Introduction

OpenCL [1] is a widespread standard for high performance computing. It is supported by all of the modern graphics processing unit (GPU) and central processing unit (CPU) vendors in contrast to vendor locked Compute Unified Device Architecture (CUDA) [2]. In particular, both Nvidia and AMD GPU support OpenCL. There are great general-purpose computing on graphics processing units (GPGPU) development tools in the Nvidia ecosystem, but AMD development tools have fallen behind the Nvidia ecosystem. Sometimes developers need to analyze assembly code for implementing better optimizations or reverse engineering. Nevertheless, there is no public decompilation tool for AMD GPU assembly. Decompiler also allows supporting programs without source code and checking for undocumented functions and backdoors. [3, 4]

OpenCL is designed to unleash the power of massively parallel processors. The OpenCL platform consist of a host (typically a CPU) and a set of compute devices (or, simply, devices). In this paper, devices are AMD GPUs. To avoid confusion, we denote by program the code executed on the host and by kernel, the code executed on the device. Each compute device consists of a set of compute units. Each compute unit consists of a set of processing elements.

Massive parallelism means a large number of launched processes. The process index space could be one-, two-, or three-dimensional. The set of launched process indices is called NDRRange [5].

NDRange is divided by equal-sized work-groups (Fig. 1). NDRRange size must be divisible by work-group size on each dimension. Otherwise NDRRange size is automatically increased on each dimension to fulfill this requirement. The single process is called work-item. Each work-item has a unique identifier (ID) in NDRRange index space (global id and a unique ID in its work-group (local id). Each work-group also has a unique ID (work-group ID).

OpenCL defines four types of memory:
— global memory — a memory accessible to read and write to host and all work-items in the NDRRange space;
— constant memory — a region of host-allocated global memory that is not changed during kernel execution;
— local memory — a memory accessible to work-items in a single work-group;
— private memory — a memory accessible to a single work-item.

The AMD GCN architecture

The AMD GCN architecture [6] is related to OpenCL platform model. A GPU device consists of several compute units. Each compute unit has four single instruction, multiple data (SIMD) Vector Units for computing and one SIMD Scalar Unit for flow control. Each SIMD Unit has 16 processing elements. One processing element contains one arithmetic logic unit (ALU) and can execute a single OpenCL work-item. Thus, one
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Fig. 1. OpenCL execution model on the example of two-dimensional NDRange
compute unit contains 64 ALU. Compute units work independently.

GCN devices have two-level data cache hierarchy. Each compute unit has L1 data cache and an entire GPU device has L2 data cache. Also they have 32 KiB instruction cache. If kernel does not fit in instruction cache, it has significant performance decrease. This fact encourages GPGPU developers to decompose a compute task between small kernels.

AMD GCN devices have an equivalent to each type of OpenCL memory. Global and constant memories from OpenCL are represented by video random access memory (VRAM). The equivalent of OpenCL local memory is Local Data Share (LDS). Data access in LDS is orders of magnitude faster than that of a VRAM. Private memory is stored in registers. Data access in registers is orders of magnitude faster than LDS. If there are not enough registers, a region in VRAM is allocated for private memory. These additional “registers” are named scratch registers. Usually scratch registers are in data cache and decrease performance by not really much. Registers are 32-bit but they can be combined into pairs for 64-bit instructions. Registers are the most expensive and valuable memory resource. Each work item can have at most 256 vector registers (VGPR) and 104 scalar registers (SGPR). Moreover, a compute unit has only 2048 registers for 64 ALU.

The lowest group of work-items that flow control can affect is named wavefront. This means that all the work-items in a single wavefront have the same program counter. All the work-items in a wavefront execute all branching paths (with the exception of a case when all the work-items choose the same conditional jump). Irrelevant branch paths are executed without any effect. Each SIMD Vector Unit can run from one to ten wavefronts depending on the used VGPRs, SGPRs and LDS.

AMD GCN has two different application binary interfaces (ABI) [7]. The first one comes with Windows Adrenaline or Linux AMDGPU-Pro driver. The second one comes with Linux-only ROCm driver. In this paper the first one is considered. ABI defines data and kernel parameters’ location in memory. Some parameters are stored in registers, others are in VRAM. More detailed location of parameters will be considered in the next sections.

Statement of the problem

The purpose of this work is to create a decompiler for GCN assembly. It takes a disassembled file as input and translates it into its equivalent in OpenCL. Since there are no OpenCL decompilers for AMD GPUs, the following state-of-the-art theoretical [8–18] and instrumental [19, 20] solutions for C and C++ were considered as a basis:

— Ida Pro (Hex-Rays plugin): Intel x86 / x64, ARM;
— GHIDRA: Intel x86, ARM, AVR, MIPS, PIC, PowerPC;
— RetDec: Intel x86 / x64, ARM, MIPS, PIC32, PowerPC;
— Hopper: Intel x86 / x64, ARM, PowerPC;
— Snowman: Intel x86, AMD64, ARM.

As a result of research to achieve this goal, the following tasks were formulated:

1) extraction of the body of the program and data of the CPU module;
2) search for memory accesses;
3) search for control structures;
4) data type recovery.

The result of solving these tasks is a translation assembly code to an OpenCL code. Our method consists of the following steps:

1. Separation of program body, configuration part and kernel name.
2. Initialization of registers and kernel parameters using application binary interface.
3. Assembly instructions processing: control flow graph construction and determination of stored in registers data types.
4. Transformation control flow graph into region graph and its further processing (determination of flow-control instructions).
5. OpenCL code generation using processed region graph.

The body extraction

Extracting the body of the program is a small, but quite important task, serving as a preparatory stage for further decompilation. In addition, here we parse config section with work group size, number of index range dimensions, and other kernel properties. An example of the structure of the program body is shown in Listing 1.

Listing 1. An example of the structure of the program body

```
.kernel [kernel name]
.config
dims xyz
.cws 8, 8, 2
[other kernel configuration]
.text
  s_endpgm <- end of program
```

This config means 3D index range with workgroup size $8 \times 8 \times 2$ (128 threads in total).
The algorithm of body extraction is presented in listing 2.

Listing 2. The algorithm of body extraction

```python
parse_status = "start"
instruction_set = []
config_set = []
program_name = ""
for current_row in bode_of_file:
    if current_row contains ".kernel"
        if parse_status == "instruction":
            parse_status = "kernel"
            process_data(program_name, config_set, instruction_set)
            instruction_set = []
            config_set = []
        program_name = current_row.split()[1] // take the second word.
    if current_row == ".config"
        parse_status = "config"
    elif current_row == ".text"
        parse_status = "instruction"
    elif current_row == "instruction"
        instruction_set += current_row
    elif current_row == "config"
        config_set += current_row
    else:
        continue
        process_data(program_name, config_set, instruction_set)
```

The program body consists of a sequence of assembly instructions. Most of GCN assembly instruction names consist of three parts delimited by symbol “_”. In this paper they are called prefix, root and suffix.

Prefix means one of the following instruction types:
- Scalar instructions. Operands are mostly SGPRs. These instructions are used to control flow instructions, VRAM access, thread synchronization, atomic operations and others. The prefix is “s”.
- Vector instructions. Operands are mostly VGPRs. These instructions are used for computing. The prefix is “v”.
- Data share operations. Instructions for manipulating with LDS. The prefix is “ds”.
- FLAT instructions. Operands are mostly pairs of VGPRs that hold 64-bit address. These instructions are used to access to VRAM, LDS and scratch buffer. The prefix is “flat”.

Suffix (if present) means data type and size. Supported data types are indicated by the following suffixes:
- i — signed integer;
- u — unsigned integer;
- f — floating-point;
- b — binary (for bitwise operations).

The data type size can be 8, 16, 24, 32 and 64. Some instructions contain double suffix. For example, `V_MUL_HI` instruction family (`V_MUL_HI_I32_I24, V_MUL_HI_U32_U24`).

The rest of command name defines the operation. Some operations do not have direct equivalents in OpenCL. Such operations are decompiled to several OpenCL instructions. Otherwise, some assembly instructions are grouped and decompiled into a single OpenCL instruction.

AMD GCN devices do not have a call stack. Consequently, all the function calls are inlined into a kernel. Therefore, assembly code does not have any information about functions. We can only guess that there was a function if we discovered identical code fragments (ignore register renaming). But such an analysis is not considered in this paper.

Search for memory accesses

Assembly instructions processing starts from searching for memory accesses. The basic data structure used in the following algorithms is called `Register`. It holds the information about a single register and contains the following fields: `version`, `type`, `integrity`. `Integrity` can hold one of these values: `{entire, high_part, low_part}`. `Entire` means the register holds the whole 32 (or less) bit variable. Other values mean the register holds a part of 64 bit variable.

AMD ABI documentation contains description for OpenCL work-item built-in functions. At this stage, the following functions are supported:

- `get_global_id(uint dimindx)`;
- `get_global_offset(uint dimindx)`;
- `get_local_id(uint dimindx)`;
- `get_global_size(uint dimindx)`;
- `get_local_size(uint dimindx)`;
- `get_group_id(uint dimindx)`;
- `get_num_groups(uint dimindx)`;
- `get_work_dim()`.

The result of these functions is stored to specific addresses. Therefore, if such an address is loaded into a register, then further access to that register means a call to this function.

The `get_global_id(dim)` function returns a global thread identifier that is unique in the entire task space. `dim` can take possible values of 0, 1 or 2. Since the thread numbering can be shifted in kernels, in order to get a thread index starting from zero, there is the following idiom:

```python
uint idx0 = get_global_id(0) –
            get_global_offset(0);
```
This thread index is often used to refer to an array. We parse this index and get_global_id in the following steps:

In the first step, we detect get_global_offset(uint dimindx). The value of this function is stored in global memory by address s[4:5]. So instruction

\[ s_{load\_dword\times 2} s[2:3] s[4:5] 0x0 \]

means get_global_offset(0) stored in register pair s2, s3.

The second step is determining the local ID: get_local_id(0). Local ID is stored in register v0 before the program starts executing, and in case of 2D or 3D index range get_local_id(1) and get_local_id(2) are stored in v1 and v2, respectively. Therefore the field \( type \) of these registers data is filled before the instruction processing (it corresponds to get_local_id(uint dimindx)).

The third step is identifying the work-group ID: get_group_id(uint dimindx). The result of calling this function is also compile-time constant and stored before the program execution. If “useargs” is used by the kernel in the configuration, get_group_id(0) is stored in register s6, and (in case of 2D and 3D index range) get_group_id(1) and get_group_id(2), are stored in s7 and s8, respectively. This instruction is processed like the previous one. The registers fields \( type \) are filled with corresponding values before the instruction processing.

The fourth step is discovering the work-group size. In OpenCL this value can be retrieved using get_local_size function. It is impossible to determine the call to this function from the assembly code. This is because the value of this function call is replaced by numeric constant. Therefore, we have no semantic information about this number in the assembly code. However, we have obtained work-group size in the previous section.

The last step is multiplying the work-group ID by the work-group size, and then the local thread ID.

Function get_global_id(uint dimindx) is deconstructed in similar way but with the addition of the offset value.

The result of a function that returns the size of the workspace in a given dimension, get_global_size(uint dimindx), is stored in global memory by address s[4:5]+ 0xc, 0x10 or 0x14 depending on the dimension. Processing of this instruction is same with get_global_offset: data type inference is done using instruction s_load_dword with offsets (0xc, 0x10, 0x14).

Next, consider a function that returns the number of work-groups that will run the kernel for a given dimension, get_num_groups(uint dimindx). The value is obtained by dividing the size of the workspace by the size of the work-group for a given dimension.

The last function to consider is get_work_dim(). It returns the number of dimensions used. The value is obtained when dword is loaded from the register storing a pointer to kernel settings — s[4:5], with an offset of 0x20010. Processing of this instruction is the same with get_global_offset and get_global_size.

The result of matching with the presented templates is a restoration of work-item built-in functions.

Also, calls to array elements and simple arithmetic operations were supported.

Search for control structures

The decompiler was implemented using an algorithm based on structural analysis [21]. At first step, we construct the control flow graph [22]. After that, we transform it to region graph. Initially, each instruction represents one region.

The analysis process in based on depth-first search. Each node is checked whether it is a header of one of known templates. If the template is determined, all the nodes corresponding to this template are merged into a single node. This process is iterated until the single node remains.

Our decompiler supports the if construction. The template presented for it in Fig. 2, corresponds to the one described in theoretical solutions, and does not require any additional transformations for detection and decompilation.

The region graph processing algorithm is illustrated by the example shown in Fig. 3. The algorithm consists of the following steps:

1. Regions #1–3 are not beginning of any known templates. Region #4 in conjunction with regions #5 and #6 constitute an if template. However, region #6 is connected with another regions. So, we merge only regions #4 and #5 into a new region #7.
2. Regions #1 and #2 are not beginning of any known templates. Regions #3 and #7 constitute a linear region. Merge them into a new region #8.
3. Region #1 is not beginning of any known templates. Regions #2, #8 and #6 constitute an if template. Region #6 is connected with another region (region #1), so merge only regions #2 and #8 into a new region #9.

![Fig. 2. Template for if statement](image-url)
4. Regions #1, #9 and #6 constitute an if template. Merge them into a new region #10.

5. There is a single region now. So, we extracted all flow-control information from the region graph and can now generate OpenCL code.

The main difference with CPU if-else template is the presence of a 64-bit mask, which is responsible for the execution of threads. This is because 64 threads have the same instruction pointer. AMD compiler generates if-else construction in several forms. We demote the most frequent form as the first form. The first form is shown in Fig. 4, a. For more convenient processing, this template was reduced to the form shown in Fig. 4, b (standard form).

In this paper we also consider another two frequent forms. We denote them as the second form and the third form. The second form is shown in Fig. 5, a. The third form is shown in Fig. 5, b. The reduction the second form of if-else template to the standard form (see Fig. 4, b) consists of two steps:

1. Transformation to the first form of if-else template.
2. Reduction to standard form.

The second form of if-else template looks like the if template. But the main difference is the second change exec mask and else condition body before restoration of exec mask. The main difference between the first form and the second form is a quantity of “goto” labels.

The transformation of the second form to the first form is made by fake insertion of the second label after the else condition body and condition jump to the second label before it. The transformation of the third form is made similarly.

The processing of nested structures is the following. Firstly, the most nested structures are detected using control instruction templates. Detected structures are combined in the region graph. After that, the most nested of the remaining structures can be detected. The processing is continued until the root structure is combined in the region graph.

When processing branches, it was taken into account that at a vertex that has several ancestors, the values of registers can be determined ambiguously. And if in the future some of these registers were used, then variables were created for them. In the implementation, this was done by assigning versions to registers and working with them [23, 24].

The last considered in this paper control structure is the ternary operator. It is represented in the assembly code of one instruction and does not require overlapping templates.
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**Fig. 3.** Example of region graph handling

**Fig. 4.** Templates for if-else conditions part 1: a — with two labels; b — standard form
Data type recovery

Two ways of data type recovery were implemented: from the .config section of kernel and using assembly instructions. The .config section contains data types for kernel arguments. For example, the .config section of kernel with signature void copy(__global int *data, int x) is shown in Listing 2. As can be seen from Listing 2, data type for kernel arguments can be restored unambiguously.

Listing 3. Kernel arguments
.kernelp copy
 .config
   .dims x
   .cws 64, 1, 1
   .sgprnum 13
   .vgprnum 3
   .floatmode 0xc0
   .pgmrsrc1 0x00ac0040
   .pgmrsrc2 0x0000008c
   .dx10clamp
   .ieemode
   .useargs
   .priority 0
   .arg_global_offset_0, "size_t", long
   .arg_global_offset_1, "size_t", long
   .arg_global_offset_2, "size_t", long
   .arg__printf_buffer, "size_t", void*, global,
   .arg_vqueue_pointer,"size_t", long
   .arg_aqwrap_pointer,"size_t", long

Data type determination using assembly instructions is based on instruction suffixes. For example, instruction

s_add_u32 s0, s4, s0

means sum of two unsigned 32-bit integers.

Practical implementation

As a practical implementation of this research, the OpenCL Decompiler tool was developed. At this moment, it supports only a reduced set of AMD GCN ISA.

The OpenCL Decompiler was implemented in Python 3. It requires an assembly file compatible with CLRX Disassembler [25] output or CodeXL assembly listing as input data.

The output of the OpenCL Decompiler is a valid OpenCL file. All decompiled kernels can be compiled and executed on AMD GPUs. The exception is case when the decompiler gets an unsupported instruction. In this case decompiler leaves unsupported assembly code as is in inline assembly (inline assembly is not supported by AMDGPU-Pro driver and cannot be compiled).

The source code is available at https://github.com/sudo-team-company/OpenCLDecompiler.

Fig. 5. Templates for if-else conditions part 2: a — with label in the if part; b — with label in the else part
The repository has about 931 synthetic tests and real free open-source kernels. Decompiler passes all the tests in the repository, which confirms correctness described functionality.

The examples of the real kernels are mask_kernel and weighted_sum_kernel (https://github.com/ganyc717/Darknet-On-OpenCL/blob/master/darknet_cl/cl_kernels/blas_kernels_1.cl). The result of their decompilation is in folder real_tests (https://github.com/sudo-team-company/OpenCLDecompiler/tree/master/tests/real_tests). The result of their decompilation is in folder real_tests (https://github.com/sudo-team-company/OpenCLDecompiler/tree/master/tests/real_tests)

These tests confirm the compliance of the theoretical considerations and practical results.

Conclusion

In this paper, a decompiling method for AMD GPU assembly was described. It has an implementation called OpenCLDecompiler and was introduced into Sudo Ltd. The OpenCLDecompiler tool was demonstrated on real open-source projects. All of this reveals the practical applicability of described method.

The described method is based on standard techniques for CPU decompilers but some techniques required significant modification for massive parallel architecture.

 Decompiler works with any valid assembly code. However, restoration of some complicated loop constructions and some instructions is not implemented. In this case all supported assembly instructions are decomposed into a pseudo-code in accordance with their documentation. Unsupported instructions are remained unchanged. This approach does not provide full-fledged OpenCL code but significantly facilitate further manual code analysis.

It is further planned to extend the set of supported instructions and support the new RDNA architecture [26] and processing of more complicated flow control instructions.
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