ABSTRACT. We study the large order and infinite order soliton of the coupled nonlinear Schrödinger equation with the Riemann-Hilbert method. By using the Riemann-Hilbert representation for the high order Darboux dressing matrix, the large order and infinite order solitons can be analyzed directly without using inverse scattering transform. We firstly disclose the asymptotics for large order soliton, which is divided into four different regions—the elliptic function region, the non-oscillatory region, the exponential and algebraic decay region. We verify the consistence between asymptotic expression and exact solutions by the Darboux dressing method numerically. Moreover, we consider the property and dynamics for infinite order solitons—a special limitation for the larger order soliton. It is shown that the elliptic function and exponential region will disappear for the infinite order solitons.
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1 Introduction

As one of the most important models in the nonlinear mathematical physics, the nonlinear Schrödinger (NLS) equation governs both nonlinear optics fibers and the Bose-Einstein condensation (BEC). It can also be applied in other fields, involving the fluid mechanics, the plasma and even the finance[14, 46, 44]. But when there appears coupling effect between more than two components, the scalar NLS equation can not describe it any more, instead, the coupled systems have been paid much more attentions. Compared to the scalar equation, the coupled models have more diversified dynamics properties, such as in 1997 [33], the authors denominated that there exist the inelastic collision in the interaction of two bright soliton [34], which was not observed in the scalar NLS equation. It is well known that many excellent phenomena have been observed to have an intimate connection with the coupled NLS (CNLS) equation, such as the vortices, the bright-bright soliton, the dark-dark soliton, the bright-dark soliton. Therefore, it is of significance to investigate the multi-component system and discover its more unknown dynamics.

Similar to the scalar NLS equation, the CNLS equation is also integrable, both of them have the soliton solutions. As one of the most popular solutions in the integrable system, the solitons as well as its dynamic behavior have been studied for a long time, which involves the high-order solitons and the multi-solitons. In the terminology of inverse scattering transform [17], N-solitons are given in the reflectionless case under the transmission scattering data \(a(\lambda)\) has \(N\) distinct simple zeros, so the amplitude and the velocity to every soliton is different, while the \(N\)-th order soliton is given with \(a(\lambda)\) has \(N\) multiple zeros, which indicates the interaction between \(N\) solitons of equal amplitude but having a particular chirp. The concept “chirp” comes from the nonlinear optics and it can be generated from the self-phase modulation with the intensity-dependent refractive index [41]. From the physical viewpoints, the high order soliton can be used to estimate the compression factor by \(F_c \approx N/1.6\), where \(N\) is the soliton order [41]. Moreover, in [27], the authors studied the cascaded \(N\)-soliton to the non-adiabatic pulse compression theoretically and obtained the cascaded \(N\)-soliton compression numerically. From a mathematical viewpoint, it is important to consider how the soliton will behavior when \(N\) is large or \(N \to \infty\). This concept was first put forward by Zhou [47], afterwards, Gesztesy et. al studied the infinite many soliton to the KdV equation comprehensively [21], which contains the convergence, the spectral properties and the solution behavior when \(N \to \infty\). Furthermore, the long time asymptotics of the NLS equation with infinite order was analyzed via the Riemann-Hilbert factorization of the inverse scattering method [25]. In [28], the authors gave a detailed...
analysis to the multi-soliton when \( N \) is large. Recently, Bilman, one of the authors and Miller obtained a novel solution—rogue waves of infinite order via the robust inverse scattering method and Darboux transformation, as they studied the near field asymptotics for the high order rogue waves, in which the solutions were related with the Painlevé-III hierarchy \([7]\). In \([5, 6]\), the authors analyzed the near field and far field asymptotics for high order soliton (or multi-pole soliton) with large order for the NLS equation, where the asymptotics of near field will converge to the rogue wave of infinite order rogue waves and the far field limit of high order soliton with large order contained four different asymptotic regions. Very recently, Deniz and Miller considered the analysis about the far-field limit for the large order rogue waves, in which the high order soliton and rogue waves were analyzed in an uniform way \([9]\).

However, when it comes to the higher-order matrix spectral problem, the corresponding asymptotic analysis becomes more difficult, one should take some skills to decompose the jump matrix into the upper and lower triangles. Thus there are only few results about the long-time asymptotics to the higher-order matrix spectral problem, such as the CNLS equation \([19]\), the coupled mKdV equation \([18]\), the spin-one Gross-Pitaevskii equation \([20]\), the Sasa-Satuma equation \([23]\), the Degasperis-Procesi equation \([30]\) and “good” Boussinesq equation \([13]\). While to the best of our knowledge, there is no result of large order solitons for the higher-order matrix spectral problem due to the its own difficulty. In this work, we intend to extend the asymptotic analysis of large order soliton with the aforementioned method to the CNLS equation associated with a \( 3 \times 3 \) matrix spectral problem. In general, the high-order soliton can be represented as a determinant form, which is hard to be analyzed as \( N \) is large. As a result, it is impossible to study the asymptotics on the basis of calculation the Darboux matrix. Thus we are preparing to construct a Riemann-Hilbert problem to convert the large order problem onto the jump matrix, then the large order asymptotics can be studied with the nonlinear steepest descend method. Furthermore, if \( N \to \infty \), how the asymptotics will become? This problem is different from the large order problem essentially, which reflects an infinite dimensional system \([42, 37]\). In this paper, we are preparing to disclose these two asymptotics by the Riemann-Hilbert method. Thus we give some preliminaries about the CNLS equation. Before we progress, we give a notational convention in the following remark.

**Remark 1.** We use the superscript \( \lambda^* \) to denote the conjugate of \( \lambda \), which is also applied to the matrix matrix notation. We use the “dagger” notation \( q^\dagger \) to the Hermitian conjugate of \( q \). As the Lax pair for the CNLS is \( 3 \times 3 \), thus we give some special notation matrix

\[
\sigma_3 = \text{diag}(1, -1, 1), \quad \sigma_2 = \begin{bmatrix} 0 & -i \\ i & 0 \end{bmatrix},
\]

where \( \mathbb{I} \) indicates the identity. We use the boldface capital letters to denote the matrix and the bold lowercase letter to denote the column vectors.

### 1.1 Review on the CNLS equation

The focusing CNLS equation reads in the vector form:

\[
iq_t + \frac{1}{2} q_{xx} + q q^\dagger = 0, \quad q = (q_1(x,t), q_2(x,t)),
\]

where \( q_1 \) and \( q_2 \) are the wave envelopes, which was first derived by Manakov to describe the electric propagation in 1974 \([29]\). So it is also named the Manakov model. Subsequently, the focusing CNLS equation \([2]\) has attracting much attentions in different areas, ranging from the BEC \([35]\) to the optical fibres \([11]\) and biophysics \([36]\). From the mathematical viewpoints, the CNLS equation \([2]\) is an integrable equation admitting the following Lax pair

\[
\Phi_t = \mathbf{V}(\lambda; x, t) \Phi, \quad \Phi_x = \mathbf{U}(\lambda; x, t) \Phi,
\]

\[
\mathbf{U}(\lambda; x, t) = i(-\lambda \sigma_3 + \mathbf{Q}), \quad \mathbf{V}(\lambda; x, t) = i\lambda (-\lambda \sigma_3 + \mathbf{Q}) + \frac{1}{2} \left( \mathbf{Q}_x + i \mathbf{Q}^\dagger \right) \sigma_3,
\]

where \( \lambda \in \mathbb{C} \) is the spectral parameter.

\[
\mathbf{Q} = \begin{bmatrix} 0 & q \\ q^\dagger & 0 \end{bmatrix}.
\]
The compatibility condition of Lax pair (3): \( \Phi_{xt} = \Phi_{tx} \) gives the focusing CNLS equation (2). Due to integrability, the CNLS equation (2) had been studied widely on both zero and non-zero boundary condition by the inverse scattering method \[29\] [26].

We intend to study Eq. (2) with the Riemann-Hilbert method, thus we present some brief reviews on the inverse scattering transform for CNLS in Appendix A. Under the framework of this method, the n-soliton solution is given. It is natural to ask about the large limit \( n \to \infty \). As we know that, if there exists a sequence \( \{ \lambda_i, i = 1, 2, \cdots \} \) in a compact region, there is a sub-sequence \( \{ \lambda_{i_j} \} \) will converge into \( \lambda_0 \). In which, one of the special cases is \( \{ \lambda_{i_j} = \lambda_0 \} \) corresponding to the high order solitons. The high order solitons can be solved by the inverse scattering method. To analyze the dynamics for infinite order solitons for CNLS, we would like to combine the Darboux transformation with Riemann-Hilbert representation. Then we can use the Deift-Zhou method to analyze the asymptotics for large order and infinite order solitons. Before the detailed analysis, we discuss the asymptotics to Darboux matrix under special case.

Then we give a brief review on the soliton solutions for the focusing CNLS equation (2). In 1974, the bright soliton to Eq. (2) has been given with the inverse scattering method. In general, the single bright soliton has the form

\[
q_1 = 2b \cos(\alpha) i \text{sech}(2b(x + 2at)) e^{2i((b^2 - a^2)t - ax - \beta)},
\]

\[
q_2 = 2b \sin(\alpha) i \text{sech}(2b(x + 2at)) e^{2i((b^2 - a^2)t - ax - \gamma)}, \quad \alpha \in \mathbb{R},
\]

which shows that both two components have the same shape as the solutions of scalar NLS equation, where \( a \in \mathbb{R} \) and \( b > 0 \). Furthermore, there exist a general nondegenerate or multi-hump fundamental solitons in Eq. (2), which admit that this collisionss has no energy redistribution [38, 32]. While in some cases, two component system has a similar characteristics with the scalar one. For example, Eq. (2) can also be regarded as a good model for the rogue wave, the interaction between the rogue wave and the solitons [22] as well as the Akmediev breathers, Ma solitons and the general breathers [31].

It is well known that the elementary Darboux transformation in the framework of loop group [40] for the system (3) with \( q = 0 \) is

\[
T^{[1]}(\lambda; x, t) = I - \frac{\lambda_1 - \lambda_2^*}{\lambda - \lambda_1^*} p^{[1]}(x, t), \quad p^{[1]}(x, t) = \frac{\Phi_1(x, t) \Phi_3(x, t)^*}{\Phi_1(x, t)^* \Phi_3(x, t)},
\]

where \( \Phi_1(x, t) = e^{-i\lambda_1(x+\lambda_1^*t)}c, c = (1, c_1, c_2)^T \), which converts the Lax pair (3) into a new one by replacing the potential function \( \mathcal{Q} = 0 \) with a new one

\[
\mathcal{Q}^{[1]} = \mathcal{Q} + (\lambda_1 - \lambda_1^*) \left[ \sigma_3, p^{[1]}(x, t) \right],
\]

i.e.

\[
(q_1^{[1]}, q_2^{[1]}) = (q_1, q_2) + \frac{4i\Im(\lambda_1) \phi_1^{(1)}}{\phi_1^{(1)} + \phi_1^{(2)} + \phi_1^{(3)}},
\]

By the Minkowski inequality, we have

\[
\| (q_1^{[1]}, q_2^{[1]} ) \|_2 \leq \| (q_1, q_2) \|_2 + \frac{4 \| \Im(\lambda_1) \phi_1^{(1)} \|_2}{\| \phi_1^{(1)} \|_2 + \| \phi_1^{(2)} \|_2 + \| \phi_1^{(3)} \|_2},
\]

where \( \| (a, b) \|_2 = \| a^2 + b^2 \|^{1/2} \) and the equality holds only if \( (q_1, q_2) = k (\phi_1^{(2)} + \phi_1^{(3)}) \). Furthermore, by the mean inequality, we have the estimate

\[
\| (q_1^{[1]}, q_2^{[1]} ) \|_2 \leq \| (q_1, q_2) \|_2 + 2 \| \Im(\lambda_1) \|_2,
\]

where the equality holds only if \( |\phi_1^{(1)}| = \| (\phi_1^{(2)} + \phi_1^{(3)}) \|_2 \). Thus, to obtain the single soliton has the maximum norm at origin, we set \( c_1 = \cos(\alpha) e^{i\beta} \) and \( c_2 = \sin(\alpha) e^{i\gamma} \). The above equation (6) will yield the single
bright soliton \[^{[4]}\] by choosing \( \lambda_1 = a + ib \). We can readily see that the Darboux matrix \( T^{[1]}(\lambda; x, t) \) is a meromorphic matrix in the whole complex plane \( C \), which implies that the new wave function \( \Phi^{[1]}(\lambda; x, t) = T^{[1]}(\lambda; x, t)e^{-i\lambda(x+\lambda)t}a_3[T^{[1]}(\lambda; 0,0)]^{-1} \) is analytic for \( \lambda \in C \) with \((x,t) \in \mathbb{R}^2 \). The high order Darboux matrix and multi-fold one can be iterated recursively. To obtain the asymptotics when \( x \to \pm \infty \), we give the Darboux transformation with \( N \) multiple poles as
\[
T_N(\lambda; x, t) = T^{[N]}(\lambda; x, t)T^{[N-1]}(\lambda; x, t)\cdots T^{[1]}(\lambda; x, t),
\]
where
\[
\Phi^{[j]}(\lambda; x, t) = T^{[j]}(\lambda; x, t)\Phi^{[j-1]}(\lambda; x, t)\left(T^{[j]}(\lambda; 0,0)\right)^{-1}, \quad \Phi^{[0]}(\lambda; x, t) = \Phi(\lambda; x, t) \equiv e^{-i\lambda(x+\lambda)t}a_3
\]
\[
T^{[j]}(\lambda; x, t) = \mathbb{I} - \frac{\lambda_1 - \lambda_1^*}{\lambda - \lambda_1} P^{[j]}(x, t), \quad P^{[j]}(x, t) = \frac{\Phi^{[j-1]}(x, t)\left(\Phi^{[j-1]}(x, t)^*\right)^*}{\langle \Phi^{[j-1]}(x, t)^* \Phi^{[j-1]}(x, t) \rangle},
\]
\[
\Phi^{[j-1]}(x, t) = \lim_{\lambda \to \lambda_1} \Phi^{[j-1]}(\lambda; x, t)\left(c + e^{[1]}_{j-1}v_1 + e^{[2]}_{j-1}v_2\right), \quad j = 1, \ldots, N,
\]
where \( v_1 = (-c_1, 1, 0)^T \) and \( v_2 = (-c_2^*, 0, 1)^T \) such that \( cv_1 = 0 \) and \( cv_2 = 0 \). The \( N \)-th order soliton solution is given by
\[
Q^{[N]} = (\lambda_1 - \lambda_1^*) \sum_{i=1}^N [a_3, P^{[i]}(x, t)],
\]
which also can be represented in a determinant formula. By the above construction \[^{[1]}\], we know that the fundamental solution satisfies \( \Phi^{[j]}(\lambda; 0,0) = \mathbb{I} \). Together with the estimate \[^{[2]}\], we find the high order soliton with the maximum peak of 2-norm \( || \cdot ||_2 \) will attain by choosing the parameters \( e^{[j]}_i = 0 \), which is associated with the scalar NLS equation by SU(2) symmetry. Actually, when the parameters \( e^{[j]}_i \) have a small perturbation, the solutions will not satisfy the scalar NLS equation under the SU(2) symmetry. The second order solitons for non-vanishing \( e^{[j]}_i \) is shown in the Appendix \[^{[3]}\]. In this work, we mainly consider the special case that all \( e^{[j]}_i \) are vanishing.

**Lemma 1.** Suppose \( \text{Im}(\lambda_1) > 0 \), when \( x \to +\infty \), the asymptotics of \( T_N(\lambda; x, t) \) is
\[
T_N(\lambda; x, t) = \begin{bmatrix}
1 & 0 \\
0 & 1 \\
0 & 0 \\
0 & 0
\end{bmatrix} + O(x^{N-1}e^{-2\text{Im}(\lambda_1)x}),
\]
conversely, when \( x \to -\infty \), the asymptotics of \( T_N(\lambda; x, t) \) is
\[
T_N(\lambda; x, t) = \begin{bmatrix}
1 & 0 \\
0 & 1 \\
0 & 0 \\
0 & 0
\end{bmatrix} + O(x^{N-1}e^{2\text{Im}(\lambda_1)x}).
\]

Similar to the NLS equation, the CNLS Eq.\(^{[2]}\) also has infinite number of conservation laws, which is shown in the following properties:

**Proposition 1.** The first three conservation laws for the CNLS equation are
\[
I_1 = \int_{-\infty}^{+\infty} \left(|q_1|^2 + |q_2|^2\right) dx = 4\text{Im}(\lambda_1),
\]
\[
I_2 = -\frac{1}{2} \int_{-\infty}^{+\infty} (q_1q_{1,x}^* + q_2q_{2,x}^* - q_1^*q_{1,x} - q_2^*q_{2,x}) dx = 8\text{Re}(\lambda_1)\text{Im}(\lambda_1),
\]
\[
I_3 = \int_{-\infty}^{+\infty} \left(|q_{1,x}|^2 + |q_{2,x}|^2 - \left(|q_1|^2 + |q_2|^2\right)^2\right) dx = \frac{16}{3}\text{Im}(\lambda_1)\left(3\text{Re}(\lambda_1)^2 - \text{Im}(\lambda_1)^2\right).
\]
Observing the asymptotics of $T_N(\lambda; x, t)$ in lemma 1, we can set the $\Phi^\pm(\lambda; x, t)$ in Eq. (A.10) as
\begin{equation}
\Phi^\pm(\lambda; x, t) = T_N(\lambda; x, t) e^{-i\lambda(x + \lambda t)} \sigma_3 T_\pm^{-1}(\lambda),
\end{equation}
where $T_\pm(\lambda)$ are defined in Eq. (C.35) and Eq. (C.37).

From the above high order Darboux matrices [10], we can construct the solutions for the following ordinary differential equations or finite dimensional integrable system [3]:
\begin{equation}
\frac{\partial}{\partial x} L(\lambda; x, \cdot) = \left[U[N](\lambda; x, \cdot), L(\lambda; x, \cdot)\right], \quad \frac{\partial}{\partial t} L(\lambda; \cdot, t) = \left[V[N](\lambda; \cdot, t), L(\lambda; \cdot, t)\right]
\end{equation}
where $U[N](\lambda; x, t) = U(Q \rightarrow Q[N])$, $V[N](\lambda; x, t) = V(Q \rightarrow Q[N])$ and
\[
L(\lambda; x, t) = T_N(\lambda; x, t) \sigma_3 T_N^*(\lambda^*; x, t) = \sigma_3 + \sum_{j=1}^N \left(A_j(x, t) + \frac{A_j^*(x, t)}{(\lambda^* - \lambda_j^*)^j}\right).
\]

As $N \to \infty$, the finite dimensional integrable system (17) will turn to the infinite dimensional system.

Now, we proceed to analyze the asymptotics of $T_N(\lambda; x, t)$ when $N \to \infty$. To consider the convergence of Darboux matrix, we establish the uniform estimate
\begin{equation}
\left|\left|T^j \right|\right| \leq 1 + \frac{2|\text{Im}(\lambda_1)|}{|\lambda - \lambda_1^*|}, \quad \left|\left|T^j \right|\right| = \left|\text{Tr}(T^j (T^j)^*)\right|^{1/2}, \quad j = 1, 2, \ldots, N,
\end{equation}
for $(x, t) \in \mathbb{R}^2$ and $\lambda \in \mathbb{C} \setminus \mathcal{O}(\lambda_1^*, \epsilon)$, where $\epsilon$ is a small real parameter. If $\text{Im}(\lambda_1) = 1/N$, we have $\left|\left|T_N(\lambda; x, t)\right|\right| \leq e^{2/|\lambda - \text{Re}(\lambda_1)|}$, which implies that $T_N(\lambda; x, t)$ is uniform convergent for $(x, t) \in \mathbb{R}^2$ and $\lambda \in \mathbb{C} \setminus \mathcal{O}(\text{Re}(\lambda_1), \epsilon)$ by the M-test. Then the corresponding scattering matrix $S(\lambda)$ is obtained by
\begin{equation}
S(\lambda) = \lim_{x \to +\infty} \lim_{N \to \infty} T_N(\lambda; x, t) \left(\lim_{x \to -\infty} \lim_{N \to \infty} T_N(\lambda; x, t)\right)^{-1}
\end{equation}
\begin{equation}
= \lim_{x \to -\infty} \lim_{N \to \infty} T_N(\lambda; x, t) \left(\lim_{x \to +\infty} \lim_{N \to \infty} T_N(\lambda; x, t)\right)^{-1}
\end{equation}
\begin{equation}
= \lim_{N \to \infty} \begin{bmatrix}
(\frac{\lambda - \lambda_1}{\lambda^* - \lambda_1^*})^N & 0 & 0 \\
0 & \frac{1 + 2}{2} \left(\frac{\lambda - \lambda_1}{\lambda^* - \lambda_1^*}\right)^{-N} & -\frac{1 + 2}{2} \left(\frac{\lambda - \lambda_1}{\lambda^* - \lambda_1^*}\right)^{-N} \\
0 & \frac{1 + 2}{2} \left(\frac{\lambda - \lambda_1}{\lambda^* - \lambda_1^*}\right)^{-N} & \frac{1 + 2}{2} \left(\frac{\lambda - \lambda_1}{\lambda^* - \lambda_1^*}\right)^{-N}
\end{bmatrix}
\end{equation}
\begin{equation}
= \left[
\begin{array}{ccc}
e^{-\frac{2i}{\lambda^* - \text{Re}^{(1)}(\lambda_1)}} & 0 & 0 \\
0 & \frac{1 + 2}{2} e^{\frac{2i}{\lambda^* - \text{Re}^{(1)}(\lambda_1)}} & -\frac{1 + 2}{2} e^{\frac{2i}{\lambda^* - \text{Re}^{(1)}(\lambda_1)}} \\
0 & -\frac{1 + 2}{2} e^{\frac{2i}{\lambda^* - \text{Re}^{(1)}(\lambda_1)}} & \frac{1 + 2}{2} e^{\frac{2i}{\lambda^* - \text{Re}^{(1)}(\lambda_1)}}
\end{array}
\right].
\end{equation}

From the definition of scattering data in Eq. (A.10), we know the conservation laws can be given by expanding the factor $\frac{2i}{\lambda - \text{Re}(\lambda_1)}$ with respect to $-2i\lambda$, then the conservation laws under this special case can be given as
\begin{equation}
I_1 = \int_{-\infty}^{\infty} (|q_1|^2 + |q_2|^2) dx = 4,
\end{equation}
\begin{equation}
I_2 = -i \int_{-\infty}^{\infty} (q_1 q_{1x}^* + q_2 q_{2x}^* - q_1^* q_{1x} - q_2^* q_{2x}) dx = 8\text{Re}(\lambda_1),
\end{equation}
\begin{equation}
I_3 = \int_{-\infty}^{\infty} \left(|q_{1x}|^2 + |q_{2x}|^2 - (|q_1|^2 + |q_2|^2)^2\right) dx = 16\text{Re}(\lambda_1)^2.
\end{equation}

Under the special choice $\text{Im}(\lambda_1) = 1/N$, the Darboux matrix $T_N(\lambda; x, t)$ and the scattering matrix $S(\lambda)$ both are uniformly convergent, then we will give the two different asymptotics by choosing the arbitrary spectral parameter $\lambda_1$. One is the large order and the other one is the infinite order. In the reflectionless case, we have established the relation between the Darboux transformation and the Riemann-Hilbert problem in Appendix A, Eq. (A.20), whose jump matrix can be given clearly. Compared to the $2 \times 2$ Lax pair, the
asymptotics to $3 \times 3$ case becomes much more difficult due to the structures of the higher-order matrix spectral problem.

The innovation of this paper contains the following four points, (i) We extend to analyze the large order and infinite order soliton asymptotics to the $3 \times 3$ matrix spectral problem and give two different asymptotic behaviors, one is the large order asymptotics and the other is the infinite order case. For the first case, we give four different asymptotic region, the oscillatory region, the non-oscillatory region, the algebraic decay region and the exponential decay region. Especially, the leading order in the oscillatory region can be written as the Riemann-Theta function and its corresponding modulus can be simplified as the Jacobi elliptic function, which has never been reported to the best of our knowledge. And in the second case, we get two kinds of asymptotics, one in the large $\chi$ asymptotics and the other is the large $\tau$ asymptotics, where $\chi$ and $\tau$ are related to the original variables $x$ and $t$. It should be noted that the infinite order asymptotics is a reflection for the infinite dimensional system, which is a new research topic and is different from the finite dimensional system essentially. (ii) To get the asymptotics for the $3 \times 3$ system, we construct a key transformation to convert the jump matrix to a block one, which can be decomposed into the upper and lower triangles successfully. Apart from the CNLS equation, this transformation can also be used to other higher-order matrix spectral problem with a minor revision, which can be regarded as an effective tool for analyzing the higher-order matrix spectral problem. (iii) Under the same coordinate frame, we give the comparison between the large order case and the infinite order case and verify these two asymptotic expression are consistent, the large $\chi$ asymptotics of large order is coincident with the algebraic decay region of large order and the large $\tau$ asymptotics of infinite order is consistent with the non-oscillatory region of large order. (iii) Based on the theory of loop group, we directly establish the Riemann-Hilbert representation via the Darboux matrix without using inverse scattering method, which seems more simple and convenient. From the result of these asymptotics, we find that every component $q_i, (i = 1, 2)$ in the Eq. [21] exhibit the similar characteristics with the scalar NLS equation on both these two types of asymptotics, which verifies the fact that the dynamics of large and infinite order of the coupled equations is consistent with the one of scalar equation. In other words, the large and infinite order solitonic solution with the maximum peak of 2-norm admit the universal property in the scalar or vector NLS system. The results are claimed in the following theorems.

1.2 The main results and numeric verification

**Theorem 1.** (The oscillatory region and elliptic representation) If $(X, T)$ is in the oscillatory region, then the leading order asymptotic solution of large order solitons for the CNLS Eq. [2] can be given by the Riemann-theta function:

$$q_i(X, T) = c_i^* \text{Im} (b_0 - a_0) \frac{\theta_2(\pi A - \frac{Nd\tau}{2}) \theta_3(0)}{\theta_2(\pi A) \theta_3(\frac{Nd\tau}{2})} e^{-\frac{Nd\tau}{2} - \tau E - 2F_0} (I + O(N^{-1})) \quad (i = 1, 2),$$

and its modulus can be expressed with the Jacobi elliptic function:

$$|q_i(X, T)|^2 = |c_i|^2 \left( |\text{Im}(b_0 - a_0)|^2 - |a_0 - b_0|^2 \text{cn}^2 (u + K(m), m) \right) e^{-\frac{Nd\tau}{2} - |F_1| E^2} (I + O(N^{-1})),$$

where $(i = 1, 2), m = \frac{\theta_3(0)}{\theta_3'(0)}, u = \frac{Nd\tau}{2} \theta_3(0), a_0, b_0, a, E, F_0, F_1, \tau$ all are functions with respect to $X, T$, which are defined in Eq. [57], Eq. [61], Eq. [79], Eq. [80], Eq. [86], Eq. [91] and Eq. [109], $c_1$ and $c_2$ are constants in the vector $c$.

The comparison for modulus as well its real part and the imaginary part of $q_1$ or $q_2$ between leading order asymptotics and 22-th order soliton solution is given in Fig. [1]. The 22-th order soliton solution are plotted by the iterative algorithm for Darboux matrix [10].

We give a detailed calculation about this leading order term in subsection [3.1]. This whole region is marked by $O$ in Fig. [2]. Seeing this figure, we know the oscillatory region is adjacent to two regions, one is the non-oscillatory region and the other is the exponent decay region. In this region, the modulus of $q_1$ or $q_2$ behaves a good oscillation, whose maximum and minimum amplitude has a similar shape with the boundary line between the oscillatory region and the non-oscillatory region. As $X$ increases, the modulus of solution is slow decay. These two different dynamic behaviors confirm the fact there are two boundary lines between the oscillatory region and other regions.
The comparison between the exact solution and its corresponding leading order term can be given by a union (136)

\( q_i(X, T) = -i c_1 e^{N\Omega_n-i\mu} \left( -i \text{Im}(a_n) + \frac{\sqrt{2p}}{N^{1/2}} \left( m_{+\lambda} e^{i\phi_{\lambda_2}} - m_{-\lambda} e^{-i\phi_{\lambda_2}} \right) \right) \)

(23)

\( -i c_1 e^{N\Omega_n-i\mu} \frac{\sqrt{2p}}{N^{1/2}} \left( m_{+\lambda} e^{i\phi_{\lambda_2}} - m_{-\lambda} e^{-i\phi_{\lambda_2}} \right) + \mathcal{O}(N^{-1}), \)

where \( a_n, \lambda_2, \lambda, \hat{h}, \Omega, \phi_{\lambda_2}, \phi_{\lambda_2}, m_{+\lambda}, m_{-\lambda} \) are functions with \( X \) and \( T \), which are defined in Eq.\,(123), Eq.\,(126), RHP 7 and Eq.\,(136). By choosing suitable parameters, we give the comparison between exact solutions and its asymptotic analysis in Fig.\,2 which shows that they are fitting very well.

Furthermore, when \( N \) is large, the modulus of \( q_i(X, T) \) in the non-oscillatory region is

(24) \[ |q_i(X, T)|^2 = |c_1|^2 \left( \text{Im}(a_n)^2 - 2 \frac{\text{Im}(a_n) \sqrt{2p}}{N^{1/2}} \left( \frac{\sin(\phi_{\lambda_2})}{\sqrt{-h''(\lambda_2)}} + \frac{\sin(\phi_{\lambda_2})}{\sqrt{h''(\lambda_2)}} \right) \right) + \mathcal{O}(N^{-1}) \]

Obviously, when \( \sin(\phi_{\lambda_2}) = \sin(\phi_{\lambda_2}) = -1 \), the modulus attains its maximum, which can be seen from the figures. These grids can be given by a union

(25) \[ U_{\lambda_2} = \{(X, T) \in \text{NO}, \sin(\phi_{\lambda_2}) = 1\}, \quad U_{\lambda_2} = \{(X, T) \in \text{NO}, \sin(\phi_{\lambda_2}) = 1\}. \]
To verify this fact, we give a figure to show this property:
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**Figure 3.** The density of \( q(X, T) \) in the non-oscillatory region, the white line is the boundary between the non-oscillatory region and the algebraic decay region, the black lines indicate the union of \( U_\lambda \), and the red lines represent the union of \( U_\lambda \). It is shown that the maximum value points lie in the intersection between red and black lines.

It can be seen that the amplitude in the cyan point is larger than the blue point, the yellow point is larger than the cyan point along the color bar direction. Following the detailed analysis in [9], we know this kind of plane is the modulational stability wave for the CNLS equation.

This leading order term is given in subsection 3.2 detailedly, and it is marked by NO in Fig. 6. The calculation in this region is similar to the oscillatory region by replacing the \( G \)-function with \( g \)-function.

Theorem 3. (Algebraic decay region) When \( (X, T) \) is in the algebraic decay region, the soliton will be decay with \( N^{-1/2} \), whose asymptotic leading order term is

\[
q_i(X, T) = -c_i^* \sqrt{N^{1/2}} \left( e^{-2N\phi(b_i; X, T)} + i\phi_f \left( \sqrt{-i\phi''(b_i; X, T)} \right)^{2ip-1} \right.
\]

\[
+ e^{-2N\phi(a_i; X, T)} - i\phi_f \left( \sqrt{i\phi''(a_i; X, T)} \right)^{-2ip-1} + O(N^{-1}), \quad (i = 1, 2),
\]

(26)

where \( \phi_f(X, T) = \frac{\ln(2^2)}{2\pi} + \frac{\pi}{4} - \arg \left( \Gamma \left( \frac{\ln(2)}{2\pi} i \right) \right) + 2p \ln \left( b_A - a_A \right) + p \ln(N), \quad p = \frac{\ln(2)}{2\pi} \), \( a_A \) and \( b_A \) are the critical points of \( \phi(\lambda; X, T) \), and \( \phi(\lambda; X, T) \) is defined in RHP [4]. By choosing \( T = 0 \), then \( q(X, T) \) will be a real vector function, whose evolutionary behavior is shown in Fig. 4.

This region is marked with \( A \) in Fig. 6. It is clear that the leading order term in this region decays with \( N^{-1/2} \). Compared to the oscillatory region and the non-oscillatory region, the original contour in this region can be deformed directly. We do not need construct “g”-function any more. Additionally, the leading order term in this region is given by the error between the Riemann-Hilbert matrix and its parametrix matrix, which is shown in subsection [D.2] in the Appendix.

Theorem 4. (Exponential decay region) When \( (X, T) \) is in this region, the leading order term is simpler, which is

\[
q_i(X, T) = 2c_i^* \lim_{\lambda \to \infty} \lambda \mathbf{N}_{f, e}(\lambda; X, T)_{12} \to O(e^{-dN}), \quad (i = 1, 2),
\]

(27)

where \( d \) is a positive constant.
This region is marked with $E$ in Fig.6. In this region, with a basic deformation to this contour, the solution about this Riemann-Hilbert problem can be given directly, which is the simplest.

**Remark 2.** Theorem 4 to Theorem 5 are the leading order terms for the four different regions in the large order asymptotics. Next we will give the main results about the infinite order asymptotics in theorem 5 and 6.

**Theorem 5.** (Large $\chi$ asymptotics) For the soliton of infinite order, with a Galilean transformation $x = \chi - 2\text{Re}(\lambda_1)i$, $\lambda = \Lambda + \text{Re}(\lambda_1)$, $t = \tau$, when $\chi$ is large, the asymptotic leading order term is

\[
q_1(\chi, \chi^{3/2}v) = -c_i^* \frac{i}{\chi^{3/4}} \sqrt{\frac{\ln(2)}{\pi}} \left( e^{-2\chi^{1/2}b(v, \omega) + i\phi_n} \left( \sqrt{-i\theta''(b(v); v)} \right)^{2ip-1} 
+ e^{-2\chi^{1/2}a(v, \omega) - i\phi_n} \left( \sqrt{i\theta''(a(v); v)} \right)^{-2ip-1} \right) + O(\chi^{-1}), \quad (i = 1, 2),
\]

where $a(v)$ and $b(v)$ are the critical points of $\theta(z; \omega)$, which are defined in Eq. (181), and $\phi_n = \frac{\ln(2)^2}{2\pi} + \frac{\pi}{4} - \arg \left( \Gamma \left( \frac{\ln(2)}{2\pi i} \right) \right) + 2p \ln \left( b(v) - a(v) \right) + \frac{1}{2} \ln(\chi)$.

It can be seen the expression on large $\chi$ asymptotics in the infinite order case is similar to the expression in the algebraic decay region. But to the large $\chi$ asymptotics, the critical points $a(v)$ and $b(v)$ is only related to the parameter $v$, while the $a_\Lambda$ and $b_\Lambda$ in theorem 5 are functions with respect to $X$ and $T$. By choosing a suit $v$, we give the comparison between these two asymptotics, which is shown in the left figure in Fig.6.

**Theorem 6.** (Large $\tau$ asymptotics) For the soliton of infinite order, with the same Galilean transformation to Theorem 5, the leading order term in large $\tau$ asymptotics is

\[
q_1(\tau^{2/3}w, \tau) = -ic_i^* e^{1/3 \Omega_n - i\mu} \left( \frac{\sqrt{2p}}{\tau^{1/2} \sqrt{-\hat{H}''(z_c)}} m^2 \text{e}^{i\phi_\omega} - \frac{\sqrt{2p}}{\tau^{1/2} \sqrt{\hat{H}''(z_c)}} m^2 \text{e}^{-i\phi_\omega} \right)
- ic_i^* e^{1/3 \Omega_n - i\mu} \left( \frac{\sqrt{2p}}{\tau^{1/2} \sqrt{\hat{H}''(z_d)}} m^2 d \text{e}^{i\phi_d} - \frac{\sqrt{2p}}{\tau^{1/2} \sqrt{\hat{H}''(z_d)}} m^2 d \text{e}^{-i\phi_d} \right)
- c_i^* e^{1/3 \Omega_n - i\mu} \sqrt{\frac{9 - w^2}{3\tau^{1/3}}} + O(\tau^{2/3}), \quad i = 1, 2,
\]

where $0 \leq w < 3$, $\Omega_n$ is a pure imaginary constant, defined by RHP 10.
The formula about this asymptotics is similar to the non-oscillatory region, both of them are calculated with a similar $g$-function. By choosing one special $w$, $|q_1|$ or $|q_2|$ is a elementary function with $\tau$, whose evolitional behavior can be seen clearly, which is shown in the right panel in Fig.5. It is seen that each component of infinite order soliton for the CNLS equation is proportional to the rogue waves of infinite order for the scalar NLS equation [7]. The concept to rogue waves of infinite order was proposed in the literature [7], which also appears in the vanishing background [5] and can be used to model the self-focusing phenomena in nonlinear geometrical optics or unstable gas dynamics [39]. All of these results verify the universality for this special solution.

Remark 3. (The comparison between the large order and infinite order) In the large order asymptotics, we give four different regions, which is shown in Theorem 1 to Theorem 4. And in the infinite order case, we give two types of asymptotics about large $\chi$ and large $\tau$. From the scale transformation, we know the large $\chi$ asymptotics lies in the algebraic decay region and the large $\tau$ asymptotics lies in the non-oscillatory region, which can also be manifested from the above theorem. By choosing some parameters, we give the comparison between these asymptotics:
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**FIGURE 5.** The comparison between the asymptotics of the large order and the infinite order case. The left panel is the large $\chi$ asymptotics and the algebraic decay region, the corresponding parameters is $v = \frac{1}{12}, N = 100$. The right one is the main leading order in large $\tau$ asymptotics and the non-oscillatory region by choosing $w = 1, N = 30$. The leading order in Theorem 5 Theorem 6 is marked with the solid blue line and the leading order in Theorem 3 Theorem 2 is marked with the red dotted line.

1.3 Outline of this work

The outline of this paper is organized as follows: In section 2, we give the Darboux transformation of the high order soliton to CNLS Eq.(2), then the corresponding Riemann-Hilbert representation can be constructed, which is the foundation for the later asymptotic analysis. Afterwards, in section 3, we give the large order asymptotics by using a suit scale transformation to the variables $x$ and $t$. According to the nature of the critical points, the large order contains four different asymptotic region, the oscillatory region, the non-oscillatory region, the algebraic decay region and the exponential decay region, which is shown in four different subsections. Furthermore, in section 4, we give the infinite order asymptotics under the same framework of Riemann-Hilbert problem but with a different transformation about the variables $x$ and $t$. This section involves two subsections, one is about how to derive the ordinary differential equation with the compatibility condition of the new Lax pair and the other one is the detailed calculation to the asymptotics. For this section, we give two kinds of asymptotics in total, one is the large $\chi$ asymptotics and the other one is the large $\tau$ asymptotics. In the last part, there are five appendices as the complement materials. In Appendix A, we give some preliminaries about the inverse scattering method; in Appendix B, we give the asymptotic analysis for the general second order soliton solutions, which shows the high order soliton solution with vanishing parameters $\epsilon^{|j|}, i = 1,2$ is not only an important type of limiting solution but also associated with the scalar NLS equation; in Appendix C, we present the proofs to some lemmas and in Appendix D, we mainly provide the ways to construct the parametrix matrix and analyze the error.
for the large $\chi$ asymptotics or the algebraic decay region, which is crucial to the asymptotic analysis; in the last Appendix E we give the detailed calculation about the leading order in the non-oscillatory region or the large $\tau$ analysis.

## 2 Riemann-Hilbert representation of high order solitons

In the Appendix A, we have given the relation between the Darboux matrix and the Riemann-Hilbert representation in the non-reflection cases. To analyze the large order and infinite order asymptotics, we try to establish the RHP and convert the properties of large order soliton into the jump matrix. Then some complicated exact solutions will be tackled with the Riemann-Hilbert approach to analyze the dynamics for the solutions.

Based on the idea in [8], we can construct two sectional analytic matrix

$$M^{[N]}(\lambda; x, t) = \begin{cases} M_+^{[N]}(\lambda; x, t) = \left( \frac{\lambda - \lambda_1}{\lambda - \lambda_1^*} \right)^{-N/3} T_N(\lambda; x, t), \\ M_-^{[N]}(\lambda; x, t) = T_N(\lambda; x, t)e^{-i\lambda(x+\lambda)t}\Phi N^{-1}(\lambda; 0, 0)e^{i\lambda(x+\lambda)t}\Phi^* \end{cases}$$

where $T_N(\lambda; x, t)$ can be rewritten in a compact form:

$$T_N(\lambda; x, t) = I + Y_N M^{-1} D Y_N^t, \quad M = X^t S X$$

and

$$Y_N = \left[ \Phi_1^{[0]}, \Phi_1^{[1]}, \ldots, \Phi_1^{[N-1]} \right],$$

$$D = \begin{pmatrix} \frac{1}{\lambda - \lambda_1^*} & 0 & \cdots & 0 \\ \frac{1}{(\lambda - \lambda_1^*)^2} & \frac{1}{\lambda - \lambda_1^*} & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ \frac{1}{(\lambda - \lambda_1^*)^N} & \cdots & \frac{1}{\lambda - \lambda_1^*} & 1 \end{pmatrix}, \quad X = \begin{pmatrix} \Phi_1^{[0]} & \Phi_1^{[1]} & \cdots & \Phi_1^{[N-1]} \\ 0 & \Phi_1^{[0]} & \cdots & \Phi_1^{[N-2]} \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & \Phi_1^{[0]} \end{pmatrix}.$$}

with $\Phi_1^{[k]} = \frac{1}{k!} \left( \frac{d}{d\lambda} \right)^k \Phi_1(\lambda; x, t)|_{\lambda = \lambda_1}$. $\Phi_1(\lambda_1; x, t)$ belongs to the spanning space:

$$\text{span}\{e^{-i\lambda_1(x+\lambda_1)t}\Phi_1 c\}.$$

Especially, $\Phi_1(\lambda_1; x, t)$ can be chosen as $[1, c_1 e^{2i\lambda_1(x+\lambda_1)t}, c_2 e^{2i\lambda_1(x+\lambda_1)t}]$, the $N$-th order soliton solution can be constructed directly. Actually, the parameters $c_1$ and $c_2$ can involve the spectral parameter $\lambda_1$, in which the dynamics of high order solitons could be regulated by these parameters. In this work, we merely consider the special case in which the parameters $c_1$ and $c_2$ are independent with $\lambda_1$. In general, the formula of Darboux matrix $T_N(\lambda; x, t)$ is hard to analyze since it involves the complicated determinant formula. However, the Darboux matrix $T_N(\lambda; 0, 0)$ can be rewritten in a compact form:

**Proposition 2.** When $(x, t) = (0, 0)$, the Darboux matrix $T_N(\lambda; x, t)$ in Eq. (30) can be simplified to

$$T_N(\lambda; 0, 0) = Q_c \text{diag} \left( \left( \frac{\lambda - \lambda_1}{\lambda - \lambda_1^*} \right)^N, 1, 1 \right) Q_c^{-1}, \quad Q_c = \begin{pmatrix} 1 & -c_1^* & -c_2^* \\ c_1 & 1 & 0 \\ c_2 & 0 & 1 \end{pmatrix}.$$
Secondly, we give the products of last four matrices in Eq.(35) \(Y\) matrices with the rank of one. Following this idea, we first calculate the product of the first three matrices \(Y\). It is clear that the rank of \(Y\) based on the previous formulas and the decomposition of Pascal matrix, the matrix \(D\) where

\[
D = \begin{pmatrix}
c & 0 & \cdots & 0 \\
c & c & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & c
\end{pmatrix}, \quad X = \begin{pmatrix}1 & 0 & \cdots & 0 \\c_1 & c & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & c
\end{pmatrix}.
\]

With this simple decomposition, the matrix \(M := X^t S X\) can be written as

\[
M = \frac{1 + \lambda^2}{\lambda_1^2 - \lambda_1} D_1 S_N^t S_N D_2,
\]

where \(|c|^2 = |c_1|^2 + |c_2|^2\), \(S_N = \left(\begin{array}{l}i-j \end{array}\right)\) and

\[
D_1 = \text{diag}\left(1, \frac{-1}{\lambda_1^* - \lambda_1}, \ldots, \left(\frac{-1}{\lambda_1^* - \lambda_1}\right)^{N-1}\right), \quad D_2 = \text{diag}\left(1, \frac{1}{\lambda_1^* - \lambda_1}, \ldots, \left(\frac{1}{\lambda_1^* - \lambda_1}\right)^{N-1}\right).
\]

Based on the previous formulas and the decomposition of Pascal matrix, the matrix \(Y_N M^{-1} D Y_N^t\) can be simplified into

\[
Y_N M^{-1} D Y_N^t = \left(\frac{\lambda_1^* - \lambda_1}{1 + \lambda^2}\right) Y_N D_2^{-1} S_N^{-1} \left(S_N^t\right)^{-1} D_1^{-1} D Y_N^t.
\]

It is clear that the rank of \(Y_N M^{-1} D Y_N^t\) equals to one, which motivates us to write it as a product of two matrices with the rank of one. Following this idea, we first calculate the product of the first three matrices in Eq.(35) \(Y_N D_2^{-1} S_N^{-1}\), which equals to

\[
Y_N D_2^{-1} S_N^{-1} = \begin{pmatrix}c, & 0, & \cdots, & 0\end{pmatrix} \text{diag}\left(1, \lambda_1^*, \lambda_1, \ldots, (\lambda_1^* - \lambda_1)^{N-1}\right) \left((-1)^{i+j}\left(\begin{array}{c}i-j \end{array}\right)\right)_{1 \leq i \leq j \leq N}
\]

\[
= c \begin{pmatrix}1, & -1, & \cdots, & (-1)^{N-1}\end{pmatrix}.
\]

Secondly, we give the products of last four matrices \((S_N^t)^{-1} D_1^{-1} D Y_N^t\), i.e.

\[
\left((-1)^{i+j}\left(\begin{array}{c}i-j \end{array}\right)\right)_{1 \leq i \leq j \leq N}^t = \left[\begin{array}{cccc}
\frac{\lambda - \lambda_1}{\lambda_1 - \lambda_1^*} & 0 & \cdots & 0 \\
0 & \frac{\lambda - \lambda_1}{\lambda_1 - \lambda_1^*} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \frac{\lambda - \lambda_1}{\lambda_1 - \lambda_1^*}
\end{array}\right] \begin{pmatrix}c^t \\
0 \\
\vdots \\
0
\end{pmatrix} = \begin{pmatrix}1 & \lambda - \lambda_1 & \cdots & 0 \\
\lambda - \lambda_1 & \lambda - \lambda_1^* & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \lambda - \lambda_1^*
\end{pmatrix} \begin{pmatrix}c^t \\
0 \\
\vdots \\
0
\end{pmatrix}.
\]
Then the part of Darboux matrix $T_N(\lambda; 0, 0)$ in Eq. (35) can be simplified into

$$Y_N M^{-1} D^+ = \frac{\lambda_1^* - \lambda_1}{1 + |c|^2} \left[ 1, -1, \ldots, (-1)^{N-1} \right]$$

$$= (\frac{\lambda - \lambda_1}{\lambda - \lambda_1^*})^N - 1 + c^c$$

$$= Q_c \text{diag} \left( \left( \frac{\lambda - \lambda_1}{\lambda - \lambda_1^*} \right)^N - 1, 0, 0 \right) Q_c^{-1},$$

which implies that the Darboux matrix $T_N(\lambda; 0, 0)$ can be given as the final result (31). This completes the proof. □

Due to the above proposition 2, we have the following corollary immediately

**Corollary 1.** $|q(0,0)| = 2N|\Im(\lambda_1)|$.

**Lemma 2.** For the matrix $Q_c$, we have the following matrix decomposition:

$$Q_c = Q_H Q_d Q_H^T,$$

where

$$Q_H = \begin{bmatrix} 1 & 0 & 0 \\ 0 & \cos(\alpha)e^{i\beta} & -\sin(\alpha)e^{i\beta} \\ 0 & \sin(\alpha)e^{i\gamma} & \cos(\alpha)e^{i\gamma} \end{bmatrix}, \quad Q_d = \begin{bmatrix} 1 & -|c| & 0 \\ |c| & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix},$$

and $c_1 = |c| \cos(\alpha)e^{i\beta}$, $c_2 = |c| \sin(\alpha)e^{i\gamma}$, $|c| = \sqrt{|c_1|^2 + |c_2|^2}$.

**Remark 4.** Based on the result in [7, 5, 6], we know the key point to study the NLS asymptotics is how to decompose the $Q^{-1}$ into upper and lower matrix. But to a general $3 \times 3$ matrix, this decomposition becomes more difficult. To deal with this problem, we give a decomposition to $Q_c$ in lemma 2 for the purpose of changing the important information to $Q_d$, which is a good block matrix and can be regarded as the $2 \times 2$ matrix in essence. With the aid of this decomposition, the asymptotic analysis to Eq. 2 becomes available.

By the theory of classic Darboux transformation, the parameter $|c|$ just depends the location of solitons. For convenience, we let $|c| = 1$. From Eq. (30), we know that the jump about $M^{[N]}(\lambda; x, t)$ is only related to the matrix $T_N(\lambda; 0, 0)$ and $\Phi(\lambda; x, t)$, in proposition 2 the matrix $T_N(\lambda; 0, 0)$ can be diagonalized in a well-formed one. As a matter of course, we can give the Riemann-Hilbert problem about $M^{[N]}(\lambda; x, t)$:

**Riemann-Hilbert Problem 1.** Let $(x, t) \in \mathbb{R}^2$ be arbitrary parameters, and $N \in \mathbb{Z}_{>0}$. Find a $3 \times 3$ matrix function $M^{[N]}(\lambda; x, t)$ satisfying the following properties:

- **Analyticity:** $M^{[N]}(\lambda; x, t)$ is analytic for $\lambda \in \mathbb{C} \setminus \partial D_0$, it takes the continuous boundary values from the interior and exterior of $\partial D_0$.
- **Jump condition:** The boundary values on the jump contour $\partial D_0$ are related as

$$M^{[N]}_+(\lambda; x, t) = M^{[N]}_-(\lambda; x, t) e^{-i(\lambda x + \lambda^2 t)\sigma_3} Q_c \cdot \text{diag} \left( \left( \frac{\lambda - \lambda_1}{\lambda - \lambda_1^*} \right)^{\frac{3}{2}N}, \left( \frac{\lambda - \lambda_1^*}{\lambda - \lambda_1} \right)^{\frac{3}{2}N}, \left( \frac{\lambda - \lambda_1^*}{\lambda - \lambda_1} \right)^{\frac{3}{2}N} \right) Q_c^{-1} e^{i(\lambda x + \lambda^2 t)\sigma_3},$$

- **Normalization:** $M^{[N]}(\lambda; x, t) = I + O(\lambda^{-1})$,

where $D_0$ is a disk centered at the origin in which the spectral point $\lambda = \lambda_1$ is involved inside.
Given the above Riemann-Hilbert problem, the potential \( q(x, t) \) can be recovered by the formula:

\[
q(x, t) = 2 \lim_{\lambda \to \infty} (\lambda M_{1,2}(\lambda; x, t)),
\]

where the subscript \( 1,2 \) denotes the elements \( (1, 2) \) and \( (1, 3) \) of a matrix.

Even though the lower order soliton solutions can be obtained by the determinant formula, the complicated expressions for these high order solutions with large \( N \) are hard to analyze. To avoid this problem, we would like to replace the determinant formulas with the Riemann-Hilbert representation.

Now we proceed to consider the case of infinite order, i.e. \( N \to \infty \). As \( N \to \infty \), by the estimate (18), the sectional analytic matrices \( M[]^{N}((\lambda; x, t) \) in Eq. (50) are uniformly convergence by choosing \( \text{Im}(\Lambda_{1}) = 1/N \) in the corresponding region. Then the limit of matrix \( M^{[\infty]}(\lambda; x, t) \) satisfies the following new RHP:

**Riemann-Hilbert Problem 2. (Soliton of infinite order).** Let \((x, t) \in \mathbb{R}^2 \). Find a \( 3 \times 3 \) matrix \( M^{[\infty]}(\lambda; x, t) \) with the following properties

- **Analyticity:** \( M^{[\infty]}(\lambda; x, t) \) is analytic in \( \lambda \in \mathbb{C} \setminus \partial D_{0} \), and it takes the continuous boundary condition from the interior and exterior of \( D_{0} \).
- **Jump Condition:** The boundary condition on \( D_{0} \) (clockwise orientation) are related with the following jump condition

\[
M^{[\infty] +}(\lambda; x, t) = M^{[\infty] -}(\lambda; x, t) e^{-i[(\lambda x + \lambda^2 t)]}\sigma_3 Q_c J(\lambda) Q_c^{-1} e^{i[(\lambda x + \lambda^2 t)]}\sigma_3,
\]

where \( J(\lambda) = \text{diag}(e^{-\frac{1}{2}i(\lambda - \text{Re}(\lambda_1))^{-1}}, e^{\frac{3}{2}i(\lambda - \text{Re}(\lambda_1))^{-1}}, e^{\frac{3}{2}i(\lambda - \text{Re}(\lambda_1))^{-1}}) \).
- **Normalization:** \( M^{[\infty]}(\lambda; x, t) \to I \) as \( \lambda \to \infty \).

Then the potential \( q(x, t) \) can be recovered by the formula:

\[
q(x, t) = 2 \lim_{\lambda \to \infty} (\lambda M^{[\infty] 1,2}_{1,2}(\lambda; x, t)),
\]

where the subscript \( 1,2 \) denotes the elements \( (1, 2) \) and \( (1, 3) \) of a matrix.

To reduce the above RHP in a simper form, we would like to use the Lie symmetry to reduce the above RHP. As we know that the solution of CNLS equation has a Galilean transformation \( q(x, t) \to q(x - 2a t, t) e^{2ia(x-\alpha t)} \), which can be used to absorb the parameter \( \text{Re}(\lambda_1) \) in the RHP. Under the Galilean transformation:

\[
x = \chi - 2\text{Re}(\lambda_1) t, \quad \lambda = \Lambda + \text{Re}(\lambda_1), \quad t = \tau,
\]

together with the gauge transformation \( N(\Lambda; \chi; \tau) = e^{a \delta \sigma_3 \text{Re}(\lambda_1)/(\Lambda - \text{Re}(\lambda_1)\tau)} M^{[\infty]}(\Lambda + \text{Re}(\lambda_1); \chi - 2\text{Re}(\lambda_1)\tau, \tau), \) where \( e^{a \delta \sigma_3} = e^{\sigma_3 \cdot e^{-a \delta}} \), the RHP will turn into following new RHP:

**Riemann-Hilbert Problem 3. (Soliton of infinite order).** Let \((\chi, \tau) \in \mathbb{R}^2 \). Find a \( 3 \times 3 \) matrix \( N(\Lambda; \chi; \tau) \) with the following properties

- **Analyticity:** \( N(\Lambda; \chi; \tau) \) is analytic in \( \Lambda \in \mathbb{C} \setminus \partial D_{0} \), and it takes the continuous boundary condition from the interior and exterior of \( D_{0} \).
- **Jump Condition:** The boundary condition on \( D_{0} \) (clockwise orientation) are related with the following jump condition

\[
N_{+}(\Lambda; \chi; \tau) = N_{-}(\Lambda; \chi; \tau) e^{-i[(\Lambda x + \Lambda^2 t)]}\sigma_3 Q_c \tilde{J}(\Lambda) Q_c^{-1} e^{i[(\Lambda x + \Lambda^2 t)]}\sigma_3,
\]

where

\[
\tilde{J}(\Lambda) = \text{diag}(e^{-\frac{1}{2}i\Lambda^{-1}}, e^{\frac{3}{2}i\Lambda^{-1}}, e^{\frac{3}{2}i\Lambda^{-1}}),
\]

- **Normalization:** \( N(\Lambda; \chi; \tau) \to I \) as \( \Lambda \to \infty \).

Then the potential function defined by \( N(\Lambda; \chi; \tau) \) with the form

\[
q(\chi, \tau) := 2 \lim_{\Lambda \to \infty} (\Lambda N_{1,2}(\Lambda; \chi; \tau)
\]

also satisfies the coupled nonlinear Schrödinger equation with the replacement \( x \to \chi; t \to \tau \).
In what follows, we would like to analyze dynamics for the high order soliton with large order and infinite order by the aid of above RHP\(^1\) and RHP\(^3\) respectively. The main tools to analyze them are the Deift-Zhou nonlinear steepest phase method \(^{11}\).

### 3 Asymptotic behavior for the large order solitons

Last section, we have constructed the Riemann-Hilbert problem corresponding to the high order solitons with the aid of Darboux matrix. In this section, we utilize the RHP\(^4\) to analyze the high order solitons with large order. Following the way \(^6\), we define

\[
X := \frac{x}{N}, \quad T := \frac{t}{N},
\]

then the jump matrix in RHP\(^1\) changes into

\[
e^{-i\lambda N(X+\lambda T)\sigma_3}Q_c J_{f,d}(\lambda) Q^{-1}_c e^{i\lambda N(X+\lambda T)\sigma_3},
\]

where

\[
J_{f,d}(\lambda) := \text{diag} \left( \left( \frac{\lambda - \lambda_1}{\lambda - \lambda_1} \right)^{\frac{3}{2}} N, \left( \frac{\lambda - \lambda^*_1}{\lambda - \lambda_1} \right)^{\frac{3}{2}} N, \left( \frac{\lambda - \lambda^*_1}{\lambda - \lambda_1} \right)^{\frac{3}{2}} N \right).
\]

In lemma\(^2\) we give a decomposition to \(Q_c\), in which the block matrix \(Q_d\) can carry out the upper-lower triangle decomposition readily. Moreover, we utilize the gauge transformation \(Q_H\) to redefine the sectional analytic matrix

\[
\tilde{N}_f(\lambda; X, T) := \begin{cases} 
Q_H^+ M^{[\lambda]}(\lambda, NX, NT) Q_H e^{-i\lambda N(X+\lambda T)\sigma_3} Q_d e^{i\lambda N(X+\lambda T)\sigma_3}, & \lambda \in D_0, \\
Q_H^+ M^{[\lambda]}(\lambda, NX, NT) Q_H J_{f,d}^{-1}(\lambda), & \lambda \notin D_0,
\end{cases}
\]

where \(C_d := \text{diag} \left( \frac{1}{\sqrt{|c|+1}}, \frac{1}{\sqrt{|c|^2+1}}, 1 \right)\), which satisfies the following Riemann-Hilbert problem by choosing \(c = 1:\)

**Riemann-Hilbert Problem 4.** Let \((X, T) \in \mathbb{R}^2\); find a \(3 \times 3\) matrix \(\tilde{N}_f(\lambda; X, T)\) satisfying the following conditions
- **Analyticity:** \(\tilde{N}_f\) is analytic for \(\lambda \in \mathbb{C} \setminus \partial D_0\), and it takes continuous boundary condition from the interior and the exterior of \(\partial D_0\).
- **Jump Condition:** The boundary condition on the jump contour \(\partial D_0\) are related with the following jump

\[
\tilde{N}_{f,+}(\lambda; X, T) = \tilde{N}_{f,-}(\lambda; X, T) e^{-N\varphi(\lambda; X, T)\sigma_3} \hat{Q}_d^{-1} e^{N\varphi(\lambda; X, T)\sigma_3},
\]

where \(\varphi(\lambda; X, T) = i (\lambda X + \lambda^2 T) - \frac{1}{2} \log \left( \frac{\lambda - \lambda_1}{\lambda - \lambda_1} \right)\), \(\hat{Q}_d = \begin{bmatrix} \frac{\sqrt{\lambda}}{2} & -\frac{\sqrt{\lambda}}{2} & 0 \\ \frac{\sqrt{\lambda}}{2} & \frac{\sqrt{\lambda}}{2} & 0 \\ 0 & 0 & 1 \end{bmatrix}\).

- **Normalization:** When \(\lambda \to \infty\), we have \(\tilde{N}_f(\lambda; X, T) \to \mathbb{I}\).

Then the potential \(q(X, T)\) can be recovered by

\[
q(X, T) = 2 \lim_{\lambda \to \infty} \lambda \left( Q_H \tilde{N}_f(\lambda; X, T) Q_H^{-1} \right)_{12}.
\]

Now we proceed to analyze the asymptotics of high order solitons by the above RHP\(^4\). We firstly need to discuss the sign structure of \(\text{Re}[\varphi(\lambda; X, T)]\) in Eq.\(^{19}\). To achieve this aim, we utilize the critical points of \(\varphi(\lambda; X, T)\) satisfy the following cubic equation with respect to \(\lambda:\)

\[
2\lambda^3 T + (X - 4\text{Re}(\lambda_1) T) \lambda^2 + \left( 2\text{Re}(\lambda_1)^2 T + 2\text{Im}(\lambda_1)^2 T - 2\text{Re}(\lambda_1) X \right) \lambda \\
+ X\text{Im}(\lambda_1)^2 + X\text{Re}(\lambda_1)^2 - \text{Im}(\lambda_1) = 0,
\]
Then we will show the boundary lines of different asymptotic regions for the high order soliton.

\[
-4 \left[ 8\Re(\lambda_1)\Im(\lambda_1)\left(4\Re(\lambda_1)^2\Im(\lambda_1)X+4\Im(\lambda_1)^3X-\Re(\lambda_1)^2-9\Im(\lambda_1)^2\right)T^3 \\
+ \Im(\lambda_1)X^2(\Im(\lambda_1)X-1) \\
+ \Im(\lambda_1)\left(24\Re(\lambda_1)^2\Im(\lambda_1)X^2+8\Im(\lambda_1)^3X^2-12\Re(\lambda_1)^2X-36\Im(\lambda_1)^2X+27\Im(\lambda_1)\right)T^2 \\
+ 2\Re(\lambda_1)\Im(\lambda_1)X^2\left(4\Im(\lambda_1)X-3\right)T+16\Im(\lambda_1)^2\left(\Re(\lambda_1)^2+\Im(\lambda_1)^2\right)^2T^4 \right].
\]

Then we will show the boundary lines of different asymptotic regions for the high order soliton.

\[\text{Figure 6. The 23-th order soliton solution and the asymptotic region.}\]

From the Fig.6, we know there exist four different asymptotic regions when \(N\) is large, which is directly related by the discriminant \(\text{Eq. (52)}\). Thus we give a detailed analysis about Eq.(52).

Case I: If Eq. \(\text{Eq. (52)}\) > 0, then the three critical points are all real roots, set \(\lambda_1 < \lambda_2 < \lambda_3\). Under this condition, we choose some special \(X, T\) and give contour of \(\Re(\varphi(\lambda; X, T)) = 0\), which is shown in Fig.10. And the third critical point locates on the left of \(a\). As the variables \(X\) and \(T\) changes continuously until Eq.\(\text{Eq. (52)}\) = 0, there will appear a double roots, which is the boundary between the algebraic decay region to other different regions.

Case II: After the constraint Eq.\(\text{Eq. (52)}\) = 0, the next stage is Eq.\(\text{Eq. (52)}\) < 0. With a slight change to the variable \(X\) and \(T\), the contour of \(\Re(\varphi(\lambda; X, T))\) will change essentially. There will appear two different types of contours, one is the closed contour in Case I will split into two closed contours, locating in the upper and lower half plane respectively, which represent the exponential decay region, as shown in Fig.11. The other one is the original closed contour will not be closed any more, we can not deform the contour with the original contour any more, to analyze the asymptotics in this region, we need construct a suit \(g\)-function, whose contour is shown in Fig.10.

Case III: If the contour is no longer closed, the shape of the contour is variable. Fix \(X\) and variation of \(T\), if \(T\) is large, the critical points approximate to \(\lambda = \lambda_1, \lambda = \lambda_2^*\) and \(\lambda = 0\). These three critical points lie on the imaginary axis, then the \(g\) function constructed in Case II is not available any more, we must reconstruct a new \(g\)-function to match this region, whose contour is shown in Fig.10.

Then we give the boundary lines for these four regions. The boundary lines of the algebra-decay region is the discriminant Eq.\(\text{Eq. (52)}\) equals to zero, which contains three contours, two of which are the boundaries between the algebra-decay region and the oscillatory region, the left one is the boundary between...
the algebra-decay region and the exponential-decay one. The second boundary line is separated by the exponential-decay region and the oscillatory one. In [6], the authors give a detailed description about the boundary contour between different asymptotic regions. Especially, the boundary between the non-oscillatory and the oscillatory region is determined by a $g$ function, based on the rule of constructing $g$ function, when $\lambda$ is located in the non-oscillatory region, we set

$$R(\lambda; X, T) = ((\lambda - a_n) (\lambda - a_n^*) )^{1/2},$$

(53)

$$g'(\lambda; X, T) = \frac{R(\lambda; X, T)}{2\pi i} \int_{\Sigma} \frac{2iX + 4isT + \frac{1}{\lambda - \lambda_1^*} - \frac{1}{\lambda - \lambda_T}}{R_+(s; X, T) (s - \lambda)} ds,$$

where the subscript $+$ indicates the left side of the positive direction, the subscript $n$ stands the non-oscillatory region. Thus we have

$$\phi'(\lambda; X, T) - g'(\lambda; X, T) = R(\lambda; X, T) \left( 2iT - \frac{1}{2R(\lambda_1^*; X, T) (\lambda_1^* - \lambda)} + \frac{1}{2R(\lambda_1; X, T) (\lambda_1 - \lambda)} \right).$$

(54)

Obviously, $\phi'(\lambda) - g'(\lambda)$ has four roots.

When $\lambda$ is in the oscillatory region, we set

$$\mathscr{D}(\lambda; X, T) := ((\lambda - a_0) (\lambda - a_0^*) (\lambda - b_0) (\lambda - b_0^*) )^{1/2},$$

(55)

$$\phi'(\lambda; X, T) - G'(\lambda; X, T) = \mathscr{D}(\lambda; X, T) \left( \frac{1}{2\mathscr{D}(\lambda_1^*; X, T) (\lambda_1^* - \lambda)} - \frac{1}{2\mathscr{D}(\lambda_1; X, T) (\lambda_1 - \lambda)} \right),$$

where the subscript $+$ stands the oscillatory region, then $\phi'(\lambda; X, T) - G'(\lambda; X, T)$ has five roots. Compared to the $g$-function and $G$-function in Eq. (54) and Eq. (55), we find that Eq. (55) is the generalization of Eq. (54), which implies that Eq. (54) should have a double real root with respect to $\lambda$ on the boundary line. Thus the discriminant of the factor

$$2iT - \frac{1}{2R(\lambda_1^*; X, T) (\lambda_1^* - \lambda)} + \frac{1}{2R(\lambda_1; X, T) (\lambda_1 - \lambda)}$$

with respect to $\lambda$ should equal to zero, namely

$$16R(\lambda_1^*; X, T)^2 R(\lambda_1; X, T)^2 (\lambda_1 - \lambda_1^* )^2 T^2 + (R(\lambda_1^*; X, T) - R(\lambda_1^*; X, T))^2$$

$$- 8i (R(\lambda_1^*; X, T) + R(\lambda_1; X, T)) R(\lambda_1^*; X, T) R(\lambda_1; X, T) (\lambda_1 - \lambda_1^* ) T = 0.$$  

(56)

Given all the boundary lines about these four asymptotic regions, we proceed to analyze the asymptotic behaviors in order.

3.1 The Oscillatory region

We first consider the asymptotics in the oscillatory region, which has the most complicated dynamics among these four regions. For the further study, we give a RHP about the $G(\lambda)$ function for this region.

**Riemann-Hilbert Problem 5.** (*The G-function in the oscillatory region.*) In the oscillatory region, there must exist three unique contours $\Sigma_u, \Sigma_d$ and $\Sigma_{mid}$, which are determined by the unique $G(\lambda)$-function completely, and $G(\lambda)$ satisfies the following condition

- **Analyticity:** $G(\lambda; X, T)$ is analytic except on $\Sigma_u \cup \Sigma_d \cup \Sigma_{mid}$, where it can arrive the boundary values.
- **Jump condition:** The boundary value given by $G(\lambda; X, T)$ are related by

$$G_+(\lambda; X, T) + G_- (\lambda; X, T) = 2\phi(\lambda; X, T) + \Omega_0, \quad \lambda \in \Sigma_u,$$

(57)

$$G_+(\lambda; X, T) + G_- (\lambda; X, T) = 2\phi(\lambda; X, T) - \Omega_0^*, \quad \lambda \in \Sigma_d,$$

$$G_+(\lambda; X, T) - G_- (\lambda; X, T) = d, \quad \lambda \in \Sigma_{mid};$$

- **Normalization:** When $\lambda \to \infty$, $G(\lambda; X, T) \to O(\lambda^{-1})$.
- **Symmetry:** $G(\lambda; X, T)$ satisfies the symmetry condition

$$G(\lambda; X, T) = -G(\lambda^*; X, T^*).$$

where the subscript $u$ and $d$ indicates the up and down in the whole complex plane.
Generally speaking, to solve $G(\lambda; X, T)$-function, we must look for a suitable function with a branch cut in the $\Sigma_u$ and $\Sigma_d$. In the previous analysis, we construct a genus one algebraic curve $\mathcal{A}(\lambda; X, T)$ in Eq. (55), if the unknown branch cut $\Sigma_u$ and $\Sigma_d$ is determined by $a_0, a_0^*$ and $b_0, b_0^*$, then the new function $\frac{G'(\lambda; X, T)}{\mathcal{A}(\lambda; X, T)}$ will satisfy

$$\frac{G'_+(\lambda; X, T)}{\mathcal{A}_+(\lambda; X, T)} - \frac{G'_-(\lambda; X, T)}{\mathcal{A}_-(\lambda; X, T)} = 2\frac{\varphi'(\lambda; X, T)}{\mathcal{A}(\lambda; X, T)}, \quad \lambda \in \Sigma_u \cup \Sigma_d.$$ 

Therefore, $G'(\lambda; X, T)$ can be given by the Plemelj formula

$$G'(\lambda; X, T) = \frac{\mathcal{A}(\lambda; X, T)}{2\pi i} \int_{\Sigma_u \cup \Sigma_d} \frac{2iX + 4isT + \frac{1}{s-\lambda} - \frac{1}{s-\lambda^*}}{\mathcal{A}_+(s; X, T)(s - \lambda)} ds. \tag{59}$$

Furthermore, with the generalized residue theorem, $G'(\lambda; X, T)$ can be given as

$$G'(\lambda; X, T) = \mathcal{A}(\lambda; X, T) \left( \text{Res}_{s=\lambda} + \text{Res}_{s=\lambda_1} + \text{Res}_{s=\infty} \right) \left( \frac{iX + 2isT + \frac{1}{2(s-\lambda_1^*)} - \frac{1}{2(s-\lambda_1)}}{\mathcal{A}(s; X, T)(s - \lambda)} \right). \tag{60}$$

With a simple calculation, $G'(\lambda; X, T) - \varphi'(\lambda; X, T)$ equals to

$$G'(\lambda; X, T) - \varphi'(\lambda; X, T) = \frac{1}{2} \mathcal{A}(\lambda; X, T) - \frac{1}{2} \mathcal{A}(\lambda; X, T). \tag{61}$$

Obviously, there are five roots to $G'(\lambda; X, T) - \varphi'(\lambda; X, T)$, i.e.

$$\lambda = \frac{\mathcal{A}(\lambda_1^*; X, T)\lambda^* - \mathcal{A}(\lambda_1; X, T)\lambda_1}{\mathcal{A}(\lambda_1^*; X, T) - \mathcal{A}(\lambda_1; X, T)} := c_0, \lambda = b_0, \lambda = b_0^*, \lambda = a_0, \lambda = a_0^*. \tag{61}$$

Based on the standard existence theory of the ordinary differential equations, the point $\lambda$ that is not the pole or the zero of $G'(\lambda; X, T) - \varphi'(\lambda; X, T)$ will lie on a unique trajectory. With the aid of local analysis for (61), there are three trajectories emanating from $a_0, a_0^*, b_0, b_0^*$, and there are four trajectories emanating from the point $c_0$.

**Figure 7.** The contour of $\text{Re}(\varphi(\lambda; X, T) - G(\lambda; X, T))$ in the oscillatory region with the parameters $X = 1, T = \frac{1}{2}$. The left one gives the original contour about the $N_f(\lambda; X, T)$ and the sign of $\text{Re}(\varphi(\lambda; X, T) - G(\lambda; X, T))$. The right one is the corresponding contour deformation.
Next, we would calculate $R(\lambda; X, T)$ with the properties of $G(\lambda; X, T)$ and trajectories. For convenience, we set $\lambda_1 = i$ and rewrite $R(\lambda; X, T)$ to

$$R(\lambda; X, T) = \sqrt{\lambda^4 - l_1 \lambda^3 + l_2 \lambda^2 - l_3 \lambda + l_4},$$

where

$$l_1 = a_0 + a_0^* + b_0 + b_0^*, \quad l_2 = a_0 b_0 + a_0 a_0^* + a_0 b_0^* + b_0 b_0^*,$$

$$l_3 = a_0 a_0^* (b_0 + b_0^*) + b_0 b_0^* (a_0 + a_0^*), \quad l_4 = a_0 a_0^* b_0 b_0^*,$$

are all functions with respect to $X$ and $T$. And the Jacobi determinant between the variables $(l_1, l_2, l_3, l_4)$ and $(a_0, a_0^*, b_0, b_0^*)$ is given by

$$f(a_0, a_0^*, b_0, b_0^*) = \frac{\partial (l_1, l_2, l_3, l_4)}{\partial (a_0, a_0^*, b_0, b_0^*}) = (a_0 - a_0^*) (b_0 - b_0^*) |a_0 - b_0|^2 |a_0 - b_0^*|^2 \neq 0,$$

which guarantee the above substitution (63) is valid by the inverse function theorem. When $\lambda \to \infty$, we have $G'(\lambda; X, T) = O(\lambda^{-2})$, which indicates the following three equations:

$$4i T + \frac{1}{R(-i; X, T)} - \frac{1}{R(i; X, T)} = 0,$$

$$i X + \frac{1}{4 R(i; X, T)} - \frac{1}{4 R(-i; X, T)} = 0,$$

$$\left( l_1^2 - 4 l_2 + 4 i l_1 + 8 \right) \frac{1}{R(i; X, T)} - \left( i l_1^2 - 4 i l_1 + 8 \right) \frac{1}{R(-i; X, T)} = 0.$$

By solving the above equations, the parameters $l_1, l_2, l_3, l_4$ can be given as:

$$l_2 = \frac{3}{4} l_1^2 + \frac{X}{2 T} l_1 + 2,$$

$$l_3 = l_1 + \frac{4}{(4 T^2 + l_1^2 T^2 + 2 l_1 T X + X^2)^2},$$

$$l_4 = \frac{3}{4} l_1^2 + l_1 \frac{X}{2 T} + 1 + \frac{-4 T^2 + l_1^2 T^2 + 2 l_1 T X + X^2}{(4 T^2 + l_1^2 T^2 + 2 l_1 T X + X^2)^2}.$$

If $l_1$ is a real number, then $l_2, l_3, l_4$ are all real. Next, we should determine the last parameter $l_1$. It is clear that the real part of $G(\lambda; X, T) - \varphi(\lambda; X, T)$ is a function with respect to $l_1$. By choosing one special $X$ and $T$ in this region, we impose that $\Re(G(\zeta_0) - \varphi(\zeta_0)) = 0$, which can be used to determine $l_1$ uniquely (the sign of the real part $G(\lambda) - \varphi(\lambda)$ in Fig.7). Actually, for every fixed $X$ and $T$, the function $G(\lambda) - \varphi(\lambda)$ is an elliptic integral, that is

$$G(\lambda; X, T) - \varphi(\lambda; X, T)$$

$$= \frac{1}{2} \frac{R(-i; X, T) - R(i; X, T)}{R(i; X, T) R(-i; X, T)} \int_0^\lambda \frac{s R(s; X, T)}{s^2 + 1} ds$$

$$+ \frac{1}{2} \frac{R(-i; X, T) + R(i; X, T)}{R(i; X, T) R(-i; X, T)} \int_0^\lambda \frac{R(s; X, T)}{s^2 + 1} ds - C_0$$

where $C_0 = G(0) - \varphi(0)$. With a complicated calculation, $G(\lambda) - \varphi(\lambda)$ can be converted into the standard three types of elliptic integral. The explicit expression about this integral is very complicated, so we do not give it anymore. According to the contour in Fig.7, we can continue to deform it with the nonlinear steepest descent method. By the generalized residue theorem, we know that $\Re(G(a) - \varphi(a)) = \Re(G(b) - \varphi(b)) = 0$ and $\Re(G(a^*) - \varphi(a^*)) = \Re(G(b^*) - \varphi(b^*)) = 0$. Together with the local analysis, the signature chart can be constructed in the left panel of Fig.7. Before the deformation, we give a lemma to insure this definition about $G(\lambda; X, T)$ is reasonable.

**Lemma 3.** The two points $\lambda = \lambda_1$ and $\lambda = \lambda_1^*$ in the denominator of Eq.61 are in a closed contour $\Re(G(\lambda; X, T) - \varphi(\lambda; X, T)) = 0$ connecting the point $a$ and $b$ in the upper plane or $a^*$ and $b^*$ in lower half plane respectively, as shown in Fig.7.
Proof. From the definition of $G(\lambda; X, T)$, we can see $G(\lambda; X, T)$ is analytic when $\lambda \in \mathbb{C} \setminus (\Sigma_u \cap \Sigma_d \cap \Sigma_{mid})$, and $\varphi(\lambda; X, T)$ has the logarithm singularity at $\lambda = \lambda_1$ and $\lambda = \lambda_2^*$. We know that the real part of $G(\lambda; X, T) - \varphi(\lambda; X, T)$ is harmonic function. So these two logarithm points $\lambda = \lambda_1$ and $\lambda = \lambda_2^*$ should be in the internal of closed contour, otherwise the harmonic function is zero by the extreme principle, which is impossible.

Now, we begin to deform the contour in RHP 4. Define

$$\mathbf{O}_{f,\omega}(\lambda; X, T) := \begin{cases} \hat{\mathbf{N}}_f(\lambda; X, T)e^{-N\varphi(\lambda; X, T)T}Q^{-1}_d e^{N\varphi(\lambda; X, T)T}, & \lambda \in D_0 \cap (D_u \cup D_d)^c, \\ \hat{\mathbf{N}}_f(\lambda; X, T), & \text{otherwise}. \end{cases}$$

where $D_u = D_{u_1} \cup D_{u_2} \cup K_u$, $D_d = D_{d_1} \cup D_{d_2} \cup K_d$. Then the jump about $\mathbf{O}_{f,\omega}(\lambda; X, T)$ lies onto $\partial D_u$ and $\partial D_d$. With the traditional decomposition to the jump matrix, the right hand of $\partial D_u$ and $\partial D_d$ is good, but the left one is bad due to the sign of both sides of $\Sigma_u$ and $\Sigma_d$ is same. To deal with this problem, we should redefine a new matrix $\mathbf{P}_{f,\omega}(\lambda; X, T)$ together with the $G(\lambda; X, T)$-function,

$$\mathbf{P}_{f,\omega}(\lambda; X, T) := \mathbf{O}_{f,\omega}(\lambda; X, T)\text{diag}\left(e^{-NG(\lambda; X, T)}, e^{NG(\lambda; X, T)}, 1\right).$$

Then the jump condition about the $\mathbf{P}_{f,\omega}(\lambda; X, T)$ is

$$\begin{align*}
\mathbf{P}_{f,\omega,+} &= \mathbf{P}_{f,\omega,-} \begin{bmatrix} \frac{\sqrt{2}}{2} e^{N(G_+(\lambda; X, T) - G_+(\lambda; X, T))} & \frac{\sqrt{2}}{2} e^{N(-2\varphi(\lambda; X, T) + G_+(\lambda; X, T) + G_-(\lambda; X, T))} & 0 \\
-\frac{\sqrt{2}}{2} e^{N(2\varphi(\lambda; X, T) - G_+(\lambda; X, T) - G_-(\lambda; X, T))} & \frac{\sqrt{2}}{2} e^{N(G_+(\lambda; X, T) - G_-(\lambda; X, T))} & 0 \\
0 & 0 & 1 \end{bmatrix}, \\
\lambda &\in \Sigma_u \cup \Sigma_d \\
\mathbf{P}_{f,\omega,+} &= \mathbf{P}_{f,\omega,-} \begin{bmatrix} \frac{\sqrt{2}}{2} e^{N(2\varphi(\lambda; X, T) - 2G_+(\lambda; X, T))} & \frac{\sqrt{2}}{2} e^{N(-2\varphi(\lambda; X, T) + 2G_-(\lambda; X, T))} & 0 \\
-\frac{\sqrt{2}}{2} e^{N(2\varphi(\lambda; X, T) - 2G_-(\lambda; X, T))} & \frac{\sqrt{2}}{2} e^{N(G_-(\lambda; X, T))} & 0 \\
0 & 0 & 1 \end{bmatrix}, \lambda \in \Gamma_u \cup \Gamma_d \\
\mathbf{P}_{f,\omega,+} &= \mathbf{P}_{f,\omega,-} \text{diag}\left(e^{N(G_-(\lambda; X, T) - G_+(\lambda; X, T))}, e^{N(G_+(\lambda; X, T) - G_-(\lambda; X, T))}, 1\right), \lambda \in \Sigma_{mid}
\end{align*}$$

With the sign in Fig. 7 we plan to study the asymptotic behavior with the nonlinear steepest descent method, before analyzing it, we give the decomposition about $\hat{Q}_d^{-1}$ in the following lemma:
Lemma 4.

\[
\begin{align*}
\hat{Q}_d^{-1} &= \begin{bmatrix}
\frac{\sqrt{2}}{2} & 0 & 0 \\
0 & \frac{\sqrt{2}}{2} & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 0 \\
-\frac{1}{2} & 1 & 0 \\
0 & 1 & 0
\end{bmatrix}
\begin{bmatrix}
1 & 1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix} := Q_L^{[1]} Q_C^{[1]} Q_R^{[1]}
\end{align*}
\]

\[
\begin{align*}
\hat{Q}_d^{-1} &= \begin{bmatrix}
\frac{\sqrt{2}}{2} & 0 & 0 \\
0 & \frac{\sqrt{2}}{2} & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
1 & 1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 0 \\
-1 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix} := Q_L^{[2]} Q_C^{[2]} Q_R^{[2]}
\end{align*}
\]

\[
\begin{align*}
\hat{Q}_d^{-1} &= \begin{bmatrix}
1 & -1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
0 & \sqrt{2} & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
1 & -1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix} := Q_L^{[3]} Q_C^{[3]} Q_R^{[2]}
\end{align*}
\]

\[
\begin{align*}
\hat{Q}_d^{-1} &= \begin{bmatrix}
1 & 0 & 0 \\
1 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
0 & \sqrt{2} & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 0 \\
1 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix} := Q_L^{[4]} Q_C^{[4]} Q_R^{[4]}
\end{align*}
\]

\[
\begin{align*}
\hat{Q}_d^{-1} &= \begin{bmatrix}
1 & 1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
\sqrt{2} & 0 & 0 \\
0 & \sqrt{2} & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
1 & 0 & 0 \\
-1 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix} := Q_L^{[5]} Q_C^{[5]} Q_R^{[5]}
\end{align*}
\]

\[
\begin{align*}
\hat{Q}_d^{-1} &= \begin{bmatrix}
1 & 0 & 0 \\
-1 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
0 & \sqrt{2} & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
1 & 1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix} := Q_L^{[6]} Q_C^{[6]} Q_R^{[6]}
\end{align*}
\]

By the above lemma, define a new matrix \(Q_{f,\rho}\) by

\[
\begin{align*}
Q_{f,\rho} &:= P_{f,\rho} \begin{bmatrix}
1 & -e^{NH(\lambda;X,T)} \\
0 & 1 \\
0 & 0
\end{bmatrix}, \lambda \in D_{u_{1}}, Q_{f,\rho} := P_{f,\rho} \begin{bmatrix}
1 & e^{NH(\lambda;X,T)} \\
0 & 1 \\
0 & 0
\end{bmatrix}, \lambda \in D_{u_{0}}, \\
Q_{f,\rho} &:= P_{f,\rho} \begin{bmatrix}
1 & 0 \\
e^{-NH(\lambda;X,T)} & 1 \\
0 & 1
\end{bmatrix}, \lambda \in D_{d_{1}}, Q_{f,\rho} := P_{f,\rho} \begin{bmatrix}
1 & 0 \\
e^{-NH(\lambda;X,T)} & 1 \\
0 & 1
\end{bmatrix}, \lambda \in D_{d_{0}}, \\
Q_{f,\rho} &:= P_{f,\rho} \begin{bmatrix}
1 & 0 \\
e^{-NH(\lambda;X,T)} & 1 \\
0 & 1
\end{bmatrix}, \lambda \in K_{u_{1}}, Q_{f,\rho} := P_{f,\rho} \begin{bmatrix}
1 & 0 \\
e^{-NH(\lambda;X,T)} & 1 \\
0 & 1
\end{bmatrix}, \lambda \in K_{u_{0}}, \\
Q_{f,\rho} &:= P_{f,\rho} \begin{bmatrix}
1 & 0 \\
e^{-NH(\lambda;X,T)} & 1 \\
0 & 1
\end{bmatrix}, \lambda \in K_{d_{1}}, Q_{f,\rho} := P_{f,\rho} \begin{bmatrix}
1 & 0 \\
e^{-NH(\lambda;X,T)} & 1 \\
0 & 1
\end{bmatrix}, \lambda \in K_{d_{0}}
\end{align*}
\]

where \(H(\lambda;X,T) = 2G(\lambda;X,T) - 2\phi(\lambda;X,T)\). Then the jump matrices about the \(Q_{f,\rho}(\lambda;X,T)\) change into

\[
\begin{align*}
Q_{f,\rho,\pm} &= Q_{f,\rho,\pm} \begin{bmatrix}
1 & -e^{NH(\lambda;X,T)} \\
0 & 1 \\
0 & 0
\end{bmatrix}, \lambda \in \Sigma_{u_{0}}, Q_{f,\rho,\pm} = Q_{f,\rho,\pm} \begin{bmatrix}
0 & \sqrt{2}e^{N\Omega_{d}} \\
0 & 0 \\
0 & 1
\end{bmatrix}, \lambda \in \Sigma_{u_{0}}.
\end{align*}
\]
and

(74)

\[
Q_{f,\alpha,+} = Q_{f,\alpha,-} \begin{bmatrix} 1 - e^{N\lambda(X,T)} & 0 \\ 0 & 1 \end{bmatrix}, \quad \lambda \in \Sigma_{u},
\]

\[
Q_{f,\alpha,+} = Q_{f,\alpha,-} \begin{bmatrix} e^{N\lambda(X,T)} & 0 \\ 0 & 1 \end{bmatrix}, \quad \lambda \in \Sigma_{d},
\]

\[
Q_{f,\alpha,+} = Q_{f,\alpha,-} \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad \lambda \in \Sigma_{u},
\]

\[
Q_{f,\alpha,+} = Q_{f,\alpha,-} \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad \lambda \in \Sigma_{d},
\]

\[
Q_{f,\alpha,+} = Q_{f,\alpha,-} \begin{bmatrix} e^{N\lambda(X,T)} & 0 \\ 0 & 1 \end{bmatrix}, \quad \lambda \in \Sigma_{u},
\]

\[
Q_{f,\alpha,+} = Q_{f,\alpha,-} \begin{bmatrix} e^{-N\lambda(X,T)} & 0 \\ 0 & 1 \end{bmatrix}, \quad \lambda \in \Sigma_{d},
\]

\[
Q_{f,\alpha,+} = Q_{f,\alpha,-} \begin{bmatrix} e^{-N\lambda(X,T)} & 0 \\ 0 & 1 \end{bmatrix}, \quad \lambda \in \Sigma_{u},
\]

\[
Q_{f,\alpha,+} = Q_{f,\alpha,-} \begin{bmatrix} e^{-N\lambda(X,T)} & 0 \\ 0 & 1 \end{bmatrix}, \quad \lambda \in \Sigma_{d},
\]

\[
Q_{f,\alpha,+} = Q_{f,\alpha,-} \begin{bmatrix} e^{-N\lambda(X,T)} & 0 \\ 0 & 1 \end{bmatrix}, \quad \lambda \in \Sigma_{u},
\]

\[
Q_{f,\alpha,+} = Q_{f,\alpha,-} \begin{bmatrix} e^{-N\lambda(X,T)} & 0 \\ 0 & 1 \end{bmatrix}, \quad \lambda \in \Sigma_{d},
\]

\[
Q_{f,\alpha,+} = Q_{f,\alpha,-} \begin{bmatrix} e^{-N\lambda(X,T)} & 0 \\ 0 & 1 \end{bmatrix}, \quad \lambda \in \Sigma_{u},
\]

\[
Q_{f,\alpha,+} = Q_{f,\alpha,-} \begin{bmatrix} e^{-N\lambda(X,T)} & 0 \\ 0 & 1 \end{bmatrix}, \quad \lambda \in \Sigma_{d},
\]

Observe the jump in Eq. (73) and (74), only when \( \lambda \) satisfies the following condition

\[
N \text{ approaching to identity as } N \to \infty. \text{ Thus we can define the outer model problem:}
\]

**Riemann-Hilbert Problem 6.** (The outer problem in the oscillatory region) Find a \( 3 \times 3 \) matrix \( Q_{f,\alpha}^{\text{out}}(\lambda; X, T) \) satisfying the following condition

- **Analyticity:** The function \( Q_{f,\alpha}^{\text{out}} \) is analytic in \( \lambda \in \mathbb{C} \setminus (\Sigma_{u} \cup \Sigma_{d} \cup \Gamma_{u} \cup \Gamma_{d} \cup \Sigma_{\text{mid}}) \), and it can achieve the continuous boundary condition values from the left and right side of every arc.

- **Jump Condition:** The boundary values taken by \( Q_{f,\alpha}^{\text{out}}(\lambda; X, T) \) satisfy the jump conditions \( Q_{f,\alpha,+} = Q_{f,\alpha,-} \mathbf{V}_{f,\alpha}^{\text{out}} \), where

\[
\mathbf{V}_{f,\alpha}^{\text{out}} := \begin{cases}
\begin{bmatrix} 0 & \sqrt{2} e^{N\lambda} \\ -\sqrt{2} e^{-N\lambda} & 0 \\ 0 & 1 \end{bmatrix}, & \lambda \in \Sigma_{u}, \\
\begin{bmatrix} 0 & \sqrt{2} e^{N\lambda} \\ 0 & 0 \\ -\sqrt{2} e^{-N\lambda} & 0 \end{bmatrix}, & \lambda \in \Sigma_{d}, \\
\begin{bmatrix} 0 & \sqrt{2} e^{N\lambda} \\ 0 & 0 \\ 0 & 1 \end{bmatrix}, & \lambda \in \Sigma_{u}, \\
\begin{bmatrix} 0 & \sqrt{2} e^{N\lambda} \\ 0 & 0 \\ 0 & 1 \end{bmatrix}, & \lambda \in \Sigma_{d}, \\
\begin{bmatrix} 0 & \sqrt{2} e^{N\lambda} \\ 0 & 0 \\ 0 & 1 \end{bmatrix}, & \lambda \in \Sigma_{u}, \\
\begin{bmatrix} 0 & \sqrt{2} e^{N\lambda} \\ 0 & 0 \\ 0 & 1 \end{bmatrix}, & \lambda \in \Sigma_{d},
\end{cases}
\]

- **Normalization:** As \( \lambda \to \infty \), \( Q_{f,\alpha}^{\text{out}}(\lambda; X, T) \to \mathbb{I} \).
To solve the RHP we define a new function $F(\lambda)$ by

$$\begin{align*}
F(\lambda) &= \frac{\mathcal{R}(\lambda; X, T)}{2\pi i} \left( \int_{\Sigma_u} \frac{-N\Omega_0 - \log \left( \sqrt{2} \right)}{\mathcal{R}_+(s; X, T)} (s-\lambda) \, ds + \int_{\Sigma_d} \frac{-N\Omega_0 - \log \left( \frac{\sqrt{2}}{2} \right)}{\mathcal{R}_+(s; X, T)} (s-\lambda) \, ds \\
&\quad + \int_{\Gamma_u} \frac{\log \left( \sqrt{2} \right)}{\mathcal{R}(s; X, T)} (s-\lambda) \, ds + \int_{\Gamma_d} \frac{\log \left( \frac{\sqrt{2}}{2} \right)}{\mathcal{R}(s; X, T)} (s-\lambda) \, ds + \int_{\Sigma_{mid}} \frac{-Nd}{\mathcal{R}(s; X, T)} (s-\lambda) \, ds \right) 
\end{align*}$$

(76)

which satisfy the jump condition

$$\begin{align*}
F_+(\lambda) + F_-(\lambda) &= -N\Omega_0 - \log \left( \sqrt{2} \right), & \lambda &\in \Sigma_u, \\
F_+(\lambda) + F_-(\lambda) &= -N\Omega_0 - \log \left( \frac{\sqrt{2}}{2} \right), & \lambda &\in \Sigma_d, \\
F_+(\lambda) - F_-(\lambda) &= \log \left( \sqrt{2} \right), & \lambda &\in \Gamma_u, \\
F_+(\lambda) - F_-(\lambda) &= \log \left( \frac{\sqrt{2}}{2} \right), & \lambda &\in \Gamma_d, \\
F_+(\lambda) - F_-(\lambda) &= -Nd, & \lambda &\in \Sigma_{mid}.
\end{align*}$$

(77)

It should be noted that the contour $\Gamma_u$ and $\Gamma_d$ are located on the right of branch cut $\Sigma_u, \Sigma_d$, so $\mathcal{R}(s; X, T)$ in the denominator should be chosen the negative sign.

Since the potential $q(X, T)$ is related to the RHP when $\lambda \to \infty$, then we expand $F(\lambda)$ at $\lambda \to \infty$,

$$F(\lambda) = F_1 \lambda + F_0 + \mathcal{O}(\lambda^{-1}),$$

(78)

where

$$F_1 := -\frac{1}{2\pi i} \left( \int_{\Sigma_u} \frac{-N\Omega_0 - \log \left( \sqrt{2} \right)}{\mathcal{R}_+(s; X, T)} \, ds + \int_{\Sigma_d} \frac{-N\Omega_0 - \log \left( \frac{\sqrt{2}}{2} \right)}{\mathcal{R}_+(s; X, T)} \, ds \\
+ \int_{\Gamma_u} \frac{\log \left( \sqrt{2} \right)}{\mathcal{R}(s; X, T)} \, ds + \int_{\Gamma_d} \frac{\log \left( \frac{\sqrt{2}}{2} \right)}{\mathcal{R}(s; X, T)} \, ds + \int_{\Sigma_{mid}} \frac{-Nd}{\mathcal{R}(s; X, T)} \, ds \right),$$

(79)

and

$$F_0 := -\frac{l_1}{2} F_1 - \frac{1}{2\pi i} \left( \int_{\Sigma_u} \frac{-N\Omega_0 - \log \left( \sqrt{2} \right)}{\mathcal{R}_+(s; X, T)} \, ds + \int_{\Sigma_d} \frac{-N\Omega_0 - \log \left( \frac{\sqrt{2}}{2} \right)}{\mathcal{R}_+(s; X, T)} \, ds \\
+ \int_{\Gamma_u} \frac{\log \left( \sqrt{2} \right)}{\mathcal{R}(s; X, T)} \, ds + \int_{\Gamma_d} \frac{\log \left( \frac{\sqrt{2}}{2} \right)}{\mathcal{R}(s; X, T)} \, ds + \int_{\Sigma_{mid}} \frac{-Nd}{\mathcal{R}(s; X, T)} \, ds \right).$$

(80)

Based on the definition of $F(\lambda)$, we can redefine a new matrix

$$S_{f,0}(\lambda; X, T) := \text{diag} \left( e^{F_0}, e^{-F_0}, 1 \right) \mathcal{Q}_{f,0}(\lambda; X, T) \text{diag} \left( e^{-F(\lambda)}, e^{F(\lambda)}, 1 \right),$$

(81)

whose jump matrix converts into a constant:

$$S_{f,0}(\lambda; X, T) = S_{f,0}(\lambda; X, T) \begin{bmatrix} 0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad \lambda \in \Sigma_u \cup \Sigma_d,$$

(82)

and when $\lambda \to \infty$, we have

$$S_{f,0}(\lambda; X, T) \text{diag} \left( e^{F_1}, e^{-F_1}, 1 \right) = \mathbb{I} + \mathcal{O}(\lambda^{-1}).$$

(83)

Obviously, $\mathcal{R}(\lambda)$ gives a genus one Riemann-surface $\Sigma$ with two sheets $\Sigma_1, \Sigma_2$ and a basis $\{\alpha, \beta\}$ cycles, which is shown in Fig. The contour $\alpha$ is closed, anticlockwise in the first sheet. And the $\beta$ cycle starts
from the right side of branch cut \([a, b]\) and arrives at the branch cut \([a^*, b^*]\), then enters into the second sheet and return to the right of branch cut \([a, b]\).

**Figure 8.** The homology cycles \(\alpha\) and \(\beta\) for the branch cut \(\mathcal{R}(\lambda)\), where solid line is the first sheet and the dotted line is the second sheet.

In order to solve Eq. (82) with the boundary condition Eq. (83), we introduce the Abel map \(A(\lambda)\) and the quantity \(B\) as

\[
A(\lambda) := \frac{2\pi i}{\oint_{\mathcal{R}(s; X, T)}} \int_{a^*}^{\lambda} \frac{ds}{\mathcal{R}(s; X, T)}, \quad B := \frac{2\pi i}{\oint_{\mathcal{R}(s; X, T)}} \oint_{\beta} \frac{ds}{\mathcal{R}(s; X, T)},
\]

both of which have the normalization

\[
A_+(b^*_0) = -\pi i, \quad B = 2\pi i \tau,
\]

where \(\tau\) can be calculated as

\[
\tau = \frac{iK(1 - m)}{K(m)},
\]

where \(K(m)\) is the first kind of elliptic integral

\[
K(m) = \int_0^{\pi/2} \frac{ds}{\sqrt{1 - m \sin^2(s)}}.
\]

The Abel map \(A(\lambda)\) has the following properties:

\[
A_+(\lambda) + A_- (\lambda) = -B \quad \text{mod} \ \Lambda_o, \quad \lambda \in \Sigma_u
\]

\[
A_+(\lambda) - A_- (\lambda) = -2\pi i \quad \text{mod} \ \Lambda_o, \quad \lambda \in \Sigma_{\text{mid}},
\]

\[
A_+(\lambda) + A_- (\lambda) = 0 \quad \text{mod} \ \Lambda_o, \quad \lambda \in \Sigma_d,
\]

where \(\Lambda_o := 2\pi ij + Bk, j, k \in \mathbb{Z}\).

To deal with the asymptotic behavior as \(\lambda \to +\infty\), we define a new function \(\Omega_1(s)\) as

\[
d\Omega_1 = \frac{s^2 - \frac{1}{2} l_1 s - l_0}{\mathcal{R}(s; X, T)} ds,
\]
where \( l_0 = \frac{2}{\beta \pi(X,T)} \int_X \lambda_{\ell} \, ds \), which can be normalized \( \Omega_1(X,T) \) to

\[
\int_X d\Omega_1 = 0.
\]

Following the theory in [12], when \( s \to \infty \), we set

\[
E = 2 \lim_{s \to \infty} \left( s - \int_{l_0}^{s} \Omega_1 \right),
\]

and define a new variable \( V \) as

\[
V := \int_{\beta} \Omega_1,
\]

which is useful to construct the Theta function solution. Spontaneously, we give some properties about the Theta function.

**Proposition 3.**

\[
\Theta(\lambda) = \Theta(\lambda; B) := \sum_{k \in \mathbb{Z}} e^{i k \lambda + \frac{1}{2} B k^2} = \theta_3 \left( \frac{\lambda}{2i}, e^{\frac{B}{2}} \right),
\]

\[
\Theta(-\lambda) = \Theta(\lambda), \quad \Theta(\lambda + 2\pi i) = \Theta(\lambda), \quad \Theta(\lambda + B) = e^{-\frac{1}{2} B} e^{-\lambda} \Theta(\lambda)
\]

where \( \theta_3(\lambda; \varphi) \) is the third Jacobi theta function, defined as

\[
\theta_3(\lambda; \varphi) = \sum_{k \in \mathbb{Z}} e^{2i k \lambda} \varphi^{k^2}.
\]

The Jacobi Theta functions have the following shift formulas:

\[
\begin{align*}
\theta_1 \left( u + \frac{1}{2} \right) &= \theta_2(u), & \theta_1 \left( u - \frac{1}{2} \right) &= -i e^{-\pi i (u + \tau)/4} \theta_4(u),
\theta_2 \left( u + \frac{1}{2} \right) &= -\theta_1(u), & \theta_2 \left( u - \frac{1}{2} \right) &= e^{-\pi i (u + \tau)/4} \theta_3(u),
\theta_3 \left( u + \frac{1}{2} \right) &= \theta_4(u), & \theta_3 \left( u - \frac{1}{2} \right) &= e^{-\pi i (u + \tau)/4} \theta_2(u),
\theta_4 \left( u + \frac{1}{2} \right) &= \theta_3(u), & \theta_4 \left( u - \frac{1}{2} \right) &= i e^{-\pi i (u + \tau)/4} \theta_1(u).
\end{align*}
\]

The zeros of these theta functions are:

\[
\begin{align*}
\theta_1(u) &= 0 : \quad u = n + m \tau, \\
\theta_2(u) &= 0 : \quad u = n + \frac{1}{2} + m \tau, \\
\theta_3(u) &= 0 : \quad u = n + \frac{1}{2} + \left( m + \frac{1}{2} \right) \tau, \\
\theta_4(u) &= 0 : \quad u = n + \left( m + \frac{1}{2} \right) \tau,
\end{align*}
\]

where \( m, n \in \mathbb{Z} \).

Next we redefine a new matrix \( \mathcal{T} \) as

\[
\mathcal{T}(\lambda; X, T) = \begin{bmatrix}
\Theta(A(\lambda)+A(Q)+\frac{1}{2}+F_1 V) e^{-F_1 \int_X^\lambda \Omega_1 ds} & \Theta(A(\lambda)+A(Q)-\frac{1}{2}-F_1 V) e^{F_1 \int_X^\lambda \Omega_1 ds} \\
\Theta(A(\lambda)+A(Q)+\frac{1}{2}+F_1 V) e^{-F_1 \int_X^\lambda \Omega_1 ds} & \Theta(A(\lambda)+A(Q)-\frac{1}{2}-F_1 V) e^{F_1 \int_X^\lambda \Omega_1 ds} \\
\end{bmatrix}.
\]
where \( Q \) will be determined in the following. With the properties of \( \Theta \) function and \( A(\lambda; X, T) \), the function \( \mathcal{T}(\lambda; X, T) \) satisfies

\[
\mathcal{T}_+(\lambda; X, T) = \mathcal{T}_-(\lambda; X, T) \begin{bmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix}.
\]

Moreover, \( S_{f,0}(\lambda; X, T) \) can be given with the aid of the elements of \( \mathcal{T}(\lambda; X, T) \). Suppose

\[
S_{f,0}(\lambda; X, T) = \text{diag} (s_{11}(\lambda; X, T), s_{22}(\lambda; X, T), 1) \begin{bmatrix} \frac{p(\lambda) + p^{-1}(\lambda)}{2} [\mathcal{T}(\lambda)]_{11} & \frac{p(\lambda) - p^{-1}(\lambda)}{2} i [\mathcal{T}(\lambda)]_{12} & 0 \\ \frac{p(\lambda) - p^{-1}(\lambda)}{2} i [\mathcal{T}(\lambda)]_{21} & \frac{p(\lambda) + p^{-1}(\lambda)}{2} [\mathcal{T}(\lambda)]_{22} & 0 \\ 0 & 0 & 1 \end{bmatrix},
\]

where \( p(\lambda) := \left( \frac{(\lambda - a_0)(\lambda - b_0^*)}{(\lambda - a_0^*)(\lambda - b_0)} \right)^{1/4} \). For \( \lambda \in \Sigma_u \cup \Sigma_d \), we have \( p_+(\lambda) = -ip_-(\lambda) \). With a simple calculation, we know the function \( p^{-1}(\lambda) - p(\lambda) \) has a simple zero at

\[
\lambda_0 = \frac{a_0b_0^* - a_0^*b_0}{a_0 - a_0^* - b_0 + b_0^*},
\]

and \( [\mathcal{T}(\lambda)]_{12} \) has the singularity at \( \lambda = Q \). Then \( Q \) can be unique determined by the zero of \( p(\lambda) - p^{-1}(\lambda) \), i.e. \( Q = \lambda_0 \). Furthermore, the unknown parameters \( s_{11}(\lambda; X, T), s_{22}(\lambda; X, T) \) can be determined from the normalization condition (83):

\[
s_{11}(\lambda; X, T) = \frac{\Theta \left( A(\infty) + A(Q) + i\pi + \frac{B}{2} \right)}{\Theta \left( A(\infty) + A(Q) + i\pi + \frac{B}{2} - F_1 V \right)} e^{-i\frac{F_1 F_2}{2}},
\]

\[
s_{22}(\lambda; X, T) = \frac{\Theta \left( A(\infty) + A(Q) + i\pi + \frac{B}{2} \right)}{\Theta \left( A(\infty) + A(Q) + i\pi + \frac{B}{2} + F_1 V \right)} e^{i\frac{F_1 F_2}{2}}.
\]

Based on this solution, we get the outer parametrix matrix \( Q_{f,0}^{\text{out}} \) through Eq. (81). Due to the matrix has singularities at \( \lambda = a_0, b_0, a_0^*, b_0^* \), we should define the local parametrix matrices \( Q_{f,0}^{a_0}(\lambda; X, T), Q_{f,0}^{b_0}(\lambda; X, T) \) and \( Q_{f,0}^{a_0^*}(\lambda; X, T), Q_{f,0}^{b_0^*}(\lambda; X, T) \) at the the disk of \( a_0, b_0, a_0^* \) and \( b_0^* \) respectively. Each of these local parametrix can be constructed by the Airy function. Then the global parametrix can be written as

\[
Q_{f,0}(\lambda; X, T) := \begin{cases} Q_{f,0}^{a_0}(\lambda; X, T), & \lambda \in \mathbb{D}^{a_0}, \\
Q_{f,0}^{b_0}(\lambda; X, T), & \lambda \in \mathbb{D}^{b_0}, \\
Q_{f,0}^{a_0^*}(\lambda; X, T), & \lambda \in \mathbb{D}^{a_0^*}, \\
Q_{f,0}^{b_0^*}(\lambda; X, T), & \lambda \in \mathbb{D}^{b_0^*}, \\
Q_{f,0}^{\text{out}}(\lambda; X, T), & \text{otherwise}, 
\end{cases}
\]

where the disks \( \mathbb{D}^{a_0}, \mathbb{D}^{b_0}, \mathbb{D}^{a_0^*} \) and \( \mathbb{D}^{b_0^*} \) are centered at \( a_0, b_0, a_0^* \) and \( b_0^* \) respectively. Then the error between \( Q_{f,0}(\lambda; X, T) \) and \( Q_{f,0}(\lambda; X, T) \) can be written as

\[
Q_{f,0}(\lambda; X, T) = Q_{f,0}^{\text{err}}(\lambda; X, T) Q_{f,0}(\lambda; X, T)
\]

Similar to the error analysis in the Sec. (4.2) we can estimate the error when \( N \to \infty \). Based on the reference (11) in section 4.7 to construct the parametrices, when \( N \to \infty \), we have \( |Q_{f,0}^{\text{err}}(\lambda; X, T)| = O(N^{-1}) \).
Thus the potential \( q(X, T) \) can be recovered as

\[
q_i(X, T) = \lim_{\lambda \to \infty} q_i^* \lambda s_{11} \left( p(\lambda) - p^{-1}(\lambda) \right) e^{-2F(\lambda) - NG} \left( 1 + O(N^{-1}) \right)
\]

\[
= c_i^* \Im(b_o - a_o) \frac{\Theta(A(\infty) + A(Q) + \pi i + \frac{B}{2})}{\Theta(A(\infty) + A(Q) + \pi i + \frac{B}{2} - F_1 V)} e^{-F_1 E - 2F_0} + O(N^{-1}), \quad (i = 1, 2).
\]

Following the method in [10], we can simplify the modulus of \( q(X, T) \) further. Consider a new function \( f(k) \)

\[
f(k) := 1 - \frac{(k - b_o)(k - a_o^*)}{\Re(k)} = p(k) \left( p^{-1}(k) - p(k) \right)
\]
as a function on the Riemann surface sheet one, such that \( \Re(\lambda) \to \lambda^2 \) as \( \lambda \to \infty \). Obviously, \( f(k) \) has the singularities at \( k = a_o \) and \( k = b_o^* \), and has the zeros at \( k = \lambda_0 \) and \( k = \infty \). Thus \( f(k) \) is a meromorphic function on the Riemann surface, and its divisor \( (f) \) is

\[
(f) = \lambda_0 + \infty - a_o - b_o^*.
\]

By Abel theorem [11], we have \( A((f)) = 0 \), which is equivalent to

\[
A(Q) = A(a_o) + A(b_o^*) - A(\infty).
\]

Substituting \( A(Q) \) into the solution \( q(X, T) \) in Eq. (103), by a simple calculation, we have

\[
q_i(X, T) = c_i^* \Im(b_o - a_o) \frac{\Theta(2A(\infty) - Nd\tau) \Theta(0)}{\Theta(2A(\infty) \Theta(0))} e^{-F_1 E - 2F_0} \left( 1 + O(N^{-1}) \right), \quad (i = 1, 2).
\]

With the aid of the Proposition 3, \( q(X, T) \) can be reduced into

\[
q_i(X, T) = c_i^* \Im(b_o - a_o) \frac{\theta_2(\pi A - \frac{Nd\tau}{2}) \theta_3(0)}{\theta_2(\pi A) \theta_3(\frac{Nd\tau}{2})} e^{-\frac{Nd\tau}{2} - F_1 E - 2F_0} \left( 1 + O(N^{-1}) \right), (i = 1, 2),
\]

where

\[
A := \frac{1}{\int_a^b \frac{1}{\Re(s)} \left( \int_a^s \int_a^s \Re(s) \right) ds}
\]
is a real constant.

Furthermore, \( |q_i(X, T)|^2 \) can be rewritten as

\[
|q_i(X, T)|^2 = |c_i|^2 \Im(b_o - a_o)^2 \frac{\theta_2(\pi A - \frac{Nd\tau}{2}) \theta_2(\pi A + \frac{Nd\tau}{2}) \theta_2^2(0)}{\theta_2^2(\pi A) \theta_2^3(\frac{Nd\tau}{2})} e^{-Nd\tau - |F_1|^2} \left( 1 + O(N^{-1}) \right)
\]

\[
= |c_i|^2 \Im(b_o - a_o)^2 \left( 1 - \frac{\theta_2^2(\pi A) \theta_2^2(\frac{Nd\tau}{2})}{\theta_2^{*2}(\pi A) \theta_3^2(\frac{Nd\tau}{2})} \right) e^{-Nd\tau - |F_1|^2} \left( 1 + O(N^{-1}) \right)
\]

\[
= |c_i|^2 \Im(b_o - a_o)^2 \left( 1 - \frac{\theta_2^2(\pi A) \theta_3^2(0) \theta_3^2(0)}{\theta_3^2(\pi A) \theta_3^2(0)} \right) e^{-Nd\tau - |F_1|^2} \left( 1 + O(N^{-1}) \right),
\]

where \( u := \frac{Nd\tau}{2} \theta_3^2(0), (i = 1, 2). \)

Next, we should reduce the formula \( \frac{\theta_2^2(\pi A)}{\theta_3^2(\pi A)} \) such that the leading order term of \( |q_1(X, T)|^2, |q_2(X, T)|^2 \) can be represented into the Jacobi cn function.
Lemma 5.

\[
\frac{\theta_2^2(\pi A)}{\theta_2^2(2\pi A)} = -4\frac{\theta_4^2(0)}{\theta_2^2(0)} \frac{a_o^*-b_o^*}{a_o-b_o} \left(\frac{a_o^*-b_o^*}{a_o-b_o} - 1\right)^2.
\]

**Proof.** With the Proposition 3 and the relation between \(A\) and \(A(\infty)\): \(\pi A = -iA(\infty) + \frac{\pi}{2}\), we have

\[
\frac{\theta_2^2(\pi A)}{\theta_2^2(2\pi A)} = -4\frac{\theta_2^2(-iA(\infty))}{\theta_2^2(-iA(\infty))} = \frac{\theta_2^2(2\pi \tilde{A})}{\theta_2^2(2\pi A)},
\]

where \(\tilde{A} := \frac{1}{\int_a^b \frac{1}{\wp(x,T)} \, ds}\). Based on the formulas between \(\theta(2A)\) and \(\theta(A)\) in [2], Eq. (112) turns into

\[
\frac{\theta_2^2(\pi A)}{\theta_2^2(2\pi A)} = -4\frac{\theta_4^2(0)}{\theta_2^2(0)} \left(\frac{\rho}{\rho^2 - 1}\right)^2, \quad \rho := \frac{\theta_3(\pi \tilde{A})\theta_4(\pi \tilde{A})}{\theta_1(\pi \tilde{A})\theta_2(\pi \tilde{A})}.
\]

Then we just need to determine the constant \(\rho\). To get it, we construct a new function \(\rho(k)\) on Riemann surface \(S_1\) by

\[
\rho(k) := \frac{\theta_3 \left(\frac{\pi}{\int_a^b \frac{1}{\wp(x,T)} \, ds} \int_a^k \frac{1}{\wp(x,T)} \, ds\right)}{\theta_1 \left(\frac{\pi}{\int_a^b \frac{1}{\wp(x,T)} \, ds} \int_a^k \frac{1}{\wp(x,T)} \, ds\right)} \frac{\theta_4 \left(\frac{\pi}{\int_a^b \frac{1}{\wp(x,T)} \, ds} \int_a^k \frac{1}{\wp(x,T)} \, ds\right)}{\theta_2 \left(\frac{\pi}{\int_a^b \frac{1}{\wp(x,T)} \, ds} \int_a^k \frac{1}{\wp(x,T)} \, ds\right)},
\]

which infers that \(\rho = \rho(\infty)\). From the properties of zeros of Theta functions in Proposition 3, we know \(k = a_o\) and \(k = b_o\) are the zeros of \(\rho^2(k)\), \(k = a_o^*\) and \(k = b_o^*\) are the poles of \(\rho^2(k)\). Note that \(\rho^2(k)\) is meromorphic on \(S_1\). Hence \(\rho^2(k)\) can be expressed in the form

\[
\rho^2(k) = p^2 \frac{(k - a_o)(k - b_o)}{(k - a_o^*)(k - b_o^*)},
\]

where \(p^2\) is a constant to be determined by the residue at \(k = a_o^*,\) i.e.

\[
p^2 = \frac{(a_o^* - b_o^*)}{(a_o^* - a_o)(a_o^* - b_o)} \text{Res}_{k = a_o^*} \rho^2(k) = \frac{\theta_4^2(0)\theta_4^2(0)}{4\pi^2 (\theta_2^4(0))^2} \left(\frac{a_o^* - b_o^*}{a_o - b_o}\right)^2.
\]

Moreover, since \(\theta_1^2(0) = \theta_2(0)\theta_3(0)\theta_4(0)\) and the integral \(\int_a^b \frac{1}{\wp(x,T)} \, ds\) can be converted into the first type of complete elliptic integral. By a direct calculation, \(p^2\) can be reduced into

\[
p^2 = \frac{a_o^* - b_o^*}{a_o - b_o}.
\]

Thus \(\rho = \rho(\infty) = \left(\frac{a_o^* - b_o^*}{a_o - b_o}\right)^{1/2}\), which completes the proof.

Finally, Eq. (110) can be simplified into

\[
|q_i(X, T)|^2 = |c_i|^2 \left(\text{Im}(b_o - a_o)\right)^2 - |a_o - b_o|^2 \text{cn}^2(u + K(m), m) e^{-Nd\tau - |F_1E|^2} \left(I + O(N^{-1})\right),
\]

where \(m = \frac{\theta_4^2(0)}{\theta_2^4(0)}, i = 1, 2\) and \(u\) is given in equation (110). Compared to the leading order term in [6], our result is reduced to the Jacobi elliptic function, which is a new formula and has never been reported before. The periodicity of this formula can be seen through the properties of the \(cn\) function, which seems more simple and clear.
3.2 Non-Oscillatory Region

In the last subsection, we have obtained the leading order term in the oscillatory region, whose modulus is related to a Jacobi elliptic function en. In this subsection, we want to discuss the leading order term in the non-oscillatory region. Similar to the study in the oscillatory region, the original contour is not closed either, we still need to construct the $g$-function. However, this $g$-function is different from the $G$-function. To the capital $G$-function, it is related to the algebraic curve with genus one. But to the $g$-function, the corresponding genus of algebraic curve is zero. Following the method in the last subsection, we give the Riemann-Hilbert problem about the $g$-function.

**Riemann-Hilbert Problem 7.** For the variables $X, T$, there exists a unique $g$-function, satisfying the following conditions:

- **Analyticity:** $g(\lambda; X, T)$ is analytic except on $\Sigma$ (to be determined), and it takes the continuous boundary condition from the left and right side of $\Sigma$.
- **Jump Condition:** For $\lambda \in \Sigma$, $g(\lambda; X, T)$ satisfies the following jump condition:

$$
g_+(\lambda; X, T) + g_-(\lambda; X, T) - 2\varphi(\lambda; X, T) = \Omega_\nu, \quad \lambda \in \Sigma,
$$

where the subscript $\nu$ indicates the non-oscillatory region,

- **Normalization:** As $\lambda \to \infty$, $g(\lambda; X, T)$ satisfies

$$
g(\lambda; X, T) \to O(\lambda^{-1}),
$$

- **Symmetry:** $g(\lambda; X, T)$ satisfies the Schwartz symmetric condition:

$$
g(\lambda; X, T) = -g(\lambda^*; X, T)^*.
$$

According to the above Riemann-Hilbert problem, we can determine the $g(\lambda)$ and the contour $\Sigma$. With the standard method, we usual analyze the derivative of $g$-function to describe the properties of $g$-function. For $\lambda \in \Sigma$, we have

$$
g_+(\lambda) + g_-(\lambda) = 2iX + 4i\lambda T + \frac{1}{\lambda - \lambda_1} - \frac{1}{\lambda - \lambda_1'}, \quad \lambda \in \Sigma.
$$

To solve Eq.(122), we introduce a new function $R(\lambda)$:

$$
R(\lambda) := ((\lambda - a_n)(\lambda - a_n^*))^{1/2},
$$

then $\Sigma$ can be a determined curve with the endpoints of $a_n$ and $a_n^*$. Therefore, the function $g'(\lambda, R(\lambda))$ can be solved with the Plemelj formula,

$$
g'(\lambda) = \frac{R(\lambda)}{2\pi i} \int_\Sigma \frac{2iX + 4isT + \frac{1}{s - \lambda_1} - \frac{1}{s - \lambda_1'}}{R(s) (s - \lambda)} ds.
$$

Still, by the generalized residue theorem, $g'(\lambda)$ can be given as

$$
g'(\lambda) = R(\lambda) \left( \text{Res}_{s=\lambda} + \text{Res}_{s=\lambda_1} + \text{Res}_{s=\lambda_1'} + \text{Res}_{s=\infty} \right) \left( \frac{iX + 2isT + \frac{1}{2(s-\lambda_1)} - \frac{1}{2(s-\lambda_1')}}{R(s) (s - \lambda)} \right)
$$

$$
= \frac{R(\lambda)}{2R(\lambda_1^*) (\lambda_1^* - \lambda)} - \frac{R(\lambda)}{2R(\lambda_1)(\lambda_1 - \lambda)} - 2iT R(\lambda) + iX + 2iT \lambda + \frac{1}{2(\lambda - \lambda_1^*)} - \frac{1}{2(\lambda - \lambda_1')}.
$$

Then we have

$$
g'(\lambda) - \varphi'(\lambda; X, T) = R(\lambda) \left( \frac{1}{2R(\lambda_1^*) (\lambda_1^* - \lambda)} - \frac{1}{2R(\lambda_1)(\lambda_1 - \lambda)} - 2iT \right) = \frac{h'(\lambda; X, T)}{2},
$$

whose roots are $\lambda_\nu, \lambda_\nu', a_n, a_n^*$. Similar to the oscillatory region, we set the parameter $\lambda_1 = i$, and introduce two parameters $q = a_n + a_n^*$, $p = a_n a_n^*$. Through the definition of $g(\lambda)$, as $\lambda \to \infty$, $g'(\lambda) \to O(\lambda^{-2})$, we can
give two equations about the parameters \( p \) and \( q \),

\[
\mathcal{O}(1) : \quad \frac{1}{2\sqrt{-1 + p - iq}} - \frac{1}{2\sqrt{-1 + p + iq}} + iX + iqT = 0, \\
\mathcal{O}(\lambda^{-1}) : \quad \frac{2i - q}{4\sqrt{-1 + p - iq}} + \frac{2i + q}{4\sqrt{-1 + p + iq}} - ipT + \frac{1}{4}iq^2T = 0.
\]

From the first equation in Eq. (127), we have

\[
q = \frac{1}{\sqrt{-1 + p + iq}} = \frac{1}{\sqrt{-1 + p - iq}} + 2iqT + 2iX. 
\]

Plugging the above equation into the second equation of Eq. (127) and eliminating the factor \( \frac{1}{\sqrt{-1 + p - iq}} \), we have

\[
\frac{1}{\sqrt{-1 + p - iq}} = -iX - \frac{Xq}{2} + pT - iqT - \frac{3q^2T}{4}. 
\]

It can be seen for the fixed \( X \) and \( T \), Eq. (129) is a complex equation with respect to \( q \) and \( p \), thus we need to discuss both the real and imaginary part. From the imaginary part of Eq. (129), we get a relation between \( q \) and \( p \), i.e.

\[
p = \frac{q^2}{4}, \quad p = \frac{4X^2q + 8XT + 12XTq^2 + 8qT^2 + 9q^3T^2}{4T(2X + 3qT)}, 
\]

if \( p = \frac{q^2}{4} \), then the zero of \( R(\lambda) \) will be \( a_n = a_n^* = \frac{q}{2} \), which is unreasonable. Otherwise, substituting the second solution into the real part of equation (129), we get a septic equation with respect to \( q \), which is rigorous proved to have one real root by the Sturm theorem in the appendix of [9]. Define

\[
g(\lambda) := \int_{\infty}^{\lambda} g'(s)ds 
\]

for each given \( X \) and \( T \). By choosing one special \( X \) and \( T \), we give the contour for \( \text{Re}(g(\lambda) - q(\lambda; X, T)) \), which is shown in Fig. [P]. Moreover, we can use the steepest descent method to deform this contour and obtain the leading order term as \( N \to \infty \).

Similar to the analysis in the oscillatory region in the last subsection, we define a new matrix \( \mathbf{O}_{f,n}(\lambda; X, T) \) and \( \mathbf{P}_{f,n}(\lambda; X, T) \) as

\[
\mathbf{O}_{f,n}(\lambda; X, T) := \begin{cases} \mathbf{N}_f e^{-Nq(\lambda; X, T)} e^{N\phi(\lambda; X, T)} e^\delta, & \lambda \in D_0 \cap (D_u \cup D_d)^c, \\ \mathbf{N}_f, & \text{otherwise.} \end{cases} \\
\mathbf{P}_{f,n}(\lambda; X, T) := \mathbf{O}_{f,n}(\lambda; X, T) \text{diag} (e^{-Ng(\lambda)} e^{Ng(\lambda)}, 1)
\]

where \( D_u = D_{u_1}^{i1} \cup D_{u_2}^{i2} \cup K_u \) and \( D_d = D_{d_1}^{i1} \cup D_{d_2}^{i2} \cup K_d^{i1} \) are shown in Fig. [9]. For \( \lambda \in \Sigma_u \cup \Sigma_d \cup \Gamma_u \cup \Gamma_d \), the jump matrices about the new matrix \( \mathbf{P}_{f,n}(\lambda; X, T) \) is the same as Eq. (70) with the capital \( G(\lambda) \) replaced by \( g(\lambda) \). With a similar definition of \( \mathbf{Q}_{f,n}(\lambda; X, T) \) in Eq. (72), as \( N \to \infty \), there only left four jump matrices that
Moreover, we set a new sectionally analytic matrix to eliminate the jump on $\Gamma_u$ and $\Gamma_d$, which is

$$
\hat{Q}_{f,n}(\lambda; X, T) = \begin{cases} 
Q_{f,n}\text{diag} \left(\sqrt{2}, \frac{\sqrt{2}}{2}, 1\right), & \lambda \in K_{u}^1 \cup D_{u2}^1 \cup D_{u1}^1, \\
Q_{f,n}\text{diag} \left(\frac{\sqrt{2}}{2}, \sqrt{2}, 1\right), & \lambda \in K_{d}^1 \cup D_{d2}^1 \cup D_{d1}^1, \\
Q_{f,n}, & \text{otherwise}.
\end{cases}
$$

Then the nonzero jump about the $\hat{Q}_{f,n}(\lambda; X, T)$ when $N$ is large changes into

$$
\hat{Q}_{f,n,+} = \hat{Q}_{f,n,-} \begin{bmatrix} 0 & e^{N\Omega_n} & 0 \\
-e^{-N\Omega_n} & 0 & 0 \\
0 & 0 & 1 \end{bmatrix}, \quad \lambda \in \Sigma_u \cup \Sigma_d,
$$

$$
\hat{Q}_{f,n,+} = \hat{Q}_{f,n,-} \text{diag} \left(2, \frac{1}{2}, 1\right), \quad \lambda \in I.
$$
By the corresponding detailed calculation shown in Appendix [E], the leading order term is given by equation \((136)\), where

\[
\phi_{\lambda_c} = \frac{\pi}{4} + \frac{\log(2)^2}{2\pi} - \arg \left( \Gamma \left( \frac{1}{2} \log(2) \right) \right) - 2ik_{-\lambda_c} + 2Nh_{-\lambda_c} + p \log(-Nh'_{\lambda_c}(\lambda_d-\lambda_c)^2) - i\Omega_n - \mu
\]

\[
\phi_{\lambda_d} = \frac{\pi}{4} + \frac{\log(2)^2}{2\pi} - \arg \left( \Gamma \left( \frac{1}{2} \log(2) \right) \right) + 2ik_{\lambda_d} - 2Nh_{\lambda_d} + p \log(Nh''_{\lambda_d}(\lambda_d-\lambda_c)^2) + i\Omega_n + \mu
\]

\[
m^\lambda_{+} = \frac{1}{4} \left( \sqrt{\frac{\lambda_c-a_n}{\lambda_c-a_n^*}} + \sqrt{\frac{\lambda_c-a_n^*}{\lambda_c-a_n}} \right)^{-1}, \quad m^\lambda_{-} = \frac{1}{4} \left( \sqrt{\frac{\lambda_c-a_n}{\lambda_c-a_n^*}} + \sqrt{\frac{\lambda_c-a_n^*}{\lambda_c-a_n}} \right)^{-1}
\]

\[
m^\lambda_{+} = \frac{1}{4} \left( \sqrt{\frac{\lambda_d-a_n}{\lambda_d-a_n^*}} + \sqrt{\frac{\lambda_d-a_n^*}{\lambda_d-a_n}} \right)^{-1}, \quad m^\lambda_{-} = \frac{1}{4} \left( \sqrt{\frac{\lambda_d-a_n}{\lambda_d-a_n^*}} + \sqrt{\frac{\lambda_d-a_n^*}{\lambda_d-a_n}} \right)^{-1}
\]

### 3.3 The algebraic decay region

In the previous subsection, we discuss the asymptotics as \((X, T)\) is in the oscillatory and non-oscillatory region. During the study for the asymptotics, we construct two different types of “\(g\)”-function. The reason for the “\(g\)”-function is that the original contour of \(\Re(\lambda)\) is not efficient for further deformation. While in the algebraic region, there exist a closed contour connecting two critical points \(a_A\) and \(b_A\), which is shown in Fig. 10. Similar to the construction of \(O_f\) matrix in the non-oscillatory region [68] and the oscillatory region[68], we give the corresponding \(O_{f,A}\) matrix in the algebraic decay region

\[
O_{f,A}(\lambda; X, T) := \begin{cases} \frac{N_f e^{-N\varphi(\lambda; X, T)\sigma_3} O_d^{-1} e^{N\varphi(\lambda; X, T)\sigma_3}}{N_f}, & \lambda \in D_0 \cap (D_u \cup D_d)^c, \\ \text{otherwise}, & \end{cases}
\]

where \(D_u = D^1_{u_1} \cup D^1_{u_2}, D_d = D^1_{d_1} \cup D^1_{d_2}\). It is not difficult to find the contour shape in this case is similar to the large \(\chi\) asymptotics in the infinite order. In the appendix [D], we give a detailed calculation about this.
leading order term. Set a similar deformation with the large $\chi$ asymptotics:

$$Q_{f,a}^{\lambda; X, T} := \begin{cases} 
O_{f,a}^{\lambda; X, T} e^{-\text{ad}_{e\lambda} N(\lambda; X, T) \left( Q_R^{[2]} \right)^{-1}}, & \lambda \in D_0^0, \\
O_{f,a}^{\lambda; X, T} Q_L^{[2]} e^{-\text{ad}_{e\lambda} N(\lambda; X, T) Q_C^{[2]}}, & \lambda \in D_{u_1}, \\
O_{f,a}^{\lambda; X, T} Q_L^{[2]}, & \lambda \in D_{u_2}, \\
O_{f,a}^{\lambda; X, T} Q_L^{[1]}, & \lambda \in D_{d_1}, \\
O_{f,a}^{\lambda; X, T} e^{-\text{ad}_{e\lambda} N(\lambda; X, T) \left( Q_R^{[1]} \right)^{-1}}, & \lambda \in D_{d_2}, \\
O_{f,a}^{\lambda; X, T}, & \text{otherwise.} 
\end{cases} \tag{138}$$

As $N \to \infty$, there only left one jump which does not tend the identity, which is the same as with Eq. (184), that is

$$Q_{f,a^\pm} = Q_{f,a^-} \text{diag} \left( 2, \frac{1}{2}, 1 \right). \tag{139}$$

Then the leading order term in the algebraic decay region can be given by replacing the variable $\Lambda \chi^{1/2}$ to $\lambda$, and $\chi^{1/4}$ to $N^{1/2}$ to Eq. (185), which becomes

$$q_i(X, T) = - \frac{c_i^1}{N^{1/2}} \sqrt{\frac{\ln(2)}{\pi}} \left( e^{-2N\varphi(b_A; X, T)} \left( \sqrt{-i\varphi''(b_A; X, T)} \right)^{2i\lambda-1} e^{i\varphi} + e^{-2N\varphi(a_A; X, T)} \left( \sqrt{i\varphi''(a_A; X, T)} \right)^{-2i\lambda-1} \right) + \mathcal{O}(N^{-1}), \quad (i = 1, 2). \tag{140}$$

This leading order formula is similar to the asymptotics in [7] and [6]. We only give a minor adjustment on it.

### 3.4 Exponential decay region

The last asymptotic region for the large order solitons is the exponential decay region. Compared with the asymptotic analysis in other regions, the analysis in this region is slightly easier. The corresponding signature chart for $\Re(\varphi(\lambda; X, T)) = 0$ is shown in the Fig. 11.

Firstly, define the matrix $O_{f,e}$ as

$$O_{f,e}^{\lambda; X, T} := \begin{cases} 
\tilde{N} e^{-N\varphi(\lambda X, T) \sigma_3} Q_d^{-1} e^{N\varphi(\lambda X, T) \sigma_3}, & \lambda \in D_0 \cap (D_u \cup D_d)^c, \\
\tilde{N} & \text{otherwise.} 
\end{cases} \tag{141}$$

where $D_u = D_{u_1} \cup D_{u_2}$, $D_d = D_{d_1} \cup D_{d_2}$. Then the function $O_{f,e}^{\lambda; X, T}$ satisfies

$$O_{f,e^\pm} = O_{f,e^-} e^{-N\varphi(\lambda X, T) \sigma_3} Q_d^{-1} e^{N\varphi(\lambda X, T) \sigma_3}, \quad \lambda \in \partial D_u \cup \partial D_d. \tag{142}$$

Similarly, define $Q_{f,e}$ as

$$Q_{f,e}^\lambda := O_{f,e} e^{-\text{ad}_{e\lambda} N(\lambda; X, T) Q_L^{[5]}}, \quad \lambda \in D_{u_1},$$

$$Q_{f,e}^\lambda := O_{f,e} e^{-\text{ad}_{e\lambda} N(\lambda; X, T) \left( Q_R^{[5]} \right)^{-1}}, \quad \lambda \in D_{u_2},$$

$$Q_{f,e}^\lambda := O_{f,e} e^{-\text{ad}_{e\lambda} N(\lambda; X, T) Q_L^{[6]}}, \quad \lambda \in D_{d_1},$$

$$Q_{f,e}^\lambda := O_{f,e} e^{-\text{ad}_{e\lambda} N(\lambda; X, T) \left( Q_R^{[6]} \right)^{-1}}, \quad \lambda \in D_{d_2},$$

$$Q_{f,e}^\lambda := O_{f,e}, \quad \text{otherwise.} \tag{143}$$
Then the jump about $Q_{f,e}$ changes into

$$
\begin{align*}
Q_{f,e,+} &= Q_{f,e,-}e^{-\text{ad}_{\lambda}N_\varphi(\lambda;X,T)\mathbf{Q}_R^5}, & \lambda \in \Sigma_{u}, \\
Q_{f,e,+} &= Q_{f,e,-}\text{diag} \left( \sqrt{2}, \frac{\sqrt{2}}{2}, 1 \right), & \lambda \in \Sigma_{u}, \\
Q_{f,e,+} &= Q_{f,e,-}e^{-\text{ad}_{\lambda}N_\varphi(\lambda;X,T)\mathbf{Q}_L^5}, & \lambda \in \Sigma_{i}, \\
Q_{f,e,+} &= Q_{f,e,-}e^{-\text{ad}_{\lambda}N_\varphi(\lambda;X,T)\mathbf{Q}_R^6}, & \lambda \in \Sigma_{d}, \\
Q_{f,e,+} &= Q_{f,e,-}\text{diag} \left( \frac{\sqrt{2}}{2}, \sqrt{2}, 1 \right), & \lambda \in \Sigma_{d}.
\end{align*}
$$

With this jump, we can define a model Riemann-Hilbert problem as follows:

**Riemann-Hilbert Problem 8.** *(The model problem in the exponential decay region)* Find a unique $3 \times 3$ matrix $P_{f,e}(\lambda;X,T)$ satisfying the following conditions.

- **Analyticity:** $P_{f,e}(\lambda;X,T)$ is analytic for $\lambda \in \mathbb{C} \setminus (\Sigma_{u} \cup \Sigma_{d})$.
- **Jump condition:** When $\lambda \in \Sigma_{u} \cup \Sigma_{d}$, $P_{f,e}(\lambda;X,T)$ satisfy

$$
\begin{align*}
P_{f,e,+}(\lambda;X,T) &= P_{f,e,-}(\lambda;X,T)\text{diag} \left( \sqrt{2}, \frac{\sqrt{2}}{2}, 1 \right), & \lambda \in \Sigma_{u}, \\
P_{f,e,+}(\lambda;X,T) &= P_{f,e,-}(\lambda;X,T)\text{diag} \left( \frac{\sqrt{2}}{2}, \sqrt{2}, 1 \right), & \lambda \in \Sigma_{d}.
\end{align*}
$$

- **Normalization:** When $\lambda \to \infty$, $P_{f,e} \to \mathbf{I}$.
This Riemann-Hilbert problem can be solved by the Plemelj formula, whose form is

\[
P_{f,\varepsilon} = \mathbb{I}, \quad \lambda \in (D_u)^c, \quad P_{f,\varepsilon} = \text{diag} \left( \frac{\sqrt{2}}{2}, \frac{\sqrt{2}}{2}, 1 \right), \quad \lambda \in D_u.
\]

(146)

\[
P_{f,\varepsilon} = \mathbb{I}, \quad \lambda \in (D_d)^c, \quad P_{f,\varepsilon} = \text{diag} \left( -\frac{\sqrt{2}}{2}, \frac{\sqrt{2}}{2}, 1 \right), \quad \lambda \in D_d.
\]

Then the error matrix can be constructed as

\[
R_{f,\varepsilon}(\lambda; X, T) := Q_{f,\varepsilon}(\lambda; X, T)P_{f,\varepsilon}(\lambda; X, T)^{-1}.
\]

(147)

Observing the jump matrix satisfied by \( Q_{f,\varepsilon}(\lambda; X, T) \) and \( P_{f,\varepsilon}(\lambda; X, T) \), we know \( R_{f,\varepsilon}(\lambda; X, T) \) are exponentially to zero, thus we have \( R_{f,\varepsilon} \to I + O(e^{-dN}) \), where \( d \) is a constant. The potential function \( q(X, T) \) can be recovered as

\[
q_i(X, T) = 2c_i^\dagger \lim_{\lambda \to \infty} \lambda \tilde{N}_{f,\varepsilon}(\lambda; X, T)_{12} \to O(e^{-dN}), \quad i = 1, 2.
\]

(148)

### 4 The dynamics for the infinite order solitons

In the last section, we give the leading order asymptotics in four different regions, the oscillatory region, the non-oscillatory region, the algebraic decay region and the exponential decay region. All of which are studied as \( N \) is large enough. However, as \( N \to \infty \), the above asymptotic analysis will be error because the maximum amplitude about the high order soliton equals to \( 2N \text{Im}(\lambda_1) \), which is unbounded when \( N \to \infty \). To analyze the dynamics of infinite order solitons, we should tackle with this problem so as to the amplitude becomes bounded. One simple way to achieve it is setting \( \text{Im}(\lambda_1) = \frac{1}{N} \), under this condition, we can construct a RHP for the infinite order soliton, in which the factor \( \text{Re}(\lambda_1) \) can be also removed with the aid of Galilean transformation Eq.(44). Afterwards, we can give some new properties under the framework of the infinite order RHP.

#### 4.1 Derivation the Lax pair of infinite order soliton

To derive the Lax pair from RHP, we still use the classical dressing technique. It is clear that \( N(\Lambda; \chi, \tau) \) is analytic for \( \Lambda \) exterior to \( D_0 \), so it has a Laurent expansion as \( \Lambda \to \infty \),

\[
N(\Lambda; \chi, \tau) = \mathbb{I} + \sum_{i=1}^{\infty} N^{[i]}(\chi, \tau)\Lambda^{-i}, \quad |\Lambda| \to \infty.
\]

The analytic Fredholm theory infers that the coefficients \( N^{[i]} \)'s are real analytic on \( \mathbb{R}^2 \) and the series \( N^{[i]} \) are differentiable with respect to \( \chi \) and \( \tau \).

We will prove the potential function defined by Eq.(45) also satisfies the coupled NLS equation with \( x \to \chi, t \to \tau, \lambda \to \Lambda \). To get it, we set

\[
P(\Lambda; \chi, \tau) = N(\Lambda; \chi, \tau)e^{-i(\Lambda \chi + \lambda^2 \tau)\sigma_3}.
\]

Since \( P_\chi(\Lambda; \chi, \tau) \) and \( P_\tau(\Lambda; \chi, \tau) \) satisfy the same jump condition as \( P(\Lambda; \chi, \tau) \), then the new defined matrices

\[
U(\Lambda; \chi, \tau) = P_\chi(\Lambda; \chi, \tau)P(\Lambda; \chi, \tau)^{-1} \quad \text{and} \quad V(\Lambda; \chi, \tau) = P_\tau(\Lambda; \chi, \tau)P(\Lambda; \chi, \tau)^{-1},
\]

are the entire functions in the whole complex plane \( C \). By the Laurent series in Eq. and the Liouville theorem, we have

\[
U(\Lambda; \chi, \tau) = -i\Lambda \sigma_3 + i[\sigma_3, N^{[1]}],
\]

\[
V(\Lambda; \chi, \tau) = -i\Lambda^2 \sigma_3 + i\Lambda [\sigma_3, N^{[1]}] - N^{[1]}.
\]

(151)

Then we consider the symmetric properties for \( U(\Lambda; \chi, \tau) \) and \( V(\Lambda; \chi, \tau) \). It is readily to verify that \( [P^\dagger(\lambda^*; \chi, \tau)]^{-1} \) satisfies the same jump condition on the contour \( \partial D_0 \) and the normalization when \( \Lambda \to \infty \) as \( P(\lambda; \chi, \tau) \). Thus by the uniqueness, we have \( P(\lambda; \chi, \tau) = [P^\dagger(\lambda^*; \chi, \tau)]^{-1} \), which implies that \( U(\Lambda; \chi, \tau) \)
satisfy the symmetry $U^\dagger(\Lambda^*; \chi, \tau) = -U(\Lambda; \chi, \tau)$, and $V^\dagger(\Lambda^*; \chi, \tau) = -V(\Lambda; \chi, \tau)$. Finally, the zero curvature condition $U_\tau - V_\chi + [U, V] = 0$ infers that $q_1(\chi, \tau)$ and $q_2(\chi, \tau)$ satisfy the coupled NLS equation.

### 4.2 Differential equations

To simplify the RHP\(3\) further, it is necessary to reformulate the RHP\(3\) to a new one. Introduce the new matrix $\tilde{N}(\Lambda; \chi, \tau)$ as

\[
\tilde{N}(\Lambda; \chi, \tau) := \begin{cases}
Q_H^\dagger N(\Lambda; \chi, \tau) Q_H e^{-i(\Lambda \chi + \Lambda^2 \tau)} \sigma_3 Q_d e^{i(\Lambda \chi + \Lambda^2 \tau)} \sigma_3, & \Lambda \text{ in the interior of } D_0, \\
Q_H^\dagger N(\Lambda; \chi, \tau) Q_H \tilde{J}^{-1}(\Lambda), & \Lambda \text{ exterior of } D_0.
\end{cases}
\]

Obviously, the new matrix $\tilde{N}(\Lambda; \chi, \tau)$ is analytic in the interior and exterior of $D_0$, which satisfies the following RHP:

**Riemann-Hilbert Problem 9.** Let $(\Lambda, \chi, \tau) \in \mathbb{R}^2$, find a $3 \times 3$ matrix $\tilde{N}(\Lambda; \chi, \tau)$ with the following properties.

- **Analyticity:** $\tilde{N}(\Lambda; \chi, \tau)$ is analytic when $\Lambda \in \mathbb{C} \setminus \partial D_0$, it takes the continuous boundary condition from the interior and the exterior of $D_0$.
- **Jump condition:** The boundary condition on $\partial D_0$ (clockwise orientation) are related with the following jump condition

\[
\tilde{N}_+(\Lambda; \chi, \tau) = \tilde{N}_-(\Lambda; \chi, \tau) e^{-i(\Lambda \chi + \Lambda^2 \tau + \Lambda^{-1})} \sigma_3, \quad \Lambda \to \infty.
\]

- **Normalization:** $\tilde{N}(\Lambda; \chi, \tau) \to I$ as $\Lambda \to \infty$.

Combing with the fact $\tilde{J}(\Lambda) \to I$ as $\Lambda \to \infty$, the potential function can be recovered in a similar formula as Eq.\(45\):

\[
q(\chi, \tau) := 2 \lim_{\Lambda \to \infty} \Lambda \left( Q_H \tilde{N} Q_H^{-1} \right)_{1,2} (\Lambda; \chi, \tau).
\]

Now we proceed to consider the differential equations derived from the RHP\(9\). Similar to the formula in Eq.\(150\), we set

\[
\tilde{P}(\Lambda; \chi, \tau) := \tilde{N}(\Lambda; \chi, \tau) e^{-i(\Lambda \chi + \Lambda^2 \tau + \Lambda^{-1})} \sigma_3,
\]

then the jump matrix satisfied by $\tilde{P}(\Lambda; \chi, \tau)$ is independent on the variable $\chi$ and $\tau$,

\[
\tilde{P}_+(\Lambda; \chi, \tau) = \tilde{P}_-(\Lambda; \chi, \tau) Q_d^{-1}.
\]

Take $\tilde{N}(\Lambda; \chi, \tau)$ has the Laurent series expansion as

\[
\tilde{N}(\Lambda; \chi, \tau) = I + \sum_{i=1}^{\infty} \tilde{N}^{[i]} \Lambda^{-i}, \quad \Lambda \to \infty.
\]

Based on the idea to derive the new Lax pair in Eq.\(151\), the new matrix $\tilde{P}(\Lambda; \chi, \tau)$ satisfy

\[
\frac{\partial \tilde{P}}{\partial \chi} (\Lambda; \chi, \tau) = \tilde{U}(\Lambda; \chi, \tau) \tilde{P}(\Lambda; \chi, \tau),
\]

\[
\frac{\partial \tilde{P}}{\partial \tau} (\Lambda; \chi, \tau) = \tilde{V}(\Lambda; \chi, \tau) \tilde{P}(\Lambda; \chi, \tau),
\]

where

\[
\tilde{U}(\Lambda; \chi, \tau) = \tilde{U}^{[1]} \Lambda + \tilde{U}^{[0]}, \quad \tilde{U}^{[1]} = -i \sigma_3, \quad \tilde{U}^{[0]} = \begin{bmatrix} 0 & iq_1(\chi, \tau) & 0 \\ iq_1^*(\chi, \tau) & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix},
\]

\[
\tilde{V}(\Lambda; \chi, \tau) = \tilde{V}^{[2]} \Lambda^2 + \tilde{V}^{[1]} \Lambda + \tilde{V}^{[0]}, \quad \tilde{V}^{[2]} = -i \sigma_3,
\]

\[
\tilde{V}^{[1]} = \tilde{U}^{[0]}, \quad \tilde{V}^{[0]} = \begin{bmatrix} \frac{|q_1(\chi, \tau)|^2}{2} & -\frac{p_1(\chi, \tau)}{2} & 0 \\ \frac{p_1^*(\chi, \tau)}{2} & \frac{|q_1(\chi, \tau)|^2}{2} & 0 \\ 0 & 0 & 0 \end{bmatrix}.
\]
and $q(\chi, t) = 2\tilde{N}_{1/2}^{[1]}$ are the functions with respect to $\chi$ and $\tau$.

It can be seen the jump for $\tilde{N}(\Lambda; \chi, \tau)$ is independent on the spectral parameter $\Lambda$, thus the matrix defined by

\begin{equation}
(159) \quad L(\Lambda; \chi, \tau) := \frac{\partial \tilde{P}(\Lambda; \chi, \tau)}{\partial \Lambda} \tilde{P}^{-1}(\Lambda; \chi, \tau)
\end{equation}

is also analytic when $\Lambda \in \partial D_0$, while it has an isolated singular at $\Lambda = 0$ because of the factor $e^{\pm i\Lambda^{-1}\sigma_3}$ appeared the phase term. So we can expand $L(\Lambda; \chi, \tau)$ at $\Lambda \to \infty$ and $\Lambda = 0$ respectively.

By the Laurent series Eq. (156), we know the $L(\Lambda; \chi, \tau)$ can be written as

\begin{equation}
(160) \quad L(\Lambda; \chi, \tau) = L^{[1]} \Lambda + L^{[0]} + L^{-1} \Lambda^{-1} + L^{-2} \Lambda^{-2} + O(\Lambda^{-3}), \quad \Lambda \to \infty,
\end{equation}

where

\begin{equation}
L^{[1]} = -2i \tau \sigma_3, \quad L^{[0]} = -i \chi \sigma_3 + 2 \tau \bar{U}^{[0]}, \quad L^{-1} = 2 \bar{V}^{[0]} + \chi \bar{U}^{[0]}.
\end{equation}

Similarly, $L(\Lambda; \chi, \tau)$ can also be expanded at $\Lambda = 0$:

\begin{equation}
(161) \quad L(\Lambda; \chi, \tau) = i\tilde{P}(0; \chi, T) \sigma_3 \tilde{P}(0; \chi, T)^{-1} \Lambda^{-2} + O(\Lambda^{-1}) = L^{[-2]} \Lambda^{-2} + O(\Lambda^{-1}),
\end{equation}

and $\text{tr}(L^{[-2]}(\chi, \tau)) = -i$, which means $|a(\chi, \tau)|^2 + |b(\chi, \tau)|^2 = 2$.

Combining (160) with (161) shows that $L(\Lambda; \chi, \tau)$ can be represented into the Laurent polynomial

\begin{equation}
(162) \quad L(\Lambda; \chi, \tau) = L^{[1]} \Lambda + L^{[0]} + L^{-1} \Lambda^{-1} + L^{-2} \Lambda^{-2}
\end{equation}

and the equation (159) can be reinterpreted as the Lax system:

\begin{equation}
(164) \quad \frac{\partial \tilde{P}(\Lambda; \chi, \tau)}{\partial \Lambda} = L(\Lambda; \chi, \tau) \tilde{P}(\Lambda; \chi, \tau).
\end{equation}

### 4.3 Ordinary differential equation in $\chi$ and $\tau$ and Painlevé-III hierarchy

Since $\tilde{P}(\Lambda; \chi, \tau)$ satisfies the Lax pair Eq. (157) and Eq. (164) simultaneously, so the coefficient $\bar{U}(\Lambda; \chi, \tau)$ and $L(\Lambda; \chi, \tau)$ will give a zero-curvature condition

\begin{equation}
L_\chi - \bar{U}_\Lambda + \left[ L, \bar{U} \right] = 0.
\end{equation}

The coefficients of $\Lambda^j$ ($j = 1, 2, 0, -1, -2$) in the left-hand side should be zero to match the one in the right hand side. By calculation, we know the first nonzero term appears in the off-diagonal of the coefficient $\Lambda^0$, which equals to

\begin{equation}
(165) \quad L^{[0]}_{\chi} + \left[ L^{[0]}, \bar{U}^{[0]} \right] + \left[ L^{-1}, -i \sigma_3 \right] + i \sigma_3 = 0,
\end{equation}

the diagonal of which gives no information, and the off-diagonal part gives

\begin{equation}
(166) \quad 2 \tau \tau q_{1,\chi} - 2i \tau p_1 = 0, \quad 2 \tau i q_{1,\chi} - 2i \tau p_1^* = 0.
\end{equation}

The coefficient of $\Lambda^{-1}$ gives the equation

\begin{equation}
(167) \quad L^{[-1]}_{\chi} + \left[ L^{-1}, \bar{U}^{[0]} \right] + \left[ L^{-2}, -i \sigma_3 \right] = 0.
\end{equation}

The diagonal elements produce the same identity as Eq. (167), and the off-diagonal elements give the following equation:

\begin{equation}
(168) \quad i \chi q_{1,\chi} - \tau p_1 = 2 \tau |q_1|^2 q_1 + i q_1 - 2b = 0, \quad i \chi q_{1,\chi}^* + \tau p_1^* = 2 \tau |q_1|^2 q_1^* + i q_1^* + 2b^* = 0.
\end{equation}
Similarly, the coefficient of $\Lambda^{-2}$ gives the following three equations:

$$a_\chi + i q_1^* b - i q_1 b^* = 0, \quad b_\chi + 2iaq_1 = 0, \quad b_\chi^{-2} - 2iaq_1^* = 0.$$  

If $\tau = 0$, Eq. (168) reduces to

$$\chi q_{1,\chi} = -2ib - q_1$$

as well as its conjugate equation. Moreover, the phase or exponent term in the RHP is $\text{i} (\Lambda \chi + \Lambda^{-1})$, which is related to the Painlevé equation by a rescaled transformation. Based on method in [24] and [7], we introduce the rescaled transformation

$$\chi = -\frac{x^2}{4}, \quad \Lambda = \frac{2}{x}, \quad q_1(\chi) = \frac{-iQ_1(x)}{x}, \quad a(\chi) = A(x), \quad B(\chi) = B(x),$$

it follows that the new Lax pair depending on $x, \lambda, Q_1$ is given by

$$\frac{\partial \hat{P}}{\partial \lambda} = \hat{L}(\lambda; x) \hat{P}, \quad \text{and} \quad \frac{\partial \hat{P}}{\partial x} = \hat{A}(\lambda; x) \hat{P},$$

where

$$\hat{L}(\lambda; x) = \frac{ix}{2} \sigma_3 + \frac{1}{x} \begin{bmatrix} 0 & Q_1 & 0 & 0 \\ -Q_1^* & 0 & 0 & 0 \end{bmatrix} + \frac{x}{\lambda^2} \begin{bmatrix} i(A-1) & iB & 0 \\ iB & i(A+1) & 0 \\ 0 & 0 & -\frac{1}{2} \end{bmatrix},$$

$$\hat{A}(\lambda; x) = \frac{i\lambda}{2} \sigma_3 + \frac{1}{x} \begin{bmatrix} 0 & Q_1 & 0 & 0 \\ -Q_1^* & 0 & 0 & 0 \end{bmatrix} - \frac{1}{\lambda} \begin{bmatrix} i(A-1) & iB & 0 \\ iB & i(A+1) & 0 \\ 0 & 0 & -\frac{1}{2} \end{bmatrix}.$$  

Then the compatibility condition of Eq. (170) gives the following equations

$$Q_{1,\chi} = -Bx, \quad xA_\chi = 2(Q_1 B^* + Q_1^* B), \quad xb_x = -4AQ_1,$$

which induce two integral equations,

$$|A|^2 + |B|^2 = C_1 = 2, \quad BQ_1^* - B^* Q_1 = C_2,$$

where the constants $C_i$ ($i = 1, 2$) are the integrals of motion. Introducing the new variable $y_1$ as $y_1 = Q_1/(x B)$, the function $y_1$ will satisfy the Painlevé-III equation

$$y_{1,xx} - \frac{y_{1,x}^2}{y_1} + \frac{1}{x} y_{1,x} - \frac{1}{x} (a y_1^2 + \beta) - \gamma y_1^3 - \frac{\delta}{y_1} = 0,$$

where

$$\delta = -1, \beta = -2, \alpha = 8C_2, \gamma = 8C_1.$$  

This kind of Painlevé is similar to the one in [7], but the parameters $\alpha, \beta, \gamma$ and $\delta$ have a different choice. Furthermore, we can derive an ordinary equation with respect to $\tau$. The corresponding compatibility condition for the second equation of Eq. (157) and Eq. (164) gives $L_\tau - \tilde{V}_\Lambda + [L, \tilde{V}] = 0$. It can be seen the first nonzero term appears in the coefficient of $\Lambda^0$, which gives the following equations:

$$2\tau q_{1,\tau} + 2ib + \chi p_1 + q_1 = 0,$$

$$2\tau q_{1,\tau}^* - 2ib^* + \chi p_1^* + q_1^* = 0.$$  

Moreover, the coefficient of $\Lambda^{-1}$ gives the following three equations:

$$\frac{1}{2} i \chi (q_1 p_1^* + q_1^* p_1) + i r |q_1|^2 + i |q_1|^2 + q_1 b^* - q_1^* b = 0,$$

$$i \chi q_{1,\tau} - \tau p_{1,\tau} - p_1 - 2aq_1 + \chi q_{1,\tau} |q_1|^2 = 0,$$

$$i \chi q_{1,\tau} + \tau p_{1,\tau}^* + p_1^* + 2aq_1^* - \chi q_{1,\tau}^* |q_1|^2 = 0.$$  

The terms for the coefficient of $\Lambda^{-2}$ give the equations

\begin{align}
q_1 b^* + p_1^* b + 2a_\tau &= 0, \\
- iap_1 + ib_\tau + b|q_1|^2 &= 0, \\
- iap_1^* + ib_\tau^* - b^*|q_1|^2 &= 0.
\end{align}

(176)

From the Eq. (174), we know

\begin{equation}
b = 2i q_1, \quad b^* = -2i q_1^*. \tag{177}
\end{equation}

Substituting Eq. (177) into Eq. (176), then the ordinary equations (176) change into

\begin{align}
a_\tau + \frac{1}{2} i (p_1^* q_1 - q_1^* p_1) \tau + \frac{1}{4} (q_1 p_1^* - q_1^* p_1) &= 0, \\
2i q_1 + 3q_1^* + 2q_1^* |q_1|^2 + \chi (ip_1^* + p_1 |q_1|^2) + q_1 |q_1|^2 - 2ap_1 &= 0, \\
2i q_1^* + 3q_1^* - 2q_1^* |q_1|^2 + \chi (ip_1^* - p_1^* |q_1|^2) - q_1^* |q_1|^2 + 2ap_1 &= 0,
\end{align}

(178)

which is consistent with the identity $a^2 + |b|^2 = 2$. This ordinary equation can be reduced to the Eq. (119) in [1] with $q_1 \rightarrow i \Psi, p_1 \rightarrow 2\Phi, \tau \rightarrow T$.

### 4.4 Asymptotic behavior of infinite order soliton for large $\chi$

In the previous subsection, we have derived the RHP [9] for the infinite order soliton, which can be used to analyze the asymptotic behavior for the solutions as $\chi$ and $\tau$ is large. We firstly begin to study the asymptotics for large $\chi$. Taking the rescaled transformation between $\chi$, $\Lambda$ and $\chi$:

\begin{equation}
\chi = a|\chi|, \tau = v|\chi|^{3/2}, \Lambda = \chi^{-1/2} z, \tag{179}
\end{equation}

then the phase term changes into

\begin{equation}
\Lambda \chi + \Lambda^2 \tau + \Lambda^{-1} = |\chi|^{1/2} \left( \sigma z + vz^2 + z^{-1} \right), \tag{180}
\end{equation}

where $\sigma = \pm 1$, the positive sign indicates $\chi > 0$ and the negative one is $\chi < 0$. In view of the symmetric property for the high order soliton, we only consider the case of $\sigma = 1$. The case of $\sigma = -1$ can be analyzed similarly. Defining $S(z; \chi, v) = \overline{N}(\chi^{-1/2} z)$, $\Lambda \chi^{3/2} v$, then the jump condition in the RHP [9] changes into

\begin{equation}
S_+(z; \chi, v) = S_-(z; \chi, v) e^{-\chi^{1/2} \theta(z; v)} e^{|\sigma_3 Q_d|}{\chi^{1/2} e^{i \theta(z; v)}}, \tag{181}
\end{equation}

where $\theta(z; v) = i \left( z + vz^2 + z^{-1} \right)$, and the potential function $q(\chi, \chi^{3/2} v)$ can be recovered as

\begin{equation}
q(\chi, \chi^{3/2} v) = 2 \lim_{z \rightarrow \infty} z^{-1/2} \left( Q_{H} S(z; \chi, v) Q_{H}^* \right)_{1,2} (z; \chi, v). \tag{182}
\end{equation}

With the aid of a simple calculation, we find if $|v| < \sqrt{3}/9$, the critical points of $\theta(z; v)$ have three distinct real numbers; and if $|v| > \sqrt{3}/9$, the critical points of $\theta(z; v)$ involve one real number and a pair of conjugate roots. Specially, when $|v| = \sqrt{3}/9$, it has a double root. Now we begin to discuss the asymptotic behavior under $|v| < \sqrt{3}/9$. From the contour plot for signature chart of $\Re(\theta(z; v))$, we can choose the original contour with the circle involved the origin. To study the asymptotics when $\chi$ is large, we still use the classical steepest descent method. One of the key step of this method is to decompose the jump matrix into upper and lower triangular matrix. In lemma [2], the matrix $Q_d$ has been decomposed into three block matrices, which converts $Q_e$ into the diagonal block $Q_d$ and further $Q_d$. In this way, the $3 \times 3$ diagonal block matrix $Q_d$ can be readily performed the LU decomposition, which can be summarized in the following
lemma: Based on the sign of \( \text{Re}(\theta(z; v)) = 0 \) in Fig[12] we can give the first contour deformation.

\[
\begin{align*}
R(z; \chi, v) &:= S(z; \chi, v)e^{-\text{ad}_{\chi} \theta(z; v)} \left( Q^{[2]}_R \right)^{-1}, & z \in L^+, \\
R(z; \chi, v) &:= S(z; \chi, v)Q^{[2]}_L e^{-\text{ad}_{\chi} \theta(z; v)} \left( Q^{[2]}_C \right), & z \in R^+, \\
R(z; \chi, v) &:= S(z; \chi, v)Q^{[1]}_L, & z \in \Omega^+, \\
R(z; \chi, v) &:= S(z; \chi, v)Q^{[1]}_C e^{-\text{ad}_{\chi} \theta(z; v)} \left( Q^{[1]}_R \right)^{-1}, & z \in L^-, \\
\end{align*}
\]

(183)

In other domain, we set \( R(z; \chi, v) := S(z; \chi, v) \). Then the jump matrix about \( R(z; \chi, v) \) changes into

\[
\begin{align*}
R_+(z; \chi, v) &= R_-(z; \chi, v) e^{-2\chi^{1/2} \theta(z; v)} \begin{bmatrix} 1 & 0 & 0 \\ -\frac{1}{2} e^{2\chi^{1/2} \theta(z; v)} & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, z \in C_L^+, \\
R_+(z; \chi, v) &= R_-(z; \chi, v) e^{-2\chi^{1/2} \theta(z; v)} \begin{bmatrix} 1 & 0 & 0 \\ -\frac{1}{2} e^{2\chi^{1/2} \theta(z; v)} & 0 & 0 \\ 0 & 1 & 0 \end{bmatrix}, z \in C_R^+, \\
R_+(z; \chi, v) &= R_-(z; \chi, v) \text{diag} \left( 2, \frac{1}{2}, 1 \right), z \in I, \\
R_+(z; \chi, v) &= R_-(z; \chi, v) e^{-2\chi^{1/2} \theta(z; v)} \begin{bmatrix} 1 & 0 & 0 \\ -\frac{1}{2} e^{2\chi^{1/2} \theta(z; v)} & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, z \in C_R^-, \\
R_+(z; \chi, v) &= R_-(z; \chi, v) e^{-2\chi^{1/2} \theta(z; v)} \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, z \in C_L^-. \\
\end{align*}
\]

(184)
When $\chi \to \infty$, the jump matrices all approach to the identity except the jump matrix in the contour $I$, which is marked in red in Fig.12. Then we can construct the parametrix matrix to match $R(z;\chi,v)$, which is shown in Appendix D.

Then the asymptotics about $q(\chi;\chi^{3/2}v)$ can be given as

$$q_i(\chi;\chi^{3/2}v) = \frac{-ic_i^{i*}}{\chi^{3/4}} \frac{\ln(2)}{\pi} \left(e^{-2i\chi^{3/2}T(b(v);v)+i\varphi_\chi} \left(\sqrt{-i\theta''(b(v);v)}\right)^{2i\chi^{-1}} + e^{-2i\chi^{3/2}T(a(v);v)-i\varphi_\chi} \left(\sqrt{i\theta''(a(v);v)}\right)^{-2i\chi^{-1}}\right) + O(\chi^{-1}), \quad (i = 1, 2).$$

(185)

4.5 Asymptotic behavior as $\tau$ is large

In the last subsection, we give the asymptotics when $\chi$ is large under the transformation Eq.(179). If $|v| < 3/9$, then $\theta(z,v)$ has three real critical points, whose contour plot about $\Re(\theta(z,v)) = 0$ is shown in Fig.12. In this subsection, we continue this analysis on the region $|v| > 3/9$, namely, the asymptotics for large $\tau$. In this case, we still suppose $\chi > 0$ and consider large $\tau > 0$. For convenience, we introduce rescaled transformation:

$$\chi = w\tau^{2/3}, \quad \Lambda = \tau^{-1/3}z.$$

(186)

where $w = v^{-2/3}$, then the constraint about $w$ should be $0 \leq w < 3$. Under this transformation, the phase term changes into

$$\Lambda^3 + \Lambda^2 + 1 = \tau^{1/3}(wz + z^2 + z^{-1}).$$

(187)

Similarly, defining $S(z;\tau,w) = \tilde{N}(\tau^{-1/3}z;\tau^{2/3}w,\tau)$, then the jump condition in the RHP changes into

$$S_+(z;\tau,w) = S_-(z;\tau,w)e^{-\tau^{1/3}\omega(z,w)}e^{i\chi^{1/3}z}e^{i\chi^{1/3}z}e_{\phi}.$$  

(188)

where $\omega(z,w) = i(wz + z^2 + z^{-1})$, and the potential function $q(\tau^{2/3}w,\tau)$ can be recovered as

$$q(\tau^{2/3}w,\tau) = 2\lim_{\tau \to \infty} z \tau^{-1/3}\left(Q_{H}S(z;\tau,w)Q_{H}^\dagger\right)_{1,2}(z;\tau,w).$$

(189)

Compared to the asymptotics for large $\chi$, the asymptotics for large $\tau$ is different, we can not deform the original contour of $\Re(\omega) = 0$ any more. To study further, we shall give a new $\tilde{g}(z)$ function satisfying the following RHP.

Riemann-Hilbert Problem 10. For a fixed $0 \leq w < 3$, there exists a unique $\tilde{g}(z)$ function satisfying the following conditions:

- **Analyticity**: $\tilde{g}(z)$-function is analytic except on $\Sigma_f$(to be determined), and it takes the continuous boundary condition from the left and right hand side of $\Sigma_f$.
- **Jump Condition**: For $\lambda \in \Sigma_f$, the $\tilde{g}(z)$-function satisfies the following jump condition:

$$\tilde{g}_+(z) + \tilde{g}_-(z) - 2\tilde{\omega}(z) = \tilde{\Omega}_\lambda, \quad z \in \Sigma_f.$$  

(190)

- **Normalization**: As $z \to \infty$, $\tilde{g}(z)$ satisfies

$$\tilde{g}(z) \to O(z^{-1}).$$

(191)

- **Symmetry**: The $\tilde{g}(z)$ has the symmetry

$$\tilde{g}(z) = -\tilde{g}(z^\dagger)^*.$$

For the above Riemann-Hilbert problem, we can determine the $\tilde{g}(z)$-function and the contour $\Sigma_f$. Similar to the formula in Eq.(122), for $z \in \Sigma_f$, by taking the derivative of the jump condition (190), we have

$$\tilde{g}_+(z) + \tilde{g}_-(z) = 2iw + 4iz - \frac{2i}{z^2}, \quad z \in \Sigma_f.$$  

(192)
Then the function $\tilde{g}'(z)$ can be solved by the Plemelj formula:

\begin{equation}
(193) \quad \tilde{g}'(z) = \frac{\bar{R}(z)}{2\pi i} \int_{\gamma} 2iw + 4is - \frac{2i}{z^2} ds,
\end{equation}

where $\bar{R}(z) := [(z - \bar{a})(z - \bar{a}^*)]^{1/2} = [z^2 - \bar{p}z + \bar{q}]^{1/2}$, with $\bar{p} = \bar{a} + \bar{a}^*$, $\bar{q} = |\bar{a}|^2$. With the generalized residue theorem, $\tilde{g}'(z)$ can be obtained as

\begin{equation}
(194) \quad \tilde{g}'(z) = \bar{R}(z) \left( \text{Res} + \text{Res} + \text{Res} \right) \left( iw + 2is - \frac{i}{z} \right) \tilde{R}(z) - 2i\tilde{R}(z) + i\bar{w} + 2iz - \frac{i}{z^2},
\end{equation}

then we have

\begin{equation}
(195) \quad \tilde{g}'(z) - \alpha'(z) = i \left[ -\frac{1}{q} + \frac{\bar{p}}{2\bar{q}^3/2z^2} - 2 \right] \tilde{R}(z).
\end{equation}

From the definition of $\tilde{g}(z)$, we have $g'(z) = O(z^{-2})$ when $z \to \infty$, which derive two equations about $\bar{p}$ and $\bar{q}$:

\begin{align}
O(1) & : i \left( \frac{\bar{p}}{2\bar{q}^{3/2}} + \bar{w} \right), \\
O(z^{-1}) & : i \left( \sqrt{\bar{q}} - 1 \right) \left( \bar{q} + \sqrt{\bar{q}} + 1 \right) \left( \bar{p}^2 - 4\bar{q} \right).
\end{align}

from the second equation in Eq. (196), we can easily get $\bar{q} = 1$ or $\bar{p}^2 = 4\bar{q}$. If $\bar{p}^2 = 4\bar{q}$, then $\bar{a} = \bar{a}^*$, which is not what we wanted, thus $\bar{q} = 1$. Substituting it into the first equation in Eq. (196), we have $\bar{p} = -\frac{2}{3}w$, then $\bar{a}$ and $\bar{a}^*$ can be given as

\begin{equation}
(197) \quad \bar{a} = -\frac{1}{3}w + \frac{i}{3}\sqrt{9 - w^2}, \quad \bar{a}^* = -\frac{1}{3}w - \frac{i}{3}\sqrt{9 - w^2}.
\end{equation}

With this result, we can also calculate the other two roots of $g'(z) - \alpha'(z)$ as $z_c = -\frac{1}{12}w - \frac{1}{12}\sqrt{w^2 + 72}$, $z_d = \frac{1}{4}w + \frac{1}{12}\sqrt{w^2 + 72}$. Under this condition, we have

\begin{equation}
(198) \quad -i \frac{d}{dz} \frac{(3 + 2wz + 3z^2)^{3/2}}{3\sqrt{3z}} = g'(z) - \alpha'(z).
\end{equation}

By choosing one special $w$, we give the contour plot of $\text{Re}(\bar{w}(z) - g(z)) = 0$ in Fig. 13.

With the aid of $\tilde{g}(z)$ function, we can construct a new matrix

\begin{equation}
P_n(z; \tau, w) := S(z; \tau; w) \text{diag} \left( e^{-\tau/3} \tilde{g}(z), e^{-\tau/3} \tilde{g}(z), 1 \right).
\end{equation}

Furthermore, with a similar definition $Q_n(z; \tau, w)$ in Eq. (72), then $Q_n(z; \tau, w)$ satisfies

\begin{align}
Q_{n,+}(z; \tau, w) & = Q_{n,-}(z; \tau, w) \begin{bmatrix} 0 & \sqrt{2}e^{\tau/3} \Omega_n & 0 \\ -\frac{\sqrt{2}}{2}e^{-\tau/3} \Omega_n & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad \lambda \in \Sigma_u \\
Q_{n,+}(z; \tau, w) & = Q_{n,-}(z; \tau, w) \begin{bmatrix} 0 & \sqrt{2}e^{-\tau/3} \Omega_n & 0 \\ -\frac{\sqrt{2}}{2}e^{\tau/3} \Omega_n & 0 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad \lambda \in \Sigma_d \\
Q_{n,+}(z; \tau, w) & = Q_{n,-}(z; \tau, w) \text{diag} \left( \sqrt{2}, \frac{\sqrt{2}}{2}, 1 \right), \quad \lambda \in \Gamma_u \\
Q_{n,+}(z; \tau, w) & = Q_{n,-}(z; \tau, w) \text{diag} \left( \frac{\sqrt{2}}{2}, \sqrt{2}, 1 \right), \quad \lambda \in \Gamma_d.
\end{align}
Furthermore, we can set a similar matrix $\tilde{Q}_d$ with Eq. (134), then the last non-identity converts into the $\Sigma_u, \Sigma_d$ and $I$. Then the leading order term in this case is similar to the asymptotics of non-oscillatory region for the large order soliton, we only need to replace the variable

$$\lambda \to \Lambda \tau^{-1/3}, \quad N \to \tau^{1/3}, \quad a_n(X, T) \to \tilde{a}, \quad \lambda_c \to z_c, \quad \lambda_d \to z_d, \quad \Omega_n \to \tilde{\Omega}_n, \quad R(\lambda; X, T) \to \tilde{R}(z)$$

in Eq. (23), thus the final result is

$$q_i(\tau^{2/3}w, \tau) = -ic_i^2 e^{i/3 \tilde{\Omega}_n - i\tilde{\mu}} \left( -i \sqrt{9 - w^2} \hat{9}^{1/3} \right. + \frac{\sqrt{2p}}{\tau^{1/2} \sqrt{-\hat{h}''(z)}} m_{z_e} e^{i\Phi}\right)$$

$$- ic_i^2 e^{i/3 \tilde{\Omega}_n - i\tilde{\mu}} \left( \frac{\sqrt{2p}}{\tau^{1/2} \sqrt{-\hat{h}''(z)}} m_{z_e} e^{i\Phi} - \frac{\sqrt{2p}}{\tau^{1/2} \sqrt{-\hat{h}''(z)}} m_{z_e} e^{i\Phi} \right) + O(\tau^{2/3}), \quad i = 1, 2,$$

where $\tilde{\mu}, \tilde{\Omega}$ is defined as

$$\tilde{\mu} = 2p \int_{z_e}^{z_d} \frac{1}{R(s)} ds, \quad \tilde{\Omega}(z) := \frac{i}{2} (\tilde{g}(z) - \omega(z)).$$

In this case, based on the idea to construct the $g$ function in the non-oscillatory region, we use a different way to obtain the leading order term when $\tau$ is large, which seems simpler than the complicated polynomial calculation using in [7].

## Appendix A : Some preliminaries about the inverse scattering method

We give a brief review on the inverse scattering transform for the CNLS equation. The boundary conditions are given by

$$q(x, t) \to 0, \quad q_x(x, t) \to 0, \quad as \ x \to \pm \infty.$$

Consider the Jost solutions for the spectral problem:

$$\Phi^\pm (\lambda; x, t) \to e^{-i\lambda(x + \lambda^2)t} \quad x \to \pm \infty.$$
If the function $q(x,t)$ satisfies the focusing CNLS equation, which is equivalent to the compatibility condition $\Phi_{x|}(\lambda;x,t) = \Phi_{x}(\lambda;x,t)$, then the matrix function $\Phi(\lambda;x,t)$ is existence and can be determined uniquely by the curve integral. Inserting the ansatz
\begin{equation}
\Phi^\pm(\lambda;x,t) = \mu^\pm(\lambda;x,t)e^{-i\lambda(x+\lambda t)}\sigma_3
\end{equation}
into the spectral problem, we will obtain the Jost solution
\begin{equation}
\mu^\pm = -i\lambda[\sigma_3, \mu^\pm] + iQ\mu^\pm,
\end{equation}
with the normalization conditions
\begin{equation}
\lim_{x \to \pm\infty} \mu^\pm(\lambda;x,t) = I.
\end{equation}
These solutions can be expressed as the Volterra type integrals
\begin{equation}
\mu^\pm(\lambda;x,t) = I + i \int_{(\pm \infty)}^{(x,t)} e^{-i\lambda(x-y)\sigma_3} Q(y,s) \mu^\pm(\lambda;y,s)e^{i\lambda(x-y)\sigma_3} dy
\end{equation}
\begin{equation}
+ \int_{(\pm \infty,0)}^{(\pm \infty,t)} e^{-i\lambda(x-s)\sigma_3} \left[i\lambda Q(y,s) + \frac{1}{2} \left(Q_y(y,s) + iQ^2(y,s)\right)\sigma_3\right] \mu^\pm(\lambda;y,s)e^{i\lambda(x-s)\sigma_3} ds.
\end{equation}
By the conditions $q(x,t) \to 0$ and $q_x(x,t) \to 0$ as $x \to \pm\infty$ for arbitrary time $t$, the above curve integral can be reduced to
\begin{equation}
\mu^\pm(\lambda;x,t) = I + i \int_{\pm \infty}^{x} e^{-i\lambda(x-y)\sigma_3} Q(y,t) \mu^\pm(\lambda;y,t)e^{i\lambda(x-y)\sigma_3} dy.
\end{equation}
Define the following analytic matrix
\begin{equation}
\mu_+ \equiv (\mu_1^+, \mu_2^+), \quad \mu_- \equiv (\mu_1^-, \mu_2^-).
\end{equation}
Through the analytic property of Volterra integral equations, we obtain that the matrix $\mu_+$ is analytic in the upper half plane and the matrix $\mu_-$ is analytic in the lower half plane under the condition $q_1(x,t), q_2(x,t) \in L^1(\mathbb{R})$ for the fixed time $t$.
The symmetry for the Jost solutions is
\begin{equation}
\Phi^\pm(\lambda;x,t) \left[\Phi^\mp(\lambda^*;x,t)\right]^\dagger = I.
\end{equation}
Define the scattering matrix
\begin{equation}
\Phi^-(\lambda;x,t) = \Phi^+(\lambda;x,t)S(\lambda), \quad \lambda \in \mathbb{R}
\end{equation}
where
\begin{equation}
S(\lambda) = \begin{bmatrix} \bar{a}(\lambda) & b(\lambda) \\ b(\lambda) & a(\lambda) \end{bmatrix}, \quad \det(S(\lambda)) = 1.
\end{equation}
Then we obtain the symmetric relation for the scattering matrix
\begin{equation}
S(\lambda)S^\dagger(\lambda^*) = I,
\end{equation}
which implies that
\begin{equation}
\bar{a}(\lambda) = \det(a^+(\lambda^*)), \quad \bar{b}(\lambda) = -\det(a^+(\lambda^*))b^+(\lambda^*).
\end{equation}
From the integral representation, we know that $a(\lambda)$ is analytic in the lower half plane $C_-$. Moreover, we have $\det(\mu_-) = \det(a(\lambda))$. Assume the form $\det(a(\lambda)) = \prod_{i=1}^{n} \frac{\lambda - \lambda_i}{\lambda - \lambda_0(\lambda)} a_0(\lambda)$, where $a_0(\lambda)$ has no zero. On the other hand, since $\det(\mu^\pm) = 1$, then the matrix $\mu_+$ has the one dimensional kernel at $\lambda = \lambda_i$. By the symmetric relation, we know that
\begin{equation}
m_\pm(\lambda;x,t) \left[m^\pm(\lambda^*;x,t)\right]^\dagger = I,
\end{equation}
\begin{equation}
m_+ = \mu_+ \text{diag} \left( \frac{1}{\det(a^+(\lambda^*))}, I_2 \right), \quad m_- = \mu_- \text{diag} \left( 1, a^{-1}(\lambda) \right).
Introducing the notation \( R(\lambda) = b(\lambda) a^{-1}(\lambda) \), we obtain that
\[
\begin{align*}
    m_+ &= \mu^* e^{-i\lambda(x+\lambda t) \sigma_3} \begin{bmatrix} 1 & 0 \\ -R^d(\lambda^*) & \mathbb{I}_2 \end{bmatrix} e^{i\lambda(x+\lambda t) \sigma_3}, \\
    m_- &= \mu e^{-i\lambda(x+\lambda t) \sigma_3} \begin{bmatrix} \mathbb{I}_2 & R(\lambda) \\ 0 & 1 \end{bmatrix} e^{i\lambda(x+\lambda t) \sigma_3},
\end{align*}
\]
(A.15)
which implies the jump condition
\[
\begin{align*}
    m_+ = m_- e^{-i\lambda(x+\lambda t) \sigma_3} \begin{bmatrix} 1 + R(\lambda) R^d(\lambda) & -R(\lambda) \\ -R^d(\lambda) & \mathbb{I}_2 \end{bmatrix} e^{i\lambda(x+\lambda t) \sigma_3}, & \lambda \in \mathbb{R}.
\end{align*}
\]
(A.16)
For the simple discrete spectrum \( \lambda = \lambda_i \in \mathbb{C}_+ \) and \( \lambda = \lambda^*_i \in \mathbb{C}_- \), we have the following residue conditions for \( m_\pm \):
\[
\begin{align*}
    & \text{Res \ } m_+(\lambda; x, t) = \lim_{\lambda \to \lambda_i} m_+(\lambda; x, t) \begin{bmatrix} 0 & 0_{1 \times 2} \\ -c_i e^{\theta_i} & 0_{2 \times 2} \end{bmatrix}, \\
    \text{and } \theta_i = 2i\lambda_i (x + \lambda_i t),
\end{align*}
\]
(A.17)
\[
\begin{align*}
    & \text{Res \ } m_-(\lambda; x, t) = \lim_{\lambda \to \lambda_i^*} m_-(\lambda; x, t) \begin{bmatrix} 0 & c_i^* e^{-\theta_i^*} \\ 0_{2 \times 1} & 0_{2 \times 2} \end{bmatrix}.
\end{align*}
\]
(A.18)
By solving the above Riemann-Hilbert problem, the solutions for CNLS equation can be constructed by:
\[
\begin{align*}
    q(x, t) = 2 \lim_{\lambda \to \infty} \lambda m_{12}(\lambda; x, t),
\end{align*}
\]
(A.19)
where the subscript \( 12 \) represents the \((1, 2)\) and \((1, 3)\) elements of the corresponding matrix. As for the non-reflection coefficient potential \( q(x, t) \) with \( R(\lambda) = 0 \) or \( \tilde{a}(\lambda) = \prod_{i=1}^n \frac{\lambda - \lambda_i}{\lambda - \lambda_i} \), the multi-soliton solutions can be constructed by
\[
\begin{align*}
    m(\lambda; x, t) = \mathbb{I} + \sum_{i=1}^n \left( \frac{m_{1,i}(x, t)}{\lambda - \lambda_i}, \frac{m_{2,i}(x, t)}{\lambda - \lambda_i^*} \right).
\end{align*}
\]
(A.20)
By the residue conditions, we have the linear system
\[
\begin{align*}
    m_{1,j}(x, t) &= \begin{bmatrix} 0 \\ -c_j e^{\theta_j} \end{bmatrix} - \sum_{i=1}^n \frac{m_{2,i}(x, t) c_i e^{\theta_i}}{\lambda_j - \lambda_i^*}, & j = 1, 2, \ldots, n, \\
    m_{2,j}(x, t) &= \begin{bmatrix} c_j^* e^{-\theta_j^*} \\ 0_{2 \times 2} \end{bmatrix} + \sum_{i=1}^n \frac{m_{1,i}(x, t) c_i e^{-\theta_i}}{\lambda_j^* - \lambda_i},
\end{align*}
\]
(A.21)
which will determine the elements \( m_{1,j}(x, t) \) and \( m_{2,j}(x, t) \) uniquely. Then the \( n \)-soliton solution can be constructed by
\[
\begin{align*}
    q(x, t) = 2 \sum_{i=1}^n m_{2,1}^{(i)}(x, t),
\end{align*}
\]
(A.22)
where the notation \( m_{2,1}^{(i)}(x, t) \) represents the first row of the matrix \( m_{2,j}(x, t) \).

To obtain a better formula for the soliton solutions, we define the following new matrix function:
\[
\begin{align*}
    \tilde{m}(\lambda; x, t) = m(\lambda; x, t) \text{diag} \left( \prod_{i=1}^n \frac{\lambda - \lambda_i}{\lambda - \lambda_i^*}, 1, 1 \right).
\end{align*}
\]
(A.23)
Then the residue conditions \( (A.17) \) and \( (A.18) \) can be converted into the following kernel and residue condition respectively:
\[
\begin{align*}
    & \text{Res \ } \tilde{m}(\lambda; x, t)|_{\lambda = \lambda_i} = \begin{bmatrix} 0 \\ c_i \gamma_i e^{\theta_i} \end{bmatrix}, & \text{Res \ } \tilde{m}(\lambda; x, t)|_{\lambda = \lambda_i^*} = \begin{bmatrix} -c_i^* \gamma_i^* e^{-\theta_i^*} \\ 0 \end{bmatrix},
\end{align*}
\]
(A.24)
Finally, the matrix function $\tilde{m}(\lambda; x, t)$ can be written in the form:

$$\tilde{m}(\lambda; x, t) = \mathbb{I} - X_n M_n^{-1} (\lambda \mathbb{I} - D_n)^{-1} X_n^t$$

where $D_n = \text{diag} (\lambda_1^t, \lambda_2^t, \cdots, \lambda_n^t)$ and

$$X_n = \begin{bmatrix} 1 & 1 & \cdots & 1 \\ c_1 \gamma_1 e^{\theta_1} & c_2 \gamma_2 e^{\theta_2} & \cdots & c_n \gamma_n e^{\theta_n} \end{bmatrix}, \quad M_n = \frac{(1 + c_i^t c_j \gamma_j e^{\theta_j + \theta_i})}{\lambda - \lambda_i^t} 1 \leq i, j \leq n.$$

It is readily to see that the matrix function $\tilde{m}(\lambda; x, t)$ is a special Darboux matrix. Then the reconstruction of potential function can be performed by

$$q(x, t) = 2 \lim_{\lambda \to \infty} \lambda \tilde{m}_{12}(\lambda; x, t), = -2X_n^{(1)} M_n^{-1} \left(X_n^{(2)}\right)^{t}, \quad |q(x, t)|^2 = \ln_{xx}(\det(M_n))$$

where $X_n^{(1)}$ represents the first row of $X_n$ and $X_n^{(2)}$ represents the second and third row of $X_n$.

## B Appendix B: Dynamic behavior to the general second order solitons $q_1^{[2]}$ and $q_2^{[2]}$

If the perturbation parameters $\epsilon_1^{[1]}, \epsilon_2^{[2]}, j = 1, 2, \cdots, N$ are zero, then the two components $q_1$ and $q_2$ have a similar behavior on both the large order and infinite order asymptotics, which can be seen from the theorem. While $\epsilon_1^{[1]}$ and $\epsilon_2^{[2]}$ are not zero, then they have a different asymptotics. Up to now, we do not know how to study the asymptotics by the Riemann-Hilbert problems. In the following, we merely give a simple analysis to the second order soliton when $\epsilon_1^{[1]}$ and $\epsilon_2^{[2]}$ are a small perturbation and $\lambda_1 = i$, then the second order $q_1^{[2]}$ and $q_2^{[2]}$ can be given as

$$q_1^{[2]} = \frac{-8 \cos(\theta) \left[(4t + 2i x - i) e^{\theta x + 2it} + (4t - 2i x - i) e^{2x + 2it}\right] + \delta_1^{[p_1]} e^{\theta x + 2it} + \delta_2^{[p_1]} e^{2x + 2it}}{(64t^2 + 16x^2 + 2) e^{4x + e^{8x} + 1} + \delta_3 e^{4x} + \delta_4 e^{8x}}$$

$$q_2^{[2]} = \frac{-8 \sin(\theta) \left[(4t + 2i x - i) e^{\theta x + 2it} + (4t - 2i x - i) e^{2x + 2it}\right] + \delta_1^{[p_2]} e^{\theta x + 2it} + \delta_2^{[p_2]} e^{2x + 2it}}{(64t^2 + 16x^2 + 2) e^{4x + e^{8x} + 1} + \delta_3 e^{4x} + \delta_4 e^{8x}}$$

where $\delta_j^{[p_i]}$, $(i = 1, 2, j = 1, 2, 3, 4)$ are small parameters with respect to $\epsilon_1^{[1]}$ and $\epsilon_2^{[2]}$, which equal to

$$\delta_1^{[p_1]} = 4i \left[(\epsilon_1^{[1]} - (\epsilon_2^{[2]} - \epsilon_1^{[2]})) \cos(\theta) + 4i \left(2 \sin(\theta) \epsilon_1^{[2]} - 4i x - 8t - i\right) \cos(\theta)^2 \right]
- 2i \epsilon_2^{[2]} \left(4i x + 8t + i\right) \sin(\theta) + 4i \left(2 \epsilon_1^{[2]} - (\epsilon_1^{[1]} - \epsilon_2^{[2]} - \epsilon_1^{[1]} - \epsilon_2^{[2]}) \cos(\theta) \right)
- 4i \epsilon_1^{[1]} \left(2 \sin(\theta) \epsilon_1^{[2]} - 4i x - 8t + i\right),$$

$$\delta_2^{[p_1]} = 2 \epsilon_1^{[1]} \sin(2\theta) + 4 \epsilon_1^{[1]} \cos(\theta)^2 + 4 \epsilon_1^{[1]},$$

$$\delta_1^{[p_2]} = -8i \cos(\theta) \epsilon_1^{[1]} \epsilon_2^{[1]} + \left(4i \left(\epsilon_1^{[1]} - (\epsilon_2^{[2]} - \epsilon_1^{[2]}\right)^2 \sin(\theta) + 4i \epsilon_1^{[2]} \left(4i x + 8t + i\right) \cos(\theta)^2 \right)
- 2i \epsilon_1^{[1]} \left(4i x + 8t + i\right) \sin(\theta) + 4i \sin(\theta) (\epsilon_1^{[1]} - 8 \epsilon_1^{[2]}),$$

$$\delta_2^{[p_2]} = 2 \epsilon_1^{[1]} \sin(2\theta) - 4 \epsilon_1^{[2]} \cos(\theta)^2 + 8 \epsilon_1^{[2]},$$

$$\delta_3 = 3 \left(\epsilon_1^{[1]} - (\epsilon_1^{[1]} - \epsilon_2^{[2]} - \epsilon_1^{[1]} - \epsilon_2^{[2]}) \cos(\theta)^2 + 2 \epsilon_1^{[1]} \left(3 \epsilon_1^{[2]} \sin(\theta) - 16t\right) \cos(\theta) - 32 \epsilon_1^{[2]} \sin(\theta) t \right)
+ \left((\epsilon_1^{[1]} - \left(\epsilon_1^{[1]} - \epsilon_2^{[2]} - \epsilon_1^{[1]} - \epsilon_2^{[2]}\right)^2 \cos(\theta)^2 - \epsilon_1^{[1]} \epsilon_2^{[2]} \sin(\theta) + (\epsilon_1^{[1]} - \epsilon_1^{[2]})^2.\right)
Especially, when \( t \to \pm \infty \), these two components have the following asymptotic expression

\[
q_1^{[2]} \to \left[ -\frac{i e_1^{[2]} \sin(2\theta) - 2i e_1^{[1]} \sin(\theta)^2 + 2 \cos(\theta)}{1 + \sqrt{\sin(\theta)^2 (e_1^{[1]} + 2 \cos(\theta) - e_1^{[1]} e_1^{[2]} \sin(2\theta) - e_1^{[1]} e_1^{[2]} \sin(2\theta)}} \right] \cdot \text{sech} \left( 2x - \log(t) + \log \left( \frac{\sqrt{1 + \cos(\theta)^2 (e_1^{[1]} + 2 \cos(\theta) - e_1^{[1]} e_1^{[2]} \sin(2\theta) - e_1^{[1]} e_1^{[2]} \sin(2\theta))}}{8} \right) \right) - 2 \cos(\theta) \text{sech} (2x + \log(t) + 3 \log(2)) e^{2it},
\]

\[
q_2^{[2]} \to \left[ -\frac{i e_1^{[1]} \sin(2\theta) - 2i e_1^{[2]} \cos(\theta)^2 + 2 \sin(\theta)}{1 + \sqrt{\sin(\theta)^2 (e_1^{[1]} + 2 \cos(\theta) - e_1^{[1]} e_1^{[2]} \sin(2\theta) - e_1^{[1]} e_1^{[2]} \sin(2\theta)}} \right] \cdot \text{sech} \left( 2x - \log(t) + \log \left( \frac{\sqrt{1 + \cos(\theta)^2 (e_1^{[1]} + 2 \cos(\theta) - e_1^{[1]} e_1^{[2]} \sin(2\theta) - e_1^{[1]} e_1^{[2]} \sin(2\theta))}}{8} \right) \right) - 2 \sin(\theta) \text{sech} (2x + \log(t) + 3 \log(2)) e^{2it},
\]

Under this perturbation, the parameter \( e_1^{[1]} \) and \( e_1^{[2]} \) only appears in one of the asymptotics soliton, which can been seen from the Fig. 14. It can be seen when \( e_1^{[1]} \) and \( e_1^{[2]} \) are small, the amplitudes to \( \frac{|q_1|}{\sin(\theta)} \) and \( \frac{|q_2|}{\cos(\theta)} \) have a slight difference. As the term \( -4i \frac{\sin(\theta) e_1^{[1]} - \cos(\theta) e_1^{[2]}}{\sin(2\theta)} \) increases, \( \frac{|q_1|}{\sin(\theta)} \) and \( \frac{|q_2|}{\cos(\theta)} \) will exhibit the distinct behaviors. In this similar manner, we could consider the other finite order cases. As the parameters \( e_1^{[1]} \) and \( e_1^{[2]} \) tends to zero, these solutions will converge to the solutions with the maximum 2-norm \( \| \cdot \|_2 \) that we mainly consider in this work.

### Figure 14

Two different dynamical behavior of \( q_1 \) and \( q_2 \) by choosing different \( e_1^{[1]} \) and \( e_1^{[2]} \).

---

**C Appendix C : The proof of Lemma 1**

In this appendix, we will give the proof to lemma 1.
Proof. Based on the idea [16], when \( x \to +\infty \), we have

\[
\Phi_1^{[0]} = \begin{bmatrix} 1 & 0 \\ e^{2\bar{\theta}} & 0 \\ e^{2\bar{\theta}} & 0 \end{bmatrix} + \mathcal{O}(e^{-2\text{Im}(\lambda_1)x}), \quad x \to +\infty,
\]

Correspondingly, the asymptotics for \( P^{[1]} \) and \( T^{[1]} \) can be represented as

\[
P^{[1]} = \frac{\Phi_1^{[0]} (\Phi_1^{[0]})^\dagger}{(\Phi_1^{[0]})^\dagger \Phi_1^{[0]}} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} + \mathcal{O}(e^{-2\text{Im}(\lambda_1)x}), \quad x \to +\infty,
\]

\[
T^{[1]} = \left( I - \frac{\lambda_1 - \lambda_1^*}{\lambda - \lambda_1^*} P^{[1]} \right) = \begin{bmatrix} 1 - \frac{2\text{Im}(\lambda_1)}{\lambda - \lambda_1^*} & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} + \mathcal{O}(e^{-2\text{Im}(\lambda_1)x}), \quad x \to +\infty.
\]

Furthermore, with Eq. (11), Eq. (C.36) and Eq. (C.33), we have

\[
\Phi_1^{[1]} = \left( I - P^{[1]} \right) \begin{bmatrix} 0 \\ \frac{d}{d\tau} e^{2\bar{\theta}} \\ \frac{d}{d\tau} e^{2\bar{\theta}} \end{bmatrix} \bigg|_{\lambda = \lambda_1} + \frac{P^{[1]}}{\lambda_1 - \lambda_1^*} \begin{bmatrix} 1 \\ 1 - \frac{2\text{Im}(\lambda_1)}{\lambda - \lambda_1^*} \\ 1 \end{bmatrix} = \frac{1}{\lambda_1 - \lambda_1^*} \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} + \mathcal{O}\left( e^{-2\text{Im}(\lambda_1)x} \right), \quad x \to +\infty,
\]

\[
P^{[2]} = \frac{\Phi_1^{[1]} (\Phi_1^{[1]})^\dagger}{(\Phi_1^{[1]})^\dagger \Phi_1^{[1]}} = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} + \mathcal{O}\left( e^{-2\text{Im}(\lambda_1)x} \right), \quad x \to +\infty,
\]

\[
T^{[2]} = \left( I - \frac{\lambda_1 - \lambda_1^*}{\lambda - \lambda_1^*} P^{[2]} \right) = \begin{bmatrix} \frac{\lambda_1 - \lambda_1^*}{\lambda - \lambda_1^*} & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} + \mathcal{O}\left( e^{-2\text{Im}(\lambda_1)x} \right), \quad x \to +\infty.
\]

where \( \bar{\theta} = i(\lambda + \lambda t) \). In succession, after \( N \)-fold iteration, we have

\[
T_N = \begin{bmatrix} \left( \frac{\lambda_1 - \lambda_1^*}{\lambda - \lambda_1^*} \right)^N & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} + \mathcal{O}\left( e^{-2\text{Im}(\lambda_1)x} \right), \quad x \to +\infty,
\]

\[
: = T_+(\lambda) + \mathcal{O}\left( e^{-2\text{Im}(\lambda_1)x} \right), \quad x \to +\infty.
\]

Conversely, when \( x \to -\infty \), we have

\[
\Phi_1^{[0]} = \begin{bmatrix} 0 \\ 1 \\ 1 \end{bmatrix} + \mathcal{O}(e^{2\text{Im}(\lambda_1)x}), \quad x \to -\infty,
\]

\[
P^{[1]} = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{bmatrix} + \mathcal{O}(e^{2\text{Im}(\lambda_1)x}), \quad x \to -\infty,
\]

\[
T^{[1]} = \begin{bmatrix} 1 & 0 & -\frac{\lambda_1 - \lambda_1^*}{2(\lambda - \lambda_1^*)} & -\frac{\lambda_1 - \lambda_1^*}{2(\lambda - \lambda_1^*)} \\ 0 & 1 & -\frac{\lambda_1 - \lambda_1^*}{2(\lambda - \lambda_1^*)} & -\frac{\lambda_1 - \lambda_1^*}{2(\lambda - \lambda_1^*)} \\ 0 & 0 & 1 & -\frac{\lambda_1 - \lambda_1^*}{2(\lambda - \lambda_1^*)} \\ 0 & 0 & 0 & 1 \end{bmatrix} + \mathcal{O}(e^{2\text{Im}(\lambda_1)x}), \quad x \to -\infty.
\]
With $N$-fold iteration, we have
\[
T_N(\lambda; x, t) = \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 - \frac{\lambda_1 - \lambda_1^*}{2(\lambda_1 - \lambda_1^*)} & -\frac{\lambda_1 - \lambda_1^*}{2(\lambda_1 - \lambda_1^*)} \\ 0 & -\frac{\lambda_1 - \lambda_1^*}{2(\lambda_1 - \lambda_1^*)} & 1 - \frac{\lambda_1 - \lambda_1^*}{2(\lambda_1 - \lambda_1^*)} \end{bmatrix}^N + O(x^{N-1}e^{2Im(\lambda_1)x})
\]
(C.37)

it completes the proof.

Furthermore, based on the proof of the lemma 1 and the theory in [45], we can give the conservations for CNLS equation.

**Proof.** Set $\Phi(\lambda; x, t) = (\phi_1(\lambda; x, t),\phi_2(\lambda; x, t),\phi_3(\lambda; x, t))^T$ be the solution of the Lax pair. Define two new variables $\mu^{(1)}(\lambda; x, t)$ and $\mu^{(2)}(\lambda; x, t)$ as
\[
\mu^{(1)}(\lambda; x, t) = \phi_2(\lambda; x, t)/\phi_1(\lambda; x, t), \quad \mu^{(2)}(\lambda; x, t) = \phi_3(\lambda; x, t)/\phi_1(\lambda; x, t),
\]
then we have
\[
(\ln \phi_1(\lambda; x, t))_x = -i\lambda + iq_1\mu^{(1)}(\lambda; x, t) + iq_2\mu^{(2)}(\lambda; x, t).
\]
From the Eq. (A.23), we know $\phi_1(\lambda; x, t)$ equals to $[\bar{m}(\lambda; x, t)e^{-i\lambda(x+2\lambda t|\sigma_3})|_{1,1}]$. To get the conservation laws, set the $\mu^{(1)}(\lambda; x, t)$, $\mu^{(2)}(\lambda; x, t)$ and $N \log \left( \frac{\lambda - \lambda_1}{\lambda - \lambda_1^*} \right)$ as an expansion about $\lambda$, that is
\[
\mu^{(i)}(\lambda; x, t) := -\sum_{n=1}^{\infty} \frac{\mu^{(i)}_n(x,t)}{(-2i\lambda)^n}, \quad i = 1, 2, \quad N \log \left( \frac{\lambda - \lambda_1}{\lambda - \lambda_1^*} \right) = -N \sum_{n=1}^{\infty} \frac{(-2i)^n (\lambda_1^n - \lambda_1^{*n})}{n (-2i\lambda)^n}
\]
Then $\mu^{(1)}(\lambda; x, t)$ and $\mu^{(2)}(\lambda; x, t)$ satisfy the coupled Riccati equations:
\[
\begin{align*}
\mu^{(1)}_x &= 2i\lambda \mu^{(1)} + iq_1^* - i\mu^{(1)} (q_1\mu^{(1)} + q_2\mu^{(2)}), \\
\mu^{(2)}_x &= 2i\lambda \mu^{(2)} + iq_2^* - i\mu^{(2)} (q_1\mu^{(1)} + q_2\mu^{(2)}).
\end{align*}
\]
(C.41)
Comparing the coefficients of $\lambda$, we can get the following recurrence relation
\[
\begin{align*}
\mu^{(1)}_{n+1} &= -\mu^{(1)}_n + i \sum_{k=1}^{n-1} \mu^{(1)}_k (q_1\mu^{(1)}_{n-k} + q_2\mu^{(2)}_{n-k}), \\
\mu^{(2)}_{n+1} &= -\mu^{(2)}_n + i \sum_{k=1}^{n-1} \mu^{(2)}_k (q_1\mu^{(1)}_{n-k} + q_2\mu^{(2)}_{n-k}).
\end{align*}
\]
(C.42)
With a simple calculation, the first three items can be given as
\[
\begin{align*}
\mu^{(1)}_1 &= -iq_1^*, \quad \mu^{(1)}_2 = iq_{1,x}^*, \quad \mu^{(1)}_3 = -i \left[ q_{1,xx}^* + q_1^* \left( |q_1|^2 + |q_2|^2 \right) \right], \\
\mu^{(2)}_1 &= -iq_2^*, \quad \mu^{(2)}_2 = iq_{2,x}^*, \quad \mu^{(2)}_3 = -i \left[ q_{2,xx}^* + q_2^* \left( |q_1|^2 + |q_2|^2 \right) \right].
\end{align*}
\]
(C.43)
Then the conservation laws are
\[
I_n = \int_{-\infty}^{+\infty} \left( iq_1\mu^{(1)}_n + iq_2\mu^{(2)}_n \right) dx,
\]
(C.44)
With the asymptotics of $\bar{m}(\lambda; x, t)$ when $x \to \pm \infty$ in lemma 1 we know the conservation laws $I_n$ equal to
\[
I_n = N \left( -2i \right)^n \frac{(\lambda_1^n - \lambda_1^{*n})}{n}.
\]
(C.45)
D Appendix D : The asymptotic analysis to $Q_{f,a}(\lambda;X,T)$ and $R(\Lambda;\chi;\tau)$

From the jump matrix about the $Q_{f,a}(\lambda;X,T)$ in Eq.(139) and $R(z;\chi,v)$ in Eq.(184), we know

\begin{equation}
Q_{f,a,+}(\lambda;X,T) = Q_{f,a,-}(\lambda;X,T)\text{diag}\left(2,\frac{1}{2},1\right), \lambda \in I,
\end{equation}
(D.46)

\begin{equation}
R_+(z;\chi,v) = R_-(z;\chi,v)\text{diag}\left(2,\frac{1}{2},1\right), z \in I,
\end{equation}

and the phase term in the asymptotics for the large order soliton is $\pm \lambda N \phi(\lambda;X,T)$, while for the case of infinite order soliton, the phase term is $\pm \chi^{1/2} \vartheta(z;v)$. Thus the asymptotics in both two cases is similar, we just give a detailed analysis to $R(z;\chi,v)$. And to the large order case, we only need a transformation between $\chi$ and $N, z$ and $\lambda$.

D.1 Parametrix construction

To deal with the jump condition on contour $I$ for the infinite order soliton, set the outer parametrix matrix $\tilde{R}^\text{out}(z;\chi,v)$ as

\begin{equation}
\tilde{R}^\text{out}(z;\chi,v) = \text{diag}\left(\left(\frac{z-a(v)}{z-b(v)}\right)^{ip}, \left(\frac{z-a(v)}{z-b(v)}\right)^{-ip}, 1\right),
\end{equation}
(D.47)

where $p = \ln 2/(2\pi)$. We might hope $\tilde{R}^\text{out}(z;\chi,v)$ is the global solution of the function $R(z;\chi,v)$, but unfortunately, $\tilde{R}^\text{out}(z;\chi,v)$ has two critical points at $z = a(v)$ and $z = b(v)$. To tackle with this problem, we should reconstruct two better matrices in the neighbourhood of $a(v)$ and $b(v)$ that not only satisfy the jump condition in the local neighbourhood but also match well onto the outer parametrix when $z \to \infty$. Before constructing the local matrix, we first give a proposition about some local properties at $a(v)$ and $b(v)$.

Proposition 4. Suppose $a(v) < b(v)$, then we have $\tilde{\vartheta}'(a(v);v) < 0, \tilde{\vartheta}''(b(v);v) > 0$, where $\tilde{\vartheta}(z;v) := -i\vartheta(z;v)$.

Proof. Under the condition $0 < v < \frac{\sqrt{2}}{2\pi}$, we set

$$f(z) := \frac{z^2 \tilde{\vartheta}(z;v)}{2v} = (z-z_1)(z-z_2)(z-z_3) := (z-z_1)(z-a(v))(z-b(v)),$$

where $z_1 < z_2 < z_3$. With the aid of properties of cubic equation, we have

\begin{equation}
z_1 + z_2 + z_3 = -\frac{1}{2v}, \quad z_1z_2z_3 = \frac{1}{2v},
\end{equation}
(D.48)

which indicates $z_1 < z_2 < 0 < z_3$. The second derivative about $\tilde{\vartheta}(z;v)$ is $\tilde{\vartheta}''(z;v) = 2v + 2z^{-3}$, it is obvious that $\tilde{\vartheta}''(b(v);v) > 0$. If $z \in \left\{z | -v^{-1/3} < z < 0\right\}$, then $\tilde{\vartheta}''(z;v) < 0$. Substituting $z = -v^{-1/3}$ into $f(z)$, we have $f(-v^{-1/3}) > 0$, and $f(z_2) = 0$. Based on the monotonicity of $f(z)$, we get $(-v^{-1/3}) < z_2 < 0$, thus $\tilde{\vartheta}''(a(v);v) < 0$. \qed

To study the solutions in the neighbourhood of $z = a(v)$ and $z = b(v)$, we set a conformal mapping $f_a(z;v)$ and $f_b(z;v)$ in the near $z = a(v)$ and $z = b(v)$ respectively,

\begin{equation}
f_a(z;v)^2 = 2\left(\tilde{\vartheta}(a(v);v) - \tilde{\vartheta}(z;v)\right), \quad f_b(z;v)^2 = 2\left(\tilde{\vartheta}(z;v) - \tilde{\vartheta}(b(v);v)\right).
\end{equation}
(D.49)
By the proposition 4 we have \( f^a_d(a(v); v) < 0, f^b_d(b(v); v) > 0 \), so the mapping is reasonable. Set \( \zeta_a := \chi^{1/4} f_a, \zeta_b = \chi^{1/4} f_b \), then we define two new matrices as

\[
\text{(D.50)} \quad U_a(\zeta) = \begin{bmatrix} i\sigma_2 & 0 \\ 0 & 1 \end{bmatrix}^{-1} \text{diag} \left( e^{i\chi^{1/2} \tilde{\theta}(a;v) \phi_3}, 1 \right) R(z; \chi, v) \text{diag} \left( e^{-i\chi^{1/2} \tilde{\theta}(a;v) \phi_3}, 1 \right) \begin{bmatrix} i\sigma_2 & 0 \\ 0 & 1 \end{bmatrix},
\]

near \( z = a \),

\[
U_b(\zeta) = \text{diag} \left( e^{i\chi^{1/2} \tilde{\theta}(b;v) \phi_3}, 1 \right) R(z; \chi, v) \text{diag} \left( e^{-i\chi^{1/2} \tilde{\theta}(b;v) \phi_3}, 1 \right),
\]

near \( z = b \).

Then the jump contour satisfied by the \( U_a \) and \( U_b \) has five rays, see Fig. [15]. With the definition of \( U_a(\zeta), U_b(\zeta) \) in Eq. (D.50), we can replace the matrix \( R(z; \chi, v) \) with the outer parametrix \( \hat{R}(z; \chi, v) \) to reveal the asymptotics of \( \zeta \) when \( \zeta \to \infty \),

\[
\text{(D.51)} \quad \begin{bmatrix} i\sigma_2 & 0 \\ 0 & 1 \end{bmatrix}^{-1} \text{diag} \left( e^{i\chi^{1/2} \tilde{\theta}(b;v) \phi_3}, 1 \right) R_{\text{out}}(z; \chi, v) \text{diag} \left( e^{i\chi^{1/2} \tilde{\theta}(b;v) \phi_3}, 1 \right) \begin{bmatrix} i\sigma_2 & 0 \\ 0 & 1 \end{bmatrix} = \begin{bmatrix} i\sigma_2 & 0 \\ 0 & 1 \end{bmatrix}^{-1} \text{diag} \left( \chi^{-i\phi_3}, 1 \right) H^a(z; v) \text{diag} \left( \zeta_a^{-i\phi_3}, 1 \right),
\]

\[
H^a(z; v) := \text{diag} \left( (z - b)^{-i\phi_3}, 1 \right) \text{diag} \left( \left( z - a \over \tilde{f}_a(z; v) \right)^{i\phi_3}, 1 \right) \begin{bmatrix} i\sigma_2 & 0 \\ 0 & 1 \end{bmatrix}^{i\phi_3}, 1 \right),
\]

\[
diag \left( e^{i\chi^{1/2} \tilde{\theta}(b;v) \phi_3}, 1 \right) R_{\text{out}}(z; \chi, v) \text{diag} \left( e^{-i\chi^{1/2} \tilde{\theta}(b;v) \phi_3}, 1 \right) = \text{diag} \left( \chi^{i\phi_3}, 1 \right) H^b(z; v) \text{diag} \left( \zeta_b^{-i\phi_3}, 1 \right),
\]

\[
H^b(z; v) := \text{diag} \left( (z - a)^{i\phi_3}, 1 \right) \text{diag} \left( \left( f_b(z; v) \over z - b \right)^{i\phi_3}, 1 \right).
\]

From the definition of \( f_a \) and \( f_b \), we know the matrices \( H^a(z; v) \) and \( H^b(z; v) \) are analytic at \( z = a(v) \) and \( z = b(v) \) respectively, and the singularities appear in the last factor \( \zeta^{-i\phi_3} \), which is a critical factor to the boundary condition in the following parabolic cylinder function:

**Riemann-Hilbert Problem 11.** (Parabolic cylinder parametrix) Find a \( 3 \times 3 \) matrix \( U(\zeta) \) satisfying the following properties:
• **Analyticity:** \( U(\zeta) \) is analytic in five sectors as shown in Fig. [15] \( S_0 : |\arg(\zeta)| < \frac{1}{2} \pi, S_1 : \frac{1}{2} \pi < \arg(\zeta) < \frac{3}{4} \pi, S_{-1} : -\frac{3}{4} \pi < \arg(\zeta) < -\frac{1}{2} \pi, S_2 : \frac{3}{4} \pi < \arg(\zeta) < \pi, S_{-2} : -\pi < \arg(\zeta) < -\frac{3}{4} \pi. \) Their orientation are given with the arrow.

• **Jump Condition:** \( U_+(\zeta) = U_-(\zeta) V(\zeta), \) where \( V(\zeta) \) is shown in Fig. [15]

• **Normalization:** \( U(\zeta) \text{diag}(\zeta^{i \nu \phi}, 1) \rightarrow \mathbb{I} \) as \( \zeta \rightarrow \infty. \)

The unique solution of RHP [11] can also be given by the classical parabolic cylinder \( D_1(\zeta). \) Compared with the \( 2 \times 2 \) order problem, the solution of \( 3 \times 3 \) type in this case just has a little difference, we will show how to derive the second order ordinary equation through the following theorem.

**Theorem 7.** Suppose \( \zeta \rightarrow \infty, \) the asymptotic expression of \( U(\zeta) \text{diag}(\zeta^{i \nu \phi}, 1) \) is

\[
U(\zeta) \text{diag}(\zeta^{i \nu \phi}, 1) := \mathbb{I} + \frac{1}{2i\epsilon} \begin{bmatrix} 0 & r & 0 \\ -s & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} + O(\zeta^{-2}),
\]

then we have

\[
r = -s^* = 2^{5/4} e^{i \left( \frac{\ln(2)}{2\pi} \right)} \sqrt{\pi e^{-\frac{|z|^2}{2}}} \left( i \left( \frac{\ln(2)}{2\pi} \right) \right)^{-1}.
\]

**Proof.** We first define a new matrix \( \tilde{U} \) as

\[
\tilde{U}(\zeta) : = U(\zeta), \quad \zeta \in S_1,
\]

\[
\tilde{U}(\zeta) : = U(\zeta) \begin{bmatrix} 1 & \frac{1}{2}e^{-i\zeta^2} & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad \zeta \in S_2,
\]

\[
\tilde{U}(\zeta) : = U(\zeta) \begin{bmatrix} 1 & 0 & 0 \\ 0 & e^{i\zeta^2} & 1 \\ 0 & 0 & 1 \end{bmatrix}, \quad \zeta \in S_{-2},
\]

\[
\tilde{U}(\zeta) : = U(\zeta) \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad \zeta \in S_{-1},
\]

\[
\tilde{U}(\zeta) : = U(\zeta) \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad \zeta \in S^{[2]}_0,
\]

\[
\tilde{U}(\zeta) : = U(\zeta) \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}, \quad \zeta \in S^{[-2]}_0,
\]

where \( S^{[2]}_0 \) and \( S^{[-2]}_0 \) are in the upper and lower domain in \( S_0, \) which are symmetric to the \( S_2 \) and \( S_{-2} \) respectively. Then the new jump matrices about \( \tilde{U}(\zeta) \) transfer to the real axis, it changes into

\[
\tilde{U}_+(\zeta) = \tilde{U}_-(\zeta) \begin{bmatrix} 1 & 0 & 0 \\ 0 & e^{-i\zeta^2} & 1 \\ 0 & 0 & 1 \end{bmatrix}, \quad \zeta \in \mathbb{R}.
\]

When \( \zeta \rightarrow \infty, \) \( U(\zeta) \) and \( \tilde{U}(\zeta) \) has the same asymptotic expression, suppose the asymptotic expression is

\[
\tilde{U}(\zeta) \text{diag}(\zeta^{i \nu \phi}, 1) = \mathbb{I} + \frac{i}{2i\epsilon} \begin{bmatrix} 0 & r & 0 \\ -s & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix} + O(\zeta^{-2}), \quad \zeta \rightarrow \infty.
\]

Set \( W(\zeta) : = \tilde{U}(\zeta) \text{diag}(e^{-\frac{i\nu \phi_3}{2}}, 1), \) then we have

\[
W_+(\zeta) = W_-(\zeta) \begin{bmatrix} 2 & 1 & 0 \\ 1 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix},
\]
whose jump is independent with $\zeta$, thus $W(\zeta)\zeta W(\zeta)^{-1}$ is an entire function in the whole $\zeta$ plane. With the ansatz when $\zeta \to \infty$, we have

\[
W(\zeta) = \begin{bmatrix}
-\ic\zeta & r & 0 \\
s & \ic\zeta & 0 \\
0 & 0 & 0
\end{bmatrix} W(\zeta),
\]

which indicates

\[
\begin{align*}
w_{11,22}^+ &= \left(-\zeta^2 - i + rs\right)w_{11}^+ , \\
w_{22,33}^+ &= \left(-\zeta^2 + i + rs\right)w_{22}^+ , \\
w_{33,33}^+ &= 0.
\end{align*}
\]

Next, we give the solutions of Eq. (D.59) with the parabolic cylinder functions. Set $t = \sqrt{2}e^{-\frac{1}{4}\pi \zeta}$, when $\text{Im}(\zeta) > 0$, the first equation in Eq. (D.59) changes into

\[
w_{11,11}^+ + \left(1 + \frac{2}{4} + \frac{ir}{2} \right)w_{11} = 0,
\]

which is a standard parabolic cylinder function, whose solution is

\[
w_{11}^+ = C_1 D_a \left(\sqrt{2}e^{-\frac{1}{4}\pi \zeta}\right) + C_2 D_a \left(-\sqrt{2}e^{-\frac{1}{4}\pi \zeta}\right),
\]

where $a = \frac{irs}{2}$. From \[\ref{15}, when $\zeta \to \infty$, the asymptotic behavior of $D_a(\zeta)$ is

\[
D_a(\zeta) = \zeta^a e^{-\frac{1}{4}\pi \zeta} \left(1 + O(\zeta^{-2})\right), \quad |\arg \zeta| < \frac{3\pi}{4},
\]

\[
D_a(\zeta) = \zeta^a e^{-\frac{1}{4}\pi \zeta} \left(1 + O(\zeta^{-2})\right) - \sqrt{\frac{2\pi}{\Gamma(-a)}} e^{a\pi \zeta - a - \frac{1}{4}\pi \zeta} \left(1 + O(\zeta^{-2})\right), \quad \frac{\pi}{4} < |\arg \zeta| < \frac{5\pi}{4},
\]

\[
D_a(\zeta) = \zeta^a e^{-\frac{1}{4}\pi \zeta} \left(1 + O(\zeta^{-2})\right) - \sqrt{\frac{2\pi}{\Gamma(-a)}} e^{-a\pi \zeta - a - \frac{1}{4}\pi \zeta} \left(1 + O(\zeta^{-2})\right), \quad -\frac{5\pi}{4} < \arg \zeta < -\frac{\pi}{4}.
\]

With this asymptotic behavior, we know $a = -ip$ and $c_1 = \sqrt{2}e^{\frac{\pi}{4}p}$, so

\[
w_{11}^+ = \left(\sqrt{2}\right)^i e^{\frac{\pi}{4}p} D_a(\sqrt{2}e^{-\frac{1}{4}\pi \zeta}).
\]

Similarly, we can also calculate the other terms

\[
\begin{align*}
w_{22}^+ &= \left(\sqrt{2}\right)^{-ip} e^{-\frac{\pi}{2}p} D_{-a} \left(\sqrt{2}e^{-\frac{1}{4}\pi \zeta}\right), \\
w_{11}^- &= \left(\sqrt{2}\right)^{ip} e^{-\frac{\pi}{2}p} D_{-a} \left(\sqrt{2}e^{\frac{3}{4}\pi \zeta}\right), \\
w_{22}^- &= \left(\sqrt{2}\right)^{-ip} e^{\frac{3}{2}p} D_{-a} \left(\sqrt{2}e^{\frac{3}{4}\pi \zeta}\right), \\
w_{33}^+ &= 1, \quad w_{13}^+ = w_{31}^+ = w_{23}^+ = w_{32}^+ = 0.
\end{align*}
\]

Next, we should determine $r$ and $s$. From the relation Eq. (D.57), we know

\[
w_{11}^- w_{21}^+ - w_{11}^+ w_{21}^- = 1, \quad w_{22}^- w_{12}^+ - w_{12}^+ w_{22}^- = 1,
\]

\[
w_{33}^- w_{23}^+ - w_{23}^+ w_{33}^- = 1, \quad w_{33}^+ w_{23}^- - w_{23}^- w_{33}^+ = 1.
\]
which indicates

\[
    r = (\sqrt{2})^{2i^{p}} \exp \frac{z}{\pi} \left[ D_{a} \left( \sqrt{2e^\pi \zeta} \right) \frac{d}{d\zeta} D_{a} \left( \sqrt{2e^{-\pi i \zeta}} \right) - D_{a} \left( \sqrt{2e^{-\pi i \zeta}} \right) \frac{d}{d\zeta} D_{a} \left( \sqrt{2e^{\pi i \zeta}} \right) \right],
\]

\[
    s = (\sqrt{2})^{-2i^{p}} \exp \frac{z}{\pi} \left[ D_{-a} \left( \sqrt{2e^\pi \zeta} \right) \frac{d}{d\zeta} D_{-a} \left( \sqrt{2e^{-\pi i \zeta}} \right) - D_{-a} \left( \sqrt{2e^{-\pi i \zeta}} \right) \frac{d}{d\zeta} D_{-a} \left( \sqrt{2e^{\pi i \zeta}} \right) \right],
\]

(D.65)

\[
    r = (\sqrt{2})^{2i^{p}} \exp \frac{z}{\pi} \left[ D_{a} \left( \sqrt{2e^\pi \zeta} \right), D_{a} \left( -\sqrt{2e^{\pi i \zeta}} \right) \right],
\]

\[
    s = - (\sqrt{2})^{-2i^{p}} \exp \frac{z}{\pi} \left[ D_{-a} \left( \sqrt{2e^{-\pi i \zeta}} \right), D_{-a} \left( -\sqrt{2e^{-\pi i \zeta}} \right) \right],
\]

where \( W[f, g] = fg' - f'g \) is the Wronskian determinant. Throughout the properties \( W[D_{a}(\zeta), D_{a}(\xi)] = \frac{\sqrt{2\pi}}{\Gamma(-\eta)} \), we have

\[
    r = 2^{\frac{5}{4}} e^{\frac{i\ln(2)^2}{2\pi}} \sqrt{\pi} e^{\pi i} \left( \Gamma \left( \frac{1}{2} - \frac{i\ln(2)}{2\pi} \right) \right)^{-1},
\]

\[
    s = -2^{\frac{5}{4}} e^{-\frac{i\ln(2)^2}{2\pi}} \sqrt{\pi} e^{-\pi i} \left( \Gamma \left( \frac{1}{2} - \frac{i\ln(2)}{2\pi} \right) \right)^{-1}.
\]

By the properties of complex \( \Gamma \) function, we have \( r = \sqrt{\frac{\ln(2)}{\pi} e^{\frac{i\ln(2)^2}{2\pi}} 1 - \arg(\Gamma(i\ln(2)))} |r| = \sqrt{\frac{\ln(2)}{\pi}}, s = -r^{*} \). Based on the definition of \( U(\zeta) \), we can construct the inner parametrix at \( z = a, b \). Set \( D_{\zeta}(\delta) \) be a disk centered at \( \zeta \) with the radius \( \delta \), when \( \delta \) is small, we can define the following inner parametrix

(D.67) \[
    \hat{R}^{a}(z; \chi, v) := \text{diag} \left( e^{-i\chi^{1/2} \theta(a \psi) \tilde{\phi}_{3}^{2} \tilde{\phi}_{3}}, 1 \right) \text{diag} \left( \chi^{-i\tilde{\phi}_{3}}, 1 \right) H^{a}(z; v) \left( \chi^{1/4} f_{a} \right) \sqrt{\zeta}, z \in D_{\zeta}(\delta),
\]

\[
    \hat{R}^{b}(z; \chi, v) := e^{-i\chi^{1/2} \theta(b \psi) \psi_{3}^{2} \chi \tilde{\phi}_{3}^{2}} H^{b}(z; v) \left( \chi^{1/4} f_{b} \right) \text{diag} \left( e^{i\chi^{1/2} \theta(b \psi) \tilde{\phi}_{3}^{2} \tilde{\phi}_{3}}, 1 \right), z \in D_{\zeta}(\delta),
\]

thus we have an estimate to the \( \hat{R}^{a}(z; \chi, v) \hat{R}^{-1}(z; \chi, v) \) and \( \hat{R}^{b}(z; \chi, v) \hat{R}^{-1}(z; \chi, v) \),

(D.68) \[
    \hat{R}^{a}(z; \chi, v) (\hat{R}^{out}(z; \chi, v))^{-1} = \text{diag} \left( e^{-i\chi^{1/2} \theta(a \psi) \tilde{\phi}_{3}^{2} \tilde{\phi}_{3}}, 1 \right) \text{diag} \left( \chi^{-i\tilde{\phi}_{3}}, 1 \right) H^{a}(z; v) \left( \chi^{1/4} f_{a} \right) \sqrt{\zeta}, \zeta \in \partial D_{\zeta}(\delta),
\]

\[
    \hat{R}^{b}(z; \chi, v) (\hat{R}^{out}(z; \chi, v))^{-1} = \text{diag} \left( e^{-i\chi^{1/2} \theta(b \psi) \psi_{3}^{2} \chi \tilde{\phi}_{3}^{2}}, 1 \right) \text{diag} \left( \chi^{i\tilde{\phi}_{3}} \tilde{\phi}_{3}, 1 \right) H^{b}(z; v) \left( \chi^{1/4} f_{b} \right) \sqrt{\zeta}, \zeta \in \partial D_{\zeta}(\delta).
\]

Thus the global parametrix for \( R(z; \chi, v) \) is given by

(D.69) \[
    \hat{R}(z; \chi, v) := \begin{cases} 
    \hat{R}^{a}(z; \chi, v), & z \in D_{\zeta}(\delta) \\
    \hat{R}^{b}(z; \chi, v), & z \in D_{\zeta}(\delta) \\
    \hat{R}^{out}(z; \chi, v), & z \in C \setminus (I \cup D_{\zeta}(\delta) \cup D_{\zeta}(\delta))
    \end{cases}
\]

### D.2 Error Analysis

After constructing the global parametrix \( \hat{R}(z; \chi, v) \) to \( R(z; \chi, v) \), we can analyze the error between these two matrices, which is defined as

(D.70) \[
    F(z; \chi, v) := R(z; \chi, v) \hat{R}(z; \chi, v)^{-1}.
\]
Set the jump contour about $F(z; χ, v)$ to $Σ_F$. Due to $R(z; χ, v)$ has three different definitions on three different domains, we should give the error analysis with this three cases. In the neighbourhood of $D_a(δ)$ and $D_b(δ)$, $R(z; χ, v)$ and $R(z; χ, v)$ satisfy the same jump matrices, so $F(z; χ, v)$ has no jump in these two domains. In the outer domain, the jump becomes

$$V^F(z; χ, v) = F_+(z; χ, v)^{-1}F_+(z; χ, v) = R(z; χ, v)R_-(z; χ, v)R_+(z; χ, v)R(z; χ, v)^{-1},$$

from the jump matrices in Eq.(D.58), we have

$$∥V^F(z; χ, v) - I∥_{z ∈ Σ_F\{(∂D_a∪∂D_b)} = O(e^{-χ^{1/2}K(χ)}).$$

Additionally, $F(z; χ, v)$ is nonanalytic in the boundary of $D_a(δ)$ and $D_b(δ)$, the jump condition becomes

$$V^F(z; χ, v) = R^a(z; χ, v)R^{out}(z; χ, v)^{-1}, \quad z ∈ ∂D_a,$$

$$V^F(z; χ, v) = R^b(z; χ, v)R^{out}(z; χ, v)^{-1}, \quad z ∈ ∂D_b,$

which is the Eq.(D.68). With the asymptotic expression in Eq.(D.56), we know

$$∥V^F(z; χ, v) - I∥_{z ∈ ∂D_a∪∂D_b} = O(χ^{-1/4}).$$

Lastly, we will give the asymptotic expression to $q(χ, τ)$. The starting point is analyzing jump matrix in Eq.(D.70). As we have given the estimation to $V^F(z; χ, v) - I$ in the jump contour, which is useful to the later calculation. From Eq.(D.70), we have

$$F_+(z; χ, v) = F_-(z; χ, v)V^F(z; χ, v), \quad z ∈ Σ_F.$$

As to this matrix-type RHP, we use the general Plemelj formula to give its solution. So we should rewrite Eq.(D.75) to another form:

$$F_+(z; χ, v) - F_-(z; χ, v) = F_-(z; χ, v)\left(V^F(z; χ, v) - I\right),$$

so the solution of $F(z; χ, v)$ is given by

$$F(z; χ, v) = I + \frac{1}{2πi} \int_{Σ_F} \frac{F_-(z'; χ, v)}{z' - z} (V^F(z'; χ, v) - I) dz'.$$

$$= I + \frac{1}{2πi} \int_{∂D_a∪∂D_b} \frac{F_-(z'; χ, v)}{z' - z} (V^F(z'; χ, v) - I) dz'$$

$$+ \frac{1}{2πi} \int_{Σ_F\{(∂D_a∪∂D_b)} \frac{F_-(z'; χ, v)}{z' - z} (V^F(z'; χ, v) - I) dz'.$$

To get the potential $q(χ, τ)$, we should make a series expansion to $F(z; χ, v)$ when $z → ∞$, thus Eq.(D.77) changes into

$$F(z; χ, v) = \sum_{l=1}^{∞} \frac{1}{2πi} z^{-l} \int_{∂D_a∪∂D_b} \frac{F_-(z'; χ, v)}{z' - z} (V^F(z'; χ, v) - I) (z')^{-l-1} dz'$$

$$- \sum_{l=1}^{∞} \frac{1}{2πi} z^{-l} \int_{Σ_F\{(∂D_a∪∂D_b)} \frac{F_-(z'; χ, v)}{z' - z} (V^F(z'; χ, v) - I) (z')^{-l-1} dz'.$$

By the expansion of series, we will establish the relation between the potential $q(χ, τ)$ and the matrix $F(z; χ, v)$. Combining with several transformations, we get

$$q(χ, τ) = 2 \lim_{z → ∞} z^{-1/2} \left(Q_H S(z; χ, v)Q_H^{-1}\right)_{12} (z; χ, v)$$

$$= 2 \lim_{z → ∞} z^{-1/2} \left(Q_H R(z; χ, v)Q_H^{-1}\right)_{12}$$

$$= 2 \lim_{z → ∞} z^{-1/2} \left(Q_H F(z; χ, v)R(z; χ, v)Q_H^{-1}\right)_{12}.$$
From Eq. (D.78), we know

\begin{equation}
q_1(\chi, \chi, \chi) = -\frac{1}{\pi i \chi^{1/2}} \epsilon_1^* \int_{\partial D_a \cup \partial D_b} V_{12}^F(z', \chi, \chi) dz' + O(\chi^{-1})
\end{equation}

\begin{equation}
= -\frac{1}{\pi i \chi^{1/2}} \epsilon_1^* \int_{\partial D_a} \frac{i}{2} e^{-2i \chi^{1/2} \bar{\theta}(a; v)} \chi^{-1} \chi^{2i} \frac{z' - a(v)}{f_a(z')} 2ip \left( \frac{z' - a(v)}{f_a(z')} \right)^{2ip} \frac{1}{\zeta_a(z')} dz'
\end{equation}

\begin{equation}
-\frac{1}{\pi i \chi^{1/2}} \epsilon_1^* \int_{\partial D_b} \frac{i}{2} e^{-2i \chi^{1/2} \bar{\theta}(b; v)} \chi^{2i} \frac{z' - a(v)}{f_b(z')} 2ip \left( \frac{f_b(z')}{z' - b(v)} \right)^{2ip} \frac{1}{\zeta_b(z')} dz' + O(\chi^{-1}).
\end{equation}

Through the definition of \( f_a(z; v) \) and \( f_b(z; v) \), we have

\begin{equation}
f'_a(a(v); v) = -\sqrt{-\bar{\theta}''(a(v); v)}, \quad f'_b(b(v); v) = \sqrt{\bar{\theta}''(b(v); v)},
\end{equation}

then Eq. (D.80) changes into Eq. (185).

\section*{E Appendix E: The asymptotic analysis to \( \hat{Q}_{f,n}(\lambda; X, T) \) and \( \hat{Q}_n(z; \tau, \omega) \)}

From the jump matrix about the \( \hat{Q}_{f,n}(\lambda; X, T) \) and \( \hat{Q}_n(z; \tau, \omega) \), we can see that they satisfy the same type jump condition. Thus we only give the parametrix construction to the \( \hat{Q}_{f,n}(\lambda; X, T) \), the other one can be derived similarly. Based on the framework in [7], from the jump condition Eq. (135), the outer parametrix \( \hat{Q}_{f,n}^{\text{out}} \) can be set as

\begin{equation}
\hat{Q}_{f,n}^{\text{out}}(\lambda; X, T) = K(\lambda; X, T) \text{diag} \left( \left( \frac{\lambda - \lambda_c}{\lambda - \lambda_d} \right)^{i\varphi_3}, 1 \right), \quad p = \frac{\log(2)}{2\pi}.
\end{equation}

Suppose \( K(\lambda; X, T) \) is bounded in the neighbourhood of \( \lambda = \lambda_c, \lambda_d \), and it is analytic for \( \lambda \in \mathbb{C} \setminus (\Sigma_u \cup \Sigma_d) \). To match the jump condition on the contour \( \lambda \in \Sigma_u \cup \Sigma_d \), then \( K(\lambda; X, T) \) satisfies

\begin{equation}
K_+(\lambda; X, T) = K_-(\lambda; X, T) \text{diag} \left( \left( \frac{\lambda - \lambda_c}{\lambda - \lambda_d} \right)^{i\varphi_3}, 1 \right) \left[ \begin{array}{ccc} 0 & e^{N\Omega_0} & 0 \\ -e^{-N\Omega_0} & 0 & 0 \\ 0 & 0 & 1 \end{array} \right], \quad \lambda \in \Sigma_u \cup \Sigma_d.
\end{equation}

To solve \( K(\lambda; X, T) \), we introduce a new function \( k(\lambda; X, T) \), which satisfies the following condition when \( \lambda \in \Sigma_u \cup \Sigma_d \):

\begin{equation}
k_+(\lambda; X, T) + k_-(\lambda; X, T) = 2ip \log \left( \frac{\lambda - \lambda_c}{\lambda - \lambda_d} \right) + i\mu(X, T), \quad \mu(X, T) = 2p \int_{\lambda_c}^{\lambda_d} \frac{1}{R(s)} ds,
\end{equation}

where \( R(\lambda) \) is defined in Eq. (123). With a generalized residue theorem, we know \( k(\lambda; X, T) \) equals to

\begin{equation}
k = ip \log \left( \frac{\lambda - \lambda_c}{\lambda - \lambda_d} \right) + ipR(\lambda) \int_{\lambda_c}^{\lambda_d} \frac{ds}{R(s)(s - \lambda)} + \frac{i\mu(X, T)}{2}.
\end{equation}

Set \( K(\lambda; X, T) = J(\lambda; X, T) \text{diag} \left( e^{-k(\lambda; X, T)\varphi_3}, 1 \right) \), then the jump of \( J(\lambda; X, T) \) changes into

\begin{equation}
J_+(\lambda; X, T) = J_-(\lambda; X, T) \left[ \begin{array}{ccc} 0 & e^{N\Omega_0 - i\mu(X, T)} & 0 \\ -e^{-N\Omega_0 + i\mu(X, T)} & 0 & 0 \\ 0 & 0 & 1 \end{array} \right], \quad \lambda \in \Sigma_u \cup \Sigma_d.
\end{equation}
By the linear algebra, the above Riemann-Hilbert problem \( J(\lambda; X, T) \) can be solved as

\[
\text{(E.77)} \quad J(\lambda; X, T) = \text{diag} \left( e^{-\frac{\lambda - a_n}{\lambda - a_n} \phi_3/4}, 1 \right) C \text{diag} \left( e^{-\frac{\lambda - a_n}{\lambda - a_n} \phi_3}, 1 \right)
\]

\[
C := \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 & 0 \\
0 & i & -i \\
0 & 0 & 1 \end{bmatrix}.
\]

Therefore, the outer parametrix \( \hat{Q}^{\text{out}}_{f,n}(\lambda; X, T) \) converts into

\[
\text{(E.88)} \quad \hat{Q}^{\text{out}}_{f,n} = J(\lambda; X, T) \text{diag} \left( e^{-\frac{k(\lambda; X, T) \phi_3/2}, 1} \right) \text{diag} \left( \frac{\lambda - \lambda_c}{\lambda - \lambda_d}, 1 \right).
\]

Obviously, \( \hat{Q}^{\text{out}}_{f,n} \) satisfies the same jump condition as \( Q_{f,n} \) when \( \lambda \in \Sigma_u \cup \Sigma_d \cup \Sigma_i \). But in the end points, \( \lambda = \lambda_c, \lambda_d, a_n, a_n' \), the outer parametrix has singularities, so we should give an inner parametrix on a small neighborhood of these points, which are shown in the next subsection.

### E.1 Inner parametrix construction near \( \lambda_c \) and \( \lambda_d \)

During the calculation, we know \( \lambda_c \) and \( \lambda_d \) are two critical points of \( h(\lambda; X, T) \). Similar to the inner parametrix in Eq. (D.49), we also set a conformal mapping between \( f_{\lambda_c}, f_{\lambda_d} \) and \( h(\lambda; X, T) \). To simplify the calculation, we set \( \hat{h}(\lambda; X, T) = ih(\lambda; X, T)/2 \), then the corresponding mapping is

\[
\text{(E.89)} \quad f_{\lambda_c}(\lambda; X, T)^2 = 2 \left( \hat{h}_{\lambda_c}(X, T) - \hat{h}_-(\lambda; X, T) \right),
\]

\[
f_{\lambda_d}(\lambda; X, T)^2 = 2 \left( \hat{h}(\lambda; X, T) - \hat{h}_{\lambda_d}(X, T) \right),
\]

where \( \hat{h}_{\lambda_c}, \hat{h}_{\lambda_d} \) indicates the value at \( \lambda = \lambda_c, \lambda = \lambda_d \). Set \( \zeta_{\lambda_c} = N^{1/2} f_{\lambda_c} \), \( \zeta_{\lambda_d} = N^{1/2} f_{\lambda_d} \), then we also have

\[
\text{(E.90)} \quad f'_{\lambda_c}(\lambda_c; X, T)^2 = -\hat{h}''(\lambda_c, X, T) > 0, \quad f'_{\lambda_d}(\lambda_d; X, T)^2 = \hat{h}''(\lambda_d; X, T) > 0.
\]

Due to jump condition when \( \lambda \in \Sigma_u \cup \Sigma_d \) in the neighborhood of \( \lambda_c \), the piecewise matrix will be a little difference with Eq. (D.50), which changes into

\[
\text{(E.91)} \quad U_{\lambda_c}(\xi) = \begin{cases}
\begin{bmatrix} i\sigma_2 & 0 \\
0 & 1 \end{bmatrix}^{-1} \text{diag} \left( e^{iN\hat{h}_{\lambda_c} \phi_3/2}, 1 \right) \text{diag} \left( i, -i, 1 \right) \hat{Q}_{f,n}(\lambda; X, T) \text{diag} \left( i, -i, 1 \right), & \lambda \in D_{\lambda_c}-(\delta), \\
\begin{bmatrix} i\sigma_2 & 0 \\
0 & 1 \end{bmatrix}^{-1} \text{diag} \left( e^{-iN\hat{h}_{\lambda_c} \phi_3/2}, 1 \right) \text{diag} \left( i, -i, 1 \right) \hat{Q}_{f,n}(\lambda; X, T) \begin{bmatrix} 0 & e^{N\Omega_n} \\
e^{-N\Omega_n} & 0 & 0 \end{bmatrix}, & \lambda \in D_{\lambda_c}+(\delta)
\end{cases}
\]

\[
U_{\lambda_d}(\xi) = \text{diag} \left( e^{iN\hat{h}_{\lambda_d} \phi_3} \right) \hat{Q}_{f,n}(\lambda; X, T) \text{diag} \left( e^{-iN\hat{h}_{\lambda_d} \phi_3}, 1 \right), & \lambda \in D_{\lambda_d}-(\delta).
\]
In view of this definition, we can set the inner parametrix in the neighborhood of $\lambda_c$ and $\lambda_d$ to match the original jump condition. That is

\[
\mathbf{Q}^\lambda_{f,n} := \begin{cases}
K_-(\lambda; X, T) \text{diag} \left( e^{-i N \hat{n}_a \phi_3}, 1 \right) \text{diag} \left( N^{-1/2} \hat{\phi}_3, 1 \right) \mathbf{H}^\lambda_c(\lambda) \mathbf{U}(N^{1/2} f_{\lambda c}) & \lambda \in D_{\lambda_c}(\delta), \\
\left[ i \sigma_2 0 \begin{array}{c} 0 1 \end{array} \right]^{-1} \text{diag} \left( e^{i N \hat{n}_p \phi_3}, 1 \right) \text{diag} \left( -i, -i, 1 \right) & \lambda \in D_{\lambda_c}(\delta),
\end{cases}
\]

(E.92)

\[
\mathbf{Q}^\lambda_{f,n} := \mathbf{K}_-(\lambda; X, T) \text{diag} \left( e^{-i N \hat{n}_a \phi_3}, 1 \right) \text{diag} \left( N^{-1/2} \hat{\phi}_3, 1 \right) \mathbf{H}^\lambda_c(\lambda) \mathbf{U}(N^{1/2} f_{\lambda c})
\]

(E.93)

Thus we give this formula in this case

\[
\mathbf{Q}^\lambda_{f,n}(\lambda; X, T) \left( \mathbf{Q}^\text{out}_{f,n}(\lambda; X, T) \right)^{-1} = \mathbf{Y}^\lambda_c(\lambda; X, T) \mathbf{U}(\zeta_{\lambda c}) \text{diag} \left( \zeta_{\lambda c}^{j \phi_3}, 1 \right) \mathbf{Y}^\lambda_c(\lambda; X, T)^{-1},
\]

(E.94)


where

\[
\mathbf{Y}^\lambda_c(\lambda; X, T) := \mathbf{K}_-(\lambda; X, T) \text{diag} \left( N^{-1/2} \hat{\phi}_3, 1 \right) \text{diag} \left( e^{-i N \hat{n}_a \phi_3}, 1 \right) \mathbf{H}^\lambda_c(\lambda; X, T),
\]

(E.95)

\[
\mathbf{Y}^\lambda_d(\lambda; X, T) := \mathbf{K}(\lambda; X, T) \text{diag} \left( N^{-1/2} \hat{\phi}_3, 1 \right) \text{diag} \left( e^{-i N \hat{n}_a \phi_3}, 1 \right) \mathbf{H}^\lambda_d(\lambda; X, T).
\]

(E.96)

### E.2 Inner parametrix in the neighborhood of $a_n$ and $a^*_n$

Based on the idea in [9], the parametrices can be constructed with the Airy function when $\lambda$ is in the neighborhood of $a_n$ and $a^*_n$. And the leading error lies in the boundary $\partial D_{a_n}$ and $\partial D_{a^*_n}$, and they satisfy the following condition

\[
\sup_{\lambda \in \partial D_{a_n}} \| \mathbf{Q}^\lambda_{f,n}(\lambda; X, T) \mathbf{Q}^\text{out}_{f,n}(\lambda; X, T) - \mathbf{I} \| = \mathcal{O}(N^{-1}),
\]

(E.97)

Then the global parametrix $\mathbf{Q}_{f,n}(\lambda; X, T)$ can be given by

\[
\mathbf{Q}_{f,n}(\lambda; X, T) := \begin{cases}
\mathbf{Q}^\lambda_{f,n}(\lambda; X, T), & \lambda \in D_{\lambda_c}(\delta), \\
\mathbf{Q}^\lambda_{f,n}(\lambda; X, T), & \lambda \in D_{\lambda_c}(\delta), \\
\mathbf{Q}^\lambda_{f,n}(\lambda; X, T), & \lambda \in D_{a_n}(\delta), \\
\mathbf{Q}^\lambda_{f,n}(\lambda; X, T), & \lambda \in D_{a^*_n}(\delta), \\
\mathbf{Q}^\text{out}_{f,n}(\lambda; X, T), & \lambda \in \mathbb{C} \setminus \left( \mathfrak{S}_\lambda \cup \mathfrak{S}_d \cup I \cup D_{\lambda_c}(\delta) \cup D_{\lambda_c}(\delta) \cup D_{a_n}(\delta) \cup D_{a^*_n}(\delta) \right).
\end{cases}
\]
E.3 Error analysis

To give the leading order in the non-oscillatory region, we begin to analyze the error between the global parametrix \( \tilde{Q}_{f,n}(\lambda; X, T) \) and the matrix \( \hat{Q}_{f,n}(\lambda; X, T) \). Define the following error term

\[
F_{f,n}(\lambda; X, T) := \hat{Q}_{f,n}(\lambda; X, T) \hat{Q}_{f,n}(\lambda; X, T)^{-1}.
\]

Similar to the analysis in Eq. \( \text{(D.71)} \), in the outer domain, the jump of \( V_{f,n}^F(\lambda; X, T) \) changes into

\[
V_{f,n}^F = \hat{Q}_{f,n}(\lambda; X, T) \hat{Q}_{f,n;+}(\lambda; X, T) \hat{Q}_{f,n}^\ast(\lambda; X, T) = \hat{Q}_{f,n}(\lambda; X, T)^{-1}.
\]

Set the jump about \( F_{f,n}(\lambda; X, T) \) as \( \Sigma_{f,n} \). In the outer domain, there exist a positive constant \( \nu \) such that

\[
\|V_{f,n}^F(\lambda; X, T) - I\|_{\lambda \in \Sigma_{f,n}} \leq C e^{-\nu N}.
\]

And in the boundary of \( \partial D_{\lambda_c}, \partial D_{\lambda_d}, \partial D_{a_n} \) and \( \partial D_{a_n} \), the jump condition becomes

\[
V_{f,n}^F = \hat{Q}_{f,n}(\lambda; X, T) \left( \hat{Q}_{f,n}^\ast(\lambda; X, T)^{-1} \right).
\]

With the aid of idea in \( \text{(D)} \), when \( \lambda \in \partial D_{a_n}(\delta) \cup \partial D_{a_n}(\delta) \), \( V_{f,n}^F - I = O(N^{-1}) \), and in the boundary of \( D_{\lambda_c}(\delta) \) and \( D_{\lambda_d}(\delta) \), we have \( V^F - I = O(N^{-1/2}) \). Thus the leading order error appears in the boundary of \( D_{\lambda_c}(\delta) \) and \( D_{\lambda_d}(\delta) \), we only need to give this error, which is shown in the next subsection.

E.4 Asymptotics in the non-oscillatory region

For \( (X, T) \) lie in non-oscillatory region, the leading order term changes into

\[
q_i(X, T) = \lim_{\lambda \rightarrow \infty} 2c_i^\ast \lambda \left( \tilde{N}_{f,n} \right)_{12} = \lim_{\lambda \rightarrow \infty} 2c_i^\ast \lambda \left( \tilde{Q}_{f,n} e^{-N_q(\lambda)} \right)_{12} = \lim_{\lambda \rightarrow \infty} 2c_i \lambda \left( F_{f,n,11} \tilde{Q}_{f,n,12}^\ast + F_{f,n,12} \right), \quad (i = 1, 2).
\]

From the expression of Eq. \( \text{(E.88)} \), the first term of Eq. \( \text{(E.101)} \) can be given as

\[
\lim_{\lambda \rightarrow \infty} 2c_i^\ast \lambda F_{f,n,11} \tilde{Q}_{f,n,12}^\ast = -c_i^\ast \text{Im}(a_n) e^{N\Omega_n - i\mu}.
\]

The calculation to the second term is similar to the Appendix \( \text{D} \) and the algebraic decay term is

\[
\lim_{\lambda \rightarrow \infty} 2c_i^\ast \lambda F_{f,n,12} = -\frac{1}{\pi i} c_i^\ast \int_{\partial D_{\lambda_c} \cup \partial D_{\lambda_d}} V_{f,n,12}^F(\lambda') d\lambda' + O(N^{-1}).
\]

From the definition of Eq. \( \text{(E.93)} \), we know

\[
V_{f,n,12}^F = \frac{i}{2N^{1/2} f_{\lambda_c}} e^{2k_e + 2iN_{\lambda_e} \cdot N^{-i\mu} (\lambda - \lambda_d)^{2\mu} \left( \frac{\lambda - \lambda_c}{f_{\lambda_c}} \right)^{-2\mu}} f_{-12}^r,
\]

\[
\quad + \frac{i}{2N^{1/2} f_{\lambda_c}} e^{-2k_e - 2iN_{\lambda_e} \cdot N^{-i\mu} (\lambda - \lambda_d)^{2\mu} \left( \frac{\lambda - \lambda_c}{f_{\lambda_c}} \right)^{-2\mu}} f_{-11}^s, \quad \lambda \in \partial D_{\lambda_c}(\delta),
\]

\[
V_{f,n,12}^F = -\frac{i}{2N^{1/2} f_{\lambda_d}} e^{-2k_e - 2iN_{\lambda_d} \cdot N^{-i\mu} (\lambda - \lambda_c)^{2\mu} \left( \frac{\lambda - \lambda_d}{f_{\lambda_d}} \right)^{-2\mu}} f_{11}^r,
\]

\[
\quad - \frac{i}{2N^{1/2} f_{\lambda_d}} e^{2k_e + 2iN_{\lambda_d} \cdot N^{-i\mu} (\lambda - \lambda_c)^{2\mu} \left( \frac{\lambda - \lambda_d}{f_{\lambda_d}} \right)^{-2\mu}} f_{12}^s, \quad \lambda \in \partial D_{\lambda_d}(\delta).
\]
Thus the last result is

\begin{equation}
- \frac{1}{i\pi} c^\dagger \int_{\partial D_{\lambda c} \cup \partial D_{\lambda d}} V^F_{f, n, 12}(\lambda') d\lambda' \\
= - ic^\dagger \left( \frac{e^{-2k^2(\lambda_c) + 2iN\tilde{h}_{\lambda c}}}{N^{1/2} \sqrt{\tilde{h}'(\lambda_c)}} N^{-i\rho}(\lambda_c - \lambda_c)^{2i\rho} \left( \sqrt{-\tilde{h}''(\lambda_c)} \right)^{-2i\rho} \int_{-2, 12} (\lambda_c) r \right) \\
- ic^\dagger \left( \frac{e^{-2k^2(\lambda_c) + 2iN\tilde{h}_{\lambda d}}}{N^{1/2} \sqrt{\tilde{h}'(\lambda_d)}} N^{-i\rho}(\lambda_d - \lambda_c)^{2i\rho} \left( \sqrt{-\tilde{h}''(\lambda_c)} \right)^{-2i\rho} \int_{-2, 11} (\lambda_c) s \right) \\
- ic^\dagger \left( \frac{e^{-2k^2(\lambda_d) + 2iN\tilde{h}_{\lambda d}}}{N^{1/2} \sqrt{\tilde{h}'(\lambda_d)}} N^{-i\rho}(\lambda_d - \lambda_c)^{2i\rho} \left( \sqrt{-\tilde{h}''(\lambda_d)} \right)^{-2i\rho} \int_{12} (\lambda_d) s \right) + O(N^{-1}).
\end{equation}

Moreover, together the above equation and the main leading order Eq. (E.102), we know the asymptotics in the non-oscillatory region changes into Eq. (23), which completes this calculation.
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