This paper studies bulk–surface splitting methods of first order for (semi-linear) parabolic partial differential equations with dynamic boundary conditions. The proposed Lie splitting scheme is based on a reformulation of the problem as a coupled partial differential–algebraic equation system, i.e., the boundary conditions are considered as a second dynamic equation which is coupled to the bulk problem. The splitting approach is combined with bulk–surface finite elements and an implicit Euler discretization of the two subsystems. We prove first-order convergence of the resulting fully discrete scheme in the presence of a weak CFL condition of the form \( \tau \leq ch \) for some constant \( c > 0 \). The convergence is also illustrated numerically using dynamic boundary conditions of Allen–Cahn-type.
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1. **Introduction**

This paper is devoted to the construction and analysis of a splitting method for parabolic initial-boundary value problems with dynamic boundary conditions. The aim of such a splitting method is to decouple bulk and surface dynamics, which is of particular interest for nonlinear or highly oscillatory boundary conditions. Analytical and modelling aspects of parabolic problems with dynamic boundary conditions have been studied extensively in recent years; see, e.g., Cavaterra et al. (2010); Coclite et al. (2009); Colli & Fukao (2015); Engel & Fragnelli (2005); Favini et al. (2002); Gal (2008); Gal & Grasselli (2008); Goldstein (2003); Goldstein et al. (2011); Kenzler et al. (2001); Liero (2013); Racke & Zheng (2003);
The numerical analysis of parabolic problems with dynamic boundary conditions has started with the work of Fairweather (1979) who proved the first error estimates for (conforming) Galerkin methods for the linear case. For a long time, however, his work went unnoticed in the dynamic boundary conditions community, possibly due to the fact that the term dynamic has not appeared at all in his paper. We refer to Kovács & Lubich (2017) for the numerical analysis of general parabolic problems with dynamic boundary conditions using bulk–surface finite elements, including surface differential operators, semi-linear problems, and time integration. For the analysis and numerical analysis of the corresponding wave-type systems, i.e., wave equations with dynamic boundary conditions see Hipp (2017), and the references therein for theoretical, modelling, and numerical aspects. Numerical methods for corresponding semi-linear systems were considered in Hochbruck & Leibold (2020, 2021).

The main motivation for this paper are the bulk–surface splitting experiments of (Kovács & Lubich, 2017, Sect. 6.3). Therein, two Strang splitting schemes were proposed. Numerical experiments, however, show that both methods suffer from order reduction and give sub-optimal convergence rates, if any, see Figure[1] Corresponding experiments in Section 5.1.1 of this paper further show that the splitting methods are inadequate in the sense that they seem to approximate a perturbed system rather than the exact solution.

In this paper, we propose a novel bulk–surface splitting method of first order. The scheme is derived based on a reformulation of the problem as a coupled partial differential equation system, a so-called partial differential–algebraic equation (PDAE); see Altmann (2019). In the reformulated system, there are two evolution equations for dynamic variables (in the bulk and on the boundary) which are coupled with the help of the trace operator and a Lagrange multiplier. The coupled system is discretized in space using the bulk–surface finite element method; see Elliott & Ranner (2013); Kovács & Lubich (2017). The scheme is then derived using the matrix–vector formulation of the spatial semi-discretization, splitting the resulting differential–algebraic equation (DAE), and eliminating the Lagrange multiplier again. In contrast to the splitting methods introduced in Kovács & Lubich (2017), the proposed Lie splitting scheme also involves the (discrete) time derivatives of the solution. The sub-flows are fully discretized using the backward Euler method. The resulting fully discrete scheme is proved to be convergent of order one. For the convergence proof, we separately prove stability and consistency with the main issue being stability. The key idea of the proof is to rewrite the proposed method as a perturbation of the implicit Euler method applied to the semi-discrete DAE system and consider corresponding energy estimates, testing with the discrete time derivative of the error.

The resulting bulk–surface splitting is of particular interest if the solution oscillates rapidly on the boundary (see Altmann & Verfurth (2021) for an example) or if the boundary conditions are nonlinear. In the latter case, the approach allows, e.g., to solve a linear system in the bulk and a nonlinear system only on the surface. Hence, the dimension of the nonlinear system is reduced significantly.

The paper is outlined as follows. In Section 2 we introduce the problem of interest and discuss different (weak) formulations. Moreover, we recall the existing bulk–surface splitting methods from Kovács & Lubich (2017). The spatial discretization of the system is then analyzed in Section 3. It follows the construction of the novel bulk–surface Lie splitting approach in Section 4. Here, we discuss and motivate the method and prove convergence under the assumption of a weak CFL condition. In Section 5 we validate the theoretical findings by a number of numerical experiments, including dynamic boundary conditions of Allen–Cahn-type. Finally, we give some conclusions in Section 6.
2. Abstract formulations and naive splitting methods

As model problem, we consider parabolic problems in a bounded bulk domain $\Omega \subseteq \mathbb{R}^d$ with dynamic boundary conditions on the boundary $\Gamma := \partial \Omega$. More precisely, we seek for $u : \overline{\Omega} \rightarrow \mathbb{R}$ such that

\begin{align}
\dot{u} - \nabla \cdot (\kappa \nabla u) + \alpha_{\Omega} u &= f_{\Omega}(u) \quad \text{in } \Omega, \\
\dot{u} - \beta \Delta_{\Gamma} u + \delta_{\kappa,n} u + \alpha_{\Gamma} u &= f_{\Gamma}(u) \quad \text{on } \Gamma
\end{align}

(2.1)

with initial condition $u(0) = u^0$. By $n$ we denote the unit normal vector and the corresponding normal derivative reads $\partial_{\kappa,n} u := n \cdot (\kappa \nabla u)$. The Laplace–Beltrami operator is denoted by $\Delta_{\Gamma}$; cf. [Gilbarg & Trudinger, 2001, Ch. 16.1]. For the parameters, we assume $\kappa \in L^\infty(\Omega)$ with $\kappa(x) \geq c_\kappa > 0$ and constants $\alpha_{\Omega}$, $\alpha_{\Gamma} \in \mathbb{R}$ as well as $\beta \geq 0$. Without loss of generality, we further assume $\alpha_{\Omega}, \alpha_{\Gamma} \geq 0$ and hide the terms in the respective nonlinearities otherwise. The boundary condition (2.1b) is called Wentzell boundary condition or locally reacting for $\beta = 0$ and non-local otherwise.

The nonlinearities on the right-hand sides, which are assumed to be sufficiently regular, make the problem semi-linear. We are particularly interested in cases where the bulk and boundary evolution are substantially different.

Before we engage in splitting approaches, we need to discuss abstract formulations of the bulk–surface problem. Here, we consider two different approaches: First, we formulate (2.1) as an abstract parabolic problem. Second, we derive a formulation of (2.1) as a coupled system.

2.1 Formulation as parabolic problem

A general abstract framework for the weak formulation of semi-linear parabolic problems with dynamic boundary conditions was presented in [Kovács & Lubich, 2017, Sect. 2]. The corresponding Gelfand triple $\mathcal{V} \subseteq \mathcal{H} \subseteq \mathcal{V}'$ is given by

$$
\mathcal{V} := \{ v \in H^1(\Omega) \mid \sqrt{\beta} v \in H^1(\Gamma) \}, \quad \mathcal{H} := L^2(\Omega) \times L^2(\Gamma)
$$

with the continuous embedding $u \mapsto (u, \gamma u)$, where $\gamma$ is the usual trace operator. Sometimes, we will abbreviate pairs $(u, \gamma u) \in \mathcal{H}$ by simply writing $u \in \mathcal{H}$.

Next, we define bilinear forms $a : \mathcal{V} \times \mathcal{V} \rightarrow \mathbb{R}$ and $m : \mathcal{H} \times \mathcal{H} \rightarrow \mathbb{R}$. Without writing the trace operator explicitly, they are given by

$$
a(u,v) := \int_{\Omega} \alpha_{\Omega} uv + \kappa \nabla u \cdot \nabla v \, dx + \int_{\Gamma} \alpha_{\Gamma} uv + \beta \nabla_{\Gamma} u \cdot \nabla_{\Gamma} v \, d\sigma,$n
$$
m((u,u_{\Gamma}),(v,v_{\Gamma})) := \int_{\Omega} uv \, dx + \int_{\Gamma} u_{\Gamma} v_{\Gamma} \, d\sigma.
$$

We will also use the bilinear forms separating the bulk and surface integrals, i.e.,

$$
a = a_{\Omega} + a_{\Gamma}, \quad m = m_{\Omega} + m_{\Gamma}.
$$

(2.2)

The weak formulation of (2.1) then reads: Find $u \in C([0,T],\mathcal{H}) \cap L^2([0,T],\mathcal{V})$ such that

$$
m(\dot{u},v) + a(u,v) = m(f(u),v)
$$

holds for any $v \in \mathcal{V}$ and $t \in (0,T]$ and with initial condition $u(0) = u^0$. The right-hand side should be understood as $m(f(u),v) = \int_{\Omega} f_{\Omega}(u)v \, dx + \int_{\Gamma} f_{\Gamma}(\gamma u) \gamma v \, d\sigma$. 


2.2 Splitting methods of Kovács & Lubich (2017)

Two splitting methods for parabolic problems with dynamic boundary conditions were proposed in (Kovács & Lubich, 2017, Sect. 6.3). However, both of these methods suffer from some kind of order reduction. This issue serves as the main motivation for this paper. We briefly recall the two methods: The bulk–surface force splitting in Kovács & Lubich (2017) is defined by splitting the bilinear forms into its bulk and boundary integrals as in (2.2). The bulk–surface component splitting in Kovács & Lubich (2017) is defined by separating the bulk and boundary components of the matrix–vector formulation.

Convergence experiments in Kovács & Lubich (2017) have demonstrated that their error behaviour (in $L^2$ and $H^1$ norms) is not satisfactory. In Figure 1 we present the $L^\infty([0,T],L^2(\Omega;\Gamma))$ norm errors of the splitting schemes. We either observe an order reduction or an $h$-dependency of the involved error constants. We note here, see Kovács & Lubich (2017), that the order reduction in the $H^1(\Omega;\Gamma)$ norm is even more pronounced. Moreover, the schemes may approximate the solution of a perturbed system, see the discussion in Section 5.1.1 for the corresponding Lie splitting schemes.

![Temporal convergence test with errors in $L^\infty([0,T],L^2(\Omega;\Gamma))$ for force (left) and component splitting (right) applied to the Allen–Cahn equation with a double-well potential. The gray dashed reference line indicates order 2. (Image courtesy of the authors of Kovács & Lubich (2017).)](image)

2.3 Formulation as partial differential–algebraic equation

An alternative abstract framework for the weak formulation as coupled system was presented in Altmann (2019). With the introduction of the variable $p := u|\Gamma$, equation (2.1b) can be written as $\dot{p} - \beta \Delta p + \partial_k u + \alpha p = f_\Gamma(p)$ on $\Gamma$. With this, we can interpret (2.1) as two dynamic equations which are coupled through $p = u|\Gamma$. As a result, we introduce function spaces of the form

$$\mathcal{V} := V_u \times V_p, \quad \mathcal{H} := H_u \times H_p,$$
with \( V_u := H^1(\Omega) \) and \( H_p := L^2(\Omega) \) forming a Gelfand triple \( V_u \subseteq H_u \subseteq V'_u \). The function spaces for \( p \) depend on the parameter \( \beta \) and read \( V_p = H^{1/2}(\Gamma) \) if \( \beta = 0 \) and \( V_p = H'(\Gamma) \) otherwise. In both cases we have \( H_p = L^2(\Gamma) \).

**Remark 2.1** For \( \beta = 0 \) also \( V_p = L^2(\Gamma) \) is possible. This simplifies the construction of stable finite element schemes.

For the formulation of the coupling condition, we define \( \mathcal{W} := H^{-1/2}(\Gamma) \) and the operator \( \mathcal{B} : \mathcal{V} \to \mathcal{W}' \) by \( \mathcal{B} [u] := p - u|_\Gamma \in \mathcal{W}' \). Its dual operator is denoted by \( \mathcal{B}' : \mathcal{W} \to \mathcal{V}' \). The coupling condition is enforced by an additional Lagrange multiplier \( \lambda : [0, T] \to \mathcal{W} \). In operator form, this then leads to the PDAE

\[
\begin{align*}
\begin{bmatrix}
\dot{u} \\
\dot{p}
\end{bmatrix} + 
\begin{bmatrix}
\mathcal{K}_\Omega + \alpha_{\Omega} \\
\beta_{,\Gamma} + \alpha_{\Gamma}
\end{bmatrix} 
\begin{bmatrix}
u \\
p
\end{bmatrix} + 
\mathcal{B}' \lambda &= 
\begin{bmatrix}
f_{\Omega}(u) \\
f_{\Gamma}(p)
\end{bmatrix} \quad \text{in } \mathcal{V}', \\
\mathcal{B} 
\begin{bmatrix}
u \\
p
\end{bmatrix} &= 0 \quad \text{in } \mathcal{W}'.
\end{align*}
\] (2.3a)

Here, the differential operators \( \mathcal{K}_\Omega : V_u \to V'_u \) and \( \mathcal{K}_{\Gamma} : V_p \to V'_p \) (for \( \beta > 0 \)) read

\[
\langle \mathcal{K}_\Omega u, v \rangle := \int_{\Omega} \kappa \nabla u \cdot \nabla v \, dx, \quad \langle \mathcal{K}_{\Gamma} p, q \rangle := \int_{\Gamma} \nabla_{\Gamma} p \cdot \nabla_{\Gamma} q \, dx.
\]

Since we now have two dynamic variables, namely \( u \) and \( p \), we have two initial conditions \( u(0) = u^0 \) and \( p(0) = p^0 \).

**Remark 2.2** The connection of the two abstract formulations is given by the fact that \( \mathcal{V} \) is isomorphic to the space \( \text{ker} \mathcal{B} \subseteq \mathcal{V}' \); cf. Wiedemann (2019). This means that, in the first approach, the connection of \( u \) and \( p \) is given a priori in the function space.

The spatial discretization of the coupled system (2.3) is subject of the following section.

### 3. Spatial discretization with bulk–surface finite elements

For the numerical solution we consider a linear finite element method. Following Elliott & Ranner (2013) and Kovács & Lubich (2017), Sect. 3.2.1, we will briefly recall the construction of the discrete domain, the finite element spaces, and the lift operation which can be used to spatially discretize the PDAE (2.3).

#### 3.1 The bulk–surface finite element method

The domain \( \Omega \) is approximated by a triangulation \( \mathcal{T}_h \) with maximal mesh width \( h \). The union of all elements of \( \mathcal{T}_h \) defines the polyhedral domain \( \Omega_h \) whose boundary \( \Gamma_h := \partial \Omega_h \) is an interpolation of \( \Gamma \), i.e., the vertices of \( \Gamma_h \) are on \( \Gamma \). We assume that \( h \) is sufficiently small to ensure that for every point \( x \in \Gamma_h \) there is a unique point \( y \in \Gamma \) such that \( x - y \) is orthogonal to the tangent space \( T_y \Gamma \) of \( \Gamma \) at \( y \). For convergence results, we consider a quasi-uniform family of such triangulations \( \mathcal{T}_h \) of \( \Omega_h \); cf. Elliott & Ranner (2013). For more details we refer to the descriptions in Elliott & Ranner (2013) and Kovács & Lubich (2017).

We will use the convention that the nodes of the triangulation of \( \Omega_h \) are denoted by \( (x_k)_{k=1}^{N_\Omega} \), with the number of degrees of freedom \( N_\Omega \), while the number of degrees of freedom on \( \Gamma_h \) equals \( N_{\Gamma} \leq N_\Omega \).
The (nonconforming) finite element space $S_h \subseteq H^1(\Omega)$ corresponding to $\mathcal{T}_h$ is spanned by continuous, piecewise linear nodal basis functions on $\Omega_h$, satisfying for each node $(x_k)_{k=1}^{N_\Omega}$

$$\phi_j(x_k) = \delta_{jk}, \quad \text{for } j, k = 1, \ldots, N_\Omega.$$ 

Then the finite element space is given as

$$S_h = \text{span}(\phi_1, \ldots, \phi_{N_\Omega}).$$

We note here that the restrictions of the basis functions to the boundary $\Gamma_h$ again form a surface finite element basis over the approximate boundary elements.

We define the index sets $\mathcal{N}_\Omega$ and $\mathcal{N}_\Gamma$, of size $N_\Omega$ and $N_\Gamma$, collecting the global numbering of bulk and surface nodes, respectively. We further assume that the nodes are ordered such that the surface nodes are the last $N_\Gamma$ in the set $\mathcal{N}_\Omega$.

Following Dziuk (1988), we define the *lift* of functions $v_h : \Gamma_h \to \mathbb{R}$ as

$$v^\ell_h : \Gamma \to \mathbb{R} \quad \text{with} \quad v^\ell_h(y) = v_h(x), \tag{3.1}$$

for $y \in \Gamma$, where $x \in \Gamma_h$ is the *unique* point on $\Gamma_h$ with $x - y$ being orthogonal to the tangent space $T_y \Gamma$. We further consider the lift of functions $v_h : \Omega_h \to \mathbb{R}$ to $v^\ell_h : \Omega \to \mathbb{R}$ by setting $v^\ell_h(y) = v_h(x)$ if $x \in \Omega_h$ and $y \in \Omega$ are related as described in detail in Elliott & Ranner (2013, Sect. 4). The mapping $G_h : \Omega_h \to \Omega$ is defined piecewise, for an element $E \in \mathcal{T}_h$, by

$$G_h|_E(x) = F_E((F_E)^{-1}(x)), \quad \text{for } x \in E. \tag{3.2}$$

Here, $F_e$ is a $C^1$ map (see Elliott & Ranner 2013, eq. (4.2) & (4.4)) from the reference element onto the smooth element $e \subset \Omega$ and $F_E$ is the standard affine linear map between the reference element and $E$; see, e.g., Elliott & Ranner 2013, eq. (4.1)). Note that both definitions of the lift coincide on $\Gamma$. Finally, the lifted finite element space is denoted by $S^\ell_h$, and is given as $S^\ell_h = \{v^\ell_h \mid v_h \in S_h\}$.

### 3.2 Matrix–vector formulation of the finite element semi-discretization

The bulk–surface finite element discretization of (2.3) results in a DAE of the form

$$\begin{bmatrix} M_\Omega & M_\Gamma \\ M_\Gamma^T & A_\Gamma \end{bmatrix} \begin{bmatrix} u \\ p \end{bmatrix} + \begin{bmatrix} A_\Omega \\ A_\Gamma \end{bmatrix} \begin{bmatrix} u \\ p \end{bmatrix} + \begin{bmatrix} B_\Gamma^T \\ -M_\Gamma \end{bmatrix} \lambda = \begin{bmatrix} f_\Omega(u) \\ f_\Gamma(p) \end{bmatrix}, \tag{3.3a}$$

$$B u - M_\Gamma p = 0. \tag{3.3b}$$

Note that we use the same notion for the semi-discrete variables as for the continuous setting. Moreover, the mesh on the boundary used for the discretization of $p$ coincides with the bulk-mesh $\mathcal{T}_h$ restricted to the boundary. The involved matrices, which correspond to the spatially discrete counterparts of the bilinear forms $a_\Omega$, $a_\Gamma$, $m_\Omega$, and $m_\Gamma$, cf. (2.2), are given by

$$M_\Omega|_{ij} = m_\Omega((\phi_j, \phi_i)), \quad A_\Omega|_{ij} = a_\Omega((\phi_j, \phi_i)) \quad \text{for } i, j \in \mathcal{N}_\Omega,$$

$$M_\Gamma|_{ij} = m_\Gamma((\phi_j, \phi_i)), \quad A_\Gamma|_{ij} = a_\Gamma((\phi_j, \phi_i)) \quad \text{for } i, j \in \mathcal{N}_\Gamma.$$ 

The coupling matrix is defined by

$$B|_{ij} = m_\Gamma((\phi_j, \phi_i)) \quad \text{for } i \in \mathcal{N}_\Gamma, \ j \in \mathcal{N}_\Omega.$$
In the spatially discretized setting, we search for \( u : [0, T] \rightarrow \mathbb{R}^{N_a}, \; p : [0, T] \rightarrow \mathbb{R}^{N_r} \), and the Lagrange multiplier \( \lambda : [0, T] \rightarrow \mathbb{R}^{N_f} \). Natural assumptions are that the mass matrices \( M_\Omega, M_\Gamma \) are symmetric and positive definite, that the stiffness matrices \( A_\Omega, A_\Gamma \) are symmetric and semi-positive definite, and that \( B \in \mathbb{R}^{N_r \times N_a} \) has full row-rank. As a result, the matrix \( BM_\Omega^{-1}B^T + M_\Gamma \in \mathbb{R}^{N_r \times N_r} \) is invertible and system (3.3) is a DAE of index 2.

We would like to emphasize that the considered PDAE model of parabolic problems with dynamic boundary conditions allows different discretizations of \( p \) and \( u \) on the boundary, cf. Wiedemann (2019); Altmann & Verfürth (2021). In this paper, however, we restrict ourselves to the case where the degrees of freedom for \( p \) coincide with the degrees of freedom of \( u \) on the boundary. In view of the definition of the index sets \( \mathcal{M}_\Omega \) and \( \mathcal{M}_\Gamma \), the bulk and surface components of \( u \) are ordered in such a way that the last \( N_\Gamma \) components correspond to the boundary. Thus, the constraint matrix has the particular form \( B = [0 \; M_\Gamma] \in \mathbb{R}^{N_r \times N_a} \). This also allows a convenient decomposition of the bulk variable, namely

\[
 u = \begin{bmatrix} u_1 \\ u_2 \end{bmatrix} \quad \text{with} \quad u_1(t) \in \mathbb{R}^{N_a - N_\Gamma}, \; u_2(t) \in \mathbb{R}^{N_r}. \tag{3.4}
\]

 Analogously, we decompose \( f_\Omega \) into \( f_1 \) and \( f_2 \) and \( M_\Omega, A_\Omega \) into the blocks \( M_{ij}, A_{ij}, i, j = 1, 2 \).

### 3.3 Shape regularity and a boundary estimate

For the convergence analysis presented in Section 4.4, we assume that the triangulation \( \mathcal{T}_h \) is quasi-uniform, i.e., there exists a constant \( \vartheta \geq 2 \) such that

\[
 \frac{r}{R} \geq \vartheta^{-1}
\]

holds for every element \( E \). Here, \( R \) and \( r \) denote the circumradius and inradius of \( E \), respectively.

Under this assumption, we will now show the following key estimate concerning the \( M_{22} \) and the \( M_\Gamma \) norms.

**Lemma 3.1** Let \( \mathcal{T}_h \) be a quasi-uniform triangulation with \( h_\Gamma \) denoting the maximal mesh width on the discrete boundary \( \Gamma_h \). Then there exists a constant \( c_M > 0 \), which only depends on the uniformity parameter \( \vartheta \) but is independent of \( h_\Gamma \) (the maximal mesh width on the boundary \( \Gamma_h \)) and \( h \), such that

\[
 || \cdot ||_{M_{22}} \leq c_M h_\Gamma \| \cdot \|_{M_\Gamma}.
\]

**Proof.** We prove the two-dimensional case in detail and assume for the sake of readability that every element of \( \mathcal{T}_h \) has at most one boundary edge. The proof for \( d = 3 \) is similar and we only comment on the necessary modifications.

**Case \( d = 2 \):** Let \( E \in \mathcal{T}_h \) be an arbitrary triangle of the triangulation with circumradius \( R \) and inradius \( r \). By Longuet-Higgins (2003) we have

\[
 1 + r/R = \sum_{i=1}^{3} \cos \alpha_i = 2 \sin \frac{\alpha}{2} - 2 \sin^2 \frac{\alpha}{2}.
\]

Thus, every angle in \( E \) is bounded from below by \( 2 \arcsin(\frac{1}{2} - \frac{1}{2} \sqrt{1 - 2 \vartheta^{-1}}) \). Furthermore, every pair of sides of \( E \) with lengths \( a, b \) satisfies

\[
 a \leq 2R \leq 2 \vartheta r \leq \vartheta b. \tag{3.6}
\]
This implies for the area of $E$,

$$A_E = 2R^2 \prod_{i=1}^{3} \sin \alpha_i \leq \frac{3\sqrt{3}}{4} R^2 \leq \frac{3\sqrt{3}}{16} \vartheta^2 a^2.$$  

For a node $x_0 \in \Gamma_h$, let $x_-$ and $x_1$ denote the two unique nodes which share an edge on the discrete boundary $\Gamma_h$ with $x_0$. For $x_0$ and $x_1$, the length of the edge between them is $h_{0,1}$ and $E_{0,1}$ is the unique triangle containing these nodes. Analogously, we set $h_{-1,0}$ and $E_{-1,0}$ for $x_-$, $x_0$: cf. the sketch in Figure 2. Finally, $\varphi_0$ equals the nodal basis function associated to the node $x_0$ and analogously $\varphi_{-1}$ and $\varphi_1$. Then, for arbitrary $z_0, z_1 \in \mathbb{R}$ we observe

$$\int_{E_{0,1}} (z_0 \varphi_0 + z_1 \varphi_1)^2 dx \leq \frac{1}{2} (z_0^2 + z_1^2) A_{E_{0,1}} \leq \frac{\sqrt{3}}{16} \vartheta^2 h_{0,1}^2 (z_0^2 + z_1^2) \leq \hat{c}(\vartheta) h_{0,1} (z_0^2 + z_1^2). \quad (3.7)$$

A similar estimate holds for $E_{-1,0}$.

Let us now denote the union of all elements of $\mathcal{T}_h$ containing $x_0$ without $E_{-1,0}$ and $E_{0,1}$ by $U_0$. For an estimate of $z_0^2 \varphi_0^2$ restricted to $U_0$, we use a similar approach as in (3.7) and estimate $\sum_{E\in U_0} A_E$.

Note that $U_0$ contains at most $n_0 := \left\lceil \frac{\pi}{\arcsin \left( \frac{1}{2} - \frac{1}{2} \sqrt{1 - 2 \vartheta^{-1}} \right) \right\rceil - 2$ elements. By the estimate (3.6), the element $E \in U_0$ which shares a side with $E_{0,1}$ has two sides with at most length $\vartheta h_{0,1}$ and $\vartheta^2 h_{0,1}$ and thus, $A_E \leq \frac{1}{2} \vartheta^3 h_{0,1}^2 \sin \alpha \leq \frac{1}{2} \vartheta^2 h_{0,1}^2$. By considering sequentially the elements of $U_0$ such that the current and the previous element share an edge, we get

$$\int_{U_0} z_0^2 \varphi_0^2 dx = \frac{\sqrt{3}}{6} \sum_{E \in U_0} A_E \leq \frac{\sqrt{3}}{12} \left( h_{-1,0}^2 + h_{0,1}^2 \right) \sum_{\ell=0}^{n_0/2} \vartheta^{2\ell} \leq \hat{c}(\vartheta) h_{-1,0} (h_{-1,0} + h_{0,1}) z_0^2. \quad (3.8)$$

Finally, we obtain with the estimates (3.7) and (3.8) for an arbitrary discrete $u$,

$$\|u\|_{M_{22}}^2 = \sum_{x_0 \in I_h} \frac{1}{2} \int_{E_{-1,0}} u \varphi_0^2 dx + \int_{U_0} u \varphi_0^2 dx + \frac{1}{2} \int_{E_{0,1}} u \varphi_0^2 dx \leq h_{-1,0} \sum_{x_0 \in I_h} \frac{\hat{c}(\vartheta)}{2} h_{-1,0} u^2(x) + \left( \frac{\hat{c}(\vartheta)}{2} + \hat{c}(\vartheta) \right) (h_{-1,0} + h_{0,1}) u^2(x_0) + \frac{\hat{c}(\vartheta)}{2} h_{0,1} u^2(x_1) \leq 6 \left( \frac{\hat{c}(\vartheta)}{2} + \hat{c}(\vartheta) \right) h_{-1,0} \sum_{x_0 \in I_h} \int_{E_{-1,0}} u^2 d\sigma + \int_{I_h \cap E_{-1,0}} u^2 d\sigma \leq 12 \left( \frac{\hat{c}(\vartheta)}{2} + \hat{c}(\vartheta) \right) h_{-1,0} \|u\|_{M_{22}}^2$$
Case d = 3: In three dimensions, the statement can be proven similarly. For this, we note that every face of an element \( E \) of \( \mathcal{T}_h \) is also quasi-uniform with the same \( \vartheta \). In particular, by (Minda & Phelps, 2008, Thm. 4.1), the two sides with area \( A_1 \) and \( A_2 \) satisfy

\[
A_1 \leq \frac{3\sqrt{3}}{4} R^2 \leq \frac{3\sqrt{3}}{4} \vartheta^2 r^2 \leq \frac{\vartheta^2}{4} A_2.
\]

Furthermore, the volume of \( E \) is bounded by

\[
V_E \leq \frac{3\pi}{4} R^3 \leq \frac{3\pi}{4} \vartheta^3 r^3 \leq \frac{\pi}{13} \vartheta^3 A^{3/2}
\]

with \( A \) being the area of an arbitrary side of \( E \). If this side is part of \( \Gamma_h \), then we have \( A^{3/2} \leq \sqrt{27}/4 \cdot h \Gamma A \).

Finally, by solid angles, one can show that every node has at most

\[
n_0 := \left\lfloor \frac{\pi}{\arctan \left( \frac{(2 - \sqrt{3}) \sqrt{\sqrt{3} - 2 \sin \alpha/2}}{\sqrt{3} + 2 \sin \alpha/2} \right)} \right\rfloor
\]

elements containing this node. The angle \( \alpha \) is again bounded by (3.5).

\[\Box\]

Remark 3.1 The estimate of the constant \( c_M \) in the proof of Lemma 3.1 is rather pessimistic. For example, the proven constant \( c_M \) for a criss-cross triangulation, i.e., \( \vartheta = 1 + \sqrt{2} \), of a unit square is \( 577.9 \), whereas numerical tests show that \( c_M \approx 0.3 \).

4. Bulk–surface Lie splitting

This section is devoted to a first-order splitting approach, normally referred to as Lie splitting. For this, we need to identify two subsystems, which are then solved on small time intervals of length \( \tau \) in an alternating manner. Here, the idea is to split the dynamics in the bulk and on the boundary. This means that one of the subsystems is a pure boundary problem and thus, of small (spatial) dimension.

As first subsystem we consider (3.3) without the dynamic equation for \( p \), i.e., we consider the DAE

\[
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4.1 Failure of naive PDAE approach

We first consider the direct application of Lie splitting for the two subsystems (4.1) and (4.2). For this, we consider the interval \([0, \tau]\) with given initial data \(p_0 = u_2^0\) and \(u_1^0\).

The first subsystem, which considers the bulk, comes together with the equation \(\dot{p} = 0\). This means that we freeze \(p\) at time \(t = 0\), leading to

\[
M_\Omega \dot{u} + A_\Omega u + B^T \lambda = f_\Omega(u),
Bu = M_\Gamma p^0,
\]

with initial condition \(u(0) = (u_1^0, u_2^0)^T\). Hence, we solve the bulk problem with time-independent Dirichlet boundary conditions. The outcome are the functions \(u_2 \equiv p_0\) and, since \(\dot{u}_2 = 0\), \(u_1\) as the solution of

\[
M_{11} \dot{u}_1 + A_{11} u_1 = f_1(u) - A_{12} p^0.
\]

Then, in the second step, we consider the boundary problem with initial data \(p_0 = u_2^0\) and \(u_1(\tau)\) from the first subsystem. This goes along with \(\dot{u}_1 = 0\) such that (4.2) leads to

\[
M_{\Gamma} \dot{p} + A_{\Gamma} p = f_{\Gamma}(p) + f_2(u) - A_{22} p^0 - A_{21} u_1(\tau),
\]

with initial condition \(p(0) = p^0\).

As shown in the numerical experiments of Section 5.1.1, the presented naive approach of simply fixing the boundary data on a subinterval of length \(\tau\) does not yield satisfactory convergence results. It turns out, that it is advisable to include further information of \(p\) into the first subsystem, namely its derivative.

4.2 Lie splitting on continuous level

In order to include information on the derivative of the boundary data to the bulk system, we consider a reformulation of the bulk problem. This then leads to a splitting scheme, which we again consider on a single subinterval \([0, \tau]\). As given initial data we consider now \(p_0, \dot{p}_0,\) and \(u_1^0\).

To include the derivative of \(p\) to the first subsystem (4.1) in the right manner, we apply an index reduction method known from DAE theory. More precisely, we apply minimal extension, which yields an extended but equivalent system; see Mattsson & Söderlind (1993), Kunkel & Mehrmann (2006); Altmann & Heiland (2018). The idea is to introduce a new (dummy) variable \(w := \dot{u}_2\) and include the derivative of the constraint to the system equations, i.e.,

\[
\begin{bmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{bmatrix} \begin{bmatrix} u_1 \\ w \end{bmatrix} + \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix} \begin{bmatrix} u_1 \\ u_2 \end{bmatrix} + \begin{bmatrix} 0 \\ M_{\Gamma} \end{bmatrix} \lambda = \begin{bmatrix} f_1(u) \\ f_2(u) \end{bmatrix},
\]

\[
\begin{align*}
\dot{u}_2 &= p, \\
w &= \dot{p},
\end{align*}
\]

with initial condition \(u_1(0) = u_1^0\). We emphasize that the connection \(w = \dot{u}_2\) is only implicitly part of the equations. Further, \(u_1\) is the only remaining ‘differential’ variable such that an initial condition for \(u_1\) is sufficient. In other words, the consistency condition on \(u_2\) is directly encoded in the system equations.

In order to obtain a solvable system (recall that \(p\) and \(\dot{p}\) are not yet known on the interval \((0, \tau]\)), we again freeze the values of \(p\) at the initial time. In contrast to the previous approach, however, this
means that the derivative is not set to zero but fixed by some value \( \dot{p}^0 \). Altogether, this means that the first subsystem of the splitting scheme reads
\[
M_{11} \dot{u}_1 + A_{11} u_1 = f_1(u) - M_{12} \dot{p}^0 - A_{12} p^0,
\]
with initial condition \( u_1(0) = u_0 \). Further we get \( u_2 \equiv p^0 \) and \( \dot{u}_2 \equiv \dot{p}^0 \), since the boundary data remains untouched within the bulk system.

As a second step, we insert the solution of the first subsystem into (4.2). Hence, we need to solve the system
\[
M_{1} \dot{p} + A_{1} p = f_1(p) + f_2(u) - M_{22} \dot{p}^0 - A_{22} p^0 - M_{21} \dot{u}_1 - A_{21} u_1
\]
in \([0, \tau]\), with initial condition \( p(0) = p_0 \). Note that the outcome of (4.3a) included the constant functions \( u_0 \) and \( \dot{u}_2 \), leading to the terms \( M_{22} \dot{p}^0 \) and \( A_{22} p^0 \) in the second subsystem.

System (4.3) defines the continuous version of Lie splitting, i.e., we assume here that the two subsystems are solved exactly. The here characterized first step of the iteration is then continued for the intervals \([k \tau, (k+1) \tau]\) for \( k = 1, 2, \ldots, T/\tau \). As initial data on the respective interval, we always consider the final values of \( u_1 \) and \( p \) from the previous interval.

In the following, we discuss a fully discrete Lie splitting, which occurs by an additional (temporal) discretization of the two subsystems.

### 4.3 Fully discrete Lie splitting

Since Lie splitting is expected to yield a first-order scheme, we discretize the subsystems by a suitable first-order method. More precisely, we apply the implicit Euler scheme to both subsystems. For this, we will denote time-discrete backward differences by
\[
\partial_t w^{n+1} := \tau^{-1} (w^{n+1} - w^n), \quad n \geq 0.
\]
We will also use the shorthand notation \( f_I^{n+1} = f_1(p^{n+1}) \) and
\[
f_k^{n+1} = f_k(u_k^{n+1}, p^n), \quad k = 1, 2.
\]

On the time interval \([t^n, t^{n+1}]\) of length \( \tau \), a fully discrete Lie splitting step reads as follows: Given \( u_i^n \), \( p^n \), and \( \partial_t p^n \) as approximations of \( u_i(t^n) \), \( p(t^n) \), and \( \partial_t p(t^n) \), respectively, solve
\[
M_{11} \partial_t u_i^{n+1} + A_{11} u_i^{n+1} = f_1^{n+1} - M_{12} \partial_t p^n - A_{12} p^n,
\]
(4.4a)
which yields \( u_i^{n+1} \) and hence, also gives \( \partial_t u_i^{n+1} \). With these values, then solve in a second step,
\[
M_{1} \partial_t p^{n+1} + A_{1} p^{n+1} = f_1^{n+1} + f_2^{n+1} - M_{22} \partial_t p^n - A_{22} p^n - M_{21} \partial_t u_1^{n+1} - A_{21} u_1^{n+1}.
\]
(4.4b)
which yields the updated approximations \( p^{n+1} \) and \( \partial_t p^{n+1} \), used as initial values for the next step.

In matrix form, these two steps can be written as
\[
\begin{bmatrix}
M_{11} & 0 \\
M_{21} & M_{1}\end{bmatrix}
\begin{bmatrix}
\partial_t u_i^{n+1} \\
\partial_t p^{n+1}\end{bmatrix} +
\begin{bmatrix}
A_{11} & 0 \\
A_{21} & A_{1}\end{bmatrix}
\begin{bmatrix}
u_i^{n+1} \\
p^n\end{bmatrix} +
\begin{bmatrix}
A_{12} & 0 \\
A_{22} & A_{2}\end{bmatrix}
\begin{bmatrix}p^n + f_1^{n+1} - f_2^{n+1}\end{bmatrix} \\
\begin{bmatrix}M_{21} & M_{12}\end{bmatrix}
\begin{bmatrix}\partial_t p^n \end{bmatrix} = \begin{bmatrix}0 \\
M_{22}\end{bmatrix} \begin{bmatrix}f_1^{n+1} + f_2^{n+1}\end{bmatrix}.
\]
(4.5)

**Remark 4.1** Due to the appearance of \( \partial_t p^n \) in (4.4a), iteration (4.4) (respectively iteration (4.5)) is actually a two-step scheme. We may introduce \( q := p \) as dummy variable in order to get an equivalent formulation as a one-step scheme. On the other hand, the proposed Lie splitting may be interpreted as a time shift of certain terms in the iteration matrices.
4.4 Convergence analysis

We restrict our attention to the convergence analysis of the linear case. The modifications required for the analysis of semi-linear problems is presented in Appendix A.

Before discussing the stability of the fully discrete Lie splitting scheme (4.4), we recall the so-called inverse estimate for finite elements (Braess, 2007, Ch. II.6.8), which reads in present setting

\[ \| \cdot \|_{A_{22}}^2 \leq (\alpha_{\Omega} + c_{\text{inv}} h^{-2}) \| \cdot \|_{M_{22}}^2. \]  

(4.6)

Next, we introduce a weak CFL condition. Recall that classical CFL conditions in the context of parabolic problems read \( \tau \leq c h^2 \), which is a very restrictive assumption of the step size.

**Assumption 4.1** (Weak CFL condition) The time step size is sufficiently small in the sense that \( (7 c_{\text{inv}} c_M) \tau < 3 h \), where \( c_M \) is the constant from Lemma 3.1.

As preparation for the convergence proof of the fully discrete Lie splitting, we consider the following stability result.

**Lemma 4.1** (Stability of Lie splitting) Consider a quasi-uniform triangulation and let Assumption 4.1 be valid. Then the fully discrete Lie splitting scheme (4.4) is stable in the sense that

\[ \| u^{n+1} \|_A^2 + \| p^{n+1} \|_{A_{21}}^2 + \tau \sum_{k=0}^{n} (1 - 4c_M h - c_{\alpha_M} \tau h - c_A \tau h^{-1}) \| \partial_t p^{k+1} \|_{M_{11}}^2 \leq \| u^0 \|_{A}^2 + \| p^0 \|_{A_{21}}^2 + 2\tau \| \partial_t p^0 \|_{M_{22}}^2 + \tau \sum_{k=0}^{n} \| f^{k+1} \|_{M_{11}}^2 + \| f^{n+1} \|_{M_{11}}^2, \]  

(4.7)

where \( c_A := c_M c_{\text{inv}} > 0 \) and \( c_{\alpha_M} := c_M \alpha_{\Omega} \geq 0 \) are independent of \( h \) and \( \tau \).

**Proof.** For the following proofs a key technical idea is the following: By the matrix form (4.5), we can write the Lie splitting scheme as a perturbation of the implicit Euler method applied to system (3.3) (upon eliminating \( \lambda \)), i.e.,

\[ \begin{bmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} + M_r \end{bmatrix} \left[ \begin{array}{c} \partial_t u^{n+1} \\ \partial_t p^{n+1} \end{array} \right] + \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} + A_r \end{bmatrix} \begin{bmatrix} u^n \\ p^n \end{bmatrix} \right] + \begin{bmatrix} M_{12} \\ M_{22} \end{bmatrix} \left( \partial_t p^{n} - \partial_t p^{n+1} \right) + \begin{bmatrix} A_{12} \\ A_{22} \end{bmatrix} \left( p^n - p^{n+1} \right) = \begin{bmatrix} f_1^{n+1} \\ f_2^{n+1} + f_{1+1} \end{bmatrix}. \]  

(4.8)

Therefore, testing with \( \tau \partial_t u^{n+1} \), and using that \( u_2^{n+1} = p^{n+1} \), we obtain

\[ \tau \| \partial_t u^{n+1} \|_{A_2}^2 + \tau \| \partial_t p^{n+1} \|_{M_{22}}^2 + \tau \left( \| u^{n+1} \|_{A_2}^2 + \| p^n \|_{M_{22}}^2 + \tau^2 \| \partial_t u^{n+1} \|_{A_2}^2 \right) \]

\[ + \frac{\tau}{2} \left( \| p^{n+1} \|_{A_2}^2 + \| u^{n+1} \|_{A_2}^2 + \tau^2 \| \partial_t p^{n+1} \|_{A_2}^2 \right) \]

\[ = \tau \left( f_1^{n+1} + \left( M_{12} \right) \left( \partial_t p^{n+1} - \partial_t p^n \right) + \tau \left( A_{12} \right) \partial_t p^{n+1} \partial_t u^{n+1} \right) + \tau \left( f_2^{n+1} , \partial_t p^{n+1} \right) \]

\[ \leq \frac{\tau}{2} \| f_1^{n+1} \|_{M_{22}}^2 + \tau \| \partial_t p^{n+1} \|_{M_{22}}^2 + \tau \| \partial_t p^n \|_{M_{22}}^2 + \tau \| \partial_t u^{n+1} \|_{M_{22}}^2 \]

\[ + \frac{\tau}{2} \| \partial_t p^{n+1} \|_{M_{22}}^2 + \frac{\tau}{2} \| \partial_t u^{n+1} \|_{M_{22}}^2 + \frac{\tau}{2} \| f_1^{n+1} \|_{M_{22}}^2 + \frac{\tau}{2} \| \partial_t p^{n+1} \|_{M_{22}}^2. \]

Summing up this inequality from 0 to \( n \) yields the desired estimate (4.7), where we use the inverse estimate (4.6) and Lemma 3.1 leading to \( \| \cdot \|_{A_{22}}^2 \leq (c_{\alpha_M} h + c_{Ah}^{-1}) \| \cdot \|_{M_{22}}^2. \)
In the following lemma, we estimate the local error caused by the first step of the Lie splitting scheme.

**Lemma 4.2** Let Assumption[4.1] be satisfied, $\mathcal{T}_h$ a quasi-uniform triangulation, and $\partial_t \rho^0 = \rho(0)$. Then we have

$$
\| u^1 - u^0 \|_A^2 + \| p^1 - p^0 \|_{M_{r_1}}^2 + \tau \left(1 - c_M h - 2c_{\alpha,M} \tau h - 2c_{\alpha} \tau h^{-1}\right) \| \partial_t p^1 - \dot{\rho}(0) \|_{M_{r_1}}^2 \\
\leq \tau^2 \| \dot{u}(0) \|_A^2 + \tau^2 \| \dot{p}(0) \|_{M_{r_1}}^2 + 2 \tau^2 \| \rho(0) \|_{M_{r_1}}^2 + \tau \| f^1 - f^0 \|_{M_{r_1}}^2.
$$

**Proof.** Since $u^0$, $p^0$, and $\partial_t p^0$ are the exact initial values, we note that

$$
\begin{bmatrix}
M_{11} & M_{12} \\
M_{21} & M_{22} + M_{r_1}
\end{bmatrix}
\begin{bmatrix}
\partial_t u^1 - \dot{u}(0) \\
\partial_t p^1 - \dot{\rho}(0)
\end{bmatrix}
+ 
\begin{bmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22} + A_{r_1}
\end{bmatrix}
\begin{bmatrix}
u^1 - u^0 \\
p^1 - p^0
\end{bmatrix}
- 
\begin{bmatrix}
M_{12} \\
M_{22}
\end{bmatrix}
\begin{bmatrix}
\partial_t p^1 - \dot{\rho}(0)
\end{bmatrix}
- 
\begin{bmatrix}
A_{12} \\
A_{22}
\end{bmatrix}
\begin{bmatrix}
p^1 - p^0 - \tau \rho(0)
\end{bmatrix}
= 
\begin{bmatrix}
f^1 - f^0 \\
f^1 - f^0
\end{bmatrix}
+ \tau \begin{bmatrix}
A_{12} \\
A_{22}
\end{bmatrix}
\begin{bmatrix}
\dot{\rho}(0)
\end{bmatrix}
$$

holds. Testing this equation with $u^1 - u^0 - \tau \dot{u}(0)$, we get similarly as in the proof of Lemma[4.1] the estimate

$$
\tau \left(1 - c_M h - 2c_{\alpha,M} \tau h - 2c_{\alpha} \tau h^{-1}\right) \| \partial_t p^1 - \dot{\rho}(0) \|_{M_{r_1}}^2 \\
+ \| u^1 - u^0 \|_A^2 + \| \dot{u}(0) \|_A^2 + \| p^1 - p^0 \|_{M_{r_1}}^2 + \| \tau \rho(0) \|_{M_{r_1}}^2 + \| p^1 - p^0 - \tau \rho(0) \|_{M_{r_1}}^2 \\
\leq \tau \| f^1 - f^0 \|_{M_{r_1}}^2 + \| \dot{f}^1 - \dot{f}^0 \|_{M_{r_1}}^2 + 2 \| \tau \rho(0) \|_{M_{r_1}}^2.
$$

This concludes the proof. □

Finally, we are in the position to prove first-order convergence of the proposed Lie splitting scheme under the assumptions on the spatial and temporal discretization parameters are satisfied.

**Theorem 4.1** Let the assumptions of Lemma[4.2] be satisfied as well as $7 h < 1 / c_M$. Then, we have

$$
\| u(t^{n+1}) - u^n \|_A^2 + \tau \sum_{k=0}^{n} \| u(t^{k+1}) - u^{k+1} \|_A^2 \\
+ \| p(t^{n+1}) - p^{n+1} \|_{M_{r_1}}^2 + \tau \sum_{k=0}^{n} \| p(t^{k+1}) - p^{k+1} \|_{M_{r_1}}^2 \leq C \tau^2,
$$

(a)

$$
\| u(t^{n+1}) - u^n \|_A^2 + \| p(t^{n+1}) - p^{n+1} \|_{M_{r_1}}^2 \leq C \tau,
$$

(b)

with a constant $C > 0$ independent of $\tau$ and $h$.

**Proof.** For the sake of brevity, we define the error $e^n_u := u(t^n) - u^n$, and analogously $e^n_{p_1}$, $e^n_{p_2}$. Within this proof, $c$ denotes a positive generic constant, which may change values from line to line, but it is independent of $\tau$ and $h$. Moreover, we use the short notion $L^1(M)$, $L^2(A_{22})$ (and similar expressions) for the $L^1([0,T],M)$ and $L^2([0,T],A_{22})$ norm, respectively.

**Estimate** By the interpretation of the Lie splitting scheme (4.4) as the modified implicit Euler method (4.8), and using linearity we note that

$$
\begin{bmatrix}
M_{11} & M_{12} \\
M_{21} & M_{22} + M_{r_1}
\end{bmatrix}
\begin{bmatrix}
\partial_t e_{p_1}^{n+1} \\
\partial_t e_{p_2}^{n+1}
\end{bmatrix}
+ 
\begin{bmatrix}
A_{11} & A_{12} \\
A_{21} & A_{22} + A_{r_1}
\end{bmatrix}
\begin{bmatrix}
e_{u_1}^{n+1} \\
e_{u_2}^{n+1}
\end{bmatrix}
- 
\begin{bmatrix}
A_{12} \\
A_{22}
\end{bmatrix}
\begin{bmatrix}
e_{p_1}^{n+1} - e_{p_1}^n \\
e_{p_2}^{n+1} - e_{p_2}^n
\end{bmatrix}
$$

(4.10)

$$
= 
\begin{bmatrix}
M_{11} & M_{12} \\
M_{21} & M_{22} + M_{r_1}
\end{bmatrix}
\begin{bmatrix}
\partial_t u(t^{n+1}) - \dot{u}(t^{n+1}) \\
\partial_t p(t^{n+1}) - \dot{p}(t^{n+1})
\end{bmatrix}
- 
\begin{bmatrix}
M_{12} \\
M_{22}
\end{bmatrix}
\begin{bmatrix}
\partial_t p^{n+1} - \dot{p}(t^{n+1})
\end{bmatrix}
- 
\begin{bmatrix}
A_{12} \\
A_{22}
\end{bmatrix}
\begin{bmatrix}
\dot{p}(t^{n+1}) - p(t^{n+1})
\end{bmatrix}.
$$
Lemma 4.1, we obtain
\[
\|e_t^{n+1}\|_M + \|e_p^{n+1}\|_{M_t} + \sum_{k=0}^{n} \|\mathbf{e}_p^{k+1} - \mathbf{e}_p^{k}\|_{M_t} + \sum_{k=0}^{n} \|\mathbf{e}_u^{k+1}\|_{A_t}^2 + 2\tau \sum_{k=0}^{n} \|\mathbf{e}_p^{k+1}\|_{A_t}^2.
\] (4.11)

Testing this equation by $\tau e_t^{n+1}$, then using the linearity of the equations and similar estimates as in Lemma 4.1, we obtain
\[
\|e_t^{n+1}\|_M + \|e_p^{n+1}\|_{M_t} + \sum_{k=0}^{n} \|\mathbf{e}_p^{k+1} - \mathbf{e}_p^{k}\|_{M_t} + \sum_{k=0}^{n} \|\mathbf{e}_u^{k+1}\|_{A_t}^2 + 2\tau \sum_{k=0}^{n} \|\mathbf{e}_p^{k+1}\|_{A_t}^2.
\] (4.12)

Here, we have used that $e_0^0 = 0$ and, thus, $e_0^0 = 0$. Together with $\sqrt{a} + \sqrt{b} \leq \sqrt{a + b}$ and a discrete version of Gronwall’s Lemma, e.g., as in [Zimmer, 2021, Lem. 8.13], it follows that
\[
\|e_t^{n+1}\|_M + \|e_p^{n+1}\|_{M_t} + \sum_{k=0}^{n} \|\mathbf{e}_p^{k+1} - \mathbf{e}_p^{k}\|_{M_t} + \sum_{k=0}^{n} \|\mathbf{e}_u^{k+1}\|_{A_t}^2 + 2\tau \sum_{k=0}^{n} \|\mathbf{e}_p^{k+1}\|_{A_t}^2.
\] (4.13)

We study the difference of the discrete derivatives $\partial_t p^{k+1} - \partial_t p^k$. Using Lemma 4.1 for the difference of two consecutive time steps, we have
\[
\tau \sum_{k=1}^{n} (1 - 4c_M h - c_M \alpha h - c_\alpha \alpha h^{-1}) \|\partial_t p^{k+1} - \partial_t p^k\|_{M_t}^2.
\] (4.14)

Combining the estimates (4.12) and (4.13), we finally get
\[
\|e_t^{n+1}\|_M + \|e_p^{n+1}\|_{M_t} + \frac{1}{2} \tau \sum_{k=0}^{n} \|\mathbf{e}_u^{k+1}\|_{A_t}^2 + 2\tau \sum_{k=0}^{n} \|\mathbf{e}_p^{k+1}\|_{A_t}^2.
\] (4.15)

where the second inequality follows by Lemma 4.2. Combining the estimates (4.12) and (4.13), we finally get
\[
\|e_t^{n+1}\|_M + \|e_p^{n+1}\|_{M_t} + \frac{1}{2} \tau \sum_{k=0}^{n} \|\mathbf{e}_u^{k+1}\|_{A_t}^2 + 2\tau \sum_{k=0}^{n} \|\mathbf{e}_p^{k+1}\|_{A_t}^2.
\] (4.16)

\[
\|e_t^{n+1}\|_M + \|e_p^{n+1}\|_{M_t} + \frac{1}{2} \tau \sum_{k=0}^{n} \|\mathbf{e}_u^{k+1}\|_{A_t}^2 + 2\tau \sum_{k=0}^{n} \|\mathbf{e}_p^{k+1}\|_{A_t}^2.
\] (4.17)
For the second estimate, we test equation (4.10) by $e^{n+1} - e^n$. Summation from $k = 0$ to $n$ yields

$$
\tau \sum_{k=0}^n (1 - 2\sigma_{M,k} \tau h - 2\alpha_{M,k} \tau h) \| \partial_t e_{p,k}^{n+1} \|^2_{M_\tau} + \| e_{p,k}^{n+1} \|^2_{A_\tau} + \sum_{k=0}^n \| e_{p,k}^{n+1} - e_{p,k}^n \|^2_{A_\tau} \leq \tau c_M h \sum_{k=0}^n \| \partial_t p_k^{n+1} - \partial_t p_k^n \|^2_{M_\tau} + \tau \sum_{k=0}^n \| \partial_t u(t_k^{n+1}) - \dot{u}(t_k^{n+1}) \|^2_{M_\tau} + \sum_{k=0}^n \| p(t_k^{n+1}) - p(t_k^n) \|^2_{A_\tau}.
$$

By the same steps as in the proof of estimate $[\text{a}]$ we finally obtain the second claim.

**Remark 4.2** Theorem $[4.1]$ still holds for state-dependent, locally Lipschitz continuous right-hand sides $f_\Omega$ and $f_r$; see Appendix A and, in particular, Theorem $[A.1]$.

**Remark 4.3** Although we have assumed the weak CFL condition in the proof of Theorem $[4.1]$, the numerical experiments of Section $[5]$ indicate that this condition may not be necessary to obtain first-order convergence.

## 5. Numerical experiments

This section is devoted to convergence experiments for the Lie splitting method proposed in this paper. One aim is to illustrate the convergence results of Theorem $[4.1]$ and to analyze the necessity of the weak CFL condition, cf. Remark $[4.3]$. Moreover, we present as an outlook first experiments of corresponding Strang splitting schemes.

The presented convergence experiments report on errors between the numerical solution and the (interpolation of the) known exact solution for varying time step size $\tau$. The errors in the bulk and on the surface components are measured in the Bochner norms

$$
L^\infty(L^2(\Omega)) := L^\infty([0,T],L^2(\Omega)), \quad L^\infty(L^2(\Gamma)) := L^\infty([0,T],L^2(\Gamma)).
$$

All the experiments are carried out on the unit disk, i.e., $\Omega = \{ x \in \mathbb{R}^2 \mid \| x \| < 1 \}$, using a sequence of meshes obtained by DISTMESH; cf. Persson & Strang (2004). The number of degrees of freedom are given by $159, \ldots, 5161$, which correspond to the mesh sizes $h_k \approx \sqrt{2}h_{k-1}$.

Within this section, we focus on the error caused by the splitting approach together with the temporal discretization. The resulting convergence plots often show two regions: one where the temporal error dominates, indicating the convergence order, and one where the error curves flatten out due to the dominating spatial error.

### 5.1 Lie splitting

We compare the theoretical result of Theorem $[4.1]$ with numerical experiments. We first consider a linear problem before we turn to the nonlinear Allen–Cahn equation.

#### 5.1.1 Failure of the naive PDAE approach

Consider (2.1) with constants $\alpha_\Omega = \alpha_r = 0$, $\beta = \kappa = 1$, (linear) right-hand sides, and an initial condition such that the exact solution reads $u(t,x,y) = \exp(-t) \cos(10t)xy$. 

The naive splitting approach discussed in Section 4.1 with an implicit Euler discretization would yield the scheme

$$
\begin{align*}
M_{11} \partial_t u_1^{n+1} + A_{11} u_1^{n+1} &= f_1^{n+1} - A_{12} p^n, \\
M_{11} \partial_t p^{n+1} + A_{11} p^{n+1} &= f_{11}^{n+1} + f_{12}^{n+1} - A_{22} p^n - A_{21} u_1^{n+1}.
\end{align*}
$$

Note that this scheme does not include any information on the derivatives of $u_1$ or $p$. Similarly, also the (Lie versions of the) force and component splitting approaches discussed in Section 2.2 do not include such information. In this regard, these three splitting schemes are naive.

It is illustrated in Figure 3 that these approaches approximate a different system. To see this, we have computed the ‘optimal’ error of a time stepping scheme. This bound corresponds to the spatial error of the discretization and is indicated by the gray dashed line in the plots. One can clearly observe that the schemes without information on the derivatives do not reach this bound, whereas the Lie splitting introduced in Section 4.3 does reach the optimum.

5.1.2 Necessity of the weak CFL condition. In this second experiment, we study the first-order convergence predicted in Theorem 4.1 and analyze the necessity of Assumption 4.1. For this, we consider the same parameters as in the previous experiment but with exact solution $u(t, x, y) = \exp(-t)xy$.

Figure 4 shows that we indeed have first-order convergence if a mild CFL condition is satisfied. Within the plot, we consider different mesh sizes $h$ and set the time step size to $\tau := 1/[1/h]$ such that $\tau^{-1} \in \mathbb{N}$ and $\tau \leq h$. Note that even the $H^1$-error in $p$ converges with order 1, whereas $u$ only converges with order $1/2$ in the stronger norm.

In Figure 5 we report on convergence experiments for Lie splitting for different mesh sizes $h$. Again, we detect first-order convergence. Moreover, there is no $h$-dependence of the convergence, which indicates that the weak CFL condition may not be necessary in practice.
Fig. 4. Temporal convergence test for Lie splitting as described in Section 5.1.2 with mild step size condition $\tau \leq h$ for different mesh sizes. Plots show errors in $u$ and $p$. The gray reference lines indicate order 0.5 (dotted) and order 1 (dashed).

Fig. 5. Temporal convergence test for the proposed Lie splitting from Section 4.3 for different mesh sizes $h$. Plots show $L^\infty(L^2(\Omega))$-error in $u$ (left) and $L^\infty(L^2(\Gamma))$-error in $p$ (right). The gray dashed reference line indicates order 1.
5.1.3 Allen–Cahn equation. Finally, we consider an example with a nonlinearity on the boundary. More precisely, we consider the heat equation in the bulk with the Allen–Cahn-type dynamic boundary condition with a double-well potential, i.e.,

\[
\dot{u} - \Delta u = f_\Omega \quad \text{in } \Omega,
\]

\[
\dot{u} - \Delta u + \partial_n u = f_\Gamma - u^3 + u \quad \text{on } \Gamma.
\]

As the exact solution we took \( u(t,x,y) = (x^2 + y^2)^2 \cos(\pi t/2) \) and \( f_\Omega \) as well as \( f_\Gamma \) are chosen state-independently such that they fit the left-hand side. The nonlinear systems, which arise after the proposed discretization, are solved with the help of Newton’s method (with starting value \( p^0 \)). The convergence history is illustrated in Figure 6. It shows that the nonlinear term \(-u^3 + u\) does not effect the convergence rate as mentioned in Remark 4.2.

5.2 Strang splitting

In this final subsection, we present a numerical experiment for a bulk–surface Strang splitting scheme. For this, we consider the same two subsystems as introduced in Section 4.2 but in a symmetrized manner. More precisely, we first consider half a time step of the bulk system (4.3a), then a full time step of the boundary system (4.3b), and finally the second half step in the bulk.

To obtain a fully discrete scheme, we need to discuss the temporal discretization of the subsystems. Since we aim for a second-order scheme, a natural choice seems to be the midpoint or trapezoidal rule applied to each of the subsystems. Applied to the linear problem discussed in the beginning of this section, we indeed observe second-order convergence for sufficiently small \( \tau \). However, the convergence is \( h \)-dependent (similarly as in Figure 7).
Yet another possibility is to consider ‘adjoint’ Euler schemes for the first and the last subsystems. More precisely, the explicit Euler method is applied to the first and the implicit Euler scheme to the third subsystem. For the second subsystem, we apply the midpoint rule, which is especially suitable, since the first subsystem yields an approximation $u^{n+1/2}_{1}$. Using the notion $\partial_{\tau/2}w^{n+1/2}_{1} = 2\tau^{-1}(w^{n+1/2}_{1} - w^{n}_{1})$ on the time interval $[n\tau, (n+1)\tau]$ of length $\tau$, we obtain the scheme

$$
\begin{align*}
M_{11}\partial_{\tau/2}u^{n+1/2}_{1} &= f^{n}_{1} - A_{11}u^{n}_{1} - M_{12}\partial_{\tau}p^{n} - A_{12}p^{n}, \\
M_{1}\partial_{\tau}p^{n+1} &= f^{n+1/2}_{1} + f^{n+1/2}_{2} - \frac{1}{2}A_{1}p^{n} - M_{22}\partial_{\tau}p^{n} - A_{22}p^{n} - M_{21}\partial_{\tau/2}u^{n+1/2}_{1} - A_{21}u^{n+1/2}_{1}, \\
M_{11}\partial_{\tau/2}u^{n+1}_{1} + A_{11}u^{n+1}_{1} &= f^{n+1}_{1} - M_{12}\partial_{\tau}p^{n+1} - A_{12}p^{n+1}.
\end{align*}
$$

The corresponding convergence behaviour for the numerical experiment presented in Section 5.1.2 is shown in Figure 7. One can observe second-order convergence (for sufficiently small $\tau$), which is $h$-dependent. Moreover, the scheme calls for some kind of CFL condition, which is no surprise due to the inclusion of an explicit scheme.

6. Conclusion

Within this paper, we have constructed and analyzed a first-order bulk–surface Lie splitting scheme for parabolic problems with dynamic boundary conditions. For this, we have reformulated the system as a coupled system of bulk and surface dynamics. Moreover, it has been observed that such splitting approaches need information on the derivatives of the variables in order to obtain reasonable results. The resulting splitting scheme is of particular value in the presence of highly oscillatory or nonlinear boundary conditions. Future research will focus on the construction of bulk–surface Strang splitting...
schemes with the aim of finding a second-order scheme, which is independent of the spatial discretization parameter $h$.
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**Appendix A. Semi-linear problems**

Within this appendix, we provide details on the extension of the proofs in Section 4.4 to the semi-linear case. We show that the convergence order remains one for state-dependent right-hand sides \(f_\Omega : [0,T] \times \mathbb{R}^N \to \mathbb{R}^N\) and \(f_T : [0,T] \times \mathbb{R}^{N'} \to \mathbb{R}^{N'}\). Although all statements of this section hold for locally Lipschitz continuous right-hand sides, we assume for the sake of brevity that \(f_\Omega\) and \(f_T\) are (globally) Lipschitz continuous. To be precise, we suppose that the function \(f_\Omega\) satisfies

\[
\|f_\Omega(t; u) - f_\Omega(\tilde{t}; \tilde{u})\|_\Omega^{2,1} \leq L_\Omega |t - \tilde{t}|^2 + L_A \|u - \tilde{u}\|_A^2 + L_M \|u - \tilde{u}\|_M^2
\]

(A.1)

with the constants \(L_\Omega, L_A, L_M \geq 0\) and similarly for \(f_T\) with \(L_T, L_{\partial \Gamma}, L_{M_T} \geq 0\).

To prove first-order convergence, we follow the steps of Section 4.4. We start with studying the difference of the discrete derivatives \(\partial_T F^{n+1}\) as well as the (local) error caused by the first time step.

**Lemma A.1** Let the assumptions of Lemma 4.1 be fulfilled and suppose that the right-hand sides \(f_\Omega\) and
and \( f_\Gamma \) are Lipschitz continuous. We introduce the non-negative constant \( \eta_\Omega \) by

\[
\eta_\Omega := \begin{cases} 
\sqrt{2L_M}, & \text{if } L_A < \sqrt{2L_M}, \\
L_A + \sqrt{L_A^2 - 2L_M}, & \text{if } L_A \geq \sqrt{2L_M}.
\end{cases}
\]

and analogously \( \eta_\Gamma \) with \( \frac{1}{\tau}L_{A\Gamma} \) and \( \frac{1}{\tau}L_{M\Gamma} \) in place of \( L_A \) and \( L_M \), respectively. Let \( L := L_\Omega + L_\Gamma \). If \( \frac{1}{1+\tau} > C := \max\{2L_A, \sqrt{8LM}, L_{A\Gamma}, 2\sqrt{L_{M\Gamma}}\} \) holds, then for the semi-linear system (3.3), every discrete solution given by the Lie splitting (4.4) satisfies

\[
\tau \sum_{k=1}^{n} \left( 1 - \frac{c_Mh}{4 + 4\tau^2L_M} - (c_{A,M} + c_{A,M}^{-1})(1 + 4\tau^2L_A) \right) \| \partial_\tau p^{k+1} - \partial_\tau p^k \|^2_{M\Gamma} \\
\leq e^{2\nu C} \left[ \| u^1 - u^0 \|^2_{A + \eta_\Omega M} + \| p^1 - p^0 \|^2_{A + \eta_\Omega M} + 2\tau \| \partial_\tau p^1 - \partial_\tau p^0 \|^2_{M\Omega} + 2L\tau^2 \sum_{k=0}^{n-1} e^{2\nu C} \right].
\]

**Proof.** We consider (4.5) for the difference of two consecutive time steps and add \( \eta_\Omega M(u^{n+1} - u^n) \) and \( \left[ 0 \right]^T \left( p^{n+1} - p^n \right) \) to both sides of the system. Then, by following the steps of Lemma (4.1), we obtain the bound

\[
\| u^{n+1} - u^n \|^2_{A + \eta_\Omega M} - \| u^1 - u^0 \|^2_{A + \eta_\Omega M} + \| p^{n+1} - p^n \|^2_{A + \eta_\Omega M} - \| p^1 - p^0 \|^2_{A + \eta_\Omega M} \\
- 2\tau \| \partial_\tau p^1 - \partial_\tau p^0 \|^2_{M\Omega} + \sum_{k=1}^{n} \left( 1 - \frac{c_Mh}{4 + 4\tau^2L_M} - (c_{A,M} + c_{A,M}^{-1})(1 + 4\tau^2L_A) \right) \| \partial_\tau p^{k+1} - \partial_\tau p^k \|^2_{M\Gamma} \\
\leq \tau \sum_{k=1}^{n} \| f_\Omega(r^{k+1}; u^{k+1}, p^{k+1}) - f_\Omega(r^k; u^k, p^{k-1}) + \eta_\Omega M(u^{k+1} - u^k) \|^2_{M-1} \\
+ \| f_\Gamma(r^{k+1}; p^{k+1}) - f_\Gamma(r^k; p^{k-1}) + \eta_\Gamma M\Gamma(p^{k+1} - p^k) \|^2_{M\Gamma} \\
\leq 2\tau \sum_{k=1}^{n} L\tau^2 - L_A \left[ \frac{u^{k+1}}{p^{k+1}} - \frac{u^k}{p^k} \right] \left[ u^{k+1} \right]_A \left[ p^{k+1} \right]_M - \left[ u^k \right]_A \left[ p^k \right]_M \\
+ \| \partial_\tau p^{k+1} - \partial_\tau p^k \|^2_{M\Omega} + \left( L_{M\Omega} + \eta_\Omega^2 \right) \| p^{k+1} - p^k \|^2_{M\Omega} \\
\leq 2\tau \sum_{k=1}^{n} L\tau^2 + 2L_A \left[ \frac{u^{k+1}}{p^{k+1}} - \frac{u^k}{p^k} \right] \left[ u^{k+1} \right]_A \left[ 2L_M + \eta_\Omega^2 \right] \| u^{k+1} - u^k \|^2_{M} \\
+ L_{A\Gamma} \| p^{k+1} - p^k \|^2_{A\Gamma} + \left( L_{M\Gamma} + \eta_\Gamma^2 \right) \| p^{k+1} - p^k \|^2_{M\Gamma} \\
\leq 2\tau \sum_{k=1}^{n} L\tau^2 + C \left( \| u^{k+1} - u^k \|^2_{A + \eta_\Omega M} + \| p^{k+1} - p^k \|^2_{A + \eta_\Omega M} \right) \\
+ 2L_A \| p^{k+1} - p^k \|^2_{M\Omega} + \left( L_{M\Omega} + \eta_\Omega^2 \right) \| p^{k+1} - p^k \|^2_{M\Omega} \\
\leq 2\tau \sum_{k=1}^{n} L\tau^2 + C \left( \| u^{k+1} - u^k \|^2_{A + \eta_\Omega M} + \| p^{k+1} - p^k \|^2_{A + \eta_\Omega M} \right) \\
+ 2L_A \| p^{k+1} - p^k \|^2_{M\Omega} + \left( L_{M\Omega} + \eta_\Omega^2 \right) \| p^{k+1} - p^k \|^2_{M\Omega}.
\]

Note that we have used the definition of \( \eta_\Omega \) and \( \eta_\Gamma \) in the last estimate. The statement follows by a discrete version of Gronwall’s lemma; see, e.g., (Emmrich 1999, Prop. 3.1).

**Lemma A.2** Let \( \eta_\Omega \), \( \eta_\Gamma \), \( C \), and \( L \) be defined as in Lemma (A.1). Suppose that the assumptions of Lemma (4.2) are satisfied. Then we have

\[
(1 - 2\tau C) \| u^1 - u^0 \|^2_{A + \eta_\Omega M} + (1 - 2\tau C) \| p^1 - p^0 \|^2_{A + \eta_\Omega M}.
\]
\[ + \tau (1 - c_M h (1 + 8 \tau L_M) - (c_{\alpha M} + c_A \tau h^{-1}) (2 + 8 \tau^2 L_A)) \left\| \partial_\tau p^1 - \bar{p}(0) \right\|^2_{M_F} \]
\[ \le \tau^2 \left\| \bar{u}(0) \right\|^2_{\bar{A} + \eta_M} + \tau^2 \left\| \bar{p}(0) \right\|^2_{\bar{A}_{SF} + \eta_M} + 2 \tau^2 \left\| \bar{p}(0) \right\|^2_{A_{SF}^2} + 4 \tau^3 C \left\| \bar{p}(0) \right\|^2_{\bar{A}_{SF}^2 + \eta_M} + 2 \tau^3 L. \]

**Proof.** Following the lines of Lemma 4.2 and A.1 we have
\[
\tau \left( 1 - c_M h - 2c_{\alpha M} \tau h - 2c_A \tau h^{-1} \right) \left\| \partial_\tau p^1 - \bar{p}(0) \right\|^2_{M_F} + \left\| u^1 - u^0 \right\|^2_{\bar{A} + \eta_M} \\
- \tau \left\| \bar{u}(0) \right\|^2_{\bar{A} + \eta_M} + \left\| p^1 - p^0 \right\|^2_{A_{SF} + \eta_M} - \tau \left\| \bar{p}(0) \right\|^2_{\bar{A}_{SF} + \eta_M} - 2 \tau \left\| \bar{p}(0) \right\|^2_{A_{SF}^2} \\
\le \tau \left( \| f_{\Omega}(t^1; u^1, p^0) - f_{\Omega}(t^0; u^0, p^0) + \eta_M (u^1 - u^0) \|^2_{\bar{A} + \eta_M} + \| f_{\Gamma}(t^1; p^1) - f_{\Gamma}(t^0; p^0) + \eta_M (p^1 - p^0) \|^2_{M_F} \right) \\
\le 2 \tau^3 L + 2 \tau L_M \left\| u^1 - u^0 \right\|^2_{\bar{A}_{SF}^2} + 2 \tau \left\| f_{\Omega}(t^1; u^1, p^0) - f_{\Omega}(t^0; u^1, p^0) \right\|^2_{\bar{A}_{SF} + \eta_M} + 2 \tau \left\| f_{\Gamma}(t^1; p^1) - f_{\Gamma}(t^0; p^1) \right\|^2_{M_F} \\
+ 8 \tau^3 L \left\| \partial_\tau p^1 - \bar{p}(0) \right\|^2_{A_{SF}^2} + 8 \tau^3 L \left\| \partial_\tau p^1 - \bar{p}(0) \right\|^2_{A_{SF}^2 + \eta_M} + \left\| \bar{p}(0) \right\|^2_{A_{SF}^2}.
\]

This finishes the proof. \[\square\]

Before we prove the convergence, we state a discrete version of Gronwall’s lemma.

**Lemma A.3** Suppose that \( x_n^2 \le a + \sum_{k=1}^n (b_k x_k + c x_k^2) \) holds for non-negative \( a \), \( \{b_k\}_{k \in \mathbb{N}} \), \( \{x_k\}_{k \in \mathbb{N}} \), and \( c \in [0, 1) \). Then we have
\[
x_n^2 \le \left( \sqrt{a} + \frac{1}{1-c} \sum_{k=1}^n e^{\frac{b_k}{1-c}} b_k \right)^2 (1-c)^{-n} \le \left( \sqrt{a} + \frac{1}{1-c} \sum_{k=1}^n e^{\frac{b_k}{1-c}} b_k \right)^2 e^{nc}.
\]

**Proof.** Define \( d_k := (1-c)^k \) and \( \psi_k := a + \sum_{i=1}^k (b_i x_i + c x_i^2) \) for \( k = 0, 1, \ldots \) We observe
\[
\psi_n d_n - a = \sum_{k=1}^n \psi_k d_k - \psi_{k-1} d_{k-1} = \sum_{k=1}^n [b_k x_k + c(x_k^2 - \psi_k)] d_{k-1} \le \sum_{k=1}^n b_k \sqrt{d_k} \sqrt{\psi_k} d_k.
\]

With this, the first bound follows by [Zimmer, 2021, Lem. 8.13] applied to \( \sqrt{\psi_n d_n} \). The second inequality is a simple implication from the first. \[\square\]

Based on the previous three lemmata, we show that the convergence orders of the linear case still hold for state-dependent right-hand sides.

**Theorem A.1** (Convergence order for state-dependent right-hand sides) Suppose that the assumptions of Theorem 4.1 are satisfied, in particular let \( \tau \), \( h \), and \( \tau h^{-1} \) be sufficiently small. Assume that the right-hand sides \( f_{\Omega} \) and \( f_{\Gamma} \) are Lipschitz continuous. Then convergence with the same rates as in Theorem 4.1 hold.

**Proof.** As in the proof of Theorem 4.1 the term \( e_{\alpha}^{n+1} \) denotes the difference of the solution \( u(t^{n+1}) \) and its approximation \( u^{n+1} \), analogously \( e_{\tau}^{n+1} \). We follow the steps of Theorem 4.1. Using the Lipschitz continuity, there exists a constant \( \delta > 0 \) depending only on \( L_A \), \( L_M \), \( L_{AF} \), and \( L_{MF} \), such that
\[
\left\| e_{\alpha}^{n+1} \right\|_{\bar{A}} + \left\| e_{\tau}^{n+1} \right\|_{M_F} + \sum_{k=0}^n \left\| e_{\alpha}^{k+1} - e_{\tau}^{k+1} \right\|_{M_F} + \tau \sum_{k=0}^n \left\| e_{\alpha}^{k+1} \right\|_{\bar{A}} + 2 \tau \sum_{k=0}^n \left\| e_{\tau}^{k+1} \right\|_{\bar{A}}
\]
see also (4.11). By Lemma A.3, we derive
\[
-2 \sum_{k=0}^{n} \| e_{u}^{k+1} \|_{M} (\| u(t^{k+1}) - u(t^{k}) - \tau \dot{u}(t^{k+1})\|_{M} + \tau \| \partial_{t} p^{k+1} - \partial_{t} p^{k} \|_{M_{22}} )
\]
\[
-2 \sum_{k=0}^{n} \| e_{p}^{k+1} \|_{M_{2}} \| p(t^{k+1}) - p(t^{k}) - \tau \dot{p}(t^{k+1})\|_{M_{2}} - \tau \sum_{k=0}^{n} \| p(t^{k+1}) - p(t^{k})\|_{\tilde{M}_{22}}^{2}
\]
\[
\leq 2 \tau \sum_{k=0}^{n} \| e_{u}^{k+1} \|_{M} \left( L_{A}^{1/2} \left\| \left[ e_{u}^{k+1} \right]_{\partial_{t}} - p^{k} \right\|_{A} + L_{M}^{1/2} \left\| \left[ e_{u}^{k+1} \right]_{\partial_{t}} - p^{k} \right\|_{M} \right)
+ \| e_{p}^{k+1} \|_{M_{2}} ( L_{A_{I}}^{1/2} \| e_{p}^{k+1} \|_{A_{I}} + L_{M_{I}}^{1/2} \| e_{u}^{k+1} \|_{M_{I}} )
\]
\[
\leq 2 \tau \sum_{k=0}^{n} \| e_{u}^{k+1} \|_{M} \left( L_{A}^{1/2} \| e_{u}^{k+1} \|_{A} + L_{A}^{1/2} \| e_{p}^{k+1} \|_{p} + \| e_{p}^{k+1} \|_{p} \right) + \left\| \left( p(t^{k+1}) - p(t^{k})\|_{\tilde{A}_{22}} + \| p(t^{k+1}) - p(t^{k})\|_{\tilde{M}_{22}} \right)
+ \left( c_{M} + c_{\alpha M} \tau h + c_{A} \tau h^{-1} \right) \sum_{k=0}^{n} \| e_{p}^{k+1} - e_{p}^{k} \|_{A_{I}}^{2} + \frac{\tau}{2} \sum_{k=0}^{n} \| e_{u}^{k+1} \|_{A_{I}}^{2} + \tau \sum_{k=0}^{n} \| e_{p}^{k+1} \|_{A_{I}}^{2}
\]
see also (4.11). By Lemma A.3 we derive
\[
\| e_{u}^{n+1} \|_{M} + \| e_{p}^{n+1} \|_{\tilde{M}_{22}} + \frac{\tau}{2} \sum_{k=0}^{n} \| e_{u}^{k+1} \|_{A_{I}}^{2} + \tau \sum_{k=0}^{n} \| e_{p}^{k+1} \|_{A_{I}}^{2}
\]
\[
\leq e^{d_{n+1} \delta} \left( \tau^{2} \| \dot{u} \|_{L^{2}(M)}^{2} + \tau^{2} \| \dot{p} \|_{L^{2}(M_{2})}^{2} + \tau \sum_{k=0}^{n} \| \partial_{t} p^{k+1} - \partial_{t} p^{k} \|_{M_{22}}^{2} \right)
\]
similarly as we obtained (4.12). Similar to the lines of Theorem 4.1, the last term \( \tau \sum_{k=0}^{n} \| \partial_{t} p^{k+1} - \partial_{t} p^{k} \|_{M_{22}}^{2} \) can be estimated by combining Lemma A.1 and A.2.

The second estimate can be proven as Theorem 4.1.b with similar adjustments as in the first part of this proof.  
