EXPO
ENENTIAL BOUNDS FOR THE SUPPORT CONVERGENCE IN THE SINGLE RING THEOREM

FLORENT BENAYCH-GEORGES

ABSTRACT. We consider an $n \times n$ matrix of the form $A = UTV$, with $U, V$ some independent Haar-distributed unitary matrices and $T$ a deterministic matrix. We prove that for $k \sim n^{1/6}$ and $b^2 := \frac{1}{n} \text{Tr}(|T|^2)$, as $n$ tends to infinity, we have

$$E \text{Tr}(A^k(A^k)^*) \lesssim b^{2k} \quad \text{and} \quad E[|\text{Tr}(A^k)|^2] \lesssim b^{2k}.$$ 

This gives a simple proof (with slightly weakened hypothesis) of the convergence of the support in the Single Ring Theorem, improves the available error bound for this convergence from $n^{-\alpha}$ to $e^{-cn^{1/6}}$ and proves that the rate of this convergence is at most $n^{-1/6} \log n$.

1. INTRODUCTION

The Single Ring Theorem, by Guionnet, Krishnapur and Zeitouni [8], describes the empirical distribution of the eigenvalues of a large generic matrix with prescribed singular values, i.e. an $n \times n$ matrix of the form $A = UTV$, with $U, V$ some independent Haar-distributed unitary matrices and $T$ a deterministic matrix whose singular values are the ones prescribed. More precisely, under some technical hypotheses[1], as the dimension $n$ tends to infinity, if the empirical distribution of the singular values of $A$ converges to a compactly supported limit measure $\Theta$ on the real line, then the empirical eigenvalues distribution of $A$ converges to a limit measure $\mu$ on the complex plane which depends only on $\Theta$. The limit measure $\mu$ (see Figure 1) is rotationally invariant in $C$ and its support is the annulus $\{z \in C; a \leq |z| \leq b\}$, with $a, b \geq 0$ such that

$$a^{-2} = \int x^{-2}d\Theta(x) \quad \text{and} \quad b^2 = \int x^2d\Theta(x).$$

In [9], Guionnet and Zeitouni also proved the convergence in probability of the support of the empirical eigenvalues distribution of $A$ to the support of $\mu$. The reason why the radii
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[1]These hypotheses have have been weakened by Rudelson and Vershynin in [19] and by Basak and Dembo in [1].
Figure 1. Spectrum of $A$ when the $s_i$’s are uniformly distributed on $[0.5, 4]$, so that $a \approx 1.41$ and $b \approx 2.47$ (here, $n = 2.10^3$).

$a$ and $b$ of the borders of the support of $\mu$ are given by (1) is related to the earlier work [10] by Haagerup and Larsen about $R$-diagonal elements in free probability theory but has no simple explanation: the matrix $A$ is far from being normal, hence its spectral radius should be smaller than its operator norm, i.e. than the $L^\infty$-norm$^2$ of $\Theta$, but, up to our knowledge, there is no evidence why this modulus has to be close to the $L^2$-norm of $\Theta$, as follows from (1).

Another way to see the problem is the following one. In [19], Rudelson and Vershynin have proved that there is a universal constant $c$ such that the smallest singular value $s_{\min}(z - A)$ of $z - A$ has order at least $n^{-c}$ as $z$ varies in $\mathbb{C}$ (and stays bounded away from 0 if $A$ is not invertible): this strong result seems incomplete, as it does not exhibit any transition as $|z|$ gets larger than $b$ (by the Single Ring Theorem, we would expect a transition from the order $n^{-c}$ to the order 1 as $|z|$ gets larger than $b$). Moreover, one cannot expect the methods of [19] to allow to prove such a transition, as they are based on the formula

$$s_{\min}(z - A) \geq \frac{1}{\sqrt{n}} \times \min_{1 \leq i \leq n} \text{dist}_2(\text{i}^\text{th} \text{row of } z - A, \text{span(other rows of } z - A)),$$

whose RHT cannot have order larger than $n^{-1/2}$.

$^2$To be precise, we should say the “$L^\infty$-norm of a $\Theta$-distributed r.v.” rather than “$L^\infty$-norm of $\Theta$”. The same is true for the $L^2$-norm hereafter.
In this text, we want to fill in the gap of understanding why the borders of the support of \( \mu \) have radiuses \( b \) and \( a \) (it suffices to understand the radius \( b \), as \( a \) appears then naturally by considering \( A^{-1} \) instead of \( A \)). For this purpose, by an elementary moment expansion, we shed light on Formula (1) by proving that for \( k \sim n^{1/6} \), the operator norm \( \|A^k\| \) has order at most \( b^k \). More precisely, in Theorem 1 we show that

\[
E \text{Tr}(A^k(A^k)^*) \lesssim b^{2k}.
\]

This estimate allows to state some exponential bounds for the convergence of the modulii of the extreme eigenvalues of \( A \) to \( a \) and \( b \) (see Corollary 2). As we said above, such a convergence had already been proved Guionnet and Zeitouni in [9] with some bounds of the type \( n^{-\alpha} \) for an unspecified \( \alpha > 0 \), but in several applications (as the study of the outliers related to this matrix model in [2]), polynomial bounds are not enough, while exponential bounds are. We also slightly weaken the hypothesis for this convergence, using the paper [11] by Basak and Dembo. Then, the estimate (2) allows to give an upper-bound on the rate of convergence of the spectral radius \( |\lambda_{\text{max}}(A)| \) of \( A \) to \( b \) as \( n \) tends to infinity: Corollary 3 states that

\[
|\lambda_{\text{max}}(A)| - b \lesssim n^{-1/6} \log n.
\]

This result can be compared to the result of Rider in [15], who proved that the spectral radius of a Ginibre matrix fluctuates around its limit at rate \( (n \log n)^{-1/2} \) (see also some generalizations in [3, 4, 16]). At last, in Theorem 1 we also prove

\[
E[|\text{Tr}(A^k)|^2] \lesssim b^{2k}
\]

with very little efforts, as the proof is mostly analogous to the one of (2). The estimate (3) is not needed to prove Corollaries 2 and 3 but will be of use in a forthcoming paper.

The main tools of the proofs are the so-called Weingarten calculus, an integration method for the Haar measure on the unitary group developed by Collins and Śniady in [5, 7], together with an exact formula for the Weingarten function (see (19)) proved by Mastomoto and Novak in their study of the relation between the Weingarten function and Jucys-Murphy elements in [11, 13]. A particularity of this paper is that the Weingarten calculus is used here to consider products of Haar-distributed unitary matrices entries with number of factors tending to infinity as the dimension \( n \) tends to infinity.

2. Main results

Let \( n \geq 1 \), \( A = UTV \) with \( T = \text{diag}(s_1, \ldots, s_n) \) deterministic such that for all \( i \), \( s_i \geq 0 \), and \( U, V \) some independent \( n \times n \) Haar-distributed unitary matrices. Set

\[
M := \max_{1 \leq i \leq n} s_i \quad \text{and} \quad b^2 := \frac{1}{n} \sum_{i=1}^{n} s_i^2.
\]
Theorem 1. Let $\varepsilon > 0$. There is a finite constant $C$ depending only on $\varepsilon$ (in particular, independent of $n$ and of the $s_i$’s) such that for all positive integer $k$ such that $k^6 < (2 - \varepsilon)n$, we have

\begin{equation}
\mathbb{E} \text{Tr}(A^k(A^k)^*) \leq Cnk^2 \left( b^2 + \frac{kM^2}{n} \right)^k
\end{equation}

and

\begin{equation}
\mathbb{E} \left[ |\text{Tr}(A^k)|^2 \right] \leq C \left( b^2 + \frac{kM^2}{n} \right)^k.
\end{equation}

Let now $\lambda_{\text{max}}(A)$ and $\lambda_{\text{min}}(A)$ denote some eigenvalues of $A$ with respectively largest and smallest absolute values. We also introduce $a > 0$ defined by

\[ \frac{1}{a^2} := \frac{1}{n} \sum_{i=1}^{n} s_i^{-2} \]

(with the convention $1/0 = \infty$ and $1/\infty = 0$). At last, for $M$ a matrix, $\|M\|$ denotes the operator norm of $M$ with respect to the canonical Hermitian norm.

Corollary 2. With the above notation, there are some constants $C, \delta_0 > 0$ depending only on $M$ and $b$ such that for any $\delta \in [0, \delta_0]$

\begin{equation}
\mathbb{P}(|\lambda_{\text{max}}(A)| > b + \delta) \leq Cn^{4/3} \exp \left( -\frac{n^{1/6}\delta}{C} \right)
\end{equation}

and analogously, if $a > 0$ and $m := \min_i s_i > 0$, there are some constants $C, \delta_0 > 0$ depending only on $a$ and $m$ such that for any $\delta \in [0, \delta_0]$,

\begin{equation}
\mathbb{P}(|\lambda_{\text{min}}(A)| < a - \delta) \leq Cn^{4/3} \exp \left( -\frac{n^{1/6}\delta}{C} \right).
\end{equation}

Proof. To prove (6), it suffices to notice that if $|\lambda_{\text{max}}(A)| > b + \delta$, then $|\lambda_{\text{max}}(A^k)| > (b + \delta)^k$, which implies that $\|A^k\| > (b + \delta)^k$ and that $\text{Tr}(A^k(A^k)^*) > (b + \delta)^{2k}$. Then the Tchebichev inequality and (4) allow to conclude. The proof of (7) then follows by application of (6) to $A^{-1}$ (the matrix $A$ is invertible as soon as $a > 0$).

The previous results are non asymptotic in the sense of [17, 18], meaning that they are true for all $n$ (even though they involve some non specified constants). Let us now give two asymptotic corollaries. The proof of the first one follows directly from the previous lemma. Here, $u_n \gg v_n$ means $u_n/v_n \rightarrow 0$.

Corollary 3. Let now the matrix $A = A_n$ depend on $n$ and suppose that as $n$ tends to infinity, the numbers $M = M_n$ and $b = b_n$ introduced in Theorem 1 stay bounded away
from 0 and $+\infty$. Then for any sequence $\delta_n > 0$,
\[
\delta_n \gg n^{-1/6} \log n \implies P(\|\lambda_{\max}(A_n)\| > b_n + \delta_n) \xrightarrow{n \to \infty} 0.
\]
The analogous result is also true for $\lambda_{\min}(A_n)$.

Our last corollary allows a weakening of the hypotheses of the Single Ring Theorem support convergence proved in [9] by Guionnet and Zeitouni where we do not even have any single ring anymore. Let now the matrix $A = A_n$ depend on $n$, $T = T_n$ be random, independent from $U_n$ and $V_n$ and suppose that there is a (possibly random) $M_\infty > 1$ independent of $n$ such that with probability tending to one, the spectrum of $T$ is contained in $[M_\infty^{-1}, M_\infty]$ and that there is a (possibly random) closed set $K \subset \mathbb{R}$ of zero Lebesgue measure such that for every $\varepsilon > 0$, there are some (possibly random) $\kappa_\varepsilon > 0$, $M_\varepsilon$ and all $n$ large enough,

\[
\{ z \in \mathbb{C} \; ; \; \Re(z) > n^{-\kappa_\varepsilon}, \Re(\text{Tr}((T - z)^{-1}) > nM_\varepsilon \} \subset \bigcup_{x \in K} B(x, \varepsilon).
\]

Corollary 4. • If there is a finite (possibly random) number $b \geq 0$ such that as $n \to \infty$, we have the convergence in probability
\[
\frac{1}{n} \text{Tr}(T^2) \longrightarrow b^2,
\]
then the spectral radius of $A$ converges in probability to $b$.

• If there is a finite (possibly random) number $a > 0$ such that as $n \to \infty$, we have the convergences in probability
\[
\frac{1}{n} \text{Tr}(T^{-2}) \longrightarrow a^{-2},
\]
then the minimal absolute value of the eigenvalues of $A$ converges in probability to $a$.

Proof. First of all, we shall only prove the first part of the corollary, the proof of the second one being an analogous consequence of Proposition 1.3 of [1]. Secondly, up to the replacement of $T$ by e.g. $\frac{M_\infty + M_\infty^{-1}}{2} I_n$, when its spectrum is not contained in $[M_\infty^{-1}, M_\infty]$ and to the conditioning with respect to the $\sigma$-algebra generated by the sequence $\{T_n ; n \geq 1 \}$, one can suppose that $T$ is deterministic, as well as $M_\infty, b, K, \kappa_\varepsilon, M_\varepsilon$, that $\|T^{-1}\|, \|T\| \leq M_\infty$ and that
\[
\frac{1}{n} \text{Tr}(T^2) \longrightarrow b.
\]
Then as the set of probability measures supported by $[M_\infty^{-1}, M_\infty]$ is compact, up to an extraction, one can suppose that there is a probability measure $\Theta$ on $[M_\infty^{-1}, M_\infty]$ such that the empirical spectral law of $T$ converges to $\Theta$ as $n \to \infty$. It follows by Proposition 1.3 of [1], that within a subsequence, the empirical spectral law of $A$ converges in probability to

\[\text{In Proposition 1.3 of [1] there is the supplementary hypothesis that } \Theta \text{ is not a Dirac mass, but this restriction might be there only to keep the harmonic analysis characterization of the limit measure true. Indeed, if } \Theta = \delta_b, \text{ then the convergence of the empirical spectral law of } A \text{ to the uniform measure on} \]
probability measure on \( \mathbb{C} \) whose support is a single ring, with maximal radius \( \int x^2 d\Theta(x) = b^2 \), hence that for any \( \varepsilon > 0 \),
\[
\mathbb{P}(|\lambda_{\max}(A)| < b - \varepsilon) \longrightarrow 0.
\]
By (6), the convergence in probability of the spectral radius to \( b \) is proved within a subsequence. In fact, we have even proved more: we have proved that from any subsequence, we can extract a subsequence within which the spectral radius of \( A \) converges in probability to \( b \). This is enough to conclude.

3. Proof of Theorem 1

We first prove (4) (we will see below that the proof of (5) will go along the same lines, minus some border difficulties).

We have
\[
\mathbb{E} \text{Tr}(A^k(A^k)^*) = \sum_{\substack{i_1, \ldots, i_k \text{ distinct} \\text{s.t. } j_1, \ldots, j_k \text{ distinct} \\text{s.t.} \\i_1, \ldots, i_k = j_1, j_k \text{m}}} \mathbb{E} s_{i_1} u_{i_1 i_2} s_{i_2} u_{i_2 i_3} \cdots s_{i_{k-1}} u_{i_{k-1} i_k} s_{i_k} u_{j_k, j_{k-1}} s_{j_{k-1}} u_{j_{k-1}, j_{k-2}} s_{j_{k-2}} \cdots u_{j_{2j_1}} s_{j_1}
\]
where we used the fact that \( VU \overset{\text{law}}{=} U \).

Let us denote \( U = [u_{ij}]_{i,j=1}^n \) and \( U^* = [u_{ij}^*]_{i,j=1}^n \). Then continuing the previous computation, we get
\[
\mathbb{E} \text{Tr}(A^k(A^k)^*) = \mathbb{E} \text{Tr} \left( \sum_{\substack{i_1, \ldots, i_k \text{ distinct} \\text{s.t. } j_1, \ldots, j_k \text{ distinct} \\text{s.t.} \\i_1, \ldots, i_k = j_1, j_k \text{m}}} s_{i_1} u_{i_1 i_2} s_{i_2} u_{i_2 i_3} \cdots s_{i_{k-1}} u_{i_{k-1} i_k} s_{i_k} u_{j_k, j_{k-1}} s_{j_{k-1}} u_{j_{k-1}, j_{k-2}} s_{j_{k-2}} \cdots u_{j_{2j_1}} s_{j_1} \right).
\]
By left and right invariance of the Haar measure (see Proposition 8), for the expectation in the RHT to be non zero, we need to have the equality of multisets
\[
\{j_1, \ldots, j_k\}_m = \{i_1, \ldots, i_k\}_m
\]
(the subscript \( m \) is used to denote multisets here). So
\[
\mathbb{E} \text{Tr}(A^k(A^k)^*) =
\]
the circle with radius \( b \) is obvious from the convergence of the empirical spectral distribution of a Haar-distributed unitary matrix to the uniform law on the unit circle and from classical perturbation inequalities.
\[
\sum_{i=(i_1,\ldots,i_k)} \sum_{j=(j_1,\ldots,j_k) \atop j_1=i_1, j_k=i_k, \{j_2,\ldots,j_{k-1}\}_m=\{i_2,\ldots,i_{k-1}\}_m} s_{i_1} \cdots s_{i_k} s_{j_1} \cdots s_{j_k} E u_{i_1j_2} u_{i_2j_3} \cdots u_{i_{k-1}j_k} u_{i_kj_1}^* s_{j_{k-1}} \cdots s_{j_1} u_{j_kj_{k-1}}^* u_{j_{k-2}j_k}^* \cdots u_{j_2j_1}^* \\
= \sum_{i=(i_1,\ldots,i_k)} \sum_{j=(j_1,\ldots,j_k) \atop j_1=i_1, j_k=i_k, \{j_2,\ldots,j_{k-1}\}_m=\{i_2,\ldots,i_{k-1}\}_m} s_{i_1}^2 \cdots s_{i_k}^2 E u_{i_1j_2} u_{i_2j_3} \cdots u_{i_{k-1}j_k} u_{i_kj_1}^* u_{j_kj_{k-1}}^* u_{j_{k-2}j_k}^* \cdots u_{j_2j_1}^* 
\]

Let us define the subgroup of the \( k \)th symmetric group \( S_k \)

\[ G_k := \{ \varphi \in S_k \mid \varphi(1) = 1, \varphi(k) = k \}, \]

and for each \( i = (i_1,\ldots,i_k) \), define the stabilisator group

\[ G_k(i) := \{ \alpha \in G_k \mid \forall \ell, i_{\alpha(\ell)} = i_{\ell} \}. \]

Let at last \( G_k/G_k(i) \) denote the quotient of the set \( G_k \) by \( G_k(i) \) for the left action

\[ (\alpha, \varphi) \in G_k(i) \times G_k \mapsto \alpha \varphi. \]

Remark that the notation \( i_{\varphi(1)},\ldots,i_{\varphi(k)} \) makes sense for \( \Phi \in G_k/G_k(i) \) even though \( \Phi \) is not a permutation but a set of permutations. Then we have

\[ \mathbb{E} \text{Tr}(A^k(A^k)^*) = \sum_{i=(i_1,\ldots,i_k) \in \{1,\ldots,n\}^k} (s_{i_1}^2 \cdots s_{i_k}^2 \times F_i) \]

with

\[ F_i := \sum_{\Phi \in G_k/G_k(i)} E u_{i_1j_2} u_{i_2j_3} \cdots u_{i_{k-1}j_k} u_{i_kj_1}^* u_{i_{\varphi(1)}j_{\Phi(1)}}^* \cdots u_{i_{\varphi(k)}j_{\Phi(k)}}^* \]

Let us apply Proposition 8 to compute the expectation in the term associated to an element \( \Phi \in G_k \). Let \( c \in S_k \) be the cycle \((12\cdots k)\). For any \( i = (i_1,\ldots,i_k) \) and any \( \Phi \in G_k \),

\[ E u_{i_1j_2} u_{i_2j_3} \cdots u_{i_{k-1}j_k} u_{i_kj_1}^* u_{i_{\varphi(1)}j_{\Phi(1)}}^* \cdots u_{i_{\varphi(k)}j_{\Phi(k)}}^* = \]

\[ \sum_{\sigma,\tau \in S_{k-1}} \delta_{i_1,i_{\varphi(1)}} \cdots \delta_{i_{k-1},i_{\varphi(k-1)}} \delta_{i_k,i_{\varphi(k)}} \delta_{i_2,i_{\varphi(2)}} \cdots \delta_{i_{k-2},i_{\varphi(k-2)}} \cdots \delta_{i_{k-1},i_{\varphi(k-1)}} \text{Wg}((\sigma^{-1})^\tau) \]

But for any \( \Phi \in G_k \) and any \( \sigma, \tau \in S_{k-1} \), with \( \sigma, \tau \in S_k \) defined by

\[ \sigma(x) = \begin{cases} x & \text{if } 1 \leq x \leq k-1, \\ k & \text{if } x = k, \end{cases} \quad \tau(x) = \begin{cases} x & \text{if } 1 \leq x \leq k-1, \\ k & \text{if } x = k, \end{cases} \]

we have (with the conventions that \((x y)\) denotes the transposition of \( x \) and \( y \) when \( x \neq y \) and the identity otherwise and that for \( \pi \in S_k \) such that \( \pi(k) = k \), \( \pi_{(1,\ldots,k-1)} \) denotes the restriction of \( \pi \) to \( \{1,\ldots,k-1\} \))

\[ i_1 = i_{\varphi(1)},\ldots,i_{k-1} = i_{\varphi(k-1)} \iff i_1 = i_{\varphi(1)},\ldots,i_k = i_{\varphi(k)} \]

\[ \iff \ell_1 = \sigma^{-1}(1), \forall \varphi \in \Phi, \varphi \sigma(1) \ell_1 \in G_k(i) \]
\[\iffalse\]
\[
\exists \ell_1 \in \{1, \ldots, k - 1\}, \ \forall \varphi \in \Phi, \ \varphi(1 \ell_1) \in \mathcal{G}_k^0(\mathcal{I})
\]
\[
\iffalse\]
\[
\exists \ell_1 \in \{1, \ldots, k - 1\}, \ \exists \varphi_1 \in \Phi, \ \sigma = (\varphi_1^{-1}(1 \ell_1))(1, \ldots, k-1)
\]
and
\[
i_2 = i_{\Phi \tau c^{-1}(2)}, \ldots, i_k = i_{\Phi \tau c^{-1}(k)} \iff i_1 = i_{\Phi \tau c^{-1}(1)}, \ldots, i_k = i_{\Phi \tau c^{-1}(k)}
\]
\[
\iffalse\]
\[
\text{for } \ell_2 = c\tau^{-1}(k - 1), \ \forall \varphi \in \Phi,
\]
\[
\varphi c\tau c^{-1}(\ell_2 k) \in \mathcal{G}_k^0(\mathcal{I})
\]
\[
\iffalse\]
\[
\exists \ell_2 \in \{2, \ldots, k\}, \ \forall \varphi \in \Phi,
\]
\[
\varphi c\tau c^{-1}(\ell_2 k) \in \mathcal{G}_k^0(\mathcal{I})
\]
\[
\iffalse\]
\[
\exists \ell_2 \in \{2, \ldots, k\}, \ \exists \varphi_2 \in \Phi,
\]
\[
c\tau c^{-1} = \varphi_2^{-1}(\ell_2 k)
\]
\[
\iffalse\]
\[
\exists \ell_2 \in \{1, \ldots, k - 1\}, \ \exists \varphi_2 \in \Phi,
\]
\[
\tau = c^{-1} \varphi_2^{-1} c(\ell_2 k - 1)
\]
\[
\iffalse\]
\[
\exists \ell_2 \in \{1, \ldots, k - 1\}, \ \exists \varphi_2 \in \Phi,
\]
\[
\tau = (c^{-1} \varphi_2^{-1} c(\ell_2 k - 1))(1, \ldots, k-1)
\]
\[
\text{Hence}
\]
\[
\mathbb{E}u_{i_1}u_{i_2} \cdots u_{i_{k-1}}u_{i_k}^* \cdots u_{i_{\Phi(2)}^*}^*(1) = \sum_{(\varphi_1, \varphi_2) \in \Phi \times \Phi} \sum_{1 \leq \ell_1, \ell_2 \leq k - 1} Wg((1 \ell_1)\varphi_1 c^{-1} \varphi_2^{-1} c(\ell_2 k - 1))(1, \ldots, k-1)
\]
\[
\]
\[
\sum_{(\varphi_1, \varphi_2) \in \Phi \times \Phi} \sum_{1 \leq \ell_1, \ell_2 \leq k - 1} Wg((c^{-1} \varphi_2^{-1} c(\ell_2 k - 1)(1 \ell_1)\varphi_1))(1, \ldots, k-1)
\]
\[
\text{where we used the fact that } Wg \text{ is a central function.}
\]
\[
\text{Thus by the definition of } F_1 \text{ at } [10], \text{ we have}
\]
\[
F_1 = \sum_{\Phi \in \mathcal{G}_k^0 \times \mathcal{G}_k^0(4)} \sum_{(\varphi_1, \varphi_2) \in \Phi \times \Phi} Wg((c^{-1} \varphi_2^{-1} c(\ell_2 k - 1)(1 \ell_1)\varphi_1))(1, \ldots, k-1)
\]
\[
= \sum_{1 \leq \ell_1, \ell_2 \leq k - 1} \sum_{(\varphi_1, \varphi_2) \in \Phi \times \Phi} Wg((c^{-1} \varphi_2^{-1} c(\ell_2 k - 1)(1 \ell_1)\varphi_1))(1, \ldots, k-1)
\]
\[
(11) = \sum_{1 \leq \ell_1, \ell_2 \leq k - 1} Wg((c^{-1} \varphi_2^{-1} \alpha^{-1} c(\ell_2 k - 1)(1 \ell_1)\varphi))(1, \ldots, k-1)
\]
\[
\text{To state the following lemma, we need to introduce some notation: for } \sigma \in \mathcal{G}_k, \text{ let } |\sigma|\n\]
denote the minimal number of factors necessary to write } \sigma \text{ as a product of transpositions.}
Lemma 5. Suppose that $k^2 < 2n$. Then for any $\pi \in \mathfrak{S}_k \setminus \{id\}$, we have

\begin{equation}
|Wg(\pi)| \leq \frac{2}{n^k k^2} \left( \frac{k^2}{2n} \right)^{|\pi|} \frac{1}{1 - \frac{k^2}{2n}}
\end{equation}

and

\begin{equation}
|Wg(id)| \leq \frac{1}{n^k} + \frac{k^2}{2n^{k+2}} \frac{1}{1 - \frac{k^4}{4n^2}}
\end{equation}

Proof. We know, by (19), that the (implicitly depending on $n$) function $Wg$ can be written

\[ Wg(\pi) = \frac{1}{n^k} \sum_{r \geq 0} (-1)^r \frac{c_r(\pi)}{n^r}, \]

with

\[ c_r(\pi) := \#\{(s_1, \ldots, s_r, t_1, \ldots, t_r) ; \forall i, 1 \leq s_i < t_i \leq k, t_1 \leq \cdots \leq t_r, \pi = (s_1 t_1) \cdots (s_r t_r)\}. \]

But for $r \geq 1$,

\[ c_r(\pi) \leq \mathbb{1}_{r \geq |\pi|} \left( \frac{k^2}{2n} \right)^{r-1} \leq \mathbb{1}_{r \geq |\pi|} \frac{k^2}{2n} ^{2r-2}, \]

so that for $\pi \neq id$,

\[ |Wg(\pi)| \leq \frac{2}{n^k k^2} \sum_{r \geq |\pi|} \left( \frac{k^2}{2n} \right)^r \leq \frac{2}{n^k k^2} \left( \frac{k^2}{2n} \right)^{|\pi|} \frac{1}{1 - \frac{k^2}{2n}} \]

whereas

\[ |Wg(id)| \leq \frac{1}{n^k} + \frac{1}{n^k} \sum_{r \geq 1} \left| \frac{c_{2r}(id)}{n^{2r}} \right| \leq \frac{1}{n^k} + \frac{2}{n^k k^2} \sum_{r \geq 1} \left( \frac{k^2}{2n} \right)^{2r} = \frac{1}{n^k} + \frac{k^2}{2n^{k+2}} \frac{1}{1 - \frac{k^4}{4n^2}} \]

Remark 6. Some other upper-bounds have been given for the Weingarten function: Theorem 4.1 of [6] and Lemma 16 of [12]. The first one states that for any $k, j \geq 2$ such that $k^j \leq n$, there is $K_j$ depending only on $j$ such that for all $\pi \in \mathfrak{S}_k$,

\begin{equation}
Wg(\pi) \leq K_j n^{-k-|\pi|(1-2/j)},
\end{equation}

whereas the second one states that if $k^{3/2} \leq n$, then for all $\pi \in \mathfrak{S}_k$,

\begin{equation}
Wg(\pi) \leq \frac{3C_{k-1}}{2} n^{-k-|\pi|},
\end{equation}

where $C_{k-1}$ is the Catalan number of index $k - 1$. However, in our case, these bounds are less relevant than the one we give here. Indeed, (15) allows to weaken the hypothesis
\[ k^6 \leq (2 - \varepsilon)n \text{ to } k^4 \leq (2 - \varepsilon)n, \text{ but, because of the Catalan number, contains implicitly a factor } 4^k, \text{ which would change our main result from} \]

\[ \mathbb{E} \text{Tr}(A^k(A^k)^*) \lesssim b^{2k} \]

to

\[ \mathbb{E} \text{Tr}(A^k(A^k)^*) \lesssim (2b)^{2k} \]

(which is far less interesting in our point of view, as explained in the introduction). On the other hand, (14) allows to turn the hypothesis

\[ k^6 \leq (2 - \varepsilon)n \]

to

\[ k_{\max\{j, 4j/(j-2)\}} \leq (2 - \varepsilon)n, \]

but there is no integer \( j \) making it a good deal.

It follows from Lemma 5 (that we apply for \( k - 1 \) instead of \( k \) and from (11) that

\[ |F_i| \leq \sum_{1 \leq \ell_1, \ell_2 \leq k-1} \sum_{\alpha \in S_0^0(k)(i)} \left\{ \frac{1}{n^{k-1}} \bigg( \frac{k^2}{2n^{k+1}} \frac{1}{1 - k^4/4n^2} \bigg) + \frac{k-2}{1 - (k^2/(2n))} \sum_{q=1}^{k-2} \right\} \]

(16)

\[ \leq \frac{1}{n^{k-1}} \left( \frac{k^2}{2n^{k+1}} \frac{1}{1 - k^4/4n^2} \right) \sum_{q=1}^{k-2} \left\{ \frac{1}{1 - (k^2/(2n))} \left| c^{-1} \varphi^{-1} \alpha^{-1} c (\ell_2 k - 1)(1 \ell_1) \varphi = id \right| \right\} \]

(16)

\[ = \frac{2}{n^{k-1}k^2} \left( \frac{k^2}{2n} \right)^q \]

(note that we suppress the restriction to the set \( \{1, \ldots, k-1\} \) because adding a fixed point does not change the minimal number of transposition needed to write a permutation).

Thus to upper-bound \( |F_i| \), we need to upper-bound, for \( 1 \leq \ell_1, \ell_2 \leq k-1, \alpha \in S_0^0(k)(i) \) and \( q \in \{0, \ldots, k-2\} \) fixed, the cardinality of the set of \( \varphi \)'s in \( S_0^0(k) \) such that

\[ |c^{-1} \varphi^{-1} \alpha^{-1} c (\ell_2 k - 1)(1 \ell_1) \varphi = q| \]

\[ \leq \frac{k^{4q}}{(2q)!}. \]

**Lemma 7.** Let \( q \in \{0, \ldots, k-2\}, 1 \leq \ell_1, \ell_2 \leq k-1 \) and \( \alpha \in S_0^0(k) \) be fixed. Then we have

\[ \#\{\varphi \in S_0^0(k); |c^{-1} \varphi^{-1} \alpha^{-1} c (\ell_2 k - 1)(1 \ell_1) \varphi = q| \}

\[ \leq \frac{k^{4q}}{(2q)!}. \]

**Proof.** Let \( \varphi \in S_0^0(k) \) and define

\[ \pi_\varphi := c^{-1} \varphi^{-1} \alpha^{-1} c (\ell_2 k - 1)(1 \ell_1) \varphi. \]

Note that for any \( x \in \{1, \ldots, k\} \),

\[ \pi_\varphi(x) = x \implies \varphi(x) = (1 \ell_1)(\ell_2 k - 1)c^{-1}\alpha c(x), \]

so that \( \varphi(x) \) is determined by \( \varphi(c(x)) \) (and by \( \ell_1, \ell_2 \) and \( \alpha \), which are considered as fixed here).
• It first follows that if $|\pi_\varphi| = 0$, i.e. if all $x$'s are fixed points of $\pi_\varphi$, then as by definition of $\mathcal{G}_k^0$, we always have $\varphi(k) = k$, $\varphi$ is entirely defined by $\alpha$, $\ell_1$ and $\ell_2$. It proves (17) for $q = 0$.

• (i) If $|\pi_\varphi| \neq 0$, i.e. if $\pi_\varphi$ has not only fixed points, then it follows that the values of $\varphi$ on the complementary of the support of $\pi_\varphi$ are entirely determined by its values on the support of $\pi_\varphi$ (and by $\ell_1$, $\ell_2$ and $\alpha$).

(ii) Let us now define, for each $\sigma \in \mathcal{S}_k$ such that $|\sigma| = q$, a subset $A(\varphi)$ of $\{1, \ldots, k\}$ such that
\[ \#A(\sigma) = 2q \quad \text{and} \quad \text{supp}(\sigma) \subset A(\sigma). \]
Such a set can be defined as follows: any permutation $\sigma$ at distance $q$ from the identity admits one (and only one, in fact, but we do not need this here) factorization
\[ \sigma = (s_1t_1) \cdots (s_qt_q) \]
such that $s_i < t_i$ and $t_1 < \cdots < t_q$. One can choose $A(\sigma)$ to be $\{s_1, t_1, \ldots, s_q, t_q\}$, possibly arbitrarily completed to a set with cardinality $2q$ if needed.

(iii) By what precedes, the map
\[ \{ \varphi \in \mathcal{G}_k^0 : |\pi_\varphi| = q \} \rightarrow \bigcup_{A \subset \{1, \ldots, k\}, \#A = 2q} \{1, \ldots, k\}^A \]
\[ \varphi \mapsto \varphi|_{A(\pi_\varphi)} \]
is one-to-one, and
\[ \#\{ \varphi \in \mathcal{G}_k^0 : |\pi_\varphi| = q \} \leq \binom{k}{2q} 2^q \leq \frac{k^{4q}}{(2q)!}. \]

It follows from this lemma and from (16) that for a constant $C$ depending only on the $\varepsilon$ of the statement of the theorem (this constant might change from line to line),
\[ |F_i| \leq k^2 \#\mathcal{G}_k^0(i) \left\{ \frac{1}{n^{k-1}} + \frac{Ck^2}{n^{k+1}} + \frac{C}{n^{k-1}k^2} \sum_{q=1}^{k-1} \frac{1}{(2q)!} \left( \frac{k^6}{2n} \right)^q \right\} \leq \frac{Ck^2}{n^{k-1}} \#\mathcal{G}_k^0(i). \]

Thus by (9),
\[ \mathbb{E} \operatorname{Tr}(A^k(A^k)^*) \leq \frac{Ck^2}{n^{k-1}} \sum_{i=(i_1, \ldots, i_k) \in \{1, \ldots, n\}^k} (s_{i_1}^2 \cdots s_{i_k}^2 \times \#\mathcal{G}_k^0(i)). \]
Let us rewrite the last sum as follows:

• we first choose the number $p \in \{1, \ldots, k\}$ such that $\#\{i_1, \ldots, i_k\} = p$,
then we choose the set \( \{ i_0^0, \ldots, i_p^0 \} \subset \{ 1, \ldots, n \} \) such that we have the equality of sets \( \{ i_1, \ldots, i_k \} = \{ i_0^1, \ldots, i_p^1 \} \) (we have \( \binom{n}{p} \) possibilities),

then we choose the collection \((\lambda_1, \ldots, \lambda_p)\) of positive integers summing up to \(k\) such that in \((i_1, \ldots, i_k)\), \(i_0^1\) appears \(\lambda_1\) times, \(\ldots\), \(i_0^p\) appears \(\lambda_p\) times (we have \(\binom{k-1}{p-1}\) possibilities),

at last we choose a collection \(S = (S_1, \ldots, S_p)\) of pairwise disjoint subsets of \(\{1, \ldots, k\}\) whose union is \(\{1, \ldots, k\}\) and with respective cardinalities \(\lambda_1, \ldots, \lambda_p\) (we have \(\frac{k!}{\lambda_1! \cdots \lambda_p!}\) possibilities).

The corresponding collection \(i = (i_1, \ldots, i_k)\) is then totally defined by the fact that for all \(\ell\), \(i_\ell = i_r^0\), where \(r \in \{1, \ldots, p\}\) is such that \(\ell \in S_r\). Note that in this case,

\[
\# \mathcal{O}_{k}^{0}(i) \leq \lambda_1! \cdots \lambda_p!.
\]

This gives

\[
\mathbb{E} \operatorname{Tr}(A^k(A^k)^*) \leq \frac{C k^2}{n^k} \sum_{p=1}^{k} M^{2(k-p)} \sum_{1 \leq i_1^0 < \cdots < i_p^0 \leq n} \left( \prod_{t=1}^{p} s_{i_t^0}^{2\lambda_t} \prod_{t=1}^{p} \lambda_t! \right)
\]

Then, note that

\[
\prod_{t=1}^{p} s_{i_t^0}^{2\lambda_t} = \prod_{t=1}^{p} s_{i_t}^{2\lambda_t} \leq M^{2(k-p)} \prod_{t=1}^{p} s_{i_t}^{2},
\]

Hence changing the order of summation, we get

\[
\mathbb{E} \operatorname{Tr}(A^k(A^k)^*) \leq \frac{C k^2}{n^{k-1}} \sum_{p=1}^{k} M^{2(k-p)} \sum_{1 \leq i_1^0 < \cdots < i_p^0 \leq n} \left( \prod_{t=1}^{p} s_{i_t^0}^{\lambda_t} \sum_{(\lambda_1, \ldots, \lambda_p)} \prod_{t=1}^{p} \lambda_t! \right)
\]

\[
\leq \frac{C k^2}{n^{k-1}} \sum_{p=1}^{k} M^{2(k-p)} \frac{1}{p!} \sum_{1 \leq i_1, \ldots, i_p \leq n} \left( \prod_{t=1}^{p} s_{i_t}^{\lambda_t} \sum_{(\lambda_1, \ldots, \lambda_p)} k! \right)
\]

\[
\leq \frac{C k^2}{n^{k-1}} \sum_{p=1}^{k} M^{2(k-p)} (nb^2)^p \frac{k!(k-1)!}{p!(p-1)!(k-p)!}
\]

\[
\leq \frac{C k^2}{n^{k-1}} (nb^2 + kM^2)^k
\]

\[
\leq Cnk^2 \left(b^2 + \frac{kM^2}{n}\right)^k
\]
Let us now give the main lines of the proof of (5). This proof is very analogous to the one of (4), minus some border difficulties (we will use the symmetric group $\mathfrak{S}_k$ instead of $\mathfrak{S}_0^k$).

Proceeding as above, we arrive easily at

$$\mathbb{E}[|\operatorname{Tr}(A^k)|^2] = \sum_{i=(i_1,\ldots,i_k)} s_{i_1}^2 \cdots s_{i_k}^2 G_i$$

with

$$G_i := \sum_{\Phi \in \mathfrak{S}_k/\mathfrak{S}_k(i)} \mathbb{E}[u_{i_1 i_2} u_{i_2 i_3} \cdots u_{i_{k-1} i_k} u_{i_k i_1} u_{i_{\Phi(1)} i_{\Phi(2)}} u_{i_{\Phi(2)} i_{\Phi(3)}} \cdots u_{i_{\Phi(k-1)} i_{\Phi(k)}}]$$

where

$$\mathfrak{S}_k(i) := \{\varphi \in \mathfrak{S}_k; \forall \ell, i_{\varphi(\ell)} = i_{\ell}\}$$

and $\mathfrak{S}_k/\mathfrak{S}_k(i)$ denotes the quotient set for the left action of $\mathfrak{S}_k(i)$ on $\mathfrak{S}_k$.

As above again, we get, for $c$ the cycle $(1\ 2\ \cdots\ k)$,

$$G_i = \sum_{\Phi \in \mathfrak{S}_k/\mathfrak{S}_k(i)} \sum_{(\varphi,\alpha) \in \Phi \times \Phi} Wg(c^{-1}\varphi^{-1}c\alpha)$$

Then applying Lemma 5, we get

$$|G_i| \leq \sum_{\alpha \in \mathfrak{S}_k(i)} \left\{ \#\{\varphi \in \mathfrak{S}_k; c^{-1}\varphi^{-1}c\alpha = \text{id}\} \left( \frac{1}{n^k} + \frac{k^2}{2n^{k+2}} \frac{1}{1 - \frac{k^2}{4n^2}} \right) + \frac{1}{1 - (k^2/(2n))} \sum_{q=1}^{k-1} \#\{\varphi \in \mathfrak{S}_k; |c^{-1}\varphi^{-1}c\alpha| = q\} \frac{2}{n^k} \frac{k^2}{(2n)^q} \right\}$$

Then an analogue of Lemma 7 allows to claim that

$$|G_i| \leq C \frac{n^k}{\#\mathfrak{S}_k(i)}$$

and the end of the proof is quite analogous to what we saw above.

4. APPENDIX: WEINGARTEN CALCULUS

We recall this key-result about integration with respect to the Haar measure on the unitary group (see [7, Cor. 2.4] and [14, p. 61]). Let $\mathfrak{S}_k$ denote the $k$th symmetric group.
Proposition 8. Let $k$ be a positive integer and $\mathbf{U} = [u_{ij}]_{i,j=1}^n$ a Haar-distributed matrix on the unitary group. Let $i = (i_1, \ldots, i_k, i'_1, \ldots, i'_k)$, and $j = (j_1, \ldots, j_k, j'_1, \ldots, j'_k)$ be two $2k$-uplets of $\{1, \ldots, n\}$. Then

\begin{equation}
\mathbb{E} [u_{i_1,j_1} \cdots u_{i_k,j_k} u_{i'_1,j'_1} \cdots u_{i'_k,j'_k}] = \sum_{\sigma, \tau \in S_k} \delta_{i_1,i'_1(\sigma)} \cdots \delta_{i_k,i'_k(\sigma)} \delta_{j_1,j'_1(\tau)} \cdots \delta_{j_k,j'_k(\tau)} W_g(\sigma^{-1}\tau),
\end{equation}

where $W_g$ is a function called the Weingarten function, depending implicitly on $n$ and $k$ and given by the formula

\begin{equation}
W_g(\pi) = \frac{1}{n^k} \sum_{r \geq 0} (-1)^r \frac{c_r(\pi)}{n^r},
\end{equation}

with $c_r(\pi) := \#\{(s_1, \ldots, s_r, t_1, \ldots, t_r) ; \forall i, 1 \leq s_i < t_i \leq k, t_1 \leq \cdots \leq t_r, \pi = (s_1 t_1) \cdots (s_r t_r)\}$.

Acknowledgments: We would like to thank J. Novak for discussions on Weingarten calculus and Camille Male for pointing out references [6] and [12] to us.
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