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Abstract—When traditional pole-dynamics attacks (TPDAs) are implemented with nominal models, model mismatch between exact and nominal models often affects their stealthiness, or even makes the stealthiness lost. To solve this problem, this article presents a novel stealthy measurement-aided pole-dynamics attacks (MAPDAs) method with model mismatch. First, the limitations of TPDAs using exact models are revealed. Second, to handle the limitations, the proposed MAPDAs method is designed by using an adaptive control strategy, which can keep the stealthiness. Moreover, it is easier to implement as only the measurements are needed in comparison with the existing methods requiring both measurements and control inputs. Third, the performance of the proposed MAPDAs method is explored using convergence of multivariate measurements, and MAPDAs with model mismatch have the same stealthiness and similar destructiveness as TPDAs. Finally, experimental results from a networked inverted pendulum system confirm the feasibility and effectiveness of the proposed method.

Index Terms—Adaptive control, convergence, model mismatch, pole-dynamics attacks (PDAs), stealthiness.

I. INTRODUCTION

NETWORKED control systems (NCSs) [1], [2], [3] deploy communication networks to exchange information between physical entities, such as plants, sensors, and controllers. Compared with traditional control systems, NCSs eliminate unnecessary wiring, reduce system complexity and cost, and improve system performance. However, the usage of networks makes NCSs open to the outer space and cost, and improve system performance. However, the NCSs eliminate unnecessary wiring, reduce system complexity and controllers. Compared with traditional control systems, NCSs eliminate unnecessary wiring, reduce system complexity and cost, and improve system performance. However, the usage of networks makes NCSs open to the outer space and the stealthiness of attacks.

The stealthiness of attacks has been known, model-based attacks can be of the stealthiness if they are designed to engage the measurements, control inputs and both. However, it is unrealistic to retrieve exact models used by the attacker or defender in many industrial control systems, leading to model mismatch between exact and nominal models. With nominal models, model-based attacks may lose their stealthiness. This brings a consequent question: Are model-based attacks helpless against model mismatch? The answer is no, and there actually are several improved model-based attacks methodologies, e.g., data-driven feedback-loop/two-loop covert attacks [16], [17], robust zero-dynamics attacks [18], and robust PDAs [19].

Although the existing improved model-based attacks methods have provided promising performance, control inputs are indispensable to the outcome of these methods, e.g., both control inputs and measurements are required to design attacks. This brings a new question: Can improved model-based attacks methods without using control inputs be working against model mismatch between exact and nominal models? In a practical sense, there exist several vulnerable-sensor-network-only NCSs (especially Internet of Things applications [20], [21], [22]) where a vulnerable wireless network may be used to link the sensors and the controller, and reliable cable networks may be used to connect the controller with the plant. Therefore, from the perspective of a defender, the above question is equivalent to this one: Are vulnerable-sensor-network-only NCSs safe enough from these stealthy
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attacks thanks to model mismatch between exact and nominal models?

Motivated by the above observations, the following challenges and difficulties will be addressed.

1) Traditional PDAs (TPDAs) are implemented with exact models, which is impractical for some attackers. They have no choice but to use nominal models to design attacks, however model mismatch between exact and nominal models may lead to decline or even loss of stealthiness. Therefore, how to reveal the limitations of TPDAs with nominal models is the first challenge.

2) Some popular techniques (e.g., robust control and data driven) can be employed to improve the stealthiness of PDAs with nominal models requiring complete and accurate measurements and control inputs. It is difficult for the attacker to launch attacks by obtaining these signals especially in vulnerable-sensor-network-only NCSs. Therefore, how to propose a new attack method without control input is the second challenge.

3) The existing improved model-based attacks (e.g., robust zero-dynamics attacks and robust PDAs) have been mainly designed for single-input–single-output systems, which have rarely been implemented in multiple-input–multiple-output (MIMO) systems. When the above proposed attack method is employed in MIMO systems, identification of stealthiness and destructiveness is the third challenge.

To deal with the above challenges and difficulties, this article presents a stealth measurement-aided PDAs (MAPDAs) method with model mismatch for uncertain vulnerable-sensor-network-only NCSs. Comparative analysis between the existing methods and the proposed method is listed in Table I. The existing methods are mainly based on an exact model or a nominal model but require complete and accurate control inputs, but this article has revealed the limitations of TPDAs, proposed the new MAPDAs method with model mismatch, and provided the proof of stealthiness and destructiveness of MAPDAs. The main contributions of this article are summarized as follows.

1) The limitations of TPDAs using exact models are revealed, where exact models can ensure the stealthiness of TPDAs but model mismatch between the exact and nominal models may cause TPDAs to lose stealthiness.

2) To handle model mismatch, a new MAPDAs method is proposed using a model reference adaptive control strategy, which can keep the stealthiness. Moreover, it is easier to implement as only the measurements are needed in comparison with the existing methods requiring both the measurements and control inputs.

3) The stealthiness and destructiveness of the proposed MAPDAs in MIMO systems is explored by investigating the convergence of multivariate measurements, where MAPDAs with model mismatch have the same stealthiness and similar destructiveness as TPDAs. Specifically, MAPDAs with adaptive gains will remain stealthy at an acceptable detection threshold till destructiveness occurs.

The remainder of this article is organized as follows. Section II is problem formulation, where the limitations of TPDAs with model mismatch are discussed. Section III describes the proposed MAPDAs and analyzes the performance. Section IV provides the experiments where TPDAs and MAPDAs are embedded in the practical networked inverted pendulum visual servo system (NIPVSS), followed by the conclusions made in Section V.

Notation: Matrix $P > 0$ denotes that $P$ is positive definite symmetric. The one vector (all elements are 1) is denoted by $1_n \in \mathbb{R}^n$. Table II summarizes the notations most frequently used throughout the rest of this article.

II. PROBLEM FORMULATION

A. NCSs Under TPDAs With Exact Model

The framework of NCSs for TPDAs with exact auxiliary model (i.e., exact model) is shown in Fig. 1. First, the sensor obtains the measurement $x(t)$ from the plant. Then, $x(t)$ will be transmitted to the estimator and controller via networks, becoming $x_a(t)$ due to injection of attack signals $a(t)$ from possible TPDAs with exact auxiliary model. Using $x_a(t)$, the
controller calculates control input \( u(t) \) that is sent to the actuator to stabilize the plant and the estimator judges whether or not there exists an attack, and if there is an attack, the alarm will be triggered.

**Remark 1:** Fig. 1 shows the framework of NCSs for TPDAs with the exact auxiliary model, the construction of TPDAs adopts the exact auxiliary model that only needs the matrix \( A \) of the physical system, see [15]. However, when there exists model mismatch between the exact auxiliary model and the nominal model (i.e., the attackers cannot produce an exact auxiliary model), the complete and accurate measurement \( x(t) \) and control input \( u(t) \) have been applied to constructing model-based attacks for enhancing the stealthiness (see [16], [17], [18], [19]). However, could the stealthiness under model mismatch be enhanced by the only measurements \( x(t) \)? For the question, this article says yes and gives the corresponding method.

Consider continuous linear time-invariant (LTI) plant\(^1\)

\[
\dot{x}(t) = Ax(t) + Bu(t) \tag{1}
\]

\[
z(t) = Cx(t) \tag{2}
\]

where \( x(t) \in \mathbb{R}^n \) is system state and measurement, \( u(t) \in \mathbb{R}^m \) is control input, \( z(t) \in \mathbb{R}^r \) is controlled output, \( t \in [0, \infty) \), \( t_0 \) is the initial instant, \( x(t_0) \) is the initial state, and \( \|x(t_0)\| < \infty \). \( A, B, \) and \( C \) are constant matrices with appropriate dimensions. Without loss of generality, it is considered that (1) is controllable.

**Remark 2:** The general measured output is \( y(t) = Hx(t) \). For simplicity, \( H = I \) is considered as [24] and thus \( x(t) \) is the measured output. The condition \( H \neq I \) can be investigated in the future work.

System state \( x(t) \) will be transmitted to the controller of TPDAs via networks. TPDAs can maintain a continuous exact auxiliary model \( A_{c, t}(A) \) [15]

\[
\dot{x}_{eam}(t) = Ax_{eam}(t) \tag{3a}
\]

\[
a(t) = x_{eam}(t) \tag{3b}
\]

where \( x_{eam}(t) \) and \( a(t) \) are the state and the output of \( A_{c, t}(A) \). In a network, \( a(t) \) may be subtracted from \( x(t) \), and thus the network output becomes

\[
x_a(t) = x(t) - a(t). \tag{4}
\]

\(^1\)Strictly speaking, the poles set of an LTI system is a subset of the eigenvalues set of \( A \) [23, Lec. 19.2]. For this reason, \( \dot{x}(t) = Ax(t) \) is called pole-dynamics.

Using \( x_a(t) \), the controller calculates the control input

\[
u(t) = K x_a(t) \tag{5}
\]

where \( K \) is the controller gain and has been designed to make \( \Phi := A + BK \) stable (i.e., the eigenvalues of \( \Phi \) are located on the closed left half-plane). Then, \( u(t) \) will be sent to the actuator for stabilizing the plant.

**Remark 3:** The general controller is \( u(t) = K x_a(t) + N x(t) \) [25], where \( N \) is a gain matrix and \( x(t) \) is the reference input. Considering that the aim of the controller in the attack-free case is to bring \( x(t) \) to zero, it is set \( r(t) = 0 \) as [26]. Therefore, the controller form (5) is adopted.

To detect attacks, the common norm-based test is performed by the detector, i.e., if there is

\[
\|x_a(t)\| < \epsilon \tag{6}
\]

where \( \epsilon > 0 \) is a user-defined threshold, it means that there is no attack, otherwise, attacks emerge.

**Remark 4:** The threshold \( \epsilon \) of the detector (6) is important to check the validity of attack detection. The existing threshold selection methods generally include statistical analysis [27], theoretical derivation [28], machine learning [29], etc. To determine the proper threshold, the method of statistical analysis is used in Section IV.

To analyze the performance of attacks, according to the discussion on stealthiness [30] and destructiveness [18], the definitions of \( \epsilon \)-stealthiness and \( \xi \)-destructiveness in time period \( T := [t_0, t_f] \) of attacks are given in the following, where \( t_0, t_f \) are initial and finishing instants of attacks, respectively.

**Definition 1** (\( \epsilon \)-Stealthiness): An attack is said to be with \( \epsilon \)-stealthiness on the detector in \( T \) when \( (6) \) for \( t \in T \) always holds.

**Definition 2** (\( \xi \)-Destructiveness): An attack is said to be with \( \xi \)-destructiveness on the controlled output \( z(t_f) \) if

\[
\|z(t_f)\| \geq \xi \tag{7}
\]

where \( \xi \) is the admissible state limit. Specifically, \( \|z(t)\| < \xi \) for \( t \in T \) will run under control and \( \|z(t)\| \geq \xi \) for \( t \in T \) is actively out of control (e.g., takes active protection measures) to avoid possible severe accidents.

It is well believed that an ideal attack in \( T \) should be with both \( \xi \)-destructiveness and \( \epsilon \)-stealthiness. We may witness a more dangerous scenario where a quasi-ideal attack is with \( \epsilon \)-stealthiness and with no \( \xi \)-destructiveness in \( T \), but the controlled output is driven very close to \( \xi \). A quasi-ideal attack could be on the synchronous machines [31], where the attack will not make rotation rates of synchronous machines cross the admissible limit, but it pushes the rotation rate to be high. This will remarkably shorten the life of synchronous machines and even cause accidents. For simplicity, this article only focuses on ideal attacks.

**B. Performance of TPDAs With Exact Auxiliary Models**

Based on the above NCSs under TPDAs, the definitions and impact analysis of TPDAs with \( A_{c, t}(A) \) (3) in [15], and the stealthiness and destructiveness of TPDAs with \( A_{c, t}(A) \) (3) are presented in Theorem 1.
Before Theorem 1, Lemma 1 will be given. For exact auxiliary model $\mathcal{A}_{\varepsilon}(A)$ (3), considering the eigenvalues $\lambda_i$ ($i = 1, \cdots, p$) of the matrix $A$, $A$ can be expressed as $A = XJX^{-1}$, where $X$ is a constant matrix and $J = \text{diag}[J_1, \cdots, J_i, \cdots, J_r]$, $r_1 \leq p$ and when $\lambda_i$ is a single root, $J_i = \lambda_i$; when $\lambda_i$ is an $r_2$-fold root, i.e., $\lambda_i = \lambda_{i+1} = \cdots = \lambda_{i+r_2-1}$, then

$$J_i = \begin{bmatrix} \lambda_i & 1 & & \\ & \ddots & \ddots & \\ & & 1 & \\ \lambda_{i+r_2-1} & & & \end{bmatrix}.$$ 

To conveniently present Lemma 1, $\psi(t) := X^{-1}x_{\varepsilon}(t)$ is denoted.

**Lemma 1:** If and only if $\psi(t_0)$ with $\|\psi(t_0)\| < \infty$ satisfies:
1) when $\lambda_1$ locates on the open right half-plane, there are two cases: a) if $\lambda_1$ is a single root, $\psi(t_0) = 0$ and b) if $\lambda_1$ is an $r_2$-fold root, $\psi(t_0) = \cdots = \psi_{r_2-1}(t_0) = 0$;
2) when $\lambda_j$ locates on the closed left half-plane, if $\lambda_j$ is an $r_2$-fold root, $\psi_j(t_0) = \cdots = \psi_{j+r_2-1}(t_0) = 0$.
then the state $x_{\varepsilon}(t)$ of exact auxiliary model $\mathcal{A}_{\varepsilon}(A)$ (3) with unstable $A$ will converge to 0.

**Proof:** Considering $A = XJX^{-1}$, the solution of exact auxiliary model $\mathcal{A}_{\varepsilon}(A)$ (3) is

$$\psi(t) = e^{lt} \psi(t_0). \quad (8)$$

Considering the eigenvalues $\lambda_i$ ($i = 1, \cdots, p$) of matrix $A$, without loss of generality, we set that $\lambda_1$ is an $r_2$-fold root, i.e., $\lambda_1 = \lambda_2 = \cdots = \lambda_r$, and $\lambda_{r+1}, \cdots, \lambda_p$ are all single roots. Then, (8) can be rewritten as

$$\psi(t) = \begin{bmatrix} e^{\lambda_1 t} \psi_1(t_0) + e^{\lambda_2 t} \psi_2(t_0) + \cdots + e^{\lambda_{r_2-1} t} \psi_{r_2-1}(t_0) \\ \vdots \\ e^{\lambda_1 t} \psi_{r_2-1}(t_0) + e^{\lambda_1 t} \psi_2(t_0) \\ e^{\lambda_1 t} \psi_1(t_0) \\ \vdots \\ e^{\lambda_1 t} \psi_p(t_0) \end{bmatrix}.$$ 

$$\psi(t) = \begin{bmatrix} e^{\lambda_1 t} \psi_1(t_0) + e^{\lambda_2 t} \psi_2(t_0) + \cdots + e^{\lambda_{r_2-1} t} \psi_{r_2-1}(t_0) \\ \vdots \\ e^{\lambda_1 t} \psi_{r_2-1}(t_0) + e^{\lambda_1 t} \psi_2(t_0) \\ e^{\lambda_1 t} \psi_1(t_0) \\ \vdots \\ e^{\lambda_1 t} \psi_p(t_0) \end{bmatrix}.$$ 

**(9)**

**Sufficiency:** When the items 1) and 2) of Lemma 1 are satisfied, if the $r_2$-fold root $\lambda_1$ is located on the open right half-plane, $\psi_1(t_0) = \cdots = \psi_2(t_0) = 0$; if $\lambda_j$ is located on the closed left half-plane, $\psi_j(t_0) = 0$. It guarantees that $\psi(t_0)$, $\cdots$, $\psi_{r_2}(t_0)$ will converge to 0. When the items 1) and 2) of Lemma 1 are satisfied, if the single root $\lambda_j$, $j \in \{ r_2 + 1, \cdots, p \}$ is located on the open right half-plane, $\psi_j(t_0) = 0$. It guarantees that $\psi_{2r_j-1}(t_0), \cdots, \psi_p(t_0)$ will converge to 0. Therefore, the state $x_{\varepsilon}(t)$ of exact auxiliary model $\mathcal{A}_{\varepsilon}(A)$ (3) with unstable $A$ will converge to 0.

**Necessity:** When the state $x_{\varepsilon}(t)$ of exact auxiliary model $\mathcal{A}_{\varepsilon}(A)$ (3) with unstable $A$ converges to 0, it is necessary that $\psi_2(t_0) = \cdots = \psi_{r_2}(t_0) = 0$. If the $r_2$-fold root $\lambda_1$ is located on the open right half-plane, it is also necessary that $\psi_1(t_0) = 0$. Furthermore, if the single root $\lambda_j$, $j \in \{ r_2 + 1, \cdots, p \}$ is located on the open right half-plane, it is necessary that $\psi_j(t_0) = 0$. It completes the proof.

Now, based on Lemma 1, Theorem 1 will be given in the following.

**Theorem 1:** Considering system (1)–(5) under TPDAs with $\mathcal{A}_{\varepsilon}(A)$ (3), if $\Phi$ is stable, $A$ is unstable (i.e., at least one of eigenvalues of $A$ is located on the open right half-plane), and $x_{\varepsilon}(t_0)$ does not satisfy the item 1) or 2) of Lemma 1, then

$$\exists \epsilon, \|x_a(t)\| < \epsilon \quad \text{for} \quad t \in [t_0, \infty). \quad (10)$$

The norm of system state becomes unbounded, i.e.,

$$\lim_{t \to \infty} \|x(t)\| \to \infty. \quad (11)$$

**Proof:** Considering (1) and (3), the dynamics of $x_a(t)$ is

$$\dot{x}_a(t) = \Phi x_a(t). \quad (12)$$

If $\Phi$ is stable, it follows that

$$\|x_a(t)\| \leq \sup_{\varepsilon} \|x_a\|, \quad t \geq t_0 \quad (13)$$

where $\sup_{\varepsilon} \|x_a\| := \kappa \|x_a(t_0)\|$ and $\kappa$ is a constant. If $\epsilon > \sup_{\varepsilon} \|x_a\|$, then (10) is guaranteed.

It can be seen from (12) and (3) that $\lim_{t \to \infty} x_a(t) = 0$ if $\Phi$ is stable, and when $x_{\varepsilon}(t_0)$ does not satisfy the item 1) or 2) of Lemma 1, $\lim_{t \to \infty} \|x_{\varepsilon}(t)\| \to \infty$ holds if $A$ is unstable. Considering (4), to make $\lim_{t \to \infty} x_a(t_0) = 0$ hold, $\lim_{t \to \infty} \|x(t)\| = 0$ must hold when $\lim_{t \to \infty} \|x_{\varepsilon}(t)\| \to \infty$ holds. Therefore, (11) is guaranteed. It completes the proof.

**Remark 5:** For Theorem 1, there possibly exist two cases for TPDAs with $\mathcal{A}_{\varepsilon}(A)$ (3), i.e., $\epsilon > \sup_{\varepsilon} \|x_a\| \|x_a\|$ represents the upper bound of $\|x_a(t)\|$ under TPDAs with $\mathcal{A}_{\varepsilon}(A)$ (3) and $\epsilon \leq \sup_{\varepsilon} \|x_a\|$, which is shown in
Fig. 2(a). Therefore, for a given \( \epsilon \), when a small enough super Steve is selected, TPDAs with \( A_{c,1}(A) \) (3) can be with \( \xi \)-destructiveness and \( \epsilon \)-stealthiness in \( T \).

Remark 6: For Lemma 1, we examine whether or not the initial value of \( x_{e_{1}}(t_{0}) \) [i.e., \( x_{e_{1}}(t_{0}) \)] corresponding to the \( i \)th eigenvalue \( \lambda_{i} \) of \( A_{c,1} \) [i.e., \( A_{c,1} \) corresponding to the \( i \)th eigenvalue \( \lambda_{i} \)] equals to zero. There are two cases for \( x(t) \).

1) If \( x_{e_{1}}(t_{0}) \) satisfies the initial condition in Lemma 1, \( \lim_{t \to \infty} x_{e}(t) = 0 \) even if \( A \) is unstable. Furthermore, according to (3), (4), and (12), \( \lim_{t \to \infty} x(t) = 0 \) so that (11) will not hold.

2) If \( x_{e_{1}}(t_{0}) \) does not satisfy the initial condition in Lemma 1, \( \lim_{t \to \infty} x(t) \to \infty \) as \( A \) is unstable. Furthermore, according to (3), (4), and (12), \( \lim_{t \to \infty} \| x(t) \| \to \infty \), and (11) in Theorem 1 holds.

C. Limitation of TPDAs With Nominal Models

Although the above stealthiness and destructiveness of TPDAs with \( A_{c,1}(A) \) (3) look promising, it is unrealistic to obtain the exact model for the attacker (even for the defender). When the attacker only knows the nominal model of uncertain NCs (i.e., the nominal model \( A_{n} \) of \( A \)), they have to perform TPDAs with a continuous nominal auxiliary model \( A_{c,1}(A_{n}) \)

\[
\dot{x}_{a}(t) = A_{n}x_{a}(t) + \Phi(t)x_{a}(t) + \epsilon(t)
\]

\[
A(t) = A_{n}x_{a}(t) + \Phi(t)x_{a}(t) + \epsilon(t)
\]

According to impact analysis of TPDAs with \( A_{c,1}(A) \) (3) in [15], the limitation of TPDAs with \( A_{c,1}(A_{n}) \) (14) is presented in Theorem 2.

Before Theorem 2, Lemma 2 will be given in the following. For nominal auxiliary model \( A_{c,1}(A_{n}) \) (14), considering the eigenvalues \( \lambda_{n,i} \) (i.e., \( I, \ldots, p \)) of the matrix \( A_{n} \). \( A_{n} \) can be expressed as \( A_{n} = X_{n} \) where \( X_{n} \) is a constant matrix and \( J_{n} = \text{diag}(J_{n,1}, \ldots, J_{n,p}) \), \( J_{n} = \text{diag}(J_{n,1}, \ldots, J_{n,p}) \), \( n_{n,1} \leq n \) and when \( \lambda_{n,i} \) is a single root, \( J_{n,i} = \lambda_{n,i} \), when \( \lambda_{n,i} \) is an \( r_{n,i} \)-fold root, \( I, \ldots, \lambda_{n,i} \), \( \lambda_{n,i} = \lambda_{n,i+1} = \cdots = \lambda_{n,i+r_{n,2}-2,1} \), then

\[
J_{n,i} = \begin{bmatrix}
\lambda_{n,i} & 1 \\
& \ddots & 1 \\
& & \lambda_{n,i+r_{n,2}-2,1}
\end{bmatrix}.
\]

To conveniently present Lemma 2, \( \psi_{n}(t) := X_{n}^{-1}x_{n}(t) \) is denoted.

Lemma 2: If and only if \( \psi_{n}(t_{0}) \) or \( \| \psi_{n}(t_{0}) \| < \infty \) satisfies:

1) when \( \lambda_{n,i} \) locates on the open right half-plane, there are two cases: a) if \( \lambda_{n,i} \) is a single root, \( \psi_{n,i}(t_{0}) = 0 \) and b) if \( \lambda_{n,i} \) is an \( r_{n,2} \)-fold root, \( \psi_{n,i}(t_{0}) = \cdots = \psi_{n,i+r_{n,2}-2,1}(t_{0}) = 0 \);

2) when \( \lambda_{n,i} \) locates on the closed left half-plane, if \( \lambda_{n,i} \) is an \( r_{n,2} \)-fold root, \( \psi_{n,i}(t_{0}) = \cdots = \psi_{n,i+r_{n,2}-2,1}(t_{0}) = 0 \), then the state \( x_{n}(t) \) of nominal auxiliary model \( A_{c,1}(A_{n}) \) (14) with unstable \( A_{n} \) will converge to 0.

Proof: The proof is similar as that of Lemma 1, which is omitted.

Now, based on Lemma 2, Theorem 2 will be given in the following.

Theorem 2: Considering the system (1), (2), (4), (5) under TPDAs with \( A_{c,1}(A_{n}) \) (14), if \( \Phi \) is stable, \( x_{n}(t_{0}) \) does not satisfy the item 1) or 2) of Lemma 2, then

\[
\lim_{t \to \infty} \| x_{n}(t) \| \to \infty.
\]

The norm of system state becomes unbounded, i.e., (11).

Proof: Considering (1) and (14), the dynamics of \( x_{n}(t) \) are

\[
\dot{x}_{n}(t) = \Phi x_{n}(t) + (A - A_{n})x_{n}(t).
\]

If \( A_{n} \) is unstable, when \( x_{n}(t_{0}) \) does not satisfy the item 1) or 2) of Lemma 2, \( \lim_{t \to \infty} \| x_{n}(t) \| \to \infty \) (14) will hold. Therefore, although \( \Phi \) is stable, (15) is guaranteed as \( A \neq A_{n} \).

Considering (1), (4), (5), and (14), it follows that:

\[
\dot{x}(t) = \Phi x(t) - BK x_{n}(t).
\]

Since \( \lim_{t \to \infty} \| x_{n}(t) \| \to \infty \) in (14) holds when \( x_{n}(t_{0}) \) does not satisfy the item 1) or 2) of Lemma 2, (17) yields (11). It completes the proof.

Remark 7: For Theorem 2, there possibly exist two cases for TPDAs with \( A_{c,1}(A_{n}) \) (14), i.e., \( \epsilon > \| x_{n}(t) \| \) and \( \epsilon \leq \| x_{n}(t) \| \) (\( t_{f} \) is finishing instant of attacks), which is shown in Fig. 2(b). Therefore, when a small \( \epsilon \) is selected, TPDAs with \( A_{c,1}(A_{n}) \) (14) are with \( \xi \)-destructiveness but with no \( \epsilon \)-stealthiness in \( T \).

Remark 8: For Lemma 2, we have analyzed whether or not the initial value of \( x_{n}(t_{0}) \) (i.e., \( x_{n}(t_{0}) \)) corresponding to the \( i \)th eigenvalue \( \lambda_{n,i} \) of \( A_{n} \) equals to zero. There are two cases for \( x_{n}(t) \).

1) If \( x_{n}(t_{0}) \) satisfies the initial condition in Lemma 2, \( \lim_{t \to \infty} x_{n}(t) = 0 \) even if \( A_{n} \) is unstable. Furthermore, according to (4), (14), and (16), \( \lim_{t \to \infty} \| x_{n}(t) \| \to \infty \) so that (15) will not hold.

2) If \( x_{n}(t_{0}) \) does not satisfy the initial condition in Lemma 2, \( \lim_{t \to \infty} \| x_{n}(t) \| \to \infty \) because \( A_{n} \) is unstable. Furthermore, according to (4), (14), and (16), \( \lim_{t \to \infty} \| x_{n}(t) \| \to \infty \), and (15) in Theorem 2 holds.

Up to now, we understand the limitations of TPDAs with nominal models, i.e., TPDAs will be with \( \xi \)-destructiveness but with no \( \epsilon \)-stealthiness in \( T \). In the next section, to cope with this problem, we will present a measurements and adaptive control-based method into the attacks.

III. MEASUREMENT-AIDED POLE-DYNAMICS ATTACKS

We have analyzed NCs under TPDAs and the limitations of TPDAs with nominal models in the previous sections. To solve the problem, a stealthy MAPDAs method using measurements and an adaptive auxiliary model will be designed and discussed.

A. Design of MAPDAs

The framework of NCs under MAPDAs with an adaptive auxiliary model is shown in Fig. 3(a) and the framework of the adaptive auxiliary model is shown in Fig. 3(b). First, the sensor collects \( x(t) \) from the plant. Then, \( x(t) \) will be transmitted to the detector and controller via network, becoming \( x_{a}(t) \) due to possible attacks. The attacker obtains \( x_{a}(t) \) and uses it to construct adaptive auxiliary model with state \( x_{n}(t) \)
an attacker has nominal models (i.e., $A_n$ and output model. (b) Framework of an adaptive auxiliary model.

![Diagram](image)

and output $a(t)$, where $x_a(t)$ and $x_{s,am}(t)$ are used to produce adaptive gain $F_a(t)$ based on the designed adaptive laws, and $F_a(t)$ is used to update $x_{s,am}(t)$ and $a(t)$. Using $x_a(t)$, the controller calculates $u(t)$ that is sent to the actuator to stabilize the plant and the estimator scrutinizes whether or not there is an attack, and if there is an attack, the alarm will be triggered.

Consider continuous LTI plant (1) and (2) and that the attacker has nominal models (i.e., $A_n$, $B_n$, and $K_n$ of NCSs) and can obtain the data in the network. Motivated by the fact that the defender can adopt some control theories (e.g., model reference adaptive control [32], [33] and fuzzy control [34]) to make system with model mismatch convergent, the attacker can also cope with model mismatch by performing MAPDAs with a continuous adaptive auxiliary model $A_{a,1}(A_n, \Phi, x_a)$ and output $a(t)$, where $x_{s,am}(t)$ and $a(t)$ are, respectively, state and output of $A_{a,1}(A_n, \Phi, x_a)$, $F_a(t)$ is time-varying adaptive gain, $Z > 0$, $P > 0$, $Q > 0$ are constant matrices, and $x_{s,am}(t)$ is the network output in (4). The control input is $u(t)$ in (5) and the detector with the test (6) is used to detect attacks.

**Remark 9:** We will give a comprehensive explanation of adaptive control strategies from the perspective of the defender [as shown in Fig. 4(a)] and the attacker [as shown in Fig. 4(b)] in the following.

1) **Adaptive Control Strategy for the Defender:** Fig. 4(a) shows a common model reference adaptive control strategy [32], [33] for the defender (where the reference input $r(t) = 0$). The plant is expressed by (1) and the measurement is $x(t)$. To ensure that $x(t)$ is stable, a reference model is constructed as $\hat{x}_m(t) = A_m x_m(t)$ where $x_m(t)$ is the state and output of reference model, and $A_m$ is a constant matrix and needs to be Schur stable. The controller is $u(t) = K_m x(t)$ where $K_m(t)$ is a time-varying controller gain generated by adaptive law. To obtain adaptive law, letting $A_m = \hat{A} - B \hat{K}_m^\ast$, where $K_m^\ast$ is a constant matrix, the dynamic of $x_m(t) := x(t) - x_m(t)$ can be constructed as $\dot{x}_m(t) = A_m x_m(t) - B \Delta_m(t) x(t)$, where $\Delta_m(t) := K_m^\ast - K_m(t)$. Furthermore, a candidate Lyapunov function can be chosen as $V_m(t) = x_m^T(t) P_m x_m(t) + \text{tr}(\Delta_m(t) Z_m^\ast \Delta_m(t))$, where $P_m > 0$ and $Z_m > 0$ are constant matrices. The derivative $\dot{V}_m(t)$ of $V_m(t)$ is $\dot{V}_m(t) = x_m^T(t) (A_m^T P_m + P_m A_m) x_m(t) - 2 x_m^T(t) \Delta_m(t) B^T P_m x_m(t) + 2 \text{tr}(\Delta_m^T(t) Z_m^\ast \Delta_m(t))$. If

$$u(t) = K_m(t) x(t)$$

$$\dot{K}_m(t) = -Z_m B^T P_m x_m(t) x^T(t), \quad \text{[similar as] (18b)}$$

$$-Q_m = A_m^T P_m + P_m A_m, \quad \text{[similar as] (18d)}$$

where $Q_m > 0$ is a constant matrix, then $\dot{V}_m(t) < 0$, i.e., $\lim_{t \to \infty} x(t) = 0$. Due to $A_m$ is Schur stable (i.e., $\lim_{t \to \infty} x(t) = 0$), it can be yielded that $x(t)$ is stable (i.e., $\lim_{t \to \infty} x(t) = 0$).

2) **Adaptive Control Strategy for the Attacker:** Fig. 4(b) shows adaptive control strategy for the attacker proposed in this article. Compared with Fig. 4(a), main differences on Fig. 4(b) lie on that: a) the controller is constant as (5) (other than time-varying) and its input is $x_a(t)$ [other than $x(t)$]; b) the reference model becomes the adaptive auxiliary model that contains the nominal auxiliary model (14a), adaptive controller $F_a(t)$, and adaptive law on $F_a(t)$; and c) the error $x_m(t)$ (other than both the error and state) needs to converge to zero. To ensure that $x_m(t)$ is stable, the adaptive auxiliary model needs to construct (18a) with adaptive controller $F_a(t)$ generated.
by adaptive law. To obtain adaptive law, the dynamic of $x_a(t)$ can be constructed as

$$\dot{x}_a(t) = \Phi x_a(t) + (A - F_a(t) - A_n)x_{aam}(t). \quad (19)$$

Furthermore, a candidate Lyapunov function $V(t)$ can be chosen as (22) similar as $V_m(t)$, whose derivative is (23).

If there are (18), then $\dot{V}(t) < 0$, i.e., $\lim_{t \rightarrow \infty} x_a(t) = 0$.

Remark 10: The goal of MAPDAs with $A_{a,t}(A_n, \Phi, x_a)$ (18) is to drive $x_a(t)$ to converge to 0 as that of TPDAs with $A_{a,f}(A)$ (3). To achieve this goal, different from TPDAs with $A_{a,f}(A)$ (14), additional adaptive gain $F_a(t)$ and the measurement $x_a(t)$ are required for MAPDAs with $A_{a,t}(A_n, \Phi, x_a)$ (18). By using MAPDAs with $A_{a,t}(A_n, \Phi, x_a)$ (18) and considering the system (1), (2), (4), (5), the dynamics of $x_a(t)$ becomes (19). In (19), $x_a(t)$ will be driven to asymptotically converge to 0, which is proved by using Lyapunov stability theory in the next section.

B. Performance of MAPDAs

MAPDAs with $A_{a,t}(A_n, \Phi, x_a)$ (18) have been designed above and its performance will be presented in Theorem 3.

Theorem 3: Considering the systems (1), (2), (4), (5) under MAPDAs with $A_{a,t}(A_n, \Phi, x_a)$ (18), for $Q > 0$ and $Z > 0$, if $\Phi$ is stable, then

$$\lim_{t \rightarrow \infty} x_a(t) = 0. \quad (20)$$

Proof: Considering the systems (1), (2), (4), (5) under MAPDAs with $A_{a,t}(A_n, \Phi, x_a)$ (18), the dynamic of $x_a(t)$ is (19). Denoting $F_a^d(t) := F_a(t) + A_n - A$, the dynamic of $x_a(t)$ (19) can be re-expressed as

$$\dot{x}_a(t) = \Phi x_a(t) - F_a^d(t)x_{aam}(t). \quad (21)$$

To analyze the stability of $x_a(t)$, a candidate Lyapunov function is chosen as

$$V(t) = x^T_a(t)P x_a(t) + \operatorname{tr}\left((F_a^d(t))^T Z^{-1} F_a^d(t)\right). \quad (22)$$

Taking the derivative of $V(t)$ along $t$ leads to

$$\dot{V}(t) = x^T_a(t)(\Phi^T P + P \Phi)x_a(t) - 2x^T_a(t)P F_a^d(t)x_{aam}(t) + 2\operatorname{tr}\left((F_a^d(t))^T Z^{-1} F_a^d(t)\right). \quad (23)$$

If there are

$$F_a^d(t)^T Z^{-1} = x_{aam}(t)x_a(t)^T P \quad (24)$$

and (18d), i.e., (18b) and (18d) hold true, and we have

$$\dot{V}(t) = -\dot{x}_a^T(t)Q x_a(t) < 0. \quad (25)$$

Equation (25) yields (20). It completes the proof.

Remark 11: For Theorem 3, there possibly exist three types of MAPDAs, i.e., climbing type ($\epsilon < \sup_{aam}\|x_a\|$, $\sup_{aam}\|x_a\|$ represents the upper bound of $\|x_a(t)\|$ under the proposed MAPDAs), peak type ($\epsilon = \sup_{aam}\|x_a\|$), and descending type ($\epsilon > \sup_{aam}\|x_a\|$), which is shown in Fig. 5. It can provide the guideline for the attacker and defender. For the view of the attacker, they can select the proper parameters of MAPDAs for small $\|x_a\|$ (good stealthiness). However, for the view of the defender, it is suggested not to select too big threshold $\epsilon$. This article mainly focuses on the new stealthy MAPDAs method from the perspective of the attacker, so the discussion of these three types is valuable to help to select the proper parameters of MAPDAs.

Remark 12: The selection of parameters $Q$ and $Z$ of the proposed MAPDAs with $A_{a,t}(A_n, \Phi, x_a)$ (18) will affect the dynamics of $x_a(t)$ and $x(t)$, i.e., the upper bound of $\|x_a(t)\|$ and the limit-crossing speed of $\|x(t)\|$. When $Q$ and $Z$ are selected improperly, the upper bound of $\|x_a(t)\|$ could be close to the threshold and with a high limit-crossing speed of $\|x(t)\|$. On the contrary, when $Q$ and $Z$ are selected properly, the upper bound of $\|x_a(t)\|$ could be far less than the threshold and with a low limit-crossing speed of $\|x(t)\|$. These two cases are shown in Section IV. The parameters $Q$ and $Z$ can be selected by...
using some popular methods, such as trial-and-error method, optimization algorithm, and so on.

However, the attackers cannot obtain \( \Phi \) and thus they cannot calculate \( P \) by (18d) and \( F_a(t) \) in (18b), making MAPDAs with \( A_{\alpha,t}(A_n, \Phi, x_a) \) (18) unable to operate. To cope with this problem, the ideal \( A_{\alpha,t}(A_n, \Phi, x_a) \) (18) is slightly regulated into \( A_{\alpha,t}(A_n, \Phi_n, x_a) \)

\[
(18a)-(18c), \quad (26)
\]

\[ -Q = \Phi_n^T P + P \Phi_n \]

where \( \Phi_n := A_n + B_n K_n \) is the nominal part of \( \Phi \).

**Corollary 1:** Considering the systems (1), (2), (4), (5) under MAPDAs with \( A_{\alpha,t}(A_n, \Phi_n, x, x_a) \) (26), for \( Q > 0 \) and \( Z > 0 \), if \( \Phi \) is stable and (18d) holds, then (20) will hold.

**Proof:** The proof is similar as that of Theorem 3, which is thus omitted. \( \square \)

**Remark 13:** Corollary 1 indicates that after \( Q \) has been selected, \( P \) can be calculated by using (26). If the selected \( Q \) and the calculated \( P \) from (26) satisfy (18d), then (20) will hold, i.e., the stealthiness of MAPDAs is achieved. However, it is not easy to obtain exact auxiliary model for the attacker, so (18d) cannot be verified. Therefore, \( Q \) needs to be selected by using some methods as discussed in the above Remark 12.

The problem of PDAs without control inputs against model mismatch is completely solved along the following line (3) \(\rightarrow\) (14) \(\rightarrow\) (18) \(\rightarrow\) (26). First, in spite of the promising performance given in Theorem 1, TPDAs with (3) are denied due to model mismatch. Second, the limitation of TPDAs with (14) against model mismatch is revealed in Theorem 2 from perspective of \( \epsilon \)-stealthiness and \( \xi \)-destructiveness. Then, to deal with the limitation, MAPDAs with (18) are designed by introducing the measurements and an adaptive control method, whose performance is given in Theorem 3. Finally, to further cast off the dependence on exact models, the regulated MAPDAs with (26) are developed. The experimental demonstration will be given in the next section.

**Remark 14:** When the open-loop dynamic of the nominal system is stable (i.e., \( A_n \) is stable), (20) in Theorem 3 will still hold. When (20) holds, \( \|x_{\text{sam}}(t)\| \) could be unbounded or convergent, i.e., \( \|x(t)\| \) could be unbounded or convergent according to \( x_a(t) = x(t) - x_{\text{sam}}(t) \). The analysis is below using the contradiction method.

1) Suppose that both \( x_{\text{sam}}(t) \) and \( x_a(t) \) are convergent. Then, \( F_a(t) \) in (18b) is convergent, and thus \( A - F_a(t) - A_n \) in (19) is bounded. Using (19), it can be obtained that \( x_a(t) \) is convergent. Therefore, there is no contradiction with (20).

2) Suppose that \( \|x_{\text{sam}}(t)\| \) is unbounded and \( x_a(t) \) is convergent. Then, \( F_{\text{ad}}(t) \) in (18b) could be convergent because \( x_a(t)x_{\text{sam}}^T(t) \) is undetermined type, and thus \( A - F_{\text{ad}}(t) - A_n \) in (19) could be convergent. Using (19), we understand that \( x_a(t) \) are convergent. Therefore, there is no contradiction with (20).

Therefore, when the open-loop dynamic of the nominal system is stable, the proposed MAPDAs cannot ensure that the system state is divergent.

**Remark 15:** We will explain why the proposed results can be applied to the practical engineering applications with the disturbance. Specifically, when there exists no disturbance, the attack-free \( x_a(t) \) will arrive at 0. Thus, the attacker aims at driving \( x_a(t) \) to converge to 0. When there exists bounded disturbance, the attack-free \( x_a(t) \) will be bounded with respect to the disturbance. Thus, the attacker aims at driving \( x_a(t) \) to be bounded with respect to the disturbance. Therefore, the proposed MAPDAs can be applied to the practical engineering applications with the disturbance. It is worth noting that the detection threshold \( \epsilon \) in (6) need to be reselected with regard to the disturbance. According to the idea of the proposed MAPDAs method, the stealthiness [i.e., \( \|x_a(t)\| < \epsilon, t \in [0, \infty) \)] will still be guaranteed.

**C. MAPDAs for Digital Systems**

When the considered NCSs is a digital system (e.g., both the sensors and controller are digitized with the sampling periods), the attacker can adopt discrete-time TPDAs and MAPDAs transformed from continuous TPDAs (3) or (14) and MAPDAs (18) as follows.

1) TPDAs can use a discrete-time exact auxiliary model

\[
\begin{align*}
\varepsilon_{\text{sam}}((k+1)h) &= A_h^k \varepsilon_{\text{sam}}(kh) \quad (27a) \\
A(kh) &= x_{\text{sam}}(kh) \quad (27b)
\end{align*}
\]

where \( k = 0, 1, 2, \cdots, A_h := e^{Ah} \) and \( h \) is the sampling period.

2) TPDAs can use a discrete-time nominal auxiliary model

\[
\begin{align*}
\varepsilon_{\text{nm}}((k+1)h) &= A_h^k \varepsilon_{\text{nm}}(kh) \quad (28a) \\
A(kh) &= x_{\text{nm}}(kh) \quad (28b)
\end{align*}
\]

where \( A_h^k := e^{Ah} \).

3) MAPDAs can use a discrete-time adaptive auxiliary model

\[
\begin{align*}
\varepsilon_{\text{sam}}((k+1)h) &= J_n(kh)x_{\text{sam}}(kh) \quad (29a) \\
F_{\text{ad}}((k+1)h) &= F_{\text{ad}}(kh) \\
+ hZP x_{\text{ad}}(kh) x_{\text{sam}}^T(kh) \quad (29b) \\
A(kh) &= x_{\text{sam}}(kh) \quad (29c) \\
\phi &= F_{\text{n}}^T P + P \Phi_n \quad (29d)
\end{align*}
\]

where \( J_n(kh) := e^{(A_n + F_{\text{ad}}(kh))h} \).

The next aim is to analyze the effectiveness of discrete-time MAPDAs (29) (taken as an example) for the digital system. Considering that when the sensors and controller are digitized, the digital system becomes a sampled-data-based hybrid system. For this kind of hybrid system, referring to [35] and [36], it is commonly expressed as a time-delay system and can be expressed as the following time-delay model:

\[
(1), \ (4), \ \text{and} \ u(t) = K x_a(t - t_d) \quad (30)
\]

where \( t \in [kh, (k+1)h) \), \( k = 0, 1, 2, \cdots \), and \( t_d \in [0, h) \) is time delay and \( t_d = 1. \) Based on the above time-delay model (30), the stability criterion on delay-induced continuous MAPDAs to guarantee (20) will be presented in Theorem 4.
Theorem 4: Considering the constructed time-delay model (1), (4), and (30), for a scalar \( h \), the matrices \( P_1 > 0 \), \( P_2 > 0 \), \( P_3 > 0 \), \( P_4 > 0 \), and \( Z_1 > 0 \), if there are delay-induced continuous MAPDAs

\[
\dot{x}_{aam}(t) = (A_n + F_d(t))x_{aam}(t) \\
\dot{F}_d(t) = Z_1P_1x_{aam}(t)x_{aam}^T(t) \\
+ h^2Z_1P_4(Ax_a(t) + BKx_a(t - \tau))x_{aam}(t) \\
- \frac{1}{2}h^2Z_1P_4F_d(t)x_{aam}(t)x_{aam}^T(t) \\
a(t) = x_{aam}(t) \\
- Q = \Phi^TP + P\Phi.
\]

(31a)
(31b)
(31c)
(31d)

\( F_d(t) \) have been given in (21), and

\[
\Omega = \begin{bmatrix}
\Omega_{11} & \Omega_{12} & \Omega_{13} \\
* & \Omega_{22} & \Omega_{23} \\
* & * & \Omega_{33}
\end{bmatrix} < 0
\]

(32)

where \( \Omega_{11} = A^TP_1 + P_1A + P_2 + P_3 + h^2A^TP_4A + P_4 \), \( \Omega_{22} = -P_2 + h^2K^TB^TP_4BK \), \( \Omega_{33} = -P_3 - P_4 \), \( \Omega_{12} = P_1BK + h^2A^TP_4BK \), \( \Omega_{13} = P_4 \), and \( \Omega_{23} = 0 \), then (20) will hold.

Proof: From (30), the dynamics of \( x_a(t) \) becomes

\[
\dot{x}_a(t) = Ax_a(t) + BKx_a(t - \tau) - F_d(t)x_{aam}(t).
\]

(33)

To analyze the stability of \( x_a(t) \), we choose the candidate Lyapunov function

\[
V_{lds}(t) = x_a^T(t)P_1x_a(t) + \int_{t-r}^{t} x_a^T(s)P_2x_a(s)ds \\
+ \int_{t-r}^{t} x_a^T(s)P_3x_a(s)ds \\
+ \int_{t-r}^{t} h^2x_a^T(s)P_4x_a(s)dsdv \\
+ tr\left(\left(F_d(t)\right)^TZ^{-1}_1F_d(t)\right).
\]

(34)

Taking the derivative of \( V_{lds}(t) \) along with \( t \), denoting \( \chi_a(t) = \{x_a(t); x_a(t - \tau); x_a(t - h)\} \) and using Jensen’s inequality [38], [39], [40] leads to

\[
\dot{V}_{lds}(t) \leq x_a^T(t)\Omega x_a(t) \\
+ tr\left(\left(F_d(t)\right)^TZ^{-1}_1F_d(t)\right) \\
- \chi_a^T(t)P_1\chi_a(t) \\
- h^2\chi_a^T(t)x_{aam}(t)P_4(Ax_a(t) + BKx_a(t - \tau)) \\
+ \frac{1}{2}h^2\chi_a^T(t)x_{aam}(t)P_4F_d(t)x_{aam}(t) \\
+ tr\left(\left(F_d(t)\right)^TZ^{-1}_1F_d(t)\right) \\
- x_a^T(t)P_1F_d(t)x_{aam}(t) \\
- h^2(Ax_a(t) + BKx_a(t - \tau))P_4F_d(t)x_{aam}(t) \\
+ \frac{1}{2}h^2F_d(t)x_{aam}(t)P_4F_d(t)x_{aam}(t).
\]

(35)

If there are (31) and (32), then

\[
\dot{V}_{lds}(t) \leq x_a^T(t)\Omega x_a(t) < 0.
\]

(36)

Equation (36) yields (20). It completes the proof.

Remark 16: According to (31) in Theorem 4, a delay-induced discrete-time MAPDAs (37) can be obtained as

\[
x_{aam}(k+1) = \Xi_a(kh)x_{aam}(kh)
\]

(37a)

\[
F_a(k+1) = F_a(kh)
\]

(37b)

\[
+ hZ_1P_1x_a(kh)x_{aam}(kh) \\
+ h^2Z_1P_4x_a(kh)x_{aam}(kh) \\
- \frac{1}{2}h^2Z_1P_4F_a(kh)x_{aam}(kh)
\]

(37c)

\[
- Q = \Phi^TP + P\Phi_a.
\]

(37d)

Note that there exists only one difference between discrete-time MAPDAs (29) and delay-induced discrete-time MPADAs (37), i.e., the last three items related to the square of the sampling period are additional in (37b). When the sampling period is small, discrete-time MAPDAs (29) are a proper approximation of delay-induced discrete-time MAPDAs (37). Since discrete-time MPADAs (37) can guarantee the stealthiness (20), discrete-time MAPDAs (29) will be effective on guaranteeing the stealthiness (20) for digital system.

IV. EXPERIMENTAL RESULTS AND DISCUSSION

To validate the proposed MAPDAs, we consider the scenario when TPDAs [15], MAPDAs, DFLCAs [16], and TLCAs [17] are embedded in an NIPVSS [37] in Fig. 6.

A. Experimental Setup of NIPVSS

In the real NIPVSS, a single Ac640-120cm monochrome camera at 640 × 480 pixels with light sources acting as the sensor captures the images of GLIP2001C linear motion inverted pendulum. Then, the images are sent to the controller through the 1-Gb/s wired network (It means that transmission delay can be omitted), which runs Microsoft Visual Studio 2010 in Windows XP with an Intel Core i5 processor (3.2 GHz) and 4-GB RAM. After having received images, the controller processes the images to obtain state information of cart position and pendulum angle. Furthermore, state information is used to formulate the control signal in the controller with GT-400-SV motion control card. Finally, the control signal is...
TABLE III

|          | $\sup_{t}^\epsilon \|x_a\|$ | $\sup_{t}^\epsilon \|x_a\|$ |
|----------|-----------------------------|-----------------------------|
| Experiment 1 | 2.2544                     | Experiment 4                |
| Experiment 2 | 3.0560                     | Experiment 5                |
| Experiment 3 | 2.2544                     | Experiment 6                |

applied to the inverted pendulum by use of MSMA023A1A AC servo motor driver serving as the actuator.

B. Parameter Settings of NIPVSS

The state of NIPVSS is set as $x(t) = [\alpha(t), \theta(t), \dot{\alpha}(t), \dot{\theta}(t)]$, where $\alpha(t)$ is cart position, $\theta(t)$ is pendulum angle, and $\dot{\alpha}(t)$ and $\dot{\theta}(t)$ are cart and angular velocity, respectively. The acceleration-as-control-input nonlinear differential equation of inverted pendulum is

$$lmu \cos \theta + lmg \sin \theta = Jm \ddot{\theta}$$

where $l$ is the length from the pivot to the center of the pendulum, $m$ is the mass of the pendulum, $g$ is the acceleration of the gravity, $Jm$ is the moment of inertia about the pivot of the pendulum, and the values of $l$, $m$, $g$, and $Jm$ can be found in [37]. By linearizing (38) in $|\theta| \leq 0.2$ rad (i.e., $\cos \theta \approx 1$ and $\sin \theta \approx \theta$ in $|\theta| \leq 0.2$ rad), the nominal models $A_n$ and $B_n$ of (38) are given by

$$A_n = \begin{bmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & \frac{lmg}{Jm} & 0 & 0 \end{bmatrix}, \quad B_n = \begin{bmatrix} 0 \\ 0 \\ 1 \\ \frac{lm}{Jm} \end{bmatrix}$$

where $(lmg/Jm) = 29.4311$ and $(lm/Jm) = 3.0001$. $u = \ddot{\alpha}$ is control input. According to $A_n$ and $B_n$, the controller is designed as (5), where the controller gain has been calculated in [37], i.e.,

$$K = K_n = [3.7569, -29.6225, 4.0648, -5.4563]$$

The controlled outputs are $\alpha(t)$ and $\theta(t)$, and the aim of controller is to drive the pendulum being stable. The admissible limits are $|\alpha(t)| < 0.3$ m and $|\theta(t)| < 0.8$ rad.

C. Threshold of the Detector

To properly determine the threshold $\epsilon$ of the detector based on statistical analysis method [27], 500 experiments of attack-free NIPVSS are operated (see 6 experiments of 500 experiments in Fig. 7 and Table III). The frequency of different $\sup_{t}^\epsilon \|x_a\|$ (i.e., the upper bound of attack-free $\|x_a(t)\|$) is shown in Fig. 8. It can be seen from Fig. 7, Table III, and Fig. 8 that after the state of NIPVSS is stable, the threshold can be set as $\epsilon = 3.1$ based on the $3\sigma$ principle.

D. Performance of TPDAs and MAPDAs

For comparison, we construct two types of attacks with the values of $A_n$, $B_n$, and $K_n$. One is TPDAs [15] (28) when $t \geq 0$ s. Another is the proposed MAPDAs (29) when $t \geq 0$ s, and their parameters are set as $Q = I$ and $Z = 10000I$ in (26), and $P$ is calculated by using (26) as

$$P = \begin{bmatrix} 1.7760 & -2.0855 & 0.8362 & -0.3231 \\ 10.6948 & -2.9413 & 1.4742 \\ * & 1.6562 & -0.4646 \\ * & * & 0.2755 \end{bmatrix}$$
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**Fig. 9.** Controlled output and detection results of NIPVSS under TPDAs\([15]\) (28) or the proposed MAPDAs (29) of \(Q = I\) and \(Z = 10000I\). Blue line: Under TPDAs (28). Red line: Under MAPDAs (29). Black line in (c): The detection threshold \(\epsilon = 3.1\). (a) \(\alpha(t)\). (b) \(\theta(t)\). (c) \(\|x_a(t)\|\).

The initial condition is set to \(x_{nam}(0) = 0.00011\) in (14), and \(x_{am}(0) = 0.00011\), \(F_a(0) = I\) in (28). Considering \(A_n = X_nJ_nX_n^{-1}\) where

\[
X_n = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 0.5 & 0.5 \\
0 & 1 & 0 & 0 \\
0 & 0 & -2.7125 & 2.7125
\end{bmatrix}
\]

\[
J_n = \begin{bmatrix}
0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & -5.425 & 0 \\
0 & 0 & 0 & 5.425
\end{bmatrix}
\]

the eigenvalues of \(J_n\) are \(\lambda_{n,1} = \lambda_{n,2} = 0\) (2-fold root), \(\lambda_{n,3} = -5.425\) (single root), and \(\lambda_{n,4} = 5.425\) (single root). Considering \(\psi_n(0) = X_n^{-1}x_{nam}(0) = [0.1; 0.1; 0.0816; 0.1184] \times 10^{-3}\), all the elements of \(\psi_n(0)\) are not zero, which does not satisfy the item 1) or 2) of Lemma 2. Therefore, it satisfies the initial condition of Theorem 2.

The experiments are operated using the above set parameters, and the experimental results of NIPVSS under TPDAs (28) and the proposed MAPDAs (29) are shown in Fig. 9. When there exists model mismatch, we observe that: 1) TPDAs (28) drive the pendulum angle of NIPVSS to cross the maximum allowable angle 0.8 rad shown as the blue line in Fig. 9(b), while the detector succeeds to detect them shown as the blue line in Fig. 9(c) and 2) MAPDAs (29) cannot be detected shown as the red line in Fig. 9(c) before driving the cart position to cross the allowable limit -0.3 m shown as red line in Fig. 9(a). It confirms that the proposed MAPDAs are not detectable before achieving successful destructiveness.

The above has presented rather good results for the proper parameters \(Q\) and \(Z\), however if the improper parameters \(Q\) and \(Z\) are chosen, it will produce less satisfactory experimental results. For example, when \(Q = I\) and \(Z = 0.5I\), Figs. 10 and 11 show the experiments of NIPVSS under TPDAs (28) when \(t \geq 6\) s or the proposed MAPDAs (29) when \(t \geq 6\) s. It can be seen from Figs. 10 and 11 that the upper bound of \(\|x_a(t)\|\) will almost touch the threshold \((\epsilon = 1.6\) from five attack-free experiments) and the limit-crossing speed of \(\|x(t)\|\) is high (as shown by the result that the blue lines touch the threshold later than red lines). It indicates that the parameters \(Q\) and \(Z\) are improperly chosen.

---

**Fig. 10.** Controlled output and detection results of NIPVSS under TPDAs (28) or the proposed MAPDAs (29) of \(Q = I\) and \(Z = 0.5I\). Blue line: Under TPDAs (28). Red line: Under MAPDAs (29). Green line: Instant when attacks start. Black line in (c): The detection threshold \(\epsilon = 1.6\). (a) \(\alpha(t)\). (b) \(\theta(t)\). (c) \(\|x_a(t)\|\).

**Fig. 11.** Detection results when \(t \geq 6\) s of Fig. 10(c). Red line: Under MAPDAs (29). Black line: The set detection threshold \(\epsilon = 1.6\).
TABLE IV
QUANTITATIVE COMPARISON AMONG MAPDAS, TPDAS WITH MODEL MISMATCH, DFLCAS [16], AND TLCAS [17]

|                  | MAPDAS | TPDAs with model mismatch | DFLCAS [16] | TLCAS [17] | TLCAs without using control signal |
|------------------|--------|---------------------------|-------------|------------|----------------------------------|
| ATI              | [0s, 1.82s] | [0s, 0.88s]                     | [0s, 0.72s] | [0s, 0.44s] | [0s, 0.44s]                        |
| I                | 1.82s  | 0.88s                     | 0.72s       | 0.44s      | 0.44s                             |
| N                | 0s     | 0.01s                     | 0.08s       | 0s         | 0.14s                             |
| Stealthiness: β | 0%     | 1.14%                     | 11.11%      | 0%         | 31.82%                            |
| Destructiveness  | | | | | |
| | |                          |                          | [∥xa(t)∥ > ϵ] > 0.3m, | [∥xa(t)∥ > ϵ] > 0.3m, | |
| | |                          |                          | [∥θ(t)∥ > 0.8 rad] > 0.8 rad, | [∥θ(t)∥ > 0.8 rad] > 0.8 rad, | |
| | |                          |                          | [∥xa(t)∥ > ϵ] > 0.3m, | [∥xa(t)∥ > ϵ] > 0.3m, | |
| | |                          |                          | [∥θ(t)∥ > 0.8 rad] > 0.8 rad, | [∥θ(t)∥ > 0.8 rad] > 0.8 rad, | |

Fig. 12. Controlled output and detection results of NIPVSS under DFLCAS [16], TLCAS [17], and the proposed MAPDAs (29). Purple line: Under DFLCAS. Green line: Under TLCAS. Blue line in (c): Detection result of TLCAs without using control input. Red line: Under MAPDAs (29). Black line in (c): The detection threshold $\epsilon = 3.1$. (a) $\alpha(t)$. (b) $\theta(t)$. (c) $\|x_a(t)\|$. (d) $\|\theta(t)\|$. (e) $\|x_a(t)\|$. (f) $\|\theta(t)\|$. (g) $\|x_a(t)\|$.

E. Performance of MAPDAs, DFLCAS, and TLCAS

For further comparison with the existing methods, three types of attacks are constructed: 1) DFLCAS [16] using both measurements and control input; 2) TLCAS [17] using both measurements and control input (or using only the measurements); and 3) the proposed MAPDAs using only measurements.

The experimental results of NIPVSS under DFLCAS, TLCAS and MAPDAs (29) are shown in Fig. 12. When there exists model mismatch, it is observed that: 1) DFLCAS drive the pendulum angle and cart position of NIPVSS to cross the allowable limit $-0.8$ rad and $-0.3$ m shown as the purple lines in Fig. 12(a) and (b), respectively, while the detector succeeds to detect them shown by the purple line in Fig. 12(c); 2) TLCAS drive the pendulum angle and cart position of NIPVSS to cross the allowable limit $-0.8$ rad and $-0.3$ m shown as the green lines in Fig. 12(a) and (b), respectively, while the detector fails to detect them shown as the green line in Fig. 12(c). It can be also seen from the blue line in Fig. 12(c) that once TLCAs do not use control input (i.e., cannot construct the covert agent), they will be detected by the detector; and 3) MAPDAs (29) drive the cart position of NIPVSS to cross the allowable limit $-0.3$ m shown as the red line in Fig. 12(a), while the detector fails to detect them shown as the red line in Fig. 12(c). Therefore, compared with DFLCAS and TLCAS, the proposed MAPDAs method using only the measurements can bypass the detector, i.e., achieve successfully stealthy attack.

A Thorough Quantitative Analysis of Experimental Results: From Figs. 9 and 12, a detailed comparison among MAPDAs, TPDAs with model mismatch and the existing attack methods (e.g., DFLCAS [16] and TLCAS [17]) supported by quantitative metrics is given in Table IV. To further analyze stealthiness and destructiveness, the detection rate $\beta$ is defined as $\beta = \frac{N}{I} \times 100\%$, where $I$ is the length of attack time interval (ATI), $N \in \mathbb{Z}$ is total time when $\alpha(t) > 0.3m$, $\theta(t) > 0.8 rad$. Recall the admissible limits $\alpha(t), \theta(t)$. It can be clearly seen from Table IV that: 1) maintaining the destructiveness, MAPDAs and TLCAs have the best stealthiness (i.e., $\beta = 0$) and 2) however, when without using control signal, TLCAs have the worst stealthiness ($\beta = 31.82\%$). Therefore, the proposed MAPDAs’ advantages over traditional methods have been clearly demonstrated.

V. CONCLUSION

We have shown in this article that stealthy attacks on vulnerable-sensor-network-only NCSs are possible, particularly when the measurements and adaptive control methods are employed. As a prototype, a stealthy MAPDAs method has been designed by using the measurements and model reference adaptive control methods, which is easier to implement in comparison with the existing methods requiring both the measurements and control inputs. Its promising performance on stealthiness and destructiveness are analyzed by using convergence of measurements.

In the future, our work can be further extended to control system with partial measurement (i.e., $y(t) = Hx(t) \in \mathbb{R}^n$, $H \neq I, n_y < p$). In such control system, the controller common employs more complex control structure, e.g., dynamic output feedback or static state feedback with Luenberger observer, etc. Thus, it is also an interesting work to apply adaptive control strategy to TPDAs with model mismatch for guarantee attack stealthiness and destructiveness.

On the other hand, MAPDAs adopt plant state in adaptive auxiliary model so that MAPDAs can achieve its stealthiness, hence system security is destroyed. To improve system...
security, it is necessary to use the probing signals (e.g., water-marking [37]) into plant state for hindering the stealthiness of MAPDAs.
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