Electrical switching and interferometry of massive Dirac particles in topological insulators constrictions
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We investigate the electrical switching of charge and spin transport in a topological insulator nanoconstriction in a four terminal device. The switch of the edge channels is caused by the coupling between edge states which overlap in the constriction and by the tunneling effects at the contacts and therefore can be manipulated by tuning the applied voltages on the split-gate or by geometrical etching. The switching mechanism can be conveniently studied by electron interferometry involving the measurements of the current in different configurations of the side gates, while the applied bias from the external leads can be tuned to obtain pure charge or pure spin currents (charge- and spin-bias configurations). Relevant signatures of quantum confinement effects, quantum size effects and energy gap are evident in the Fabry-Pérot physics of the device allowing for a full characterization of the charge and spin currents. The proposed electrical switching behavior offers an efficient tool to manipulate topological edge state transport in a controllable way.

I. INTRODUCTION

The discovery of Topological Insulator systems (TIs), both in three and in two dimensions, has recently attracted enormous attention. TIs possess an insulating bulk gap and metallic edge or surface states, which can be distinguished from an ordinary band insulator by the existence of $Z_2$ topological invariants. This exceptional property leads to quantum spin Hall (QSH) effect which was first proposed for a model graphene system by Kane and Mele. As a specific example of two dimensional QSH system, a HgTe/CdTe quantum well (QW) with an inverted band structure has been demonstrated, experimentally and theoretically, to have a single pair of helical edge states in the QSH bar by the appearance of a quantized conductance plateau when the Fermi energy lies in the bulk gap. Quantized transport along the HgTe boundaries can be conveniently explained by an edge channel picture: Two states with opposite spin orientation propagate along opposite device edges in the same direction thus leading to a quantization of the conductance of $2e^2/h$. Due to the spatial separation of the spin-states in these systems and to their one-dimensional (1d) nature, system geometry and interference phenomena can be conveniently used for spin selections and HgTe-based topological insulators appear to be promising candidates for spin processing devices. Recent proposals of spin-transistors based on two-dimensional topological insulators rely on the application of a magnetic field at a pn-junction, Aharonov-Bohm and Fabry-Pérot interferometers, and gating of a single HgTe nanoconstriction.

In this paper we demonstrate how topological edge states can be electrically switched in an elongated constriction leading to charge and spin transport with high fidelity. The physical mechanisms utilized here involve the coupling between topological edge states (TESs) and the tunneling effects (including spin-flip tunneling) at the extremes of the constriction due to local etching. Both the coupling between the TESs and interference phenomena along the constriction can be controlled by all electrical gating and the present analysis sheds light on how manipulate edge-state transport in TI.

In the following we introduce a 1d effective model. Usually the QSH physics in HgTe/CdTe QW was studied by an effective 4-band model that depicts the inversion crossing of electron and hole bands and most of the works have been based on the numerical solutions within a tight-binding method, while an analytical solution for the case of a finite strip geometry recently appeared. The transverse finite size effect is relevant because the edge states on the two sides can couple together to generate a gap in the spectrum even in the clean limit, breaking the edge channels. Since a gap opens in the spectrum, differently from the quantum Hall edge states which do not couple across the width of the strip, the application of electrical gate potentials can be exploited to shift the position of the electrochemical potential within the gap, thus permitting the switching of spin and charge transport. The transport properties of QSH systems in presence of an extended contact have been also considered in the interacting case both to extract information about the intensity of the interaction and to investigate the limit of extremely narrow constriction.

The organization of the paper is the following. In Sec. V we introduce an effective one-dimensional model to describe edge states at the surface of a 2D topological insulator and their coupling along a nanoconstriction. Here we also present the model for the four terminal set-up and...
its operational configuration. In Sec. III we introduce the scattering field approach and the basic formalism used to calculate spin and charge current in terms of the scattering matrix elements. In Sec. IV we show the results concerning charge and spin currents, mainly focussing on two specific configurations of the four terminal setup. Finally, we discuss our conclusions in Section V.

II. MODEL HAMILTONIAN

We consider a QSH bar with a nanoconstriction of transverse dimension $W$ and length $L$ formed by a split gate or by a geometrical etching [see Fig. 1]. Starting from the 4-band model of Refs. [5–7] one can derive an effective Hamiltonian for an infinite strip of constant width $W$. In the region close to the external leads the strip is characterized by a wide transverse dimension larger than the transverse decay length of the edge state wavefunction. Here one can derive an effective Dirac Hamiltonian for the edge state $H_{\mathrm{eff}}$ that corresponds to the Fermi velocity and energy offset $c$ which is in agreement with the full band structure in the vicinity of the band crossing. For decreasing width $W$, i.e. along the constriction, the edge states at opposite boundaries start to overlap, leading to a mass like gap in the particles spectrum whose size is exponentially decreasing function of the width $\Gamma \propto \exp(-\lambda W)$, as explained in Appendix A while $\lambda$ is determined by the secular equation for the eigenvalues and depends on the distribution of the wavefunctions in space. Additionally, one could also take into account the leading order spin-orbit interaction (SOI) due to bulk or structure inversion asymmetry but the overlap of edge states due to both of them is negligibly small and is relevant only close to the avoided band crossing and for constrictions of width of several tens of nanometers ($< 100$ nm). We can thus consider the following 1d effective Hamiltonian for a Kramers pair edge states along the quantum well:

$$H = H_0 + H_{sp} + H_{sf} + H_c,$$  

where

$$H_0 = -i\hbar v_F \sum_{\sigma=\uparrow, \downarrow} \int dx \left[ : \psi_{R\sigma}^\dagger(x) \partial_x \psi_{R\sigma}(x) : - : \psi_{L\bar{\sigma}}^\dagger(x) \partial_x \psi_{L\bar{\sigma}}(x) : \right],$$

and $\psi_{R(L)\sigma}$ represents the right (left) mover electron annihilation operator with spin $\sigma = \uparrow, \downarrow$, while $: \mathcal{O} :$ stands for the normal ordering of the operator $\mathcal{O}$ with respect to the equilibrium state defined by occupied energy levels below the Fermi sea. In our description, without loss of generality, we assume that spin-$\uparrow$ right movers ($R, \uparrow$) and spin-$\downarrow$ left movers ($L, \downarrow$) flow along the top boundary while the spin-$\downarrow$ right movers ($R, \downarrow$) and spin-$\uparrow$ left movers ($L, \uparrow$) flow along the bottom boundary. Along the nanoconstriction the edge modes are coupled by confinement effect and the overlap between edge states belonging to different boundaries open a gap in the energy spectrum of the Dirac Fermions. At the extremes of the constriction ($x = x_1$ and $x = x_2$) inter-boundary tunneling events may take place and the only terms which preserve time-reversal symmetry can be distinguished in spin-preserving and spin-flipping tunneling described by the following Hamiltonians:

$$H_{sp} = \sum_{\sigma=\uparrow, \downarrow} \int dx \left[ \Gamma_{sp}(x) \psi_{R\sigma}^\dagger(x) \psi_{L\bar{\sigma}}(x) + \Gamma_{sp}(x)^* \psi_{L\bar{\sigma}}^\dagger(x) \psi_{R\sigma}(x) \right],$$

$$H_{sf} = \sum_{\alpha=L,R} \int dx \left[ \xi_{\alpha} \Gamma_{sf}(x) \psi_{\alpha\uparrow}^\dagger(x) \psi_{\alpha\downarrow}(x) + \Gamma_{sf}(x)^* \psi_{\alpha\downarrow}^\dagger(x) \psi_{\alpha\uparrow}(x) \right],$$

where $\alpha \in \{ L,R \}$, $\xi_R = +1$, $\xi_L = -1$ is the chirality, while $\Gamma_{sf(sp)}(x)$ are the space-dependent tunneling amplitudes:

$$\Gamma_{sf(sp)}(x) = 2\hbar v_F \sum_{i \in \{1,2\}} \gamma_{sf(sp)} \delta(x - x_i).$$
Finally the term $H_c$ in (1) describes the coupling between the edges along the constriction:

$$H_c = \sum_{\sigma=\uparrow,\downarrow} \int dx \left[ \Gamma(x)[\psi_{R\uparrow}(x)\psi_{L\sigma}(x) + \psi_{L\sigma}^\dagger(x)\psi_{R\uparrow}(x)] \right],$$

(6)

where $\Gamma(x) = C(x)\Gamma$ and $C(x)$ is a step-like function taking value 1 along the nanoconstriction (i.e. $x_1 < x < x_2$) and zero elsewhere. Differently from Ref. [10], we assume that the main spin-flipping mechanism in our model is caused by the local modification of the spin-orbit coupling at $x = x_{1,2}$ governed by $\gamma_{sf}$, while we disregard the spin-orbit interaction eventually present along the constriction $\Gamma_f$. The latter assumption is fully justified for not too tight $W$ where $\Gamma_f/\Gamma \ll \frac{1}{2}$.

In the presence of side gates $V_1$, $V_5$ at top and bottom boundaries of the device, an additional term appears in the Hamiltonian:

$$H_g = \int_{x_1}^{x_2} dx [eV_1(\rho_{R\uparrow} + \rho_{L\downarrow}) + eV_5(\rho_{R\downarrow} + \rho_{L\uparrow})],$$

(7)

where $\rho_{\alpha\sigma} = \psi_{\alpha\sigma}^\dagger \psi_{\alpha\sigma}$ : denotes the electron density with $\alpha = L, R$ and spin $\sigma$. The presence of such voltages shifts the edge state momenta in the top and bottom region between $x_1$ and $x_2$, modifying the electron phase in the loop processes induced by the tunneling and can give rise to electron interference phenomena reminiscent of the Fabry-Pérot (FP) and Aharonov-Bohm (AB) quantum phases, respectively with phase value given by $\pi a_{FP} = e(V_1 + V_5)L/\hbar v_F$ and $\pi a_{AB} = e(V_1 - V_5)L/\hbar v_F$.

In the subsequent analysis we consider different bias and gate configurations resulting in four possible operational modes of the device. Concerning the bias applied to the four terminals (see Fig. 1), we define the charge-bias configuration (CBC) with $V_1 = V_2 = V_3 = V_4 = 0$, and the spin-bias configuration (SBC) corresponding to $V_1 = V_2 = V_3 = V_4 = 0$. The definition of ‘charge’ and ‘spin’ configuration originates from the degree of freedom injected through the scattering region, depicted in Fig. 1. Indeed in configuration CBC the amount of spin-up and spin-down electrons injected from terminals 1 and 2 is the same, so that only the charge degree of freedom is injected, and no net spin. In contrast, in configuration SBC the lead 1 is negatively biased, determining a depletion of spin-down electrons with respect to the equilibrium situation, supplying a spin degree of freedom to the arrival leads (i.e. the leads 3 and 4). The same configurations have been discussed in Ref. [10] in a model without coupling between the edges. In intermediate situations, i.e. when $|V_1| \neq |V_2|$, both charge and spin degrees of freedom are involved, but for clarity we focus only on CBC and SBS where only pure charge or pure spin current can be generated. Moreover, two side gates configurations are analyzed: (i) $V_1 = V_5 = V_\gamma$ ($a_{FP} \neq 0$ and $\phi_{AB} = 0$); (ii) $V_1 = -V_5 = V_\gamma$ ($a_{FP} = 0$ and $\phi_{AB} \neq 0$), which permit us to analyze electron interference phenomena.

### III. SCATTERING FIELDS APPROACH

We now formulate a scattering field theory à la Böttiker, able to describe coherent spin and charge transport in the system shown in Fig. 1. The charge or spin current operators $J_{c/s}$ in first quantization are written as follows:

$$\hat{J}_c = v_F e\tilde{\tau}_z \otimes \mathbb{I}_{2 \times 2}$$

(8)

$$\hat{J}_s = \frac{\hbar}{2} \tilde{\tau}_z \otimes \hat{\sigma},$$

where $\hat{\sigma}(\tilde{\tau}_z)$ stands for the Pauli matrix, $\mathbb{I}_{2 \times 2}$ for the identity matrix acting on the Hilbert space given by the tensor product $|\alpha\rangle \otimes |\sigma\rangle$ (\(\alpha \in \{R, L\}, \sigma \in \{\uparrow, \downarrow\}\)). To build a scattering field theory, one defines the scattering field corresponding to each terminal $i = 1, \ldots, 4$ in terms of the incoming ($\hat{a}_{\alpha\sigma}(E)$) and outgoing ($\hat{b}_{\alpha\sigma}(E)$) electron operators, according to:

$$\hat{\Psi}_1(x, t) = \int dE e^{-iEt/\hbar} \left[ \hat{a}_{R\uparrow}(E; x) + \hat{b}_{L\uparrow}(E; x) \right]$$

(9)

$$\hat{\Psi}_2(x, t) = \int dE e^{-iEt/\hbar} \left[ \hat{a}_{R\uparrow}(E; x) + \hat{b}_{L\downarrow}(E; x) \right]$$

$$\hat{\Psi}_3(x, t) = \int dE e^{-iEt/\hbar} \left[ \hat{a}_{L\uparrow}(E; x) + \hat{b}_{R\uparrow}(E; x) \right]$$

$$\hat{\Psi}_4(x, t) = \int dE e^{-iEt/\hbar} \left[ \hat{a}_{L\uparrow}(E; x) + \hat{b}_{R\downarrow}(E; x) \right],$$

where $\hat{a}_{\alpha\sigma}(E; x) = \hat{a}_{\alpha\sigma}(E) |\alpha\rangle \otimes |\sigma\rangle \exp(i\eta_{E}k_{E}x)$ with $\eta_{E} = -\eta_{L} = 1$ and the wavevector $k_{E} = E / (\hbar v_F)$ (and similarly for $\hat{b}$).

The second-quantized current operators in the terminal $i$ is defined by $\hat{J}^{(i)}_{c/s} = \hat{\Psi}^\dagger_i (E) \hat{\Psi}_i$ and is explicitly given by ($\mu \in \{c, s\}$):

$$\hat{J}^{(i)}_{\mu} = \epsilon_{\mu} g_{\mu} \left[ \xi_{\mu}^{\uparrow} \hat{a}_{\uparrow} \xi_{\mu} + \xi_{\mu}^{\downarrow} \hat{b}_{\downarrow} \right],$$

(10)

where $g_{\mu} = |e|/\hbar$, $g_{c/s} = 1 / (4\pi)$, $\xi^{\uparrow} = \mp 1$ and $\epsilon_{c, s} = -1 = -\epsilon_{c, s}$. In writing Eq. (10) we made use of the Fourier transform $\hat{a}_{\alpha}(t) = \int dE \hat{a}_{\alpha}(E) \exp(-iEt/\hbar)$, while the following correspondence has been made:

$$[b_{1,2,3,4}^{\uparrow}] = [b_{L\uparrow}, b_{L\downarrow}, b_{R\uparrow}, b_{R\downarrow}], \quad [a_{1,2,3,4}^{\uparrow}] = [a_{R\uparrow}, a_{R\downarrow}, a_{L\uparrow}, a_{L\downarrow}].$$

The expectation value $\langle \hat{J}^{(i)}_{\mu} \rangle$ can be computable making use of the Fourier transform relation $b_j = \sum_i S_{ij} a_i$ and from quantum statistical average $\langle \hat{a}_{\mu}^{\dagger}(E) \hat{a}_{\mu}(E') \rangle = \delta(E - E') \langle f_{\mu} \rangle$, being $f_{\mu}(E)$ the Fermi-Dirac distribution with electrochemical potential $\mu_j = \hat{\mu} + eV_j$. After direct computation we get:

$$\langle \hat{J}^{(i)}_{\mu} \rangle = \epsilon_{\mu} g_{\mu} \int dE \sum_j \left[ \delta_{ij} (\xi_{\mu}^{\uparrow} + \xi_{\mu}^{\downarrow}) |S_{ij}(E)|^2 \right] f_{\mu}(E).$$

(11)
In the linear response regime \( f_j(E) \) can be expanded around the equilibrium energy \( \varepsilon = E - \mu \) and for small bias one can express the charge/spin current in terms of a generalized conductance tensor \( \langle \hat{J}^{(i)}_{\mu} \rangle = \sum_j G^{\mu}_{ij} V_j \), whose elements are given by:

\[
G^{\mu}_{ij} = \epsilon_i g_{\mu} |e| \int d\varepsilon \left[ \delta_{ij}(\varepsilon^+) + (\varepsilon^+) \right] |S_{ij}(\varepsilon)|^2 \left( \partial_{\varepsilon} f(\varepsilon) \right)_{eq} .
\]

Eq. (12) provides a description of the linear response theory of the system in terms of the scattering matrix elements. Since we are interested in the quantum regime, we shall limit our analysis to the zero temperature case.

### A. Boundary conditions and scattering matrix

The scattering matrix \( S_{ij} \) is a four by four unitary matrix whose diagonal entries vanish by helicity and time-reversal symmetry while all the other entries can be explicitly determined as a function of the tunneling amplitudes \( \gamma_{sf}, \gamma_{sp} \) by imposing the proper boundary conditions (BCs) on the wave functions. Since we are interested in the quantum regime, we will work in dimensionless units. In particular, the charge (spin) currents can be expressed in terms of a generalized conductance tensor whose diagonal entries vanish by helicity and while all the other entries can be explicitly determined as a function of the tunneling delta potential under integration, one obtains the following matching conditions:

\[
\mathcal{M}\Psi(x_i + 0^+) = \mathcal{M}^{\dagger}\Psi(x_i - 0^+) \quad (i \in \{1, 2\})
\]

where the matrix \( \mathcal{M} \) is given by:

\[
\mathcal{M} = \begin{pmatrix}
1 & i\gamma_{sf} & i\gamma_{sp} & 0 \\
i\gamma_{sf} & 1 & 0 & i\gamma_{sp} \\
-i\gamma_{sp} & 0 & 1 & i\gamma_{sf} \\
0 & -i\gamma_{sp} & i\gamma_{sf} & 1
\end{pmatrix}.
\]

In the limit of vanishing \( \gamma_{sf} \) and \( \gamma_{sp} \), \( \mathcal{M} \) becomes the identity matrix \( \mathbb{I}_{4 \times 4} \) and thus the BCs simply require the continuity of wavefunctions in \( x = x_i \). The BCs in (13) provide 8 equations from which the scattering matrix elements can be numerically determined. Once the scattering matrix is known, the charge and spin currents can be computed by using Eq. (12).

### IV. RESULTS

In the following analysis we study the charge and spin currents induced through the system as the effect of the applied bias \( V_i \), \( i \in \{1, ..., 4\} \). We will work in dimensionless units. In particular, the charge (spin) currents are expressed in unit of \( Ve^2/\hbar F V/(4\pi) \), the energy is measured in unit of \( \Xi = 0.65 \text{ meV} \) which corresponds to half gap in the coupling region for the parameters here used, while the distance \( L \) is rendered dimensionless by the substitution \( L \rightarrow \Xi L/(\hbar v_F) \equiv d \) (notice that \( L = 0.49 \mu \text{m} \) for \( v_F = 0.48 \cdot 10^8 \text{ m/s} \)). Finally, we take the coupling \( \Gamma = 2 \) corresponding to 1.3 meV, being it an appropriate value for a nanoconstriction of \( W = 100 \text{ nm} \) (see Appendix A). The currents are measured in unit of \( \Xi = 0 \text{ meV} \) which corresponds to a small value of \( \gamma_{sf} \), \( \gamma_{sp} \), and bias configuration CBC

In this configuration the momentum of the edge states along the nanoconstriction is shifted by the Fabry-Pérot phase and the energy spectrum, which can be obtained by a straightforward diagonalization of the Hamiltonian \( H_0 + H_e + H_g \), is characterized by two branches:

\[
E_{\pm} = eV_g \pm \sqrt{(hv_Fk)^2 + \Gamma^2},
\]

originating from the coupling \( \Gamma \) of left- and right-movers in each spin channel. When the Fermi energy is located within the gap, for sufficient long \( L \), the particles transport is strongly suppressed, while applying the gate \( V_g \) the edge channels transport can be switched. In the following we consider the particles transport through the conduction band, i.e. the one specified by the \( + \) sign in Eq. (15).

In Fig. 2 we present the results for the CBC where a
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FIG. 2: (Color online) Charge currents \( J_e \) vs \( eV_g \) in gate configuration 1 computed by fixing the model parameters as follows: \( d = 2, \Gamma = 2, \gamma_{sf} = 0.1 \). The parameter \( \gamma_{sp} \) varies from top to bottom \( \gamma_{sp} \in \{0.05, 0.1, 0.2, 0.25\} \). The above curves, for a fixed value of \( \gamma_{sp} \), do not depend on the value of \( \gamma_{sf} \).

pure charge current \( J_e \) is generated. By fixing the system parameters as \( d = 2, \Gamma = 2, \gamma_{sf} = 0.1 \), we plotted a set of curves of \( J_e \) vs \( eV_g \) at varying \( \gamma_{sp} \) in the
set \{0.05, 0.1, 0.2, 0.25\}. When \(eV_g = 0\) the conductance is strongly suppressed, while for a finite gate potential a non-vanishing current can be generated. The \(J_c vs eV_g\) has an oscillatory behavior associated to the Fabry-Pérot-like resonance in the constriction. The maxima of \(J_c\) are determined by the constructive interference condition along the nanoconstriction:

\[
2kd = 2\pi n - 2\phi_s,
\]

where \(\phi_s\) is a scattering phase not known a priori and which depends on the transparency of the barriers, i.e. on the tunneling amplitude \(\gamma_{sf}\) at \(x_{1,2}\), while the particles momentum \(k\) is determined by Eq. 15. The values of the bias maximizing \(J_c\) are instead given by \((eV_g)_n = -\sqrt{T^2 + (\pi n - \phi_s)/d)^2}\) in correspondence of the Fermi level \(E_F = 0\). The dependence of \(J_c\) on the scattering phase \(\phi_s\) is evident in the curves of Fig. 2 where \(\gamma_{sp}\) is varied from lower to higher values. In particular, a linear shift of the interference maxima (minima) accompanied by an higher amplitude modulation (at high values of \(\gamma_{sp}\)) is observed. The shifting of maxima of \(J_c\) at varying \(\gamma_{sp}\) is not observed in the case of Dirac Fermions with linear dispersion relation \((E \propto k)\) and thus the observed \(\phi_s\)-dependent shift is a peculiar feature of gapped Dirac particles. In fact, in this case the non-linear energy dispersion leads to scattering properties analogous to those of massive Schrödinger particles. An experimental study of the oscillating behavior of the \(J_c vs eV_g\) could provide relevant information on the coupling energy \(\Gamma\) and on the scattering phase \(\phi_s\).

In Fig. 3 we study the charge current as a function of the dimensionless length \(d\) of the constriction by fixing the remaining parameters as follows: \(eV_g = -2.45, \Gamma = 2, \gamma_{sf} = 0.1\). The parameter \(\gamma_{sp}\) varies from top to bottom in the range \(\gamma_{sp} \in \{0.05, 0.1, 0.2, 0.25\}\).

Let us note that \(\tau_d\) does not depend on \(\gamma_{sp}\) nor on the scattering phase \(\phi_s\) which is instead involved in the interference condition 10, providing a shift of the maxima of \(J_c\). Furthermore, the expression of \(\tau_d\) can be experimentally used to determine the average value of the coupling \(\Gamma\) when more devices with different channel length \(d\) are at disposal.

**B. Gates configuration 1: \(V_i = V_b = V_g\) and bias configuration SBC**

The device under consideration (Fig. 1) can also work in a different bias configuration allowing for the generation of pure spin current (SBC). In the following we present results in this configuration. In Fig. 4 we show the spin current \(J_s\) as a function of \(eV_g\) by setting the model parameters as follows: \(d = 2, \Gamma = 2, \gamma_{sf} = 0.1\). The parameter \(\gamma_{sp}\) varies from top to bottom curve as \(\gamma_{sp} \in \{0.05, 0.1, 0.2, 0.25\}\). The oscillatory behavior as a function of \(V_g\) and the periodicity of the curves follows strictly the one described for the CBC by Eq. 17. However, differently from that case a lowering of the maxima of the spin currents is observed by decreasing \(\gamma_{sp}\). This effect is also evident in Fig. 5 where \(J_s vs d\) curves are shown by fixing \(eV_g = -2.45\), while maintaining the other parameters as given in Fig. 4. The lowering of the maxima as a function of \(\gamma_{sp}\) can be understood by observing that the expectation value of the spin current is given by \(\langle J_s \rangle = \pm \frac{1}{2} \sqrt{1 - (\Gamma/E^2)}\) which depends on the scattering phase \(\phi_s\) through the energy evaluated at \(eV_g\). Differently from the charge current analyzed in CBC, the spin current \(J_s\)
The parameter \( \gamma_{sf} \) varies from bottom to top curve as \( \gamma_{sf} \in \{0.05, 0.1, 0.2, 0.25\} \).

In this configuration the side gates energy \( eV_g \) removes the spin degeneracy leading to the following energy spectrum:

\[
E_{\beta\eta} = \beta \sqrt{(\hbar v_F k + \eta eV_g)^2 + \Gamma^2},
\]

where \( \beta = \pm 1 \) indicates the conduction ("+" ) and the valence ("−") band, while \( \eta = \pm 1 \) describes the momentum shift of particles. The spectrum looks very similar to the one originated by the presence of spin-orbit coupling along the constriction. In particular, the eigenstate corresponding to \( \eta = 1 \) acquires the phase factor \( \exp(-i eV_g / \hbar v_F) \) compared to the case with \( V_g = 0 \), while that for \( \eta = -1 \) the factor \( \exp(i eV_g / \hbar v_F) \). In the following discussion, we fix the Fermi energy \( E_F = 2.45 \) eV...
and $\Gamma = 2$ to obtain a non-vanishing particles transport through the conduction band ($\beta = +1$). The value of $E_F$ is a tunable quantity, and can be controlled by using an additional back-gate acting below the whole nanostructure, the more interesting regime being the one with $E_F$ just above the gap. In Fig. 8 we study the charge current $J_c$ as a function of the applied gate $eV_g$ by fixing the model parameters as follows: $d = 2$, $\Gamma = 2$, $\gamma_{sf} = 0.1$, $E_F = 2.45$. The parameter $\gamma_{sp}$ varies as $\gamma_{sp} \in \{0.05, 0.1, 0.2, 0.25\}$. The above curves, for a fixed value of $\gamma_{sp}$, do not depend on the value of $\gamma_{sf}$.

In Fig. 9, the period $\tau_d^{(2)}/2 \approx 2.22$ is soon recognized, while the period $\tau_d^{(1)} \approx 1.31$ is not observable being near equal to a subharmonics of $\tau_d^{(2)}/2$.

D. Gates configuration 2: $V_i = -V_b = V_g$ and bias configuration SBC

When the system is driven in the SBC, pure spin currents are generated. In the following we focus on this configuration.

In Fig. 10 we present the spin current $J_s$ as a function of $eV_g$ by setting the model parameters as follows: $d = 2$, $\Gamma = 2$, $\gamma_{sf} = 0.1$, $E_F = 2.45$, $\gamma_{sp} \in \{0.05, 0.1, 0.2, 0.25\}$. The figure shows a gate-induced spin current modulation whose voltage period, independent from $\gamma_{sp}/\gamma_{sf}$, is given by $\tau_s = \pi/d$. The same period is found in Fig. 11

\begin{align*}
\tau_d^{(\pm)} &= \frac{\pi}{\sqrt{E_F^2 - \Gamma^2} \pm eV_g} \\
\tau_d^{(1)} &= \frac{\pi}{eV_g} \\
\tau_d^{(2)} &= \frac{2\pi}{\sqrt{E_F^2 - 1^2}}
\end{align*}
where we analyze the spin current $J_s$ as a function of $eV_g$ fixing the model parameters as follows: $d = 2$, $\Gamma = 2$, $\gamma_{sp} = 0.1$, $E_F = 2.45$, $\gamma_{sf} \in \{0.05, 0.1, 0.2, 0.25\}$. In this case a peculiar form of spin-switch occurs. Indeed, at increasing values of $\gamma_{sf}$ the curves show a change of sign of the spin current when the gate is tuned close to odd integer values. However, the possibility to obtain a full sign reversal is determined by the constrictions properties (i.e. $\gamma_{sf}$). To fully characterize the spin-switching phenomenon, in Fig. 11 we report the spin current as a function of the constriction length $d$ by fixing the model parameters as follows: $eV_g = -2.4$, $\Gamma = 2$, $\gamma_{sp} = 0.1$, $E_F = 2.45$, $\gamma_{sf} \in \{0.05, 0.1, 0.2, 0.25\}$. The figure shows a complicated beating-like pattern whose periods are determined by the ones in Eq. 20. The interesting aspect in Fig. 12 is that, in the parameters range investigated, there exist special values of $d$ where the corresponding value of $J_s$ is independent on $\gamma_{sf}$. This property implies that devices having a value of $d$ close to these special points do not manifest the spin switching phenomenon.

V. CONCLUSIONS

We investigated the electrical switching of charge and spin transport in a topological insulator nanoconstriction in a four terminal device by means of a scattering field theory. The spin and charge switch of the edge channels is caused by the coupling between edges states which overlap in the constriction and by the tunneling effects at the contacts of the quantum spin Hall bar and therefore can be manipulated by tuning external applied gate voltages and by geometrical etching. We showed that the switching mechanism can be conveniently studied by electron interferometry involving the measurements of charge and spin currents in specific bias and gate configurations (the switching probability is analyzed in the Appendix [3]). The device can operate in two gate configurations defined as: (i) $V_1 = V_b = V_g$; (ii) $V_1 = -V_b = V_g$, with side gates $V_1$ and $V_4$. Furthermore, operating with the external dc bias $V_1$, the device can work in the following configurations: (i) Charge-bias (CBC) defined as $V_1 = V_2 = V$, $V_3 = V_4 = 0$; (ii) Spin-bias (SBC) defined as $-V_1 = V_2 = V$, $V_3 = V_4 = 0$. The CBC and the SBC produce pure charge and pure spin current, respectively. Concerning the gate configuration (i), we showed that in CBC the Fabry-Pérot interference maxima of $J_s$ vs $eV_g$ depend on the scattering phase $\phi_g$, while the quasi-periodic oscillating behavior is controlled by the coupling energy $\Gamma$. The above behavior is peculiar for a gapped spectrum of the quasi-particles, while for large enough transverse dimension $W$ the maxima position does not depend on $\phi_g$, as in the case of massless Dirac particles. A similar behavior is also observed in the $J_s$ vs $d$ curves, where an oscillating dependence on the constriction length is present. The effect of $\phi_g$ on the transport properties is also evident in the SBC configuration. In particular, the $J_s$ vs $eV_g$ curves present an oscillating pattern reminiscent of the quantum interference, while the behavior of $J_s$ vs $d$ curves is qualitatively similar to the one observed for the charge current in CBC. However, the spin current is strongly dependent on the spin-flipping tunneling value at the etching points $x_{1,2}$. In particular, the increasing of $\gamma_{sf}$ above a certain threshold value induces a change of sign of $J_s$, the latter being important to characterize the interface properties of the device and for spintronics purposes.

Concerning the gate configuration (ii), in the CBC we observe that the $J_s$ vs $eV_g$ curves do not depend on $eV_g$. This behavior can be understood observing that the Fabry-Pérot phase $\phi_{FP}$ responsible for the gate modulation of $J_s$ is zero. On the other hand, the $J_s$ vs $d$ curves present a behavior similar to the one observed in the gate configuration (i).

In SBC, the $J_s$ vs $eV_g$ curves present an oscillating behavior induced by an Aharonov-Bohm-like phase $\phi_{AB} \neq 0$, meaning that the resulting phase $\phi_{FP} = \phi_{AB}$, where $\phi_{AB}$ is the Aharonov-Bohm phase induced by the external magnetic field.
which is strongly affected by the tunneling amplitudes $\gamma_{sp}$ and $\gamma_{sf}$. In particular for high values of $\gamma_{sf}$, a full electrical switching of the spin current can be obtained by tuning $eV_g$ in the interval $[-3.9, -3.2]$ (see Fig. 11). Indeed, using the external gates, it is possible to tune the spin current from $J_s = -2$ ($eV_g = -3.9$) up to $J_s = 0.8$ ($eV_g = -3.2$), being this result relevant for spintronics. Moreover, the $J_s$ vs $d$ curves present a quantum beating-like structure caused by the presence of two (non-commensurate) periods of oscillation, namely $\tau_d^{(1/2)}$. Finally, there exist special values of $d$ for which the spin current is independent from $\gamma_{sf}$ (see Fig. 12).

In conclusion, we have shown that the electrical switching behavior offers an efficient and robust mechanism to manipulate topological edge states transport exploiting a four terminal set-up relevant for spintronics applications. Furthermore, going beyond the technological implications, our analysis can be used to unveil the effects of a non-vanishing effective mass on the transport properties of confined Dirac Fermions.

Appendix A: Equation of motion and model assumptions

Within the constriction ($x_1 < x < x_2$), the equation of motion of $\Psi(x) = (\psi_{R\uparrow}, \psi_{R\downarrow}, \psi_{L\uparrow}, \psi_{L\downarrow})^T$ is governed by the Hamiltonian $H = H_0 + H_c$ where for generality, we assume that apart from the term $H_0$ a term with spin-flipping coupling of the form (4) with constant amplitude $\Gamma_f$ is also present:

$$i\hbar \partial_t \Psi(x) = \begin{bmatrix} \mathcal{D}_+ & \Gamma_f & \Gamma & 0 \\ \Gamma_f & \mathcal{D}_+ & 0 & \Gamma \\ \Gamma & 0 & \mathcal{D}_- & -\Gamma_f \\ 0 & \Gamma & -\Gamma_f & \mathcal{D}_- \end{bmatrix} \Psi(x), \quad (A1)$$

with $\mathcal{D}_\pm = \mp i \hbar v_F \partial_x$. Considering constrictions whose transverse dimension $W$ allows edge states coupling, the functional form of the coupling (4) is $\Gamma \approx \Gamma_0 \exp(-\lambda W)$ (see Fig. 13), while the flipping term $\Gamma_f$ can be neglected for not too tight and not too long constrictions. As also evident from Ref. [19], the spin precession induced by a very weak value of the spin-orbit interaction assumes a relevant role in the transport only for very long constrictions characterized by $L \approx 900 - 1900$ nm which are quite long to maintain coherent transport. This comes from the fact that a slow spin precession needs a very long time (and thus a long distance) to completely change the spin polarization of a particle traveling along the system. In particular, a spin precession described by an angular frequency $\omega_{SO}$ requires a time $\tau = \pi / \omega_{SO}$ to completely flip the electron spin, while the dwell time $\tau_{dw}$ required to cover the constriction length $L$ is given by $L / v_F$. The above condition implies that the shortest constriction length to observe a complete spin flipping fulfills the relation $L = \pi v_F / \omega_{SO}$. As a consequence, weak values of the spin orbit coupling (and thus small values of $\omega_{SO}$) require longer constrictions. Motivated by these arguments, in this work we assume $L < 1 \mu m$ and set $\Gamma_f = 0$ along the constriction, which is equivalent to neglect the spin-orbit coupling, while we consider spin-flipping tunneling $\gamma_{sf}$ at the etching points $x = x_{1/2}$.

Appendix B: Transition probabilities

In this Appendix we show how topological edge states can be selectively switched in the nanoconstriction. In Fig. 13 are shown the transition probabilities for an incoming spin-polarized state at the upper edge (terminal 2) to be reflected back to the lower edge (terminal 1), transmitted through the constriction in the same spin and edge state (terminal 3) or transmitted by swapping the edge and simultaneously flipping the spin (terminal 4). By using the parameters $eV_g = -2.45$, $\Gamma = 2$, $\gamma_{sf} = 0.1$ (as given in Fig. 6), and fixing the electrochemical potential at the bottom of the conduction band, one observes that transmission from a state up to a state down in terminal 4 is activated for longer nanoconstriction channels and higher values of the local spin flipping tunneling at the point contacts (see right down panel), while for lower values of $\gamma_{sf}$ transmission along the same edge and spin state is favored for longer channels (see panel right up). For intermediate values of $\gamma_{sf}$ both reflection to the lower edge in the same spin state and transmission along the channel in terminal 3 and 4 takes place, the latter having almost equal probabilities (see middle panels). Since the spin-flipping tunneling is controlled by the local modification of the spin-orbit interaction by geometrical etching, our device can be used as spin transistor with high fidelity. Let us note that differently from Ref. [13], here spin precession along the channel does not take place and is not relevant for this setup.
FIG. 14: (Color online) Transition Probabilities $P_{2 \to f} = \left| S_{f} \right|^{2}$ from the injection lead 2 (in) to the arrival lead $f \in \{1, 3, 4\}$. The parameters are fixed as done in Fig. 6 ($eV_{g} = -2.45, \Gamma = 2, \gamma_{sp} = 0.1$), while the values of $d$ and $\gamma_{sf}$ are specified by the column/row labels. Notice the resonant transmission regime, characterized by $P_{2 \to 1} < 1\%$, obtained by fixing the constriction length $d = 2$.

Acknowledgements

We thank A. Braggio, G. Dolcetto, and N. Magnoli for useful discussions. The support of CNR STM 2010 program, EU-FP7 via Grant No. ITN-2008-234970 NANOCTM and CNR-SPIN via Seed Project PGESE001 is acknowledged.

1 M. Z. Hasan and C. L. Kane, Rev. Mod. Phys. 82, 3045 (2010).
2 X.-L. Qi and S.-C. Zhang, Rev. Mod. Phys. 83, 1057 (2011).
3 C. Day, Phys. Today 61, 19 (2008).
4 C. L. Kane and E. J. Mele, Phys. Rev. Lett. 95, 146802 (2005); 95, 226801 (2005).
5 B. A. Bernevig, T. L. Hughes, and S.-C. Zhang, Science 314, 1757 (2006).
6 M. Konig, S. Weidmann, C. Brune, A. Roth, H. Buhmann, L. W. Molenkamp, X.-L. Qi, and S.-C. Zhang, Science 318, 766 (2007).
7 A. Roth, et al. Science 325, 294 (2009).
8 M. Büttiker, Science 325, 278 (2009).
9 A. R. Akhmerov, C. W. Groth, J. Tworzydlo, and C. W. J. Beenakker, Phys. Rev. B 80, 195320 (2009).
10 J. Maciejko, E.-A. Kim, and X.-L. Qi, Phys. Rev. B 82, 195409 (2010).
11 F. Dolcini, Phys. Rev. B 83, 165304 (2011).
12 R. Citro, F. Romeo and N. Andrei, Phys. Rev. B 84, 161301(R) (2011).
13 V. Krueckl and K. Richter, Phys. Rev. Lett. 107, 086803 (2011).
14 L. B. Zhang, F. Cheng, F. Zhai, and K. Chang, Phys. Rev. B 83, 081402(R) (2011).
15 X. L. Qi, Y.-S. Wu, S.-C. Zhang, Phys. Rev. B 74, 085308 (2006).
16 B. Zhou, H.-Z. Lu, R.-L. Chu, S.-Q. Shen, and Q. Niu, Phys. Rev. Lett. 101, 246807 (2008).
17 Where not specified the integration domain is given by $[-\infty, +\infty]$, i.e. $\int dx \equiv \int_{-\infty}^{+\infty} dx$.
18 F. Lu, Y. Zhou, J. An and Chang-De Gong, Eur. Phys. Lett. 98, 17004 (2012).
19 G. Dolcetto, S. Barbarino, D. Ferraro, N. Magnoli and M. Sassetti, Phys. Rev. B 85, 195138 (2012).
20 C.-X. Liu, J. C. Budich, P. Recher, and B. Trauzettel, Phys. Rev. B 83, 035407 (2011).
21 B. A. Bernevig, and S.-C. Zhang, Phys. Rev. Lett. 96, 106802 (2006); X.-L. Qi, T. L. Hughes, and S.-C. Zhang, Phys. Rev. B 78, 195424 (2008).
22 C.-Y. Hou, E.-A. Kim, and C. Chamon, Phys. Rev. Lett. 102, 076602 (2009).
23 J. I. Vayrynen and T. Ojanen, Phys. Rev. Lett. 106, 076803 (2011).
24 M. Büttiker, Phys. Rev. B 46, 12485 (1992).