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Abstract—Coming up with a system for early detection of machine damages and failures is one of the important challenges in the industrial maintenance procedure to avoid additional costs and downtimes. To approach this goal, this paper uses the signal gathered by a sensing system which employed a spintronic sensor to measure the magnetic field around the machine which somehow shows the machine’s behaviour. Using this signal and focusing on analysing and processing the signal, this paper develops a data-driven method to recognize signal patterns and subsequently detects anomalies. A challenging task that we succeeded to overcome in this paper is recognizing relevant signal patterns without having any prior knowledge. An algorithm designed for this task is therefore completely unsupervised which makes it consistent and suitable to apply it for the signals gathered for other types of machines. Using both frequency and time domain information, the proposed algorithm, which utilizes signal processing and machine learning techniques, is able to efficiently identify relevant signal patterns. Clustering results on the real data gathered by the aforementioned sensor have shown the high accuracy of 99.38% in recognizing patterns. Furthermore, an anomaly score measure is used and according to its distribution, anomalies are detected appropriately.

Index Terms - Pattern Recognition, Clustering, Anomaly Detection, Sensor Signal, Hybrid Time-Frequency Domain Method, Data-Driven.

I. INTRODUCTION

Anomaly detection refers to the tasks of identifying the rare events or observations that are deviated from its normal frequent behaviour. Today, anomaly detection is broadly used in many research areas such as health monitoring [1], [2], [3], [4], [5], [6] for example heart disease diagnosis [1] and neuromuscular disorders diagnosis [5], environment monitoring such as sewer pipeline fault identification [7] and solar farms anomalies detection [8], and machine condition monitoring [9], [10] for example machinery fault diagnosis [11], [12], [13], [14], [9]. Depending on the anomaly detection problem, it is required to design algorithms which are able to identify anomalies in different types of data such as image [15], [2], [16], [17], video [7], sound signal [9], speech signal [18], sensor signal [19], [8], text [20], spatio-temporal data [4], streaming data [21] and time-series [22], [23]. Hence, it seems that no general solution works for all of the anomaly detection problems.

There are several anomaly detection techniques which are model-based [24], [25]. It means prior physical knowledge for modelling specific types of anomalies are required in model-based methods. Machine learning techniques lead us to be able to identify anomalies with a limited requirement of prior physical knowledge. These are called data-driven methods [8], [6], [26] which are principally rely on the information gathered by data acquisition system.

Data-driven methods can be categorized into three main categories: 1) supervised [1], [14], [1], [8], [27], 2) semi-supervised [28], and 3) unsupervised [6], [26], [8], [23] anomaly detection. Since the labelled data, which is required for supervised anomaly detection, is often not available or in other words, collecting sufficient anomalous samples is infeasible in most of the cases, many researchers have tried to detect anomalies without labelled data. However, they were forced to take advantage of supervised learning along with unsupervised for other steps of their algorithms such as pattern recognition to achieve better diagnosis [29], [30].

For anomaly detection, there are several machine learning approaches categorized into simple statistical techniques [31] such as Z-Score, interquartile range and histogram or distribution plot, density based methods such as local outlier factor (LOF) [32], connectivity-based outlier factor (COF) [33], distance-based methods [34] and isolation forest (iForest) [35].

Detecting faults in machines is a hot topic nowadays due to this fact that anomalies might cause a significant degradation in machine’s performance leads to wasting huge amount of money and time. Although several valuable works have been published in the field of detecting specific faults in some machines [11], [12], [13], [14], [9], it still seems a long way ahead to reach an intelligent system which is able to early detect anomalies automatically without having any knowledge about the machines. In this paper, anomaly does not mean bad behaviour, but rather rare/new/unexpected behaviour, which if not detected may lead to bad behaviour of the machine. Hence, this paper tries to get closer to this aim by designing a scheme for machine early anomaly detection using machine learning and signal processing techniques.

Fig. 1 demonstrates the proof of concept for non-invasive machine early anomaly detection. A spintronic sensor based on tunnel magnetoresistance (TMR) [35], [37] is placed nearby a machine which measures a changing magnetic field around that machine. This sensor was previously used in some other proof of concepts [38], [39], [40] such as real-time interaction...
system for eye movement gesture control [38] which successfully classified eye movements. In this work, the TMR sensor’s output signal which somehow shows the machine’s behaviour is then fed into an intelligent system in order to detect signal patterns and subsequently anomalies. The latter forms the basis of present study in which an algorithm is proposed that can recognize patterns and anomalies efficiently.

In this paper, it is assumed that we do not have any prior physical knowledge about the machine. Hence, using machine learning techniques, we want to get as much information as it is possible from the TMR sensor’s output signal by developing an unsupervised data-driven approach. Using this data, we want to detect abnormal behaviour of the machine before damage, failure or breakdown. Hence, the important task that we are going to do in this work is to recognise signal patterns in the input data unsupervisedly. Each signal pattern represents a state of the machine. Thus, by recognizing the patterns, we are able to understand the machine’s behaviour. Deviation from average of signal patterns, informs that something unusual has happened which leads us to predict the failure or damage before it happens which is a very essential and challenging step in maintenance.

There are many supervised and unsupervised pattern recognition techniques including different types of neural networks and machine learning techniques. Depending on the data type and the problem to be solved, different algorithms have been developed so far. Among them, feed-forward [41], [42], recurrent [43] and reservoir neural networks [44], [45], [46] should be mentioned as powerful tools to handle labelled data. If we encounter a problem that data labels are not available, we can benefit of some other techniques such as dimension reduction [47], clustering [48], [49] to recognize patterns. The latter along with some signal processing techniques was used in our proposed algorithm since a completely unsupervised solution for the problem is our desire. Using patterns extracted from the input data, this paper used one of the simplest statistical technique (Z-Score) to compute anomaly score. Besides, another method was used to find rare pattern sequences which were then considered as anomalies.

Concisely, the main contribution of this paper is: 1) Developing a data-driven completely unsupervised algorithm for recognizing patterns; 2) Using hybrid time-frequency domain information in the proposed pattern recognition algorithm; 3) Utilizing some statistical techniques to find anomalies; 4) Conducting a proof-of-concept validation on real data gathered by the aforementioned sensor.

The paper is organized as follows. Section II focuses on the intelligent system designed for patterns recognition and anomaly detection. In this section, we explain in detail the whole algorithm analysing hybrid time-frequency domain information using signal processing and machine learning techniques and also explains the algorithm used for finding anomalous using some statistical techniques. Section III includes the results obtained from every step to achieve the goal. Moreover, performance of the proposed algorithm relying on several evaluation parameters is studied. We also discuss advantages of the present study and express some future works. Finally, we conclude the paper in section IV.

### II. PROPOSED SCHEME FOR PATTERN RECOGNITION AND ANOMALY DETECTION

This section explains the scheme proposed for pattern recognition and anomaly detection. An overview of the whole algorithm designed for this work was demonstrated in Fig. 2. In this figure, the main steps of the proposed algorithm, the input/output of each step and the methods used for every step was briefly shown. As it can be seen in Fig. 2, the proposed scheme consists of 4 main steps: 1) feature extraction; 2) event extraction; 3) signal pattern recognition; and 4) anomaly detection. By combining different methods and concepts, we were able to provide a completely unsupervised data-driven system for signal pattern recognition. Then, using the recognized signal patterns and by using some simple statistical techniques, anomalies were detected. In the following subsections, we discuss about all of the steps in detail.

#### A. Extract Features from Signal

Here, the methods used in this paper to extract features from the signal gathered by the TMR sensor is explained. This main step consists of three steps. First, by designing a filter to remove poweline harmonics, the signal is filtered and it is used for time-domain analysis. The signal is segmented into the same-sized windows. Each signal segment is then windowed with a smoothing window function. Afterwards, to extract the frequency domain features, each signal segment is transformed into the frequency domain. Frequency components related to poweline harmonics are removed and the remaining frequency components are considered as features. Thus, we take advantage of both ways (time and frequency) to look at the signal.

1) Filtering the signal: To filter the poweline harmonics, a finite impulse response (FIR) multi-band stop filter was designed, shown in Fig. 3. As it can be seen from this figure, only frequencies in some frequency bands related to the poweline harmonics are attenuated and the other frequencies are passed. The order of filter was considered $N_f = 400$ and to approach an optimal filter design, we used the equiripple method. If $x[n]$ is the input signal, $h[n]$ is the impulse response of the designed filter, the filtered signal $y[n]$ is computed by convolving $x[n]$ with $h[n]$ [Eq. (1)]. In this equation, $b_i$ denotes

| Main Steps | Methods | Input-Output |
|------------|---------|--------------|
| Extract Features | Filtering using Multi-band stop FIR filter | Input: Signal / Features |
| Extract Events | Reducing dimensions using PCA | Input: Features / Output: Events |
| Recognize Signal Patterns | Segmenting the events using their time occurrence | Input: Events / Output: Patterns |
| Detect Anomalies | Computing anomalous segment score using Z-Score | Input: Patterns / Output: Anomalies |

Fig. 2: Overview of the scheme (main steps, methods and input/output of each step) designed to recognize patterns and anomalies.
### B. Extracting Events

Here, how to extract events from the frequency domain features and the time domain information is explained. A dimension reduction technique is applied on the frequency domain features to transform the high dimensional features to low dimensional components. The extracted components are then fed into a k-means method in order to be clustered. Using some techniques based on cross-correlation (CC) method, some of the event clusters are selected and then divided into two different groups in order to distinguish between the signals having similar frequency domain features but different time domain information.

1) Reducing dimension of features: To transform high-dimensional features into a low-dimensional features so that the latter retains most of the meaningful information, we can take advantage of dimension reduction techniques. We used principle component analysis (PCA) [47], which is an important linear technique that performs mapping of data to a lower dimensions by maximizing the data variance in low dimensional representation using singular value decomposition (SVD). The number of principle components was determined in such a way that low dimensional representation contains a specific percent of total variability ($V_{PC}$), denoted by \{PC\}.

2) Clustering into event clusters: So far, each signal segment has been represented by its extracted principle components. Here, how all of the signal segments cluster into different event clusters using their PCs is explained. In other words, we want to put the signal segments, whose behaviours are much alike, in a same group. Hence, the similarity between their corresponding PCs should be measured with an appropriate measure. Algorithm presents the algorithm proposed to cluster the signal segments. The proposed algorithm consists of three parts: 1) first level clustering; 2) find relevant event clusters; and 3) second level clustering.

In the first level clustering, all the signal segments cluster into different groups. Depending on the initial centroids or seeds, the clustering result will be different. Hence, we run the k-means method in several iteration ($N_{itr}$), compute within-cluster sums of point-to-centroid distance for each iteration ($Dist_{within}$), find the iteration with minimum distance ($I$), and finally, run the 1-iteration k-means using the centroids computed in $I^{th}$ iteration. For this purpose, we used the well-known k-means which is a centroid-based clustering method [59] for the first level clustering. Afterwards, the most frequent events is considered as background.

So far, the clustering has been done based on frequency domain information. What if in some signal segments, the frequency components of magnitude spectrum are similar while in the time domain are inverted? To overcome this challenge, it is first required to find the relevant clusters and then run the second level clustering algorithm on these clusters. To find relevant event clusters, the transition probability between event clusters is calculated. The relevant clusters are the ones that have not happened too much and the variance of its transition probabilities are not minimum or maximum.

In the second level clustering, each of the signal segments belonging to the relevant cluster are compared with its first signal segment using cross-correlation after normalization. Eq. [49] expresses the cross-correlation between two signals where $S_{1}$ denotes the conjugate of $S_{1}$. If two signals are very
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of \((N_f \times N_f)\) is created. It is assumed that each row of \(M_{cc}\) represents an observation with \(N_f\) features which are then fed into a density-based spatial clustering of applications with noise (DBSCAN) [50]. Due to its disadvantage not having to specify the number of clusters, we chose DBSCAN method for the third level clustering. DBSCAN clusters the observations based on two parameters \(\epsilon\) and \(minpts\) which indicate neighbourhood search radius and a minimum number of neighbours, respectively. If some of the frequent sequence segments represents noisy signals, then DBSCAN clusters them in separate groups. To group these sequence segments in one cluster, before applying DBSCAN, the maximum value of cross-correlation is computed \((Max_{cc})\) and for each frequent segment, its average \((\text{Mean}_{cc})\) is computed. If it is less than a coefficient \((\beta)\) multiplied by the total average \((\mu_{cc})\), they are considered as the first pattern cluster.

3) Grouping all the sequence segments using a similarity measure: So far, we figured out how many pattern clusters exists in the dataset. Here, we want to allocate each sequence segment or its corresponding signal (signal pattern) to an appropriate pattern cluster. For simplicity, instead of sequence segments/signal patterns, we will say samples. Algorithm 3 expresses the way to measure the similarity of all samples to pattern clusters and finally, consider it as a member of the most similar pattern cluster set. The similarity measure is based on both the frequency and time domain information, i.e. sequence segments and their corresponding signal patterns. As it can be seen from the algorithm, distance \((\text{Dist})\) between every sequence segment and the frequent ones are computed, and the index with minimum distance \((I1)\) determines its label if minimum distance is short and the cardinality of \(I1\) equals to 1 (cardinality of sets were shown by \(|\cdot|\)). Otherwise, we take advantage of time domain analysis using the same method mentioned in section II-B2 to measure similarity between signal patterns and to find the index with maximum similarity \((I2)\). The intersection between \(I1\) and \(I2\) determines label of the sample if it is not empty. Otherwise, the maximum index of \(Max_{cc}\) determines the label. As a result, all samples are recognized and now, we are able to make dataset for each pattern cluster consisting of all the samples belonging to it. It should be noted that the function used to compute \((\text{Dist})\) between two sequence segments returns the minimum number of elements which must be omitted from each of them or both, so that the remaining elements of sequence segment are the same.

D. Detecting Anomalies

Up to now, we explained all the details about recognizing signal patterns. Here, the proposed method to find anomalies relying on the results of previous steps is described. We are supposed to detect two types of anomalies in this work: one is the samples deviated from the norm of the pattern cluster to which it belongs, and two is the sequence of patterns which happen rarely. For detecting the first type of anomaly, we compute the anomaly score and by using a threshold, anomalies are found. Whereas for the second type of anomaly, we compute the transition probability between each pair of pattern clusters. In this way, the most frequent sequences of patterns and also the sequences which happens rarely can be found using the transition probability. Algorithm 4 expresses how to identify anomalies.

1) Detecting anomalous samples: Sometimes, the samples are categorized in a wrong cluster or differ significantly from the corresponding cluster norm. If the latter happens, it may be due to the poor condition of the machine or in other words, it may indicates a malfunction of the machine that can lead to the machine’s breakdown. Hence, detecting anomalous samples is a very important task to prevent failures. To detect anomalous signal patterns or sample, a simple statistical method based on Z-Score is used. Eq. 5 expresses how to compute Z-
Algorithm 4 Detecting Anomalies

Assumption
Number of Pattern Clusters (CL) = \( N_c \)
Total number of samples (s) = \( N_s \)

Input/Output
Input: Signals of all samples (\( S^i \)) belonging to \( C^i_p \)
Input: Predicted label of \( m^{th} \) samples (\( L^m \))
Output: Anomalies (\( A \))

Anomalous Pattern
for every cluster \( i = 1 \) to \( N_c \) do
    Zero-padding the signals belonging to \( i^{th} \) cluster
    \( \mu^i = S^i(1) \)
    for every sample in \( i^{th} \) cluster \( j = 1 \) to \( N_{si} \) do
        Find lag between \( S^i(j) \) and \( \mu^i \)
        Shift \( \mu^i \) by lag
        \( \mu^i = \mu^i + S^i(j) \)
    end for
    \( \mu^i = \frac{\sum_s}{N_{si}} \)
end for

for every cluster \( i = 1 \) to \( N_c \) do
    for every sample in \( i^{th} \) cluster \( j = 1 \) to \( |C^i_p| \) do
        \( D(j) = (S^i(j) - \mu^i)^2 \)
    end for
    \( \sigma^i = \sqrt{\frac{\sum_s}{N_{si}}} \)
    for every sample \( i^{th} \) cluster \( j = 1 \) to \( N_{si} \) do
        \( \text{Score} = \frac{\sqrt{D(j)}}{\sigma^i} \)
    end for
end for

Anomalous Sequence of Pattern
for every cluster \( i = 1 \) to \( N_c \) do
    \( P^i = \frac{|C^i_p|}{N_c} \)
    for every cluster \( j = 1 \) to \( N_c \) do
        \( t_{ij} = P^i \times \text{prob}(s_{m+1} \in C^j_p | s_m \in C^i_p) \)
    end for
end for

\( T = \{ t_{ij} \}_{i,j=1}^{N_c} \)
\( \text{Rare}_{PS} = \{ (i,j) | t_{ij} < \theta \} \)
for every sample \( m = 1 \) to \( N \) do
    if \( \text{Score} > \nu \) or \( (L^m, L^{m+1}) \subseteq \text{Rare}_{PS} \) then
        \( A = A \cup S^i \)
    end if
end for

Score where \( \mu \), \( \sigma \) and \( x \) represent mean, standard deviation and a sample, respectively. The scoring method used here is similar but slightly different. The difference is that the score is calculated in such a way that is always positive.

\[ Z_{Score} = \frac{x - \mu}{\sigma} \]  
(5)

In the method used here, the average of all samples belonging to each pattern cluster is computed. Afterwards, the deviation of each signal pattern from the average indicates the degree of anomaly. As it can be seen from Algorithm 4, to compute the average of all signal patterns, all the signal patterns must be changed to a same size using zero-padding which simply increases the signal’s length by adding zeros to

Fig. 4: Steps to extract information from the signal. A small part of original signal was shown here filtered using the designed FIR filter to be suitable for time domain analysis. On the other hand for frequency domain analysis, the original signal were segmented to the same-sized windows each of which was then windowed by a Hanning window. Afterwards, it was converted into the frequency domain using FFT. The magnitude spectrum of FFT represents the frequency components (FCs). The FCs relating to the power line harmonics were removed and the remaining FCs were considered as features.

the start and end of it. Then, by using cross-correlation, the delay (lag) between signals is computed. By shifting one of the signal as much as the computed lag and then summing all the same-sized shifted signals, the average of \( i^{th} \) pattern cluster samples (\( \mu^i \)) and the standard deviation of \( i^{th} \) pattern cluster are computed. If the \( \text{Score} \) is less than a threshold (\( \nu \)), the sample deviation from the mean is small and it will be considered as normal or non-anomalous sample. Otherwise, the deviation from mean is large and we can consider it as anomalous sample.

2) Detecting anomalous pattern sequences: It is worth mentioning that the disposition of signal patterns in relation to each other is important because each signal pattern indicates a specific state or mode of the machine. Hence, the order of signal patterns recognised in the data can be referred to basic information of the machine’s behaviour. Here, we are going to distinguish common signal patterns from rare signal patterns, which could indicate anomalous sequences. For this purpose, state transition probability between every pair of pattern clusters occurring consecutively is computed. The state transition probability between \( i^{th} \) and \( j^{th} \) pattern clusters is computed by \( \text{prob}(s_{m+1} \in C^j_p | s_m \in C^i_p) \), that indicates the conditional probability of the \( (m+1)^{th} \) sample belonging to \( C^j_p \), given the \( m^{th} \) sample belonging to \( C^i_p \). By computing the probability of each pattern cluster occurring and
multiplying with its corresponding state transition probability, transition probability matrix \( T = \{ t_{ij} \}_{i,j=1}^{N} \) is computed. The matrix \( T \) indicates the occurrence probability of different pairs of pattern clusters. In this algorithm, \( |C_i| \) is cardinality of the set of \( i \)th pattern cluster. If the transition probability between pairs is less than a threshold (\( \theta \)), i.e. these transitions are rarely happened and they may be anomalous sequences. Anomalous sequences may be the order of more than two signal patterns. In this case, we can find the transition probability between more than 2 pattern clusters and find the ones less than threshold as rare pattern sequences.

### III. Results and Discussion

In this section, performance of the system designed to recognize patterns and detect anomalies is presented. The simulation results of each main step are shown separately and also the signal patterns which are detected as anomalies are shown. To fully investigate performance of the proposed system, we labelled the patterns manually and then, using some evaluation parameters, the actual results was compared with the desired ones. Finally, the advantages of the proposed approach and some future works are discussed.

#### A. Results of the algorithm’s main steps

Here, the results of proposed algorithm’s main steps are depicted. Fig. 4 shows the results of every single step to extract frequency features for frequency domain analysis as well as filtered signal for time domain analysis. As it is seen, for frequency domain analysis, the original signal was first segmented and windowed to the \( N_w \) same-sized windows which the amplitude of their boundaries were gradually decreased. Each window was transformed into frequency components (FCs) using FFT and the FCs related to power line harmonics were then removed. The remaining components indicates the frequency domain features. As a result, we have \( N_w \) window segments each of which represented by \( N \) features.

Fig. 5 shows the results of first and second level clustering of the principle components (PCs) to extract events. As it is seen, the features of each window segment was transformed into the lower dimensions. Each window segment was therefore represented by its corresponding \( n \) dimensional principle components. The window segments were then clustered using the k-means method that its result was shown in the scatter plots. The window segments belonging to a specific cluster were shown by an individual sign and colour. In the first level clustering, the window segments were first clustered into different groups. The optimal value of \( k \) is automatically determined by an internal evaluation of the clustering for a range of different values of \( k \). Here, \( k = 5 \) was determined by the algorithm with one cluster representing the background, which leaves 4 event clusters. However, during the conversion into the frequency domain, some time domain specific information
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Fig. 7: Depiction of the pattern clusters’ seeds or averages and displaying some non-anomalous, soft-anomalous and anomalous samples. The average of all signal patterns belonging to every pattern cluster were computed, shown in first column. Then, by computing anomaly score based on Z-Score, a non-anomalous, soft-anomalous and anomalous sample belonging to each pattern cluster were shown in second, third and forth columns, respectively.
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Fig. 8: Anomaly distribution of every pattern cluster. The histogram of anomaly score considering all of the signal patterns belonging to each pattern cluster was displayed here. Also, a density function fitted to each histogram was drawn to show the anomaly score distribution.

Got lost. For example, this dataset shows a characteristic peak that is either positive or negative in the time domain, but indistinguishable in the frequency domain. Thus, using the proposed cross-correlation-based method in second level clustering, these different behaviours become distinguishable. It is worth mentioning that this method is not specific for this dataset and it could be applied to a general dataset. Because if all of the samples belonging to a cluster are similar in time domain, all of them will be remained in the same cluster.

In this dataset, the relevant clusters were this occurred are Cluster 3 and Cluster 4 and they were split into two clusters using the cross-correlation based method resulted in the total 6 different clusters ($C_E$), as shown in Fig. 5. As a result, except the window segments related to the background, others were considered as different types of events.

Considering the time of events occurrences, they were segmented into sequence segments which were then used to find the frequent ones. Fig. 6 shows the corresponding signals of $N_f = 16$ most frequent sequence segments which were then clustered using DBSCAN method. As it can be seen, they
have been clustered into 5 different pattern clusters ($C_p$). By measuring similarity between each sequence segment and the frequent ones, it was grouped into one of the 5 pattern clusters, which led to the recognition of all signal patterns.

To find anomaly, the average of all signal patterns existing in each pattern cluster was calculated and the deviation of each signal pattern from the mean indicates degree of anomaly. The mean or seed ($\mu$) of second to fifth pattern clusters have been shown in the first column of Fig. 7. For each pattern cluster, a non-anomalous or normal, a soft-anomalous and an anomalous sample have been shown. Higher score indicates higher probability of an anomalous signal pattern. From all the samples for non-anomalous signal patterns, it is obvious that the anomaly score less than a value leads to non-anomalous samples. Whereas, the signal patterns with anomaly score more than this value can be considered as soft-anomalous and anomalous samples depending on the anomaly score distribution of each pattern cluster. The anomaly distribution of each pattern cluster has shown in Fig. 8. As it can be seen, the total standard deviation of first, third and fifth pattern clusters are much smaller than second and forth ones, leading to narrower distributions. Moreover, it is seen that the anomaly score range in the second and fourth pattern clusters are less than the rest. According to these distributions and the score range for each pattern clusters, we can set the parameters to find soft-anomalies and anomalies. If density curve and its most prominence local maximum are denoted by $D$ and $D_{\text{max}}$, respectively, the thresholds to find soft-anomalies and anomalies can be computed using Eq. 6 and Eq. 7.

$$
\nu_L = \text{Score}(D_{\text{max}}) - \frac{\mu}{\gamma_2}
$$

$$
\nu_H = \frac{\text{max(Score)} - \nu_L}{\gamma_2} + \nu_L
$$

It is also clearly seen in Fig. 8 that the density curve of cluster 2 and 4 have two peaks unlike the other clusters which have one peak. This happened due to the two different width of signal patterns belonging to each of these clusters. It should be noted that because of this, the mean of these pattern clusters (Fig. 7) are a little different from their corresponding non-anomalous samples. In this case, two set of thresholds should be set, each of which should be applied for the corresponding samples. For this purpose, two representative samples, each of them represents a peak, are compared with all the samples belonging to the cluster and the samples are grouped to a more similar one ($G_1$ or $G_2$) using a cross-correlation based method. If two most prominence local maxima and the most prominence local minimum are denoted by $D_{\text{max}}$, $D_{\text{max}}$ and $D_{\text{min}}$, respectively, soft-anomalies and anomalies samples can be computed using Eq. 8 and Eq. 9.

$$
\nu_L \leq \text{Score} \leq \nu_H \Rightarrow \text{Soft Anomalies}
$$

$$
\text{Score} > \nu_H \Rightarrow \text{Anomalies}
$$

Using the parameters specified in Table II, the threshold values were computed and mentioned in Table II and based on these values, the soft-anomalous and anomalous samples were found.

Also, very rare sequences of signal patterns are considered as sequence anomalies. As mentioned earlier, they were found
TABLE I: Anomaly score thresholds for different pattern clusters automatically extracted based on the distributions

| Pattern Clusters | 1     | 2     | 3     | 4     | 5     |
|------------------|-------|-------|-------|-------|-------|
| $\nu_{L1}$       | 0.42  | 0.93  | 1.1   | 0.91  | 0.8   |
| $\nu_{H1}$       | 1.19  | 1.06  | 2.49  | 1.26  | 2.31  |
| $\nu_{L2}$       | -     | -     | -     | -     | -     |
| $\nu_{H2}$       | -     | -     | -     | -     | -     |

TABLE II: Dataset Information and Parameters Specification

| Dataset Information       | 1200 Hz | Duration | 22 Hours |
|---------------------------|---------|----------|----------|
| Parameters Specification  | $S_w$   | $O_w$    | $N_{f,t}$|
|                           | 0.85 Sec| 75 %     | 1024     |
| $V_{pc}$                  | 95 %    | k        | 5        | $N_{itr}$| 20    |
| $\epsilon$               | 1       | $minpts$ | 2        | $t$     | $S_w$ |
| $\alpha$                 | 1.5     | $N_1$    | 26       | $\beta$ | 0.8   |
| $\theta$                 | 0.5 %   | $\gamma_1$| 15       | $\gamma_2$| 5    |
| $\lambda_1$              | 10      | $\lambda_2$| 3       |         |       |

TABLE III: The clustering results of the training and test sets using the proposed algorithm

| Training | Test |
|----------|------|
| Acc (%)  | 99.37| 99.28|
| PRec (%) | 99.15| 99.85|
| Sens (%) | 99.08| 99.85|
| Spec (%) | 99.37| 99.11|
| F1S (%)  | 99.21|       |

It is clearly seen from this table that the proposed algorithm for recognizing signal patterns has excellent performance in both training and test sets. The clustering accuracy of 99.38% achieved on test set confirms that the model was trained correctly without knowing anything about the labels.

Moreover, confusion matrix was computed for training and test sets individually and the results have been shown in Table IV. The target clusters was compared with the predicted outputs. The diagonal cells indicate the number of total observations which were correctly recognized. Whereas, the off-diagonal cells indicate the number of observations which were incorrectly clustered. In these both confusion matrices, the far right columns show the precision of every cluster, while the lowermost rows show the sensitivity of every clusters. The overall accuracy was shown in bottom right cell.

Furthermore, using the proposed method finding the soft-anomalies and anomalies of signal patterns, the number of samples in every cluster detected as soft-anomalies and anomalies were brought in Table IV. Using the total number of samples belonging to each pattern cluster, the percentage of soft-anomalies and anomalies were computed and shown. It can be seen from this table that 3.88 % and 5.41 % of all the signal patterns were detected as anomalies and soft-anomalies, respectively.

It using the probability transition matrix between different pattern clusters. The sequence anomalies were extracted and their corresponding signals can be shown as anomalous sequences. Some of the anomalous sequences have been shown in Fig. 7.b. As seen in this figure, each anomalous sequence may consists of different number of signal patterns. The sequence of corresponding pattern clusters and their anomaly scores have been displayed above each sequence. To see the difference between these rare sequences and the normal sequences, two most repetitive sequences of signal patterns have been shown in Fig. 7.a.

$$\nu_{L1} = \frac{\text{Score}(D_{min}) - \text{Score}(D_{min}^*)}{\nu_{L1}}$$

$$\nu_{H1} = \nu_{L1} + \frac{\text{Score}(D_{min}^*) - \nu_{L1}}{\nu_{H1}}$$

$$\nu_{L2} = \frac{\text{Score}(D_{max})}{\nu_{L2}}$$

$$\nu_{H2} = \max(\text{Score}) - \nu_{L2} + \nu_{L2}$$

$$((\text{sample} \in G_1 \& \nu_{L1} \leq \text{Score} \leq \nu_{H1}) \text{ or } (\text{sample} \in G_2 \& \nu_{L2} \leq \text{Score} \leq \nu_{H2})) \rightarrow \text{Soft Anomalies}$$

$$((\text{sample} \in G_1 \& \text{Score} > \nu_{H1}) \text{ or } (\text{sample} \in G_2 \& \text{Score} > \nu_{H2})) \rightarrow \text{Anomalies}$$

B. Evaluation Process

All of the parameters necessary for the proposed algorithm have been specified for this real data and shown in Table II. Also, the sampling rate and the duration of dataset has been shown. Since the ultimate aim of this work is to figure out the machine’s behaviour quite unsupervisedly, a small part of dataset (about 10 %), that is unlabelled, was used in the training stage in order to extract effective and helpful information, which were then used in the test stage. The information extracted from training stage and used in test stage is the coefficients of PCA, the centroids of first level clustering, the clustering results of third level and the mean of previous clusters. Using this information, we could diagnose anomaly.

To evaluate the scheme designed for signal pattern recognition, we used different evaluation parameters including Accuracy (Acc), Precision (PRec), Sensitivity (Sens), Specificity (Spec), F1Score (F1S) and Purity (Pu) which are expressed by the equations in Eq.10. In these equations, the number of true positive, false positive, true negative and false negative are denoted by $TP$, $FP$, $TN$ and $FN$. Also, $N_d$ is the total number of signal patterns, $N_c$ is the number of clusters, $C_p$ is $i^{th}$ pattern cluster and $Target^{j}$ is the desired target of $j^{th}$ pattern.

The performance of the proposed clustering model using the above evaluation parameters have been shown in Table III. All of these parameters were computed for training and test sets.
TABLE IV: Confusion Matrix for training and test sets

| Output Cluster | Training Set Target Cluster | 1 | 2 | 3 | 4 | 5 | %  |
|----------------|----------------------------|---|---|---|---|---|----|
|                | 1                          | 80| 1 | 0 | 1 | 0 | 97.56 |
|                | 2                          | 0 | 199| 0 | 0 | 0 | 100  |
|                | 3                          | 0 | 0 | 155| 0 | 0 | 100  |
|                | 4                          | 1 | 0 | 0 | 0 | 198| 99.56 |
|                | 5                          | 2 | 0 | 0 | 0 | 152| 98.70 |
| Total          |                            | 96.39| 99.60| 100| 99.50| 100| 99.37|

| Output Cluster | Test Set Target Cluster | 1 | 2 | 3 | 4 | 5 | %  |
|----------------|--------------------------|---|---|---|---|---|----|
|                | 1                        | 776| 10| 1 | 2 | 2 | 98.10 |
|                | 2                        | 0 | 1477| 0 | 0 | 0 | 100  |
|                | 3                        | 11| 2 | 1156| 0 | 0 | 98.87 |
|                | 4                        | 1 | 0 | 0 | 1471| 0 | 99.93 |
|                | 5                        | 7 | 1 | 0 | 0 | 1444| 99.31 |
| Total          |                          | 99.61| 99.12| 99.01| 99.86| 99.83| 99.38|

TABLE V: The number and percentage of soft-anomalous and anomalous samples in entire dataset.

| Pattern Clusters | 1 | 2 | 3 | 4 | 5 | Total (Num) |
|------------------|---|---|---|---|---|------------|
|                  | 873| 1656| 1104| 1671| 1306| 6810       |
| Soft Anomalies (Num) | 160| 81| 10| 20| 98| 369       |
| Soft Anomalies (%) | 18.33| 4.89| 0.77| 1.19| 7.5| 5.41     |
| Anomalies (Num) | 128| 39| 23| 53| 21| 264       |
| Anomalies (%) | 14.66| 2.36| 1.76| 3.17| 1.61| 3.88     |

C. Discussion and Future Works

Applying the proposed algorithm on the real data gathered by a sensor, led us to conducting the proof of concept validation. Also, the high accuracy, precision, sensitivity and other evaluation parameters demonstrate high efficiency of the proposed algorithm in pattern recognition. Considering both time and frequency domain information in different steps of the proposed algorithm enabled us to achieve these promising results. The time domain information was used to distinguish upward and downward shape of the patterns, which significantly increased accuracy and evaluation of other parameters. The anomalies could be detected efficiently because of its dependence to the results of pattern recognition. Also, it should be noted that the proposed algorithm requires reasonable resources, which can be easily run in real-time.

An important advantage of the proposed algorithm relates to its learning which is totally unsupervised and will be useful in cases where no prior knowledge is available. This property made the algorithm suitable for analysing other signal data and subsequently recognizing signal patterns. One of the future work we are going to do is gathering more data from the aforementioned sensor to figure out how well the proposed algorithm works for other signal data. It is worth mentioning that the algorithm was designed in such a way to have the fewest parameters and least need to initialize them. However, to increase its generalization, we are going to use some optimization algorithm to set the parameters automatically.

Other advantage of the proposed algorithm relates to the size of the training set compared to the test set. We used almost 2 hours of data for training stage and the rest (about 20 hours) for the test stage. Actually, we could figure out the machine’s states and their transitions just by using a small amount of data. Using this information extracted from the training stage, we are able to analyse all the data that will be collected for the same machine. Moreover, as it can be seen from the accuracy of the results, the training of the algorithm on the training set was representative for the test set. In addition the unsupervised learning, enables the algorithm to train on easily available data without prior knowledge of the system and achieve high reliability.

In the future, we plan to associate the detected anomalies with the specific behaviours of this machine and enable machine operators to teach an additional algorithm layer, which anomalies are relevant for machine maintenance and failure.

IV. Conclusion

In this paper, a data-driven intelligent system has been developed for the non-invasive machine early anomaly detection to avoid machines’ breakdown. The approach proposed for this system is totally unsupervised, depending only on the input data. The algorithm consists of different levels so that the input of each level of data analysis is the results of previous level. The cascaded structure of the proposed algorithm which was designed by taking advantage of hybrid time-frequency information, created a strong and robust clustering method that led to a high accuracy in pattern recognition. The recognized patterns were then used for anomaly detection relying on the deviation from the norms of patterns and their sequences. The proof of concept was evaluated using a real data gathered by the spintropic TMR-based sensor and the results shows high performance of the proposed algorithm. One advantage of this work relates to the extraction of useful information from a very small amount of data, which allows the algorithm to be performed on a huge amount of unseen data successfully. As a result, this paper provided an interesting approach for recognizing signal patterns and thereupon identifying anomalies.
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