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Abstract

A celebrated conjecture of Sidorenko and Erdős-Simonovits states that, for all bipartite graphs $H$, quasirandom graphs contain asymptotically the minimum number of copies of $H$ taken over all graphs with the same order and edge density. This conjecture has attracted considerable interest over the last decade and is now known to hold for a broad range of bipartite graphs, with the overall trend saying that a graph satisfies the conjecture if it can be built from simple building blocks such as trees in a certain recursive fashion.

Our contribution here, which goes beyond this paradigm, is to show that the conjecture holds for any bipartite graph $H$ with bipartition $A \cup B$ where the number of vertices in $B$ of degree $k$ satisfies a certain divisibility condition for each $k$. As a corollary, we have that for every bipartite graph $H$ with bipartition $A \cup B$, there is a positive integer $p$ such that the blow-up $H_p^A$ formed by taking $p$ vertex-disjoint copies of $H$ and gluing all copies of $A$ along corresponding vertices satisfies the conjecture. Another way of viewing this latter result is that for every bipartite $H$ there is a positive integer $p$ such that an $L^p$-version of Sidorenko’s conjecture holds for $H$.

1 Introduction

One of the central problems in extremal graph theory is to estimate the minimum number of copies of a graph $H$ which can be contained in another graph $G$ of given order and edge density. Even when $H$ is a triangle, this problem is highly non-trivial and was only solved fully by Razborov [12, 13] in 2008, who used it as the first test case for his influential flag algebra technique. His result was then extended to $K_4$ by Nikiforov [11] and to all $K_r$ by Reiher [14] using further ideas.

Part of the difficulty in proving these results is that the behaviour of the minimum number of copies of $K_r$ as a function of the edge density is surprisingly complicated. On the other hand, when $H$ is a bipartite graph, conjectures of Erdős and Simonovits [5] and Sidorenko [15] suggest that the minimum should be extremely simple, being asymptotically equal to the number of copies of $H$ in a quasirandom graph of the same density.

This attractive conjecture, usually known as Sidorenko’s conjecture, is best stated in terms of homomorphisms. A homomorphism from a graph $H$ to a graph $G$ is a mapping $f : V(H) \to V(G)$ such that $(f(u), f(v))$ is an edge of $G$ whenever $(u, v)$ is an edge of $H$. If $h_H(G)$ is the number of homomorphisms from $H$ to $G$, we write $t_H(G) = h_H(G)/|G|^{|H|}$ for the homomorphism density, the probability that a uniform random mapping from $V(H)$ to $V(G)$ is a homomorphism. The conjecture is then as follows.
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Sidorenko’s conjecture. For any bipartite graph $H$ and any graph $G$,
\[ t_H(G) \geq t_{K_2}(G)^{e(H)}. \]

Sidorenko [15] himself showed that the conjecture holds for some simple classes of bipartite graph, namely, complete bipartite graphs, even cycles and trees, and for bipartite graphs with at most four vertices on one side. There the matter stood for some time until work of Hatami [7], connecting it with a question of Lovász [10] about which graphs define norms, revived interest in the conjecture. In particular, he showed that hypercubes have a certain weak norming property and, hence, that they satisfy Sidorenko’s conjecture.

The first significant breakthrough on the conjecture was made by Conlon, Fox and Sudakov [1], who used the dependent random choice technique [6] to show that if $H$ is a bipartite graph with a vertex which is complete to the other side, then Sidorenko’s conjecture holds for $H$. As a corollary, they showed that this implies an approximate version of the conjecture. An important further advance was then made by Li and Szegedy [9], who initiated the application of entropy methods to the conjecture, at first in the guise of logarithmic convexity inequalities. In particular, they found a remarkably concise proof of the result of Conlon, Fox and Sudakov and extended this result to a more general class, which they referred to as reflection trees.

These ideas were developed further by Kim, Lee and Lee [8], who proved the conjecture for what they called tree-arrangeable graphs, and then pushed to their (seemingly) natural conclusion by Conlon, Kim, Lee and Lee [2, 3] and, independently, by Szegedy [16]. These works give broad classes of graphs for which Sidorenko’s conjecture holds, though it is somewhat hard to do justice to these classes in this limited space. However, the overall trend is that a graph may be shown to satisfy the conjecture if it can be built from simple building blocks such as trees (or weakly norming graphs [4]) in a certain recursive fashion. The main result of this paper is the following, which we believe moves beyond the confines of this paradigm.

**Theorem 1.1.** Let $H$ be a bipartite graph with bipartition $A \cup B$, $\max_{b \in B} \deg(b) = r$ and, for each $1 \leq k \leq r$, let $d_k$ be the number of vertices with degree $k$ in $B$. Then, if \( \binom{|A|}{r} \) divides $d_k$ for each $1 \leq k \leq r$, Sidorenko’s conjecture holds for $H$.

In the proof, critical use is made of a simple mechanism that we call the Hölder trick, which allows us to convert a graph of the type described in Theorem 1.1 into a simpler graph to which we can apply the existing techniques. This trick was first observed in [2, Section 3], but was not exploited to its full potential. To illustrate this key idea, we will discuss the notorious example $K_{5,5} \setminus C_{10}$ in the next section, showing that its ‘square’ satisfies the conjecture.

When the bipartite graph $H$ is regular on one side of the bipartition, a stronger statement, without any divisibility condition, can be obtained which already implies the aforementioned result about $K_{5,5} \setminus C_{10}$.

**Theorem 1.2.** Let $H$ be a bipartite graph with partition $A \cup B$ and $\deg(b) = r$ for all $b \in B$. Then, provided $|B| \geq \binom{|A|}{r}$, Sidorenko’s conjecture holds for $H$.

Given a bipartite graph $H$ with bipartition $A \cup B$ and a positive integer $p$, its blow-up $H^p_A$, or ‘$p$-th power’, relative to $A$ is defined to be the graph formed by taking $p$ vertex-disjoint copies of $H$ and gluing all copies of $A$ along corresponding vertices. That is, we replace each vertex in $B$ with an independent set of order $p$ and connect every vertex in $A$ that was joined to $b \in B$ to every vertex in the corresponding independent set. Since \( \binom{|A|}{r} \binom{p}{k} \) divides $|A|!/(|A| - r)!$ for each $k$, a simple corollary of Theorem 1.1, again generalising the $K_{5,5} \setminus C_{10}$ case, is then as follows.
Corollary 1.3. For every bipartite graph $H$ with bipartition $A \cup B$, there is a positive integer $p$ such that $H^{p}_A$ satisfies Sidorenko’s conjecture. In particular, $p = |A|!$ always suffices.

This can be viewed as saying that for any bipartite graph $H$ there is an integer $p$ such that an $L^p$-version of the conjecture holds for $H$. To see this, suppose that $|A| = m$ and identify the set $A$ with $[m] = \{1, 2, \ldots, m\}$. Now, writing $x_A = (x_1, \ldots, x_m)$, where $x_i \in V(G)$ for all $i = 1, 2, \ldots, m$, consider the function $t_H(G; x_A)$ which counts the proportion of mappings $f$ from $V(H)$ to $V(G)$ with $f(i) = x_i$ for all $i = 1, 2, \ldots, m$ which are homomorphisms. Sidorenko’s conjecture for $H$ is clearly equivalent to the statement that $\mathbb{E}_{x_A} t_H(G; x_A) \geq t_{K^2}(G)^{e(H)}$, whereas Corollary 1.3 says that for any $H$ there is a positive integer $p$ such that $\mathbb{E}_{x_A} t_H(G; x_A)^p \geq t_{K^2}(G)^{pe(H)}$.

Another interesting corollary of Theorem 1.1 is as follows.

Corollary 1.4. For any bipartite graph $H$, there is another bipartite graph $H'$ such that Sidorenko’s conjecture holds for the disjoint union of $H$ and $H'$.

To see this, suppose that $H$ has bipartition $A \cup B$ with $|A| = m$, $\max_{b \in B} \deg(b) = r$ and, for each $1 \leq k \leq r$, $d_k$ is the number of vertices of degree $k$ in $B$. Let $H'$ be a bipartite graph between $A'$ and $B'$, where $|A'| = r$ and $B'$ has exactly $[d_k/(m+r)!](m+r)! - d_k$ vertices with degree $k$ for each $1 \leq k \leq r$. It is then easy to check that the conditions of Theorem 1.1 are satisfied for $H \cup H'$.

For convenience of notation, we will use the language of graphons throughout the paper. A graphon is a symmetric measurable function $W$ from $[0,1]^2$ to $[0,1]$, where symmetric in this context means that $W(x,y) = W(y,x)$ for all $(x,y) \in [0,1]^2$. Very roughly, this may be seen as a continuous analogue of the adjacency matrix of a graph. The homomorphism density $t_H(W)$ of a graph $H$ in a graphon $W$ is then given by

$$t_H(W) = \mathbb{E} \left[ \prod_{ij \in E(H)} W(x_i, x_j) \right] = \int_{[0,1]^{v(H)}} \prod_{ij \in E(H)} W(x_i, x_j) \, d\mu^{v(H)},$$

where $\mu$ is the Lebesgue measure on $[0,1]$. Note that we will typically abbreviate integrals with expectations, as above. In this language, Sidorenko’s conjecture for a given $H$ is equivalent to saying that

$$t_H(W) \geq t_{K^2}(W)^{e(H)}$$

for every graphon $W$. It is this statement that we will prove in the cases of interest.

2 A motivating example

We now take a closer look at the graph $M := K_{5,5} \setminus C_{10}$, the simplest graph for which Sidorenko’s conjecture is not known, showing that its ‘square’ does satisfy the conjecture. Since $M$ is vertex-transitive, we don’t need to distinguish which part of the bipartition is glued and we can simply write $M^2$ rather than $M^2_A$.

The main result of this short section relates the homomorphism density of $M^2$ to the homomorphism density of another graph. To define this graph, let $\mathcal{H}$ be a family of subsets of a finite set $A$. The $(A, \mathcal{H})$-incidence graph is the bipartite graph on $A \cup \mathcal{H}$ such that $a \in A$ and $F \in \mathcal{H}$ are adjacent if and only if $a \in F$. For $r \leq m$, the $(m,r)$-incidence graph is then the $(A, \mathcal{H})$-incidence graph where $A = [m]$ and $\mathcal{H} = \binom{[m]}{r}$.

Theorem 2.1. Let $F_{5,3}$ be the $(5,3)$-incidence graph. Then, for every graphon $W$,

$$t_{M^2}(W) \geq t_{F_{5,3}}(W).$$
By a result of the authors \[4\] (discussed in Appendix A), \(F_{5,3}\) is a weakly norming graph, which in turn implies that it satisfies Sidorenko’s conjecture, i.e., for any graphon \(W\), \(t_{F_{5,3}}(W) \geq t_{K_2}(W)^{30}\).

Together with Theorem 2.1, this implies that \(M^2\) also satisfies the conjecture.

For the proof of Theorem 2.1, we introduce some notation that we will use throughout the paper. Given a vector \((x_1, \ldots, x_m)\) and \(I = \{i_1, \ldots, i_s\} \subseteq [m]\) with \(i_1 < \cdots < i_s\), let \(x_I\) be the vector \((x_{i_1}, \ldots, x_{i_s})\). Let \(S_m\) be the set of all permutations of \([m]\) and let \(F\) be a family of functions \(\{f_I : I \subseteq [m]\}\), where each \(f_I\) is a measurable function from \([0,1]^f\) to \([0,1]\). Then, for each \(f_I \in F\), let

\[
\tilde{f}_I(x_I) := \left( \prod_{\phi \in S_m} f_{\phi(I)}(x_I) \right)^{1/m!}.
\]

We will need Hölder’s inequality in the following form:

\[
E \left[ \prod_{I \subseteq [m]} \tilde{f}_I(x_I) \right] \leq \prod_{\phi \in S_m} E \left[ \prod_{I \subseteq [m]} f_{\phi(I)}(x_I) \right]^{1/m!}. \tag{1}
\]

Finally, suppose \(H\) is a bipartite graph with bipartition \(A \cup B\). For a subset \(F\) of \(A\) and a graphon \(W\), let \(\rho(x_F) := E_y \prod_{i \in F} W(x_i, y)\). Then \(t_H(W)\) can be rephrased as

\[
t_H(W) = E \left[ \prod_{v \in B} \rho(x_{N(v)}) \right],
\]

where the expectation, both here and in the proof below, is over \(x_A\).

**Proof of Theorem 2.1**. Note that \(M\) is isomorphic to the bipartite graph on \(Z \cup Z'\) where \(Z\) and \(Z'\) are two disjoint copies of the group \(\mathbb{Z}_5\) and \(i \in Z'\) is adjacent to \(i-1, i\) and \(i+1\) in \(Z\). Let \(Z_i\) be the subset \(\{i-1, i, i+1\}\) of \(Z\). Then

\[
t_{M^2}(W) = E \left[ \prod_{i=1}^5 \rho(x_{Z_i})^2 \right].
\]

Now let \(F\) be the set \(\{f_I : I \subseteq [5]\}\), where \(f_I(x_I) = \rho(x_I)^2\) if \(I = Z_i\) and \(f_I = 1\) otherwise. Then, since \(Z_1, \ldots, Z_5\) constitute half the triples in \(A\), \(\tilde{f}_I(x_I) = \rho(x_I)\) if \(|I| = 3\) and \(\tilde{f}_I = 1\) otherwise. Moreover,

\[
t_{M^2}(W) = E \left[ \prod_{i=1}^5 \rho(x_{Z_i})^2 \right] = E \left[ \prod_{I \subseteq [5]} f_{\phi(I)}(x_I) \right]
\]

for each \(\phi \in S_5\). Hence, Hölder’s inequality [1] implies that

\[
t_{F_{5,3}}(W) = E \left[ \prod_{T \in \binom{A}{3}} \rho(x_T) \right] = E \left[ \prod_{f \subseteq [5]} \tilde{f}_I(x_I) \right]
\]

\[
\leq \prod_{\phi \in S_5} E \left[ \prod_{I \subseteq [5]} f_{\phi(I)}(x_I) \right]^{1/5!} = \prod_{\phi \in S_5} E \left[ \prod_{i=1}^5 \rho(x_{Z_i})^2 \right]^{1/5!} = t_{M^2}(W),
\]

as required.
3 Weighted homomorphism densities

Let \( \alpha = (\alpha_v)_{v \in B} \) be a vector indexed by \( v \in B \) with non-negative coordinates. Define the \( \alpha \)-weighted homomorphism density of \( H \) by

\[
t_H^\alpha(W) = \mathbb{E} \left[ \prod_{v \in B} \rho(x_{N(v)})^{\alpha_v} \right],
\]

where the expectation here and below, unless otherwise indicated, is over \( x_A \). In particular, if \( \alpha_v = p \) for each \( v \in B \), then \( t_H^p(W) = t_{H_p}(W) \). We say that the weight vector \( \alpha = (\alpha_v)_{v \in B} \) is symmetric if \( \alpha_u = \alpha_v \) whenever \( \deg(u) = \deg(v) \), i.e., it assigns the same weight to vertices with the same degree. When \( \alpha \) is symmetric, we simply write \( \alpha = (\alpha_k)_{k=1}^r \), where \( r \) is the maximum degree of \( B \) and \( \alpha_k := \alpha_v \) for all \( v \) with \( \deg(v) = k \).

For \( r \leq m \), define the \((m,r)\)-downset graph to be the \((A,\mathcal{H})\)-incidence graph with \( A = [m] \) and \( \mathcal{H} = \binom{A}{\leq r} \). The main result of this section states that, for certain symmetric integer weight vectors \( \alpha \), a ‘weighted’ version of Sidorenko’s conjecture holds for the \((m,r)\)-downset graph. This can also be interpreted as saying that Sidorenko’s conjecture holds for certain blow-ups of the \((m,r)\)-downset graph, where vertices in \( \binom{[m]}{\leq r} \) of different degrees may be blown up by different amounts.

**Theorem 3.1.** Suppose \( r \leq m \) and let \( H \) be the \((m,r)\)-downset graph and \( \alpha = (\alpha_k)_{k=1}^r \) be a symmetric integer weight vector such that \( \binom{m-k}{r-k} \) divides \( \alpha_k \) for each \( 1 \leq k \leq r \) and \( \alpha_r > 0 \). Then, for every graphon \( W \),

\[
t_H^\alpha(W) \geq t_{K_2}(W)^{e_\alpha(H)},
\]

where \( e_\alpha(H) := \sum_{v \in B} \alpha_v \deg(v) \).

The proof has three steps. First, we construct a weakly norming \((r+1)\)-graph \( \mathcal{H}_\alpha \) and a measurable function \( W_\alpha : [0,1]^{r+1} \to [0,1] \) such that

\[
t_H^\alpha(W) = t_{\mathcal{H}_\alpha}(W_\alpha).
\]

Then, by using the fact that \( \mathcal{H}_\alpha \) is weakly norming, we obtain

\[
t_{\mathcal{H}_\alpha}(W_\alpha) \geq t_{\mathcal{G}_\alpha}(W_\alpha)^{e(\mathcal{H}_\alpha)/e(\mathcal{G}_\alpha)},
\]

where \( \mathcal{G}_\alpha \) is a subgraph of \( \mathcal{H}_\alpha \) with ‘simpler’ structure. We then conclude by showing that

\[
t_{\mathcal{G}_\alpha}(W_\alpha) \geq t_{K_2}(W)^{q_{\alpha,H}},
\]

where \( q_{\alpha,H} \) is the ‘correct’ exponent to yield (2).

Throughout this section, let \( \beta_k := \alpha_k / \binom{m-k}{r-k} \) for \( k = 1, \ldots, r \) and \( \beta := \beta_1 \beta_2 \cdots \beta_r \). The divisibility condition in Theorem 3.1 ensures that each \( \beta_k \) is an integer. For an \( r \)-set \( F \), let \( U_0(F) := F \) and, for \( 1 \leq k \leq r \), let \( U_k(F) \) be the union of \( \beta_k \) disjoint copies of \( \binom{F}{k} \). We say that \((u_0, u_1, u_2, \ldots, u_r), u_i \in U_i(F)\), is an \( F \)-chain if the corresponding subsets of \( F \) form a chain under containment.

Let \( V_0 = [m] \) and, for \( 1 \leq k \leq r \), let \( V_k \) be the disjoint union of all \( U_k(F), F \in \binom{[m]}{r} \). In other words, each \( v \in V_k \) corresponds to the \( j \)-th copy of the \( k \)-set \( F' \) in \( U_k(F) \) for some \( 1 \leq j \leq \beta_k \), \( F' \in \binom{F}{k} \), and \( F \in \binom{[m]}{r} \). Since \( V_k \) consists of \( \beta_k \) copies of each \( F' \in \binom{[m]}{r} \) for each \( F \in \binom{[m]}{r} \) with \( F' \subseteq F \), we have \(|V_k| = \binom{m}{k}(m-k)\beta_k = \binom{m}{r}(m-r)\beta_k \). For each \( v \in V_k \), let \( c_k(v) \) denote the set
$u \in U_k(F)$ that corresponds to $v$. We then define $\mathcal{H}_\alpha$ to be the $(r + 1)$-partite $(r + 1)$-graph on $V = V_0 \cup V_1 \cup \cdots \cup V_r$ where $(v_0, v_1, \cdots, v_r)$, $v_i \in V_i$, is an edge if and only if the corresponding subsets $c_0(v_i), c_1(v_i), \cdots, c_r(v_i)$ form an $F$-chain for some $F \in \binom{[m]}{r}$.

To help understand this definition, let us also define the subgraph $G_\alpha$ which will appear in Lemmas 3.3 and 3.4. Write $U'_i = U_i([r])$ and let $G_\alpha$ be the $(r + 1)$-partite $(r + 1)$-graph on $U'_0 \cup U'_1 \cup \cdots \cup U'_r$ where $(u_0, u_1, \cdots, u_r)$, $u_i \in U'_i$, is an edge if and only if it is an $[r]$-chain. Clearly, $G_\alpha$ is isomorphic to each subgraph of $\mathcal{H}_\alpha$ induced on $U_0(F) \cup U_1(F) \cup \cdots \cup U_r(F)$ for an $r$-set $F$. Moreover, these induced subgraphs isomorphic to $G_\alpha$ are edge disjoint, so $e(\mathcal{H}_\alpha) = \binom{m}{r}e(G_\alpha)$.

We make two further remarks about the definition of $\mathcal{H}_\alpha$. First, note that $V_0$ has a different status to the rest of the $V_k$ in that, for each $F \in \binom{[m]}{r}$, $U_0(F)$ is identified with the subset $F$ of $V_0 = [m]$, while, for all other $k$, the $U_k(F)$ are all disjoint subsets of $V_k$. Thus, the $\binom{m}{r}$ edge-disjoint copies of $G_\alpha$ that decompose $\mathcal{H}_\alpha$ are close to being vertex disjoint in the sense that they can only intersect in $V_0$. Second, if any $\beta_k = 0$ for $k < r$, we simply ignore the $k$-th coordinate. This will reduce the uniformity of the hypergraph, but all of our arguments still go through in this case. For convenience of notation, we assume in what follows that $\beta_k \neq 0$ for all $k$.

Now let $W_\alpha : [0, 1]^{r + 1} \to [0, 1]$ be the function

$$W_\alpha(x, z_1, z_2, \cdots, z_r) = \prod_{k=1}^r W(x, z_k)^{\beta_k},$$

where

$$q_k = \frac{\beta_k}{\beta(k - 1)!(r - k)!}.$$  

Our first step is contained in the next lemma.

**Lemma 3.2.** Suppose $r \leq m$ and let $H$ be the $(m, r)$-downset graph and $\alpha = (\alpha_k)_{k=1}^r$ be a symmetric integer weight vector such that $\binom{m-k}{r-k}$ divides $\alpha_k$ for each $1 \leq k \leq r$. Then, for every graphon $W$,

$$t_H^\alpha(W) = t_{\mathcal{H}_\alpha}(W_\alpha).$$

**Proof.** For $F \in \binom{[m]}{r}$, let $g(x_F) := \prod_{F' \subseteq F} \rho(x_{F'})^{\beta_{|F'|}}$. Then, since any $k$-set is contained in exactly $\binom{m-k}{r-k}$ $r$-sets, we may rewrite $t_H^\alpha(W)$ as

$$t_H^\alpha(W) = \mathbb{E} \left[ \prod_{k=1}^r \prod_{F \in \binom{[m]}{k}} \rho(x_F)^{\alpha_k} \right] = \mathbb{E} \left[ \prod_{F \in \binom{[m]}{r}} g(x_F) \right].$$

(3)

For each $k$-set $F'$, note that

$$\rho(x_{F'})^{\beta_k} = \mathbb{E}_{y_1, \cdots, y_{\beta_k}} \prod_{i \in F', j=1}^{\beta_k} W(x_i, y_j).$$

Now relabel all the $y_j$, $j = 1, 2, \cdots, \beta_k$, for each $F' \in \binom{[k]}{k}$, by mutually independent uniform random variables $z_v$, where $v$ ranges over those $v \in U_k(F)$. Let $U(F) := U_1(F) \cup U_2(F) \cup \cdots \cup U_r(F)$ and write $i \sim v$ if $i$ is contained in the $k$-subset of $F$ that corresponds to $v$. Then, for each $F \in \binom{[m]}{r}$,

$$g(x_F) = \prod_{F' \subseteq F} \rho(x_{F'})^{\beta_{|F'|}} = \mathbb{E}_{z_v, v \in U(F)} \left[ \prod_{v \in U(F)} \prod_{i \sim v} W(x_i, z_v) \right].$$
Lemma 3.3. Given $t$ where we used the definition of $q$ since the $z_v, v \in U(F)$, are mutually independent. We may repeat this step for each $r$-set $F$ while assigning mutually independent random variables $z_v$ for all $v \in \bigcup_{F \in \binom{m}{r}} U(F)$. Then, by (3),

$$t_H^0(W) = \mathbb{E} \left[ \prod_{F \in \binom{m}{r}} g(x_F) \right] = \mathbb{E}_{x[m]} \left[ \prod_{F \in \binom{m}{r}} \mathbb{E}_{z_v:v \in U(F)} \left[ \prod_{v \in U(F)} \prod_{i \sim v} W(x_i, z_v) \right] \right]$$

$$= \mathbb{E} \left[ \prod_{F \in \binom{m}{r}} \prod_{v \in U(F)} \prod_{i \sim v} W(x_i, z_v) \right], \tag{4}$$

where the last equality follows from mutual independence. We shall verify that the right-hand side equals $t_{\mathcal{H}_a}(W_\alpha)$ by comparing the exponents of the $W(x_i, z_v)$ in (4) with those in

$$t_{\mathcal{H}_a}(W_\alpha) = \mathbb{E} \left[ \prod_{(i, v_1, \ldots, v_r) \in \mathcal{E}(\mathcal{H}_a)} \prod_{k=1}^r W(x_i, z_{v_k})^{q_k} \right]. \tag{5}$$

For each pair consisting of $i \in [m]$ and $v \in U_k(F)$ with $i \sim v$, the term $W(x_i, z_v)$ appears exactly once in the product in (4). On the other hand, there exist $\beta(k-1)!(r-k)!/\beta_k F$-chains that contain $\{i\}$ and $v$. Thus, there are $\beta(k-1)!(r-k)!/\beta_k$ hyperedges in $\mathcal{H}_a$ containing $i$ and $v$. Hence, by expanding the product in (5), each $W(x_i, z_v)$ receives the exponent

$$\frac{\beta(k-1)!(r-k)!q_k}{\beta_k} = 1,$$

where we used the definition of $q_k$. \hfill \square

The next lemma gives a lower bound for the homomorphism density $t_{\mathcal{H}_a}(W_\alpha)$ in terms of $t_{\mathcal{G}_a}(W_\alpha)$. This follows in a straightforward manner from a result of the authors [4], so we have consigned the proof, and a broader discussion of weakly norming hypergraphs, to an appendix.

**Lemma 3.3.** The $(r+1)$-graph $\mathcal{H}_a$ is weakly norming. In particular, for every $(r+1)$-graphon $W_\alpha$,

$$t_{\mathcal{H}_a}(W_\alpha) \geq t_{\mathcal{G}_a}(W_\alpha)^{\binom{m}{r}}.$$ 

The following lemma is the final ingredient we need to prove Theorem 3.1.

**Lemma 3.4.** If $\binom{m-k}{r-k}$ divides $\alpha_k$ for each $1 \leq k \leq r$ and $\alpha_r > 0$, then, for every graphon $W$,

$$t_{\mathcal{G}_a}(W_\alpha) \geq t_{\mathcal{K}_2}(W)^{q_{\alpha,H}},$$

where $q_{\alpha,H} = e_\alpha(H)/\binom{m}{r}$.

**Proof.** Let $U' = U_1' \cup U_2' \cup \cdots \cup U_r'$, where the $U_i'$ are as in the definition of $\mathcal{G}_a$. Then, following the proof of Lemma 3.2, we have

$$t_{\mathcal{G}_a}(W_\alpha) = \mathbb{E} \left[ \prod_{(i, u_1, \ldots, u_r) \in \mathcal{E}(\mathcal{G}_a)} \prod_{k=1}^r W(x_i, z_{u_k})^{q_k} \right] = \mathbb{E} \left[ \prod_{i \sim u, i \in [r], u \in U'} W(x_i, z_u) \right],$$

where $U' \subseteq U_r$ and $U_1' \cup U_2' \cup \cdots \cup U_{r'}$.
where $i \sim u$ means that $i$ is contained in the subset of $[r]$ corresponding to $u$. Hence, we may write
\[
 t_{\alpha}(W_\alpha) = \mathbb{E} \left[ \mathbb{E}_{z_u,u \in U'} \left[ \prod_{i-\alpha,j \in [r], u \in U'} W(x_i, z_u) \right] \right] = \mathbb{E} \left[ \rho(x_v)^{\beta-r} \prod_{F \subseteq [r]} \rho(x_F)^{\beta_F} \right] = t_{\alpha}^J(W),
\]
where $J$ is the $(r,r)$-downset graph and $\beta = (\beta_i)_{i=1}^r$ is a symmetric integer weight vector with $\beta_r = \alpha_r \geq 1$. Since $t_{\alpha}^J(W)$ can be interpreted as the homomorphism density in $W$ of a bipartite graph with at least one vertex complete to the other side, the result of Conlon, Fox and Sudakov \cite{CF-S} implies that
\[
 t_{\alpha}^J(W) \geq t_{K_2}(W)^{e_{\beta}(J)},
\]
where $e_{\beta}(J) = \sum_{k=1}^r \binom{r}{k} k \beta_k$. By the elementary identity $\binom{m}{r} \binom{r}{k} = \binom{m-k}{r-k}$,
\[
 e_{\beta}(J) = \frac{1}{\binom{m}{r}} \sum_{k=1}^r \binom{m}{k} (\frac{m-k}{r-k}) k \beta_k = \frac{1}{\binom{m}{r}} \sum_{k=1}^r \binom{m}{k} k \alpha_k = \frac{e_{\alpha}(H)}{\binom{m}{r}},
\]
as desired. \hfill \Box

**Proof of Theorem 2.1** By Lemmas 3.2, 3.3 and 3.4 we obtain
\[
 t_{H}(W) = t_{H_{\alpha}}(W_\alpha) \geq t_{\alpha}(W_\alpha) \geq t_{K_2}(W)^{e_{\alpha}(H)},
\]
as required. \hfill \Box

4 The Hölder trick

The argument in Section 2 that $M^2$ satisfies Sidorenko’s conjecture for $M = K_{5,5} \setminus C_{10}$ had two ingredients, the fact that the $(5,3)$-incidence graph $F_{5,3}$ is weakly norming and, therefore, satisfies the conjecture, and the inequality $t_{M^2}(W) \geq t_{F_{5,3}}(W)$ for all graphons $W$. The main result of the previous section may be seen as a generalisation of the fact that $F_{5,3}$ satisfies the conjecture. To complete the proof of Theorem 1.1, we now generalise the inequality. This will again be a simple consequence of Hölder’s inequality.

**Theorem 4.1.** Let $H$ be a bipartite graph with bipartition $A \cup B$ and $\max_{b \in B} \deg(b) = r$ and, for each $1 \leq k \leq r$, let $\alpha_k := d_k/\binom{|A|}{k}$, where $d_k$ is the number of vertices in $B$ of degree $k$. Then, for every graphon $W$,
\[
 t_{H}(W) \geq t_{J}^\alpha(W),
\]
where $J$ is the $(|A|, r)$-downset graph and $\alpha = (\alpha_k)_{k=1}^r$. Moreover, if $\deg(b) = r$ for all $b \in B$, then, for every graphon $W$,
\[
 t_{H}(W) \geq t_{F}^\alpha(W),
\]
where $F$ is the $(|A|, r)$-incidence graph and $\alpha = (\alpha_k)_{k=1}^r$ is the symmetric weight vector with $\alpha_r = |B|/\binom{|A|}{r}$ and $\alpha_k = 0$ for $k \neq r$.

Theorem 4.1 is an immediate consequence of this result and Theorem 3.1. Recall the statement, that Sidorenko’s conjecture holds for any bipartite graph $H$ with bipartition $A \cup B$ and $\max_{b \in B} \deg(b) = r$ such that the number of vertices of degree $k$ is divisible by $\binom{|A|}{r} \binom{r}{k} = \binom{|A|}{|A|} \binom{|A|-k}{r-k}$ for each $1 \leq k \leq r$. 
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Proof of Theorem 4.1. As in Theorem 4.1, for each \(1 \leq k \leq r\), let \(d_k\) be the number of vertices in \(B\) of degree \(k\) and \(\alpha_k := d_k/\binom{|A|}{k}\). Then, by Theorem 4.1,

\[ t_H(W) \geq t_J^0(W), \]

where \(J\) is the \((|A|, r)\)-downset graph. By the divisibility assumption, \(\alpha = (\alpha_k)_{k=1}^r\) is a nonnegative integer vector such that \(\binom{|A|}{k-r} \) divides \(\alpha_k\) for each \(1 \leq k \leq r\) and \(\alpha_r > 0\). Hence, we may apply Theorem 3.1 to conclude that

\[ t_J^0(W) \geq t_{K_2}(W)^{c_\alpha(J)}. \]

Therefore, since

\[ e_\alpha(J) = \sum_{k=1}^r \binom{|A|}{k} \alpha_k k = \sum_{k=1}^r d_k k = e(H), \]

Sidorenko’s conjecture holds for \(H\).

Theorem 1.2 is a similar consequence of the second part of Theorem 4.1 with one slight twist.

Proof of Theorem 1.2. With the slight abuse of notation \(\alpha = \alpha_r = |B|/\binom{|A|}{r}\), we have

\[ t_F^\alpha(W) = \mathbb{E} \left[ \prod_{I \in \binom{A}{r}} \rho(x_I)^\alpha \right] \geq \mathbb{E} \left[ \prod_{I \in \binom{A}{r}} \rho(x_I) \right] = t_F(W)^\alpha, \]

where the inequality follows from the convexity of \(f(x) = x^\alpha\) when \(\alpha \geq 1\). Therefore,

\[ t_H(W) \geq t_F^\alpha(W) \geq t_F(W)^\alpha \geq t_{K_2}(W)^{ar(|A|)} = t_{K_2}(W)^{e(H)}, \]

where the first inequality is the second part of Theorem 1.2, the third inequality follows from the fact that the \((|A|, r)\)-incidence graph \(F\) is weakly norming \(4\) and, therefore, satisfies Sidorenko’s conjecture, and the final equality comes from the straightforward computation \(ar(|A|) = r|B| = e(H)\).

We now return to the proof of Theorem 4.1.

Proof of Theorem 4.1. Let \(m := |A|\) and identify the set \(A\) with \([m]\). Let \(\mathcal{F} = \{f_I : I \subseteq [m]\}\) be the family of functions given by \(f_I(x_I) = \rho(x_I)^{c_I}\), where \(c_I\) is the number of vertices \(b \in B\) such that \(N(b) = I\). If \(I\) and \(I'\) are subsets of \([m]\) of size \(k\), then there are exactly \(k!(m-k)!\) permutations \(\phi\) that map \(I\) onto \(I'\) and, for every such \(\phi\), \(f_{\phi(I)}(x_I) = \rho(x_I)^{c_{I'}}\). Thus, for each \(I\) of size \(k\),

\[ \tilde{f}_I(x_I) = \left( \prod_{\phi \in S_m} f_{\phi(I)}(x_I) \right)^{1/m!} = \rho(x_I)^{\sum_{|K| = k} c_K \binom{m}{k}} = \rho(x_I)^{\alpha_K}. \]

On the other hand, since each \(\phi \in S_m\) is just a relabeling of \(A = [m]\),

\[ t_H(W) = \mathbb{E} \left[ \prod_{I \subseteq [m]} f_{\phi(I)}(x_I) \right]. \]
Therefore, Hölder’s inequality in the form (1) gives

\[
t^0_f(W) = \mathbb{E} \left[ \prod_{I \subseteq [m]} \rho(x_I)^{\alpha(I)} \right] = \mathbb{E} \left[ \prod_{I \subseteq [m]} \tilde{f}_I(x_I) \right] \leq \prod_{\phi \in S_m} \mathbb{E} \left[ \prod_{I \subseteq [m]} f_{\phi(I)}(x_I) \right]^{1/m!} = t_H(W),
\]

as desired. Moreover, if \( \deg(b) = r \) for all \( b \in B \), then \( \alpha_r = |B|/(\binom{m}{r}) \) and \( \alpha_k = 0 \) for \( k \neq r \). Thus,

\[
t_H(W) \geq \mathbb{E} \left[ \prod_{I \in \binom{[m]}{r}} \rho(x_I)^{\alpha_r} \right] = t^0_{K_r}(W),
\]

which proves the second part of the statement.

\[\square\]

5 Concluding remarks

As a closing remark, we note another corollary of Theorem 1.1 which we believe to be of independent interest. Put briefly, it says that a certain local version of Sidorenko’s conjecture holds for any bipartite graph \( H \).

**Corollary 5.1.** For every bipartite graph \( H \) with bipartition \( A \cup B \) and every \( \varepsilon, q > 0 \), there is \( n_0 = n_0(\varepsilon, H, q) \) such that every \( n \)-vertex graph \( G \) with \( n \geq n_0 \) and \( q = t_{K_2}(G) \) has an \( |A| \)-tuple \( x_A \) of distinct vertices such that \( t_H(G; x_A) \geq (1 - \varepsilon) q^{e(H)} \).

**Proof.** Let \( a = |A| \) and \( n = |V(G)| \). Let \( K \) be the set of non-degenerate \( a \)-tuples in \( V(G)^A \), noting that \( |V(G)^A \setminus K| \leq an^{a-1} \). Then

\[
\mathbb{E}_{x_A} t_H(G; x_A) \leq \frac{1}{n^a} \left( \sum_{x_A \in K} t_H(G; x_A) + \sum_{x_A \notin K} t_H(G; x_A) \right) \leq \frac{1}{n^a} \sum_{x_A \in K} t_H(G; x_A) + \frac{a}{n}.
\]

Therefore, by letting \( k = n^a \), Corollary 1.3 implies that

\[
\mathbb{E}_{x_A \in K} t_H(G; x_A)^k \geq \frac{n^0}{n(n-1) \cdots (n-a+1)} \left( \frac{n^a}{2} \mathbb{E}_{x_A} t_H(G; x_A)^k - \frac{a}{n} \right) \\
\geq (1 - \varepsilon) t_{K_2}(G)^{k \cdot e(H)},
\]

provided \( n \) is sufficiently large in terms of \( \varepsilon, H \) and \( q \). There must then be \( x_A \in K \) with \( t_H(G; x_A) \geq (1 - \varepsilon) t_{K_2}(G)^{e(H)} \), since otherwise we would have \( \mathbb{E}_{x_A \in K} t_H(G; x_A)^k < (1 - \varepsilon)^k t_{K_2}(G)^{k \cdot e(H)} \)
contradicting the inequality above.

\[\square\]
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A Weakly norming hypergraphs

Following Hatami [7], we say that a hypergraph $H$ is weakly norming if the functional $\| \cdot \|_{r(H)}$ defined by

$$\|W\|_{r(H)} = t_H(|W|)^{1/e(H)}$$
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is a norm on the space of bounded symmetric measurable functions. As shown by Hatami [7], any weakly norming hypergraph $H$ has the property that for any $H' \subseteq H$ and any graphon $W$,

$$\|W\|_{r(H')} \geq \|W\|_{r(H')}$$

or, in the language of homomorphism densities,

$$t_H(W) \geq t_{H'}(W)^{\varepsilon(H')/\varepsilon(H')}.$$ 

In particular, this implies that any weakly norming hypergraph satisfies Sidorenko’s conjecture.

The main result of interest to us here is a result of the authors [4, Theorem 5.1] saying that a certain class of hypergraphs, which we call reflection hypergraphs, are weakly norming. To define this class, suppose that $W$ is a finite reflection group, $T$ is a set of simple reflections in $W$, and $T_1, \ldots, T_r$ are subsets of $T$. Then the $(T_1, \ldots, T_r; T, W)$-reflection hypergraph is the $r$-partite $r$-graph whose parts are the cosets of the subgroup $W_k$ generated by $T_k$ for each $k = 1, \ldots, r$, with an edge for every $r$-tuple of the form $(wW_1, \ldots, wW_r)$ with $w \in W$. An $r$-graph is then said to be a reflection hypergraph if it is isomorphic to the $(T_1, \ldots, T_r; T, W)$-reflection hypergraph for some choice of parameters.

**Theorem A.1.** Reflection hypergraphs are weakly norming.

In order to prove Lemma 3.3, it therefore suffices to show that $H_\alpha$ is a reflection hypergraph. If $\beta_k = 1$ for each $k$, then it is not hard to construct a reflection hypergraph that is isomorphic to $G_\alpha$. Let $s_{ij}$ be the permutation in $S_r$ that swaps $i$ and $j$. It is well-known that $T := \{s_{i(i+1)} : i = 1, 2, \ldots, r-1\}$ is a set of simple reflections. We claim that the $(T_0, T_1, T_2, \ldots, T_r; T, S_r)$-reflection hypergraph with the choice $T_0 = T_1 = T = \{s_{i(i+1)}\}$, $1 \leq i < r$, $T_r = T$, is isomorphic to $G_\alpha$ when $\beta_1 = \beta_2 = \cdots = \beta_r = 1$. To see this, observe first that each $T_k$, $1 \leq k < r$, generates the subgroup

$$W_k := \{\sigma \in S_r : \sigma(j) \leq k \text{ for each } j \leq k\},$$

which is isomorphic to $S_k \times S_{r-k}$. Thus, each coset $wW_k$ is the set of permutations in $S_r$ that map $[k]$ onto some $k$-subset $F \in \binom{[r]}{k}$, which allows us to identify each coset with the $k$-set $F$. For example, the chain $\{1\} \subseteq \{1, 2\} \subseteq \cdots \subset \{r-1\} \subseteq \{r\}$, which is an edge in $G_\alpha$, corresponds to the $(r+1)$-tuple $(W_1, W_1, \ldots, W_{r-1}, S_r)$. Similarly, every edge in $G_\alpha$, identified by a chain $\{i\} = F_1 \subset \cdots \subset F_{r-1} \subset \{r\}$, where $|F_k| = k$, corresponds to an $(r+1)$-tuple $(wW_1, wW_1, \ldots, wW_{r-1}, S_r)$ of cosets, where $w \in S_r$ is a permutation that maps $1$ to $i$. This proves the claim.

Recall now that $H_\alpha$ consists of $\binom{m}{r}$ edge-disjoint $(r+1)$-graphs $H_\alpha[U_0(F) \cup U(F)]$, $F \in \binom{[m]}{r}$, each of which is isomorphic to $G_\alpha$. To realise $H_\alpha$ with $\beta_i = 1$ for all $i = 1, 2, \ldots, r$ as a reflection hypergraph, one may add new reflections $s_{j(j+1)}$, for $j = r, \ldots, m-1$, to $T$, and amend the $T_k$, $0 \leq k \leq r$, to generate $(\binom{m}{r})$ copies of each coset $wW_k$, $1 \leq k \leq r$, in the $(T_0, T_1, \ldots, T_r; T, S_r)$-reflection hypergraph. More explicitly, $H_\alpha$ is isomorphic to the $(T'_0, T'_1, T'_2, \ldots, T'_r, T', S_m)$-reflection hypergraph, where $T' = T \cup \{s_{j(j+1)} : r \leq j < m\}$, $T'_0 = T_0 \cup \{s_{j(j+1)} : r \leq j < m\}$ and $T'_k = T_k \cup \{s_{j(j+1)} : r+1 \leq j < m\}$ for $0 < k \leq r$. To see this, note first that the cosets of the subgroup generated by $T'_0$ and $T'_k$ correspond to singletons and $r$-subsets in $[m]$, respectively. For $1 \leq k < r$, $T'_k = T' \setminus \{s_{k(k+1)}, s_{r(r+1)}\}$ generates the subgroup

$$W'_k := \{\sigma \in S_m : \sigma(i) \leq k \text{ if } 1 \leq i \leq k, k < \sigma(j) \leq r \text{ if } k < j \leq r\},$$

which is isomorphic to $S_k \times S_{r-k} \times S_{m-r}$. Thus, each coset of $W'_k$ is identified with a disjoint pair $(F', F'')$ consisting of a $k$-set $F'$ and an $(r-k)$-set $F''$, which corresponds to an element in
Lemma A.2. Let $\mathcal{H}$ be an $r$-partite $r$-graph on $A_1 \cup A_2 \cup \cdots \cup A_r$. If $\mathcal{H}$ is a reflection hypergraph and $k$ and $p$ are positive integers with $1 \leq k \leq r$, then the blow-up $\mathcal{H}^p_{\mathcal{H}_k}$ is also a reflection hypergraph.

Proof. Suppose that $\mathcal{H}$ is isomorphic to the $(T_1, T_2, \cdots, T_r; T, W)$-reflection hypergraph, where $W$ is a finite reflection group, $T$ is a set of simple reflections in $W$ and $T_i \subseteq T$, $i = 1, 2, \cdots, r$. Let $P = \{\sigma_{12}, \sigma_{23}, \cdots, \sigma_{(p-1)p}\}$ be a set of $p - 1$ new reflections such that each element of $P$ commutes with all the elements in $W$ and $P$ generates a group which is isomorphic to $S_p$, where $\sigma_{ij}$ corresponds to the permutation swapping $i$ and $j$ in $[p]$. Let $T' := T \cup P$, $T_i' := T_i \cup P$ for $i \neq k$, $T_k' := T_k \cup P \setminus \{\sigma_{12}\}$, and let $W'$ be the new reflection group generated by $T'$, i.e., $W' \cong W \times S_p$.

Let $\mathcal{H}'$ be the $(T_1', \cdots, T_r'; T', W')$-reflection hypergraph. We claim that $\mathcal{H}'$ is isomorphic to $\mathcal{H}^p_{\mathcal{H}_k}$. Let $A'_i := \{ww'_i : w \in W\}$. Then $\mathcal{H}'$ is an $r$-graph on the new $r$-partition $A'_1 \cup A'_2 \cup \cdots \cup A'_r$. Moreover, $A'_i = A_i \times S_p$ for all $i \neq k$ since $T_i'$ contains all the new reflections in $T$, whereas $A'_k = \bigcup_{j=1}^p (A_k \times \sigma_{1j}S_{[2,p]})$. Let $\phi : V(\mathcal{H}') \rightarrow V(\mathcal{H})$ be the map defined by

$$\phi(ww_i \times S_p) := ww_i \text{ for each } i \neq k \text{ and } \phi(ww_k \times \sigma_{1j}S_{[2,p]}) := ww_k \text{ for each } 1 \leq j \leq p.$$ 

One may check that $\phi$ is a surjective hypergraph homomorphism from $\mathcal{H}'$ to $\mathcal{H}$. Moreover, it is injective on $\cup_{i \neq k} A'_i$, p-to-1 on $A'_k$, and maps every non-edge in $\mathcal{H}'$ to a non-edge in $\mathcal{H}$. Therefore, $\mathcal{H}'$ is obtained by gluing $p$ vertex-disjoint copies of the $(T_1, \cdots, T_r; T, W)$-reflection hypergraph along the vertices that are not cosets of $W_k$ and, hence, it is isomorphic to $\mathcal{H}^p_{\mathcal{H}_k}$.

Proof of Lemma 3.3. Let $\mathcal{H}$ be the hypergraph $\mathcal{H}_\alpha$ with $\beta_k \in \{0, 1\}$ for all $k$. By applying the lemma above with this $\mathcal{H}$, one may blow-up each vertex in the vertex set $V_k$ of $\mathcal{H}$ to $\beta_k$ copies. Thus, by repeating this blowing-up process, we conclude that $\mathcal{H}_\alpha$ is a reflection hypergraph for any given non-negative integers $\beta_1, \beta_2, \cdots, \beta_r$. 

$\square$