Charge Transfer into Organic Thin Films: A Deeper Insight through Machine-Learning-Assisted Structure Search
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Density functional theory calculations are combined with machine learning to investigate the coverage-dependent charge transfer at the tetracyanoethylene/Cu(111) hybrid organic/inorganic interface. The study finds two different monolayer phases, which exhibit a qualitatively different charge-transfer behavior. Our results refute previous theories of long-range charge transfer to molecules not in direct contact with the surface. Instead, they demonstrate that experimental evidence supports our hypothesis of a coverage-dependent structural reorientation of the first monolayer. Such phase transitions at interfaces may be more common than currently envisioned, beckoning a thorough reevaluation of organic/inorganic interfaces.

1. Introduction

One of the major factors governing device performance of organic electronic devices is the electronic level alignment between the organic material and the inorganic electrode.[1–3] Here, deviations from the Schottky–Mott limit (i.e., vacuum level alignment) are frequently observed due to the formation of interface dipoles.[1,4,5] Besides intramolecular bonds, the major contribution to dipole formation stems from adsorption-induced charge rearrangements, that is, charge transfer between the electrode and the organic material. The spatial extent of these charge rearrangements plays a key role for device performance: while very localized charge rearrangements cause an abrupt change in the level positions at the interface, long-ranged charge transfer that extends beyond the layer in direct contact with the electrode leads to band bending.[6–10] Even if the band bending occurs only within the first few nm of the organic material, it reshapes and lowers charge-injection barriers,[11] thus affecting the performance of the whole device.[12]

While most surface science studies report interfacial charge transfer to be confined to the first monolayer of the organic film,[13–20] a few, sporadic, but recurrent reports observe interfacial charge transfer over longer distances, that is, to the second monolayer or beyond.[6–8,10,21,22] Given the relevance to device performance, it is important to investigate if long-range charge transfer is at all plausible, and if so, what governs the extent of the transferred charge? Conversely, if long-range charge transfer does not occur, what is then seen in the experiments?

To answer these questions, we study the interface between tetracyanoethylene (TCNE) and Cu(111). TCNE/Cu(111) arguably exhibits the strongest experimental indications for long-range charge transfer at an interface observed so far.[23–26] To gain microscopic insight into this interface, we carry out first-principles calculations for the TCNE/Cu(111) interface and combine them with two recent machine-learning-based advances, Bayesian Optimization Structure Search (BOSS)[27,28] and Surface Adsorbate polyMorph Prediction with Little Effort (SAMPLE).[29] The machine-learning augmentation proves crucial, as it allows us to harness the structural complexity of the organic/inorganic interface. Through it we show that even for this prototypical system, what appears to be charge transfer into higher layers is, in fact, a transition from flat-lying molecules to a more densely packed phase of upright-standing molecules, accompanied by a fundamental change of the charge-transfer interaction between substrate and adsorbate.

2. Previous Work on the TCNE/Cu Interface: The Situation Thus Far

A good experimental indicator for charge transfer to TCNE molecules at the TCNE/Cu interface is a change in the TCNE C≡C stretch frequency, since the electron accepting lowest unoccupied molecular orbital (LUMO) is antibonding with respect to
this bond. Erley and Ibach$^{[23]}$ measured the TCNE C=C stretch frequency as a function of the amount of deposited molecules using electron energy loss spectroscopy (EELS). As indicated in Figure 1, they observed a signal at 1275 cm$^{-1}$ for a low coverage of 1.4 TCNE/nm$^2$, which they interpreted as multiply charged molecules in direct contact with the Cu surface. At an intermediate coverage of ≈3 TCNE/nm$^2$, a new vibrational feature appeared at 1375 cm$^{-1}$, which was interpreted as emergence of singly charged molecules in the second layer. Depositing even more molecules eventually gave rise to a new vibration at 1565 cm$^{-1}$, indicative of neutral molecules in the bulk. (For reference, the C=C stretch vibration of an isolated TCNE molecule in the gas phase is 1509 cm$^{-1}$).

Theoretical models have been proposed to explain the emergence of long-ranged charge transfer. They are based either on electrostatic considerations and Fermi–Dirac statistics$^{[30]}$, or on the presence of defects and disorder$^{[8]}$. However, these models rely on prior assumptions and model parameters (e.g., a particular shape of the density of states). Furthermore, they do not provide the required insight into the atomistic and electronic structure at the interface, which is atomic to predict interface specific, experimental observables. Density functional theory (DFT) as the primary electronic structure theory method in materials science would, in principle, provide these details. However, despite the fact that the commonly applied PBE functional$^{[31]}$ overestimates charge transfer$^{[12–34]}$, pertinent studies do not support long-ranged charge transfer$^{[35]}$ nor are they able to explain the clear experimental indications for it.

We argue that this apparent failure of PBE is not due to its inherent limitations, but due to incorrect or insufficient structural models of the interface. The interface geometry used in first-principles calculations is typically based on educated guesses—also frequently referred to as chemical intuition—rather than the result of a comprehensive structure search. Despite advances in the computational structure prediction of organic crystals$^{[36–42]}$ and surface adsorbates$^{[28,29,43–45]}$, computational structure determination is presently one of the most fundamental challenges for first-principles simulations. This is especially true for interfaces, for which the number of possible structures is large and the computational cost to evaluate their energy accurately is high$^{[36,37,46–48]}$.

### 3. Addressing the TCNE/Cu Interfacial Structure Search Challenge

We address the structure search challenge by combining two recent machine-learning-based advances, BOSS$^{[27,28]}$ and SAMPLE$^{[29]}$. These methods employ Bayesian optimization and Bayesian linear regression to learn complex potential energy surfaces (BOSS for individual molecules, SAMPLE for molecular layers) with only a few hundred energy evaluations. As will be shown in this work, our structural identification is central to solving the long-range charge-transfer puzzle for TCNE on copper.

All calculations in this study are performed with the PBE functional$^{[31]}$ augmented with the $\mathbf{T}_{\text{surf}}^{\text{van der Waals}}$ van der Waals correction$^{[49]}$ for interfaces as implemented in the FHI-aims$^{[50]}$ code. Since different structural polymorphs often have very similar energies$^{[51]}$, we choose highly converged numerical settings, that yield DFT energies with an accuracy of 10 meV per molecule (for details see Supporting Information). We begin our study with the structure of the (sub)monolayer TCNE films on Cu(111), before proceeding to thin films. We determine the structure using the SAMPLE approach, which employs single molecule adsorbates as building blocks for assembling thin film polymorph candidates. The specifics of this procedure, including building block selection, are presented in ref. [29] and the Supporting Information.

We find seven plausible building blocks, that can be grouped into two categories, as shown in Figure 2. “Lying” TCNE molecules (blocks 1–3), in which all CN groups are in direct contact with the Cu substrate, are the energetically most favorable adsorption geometries ($E_{\text{ads}} = -1.87$ to $-1.61$ eV). “Standing” TCNE (4–7) (see Figure 2) molecules that touch the substrate with only two CN groups are the second class. A third category also exists (with a different orientation of the C=C bond with respect to the surface, see Supporting Information), but these molecules bind so weakly to the surface, that they do not play a role for the following discussion.

SAMPLE combinatorially combines these building blocks into polymorph candidates. We consider polymorphs with unit cells containing between one and three molecules corresponding to coverages between 0.5 and 5.0 TCNE/nm$^2$ to simulate the deposition of molecules in the experiment (and to allow for some experimental and theoretical error). Overall, this gives us a list of $\approx 10^7$ possible structures. From these, we select a set of 300 structures according to the D-optimality criterion$^{[52]}$, calculate their energy, and train our model. The quality of the trained model...
predicted adsorption energies of all polymorph candidates; blue: polymorphs consisting of “lying” TCNE; red: “standing” TCNE; gray: mixed orientations.

is verified on 58 randomly drawn, previously unseen structures. We obtain an RMSE of 18 meV per molecule, which is small and in the same order of magnitude as the numerical convergence settings for our DFT calculations (details in Supporting Information).

While SAMPLE helps us to determine the submonolayer and monolayer morphologies, the configurational study of molecules adsorbing into the second layer presents a different challenge. The bilayer-forming molecular building blocks now have no well-defined adsorption sites on top of the first layer. We explore the complex potential energy surface (PES) of an additional molecule on the first layer using the BOSS approach for global structure search \cite{27} (see Supporting Information for details). We then data mine the BOSS-PES to find local minima, \cite{28} from which we launch PBE geometry optimizations to determine the energetically most favorable adsorption configurations for TCNE in the second layer (see Supporting Information for details).

4. Results: Structure of the TCNE/Cu Interface and its Implication on Charge Transfer

We first investigate submonolayer films. By definition, a submonolayer forms when the number of molecules is limited and the interface is not in thermodynamic equilibrium with a molecular reservoir. This corresponds to low molecular dosages in physical vapor deposition experiments. Under these circumstances, the molecules at the interface will assume the structure with the lowest energy per molecule (we define exothermic adsorption as negative, i.e., the lowest energy corresponds to the most stable structure). Figure 3 shows the predicted energies for the different polymorphs as function of their coverage. We find that structures that contain exclusively flat-lying molecules (blue points in Figure 3) yield more favorable energies per molecule than those that contain upright-standing moieties.

Because TCNE has four peripheral, negatively charged CN groups, one might expect that the molecules repel each other in analogy to the prototypical F4TCNQ molecule. \cite{53} If that was indeed the case, the lowest coverage would have the most negative adsorption energy. However, as Figure 3 shows, increasing the coverage systematically lowers the adsorption energy between 1 and 2 TCNE/nm² before tighter packing leads to an inevitable energy increase due to Pauli repulsion. This trend demonstrates that there are, in fact, dominant intermolecular interactions that are attractive. It furthermore indicates that islands are likely to form, which grow until the whole substrate is covered and a closed (monolayer) will be formed. The experiments for low coverage in ref. \cite{23} should hence be compared to a close-packed structure, not to individual molecules.

From our results, the best candidate for the submonolayer structure is the energetically most favorable polymorph (see Figure 4a) observed at a coverage of 1.97 TCNE/nm². This coverage is ≈40% more dense than the experimentally reported value for the closure of the first monolayer (1.4 TCNE/nm²). \cite{23} We tentatively attribute this discrepancy to a systematic overestimation of the coverage in experiment, as discussed below and, in more detail, in the Supporting Information. The energetically most favorable structure comprises two non-equivalent, flat-lying TCNE molecules that are slightly offset with respect to each other such that the (negatively charged) cyano groups point toward the (more positive) central C=≡C region. A structural representation is shown in the Supporting Information. While there are several energetically similar polymorphs (20 structures are within 18 meV, the RMSE of our model), it is important to emphasize that all of them a) have the same, or a very similar, coverage and b) contain only flat-lying molecules.

To validate the low-coverage structure shown in Figure 4a, we determined its electronic structure and vibrational spectrum (for methodological details see Supporting Information). We find that the TCNE molecules exhibit a (Mulliken) charge of only ≈0.1 electrons, that is, they are basically charge neutral, at variance with the reported “multiply charged” molecules in ref. \cite{23}. The reason for this is that TCNE, just like its cousins TCNQ \cite{54} and F4TCNQ, \cite{55,56} exhibits a Blöchl-likelike \cite{57} charge-transfer mechanism. The Cu substrate donates ≈1.6 electrons into the
molecular LUMO, while TCNE concurrently backdonates \( \approx 1.4 \) electrons to Cu. Although the molecule is overall charge neutral, the experimentally examined C=C stretch vibration is only sensitive to the charge in the TCNE LUMO. This is because the LUMO is antibonding with respect to the C=C bond, that is, filling the LUMO weakens this bond and shifts its frequency to lower wavenumbers. Conversely, the backdonation occurs through the CN groups (see Supporting Information), which are non-bonding with respect to the central C=C bond, and thus do not affect the C=C stretch vibration.

The structure contains two non-equivalent molecules in the unit cell, whose computed C=C stretch vibrations in the unit cell are 1236 and 1240 cm\(^{-1}\), in favorable agreement with the experimental low-coverage value of 1275 cm\(^{-1}\). (For comparison, the C=C vibration of the neutral, isolated TCNE molecule is found at 1509 cm\(^{-1}\) in the gas phase and at 1585 cm\(^{-1}\) in the bulk). Although a discrepancy of 40 cm\(^{-1}\) may appear large, we note that PBE generally underbinds\(^{[32]}\) and overestimates the charge transfer\(^{[12-36]}\). Both effects lead to a too weak C=C bond, so a deviation from experiment in this order of magnitude is to be expected. Thus, our study so far corroborates the observed large charge transfer that occurs in direct contact of TCNE with the metal, even if the mechanism is more involved than originally envisioned.

Having established that TCNE forms dense islands that grow until a monolayer is formed, we increase the dosage by predicting the structure of further deposited molecules. Presumably, these would go into the second layer. As first approximation, we assume that the first layer does not rearrange, and explore the energetics of a single, isolated molecule on top of it. Here, the BOSS tool for global structure search allows us to identify the preferred molecular configuration (see Supporting Information for details). We find that TCNE adsorbs with its \( \pi \)-plane parallel to the surface, that is, flat lying on top of the flat-lying first monolayer. This maximizes the van der Waals interaction, while minimizing the wave function overlap (and hence Pauli repulsion) with the first layer. We will refer to this geometry, shown in Figure 4b, as “flat-on-flat” hereafter. In passing, we note that on metals, sometimes growth modes are observed where the second layer adsorbs upright on a flat-lying “wetting” layer.\(^{[58]}\) However, this appears not to be the case here.

The “flat-on-flat” geometry features a minute charge transfer (\( \approx 0.2 \) e) to the molecule in the second layer, which could indicate long-ranged charge transfer. As the corresponding density of states shows (see Supporting Information), this charge transfer is triggered by hybridization of the LUMO of the TCNE molecule in the second layer with the (filled) LUMO of TCNE in the first layer. Vibrational analysis shows that the C=C stretch vibrations for these molecules are located at 1458 cm\(^{-1}\). However, this result matches neither the observed peak at 1375 cm\(^{-1}\) nor the one at 1565 cm\(^{-1}\), indicating that this geometry does not appear experimentally. This discrepancy cannot be explained by the flaws of our computational method (PBE). We thus must conclude that the “flat-on-flat” second layer geometry does not form in experiment, and reconsider the structure of the full monolayer.

Ultimately, upon depositing even more molecules, solid bulk TCNE will form. In contrast to the submonolayer regime, this constitutes a reservoir with which the thin film is in contact. (Ab initio) thermodynamics\(^{[59]}\) then stipulates that the favored structure must minimize the Gibbs energy per area

\[
\gamma = \frac{1}{A} (\Delta E - TS + pV + F_{\text{vib}} - \Delta \mu(p, T) \cdot N)
\]

where \( \Delta E \) is the adsorption energy per molecule (as obtained by DFT), \( N \) the number of molecules per unit cell with area \( A \), and \( \mu \) the chemical potential of the reservoir. \( \gamma \) controls the transition between the complete absence of a reservoir (low \( \mu \)) and the formation of bulk TCNE (at large chemical potentials), that is, increasing \( \mu \) corresponds to increasing molecular dosage. We note that \( \mu \) could also be expressed as pressure and temperature of a TCNE gas reservoir. We provide a corresponding phase diagram, together with a critical discussion how it relates to the present experiment, in the Supporting Information. In the equation above, the work term \((pV)\) and the configurational entropy \( S \) are usually small and thus neglected, as commonly done in the literature.\(^{[59]}\) The vibrational enthalpy \( F_{\text{vib}} \) can be substantial, if the interaction with the substrate differs substantially.\(^{[60]}\) Therefore, we include the zero-point energy in this consideration, but neglect its temperature dependence (i.e., the thermal occupation of vibrations), as its differences between different polymorphs (which govern their relative stability) are very small.

Equation (1) allows us to recast the energies of all determined polymorphs into analytical functions of the chemical potential. Figure 5 illustrates the results for the polymorphs with the lowest Gibbs free energy. The predicted submonolayer (lying TCNE molecules, blue line) is the thermodynamically stable structure at low \( \mu \). At \( \mu = -1.43 \) eV, the more densely packed polymorph shown in Figure 4c becomes more favorable (see red line in Figure 5). This structure, the “standing monolayer,” is shown in Figure 4c and consists of upright-standing molecules in the first layer with a coverage of 4.43 TCNE/nm\(^2\). It shows an arrangement of lines of slip-stacked molecules that are separated by molecules rotated (almost) 90 degrees to them, that is, a combination of \( \pi \)-stacking with a herringbone-like pattern. Interestingly, (in energy per area) this structure is significantly more favorable than any other polymorph, the next candidate being \( \approx 250 \) meV/nm\(^2\) worse in energy. Importantly, all structures with low energies per area contain exclusively upright-standing molecules, in salient contrast to the energy per molecule, for which all energetically favorable structures contain exclusively flat-lying molecules. Importantly, none of the other monolayer
polymorphs ever exhibit a lower \( \gamma \) than these two structures at any \( \mu \), indicating a phase transition from flat-lying to upright-standing molecules upon increasing dosage (provided the flat-lying polymorph is not kinetically trapped).

We find that the “flat-on-flat” bilayer geometry is never a minimum in \( \gamma \), either. Rather, it is energetically more favorable to include another molecule into the first layer, and rearrange the molecules from flat lying to upright standing, before placing even a single molecule in the second layer. (Specifically, the flat-on-flat bilayer is 230 meV per molecule less stable than the standing monolayer, which is ten times more than our model uncertainty.)

From these results it becomes clear that we need to consider a monolayer of standing molecules before we can analyze the potential charge transfer to molecules in the second layer. We note that the coverage of the upright-standing monolayer is again \( \approx 40\% \) more dense than the coverage reported for the maximum of the 1375 cm\(^{-1} \) peak in the experiment.\(^{[21]} \) The fact that we overestimate the density of both the flat-lying and the upright-standing monolayer by the same factor corroborates our tentative explanation of a systematic error in the experimental determination of the coverage (since most other explanations would require random errors to be the same, which is unlikely).

The electronic structure for a monolayer of upright-standing molecules shows that the molecules are essentially neutral with an average net charge of 0.06 e. There is still substantial charge transfer at the interface, originating from a charge donation of \( \approx 0.8 \) electrons into the LUMO and a backdonation of 0.95 electrons from the two CN groups in contact with the surface. The C\( =\)C stretch vibrations for three upright-standing molecules in the unit cell are at 1318, 1349, and 1357 cm\(^{-1} \), respectively, which is in good agreement with the experimentally determined value at intermediate coverage (1375 cm\(^{-1} \)). This authenticates our finding of a phase transition in the first layer. It furthermore shows that the experimental indication for long-range charge transfer, formally assigned to singly charged molecules in the second layer, in fact stems from (conventional) short-range charge transfer into molecules in direct contact with the surface. In hindsight, this conclusion is corroborated experimentally. To complement their EELS results,\(^{[21]} \) Erley later investigated the same system using infra-red (IR) spectroscopy.\(^{[24]} \) There, they found no indication of the C\( =\)C stretch vibration at low coverage, but observed a strong signal at intermediate coverage. Contrary to EELS, IR is sensitive to the molecular orientation. For any flat-lying TCNE, the IR-active transition dipole moment of the C\( =\)C vibration would be screened out by the opposing metal surface mirror dipole. In the upright-standing molecules, the signal was amplified by the same mechanism, producing the experimental observation.

Since the flat-on-flat bilayer geometry did show indications of long-range charge transfer, we carefully checked whether this behavior persists for TCNE adsorbed on the upright-standing monolayer. Again, we use BOSS to determine the geometry of an additional molecule in the second layer (see Figure 4d). We find that on the upright-standing monolayer, the most stable geometry in the second layer consists of basically flat-lying TCNE molecules, see Supporting Information. Hence, we call it “flat-on-standing” hereafter. In contrast to the flat-on-flat geometry, here molecules in the second layer remain charge-neutral (Mulliken charge: 0.02 electrons), that is, there is no notable long-range charge transfer for this structure. The C\( =\)C stretch vibration is at 1513 cm\(^{-1} \), in qualitative agreement with the experimental value of 1565 cm\(^{-1} \). Evaluating \( \gamma \) for this structure shows that it becomes stable only at very high \( \mu \) (\( \approx -0.5 \) eV), as shown in the Supporting Information. This indicates that there is only a very small window in which a bilayer will be observed before bulk TCNE forms. Evaluating the stretch vibration for bulk TCNE (as taken from the Cambridge Structural Database) yields the C\( =\)C stretch vibration at 1585 cm\(^{-1} \), which now fits the measured value very well.

5. Temperature Effects and Constraints of Our Search Space

As a minor caveat, we note that it was not technically possible to include surface adatoms in this work. Many metal/organic interfaces contain surface adatoms,\(^{[1,61–63]} \) including TCNE on Cu(100).\(^{[64]} \) The experimental underestimation of the packing density here might be taken as an indication of adatoms. Still, there are several arguments against this hypothesis. The experimental study was performed on the closely packed Cu(111) surface (fewer adatoms available), with TCNE deposited at 100 K, further reducing the availability of adatoms. Structurally, adatoms strongly reduce the bending of the adsorbate\(^{[61]} \) and thereby decrease the metal-to-adsorbate charge transfer,\(^{[65]} \) which is inconsistent with the experimental findings. Thus, the good agreement between computed and experimental observables additionally suggests that surface adatoms are not relevant for the present system.

Also the fact that we have neglected temperature effects deserves further scrutiny. Finite temperature affects the free energy landscape through various factors. First, vibrations become thermally occupied according to Bose–Einstein statistics. Because TCNE/Cu consists mostly of rigid bonds, it exhibits mostly high-energy vibrations, that are almost completely in their ground state at \( T < 300 \) K. Thus, while it is important to account for the energy contributions arising from the shift of the zero-point vibrations, the thermal occupation of the vibrations can be safely neglected. The second effect is the configurational entropy. As shown in the Supporting Information, the configurational entropy is the same for all polymorphs of a given coverage, and between different coverages, it changes by \( -0.5 \) meV per adsorption site (at 300 K), or \( \approx 0.3k_B T \) per nm\(^2 \). A comparison with Figure 3 shows that this is several orders of magnitude smaller than the change of the adsorption energy. Thus, also the configuration entropy can be safely neglected. Finally, at finite temperature several polymorphs could co-exist on the surface, populated according to Boltzmann statistics. This may be particularly relevant for the flat-lying polymorph, where we find multiple structures with similar energies just outside our numerical accuracy. However, it is important to emphasize that all structures in the submonolayer regime are flat lying, and exhibit similar vibrational frequencies (since this mostly depends on the charge state, which itself depends on whether the molecules lie down or stand upright). Even if there is a co-existence of multiple flat-lying polymorphs with different geometries in the submonolayer regime, the predicted flat-lying to upright-standing phase transition would still occur.
Table 1. Computationally determined thermodynamically stable structures, their C=C stretch frequencies \( \nu \), overall charge \( Q \) and LUMO occupation \( f \).

| Structure               | \( \nu \) [cm\(^{-1}\)] | \( Q \) (electrons) | \( f \) (electrons) |
|------------------------|--------------------------|---------------------|---------------------|
| Flat monolayer         | 1236, 1240               | 0.1                 | 1.6                 |
| Standing monolayer     | 1338, 1349, 1357         | \(-0.1\)            | 1.2                 |
| Flat-on-standing       | 1513                     | \( \approx 0.0\)    | \( \approx 0\)      |

6. Conclusion

In summary, for TCNE on Cu(111) our study refutes the notion of long-range charge transfer beyond the first layer. We find instead that at increasing coverage, the TCNE monolayer undergoes a phase transition from a flat-lying geometry to an upright-standing phase on the substrate. The flat-lying molecules are overall charge neutral, but significant short-range charge donation and backdonation result in an almost doubly occupied LUMO. The upright-standing molecules are also neutral, but the different charge rearrangements lead to only \( \approx 1 \) electron in the (former) LUMO. Further, molecules deposited onto this structure start to adsorb in the second layer, and remain charge neutral with no charge donation or backdonation from the substrate or molecules below.

Our structural predictions are substantiated by the good agreement between measured and computed C=C stretch vibrations, as shown in Table 1. Similar phase transitions of the first layer have been found also for other systems,\(^6\)\(^{-}\)\(^7\)\(^0\) usually based on experimental evidence. Molecular dynamics simulations also successfully predict coverage-dependent reorientations for physisorbed systems,\(^7\)^{1}\(^\text{-}^\text{73}\) but force fields struggle with the formation and breaking of partially covalent bonds (such as the CN–Cu bond) and the different charge distributions found in the present system. The first-principles based approach used in this work provides complementary insight into more strongly interacting, electronically more complicated systems, although at the cost of being unable to give energetic barriers or phase transformation timescales.\(^6\)^{6}\(^{-}\)\(^7\)\(^0\)

Our calculations show that charge transfer into the second layer does occur in certain molecular arrangements (see the flat-on-flat geometry), which are unstable here. We therefore propose that structural changes at metal/organic interfaces triggered by increasing coverage may be more common than previously thought. This finding highlights the importance of determining the atomic structure at interfaces, and the significance of contemporary first-principles calculations combined with machine learning in helping to understand experimental observations.
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Supporting Information is available from the Wiley Online Library or from the author.
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