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Abstract

In this paper, we consider a stochastic epidemic model with time delay and general incidence rate. We first prove the existence and uniqueness of the global positive solution. By using the Krylov–Bogoliubov method, we obtain the existence of invariant measures. Furthermore, we study a special case where the incidence rate is bilinear with distributed time delay. When the basic reproduction number \( R_0 < 1 \), the analysis of the asymptotic behavior around the disease-free equilibrium \( E_0 \) is provided while when \( R_0 > 1 \), we prove that the invariant measure is unique and ergodic. The numerical simulations also validate our analytical results.
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1 Introduction

Epidemics are commonly studied by using deterministic compartmental models where the population is divided into several classes, namely susceptible, infected, and recovered groups. Beretta et al. [2] studied a vector-borne SIR model with distributed delay. Zhen et al. extended this model by allowing the loss of immunity and showed stability results for the following SIRS model (see [41] for the derivation of the model)

\[
\begin{align*}
\dot{S}(t) &= \lambda - \beta S(t) \int_0^h f(s)I(t-s)\,ds - \mu S(t) + \eta R(t), \\
\dot{I}(t) &= \beta S(t) \int_0^h f(s)I(t-s)\,ds - (\mu + \delta + \gamma)I(t), \\
\dot{R}(t) &= \gamma I(t) - (\mu + \eta)R(t),
\end{align*}
\]

(1.1)

where \( h > 0 \) is the time delay, \( \lambda \) is the recruitment rate of the population, \( \mu \) is the natural death rate of the population and \( \delta \) is the rate of the additional death due to disease. Moreover, \( \gamma \) is the recovery rate of infected individuals while \( \eta \) is the rate of loss of immunity. \( \beta \) represents the disease transmission coefficient. Finally, \( f(t) \) represents the fraction of vector population in which the total time taken to become infectious is \( t \) and \( \int_0^h f = 1 \).

In this work, we generalize the model by setting the incidence rate as \( \beta S(t)H(I_t) \), where \( H : C([-\tau, 0];\mathbb{R}) \to \mathbb{R} \) is a functional satisfying certain assumptions. We also introduce stochastic effects as in [15, 16] where we assume the natural death rate \( \mu \) fluctuate around some average value due to the randomness in the environment. In such a way, \( \mu \) becomes a random variable \( \tilde{\mu} \), i.e.,

\[
\tilde{\mu} \, dt = \mu \, dt - \sigma dW(t),
\]

where \( \sigma > 0 \) represents the intensity of the noise and \( W(t) \) is a scalar Brownian motion. Therefore,
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our model can be written as follows:

\[
\begin{align*}
\frac{dS(t)}{dt} & = (\lambda - \mu S(t) - \beta S(t) H(I_t) + \eta R(t))dt + \sigma S(t)dW(t), \\
\frac{dI(t)}{dt} & = (\beta S(t) H(I_t) - (\mu + \gamma + \delta) I(t))dt + \sigma I(t)dW(t), \\
\frac{dR(t)}{dt} & = (\gamma I(t) - (\mu + \eta) R(t))dt + \sigma R(t)dW(t).
\end{align*}
\]

Environmental noises have a critical influence on the development of an epidemic. In the biological models, there are different ways to introduce the randomness in population systems. Tornatore et al. [35] considered some stochastic environmental factors acting simultaneously on the transmission coefficient $\beta$. In their work, they studied the threshold effect for the stochastic SIR model and gave sufficient conditions for the disease-free equilibrium to be globally asymptotically stable without time delay and stable in probability with distributed time delay. In the work of Grey et al. [10], they considered the same type of stochastic environmental impact on the transmission coefficient $\beta$. In such a way, they established conditions for extinction and persistence of a stochastic SIS model. We also refer the reader to [26, 21, 22, 24, 25, 27, 39, 40] and the references therein for more models regarding the persistence and the extinction of populations in a stochastic environment.

One approach to study the asymptotic behavior of the stochastic solution was considered by Jiang et al. [16], Liu et al. [23] and Yang et al. [38]. In their papers, they investigated the asymptotic behavior around the disease-free and endemic equilibrium by measuring the mean value of the oscillation between the solution and the equilibrium, which can be small if the diffusion coefficients are sufficiently small. Inspired by these works, we obtain the similar asymptotic results in this paper.

In this work, we also focus on the existence of invariant measures for system (1.2). Yang et al. [38] considered the ergodicity property of a stochastic SIRS epidemic model with bilinear incidence rate. Cai et al. [5] studied a SIRS model epidemic with nonlinear incidence rate and provided analytic results regarding the invariant density of the solution. In addition, Rudnicki [33] studied the existence of an invariant density for a predator-prey type stochastic system. For the study of invariant measures of stochastic functional differential equations (SFDE), Es-Sarhir [7] considered a SFDE with super-linear drift term, while Kinnally and Williams [20] considered a model with positivity constraints. We also refer the reader to Liu et al. [26] for more details on the stationary distribution of stochastic delayed epidemic models.

The structure of the paper is as follows. In Section 2, we introduce the notations and illustrate the main results. In Section 3, we prove the existence and uniqueness of the non-explosive positive solution of model (1.2) without using Lyapunov functionals. Section 4 is focused on giving a sufficient condition for the existence of invariant measures for our model (1.2) and Section 5 is devoted to the asymptotic behavior of the solution and the ergodicity of the unique invariant measure. In the end, we present numerical simulations in Section 6 which support our results.

2 Preliminary and main results

Throughout this paper, we let $(\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, P)$ be a complete probability space with a filtration $\{\mathcal{F}_t\}_{t \geq 0}$ satisfying the usual conditions (i.e., $\mathcal{F}_0$ contains $P$-null sets of $\mathcal{F}$ and $\mathcal{F}_t := \cap_{s \geq t} \mathcal{F}_s = \mathcal{F}_t$) and we let $\{W(t)\}_{t \geq 0}$ be a scalar Brownian motion defined on the probability space. In addition, for $\tau > 0$ we define $C(-\tau, 0) := C([-\tau, 0]; \mathbb{R}^n)$ the space of continuous functions from $[-\tau, 0]$ to $\mathbb{R}^n$ endowed with the supremum norm, $\mathcal{M}([-\tau, 0]) := B(C(-\tau, 0))$ the associated Borel $\sigma$-algebra. Similarly, we set $C(-\tau, \infty) := C_{loc}([-\tau, \infty); \mathbb{R}^n)$ the space of continuous functions from $[-\tau, \infty)$ to $\mathbb{R}^n$ with the topology of uniform convergence on compact sets and let $\mathcal{M}([-\tau, \infty)) := B(C(-\tau, \infty))$ be the associated Borel $\sigma$-algebra.

For any $x \in C(-\tau, \infty)$, let $x_t$ denotes the segment process of $x$ given by

\[x_t(\theta) = x(t + \theta), \quad \theta \in [-\tau, 0], \ t \geq 0.\]

For any vector $v \in \mathbb{R}^n$, we define $|v| := (\sum_{i=1}^{n} v_i^2)^{1/2}$ as the Euclidean norm. For any $x \in C(-\tau, 0)$,
we define
\[ \|x\| := \sup_{\theta \in [-\tau,0]} |x(\theta)|. \]
In this paper, we always assume that the initial value \( \xi = (\xi_1, \xi_2, \xi_3) \in C^+_{[-\tau,0]} \cap \mathcal{F}_0 \) which is a \( C([-\tau,0]; \mathbb{R}^3) \)-valued random variable and is \( \mathcal{F}_0 \)-measurable.

For a general \( n \)-dimensional stochastic functional differential equation
\[
dX(t) = b(X_t)dt + \sigma(X(t))dW(t),
\]
where \( b \) is from \( C_{[-\tau,0]} \) to \( \mathbb{R}^n \), \( \sigma \) is from \( \mathbb{R}^n \) to \( \mathbb{R}^{n \times m} \), and \( W(t) \) is an \( n \)-dimensional Brownian motion on \( (\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, P) \).

We call the coefficients of system (2.1) satisfy locally Lipschitz condition [29, Section 5.2] if for every integer \( m \geq 1 \), there exists a positive constant \( K_m \) such that for all \( \varphi, \phi \in C_{[-\tau,0]} \) with \( \max\{\|\varphi\|, \|\phi\|\} \leq m \),
\[
|b(\varphi) - b(\phi)| \leq K_m\|\varphi - \phi\|, \quad |\sigma(\varphi(0)) - \sigma(\phi(0))| \leq K_m\|\varphi - \phi\|.
\]

We define the differential operator \( L \) as
\[
L = \frac{\partial}{\partial t} + \sum_{i=1}^{n} b_i(X_t) \frac{\partial}{\partial X_i} + \frac{1}{2} \sum_{i,j=1}^{n} a_{ij}(X(t)) \frac{\partial^2}{\partial X_i \partial X_j},
\]
where \( a_{ij} \) is the components of the diffusion matrix \( A : \mathbb{R}^n \rightarrow \mathbb{R}^{n \times n} \) defined as follows
\[
A(X) = (a_{i,j}(X)), \quad a_{i,j}(X) = \sum_{l=1}^{n} \sigma_{il}(X)\sigma_{jl}(X).
\]

For any \( V \in C^{2,1}(\mathbb{R}^n \times [0, \infty); \mathbb{R}) \) which is twice continuously differentiable in \( x \) and once in \( t \), one has
\[
LV(X(t),t) = V_t(X(t),t) + V_x(X(t),t)b(X_t) + \frac{1}{2} \text{trace} \left[ \sigma^T(X(t))V_{xx}(X(t),t)\sigma(X(t)) \right],
\]
where \( V_t(X,t) = \frac{\partial V}{\partial \pi} \), \( V_x(X,t) = \left( \frac{\partial V}{\partial X_1}, \ldots, \frac{\partial V}{\partial X_n} \right) \) and \( V_{xx}(X,t) = \left( \frac{\partial^2 V}{\partial X_i \partial X_j} \right)_{n \times n} \). By the Itô formula [29], if \( X(t) \in \mathbb{R}^n \), then
\[
dV(X(t),t) = LV(X(t),t)dt + V_x(X(t),t)\sigma(X(t))dW(t).
\]

The following proposition is needed for the uniqueness and the ergodic property of the invariant measure in our proof.

**Proposition 2.1.** [18] There exists a bounded open domain \( U \subset \mathbb{R}^n \) with smooth boundary \( \partial U \), which has the following properties:

(i) In the domain \( U \) and some neighborhood thereof, the smallest eigenvalue of the diffusion matrix \( A(X) \) is bounded away from zero.

(ii) If \( x \in \mathbb{R}^n \setminus U \), the mean time \( \tau \) at which a path issuing from \( x \) reaches the set \( U \) is finite, and \( \sup_{x \in K} E^x \tau < \infty \) for every compact subset \( K \subset \mathbb{R}^n \).

If the above assumptions hold, then the Markov process \( X(t) \) with initial value \( X_0 \in \mathbb{R}^n \) has a unique stationary distribution \( \pi(\cdot) \). Moreover, if \( f(\cdot) \) is a function integrable with respect to the measure \( \pi \), then
\[
P \left\{ \lim_{T \rightarrow \infty} \frac{1}{T} \int_0^T f(X^x(t)) \, dt = \int_{\mathbb{R}^n} f(x) \pi(dx) \right\} = 1, \quad \forall x \in \mathbb{R}^n.
\]
Remark 1. To prove condition (i), it is sufficient to verify that there exists a positive number \( \delta \) such that the diffusion matrix satisfies \( \sum_{i,j=1}^{n} a_{ij}(x) \xi_i \xi_j > \delta |\xi|^2, \ x \in U, \ \xi \in \mathbb{R}^n \) (see [9]). This is the case for equation (1.2) if we choose any \( U \) such that the closure \( \overline{U} \subset \mathbb{R}^3_+ \). To verify condition (ii) in our case, one sufficient condition is to prove that there exists a non-negative \( C^2 \) function \( V: \mathbb{R}^3_+ \rightarrow \mathbb{R} \) and a neighborhood \( U \) such that for some \( \kappa > 0 \), \( LV(x) < -\kappa, \ x \in \mathbb{R}^3_+ \setminus U \) (see e.g. [42]).

In the following, we fix the dimension \( n = 3 \) and define

\[
C^+_{[-\tau,0]} := C([-\tau,0];\mathbb{R}^3_+), \quad \mathcal{M}^+_{[-\tau,0]} := \mathcal{B}(C^+_{[-\tau,0]}).
\]

**Assumption 2.2.** The functional \( H: C([-\tau,0];\mathbb{R}) \rightarrow \mathbb{R} \) satisfies the following conditions: for any \( \phi, \varphi \in C([-\tau,0];\mathbb{R}) \),

\[
\begin{align*}
(i) \quad & |H(\phi)| \leq c(1 + \|\phi\|), \\
(ii) \quad & |H(\phi) - H(\varphi)| \leq K_m \|\phi - \varphi\|, \text{ for any } \|\phi\|, \|\varphi\| \leq m, \\
(iii) \quad & H(\phi) > 0, \text{ for any } \phi > 0 \ a.e. \text{ on } [-\tau,0],
\end{align*}
\]

where \( c \) is a positive constant and \( K_m \) is the Lipschitz constant on the bounded domain.

Remark 2. Assumption 2.2 can be verified by various types of nonlinear transmission functions. For example, the distributed delay type functional, as in model (1.1), satisfies Assumption 2.2. The general saturation incidence type functional

\[
H(I_t) := \frac{I(t-\tau)}{1 + \alpha I(t-\tau)^q}, \ \alpha, q \in \mathbb{R}_+,
\]

also verifies the conditions in Assumption 2.2.

The main results of this paper are as follows: Theorem 3.1 ensures the well-posedness of the global positive solution under Assumption 2.2. Under the same assumption, Theorem 4.4 shows that there exists an invariant measure for system (1.2).

In Section 5, we set \( H(\phi) \) as the distributed delay type functional, i.e.,

\[
H(\phi) = \int_0^T f(s)\phi(-s)ds, \text{ for any } \phi \in C^+_{[-\tau,0]}.
\]

Theorem 5.1 shows that when \( R_0 = \frac{\delta \lambda}{\mu (\mu + \gamma + \delta)} < 1 \) and \( \mu \) satisfies certain conditions, we have an asymptotic estimation, where the limit

\[
\limsup_{t \to \infty} \frac{1}{t} \int_0^t E \left[ \left( S(s) - \frac{\lambda}{\mu} \right)^2 + I(s) + R(s) \right] ds
\]

can be controlled by the noise coefficient \( \sigma \).

Furthermore, for the case when \( R_0 > 1 \) and if, in addition, we have \( \mu S^* - \eta R^* > 0 \) (see (5.2) for the definitions) and the noise coefficient \( \sigma \) is small enough, system (1.2) has a unique invariant measure and it is ergodic.

## 3 Well-posedness of the global positive solution

As a biological model, we are interested in positive solutions. In order to ensure that a solution of stochastic functional differential equation is unique and does not blow up in finite time, the drift coefficient \( b \) and diffusion coefficient \( \sigma \) in (2.1) generally need to satisfy linear growth conditions [29]. However, for system (1.2), we do not have linear growth conditions on the drift and the diffusion terms. Thus we give a new method to prove the existence and uniqueness of the global positive solution.
Theorem 3.1. Let Assumption 2.2 be satisfied. There exists a unique positive solution
\[ X(t) = (S(t), I(t), R(t)) \in \mathbb{R}_+^3, \quad a.s. \]
to the equation (1.2) on \( t \in [0, \tau_e] \) for any initial value \( \xi = (\xi_1, \xi_2, \xi_3) \in C_{[\tau,0]}^+ \cap \mathcal{F}_0 \) where the random variable \( \tau_e \) is the explosion time.

Proof. Since by Assumption 2.2, the coefficients of system (1.2) satisfy locally Lipschitz condition (2.2). Thus, for any given initial value \( \xi \in C_{[\tau,0]}^+ \cap \mathcal{F}_0 \), there exists a unique local solution \( X(t) \) on \([\tau, \tau_e)\), where
\[ \tau_e = \sup \left\{ t \geq 0 : \sup_{s \in [0, t]} |X(s)| < \infty \right\} \]
is the explosion time (see Mao [29] or Ikeda et al. [14]). Let us define the stopping time
\[ \tau_S := \inf \{ t \in [0, \tau_e) : S(t) \leq 0 \}. \]
Similarly, one can define \( \tau_I, \tau_R \) for the infected group and the recovered group respectively. Since \( R(t) \) satisfies the linear stochastic differential equation
\[ dR(t) = (\gamma I(t) - (\mu + \eta) R(t)) dt + \sigma R(t) dW(t), \]
where \( I(t) \) is an \( \{ \mathcal{F}_t \}_{t \geq 0} \)-adapted and almost surely locally bounded process. Thus, by [17, Chap. 5.6.C] one has
\[ R(t) = Z_R(t) \left( R(0) + \int_0^t \frac{\gamma I(u)}{Z_R(u)} du \right), \quad t \in [0, \tau_e), \]
where
\[ Z_R(t) = \exp \left[ -(\mu + \eta + 1/2\sigma^2) t + \sigma W(t) \right] > 0, \quad a.s. \]
Thus, we have \( \tau_R \geq \tau_I \) almost surely. Since \( R(t) \geq 0 \) a.s. on \( [0, \tau_R) \) and \( \tau_I \leq \tau_R \) a.s., we can see from (1.2) that
\[ dS(t) \geq [\lambda - (\mu + \beta H(I)) S(t)] dt + \sigma S(t) dW(t), \quad t \in [0, \tau_I). \]
If we denote \( \bar{S}(t) \) to be the solution of
\[ d\bar{S}(t) = [\lambda - (\mu + \beta H(I)) \bar{S}(t)] dt + \sigma \bar{S}(t) dW(t), \quad t \in [0, \tau_I), \]
with \( \bar{S}(0) = S(0) \). By the comparison theorem in [14], we have
\[ S(t) \geq \bar{S}(t) = Z_S(t) \left( S(0) + \int_0^t \frac{\lambda}{Z_S(u)} du \right), \quad t \in [0, \tau_I), \]
where
\[ Z_S(t) = \exp \left[ -(\mu + \sigma^2/2) t - \int_0^t \beta H(I_u) du + \sigma W(t) \right] > 0, \quad a.s. \]
Therefore, we deduce that \( \tau_I \leq \min \{ \tau_S, \tau_R \} \) almost surely. For the infected group, we have
\[ I(t) = Z_I(t) \left( I(0) + \int_0^t \frac{\beta S(u) H(I_u)}{Z_I(u)} du \right), \quad t \in [0, \tau_e), \]
where
\[ Z_I(t) = \exp \left[ -(\mu + \gamma + \delta + \sigma^2/2) t + \sigma W(t) \right]. \]
Next, we claim that \( \tau_e \leq \tau_I \), almost surely. If this is true, then \( \tau_e \leq \min \{ \tau_S, \tau_I, \tau_R \} \) almost surely, the result follows. We argue by contradiction. Suppose that there exists a set \( E \in \mathcal{B}(\Omega) \) with \( P(E) > 0 \) and for any \( \omega \in E \), one has \( \tau_e(\omega) > \tau_I(\omega) \). Since \( \tau_S \geq \tau_I \) almost surely, we can choose an \( \omega_0 \in E \) such that \( \tau_e(\omega_0) > \tau_I(\omega_0) \) and \( \tau_S(\omega_0) \geq \tau_I(\omega_0) \). Since
\[ I(t, \omega_0) > 0, \quad \forall t \in [0, \tau_I(\omega_0)] \] and \( I(\tau_I(\omega_0), \omega_0) = 0, \]
(3.1)
this yields
\[ 0 = I(\tau I(\omega_0), \omega_0) = Z_I(\tau I(\omega_0), \omega_0) \left( I(0, \omega_0) + \int_0^{\tau I(\omega_0)} \frac{\beta S(u, \omega_0)H(I_u(\cdot, \omega_0))}{Z_I(u, \omega_0)} du \right). \] (3.2)

However, from Assumption 2.2 (iii) and (3.1), we obtain
\[ H(I_u(\cdot, \omega_0)) > 0, \quad \forall u \in [0, \tau I(\omega_0)). \]

Moreover, \( \tau S(\omega_0) \geq \tau I(\omega_0) \) yields
\[ S(u, \omega_0) > 0, \quad \forall u \in [0, \tau I(\omega_0)). \]

Thus, the right hand side of (3.2) is strictly positive which is a contradiction. Hence, we must have \( \tau \leq \tau_I \) almost surely. \( \square \)

**Corollary 3.2.** Let Assumption 2.2 be satisfied. Then for any initial value \( \xi = (\xi_1, \xi_2, \xi_3) \in C^+_{[-\tau, 0]} \cap \mathcal{F}_0 \), there exists a unique positive solution \( X(t) = (S(t), I(t), R(t)) \) to the system (1.2) which does not blow up in finite time.

**Proof.** By Theorem 3.1, we have \( \max \{S(t), I(t), R(t)\} \leq N(t), \) a.s. on \( [0, \tau_c] \), where \( N(t) = S(t) + I(t) + R(t) \). Moreover,
\[ dN(t) = (\lambda - \mu N(t) - \delta I(t)) dt + \sigma N(t) dW(t) \leq (\lambda - \mu N(t)) dt + \sigma N(t) dW(t), \quad t \in [0, \tau_c). \]

We denote by \( \tilde{N}(t) \) the solution of the following SDE with the same initial value \( \xi \in C^+_{[-\tau, 0]} \cap \mathcal{F}_0 \):
\[ d\tilde{N}(t) = \left( \lambda - \mu \tilde{N}(t) \right) dt + \sigma \tilde{N}(t) dW(t). \]

Obviously, \( \tilde{N}(t) \) is a geometric Brownian motion and will not explode in finite time. Therefore, by the comparison theorem [14], we have \( 0 \leq N(t) \leq \tilde{N}(t) < \infty \) on \( [0, \infty) \) almost surely. \( \square \)

### 4 Existence of invariant measures

#### 4.1 A sufficient condition for the existence of invariant measures

**Proposition 4.1.** [20, Proposition 2.1.2] Let Assumption 2.2 be satisfied. From Theorem 3.1 and Corollary 3.2, there exists a unique positive solution \( X^x(t) = (S(t), I(t), R(t)) \) to system (1.2) for any given \( C^+_{[-\tau, 0]} \)-valued initial condition \( X_0 = x \in \mathcal{F}_0 \). Then the associated family of transition functions \( \{P_t(\cdot, \cdot)\}_{t \geq 0} \) of the segment process \( X^x_t \) defined by
\[ P_t(x, \Lambda) := P^x(X^x_t \in \Lambda), \quad t \geq 0, \quad \text{for all } (x, \Lambda) \in C^+_{[-\tau, 0]} \times \mathcal{M}^+_{[-\tau, 0]} \] (4.1)

is Markovian and Feller continuous.

**Remark 3.** This proposition is obtained by several results of [19] and it shows that the transition functions of the segment process \( X_t \) instead of \( X(t) \) has Markov property and Feller continuity. The main idea of the proof of Feller continuity is as follows: for a given sequence of \( \{x_n\} \subset C^+_{[-\tau, 0]} \) with \( x_n \rightarrow x \in C^+_{[-\tau, 0]} \) as \( n \rightarrow \infty \), let \( P^{x_n} \) be the distribution of the solution \( X^{x_n} \) to (1.2) satisfying the initial condition \( X^{x_n}_0 = x_n \). The existence of the global solution is guaranteed by Theorem 3.1 and Corollary 3.2. Furthermore, we can show that \( \{P^{x_n}(X^{x_n} \in \cdot)\}_{n \geq 0} \) on \( (C_{[-\tau, \infty]}, \mathcal{M}_{[-\tau, \infty]}) \) is tight. Let \( Q \) be any weak limit point of the sequence \( \{P^{x_n}\}_{n \geq 0} \), then we can prove \( Q \) is the distribution of the solution \( X^x \) to system (1.2) satisfying the initial condition \( X^x_0 = x \). The Markov property is a consequence of the uniqueness of the solution.
Definition 4.2. Let \( \{P_t\}_{t \geq 0} \) be a Markovian semigroup on \( \left( C^+_{[-\tau,0]}, \mathcal{M}^+_{[-\tau,0]} \right) \). A probability measure \( \mu \) on \( \left( C^+_{[-\tau,0]}, \mathcal{M}^+_{[-\tau,0]} \right) \) is called invariant measure of \( \{P_t\}_{t \geq 0} \) if

\[
\int_{\mathcal{E}} P_t(y, \Lambda) \mu(dy) = \mu(\Lambda), \quad \text{for all } t \geq 0 \text{ and } \Lambda \in \mathcal{M}^+_{[-\tau,0]}.
\]

Given \( x \in C^+_{[-\tau,0]} \) and \( T > 0 \), we define a set of probability measures \( \{Q^T_t\}_{T \geq 0} \) on \( \left( C^+_{[-\tau,0]}, \mathcal{M}^+_{[-\tau,0]} \right) \) by:

\[
Q^T_t(\Lambda) := \frac{1}{T} \int_0^T P_t(x, \Lambda) dt, \quad \text{for all } \Lambda \in \mathcal{M}^+_{[-\tau,0]},
\]

where the set of probability measures is called the Krylov-Bogoliubov measures associated with the transition functions \( \{P_t(\cdot, \cdot)\}_{t \geq 0} \) of the stochastic functional differential equation.

To demonstrate the existence of an invariant measure for a Feller continuous process, one typical method is to show the weak convergence of a sequence of the Krylov-Bogoliubov measures \[6\] by using the tightness criterion of probability measures on the continuous function space \[3\]. It is well known (see e.g. [20, Theorem 3.1.1]) that one sufficient condition for the tightness of Krylov-Bogoliubov measures is the uniform boundedness of the segment process, i.e.,

\[
\sup_{t \geq 0} E\|X_t\| < \infty, \tag{C}
\]

where \( X(t) = (S(t), I(t), R(t)) \), we denote the above condition by (C).

4.2 Invariant measure for the stochastic delayed SIRS model

For our specific epidemic model (1.2), we need to verify the condition (C) to prove the existence of an invariant measure. Before we begin the proof, we present the proposition from [34, Theorem 4.]

Proposition 4.3. For each \( p \in (0, 1) \), let \( Z \) and \( H \) be non-negative, \( \{\mathcal{F}_t\}_{t \geq 0} \) adapted processes (i.e., \( Z(t), H(t) \in \mathcal{F}_t, t \geq 0 \)) with continuous paths. Assume that \( \varphi \) is a non-negative deterministic function. Let \( M(t), t \geq 0 \) be a continuous local martingale starting at \( M(0) = 0 \). If

\[
Z(t) \leq \int_0^t \varphi(s) Z(s) ds + M(t) + H(t)
\]

holds for all \( t \geq 0 \), then we have

\[
E\left( \sup_{s \in [0,t]} Z^p(s) \right) \leq c_p \exp \left( p \int_0^t \varphi(s) ds \right) E\left( \sup_{s \in [0,t]} H^p(s) \right)
\]

holds for some constant \( c_p \).

Theorem 4.4. Suppose Assumption 2.2 is satisfied and let us denote \( X(t) = (S(t), I(t), R(t)) \) the solution of system (1.2) with initial value \( \xi \in C^+_{[-\tau,0]} \cap \mathcal{F}_0 \). Then if in addition \( \sum_{i=1}^3 E\xi_i(0) < \infty \), we have

\[
\sup_{t \geq 0} E\|X_t\| < \infty,
\]

Therefore, system (1.2) admits an invariant measure.

Proof. We use the same notations as in Corollary 3.2 and denote \( \tilde{N}(t) \) to be the solution of the following SDE with initial value \( \tilde{N}(0) = \sum_{i=1}^3 \xi_i(0) \),

\[
d\tilde{N}(t) = \left( \lambda - \mu \tilde{N}(t) \right) dt + \sigma \tilde{N}(t) dW(t). \tag{4.2}
\]
By the same argument as in Corollary 3.2, we have $N(t) \leq \tilde{N}(t)$ for any $t \in [0, \infty)$ almost surely. By the Itô formula, we have for any $q > 1$

$$d\tilde{N}^q(t) = \left( q\lambda \tilde{N}^{q-1}(t) - q\mu \tilde{N}^q(t) + \frac{\sigma^2}{2}q(q-1)\tilde{N}^q(t) \right) dt + q\sigma \tilde{N}^q(t) dW(t).$$

By Young’s inequality $a^\frac{1}{q}b^\frac{q-1}{q} \leq \frac{1}{q}a + \frac{q-1}{q}b$, we have

$$q\lambda \tilde{N}^{q-1}(t) = \left( q\lambda \right)^\frac{1}{q} \left( \frac{q-1}{q} \tilde{N}^q(t) \right) \leq \lambda^q + (q-1)\tilde{N}^q(t).$$

Therefore we obtain

$$d\tilde{N}^q(t) \leq \left( \lambda^q - \alpha \tilde{N}^q(t) \right) dt + q\sigma \tilde{N}^q(t) dW(t),$$

where

$$\alpha := q\mu - (q-1) - \frac{\sigma^2}{2}q(q-1).$$

Since $\mu > 0$, we choose $q > 1$ but sufficiently close to 1 such that $\alpha > 0$. For any $t \geq 0$, we define $Y(t)$ to be the solution of the following linear stochastic differential equation

$$dY(t) = (\lambda^q - \alpha Y(t)) dt + q\sigma Y(t) dW(t).$$

with $Y(0) = N^q(0)$. Thus, we can obtain

$$Y(t) = e^{-\alpha t}N^q(0) + \int_0^t \lambda^q e^{-\alpha(t-s)} ds + \int_0^t q\sigma e^{-\alpha(t-s)} Y(s) dW(s).$$

(4.3)

By the comparison result, one has $0 \leq N^q(t) \leq \tilde{N}^q(t) \leq Y(t)$, a.s. for any $t \geq 0$. By setting

$$H(t) := N^q(0) + \int_0^t \lambda^q e^{\alpha s} ds \quad \text{and} \quad M(t) := \int_0^t q\sigma e^{\alpha s} Y(s) dW(s),$$

we derive from (4.3) that

$$0 \leq e^{-\alpha t}N^q(t) \leq e^{-\alpha t}Y(t) = M(t) + H(t), \quad t \geq 0. \quad (4.4)$$

Since $H$ and $M$ satisfy the assumptions of Proposition 4.3, by equation (4.4) and Proposition 4.3 with $\varphi = 0$, for each $p \in (0,1)$, there exists a $c_p(\geq 0)$ such that

$$E \left[ \sup_{s \in [0,t]} (e^{\alpha s} Y(s))^p \right] \leq E \left[ \sup_{s \in [0,t]} (e^{\alpha s}Y(s))^p \right] \leq c_p E \left[ \sup_{s \in [0,t]} H^p(s) \right], \quad t \geq 0. \quad (4.5)$$

Moreover, one has

$$e^{-\alpha tp} E \left[ \sup_{s \in [0,t]} H^p(s) \right] = E \left[ \sup_{s \in [0,t]} \left( e^{-\alpha t} N^q(0) + \int_0^s \lambda^q e^{-\alpha(s-l)} dl \right)^p \right]$$

$$\leq E \left[ \left( N^q(0) + \int_0^t \lambda^q e^{-\alpha(t-s)} ds \right)^p \right],$$

where the last inequality is due to the fact that the mapping $s \mapsto \int_0^s \lambda^q e^{-\alpha(s-l)} dl$ is monotone increasing. Thus multiplying both sides of (4.5) by $e^{-\alpha tp}$ yields

$$E \left[ \sup_{s \in [0,t]} (e^{-\alpha(t-s)} N^q(s))^p \right] \leq c_p E \left[ \left( N^q(0) + \int_0^t \lambda^q e^{-\alpha(t-s)} ds \right)^p \right]$$

$$\leq c_p E \left[ N^{qp}(0) + \frac{\lambda^{qp}}{\alpha^p} \right], \quad t \geq 0,$$
where we used the inequality \((a+b)^p \leq a^p + b^p\) for \(a, b > 0\) and \(0 < p < 1\). If we let \(p = q^{-1}\) and by our assumption \(E[N(0)] < \infty\), we have for some constant \(c = c(q, E[N(0)]) \geq 0\) that
\[
E \left[ \sup_{s \in [0,t]} e^{-\frac{2}{\gamma}(t-s)} N(s) \right] \leq c.
\]
Finally, for any \(t \geq 0\) and \(\tau > 0\), one has
\[
E \left[ \sup_{s \in [0,t]} e^{-\frac{2}{\gamma}(t-s)} N(s) \right] \geq E \left[ \sup_{s \in [t-\tau,t]} e^{-\frac{2}{\gamma}(t-s)} N(s) \right] \geq e^{-\frac{2}{\gamma} \tau} E \left[ \sup_{s \in [t-\tau,t]} N(s) \right].
\]
Therefore, since \(N \geq 0\) a.s., we proved the uniform moment bound of the total population, i.e.,
\[
\sup_{t \geq 0} E\|N_t\| \leq e^{\frac{2}{\gamma} \tau} c.
\]
Since the solution \((S(t), I(t), R(t)) \in \mathbb{R}_+^3\), a.s. for any \(t \in [0,\tau_c]\), we can see that \(|X(t)|^2 = S^2(t) + I^2(t) + R^2(t) \leq N^2(t), t \geq 0\), a.s., thus
\[
\sup_{t \geq 0} E\|X_t\| \leq e^{\frac{2}{\gamma} \tau} c < \infty,
\]
which proves (C), we conclude that the system (1.2) admits an invariant measure. \(\square\)

5 Asymptotic behavior around the disease-free equilibrium and the endemic equilibrium

In this section, we study the asymptotic behavior of stochastic SIRS model (1.2) where we fix \(H(\cdot)\) to be of the following distributed delay form
\[
H(\phi) = \int_0^\tau f(s)\phi(-s)ds, \text{ for any } \phi \in C_{[\tau,0]}.
\]
For the corresponding deterministic SIRS system of (1.2) (i.e., when \(\sigma = 0\)), if \(R_0 := \frac{\beta \lambda}{\mu(\mu + \gamma + \delta)} \leq 1\), then there exists a unique disease-free equilibrium
\[
E_0 = \left( \frac{\lambda}{\mu}, 0, 0 \right)
\]
and it is globally stable (see [2]). Moreover, if \(R_0 > 1\) the deterministic system admits a unique interior equilibrium
\[
E^* = \left( \frac{\gamma + \delta + \mu}{\beta}, \frac{(\eta + \mu)(\beta \lambda - \mu(\gamma + \delta + \mu))}{\beta(\gamma \mu + (\delta + \mu)(\eta + \mu))}, \frac{\gamma(\beta \lambda - \mu(\gamma + \delta + \mu))}{\beta(\gamma \mu + (\delta + \mu)(\eta + \mu))} \right) =: (S^*, I^*, R^*),
\]
which is globally stable under certain conditions (see [8, 31, 41]). However, \(E_0\) and \(E^*\) are no longer equilibria for stochastic system (1.2). Thus we study the stochastic solutions around \(E_0\) and \(E^*\).

5.1 Around \(E_0\) disease-free equilibrium

**Theorem 5.1.** Let Assumption 2.2 be satisfied. Suppose \(R_0 = \frac{\beta \lambda}{\mu(\mu + \gamma + \delta)} < 1\) and
\[
\mu > \max \left\{ \frac{1}{2} (\gamma + \delta) + \eta + \sigma^2, \frac{1}{2} \left( \gamma - 2\eta + \sigma^2 + \frac{3\gamma \eta}{\gamma + \delta - \eta - \sigma^2} \right) \right\}, \quad \gamma + \delta - \eta - \sigma^2 > 0.
\]

\[\]
Then for any given initial value $\xi$ in $C^+_0 \cap \mathcal{F}_0$, the solution of equation (1.2) has the following property

$$
\limsup_{t \to \infty} \frac{1}{t} \int_0^t E \left[ \left( S(s) - \frac{\lambda}{\mu} \right)^2 + I(s) + R(s) \right] ds \leq \frac{2\lambda^2 \sigma^2}{K\mu^2},
$$

(5.4)

where $K = \min\left\{ 2\mu - (\gamma + \delta + 2\sigma^2 + 2\eta), \frac{2\lambda(\mu + \eta)(\mu + \gamma + \delta)}{\mu + \gamma + \eta} (1 - R_0) \right\}$.

Proof. First, we change the variables by

$$
u = S - \frac{\lambda}{\mu}, v = I, w = R.
$$

Then system (1.2) can be written as

$$
\begin{align*}
    du(t) &= \left( -\mu u(t) - \beta(u(t) + \frac{\lambda}{\mu}) H(v_i) + \eta w(t) \right) dt + \sigma(u(t) + \frac{\lambda}{\mu}) dW(t), \\
    dv(t) &= \left( \beta(u(t) + \frac{\lambda}{\mu}) H(v_i) - (\mu + \gamma + \delta) v(t) \right) dt + \sigma v(t) dW(t), \\
    dw(t) &= (\gamma v(t) - (\mu + \eta) w(t)) dt + \sigma w(t) dW(t),
\end{align*}
$$

and by Corollary 3.2, the solution $(S, I, R)$ is in $R^4_+$ for any positive time, thus $u \in \mathbb{R}, v > 0, w > 0$. We define the non-negative function

$$
V(u, v, w) = u^2 + c_1 w^2 + c_2 v + c_3 w + (u + v)^2 + \frac{2\beta\lambda^2}{\mu^2} \int_0^t \int_{t-s}^t v(r) df(s) ds,
$$

where $c_i, i = 1, 2, 3$ are positive constants to be chosen later. Then, by the Itô formula, one has

$$
\begin{align*}
    dV &= LV dt + \sigma \left( 4u^2 + 2uv + c_1 w^2 + 4uv + \frac{4\lambda}{\mu} u + v \left( c_2 + \frac{2\lambda}{\mu} \right) + c_3 w \right) dW(t),
\end{align*}
$$

where

$$
LV = 2u \left( -\mu u - \beta \left( u + \frac{\lambda}{\mu} \right) H(v_i) + \eta w \right) + \sigma^2 \left( u + \frac{\lambda}{\mu} \right)^2 \\
+ 2c_1 w (\gamma v - (\mu + \eta) w) + c_2 \sigma^2 w^2 \\
+ c_2 \left( \beta \left( u + \frac{\lambda}{\mu} \right) H(v_i) - (\mu + \gamma + \delta) v \right) + c_3 (\gamma v - (\mu + \eta) w) \\
+ 2(u + v)(-\mu u + \eta w - (\mu + \gamma + \delta) v) + \sigma^2 \left( \left( u + \frac{\lambda}{\mu} \right)^2 + v^2 \right) + \frac{2\beta\lambda^2}{\mu^2} (v - H(v_i)) \\
= 2u^2 (\sigma^2 - 2\mu) + v^2 (\sigma^2 - 2(\gamma + \delta + \mu)) + w^2 c_1 (\sigma^2 - 2(\eta + \mu)) \\
+ 4uv\eta - 2uv(\gamma + \delta + 2\mu) + 2vw(\gamma c_1 + \eta) \\
+ u \frac{4\lambda^2}{\mu} - wc_3 (\eta + \mu) + v(\gamma c_3 - c_2 (\gamma + \delta + \mu)) \\
+ H(v_i) \left( u \left( c_2 \beta - \frac{2\beta\lambda}{\mu} \right) - 2\beta u^2 + \frac{2\beta\lambda c_3}{\mu^2} \right) + \frac{2\lambda^2 \sigma^2}{\mu^2} + \frac{2\beta^2}{\mu^2} (v - H(v_i)).
\end{align*}
$$

By setting $c_2 = \frac{2\lambda}{\mu}$ and noticing the term $-2H(v_i)\beta u^2 \leq 0$, we obtain

$$
LV \leq 2u^2 (\sigma^2 - 2\mu) + v^2 (\sigma^2 - 2(\gamma + \delta + \mu)) + w^2 c_1 (\sigma^2 - 2(\eta + \mu)) \\
+ 4uv\eta - 2uv(\gamma + \delta + 2\mu) + 2vw(\gamma c_1 + \eta) \\
+ u \frac{4\lambda^2}{\mu} - wc_3 (\eta + \mu) + v \left( \frac{2\beta\lambda^2}{\mu^2} - \frac{2\lambda(\gamma + \delta + \mu)}{\mu} + c_3 \right) + \frac{2\lambda^2 \sigma^2}{\mu^2}.
$$
Finally, by our assumption

We can fix

which are positive by our assumption, such that the coefficient of \( v \) is zero and the coefficients of \( v \) and \( w \) are the same. Therefore,

\[
LV \leq u^2 \left( \gamma + \delta + 2\sigma^2 + 2\eta - 2\mu \right) \\
+ u^2 \left( \gamma (c_1 - 1) - \delta + \eta + \sigma^2 \right) \\
+ w^2 \left( 3\eta + c_1 \left( \gamma - 2(\eta + \mu) + \sigma^2 \right) \right) \\
+ u \frac{4\lambda \sigma^2}{\mu} - wc_3(\eta + \mu) + v \left( \frac{2\lambda \gamma}{\mu^2} - \frac{2\lambda (\gamma + \delta + \mu)}{\mu} + c_3 \right) + \frac{2\lambda^2 \sigma^2}{\mu^2}.
\]

We can fix

\[
c_1 = \frac{\gamma + \delta - \eta - \sigma^2}{\gamma} > 0, \quad c_3 = \frac{2\lambda (\mu + \gamma + \delta) (1 - \mathcal{R}_0)}{\mu (\mu + \gamma + \eta)} > 0,
\]

and then taking the expectation, we obtain

\[
LV \leq u^2 \left( \gamma + \delta + 2\sigma^2 + 2\eta - 2\mu \right) \\
+ u^2 \left( \gamma (c_1 - 1) - \delta + \eta + \sigma^2 \right) \\
+ w^2 \left( 3\eta + c_1 \left( \gamma - 2(\eta + \mu) + \sigma^2 \right) \right) \\
+ u \frac{4\lambda \sigma^2}{\mu} - \left( w + v \right) \frac{2\lambda (\mu + \gamma + \delta) (1 - \mathcal{R}_0)}{\mu (\mu + \gamma + \eta)} + \frac{2\lambda^2 \sigma^2}{\mu^2}.
\]

Finally, by our assumption

\[
\mu > \max \left\{ \frac{1}{2} (\gamma + \delta) + \eta + \sigma^2, \frac{1}{2} \left( \gamma - 2\eta + \sigma^2 + \frac{3\gamma \eta}{\gamma + \delta - \eta - \sigma^2} \right) \right\},
\]

thus the coefficients of \( u^2 \) and \( w^2 \) are negative. Hence, we can see that

\[
LV \leq \left( - u^2 (2\mu - (\gamma + \delta + 2\sigma^2 + 2\eta)) - (w + v) \frac{2\lambda (\mu + \gamma + \delta) (1 - \mathcal{R}_0)}{\mu (\mu + \gamma + \eta)} \right) \\
+ u \frac{4\lambda \sigma^2}{\mu} + \frac{2\lambda^2 \sigma^2}{\mu^2}.
\]

Thus we obtain

\[
dV \leq \left( - u^2 (2\mu - (\gamma + \delta + 2\sigma^2 + 2\eta)) - (w + v) \frac{2\lambda (\mu + \gamma + \delta) (1 - \mathcal{R}_0)}{\mu (\mu + \gamma + \eta)} \right) dt \\
+ u \frac{4\lambda \sigma^2}{\mu} + \frac{2\lambda^2 \sigma^2}{\mu^2} dt \\
+ \sigma \left( 4u^2 + 2v^2 + 2c_1 w^2 + 4uv + \frac{4\lambda}{\mu} u + v \left( c_2 + \frac{2\lambda}{\mu} \right) + c_3 w \right) dW(t).
\]

Integrating both sides of (5.5) from 0 to \( t \) and then taking the expectation, we obtain

\[
0 \leq E \left[ V(u(t), v(t), w(t)) \right] \\
\leq E \left[ V(u(0), v(0), w(0)) \right] \\
+ \int_0^t \left( -u(s)^2 (2\mu - (\gamma + \delta + 2\sigma^2 + 2\eta)) - (w(s) + v(s)) \frac{2\lambda (\mu + \gamma + \delta) (1 - \mathcal{R}_0)}{\mu (\mu + \gamma + \eta)} \right) ds \\
+ u(s) \frac{4\lambda \sigma^2}{\mu} + \frac{2\lambda^2 \sigma^2}{\mu^2} ds.
\]

Recall the definition of \( K \) where

\[
K = \min \left\{ 2\mu - (\gamma + \delta + 2\sigma^2 + 2\eta), \frac{2\lambda (\mu + \gamma + \delta) (1 - \mathcal{R}_0)}{\mu (\mu + \gamma + \eta)} \right\},
\]

then we use the inequality \( 2ab \leq a^2 + b^2 \) to estimate the cross terms, the above inequality can be rewritten as

\[
LV \leq u^2 \left( \gamma + \delta + 2\sigma^2 + 2\eta - 2\mu \right) \\
+ u^2 \left( \gamma (c_1 - 1) - \delta + \eta + \sigma^2 \right) \\
+ w^2 \left( 3\eta + c_1 \left( \gamma - 2(\eta + \mu) + \sigma^2 \right) \right) \\
+ u \frac{4\lambda \sigma^2}{\mu} - wc_3(\eta + \mu) + v \left( \frac{2\lambda \gamma}{\mu^2} - \frac{2\lambda (\gamma + \delta + \mu)}{\mu} + c_3 \right) + \frac{2\lambda^2 \sigma^2}{\mu^2}.
\]
these yield
\[
\limsup_{t \to \infty} \frac{1}{t} \int_0^t E \left( u(s)^2 + w(s) + v(s) \right) ds \leq \limsup_{t \to \infty} \frac{1}{t} \int_0^t \left( \frac{4\lambda\sigma^2}{K\mu} Eu(s) + \frac{2\lambda^2\sigma^2}{K\mu^2} \right) ds.
\]

Note that \( Eu(t) = E[S(t) - \frac{\lambda}{\mu}] \leq E[\tilde{N}(t) - \frac{\lambda}{\mu}] \), where \( \tilde{N}(t) \) is the solution of (4.2) and by the property of geometric Brownian motions, one has
\[
\lim_{t \to \infty} E\tilde{N}(t) = \frac{\lambda}{\mu}.
\]
Thus,
\[
\lim_{t \to \infty} \frac{1}{t} \int_0^t Eu(s) ds \leq \lim_{t \to \infty} \frac{1}{t} \int_0^t \left( \tilde{N}(s) - \frac{\lambda}{\mu} \right) ds = \lim_{t \to \infty} E\tilde{N}(t) - \frac{\lambda}{\mu} = 0.
\]
Therefore, we can see that
\[
\limsup_{t \to \infty} \frac{1}{t} \int_0^t E u^2(s) + Ev(s) + Ew(s) ds \leq \frac{2\lambda^2\sigma^2}{K\mu^2},
\]
which is equivalent to
\[
\limsup_{t \to \infty} \frac{1}{t} \int_0^t E \left[ \left( S(s) - \frac{\lambda}{\mu} \right)^2 + I(s) + R(s) \right] ds \leq \frac{2\lambda^2\sigma^2}{K\mu^2}.
\]

5.2 Around \( E^* \) endemic equilibrium

**Theorem 5.2.** Let Assumption 2.2 be satisfied. If \( R_0 > 1 \), \( \mu S^* - \eta R^* > 0 \) and \( \sigma \) is small enough, then system (1.2) has a unique invariant measure and it is ergodic.

**Proof.** Let us recall the endemic equilibrium \( E^* = (S^*, I^*, R^*) \) in (5.2) which yields
\[
\lambda = \mu S^* - \eta R^* + \beta S^* I^*, \quad \mu + \gamma + \delta = \beta S^*, \quad \gamma I^* = (\mu + \eta) R^*,
\]
thus we can rewrite our system (1.2) as
\[
\begin{align*}
\frac{dS(t)}{dt} &= \left[ -\mu (S(t) - S^*) + \eta (R(t) - R^*) + \beta (S^* I(t) - S(t) \int_0^s f(s) I(t-s) ds) \right] dt + \sigma S(t) dW(t), \\
\frac{dI(t)}{dt} &= \left[ \beta S(t) \int_0^t f(s) I(t-s) ds - \beta S^* I(t) \right] dt + \sigma I(t) dW(t), \\
\frac{dR(t)}{dt} &= \left[ \gamma (I(t) - I^*) - (\mu + \eta) (R(t) - R^*) \right] dt + \sigma R(t) dW(t).
\end{align*}
\]

Now we set the non-negative function
\[
V_1(S, I) = S^* g \left( \frac{S}{S^*} \right) + I^* g \left( \frac{I}{I^*} \right),
\]
where
\[
g(x) = x - \ln x - 1 \geq 0, \quad \forall x > 0.
\]
We calculate \( L \left( S^* g \left( \frac{S(t)}{S^*} \right) \right) \) and \( L \left( I^* g \left( \frac{I(t)}{I^*} \right) \right) \) separately, where
\[
L \left( S^* g \left( \frac{S(t)}{S^*} \right) \right) = \left( 1 - \frac{S^*}{S(t)} \right) \left[ -\mu (S(t) - S^*) + \eta (R(t) - R^*) + \beta (S^* I(t) - S(t) \int_0^s f(s) I(t-s) ds) \right] + \frac{\sigma^2}{2} S^*
\]
\[
= \mu \frac{(S(t) - S^*)^2}{S(t)} + \eta \left( 1 - \frac{S^*}{S(t)} \right) (R(t) - R^*) + \beta S^* I(t) \int_0^s f(s) \left( 1 - \frac{S^*}{S(t)} \right) \left( 1 - \frac{S(t) I(t-s)}{S^* I^*} \right) ds + \frac{\sigma^2}{2} S^*,
\]
\]
and

\[ L \left\{ I^* g \left( \frac{I(t)}{I^*} \right) \right\} = \left( 1 - \frac{I^*}{I(t)} \right) \left[ \beta S(t) \int_0^T f(s) I(t-s) ds - \beta S^* I(t) \right] + \frac{\sigma^2}{2} I^* \]

\[= \beta S^* I^* \int_0^T f(s) \left( 1 - \frac{I^*}{I(t)} \right) \left( \frac{S(t) I(t-s)}{S^*} - \frac{I(t)}{I^*} \right) ds + \frac{\sigma^2}{2} I^*. \tag{5.9} \]

Therefore, incorporating (5.8) and (5.9) we deduce

\[ LV_1 = -\mu \left( \frac{(S(t) - S^*)^2}{S(t)} + \eta \left( 1 - \frac{S^*}{S(t)} \right) (R(t) - R^*) + \frac{\sigma^2}{2} (S^* + I^*) \right) + \beta S^* I^* \int_0^T f(s) (I(t,s) + I(t,s)) ds, \]

where

\[ I(t,s) = \left( 1 - \frac{S^*}{S(t)} \right) \left( 1 - \frac{S(t) I(t-s)}{S^*} \right), \quad I(t,s) = \left( 1 - \frac{I^*}{I(t)} \right) \left( \frac{S(t) I(t-s)}{S^*} - \frac{I(t)}{I^*} \right). \]

We claim that for any \( t > 0 \) and \( s \in [0, \tau] \),

\[ I(t,s) + I(t,s) \leq 0. \]

In fact, by simple calculation, we have

\[ I(t,s) + I(t,s) = 2 - \frac{S^*}{S(t)} + \frac{I(t-s)}{I^*} - \frac{S(t) I(t-s)}{S^*} - \frac{I(t)}{I^*} \]

\[= -g \left( \frac{S^*}{S(t)} \right) - g \left( \frac{S(t) I(t-s)}{S^*} \right) - \left( g \left( \frac{I(t-s)}{I^*} \right) - g \left( \frac{I(t)}{I^*} \right) \right), \]

where \( g \) is defined in (5.7). Since \( g(x) \geq 0, \forall x > 0 \). In addition,

\[ g \left( \frac{I(t)}{I^*} \right) - g \left( \frac{I(t-s)}{I^*} \right) = \frac{I(t) - I(t-s)}{I^*} \ln I(t-s) - \ln I(t) \leq 0, \]

where we used the inequality \((x-y)(\ln x - \ln y) \geq 0, \forall x, y > 0 \). Therefore, we can see that

\[ LV_1 \leq -\mu \left( \frac{(S(t) - S^*)^2}{S(t)} + \eta \left( 1 - \frac{S^*}{S(t)} \right) (R(t) - R^*) + \frac{\sigma^2}{2} (S^* + I^*) \right). \tag{5.10} \]

Now we consider the non-negative function

\[ V_2(R) = \frac{\eta}{\gamma S^*} \left( \frac{R - R^*}{2} \right)^2, \]

and by defining \( N(t) = S(t) + I(t) + R(t) \), \( N^* = S^* + I^* + R^* \), we can calculate

\[ LV_2 = \frac{\eta}{\gamma S^*} (R(t) - R^*) \left[ \gamma (I(t) - I^*) - (\mu + \eta)(R(t) - R^*) \right] + \frac{\eta}{\gamma S^*} \frac{\sigma^2}{2} R^2 \]

\[= \frac{\eta}{\gamma S^*} (R(t) - R^*) \left[ \gamma (N(t) - N^*) - (\mu + \eta)(R(t) - R^*) \right] + \frac{\eta}{\gamma S^*} \frac{\sigma^2}{2} R^2 \]

\[\leq \frac{\eta}{\gamma S^*} (R(t) - R^*) \left[ \gamma (N(t) - N^*) \right] + \frac{\eta}{\gamma S^*} \frac{\sigma^2}{2} [R(t) - R^*]^2 \]

\[= \frac{\eta}{\gamma S^*} \left[ (R(t) - R^*) (N(t) - N^*) \right] + \frac{\eta}{\gamma S^*} \sigma^2 (R^*)^2 \]

\[= \frac{\eta}{\gamma S^*} \left[ (R(t) - R^*) (S(t) - S^*) \right] + \frac{\eta}{\gamma S^*} \sigma^2 (R^*)^2. \tag{5.11} \]
Finally, we consider the non-negative function

\[ V_3(R, N) = \frac{\eta \gamma}{\delta(2\mu + \eta)S^*} \left( N - N^* + \frac{\delta}{\gamma}(R - R^*) \right)^2. \]

We can calculate that

\[
L \left\{ \frac{1}{2} \left( N(t) - N^* + \frac{\delta}{\gamma}(R - R^*) \right)^2 \right\} \\
= \left( N(t) - N^* + \frac{\delta}{\gamma}(R - R^*) \right) \left( \lambda - \mu N(t) - \delta I(t) + \frac{\delta}{\gamma}(\gamma I(t) - (\mu + \eta)R(t)) \right) \\
+ \frac{\sigma^2}{\gamma} \left( N(t) + \frac{\delta}{\gamma} R(t) \right)^2 \\
\leq \left( N(t) - N^* + \frac{\delta}{\gamma}(R - R^*) \right) \left( \lambda - \mu N(t) - \frac{\delta(\mu + \eta)}{\gamma} R(t) \right) + \sigma^2 \left( N(t)^2 + \frac{\delta^2}{\gamma^2} R(t)^2 \right).
\]

Since we have \( \lambda = \mu N^* + \frac{\delta(\mu + \eta)}{\gamma} R^* \), therefore we can rewrite

\[
L \left\{ \frac{1}{2} \left( N(t) - N^* + \frac{\delta}{\gamma}(R - R^*) \right)^2 \right\} \\
\leq \left( N(t) - N^* + \frac{\delta}{\gamma}(R - R^*) \right) \left( -\mu N(t) - N^* + \frac{\delta(\mu + \eta)}{\gamma}(R(t) - R^*) \right) + \sigma^2 \left( N(t)^2 + \frac{\delta^2}{\gamma^2} R(t)^2 \right) \\
= -\mu (N(t) - N^*)^2 - \frac{\delta(2\mu + \eta)}{\gamma} (N(t) - N^*) (R(t) - R^*) - \frac{\delta^2(\mu + \eta)}{\gamma^2} (R(t) - R^*)^2 \\
+ 2\sigma^2 \left( (N(t) - N^*)^2 + (R(t) - R^*)^2 + (R^*)^2 \right) \\
= -(\mu - 2\sigma^2) (N(t) - N^*)^2 - \frac{\delta(2\mu + \eta)}{\gamma} (N(t) - N^*) (R(t) - R^*) - \frac{\delta^2(\mu + \eta - 2\sigma^2)}{\gamma^2} (R(t) - R^*)^2 \\
+ 2\sigma^2 \left( (N^*)^2 + (R^*)^2 \right).
\]

Therefore, we can see that

\[
LV_3 \leq -(\mu - 2\sigma^2) \frac{\eta \gamma}{\delta(2\mu + \eta)S^*} (N(t) - N^*)^2 - \frac{\eta}{S^*} (N(t) - N^*) (R(t) - R^*) - \frac{\delta \eta(\mu + \eta - 2\sigma^2)}{\gamma(2\mu + \eta)S^*} (R(t) - R^*)^2 \\
+ \frac{2\sigma^2 \eta \gamma}{\delta(2\mu + \eta)S^*} \left( (N^*)^2 + (R^*)^2 \right).
\]

(5.12)
Now incorporating equations (5.10), (5.11), and (5.12), we obtain

\[ L(V_1 + V_2 + V_3) \leq -\mu \frac{(S(t) - S^*)^2}{S(t)} + \eta \left( 1 - \frac{S^*}{S(t)} \right) (R(t) - R^*) + \frac{\sigma^2}{2} (S^* + I^*) \]

\[ + \frac{\eta}{\gamma S^*} (N(t) - N^*) (R(t) - R^*) - (S(t) - S^*) (R(t) - R^*) \]

\[ - \frac{\eta}{\gamma S^*} (\gamma + \mu + \eta - \sigma^2) (R(t) - R^*)^2 + \frac{\eta}{\gamma S^*} \delta (R^*)^2 \]

\[ - \frac{\mu - 2\sigma^2}{2(\mu + \eta S^*)} (N(t) - N^*)^2 + \delta \tilde{K} \]

\[ = -\mu \frac{(S(t) - S^*)^2}{S(t)} + \eta \frac{(S(t) - S^*) (R(t) - R^*)}{S(t)} - \frac{\eta}{\gamma S^*} \left( \gamma + \mu + \eta - \sigma^2 + \frac{\delta (\mu + \eta - 2\sigma^2)}{2(\mu + \eta S^*)} \right) (R(t) - R^*)^2 \]

\[ - \frac{\mu - 2\sigma^2}{\delta (2\mu + \eta S^*)} (N(t) - N^*)^2 + \delta \tilde{K}, \]

where

\[ \tilde{K} = \frac{1}{2} (S^* + I^*) + \frac{\eta}{\gamma S^*} (R^*)^2 + \frac{2\eta \gamma}{\delta (2\mu + \eta S^*)} ((N^*)^2 + (R^*)^2). \]

Since \( R(t) > 0, \forall t > 0 \), we have

\[ -\left( \mu + \frac{\eta}{S^*} (R(t) - R^*) \right) \leq -\left( \mu - \frac{\eta}{S^*} R^* \right) \]

and by our assumption \( \mu S^* - \eta R^* > 0 \), if we set \( \sigma^2 \leq \mu/2 \) and define

\[ \tilde{m} = \min \left\{ \mu - \frac{\eta}{S^*} R^*, \frac{\eta}{\gamma S^*} \left( \gamma + \mu + \eta - \sigma^2 + \frac{\delta (\mu + \eta - 2\sigma^2)}{2(\mu + \eta S^*)} \right), \frac{\mu - 2\sigma^2}{\delta (2\mu + \eta S^*)} \right\} > 0, \]

from (5.13) we can deduce

\[ L(V_1 + V_2 + V_3) \leq -\tilde{m} \left( \frac{(S(t) - S^*)^2}{S(t)} + (R(t) - R^*)^2 + (N(t) - N^*)^2 \right) + \sigma^2 \tilde{K}. \]

If we denote the “cobblestone” area by

\[ D_\sigma := \left\{ (S, I, R) \in \mathbb{R}^3_+ : \frac{(S - S^*)^2}{S} + (R - R^*)^2 + (S + I + R - (S^* + I^* + R^*))^2 \leq \frac{\sigma^2 \tilde{K}}{\tilde{m}} \right\}, \]

for \( \sigma \) sufficiently small, we have the distance \( \rho \left( D_\sigma, \partial \mathbb{R}^3_+ \right) > 0 \). Then one can take \( U \) as any neighborhood of the region \( D_\sigma \) such that \( \bar{U} \subset \mathbb{R}^3_+ \), where \( \bar{U} \) is the closure of \( U \). Hence, for some \( \kappa > 0 \), \( L(V_1 + V_2 + V_3) < -\kappa \) for any \( (S, I, R) \in \mathbb{R}^3_+ \setminus U \). This implies that (ii) in Proposition 2.1 is satisfied. Moreover, Proposition 2.1 (i) is ensured by Remark 1. As a consequence, the model (1.2) has a unique invariant measure and it is ergodic. \( \square \)
6 Numerical simulations

In this section, we show simulations with two sets of parameters satisfying the conditions in Theorem 5.1 and in Theorem 5.2 respectively. We adopt the Euler-Maruyama method [13] and set system (1.2) with \( H(\cdot) \) of discrete delay type \( H(\phi) = \phi(-\tau) \). The corresponding discretized equations are

\[
\begin{align*}
S_{k+1} &= S_k + (\lambda - \mu S_k - \beta S_k I_{k-\tau/\Delta t} + \eta R_k) \Delta t + \sigma S_k \xi_k, \\
I_{k+1} &= I_k + (\beta S_k I_{k-\tau/\Delta t} - (\mu + \delta + \gamma) I_k) \Delta t + \sigma I_k \xi_k, \\
R_{k+1} &= R_k + (\gamma I_k - (\mu + \eta) R_k) \Delta t + \sigma R_k \xi_k,
\end{align*}
\]

(6.1)

where \( \xi_k, k = 0, 1, \ldots, \) are independent Gaussian random variables \( N(0, \sqrt{\Delta t}) \) and \( \sigma \) is the intensity of randomness. Here we set the time interval to be small enough such that the delay \( \tau \) is an integer multiple of \( \Delta t \), i.e.,

\[
\tau = N \Delta t.
\]

In the following numerical simulation, we set \( \tau = 10 \) and \( \Delta t = 0.1 \). Note that with Assumption 2.2, the convergence of the discretized equations can be guaranteed (see [28]).

We fix our parameters as

\[
\lambda = 0.05, \mu = 0.05, \gamma = 0.035, \delta = 0.005, \eta = 0.002, \sigma = 0.05, \tau = 10, \Delta t = 0.1,
\]

(6.2)

and we take the initial value \( \xi \) to be a constant function, i.e.,

\[
S(\theta) \equiv 0.7, \quad I(\theta) \equiv 0.3, \quad R(\theta) \equiv 0, \quad \forall \theta \in [-\tau, 0].
\]

Therefore, the initial value to the discrete system (6.1) is

\[
S_k = 0.7, \quad I_k = 0.3, \quad R_k = 0, \quad k = -N, -N + 1, \ldots, 0.
\]

(6.3)

We simulate the solution to the system (1.2) with different values of \( \beta \).

![Simulation of one path of the solutions of system (1.2) up to time t = 300](image)

Figure 1: The simulation of one path of the solutions of system (1.2) up to time \( t = 300 \) with the initial value as in (6.3). Here \( \beta = 0.08, \sigma = 0.05 \) and other parameters are from (6.2). One can calculate \( R_0 \approx 0.8889 < 1 \) and the conditions in Theorem 5.1 are satisfied. The dashed lines are solutions of the deterministic delay differential equations.

In Figure 1, we set \( \beta = 0.08, \sigma = 0.05 \), thus we can compute \( R_0 \approx 0.8889 < 1 \) and the conditions in Theorem 5.1 are satisfied. In the simulation, we use dashed lines and solid lines to compare the solution of the deterministic delay differential equation with one path of the solutions of system (1.2). It is known from [2] that when \( R_0 < 1 \), the disease free equilibrium \((\lambda/\mu, 0, 0) = (1, 0, 0)\) is asymptotically stable. We can see from the simulation that the solution to (1.2) fluctuates around the deterministic solution in a small amplitude, which confirms the conclusion of Theorem 5.1.

In Figure 2 and 3, we set \( \beta = 0.2 \) and \( \sigma = 0.05 \). In this case, we can compute \( R_0 \approx 2.222 > 1 \), \( \mu S^* - \eta R^* \approx 0.022 \), thus the conditions in Theorem 5.2 are satisfied. Figure 2 simulates...
Figure 2: The simulation of one path of the solutions of system (1.2) up to time $t = 300$ with the initial value as in (6.3). Here we set $\beta = 0.2, \sigma = 0.05$ and other parameters are from (6.2). One can calculate $\mathcal{R}_0 \approx 2.222 > 1$, $\mu S^* - \eta R^* \approx 0.022$, thus the conditions in Theorem 5.2 are satisfied. The dashed lines are solutions of the deterministic delay differential equations.

Figure 3: Density plots (a)-(c) based on 10 000 stochastic simulations for group susceptible, infected and recovered at time $t = 160, 180$ and 200. Here we choose $\beta = 0.2, \sigma = 0.05$ and other parameters are from (6.2). The simulations confirm the existence of the unique ergodic invariant measure for system (1.2)
one path of the solutions up to time \( t = 300 \) (solid lines) with comparison to the solution of the deterministic delay differential equation (dashed lines). In Figure 3, we simulate the density kernels of solutions (1.2) with three groups namely \((S, I, R)\). In the simulation, the density kernels are based on 10 000 sample paths. Our initial values are as in (6.3). Comparing these density kernels, we can see that the density plot of each group at different time \( t \) for \( t = 160, 180, 200 \) stay almost the same. Therefore, we can conclude that the simulations strongly indicate the existence of the unique ergodic invariant measure for the system (1.2).

7 Conclusion

In this paper, we studied the existence and ergodicity of the invariant measure for a stochastic delayed SIRS model. Furthermore, we discussed the asymptotic behavior around disease-free equilibrium when \( R_0 < 1 \). Our Theorem 4.4 suggests that, under a fairly general condition, the existence of the invariant measure can be guaranteed. Moreover for this invariant measure to be unique and ergodic, one sufficient condition is the noise intensity \( \sigma \) to be sufficiently small (Theorem 5.2). Simulations are carried out to support our analytical results.

Several authors discussed about the importance of introducing environmental noise and the estimation of noise intensity (see [10, 22, 32] and the references therein.) In Gu et al. [11], the authors purposed a stochastic SIR epidemic model with the transmission rate \( \beta \) perturbed by white noise in the similar form in Grey et al. [10]. The real data of SARS in Beijing in 2003 are well fitted by their model with noise intensity \( \sigma = 2.31 \times 10^{-5} \) which has been converted into time unit (week\(^{-1}\)) (also see [22]). These estimations of the noise intensity \( \sigma \) support our assumption in Theorem 5.2 where \( \sigma \) is small enough.

There are still some topics which deserve further research. For example, one can consider the stochastic noise to be a mean-reverting stochastic process. Recently, Wang et al. [37] studied an SIS model where the environmental noise is introduced by using a mean-reverting Ornstein–Uhlenbeck process. One can also consider the existence of periodic solutions for epidemic models under random perturbations [36, 43].
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