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Abstract—This paper presents contact-safe Model-based Reinforcement Learning (MBRL) for robot applications that achieves contact-safe behaviors in the learning process. In typical MBRL, we cannot expect the data-driven model to generate accurate and reliable policies to the intended robotic tasks during the learning process due to data scarcity. Operating these unreliable policies in a contact-rich environment could cause damage to the robot and its surroundings. To alleviate the risk of causing damage through unexpected intensive physical contacts, we present the contact-safe MBRL that associates the probabilistic Model Predictive Control’s (pMPC) control limits with the model uncertainty so that the allowed acceleration of controlled behavior is adjusted according to learning progress. Control planning with such uncertainty-aware control limits is formulated as a deterministic MPC problem using a computationally-efficient approximated GP dynamics and an approximated inference technique. Our approach’s effectiveness is evaluated through bowl mixing tasks with simulated and real robots, scooping tasks with a real robot as examples of contact-rich manipulation skills. (video: https://youtu.be/8uTDYYUKeFM)

I. INTRODUCTION

Model-based Reinforcement Learning (MBRL) [1] [2] is attractive in robotics scenarios due to its effectiveness and sample-efficiency. However, we cannot expect the data-driven model to generate reliable control to the intended robotic task during the learning process while sample scarcity. Although applying these unreliable controls are required as exploration, it could damage the robot and its surroundings in a contact-rich environment, for instance, the kitchen. Since safety is the primary consideration, a contact-safe learning process in MBRL needs to be considered.

Several prior methods have addressed accomplishing such contact-rich manipulation tasks with Reinforcement Learning (RL): learn a torque profile to perform picking up objects manipulation tasks with imitation learning and refines with RL [4]. A recurrent neural network model is employed to perform food cutting tasks with MBRL [5]. Although achieving marvelous results, contacts’ safety during the learning process was not considered.

Contact-rich tasks include contacts’ behaviors in which accurate prediction is hard, and its long-term prediction, needed in MBRL, is harder [6]. To alleviate this difficulty, Model Predictive Control (MPC) [7] [8] may be a reasonable choice. The MPC truncates the prediction length short, and recursively solve the problems with the newly observed state. It is essentially robust for modeling errors. Nevertheless, it may not be sufficient for acquiring contact-rich manipulations due to the lack of a contact-safe exploration mechanism.

Tactile exploration by touch for an unknown object exemplifies the contact-safe behavior. Without sufficient knowledge of the object, human beings’ fundamental fear or intolerance to the uncertainty causes cautious behaviors while approaching the object for maximizing survival [9] [10]. Inspired by this concept, associating the uncertainties to limit the robot’s control signal can be a reasonable approach to contact-safe exploration. A similar method adjusts the robot’s stiffness with a risk indicator while interacting with human operators [11], where the operator’s head position and orientation determine the risk.

This paper presents the contact-safe MBRL that can alleviate the risk of unexpected and damaging physical contacts during the learning process. As illustrated in Fig. 1 the control limits in the probabilistic-MPC (pMPC) problem are automatically adjusted to the learning progress by an uncertainty-aware approach that associates the control limits with the model-uncertainty, as the state’s predictive distribution. Prior research had addressed to handle constraint in pMPC [12]; however, not in a principle way where numerical issues may occur during control planning [13] [7]. Therefore, implementation of control planning with such uncertainty-aware control limits is formulated as a deterministic MPC problem [14] using a computationally efficient pMPC [15] that support dynamics control limits by exploiting Pontryagin’s Maximum Principle (PMP) [16].

The contributions of this work are the followings:

(1) Present the contact-safe MBRL that achieves contact-safe
behaviors by utilizing the model-uncertainty in handling the control limits for pMPC.

(2) Empirically demonstrate the contact-safe behaviors through bowl mixing tasks with a simulated and real robot, and scooping tasks with a real robot as examples of contact-rich manipulation skills.

This paper has the following structure: Section II provides insights in related works. This is followed by basic knowledge of this work in Section III. The Section IV details the contact-safe MBRL. With results in Section V the effectiveness is verified. The paper is concluded with discussions, Section VI.

II. RELATED WORK

A. Contact Safety in Contact-rich Manipulations with RL

Unlike contact-free manipulations, where most of the tasks could be addressed with position-controlled rigid robots [17], there are two common approaches to avoid intensive collisions in contact-rich scenarios. The first approach consists of learning a controller or torque profile to adjust robots’ stiffness with RL. For instance, 1) performing a variety of industrial insertion tasks with visual inputs [18]. 2) Learn the controller to perform a force-sensitive peg-in-hole task in sub-millimeter tolerances [19]. 3) Performing fail-safe ring-insertion and peg-insertion tasks by learning the controller gain of the parallel position/force control [20]. 4) Perform a peg-in-hole task with an RL learned controller to switch to a RL policy that minimize the uncertainty [12] [26]. Lee et al. [27] utilized such computation-efficient nature by modeling the system dynamics with LGM-FF, an approximated GPs model via Linear Gaussian Model [28] with the Fastfood random features [29]. The Fastfood generates the frequency components of a Fourier transformed kernel expression by following the Fubini’s theorem [30].

State predictions with a probabilistic system dynamics are considerably more complicated than a deterministic approach. Following the Fubini’s Theorem, an analytic moment-matching method approximates future state as a Gaussian distribution by propagating uncertainty [12].

The computation cost of modeling the system dynamics with LGM-FF is \(O(M^3)\), and \(O(M^2)\) in exploiting moment-matching, where \(M\) is the number of Fastfood features. In contrast, modeling the system dynamics and exploit moment-matching with standard GPs is \(O(N^3)\) and \(O(N^2)\). The efficiency of Fastfood feature selection is proved [29], and demonstrated that \(M \ll N\) in robotic task acquisitions [15]. We utilized such computation-efficient nature by modeling the system dynamics with LGM-FF.

B. Utilizing Uncertainties in Probabilistic Approaches

The uncertainty in a probabilistic approach provides rich information, several prior works had utilized such information for various purposes. Some of them utilized the uncertainty in the way that encourages the agent to expand its exploration coverage [24] [25]. In contrast, some others plan for a policy that minimizes the uncertainty [12] [26]. Lee et al. [27] proposed a guided uncertainty-aware approach for guiding the robot to an uncertainty area and switch to a RL policy to perform a peg-in-hole task in such area.

Apart from these applications, our method explores a novel application of model-uncertainty from above existing studies in a sense that the model-uncertainty is associated with control limits in adjusting agent’s exploration behaviors to achieve the aimed contact-safe behaviors.

III. PRELIMINARY

A. Overview

Several pieces of research had demonstrated the sample-efficiency of MBRL with Gaussian Processes (GPs) dynamics [12] [14]. However, despite the excellent data-efficiency, modeling standard GPs dynamics largely suffers from computation inefficiency while sample size \(N\) increases through the learning process. Resulting in a trade-off between control frequency and maximum allowed sample size, which may not be suitable for real robot applications since control frequency and samples for modeling dynamics are equally important. A sample-and-computational-efficient approach, the SCP-MPC [15], is proposed to alleviate this trade-off by modeling the dynamics with LGM-FF, an approximated GPs model via Linear Gaussian Model [28] with the Fastfood random features [29]. The Fastfood generates the frequency components of a Fourier transformed kernel expression by following the Bochner’s theorem [30].

The computation cost of modeling the system dynamics with LGM-FF is \(O(M^3)\), and \(O(M^2)\) in exploiting moment-matching, where \(M\) is the number of Fastfood features. In contrast, modeling the system dynamics and exploit moment-matching with standard GPs is \(O(N^3)\) and \(O(N^2)\). The efficiency of Fastfood feature selection is proved [29], and demonstrated that \(M \ll N\) in robotic task acquisitions [15]. We utilized such computation-efficient nature by modeling the system dynamics with LGM-FF.

B. LGM-FF Dynamics

Given a state input \(x_t \in \mathbb{X} \subset \mathbb{R}^D\) and a control signal \(u_t \in \mathbb{U} \subset \mathbb{R}^U\), consider a GPs dynamics \(f: \mathbb{X} \times \mathbb{U} \rightarrow \mathbb{X}\) representing the underlying true dynamics of the system:

\[
x_{t+1} = f(x_t, u_t) + \epsilon,
\]

where \(\epsilon \sim N(0, \Sigma_n)\) is the system noise with covariance matrix \(\Sigma_n = \text{diag}([\sigma_{n,1}^2, ..., \sigma_{n,D}^2])\).

For each target dimension \(a = 1, ..., D\), we approximately represent each GPs dynamics \(f_a(\cdot)\) via LGM [28] with corresponding weight \(w_a \in \mathbb{R}^{M \times D}\). The LGM model is then trained with \(N\) samples collected from the system: \(\mathcal{X} = [\tilde{x}_1, ..., \tilde{x}_N]\) and \(Y = [y_1, ..., y_N]\) that contain individual training input tuple \(\tilde{x}_t := [x_t, u_t]^\top\) and target \(y_t := x_{t+1}\). We obtain the predictive distribution of a new input \(\hat{x}\) as:

\[
p(f_a(\hat{x})|\mathcal{X}, \mathcal{Y}) \sim N(\hat{\Phi}^\top \Phi^\star \Phi^\star \top A^{-1} \Phi^\star, \Phi^\star \top A^{-1} \Phi^\star),
\]

where \(\Phi^\star : \mathbb{X} \times \mathbb{U} \rightarrow \mathbb{R}^M\) is the Fastfood feature map and \(\Phi_a^\star := \Phi(x_a)\). By applying maximum a posteriori and maximum marginal likelihood estimation [31] [32], we obtain
optimal parameters as:
\[
\begin{align*}
\mathbf{w}_a &= \sigma_{n,a}^{-2} \mathbf{A}_a^{-1} \Phi_a \left( \tilde{\mathbf{X}} \right) \mathbf{y}_a; \\
\mathbf{A}_a &= \sigma_{n,a}^{-2} \Phi_a \left( \tilde{\mathbf{X}} \right) \Phi_a \left( \tilde{\mathbf{X}} \right)^\top + \sigma_{n,a}^{-2} \mathbf{I},
\end{align*}
\]
where \(\sigma_{n,a}^{-2}\) is the signal noise, and \(\mathbf{I}\) is the identity matrix.

\[\text{C. Moment-matching Prediction with LGM-FF Given Uncertain Inputs}\]

We assume each latent prediction is independent with zero covariances. Therefore, the approximated probabilistic state \(\mathbf{p} (\mathbf{x}_t) \approx N (\mathbf{\mu}_t, \mathbf{\Sigma}_t)\) has the following form: \(\mathbf{\mu} = [\mu_1, ..., \mu_D]^\top\), and \(\mathbf{\Sigma} = \text{diag} [\sigma_1^2, ..., \sigma_D^2]\).

Given a probabilistic state \(\mathbf{x}_t\) and a deterministic control \(\mathbf{u}_t\), we obtain the approximated predictive distribution \(\mathbf{p} (\mathbf{x}_{t+1}) \approx N (\mathbf{\mu}_{t+1}, \mathbf{\Sigma}_{t+1})\) by integrating the LGM-FF dynamics throughout the inputted state distribution \(\mathbf{p} (\mathbf{x}_t)\). Assuming independent operations between latent models, the indicator \(a\) is omitted to simplify notations. For each latent model, we obtain the predictive \(\mathbf{\mu}_{t+1}\) and \(\sigma_{t+1}^2\) by
\[
\begin{align*}
\mathbf{\mu}_{t+1} &= \mathbb{E}_{\tilde{\mathbf{x}}_t} [ f (\tilde{\mathbf{x}}_t) | \mathbf{\mu}_t, \mathbf{\Sigma}_t ] = \mathbf{w} \mathbf{q}; \\
\sigma_{t+1}^2 &= \text{var} [ f (\tilde{\mathbf{x}}_t) | \mathbf{\mu}_t, \mathbf{\Sigma}_t ] \\
&= \text{tr} (\mathbf{A}^{-1} \mathbf{Q}) + \mathbf{w} \mathbf{Q} \mathbf{w} - \mu_{t+1}^2,
\end{align*}
\]
with analytic solutions of \(\mathbf{q} = \int \Phi (\tilde{\mathbf{x}}_t) \mathbf{p} (\mathbf{x}_t) \mathbf{dx}_t\) and \(\mathbf{Q} = \int \Phi (\tilde{\mathbf{x}}_t) \Phi (\tilde{\mathbf{x}}_t)^\top \mathbf{p} (\mathbf{x}_t) \mathbf{dx}_t\) are provided in [15].

\[\text{IV. CONTACT-SAFE MBRL}\]

\[\text{A. Overview}\]

The contact-safe MBRL’s learning process contains \(N_{\text{trial}}\) trials with \(L_{\text{rollout}}\) rollouts (steps) each to perform task acquisitions. At each rollout, the pMPC plans for an open-loop \(H\) step optimal control sequence \(\mathbf{u}_1, ..., \mathbf{u}_H\) by recursively exploit moment-matching predictions and apply the optimal control to the environment with corresponding sample collecting. Before each trial ends, the LGM dynamics are updated with all previously collected samples.

During the pMPC control planning, the predictive state distribution of a data-driven probabilistic dynamics model will return to its prior belief while scarce samples, or converge to observations while samples are adequate. Therefore, we can view the model-uncertainty, each predictive distribution, to measure how confident the agent knows about its dynamics under the current standpoint.

Given previous knowledge about the model-uncertainty and the pMPC, we cannot expect the pMPC to plan a reliable control signal under high model-uncertainty, where the predictions are imprecise due to the sample scarcity. However, applying these control signals to the environment and observe consequences are necessary for the agent to acquire its dynamics in MBRL. Exquisitely, we anticipate that the agent can explore cautiously to prevent intensive contacts, and exploit confidently to maximize performance.

With these in mind, we present the contact-safe MBRL, an MBRL algorithm that adaptively adjusts agent’s awareness by associating model-uncertainty in handling pMPC control limits. The contact-safe MBRL promotes two safe-characteristics:

(A) The agent takes small/gentle actions while high uncertainty to explore carefully.

(B) Encourage the agent to decrease its momentum while the uncertainty increased.

The characteristic (A) is straightforward that small/gentle actions are generally “safer” than big/intensive actions during the exploration. The characteristic (B) is needed because small actions also indicate small changes in momentum, causing the agent might be incapable of reducing its momentum effectively during high uncertainty.

There are two benefits of achieving the objective with an uncertainty-aware approach: 1) The model-uncertainty decreases through trials while samples are becoming adequate. An uncertainty-aware approach can seamlessly reduce the agent’s awareness for better performance. 2) The model-uncertainty varies from individual predictions. Thus, the agent can react to sudden changes in uncertainty and adjust its awareness attentively.

\[\text{B. The Contact-safe MBRL Framework}\]

\[\text{1) Deterministic Reformulated System Dynamics:}\]

For associating the state’s uncertainty in handling pMPC control limits by exploiting PMP [16], we reformulate the LGM-FF into a deterministic system dynamics representation \(f_d (\cdot)\) [14]. Predictions with the deterministic dynamics \(f_d (\cdot)\) follow the moment-matching uncertainty propagation, Eq. (5), with a expanded formulation of state \(z_t\) that accommodates both mean \(\mu_t\) and variance \(\Sigma_t\) as its entries:
\[
z_{t+1} = f_d (\tilde{z}_t) \in \mathbb{R}^{2D+U} \rightarrow \mathbb{R}^D
\]
where \(\tilde{z}_t := [z_t^\top, \mathbf{u}_t^\top]^\top \in \mathbb{R}^{2D+U}\) with \(z_t := [\mu_t^\top, 1]^\top \in \mathbb{Z}\), and \(\mathbf{1}\) denotes a column vector of ones.

For the following robotic applications, we define the deterministic reformulated state in Eq. (7) as:
\[
\mu = [\mu_p^\top, \mu_p^\top]^\top, \Sigma = \text{diag} [\Sigma_p, \Sigma_p],
\]
where \(\mathbf{p}\) and \(\mathbf{p}\) are the position and velocity of each actuator, with its mean and covariance matrices \(\mu_p, \mu_p\) and \(\Sigma_p, \Sigma_p\).

\[\text{2) pMPC with Uncertainty-aware Control Limits}\]

Associating the predictive state \(z\) that accommodates variance, we handle the pMPC control limits with the uncertainty for all \(H\) step via functions \(u_{\text{min}} (z_k), u_{\text{max}} (z_k)\):
\[
\begin{align*}
\text{minimize} & \quad \mathcal{L}_d = \sum_{k=2}^{H+1} \ell_d (z_k) \\
\text{subject to} & \quad z_{k+1} = f_d (z_k) \\
& \quad z_k = [z_k^\top, u_k^\top]^\top, \quad z_1 = z_t \\
& \quad z_k \in \mathbb{Z}, \quad k = 1, 2, ..., H + 1 \\
& \quad u_k \in [u_{\text{min}} (z_k), u_{\text{max}} (z_k)], \\
& \quad k = 1, 2, ..., H
\end{align*}
\]
where \(\ell_d : \mathbb{Z} \times \mathbb{U} \rightarrow \mathbb{R}\) is the deterministic immediate loss.
3) Control Limits Function with Tunable Awareness:
The objective of \( u_{min}(z_k), u_{max}(z_k) : \mathbb{Z} \to \mathbb{U} \) in Eq. (5) are handling the control limits such that the system can meet the two safe-characteristics. Therefore, we propose a control limits scaling and translating mechanism:

\[
\begin{align*}
  u_{max}(z_k) &= u_{max}K_s(z_k)I - K_i(z_k)I \\
  u_{min}(z_k) &= u_{min}K_s(z_k)I - K_i(z_k)I
\end{align*}
\] (10) (11)

where \( K_s(\cdot) : \mathbb{Z} \to \mathbb{R} \) associate the state \( z_k \) to scale and translate the feasible control boundary of the agent \( \mathbb{U} \in [u_{min}, u_{max}] \). Both \( u_{min} \) and \( u_{max} \) are identically adjusted.

The scaling contributes to the safe-characteristic (A) by scaling down the control limits during high uncertainty. To attain this, we are seeking for a mapping that \( K_s(z_k) \)'s value:

- (A1) decreases while the uncertainty increases;
- (A2) has a pre-defined minimum value within \((0, 1]\) to prevent control limits with zero or negative range; and
- (A3) has a maximum value of 1.0 during low uncertainty to return to its feasible boundary \([u_{min}, u_{max}]\);
- (A4) easy tunability to adjust the uncertainty-awareness.

The translating contributes to the safe-characteristic (B) by translating the control limits to the negative direction of the agent's velocity during high uncertainties. To attain this, we are seeking for a mapping that \( K_t(z_k) \)'s value:

- (B1) increase with velocity only if the uncertainty increases;
- (B2) has a minimum value of 0 during low uncertainty to return to its feasible boundary \([u_{min}, u_{max}]\); and
- (B3) easy tunability to adjust the uncertainty-awareness and velocity sensitivity.

With the above in mind, and the ease of creating increasing or decreasing mappings within the range of \([0, 1]\) under \( \mathbb{R}_{\geq 0} \) inputs, we designed the mapping with exponential curves:

\[
\begin{align*}
  K_s(z) &= (1 - \beta_s) \exp(-\alpha_s \|\Sigma_p\|_2) + \beta_s, \quad (A1) \\
  &= \begin{cases} 
    \exp(-\alpha_s \|\Sigma_p\|_2) & (A3) \\
    \exp(-\alpha_s \|\Sigma_p\|_2) & (A4)
  \end{cases} \quad (A2) \\
  K_t(z) &= \begin{cases} 
    \exp(-\alpha_t \|\Sigma_p\|_2) \gamma_t \mu_p & (B1) \\
    \exp(-\alpha_t \|\Sigma_p\|_2) \gamma_t \mu_p & (B2)
  \end{cases} \quad (B3)
\end{align*}
\] (12) (13)

for a consistent scale of uncertainty, only the position variance \( \Sigma_p \) is measured to estimate the uncertainty at the current state. The \( \alpha_s, \alpha_t \in \mathbb{R}_{\geq 0} \) are the tunable parameter for uncertainty-awareness; the \( \gamma_t \in \mathbb{R}_{>0} \) is the sensitivity to the velocity, which usually set as the ratio of the control's feasible upper bound to the agent's max velocity to prevent over translating; the \( \beta_s \) is the minimum value of scaling. Fig[2] illustrates the scaling and translating mechanism.

By tuning the uncertainty-awareness \( \alpha_s \) and \( \alpha_t \), agent’s exploration cautiousness is adjusted. For instance, contact-safe control limits disabled with \( \alpha_s, \alpha_t = 0 \), or enabled with excessive uncertainty-awareness \( \ln \alpha_s, \ln \alpha_t = 10 \). Fig. [3] exemplifies the relationship between the state \( z \) and the \( K_s(\cdot), K_t(\cdot) \), with \( \beta_s, \gamma_t = 0.2 \). Note that the translating is active only if \( \mu_p \neq 0 \) under certain level of uncertainty.

4) Ahead Control Planning for Delay Compensation:
The MBRL framework we applied in our previous work, SCP-MPC [15], suffers from the inconsistent active control signal between states of each time step. The inconsistency further impacts on the accuracy of the LGM dynamics. To alleviate the inconsistency, similar to the parallel MPC workflow [33], we introduce a one-step-ahead pMPC control planning. At each time step \( t \), we exploit an one-step state prediction \( \tilde{z}_{t+1} = f_{\tilde{d}}(\tilde{z}_t) \) and the pMPC plans for the optimal one-step-ahead control \( u_{t+1} \) based on the predicted state \( \tilde{z}_{t+1} \). The ahead predictions compensates the delay between observing \( z_t \) and operating \( u_t \), resulting a consistent control between \( z_t \) and \( z_{t+1} \). Fig. [4] There are three benefits of applying the ahead prediction. First, increased consistency between states. Second, the control frequency is increased since the pausing after operating control is no longer needed. Third, the variances of the predicted state \( \tilde{z}_{t+1} \) estimates the uncertainty of the following state \( z_{t+1} \), which can be utilized in control limits handling.

5) Summary:
Algorithm [1] summarizes the contact-safe MBRL. First, the deterministic reformulated system dynamics allow us to associate the pMPC control limits with the state’s uncertainty in principle way. Next, we designed the control limits function with a tunable uncertainty-awareness to meet the two safe-characteristics. Finally, ahead control planning is added to the framework to compensate for the control delay.
Scooping task with real 4-DoF arm.

Algorithm 1: Contact-safe MBRL

Initial Input
- Number of trial: $N_{trial}$
- Rollout length: $L_{rollout}$
- Empty sample set: $(\tilde{Z}, \tilde{Y})$
- pMPC horizon: $H$
- Long-term loss: $L_d$, Immediate loss: $\ell_d$
- Awareness parameters: $\alpha_s, \alpha_t$

# Generate a scratch LGM model

# MBRL process

for $i = 1, 2, ..., N_{trial}$ do

| Step $i$ | Step $i + 1$ |
|----------|--------------|
| Read $z_i$ | Read $z_{i+1}$ |
| $u_i$ active | $u_{i+1}$ active |
| Plan $\hat{u}_i$ | Plan $\hat{u}_{i+1}$ |
| Operate $\hat{u}_i$ | Operate $\hat{u}_{i+1}$ |
| Pause $\Delta t$ | Pause $\Delta t$ |

# Ahead pMPC planning with Eq.(9)

$z_1 = \text{ObserveState}()$

$u^* = \arg\min_u L_d(z_1, H, f_d, \ell_d, \alpha_s, \alpha_t)$

for $j = 1, 2, ..., L_{rollout}$ do

$z_j = \text{ObserveState}()$

Operate($u^*(1)$)

$\hat{z}_j = [z_j, u^*]$  # Ahead pMPC planning with Eq.(9)

$\hat{z}_{j+1} = f_d(\hat{z}_j)$

$u^* = \arg\min_u L_d(\hat{z}_{j+1}, H, f_d, \ell_d, \alpha_s, \alpha_t)$

$y_j = \text{ObserveState}()$

$\hat{Z} = \{\hat{Z}, \hat{z}_j\}$, $Y = \{Y, y_j\}$  # Update LGM model

$f_d \leftarrow \text{trainLGM}(\hat{Z}, Y)$

V. Experimental Evaluation

A. Overall Definition

We conducted experiments in both simulated and real-robot arm with HEBI robotics’ hardware, Fig. 5. The simulation results demonstrate the effectiveness of contact-safe MBRL with comprehensive analysis under various awareness settings. The real-robot experiments demonstrate the real-world potential of the contact-safe MBRL with two kitchen tasks, mixing and scooping tasks.

Due to the periodic nature of robot’s rotational joint, the position and velocity are defined as: $p := [\sin \Theta^T, \cos \Theta^T]^T$, $\dot{p} := \dot{\Theta}$, where $\Theta = [\theta_1, ..., \theta_k]^T$ denotes the rotational position of a $k$-Degree-of-Freedom (DoF) robot. Also, to achieve smooth movements, joint’s velocities are used as the command-space, with a discrete acceleration $u = \Delta \dot{p} / \Delta t$ as the control-space for the pMPC. Specifically, given an optimal control signal $u_t$, the velocity commands $c_t$ are sent to the robot: $c_t = p_t + u_t$.

Both simulated and real robots tasks aims to learn the robot’s dynamics from scratch while attempting to perform the intended robotic task by tracking a provided hint, the world-space reference trajectories of performing each task. To encourage the robot to fulfill the objective, we designed the loss function to judge the robot as follow:

$$\ell_d (z) = k_s \|s^{ref} - s\|^2 + k_o \|o^{ref} - o\|^2$$  \(14\)

where $s^{ref}, o^{ref}$ are the reference position and orientation in the world-space. $k_s, k_o \in \mathbb{R}_{>0}$ are the corresponding weighting value. $s, o$ are the robot’s end-effector position and orientation in the world-space, calculated through forward kinematics with joint positions obtained from the state $z$ via Euler equation: $\Theta = \text{Re} [-i (\mu_{cos} \Theta + i \mu_{sin} \Theta)]$. Note that the design of immediate loss function $\ell_d$ does not contains any control-related term, where the uncertainty-aware control limits contribute to all behavior changes. In the followings, the weighting values are set to $k_s, k_o = 1.0$, and the tracking error is defined as $\|s^{ref} - s\|^2$.

All experiments share the following parameters: number of features $M = 65$, pMPC horizon $H = 3$, $\beta_s = 0.3$, $\gamma_t = 0.2$, $[u_{min}, u_{max}] = [-0.2, 0.2]$ rad/s.

B. Simulation Experiment

1) Simulator Setup

We setup up a particle-mixing task performed by a simple two-DoF simulated HEBI arm, with a total arm length of 0.65m and a cylinder-shaped stirring stick attached to the end-effector of the arm (Fig. 5 left). The stick is 2cm in diameter and 50cm in length, where a virtual force sensor is attached to measure the force between the arm and the stick during the mixing. A 24cm diameter round bowl is placed below the arm, filled with 900 particles in three-centimeter diameters and 0.01kg mass each. The reference trajectory follows a circulating pattern with a ten-centimeter diameter and a five-second period. The learning process contains 12 trials, 100 rollouts each with 0.1 second duration.
2) Overall Result:

This section demonstrates the tunability and effectiveness of the contact-safe MBRL in the sense of contact-safe and learning efficiency. We conducted 20 individual experiments with all combination of the following uncertainty-awareness settings: \([\alpha_s = 0, \ln \alpha_s = 6, \ln \alpha_s = 9]\) and \([\alpha_t = 0, \ln \alpha_t = 6, \ln \alpha_t = 9]\). For each combination, we calculate the followings: 1) Average tracking error at each trial over 20 experiments to demonstrate the effect onto the learning efficiency. 2) Collect the top 3%, 5%, 10% measured force on the stick and average over 20 experiments to demonstrate general effect of contact-safe MBRL in reducing the contacts’ intensiveness.

Fig. 6 demonstrates the effectiveness of the contact-safe MBRL. Being overly conservative, combinations with the setting of \(\ln \alpha_s = 9\) failed to acquire the task because the scaling factor \(K_s(\cdot)\) stays low although adequate samples. All other combinations acquired the task at a similar learning efficiency. Comparing the max measured forces, by increasing the value of \(\alpha_s\) or \(\alpha_t\), the contact-safe MBRL significantly reduced the contacts’ force. Specifically for this task, combinations of \(\{\ln \alpha_s = 6, \ln \alpha_t = 6\}\) and \(\{\ln \alpha_s = 6, \ln \alpha_t = 9\}\) acquired acquired the task at a similar learning efficiency to others while significantly reduced the contact intensiveness. This result exemplifies the tunability in uncertainty-awareness of the contact-safe MBRL.

3) Individual Result:

We selected individual results from the following settings to demonstrate the effect of the contact-safe MBRL, Fig 7, effect of translating only with settings: \(\ln \alpha_s = 6, 9\); effect of scaling only with settings: \(\ln \alpha_s = 6, 9\); effect of combination: \(\{\ln \alpha_s = 6, \ln \alpha_t = 6\}\).

In settings (1,2,3), increasing the \(\alpha_t\) effectively reduces the edge approaching velocity, Fig. 7-A. However, the significant decrease in velocity while contacting the edge reduces the effect of control limits translating (Fig. 8 upper). Consequently, without scaling, intensive contacts may occur despite its lower approaching velocity, Fig. 7-B. Next, settings (4,5) disabled the control limits translating. As shown in Fig. 6, the setting (5)’s conservative behavior failed the task acquisition. The setting (4) emphasizes the essence of the safe-characteristic (B) by its result that, without translating, the robot’s ability of reducing its momentum is limited in while uncertainty increases (Fig. 8 lower). Consequently, the setting (4) result in intensive contacts, Fig. 7-C. By enabling both scaling and translating, the setting (6) acquired the task at a much lower overall contact forces with its capability of exploring contacts safely, Fig. 7-D.

Although the setting (6) shows a relatively smaller exploration coverage, our approach does not discourage the robot from exploring new areas but encourages the robot to explore it safely. As a result, with the contact-safe MBRL, the robot can safely expand its knowledge converge until it could perform the intended robotic task.

C. Real Robot Experiment

The real-robot experiment contains two tasks: mixing task to verify the real-world performance from simulation results, and scooping task to demonstrate the potential of the proposed method at a larger scale(Fig. 5 middle, right). Both task is conducted with contact-safe control limits disabled \(\{\alpha_s = 0, \alpha_t = 0\}\), and enabled \(\{\ln \alpha_s = 5, \ln \alpha_t = 5\}\). The mixing task result is compared in following perspectives: learning efficiency, measured joint torques, environments after task acquisition. For scooping task, we only shows the environment difference after task acquired as a example of applying the contact-safe MBRL at a larger scale.

1) Mixing Task with Two-DoF Arm Configuration:

Task setup: A similar configuration in simulation is set for the real-robot mixing task with HEBI hardware. The 24cm diameter bowl measures is filled with straw cut pieces, imitating a cooking ingredient of medium viscosity. The
Fig. 7: Stick force (upper) and velocity (lower) analysis under various awareness settings through 12 trials. The figure is drawn in top view with bowl boundary (black solid line) and reference mixing trajectory (black dashed line). Color difference indicates the max value observed at each location in the bowl. (1): base-line MBRL without uncertainty-aware control limits; uncertainty-aware control limits with (2,3): scaling disabled, (4,5): translating disabled, and (6): the best combination setting.

Fig. 8: Control limits changing (upper) with and without scaling, and (lower) with and without translating.

Fig. 9: (Upper) Average tracking error and (lower) average and max(△) measured torques through trials. (Mixing task) reference trajectory follows a circulating pattern with a ten-centimeter diameter and a three-second period. The learning process contains 15 trials, 100 rollouts each with 0.1 second duration.

Results: Under intensive contacts, measured joint torques from the actuator feedbacks will also increase. Therefore, we collect joint torques during the MBRL process to compare the contacts’ intensiveness. Under the setting \{ln α_s, ln α_t = 5\}, our approach shows similar results to the simulation that contact forces are significantly reduced (Fig. 9: lower), while minimum compromises in learning efficiency (Fig. 9: upper). Also, judging the number of straws scattered in the environment during the learning process, the system with \{ln α_s, ln α_t = 5\} results in fewer straws scattered to the environment, Fig. 10, which verifies the reducing in contact intensiveness with our approach.

2) Scooping Task with Four-DoF Arm Configuration:

Task setup: The scooping task comprises a four-DoF arm with a spoon attached to the end-effector and two bowls, one is filled with straw cuts, and another is initially empty. The reference trajectory is a series of world-space spoon’s position, and orientation that scoops and transport straws. This experiment demonstrates how our approach changes the learning behavior at a larger workspace. The learning process contains 40 trials, 65 rollouts each with 0.2 second duration.

Results: Both settings achieved over six success scoops within 40 trials with a very similar pattern in reducing measured torques shown in Fig 9: lower. For the sake of spacing, here we only show the environment results. After six success scoops that transport straws to the target bowl, judging by the number of straws scattered to the environment, the contact-safe MBRL significantly reduces the intensiveness of the learning process, Fig. 10. This result verifies the behavior adjusting ability with the proposed contact-safe MBRL at a larger scale. The learning process of these two settings is shown in the attached video.
with evidence shown in the result, this work presents the contact-safe MBRL that significantly reduces contacts’ intensiveness of the learning process by utilizing the uncertainty information. Since the control limits function is independently designed apart from the learning algorithm, one can redefine such function to meet different behaviors for different purposes. Given its flexibility, and the rich information lies in uncertainties, exploring its possibilities are also one of the pivotal plans in our future road map.

VI. DISCUSSIONS AND FUTURE WORK

With evidence shown in the result, this work presents the contact-safe MBRL that significantly reduces contacts’ intensiveness of the learning process by utilizing the uncertainty information. Since the control limits function is independently designed apart from the learning algorithm, one can redefine such function to meet different behaviors for different purposes. Given its flexibility, and the rich information lies in uncertainties, exploring its possibilities are also one of the pivotal plans in our future road map.
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