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Abstract—Widespread adoption of MOOCs got researchers interest to support learners in their learning process. However, most of provided courses are teacher-centered approach rather than learner-centered approach. One of the possible solutions to enhance the learning process is to enable learner to learn a course that achieve a number of Intended Learning Outcomes (ILOs). Therefore, the main goal of this research work is to propose an approach for adapting MOOCs learning materials based on ILOs using classification algorithm namely Naïve Bayesian algorithm. Furthermore, the proposed approach considered the pedagogical aspects by generating a learning path based on the pedagogical relationship between learning concepts which are mapped to learning materials. As a result, the learner will be able to follow a course generated automatically based on selected ILOs and pedagogical relationships. To validate the proposed approach, a prototype has been developed and the effectiveness of the adopted technique has been validated using a precision-recall indicator. The results were promising as the precision-recall indicators provided interesting results in the classification process.
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1 Introduction

A number of the most famous universities like Stanford, MIT, and Harvard universities started offering a series of courses using open and free web-based platforms. The offered courses are so-called Massive Open Online Courses (MOOCs). Currently, a number of famous MOOCs platforms such as edX, Coursera, Udacity and FutureLearn are offering a wide range of courses related to different domains. According to a MOOCs report [1], the number available online courses has increased from around 100 MOOCs in 2012 to almost 6,850 MOOCs in 2016 from over 700 universities. This interest in MOOCs by high ranked university is due to a number of features [2] such as Scalability: where MOOCs are open access to a large number of
learners around the world at the same time, Accessibility: so that learners can access learning materials in flexible way, and Openness: which means that MOOC provides courses to learners without being limited to the place and time.

Despite the widespread use of MOOCs in different universities, there are number of aspects that still need enhancements and improvements [3]. Among the aspects that needs improvements, MOOCs have a wide range of learning materials with different formats such as video, PDF, slideshows, etc. and different levels (beginner, intermediate, advanced). Such richness of learning resources can lead to overwhelming the learners and make it difficult to them to focus on a specific course [4]. Furthermore, there are a large number of learners who have different knowledge level, backgrounds, and preferences. Therefore, the solution of one size fits all can be difficult to meet the learners’ needs and expectations [5]. Also, it is highlighted in [6] that the low completion rate is considered as an important issue that get researchers’ interest. This low rate is because of the students are less engaged with the learning materials of the provided MOOCs. That can be because either the learning materials are so easy or too difficult for learners to follow the course. Accordingly, the students become demotivated and they have negative attitude to complete the whole course in MOOCs.

Previous drawbacks have led the researchers to propose different solutions. Among the proposed solutions and a way to diminish previous obstacles is to personalize learning materials and deliver them adaptively based on learner’s knowledge level, preferences, learning outcomes [7], [8]. However, most of the proposed approaches and frameworks in literature body are depending on supporting learner with learning materials based on learners’ characteristics, progress or based on learning styles. There are a limited number of studies related to considering learning outcomes in the process of selecting and delivering learning materials to MOOCs’ learners [9].

The aforementioned limitations are considered as a motivation for conducting this research work. Therefore, this study aims at proposing a solution by considering both classification techniques from data mining to provide suitable learning materials for the learners in the context of MOOCs and the adaptation techniques from hypermedia. In particular, this research proposes a novel hybrid approach for MOOCs to adapt course contents and materials based on Intended Learning Outcomes (ILOs). This is done by considering two aspects. First, it classifies learning materials by exploiting the Naïve Bayesian classifier technique to match them with ILOs. Second, it delivers learning materials using adaptation techniques from adaptive hypermedia domain to generate a learning path to be followed by the learner in a specific course.

This research is considered important from different perspectives. First, learner will be able to follow customized course’s learning materials so that they will be able to achieve specific learning outcomes instead of following too difficult or too easy courses. Another important aspect is that different companies will be able to upskills their employees by enabling them to follow courses based on learning outcomes, goals and objectives [10].

The rest of the paper is organized as follows: Section 2 present a state-of-the-art related work that covers topics related to this research such as learning outcomes and adaptation in MOOCs. Section 3 presents the compiled research questions and the
research methodology. After that, section 4 describes the general overview of proposed system as well as the different phases to provide adaptive MOOC. Also, it presents the developed prototype of the proposed approach. Section 5 illustrates and discusses the experiment that have been conducted to evaluate the proposed solution using precision and recall. Finally, section 6 concludes the article, presents a number of limitations related to this work, and directs researchers to future work pointers.

2 Related Work

Learning Outcome (LO) is a statement that are used to clarify what learner should know and understand by the end of a course. There are different definitions for learning outcomes. For instance, the European Qualification Framework1 defined it as “statements of what a learner knows, understands and is able to do on completion of a learning process, which are defined in terms of knowledge, skills, and competence”. Other definition considered learning outcomes as a set of sentences that determine what the learner wants to achieve after success completing study the course content [11].

Recently, a limited number of efforts have been made to exploit the learning outcomes in the process of retrieving learning materials in the context of online open learning resources [9]. For instance, researchers [7], proposed a prototype called “moocrank” to enable the learner exploring a number of recommended MOOCs based on the learning outcomes. However, the proposed solution recommends a number of courses to be followed based on ILOs rather than generating a course with learning materials that help the learner to achieve the ILOs. Another interesting work proposed by [12] which provided adaptive assessments in MOOCs based on learner objectives. However, the proposed work is focusing on exams and questions rather than delivering learning materials of a course adaptively.

Concerning adaptation in MOOCs, researchers [13] indicated that adaptive MOOCs can be considered as intelligent systems capable of adapting content and presentation to each learner according to their needs, objectives and interests. The adaptation process is normally performed based on the learner decisions and adaptive engine which adapts the learning materials and resources according to learner model. In this context, it is necessary to mention here that the machine learning techniques are one of the most important techniques applied in intelligent systems. Furthermore, a number of machine learning algorithms are applied in the online adaptive MOOCs domain to analyze vast amounts of complex data as well as extract information in order to enable learner to acquire knowledge. More comprehensive reviewed work

1 http://ec.europa.eu/eqf/terms_en.htm
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related to providing adaptation in MOOCs using machine learning algorithms can be found in [14]–[17].

Among the different machine learning techniques, Naïve Bayesian algorithm is considered as one of the common techniques that has been explored in different domains. The reason behind the use of Naïve Bayesian Classifier technique in this research is that it is easy to construct, relatively strong, fast and far from using complex repetitive variables which making it a beneficial model for large datasets [18]. Moreover, the simplicity and high precision distinguish it from other techniques. Furthermore, Naïve Bayesian technique is capable of performing the classification process in a way that surpasses most classification models such as boosted trees and random forests techniques. This makes it as an adopted algorithm in various contexts. For instance, it is used for document organization into one or more classes as email spam or not spam [19], text classification into categories [20], sentiment detection [21][22], management systems and medical diagnosis [23].

There is already a number of studies considered Naïve Bayesian algorithm in classification process in MOOCs. For instance, researchers in [18] tried to classify MOOCs video based on their metadata features such as length of video, rate, comments, etc. Two algorithms Decision tree J48 and Naïve Bayesian algorithms were used to perform the classification process. The results of both algorithms are analyzed and compared, and the Naïve Bayesian algorithm was found more effective than Decision tree J48 algorithm to classify MOOCs videos based on their metadata. Other researchers [24] used the Naive Bayes classifier technique to identify and adapt knowledge level of learner's in online test systems, and then determine the learner's actual ability and their competence based on performance analysis in online courses learning process. However, to the best of our knowledge, there is no work conducted to utilize Naïve Bayesian algorithm in classifying learning materials based on ILOs in MOOCs.

3 Research Methodology

This section presents the research goal and the research question of our research work. Next, the different research steps that have been conducted in this research work is explained in the research methodology subsection.

3.1 Research purpose and questions

The purpose of this research was to investigate the possibility of applying data mining algorithm in classifying learning materials based on related learning outcomes. Therefore, the identified research questions are as follow: the main research question is “How to facilitate the adaptation process in MOOCs for delivering suitable learning materials?” Accordingly, there are two sub research questions

“How to utilize the Naïve Bayesian Algorithm in delivering learning materials based on intended learning outcomes?”
“How to consider pedagogical relationships between learning concepts in delivering adaptive learning materials in the context of MOOCs based on intended learning outcomes?”

To answer the formulated research questions, a research methodology was adopted. Next subsection explains the different research steps that have been conducted.

3.2 Research methodology

This research work emphasizes on the improvement of learning experience in MOOCs by delivering learning materials that are suitable for learners. The difficulty of delivering learning materials that fit learners need, knowledge level, etc. in MOOCs can be considered as one of the major barriers to enhance the learning process. Therefore, this research conducted a number of scientific research steps to propose a valid solution for the formulated research problem.

Basically, the research approach is based on the Design Science Research Methodology (DSRM) [25]. Following DSRM, the research methodology includes five steps:

1. Problem identification and motivation which are realized after explorative study
2. Delineate the objectives of a solution. The objectives are established by first understanding the current attempts in providing adaptation to the learning materials in MOOCs using data mining algorithms and specifying how different adaptation techniques were incorporated in such learning environments
3. Design and development of the solution. After conducting the previous two steps, insight on how to cooperate the learning outcomes in the adaptation process was realized. Accordingly, a conceptual framework as well as prototype for validating the proposed framework were implemented
4. Demonstration was conducted by collecting a dataset which is used by a prototype of the proposed framework to show results of classification using Naïve Bayesian classifier technique
5. Evaluation step of the effectiveness of the proposed system was evaluated based on how the classification process was accurate in mapping learning materials and ILOs. After that, obtained results are communicated with peers for sharing purposes in international conferences and journals. Part of our work has been published in [4]. Furthermore, an iterative process to satisfy the ultimate objectives and goals is considered.

4 Overview of Proposed Adaptive MOOC

This section presents a general overview of the adaptive MOOC wherein adaptation is applied based on ILOs. After that, adaptation flow in the proposed framework is explained.
4.1 Adaptive MOOCs approach

To be able to deliver adaptive MOOCs, a number of conceptual models are considered in the proposed solution similar to adaptive hypermedia and hypertext [15], [26]. Accordingly, the different models that are required are as follow: the domain model, learner model, pedagogical model, and adaptation model. Moreover, a number of repositories are also required to store different information related to learning resources and learning outcomes. Finally, adaptive engine is required to realize the different actions and tasks such as selecting learning resources, defining the learning path, etc. Next is explanation about the role of the different models, repositories and adaptive engine in the proposed adaptation approach.

The domain model is mainly used to maintain different information related to learning concepts that will be covered in specific course. Each learning concept has a relationship like is-a or part-of. Such relationships can be used to specify the different learning materials. Learning materials are stored in a specific repository. Also, each learning concept is mapped to at least one ILO stored in the corresponding repository. Each ILO has one to many relationships with other learning concepts. The main goal of mapping learning concepts and ILOs is twofold. First, it will be used to annotate an ILO as completed if the learner was able to acquire the required knowledge about learning concepts related to the ILO. Second, this will be used by the Naïve Bayesian algorithm for classification process to map ILOs with corresponding learning materials.

The learner model contains information about learner such as learner’s background, knowledge level, etc. Information maintained in the learner model can be categorized into two forms:

- Static data such as name, gender, age, etc., which can be filled in when the user create his profile
- Dynamic data such as learner preferences, skills, knowledge which will be updated during the learning process

Completed learning outcome is also one of the key elements of the learner model in our approach as it is required for providing adaptivity. However, generating learner model is out of the scope of this research work. For more details about learner modelling can be found in [27].

Pedagogical model is used to maintain the pedagogical relationships between the different learning concepts defined in domain model. For instance, prerequisite pedagogical relationship is used to prevent the learner from learning a new learning concepts until he acquires the required knowledge level of prerequisite learning concept. In general, pedagogical relationships define the learning path which is the sequence on which the learning concepts should be mastered in a course.

Adaptation model is used to realize the adaptation process based on defined adaptation rules in a form of “IF-THEN” rules. Therefore, based on satisfying conditional part of the rule, action part will be performed using the adaptive engine. Similar approach of adaptation can be found in [12], [28]. The adaptation rules are realized in two phases:
First phase uses adaptation rules to identify the different learning concepts that are related to an ILO. For instance, a rule can be defined as IF ILO-X is selected THEN add all related learning concepts to the list of learning concepts that should be acquired during the learning process of a course.

Second phase uses adaptation rules to select resources that are related to learning concepts using Bayesian Knowledge Tracing algorithm. The output of this phase is delivering learning resources, guidance towards related learning resources and arrange learning resources according to the appropriateness for the learner.

Finally, the adaptive engine is used to execute the predefined adaptation rules in the adaptation model. As a result of executing the adaptation rules, the adaptive engine is responsible for send the required updates such as inserting new learning material, update learning path, inserting quizzes, etc. to the client side. At the same time, a monitoring component (in the client side) is used to record the learner’s activities such as exploring learning materials and exercises results. Recorded data will be sent to the adaptive engine. As a result, the adaptive engine will update the learner model based on the predefined pedagogical relationships between learning concepts (from pedagogical model). Furthermore, the adaptive engine will allow the learner to move to next learning materials depending on pedagogical relationships between learning concepts.

In conclusion, the proposed conceptual model framework expresses different aspects to perform adaptivity to course’s learning materials, learning path, navigation and presentation. More details, about the proposed conceptual framework and its requirements and characteristics can be found in [4].

Next subsection explains the adaptation workflow for the proposed solution. The case study, which is presented in the different steps, considers a student who is trying to study an algorithm course.

4.2 Adaptation workflow

This subsection gives an overview of the different steps performed by the developed prototype to enable the learner to follow adaptive MOOC course. To be able to understand the adaptation flow in the proposed approach, a learning scenario explains how adaptation can happen inside adaptive MOOC course. Therefore, each step in the proposed solution will be explained with examples.

However, before start explaining the different steps in the proposed approach, it is important to mention that since our work is mainly depending on supporting learner-oriented approach, the ILOs, which are selected by the learners themselves for learning a specific topic or course, are considered as a criterion for automatically generating course with corresponding learning materials. Another important aspect to be mentioned is that both adaptation rules and pedagogical relationships between the different learning concepts are defined by the expert too. However, this issue is discussed in the limitation section.

Figure 1 shows the sequence of the steps that take actions in the proposed prototype to support learner with adaptive learning materials based on selected ILOs
in MOOCs. Each step was given a number starting from 1 till 13. The explanation of steps is distributed over the following subsections.

**Selecting learning style and ILOs:** As a starting point, the learner will be able to select his learning style such as reading from slides and PDFs, viewing videos, etc. and the course subject that he would like to learn about (*step 1 and step 2*). After that a list of related ILOs, that are stored in the ILOs repository and related to the course subject, will be displayed to be selected.

**Automatic mapping between ILOs and learning materials:** After identifying all learning concepts and their associated learning materials, the utilization of the Naïve Bayesian algorithm is started (*step 5*) by using two lists: the first list is related to the learning concepts that are identified out of the ILOs which are stored in the ILOs repository and the second list is related to the course subject that the learner is interested in. The implementation of the Naïve Bayesian algorithm is based on the following rules: If ILO “Explain the major algorithms for spanning trees including Prime's Minimum and Kruskal's Minimum spanning tree algorithm” is selected THEN Add all associated learning concepts (learning_concept_1: Prims minimum spanning tree algorithm and learning_concept_2: Kruskals minimum spanning tree algorithm) to the list of learning concepts that should be acquired during the learning of the generated course. As mentioned earlier, the generated course for a specific learner can be different than other learner depending on the selected ILOs.
repository and the second list is related to the ILOs that are identified out of the learning materials that are stored in learning materials repository. After that the Naïve Bayesian algorithm classifies all available learning materials into classes during the training phase. Then, it calculates all posterior probabilities for each learning concept in each class during the testing phase. As a result, the learning materials class with the highest posterior probability value for each learning concept will be returned so that the learning materials in this class are presented for the learner to be explored.

To understand how the adopted algorithm works, a pseudo code is presented. After that an explanation of each step in the pseudo code is shown with example.

The following pseudo code shows the Naïve Bayesian classifier algorithm [29]:

- Given training dataset X which consists of learning concepts belonging to different classes A and B.
- Calculate the prior probability of class A= number of learning concepts of class A / total number of learning concepts.
- Calculate the prior probability of class B= number of learning concepts of class B / total number of learning concepts.

Find \( n_i \), the total number of learning concepts frequency of each class.

- \( n_a \) = the total number of learning concept frequency of class A.
- \( n_b \) = the total number of learning concept frequency of class B.

Find conditional probability of learning concept occurrence given a class.

- \( P(X_1 / \text{class A}) = \text{learning concept count} / n_i (A) \)
- \( P(X_1 / \text{class B}) = \text{learning concept count} / n_i (B) \)
- \( P(X_2 / \text{class A}) = \text{learning concept count} / n_i (A) \)
- \( P(X_2 / \text{class B}) = \text{learning concept count} / n_i (B) \)

Avoid zero frequency problems by applying uniform distribution.

Classify a new learning concept \( X \) based on the probability \( P(X/C) \).

- Find \( P(\text{Class A} / X) = P( \text{Class A} ) * P(X_1 / \text{class A}) * P(X_2 / \text{class A}) \ldots P(X_n / \text{class A}) \).
- Find \( P(\text{Class B} / X) = P( \text{Class B} ) * P(X_1 / \text{class B}) * P(X_2 / \text{class B}) \ldots P(X_n / \text{class B}) \).

Assign learning concept to the class that has higher probability.

In general, given the learning concept classes \( C_k \) and a set of learning material \( X_i \) are represented by a vector \( X_i = (x_1, x_2, \ldots, x_n) \) to a number \( n \) of learning materials. By using the Baye’s theorem, the equation of conditional probability can be formulated as follow:

\[
P(C_k | x_i) = \frac{P(C_k)P(x_i | C_k)}{P(x_i)} \quad (1)
\]

Where:

- \( P(C_k | x_i) \) is the posterior probability of learning concept class (target) given learning concept (feature).
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- $P(C_K)$ is the prior probability of learning concept class.
- $P(x_i|C_K)$ is the likelihood which is the probability of learning concept given learning concept class.
- $P(x_i)$ is the prior probability of learning concept.

The following example illustrates the Naive Bayesian classifier algorithm. As indicated, given the learning materials classes (Introduction Class, MergeSort Class, QuickSort Class, Heaps Class, Hash Tables Class, Bloom Filters Class, etc.) and a set of learning concepts (MergeSort, QuickSort) will be classified. A list of learning concepts, which are related to the ILOs, are considered as an input for the algorithm. These inputs are divided into tokens in a process called tokenization process so that each token refers to a single word. After that, the resulting tokens are entered into the training phase of Naive Bayesian algorithm with the learning materials classes. In the Naive Bayesian testing phase, to determine any learning materials class associated with learning concept "MergeSort", initially, the frequency of learning concepts in each learning materials class are calculated as shown in Table 1.

### Table 1. Learning Concepts Frequencies

|     | $x_1$ | $x_2$ |
|-----|-------|-------|
|     | MergeSort | QuickSort |
| $c_1$ | Introduction Class | 5 times | 3 times |
| $c_2$ | MergeSort Class | 20 times | 6 times |
| $c_3$ | QuickSort Class | 10 times | 15 times |
| $c_4$ | Heaps Class | 3 times | 0 times |
|     | 38 times | 24 times |

The likelihood of the learning concepts in each learning material class are calculated as shown in the Table 2.

### Table 2. Likelihood Table for Two Learning Concepts

|     | $x_1$ | $x_2$ |
|-----|-------|-------|
|     | MergeSort | QuickSort |
| $c_1$ | Introduction Class | 5 / 38 | 3 / 24 | 8 / 62 |
| $c_2$ | MergeSort Class | 20 / 38 | 6 / 24 | 26 / 62 |
| $c_3$ | QuickSort Class | 10 / 38 | 15 / 24 | 25 / 62 |
| $c_4$ | Heaps Class | 3 / 38 | 0 | 3 / 62 |
|     | 38 / 62 | 24 / 62 |

The prior probability of learning concept “MergeSort” is evaluated as follow: $P(x_1) = P(MergeSort) = 38 / 62 = 0.6129$. The posterior probability of learning concept class “Introduction Class” given learning concept “MergeSort” is evaluated as follow: $P(x_1|c_1) = P(MergeSort | Introduction Class) = 5 / 38 = 0.132$. Finally, the prior probability of learning concept class “Introduction Class” is evaluated as follow: $P(c_1) = P(Introduction Class) = 8 / 62 = 0.129$. 
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By using Baye’s theorem equation, the posterior probability of learning concept “MergeSort” to first learning materials class “IntroductionClass” is calculated as follows:

\[
P(c_1 | x_1) = P(\text{IntroductionClass} | \text{MergeSort}) = \frac{P(\text{IntroductionClass}) \cdot P(\text{MergeSort} | \text{IntroductionClass})}{P(\text{MergeSort})} = \frac{(0.129 \times 0.132)}{0.6129} = 0.02778.
\]

Accordingly, all previous calculations are repeated to calculate all posterior probabilities for each learning concept in each learning materials class. After that, the equation of the Naïve Bayesian Classifier is applied to return the Maximum posterior probability value, which refers to the learning materials class that are related to the learning concept (Step 6).

**Learning path generation:** After assigning learning materials that will be covered in the course, a learning path is generated based on the defined pedagogical relationships between the different learning concepts (Step 7, Step 8). Accordingly, the generated learning path defines the sequence in which the learner can start exploring the learning materials of the learning concepts. For instance, MergeSort is a prerequisite for Quicksort. From a pedagogical point of view, this means that the learner will not be able to learn Quicksort learning concept till he acquired knowledge about MergeSort learning concept. From implementation point of view, this means that the learning materials of the Quicksort learning concept will not be accessible until all learning materials of MergeSort learning concept have been completed and the learner passes the assigned quiz to MergeSort learning concept. Figure 2 shows a screenshot of the developed prototype to display the generated learning path that will be followed by the learner and it also shows how the prototype prevent learner from exploring learning materials that are related to MergeSort learning concept because of the prerequisite pedagogical relationship with Quicksort learning concept.

![Fig. 2. Generated learning path for following the course.](http://www.i-jet.org)
realized by updating Naïve Bayesian Algorithm to provide the learner with a list of three recommended learning materials that are also related to the learning concept which is currently explored by the learner.

Updates on Naïve Bayesian algorithm is done as follow. First, removing the learning materials class with the highest posterior probability value from the learning materials classes in training phase of the algorithm. Consequently, the algorithm does not retrieve the same learning materials that are related to the learning concept as a recommended resource. Second, the algorithm is recalled again with the updated classes. But here, the inputs to the algorithm will be the learning concept name and the name of the learning material that has been selected for reading by the learner.

Assessment aspects: To complete the learning process, the system offers assessments to evaluate the learner understanding of each learning concept after completing all learning materials that are associated with it (Step 11). Consequently, if the learner does not exceed the assessments threshold score, then the system represents the same learning materials that are related to the learning concept to be learned again (see Figure 3). It is important to mention here that the mapping between the assessments and the learning concepts is also done manually.

Fig. 3. Generated learning path for following the course

After completing assessments that are related to the currently explored learning concept successfully (Step 12), the system will check if the learner managed to master all learning concepts that are related to all selected ILOs (Step 13). If the learner completed all learning concepts, then he will be able to finish the course. Otherwise, the learner will be directed to explore the learning materials that are related to next learning concept. This is an iterative process which will be finished upon exploring all learning materials that are related to the list of learning concepts.

5 Evaluation Results and Discussion

This section describes the experiment that was performed to evaluate the effectiveness of the proposed system. The effectiveness of the proposed system is
evaluated based on accuracy aspects in specifying of relevance scores between (ILOs) and corresponding learning materials.

5.1 Experiment set-up

To test the effectiveness of the constructed classification model, a prototype was implemented using Java programming language 8, WEKA library, Net Beans IDE 8.0.1, SQL Navigator 6.2, Web application, using Java Server Faces (JSF), Oracle Database, Web server Glassfish 4. After developing the prototype, it was tested using a PC with core i3 CPU (2.5GHz) and (4 GB) RAM. The operating system is Windows 7.

Concerning datasets, a dataset of learning materials for a course were collected from Coursera MOOC platform. The course is called “Algorithms Design and Analysis”. The collected learning resources are composed of different learning materials formats such as video, PDF and slides, textual explanations, quizzes, exercises, etc. Concerning ILOs, a dataset consists of 48 different (ILOs) obtained from different courses syllabus related to algorithms design and analysis course. The datasets include also four courses covering two different subjects (data mining and algorithm design) with (1518) learning materials in different formats such as (.pdf, .mp4, .ppt). This is done for the purpose of having different learning resources to be classified by the developed prototype.

Then, after collecting required learning resources and ILOs, an expert reviewed the collected ILOs and learning materials to create a training dataset which includes a list ILOs and a list of their corresponding learning materials. Furthermore, the list of ILOs is used by the developed prototype to enable learners to select their ILOs.

5.2 Results and discussion

The performance of the classification model was measured in terms of number of both Precision (P) and Recall (R). Both are considered as indicators utilized to measure the quality of the obtained outcomes [30]:

\[
P = \frac{|\text{relevant LM}| \cap |\text{retrieved LM}|}{|\text{retrieved LM}|} \tag{2}
\]

\[
R = \frac{|\text{relevant LM}| \cap |\text{retrieved LM}|}{|\text{relevant LM}|} \tag{3}
\]

For instance, to calculate the Precision/Recall (P/R) indicators for the ILO “Explain the most important graph-processing problems”, the following steps were conducted:

- **First**, it calculates the number of learning resources that are relevant to the learning concept “Graphs and the contraction algorithms”, and their number was (39 learning materials).
Second, it calculates the number of learning resources that are retrieved to the same learning concept “Graphs and the contraction algorithms” by the system during the learning process, and their number was (44 learning materials).

Third, it calculates the number of learning materials relevant to the learning concept “Graphs and the contraction algorithms” and have been retrieved by the system during the learning process, the number of learning materials was (32 learning materials).

By applying the equations (2,3) mentioned above, the results of the indicators were as follow:

\[ P = \left(\frac{32}{44}\right) \times 100\% = 0.727 \times 100\% \cong 73\% \]

\[ R = \left(\frac{32}{39}\right) \times 100\% = 0.820 \times 100\% \cong 82\% \]

Similarly, the process is repeated to calculate the Precision and Recall(P/R) indicators for the remaining ILO’s. The following table clarifies results for three ILOs:

| ILOs                                      | P    | R    |
|-------------------------------------------|------|------|
| Explain the most important graph-processing problems | 73%  | 82%  |
| Explain the major algorithms for spanning trees including Prime’s Minimum and Kruskal’s Minimum spanning tree algorithm | 80%  | 88%  |
| Study and implement the Minimum spanning tree as an application to Clustering | 71%  | 86%  |

As seen in Table 3, it can be noted that the precision indicator results range between 71% and 80% percent while the results of the recall indicator range between 82% and 88% percent. This means that the Naive Bayesian is able to do its work in terms of retrieving the learning materials and recommending other learning resources based on selected (ILOs) almost effectively.

There are many previous studies that adopted the use of Naive Bayesian Classifier algorithm for the classification texts and documents. Also, the studies’ results indicated that obtained classified materials have a high accuracy and the algorithm had the ability to work in a way that surpasses the most advanced classification models such as boosted trees or random forests models (e.g.,[20], [19]-[31]) classifying learning materials based on Decision Tree algorithm [32]. However, a comparison between our work and previous mentioned research is not valid as they have been used in different contexts.

6 Conclusion and Limitations

This paper presents an approach to deliver adaptive MOOCs. The proposed solution consists of mapping learning materials with ILOs based on common learning concepts which are classified by utilizing the Naive Bayesian algorithm. As a proof of
concept, a prototype has been developed to classify learning materials using Naïve Bayesian algorithm and generate learning path based on pedagogical relationships between the different learning concepts. The experiment showed an appropriate classification between learning materials and ILOs according to the identified learning concepts. It revealed that a course can be generated with learning materials that are related to learning outcomes selected by a learner. This is done by classifying, using data mining algorithm called Naïve Bayesian, both learning materials and learning outcomes based on so-called learning concepts. After classification phase is done, assigning learning materials with highest percentage to different learning concepts was validated to create the course’s contents. After specifying which learning materials should be included in the course, a learning path is generated automatically by considering so called pedagogical relationships between the different learning concepts. For instance, learners will be able to explore some learning materials related to a learning concept after exploring learning materials that are related to the prerequisite learning concepts.

Concerning the limitations, it is important to mention that our proposed approach for adaptivity is an author driven approach. This means that the course’s author needs to define all possible adaptation techniques that can be applied to the course contents, presentation and navigation explicitly. Also, he needs to specify the pedagogical relationship manually. This can be considered as a disadvantage. However, supporting authors with usable and appropriate tools can lessen the workload required by the authors. It is also important to notice that this work does not consider the creation process of the learning resources and course contents as there are many available platforms and tools in the context of Open Educational Resources (OER) [33].

A future work is related to investigating the effectiveness of the proposed approach from pedagogical point of view by involving learners in the evaluation phase of the developed prototype. Since the adopted algorithm evaluated the learning materials, not the learner, it is quite important to consider the learners’ scores after exploring learning materials and conducting exams and quizzes. Scores can reflect the comprehension level of the learning concepts. In general, having good scores means the learner was able to understand the learning concepts and it proves the relevance between the classified learning materials and the learning concepts using our proposed solution. This can be considered as a motivation for the learner to continue the course and complete it. Accordingly, it will affect the dropout rate issue in MOOCs. Another future work will apply the proposed solution to other courses to determine the level of its compatibility and students’ trust [34].
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