Abstract—Federated learning (FL) allows the collaborative training of AI models without needing to share raw data. This capability makes it especially interesting for healthcare applications where patient and data privacy is of utmost concern. However, recent works on the inversion of deep neural networks from model gradients raised concerns about the security of FL in preventing the leakage of training data. In this work, we show that these attacks presented in the literature are impractical in FL use-cases where the clients’ training involves updating the Batch Normalization (BN) statistics and provide a new baseline attack that works for such scenarios. Furthermore, we present new ways to measure and visualize potential data leakage in FL. Our work is a step towards establishing reproducible methods of measuring data leakage in FL and could help determine the optimal tradeoffs between privacy-preserving techniques, such as differential privacy, and model accuracy based on quantifiable metrics.
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I. INTRODUCTION

FEDERATED learning (FL) allows the collaborative training of Artificial Intelligence (AI) models without the need to share raw data [1]. Participating client sites only share model weights or their updates with a centralized server and therefore, the underlying data privacy is being preserved [2]. This makes FL especially attractive for healthcare applications where patient privacy is of utmost concern. Several real-world applications of FL in medical imaging have shown its potential to improve the model performance and generalizability of AI models by allowing them to learn from large and diverse patient populations, which could include variations in scanner equipment and acquisition protocols, often spanning different countries, continents, and patient populations [3], [4], [5], [6], [7], [8]. FL has attracted a lot of attention from researchers [9], who study how to deal effectively with heterogeneous (or non-i.i.d.) data [9], [10], [11], address fairness and bias concerns [12], improve the efficiency of client-server communication [13], and more [10].

But how true is the assumption that FL preserves privacy? Several efforts have demonstrated the possibility of recovering the underlying training data (e.g., high-resolution images and corresponding labels) by exploiting shared model gradients (i.e., the model updates sent to the server during FL) [14], [15], [16]. This attack scenario, known as the “gradient inversion” attack, could happen on both the server- and client-side during FL training. In typical FL scenarios for healthcare, the server-side gradient inversion attack assumes that all the clients trust each other [1] while the server is “honest but curious” [17]. This means the server follows the FL procedure faithfully but might be compromised and attempts to reconstruct some raw data from the clients (see Fig. 1).

In the “cross-silo” scenario of FL [9], where an AI model is trained on a relatively small number of client sites with large amounts of data, one can assume that each client is running a relatively large number of training iterations on their local data before sending the model updates to the server. This is in contrast to the “cross-device” setting with many hundreds or thousands of clients, each with relatively small amounts of data, local compute resources, and unreliable network connections which might be dropping in and out at any time during training. In healthcare, there are different ways the data could be organized across institutes. In the so-called “horizontal” FL, each institute has data from different patients who share common attributes for a certain modeling task. On the other hand, “vertical” FL allows institutes which share a common set of patients but with different attributes to collaborate. For instance, blood work results and imaging data of the same patients could be possessed by two different participating institutes [18] but used to build a common AI model.

In this work, we consider the common horizontal FL setting in which the participating clients share model updates $\Delta W$, after training on their local data, to a central server that aggregates them, updates the global model, and sends back the updated global model to each client to continue the local training (see Fig. 1). This procedure is continued until the model converges. It is easy to see that this FL setting is equivalent to the well-known federated averaging (FedAvg) algorithm [2]. Although the raw training data is never shared in
FL, there is a concern that the shared model updates between the server and clients may still leak some training data [14]. While the server receives model updates from each client, a client computes model updates from the global models, consisting of updates from all clients, in different rounds of FL. We focus on the server-side gradient inversion attacks and investigate their applicability to FL in medical image classification scenarios. However, we note that the client-side gradient inversion could be treated in the same way but would involve the aggregation of more gradients from other clients.

We investigate the risks of data leakage in gradient inversion attacks in practical FL scenarios using a real-world FL system to record the model updates. Unlike previous efforts in this area [14, 16] which assume fixed Batch Normalization (BN) [19] statistics (i.e., evaluation mode), our work is the first to utilize model updates (i.e., gradients) that are generated by updating BN statistics during training, commonly known as “training mode” in frameworks like PyTorch or TensorFlow. Therefore, our work is directly applicable to FL use-cases where BN is used. Specifically, we propose a novel gradient inversion algorithm for estimating the running statistics of BN layers (i.e., running mean and variance) to match the gradient updates, and as a result, extract prior knowledge from intermediate feature distributions.

To further understand the risk of gradient inversion in FL, we propose several ways to measure and visualize the potential of data leakage. In addition, we introduce a comprehensive study of realistic FL scenarios consisting of clients training with different amounts of data, batch sizes, and different differential privacy settings and utilize them to evaluate our proposed gradient inversion attack. We use our findings to make recommendations for more secure and privacy-preserving FL settings.

Our work is inspired by recent advances in gradient inversion of deep neural networks, which also raised concerns about privacy in FL [14] and, especially for healthcare applications [16]. One of the earliest works on this topic was Deep Gradient Leakage (DLG) [20], which builds on the information of shared gradients for their inversion attack. The main idea of their proposed algorithm is to match the gradients from synthesized and real data. However, this approach has several drawbacks which limit its use in practical FL scenarios. First, it only works for low-resolution images (32 × 32 or 64 × 64). Second, it needs a second order optimizer (e.g., L-BFGS) for the reconstruction algorithm. Such an optimizer is computationally expensive and cannot be easily applied to scenarios with high-resolution images or larger batch sizes. The work by Geiping et al. [14] attempts to address these issues and aligns itself with a more practical FL scenario by proposing a cosine similarity loss function to match the synthesized and ground truth gradients. This work uses first-order based optimizers such as Adam to make it more suitable for high resolution images and larger batch sizes. Geiping et al. [14] showed also that high-resolution images could be reconstructed from model updates sent in FL from small batch sizes, with access to the model gradients for one training iteration. Most recently, Yin et al. [15] further improved the image fidelity and visual realism of gradient inverted reconstructions by matching fixed running statistics of BN layers. To effectively localize objects in the training images, they use different optimization seeds to simultaneously reconstruct several images that can be registered to a consensus image from all recovered images. Kaisiss et al. [16] applied the framework of Geiping et al. [14] to medical image classification scenarios and analyzed its applicability to reconstructing training images from FL clients. However, in their analysis, clients were trained only in the evaluation mode without updating the BN statistics, which is uncommon in modern deep learning [21, 22]. A related line of work focuses on the inversion of trained models [23], e.g., “DeepInversion” [24], but is less applicable to the partial inversion risk from gradients exchanged in FL which is the focus of our work. We summarize the key differences between these recent gradient and model inversion methods and our proposed algorithm in Table I.

Despite remarkable insights, one common assumption by prior work is the fixed BN statistics given the most common task of single-batch gradient inversion. However, in practical FL scenarios, such statistics vary inevitably when multiple batches are jointly used by a client within one training epoch for the weight update computation. As the gradient inversion problem is a second-order optimization by nature that relies on a static underlying forward pass, any shifts in BN statistics can result in accumulated errors across batches and baffle the efficacy of prior attacks, as we show later. This work makes the following novel contributions:

1) By carefully tracing the momentum mechanism behind BN updates, this work demonstrates the first successful attempt of gradient inversion in a multi-batch scenario with updated BN statistics by introducing an FL-specific BN loss.
2) A comprehensive analysis is provided as guidance to enhance FL security against gradient inversion attacks in both gray-scale and color image classification applications.
3) To the best of our knowledge, our work is the first to show how a gradient inversion attack might be successful when clients are sending model updates while updating their BN statistics.
4) We present new ways to measure and visualize potential data leakage in FL.

## II. METHODS

### A. Inversion Attacks

Today’s gradient inversion attacks follow a common principle. The main idea is to match the gradients between the trainable input data and real data. If the attack has access to the state of the global model $W$ and a client’s model update $W^*$, it can try to optimize the input image (usually randomly initialized or using a prior image) to produce a gradient that matches the observed model updates (see Figure 2).

### B. Practical Gradient Inversion Attack

Although previous efforts have shown the possibility of reconstructing training data by matching the gradients and...
Fig. 1. The server-side gradient inversion attack scenario in FL. In a typical FL setup for healthcare applications, $K$ participating sites (often hospitals or research institutions) keep their data locally while training a common global model. This model is distributed by a centralized federated server to initialize the current round $t$ of local training at each site. After the local training is completed, all sites or a subset of the sites send model updates $\Delta W^t_k$ with respect to the global model $W^t$ to the server, which aggregates them by performing a weighted average. The server then uses the aggregate to update the global model for the next round of FL ($t + 1$). This iterative procedure continues until convergence of the models. Here, $n_k$ and $n$ stand for the number of images at client $k$ and the total number of images across clients, respectively.

TABLE I

| Key Differences between Recent Model/Gradient Inversion Methods & Our New Inversion Algorithm and Their Applicability to Federated Learning (FL) and Batch Normalization (BN) |
|---|---|---|---|
| DeepInversion [24] | GradInversion [15] | CosGrad [14] | Epoch-wise Gradient Inversion (Ours) |
| **Goal** | **Input** | **Setup** | **Target** |
| Weights | Weights + Gradient | FL single-batch study | Image recovery from epoch-wise model updates |
| Data synthesis from trained weights (model inversion) | Image recovery from gradients of one batch | FL multi-batch study | Image recovery from epoch-wise model updates given multiple batches and momentum (new) |
| Data access limited applications | FL single-batch study | FL multi-batch study | BN layers allow image recovery from model updates with updated BN statistics even for epoch-wise averaging in “high risk” clients (new) |
| N.A. | N.A. | N.A. | Differential Privacy & Data leakage quantification (new) |
| **Method** | Weights encode dataset priors | Gradients encode private information via inversion | Image recovery from epoch-wise model updates in FL is possible when training without updating BN statistics |

Optimizing the randomly initialized input images, these attacks have been conducted in contrived settings. Prior methods simplified the attack scenario by sending model updates with fixed BN statistics. However, in realistic FL scenarios, these statistics change during training with multiple batches in an epoch before sending the updates to the server. Since the gradient inversion is formulated as a second-order optimization task, accumulation of error due to discrepancies in the estimation of BN statistics leads to sub-optimal solutions. As a result, matching the gradients in practical use cases is extremely difficult, if not impossible, when taking these considerations into account, especially when the training takes more than one local iteration. In this work, we study a real-world attack scenario in which the intercepted model updates from the clients are sent while updating the BN statistics.

In networks that leverage BN layers [19] in their architecture, during training, mini-batches of input data $x$ are first normalized by the batch-wise mean $\mu$ and variance $\sigma^2$ and transformed by an affinity mapping with trainable values $\beta$ and $\gamma$ according to $\frac{x - \mu(x)}{\sqrt{\sigma^2(x)} + \epsilon} \gamma + \beta$. Running statistics of $\mu$ and $\sigma$ are updated during training according to the momentum update rule [19]. These BN layers contain a strong prior in the forms of tracked running statistics of the training data and can be effectively leveraged in gradient-based attack scenarios. During evaluation (i.e., inference), the estimated running mean and variance are used in lieu of computing on-the-fly batch-wise statistics. However, previous efforts [14], [16], [20] have not taken into account the effect of running statistics in the BN layers and only utilized gradient updates that were sent by assuming fixed BN statistics. As a result, matching the gradient updates that are sent during the training phase is not possible since the running statistics from BN layers affect the gradient computation. In our attack scenario, we consider the server as “honest but curious” [17]. Hence all global models, configuration files, local model updates and training BN statistics that exist on the server or are exchanged between the server and client can be considered as compromised for a potential gradient inversion attack.
In each layer \( l \) of the attack network, we intercept gradients and compute gradients using \( L \) to match the client’s updates by minimizing the gradient matching loss. This effect is illustrated in Fig. 4 and Fig. 6 where we show the effect of the number of training images, batch size, and local iterations on the gradient inversion attack.

\[
\mathcal{L}_\text{grad} = \sum_{l} \|
\nabla_{W_k} L(\hat{x}_k, \hat{y}_k) - \nabla_{W_k} L(\hat{\mu}, \hat{\sigma}^2)\|_2.
\]

We account for image prior losses by minimizing \( \mathcal{L}_\text{prior} \), which includes total variation and \( L_2 \) norm losses [15]. Similar to [20], we jointly optimize the corresponding labels from a client’s data by using a trainable label \( \hat{y}_k \) and minimize a loss function such as cross-entropy that is used for supervising the classification networks. For initializing the trainable parameters, and without loss of generality, we initialize \( \hat{x}_k \) from a domain-specific prior (e.g., chest X-ray images) for faster convergence and avoiding sub-optimal solutions. At the same time, the attacked labels \( \hat{y}_k \) are randomly initialized from a uniform distribution in the interval 0 to 1.

\[
\mathcal{L}_\text{BN}(\hat{x}_k) = \sum_{l} \||\mu_l(\hat{x}_k) - \bar{\mu}_l||_2 + \sum_{l} ||\sigma^2_l(\hat{x}_k) - \bar{\sigma}^2_l||_2.
\]

**C. Differential Privacy (DP)**

Most commonly, DP mechanisms add some form of calibrated noise to the data in order to obfuscate the contributions of individual data entries, i.e., patients in healthcare applications [25]. There are many variations of how one can add this noise, like the Gaussian mechanism or Laplacian mechanism [26]. Other, more sophisticated methods like the sparse vector technique (SVT) combine the addition of noise with value clipping and/or removal of parts of the data [27]. DP has been successfully integrated into the training of deep neural networks [28], [29], [30] and used for FL applications [16], [31], [32], [33], [34]. DP can make strong guarantees about the theoretical effectiveness of protecting against individual privacy loss but is difficult to tune to keep the model accuracy at an acceptable level [35].

To reduce the risk of server-side gradient inversion in FL, we must protect the outgoing message (model update), not necessarily the local training itself. Therefore, FL applications of DP often follow an approach that adds noise to information (i.e., gradients) shared between participants of FL [31]. This approach has the added advantage that the differential privacy filter applied to model updates does not depend on the optimizer used for local training, and implementations of DP can be independent of the local learning algorithm. An alternative approach for general deep learning applications is “differentially private SGD” (DP-SGD), which uses an optimizer that applies noise at each
iteration of the training [28]. DP-SGD could be helpful in both centralized and FL scenarios as it reduces the risk of the model memorizing sensitive data [36], [37].

Our work intentionally utilizes a simple Gaussian mechanism to explore DP and to establish an upper bound for successful inversion attacks in the FL scenario. Our intention is to illustrate how simply adding Gaussian noise to the model updates can already reduce the success of the inversion attack but at the cost of decreasing model performance.

At each round of FL, we compute the qth percentile of the absolute model update values and multiply this value by \( \sigma_0 \), a tunable hyperparameter that can be specified by the user and controls the overall amount of noise added to the model updates. The resulting \( \sigma \) is then used to sample from a Gaussian distribution \( N(0, \sigma) \) with zero-mean. Therefore, the model updates become \( \Delta W = \Delta W + N(0, \sigma) \), where \( \sigma = \text{percentile}(\Delta W, q \cdot \sigma_0) \), before they are sent to the central server for aggregation. In our experiments, we use \( q = 95 \), which was chosen to reduce the impact of outliers in the gradient computation, which in turn would cause too high an amount of noise and hinder the model convergence.

As this DP protocol is applied locally on each client before the updates are sent to the server, this approach is commonly referred to as local DP [26]. In scenarios where only the protection against model inversion after FL training is of concern (e.g., when employing cryptographic techniques such as homomorphic encryption [38] to make the FL aggregation step itself secure against inversion), “global” or “central” DP could be utilized to protect against model inversion after training is completed [39].

We also evaluate the potential data leakage when clients apply DP-SGD as their local training method. DP-SGD clips the gradients during local training based on the maximum \( \ell_2 \) norm of the gradients and a noise multiplier \( \sigma_{dp} \) relative to the clipping norm value \( C_{dp} \) [40], see Fig. 9. Future work could explore alternative DP or gradient perturbation methods [31], [41] and how they impact the quality of inversion attacks and their impact on subsequent model inversion attacks.

D. Image Identifiability Precision

In this work, we use image identifiability precision (IIP) [15], which is designed for measuring the imagespecific features between the reconstructed images and original training data. In its original formulation, the metric is computed for a fixed number of randomly selected images (e.g., 256) by employing the gradient-inversion attacks for each batch of data. The deep feature embeddings of reconstructions, as well as the entire pool of training images are computed using a pretrained network (e.g., ResNet-18 trained on ImageNet). Furthermore, with a clustering algorithm (e.g., K-Nearest Neighbors), the closest training image in the feature embedding space (as measured by cosine similarity) of each reconstructed image is selected and fetched back as an exact match if it matches the original image. The IIP score is then computed as \( \text{IIP} = \frac{m}{N} \), where \( m \) is the number of unique exact matches according to the described procedure. Here, \( N \) denotes the size of the training pool (e.g., 256). In this work, we use a modified version of the IIP metric adjusted to the FL scenario in which the IIP score is computed for the entire training and validation images of all clients as opposed to the randomly selected samples. A reconstruction is counted as an exact match if the closest match originates from the attacked client. As a result, a diverse population of training images can be taken into consideration for IIP calculations to quantify data leakage.

III. RESULTS

A. FL Scenario

We simulate eight clients using different numbers of training images and local batch sizes in a cross-silo FL scenario with horizontal data partitioning for a chest X-ray image classification task. Each client trains an ImageNet-pretrained [42] ResNet-18 [21] for one epoch per round using a stochastic gradient descent (SGD) optimizer without momentum and a step-wise learning rate decay by a factor of 0.1 at every 40 rounds before sending model updates to the server for a total of 100 rounds. We study the gradient inversion attacks in both gray-scale and color image classification applications using two datasets, A and B. Dataset A consists of publicly available chest X-ray images from normal patients and patients who tested positive for COVID-19 [43], [44]. As input prior, we compute a mean image from a different publicly available dataset, namely the ChestX-ray14 dataset [45]. Dataset B consists of publicly available color fundus images from the Rotterdam EyePACS AIROG train set [46]. The input prior for experiments using dataset B was generated by computing the mean image over images available through the ODIR-2019 challenge. The data used for training, validation, and testing data for both datasets is available online.\(^1\) Table II shows a summary of the local training batch size and number of training images that were used for each client. Each client has its own validation set of 200 cases that will be used to select the best global model based on the average validation accuracy. The selected global model is finally evaluated on the testing set. Except for client 9, each client training set contains the same number of normal and COVID-positive cases in order to simulate clients with balanced class distributions. Client 9 shares its only training image (a normal case) and its validation set with client 1. As a result, client 9 is at the highest risk of data leakage as it is sending model updates based on a single image and a batch size of one and will be referred to as the “high-risk client”. We intentionally utilize relatively small batch sizes in order to study the effect of our new inversion attack on clients with varying amounts of training data (and therefore, local training iterations). Therefore, all clients investigated in this

---

\(^1\) Dataset A (Chest X-ray): FL data prior data; Dataset B (Fundus color images): FL data prior data

\(^2\) All experiments are using Clara Train SDK 4.0 for local model training and evaluation. NVIDIA FLARE [47] is used to record model updates in a simulated FL setting. The inversion software is implemented in PyTorch and available at https://github.com/NVlabs/DeepInversion. We use a PyTorch version of tf.privacy.DPGradientDescentGaussianOptimizer to implement DP-SGD.
Fig. 3. **Success factors of the inversion attack.** Here, the “high-risk” client 9 sends updates based on one iteration and one image in round 10 of an FL experiment. The original training image is shown for comparison (a). The inversion technique by Geiping et al. [14] does not estimate updated BN statistics during training and therefore cannot handle clients with updated BN layers in their architectures (b). The attack also fails if not initialized with the current global model state/checkpoint (ckpt) (c). Both the current global checkpoint and proper accounting for updated BN statistics during training are necessary for the attack to succeed. However, the reconstruction lacks “anatomical coherence” without using a prior (d). Using the incorrect prior, e.g., a fundus prior image (e) as used in later experiments with RGB images, and not constraining the reconstruction to be only one channel (gray-scale), the anatomical coherence and color similarity are further reduced (f). Using the correct CXR prior (g) and forcing a gray-scale reconstruction, we can achieve the highest reconstruction qualitatively (h).

Fig. 4. **Inversions from different FL rounds.** Effect of the number of training images, batch size, and local iterations on the inversion attack early on in FL training (a) and late in training (b).

study could be considered of higher risk than in real-world FL scenarios where clients use larger amounts of training data and batch sizes (see also the discussion in Section IV).

**B. Limitations of Previous Attack Scenarios**

We utilize an extended version of the GradInversion algorithm [15] to invert the training images of each client...
Fig. 5. Impact of the training phase on gradient inversion. We show inversions based on updates from the “high-risk” client 9 in both chest X-ray (a, b) and fundus image applications (c). As the models become more conditioned on the task at hand, the updates tend to leak for information. Starting training from scratch (b) is less likely to result in recognizable inversions. On the right, we show a comparison of the gradient $l_2$-norm and SSIM with respect to the current FL round. Note that a step-wise learning rate decay was applied at every 40 rounds (factor of 0.1) of FL training.

| TABLE II | DATASET USED FOR SIMULATING FEDERATED LEARNING. NOTE, THE NUMBER OF TRAINING AND VALIDATION CASES ARE THE SAME ACROSS DATASETS A AND B |
|----------|--------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| client   | batch size | # training | # validation |
| client 1  | 4          | 8           | 200          |
| client 2  | 4          | 32          | 200          |
| client 3  | 4          | 128         | 200          |
| client 4  | 4          | 512         | 200          |
| client 5  | 8          | 8           | 200          |
| client 6  | 8          | 32          | 200          |
| client 7  | 8          | 128         | 200          |
| client 8  | 8          | 512         | 200          |
| client 9  | 1 (“high-risk”) | 1     | 200         |
| sum:      | 1360       | 1600        |

# testing A: 1382
# testing B: 10145

separately based on its model updates sent during FL. For details on the inversion attack, see Section II-B. Prior works [14], [16] did not consider clients updating the statistics of BN layers which are commonly used in modern classification models with deep convolutional neural networks (CNNs) [19], [21], [22]. Therefore, the clients in these efforts only use updated model weights while executing the training with fixed BN statistics. Here, we show that when the attacked clients update BN layers during training, an additional BN loss is essential for the attack to succeed. The running mean and variance of the BN layers need to be updated during the optimization of the inversion attack as these statistics inevitably change during training. Since a gradient inversion attack is a second-order optimization problem, the accumulated errors in estimating the BN statistics by assuming fixed values hinder successful reconstructions of training data (see Fig. 3b). In addition, it is critical to initialize the network of inversion attack with the same global model weights that are used to initialize the client’s network in a particular FL round to ensure the exact simulation of local training steps within the attack (see Fig. 3c). The exploitation of BN statistics due to our novel BN loss causes the quality of reconstructions to remain relatively constant throughout the training procedure as can be observed in Fig. 5.

C. Measuring Data Leakage by Inverting Gradients

Assuming the attacker has access to the full information needed for a successful data recovery as shown in Fig. 3d, we attempt to invert any model updates coming from any of the clients in different rounds of FL. Figure 4 illustrates the effect of the number of training images, batch size, and local iterations on the success of a gradient inversion attack in an earlier or later round of FL. A larger number of local training iterations in clients with larger training sets detrimentally impacts the quality of reconstructions due to accumulated errors in estimating the updated BN statistics. In addition, reconstructions from later rounds of FL (e.g., round 90 of 100) have improved image quality in terms of image fidelity and capturing the details of anatomical structures. See also Fig. 5, where we show both the effect of the training stage on the high-risk client 9 for chest X-ray and fundus datasets. This observation might be attributed to the global model having learned more effective feature representations during the later
Fig. 6. **Quantifying data leakage.** The impact of batch size (a) and local number of iterations (b) to the success of the inversion attack for different attacks either using the proposed BN loss, the prior, or both. We also show examples the inversions for different batch sizes and iterations when using both BN loss and prior (blue). The baseline inversion attack by Geiping et al. [14] is shown for reference. 95% confidence interval bands are shown for each client. Note, that a SSIM value of $\sim 0.5$ still indicates no recognizable inversion result. (c) The “high-risk” client 9 is shown with varying amounts of noise added to the model updates before they are sent to the server. The SSIM value of the reconstructed inversions are shown for reference.

Fig. 7. **Structural similarity (SSIM).** SSIM can be used to measure both the similarity between an original image and reconstruction or the similarity between the prior image used in the attack and the original image. An SSIM value below the one compared with the prior could indicate that no useful information was leaked or is recoverable by the attack. Note: the patient’s name and date of birth in the original image are randomly generated.

The effect of training batch sizes and local number of iterations is further quantified in Fig. 6a and Fig. 6b, respectively. Here, we utilize the global model from round 90 for the attack and train on a client with increasing dataset sizes. In the first setting, we set the number of local iterations to one but keep increasing the batch sizes. In the second setting, we set the batch size to one but increase the local number of iterations. For each setting, we add new images to the client’s training set while measuring the impact of batch size and local number of iterations by using the same original image for reference. As shown in Fig. 6, increasing both the batch size and local number of iterations are detrimental to the inversion attack. In particular, increasing the local number of iterations negatively impacts the reconstructions as the estimation of BN statistics becomes less accurate when the client is iterating over different local training images (see Section II-B). To quantify the data leakage between the original image and the reconstructions, we use Structural SIMilarity index (SSIM), a pixel-wise metric for measuring...
D. Mitigating Inversion Through Differential Privacy

A straightforward approach to avoid data recovery by a server-side gradient inversion attack is the addition of random noise to the model updates before they are sent to the server [31]. Here, we explore a simple DP protocol that adds calibrated Gaussian noise, with zero mean, based on the gradient magnitudes of the model updates. As an illustrative example, we first evaluate the simple DP protocol on client 9, which is the high-risk client, using model updates that are sent at round 90. As shown in Fig. 6c, the image reconstruction quality, as measured by the SSIM between original and recovered images, expectedly degrades as more noise is added to model updates from the client.

The SSIM value between the prior which is used to initialize the gradient inversion attack (see II-B) and the original image is 0.37 (see Fig. 7). This can be considered as a lower bound of this metric during the attack. In addition, as the noise level increases, reconstructions from model updates with added DP become closer to the prior image and less similar to the original training image. This indicates that a privacy setting ($\sigma$) allowing only a reconstruction with a SSIM value equal to or less than that between the original image and the prior could be considered “safe”. For instance, as shown in Fig. 7, this behavior can be observed for the high-risk client 9 at FL round 90 and noise added with $\sigma = 10^{-2}$.

E. Quantification of Data Leakage

We further visualize the degree of data leakage across different clients in FL with respect to different levels of privacy preservation through added Gaussian noise, both in the simple DP protocol and under DP-SGD. Comparing data leakage across clients with different images is not straightforward. This is due to the variation in the reference images used to compute the SSIM, which renders the absolute values of the similarity metrics between the reconstruction and the training images incomparable. Therefore, we utilize a relative change with respect to a reference point to compute a more comparable quantitative metric across different clients. We define a new metric denoted as “Relative Data Leakage Value” (RDLV) to measure the relative change of the similarity metric (SSIM) for reconstructions from different clients’ model updates. Given a training image $T_i$, the prior used in the gradient inversion attack $P$, and the corresponding reconstruction $I_i$, RDLV is defined as:

$$RDLV = \frac{\text{SSIM}(T_i, I_i) - \text{SSIM}(T_i, P)}{\text{SSIM}(T_i, P)}$$

Fig. 8 illustrates the RDLV based on different differential privacy settings for each client. Each line shows the average central tendency and a 95% confidence interval (bands shown in the plot) estimated using bootstrapping (with 1000 trials) on reconstructions that achieve the highest SSIM with any of the original training images during different rounds of FL. As observed, only the high-risk client 9, which sends image similarity in a more intuitive and interpretable manner compared to other commonly used metrics such as root-mean-squared error or peak signal-to-noise ratio [48].
model updates from training one iteration on one image, leaks the training data up to a certain amount of noise which corresponds to a positive value of RDLV (up to around $\sigma_0 \geq 25$ for most FL rounds in this case). A positive relative change indicates that the reconstructions are more similar to the original images than the prior used in the gradient inversion attack. In addition, clients with more than one training image do not leak data in this regime within the confidence interval as their reconstructions are less similar than the prior used in the attack. As expected, the global model accuracy drops as more noise is added to the model updates from clients during FL.

Fig. 9 shows the RDLV of the “high-risk” client 9 under different privacy settings of DP-SGD using different $l_2$ norm gradient clipping values $C_{dp}$ and noise multiplier values $\sigma_{dp}$. Otherwise, the experimental settings are identical to the above experiments. One can observe that DP-SGD is more detrimental to the global model performance compared to the simple Gaussian noise protocol presented in Fig. 8. However, DP-SGD is also effectively reducing the data

---

**Fig. 10.** Visualizing data leakage. Two-dimensional t-SNE [49] embeddings of deep features extracted from original training images and reconstructions at different DP levels as indicated by $\sigma_0$. The colorbar shows the $\sigma_0$ value for the corresponding reconstructions.

**Fig. 11.** k-Image Identifiability Precision (k-IIP). k-IIP (solid lines) measures how many reconstructions could be used to identify the exact members of the training images that are used during FL for a specific client using different differential privacy settings ($\sigma_0$). We also show the number of matches (dotted lines) of feature embeddings between the reconstructions and original images used to identify the exact members for all clients (Only unique matches are used to compute the k-IIP value). Only the cosine similarity of matched exact members is shown (IIP > 0). Both IIP and cosine similarities reduce with higher Gaussian noise levels and are typically lower for clients with larger amounts of training images.
leakage (achieving negative RDLV) for the “high-risk” client. Additional tuning of the privacy parameters specific to each client might be needed to optimize the global model performance under DP-SGD.

F. Deep Embedding-Based Visualizations

Alternative ways to measure the similarity between reconstructed images and training images are based on deep feature embeddings. We use an off-the-shelf ImageNet-pretrained ResNet-18 [21] to extract 512-dimensional feature embeddings from training and reconstructed images. In Fig. 10, we visualize the deep feature embeddings of training images and reconstructions using t-SNE [49]. As shown, with higher values of Gaussian noise for privacy preservation, the clusters of original images and reconstructions further drift apart as the similarity between the original training images and any of the reconstructions decrease significantly.

G. Membership Inference Attack Data Leakage

We furthermore adjusted the Image Identifiability Precision (IIP) proposed in Yin et al. [15] to the FL scenario. Our specific approach is outlined in Section II-D. IIP measures the amount of identifiable information leaked in the gradient inversion attack by counting the closest exact matches between the reconstructions from the membership attack and the original training images for each client. As shown in Fig. 11, the high-risk client 9 (updates sent based on 1 image and 1 iteration) attains the highest IIP score of 1.0 up to a Gaussian noise level $\sigma_0$ value of $\sim$20. This indicates that the attacker is able to determine the exact image that participated in FL training for that specific client. Furthermore, all other clients already achieve significantly lower values of the IIP score (e.g., $<0.1$) with much lower Gaussian noise levels $\sigma_0$. We also show the cosine similarity (dotted lines) between the reconstructions and original images identifying exact members of the training set at each client based on ImageNet-pretrained ResNet-18 [21] feature embeddings. As expected, cosine similarity values also decrease with higher Gaussian noise levels.

IV. DISCUSSION

In this work, we have introduced a new way to measure the data leakage in horizontal FL for chest X-ray image classification and proposed several ways to quantify and visualize it. Overall, we conclude that FL security is multifaceted. Clients which send updates based on a small number of training images are at a higher risk of leaking data than the clients sending updates based on larger training sets as well as higher numbers of local training iterations. Furthermore, larger batch sizes make reconstruction via gradient inversion attacks more difficult, a finding that is in line with previous literature [14], [15], [16]. The following summarizes our overall conclusions based on the findings shown in this study.

a) What is insecure?:
- ↓ small training sets
- ↓ updates from small number of iterations
- ↓ small batch sizes

b) What is “more” secure?:
- ↑ large training sets
- ↑ updates from a large number of iterations over different
- ↑ large batch sizes

While sending model updates using a single training image is at a high risk of data leakage, clients that utilize more realistic settings, such as larger number of training images and large number of local iterations as common in real-world FL scenarios, are not at a high risk of leaking identifiable information. Specifically, gradient inversion attacks for clients that iterate over several images before sending model updates are harder due to accumulated errors in the estimation of BN statistics. In this scenario, the attack is executed using only an approximation of the BN statistics (see Fig. 4, Fig. 6a, and Section II-B).

In addition, reconstructions from model updates that are intercepted in later stages of FL training exhibit higher image quality in terms of image fidelity and capturing the fine-grained details of anatomical structure. This improved image generation capability could be attributed to the improved feature learning capability of the global model in later rounds of training. However, these images still do not bear any identifiable similarities to the individual training images. As shown in Fig. 4, the reconstructed images start to resemble real chest X-ray images, but none of them could be found in the original training set. As a result, such reconstructions do not constitute a significant security breach. In contrast, models trained from scratch are less likely to leak more informative gradients. However, pre-training is common practice in modern deep learning, and not using well-pretrained models often results in a significant drop in performance.

Additionally, there are several potential mitigations against the server-side gradient inversion attacks that could be easily incorporated into modern FL systems:

1) If the attacker does not have access to the current state of the global model with respect to which the client’s updates are computed, then the attack becomes unsuccessful (see Fig. 3c). In our experience, removing access to the state of only the most important layers can render the attack ineffective. Specifically, this could be achieved efficiently by utilizing cryptographic techniques such as homomorphic encryption to allow secure aggregation of model updates [38]. Encryption would ensure that the server never holds the complete unencrypted model to avoid a potential gradient inversion attack while adding negligible computing requirements.

2) If the attacker does not have access to the model architecture, attempting to match the gradients will become very challenging. The clients could be sending only numerical arrays of model updates to be aggregated on the server without the server ever holding the information about the current model architecture or training procedure. While theoretically, the attacker could infer common architectures from the size of the parameter arrays, in practice, it would become extremely difficult, if not impossible, to deduce the exact
architecture, especially for customized architectures often used in healthcare applications.

3) For models that are trained with BN, not sending the BN statistics to the server causes the gradient inversion attack to fail (see Fig. 3). Techniques such as FedBN [50], [51] could reduce the risk of server-side attacks by keeping personalized BN statistics specific to each client. One negative aspect of this approach is the lack of a common global model after FL training since only an ensemble of personalized client models would be available.

In addition, DP techniques typically reduce the risks of data leakage in many scenarios. In this work, we explored a simple variation of the Gaussian DP mechanism to add calibrated noise to the model updates before sending them to the server and compared it to DP-SGD. Even the simple DP protocol showed to be effective in reducing the risks of gradient inversion attacks. However, a noticeable degradation in model performance was observed with higher Gaussian noise levels. Model degradation was even more pronounced with higher levels of privacy using DP-SGD. As DP has shown to be an effective approach in reducing data leakage for gradient inversion attacks, future research efforts are needed to explore the optimal tradeoff between various DP mechanisms and model performance.

Other techniques such as secure authentication, trusted execution environment, and secure communication using SSL encryption, and cryptographic methodologies such as homomorphic encryption [38] or secure multi-party computation [52] to completely encrypt the exchanged updates could be used to ensure a secure FL. As previously discussed, targeted encryption of the most vulnerable parts of the model might be enough to ensure the security of training while only introducing a minimal computational overhead.

We also identified some limitations of our study. For instance, we only studied modern CNN architectures such as ResNet-18 that are commonly used in image classification tasks. We did not consider other network architectures such as those used for image segmentation or natural language processing in our analysis. Furthermore, we limited this study to clients using SGD as the training optimizer. More complicated optimization schemes such as FedOpt [53] might require further considerations. Moreover, using the previously discussed RDLV regime (positive relative change, see Fig. 8), some reconstructed images did not fall within the 95% confidence interval, and as a result, could indicate “data leakage”. However, qualitative comparisons did not reveal any data leakage or individually identifiable information in those reconstructions. Specifically, these reconstructions have a low IIP score and do not bear close similarities to the original training images. However, they have some qualities that cause a relatively high SSIM metric. With such cases, similarity metrics that are computed based on deep feature embeddings might provide more plausible values for comparison. Alternative attacks that include the utilization of generative methods, e.g., GAN [54], [55], have not been investigated in this study.

Future work might identify the vulnerable populations such as outliers or individual images that might cause higher losses in later stages of FL training causing higher SSIM or IIP values. Furthermore, other applications such as 2D/3D segmentation and 3D classification along with novel model architectures should be investigated. Other attack scenarios like model inversion after FL training, as well as backdoor and membership attacks, should be further studied [56].

In conclusion, we presented a new way to measure and visualize data leakage in real-world FL scenarios. Without resorting to contrived settings for enabling the gradient inversion attack [14], [16], we studied a practical scenario in which model updates from clients were sent by accounting for updated BN statistics (i.e., training mode). We conclude that previous efforts likely exaggerated the risks of gradient inversion attacks in FL, and that our work builds a foundation towards a better understanding of the real risks of such attacks in real-world FL applications. In most cases, it becomes very difficult for an attacker to recover any training images, as common FL scenarios involve model updates from sufficiently large numbers of batch sizes, training images, and local iterations that detrimentally impact the success of current gradient inversion attacks. Furthermore, we listed several effective protection methods that could be easily incorporated into any FL system to render existing attacks futile. We believe that our work is a step towards establishing reproducible methods of measuring data leakage in FL and therefore builds a framework for finding an optimal tradeoff between privacy and accuracy based on quantifiable metrics.
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