An Analysis of the Potential Impact of Climate Change on the Structural Reliability of Drinking Water Pipes in Cold Climate Regions

Stian Bruaset * and Sveinung Sægrov
Norwegian University of Science and Technology, Trondheim 7491, Norway; sveinung.saegrov@ntnu.no
* Correspondence: stian.bruaset@ntnu.no; Tel.: +47-455-14-902

Received: 22 February 2018; Accepted: 29 March 2018; Published: 1 April 2018

Abstract: The climate is changing worldwide. For the northern hemisphere there are distinct challenges related to climate change. It is expected that temperature on a general basis will increase within the next 100 years, and that the increase will be most severe during winter months. The literature shows a correlation between temperature and failures. This correlation is most evident for smaller grey cast iron pipes, and for pipes which is constructed in trenches vulnerable to frost heave. A comprehensive amount of failure data (over 25,000 failures) has been gathered from Norwegian cities in order to quantify the correlation between temperatures and failure rates. The analysis supports the findings in the literature, by establishing a statistical significant correlation, which states that failure rates increase with falling temperatures. At the same time, the expected increase in future temperatures has been used to analyze the impact on failure rates within 2070. The results show that the increasing temperatures will have a positive effect on failure rates. It can be expected that failure rates will be reduced by 2.7% to 7.2% within 2070, depending on the climate scenario.
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1. Introduction

The world’s climate is changing. There are distinct changes happening in the globe’s northern hemisphere, which is understood as a cold climate region. These are inherently different from climate change in warmer climates. It is expected that cold climate regions will experience warmer temperatures, a changing temperature pattern with more extreme cold events, more precipitation and more intense rainfall events due to climate change [1]. The highest temperature increase is expected during the winter months [2], which can result in less ice and snow covers during the winter [1] and less problems with frost heave of the ground. However, extreme cold weather events have been widely reported through media outlets during recent years in several cold climate regions, with the side effect of increased water main breaks [3–5]. It might be that such circumstances are an additional effect of the changing climate. Sometimes these events are caused by increased movement of the northern polar vortex, where Arctic air escapes and spills southward bringing Arctic weather with it. This has lately been observed over Northern America [6,7] and Europe [8].

Climate change will also lead to droughts occurring more often and over longer periods of time [1]. Droughts are more likely to occur in warm climate regions, such as the southern part of Europe, rather than in cold climate regions. However, the city of Bergen in Norway, which has an annual average precipitation of 2250 mm, experienced a drought both in the winter of 2006 [9] and 2010 [10], leading to a threat against the ability to supply drinking water. The reason for these kinds of droughts is a change in the precipitation patterns, with extremes of both rainfall intensity and droughts being intensified.
The average annual air temperatures are increasing worldwide [11,12] and in cold climate regions like Norway [13]. In Norway, even the winters have generally been warmer for the past 30 years than the 45 years before that (except for the warm winters of 1970–1975) [14]. The period from 1983 to 2013 is likely the warmest 30-year period in the northern hemisphere for the last 800 years.

There are verifications in the literature that water pipe failures are dependent on temperature and that an increased number of failures correlate with colder winter months [15–17]. The case studies presented in this literature looked at correlation between number of failures and month, and between failure rates and season. Any correlation between specific temperatures and failure rates has therefore not been produced. Makar [18] lists frost loading as an important factor for failures in northern climates. A Norwegian case study for the city of Oslo has shown the same kind of correlation [19]. Another case study from the city of Lyon, France [20], shows that 51% of the number of failures happen during the months of December, January and February, and found a statistical trend between the weather variable of ‘negative air temperatures’ and failures for the month of December, with a confidence interval of 98%. The analysis was based on a time series of 18 years of pipe failure data.

Colder temperatures lead to frost heave of the ground and can cause severe mechanical strain on the pipes and the pipe connections [21–23], and are thus expected to have some form of impact on the failure rates. Both cold temperatures with its frost heave effect and the frosting and thawing cycles can cause trouble for the pipes during the colder winter months, causing soil movement, alternating movement and freezing of the surrounding soil, and pipe-soil interactions. Makar (1999) [18] further states that changes of the soil temperature lead to thermal stresses in the ground, which can cause pipe failures.

The case study of Oslo [19] shows that 52.5% of registered failures are transverse fractures. We have looked into the failure data of the 9 largest water utilities in Norway to find that failure data shows that 51% of the failures are transverse fractures. This fracture mode therefore dominates the failure data of many big Norwegian cities. Transverse fractures, sometimes referred to as circumferential cracks, is normally caused by bending forces on the pipes [24], which can be produced by settling of the soil and frost heave. According to Makar (2001) [24], transverse fractures are the most common failure mode on small grey cast iron pipes, while longitudinal fractures are more common to large diameter pipes. Since most networks have an abundance of smaller diameter pipes, this might explain some of the predominance of transverse fractures in the Norwegian failure data, and in the case study by Rajani et al. [17]. Rajani et al. [17] looked into the mode of water mains failures, and found that about 70% were circumferential, e.g., transverse fractures. These breaks primarily occurred during the winter, and they suggest a pipe-soil interaction to be the underlying cause, thereby blaming frost heavy processes. The case study of Reikvam [19] shows a doubling of transverse failures during the winter months, thus verifying the assumption of Rajani et al. [17]. Other types of failure modes in the case study of Reikvam [19] do not show the skewed distribution of failures between winter and summer months, but rather a predominance of failures in the summer months. The study by Reikvam [19] found that grey cast iron is the material that is predominantly affected by increased failure rates during winter months. The findings show a 60% distribution of failures on grey cast iron pipes during winter. For other materials the distribution is not as evident. In addition to grey cast iron pipes being the main cause for increased failures during winter, the construction period of post World War 2 (1945–1965) shows the same trend, with 65% of the number of failures recorded during the winter. This period is known in Norway for its poor quality of trench work, and we believe that this has caused the trenches and the pipes to be more exposed to frost heave. When the trench is more exposed to frost heave, it will naturally be more exposed and vulnerable for tension loading and pipe bending which, as discussed above, is one of the main reasons for transverse fractures. The case studies and literature therefore show us why pipes, and evidently some pipe materials more than others, are more vulnerable to increased failure rates during the winter. The literature supports one of the main hypotheses of the paper, which is that failure rates are affected negatively by decreasing temperatures, and that failure rates therefore will be higher in the winter than in the summer months.
If we can show that there is a correlation between pipe failures and temperature, we can derive that the future expected temperature increase is positive news for the drinking water networks with regard to failure rates. This paper tries to approach the subject matter with a clearly defined hypothesis, which is to be tested on the large-scale Norwegian data set of failures on drinking water pipes, with associated climate data. The hypothesis to be tested is the following:

- **Hypothesis**: Pipe failures and failure rates are correlated to frost heave of the ground, and thereby also correlated to air temperature.

The objectives of the paper can be seen in light of the hypothesis. The first objective is therefore to prove or disapprove the hypothesis. If the hypothesis turns out to be non-falsifiable with the data we have available, a second objective is to establish a linear regression model which correlates failure rates to temperature and thus gives a quantifiable impact of temperature on failures. A third objective is to relate future climate models on expected temperature increase to the linear regression model, in order to quantify the impact of climate change on future failure rates. The projection period is 50 years into the future. This will make it possible to discuss if the reliability of drinking water networks in cold climates will be affected by climate change in the long-term.

The paper’s first objective does not contribute anything to current state of the art, since literature already shows that there are correlations between failures and temperature. There is however a research gap between this knowledge and knowing how a changed future climate (and thus changed temperatures) will impact failure rates. If the second objective can be fulfilled it will contribute to current state of the art with an equation that states the quantifiable relationship between failure rates and temperature. If the third objective can be fulfilled it will further contribute with data about expected future changes in failure rates based on climate change, which can be used by water managers in the long-term management of urban drinking water networks.

**Reliability of Pipes**

Reliability is by ISO 8402 defined as the ability of an element or an asset to perform a necessary function under given operational and environmental conditions, for a given time period. There are different ways to consider the reliability of an asset or an urban water network, albeit hydraulic and structural reliability are the two most common approaches. The structural reliability, which is the one considered in this paper, is about considering the structural integrity of the physical network. Pipe failures is the parameter that we will use in this paper to represent the structural reliability of the water network. From a structural point of view, the reliability of the water network is under attack in the winter months, both in cold climate regions [17,19] and in the more tempered regions of Central Europe [15,16,20]. The potential impact of climate change on structural reliability will be examined in this paper through the analysis of the correlation of failure rates and air temperature, while addressing the expected future change in air temperature.

**2. Method**

The method is based on testing the hypothesis generated in Section 1 and, if found to be statistically viable, estimate the future impact of climate change on failure rates. The hypothesis was therefore tested by doing the following data analysis:

- Failure rates (number of failures per temperature per day) will be plotted against same day temperature and against the average temperature of the preceding week. Plotting failure rates instead of number of failures will adjust the data correctly since there are more days registered with warm temperatures than with cold temperatures. The potential correlation will be tested with a linear regression model, and the model will be statistically tested for a certain confidence level.
The procedure is based on an analysis of extensive amounts of data. 25,573 registered failures on drinking water pipes were collected from nine of the largest cities in Norway, spanning observation windows of failures that varied between 20 and 39 years (it varied between utilities). The amount of data is so extensive that the authors wanted to assess any correlation between climate data and the failures, and if statistically viable, quantify the correlation. Two approaches to analyze this potential correlation were adapted:

1. Failures were analyzed directly against the temperature on the day the failure occurred.
2. Failures were analyzed against the average temperature one week preceding (including the day of the failure) the relevant failure.

These two approaches relate to step 2.1 and 2.2 in Figure 1. A statistically proven correlation up to a certain confidence level would lead into step 2.3, which included analysis of future climate scenarios with regard to temperature increase. In step 2.4, the linear regression found in 2.2 would be analyzed against expected temperatures across the seasons in 2070 in order to quantify an expected decrease or increase in future failure rates.

![Figure 1. Overview of the method used to assess potential impact of future temperature change on failure rates.](image)

2.1. Preparing and Plotting Failure Data

The procedure of the analysis was performed in the following steps:

(a) Gathering of failure data. Identification of reliable failure data for each city, which is the relevant observation window. This is based on an assessment of when the utility started to collect failure data in a structured way.
(b) Historical temperature data for the relevant cities was collected from a national database (at www.senorge.no).
(c) Failures were correlated to temperature through dates given for the failure events.
(d) Number of failures per temperature were counted = \( F/\text{temp} \).
(e) Number of days per temperature were counted = \( D/\text{temp} \).
(f) Historical failure rates (failures per day) per temperature were calculated by Equation (1).
(g) Failure rates (step f) were plotted against temperature.

\[
F_r = \frac{F/\text{temp}}{D/\text{temp}}
\]  

(1)

where

\( F_r \) = Historical failure rate for a given temperature.
\( F/\text{temp} \) = number of failures per temperature (from step d).
\( D/\text{temp} \) = number of days per temperature (from step e).

2.2. Analyzing Correlation between Failure Rates and Temperature

We saw that for the most extreme temperatures, both warm and cold, the failure rates deviated from the correlation found in the other data. Due to the few number of days registered with these cold and warm temperatures, we identified the few observed days to be an issue. In order to avoid distorting of the correlation by data with limited registrations, we decided to base the correlation exclusively on temperatures that were registered with number of days within one standard deviation of the average of the number of days registered per temperature. This meant that temperatures with number of days outside of (less than) one standard deviation of the average were omitted from the analysis. In order to plot the correlation we therefore did the following:

(h) Calculation of average number of days registered per temperature according to Equation (2).
(i) Calculation of standard deviation for the number of days registered per temperature.
(j) Calculation of the minimum number of days needed for being part of the correlation calculation, based on the numbers found in points h and i.

- More specifically: minimum number of days registered for a single temperature = average number of days registered per temperature (1834 days)—standard deviation (1762 days) = 72 days.
- In order to include a temperature in the correlation analysis, we needed 72 days or more registered of the temperature.
(k) Plotting failure rates (failures/temperature/day) versus temperature.
(l) Calculating linear regression with R and \( R^2 \) values.
(m) Statistically quantify the uncertainty of the regression line by performing a test of hypothesis of the linear correlation.
(n) If statistically viable, establish the regression line as a model on the impact of temperature on failure rates, with a given uncertainty.
(o) We assume that failures occurring during the summer, i.e., during warm temperatures, are not dependent on temperature. The failures occurring during these temperatures are therefore exclusively dependent on other parameters, like deterioration, hydraulic pressure, corrosion etc. The failure rate during these temperatures therefore constitutes the ‘baseline’ failure rate of the pipes. This approach is also considered in Le Gauffre et al. [20]. The failure rate for the warmest temperature was at 0.21 failures/temperature/day (based on the linear regression), constituting the baseline failure rate.

\[
D_{\text{average}} = \frac{\sum_{i=-23}^{n=25} (D/\text{temp})}{49}.
\]  

(2)

where
\[ D_{\text{average}} = \text{Average number of days registered per temperature.} \]

\[ n = 25 \] is maximum positive temperature in the temperature range. The total number of temperatures in the analyzed temperature range is 49, ranging from \(-23\) to 25 degrees Celsius.

\[ i = \text{first temperature in range, in this case the coldest temperature at } -23 \text{ degrees Celsius.} \]

The same line of procedure was used to determine if there is any correlation between failure rates and the average temperature of the preceding week, as given by approach number 2.

2.3. Preparing Data for Expected Future Temperature Increase

When the correlation was given and its regression line tested for uncertainty, the current impact of temperature on failures was established. In order to see how the impact of temperature changes in the future might impact failures, we used results from a Norwegian Environment Agency (Governmental department) report on the climate in Norway within the year 2100 [2]. The report presents results on future expected temperature increases based on different climate change models, termed as Representative Concentration Pathways (RCP), which describe different scenarios with regards to future development of global greenhouse gas emissions. The modelling is based on three RCP scenarios and three levels of uncertainty, so-called 10-percentile (low), median (medium), and 90-percentile (high) values. The data were scaled down to Norwegian conditions based on two different downscaling processes. The procedure to assess expected temperature increase in 2070 was performed in the following steps:

(p) From the Norwegian Environment Agency report, we gathered reliable data on the potential future temperature increase. The estimated future temperature increase was based on the following reasoning:

- Values from three scenarios for future greenhouse gas emissions were used. They represent different expected temperature increases.
- Only median values of the climate scenario predictions were used, as they refer to the value in which 50\% of the projection values are larger and 50\% of the projection values are smaller. The median therefore represents a most probable outcome, as it represents a middle way between more extremes.
- Two downscaling processes were used in the National Agency report. One downscaling process modelled three of the RCP scenarios, while the other downscaling process modelled two of the scenarios. Where the two downscaling processes modelled the same RCP scenario, an average of the expected temperature value was used.
- The estimated temperature increase varies by the season, so an expected temperature increase was calculated per season for the three RCP scenarios.
- The three RCP scenarios represent the following [2]:
  - RCP 2.6: Emissions are reduced drastically after 2020, and will be close to 0 within 2080.
  - RCP 4.5: Emissions are reduced after 2040, and in 2080 emissions are on a level that correspond to 40\% of emissions in 2012.
  - RCP 8.5: ‘Business as usual’ scenario, where the increase in emissions follow the same pattern as today.
  - The values given after RCP relates to the estimated extra heat supply, given in W/m², for the emission scenario.
- A linear increase in temperature from the reference period (1971–2000) to the projection period (2071–2100) was assumed. This was done since no time series of the future temperature increase is available for the Norwegian-based temperature data (only the estimate for the projection period). Even though historic Norwegian temperature
data fluctuates, it is possible to create a linear approximation to the data series for the past 50 years or so [2], supporting our claim that it can also be done for future temperature increase.

- The modelling in Hanssen-Bauer et al. [2] is based on a temperature increase from the reference period of climate in Norway, which is from 1971 to 2000. The increased temperature is projected towards the period of 2071 to 2100. From the middle of the reference period to the middle of the projection period there is 100 years (1985 to 2085). The objective of this paper is to predict the impact of climate 50 years into the future. Our year of focus is therefore roughly 2070. In 2070 we assumed that about 85% of the expected temperature increase has occurred. We based this assumption on the following principles:
  - We assumed that the temperature increase from today to the projection period is linear, as argued in the previous point.
  - 2070 is 85% towards 2085 (when the linear increase is assumed).

- According to Hanssen-Bauer et al. [2], the expected temperature increase during spring looks like the expected increase during fall, with small deviations. For this paper, we therefore looked at spring and fall as a common group representing a single season. We looked at temperature increases during three seasons; summer, winter and spring + fall.

(q) In order to relate temperature to season, we assumed a temperature range for each season. We divided the temperature data into three intervals to represent the three seasons:

- Summer: warmer than 12 degree Celsius.
- Winter: colder than 0 degree Celsius.
- Spring + fall: between 0 and 12 degree Celsius.

This gave us the necessary data to predict the future impact of temperature on failures, and consequently, on the drinking water network reliability. Figure 2 presents an illustration of the data we used to predict this impact. The figure shows how the impact of temperature on failures increases with negative values of temperature, and how the temperature curve is ‘moved’ to the right due to the future expected temperature increase. The figure also shows the number of days and the number of failures registered per temperature. This data shows us why the failure rates are higher in the winter months, as we can see that the columns for number of failures are as high, or higher, than the graph for number of days when the temperature is low. We can see that the distance between these two starts to increase just as soon as the temperature reaches zero degrees, and warmer. This equates to higher failure rates during colder months.
2.4. Analyzing the Future Impact of Climate on Failures

In order to calculate the future impact of warmer temperatures on failure rates, we performed the following steps. All steps were performed for each of the three climate change scenarios.

(r) The temperature range was divided into the three seasons as stated in segment q. The temperature range was from $-23$ to $25$ degrees Celsius, and is illustrated in Figure 2. We now also looked at temperatures outside of the standard deviation calculated in segment j. An expected average future temperature increase was established based on the process described in segment p. These temperatures are given in Table 1.

(s) Expected temperatures for 2070 were calculated by increasing the historical summer, winter and spring + fall seasons with the temperatures given in Table 1.

(t) Calculation of the historical failure rate for each temperature by Equation (1), same as step f.

(u) Calculation of the share of the failure rates that are caused or driven by temperature, as given by Equation (3). The baseline failure rate was set to 0.21 failures/temperature/day (from segment o).

- The total failure rate at each temperature was given by the linear regression equation (Equation (9)).
- The share of the failure rate which is driven by temperature increases with negative temperatures in a linear fashion, in the exact same rate as the linear regression line. This is illustrated in Figure 2.

(v) For the historic data, an expected number of failures (for each temperature) driven by temperature was calculated according to Equation (4). This gave us a historic number for failures, which were probably temperature driven.

(w) For 2070 we calculated an expected number of failures caused by temperature (for the range of temperatures from $-23$ to $25$ degrees Celsius) with Equation (5).
For this we took into consideration the ‘movement’ of the temperature curve to the right, as illustrated in Figure 2. The curve is ‘moved’ by the temperature increase calculated in segment s.

An increase or reduction in expected number of failures in 2070 was calculated for each temperature (from −23 to 25 degrees Celsius) with Equation (6). This gave us a comparison between historical failures driven by temperature and expected number of failures in 2070 driven by temperature.

By accumulating the numbers found for each temperature in segment x, we could calculate the total number of increased or reduced failures across the entire temperature range, in total in 2070, compared to the historical data. This was done with Equation (7).

The accumulated number in segment y was then used to calculate the % of increase or decrease of expected failures within 2070. Equation (8) was used for this. This calculation was done for each of the three climate scenarios. The results can be used to discuss the impact of climate on the reliability of the drinking water network through the impact on failures and failure rates.

\[
F_{r\%} = \frac{\left( -0.0047x + 0.321 \right) - 0.21 \text{ failures/temperature/day}}{-0.0047x + 0.321}.
\] (3)

where

\( F_{r\%} = \text{share of failure rate (given in %) caused by temperature for a given temperature.} \)

\( -0.0047x + 0.321 = \text{Linear regression model (Equation (9)).} \)

\( x = \text{given temperature, ranging from −23 to 25 degrees Celsius.} \)

\[
\text{Number of failures share} = (F/\text{temp}) \times F_{r\%}.
\] (4)

where

\( \text{Number of failures share} = \text{number of historical failures caused by temperature for a given temperature.} \)

\[
\text{Number of failures share 2070} = F_{r} \times F_{r\%} \times \text{Displaced D/temp}
\] (5)

where

\( \text{Number of failures share 2070} = \text{number of expected failures in 2070 caused by temperature for a given temperature.} \)

\( \text{Displaced D/temp} = \text{number of historical days registered for a temperature which is X degrees colder than the relevant temperature. The X degrees ‘displacement’ is governed by climate scenario and by season, and is defined in Table 1. This is based on the assumption that the shape of the distribution of days across temperatures will be the same in 2070 as in the past, but that the distribution will be displaced towards warmer temperatures. See Figure 2 for illustration of this concept. The size of the temperature displacement is governed by climate scenario (given in Table 1).} \)

\[
F_{\text{change per temp}} = \text{Number of failures share 2070} - \text{Number of failures share}
\] (6)

where

\( F_{\text{change per temp}} = \text{Change in expected number of failures per temperature in 2070.} \)

\[
F_{\text{change total}} = \sum_{i=-23}^{n=28} F_{\text{change per temp}}
\] (7)

where

\( F_{\text{change total}} = \text{Change in total expected number of failures in 2070. The number of failures are accumulated across the temperature range.} \)
n = 25, maximum temperature.

\[ \% F_{\text{change total}} = \left( \frac{F_{\text{change total}}}{25573} \right) \times 100 \]

where

\[ \% F_{\text{change total}} \] = the percent of total increase or decrease of expected failures (across the temperature range) within 2070 compared to historical number of failures.

25573 = total historical number of failures registered across the temperature range.

3. Results

3.1. Pipe Data

The networks of the nine cities that were investigated consist of mostly grey cast iron, ductile iron and PVC pipes. Grey cast iron and ductile iron constitute between 60% and 80% of the networks in seven of the cities. Two of the cities have a degree of PVC which amounts to about 50% of their networks length. A variation of other materials, like PE, asbestos cement and steel, constitute the remaining part. The total length of the networks varies between 296 and 1421 km, while average age varies between 32 and 60 years. All of the cities have pipes that are from the 1800’s. The oldest pipe in operation is from 1859. All types of diameters occur in the networks, ranging from very small diameters of 20 mm up until very large diameters of 1200 and 1600 mm. The main bulk of diameters are however found in the less than 200 mm range.

The failures analyzed in the paper include failures that have occurred on pipes that now are either decommissioned or have been renovated with no-dig. This means that some of the failures are connected to pipes that are no longer in operation.

3.2. The Baseline Failure Rate

Before going into the results of the correlation analysis, we present two figures relating to the influence of pipe features on failures. This give us some understanding of the baseline failure rate that is described in segment o in the method chapter. The baseline failure rate is calculated (based on the linear correlation) to be 0.21 failures/temperature/day. The failures contributing to this rate is caused, among other things, by deterioration, high hydraulic pressure, different types of corrosion, mechanical stress, type of soil, heavy traffic loads etc. These factors will in varying degree contribute to baseline failure rates, and will be dependent on local situations, local geology, pipe materials, history of the network and management principles. Figures 3 and 4 give us some understanding of some of these factors. Figure 3 presents number of failures related to diameter, and it shows a correlation between decreasing diameters and number of failures, both in total amount and in recurring failures in a pipe. The total amount of failures is higher when the density of the failures (the blue dots) are higher, and recurring failures are higher when the number of failures per pipe (y-axis) is higher. The worst performing diameters are between 100 and 200 mm. In this area there are also many pipes with a high number of recurring failures. It is also natural that these pipes have a higher number of failures since there are a lot more of these pipes than pipes with large diameters in the network. Failures related to small diameters can be explained by all of the mentioned factors, but are usually more vulnerable to corrosion than larger pipes due to their thinner pipe wall thickness.
Figure 3. Number of failures correlated against diameter of pipes.

Figure 4. Number of failures correlated against construction year of pipes.

Figure 4 presents number of failures related to construction year. The history of the construction of water pipes in Norway is fairly well known, and the weakness of certain periods show itself through failure data. The post World War 2 period, ranging from 1945 to the mid 1960s is known for the first use of machines to dig the trenches. Along with the introduction of machine digging followed poor trench work. Everything was done fast and with little focus on quality of the work or quality of the filling material. This has led to extensive problems with pipes in this period, caused by mechanical stress movement of the ground, frost heave and general deterioration. At the same time, lack of corrosion
protection in ductile iron pipes and poor production standard of plastic pipes laid before the 1980s have led to unusual high numbers of recurring failures in these type of pipes. These are some of the main reasons for the increased recurrence of failures from 1940 to 1980 in Figure 4. In some Norwegian cities there is also a lot of marine clay. These cities experience extensive problems with ductile iron pipes combined with marine clay as the surrounding type of soil. Concerning soil types and their influence on failures, marine clay has been singled out as a major contributor to increased failure rates in certain Norwegian cities.

3.3. Correlation of Pipe Temperature

Figure 5 presents a plot of failure rates (failures/temperature/day) versus temperature. A linear correlation is plotted based on the data, with an accompanying equation and an $R^2$ value. The linear regression shows a trend of an inverse correlation between increasing failure rates and temperatures. The $R^2$ value shows that 78.2% of the total variation in the data can be explained by the linear regression model.

![Figure 5. Linear regression showing the correlation between failure rates and temperature.](image)

3.3.1. Linear Regression Model

The regression line adapted in Excel with the least squares method has the following equation:

$$y = -0.0047x + 0.321$$

The slope is $-0.0047$ and the point of intersection is 0.321. The negative slope shows that there is a negative linear correlation between the failure rates and temperature. The correlation coefficient $R$ and the coefficient of determination $R^2$ for the regression line is $-0.884$ and $0.782$, respectively. An $R^2$ value of 0.782 means that 78.2% of the variations in $y$ can be explained with $x$, while 21.8% of the variations
are caused by other factors. Since we only have estimates for the standard deviations, hypothesis testing for the \( a \) and \( b \) values must in this case be based on the t-distribution \[25\].

In order to quantify the uncertainty in the regression line and determine if there is statistically proof to say that there is a negative linear correlation between failure rates and temperature, we performed a test of hypothesis. Since we tested for a negative linear correlation, we had to test with a left tailed test \[25\] which means that the t value is negative and that the null and working hypotheses are the following:

\[
H_0 : \rho = \rho_0 = 0 \quad \text{vs.} \quad H_1 : \rho < 0 \quad (10)
\]

Setting \( \rho_0 = 0 \) means that we are testing for any linear correlation, and setting \( \rho < 0 \) means that we are testing for a left tailed test. Since we are first and foremost interested in looking for a linear correlation in the data, we have to set \( \rho = 0 \). The null hypothesis was therefore that the population correlation coefficient equals 0, while the working hypothesis was that the coefficient was negative. The test parameter \( t \) for the hypothesis test is calculated with the following equation:

\[
t = \frac{r - \rho_0}{\sqrt{\left(1 - r^2\right)/(n-2)}} \quad (11)
\]

First, we tested to see if there is evidence at a 95\% certainty level to claim that there exists a negative linear correlation between the failure rates and temperature data. We did that by testing the T-distribution with \( a = 0.05 \). We set that \( z = 37 \) since number of samples \( n = 39 \) (only temperatures inside one standard deviation were included, see segment j in Section 2.2) and degrees of freedom = 2, since the regression model consists of the parameters \( a \) and \( b \). A one tailed test from the t-distribution table gave us a \( t = -1.687 \). A test parameter smaller than this value means that there is enough evidence to reject the null hypothesis and conclude that there exist a negative linear correlation in the data with a significance probability \( P \) less than 0.05. Calculating the test parameter \( t \) with \( n = 39, \rho_0 = 0, \) and our \( r \) and \( r^2 \) calculated values gave us a \( t = -11.52 \), allowing us to reject the null hypothesis and conclude that there is statistical evidence of a negative linear correlation. This correlation can be calculated down to a certainty greater than \( a = 0.0005 \), meaning a certainty higher than 99.9995\%. The conclusion is therefore that this is a very good model of linear correlation.

### 3.4. Correlation of Pipe Breaks vs. Average Temperature the Preceding Week

Figure 6 presents a plot of failure rates (failures/temperature/day) versus the average temperature of the preceding week. A linear correlation is plotted based on the data plots, with an accompanying equation and an \( R^2 \) value. The linear regression shows a trend of an inverse correlation between increasing failure rates and weekly average temperatures, with a higher \( R^2 \) value than the correlation of failure rates and temperature (calculated to be 0.782 in Section 3.1). This means that about 3\% more of the variation in the data can be explained by the average weekly temperature than the temperature on the day of the failure.
Linear Regression Model

The regression line adapted with the least squares method has the following equation:

\[ y = -0.0048x + 0.319 \]  \hspace{1cm} (12)

The slope is \(-0.0048\) and the point of intersection is \(0.319\). There is a negative linear correlation between the failure rates and average weekly temperatures. The correlation coefficient \(R\) and the coefficient of determination \(R^2\) for the regression line is \(-0.901\) and \(0.813\), respectively. In order to determine if there is statistically proof to state that there is a negative linear correlation between failure rates and average weekly temperatures, we performed a test of hypothesis according to the process described in Section 3.3.1. For the weekly temperature analysis, we put \(z = 30\) since number of representative samples for weekly average temperature was \(n = 32\). Calculating the test parameter \(t\) with \(n = 32\), \(\rho_0 = 0\), and our \(R\) and \(R^2\) calculated values gave us a \(t = -11.54\), which meant that we could reject the null hypothesis with a certainty of 99.9995\% (\(a = 0.0005\)) and conclude that there is statistical evidence of a negative linear correlation.

3.5. Expected Impact of Climate Change on Reliability

The temperature increases that were used in the calculations for temperatures in 2070 for the three RCP scenarios are given in Table 1. The process described in Section 2.3 was used to calculate the values. The temperatures are averages calculated from the two downscaling processes described in Hanssen-Bauser et al. [2]. For expected temperature in 2070, the values in the table were added to the historical registered temperature range, based on a division of the seasons on temperatures,
as described in Section 2.3, segment q. The temperature increases represent a national average and
does not consider local differences, dependent on for example inland vs. sea locations, and north vs.
south locations.

The process described in Section 2.4 was then used to calculate the expected increase or decrease
in failures and failure rates in 2070. The results of these calculations are given in Table 2.

**Table 1.** Expected temperature increase used in the three scenarios, distributed across the three seasons.
The numbers are based on calculations in Hanssen-Bauer et al. [2].

| Temperature Increase [Degree C] | RCP Scenarios |
|---------------------------------|---------------|
|                                 | RCP 2.6 | RCP 4.5 | RCP 8.5 |
| Winter                          | 1.9     | 3.1     | 5.35    |
| Fall + spring                   | 1.9     | 2.95    | 4.6     |
| Summer                          | 0.7     | 2.0     | 3.4     |

**Table 2.** Expected change in number of failures/failure rates within 2070 due to temperature increase.
The change is given in % compared to historical failure data.

| Scenario           | RCP 2.6 | RCP 4.5 | RCP 8.5 |
|--------------------|---------|---------|---------|
| % change           | −2.7    | −4.4    | −7.2    |

The calculations are based on the temperature vs. failure rate data since the situation becomes
more diffuse when trying to predict a future change in weekly average temperatures. Sticking to a
single temperature in this case makes it more straightforward to predict the future state. As can be
seen from Table 2, a reduction of 2.7% is expected in the ‘best case’ climate scenario, and a reduction of 7.2%
in the ‘worst case’ climate scenario. It is, therefore, expected that a reduction in failures and failure
rates will occur within 2070, and that this reduction is expected within the interval of 2.7 to 7.2%.

4. Discussion

The literature study has shown, that between the main climate change factors, temperature is
singled out as a major contributor to water pipe failures. Several studies in the literature show the
increase of failure rates during winter months. Frost loading of the pipes is indicated as a major driver
for this increase. The literature also points to a correlation between grey cast iron pipes, frost loading,
bending forces and transverse fractures. A large dataset of Norwegian failure data shows that 51% of
total failures are transverse. Several studies found that transverse fractures happened mainly during
winter months, thus supporting our hypothesis that frost loading is the main cause of transverse
fractures, and thus a main cause for failures in general. Our study was based on this hypothesis, and
one of the main drivers was to investigate the potential correlation between failures and temperature
with a large failure dataset, and if found to be significant, quantify the correlation.

The main findings of the paper are twofold. First, it is the demonstrated correlation between
temperature and failure rates, and weekly average temperature and failure rates. Both of them show
a statistically significant correlation, with a bit stronger correlation model established between the
latter variables than between the former. Both correlation calculations show a high degree of statistical
significance (>99.999% certainty), with R² values of 78.2% and 81.3%. The quantitative correlations that
are defined by Equations (9) and (12) can thus be used to estimate failure rates and number of failures
in a network based on air temperature levels. According to the linear correlation of temperature vs.
failure rates, defined by Equation (9), the failure frequency (observed failures per day) is 86% higher
at −15 degrees Celsius than at 23 degrees Celsius, and it is 52% higher at 0 degrees Celsius than at
23 degrees Celsius. This means that we are observing almost twice as many failures in the coldest part
of the year as in the warmest part. According to the linear regression model of temperature vs. failure rates (Equation (9)) the failure frequency increases with 0.0235 for each 5 degree Celsius temperature increase, which equates to 0.047 for each 10 degree increase.

The second main finding is the future expected reduction in failure rates of drinking water pipes based on three climate scenarios defined in the national guideline for future climate change in Norway. The temperature correlation, instead of the weekly average temperature correlation, was used to calculate the future impact of temperature increase since this parameter is easier to estimate into the future. Rather unexpectedly, the long-term reliability of drinking water networks in cold climates can expect to be improved due to climate change. Increased temperatures correspond to a linearly reduced failure rate, proven by Figures 5 and 6, and defined by Equations (9) and (12). The case study revolving around the extensive amount of failure data, specifically 25,573 recorded failures, have been able to quantify the impact of future climate scenario temperature increases on the failure rates. The expected decrease of future failure rates, as given in Table 2, can be used to estimate future network reliability, and will help to assess future rehabilitation and investment needs. Many strategic rehabilitation planning tools rely on failure rates and failure data, among others WARP [26], PARMS [27] and KANEW [28]. The future expected reduction in failure rates can thus be used in conjunction with these programs in the future estimation of rehabilitation needs. We can expect a slightly reduced rehabilitation need in cold climate regions, since 2.7 to 7.2% of the expected failures within 2070 will be postponed. A natural consequence of the results is that the rehabilitation rates can be reduced with approximately 5% within 2070, depending on the climate change scenario outcome. It also means that investments can be postponed to a later timeframe, extending the lifetime expectancy of drinking water networks in cold climates. These conclusions naturally do assume that the service and risk level targets will be kept at current levels, and that operation and maintenance practices will be kept at status quo. Hydraulic reliability will also play a role when assessing necessary future rehabilitation rates. For example, population growth and urbanization can lead to hydraulic deficiency in some areas, leading to a need to upgrade the hydraulic capacity of the network. This is however outside the topic of this paper and will therefore not be looked further into.

Future scenario planning and extrapolation of data into the future is always associated with uncertainty. The uncertainty of the impact on failure rates is given within the range of the climate scenarios, as scenario planning tries to describe and embrace uncertainty instead of reducing it. This concept of scenarios can be described by a cone [29,30], where uncertainty increases with time and the worst and best case scenarios represent the outer limit of the cone. It is, therefore, reasonable to assume that the range of expected reduction of failure rates given in this paper are within reliable limits with regard to uncertainty. Outside of this uncertainty there are other factors which might affect the calculations. One of them is the expectation that extreme frost events might be worse due to climate change. This is highlighted in the literature study by the observation of increased movement of the northern polar vortex, causing extreme cold events in Northern America and Northern Europe. Accompanying this observation is associated extreme cold weather events in cold climates, which cause an increase in water main breaks. These instances have been reported in a number of newspaper articles in recent years. The question we ask is whether this phenomenon can counteract the positive effect of an increased average annual temperature on failure rates. We do to some degree argue that the temperature vs. failure rate correlation, as established in Section 3.3, does take the impact of extreme cold events into consideration since failure rates are highest with the coldest temperatures. In the assessment of future failure rates we do therefore assume that failures are higher for the coldest events, but we do not assume that a very limited amount of events will go outside of the correlation curve established by Equation (9). This is a topic which should be looked further into, and we can give no clear conclusion on this matter as per now.

The second factor, which might impact calculations, is the failure searching procedures within the municipalities, and practical circumstances like holidays. In order to show the potential impact
of these circumstances, we will present two situations on opposite sides. First, some Norwegian municipalities focus on searching for failures and leakages in drinking water pipes during the spring to fall period, which means that the effort can somewhat be reduced in the winter. Such a practice can lead to a skewed distribution of failures across registration months since failures occurring in late winter months may not be registered until an extensive leakage reduction program is initiated in the early spring. This case can skewer the data in a way that falsely decreases failures for cold temperatures. Secondly, most operational crews take holidays during the summer, which means that extensive leakage reduction programs are more or less put on hold during the month of July, and also probably some of June and August. Many of the failures occurring during these months, which also are the hottest months, may therefore not be registered until early fall. This case can skewer the data in a way that falsely decrease failures for warm temperatures. It can then be discussed if these two cases somewhat nullify each other by skewering data in opposite directions. That is the first argument for stating that these cases may not impact the correlation results in a dire way, although the correctness of the correlation equations will be impacted to some extent. The second argument for stating that these cases may not be as influential on the results as feared is the massive amount of registrations used in the case study. The large amount of data will to a large degree help to even out the overall effect of such circumstances, as the skewering of data will be counteracted by the comprehensive amount of representative data.

5. Conclusions

This paper consists of a literature study on the impact of climate factors, most specifically temperature, on the structural reliability of drinking water pipes in cold climate regions. Some important conclusions can be drawn from this study:

- Failure rates increase during cold winter months.
- Frost loading and frost heave is an important factor for increased failure rates during winter months.
- Changed soil temperatures cause thermal stresses in the ground, which impact pipes.
- A large portion of failures in cold climates are transverse, which are normally caused by pipe-soil interactions and pipe bending.
- Transverse fractures can be doubled during winter months.
- Pipes in trenches which are more vulnerable to frost heave experience more failures during winter than the average of the network, thus verifying the frost heave effect on pipes during winter.
- Grey cast iron pipes are more vulnerable to failures during winter months than other materials, being the only material that has a substantially increased failure rate during winter months. These pipes are also often laid in trenches exposed to frost heave (certain construction periods), showing that there might be a connection between high failure rates of grey cast iron pipes and frost vulnerable construction periods.

The empirically-based data study performed in the paper, the literature study, and the real world observations reported in several newspaper articles confirm that failures occur more often during the colder winter months than during the warmer summer months, and that extreme cold weather intensifies the failure occurrences. This paper has produced a statistically significant correlation between failure rates and temperatures, and between failure rates and average weekly temperatures. The correlations show that failures will occur with a higher rate in cold weather months than in warm weather months, resulting in a higher occurrence of failures on cold days than on days with warm weather. As an illustration of the impact of temperature, failures occur 86% more often in −15 degrees Celsius than in 23 degrees, which means that we are observing almost twice as many failures in the coldest part of the year as in the warmest part. According to the linear regression model of temperature vs. failure rates, the failure frequency increases with 0.047 for each 10 degrees increase.
The correlation model of failure rates vs. weekly temperature has a barely higher $R^2$ value than the model for correlation of failure rates vs. temperature, showing a slightly stronger explanation of the variation in the data. The difference in $R^2$ value is 0.03. We therefore conclude that 3% more of the variation in data can be explained by weekly average temperatures than by daily temperatures. This also shows us that failure rates are more dependent on type of season (cold vs. warm season) than the length of the cold period. A general conclusion is that the frequency of a failure event increases drastically in cold weather/cold seasons, and that the length of a cold period within the season further increases the frequency of an event, although in a small measure.

Furthermore, the correlation calculations have been used together with future climate prediction data to estimate a change in failure rates within 2070. A national guideline for future climate change in Norway has been used to predict temperature increases for the different seasons within 2070, based on different climate change scenarios. These estimations have been used together with historical climate data to predict actual temperatures through the seasons in 2070. These estimated temperatures have then been coupled to historical data on temperatures vs. failure rates, in order to predict a change in failure rates within 2070. The analysis shows that we can expect a decrease in failure rates in the range of 2.7 to 7.2% due to temperature changes. We therefore conclude that the structural reliability of drinking water networks in cold climates will be improved within 2070 due to climate change. We recommend using an expected reduction of failure rates in the range of 5% (most probable scenario outcome shows a reduction of 4.4%) when planning future rehabilitation needs. This will have the beneficial effect of increased average lifetime expectancy of networks and a postponement of some investments.

The paper has shown to contribute to current state of the art by quantifying the correlation between failure rates and temperature. Equation (9) can be used by utilities in cold climates to estimate failure occurrences in their networks based on weather forecasts or to estimate expected changes in future failure rates based on climate scenarios down scaled to local situations. The paper has further added to current state of the art by estimating future expected decrease in failure rates based on Norwegian climate scenarios. The changes in future failure rates for any utility in cold climate regions can be estimated locally based on local down scaled climate scenarios, or the estimations found in this paper can be used if no downscaled scenarios are available. These two contributions to state of the art is considered to cover current research gaps on the topics.
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