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Abstract

Call centers, in which human operators attend clients using textual chat, are very common in modern e-commerce. Training enough skilled operators who are able to provide good service is a challenge. We suggest an algorithm and a method to train and implement an assisting agent that provides on-line advice to operators while they attend clients. The agent is domain-independent and can be introduced to new domains without major efforts in design, training and organizing structured knowledge of the professional discipline. We demonstrate the applicability of the system in an experiment that realizes its full life-cycle on a specific domain and analyse its capabilities.

1 Introduction

In modern e-commerce, many business services are provided via the Internet. Not only new web-oriented enterprises use this option; but traditional ones as well have moved relevant services to the digital medium. For example, banks are increasingly closing their physical branches and moving services, formerly provided only face-to-face, to the internet [Nam et al., 2016]. There are many actions that customers can perform by themselves via the Internet, without human intervention, either by a self-service application or using a conversational chatbot. But when customers want to perform actions that do not have an online solution yet, or when they fail to do it by themselves, they still need to approach the bank’s customer service and seek human help.

There are several communication channels between the customers and the call center employees (operators). The first method is using a telephone call. This method gives the customer the full attention of someone capable of helping, but at the same time it forces the operator to wait for the customer’s reactions. In many of these calls, the customer needs to perform actions he is not familiar with, making the operator wait idly for the customer to finish. Since the operator attends only one customer at a time, this approach wastes time that could be better utilized. With the rise of the Internet, another approach for call centers emerged, using a text-based chat service. This method obviates the constraint of giving one customer the full attention of the operator, as it parallels the service. Instead of talking with one customer at a time, the operator interacts with 2-4 customers in parallel, switching between customers instead of waiting for the customer’s reactions.

While this approach has its advantages, it also raises some challenges for the human operator to deal with; as the number of tasks that the operator has to perform simultaneously grows, so may her stress. The operator also needs to prioritize the tasks, keep track of each individual’s information while assisting different clients, and provide help without making any client wait too long.

We propose to mitigate these challenges by assisting the human operator by creating an advising agent. This kind of agent works alongside the operator during the chat session and suggests on-line advice to help the operator deal with the situation. To the best of our knowledge, we are the first to use an advising agent to cope with these challenges. However, building an advising agent and training it to the specific service domain can be a long and expensive process that requires both domain expertise and system engineering knowledge.

2 Related Work

In recent years, many companies have started to develop chatbots for the task of customer service [Nuruzzaman and Hussain, 2018]. There is much work regarding the design and deployment of such bots in various domains [Okuda and Shoda, 2018]. It is evident that at the current phase chatbots cannot fully replace human workers, and when a bot detects it cannot help the customer, it refers the customer to human help. Li et al. [2020] and Liu et al. [2020] explore the challenge of detecting this kind of situation in various domains.

2.1 Agents that Support Human Actions

Intelligent agents that support humans in their complex activities need to be able to predict the user’s behavior and decisions [Rosenfeld et al., 2016; Kraus, 2016; Rosenfeld and Kraus, 2018]. This is a difficult task because of an extensive set of factors that influence human decision-making and behavior, including inherent differences between individuals and groups of individuals [Bruine de Bruin et al., 2007].
which make the prediction of an individual’s decisions and behavior even more challenging.

There are numerous previous predictions of human behavior and decisions in agent-human interactions. Azaria et al. [2015] developed CARE (automobile Climate control Advisor for Reducing Energy consumption) – an agent that uses two models, finds a compromise between them and offers it to the driver, who chooses whether or not to accept it.

Rosenfeld et al. [2017] developed automated agents that can assist a single operator to better manage a group of robots, showing that an agent can significantly improve the performance of a team of an operator and ten low-cost mobile robots. This work also compared two approaches of advice: one looks for the advice that will have the best impact on the current situation, and the other searches for advice that will lead to better results in the near future.

2.2 Method of Advice Provision

When it comes to advising in repeated human interaction environments, several methods were used in the literature. Rosenfeld et al. [2017] directly estimated the reward for every possible advice and recommended a piece of advice that maximizes the reward the user will get if the provided advice is chosen. Elmalech et al. [2015] suggested that the agent will try to find a compromise between maximizing rewards and user acceptance. The common ground of these advising agents is that they all advise in order to maximize a certain reward function. This kind of advising mechanism tends to recommend non-intuitive advice that the operators tend to reject, making them ineffective [Carroll et al., 1988].

2.3 Learning How to Provide Advice

In recent years, companies began keeping records of their workers’ actions and their interactions with the customers due to low digital storage costs [Katal et al., 2013]. This accumulation of information was mostly used for basic performance analysis but with the improvement of machine learning capabilities this abundance called for new uses [Esposito et al., 2015].

Argall et al. [2009] coined the term “learning from demonstration” (LfD) for the practice of using human actions and decisions as the base of the learning process (though there are several other terms in the literature). The LfD approach is used in a large variety of fields (e.g., [Wong et al., 2018; Floyd et al., 2017]). In our context, Levy and Sarne [2016] combined LfD and advice provision as they created an agent that used the way people act in a specific scenario in order to guess what they would do in similar situations.

Even though there are many ways in the literature to generate conversational data [Crook and Marin, 2017; Majumdar et al., 2019; Madotto et al., 2020], we focus on using human-human conversations for the learning process of the agent because they better reflect the real-life scenario [Williams and Young, 2007] and hopefully help in generating more intuitive advice.

3 Modus Operandi and Life-Cycle of the Agent

Our research goal is to develop a domain-independent, data-driven algorithm for an automated system that will assist in the operators’ training process and daily activities, will help new and experienced operators, and will advise the operators about possible actions and relevant information during textual chat interactions with customers in real-time. Implementing the automated system (i.e., the agent) in a call center will reduce daily workload and improve the interaction with the customers from the human operator’s point of view. It will improve the system’s service efficiency and reduce the time needed to help each customer.

3.1 Agent’s Life-Cycle

The process of building an advising-agent for a new domain is performed in three phases, as follows:

1. The Apprentice Phase (Phase 1) – experienced human operators serve human customers regarding the new domain of service. The operators tag the information they find important (in real time or afterwards). The collected data is fed to the learning process (as detailed in Section 3.2). There is no agent assistance in this phase. Section 4.1 elaborates about the experimentation of this phase.

2. The Novice-Advisor Phase (Phase 2) – this phase contains both data collection (for the improvement of the agent’s capabilities) and service to clients: the agent works alongside a non-experienced human operator who attends clients, and it simultaneously advises and learns. For advising the human operator, the agent uses the tagging to predict the message that the operator should send or an action it should perform, and offers it to the operator. The operator may use this advice or not, as suits her.

In addition, the data collected in this phase may be fed into the agent’s machine learning model in order to improve its tagging and advising capabilities. This feeding may be performed daily, weekly, monthly or in any batch form that is suitable to the managers of the service. Additional details regarding this phase are presented in Section 4.2.

3. The Expert-Advisor Phase (Phase 3) – The agent works alongside a non-experienced human operator and provides advice based on former tags and a learned model. The agent is not engaged in further learning, since its capabilities have already reached an adequate level. This phase is the final and steady state of the agent in the current domain.

A rollback from Phase 3 to previous phases may be performed if new circumstances emerge in reality. The system can be returned to Phase 1 or to Phase 2 (according to managers’ preferences), collect data (i.e. tagged chat conversations) and feed them to the machine learning model. When reaching the desired level of advice, the agent may be advanced again to Phase 3, and so forth.
3.2 The Learning Process

In order to provide advice, the agent relies on a predictive model learned from observations of the domain: Operators conduct chat sessions with clients and attend to their needs. During the chat sessions, the operators tag the vital information they used to reach the satisfactory outcomes (there is no tagging in advance). Each session’s tag list is turned into an information vector. Each time a new tag is added, the vector’s current version is saved to be used later in the learning process as an information vector.

Building the Information Vector

We build the information vector as follows: At first, we take the $n$ most common features that operators marked in the data and sort them in alphabetical order (the label list).

Notation remark: We write $X_t$ as the information vector after $t$ pieces of information (that is, $X$ at time $t$), and $X_{[t]}$ for the value of $X$ at index $t$. Whenever we mention tag $i$, we refer to the value of the tag list at index $i$.

We define two vectors of size $n$. The first one is:

$$V[i] := \begin{cases} \text{"word"}, & \text{if a known word was tagged as label } i \\ \text{"unknown"}, & \text{if an unknown word was tagged as label } i \\ -1, & \text{if no input was labeled as label } i \end{cases}$$

and the second one is:

$$W[i] := \begin{cases} 1, & \text{if there is an input labeled as label } i \\ 0, & \text{otherwise} \end{cases}$$

the vector $X$ is a concatenation of $(V,W)$. Figure 1 demonstrates the building of the information vector.

![Figure 1: The process of building an information vector as the chat between an operator and a client proceeds.](Image)

Algorithm 1: Training the ensemble:

Result: a list of trained neural networks

nets=∅

while length(nets) < ensembleSize do

num=GetRandomNumber()

if num > 0.5 then

trainSet=getBalancedSubSet(trainData)

else

trainSet=getRandomSubSet(trainData)

end

net=GenerateRandomNeuralNetwork()

train(net,trainSet)

P\textsubscript{net}=accuracy(net,testData)

if $P_{\text{net}} > P_{\text{threshold}}$ then

nets ← net

end

end

The final set of advice is chosen using a majority voting variation (as shown in Algorithm 2). We also tested this method against other variations of Random Forest (LGBM [Ke et al., 2017] and regular Random Forest) and other crowd related algorithms (SVM and KNN). This method outperformed the others in an 80:20 cross-validation where the target label needed to be in the top 2 recommendations (the ensemble reached 87% accuracy, regular and gradient boosted Random Forests with 84%, KNN with 83%, neural network with 77% and SVM with 70%). We chose this metric because

Advice Providing Process

During the call with the customer, whenever the operator uses a website operation or finds out new information about the customer, useful information is marked under a suitable label (the feature), and the customer information vector $X$ is updated accordingly.

For each advice type $i$ of the three mentioned above, advice is provided by taking the feature vector $X_t$ and inserting it into a machine learning module $F_i$ that tries to find the best set of advice $A$ for the current situation $(A_t)$. The module uses $k$ pairs $D_1, D_2, ..., D_k$ of past experiences $D_j=(X_j, A_j)$, where $X_j$ is an information vector at time $j$ and $A_j$ is the respective set of advice, in order to find a set that maximizes the chance to be the most used set of advice in the past similar situations: $P(A_t = A|X_t, D_1, ..., D_k)$

For the learning algorithm, we wanted to find an algorithm with the ability to work efficiently on several domains and handle messy and conflicting data. The first model that came to mind was Random Forest, a model that works well but cannot fully utilize the vast amount of data usually available in such domains. To deal with this problem, we thought of using neural networks. That idea also worked pretty well, but an architecture that works on one domain might fail to learn on another. With all that in mind, we decided to combine them as an ensemble method of neural networks [Hansen and Salamon, 1990] where each network takes the information known about a customer at a certain time and outputs the recommended set of advice for the situation. Each network in the ensemble was trained on a subset of the data and had a random number of layers of an arbitrary length, as shown in Algorithm 1.

Advice Types

There are three types of advice that we wish to provide: (1) Topic acquisition – questions the operator should ask the client in order to acquire information she needs in order to help him; (2) Resolution – data the operator should provide to the client as a response to his query; and (3) Useful information – data the operator may need in order to provide answers, such as relevant websites, calculations, etc.
there can be a large variation based on the operator’s preferences, even in a small amount of data.

Algorithm 2: Using the ensemble:

\[
\text{Algorithm 2: Using the ensemble:}
\]

\[
\text{Result: Final recommendations}
\]

\[
\text{finalRecommendations = twoMostCommonOptions(results)}
\]

\[
\text{if rankOf(bestOptions[0]) > firstOptionThreshold then}
\]

\[
\text{finalRecommendations } \leftarrow \text{ bestOptions[0]}
\]

\[
\text{if rankOf(bestOptions[1]) > secondaryOptionThreshold then}
\]

\[
\text{finalRecommendations } \leftarrow \text{ bestOptions[1]}
\]

return finalRecommendations

As we can see, the agent can recommend one set, recommend a combination of two sets, or remain silent (when © is chosen or when finalRecommendations is empty).

4 Experiment

Our experiment was designed to test whether implementing the suggested system will yield better performance of the operators. For this purpose we chose a domain, set up a working environment and recruited participants to play the roles of operators and clients in various configurations. At the end of each session the operators filled out questionnaires to quantify their opinions regarding different aspects of the performance. We hereby describe the setup and course of the experiment. The results will be presented in Section 5.

The domain on which we chose to perform our experiment is students loans in the US. Customers who are interested in understanding their options in getting such loans, either for themselves or for their relatives (usually a son or a daughter), call the information center and chat with the operator. In some cases, the customers know what the relevant data is, and they can provide it to the operator right away. Nevertheless, in many cases the customers are not familiar with the parameters that define their entitlement to a loan, and they should be guided. For example, in the US men are required to register in the Selective Service System in order to be entitled to a federal loan. Many loaners are not aware of this requirement, and informing them of it, or of other parameters that might affect their ability to get a loan of the sum they need, is very beneficial. Good service by the operator should clarify these issues in order to enable the customer to exhaust his rights. Hence, there is much room for accurate advice to the operator in this process. Since Phase 3 in our model is the steady state working mode, we performed our field experience on phases 1 and 2 which implement the building of the model.

4.1 Phase 1 – the Apprentice Phase

As mentioned above, the goal of this phase is to provide the agent with labeled data regarding our domain by listening to sessions in which experienced human operators chat with clients. This phase was implemented in our experiment by recruits that played the operators and the customers. The operators were thoroughly briefed and trained about the domain and the service they should provide to customers. At the end of this preparation stage the recruits were at the level of an experienced operator in the domain of student loans. The customer received storyboards, each with character information (profession, university, savings, financial status etc.) and objectives to achieve (loan options, pre-specified information about the loans etc.).

The chat between the customers and the operators was performed using a textual chat application. The operators used a computer where half of the screen is a “WhatsApp web” interface with a special browser extension that knows when the operator switches between two conversations (as a single operator attended 2-3 customers simultaneously), and allows the operator to mark words. The other half of the screen shows a website which presents relevant information and enables the operator to perform common calculations by clicking on pre-defined buttons (see Figure 2).

The subjects played multiple client-operator sessions. In these sessions there was no participation of an assisting agent, and only the human operators and the human clients took part. During the sessions, in addition to collecting relevant information from the clients and answering clients’ questions, the operators also tagged phrases in the chat. They were asked to tag (by marking words on the screen) any information that they considered relevant to the loan issue. Each tag contained a category (e.g. university name) and a value for that category (e.g. UCLA, MIT, Columbia University). Operators were neither told nor limited regarding what categories of tags they can mark. They saw what categories were tagged and used before, but did not see their values. They could add additional tags as needed.

In this phase of the experiment, 4 subjects took part as operators and one subject played the clients. In total there were 76 sessions, and in each of them a single operator attended 2-3 simulated clients.
4.2 Phase 2 – the Novice-Advisor Phase

The goal of the Novice-Advisor Phase is twofold: To assist operators in their work, as well as to collect additional data for the improvement of the agent. In the experiment, our main goal was to evaluate the helpfulness of the agent we built in Phase 1.

In our experiment this phase was implemented using recruits from the AI course for undergraduate students in XXX University (full name not mentioned due to anonymity) as clients, and paid recruits from the general population as operators or clients. Each operator played two sessions: one with an agent’s assistance and the other without it. Half of the operators played the assisted session first and the unassisted session second, and the other half vice versa.

At the end of each session, we asked the participants who played as operators to fill out a NASA-TLX questionnaire [Hart et al., 1988], which is an assessment tool for comparing the workload of different tasks (a summary of the NASA-TLX questionnaire can be found in the supplementary material). These opinions were analyzed in order to evaluate the performance of the agent and its contribution to the performance of the operators. The findings of the analysis are presented in Section 5.

At this point we had 23 operators who played 46 sessions: 15 of the 23 operators attended 2 clients simultaneously and the remaining 8 operators attended 3 clients simultaneously. The tagging of the text was done manually during the sessions by the operators.

The Tagging Problem

The tagging of the chat conversations is essential for the agent in order to follow the line of conversation and provide proper advice. Our preliminary design was to tag the chat by the human operator, in real-time, during the session. Unfortunately, we found out that the operators of Phase 2 managed to perform the tagging well while attending 2 clients, but when they needed to attend 3 clients simultaneously the workload was too heavy, and they could not tag the conversation properly; as the session proceeded, there was much less tagging or none at all. As a result the ability of the agent to provide advice weakened. This situation called for a change.

In order to perform good tagging even in loaded sessions, we introduced an automated tagging mechanism. We took the raw data in real-time and made the agent use it directly, a common notion in goal-oriented dialogue systems and chatbots in general [Serban et al., 2015]. We used a machine learning module that follows the messages in real-time and outputs annotations for the advising agent. The module that we chose is a combination of two sub-models, as follows: We denote a network consisting of a BERT [Devlin et al., 2019] embedding layer with a linear layer on top as a BERTLL. At first, a BERTLL predicts what information categories the message may contain. For each category that the first model predicted, another BERTLL predicted what tag the message contains. We chose to use this combination after it reached a maximum $F_1$ score of 0.72 and was seen to generalize well in practice. It also outperformed a gradient boosted Random Forest (that reached an $F_1$ score of 0.7), a single BERTLL for all the labels (that reached a maximum $F_1$ score of 0.5) and a large variety of neural network based models that were far from reaching a 0.5 $F_1$ score. Implementing the automated tagging mechanism relieves the operator from the tagging task, and enables her to concentrate on the sole task of attending the clients.

Another improvement in the experiment method (relative to the original design) was the introducing of bots as clients in this phase: Instead of human subjects playing the role of clients, we deployed bots that were built using a combination of two strategies: a rule-based approach, and a learning approach. The first approach followed the spirit of early chatbots, such as Eliza [Weizenbaum, 1966]. Based on the previous interaction with the operator, the bot would randomly generate answers to operator’s questions, or questions for asking the operator. The second approach used BERT to learn how to perform the interaction. We found out that these two models (knowledge-based and learning-based) complemented each other quite well in overcoming their respective disadvantages. This change was made because the use of bots instead of human subjects made the experiment much easier to perform, since we needed to recruit and to brief only the operators, and the influence of the agent on the clients was not examined in this research.

After implementing the aforementioned changes, we performed the experiment of Phase 3, this time with each operator attending 3 clients simultaneously. In this improved design we did not encounter an excessive load on the operators since the tagging was done automatically by the agent. We had 14 operators playing two sessions each (again half of the operators played the assisted session first and the unassisted session second, and the other half vice versa). Together with the 15 operators who attended 2 clients simultaneously, we had 29 operators, and each of them played 2 sessions. The demographic data regarding the subjects in the experiment is presented in the supplementary material.

5 Results

5.1 Operators’ Opinions

The participants who played the role of operators filled out TLX questionnaires. There are six categories in this questionnaire which are factored into the total TLX grade (as elaborated on in the complementary material). We compared the grades regarding sessions that were played with the agent’s assistance to the grades regarding sessions that were played without the agent’s assistance. We specified five categories:

1. First Session - only the first session of every operator.
2. Total Sessions - all of the sessions (both the first and the second) of all of the operators.
3. First with agent - only the sessions of operators whose first session was played with an agent’s assistance.
4. First without agent - only sessions of operators whose first session was played without an agent’s assistance.

We also divided the data into sessions with two simultaneous customers and sessions with three simultaneous customers, and looked at these groups separately.

Figure 3 presents the results of the TLX questionnaires in the aforementioned categories for sessions in which two
Figure 3: TLX questionnaires data (lower is better).

clients were attended simultaneously by a single operator. It can be seen that total workload (Total TLX) and temporal demand decreased in all cases when having the agent by the operator’s side as compared to not having the agent. All data presented in Figure 3 are statistically significant ($p < 0.05$), except columns marked with an asterisk which have $p < 0.07$, and columns with two asterisks ($p < 0.5$).

5.2 Time Performance

We presumed that a good performance of the agent would be manifested in providing the service in shorter time, and with less idle time during the session. Figure 4 presents the time performance data of the operators in three categories:

1. Total session time - the average length of a full session, including clients’ time, operator’s time and idle time.
2. Maximal waiting time - the maximal time a client had to wait for an operator’s response.
3. Total waiting time - the average total time a client spent waiting for an operator’s responses during a session.

In all categories (except one) the times are shorter when the agent assisted the operator than when it did not, and in most of the categories the reduction is greater than 10%. It implies that the use of an agent alongside the operator reduces the time needed for the session in general and the time spent by the client idly waiting for the operator to respond. Nevertheless, the data was not found statistically significant in most of the categories.

5.3 Learning Effectiveness of Phase 2

The Apprentice Phase (Phase 1) is, naturally, crucial to the building of the preliminary knowledge base of the agent. Nevertheless, we wondered whether the Phase 2 actually improves the capabilities of the agent, or if it is superfluous and we may skip it and go straight to the final stage (Phase 3). In order to answer this question we compared the performance of the tagging model in two configurations: The first one was based on data collected in Phase 1 only, while the second one was based on data collected in both Phase 1 and Phase 2. We found that the performance of the second model (precision – 78%, recall – 75%, $F_1$-score – 72%) was better than the performance of the first model (precision – 65%, recall – 60%, $F_1$-score – 58%). This result indicates that although the data of Phase 1 alone suffices to provide basic assistance to human operators, expanding it with the data of Phase 2 significantly improves the tagging capability and, as a result, the quality of the agent’s performance.

6 Conclusions, Discussion and Future Work

In this paper we introduced an algorithm and a method to implement an advising agent that assists operators who attend clients in a call center using chat conversations. The main advantage of this method is its adaptability – the agent is domain-independent and can be fitted to a new domain with relatively little effort and short time. Training the agent does not require long design, domain analysis or rule-definition. In an existing human call center, the agent only needs tagged conversation logs with clients and experienced human operators in order to build all of the required knowledge.

Integrating the results of the role-playing experiment, we see that operators who were assisted by the agent enjoyed a lower cognitive load in attending their clients, with less effort and less time-pressure. Time is used in a more efficient way, as sessions are shorter and less time is spent on idle waiting. This trend is evident both in the objective measure of time to perform a mission (Section 5.2) and in the subjective views of the participants who played as operators (Section 5.1).

There are several issues that still need to be examined. One such issue is an optimization of the process of adjusting the agent to a new domain. We found that the Novice-Advisor Phase (Phase 2) indeed improves the performance of the agent, and therefore the 3-stage process that was suggested is justified. However, the optimal conditions for switching from Phase 2 to Phase 3 still need to be determined.

Another issue is the possibility for an operator to attend to a larger number of clients simultaneously when having the agent’s assistance. We performed experiments attending 2
and 3 clients because this was the customary situation for a single operator. However, an operator might be able to attend more than 3 clients simultaneously by having an agent by her side. The feasibility of this option should be tested as well.

It should be noted that this research study was designed to examine the effects of the assisting agent on the assisted operators. A differently designed experiment may explore the influence of the agent on the service from the clients’ perspective.
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A The NASA TLX Questionnaire

The NASA TLX questionnaire [Hart et al., 1988] is an assessment tool for comparing the workload of different tasks. While it is subjective to the worker’s perspective, it is a commonly used benchmark in many papers [Hart, 2006; Seker, 2014; Miyake, 2020]. The final score is calculated using grades the worker gave to the following categories:

- Mental demand - How mentally demanding was the task?
- Physical demand - How physically demanding was the task?
- Temporal demand - How hurried or rushed was the pace of the task?
- Performance - How successful was the worker in accomplishing what he/she was asked to do?
- Effort - How hard did the worker have to work to accomplish that level of performance?
- Frustration - How insecure, discouraged, irritated, stressed, and annoyed was the worker?

All of the grades above are ranged from 0 to 100, where 0 means the parameter didn’t affect the workload, and 100 means that the parameter heavily contributed to the workload. In the context of our experiment, as the goal is to ease the load the operators feel during their work, ”lower is better” – lower grades mean that the load felt by the operators is lower.

B Subjects Demographic Data

Herewith is the demographic data of the human subjects who took part in Phase 2 of our experiment. As explained in the paper, the experiment was performed in two stages: In the first stage, operators attended 2 clients simultaneously (the operators’ demographic data is presented in Fig. 5), and human subjects played the role of clients (their demographic data is presented in Fig 6). In the second stage, operators attended 3 clients simultaneously (these operators demographic data is presented in Fig 7), and we used bots as clients (therefore there is no relevant demographic data).
Figure 6: Demographic data of the subjects who played the role of clients in the first stage of the experiment.

| Age       | Clients Demographic Data |
|-----------|--------------------------|
| 11-20     | 12                       |
| 21-30     | 41                       |
| 31-40     | 6                        |
| Did not Answer | 1               |
| Total     | 60                       |

| Education level |          |
|-----------------|----------|
| Junior High School | 2       |
| High School      | 22       |
| Bachelor Degree  | 30       |
| Master’s Degree  | 6        |
| Did not Answer   | 1        |
| Total            | 60       |

| Gender | Duplicate |
|--------|-----------|
| Female | 26        |
| Male   | 30        |
| Did not Answer | 4 |
| Total     | 60        |

| Education Field |          |
|-----------------|----------|
| Bio-Information | 0        |
| Biology         | 2        |
| Computer Science | 18    |
| Engineering     | 2        |
| Medicine        | 3        |
| Physics         | 1        |
| Psychology      | 1        |
| Art             | 2        |
| Math            | 1        |
| Did not Answer  | 30       |
| Total           | 60       |

| Occupation | Duplicate |
|------------|-----------|
| Business   | 2         |
| Computers / IT | 3     |
| Engineering | 4       |
| Student    | 36        |
| Liberal arts | 1     |
| Other      | 11        |
| Did not Answer | 3 |
| Total      | 14        |

Figure 7: Demographic data of the subjects who played the role of operators in the second stage of the experiment – each operator attended 3 clients simultaneously.

| Age       | Operators Demographic Data |
|-----------|-----------------------------|
| 11-20     | 2                           |
| 21-30     | 11                          |
| 31-40     | 1                           |
| Total     | 14                          |

| Education level |          |
|-----------------|----------|
| High School     | 8        |
| Bachelor Degree | 6        |
| Master’s Degree | 0        |
| Total           | 14       |

| Gender | Duplicate |
|--------|-----------|
| Female | 7         |
| Male   | 7         |
| Total  | 14        |

| Education Field |          |
|-----------------|----------|
| Bible Studies   | 1        |
| Biology         | 1        |
| Computer Science | 2     |
| Engineering     | 1        |
| History         | 1        |
| Medicine        | 2        |
| Psychology      | 1        |
| did not answer  | 5        |
| Total           | 14       |

| Occupation | Duplicate |
|------------|-----------|
| Liberal arts | 1         |
| Computers / IT | 2     |
| Student    | 8         |
| Other      | 2         |
| Total      | 14        |
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