Research on User Clustering Algorithm Based on Improved ROCK Algorithm
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Abstract. This paper analyzes the merits and demerits of the ROCK algorithm firstly, then indicates that the merits of Rock is easy to cluster categorical database such as Mushroom, and the demerits is that the similarity formula sim of this algorithm depends on the intuition of domain experts. The improved ROCK gets the result of clustering by calculating the similarity using Jaccard coefficient based on the reason which is that the bigger figure of the similarity is, the more alike the object is. Then we can implement personality recommendation according to the result.

1. Web Clustering

There are two kinds of clustering on Web blogs: User Clustering and Page Clustering. User Clustering tends to put similar browsing patterns users together for groups, while Page Clustering always classifies similar browsing pages into groups. When the user in the same group browses the website again, the similar pages will be recommended automatically in accordance with configuration files. This is very valuable for Internet search engines and WEB service providers [1].

The diagram 1 shows the relevance between User Clustering and Page Clustering. The longitudinal direction represents Page Clustering while horizontal direction represents User Clustering. Fig.1 includes five data sets, and U means the users sessions while F means the Web pages. The value “1” on the Diagram represents the corresponding user session is valid in this page, while “0” represents invalid. The relevance between the users and the webs could be clearly shown in the diagram, for example, {F4, F5} is the valid pages for User U1[1].

Figure 1. Relationship between user and page clustering.

As to the availability of the pages, in traditional method, value “1” represents that the page is shown in corresponding user sessions while “0” means that the page is not shown, and the factor is taken no account of what time length always results big errors when data is changed by binary values[2]. Some methods consider the amount of time and usually establish a threshold value which is defined by
specialists in this field, so undefined results will be taken. The time characters is obtained with the Law of Zipf and cluster is conducted with ROCK algorithm in this article[1].

2. The ROCK Algorithm

ROCK(Robust Clustering using links) is an algorithm which is applied to categorized character data with clustering. At first, the similar threshold value $\theta$ and the concept of common neighbor is used to calculate similar figures according to the connection numbers among the tuple. If the similar figure among a couple of tuples exceed the threshold value, then these tuples would be called neighbors[1]. Building sparse graph in specified data similarity matrix according to whether two data points are neighborhood similarity threshold $\theta$, then the hierarchical clustering algorithm is used to cluster the sparse graph. The basic definition of ROCK algorithm is introduced briefly here[3].

Definition 1. $\theta$ is the neighboring threshold value defined by the user. $\text{Sim}(p_i$ and $p_j)$ is the similarity between data points $p_i$ and $p_j$, and $[0, 1]$ is the scope for choosing values in the similarity function of $\text{Sim}(p_i, p_j) \geq \theta$. The bigger it is, the more similar they are.

Definition 2. The similarity between data points $p_i$ and $p_j$ uses the Jaccard coefficient, then

$$\text{sim}(p_i, p_j) = \frac{|p_i \cap p_j|}{|p_i \cup p_j|}$$

Definition 3. $\text{link}(p_i, p_j)$ is the crossing connection number between the group $N_i$ and $N_j$, and $N_i$ and $N_j$ are the neighboring values matrix for $p_i$ and $p_j$ among the groups.

Definition 4. The function

$$g(C_i, C_j) = \frac{\text{link}[C_i, C_j]}{(n_i + n_j)^{1/2(f(\theta))} - n_i^{1/2(f(\theta))} - n_j^{1/2(f(\theta))}}$$

$C_i$ and $C_j$ are clusters, while $n_i$ and $n_j$ are the numbers of the clusters respectively. Using $C_i$ as the referring point, there are $n_i^{f(\theta)}$ neighbors for every point; the threshold value set by the experts is $f(\theta)=(1-\theta)/(1+\theta)$.

The core concept of the ROCK algorithm is to choose n sample points randomly from the database to compose a group, Using S as the data input with the parameters “n, S, and k” (the number of the clusters formed)[1]. Every point is an isolated cluster firstly, and the connecting points should be calculated. Establishing a local heap $q[i]$ for every cluster i, and $q[i]$ has a cluster j connecting to the cluster i with at least one connecting point, and all the cluster j inside $q[i]$ are set in descending order according to the value of $g(i,j)$. A global heap Q should be set to contain the cluster j which is the largest value of the function in every q[i]. During every integration, the best cluster j of Q and the best cluster among $q[j]$ join together, then all the heaps in every area and the global heap should be calculated as well as the new formed cluster again. Repeating the step 5 in a circulating way until k clusters are left only in the local heap Q. In addition, if the number of the connecting points between every left clusters is the zero, the circulation will be stopped[3].

3. Improved ROCK Algorithm

Step 1: To set the value 1 and 0, “1” in this Diagram represents that the corresponding user session in this page is valid, while “0” represents invalid.

Step 2: User clustering
① To use the ROCK algorithm, calculate the similarity of object domain with the Jaccard goodness, make the Two-dimensional table.

② Based on the Two-dimensional table of the similarity, to cluster by the rule that the value of similarity is larger means the object is more similar.

Part of the algorithm of Step2:

```
procedure cluster(S, k)
Begin
1. \( d(i,j) := |P_i \cap P_j| / |P_i \cup P_j| \)
2. for each \( s \) in \( S \) do
3. \( q[i] := \text{build_local_heap}(d, s) \)
4. \( Q := \text{build_global_heap}(S, q) \)
5. while |\( Q \)| > \( k \) do {
6. \( u := \text{extract_max}(Q) \)
7. \( v := \text{max}(q[u]) \)
8. delete (\( Q, v \))
9. \( w = \text{merge}(u, v) \)
10. deallocate(q[u]); deallocate(q[v])
11. }
```

The concept of improved ROCK algorithm is to choose \( n \) sample points randomly from the database and to compose a group \( S \) as the data input with the parameters “\( S \)” and “\( k \)” (the number of the clusters formed). Using the Jaccard parameter, a local heap \( q[i] \) is established for every cluster \( i \), and every \( q[i] \) has a cluster \( j \) which connects the cluster \( i \) with at least one connecting point \( r \) according to the value of \( g(i,j) \), all the cluster \( j \) inside \( q[i] \) are set in descending order. A global heap \( Q \) should be set to contain the cluster \( j \) which is the largest value of the function in every \( q[i] \). During every integration, the best cluster \( j \) of \( Q \) and the best cluster among \( q[j] \) combine together. Repeating the step 5 in a circulating way until \( k \) clusters are left only in the local heap \( Q^{[i]} \).

For example: Table 1 is a two-dimensional binary variable table (data derived from [4]), ROCK algorithm and improved ROCK algorithm respectively clustering. Experiments can compare the clustering effect. To use the ROCK algorithm, calculate the similarity of object domain with the Jaccard goodness, make the Two-dimensional table. See Tab.2.

Firstly, ROCK algorithm is applied to the data in Tab.2, if the neighbor’s threshold is 0.2, the neighbors are \{\( (2,3), (2,4), (3,4) \}\), because a point is the neighbor by itself, so the other neighbors are \{\( (1,1), (2,2), (3,3), (4,4) \}\}. See Tab.3, there have Common neighbors of two points. So ROCK algorithm forms two clusters of \{\{U1\}, \{U2, U3, U4\}\}, see Fig.3. Then, improved ROCK algorithm is applied to the data in Tab.2, the largest similarity is 0.6, so there is a cluster of \{U2, U3\}; the similarity is 0.2, see Tab.4 (the Tab.4 is a child table of Tab.2). In Tab.4, there is a cluster of \{U2, U3, U4\}, see Fig.4. It could be seen from the example that the effect is the same by ROCK algorithm and improved ROCK algorithm respectively clustering, see Fig.3 and Fig.4. Experiments can prove that the work for clustering using improved ROCK Algorithm is well.
Table 1. The table of binary-valued variables.

|   | F1 | F2 | F3 | F4 | F5 | F6 |
|---|----|----|----|----|----|----|
| U1| 1  | 0  | 0  | 0  | 0  | 0  |
| U2| 0  | 1  | 1  | 1  | 1  | 0  |
| U3| 0  | 1  | 1  | 0  | 1  | 1  |
| U4| 0  | 0  | 0  | 1  | 0  | 1  |

Table 2. The calculated similarity based on Jaccard coefficient

|   | U1 | U2 | U3 | U4 |
|---|----|----|----|----|
| U1| 1  | 0  | 0  | 0  |
| U2| 0  | 1  | 0.6| 0.2|
| U3| 0  | 0.6| 1  | 0.2|
| U4| 0  | 0.2| 0.2| 1  |

Table 3. The neighbor matrix of ROCK algorithm.

|   | U1 | U2 | U3 | U4 |
|---|----|----|----|----|
| U1| 1  | 0  | 0  | 0  |
| U2| 0  | 3  | 3  | 3  |
|   | 3  | 0  | 3  | 3  |
| U4| 0  | 3  | 3  | 3  |

Table 4. The calculated similarity based on Jaccard coefficient (child table).

|   | U2 | U3 | U4 |
|---|----|----|----|
| U2| 1  | 0.6| 0.2|
| U3| 0.6| 1  | 0.2|
| U4| 0.2| 0.2| 1  |

Figure 3. The effect of clustering based on ROCK algorithm.
4. Conclusion

Now, the target of cluster analysis on Web logs is to obtain user’s browsing pattern, and provide customized personalization service for various user groups. Improved ROCK algorithm has the distinct advantage: fast calculation speed and high efficiency. The experimental results prove that it can obtain a better cluster result with this method.
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