Constructing cospectral hypergraphs
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Abstract

Spectral hypergraph theory mainly concerns using hypergraph spectra to obtain structural information about the given hypergraphs. The study of cospectral hypergraphs is important since it reveals which hypergraph properties cannot be deduced from their spectra. In this paper, we show a new method for constructing cospectral uniform hypergraphs using two well-known hypergraph representations: adjacency tensors and adjacency matrices.

1 Introduction

Spectral hypergraph theory seeks to deduce structural properties about the hypergraph using its spectra. This field has received a lot of attention in the last two decades, see for example [4, 5, 6, 12, 16, 17, 20, 21, 22, 24, 25]. The study of cospectral hypergraphs is important since it reveals which hypergraph properties cannot be deduced from their spectra. While the construction of cospectral graphs has been investigated extensively in the literature (see e.g. [1, 7, 8, 15, 19]), much less is known about the construction of cospectral hypergraphs. In this regard, Bu, Zhou, and Wei [3] presented a switching method for constructing $E$-cospectral hypergraphs which is based on the widely used Godsil-McKay switching (GM-switching) for graphs [7]. Another extension of GM-switching was shown by Banerjee and Sarkar in [18] for a matrix representation of a hypergraph using a natural generalization of the adjacency matrix for simple graphs.

In this paper, we show a new method for constructing $E$-cospectral hypergraphs (with respect to their $E$-characteristic polynomials). We also propose a new method for constructing uniform hypergraphs which are cospectral with respect to their adjacency matrices. Both of these methods are based on the recently introduced graph switching by Wang, Qiu and Hu (WQH-switching) [23, 15].
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2 Cospectral and $E$-cospectral hypergraphs using adjacency tensors

For a positive integer $n$, let $[n] = \{1, \ldots, n\}$. An order $k$ dimension $n$ tensor $A = (a_{i_1 \ldots i_k}) \in \mathbb{C}^{n \times \cdots \times n}$ is a multidimensional array with $n^k$ entries, where $i_j \in [n]$, $j = 1, \ldots, k$. For example, in case $k = 1$, $A$ is a column vector of dimension $n$, and in case $k = 2$, $A$ is an $n \times n$ matrix.

The following tensor multiplication was introduced by Shao [20] as a generalization of the matrix multiplication.

**Definition 2.1.** [20] Let $A$ and $B$ be order $m \geq 2$ and order $k \geq 1$, dimension $n$ tensors, respectively. The product $AB$ is the following tensor $C$ of order $(m-1)(k-1) + 1$ and dimension $n$ with entries:

$$c_{i \alpha_1 \ldots \alpha_{m-1}} = \sum_{i_2, \ldots, i_m \in [n]} a_{i i_2 \ldots i_m} b_{i_2 \alpha_1} \cdots b_{i_m \alpha_{m-1}},$$

where $i \in [n]$, $\alpha_1, \ldots, \alpha_{m-1} \in [n]^{k-1}$.

In particular, according to [20, Example 1.1], for an order $k \geq 2$ dimension $n$ tensor $A$ and a vector $x = (x_1, \ldots, x_n)^\top$ we can derive that the product $Ax$ is a vector with $i$-th component calculated by

$$(Ax)_i = \sum_{i_2, \ldots, i_k \in [n]} a_{i i_2 \ldots i_k} x_{i_2} \cdots x_{i_k}.$$

In 2005, Qi [13] and Lim [11] independently introduced the concept of tensor eigenvalues with two different definitions. As we will see below, both of them generalize the notion of matrix eigenvalue in their own way. Since then, a vast number of authors have used such definitions to study spectral properties of hypergraphs [4, 5, 20, 21, 22, 24, 25].

Next, we introduce the definitions of characteristic and $E$-characteristic polynomials of a tensor.

Let $A$ be an order $k$ dimension $n$ tensor. A number $\lambda \in \mathbb{C}$ is called an eigenvalue of $A$ if there exists a nonzero vector $x \in \mathbb{C}^n$ such that $Ax = \lambda x_{[k-1]}$, where $x_{[k-1]} = (x_1^{k-1}, \ldots, x_n^{k-1})^\top$. The determinant of $A$, denoted by $\det(A)$, is the resultant of the system of polynomials $f_i(x_1, \ldots, x_n) = (Ax)_i$ for all $i \in [n]$. The characteristic polynomial of $A$ is defined as $\Phi_A(\lambda) = \det(\lambda I_n - A)$, where $I_n$ is the unit tensor of order $k$ and dimension $n$, i.e. a tensor of elements $\delta_{i_1 \ldots i_k}$ such that

$$\delta_{i_1 \ldots i_k} = \begin{cases} 1, & i_1 = i_2 = \cdots = i_k, \\ 0, & \text{otherwise}. \end{cases}$$

It is known that the eigenvalues of $A$ are exactly the roots of $\Phi_A(\lambda)$ [20].

On the other hand, for an order $k \geq 2$ dimension $n$ tensor $A$, a number $\lambda \in \mathbb{C}$ is called an $E$-eigenvalue of $A$ if there exists a nonzero vector $x \in \mathbb{C}^n$ such that $Ax = \lambda x$ and $x^\top x = 1$. In [14], the $E$-characteristic polynomial of $A$ is defined as
\[ \phi_A(\lambda) = \begin{cases} 

\text{Res}_x(Ax - \lambda(x^T x)^{\frac{k-2}{2}}), & \text{if } k \text{ is even}, \\

\text{Res}_{x,\beta} \left( A x - \beta x^T x - \beta^2 x \right), & \text{if } k \text{ is odd}, 
\end{cases} \]

where ‘Res’ is the resultant of the system of polynomials. It is known that \( E \)-eigenvalues of \( A \) are roots of \( \phi_A(\lambda) \) \[14\]. If \( k = 2 \), then \( \phi_A(\lambda) = \Phi_A(\lambda) \) is just the characteristic polynomial of the square matrix \( A \).

A hypergraph \( G = (V(G), E(G)) \) is called \( k \)-uniform if each edge of \( G \) contains exactly \( k \) distinct vertices. All hypergraphs in this paper are uniform and simple. The adjacency tensor of \( G \), denoted by \( A_G \), is an order \( k \) dimension \( |V(G)| \) tensor with entries \[4\]:

\[
\left[ a_{i_1, i_2 \ldots i_k} \right] = \begin{cases} 

\frac{1}{(k-1)!}, & \{i_1, i_2, \ldots, i_k\} \in E(G), \\

0, & \text{otherwise}.
\end{cases}
\]

We say that two \( k \)-uniform hypergraphs are cospectral (\( E \)-cospectral) if their adjacency tensors have the same characteristic polynomial (\( E \)-characteristic polynomial).

In order to state our main result in this section, we need some preliminary work. We shall follow the same notation as in \[3\].

Let \( G = (V(G), E(G)) \) be a \( k \)-uniform hypergraph. The degree of a vertex \( u \in V(G) \) is the number of edges that contain \( u \). For any edge \( \{u_1, \ldots, u_k\} \in E(G) \), we say that \( u_1 \) is a neighbour of \( \{u_2, \ldots, u_k\} \). The neighbourhood of \( \{u_2, \ldots, u_k\} \) is denoted by \( \Gamma(u_2, \ldots, u_k) \).

We say that \( A \) is a symmetric tensor if \( a_{i_1, i_2 \ldots i_k} = a_{\sigma(1), \sigma(2) \ldots \sigma(k)} \) for any permutation \( \sigma \) on \( [k] \). From the definition of the adjacency tensor, it is easy to observe that for a hypergraph \( G \), the tensor \( A_G \) is symmetric.

The following lemma can be obtained from \[20\ Eq. (2.1)\].

**Lemma 2.2.** Let \( A = (a_{i_1 \ldots i_k}) \) be an order \( k \geq 2 \) dimension \( n \) tensor, and let \( Q = (q_{i,j}) \) be an \( n \times n \) matrix. Then

\[
(QAQ^T)_{i_1 \ldots i_k} = \sum_{j_1 \ldots j_k \in [n]} a_{j_1 \ldots j_k} q_{i_1,j_1} q_{i_2,j_2} \cdots q_{i_k,j_k}.
\]

From Lemma 2.2 we obtain the following result.

**Lemma 2.3.** Let \( A' = QAQ^T \), where \( A \) is a tensor of dimension \( n \) and \( Q \) is an \( n \times n \) matrix. If \( A \) is symmetric, then \( A' \) is symmetric.

Additionally, let \( Q \) be a real orthogonal matrix. In \[20\], Shao pointed out that \( A \) and \( A' = QAQ^T \) are orthogonally similar tensors as defined by Qi \[13\], which implies that they have the same set of \( E \)-eigenvalues. In this case, the \( E \)-characteristic polynomials are also the same (see also \[10\]):

**Lemma 2.4.** Let \( A' = QAQ^T \), where \( A \) is a tensor of dimension \( n \) and \( Q \) is an \( n \times n \) real orthogonal matrix. Then \( A \) and \( A' \) have the same \( E \)-characteristic polynomial.
Let $I_n$ be the unit tensor of order $k$ and dimension $n$, i.e. a tensor of elements $\delta_{i_1 \cdots i_k}$ such that
\[
\delta_{i_1 \cdots i_k} = \begin{cases} 
1, & i_1 = i_2 = \cdots = i_k, \\
0, & \text{otherwise.} 
\end{cases}
\]

A claim analogous to Lemma 2.4 can be made for characteristic polynomials of tensors, as it is a straightforward consequence of [20, Theorem 2.1]:

**Lemma 2.5.** Let $A' = QAQ^\top$, where $A$ is a tensor of dimension $n$ and $Q$ is an $n \times n$ real orthogonal matrix such that $QI_nQ^\top = I_n$. Then $A$ and $A'$ have the same characteristic polynomial.

Note that the additional identity $QI_nQ^\top = I_n$ does not hold in general for a real orthogonal matrix $Q$, making cospectrality of tensors a stronger property than $E$-cospectrality.

Lemma 2.4 will be the key ingredient for proving the $E$-cospectrality of the hypergraphs constructed using the method described in Section 2.1.

### 2.1 Constructing $E$-cospectral hypergraphs using adjacency tensors

Inspired by the WQH-switching [23] for graphs, we propose a method to construct $E$-cospectral hypergraphs.

**Theorem 2.6.** Let $G$ be a $k$-uniform hypergraph on $n$ vertices that satisfies the following conditions:

1. The vertex set $V(G)$ is partitioned into three sets $C_1 \cup C_2 \cup D$ with $|C_1| = |C_2| = t$.
2. For any edge $\{u_1, \ldots, u_k\} \in E(G)$, there is at most one vertex in $C_1 \cup C_2$, i.e. $|\{u_1, \ldots, u_k\} \cap (C_1 \cup C_2)| \leq 1$.
3. For any $k-1$ distinct vertices $u_2, \ldots, u_k$ from $D$, we have $\Gamma(u_2, \ldots, u_k) \cap (C_1 \cup C_2) \in \{C_1, C_2\}$ or $|\Gamma(u_2, \ldots, u_k) \cap C_1| = |\Gamma(u_2, \ldots, u_k) \cap C_2|$.

To construct a hypergraph $H$, for any $\{u_2, \ldots, u_k\} \subseteq D$ that has all its neighbours in $C_1$ (or $C_2$), switch the adjacency of $\{u_1, \ldots, u_k\}$ for all $u_1 \in C_1 \cup C_2$. Then $H$ is a $k$-uniform $E$-cospectral hypergraph with $G$.

**Proof.** To prove this result, we will show that
\[
A_H = QA_GQ^\top,
\]
where $A_G$ and $A_H$ are the adjacency tensors of $G$ and $H$, and
\[
Q = \begin{pmatrix}
I_t - \frac{1}{t}J_t & \frac{1}{t}J_t & 0 \\
\frac{1}{t}J_t & I_t - \frac{1}{t}J_t & 0 \\
0 & 0 & I_{n-2t}
\end{pmatrix}.
\]
Since $Q$ is a real orthogonal matrix, the $E$-cospectrality of $G$ and $H$ follows from Lemma 2.4.

Let $A' = QA_GQ^T$. According to Lemma 2.3, $A'$ is symmetric. By Lemma 2.2,

$$(A')_{i_1 \ldots i_k} = \sum_{j_1, \ldots, j_k \in V(G)} a_{j_1 \ldots j_k} q_{i_1 j_1} \cdots q_{i_k j_k}.$$

We need to show that $A' = A_H$.

First, consider the case $\{|i_1, \ldots, i_k\} \cap (C_1 \cup C_2)| = 0$, or $\{i_1, \ldots, i_k\} \subseteq D$. Then, for any $s \in [k]$, $q_{i_s j_s} = 1$ if and only if $i_s = j_s$ and is equal to 0 otherwise. Hence

$$(A')_{i_1 \ldots i_k} = a_{i_1 \ldots i_k} \text{ if } \{i_1, \ldots, i_k\} \subseteq D.$$

Next, if $\{|i_1, \ldots, i_k\} \cap (C_1 \cup C_2)| \geq 2$, then $a_{i_1 \ldots i_k} = 0$ since every edge of $H$ has no more than one vertex in $C_1 \cup C_2$. We consider three cases for $\{j_1, \ldots, j_k\}$:

- If $\{|j_1, \ldots, j_k\} \cap (C_1 \cup C_2)| = 0$ then without loss of generality we may assume that $i_1 \in (C_1 \cup C_2)$. Since $j_1 \in D$, we have $q_{i_1 j_1} = 0$.
- If $\{|j_1, \ldots, j_k\} \cap (C_1 \cup C_2)| \geq 2$ then $\{j_1, \ldots, j_k\}$ is not an edge of $G$ and $a_{j_1 \ldots j_k} = 0$.
- If $\{|j_1, \ldots, j_k\} \cap (C_1 \cup C_2)| = 1$ then without loss of generality we may assume that $i_1, i_2 \in (C_1 \cup C_2)$. Then, either $j_1 \in D$ or $j_2 \in D$, hence we have $q_{i_1 j_1} = 0$ or $q_{i_2 j_2} = 0$.

This argument implies that every term in the sum that defines $(A')_{i_1 \ldots i_k}$ is equal to zero, and so

$$(A')_{i_1 \ldots i_k} = 0 = a_{i_1 \ldots i_k} \text{ if } \{|i_1, \ldots, i_k\} \cap (C_1 \cup C_2)| \geq 2.$$

The final case is $\{|i_1, \ldots, i_k\} \cap (C_1 \cup C_2)| = 1$. Without loss of generality we may assume $i_1 \in (C_1 \cup C_2)$ and $i_2, \ldots, i_k \in D$. Since $q_{s, j_s} = 0$ for any $s \in \{2, \ldots, k\}$ unless $j_s = i_s$ when $q_{s, j_s} = 1$, and also $q_{i_1 j_1} = 0$ if $j_1 \in D$, we have

$$(A')_{i_1 \ldots i_k} = \sum_{j_1 \in (C_1 \cup C_2)} a_{j_1 i_2 \ldots i_k} q_{i_1 j_1}.$$

We assume $i_1 \in C_1$, and the case $i_1 \in C_2$ can be considered analogously.

There are three possibilities:

**Case 1.** The set $\{i_2, \ldots, i_k\}$ has every vertex of $C_1$ as a neighbour and no neighbours in $C_2$. This implies $i_1$ is one of these neighbours, so $a_{i_1 i_2 \ldots i_k} = \frac{1}{(k-1)!}$. Then

$$(A')_{i_1 \ldots i_k} = \sum_{j_1 \in (C_1 \cup C_2)} a_{j_1 i_2 \ldots i_k} q_{i_1 j_1} \frac{1}{(k-1)!} \sum_{j_1 \in C_1} q_{i_1 j_1}$$

$$= \frac{1}{(k-1)!} \sum_{j_1 \in C_1, j_1 \neq i_1} q_{i_1 j_1} + \frac{1}{(k-1)!} q_{i_1 i_1}$$

$$= \frac{1}{(k-1)!} \left(-\left(t-1\right)\frac{1}{t} + \frac{t-1}{t}\right) = 0 \neq a_{i_1 i_2 \ldots i_k}.$$
Case 2. The set \( \{i_2, \ldots, i_k\} \) has every vertex of \( C_2 \) as a neighbour and no neighbours in \( C_1 \), implying \( a_{i_1 i_2 \ldots i_k} = 0 \). Then
\[
(A')_{i_1 \ldots i_k} = \sum_{j_1 \in (C_1 \cup C_2)} a_{j_1 i_1 \ldots i_k} q_{i_1 j_1} = \sum_{j_1 \in C_2} a_{j_1 i_1 \ldots i_k} q_{i_1 j_1} = t \cdot \frac{1}{(k-1)!} \cdot \frac{1}{t} = \frac{1}{(k-1)!} \neq a_{i_1 i_2 \ldots i_k}.
\]

Case 3. The set \( \{i_2, \ldots, i_k\} \) has \( r \leq t \) neighbours in \( C_1 \) as well as in \( C_2 \). Then
\[
(A')_{i_1 \ldots i_k} = \sum_{j_1 \in C_1} a_{j_1 i_1 \ldots i_k} q_{i_1 j_1} + \sum_{j_1 \in C_2} a_{j_1 i_1 \ldots i_k} q_{i_1 j_1} = \sum_{j_1 \in C_1} a_{j_1 i_1 \ldots i_k} + r \cdot \frac{1}{(k-1)!} \cdot \frac{1}{t}.
\]

Depending on whether \( i_1 \) is one of the \( r \) neighbours in \( C_1 \) or not, we have either
\[
(A')_{i_1 \ldots i_k} = -\frac{1}{t} \cdot r \cdot \frac{1}{(k-1)!} + r \cdot \frac{1}{(k-1)!} \cdot \frac{1}{t} = 0 \text{ when } a_{i_1 i_2 \ldots i_k} = 0,
\]

or
\[
(A')_{i_1 \ldots i_k} = -\frac{1}{t} \cdot (r - 1) \cdot \frac{1}{(k-1)!} + \frac{t - 1}{t} \cdot \frac{1}{(k-1)!} + r \cdot \frac{1}{(k-1)!} \cdot \frac{1}{t} = \frac{1}{(k-1)!} \text{ when } a_{i_1 i_2 \ldots i_k} \neq 0.
\]

Either way we derive that in Case 3,
\[
(A')_{i_1 \ldots i_k} = a_{i_1 i_2 \ldots i_k}.
\]

By considering every possible case we see that \( A' \) is the adjacency tensor of a hypergraph that can be obtained from \( G \) by switching adjacency of every edge \( \{i_1, i_2, \ldots, i_k\} \) such that \( \{i_2, \ldots, i_k\} \subseteq D \) and \( i_1 \in (C_1 \cup C_2) \) in case \( \Gamma(i_2, \ldots, i_k) \cap (C_1 \cup C_2) \in \{C_1, C_2\} \), which is exactly \( H \) by construction. Hence \( A' = A_H \) as required.

**Remark 2.7.** Note that the matrix \( Q \) defined in the proof of Theorem 2.6 in general does not satisfy \( Q \mathcal{L}_n Q^\top = \mathcal{I}_n \). Hence the hypergraph \( H \) obtained from \( G \) as the result of switching described in Theorem 2.6 is \( E \)-cospectral but not necessarily cospectral with \( G \).

We will refer to the switching of Theorem 2.6 as \( E \)-WQH switching. The paper [3] describes a switching to construct \( E \)-cospectral hypergraphs by a method which is similar to GM-switching [7]. This will be referred to as \( E \)-GM switching.

Note that the switching described in Theorem 2.6 is based on the simplified version of WQH-switching for ordinary graphs. However, the cospectrality of the hypergraphs constructed using the more general version of the switching can also be argued in a similar
Let $G$ be a $k$-uniform hypergraph such that $V(G)$ admits partition $C_1 \cup C_2 \cup \cdots \cup C_m \cup D$ for some integer $m \geq 1$ with $|C_i| = |C_{i+1}|$ for any odd $i \in [2m]$, any edge has at most one vertex in $V(G) \setminus D$, and for each odd $i \in [2m]$ and a subset $\{u_2, \ldots, u_k\} \subseteq D$ we have either $\Gamma(u_2, \ldots, u_k) \cap (C_i \cup C_{i+1}) \in \{C_i, C_{i+1}\}$ or $|\Gamma(u_2, \ldots, u_k) \cap C_i| = |\Gamma(u_2, \ldots, u_k) \cap C_{i+1}|$. Then a hypergraph $H$ is constructed by taking all subsets $\{u_2, \ldots, u_k\} \subseteq D$ such that $\Gamma(u_2, \ldots, u_k) \cap (C_i \cup C_{i+1}) \in \{C_i, C_{i+1}\}$ for some odd $i \in [2m]$ and switching adjacency between the subset and all the vertices in $C_i \cup C_{i+1}$. A similar observation can be made regarding to $E$-GM switching, which is based on the simplified version of GM-switching but can be extended to its general version [7].

**Remark 2.8.** If $G$ is a hypergraph that admits the conditions of Theorem 2.6 and $|C_1 \cup C_2| = 2$, then the hypergraph constructed as a result of $E$-WQH switching is isomorphic to $G$. It is easily observed that the isomorphism is the permutation of the two vertices of $C_1 \cup C_2$. The same observation is true for $E$-GM switching.

In $E$-GM switching, it is required to partition the vertices of a hypergraph $G$ into two sets $C$ and $D$, where no two vertices of $C$ are in the same edge, and any $(k-1)$-subset of $D$ has either 0, $\frac{|C|}{2}$, or $|C|$ neighbours in $C$. We will call $C$ the switching set of $G$.

**Remark 2.9.** If $G$ is a $k$-uniform hypergraph satisfying the conditions of Theorem 2.6 and $|C_1 \cup C_2| = 4$, then the hypergraph constructed as a result of $E$-WQH switching is isomorphic to the one constructed using $E$-GM switching. Indeed, any subset of $k-1$ vertices in $D$ must have 0, 2, or 4 neighbours in $C_1 \cup C_2$. This implies that the conditions of $E$-GM switching are satisfied for $G$ with the switching set $C := C_1 \cup C_2$. Applying $E$-GM switching is equivalent to applying $E$-WQH switching and a permutation of the two vertices in $C_1$ and the two vertices in $C_2$.

Finally we provide an example of two $E$-cospectral non-isomorphic hypergraphs that can be obtained through the new $E$-WQH switching from Theorem 2.6 but not via the $E$-GM switching shown in [3].

**Example 2.10.** Let $G$ be a 3-uniform hypergraph on 9 vertices $u_1, u_2, u_3, u_4, u_5, u_6, v_1, v_2, v_3$ with edges

$$
\begin{align*}
\{v_1, v_2, u_1\}, \{v_1, v_2, u_2\}, \{v_1, v_2, u_3\}, \{v_2, v_3, u_1\}, \{v_2, v_3, u_4\}, \\
\{v_1, v_3, u_2\}, \{v_1, v_3, u_3\}, \{v_1, v_3, u_4\}, \{v_1, v_3, u_5\}.
\end{align*}
$$

If we take $C_1 := \{u_1, u_2, u_3\}$ and $C_2 := \{u_4, u_5, u_6\}$, then every edge has exactly one vertex in $C_1 \cup C_2$, and every 2-subset of $\{v_1, v_2, v_3\}$ has either three neighbours in $C_1$ and none in $C_2$, or the same number of neighbours in both $C_1$ and $C_2$. Hence this hypergraph admits the switching described in Theorem 2.6, and the result is a hypergraph $H$ with edge set

$$
\begin{align*}
\{v_1, v_2, u_4\}, \{v_1, v_2, u_5\}, \{v_1, v_2, u_6\}, \{v_2, v_3, u_1\}, \{v_2, v_3, u_4\}, \\
\{v_1, v_3, u_2\}, \{v_1, v_3, u_3\}, \{v_1, v_3, u_4\}, \{v_1, v_3, u_5\},
\end{align*}
$$
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i.e. only the first three edges are switched. \( G \) and \( H \) are clearly \( E \)-cospectral but not isomorphic, since only one of them has an isolated vertex. Moreover, the hypergraph \( H \) cannot be constructed from \( G \) using the \( E \)-GM switching, since the switching set would have to include \( C_1 \cup C_2 \) and simultaneously cannot include any of the vertices from \( \{v_1, v_2, v_3\} \). The set \( C_1 \cup C_2 \) by itself does not satisfy the conditions of \( E \)-GM switching.

3 Constructing cospectral hypergraphs using matrix representation

One of the disadvantages of studying the hypergraph spectrum using tensors, as in the previous section, is the computational complexity: computing eigenvalues of the adjacency tensor is known to be an NP-hard problem \([9]\). On the other hand, a different way of representing a hypergraph on \( n \) vertices can be found in the literature (see, for example, \([6, 12, 17, 16]\)). Here we have an \( n \times n \) matrix where its \((i, j)\)-entry is the number of edges that vertices labelled \( i \) and \( j \) share. We use the slightly altered definition from \([2]\) for the adjacency matrix \( A = (A_{ij}) \) of a \( k \)-uniform hypergraph \( G \):

\[
A_{ij} = \begin{cases} 
0, & i = j, \\
\frac{1}{k-1} |\{e \in E(G) \mid i, j \in e\}|, & i \neq j.
\end{cases}
\]

Two hypergraphs are said to be cospectral with respect to their matrix representation if their adjacency matrices have the same spectrum.

A first switching method to construct cospectral hypergraphs regarding the previous adjacency matrix was shown by Sarkar and Banerjee in \([18]\). Their method is analogous to GM-switching for ordinary graphs in its most general form. In this section we show a different switching method which extends WQH-switching \([23, 15]\) to hypergraphs.

**Theorem 3.1.** Let \( G = (V(G), E(G)) \) be a \( k \)-uniform hypergraph whose vertex set admits a partition \( C_1 \cup C_2 \cup \cdots \cup C_{2m} \cup D \) for some integer \( m \geq 1 \), and such that the following conditions for \( G \) hold:

1. \(|C_i| = t\) for all \( i \in [2m] \) and some integer \( t \), while \(|D| = k - 1\).

2. Any edge of \( G \) has either 0 or \( k - 1 \) vertices in \( D \).

3. For any odd \( i \in [2m] \), we have either \( \Gamma(D) \cap (C_i \cup C_{i+1}) = C_i \) or \(|\Gamma(D) \cap C_i| = |\Gamma(D) \cap C_{i+1}|\), where \( \Gamma(D) \) denotes the set of neighbours of \( D \), or a subset of vertices \( v \) such that \( \{v, D\} \in E(G) \).

4. For the adjacency matrix \( A \) and each \( i, j \in [2m] \) there exists an integer \( \alpha_{ij} \) such that

\[
\sum_{u \in C_i} A_{uv} = \sum_{u \in C_i} A_{vu} = \alpha_{ij} \text{ for } v \in C_j \quad \text{and} \quad \sum_{u \in C_j} A_{uv} = \sum_{u \in C_j} A_{vu} = \alpha_{ij} \text{ for } v \in C_i.
\]
5. For any odd \( i, j \in [2m] \), \( \alpha_{ij} = \alpha_{i+1,j+1} \) and \( \alpha_{i+1,j} = \alpha_{i,j+1} \).

Let \( H \) be the hypergraph which is constructed from \( G \) as follows. For all odd \( i \in [2m] \), if \( \Gamma(D) \cap (C_i \cup C_{i+1}) = C_i \) then remove all edges of the form \( \{D,v\} \) with \( v \in C_i \) and add the edges of the form \( \{D,v\} \) for all \( v \in C_{i+1} \).

Then \( H \) and \( G \) are cospectral with respect to their matrix representation.

Observe that by the condition (4) of Theorem 3.1 we obtain that for all \( i, j \in [2m] \), we have \( \alpha_{ij} = \alpha_{ji} \).

Proof. Let \( X = I_t - \frac{1}{t} J_t \) and \( Y = \frac{1}{t} J_t \) be \( t \times t \) matrices. Without loss of generalization, we assume that the labelling of vertices of \( G \) is consistent with the partition \( C_1 \cup C_2 \cup \cdots \cup C_{2m-1} \cup C_{2m} \cup D \).

Consider the block matrix

\[
Q = \begin{pmatrix}
X & Y & O & O & \ldots & O \\
Y & X & O & O & \ldots & O \\
O & O & X & Y & \ldots & O \\
O & O & Y & X & \ldots & O \\
\vdots & \vdots & \vdots & \vdots & \ddots & \vdots \\
O & \ldots & \ldots & O & I_{k-1},
\end{pmatrix}
\]

It is clear that \( Q \) is an orthogonal matrix, which means that \( A' := QAQ^\top \) is a matrix with the same spectrum as \( A \). Hence all we need to prove is that \( A' \) is the adjacency matrix of \( H \).

We can write \( A \) as a block matrix

\[
A = \begin{pmatrix}
B_{11} & B_{12} & \cdots & B_{12m} & B_1 \\
B_{21} & B_{22} & \cdots & B_{22m} & B_2 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
B_{2m1} & B_{2m2} & \cdots & B_{2m2m} & B_{2m} \\
B_1^\top & B_2^\top & \cdots & B_{2m}^\top & t(J - I)
\end{pmatrix},
\]

where \( B_{ij} \) are \( t \times t \) blocks for all \( i, j \in [2m] \), while \( B_i \) are \( t \times (k - 1) \) blocks of all-one or all-zero rows. According to the conditions of the theorem satisfied by \( G \), the sum of rows and columns in \( B_{ij} \) is \( \alpha_{ij} \) for any \( i, j \in [2m] \). The matrix \( A' \) can also be represented as a block matrix in a similar way.

Let \( B'_{ij}, B'_i \) for \( i, j \in [2m] \) be the \( t \times t \) and \( t \times (k - 1) \) blocks of \( A' \), respectively. Let \( i \) and \( j \) be odd integers from \([2m]\). Then by block matrix multiplication, we can derive that

\[
\begin{pmatrix}
B'_{ij}
B'_{i+1,j+1}
\end{pmatrix} =
\begin{pmatrix}
(XB_{ij} + YB_{i+1,j})X + (XB_{i+1,j+1} + YB_{i+1,j+1})Y \\
(YB_{ij} + XB_{i+1,j})X + (YB_{i+1,j+1} + XB_{i+1,j+1})Y
\end{pmatrix}
= \begin{pmatrix}
(XB_{ij} + YB_{i+1,j})Y + (XB_{i+1,j+1} + YB_{i+1,j+1})X \\
(YB_{ij} + XB_{i+1,j})Y + (YB_{i+1,j+1} + XB_{i+1,j+1})X
\end{pmatrix}.
\]
Now, since the blocks $B_{i,j}$ all have constant sum of rows and columns, we have

$$J_t B_{i,j} = B_{i,j} J_t = \alpha_{i,j} J_t \implies Y B_{i,j} = B_{i,j} Y = \frac{\alpha_{i,j}}{t} J_t, \ X B_{i,j} = B_{i,j} X = B_{i,j} - \frac{\beta_{i,j}}{t} J_t.$$ 

Additionally, observe that

$$X^2 = X, \ Y^2 = Y, \ XY = YX = O.$$ 

From this, we can obtain through a straightforward calculation that, for any odd $i, j \in [2m]$, we have

$$B'_{i,j} = B_{i,j} - \frac{\alpha_{i,j}}{t} J_t + \frac{\alpha_{i+1,j+1}}{t} J_t = B_{i,j},$$

$$B'_{i+1,j} = B_{i+1,j} - \frac{\alpha_{i,j+1}}{t} J_t + \frac{\alpha_{i+1,j}}{t} J_t = B_{i+1,j},$$

$$B'_{i,j+1} = B_{i,j+1} - \frac{\alpha_{i+1,j}}{t} J_t + \frac{\alpha_{i,j+1}}{t} J_t = B_{i+1,j+1},$$

$$B'_{i+1,j+1} = B_{i+1,j+1} - \frac{\alpha_{i+1,j+1}}{t} J_t + \frac{\alpha_{i,j}}{t} J_t = B_{i+1,j+1}.$$ 

Next, for an odd $i \in [2m]$ we have $B'_i = XB_i + YB_{i+1}$ and $B'_{i+1} = YB_i + XB_{i+1}$. There are two possible cases.

The first case is when $B_i$ is an all-ones block while $B_{i+1} = O$, so that $\Gamma(D) \cap (C_i \cup C_{i+1}) = C_i$. Then, since $J_t B_i = t B_i$, we have $B'_i = O$ and $B'_{i+1} = B_i$, meaning that the adjacency of all $k$-sets of the form $\{v, D\}$ for $v \in C_i \cup C_{i+1}$ was switched. This is consistent with the switching used to construct $\mathcal{H}$.

The second case is when $B_i$ and $B_{i+1}$ both have exactly $r$ all-ones rows, meaning that $|\Gamma(D) \cap C_i| = |\Gamma(D) \cap C_{i+1}| = r$. Then $J_t B_i = J_t B_{i+1} = rB$ where $B$ is an all-ones block of size $t \times (k - 1)$, and from this we can derive $B'_i = B_i$ and $B'_{i+1} = B_{i+1}$.

Combining the observations above we can conclude that $\mathcal{A}'$ is the adjacency matrix of $\mathcal{H}$. 

Note that the $\frac{1}{k-1}$ factor in the definition of the adjacency matrix $\mathcal{A}$ has no bearing on the argument of the proof, which implies that the above switching is also applicable when using the adjacency matrix definition from [6].

**Remark 3.2.** Let $\mathcal{G}$ be a hypergraph that satisfies the conditions of Theorem 3.1 with a partition of vertices $C_1 \cup C_2 \cup D$ and $\Gamma(D) \cap (C_1 \cup C_2) = C_1$. Then the application of the switching described in Theorem 3.1 is equivalent to applying the switching described by Sarkar and Banerjee in [18]. The partition of the vertices in that case would be into two subsets $\mathcal{C} := C_1 \cup C_2$ and $\mathcal{D}$.

We end up with an example that illustrates the use of Theorem 3.1. Note that the following cospectral pair of uniform hypergraphs cannot be obtained using the switching for hypergraphs using matrix representation from [18].
Example 3.3. Let $G$ be a 3-uniform hypergraph on 14 vertices $u_1, u_2, \ldots, u_{12}, v_1, v_2$ and having edge set

$\{u_1, u_2, u_3\}, \{u_1, u_4, u_5\}, \{u_2, u_5, u_6\}, \{u_3, u_4, u_6\}, \{u_7, u_{10}, u_{12}\}, \{u_8, u_{10}, u_{11}\},$

$\{u_9, u_{11}, u_{12}\}, \{u_1, v_1, v_2\}, \{u_2, v_1, v_2\}, \{u_3, v_1, v_2\}, \{u_7, v_1, v_2\}, \{u_{10}, v_1, v_2\}$.

Consider the vertex partition $C_1 := \{u_1, u_2, u_3\}$, $C_2 := \{u_4, u_5, u_6\}$, $C_3 := \{u_7, u_8, u_9\}$, $C_4 := \{u_{10}, u_{11}, u_{12}\}$, and $D := \{v_1, v_2\}$. Then the switching of Theorem 3.1 can be applied to obtain a hypergraph $H$ with edge set

$\{u_1, u_2, u_3\}, \{u_1, u_4, u_5\}, \{u_2, u_5, u_6\}, \{u_3, u_4, u_6\}, \{u_7, u_{10}, u_{12}\}, \{u_8, u_{10}, u_{11}\},$

$\{u_9, u_{11}, u_{12}\}, \{u_4, v_1, v_2\}, \{u_5, v_1, v_2\}, \{u_6, v_1, v_2\}, \{u_7, v_1, v_2\}, \{u_{10}, v_1, v_2\}$.

The constructed hypergraph $H$ has a subset of vertices $\{u_1, u_2, u_3\}$ of degree 2 which themselves form an edge. There is no such subset in $G$, hence $G$ and $H$ are not isomorphic. Furthermore, there is no partition of the vertices of $G$ that satisfies the conditions of the GM-switching based method described in [18], meaning that this example can only be obtained using the new method from Theorem 3.1.
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