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Abstract
Given that social interactions drive the spread of infectious diseases amongst humans, one anticipates that human mobility in Belgium affected the spread of COVID-19 during both 2020 “waves”. Measures against this spread in turn influenced mobility patterns. In this study, we analyse and mutually compare time series of COVID-19-related data and mobility data across Belgium’s 43 arrondissements (NUTS 3 level). First, we confirm that overall mobility did in fact change significantly over the consecutive stages of the pandemic. So doing, we define a quantity that represents the degree of mobility between two
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arrondissements: the “connectivity index”. Second, we analyse spatio-temporal COVID-19-related incidence and hospitalisation data using dynamic time warping and time-lagged cross-correlation. This allows us to quantify time lag and morphological similarities between localised waves. Third, by coupling those analyses, we conclude that mobility between arrondissements is in fact indicative of the spatio-temporal spread of COVID-19 in Belgium, as was previously shown for other EU countries. This conclusion supports the need for mobility analysis and/or control during a pandemic, and by extension motivates the development of our spatially explicit Belgian metapopulation model.
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1 Introduction

COVID-19 is a respiratory disease caused and spread by SARS-CoV-2, an infectious coronavirus. The first confirmed case in Belgium was a repatriated person from Wuhan [1], who tested positive on February 4, 2020 but did not spread the disease further (see Figure 1 for a chronological overview). Returning vacationers from affected regions in Italy led to additional importations during the half-term holidays [2], and by early March 2020, disease transmission in Belgium was confirmed. On March 13, 2020, the Belgian government imposed the first measures to control the virus spread. On March 18, 2020, the measures were tightened to a lockdown. Two days later the Belgian borders were closed for non-essential travel, meaning that from that moment on cross-border mobility was severely restrained. Restrictions were gradually eased in May, June and July 2020. Upon the emergence of a second COVID-19 wave in September-October, measures were again restricted on October 19, 2020.

To inform policymakers about the forecasted evolution of the pandemic and possible scenarios of disease spread related to changes in the containment measures, we developed a compartmental COVID-19 metapopulation model operational at the national scale [4] that tracks the number of individuals in 10 different epidemiological and clinical stages and 9 different age groups. It was developed in parallel with other researchers with slightly varying approaches [5, 6]. The collective results of these efforts were finally bundled to obtain ensemble forecasts [7].

The aforementioned models work at the level of the entire Belgian population and hence do not capture the spatial heterogeneous nature of disease spread, despite the fact that human mobility plays an important role in the emergence of spatial disease dynamics [8–11]. For what concerns COVID-19, [12] demonstrated that the initial COVID-19 spread in France and Spain
Fig. 1 2020 Timeline with the indication of major COVID-19-related events (dashed vertical lines). The maroon-coloured graph represents the 7-day centralised moving average of daily new hospitalisations in Belgium reported at the national level, obtained from Sciensano [3]. The dashed horizontal arrows at the top denote periods with lockdown measures. The solid arrows demarcate the periods defined as wave 1 and wave 2 in our analysis (see Table 1). Khaki-coloured areas represent conventional school holidays, added in particular to match the time series plot for mobility, on which school holidays have a noticeable impact (see Figure 3).

can be explained to a large extent by mobility between departments. Additionally, (initial) susceptibility and hence incidence may vary spatially as a consequence of differential mobility and a spatially varying sociodemographic context [13–16], and a recent geostatistical study pointed out that there is indeed a spatial structure underlying the spread of COVID-19 in Belgium [17]. Moreover, the locality of imposed control and mitigation measures as well as their effective implementation further increases the spatial heterogeneity of the disease dynamics. To account for this, [18–20] and [21] developed spatial models to investigate and simulate COVID-19 spread in Spain, Brazil, France and the United Kingdom, respectively.

With a road density of more than 500 km per 100 km$^2$ in 2011 [22] and a population density of 374 inhabitants per km$^2$ in 2020 [23], Belgium is one of the most connected countries in the world. Still, small-scale spatial heterogeneity is observed nonetheless [17], making Belgium both heterogeneously and highly connected. The relationship between mobility and viral spread was convincingly observed in large EU countries [12], but these countries are admittedly (much) more heterogeneous than Belgium. In this study, we therefore investigate whether these relationships are also observed in a small and highly connected country like Belgium.

We first define a quantitative measure for mobility between the Belgian arrondissements and confirm that non-pharmaceutical interventions strongly affected the overall mobility during the pandemic. Second, we rely on dynamic time warping and time-lagged cross correlation to unveil relationships with COVID-19-related time series associated with the same arrondissements.
and essentially –, these separate analyses are combined, demonstrating quantitatively that a high degree of mobility between arrondissements does influence the spread of SARS-CoV-2 both regarding time lag between arrondissements and overall shape of the local waves. As such, it is meaningful to not model Belgium as a homogeneous pool, but rather to extend current COVID-19 metapopulation models for Belgium [4–6] in a spatially explicit fashion.

2 Data collection and preprocessing

2.1 Geographical regions and COVID-19 waves

All analyses in this paper were performed at NUTS 3 level. The NUTS 3 level in the Nomenclature of Territorial Units for Statistics (NUTS) corresponds to administrative units with an average population size between 150,000 and 800,000. In Belgium, there are 43 such administrative units, which are called arrondissements (Figure 2). Three reasons motivate this choice of spatial resolution: 1) we guarantee consistency and comparability with other spatial analysis papers within Europe (e.g. [12]); 2) we avoid troublesome analysis of overly noisy time series associated with smaller geographical units; and 3) we avoid unneeded complication arising from the EU GDPR legislation when working with privacy-sensitive data at higher spatial resolution.

In 2020 Belgium faced two COVID-19 waves. The first one we defined from March 1, 2020 (first confirmed COVID-19 cases) until July 1, 2020, where the end date was chosen to coincide with the start of the summer holidays, during which incidences were low despite lifting of the most stringent restrictions. The second wave started on September 1, 2020 (reopening of schools and
Table 1 Summary statistics of the 2020 COVID-19 waves in Belgium

| Wave 1 | Wave 2 |
|--------|--------|
| Start  | March 1, 2020 | September 1, 2020 |
| Maximum| March 28, 2020 | October 30, 2020 |
| End    | July 1, 2020 | January 1, 2021 |
| Confirmed cases | 62 100 | 563 461 |
| Hospitalisations | 18 080 | 29 970 |
| Deaths  | 9 648 | 9 806 |

hence a sudden increase in contact dynamics) and was flattened again by the end of December 2020. Due to the presumed delayed effect of the pandemic on mobility, it is informative to include an additional analysis on the “ascending” and “descending” phases of the waves. The transition between both phases is determined by the date at which the nationwide maximum number of hospitalisations was registered for the respective waves (Table 1).

2.2 COVID-19-related time series

We analysed spatio-temporal data on excess deaths, and COVID-19-related cases and hospitalisations. Daily data on confirmed cases and hospitalisations due to COVID-19 were provided by the Belgian public health institute Sciensano (Figure 1). An aggregated format of these datasets at various NUTS levels is publicly available [3]. For our analyses, we considered all incidence and hospitalisation data at NUTS 3 level and expressed all data proportionally per 100 000 inhabitants.

We opted not to include time series of confirmed COVID-19 deaths in our analysis because these data were only available at weekly basis, and data during the first weeks of the pandemic were not available at all. Moreover, these data are not easily comparable between countries because of differences in death count conventions (e.g. only hospital deaths, only confirmed deaths or suspected deaths included) and in testing regime. This issue was addressed by using data on excess deaths to assess COVID-19 mortality instead [24]. These data are not only internationally comparable but also account for potential indirect COVID-19 deaths by an overload of the health system or co-infections. In our study, excess deaths are defined in relation to local mortality data from 2009 to 2019.

2.3 Mobility data

As a proxy for Belgian mobility, we used positioning data from mobile phones connecting to transmission towers. These data were provided by Proximus, Belgium’s largest telecommunication company with a market share of 30-40% in terms of active SIM cards [25]. These data account for the movement of 25 to 50% of the population in any given arrondissement, hence we may safely assume this is representative of the entire arrondissement’s population. The
provided data sets contain information on the daily number, duration (henceforth “staytime”), and location of visits by Proximus users, at NUTS 3 level, from which origin-destination matrices (ODMs) can be compiled. Records with a visit count smaller than 30 are censored (as “< 30”) to comply with EU GDPR legislation. The data were upscaled to the entire arrondissement population by using data on the number of Proximus customers and inhabitants in each arrondissement. As an example, the staytime time series for mobility from Brussels-Capital to Antwerpen (NIS 21000 to 11000) is shown in Figure 3.

Fig. 3 Time series containing the daily total number of hours $P_{gh}$ spent by residents of the arrondissement Brussels-Capital (NIS 21000) in the arrondissement Antwerpen (NIS 11000). The same formatting as in Figure 1 is used, with the addition of a vertical dashed line marking the national COVID-19 hospitalisation peak for each wave. These time series are derived from telecommunication data made available by Proximus.

Our analyses are focused on the COVID-19 epidemic in 2020. Similar to many other countries across the world, Belgium was largely isolated in 2020 as a consequence of the imposed containment measures, especially during the defined waves (see Figure 1). This rather unique situation justified ignoring cross-border mobility and allowed for the study of Belgium as a quasi-independent geographic entity.

3 Methods

3.1 Average daily mobility and connectivity index

To verify to what extent the pandemic affected mobility for all arrondissements, we compared the average daily outward mobility during the ascending and descending phases of both the first and second 2020 COVID-19 waves with
prepandemic mobility, per 100 000 inhabitants. The former was computed as:

\[
(\text{average outward mobility})^g = \frac{1}{\Delta t} \frac{100000}{N^g} \sum_t \sum_{h \neq g} P^{gh}(t),
\]

where \( g \) denotes the considered (home) arrondissement, \( h \) the visited arrondissement, \( \Delta t \) the duration of the considered period and \( N^g \) the population of arrondissement \( g \).

To demonstrate that the spread of COVID-19 between arrondissements can be correlated to their bilateral mobility, we followed the method proposed by [12]. As a quantitative standard for the connectivity between arrondissements, we defined a mobility-based connectivity index (CI). This is the logarithm of the daily number of hours \( P^{gh} \) spent in arrondissement \( h \) by people living in arrondissement \( g \) and vice versa \( (P^{hg}) \), normalised over the duration of the considered time period \( \Delta t \):

\[
\text{CI}^{gh} = \log \frac{1}{\Delta t_{\text{wave}}} \sum_{t \in \text{wave}} (P^{gh}(t) + P^{hg}(t)).
\]

Note that the CI does not normalise over the number of inhabitants, as it is assumed that the absolute – rather than the relative – number of visitors will affect viral spread. Further note that, by definition, this index is indifferent to the direction of movement (i.e. \( \text{CI}^{gh} = \text{CI}^{hg} \)). This reflects the assumption that SARS-CoV-2 is equally well spread geographically by healthy subjects visiting infected subjects, as vice versa.

### 3.2 GAMM fitting and bootstrapping of COVID-19 time series

The preprocessed (“raw”) COVID-19 time series under consideration typically show high variability between days, especially when looking at smaller spatial units such as arrondissements. Part of this can be explained by differences in reporting between week and weekend, but much of the variation comes from the inherent stochastic nature of (detecting) infections, hospitalisations and deaths. A rudimentary one-week window rolling average as in Figure 1 still results in jagged series. More sophisticated smoothing of such data is required and routinely performed to meaningfully compare trends between different regions [26]. Additionally, it is of interest to systematically quantify the expected variability around the raw data.

To tackle both issues, we chose to model each time series using a Generalised Additive Mixed Model (GAMM) approach with a log link [27] (see Supplementary Material). Figure 4 illustrates the result of the GAMM approach for two Belgian arrondissements, Brussels-Capital and Charleroi, using as input the number of confirmed cases per 100 000 inhabitants. This
plot also visualises the corresponding rolling average with a one-week window. Note that the incidence peaks in Figure 4 appear to occur after the national hospitalisation peak. This is due to the fact that testing was not yet up to date during the first wave. We assume that this was the case homogeneously throughout Belgium, such that incidence waves may still be mutually compared. As can be seen in this figure, the GAMM approach results in smoother curves whilst keeping relevant epidemic trends. Additionally, this method allow us to incorporate both autocorrelation and overdispersion, which less advanced methods do not.

![Fig. 4](image-url) Time series for daily confirmed COVID-19 cases per 100,000 inhabitants for the arrondissements Brussels-Capital (dark red, NIS 21000) and Charleroi (blue, NIS 52000) for the entire first wave. The dashed curves represent the 7-day averages. The solid line is a single realisation following the Generalised Additive Mixed Model (GAMM) approach. Per arrondissement, 100 slightly different GAMM fits were realised, allowing for a systematic quantification of the time series’ variability.

We simulated a set of 100 GAMM time series per wave for every arrondissement (see Supplementary Material). This set is used to repeatedly perform the analyses between two time series (see below), resulting in an equally large set of numerical values. The distribution of these values is in turn used to assess the uncertainty of the analysis in a methodological and quantitative fashion.

We remark that a similar approach is not required for the mobility time series, because these data are much less noisy to begin with, and because we will mostly use a cumulative quantity, rather than daily data.

### 3.3 Comparison between time series

We systematically compared incidence and hospitalisation time series for $43 \times 42/2 = 903$ unique arrondissement couples, for both the first and the second 2020 COVID-19 wave. Local waves will generally resemble the epidemic behaviour at the national level, but minor differences between arrondissements in amplitude and timing can be indicative of the geographical direction
and intensity of the viral spread. We anticipated that strongly connected arrondissements would have near-synchronous time series with a highly analogous shape. We assessed *morphological similarities* between smoothed time series using dynamic time warping (DTW). *Difference in timing* (lag) was computed using time-lagged cross-correlation (TLCC). Both methods first impose standardisation to zero mean and unit standard deviation, such that the analysis on absolute and relative (per-100k) time series generates identical results.

TLCC quantifies how synchronised two time series are by computing the correlation between them at different time shifts. The highest correlation indicates the time lag with which one signal leads the other [28, 29]. For instance, Figure 4 suggests visually that the peak of the confirmed number of cases in Brussels occurs earlier than in Charleroi. This is reflected by the maximum TLCC occurring at a lag of $-6$ days (Figure 5), which allows us to conclude that Brussels was about 6 days ahead of Charleroi for what concerns the number of confirmed cases. Note however that this alone does not imply any type of causation.

DTW gauges morphological similarity by minimising a Euclidean measure of distance between two time series, after standard score normalisation and after synchronisation based on TLCC values. The latter precondition is important in order to ascertain that the DTW value does not intrinsically correlate with the TLCC value. Minimising said distance can be thought of as stretching or compressing the second series with the aim of having it resemble as much as possible the first (reference) series [26, 30], as shown in the right panel of Figure 5. This requires that a DTW value (“distance”) of 0 indicates identity. As the DTW distance scales with the number of analysed data points, will normalise over the duration of the considered period.
4 Results and discussion

4.1 Mobility changes during the 2020 covid-19 waves

During both phases of the first COVID-19 wave, the average mobility outside the home arrondissement dropped substantially in comparison to the baseline mobility (Figure 6). This is less pronounced in the ascending part of the first wave, because the stringent national lockdown was installed only halfway this period. This is corroborated by the staytime time series shown in Figure 1. The latter also indicates that mobility fluctuates periodically as a consequence of the weekends. During the entire descending part of the first wave, teleworking, closure of non-essential shops and a ban on non-essential long-distance movements were imposed. Consequently, it is clear that the imposed lockdown measures had an immediate effect on the daily mobility.

In contrast, during the ascending part of the second wave, mobility was similar as in pre-COVID-19 times. This indicates that in terms of mobility within Belgium, the Belgian population behaved almost as before the start of the COVID-19 pandemic by September 2020. Of course, with the rapidly increasing numbers throughout September and October 2020, measures were gradually imposed again and social behaviour changed. As a result, the mobility dropped again significantly during the descending part of the second wave as compared to the baseline to a level similar as during the first wave. Clearly, the fact that the level of mobility was not consistent during the entire second COVID-19 wave, makes it harder to investigate the interplay between mobility and COVID-19 spread for this wave.

Fig. 6 Boxplots of daily mobility of all 43 arrondissements, calculated as total hours of staytime outside the home arrondissement per 100,000 inhabitants, averaged over the considered period (equation 1). The baseline mobility is calculated over the period 20-28 February 2020.
Second, the (symmetric) heatmaps containing CIs are shown and compared for the two waves (Figure 7). The change in mobility over the waves was relatively consistent over the different arrondissements (about 10% higher during the second wave), with some exceptions for arrondissements Arlon, Bastogne, Virton, Veurle and Philippeville. The latter can be attributed to their low number of inhabitants (making any change in mobility relatively large). This consistency supports the use of these CIs as a proxy for connectivity [12]. In general the mobility patterns did not differ much between the 2020 COVID-19 waves, so we only report the CI matrix for the first COVID-19 wave, whilst the one for the second wave can be found in the heatmap in A2. From this heatmap it can be inferred that most arrondissements containing a province capital are relatively well connected to any other arrondissement, with Arlon being the only exception to this rule. The latter is expected because of its location and the fact that a considerable number of its inhabitants commute to the Grand Duchy of Luxembourg. Further, we may conclude that the least connected arrondissements can be found in the province of Luxemburg, but also along the Walloon stretch of the French border (Neufchateau, Philippeville, Thuin, Virton). On the other hand, the most connected arrondissements are typically located in Flanders, in addition to Brussels-Capital, which is in agreement with former studies on the general metropolitan connectivity in Belgium [31]. All results presented above are in line with the recent comprehensive work by [32].

**Fig. 7** Left: symmetric heatmap showing the first-wave connectivity indices (CIs), defined in equation 2. The highest values at the diagonal show that most time is consistently spent in the home arrondissement. The second heatmap (right) shows the difference in CI between the first and second 2020 COVID-19 wave in terms of percentage. Positive values indicate a rise in mobility during the second wave.

### 4.2 Spatio-temporal dynamics of the 2020 covid-19 waves

We now turn to the analysis of COVID-19 incidence and hospitalisation data. After generating 100 bootstrapped time series for each arrondissement, we computed the TLCC and DTW values for all GAMM-fitted series between each unique pair of arrondissements. From this set of values, we calculated...
the mean and standard deviation of the TLCC lag and DTW distance.

The heatmaps in Figure 8 show the average time lag (in days) over all bootstrapped time series for each pair of arrondissements. The corresponding standard deviation can be found in the Supplementary material. From Figure 8-(a), we infer amongst other things that COVID-19 hospitalisations in Brussels-Capital during the first 2020 wave were about $2.34 \pm 0.68$ days ahead of the ones in the arrondissement Antwerpen.

According to Sciensano, the regions in the southwest of province Limburg and the so-called Borinage region containing the province capital Mons were defined as the initial clusters [3]. These regions correspond with the arrondissements Tongeren, Hasselt and Mons. Upon inspection of Figure 8, this is most clearly visible for Mons. For Tongeren and Hasselt this is less convincingly so, arguably because the TLCC gauges the lag of the entire wave, whilst Sciensano identified initial clusters based on local index patients.

Interestingly, a distinction can be made between both waves when it comes to TLCC values, as opposed to the mobility patterns that did not change much over the two 2020 COVID-19 waves (Figure 7). The lags observed during the second wave are much larger than the ones observed during the first wave. This is directly related to the duration of the second wave, which was longer and also resulted in a higher number of hospitalisations. Additionally, the second-wave heatmap shows lower variability. This can of course be understood as the result of national homogenising during the course of the COVID-19 crisis, especially during the summer when mobility was almost at the pre-pandemic level (Figure 6). This suggests that a spatial analysis is especially pertinent at the start of a pandemic.

Similarly, Figure 9 provides a comparison between arrondissements for both 2020 COVID-19 waves in terms of the average DTW distance between the corresponding hospitalisation time series and for each bootstrapping realisation. The heatmaps in Figure 9 illustrate the similarity between COVID-19 waves in terms of DTW values. For the first wave, the largest distances are observed for Diksmuide, Ieper and Huy, which also have larger TLCC values. For the former two arrondissements this can be understood by observing that they are amongst the least connected arrondissements in Flanders according to Figure 7. The highest average DTW value was observed between Diksmuide and Huy, $0.52 \pm 0.10$ (Figure 9), which is in agreement with the low connectivity between them (Figure 7). For the second wave, Maaseik and Tielt are more distant from the other arrondissements in terms of the DTW distance and both are lagging behind on the others, as can be seen in Figure 8-(b). The highest average DTW value for the second wave was observed between Maaseik and Liège, $0.69 \pm 0.17$, even though the connectivity between Maaseik and Liège is not that low. In line with the mobility restrictions that were less strict
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Fig. 8 Time-lagged cross-correlation computed between each pair of Belgium arrondissements for the number of hospitalisations, for first (a) and second (b) COVID-19 waves. The colour scale indicates how many days (on average) the arrondissement indicated by the column header is ahead of the one indicated by the row header. Additional TLCC values as well as matrices with uncertainties are found in Supplementary Material.

Fig. 9 Normalised dynamic time warping distances computed between each unique pair of Belgian arrondissements using data on hospitalisations, for first (a) and second (b) COVID-19 waves.

during the second 2020 wave, and in agreement with the TLCC results, this indicates that the link between mobility and COVID-19 spread was much more cluttered during the second 2020 wave.

4.3 Connectivity and the initial spread of covid-19 in Belgium

We computed the CI involving each arrondissement and one of the initial clusters (Tongeren, Hasselt and Mons), and compared it to the corresponding number of excess deaths, for each week following the introduction of COVID-19 in Belgium. This is the first indication confirming initial clusters and gauging
their influence on sars-cov-2 spread.

We verified the existence of a linear relationship between excess deaths and the CI to either of the initial clusters for every week since the start of the first wave in Belgium, as demonstrated before by (author?) [12] for other countries in Europe. From mid-March until the beginning of May, the initial spread of COVID-19 in Belgium was indeed related to the connectivity to the initial clusters located in the arrondissements Tongeren, Hasselt, and Mons (Figure 10). This relationship is the most pronounced for Tongeren with a maximum $R^2$ of 0.48 in the week of April 22, 2020 (Figure 11, left). In this week, the most connected arrondissements to Tongeren (such as Hasselt and Liège, see Figure A1) had a high percentage of excess deaths, whilst poorly connected arrondissements had fewer excess deaths. By the week of May 13, 2020, this relationship had weakened and connectivity to Tongeren no longer influenced the number of excess deaths (Figure 11, right). This decline can be explained by the fact that by that time COVID-19 had spread across the entire country, so sources of COVID-19 infection were spread more homogeneously across Belgium.

Remarkably, the influence of connectivity (i.e. $R^2$-values $\geq 0.3$) occurred mainly after the first hospitalisation peak and well after the start of the first lockdown, in a period when the mobility to and from the initial clusters had already reached lockdown level (Figure 10, bottom). In France, on the other hand, the influence of connectivity to the Haut-Rhin department on the initial spread disappeared 14 days after the first lockdown measures [12], which corresponds to the period between first symptoms and death [33]. The extra delay in response of the virus spread to mobility changes in Belgium can be explained as follows: in contrast to the case of the Haut-Rhin department in France, no big spreading event was documented in one of the initial clusters in Belgium, such that the effect on the percentage of excess deaths was more gradual. Furthermore, Belgium is a very connected country, and hence the difference between most and least connected arrondissements is smaller. The combination of both aspects makes the relationship between connectivity and initial spread in general less clear (lower $R^2$-values) than in the study of [12].

4.4 Connectivity and covid-19 dynamics

In a final step, we also evaluated whether the connectivity indices CI$_{gh}$ during the 2020 COVID-19 waves (and their ascending/descending parts) are reflected in the average DTW distances and TLCC absolute-value lags between arrondissements $g$ and $h$. For this purpose, we computed the Pearson’s correlation and the Spearman’s rank correlation coefficients for all unique $(g, h)$ pairs. The Pearson’s coefficient $R$ is used to identify a linear relationship between data; the Spearman’s coefficient $\rho$ accounts for monotonic relationships that are not necessarily linear [34], and is less sensitive to outliers. We consider both quantities because we are a priori agnostic on the nature of the
correlation (if any), and a linear relation is the simplest kind.

The results for COVID-19 hospitalisations are shown in Figure 12. Irrespective of the considered wave, the coefficient always point towards a negative correlation, both for the TLCC lag and the DTW distance. This indicates that COVID-19 did in fact spread in a more similar fashion (low DTW values) in highly connected arrondissements, whilst this similarity decreased with a decreasing connectivity between the arrondissements. Additionally, it demonstrates that COVID-19 time series of strongly connected regions quickly succeed each other (low time lags). The highest Pearson’s and Spearman’s correlation coefficients are retrieved for the DTW values, in particular for the first wave. In order to complement the results shown in Figure 6, these correlation analyses have been accomplished for the ascending and descending parts of the waves as well. These results are less convincing when analysing only the ascending or decending phase of the wave. Correlations for the DTW values are shown in Supplementary Material (Figures A6 and A7), but are left out entirely for the TLCC values, because they contained no meaningful information. This demonstrates that the analysis of the entire wave is needed to properly assess relations between morphology, synchronicity, and connectivity.

We found a more quantitatively endorsed value of this correlation, by computing the Pearson’s and Spearman’s rank correlation coefficient for all
100 bootstrapping realisations of the considered time series. A summary of the average values and the corresponding standard deviations can be found in Supplementary Material (Tables A2 and A3).

As explained in section 4.1, lockdown measures were established in a more consistent way during this entire first wave. The late adoption of lockdown measures during the second wave probably complicates unveiling a clear relationship between the mobility and similarity in disease evolution because ad hoc movements across a larger distance were again allowed.

The correlation coefficients provide a clear indication that mobility is related to the spatial spread of COVID-19. This confirms results from the study by [35], where a (non-linear) spatial linkage between COVID-19 and mobility is observed for Belgium as well. Still, there are several other mobility-related factors that must have also played a role, but that could not be included in our analysis since relevant data are not available at the appropriate spatio-temporal resolution. These factors include the reason behind a mobility event (work, leisure, education, . . .), the number of stops until the final destination of one mobility event, and so on. Furthermore, by working at NUTS 3 level, we ignored the role of short-distance mobility (mobility within an arrondissement) due to, for instance, local shopping, leisure and educational activities. Taking those short-distance movements into account, would probably allow us to identify a stronger relationship between mobility and COVID-19 spread, as also [17] pointed out that the spatial autocorrelation between COVID-19 incidence dropped beyond 15 kilometres for the first wave – whilst mostly exceeding 50 kilometres during the second. This again indicates that the assumption of homogeneity within the arrondissements seems to be more valid at the start of the pandemic. Still, an even more fine-grained analysis would require the use of
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Fig. 12 Scatter plots showing the connectivity index for all 903 unique arrondissement pairs during the first (left) and second (right) wave. These values are plotted against the pairs’ normalised DTW distances (top, red) and the absolute value of the TLCC lags (bottom, indigo) from COVID-19 hospitalisation time series. For each scatter plot, the Pearson’s correlation coefficient $R$ as well as the Spearman’s rank correlation coefficient $\rho$ is provided. These values quantify an correlation between connectivity on the one hand, and morphological similarity and synchronous timing on the other.

COVID-19-related time series at municipal level, which are generally very noisy due to the relatively low number of cases and hospitalisations per municipality, and hence complicating further statistical analysis without gaining much insight.

5 Conclusion

Results in this paper were presented in three stages that build up to the main conclusion: mobility within Belgium is indicative for the spatio-temporal spread of SARS-CoV-2.

We first showed that mobility between geographical regions at NUTS 3 level (arrondissements) in Belgium was reduced during the first and second wave of the COVID-19 pandemic in 2020. Particularly, we quantified the strength of the link between the connectivity to arrondissements that were affected first on the one hand, and local excess deaths on the other hand. Second, we quantified time lag and morphological similarity between local COVID-19-related time series using dynamic time warping and time-lagged cross-correlation. This approach proved to be meaningful and intuitive for both incidence and hospitalisation data when considering the entire wave. Third, we assessed the strength of the relationship between the connectivity index of pairs of arrondissements on the one hand, and DTW or TLCC values
on the other. We observed a significantly nonzero anticorrelation, notably for DTW distances. This confirms that strongly connected arrondissements will exhibit morphologically similar time series, that will be (on average) roughly synchronised.

The techniques developed in and conclusions drawn from this research demonstrate that a spatio-temporal data analysis of mobility and epidemiological data at NUTS 3 level in Belgium is feasible and informative. This motivates data analysis for other sociological and demographic aspects of society that may be employed as a metric for the current pandemic. Moreover, the conclusions imply that a spatially explicit model of COVID-19 in Belgium ought to include a notion of mobility. The additional model complexity is justified by the demonstrated impact of mobility on properties of local time series.

**Supplementary information.** This article is associated with a supplementary document containing additional information on the Belgian geography, a more in-depth discussion of the GAMM fitting and bootstrapping, and with additional results. It is currently included as an appendix.
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**Appendix A Supplementary material**

**A.1 Additional geographical information**

Figure A1 illustrates the CI to Tongeren, the major initial cluster. Tongeren is most strongly connected to Hasselt and Liège. Naturally, a strong correlation between CI and geographical distance is observed.

![Map of the Belgian arrondissements, coloured by their connectivity index CI<sub>gh</sub> (Equation 2) for the first wave to the arrondissement of h = Tongeren (red).](image)

Table A1 contains all relevant demographic and geographical information on the 43 Belgian arrondissements.

Figure A2 demonstrates the symmetric matrix CI<sub>gh</sub> for all arrondissements for the second COVID-19 wave in Belgium.
A.2 Details of the time series GAMM fitting and bootstrapping

Mathematical construction

Smoothing of time series and systematic estimation of data variability is used in this paper in order to establish a meaningful comparison between time series. This includes a quantification of the uncertainties associated with the values calculated from the dynamic time warping and time-lagged cross-correlation algorithms. Our approach makes use of GAMM fitting and bootstrapping [27].

For every time \( t \) we modelled the expected count of events \( E(Y_t) \) per 100k inhabitants as

\[
E(Y_t) = \exp(\alpha + s(X)_t \beta) + \epsilon_t. \tag{A1}
\]

In this equation, \( \alpha \) represents a general intercept, \( s(X)_t \) the \( t \)-th row of a matrix with the projection of time vector \( X \) on a second-order penalised B-spline basis and \( \beta \) a vector of coefficients for the fixed effects. We chose the dimension of the spline basis to roughly match the number of weeks in the dataset. This allows for enough detail to catch peaks in number of events, whilst the penalisation helps the model withstand erratic fluctuations [36]. The residuals \( \epsilon_t \) are modelled according to a first-order autoregressive process (AR1) to account for the auto-correlation in the time series. Estimation was done using a quasi-likelihood method that assumes a linear relation between the mean and the variance, to account for the documented overdispersion in COVID-19 transmission [37]. For the details on parametrisation and estimation, we refer to [27].

For every raw time series, we simulated 100 GAMM curves using a parametric bootstrap procedure based on the spline coefficients. In this procedure,
we treated the coefficients as originating from a multivariate normal distribution, with the estimated value as mean and the estimated variance-covariance matrix of these coefficients as the variance structure. For every simulated time series a vector with coefficient values $\beta'$ was randomly drawn from this distribution, and multiplied with the matrix $s(X_t)$. We carried out all calculations with the mgcv package [27] in the statistical software R [38].

Note, for completeness, that due to the log transformation the model fit becomes unstable if there are long periods without events. To increase numerical stability, we simply added 1 to the data prior to fitting in these cases. This correction was subsequently subtracted from the resulting predictions.

**GAMM realisations and inherent variability**

For each arrondissement, we computed 100 time series using the bootstrapping approach. An overview of the obtained time series is shown in Figure A3 for four different arrondissements: Brussels and Antwerpen (the two most populated arrondissements in Belgium), and Diksmuide and Philippeville (amongst the least populated arrondissements). This figure shows the 95% confidence intervals, given all times series generated for each illustrated region using the bootstrapping approach, together with the observations, the GAMM fitted curve and the one-week rolling average for the COVID-19 hospitalisations during the first epidemic wave. It is clear that the GAMM fitted curve is much smoother than the one defined by the rolling average. As expected from the lower signal-to-noise ratio for sparsely inhabited arrondissements, their confidence intervals are much wider.

**Assumptions and weaknesses**

Essentially, we use GAMMs as a more advanced smoothing technique. Contrary to moving averages and other local smoothing techniques, they allow us to incorporate both autocorrelation and overdispersion. The resulting smooth curves are in general less sensitive to erratic fluctuations in the data, whilst still sufficiently flexible to describe general trends (and differences between these) in a time series of number of events ([36], [27]).

The GAMM framework also offers a more formal estimation of the uncertainty on the parameters. This allows for a computationally efficient method to construct bootstrap samples from these general trends. A possible weakness lies in the fact that this estimate of uncertainty relies heavily on a number of assumptions. First of all, we assume that the $\beta$ coefficients follow a multivariate normal distribution. Whilst this distribution is not guaranteed, the used Laplace approximation performs well for a sufficiently large sample size [39]. We argue that the amount of data used is sufficient to expect little deviation from this assumption.
Second, we assume a linear relationship between the mean and variance of predictions. This approach, often referred to as quasi-Poisson, has been used in numerous other analyses (e.g. (author?) [40], (author?) [41], (author?) [42] and others ). Yet, assuming a quadratic relationship between mean and variance would be more equivalent to the negative binomial distribution assumed by [37]. On the other hand, such an approach would give larger values less weight in the fit compared to the quasi-Poisson method [43]. Comparison of both methods for a selection of arrondissements showed that assuming a quadratic relationship would lead to a systematic underestimation of the peak height.

By analysing the squared deviation from weekly averages, we concluded that the linear assumption could be defended. Only for the few cases with a very large number of events, variance would be underestimated. In the majority of cases, the linear relation would slightly overestimate the variance, making the approach more conservative.

A.3 Additional DTW and TLCC results

Figure A4 contains TLCC values for first and second wave incidence data.

Figure A5 demonstrates the average DTW values and the corresponding standard deviations, calculated from 100 GAMM realisations for first and second wave incidence data.
Fig. A4 Time-lagged cross-correlation lags computed between each pair of Belgium arrondissements using the number of COVID-19 cases, for first (a) and second (b) COVID-19 waves.

Tables A2 and A3 show mean Pearson’s and Spearman’s correlation coefficients, and the corresponding standard deviations, for DTW values from 100 GAMM realisations of COVID-19 hospitalisation data.

Figures A6 and A7 show scatter plots for DTW values of a single GAMM realisation for the ascending resp. descending part of the first and second COVID-19 wave. Similar scatter plots for TLCC values have been omitted, because they contain no meaningful information – rather, full-wave analysis is required to obtain interesting TLCC values.
Fig. A5 Dynamic time warping distances computed between each pair of Belgium arrondissements using the number of COVID-19 cases, for first (a) and second (b) COVID-19 waves.
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Table A1 43 Belgian arrondissements with population size, area and population density. Arrondissements containing a province capital are in boldface. The regions are indicated by F (Flanders), W (Wallonia) or B (Brussels-Capital Region).

| Arrondissement | Pop.  | Area (km$^2$) | Density (km$^{-2}$) | Province          | Reg. |
|----------------|-------|---------------|---------------------|-------------------|------|
| Antwerpen      | 1057736 | 1004         | 1053               | Antwerpen         | F    |
| Mechelen       | 347125  | 511          | 678                | Antwerpen         | F    |
| Turnhout       | 464869  | 1360         | 341                | Antwerpen         | F    |
| Brussels-Capital | 1218255 | 162         | 7500               | Brussel           | B    |
| Halle-Vilvoorde| 643766  | 949          | 678                | Vlaams-Brabant    | F    |
| Leuven         | 512077  | 1169         | 437                | Vlaams-Brabant    | F    |
| Nivelles       | 406019  | 1097         | 370                | Waals-Brabant     | W    |
| Brugge         | 282745  | 673          | 419                | West-Vlaanderen   | F    |
| Diksmuide      | 51696   | 365          | 141                | West-Vlaanderen   | F    |
| Ieper          | 106570  | 553          | 192                | West-Vlaanderen   | F    |
| Kortrijk       | 292493  | 406          | 720                | West-Vlaanderen   | F    |
| Oostende       | 157780  | 304          | 518                | West-Vlaanderen   | F    |
| Roeselare      | 154494  | 273          | 564                | West-Vlaanderen   | F    |
| Tielt          | 93428   | 331          | 281                | West-Vlaanderen   | F    |
| Veurne         | 61739   | 288          | 214                | West-Vlaanderen   | F    |
| Aalst          | 293650  | 472          | 620                | Oost-Vlaanderen   | F    |
| Dendermonde    | 202411  | 346          | 584                | Oost-Vlaanderen   | F    |
| Eeklo          | 85692   | 335          | 255                | Oost-Vlaanderen   | F    |
| Gent           | 564042  | 949          | 593                | Oost-Vlaanderen   | F    |
| Oudenaarde     | 124610  | 422          | 294                | Oost-Vlaanderen   | F    |
| Sint-Niklaas   | 254850  | 479          | 531                | Oost-Vlaanderen   | F    |
| Ath            | 128468  | 671          | 191                | Hainaut           | W    |
| Charleroi      | 396962  | 475          | 834                | Hainaut           | W    |
| Mons           | 259237  | 588          | 440                | Hainaut           | W    |
| Soignies       | 105179  | 357          | 294                | Hainaut           | W    |
| Thuin          | 91725   | 785          | 116                | Hainaut           | W    |
| Tournai-Mouscron | 223799  | 714          | 313                | Hainaut           | W    |
| La Louvière    | 141470  | 219          | 644                | Hainaut           | W    |
| Huy            | 113869  | 661          | 172                | Liège             | W    |
| Liège          | 625765  | 795          | 786                | Liège             | W    |
| Verviers       | 288277  | 2009         | 143                | Liège             | W    |
| Wareme         | 81889   | 390          | 209                | Liège             | W    |
| Hasselt        | 420312  | 883          | 475                | Limburg           | F    |
| Maaseik        | 252115  | 910          | 276                | Limburg           | F    |
| Tongeren       | 204943  | 633          | 323                | Limburg           | F    |
| Arlon          | 62996   | 318          | 197                | Luxemburg         | W    |
| Bastogne       | 49083   | 1046         | 46                 | Luxemburg         | W    |
| Marche-en-Famenne | 56771  | 958          | 59                 | Luxemburg         | W    |
| Neufchâteau    | 63763   | 1358         | 46                 | Luxemburg         | W    |
| Virton         | 54139   | 777          | 69                 | Luxemburg         | W    |
| Dinant         | 111286  | 1596         | 69                 | Namur             | W    |
| Namur          | 318231  | 1167         | 272                | Namur             | W    |
| Philippeville  | 66315   | 910          | 72                 | Namur             | W    |
Table A2  Average Pearson’s correlation coefficients with standard deviation for the CI and normalised DTW values from 100 GAMM realisations of the first and second COVID-19 waves, and for the corresponding ascending and descending parts, using hospitalisation data of all 903 unique pairs of arrondissements.

|          | Whole wave | Ascending | Descending |
|----------|------------|-----------|------------|
|          | Mean       | Std       | Mean       | Std       | Mean       | Std       |
| Wave 1   | -0.271     | 0.019     | -0.149     | 0.019     | -0.300     | 0.021     |
| Wave 2   | -0.213     | 0.017     | -0.156     | 0.024     | -0.123     | 0.019     |

Table A3  Similar to Table A2, but for Spearman’s correlation coefficient.

|          | Whole wave | Ascending | Descending |
|----------|------------|-----------|------------|
|          | Mean       | Std       | Mean       | Std       | Mean       | Std       |
| Wave 1   | -0.300     | 0.039     | -0.135     | 0.042     | -0.301     | 0.042     |
| Wave 2   | -0.243     | 0.039     | -0.140     | 0.047     | -0.204     | 0.036     |