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Abstract—The existing deep learning fusion methods mainly concentrate on the convolutional neural networks, and few attempts are made with transformer. Meanwhile, the convolutional operation is a content-independent interaction between the image and convolution kernel, which may lose some important contexts and further limit fusion performance. Towards this end, we present a simple and strong fusion baseline for infrared and visible images, namely Residual Swin Transformer Fusion Network, termed as SwinFuse. Our SwinFuse includes three parts: the global feature extraction, fusion layer and feature reconstruction. In particular, we build a fully attentional feature encoding backbone to model the long-range dependency, which is a pure transformer network and has a stronger representation ability compared with the convolutional neural networks. Moreover, we design a novel feature fusion strategy based on L2-norm for sequence matrices, and measure the corresponding activity levels from row and column vector dimensions, which can well retain competitive infrared brightness and distinct visible details. Finally, we testify our SwinFuse with nine state-of-the-art traditional and deep learning methods on three different datasets through subjective observations and objective comparisons, and the experimental results manifest that the proposed SwinFuse obtains surprising fusion performance with strong generalization ability and competitive computational efficiency. The code will be available at https://github.com/Zhishe-Wang/SwinFuse.
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I. INTRODUCTION

INFRARED sensor can detect the hidden or camouflage targets by capturing the thermal radiation energy, and has the strong anti-interference ability with all-time and all-weather, but it cannot acquire typical background details and structural texture. On the contrary, visible sensor can perceive the scene details, color information and texture characteristics by receiving the reflected light, but it fails to distinguish the prominent targets, and is easily affected by the weather and light variations. Considering their complementarity of imaging mechanisms and working conditions, image fusion technology aims to transform their complementary features into a synthesized image through a specific algorithm. The obtained fusion image is more in line with human visual perception, and for other subsequent computer visual tasks, such as object detection and object recognition, which can achieve more accurate decisions than a single sensor. Therefore, infrared and visible image fusion cooperates with these two sensors to generate a higher quality result, and has important applications in many fields, such as person re-recognition [1], object fusion tracking [2] and salient object detection [3] and so on.

Generally, the core problems of infrared and visible image fusion are how to effectively extract and combine their complementary features. The traditional methods, such as multi-scale transform [4], sparse representation [5], hybrid methods [6], saliency-based [7, 8] and others [9, 10], usually design a fixed representation model to extract features, adopt a specific fusion strategy for their corresponding combination, and then reconstruct a final result by the inverse operations. For example, Li et al. introduced MDLatLRR [5] where the latent low-rank representation was designed for the base and detail feature model, the weighted averaging and nuclear norm were proposed as fusion strategies. However, different imaging mechanisms represent contrasting modal characteristics, infrared image perceives the prominent targets through pixel brightness, while visible image describes the structural texture details through gradients and edges. The traditional methods do not fully take into account their modal discrepancies, and adopt the same representation model to distinctively extract features, which may fail to acquire the most effective inherent features, and is easy to produce a weak fusion performance. Besides, the designed fusion rules are usually hand-crafted and intends to become more and more complex, which inevitably limits the relevant practical applications.

Different from traditional methods, deep learning can automatically extract different modal features by using a series of learnable filter banks, and has the strong nonlinear fitting ability to establish the complicated relationship between the input and output [11]. Typically, Li et al. presented DenseFuse [12], which proposed a convolutional neural network (CNN) to replace the traditional representation model for better feature extraction and reconstruction, and manually designed the corresponding fusion strategies. Ma et al. introduced FusionGAN [13] in which the generator was continually optimized by the discriminator with adversarial learning to generate the desired fusion image, avoiding the manual design of activity level and fusion rules. Although their methods have achieved amazing performance, some issues need to be further addressed. Notably, the quality of the obtained fusion image is not only related to pixels within a small perceptive field, but also the pixel intensity and texture details of the overall image. On
the one hand, their methods are constrained by the basic convolutional principle, and the interaction between the image and convolution kernel is content-independent. Utilizing the uniform convolution kernel to extract features from disparate modal images may not be the most effective way. On the other hand, their methods are based on the guideline of local processing, and establish the local deep features through a limited receptive field, but cannot model their long-range dependencies, which may lose some important contexts.

To address the above issues, we present a simple and strong baseline based on Swin Transformer [14] for infrared and visible image fusion, namely SwinFuse. Swin Transformer firstly partitions non-overlapping windows to model local attention, and then periodically shifts these windows to bridge global attention. More particularly, we propose residual Swin Transformer blocks, which are composed of several Swin Transformer layers, as backbone to extract the global features. Meanwhile, we adopt the residual connection as a shortcut to implement low-level feature aggregation and information retention. Our SwinFuse makes use of the fully attentional model to interact with image content and attention weights, and has a powerful ability for the long-range dependencies modeling, which can unleash the limitation of existing deep learning based models, and significantly promote the infrared and visible image fusion performance to a new level.

To demonstrate the visual performance of our SwinFuse, Fig.1 gives a contrastive example of Sandpath selected from the TNO dataset [15]. From the intuitive observation, MDLatLRR [5] and DenseFuse [12] preserve abundant texture details from visible image, but lose the typical target information from infrared image. On the contrary, FusionGAN [13] retains the high-brightness target of infrared image, while the corresponding target edges are fairly obscure and texture details are seriously losing. However, our SwinFuse achieves satisfactory results in reserving prominent infrared targets and rich visible details, and has a better image contrast.

Our SwinFuse includes three main contributions:

- We build a fully attentional feature encoding backbone to model the long-range dependency, which only applies the pure transformer without convolutional neural networks. The obtained global attention features have the stronger representation ability in focusing on infrared target perception and visible detail description.

- We design a novel feature fusion strategy based on $L_1$-norm for sequence matrices. The activity levels of source images are measured from row and column vector dimensions, respectively. With this strategy, the obtained results can well retain the competitive brightness of infrared targets and distinct details of visible background.

- We propose an infrared and visible image fusion transformer framework, and conduct a mass of experiments on different testing datasets. Our SwinFuse achieves surprising results and generalization, which transcends other state-of-the-art deep learning based methods in terms of subjective observation and objective comparison.

The rest of this paper is arranged as follows. Section II mainly introduces transformer in vision tasks and deep learning based methods. Section III illustrates the proposed network architecture and design philosophy. The experiments and discussions are presented in Section IV, and Section V draws the relevant conclusions.

II. RELATED WORK

In this section, we firstly introduce the application of the transformer in some vision tasks, and then emphatically illustrate the development of deep learning based methods.

A. Transformer in Vision Tasks

Transformer [16] was originally designed for machine translation, and had achieved great success in natural language processing (NLP). In 2020, Dosovitskiy et al. presented Vision Transformer (ViT) [17], which divided an image into $16 \times 16$ patches, and directly feed these patches into the standard transformer encoder. ViT splits an image into a linear embedded sequence and models the long-range dependency with self-attention mechanism, which generates promising results on certain tasks, such as image classification [18] and image retrieval [19]. However, high resolution images and visual elements varying in scale are very different from word tokens of NLP, which brings some significant challenges for adapting transformer from language domain to vision domain, specially transformer performance and computational efficiency.

To overcome the above limitations, Liu et al. developed Swin Transformer [14] in which images were partitioned into local windows and cross-window through shifted operation, and limited attentional calculation in a corresponding window. Thus, its hierarchical architecture introduced the locality of convolutional operation, and obtained a lower computational complexity that is linear with the image size. Inspired by this work, researchers investigated its superiority for other computer vision tasks. For example, Liang et al. presented SwinIR [20] for image restoration, which first proposed the convolutional layer to extract shallow features, and then adopted Swin transformer for deep feature extraction. Lin et al. introduced SwinTrack [21] to interact with the target object.
and search region for tracking. However, few studies have developed transformer into image fusion fields.

B. Deep Learning-based Fusion Methods

Recently, deep learning models [22-31] possess strong capacities in terms of feature extraction and nonlinear data fitting, which have become the mainstream direction of image fusion tasks. Typically, Li et al. introduced DenseFuse [12] where an encoder with a convolution layer and a dense block was proposed for feature extraction, and a decoder including four convolution layers was used for feature reconstruction. Zhang et al. presented IFCNN [24] where the encoder and decoder respectively included two convolution layers, element-wise-maximum, minimum and mean were applied for fusion rules. These methods design the simple network and propose some appropriate fusion rules, but fail to consider the long-range dependency. To achieve better fusion performance, Jian et al. proposed a symmetric feature encoding and decoding network, namely SEDRFuse [25], which applied feature compensation and attention fusion to improve fusion performance. Wang et al. presented Res2Fusion [26] where multi-fields aggregated feature encoding backbone was constructed, and double nonlocal attention models were used for fusion strategies. Meanwhile, they also introduced UNFusion [27] in which a densely connected feature encoding and decoding network was exploited, and normalized attention models were designed to model the global dependency. The above methods need to manually design the corresponding fusion rules, and propose a non-end-to-end fusion model. To address this issue, Li et al. developed a two-stage learnable network, termed as RFN-Nest [28], which was an improved version of NestFuse [29], and proposed a learnable residual fusion network to replace hand-craft fusion strategies. Furthermore, PMGI [30] and U2Fusion [31] proposed a unified end-to-end network to satisfy several different fusion tasks simultaneously.

In addition, some researchers had exploited the generative adversarial network (GAN) [32-36] for image fusion, and achieved satisfactory results to some extent. Typically, Ma et al. firstly presented FusionGAN [13] where the adversarial learning network including a generator and a discriminator was proposed. Since only a discriminator is used, their results are biased towards infrared images and lack visible texture details. Subsequently, they also exploited dual-discriminator architecture, namely DDeGAN [32], to overcome the lack of a single discriminator and apply it for multi-resolution image fusion. Meanwhile, Ma et al. proposed GANMcC [33] where a multi-classification constrained adversarial network with main and auxiliary loss functions was designed to balance the gradient and intensity information. Although these GAN-based methods have achieved good performance, they still have limited ability in terms of highlighting thermal targets and unambiguous visible details. Ulteriorly, Yang et al. [34] constructed a texture conditional generative adversarial network to capture texture map, and further proposed the squeeze-and-excitation module to highlight texture information. Li et al. presented a multi-grained attentional network, namely MgAN-Fuse [35], which integrated attention modules into the encoder-decoder network to capture the context information in the generator. Meanwhile, they also introduced AttentionFGAN [36] where a multi-scale attention module was integrated into both generator and discriminator.

The above-mentioned methods mainly depend on the convolutional layer to accomplish local feature extraction and reconstruction, and emphasize on the elaborate design of network architecture, such as dense block [12, 31], residual block [26, 28] and multi-scale characteristic [25, 27, 29], etc. Furthermore, some of them introduce the attention mechanism into the convolutional neural network to improve feature representation ability [25-27]. In particular, Qu et al. developed TransMEF [37] for multi-exposure image fusion, which integrated a CNN module and a transformer module to extract both local and global features. However, their method proposes the transformer as a supplement of CNN. Different from the existing methods, we introduce a pure transformer encoding backbone without the help of convolutional neural networks. With the stronger representation ability of the self-attention mechanism, our SwinFuse can bring a significant breakthrough for image fusion performance.

III. Method

In this section, we firstly introduce the network architecture, and then emphasize on the design of residual Swin Transformer block, fusion strategy and loss function.

A. Network Overview

As illustrated as Fig.2, our SwinFuse consists of three main parts: global feature extraction, fusion layer and feature reconstruction. Given the testing infrared and visible images $I^l \in R^{H \times W \times C_{in}}$ (H, W and $C_{in}$ respectively represent the height, width and input channel number, $l=ir$ for infrared image, and $l=vis$ for visible image), we firstly use a convolutional layer with $1 \times 1$ kernel to implement positional encoding, and transform the channele from $C_{in}$ to $C$. The initial features $\Phi^l \in R^{M \times N \times C}$ are defined by Eq.1.

$$\Phi^l = H_{Pos}(I^l)$$  \hspace{1cm} (1)

where $H_{Pos}$ denotes the positional encoding, $C$ is the output channel number and set to 96. Notably, the convolution layer is an effective way for positional encoding, and transform an image space into a high-dimensional feature space. Subsequently, we reshape the initial features $\Phi^l$ to sequence vectors $\Phi^l_{SV} \in R^{MN \times C}$, and apply the residual Swin Transformer blocks (RSTBs) to extract the global features $\Phi^l_{GF} \in R^{MN \times C}$, which are expressed by Eq.2.

$$\Phi^l_{GF} = H_{RSTB_m}(\Phi^l_{SV})$$  \hspace{1cm} (2)

where $H_{RSTB_m}$ represents the $m$-th RSTB. With these operations, the global features of infrared and visible images are extracted. Then, we adopt a fusion layer based on $L_1$-norm from row and column vector dimensions to obtain the fused global features $\Phi_F \in R^{MN \times C}$, which is formulated by Eq.3.

$$\Phi_F = H_{Norm}(\Phi^l_{GF})$$  \hspace{1cm} (3)
Fig. 2. The network architecture of our SwinFuse, which consists of the global feature extraction, fusion layer and feature reconstruction. Notably, in the training phase, the fusion layer need to be removed.

Fig. 3. The fusion strategy of our SwinFuse. The left part performs row vector normalization, while the right part performs column vector normalization.

where $H_{Norm}$ denotes the fusion operation. Finally, we again reshape the fused global features from $R^{MN \times C}$ to $R^{M \times N \times C}$, and use a convolutional layer to reconstruct a fusion image $I_F$, which is defined by Eq.4.

$$I_F = H_{Conv}(\Phi_F)$$  \hspace{1cm} (4)

where $H_{Conv}$ represents the feature reconstruction. This convolutional layer is with $1 \times 1$ kernel, a padding of 0 and along with a Tanh activation layer.

B. Residual Swin Transformer Block

Fig.2(a) describes the architecture of residual Swin Transformer block (RSTB), which includes a series of Swin Transformer layers (STLs) along with a residual connection. Given the input sequence vectors $\Phi_{m,0}$, we apply $n$ Swin Transformer layers to extract the intermediate global features $\Phi_{m,n-1}$, and the final output of RSTB is calculated by Eq.5.

$$\Phi_{m,n} = H_{STL_{m,n}}(\Phi_{m,n-1}) + \Phi_{m,0} \hspace{1cm} (5)$$

where $H_{STL_{m,n}}$ denotes the $n$-th Swin Transformer layer. Similar to the CNN architecture, the multi-layer Swin Transformer can effectively model the global features, and residual connection can aggregate the different levels of features.

The Swin Transformer layer, which is shown in Fig.2(b), first utilizes the $N \times N$ sliding window to partition the input into the non-overlapping $H \times W$ local windows, and computes their local attention. For the feature of local window $\Phi_z$, the matrices $Q$, $K$ and $V$ are calculated by Eq.6.

$$Q = \Phi_z W_Q, K = \Phi_z W_K, V = \Phi_z W_V \hspace{1cm} (6)$$

where $W_Q$, $W_K$ and $W_V \in R^{N^2 \times d}$ are the learnable parameters of three linear projection layers with sharing across different windows, and $d$ is the dimension of $(Q, K)$. Meanwhile, the sequence matrices of self-attention mechanism are formulated by Eq.7.

$$Attention(Q, K, V) = \text{SoftMax}(QK^T/\sqrt{d} + p)V \hspace{1cm} (7)$$

where $p$ is a learnable parameter for the positional decoding. Subsequently, the Swin Transformer layer computes again the standard multi-head self-attention (MSA) for the shifted windows. On the whole, it consists of a W-MSA and a SW-MSA, following by the multi-layer perceptron (MLP) with gaussian error linear units (GELU) nonlinearity in between them. A LayerNorm layer is applied before each of MSA and NLP, and a residual connection is employed for each module.

C. Fusion Strategy

In the fusion layer, as illustrated as Fig.3, we design a novel fusion strategy based on $L_1$-norm for the sequence matrices of infrared and visible images, and measure their activity level from row and column vector dimensions. For their respective global features, termed as $\Phi_{IR}^{GF}(i, j)$ and $\Phi_{VIS}^{GF}(i, j)$, we firstly calculate their row vector weights by $L_1$-norm, and adopt softmax to obtain their activity level, termed as $\varphi_{row}^{IR}(i)$ and $\varphi_{row}^{VIS}(i)$, which are expressed by Eq.8 and 9.

$$\varphi_{row}^{IR}(i) = \frac{\exp(\|\Phi_{IR}^{GF}(i)\|_1)}{\exp(\|\Phi_{IR}^{GF}(i)\|_1) + \exp(\|\Phi_{VIS}^{GF}(i)\|_1)} \hspace{1cm} (8)$$
\[
\varphi_{row}^{vis}(i) = \frac{\exp\left(\|\Phi_{GF}^{ir}(i)\|_1\right)}{\exp\left(\|\Phi_{GF}^{ir}(i)\|_1\right) + \exp\left(\|\Phi_{GF}^{col}(i)\|_1\right)}
\]
\[
\varphi_{col}^{vis}(j) = \frac{\exp\left(\|\Phi_{GF}^{vis}(j)\|_1\right)}{\exp\left(\|\Phi_{GF}^{vis}(j)\|_1\right) + \exp\left(\|\Phi_{GF}^{ir}(j)\|_1\right)}
\]

where \(\|\cdot\|_1\) denotes the L1-norm calculation. Then, we directly multiply their activity level with the corresponding global features to obtain the fused global features from row vector dimension, termed as \(\Phi_{F}^{row}(i, j)\), which is formulated by Eq.10.

\[
\Phi_{F}^{row}(i, j) = \Phi_{GF}^{ir}(i) \times \varphi_{row}^{ir}(i) + \Phi_{GF}^{vis}(i, j) \times \varphi_{row}^{vis}(i)
\]

Similarly, similar to the above operations, we measure their activity level from column vector dimension, termed as \(\varphi_{col}^{ir}(j)\) and \(\varphi_{col}^{vis}(j)\), which are expressed by Eq.11 and 12.

\[
\varphi_{col}^{ir}(j) = \frac{\exp\left(\|\Phi_{GF}^{ir}(j)\|_1\right)}{\exp\left(\|\Phi_{GF}^{ir}(j)\|_1\right) + \exp\left(\|\Phi_{GF}^{col}(j)\|_1\right)}
\]
\[
\varphi_{col}^{vis}(j) = \frac{\exp\left(\|\Phi_{GF}^{vis}(j)\|_1\right)}{\exp\left(\|\Phi_{GF}^{vis}(j)\|_1\right) + \exp\left(\|\Phi_{GF}^{col}(j)\|_1\right)}
\]

And then, we can obtain the fused global features with column vector dimension, termed as \(\Phi_{F}^{col}(i, j)\), which is formulated by Eq.13.

\[
\Phi_{F}^{col}(i, j) = \Phi_{GF}^{ir}(i, j) \times \varphi_{col}^{ir}(j) + \Phi_{GF}^{vis}(i, j) \times \varphi_{col}^{vis}(j)
\]

Finally, we adopt element-wise addition operation for their fused global features in the row and column vector dimensions, and obtain the final fused global features, which is calculated by Eq.14.

\[
\Phi_{F}(i, j) = \Phi_{F}^{row}(i, j) + \Phi_{F}^{col}(i, j)
\]

The obtained final fused global features are used to reconstruct the fusion image by a convolutional layer. It is worth noting that the fusion layer is only retained during the testing phase while removed during the training phase.

D. Loss Function

In the training phase, we propose the structure similarity (SSIM) and \(L_1\) as the loss functions to supervise the network training. The SSIM is defined as independent of image brightness and contrast, and reflects the attributes of structure information, such as scene details and structural texture, but it is prone to color deviation and brightness variation. Therefore, we again adopt the \(L_1\) loss function to make up for its shortcomings. Therefore, the SSIM and \(L_1\) loss functions are respectively defined as Eq.15 and 16.

\[
L_{ssim} = 1 - SSIM(I_{out} - I_{in})
\]
\[
L_{l1} = \frac{1}{HW} \sum |I_{out} - I_{in}|
\]

where \(SSIM(\cdot)\) denotes the SSIM operation, \(I_{in}\) and \(I_{out}\) respectively represent the input and output images. Moreover, the total loss function is defined by Eq.17.

\[
L_{total} = L_{l1} + \lambda L_{ssim}
\]

where \(\lambda\) is a hyper-parameter, and used to adjust the difference of order magnitude between \(L_{l1}\) and \(L_{ssim}\). In the section IV, we will discuss its impact on the fusion performance.

IV. Experiments and Analyses

In this section, we firstly introduce the experimental setup, and then focus on the discussion and analysis of the relevant experiments.

A. Experimental Setup

During the training phase, we propose the MS-COCO [38] dataset, which consists of more than 80000 natural images with different categories, to train our SwinFuse network. To accommodate the network training, all images are transformed into the size of 224×224 and grayscale range [-1, 1]. Moreover, the numbers of RSTB and STL are set to 3 and 6. The patch size and sliding window size are set to \(1 \times 1\) and \(7 \times 7\). The head numbers of three RSTLs are set to 1, 2 and 4, respectively. In addition, we use the Adam as an optimizer, and set the learning rate, batchsize and epoch to \(1 \times 10^{-5}\), 4 and 50, respectively. The training platform is with Intel I9-10850K CPU, 64GB RAM, NVIDIA GeForce GTX 3090 GPU.

During the testing phase, we adopt three datasets, namely TNO [15], Roadscene [39] and OTCBV [40], to demonstrate the effectiveness of our SwinFuse, and successively select 20, 40 and 31 images from the corresponding datasets. Moreover, we transform the grayscale range of source images to -1 and 1, and utilize the sliding window 224×224 to partition them into several patches, where the value of invalid region is filled with 0. After the combination of each patch pair, we perform the reverse operation according to the previous partition order to obtain the final fusion image.

Meanwhile, we choose nine representative methods, namely, MDLatLRR [5], IFCNN [24], DenseFuse [12], RFN-Nest [28], FusionGAN [13], GANMcC [33], PMGI [30], SEDRFuse [25] and Res2Fusion [26] to compared with our SwinFuse. Meanwhile, eight evaluation indexes, namely average gradient (AG), spatial frequency (SF) [41], standard deviation (SD) [42], multi-scale structure similarity (MS_SSIM) [43], feature mutual information by wavelet (FMI_w) [44], mutual information (MI) [45], the sum of the correlation differences (SCD) [46] and visual information fidelity for fusion (VIFF) [47], are selected for the fair and comprehensive comparisons.

B. Ablation Study

1) The impact of parameter \(\lambda\): In the design of loss function, we apply a hyper-parameter \(\lambda\) to balance the difference of order magnitude between \(L_{l1}\) and \(L_{ssim}\). Therefore, in this ablation study, we set \(\lambda\) to \(1(1e0), 10(1e1), 100(1e2), 1000(1e3)\) and \(10000(1e4)\) to verify the impact of different parameters on the fusion performance. The above-mentioned TNO dataset and eight evaluation indexes are selected for the experimental verificition, and the corresponding optimal and suboptimal average values of evaluation indexes are labeled by red and blue.
Table I. Our SwinFuse with \( \lambda = 1e3 \) achieves the optimal values of SF, SD, MI, MS_SSIM, FMI_w and SCD, and the suboptimal values of AG and VIFF, which follow behind that of \( \lambda = 1e2 \). This ablation study demonstrates that our SwinFuse with \( \lambda = 1e3 \) obtains the best performance, and propose it for the subsequent experimental verification.

2) The impact of RSTL framework: In the proposed network, our SwinFuse includes \( m \) residual Swin Transformer blocks (RSTBs) and \( n \) Swin Transformer layers (STLs). In this ablation study, we verify the numbers of RSTL and STL, as well as the residual connection, on the impact of the fusion performance. we set \( m \) to 2, 3, 4, 5, and \( n \) to 5, 6, 7, 8.
Moreover, in the fusion layer, we also verify the impact of fusion strategy with only row vector dimension (termed as Only_row) and only column vector dimension (termed as Only_col). We select the TNO dataset for this ablation study. Fig.5 gives the subjective comparisons of Sandpath. These images successively are source images, the fused results of RSTBs with $m=2, 4, 5$, STLs with $n=5, 7, 8$, without residual connection, Only_row, Only_col and the proposed SwinFuse, respectively. We can find that the visual disparities of different RSTBs, STLs and without residual connection are inconspicuous. Nevertheless, the visual effect of Only_row and Only_col are relatively poor and have low contrast. However, the proposed SwinFuse with $m=3$ and $n=6$ retains conspicuous infrared targets and unambiguous visible details.

In addition, Table II presents the objective ablation comparisons. In the design of RSTB and STL, when the number of RSTB is 3, our SwinFuse achieves the optimal values of AG, SD, MS_SSIM, FMI_w, SCD and VIFF, the suboptimal values of SF and MI. Moreover, when the number of STL is 6, our SwinFuse achieves the optimal values of AG, SD, MI, FMI_w and VIFF, the suboptimal values of SF, MS_SSIM and SCD. These results indicate that our SwinFuse has better fusion performance in the case of $m=3$ and $n=6$. Meanwhile, compared with without residual connection, Only_row and Only_col, the proposed SwinFuse achieve all the best indexes except for MI. The ablation studies indicate that the proposed network architecture is reasonable and effective.

C. Experiments on TNO Dataset

To demonstrate the effectiveness of our SwinFuse, we carry out experiments on the TNO dataset. Three typical examples, such as 2_men_in_front_of_house, Kaptein_1654 and soldier_in_trench_1, are shown in Fig.6-8. The traditional MDLatLRR has a limited feature extraction ability by using the latent low-rank representation, and the obtained results have some serious loss of details and brightness. The IFCNN and DenseFuse propose a simple network and average addition fusion strategy, the obtained results prefer to preserve more visible details while losing the brightness of infrared targets. Moreover, the RFN-Nest adopts a multi-scale deep framework with two-stage training, its results still cannot retain the typical infrared targets. The FusionGAN and GANMcC introduce the adversarial learning mechanism, and the obtained results retain sharpening infrared targets, while the visible details are severely fuzzy and lacking. The PMGI design gradient and intensity paths for information extraction, and the obtained fusion performance is improved to a certain degree. In addition, the SEDRFuse and Res2Fusion accomplish reversely superior visual effect, the main reason is that these two methods introduce attention-based fusion strategies, and improve feature representation capability to some extent. However, compared with other methods, our SwinFuse obtains the best visual perception in maintaining visible details and infrared targets.

To better display the visual effect, we mark some representative targets and details with red and green boxes, and enlarge the marked local details. In the results of Fig.6-8, for
Fig. 8. The subjective comparisons of soldier in trench 1 selected from TNO dataset. These images are source images, the results of MDLatLRR [5], IFCNN [24], DenseFuse [12], RFN-Nest [28], FusionGAN [13], GANMcC [33], PMGI [30], SEDRFuse [25] and Res2Fusion [26] and our SwinFuse, respectively.

Fig. 9. The objective comparisons of eight evaluation indexes with other nine methods for the TNO dataset. The red dotted line represents our SwinFuse.

D. Experiments on Roadscene Dataset

Next, we further testify the proposed SwinFuse on the Roadscene dataset, in which 40 image pairs are selected for the testing. Fig.10 and Fig.11 describe the subjective comparisons of two examples, i.e., FLIR_08835 and FLIR_08094. For the typical pedestrian targets, our SwinFuse achieves higher brightness in the fusion image compared with other nine methods. Similarly, for the typical details, i.e., street lamp and car, the results of our SwinFuse are complete and clear. Meanwhile, Fig.12 shows the objective experimental results. Our SwinFuse wins the first bank for AG, SF, SD, MS_SSIM, SCD and VIFF, and the suboptimal value of MI.
Fig. 10. The subjective comparisons of FLIR selected from Roadscene dataset. These images are source images, the results of MDLatLRR [5], IFCNN [24], DenseFuse [12], RFN-Nest [28], FusionGAN [13], GANMcC [33], PMGI [30], SEDRFuse [25] and Res2Fusion [26] and our SwinFuse, respectively.

Fig. 11. The subjective comparisons of FLIR selected from Roadscene dataset. These images are source images, the results of MDLatLRR [5], IFCNN [24], DenseFuse [12], RFN-Nest [28], FusionGAN [13], GANMcC [33], PMGI [30], SEDRFuse [25] and Res2Fusion [26] and our SwinFuse, respectively.

Fig. 12. The objective comparisons of eight evaluation indexes with other nine methods for the Roadscene dataset. The red dotted line represents our SwinFuse, which is in arrears of that of Res2Fusion. The subjective and objective experiments demonstrate our SwinFuse is more superior and transcends other methods.

In addition, from these objective evaluation indexes, the largest SCD and FMI\_w indicate that our fused results maintain more similar feature retention from source images. The largest SF and MS\_SSIM manifest that our results can reserve abundant structural texture and edge details. This is because our SwinFuse has a strong feature extraction capacity with a pure transformer encoding backbone, and the global features may possess a more favorable representation ability than the local features. Moreover, the largest AG, SD and VIFF indicate that our fusion images acquire higher definition and contrast. On the one hand, our SwinFuse introduces a self-
attention mechanism, and the extracted attentional maps focus more on the salient information of source images. On the other hand, we develop a feature fusion strategy based on $L_1$-norm, and make the fusion images well retain infrared competitive brightness information and visible distinct texture details. However, MI of our methods is a competitive value, the possible reason may be that the row and column vector normalization is proposed, and lead to a feature tradeoff in simultaneously retaining infrared thermal features and visible structural details. Even so, with multi-index evaluation, our SwinFuse achieves the best fusion performance.

E. Experiments on OTCBVS Dataset

The public OTCBVS benchmark includes 12 video and image datasets, in which 31 image pairs selected from the OSU color-thermal database are used to demonstrate the generalization ability of our SwinFuse. Fig.13 shows a subjectively comparable example of video_1036. Compared with other methods, our SwinFuse obtains better intensity distribution with a clear target edge for the typical pedestrian target. Meanwhile, it also achieves more realistic scene detail for the parking lock. From all the above subjective comparisons, our SwinFuse has more superior fusion performance in maintaining infrared intensity distribution and visible texture details. Moreover, Fig.14 presents the objectively comparable results of the OTCBVS dataset, and our SwinFuse wins the first bank for AG, SF, SD, MS_SSIM, SCD and VIFF, the second and third banks for MI and FMI, respectively.

In general, from the experimental results of three different datasets, the obtained optimal indexes of our SwinFuse are almost consistent, and its fusion performance is superior to other nine compared methods.

In addition, we continue to test the computational efficiency of our SwinFuse. Notably, all the methods are tested on the GPU except for the traditional MDLatLRR, which is performed on the CPU. Table III gives their comparable efficiency. From these results, our computational efficiency follows behind IFCNN, DenseFuse and RFN-Nest, because their methods constructed an ordinary network architecture with several convolutional layers, and designed an average addition fusion strategy. However, our SwinFuse has a competitive computational efficiency, which is based on Swin Transformer hierarchical architecture, and has a linear
computational complexity to image size. Therefore, we can conclude that our SwinFuse has better fusion performance, stronger generalization ability and competitive computational efficiency. Meanwhile, compared with the CNN, the pure transformer encoding backbone may be a more effective way to extract deep features for the fusion tasks.

V. CONCLUSION

In this paper, we present a residual Swin Transformer fusion network for infrared and visible images. Our SwinFuse consists of three main parts: the global feature extraction, fusion layer and feature reconstruction. Especially, we build a fully attentional feature encoding backbone to model the long-range dependency, which only adopts a pure transformer without convolutional neural networks. The obtained global features have a stronger representation ability than the local features extracted by the convolutional operations. Moreover, we design a novel feature fusion strategy based on $L_1$-norm for sequence matrices, and measure the activity of source images from row and column vector dimensions, which can well retain competitive infrared brightness and distinct visible details.

We conduct a mass of experiments on the TNO, Roadscene and OTCBVS datasets, and compare it with other nine state-of-the-art traditional and deep learning methods. The experimental results demonstrate that our SwinFuse is a simple and strong fusion baseline, and achieves remarkable fusion performance with strong generalization ability and competitive computational efficiency, transcending other methods in subjective observations and objective comparisons. In future work, through overcoming the hand-craft fusion strategy, we will develop our SwinFuse to an end-to-end model, and extend it to settle other fusion tasks such as multi-focus and multi-exposure images.
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