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Abstract—We present, here, advanced DFT-NEGF techniques that we have implemented in our ATOMistic MOdelling Solver, ATOMOS, to explore transport in novel materials and devices and in particular in van-der-Waals heterojunction transistors. We describe our methodologies using plane-wave DFT, followed by a Wannierization step, and linear combination of atomic orbital DFT, that leads to an orthogonal and non-orthogonal NEGF model, respectively. We then describe in detail our non-orthogonal NEGF implementation including the Sancho-Rubio and electron-phonon scattering within a non-orthogonal framework. We also present our methodology to extract electron-phonon coupling from first principle and include them in our transport simulations. Finally, we apply our methods towards the exploration of novel 2D materials and devices. This includes 2D material selection and the Dynamically-Doped FET for ultimately scaled MOSFETs, the exploration of vdW TFETs, in particular the HfS$_2$/WSe$_2$ TFET that could achieve high on-current levels, and the study of Schottky-barrier height and transport through a metal-semiconducting WTe$_2$/WS$_2$ VDW junction transistor.
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I. Introduction

Two dimensional materials and in particular transition metal dichalcogenides (TMDs) are widely investigated by the scientific community nowadays [1-6]. Their large variety of bandgaps, effective masses, and their excellent electrostatic properties related to their 2D nature hold promise to find the candidate for ultra-scaled CMOS applications. In addition, 2D van der Waals (vdW) heterojunction could be a powerful tool to enlarge their application space, such as in band-to-band tunneling field-effect-transistors (TFETs) for low-power electronics [1-4], or 2D metal-2D semiconductor for low Schottky barrier contacts [5].

Non-ab-initio models fitted on density functional theory (DFT) band structures are widely used for predicting performances of 2D material transistors [3,6,7,8], due to their wider availability and strongly reduced computational load. However, such models tend to predict drive current larger than those obtained by the DFT models [6]. To accurately model 2D-material intricate band structures and transport effects, as well as to accurately capture the vdW interlayer coupling coefficient on which the tunneling current is highly sensitive [3], a DFT-based quantum transport method, such as DFT-NEGF (non-equilibrium Green’s functions), is ideal [2,6]. Different challenges and choices arise, however, for the modeling of these low-dimensional materials using DFT methods and some will be discussed here.

The choice of the DFT model that is to be used as the building block to get the require material properties, i.e., the basic Hamiltonian ($H$) elements from which the full device $H$ is built, will be discussed in section II.a. Plane-wave methods, such as the projector augmented wave (PAW)-DFT, are popular and softwares like VASP [9] or QUANTUM ESPRESSO (QE) [10] are widely used. For transport, however, a localized basis, typically a linear combination of atomic orbitals (LCAO), is preferred for efficiency [11]. A popular method is to convert from the PAW basis to an orthogonal LCAO basis using the Wannierization technique [12]. A full description of such a method and its implementation in our ATOMistic MOdelling Solver (ATOMOS) is described in [6,13] for homojunction materials. Here, we will detail the procedure we used for the case of a vdW heterojunction. The modelling of heterojunctions or materials with defects may, however, require large supercells that are more efficiently handled directly using non-orthogonal...
LCAO – DFT techniques and codes like OPENMX [14] or CP2K [15]. In addition, using LCAO DFT suppresses the need for the Wannierization process that is serial and becomes prohibitively long for supercells with a large number of atoms, albeit introducing the complication of a non-orthogonal NEGF formalism. We have implemented such a formalism in our simulator and its implementation will be discussed in section II.B.

Ballistic transport is not sufficient to properly describe transport properties of many 2D materials [6]. The electron-phonon (e-ph) coupling is usually not known for novel materials and needs to be computed. Our methodology to compute the e-ph matrix using first-principle methods [16] and apply it to our transport simulations will be discussed in section II.C.

Finally, in a last part, we will showcase the potential of our simulator and methods towards the exploration of 2D materials and devices. In section III.A, we will focus on 2D material selection and the Dynamically-Doped FET (D$_2$-FET) [6] for ultimately scaled CMOS. In section III.B, we will focus on the physics, design and performance of the vdW TFETs using a Wannierized $H$. In particular, our results predict that the HfS$_2$/WSe$_2$ TFET could achieve on-current levels as high as 420 $\mu$A/\mu m at a supply voltage of $V_{DD}$ = 0.35 V and $I_{OFF}$ = 100 pA/\mu m. This is, to the best of our knowledge, by far, the highest current reported in a vdW TFET using accurate DFT-NEGF simulations [2]. On the other hand, our results predict that the MoS$_2$/WTe$_2$ TFET only achieve a disappointing drive current of 14 $\mu$A/\mu m, which is about 2 order of magnitude lower than what was predicted using non-ab-initio methods [7,8]. Finally, in section III.C, we will apply the ability to handle a large supercell using LCAO DFT and our non-orthogonal NEGF model to study the Schottky-barrier height (SB) and transport through a metal-semiconducting WTe$_2$/WS$_2$ vdW-junction transistor.

II. Method

Our quantum-transport solver, ATOMOS [6], was specifically developed for high-performance computing and the use of computationally-heavy DFT Hamiltonians. It is written in C++ and uses multi-threaded MPI with various levels of parallelism. Any heavy vector-matrix or matrix-matrix operations are performed using BLAS and LAPACK. ATOMOS core transport solver is a dissipative NEGF solver based on the recursive Green’s function (RGF) algorithm [6]. To ensure efficient load-balancing, a dynamic scheduler is used to distribute the various energy-momentum (e-k) points between the different parallel ranks. For optimally generating the energy points, we rely on a recursive adaptive-grid algorithm. For self-consistency, a parallel Poisson solver is used. To expedite the Poisson-NEGF convergence, we employ a predictor-corrector method using the Newton scheme [6]. The anisotropic dielectric permittivities are taken from [17].

A. DFT Hamiltonian and representation method

As described in Fig. 1a, the first step towards transport simulations of a given material is a first-principle geometry relaxation of its primitive unit cell, followed by an electronic-structure calculation. We support PAW-DFT, followed by a Wannierization step that leads to an orthogonal basis set [6]. We used the DFT package QE and the generalized gradient approximation with the PBE or optB86b exchange-correlation functionals [18]. These functionals typically predict TMD band
gaps in close agreement with their experimental values [2,6]. To model the electronic states in the HfS2/WSe2 heterostructure shown in Fig. 2, Van der Waals interactions are included through the DFT-D3 method of Grimme [19]. A plane-wave cutoff energy of 1088 eV (80 Ry) and an 8 × 8 × 1 Monkhorst-Pack k-point grid was used in the electronic band structure calculations without spin-orbit coupling. It was verified that the total energy was well converged for these values. The convergence criteria are set to less than 10⁻³ eV/Å forces acting on each ion and a total energy difference smaller than 10⁻³ eV between two subsequent iterations. To cut off the periodic images along the z-direction (Fig. 2a), a vacuum layer of 25 Å was employed in the DFT simulations.

First the equilibrium lattice constants of HfS2 – 1T and WSe2 – 2H monolayers are determined, 3.61 Å and 3.32 Å respectively. The 6-atom-only heterostructure supercell is constructed after applying 4% strain on both materials so that they share a common lattice parameter of a₀ = 3.47 Å. The ions are then relaxed again within the stacked unit cells. The Bloch wavefunctions are then transformed into maximally localized Wannier functions (MLWF) typically centered on the ions using the wannier90 package [20]. Figure 2b demonstrates the validity of our MLWF representation. ATOMOS also directly supports LCAO DFT with a non-orthogonal model that will be described below. The procedure is similar to that described for PAW DFT but does not require a Wannierization step (that becomes too slow for larger supercells). We used OPENMX to model the WTe2/WSe2 heterojunction and the generalized gradient approximation with the PBE exchange-correlation functionals and the DFT-D3 method of Grimme. After relaxation, the in-plane equilibrium lattice vectors of the orthorhombic WTe2 – 1T' supercell with 6 atoms are [3.46777, 0, 0] and [0, 6.255376, 0] Å, while that of the hexagonal WSe2 – 2H with 3 atoms are [2.72293, -1.574726, 0] Å and [2.72293, 1.574726, 0] Å. A 6 atoms orthorhombic supercell is then created for WSe2 using the [1,1,0] and [-1,1,0] miller indices. The 12-atom heterostructure supercell directly resulting from straining both materials to a common lattice leads to a 9% residual strain in the y-direction. In turn, this yields a large 1 eV drop in the bandgap of WSe2. By tripling the WTe2 cell in the x-direction and doubling the orthorhombic WSe2 cell in both the x and y directions, a 42 atoms orthorhombic supercell with a small residual strain of 2.4% and 0.3% in the x and y direction respectively is achieved. For the final supercell, a cutoff energy of 300 Ry and a 7 × 7 × 1 Monkhorst-Pack k-point grid was used. For S and Te, a set of 8 pseudo atomic orbitals (PAO) per atoms (1s, 3p and 5d) were used with a cutoff radius of 4.75 Å, while for W, a set of 12 PAOs (2s, 6p and 5d) with a cutoff of 3.7 Å were used.

As described in Fig. 1b, ATOMOS uses the resulting supercell information, i.e., atom positions, lattice vectors, and the localized MLWF or PAO generated Hamiltonian matrices, as building blocks to create the full-device atomic structure and Hamiltonian matrix. We kept in the device Hamiltonian, the required Hamiltonian longer-range interactions (typically 12 to 15 Å for Wannier and about 5 Å for the LCAO case). ATOMOS can further rotate the device geometry to a preferential channel orientation within the 2D layer. We assumed periodic boundary conditions in the width (y-axis) direction. They were modeled with 12 k-points on half the Brillion zone, the other half is obtained by symmetry. Transport calculations are then performed using our self-consistent real-space NEGF solver. As a result, spectrally resolved quantities such as current spectrum (Fig. 1c), DoS (Fig. 3c), or occupied and empty states (G< and G>) or carrier density and current (Fig. 1d) are available.

### B. Non-orthogonal NEGF model

OpenMX and CP2K LCAO based DFT tools can be used to generate H and the overlap matrix, S, to be loaded into ATOMOS. Both packages are in a non-orthogonal basis representation. As a result, the overlap matrix S is no longer an identity matrix. It has the same tri-diagonal block sparse structure as H. The equations for the retarded (G<), lesser (G>) and greater (G>) Green’s functions read [22]:

\[ G^R = (E_S - H - \Sigma^R)^{-1}, \]
\[ G^< = G^R \Sigma^< G^R +, \]
\[ G^> = G^R - G^R + + G^<. \]

E is the scalar energy. S, H, and \( \Sigma^< \) the retarded, lesser self-energies that include the interaction terms (e.g., with the semi-
infinite leads $\Sigma^{R,c}$ and the electron – phonon scattering terms $\Sigma^{R,c}$ are matrices of rank $N$, the total number of atoms in the device $\times$ the number of orbitals/atoms. We efficiently store $H$, $S$ and other $G$ matrices using our dedicated sparse block-matrix class, that we specifically customized for the RGF method.

By taking the diagonal elements of the density matrix $\rho$, the electron density $n$ can be calculated

$$n = \frac{1}{2\pi} \int dE \left| \rho_{\text{diag}} \right| ; \rho = -iG^{<}S$$

This density is fed to our parallel Poisson solver. At iteration $i$, after the new electrostatic potential energy $V_i$ has been computed, the potential energy variation is added to $H$ in a symmetric fashion as follows [22]:

$$\left( H_i = H_{i-1} + \frac{1}{2} (SdV + dVS) \right) \quad dV = V_i - V_{i-1}$$

Electron-phonon scattering is considered using the self-consistent Born approximation [21]. Assuming the phonons stay in equilibrium, and that the e-phonon coupling matrix $M_q$ is expressed in an orthogonal basis (e.g., by a deformation potential), the orthogonal scattering self-energy may be written as [6,11,21]:

$$\Sigma^{<} (r_i, r_j, E) = \int \frac{d\mathbf{q}}{(2\pi)^3} \epsilon_i^{\mathbf{q}}(r_i-r_j)|M_q|^2 \times \left( N_q + \frac{1}{2} + \frac{1}{2} \right) G^{<}(r_i, r_j, E \pm \hbar\omega_i \mathbf{q}, S)$$

where $\mathbf{q}$ and $\omega_i$ are the phonon wave vector and the corresponding angular frequency, $\hbar$ is the reduced Plank’s constant, $N_q$ is the phonon-occupation number. The non-orthogonal scattering self-energy is then obtained as:

$$\Sigma^{<}_S = \frac{1}{2} \left( \Sigma^{<}_{S,\perp} + \Sigma^{<}_{S,\parallel} \right)$$

The contact self-energies are computed with the Sancho-Rubio method [23]. The method proposed in Sancho et al. can be extended for a non-orthogonal basis [24]. We assume a homogeneous semi-infinite lead. By definition we have $(\omega H - G(\omega))G(\omega) = I$ where $\omega = E + i\eta$. $G(\omega)$ and $G_{00}$ are the lead- and surface-Green’s functions, respectively. By taking the matrix elements of $(\omega H - G(\omega))G(\omega) = I$ and following the steps detailed by Sancho et al. [23] we get at iteration $i$:

$$(\omega S_{00} - \epsilon_i^{<})G_{00} = I + \alpha_i G_{21,0}$$

$$\omega S_{00} - \epsilon_i^{<} G_{21,0} = \beta_i G_{00,0} + \alpha_i G_{21,0}$$

with:

$$\alpha_i = \alpha_{i-1}(\omega S_{00} - \epsilon_{i-1}) \quad \beta_i = \beta_{i-1}(\omega S_{00} - \epsilon_{i-1})$$

$$\epsilon_i = \epsilon_{i-1} + \alpha_{i-1}(\omega S_{00} - \epsilon_{i-1}) \quad \epsilon_i^{<} = \epsilon_{i-1} + \alpha_{i-1}(\omega S_{00} - \epsilon_{i-1}) \quad \epsilon_i^{<} = \epsilon_{i-1}$$

and where $\alpha_0 = \omega S_{00} - H_{01}$, $\beta_0 = (\omega S_{00} - H_{01})^T$, $\epsilon_0 = H_{00}$ and $\epsilon_0 = H_{00}$. Once $\alpha_i$ and $\beta_i$ are small enough, the surface Green’s function is obtained from $(\omega S_{00} - \epsilon_i^{<})G_{00} = I$. Subsequently, the non-zero block of the self-energy matrix (for the right contact, block indices $-1,1$ in Eq. (10) are consistent with our notation for the semi-infinite lead but correspond to the last block in the device) can be found as:

$$\Sigma^{<}_{C,-1,1} = [(E + i\eta)S_{-1,0} - H_{-1,0}]G_{00}[(E + i\eta)S_{0,-1} - H_{0,-1}]$$

The self-energy matrix of the left contact can be computed in a similar way. In Fig. 1d, the good agreement between the $I_\phi(V_C)$ curves for a WS$_2$ transistor (Fig. 1b) computed with our dissipative orthogonal and non-orthogonal DFT-NEGF models, using $H$ coming from QE+Wannier and OPENMX respectively, is shown, validating our non-orthogonal transport model.

C. DFT-computed electron-phonon scattering coupling

We can use an analytical and a numerical approach to include scattering in our model. The analytical approach is used here. In the analytical approach, we include two major scattering processes, elastic scattering by acoustic phonons, and inelastic scattering by optical phonons, using an analytical expression for self-energies. In this approach, the self-energy term for elastic acoustic phonon scattering can be approximated as [21]:

$$\Sigma^{<}_{S,\text{ac}} = \frac{\Delta_{\text{ac}} k_T^T}{\rho v_{\text{ph}}^2} G^{<}(E)$$

where $\Delta_{\text{ac}}$ (eV) is called the effective deformation potential for elastic scattering, $\rho$ is the density per unit volume, $V$ is the atom volume, $v_p$ is the sound velocity. The above expression is valid only when the acoustic phonon branch has a linear dispersion near the $\Gamma$ symmetry point. As later shown for 2D materials, only the in-plane acoustic phonons (TA and LA) have a linear dispersion and the out-of-plane acoustic phonons (ZA) have a parabolic dispersion (See Fig. 4).

The self-energy term for inelastic scattering by optical phonons can be approximated as [21]:

$$\Sigma^{<}_{S,\text{op}} = \frac{\Delta_{\text{op}} k^2}{2 \rho v_{\text{ph}}^2} \left( N_q + \frac{1}{2} \right) G^{<}(E \pm v_{\text{ph}})$$

where $\Delta_{\text{op}}$ (eV/cm) is the effective deformation potential for optical phonon scattering and $v_{\text{ph}}$ is the optical phonon energy. We extract the parameters $(\Delta_{\text{ac}}, v_p, \Delta_{\text{op}}$ and $E_{\text{ph}})$ by calculating phonon dispersions and electron-phonon matrix elements using the density functional perturbation theory (DFPT) approach [10,25]. Below, considering monolayer WS$_2$ as an example, we describe the procedure of extracting these parameters.

In Fig. 4, we show the phonon dispersion for WS$_2$ calculated using DFPT as implemented in QE [10,25].

Monolayer WS$_2$ has nine phonon modes. The three lower energy branches are acoustic phonons and the remaining six represent the optical phonons. $v_p$ for the in-plane acoustic
modes can be extracted by taking the slope of the linear region from the dispersion near the Γ point. For materials like WS$_2$, which have a horizontal mirror symmetry, scattering by ZA phonons are found to be negligible [26]. Therefore, its contribution can be ignored.

The plane-wave based electron-phonon coupling matrix elements calculated from DFPT are of the form [10, 25]:

$$ M_{mn, \lambda} (\mathbf{k}, \mathbf{k}') = \left( \frac{\hbar}{2M_{\text{cell}}\omega_q} \right) D_{\lambda} (\mathbf{k}, \mathbf{k}') $$

where $\mathbf{k}$ and $\mathbf{k}'$ are the initial and final electron wave vectors, respectively, $\eta$ and $\eta'$ are the initial and final bands, respectively, $\lambda$ is the phonon mode, $\mathbf{q} = \mathbf{k}' - \mathbf{k}$ is the phonon wave vector, $M_{\text{cell}}$ is the total mass of the unit cell and $D_{\lambda}$ is called the deformation potential.

For small $\mathbf{q}$ vector, $D_{K}$ and $\Delta_{ac}$ can be related as: $D_{K} \approx \Delta_{ac} |\mathbf{q}|$. Therefore, to extract $\Delta_{ac}$, we calculate $D_{K}$ from the matrix elements, for the same initial and final electron energies, as functions of the angle of the final wave vector formed with respect to the direction of the initial wave vector. The initial wave vector $\mathbf{k}$ is taken along the Γ-K direction. $\Delta_{ac}$ is then obtained by dividing $D_{K}$ by the magnitude of the phonon wave vector $|\mathbf{q}|$. In Fig 5, we show $D_{K}$ and $\Delta_{ac}$ plotted for different initial and final electron kinetic energies for LA phonons. In the case of monolayer WS$_2$, we find that $\Delta_{ac}$ does not vary significantly for different kinetic energies or scattering angle. Therefore, it can be approximated as a constant.

For optical phonons, $\Delta_{ph} = D_{K}$. Therefore, we calculate $D_{K}$ from the matrix elements for different optical modes for an initial wave vector $\mathbf{k}$ at the conduction band minima and the final wave vector $\mathbf{k'}$ lying on an equi-energy surface with an energy equal to the optical phonon energy $E_{\text{ph}}$. In Fig. 6, we show the effective optical deformation potentials and their corresponding phonon energies, $E_{\text{ph}}$ plotted as a function of the angle of the final wave vector formed with respect to Γ-K direction. We find that $D_{K}$ is constant for all the optical phonon modes.

The analytical approach is computationally efficient and can be a good approximation when we obtain constant effective deformation potentials. However, it has been shown that for 2D materials with an anisotropic band structure, such as phosphorene, $\Delta_{ac}$ has a strong angular dependency and approximating with a constant would lead to an error [27]. In addition, certain 2D materials like silicene and germanene lack horizontal mirror symmetry. Therefore, scattering by ZA phonons is not negligible [26]. For this case, we are currently developing a numerical approach, where we use full electron-phonon matrix elements and phonon dispersion obtained from DFPT to evaluate Eq. (6).
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III. APPLICATIONS

A. Novel material and device exploration for ultra-scaled CMOS.

As an application, we have used our simulator to explore the fundamental physics and performance of 2D materials for sub-10 nm CMOS [6]. Figure 7 compares the DFT-NEGF simulated maximum achievable on-current, $I_{ON}$, vs. $L$ at a fixed typical high-performance (HP) off-state leakage $I_{OFF}=10$ nA/μm for optimized n- and p-type TMD Double-gated (DG) MOSFETs (Fig. 1b) made of monolayer (1ML) MoS$_2$, WS$_2$ and HfS$_2$. The
simulated achievable $I_{ON}$ of the Si n-type Gate-all-around (GAA) MOSFET is also shown for comparison. The HfS$_2$ transistors feature a promising boost of on-current vs. Si at all gate lengths. WS$_2$ CMOS could also be interesting owing to its strong p-type transistor drive.

**B. HfS$_2$/WSe$_2$ VDW TFET with Wannierized H**

The tunneling current in a vDW TFET has been shown to strongly increase with the interlayer coupling [3]. In order to boost the drive-current, a material system that would achieve a broken-gap and maximize the interlayer coupling would be desired. Here, we assess the potential of a HfS$_2$/WSe$_2$ vDW TFET. This specific choice of materials results from a preliminary DFT study of the charge transfer with respect to a perpendicularly applied electric field. The study was done for over about 140 pairs of heterostacked vDW materials [4]. A stronger charge transfer between the layer may be related to a stronger interlayer coupling, hence favor tunneling. The HfS$_2$/WSe$_2$ stack was found to have the highest charge transfer, as well as a broken gap. HfS$_2$ and WSe$_2$ are promising material for n- and p-MOS transistors respectively [6].

Even possible DG 1ML 2D-material MOSFETs, it is not possible to keep the performance while down scaling $L$ below 5 nm [6], that is, scaling the contacted gate pitch. CGP (i.e., the minimal distance between the gate of 2 subsequent transistors) below 33 nm. CGP is composed of the sum of $L + 2 \times L_{SD}$. $L_{SD}$ = 14 nm is the length of the highly-doped source-and-drain extensions (see Fig. 1b). This $L_{SD}$ value is obtained using the 2031 IRDS-dimensional targets for the so-called 1-nm technology node and beyond [28]. By using a dynamically-doped transistor, D$_2$-FET, design (Fig. 8) that scales better than the MOSFET [6], we can further scale CGP. Combining a high-mobility 1ML-2D channel material such as HfS$_2$ with the D$_2$-FET architecture, our results predict that the stringent 2031 IRDS HP current target, that was derived for a pitch of 40 nm, can be achieved but with a pitch of about 22 nm instead and using a single extended back gate only (Fig. 8). The D$_2$-FET success for scaling comes from the individually-gated back-gate concept that does not require spacers with the top metal contacts and allows for dynamically doping what used to be the source-and-drain extensions ($N_{SD}$-doped region in Fig. 8a) in the MOSFET design [6]. In the D$_2$-FET, $N_{SD}$ is typically left intrinsic and doping under the metal contact ($N_{SD2}$) is only required if a Schottky barrier is present at the interface.

**Fig. 8.** a) Schematic of the single-gated (SG) D$_2$-FET device. b) DFT-NEGF simulated $I(x)$ vs. CGP for optimized n-MOSFETs and D$_2$-FETs made of WS$_2$ and HfS$_2$. A DG architecture is assumed for all the 2D-MOSFETs, while a SG-architecture is employed for the 2D D$_2$-FETs. The Si GAA n-MOSFET $I(x)$ vs. CGP is also shown for comparison. EOT = 0.5 nm, $V_{DD}$ = 0.6 V, $I_{OFF}$ = 10 nA/µm. The current is normalized by the gate perimeter. For the D$_2$-FETs, we used $\Delta L = L/2$ with a minimum value of $\Delta L = 4$ nm for $L \leq 8$ nm.

**Fig. 9.** Schematic view of the optimized HfS$_2$/WSe$_2$ nTFET.

**Fig. 10.** Current spectrum $J(x)$ (surface plot), as well as top conduction-band ($E_{C,HfS2}$ (-) and bottom valence band ($E_{V,WSe2}$ (+)) (-) edges along the channel direction, $x$, of the HfS$_2$/WSe$_2$ nTFET with e-ph of Fig. 8 a) in-off- and b) on-state.

**Fig. 11.** Ballistic (bal) and dissipative (e-ph) $I(V_D)$ and $SS(h)$ (inset) characteristics of the optimized HfS$_2$/WSe$_2$ vDW TFETs. $V_{DD} = 0.3$ V.
functioning in off- and on-state is illustrated in Fig. 10, showing band diagrams and current spectrum flows in the device. The bottom WSe2 layer acts as the source and is assumed p-doped with a density of $1 \times 10^{13}$ cm$^{-2}$. The device switching is controlled by the top gate (TG). TG extends over the 16 nm region where top and bottom layers overlap and for another 24 nm toward the drain extension. In off-state (Fig. 10a), the top conduction-band, $E_{C, HS2}$, and bottom valence band, $E_{V, WSe2}$, are not overlapping and the BTBT current is strongly reduced. In on-state (Fig. 10b), the TG electrostatic potential pushes $E_{C, HS2}$ to a lower energy than $E_{V, WSe2}$ and a high BTBT current flows through the device. The 40 nm-long HS2 top-layer part of the device under TG (16 nm channel and 24 nm buffer layer) is assumed intrinsic. The drain part is n-doped to 0.6$\times$10$^{13}$ cm$^{-2}$. The role of the buffer layer is to prevent off-state point tunneling leakage from the bottom layer to the drain, similarly to what was showed in [29].

In Fig. 12, we also present the DFT-NEGF simulated $I_D(V_G)$ characteristics of the MoS2/WTe2 vdW TFET. Our computations predict an interesting 10 meV staggered direct gap at the K-point for this material combination. These findings are in line with results in [7] and [8]. Our DFT-NEGF predicted $I_{ON}$, however, is a modest 14 $\mu$A/$\mu$m, which to attribute to a low vdW interlayer coupling. In [7] and [8] the modeled drive current was equal or greater than 1000 $\mu$A/$\mu$m, probably indicating that a very high interlayer coupling was assumed. Such level of current is equal or greater than that we get with the MoS2 MOSFET at $V_{DD} = 0.6V$. [7] and [8] used non-initio models fitted on DFT band structures. Such models tend to strongly overestimate drive current for MOSFETs [6]. An extra complication arises using these models for vdW TFETs, as one has to estimate/model the small vdW interlayer coupling, which is difficult in practice.

The impact of electron-phonon (e-ph) scattering on the $I_D(V_G)$ characteristics of the vdW TFET is shown in Fig. 11. Compared to the ballistic case, an earlier onset of conduction and a reduction of the minimum leakage floor is observed as collisions with inelastic phonons allow for the BTBT electronic current to flow although the tunneling window is not yet fully opened (Fig. 10a). Both characteristics, however, show abrupt switching ($5 < 10$ mV/dec) with potential for high $I_{ON}$ of 680 and 420 $\mu$A/$\mu$m at $V_{DD} = 0.35V$ and $I_{OFF} = 100$ pA/$\mu$m in the ballistic and e-ph cases respectively (Fig. 12). Even in the more realistic case, when e-ph is included, the achieved drive current, although lower than that of the III-V CS-TFET [29], is about twice the drive current delivered by an optimized InAs/GaSb PNIN GAA TFET [30] and between 3 to 4 times higher than the DFT-NEGF-simulated ballistic current predicted for the MoTe2/SnS2 vdW TFET [2]. This high level of current is in line with our expectations of a high interlayer-coupling coefficient favoring BTBT current for this specific vdW stack.

C. WTe2 / WS2 VDW Metal / semiconductor non-orthogonal transport.

Finding a metal with a low Schottky barrier to achieve a low contact resistance is one of the key challenges to address towards 2D-material CMOS. 2D-metal/2D semiconductor vdW contacts have been shown to be an interesting option, as they may be free of Fermi-level pinning [5]. Our non-orthogonal DFT method is well-suited to screen such material combination, especially if the supercells become large. As an example, in Fig. 12, we show the $I_D(V_G)$ characteristics of the simulated WS2
device (Fig. 3b) using the WTe$_2$/WS$_2$ heterostack contact of Fig. 3a. Due to the rather high SBH of about 0.5 eV (Fig. 3c) and the vdW junction, the current is strongly limited in on-state compared to a WS$_2$ transistor that assume an ideal ohmic contact.

IV. CONCLUSION

We have presented, here, advanced DFT-NEGF techniques to explore transport in novel materials and devices and in particular in vdW heterojunction transistors. Aside from the popular method using plane-wave DFT, followed by a Wannierization step, we have detailed our LCAO-DFT approach. This technique is more efficient when supercells become larger but results in a non-orthogonal NEGF model. Such model was described here, including the Sancho-Rubio and electron-phonon scattering within a non-orthogonal framework. We also presented our methodology to extract electron-phonon coupling from first principle and to include it in our transport simulations using analytical isotropic deformation potentials. We are currently working towards the implementation of a numerical method that directly use the non-isotropic full matrix and that can be useful for non-isotropic materials. Finally, we apply our methods towards the exploration of novel 2D materials and devices. This includes 2D material selection and the Dynamically-Doped FET for ultimately scaled CMOS, the exploration of vdW TFETs, in particular the HfS$_2$/WSe$_2$ TFET that could achieve high on-current levels, and the study of Schottky-barrier height and transport through a metal-semiconducting WTe$_2$/WS$_2$ vdW junction transistor.
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