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Abstract

We prove quasi-monotonicity formulae for classical obstacle-type problems with quadratic energies with coefficients in fractional Sobolev spaces, and a linear term with a Dini-type continuity property. These formulae are used to obtain the regularity of free-boundary points following the approaches by Caffarelli, Monneau and Weiss.

1 Introduction

The motivation for studying obstacle problems has roots in many applications. There are examples in physics and in mechanics, and many prime examples can be found in [11, 20, 28, 30, 41]. The classical obstacle problem consists in finding the minimizer of Dirichlet energy in a domain $\Omega$, among all functions $v$, with fixed boundary data, constrained to lie above a given obstacle $\psi$. Active areas of research related to this problem include both studying properties of minimizers and analyzing the regularity of the boundary of the coincidence set between minimizer and obstacle.

In the '60s the obstacle problem was introduced within the study of variational inequalities. In the last fifty years much effort has been made to understand of the problem, a wide variety of issues has been analyzed and new mathematical ideas have been introduced. Caffarelli in [7] introduced the so-called method of blow-up, imported from geometric measure theory for the study of minimal surfaces, to prove some local properties of solutions. Alt-Caffarelli-Friedman [1], Weiss [45] and Monneau [36] introduced monotonicity formulae to show the blow-up property and to obtain the free-boundary regularity in various problems. See [6, 9, 20, 30, 40, 41] for more detailed references and historical developments.

Recently many authors have improved classical results replacing the Dirichlet energy by a more general variational functional and weakening the regularity of the obstacle (we can see [10, 14–17, 35, 37, 43, 44]). In this context, we aim to minimize the following energy

$$E(v) := \int_{\Omega} (\langle A(x) \nabla v(x), \nabla v(x) \rangle + 2f(x)v(x)) \, dx,$$

(1.1)

among all positive functions with fixed boundary data, where $\Omega \subset \mathbb{R}^n$ is a smooth, bounded and open set, $n \geq 2$, $A : \Omega \to \mathbb{R}^{n \times n}$ is a matrix-valued field and $f : \Omega \to \mathbb{R}$ is a function satisfying:

(H1) $A \in W^{1+s,p}(\Omega; \mathbb{R}^{n \times n})$ with $s > \frac{1}{p}$ and $p > \frac{s^2}{n(1+s)} \wedge n$; where the symbol $\wedge$ indicates the minimum of the surrounding quantities;

(H2) $A(x) = (a_{ij}(x))_{i,j=1,...,n}$ symmetric, continuous and coercive, that is $a_{ij} = a_{ji} \mathcal{L}^n$ a.e. $\Omega$ and for some $\Lambda \geq 1$ i.e.

$$\Lambda^{-1} |\xi|^2 \leq \langle A(x)\xi, \xi \rangle \leq \Lambda |\xi|^2 \quad \mathcal{L}^n \text{ a.e. } \Omega, \forall \xi \in \mathbb{R}^n;$$

(1.2)

(H3) $f$ Dini-continuous, that is $\omega(t) = \sup_{|x-y| \leq t} |f(x) - f(y)|$ modulus of continuity $f$ satisfying the following integrability condition

$$\int_0^1 \frac{\omega(t)}{t} \, dt < \infty,$$

(1.3)

and exists $c_0 > 0$ such that $f \geq c_0$.

(H4) $f$ satisfies a double Dini-type condition: let $\omega(t) = \sup_{|x-y| \leq t} |f(x) - f(y)|$ be the modulus of continuity of $f$ and set $a \geq 1$ it holds the following condition of integrability

$$\int_0^1 \frac{\omega(r)}{r} |\log r|^a \, dr < \infty,$$

(1.4)

and exists $c_0 > 0$ such that $f \geq c_0$. 

1
In Remark 5.7 we will justify the choice of \( p \) in hypothesis (H1). We note that we are reduced to the 0 obstacle case, so \( f = -\nabla(\lambda \nabla \psi) \).

In the paper we prove that the unique minimizer, which we will indicate as \( u \), is the solution of an elliptic differential equation in divergence form. With classical PDE regularity theory we deduce that \( u \) and \( \nabla u \) are Hölder continuous and \( \nabla^2 u \) is integrable. To prove the regularity of the free-boundary \( \Gamma_u = \partial \{ u = 0 \} \cap \Omega \), we apply the method of blow-up introduced by Caffarelli [7]. For all \( x_0 \) points of free-boundary \( \Gamma_u = \partial \{ u = 0 \} \cap \Omega \) we introduce a sequence of rescaled functions and, through a \( C^{1,\gamma} \) estimate of rescaled functions (for a suitable \( \gamma \in (0,1) \)), we prove the existence of sequence limits; these limits are called blow-ups. To classify the blow-ups and to prove the uniqueness of the sequence limit, for all points of \( \Gamma_u \), we introduce a technical tool: the quasi-monotonicity formulae. To simplify the notation we introduce, for all \( x_0 \in \Gamma_u \) an opportune change of variable for which, without loss of generality, we can suppose:

\[
x_0 = \overline{0} \in \Gamma_u, \quad A(\overline{0}) = I_n, \quad f(\overline{0}) = 1.
\]  

(1.5)

As in [17] we introduce the auxiliary energy “à la Weiss”

\[
\Phi(r) := \int_{B_1} \left( f^2(x) \nabla u_r(x), \nabla u_r(x) \right) + 2f(x) u_r(x) \, dx + 2 \int_{\partial B_1} \left( A(r x) \cdot \frac{x}{|x|} \right) u_r^2(x) \, dH^{n-1}(x),
\]

and prove the main results of the paper:

**Theorem 1.1** (Weiss’ quasi-monotonicity formula). Assume that (H1)-(H3) and (1.5) hold. There exist nonnegative constants \( C_3 \) and \( C_4 \) independent from \( r \) such that the function

\[
r \mapsto \Phi(r) e^{C_3 r^{1-\hat{\beta}}} + C_4 \int_0^r \left( t^{-\hat{\beta}} + \frac{\omega(t)}{t} \right) e^{C_3 t^{1-\hat{\beta}}} \, dt
\]

with the constant \( \Theta \) given in equation (5.16), is nondecreasing on the interval \((0, \frac{1}{\hat{\beta}} \text{dist}(\overline{0}, \partial \Omega) \wedge 1)\).

More precisely, the following estimate holds true for \( L^1 \)-a.e. \( r \) in such an interval:

\[
\frac{d}{dr} \left( \Phi(r) e^{C_3 r^{1-\hat{\beta}}} + C_4 \int_0^r \left( t^{-\hat{\beta}} + \frac{\omega(t)}{t} \right) e^{C_3 t^{1-\hat{\beta}}} \, dt \right) \geq \frac{2e^{C_3 r^{1-\hat{\beta}}}}{r^{n+2}} \int_{\partial B_r} \mu \left( \mu^{-1} A\nu, \nabla u \right) - \frac{2u}{r^2} \, dH^{n-1}.
\]

(1.6)

In particular, the limit \( \Phi(0^+) := \lim_{r \to 0^+} \Phi(r) \) exists and it is finite and there exists a constant \( c > 0 \) such that

\[
\Phi(r) - \Phi(0^+) \geq \Phi(r) e^{C_3 r^{1-\hat{\beta}}} + C_4 \int_0^r \left( t^{-\hat{\beta}} + \frac{\omega(t)}{t} \right) e^{C_3 t^{1-\hat{\beta}}} \, dt - \Phi(0^+) - c \left( r^{1-\hat{\beta}} + \int_0^r \frac{\omega(t)}{t} \, dt \right).
\]

(1.7)

**Theorem 1.2** (Monneau’s quasi-monotonicity formula). Assume (H1), (H2) and (H4) with \( a \geq 1 \) and (1.5). Let \( u \) be the minimizer of \( \mathcal{E} \) on \( K \), with \( \overline{0} \in \text{Sing}(u) \) (i.e. (7.4) holds), and \( v \) be a 2-homogeneous, positive, polynomial function, solution of \( \Delta v = 1 \) on \( \mathbb{R}^n \). Then, there exists a positive constant \( C_5 = C_5(\lambda, ||A||_{W^{1,p}}) \) such that

\[
r \mapsto \int_{\partial B_1} (u_r - v)^2 \, dH^{n-1} + C_5 \left( r^{1-\hat{\beta}} + \int_0^r \frac{\omega(t)}{t} \, dt + \int_0^r dt \int_0^t \frac{\omega(s)}{s} \, ds \right)
\]

is nondecreasing on \((0, \frac{1}{\hat{\beta}} \text{dist}(\overline{0}, \partial \Omega) \wedge 1)\). More precisely, \( L^1 \)-a.e. on such an interval

\[
\frac{d}{dr} \left( \int_{\partial B_1} (u_r - v)^2 \, dH^{n-1} + C_5 \left( r^{1-\hat{\beta}} + \int_0^r \frac{\omega(t)}{t} \, dt + \int_0^r dt \int_0^t \frac{\omega(s)}{s} \, ds \right) \right) \geq \frac{2}{r} \left( e^{C_3 r^{1-\hat{\beta}}} \Phi(r) + C_4 \int_0^r e^{C_3 t^{1-\hat{\beta}}} \left( t^{-\hat{\beta}} + \frac{\omega(t)}{t} \right) \, dt - \Psi_v(1) \right).
\]

(1.9)

where \( \Psi_v(1) = \int_{B_1} (|\nabla v|^2 + 2v) \, dx - 2 \int_{\partial B_1} v^2 \, dH^{n-1} \).

These theorems generalize the results of Weiss [15] and Monneau [36]. The Weiss monotonicity formula was proven by Weiss within [35] for the case where \( A \equiv I_n \) and \( f \equiv 1 \); in the same paper he proved the celebrated epiperimetric inequality (see Theorem 8.2) and gave a new way of approaching
Theorem 1.3. A proved the uniqueness for regular points in\( A \) convergence of the rescaled functions with respect to their blow-up limits. We recall that Weiss [45] continuous modulus of mean oscillation in \( L^p \) solution.

Following the energetic approach by Focardi, Gelli and Spadaro [17] we prove the uniqueness of blow-ups providing a uniform decay estimate for all points in a compact subset of \( A \). In the classical case (see [6–8]), we can classify the blow-up types and so distinguish the points in \( \Gamma_u \) as regular and singular (respectively \( \text{Reg}(u) \) and \( \text{Sing}(u) \), see Definition 6.5).

In our work (inspired by [17]) we prove the quasi-monotonicity formulae under the hypotheses, \((H1)-(H4)\) improving the results with respect to current literature. As we will see in Corollary \( 2.3 \) if \( ps > n \) the embedding \( W^{1+p,sp} \hookrightarrow W^{1,\infty} \) holds true. Consequently, we assume \( sp \leq n \) and we obtain an original result not covered by [17] if \( a > 2 \) (more restrictive than double Dini continuity which is equivalent to \( (H4) \) with \( a = 1 \), see [47] Definition 1.1].

So, thanks to the epiperimetric inequality of Weiss [45] we obtain a uniform decay estimate for the convergence of the rescaled functions with respect to their blow-up limits. We recall that Weiss [45] proved the uniqueness for regular points in \( A \equiv I_n \) and \( f \equiv 1 \). Focardi, Gelli and Spadaro [17] also had proved our same result for \( A \) Lipschitz continuous and \( f \) Hölder continuous. Monneau [37] proved the uniqueness of blow-ups both for regular points and for singular points with \( A \equiv I_n \) and \( f \) with Dini continuous modulus of mean oscillation in \( L^p \). Therefore, without further hypotheses, in the regular case and adding double Dini continuity condition on the modulus of the mean oscillation, Monneau gave a very accurate pointwise decay estimate, providing an explicit modulus of continuity for the solution.

These results allow us to prove the regularity of free-boundary:

**Theorem 1.3.** We assume the hypothesis \((H1)-(H3)\). The free-boundary decomposes as \( \Gamma_u = \text{Reg}(u) \cup \text{Sing}(u) \) with \( \text{Reg}(u) \cap \text{Sing}(u) = \emptyset \).

(i) Assume \((H4)\) with \( a > 2 \). \( \text{Reg}(u) \) is relatively open in \( \partial \{ u = 0 \} \) and for every point \( x_0 \in \text{Reg}(u) \), there exists \( r = r(x_0) > 0 \) such that \( \Gamma_u \cap B_r(x_0) \) is a \( C^1 \) hypersurface with normal vector \( \varsigma \) is absolutely continuous with a modulus of continuity depending on \( \rho \) defined in \([8,15]\).

In particular if \( f \) is Hölder continuous there exists \( r = r(x_0) > 0 \) such that \( \Gamma_u \cap B_r(x) \) is \( C^{1,\beta} \) hypersurface for some universal exponent \( \beta \in (0,1) \).

(ii) Assume \((H4)\) with \( a \geq 1 \). \( \text{Sing}(u) = \cup_{k=0}^{n-1} S_h \) (see Definition \( 2.3 \) and for all \( x \in S_h \) there exists \( r \) such that \( S_k \cap B_r(x) \) is contained in a regular \( k \)-dimensional submanifold of \( \mathbb{R}^n \).

In order to justify the choice of regularity of the coefficients of \( A \) and \( f \) we discuss the hypotheses \((H1)\) and \((H3)\).
The hypothesis \((H3)\) turns out to be the best condition to obtain the uniqueness of blow-up (we need of \((H4)\) with \(a \geq 1\) in the case of singular points and \(a > 2\) in the case of regular points). In fact when condition \((\text{1.3})\) is not satisfied, Blank gave in \([2]\) an example of nonuniqueness of the blow-up limit at a regular point. Monneau observed in \([36]\) that using the symmetry \(x \mapsto -x\), it is easy to transform the result of Blank into an example of nonuniqueness of the blow-up limit at a singular point when condition \((\text{1.3})\) is not satisfied.

Before taking into account hypothesis \((H1)\) we need to clarify the relationship between the regularity of coefficients \(A, f\) and the regularity of the free-boundary. Caffarelli \([9]\) and Kinderlehrer and Nirenberg \([22]\) proved that for smooth coefficients of \(A\) and for \(f \in C^1\) the regular points are a \(C^{1,\alpha}\)-manifold for all \(\alpha \in (0,1)\), for \(f \in C^{m,\alpha}\) \(\text{Reg}(u)\) is a \(C^{m+1,\alpha}\)-manifold with \(\alpha \in (0,1)\) and if \(f\) is analytic so is \(\text{Reg}(u)\). In \([2]\) Blank proved that, in the Laplacian case with \(f\) Dini continuous, the set of regular points is a \(C^0\)-manifold, but if \(f\) is \(C^1\), but is not Dini continuous, then \(\text{Reg}(u)\) is Reifenberg vanishing, but not necessarily smooth. In \([17]\) Focardi, Gelli and Spadaro proved that if \(A \in W^{1,\infty}\) and \(f \in C^{0,\alpha}\) with \(\alpha \in (0,1)\), then \(\text{Reg}(u)\) is a \(C^{1,\beta}\)-manifold with \(\beta \in (0,\alpha)\). A careful inspection of the proof of \([17]\) Theorem 4.12 shows that in the case of \(A \in W^{1,\infty}\) and \(f \equiv 1\) the regular set turns out to be a \(C^{1,\beta}\)-manifold for \(\beta' \in (0,\frac{1}{2})\), so, despite the linear term being constant, the regularity improves slightly but remains in the same class. Blank and Hao in \([3]\) proved that if \(a_{i,j}, f \in VMO\), any compact set \(K \subset \subset \text{Reg}(u) \cap B^\dagger_{\frac{1}{4}}\) is relatively Reifenberg vanishing with respect to \(\text{Reg}(u) \cap B^\dagger_{\frac{1}{4}}\).

So the regularity of the regular part of the free-boundary turns out to be strictly related to regularity of coefficients of matrix \(A\) and the linear term \(f\). Under the hypotheses \((H1)\) and \((H2)\) we prove that if \(f\) is H"older continuous we obtain that the regular part of the free-boundary is a \(C^{1,\beta}\)-manifold for some \(\beta\), while if \(f\) satisfies hypothesis \((H4)\) with \(a > 2\) we prove that \(\text{Reg}(u)\) is a \(C^1\)-manifold.

So the process of weakening the regularity of coefficients goes along two directions: to obtain a strong or a weak regularity of the regular part of the free-boundary. Our work forms part of the first way and with the technical hypothesis \((H4)\) with \(a > 2\) for \(f\), which is better than the Hölder continuity, and by hypothesis \((H1)\) of matrix \(A\), we improve the current literature. The best regularity for \(A\) that allows us to have a strong regularity of \(\text{Reg}(u)\) still remains, to our knowledge, an open problem. Regarding the best regularity for \(f\), from \([2]\) we know that it is the Dini continuity; we do not reach it but we improve the already investigated condition of Hölder continuity.

The natural sequel of these results is the study of obstacle problems for nonlinear energies. The future developments aim at the same direction as \([18]\) where the author, Focardi and Spadaro prove an improvement slightly but remains in the same class. Blank and Hao in \([3]\) proved that if \(A, f \in VMO\), any compact set \(K \subset \subset \text{Reg}(u) \cap B^\dagger_{\frac{1}{4}}\) is relatively Reifenberg vanishing with respect to \(\text{Reg}(u) \cap B^\dagger_{\frac{1}{4}}\).

So the regularity of the regular part of the free-boundary turns out to be strictly related to regularity of coefficients of matrix \(A\).

To conclude, the paper is organized as follows. In Section 2 we fix the notation of fractional Sobolev spaces. In Section 3 we prove the existence, the uniqueness and the regularity of the minimizer \(u\). In Section 4 we introduce the sequence of rescaled functions, prove the existence of blow-ups and state a property of nondegeneracy of the solution of the obstacle problem. In Section 5 and 7 we respectively prove the quasi-monotonicity formulae of Weiss and Monneau. In Section 6 we prove the 2-homogeneity and the nonzero value property of blow-ups, classify blow-ups and distinguish the point of the free-boundary in regular and singular. In Section 8 we deduce the uniqueness of blow-ups in the case of regular and singular points. In Section 9 we state the properties of the regularity of the free-boundary.

2 Preliminaries: Fractional Sobolev spaces

In order to fix the notation, we report the definition of the fractional Sobolev spaces. See \([12, 33]\) for more detailed references.

Definition 2.1. For any real \(\lambda \in (0,1)\) and for all \(p \in (0,\infty)\) we define the space

\[ W^{\lambda,p}(\Omega) := \left\{ v \in L^p(\Omega) : \frac{|v(x) - v(y)|}{|x - y|^\frac{\lambda}{p}} \in L^p(\Omega \times \Omega) \right\}, \tag{2.1} \]

i.e., an intermediate Banach space between \(L^p(\Omega)\) and \(W^{1,p}(\Omega)\), endowed with the norm

\[ \|v\|_{W^{\lambda,p}(\Omega)} = \left( \int_\Omega |v|^p \, dx + \int_{\Omega \times \Omega} \frac{|v(x) - v(y)|^p}{|x - y|^\lambda} \, dy \right)^{\frac{1}{p}}. \]

If \(\lambda > 1\) and not integer we indicate with \([\lambda]\) its integer part and with \(\sigma = \lambda - [\lambda]\) its fractional part. In this case the space \(W^{\lambda,p}\) consists of functions \(u \in W^{[\lambda],p}\) such that the distributional derivatives
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there exists a constant \( C \) such that
\[
\gamma_2.5 \leq 14.40
\]
we can reformulate these results in our notation. Theorem 2.3 is obtained combining classical Embedding Theorem [38, Theorem 9] and [12, Theorem 6.5] with Theorem 2.2.

Theorem 2.2 (Embedding Theorem). Let \( p \in [1, \infty) \) such that \( sp > n \) and \( \Omega \subset \mathbb{R}^n \) be an extension domain for \( W^{\lambda,p} \). Then there exists a bounded operator
\[
\gamma_0 : W^{\lambda,p}(U) \rightarrow W^{\lambda-\frac{1}{p},sp}(\partial U; H^{n-1}),
\]
such that \( \gamma_0(v) = v_{|\partial U} \) for all functions \( v \in W^{\lambda,p}(U) \cap C(\overline{U}) \). \( \gamma_0 \) is called trace operator.

Remark 2.5. Let \( p, \lambda \) be exponents as in Theorem 2.4, \( p \lambda < n \) and \( \sigma := \lambda - |\lambda| \). If \( U = B_r \), we see how the constant of the trace operator changes when the radius \( r \) changes.

By taking into account Theorem 2.4 and 2.2 we have the following embeddings
\[
W^{\lambda,p}(B_r) \hookrightarrow W^{\lambda-\frac{1}{p},sp}(\partial B_r; H^{n-1}) \hookrightarrow L^1(\partial B_r; H^{n-1}).
\]

Then, setting \( v_r(y) = v(ry) \)
\[
\int_{\partial B_r} |\gamma_0(v)(y)| \, dH^{n-1} \leq r^{n-1} \int_{\partial B_r} |v_r(ry)| \, dH^{n-1}
\]
\[
\leq c(1)r^{n-1} \left( \sum_{|\alpha| \leq |\lambda|} \int_{B_r} |D^\alpha v_r(y)|^p \, dx + \int_{B_1 \times B_1} \frac{|v_r(y) - v_r(z)|^p}{|y-z|^{n+sp}} \, dy \right)^{\frac{1}{p}}
\]
\[
\leq c(r^{n-1} r^\frac{1}{p}) \left( \sum_{|\alpha| \leq |\lambda|} \int_{B_{r^n}} |D^\alpha v(x)|^p \, dx + r^{sp} \int_{B_1 \times B_1} \frac{|v(x) - v(w)|^p}{|x-w|^{n+sp}} \, dx \, dw \right)^{\frac{1}{p}}
\]
\[
\leq Cr^{n-1} r^\frac{1}{p} \|v\|_{W^{\lambda,p}(B_r)}.
\]
For which
\[
\|\gamma_0(v)\|_{L^1(\partial B_r; H^{n-1})} \leq C r^{n-1} r^\frac{1}{p} \|v\|_{W^{\lambda,p}(B_r)},
\]

If \( p \leq n \), let \( \frac{n-(\lambda-\frac{1}{p})}{np} < t < \lambda \), i.e. \( \frac{n-(\lambda-\frac{1}{p})}{np} < t < \lambda \), of note that \( \lambda > \frac{n-(\lambda-\frac{1}{p})}{np} \) if and only if \( \lambda > \frac{1}{p} \).

We infer by Theorem 2.2 and by Theorem 2.4 the following
\[
W^{\lambda,p}(B_r) \hookrightarrow W^{1-\frac{np}{n-(\lambda-\frac{1}{p})}, sp}(B_r) \hookrightarrow W^{1-\frac{np}{n-(\lambda-\frac{1}{p})}, sp}(\partial B_r; H^{n-1}) \hookrightarrow L^1(\partial B_r; H^{n-1}).
\]

Applying the same reasoning to deduce (2.4), in particular we achieve
\[
\|\gamma_0(v)\|_{L^1(\partial B_r; H^{n-1})} \leq C r^{n-1} r^\frac{1}{p} \|v\|_{W^{1-\frac{np}{n-(\lambda-\frac{1}{p})}, sp}(B_r)},
\]
3 The classical obstacle problem

Let $\Omega \subset \mathbb{R}^n$ be a smooth, bounded and open set, $n \geq 2$, let $A : \Omega \to \mathbb{R}^{n \times n}$ be a matrix-valued field and $f : \Omega \to \mathbb{R}$ be a function satisfying assumptions (H1)-(H3) seen in the Introduction.

Remark 3.1. By \([12]\), we immediately deduce that $A$ is bounded. In particular, $\|A\|_{L^\infty(\Omega)} \leq \Lambda$.

We define, for every open $A \subset \Omega$ and for each function $v \in H^1(\Omega)$, the following energy:

$$E[v, A] := \int_A (\langle A(x) \nabla v(x), \nabla v(x) \rangle + 2f(x)u(x)) \, dx,$$

(3.1)

with $E[v, \Omega] := E[v]$.

**Proposition 3.2.** We consider the following minimum problem with obstacle:

$$\inf_K E[\cdot],$$

(3.2)

where $K \subset H^1(\Omega)$ is the weakly closed convex given by

$$K := \{ v \in H^1(\Omega) \mid v \geq 0 \text{ $\mathcal{L}^n$-a.e. on } \Omega, \gamma_0(v) = g \text{ on } \partial \Omega \},$$

(3.3)

with $g \in H^2(\partial \Omega)$ being a nonnegative function.

Then there exists a unique solution for the minimum problem (3.2).

**Proof.** The hypotheses (H1)-(H3) imply that the energy $E$ is coercive and strictly convex in $K$. Thus, $E$ is lower semicontinuous for the weak topology in $H^1(\Omega)$, and so there exists a unique minimizer that, as we stated in the introduction, we will indicate by $u$. \hfill \Box

Now, we can fix the notation for the coincidence set, non-coincidence set and the free-boundary by defining the following:

$$A_u := \{ u = 0 \}, \quad N_u := \{ u > 0 \}, \quad \Gamma_u = \partial A_u \cap \Omega.$$

(3.4)

Actually, the minimum $u$ satisfies the partial differential equation both in the distributional sense and a.e. on $\Omega$. Therefore it shows good properties of regularity:

**Proposition 3.3.** Let $u$ be the minimum of $E$ in $K$. Then

$$\text{div}(A(x)\nabla u(x)) = f(x)\chi_{\{u>0\}}(x) \quad \text{a.e. on } \Omega \text{ and in } \mathcal{D}'(\Omega).$$

(3.5)

Therefore,

(i) if $ps < n$, called $p^*(s, p) := \frac{np}{n-sp}$, we have $u \in W^{2,p^*} \cap C^{1,1-\frac{ps}{n-sp}}(\Omega)$;

(ii) if $ps = n$, we have $u \in W^{2,p} \cap C^{1,1-\frac{ps}{n-sp}}(\Omega)$ for all $1 < q < \infty$.

**Proof.** Now, based on equation (3.5), we can prove (i), the regularity of $u$ if $ps < n$. From Theorem 2.2, $W^{1+s,p}(\Omega) \hookrightarrow W^{1,p}(\Omega)$ with $p^* = \frac{np}{n-sp}$. We also note that by the hypothesis (H1) $p^* \geq n$, so by Morrey theorem $A \in C^{0,1-\frac{ps}{n-sp}}(\Omega)$. Since $u$ is the solution of (3.5), and thanks to \([27]\) Theorem 3.13, \(u \in C^{1,1-\frac{ps}{n-sp}}_{\text{loc}}(\Omega)\). We consider the equation

$$\text{Tr}(A \nabla^2 v) = f\chi_{\{u>0\}} - \sum_j \text{div}(a^{ij}) \frac{\partial u}{\partial x_j} =: \varphi,$$

(3.6)

where the symbol $\text{Tr}$ is the trace of the matrix $A \nabla^2 v$ and $a^{ij}$ denotes the $j$-column of $A$. Since $\nabla u \in L^{s,p}_{\text{loc}}(\Omega)$ and $\text{div}(a^{ij}) \in L^{p^*}(\Omega)$ for all $j \in \{1, \ldots, n\}$ then $\varphi \in L^{p^*}_{\text{loc}}(\Omega)$. So, from \([22]\) Corollary 9.18 there exists a unique $v \in W^{2,p^*}(\Omega)$ solution of (3.6). We observe that the identity $\text{Tr}(A \nabla^2 v) = \text{div}(A \nabla v) - \sum_j \text{div}(a^{ij}) \frac{\partial u}{\partial x_j}$ is verified. So, if we rewrite (3.6) as follows

$$\text{div}(A \nabla v) - \sum_j \text{div}(a^{ij}) \frac{\partial u}{\partial x_j} = \varphi,$$

(3.7)

we have that $u$ and $v$ are two solutions. Then by \([22]\) Theorem 8.3 we obtain $u = v$ and the thesis follows. Instead, if $ps = n$ from \([12]\) Theorem 6.10, $A \in W^{1,s}$ and so $u \in W^{2,s} \cap C^{1,1-\frac{ps}{n}}(\Omega)$ for all $1 < q < \infty$. Applying the same reasoning to deduce the item (i) we obtain the item (ii) of the thesis. \hfill \Box
Remark 3.4. The assumption \( f \geq c_0 > 0 \) in (H3) is not necessary in order to prove the regularity of \( u \) and that the minimum \( u \) satisfies the equation (3.5) (cf. [18 Proposition 3.2, Theorem 3.4, Corollary 3.5]).

4 The blow-up method: Existence of blow-ups and nondegeneracy of the solution

In this section we shall investigate the existence of blow-ups. In this connection, we need to introduce for any point \( x_0 \in \Gamma_u \) a sequence of rescaled functions:

\[
\nu_{x_0,r} := \frac{u(x_0 + rx)}{r^2}.
\]

We want to prove the existence of limits (in a strong sense) of this sequence as \( r \to 0^+ \) and define these blow-ups. We start observing that the rescaled function satisfies an appropriate PDE and satisfies uniform \( W^{2,p^*} \) estimates. We can prove this thanks to the regularity theory for elliptic equations.

**Proposition 4.1.** Let \( u \) be the solution to the obstacle problem (3.2) and \( x_0 \in \Gamma_u \). Then, for every \( R > 0 \) there exists a constant \( C > 0 \) such that, for every \( r \in (0, \frac{\text{dist}(x_0, \partial \Omega)}{4R}) \)

\[
\|\nu_{x_0,r}\|_{W^{2,p^*}(B_R(x_0))} \leq C.
\]

In particular, the functions \( \nu_{x_0,r} \) are equibounded in \( C^{1,\gamma'} \) for \( \gamma' \leq \gamma := 1 - \frac{n}{p^*} \).

**Proof.** From (1.1) and Proposition 3.3 it holds

\[
\text{div}(A(x_0 + rx)\nabla u_{x_0,r}(x)) = f(x_0 + rx)\chi_{\{u_{x_0,r} > 0\}}(x) \quad \text{a.e. on } B_{4R}(x_0) \text{ and on } \mathcal{D}'(B_{4R}(x_0)),
\]

and \( u_{x_0,r} \in W^{2,p^*} \cap C^{1,\gamma'}(B_{4R}(x_0)) \). We have \( x_0 \in \Gamma_u \), then \( u_{x_0,r}(0) = 0 \). Since \( u_{x_0,r} \geq 0 \), from [22 Theorems 8.17 and 8.18] we have

\[
\|\nu_{x_0,r}\|_{L^\infty(B_{4R}(x_0))} \leq C(R, x_0)\|f\|_{L^\infty(B_{4R}(x_0))}.
\]

Thanks to [22 Theorem 8.32] and (1.3) we obtain

\[
\|\nu_{x_0,r}\|_{C^{1,\gamma'}(B_{2R}(x_0))} \leq C \left( \|\nu_{x_0,r}\|_{L^\infty(B_{4R}(x_0))} + \|f\|_{L^\infty(B_{4R}(x_0))} \right) \leq C' \|f\|_{L^\infty(B_{4R}(x_0))}.
\]

We observe that, as in Proposition 3.3, \( u_{x_0,r} \) is solution to

\[
\text{Tr} (A(x_0 + rx)\nabla^2 u_{x_0,r}(x)) = f(x_0 + rx)\chi_{\{u_{x_0,r} > 0\}} - r \sum_j \text{div} \left( a^j(x_0 + rx) \frac{\partial u_{x_0,r}}{\partial x_j} \right) =: \varphi_r(x),
\]

with \( \varphi_r \in L^{p^*}(B_{2R}(x_0)) \). Then from [22 Theorem 9.11]

\[
\|\nu_{x_0,r}\|_{W^{2,p^*}(B_R(x_0))} \leq C \left( \|\nu_{x_0,r}\|_{L^{p^*}(B_{2R}(x_0))} + \|\varphi_r\|_{L^{p^*}(B_{2R}(x_0))} \right).
\]

We define \( \text{div}(\hat{A}) := (\text{div}(a^j))_j \), namely the vector of divergence of the vector column of \( \hat{A} \). Then by (1.5)

\[
\|\varphi_r\|_{L^{p^*}(B_{2R}(x_0))} = \int_{B_{2R}(x_0)} |f(rx)\chi_{\{u_{x_0,r} > 0\}} - r(\text{div}\hat{A}(rx), \nabla u_r(x))|^{p^*} \, dx
\]

\[
\leq C \|f\|_{L^{p^*}(B_{4R}(x_0))} \left( 1 + r^{p^*-n} \int_{B_{2R}(x_0)} |(\text{div}\hat{A}(y))|^{p^*} \, dy \right)
\]

\[
\leq C \|f\|_{L^{p^*}(B_{4R}(x_0))} \left( 1 + \left( \frac{\text{dist}(x_0, \partial \Omega)}{4R} \right)^{p^*-n} \|\text{div}\hat{A}(y)\|_{L^{p^*}(\partial \Omega)} \right).
\]

So \( \|\nu_{x_0,r}\|_{W^{2,p^*}(B_R(x_0))} \leq C \), where \( C \) does not depend on \( r \).

**Corollary 4.2** (Existence of blow-ups). Let \( x_0 \in \Gamma_u \) with \( u \) the solution of (3.2). Then for every sequence \( r_k \downarrow 0 \) there exists a subsequence \( (r_k)_j \subset (r_k)_k \) such that the rescaled functions \( (u_{x_0,r_k})_j \) converge in \( C^{1,\gamma} \). We define these limits as blow-ups.
Proof. The proof is an easy consequence of Proposition [4.1] and the Ascoli-Arzelà Theorem.

Remark 4.3. Recalling $x_0 \in \Gamma_u$ we have $u(x_0) = 0$ and $\nabla u(x_0) = 0$ so
\[
\|u\|_{L^\infty(B_r(x_0))} \leq Cr^2 \quad \text{and} \quad \|\nabla u\|_{L^\infty(B_r(x_0))} \leq Cr. \tag{4.8}
\]
We note that the constant in (4.8) only depends on the constant $C$ in (4.2) and is therefore uniformly bounded for points $x_0 \in \Gamma_u \cap K$ for each compact set $K \subset \Omega$.

As in classical case, the solution $u$ has a quadratic growth. The lacking regularity of the problem does not allow us to use the classic approach by Caffarelli [8] also used by Focardi, Gelli and Spadaro in [17] Lemma 4.3. The main problem is that $\text{div}(\phi')$, that is a $W^{1,p}$ function, is not a priori pointwise defined, so the classical argument fails. We use a more general result of Blank and Hao in [4] Chapter 3.

Proposition 4.4 ([4, Theorem 3.9]). Let $x_0 \in \Gamma_u$, and $u$ be the minimum of (3.2). Then, there exists a constant $\theta > 0$ such that
\[
\sup_{\partial B_r(x_0)} u \geq \theta r^2. \tag{4.9}
\]

To proceed in the analysis of the blow-ups we shall prove a monotonicity formula. This will be a key ingredient to prove the 2-homogeneity of blow-ups and that blow-ups are nonzero. Therefore it allows us to classify blow-ups. This result will be the focus of Section 5 while the quasi-monotonicity formula will be the topic of Section 6.

5 Weiss’ quasi-monotonicity formula

In this section we show that the monotonicity formulae established by Weiss [45] and Monneau [36] in the Laplace case ($A \equiv I_n$) and by Focardi, Gelli and Spadaro [17] in the $A$ Lipschitz continuous and $f$ Hölder continuous case, hold in our case as well.

As in [17] we proceed by fixing the coordinates system: let $x_0 \in \Gamma_u$, be any point of free-boundary, then the affine change of variables
\[
x \mapsto x_0 + f(x_0)^{-\frac{1}{2}}\hat{A}^\frac{1}{2}(x_0)x = x_0 + L(x_0)x \tag{5.1}
\]
leads to
\[
\mathcal{E}[u, \Omega] = f^{1-\frac{n}{2}}(x_0) \det(A^\frac{1}{2}(x_0)) \mathcal{E}_{L(x_0)}[u_L(x_0), \Omega_L(x_0)],
\]
with the following notations:
\[
\begin{align*}
\mathcal{E}_{L(x_0)}[v, A] := & \int_A \left( \langle C_{x_0} \nabla v, \nabla v \rangle + 2\frac{f_{L(x_0)}}{f(x_0)} v \right) \, dx \quad \forall A \subset \Omega_L(x_0), \\
\Omega_{L(x_0)} := & \mathbb{L}(x_0)^{-1}(\Omega - x_0), \\
u_{L(x_0)}(x_0) := & u(x_0 + L(x_0)x), \\
f_{L(x_0)} := & f(x_0 + L(x_0)x), \\
C_{x_0} := & A^{-\frac{1}{2}}(x_0)A(x_0 + L(x_0)x)A^{-\frac{1}{2}}(x_0), \\
u_{L(x_0), r}(y) := & \frac{u(x_0 + rL(x_0)y)}{r^2}. \tag{5.2}
\end{align*}
\]
We observe that the image of the free-boundary in the new coordinates is:
\[
\Gamma_{u_{L(x_0)}} = \mathbb{L}(x_0)^{-1}(\Gamma_u - x_0) \tag{5.3}
\]
and we see how energy $\mathcal{E}$ is minimized by $u$, if and only if, the energy $\mathcal{E}_{L(x_0)}$ is minimized by $u_{L(x_0)}$.

Therefore, for a fixed base point $x_0 \in \Gamma_u$, we change the coordinates system and as we stated before
\[
\emptyset \in \Gamma_{u_{L(x_0)}}, \quad C_{x_0}(\emptyset) = I_n, \quad f_{L(x_0)}(\emptyset) = f(x_0).
\]
The point of the choice of this change of variable is that, in a neighborhood of $\emptyset$, the functional $\mathcal{E}_{L(x_0)}[v, \Omega]$ is a perturbation of $\int_\emptyset (|\nabla v|^2 + 2v) \, dx$, which is the functional associated with the classical Laplacian case. We identify the two spaces in this section to simplify the ensuing calculations, then with a slight abuse of notation we reduce to (1.5):
\[
x_0 = \emptyset \in \Gamma_u, \quad A(\emptyset) = I_n, \quad f(\emptyset) = 1.
\]
We note that with this convention \( x \in \Omega \). In the new coordinates system we define
\[
\nu(x) := \frac{x}{|x|} \quad \text{for } x \neq 0, \quad \mu(x) := \begin{cases} \langle A(x) \nu(x), \nu(x) \rangle & \text{if } x \neq 0 \\ 1 & \text{otherwise.} \end{cases} \tag{5.4}
\]
We note that \( \mu \in C^0(\Omega) \) by (H1) and (L3). We prove the following result:

**Lemma 5.1.** Let \( A \) be a matrix-valued field. Assume that (H1), (H2) and (L3) hold, then
\[
\mu \in W^{1,q} \cap C^{0,1-\frac{q}{p}}(\Omega) \tag{5.5}
\]
and
\[
\Lambda^{-1} \leq \mu(x) \leq \Lambda \quad \forall x \in \Omega. \tag{5.6}
\]

**Proof.** We prove that \( \mu \in W^{1,q} \) for any \( q < p^* \).

We use a characterization of Sobolev’s spaces (see [5, Proposition IX.3]): \( \mu \in W^{1,q}(\Omega) \) if and only if there exists a constant \( C > 0 \) such that for every open \( \omega \subset \subset \Omega \) and for any \( h \in \mathbb{R}^n \) with \(|h| < \text{dist}(\omega, \partial \Omega)\) it holds
\[
\|\tau_h \mu - \mu\|_{L^q(\omega)} \leq C |h|.
\]
For the convexity of the function \(| \cdot |^q\), remembering that \( A \) is \((1-\frac{q}{p})\)-Hölder continuous and since for all \( x \in \mathbb{R}^n \) and \( h \neq -x \) the inequality \(|(x+h)|^q - |x|^q| \leq 2|h|\) holds, we have
\[
\|\tau_h \mu - \mu\|_{L^q(\omega)}^q = \int_{\omega} \left| \langle A(x+h) \frac{x+h}{|x+h|}, \frac{x+h}{|x+h|} - A(x) \frac{x}{|x|}, \frac{x}{|x|} \rangle \right|^q \, dx
\]
\[
= \int_{\omega} \left| \left( \langle A(x+h) - A(x) \rangle \frac{x+h}{|x+h|}, \frac{x+h}{|x+h|} - A(x) \frac{x}{|x|}, \frac{x+h}{|x+h|} \right) \right|^q \, dx
\]
\[
\leq 2^{q-1} \left( \int_{\omega} |A(x+h) - A(x)|^q \, dx \right)^{\frac{q}{q'}} + \int_{\omega} 2^q \left| \frac{A(x+h) - A(x)}{|x|} \right|^q \left( \frac{|x+h|}{|x|} - \frac{|x|}{|x|} \right)^q \, dx
\]
\[
\leq 2^{q-1} \left( c|h|^q + 4^q|h|^q \int_{\omega} \frac{1}{|x|^{q'}} \, dx \right) = C |h|^q,
\]
where in the last equality, we rely on \(|x|^{-\frac{q}{p'}}\) being integrable if and only if \( q < p^* \). By Sobolev embedding theorem, we have \( \mu \in C^{0,1-\frac{q}{p}} \) for any \( q < p^* \).

Thanks to the structure of \( \mu \) we can earn more regularity. In particular \( \mu \in C^{0,\gamma} \) with \( \gamma = 1 - \frac{p}{p'} \).

We start off proving the inequality when one of the two points is \( \vec{0} \):
\[
|\mu(x) - \mu(\vec{0})| = |\langle A(x) \frac{x}{|x|}, \frac{x}{|x|} \rangle - 1| = |\langle A(x) \frac{x}{|x|}, \frac{x}{|x|} \rangle - \langle x, \frac{x}{|x|} \rangle| = \langle A(\vec{0}) \frac{x}{|x|}, \frac{x}{|x|} \rangle = [A]_{C^{0,\gamma}} |x|^\gamma.
\]
Let us assume now that \( x, y \neq \vec{0} \) and prove the inequality in the remaining case. Let \( z = |y|^\frac{x}{|x|} \) then
\[
|\mu(x) - \mu(y)| \leq |\mu(x) - \mu(z)| + |\mu(z) - \mu(y)|.
\]
As \( \frac{x}{|x|} = \frac{z}{|z|} \)
\[
|\mu(x) - \mu(z)| = \left| \langle A(x) - A(z) \rangle \frac{z}{|z|}, \frac{x}{|z|} \right| \leq [A]_{C^{0,\gamma}} |x - z|\gamma,
\]
while by \(|z| = |y| = r\)
\[
|\mu(z) - \mu(y)| = \left| \langle A(y) \frac{z}{r}, \frac{y}{r} \rangle - \langle A(y) \frac{z}{r}, \frac{y}{r} \rangle \right| \leq \left| \langle A(z) - A(y) \rangle \frac{z}{r}, \frac{z}{r} \rangle \right| + \left| \langle A(y) \rangle \frac{z}{r}, \frac{z}{r} \rangle \right| \leq [A]_{C^{0,\gamma}} \left( |z - y|\gamma + \frac{2|z - y|^{1-\gamma}}{r^{1-\gamma}} \right) |z - y|\gamma.
\]
Therefore, since \(|x - z| = |x| - |y| | \leq |x - y| \) and \(|z - y| \leq |z - x| + |x - y| \leq 2|x - y|\) we have the thesis
\[
|\mu(x) - \mu(y)| \leq C[A]_{C^{0,\gamma}} |x - y|\gamma.
\]
\[\square\]
We introduce rescaled volume and boundary energies

\[ E(r) := \mathcal{E}[u, B_r] = \int_{B_r} (\langle A(x)\nabla u(x), \nabla u(x) \rangle + 2f(x)u(x)) \, dx \]

\[ = r^{n+2} \int_{B_1} (\langle A(ry)\nabla u_r(y), \nabla u_r(y) \rangle + 2f(ry)u_r(y)) \, dy \]  \hspace{1cm} (5.7)

\[ \mathcal{H}(r) := \int_{\partial B_r} \mu(x) u^2(x) \, d\mathcal{H}^{n-1} = r^{n+3} \int_{\partial B_1} \mu(ry) u_r^2(y) \, d\mathcal{H}^{n-1}. \]  \hspace{1cm} (5.8)

We now introduce an energy “à la Weiss” combining and rescaling the terms above:

\[ \Phi(r) := r^{-n-2} E(r) - 2r^{-n-3} \mathcal{H}(r). \]  \hspace{1cm} (5.9)

**Remark 5.2.** By (5.5), (5.7), (5.8) and Proposition 4.1 we have

\[ E(r) = \int_{B_r} (|\nabla u_r|^2 + 2u) \, dx + O(r^{n+2+\min(\gamma, \alpha)}) \leq O(r^{n+2}), \]

\[ \mathcal{H}(r) = \int_{\partial B_r} u^2 \, d\mathcal{H}^{n-1} + O(r^{n+3+\gamma}) \leq O(r^{n+3}). \]  \hspace{1cm} (5.10)

Hence, the choice of the renormalized factors in (5.9).

To complete the notation in (5.2) we show the trasformed version of (5.4) and (5.5):

\[ \mu_L(z_0)(y) := \langle C_{z_0}(y) \nu(y), \nu(y) \rangle \quad y \neq 0, \quad \mu_L(0) := 1, \]

\[ \Phi_L(z_0)(r) := \int_{B_1} (\langle C_{z_0}(ry)\nabla u_L(z_0), r(y), \nabla u_L(z_0), r(y) \rangle + 2f_L(z_0)(ry)u_L(z_0), r(y)) \, dy \]

\[ - 2 \int_{\partial B_1} \mu_L(z_0)(ry) u^2_L(z_0), r(y) \, d\mathcal{H}^{n-1} \]  \hspace{1cm} (5.11)

**Remark 5.3.** We can note by the definition above and in view of Lemma 5.1 \( \Lambda^{-2} \leq \mu_L(z_0)(y) \leq \Lambda^2 \) and \( \mu_L(z_0) \in C^{0,\gamma}(\Omega) \).

### 5.1 Estimate of derivatives of \( E \) and \( \mathcal{H} \)

To estimate the derivative of auxiliary energy \( \Phi \) we estimate the derivative of addenda \( E \) and \( \mathcal{H} \). Starting with \( E \), for this purpose, following Focardi, Gelli and Spadaro [17], we use a generalization of Rellich–Necas’ identity due to Payne–Weinberger [17] Lemma 3.4 in order to calculate the derivative.

**Proposition 5.4.** There exists a constant \( C_1 > 0 \), \( C_1 = C_1(\lambda, C, \|A\|_{W^{1+n, r}(\Omega)}) \), such that for \( L^1 \)-a.e. \( r \in (0, \text{dist}(0, \partial \Omega)) \),

\[ E'(r) = 2 \int_{\partial B_r} \mu^{-1}(A_r, \nabla u)^2 \, d\mathcal{H}^{n-1} + \frac{1}{r} \int_{B_r} (\nabla u, \nabla u) \, dx \]

\[ - \frac{2}{r} \int_{B_r} f(\mu^{-1}A_r, \nabla u) \, dx - \frac{2}{r} \int_{B_r} \langle A_r, \nabla (\mu^{-1}A_r) \nabla u \rangle \, dx \]

\[ + 2 \int_{\partial B_r} f u \, d\mathcal{H}^{n-1} + \varepsilon(r), \]  \hspace{1cm} (5.12)

with \( |\varepsilon(r)| \leq C_1 E(r) r^{-\frac{n}{2}}. \)

**Proof.** For details of proof we refer to [17] Proposition 3.5. The difference consists in the different regularity of \( \text{div} A_r \) that in our case is \( L^p \) instead of \( L^\infty \). In the estimate of \( \varepsilon(r) \), made through Hölder inequality, the factor \( r^{-\frac{n}{2}} \) appears. This is unbounded but at the same time it is integrable in \( r \) and this will be crucial in proving the quasi-monotonicity formula.

**Remark 5.5.** The term \( \varepsilon(r) \) is exactly:

\[ \varepsilon(r) = \frac{1}{r} \int_{B_r} \mu^{-1}(\nabla A : A_r \otimes \nabla u \otimes \nabla u) \, dx. \]

In [17] Proposition 3.5 under the hypothesis \( A \in W^{1,\infty}(\Omega, \mathbb{R}^n \times \mathbb{R}^n) \), Focardi, Gelli and Spadaro showed the equality (5.12) with \( \varepsilon(r) \) as above, and proved that \( |\varepsilon(r)| \leq C E(r) \).

In [17] Proposition 3.5 under the hypothesis \( A \in W^{1,\infty}(\Omega, \mathbb{R}^n \times \mathbb{R}^n) \), Focardi, Gelli and Spadaro showed the equality (5.12) with \( \varepsilon(r) \) as above, and proved that \( |\varepsilon(r)| \leq C E(r) \).
The next step is to estimate the derivative of $\mathcal{H}(r)$. By definition $\mathcal{H}(r)$ is a boundary integral; we follow the strategy of [12, Proposition 3.6] which consists in bringing us back to a volume integral using the Divergence Theorem and deriving through the Coarea formula. The difficulty is that we have to integrate the function $\text{div}A$ on $\partial B_r$, but by $(H1)$ $\text{div}A$ is a function in $W^{s,p}(\Omega)$ with $s > \frac{1}{p}$, and it is not, a priori, well defined on $\partial B_r$. Then, taking into account the concept of trace we can prove a corollary of the Coarea formula.

**Proposition 5.6.** Let $\varphi \in W^{\lambda,p}(B_1)$ with $\lambda > \frac{1}{p}$. Then, denoting by $\gamma_0(\varphi)$ the trace of $\varphi$ (see Theorem 2.4), for $L^1$-a.e. $r \in (0,1)$ it holds

$$
\frac{d}{dr} \left( \int_{B_r} \varphi \, dx \right) = \int_{\partial B_r} \gamma_0(\varphi) \, d\mathcal{H}^{n-1}.
$$

**Proof.** Let $(\varphi_j)_j \subset C^\infty(\overline{B_1})$ such that $\varphi_j \rightarrow \varphi$ in $W^{\lambda,p}(B_1)$. For each function $g_j$, by the Coarea formula for $L^1$-a.e. $r \in (0,1)$ it holds that

$$
\frac{d}{dr} \left( \int_{B_r} \varphi_j \, dx \right) = \int_{\partial B_r} \varphi_j \, d\mathcal{H}^{n-1}.
$$

By the continuity of trace and Lebesgue’s dominated convergence Theorem we have

$$
\lim_j \int_{\partial B_r} \varphi_j \, d\mathcal{H}^{n-1} = \int_{\partial B_r} \gamma_0(\varphi) \, d\mathcal{H}^{n-1}.
$$

Let us now prove that $\lim_j \frac{d}{dr} \left( \int_{B_r} \varphi_j \, dx \right) = \frac{d}{dr} \left( \int_{B_r} \varphi \, dx \right)$.

In this connection we define the function $G(r) := \int_{B_r} \varphi \, dx$ and the sequence $G_j(r) := \int_{B_r} \varphi_j \, dx$; we can prove that $G_j \rightarrow G$ in $W^{1,1}((0,1))$.

We recall that by a well-known characterization, the functions in $H^1$. In this connection we define the function

$$
\Theta = \Theta(s,p,n,t_0) \left\{ \begin{array}{ll}
 p & \text{if } p > n \\
 \frac{np}{n-(s-t_0)p} & \text{if } p \leq n.
 \end{array} \right.
$$

We estimate as follows

$$
\sum_k |G_j(b_k) - G_j(a_k)| = \sum_k \left| \int_{B_{b_k} \setminus B_{a_k}} \varphi_j \, dx \right| \leq \int_{\bigcup_k (B_{b_k} \setminus B_{a_k})} |\varphi_j| \, dx < \varepsilon,
$$

where in the last inequality, we use the absolute continuity of the integral and

$$
\mathcal{L}^n(\bigcup_k (B_{b_k} \setminus B_{a_k})) = n\omega_n \int_{\bigcup_k (b_k,a_k)} r^{n-1} \, dr \leq n\omega_n \int_{1-\delta}^1 r^{n-1} \, dr \leq n\omega_n \delta.
$$

The previous argument holds for $G$ as well. Thus $G$ and $G_j$ are differentiable $L^1$-a.e. on $(0,1)$. On the other hand by the Coarea formula, we can represent the weak derivative of $G_j$ in the following way:

$$
G_j'(r) = \int_{\partial B_r} \varphi_j \, d\mathcal{H}^{n-1}, \quad G'(r) = \int_{\partial B_r} \varphi \, d\mathcal{H}^{n-1} \quad L^1\text{-a.e. } r \in (0,1).
$$

Thus

$$
\|G_j - G\|_{L^1((0,1))} = \int_0^1 \left| \int_{B_r} (\varphi_j - \varphi) \, dx \right| \, dr \leq \|\varphi_j - \varphi\|_{L^1(B_1)} \rightarrow 0,
$$

$$
\|G_j' - G'\|_{L^1((0,1))} = \int_0^1 \left| \int_{\partial B_r} (\varphi_j - \varphi) \, d\mathcal{H}^{n-1} \right| \, dr \leq \|\varphi_j - \varphi\|_{L^1(B_1)} \rightarrow 0,
$$

therefore up to subsequence $G_j' \rightarrow G'$ $L^1$-a.e. $(0,1)$; then by combining together this, (5.14) and (5.15) we have the thesis.

We estimate the derivative of $\mathcal{H}(r)$.

We define an exponent $\Theta = \Theta(s,p,n,t_0)$, with $t_0 \in \left(\frac{n-np}{n-(s-t_0)p}, s\right)$ as in Remark 2.5, for which the term $r^{-\#}$ is integrable. For this purpose we define:

$$
\Theta = \Theta(s,p,n,t_0) = \left\{ \begin{array}{ll}
 p & \text{if } p > n \\
 \frac{np}{n-(s-t_0)p} & \text{if } p \leq n.
 \end{array} \right.
$$
Remark 5.7. If $p > n$ the condition is trivial. If instead $p \leq n$ the condition $\frac{np}{(n-p)} > n$ is equivalent to $t_0 < s + 1 - \frac{n}{p}$. Now such a $t_0$ exists if and only if $\frac{n-sp}{p(n-1)} < s + 1 - \frac{n}{p}$ which is equivalent to requiring that $p > \frac{n^2}{(n+1)^2}$. This explains the choice of the condition (H1).

Proposition 5.8. There exists a positive constant $C_2 = C_2(\|A\|_{W^{1+s,p}})$ such that for $L^1$-a.e. $r \in (0, \text{dist}(0, \partial \Omega))$ the following holds

$$\mathcal{H}'(r) = \frac{n-1}{r} \mathcal{H}(r) + 2 \int_{\partial B_r} u(A\nu, \nabla u) dH^{n-1} + h(r),$$

with $|h(r)| \leq C_2 \mathcal{H}(r) r^{-\hat{\theta}}$, where the constant $\Theta$ is given in (5.10).

Proof. From the Divergence Theorem we write $\mathcal{H}(r)$ as volume integral

$$\mathcal{H}(r) = \frac{1}{r} \int_{\partial B_r} u^2(x) |A(x)x, \nu| dH^{n-1} = \frac{1}{r} \int_{B_r} \nabla(u^2(x))A(x) dH^n.$$  

By taking Coarea formula and Proposition 5.6 into account, we have

$$\mathcal{H}(r) = \frac{n-1}{r} \mathcal{H}(r) + 2 \int_{\partial B_r} u(A\nu, \nabla u) dH^{n-1} + h(r),$$

with $h(r) = \frac{1}{r} \int_{\partial B_r} u^2{\left(\text{Tr}A - n\mu\right)} dH^{n-1} + \frac{1}{r} \int_{\partial B_r} u^2 \mathcal{H}(x) \cdot x dH^n =: I + II.$

We estimate separately the two terms.

For the first term let us recall that the Hölder continuity of $A$ and $\mu$, the condition (4.8) and the fact that $A(\Omega) = I_n$ and $\mu(\Omega) = 1$ hold, we have:

$$|I| = \frac{1}{r} \int_{\partial B_r} u^2 \sum_i \left(|a_{ii}(x) - \mu(x)| + |\mu(\Omega) - \mu(x)|\right) dH^{n-1} \leq C' r^{n+3-\frac{s+1}{p}} r^{-\hat{\theta}}.$$

where in the last inequality we use (5.10).

For the second term from the Hölder inequality, by (5.8) and recalling Remark 5.6 according to which $\gamma_0(\text{div}A) \in L^1(\partial B_r, \mathbb{R}^n, H^{n-1})$ we have:

$$|II| \leq \frac{1}{r} \int_{\partial B_r} u^2 \gamma_0(\text{div}A)(x) \cdot |x| dH^{n-1} \leq C' r^4 \gamma_0(\text{div}A) \|L^1(\partial B_r, \mathbb{R}^n, H^{n-1}) \leq C'' r^4 \gamma_0(\text{div}A).$$

We can now analyze separately the two cases $p > n$ and $p \leq n$.

We start with the case $p > n$. We use (2.3), (5.10) in (5.20) to obtain

$$|I| \leq C \|\text{div}A\|_{W^{s,p}(\Omega, \mathbb{R}^n, H^{n-1})} r^{n+3} r^{-\hat{\theta}} \leq C \|\text{div}A\|_{W^{s,p}(\Omega, \mathbb{R}^n, H^{n-1})} \mathcal{H}(r) r^{-\hat{\theta}} \leq C \mathcal{H}(r) r^{-\hat{\theta}}.$$

If $p \geq n$ by (2.5) we have

$$\|\gamma_0(\text{div}A)\|_{L^1(\partial B_r, \mathbb{R}^n, H^{n-1})} \leq C r^{n-1} r^{-\frac{n-(s+1)p}{p}} \|\text{div}A\|_{W^{s,p}(\Omega, \mathbb{R}^n, H^{n-1})}.$$  

Hence, recalling (5.20) and (5.10)

$$|I| \leq C \|\text{div}A\|_{W^{s,p}(\Omega, \mathbb{R}^n, H^{n-1})} \mathcal{H}(r) r^{-\frac{n-(s+1)p}{p}} \leq C \mathcal{H}(r) r^{-\frac{n-(s+1)p}{p}} \leq C \mathcal{H}(r) r^{-\frac{n-(s+1)p}{p}}.$$
Then for \( h(r) \), by combining together (5.19), (5.22) and (5.21), and recalling that \( \Theta < p^* \), we have
\[
|h(r)| \leq C \mathcal{H}(r) r^{-\frac{p}{p^*}} + C \mathcal{H}(r) r^{-\frac{p}{p^*}} \leq C_2 \mathcal{H}(r) r^{-\frac{p}{p^*}}.
\]

**Remark 5.9.** In [17, Proposition 3.6] Focardi, Gelli and Spadaro showed the estimate (5.17) with \( h(r) \) given in (5.18). Under the hypothesis \( A \in W^{1, \infty}(\Omega, \mathbb{R}^n \times \mathbb{R}^n) \), the term \( \text{div} A(x) \in L^\infty(\Omega, \mathbb{R}^n) \), so they obtained \( |h(r)| \leq C \mathcal{H}(r) \).

### 5.2 Proof of Weiss’s quasi-monotonicity formula

In this section we prove a Weiss’ quasi-monotonicity formula that is one of the main results of the paper. The plan of proof is the same as [17, Theorem 3.7]. The difference, due to the lack of regularity of the coefficients, consists in the presence of additional unbounded factors. These factors are produced in Proposition 5.4, Proposition 5.8, and from a freezing argument, and they include: \( r^{-\frac{p}{p^*}}, \, r^{-\frac{p}{p^*}} \) and \( \Theta(r) \). The key observation is that, for our hypotheses, these terms are integrable, so we are able to obtain the formula. For completeness we report the proof with all the details.

**Proof of Theorem 1.1.** Assume the definition of \( \Phi(r) \) by (5.20):
\[
\Phi(r) := r^{n-2} \mathcal{E}(r) - 2 r^{-n-3} \mathcal{H}(r).
\]
Then for \( \mathcal{L}^1 \)-a.e. \( r \in \text{dist} (\Omega, \partial \Omega) \) we have
\[
\Phi'(r) = \frac{\mathcal{E}'(r)}{r^{n+2}} - \frac{(n+2) \mathcal{E}(r)}{r^{n+3}} - 2 \frac{\mathcal{H}'(r)}{r^{n+3}} + 2 \frac{\mathcal{H}(r)}{r^{n+4}}.
\]

By Proposition 5.4 we have
\[
\frac{\mathcal{E}'(r)}{r^{n+2}} - \frac{(n+2) \mathcal{E}(r)}{r^{n+3}} \geq \frac{2}{r^{n+2}} \int_{\partial B_r} \mu^{-1} \langle A\nu, \nabla u \rangle^2 dH^{n-1} + \frac{1}{r^{n+3}} \int_{B_r} \langle A \nabla u, \nabla u \rangle \text{div} (\mu^{-1} A x) \, dx
\]
\[
- \frac{2}{r^{n+2}} \int_{B_r} f (\mu^{-1} A \nu, \nabla u) \, dx - \frac{2}{r^{n+3}} \int_{B_r} \langle A \nabla u, \nabla^T (\mu^{-1} A x) \nabla u \rangle \, dx + \frac{2}{r^{n+2}} \int_{\partial B_r} u \, dH^{n-1}
\]
\[
- \frac{C_1}{r^{n+2}} \frac{\mathcal{E}(r)}{r^{n+3}} - \frac{n+2}{r^{n+3}} \int_{B_r} \langle A \nabla u, \nabla u \rangle \, dx - \frac{2(n+2)}{r^{n+3}} \int_{B_r} u \, dx.
\]

Then, integrating by parts and given (3.5):
\[
\int_{B_r} \langle A \nabla u, \nabla u \rangle \, dx + \int_{B_r} f u \, dx = \int_{B_r} \langle A \nabla u, \nabla u \rangle \, dx + \int_{B_r} u \text{div} (A \nabla u) \, dx = \int_{\partial B_r} u \langle A \nu, \nabla u \rangle \, dH^{n-1}.
\]

Therefore, applying (5.21) in four occurrences, we deduce
\[
\frac{\mathcal{E}'(r)}{r^{n+2}} - \frac{(n+2) \mathcal{E}(r)}{r^{n+3}} \geq - \frac{C_1}{r^{n+2}} \frac{\mathcal{E}(r)}{r^{n+3}} + \frac{2}{r^{n+2}} \int_{\partial B_r} \mu^{-1} \langle A\nu, \nabla u \rangle^2 dH^{n-1}
\]
\[
+ \frac{1}{r^{n+3}} \int_{B_r} \langle A \nabla u, \nabla u \rangle \text{div} (\mu^{-1} A x) - 2 \langle A \nabla u, \nabla^T (\mu^{-1} A x) \nabla u \rangle - (n-2) \langle A \nabla u, \nabla u \rangle \, dx
\]
\[
- \frac{2}{r^{n+2}} \int_{B_r} f (\mu^{-1} A x, \nabla u) \, dx + \frac{2}{r^{n+3}} \int_{\partial B_r} u \, dH^{n-1} - \frac{4}{r^{n+3}} \int_{\partial B_r} u \langle A \nu, \nabla u \rangle \, dH^{n-1} - \frac{2n}{r^{n+3}} \int_{B_r} u \, dx.
\]

Instead the Proposition 5.8 leads to
\[
-2 \frac{\mathcal{H}'(r)}{r^{n+3}} + 2(n+3) \frac{\mathcal{H}(r)}{r^{n+4}} \geq - \frac{2C_2}{r^{n+3}} \frac{\mathcal{H}(r)}{r^{n+4}} + \frac{8}{r^{n+3}} \frac{\mathcal{H}(r)}{r^{n+4}} - \frac{4}{r^{n+3}} \int_{\partial B_r} u \langle A \nu, \nabla u \rangle \, dH^{n-1}.
\]
By combining together (5.25) and (5.26) and since \( p^* \geq \Theta \) we finally infer that

\[
\Phi'(r) + (C_1' \vee C_2) \Phi(r) r^{-\tilde{\alpha}} \geq \frac{2}{r^{n+2}} \int_{\partial B_r} \mu^{-1} \langle \hat{A} \nu, \nabla u \rangle^2 dH^{n-1}
+ \frac{1}{r^{n+3}} \int_{B_r} (\langle \hat{A} \nabla u, \nabla u \rangle \mu^{-1} \hat{A} x - 2 \langle \hat{A} \nabla u, \nabla^T \mu^{-1} \hat{A} x \rangle \nabla u) - (n-2) \langle \hat{A} \nabla u, \nabla u \rangle \right) dx
- \frac{2}{r^{n+1}} \int_{B_r} f (\langle \mu^{-1} \hat{A}_x, \nabla u \rangle dx + \frac{2}{r^{n+1}} \int_{\partial B_r} f u dH^{n-1} - \frac{4}{r^{n+3}} \int_{\partial B_r} u \langle \hat{A} \nu, \nabla u \rangle dH^{n-1}
- \frac{2n}{r^{n+3}} \int_{B_r} f u dx + \frac{8}{r^{n+4}} \mathcal{H}(r) - \frac{4}{r^{n+3}} \int_{B_r} u \langle \hat{A} \nu, \nabla u \rangle dH^{n-1}
- \frac{2}{r^{n+3}} \int_{B_r} \left( \langle \mu^{-1} \hat{A} \nu, \nabla u \rangle^2 + 4 \frac{\mu}{r^2} - 4 \frac{\mu}{r} \langle \hat{A} \nu, \nabla u \rangle \right) dH^{n-1}
+ \frac{1}{r^{n+3}} \int_{B_r} (\langle \hat{A} \nabla u, \nabla u \rangle \mu^{-1} \hat{A} x - 2 \langle \hat{A} \nabla u, \nabla^T \mu^{-1} \hat{A} x \rangle \nabla u) - (n-2) \langle \hat{A} \nabla u, \nabla u \rangle \right) dx
- \frac{2}{r^{n+3}} \left( \int_{B_r} f (\langle \mu^{-1} \hat{A}_x, \nabla u \rangle + nu) dx - r \int_{\partial B_r} f u dH^{n-1} \right) =: R_1 + R_2 + R_3.
\]

We can estimate the three addenda separately.

\[
R_1 = \frac{2}{r^{n+2}} \int_{\partial B_r} \mu \left( \langle \mu^{-1} \hat{A} \nu, \nabla u \rangle^2 + 4 \frac{\mu}{r^2} - 4 \frac{\mu}{r} \langle \hat{A} \nu, \nabla u \rangle \right) dH^{n-1}
= \frac{2}{r^{n+2}} \int_{\partial B_r} \mu \left( \langle \mu^{-1} \hat{A} \nu, \nabla u \rangle - 2 \frac{\mu}{r} \right)^2 dH^{n-1}.
\]

Since \( n = \text{div}(x) \) by \( \ref{5.8} \) we have

\[
|R_2| = \frac{1}{r^{n+3}} \int_{B_r} (\langle \hat{A} \nabla u, \nabla u \rangle \mu^{-1} \hat{A} x - 2 \langle \hat{A} \nabla u, \nabla^T \mu^{-1} \hat{A} x \rangle \nabla u) - (n-2) \langle \hat{A} \nabla u, \nabla u \rangle \right) dx
= \frac{1}{r^{n+3}} \int_{B_r} (\langle \hat{A} \nabla u, \nabla u \rangle \mu^{-1} \hat{A} x - x - 2 \langle \hat{A} \nabla u, \nabla^T \mu^{-1} \hat{A} x - x \rangle \nabla u) dx
\leq \frac{C^2 A}{r^{n+1}} \int_{B_r} \left( \langle \mu^{-1} \hat{A} x - x \rangle + 2 \langle \nabla (\mu^{-1} \hat{A} x - x) \rangle \right) dx \leq \frac{C^2 A}{r^{n+1}} \int_{B_r} \left( \langle \nabla (\mu^{-1} \hat{A} x - x) \rangle \right) dx,
\]

We estimate \( |\nabla (\mu^{-1} \hat{A} x - x)| \):

\[
|\nabla (\mu^{-1} \hat{A} x - x)| = |\nabla \left( (\mu^{-1} \hat{A} - \text{id})x \right)| = |\nabla (\mu^{-1} \hat{A} x + (\mu^{-1} \hat{A} - \text{id})x)|
= |\nabla (\mu^{-1} \hat{A} x + (\mu^{-1} \hat{A} - I_n))| \leq A \mu (|\nabla \hat{A} x| + |\nabla \mu|) + C r^{-1} \sigma^\ast,
\]

where in the last inequality, we have used the \( \gamma \)-Holder continuity of \( \hat{A} - \mu I_n \). Thus, from Lemma \( \ref{5.1} \)

\[
|R_2| \leq \frac{C^2 A}{r^{n+1}} \int_{B_r} \left( \langle \nabla (\mu^{-1} \hat{A} x - x) \rangle \right) dx \leq \frac{C''}{r^{n+1}} \int_{B_r} \left( r^{-1} \sigma^\ast + r (|\nabla \hat{A} x| + |\nabla \mu|) \right) dx
\leq \frac{C''}{r^n} \sigma^\ast + \frac{C''}{r} \left( \int_{B_r} |\nabla \hat{A} x|^q dx \right)^\frac{1}{q} \left( \int_{B_r} |\nabla \mu|^q dx \right)^\frac{1}{q} \frac{1}{\langle \nu, r^n \rangle^1 - \frac{1}{q}} \leq \tilde{C} r^{-1} \sigma^\ast,
\]

for each \( n < \Theta < q < p^* \), whence

\[
|R_2| \leq \frac{\tilde{C} \Phi(r)}{r^{n+2}} r^{-1} \sigma^\ast.
\]

Moreover, from \( \ref{5.8} \) and \( \ref{5.14} \)

\[
0 \leq \frac{\mathcal{H}(r)}{r^{n+3}} \leq c \|u_r\|_{L^\infty}^2 \leq c,
\]

with a certain constant \( c \) independent from \( r \), then

\[
|R_2| \leq c \left( \frac{\tilde{C} \Phi(r)}{r^{n+2}} - 2 \frac{\mathcal{H}(r)}{r^{n+3}} \right) r^{-1} \sigma^\ast + 2c \frac{\mathcal{H}(r)}{r^{n+3}} r^{-\frac{n}{2}} - \frac{1}{\langle \nu, r^n \rangle^1 - \frac{1}{q}} \leq c \Phi(r) r^{-1} \sigma^\ast + c r^{-1} \sigma^\ast.
\]

Finally, assuming that \( n = \text{div}(x) \) and using the following identity, which is consequence of the divergence theorem

\[
\int_{B_r} (\langle x, \nabla u \rangle + u \text{div}(x)) dx = r \int_{\partial B_r} u dH^{n-1},
\]

(5.30)
we have

\[
R_3 = -\frac{2}{r^{n+3}} \left( \int_{B_r} f \left( (\mu^{-1}Ax, \nabla u) + nu \right) dx - r \int_{\partial B_r} f u dH^{n-1} \right)
\]

\[
= -\frac{2}{r^{n+3}} \left( \int_{B_r} (f(x) - f(0)) \left( (\mu^{-1}Ax, \nabla u) + nu \right) dx + f(0) \int_{B_r} (\mu^{-1}Ax, \nabla u) - u \div x \right) dx
\]

\[
- r \int_{\partial B_r} (f(x) - f(0)) u dH^{n-1} - r f(0) \int_{\partial B_r} u dH^{n-1}
\]

\[
= -\frac{2}{r^{n+3}} \left( \int_{B_r} (f(x) - f(0)) \left( (\mu^{-1}Ax, \nabla u) + nu \right) dx + f(0) \int_{B_r} (\mu^{-1}Ax - x, \nabla u) dx
\]

\[
- r \int_{\partial B_r} (f(x) - f(0)) u dH^{n-1} \right).
\]

Thus

\[
|R_3| = \frac{2}{r^{n+3}} \left| \int_{B_r} \left( (\mu^{-1}Ax - x, \nabla u) \right) dx
\]

\[
+ \int_{B_r} (f(x) - f(0)) \left( (\mu^{-1}Ax, \nabla u) + nu \right) dx - r \int_{\partial B_r} (f(x) - f(0)) u dH^{n-1} \right|
\]

\[
\leq \frac{c}{r^{n+1}} \left( \int_{B_r} |Ax - Mu|_1 \, dx + \int_{B_r} |f(x) - f(0)| \, dx + r \int_{\partial B_r} |f(x) - f(0)| \, dH^{n-1} \right)
\]

\[
\leq \frac{c}{r^{n+1}} (r^{n+1} - r^3 + r^n \omega(r)) \leq c \left( r^{-\frac{\delta}{2}} + \frac{\omega(r)}{r} \right).
\]

Now by combining together (5.27), (5.28), (5.29) and (5.31) we have

\[
\Phi'(r) + C_3 \Phi(r) r^{-\frac{\delta}{2}} + C_4 \left( r^{-\frac{\delta}{2}} + \frac{\omega(r)}{r} \right) \Phi C_5 r^{-\frac{\delta}{2}} \geq \frac{2}{r^{n+2}} \int_{\partial B_r} \mu \left( (\mu^{-1}Ax, \nabla u) - 2 u \right)^2 dH^{n-1}.
\]

(5.32)

Multiplying the inequality by the integral factor \( e^{C_5 r^{-\frac{\delta}{2}}} \) with \( C_3 = \frac{C_5}{C_5} \) we get

\[
\left( \Phi(r) e^{C_5 r^{-\frac{\delta}{2}}} \right)' + C_4 \left( r^{-\frac{\delta}{2}} + \frac{\omega(r)}{r} \right) e^{C_5 r^{-\frac{\delta}{2}}} \geq \frac{2e^{C_5 r^{-\frac{\delta}{2}}}}{r^{n+2}} \int_{\partial B_r} \mu \left( (\mu^{-1}Ax, \nabla u) - 2 u \right)^2 dH^{n-1}
\]

whence

\[
\frac{d}{dr} \left( \Phi(r) e^{C_5 r^{-\frac{\delta}{2}}} \right) + C_4 \left( r^{-\frac{\delta}{2}} + \frac{\omega(t)}{t} \right) e^{C_5 t^{-\frac{\delta}{2}}} \geq \frac{2e^{C_5 r^{-\frac{\delta}{2}}}}{r^{n+2}} \int_{\partial B_r} \mu \left( (\mu^{-1}Ax, \nabla u) - 2 u \right)^2 dH^{n-1}.
\]

(5.33)

In particular, the quantity under the sign of the derivative, bounded by construction, is also monotonic, therefore its limit exists as \( r \to 0^+ \). It follows that \( \Phi(0^+) := \lim_{r \to 0^+} \Phi(r) \) exists and is bounded.

Finally

\[
\Phi(r) - \Phi(0^+) \geq -|\Phi(r) e^{C_5 r^{-\frac{\delta}{2}}} - \Phi(r)| + \Phi(r) e^{C_5 r^{-\frac{\delta}{2}}} + C_4 \int_0^r \left( t^{-\frac{\delta}{2}} + \frac{\omega(t)}{t} \right) e^{C_5 t^{-\frac{\delta}{2}}} dt
\]

\[
- \Phi(0^+) - C_4 \int_0^r \left( t^{-\frac{\delta}{2}} + \frac{\omega(t)}{t} \right) e^{C_5 t^{-\frac{\delta}{2}}} dt
\]

\[
\geq -|\Phi(r)| c' r^{-\frac{\delta}{2}} + \Phi(r) e^{C_5 r^{-\frac{\delta}{2}}} + C_4 \int_0^r \left( t^{-\frac{\delta}{2}} + \frac{\omega(t)}{t} \right) e^{C_5 t^{-\frac{\delta}{2}}} dt
\]

\[
- \Phi(0^+) - c' \left( r^{-\frac{\delta}{2}} + \int_0^r \frac{\omega(t)}{t} \, dt \right)
\]

\[
\geq \Phi(r) e^{C_5 r^{-\frac{\delta}{2}}} + C_4 \int_0^r \left( t^{-\frac{\delta}{2}} + \frac{\omega(t)}{t} \right) e^{C_5 t^{-\frac{\delta}{2}}} dt - \Phi(0^+) - c \left( r^{-\frac{\delta}{2}} + \int_0^r \frac{\omega(t)}{t} \, dt \right),
\]

(5.34)

where in the last inequality, we used the boundedness of \( \Phi(r) \).
Remark 5.10. In [17 Theorem 3.7], under the hypotheses $A \in W^{1,\infty}(\Omega, \mathbb{R}^n \times \mathbb{R}^n)$ and $f \in C^{0,\alpha}(\Omega)$, Focardi, Gelli and Spadaro proved that the following estimate holds true for $\mathcal{L}^1$-a.e. $r$ in $\left(0, \frac{1}{2} \text{dist}(\mathcal{O}, \partial \Omega) \wedge 1\right)$:

$$\frac{d}{dr}\left(\Phi(r) e^{C r^p} + C \int_0^r t^{n-1} e^{C t^p} dt\right) \geq \frac{2\varepsilon^{C r^p}}{r^{n+2}} \int_{\partial B_r} \mu\left((\mu^{-1} A) \nabla u - 2\frac{u}{r}\right)^2 dH^{n-1}.$$ 

Remark 5.11. We note that from Proposition 4.4 the uniform boundedness of the sequence $(u_{20, \tau})$, in $C^{0,\gamma}(\mathbb{R}^n)$ follows. Moreover, for base points $x_0$ in a compact set of $\Omega$, the $C^{0,\gamma}$ norms, and thus the constants in the monotonicity formulae, are uniformly bounded. Indeed, as pointed out in the corresponding statements they depend on $\|k\|_{W^{1,\gamma}(\Omega)}$ and $\text{dist}(x_0, \partial \Omega)$.

6 The blow-up method: Classification of blow-ups

In this section we proceed with the analysis of blow-ups showing the consequences of Theorem 5.4.

The first consequence is that the blow-ups are 2-homogeneous, i.e. $v(t) = t^2 v(x)$ for all $t > 0$ and for all $x \in \mathbb{R}^n$, as it is possible to deduce from the second member of (1.6) where, according to Euler’s homogeneous function Theorem, the integral represents a distance to a 2-homogeneous function set. For a proof of the following result we refer to [17 Proposition 4.2].

Proposition 6.1 (2-homogeneity of blow-ups). Let $x_0 \in \Gamma_u$ and $(u_{20, \tau})$ as in (1.4). Then, for every sequence $(r_j)_j \downarrow 0$ there exists a subsequence $(r_{jk})_k \subset (r_j)_j$ such that the sequence $(u_{x_0, r_{jk}})_k$ converges in $C^{1,\gamma}(\mathbb{R}^n)$ to a function $v(y) = w(\|\cdot - x_0\|_2)$, where $w$ is 2-homogeneous.

As a second consequence, remembering Proposition 4.4, we can obtain that the blow-ups are nonzero.

Corollary 6.2. Let $v(y) = w(\|\cdot - x_0\|_2)$ be a limit of $C^{1,\gamma}$ a converging sequence of rescalings $(u_{x_0, r_j})_j$ in a free-boundary point $x_0 \in \Gamma_u$, then $\emptyset \in \Gamma_w$, i.e. $w \neq 0$ in any neighborhood of $\emptyset$.

Proof. Due to Proposition 4.4 for any $j \in \mathbb{N}$, there exists a $\nu_j \in S^{n-1}$ such that $u_{x_0, r_j}(\nu_j) \geq \theta$. From the compactness of $S^{n-1}$ we can extract a subsequence $(\nu_{jk})_k$ such that $\nu_{jk} \rightarrow \nu \in S^{n-1}$. Due to the convergence in $C^{1,\gamma}$ we have that $v(\nu) \geq \theta$, if we define $\xi := L^{-1}(x_0)\nu$, we get $w(\xi) \geq \theta$. As noticed in Proposition 6.1 $w$ is 2-homogeneous, then in any neighborhood of $\emptyset$ there exists a point on the direction $\xi$ on which $w$ is strictly positive, so for any $\delta > 0$ we have $w(\delta \xi) = \delta^2 w(\xi) \geq \delta^2 \theta$, and thus this Corollary is verified.

Finally, it is possible to give a classification of blow-ups. We begin by recalling the result in the classical case established by Caffarelli [6,8].

Definition 6.3. A global solution to the obstacle problem is a positive function $w \in C^{1,\gamma}_{loc}(\mathbb{R}^n)$ solving (1.5) in the case $A \equiv I_n$ and $f \equiv 1$.

The following result occurs:

Theorem 6.4. Every global solution $w$ is convex. Moreover, if $w \neq 0$ and 2-homogeneous, then one of the following two cases occurs:

(A) $w(y) = \frac{1}{2} (\langle y, \nu \rangle \vee 0)^2$ for some $\nu \in S^{n-1}$, where the symbol $\vee$ denotes the maximum of the surrounding quantities;

(B) $w(y) = \langle B y, y \rangle$ with $B$ a symmetric, positive semidefinite matrix satisfying $\text{Tr} B = \frac{1}{2}$.

Having this result at hand, a complete classification of the blow-up limits, for the obstacle problem (5.2), follows as in the classical context. Up to minimal difference the result looks like [17 Proposition 4.5] to which we refer for the proof. The main ingredients of the proof are the quasi-monotonicity formula by Weiss and a $\Gamma$-convergence argument:

Proposition 6.5 (Classification of blow-ups). Every blow-up $v_{x_0}$ at a free-boundary point $x_0 \in \Gamma_u$ is of the form $v_{x_0} = w(\|\cdot - x_0\|_2)$, with $w$ a non-trivial, 2-homogeneous global solution.

According to Theorem 6.4 we shall call a global solution of type (A) or of type (B).

The above proposition allows us to formulate a simple criterion to distinguish between regular and singular free-boundary points.

\footnote{Let $v : \mathbb{R}^n \rightarrow \mathbb{R}$ a differentiable function, then $v$ is $k$-homogeneous with $k > 0$ if and only if $k v(x) = (\nabla v(x), x)$.}
Definition 6.6. A point \( x_0 \in \Gamma_u \) is a regular free-boundary point, and we write \( x_0 \in \text{Reg}(u) \) if there exists a blow-up of \( u \) at \( x_0 \) of type (A). Otherwise, we say that \( x_0 \) is singular and write \( x_0 \in \text{Sing}(u) \).

Remark 6.7. Simple calculations show that \( \Psi_w(1) = \theta \) for every global solution of type (A) and \( \Psi_w(1) = 2\theta \) for every global solution of type (B), where \( \Psi_w \) is the energy defined in (7.2) and \( \theta \) is a dimensional constant.

Remark 6.8. We observe that for every sequence \( r_j \downarrow 0 \) for which \( u_{L(x_0),r_j} \to w \) in \( C^1,\gamma(B_1) \) with \( w \) being a 2-homogeneous global solution then

\[
\lim_{r_j \to 0} \Phi_{L(x_0)}(r_j) = \Psi_w(1).
\]

From Weiss’ quasi-monotonicity the uniqueness of the limit follows, so \( \Phi_{L(x_0)}(0) = \Psi_w(1) \) for every \( w \) that is the limit of the sequence \( (u_{L(x_0),r_j}) \). It follows that if \( x_0 \in \Gamma_u \) is a regular point then \( \Phi_{L(x_0)}(0) = \theta \) or, equivalently every blow-up at \( x_0 \) is of type (A).

7 Monneau’s quasi-monotonicity formula

In this section we prove a Monneau type quasi-monotonicity formula (see [35]) for singular free-boundary points. The plan of proof follows [17, Theorem 3.8]. The additional difficulty is the same as Theorem 1.1, so for completeness we report the whole proof.

Let \( v \) be a 2-homogeneous positive polynomial, solving

\[
\Delta v = 1 \quad \text{on } \mathbb{R}^n. \tag{7.1}
\]

Let

\[
\Psi_v(r) := \frac{1}{r^{n+2}} \int_{B_r} |\nabla v|^2 + 2v \, dx - \frac{2}{r^{n+3}} \int_{\partial B_r} v^2 \, dH^{n-1}. \tag{7.2}
\]

We note that the expression of \( \Psi_v(r) \) is analogous to those of \( \Phi \) with coefficients frozen in \( \Omega \) (recalling (5.9)). An integration by parts, (7.2) and the 2-homogeneity of \( v \) yields

\[
\frac{1}{r^{n+2}} \int_{B_r} |\nabla v|^2 \, dx = \frac{1}{r^{n+2}} \int_{B_r} (\text{div}(v\nabla v) - v \Delta v) \, dx = \frac{1}{r^{n+3}} \int_{\partial B_r} \langle \nabla v, x \rangle \, dH^{n-1} - \frac{1}{r^{n+2}} \int_{B_r} v \, dx
\]

and therefore

\[
\Psi_v(r) = \Psi_v(1) = \int_{B_1} v \, dx. \tag{7.3}
\]

In the next theorem we give a monotonicity formula for solutions of the obstacle problem such that \( \Omega \) is a point of the free-boundary and

\[
\Phi(0^+) = \Psi_v(1) \quad \text{for some } v \text{ 2-homogeneous solution of (7.1)}. \tag{7.4}
\]

As explained in Definition 6.6 formula (7.4) characterizes the singular part of the free boundary.

Proof of Theorem 1.2. Set \( w_r = u_r - v \). As \( v \) is 2-homogenous we have that \( w_r(x) = \frac{w(rx)}{r^2} \). Assuming that from (1.5) \( A(\Omega) = I_n \), due to the Divergence Theorem and Euler’s homogeneous function Theorem we find

\[
\frac{d}{dr} \int_{\partial B_r} w_r^2 \, dH^{n-1} = \int_{\partial B_1} w_r \frac{d}{dr} \left( \frac{w(rx)}{r^2} \right) \, dH^{n-1}
\]

\[
= 2 \int_{\partial B_1} w_r (\langle \nabla w_r, x \rangle - 2u_r) \, dH^{n-1} - \frac{2}{r} \int_{\partial B_1} w_r (\langle \nabla u_r, x \rangle - 2u_r) \, dH^{n-1}
\]

\[
= \frac{2}{r} \int_{\partial B_1} w_r (\langle \nabla u_r, x \rangle - 2u_r) \, dH^{n-1} + \frac{2}{r} \int_{\partial B_1} w_r (A(\Omega) - A(rx)) \nabla u_r, x \rangle \, dH^{n-1}
\]

\[
\geq \frac{2}{r} \int_{\partial B_1} w_r (\langle \nabla u_r, x \rangle - 2u_r) \, dH^{n-1} - C \|\nabla u_r\|_{L^2(\partial B_1)} \|w_r\|_{L^2(\partial B_1)} [A]_{0,\gamma} r^{-\frac{n}{\gamma}}
\]

thus by (4.8)

\[
\frac{d}{dr} \int_{\partial B_r} w_r^2 \, dH^{n-1} \geq \frac{2}{r} \int_{\partial B_1} w_r (\langle \nabla u_r, x \rangle - 2u_r) \, dH^{n-1} - C r^{-\frac{n}{\gamma}}. \tag{7.5}
\]
Using an integration by parts, and \((7.7)\) we can rewrite the first term on the right as

\[
\int_{\partial B_1} w_r ((A r) \nabla u_r, x) - 2u_r \, d\mathcal{H}^{n-1}
\]

\[
= \int_{\partial B_1} ((A r) \nabla u_r, \nabla u_r) + w_r f(rx)(r x_{> 0}) \, dx - \int_{\partial B_1} 2 u_r \, d\mathcal{H}^{n-1}
\]

\[
= \int_{\partial B_1} ((A r) \nabla u_r, \nabla u_r) + u_r f(rx)(r x_{> 0}) \, dx - \int_{\partial B_1} 2 u_r^2 \, d\mathcal{H}^{n-1}
\]

\[
- \int_{\partial B_1} ((A r) \nabla u_r, \nabla v) + v f(rx)(r x_{> 0}) \, dx + \int_{\partial B_1} 2 v u_r \, d\mathcal{H}^{n-1}
\]

\[
= \Phi(r) - \int_{\partial B_1} (u_r + v)(r x_{> 0}) \, dx + 2 \int_{\partial B_1} (\mu(rx) - \mu(0)) u_r^2 \, d\mathcal{H}^{n-1}
\]

Recalling the \(\gamma\)-Hölder continuity of \(A\) and \(\mu\), from the Divergence Theorem, we obtain

\[
\int_{\partial B_1} w_r ((A r) \nabla u_r, x) - 2u_r \, d\mathcal{H}^{n-1}
\]

\[
\geq \Phi(r) - \int_{\partial B_1} (u_r + v) \, dx + 2 \int_{\partial B_1} v \, d\mathcal{H}^{n-1} - c \left( r^{\gamma} + \omega(r) \right)
\]

from inequality \(\mathbf{(7.6)}\) we deduce

\[
\frac{d}{dr} \int_{\partial B_1} w^2 \, d\mathcal{H}^{n-1} \geq \frac{2}{r} (\Phi(r) - \Psi_\nu(1)) - c' \left( r^{-\frac{\gamma}{r}} + \omega(r) \right)
\]

from inequality \(\mathbf{(7.7)}\) we deduce

\[
\frac{d}{dr} \int_{\partial B_1} w^2 \, d\mathcal{H}^{n-1} \geq \frac{2}{r} (\Phi(r) e^{C_\gamma r^{-\frac{\gamma}{r}}} + C_3 \int_0^r \left( t^{-\frac{\gamma}{r}} + \frac{\omega(t)}{t} \right) e^{C_\gamma t^{-\frac{\gamma}{r}}} \, dt)
\]

\[
- c \left( r^{-\frac{\gamma}{r}} + \int_0^r \frac{\omega(t)}{t} \, dt \right) - \Psi_\nu(1)) - c' \left( r^{-\frac{\gamma}{r}} + \omega(r) \right)
\]

\[
\geq \frac{2}{r} (\Phi(r) e^{C_\gamma r^{-\frac{\gamma}{r}}} + C_3 \int_0^r \left( t^{-\frac{\gamma}{r}} + \frac{\omega(t)}{t} \right) e^{C_\gamma t^{-\frac{\gamma}{r}}} \, dt) \quad - \Psi_\nu(1)) - c' \left( r^{-\frac{\gamma}{r}} + \omega(r) \right)
\]

and then set \(C_5 = e^{C_\gamma r^{-\frac{\gamma}{r}}} \)

\[
\frac{d}{dr} \left( \int_{\partial B_1} w^2 \, d\mathcal{H}^{n-1} + C_5 \left( r^{-\frac{\gamma}{r}} + \int_0^r \frac{\omega(t)}{t} \, dt + \int_0^r \frac{dt}{t} \int_0^t \frac{\omega(s)}{s} \, ds \right) \right)
\]

\[
\geq \frac{2}{r} (\Phi(r) e^{C_\gamma r^{-\frac{\gamma}{r}}} + C_4 \int_0^r \left( t^{-\frac{\gamma}{r}} + \frac{\omega(t)}{t} \right) e^{C_\gamma t^{-\frac{\gamma}{r}}} \, dt) \quad - \Psi_\nu(1)).
\]
Remark 7.1. In [17] Theorem 3.8, under hypotheses $A \in W^{1,\infty}(\Omega, \mathbb{R}^n \times \mathbb{R}^n)$ and $f \in C_{0,\alpha}(\Omega)$, Focardi, Gelli and Spadaro proved that the following estimate holds true for $L^1$-a.e. $r$ in $(0, \frac{1}{2} \text{dist}(0, \partial \Omega) \wedge 1)$:
\[
\frac{d}{dr} \left( \int_{\partial B_r} (u_r - v)^2 \, dH^{n-1} + C_5 r^\alpha \right) \geq 2 \frac{C_1}{r} (e^{C_1} \Phi(r) + C_4 \int_0^r e^{C_4 t^\alpha} \, dt - \Psi_\alpha(1)).
\]

8 The blow-up method: Uniqueness of blow-ups

The last remarks show that the blow-up limits at the free-boundary points must be of a unique type; nevertheless, this does not imply the uniqueness of the limit itself. In this paragraph we prove the property of uniqueness of blow-ups.

In view of Proposition 6.5 if $x \in \Gamma_u$ the blow-up in $x$ is unique with form
\[
v_x(y) = \begin{cases} 
\frac{1}{2} (|L^{-1}(x) \xi(x), y| \vee 0)^2 & x \in \text{Reg}(u) \\
|L^{-1}(x) B_x L^{-1}(x), y, y| & x \in \text{Sing}(u) 
\end{cases}
\]
where $\xi(x) \in S^{n-1}$ is the blow-up direction at $x \in \text{Reg}(u)$ and $B_x$ is symmetric matrix such that $\text{Tr} B_x = 1$.

We start with the case of singular points. Therefore, from Weiss’ and Monneau’s quasi-monotonicity formulae it follows that:

**Proposition 8.1** ([17] Proposition 4.11). For every point $x \in \text{Sing}(u)$ there exists a unique blow-up limit $v_x(y) = w(L^{-1}(x)y)$. Moreover, if $K \subset \text{Sing}(u)$ is a compact subset, then, for every point $x_k \in K$
\[
\|u_{L_k(x_k), r} - w\|_{C^4(B_1)} \leq \sigma_K(r) \quad \forall r \in (0, r_K),
\]
for some modulus of continuity $\sigma_K : \mathbb{R}^+ \to \mathbb{R}^+$ and a radius $r_K > 0$.

Next, we proceed with the case of the regular points. We extend the energy defined in (7.2) from $2$-homogeneous functions to each function $\xi \in W^{1,2}(B_1)$ by
\[
\Psi_\xi(1) = \int_{B_1} (|\nabla \xi|^2 + 2 \xi) \, dx - \int_{\partial B_1} \xi^2 \, dH^{n-1}.
\]
We state Weiss’ celebrated epiperimetric inequality [15] Theorem 1 (recently a variational proof for the thin obstacle problem has been given in [19], and with the same approach, for the lower dimensional obstacle problem has been given in [21]):

**Theorem 8.2** (Weiss’ epiperimetric inequality). There exist $\delta > 0$ and $k \in (0, 1)$ such that, for every $\varphi \in H^1(B_1)$, $2$-homogeneous function, with $\|\varphi - w\|_{H^1(B_1)} \leq \delta$ for some global solution $w$ of type $(A)$, there exists a function $\xi \in H^1(B_1)$ such that $\xi|_{\partial B_1} = \varphi|_{\partial B_1}$, $\xi \geq 0$ and
\[
\Psi_\xi(1) - \theta \leq (1 - k) (\Psi_\varphi(1) - \theta),
\]
where $\theta = \Psi_w(1)$ is the energy of any global solution of type $(A)$.

As in [17] we prove a technical lemma that will be the key ingredient in the proof of uniqueness. With respect to [17] Lemma 4.8 the lack of regularity of $A$ and $f$ in (H1)-(H3) does not allow us to use the final dyadic argument; for this reason we introduce a technical hypothesis (H4) with $a > 2$. For a clearer comprehension on behalf of the reader, we report the whole proof:

**Lemma 8.3.** Let $u$ be the solution of (3.2) and we assume (H4) with $a > 2$ and (1.5). If there exist radii $0 \leq \varrho_0 < r_0 < 1$ such that
\[
\inf_w \|u_r|_{\partial B_1} - w\|_{H^1(\partial B_1)} \leq \delta \quad \forall \varrho_0 \leq r \leq r_0,
\]
where the infimum is taken on all global solutions $w$ of type $(A)$ and $\delta > 0$ is the constant of Theorem 8.2, then for each pair of radii $\varrho, t$ such that $\varrho_0 \leq \varrho < t \leq r_0$ we have
\[
\int_{\partial B_1} |u_t - u_\varrho| \, dH^{n-1} \leq C_7 \rho(t),
\]
with $C_7$ a positive constant independent of $r$ and $\varrho$, while $\rho(t)$ is a growing function vanishing in $0$. 
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Proof. From the Divergence Theorem, (5.10) and (5.26) we can compute the derivative of \( \Phi'(r) \) in the following way:

\[
\Phi'(r) = \frac{\mathcal{E}'(r)}{r^{n+2}} - (n + 2) \frac{\mathcal{E}(r)}{r^{n+3}} - 2 \frac{\mathcal{H}'(r)}{r^{n+3}} + 2(n + 3) \frac{\mathcal{H}(r)}{r^{n+4}} \\
\geq \frac{1}{r^{n+2}} \int_{\partial B_r} \left( |\partial u\nabla u| + 2f u \right) dH^{n-1} - (n + 2) \frac{\mathcal{E}(r)}{r^{n+3}} + \frac{8}{r^{n+4}} \mathcal{H}(r) \\
- \frac{4}{r^{n+3}} \int_{\partial B_r} u(\partial u, \nabla u) dH^{n-1} - C r^{-\frac{n}{2}} \\
\geq \frac{1}{r^{n+2}} \int_{\partial B_r} \left( |\nabla u|^2 + 2 u \right) dH^{n-1} - \frac{(n + 2)}{r} \Phi(r) - \frac{2(n - 2)}{r^{n+4}} \int_{\partial B_r} u^2 dH^{n-1} \\
- \frac{4}{r^{n+3}} \int_{\partial B_r} u(\partial u, \nabla u) dH^{n-1} - C \left( r^{-\frac{n}{2}} + \frac{\omega(r)}{r} \right) \\
= - \frac{(n + 2)}{r} \Phi(r) + \frac{1}{r} \int_{\partial B_1} \left( (\partial u\nabla u) - 2u \partial u \right)^2 + |\partial u\partial u|^2 + 2u_{\partial u} - 2u_{\partial u}^2 dH^{n-1} \\
- C \left( r^{-\frac{n}{2}} + \frac{\omega(r)}{r} \right),
\]

where we denote by \( \partial u\partial u \), the tangential derivative of \( u \) along \( \partial B_1 \). Let \( w_r \) be the 2-homogeneous extension of \( u_{\partial B_1} \). We note that if \( \varphi \) is a 2-homogeneous function, then we have

\[
\int_{B_1} \varphi(x) dx = \int_0^1 \int_{\partial B_1} \varphi(y) dH^{n-1}(y) dt = \int_0^1 \int_{\partial B_1} \varphi(y) dH^{n-1}(y) = \frac{1}{n + 2} \int_{\partial B_1} \varphi(y) dH^{n-1}(y).
\]

Then a simple integration in polar coordinates, thanks to Euler’s homogeneous function Theorem and (5.5) which gives

\[
\int_{\partial B_1} \left( |\partial u_{\partial u}|^2 + 2u_{\partial u} - 2u_{\partial u}^2 \right) dH^{n-1} = \int_{\partial B_1} \left( |\partial u_{\partial u}|^2 + 2w_r + 4w_r^2 - 2(n + 2) w_r^2 \right) dH^{n-1} \\
= \int_{\partial B_1} |\nabla w_r|^2 + 2w_r - 2(n + 2) \int_{\partial B_1} w_r^2 dH^{n-1} \\
= (n + 2) \int_{B_1} |\nabla w_r|^2 + 2w_r dH^{n-1} - 2(n + 2) \int_{\partial B_1} w_r^2 dH^{n-1} = (n + 2) \Psi_{w_r}(1).
\]

Therefore, we conclude that

\[
\Phi'(r) \geq \frac{(n + 2)}{r} \left( \Psi_{w_r}(1) - \Phi(r) \right) + \frac{1}{r} \int_{\partial B_1} \left( (\partial u\nabla u) - 2u \partial u \right)^2 dH^{n-1} - C \left( r^{-\frac{n}{2}} + \frac{\omega(r)}{r} \right). \tag{8.6}
\]

We can also note that, being \( w_r \) the 2-homogeneous extension of \( u_{\partial B_1} \), thanks to (8.5) and (8.3), there exists a global solution \( w \) of type (4) such that

\[
||w_r - w||_{H^1(B_1)} \leq \frac{1}{\sqrt{n + 2}} ||w_{\partial B_1} - w||_{H^1(\partial B_1)} \leq \delta.
\]

Hence, we can apply the epiperimetric inequality (8.2) to \( w_r \) and find a function \( \xi \in w_r + H^1_0(B_1) \) such that

\[
\Psi_{\xi}(1) - \theta \leq (1 - k)(\Psi_{w_r}(1) - \theta). \tag{8.7}
\]

Moreover, we can assume without loss of generality (otherwise we substitute \( \xi \) with \( u_r \)) that \( \Psi_{\xi}(1) \leq \Psi_{w_r}(1) \). Then, from the minimality of \( u_r \) in \( \mathcal{E} \) with respect to its boundary conditions (1.5) and lemma 5.1 we have that

\[
\Psi_{\xi}(1) = \int_{B_1} (|\nabla \xi|^2 + 2\xi) dx - \int_{\partial B_1} \xi^2 dH^{n-1} \\
\geq \int_{B_1} (|\partial \xi\nabla \xi| + 2f(\xi)\xi) dx - \int_{\partial B_1} \mu(\xi)\xi^2 dH^{n-1} \\
- C \left( r^{1 - \frac{n}{2}} + \omega(r) \right) \int_{B_1} (|\nabla \xi|^2 + 2\xi) dx - C r^{\gamma} \int_{\partial B_1} \xi^2 dH^{n-1} \tag{8.8} \\
\geq \Phi(r) - C \left( r^{1 - \frac{n}{2}} + \omega(r) \right) \int_{B_1} (|\nabla \xi|^2 + 2\xi) dx - C r^{\gamma} \int_{\partial B_1} \xi^2 dH^{n-1} \\
\geq \Phi(r) - C \left( r^{1 - \frac{n}{2}} + \omega(r) \right).
\]
From (8.7) and (8.8) we get
\[
\Psi_{\omega_{r}}(1) - \Phi(r) \geq \frac{1}{1-k} \left( \Phi(r) - \theta - C \left( r^{1-\frac{n}{2r}} + \omega(r) \right) \right) + \theta - \Phi(r) \\
= \frac{k}{1-k} (\Phi(r) - \theta) - C \left( r^{1-\frac{n}{2r}} + \omega(r) \right).
\] (8.9)

Then from (8.9) and (8.8)
\[
\Phi'(r) \geq \frac{n+2}{r} \frac{k}{1-k} (\Phi(r) - \theta) - C \left( r^{-\frac{n}{2r}} + \frac{\omega(r)}{r} \right).
\] (8.10)

Let now \( \tilde{C}_0 \in (0, (1-\frac{n}{2}) \wedge (n+2) \frac{k}{1-k}) \), then
\[
\left( (\Phi(r) - \theta) r^{-\tilde{C}_0} \right)' \geq -C \left( r^{-\frac{n}{2r}} - \tilde{C}_0 + \frac{\omega(r)}{r^{1+\tilde{C}_0}} \right).
\] (8.11)

Indeed, by taking into account (8.10)
\[
\left( (\Phi(r) - \theta) r^{-\tilde{C}_0} \right)' = \Phi'(r) r^{-\tilde{C}_0} - \tilde{C}_0 (\Phi(r) - \theta) r^{-\tilde{C}_0-1} \\
\geq \left( \frac{n+2}{r} \frac{k}{1-k} (\Phi(r) - \theta) - C \left( r^{-\frac{n}{2r}} + \frac{\omega(r)}{r} \right) \right) r^{-\tilde{C}_0} - \tilde{C}_0 (\Phi(r) - \theta) r^{-\tilde{C}_0-1} \\
\geq (\Phi(r) - \theta) r^{-\tilde{C}_0-1} \left( \frac{n+2}{r} \frac{k}{1-k} - \tilde{C}_0 \right) - C \left( r^{-\frac{n}{2r}} + \frac{\omega(r)}{r} \right) r^{-\tilde{C}_0} \\
\geq -C \left( r^{-\frac{n}{2r}} - \tilde{C}_0 + \frac{\omega(r)}{r^{1+\tilde{C}_0}} \right).
\]

By integrating (8.11) in \((t, r_0)\) with \( t \in (s_0, r_0) \) and multiplying by \( t^{\tilde{C}_0} \) we finally get
\[
t^{\tilde{C}_0} \left[ (\Phi(r) - \theta) r^{-\tilde{C}_0} \right]_t^{r_0} \geq -C t^{\tilde{C}_0} \int_t^{r_0} \left( r^{-\frac{n}{2r}} - \tilde{C}_0 + \frac{\omega(r)}{r^{1+\tilde{C}_0}} \right) dr
\]
whence
\[
\Phi(t) - \theta \leq C \left( \int_t^{r_0} \left( r^{-\frac{n}{2r}} - \tilde{C}_0 + \frac{\omega(r)}{r^{1+\tilde{C}_0}} \right) dr + 1 \right) t^{\tilde{C}_0} \\
\leq C \left( r^{-\frac{n}{2r}} + t^{\tilde{C}_0} + t^{\tilde{C}_0} \int_t^{r_0} \frac{\omega(r)}{r^{1+\tilde{C}_0}} dr \right) \leq C t^{\tilde{C}_0} \left( \int_t^{r_0} \frac{\omega(r)}{r^{1+\tilde{C}_0}} dr + 1 \right).
\] (8.12)

Consider now \( \varrho_0 < \varrho < r_0 \) and estimate as follows
\[
\int_{\partial B_1} |u_t - u_\varrho| dH^{n-1} = \int_{\partial B_1} \left| \int_\varrho^{r_0} \frac{d}{dr} \left( \frac{u(rx)}{r^2} \right) dr \right| dH^{n-1} \\
\leq \int_\varrho^{r_0} \int_{\partial B_1} \left| \nabla u_t(rx), x \right| - 2 \frac{u(rx)}{r} dH^{n-1} dr = \int_\varrho^{r_1} \int_{\partial B_1} |(\nabla u_t(rx), x) - 2 u_t(x)| dH^{n-1} dr \\
\leq \sqrt{n} \omega_n \int_\varrho^{r_1} r^{-\frac{n}{2}} \left( r^{-1} \int_{\partial B_1} |(\nabla u_t(rx), x) - 2 u_t(x)|^2 dH^{n-1} \right)^{\frac{1}{2}} dr.
\]

Combining (1.17), (8.6), (8.9), (8.12) and the Hölder inequality we have
\[
\int_{\partial B_1} |u_t - u_\varrho| dH^{n-1} \leq C \int_\varrho^{r_1} r^{-\frac{n}{2}} \left( \Phi'(r) + C \left( r^{-\frac{n}{2r}} + \frac{\omega(r)}{r} \right) \right)^{\frac{1}{2}} dr \\
\leq C \left( \log \frac{t}{\varrho} \right)^{\frac{1}{2}} \left( \Phi(t) - \Phi(\varrho) + C \left( t^{1-\frac{n}{2r}} - \varrho^{1-\frac{n}{2r}} + \int_\varrho^{r_1} \frac{\omega(r)}{r} dr \right) \right)^{\frac{1}{2}} \\
\leq C \left( \log \frac{t}{\varrho} \right)^{\frac{1}{2}} \left( (\Phi(t) - \theta) + (\theta - \Phi(\varrho)) + C \left( t^{1-\frac{n}{2r}} + \int_\varrho^{r_1} \frac{\omega(r)}{r} dr \right) \right)^{\frac{1}{2}} \\
\leq C \left( \log \frac{t}{\varrho} \right)^{\frac{1}{2}} \left( t^{\tilde{C}_0} + t^{\tilde{C}_0} \int_t^{r_0} \frac{\omega(r)}{r^{1+\tilde{C}_0}} dr + \int_\varrho^{r_1} \frac{\omega(r)}{r} dr + \int_\varrho^{r_1} \frac{\omega(r)}{r} dr \right)^{\frac{1}{2}}.
\] (8.13)
The function $|\log t|^a$ is decreasing if $t \in (0, 1]$ and it is easy to prove that $t^{C_0} |\log t|^a \searrow 0$. If $r_0 << 1$ then we have

$$t^{C_0} \int_0^{r_0} \frac{\omega(r)}{r} dr + \int_0^t \frac{\omega(r)}{r} dr \leq |\log t|^{-a} \frac{\log t}{r} \int_0^{r_0} \frac{\omega(r) |\log r|^a}{r} dr.$$ 

Therefore thanks to the hypothesis (H4) with $a > 2$, if $r_0 << 1$ for every $0 \leq t \leq r_0$, then we achieve $(\omega(t) \vee t^{C_0}) \leq |\log t|^{-a}$. Then the following holds

$$\int_{\partial B_t} |u_t - u_0| dH^{n-1} \leq C \left( \log \frac{t}{\rho} \right)^{\frac{1}{2}} |\log t|^{-\frac{a}{2}} \left( 1 + \int_0^{r_0} \frac{\omega(r) |\log r|^a}{r} dr \right)^{\frac{1}{2}} \leq C \left( \log \frac{t}{\rho} \right)^{\frac{1}{2}} |\log t|^{-\frac{a}{2}}. \quad (8.14)$$

A simple dyadic decomposition argument then leads to the conclusion. If $a > 0$ and $t \in [2^{-h}, 2^{-h+1})$ with $h < k$, applying (8.14)

$$\int_{\partial B_t} |u_t - u_0| dH^{n-1} \leq C \sum_{j=h}^{k} \log (2^j)^{-\frac{a}{2}} \leq C_k \sum_{j=h}^{\infty} \frac{1}{j^{\frac{a}{2}}} =: C_k \rho(t),$$

with

$$\rho(t) := \sum_{j=h}^{\infty} \frac{1}{j^{\frac{a}{2}}} \quad \text{if} \quad t \in [2^{-h}, 2^{-h+1}). \quad (8.15)$$

By taking (1.3) into account we have $a > 2$, therefore, the function $\rho(t)$ is growing and infinitesimal in $0$, from which the conclusion of the lemma follows.

Checking the hypothesis of Lemma 8.3 it is possible to prove the uniqueness of the blow-ups at regular points of the free-boundary:

**Proposition 8.4** ([17 Proposition 4.10]). Let $u$ be a solution to the obstacle problem (3.3) with $f$ that satisfies (H4) with $a > 2$ and $x_0 \in \text{Reg}(u)$. Then, there exist constants $r_0 = r_0(x_0), \eta_0 = \eta_0(x_0)$ such that every $x \in \Gamma_u \cap B_{r_0}(x_0)$ is a regular point and, denoting by $v_x = w(L^{-1}(x)y)$ any blow-up of $u$ in $x$ we have

$$\int_{\partial B_t} |u(x),r - w| dH^{n-1}(y) \leq C_t \rho(r) \quad \forall r \in (0, r_0), \quad (8.16)$$

where $C_t$ is an independent constant from $r$ and $\rho(r)$ a growing, infinitesimal function in $0$. In particular, the blow-up limit $v_x$ is unique.

**Remark 8.5.** If $f$ is $\alpha$-Hölder we can prove Lemma 8.3 and Proposition 8.4 with $\rho(t) = t^{C_{0,\alpha}}$ where $C_0 := C_0^{\alpha}$.  

### 9 Regularity of the free-boundary

In this last section we state some regularity results of the free-boundary of $u$, the solution of (3.2). If the matrix $A$ satisfies the hypotheses (H1)-(H2) and the linear term $f$ satisfies the hypothesis (H4) with $a > 2$ we obtain differentiability of the free-boundary in a neighborhood of any point $x \in \text{Reg}(u)$. In particular if $f$ is Hölder we establish the $C^{1,\beta}$ regularity as in [17] where $A$ is Lipschitz continuous.

Since the arguments involved are those used in [17] together with the preliminary assumption developed in the previous sections we do not provide any proof.

**Theorem 9.1** ([17 Theorem 4.12]). Assume hypotheses (H1), (H2) and (H4) with $a > 2$ hold. Let $x \in \text{Reg}(u)$. Then, there exists $r > 0$ such that $\Gamma_u \cap B_r(x)$ is hypersurface $C^1$ and $n$ its normal vector is absolutely continuous with modulus of continuity depending on $\rho$ defined in (8.14).

In particular if $f$ is Hölder continuous there exists $r > 0$ such that $\Gamma_u \cap B_r(x)$ is hypersurface $C^{1,\beta}$ for some universal exponent $\beta \in (0, 1)$.

We are able to say less on the set of singular points. We know that under the hypotheses (H1), (H2) and (H4) with $a \geq 1$, the set $\text{Sing}(u)$ is contained in the union of $C^1$ submanifold.

**Definition 9.2.** The singular stratum $S_k$ of dimension $k$ for $k = 0, 1, \ldots, n-1$ is the subset of points $x \in \text{Sing}(u)$ for which $\text{Ker}(B_x) = k$.

In the following theorem we show that the set $\text{Sing}(u)$ has a stronger regularity property than rectifiability: we show that the singular stratum $S_k$ is locally contained in a single submanifold. Moreover that $\bigcup_{k=1}^{n-1} S_k$ is a closed set for every $l = 0, 1, \ldots, n-1$.  

22
Theorem 9.3 ([17 Theorem 4.14]). Assume hypotheses (H1), (H2) and (H4) with $a \geq 1$. Let $x \in S_k$. Then there exists $r$ such that $S_k \cap B_r(x)$ is contained in regular $k$-dimensional submanifold of $\mathbb{R}^n$.
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