Generalized Boltzmann factors and the maximum entropy principle: Entropies for complex systems
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Abstract

We generalize the usual exponential Boltzmann factor to any reasonable and potentially observable distribution function, $B(E)$. By defining generalized logarithms $A$ as inverses of these distribution functions, we are led to a generalization of the classical Boltzmann–Gibbs entropy $(S_{BG} = -\int dE \rho(E) \ln B(E))$ to the expression $S = -\int d\omega A(\omega) \int_0^{B(\omega)} d\lambda A(\lambda)$, which contains the classical entropy as a special case. We show that this is the unique modification of entropy which is compatible with the maximum entropy principle for arbitrary, non-exponential distribution functions. We demonstrate that this entropy has two important features: first, it describes the correct thermodynamic relations of the system, and second, the observed distributions are straightforward solutions to the Jaynes maximum entropy principle with the ordinary (not escort!) constraints. Tsallis entropy is recovered as a further special case.

© 2007 Elsevier B.V. All rights reserved.

1. Introduction

It has been realized, that many statistical systems in nature cannot be satisfactorily described by naive or straightforward application of Boltzmann–Gibbs statistical mechanics. In contrast to ergodic, separable, locally and weakly interacting systems, these systems are complex systems whose characteristic distributions often are of power-law type, or more complicated. Due to the existence of strong correlations between its elements complex systems often violate ergodicity and are prepared in states at the edge of chaos, i.e. they exhibit weak sensitivity to initial conditions. Further, complex systems are mostly not separable in the sense, that probabilities for finding a system in a given state factorize into single particle probabilities and as a consequence, renders these systems not treatable with Boltzmann single particle entropies [1]. However, it is evident that Gibbs entropies can in principle take into account any correlations in a given system, as the full Hamiltonian $H$, including potential terms, enters. Since in the following we will be only concerned about measurable quantities in statistical systems we will take the Gibbs entropy as a starting ground

$$S_G = -\int d\Gamma B(H(\Gamma)) \log(B(H(\Gamma))),$$  

(1)
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where \( I \) are the phase space variables, and \( B \) is the Boltzmann factor, which usually reads, \( B(H) \sim \exp(-\beta H) \), for the canonical distribution. It is interesting to note that the exponential form of the Boltzmann factor is not a priori dictated by classical statistical mechanics, but that much of classical statistical mechanics is built upon this special form of the Boltzmann factor, as argued e.g. in Ref. [2].

Classical statistical mechanics was designed for systems with short- (or zero-) range interactions, such as gas-dynamics. The exponential was found to be the natural choice in countless systems. However, for extending the concept of statistical mechanics to complex systems, which are characterized by fundamentally different distribution functions, it seems natural to allow generalizations of the Boltzmann factor. What is the Boltzmann factor? What are the minimum requirements and restrictions to call some function a Boltzmann factor?

The normalized Boltzmann factor is a probability to encounter a particular state in the bath system, representing the hidden physical influences the observable ensemble of properties are subject to and thus closely relates to experiment. In the canonical ensemble the density of states with energy \( E_1 \) are given by

\[
\rho(E_1) = \omega_1(E_1)\omega_2(E - E_1)Z^{-1},
\]

(2)

where \( \omega_1 \) is the subjective microcanonical density, i.e. the multiplicity of states in the ensemble of observable properties, and \( \omega_2 \) is the bath density. \( E \) is the energy of the total system, which is usually unknown, and \( Z \) is the partition function. Usually, the normalized \( \omega_2(E - E_1)Z^{-1} \) is identified with the Boltzmann factor. Its classical exponential form is motivated or ‘derived’ in most textbooks by writing \( \omega = \exp(\ln(\omega)) \), expanding the log and arriving at \( \omega_2(E - E_1)\sim \omega(E) \exp(-\beta E_1) \). Here the total system energy dependent part \( \omega(E) \) gets canceled by \( Z \) (total energy factorization). This is, however, only a pseudo-argument why the Boltzmann factor has to be an exponential. For example in Refs. [3,4] it was shown that if one starts more generally by writing \( \omega = f(f^{-1}(\omega)) \), where \( f \) is an arbitrary function whose inverse exists, and under the assumption of total energy separation the most general Boltzmann factors are of so-called \( q \)-exponential type.

In the following, we start by exploring a most general form of the Boltzmann factor, compatible with the requirements of normalizability and monotonicity. We do not fix the specific form of this factor which can be determined from measurements of canonical distribution functions. We ask whether one can construct a self consistent theoretical framework where data, i.e. the measured distribution, serve as a starting point to construct an entropy which is consistent with both, the correct thermodynamic relations and the Jaynes maximum entropy principle [5].

According to this modification of logics it is sensible in a first step to modify or deform the log in Eq. (1) to a generalized logarithm \( \Lambda \) (as the inverse of the generalized Boltzmann factor). The concept of deforming logarithms and thus modifying the form of entropy to accommodate a large body of experimental data from complex systems is not new [2,6–12]. An axiomatic definition of generalized logarithmic and exponential functions \( \Lambda \) and \( \delta \) has been given in Ref. [13] where also the concept of dual logarithms of the form \( \Lambda^\dagger(x) \equiv -\Lambda(1/x) \) has first been introduced. An algebraization of the deformed concept, i.e. \( x \otimes y = \delta(A(x) + A(y)) \), and \( x \odot y = A(\delta(x)\delta(y)) \), has been given in Ref. [2], where this structure has been exploited in the context of special relativistic mechanics. In Ref. [14] a constrained variational principle has then been utilized with respect to trace-form entropies deriving a family of three-parameter deformed logarithms log_{\(\kappa,\lambda,\gamma\)}, being the most general of its kind so far, containing—to our best knowledge—all possible logarithms that are compatible with the standard variational principle \( \delta \bar{G} = 0 \), with the usual functional

\[
\bar{G} = \bar{S}_G[B] - \beta \int d\omega(\varepsilon)B(\varepsilon)\varepsilon - U - \gamma \left( \int d\omega(\varepsilon)B(\varepsilon) - 1 \right),
\]

(3)

with the generalized Gibbs entropy

\[
\bar{S}_G[B] = - \int d\omega(\varepsilon)B(\varepsilon)\Lambda(B(\varepsilon)),
\]

(4)

where \( U \) is the measured average energy, \( \omega(\varepsilon) \) is the multiplicity, \( \beta \) is the usual inverse temperature, and \( \gamma \) is the Lagrange parameter for normalizability.

The novel logics of this paper is that we start from a measured distribution, the Boltzmann factor, which is not necessarily of standard exponential form. We want to keep the intuition of the origin of the Boltzmann
factor as the adequately normalized contributions of the bath, i.e. we require \( \rho(E) = \omega(E)B(E) \), where \( \omega \) is the multiplicity of the energy state in the observable system and represents our knowledge about the experimental device we observe in order to retrieve data. In principle, \( \omega \) can be known which makes the Boltzmann factor \( B(E) = \rho(E)/\omega(E) \) indirectly measurable. To keep close formal contact with usual statistical physics, we represent the measured Boltzmann factor by replacing the usual exponential function by some function \( \xi \), i.e.

\[
\exp(-\beta(E - U) - \tilde{\gamma}) \rightarrow \xi(-\beta(E - U) - \tilde{\gamma}),
\]

where \( \tilde{\gamma} \) is the normalization constant. We then construct an entropy such that two requirements are strictly fulfilled: first, the Jaynes variational principle holds, and second, the entropy leads to the correct thermodynamics of the system.

2. The generalized Boltzmann factor and the origin of dual logarithms

Let us cast the intuitively clear minimum requirements for a generalized Boltzmann factor \( B \) into two ‘axioms’,

1. \( B \) is monotonic and positive.
2. \( B \) can be normalized, i.e. \( \int d\omega(E)B(E) = 1 \).

We write a Boltzmann factor which fulfills these requirements as

\[
B(H) \equiv \xi(-\beta(H - U) - \tilde{\gamma}),
\]

where \( \tilde{\gamma} \) is the normalization constant (partition function), \( U \) and \( \beta \) being the measured average energy and inverse temperature, respectively. Monotonicity and positivity are assumed to be properties of the generalized exponential functions \( \xi \), which then implies the existence of inverse functions, the associated generalized logarithms \( A = \xi^{-1} \). Even though irrelevant for the following, from a generalized logarithm \( A \) and its dual \( A'(x) \equiv -A(x^{-1}) \) one may assume the usual properties,

\[
A(1) = 0, \quad A'(1) = 1, \quad A' > 0,
\]

\[
A'' < 0.
\]

Now, with any representative of the above allowed generalized Boltzmann factor \( B \) and its associated logarithm \( A \) let us in a first step generalize Gibbs entropy Eq. (1) to

\[
\hat{S}_G = -\int d\Gamma B(H(\Gamma))A(B(H(\Gamma))),
\]

(which is the same as Eq. (4)), and let us treat the phase space integral sphere by sphere,

\[
\hat{S}_G = -\int d\Gamma B(H)A(B(H))
\]

\[
= -\int d\varepsilon \int d\Gamma \delta(\varepsilon - H)B(\varepsilon)A(B(\varepsilon))
\]

\[
= \int d\omega_H(\varepsilon)\xi(-\beta(\varepsilon - U) - \tilde{\gamma})(\beta(\varepsilon - U) + \tilde{\gamma}),
\]

where \( \omega_H(E) \equiv \int d\Gamma \delta(E - H) \) is the microcanonical multiplicity factor for the energy \( E \) which represents the observable system. We drop subscript \( H \) in the following. As a shorthand notation we will write Eq. (9) as in Eq. (4), \( \hat{S}_G = \int d\omega(\varepsilon)B(\varepsilon)A(B(\varepsilon)) \), with \( B(E) = \xi(-\beta(E - U) - \tilde{\gamma}) \). With the usual definition of the expectation value

\[
\langle f \rangle \equiv \int d\varepsilon f(\varepsilon)\omega(\varepsilon)\xi(-\beta(\varepsilon - U) - \tilde{\gamma}),
\]

(10)
it becomes obvious that the normalization constant $\gamma$ has to be chosen such that

$$\int d\varepsilon \omega_H(\varepsilon) \delta(-\beta(\varepsilon - U) - \gamma) = 1. \quad (11)$$

Using this and specifying $\langle \varepsilon \rangle = U$, we get $\hat{S}_G = \gamma$. Looking at $\hat{S}_G$ for $\beta = 0$, implies that $B(E) = Z^{-1} = \text{const}$, for $Z = \int d\varepsilon \omega(\varepsilon)$, and therefore $\hat{S}_G = -\int d\varepsilon (\omega(\varepsilon)Z^{-1}A(Z^{-1}) = -A(Z^{-1})$. Thus one identifies

$$\hat{S}_G = \gamma = -\Lambda(Z^{-1}) = \Lambda'(Z). \quad (12)$$

The generalization of Boltzmann factors immediately involves the existence of dual logarithms, whose occurrence has been noted recently in the context of generalized entropies [7,9–11]. This is of course just of relevance for non-self-dual logs, examples of which include the $q$-logarithm ($\ln^*_q(p) = \ln_{q-}(p)$) and the Abe-log [8].

Note on the side, that to get a finite $Z$ it is necessary to understand the integral $\int d\varepsilon \omega(\varepsilon)$, in the limits $E_1 = 0$, and $E_2 = E_{\text{max}}$, where $E_{\text{max}}$ is the largest energy of the observable system. Such regularizations are of course implicitly present under all experimental circumstances. If we wish this relation to hold for all $\beta$ it is interesting to observe that the partition function $Z$ also has to be defined in a deformed way, i.e. using the definition of the deformed product $x \otimes y = \delta'(\Lambda(x) + \Lambda(y))$, analogous to Ref. [2]. The renormalization condition can then be recast into the form

$$B(H) = \left(\frac{1}{Z}\right) \otimes \delta'(-\beta(H - U)), \quad (13)$$

which becomes the defining equation for the generalized partition function $Z$.

3. The variational principle and its consequences for the entropy

Using the standard variational principle Eq. (3) on the basis of the generalized entropy given in Eq. (9) (with the usual constraints!), the only possible choice for $\Lambda$ is the ordinary log. To see this, variation of Eq. (3) yields

$$\frac{d}{d \beta} B \Lambda(B) = -\gamma - \beta(E - U). \quad (14)$$

By substituting $B = \delta'(-\beta(c - U) - \gamma)$, it is clear that the only solution to this is $\Lambda(B) = \ln(B)$, and $\delta'$ can thus only be the ordinary exponential Boltzmann factor. This is unsatisfactory.

The problem arises because for any generalized $\Lambda$ other than the ordinary log there exists a non-trivial extra term, $B\Lambda'(B)$, in Eq. (14). In order to cancel this term we suggest to further generalize the generalized logarithm $\Lambda(B)$ to a functional in the following way:

$$\Lambda(B) \rightarrow \bar{\Lambda}[B] \equiv \Lambda(B) - \eta[B], \quad (15)$$

where we use $[B]$ to indicate functional dependence on $B$. By substituting $\Lambda$ by $\bar{\Lambda}$ in Eq. (4), we obtain the entropy

$$S[B] \equiv \hat{S}_G[B] + \eta[B], \quad (16)$$

where we have used that $\eta$ is a constant with respect to $\varepsilon$-integration and the normalization condition (11). Now the idea is that after variation with respect to $B$, the additional term $(\delta / \delta B)\eta[B]$, can be used to cancel the term $-\omega(E)B(E)(d/dB)\Lambda(B(E))$. The corresponding condition, $(\delta / \delta B)\eta[B] = \omega(E)B(E)(d/dB)\Lambda(B(E))$, implies the form of $\eta$

$$\eta[B] = \int d\varepsilon \omega(\varepsilon) \int_0^{B(\varepsilon)} \! dx \Lambda'(x)x + c, \quad (17)$$

c being an integration constant. Let us substitute this into Eq. (16) to get the new entropy

$$S[B] = \eta[B] - \int d\varepsilon \omega(\varepsilon) B(\varepsilon) \Lambda(B(\varepsilon)) = -\int d\varepsilon \omega(\varepsilon) \int_0^{B(\varepsilon)} \! dx \Lambda(x) + \hat{c}, \quad (18)$$
with $\bar{c}$ an integration constant which is only different from $c$, iff $\lim_{x \to 0} x A(x) \neq 0$. It is immediately clear that the classical entropy is a special case of Eq. (18), i.e. taking $A(x) = \log(x)$, yields the Boltzmann entropy modulo an irrelevant additive constant, $S[B] = - \int \omega(x) B(x) \log(B(x)) + \bar{c} + 1$. Note that, based on a purely thermodynamic argument [15], a very similar form of an entropy has been derived in Ref. [16].

It can now easily be checked that this entropy Eq. (18), in combination with the standard maximum entropy principle under the usual constraints, yields the measured distributions $B$. Let us define

$$G = S[B] - \beta \int \omega(x) B(x) (e - U) - \gamma \left( \int \omega(x) B(x) - 1 \right),$$

and vary with respect to $B$, to get

$$\frac{\delta}{\delta B} G = \omega(x) B(x) \frac{\partial}{\partial B} A(E(B)) - \frac{d}{dB} \omega(E) B(E) A(E(B)) - \omega(E) \gamma - \omega(E) \beta (E - U) = 0,$$

or equivalently, $A(E(B)) = -\gamma - \beta (E - U)$. Using that $\delta$ is the functional inverse of $\Lambda$, now the correct generalized Boltzmann factor, $B(E) = \delta(-\beta(E - U) - \gamma)$, is recovered.

4. Thermodynamics

To show that the proposed entropy of Eq. (18) is fully consistent with the expected thermodynamic relations, differentiate Eq. (18) with respect to $U$ and get

$$\frac{\partial}{\partial U} S[B] = \beta.$$ Note, that the thermodynamics here is simply $dU = T \, dS$, since no further assumptions have been made on other measurements neither in terms of thermodynamic potentials (e.g. $-PdV$ or $-\mu dN$) nor other (experimentally controllable) macro-state variables.

Finally, if one wants to write the proposed entropy Eq. (18) in a form that is suggested by the classical Gibbs form one can, by defining $L$, of course write

$$S[B] = - \int \omega(x) \int_{0}^{B(x)} \, dx \Lambda(x) \equiv - \int \omega(x) B(x) L(B(x)),$$

which implies the relation

$$L(a) = \frac{1}{a} \int_{0}^{a} \, dx \Lambda(x).$$

It is interesting to note that $L$ is nothing but the mean value of the $\Lambda$. Of course, in general $L$ is not an inverse of $B$.

5. Examples

Example. Classical Boltzmann distributions. If the experimentally measured tail of a distribution is of Boltzmann type, $B(E) \sim \exp(-\beta E)$, then $A(B) \sim \ln(B)$, and by using Eq. (23), $L(B) = (1/B)(B \ln(B) - B)$, which when put into Eq. (22), yields the Boltzmann entropy, $S[B] = - \int \omega(x) B(x) \ln(B(x)) + 1$.

Example. Asymptotic power-law distributions. If an experimental distribution of a $q$-exponential is observed as frequently done in complex systems, i.e. $B(E) = \left[1 - (1 - q)E\right]^{1/(1-q)}$. Thus the generalized logarithm is the so-called $q$-log, $A(B) = \ln_{q}(B) \equiv (B^{1-q} - 1/1 - q)$. Inserting as above gives the Tsallis entropy [6,7] times a factor,

$$S[B] = - \frac{1}{2 - q} \int \omega(x) B(x) \ln_{q}(B(x)) + \frac{1}{2 - q},$$

where we require $q < 2$. The factor can in principle be absorbed into a transformation of $\beta$ and $\gamma$. At this point it is also obvious that in the case of power-law distributions the question of normalizability can become an
issue. Notice, however, that since not $B$ but $\rho = \omega B$ has to be normalizable an implicit regularization is provided by the maximal energy $E_{\text{max}}$ that the observable system, represented by $\omega$, can assume.

6. Conclusion

We start by relaxing the restriction that the Boltzmann factor has to be of exponential form, and allow arbitrary types of observed distributions, $B(E)$. By doing so we introduce corresponding generalized logarithms, $A$ (as inverses of $B$), and suggest to construct the entropy of systems leading to non-exponential distributions, as $S = -\int d\omega(x) f^B_0 \, dx A(x)$. By construction the observed distribution functions are compatible with the maximum entropy principle with the usual constraints.

By demonstrating that this entropy leads to the correct thermodynamics of the system, we claim that it makes sense to talk about the thermodynamics of complex statistical systems. This form of the entropy provides a tool with which the usual thermodynamic operations can be carried out in a fully self-consistent way.

We have demonstrated that this entropy can be derived from the standard generalized Gibbs entropy ($\int B(A)B$) by adding a constant $\eta$ which is functionally dependent on the measured distribution function [17]. This $\eta$ allows for a physical interpretation of the result: it captures the numbers of states in phase space which depart from the classical Boltzmann case. This number may depend on long-range interactions or also parameters like temperature. The functional form of measured distributions, which captures a kind of knowledge about the system, is thus naturally fed into the definition of the entropy of the (complex) statistical system. Effectively and formally, our result amounts to replacing the $p \ln p$ term in the usual entropy by the integral, $\int A(p)$, which has been done in a different context in Ref. [16]. Obviously classical Boltzmann–Gibbs entropy is obtained for the special case of $A(x) = \ln(x)$.

A further detail in our proposed entropy definition is that it does not contain any additional parameters, once the distribution is known. Once given the experimental distributions, there is no more freedom of choice of generalized logarithms, nor of the functional form of the constant $\eta$.
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