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1 Introduction

The use of risk measures to calculate capital requirements has been widely studied, beginning with the seminal work on coherent risk measures by Artzner et al. [3-4]. In [20,22], the axioms of coherency have been relaxed to define convex risk measures.

Dynamic risk measures arise in a multi-period setting where risk is defined conditionally on information known at time $t$ described by a filtration $(\mathcal{F}_t)_{t=0}^T$. Time consistency is a useful property for dynamic risk measures; it gives a relation between risks at different times. Conceptually, a risk measure is time consistent if, a priori, it is known that at a future time one portfolio is more risky than another then at any prior time the same relation holds as well. For dynamic risk measures and time consistency in the scalar setting, we refer to [5,39,16,11,40,8,19,13,12,11].
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for the discrete time case and \[23^{14,15}\] for the continuous time case. In particular, an equivalent property for time consistency in the coherent case is given by the stability of the dual probability measures as seen in \[11^{11,21}\]. In the convex case a property on the sum of penalty functions was deduced in \[19^{11,9,10,1}\]. This property is referred to as the cocycle property in \[21^{10}\].

When multivariate random variables, or markets with transaction costs, are considered it becomes natural to work with set-valued risk measures; in this way capital requirements can be made in a basket of currencies or assets rather than a chosen numéraire. In the static single period framework set-valued risk measures have been studied in \[32^{28,26,27}\]. The dynamic version of set-valued risk measures were studied in \[17^{7,18}\]. We will take our setting from \[17^{17}\]. In that paper, set-valued dynamic risk measures were discussed, and a set-valued version of time consistency, called multiportfolio time consistency, was defined. In the scalar framework, time consistency was studied in \[32^{28,26,27}\]. The set of superhedging portfolios in markets with proportional transaction costs will serve as an example. Section 5 gives a method for composing a risk measure backwards in time to create a multiportfolio time consistent version of this risk measure. Special attention is given to the composed form of AV@R in the coherent case.

In section \[2^{2}\] we will review the basic results of \[17^{17}\] that are needed for the present paper. We deduce several generalizations of the dual representation results of \[17^{17}\]. Section \[3^{3}\] deduces an equivalent characterization of multiportfolio time consistency for set-valued normalized closed (conditionally) convex risk measures. This is given by a property on the sum of minimal penalty functions, called the cocycle property in the scalar case in \[9^{9,10}\], and is the extension of the scalar result of \[19^{11,9,10,1}\]. The proof of this result is entirely different from the proof in the scalar case as the scalar method leads to difficulties in the set-valued case, due to the union in the set-valued recursive form. As an example we consider the set-valued entropic risk measure. Section \[4^{4}\] discusses two equivalent characterizations of multiportfolio time consistency for set-valued normalized closed (conditionally) coherent risk measures. The first is the result for convex risk measures applied to the coherent case. This characterization has not been explicitly stated in the scalar case, but is useful for generating multiportfolio time consistent risk measures (see e.g. \[12^{12}\]). The second property is the set-valued generalization of stability of the dual variables, and generalizes the work in \[1^{1},11^{11},21^{19,5}\]. The set of superhedging portfolios in markets with proportional transaction costs will serve as an example. Section \[5^{5}\] gives a method for composing a risk measure backwards in time to create a multiportfolio time consistent version of this risk measure. Special attention is given to the composed form for (conditionally) convex and coherent risk measures. As examples, we will study superhedging under convex transaction costs in the convex case, and the composed AV@R in the coherent case.

2 Set-valued dynamic risk measures

In this section, we will introduce some notations and, for easing the readability of the present paper, review basic definitions and main results about duality and multiportfolio time consistency of set-valued dynamic risk measures from \[17^{17}\].

Consider a filtered probability space \((\Omega, F, (F_t)_{t \geq 0}, \mathbb{P})\) satisfying the usual conditions where \(F_T = F\). One can consider either discrete time \(\{0, 1, \ldots, T\}\) or continuous time \([0, T]\). Let \(d \geq 1\) be the number of assets under consideration. Let \(\|\cdot\|\) denote an arbitrary norm in \(\mathbb{R}^d\) and let \(L^p_t := L^p(\Omega, F, \mathbb{P}; \mathbb{R}^d)\) for any \(p \in [1, \infty)\) (with \(L^\infty := L^\infty_t\)). \(L^p_t\) denotes the linear space of the equivalence classes of \(F_t\)-measurable functions \(X : \Omega \to \mathbb{R}^d\) such that \(\|X\|_p := (\int_\Omega |X(\omega)|^p \, d\mathbb{P}) < +\infty\) for any \(p \in [1, \infty)\), and \(\|X\|_\infty = \text{ess sup}_{\omega \in \Omega} |X(\omega)| < +\infty\) for \(p = \infty\). We consider the dual pair \((L^p, L^q)\) with \(p, q \in [1, +\infty)\) and \(q\) is such that \(\frac{1}{p} + \frac{1}{q} = 1\), and endow it with the norm topology, respectively the \(\sigma(L^q, L^1)\)-topology on \(L^\infty\) in the case \(p = +\infty\).

We denote by \(L^0_t(D_t) := \{Z \in L^0_t : Z \in D_t, \mathbb{P}\text{-a.s.}\}\) those random vectors in \(L^0_t\) that take \(\mathbb{P}\)-a.s. values in \(D_t\). To distinguish the spaces of random vectors from those of random variables, we write \(L^p_t(\mathbb{R}) := L^p(\Omega, F, \mathbb{P}; \mathbb{R})\) for the linear space of the equivalence classes of \(\mathbb{P}\)-integrable \(F_t\)-measurable random variables \(X : \Omega \to \mathbb{R}\). Note that an element \(X \in L^p_t(\mathbb{R})\) has components \(X_1, \ldots, X_d\) in \(L^p_t(\mathbb{R})\). (In-)equalities between random vectors are always understood componentwise in the \(\mathbb{P}\)-a.s. sense. The multiplication between a random variable \(\lambda \in L^\infty(\mathbb{R})\) and a set of random vectors \(D \subseteq L^\infty\) is understood in the elementwise sense, i.e. \(\lambda D = \{\lambda Y : Y \in D\} \subseteq L^p\) with \((\lambda Y)(\omega) = \lambda(\omega)Y(\omega)\). The multiplication and division between (random) vectors is understood in the componentwise sense,
i.e. $xy := (x_1y_1, \ldots, x_dy_d)^T$ and $x/y := (x_1/y_1, \ldots, x_d/y_d)^T$ for $x, y \in \mathbb{R}^d$ ($x, y \in L^p_t$) and with $y_i \neq 0$ (almost surely) for every index $i \in \{1, \ldots, d\}$ for division.

Let $L^p_{T,+} := \{X \in L^p_t : X \in \mathbb{R}^d_+ \text{ P-a.s.} \}$ denote the closed convex cone of $\mathbb{R}^d_+$-valued $\mathcal{F}_t$-measurable random vectors with P-a.s. non-negative components. Additionally let $L^p_{T,+} := \{X \in L^p_t : X \in \mathbb{R}^d_+ \text{ P-a.s.} \}$ be the $\mathcal{F}_t$-measurable random vectors which are P-a.s. positive. Similarly define $L^p_{T,+} := L^p_{T,+}$ and $L^p_{T,+} := L^p_{T,+}$. Let $X \geq Y$ for $X, Y \in L^p_t$ denote $X - Y \in L^p_t$.

As in [33] and discussed in [41, 34], the portfolios in this paper are in “physical units” of an asset rather than the value in a fixed numéraire via some price. That is, for a portfolio $X \in L^p_t$, the values of $X_i$ (for $1 \leq i \leq d$) are the number of units of asset $i$ in the portfolio at time $t$.

Let us assume $m$ of the $d$ assets are eligible ($1 \leq m \leq d$), that is, they can be used to compensate for the risk of a portfolio. Without loss of generality we can assume these are the first $m$ assets, then $M = \mathbb{R}^m \times \{0\}^{d-m}$ denotes the subspace of eligible assets. By section 5.4 and proposition 5.5.1 in [34], $M_t := L^p_t(M)$ is a closed (weak* closed if $p = +\infty$) linear subspace of $L^p_t$. Let us denote $M_{i,+} := M_t \cap L^p_{i,+}$ and $M_{i,-} := -M_{i,+}$.

A conditional risk measure is a function which maps a $d$-dimensional random variable $X$ into

$$\mathcal{P}(M_t; M_{i,+}) := \{D \subseteq M_t : D = D + M_{i,+}\},$$

which is a subset of the power set $2^{M_t}$. Conceptually, the value of a risk measure $R_t(X)$ is the collection of eligible portfolios at time $t$ which cover the risk of the portfolio $X$.

**Definition 2.1** A function $R_t : L^p_t \to \mathcal{P}(M_t; M_{i,+})$ is a normalized (conditional) risk measure at time $t$ if it is

1. $M_t$-translative: for every $m_i \in M_t : R_t(X + m_i) = R_t(X) - m_i$;
2. $L^p_t$-monotone: $Y \geq X$ implies $R_t(Y) \supseteq R_t(X)$;
3. finite at zero: $0 \neq R_t(0) \neq M_t$;
4. normalized: for every $X \in L^p_t : R_t(X) = R_t(X) + R_t(0)$.

Additionally, a conditional risk measure at time $t$ is (conditionally) convex if for all $X, Y \in L^p_t$, for all $0 \leq \lambda \leq 1$ ($\lambda \in L^\infty_+(\mathbb{R})$ such that $0 \leq \lambda \leq 1$)

$$R_t(\lambda X + (1 - \lambda)Y) \supseteq \lambda R_t(X) + (1 - \lambda)R_t(Y),$$

is (conditionally) positive homogeneous if for all $X \in L^p_t$, for all $\lambda > 0$ ($\lambda \in L^\infty_+(\mathbb{R}_{++})$)

$$R_t(\lambda X) = \lambda R_t(X),$$

and is (conditionally) coherent if it is (conditionally) convex and (conditionally) positive homogeneous.

A conditional risk measure at time $t$ is closed if the graph of the risk measure,

$$\text{graph} R_t = \{(X, u) \in L^p_t \times M_t : u \in R_t(X)\},$$

is closed in the product topology.

A conditional risk measure at time $t$ is convex upper continuous (c.u.c.) if

$$R_t^{-1}(D) := \{X \in L^p_t : R_t(X) \cap D \neq \emptyset\}$$

is closed for any closed set $D \subseteq \mathcal{P}(M_t; M_{i,+}) := \{D \subseteq M_t : D = \text{clco}(D + M_{i,+})\}$. It is called conditionally c.u.c. if $R_t^{-1}(D)$ is closed for any conditionally convex closed set $D \in \mathcal{P}(M_t; M_{i,+})$.

The properties given in definition 2.1 and their interpretations are discussed in detail in [27, 17]. $M_t$-translativity ensures that a risk measure can be interpreted as a ‘capital requirement’ to cover risk. Monotonicity means that if one portfolio dominates another (almost surely) then its risk should be lower. The normalization property (with closedness) ensures that the zero portfolio compensates the risk of the zero payoff. Additionally, convexity (and coherence) are useful properties for measuring diversification effects of portfolios. Clearly, a conditionally convex (conditionally positive homogeneous) function is also convex (positive homogeneous).

The image space of a closed convex conditional risk measure is given by

$$\mathcal{P}(M_t; M_{i,+}) = \{D \subseteq M_t : D = \text{clco}(D + M_{i,+})\}.$$
Note that any c.u.c. risk measure is closed. This follows from \((X,u) \in \text{graph} \mathcal{R}_t\) if and only if \(X+u \in \mathcal{R}_t^{-1}(M_t,\cdot)\).

In the literature, upper continuity is defined analogously to c.u.c., but with respect to all closed sets \(D \subseteq M_t\) rather than the subset \(\mathcal{G}(M_t;M_{t-}\), see \[30,24\] (in the latter two references upper continuity is called upper semi-continuity, we follow the naming practiced by \[30,24\] because upper semicontinuity can also refer to a different property for set-valued functions). As we do not need the upper continuity property for all closed sets \(D \subseteq M_t\), but only for \(D \in \mathcal{G}(M_t;M_{t-}\), we labeled the corresponding property convex upper continuity.

A **dynamic risk measure** \((\mathcal{R}_t)_{t \geq 0}\) is a sequence of conditional risk measures. It is said to have one of the properties given in definition 2.1 if \(\mathcal{R}_t\) has this property for every \(t \in [0, T]\).

Instead of considering risk measures directly, a portfolio manager might be interested in the set of portfolios which have an “acceptable” level of risk, called an acceptance set.

**Definition 2.2** \(A_t \subseteq L^p\) is a **conditional acceptance set** at time \(t\) if it satisfies the conditions \(A_t \cap M_t \not\subseteq \{\emptyset, M_t\}\), and \(Y \succeq X\) with \(X \in A_t\) implies \(Y \in A_t\). A conditional acceptance set is **normalized** if it satisfies \(A_t + A_t \cap M_t = A_t\).

There is a one-to-one correspondence between risk measures and acceptance sets, see remark 2 and proposition 2.11 in \[17\]. The acceptance set associated with a conditional risk measure \(R_t\) is defined by

\[
A_t := \{X \in L^p : 0 \in R_t(X)\}
\]

and the risk measure associated with an acceptance set is defined by

\[
R_t(X) := \{u \in M_t : X + u \in A_t\}.
\]

An acceptance set is called convex upper continuous (c.u.c.) if the associated risk measure is c.u.c. Further, we will define the stepped acceptance set (from time \(t\) to \(s > t\)) as

\[
A_{t,s} := \{X \in M_s : 0 \in R_t(X)\} = A_t \cap M_s,
\]

For a thorough discussion of stepped risk measures see section 3

### 2.1 Dual representation

Let \(\mathcal{M}\) denote the set of \(d\)-dimensional probability measures absolutely continuous with respect to \(\mathbb{P}\), and let \(\mathcal{M}_c\) denote the set of \(d\)-dimensional probability measures equivalent to \(\mathbb{P}\). We will use a \(\mathbb{P}\)-almost sure version of the \(\mathbb{Q}\)-conditional expectation of \(X \in L^p\) (for \(\mathbb{Q} := \left(\mathbb{Q}_1, \ldots, \mathbb{Q}_d\right)^T \in \mathcal{M}\)) given by

\[
\mathbb{E}^\mathbb{Q}[X \mid \mathcal{F}_t] := \mathbb{E}[\tilde{\mathbb{Q}}_{t,T}(\mathbb{Q})X \mid \mathcal{F}_t],
\]

where \(\tilde{\mathbb{Q}}_{t,s}(\mathbb{Q}) = (\tilde{\mathbb{Q}}_{t,s}(\mathbb{Q}_1), \ldots, \tilde{\mathbb{Q}}_{t,s}(\mathbb{Q}_d))^T\) for any times \(0 \leq t \leq s \leq T\) with

\[
\tilde{\mathbb{Q}}_{t,s}(\mathbb{Q})[\omega] := \begin{cases} \mathbb{E}\left[\frac{d\mathbb{Q}_t}{d\mathbb{Q}_s}\right]_{\mathbb{Q}_s}(\omega) & \text{on } \mathbb{E}\left[\frac{d\mathbb{Q}_t}{d\mathbb{Q}_s}\right]_{\mathbb{Q}_s}(\omega) > 0 \\ 1 & \text{else} \end{cases}
\]

for every \(\omega \in \Omega\), see e.g. \[12,17\]. For any probability measure \(\mathbb{Q}_s \ll \mathbb{P}\) and any times \(0 \leq t \leq r \leq s \leq T\), it follows that \(\frac{d\mathbb{Q}_s}{d\mathbb{Q}_r} = \tilde{\mathbb{Q}}_{s,r}(\mathbb{Q}_s)\tilde{\mathbb{Q}}_{r,t}(\mathbb{Q}_r)\), and \(\mathbb{E}[\tilde{\mathbb{Q}}_{s,r}(\mathbb{Q}_s) \mid \mathcal{F}_r] = 1\) almost surely. The half-space in \(L^p\) with normal direction \(w \in L^p_x \setminus \{0\}\) is denoted by

\[
G_t(w) := \{u \in L^p_x : 0 \leq \mathbb{E}[w^T u]\}.
\]

We will define the set of dual variables to be

\[
\mathcal{W}_t = \{(Q, w) \in \mathcal{M} \times \left(M_t^+ \setminus M_t^\perp\right) : w^T_t(Q, w) \in L^p_x, Q = \mathbb{P} \mid \mathcal{F}_t\}
\]

with

\[
w^T_t(Q, w) = w\tilde{\mathbb{Q}}_{t,s}(\mathbb{Q})
\]
for any $0 \leq t \leq s \leq T$. 

$$C^+ = \{ v \in L^p_t : \forall u \in C : \mathbb{E} [v^T u] \geq 0 \}$$

is the positive dual cone of a cone $C \subseteq L^p_t$ for any time $t$, and 

$$M^+_t = \{ v \in L^p_t : \forall u \in M_t : \mathbb{E} [v^T u] = 0 \} .$$

In the following we extend the duality results from \[17\] by showing that it is sufficient to only consider the set of probability measures which are equal to the physical probability measure $\mathbb{P}$ up to time $t$, that is, to use the smaller set $\mathcal{W}_t$ in the dual representation as opposed to $\{(Q, w) \in \mathcal{M} \times (M^+_t \setminus M^+_{t+}) : w^T (Q, w) \in L^p_t \}$ as in \[17\]. It is vital for the proof of theorem 4.6 below to work with this smaller set. This result is an extension of the scalar multiportfolio time consistency for set-valued convex and coherent risk measures 5.

**Theorem 2.3** A function $R_t : L^p \rightarrow \mathcal{G}(M_1; M_2)$ is a closed convex risk measure if and only if

$$R_t(X) = \bigcap_{(Q,w) \in \mathcal{W}_t} \left[ -\beta^\text{min}_t (Q,w) + \left( \mathbb{E}^Q [-X | \mathcal{F}_t] + G_t(w) \right) \cap M_t \right],$$

where $-\beta^\text{min}_t$ is the minimal penalty function given by

$$-\beta^\text{min}_t (Q,w) = \text{cl} \bigcup_{Z \in A_t} \left( \mathbb{E}^Q [Z | \mathcal{F}_t] + G_t(w) \right) \cap M_t .$$

$R_t$ is additionally coherent if and only if

$$R_t(X) = \bigcap_{(Q,w) \in \mathcal{W}_t} \left( \mathbb{E}^Q [-X | \mathcal{F}_t] + G_t(w) \right) \cap M_t ,$$

for

$$\mathcal{W}_t = \{ (Q,w) \in \mathcal{W}_t : w^T (Q,w) \in A_t^+ \} .$$

**Proof** By theorem 4.7 and corollary 4.8 in \[17\], we have these duality results with respect to the full dual variables $\{(Q,w) \in \mathcal{M} \times (M^+_t \setminus M^+_{t+}) : w^T (Q,w) \in L^p_t \}$. It remains to show that we only need to consider the probability measures that are equal to $\mathbb{P}$ on $\mathcal{F}_t$. We will show this for the convex case only, as the coherent version follows similarly.

Since the dual representation only involves $w^T (Q,w)$, which can be seen from

$$-\beta^\text{min}_t (Q,w) + \left( \mathbb{E}^Q [-X | \mathcal{F}_t] + G_t(w) \right) \cap M_t$$

$$= \left\{ u \in M_t : \inf_{Z \in A_t} \mathbb{E} \left[ w^T \mathbb{E}^Q [Z | \mathcal{F}_t] + \mathbb{E} \left[ w^T \mathbb{E}^Q [-X | \mathcal{F}_t] \right] \right] \leq \mathbb{E} \left[ w^T u \right] \right\}$$

$$= \left\{ u \in M_t : \inf_{Z \in A_t} \mathbb{E} \left[ w^T (Q,w)^T (Z - X) \right] \leq \mathbb{E} \left[ w^T (Q,w)^T u \right] \right\}$$

for any $Z \in L^p_t$, we need to show

$$\{ w^T (Q,w) : (Q,w) \in \mathcal{M} \times (M^+_t \setminus M^+_{t+}) , w^T (Q,w) \in L^p_t \} = \{ w^T (R,v) : (R,v) \in \mathcal{W}_t \}$$

(2.3)

to prove the result.

Trivially, $\supseteq$ holds by \{ $(Q,w) \in \mathcal{M} \times (M^+_t \setminus M^+_{t+}) : w^T (Q,w) \in L^p_t \} \supseteq \mathcal{W}_t$. For the other direction, let $(Q,w) \in \{ (Q,w) \in \mathcal{M} \times (M^+_t \setminus M^+_{t+}) : w^T (Q,w) \in L^p_t \}$, and define $R \in \mathcal{M}$ by $\frac{dR}{d\mathbb{P}} = \xi_{t,T} (Q)$. It follows that $(R,w) \in \mathcal{W}_t$, and by construction $w^T (Q,w) = w^T (R,w)$.
The next corollary sharpens the above duality results for the conditionally convex case by using the conditional “half-space” in $L^p$ with normal direction $w \in L^q \setminus \{0\}$ denoted by

$$I_l(w) := \{u \in L^p : 0 \leq w^Tu \ P\text{-a.s.}\}. $$

This provides a stronger dual representation result in the spirit of decomposibility, see remark 2.5 below. Note that the set of dual variables $\mathcal{W}_l$ stays the same in the conditional framework because $M_{l,+}^+ = \{v \in L^q : \forall u \in M_{l,+} : v^Tu \geq 0 \ P\text{-a.s.}\}$ and $M_{l,+}^- = \{v \in L^q : \forall u \in M_{l} : v^Tu = 0 \ P\text{-a.s.}\}$.

**Corollary 2.4** A function $R_t : L^p \to \mathcal{G}(M_l; M_{l,+})$ is a closed conditionally convex risk measure if and only if

$$R_t(X) = \bigcap_{(Q, w) \in \mathcal{W}_t} \left[-\alpha_t^{\min}(Q, w) + \left(E^Q[-X|\mathcal{F}_l] + I_l(w)\right) \cap M_l\right],$$

where $-\alpha_t^{\min}$ is the minimal conditional penalty function given by

$$-\alpha_t^{\min}(Q, w) = \text{cl} \bigcup_{Z \in A_l} \left(E^Q[Z|\mathcal{F}_l] + I_l(w)\right) \cap M_l.$$

$R_t$ is additionally conditionally coherent if and only if

$$R_t(X) = \bigcap_{(Q, w) \in \mathcal{W}_t} \left(E^Q[-X|\mathcal{F}_l] + I_l(w)\right) \cap M_l.$$

**Proof** First, we can reformulate the conditional penalty function as

$$-\alpha_t^{\min}(Q, w) = \left\{u \in M_l : \text{essinf}_{Z \in A_l} w^T E^Q[Z|\mathcal{F}_l] \leq w^Tu\right\}.$$

So, for any $(Q, w) \in \mathcal{W}_t$

$$-\alpha_t^{\min}(Q, w) + \left(E^Q[-X|\mathcal{F}_l] + I_l(w)\right) \cap M_l = \left\{u \in M_l : \text{essinf}_{Z \in A_l} w^T E^Q[Z-X|\mathcal{F}_l] \leq w^Tu\right\},$$

using $w \notin M_{l,+}$. We will prove that a conditionally convex risk measure has the representation above by showing that

$$R_t(X) := \bigcap_{(Q, w) \in \mathcal{W}_t} \left[-\alpha_t^{\min}(Q, w) + \left(E^Q[-X|\mathcal{F}_l] + I_l(w)\right) \cap M_l\right] = R_t(X)$$

where $R_t(X)$ is given by the dual representation (2.3) in theorem 2.3.

1. Let $u \in R_t(X)$, i.e. $w^Tu \geq \text{essinf}_{Z \in A_l} w^T E^Q[Z-X|\mathcal{F}_l]$ for any dual variables $(Q, w) \in \mathcal{W}_t$. It follows that

$$E[w^Tu] \geq \text{essinf}_{Z \in A_l} w^T E^Q[Z-X|\mathcal{F}_l]$$

for any $(Q, w) \in \mathcal{W}_t$. The $\mathcal{F}_l$-decomposability of the acceptance set $A_l$ (which follows from conditional convexity), i.e. $1_{D_{l+}} + 1_{D_{l-}} \subseteq A_l$ for any $D \in \mathcal{F}_l$, we can apply [22] theorem 1] to interchange the expectation and the essential infimum. Thus, by the representation in theorem 2.3, $u \in R_t(X)$.

2. Now let $u \in R_t(X)$. Assume $u \notin R_t(X)$, i.e. there exists some $(Q, w) \in \mathcal{W}_t$ such that

$$P[w^Tu < \text{essinf}_{Z \in A_l} w^T E^Q[Z-X|\mathcal{F}_l]] > 0.$$ 

Define $D := \{w^Tu < \text{essinf}_{Z \in A_l} w^T E^Q[Z-X|\mathcal{F}_l]\}$, then $1_{D}w^Tu < \text{essinf}_{Z \in A_l} 1_{D}w^T E^Q[Z-X|\mathcal{F}_l]$ on $D$, and the strict inequality also holds for the expectation. As above, by conditional convexity we can interchange the expectation and the infimum, thus we recover that

$$E[1_{D}w^Tu] < \text{inf}_{Z \in A_l} E\left[1_{D}w^T E^Q[Z-X|\mathcal{F}_l]\right].$$

From the equality $M_{l,+}^+ = \{v \in L^q : \forall u \in M_l : v^Tu = 0 \ P\text{-a.s.}\}$, one can show that $(Q, 1_Dw) \in \mathcal{W}_t$, which is a contradiction to $u \in R_t(X)$. 
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It remains to show that $R_t$ defined by (2.4) is conditionally convex. Let $X, Y \in L^p$ and let $\lambda \in L^\infty(\mathbb{R})$ such that $0 \leq \lambda \leq 1$.

$$R_t(\lambda X + (1 - \lambda)Y) = \bigcap_{(Q,w) \in \mathcal{W}_t} \left\{ u \in M_t : \text{ess inf}_{Z \in A_t} w^T E^{Q} [Z - (\lambda X + (1 - \lambda)Y) | \mathcal{F}_t] \leq w^T u \right\}$$

$$= \bigcap_{(Q,w) \in \mathcal{W}_t} \left\{ u \in M_t : \text{ess inf}_{Z \in A_t} w^T E^{Q} [\lambda (Z_X - X) + (1 - \lambda)(Z_Y - Y) | \mathcal{F}_t] \leq w^T u \right\}$$

$$= \bigcap_{(Q,w) \in \mathcal{W}_t} \left\{ u \in M_t : \lambda \text{ ess inf}_{Z \in A_t} w^T E^{Q} [Z - X | \mathcal{F}_t] + (1 - \lambda) \text{ ess inf}_{Z \in A_t} w^T E^{Q} [Z - Y | \mathcal{F}_t] \leq w^T u \right\}$$

$$\geq \bigcap_{(Q,w) \in \mathcal{W}_t} \left\{ u \in M_t : \text{ess inf}_{Z \in A_t} w^T E^{Q} [Z - X | \mathcal{F}_t] \leq w^T u \right\}$$

$$+ \left\{(1 - \lambda)u : u \in M_t, \text{ess inf}_{Z \in A_t} w^T E^{Q} [Z - Y | \mathcal{F}_t] \leq w^T u \right\}$$

$$\geq \lambda \bigcap_{(Q,w) \in \mathcal{W}_t} \left\{ u \in M_t : \text{ess inf}_{Z \in A_t} w^T E^{Q} [Z - X | \mathcal{F}_t] \leq w^T u \right\}$$

$$+ (1 - \lambda) \bigcap_{(Q,w) \in \mathcal{W}_t} \left\{ u \in M_t : \text{ess inf}_{Z \in A_t} w^T E^{Q} [Z - Y | \mathcal{F}_t] \leq w^T u \right\} = \lambda R_t(X) + (1 - \lambda)R_t(Y).$$

For the conditionally coherent case, we first note that $-\alpha^\text{min}_i (Q, w) \supseteq I_t(w) \cap M_i$ for every $(Q, w) \in \mathcal{W}_t$ since $0 \in A_t$ by positive homogeneity. In fact,

$$-\alpha^\text{min}_i (Q, w) = \begin{cases} G_0(w(\omega)) \cap M & \omega \in D := \{ \text{ess inf}_{Z \in A_t} w^T E^{Q} [Z | \mathcal{F}_t] \geq 0 \} \\ \emptyset & \omega \in D^c \end{cases} = 1_D I_t(w) \cap M_i + 1_{D^c} M_i.$$

Define $-\hat{\alpha}_t$ by

$$-\hat{\alpha}_t(Q, w) = \begin{cases} I_t(w) \cap M_i & \text{if } \text{ess inf}_{Z \in A_t} w^T E^{Q} [Z | \mathcal{F}_t] = 0 \text{ P-a.s.} \\ M_i & \text{else} \end{cases}$$

By construction we have $-\alpha^\text{min}_i \leq -\hat{\alpha}_t$, and thus

$$R_t(X) \subseteq \bigcap_{(Q,w) \in \mathcal{W}_t} \left( E^{Q} [-X | \mathcal{F}_t] + I_t(w) \right) \cap M_i.$$ 

Conversely, by theorem 2.3, $u \in R_t(X)$ if and only if $u \in M_i$ and

$$0 \leq \inf_{(Q,w) \in \mathcal{W}_t} \mathbb{E} [w^T E^{Q} [X + u | \mathcal{F}_t]].$$

But $u \in \bigcap_{(Q,w) \in \mathcal{W}_t} \mathbb{E} [w^T E^{Q} [X + u | \mathcal{F}_t]] \cap M_i$ implies $u \in M_i$, as well as $0 \leq \inf_{(Q,w) \in \mathcal{W}_t} \mathbb{E} [w^T E^{Q} [X + u | \mathcal{F}_t]]$, i.e., $u \in R_t(X)$.

It remains to show that $R_t$ defined by (2.6) is conditionally coherent, but as this follows similarly to the conditionally convex case above we will omit it.

**Remark 2.5** A risk measure is closed and conditionally convex if and only if it is closed, convex, and decomposable where decomposability is defined by the equality

$$R_t(1_D X + 1_{D^c} Y) = 1_D R_t(X) + 1_{D^c} R_t(Y)$$

for every $X, Y \in L^p$ and $D \in \mathcal{F}_t$. Decomposability is a stronger property than locality, defined in [17] by the equality $1_D R_t(X) = 1_D R_t(1_D X)$ for every $X \in L^p$ and $D \in \mathcal{F}_t$, see example 2.6 below. In the scalar case both notions coincide (see e.g. [16]).
While the typical examples of risk measures will be decomposable, we will give one example below of a risk measure that is not decomposable.

Example 2.6 Let \( A := \text{cl}(K + L_0^\infty) \neq L_0^\infty \) for some cone \( K \subseteq L_0^\infty \) such that \( A \) is an acceptance set. Let \( R_t(X) = \{ u \in M_t : X + u \in A \} \) for all times \( t \). It can be shown that \((R_t)_{t=0}^T \) is closed, convex, and multiportfolio time consistent (see the next section for details), but is not decomposable. This might be important if one is interested in the static risk measure \( R_0(X) \), which is not decomposable. For example, if one used the same acceptability criterion used at \( t = 0 \) and just reevaluates the risk at time \( t > 0 \) based on the same acceptability criterion used at \( t = 0 \) to determine e.g. if the initial deposit \( u \in R_0(X) \) can be reduced at time \( t > 0 \) while keeping acceptability. Furthermore, if \( M = \mathbb{R}^d \), then \( R_t \) is local, but not decomposable.

2.2 Multiportfolio time consistency

In [17] it was shown that a useful concept of time consistency for set-valued risk measures is given by a property called multiportfolio time consistency. In the following we review the definition and equivalent characterizations of this property.

Definition 2.7 A dynamic risk measure \((R_t)_{t=0}^T \) is multiportfolio time consistent if for all times \( 0 \leq t < s \leq T \), all portfolios \( X \in L^p \) and all sets \( Y \subseteq L^p \) the implication

\[
R_s(X) \subseteq \bigcup_{Y \subseteq Y} R_s(Y) \Rightarrow R_t(X) \subseteq \bigcup_{Y \subseteq Y} R_t(Y)
\]

is satisfied.

The intuitive reasoning for multiportfolio time consistency is that if at some time any risk compensation portfolio for \( X \) also compensates the risk of some portfolio \( Y \) in the set \( Y \), then at any prior time the same relation should hold true.

Theorem 2.8 (Theorem 3.4 in [17]) For a normalized dynamic risk measure \((R_t)_{t=0}^T \) the following are equivalent:

1. \((R_t)_{t=0}^T \) is multiportfolio time consistent,
2. \( R_t \) is recursive, that is for all times \( 0 \leq t < s \leq T \)

\[
R_t(X) = \bigcup_{Z \subseteq R_s(X)} R_t(-Z) =: R_t(-R_s(X)).
\]

(2.7)

3. for every time \( 0 \leq t < s \leq T \)

\[
A_t = A_{t+1} + A_s.
\]

The above theorem provides the equivalence between multiportfolio time consistency and the recursive form for set-valued risk measures. In [17] it was demonstrated that the set of superhedging portfolios satisfies the recursive form, but the set-valued average value at risk does not. Furthermore, [17] shows that the algorithm for calculating the set of superhedging portfolios in [37] is a result of the recursive form, and that the recursive form can be seen as a set-valued version of Bellman’s principle.

In the discrete time setting \( \{0, 1, \ldots, T\} \), multiportfolio time consistency is equivalent to the recursive form using steps of size 1 only (i.e. setting \( s = t + 1 \) in (2.7)).

3 Convex risk measures and multiportfolio time consistency

In this section, we want to study the impact of multiportfolio time consistency on the penalty function of a (conditionally) convex risk measure. In the scalar case it could be shown that (multiportfolio) time consistency is equivalent to an additive property of the penalty functions, see e.g. [19, 11, 10, 11], which is called the cocycle property in [9, 10]. We will show that a corresponding result is also true in the set-valued case. However, it is much harder to prove than in the scalar case. The reason is that, when following the proofs along the lines of [19, 10], an additional infimum (that is the union in the recursion) appears in the set-valued case, which is not present in the
scalar case. One would need to apply a minimax theorem in order to exchange the infimum and the supremum, but it is hard to verify the constraint qualification. Thus, we will follow a different route in proving the main theorem about the equivalence between multiportfolio time consistency and an additive property of the penalty functions. In the heart of this new proof lies a Hahn-Banach separation argument, which we will provide before presenting the main theorem.

The Hahn-Banach argument uses the functions $F^0_{(Q,w)}: L^p \rightarrow 2^M$ defined by

$$F^0_{(Q,w)}[X] := \left\{ u \in M : \mathbb{E} \left[ w^T \mathbb{E}_Q [X | \mathcal{F}_t] \right] \leq \mathbb{E} [w^T u] \right\} = \left( \mathbb{E}_Q [X | \mathcal{F}_t] + G_t(w) \right) \cap M_t,$$

for $(Q, w) \in \mathcal{W}$. These functions are the main ingredients in the duality theory for set-valued functions (see [25], example 2 and proposition 6), as they replace the continuous linear functions used in the scalar dual theory. Clearly, the functions $F^0_{(Q,w)}$ appear in the dual representation of risk measures and in the definition of the minimal penalty function.

We are now ready to formulate the Hahn-Banach argument, which characterizes when a portfolio is acceptable.

**Lemma 3.1** Let $A_t \subseteq L^p$ be a closed convex acceptance set and let $X \in L^p$. Then, $X \notin A_t$ if and only if there exists a $(Q, w) \in \mathcal{W}_0$ such that

$$F^0_{(Q,w)}[X] \supseteq \bigcup_{Z \in A_t} F^0_{(Q,w)}[Z].$$

**Proof** If $X \notin A_t$ then there exists a $Y \in L^p_t$ with $\mathbb{E}[Y^T X] < \inf_{Z \in A_t} \mathbb{E}[Y^T Z]$ by the separating hyperplane theorem. (If we choose $Y \notin L^p_t$ then $\inf_{Z \in A_t} \mathbb{E}[Y^T Z] = -\infty$ by $A_t \subseteq A_t$ which leads to a contradiction.) This implies that

$$F^0_{(Q,w)}[X] := \left\{ u \in M : \mathbb{E} [Y^T X] \leq v^T u \right\} \supseteq \left\{ u \in M : \inf_{Z \in A_t} \mathbb{E} [Y^T Z] \leq v^T u \right\} = \bigcup_{Z \in A_t} F^0_{(Q,w)}[Z]$$

for any $v \notin M^\perp$, since $f(u) = v^T u$ is a continuous linear operator from $M$ to $\mathbb{R}$. In particular this is true for any $v \in (\mathbb{E}[\gamma] + M^\perp) \setminus M^\perp$. As given in lemma 4.5 in [17] and [22], there exists a pair $(Q, w) \in \mathcal{W}_0$ such that $F^0_{(Q,w)}[\cdot] = F^0_{(Y,\gamma)}[\cdot]$. Therefore $F^0_{(Q,w)}[X] \supseteq \bigcup_{Z \in A_t} F^0_{(Q,w)}[Z]$ for some $(Q, w) \in \mathcal{W}_0$, then $\mathbb{E}_Q[X] \neq \mathbb{E}_Q[Z]$ for all $Z \in A_t$. Therefore $X \notin A_t$. □

In order to formulate the additive property of the penalty functions, we need to define the minimal stepped penalty function $-\beta^\text{min}_{t,s}$ and $-\alpha^\text{min}_{t,s}$ (stepped from $t$ to $s \geq t$). The definition is straightforward, using the definition of minimal penalty functions [2.2], respectively [2.5], but with stepped acceptance sets. Define $-\beta^\text{min}_{t,s}$ by

$$-\beta^\text{min}_{t,s}(Q,w) := \bigcup_{X \in A_{t,s}} \left( \mathbb{E}_Q [X | \mathcal{F}_t] + G_t(w) \right) \cap M_t,$$

and $-\alpha^\text{min}_{t,s}$ by

$$-\alpha^\text{min}_{t,s}(Q,w) := \bigcup_{X \in A_{t,s}} \left( \mathbb{E}_Q [X | \mathcal{F}_t] + G_t(w) \right) \cap M_t$$

for $(Q, w) \in \mathcal{W}_{t,s} = \{(Q, w) \in \mathcal{W} \times (M^+_t \setminus M^+_s) : w^T(Q, w) \in M^+_s\}$. A detailed discussion about stepped risk measures can be found in section C of the appendix.

We now state the main results of this section. Its proofs are based on the Hahn-Banach argument given above and several lemmas provided in the appendix, sections A and B that concern e.g. the relation of dual variables at different times. Throughout the remainder of this paper we will use the notation $Q^\tau$ to denote the modification of $Q \in \mathcal{M}$ defined by $\frac{dQ^\tau}{dQ} = \xi_{t,T}(Q)$. 

---

*Multiportfolio time consistency for set-valued convex and coherent risk measures*
Theorem 3.2 Let \((R_t)_{t=0}^T\) be a dynamic normalized closed convex risk measure. Then \((R_t)_{t=0}^T\) is multiportfolio time consistent if and only if for every \((Q, w) \in \mathcal{W}\):

\[
-\beta_t^\text{min}(Q, w) = \text{cl} \left( -\beta_{t,s}^\text{min}(Q, w) + \mathbb{E}^Q \left[ -\beta_s^\text{min}(Q', w'_s(Q, w)) \mid \mathcal{F}_t \right] \right)
\]

and \(A_{t,s} + A_s\) is closed, for all \(0 \leq t < s \leq T\).

Proof From theorem 2.8 a normalized dynamic risk measure is multiportfolio time consistent if and only if \(A_t = A_{t,s} + A_s\) for every \(0 \leq t < s \leq T\).

1. Assume \((R_t)_{t=0}^T\) is a normalized closed convex multiportfolio time consistent risk measure, i.e. assume \(A_t = A_{t,s} + A_s\). It immediately follows that for any \((Q, w) \in \mathcal{W}\):

\[
\text{cl} \left( -\beta_{t,s}^\text{min}(Q, w) + \mathbb{E}^Q \left[ -\beta_s^\text{min}(Q', w'_s(Q, w)) \mid \mathcal{F}_t \right] \right) = \text{cl} \left( -\beta_{t,s}^\text{min}(Q, w) + \bigcup_{X_t \in A_t} \left( \mathbb{E}^Q [X_t, \mathcal{F}_t] + G_t(w) \right) \cap M_t \right)
\]

(3.2)

2. Conversely, assume \(A_{t,s} + A_s\) is closed and the cocycle condition is satisfied, that is, \(-\beta_t^\text{min}(Q, w) = \text{cl}( -\beta_{t,s}^\text{min}(Q, w) + \mathbb{E}^Q [-\beta_s^\text{min}(Q', w'_s(Q, w)) \mid \mathcal{F}_t])\) for every \((Q, w) \in \mathcal{W}\).

Note that for any \((Q, w) \in \mathcal{W}_0\) it holds \(w'_s(Q, w) = w'_s(Q', w'_s(Q, w))\).

Let \(X \in A_{t,s} + A_s\), then by the tower property and corollary A.3, for every \((Q, w) \in \mathcal{W}_0\):

\[
F^0_{(Q, w)}[X] \subseteq \mathbb{E}^Q \left[ -\beta_{t,s}^\text{min}(Q', w'_s(Q, w)) + \mathbb{E}^Q \left[ -\beta_s^\text{min}(Q', w'_s(Q, w)) \mid \mathcal{F}_t \right] \right] = \mathbb{E}^Q \left[ -\beta_{t,s}^\text{min}(Q', w'_s(Q, w)) \right] = \text{cl} \bigcup_{Z \in A_t} F^0_{(Q, w)}[Z].
\]

The last equality follows from lemma A.3. If \(X \not\in A_t\) then, by lemma 3.1 there exists a pair \((Q, w) \in \mathcal{W}_0\) such that \(F^0_{(Q, w)}[X] \supseteq \text{cl} \bigcup_{Z \in A_t} F^0_{(Q, w)}[Z]\). However, this is a contradiction to the above, therefore \(X \in A_t\) and thus

\[
A_{t,s} + A_s \subseteq A_t.
\]

(3.4)

Let \(X \in A_t\), then (using corollary A.3 and lemma A.3) for every \((Q, w) \in \mathcal{W}_0\):

\[
F^0_{(Q, w)}[X] \subseteq \mathbb{E}^Q \left[ -\beta_{t,s}^\text{min}(Q', w'_s(Q, w)) \right] = \mathbb{E}^Q \left[ \text{cl} \left( -\beta_{t,s}^\text{min}(Q', w'_s(Q, w)) + \mathbb{E}^Q \left[ -\beta_s^\text{min}(Q', w'_s(Q, w)) \mid \mathcal{F}_t \right] \right) \right] = \text{cl} \bigcup_{Z \in A_{t,s} + A_s} F^0_{(Q, w)}[Z].
\]
If we assume that \( X \not\in A_{t,s} + A_t \) (which is closed by assumption and is a convex acceptance set by lemma \[B.4\]) where the assumption \( A_{t,s} + A_s \subseteq A_t \) of lemma \[B.4\] is satisfied by \[3.4\]) then, by lemma \[3.1\] there exists a pair \((Q, w) \in \mathcal{W}_0\) such that
\[
F^0_{(Q, w)}[X] \supseteq \text{cl} \bigcup_{Z \in A_{t,s} + A_s} F^0_{(Q, w)}[Z].
\]
This is a contradiction to the above, therefore \( X \in A_{t,s} + A_t \).

\[\square\]

**Corollary 3.3** Let \((R_t^0)_{t=0}^T\) be a dynamic normalized c.u.c. convex risk measure. Then, \((R_t^0)_{t=0}^T\) is multiportfolio time consistent if and only if
\[
-\beta_{t,s}^{\min}(Q, w) = \text{cl} \left( -\beta_{t,s}^{\min}(Q, w) + \mathbb{E}^Q \left[ -\beta_T^{\min}(Q', w_T'(Q, w)) \big| \mathcal{F}_t \right] \right)
\]
holds for every \((Q, w) \in \mathcal{W}_t\) for all \(0 \leq t < s \leq T\).

**Proof** In light of theorem \[3.2\] it only remains to show that convex upper continuity of \((R_t^0)_{t=0}^T\) implies the closedness of \(A_{t,s} + A_t\). This follows from remark \[3.3\] and lemma \[B.2\].

In the above theorem and corollary, we have demonstrated the equivalence between an additive property for the penalty functions and multiportfolio time consistency. This allows us to define risk measures by the penalty functions alone and verify whether the corresponding c.u.c. convex risk measure is multiportfolio time consistent.

**Example 3.4** (Entropic risk measure) The restrictive entropic risk measure (see section \[6.2\] for a more general and detailed treatment) is defined by
\[
R_t^{\text{ent}}(X; \lambda) := \{ u \in L_1^\infty : \mathbb{E}[u_t(X + u) \big| \mathcal{F}_t] \geq 0 \}
\]
for every \( X \in L^\infty \) where \( u_t(x) = (u_{t,1}(x_1), \ldots, u_{t,d}(x_d))^\top \) for any \( x \in \mathbb{R}^d \) with elements \( u_{t,i}(z) = 1 - e^{-\lambda z} \) for \( z \in \mathbb{R} \) and \( i = 1, \ldots, d \).

The restrictive entropic risk measure is normalized, convex, and closed. By applying lemma \[6.5\] one obtains that its stepped penalty functions, defined in \[3.1\] (with \( 0 \leq t < s \leq T \)), are given by
\[
-\beta_{t,s}^{\text{ent}}(Q, w; \lambda) := -\hat{H}_t^s(Q; \lambda) + G_t(w)
\]
for any \((Q, w) \in \mathcal{W}_t\), where \( \hat{H}_t^s(Q; \lambda) := \mathbb{E}^Q[\log(Q^s_t(Q)) \big| \mathcal{F}_t] \). The dual representation of the entropic risk measure is given by \[2.1\] with minimal penalty function \(-\beta_T^{\min} := -\beta_T^{\text{ent}}\). Note that \( \hat{H}_t^s(T; \lambda) = \mathbb{E}^Q[\log(\frac{Q^s_t}{Q^s_T}) \big| \mathcal{F}_t] \) is the conditional relative entropy.

It can immediately be seen that
\[
-\beta_T^{\min}(Q, w; \lambda) = \text{cl} \left( -\beta_T^{\min}(Q, w; \lambda) + \mathbb{E}^Q \left[ -\beta_T^{\min}(Q', w_T'(Q, w); \lambda) \big| \mathcal{F}_t \right] \right)
\]
for all times \( 0 \leq t < s \leq T \) and any dual variables \((Q, w) \in \mathcal{W}_t\). Thus, the restrictive entropic risk measure satisfies the cocycle property. Proposition \[B.3\] yields (using representation \[6.3\] for the restrictive entropic risk measure) the convex upper continuity of \( R_t^{\text{ent}} \). Therefore the set-valued entropic risk measure with constant risk aversion parameter \( \lambda \) and restrictive thresholds \( L_{\infty,T}^\infty \) is multiportfolio time consistent by corollary \[3.3\].

We now consider the conditionally convex case when a dual representation w.r.t. equivalent probability measures, i.e. w.r.t. the dual set \( \mathcal{W}_t^\infty \), holds.

**Corollary 3.5** Let \((R_t^0)_{t=0}^T\) be a dynamic normalized closed conditionally convex risk measure with dual representation
\[
R_t(X) = \bigcap_{(Q, w) \in \mathcal{W}_t^\infty} \left[ -\alpha_{t,s}^{\min}(Q, w) + \left( \mathbb{E}^Q \left[ -X \big| \mathcal{F}_t \right] + L_t(w) \right) \cap M_t \right]
\]
(3.5)
for every $X \in L_0^P$ where $\mathcal{W}_t^Q = \{(Q,w) \in \mathcal{W} : Q \in \mathcal{M}_t\}$. Then $(R_t)_{t=0}^T$ is multiportfolio time consistent if and only if for every $(Q,w) \in \mathcal{W}_t$

$$-\alpha_{\min}^t(Q,w) = \text{cl} \left( -\alpha_{\min}^{t}(Q,w) + \mathbb{E}^Q \left[ -\alpha_{\min}^{t'}(Q',w'_t(Q,w)) \right] \right)$$

and $A_{t,s} + A_s$ is closed, for all $0 \leq t < s \leq T$.

**Proof** This follows using the same logic as in the proof of theorem 3.2 (with the closure operator added where necessary) using the results on the conditional expectation of $\alpha_{\min}^t$ and $I_t$ in lemma A.5 and corollary A.6. □

If $(R_t)_{t=0}^T$ is, additionally to the assumptions of Corollary 3.5 conditionally c.u.c., then $(R_t)_{t=0}^T$ is multiportfolio time consistent if and only if the cocycle condition on $\alpha_{\min}^t$ holds. This corresponds to the results of corollary 3.3.

4 Coherent risk measures and multiportfolio time consistency

In this section, we want to study multiportfolio time consistency in the (conditionally) coherent case. In particular, we want to find equivalent characterizations of multiportfolio time consistency with respect to the set of dual variables. In the scalar framework an equivalent property is given by stability of the dual variables, also called m-stability, which was studied for the case when the dual probability measures are absolutely continuous to the real world probability measure $\mathbb{P}$ in [14,19], and when the dual probability measures are equivalent to $\mathbb{P}$ in [14,19,5].

**Remark 4.1** In this section and section 5 we will for simplicity only present the results for multiportfolio time consistency assuming convex upper continuity, akin to corollary 3.3 above. The results can be given for closed risk measures as well as it was done in theorem 3.2 and corollary 3.5.

For the results below we use the definition of the maximal set of stepped dual variables $\mathcal{W}_t^{\max} \subseteq \mathcal{W}_t$ as defined in section 2. That is,

$$\mathcal{W}_t^{\max} = \{(Q,w) \in \mathcal{W}_t : -\alpha_{\min}^{t}(Q,w) = G_t(w) \cap M_t\} = \{(Q,w) \in \mathcal{W}_t : w'_t(Q,w) \in A_{t,s}^*\}.$$ 

All the results for the conditionally coherent case stay the same as for the coherent case (except that the assumption c.u.c. can be weakened to conditionally c.u.c.) as the set of dual variables does not change (compare (2.4) and (2.1)). This is also true for the maximal set of stepped dual variables as

$$\mathcal{W}_t^{\max} = \{(Q,w) \in \mathcal{W}_t : -\alpha_{\min}^{t}(Q,w) = I_t(w) \cap M_t\}$$ 

since $A_{t,s}^* = \{v \in L_0^P : \forall u \in A_{t,s}, v^T u \geq 0 \text{ P-a.s.}\}$ if $R_t$ is conditionally coherent.

**Remark 4.2** For any closed coherent risk measure $R_t$ (not necessarily multiportfolio time consistent) it can trivially be seen that $\mathcal{W}_t^{\max} \subseteq \mathcal{W}_t^{\max}$ since $\mathcal{W}_t \subseteq \mathcal{W}_t$ (see remark 3.3) and $w'_t(Q,w) \in A_{t,s}^*$ implies $w'_t(Q,w) \in A_{t,s}^*$.

The first result we provide, which will be useful for generating a c.u.c. coherent multiportfolio time consistent risk measure in section 5 is a corollary to theorem 3.2 (respectively corollary 3.3) above.

Let us define the set $H_t^s : 2^\mathcal{W}_s \rightarrow 2^\mathcal{W}_t$ by

$$H_t^s(D) := \{(Q,w) \in \mathcal{W}_t : (Q'(w),w'_t(Q,w)) \in D\}$$

for any $0 \leq t < s \leq T$, and any $D \subseteq \mathcal{W}_s$.

**Corollary 4.3** Let $(R_t)_{t=0}^T$ be a dynamic normalized c.u.c. coherent risk measure. Then, $(R_t)_{t=0}^T$ is multiportfolio time consistent if and only if for all $0 \leq t < s \leq T$ it holds

$$\mathcal{W}_t^{\max} = \mathcal{W}_t^{\max} \cap H_t^s(\mathcal{W}_s^{\max}).$$
Proof This follows trivially from corollary 3.3 and corollary A.4 by noting that for any times \( t \) and \( s > t \)

\[
-\beta^\text{min}_t(Q, w) = \begin{cases} 
G_t(w) \cap M_t & \text{if } (Q, w) \in \mathcal{W}^{\text{max}}_t \\
M_t & \text{else}
\end{cases}
\]

\[
-\beta^\text{min}_s(Q, w) = \begin{cases} 
G_t(w) \cap M_t & \text{if } (Q, w) \in \mathcal{W}^{\text{max}}_s \\
M_t & \text{else}
\end{cases}
\]

And since \( \mathcal{W}^{\text{max}}_{t,s} \supseteq \mathcal{W}^s_t \) (see remark A.2) for any times \( t < s \), the result follows.

We now want to study the pasting of dual variables and the generalization of stability to the set-valued case.

For \( Q, R \in \mathcal{M} \) we denote by \( Q \oplus R \) the pasting of \( Q \) and \( R \) at \( s \), i.e. the vector probability measures \( S \in \mathcal{M} \) defined via

\[
\frac{dS}{dP} = \xi_{0,s}(Q)\xi_s(T|R).
\]

Note that, if \( S = Q \oplus^d R \), \( \xi_{0,s}(S) = \xi_{0,s}(Q) \) for \( r \geq t > s \), but \( \xi_s(Q_i) \) is not necessarily equal to \( \xi_s(R_i) \) for \( r \geq t > s \). If \( Q = \bigcup_{i \in S} \xi_s(Q_i) \) for some \( t \leq s \), then \( \xi_s(Q_i) = 1 \) almost surely for every \( s \), \( i \in \{1, \ldots, d\} \), then it follows that \( w^*_s(S, w) = w^*_s(R, w^*_s(Q, w)) \) for \( 0 \leq t \leq s \leq r \leq T \) and any \( w \in L^d_p \). In the set-valued framework we will define stability as a property with respect to two other sets. This is due to the fact that our dual variables consists of pairs. Naturally, stability is a property that imposes conditions on both components of a pair \( (Q, w) \).

Definition 4.4 A set \( W_t \subseteq \mathcal{W}_t \) is called stable at time \( t \) with respect to \( W^s_t \) and \( W_t \) for \( s > t \) if

1. \((Q, w) \in W_t \) implies \((Q^t, w^*_t(Q, w)) \in W_t \) and
2. \((Q, w) \in W^s_t \) and \( R \in \mathcal{M} \) such that \( (R, w^*_t(Q, w)) \in W_t \) implies \((Q \oplus^d R, w) \in W_t \).

Remark 4.5 In the scalar framework, stability is defined with respect to stopping times, see e.g. [14]. We are able to weaken this assumption in the set-valued framework due to the total ordering given by the half-space \( G_t \) generated by the second dual variable, see lemma A.3 for more details.

The main theorem of this section is given below. It provides an equivalence between the stability of the sets of dual variables \( \mathcal{W}^{\text{max}}_t \) and multiportfolio time consistency. We present an additional property which is equivalent to stability and therefore to multiportfolio time consistency. This additional property, given in equation (4.1), is a generalization of property (2) of corollary 1.26 from [1].

Theorem 4.6 Let \( (R_t)_{t=0}^T \) be a normalized c.u.c. coherent risk measure, then the following are equivalent:

1. \((R_t)_{t=0}^T \) is multiportfolio time consistent;
2. \( \mathcal{W}^{\text{max}}_t \) is stable at time \( t \) with respect to \( \mathcal{W}^{\text{max}}_{t,s} \) and \( \mathcal{W}^{\text{max}}_s \) for every \( 0 \leq t < s \leq T \);
3. for every \( 0 \leq t < s \leq T \)

\[
\mathcal{W}^{\text{max}}_t = \left\{ (Q \oplus^d R, w) : (Q, w) \in \mathcal{W}^{\text{max}}_{t,s}, (R, w^*_t(Q, w)) \in \mathcal{W}^{\text{max}}_s \right\}.
\]

Proof We will show that multiportfolio time consistency implies stability, stability implies equation (4.1), and finally, that equation (4.1) implies multiportfolio time consistency.

1.\(\Rightarrow\)2. Assume \((R_t)_{t=0}^T \) is multiportfolio time consistent. We want to show that \( \mathcal{W}^{\text{max}}_t \) is stable at time \( t \) with respect to \( \mathcal{W}^{\text{max}}_t \) and \( \mathcal{W}^{\text{max}}_s \), as given in definition 4.4.

(a) By corollary 4.3 it follows that \( \mathcal{W}^{\text{max}}_t \subseteq H^t_s(\mathcal{W}^{\text{max}}_s) \) and thus \((Q, w) \in \mathcal{W}^{\text{max}}_t \) implies \((Q^t, w^*_t(Q, w)) \in \mathcal{W}^{\text{max}}_s \).

(b) Let \( t < s \), \((Q, w) \in \mathcal{W}^{\text{max}}_t \) and \( R \in \mathcal{M} \) with \((R, w^*_t(Q, w)) \in \mathcal{W}^{\text{max}}_s \). We need to show that \((S, w) \in \mathcal{W}^{\text{max}}_t \) where \( S = Q \oplus^d R \) is the pasting of \( Q \) and \( R \) at time \( s \).

i. For any index \( i \), \((S, w) \in \mathcal{M} \) since \( \xi(S) = \frac{dS}{dP} \xi_s(T|R) = 1 \) almost surely.

ii. \((S, w) \in \mathcal{M} \), \( w \in M^{+}_t \setminus M^{+}_t \), and

\[
w^*_t(S, w) = w^*_t(R, w^*_t(Q, w)) \in L^d_p.
\]
iii. \((S, w) \in \mathcal{W}^\text{max}_t\) if \(-\beta^\text{min}_t(S, w) = G_t(w) \cap M_t\). By corollary 3.3 it follows that for any \((S, w) \in \mathcal{W}_t\)

\[-\beta^\text{min}_t(S, w) = \text{cl} \left( -\beta^\text{min}_t(S, w) + \mathbb{E}^Q \left[ -\beta^\text{min}_t(S', w'_t(S, w)) \right] | \mathcal{F}_t \right) \]

We can see that \(-\beta^\text{min}_t(S, w) = -\beta^\text{min}_t(Q, w)\) by the tower property. One can show that \(-\beta^\text{min}_t(S', w'_t(S, w)) = -\beta^\text{min}_t(\mathbb{R}, w'_t(Q, w))\) by

\[-\beta^\text{min}_t(S', w'_t(S, w)) = \text{cl} \bigcup_{X \in A_s} \left( \mathbb{E}^Q \left[ X | \mathcal{F}_s \right] + G_s(w'_t(S, w)) \right) \cap M_s \]

\[% = \text{cl} \bigcup_{X \in A_s} \left\{ x \in M_s : \mathbb{E} \left[ w'_t(S, w)T^X \mathbb{E}^Q \left[ X | \mathcal{F}_s \right] \right] \leq \mathbb{E} \left[ w'_t(S, w)T^X \right] \right\} \]

\[% = \text{cl} \bigcup_{X \in A_s} \left\{ x \in M_s : \mathbb{E} \left[ w'_t(\mathbb{R}, w'_t(Q, w))T^X \right] \leq \mathbb{E} \left[ w'_t(Q, w)T^X \right] \right\} \]

\[% = \text{cl} \bigcup_{X \in A_s} \left\{ x \in M_s : \mathbb{E} \left[ w'_t(\mathbb{R}, M_s)T^X \right] \leq \mathbb{E} \left[ w'_t(M_s)T^X \right] \right\} \]

\[-\beta^\text{min}_t(\mathbb{R}, w'_t(Q, w)). \]

Therefore,

\[-\beta^\text{min}_t(S, w) = \text{cl} \left( -\beta^\text{min}_t(S, w) + \mathbb{E}^Q \left[ -\beta^\text{min}_t(Q, w) \right] | \mathcal{F}_t \right) \]

\[= \text{cl} \left( -\beta^\text{min}_t(Q, w) + \mathbb{E}^Q \left[ -\beta^\text{min}_t(\mathbb{R}, w'_t(Q, w)) \right] | \mathcal{F}_t \right) \]

\[= \text{cl} \left( G_t(w) \cap M_t + \mathbb{E}^Q \left[ G_s(w'_t(Q, w)) \cap M_s \right] | \mathcal{F}_t \right) = G_t(w) \cap M_t, \]

using \((Q, w) \in \mathcal{W}^\text{max}_t\) and \((\mathbb{R}, w'_t(Q, w)) \in \mathcal{W}^\text{max}_t\). The last line follows from corollary 3.4.

Therefore for every time \(t\), \(\mathcal{W}^\text{max}_t\) is stable at time \(t\) with respect to \(\mathcal{W}^\text{max}_t\) and \(\mathcal{W}^\text{max}_s\) for every \(s > t\).

2. \(\Rightarrow\) We will demonstrate that stability implies equation 4.1. If for every time \(t\), \(\mathcal{W}^\text{max}_t\) is stable at time \(t \) with respect to \(\mathcal{W}^\text{max}_s\) and \(\mathcal{W}^\text{max}_s\) for every \(s > t\) then trivially “\(\subseteq\)" in equation 4.1 follows by the second property of stability. By the first property of stability and remark 4.2 for any \((Q, w) \in \mathcal{W}^\text{max}_t\) it follows that \((Q, w) \in \mathcal{W}^\text{max}_s\) and \((Q^*, w'_t(Q, w)) \in \mathcal{W}^\text{max}_s\). Since \(Q = Q^* \circ t \in Q^*\) for any \(s\) and any probability measure \(Q \in \mathcal{M}\), then “\(\subseteq\)" in equation 4.1 trivially follows.

3. \(\Rightarrow\) We will prove that equation 4.1 implies that for every \((Q, w) \in \mathcal{W}_t\)

\[-\beta^\text{min}_t(Q, w) = \text{cl} \left( -\beta^\text{min}_t(Q, w) + \mathbb{E}^Q \left[ -\beta^\text{min}_t(Q', w'_t(Q, w)) \right] | \mathcal{F}_t \right) \]

which in turn implies multiperiod portfolio time consistency by corollary 3.3. We will define the set \(\mathcal{W}^*: = \{(Q^* \circ t, t, w) : (Q, w) \in \mathcal{W}^\text{max}_t, (\mathbb{R}, w'_t(Q, w)) \in \mathcal{W}^\text{max}_t\}\) for notational purposes.

(a) We will show that the inclusion \(\mathcal{W}^\text{max}_t \subseteq \mathcal{W}^*_t\) implies the penalty function inclusion \(-\beta^\text{min}_t(Q, w) \supseteq \text{cl}(\mathcal{W}^\text{max}_t, (\mathbb{R}, w'_t(Q, w)) \supseteq \mathcal{W}^*\) for every \((Q, w) \in \mathcal{W}_t\).

i. Let \((S, w) \in \mathcal{W}^\text{max}_t\). Then, \(-\beta^\text{min}_t(S, w) = G_t(w) \cap M_t\). Additionally, there exists a \(Q, R \in \mathcal{M}\) such that \((Q, w) \in \mathcal{W}^\text{max}_t, (\mathbb{R}, w'_t(Q, w)) \in \mathcal{W}^\text{max}_t, \text{and } S = Q \circ t \in R\). This implies

\[-\beta^\text{min}_t(S, w) = -\beta^\text{min}_t(Q, w) = G_t(w) \cap M_t \]

and

\[-\beta^\text{min}_t(S', w'_t(S, w)) = -\beta^\text{min}_t(\mathbb{R}, w'_t(Q, w)) = G_s(w'_t(Q, w)) \cap M_t = G_s(w'_t(S, w)) \cap M_t. \]
Therefore, corollary 6.4 yields
\[ -\beta_{t}^{\text{min}}(S, w) = G_{t}(w) \cap M_{t} = \text{cl} \left( G_{t}(w) \cap M_{t} + \mathbb{E}^{S} \left[ G_{t}(w_{t}(S, w)) \right] | \mathcal{T}_{t} \right) \]
\[ = \text{cl} \left( -\beta_{t,x}^{\text{min}}(S, w) + \mathbb{E}^{S} \left[ -\beta_{x}^{\text{min}}(S', w_{t}(S, w)) \right] | \mathcal{T}_{t} \right) \).

\[ \text{ii. Let } (S, w) \in \mathcal{W}_{t} \setminus \mathcal{W}_{t}^{\text{max}}, \text{ then } -\beta_{t}^{\text{min}}(S, w) = M_{t}, \text{ and thus } \]
\[ -\beta_{t}^{\text{min}}(S, w) \supseteq \text{cl} \left( -\beta_{t,x}^{\text{min}}(S, w) + \mathbb{E}^{S} \left[ -\beta_{x}^{\text{min}}(S', w_{t}(S, w)) \right] | \mathcal{T}_{t} \right) \).

(b) We will show that the inclusion \( \mathcal{W}_{t}^{\text{max}} \subseteq \mathcal{W}_{t}^{\text{max}} \) implies the penalty function inclusion \( -\beta_{t}^{\text{min}}(Q, w) \subseteq \text{cl}( -\beta_{t,x}^{\text{min}}(Q, w) + \mathbb{E}^{S} \left[ -\beta_{x}^{\text{min}}(Q', w_{t}(Q, w)) \right] | \mathcal{T}_{t} ) \) for every \( (Q, w) \in \mathcal{W}_{t} \).

\[ \text{i. Let } (S, w) \in \mathcal{W}_{t}^{\text{max}} \text{. By the assumption, we have } -\beta_{t}^{\text{min}}(S, w) = G_{t}(w) \cap M_{t} \text{ and } (S, w) \in \mathcal{W}_{t}^{\text{max}}. \text{ Additionally there exists } Q, R \in \mathcal{M} \text{ such that } (Q, w) \in \mathcal{W}_{t}^{\text{max}}, (R, w_{t}^{*}(Q, w)) \in \mathcal{W}_{t}^{\text{max}} \text{, and } S = Q \oplus R. \text{ This implies the penalty functions are half-spaces, i.e. } -\beta_{t}^{\text{min}}(S, w) = G_{t}(w) \cap M_{t} \text{ and } -\beta_{t}^{\text{min}}(S', w_{t}(S, w)) = G_{t}(w_{t}(S, w)) \cap M_{t}. \text{ Therefore we have the equality } \]
\[ -\beta_{t}^{\text{min}}(S, w) = \text{cl} \left( -\beta_{t,x}^{\text{min}}(S, w) + \mathbb{E}^{S} \left[ -\beta_{x}^{\text{min}}(S', w_{t}(S, w)) \right] | \mathcal{T}_{t} \right) \).

\[ \text{ii. Let } (S, w) \in \mathcal{W}_{t} \setminus \mathcal{W}_{t}^{\text{max}}, \text{ i.e. for all probability measures } Q, R \in \mathcal{M} \text{ such that } S = Q \oplus R = Q \oplus R \text{ either } (Q, w) \not\in \mathcal{W}_{t}^{\text{max}} \text{ or } (R, w_{t}^{*}(Q, w)) \not\in \mathcal{W}_{t}^{\text{max}}. \text{ This implies for any } Q, R \in \mathcal{M} \text{ where } S = Q \oplus R \text{ either } \]
\[ -\beta_{t}^{\text{min}}(S, w) = -\beta_{t,x}^{\text{min}}(Q, w) = M_{t} \text{ or } -\beta_{t}^{\text{min}}(S', w_{t}(S, w)) = -\beta_{x}^{\text{min}}(R', w_{t}(Q, w)) = M_{t}. \]

Therefore we have that \( \text{cl}( -\beta_{t,x}^{\text{min}}(S, w) + \mathbb{E}^{S} \left[ -\beta_{x}^{\text{min}}(S', w_{t}(S, w)) \right] | \mathcal{T}_{t} ) = M_{t} \), and thus
\[ -\beta_{t}^{\text{min}}(S, w) \subseteq \text{cl}( -\beta_{t,x}^{\text{min}}(S, w) + \mathbb{E}^{S} \left[ -\beta_{x}^{\text{min}}(S', w_{t}(S, w)) \right] | \mathcal{T}_{t} ). \]

\[ \square \]

The above theorem provides two equivalent representations for multiportfolio time consistency for coherent risk measures. This generalizes the stability property for scalar risk measures, which is a well known result. Conceptually, stability means that pasting together dual variables creates another possible dual variable, which logically corresponds with time consistency concepts.

We conclude this section by providing as an example the set of superhedging portfolios, for which the set of dual variables satisfies stability.

**Example 4.7 (Superhedging price)** Consider the discrete time setting with \( M_{t} = L^{p}_{t} \) for all times \( t \in \{0, 1, \ldots, T\} \). Consider a market with proportional transaction costs as in \([33, 41, 34]\), which is modeled by a sequence of solvency cones \( (K_{t})_{t=0}^{T} \). \( K_{t} \) is a solvency cone at time \( t \) if it is an \( \mathcal{T}_{t} \)-measurable cone such that for every \( \omega \in \Omega, K_{t}[\omega] \) is a closed convex cone with \( R^{d} \subseteq K_{t}[\omega] \subseteq R^{d} \).

Modifying the representation from \([17]\) by using corollary 6.4 shows that the set of superhedging portfolios has the following dual representation (under the robust no arbitrage condition, see \([17]\))
\[ \text{SHP}_{t}(X) = \bigcap_{(Q, w) \in \mathcal{W}_{t}} \left( \mathbb{E}^{Q}[X | \mathcal{T}_{t}] + I_{t}(w) \right), \]
where \( t, s \in \{0, 1, \ldots, T\} \) with \( t < s \) and
\[ \mathcal{W}_{t,s} := \left\{ (Q, w) \in \mathcal{W}_{t,s} : w_{t}(Q, w) \in L^{p}_{t}(K_{t}^{+}) \forall r \in \{t, \ldots, s\}, w_{r}(Q, w) \in (L^{p}_{t} \cap \sum_{r=t+1}^{T} L^{p}_{r}(K_{r}))^{+} \right\}. \]
It was shown in [17] that the set-valued function given by \( R_t(X) := \text{SHP}(\{-X\}) \) defines a dynamic risk measure which is normalized, closed, conditionally coherent, and multiportfolio time consistent. Its acceptance set and stepped acceptance set are given by \( A_t = \sum_{s=0}^{t} L_{s+1}(K_s) \) and \( A_{t,s} = A_t \cap L_s^p \), respectively. Closure and multiportfolio time consistency imply that the sum \( A_{t,s} + A_s \) is closed, and therefore convex upper continuity is not needed in theorem 4.6 (see also remark 4.1). Then, stability of the dual set \( \mathcal{W}_{[t,..,T]} \) follows from theorem 4.6. Alternatively, one can directly prove that for any time \( t \) and any \( s > t \),

\[
\mathcal{W}_{[t,..,T]} = \left\{ (Q, w) : (Q, w) \in \mathcal{W}_{[t,..,t]} \right\}, \quad (R, w^t_0(Q, w) \in \mathcal{W}_{[t,..,T]}
\]

holds, which is by theorem 4.6 equivalent to stability.

5 Composition of one-step risk measures

For this section we will restrict ourselves to the discrete time setting \( t \in \{0, 1, ..., T\} \). As in section 2.1 in [12] and section 4 in [13], a (multiportfolio) time consistent version of any scalar dynamic risk measure can be created through backwards recursion. In the following we recall the corresponding results from proposition 3.11 and corollary 3.14 in [17] in the set-valued framework. Then, in corollary 5.3 we prove an equivalent formulation for c.u.c. convex and coherent risk measures, which will be very useful to deduce dual representations of composed (and thus multiportfolio time consistent) risk measures.

Proposition 5.1 Let \((R_t)_{t=0}^T\) be a dynamic risk measure on \( L^p \), then \((\tilde{R}_t)_{t=0}^T\) defined for all \( X \in L^p \) by

\[
\tilde{R}_t(X) = R_t(X), \quad \forall t \in \{0, 1, ..., T - 1\} : \tilde{R}_t(X) = \bigcup_{Z \in \tilde{R}_{t+1}(X)} R_t(-Z)
\]

is multiportfolio time consistent. Furthermore, \((\tilde{R}_t)_{t=0}^T\) is \( M_t \)-translative and satisfies monotonicity, but may fail to be finite at zero. Additionally, if \((R_t)_{t=0}^T\) is (conditionally) convex ((conditionally) coherent, convex and c.u.c.) then \((\tilde{R}_t)_{t=0}^T\) is (conditionally) convex ((conditionally) coherent, convex and c.u.c.).

Proof All but the convex upper continuity property was proven in proposition 3.11 in [17].

By \( \tilde{R}_T = R_T \), then convex upper continuity trivially holds at time \( T \). Using backwards induction we will assume \( \tilde{R}_{t+1} \) is c.u.c., then \( \tilde{R}_t \) is the composition of convex and c.u.c. set-valued functions. Thus, by proposition 3.11 \( \tilde{R}_t \) is c.u.c. \( \square \)

Corollary 5.2 (Corollary 3.14 in [17]) Let \((R_t)_{t=0}^T\) be a dynamic risk measure on \( L^p \) with acceptance sets \((A_t)_{t=0}^T\). Then, the following are equivalent:

1. \((\tilde{A}_t)_{t=0}^T\) is defined as in equations (5.1) and (5.2):
2. \((\tilde{A}_t)_{t=0}^T\) is defined by

\[
\tilde{A}_t = A_t, \quad \forall t \in \{0, 1, ..., T - 1\} : \tilde{A}_t = A_{t+1} + \tilde{A}_{t+1}
\]

where \((\tilde{A}_t)_{t=0}^T\) denotes the acceptance set of \((\tilde{R}_t)_{t=0}^T\).

Corollary 5.3 Let the assumptions of corollary 5.2 be satisfied. Additionally let

3. \((R_t)_{t=0}^T\) be c.u.c. and convex with minimal penalty function \(-\tilde{\beta}_{min}^t)_{t=0}^T\). Then, \(-\tilde{\beta}_{min}^t)_{t=0}^T\) defined recursively by

\[
-\tilde{\beta}_{min}^t(Q, w)_{t} = -\tilde{\beta}_{min}^t(Q, w)_{t},
-\tilde{\beta}_{min}^t(Q, w)_{t} = \text{cl} \left(-\tilde{\beta}_{min}^{t+1}(Q, w)_{t} + \mathbb{E}^Q \left[ -\tilde{\beta}_{min}^{t+1}(Q, w)_{t} \right] | \mathcal{F}_t \right)
\]

holds, which is by theorem 4.6 equivalent to stability.
where \( t \in \{0, 1, \ldots, T - 1 \} \) and \((Q_t, w_t) \in \mathcal{W}_t\), is equivalently defined by
\[
-\tilde{\beta}^\text{min}(Q, w) := \text{cl} \bigcup_{Z \in \tilde{A}_t} \left( \mathbb{E}^Q [Z | \mathcal{F}_t] + G_t(w) \right) \cap M_t,
\]  
(5.3)
where \((\tilde{A}_t)_{t=0}^T\) is obtained by the recursion in property 2 in corollary 5.2. The dynamic risk measure \((\tilde{R}_t)^T_{t=0}\) corresponding to \((\tilde{A}_t)_{t=0}^T\) is c.u.c., convex and multiportfolio time consistent (but may fail to be finite at zero). Further, if \(\tilde{R}_t\) is finite at zero then \(\tilde{R}_t\) is equivalent to its dual form with penalty function \(-\tilde{\beta}^\text{min}\) and half-spaces \(G_t(w)\).

4. \((R_t)^T_{t=0}\) be (conditionally) c.u.c. and (conditionally) convex with dual representation \((\mathcal{W}_t^\text{max})^T_{t=0}\) and minimal penalty function \((\alpha^\text{min})^T_{t=0}\). Then, \((\bar{\alpha}^\text{min})^T_{t=0}\) defined recursively by
\[
-\bar{\alpha}^\text{min}(Q, w) := \text{cl} \left( \mathbb{E}^Q \left[ -\alpha^\text{min}(Q_{t+1}, w_{t+1}) \mid \mathcal{F}_{t+1} \right] \right) \cap M_t,
\]  
(5.4)
where \((\bar{\alpha}_t)_{t=0}^T\) is obtained by the recursion in property 2 in corollary 5.2. The dynamic risk measure \((\bar{R}_t)^T_{t=0}\) corresponding to \((\bar{\alpha}_t)_{t=0}^T\) is c.u.c., conditionally convex and multiportfolio time consistent (but may fail to be finite at zero). Further, if \(\bar{R}_t\) is finite at zero then \(\bar{R}_t\) is equivalent to its dual form with penalty function \(-\bar{\alpha}^\text{min}\) and conditionally finite half-spaces \(\Gamma_t(w)\).

5. \((R_t)^T_{t=0}\) be (conditionally) c.u.c. and (conditionally) coherent with maximal dual set \((\mathcal{W}_t^\text{max})^T_{t=0}\). Then, \((\mathcal{W}_t^\text{max})^T_{t=0}\) defined recursively by
\[
\mathcal{W}_t^\text{max} := \mathcal{W}_t^\text{max} \cap H_t^{t+1} (\mathcal{W}_{t+1}^\text{max}),
\]
where \((\tilde{A}_t)_{t=0}^T\) is obtained by the recursion in property 2 in corollary 5.2. The dynamic risk measure \((\tilde{R}_t)^T_{t=0}\) corresponding to \((\tilde{A}_t)_{t=0}^T\) is (conditionally) c.u.c., (conditionally) coherent and multiportfolio time consistent, and is finite at zero if and only if \(\mathcal{W}_t^\text{max} \neq \emptyset\) for all times \(t\).

**Proof.** 3. The proof of corollary 5.3 demonstrates the equivalence between the sum of penalty functions and the sum of acceptance sets, where \(\lambda = -\beta\) have to be replaced by \(\tilde{A}\) and \(-\tilde{\beta}\) at the appropriate places. Regarding the assumptions of corollary 5.3 c.u.c. and convexity follow from proposition 5.1 and normalization is not needed for this equivalence as stated in remark 5 in [17]. Notice that lemma 5.1 does not require the finite at zero properties for acceptance sets. Finally, if \(\tilde{R}_t\) is finite at zero, then it is equivalent to its dual representation with minimal penalty function \(-\tilde{\beta}^\text{min}\) by theorem 2.3.

4. The proof is analog to 3., using corollary 5.3 instead of corollary 5.3 and corollary 2.4 instead of theorem 2.3. Adapting proposition 5.1 to the conditional case yields \((\hat{R}_t)^T_{t=0}\) conditionally c.u.c.

5. Using the definition in 5.3, corollary 5.3 where \(\mathcal{W}, A\) and \(-\beta\) is replaced by \(\mathcal{W}, \tilde{A}\) and \(-\tilde{\beta}\) at the appropriate places, yields the equivalence between the two definitions of \((\mathcal{W}_t^\text{max})^T_{t=0}\). Convex upper continuity and (conditionally) coherence follow from proposition 5.1. Conditional convex upper continuity follows if \((R_t)^T_{t=0}\) is conditionally coherent by adapting proposition 5.1 to the conditional case. Additionally, \(\tilde{R}_t(0) \neq 0\), see proof of proposition 3.12 in [17]. Furthermore, \(\tilde{R}_t(0) \neq M_t\) implies that \(\tilde{R}_t\) is proper and thus the dual representation holds true. Then, there exists a \((Q, w) \in \mathcal{W}_t\) such that \(-\tilde{\beta}^\text{min}(Q, w) \neq M_t\), i.e. \((\mathcal{W}_t^\text{max})_t \neq 0\). And \(\tilde{R}_t(0) = M_t\) implies, by proposition 13 (iv) in [25], \(M_t = \tilde{R}_t(0) \subseteq \mathcal{W}_t^\text{max} = \bigcap_{(Q, w) \in \mathcal{W}_t^\text{max}} G_t(w) \cap M_t\) and thus \(\mathcal{W}_t^\text{max} = \emptyset\). □
We will now use the above results to show that the convex superhedging portfolios are multiportfolio time consistent, and to deduce a multiportfolio time consistent version of the average value at risk by backward recursion.

**Example 5.4 (Convex superhedging price)** Consider the setting with a full space of eligible assets, i.e. \( M_t = L^P_t \) for all times \( t \). Also consider a market with convex transaction costs as in [38], which is modeled by a sequence of convex solvency regions \( (K_t)_{t=0}^T \). Let \( \Omega \) be a solvency region at time \( t \) if it is a \( \mathcal{F}_t \)-measurable set such that for every \( \omega \in \Omega \), \( K_t[\omega] \) is a closed set with \( \mathbb{R}_+^d \subseteq K_t[\omega] \subseteq \mathbb{R}^d \). Let the appropriate no arbitrage condition (robust no scalable arbitrage, see [38]) be satisfied.

Denote the set of self-financing portfolios starting from zero capital at time \( t \) by \( C_{t,T} := \{-\sum_{s=t}^T L^P_s(K_s) \} \). Thus the set of superhedging portfolios is given by

\[
CSHP_t(X) := \{ u \in L^P_t : -X + u \in -C_{t,T} \}.
\]

The convex superhedging portfolios can also be defined via the dual representation with penalty functions

\[
-\sigma_t^{CSHP}(Q,w) := \sum_{s=t}^T \left\{ u \in L^P_t : \text{essinf}_{K \in L^P_t(K_s)} w^T \mathbb{E}^Q[k|\mathcal{F}_s] \leq w^T u \right\},
\]

\[
-\beta_t^{CSHP}(Q,w) := \sum_{s=t}^T \{ u \in L^P_t : \sigma_K(w^t(Q,w)) \leq \mathbb{E} [w^T u] \}
\]

where \( \sigma_K(w^t(Q,w)) = \inf_{K \in L^P_t(K_s)} \mathbb{E} [w^T(Q,w)k] \) is the support function for the selectors of \( K_t \).

One can use corollary 5.2 and proposition 5.1 to show that the convex superhedging portfolios are multiportfolio time consistent: Consider acceptance sets \( (A_t)_{t=0}^T \) given by \( A_T = L^P_T(K_T) \). Thus, \( A_T = \bigcup_{t=T}^0 A_t \). Therefore, the set of superhedging portfolios is multiportfolio time consistent.

Under the robust no scalable arbitrage condition \( -C_{t,T} \) is closed. Therefore, by theorem 3.2, convex upper continuity is not necessary in corollary 5.3 or for the cocycle condition to be satisfied. And indeed, we can recover the minimal penalty function \( -\beta_t^{CSHP} \) by the backward recursion of penalty functions as given in corollary 5.3

\[
-\beta_T^{CSHP}(Q,w) = -b_T(Q,w)
\]

\[
-\beta_t^{CSHP}(Q,w) = \text{cl} \left\{ -b_{t+1}(Q,w) + \mathbb{E} \left[ -\beta_{t+1}^{CSHP}(Q_{t+1}^t, w_{t+1}^t(Q,w)) \right| \mathcal{F}_t \right\}
\]

for any \( (Q,w) \in \mathcal{Y}_t \), where

\[
-b_T(Q,w) := \text{cl} \left\{ u \in L^P_T : \sigma_K_t(w) \leq \mathbb{E} [w^T u] \right\},
\]

\[
-b_{t+1}(Q,w) := \text{cl} \left\{ u \in L^P_{t+1} : \sigma_K_t(w) \leq \mathbb{E} [w^T u] \right\}.
\]

**Example 5.5 (Composed AV @R)** The set-valued average value at risk was shown not to be multiportfolio time consistent in [17] (and similarly the scalar average value at risk is well known to not be time consistent). Corollary 5.3 can be used to construct the composed version of the average value at risk and deduce its dual representation.

Consider \( p = +\infty \) with the weak* topology and parameters \( \lambda^t \in L^\infty_+ \) with bounds \( \epsilon \leq \lambda^t < 1 \) for some \( \epsilon > 0 \) for every time \( t \). The details for the average value at risk in this setting are provided in section 6.1.

Let \( M_t = L^\infty_+ \) for all times \( t \), then as shown in proposition 6.2, we know that \( (AV @ R^\lambda)_{t=0}^T \) is a c.u.c. dynamic conditionally coherent risk measure. Then, the composed version of the average value at risk \( (AV @ R^\lambda)_{t=0}^T \) is, by corollary 5.3, a multiportfolio time consistent c.u.c. conditionally coherent risk measure with dual representation

\[
\widehat{AV @ R^\lambda}(X) := \bigcap_{(Q,w) \in \mathcal{Y}_t} \left\{ \mathbb{E}^Q [-X|\mathcal{F}_t] + I_t(w) \right\} \cap M_t,
\]
where

\[ \bar{W}^\lambda_t = \{ (Q, w) \in \mathcal{W}_t : \forall s \in \{t, ..., T - 1\}, \frac{w^s(Q, w)}{\lambda^s} \geq w^{s+1}_t(Q, w) \} \]

\[ = \{ (Q, w) \in \mathcal{W}_t : \forall s \in \{t, ..., T - 1\}, \mathbb{P}\left( \tilde{\xi}^s_{t+1}(Q) \leq \frac{1}{\lambda^s} \text{ or } w_t = 0 \right) = 1 \forall i \in \{1, ..., d\} \}. \]

6 Detailed examples

6.1 Average Value at Risk

In this section we will discuss the details for the dynamic set-valued average value at risk and prove the dual representation of the composed dynamic set-valued average value at risk given in example 5.3 by using corollary 5.3.

In the scalar case the composed average value at risk is studied in [12]. As the underlying space we consider \( L^\infty_t \) with the weak* topology \( \sigma(L^\infty_t, L^1_t) \).

The dual definition for the dynamic average value at risk with time \( t \) parameters \( \lambda^s \in L^\infty_t \) with \( \varepsilon \leq \lambda^s < 1 \) for some \( \varepsilon > 0 \) is given by

\[ \text{AV} @ R^\lambda_t(X) := \bigcap_{(Q, w) \in \mathcal{W}^\lambda_t} \left( \mathbb{E}[Q][-X|\mathcal{F}_t] + \Gamma_t(w) \right) \cap M_t \]

(6.1)

for any \( X \in L^\infty \), where

\[ \mathcal{W}^\lambda_t := \{ (Q, w) \in \mathcal{W}_t : \frac{w}{\lambda^s} - w^s(Q, w) \in L^1_+ \} = \{ (Q, w) \in \mathcal{W}_t : \exists \lambda, w \in \mathcal{W}^\lambda_t \} \],

see section 5.2 in [17].

In the following proposition, we provide the acceptance set and thus the primal representation for the dynamic average value at risk given in (6.1). This proves that (6.1) is the dynamic version of the closure of the static average value at risk defined via its acceptance set \( \lambda^s_t \) in [29], as the proof is similar to [29] we choose to omit it.

**Proposition 6.1** The acceptance set associated with the conditional average value at risk at time \( t \) and parameter \( \lambda^s \) is given by \( \lambda^s_t \) where

\[ \lambda^s_t = \left\{ X \in L^\infty : \exists Z \in L^\infty, X + Z \geq \frac{\mathbb{E}[Z|\mathcal{F}_t]}{\lambda^s} \right\} \]

and \( \mathcal{W}^\lambda_t \) is the maximal dual set. In proposition 5.4 in [17] it was shown that \( (\text{AV} @ R^\lambda_t)_t \) is a normalized closed conditionally coherent dynamic risk measure. And in proposition 6.2 below, we show that the average value at risk with \( M_t = L^\infty_t \) is c.u.c.

**Proposition 6.2** Let \( M_t = L^\infty_t \) for all times \( t \), then \( (\text{AV} @ R^\lambda_t)_t \) is a c.u.c. risk measure.

**Proof** Let \( X \in L^\infty \), then

\[ \text{AV} @ R^\lambda_t(X) = \{ u \in L^\infty : X + u \in \lambda^s_t \} = \{ u \in L^\infty : \forall i = 1, ..., d : X_i + u_i \in \lambda^s_t \} \]

where

\[ \lambda^s_t = \mathrm{cl} \left\{ X \in L^\infty(\mathbb{R}) : \exists Z \in L^\infty(\mathbb{R}^+), X + Z \geq \frac{1}{\lambda^s_t} \mathbb{E}[Z|\mathcal{F}_t] \right\}. \]

Therefore, \( u \in \text{AV} @ R^\lambda_t(X) \) if and only if \( u \in L^\infty \) with \( u_i \geq \rho^s(X) \) \( \mathbb{P}\)-almost surely, where \( \rho^s(X) \) is the scalar dynamic average value at risk. The result then follows by proposition 5.3.\( \square \)

We conclude the discussion of the average value at risk by considering the stepped version.
Lemma 6.3 The stepped average value at risk from time \( t \) to \( s \) (for \( 0 \leq t < s \leq T \)) with time \( t \) parameters \( \lambda^t \in L^\infty_t \) where \( \varepsilon \leq \lambda^t < 1 \) for some \( \varepsilon > 0 \) is given by

\[
\text{AV} @ R^\lambda_t (X) := \bigcap_{(Q, w) \in \mathcal{W}^\lambda_t} \left( \mathbb{E}^{Q} [-X | \mathcal{F}_t] + \Gamma^\lambda_t (w) \right) \cap M_t,
\]

for any \( X \in L^\infty_t \) where

\[
\mathcal{W}^\lambda_t = \{ (Q, w) \in \mathcal{W}_t \mid \forall Z \in L^\infty_{t+}, \mathbb{E} \left[ (w/\lambda^t - w^\lambda_t (Q, w))^T Z \right] \geq \sup \left\{ \mathbb{E} \left[ w^\lambda_t (Q, w)^T D \right] : D \in L^\infty_{s-} \cap M_s + (\mathbb{E} [Z | \mathcal{F}_t] / \lambda^t - Z) \right\} \}
\]

is the associated maximal stepped dual set.

Proof Using the definition of the acceptance set for \( \text{AV} @ R^\lambda_t \) given in proposition 6.1 we find the stepped acceptance set is given by \( \mathcal{A}^\lambda_{t,s} = \text{cl}(A^\lambda_{t,s}) \) where

\[
\mathcal{A}^\lambda_{t,s} = \left\{ X \in M_s : \exists Z \in L^\infty_{s+}, X + Z \succeq \mathbb{E} [Z | \mathcal{F}_t] / \lambda^t \right\} = \left\{ X \in M_s : \exists Z \in L^\infty_{s+}, X + Z \succeq \mathbb{E} [Z | \mathcal{F}_t] / \lambda^t \right\}
\]

\[
= \left( \bigcup_{Z \in L^\infty_{s+}} \left( \mathbb{E} [Z | \mathcal{F}_t] / \lambda^t - Z \right) + L^\infty_{t-} \right) \cap M_t.
\]

By corollary C.3 and \( (\mathcal{A}^\lambda_{t,s})^+ = (\mathcal{A}^\lambda_{t,s})^+ \), the maximal stepped dual set is given by

\[
\left\{ (Q, w) \in \mathcal{W}_t : w^\lambda_t (Q, w) \in (\mathcal{A}^\lambda_{t,s})^+ \right\}.
\]

It can be seen that \( X \in \mathcal{A}^\lambda_{t,s} \) if and only if \( X = \mathbb{E} [Z | \mathcal{F}_t] / \lambda^t - Z + D \) for some \( Z \in L^\infty_{s+} \) and \( D \in L^\infty_{t-} \cap M_t + (\mathbb{E} [Z | \mathcal{F}_t] / \lambda^t) \). Therefore \( w^\lambda_t (Q, w) \in (\mathcal{A}^\lambda_{t,s})^+ \) if and only if for any \( Z \in L^\infty_{s+} \) and \( D \in L^\infty_{t-} \cap M_t + (\mathbb{E} [Z | \mathcal{F}_t] / \lambda^t) \)

\[
0 \leq \mathbb{E} \left[ w^\lambda_t (Q, w)^T (\mathbb{E} [Z | \mathcal{F}_t] / \lambda^t - Z + D) \right] = \mathbb{E} \left[ (w/\lambda^t - w^\lambda_t (Q, w))^T Z \right] + \mathbb{E} \left[ w^\lambda_t (Q, w)^T D \right] .
\]

That is, for every \( Z \in L^\infty_{s+} \)

\[
\sup \left\{ \mathbb{E} \left[ w^\lambda_t (Q, w)^T D \right] : D \in L^\infty_{t-} \cap M_t + (\mathbb{E} [Z | \mathcal{F}_t] / \lambda^t - Z) \right\} \leq \mathbb{E} \left[ (w/\lambda^t - w^\lambda_t (Q, w))^T Z \right] .
\]

\[ \square \]

Remark 6.4 The dual representation in lemma 6.3 simplifies significantly if all assets are eligible, i.e., if \( M_t = L^\infty_t \) for all times \( t \). Then, the maximal dual sets for the stepped average value at risk can be equivalently given by

\[
\mathcal{W}^\lambda_t = \{ (Q, w) \in \mathcal{W}_t : 0 \leq w^\lambda_{t,s} (Q) \leq w/\lambda^t \}
\]

for all times \( 0 \leq t < s \leq T \), where \( \mathcal{W}_t = \mathcal{W}_t \) by remark C.3. This dual representation can be interpreted as the extension of the stepped scalar representation given in [12].

We will now prove the dual representation of the composed, multiportfolio time consistent version of \( (\text{AV} @ R^\lambda_t)^T \) given in example 5.5. As in section 5 for composed risk measures, we will now work in the discrete time setting \( t \in \{0, 1, \ldots, T\} \).

Proof (Example 5.5) By corollary 5.3 \( (\text{AV} @ R^\lambda_t)^T \) \( \in \mathcal{W}_t \) is the multiportfolio time consistent version of \( (\text{AV} @ R^\lambda_t)^T \) if and only if

\[
\mathcal{W}^\lambda_t = \mathcal{W}^\lambda_t, \quad \mathcal{W}^\lambda_t = H^{t+1} \left( \mathcal{W}^\lambda_{t+1} \right) \cap \mathcal{W}^\lambda_{t+1}
\]
where \( \overline{\mathcal{P}}^t \neq \emptyset \) for all times \( t \). Trivially it can be seen that \( \overline{\mathcal{P}}^T = \mathcal{P}^T \). Furthermore, \( \overline{\mathcal{P}}^T = \mathcal{P}^T \) since \( \frac{1}{\lambda_T} - 1 \geq 0 \) for every \( i = 1, \ldots, d \) (by \( \varepsilon \leq \lambda_T < 1 \)) and \( w_T^T(\mathbb{Q}, w) \in L^1_T \) (by \( \mathbb{Q}, w) \in \mathcal{P}^T \) and by noting \( w_T^T(\mathbb{Q}, w) = w \)), and therefore the product is almost surely nonnegative. By remark 6.4 and lemma 6.3 it holds

\[
\overline{\mathcal{M}}^T = \{ (\mathbb{Q}, w) \in \mathcal{M} : w/\lambda_T \geq w_T^T(\mathbb{Q}, w) \}
\]

Furthermore, using lemma A.3 and \( w_{t+1}^T(\mathbb{Q}^T, w_{t+1}^T(\mathbb{Q}, w)) = w_T^T(\mathbb{Q}, w) \) it follows

\[
H^T \left( \overline{\mathcal{M}}^T \right) = \left\{ (\mathbb{Q}, w) \in \mathcal{M} : \forall s \in \{ t + 1, \ldots, T - 1 \}, \frac{w_T^T(\mathbb{Q}, w)}{\lambda_T} \geq w_{T+1}^T(\mathbb{Q}, w) \right\}
\]

Since \( w_T^T(\mathbb{Q}, w) = w \) for any time \( s \), the recursive form \( \overline{\mathcal{M}}^T = H^T \left( \overline{\mathcal{M}}^T \right) \) is proven. \( \overline{\mathcal{M}}^T \neq \emptyset \) holds since \( (\mathbb{P}, w) \in \overline{\mathcal{M}}^T \) for any \( w \in L^1_T \). This is because \( (\mathbb{P}, w) \in \mathcal{M} \) and for any \( s \in \{ t, \ldots, T \} \) it follows \( w_T^T(\mathbb{P}, w) = w \) and

\[
\mathbb{E} \left[ (w/\lambda_T - w)^T \right] \geq 0
\]

for every \( Z \in L^\infty_T \).

Finally, \( w_T^T(\mathbb{Q}, w)/\lambda_T - w_{t+1}^T(\mathbb{Q}, w) \in L^1_{t+1} \) if and only if it is componentwise nonnegative, i.e. \( w_T^T(\mathbb{Q}, w)i(\frac{1}{\lambda_T} - \overline{\xi}_{t+1}(\mathbb{Q}_i)) \geq 0 \) almost surely for every \( i = 1, \ldots, d \). Since \( \mathbb{Q}, w) \in \mathcal{M} \) we know \( w_T^T(\mathbb{Q}, w) \geq 0 \), therefore \( \mathbb{Q}, w) \in \overline{\mathcal{M}}^T \) if and only if \( \mathbb{P}(\xi_{t+1}(\mathbb{Q}_i)) \leq \frac{1}{\lambda_T} \) or \( w_T^T(\mathbb{Q}, w)_i = 0 \) for every \( i = 1, \ldots, d \). Notice that for any \( \omega \in \Omega \) we have \( w_T^T(\mathbb{Q}, w)_i[\omega] = 0 \) if and only if \( w_T^T(\mathbb{Q}, w)_i = 0 \) or \( \xi_{t+1}(\mathbb{Q}_i)[\omega] = 0 \) for some time \( r = (t, s) \), but \( \xi_{r, r}(\mathbb{Q}_i)[\omega] = 0 \) implies \( \xi_{s, s+1}(\mathbb{Q}_i)[\omega] = 1 \leq \frac{1}{\lambda_T} \). Thus we recover the final form

\[
\overline{\mathcal{M}}^T = \left\{ (\mathbb{Q}, w) \in \mathcal{M} : \forall s \in \{ t, \ldots, T - 1 \}, \frac{1}{\mathbb{P}(\xi_{s, s+1}(\mathbb{Q}_i)) \leq \frac{1}{\lambda_T} \text{ or } w_T^T(\mathbb{Q}, w)_i = 0 } \right\} = \left\{ \mathbb{Q} \in \Omega \right\}
\]

\( \square \)

6.2 Entropic risk measure

The set-valued entropic risk measure was studied in [2] in a single period static framework. We will present a dynamic version of the entropic risk measure. In example 3.4 we presented and worked with the restrictive entropic risk measure only.

For the purposes of this section let \( p = +\infty \) and \( q = 1 \), and consider the weak* topology. Let \( M_t = L^\infty_T \) for all times \( t \). Further, consider parameters \( \lambda^i \in L^\infty_T \) with \( \lambda^i_t \geq \varepsilon > 0 \) for some \( \varepsilon > 0 \) for every index \( i \), and let \( C_t \in \mathcal{F}(L^\infty_T; L^\infty_T) \) with \( 0 \in C_t \) and \( C_t \cap L^\infty_T = \emptyset \). The set \( C_t \) will model the set of acceptable expected utilities, thus \( C_t = L^\infty_T \) is the most restrictive (conservative) choice.

The dynamic entropic risk measure with parameters \( \lambda^i \) and \( C_t \) can then be defined by

\[
R^{\text{ent}}(X; \lambda^i, C_t) := \{ u \in L^\infty_T : \mathbb{E} \left[ u_t(X + u) \right] \in C_t \}
\]

for any \( x \in L^\infty_T \), where

\[
u_t(x) = (u_{t, 1}(x), \ldots, u_{t, d}(x)) \]

It can be shown in analogy to propositions 4.4 and 5.1 of [2] that the entropic risk measure is conditionally convex, closed and equal to

\[
R^{\text{ent}}(X; \lambda^i, C_t) = R^{\text{ent}}(X; \lambda^i) + C_t(\lambda^i, C_t)
\]

for any \( X \in L^\infty_T \), where

\[
R^{\text{ent}}(X; \lambda^i) = \frac{\log(\mathbb{E} \left[ \exp(-\lambda^i X) \right])}{\lambda^i}
\]

and

\[
C_t(\lambda^i, C_t) = -\frac{\log \left( (1 - \lambda^i C_t) \cap L^\infty_T \right)}{\lambda^i}
\]
with $1 = (1, \ldots, 1)^T \in \mathbb{R}^d$ and the exponential and logarithm are taken componentwise for a vector and elementwise for a set, e.g. $\exp(z) = (\exp(z_1), \ldots, \exp(z_d))^T$ for any $z \in \mathbb{R}^d$.

The dual form of the dynamic entropic risk measure can be deduced as follows. This is a trivial extension from the work in [23], so we will omit the proof in this paper.

**Lemma 6.5** Let $0 \leq t < s \leq T$. The minimal stepped penalty functions of the stepped entropic risk measure are given by

$$-\alpha_{\text{ent}}^{ts}(Q, w; \lambda^t, C_t) := -\frac{\tilde{H}_{t,s}(Q \| P)}{\lambda^t} + \tilde{C}_t(\lambda^t, C_t) + I_t(w),$$

$$-\beta_{\text{ent}}^{ts}(Q, w; \lambda^t, C_t) := -\frac{\tilde{H}_{t,s}(Q \| P)}{\lambda^t} + \tilde{C}_t(\lambda^t, C_t) + G_t(w)$$

for any $(Q, w) \in \mathcal{H}_t$ where

$$\tilde{H}_{t,s}(Q \| P) := \mathbb{E}^Q[\log(\xi_{s,s}(Q)) | \mathcal{F}_t].$$

The dual representation of the entropic risk measure is given by (2.1) with minimal penalty function $-\beta_{\text{ent}}^{ts} := -\beta_{\text{ent}}^{ts}(Q, w; \lambda^t, C_t)$. Note that $\tilde{H}_{t,T}(Q \| P) = \mathbb{E}^Q(\log(\frac{dQ}{dP}) | \mathcal{F}_t)$ is the conditional relative entropy.

Let $C_t = I_{\geq t}^{\infty}$, almost surely for all times $t$ and consider a constant risk aversion level $\lambda \in \mathbb{R}_{>0}$. It can be seen that $\tilde{C}_t(\lambda, I_{\geq t}^{\infty}) = I_{\geq t}^{\infty}$, therefore it immediately follows that $(R_{\text{ent}}^{ts}(\cdot; \lambda, C_t))_{t=0}^T$ is normalized. Therefore the results from example 5.4 all follow trivially.

A On the relationship of dual variables at different times

In considering how closed convex (and coherent) risk measures relate through time we must consider how the sets of dual variables relate. In the following lemma we provide such a relationship between elements of $\mathcal{H}_t$ and elements of $\mathcal{H}_s$ for any times $t, s$ with $t \leq s$. In fact we define a mapping on $\mathcal{H}_t$ which is equivalent (in the set-valued replacement for continuous linear functionals) in $\mathcal{H}_s$. In the scalar framework this type of property is not needed since the set $\mathcal{H}_t$ can be simplified to any $Q \ll P$ for any time $t$ (where $Q = P | \mathcal{F}_t$).

**Lemma A.1** For any choice of times $t$ and $s > t$ it follows that:

1. $\{(Q', w'_t(Q, w)) : (Q, w) \in \mathcal{H}_t\} \subseteq \mathcal{H}_s$.
2. For every $(R, v) \in \mathcal{H}_s$ there exists $(Q, w) \in \mathcal{H}_t$ such that $F^t_{(R, v)} = F^t_{(Q', w'_t(Q, w))}$.

**Proof.**

(a) Let $(Q, w) \in \mathcal{H}_t$. Show $w'_t(Q, w) \in M^{s+}_r \setminus M^t_r$:

1. Let $m_t \in M^t_r$, then

$$\mathbb{E} \left[ w'_t(Q, w)^T m_t \right] = \mathbb{E} \left[ w^T \mathbb{E}^Q[m_t | \mathcal{F}_t] \right] \geq 0$$

since $\mathbb{E}^Q[m_t | \mathcal{F}_t] \in M^t_r$ by $M^t_r \supseteq M^t_r \cap L^p_t$ and $M^t_r = L^p_t(M)$.

2. Since $(Q, w) \in \mathcal{H}_r$, in particular since $w \notin M^t_r$ there exists $m_t \in M^t_r \subseteq M^t_r$ such that $\mathbb{E}[w^T m_t] \neq 0$. Then,

$$\mathbb{E} \left[ w'_t(Q, w)^T m_t \right] = \mathbb{E} \left[ w^T \mathbb{E}^Q[m_t] \right] = \mathbb{E} \left[ w^T m_t \right] \neq 0.$$

(b) $w^T(Q', w'_t(Q, w)) = w^T(Q, w) \in L^p_t$ by $(Q, w) \in \mathcal{H}_t$.

2. By lemma 4.5 in [17], for every $(R, v) \in \mathcal{H}_s$ there exists a $(Y, \tilde{v})$ such that $Y \in L^p_r$, $\tilde{v} \in (\mathbb{E}[Y | \mathcal{F}_s] + M^r_s) \setminus M^t_r$ such that $F^t_{(R, v)} = F^t_{(Y, \tilde{v})}$. And for every $(Y, \tilde{v})$ with $Y \in L^p_r$ and $\tilde{v} \in (\mathbb{E}[Y | \mathcal{F}_s] + M^r_s) \setminus M^t_r$ there exists $(Q, w) \in \mathcal{H}_s$ such that $F^t_{(Y, \tilde{v})} = F^t_{(Q, w)}$. Setting $w_t = \mathbb{E}[Y | \mathcal{F}_s]$ and

$$\tilde{w}_{r, s}[\omega] = \begin{cases} \frac{\mathbb{E}[Y | \mathcal{F}_s](\omega)}{\mathbb{E}[Y | \mathcal{F}_s](\omega)} & \text{if } \mathbb{E}[Y | \mathcal{F}_s](\omega) > 0 \\ 1 \end{cases}$$

else
for every \( \omega \in \Omega \), and \( \frac{d\mu}{d\nu} = \xi_i^T \). Define \( Q \in \mathfrak{M} \) by \( \frac{d\mu}{d\nu} = \xi_i^T \), thus \( Q' = \hat{Q} \). Therefore it remains to show that there exists a \( w_i \in L^q_i \) such that \( \forall \omega \in \Omega \). Let \( \mu := \mathbb{E}\left[w_i | \mathcal{F}_t\right] = \mathbb{E}\left[Y | \mathcal{F}_t\right] \).

(a) Show \( w_i = w_i^Q(Q, w_i) \), i.e. show \( (w_i)\left((\omega)\right) = \xi_i(\omega) \) for every index \( i \). Then almost every \( \omega \in \Omega \).

(b) Show \( (Q, w_i) \in \mathcal{W}_t \).

A. Let \( m_t \in M_{x, t} \), then \( \mathbb{E}[w_i^T m_t] = \mathbb{E}[\mathbb{E}[w_i | \mathcal{F}_t]^T m_t] = \mathbb{E}[w_i^T m_t] \geq 0 \) by the tower property, \( M_{x, t} \subseteq M_{x, t} \) and \( w_i \in M_{x, t} \).

B. Since \( (Q', w_i) \in \mathcal{W}_t \), in particular since \( w_i \in M_{x, t} \) there exists \( m_t \in M_{x, t} \) such that \( \mathbb{E}[w_i^T m_t] \neq 0 \). Then \( \mathbb{E}[m_t | \mathcal{F}_t] \in M_t \) by \( M_t \subseteq M_{x, t} \) and \( M_t \subseteq L^q_t \). Therefore, \( \mathbb{E}[w_i^T \mathbb{E}[m_t | \mathcal{F}_t]] = \mathbb{E}[w_i^T (Q, w_i)] m_t] = \mathbb{E}[w_i^T m_t] \neq 0 \).

The following corollary of lemma A.1 uses the above result applied to penalty functions instead of the functionals \( F_i(\cdot, \cdot) \).

**Corollary A.2** For any \((R, v) \in \mathcal{W}_s\) there exists \((Q, w) \in \mathcal{W}_t\) such that

\[-\beta_{x, t}^{\min}(R, v) = -\beta_{x, t}^{\min}(Q, w)\]

for any times \(0 \leq t < s \leq T\).

**Proof**

\[-\beta_{x, t}^{\min}(R, v) = \text{cl} \bigcup_{(Q, w) \in \mathcal{W}_t} F_{R, v}(Q, w) | Z] = \text{cl} \bigcup_{(Q, w) \in \mathcal{W}_t} F_{R, v}(Q, w) | Z] = -\beta_{x, t}^{\min}(Q, w),\]

where the second equation is a result of lemma A.1.

Lemma A.1 and corollary A.2 show that for any times \( t \leq s \) and for a given penalty function \(-\beta_{x, t}^{\min}\) the set of dual variables \( (Q', w_i(Q, w)) : (Q, w) \in \mathcal{W}_t\) defines the same closed and convex risk measure at time \( s \) as the set of dual variables \( \mathcal{W}_s\), that is

\[R_s(X) = \bigcap_{(Q, w) \in \mathcal{W}_t} \left[-\beta_{x, t}^{\min}(Q', w_i(Q, w)) + \mathbb{E}^{-\infty} \left[X | \mathcal{F}_s\right] + G_s(w_i(Q, w))\right] \cap M_t.\]

The following lemma, about the expectation of minimal penalty functions, is an extension of lemma 2.6 in [19]. As a set-valued operation, this theorem gives a set-valued version of when the conditional expectation of an infimum is the infimum of the conditional expectation. The proof of the lemma is a simplified version of the proof of lemma 2.6 in [19] since the sets \( \left\{ \mathbb{E}^{-\infty}[X | \mathcal{F}_s] + G_s(w) \right\} \) are shifted half-spaces for any \( X \in \mathcal{A}_s \) and a fixed \((Q, w) \in \mathcal{W}_t\) and thus are completely ordered, in contrast to the scalar case, where the points \( \mathbb{E}^{-\infty}[X | \mathcal{F}_s] \) under consideration are not completely ordered.

**Lemma A.3** For any times \(0 \leq t < s \leq T\), and if \( R_t \) is a closed convex risk measure, then for any \((Q, w) \in \mathcal{W}_t\), it follows that

\[\mathbb{E}^{-\infty} \left[-\beta_{x, t}^{\min}(Q', w_i(Q, w)) \right] \cap \mathcal{W}_t = \text{cl} \bigcup_{X \in \mathcal{A}_s} \left(\mathbb{E}^{-\infty}[X | \mathcal{F}_s] + G_s(w_i(Q, w))\right) \cap M_t.\]
Proof Let \((Q, w) \in \mathcal{H}\). Then, by lemma \([A.1]\) \((Q', w'_t(Q, w)) \in \mathcal{H}\). It holds
\[
-\beta_s^{\text{min}}(Q', w'_t(Q, w)) = \text{cl} \bigcup_{X \in A_t} \left( E^Q [E|X|\mathcal{F}_t] + G_t(w'_t(Q, w)) \right) \cap M_t
\]
\[
= \text{cl} \bigcup_{X \in A_t} \left\{ u \in M_t : E \left[ w'_t(Q, w)^T E^Q [E|X|\mathcal{F}_t] \right] \leq E \left[ w'_t(Q, w)^T u \right] \right\}
\]
\[
= \text{cl} \bigcup_{X \in A_t} \left\{ u \in M_t : E \left[ w^T E^Q [E|X|\mathcal{F}_t] \right] \leq E \left[ w^T u \right] \right\}
\]
\[
= \left\{ u \in M_t : \inf_{X \in A_t} \left[ E \left[ w^T E^Q [E|X|\mathcal{F}_t] \right] \right] \leq E \left[ w^T u \right] \right\}.
\]

Taking the conditional expectation on both sides yields
\[
E^Q \left[ -\beta_s^{\text{min}}(Q', w'_t(Q, w)) \right] | \mathcal{F}_t = \left\{ E^Q [u|\mathcal{F}_t] : u \in M_t, \inf_{X \in A_t} \left[ E \left[ w^T E^Q [E|X|\mathcal{F}_t] \right] \right] \leq E \left[ w^T E^Q [u|\mathcal{F}_t] \right] \right\}
\]
\[
= \left\{ u \in M_t : \inf_{X \in A_t} \left[ E \left[ w^T E^Q [E|X|\mathcal{F}_t] \right] \right] \leq E \left[ w^T u \right] \right\}
\]
\[
= \text{cl} \bigcup_{X \in A_t} \left( E^Q [E|X|\mathcal{F}_t] + G_t(w) \right) \cap M_t.
\]

One can now show that the \(Q\)-conditional expectation (at time \(t\)) of the positive half-space defined by \(w'_t(Q, w)\) is given by the positive half-space defined by \(w\).

Corollary A.4 Let \(0 \leq t < s \leq T\), \(Q \in \mathcal{M}\) where \(Q = \mathbb{P}|\mathcal{F}_t\) and \(w \in L^q_d\). Then,
\[
E^Q [G_t(w'_t(Q, w)) | \mathcal{F}_t] = G_t(w).
\]

Proof This is a special case of lemma \([A.3]\) obtained by setting \(M = \mathbb{R}^d\) and \(A_t = L^p_P\). □

We conclude our discussion on how dual variables across time are related by considering the conditional expectations of the \(\alpha^{\text{min}}\) and \(\Gamma_t\) functions used in the dual representation of conditionally convex risk measures (see corollary 2.4).

Lemma A.5 For any times \(0 \leq t < s \leq T\) and if \(R_t\) is a closed conditionally convex risk measure, then for any \((Q, w) \in \mathcal{H}\) with \(Q \in \mathcal{M}^s\), it follows that
\[
\text{cl} E^Q \left[ -\alpha^{\text{min}}(Q', w'_t(Q, w)) \right] | \mathcal{F}_t = \text{cl} \bigcup_{Z \in A_t} \left( E^Q [Z|\mathcal{F}_t] + \Gamma_t(w) \right) \cap M_t.
\]

Proof “\(\subseteq\)”
\[
E^Q \left[ -\alpha^{\text{min}}(Q', w'_t(Q, w)) \right] | \mathcal{F}_t = \left\{ E^Q [u|\mathcal{F}_t] : u_t : M_t, w'_t(Q, w)^T u_t \geq \text{essinf}_{Z \in A_t} \left( w'_t(Q, w)^T E^Q [Z|\mathcal{F}_t] \right) \text{ P-a.s.} \right\}
\]\[
\subseteq \left\{ E^Q [u|\mathcal{F}_t] : u_t : M_t, E \left[ w'_t(Q, w)^T u_t | \mathcal{F}_t \right] \geq E \left[ \text{essinf}_{Z \in A_t} \left( w'_t(Q, w)^T E^Q [Z|\mathcal{F}_t] \right) | \mathcal{F}_t \right] \text{ P-a.s.} \right\}
\]\[
= \left\{ u_t : M_t : w^T u_t \geq \text{essinf}_{Z \in A_t} \left( E^Q [Z|\mathcal{F}_t] \right) \text{ P-a.s.} \right\} = \text{cl} \bigcup_{Z \in A_t} \left( E^Q [Z|\mathcal{F}_t] + \Gamma_t(w) \right) \cap M_t.
\]

And since \(\text{cl} \bigcup_{Z \in A_t} \left( E^Q [Z|\mathcal{F}_t] + \Gamma_t(w) \right) \cap M_t\) is closed, this direction is shown.
" ⊇ " Consider a point \( u \in \text{cl}\{Z \in A_\varepsilon : E^Q[Z | \mathcal{F}_t] + I_\varepsilon(w)\} \) and, further, assume \( u \notin \text{cl}\{E^Q[-\alpha^{\text{min}}_j(Q', w^j(Q, w)) | \mathcal{F}_t] \). Since \( E^Q[-\alpha^{\text{min}}_j(Q', w^j(Q, w)) | \mathcal{F}_t] \) is closed and convex, we can separate \( u \) and \( \text{cl}\{E^Q[-\alpha^{\text{min}}_j(Q', w^j(Q, w)) | \mathcal{F}_t] \} \) by some \( v \in L^2 \), i.e. let \( v \in L^2 \) such that

\[
E[v^T u] < \inf_{z_t \in \text{cl}\{E^Q[-\alpha^{\text{min}}_j(Q', w^j(Q, w)) | \mathcal{F}_t] \} \} z_t = \inf_{z_t \in -\alpha^{\text{min}}_j(Q', w^j(Q, w))} E[w^j(Q, v)^T z_t] = \inf_{z_t \in -\alpha^{\text{min}}_j(Q', w^j(Q, w))} E[w^j(Q, v)^T z_t]
\]

Note that in the last equality above we can interchange the expectation and infimum since \( -\alpha^{\text{min}}_j(Q', w^j(Q, w)) \) is decomposable. By construction

\[
\text{ess inf}_{z_t \in -\alpha^{\text{min}}_j(Q', w^j(Q, w))} w^j(Q, v)^T z_t = \begin{cases} \text{ess inf}_{Z \in A_\varepsilon} w^j(Q, v)^T E^Q[Z | \mathcal{F}_t] & \text{on } D \\ -\infty & \text{on } D^c \\ \end{cases}
\]

where \( D = \{ \omega \in \Omega : G_0(w^j(Q, v)(\omega)) = G_0(\alpha^{\text{min}}_j(Q', w^j(Q, w))|\omega) \} \) and \( Q \in \mathcal{M} \). Since \( \mathcal{M} \) is closed, there exists \( \lambda \) such that \( \text{ess inf}_{Z \in A_\varepsilon} w^j(Q, v)^T z_t > -\infty \) if and only if

\[
E[\text{ess inf}_{z_t \in -\alpha^{\text{min}}_j(Q', w^j(Q, w))} w^j(Q, v)^T z_t] > -\infty \]

But this implies \( E[\lambda w^T u] < E[\lambda \text{ess inf}_{Z \in A_\varepsilon} w^T E^Q[Z | \mathcal{F}_t]] \), which is a contradiction to \( u \in \text{cl}\{Z \in A_\varepsilon : E^Q[Z | \mathcal{F}_t] + I_\varepsilon(w)\} \).

\[ \square \]

**Corollary A.6** Let \( 0 \leq t < s \leq T \), \( (Q, w) \in \mathcal{W} \) with \( Q \in \mathcal{M} \). It follows that \( \text{cl}\{E^Q[\Gamma_t(w^j(Q, w)) | \mathcal{F}_t] \} = I_\varepsilon(w) \).

**Proof** This is a special case of lemma A.5 obtained by setting \( M = \mathbb{R}^d \) and \( \Lambda_t = L^p \).

\[ \square \]

**B On the sum of closed acceptance sets and convex upper continuity**

When considering multiportfolio time consistency for closed risk measures we need to guarantee that the composed risk measures are closed, or else the recursive form would fail to hold. In particular, this would be true if the sum of acceptance sets are themselves closed. We will demonstrate the closedness of the sum of convex acceptance sets when the associated dynamic risk measure is convex upper continuous.

Recall that a function \( F : X \to \mathcal{P}(Y, C) \) is convex upper continuous (c.u.c.) if \( F^{-1}(D) := \{ x \in X : F(x) \cap D \neq \emptyset \} \) is closed for any closed set \( D \in \mathcal{G}(Y, -C) \).

**Proposition B.1** Let \( F : X \to \mathcal{P}(Y, C) \) and \( G : Y \to \mathcal{P}(Z, C) \). If \( F, G \) are c.u.c. and \( G \) is convex and \( -C \)-monotone, then \( H : X \to \mathcal{P}(Z, C) \) defined by the composition \( H(x) := \bigcup_{y \in F(x)} G(y) \) for any \( x \in X \) is c.u.c.

**Proof** For any \( D \in 2^C \), then

\[
H^{-1}(D) = \{ x \in X : H(x) \cap D \neq \emptyset \} = \left\{ x \in X : \bigcup_{y \in F(x)} G(y) \cap D \neq \emptyset \right\} = \{ x \in X : F(x) \cap G^{-1}(D) \neq \emptyset \} = F^{-1}(G^{-1}(D)).
\]

Additionally, if \( D \in \mathcal{G}(Z, -C_Z) \) then \( G^{-1}(D) \) is closed, if \( x, y \in G^{-1}(D) \) and \( \lambda \in [0, 1] \) then \( G(\lambda x + (1 - \lambda) y) \cap D \neq \emptyset \), and if \( x, y \in Y \) such that \( x - y \in C_Y \) with \( x \in G^{-1}(D) \) then \( y \in G^{-1}(D) \). This implies that \( G^{-1}(D) \in \mathcal{G}(Y, -C_Y) \), and thus \( F^{-1}(G^{-1}(D)) \) is closed for any \( D \in \mathcal{G}(Z, -C_Z) \).
Lemma B.2 Let $M_t$ ($M_s$) be the set of eligible portfolios at time $t$ ($s$) (a closed linear subspace of $L^p_t$ ($L^s_s$)). Let $R_{t,s}$ be a c.u.c. convex stepped risk measure from $t$ to $s$ and $R_t$ be a c.u.c. risk measure at time $s$. Then, $A_{t,s} + A_s$ is closed.

Proof By lemma 3.6(i) in [17], $A_{t,s} + A_s = \{X \in L^p : 0 \in \bigcup_{Z \in R_t(X)} R_{t,s}(-Z)\}$. Indeed,

$$X \in A_{t,s} + A_s \iff -R_t(X) \cap A_s \neq \emptyset \iff \exists Z \in R_t(X) \text{ s.t. } -Z \in A_s \text{ (i.e. } 0 \in R_t(-Z) = R_{t,s}(-Z))$$

$$\iff 0 \in \bigcup_{Z \in R_t(X)} R_{t,s}(-Z).$$

Let $\hat{R}_t(X) := \bigcup_{Z \in R_t(X)} R_{t,s}(-Z)$ then $A_{t,s} + A_s = \hat{R}_t^{-1}(M_{t,-})$. By proposition B.1, $\hat{R}_t$ is c.u.c., and thus $\hat{R}_t^{-1}(M_{t,-})$ is closed.

Remark B.3 Let $R_t$ be a conditional risk measure at time $t$ and $R_{t,s} := R_t|_{M_t}$ be the stepped risk measure from $t$ to $s$ associated with $R_t$. If $R_t$ is c.u.c. then, trivially, $R_{t,s}$ is c.u.c.

Moreover, when applying lemma 3.1 to the proof of theorem 3.2 and corollary 3.3 we need not only the sum of closed convex acceptance sets to be closed, but also to be a (closed) convex acceptance set itself. This is given in the following lemma.

Lemma B.4 Let $(A_t)_{t \geq 0}$ be a sequence of closed convex normalized acceptance sets. Assume $A_{t+1} + A_{t+1} \subseteq A_t$ then $A_{t+1} + A_{t+1}$ is a convex acceptance set at time $t$. Furthermore, if $(A_t)_{t=0}^\infty$ is c.u.c., then $A_{t+1} + A_{t+1}$ is closed.

Proof Let us check the properties of acceptance sets (see definition 2.2).

1. $A_{t+1} + A_{t+1} \subseteq L^p$ trivially.
2. $M_t \cap (A_{t+1} + A_{t+1}) \supseteq M_t \cap M_{t+1} \cap A_t \neq \emptyset$ since $0 \in A_{t+1}$ (by $A_{t+1}$ closed and normalized), $M_t \cap A_t \neq \emptyset$, and $M_t \cap M_{t+1} = M_t$.
3. $M_t \cap (L^p \setminus \{A_{t+1} + A_{t+1}\}) \supseteq M_t \cap (L^p \setminus A_t) \neq \emptyset$ by $A_{t+1} + A_{t+1} \subseteq A_t$.
4. $A_{t+1} + A_{t+1} + L^p \subseteq A_{t,t+1}$ trivially.

$A_{t+1} + A_{t+1}$ is convex since both $A_{t+1}$ and $A_{t+1}$ are convex. $A_{t+1} + A_{t+1}$ is closed by lemma B.2 if $(A_t)_{t=0}^\infty$ is c.u.c.

We will finish this section by considering a class of risk measures which are point plus cone and show that these risk measures will be c.u.c. under $p = +\infty$ and the weak* topology.

Proposition B.5 Consider the full eligible space $M_t = L^\infty_t$ and let $p = +\infty$ and $R_t(X) := \rho_t(X) + L^\infty_t$. for some vector $\rho_t$ of scalar conditional risk measures, i.e. $\rho_t(X) := ((\rho_t)_1(X_1), \ldots, (\rho_t)_d(X_d))^T$. If $\rho_t$ is (componentwise) lower semicontinuous and convex then $R_t$ is c.u.c.

Proof Recall from the scalar literature that $\rho_t(X) \in L^\infty_t$ for any $X \in L^\infty_t$. Consider any set $D \in \mathcal{G}(L^\infty_t; L^\infty_{t+1})$. It follows that

$$R_t^{-1}(D) = \{X \in L^\infty_t : R_t(X) \cap D \neq \emptyset\} = \{X \in L^\infty_t : \exists \tilde{d} \in D, \rho_t(X) \leq \tilde{d}\}$$

$$= \{X \in L^\infty_t : \exists \tilde{d} \in D, \rho_t(X) = \tilde{d} \text{ p.a.s.}\} = \{X \in L^\infty_t : \rho_t(X) \in D\} = \rho_t^{-1}(D).$$

Therefore we wish to show that $\rho_t^{-1}(D)$ is weak* closed. From $\rho_t$ convex, it immediately follows that $\rho_t^{-1}(D)$ is convex, therefore $\rho_t^{-1}(D)$ is weak* closed if and only if $\rho_t^{-1}(D) \cap \{Z \in L^\infty : \|Z\|_\infty \leq k\}$ is closed in probability for every $k$ by [34] proposition 5.5.1. Pick any $k \geq 0$ and consider

$$(Z_n)_{n \in \mathbb{N}} \subseteq \rho_t^{-1}(D) \cap \{Z \in L^\infty : \|Z\|_\infty \leq k\}$$

with $Z_n \to \hat{Z}$ in probability (and thus $\hat{Z} \in \{Z \in L^\infty : \|Z\|_\infty \leq k\}$). Note that convergence in probability implies there exists a subsequence which converges almost surely, we will denote this subsequence by $(Z_{n_m})_{m \in \mathbb{N}} \to \hat{Z}$. For any sequence of random vectors $(Y_n) \subseteq L^\infty$, define

$$\inf_{m \geq n} \rho_t(Y_n) = \inf_{m \geq n}(\rho_t)_1((Y_n)_1)$$

$$\vdots$$

$$\inf_{m \geq n}(\rho_t)_d((Y_n)_d).$$
Since $D$ is a lower set and $\inf_{m \geq m_0} \rho_i(Z_m) \leq \rho_i(Z_{m_0})$ (and $\rho_i(Z_{m_0}) \in D$) for any $m \geq 0$, then it follows that $\inf_{m \geq m_0} \rho_i(Z_m) \in D$ for any $m \geq 0$. Note that $\| \inf_{m \geq m_0} \rho_i(Z_m) \|_\infty \leq \max(\|\rho_i(0)\|_\infty, |\rho_i(0) - k|_\infty) =: \hat{k}$ by $\|Z_m\|_\infty \leq k$ for every $m \geq 0$. Since $D \cap \{ u \in L^\infty_\infty : \|u\|_\infty \leq \hat{k}\}$ is closed in probability (by [34, proposition 5.51]) it must contain all almost sure limit points, therefore we have that $\lim_{m \to \infty} \rho_i(Z_m) \in D \cap \{ u \in L^\infty_\infty : \|u\|_\infty \leq \hat{k}\}$.

Finally from componentwise lower semicontinuity we have $\liminf_{m \to \infty} \rho_i(Z_m) \geq \rho_i(Z)$, therefore by $D$ a lower set it follows that $\rho_i(Z) \in D$, i.e. $Z \in \hat{\rho}_i^{-1}(D)$.

\[\square\]

C Stepped risk measures

In this section, we consider the dual representation of closed convex and coherent stepped risk measures $R_{t,s} : M_t \to \mathcal{P}(M_t; M_{t+})$. This is used in sections 3 and 4 as the stepped penalty functions and stepped sets of dual variables play a role when discussing equivalent characterizations of multiporfolio time consistency. For the dual representation we will use set-valued duality defined in [25] analogously as for conditional risk measures in section 4 of [17].

Given a risk measure $R_t : L^p \to \mathcal{P}(M_t; M_{t+})$, a stepped risk measure is the restriction of $R_t$ to $M_t$, i.e. $R_{t,s} = R_t|_{M_t}$. The primal representation can immediately be seen, that is $R_{t,s}(X) := \{ u \in M_t : X + u \in A_{t,s} \}$ for $X \in M_t$. Therefore, if $R_t$ is closed convex (coherent) then $R_{t,s}$ is closed convex (coherent). Furthermore, if $R_t$ is $L^p$-monotone, then $R_{t,s}$ is $M_{s+}$-monotone.

Lemma C.1 Let $R_t$ be a closed convex risk measure. The set of dual variables for $R_{t,s} : M_t \to \mathcal{P}(M_t; M_{t+})$ with $t < s$ is given by

$$\mathcal{W}_{t,s} = \left\{ (Q, w) \in \mathcal{M} \times \left( M^+_{t,s} \setminus M^+_{t} \right) : w^Q(Q, w) \in M^+_{t,s}, Q = \mathbb{E}[\omega] \right\}$$

Proof By logic of proposition 4.4 in [17] the set of (classical) stepped dual variables are given by $\{(Y, v) : Y \in M^+_{t+s}, v \in \mathbb{E} [ X^T | \mathcal{F}_t ] + M^+_{t,s} \}$. Then it remains to show that for any dual pair $(Y, v)$ there exists a $(Q, w) \in \mathcal{W}_{t,s}$ such that $F^t_{(Y,v)}[X] = F^t_{(Q,w)}[X]$ for any $X \in M_t$, and vice versa, where $F^t_{(Y,v)}[X] := \{ u \in M_t : \mathbb{E}[X^T Y] \leq \mathbb{E}[v^T U] \}$.

1. Let $(Q, w) \in \mathcal{W}_{t,s}$. Then, we will show that there exists a dual pair

$$(Y, v) \in \{(Y, v) : Y \in M^+_{t+s}, v \in \mathbb{E}[X | \mathcal{F}_t] + M^+_{t,s} \}$$

such that $F^t_{(Y,v)}[X] = F^t_{(Q,w)}[X]$ for any $X \in M_t$. Let $Y = w^Q(Q, w) \in M^+_{t,s}$ (by remark [C.2] and lemma [A.1] (i)), thus $\mathbb{E}[X^T Y] = \mathbb{E}[w^Q(Q, w)^T X] = \mathbb{E}[w^T \mathbb{E}^Q[X | \mathcal{F}_t]]$ and $\mathbb{E}[Y | \mathcal{F}_t] = w$. From $w \in M^+_{t,s} \setminus M^+_{t}$ we can rewrite $w = w_{M^+_{t,s}} + w_{M^+_{t}}$. Then $v = w_{M^+_{t,s}} = w - w_{M^+_{t}} \in \mathbb{E}[X | \mathcal{F}_t] + M^+_{t,s}$. Finally, $w \not\in M^+_{t,s}$ implies $v \not\in M^+_{t,s}$, and $\mathbb{E}[w^T U] = \mathbb{E}[v^T U]$ for every $u \in M_t$ since $w \in v + M^+_{t,s}$.

2. Let $Y \in M^+_{t+s}$ and $v \in \mathbb{E}[X | \mathcal{F}_t] + M^+_{t,s}$. We want to show there exists a $(Q, w) \in \mathcal{W}_{t,s}$ such that $F^t_{(Y,v)}[X] = F^t_{(Q,w)}[X]$ for any $X \in M_t$. First we will let $w \in \mathbb{E}[Y + M^+_{t} \cap L^2_{t+s} \setminus \mathcal{F}_t]$ (which is nonempty), i.e., $w = \mathbb{E}[Y + m^+_{t} \setminus \mathcal{F}_t]$ for some $m^+ \in M^+_{t}$ and $Y + m^+ \in L^2_{t+s}$. Then it can easily be seen that $w \in v + M^+_{t,s}$ for $v \in \mathbb{E}[Y | \mathcal{F}_t + M^+_{t,s}] \setminus M^+_{t,s}$. Thus $w \in M^+_{t+s} + M^+_{t,s}$ and with $v \not\in M^+_{t,s}$ this implies $w \not\in M^+_{t+s}$. From $w \in v + M^+_{t,s}$ it follows that $\mathbb{E}[w^T U] = \mathbb{E}[v^T U]$ for every $u \in M_t$.

Additionally, choose $Q \in \mathcal{M}$ such that $\frac{d\rho_t}{d\rho_t} = \tilde{\rho}_{t,s}(Q)$ where

$$\tilde{\rho}_{t,s}(Q) = \begin{cases} \mathbb{E}[Y_1 + m^+_{t} \setminus \mathcal{F}_t](\omega) & \text{if } \mathbb{E}[Y_1 + m^+_{t} \setminus \mathcal{F}_t](\omega) > 0 \\ 1 & \text{else} \end{cases}$$

for any $0 \leq r \leq s$ and almost every $\omega \in \Omega$. Define the measure $Q' \in \mathcal{M}$ by its density $\frac{d\rho_t}{d\rho_t} = \tilde{\rho}_{t,s}(Q')$. Then $w^Q(Q, w) = w^Q(Q, w) = Y + m^+ \in M^+_{t+s} + M^+_{t,s} \subseteq M^+_{t+s}$. Therefore, $\mathbb{E}[w^T \mathbb{E}^Q[X | \mathcal{F}_t]] = \mathbb{E}[w^Q(Q', w)^T X] = \mathbb{E}[Y^T X]$ for every $X \in M_t$.

\[\square\]
Remark C.2 For any choice of eligible portfolios $M_t$, it follows that $\mathcal{W}_{t,s} \supseteq \mathcal{W}_t$ for any $t < s$.

Remark C.3 If we consider the case when $M_t = L^p_t$ for all times $t$, then an inspection of the proof of lemma 4.5 from [17] shows that $\mathcal{W}_{t,s} = \mathcal{W}_t$.

The lemma below gives a dual representation for closed convex stepped risk measures. In particular, it demonstrates that the minimal stepped penalty function as defined in (3.1) can be used in a dual representation to define a closed convex stepped risk measures.

**Lemma C.4** The dual representation for any closed convex stepped risk measure $R_{t,s} : M_s \to \mathcal{G}(M_t; M_{t,+})$ with $t < s$ is given by

$$R_{t,s}(X) = \bigcap_{(Q,w) \in \mathcal{W}_{t,s}} \left( -\beta_{t,s}^{\min}(Q,w) + \left( \mathbb{E}^Q[-X|\mathcal{F}_t] + G_t(w) \right) \cap M_t \right)$$

for any $X \in M_s$ where

$$-\beta_{t,s}^{\min}(Q,w) = \text{cl} \bigcup_{X \in A_{t,s}} \left( \mathbb{E}^Q[X|\mathcal{F}_t] + G_t(w) \right) \cap M_t.$$

**Proof** This is an adaption of theorem 2.3 to stepped risk measures using lemma C.1. 

We will use the above results to give a dual representation for closed coherent stepped risk measures.

**Corollary C.5** The dual representation for any closed coherent stepped risk measure $R_{t,s} : M_s \to \mathcal{G}(M_t; M_{t,+})$ with $t < s$ is given by

$$R_{t,s}(X) = \bigcap_{(Q,w) \in \mathcal{W}_{t,s}^{\max}} \left( \mathbb{E}^Q[-X|\mathcal{F}_t] + G_t(w) \right) \cap M_t$$

for any $X \in M_s$ where

$$\mathcal{W}_{t,s}^{\max} = \left\{ (Q,w) \in \mathcal{W}_{t,s} : w^*_t(Q,w) \in A_{t,s}^+ \right\}.$$

**Proof** Note that $-\beta_{t,s}^{\min}(Q,w) = \text{cl} \bigcup_{X \in A_{t,s}} \left( \mathbb{E}^Q[X|\mathcal{F}_t] + G_t(w) \right) \cap M_t = G_t(w) \cap M_t$ if and only if for every $X \in A_{t,s}$ we have

$$\mathbb{E}^Q\left[ w^*_t(Q,w)^T X \right] \geq 0,$$

i.e. $w^*_t(Q,w) \in A_{t,s}^+$. Thus, for a $M_{t,+}$-monotone closed coherent stepped risk measure $R_{t,s}$ with $0 \leq t < s \leq T$ it holds that for any $(Q,w) \in \mathcal{W}_{t,s}$

$$-\beta_{t,s}^{\min}(Q,w) = G_t(w) \cap M_t \iff w^*_t(Q,w) \in A_{t,s}^+.$$

An application of lemma C.1 provides the desired result.

Finally, we will use the above duality results to extend corollary 2.4 to the stepped risk measures.

**Corollary C.6** The dual representation for any closed conditionally convex stepped risk measure $R_{t,s} : M_s \to \mathcal{G}(M_t; M_{t,+})$ with $t < s$ is given by

$$R_{t,s}(X) = \bigcap_{(Q,w) \in \mathcal{W}_{t,s}^{\max}} \left( -\alpha_{t,s}^{\min}(Q,w) + \left( \mathbb{E}^Q[-X|\mathcal{F}_t] + \Gamma_t(w) \right) \cap M_t \right)$$

for any $X \in M_s$ where

$$-\alpha_{t,s}^{\min}(Q,w) = \text{cl} \bigcup_{X \in A_{t,s}} \left( \mathbb{E}^Q[X|\mathcal{F}_t] + \Gamma_t(w) \right) \cap M_t.$$

If $R_{t,s}$ is additionally conditionally coherent then

$$R_{t,s}(X) = \bigcap_{(Q,w) \in \mathcal{W}_{t,s}^{\max}} \left( \mathbb{E}^Q[-X|\mathcal{F}_t] + \Gamma_t(w) \right) \cap M_t.$$

**Proof** This is an adaption of corollary 2.4 to stepped risk measures using the results of lemma C.4 and corollary C.5.
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