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Abstract

For an effective application of compressed sensing (CS), which exploits the underlying compressibility of an image, one of the requirements is that the undersampling artifact be incoherent (noise-like) in the sparsifying transform domain. For cardiovascular MRI (CMR), several pseudo-random sampling methods have been proposed that yield a high level of incoherence. In this technical report, we present a collection of five pseudo-random Cartesian sampling methods that can be applied to 2D cine and flow, 3D volumetric cine, and 4D flow imaging. Four out of the five presented methods yield fast computation for on-the-fly generation of the sampling mask, without the need to create and store pre-computed look-up tables. In addition, the sampling distribution is parameterized, providing control over the sampling density. For each sampling method in the report, (i) we briefly describe the methodology, (ii) list default values of the pertinent parameters, and (iii) provide a publicly available MATLAB implementation.
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1 Highlights of the Sampling Methods

This technical report is not a survey or review of various sampling methods for dynamic MRI. Our aim is to summarize five Cartesian sampling methods for dynamic MRI that have been developed at our institute. In this section, we highlight the main features of these sampling methods. Here, the term “sample” refers to a readout line along the \( k_x \) direction. A more detailed technical description of each method is provided in the subsequent sections. A unified MATLAB implementation of these methods can be found here: https://github.com/MihirJoe/cmr-sampling. To start, execute main.m file in MATLAB.

1.1 VISTA Highlights

VISTA stands for Variable density Incoherent SpatioTemporal Acquisition. VISTA performs sampling in the \( k_y-t \) domain.

1. The sampling is based on Fekete points (1).
2. Previous download link: https://github.com/OSU-CMR/VISTA
3. Related publication (2): https://onlinelibrary.wiley.com/doi/abs/10.1002/mrm.25507
4. Applications: 2D dynamic MRI, e.g., cardiac cine and first-pass perfusion.
5. Notes: VISTA is computationally slow, especially for large problems. For clinical real-time cine, it has been replaced with Golden Ratio Offset sampling (discussed below) at our institute.

1.2 GRO Highlights

GRO stands for Golden Ratio Offset sampling. It performs sampling in the \( k_y-t \)-encoding domain.

1. The sampling is based on golden ratio shifts between adjacent frames.
2. Previous download link: https://github.com/OSU-CMR/GRO-CAVA
3. Related publication: Apart from a patent application, this method has not appeared in a peer-reviewed publication (3). A brief description of the method is provided in Section 3. Cite this technical report if you use GRO as a sampling pattern in your work.
4. Applications: 2D dynamic MRI, e.g., cardiac cine, phase-contrast MRI, first-pass perfusion.
5. Notes: GRO is preferred over VISTA due to fast computation speed. Also, GRO supports sampling for phase-contrast MRI, with multiple velocity encoding directions. Due to smaller k-space jumps between subsequent samples, both VISTA and GRO are suitable for steady-state free precession (SSFP) based sequences.

1.3 CAVA Highlights

CAVA stands for CArtesian sampling with Variable density and Adjustable temporal resolution. It performs sampling in the \( k_y-t \)-encoding domain.

1. The sampling is based on golden ratio offset from one sample to the next.
2. Previous download link: https://github.com/OSU-CMR/GRO-CAVA
3. Related publication: https://onlinelibrary.wiley.com/doi/abs/10.1002/mrm.28059
4. Applications: 2D dynamic MRI, e.g., cardiac cine and phase-contrast MRI.
5. Notes: The acquisition based on CAVA allows retrospective adjustment of temporal resolution at the cost of marginally sacrificed uniformity compared to GRO. Due to potentially large k-space jumps, this pattern may not be suitable for SSFP-based sequences (4).

1.4 OPRA Highlights
OPRA stands for Ordered Pseudo RAdial sampling. It performs sampling in the \(k_y-k_z-t\) domain.

1. OPRA pseudo-randomly samples ‘L’-shape leaflets in \(k_y-k_z\). Each subsequent leaflet is then rotated by a golden angle with respect to the previous leaflet.
2. Related publication: This method has not appeared in a peer-reviewed publication. A brief description of the method is provided in Section 3. Cite this technical report if you use OPRA as a sampling pattern in your work.
3. Applications: 3D dynamic MRI, e.g., 3D cine, 3D perfusion, and dynamic MR angiography
4. Notes: Due to smaller k-space jumps between subsequent samples, OPRA is suitable for SSFP-based sequences.

1.5 PR4D Highlights
PR4D stands for Pseudo Radial sampling for 4D flow. It performs sampling in the \(k_y-k_z-t\)-encoding domain.

1. Sampling technique for flow imaging defined in the polar coordinate space.
2. Related publication: [https://onlinelibrary.wiley.com/doi/full/10.1002/mrm.28491](https://onlinelibrary.wiley.com/doi/full/10.1002/mrm.28491)
3. Applications: 3D dynamic MRI, e.g., 3D cine, 3D perfusion, dynamic MR angiography, and 4D flow
4. Notes: Due to potentially larger k-space jumps between subsequent samples, PR4D may not be suitable for SSFP-based sequences.

2 VISTA Description

2.1 Background
For 2D dynamic applications, we have proposed a sampling method called VISTA (2). It offers many advantages over other pseudo-random Cartesian sampling methods, including (i) incorporating variable density, (ii) ensuring that the time-averaged data is fully sampled, and (iii) limiting eddy currents by controlling the extent of jumps (in k-space) from one readout to the next. VISTA is based on minimizing Riesz energy (RE) of the samples on a \(k_y-t\) grid. RE is minimized iteratively, leading to longer computation times.

2.2 Methodology
VISTA is computed by solving the following optimization problem:

\[
\mathbf{v} = \text{argmin}_{\mathbf{v}} \frac{1}{2} \sum_{i=1}^{M} \sum_{j \neq i} \frac{c(\mathbf{v}(i))c(\mathbf{v}(j))}{\|\mathbf{v}(i) - \mathbf{v}(j)\|^\beta_w}, \text{ subject to } \mathbf{v} \in C \text{ with } \beta > 0
\]  \[1\]
where \(\mathbf{v} = [\mathbf{v}(1), \ldots, \mathbf{v}(M)]\), with \(\mathbf{v}(i) = [k_y(i), t(i)]^T\) defining the Cartesian coordinates of the \(i\)th sample on the \(k_y\)-t grid. Here, \(M = n \times F\) is the total number of readouts (samples), with \(n\) being the number of samples per frame and \(F\) being the number of frames. Also, \(C\) represents a user-defined constraint that forces the number of samples in each frame to be the same and \(\|\mathbf{v}(i)\|^2_w = (\mathbf{v}(i)^T \mathbf{W} \mathbf{v}(i))^\frac{1}{2}\), where \(\mathbf{W}\) is a \(2 \times 2\) diagonal matrix with \(W(1,1) = 1\) and \(W(2,2) = w\) defining the relative scaling of the time axis with respect to the \(k_y\) axis. To enforce variable density, \(c(\mathbf{v}(i))\) is defined to be a Gaussian function, i.e.,

\[
c(\mathbf{v}(i)) = c(k_y(i), t(i)) = 1 - \log_{10}(s)e^{-\frac{(k_y(i) - \frac{N}{2} - 1)^2}{2\sigma^2}}
\]  

where \(N\) is the size of the phase-encoding (PE) grid and parameters \(1 \leq s \leq 10\) and \(\sigma > 0\) control the sampling density profile. Note, \(c(\mathbf{v}(i))\) is only a function of \(k_y(i)\) and not \(t(i)\) since sampling density variation over time is not desired. The non-convex cost function in Eq. [1] can be minimized via gradient descent.

To reduce jumps in k-space, which is important for SSFP-based sequences, the PE indices in the odd frames are collected in the ascending order and the PE indices in the even frames are collected in the descending order. An example of VISTA pattern is shown in Figure 1, and the parameters used to create this pattern are reported in Table 1.

| MATLAB          | Variables | Description           | Default Value |
|-----------------|-----------|-----------------------|---------------|
| param_vista.PE  | \(N\)    | Size of PE grid       | 160           |
| param_vista.FR  | \(F\)    | Number of frames      | 64            |
| param_vista.n   | \(n\)    | Number of lines per frame | 12          |
| param_vista.M   | \(M\)    | Total number of samples | \(n \times F = 768\) |
| param_vista.s   | \(s\)    | Extent of variable density | 1.6         |
| param_vista.sig | \(\sigma\) | Width of high-density region | \(N/6\)     |
| param_vista.w   | \(w\)    | Time dimension scaling | \(\max \left[ N/(10 \times n) + 0.25, 1 \right] \) |
| param_vista.beta| \(\beta\) | Norm exponent         | 1.4           |

Table 1: Explanation of various parameters in the MATLAB implementation of VISTA.

Figure 1: Left: an example of VISTA sampling based on the parameter values given in Table 1. Here, \(t\) represents frames and \(k_y\) represents PE index. Right: PE index plotted against the order of acquisition for the first 120 samples.
3 GRO Description

3.1 Background

Computation of VISTA is slow, and its clinical application requires pre-computing look-up tables. In response, we recently proposed another sampling method, which, in addition to offering the above-mentioned benefits of VISTA, is computationally efficient and can be extended to multiple velocity encodings (3). The proposed method, called Golden Ratio Offset sampling (GRO), is capable of generating a large number of samples in a fraction of a second, making it suitable for clinical application.

3.2 Methodology

Generating GRO sampling on a $N \times F$ grid, with $N$ being the size of the grid along the PE direction and $F$ being the number of frames, involves following steps:

1. For the first frame, distribute $n$ samples uniformly on a grid of size $N_s \times 1$, with $N_s = \text{round}(N/s)$. Here, $s$ controls the acceleration rate at the center of k-space compared to the overall acceleration rate, with $s > 1$ ensuring that the sampling density is higher at the center of k-space.

2. For the next frame, circularly rotate the sampling pattern in the previous frame by $\tilde{g} N_s$, where $\tilde{g} = 1/(g + \tau - 1)$ with $g = (1 + \sqrt{5})/2$ and $\tau$ being a user-defined positive integer.

3. Repeat Step 2 for all the remaining frames.

4. To create variable density, project all samples from the $N_s \times F$ grid to the larger, final $N \times F$ grid by nonlinear stretching operation, where an $i$th point with PE index, $k_{y,s}(i)$, on the $N_s \times F$ grid is moved to PE index, $k_y(i)$, on the $N \times F$ grid, i.e.,

$$k_y(i) = \left[k_{y,s}(i) - \kappa \text{sign} \left(\frac{N_s}{2} - k_{y,s}(i)\right) \left|\frac{N_s}{2} - k_{y,s}(i)\right|^\alpha + \frac{1}{2}(N - N_s)\right],$$

where $\alpha > 0$ controls the transition from high-density central region to low-density outer region and $\lfloor \cdot \rfloor$ represents the rounding operation for odd values of $N$ and rounding-up operation for even values of $N$. The constant $\kappa$ is selected such samples $k_{y,s}(i) = 1$ and $k_{y,s}(i) = N_s$ are stretched to $k_{y=1}(i)$ and $k_{y}(i) = N$, respectively.

To reduce the size of jumps in k-space, the PE indices in the odd frames are collected in the ascending order and the PE indices in the even frames are collected in the descending order. An example of GRO pattern is shown in Figure 2, and the parameters used to create this pattern are reported in Table 2. By creating multiple patterns, each from a slightly shifted placement of the samples in the first frame (Step 1), GRO can be extended to phase-contrast MRI with $E > 1$ encodings.

4 CAVA Description

4.1 Background

Data with most Cartesian sampling patterns, including VISTA and GRO, are collected with a predetermined temporal resolution, which cannot be changed post-acquisition. In this section, we describe CAVA (5). A distinguishing features of CAVA is that the temporal resolution can be adjusted retrospectively.
| MATLAB      | Variables | Description            | Default Value |
|-------------|-----------|------------------------|---------------|
| param_gro.PE | N         | Size of PE grid        | 160           |
| param_gro.FR | F         | Number of frames       | 64            |
| param_gro.n  | n         | Number of lines per frame | 12            |
| param_gro.M  | M         | Total number of samples | $n \times F = 768$ |
| param_gro.E  | E         | Number of encodings    | 1             |
| param_gro.s  | s         | Extent of variable density | 2.2          |
| param_gro.alph | $\alpha$ | Width of high-density region | 3            |
| param_gro.tau | $\tau$   | Golden angle or tiny golden angle | 1            |

Table 2: Explanation of various parameters in the MATLAB implementation of GRO.

Figure 2: Left: an example of GRO sampling based on the parameter values given in Table 2. Here, $t$ represents frames and $k_y$ represents phase encoding index. Right: PE index plotted against the order of acquisition for the first 120 samples.

4.2 Methodology

The first step in generating CAVA pattern on a $N \times F$ grid is creating a pseudo-random sequence of $M$ indices on a smaller grid of size $N_s = \text{round}(N/s)$. Here, $s$ controls the acceleration rate at the center of k-space compared to the overall acceleration rate, with $s > 1$ ensuring that the sampling density is higher at the center of k-space.

Starting with a randomly selected PE index, $k_{y,s}(1)$, the PE indices are advanced sequentially by $\tilde{g}N_s$, where $\tilde{g} = 1/(g + \tau - 1)$ with $g = (1 + \sqrt{5})/2$ and $\tau$ being a user-defined positive integer, yielding

$$k_{y,s}(i + 1) = \langle k_{y,s}(i) + \tilde{g}N_s \rangle_{N_s}.$$ \[4\]

Here, $k_{y,s}(i)$ is the PE index of the $i$th sample on the grid that has size $N_s$, and $\langle \cdot \rangle_{N_s}$ is the modulo operator with respect to $N_s$. To create variable density, the samples, $k_{y,s}(i)$, are stretched non-linearly and mapped to a larger grid of size $N$, yielding,

$$k_y(i) = \left[ k_{y,s}(i) - \kappa \text{sign} \left( \frac{N_s}{2} - k_{y,s}(i) \right) \left| \frac{N_s}{2} - k_{y,s}(i) \right|^\alpha + \frac{1}{2}(N - N_s) \right],$$ \[5\]

where $\alpha > 0$ controls the transition from high-density central region to low-density outer region, and $\lceil \cdot \rceil$ represents the rounding operation for odd values of $N$ and rounding-up operation for even
values of \( N \). The constant \( \kappa \) is selected such that samples \( k_{y,s}(i) = 1 \) and \( k_{y,s}(i) = N_s \) are stretched to \( k_{y,1}(i) \) and \( k_y(i) = N \), respectively.

Due to the golden ratio jumps in k-space, CAVA sampling patterns can be re-binned to generate different temporal resolutions without sacrificing sampling uniformity within each frame. By creating multiple CAVA patterns, each from a slightly different starting point \( (k_{y,s}(1)) \), this sampling pattern can be extended to phase-contrast MRI with \( E > 1 \) encodings. An example of CAVA pattern is shown in Figure 3, and the parameters used to create this pattern are given in Table 3.

| MATLAB Variables | Description | Default Value |
|------------------|-------------|---------------|
| param_cava.PE    | Size of PE grid | 120           |
| param_cava.FR    | *Nominal number of frames | 48           |
| param_cava.n     | *Nominal number of lines per frame | 6           |
| param_cava.M     | Total number of samples/encoding \( n \times F = 288 \) |               |
| param_cava.E     | Number of encodings | 2           |
| param_cava.s     | Extent of variable density | 2.2           |
| param_cava.alph  | Width of high-density region | 3           |
| param_cava.tau   | Golden angle or tiny golden angle | 1           |

Table 3: Explanation of various parameters in the MATLAB implementation of CAVA. *The number of lines per frame (temporal resolution) and the number of frames can be changed retrospectively.

Figure 3: Left: an example of CAVA sampling based on the parameter values given in Table 3. Here, \( t \) represents frames and \( k_y \) represents PE index. Right: PE index plotted against the order of acquisition for the first 120 samples from the first encoding.

5 OPRA Description

5.1 Background

The idea behind OPRA is to sequentially sample the \( k_y-k_z \) grid such that the samples are evenly distributed across the entire 2D grid for any time window. This repeated coverage of \( k_y-k_z \) allows the data to be retrospectively binned into cardiac and respiratory bins. To avoid large jumps in k-space, the samples of OPRA are restricted to reside on “L”-shaped leaflets.
5.2 Methodology

To sequentially sample $k_y$-$k_z$ grid of size $N_y \times N_z$, we first place $L$ samples on an L-shaped leaflet, with elbow at $k_y = k_z = 0$. To achieve variable density, the samples are more closely spaced near the center of the k-space. To cover the entire $k_y$-$k_z$ grid, the leaflets are rotated using golden angle, $\pi/g$, where $g = (1 + \sqrt{5})/2$. The location of the samples on the leaflet is radially shifted, by another irrational number $g_s$, from one leaflet to the next to make sure that the resulting pattern stays incoherent. Here we describe how to place $L$ samples on a leaflet.

Let $\tilde{\theta}(l,j)$ defines the angle (orientation) of the $j^{th}$ sample on the $l^{th}$ leaflet,

$$
\tilde{\theta}(l,j) = \begin{cases} 
(l-1)\pi/g & j = 1, 2, \ldots, \tilde{L} \\
(l\pi/g - \phi)/2\pi & j = \tilde{L} + 1, \ldots, L 
\end{cases}
$$

where $l = 1, 2, \ldots, M/L$ represents leaflets, $\tilde{L} = L/2$, and $\phi$ determines the size of k-space jump from the end of one leaflet to the next.

For $N_y \neq N_z$, we apply the following correction to ensure that the distribution is angularly uniform

$$
\theta(l,j) = \tan^{-1} \left[ \frac{(N_z/N_y)^{\gamma+1} \sin(\tilde{\theta}(l,j))}{\cos(\tilde{\theta}(l,j))} \right] \quad [6]
$$

The maximum radii, $R(l,j)$, for the two halves of $l^{th}$ leaflet are defined as

$$
R(l,j) = \frac{N_y N_z}{\sqrt{(N_y \sin(\theta(l,j)))^2 + (N_z \cos(\theta(l,j)))^2}} \quad [7]
$$

The radius of the $j^{th}$ sample on this leaflet is calculated by

$$
\tilde{r}(l,j) = R(l,j) - (j-1)R(l,j)/\tilde{L} - ((l-1)g_s)_1 R(l,j)/\tilde{L}, \quad j = 1, 2, \ldots, L \quad [8]
$$

The variable density is created by non-linear scaling of the radius, i.e.,

$$
r(l,j) = \tilde{r}^s(l,j) \quad [9]
$$

Finally, polar coordinates ($\theta(l,j)$ and $r(l,j)$) are converted to Cartesian coordinates ($k_y(i)$ and $k_z(i)$) to get the final sampling pattern, where $i = (l-1)L + j$. An example of OPRA pattern is shown in Figure 4, and the parameters used to create this pattern are reported in Table 4.

6 PR4D Description

6.1 Background

PR4D samples the $k_y$-$k_z$-encoding grid of size $N_y \times N_z \times E$. In contrast to OPRA, PR4D does not restrict the samples to reside on leaflets. As a result, PR4D provides more even coverage at the cost of large k-space jumps.
MATLAB Variables | Description | Default Value
--- | --- | ---
`param_opra.PE` $(N_y, N_z)$ | Matrix size | (96, 60)
`param_opra.FR` $F$ | *Nominal number of frames | 80
`param_opra.n` $n$ | *Nominal number of lines per frame | 30
`param_opra.L` $L$ | Number of samples in a leaflet | 10
`param_opra.M` $M$ | Total number of samples | $n \times F = 2400$
`param_opra.s` $s$ | Extent of variable density | 3
`param_opra.ar` $\gamma$ | Aspect ratio of the high-density region | 0
`param_opra.gs` $g_s$ | An irrational number | $\sqrt{6}$
`param_opra.phi` $\phi$ | Angular jump among leaflets | $\pi/12$

Table 4: Explanation of various parameters in the MATLAB implementation of OPRA. *The number of lines per frame (temporal resolution) and the number of frames can be changed retrospectively.

![Figure 4: An example of OPRA sampling for 3D imaging. From left to right: first 30 samples (three leaflets), 31 – 60 samples, 61 – 90 samples, all 2400 samples superimposed, and the binary mask corresponding to the 2400 samples.](image)

6.2 Methodology

PR4D sampling is defined in a polar coordinate system, where radius and angle are advanced using two different irrational numbers. The angle for the $i^{th}$ sample and the $e^{th}$ encoding is defined as

$$\tilde{\theta}(i, e) = \left\langle 2\pi g_s \left( i + \frac{e - 1}{E} \right) \right\rangle_{2\pi}. \tag{10}$$

Here, $i = 1, 2, \ldots, M$ refers to the sample acquisition order with in each encoding, $e = 1, 2, \ldots, E$ refers to the velocity encoding index, and $g_s = (\sqrt{35})_1$. To adjust the orientation of the high density region, we apply the following correction

$$\theta(i, e) = \tan^{-1} \left[ \frac{(N_z/N_y)^{\gamma} \sin \left( \tilde{\theta}(i, e) \right)}{\cos \left( \tilde{\theta}(i, e) \right)} \right]. \tag{11}$$

Starting from $r(1, \cdot) = 0$, the radial indices are changed based on a second irrational number, $2 - g$, where $g = (1 + \sqrt{5})/2$, which gives

$$r(i + 1, e) = [(r(i, e) + R(2 - g))]^8. \tag{12}$$
where \( R = \left\lfloor (\max(N_y, N_z) - 1)/2 \right\rfloor \) represents a maximum allowed radius, with \( \lfloor \cdot \rfloor \) denoting the rounding-down operation. The nonlinear scaling \([\cdot]^s\) in Eq. [12] promotes variable density. Note, \( \theta \) is chosen to be a function of \( e \), whereas \( r \) is not. Finally, the radius is normalized and the polar coordinates \((\theta(i,e) \text{ and } r(i,e))\) are converted to Cartesian coordinates \((k_y(i,e) \text{ and } k_z(i,e))\) to get the final sampling pattern. An example of PR4D pattern is shown in Figure 5, and the parameters used to create this pattern are reported in Table 5.

| MATLAB        | Variables       | Description                     | Default Value |
|---------------|-----------------|---------------------------------|---------------|
| param_pr4d.PE | \((N_y, N_z)\)  | Matrix size                     | (96, 60)      |
| param_pr4d.FR | \(F\)           | *Nominal number of frames       | 80            |
| param_pr4d.n  | \(n\)           | *Nominal number of lines per frame | 30           |
| param_pr4d.M  | \(M\)           | Total number of samples         | \(n \times F = 2400\) |
| param_pr4d.E  | \(E\)           | Number of encodings             | 4             |
| param_pr4d.s  | \(s\)           | Extent of variable density      | 3             |
| param_pr4d.ar | \(\gamma\)      | Aspect ratio of the high-density region | 0         |
| param_pr4d.gs | \(g_s\)         | An irrational number            | \(\sqrt[3]{35}\) |

Table 5: Explanation of various parameters in the MATLAB implementation of PR4D. *The number of lines per frame (temporal resolution) and the number of frames can be changed retrospectively.
Figure 5: An example of PR4D sampling for 4D flow imaging. From left to right: first 30 samples, 31–60 samples, 61–90 samples, all 2400 samples superimposed, and the binary mask corresponding to the 2400 samples. The four velocity encodings are shown across rows.
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