A New Numerical Nuclear Reactor Neutronics Code SHARK
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In order to establish the next-generation reactor physics calculation method based on the numerical nuclear reactor technology and realize high-fidelity modeling and calculation, a new numerical nuclear reactor neutronics code SHARK is developed. The code is based on the direct transport method with construct solid geometry (CSG) method, advanced subgroup resonance method, direct transport MOC method in rectangle and hexagonal geometry, large-scale parallel, and CMFD acceleration method. The C5G7, macro BEAVRS and VERA benchmarks are verified to show the accuracy of the code and method. Numerical results show good accuracy and calculation performance of SHARK, and the direct transport method can be adopted on numerical nuclear reactor calculation.
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1 INTRODUCTION

Numerical nuclear reactor is based on the multi-physics coupling calculation with accurate theory and physical model from first principles. In this way, the approximation from experience and artificial adjustment is eliminated to the maximum extent. With the high-performance computing platform, high-fidelity and high-distinguishability numerical calculation for nuclear reactor is conducted to decrease the conservatism of safety analysis (Casl, 2010; CASL Project Summary Slides, 2011). In numerical nuclear reactor physics calculation, the direct transport method avoids the spatial and energy group homogenization in the traditional two-step method. Besides, the resolution can be improved to the level of flat source region, and micro-phenomenon can be simulated.

The research of the direct transport method has become a hotspot in numerical nuclear reactor physics calculation. Several direct transport codes have been developed for numerical nuclear reactor physics calculation, including MPACT (Kelley and Larsen, 2013), nTRACER(Jung, 2013), DeCART(Hursin, 2010), STREAM (Choi et al., 2019), NECP-X (Chen et al., 2018), and PANX (Zhang et al., 2017a; Zhang et al., 2017b). PWR whole-core multi-physics coupling direct calculation has been conducted, and numerical results show good accuracy. However, most numerical nuclear reactor technologies are focused on the large-scale pressured water reactor. The direct transport method needs to be improved for further application on advanced nuclear reactors in the future.

In this paper, a new numerical nuclear reactor neutronics code SHARK (Zhao et al., 2021a; Zhao et al., 2021b) is developed, which is the initial abbreviation of the Simulation-based High-fidelity Advanced Reactor physics Kit. The traditional technical route is applied in the SHARK code, including geometry modeling, resonance method, and transport method. A significant objective of the code design lies in the calculation ability for advanced numerical nuclear reactor with complex geometry. Therefore, geometry adaptability is one of the most important characteristics for SHARK. The detailed description of framework and methods in each module will be introduced.
2 FRAMEWORK OF SIMULATION-BASED HIGH-FIDELITY ADVANCED REACTOR PHYSICS KIT

The numerical nuclear reactor neutronics code SHARK has four modules, including utilities, geometry, calculation, and UI. The overall framework and detailed modules of SHARK are shown in Figure 1.

In the utilities module, basic programming kits are provided, such as the math library, time function, and parallel parameters. In the geometry module, the reactor geometry model is built by surface, cell, universe, and lattice. Two-dimensional directional rays are generated in each layer. It supports rectangle and hexagonal ray tracing. The calculation module is the kernel of SHARK and includes several calculation sub-modules, including library, resonance, transport, transient, thermal-hydraulics, mechanics/chemistry multi-physics coupling, and burnup. Up to now, library, resonance, and transport have already been realized in SHARK. Other sub-modules will be developed in the future. In the UI module, user input and visual output are executed with Python programming language for expanding the visualization ability. As for programming, C++/Python hybrid programming is adopted to combine the data processing for Python and the numerical calculation for C++. Besides, object-oriented programming improves the readability, modularization, and reusability.

3 GEOMETRY MODELING

In the initial design of SHARK, two significant objectives are the accurate geometry modeling and calculation abilities for advanced numerical reactor with complex geometry. In SHARK, the constructive solid geometry (CSG) (Cao et al., 2019) method is adopted. The geometry model is built with objects by regular Boolean operation in the CSG method. In the geometry modeling procedure, several typical objects need to be predefined, including surface, cell, universe, and lattice. In this way, the geometry modeling ability can be extended to arbitrary geometry theoretically with complicated CSG objects. In the UI module, the geometry modeling can be visually displayed to verify the modeling correction. Complicated geometry modeling of hexagonal assembly and plate-type assembly has already been realized in SHARK. The geometry modeling of the plate-type assembly and the JRR-3 reactor (Iwasaki et al., 1985; Liu et al., 2015) are shown in the Figure 2.

4 RAY TRACING

SHARK is a MOC-based numerical nuclear reactor neutronics code, and ray tracing is an important section in the code design. Assembly module ray tracing method (Hong and Cho, 1998) is applied in ray tracing to save the memory cost. Up to now, rectangle and hexagon modular ray tracing has been developed in SHARK with the established method (Cho et al., 2008; Chen et al., 2018). In the future, the long characteristic method (Suslov, 2001) will be added for complicated geometry cases without regular assembly structure.

5 LIBRARY AND RESONANCE METHOD

5.1 Library

The multi-group cross-section library in SHARK is processed by NJOY (Muir et al., 2016) based on ENDF/B-VI.8. The 45-group energy group structure is applied in SHARK, which has been verified in the HELIOS method (HELIOS Methods, 2001). A new library based on the ENDF/B-VII.0 will be processed and researched in the future.

5.2 The subgroup resonance method

The subgroup method based on the equivalent cross-section interpolation table (Cullen, 1977; Wemple et al., 2008) is applied in resonance calculation. The diagram of the subgroup method is shown in Figure 3.

In the resonance region, according to the subgroup method, the cross section can be calculated in the form of the subgroup, shown as Eq. 1.
\[ \sigma_{x,ng} = \sum_{n=1}^{N_g} w_{x,ng} \sigma_{x,ng} \phi_{ng} \]  

(1)

where, \( n_g \) is the \( n \) subgroup in the resonance energy group \( g \). \( N_g \) is the number of subgroups in energy group \( g \). \( w_{x,ng}, \sigma_{x,ng}, \phi_{ng} \) are the weight, cross-section, and flux of the subgroup \( n_g \).

In the equation, \( w_{x,ng} \) and \( \sigma_{x,ng} \) are subgroup parameters and have little dependency with specific questions. Subgroup parameters can be obtained by the least square fit method from effective resonance integral table, shown as Eq. 2. As for the subgroup flux, it can be calculated by the subgroup fixed source equation, which costs a large sum of calculation amount. Therefore, the subgroup flux is obtained approximately by intermediate resonance (IR) flux result, shown as Eq. 3. The background cross section \( \sigma_{b,n} \) is obtained by equivalent cross-section interpolation table. Finally, the cross section can be rewritten and calculated in the form of Eq. 4. Besides, the Bondarenko-iteration method is adopted to deal with multi-nuclide resonance interface effect.

\[ RI_x = \sum_n \frac{w_{x,n} \sigma_{x,n}}{\sigma_{a,n} + \sigma_{b,n}} \]  

(2)

\[ \phi_n \approx \frac{\sigma_{b,n}}{\sigma_{a,n} + \sigma_{b,n}} \]  

(3)

\[ \sigma_x \approx \frac{\sum_n w_{x,n} \sigma_{x,n} \sigma_{b,n}}{\sum_n w_{x,n} \sigma_{x,n} \sigma_{b,n} + \sigma_{b,n}} \]  

(4)

where \( RI_x \) is the effective resonance integral table for reaction \( x \).

### 6 DIRECT TRANSPORT METHOD

#### 6.1 2D/1D and quasi-3D methods

As for the direct transport method, two options are provided in SHARK, including the 2D/1D method and the quasi-3D method. The 2D/1D method has the efficiency and memory cost advantages on most cases such as the C5G7 benchmark and large-scale PWR cases. However, the 2D/1D method will suffer instability issues considering the negative sources introduced by traverse leakage terms (Stimpson et al., 2013; Zhao et al., 2018). Axial difference relationship is introduced in the quasi-3D method and negative sources can be avoided in the two-dimensional MOC calculation. Therefore, the quasi-3D method has better stability performance in theory with poor efficiency. Besides, no isotropic approximation is introduced in the equation derivation of the quasi-3D method. The quasi-3D method has better calculation accuracy in the strong anisotropic cases, such as the KUCA benchmark. The detailed analysis and comparison of these two methods can be found in previous work (Zhao et al., 2021b).
6.2 odCMFD acceleration method
Coarse-mesh finite difference (CMFD) method (Zhu et al., 2016; Li et al., 2020) has already become an established method in the high-order calculation, especially in the direct transport method. Several advanced CMFD acceleration methods, such as odCMFD (Zhu et al., 2016) and lpCMFD (Li et al., 2020), have been proposed these years. These methods have little variations on the basic theory of the CMFD method. Current diffusion and correction coefficients are introduced with the high-order results of net currents and fluxes. The diagram of CMFD acceleration in SHARK is shown in Figure 4. The MOC-based transport calculation is conducted to provide radial, axial net currents, and fine-mesh fluxes. In the CMFD module, pin-homogenized fluxes, cross-sections, and coefficients need to be prepared before eigenvalue calculation. Eigenvalue and fine-mesh fluxes are updated by CMFD results. In this way, the convergence of eigenvalue iteration can be accelerated.

However, the traditional CMFD method suffers the poor stability issue. In SHARK, the odCMFD (Zhu et al., 2016) method is applied. In the theory of odCMFD, an additive component is added in the diffusion coefficient calculation, shown as Eq. 5.

\[
D_{g,i} = \frac{1}{3 \Sigma_{tr,g,i}} + \theta_{od} \Delta_i
\]

where, \(D_{g,i}\) is the diffusion coefficient on cell \(i\) and group \(g\), \(\Sigma_{tr,g,i}\) is the total cross section, \(\Delta_i\) is the width of cell \(i\), \(\theta_{od}\) is the additive component, which needs to be 0–0.25. According to the research of the odCMFD method, \(\theta_{od}\) is set to be 0.25 to have the best stability performance in SHARK.

6.3 Spatial parallel method
Advanced parallel algorithm is applied in the spatial domain-decomposition method in SHARK. Memory cost can be divided and decomposed before calculation. Ray sweeping happens on the certain domain for each CPU, and the communication only happens on the inner boundary for each domain. In this way, memory cost can be decreased for each node, and the large-scale calculation can be realized. Furthermore, non-blocking strategy is applied for communication, which improves parallel efficiency. The diagram of domain decomposition in SHARK is shown in Figure 5.

7 NUMERICAL RESULTS
7.1 The macro benchmark
7.1.1 Hexagonal assembly case
To validate the hexagonal calculation ability, a hexagonal assembly seven-group case is designed, as is shown in the

FIGURE 4 | The diagram of the coarse-mesh finite difference (CMFD) acceleration in SHARK.
Figure 6. Ten rings are arranged, including three MOX-8.7% rings, MOX-7% ring, MOX-4.3% ring, control rod ring, 3 UO₂ fuel rings, and fission chamber from outside to inside. The assembly box can be explicitly modeled. The pitch of the hexagonal pin cell is 0.91 cm. Radii of the inner and outer fuel pellets are 0.33 and 0.39 cm. Thicknesses of the assembly box and assembly gap are 0.26 and 0.22 cm separately. The multi-group cross-sections are from the C5G7 benchmark (OECD, 2005).
Reference result is from the Monte Carlo code OpenMC (Romano and Forget, 2013). Three billion active particles are used (3,000 generations consisting of 1,000,000 neutrons per generation, of which 100 generations are skipped). The standard deviation of the Monte Carlo result is 1 pcm. As for SHARK, 32 flat source regions are divided in the fuel rod pin cell. Sixty azimuthal angles, six polar angles, Yamamoto quadrature set, and 0.03-cm ray spacing are adopted. Eigenvalue and fission rate distribution results are shown in the Table 1. The pin-cell fission rate distribution results are shown in the Figure 7. As is shown in the table, the eigenvalue difference is 54 pcm, and the maximum pin-cell fission rate difference is 0.2%. These results show the good accuracy of the hexagonal calculation ability in SHARK.

7.1.2 Pin-cell geometry cases
The pin-cell geometry case is the basic calculation target for SHARK. The KUCA benchmark, C5G7 benchmark, and macro BEAVRS benchmark have already been applied in the validation of the transport module (Zhao et al., 2021b). Geometry modeling of these three cases is shown in Figure 8.

In the validation of these three cases, the 2D/1D transport method and the quasi-3D method have been compared with numerical results. In the KUCA benchmark and the C5G7 benchmark, the quasi-3D method shows better accuracy because of the strong anisotropic effect in these two cases. In the macro BEAVRS benchmark, the 2D/1D method has efficiency advantage.

Besides, the odCMFD acceleration and spatial parallel method also show good effect on the direct transport calculation. The traditional CMFD method without additive component in the diffusion coefficient has divergence problem in the KUCA and C5G7 benchmark calculation. The odCMFD method solves the issue and improves the stability of the traditional CMFD method. As for the spatial parallel method, 578 cores are adopted for the large-scale parallel calculation in the macro BEAVRS benchmark. The parallel algorithm improves the calculation efficiency, as well as realizing the memory cost decomposition and decreasing the memory cost for each node. The detailed numerical results of the macro benchmarks can be found in previous research (Zhao et al., 2021b).

7.2 The micro benchmark
7.2.1 The VERA-2 lattice benchmark
The VERA benchmark (Godfrey, 2014) is a series of benchmark published in the CASL project. The benchmark is modeled by Watts Bar nuclear plant and includes several cases from two-dimensional pin cell to three-dimensional whole core.

VERA-2 consists of 16 two-dimensional lattice cases in the VERA benchmark. Fuel enrichment, burnup poison, control rod, and gadolinium rod are considered in the VERA-2 benchmark.

Reference results are from the Monte Carlo code KENO using ENDF/B-VI.8. The calculation condition for SHARK is eight azimuthal angles and three polar angles in each octant with Yamamoto optimal quadrature set. The ray spacing is 0.01 cm. The library used in the subgroup method is also generated from ENDF/B-VI.8. Results of the VERA-2 benchmark are shown in Table 2. The average eigenvalue difference is 152 pcm, and the average maximum pin power difference is 1.34%. These results show the good accuracy of the subgroup resonance method in SHARK. As for the 2G and 2H cases, both the eigenvalue and pin power differences are relatively large. It is caused by the complex resonance phenomenon for A1C and B4C control rod absorbers. It needs to be researched in the future.

7.2.2 The VERA-3 assembly benchmark
The VERA-3 assembly benchmark is a 3D single-assembly problem: Case 3A is a 3.1 w/o fuel assembly without burnable absorber at 600 K, and Case 3B is a 2.619 w/o fuel assembly with 16 Pyrex rods at 565 K. In addition to the radial arrangement, the benchmark problem tries to restore the structural details of the fuel assembly in the axial direction, such as end plugs, plenums, springs, nozzles, core plates, and spacer grids. Therefore, the problem provides a full picture of the ability of the software to simulate the heterogeneous effects of PWR assembly in the axial direction.

Two 3D assembly cases are modeled faithfully and accurately with SHARK. The axial active segment is divided into 49 layers, which is exactly consistent with the reference solution. Inflow
transport correction has been applied in calculation of the VERA-3 benchmark. The 2D/1D solver is adopted as the default choice in micro cases considering the better efficiency performance. Compared with the reference results from KENO-VI, the results of the VERA-3 benchmark in SHARK are given in Table 3 and the radial and axial pin power results are shown in Figure 9 and 10. Deviations of eigenvalue results are less than 200 pcm, and the maximum radial pin power differences are 0.15% and 0.16% for

### Table 2: Numerical results of the VERA-2 benchmark.

| Case | KENO-VI | SHARK | Eigenvalue difference | Pin power difference/% |
|------|---------|-------|-----------------------|-----------------------|
|      |         |       | Max RMS               | Max RMS               |
| 2A   | 1.17852 | 1.18099 | 247 | 0.76 | 0.32 |
| 2B   | 1.17977 | 1.18192 | 215 | 0.63 | 0.28 |
| 2C   | 1.17031 | 1.17202 | 171 | 0.68 | 0.28 |
| 2D   | 1.16215 | 1.16366 | 151 | 0.65 | 0.27 |
| 2E   | 1.06660 | 1.06707 | 47 | 1.34 | 0.59 |
| 2F   | 0.97338 | 0.97320 | −18 | 1.64 | 0.68 |
| 2G   | 0.84569 | 0.84755 | 192 | 2.48 | 1.15 |
| 2H   | 0.78567 | 0.76791 | 134 | 2.75 | 1.28 |
| 2I   | 1.17637 | 1.17879 | 242 | 0.79 | 0.31 |
| 2J   | 0.97262 | 0.97248 | −14 | 1.36 | 0.65 |
| 2K   | 1.01735 | 1.01718 | −17 | 1.81 | 0.72 |
| 2L   | 1.01606 | 1.01947 | 341 | 0.83 | 0.28 |
| 2M   | 0.93642 | 0.94010 | 368 | 0.46 | 0.18 |
| 2N   | 0.86773 | 0.86765 | −7 | 1.90 | 0.83 |
| 2O   | 1.04575 | 1.04495 | −80 | 1.74 | 0.62 |
| 2P   | 0.92664 | 0.92474 | −190 | 1.54 | 0.69 |
| Average | —       | —     | 152 | 1.34 | 0.57 |

### Table 3: Numerical results of the VERA-3 benchmark.

| Case | Description | Reference $k_{eff}$ | SHARK $\Delta k_{eff}$ (pcm) | Radial power error (%) | Axial power error MAX | AVG | RMS |
|------|-------------|---------------------|-------------------------------|------------------------|-----------------------|-----|-----|
| 3A   | No poison   | 1.17572             | −195                          | 0.15                   | 2.61                  | 0.80 | 1.07 |
| 3B   | 16 Pyrex    | 1.00015             | −20                           | −0.16                  | 1.70                  | 0.71 | 0.90 |

**Figure 9**: Radial pin power error distribution of VERA-3 benchmark.
the VERA-3A and VERA-3B cases. As for the axial power distribution, the maximum deviation of SHARK is only 2.61% and occurs in the low-power region near the top reflector layer. Meanwhile, the axial average (AVG) error and RMS error also reflect the accuracy of the program in modeling the axial heterogeneity. As seen in Figure 10A, B, the axial power shape fits the KENO-VI reference well, and the spacer grid effects are accurately represented.

8 CONCLUSION

In this paper, a numerical nuclear reactor neutronics code SHARK is newly developed in the Nuclear Power Institute of China (NPIC). The framework and several significant sections of SHARK are introduced, including geometry modeling, characteristic ray tracing, library, subgroup resonance method, 2D/1D and quasi-3D direct transport method, odCMFD acceleration, and spatial parallel method. In numerical results, verification of SHARK is conducted by several macro and micro benchmark cases, including the macro hexagonal assembly case, the micro VERA-2 lattice benchmark, and the VERA-3 assembly benchmark. Eigenvalue difference is 54 pcm, and maximum pin power difference is 0.2% for the macro hexagonal assembly case. As for the micro benchmark, axial power differences are 2.61% and 1.70% for VERA-3A and VERA-3B benchmarks separately. These results show the good accuracy of SHARK.
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