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Abstract: Attackers take advantage of every second that the anti-vendor delays identifying the attacking malware signature and to provide notifications. In addition, the longer the detection period delayed, the greater the damage to the host device. To put it another way, the lack of ability to detect attacks early complicates the problem and rises serious harm. Consequently, this research intends to develop a knowledgeable anti-malware system capable of immediately detecting and terminating malware actions, rather than waiting for anti-malware updates. The research concentrates in its scope on the detection of malware on the Internet of Things (IoT), based on Machine Learning (ML) techniques. A latest open source ML algorithm called the Light Gradient Boosting Algorithm (LightGBM) has been used to develop our instant host and network layer anti-malware approach without any human intervention. For examination reasons, the suggested approach serves the LightGBM machine learning algorithm to adopt datasets obtained from real IoT devices using the LightGBM machine learning algorithm. The results indicate a successful method to detecting and classifying high accuracy malware at both network and host levels based on the Holdout method of cross-validation. Additionally, this result is better than many prior related studies which used different algorithms of Machine Learning and Deep Learning. Though, an old study which used the same dataset was the best among the literature. However, it still slightly less than what this study achieved, besides the complexity which deep learning adds. Lastly, the results show the ability of the proposed approach to detect IoT botnet attacks fast, which is a vital feature to end botnet activity before spreading to any new network device.

Keywords: Malware, Classification, Machine Learning, Botnet, Detection, Internet of Things, Gradient Boosting, LightGBM.

I. INTRODUCTION

Competition between attacks and security defenses will never end. With each security enhancement, new attacking tools are developed to overcome security defense. Malware or malicious software is the most common type of cybersecurity threats that can perform either active attacks, passive attacks or both together [1]. Traditional virus scanning solutions rely on manually created malware signatures and statistics analysis, which never be able to practically satisfy the increasing demand for security defense solutions against malware. Off-the-shelf antivirus software products require to be updated frequently with the newly detected malware signatures.

Therefore, traditional virus software unable to detect malware in real time of the zero-day attack. However, after new malware’s first attack and classified as wild, companies analysis the malware and create their signature then release definition updates to their products so it can recognize the new malware [2] [3].

Before the release of definition updates, several terabytes of data may be lost or stolen, and millions of dollars might get lost because of these attacks. Governments, companies, and individuals are potential victims of malware attacks. With every zero-day malware attacks, there will be a massive and unrecoverable financial and data loss. The number of the victims grow as well as the loss until vendors of anti-malware update the client’s software.

Malware challenge is continually evolving along with the dramatic increase in the number of victims due to the increased number of cyberspace users. In 2015, Panda Security Company announced that 230,000 new malware attacks produced in a daily base [6]. Thus, mitigating its impact has raised the demand to find a new approach for real-time detection and identification of malware attacks.

IoT is an evolutionary technology that recently emerged, and soon it will become the key to smart-life. In 2016, 9 billion IoT devices used and the number still growing [7]. The good thing about IoT that it makes life easier, safer and more fun. Though, like anything else, advantages come along with disadvantages. Many researchers start to name IoT as the Internet of Vulnerabilities (IoV) or Internet of troubles, due to functionality mutation by cyber attackers. These vulnerabilities attracted attackers who start using the popular unsecured devices exposed to the internet to host their attacks [7], [9].

Researchers who dealt with malware detection used various machine learning algorithms for classification; some achieved better results than others. On the other hand, the literature focused on malicious software for computer operating systems, while others focused on IoT malware. The LightGBM algorithm used in two types of studies, one type was not related to malware, such as Fonseca et al. [12] which dealt with the classification of the acoustic scene classification. Though, it achieved significant results. The other type is closed to our study, such as Su et al. [13] who used LightGBM based on image recognition to classify IoT botnets. However, the results of the study were not good enough compared to other algorithms.

This research used machine learning to solve malware detection problem, by applying malware classification using LightGBM on IoT botnet. However, in this research, Machine Learning (ML) techniques and its applications to manage malware attacks are exploited based on LightGBM, which is one of the most powerful and high-performance machine learning algorithms recently developed by
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Microsoft [13] [14] on IoT botnet. A predefined dataset [15] related to IoT heterogeneous devices connected to a network used for evaluating our proposed approach. The target dataset includes (115) features obtained from different IoT devices. Considering benign traffic and botnet traffic collected from Distributed Denial of Service (DDoS) attack initiated using two families of IoT malware (Mirai, and Gafgyt).

Our approach will present efficient and accurate malware classifier to solve a challenging issue related to malware attacks in IoT. Our experiments, procedures, and results provide the following contributions:

- Our solution classifies the IoT botnets in both network and host layers, which provide more accurate results that maintained the same precision for classifying both IoT botnets tested in the experiment.
- Our solution can detect IoT botnet in the early phase of attack without losing its efficiency, regardless of the various devices and their operating systems.
- This research evaluates LightGBM ML algorithm for IoT botnets high-efficiency classification. Thus, this study will add new literature for scholars and future work.

This paper organized into seven sections. The next section review the IoT security and vulnerabilities. The third section discusses the Botnet attacks and its effect. Then, the fourth section discusses some of the most recent and related works to malware classification. Precisely, we discuss the used methods and algorithms for malware detection and classification, besides the achieved results for each literature. The review includes studies for computers malware classification but mainly focused on IoT botnets. The fifth section discusses the model design and the methodology for our experiment. Then, it describes experiment settings, regarding both data, classifier, and experiment phases.

The sixth section discusses the evaluation criteria, then analyze the experiment results and findings to evaluate them properly. At the end of the first part, it compares the output results based on the experiment phases, as well as the devices and botnets to understand their relation. Then it compares our method with the most related works. Finally, the last section concludes this study, along with our recommendations for future work.

II. INTERNET OF THINGS (IOT)

Researchers introduced several definitions for the IoT; however, all of them have the same concept. [16] described IoT as “the Internet of Things (IoT) is composed of inexpensive, low-power, always-on, always-networked, inconspicuous devices scattered throughout the home, office, and other environments. These devices provide a variety of services, such as home automation, industrial process monitoring and control, entertainment, and safety” [16]. Similarly, [17] raised and answered a crucial question about the definition of “Things.” Their answer was: “we define a “Thing” on IoT that indicates a physical or virtual object which connects to the Internet and able to communicate with human users or other objects” [17].

The Internet of Things (IoT), Industrial Internet, or Internet of Everything [18] can be defined as any device, machine or appliance connected to the internet and interacts with each other without any human intervention, exclude any type of computers, laptops, tablets, smartphones, and fixed phone. IoT is the future of the technology that will make smart-life, smart home, and smart cities [19], [18]. Using IoT means to configure, monitor and control the devices (Things) connected to the internet. The connected devices can communicate and send feedback or warning to the user.

The number of IoT connected objects have been growing in the last few years with broader applications domains. [8] expected that the number of IoT devices would be around 30.7 billion in 2020 and it will be 75.4 billion devices in 2025. However, [20] were less optimistic; they argued through IoT analytics website that the number of active devices would evolve to 21.5 billion in 2025. However, the number of non-IoT devices will be almost half. Also, Forbes expected a very high IoT market size in a few years.

III. IOT SECURITY

Despite IoT advantages, its rapid growth and increasing demand, critical security issues have emerged. IoT devices have many vulnerabilities due to the weakness of their operating system (OS), the complexity of hardware, and the limited resources which are incompatible to host existing computer security software [13].

IoT security standards introduced by different standard organizations [22]. However, the most well-known IoT vulnerabilities exposed to hackers [7], [23] are:
1) Wireless connections, Web Interface, Cloud Interface, Firmware, and Network Services are insecure.
2) Application domains diversity of the Internet, and IoT.
3) The diversity of hardware, and vendors.
4) IoT devises physical security.
5) Cloud storage save data.
6) Everything could be identified.

All these vulnerabilities make IoT devices very attractive to hackers and cyber-attacks. Traditional endpoint security solutions are not capable of protecting IoT devices. Therefore, IoT devices need a smart, efficient and lightweight security solution, which is not possible without using artificial intelligence. Furthermore, any proposed solution must be valid on IoT devices as well as the network.

Malware develops in conjunction with IoT to the point where a specialized type of such software so-called “Botnet” has recently emerged. There are some differences between computers malware and botnet. Table I presents the main IoT weak points and summarizes the differences between the PC and IoT malware [24].

TABLE I. WHAT IS UNIQUE ABOUT IOT MALWARE?

| Feature                                      | PC          | IoT          |
|----------------------------------------------|-------------|--------------|
| Platform heterogeneity                       | low         | high         |
| Malware family plurality                     | high        | low          |
| Detection on the system                      | easy        | hard         |
| In-vivo analysis                             | easy        | very hard    |
| Sandbox execution                            | easy        | hard         |
| Removal                                      | medium      | hard to impossible |
| Vulnerability assessment                     | medium      | very hard    |

IV. BOTNET ATTACKS

The botnet term is an abbreviation for "robots network," a network that connects IoT devices.
devices that hosting a (robots) together with victims’ computers. Attackers are taking advantage of IoT vulnerabilities to inject botnet malware into the IoT devices to initiate a wide range of attacks to one or several computers. A botnet can remotely control IoT devices as a group using unauthorized remote access [26]. Thus, IoT devices are suitable to host robots to commit a cybercrime while the criminal is safe and sound somewhere else in the world. Fig. 1 demonstrates how the IoT botnet attack works.

Overview of an IoT botnet [11].

There is a long list of IoT malware capable of making active or/and passive attacks. The DDoS attack is the most famous attack executed by IoT botnets related to many families besides credential theft, phishing and other types of attacks [7], [27]. The most common families Among IoT botnets are:

- Mirai: which is one of the most used IoT botnets for DDoS attacks; it can infect in one hour about 4000 IoT devices [15].
- Bashlite: which also called Gafgyt, Torlus, or Liz kebab, targets IoT devices that have firmware based on Linux OS.

The botnet attack divided into four phases [29]: training, command and control, attack, and post-attack. These phases used by [27] to classify botnets as centralized and decentralized. Centralized means that malware communicates with command and control (C&C) Server which propagate it to all connected IoT devices using various protocols such as Hyper Text Transfer Protocol (HTTP) and Internet Relay Chat (IRC). Decentralized botnets force the infected bot, which received the malware from the server, to start propagating to other connected IoT devices.

V. MACHINE LEARNING APPLICATION IN CYBER SECURITY

Artificial Intelligence (AI) defined from different perspectives; however, the definitions share the same concepts. Artificial means any self-reproducing system that able to evolve independently without any human impact. Intelligence is a human characteristic, which means to learn, think, behave rationally, make decisions and reasonably solve problems. AI can be viewed as the discipline in which machines can learn, think and perform some tasks in a way that resembles human to some extent [30].

Machine learning is a fundamental approach to implement AI applications by developing algorithms to analyze data and make predictions to construct systems based on the gained information [31]. ML approach is instrumental in training the machine or the system by applying one of its algorithms to the available data to create a predictive and automatic classification capability. Several algorithms, have been developed for ML [32] as follows:

- Supervised ML algorithms: Artificial Neural Network (ANN), K-Nearest Neighbors (KNN), Decision Tree (DT), Bayesian, Gaussian Mixture Models (GMM), Gradient Boosting Machine (GBM), and Support Vector Machine (SVM).
- Unsupervised ML algorithms: Dimensionality reduction, nearest-neighbor, farthest neighbor, K-means clustering, and hierarchical clustering.
- Semi-supervised ML methods: Co-training, generative models, Low-density separation, and graph-based method. In addition to heuristic approaches.
- Reinforcement ML algorithms: Criterion of optimality, brute force, value function, and Direct policy search.

VI. MALWARE DETECTION

Classification is a supervised learning method that predicts a specific behavior based on static or dynamic features learned from a set of training data and then uses what has been learned to classify a new data set. However, rating accuracy depends on features along with the accuracy of the data provided [33], [34]. Literature has introduced many classifiers (classification algorithms) such as linear classifiers (logistic regression, naïve Bayes classifier), support vector machines, neural networks, random forests (RF), decision tree, boosted tree and nearest neighbor. Data used for training or classification could be bi-class or it could multiclass based on the study topic and the expected results. There are many applications for classification such as recognition of handwriting and speech, biometrics, malware, etc. [35].

VII. DETECTION METHODS AND ALGORITHMS

Accurate and sufficient number of features and cases in the dataset are very critical for accurate classification results. Hence, detecting malware must be automatic, efficient, effective and accurate [36].

Malware can be detected and analyzed by both static or dynamic analysis using two techniques: a) code analysis without executing the software (signature based); b) behavioral analysis (anomaly based) Researchers used a diversity of techniques for detecting malware despite how they handled the results [41]. Fig. 2 illustrates some of these techniques.

![Fig. 1. Types of Malware Detection Techniques [41].](image-url)
Hence, researchers decided to develop the techniques in both directions. However, behavioral analysis takes more attention. The most important behavior of malware is the interaction with the operating system. With every version of Windows, Microsoft releases an Application Programming Interface (API) index, which has a list of references for Windows APIs [42]. These APIs facilitate the application to run and take advantage of all OS capabilities and features.

Malware, as well, uses APIs of OS to do what it designed to do. This behavior of malware (API calling) follows a sort of pattern, for example, APIs been called, objects been targeted in the OS and so on.

Several approaches used the analysis of API calls [38], [39], [40]. Some researchers used the Dynamic Link Library (DLL) injection techniques besides API calls [25]. Although it may be easy to create sufficient data to be analyzed, a significant effort and time may be consumed to obtain accurate datasets with the required number of instances. For instance, [38] spent six months collecting data using VirusTotal tool to obtain 32,475 malware samples that represent only nine malware families. Another example, [39] used SQLite to create a particular transactional Structured Query Language database (SQL DB). A complex script to generate API and save and index them in the DB. API list Downloaded from Microsoft Developer Network (MSDN) to be compared using Python and matched with the generated list in the DB. A more complex process used by [40]. They gathered a considerable number of Portable Executable (PE) files. All files loaded to windows. They recorded the activity of API calls for each loaded PE file in Imported Address Table (IAT) where each PE has a reserved spot written by Windows loader. Finally, PE analyzer used to extract 44,605 distinct API out of over two million API procedure had been recorded.

Since all types of threats analysis should be conducted in a secure and isolated environment, selecting a suitable sandbox for the experiment makes a big difference. Cuckoo Sandbox is the most popular for malware classification. For example, It used by [37], [38], [39], and [24]. It is an open source and supports many operating systems for the virtual environment. It has many features that make it appropriate for this type of analysis, such as the ability to trace API calls and analyze the general behavior of the files.

Moreover, it can analyze and dump even encrypted network traffic [24], explained how they collected, categorized and selected the features. Directly, they started to discuss the experiment results of classification; they never mentioned any tool used for classification. While others used other tools; for example, [25] used CWISandbox. However, the sandbox is not accurate as it will be in a real-world environment. The real environment could have many effective changes that could not be reflected in the sandbox environment [33], for example:

1) Physical vs. Virtual machine.
2) Operating system cumulative updates.
3) Security patches.
4) Customization made by users.
5) Applications and software installed.

Additional secondary tools used by researchers to support the experiment; however, researchers did not give attention to discuss it. [38] used NetSim to emulate internet service instead of real internet connection to ensure isolation. They used Yara as well, which describes malware in the role-based approach [44].

VIII. RELATED WORKS

Gandotra et al. [5] presented an extensive literature review on the related works (before 2013). They concluded that statistical analysis alone was not sufficient because it would not instantly detect the zero-day malware. Dynamic analysis is flawed as well because it requires and consumes time and resources. Their recommendation is to adopt a hybrid technique combining static and dynamic analysis.

Su et al. [13] claimed that their study was the first classification that tested on real IoT botnet samples. Also, they claimed that the introduced classification system could be easily deployed to any real IoT device. Based on the detection schema for the proposed light-weight solution they argued that the lightweight classification system using CNN does not need training data based on compared to all other studies that used SVM, or k-nearest neighbors.

Based on Neural Network (NN), they implemented their experiment for image recognition. The dataset has the most samples from the following three families (Mirai, Gafgyt, and Linux.Fgt) the rest of the samples from other different families. However, the best result they could accomplish using CNN is 94% accuracy with 94.67% True Positive Rate (TPR) and 93.33% True Negative Rate (TNR).

Meidan et al. [15] proposed a network-based technique using deep learning to perform anomaly detection. They extracted behavior static features using IoT benign traffic from devices infected with real botnets (Mirai, and Bashlite which known as well as Gafgyt) and used it to train Deep AutoEncoder (DAE), which is a deep learning neural network architecture.

The results of their experiment were promising. Although, the training time for benign traffic of each device was relatively high, for example, training on 19,528 benign instances with 172kB size took 190 seconds. Moreover, their research was limited to the node layer. The experiment tested each device in separate of other devices excluding network layer, while including network layer could introduce a wider solution for malware detection.

Costin et al. [24] introduced an open source framework for the analysis of IoT malware. They claimed that their work would fill the gap between studies in IoT malware field and their framework would help researchers in the future to better understand IoT malware and better defense them. The study estimated 90 days advantage of automated IoT malware detection before samples analyzed for its signature. They found that almost 60% of IoT malware families had two instances, which could be an interesting finding that explains a lack of accuracy in static analysis and can be an essential error factor. In the other hand, Although the paper published in Aug 2018, it was not published in Research Gate and has zero citations in google scholar to the time when this thesis wrote. They recommended the researchers to improve cyber-security by improving classification performance and quality.

Alejandre et al. [27] emphasized the importance of detecting the botnet during the early phase of its life cycle. In their study, they focused on detection process during the C&C phase according to Leonard et al. [29]. Authors proposed Genetic Algorithm (GA) integrated with the C4.5 algorithm for classification and evaluating the generated features.
For the experiment, the authors developed a Java program to implement GA and applied based on two datasets that represent centralized botnets in one dataset and decentralized botnets in the other one. The best result they could achieve was 99.58% after ten iterations. They recommended testing the proposed solution on massive datasets.

Fonseca et al. [45] combined LightGBM and Convolutional Neural Network (CNN) for acoustic scene classification using the diagram in Fig. 3. Although, this study subject is not related to cyber-security, it worth to review the classification algorithm used. The study experiment proved that LightGBM algorithm is more accurate and perform classification training faster than its predecessor eXtreme Gradient Boosting (XGBoost). Furthermore, the experiment results were better than the previous related study which used the same dataset.

The experiment results divided into two stages. In the first stage, LightGBM achieved 80.8% accuracy improving the Multi-Layer Perceptron (MLP) of the previous study by 6% using the same dataset. While in the second stage, LightGBM combined with CNN to achieve 83% of accuracy, which means 8.2% improvement on the MLP of the previous study.

Islam et al. [36] investigated the efficiency of classification using data mining and machine learning. They argued that after making the classification public, the attacker would obfuscate the extracted features for that classification, which substantially reduce its accuracy. They added that the classification based on a given set of malware would fail or at least will not perform well with zero-day malware. They extracted static features required for their experiment, then used extracted features with their classification system.

The authors concluded that ML using Random Forests is the best classifier for their dataset. The accuracy of the experiment was 97% with the conclusion that the age of malware impacts the results.

Meng et al. [46] extracted features from behavioral analysis using API calls called Static malware Gene Sequences (SGS). They defined software genes as a fragment of the code extracted from programs that have functional information. In their experiment, they used a recursive descent algorithm using Interactive Disassembler Python (IDA Python) to extract the genes arranged in a two-dimensional matrix. They proposed a neural network module called “Static Malware Gene Sequences-Convolution Neural Network” (SMGS CNN) for classification. In the experiment, they applied CNN on a dataset chosen from “VX-Heavens” web site [47]. The accuracy increased slightly in each iteration to achieve 98% accuracy after more than 3500 iterations as shown in Figure 18. They concluded that using CNN is better than the traditional SVM which achieved 94.7% accuracy using the same dataset.

IX. DESIGN AND METHODOLOGY

A. LightGBM Classifier

Gradient boosting is one of machine learning algorithms used for classification and regression. It combines models from different algorithms to produce new iterative one. Gradient boosting is one of the most wildly used machine learning algorithms due to its accuracy and efficiency [14] [48] [49]. It started with the Adaptive Boosting (AdaBoost) then developed into many algorithms and techniques such as GBM and Model-Based Boosting (MBoost), then to CatBoost, XGBoost and LightGBM [50].

IoT networks made of heterogeneous devices that have limited resources. Such that the Lightweight classification algorithm is the best choice for any good performance security system for IoT networks. LightGBM machine learning algorithm inspired by Su et al. [13] and Fonseca et al. [45] who used it in similar studies.

LightGBM is a new gradient boosting framework based on decision tree algorithms, which introduced by Microsoft. It supports many algorithms like GBM, GBDT, Gradient Boosted Regression Tree (GBRT), and Multiple Additive Regression Tree (MART); as a result, it is scalable, accurate, and efficient [48]. The decision tree, in this algorithm, grows in leaf-wise [51], Fig. 4 demonstrates a model for prediction based on leaf-wise growth which optimize the loss which generates branches. Hence, this algorithm faster and less complexity than level wise growth which extend the tree depth [14]. According to Meidan et al. [15], the time complexity for the lightGBM calculated as \( O(\#Data \times \#Features) \).

According to [15], the time complexity for the lightGBM calculated as \( O(\#Data \times \#Features) \). It contains two techniques, which are the GOSS and the EFB [53]. Given the supervised training set \( X = \{(x_i, y_i)\}_{i=1}^T \). LightGBM algorithm aims to find an approximation \( \hat{f}(x) = (x) \) to a certain function \( f^{*}(x) \) that minimizes the expected value of a specific loss function \( L(y, f(x)) \) as follows:

\[
\hat{f} = \arg \min_{f} \sum_{t=1}^{T} f_t(X) \sum_{i=1}^{T} f_t(X) \to \text{approximate the final model, which is}
\]
histogram.

LightGBM increases training performance and reduces the computational cost compared to other algorithms. Although, it involves a higher preprocessing cost to transform continuous values into discrete bins as replacement of continuous values to store training data. LightGBM optimizes network communication performance and reduces its cost in parallel learning by utilizing some collective communication algorithms.

- Suitable for large datasets more than XGBoost which consumes more training time.
- Supports parallel learning, besides its capability of launching multi-instances which allow using of multi Graphics Processing Unit (GPU).
- Supports weighted training by storing the weight of the data.

B. Datasets

IoT devices use the same internet protocols, which is the main common thing that can describe IoT devices’ similarities. Traffic analysis is the best choice in the IoT network to detect and classify cyber-attacks. In any experiment, to get accurate results, accurate data must be provided as the experiment input. Hence, a dataset collected from real IoT devices’ traffic is better to develop an applicable and reliable system in the real world IoT devices. Most previous experiments used datasets collected using a sandbox, which is not accurate as it would be in the case of a real-world environment. In this approach, we adopted real data introduced in [15] In their study; they set up their lab using real IoT devices for DDoS attacks initiated with two botnet families and nine IoT devices [15].

Each device has a single benign traffic dataset; besides, there are ten other datasets for each attack for most devices. Table II summarizes attacks datasets for IoT devices.

| Device Name | Device Type | Bashlite attack phases | Mirai attack phases |
|-------------|-------------|------------------------|---------------------|
| Danmini     | Doorbell    | 5                      | 5                   |
| Ennio       | Doorbell    | 5                      | 0                   |
| Ecobee      | Thermostat  | 5                      | 5                   |
| Philips B120N/10 | Baby Monitor | 5               | 5                   |
| Provision PT-737E | Security Camera | 5               | 5                   |
| Provision PT-838 | Security Camera | 5               | 5                   |
| SimpleHome XCS7-1002-WHT | Security Camera | 5               | 5                   |
| SimpleHome XCS7-1003-WHT | Security Camera | 5               | 5                   |
| Samsung SNH 1011N | Webcam | 5                      | 0                   |

The files in a “.csv” format for selected datasets, uploaded by the authors to the repository system in the University of California, Irvine. The datasets are freely accessed online source, and consist of (115) features described in [15].

C. Proposed Solution

The proposed approach aims to develop a real-time system for detecting and classifying IoT botnets based on LightGBM ML techniques. The approach architecture and the model of the experiment illustrated in Fig. 5. First of all, we carefully selected the dataset which collected from a real IoT network, and then we implemented machine learning classifier to classify botnets attacks. Later in this chapter, architecture and experiment settings will clarify our approach.

\[
f(x) = \frac{1}{J} \sum_{i=1}^{J} f_i(x)
\]

where \( f_i(x) \) is the decision function of the tree \( i \), \( J \) is the number of leaves, \( w \) is a vector that denotes the weight of leaf nodes.

\[
\text{Objective function after adding the split is:}
\]

\[
\text{\textbf{Algorithm}}
\begin{align*}
G &= \frac{1}{2} \left( \frac{\sum_{i \in L} L_i}{h_i + \lambda} \right)^2 + \frac{1}{2} \left( \frac{\sum_{i \in R} R_i}{h_i + \lambda} \right)^2 - \frac{1}{2} \left( \frac{\sum_{i \in L} L_i}{h_i + \lambda} \right) \left( \frac{\sum_{i \in R} R_i}{h_i + \lambda} \right) \\
L_i &= \frac{1}{2} \sum_{i \in L} \left( \frac{\sum_{i \in L} k_i}{h_i + \lambda} \right)^2 \\
R_i &= \frac{1}{2} \sum_{i \in R} \left( \frac{\sum_{i \in R} k_i}{h_i + \lambda} \right)^2
\end{align*}
\]

\[
\text{where} \ L_i \text{ and} \ R_i \text{ are the sample sets of the left and right branches, respectively, unlike the traditional GBDT-based techniques, such as XGBoost and GBDT, LightGBM would grow the tree vertically whereas other algorithms grow trees horizontally, which makes LightGBM an effective method in processing large-scale data and features.}

XGBoost is a simple solution that uses presort based algorithm for decision tree learning. Although, it is not smooth and a little bit complex to optimize. However, LightGBM increases training performance and reduce the usage of memory by using algorithms based on the histogram.

LightGBM can be described as the following [57]:

- Increases performance by using histogram subtraction and feature parallel which find and perform the best split.
- Significantly reduce memory usage by using discrete bins as replacement of continuous values to store training data.
- Optimizes network communication performance and reduce its cost in parallel learning by utilizing some collective communication algorithms.
D. Architecture

Our approach implemented as a distributed architecture that covers multi-layers. Our approach based on implementing the selected algorithm for training and classification on the host and the network layers, such that, each layer has two stages, see Fig. 6.

Fig. 4. Approach Architecture.

Fig. 5. Experiment’s architecture.

The experiment is carried out in four stages; while results organized into five categories. The following list connects each results category to the related phase of the experiment:

1) **Phases of attack/device:** The most detailed results for the 1st phase.
2) **Attack phases:** It has driven out of the first category to evaluate the detection during an early phase of the attack.
3) **Host-related results:** for the host layer in the 2nd phase.
4) **Malware:** The results from the 3rd phase were based on a whole single IoT botnet repeated for the two tested IoT botnets.
5) **Network layer:** The results form the 4th phase of the experiment.

E. Experimental Settings

First of all, we reconstructed the selected dataset to align with the designed architecture, each dataset balanced to consist of fifty-fifty benign traffic and botnet attack chosen based on the aim of the experimental phase. Our experiment implemented using Google COLAB ordered as the following:

- **Phase #1:** Phase of attack/device: we separately performed the training and classification for each IoT device’s benign traffic combined by one botnet attack (Mirai and Gafgyt) separately. Botnet attack selected from one attack phase on the same IoT device.
- **Phase #2:** Host layer: the same procedures in the 1st phase applied; however, we involved both botnet attacks (Mirai and Gafgyt). Botnet attack selected from all attack phases on the same IoT device. Similarly, the training repeated for all botnets attacks for each device using nine datasets, each one contains 26,000 instances.
- **Phase #3:** Network layer per malware: again, we separately performed the training and classification for benign traffic form all IoT devices combined by single botnet attack (Mirai and Gafgyt). Botnet attack selected from all attack phases on all IoT devices. The training repeated twice for attacks for all devices using two datasets contains 182,000 instances.
- **Phase #4:** Network layer: the same procedures in phase #3 applied; however, we involved both botnet attacks (Mirai and Gafgyt). The botnet attack selected from all attack phases on all IoT devices and contains 234,000 instances. In the first stage of this phase, we implemented the classifier on the binary-class dataset using k-fold cross-validation. While in the second stage, we used the Holdout method to handle multi-class dataset in the second stage.

Furthermore, we developed two codes for LightGBM algorithm using Python. One code used Holdout method to handle multi-class dataset in the second stage of the last phase. The other code designed to use k-fold, where k=10, to handle all other datasets used for training in all phases.

X. FINDINGS, AND DISCUSSIONS

A. Evaluation Criteria

k-Fold cross-validation is a statistical procedure to evaluate the skill of supervised machine learning models. According to Fig 7, Cross-validation delivers predictions accuracy and avoiding the overfitting where the model repeats the labels to get a perfect score but fails to get predictions [58].

![Diagram](image-url)
The k-fold in cross-validation splits the datasets to k equal sets, then uses (k - 1) sets for training. The validation results in each loop come from testings the last set. Eventually, it calculates the average of results collected from all k loops (folds) [58]. On the other hand, Holdout does not perform cross-validation. Though, it is another simple k-fold cross-validation method. This method splits the data into two sets (training set, and testing set); commonly test set is smaller than training one 1:5.

To evaluate the experiment results, we considered a set of classification metrics such as (Accuracy, Area Under Curve (Auc), True Positive Rate (TPR), False Positive Rate (FPR), Mean Squared Error (MSE), Matthews Correlation Coefficient (MCC), Logarithmic Loss, and F1 Score). Also, to compare the results with related works, we used precision and recall as well.

### B. Results Evaluation

The performance evaluation of the experiment was applied using Python code for binary datasets, where the class (1) represents benign traffic, and class (0) represents the attacks. Another Python code is used for Multi-class dataset, where benign traffic has the class (0), while attacks have classes (1 and 2).

Recalling the experiment setting, the proposed approach implemented in different four layers. The 1st phase used datasets that represent each device vs. one phase of a botnet attack. The metrics were very much similar for all devices, where the accuracy percentage is ranging between (0.9994) and (1.0000), with standard deviation range between (±0.0000) to (±0.0010).

Then, detailed results reanalyzed to conclude the results for each phase for both botnet attacks, which summarized in Table III. The results in Table III are the averages of each metric for each phase.

#### TABLE III. METRICS FOR EACH ATTACK PHASE.

| Attack phase | Accuracy | AUC | TPR | MSE | MCC | Log. Loss | F1 Score |
|--------------|----------|-----|-----|-----|-----|-----------|----------|
| Phase #1     | 100%     | 100%| 100%| 0%  | 0%  | 100%      | 100%     |
| Phase #2     | 100%     | 100%| 100%| 1%  | 1%  | 100%      | 100%     |
| Phase #3     | 100%     | 100%| 100%| 0%  | 0%  | 100%      | 100%     |
| Phase #4     | 100%     | 100%| 100%| 0%  | 0%  | 100%      | 100%     |
| Phase #5     | 100%     | 100%| 100%| 0%  | 1%  | 100%      | 100%     |

In the second phase which represents the host layer, which used nine balanced datasets that represent the nine devices for all phases of both botnet attacks on the same device. All metrics measurements in this layer are better than the previous one.

Their averages are ranging between (0.9997) and (1.0000). See Table IV. In addition, standard deviation range between (±0.0003) and (±0.0006).

#### TABLE IV. METRICS FOR EACH DEVICE (HOST).

| Device Name | Accuracy | TPR | MSE | MCC | Log. Loss | Score | F1 Score |
|-------------|----------|-----|-----|-----|-----------|-------|----------|
| SimpleHome  |          |     |     |     |           |       |          |
| XCS7        | 0.999    |     |     |     |           |       |          |
| 1003 WHT    | 0.999    |     |     |     |           |       |          |
| Security    | 0.999    |     |     |     |           |       |          |
| Camera      | 0.999    |     |     |     |           |       |          |
| SimpleHome  |          |     |     |     |           |       |          |
| XCS7        | 0.999    |     |     |     |           |       |          |
| 1002 WHT    | 0.999    |     |     |     |           |       |          |
| Security    | 0.999    |     |     |     |           |       |          |
| Camera      | 0.999    |     |     |     |           |       |          |
| Samsung     |          |     |     |     |           |       |          |
| SNH 1011    | 0.999    |     |     |     |           |       |          |
| N Webcam    | 0.999    |     |     |     |           |       |          |
| Provision   |          |     |     |     |           |       |          |
| PT 737E     | 0.999    |     |     |     |           |       |          |
| Security    | 0.999    |     |     |     |           |       |          |
| Camera      | 0.999    |     |     |     |           |       |          |
| Philips     |          |     |     |     |           |       |          |
| B120N10     | 0.999    |     |     |     |           |       |          |
| Baby Monitor| 0.999    |     |     |     |           |       |          |
| Ennio       |          |     |     |     |           |       |          |
| Doorbell    | 0.999    |     |     |     |           |       |          |
| Ecobeec     |          |     |     |     |           |       |          |
| Thermostat  | 0.999    |     |     |     |           |       |          |
| Danmini     |          |     |     |     |           |       |          |
| Doorbell    | 0.999    |     |     |     |           |       |          |
| Provision   |          |     |     |     |           |       |          |
| PT 838      | 0.999    |     |     |     |           |       |          |
| Security    | 0.999    |     |     |     |           |       |          |
| Camera      | 0.999    |     |     |     |           |       |          |
| Average     | 0.999    | 1.000|     |     | 0.001     | 0.005 | 0.999    |

Malware phase uses two balanced datasets, one dataset for each botnet. The accuracy for both botnets is 100%, and the standard deviation for both is 0%. Similarly, all other metrics indicate that the detection precision for both is the same as Table V emphasizes.

#### TABLE V. METRICS FOR THE NETWORK LAYER.

| Device Name | Accuracy | TPR | MSE | MCC | Log. Loss | Score | F1 Score |
|-------------|----------|-----|-----|-----|-----------|-------|----------|
| Gafgyt      | 1.000    | 1.000|     |     |           | 1.000 | 1.000    |
| Mirai       | 1.000    | 1.000|     |     |           | 1.000 | 1.000    |
| Average     | 1.000    | 1.000|     |     |           | 1.000 | 1.000    |

The last phase which represents the network layer, used only one dataset, but with two cross-validation methods: k-fold and holdout. Ultimately, accuracy from both methods is 100% as represented in Table VI.

#### C. Comparison of the experiment results

1) **Attack phases:**

The comparison result between each attack phase shows a slight difference between them. See Table III.

2) **Layers:**

In this test, the average values of classification accuracy, AUC and F1 score are considered for
each layer to be compared with averages for the host layer. Table VII emphasizes the superiority of the network layer, which has 100% accuracy compared with the host layer with minor differences. The results are undeniable as values for MSE and Loss dropped for the network layer from 0.0060 to 0.0000 for the MSE, and from 0.0035 to 0.0006 for the Log. Loss.

TABLE VII. COMPARISON OF RESULTS FOR LAYERS.

| Layer          | Accuracy | AU C | F1 Score | MSE | Log. Loss |
|----------------|----------|------|----------|-----|-----------|
| Host layer     | 100%     | 100% | 100%     | 0%  | 1%        |
| Network layer  | 100%     | 100% | 100%     | 0%  | 0%        |

3) Methods:
Both k-fold cross-validation and Holdout methods used in the last experiment on the network layer. Table VIII shows the results. These results indicate the same accuracy level for both method despite the class. This similarity indicates no differences in classification and detection accuracy as well as predictions of both used botnets (Mirai, and Gafgyt). On the other hand, We found that precision is (100% and 99.99%) and recall is (100% and 99.99%), respectively.

TABLE VIII. COMPARISON OF NETWORK LAYER METHODS.

| Method  | Class | Accurac y | F1 Score | MSE | Accurac y | MSE | F1 Score |
|---------|-------|-----------|----------|-----|-----------|-----|----------|
| K-fold  | Binary| 100%      | 100%     | 0%  | 0%        | 0%  | 0%       |
| Holdout | Multi- | 100%      | 100%     | 0%  | 0%        | 0%  | 0%       |

D. Comparison with related works
Table IX compares our method with three similar approaches for IoT malware classification. The results for all other approaches maintain a lower accuracy and TPR than our approach does in the network layer. Moreover, none of the previous approaches achieves similar overall results in such a way that our approach does.

TABLE IX. COMPARISON WITH RESULTS FROM RELATED WORKS.

| Devices | Our Method | Meidan et al. [15] | Su et al. [13] | Alejandre et al. [27] |
|---------|------------|--------------------|----------------|-----------------------|
| IoT     | IoT        | IoT                | IoT            |                       |
| ML      | LightGBM   | DAE                | CNN            | GA                    |
| Class   | Binary     | Multi-class        | Binary         | --                    |
| Accurac y| 100%      | 100%               | --             | 94.00 %               | -- |
| F1 Score| 100%      | 100%               | --             | --                    | -- |
| MSE     | 0.00%     | 0.00%              | --             | --                    | -- |
| Precision| 100%     | 99.99 %            | --             | 93.42 %               | -- |
| Recall  | 100%      | 100%               | --             | 94.67 %               | -- |

XI. CONCLUSION AND FUTURE WORK
The results in this study prove that the advanced ML algorithms and DL do not necessarily result in better solutions. Conversely, it may increase the problem's complexity. For example, the LightGBM algorithm achieved nearly 100 percent accuracy, which proves this ML algorithm's efficiency over DL strategies. Practically anyone who has studied AI knows that classical ML algorithms are less complicated than deep learning. In addition, the improved accuracy of using classical ML alternates with anti-malware producers to use deep learning.

The results show our approach's ability to detect botnets attacks with the same high accuracy regardless of its family. Our approach also provides an instant, accurate and straightforward method for early detection of IoT botnets at the network level before any more IoT devices are infected. Network level means anti-malware can analyze and detect malware from the network's sniffed traffic despite the traffic source, destination host, device type, device brand, or device operating system.

In particular, LightGBM accomplishes convincing results in the network layer using a multi-class dataset which is more precise than in the context of the host layer. Hence, in both host or network layers, the suggested algorithm won the race to be the light, efficient and accurate classifier for malware machine learning. For the best of our knowledge, Anti-malware vendors can implement the system presented on all actual IoT devices. Using these results in the anti-system will allow for real-identification and termination of the threat before the damage occurred.

Based on the promising results of the proposed IoT botnets cyber-attacks algorithm, researchers are recommended to pay more attention to involve computer malware as well. Despite the high-performance levels achieved through the proposed approach, the metrics discussed in the previous sections did not take time performance into consideration. The system proposed will have higher potential if several studies improve its performance over time. At last, we advise using computer malware dataset to conduct the same experiment and consider improving the performance of the time.
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