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MEAN FIELD GAMES MASTER EQUATIONS: FROM DISCRETE TO CONTINUOUS STATE SPACE

CHARLES BERTUCCI AND ALEKOS CECCHIN

Abstract. This paper studies the convergence of mean field games with finite state space to mean field games with a continuous state space. We examine a space discretization of a diffusive dynamics, which is reminiscent of the Markov chain approximation method in stochastic control, but also of finite difference numerical schemes. We are mainly interested in the convergence of the solution of the associated master equations as the number of states tends to infinity. We present two approaches, to treat the case without or with common noise, both under monotonicity assumptions. The first one uses the system of characteristics of the master equation, which is the MFG system, to establish a convergence rate for the master equations without common noise and the associated optimal trajectories, both in case there is a smooth solution to the limit master equation and in case there is not. The second approach relies on the notion of monotone solutions introduced by [8, 9]. In the presence of common noise, we show convergence of the master equations, with a convergence rate if the limit master equation is smooth, otherwise by compactness arguments.

1. Introduction

This paper is interested in the convergence of value functions of mean field games (MFG for short) in finite state space when the number of states tends to infinity. We show that if the MFG in finite state space is a suitable discretization of a continuous MFG, the value, i.e. the solution of the master equation, in finite state space converges toward the value of the MFG in continuous state space when the number of states tends to infinity.

1.1. General introduction. MFG are differential games involving non-atomic players which interact only through mean field terms. A general mathematical study of such games started with [36, 39] and independently in [31]. We refer to the books [17, 14] for a more complete presentation of the theory, and also to the lecture notes [15]. Several properties of those games being understood by now, let us stress the two properties which are the most helpful to understand the following. The first one is that Nash equilibria of the game can be characterized in terms of a system of differential equations which may be stochastic or not, depending on the nature of the game, and which are ordinary differential equations (ODE for short) if the state space of the players is finite or partial differential equations (PDE for short) if the state space of the players is continuous. Such a characterization of the Nash equilibria is called the MFG system. The second main aspect of MFG is that an adversarial regime can be identified. In this so-called monotone regime, there is always a unique Nash equilibrium in the MFG. This property allows to define a concept of value in this situation. This value is the solution of a PDE called the master equation, which is set on a finite dimensional space (the simplex in $\mathbb{R}^n$) if the state space of the players is finite and on an infinite dimensional space (the space of probability measures) if the state space of the players is continuous. Notably, the MFG system represents the system of characteristics of the master equation.
MFG master equations have attracted quite a lot of attention in the last years. First in the continuous state space, we mention the main contribution [14] for classical solutions (see also [23, 27]) and [10, 28, 9, 16, 41, 20] for various definitions of weak solutions. In general, to have classical solutions to the master equation, which is a PDE in the space of probability measures, for arbitrary time horizon, the cost coefficients are required to be differentiable with respect to the measure argument and monotone (see however the recent preprint [41]), otherwise weak solutions have to be considered, which are at least continuous in the measure argument if monotonicity holds. In the finite state space, classical solutions are considered in [6, 22], without common noise, and in [11, 5, 25] with various forms of common noise. Some definitions of weak solution are given in [18, 19, 8].

1.2. Bibliographical comments. The first numerical schemes for mean field games were proposed in [1, 2, 3], based on finite difference numerical methods for PDEs. Several other methods have been studied: we mention [14] [16, 10, 24] for an incomplete list, and the recent surveys [37] and [38] (this latter for methods based on machine learning). The discretization we analyze in the paper has the advantage of being itself a mean field game, on a finite state space. The convergence of finite state MFG toward ones with continuous state space has been studied in [30], in the case of deterministic dynamics without idiosyncratic or common noise. Their proof of convergence relies on probabilistic compactness arguments and on the probabilistic representation of the MFG.

1.3. Main results of the paper. The discretization we study in the paper is the natural one, both from a PDE or probabilistic perspective. At the PDE level, it is almost equal to the finite difference approximation studied in [1]. We exploit also the probabilistic interpretation, which turns out to be close to the scheme studied in [30] and is based on the Markov chain approximation method for stochastic control problems introduced by Kushner [35]. As already mentioned, such discretization has the advantage of being itself a MFG over a finite state space, of the type first analyzed in [29]. One of the main differences with the aforementioned work is that the time remains continuous in the dicretized model. We consider dynamics on the one dimensional torus and with a non-degenerate idiosyncratic noise; we always assume monotonicity of the cost coefficients and thus consider an arbitrary time horizon. We remark that the focus on a one dimensional state space with periodic boundary condition is mainly to simplify the already heavy notations. We leave to the interested reader the generalization to a higher dimensional state space and indicate along the paper the arguments who do not immediately extend to such a situation.

The main difference with the other works on numerical methods for MFGs is that our strategy to show the convergence is based on the master equations of the discrete and continuos MFGs. One of the main results is to provide a convergence rate for the approximation, which is a new result for numerical methods for MFGs, to the best of our knowledge. The approach of this paper is twofold. In a first time, we study MFG without common noise. We first establish that given a classical solution of the limit master equation, a rather direct approach yields a rate of convergence for both the value of the MFG (the master equation) and the optimal trajectories (Thm. 3.3 and 3.4). We then present a less restrictive approach, without considering directly the master equation, which uses just the system of characteristics (the MFG system) and the monotonicity, and which allows to prove a convergence rate for both the value of the MFG and the trajectories at the equilibrium (Thm. 3.5). Notably, the convergence rate we obtain is worse in case there is no smooth solution to the master equation. We remark also that the non-degeneracy of the independent noise (in other words, the presence of the laplacian) is crucial to obtain a convergence rate. Along the way, we show a convergence rate for a Markov chain approximation of a diffusion, which we believe might be of independent interest and thus is presented in the Appendix A (Prop. A.1).

In a second time, we study MFG with the type of common noise introduced in [11], in the monotone regime, which basically produces common jumps of the whole population. We prove first a compactness result on the discrete model, which allows to prove the convergence of the value of the MFG, which is the master equation (Thm. 4.12). This part on MFG
with common noise relies on an intrinsic study of the master equation through the concept of monotone solutions introduced in \([8, 9]\) and used in \([16]\). This concept enables us to work with solution of the master equations which are merely continuous in the finite state space case and only continuous with respect to the measure variable in the continuous state space limit. The aforementioned convergence result can be seen as an illustration of the stability of these monotone solutions. Finally, we show that if a classical solution of the limit problem exists, then a rate of convergence for the value can be proved also in this case (Thm. 4.14).

1.4. Organization of the paper. The rest of the paper is organized as follows. In Section 2 we present first the continuous state MFG in §2.1 and then its discretization, which is the finite state MFG, in §2.3, both from a probabilistic and PDE point of view, together with their master equations. The standing Assumptions are stated in §2.2. Section 3 is devoted to the study of convergence in the absence of common noise: the approach with a smooth solution is in §3.1, while the approach based on the MFG system is in §3.2. Section 4 studies the convergence for MFGs with common noise: the compactness estimates is in §4.3 and the convergence of monotone solutions is in §4.4, while the convergence for smooth solutions is in §4.5. The other subsections contain auxiliary results and remarks on monotone solutions. Finally, Appendix A contains the result about the convergence rate for a Markov chain approximation of a diffusion.

1.5. Notation.

- \(\langle \cdot, \cdot \rangle\) stands for either the usual scalar product between two element of \(\mathbb{R}^d\) or for the extension of the \(L^2\) scalar product for functional spaces in duality, depending on the context.
- The unit circle is denoted by \(T\).
- The set of Borel measures on \(E\) is denoted by \(\mathcal{M}(E)\) whereas \(\mathcal{P}(E)\) stands for the set of probability measures on \(E\).
- The usual norms on the Hölder spaces \(C^{n,\gamma}(\mathbb{T})\) are denoted by \(\| \cdot \|_{n,\gamma}\).
- For a function \(U : \mathcal{P}(\mathbb{T}) \to \mathbb{R}\), when it is defined we denote
  \[
  \frac{\partial U}{\partial m}(m, x) = \lim_{\theta \to 0} \frac{U((1 - \theta)m + \theta \delta_x) - U(m)}{\theta}.
  \]
- For \(\mu, \nu \in \mathcal{P}(E)\), with \(E\) a metric space, we denote by \(W_1\) the Monge-Kantorovich distance between \(\mu\) and \(\nu\).
- We fix a filtered probability space \((\Omega, \mathbb{F} = (\mathcal{F}_t)_{0 \leq t \leq T}, \mathbb{P})\) satisfying the usual conditions, large enough to contain all the processes we will introduce. All SDEs will have indeed pathwise strong solutions. The law of a random variable is denoted by \(\text{Law}(\xi) = \mathbb{P} \circ \xi^{-1}\).
- \(\mathcal{D}([0, T], \mathbb{T})\) is the space of càdlàg functions endowed with the Skorokhod \(J_1\) topology.
- Convergence of processes in law is meant as usual on this space.

2. The continuous and discrete models

In this section we introduce first the model at interest in the limit of an infinite number of states, without common noise, and then its space discretization. As already mentioned, we shall focus on a one dimensional state space with periodic boundary condition.

2.1. The limit MFG model. We first consider the master equation of unknown \(U : [0, T] \times \mathbb{T} \times \mathcal{P}(\mathbb{T}) \to \mathbb{R}\), in dimension 1 on the torus:

\[
\begin{align*}
-\partial_t U - \sigma \partial_{xx} U + H(x, \partial_x U) - \left( \sigma \partial_{xx} m + \partial_x (\partial_p H(\cdot, \partial_x U)m) \right) \frac{\partial U}{\partial m}(t, x, m, \cdot) & = f(m)(x) \\
U(T, x, m) & = g(m)(x),
\end{align*}
\]

where \(\sigma > 0\), \(H : \mathbb{T} \times \mathbb{R} \to \mathbb{R}, f, g : \mathcal{P}(\mathbb{T}) \to C(\mathbb{T})\) and \(T > 0\) are the data of the problem. This equation corresponds to the following MFG. The dynamics of a player is

\[
dX_t = a(t, X_t) dt + \sqrt{2} \sigma dW_t,
\]
where $\alpha$ is its closed-loop control (assumed to be bounded) and $(W_t)_{t \geq 0}$ is a Brownian motion on $(\Omega, \mathcal{F}, \mathbb{P})$. Given an anticipation $(\mu_t)_{t \in [0,T]}$ on the repartition of the players in the state space, the expected cost of this player is given by
\[ J(\alpha, (\mu_t)_{t \geq 0}) = \mathbb{E} \left[ \int_0^T L(x, \alpha(t, X_t)) + f(\mu_t)(X_t) dt + g(\mu_T)(X_T) \right], \]
where $L$ is a cost function such that its Legendre transform $L^*$ with respect to its second argument is equal to the Hamiltonian $H(x, p)$. We recall that a solution of the MFG (or Nash equilibrium) is a couple $(\alpha, \mu)$ such that $J(\alpha, \mu) = \inf_\beta J(\beta, \mu)$ and $\text{Law}(X_t) = \mu_t$, where $X$ is the optimal process given by $\alpha$. Nash equilibria of the MFG can be characterized through the MFG system
\[ \begin{cases} -\partial_t u - \sigma \partial_{xx} u + H(x, \partial_x u) = f(\mu_t)(x) \\ \partial_t \mu - \sigma \partial_{xx} \mu - \partial_x(\partial_p H(x, \partial_x u)\mu) = 0 \\ u(T, x) = g(\mu_T)(x) \\ \mu_0 = m_0. \end{cases} \]
and the optimal control is $\alpha(t, x) = -\partial_p H(x, \partial_x u(t, x))$.

2.2. Assumptions. We state the assumptions which are in force throughout the paper. We assume that the couplings $f, g : \mathcal{M}(\mathbb{T}) \to \mathcal{C}^*(\mathbb{T})$ are monotone, i.e.
\[ \int_\mathbb{T} (f(x, m) - f(x, \tilde{m}))(m - \tilde{m})(dx) \geq 0 \quad \forall m, \tilde{m} \in \mathcal{M}(\mathbb{T}) \]
\[ \int_\mathbb{T} (g(x, m) - g(x, \tilde{m}))(m - \tilde{m})(dx) \geq 0 \quad \forall m, \tilde{m} \in \mathcal{M}(\mathbb{T}), \]
and also that they are $W_1$-Lipschitz continuous in $m$ (uniformly in $x$), $f$ is Lipschitz also in $x$ (uniformly in $n$) and $g$ is (valued and) bounded in $\mathcal{C}^{2+\gamma}(\mathbb{T})$, uniformly in $m$, for a $\gamma \in (0, 1)$.

The Hamiltonian $H(x, p)$ is $\mathcal{C}^2$, uniformly convex in $p$ on all compact sets. The duration of the game $T > 0$ is arbitrary long but fixed.

2.3. The discrete MFG model. We construct approximations on the previous model with finite state and continuous time. The dynamics of the underlying Markov chain has the peculiarity that it jumps either right or left, with the convention that at the boundary it jumps on the other side. For any $n$, we consider then the $n$ states $S^n = \{x_1^n, \ldots, x_n^n\} = \{1/n, \ldots, 1 = 0\}$ with mutual distance $\Delta x_n = 1/n$.

The discretization we study is the natural one, from a control or MFG perspective, see for instance the seminal papers [1][2] and [30].

Let us state first the probabilistic interpretation of the discrete model by means of controlled Markov chains. We assume to control the jump rate on the right and on the left by means of functions denoted $\alpha^n_+, \alpha^n_- : [0,T] \times S^n \to [0, +\infty)$; the Markov chain $X^n$ then satisfies
\[ \mathbb{P}(X^n_{t+\Delta t} = x^n_{t+1} \mid X^n_t = x^n_t) = \frac{\alpha^n_+(t, x^n_t) + \sigma}{\Delta x^n_t} \Delta t + o(\Delta t), \]
\[ \mathbb{P}(X^n_{t-\Delta t} = x^n_{t-1} \mid X^n_t = x^n_t) = \frac{\alpha^n_-(t, x^n_t) + \sigma}{\Delta x^n_t} \Delta t + o(\Delta t), \]
with the convention that $x^n_{n+1} = 1/n$ and $x^n_0 = x^n_n = 1$. Given anticipations $(\mu^n_t)_{t \geq 0}$ on the repartition of players in $S^n$ the cost is given by
\[ J^n(\alpha^n_+, \mu^n) = \mathbb{E} \left[ \int_0^T L(X^n_t, \alpha^n_+(t, X^n_t)) + L(X^n_t, -\alpha^n_-(t, X^n_t)) - L(X^n_t, 0) + f(\mu^n_t)(X^n_t) dt + g(\mu^n_T)(X^n_T) \right]. \]

A solution of the MFG is still a couple $(\alpha^n_+, \mu^n)$ such that $\alpha^n_+$ is optimal for $\mu^n$ fixed and $\mu^n_T = \text{Law}(X^n_T)$, where $X^n$ is the optimal process.

For a function $u : S^n \to \mathbb{R}$ we denote the right and left first order $n$ finite difference by
\[ \Delta^n_+ u(x) = \frac{u(x + \Delta x_n) - u(x)}{\Delta x_n} \quad \Delta^n_- u(x) = \frac{u(x - \Delta x_n) - u(x)}{\Delta x_n}, \]
and the second order finite difference

\[
\Delta^2_n u(x) = \frac{u(x + \Delta x_n) - 2u(x) + u(x - \Delta x_n)}{\Delta x_n^2},
\]

(2.9)

We remark that if \( u : \mathbb{T} \to \mathbb{R} \) is smooth, then \( \lim_{n \to \infty} \Delta^2_n u(x) = \pm \partial_x u(x) \) and \( \lim_{n \to \infty} \Delta^2_n u(x) = \partial^2_x u(x) \). The optimization provides the discrete HJB equation

\[
- \frac{d}{dt} u^n + H_T(x, \Delta^*_n u^n(x)) + H_\downarrow(x, -\Delta^-_n u^n(x)) - \sigma \Delta^2_n u^n(x) = f(\mu^n(x)), \quad x \in S^n,
\]

(2.10)

where

\[
H_T(x, p) := -\inf_{\alpha \geq 0} \{ L(x, \alpha) + \alpha p \}; \quad H_\downarrow(x, p) := -\inf_{\alpha \geq 0} \{ L(x, -\alpha) - \alpha p \} + L(x, 0).
\]

(2.11)

The optimal controls are given in feedback form by

\[
\alpha^*_n(t, x) = -\partial_p H_T(x, \Delta^*_n u^n(x)), \quad \alpha^-_n(t, x) = \partial_p H_\downarrow(x, -\Delta^-_n u^n(x)), \quad x \in S^n.
\]

(2.12)

Let us remark that \( H_T \) and \( H_\downarrow \) are such that for \( (x, p) \in \mathbb{T} \times \mathbb{R} \)

\[
H_T(x, p) + H_\downarrow(x, p) = H(x, p)
\]

(2.13)

Moreover, \( L \) is smooth and uniformly convex in \( a \) on compact sets, but \( H_T \) and \( H_\downarrow \) are neither uniformly convex nor \( C^2 \); however, they are \( C^1 \) and \( H_T, H_\downarrow, \partial_p H_T, \partial_p H_\downarrow \) are still locally Lipschitz in \( (x, p) \).

The generator of the dynamics of \( X^n \) associated to the optimal controls is given by

\[
\mathcal{L}^n \varphi(x) = \left( -\frac{\partial_p H_T(x, \Delta^*_n u^n(x))}{\Delta x_n} + \frac{\sigma}{\Delta x_n^2} \right) [\varphi(x + \Delta x_n) - \varphi(x)]
\]

(2.14)

\[
+ \left( \frac{\partial_p H_\downarrow(x, -\Delta^-_n u^n(x))}{\Delta x_n} + \frac{\sigma}{\Delta x_n^2} \right) [\varphi(x - \Delta x_n) - \varphi(x)]
\]

\[
- \partial_p H_T(x, \Delta^*_n u^n(x)) \varphi(x) + \partial_p H_\downarrow(x, -\Delta^-_n u^n(x)) \varphi(x) + \sigma \Delta^2_n \varphi(x).
\]

Hence the discrete Fokker-Planck equation associated to this generator is given by

\[
\frac{d}{dt} u^n(t, x) - \sigma \Delta^2_n u^n(t, x) + \Delta^*_n (\partial_p H_T(x, \Delta^*_n u^n(x)) \mu^n(t, x)) + \Delta^-_n (\partial_p H_\downarrow(x, -\Delta^-_n u^n(x)) \mu^n(t, x)) = 0, \quad x \in S^n.
\]

(2.15)

For a function \( U \) defined on \( \mathcal{P}(S^n) \) we denote by \( \partial_m U \) its derivative along the direction \( e_j \); and denote equivalently \( e_j = e_{x_j} \) and \( \partial_m U = \partial_m U \), because we view \( m \in \mathcal{P}(S^n) \) as \( m = \sum_{j=1}^n m_j \delta_{x_j} \). More precisely, we will consider only derivatives along directions \( (e_j - e_i) \), which are tangent vectors to the simplex. The discrete master equation for \( U^n : [0, T] \times S^n \times \mathcal{P}(S^n) \) is then given by

\[
- \partial_t U^n(t, x, m) + H_T(x, \Delta^*_n U^n(t, x, m)) + H_\downarrow(x, -\Delta^-_n U^n(t, x, m)) - \sigma \Delta^2_n U^n(t, x, m) - f(m)(x)
\]

\[
- \sum_{y \in S^n} m_y \left( \frac{\partial_p H_T(y, \Delta^*_n U^n(y, m))}{\Delta x_n} + \frac{\sigma}{\Delta x_n^2} \right) \left( \partial_{m+y+\Delta x_n} U^n(x, m) - \partial_{m+y} U^n(x, m) \right)
\]

\[
- \sum_{y \in S^n} m_y \left( \frac{\partial_p H_\downarrow(y, -\Delta^-_n U^n(y, m))}{\Delta x_n} + \frac{\sigma}{\Delta x_n^2} \right) \left( \partial_{m+y-\Delta x_n} U^n(x, m) - \partial_{m+y} U^n(x, m) \right) = 0.
\]

(2.16)

The last two terms are equal to

\[
- \int_T m(dy) \frac{\partial_p H_T(y, \Delta^*_n U^n(y, m))}{\Delta x_n} \left( \partial_{m+y+\Delta x_n} U^n(x, m) - \partial_{m+y} U^n(x, m) \right)
\]

(2.17)

\[
- \int_T m(dy) \frac{\partial_p H_\downarrow(y, -\Delta^-_n U^n(y, m))}{\Delta x_n} \left( \partial_{m+y-\Delta x_n} U^n(x, m) - \partial_{m+y} U^n(x, m) \right)
\]

(2.18)

\[
- \int_T m(dy) \frac{\sigma}{\Delta x_n^2} \left( \partial_{m+y+\Delta x_n} U^n(x, m) - 2\partial_{m+y} U^n(x, m) + \partial_{m+y-\Delta x_n} U^n(x, m) \right)
\]

(2.19)
assuming that \( m = \sum_{j=1}^{n} m_j \delta x_j \).

**Remark 2.1.** As an example, consider the simple case of quadratic Lagrangian: \( L(a) = \frac{q^2}{2} \). In this case, we have \( H_\tau(p) = \frac{1}{2} p_+^2 \), \( H_\delta(p) = \frac{1}{2} p_-^2 \), and thus \( \alpha^n_+ = (\Delta^n u)_- \), \( \alpha^n_- = (-\Delta^n u)_+ \), where \( p_+ \) and \( p_- \) denote the positive and negative part of \( p \).

### 2.4. Heuristic derivation of the limit master equation.

In this section, we give a formal justification of the previous discretization. Ultimately, we want to show that

\[
\lim_{n \to \infty} U^n(t, x^n, m^n) = U(t, x, m),
\]

where \(|x^n - x| + W_1(m^n, m) \to 0\). Let us assume this and show that, formally, the master equation (2.16) converges indeed to (2.1). We first have

\[
\lim_{n \to \infty} \Delta^n_x U^n(t, x, m) = \pm \partial_x U(t, x, m), \quad \lim_{n \to \infty} \Delta^n_x U^n(t, x, m) = \partial_{xx} U(t, x, m)
\]

and thus the first terms in (2.16) converge to the corresponding one in (2.1).

We recall the definition of the measure derivative: for a function \( U : \mathcal{P}(\mathbb{R}) \to \mathbb{R} \) the first derivative \( \frac{dU}{dm}(m; y) \) is defined by the limit

\[
\frac{dU}{dm}(m, x) = \lim_{\theta \to 0} \frac{U((1 - \theta)m + \theta x) - U(m)}{\theta}.
\]

Recalling that \( U^n(t, x, m) \approx U(t, x, \sum_j m_j \delta x_j) \) we then have

\[
\partial_{m_y \pm \Delta x_n} U^n(x, m) - \partial_{m_y} U^n(x, m) = \int_T \frac{dU}{dm}(x, m, z)(\delta y \pm \delta x_n - \delta y)(dz)
\]

\[
= \frac{dU}{dm} (x, m, y \pm \Delta x_n) - \frac{dU}{dm} (x, m, y)
\]

and hence

\[
\lim_{n \to \infty} \frac{\partial_{m_y \pm \Delta x_n} U^n(x, m) - \partial_{m_y} U^n(x, m)}{\Delta x_n} = \pm \partial_y \frac{dU}{dm} (x, m; y).
\]

Therefore the terms in (2.17)-(2.18) give

\[
\approx - \int_T m(dy) \left[ -\partial_y H_T(y, \partial_x U^n(y, m)) \partial_x \frac{dU}{dm} (x, m, y) - \partial_y H_\delta(y, \partial_x U^n(y, m)) \partial_y \frac{dU}{dm} (x, m, y) \right]
\]

\[
= \int_T m(dy) \partial_y H(y, \partial_x U(y, m)) \partial_x \frac{dU}{dm} (x, m, y) = - \left( \partial_x (\partial_p H(\cdot, \partial_x U(\cdot, m))m), \frac{dU}{dm} (x, m; \cdot) \right).
\]

while the term in (2.19) yields

\[
- \sigma \int_T m(dy) \frac{\delta U}{\delta m}(x, m; y + \Delta x_n) - 2 \frac{\delta U}{\delta m}(x, m; y) + \frac{\delta U}{\delta m}(x, m; y - \Delta x_n)
\]

\[
\Delta x_n
\]

\[
- \sigma \int_T m(dy) \partial_y \frac{dU}{dm} (x, m; y) = - \sigma \left( \partial_{xx} m, \frac{dU}{dm} (x, m; \cdot) \right).
\]

This provides the remaining terms in (2.1).

As far as convergence of the trajectories is concerned, we study it by means of the generators. By (2.14) we have

\[
\mathcal{L}^n \varphi(x) \approx -\partial_p H_T(x, \partial_x U(x, \mu_t)) \partial_x \varphi(x) - \partial_p H(x, \partial_x U(x, \mu_t)) \partial_x \varphi(x) + \sigma \partial_{xx} \varphi(x)
\]

\[
= -\partial_p H(x, \partial_x U(x, \mu_t)) \partial_x \varphi(x) + \sigma \partial_{xx} \varphi(x),
\]

which is the generator of the limiting dynamics, yielding the convergence in distribution of the optimal processes.
3. Convergence results in the absence of a common noise

We prove convergence, with a convergence rate, of the discrete master equation (2.10) to (2.1) and then of the related optimal trajectories, first in case (2.1) admits a smooth solution and then in case there is no such solution.

The monotonicity (2.5) of \( f \) and \( g \) implies that both (2.1) and (2.10) admit at most one classical solution. It also implies the uniqueness of solutions of the systems of characteristics such as (2.4) or the discrete system

\[
- \frac{d}{dt} u^n_t + H_t(\Delta^n u^n_t(x)) + H_t(x, -\Delta^n u^n_t(x)) - \sigma \Delta^n u^n_t(x) = f(\mu^n_t)(x), \quad t \in (s, T), x \in S^n;
\]

\[
- \frac{d}{dt} \mu^n_t(t, x) - \sigma \Delta^n \mu^n_t(t, x) + \Delta^n(\partial_t H_t(x, \Delta^n u^n_t(x))\mu^n_t(t, x)) - \Delta^n(\partial_p H_t(x, \Delta^n u^n_t(x))\mu^n_t(t, x)) = 0, \quad t \in (s, T), x \in S^n;
\]

\[
u^n_t(x) = g(\mu^n_T)(x); \quad \mu^n(s) = m^n,
\]

(3.1)

**Lemma 3.1.** Let \((u^n, \mu^n)\) be a solution of (3.1) for given \( s \in [0, T] \), \( \tilde{\mu}^n \in \mathcal{P}(S^n) \), this solution satisfies

\[
\sup_{x \in S^n} |u^n(s, x)| \leq (T - s)(\|f\|_\infty + \sup_x \|\inf \alpha \|_\alpha) + \|g\|_\infty.
\]

(3.2)

If \( f \) and \( g \) are Lipschitz in \( x \), uniformly in \( m \), then there exists \( M > 0 \) such that for any \( s \in [0, T] \), \( \mu^n \in \mathcal{P}(S^n) \), \( n \geq 1 \) and \( x \in S^n \)

\[
|\Delta^n u^n(s, x)| \leq M.
\]

(3.3)

**Proof.** Recall that \( u^n \) is the value function of an optimal control problem for the dynamics (2.6) and cost (2.7) (given \( \mu^n \)). The lower bound in (3.2) is then straightforward, while the upper bound follows by choosing the feedback controls \( \alpha_+(x) \) which minimizes the function \( a \mapsto L(x, a) \) for \( a \geq 0 \), and \( -\alpha_-(x) \) which minimizes \( a \mapsto L(x, a) \) for \( a \leq 0 \). In order to prove (3.3), it is convenient to use stochastic open-loop controls for the control problem and thus to consider a probabilistic representation of the dynamics of \( X^n \). We now introduce the representation analyzed in [21].

Let \( N \) be a Poisson random measure on \([0, T] \times [0, \infty)^2\) with intensity measure \( \nu(d\theta) \) on \([0, \infty)^2\) given by

\[
\nu(E) = \ell(E \cap ([0, \infty) \times \{0\})) + \ell(E \cap (\{0\} \times [0, \infty))),
\]

where \( \ell \) is the Lebesgue measure on \( \mathbb{R} \). The measure \( \nu \) is in fact the sum of the intersection with the axes and has the property that

\[
\int_{[0, \infty)^2} \varphi(\theta_+, \theta_-) \nu(d\theta) = \int_0^{\infty} \varphi(\theta_+, 0) d\theta_+ + \int_0^{\infty} \varphi(0, \theta_-) d\theta_-.
\]

Consider then the dynamics

\[
 dX^n_t = \int_{[0, \infty)^2} \left( \Delta x^n \mathbb{1}_{\left(0, \frac{\alpha^n_++\alpha^n_-(x)}{\Delta x^n} \right]}(\theta_+) - \Delta x^n \mathbb{1}_{\left(0, \frac{\alpha^n_+ - \alpha^n_-(x)}{\Delta x^n} \right]}(\theta_-) \right) N(d\theta, dt)
\]

(3.4)

for a control \((\alpha^n_+(t, x), \alpha^n_-(t, x))\). We can show that the generator is given by (calling \( \lambda(\alpha_+ + \alpha_- + \theta) \) the integrand above)

\[
\int_{[0, \infty)^2} \left[ \varphi(x + \lambda(\alpha_+(t, x), \alpha_-(t, x), \theta)) - \varphi(x) \right] \nu(d\theta) = \Delta^n_+ \varphi(x)+ \Delta^n_+ \varphi(x) \alpha_+(t, x)+ \Delta^n_- \varphi(x) \alpha_-(t, x)+ \sigma \Delta^n_2 \varphi(x),
\]

which ensures that \( X^n \) has the transition rates as in (2.6). The advantage in using the representation is that it permits to use stochastic open-loop controls (for the strong formulation), which are predictable stochastic processes (with respect to the filtration generated by the fixed Poisson measure and the initial condition).
There exists a constant $C$

Theorem 3.3. Let the heuristics of section 2.4 are true with a modulus of convergence driven by $x$.

The proof of this statement follows from the fact that assuming this regularity on $X^n$ the process starting at $x$ and by $\tilde{X}^n$ the process starting at $x + \Delta x_n$, both with the control $(\alpha^n_+, \alpha^n_-)_t$, then

$$u(t_0, x) = \inf_{\alpha^n} \mathbb{E}\left[ \int_{t_0}^T L(X^n_t, (\alpha^n_+)_t) + L(X^n_t, -(\alpha^n_-)_t) - L(X^n_0, 0) + f(X^n_t, \mu^n_t) dt + g(X^n_T, \mu^n_T) \right],$$

where $X^n$ starts at $X^n_0 = x$ and uses the stochastic control $(\alpha^n_+, \alpha^n_-)_t$. As to (3.3), if $(\alpha^n_+, \alpha^n_-)_t$ is optimal for $x$ (that is given by (2.12)) and we denote by $X^n$ the process starting at $x$ and by $\tilde{X}^n$ the process starting at $x + \Delta x_n$, both with the control $(\alpha^n_+, \alpha^n_-)_t$, then

$$u(t_0, x + \Delta x_n) - u(t_0, x)$$

$$\leq \mathbb{E}\left[ \int_{t_0}^T L(\tilde{X}^n_t, (\alpha^n_+)_t) + L(\tilde{X}^n_t, -(\alpha^n_-)_t) - L(\tilde{X}^n_0, 0) + f(\tilde{X}^n_t, \mu^n_t) dt + g(\tilde{X}^n_T, \mu^n_T) \right]$$

$$- \mathbb{E}\left[ \int_{t_0}^T L(X^n_t, (\alpha^n_+)_t) + L(X^n_t, -(\alpha^n_-)_t) - L(X^n_0, 0) + f(X^n_t, \mu^n_t) dt + g(X^n_T, \mu^n_T) \right]$$

$$\leq M \sup_{t_0 \leq t \leq T} \mathbb{E}|\tilde{X}^n_t - X^n_t|,$$

where we have used the regularity of $L$ in its first variable. We conclude by noticing that $\tilde{X}^n_t - X^n_t = \Delta x_n$ for any $t$, because all the other terms cancel. By changing the roles of $x$ and $x + \Delta x_n$, we obtain the opposite inequality and hence (3.3) follows.

Clearly this estimate translates directly to the solution of the master equation thanks to its representation by the characteristics.

3.1. Classical solutions. We first prove convergence, with a convergence rate, in cases in which (2.4) and (2.10) admit a classical solution. Results on the existence of such solutions are given in [14, thm. 2.4.2] for the continuous master equation and in [6, 22] for the discrete master equation, assuming regularity of $f$ and $g$ in the measure argument.

The first preliminary result states that a smooth solution of the continuous master equation, computed on discrete measures, almost solves the discrete master equation.

Proposition 3.2. If $U$ is the classical solution to (2.4) then $V^n(t, x, m) := U(t, x, \sum_{j=1}^n m_j \delta x_j)$ solves

$$-\partial_t V^n(x, m) + H_t(x, \Delta_+ V^n(x, m)) + H_t(x, -\Delta_- V^n(x, m)) - \sigma \Delta_0 V^n(x, m) - f(x, m) + \sum_{y \in S^n} m_y \frac{\partial H_t(u, \Delta^n V^n(y, m))}{\Delta x_n} \left( \partial_{m_y + \Delta x_n} V^n(x, m) - \partial_{m_y} V^n(x, m) \right) + \sum_{y \in S^n} m_y \frac{-\partial H_t(u, -\Delta_- V^n(y, m))}{\Delta x_n} \left( \partial_{m_y - \Delta x_n} V^n(x, m) - \partial_{m_y} V^n(x, m) \right) - \sum_{y \in S^n} m_y \frac{\sigma}{\Delta x_n} \left( \partial_{m_y + \Delta x_n} V^n(x, m) - 2\partial_{m_y} V^n(x, m) + \partial_{m_y - \Delta x_n} V^n(x, m) \right) = r^n(t, x, m),$$

with $|r^n(t, x, m)| \leq C \omega(\frac{1}{n})$, where $\omega$ is a modulus of continuity of $\partial_x U$, $\partial_{xx} U$, $\frac{\partial U}{\partial m}$, $\frac{\partial U}{\partial y}$ and $\partial_{yy} \frac{\partial U}{\partial y}$.

Proof. The proof of this statement follows from the fact that assuming this regularity on $U$, all the heuristics of section 2.4 are true with a modulus of convergence driven by $\omega$.

Theorem 3.3. Let $U$ be a classical solution to (2.4) and $U^n$ be a classical solution to (2.10). There exists a constant $C$ (independent of $n$) such that, for $V^n$ defined as in the previous result,

$$|U^n(t, x, m) - V^n(t, x, m)| \leq C \omega\left(\frac{1}{n}\right), \quad \forall t \in [0, T], x \in S^n, m \in \mathcal{P}(S_n)$$

$$E \int_0^T |\Delta^n(U^n - V^n)(t, X^n_t, \text{Law}(X^n_t))|^2 + |\Delta^n(U^n - V^n)(t, X^n_t, \text{Law}(X^n_t))|^2 dt \leq C \omega^2\left(\frac{1}{n}\right)$$
where \( X^n_t \) is the optimal process of the MFG \((3.18)-(3.19)\).

Notably, in the proof below, we make no use of the monotonicity assumption, as we just use the fact that the solutions to the master equations are classical. We also do not need uniform in \( n \) estimates on \( U^n \), except for the one of Lemma 3.1, but we make use of the non-degeneracy of the diffusion. The proof is inspired by the argument of [14, Thm. 2.2.1] for the convergence of the \( N \)-player game, which is itself inspired by the stability argument for forward-backward SDEs. Clearly, the best convergence rate in \((3.6)\) is \( \frac{1}{n} \) if the derivatives of \( U \) involved are Lipschitz-continuous.

**Proof.** Consider any initial time \( t_0 \in [0, T) \) and distribution \( \mu_0 = (\mu_{0,y})_{y \in S^n} \in \mathcal{P}(S^n) \) such that \( \mu_{0,y} \neq 0 \) for each \( y \in S^n \), i.e. \( \mu_0 \) belongs to the interior of the simplex, and let \((X^n_t)_{t_0 \leq t \leq T}\) the optimal process of the discrete MFG starting at \((t_0, \mu_0)\). Denote its law by \((\mu^n_t = \text{Law}(X^n_t))_{t_0 \leq t \leq T}\). We denote \( W^n = U^n - V^n \), \( W^n_t = U^n_t - V^n_t = (U^n - V^n)(t, X^n_t, \mu^n_t) \) and expand \( |U^n - V^n|^2(t, X^n_t, \mu^n_t) \). For any \( t \in [t_0, T] \), its formula and then conditional expectation with respect to the initial condition (denoted \( \mathbb{E}_0 \)) give

\[
\mathbb{E}_0 |W^n_t|^2 - \mathbb{E}_0 |W^n_s|^2 = \mathbb{E}_0 \int_t^T \left[ \left( |W^n(X^n_s + \Delta x_n, \mu^n_s)|^2 - |W^n_s|^2 \right) \left( \frac{\sigma}{\Delta x^2_n} - \frac{\partial_p H_\gamma(X^n_s, \Delta^n U^n_s)}{\Delta x_n} \right) 
+ \left( |W^n(X^n_s - \Delta x_n, \mu^n_s)|^2 - |W^n_s|^2 \right) \left( \frac{\sigma}{\Delta x^2_n} - \frac{\partial_p H_\gamma(X^n_s, -\Delta^n U^n_s)}{\Delta x_n} \right) 
+ 2W^n_s \left( \partial_p H_\gamma(X^n_s, \Delta^n U^n_s) + H_\gamma(X^n_s, \Delta^n U^n_s) - H_\gamma(X^n_s, \Delta^n U^n_s) - H_\gamma(X^n_s, -\Delta^n U^n_s) - \sigma \Delta^n U^n_s + \sigma \Delta^n V^n_s 
+ \sum_{y \in S^n} \mu^n_{s,y} \partial_p H_\gamma(y, \Delta^n U^n(y, \mu^n_s)) \left( \partial_{m_y + \Delta x_n} U^n_s - \partial_{m_y} U^n_s \right) 
- \sum_{y \in S^n} \mu^n_{s,y} \partial_p H_\gamma(y, -\Delta^n U^n(y, \mu^n_s)) \left( \partial_{m_y - \Delta x_n} V^n_s - \partial_{m_y} V^n_s \right) 
- \sum_{y \in S^n} \mu^n_{s,y} \partial_p H_\gamma(y, \Delta^n V^n(y, \mu^n_s)) \left( \partial_{m_y + \Delta x_n} U^n_s - \partial_{m_y} U^n_s \right) 
+ \sum_{y \in S^n} \mu^n_{s,y} \partial_p H_\gamma(y, -\Delta^n V^n(y, \mu^n_s)) \left( \partial_{m_y - \Delta x_n} V^n_s - \partial_{m_y} V^n_s \right) 
- \sum_{y \in S^n} \mu^n_{s,y} \frac{\sigma}{\Delta x^2_n} \left( \partial_{m_y + \Delta x_n} U^n_s - 2\partial_{m_y} U^n_s + \partial_{m_y - \Delta x_n} U^n_s \right) 
+ \sum_{y \in S^n} \mu^n_{s,y} \frac{\sigma}{\Delta x^2_n} \left( \partial_{m_y + \Delta x_n} V^n_s - 2\partial_{m_y} V^n_s + \partial_{m_y - \Delta x_n} V^n_s \right) \right) + r^n_s \right. 
+ 2W^n_s \left( - \sum_{y \in S^n} \mu^n_{s,y} \partial_p H_\gamma(y, \Delta^n U^n(y, \mu^n_s)) \left( \partial_{m_y + \Delta x_n} U^n_s - \partial_{m_y} U^n_s \right) 
+ \sum_{y \in S^n} \mu^n_{s,y} \partial_p H_\gamma(y, -\Delta^n U^n(y, \mu^n_s)) \left( \partial_{m_y - \Delta x_n} U^n_s - \partial_{m_y} U^n_s \right) \right)
\right] ds.
\]
\[
\begin{align*}
&+ \sum_{y \in S^n} \mu^n_{m,y} \frac{\partial_p H_t^t(y, \Delta^n U^n(y, \mu^n_s))}{\Delta x_n} \left( \partial_{m+y+\Delta x_n} V^n_s - \partial_{m_y} V^n_s \right) \\
&\quad - \sum_{y \in S^n} \mu^n_{m,y} \frac{\partial_p H_t^t(y, -\Delta^n U^n(y, \mu^n_s))}{\Delta x_n} \left( \partial_{m_y-\Delta x_n} V^n_s - \partial_{m_y} V^n_s \right) \\
&+ \sum_{y \in S^n} \mu^n_{m,y} \frac{\sigma}{\Delta x_n^2} \left( \partial_{m_y+\Delta x_n} U^n_s - 2\partial_{m_y} U^n_s + \partial_{m_y-\Delta x_n} U^n_s \right) \\
&\quad - \sum_{y \in S^n} \mu^n_{m,y} \frac{\sigma}{\Delta x_n^2} \left( \partial_{m_y+\Delta x_n} V^n_s - 2\partial_{m_y} V^n_s + \partial_{m_y-\Delta x_n} V^n_s \right) \right) ds \\
&= \mathbb{E} \int_t^T \left[ \Delta^n W^n_s \right]^2 \left( \sigma - \Delta x_n \partial_p H_t(X^n_s, \Delta^n U^n_s) + |\Delta^n W^n_s|^2 \left( \sigma + \Delta x_n \partial_p H_t(X^n_s, -\Delta^n U^n_s) \right) \right. \\
&\quad + 2W^n_s \sigma \Delta^n W^n_s - \partial_p H_t(X^n_s, \Delta^n U^n_s) \Delta^n W^n_s + \partial_p H_t(X^n_s, -\Delta^n U^n_s) \Delta^n W^n_s \\
&\quad + \sum_{y \in S^n} \mu^n_{m,y} \left( \partial_p H_t(y, \Delta^n U^n(y, \mu^n_s)) - \partial_p H_t(y, \Delta^n V^n(y, \mu^n_s)) \right) \left( \partial_{m_y+\Delta x_n} V^n_s - \partial_{m_y} V^n_s \right) \\
&\quad \left. - \sum_{y \in S^n} \mu^n_{m,y} \left( \partial_p H_t(y, -\Delta^n U^n(y, \mu^n_s)) - \partial_p H_t(y, -\Delta^n V^n(y, \mu^n_s)) \right) \left( \partial_{m_y-\Delta x_n} V^n_s - \partial_{m_y} V^n_s \right) \right] ds \\
&\quad + 2W^n_s \left( \partial_p H_t(X^n_s, \Delta^n U^n_s) \Delta^n W^n_s + H_t(X^n_s, \Delta^n U^n_s) - H_t(X^n_s, \Delta^n V^n_s) \right. \\
&\quad \left. + \partial_p H_t(X^n_s, -\Delta^n U^n_s) \Delta^n W^n_s + H_t(X^n_s, -\Delta^n U^n_s) - H_t(X^n_s, -\Delta^n V^n_s) + r^n_s \right) \\
&\quad + \sum_{y \in S^n} \mu^n_{m,y} \left( \partial_p H_t(y, \Delta^n U^n(y, \mu^n_s)) - \partial_p H_t(y, \Delta^n V^n(y, \mu^n_s)) \right) \left( \partial_{m_y+\Delta x_n} V^n_s - \partial_{m_y} V^n_s \right) \\
&\quad \left. - \sum_{y \in S^n} \mu^n_{m,y} \left( \partial_p H_t(y, -\Delta^n U^n(y, \mu^n_s)) - \partial_p H_t(y, -\Delta^n V^n(y, \mu^n_s)) \right) \left( \partial_{m_y-\Delta x_n} V^n_s - \partial_{m_y} V^n_s \right) \right] ds.
\end{align*}
\]

We recall that \(-\partial_p H_t(X^n_s, \Delta^n U^n_s)\) and \(\partial_p H_t(X^n_s, -\Delta^n U^n_s)\) are the optimal transition rates and they are non-negative. Since \(|\Delta^n U^n_s| \leq M\) and \(W_T = 0\), using the convexity inequality \(AB \leq \varepsilon A^2 + \frac{1}{2\varepsilon} B^2\) and the bounds

\[
\left| \frac{\partial_{m+y+\Delta x_n} V^n_s - \partial_{m_y} V^n_s}{\Delta x_n} + D^n U(X^n_s, \mu^n_s) \right| \leq \omega\left(\frac{1}{n}\right)
\]

and \(|D^n U| \leq C\), as well as the fact that \(H_t^t\) and \(H_t^t\) and their derivatives are locally Lipschitz, we obtain

\[
\mathbb{E}_0|W^n_s|^2 + \sigma \mathbb{E} \int_t^T \left( \left| \Delta^n W^n_s \right|^2 + \left| \Delta^n W^n_s \right|^2 \right) ds \\
\leq C \mathbb{E} \int_t^T \left| W^n_s \right| \left( \left| \Delta^n W^n_s \right| + \left| \Delta^n W^n_s \right| + \sum_{y \in S^n} \mu^n_{m,y} \left| \partial_p H_t(y, \Delta^n U^n(y, \mu^n_s)) - \partial_p H_t(y, \Delta^n V^n(y, \mu^n_s)) \right| \\
+ \sum_{y \in S^n} \mu^n_{m,y} \left| \partial_p H_t(y, -\Delta^n U^n(y, \mu^n_s)) - \partial_p H_t(y, -\Delta^n V^n(y, \mu^n_s)) \right| + r^n_s + \omega(1/n) \right) ds \\
\leq C \mathbb{E} \int_t^T \left| W^n_s \right| \left( \left| \Delta^n W^n_s \right| + \left| \Delta^n W^n_s \right| + \omega(1/n) \right) ds \\
\leq C \mathbb{E} \int_t^T \left| W^n_s \right|^2 ds + \frac{C}{2} \mathbb{E}_0 \int_t^T \left( \left| \Delta^n W^n_s \right|^2 + \left| \Delta^n W^n_s \right|^2 \right) ds + C\omega^2(1/n).
\]
This gives
\[ \mathbb{E}_0 |W_t^n|^2 + \frac{\sigma}{2} \mathbb{E}_0 \int_t^T (|\Delta^n W_s^n|^2 + |\Delta^n W_s^n|^2) \, ds \leq C \mathbb{E}_0 \int_t^T |W_s^n|^2 \, ds + C \omega^2 \left( \frac{1}{n} \right) \]  
(3.8)
and thus Gronwall’s inequality yields
\[ \sup_{t \in [0,T]} \mathbb{E}_0 |W_t^n|^2 \leq C \omega^2 \left( \frac{1}{n} \right) \quad \mathbb{P} \text{-a.s.} \]  
(3.9)
At \( t = t_0 \), the above inequality gives
\[ |U^n(t_0, X_{t_0}^n, \mu_0) - V^n(t_0, X_{t_0}^n, \mu_0)| \leq C \omega \left( \frac{1}{n} \right) \quad \mathbb{P} \text{-a.s.}, \]  
(3.10)
which, since Law(\( X_{t_0} \)) = \( \mu_0 \) is supported on the entire \( S^n \), provides
\[ |U^n(t_0, x, \mu_0) - V^n(t_0, x, \mu_0)| \leq C \omega \left( \frac{1}{n} \right) \]  
(3.11)
for any \( t_0 \in [0,T], x \in S^n \) and \( \mu_0 \) in the interior of \( \mathcal{P}(S^n) \). Since \( U^n \) and \( V^n \) are continuous in the measure argument, the above inequality holds for any \( \mu \in \mathcal{P}(S^n) \), which provides \( 3.11 \), but only for \( n \geq 4M \); changing the value of the constant, \( 3.11 \) holds for any \( n \).

Finally, letting \( t_0 = 0 \), applying \( 3.9 \) into \( 3.8 \) and taking the expectation, we obtain \( 3.7 \). \( \square \)

We now turn to the convergence of the trajectories at equilibrium. Consider an initial distribution (at time 0) \( m_0 \) of the limit MFG, and a random variable \( \xi \) (with values in \( \mathbb{T} \)) with Law(\( \xi \)) = \( m_0 \). For the discretization, let \( E_i^n = [x_i^n - \frac{1}{2n}, x_i^n + \frac{1}{2n}] \) and
\[ m_0^n = \sum_{i=1}^n m_0(E_i^n) \delta_{s^n_i}, \quad \xi^n = \sum_{i=1}^n x_i^n 1_{\{\xi \in E_i^n\}}. \]  
(3.12)
We have Law(\( \xi^n \)) = \( m_0^n \) and \( \frac{1}{n} \mathbb{E}[|\xi^n - \xi|^k] \leq \frac{1}{2n} \) for any integer \( k \geq 1 \).

Let \( X^n \) be the trajectory at equilibrium for the discrete MFG with initial condition \( \xi^n \). Hence the control of the players is given by \( \alpha^n_t(x) = -\partial_p H_1(x, \Delta^n U^n(t,x,\text{Law}(X^n))) \) (and similarly for \( \alpha^n_t \)), where \( U^n \) is the classical solution to \( 2.16 \). Let also \( X \) be the optimal process for the limit MFG \( 2.1 \) with initial condition \( \xi \). The associated control is thus given by \( \alpha(x, t) = -\partial_p H(x, \partial_x U(t,x,\text{Law}(X))) \), where \( U \) is the classical solution of \( 2.1 \).

**Theorem 3.4** (Convergence of trajectories). We have
\[ \sup_{0 \leq t \leq T} W_1(\text{Law}(X^n), \text{Law}(X)) \leq C \omega \left( \frac{1}{n} \right) + C \]  
(3.13)
and further
\[ \lim_{n \to \infty} X^n = X \quad \text{in law in} \, \mathcal{D}([0,T], \mathbb{T}). \]  
(3.14)

**Proof.** Let \( X^n \) and \( \hat{X}^n \) be the processes starting at \( \xi^n \), with dynamics given by \( 2.6 \), with controls therein given by \( \alpha^n_t(x, t), \alpha^n_t(x, t) \) = \( (-\partial_p H_1(x, \Delta^n U(t,x,\text{Law}(X^n))), \partial_x H_1(x, \Delta^n U(t,x,\text{Law}(X^n))) \)) and \( (\hat{\alpha}_t^n(x, t), \hat{\alpha}_t^n(x, t)) \) = \( (-\partial_p H_1(x, \partial_x U(t,x,\text{Law}(X))), \partial_x H_1(x, \partial_x U(t,x,\text{Law}(X))) \) respectively. The SDE representation \( 3.4 \), applying then \( 3.7 \), Jensen’s inequality and the Lipschitz continuity of \( \partial_x U \) in \( x \) and \( m \) (in \( W_1 \)) and recalling that \( W_1(\text{Law}(X), \text{Law}(Y)) \leq \mathbb{E}|X - Y| \), give
\[
\mathbb{E} \sup_{0 \leq s \leq t} |X^n_s - X^n_s| \leq \mathbb{E} \int_0^t \left| \partial_p H_1(X^n_s, \Delta^n U^n(s, X^n, \text{Law}(X^n))) - \partial_p H_1(X^n_s, \Delta^n U^n(s, X^n, \text{Law}(X^n))) \right| \, ds \\
+ \left| \partial_p H_1(X^n_s, -\Delta^n U^n(s, X^n, \text{Law}(X^n))) - \partial_p H_1(X^n_s, -\Delta^n U^n(s, X^n, \text{Law}(X^n))) \right| \, ds \\
\leq \mathbb{E} \int_0^t \left| \partial_p H_1(X^n_s, \Delta^n U^n(s, X^n, \text{Law}(X^n))) - \partial_p H_1(X^n_s, \Delta^n U^n(s, X^n, \text{Law}(X^n))) \right| \, ds \\
+ \left| \partial_p H_1(X^n_s, -\Delta^n U^n(s, X^n, \text{Law}(X^n))) - \partial_p H_1(X^n_s, -\Delta^n U^n(s, X^n, \text{Law}(X^n))) \right| \, ds
\]
Similarly, recalling that \( \|\Delta_n U \pm \partial_x U\|_\infty \leq \omega(\frac{1}{n}) \), we have

\[
E \sup_{0 \leq s \leq t} |\tilde{X}_n^t - \tilde{X}_t^n| \leq E \int_0^t |\partial_p H_t(\tilde{X}_n^t, \partial_x U(s, \tilde{X}_n^t, \Law(X_t^n))) - \partial_p H_t(\tilde{X}_t^n, \Delta_n U(s, \tilde{X}_n^t, \Law(X_t^n)))| ds
\]

\[
\leq C \omega \left( \frac{1}{n} \right) + C E \int_0^t |\partial_p H_t(\tilde{X}_n^t, \partial_x U(s, \tilde{X}_n^t, \Law(X_t^n))) - \partial_p H_t(\tilde{X}_t^n, \Delta_n U(s, \tilde{X}_n^t, \Law(X_t^n)))| ds
\]

\[
\leq C \omega \left( \frac{1}{n} \right) + C E \sup_{0 \leq r \leq s} W_1(\Law(\tilde{X}_n^t), \Law(X_t^n)) + W_1(\Law(\tilde{X}_t^n), \Law(X_t^n)) ds
\]

and thus, applying Gronwall’s inequality, we get

\[
E \sup_{0 \leq t \leq T} |\tilde{X}_t^n - X_t^n| \leq C \omega \left( \frac{1}{n} \right) + C E \sup_{0 \leq t \leq T} W_1(\Law(\tilde{X}_t^n), \Law(X_t^n))
\]

which, together with (3.15), implies

\[
E \sup_{0 \leq t \leq T} |\tilde{X}_t^n - X_t^n| \leq C \omega \left( \frac{1}{n} \right) + C E \sup_{0 \leq t \leq T} W_1(\Law(\tilde{X}_t^n), \Law(X_t^n))
\]

(3.16)

By Proposition [A.1] in the appendix, we have then convergence in law of \( \tilde{X}^n \) and the estimate

\[
\sup_{0 \leq t \leq T} W_1(\Law(\tilde{X}_t^n), \Law(X_t^n)) \leq \frac{C}{n^2}
\]

which, applied in (3.16), yield the claims.

\[\square\]

3.1.1. Another discretization. We recall that, if the cost coefficients are monotone and sufficiently regular in the measure argument, then there exist a solution to the continuous master equation (2.10); see [13, Thm. 2.4.2]. As a matter of fact, in that result, the Hamiltonian \( H \) is also required to be smooth. Above, we assume that the discrete master equation (2.16) also possesses a classical solution, in order to apply the chain rule. Such solution is shown to exists in the literature, assuming that the discrete Hamiltonian is smooth, in particular \( C^2 \) in the adjoint variable; see [6] and also [22]. However, the Hamiltonians we consider in (2.11) is not \( C^2 \) in general – see remark 2.1 – and thus the existence of a classical solution is not clear in this case.

Hence we provide here, for completeness, another discretization of the MFG for which the discrete hamiltonian is \( C^2 \). Such discretization is possible only in presence of the Laplacian and thus it is not the usual one considered in numerical analysis. For this reason we consider in the paper only the discretization (2.6), (2.7), but all the arguments could be easily adapted to the following discrete model. Consider a single control \( \alpha^n : [0, T] \times S^n \to \mathbb{R} \), the transition rates

\[
\mathbb{P}(X^n_{t+\Delta t} = x_{n+1}^n | X^n_t = x^n_t) = \left( \pm \frac{\alpha^n(t, x^n_t)}{2 \Delta x_n} + \frac{\sigma}{\Delta x_n^2} \right) \Delta t + o(\Delta t)
\]

(3.18)

and the cost

\[
J^n(\alpha^n, \mu^n) = E \left[ \int_0^T L(X^n_t, \alpha^n(t, X^n_t)) + f(\mu^n_t)(X^n_t) dt + g(\mu^n_T)(X^n_T) \right].
\]
Note that the rates are non-negative if
\[ |\alpha(t, x)| \leq \frac{2\sigma}{\Delta x_n} = 2\sigma n, \tag{3.20} \]
which should hold true for \( n \) large enough. This formulation provides a smooth Hamiltonian, and is allowed because of the additional viscosity. Denoting
\[ \Delta^n u(x) = \frac{u(x + \Delta x_n) - u(x - \Delta x_n)}{2\Delta x_n} \tag{3.21} \]
we derive the HJB equation
\[ -\partial_t u^n - \sigma \Delta^n u^n(x) + H(x, \Delta^n u^n(x)) = f(x, m^n) \tag{3.22} \]
where \( H \) is the same Hamiltonian \( H \) of the continuous model, and the optimal control is
\[ \alpha^n(t, x) = -\partial_y H(x, \Delta^n u^n(t, x)). \tag{3.23} \]
Therefore the discrete master equation becomes
\[ -\partial_t U^n(x, m) + H(x, \Delta^n U^n(x, m)) - \sigma \Delta^n U^n(x, m) - f(x, m) \]
\[ + \sum_{y \in S^n} m_y \frac{\partial_y H(y, \Delta^n U^n(y, m))}{2\Delta x_n} \left( \partial_{m_y + \Delta x_n} U^n(x, m) - \partial_{m_y - \Delta x_n} U^n(x, m) \right) \]
\[ - \sum_{y \in S^n} m_y \frac{\sigma}{\Delta x_n^2} \left( \partial_{m_y + \Delta x_n} U^n(x, m) - 2\partial_{m_y} U^n(x, m) + \partial_{m_y - \Delta x_n} U^n(x, m) \right) = 0. \tag{3.24} \]
and we can formally see the convergence of the above equation to (2.1) as in §2.3.

3.2. Convergence through the MFG system. Without assuming regularity on \( f \) and \( g \) in the measure argument, thus without classical solutions to the master equation, convergence results can still be established, namely by using the MFG system, which represents the characteristic curves of the master equation.

**Theorem 3.5.** If \( \gamma \geq \frac{1}{3} \) in the standing assumptions, then for any \( n \)
\[ |U^n(t, x, m) - U(t, x, m)| \leq \frac{C}{n^{\frac{\gamma}{3}}}, \quad \forall t \in [0, T], x \in S^n, m \in \mathcal{P}(S_n). \tag{3.25} \]
Moreover, let \( X^n \) be the state process of players which plays optimally at the equilibrium in the MFG (2.6)-(2.7), with initial distribution \( m^n_0 \) at \( t = 0 \), let \( X \) be the state process of a player which plays optimally at equilibrium in the limit MFG (2.2)-(2.3), with initial condition \( m_0 \) at \( t = 0 \). Then \( W_1(m^n_0, m_0) \leq \frac{C}{n^{\frac{\gamma}{3}}} \) implies
\[ \sup_{0 \leq t \leq T} W_1(\text{Law}(X^n_t), \text{Law}(X_t)) \leq \frac{C}{n^{\frac{\gamma}{3}}} \tag{3.26} \]
and further
\[ \lim_{n \to \infty} X^n = X \quad \text{in law in } D([0, T], \mathcal{T}). \tag{3.27} \]

We remark that the result can be equivalently written in terms of the MFG systems (2.1) and (2.10)-(2.15): denoting their unique solutions by \( (u, m) \) and \( (u^n, m^n) \), we have
\[ \sup_{0 \leq t \leq T} \sup_{x \in S^n} |u^n(t, x) - u(t, x)| + \sup_{0 \leq t \leq T} W_1(m^n_t, m_t) \leq \frac{C}{n^{\frac{\gamma}{3}}}. \tag{3.28} \]
The proof is inspired by the arguments of stability of the MFG system under monotonicity.

Without assuming that \( \gamma \geq \frac{1}{3} \), we immediately obtain, form the proof below, the convergence rate min\( \{\frac{1}{3}, \frac{1}{\gamma}\} \).

**Proof.** Fix \( m^n_0 \) and \( m^n_0 \) such that \( W_1(m^n_0, m_0) \leq \frac{C}{n^{\frac{\gamma}{3}}} \) and an initial time \( t_0 \). We consider a solution \((u, m)\) of the MFG system (2.1) starting at \((t_0, m^n_0)\), and denote by \( X \) the corresponding optimal process given by (2.2) with \( \alpha(t, x) = -\partial_y H(x, \partial_x u(t, x)) \) therein.

**Step 1.** The assumption of the space regularity of \( f \) and \( g \) gives that \( u(t, \cdot) \in C^{2+\gamma}(\mathcal{T}) \) in space, uniformly in time. Let \( \tilde{X}^n \) be the Markov chain given by (2.0) with \( \alpha_+ (t, x) = \frac{2\sigma}{\Delta x_n} \).
\[-\partial_t H_T(x, \partial_x u(t, x)), \alpha_-(t, x) = \partial_p H_T(x, \partial_x u(t, x)), \] and $\tilde{X}^n$ be given by (2.6) with $\tilde{\alpha}_+(t, x) = -\partial_p H_T(x, \Delta_+ u(t, x))$, $\tilde{\alpha}_-(t, x) = \partial_p H_T(x, -\Delta_- u(t, x))$. Since $\partial_x u$ is Lipschitz in $T$, we easily derive
\[
E \left[ \sup_{t_0 \leq t \leq T} |\tilde{X}^n - \tilde{X}^n| \right] \leq \frac{C}{n},
\]
(3.29)

Proposition A.1 in the appendix gives the convergence in law of $\tilde{X}^n$ to $X$, in $D([0, T], \mathbb{R})$ and the estimate
\[
\sup_{0 \leq t \leq T} W_1(\text{Law}(\tilde{X}^n_t), \text{Law}(X_t)) \leq \frac{C}{n^2},
\]
(3.30)
Thus (3.29) yields
\[
\lim_n \tilde{X}^n = X \quad \text{in law in } D([0, T], \mathbb{R})
\]
(3.31)
and
\[
\sup_{0 \leq t \leq T} W_1(\text{Law}(\tilde{X}^n_t), \text{Law}(X_t)) \leq \frac{C}{n^5},
\]
(3.32)
Since $u(t, \cdot) \in C^{2+\gamma}(\mathbb{T})$, with norm uniform in time, using (3.32), the Lipschitz-continuity of $f$ and $g$, and (2.4), we obtain
\[
\left\{ \begin{array}{l}
-\partial_t u + H_T(x, \Delta_+ u(x)) + H_T(x, -\Delta_- u(x)) - \sigma \Delta_+ u(x) = f(x, \tilde{\mu}_T^n) + r^n(t, x), \quad x \in \mathbb{R}^n, \\
u(T, x) = g(x, \mu_T^n) + r^n(T, x),
\end{array} \right.
\]
(3.33)
with $|r^n(t, x)| \leq \frac{C}{n^{3/2}}$, if $\gamma \geq \frac{1}{2}$, whereas $\tilde{\mu}_T^n = \text{Law}(\tilde{X}^n_T)$. Thus $(u, m)$ almost solves the discrete MFG system (3.1).

**Step 2.** Let $(u^n, \mu^n)$ be the solutions to the MFG (3.1) starting at $(t_0, m^n_0)$ and $X^n$ the associated state process. Denote the initial random distribution on the states by $\xi^n$. We stress that this is the same initial condition as $\tilde{X}^n$. Thanks to (3.33), $u$ (restricted to $S^n$) can be seen as the value function of a control problem with dynamics (2.6) and cost
\[
\tilde{J}^n(\alpha, \tilde{\mu}^n) = E \left[ \int_0^T L(X^T_t, \alpha^n(t, X^T_t)) + L(X^T_t, -\alpha^n(t, X^T_t)) - L(X^T_T, 0) + f(X^T_t, \tilde{\mu}^n_T) + r^n(t, X^T_t) \, dt \\
+ g(X^T_T, \tilde{\mu}^n_T) + r^n(T, X^T_T) \right],
\]
(3.34)
We first compute $u^n$ on $\tilde{X}^n$: denoting $\tilde{\alpha}_+^n(t, x) = -\partial_p H_T(x, \Delta_+ u(t, x))$, $\tilde{\alpha}_-^n(t, x) = \partial_p H_T(x, -\Delta_- u(t, x))$ and $\alpha_+^n(t, x) = -\partial_p H_T(x, \Delta_+ u^n(t, x))$, $\alpha_-^n(t, x) = \partial_p H_T(x, -\Delta_- u^n(t, x))$,
\[
E[u^n(t_0, \xi^n)] = E[u^n(T, \tilde{X}^n_T)] + E \int_{t_0}^T (-\partial_t u^n - \sigma \Delta_+ u^n - \tilde{\alpha}_+^n \Delta_+ u^n - \tilde{\alpha}_-^n \Delta_- u^n) (s, \tilde{X}^n_s) \, ds \\
= E \left[ g(\tilde{X}^n_T, \mu^n_T) + \int_{t_0}^T (\tilde{H}(x, \Delta_+ u^n) - H_T(x, -\Delta_- u^n) - \tilde{\alpha}_+^n \Delta_+ u^n - \tilde{\alpha}_-^n \Delta_- u^n) (s, \tilde{X}^n_s) + f(\tilde{X}^n_s, \mu^n_s) \, ds \right] \\
\leq E \left[ g(\tilde{X}^n_T, \mu^n_T) + \int_{t_0}^T (\tilde{H}(x, \Delta_+ u^n) - L(x, \alpha_+^n) - H_T(x, -\Delta_- u^n) - L(x, -\alpha_-^n) - \alpha_+^n \Delta_+ u^n - \alpha_-^n \Delta_- u^n \\
+ L(x, -\alpha_-^n))(s, \tilde{X}^n_s) + f(\tilde{X}^n_s, \mu^n_s) \, ds \right],
\]
which gives, using the uniform convexity of $L$ (denoting $|\alpha - \tilde{\alpha}|^2 = |\alpha_+ - \tilde{\alpha}_+|^2 + |\alpha_- - \tilde{\alpha}_-|^2$)
\[
E \int_{t_0}^T \frac{1}{C} |\alpha^n - \tilde{\alpha}^n|^2 (s, \tilde{X}_s) \, ds \leq J^n(\tilde{\alpha}^n, \mu^n) - E[u^n(t_0, \xi^n)].
\]
(3.35)
\footnote{Note that we compare the costs because the Lagrangian is uniformly convex, while the Hamiltonian in general is not; see remark 2.1}
We recall that
\[ E[u^n(t_0, \xi^n)] = J^n(\alpha^n, \mu^n) = E \left[ g(X^n_T, \mu^n_T) + \int_{t_0}^T \left( L(x, \alpha^n_t) + L(x, -\alpha^n_t) - L(x, 0) \right) (s, X^n_s) + f(X^n_s, \mu^n_s) ds \right]. \]

On the other hand, evaluating \( u \) on \( X^n \), a similar argument yields
\[ E \int_{t_0}^T \frac{1}{C} |\alpha^n - \tilde{\alpha}^n|^2(s, X^n_s) ds \leq \tilde{J}^n(\alpha^n, \tilde{\mu}^n) - E[u(t_0, \xi^n)]. \quad (3.36) \]

Summing (3.35) and (3.36), and then using the monotonicity assumption, we obtain (recalling that \( \text{Law}(X^n_s) = \mu_s \) and \( \text{Law}(\tilde{X}^n_s) = \tilde{\mu}^n_s \))
\[ E \int_{t_0}^T \frac{1}{C} |\alpha^n - \tilde{\alpha}^n|^2(s, X^n_s) ds + \frac{1}{C} |\alpha^n - \tilde{\alpha}^n|^2(s, \tilde{X}^n_s) ds \]
\[ \leq J^n(\alpha^n, \mu^n) - J^n(\alpha^n, \mu^n) + \tilde{J}^n(\alpha^n, \tilde{\mu}^n) - \tilde{J}^n(\tilde{\alpha}^n, \tilde{\mu}^n) \]
\[ = E \left[ \int_{t_0}^T \left( f(\tilde{X}^n_s, \mu^n_s) - f(X^n_s, \mu^n_s) + f(X^n_s, \tilde{\mu}^n_s) - f(\tilde{X}^n_s, \tilde{\mu}^n_s) + r^n(s, X^n_s) - r^n(s, \tilde{X}^n_s) \right) ds \right. \]
\[ + \left. g(\tilde{X}^n_T, \tilde{\mu}^n_T) - g(X^n_T, \mu^n_T) + g(X^n_T, \mu^n_T) - g(\tilde{X}^n_T, \mu^n_T) + r^n(T, X^n_T) - r^n(T, \tilde{X}^n_T) \right] \]
\[ \leq \int_{t_0}^T ds \int_Y (f(x, \mu^n_s) - f(x, \tilde{\mu}^n_s)(\tilde{\mu}^n_s - \mu^n_s)(dx) + \int_Y (g(x, \mu^n_T) - g(x, \mu^n_T)(\mu^n_T - \tilde{\mu}^n_T)(dx) + \frac{C}{n^3} \]
\[ \leq C \frac{1}{n^3}, \]
which provides
\[ E \int_{t_0}^T |\alpha^n - \tilde{\alpha}^n|^2(s, X^n_s) + |\alpha^n - \tilde{\alpha}^n|^2(s, \tilde{X}^n_s) ds \leq \frac{C}{n^3} \quad (3.37) \]

**Step 3.** We can now estimate the distance between \( X^n \) and \( \tilde{X}^n \). Since \( \partial_x u \) is Lipschitz continuous in \( x \), so are \( \Delta^n u \) and \( \tilde{\alpha}_x^n \), because \( \partial_x H \) is locally Lipschitz in \((x, p)\), and thus, applying (3.37) and Jensen’s inequality, we obtain
\[ E \left[ \sup_{0 \leq t \leq T} |X^n_t - \tilde{X}^n_t| \right] \leq E \int_{t_0}^T |\tilde{\alpha}_+^n(s, X^n_s) - \alpha_+^n(s, \tilde{X}^n_s)| + |\alpha_-^n(s, X^n_s) - \tilde{\alpha}_-^n(s, \tilde{X}^n_s)| ds \]
\[ \leq + C E \int_{t_0}^T |X^n_s - \tilde{X}^n_s| ds + C \sqrt{E \int_{t_0}^T |\alpha^n - \tilde{\alpha}^n|^2(s, X^n_s) ds} \]
\[ \leq \frac{C}{n^3} + C \int_{t_0}^T E \left[ \sup_{0 \leq r \leq s} |X^n_r - \tilde{X}^n_r| \right] ds \]
and hence Gronwall’s lemma yields
\[ E \left[ \sup_{0 \leq t \leq T} |X^n_t - \tilde{X}^n_t| \right] \leq \frac{C}{n^3}. \quad (3.38) \]

This estimate (if the processes start at 0), together with (3.32), provides (3.26), while with (3.31) it proves (3.27).

**Step 4.** Finally, in order to estimate \( |u^n(t, x) - u(t, x)| \), let \( J^n(t_0, x, \beta, \mu^n) \) be the cost \((2.7)\) where \( \mu^n \) is fixed and the dynamics starts at \((t_0, x)\) with control \( \beta \), and similarly \( \tilde{J}^n(t_0, x, \tilde{\beta}, \tilde{\mu}^n) \) for the cost in (3.34). Clearly \( u^n(t_0, x) = \inf_\beta J^n(t_0, x, \beta, \mu^n) \) and \( u(t_0, x) = \inf_\beta \tilde{J}^n(t_0, x, \tilde{\beta}, \tilde{\mu}^n) \), the infimum being over open-loop controls. Let \( \tilde{\beta} \) be an optimal control for \( J^n(t_0, x, \beta, \mu^n) \) with corresponding process \( X^{n,x} \), with \( X^{n,x}_0 = x \). We get, applying the \( W_1 \)-Lipschitz-continuity of \( f \) and \( g \) and (3.38),
\[ u(t_0, x) - u^n(t_0, x) \leq \tilde{J}^n(t_0, x, \tilde{\beta}, \tilde{\mu}^n) - J^n(t_0, x, \tilde{\beta}, \mu^n) \]
\[ \leq C \sup_{t_0 \leq t \leq T} W_1(\mu^n_t, \mu^n_s) + \frac{C}{n^3} \]

we take $A \lambda >$ modeling common noise or common shocks. The common noise is here similar to the one at interest in the previous section, except for the presence of terms introduced in [8, 9]. We postpone recalling the definitions of monotone solutions and we now present the master equations we are interested in.

At the discrete state level, we are hence interested in the following master equation

$$- \partial_t U - \sigma \partial_{xx} U + H(x, \partial_x U) + \int_T \partial_\mu H(x, \partial_\mu U(t, y, m)) D^m U(t, x, m; y) m(dy)$$

$$- \sigma \int_T \partial_y D^m U(t, x, m; y) m(dy) + \lambda(U - A^*(t, x, Am)) = f(x, m)$$

At the continuous state space is

$$- \partial_t U - \sigma \partial_{xx} U + H(x, \partial_x U) + \int_T \partial_\mu H(x, \partial_\mu U(t, y, m)) D^m U(t, x, m; y) m(dy)$$

$$- \sigma \int_T \partial_y D^m U(t, x, m; y) m(dy) + \lambda(U - A^*(t, x, Am)) = f(x, m)$$

The master equation in the continuous state space is

$$- \partial_t U - \sigma \partial_{xx} U + H(x, \partial_x U) + \int_T \partial_\mu H(x, \partial_\mu U(t, y, m)) D^m U(t, x, m; y) m(dy)$$

$$- \sigma \int_T \partial_y D^m U(t, x, m; y) m(dy) + \lambda(U - A^*(t, x, Am)) = f(x, m)$$

4. The case of common noise

We now turn to a case of MFG involving a common noise. As already mentioned the approach here is quite different. Namely we make an extensive use the stability of monotone solutions introduced in [8, 9]. We postpone recalling the definitions of monotone solutions and we now present the master equations we are interested in.

The master equation in the continuous state space is

$$- \partial_t U - \sigma \partial_{xx} U + H(x, \partial_x U) + \int_T \partial_\mu H(x, \partial_\mu U(t, y, m)) D^m U(t, x, m; y) m(dy)$$

$$- \sigma \int_T \partial_y D^m U(t, x, m; y) m(dy) + \lambda(U - A^*(t, x, Am)) = f(x, m)$$

Finally, to obtain (3.39), recall that $u^n(t_0, x) = U^n(t_0, x, m^0)$ and $u(t_0, x) = U(t_0, x, m_0)$. Therefore (3.39) and the Lipschitz continuity of $U$ in $m$ provide (3.25).
where \( p \in \mathbb{R}^n \) is interpreted as a real function \( S^n \to \mathbb{R} \). Using these notations, (4.3) can be written

\[
- \partial_t U(t, \cdot, m) + (F^p(m, U) \cdot \nabla m) U + \lambda(U - A_n^* U(t, A_n m)) = G^n(m, U).
\] (4.6)

4.1. Monotone solutions of master equations. The following is a brief reminder on monotone solutions. We refer to [8, 9] for details on this concept. We start with the definitions.

**Definition 4.1.** A continuous function \( U \), \( C^2 \) in space, is a monotone solution of (4.1) if for any measure \( \nu \in M(\mathbb{T}) \) \( C^2 \) function \( \varphi \) of the space variable and \( C^1 \) function \( \psi \) of the time variable, for any \( (t, m) \in [0, T) \times P(\mathbb{T}) \) point of strict minimum of \( (t, m) \to \langle U(t, m) - \varphi, m - \nu \rangle - \psi(t) \), the following holds

\[
- \frac{d\psi(t_*)}{dt} + \langle -\sigma \partial_x U + H(x, \partial_x U) + \lambda(U - A^* U(A m)), m_* - \nu \rangle \geq \langle f(m_*), m_* - \nu \rangle \\
- \langle U - \varphi, \partial_x (\partial_x H(\cdot, \partial_x U)m_*)) \rangle - \sigma(\partial_{xx} U(\cdot, \nu)) \geq 0.
\] (4.7)

The same type of definition holds at the discrete level and it is given in this situation by

**Definition 4.2.** For \( n > 0 \), a continuous function \( U \) is a monotone solution of (4.3) if for any \( \nu \in M(S^n) \), \( \alpha, \beta \in \mathbb{R}^n \), \( C^1 \) function of the time \( \psi \), and \( (t, m) \in [0, T) \times P(S^n) \) point of strict minimum of \( (t, m) \to \langle U(t, m) - \varphi, m - \nu \rangle - \psi(t) \), the following holds

\[
- \frac{d\psi(t_*)}{dt} + \lambda(U - A_n^* U(A_n m), m_* - \nu) \geq \langle G^n(m_* U(t, m_*)), m_* - \nu \rangle \\
+ \langle F^n(m_* U(t, m_*)), U(t, m_*)) - a \rangle.
\] (4.8)

The previous concept of solution possesses several properties. First we can mention that under the standing assumptions on the monotonicity of \( f \) and \( g \), there is at most one monotone solution of either (4.1) or (4.3). Those solutions also enjoy several stability properties, in some sense, this part is an illustration of this fact. We continue this section with results of existence of such solutions.

**Proposition 4.3.** Assume that \( g \) is monotone, \( f \) is strictly monotone and that they satisfy for \( \alpha, \beta \in (0, 1] \),

\[
\sup_m \|f(\cdot, m)\|_{1+\alpha} + \sup_{m, \nu} \frac{\|f(\cdot, m) - f(\cdot, \nu)\|_{1+\alpha}}{W_1(m, \nu)^\beta} < \infty,
\]

\[
\sup_m \|g(\cdot, m)\|_{2+\alpha} + \sup_{m, \nu} \frac{\|g(\cdot, m) - g(\cdot, \nu)\|_{2+\alpha}}{W_1(m, \nu)^\beta} < \infty.
\] (4.9)

Assume that \( K \) is a smooth function. Then there exists a unique monotone solution to both (4.1) and (4.3).

**Proof.** For the continuous state space, a similar result can be found in [9] and for the discrete case, a similar result is in [5]. In both cases, the only difference lies in the fact that the Hamiltonian can have a quadratic growth. We leave to the reader these immediate generalizations. \( \square \)

Remark that the definition of monotone solution requires some regularity with respect to the space variable in the continuous case whereas, obviously, no such assumption is needed in the finite state case. An important consequence of this fact is that, stated as it is, some uniform continuity of the spatial derivatives with respect to the measure variable are needed. If such results on the first order derivatives of the solutions are fairly easy to obtain, they require slight additional assumptions for second order derivatives. Even if the setting of Proposition (4.3) is sufficient to obtain such result, we mention here this difficulty for two reasons. The first one is to explain why this questions shall pop out in the study of the convergence of the master equations, namely because we are going to use this property for the limit equation. Secondly because we believe that this point is of some importance and we shall explain how it can be dealt with in another manner later on in this part. We end this section with the following.

**Proposition 4.4.** Under the assumption of Proposition (4.3) the unique monotone solution \( U \) of (4.1) is such that \( \nabla_x U \) and \( \Delta_x U \) are continuous on \([0, T] \times P(\mathbb{T})\).

The proof of this statement is in [9].
4.2. A discrete parabolic estimate. In this section we present estimates on the semi discrete heat equation, that is discretized in space but not in time. These estimates, in the flavor of parabolic regularity, is at the same time, fundamental to obtain compactness on the sequence \((U_n)_{n \geq 0}\) of solutions of \((4.3)\), quite technical to establish, and not particularly interesting in itself since much more involved results are already well-known in the continuous setting. However, because we could not find sufficiently similar results in the literature, we take some time to explain the proof of such a result.

Our aim is to establish regularity results on the ODE
\[
\dot{u}(t) = \Lambda u + f(t),
\]
where \(\Lambda\) is defined by
\[
\Lambda = n^2 \begin{pmatrix}
-2 & 1 & \ldots & \ldots & 1 \\
1 & -2 & 1 & \ldots & \ldots \\
0 & 1 & -2 & 1 & \ldots \\
\ldots & \ldots & \ldots & \ldots & \ldots \\
1 & \ldots & \ldots & 1 & -2
\end{pmatrix}
\]
Clearly \(\Lambda\) is a space discretization of the Laplacian operator. We prove the following.

**Theorem 4.5.** Assume that \(g\) is the evaluation of a smooth function on \(S^n\). If \(f\) is uniformly bounded by a constant \(C\), then, the solution \(u\) of \((4.10)\) satisfies
\[
|n^{\alpha-1} \Lambda u(t)| \leq C,\]
for a constant \(C\) independent of \(n\) and any \(\alpha \in \left(0, \frac{1}{2}\right)\).

If \(f\) satisfies for constants \(C \geq 0\) and \(\alpha \in \left(\frac{1}{2}, 1\right)\),
\[
n^\alpha |f_i(t) - f_{i+1}(t)| \leq C,
\]
then, the solution \(u\) of \((4.10)\) satisfies that \(\Lambda u\) is bounded by a constant independent of \(n\).

**Remark 4.6.** The inequality \((4.11)\) is a sort of \(\alpha\)-Hölder estimate on the discrete spatial gradient of \(u\) and the inequality \((4.12)\) is a sort of \(\alpha\)-Hölder estimate on \(f\).

**Proof.** Let \(\widehat{f} : \mathbb{R} \to \mathbb{R}\) be the function which is 1-periodic, and the linear interpolation of \(f\) on \([0,1]\) with \(\widehat{f}(\frac{k}{n}) = f_k\). Let us note \((c_k)_{k \in \mathbb{Z}}\) the Fourier exponents of \(\widehat{f}\). Because \(\widehat{f}\) is continuous, we deduce that it is the sum of its Fourier series, hence
\[
f_j = \sum_{k \in \mathbb{Z}} c_k e^{\frac{2\pi i j k}{n}},
\]
Let us define \(Q_{kj} = \frac{1}{n} e^{\frac{2\pi i k j}{n}}\) and \(\lambda_k = 2(1 - \cos(\frac{2k\pi}{n}))\). The vector \(Q_k\) is an eigenvector of \(\Lambda\) associated to the eigenvalue \(\lambda_k\). Then, \(u\) is given by
\[
u(t) = e^{t \Lambda} g + \int_0^t e^{(t-s)\Lambda} f(s) ds.
\]
From which we deduce that
\[
(\Lambda u(t))_j = (\Lambda e^{t \Lambda} g)_j - \int_0^t \sum_{k,j} Q_{kj} Q_k e^{-\lambda_k(t-s)} f_j(s) ds
\]
\[
= (\Lambda e^{t \Lambda} g)_j - \int_0^t \sum_{k,j} Q_{kj} c_p(s) e^{\frac{2\pi i j k}{n}} ds
\]
\[
= (\Lambda e^{t \Lambda} g)_j - \int_0^t \sum_{k=1}^n e^{\frac{2\pi i k n}{n}} \lambda_k e^{-\lambda_k(t-s)} \sum_{j \in \mathbb{Z}} c_{nj-k}(s) ds
\]
exists a constant $C$ gives the second part of the result. The first part is obtained by remarking that since $\tilde{f}$ is uniformly in $n$, in $L^\infty$, the sequence $(c_k(t))_{k \in \mathbb{Z}}$ is uniformly in $t$ and $n$, bounded in $l^2$. Thus multiplying both sides of the last equation by $n^{\alpha-1}$, we deduce the required result. □

4.3. An estimate on the solution of the master equation without common noise. We use the previous estimate to derive an estimate on the solution of (2.16), that is (4.3) in the case $A=0$. We use the 1-Wasserstein distance $W_1$ on $\mathcal{P}(T)$ and recall that $U^n$ is evaluated on measures of the form $m = \sum_{j=1}^n m_j \delta_{\frac{j}{n}}$.

**Theorem 4.7.** If $f$ and $g$ satisfy the assumption of Proposition 4.3 with $\beta = 1$, then there exists a constant $C$ independent of $n$ such that

$$
|U^n(t,x,m) - U^n(\tilde{t},\tilde{x},\tilde{m})| \leq C \left( \sqrt[4]{|t - \tilde{t}|} + |x - \tilde{x}| + \sqrt{W_1(m,\tilde{m})} \right)
$$

(4.17)

for any $t, \tilde{t} \in [0,T]$, $x, \tilde{x} \in S^n$, $m = \sum_{j=1}^n m_j \delta_{\frac{j}{n}}$, $\tilde{m} = \sum_{j=1}^n \tilde{m}_j \delta_{\frac{j}{n}} \in \mathcal{P}(S^n)$. Moreover, the discrete gradient of $\Delta^n_t$ also satisfies the same estimate.

**Proof.**

**Step 1.** The uniform Lipschitz continuity in space $x$ can be proven exactly as in Lemma 3.1.

**Step 2.** To prove the estimate in $m$, fix the initial time $t$ and consider the two solutions of the associated MFG system (3.1) $(u, \mu)$ and $(\tilde{u}, \tilde{\mu})$ with $\mu = m$, $\tilde{\mu} = \tilde{m}$. (Let us omit $n$ in the notation.) Recall that $U^n(t,x,m) = u(t,x)$ and $U^n(t,x,\tilde{m}) = \tilde{u}(t,x)$. Let $\xi$ and $\tilde{\xi}$ be two random variables (the initial conditions) which attain the minimum in the 1-Wasserstein distance, i. e. $\text{Law}(\xi) = m$, $\text{Law}(\tilde{\xi}) = \tilde{m}$ and

$$
E[|\xi - \tilde{\xi}|] = W_1(m,\tilde{m}).
$$

(4.18)

Consider the optimal feedback control for $(u,\mu)$: $\alpha(s,x) = (\alpha^+, \alpha^-) = (-\partial_\mu H_t(x, \Delta^n u(s,x)) \partial_\mu H_t(x, -(\Delta^n u(s,x))))$, and similarly let $\tilde{\alpha}$ be the optimal feedback for $\tilde{u}, \tilde{\mu}$. Let $X^\xi$ be the state process driven by the control $\alpha$, with $X^\xi_t = \xi$, and $\tilde{X}^\tilde{\xi}$ be the process driven by the control $\tilde{\alpha}$ with $\tilde{X}^\tilde{\xi}_t = \tilde{\xi}$. For $\mu$ fixed and a control $\beta$ (open-loop or feedback), denote by $J(t,\xi,\beta,\mu)$ the cost in (2.7) starting at $t, \xi$, and similarly $J(t,\tilde{\xi},\beta,\tilde{\mu})$.

We compute $u$ on $\tilde{X}$: we have

$$
E[u(t,\tilde{\xi})] = E[u(T,\tilde{X}_T)] + E \int_t^T (-\partial_t u - \sigma \Delta_2^\nu u - \tilde{\alpha}^+ \Delta_2^\nu u - \tilde{\alpha}^- \Delta_2^\nu u) (s, \tilde{X}_s)ds
$$

$$
= E \left[ g(\tilde{X}_T,\mu_T) + \int_t^T (-H_t(x, \Delta^n u) - H_t(x, -(\Delta^n u)) - \tilde{\alpha}^+ \Delta^n u - \tilde{\alpha}^- \Delta^n u) (s, \tilde{X}_s) + f(\tilde{X}_s,\mu_s)ds \right]
$$

A similar computation as in the proof of Theorem 4.5 yields

$$
E \int_t^T \frac{1}{C} |\alpha - \tilde{\alpha}|^2(s, \tilde{X}_s)ds \leq J(t,\tilde{\xi},\alpha,\mu) - E[u(t,\tilde{\xi})].
$$

(4.19)

Similarly, we get

$$
E \int_t^T \frac{1}{C} |\alpha - \tilde{\alpha}|^2(s, X_s)ds \leq J(t,\xi,\alpha,\tilde{\mu}) - E[\tilde{u}(t,\xi)].
$$

(4.20)

and we have

$$
E[u(t,\xi)] = J(t,\xi,\alpha,\mu)
$$

$$
E[\tilde{u}(t,\tilde{\xi})] = J(t,\tilde{\xi},\alpha,\tilde{\mu}).
$$
Summing (4.19) and (4.20), adding and subtracting $E[u(t, \xi)]$ and $E[\tilde{u}(t, \tilde{\xi})]$ and then using the monotonicity assumption, we obtain (recalling that $\Law(X_s) = \mu_s$ and $\Law(\tilde{X}_s) = \tilde{\mu}_s$)

$$E \int_t^T \frac{1}{C} |\alpha - \tilde{\alpha}|^2(s, X_s) + \frac{1}{C} |\alpha - \tilde{\alpha}|^2(s, \tilde{X}_s) ds$$

$$\leq E[u(t, \xi) - u(t, \tilde{\xi}) + \tilde{u}(t, \tilde{\xi}) - \tilde{u}(t, \xi)] + J(t, \tilde{\xi}, \tilde{\alpha}, \mu) - J(t, \xi, \alpha, \mu) + J(t, \tilde{\xi}, \tilde{\alpha}, \mu) + J(t, \xi, \alpha, \tilde{\mu}) - J(t, \tilde{\xi}, \tilde{\alpha}, \tilde{\mu})$$

$$= \int_T (u - \tilde{u})(0, x) d(m - \tilde{m})(x) + E \left[ \int_t^T \left( f(X_s, \mu_s) - f(X_s, \tilde{\mu}_s) + f(X_s, \tilde{\mu}_s) - f(X_s, \tilde{\mu}_s) \right) ds \right.$$

$$g(\tilde{X}_T, \tilde{\mu}_T) + g(X_T, \mu_T) \left] \right.$$

$$= \int_T (u - \tilde{u})(0, x) d(m - \tilde{m})(x)$$

$$+ \int_t^T (f(x, \mu_s) - f(x, \tilde{\mu}_s)(\tilde{\mu}_s - \mu_s))(dx) + \int_t^T (g(x, \mu_T) - g(x, \tilde{\mu}_T)(\tilde{\mu}_T - \mu_T))(dx)$$

$$\leq \int_T (u - \tilde{u})(0, x) d(m - \tilde{m})(x)$$

We now bound the r.h.s using the Lipschitz continuity of $u$ and $\tilde{u}$ to obtain:

$$E \int_t^T |\alpha - \tilde{\alpha}|^2(s, X_s) + |\alpha - \tilde{\alpha}|^2(s, \tilde{X}_s) ds \leq CW_1(m, \tilde{m}) \tag{4.21}$$

**Step 3.** We now use a Lipschitz property on the discrete gradient of $u$, or $\tilde{u}$ (see Step 6 below):

$$|\Delta_n^+ u(x) - \Delta_n^+ u(\tilde{x})| \leq C|x - \tilde{x}|. \tag{4.22}$$

If this is true, then applying (4.21) and Jensen’s inequality, we obtain

$$E|X_t^s - \tilde{X}_t^s| \leq \E[|\xi - \tilde{\xi}|] + \E \int_t^s |\alpha_+(r, X_r) - \tilde{\alpha}_+(r, \tilde{X}_r)| dr$$

$$\leq \E[|\xi - \tilde{\xi}|] + C \E \int_t^s |X_r - \tilde{X}_r| dr + C \sqrt{\E \int_t^s |\alpha - \tilde{\alpha}|^2(r, X_r) ds}$$

$$\leq C(\E[|\xi - \tilde{\xi}|] + \sqrt{W_1(m, \tilde{m})} + C \int_t^s \E|X_r - \tilde{X}_r| dr)$$

and thus Gronwall’s lemma yields

$$\sup_{t \leq s \leq T} \E|\tilde{X}_s^\xi - X_s^\xi| \leq C \sqrt{W_1(m, \tilde{m})}. \tag{4.23}$$

**Step 4.** We bound the value functions, classically using the characteristics, by

$$|U^n(t, x, m) - U^n(t, x, \tilde{m})| = |u(t, x) - \tilde{u}(t, x)| \leq C \sup_{t \leq s \leq T} W_1(\mu_s, \tilde{\mu}_s)$$

$$\leq C \sup_{t \leq s \leq T} E|\tilde{X}_s^\xi - X_s^\xi| \leq C(E[|\xi - \tilde{\xi}|])^{1/2} = C \sqrt{W_1(m, \tilde{m})}.$$
where $X$ is now the same process as before but conditioned with $X_t = x$. Since $u^n$ is uniformly Lipschitz in space, $\Delta^n u^n$ and $\Delta^n u^n$ are uniformly bounded and we have
\[
|u^n(t, x) - u^n(\bar{t}, x)| \leq |u^n(t, x) - Eu^n(\bar{t}, X^n)| + |Eu^n(\bar{t}, X^n) - u^n(\bar{t}, x)| \\
\leq C(\bar{t} - t) + CE|X^n_t - x|.
\]
We bound the latter term by using the SDE representation (3.4):
\[
E|X^n_t - x|^2 \leq CE \int_{t}^{\bar{t}} \lambda(\Delta^n u^n(s, X^n_s), \theta) \nu(d\theta) ds + CE \int_{t}^{\bar{t}} \lambda(\Delta^n u^n(s, X^n_s), \theta)(N(d\theta, ds - \nu(d\theta)ds) \right)^2 \\
\leq CE \int_{t}^{\bar{t}} \Delta x_n \partial_n H_t(X^n_s, \Delta^n u^n(s, X^n_s)) + \partial_n H_t(X^n_s, -\Delta^n u^n(s, X^n_s)) ds \\
+ CE \int_{t}^{\bar{t}} \lambda(\Delta^n u^n(s, X^n_s), \theta)|^2 \nu(d\theta) ds \\
\leq C(\bar{t} - t)^2 + CE \int_{t}^{\bar{t}} \Delta x_n^2 \left( \frac{1}{\Delta x_n^2} + (\Delta^n u^n(s, X^n_s))_+ + \frac{1}{\Delta x_n^2} + (\Delta_- u^n(s, X^n_s))_+ \right) ds \\
\leq C(\bar{t} - t)^2 + C(\bar{t} - t)
\]
and therefore $E|X^n_t - x| \leq C\sqrt{\bar{t} - t}$, which yields
\[
|u^n(t, x) - u^n(\bar{t}, x)| \leq C\sqrt{\bar{t} - t}.
\]
Similarly we get
\[
W_1(\mu^n_{\bar{t}}, m) \leq C\sqrt{\bar{t} - t}
\]
and hence, applying the Hölder continuity in $m$,
\[
|U^n(\bar{t}, x, m) - U^n(t, x, m)| \leq |U^n(\bar{t}, x, \mu^n_{\bar{t}}) - U^n(\bar{t}, x, m) + |u^n(\bar{t}, x) - u^n(t, x)| \\
\leq C W_1(\mu^n_{\bar{t}}, m) + C\sqrt{\bar{t} - t} \\
\leq C(\bar{t} - t)^{1/2}.
\]

**Step 6.** The fact that the discrete gradient satisfies the same estimate simply follows from remarking that the two previous steps can be made for the discrete gradient exactly in the same way. This comes from using the estimate (4.23) on representation formulae for the discrete gradient of $U^n$.

**Step 7.** It remains to prove (4.22). This estimate follows from successive uses of Theorem 4.3 on the discrete HJB equation in the characteristics. Indeed, as we already established the uniform Lipschitz estimate in Lemma 3.1 we deduce a $\alpha$-Hölder estimate on the spatial gradient of $u$, for $\alpha \in (0, \frac{1}{2})$. Using this new information, we use once again this argument to obtain a higher order regularity on $u$, and then once more to finally obtain the required boundedness of the discrete Laplacian (uniformly in $n$ of course).

**Remark 4.8.** The previous result is the only part of this paper in which the dimension 1 plays a particular role. Indeed, even if it is extremely likely that the estimate proved in Theorem 4.3 can be generalized to other dimension, it is not proved here. The recent preprint [26] has been brought to our attention and seems to be a possible answer to this question, and thus could allow to extend this study to higher dimensions.

### 4.4. Compactness results for master equations with common noise.

In this section, we explain how the previous estimate can be used to gain compactness on the sequence $(U^n)_{n \geq 0}$ of solutions of (4.3).

**Proposition 4.9.** Under the assumptions of Proposition 4.3, there exists a continuous function $V : [0, T] \times T \times \mathcal{P}(T)$ such that, extracting a subsequence if necessary
\[
\lim_{n \to \infty} \sup \{ |U^n(t, x, m) - V(t, x, m)|, (t, x, m) \in [0, T] \times S^n \times \mathcal{P}(S^n) \} = 0.
\]
Moreover, $V$ is uniformly $C^{2+\alpha}$ in $x$ for some $\alpha \in (0,1)$, $\partial_x V$ is continuous on $[0,T] \times \mathbb{T} \times \mathcal{P}(\mathbb{T})$ and
\[
\lim_{n \to \infty} \sup \{ |\Delta^n U^n(t,x,m) + \partial_x V(t,x,m)|, (t,x,m) \in [0,T] \times S^n \times \mathcal{P}(S^n) \} = 0. \tag{4.25}
\]

Proof. This statement is purely a compactness one. It relies on proving an a priori estimate on the solutions of (4.13) and then using a version of Ascoli-Arzela Theorem. Following the technique of the proof of Proposition 1.3 in [9] (that we do not reproduce here for the sake of clarity), we know that there exists $C > 0$, such that for all $n > 0$, $(t,x,m) \in [0,T] \times S^n \times \mathcal{P}(S^n), \xi \in \mathbb{R}^n,$
\[
\xi \cdot D_{m} U^n(t,x,m) \cdot \xi \leq C(\xi, \xi).
\]  
(4.26)

This yields a, uniform in $n$, Lipschitz estimate on $U(t)$ seen as an operator from $\mathcal{P}(S^n)$ to $\mathbb{R}^n$ when $\mathbb{R}^n$ is equipped with the $\ell_2$ norm and $\mathcal{P}(S^n)$ is equipped with the distance\footnote{This distance can be interpreted as an $L^2(\mathbb{T})$ distance.} $d(m,m') = \sqrt{n^{-1} \sum (m_i - m'_i)^2}$. From the properties of the operators $A$ and $(A^n)_{n>0}$, we deduce that $m \to \lambda A^n U(t,\cdot, A_n m)$ is uniformly Lipschitz continuous from $\mathcal{P}(S^n)$ to $\mathbb{R}^n$ when $\mathcal{P}(S^n)$ is equipped with the Wasserstein distance and $\mathbb{R}^n$ with the $\ell_\infty$ norm. Then, passing this term to the right hand side of the equation, we deduce using Theorem 4.7 that its conclusion is still satisfied here.

The rest of the proof is now classical. Let us define $\overline{U}^n$ by
\[
\forall (t,x,m) \in [0,T] \times \mathbb{T} \times \mathcal{P}(\mathbb{T}),
\overline{U}^n(t,x,m) = \inf \{ U^n(t,y,\mu) + C|x-y| + C\sqrt{W_1(m,\mu)}, (y,\mu) \in S^n \times \mathcal{P}(S^n) \},
\]  
(4.27)
where $C$ is a constant given by the use of Theorem 4.7. The sequence $(\overline{U}^n)_{n>0}$ satisfies the assumptions of Ascoli-Arzela Theorem which concludes the proof of the first part of the statement. The additional regularity of $V$ is simply obtained by remarking that $U^n$ possesses all this regularity, at the discretized level, uniformly in $n$ and in all the variables. Remark that the uniform $C^{2+\alpha}$ estimate can be proved last, by using a representation through characteristics and Theorem 4.5.

4.5. Convergence of the discretized problem. We now state in which sense any function $V$ given by Proposition 4.9 is indeed the unique monotone solution of (4.1).

Let us first remark that in the formulation of monotone solutions of (4.1), one only needs the Laplacian of $V$ to make sense against the test measure $\nu$. Indeed the term $\langle \Delta U, m_s \rangle$ appears on the two sides of the inequality. Hence, if $V$ is not sufficiently regular in $x$, one can still test its Laplacian against a measure with a regular density. This remark leads us to the following.

Lemma 4.10. Let $V$ be any function given by the Proposition 4.9. For any measure $\nu \in \mathcal{M}(\mathbb{T}) \cap W^{2,\infty}(\mathbb{T})$, $C^2$ function $\varphi$ of the space variable and $C^1$ function $\psi$ of the time variable, for any $(t_s, m_s) \in [0,T] \times \mathcal{P}(\mathbb{T})$ point of strict minimum of $(t, m) \to \langle V(t, m) - \varphi, m - \nu \rangle - \psi(t)$ the following holds
\[
-\frac{d\psi(t_s)}{dt} + \langle H(x, \nabla_x V) + \lambda(V - A^* V(\mathcal{A} m_s)), m_s - \nu \rangle \geq \langle f(m_s), m_s - \nu \rangle - \langle \nabla_x \varphi, m_s \rangle - \langle \nabla_x \psi, m_s \rangle.
\]  
(4.28)

Proof. Consider $t_0, \nu, \varphi, \psi, t_s, m_s$ as in the statement. For any $n > 0$, consider $\nu^n$ and $\varphi^n$ suitable discretizations of $\nu$ and $\varphi$. Thanks to Stegall’s Lemma 4.10, for any $n > 0$, there exists $\delta_n \in \mathbb{R}, a_n \in \mathbb{R}^n$ as small as we want, such that $(t, m) \to \langle U^n(t, m) - \varphi^n, m - \nu^n \rangle - \psi(t) + \delta^n t + \langle a_n, m \rangle$ has a strict minimum at $(t_n, m_n)$ on $[0,t_0] \times \mathcal{P}(S^n)$. Because $U^n$ is a monotone solution of (4.1) we obtain that
\[
-\frac{d\psi(t_n)}{dt} - \delta_n + \lambda(U^n(m_n) - A^n U(\mathcal{A} m_n), m_n - \nu^n) \geq \langle G^n(m_n, U(t_n, m_n)), m_n - \nu^n \rangle + \langle F^n(m_s, U(t_s, m_s)), U(t_s, m_s) - \varphi^n - a_n \rangle.
\]  
(4.29)
Passing to the limit $n \to \infty$ in the previous inequality yields the required result.

On the other hand, defining $\mathcal{P}_M = \{m \in \mathcal{P}(\mathbb{T}), \|m\|_{2,\infty} \leq M\}$, the unique monotone solution $U$ of (4.1) satisfies

**Lemma 4.11.** Fix $C > 0$. There exists a function $\omega : \mathbb{R}_+ \to \mathbb{R}_+$ such that $w(M) \to 0$ when $M \to \infty$ and for any measure $v \in \mathcal{M}(\mathbb{T})$, a $\mathcal{C}^{2,\alpha}$ function $\varphi$ of the space variable and $\mathcal{C}^1$ function $\psi$ of the time variable, both bounded by $C$, for any $(t^*, m^*) \in [0, T] \times \mathcal{P}_M$ point of strict minimum of $(t, m) \to \langle U(t, m) - \varphi, m - \nu \rangle - \psi(t)$ on $[0, T] \times \mathcal{P}_M$, the following holds

$$
- \frac{d\psi_M(t^*)}{dt} + \langle H(x, \partial_x U) + \lambda(U - A^* U(\lambda M)), m - \nu \rangle \leq \langle f(m^*), m^* - \nu \rangle
$$

$$
- \langle U - \varphi, \partial_x \lambda H(x, \partial_x U)(m^*) \rangle + \sigma(\partial_{xx} \varphi, m^*) - \sigma(\partial_{xx} U(t^*, m^*), \psi(t^*)) - \kappa.
$$

(4.31)

In other words, $U$ is almost a solution of (4.1) on $\mathcal{P}_M$, uniformly in $M$.

**Proof.** Assume that it is not the case. Reasoning by contradiction, there exists $\kappa > 0$ and a sequence $(\varphi_M, \psi_M, t_m, m_M, \nu_M)$ such that $\|\psi_M\|_1 + \|\varphi_M\|_{2+\alpha} \leq 2C$, $(t_m, m_m)$ point of strict minimum of $(t, m) \to \langle U(t, m) - \varphi, m - \nu \rangle - \psi(t)$ on $[0, T] \times \mathcal{P}_M$.

$$
- \frac{d\psi_M(t_m)}{dt} + \langle H(x, \partial_x U) + \lambda(U - A^* U(\lambda M)), m_m - \nu_M \rangle \leq \langle f(m_m), m_m - \nu_M \rangle
$$

$$
- \langle U - \varphi, \partial_x \lambda H(x, \partial_x U)(m_m) \rangle + \sigma(\partial_{xx} \varphi, m_m) - \sigma(\partial_{xx} U(t_m, m_m), \nu_M) - \kappa.
$$

(4.31)

Extract a subsequence if necessary and consider the limit point $(\varphi_s, \psi_s, \nu_s)$ of the sequence $(\varphi_M, \psi_M, \nu_M)_{M \geq 0}$. Using once again Stegall’s Lemma, for any $\varepsilon > 0$, there exists $\delta \in (-\varepsilon, \varepsilon)$, $\tilde{\phi}$ such that $\|\tilde{\phi}\|_{2+\alpha} \leq \varepsilon$ and $(t, m) \to \langle U(t, m) - (\varphi_s + \tilde{\phi}), m - \nu_s \rangle - \psi(t)$ has a strict minimum on $[0, T_0] \times \mathbb{P}(\mathbb{T})$ at $(t^*, m^*)$. Because $U$ is a monotone solution of (4.1)

$$
- \frac{d\psi_s(t^*)}{dt} + \delta + \langle H(x, \partial_x U) + \lambda(U - A^* U(\lambda M)), m^* - \nu_s \rangle \geq \langle f(m^*), m^* - \nu_s \rangle
$$

$$
- \langle U - \varphi_s - \tilde{\phi}, \partial_x \lambda H(x, \partial_x U)(m^*) \rangle + \sigma(\partial_{xx} \varphi_s + \tilde{\phi}), m^* \rangle - \sigma(\partial_{xx} U(t^*, m^*), \psi(t^*)) - \kappa.
$$

(4.32)

Consider now that $M$ and $\varepsilon$ are fixed. Take $\varepsilon' > 0, \overline{\varphi}$ and $\overline{\psi}$ smaller than $\varepsilon$ and consider now a strict minimum $(\overline{t}, \overline{m})$ of $(t, m) \to \langle U(t, m) - (\varphi_M + \overline{\varphi}), m - \nu_M \rangle - \psi(t)$.

Given that $M$ is large enough, if $\varepsilon$ and $\varepsilon'$ are sufficiently small, then $(\overline{t}, \overline{m})$ is sufficiently close to $(t_m, m_M)$. The uniformity in $M$ large enough comes from the uniform continuity of $U$ and its derivatives and from the convergence of the sequence $(\varphi_M, \psi_M, \nu_M)_{M \geq 0}$. On the other hand, from the same argument, given that $M$ is large enough, $(\overline{t}, \overline{m})$ is sufficiently close to $(t^*, m^*)$. Using once again the uniform continuity of $U$ and its derivatives, and the convergence of $(\varphi_M, \psi_M, \nu_M)_{M \geq 0}$, we obtain a contradiction by comparing (4.31) and (4.32).

**Theorem 4.12.** Any function $V$ given by Proposition 4.9 is equal to the unique monotone solution of (4.1).

**Proof.** Denote by $U$ the unique monotone solution of (4.1) and by $V$ a function given by Proposition 4.9. Assume that

$$
\inf_{t \in [0, T], m, m' \in \mathcal{P}(\mathcal{S})} \langle U(t, m) - V(t, m'), m - m' \rangle < 0.
$$

(4.33)

Hence, using the uniform continuity of $U$ and $V$, there exists $\kappa > 0$, such that for any $M$ large enough, and any $\gamma > 0$

$$
\inf_{t, s \in [0, T], m \in \mathcal{P}_M, m' \in \mathcal{P}(\mathcal{T})} \langle U(t, m) - V(s, m'), m - m' \rangle + \gamma(t - s)^2 \leq -\kappa,
$$

(4.34)

where $\mathcal{P}_M = \{m \in \mathcal{P}(\mathbb{T}), \|m\|_{2,\infty} \leq M\}$, which is a compact set. Hence, thanks to Stegall’s Lemma, for $\varepsilon > 0$ sufficiently small there exists $\delta, \delta' \in ((4T)^{-1} \kappa, (2T)^{-1} \kappa)$, $\varphi, \varphi' \in \mathcal{C}^2$ such that
\[\|\varphi\|_2 + \|\varphi'\|_2 \leq \varepsilon\] and
\[
(t, s, m, m') \rightarrow \langle U(t, m) - V(s, m'), m - m' \rangle + \gamma(t - s)^2 + \langle \varphi, m \rangle + \langle \varphi', m' \rangle + \delta(T - t) + \delta'(T - s)
\]
has a strict minimum on \([0, T]^2 \times \mathcal{P}_M \times \mathcal{P}(T)\) at \((t_*, s_*, m_*, m'_*)\) which is less than \(-\frac{\varepsilon}{2}\). Assume first that \(t_*, s_* > 0\). Using Lemma 4.10 at this point, we obtain that
\[-\delta - 2\gamma(t_* - s_*) + \langle H(x, \partial_x U) + \lambda(U(t_*, m_*) - A^* U(t_*, Am_*)), m_*, m'_* \rangle \geq \langle f(m'_*), m'_* - m_* \rangle
\]
On the other hand, Lemma 4.11 yields
\[-\delta - 2\gamma(t_* - s_*) + \langle H(x, \partial_x U) + \lambda(U(t_*, m_*) - A^* U(t_*, Am_*)), m_*, m'_* \rangle \geq \langle f(m_*), m_* - m'_* \rangle
\]
Combining the two relations, using the convexity of \(H\) and the monotonicity of \(f\) yield
\[-\delta - \delta' + \lambda(U(t_*, m_*) - V(s, m'_*), m_*, m'_*) - \langle U(t_*, Am_*) - V(s, Am'_*), Am_* - Am'_* \rangle \geq -\omega(M) - \langle \varphi, \partial_x H(x, \partial_x U) m' \rangle - \sigma(\partial_{xx} \varphi', m'_*) - \langle \varphi, \partial_x (\partial_x H(x, \partial_x U) m) \rangle - \sigma(\partial_{xx} \varphi, m_*)
\]
Hence, if \(\varepsilon\) is chosen small enough, we obtain that
\[-\frac{\kappa}{2T} \geq -\omega(M),\]
which is a contradiction if \(M\) is large enough.

Consider now the case \(t_* = 0\) (the case \(s_* = 0\) is similar). In this situation, using the continuity of \(U\) and \(V\), taking \(\gamma\) sufficiently large immediately contradicts (4.31). Hence (4.31) is false and
\[
\inf_{t \in [0, T], m, m' \in \mathcal{P}(S^n)} \langle U(t, m) - V(t, m'), m - m' \rangle \geq 0.
\]
From this we deduce, as in [9] for instance, that \(\nabla_x U = \nabla_x V\). Once this is established, to obtain the equality between \(U\) and \(V\) follows exactly as in [9] from the strict monotonicity of \(f\), using Lemmata 4.10 and 4.11 instead of the usual definition of monotone solutions. Hence we do not detail this argument here. \(\square\)

4.6. Rate of convergence to a classical solution. In this section we establish a rate for the convergence of \((U^n)_{n \geq 0}\) toward \(U\) when \(U\) is a classical solution of (4.1). To simplify the following discussion we assume that the master equations are set on \(\mathcal{M}_2(T)\), the set of positive measures of mass at most 2 on \(T\). We assume that \(f\) and \(g\) are indeed defined and monotone on \(\mathcal{M}_2(T)\).

We also assume that \(f\) and \(g\) satisfy the requirements of Proposition 4.3 where by extension,
\[
d_1(\mu, \nu) = \inf_{\varphi} \langle \varphi, \mu - \nu \rangle,
\]
where the supremum is taken over 1-Lipschitz functions \(\varphi\) such that \(\varphi(0) = 0\).

We thus assume that there exists \(U\), a classical solution of (4.1) on \([0, T] \times T \times \mathcal{M}_2(T)\). By extension we consider the master equation in finite state space (4.3) on \([0, T] \times S^n \times \mathcal{M}_2(S^n)\).

The associated concepts of monotone solution on \(\mathcal{M}_2(T)\) or \(\mathcal{M}_2(S^n)\) are exactly the same as before except for replacing \(\mathcal{P}\) by \(\mathcal{M}_2\) in the Definitions 4.1 and 4.2.

We proceed as in the case without common noise and consider \(V^n\) defined by \(V^n(t, x, m) = U(t, x, m)\) on \([0, T] \times S^n \times \mathcal{M}_2(S^n)\). As in the case without common noise, the following holds.

**Proposition 4.13.** The function \(V^n\) satisfies
\[-\partial V^n(t, \cdot, m) + (F^n(m, V^n) \cdot \nabla m) V^n + \lambda(V^n - A^n V^n(t, A_n m)) = G^n(m, V^n) + r^n
\]
with \(|r^n(t, x, m)| \leq C \omega(\frac{1}{n})\), where \(\omega\) is a modulus of continuity of \(\partial_x U, \partial_x^2 U, D^m U, \partial_y D^m U(\cdot, y)\). In particular, it is a monotone solution of this equation.
It follows that

Thus,

we arrive at

\textbf{Proof.} Define \( W(t, m, m') = \langle U^n(t, m) - U^n(t, m), m - m' \rangle \) and \( \kappa \) by

Using the fact that \( U^n \) is a monotone solution of (4.3) and \( V^n \) a monotone solution of (4.42), we arrive at

\[ -\frac{\kappa}{2T} \geq -\inf_{t, m, m' \in M_2(S^n)} \langle n^n(t, m), m - m' \rangle \geq -C\omega \left( \frac{1}{n} \right). \]

Take \( t \in [0, T], m \in M_2(S^n) \) and \( z \in M_2(S^n) \). From the previous estimate we obtain for any \( h \in (0, 1) \)

\[ \langle V^n(t, (1 - h)m + hz) - U^n(t, m), h(z - m) \rangle \geq -C\omega \left( \frac{1}{n} \right). \]

Thus,

\[ h(V^n(t, m) - U^n(t, m), z - m) + \langle V^n(t, (1 - h)m + hz) - V^n(t, m), h(z - m) \rangle \geq -C\omega \left( \frac{1}{n} \right). \]

Using the Lipschitz regularity of \( U \) (hence of \( V^n \))

\[ \langle V^n(t, m) - U^n(t, m), z - m \rangle \geq -\frac{C}{h} \omega \left( \frac{1}{n} \right) - Ch. \]

It follows that

\[ \inf_{z \in M_2(S^n)} \langle V^n(t, m) - U^n(t, m), z - m \rangle \geq -C\sqrt{\omega \left( \frac{1}{n} \right)}. \]

Arguing similarly for \( U^n \) and using the uniform Hölder estimate established, we arrive at

\[ \inf_{z \in M_2(S^n)} \langle V^n(t, m) - U^n(t, m), m - z \rangle \geq -\frac{C}{h} \omega \left( \frac{1}{n} \right) - C\sqrt{h}. \]

Hence we deduce, using the previous estimate, that

\[ \sup_{z, m \in M_2(S^n)} |\langle V^n(t, m) - U^n(t, m), z - m \rangle| \leq C \left( \omega \left( \frac{1}{n} \right) \right)^{\frac{3}{4}} \]

Now take \( m, m' \in P(T) \). From the previous estimate we obtain by choosing \( z = m + m' \)

\[ |\langle V^n(t, m) - U^n(t, m), m' \rangle| \leq C \left( \omega \left( \frac{1}{n} \right) \right)^{\frac{1}{4}}, \]

from which we obtain the desired result. \( \square \)
4.7. Another approach to convergence: mollification. We present here, without many details, another method to prove the convergence of the discrete master equation to the continuous one, with common noise and without assuming that there exists a classical solution of the limit equation. This approach is by means of mollification of the cost functionals. Indeed, an immediate variation of the mollification procedure on the torus introduced in [20] turns out to preserve monotonicity. We only present the main lines of this approach as we believe this idea can be of interest for the reader. We do not provide proofs since other arguments have been given above.

Consider then the function \( f(x, m) \) (and the same for \( g(x, m) \)) and assume as usual that it is monotone, smooth in \( x \) and continuous but not regular in \( m \). Let \( f^{n, \delta}(m, x) \) be the usual mollification by convolution in \( m \), for \( n \) fixed, in the finite dimensional simplex \( \mathcal{P}(S^n) \). Clearly, \( \lim_{\delta \to 0} f^{n, \delta} = f \), for \( n \) fixed, and preserves the monotonicity. Let also \( f^\varepsilon \) be (an immediate variation of) the mollification introduced in [20] on \( \mathcal{P}(T) \), which preserves monotonicity and converges to \( f \), as \( \varepsilon \to 0 \). Assume that the Hamiltonian is smooth. Then discrete and continuous master equations related to the coefficients \( f^{n, \delta} \) and \( f^\varepsilon \), respectively, admit classical solutions, which we denote by \( U^{n, \delta} \) and \( U^\varepsilon \); the solutions with cost function \( f \) are as usual denoted by \( U^n \) and \( U \). Moreover, we have that

\[
\lim_{\delta \to 0} \sup_{t \in [0, T], x \in S^n, m \in \mathcal{P}(S^n)} |U^{n, \delta}(t, x, m) - U^n(t, x, m)| = 0,
\]

\[
\lim_{\varepsilon \to 0} \sup_{t \in [0, T], x \in T, m \in \mathcal{P}(T)} |U^\varepsilon(t, x, m) - U(t, x, m)| = 0,
\]

the first line being, of course, not uniform in \( n \) a priori.

Moreover, the use of Theorem 4.14 gives an estimate of the form

\[
\|U^{n, \delta} - U^\varepsilon\|_\infty \leq C(\varepsilon, \delta, n),
\]

with \( C \) such that

\[
\lim_{\varepsilon \to 0} \lim_{n \to \infty} \lim_{\delta \to 0} C(\varepsilon, \delta, n) = 0.
\]

Hence, using \( U^{n, \delta} \) and \( U^\varepsilon \) as intermediates to bound the difference between \( U^n \) and \( U \), passing to the limit in the order of the previous equation, this method leads to

\[
\lim_{n \to \infty} \sup_{t \in [0, T], x \in S^n, m \in \mathcal{P}(S^n)} |U^n(t, x, m) - U(t, x, m)| = 0. \tag{4.53}
\]

4.8. A weaker notion of monotone solution. We conclude this part on the common noise by indicating another definition of monotone solution which could have been used here and that we believe to have an interest in itself. This concept allows to deal with monotone solution of Definition 4.15.\(^4\) which we denote by \( \minima_\nu \) to be in \( W^{1, \infty} \), and this penalization only has a cost \( C\varepsilon \) because of the smoothness

\[
\frac{d\psi(t_s)}{dt} + (-\sigma \partial_x \psi + H(x, \partial_x U) + \lambda(U - \mathcal{A}U(Am_\nu)), m_\nu) \geq (f(m_\nu), m_\nu - \nu)
\]

The main idea of this definition is to use the fact that, independently of the strategies of the players, the evolution of the underlying repartition of players is continuous in a space of regular repartition of players. The constant \( C \) in the previous is directly related to this smoothness.

In some sense, the penalization term in \( \varepsilon \) in the minimization of the function constrains the minima to be in \( W^{1, \infty} \), and this penalization only has a cost \( C\varepsilon \) because of the smoothness
of the evolution of the repartition of players. To derive this formulation, consider a classical solution \( U \) of (4.1). To lighten notation, we do not come back on the interpretation of the time derivative or of the common noise. Hence, we take \( \lambda \) of minimum of \( m \rightarrow \langle U(t,m) - \varphi, m - \nu \rangle + \varepsilon \| m \|_\infty \). Denote by \( (m_s)_{s \geq 0} \) the solution of
\[
\partial_s m - \sigma \partial_{xx} m - \partial_x (m \partial_p H(x, \partial_x U(t,x,m_s))) = 0 \text{ in } (0, \infty) \times \mathbb{T}
\] with initial condition \( m_0 = m_{\ast} \). By definition of \( m_{\ast} \), for any \( s \geq 0 \):
\[
\langle U(t,m_s) - \varphi, m_s - \nu \rangle + \varepsilon \| m_s \|_\infty \leq \langle U(t,m_s) - \varphi, m_s - \nu \rangle + \varepsilon \| m_s \|_\infty.
\]
Hence using the fact that \( U \) is a classical solution of (4.1), we deduce by dividing the previous inequality by \( s \) and letting \( s \rightarrow 0 \) that
\[
\langle -\partial_t U, m_s - \nu \rangle + \langle -\sigma \partial_{xx} U + H(x, \partial_x U), m_s - \nu \rangle \geq \langle f(m_s), m_s - \nu \rangle - \langle U - \varphi, \partial_x (\partial_p H(x, \partial_x U)m_s) \rangle
\]
\[
- \sigma \langle \partial_{xx} (U - \varphi), m_s \rangle + \varepsilon \liminf_{s \rightarrow 0} s^{-1}(\| m_s \|_{1, \infty} - \| m_s \|_{1, \infty}).
\]
However, since \( U \) is \( C^{1,\alpha} \) in \( x \), uniformly in \( t \) and \( m \), there exists \( C > 0 \) such that, for any \( m_{\ast} \)
\[
\liminf_{s \rightarrow 0} s^{-1}(\| m_s \|_{1, \infty} - \| m_{\ast} \|_{1, \infty}) \geq -C.
\]
This last inequality is a consequence of propagation of \( \| \cdot \|_{1, \infty} \) norms by the Fokker-Planck equation
\[
\partial_t m - \sigma \Delta m + \text{div}(bm) = 0 \text{ in } (0, \infty) \times \mathbb{T}^d,
\]
for a vector field \( b \) in \( L^\infty((0, \infty), C^{0,\alpha}) \). The proof is trivial in dimension 1 as one can simply integrate the Fokker-Planck equation and use standard parabolic estimates in Hölder norms. In dimension \( d \geq 1 \) the proof of such a regularity is more involved but it remains true. As this question is far from the main topic of this article we do not detail such a proof here.

As a consequence of the previous remark, results of existence and uniqueness of such monotone solutions can be established quite easily following [9, 10].

Appendix A. Convergence rate for a diffusion approximation

We state here a general result about the approximation of a diffusion (on the torus) with a continuous time Markov chain, which is used several times in the paper and we believe might be of independent interest. The main result is to establish a rate for the convergence of the laws in the Wasserstein distance. Although the approximation of diffusions by Markov chains is certainly not a novelty, we have not been able to find a similar result in the literature. We rely on an estimate of the the distance between the generators and the semigroups of the processes, which is inspired by the methods of [34], and then on a relation among distances on the space of probability measures.

**Proposition A.1.** Let \( \alpha \in C^{1/2,\gamma}([0, T] \times \mathbb{T}) \), for a \( \gamma \in (0, 1) \), and let \( Y \) satisfy (2.2) with such \( \alpha \) and \( Y_0 \sim m_0 \). Let also \( Y_n \), for any \( n \), satisfy (2.3) with rates \( \alpha_{\pm} \) therein given by \( \alpha_{+} = \psi_{-}(\alpha) \) and \( \alpha_{-} = \psi_{+}(\alpha) \) with \( \psi_{\pm} : \mathbb{R} \rightarrow \mathbb{R} \) Lipschitz and such that \( \psi_{+}(\alpha) - \psi_{-}(\alpha) = \alpha \). Suppose also that \( Y_0^n \sim m_0^n \), where \( W_1(m_0^n, m_0) \leq \frac{1}{n} \). Then
\[
\lim_n Y^n = Y \text{ in law in } \mathcal{D}([0, T], \mathbb{T}).
\] (A.1)
and
\[
\sup_{0 \leq t \leq T} W_1(\text{Law}(Y^n_t), \text{Law}(Y_t)) \leq \frac{C}{n^{1+\gamma}}.
\] (A.2)
If in addition \( \alpha \in C^{1/2,1+\gamma}([0, T] \times \mathbb{T}) \) then
\[
\sup_{0 \leq t \leq T} W_1(\text{Law}(Y^n_t), \text{Law}(Y_t)) \leq \frac{C}{n^\gamma}.
\] (A.3)
For the application of this result in Section 3 the controls are to be thought as $\alpha = -\partial_p H(\partial_x u)$, $\alpha_+ = -\partial_p H_1(\partial_x u)$, $\alpha_- = -\partial_p H_1(\partial_x u)$. We note that in the case of quadratic Hamiltonian $\alpha_+$ and $\alpha_-$ are simply the positive and negative part of $\alpha$. In particular, the additional assumption $\alpha \in C^{\gamma/2,1+\gamma}([0,T] \times T)$ always holds under our standing assumptions.

Proof. We employ the convergence of the generators: denote by $L^t$ the convergence of the generators:

$$
|L_t^n \varphi(x) - L_t \varphi(x)|
$$

$$
= \left| \left( \frac{\alpha_+(t,x)}{\Delta x_n} + \frac{\sigma}{\Delta x_n^2} \right) \varphi(x + \Delta x_n) - \varphi(x) \right| + \left| \left( \frac{\alpha_-(t,x)}{\Delta x_n} + \sigma \frac{\Delta x_n^2}{\Delta x_n} \right) \varphi(x + \Delta x_n) - \varphi(x) \right|
$$

$$
= |\alpha_+(t,x)\Delta^n \varphi(x) + \alpha_-(t,x)\Delta^n \varphi(x) + \sigma \Delta^n \varphi(x) - \alpha(t,x)\partial_x \varphi(x) - \sigma \partial_{xx} \varphi(x)|
$$

$$
\leq |\alpha_+(t,x)|\Delta^n \varphi(x) - \partial_x \varphi(x)| + |\alpha_-(t,x)|\Delta^n \varphi(x) + \partial_x \varphi(x)| + |\sigma \Delta^n \varphi(x) - \partial_{xx} \varphi(x)|
$$

$$
\leq C \left( 1 + ||\alpha(t,\cdot)||_{\infty} \right) ||\partial_x \varphi||_{\infty} + \sigma ||\partial_{xx} \varphi||_{\gamma},
$$

that is

$$
\sup_{0 \leq t \leq T} ||L_t^n \varphi - L_t \varphi|| \leq C \left( 1 + ||\alpha(\cdot,\cdot)||_{\infty} \right) ||\partial_x \varphi||_{\gamma}. \tag{A.4}
$$

Convergence of the generators then provides (A.1) (applying [32, Thm. 19.25]), since $C^{2+\gamma}(T)$ is an invariant core of the limiting generator in $C(T)$, because of Schauder’s estimates.

To prove (A.2), let $S^n$ and $S$ be the semigroups corresponding to $L^n$ and $L$:

$$
S^n_{t,s} \varphi(x) = E[\varphi(X^n_t)|X^n_s = x], \quad S_{t,s} \varphi(x) = E[\varphi(X_t)|X_s = x].
$$

We recall the usual properties

$$
S^n_{t,s} S^n_{s,r} = S^n_{t,r}
$$

$$
\frac{d}{dt} S^n_{t,s} = S^n_{t,s} L^n, \quad \frac{d}{ds} S^n_{t,s} = -L^n S^n_{t,s}
$$

and similarly for $S$ and $L$. Thus, following Kolokoltsov [34], we can write

$$
S^n_{t,s} \varphi - S_{t,s} \varphi = S^n_{t,r} S^n_{r,s} |_{r=t} \varphi = \int_t^s \frac{d}{dr} S^n_{t,r} S^n_{r,s} \varphi dr = \int_t^s S^n_{t,r} (L^n - L_r) S^n_{r,s} \varphi dr. \tag{A.5}
$$

Thanks to Feynman-Kac formula, the function $u_s(t,x) := S_{t,s} \varphi(x)$ solves the parabolic backward PDE

$$
\begin{cases}
\partial_t u + \sigma \partial_{xx} u + \alpha(t,x) \partial_x u = 0, \\
u(s,x) = \varphi(x).
\end{cases}
$$

Hence Schauder’s estimates, for $\gamma \in (0,1)$, give

$$
\sup_{0 \leq t \leq s \leq T} ||S^n_{t,s} \varphi||_{2+\gamma} \leq C ||\varphi||_{2+\gamma} \tag{A.6}
$$

for a constant $C$ depending on $||\alpha||_{1/2,\gamma}$ and $T$. Moreover, if in addition $\alpha \in C^{\gamma/2,1+\gamma}([0,T] \times T)$ and $\varphi \in C^{2+1}([0,T] \times T)$, then we have

$$
\sup_{0 \leq t \leq s \leq T} ||S^n_{t,s} \varphi||_{2+1} \leq C ||\varphi||_{2+1}, \tag{A.7}
$$

where $C$ depends on $||\alpha||_{1/2,1+\gamma}$ and $T$.

From the above estimates and using (A.4), (A.5), and the fact that the transition operator $S^n$ is a contraction, we obtain, for any $0 \leq t < s \leq T$,

$$
||S^n_{t,s} \varphi - S_{t,s} \varphi||_{\infty} \leq (s-t) \sup_{t \leq r \leq s} ||S^n_{r,s} (L^n - L_r) S_{r,s} \varphi||_{\infty} \leq T \sup_{t \leq r \leq s} ||(L^n_r - L_r) S_{r,s} \varphi||_{\infty}
$$
whereas, here and below, we fix $\gamma \in (0,1)$ if $\alpha \in C^{1/2,\gamma}([0,T] \times \mathbb{T})$, and $\gamma = 1$ if $\alpha \in C^{1/2,1+\gamma}([0,T] \times \mathbb{T})$. Therefore, for any $0 \leq t \leq s \leq T$,
\[
\|S_{t,s}^n \varphi - S_{t,s} \varphi\|_\infty \leq \frac{C}{n^\gamma} \|\varphi\|_{2+\gamma}.
\]  
We now show that the above estimate, together with the estimate on the initial condition, imply
\[
|\mathbb{E}[\varphi(Y^n_t)] - \mathbb{E}[\varphi(Y_t)]| \leq \frac{C}{n^\gamma} \|\varphi\|_{2+\gamma},
\]  
uniformly in $t$, that is
\[
\left| \int_T \varphi d(\text{Law}(Y^n_t) - \text{Law}(Y_t)) \right| \leq \frac{C}{n^\gamma} \|\varphi\|_{2+\gamma}.
\]  
Indeed,
\[
\mathbb{E}[\varphi(Y^n_t)] - \mathbb{E}[\varphi(Y_t)] = \int_T S^n_{0,t} \varphi(x)m_0^n(dx) - \int_T S_{0,t} \varphi(x)m_0(dx)
\]  
\[
= \int_T (S^n_{0,t} - S_{0,t}) \varphi(x)m_0^n(dx) + \int_T S_{0,t} \varphi(x)(m_0^n - m_0)(dx)
\]  
and, estimating the first term by (A.8) and the second term by $W_1(m_0^n, m_0) \leq \frac{1}{n}$ and again by parabolic estimates, we get
\[
|\mathbb{E}[\varphi(Y^n_t)] - \mathbb{E}[\varphi(Y_t)]| \leq \frac{C}{n^\gamma} \|\varphi\|_{2+\gamma} + \|\partial_t(S_{0,t} \varphi(x))\|_\infty W_1(m_0^n, m_0)
\]  
\[
\leq \frac{C}{n^\gamma} \|\varphi\|_{2+\gamma} + \frac{C}{n} \|\varphi\|_{2+\gamma}.
\]
Finally, the estimates (A.2) and (A.3), are provided by an estimate of the distance in (A.10) (for functions in $C^{2+\gamma}$) in terms of powers of the Wasserstein distance, which we detail below; see (A.11).

To complete the above proof, let us give some more details on particular distances on the space of probability measures. We denote by $\zeta_r$, for $r \geq 1$, the Zolotarev metric of order $r$, which is defined by
\[
\zeta_r(\mu, \nu) = \sup \left\{ \int_T \varphi d(\mu - \nu) : \varphi \in \mathcal{F}_r \right\},
\]  
where $\mathcal{F}_r$ is the set of $\varphi \in C^l(\mathbb{T})$ with $\varphi(0) = \varphi'(0) = \cdots = \varphi^{(l-1)}(0) = 0$, $l$ in the integer such that $l < r \leq l + 1$, and $|\varphi^{(l)}(x) - \varphi'^{(l)}(y)| \leq |x-y|^{r-l}$. We note that $\zeta_1 = W_1$. In [43], it is proved in dimension one, for any $r \geq 1$, the relation
\[
W_r \leq c_r \zeta_r^\frac{1}{r},
\]  
where $W_r$ is the $r$-Wasserstein distance and $c_r$ is a constant depending just on $r$. For $r = k$ integer, the weaker result
\[
W_r \leq c_k \zeta_r^\frac{k}{k}
\]  
is shown to be true in any dimension; see [45] [46] and the more recent [13]. We also remark that the results (A.11) and (A.12) hold on the whole space $\mathbb{R}$ or $\mathbb{R}^d$.

Since we are considering functions on the torus, the set $\mathcal{F}_{2+\gamma}$, for $\gamma \in (0,1]$ is contained in the set of $\varphi \in C^{2+\gamma}$ with $\varphi$, $\varphi'$ and $\varphi''$ bounded by 1 and with $\gamma$-Hölder seminorm bounded by 1, i.e. such that $||\varphi||_{2+\gamma} \leq 1$. Thus (A.10) implies
\[
\zeta_{2+\gamma}(\text{Law}(Y^n_t), \text{Law}(Y_t)) \leq \frac{C}{n^\gamma},
\]  
which yields (A.2) and (A.3) by means of (A.11).
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