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Abstract The shape of circle is one of fundamental geometric primitives of man-made engineering objects. Thus, extraction of circles from scanned point clouds is a quite important task in 3D geometry data processing. However, existing circle extraction methods either are sensitive to the quality of raw point clouds when classifying circle-boundary points, or require well-designed fitting functions when regressing circle parameters. To relieve the challenges, we propose an end-to-end Point Cloud Circle Algebraic Fitting Network (Circle-Net) based on a synergy of deep circle-boundary point feature learning and weighted algebraic fitting. First, we design a circle-boundary learning module, which considers local and global neighboring contexts of each point, to detect all potential circle-boundary points. Second, we develop a deep feature based circle parameter learning module for weighted algebraic fitting, without designing any weight metric, to avoid the influence of outliers during fitting. Unlike most of the cutting-edge circle extraction wisdoms, the proposed classification-and-fitting modules are originally co-trained with a comprehensive loss to enhance the quality of extracted circles. Comparisons on the established dataset and real-scanned point clouds exhibit clear improvements of Circle-Net over SOTAs in terms of both noise-robustness and extraction accuracy. We will release our code, model, and data for both training and evaluation on GitHub upon publication.
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1 Introduction

Geometric primitive extraction from man-made engineering objects is essential for many practically meaningful applications, such as reverse engineering Lafarge and Mallet (2012) and 3D inspection Kleppe et al. (2019). As very common circle primitives in aviation manufacturing, the repetitive rivet holes have an important effect on production quality control. Fig. 1 presents a practical circle inspection scene. Cutting-
edge vision-based techniques have been developed to extract circles from either captured images or scanned point clouds (Wang et al. (2020); Xie et al. (2020)). Although possibly serving to determine the rivet hole’s quality, these methods still involve many parameters to fine-tune (i.e., complicated efforts on human-computer interactions) and are limited by their extraction accuracy Zhang et al. (2021). More specifically, the calculation accuracy of existing methods varies from 0.03 \textit{mm} to 0.06 \textit{mm}, which cannot meet the \textbf{H}¹ accuracy requirement (0.02 \textit{mm}) of standard rivet holes.

In the actual 3D measurement process, the acquired point clouds are usually incomplete and noisy, due to the surface reflection, self-occlusion, or limited scanning ranges. Hence, we define the circle-boundary point as the edge point or the open boundary point located around the boundary of a circle. To explain the defined circle-boundary point, we present an example of the real-scanned engineering object with multiple circles on it in Fig. 2. The pink points in Fig. 2 (d) are inner-wall points sampled from the surface of the cylinder of the target; the blue points in Fig. 2 (e) and the red points in Fig. 2 (f) form the full boundary points of the circle in Fig. 2 (c). Obviously, there always exist certain fitting error, even for human operators.

Circle extraction from point clouds mainly consists of two (individual) operations: (i) classifying initial circle-boundary points (i.e., determining whether each point in the point cloud is a circle-boundary point or not); and (ii) fitting a series of repetitive circles from these promising circle-boundary points. The main challenge in the first operation is that existing boundary/edge detection methods (Belton and Lichti (2006); Chen et al. (2021); Gersho and Gray (2012); Rusu and Cousins (2011); Wang et al. (2020); Yu et al. (2018)) cannot effectively distinguish which points are boundary points or not, since these circle primitives are usually distributed on the base surface as very plain features (i.e., subtle differences between the base surface and circles). For the latter operation which aims to compute accurate parameters of the circles, typical methods include weighted least-squares (WLS) fitting (Cleveland (1979); Nurunnabi et al. (2015b); Rousseeuw and Leroy (2005)) and RANSAC-based solutions (Torr and Zisserman (2000)). However, the real-scanned point clouds of man-made engineering objects are often of low fidelity (e.g., biased noise, outliers, distortions, missing boundaries, or unclear boundaries), as shown in Fig. 1, even if acquired with a high-accuracy measurement devices such as Creaform MetraScan, and Wenglor MLAS202. Such low-fidelity data makes existing parameter estimation methods difficult to design weight functions to measure the significance of each point for accurately fitting a circle.

To this end, we propose to endow classical circle algebraic fitting with an adaptive weight learning mechanism, by cascading and synergizing the aforementioned two operations into a neural network. In detail, (1) we design a circle-boundary learning module, which considers local and global neighboring contexts of each point, to detect all potential circle-boundary points; (2) we develop a circle parameter learning module for algebraic circle fitting, without designing any weight metric to avoid the influence of outliers during fitting; (3) the classification-and-fitting modules are originally co-trained with a comprehensive loss to enhance the quality of extracted circles, which to our knowledge is the first time.

To summarize, the major features of our novel circle extraction method include:

- An end-to-end point cloud circle algebraic fitting network (Circle-Net) is proposed, which is a fully automatic multi-circle extraction paradigm for joint circle-boundary point classification and algebraic circle fitting.
- A transformer-based point classification network is proposed, which can detect all potential circle-boundary points from raw point clouds, while excluding the other kinds of boundary points.
- A circle parameter estimation network for raw point clouds is proposed, which predicts point-wise weights for weighted algebraic fitting of circles with artifacts, such as noise, outliers, shape distortion, and missing boundaries.
- An industrial application of quality inspection for the drilling circles is conducted, which further demonstrates the practicality of our proposed Circle-Net.

Through a variety of experiments, we show that our method significantly outperforms the state-of-the-art approaches, in terms of both circle-boundary point classification and circle fitting accuracy (Sec. 6), as demonstrated in Fig. 3.
2 Related Work

In this section, we review the related work from three aspects, that is, boundary point detection, robust circle fitting, and deep learning for unstructured point clouds.

2.1 Boundary point detection

It is a nontrivial task to identify the borderline and detect the boundary points from an unstructured point cloud. The human brain can determine the boundary of the point cloud by observing the distribution of the point cloud. For a computer, a point cloud is just vector data without a clear boundary. Barber et al. (1996) propose the Quickhull method to detect the smallest convex polygon containing all points by a divide and conquer approach from a given set of finite bi-dimensional points. Their method is very effective, but it can only detect a set of boundary points belonging to the convex polygon. Akkiraju et al. (1995) propose an alpha-shape method generalized from QuickHull, which can deal with concave areas and holes in point clouds. Kettnar et al. (2004) propose Computational Geometry Algorithms Library (CGAL) which implements alpha-shape for 2D and 3D point clouds robustly. However, the performance of the alpha-shape method is limited by the involved parameter and the point sampling irregularity. Oztireli et al. (2009) give a non-parametric edge extraction method based on kernel regression. Bazazian et al. (2015) propose a non-parametric method based on analysis of eigenvalue. Chen et al. (2021) propose an effective multi-scale feature line extraction method, which can detect different levels of geometric features from noisy input with high accuracy. Mineo et al. (2019) introduce an algorithm to boundary point detection and spatial filtering approach based on Fast Fourier Transform (FFT). This method generates low noise tessellated surfaces from point cloud data directly by detecting points belonging to sharp edges and creases which are not based on predefined threshold values. As we reviewed, most boundary detection methods are only suitable for the detection of sharp edges or boundaries, rather than detecting specific circle boundaries.

2.2 Circle fitting

Geometric and algebraic are the two main kinds of circle fitting methods. The geometric method minimizes the sum of the square distances from the data point to the circle and produces invariant results under rotations and translations (Abdul-Rahman and Chernov, 2014). Two classical geometric methods are Gauss-Newton and Levenberg-Marquardt (Chernov, 2010). Many later circle fitting approaches are inspired by them. For example, Calafiore (2002) propose to use a difference-of-squares as a geometric criterion to obtain a closed-form solution. Chernov and Lesort (2005) present an alternative Levenberg-Marquardt algorithm, and prove the superiority of this approach in terms of robustness, reliability, and efficiency. De Guevara et al. (2011) propose an iterative geometric fitting using mean absolute error to reduce outlier influence. Generally speaking, geometric fitting is more accurate than algebraic fitting, even though it has intensive iterative computation. However, the initial guess seriously affects the results of geometric fitting (Al-Sharaqbeh, 2014; Chernov, 2010). Specifically, Abdul-Rahman and...
Chernov (2014) think that the divergence probability of algebraic fitting is much lower than that of geometric fitting. Algebraic fitting is non-iterative, faster, and provides a good initial guess. It minimizes the algebraic function. Chernov and Lesort (2005) propose using an algebraic method to determine algebraic parameters for the best fitting circle and then center and radius are obtained from them and converge to a minimum of the sum of the squared geometric distance. Kåsa (1976) proposes a simple and fast algebraic approach that is used as a basis by many circle fitting methods. The approach minimizes the square of radius, which is a linear least-squares problem and can be solved easily as a system of linear equations. Notably, Al-Sharadqah et al (2009) observe that the method introduced by Kåsa (1976) is heavily biased toward smaller circular arcs. Pratt (1987) and Taubin (1991) extend this. They each develop one popular method, which only needs to change the parameter constraints. Al-Sharadqah et al (2009) develop a method, called Hyper, by minimizing the algebraic function using the two constraints proposed by Pratt (1987) and Taubin (1991). Al-Sharadqah (2014) and Al-Sharadqah et al (2009) note that the Hyper approach outperforms many efficient existing algebraic methods, is nearly as good as some efficient geometric fittings, is useful for incomplete data, and has the correct estimate. Like Pratt (1987) and Taubin (1991), Hyper by minimizing the algebraic function using the two constraints proposed by Pratt (1987) and Taubin (1991), that satisfies the invariance requirements (Al-Sharadqah et al (2009); Chernov (2010)).

In addition, De Guevara et al (2011) think that a major problem remains in that some efficient algorithms from algebraic criteria are questionable in the presence of outliers. To counter this, Wang and Suter (2003) propose a robust algorithm based on symmetry distance. Their method tolerates a high percentage of outliers but is only suitable for spatially symmetric points. Subsequently, Frosio and Borghese (2008) present an occlusion indifferent circle fitting method based on the maximum likelihood. Similarly, Lund (2013) introduce a statistical approach based on a Monte Carlo maximum likelihood which performs well for the data without outliers. Duda and Hart (1972) propose the well-known Hough Transformation (HT). Frosio and Borghese (2008) develop circular HT from HT to detect circle. De Marco et al (2015) note that HT-based approaches are generally affected by false positive errors in case of error settings in the input parameters. Fischer and Bolles (1981) propose RANdom SAmple Consensus (RANSAC) to robust model fitting, but RANSAC is sensitive to thresholding errors (Fischler and Bolles (1981); Nurunnabi et al (2015a)). Dorst (2014) embeds circle fitting of Pratt (1987) into the conformal geometric algebra for hypercircle fitting, which is an extension of the hypersphere approach. It performs as an approximate least-squares approach and has strong results for circle fitting without outliers. Nurunnabi et al (2018) propose a robust circle fitting algorithm Repeated Least Trimmed Squares (RLTS) applicable to incomplete 3D point cloud data in the presence of outliers. For other circle fitting methods, the reader is referred to Ahn et al (2001); Kanatani and Rangarajan (2011); Kanatani et al (2016).

### 2.3 Deep learning for unstructured point clouds

Since point clouds are unstructured and orderless, it is infeasible to directly apply standard CNNs. To resolve this problem, Qi et al (2017a) propose PointNet to learn per-point features using shared MLPs and global features using symmetrical pooling functions. Later, based on the PointNet, a series of point-based learning networks have been proposed (Engelmann et al (2018); Hu et al (2020); Jiang et al (2018); Wang et al (2019, 2021); Zhang et al (2019); Zhao et al (2019b, 2020)).

Many networks are also elaborately designed for geometry extraction based on PointNet. For example, Wang et al (2020) introduce an end-to-end learnable technique, PIE-NET, to robustly identify feature edges in 3D point cloud data. Li et al (2019) propose a supervised geometric primitive fitting method that detects a varying number of primitives with different scales and design a differentiable primitive model estimator to solve a series of linear least-squares problems, which makes their whole network end-to-end trainable. Our method has three main differences: (1) Li et al (2019) use the PointNet++ to extract point-wise features, while our method employs the transformer module to obtain more effective deep features, which produces more accurate classification results. (2) In Li et al (2019), all points with their classification probabilities take part in the fitting process of all primitives. This kind of weighted fitting contributes more to classification, rather than as a fitting significance. We separately learn the circle boundary-point classification probabilities and fitting weights for only circle-boundary points. In our early experiments, we find that our schemes produce more accurate detection results and fitting results. (3) The approach in Li et al (2019) classifies points into instances during the learning process. So, it requires setting a fixed instance number. By contrast, we use a non-learning way, RANSAC, to cluster circle instances. This avoids pre-defining the number of instances in the input data. Angelina Uy et al (2021) propose differentiable algorithms suitable for a neural architecture, which partitions a point cloud into a set of Extrusion Cylinders. Sharma et al (2020) give an end-to-end differentiable approach for extracting an assembly of parametric primitives from a raw 3D point cloud. Paschalidou et al (2019) propose a learning-based approach for parsing 3D objects into consistent superquadric representations. Yu et al (2018) present an edge-
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Motivation: Circle extraction from point clouds are divided to two (individual) operations: (1) classifying circle-boundary points; and (2) fitting a series of circles from these classified circle-boundary points. The first operation is sensitive to the quality of raw point clouds when determining whether each point in the point cloud is a circle-boundary point or not, and the second operation requires well-designed fitting or weighting functions when regressing circle parameters. The key idea of our framework is to combine learning-based local feature representation and traditional algebraic fitting model together, to robustly and accurately fit circles in the deep learning fashion.

We provide a brief overview of Circle-Net. It expects a raw point cloud $P = \{p_i\}_{i=1}^N \subset R^3$ as input, and aims at automatically detecting all potential circle-boundary points $Q_f$, while accurately computing circle parameters $(c_j, r_j)$ for each circle ($c_j$ and $r_j$ are the circle center and radius, respectively). At the top level, Circle-Net consists of two cascaded sub-learning stages as shown in Fig. 4. Note that the weighted algebraic circle fitting step is embedded in the weight learning stage.

Circle-boundary Point Classification: We start by proposing a circle-boundary point classification network. First, we build two different neighborhoods and their corresponding 2D projection maps for each point, for perceiving multi-modality, multi-scale contextual information. The two neighborhoods contain a small local part of a circular structure, and a global patch covering an entire circle. Four different deep features of the two patches are then extracted by PointNet-like 3D networks and ResNet-like 2D networks, respectively. A transformer module is used to fuse the four features, for better distinguishing the points on the circle boundary and the points which are very close to the boundary. Finally, the fused features are exploited to regress the label of each point, i.e., the circle boundary or not.

Weight Estimation for Algebraic Circle Fitting: We leverage the learned features of circle-boundary points for robust circle fitting. A neural network is employed to estimate the weight of each detected circle-boundary point, which will be subsequently used for weighted algebraic circle fitting. The estimated weights can be intuitively interpreted as the significance metric for each point taking part in the traditional circle fitting operation. By such a soft selection mechanism, we can obtain more accurate circle parameters, than directly predicting these parameters.

4 Methodology

We start this section by first providing a simple background and mathematical notation for traditional circle fitting in Sec. 4.1. Then, in Sec. 4.2, we introduce how to use a network to detect circle-boundary points and how to synergize the learned deep features and traditional circle fitting. Sec. 4.3 describes our end-to-end joint loss function. Lastly, the multi-circle extraction strategy is introduced in Sec. 4.4.

4.1 Traditional Algebraic Circle Fitting Model

Traditional geometric approaches minimize the sum of the squared residuals:

$$
\min \sum_{i=1}^{n} \left| r - \sqrt{(e_x - x_i)^2 + (e_y - y_i)^2} \right|^2
$$

(1)
where \((x_i, y_i)\) is the data point around a circle, \(r\) is the circle radius, \((c_x, c_y)\) is the circle center. \(\cdot \) denotes the absolute value function. Generally, the sampled points include noise and outliers, which could seriously reduce the accuracy of the fitting. To relieve it, the formulation given in Eq. 1 can be extended to a weighted version:

\[
\min \sum_{i=1}^{n}(w_i \left| r - \sqrt{(c_x - x_i)^2 + (c_y - y_i)^2} \right|^2 \tag{2}
\]

where \(w_i\) represents the weight of point \((x_i, y_i)\).

However, both Eq. 1 and Eq. 2 are non-linear least-squares problems, which have no closed-form solution and can only be solved by an iterative and expensive approach. An elegant alternative is to estimate the algebraic circle parameters:

\[
A(x^2 + y^2) + Bx + Cy + D = 0 \tag{3}
\]

where \(A \neq 0\) and \(B^2 + C^2 - 4D > 0\). The corresponding center \(c\) and radius \(r\) are easily computed as:

\[
c_x = -\frac{B}{2A}, \quad c_y = -\frac{C}{2A}, \quad r = \frac{\sqrt{B^2 + C^2 - 4D}}{2A} \tag{4}
\]

Then, we can minimize a parameter constrained approximation to Eq. 2:

\[
\min \sum_{i=1}^{n} w_i^2(A(x_i^2 + y_i^2) + Bx_i + Cy_i + D)^2 \tag{5}
\]

Eq. 5 can be simply reformulated in the matrix form:

\[
\min \mathbf{K}^T \mathbf{M} \mathbf{K} \tag{6}
\]

where \(\mathbf{K} = (A, B, C, D), \mathbf{M} = \frac{1}{n} \mathbf{Z}^T \mathbf{W}^T \mathbf{W} \mathbf{Z}, \mathbf{Z}^T = [z_1, z_2, \ldots, z_n], z_i = (x_i^2 + y_i^2, x_i, y_i, 1), \) and \(\mathbf{W} = \text{diag}(w_i)\) is a diagonal matrix. \(\mathbf{M}\) is a positive definite matrix. \(\mathbf{H}\) is the constraint matrix which satisfies \(\mathbf{K}^T \mathbf{H} \mathbf{K} = 1\). We use the constraint matrix inspired by Hyper Al-Sharadqah et al. (2009):

\[
\mathbf{H} = \begin{bmatrix}
8 \sum w_i (x_i^2 + y_i^2) & 4 \sum w_i x_i & 4 \sum w_i y_i & 2 \\
4 \sum w_ix_i & 1 & 0 & 0 \\
4 \sum w_iy_i & 0 & 1 & 0 \\
2 & 0 & 0 & 0
\end{bmatrix} \tag{7}
\]

Eq. 6 can be solved as a generalized eigenvalue problem by using a Lagrange multiplier \(\eta\). It then becomes an unconstrained minimization problem:

\[
\min \mathbf{K}^T \mathbf{M} \mathbf{K} - \eta(\mathbf{K}^T \mathbf{H} \mathbf{K} - 1) \tag{8}
\]

Differentiating with respect to \(\mathbf{K}\) and \(\eta\), we obtain

\[
\mathbf{MK} = \eta\mathbf{HK} \tag{9}
\]

Each solution \((\mathbf{K}, \eta)\) of Eq. 9 can be obtain by calculating the generalized eigenvectors for the matrix pair \((\mathbf{M}, \mathbf{H})\). The
Local/global patches generation. The key idea is to extract the potential boundary points only belonging to the circles, by fusing the multi-modality and multi-scale features, i.e., the local feature of circle boundary and the global feature of circle, the 3D feature of raw data and the 2D feature of projection map. This is because if only perceiving each point’s local context information, many near-circular boundary points may be misidentified as the circle-boundary points. Moreover, under the observation which a circular structure always locates on a planar-like surface, a 2D projection map is able to encode useful information of a circle structure. To this end, for each point in the small patch $P^s_k$ (Fig. 6 (e)), we use ball query search to build two neighborhoods and the corresponding 2D projection maps: the local patch $P^l_i$ (green points in Fig. 6 (a)), the global patch $P^g_i$ (yellow points in Fig. 6 (b)), the local projection map $P_{l^2D}^k$ (Fig. 6 (c)) and the global projection map $P_{g^2D}^k$ (Fig. 6 (d)). Note that we search neighboring points in the large patch $P^b_k$ with quarter and two times radius hyper-parameter $R_{ hyper}$ (Fig. 6 (f)), respectively. To effectively tune network parameters with batch processing, the number of points in each input patch should be the same. We pad the origin for patches with insufficient points, and do random sampling for patches with sufficient points. The point numbers of local and global patches are fixed as $k_l = 16$ and $k_g = 128$ by trial and error.

Remark 1. To avoid the unnecessary degrees of freedom from feature space and make our network easier to train, we translate the center point to the origin. Besides, since a point cloud has no canonical orientation, and the point cloud with different poses should have the same detection results, we align the principle axis of $P^l_i$ and $P^g_i$ with the Z-axis by the transformation matrix formed by the principal axes of $P^g_i$. This is because that the global patch is more structure-aware, while the principal axes of the local patch are easier to be affected by the outliers. Then, all points of local patch and global patch are projected into the $11 \times 11$ grids on the xy-plane separately. The values of grids with projection points are set to 1, and the others are 0. The values of all grids form two $11 \times 11$ binary matrices as the inputs of projection maps.

Feature extraction. For each neighborhood and projection map, we extract its feature vector, by using 3D CNN and 2D CNN followed by a max-pooling operation. Both the 3D CNN and 2D CNN are composed of multi-layer perceptions (MLP). 3D CNN contains six layers: 64, 64, 128, 256, 512, and 2D CNN contains four layers: 32, 128, 256, 512. In such a way, the feature from the local patch which captures local information, the feature from the global patch which is more shape-aware, and the feature from another type of modality, can be encoded simultaneously. The detailed feature learning module is shown in Fig. 5 (b).

Transformer-based feature fusion. As observed, the surrounding local structure of a circle-boundary point is very similar to that of its neighboring points. To further promote the accuracy of circle-boundary point classification, we exploit a transformer module to make full use of our extracted multi-modality and multi-scale features. In the feature fusion module, we feed the extracted four features to a Multi-
Head Attention unit Dosovitskiy et al (2020), an MLP and an Average Pooling layer. Then, we get the integrated feature which fuses the boundary-level local information and the circle-level global information. Fig. 5 (c) shows the feature fusion module. Compared with the operation of direct feature concatenation, the transformer module is able to better capture the correlation between local and global information. Hence, the differences between the real circle-boundary and their neighboring points will be easier to be perceived. Please refer to Sec. 6.3 for detailed qualitative and quantitative evaluation.

**Circle-boundary point classification.** In this step, a regressor (see from Fig. 5 (d)) is employed to evaluate the classification probabilities with the fused deep feature as input. The regressor is implemented by two fully connected layers and a softmax activation function which limits the classification probability to be within 0 and 1.

### 4.2.2 Weight estimation for circle fitting

The original data is noisy, and the extracted classification points may be also noisy. We improve the fitting effect by synergizing learning-based circle-boundary point feature representation and weighted algebraic fitting.

**Weight learning.** We borrow the fused feature from the feature fusion module and feed it to an MLP \( h(\cdot) \), followed by a sigmoid activation function. We use the sigmoid to limit the output values within the range of 0 and 1. The output serves as a weight which measures the contribution of each point to the circle fitting task. Finally, we construct the diagonal weight matrix, \( W = diag(w_i) \) with

\[
W_i = \text{sigmoid}(h(z_f)) + \epsilon
\]

where \( z_f \) is the fused feature. For the numerical stability, we add a constant small \( \epsilon \) to avoid the degenerate case of a zero or poorly conditioned matrix. This weight matrix is then used to solve the circle fitting problem of Eq. 6.

### 4.3 Joint loss

Circle-Net is a cascaded classification-and-fitting circle extraction network. Its joint loss should cover two parts, i.e., the circle-boundary point classification loss and the fitting loss. Therefore, we formulate the joint loss function \( L \) as the sum of the following two terms:

\[
L = (1 - \eta) * L_c + \eta * L_f
\]

where \( L_c \) is the circle-boundary point classification loss, and \( L_f \) is the circle parameter learning loss. \( \eta \) is a trade-off factor to balance the two terms (we empirically set \( \eta = 0.8 \)).

**Circle-boundary point classification loss.** The proportion of circle-boundary points in a point cloud is relatively low. We hence use the weighted cross-entropy loss to balance them:

\[
L_c = \frac{1}{N} \sum_{i=1}^{N} w_0 * (1 - p_i^{\text{label}}) * \log(1 - p_i^{\text{prob}}) + \frac{w_1 * p_i^{\text{label}} * \log(p_i^{\text{prob}})}{1 - \sum_{j=1}^{K} (r_j - \hat{r}_j)^2 + \|e_j - \hat{e}_j\|^2_2}
\]

where \( w_0 \) and \( w_1 \) are category weights, which are determined by the number of samples. \( N \) is the point number of the point clouds. \( p_i^{\text{label}} \) is the point label (0 or 1). \( p_i^{\text{prob}} \) is the predicted probability.

**Fitting loss.** The fitting loss function is formulated as the differences between \( K \) fitted circle parameters (\( c_j, r_j \)) and the corresponding ground truths (\( \hat{c}_j, \hat{r}_j \)):

\[
L_f = \frac{1}{K} \sum_{j=1}^{K} (r_j - \hat{r}_j)^2 + ||e_j - \hat{e}_j||^2_2
\]

### 4.4 Multi-circle fitting

Steps taken so far make it successful for us to obtain accurate individual circle primitives. Note that our goal is to extract all circle primitives, since an object may contain multiple circular structures. Instead of utilizing a network to learn all circle instances, during the test time, we use the RANSAC algorithm to cluster the points belonging to each circle, based on the results of circle-boundary point classification. There are two main reasons: i) for most objects, it is seldom to see two circles overlapping each other, and hence it is easy to segment them via the geometric technique; ii) the instance-level circle primitive learning from a raw scan is rather hard, without knowing some priors, such as circle numbers in this point cloud. Although we do not implement instance-level learning, when the input contains multiple circular structures, our method is still able to predict the label and the weight of each point. This makes the multi-circle fitting task very simple and feasible.

### 5 Training Data Preparation

**Training dataset.** In order to extract the potential circle-boundary points from raw data, it is necessary to add a label for each point for training. However, it is difficult to manually add labels in the noisy raw data acquired by a real scanner. As a result, we utilize a simulated scanner, which is developed by Blender, to virtually scan CAD models to generate raw data with different noise intensities and different resolutions, which are controlled by the parameters of the simulation software. In addition, circular structures in CAD models have different depths and we scan them from different views. Through the above schemes, we can obtain virtual point cloud data similar to the real-scanned. Notably,
If we feed the complete point cloud into the network, we need to prepare many complete point clouds for training and the network will consume too many memories for neighbors searching. Hence, we crop patch pairs as input of our network, although we present a whole point cloud in Fig. 5.

Specifically, we use thirty CAD models, including curved and flat thin-walled planes with multiple circular structures. These circles have different radii, where the largest radius is about five times the smallest. The depth of each circular structure is between one-tenth and four times its radius. The angles between the scanned surface and the scanner are within fifteen and ninety degrees. Three different levels of noise (Gaussian noise with the standard deviation of 0.1%, 0.5%, and 1.0%) are added when virtually scanning each model. We also set three different sampling resolutions, to mimic more general scanning scenarios.

Before cropping patch pairs, we first calculate the ground-truth radii and centers of the scanned circular structures from CAD models. The computed radius and center of j-th circle are denoted as $\hat{c}_j$ and $\hat{r}_j$. The radius of the largest circle is used as the radius hyper-parameter $R_{\text{hyper}}$. Next, forty patch pairs are extracted from each point cloud as the training data. Each patch pair $\langle P_k^s, P_k^b \rangle$ contains a small point cloud patch $P_k^s$ (Fig. 6 (e)) and a large point cloud patch $P_k^b$ (Fig. 6 (f)). We construct each patch pair by ball query. The query radii for $P_k^s$ and $P_k^b$ are three and five times $R_{\text{hyper}}$, respectively, which are set empirically. $P_k^b$ is sufficiently large to contain any whole circular structure. $P_k^b$ is large enough to provide the complete neighborhood when each point in $P_k^b$ searches its neighborhood in $P_k^b$ during training. The query points include all circle centers and some randomly-sampled points. For each randomly-sampled point, its distance to any $\hat{c}_j$ is either longer than $3 \times R_{\text{hyper}} + \hat{r}_j$ or shorter than $3 \times R_{\text{hyper}}$. Under the distance constraint, we keep that each $P_k^s$ either does not contain any part of circular structures, or contains circular structures larger than a semicircle. The goal for this design is to avoid detecting extremely incomplete circles. Totally, we create $30 \times 3 \times 3 \times 40 = 12,000$ point cloud patch pairs for training. Tab. 1 concludes the training data enhancement operations.

**Ground truth generation.** We extract the ground-truth circle primitives directly from CAD models because our virtually scanned data is consistent with the corresponding CAD models. The ground truths contain two parts: labels of all points and parameters $\langle \hat{c}_j, \hat{r}_j \rangle$ of all circles. We label all the virtually-scanned points into two categories: circle-boundary point set $Q_f$ and non-circle point set $Q_{nf}$. The points in $Q_f$ are edge points or boundary points of the circles in the raw point clouds (red points in Fig. 6 (e) and (f)). Non-circle points in $Q_{nf}$ lie in the other surface regions (blue and black point in Fig. 6 (e) and (f)). Detailedly, we label those points whose Euclidean distance to the noiseless high-density point set $Q_{gt}$ is less than a threshold as the circle-boundary points, and the others as non-circle boundary points:

$$Q_f = \{ p_i \in P \mid \| p_i - q_{gt} \|_2 < t, \exists q_{gt} \in Q_{gt} \}$$

$$Q_{nf} = \{ p_i \in P \mid \| p_i - q_{gt} \|_2 \geq t, \forall q_{gt} \in Q_{gt} \}$$

(14)

where $Q_{gt}$ is the accurate circle-boundary point set, and it is sampled from ground-truth circle curves, which are extracted by a CAD software. $t$ is a threshold which is set as the average neighboring point distance in $P$. $\| \cdot \|_2$ denotes the $l_2$-norm. Notably, the accurate circle parameters $(\hat{c}_j, \hat{r}_j)$ are also directly generated by CAD software.

During the test, our method is capable of detecting circular structures with different radii, since our training data contains circles with different radii. When dealing with some circles, whose radii are very different from the training data, we need to adjust the radius hyper-parameter $R_{\text{hyper}}$. Its value is approximately set as the target circle radius.

### 6 Results and Discussion

In this section, to verify the effectiveness of the proposed method, we experiment with our method on a variety of virtually-scanned and real-scanned point clouds. Specifically, we compare our circle-boundary point classification scheme with several classical boundary detection methods, including the normal-based method Rusu and Cousins (2011) (implemented in the point cloud library, i.e., PCL), the clustering-based method Gersho and Gray (2012), the geometry-based method Belton and Lichti (2006), and the learning-based methods (EC-Net Yu et al. (2018) and PIE-NET Wang et al. (2020)). For the circle fitting part, we use the circle-boundary points classified by our method as the input, and then compare our fitting results with those produced by other approaches, including Hyper Al-Sharadqah et al (2009), LLS Coope (1993), RANSAC Fischler and Bolles (1981), RLTS Nurunnabi et al. (2018) and PIE-NET Wang et al. (2020). All the results of compared methods are produced by their released codes or with the help of the open source library, like PCL Rusu and Cousins (2011). For fair comparisons, the parameters of each method are tuned carefully, based on the recommended values. Besides, to make a fairer comparison with PIE-NET, we remove its corner point classification branch, open curve branch, and the corresponding loss, and
encourage it to focus only on circle detection. Then, we train it on our patch-pair training data.

Notably, a circle is a 2D structure. When we draw it, we need to know a projection plane, which is determined by a normal direction and a point on this plane. For all the methods, the plane points are their own fitted circle centers. One evident difference is that our method computes the normal direction by weighted PCA, and the weights used are produced by the proposed network, while for the compared methods, the plane normal is computed by PCA.

6.1 Comparison of circle boundary detection

We test the six algorithms of boundary detection using 54 virtually-scanned point clouds with a total of 286K points. The circular structures have different radii. An example with 18 circles is shown in Fig. 7. The inputs are corrupted by 0.1%, 0.5% and 1% Gaussian noise, respectively. Note that these circular structures in CAD models are parts of cylinders formed when drilling holes. Those points from the surfaces of the cylinder, which are also close to the circle boundary, increase the difficulty of boundary detection.

Subjective evaluation. From the results in Fig. 7, only our algorithm successfully detects circle-boundary points. For the other five methods, this task is quite challenging. The reason is that the boundary points of a circular structure include edge points and open boundary points, and the five compared methods cannot distinguish that the open boundary points are located on the circles or the other structures. Moreover, due to not knowing where an accurate circle border is, the other methods can only roughly detect the boundary point set, which may contain those points very close to the circle boundaries. In contrast, our algorithm can well de-
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6.2 Comparison of circle fitting

To verify the effectiveness of the learning-based circle fitting, we first visualize the weight learning results, and then evaluate the accuracy of the fitted circle results.

Weight visualization. Since one of the main contributions of this work is to set the fitting weights in a data-driven way, we visualize the learned weights on three complete-circle points and three semi-circle points with different-level noise, as shown in Fig. 8. The black points are the precise circle-boundary points, and the other colorful points are the learned circle-boundary points, which are colorized by their corresponding weights. We call them weighted circle-boundary points (WCBPs). The redder the color, the greater the weight. It can be found that the yellow and red points are closer to the ground-truth circle, and the points far away from the ground-truth circle tend to be green and blue. Besides, even if the input is very noisy and incomplete, our weight learning module still yields reliable weights for circle fitting. This observation is consistent with our intuition.

Accuracy of circle fitting. We compare the circle primitive extraction results of five methods. Fig. 9 demonstrates the visual fitting results. Three circle-boundary point inputs in Fig. 9 are complete, semi-complete, and polluted by strong outliers, respectively. They are the circle boundary detection results of our method. Each circle is an instance of the 54 virtually-scanned point clouds. Note that PIE-NET uses its own circle boundary detection results. It can be seen that the results of our method are closest to the ground-truth circles. There are two main reasons: i) the identified circle-boundary point set inevitably contains erroneous points; ii) when using a 3D scanner to reconstruct a circular structure, the acquired points do not exactly locate on the circle boundary. Also, we cannot define where the accurate circle boundary position is from discrete real-scanned point clouds, in nature. This is an ill-posed problem. Those robust fitting methods design various weighting functions to strengthen the robustness to the incorrect points (e.g., some outliers). However, their results always exist certain deviations to the accurate boundary. Unlike these methods, our approach is under the supervision of ground truths. By such a learning process, our method can infer more reliable circle parameters, from discrete circle-boundary points.

In addition to the above visual comparisons, we also objectively evaluate the performance of our learning-based circle fitting algorithm and compare it with other fitting methods. The inputs are the circle-boundary point classification results of our method on the fifty-four virtually-scanned point clouds. PIE-NET uses its own circle boundary detection results. For evaluating the accuracy of estimated circles, we compute the average center deviation $AD(c)$ between the estimated centers and the precise centers, the average radius deviation $AD(r)$, and the mean squared error of radius

Table 4 Quantitative comparison of circle boundary detection for different network variants ($\text{Precision} - \%$, $\text{Recall} - \%$, $F1 - \%$). The last column "Full" denotes our full pipeline.

| Method   | Precision | Recall | F1   |
|----------|-----------|--------|------|
| Variant_1| 80.47     | 71.08  | 75.49|
| Variant_2| 84.45     | 76.91  | 80.51|
| Variant_3| 78.75     | 72.55  | 75.52|
| Variant_4| 79.40     | 74.37  | 76.80|
| Variant_5| 83.18     | 75.95  | 79.40|
| Full     | 86.03     | 77.62  | 81.58|

Fig. 8 Visualization of the learned weights. There are six circles with three different-level noise. The circles in the first row are complete, and the circles in the bottom row are semi-circles. Red and blue colors represent the highest weight and the lowest weight, respectively, and the black points are ground-truth points of each circle. It is obvious to see that the boundary points near the black circle are almost red or yellow, which means they have higher weight. The results of color distribution prove that our weight learning module works well.

The objective evaluation. Apart from the visual results, the quantitative evaluation on the 54 virtually-scanned point clouds is reported in Tab. 2. Precision, Recall, and $F1$ are the three metrics:

$$\text{Precision} = \frac{\# \text{correctly detected circle-boundary points}}{\# \text{all detected circle-boundary points}} \times 100\%$$

$$\text{Recall} = \frac{\# \text{correctly detected circle-boundary points}}{\# \text{all ground-truth circle-boundary points}} \times 100\%$$

$$F1 = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \times 100\% \quad (15)$$

Tab. 2 shows the detection accuracy results. Obviously, our method has the best results on both three metrics.
Fig. 9 Circle fitting comparisons. We compare circle fitting with the other five methods by fitting the weighted circle-boundary points. (a) to (c) are the comparison results of a complete circle, semi-circle and circle with inner-wall points (in the red box). It can be seen from each result that the circle fitted by our method is closest to the ground truth.

Table 5 Quantitative comparison of circle fitting results of different network variants \(AD(c) - mm, AD(r) - mm, MSE(r) - mm^2\).

| Noise level     | Method  | 0.1% noise  | 0.5% noise  | 1% noise   |
|-----------------|---------|-------------|-------------|------------|
|                 | AD(c)   | AD(r)       | MSE(c)      | AD(c)      | MSE(r)      | AD(r)       | MSE(r)      |
| 0.1% noise      | Variant1 | 0.47372     | 0.29162     | 0.086550   | 0.378543   | 0.284565    | 0.083755   | 0.683557    | 0.203256    | 0.043517   |
| 0.5% noise      | Variant2 | 0.441876    | 0.313686    | 0.100596   | 0.361986   | 0.330956    | 0.111946   | 0.668966    | 0.277501    | 0.079145   |
| 1% noise        | Variant3 | 0.502384    | 0.283151    | 0.082876   | 0.484761   | 0.219477    | 0.069472   | 0.910986    | 0.022152    | 0.103095   |
|                 | Variant4 | 0.448136    | 0.266749    | 0.083464   | 0.364695   | 0.235270    | 0.073410   | 0.691933    | 0.086769    | 0.033559   |
|                 | Variant5 | 0.432098    | 0.127128    | 0.018671   | 0.42052    | 0.093475    | 0.01345    | 0.680641    | 0.018848    | 0.007759   |
|                 | Full     | 0.421035    | 0.103621    | 0.016823   | 0.398301   | 0.082654    | 0.01207    | 0.671365    | 0.016359    | 0.006351   |

MSE(r):

\[
AD(c) = \frac{1}{K} \sum_{j=1}^{K} \| c_j - \hat{c}_j \|_2
\]

\[
AD(r) = \frac{1}{K} \sum_{j=1}^{K} | r_j - \hat{r}_j |
\]  

\[
MSE(r) = \frac{1}{K} \sum_{j=1}^{K} ( r_j - \hat{r}_j )^2
\]  

where \(c_j\) is the estimated circle center, \(\hat{c}_j\) is the accurate circle center, \(r_j\) is the estimated circle radius, \(\hat{r}_j\) is the accurate radius, and \(K\) is the number of circles. From Tab. 3, it can be seen that our method achieves the lowest \(AD(c)\) and \(AD(r)\) among the five compared fitting approaches on the testing dataset. The quantitative comparison results further demonstrate the superiority of our learning-based weighted fitting over the other competing approaches.

6.3 Ablation analysis

In this section, we take ablation experiments to analyze the contributions of the major modules in our method, by designing several variants of our method, as follows:

- **Variant1**: replacing the transformer module with contacting the features of local patch and global patch directly, and fitting circles without the learning weights, namely, all the weights are set to 1.

- **Variant2**: using the transformer module to fuse the features of local patch and global patch, and fitting circles without the learning weight. All the weights are set to 1.

- **Variant3**: replacing the transformer module with concatenating the features of local patch and global patch directly, and fitting circles with the learning weights.

- **Variant4**: replacing the transformer module with the attention module in Hu et al (2018) to fuse the features of local patch and global patch directly, and fitting circles with the learning weights.

- **Variant5**: using the transformer module to fuse the features of local patch and global patch, and fitting circles with the learning weights.

- **Full**: using the transformer module to fuse the the features of local patch, global patch, local projection map and global projection map, and fitting circles with the learning weights.

We retrain the five variants, and give visual comparisons in Fig. 10, followed by the quantitative evaluation of circle boundary detection and circle fitting in Tab. 4 and Tab. 5.
The input of Fig. 10 is a real-scanned point cloud that contains two circles with different sizes. The inputs of Tab. 4 are the fifty-four virtually-scanned point clouds. In Fig. 10, Variant_2 and Variant_5 have better circle-boundary point classification results than Variant_1 and Variant_3, and Full is better than Variant_5 without mistaking other kinds of boundary points (see the black arrows). The quantitative results in Tab. 4 also prove them. It can be seen that the transformer module improves the Precision of Variant_2 and Variant_5 by 3.98% and 4.43%, the Recall by 5.83% and 3.4%, and the F1 by 5.02% and 3.88%, respectively. The 2D projection module improves the three metrics of Full by 2.86%, 1.67% and 2.18%. These results prove that the transformer module and 2D projection module can increase the accuracy of circle boundary detection. They reduce the boundary points that do not belong to any circular structure and well distinguish the non-boundary points that are adjacent to the circle boundary points. The reason is that the transformer module can better capture the correlation between multi-modality and multi-scale features to determine whether a boundary point belongs to a circular structure. Besides, they can perceive the differences between the circle-boundary points’ features and their adjacent points’ features.

By comparing the circle boundary detection results of Variant_3, Variant_4 and Variant_5, the attention module in Variant_4 improves the Precision by 0.65%, the Recall by 1.92%, and the F1 by 1.28%, respectively. However, its effect is worse than the transformer module. This is because the transformer module can fuse features better than the general attention module.

The fitted circle primitives are shown in Fig. 10 (h). It can be found that, by using the weight learning module, all the fitting results of Variant_3, Variant_4, Variant_5 and Full are more immune to the outliers. The quantitative evaluation of circle fitting is shown in Tab. 5. The inputs of each variant are its own circle boundary detection results achieved on the fifty-four virtually-scanned point clouds. Our weight learning module produces more accurate circle primitives. Moreover, comparing the fitting results of Variant_3, Variant_5, and Full, the transformer module and 2D projection module can improve the fitting accuracy effectively. Note that we have also tried to directly regress the circle parameters, without incorporating the weighted circle fitting method. However, the learned result is very undesirable. The radius error is nearly 0.5 mm. The reason is that the combination of learning-based feature representation and traditional fitting model makes the learning process easier and more interpretable, than directly learning the parameters of circles.

6.4 More results on raw point clouds

The above experiments have proved that our method is effective on the virtually-scanned data. In addition, we also test the generalization ability on 10 real-scanned point clouds, as shown in Fig. 11. Our algorithm successfully detects most of the circle-boundary points. However, our method may also misidentify some boundary points of the circle-like structure (third row in Fig. 11) and some noisy points (fifth row in Fig. 11). Moreover, Fig. 12 shows the circle fitting result of a car engine with very complex structures. This raw input contains multi-scale circles, large missing regions, and noise. Note that we use the region growing algorithm to segment this input into small smooth parts before testing it. Although there are still some errors in the circle boundary detection result, our method is robust to the erroneous points and successfully fits the circles in the car engine data.
6.5 Effectiveness on some special cases

To demonstrate the effectiveness of our method in some special cases, Fig. 13 (a), (b), and (c) show the results of our method on two adjacent circles, two intersecting circles, and an ellipse structure, respectively. It can be seen that our method successfully detects the adjacent circles and the intersecting circles. However, in the result of the ellipse data, our method extracts the circle-boundary points but fits them into a circle rather than an ellipse.

6.6 Implementation

We implement the networks with Pytorch and train them on an NVIDIA GeForce GTX 1080 GPU. The network is trained with the Adam Optimizer, by a learning rate of 0.00001 for 400 epochs. The accuracy for the training dataset and test dataset are shown in Fig. 14.

Timing. Generally, the training takes about 8 hours. During testing, we conduct all experimental cases on a desk-
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![Fig. 12](image1.png)  
**Fig. 12** Circle fitting results on a real-scanned car engine point cloud with multiple circular structures (acquired by MetraSCAN 3D Scanner).

![Fig. 13](image2.png)  
(a) Adjacent circles  
(b) Intersecting circles  
(c) Ellipse  
**Fig. 13** Results of two adjacent circles, two intersecting circles and an ellipse on the virtually-scanned data. The red points are the detected circle-boundary points and the black lines are the fitted circles.

The circle boundary detection results of our method on the real-scanned data of fifteen standard drilling parts, except that PIE-NET uses its own boundary detection results. Our method achieves the lowest error, even compared with the commercial inspection software, PolyWorks. Note that the fitting results of PolyWorks are yielded by an experienced engineer. Moreover, only our method meets the accuracy requirement (0.02 mm) of standard rivet holes.

6.8 Experiments on outer circles

The circles detected above are all inner circles from drilling, but general circular structures also include outer circles, such as the edge of the cylinder. To detect the outer circles, we build the outer circle training set, and train our network on it. The test result on a real-scanned data is shown in Fig. 16. The detection object are the outer circles of rivets with a very low height, and the low-height circle is a difficulty in outer circle detection. As seen, our method succeeds in locating all the circle primitives automatically and accurately.

6.9 Limitation

Although our method can effectively extract circles from the real-scanned data, it still has some limitations.

- Our method may treat the ellipse or other circle-like shape as a circle. If we want to apply our method to correctly fit ellipses, we need to add ellipse data into the training set and revise the corresponding geometry fitting function.

- When dealing with some models with some circles whose size is very different with our training data, our method needs an approximate radius as the hyper-parameter during testing, for avoiding missing these circles.
Fig. 15 Visual results of rivet hole inspection on a real-scanned data (scanned by a Wenglor MLAS202 3D Scanner). (a) and (b) are the photo of a standard rivet hole and its corresponding real-scanned point cloud. From (c) to (h): The circle boundary detection results by normal-based Rusu and Cousins (2011), cluster-based Gersho and Gray (2012), geometry-based Belton and Lichti (2006), EC-Net Yu et al (2018), PIE-NET Wang et al (2020), and our classification network. (i) highlights a circle fitted with the learned point-wise weights. (j) is our circular structure inspection result. Our method can detect the circle primitive accurately.

Table 6 Quantitative evaluation of rivet hole inspection. The result shows the inspection error comparisons from Hyper Al-Sharadqah et al (2009), LLS Coope (1993), RANSAC Fischer and Bolles (1981), RLTS Nurunnabi et al (2018), PIE-NET Wang et al (2020), PolyWorks, and our method. PolyWorks is a commercial 3D inspection software ($AD(r) − mm$, $MSE(r) − mm^2$). As shown, our method achieves the best results.

| Method      | Hyper | LLS | RANSAC | RLTS | PIE-NET | PolyWorks | Ours    |
|-------------|-------|-----|--------|------|---------|-----------|---------|
| $AD(r)$     | 0.027201 | 0.028264 | 0.052397 | 0.068493 | 0.060182 | 0.0267   | 0.016884 |
| $MSE(r)$    | 0.001113 | 0.001166 | 0.005844 | 0.009348 | 0.006742 | 0.006742 | 0.001045 | 0.000530 |

Fig. 16 Circle fitting results on a real-scanned rivet point cloud with multiple circular structures (acquired by MetraSCAN 3D Scanner).

7 Conclusion

We present a new method for multiple circle primitives learning from noisy yet incomplete point clouds. Taking a raw point cloud as input, our approach can accurately learn weighted circle-boundary points, which are further used for fitting circle primitives. Extensive experiments prove the effectiveness of our method and demonstrate its superiority in both circle boundary detection and circle fitting. The additional application further demonstrates the potential practical value in the field of 3D inspection.

Future work. It is our research interest to solve the traditional geometric optimization problem in a data-driven way, such as learning weights for geometric fitting. We plan to conquer the limitations of our method and extend this method to more geometry primitives in the future.
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