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Abstract—Reconfigurable Intelligent Surfaces (RISs), comprising large numbers of low-cost and passive metamaterials with tunable reflection properties, have been recently proposed as an enabler for programmable radio propagation environments. However, the role of the channel conditions near the RISs on their optimizability has not been analyzed adequately. In this paper, we present an asymptotic closed-form expression for the mutual information of a multi-antenna transmitter-receiver pair in the presence of multiple RISs, in the large-antenna limit, using the random matrix and replica theories. Under mild assumptions, asymptotic expressions for the eigenvalues and the eigenvectors of the channel covariance matrices are derived. We find that, when the channel close to an RIS is correlated, for instance due to small angle spread, the communication link benefits significantly from the RIS optimization, resulting in gains that are surprisingly higher than the nearly uncorrelated case. Furthermore, when the desired reflection from the RIS departs significantly from geometrical optics, the surface can be optimized to provide robust communication links. Building on the properties of the eigenvectors of the covariance matrices, we are able to find the optimal response of the RISs in closed form, bypassing the need for brute-force optimization.

Index Terms—Reconfigurable intelligent surface, multipath, beamforming, capacity, MIMO, random matrix theory, replicas.

I. INTRODUCTION

Future wireless networks are expected to transform to a unified communication and computing platform with embedded intelligence, enabling sixth Generation (6G) service requirements [1]. To accomplish this overarching goal, advances at various aspects of the network design are necessary, including wideband front-ends and smart wireless connectivity schemes [1]. Reconfigurable Intelligent Surfaces (RISs) [2], [3] constitute a key wireless hardware technology for the recently conceived concept of ElectroMagnetic (EM) wave propagation control [4]–[7], which is envisioned to offer man-made manipulation of the wireless environment. This low-cost green technology enables coating the various obstacles and objects of the environment with ultra-thin RISs, thus, transforming them into network entities with dynamically reconfigurable properties for wireless communications.

Over the last few years, metamaterials have emerged as a powerful technology with a broad range of applications, including wireless communications [6], [7]. They constitute artificial elements with physical properties that can be engineered to exhibit various desired characteristics [6]. When deployed in planar structures (a.k.a. metasurfaces), their effective parameters can be tailored to realize desired reflections of their impinging EM waves [6]. RISs are essentially surfaces comprising many small reflecting elements, which may be tuned independently to manipulate the surface’s reflection properties [10]. Over the last few years, metamaterials have emerged as candidates of such reflecting elements, since their EM properties can be dynamically altered [11].

Analyzing the performance gains that RISs can offer in wireless communications has lately attracted research attention [12]–[14], as a means to unveil their true potential for 6G networks. However, the current studies focus on scenarios with a single RIS, consider availability of the instantaneous channels, and overlook the role of the channel conditions near the RIS. In this paper, we use the ergodic Mutual Information (MI) as a performance metric to analyze the potential gains from multiple RISs for a multi-antenna transmitter-receiver pair. We derive an analytic expression for this quantity, valid in the limit of large array sizes, using random matrix theory and statistical physics tools. We optimize the MI subject to knowledge of the statistical properties of the channel, which is a more realistic RIS optimization strategy, due to its size and channel fluctuations. Using the knowledge of the asymptotic form of the eigenvectors of the channel covariance matrices, we are able to directly optimize the multiple RISs.

Notations: We use bold-faced upper-case letters for matrices, e.g., X with its (i,j)-element denoted by [X]i,j, and bold-faced lower-case letters for column vectors, e.g., x with its i-element represented by [x]i. The superscripts T and † indicate transpose and Hermitian conjugate operators, Tr {·} is the trace operator, and I n represents the n-dimensional identity matrix. The superscripts/subscripts t and r are used for quantities (e.g., channel matrices) referring to the Transmitter (TX) and Receiver (RX), respectively, x ∼ CN(0n, I n) denotes an n-element complex and circularly symmetric Gaussian vector with zero-mean elements and covariance matrix I n, while E[·] is the expectation operator.

II. SYSTEM AND CHANNEL MODELS

We consider the wireless communication system of Fig. 1 between a TX equipped with N t antennas and an RX with an N r -antenna array over a fading channel comprising their direct link as well as channels resulting from reflections from K identical RISs, each consisting of N s tunable reflecting elements. We assume that all channels are known to RX via adequate estimation [15], but not to TX. The baseband representation of the N r-dimensional received signal vector at RX can be mathematically expressed as follows:

\[ y = \sqrt{\rho} G_{tx} x + z, \]

where x is the N_t-dimensional signal vector with covariance matrix \( Q \doteq E[xx^H] \) normalized such that Tr \( \{Q\} = N_t \), and...
The considered wireless communication system between an $N_r$-antenna TX and an $N_t$-antenna RX is characterized by $K$ identical RISs. The EM wave propagation environment may include obstacles (dark grey rectangles) contributing to local scattering at the TX and RX.

$z \sim \mathcal{CN}(0_{N_r}, I_{N_r})$ is the noise vector. The $N_r \times N_t$ channel gain matrix $G_{\text{tot}}$ in our system model (1) can be written as

$$G_{\text{tot}} = G_d + \sum_{k=1}^{K} \sqrt{\eta_k} G_{r,k} \Phi_k G_{t,k},$$

(2)

where $G_{r,k}$ and $G_{t,k}$ with $k = 1, 2, \ldots, K$ represent the $N_r \times N_s$ and $N_t \times N_d$ channel matrices from the $k$-th RIS to RX and from the TX to the $k$-th RIS, respectively, while $G_d$ denotes the direct $N_r \times N_t$ channel matrix between the RX and TX, which is not reflected from any RIS in addition. $\Phi_k$ is the $N_r \times N_r$ diagonal square matrix containing the tunable reflection coefficients at the $k$-th RIS in the main diagonal. The parameter $\eta_k$ in (1) represents the Signal-to-Noise Ratio (SNR) of the link, if only the direct channel matrix was present, while $\gamma_k$ is a measure of the relative additional SNR from each k-th RIS. Each $n$-th reflection coefficient $\{n=1,2,\ldots,N_s\}$ of each $k$-th RIS is modeled as $[\Phi_k]_{n,n} \triangleq e^{j\theta_{k,n}}$ (3). We assume that all involved channel matrices in $G_{\text{tot}}$ are complex Gaussian with the following Kronecker-product covariance matrices $\forall i, j = 1, 2, \ldots, N_r, \forall m, n = 1, 2, \ldots, N_s,$ and $\forall a, b = 1, 2, \ldots, N_t$:  

$$E\left[[G_{d}]_{i,j}[G_{d}^\dagger]_{m,n}\right] = \frac{1}{N_t} [R_d]_{i,j}[T_d]_{m,n}, \quad (3a)$$

$$E\left[[G_{r,k}]_{i,a}[G_{r,k}^\dagger]_{j,b}\right] = \frac{1}{N_t} [R_k]_{i,j}[S_{r,k}]_{a,b}, \quad (3b)$$

$$E\left[[G_{t,k}]_{i,a}[G_{t,k}^\dagger]_{j,b}\right] = \frac{1}{N_t} [S_{t,k}]_{i,a}[T_k]_{j,b}, \quad (3c)$$

where the received covariance matrices: $R_d$ of dimension $N_r \times N_r$, $S_{r,k}$ of dimension $N_s \times N_s$, and $R_d$ of dimension $N_t \times N_t$, as well as the transmit covariance matrices: $T_d$ of dimension $N_r \times N_r$, $S_{t,k}$ of dimension $N_s \times N_s$, and $T_d$ of dimension $N_t \times N_t$ are non-negative definite having the following fixed traces: $\text{Tr} \{R_d\} = \text{Tr} \{T_d\} = N_r$, $\text{Tr} \{R_k\} = \text{Tr} \{S_{r,k}\} = N_s$, and $\text{Tr} \{S_{r,k}\} = \text{Tr} \{S_{t,k}\} = N_s$. Note that $S_{r,k}$ models the correlation of the incoming EM waves at the elements of each k-th RIS, while $S_{t,k}$ models the correlation at those elements for the outgoing (reflected) EM waves. For simplicity, we will not consider the polarization properties of the EM waves, treating them only as scalars.

In the considered case, all above correlation matrices may be expressed in terms of a weight function $w(k)$ of the incoming or outgoing waves [16]. $k$ is the corresponding 3-dimensional wave vector with magnitude $|k| = k_0 \triangleq \frac{2\pi}{\lambda}$, where $\lambda$ is the wavelength; $k$ can also be written as $k = [q, k_\perp]$, where $q$ is the 2-dimensional component of $k$ along the RIS and $k_\perp$ is the amplitude perpendicular to it. Hence, we may also express $w(k)$ as $w(q, k_\perp)$. Following the latter notation, each $(a, b)$-element of $S_{r,k}, \forall k$ can be respectively obtained as:

$$[S_{r,k}]_{ab} = \int w_{r,k}(k) e^{j k^T(x_a-x_b)} d\Omega_k,$$

(4)

where $x_a$ and $x_b$ are the location coordinates of the respective elements of the $k$-th RIS. The above integral is taken over all directions of $k$ over the unit sphere with differential solid angle $d\Omega_k$, and $w_{r,k}(k)$ is normalized so that, when $x_a = x_b$, the integral gives unity. The other correlation matrices in (3) can be expressed in a similar way. Note that the generic weight function $w(k)$ can be characterized by the mean direction of arrival or departure $s_0$ (with $|s_0| = k_0$), and the Angle Spread (AS) $\sigma$ (in radians), hence, we can write:

$$w(k) \propto e^{-\frac{|k-k_0|^2}{2\sigma^2}}, \quad (5)$$

### III. Analytic Results

#### A. Mutual Information (MI)

The most relevant performance metric of communication links is the Mutual Information (MI), which can be expressed for our considered system model given by (1) as follows [17]:

$$I \triangleq \log \det \left( I_{N_t} + \rho G_{\text{tot}} Q G_{\text{tot}}^\dagger \right). \quad (6)$$

The above rate, expressed in nats per channel use, is achievable for Gaussian input signals with covariance matrix $Q$, assuming that the RX knows the channel matrix $G_{\text{tot}}$ through pilot signaling [15]. Since the channel matrix fluctuates in time due to fading, its long-time performance is captured by its ergodic average, denoted by $E[I]$. One important result of this paper is the derivation of a closed-form expression for the ergodic MI, which is valid in the large $N_r, N_t,$ and $N_s$ limit. The performance metric will generally depend on all $\Phi_k$'s. Based on this fact, we will optimize those RIS reflection matrices in order to maximize the ergodic MI for the considered RISs-enabled communication system, subject to statistical knowledge of the channel, which is more reliable than the instantaneous one. The following proposition presents the asymptotic form of the MI's ergodic average.

**Proposition 1.** Let the channel matrix $G_{\text{tot}}$ be composed as in (2) with the $G_d$, $G_{r,k}$, and $G_{t,k}$ of the direct channel and the outgoing and incoming channels from each $k$-th RIS being complex Gaussian random matrices with covariance given by (3a), (3b), and (3c), respectively. In the limit $N_t, N_r, N_s \to \infty$ with fixed ratios $\beta_r \triangleq N_r/N_t$ and $\beta_s \triangleq N_s/N_r$, the ergodic MI per RX antenna element takes the following form:

$$C \triangleq \frac{E[I]}{N_t} = \frac{1}{N_t} \sum_{k=1}^{K} \log \det \left( I_{N_t} + l_1 t_{1k} r_{2k} \gamma_k \Sigma_k \right)$$

$$= \frac{1}{N_t} \log \det \left( I_{N_t} + \bar{R} + \frac{1}{N_t} \log \det \left( I_{N_t} + \rho Q \bar{T} \right) - r_{d} d_{q} - \sum_{k=1}^{K} (r_{1k} t_{1k} + r_{2k} t_{2k}), \quad (7)$$

where $r_{d}$ is the weight function $w(k)$ of the incoming or outgoing waves [16]. $k$ is the corresponding 3-dimensional wave vector with magnitude $|k| = k_0 \triangleq \frac{2\pi}{\lambda}$, where $\lambda$ is the wavelength; $k$ can also be written as $k = [q, k_\perp]$, where $q$ is the 2-dimensional component of $k$ along the RIS and $k_\perp$ is the amplitude perpendicular to it. Hence, we may also express $w(k)$ as $w(q, k_\perp)$. Following the latter notation, each $(a, b)$-element of $S_{r,k}, \forall k$ can be respectively obtained as:

$$[S_{r,k}]_{ab} = \int w_{r,k}(k) e^{j k^T(x_a-x_b)} d\Omega_k,$$

where $x_a$ and $x_b$ are the location coordinates of the respective elements of the $k$-th RIS. The above integral is taken over all directions of $k$ over the unit sphere with differential solid angle $d\Omega_k$, and $w_{r,k}(k)$ is normalized so that, when $x_a = x_b$, the integral gives unity. The other correlation matrices in (3) can be expressed in a similar way. Note that the generic weight function $w(k)$ can be characterized by the mean direction of arrival or departure $s_0$ (with $|s_0| = k_0$), and the Angle Spread (AS) $\sigma$ (in radians), hence, we can write:
where the matrices $\hat{\mathbf{R}}$, $\hat{\mathbf{T}}$, and $\Sigma_k$ are defined as:

$$\hat{\mathbf{R}} \triangleq r_d\mathbf{R}_d + \sum_{k=1}^{K} r_{1k}\mathbf{R}_k, \quad \hat{\mathbf{T}} \triangleq t_d\mathbf{T}_d + \sum_{k=1}^{K} t_{2k}\mathbf{T}_k,$$

$$\Sigma_k \triangleq \mathbf{S}_{1,k}^{1/2}\Phi_s\mathbf{S}_{1,k}^{1/2},$$

and the parameters $r_{1k}$, $t_{1k}$, $t_{2k}$, $r_d$, and $t_d$ are the unique solutions of the following fixed-point equations:

$$t_d = \frac{1}{N_t} \text{Tr} \left\{ (\mathbf{I}_{N_s} + \hat{\mathbf{R}})^{-1}\mathbf{R}_d \right\},$$

$$t_{1k} = \frac{1}{N_t} \text{Tr} \left\{ (\mathbf{I}_{N_s} + \hat{\mathbf{R}})^{-1}\mathbf{R}_k \right\},$$

$$r_d = \frac{\rho}{N_s} \text{Tr} \left\{ \mathbf{Q}\mathbf{T}_d \left( \mathbf{I}_{N_s} + \rho\mathbf{Q}\hat{\mathbf{T}} \right)^{-1} \right\},$$

$$r_{2k} = \frac{\rho}{N_s} \text{Tr} \left\{ \mathbf{Q}\mathbf{T}_k \left( \mathbf{I}_{N_s} + \rho\mathbf{Q}\hat{\mathbf{T}} \right)^{-1} \right\},$$

$$r_{1k} = \frac{2}{N_t} \text{Tr} \left\{ \Sigma_k (\mathbf{I}_{N_s} + \gamma_k\mathbf{I}_{1k}\mathbf{S}_{1,k}^{-1}) \right\},$$

$$t_{2k} = \frac{2}{N_t} \text{Tr} \left\{ \Sigma_k (\mathbf{I}_{N_s} + \gamma_k\mathbf{I}_{1k}\mathbf{S}_{1,k}^{-1}) \right\}.$$

Proof: The proof is delegated in Appendix A. □

B. Optimization

Having expressed the average MI in closed form in the previous proposition, our next task is to optimize it with respect to the elements of all $\Phi_s$’s. Since each $\Phi_s$ enters the calculation only through the matrix $\Sigma_k$, it is instructive to first understand the structure of this matrix, and more precisely, the spectrum of the correlation matrices $\Sigma_1,k$ and $\Sigma_{r,k}$ referring to each $k$-th RIS. We start by noting that each $\Sigma_k$ can be expressed in terms of the eigenvalues and eigenvectors of $\Sigma_1,k$ and $\Sigma_{r,k}$ (denoted as $\{\eta_{n,k}\}_{n=1}^{N_{r,k}}$ and $\{\kappa_{n,k}\}_{n=1}^{N_{r,k}}$) and $\Sigma_{r,k}$ (denoted as $\{\kappa_{n,k}\}_{n=1}^{N_{r,k}}$ and $\{\nu_{n,k}\}_{n=1}^{N_{r,k}}$) as follows:

$$\Sigma_k = \sum_{n=1}^{N_{r,k}} \sum_{n'=1}^{N_{r,k}} \kappa_{n,k} \kappa_{n',k} \nu_{n,k}^\dagger \nu_{n',k}^\dagger \mathbf{I}_{n,n'},$$

$$\sigma_{n,n'} \triangleq \nu_{n,k}^\dagger \nu_{n',k}.$$

The above expressions highlight that the effect of each $\Phi_s$ on the MI is filtered through the eigenvectors of $\Sigma_1,k$ and $\Sigma_{r,k}$ in the form expressed by $\sigma_{n,n'}$. Hence, it will be useful to characterize them. In [16], it was first suggested that those eigenvectors are Fourier modes, and later also discussed in [18]. In the following proposition, we make this claim more concrete, adding a technical constraint on the weight function $w(q_1,k_1)$ that vanishes for incoming (or outgoing) radiation along the RIS. This condition is met when the AS $\sigma$ is relatively small and does not qualitatively alter our model.

Proposition 2. Let the reflecting elements of an RIS form a square grid of length $L \triangleq \sqrt{N_r\alpha}$ with distance $\alpha \leq \lambda/2$ between nearest neighboring elements. Assume that the weight function $w(q_1,k_1)$ in (4) is such that $\lim_{|q_1,k_1| \to 0} w(q_1,k_1)/|q_1,k_1| < \infty$. Then, in the limit $N_s \to \infty$, the eigenvectors of the incoming and outgoing covariance matrices are Fourier modes, i.e., $[u_{n,k}] \sim \exp(iq_1x_n)$ for $n,\ell = 1,2,\ldots,N_s$, where $q_n \triangleq 2\pi [m_1 m_2]/(L|\text{with integers } |m_1|,|m_2| < L/(2\alpha))$.

Proof. The proof is based on the Dirichlet-Dini criterion, which holds for $\eta_n$ in (12).

$$\eta_n \triangleq \left( \frac{\lambda}{\alpha} \right)^2 \frac{w(q_n,k_1) + w(q_n,-k_1)}{\sqrt{1 - \eta_n^2}} \Theta(k_0 - |q_n|),$$

with $k_0 = \sqrt{\frac{4\pi^2}{\alpha^2} - |q_n|^2}$ where $\Theta(x)$ is the step function, with $\Theta(x) = 1$ if $x > 0$ and zero if $x < 0$.

Proof. The assumption that $w(q_1,k_1)$ vanishes when $|q_n| \to k_0$ ensures that the Dirichlet-Dini criterion holds for $\eta_n$ in (12). In this case, the Fourier transform of both correlation matrices converges to $\eta_n$. For small ASs and angles of arrival away from the horizontal, this assumption is immaterial. □

Since the weight function $w(k)$ is negligible outside the region $|k - s_0| \leq k_0\sigma$, we may estimate the number of non-negligible eigenvalues to be roughly $\sigma^2 L^2/(2\pi)^2$. In Fig. 2, we plot the distribution function of the eigenvalues for various ASs and RIS element spacings. We see very good agreement of the above theoretical formula for the eigenvalues with the numerical diagonalization of the correlation matrices. Below, we will find convenient to order the eigenvalues from largest to the smallest, together with the corresponding eigenvectors.

Using Proposition 2, we can analyze two limiting cases for the AS of the correlation matrices. In the first case, the AS at each $k$-th RIS is very high, making $\Sigma_1,k$ and $\Sigma_{r,k}$ essentially proportional to the unit matrix. In this case, the optimization over $\Phi_s$’s is immaterial, since $\Sigma_1,k = \Phi_s\Phi_s^\dagger = \mathbf{I}_{N_r}$. In the opposite case, $\Sigma_1,k$ and $\Sigma_{r,k}$ are unit-rank matrices, corresponding effectively to a Line-Of-Sight (LOS) channel. In this case, it holds $\forall a,b \in \{\mathbf{s}_1,\mathbf{s}_2,\mathbf{s}_3\}$ and $\mathbf{s}_{1,k}\mathbf{s}_{1,k}^\dagger = N_s[\mathbf{u}_{1,k}\mathbf{u}_{1,k}^\dagger]_{a,b} = \exp(i\theta_k\mathbf{x}_a\mathbf{x}_b)$. and $\mathbf{s}_{2,k}\mathbf{s}_{2,k}^\dagger = N_s[\mathbf{v}_{1,k}\mathbf{v}_{1,k}^\dagger]_{a,b} = \exp(i\theta_k\mathbf{x}_a\mathbf{x}_b)$, yielding the following expression for $\Sigma_1,k$ appearing in (11):

$$\Sigma_k = N_s |\alpha_{11,k}|^2 \mathbf{v}_{1,k}\mathbf{v}_{1,k}^\dagger,$$

$$\alpha_{11,k} = \mathbf{u}_{1,k}^\dagger \Phi_s \mathbf{v}_{1,k} = \frac{1}{N_s} \sum_{n=1}^{N_s} \exp(i\theta_k\mathbf{x}_a\mathbf{x}_b).$$
The latter expression implies that the $\Phi_k$’s maximizing the ergodic MI are such that $\theta_{k,n} = (q_{1\ell} - q_{1\ell'})^T x_n \forall k, n$. We can clearly see that, in the case of geometric optics for which the components of the incoming and outgoing direction vectors parallel to the RIS are equal (i.e., $q_{1\ell} = q_{1\ell'}$), no phase optimization is necessary. However, when this is not the case, optimization will produce significant gains. Interestingly, the Fourier form of the eigenvectors will allow us to gain insight on the optimization process and obtain the optimal $\Phi_k$’s in closed form. Indeed, when the eigenvalue distributions of $S_{r,k}$ and $S_{t,k}$ are a displacement of one another in the $q$-space, as seen in the insert figure of Fig. 3, then the differences of the $q$-vectors of the corresponding eigenvalues in each distribution are constant and equal to the difference between the $q$-vectors of the maximum eigenvalues of the matrices, i.e., $q_{1\ell} - q_{1\ell'} = q_{1\ell} - q_{1\ell'} \forall \ell \neq 1$. Thus, setting the phases of all $\Phi_k$’s for the $K$ RISs as follows:

$$e^{i\theta_{k,n}} = e^{i(q_{1\ell} - q_{1\ell'})^T x_n} \forall k, n, \tag{14}$$

resulting using (11) in $\alpha_{m,k} = \delta_{m,\ell} (\delta_{m,e}$ is the Kronecker delta function) $\forall m, \ell = 1, 2, ..., N_x$, is optimal. Clearly, if the distribution of the eigenvalues is not exactly the same, then the above conjecture for the RIS elements’ values may not be optimal, but will be close to them, and thus, can serve as initial conditions for further optimization.

IV. NUMERICAL RESULTS

We now wish to test our previous analytical results versus brute-force optimization of the RISs. To this end, we use the closed-form expression (7) for the ergodic MI to design optimal $\Phi_k$’s for all $K$ RISs that maximize it. By expressing this performance metric as a function of all RIS reflection matrices, we aim at solving the following Optimization Problem (OP) where $n = 1, 2, ..., N_r$:

$$\text{OP}_1 : \max_{\{\Phi_k\}_{k=1}^K} \mathbb{E} [C \{\Phi_k\}] \quad \text{s.t.} \quad |\Phi_k|_{n,n} = 1 \forall k, n.$$

For this goal, we adopt an iterative approach based on alternating optimization, as follows. First, it is noted that each $\Phi_k$ is included in the expression (9) for $\Sigma_k$, as well as in the expressions (8) for $r_{1k}, l_{1k}, r_{2k}, l_{2k}, r_d$, and $l_d$. To this end, in each algorithmic iteration, we first consider that the latter variables are fixed and solve for $\Phi_k$’s maximizing MI. By inspecting (7), this problem simplifies as follows:

$$\text{OP}_2 : \max_{\{\Phi_k\}_{k=1}^K} \sum_{k=1}^K \log \det \left( \mathbf{I}_{N_r} + t_{1k} r_{2k} \Phi_k^H S_{r,k} \Phi_k S_{t,k} \right) \quad \text{s.t.} \quad |\Phi_k|_{n,n} = 1 \forall k, n,$$

which can be solved via (19); the detailed solution and algorithm are omitted here due to space limitations. Afterwards, we substitute the $\text{OP}_2$ solution into (10) to calculate $r_{1k}, l_{1k}, r_{2k}, l_{2k}, r_d$, and $l_d$. The latter two steps are repeated at each iteration until convergence, or when reaching a threshold value for the ergodic MI objective.

To assess the effect of the proposed RIS optimization, we calculate the ergodic MI in the presence of one RIS. For simplicity, we do not include a direct path $G_d$ and assume that the TX and RX arrays are uncorrelated. In Fig. 3 we plot the MI as a function of the AS $\sigma$ when geometric optics is not possible, as well as before and after optimization over $\Phi$. We see that for ASs up to about $20^\circ$, optimization over $\Phi$ provides significant gains, irrespective of the size of the RIS. In fact, for ASs around $5^\circ - 10^\circ$, the ergodic MI is higher than the one with no correlations. This surprising phenomenon is due to the significant “beamforming” gain from the coherent reflection from the RIS along the directions of the non-negligible eigenvalues.

Furthermore, we explore another important aspect of the RIS optimization. As seen in the previous section and (13), when the correlation matrices $S_{t,k}$ and $S_{r,k}$ are unit-rank, the degree to which optimization plays a role depends on whether the desired impinging and outgoing directions are those corresponding to geometrical optics. In Fig. 4 we
plot the ergodic MI as a function of the incoming angle \( \theta_1 \), with respect to the vertical of the single RIS, for fixed desired angular difference between the incoming and outgoing mean directions (corresponding to the sum \( \theta_1 + \theta_2 \) in the figure). Note that, varying \( \theta_1 \) is equivalent to rotating the RIS around a horizontal axis. We see that, when \( \theta_1 = \theta_2 \), which corresponds to geometrical optics, optimization gives no gains. The gains can be significant though for other RIS orientations. Interestingly, in both above figures, brute-force optimization using (15) produces identical results with the setting \( \theta_n = \angle \left( \mathbf{u}_n, \mathbf{v}_n \right) \) for each \( n \)-th RIS element with \( n = 1, 2, \ldots, N_s \). This corresponds to the phase difference between the elements of the maximum-eigenvalue eigenvectors, as discussed in the previous section.

V. Conclusion

In this paper, we have presented a novel expression for the asymptotic ergodic MI of multi-antenna wireless communication systems in the presence of multiple RISs in the limit of large antenna arrays, using random matrix theory and methods from statistical physics. When fading is present, it makes more sense to optimize the phases of the RIS reflecting elements based on the statistical knowledge of the channel. In this case, we have shown that finite AS can play a crucial role in the degree to which the RISs can be optimized. While for large ASs optimization is unnecessary, for low AS values, which is reasonable for increasing carrier frequencies which exhibit reduced multipath, significant capacity gains can be obtained with RIS optimization. Correspondingly, phase optimization plays an important role when the required incoming and outgoing directions of the signal at the RIS are significantly different from the ones prescribed by geometrical optics. Moving forward, it is important to analyze the effect on capacity, interference, and the limitations of RISs’ optimization in the presence of multiple TX-RX arrays, sharing the wireless medium and the RISs, which lies at the heart of the success of RISs for 6G communications. The model described here can be readily applied to assess the impact of multiple RISs in range extension, propagation around obstacles, as well as the limitations of the use of RISs with multiple TX-RX pairs.

Appendix

To prove this proposition we will use methods from random matrix theory and the replica approach, a technique originally developed in the context of statistical physics and successfully applied to several problems in wireless communications [20]–[24]. Since the method has already been analyzed in the past, we will only provide highlights of the proof. We first define the following scalar quantity:

\[
Z = \text{det} \left( \mathbf{I}_{N_t} + \rho \mathbf{G}_{\text{tot}} \mathbf{Q} \mathbf{G}_{\text{tot}}^{\dagger} \right)^{-1},
\]

(15)

using the corresponding letter \( Z \), which is used in statistical physics for the so-called partition function of the system. Then, the moment generating function of the MI can be expressed as \( g(\nu) = E[Z^\nu] \). From this expression, the asymptotic normalized MI can be expressed as

\[
C = - \lim_{N_t \to \infty} N_t^{-1} \left( \log g(\nu) \right)'_{\nu=0^+}.
\]

(16)

To make progress, we will make a number of assumptions, which, while not proven, have been conjectured to be valid.

Assumption 1. The calculation of \( g(\nu) \) for \( \nu \in \mathbb{Z}^+ \) can be analytically continued to real values of \( \nu \in (0,1) \).

Remark. This property will allow us to obtain the behavior close to \( \nu = 0^+ \) by evaluating the expression for integer values of the replica index \( \nu \).

We will now start with the evaluation of \( g(\nu) \) for integer \( \nu \in \mathbb{Z}^+ \). It is straightforward to show the following expression (see [25] for details):

\[
\begin{align*}
\mathcal{Z}^\nu &= E \left[ e^{\frac{1}{2} \text{Tr} \{ \mathbf{Y}^\dagger \mathbf{G}_s \mathbf{Z}^{-1} \mathbf{G}_s^{\dagger} \mathbf{Q} \mathbf{Y} \} } \right] \\
&\times e^{\frac{1}{4} \sum_{k=1}^K \text{Tr} \{ \mathbf{V}_s \mathbf{G}_s \mathbf{y}_k \mathbf{y}_k^{\dagger} \mathbf{W}_s - \mathbf{Z}^\nu \mathbf{G}_s \mathbf{y}_k \mathbf{y}_k^{\dagger} \mathbf{W}_s \mathbf{Z}^\nu \mathbf{G}_s^{\dagger} \mathbf{z}_k \} },
\end{align*}
\]

(17)

where the expectation is over the complex Gaussian matrices \( \mathbf{Z}, \mathbf{Y}, \mathbf{V}_s, \) and \( \mathbf{W}_s \) of dimensions \( N_r \times \nu, N_t \times \nu, N_s \times \nu \), respectively, with variance equal to 2. In the above expression, the channel matrices appear in the exponent of the exponential in a linear fashion, and hence, they may be integrated out resulting to:

\[
\begin{align*}
g(\nu) &= E \left[ e^{-\frac{1}{4} \text{Tr} \{ \mathbf{Y}^\dagger \mathbf{Q} \mathbf{Y} \mathbf{Z}^{-1} \mathbf{Q} \mathbf{Y} \} } \right] \\
&\times e^{\frac{1}{4} \sum_{k=1}^K \text{Tr} \{ \mathbf{V}_s \mathbf{G}_s \mathbf{y}_k \mathbf{y}_k^{\dagger} \mathbf{W}_s - \mathbf{Z}^\nu \mathbf{G}_s \mathbf{y}_k \mathbf{y}_k^{\dagger} \mathbf{W}_s \mathbf{Z}^\nu \mathbf{G}_s^{\dagger} \mathbf{z}_k \} },
\end{align*}
\]

(18)

The integration over the Gaussian channel matrices has resulted into terms in the exponent, which are quartic in the Gaussian random variables. To overcome this difficulty we employ the following identity, which decomposes them into quadratic terms via the Fourier representation of the Dirac delta-function.

Identity 1. If \( \mathbf{A}, \mathbf{B} \in \mathbb{C}^{\nu \times \nu} \) the following identity holds [24]:

\[
e^{-\frac{1}{2} \text{Tr}(\mathbf{A}\mathbf{B})} = \lim_{\epsilon \to 0^+} \int e^{\frac{1}{4} \text{Tr} \{ \mathbf{N}_t (\mathbf{Q} - \epsilon \mathbf{T})^\dagger \mathbf{R} \mathbf{T}^\dagger \mathbf{R} \mathbf{T} \mathbf{Q} - \epsilon \mathbf{A}^\dagger \mathbf{R} \mathbf{T} \mathbf{Q} - \epsilon \mathbf{T} \mathbf{Q} - \epsilon \mathbf{T}^\dagger \mathbf{R} \mathbf{T} \mathbf{Q} + \epsilon \mathbf{A} \mathbf{B} \} } d\mu(\mathbf{T}, \mathbf{R}),
\]

where the integration metric \( d\mu(\mathbf{T}, \mathbf{R}) \) is given by

\[
d\mu(\mathbf{T}, \mathbf{R}) = \prod_{\alpha, \beta=1}^{\nu} N_t^2 d\mu_{\mathbf{T}_{\alpha \beta}} d\mu_{\mathbf{R}_{\beta \alpha}}
\]

(20)

and the integration of the elements of \( \mathbf{T} \) is over the real axis, while the integration of the elements of \( \mathbf{R} \) is over the imaginary axis.

Following a standard procedure [21], we introduce the matrices: 1) \( \mathcal{T}_{d} \) and \( \mathcal{R}_{d} \) to decompose the term in the first line of (18) with \( \mathbf{A} = \frac{1}{2} \mathbf{Z}^\nu \mathbf{R}_d \mathbf{Z} \) and \( \mathbf{B} = \frac{1}{2} \mathbf{Y}^\dagger \mathbf{Q} \mathbf{T}_d \mathbf{Y} \); 2) the matrices \( \mathcal{T}_{k} \) and \( \mathcal{R}_{k} \), with \( k = 1, 2, \ldots, K \), to decompose the first term in the second line of (18) with \( \mathbf{A} = -\frac{1}{2} \mathbf{W}_s \mathbf{G}_s \mathbf{F}_s \mathbf{V}_k \mathbf{B} \) and \( \mathbf{B} = \frac{1}{2} \mathbf{Z}^\nu \mathbf{R}_k \mathbf{Z} \); and finally 3) the matrices \( \mathcal{T}_{2k} \) and \( \mathcal{R}_{2k} \), with \( k = 1, 2, \ldots, K \), to decompose the second term in the second line of (18) with \( \mathbf{A} = \frac{1}{2} \mathbf{Y}^\dagger \mathbf{Q} \mathbf{T}_k \mathbf{Y} \) and \( \mathbf{B} = \frac{1}{2} \mathbf{V}_s \mathbf{S}_k \mathbf{V}_k \). This allows us to integrate over the complex matrices \( \mathbf{Z}, \mathbf{Y}, \mathbf{V}_k, \) and \( \mathbf{W}_k \). As a result, (18) becomes:

\[
g(\nu) = \int e^{-S} d\mu(\{\mathbf{T}, \mathbf{R}\})
\]

(21)
with \( d\mu_s \)\{T, \mathcal{R}\}\) indicating an integration over all \( T, \mathcal{R}\) matrices introduced above, and where the exponent \( S \) takes the following form:

\[
S = \log \det \left( I_{N_t} \otimes I_\nu + \left( \mathbf{R}_d \otimes \mathbf{R}_d + \sum_k \mathbf{R}_k \otimes \mathbf{R}_{1k} \right) \right) + \log \det \left( I_{N_t} \otimes I_\nu + \mathbf{Q}_T \otimes \mathcal{T} + \sum_k \mathbf{Q}_T \mathbf{R}_k \mathbf{R}_k^\dagger \right) - \sum_k \log \det (I_{N_t} \otimes I_{N_s} + \mathcal{T}_{1k} \mathbf{R}_2k \otimes \Phi_k \mathbf{S}_r \Phi_k \mathbf{S}_{1k}^\dagger) - N_t \text{Tr} \left( \mathcal{T}_d \mathbf{R}_2d + \sum_k (\mathcal{T}_{1k} \mathbf{R}_{1k} + \mathcal{T}_{2k} \mathbf{R}_{2k}) \right),
\]

(22)

where the notation \( \otimes \) denotes the direct product of matrices. Since the integral in (21) cannot be performed exactly, we will evaluate it asymptotically for large antenna numbers.

**Assumption 2.** The analytic continuation of \( g(\nu) \) to real values in (16) can be interchanged with the limit \( N_t \to \infty \).

To obtain the asymptotic evaluation of (21), we will deform the contours of the integrals of the elements of \( \{ T, \mathcal{R}\} \) past through a saddle point of \( S \). More details can be found in [21]. To proceed we need to specify the structure of the saddle-point and the symmetry of the values of the matrices there. Since the \( \nu \) replicas are introduced \textit{a priori} equivalent with each other, it is natural to make the assumption that follows.

**Assumption 3.** At the saddle point, the matrices \( \{ T, \mathcal{R}\} \) appearing in (22) are rotationally invariant under continuous replica rotations and are thus proportional to \( I_\nu \).

**Remark.** This technical assumption, which seems intuitively obvious, very often becomes invalid in certain systems, in which this symmetric solution becomes unstable, leading to the so-called replica-symmetry breaking phenomenon [27]. Nevertheless, in this case, due to the continuous symmetry present, the symmetry can be shown to be always stable [25], giving extra credence to the result.

Given the above assumption, we have:

\[
T_{\nu d}|_{\text{saddle point}} = t_{\nu d} I_\nu, \quad \mathcal{R}_{\nu d}|_{\text{saddle point}} = r_{\nu d} I_\nu, \quad T_{\nu k}|_{\text{saddle point}} = t_{\nu k} I_\nu, \quad \mathcal{R}_{\nu k}|_{\text{saddle point}} = r_{\nu k} I_\nu,
\]

(23)

where \( a = 1, 2 \) and \( k = 1, 2, \ldots, K \). To obtain the values of \( t_{\nu d}, t_{\nu k}, r_{\nu d}, \) and \( r_{\nu k} \) we need to solve the saddle-point equations, which can be derived by demanding that \( S \) is stationary with respect to variations of \( \{ T, \mathcal{R}\} \) (see [24] for details). This produces the fixed-point equations in (10), which can be shown to have unique solutions [24]. Hence, \( g(\nu) \) can be written as follows:

\[
g(\nu) = e^{-S_0} \int e^{-S - S_0} d\mu_s \{T, \mathcal{R}\},
\]

(24)

where \( S_0 = \nu N_t C \) is the saddle-point value of \( S \) and \( C \) is given in [7]. The remaining integral can be shown to give \( O(N_t^{-1}) \) corrections to the ergodic average of the MI [21] and can also provide its variance, by integrating over the second-order corrections of \( \{ T, \mathcal{R}\} \) around the saddle point. We will leave this analysis for a future work.
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