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Abstract
Existing datasets that contain boolean questions, such as BoolQ and TyDi QA, provide the user with a YES/NO response to the question. However, a one word response is not sufficient for an explainable system. We promote explainability by releasing a new set of annotations marking the evidence in existing TyDi QA and BoolQ datasets. We show that our annotations can be used to train a model that extracts improved evidence spans compared to models that rely on existing resources. We confirm our findings with a user study which shows that our extracted evidence spans enhance the user experience. We also provide further insight into the challenges of answering boolean questions, such as passages containing conflicting YES and NO answers, and varying degrees of relevance of the predicted evidence.

1 Introduction
Answering questions that prompt a “YES/NO” response is a necessary capability of a machine reading comprehension (MRC) (Kwiatkowski et al., 2019; Clark et al., 2019, 2020) system, but a one word response is not sufficient for an explainable system. For example, the question “Can you buy Cadbury’s creme eggs all year round?” represents a complex information need. A simple response of “NO” leaves an information-hungry user of an MRC system wondering when Cadbury creme eggs can be bought.

A successful user experience for boolean questions involves three parts: 1) The user must receive a simple YES/NO answer. This has been the focus of boolean datasets and leaderboards. 2) The user must receive supporting evidence for the answer. Most boolean questions datasets provide the full paragraph. 3) The supporting evidence must provide a positive user experience. A good evidence span quickly guides the user to a concise explanation of the answer. (See examples in Figure 1.)

1. Can you buy Cadbury’s creme eggs all year round? NO
Creme eggs are available annually between 1 January and Easter Day. NO In the UK in the 1980s, Cadbury made Creme Eggs available year-round but sales dropped and they returned to seasonal availability."

2. Has anyone pitched back-to-back no hitters? YES
John Samuel Vander Meer (November 2, 1914 – October 6, 1997) was an American professional baseball player. He played in Major League Baseball as a pitcher, most notably for the Cincinnati Reds. Vander Meer is best known for being the only pitcher in Major League Baseball history to throw two consecutive no-hitters. YES After the impressive start to his major league career, he experienced problems controlling the accuracy of his pitching, and his later career was marked by inconsistent performances.

While the full paragraph provides some explainability, the user is forced to filter out irrelevant information. In addition, providing the degree of relevance of the evidence (highly relevant evidence will be information-rich while weakly relevant evidence may require additional inference from the user) and indicating multiple correct evidence spans can also aid in providing a positive user experience. Figure 2.1 shows an example with both strong and weak degrees of relevance. Figure 2.2 shows an example with conflicting answers.

Existing MRC datasets do not support all aspects of this user experience. Natural Questions (Kwiatkowski et al., 2019), TyDi QA (Clark et al., 2020), and MS Marco (Nguyen et al., 2016) contain from 1-10% boolean questions. Boolean questions have also been explored individually in the BoolQ dataset (Clark et al., 2019). However, these datasets make several design assumptions during annotation that simplify the task thereby reducing human understanding of boolean questions: 1) Concise evidence is not provided to explain the YES/NO
1. Did Avicenna write any books? **YES**

Avicenna was a Persian polymath who is regarded as one of the most significant physicians, astronomers, thinkers and writers of the Islamic Golden Age. He has been described as the father of early modern medicine. **Of the 450 works he is known to have written**, around 240 have survived, including 150 on philosophy and 40 on medicine. His most famous works are *The Book of Healing*, a philosophical and scientific encyclopedia, and *The Canon of Medicine*, a medical encyclopedia which became a standard medical text at many medieval universities. Its influence remained in use as late as 1650...

2. Was there a year 0? **YES/NO**

Year zero does not exist in the anno Domini system usually used to number years in the Gregorian calendar and in its predecessor, the Julian calendar. In this system, the year 1 BC is followed by AD 1. **However, there is a year zero in astronomical year numbering and in ISO 8601:2004 as well as in all Buddhist and Hindu calendars**. Historical, astronomical and ISO year numbering systems Historians. The Anno Domini era was introduced in 525 by Scythian monk Dionysius Exiguus, who used it to identify the years on his Easter table...

Figure 2: Examples illustrating the design assumptions that have been ignored in popular datasets containing boolean questions. All the evidence for each answer is highlighted in the passage. The superscripts indicate the evidence response type: **YES**, **WEAK YES**, and **NO**.

- The response does not incorporate the relative relevance of the answer, and 3) There is only one correct answer. Because of these limitations, MRC systems largely ignore boolean questions.

In this paper, we explore improving user understanding through more explainable answers to boolean questions in popular datasets. Our contributions are:

1. **Comprehensive Annotations**: We present comprehensive annotations on over 3,000 boolean questions from existing TyDi QA and BoolQ datasets that add multiple supporting evidence spans to the YES/NO response as well as relevance of the supporting span. The new annotations highlight the lack of complexity found in these existing datasets. We will be releasing our annotations for research purposes.

2. **Evidence Extraction**: Our main focus is on extracting evidence spans of text to be presented to the user to improve confidence in the system; We show that incorporating supporting evidence for boolean questions in MRC models achieves a 6 point F1 improvement in span extraction. To the best of our knowledge, we are the first to explore evidence span extraction for boolean questions. In contrast, prior work only uses evidence during training to improve yes/no classification.

3. **User Experience**: Our user study shows the positive impact that supporting evidence extracted by the MRC model provides to users enhancing their experience. Receiving concise evidence in addition to the YES/NO answer and paragraph increases the confidence of the user in the answer.

The rest of the paper is outlined as follows: We first discuss related work in Section 2. In Section 3 we talk about the data followed by our annotation process in Section 4. We discuss our experiments and user study in Section 5 and 6. Sections 7.1, 7.2, and 7.3 analyze unanswerable questions, conflicting answers, and weakly relevant answers.

2 Related Work

In addition to BoolQ (Clark et al., 2019), datasets focusing on boolean questions exist in other languages such as Russian (Glushkova et al., 2020) and Chinese (Wang et al., 2020). We only focus on English evaluation. StrategyQA (Geva et al., 2021) is a boolean multi-hop question answering dataset requiring inference over non-boolean questions. Numerous works have explored various approaches for improving results on BoolQ but have not explored the role of supporting evidence (Dzendzik et al., 2020; Micheli et al., 2021; Ross et al., 2021; Yin et al., 2020).

Some papers use the spans of text internally to classify the YES/NO response of the question, but do not learn to predict evidence spans or analyze how useful evidence is to an end user. For example, the ReCo dataset (Wang et al., 2020) includes evidence annotations for opinionated boolean questions in Chinese. Niu et al. (2020) use a self-training approach to create synthetic evidence for boolean questions using the gold YES/NO answer and sentences in the passage.

Besides TyDi, other MRC datasets have included a mix of boolean and non-boolean questions. The Natural questions dataset has only around 1% boolean questions. (Kwiatkowski et al., 2019) MS MARCO (Bajaj et al., 2018) is a reading comprehension dataset that was created from the Bing search engine query logs with a substantial number...
Table 1: Number of boolean instances in the TyDi English and BoolQ datasets annotated for evidence. A breakdown of Yes, No, and Unanswerable (NA) questions is provided for each dataset.

| Dataset          | YES | NO | NA  | Total |
|------------------|-----|----|-----|-------|
| TyDi QA Train    | 404 | 98 | 60  | 562   |
| TyDi QA Dev      | 52  | 25 | 1   | 78    |
| BoolQ Dev        | 1300| 763| 315 | 2378  |

of the boolean questions, but it does not provide evidence spans for explanation.

The passages from BoolQ were annotated by (Thorne et al., 2021) to obtain supporting evidence for use in a claim verification task similar to FEVER (Thorne et al., 2018a,b). It is unclear whether this evidence is useful for question answering because they transform the questions into claims for the claim verification task. Boolean questions have also been used in other tasks such as conversational question answering (Choi et al., 2018; Reddy et al., 2019).

3 Data

We use two datasets that contain boolean questions in our analysis and experiments: TyDi QA (Clark et al., 2020) and BoolQ (Clark et al., 2019). We chose these datasets due to their proportion of boolean questions and non-restrictive licences. In the following subsections we describe how we use and expand the datasets. For a detailed description of how the boolean questions were created we direct interested readers to (Kwiatkowski et al., 2019; Clark et al., 2019, 2020). The sizes of the portions of the datasets that we use are shown in Table 1. Both datasets provide a train and development set that are available to download. The test sets are kept blind for leaderboard submissions, thus our results are reported on the boolean portion of the English dev sets.

3.1 TyDi QA

TyDi QA is a multilingual MRC dataset containing questions in multiple languages. 10% of the questions are boolean. The TyDi QA boolean question annotations include the paragraph the answer is found in and a label: YES or NO. A boolean question can also be unanswerable. Each question in the dataset is paired with a supporting Wikipedia document, including the offsets of all its passages. The TyDi QA dataset provides a paragraph-length answer, called the passage answer, that supports the answer to both boolean and factoid questions. The dataset also provides a short answer for non-boolean questions. It is important to note that this dataset is extremely skewed: 80% of answerable boolean questions are YES. In this paper we explore the English boolean questions which have an answer according to the TyDi QA annotations.

We provide our annotators with the passage answer and the preceding and following paragraphs from the Wikipedia document. We annotated the full TyDi QA English dataset for evidence consisting of 640 instances in total.

3.2 BoolQ-X

BoolQ is a dataset consisting of over 18k questions that are all boolean and answerable. BoolQ provides the question, a boolean answer as YES or NO, and a paragraph-length passage (around 100 words on average.) In contrast to TyDi QA which is a document level MRC task, BoolQ is only a passage level MRC task. In order to make the BoolQ data more useful in conjunction with the TyDi QA data, we locate (by title) the source Wikipedia article for each BoolQ passage in the 2018-12-20 Wikipedia dump. (Note that the original BoolQ passages had been retrieved from the "live" Wikipedia.) This mismatch in Wikipedia versions caused a loss of some questions in the original dataset from 3.2k to 2.4k dev instances.

In order to obtain more useful context for annotation, we split each article into 100 word chunks, and provide the annotators with a 500 word context passage centered on the original BoolQ passage. We refer to our modification of the BoolQ dataset as BoolQ-X in order to clearly distinguish that our results are on BoolQ-X and not the original BoolQ dataset.

4 Evidence Annotation

We used an in-house annotation tool to annotate the evidence that explains the YES/NO answer to the TyDi QA and BoolQ-X questions. The annotator is provided with the question and passages. The passage displayed to the annotator were divided into sentences. (See Figure 3 in the Appendix for a snapshot of the annotation tool.) Although the original datasets provide us with a YES/NO answer, we do not show the label to the annotators and ask them to provide us with this information themselves. Given the question and passage, our annotation task was as follows:
Table 2: Analysis of TYDi QA and BoolQ-X questions that were annotated by all annotators.

|                                | TYDi QA | BoolQ-X |
|--------------------------------|---------|---------|
| Majority of annotators agree with Original Label | 98 (77.2%) | 210 (85.0%) |
| One or more annotators had conflicting YES and NO sentences by the same annotator | 24 (18.9%) | 16 (10.5%) |
| Two or more annotators had conflicting YES and NO sentences by the same annotator | 14 (11.0%) | 12 (4.9%) |
| Conflicting YES and NO sentences by two or more different annotators | 34 (26.8%) | 40 (16.2%) |
| Question was marked unanswerable by majority of annotators | 17 (13.4%) | 48 (19.4%) |
| Majority of annotators flipped YES <-> NO compared to original TYDi QA annotation | 7 (5.5%) | 16 (6.5%) |
| Total Annotations | 127 | 247 |

1. Is there an answer? If not, it is "Unanswerable" (See Section 7.1 for further discussion).

2. If there is an answer, highlight 1-3 spans for YES and NO. Label each span: YES, NO, WEAK_YES, or WEAK_NO. A span is a full sentence or a clause(s) in the sentence.

3. If the answer is WEAK, provide a reason:
   - EXTRA_INFO: The span contains extra words that don’t contribute to the evidence.
   - MISSING_COREF: The first mention appears in the title or earlier in the passage.
   - PARTIAL_ANSWER: The evidence does not satisfy the question completely.
   - QUESTION_AMBIGUITY: Ambiguity in the question such as poor vocabulary, misspellings, and subjective meaning of a word
   - ANSWER_AMBIGUITY: Ambiguity in the answer span such as poor vocabulary, misspellings, and subjective meaning of a word
   - OTHER: Any explanation not yet covered.

The data was annotated by 10 full time annotators. We had two pilot rounds to ensure understanding of the task. All 10 annotators annotated the TYDi QA dataset and 5 of the annotators annotated the BoolQ-X dataset. We assigned an overlap of 10% of the TYDi QA training, the full TYDi QA dev set, and 10% of the BoolQ-X dev set to be annotated by all the annotators to compute inter-annotator agreement.

We compute inter-annotator agreement for the evidence on the sentence level using F1. We consider the annotators to agree if highlighted spans are in the same sentence and have the same answer label. For the purpose of computing YES/NO sentence level agreement we ignored the WEAK labels by merging WEAK_YES and YES and WEAK_NO and NO. Finally, we compute agreement at the document level using accuracy. We consider the annotators to agree if they labeled one or more of the sentences in the document as evidence with the same label.

Document level agreement to the original dataset: The majority of annotators agreed with the original TYDi QA and BoolQ YES/NO labels indicating high agreement as shown in Table 2.

Sentence and Document level inter-annotator agreement: We compute agreement between each annotator and the annotator who was found to have the best agreement with the consensus in a pilot study. At the sentence level, the agreement was 55.3% F1 in TYDi QA and 49.8% in BoolQ-X. At the document level, the annotators agree on average 68.9% in TYDi QA and 65.8% in BoolQ-X for the full task. This indicates that there is moderate agreement for the full dataset but the annotators do vary on which sentences they highlight.

While the majority of annotators agreed with the original TYDi QA and BoolQ labels, we did find some inconsistencies. Table 2 shows the occurrence of unanswerable questions, conflicting YES and NO labeled sentences for a single question by a single annotator, conflicting YES and NO sentences by different annotators, and the majority answer flipped from YES to NO or vice versa. We discuss these inconsistencies further in Section 7.1 and 7.2.

4.1 Data Release and Stats

We prepare our annotated TYDi QA and BoolQ-X evidence spans for evaluation in a document level MRC system. During training we keep one evidence span for each question. During evaluation, we keep up to three evidence spans for each question. While we allowed the annotators to choose a portion of a sentence as the span, we only consider full sentences as evidence spans to avoid spans with overlapping offsets across annotators. If there are...

1BoolQ is a passage level task. See Appendix for how we prepared the BoolQ-X dataset for document level MRC.
5.1 Evidence Span Extraction

We train an MRC system with all the examples in the TyDi QA training set, including non-boolean questions. During training, the MRC objective is to extract a span of text. This span will be the evidence when the question is boolean and a short answer otherwise. We investigate different strategies for incorporating evidence for boolean questions during MRC training.

**Baseline (BASE):** A standard MRC system using out-of-the-box training data consisting of both boolean and short answer questions. None of the boolean questions have evidence spans during training and the YES/NO labels are ignored as in prior work (Zhang et al., 2021; Wang et al., 2020a,b).

**Boolean Passage Evidence Span (BPES):** An MRC system baseline where gold passage spans are used to approximate evidence spans for boolean questions during training. Both TyDi QA and BoolQ provide the passage where the answer is found and we use these annotations to compensate for the lack of short answer evidence spans in the BASE system.

**Boolean Evidence Annotated Spans (BESA):** An MRC system where we use our sentence-level annotated evidence spans for the boolean questions during training. Since our evidence-span annotations are only on the English boolean training data, the BESA model is initialized from the BPES model during fine-tuning.

**Results:** The evidence span extraction results are shown in Table 4 using the F1 score computed with the official TyDi QA evaluation script. Other than TyDi QA dev, where the dataset is too small to find significant trends, the evidence span F1 increases with the quality of evidence span provided during training. The baseline BPES system, which uses a rough approximation of evidence spans with the gold passage, improves the performance by roughly 2 F1 points on both TyDi QA CV and BoolQ-X. The best performance is obtained using the BESA system (our evidence span annotations) with an increase of over 6 F1 points on both TyDi QA CV and BoolQ-X.

5.2 Answer Classifier Experiments

After the evidence span is extracted, we use the answer classifier to produce a YES/NO answer for the boolean questions at the document level. We
use the gold passages for all boolean questions in the TyDi QA dataset to train the answer classifier and we show the YES/NO F1 score in Table 5. The answer classifier training data contains examples from all TyDi QA languages while the evaluation is on the English subset of TyDi QA, corresponding to our annotations. Each example in the evaluation subset has a single YES/NO answer.

We compare the results with the majority baseline of always answering YES. This is a strong baseline because both datasets are skewed (see Table 1.)

We tested the answer classifier using the passage containing the extracted evidence span (BESA) and also the gold passage annotations from both TyDi QA and BoolQ-X. Using the gold passage as context for the answer classifier assumes the extracted evidence spans are always correct, and this is an upper bound for our results.

Results: We notice that the evidence span classifier is close to the upper bound on TyDi QA dataset, and there is little room for improvement, likely due to the skewed distribution of YES/NO answers. On the BoolQ-X dataset there is a larger difference (8 F1 points) when applying the classifier on system passages compared to gold passages. Our system passage results outperform the strong majority baseline for both datasets. This indicates that better performance of evidence span extraction will also improve the YES/NO answer prediction.

We also experimented with using only the predicted evidence span as input to the answer classifier and obtained weaker results. We conjecture that the full paragraph containing the evidence span provides additional context to the system such as co-reference resolution.

6 Boolean Evidence Spans - User Study

Our experiments in the previous sections evaluated the performance of our systems against the gold answers and showed that the BESA model, which includes evidence spans at training time, performs best. However, it is difficult to interpret how useful an end user would find the evidence. In this section, we explore whether users find the highlighted evidence to be informative for each of the models via a user study. This helps determine which model provides the most informative explanation as evidence to answer the question.

We perform a user study on the full answerable TyDi QA dev set of 77 questions and an equal portion of the BoolQ-X dev set. An example of the user study interface is provided in the Appendix Figure 4. Our findings from the user study are shown in Table 6.

The user study was completed by three of our annotators, each analyzing all 77 questions from each dataset. We provided these users with an interface that contained the output from each of our three models: BASE, BPES, and BESA. The output was randomized and anonymized (the users only saw PRED A, B, C instead of the model name) ensuring that the users did not know which system the output originated from. The study explored two aspects of the models which the users had to answer: 1) For each model, is the highlighted evidence span relevant, weakly relevant, or irrelevant for answering the question? 2) Rank the passages based on preference of which highlighted span is best. In other words, which highlight would you (the user) want to see for the given question? Asking these two distinct questions regarding relevance and rank is important because even if all the answers are irrelevant, some evidence spans may be more appropriate than others based on their pertinence to the question.\(^2\) While in most cases the top rank is correlated with relevance, in our study the rank is designed to compare the highlighted spans of the

---

\(^2\)The highlighting of inappropriate spans can lead to embarrassing answers.
We first examine the relevance of the highlighted evidence spans and find that all users picked BESA as having the most relevant evidence spans and the least irrelevant evidence spans as shown in Table 6 for both datasets. Weakly relevant evidence spans were more common in BoolQ-X, which is zero-shot. Further, in both datasets there are many evidence spans that are relevant but were not found in the gold evidence span annotations. These are evidence spans found by the system (which saw the full document) while the annotators only received the candidate passage and its surrounding paragraphs. We find that for all the models the number of relevant evidence spans not in gold is comparable to or larger than the number of relevant evidence spans in gold for both datasets. This indicates that our models predict relevant evidence spans considerably more often than reflected by our evaluation shown in Table 4.

Next we examine the ranking of the three models. The rank given by the users was from 1-3 where the best evidence span is given a rank of 1 and the worse span is given a rank of 3. Multiple evidence spans could have the same rank in cases of a tie. If there is a tie the count would continue by skipping the next position (e.g. 1 1 3 instead of 1 1 2). We discouraged ties when the highlights were not identical, although there are some cases where the users considered two different evidence spans to be equally informative and they were assigned the same rank. We used Mean Reciprocal Rank (MRR) to compare the ranking of the three models. In all cases the annotators preferred BESA over the other models. The MRR scores reflect our results shown in Table 4: BPES is preferred for BoolQ-X and BASE is preferred for TyDi QA. The average MRR is shown in Table 6.

We also asked the annotators to specifically record any predictions that had poor highlighting span boundaries. Examples of poor highlighting span boundaries include spans in which only one or two words were highlighted, and cases where highlighting broke off mid-word or phrase. Some examples of good and poor highlighting are available in Appendix B. Table 6 shows that poor highlighting span boundaries was most infrequent for the BESA model for both datasets. In general, highlighting was poorer for BoolQ-X. This is mostly likely due to the zero-shot transfer from TyDi QA.

We also provided the users with the question and answer paragraph with and without highlighting and asked them in general whether they prefer to have the paragraph with or without the highlighting. All the annotators said they preferred the highlighting. This indicates that adding highlighting to current systems that provide a YES/NO answer with a full paragraph would be helpful to the user.

### Table 6: User Study analysis of the evidence spans produced by each system averaged across the three participants for the 77 TyDi QA and BoolQ-X questions from the development sets.

|                        | TyDi QA | BoolQ-X |
|------------------------|---------|---------|
|                        | BASE    | BPES    | BESA    | BASE    | BPES    | BESA    |
| Relevant               | 45%     | 42%     | 55%     | 32%     | 42%     | 58%     |
| Irrelevant             | 29%     | 37%     | 27%     | 39%     | 27%     | 16%     |
| Weakly Relevant        | 26%     | 21%     | 17%     | 29%     | 31%     | 26%     |
| Relevant/Weak and in Gold | 38% | 36%     | 37%     | 26%     | 34%     | 38%     |
| Relevant/Weak but *not* in Gold | 33% | 27%     | 35%     | 35%     | 39%     | 46%     |
| Mean Reciprocal Rank   | 0.79    | 0.77    | 0.88    | 0.71    | 0.77    | 0.87    |
| Poor Highlighting      | 8%      | 14%     | 3%      | 32%     | 20%     | 5%      |

### 7 Analysis

#### 7.1 Unanswerable Questions

During the annotation task our annotators found some questions to be unanswerable even though all of our annotations were performed on question-answer pairs that had an answer of YES or NO in the original datasets. 9% of TyDi QA and 13% of BoolQ-X questions were marked as unanswerable as shown in Table 1. Table 2 shows the number of questions that were marked unanswerable when all annotators saw the data.

We found that questions tend to be unanswerable for two main reasons. First, sometimes the question is not answered in the page. While this could indicate that the answer is NO, it is not clear. For example, consider the question "Do US Nintendo 64 games work in Australia?" from the BoolQ dataset. While the passage provided was about Nintendo
64 games, Australia was not mentioned within the supporting document, so this question cannot be answered. Second, sometimes the inappropriate context was provided for the question. For example, consider the question “Is Major General Douglas dead?” from the TyDi QA dataset. This question is provided with the incorrect document about “Douglas Haig, 1st Earl Haig” instead of the document about “Major General Alexander Douglas Campbell”.

7.2 Conflicting Answers

Prior work on boolean questions makes the assumption that the answer is either YES or NO. However, it is possible to have a question where there are conflicting answers to a boolean question that are both correct. Consider the following example from the BoolQ dataset:

**Question:** Do you need to say check in chess?

**Title:** Check (Chess)

**Passage:** A player must get out of check, if possible, by interposing a piece between the threatening piece, or block the check with another piece. A king cannot itself directly check the opposing king, since this would place the first king in check as well. A move of the king could expose the opposing king to a discovered check by another piece, however. In informal games, it is customary to announce “check” when making a move that puts the opponent’s king in check. In formal competitions, however, check is rarely announced. The above question has both YES and NO answers in the passage, depending upon the setting (informal game vs. formal competition) in which the chess game is played. This example illustrates that conflicting answers often occur when a question is under-specified. The answer may depend on certain demographics, a time period, or other characteristics relevant to the question topic. Under-specified questions are very common. For example, a person may ask the question “Can I get the COVID vaccine?” which can be YES or NO depending on when they are asking, their age, occupation, location, or other health factors. Another example of conflicting answers in a single passage is shown in Figure 2.2.

The frequency of conflicting answers in TyDi QA and BoolQ-X from the same annotator and from multiple annotators is shown in Table 2. Conflicting answers occur in both datasets, with more frequency in TyDi QA. The need for more information to answer the question can be addressed using dialog with the user, an interesting area to explore in future work.

7.3 Weakly Relevant Answers

In some cases there is evidence in the passage that is relevant to the answer but does not completely answer the question (See example in Figure 2.1). We consider such evidence to be weakly relevant. During annotation, we allowed the annotators to indicate that the evidence they selected was weak by indicating that it was a WEAK_YES or a WEAK_NO. When a weak label was selected we also requested that they provide a reason that it was weak as described in Section 4. Table 7 shows the occurrence of weakly relevant sentence annotations and the reasons in the TyDi QA and BoolQ-X datasets. The count indicates that one or more annotators marked a weak annotation in a sentence, and the reason. Different annotators could say a sentence had weak evidence but provide different reasons for their annotation. Weakly relevant evidence is more common in TyDi QA than BoolQ. The most common reason evidence is weak is due to answer ambiguity such as in the following example:

**Question:** Can the Queen dissolve parliament?

**Title:** Dissolution of the Parliament of the United Kingdom

**Passage:** The last dissolution of Parliament was on 3 May 2017, to make way for the general election to be held on 8 June 2017. [7] It dissolved after a two-thirds majority vote by the House of Commons, as required by the Fixed-term Parliaments Act. 30 March 2015 was the first time Parliament had ever dissolved automatically, as opposed to being dissolved by Royal Proclamation. 

| TyDi QA Weak | BoolQ-X Weak |
|---------------|--------------|
| Partial Answer | 113 | 193 |
| Missing Coref | 118 | 309 |
| Answer Ambiguity | 184 | 328 |
| Other | 15 | 3 |
| Extra Info | 28 | 50 |
| Question Ambiguity | 36 | 39 |
| # Weak Sentences | 515 (37.6%) | 922 (27.7%) |
| # Weak Documents | 69 (23.9%) | 306 (12.4%) |

Table 7: Analysis of reasons for weakly relevant sentences in the full TyDi QA and BoolQ-X annotations. A sentence is considered weak if one or more annotators marked it as weak. A document is considered weak if all the annotations in the document are weak.

Note we did not strictly enforce the annotators to provide a reason for weak annotations, thus the number of weak sentences is more than the sum of the different reasons.
In the above example, the answer is ambiguous because it can be inferred that the Queen dissolved the parliament by Royal Proclamation even though it does not say so explicitly. Examples for the other reasons evidence is annotated as weak are available in the Appendix.

Our MRC system provides a confidence score for the answer. We expect that the confidence score could be used to indicate the degree of relevance of the evidence to the answer. During our user study we also asked the users to mark the evidence as relevant, irrelevant, or weakly relevant as shown in Table 6. We mapped the relevance to the confidence scores and found that on average the score for relevant answers is highest indicating there is some signal in the confidence scores. A user interface could indicate the confidence by making the highlighted text lighter if it is weakly relevant and darker if it is relevant. We leave further exploration of using confidence to indicate degree of relevance as future work.

8 Conclusion

In this paper we explore the importance of providing a YES/NO response and evidence for boolean questions to the end user of machine reading comprehension systems. We provide detailed evidence annotations on top of the boolean questions in the popular BoolQ and TyDi QA datasets. We analyze several aspects that have been previously overlooked: the occurrence of supporting evidence, the degree of relevance of answers, and existence of conflicting answers in a single passage. We will be releasing our annotations for research purposes.

We show that providing evidence not only increases the model performance but also improves the user experience as measured in our user study. Our user study shows that receiving concise evidence in addition to the YES/NO answer and paragraph increases the confidence of the user in the answer. In the future we plan to explore degree of relevance and conflicting answers on a larger scale.
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A.1 Weakly Relevant Examples

The following are examples of questions with Weakly Relevant evidence: Question Ambiguity, Missing Coref, Partial Answer, and Extra Info.

A.1.1 Question Ambiguity

Question: Is Creole a pidgin of French?

Title: French-based creole languages

Passage: A French creole, or French-based creole language, is a creole language (contact language with native speakers) for which French is the lexifier. Most often this lexifier is not modern French but rather a 17th-century koiné of French from Paris, the French Atlantic harbors, and the nascent French colonies. French-based creole languages are spoken natively by millions of people worldwide, primarily in the Americas and on archipelagos throughout the Indian Ocean. This article also contains information on French pidgin languages, contact languages that lack native speakers. ...

The above TYDi QA question provides an example of question ambiguity because a Creole is a pidgin with native speakers and does not refer to a specific language.

A.1.2 Missing Coref

Question: Did the equal pay act pass?

Title: The Equal Pay Act of 1963

Passage: The Equal Pay Act of 1963 is a United States labor law amending the Fair Labor Standards Act, aimed at abolishing wage disparity based on sex (see Gender pay gap). It was signed into law on June 10, 1963, by John F. Kennedy as part of his New Frontier Program. [1] ...

The highlighted evidence in the above BoolQ example is missing coref. The Equal Pay Act is referenced in the first sentence.
Figure 3: Screenshot of the annotation tool used to find evidence.

A.1.3 Partial Answer

**Question:** Are they actually singing in Grey’s Anatomy?

**Title:** Song Beneath the Song

**Passage:** A vocal coach was enlisted to help the cast. [10] Music director Chris Horvath was recruited to arrange the selected songs for the cast. The arrangements took around two months, with vocals recorded over four days in February 2011.[7][12] Horvath praised the cast’s response to the episode, noting that only four performers had “serious vocal talent,” while some had “barely sung in the shower” before.[7] Those with professional singing experience include Ramirez, who won a Tony Award for their role in the musical Spamalot, and Wilson, who appeared in the Broadway production of Caroline ... The highlighted evidence spans in the above BoolQ example are partial answers because the evidence does not satisfy the question completely. The evidence indicates that the actors did sing but does not say so explicitly.

A.1.4 Extra Info

**Question:** Does the UK have universal health care?

**Title:** List of countries with universal health care

**Passage:** Virtually all of Europe has either publicly sponsored and regulated universal health care or publicly provided universal healthcare. The public plans in some countries provide basic or ‘sick’ coverage only, with their citizens being able to purchase supplemental insurance for additional coverage. Countries with universal health care include Austria, Belarus,[55] Croatia, Czech Republic, Denmark, Finland, France, Germany, Greece, Iceland, Ireland, Italy, Luxembourg, Malta, Moldova,[56] the Netherlands, Norway, Portugal,[57] Romania, Russia, Serbia, Spain, Sweden, Switzerland, Turkey, Ukraine,[58] and the United Kingdom.[59] ...

The following are examples of good and poor highlighting from the user study from the different models. The good highlighting is in bold and the poor highlighting is underlined. (In some cases they overlap.)

**Question:** Is there a sequel to The Amazing Spider Man?

**Title:** The Amazing Spider-Man 2

**Passage:** The Amazing Spider-Man 2 (also released as The Amazing Spider-Man 2: Rise of Electro in some markets) is a 2014 American superhero film featuring the Marvel Comics character Spider-Man. The film was directed by Marc Webb and was produced by Avi Arad and Matt Tolmach. It is the fifth theatrical “Spider-Man” film produced by Columbia Pictures and Marvel Entertainment, and is the sequel to 2012’s “The Amazing Spider-Man”. It is also the second and final film in "The Amazing Spider-Man" franchise. The studio hired James Vanderbilt to write the screenplay and Alex Kurtzman and Roberto Orci to rewrite it.

A.2 Data Release

We convert the BoolQ dataset, which is passage level, to a document level task for our experiments. We segment the original Wikipedia document into rough paragraphs by splitting it into sentences using the NLTK tokenizer. We keep roughly 500 characters in each paragraph, while ensuring a cut-off does not occur mid-sentence. We also ensure that the candidate answers are in a single paragraph. The document level version of BoolQ-X is available in TyDi QA format for easy replication of experiments.

B User Study

Figure 4 shows a screenshot of the tool the participants in the user study used to compare our various models.

The following are examples of good and poor highlighting from the user study from the different models. The good highlighting is in bold and the poor highlighting is underlined. (In some cases they overlap.)

**Question:** Is there a sequel to The Amazing Spider Man?

**Title:** The Amazing Spider-Man 2

**Passage:** The Amazing Spider-Man 2 (also released as The Amazing Spider-Man 2: Rise of Electro in some markets) is a 2014 American superhero film featuring the Marvel Comics character Spider-Man. The film was directed by Marc Webb and was produced by Avi Arad and Matt Tolmach. It is the fifth theatrical “Spider-Man” film produced by Columbia Pictures and Marvel Entertainment, and is the sequel to 2012’s “The Amazing Spider-Man”. It is also the second and final film in "The Amazing Spider-Man" franchise. The studio hired James Vanderbilt to write the screenplay and Alex Kurtzman and Roberto Orci to rewrite it.
Figure 4: Screenshot of the user study tool used to find evidence. In addition to the three randomized predictions shown here the users were also provided with the gold answers and full document text to optionally use if additional context was required.

**Question:** Is Starbucks and Seattle’s Best same company?  
**Title:** Seattle’s Best Coffee  
**Passage:** Seattle’s Best Coffee LLC is an American coffee retailer and wholesaler based in Seattle, Washington. Since 2003, they have been a subsidiary of American coffeehouse chain Starbucks. Seattle’s Best Coffee has retail stores and grocery sub-stores in 20 states and provinces and the District of Columbia. Sub-stores can also be found at many other businesses and college campuses, including JCPenney and Subway restaurants.

**Question:** Is Cargo an Australian movie?  
**Title:** Cargo (2017 film)  
**Passage:** Cargo is a 2017 Australian post-apocalyptic drama thriller film directed by Ben Howling and Yolanda Ramke with a screenplay by Ramke based on their 2013 short film of the same name. The film stars Martin Freeman, Anthony Hayes, Susie Porter, and Caren Pistorius. It premiered at the Adelaide Film Festival on 6 October 2017 and was released in cinemas in Australia on 17 May 2018, worldwide except for Australia on 18 May 2018 by Netflix and on Netflix in Australia on 16 November 2018.