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1. Introduction

This paper is devoted to the characterization of all self-adjoint extensions of the minimal linear relation associated with the discrete symplectic system

\[ z_k(\lambda) = S_k(\lambda) z_{k+1}(\lambda), \quad S_k(\lambda) := S_k + \lambda \nu_k, \quad (S_\lambda) \]

where \( \lambda \in \mathbb{C} \) is the spectral parameter, \( S_k \) and \( \nu_k \) are \( 2n \times 2n \) complex-valued matrices such that

\[ S^*_k J S_k = J, \quad \nu^*_k J S_k \text{ is Hermitian,} \quad \nu^*_k J \nu_k = 0 \quad (1.1) \]

with the skew-symmetric \( 2n \times 2n \) matrix \( J := \begin{pmatrix} 0 & I \\ -I & 0 \end{pmatrix} \) and the superscript * denoting the conjugate transpose. Here \( k \) belongs to a discrete interval \( I_z \), which is finite or unbounded from above. The conditions in (1.1) imply that \( S_k(\lambda) \) satisfies the following symplectic-type identity

\[ S^*_k(\bar{\lambda}) J S_k(\lambda) = J, \quad (1.2) \]

which motivates the basic terminology for system \((S_\lambda)\). Moreover, system \((S_\lambda)\) can be written as

\[ J [z_k(\lambda) - S_k z_{k+1}(\lambda)] = \lambda \Psi_k z_k(\lambda), \quad \Psi_k := J S_k J \nu^*_k J, \quad (1.3) \]

which gives rise to a linear map \( \mathcal{L} \) defined by the left-hand side of (1.3). Note that \( \Psi \) also plays the role of the weight matrix in the associated semi-inner product (see Theorem 2.2). Hence, we assume, in addition to (1.1), that \( \Psi_k \) is positive semidefinite on \( I_z \).

System \((S_\lambda)\) is said to be in the “time reversed” form. Identity (1.2) implies that the matrix \( \tilde{S}_k(\lambda) := S_k^{-1}(\lambda) = -J S_k(\lambda) J \) exists for all \( \lambda \in \mathbb{C} \) and \( k \in I_z \), depends linearly on \( \lambda \), and satisfies the same equality as in (1.2). Hence system \((S_\lambda)\) is equivalent with the (classical and more natural) “forward” discrete symplectic system

\[ z_{k+1}(\lambda) = \tilde{S}_k(\lambda) z_k(\lambda), \quad \tilde{S}_k(\lambda) := \tilde{S}_k + \lambda \tilde{\nu}_k, \quad (\tilde{S}_\lambda) \]

i.e., \( z(\lambda) \) solves \((S_\lambda)\) if and only if it solves system \((\tilde{S}_\lambda)\). Moreover, the \( \Psi \)-norm of a solution \( z(\lambda) \) agrees with its \( \tilde{\Psi} \)-norm, where \( \tilde{\Psi}_k \) denotes the weight matrix corresponding to system \((\tilde{S}_\lambda)\) and \( \tilde{\Psi}_k \geq 0 \) if and only if \( \Psi_k \geq 0 \). This equivalence guarantees that the results of the Weyl–Titchmarsh theory for system \((\tilde{S}_\lambda)\) established in [6, 9, 37] (see also [39, Section 4]) are also true for system \((S_\lambda)\).

Let us emphasize that analogously we could deal with system \((\tilde{S}_\lambda)\) instead of \((S_\lambda)\). But the choice of system \((S_\lambda)\) is mainly motivated by the absence of the shift on the right-hand side of equality (1.3) and in the associated semi-inner product, which produces more natural calculations, see [10]. This is also the traditional approach in connection with the second order Sturm–Liouville difference equations (see, e.g. [24, 33]). On the other hand, systems \((S_\lambda)\) and \((\tilde{S}_\lambda)\) lead to different spaces of square summable sequences defined in (2.9).

Since the mapping associated with system \((S_\lambda)\) may be multivalued or non-densely defined, the approach dealing with linear relations instead of operators is utilized; see [10, Section 5]. The study of linear relations associated with system \((S_\lambda)\) begun in [10] is continued in this paper with a characterization of self-adjoint extensions of symmetric linear relations. The description of self-adjoint extensions and their particular cases is a classic problem in the theory of differential and difference equations; see [3, 7, 13, 16, 17, 19, 20, 23, 25, 27–30, 33, 34, 41–44]. As in [31, 42–44] our main result here is obtained by using square summable solutions of system \((S_\lambda)\) and the Glazman–Krein–Naimark theory.
In [31], a characterization of self-adjoint extensions is given for linear Hamiltonian difference systems of the form

\[
\Delta \left( \begin{array}{c} x_k(\lambda) \\ u_k(\lambda) \end{array} \right) = (H_k + \lambda W_k) \left( \begin{array}{c} x_{k+1}(\lambda) \\ u_k(\lambda) \end{array} \right), \quad H_k := \left( \begin{array}{cc} A_k & B_k \\ C_k & -A_k^* \end{array} \right), \quad W_k := \left( \begin{array}{cc} 0 & W_k^{[2]} \\ -W_k^{[1]} & 0 \end{array} \right),
\]

where \( B_k, C_k, W_k^{[1]}, W_k^{[2]} \) are \( n \times n \) Hermitian matrices, \( W_k^{[1]} \geq 0 \), \( W_k^{[2]} \geq 0 \), and the matrix \( I - A_k \) is invertible. We note that the underlying discrete interval considered in the latter reference can be also unbounded from below. An interesting overlap exists between the systems given in \((S_\lambda)\) and \((1.4)\). System \((S_\lambda)\) can be written as a linear Hamiltonian difference system only if the \( n \times n \) matrix in the right-lower block of \( S_k(\lambda) \) is invertible for all \( \lambda \in \mathbb{C} \) and \( k \in \mathbb{T}_\sigma \). However, in this instance the dependence on \( \lambda \) may be nonlinear and the form of \( W_k \) more general than in \((1.4)\). On the other hand, system \((1.4)\) can be written as \((S_\lambda)\) only if \( W_k^{[2]} (I - A_k^*)^{-1} W_k^{[1]} = 0 \). Without this additional assumption we obtain a discrete symplectic system with a special quadratic dependence on \( \lambda \), see also [36, 38] for more details.

If we suppress the dependence on the spectral parameter, discrete symplectic systems, i.e., \((S_\lambda)\) or \((S_\lambda)\) with \( \lambda = 0 \), represent the proper discrete counterpart of the linear Hamiltonian differential system (see, e.g. [5]). Hence system \((S_\lambda)\) can be seen as a discrete analogue of the system

\[
z'(t, \lambda) = J [B(t) + \lambda A(t)] z(t, \lambda),
\]

where \( A(t), B(t) \) are \( 2n \times 2n \) locally integrable, Hermitian matrix-valued functions (see Remark 2.3).

But we point out the principal difference in the assumptions concerning the invertibility of the weight matrices \( \Psi_k \) and \( A(t) \). Hence we refer to [38], where a connection between linear Hamiltonian differential and difference systems and discrete symplectic systems depending on the spectral parameter is discussed with using the time scale calculus, which provides suitable tools for this purpose.

The rest of the paper is organized as follows: In Section 2, we list notation used, introduce system \((S_\lambda)\) precisely, and recall several results from the theory of linear relations. We also establish a limit point criterion for system \((S_\lambda)\) in Theorem 2.7. In Section 3 we present the main result, Theorem 3.3, concerning the characterization of self-adjoint extensions of the minimal linear relation associated with system \((S_\lambda)\). We apply this to a consideration of the \( 2 \times 2 \) (scalar) case for a finite discrete interval, and describe the Krein–von Neumann extension explicitly: see Theorems 3.9 and 3.11, and Example 3.10. We note that there is no analogue of Theorems 2.7, 3.9, 3.11 and Example 3.10 in the setting of system \((1.4)\). Finally, Section 4 is devoted to the proof of Theorem 3.3.

2. Preliminaries

In the first part of this section we establish the basic notation. The real and imaginary parts of any \( \lambda \in \mathbb{C} \) are, respectively, denoted by \( \text{Re}(\lambda) \) and \( \text{Im}(\lambda) \), i.e., \( \text{Re}(\lambda) := (\lambda + \bar{\lambda})/2 \) and \( \text{Im}(\lambda) := (\lambda - \bar{\lambda})/(2i) \). The symbols \( \mathbb{C}_+ \) and \( \mathbb{C}_- \) mean, respectively, the upper and lower complex plane, i.e., \( \mathbb{C}_+ := \{ \lambda \in \mathbb{C} \mid \text{Im}(\lambda) > 0 \} \) and \( \mathbb{C}_- := \{ \lambda \in \mathbb{C} \mid \text{Im}(\lambda) < 0 \} \).

All matrices are considered over the field of complex numbers \( \mathbb{C} \). For \( r, s \in \mathbb{N} \) we denote by \( \mathbb{C}^{r \times s} \) the space of all complex-valued \( r \times s \) matrices and \( \mathbb{C}^{r \times 1} \) will be abbreviated as \( \mathbb{C}^r \). For a given matrix \( M \in \mathbb{C}^{r \times s} \) we indicate by \( M^\top, M, M^*, \det M, \text{rank} M, M \geq 0, \text{adj}(M), \mathcal{R}(M), \) and \( \dim \mathcal{R}(M) \), respectively, its transpose, conjugate, conjugate transpose, determinant, rank, positive definiteness, adjugate matrix, range (i.e., the space spanned by the columns of \( M \)) and the dimension of \( \mathcal{R}(M) \). By \( \|M\|_2 \), we denote the spectral norm for \( M \in \mathbb{C}^{n \times n} \), i.e., \( \|M\|_2 := \max\{\sqrt{\mu} \mid \mu \text{ is an eigenvalue of } M^*M\} \).

This norm possesses the submultiplicative property, i.e., \( \|MN\|_2 \leq \|M\|_2 \|N\|_2 \) for any \( M, N \in \mathbb{C}^{n \times n} \),
and is the operator norm induced by the Euclidean norm on $\mathbb{C}^n$, i.e., $\|v\|_2 = (v^*v)^{1/2}$ for any $v \in \mathbb{C}^n$.

Hence, we also have

$$\|Mv\|_2 \leq \|M\|_2\|v\|_2$$

(2.1)

for any $M \in \mathbb{C}^{n \times n}$ and $v \in \mathbb{C}^n$.

In addition, by $M_{u,v}$ we mean the submatrix of $M \in \mathbb{C}^{r \times s}$ consisting of the first $u \leq r$ rows and of the first $v \leq s$ columns and we write only $M_u$ in the case $u = v$, i.e., for the $u$-th leading principal submatrix of $M$. The following relations are well known for any matrices $M \in \mathbb{C}^{r \times s}$, $L \in \mathbb{C}^{s \times p}$, and $Q \in \mathbb{C}^{r \times q}$,

$$\operatorname{rank} M + \operatorname{rank} L - s \leq \operatorname{rank} ML \leq \min\{\operatorname{rank} M, \operatorname{rank} L\},$$

(2.2)

$$\operatorname{rank} M = \operatorname{rank} MM^* = \operatorname{rank} M^*M,$$

(2.3)

$$\operatorname{rank}(M, Q) + \dim[\mathcal{R}(M) \cap \mathcal{R}(Q)] = \operatorname{rank} M + \operatorname{rank} Q;$$

(2.4)

e.g. [4, Corollaries 2.5.1, 2.5.3, and 2.5.10 and Fact 2.11.9].

Let $\mathcal{I}$ be an open or closed interval in $\mathbb{R}$. Then, $\mathcal{I}_z := \mathcal{I} \cap \mathbb{Z}$ denotes the corresponding discrete interval. In particular, with $N \in \mathbb{N} \cup \{0, \infty\}$, we shall be interested in discrete intervals of the form $\mathcal{I}_z := [0, N + 1]_z$, in which case we define $\mathcal{I}^+_z := [0, N + 1]_z$ with the understanding that $\mathcal{I}_z \equiv \mathcal{I}^+_z$ when $N = \infty$. Hence our system $(S_{\lambda})$ will be considered on discrete intervals $\mathcal{I}_z$ which are finite or unbounded above.

By $\mathbb{C}(\mathcal{I}_z)^{r \times s}$ we denote the space of sequences defined on $\mathcal{I}_z$ of complex $r \times s$ matrices, where typically $r \in \{n, 2n\}$ and $1 \leq s \leq 2n$. In particular, we write only $\mathbb{C}(\mathcal{I}_z)^{r}$ in the case $s = 1$. If $M \in \mathbb{C}(\mathcal{I}_z)^{r \times s}$, then $M(k) := M_k$ for $k \in \mathcal{I}_z$ and if $M(\lambda) \in \mathbb{C}(\mathcal{I}_z)^{r \times s}$, then $M(\lambda, k) := M_k(\lambda)$ for $k \in \mathcal{I}_z$ with $M_k(\lambda) := [M_k(\lambda)]^*$. If $M \in \mathbb{C}(\mathcal{I}_z)^{r \times s}$ and $L \in \mathbb{C}(\mathcal{I}_z)^{s \times p}$, then $MN \in \mathbb{C}(\mathcal{I}_z)^{r \times p}$, where $(MN)_k := M_k N_k$ for $k \in \mathcal{I}_z$. The subspace of $\mathbb{C}(\mathcal{I}_z)^{r \times s}$ consisting of all sequences compactly supported in $\mathcal{I}_z$ is denoted by $\mathbb{C}_0(\mathcal{I}_z)^{r \times s}$. The forward difference operator acting on $\mathbb{C}(\mathcal{I}_z)^{r \times s}$ is denoted by $\Delta$ where $(\Delta z)_k := \Delta z_k$. Finally, $z_k|_m^n := z_n - z_m$.

2.1. **Discrete symplectic systems.** In the previous section system $(S_{\lambda})$ was introduced through the matrices $S, \Psi$ satisfying (1.1) and such that $\Psi$ given in (1.3) is positive semidefinite. But according to (1.3), system $(S_{\lambda})$ can be determined also by $S$ and a suitable matrix $\Psi$. This correspondence was shown in [10, Subsection 2.1] and it justifies the following hypothesis concerning the basic conditions for the coefficients of system $(S_{\lambda})$. It guarantees that all the conditions in (1.1) are satisfied, which implies that any initial value problem associated with $(S_{\lambda})$ is uniquely solvable on $\mathcal{I}_z$ for any initial value given at any $k_0 \in \mathcal{I}^+_z$. This hypothesis is assumed throughout the paper.

**Hypothesis 2.1.** Let $n \in \mathbb{N}$ and $\mathcal{I}_z$ be given. We have $S, \Psi \in \mathbb{C}(\mathcal{I}_z)^{2n \times 2n}$ such that

$$S_k^* \mathcal{J} S_k = \mathcal{J}, \quad \Psi_k^* = \Psi_k, \quad \Psi_k^* \mathcal{J} \Psi_k = 0, \quad \Psi_k \geq 0 \quad \text{for all } k \in \mathcal{I}_z.$$ 

(2.5)

Moreover, we define $S_k(\lambda) := S_k + \lambda \mathcal{V}_k$ with $\mathcal{V}_k := -\mathcal{J} \Psi_k S_k$ for all $k \in \mathcal{I}_z$.

Let us define the linear map

$$\mathcal{L} : \mathbb{C}(\mathcal{I}_z^+)^{2n} \to \mathbb{C}(\mathcal{I}_z)^{2n}, \quad \mathcal{L}(z)_k := \mathcal{J}(z_k - S_k z_{k+1}).$$

Then the nonhomogeneous problem

$$z_k(\lambda) = S_k(\lambda) z_{k+1}(\lambda) - \mathcal{J} \Psi_k f_k, \quad k \in \mathcal{I}_z,$$

(2.6)

where $f \in \mathbb{C}(\mathcal{I}_z)^{2n}$, can be written as

$$\mathcal{L}(z(\lambda))_k = \lambda \Psi_k z_k(\lambda) + \Psi_k f_k, \quad k \in \mathcal{I}_z.$$
see [10, Lemma 2.6]. For convenience, we abbreviate \( \mathcal{L}^*(z)_k := [\mathcal{L}(z)_k]^* \) and by \((S^g_\lambda)\) we will refer to the nonhomogeneous system of the form \((S^f_\lambda)\) with \(\lambda\) replaced by \(\nu\) and \(f\) replaced by \(g\). Analogous notation is employed also for system \((S^f_\lambda)\), which corresponds to \((S^g_\lambda)\). We also suppress the dependence of \(z(\lambda)\) on \(\lambda\) when \(\lambda = 0\).

The following identity is crucial in the whole theory (see [10, Theorem 2.5] for its proof).

**Theorem 2.2 (Extended Lagrange identity).** Let \(\lambda, \nu \in \mathbb{C}, 1 \leq m \leq 2n, \) and \(f, g \in \mathbb{C}(I_\mathbb{Z})^{2n \times m}\). If \(z(\lambda) \in \mathbb{C}(I^-_\mathbb{Z})^{2n \times m}\) and \(u(\nu) \in \mathbb{C}(I^+_\mathbb{Z})^{2n \times m}\) are solutions of systems \((S^f_\lambda)\) and \((S^g_\nu)\), respectively, then for any \(k, s, t \in I_\mathbb{Z}\) such that \(s \leq t\), we have

\[
\Delta[z^*_k(\lambda) \mathcal{J} u_k(\nu)] = (\lambda - \nu) z^*_k(\lambda) \Psi_k u_k(\nu) + f^*_k \Psi_k u_k(\nu) - z^*_k(\lambda) \Psi_k g_k,
\]

where the left-hand side of (2.7) means

\[
\Delta[z^*_k(\lambda) \mathcal{J} u_k(\nu)]_s^t = \sum_{s \leq k \leq t} \{(\lambda - \nu) z^*_k(\lambda) \Psi_k u_k(\nu) + f^*_k \Psi_k u_k(\nu) - z^*_k(\lambda) \Psi_k g_k\}.
\]

Especially, if \(\nu = \lambda\) and \(f \equiv g\), we get the Wronskian-type identity

\[
z^*_k(\lambda) \mathcal{J} u_k(\lambda) = z^*_0(\lambda) \mathcal{J} u_0(\lambda), \quad k \in I^+_\mathbb{Z}.
\]

Since we assume \(\Psi_k \geq 0\) on \(I_\mathbb{Z}\), Theorem 2.2 motivates the natural definition of the semi-inner product for \(z, u \in \mathbb{C}(I^+_\mathbb{Z})^{2n}\) as

\[
\langle z, u \rangle_\Psi := \sum_{k \in I_\mathbb{Z}} z^*_k \Psi_k u_k
\]

and of the semi-norm \(\|z\|_\Psi := \sqrt{\langle z, z \rangle_\Psi}\). Then we denote by \(\ell^2_\Psi\) the linear space of all square summable sequences defined on \(I^+_\mathbb{Z}\), i.e.,

\[
\ell^2_\Psi = \ell^2_\Psi(I_\mathbb{Z}) := \{ z \in \mathbb{C}(I^+_\mathbb{Z})^{2n} \mid \|z\|_\Psi < \infty \}.
\]

Identity (2.6) can be written as

\[
(z(\lambda), u(\nu))_s^t = \sum_{k = s}^t \{\mathcal{L}^*(z(\lambda))_k u_k(\nu) - z^*_k(\lambda) \mathcal{L}(u(\nu))_k\},
\]

where we use for any \(z, u \in \mathbb{C}(I^+_\mathbb{Z})^{2n}\) and \(k \in I^+_\mathbb{Z}\) the notation

\[
(z, u)_k := z^*_k \mathcal{J} u_k.
\]

Moreover, under the assumptions of Theorem 2.2 with \(\lambda = 0 = \nu, m = 1, s = 0, \) and \(t = N\) we get from (2.6) and (2.8) that

\[
(z, u)_k|_0^N = \langle f, u\rangle_\Psi - \langle z, g \rangle_\Psi,
\]

where the left-hand side of (2.11) means \(\lim_{k \to \infty} (z, u)_k - (z, u)_0\) if \(I_\mathbb{Z} = [0, \infty)_z\). Identity (2.11) shows that the latter limit exists finite whenever \(z, u, f, g \in \ell^2_\Psi\).

**Remark 2.3.** Similarly as in the continuous case, there exists a unitary map \(Q : \mathbb{C}(I^+_\mathbb{Z})^{2n} \to \mathbb{C}(I^+_\mathbb{Z})^{2n}\) preserving the square summability with respect to \(\Psi\) and such that system \((S^0_\lambda)\) can be written in the canonical form, i.e., with \(S = I\). Indeed, let \(\Phi\) denote the fundamental matrix of system \((S^0_\lambda)\) satisfying \(\Phi_0 = I\). Then, it is invertible for all \(k \in I^+_\mathbb{Z}\) with \(\Phi^{-1}_k = -\mathcal{J} \Phi^*_k \mathcal{J}\) and this inverse provides the canonical transformation, i.e., \(Q = \Phi^{-1}\) with \(Q(z)_k := \Phi^{-1}_k z_k\). Hence system \((S^0_\lambda)\) is equivalent with

\[
-\mathcal{J} \Delta y_k = \tilde{\Psi}_k g_k, \quad k \in I_\mathbb{Z},
\]

(2.12)
where \( y_k := Q(z)_k, g_k := Q(f)_k \), and \( \tilde{\Psi}_k := \Phi^*_k \Psi_k \Phi_k \). One can easily verify that \( y \in \ell^2_\mathbb{Q} \) if and only if \( z \in \ell^2_\mathbb{Q} \). System (2.12) can be seen as a discrete counterpart of the canonical linear Hamiltonian differential system, i.e., nonhomogeneous system associated with (1.5), where \( B(t) \equiv 0 \); e.g. [26, Subsection 2.2] and the references therein.

It is known that some Atkinson-type (or definiteness) condition is needed for the study of square summable solutions of discrete symplectic systems, see [10, 37]. These conditions guarantee that some (the “weak” condition) or all (the “strong” condition) nontrivial solutions \( z(\lambda) \) of \( (S_\lambda) \) satisfy \( \|z(\lambda)\|_\Psi \neq 0 \). The precise distinguishing between the weak and strong formulation of the Atkinson-type condition enables one to formulate some results of the Weyl–Titchmarsh theory for discrete symplectic systems with coupled (or jointly varying) endpoints, see [35]. On the other hand, the strong condition implies the equality between the number of linearly independent square summable solutions of system \( (S_\lambda) \) and the deficiency index corresponding to the minimal linear relation associated with \( (S_\lambda) \), see [10, Corollary 5.12]. Since this relation shall be necessary for our treatment, we need the following hypothesis, see [10, Section 3].

**Hypothesis 2.4 (Strong Atkinson condition).** There exists a finite interval \( I^0_\mathbb{Z} := [a, b]_\mathbb{Z} \subseteq \mathbb{Z} \) such that for any \( \lambda \in \mathbb{C} \) every nontrivial solution \( z(\lambda) \in \mathbb{C}(I^+_\mathbb{Z})^{2n} \) of system \( (S_\lambda) \) satisfies

\[
\sum_{k=a}^{b} z^*_k(\lambda) \Psi_k z_k(\lambda) > 0.
\]

The positive semidefiniteness of \( \Psi \) and Hypothesis 2.4 imply that

\[
0 < \sum_{k=a}^{b} z^*_k(\lambda) \Psi_k z_k(\lambda) \leq \sum_{k \in \mathbb{Z}} z^*_k(\lambda) \Psi_k z_k(\lambda)
\]

for any discrete interval \( \bar{I}_\mathbb{Z} \) such that \( I^0_\mathbb{Z} \subseteq \bar{I}_\mathbb{Z} \subseteq \mathbb{Z} \).

**Example 2.5.**

(i) As demonstrated in [10, Example 3.4], the simplest example of system \( (S_\lambda) \) satisfying Hypothesis 2.4 is represented by the scalar system

\[
\begin{pmatrix}
x_k(\lambda) \\
u_k(\lambda)
\end{pmatrix} = \begin{pmatrix} 1 & -1/p_k+1 \\
-q_k + \lambda w_k & 1 + (q_k - \lambda w_k)/p_k+1
\end{pmatrix} \begin{pmatrix} x_{k+1}(\lambda) \\
u_{k+1}(\lambda)
\end{pmatrix}, \quad k \in \mathbb{Z},
\]

(2.14)

where \( p_k, q_k, w_k \) are real-valued and such that \( p_k \neq 0 \) on \( I^+_\mathbb{Z} \), \( q_k \) is defined on \( \mathbb{Z}_\mathbb{Z} \), \( w_k \geq 0 \) on \( I^+_\mathbb{Z} \), and \( w_k > 0 \) at least at two consecutive points of \( I^+_\mathbb{Z} \). In this case \( \Psi_k = \begin{pmatrix} w_k & 0 \\ 0 & 0 \end{pmatrix} \). System (2.14) includes the second order Sturm–Liouville difference equation

\[
-\Delta[p_k \Delta y_{k-1}(\lambda)] + q_k y_k(\lambda) = \lambda w_k y_k(\lambda), \quad k \in \mathbb{Z},
\]

(2.15)

(put \( x_k = y_k \) and \( u_k = p_k \Delta y_{k-1} \)). Note that a solution \( y(\lambda) \) of the latter equation is defined on the discrete interval \( \{-1\} \cup I^+_\mathbb{Z} \).

(ii) System (2.14) is a particular case of system \( (S_\lambda) \) with the special linear dependence on \( \lambda \), i.e.,

\[
(S_\lambda), \quad S_k = \begin{pmatrix} A_k & B_k \\
C_k & D_k
\end{pmatrix}, \quad \Psi_k = \begin{pmatrix} 0 & 0 \\
W_k A_k & W_k B_k
\end{pmatrix}, \quad k \in \mathbb{Z},
\]

(2.16)

where the \( n \times n \) blocks are such that \( S_k \) satisfies the first equality in (2.5) and \( W_k = W^*_k \geq 0 \). Then Hypothesis 2.1 holds with \( \Psi_k = \begin{pmatrix} w_k & 0 \\ 0 & 0 \end{pmatrix} \), because the first equality in (2.5) equivalent with
(suppressing the argument $k \in \mathcal{I}_z$)

$$A^*D - C^*B = I = A D^* - B C^* \quad \text{and} \quad A^*C, \ B^*D, \ A B^*, \ C D^* \text{ are Hermitian.}$$

(2.17)

In addition, if there exists an index $l \in \mathcal{I}_z \setminus \{0\}$ such that the matrices $B_{l-1}, \ W_{l-1}, \ W_l$ are invertible, then also Hypothesis 2.4 is satisfied, see [10, Theorem 3.11].

\[ \blacktriangle \]

**Remark 2.6.** If $q(\lambda)$ denotes the number of linearly independent square summable solution of system $(S_{\lambda})$ for $\lambda \in \mathbb{C}$, i.e.,

$$q(\lambda) := \dim Q(\lambda), \quad Q(\lambda) := \{ z \in \ell^2_{\Psi} \mid z(\lambda) \text{ solves } (S_{\lambda}) \},$$

(2.18)

then under Hypothesis 2.4 (even its “weak” form) we have $n \leq q(\lambda) \leq 2n$ for all $\lambda \in \mathbb{C} \setminus \mathbb{R}$, see [37, Section 4] for more details. The geometrical background of this estimate leads to the classification of system $(S_{\lambda})$ as being in the limit point case if $q(\lambda) = n$, and as being in the limit circle case if $q(\lambda) = 2n$. Moreover, if there exists $\lambda_0 \in \mathbb{C}$ such that $q(\lambda_0) = 2n$, then $q(\lambda) \equiv 2n$ on $\mathbb{C}$, whether Hypothesis 2.4 is satisfied or not, see [37, Theorem 4.17] and compare with the results in [39]. The latter statement is known as the invariance of the limit circle case and a sufficient condition for this situation can be found in [37, Corollary 4.18]. Consequently, under Hypothesis 2.4 (even its weak form) and with $n = 1$, we obtain the generalization of the well-known Weyl alternative: either all solutions of $(S_{\lambda})$ belong to $\ell^2_{\Psi}$ for any $\lambda \in \mathbb{C} \setminus \mathbb{R}$, or there exists only one nontrivial solution in $\ell^2_{\Psi}$ for any $\lambda \in \mathbb{C} \setminus \mathbb{R}$ (see [37, Corollary 4.19]). Sufficient conditions for the invariance of $q(\lambda)$ in the case $q(\lambda_0) < 2n$ remain open.

The classical limit point criterion for linear Hamiltonian differential and difference systems (1.4) and (1.5) utilizes the minimal eigenvalue of the corresponding weight matrix. Unfortunately, similar criterion cannot be applied in the current setting, because the weight matrix $\Psi_k$ is always singular, see also [37, Remark 4.16]. In the following theorem we give conditions guaranteeing the invariance of the limit point case on $\mathbb{C} \setminus \mathbb{R}$ for system $(S_{\lambda})$ with the special linear dependence on $\lambda$ as discussed in Example 2.5(ii). This statement is a discrete analogue of [26, Theorem 5.6].

**Theorem 2.7.** Let $\mathcal{I}_z = [0, \infty)_z$ and consider system (2.16) such that $B_k^*C_k \equiv 0$, $B_k^*D_k > 0$, and $W_k > 0$ for all $k \in \mathcal{I}_z$. If there exists $h \in \mathbb{C}(\mathcal{I}_z)^1$ such that $h_k \geq h > 0$ and

$$A_k^*C_k \geq -h_k W_{k+1}, \quad \sum_{k=0}^{\infty} \frac{1}{g_k \sqrt{h_k}} = \infty,$$

(2.19)

where $g_k := \max \{1, \|W_{k+1}^{-1/2}(B_k^*D_k)^{-1/2}\|_2\}$, and a constant $T > 0$ such that

$$\Delta \left( \frac{1}{h_k} \right) g_k \leq \frac{T}{\sqrt{h_k}}, \quad k \in \mathcal{I}_z,$$

(2.20)

then system $(S_{\lambda})$ is in the limit point case for all $\lambda \in \mathbb{C} \setminus \mathbb{R}$, i.e., $q(\lambda) = n$ for all $\lambda \in \mathbb{C} \setminus \mathbb{R}$.

**Proof.** The special structure of the coefficient matrices implies that system $(S_{\lambda})$ can be written as

$$x_k = A_k x_{k+1} + B_k u_{k+1},$$

$$u_k = (C_k + \lambda W_k A_k) x_{k+1} + (B_k + \lambda W_k B_k) u_{k+1} = C_k x_{k+1} + B_k u_{k+1} + \lambda W_k x_k,$$

with $\Psi_k = \begin{pmatrix} W_k & 0 \\ 0 & 0 \end{pmatrix}$. The invertibility of $B_k$ and $W_k$ for all $k \in \mathcal{I}_z$ implies that Hypothesis 2.4 holds, see [10, Theorem 3.11]. In accordance with [37, Theorem 4.4], and with $q(\lambda)$ defined in (2.18), we have $q(\lambda) = n$ if and only if $\tilde{Z}(\lambda) \beta \not\in \ell^2_{\Psi}$ for any $\beta \in \mathbb{C}^n \setminus \{0\}$, where $\tilde{Z}(\lambda)$ is the $2n \times n$ solution.
of system \((S_\lambda)\) determined by the initial condition \(\tilde{Z}_0(\lambda) = -J\alpha^*\) with \(\alpha \in \mathbb{C}^{n \times 2n}\) being such that \(\alpha \alpha^* = I\) and \(\alpha J\alpha^* = 0\). Moreover, it is sufficient to consider only \(\lambda = \pm i\), because the number \(q(\lambda) \geq n\) is constant in \(\mathbb{C}_+\) and \(\mathbb{C}_-\) by [10, Corollary 5.12]. Hence, let \(\beta \in \mathbb{C}^n\setminus\{0\}\) and \(\lambda \in \{\pm i\}\) be fixed. Let us denote \(z_k := (\mathbf{z}_k^0) = \tilde{Z}_0(\lambda)\beta\) with the \(n \times 1\) components \(x_k, u_k\) and \(k \in \mathbb{T}_\lambda\). Note that \(z_0^* Jz_0 = 0\). We show that under the current assumptions we have \(z \notin \ell^1_\Psi\).

Let us assume that \(z \in \ell^1_\Psi\). By a direct calculation, we obtain from the block structure of the system and the identities in (2.17) that
\[
\Delta(x_k^* u_k) = -x_{k+1}^* A_k^* C_k x_{k+1} - x_{k+1}^* B_k^* D_k u_{k+1} - u_{k+1}^* B_k^* C_k x_{k+1} - u_{k+1}^* B_k^* D_k u_{k+1} - \lambda x_k^* W_k x_k.
\]
Since \(B_k^* D_k > 0\) and \(h_k > 0\), the quantity \(F_k(x, u) := (\sum_{j=0}^k \frac{1}{h_j} u_{j+1}^* B_j^* D_j u_{j+1})^{1/2} \geq 0\) is well-defined. Then the latter equality and the assumption \(B_k^* C_k \equiv 0\) yield
\[
F_k^2(x, u) = -\sum_{j=0}^k \frac{1}{h_j} x_{j+1}^* A_j^* C_j x_{j+1} - \lambda \sum_{j=0}^k \frac{1}{h_j} x_j^* W_j x_j - \sum_{j=0}^k \frac{1}{h_j} \Delta(x_j^* u_j).
\]
(2.21)

From the Hermitian property and positive definiteness of \(W_k\) and \(B_k^* D_k\), the Cauchy–Schwarz inequality, inequality (2.1), and the definition of \(g_k\) we obtain
\[
|x_{k+1}^* u_{k+1}| = |(W_{k+1}^{1/2} x_{k+1})^* (W_{k+1}^{-1/2} (B_k^* D_k)^{-1/2} (B_k^* D_k)^{1/2}) u_{k+1}|
\leq \|W_{k+1}^{1/2} x_{k+1}\|_2 \times \|W_{k+1}^{-1/2} (B_k^* D_k)^{-1/2} (B_k^* D_k)^{1/2}\|_2 u_{k+1}^* u_{k+1}^*\|_2
\leq \|W_{k+1}^{1/2} x_{k+1}\|_2 \times \|W_{k+1}^{-1/2} (B_k^* D_k)^{-1/2}\|_2 \times \|(B_k^* D_k)^{1/2} u_{k+1}\|_2.
\]
(2.22)

Hence the latter inequality, assumption (2.20), the Cauchy–Schwarz inequality, and the inequality of arithmetic and geometric means \(\sqrt{ab} \leq \frac{a+b}{2}\) yield
\[
\left|\sum_{j=0}^k \Delta \left(\frac{1}{h_j}\right) x_{j+1}^* u_{j+1}\right| \leq \sum_{j=0}^k \Delta \left(\frac{1}{h_j}\right) |x_{j+1}^* u_{j+1}| \leq \sum_{j=0}^k \Delta \left(\frac{1}{h_j}\right) g_j \|W_{j+1}^{1/2} x_{j+1}\|_2 \times \|(B_j^* D_j)^{1/2} u_{j+1}\|_2
\leq \sum_{j=0}^k T \|W_{j+1}^{1/2} x_{j+1}\|_2 \times h_{j+1}^{-1/2} \|(B_j^* D_j)^{1/2} u_{j+1}\|_2
\leq \left(T^2 \sum_{j=0}^k \|W_{j+1}^{1/2} x_{j+1}\|_2^2\right)^{1/2} \times \left(\sum_{j=0}^k h_{j+1}^{-1/2} \|(B_j^* D_j)^{1/2} u_{j+1}\|_2^2\right)^{1/2}
\leq \frac{1}{2} \left(T^2 \sum_{j=0}^k \|W_{j+1}^{1/2} x_{j+1}\|_2^2 + \sum_{j=0}^k h_{j+1}^{-1} \|(B_j^* D_j)^{1/2} u_{j+1}\|_2^2\right)
\leq \frac{1}{2} \left(T^2 \|z\|_\Psi^2 + F_k^2(x, u)\right).
\]
(2.23)
By using the summation by parts together with the inequalities $h_k \geq h$, (2.22), and (2.23) we get
\[
\left| \text{Re} \sum_{j=0}^{k} \frac{1}{h_j} \Delta (x_j^* u_j) \right| \leq \left| \sum_{j=0}^{k} \frac{1}{h_j} \Delta (x_j^* u_j) \right| \leq \left| \left[ x_j^* u_j / h_j \right]_{0}^{k+1} - \sum_{j=0}^{k} \Delta \left( \frac{1}{h_j} \right) x_j^* u_{j+1} \right|
\leq |x_0^* u_0 / h_0| + |x_{k+1}^* u_{k+1} / h_{k+1}| + \left| \sum_{j=0}^{k} \Delta \left( \frac{1}{h_j} \right) x_j^* u_{j+1} \right|
\leq T_1 + \frac{1}{h} g_k \|W_{k+1}^{1/2} x_{k+1}\|_2 \times \left\| (B^*_k D_k)^{1/2} u_{k+1} \right\|_2 + \left( T^2 \|\cdot\|_\Psi^2 + \mathcal{F}_k^2(x, u) \right)/2,
\] (2.24)

where $T_1 := |x_0^* u_0 / h_0|$. Since $\text{Re} \left( \mathcal{F}_k^2(x, u) \right) = -\sum_{j=0}^{k} \frac{1}{h_j} x_j^* A_j^* C_j x_{j+1} - \text{Re} \left( \sum_{j=0}^{k} \frac{1}{h_j} \Delta (x_j^* u_j) \right)$ and the inequality in (2.19) implies $-\sum_{j=0}^{k} \frac{1}{h_j} x_j^* A_j^* C_j x_{j+1} \leq \sum_{j=0}^{k} x_j^* |W_j| x_{j+1} \leq \|z\|_\Psi^2$, it follows from (2.21) and (2.24) that
\[
\frac{1}{2} \sum_{j=0}^{k} g_j^{-1} h_j^{-1/2} \mathcal{F}_k^2(x, u) \leq T_2 \sum_{j=0}^{k} g_j^{-1} h_j^{-1/2} + \frac{1}{h} \sum_{j=0}^{k} h_j^{-1/2} \|W_{j+1}^{1/2} x_{j+1}\|_2 \times \left\| (B^*_j D_j)^{1/2} u_{j+1} \right\|_2,
\]

where $T_2 := T_1 + \left( 1 + T^2/2 \right) \|z\|_\Psi^2$. Then with the aid of the Cauchy–Schwarz inequality we have
\[
G_k := \frac{1}{2} \sum_{j=0}^{k} g_j^{-1} h_j^{-1/2} \left[ \mathcal{F}_k^2(x, u) - 2 T_2 \right] \leq \frac{1}{h} \left( \sum_{j=0}^{k} \|W_{j+1}^{1/2} x_{j+1}\|_2^2 \right)^{1/2} \times \left( \sum_{j=0}^{k} \left\| (B^*_j D_j)^{1/2} u_{j+1}\right\|_2^2 \right)^{1/2}
\leq \frac{1}{h} \|z\|_\Psi \mathcal{F}_k(x, u).
\] (2.25)

In the next part we show that $\mathcal{F}_k^2(x, u) \leq 2 T_2$ for all $k \in \mathbb{I}_2$. Assume that there exists an index $m \in \mathbb{I}_2$ such that $\mathcal{F}_m^2(x, u) > 2 T_2$. Since $\mathcal{F}_m^2(x, u)$ is nondecreasing, we have $\mathcal{F}_k^2(x, u) - 2 T_2 > t$ for all $k \in [m, \infty)_\mathbb{I}_2$, where $t := \mathcal{F}_m^2(x, u) - 2 T_2$. Also $G_k$ is nondecreasing for all $k \in [m - 1, \infty)_\mathbb{I}_2$ and for all $k \in [m, \infty)_\mathbb{I}_2$ we obtain from (2.25) and the equality $\mathcal{F}_k^2(x, u) = 2 g_k h_k^{1/2} \Delta G_{k-1} + 2 T_2$ that
\[
h^2 - 2 \|z\|_\Psi^2 G_k^{-2} T_2 \leq 2 G_k^{-2} \|z\|_\Psi^2 g_k h_k^{1/2} \Delta G_{k-1}.
\] (2.26)

In addition, $G_k \geq \frac{1}{2} \sum_{j=0}^{k} g_j^{-1} h_j^{-1/2} \to \infty$ for $k \to \infty$ by the second part of (2.19). Now, let $0 < a < 2h^2$ be arbitrary and $l \in [m, \infty)_\mathbb{I}_2$ be such that $G_l \geq 2 \|z\|_\Psi T_2^{1/2}/\sqrt{2h^2 - a}$. Then we have $a/2 \leq h^2 - 2 G_{l-2}^{-2} T_2 \|z\|_\Psi^2$ for all $k \in [l, \infty)_\mathbb{I}_2$, which together with (2.26) yields for $k \in [l + 1, \infty)_\mathbb{I}_2$ that
\[
\frac{a}{2} \sum_{j=l+1}^{k} g_j h_j^{-1/2} \leq \sum_{j=l+1}^{k} g_j h_j^{1/2} (h^2 - 2 G_j^{-2} T_2 \|z\|_\Psi^2) \leq \sum_{j=l+1}^{k} 2 G_j^{-2} \|z\|_\Psi^2 \Delta G_{j-1}
\leq 2 \|z\|_\Psi^2 \sum_{j=l+1}^{k} \frac{\Delta G_{j-1}}{G_j G_{j-1}} \leq -2 \|z\|_\Psi^2 \sum_{j=l+1}^{k} \Delta \left( \frac{1}{G_{j-1}} \right) \leq 2 \|z\|_\Psi^2 \frac{1}{G_l} < \infty.
\]

But it contradicts the second condition in (2.19) for $k \to \infty$. Thus $\mathcal{F}_k^2(x, u) \leq 2 T_2$ for all $k \in \mathbb{I}_2$, i.e.,
\[
\sum_{j=0}^{\infty} h_j^{-1} u_j^* B^*_j D_j u_{j+1} \leq 2 T_2 < \infty.
\] (2.27)
Since system (S_\lambda) satisfies Hypothesis 2.4, there exists p \in \mathcal{I}_z such that \sum_{j=0}^{p} z_k^* \Psi_j z_k = T_3 > 0. Hence the positive definiteness of \mathcal{W}_k and the Lagrange identity in (2.6) yield
\[
|z_{k+1}^* J z_{k+1}| = |z_0^* J z_0 + 2i \sum_{j=0}^{k} z_j^* \Psi_j z_j| = 2 \left| \sum_{j=0}^{k} z_j^* \Psi_j z_j \right| \geq 2 \left( \sum_{j=0}^{p} z_j^* \Psi_j z_j \right) = 2 T_3, \tag{2.28}
\]
for any k \geq p. Simultaneously, we get from (2.22) the estimate
\[
|z_{k+1}^* J z_{k+1}| \leq 2 \left| z_{k+1}^* u_{k+1} \right| \leq 2 g_k h_j^{1/2} \left\| \mathcal{W}_{k+1}^{1/2} x_{k+1} \right\|_2 \times h_j^{-1/2} \left\| (B_k^* D_k)^{1/2} u_{k+1} \right\|_2. \tag{2.29}
\]
The inequalities (2.27), (2.28), (2.29), and the Cauchy–Schwarz inequality imply for k \geq p that
\[
\sum_{j=p}^{k} \frac{1}{g_j h_j^{1/2}} \leq \sum_{j=p}^{k} \frac{2}{|z_{j+1}^* J z_{j+1}| \left\| \mathcal{W}_{k+1}^{1/2} x_{k+1} \right\|_2 \times h_j^{-1/2} \left\| (B_k^* D_k)^{1/2} u_{k+1} \right\|_2}
\leq \frac{1}{T_3} \sum_{j=p}^{k} \left( \frac{k}{j} \left\| \mathcal{W}_{k+1}^{1/2} x_{k+1} \right\|_2 \right)^{1/2} \left( \sum_{j=p}^{k} h_j^{-1/2} \left\| (B_k^* D_k)^{1/2} u_{k+1} \right\|_2 \right)^{1/2} \leq \frac{1}{T_3} \left\| z \right\|_\Psi \sqrt{2 T_2^{1/2}} < \infty,
\]
which (again) contradicts the second condition in (2.19) for k \to \infty. Hence z \notin \ell_2^\Psi. Since \beta and \lambda were chosen arbitrarily, it follows that \tilde{z}(\lambda) \notin \ell_2^\Psi for any \beta \in \mathbb{C} \setminus \{0\}. Therefore, system (S_\lambda) is in the limit point case for \lambda \in \{\pm i\} and consequently for all \lambda \in \mathbb{C} \setminus \mathbb{R}.

Upon applying Theorem 2.7 to system (2.14) with q_k \equiv 0 we obtain the following corollary for a special case of the second order Sturm–Liouville difference equation (2.15), because one easily observes that z(\lambda) \in \ell_2^\Psi if and only if \sum_{k=0}^{\infty} |y_k(\lambda)|^2 w_k < \infty, where z_k(\lambda) = (y_k(\lambda), p_k \Delta y_{k-1}(\lambda))^T and \Psi_k = \left( \begin{array}{c} w_k \ 0 \\ 0 \ 0 \end{array} \right).

**Corollary 2.8.** Let \mathcal{I}_z = [0, \infty)_z and consider equation (2.15) with q_k \equiv 0, p_k < 0 and w_k > 0 for all k \in \mathcal{I}_z. If there exist h_k \in \mathbb{C} (\mathcal{I}_z)^1 and a constant T \geq 0 such that h_k \geq h > 0 and
\[
\sum_{k=0}^{\infty} \frac{1}{g_k \sqrt{h_k}} = \infty, \quad \Delta \left( \frac{1}{h_k} \right) g_k \leq \frac{T}{\sqrt{h_k}}, \quad k \in \mathcal{I}_z, \tag{2.30}
\]
where g_k := \max \{1, (-\frac{p_k+1}{w_{k+1}})^{1/2}\}, then equation (2.15) is in the limit point case for any \lambda \in \mathbb{C} \setminus \mathbb{R}, i.e., there exists only one nontrivial solution satisfying \sum_{k=0}^{\infty} |y_k(\lambda)|^2 w_k < \infty.

It was shown in [24, Theorem 10], see also [40, Corollary 3.1], that equation (2.15) with p_k \neq 0 and w_k > 0 is in the limit point case for any \lambda \in \mathbb{C} \setminus \mathbb{R} if \sum_{k=0}^{\infty} \frac{(w_k w_{k+1})^{1/2}}{|p_{k+1}|} = \infty. Corollary 2.8 partially generalizes this classical limit-point criterion as shown in the following example.

**Example 2.9.** Let us consider the equation
\[
(2.15), \quad p_k \equiv -1, \quad q_k \equiv 0, \quad w_k = 1/(k+1)^2. \tag{2.31}
\]
Then the criterion from [24, Theorem 10] cannot be applied, because
\[
\sum_{k=0}^{\infty} \frac{(w_k w_{k+1})^{1/2}}{|p_{k+1}|} = \sum_{k=0}^{\infty} \sqrt{\frac{1}{(k+1)^2 (k+2)^2}} = 1 < \infty.
\]
On the other hand, the assumptions of Corollary 2.8 are satisfied with $h_k \equiv 1$, $g_k = (k + 2)$, and $T = 0$, i.e., equation (2.31) is in the limit point case for all $\lambda \in \mathbb{C}\setminus\mathbb{R}$. This fact can also be verified by using the Weyl alternative; e.g. [2, Theorem 5.6.1]. Indeed, equation (2.31) with $\lambda = 0$ has two linearly independent solutions $y^{[1]}_c = 1$ and $y^{[2]}_c = k$ for $k \in \{-1\} \cup \mathcal{I}$. Since only $y^{[1]}$ is square summable with respect to $w_k$, it follows from the Weyl alternative that equation (2.31) has to be in the limit point case for all $\lambda \in \mathbb{C}\setminus\mathbb{R}$. ▲

In the following lemma we establish a basic result concerning the solvability of a boundary value problem associated with (S$\lambda$), which will be crucial in the proof of Lemma 3.1. It provides the symplectic counterpart of the original Naimark’s result known as the “Patching lemma”, see [28, Lemma 2 in Section 17.3]. Analogous result for system (1.4) can be found in [31, Lemma 3.3].

**Lemma 2.10.** Let Hypothesis 2.4 be satisfied and a finite discrete interval $\bar{T}_z := [c, d]_z$ be given such that $T^0_z \subseteq \bar{T}_z \subseteq \mathcal{T}_z$. Then for any given $\alpha, \beta \in \mathbb{C}^{2n}$ there exists $f \in \mathbb{C}(\bar{T}_z)^{2n}$ such that the boundary value problem

$$
\mathcal{L}(z)_k = \Psi_k f_k, \quad z_c = \alpha, \quad z_{d+1} = \beta, \quad k \in \bar{T}_z,
$$

has a solution $z \in \mathbb{C}(\bar{T}_z)^{2n}$, where $\bar{T}_z^+ := [c, d + 1]_z$.

**Proof.** Let $A$ be a $2n \times 2n$ matrix with the elements $a_{ij} := \sum_{k=c}^{d} \varphi^{[i]}_k \Psi_k \varphi^{[j]}_k$ for $i, j \in \{1, \ldots, 2n\}$, where $\varphi^{[1]}, \ldots, \varphi^{[2n]} \in \mathbb{C}(\mathcal{T}_z)^{2n}$ are linearly independent solutions of system (S$\lambda$), i.e., $\mathcal{L}(\varphi^{[i]})_k = 0$ for all $k \in \mathcal{T}_z$ and $i \in \{1, \ldots, 2n\}$. Then the homogeneous system of algebraic equations $A\xi = 0$, where $\xi = (\xi_1, \ldots, \xi_{2n})^T \in \mathbb{C}^{2n}$, is equivalent with $\sum_{k=c}^{d} \Psi_k \varphi_k = 0$, where $\varphi_k := \sum_{i=1}^{2n} \xi_i \varphi^{[i]}_k$. Since $\varphi$ also solves system (S$\lambda$), it follows from Hypothesis 2.4 and inequality (2.13) that $\varphi$ is a trivial solution of (S$\lambda$), i.e., $\sum_{i=1}^{2n} \xi_i \varphi^{[i]}_k = 0$, which implies that $\xi_i = 0$ for all $i \in \{1, \ldots, 2n\}$. It yields the invertibility of the matrix $A$.

Hence there exists a unique solution $\eta = (\eta_1, \ldots, \eta_{2n})^T \in \mathbb{C}^{2n}$ of the nonhomogeneous system of algebraic equations

$$
\eta^* A = \beta^* \mathcal{J} \Phi_{d+1},
$$

where $\Phi := (\varphi^{[1]*}, \ldots, \varphi^{[2n]*})^*$ is a fundamental matrix of (S$\lambda$). If we put $h^{[1]}_k := \Phi_k \eta$ for $k \in \bar{T}_z$, we get from (2.33) for all $i \in \{1, \ldots, 2n\}$ that

$$
\sum_{k=c}^{d} h^{[1]}_k \varphi^{[i]}_k = \beta^* \mathcal{J} \varphi^{[i]}_{d+1}.
$$

Simultaneously Hypothesis 2.1 guarantees the existence of a unique solution $z^{[1]} \in \mathbb{C}(\bar{T}_z^+)^{2n}$ of the nonhomogeneous initial value problem

$$
\mathcal{L}(z^{[1]})_k = \Psi_k h^{[1]}_k, \quad z^c_1 = 0, \quad k \in \bar{T}_z.
$$

Then, for all $i \in \{1, \ldots, 2n\}$, the fact $\mathcal{L}(\varphi^{[i]})_k \equiv 0$ and identity (2.10) yield

$$
\sum_{k=c}^{d} h^{[1]}_k \varphi^{[i]}_k = \sum_{k=c}^{d} \{ \mathcal{L}^*(z^{[1]})_k \varphi^{[i]}_k - z^c_k \mathcal{L}(\varphi^{[i]})_k \} = (z^{[1]}, \varphi^{[i]})_k^{d+1} = (z^{[1]}, \varphi^{[i]})_{d+1}.
$$

Upon combining (2.34) and (2.35) we obtain $z^{[1]}_{d+1} = \beta$, which means that $z^{[1]}$ solves the boundary value problem

$$
\mathcal{L}(z^{[1]})_k = \Psi_k h^{[1]}_k, \quad z^c_1 = 0, \quad z^{[1]}_{d+1} = \beta, \quad k \in \bar{T}_z.
Similarly, the nonhomogeneous system of algebraic equations \( \omega^* A = \alpha \Phi \Psi \) has a unique solution \( \omega = (\omega_1, \ldots, \omega_{2n})^T \in \mathbb{C}^{2n} \). Then with \( h_k^{[2]} := \Phi_k \omega, k \in \tilde{I}_z \), we can calculate that \( z^{[2]} \in \mathbb{C}(\tilde{I}_z^+)^{2n} \), being the unique solution of

\[
\mathcal{L}(z^{[2]})_k = -\Psi_k h_k^{[2]}, \quad z^{[2]}_{d+1} = 0, \quad k \in \tilde{I}_z,
\]

also satisfies \( z^{[2]}_c = \alpha \); i.e., it solves the boundary value problem

\[
\mathcal{L}(z^{[2]})_k = -\Psi_k h_k^{[2]}, \quad z^{[2]}_c = \alpha, \quad z^{[2]}_{d+1} = 0, \quad k \in \tilde{I}_z.
\]

Thus, \( z_k := z^{[1]}_k + z^{[2]}_k, k \in \tilde{I}_z^+ \), i.e., \( z \in \mathbb{C}(\tilde{I}_z^+)^{2n} \), solves the boundary value problem (2.32) with \( f_k := h_k^{[1]} - h_k^{[2]} \) for \( k \in \tilde{I}_z, i.e., f \in \mathbb{C}(\tilde{I}_z)^{2n} \).

### 2.2. Linear relations

The theory of linear relations has been established as a suitable tool for the study of multi-valued or non-densely defined linear operators in a Hilbert space. Its history goes back to [1] and the results were further developed e.g. in [11,14,15,21]. In this subsection we recall the most relevant results from the theory of linear relations. A (closed) linear relation \( T \) in a Hilbert space \( \mathcal{H} \) over \( \mathbb{C} \) with the inner product \( \langle \cdot, \cdot \rangle \) is a (closed) linear subspace of the product space \( \mathcal{H}^2 := \mathcal{H} \times \mathcal{H} \), i.e., the Hilbert space of all ordered pairs \( \{z,f\} \) such that \( z, f \in \mathcal{H} \). By \( \text{dom } T, \text{ker } T, \text{ and } T \) we mean, respectively, the domain of \( T \), i.e., \( \text{dom } T := \{z \in \mathcal{H} \mid \{z,f\} \in T\} \), the kernel of \( T \), i.e., \( \text{ker } T := \{z \in \mathcal{H} \mid \{z,0\} \in T\} \), and the closure of \( T \). The sum \( T + \mathcal{U} \) and the algebraic sum \( T + \mathcal{U} \) are defined as

\[
T + \mathcal{U} := \{z+f \mid \{z,f\} \in T, \{z,g\} \in \mathcal{U}\},
\]

\[
T + \mathcal{U} := \{z+y+f \mid \{z,f\} \in T, \{y,g\} \in \mathcal{U}\}.
\]

The adjoint \( T^* \) of the linear relation \( T \) is the closed linear relation defined by

\[
T^* := \{(y,g) \in \mathcal{H}^2 \mid \langle z,g \rangle = \langle f,y \rangle \text{ for all } \{z,f\} \in T\}.
\]

A linear relation \( T \) is said to be symmetric (or Hermitian) if \( T \subseteq T^* \), and it is said to be self-adjoint if \( T^* = T \). A symmetric linear relation \( T_1 \) is said to be a self-adjoint extension of \( T \) if \( T \subseteq T_1 \) and \( T_1^* = T_1 \). For \( \lambda \in \mathbb{C} \) we define

\[
T - \lambda I := \{z, f - \lambda z \in \mathcal{H}^2 \mid \{z,f\} \in T\},
\]

\[
M_\lambda(T) := \ker(T^* - \lambda I) = \{z \in \mathcal{H} \mid \{z, \lambda z\} \in T^*\}.
\]

The number \( d_\lambda(T) := \dim M_\lambda(T) \) is called the deficiency index of \( T \) at \( \lambda \) and the subspace

\[
M_\lambda(T) := \{z, \lambda z \in T^*\}
\]

denotes the defect space. It is known that the value of \( d_\lambda(T) \) is constant in the upper and lower half plane of \( \mathbb{C} \), i.e., for \( \lambda \in \mathbb{C}_+ \) and \( \lambda \in \mathbb{C}_- \). Hence we define the positive and negative deficiency indices as

\[
d_\pm(T) := d_{\pm i}(T).
\]

If \( T \) is a closed symmetric linear relation, then for every \( \lambda \in \mathbb{C} \setminus \mathbb{R} \) the following direct sum decomposition (a generalization of the von Neumann formula)

\[
T^* = T + M_\lambda(T) + M^\perp(\lambda)
\]

holds, where the sum \( \perp \) is orthogonal for \( \lambda = \pm i \); e.g. [26, Proposition 2.22]. Moreover, for a closed symmetric linear relation \( T \) there is a self-adjoint extension if and only if \( d_+(T) = d_-(T) \), see [11, Corollary, pg. 34].
The main results concerning the characterization of all self-adjoint extensions of the minimal linear relation associated with system \((S_{\lambda})\) are obtained by applying the Glazman–Krein–Naimark theory for linear relations, which was established in [32].

A complex linear space \(\mathcal{S}\) with a complex-valued function \([\cdot, \cdot] : \mathcal{S} \times \mathcal{S} \to \mathbb{C}\) is called pre-symplectic if it possesses the conjugate bilinear and skew-Hermitian properties, i.e., for all \(P, Q, R \in \mathcal{S}\) and \(\alpha \in \mathbb{C}\) we have
\[
[P : Q + R] = [P : Q] + [P : R], \quad [P + Q : R] = [P : R] + [Q : R], \\
[\alpha P : Q] = \alpha [P : Q], \quad [P : \alpha Q] = \bar{\alpha} [P : Q], \\
[P : Q] = -[Q : P];
\]
see [18] for more details. If we put \(\mathcal{S} = \mathcal{H}^2\) and
\[
\{\{z, f\} : \{u, g\}\} := \langle f, u \rangle - \langle z, g \rangle
\]
for \(\{z, f\}, \{u, g\} \in \mathcal{H}^2\), then \(\mathcal{S}\) and \([\cdot, \cdot]\) form the pre-symplectic space.

For a symmetric linear relation \(\mathcal{T} \subseteq \mathcal{H}^2\) we have
\[
[\mathcal{T} : \mathcal{T}] = 0 = [\mathcal{T} : \mathcal{T}^*], \quad \overline{\mathcal{T}} = \{\{z, f\} \in \mathcal{T}^* \mid \{\{z, f\} : \mathcal{T}^*\} = 0\}; \quad (2.37)
\]
see [32, Theorem 3.5]. If, in addition, the linear relation \(\mathcal{T}\) is closed and \(d := d_+(\mathcal{T}) = d_-(\mathcal{T})\), then the set \(\{\beta_j\}_{j=1}^d\) with \(\beta_j \in \mathcal{T}^*\) for \(j \in \{1, \ldots, d\}\) such that
\begin{enumerate}[(i)]
\item \(\beta_1, \ldots, \beta_d\) are linearly independent in \(\mathcal{T}^*\) modulo \(\mathcal{T}\),
\item \([\beta_j : \beta_i] = 0\) for all \(i, j \in \{1, \ldots, d\}\),
\end{enumerate}
is called GKN-set for the pair of linear relations \((\mathcal{T}, \mathcal{T}^*)\). The following theorem provides the necessary and sufficient conditions for a linear relation \(\mathcal{T}_1 \subseteq \mathcal{H}^2\) being a self-adjoint extension of \(\mathcal{T}\) (see [32, Theorem 4.7]).

**Theorem 2.11.** Let \(\mathcal{T} \subseteq \mathcal{H}^2\) be a closed symmetric linear relation such that \(d_+(\mathcal{T}) = d_-(\mathcal{T}) = d\). A subspace \(\mathcal{T}_1 \subseteq \mathcal{H}^2\) is a self-adjoint extension of \(\mathcal{T}\) if and only if there exists GKN-set \(\{\beta_j\}_{j=1}^d\) for \((\mathcal{T}, \mathcal{T}^*)\) such that
\[
\mathcal{T}_1 = \{F \in \mathcal{T}^* \mid [F : \beta_j] = 0 \text{ for all } j = 1, \ldots, d\}. \quad (2.38)
\]

A linear relation \(\mathcal{T}\) is called semibounded below, if there exists \(a \in \mathbb{R}\) such that
\[
\langle z, f \rangle \geq a \langle z, z \rangle \text{ for all } \{z, f\} \in \mathcal{T}. \quad (2.39)
\]
The number \(m(\mathcal{T}) := \sup \{a \in \mathbb{R} \mid (2.39) \text{ holds}\}\) is called the lower bound of \(\mathcal{T}\). If \(m(\mathcal{T}) > 0\), the linear relation \(\mathcal{T}\) is said to be positive. Then, by analogy with the case of densely defined positive symmetric operators (see [12, Theorem 5]), the smallest and largest self-adjoint extensions of a positive symmetric linear relation are respectively known as the Krein–von Neumann (or soft) extension \(\mathcal{T}_K\) and the Friedrichs (or hard) extension \(\mathcal{T}_F\). In particular, if \(\mathcal{T}\) is closed and \(m(\mathcal{T}) > 0\), then the Krein–von Neumann extension admits the representation
\[
\mathcal{T}_K = \mathcal{T} + (\ker \mathcal{T}^* \times \{0\}) \quad (2.40)
\]
(see [12, Corollary 1] and also [22]).
3. Main results

Since the weight matrix $\Psi$ is assumed to be only positive semidefinite in Hypothesis 2.1, the space $\ell_2^p$ is not a Hilbert space. Hence we need to consider the Hilbert space of equivalence classes. It is the quotient space obtained by factoring out the kernel of the semi-norm $\|\cdot\|_\Psi$, i.e., the space

$$\dot{\ell}_2^p = \ell_2^p / \{ z \in \mathbb{C}(\mathbb{I}_+^d)^{2n} \mid \|z\|_\Psi = 0 \}$$

with the inner product $\langle \tilde{z}, \tilde{f} \rangle_\Psi := \langle z, f \rangle_\Psi$, where $z$ and $f$ are elements of the equivalence classes $\tilde{z}$, $\tilde{f} \in \dot{\ell}_2^p$. Note that the value $\|z\|_\Psi$ for $z \in \mathbb{C}(\mathbb{I}_+^d)^{2n}$ does not depend on $z_{N+1}$ in the case of $\mathbb{I}_z$ being a finite discrete interval, which implies that the sequences $z, y \in \mathbb{C}(\mathbb{I}_+^d)^{2n}$ such that $z_k \neq y_k$ only for $k = N + 1$, belong to the same equivalence class. We also introduce the space $\dot{\ell}_{2,0}^p$ as

$$\dot{\ell}_{2,0}^p := \begin{cases} \{ z \in \mathbb{C}_0(\mathbb{I}_+^d)^{2n} \mid z_0 = 0 \} & \text{if } N = \infty, \\ \{ z \in \mathbb{C}_0(\mathbb{I}_+^d)^{2n} \mid z_0 = 0, z_{N+1} = 0 \} & \text{if } N \in \mathbb{N} \cup \{0\}. \end{cases}$$

Moreover, the corresponding function $[\cdot] : \dot{\ell}_2^p \times \dot{\ell}_2^p \to \mathbb{C}$ for the pre-symplectic space associated with $\dot{\ell}_2^p \times \dot{\ell}_2^p$ is given by

$$[\{\tilde{z}, \tilde{f}\} : \{\tilde{w}, \tilde{g}\}] := \langle \tilde{f}, \tilde{w} \rangle_\Psi - \langle \tilde{z}, \tilde{g} \rangle_\Psi.$$

Linear relations associated with system $(S_{\lambda})$ were introduced and studied in [10, Section 5]. The maximal linear relation in $\dot{\ell}_2^{2n}$ is defined as

$$T_{\max} := \{ \{\tilde{z}, \tilde{f}\} \in \dot{\ell}_2^{2n} \mid \text{there exists } u \in \tilde{z} \text{ such that } \mathcal{L}(u)_k = \Psi_k f_k \text{ for all } k \in \mathbb{I}_z \}. $$

Observe that the above definition does not depend on the particular choice of $f \in \tilde{f}$. Moreover, Hypothesis 2.4 is satisfied if and only if for any $\{\tilde{z}, \tilde{f}\} \in T_{\max}$ there exists unique $u \in \tilde{z}$ such that $\mathcal{L}(u)_k = \Psi_k f_k$ for all $k \in \mathbb{I}_z$, see [10, Theorem 5.2]. Henceforth, this unique element shall be denoted as $\hat{z}$. Then identity (2.11) yields for any $\{\tilde{z}, \tilde{f}\}, \{\tilde{w}, \tilde{g}\} \in T_{\max}$ that

$$[\{\tilde{z}, \tilde{f}\} : \{\tilde{w}, \tilde{g}\}] = \langle \tilde{f}, \tilde{w} \rangle_\Psi - \langle \tilde{z}, \tilde{g} \rangle_\Psi = (\hat{z}, \hat{w})_{\Psi}^{N+1},$$

(3.1)

where $f \in \tilde{f}$ and $g \in \tilde{g}$ are arbitrary representatives. Thus, under Hypothesis 2.4, we obtain from Lemma 2.10 the following statement, compare with [31, Remark 3.2] and [33, Lemma 3.3].

**Lemma 3.1.** Let Hypothesis 2.4 be satisfied. Then for any pairs $\{\tilde{z}, \tilde{f}\}, \{\tilde{w}, \tilde{g}\} \in T_{\max}$ there exists $\{\tilde{y}, \tilde{h}\} \in T_{\max}$ such that

$$\hat{y}_k = \begin{cases} \hat{z}_k, & \text{if } k \in [0, c]_z \cap \mathbb{I}_z, \\ \hat{w}_k, & \text{if } k \in [d + 1, \infty]_z \cap \mathbb{I}_z^+, \end{cases} \quad k \in [0, c]_z \cap \mathbb{I}_z^+,$$

where $c \in [0, a]_z \cap \mathbb{I}_z$, $d \in [b, \infty]_z \cap \mathbb{I}_z^+$ with $a, b$ determining the interval $\mathbb{I}_z^0$ in Hypothesis 2.4.

In particular, for $i \in \{1, \ldots, 2n\}$ there exists $\{\tilde{z}[i], \tilde{f}[i]\} \in T_{\max}$ such that $\hat{z}_0^i = e_i$ and $\hat{z}_k^i = 0$ for $k \in [d + 1, \infty]_z \cap \mathbb{I}_z^+$, where $e_i = (0, 1, \ldots, 0)^T \in \mathbb{C}^{2n}$ is the $i$-th canonical unit vector. If, in addition, $N \in \mathbb{N} \cup \{0\}$, i.e., $\mathbb{I}_z$ is a finite discrete interval, then there exists $\{\tilde{y}^i, \tilde{h}\} \in T_{\max}$ such that $\hat{y}_k^{i+1} = e_i$ and $\hat{y}_k^{i} = 0$ for $k \in [0, c]_z \cap \mathbb{I}_z$.

**Proof.** Let $\tilde{I}_z$ be a finite discrete interval as in Lemma 2.10, the pairs $\{\tilde{z}, \tilde{f}\}, \{\tilde{w}, \tilde{g}\} \in T_{\max}$ be arbitrary, and define $\alpha := \hat{z}_c$, $\beta := \hat{w}_{d+1}$. Then, by the latter lemma there exist sequences $l \in \mathbb{C}(\tilde{I}_z)^{2n}$ and $v \in \mathbb{C}(\tilde{I}_z^0)^{2n}$ such that

$$\mathcal{L}(v)_k = \Psi_k l_k, \quad v_c = \alpha, \quad v_{d+1} = \beta, \quad k \in \tilde{I}_z.$$
Putting
\[ y_k := \begin{cases} \hat{z}_k, & k \in [0, c] \cap \mathcal{I}_z, \\ \hat{v}_k, & k \in [c + 1, d] \cap \mathcal{I}_z, \\ \hat{w}_k, & k \in [d + 1, \infty) \cap \mathcal{I}_z^+ \end{cases} \quad h_k := \begin{cases} f_k, & k \in [0, c - 1] \cap \mathcal{I}_z, \\ I_k, & k \in [c, d] \cap \mathcal{I}_z, \\ g_k, & k \in [d + 1, \infty) \cap \mathcal{I}_z, \end{cases} \]

it can be verified by a direct calculation that \( y, g \in \ell^2_{\psi} \) and that they satisfy \( \mathcal{L}(y)_k = \Psi_k h_k \) for \( k \in \mathcal{I}_z \), i.e., \( \{\hat{y}, \hat{h}\} \in T_{\text{max}} \) with \( \hat{y}_k \equiv y_k \). The second part of the statement follows directly from Lemma 2.10.

The minimal linear relation is defined as \( T_{\text{min}} := \overline{T_0} \), where \( T_0 \) is the pre-minimal linear relation
\[ T_0 := \{ \{\tilde{z}, \tilde{f}\} \in \ell^2_{\psi} \times \ell^2_{\psi} \mid \text{there exists } u \in \tilde{z} \cap \ell^2_{\psi}, 0 \text{ such that } \mathcal{L}(u)_k = \Psi_k f_k \text{ for all } k \in \mathcal{I}_z \}. \]

It was shown in [10, Theorem 5.10] that
\[ T_0^* = T_{\text{min}}^* = T_{\text{max}}, \tag{3.2} \]
which implies that \( T_{\text{min}} \) is a closed and symmetric linear relation. Moreover, the following theorem provides a more explicit characterization of \( T_{\text{min}} \); cf. [31, Theorem 3.2].

**Theorem 3.2.** Let Hypothesis 2.4 be satisfied. Then,
\[ T_{\text{min}} = \{ \{\tilde{z}, \tilde{f}\} \in T_{\text{max}} \mid \tilde{z}_0 = 0 = (\tilde{z}, \hat{w})_{N+1} \text{ for all } \hat{w} \in \text{dom } T_{\text{max}} \}, \tag{3.3} \]

which in the case of \( \mathcal{I}_z \) being a finite discrete interval reduces to
\[ T_{\text{min}} = \{ \{\tilde{z}, \tilde{f}\} \in T_{\text{max}} \mid \tilde{z}_0 = 0 = \tilde{z}_{N+1} \}. \tag{3.4} \]

**Proof.** Since \( T_{\text{min}} = \overline{\text{T}_0} \) by the definition, identities (2.37), (3.1), and (3.2) yield
\[ T_{\text{min}} = \{ \{\tilde{z}, \tilde{f}\} \in \text{T}_0 \mid (\tilde{z}, \hat{w})_{N+1} = 0 \text{ for all } \hat{w} \in \text{dom } T_{\text{max}} \}. \tag{3.5} \]

Let \( T \) be the linear relation on the right-hand side of (3.3). Then, it is obvious that \( T \subseteq T_{\text{min}} \). On the other hand, let \( \{\tilde{z}, \tilde{f}\} \in T_{\text{min}} \) be fixed. Then, \( (\tilde{z}, \hat{w})_{N+1} = 0 \) for all \( \hat{w} \in \text{dom } T_{\text{max}} \) by (3.5). By Lemma 3.1, for any \( \{\tilde{w}, \tilde{g}\} \in \text{T}_0 \) there exists \( \{\tilde{y}, \tilde{h}\} \in \text{T}_{\text{max}} \) such that \( \hat{y}_k = 0 \) for \( k \in [0, c] \cap \mathcal{I}_z \) and \( \hat{y}_k = \hat{w}_k \) for \( k \in [d + 1, \infty) \cap \mathcal{I}_z^+ \). Hence \( (\tilde{z}, \hat{w})_0 = (\tilde{z}, \hat{w})_{N+1} = 0 \) for all \( \hat{w} \in \text{dom } T_{\text{max}} \). From the second part of Lemma 3.1 we get \( \tilde{z}_0 = 0 \), because there exists \( \{\tilde{z}[i], \tilde{f}[i]\} \in \text{T}_{\text{max}} \) such that \( \tilde{z}_0[i, j] = e_i \). Therefore, \( T = T_{\text{min}} \). If, in addition, \( \mathcal{I}_z \) is a finite discrete interval, i.e., \( N \in \mathbb{N} \), then \( \text{dom } T_{\text{max}} \) contains also \( \tilde{y} \) such that \( \tilde{y}_{N+1} = e_i, i \in \{1, \ldots, 2n\} \), by the last part of Lemma 3.1. Hence equality (3.4) holds.

By [10, Corollary 5.12], Hypothesis 2.4 is equivalent with the equality \( q(\lambda) = d_\lambda(T_{\text{min}}) \), which means that the number of the linearly independent square summable solutions of \( (S_\lambda) \) is constant in \( \mathbb{C}_+ \) and \( \mathbb{C}_- \). Therefore the numbers \( q_+ := q(\lambda) \) for \( \lambda \in \mathbb{C}_+ \) and \( q_- := q(\lambda) \) for \( \lambda \in \mathbb{C}_- \) are well-defined for \( q(\lambda) \) given in (2.18). Let \( \lambda_0 \in \mathbb{C}_+ \) be fixed. Then system \( (S_{\lambda_0}) \) has \( q_+ \) linearly independent square summable solutions, which we denote as \( v^{[1]}(\lambda_0), \ldots, v^{[q_+]}(\lambda_0) \), and similarly system \( (S_{\lambda_0}) \) has \( q_- \) linearly independent square summable solutions, which we denote as \( w^{[1]}(\lambda_0), \ldots, w^{[q_-]}(\lambda_0) \). Let
\[ \varphi_k^{[i]} := v_k^{[i]}(\lambda_0), \quad \varphi_k^{[j+q_+]} := w_k^{[j]}(\lambda_0), \quad i = 1, \ldots, q_+, \quad j = 1, \ldots, q_-, \quad k \in \mathcal{I}_z^+, \tag{3.6} \]
and \( \Phi_k := (\Phi_k^+, \Phi_k^-) \in \mathbb{C}(\mathbb{Z}_+^2)^{2n \times p} \), where \( \Phi_k^+ := (\varphi_k^{[1]}, \ldots, \varphi_k^{[q_+ + 1]}) \) and \( \Phi_k^- := (\varphi_k^{[1 + q_+]}, \ldots, \varphi_k^{[p]}) \) with \( 2n \leq p := q_+ + q_- \leq 4n \). Then for \( i \in \{1, \ldots, q_+\} \) and \( j \in \{q_+ + 1, \ldots, p\} \) we have \( \{\varphi_k^{[i]}, \lambda_0 \tilde{\varphi}_k^{[i]}\} \in T_{\max} \) and \( \{\varphi_k^{[j]}, \lambda_0 \tilde{\varphi}_k^{[j]}\} \in T_{\max} \) with \( \tilde{\varphi}_k^{[l]} = \varphi_k^{[l]} \) for \( l = 1, \ldots, p \). We also define the matrix

\[
\Omega = \begin{pmatrix}
\Omega^{[1,1]} & \Omega^{[1,2]} \\
\Omega^{[2,1]} & \Omega^{[2,2]}
\end{pmatrix} := \begin{pmatrix}
(\varphi_k^{[1]}, \tilde{\varphi}_k^{[1]})_{N+1} & \ldots & (\varphi_k^{[1]}, \tilde{\varphi}_k^{[p]})_{N+1} \\
\vdots & \ddots & \vdots \\
(\varphi_k^{[p]}, \tilde{\varphi}_k^{[1]})_{N+1} & \ldots & (\varphi_k^{[p]}, \tilde{\varphi}_k^{[p]})_{N+1}
\end{pmatrix} \in \mathbb{C}^{p \times p},
\]

(3.7)

where \( \Omega^{[1,2]} \in \mathbb{C}^{q_+ \times q_-} \). Note that the elements \( \omega_{ij} := (\varphi_k^{[i]}, \varphi_k^{[j]})_{N+1} \) exist finite for all \( i, j = 1, \ldots, p \) by identity (2.11). Moreover, from (2.7) one easily concludes that the matrix \( \Omega^{[1,2]} \) consists of the elements \( (\varphi_k^{[i]}, \varphi_k^{[j]})_{N+1} = (\varphi_k^{[i]}, \varphi_k^{[j]})_0 \) for \( i \in \{1, \ldots, q_+\} \) and \( j \in \{q_+ + 1, \ldots, p\} \).

Upon combining (3.2) and (2.36) we get that any \( \{\tilde{z}, \tilde{f}\} \in T_{\max} \) can be written as

\[
\tilde{z}_k = \tilde{y}_k + \sum_{j=1}^p \xi_{ij} \varphi_k^{[j]}, \quad k \in \mathbb{Z}_+^2,
\]

(3.8)

where \( \tilde{y} \in \text{dom } T_{\min} \) and \( \xi_1, \ldots, \xi_p \in \mathbb{C} \) are determined uniquely. Especially, for \( \{\tilde{z}^{[i]}, \tilde{f}^{[i]}\} \in T_{\max} \) (see Lemma 3.1), we get the unique expression

\[
\tilde{z}_k^{[i]} = \tilde{y}_k^{[i]} + \sum_{j=1}^p \xi_{ij} \varphi_k^{[j]}, \quad k \in \mathbb{Z}_+^2, \quad i = 1, \ldots, 2n.
\]

(3.9)

If we put \( Z_k := (\tilde{z}_k^{[1]}, \ldots, \tilde{z}_k^{[2n]}) \) for \( k \in \mathbb{Z}_+^2 \), then identity (3.9) implies

\[
Z_k = Y_k + \Phi_k \Xi^T,
\]

(3.10)

where \( Y_k = (\tilde{y}_k^{[1]}, \ldots, \tilde{y}_k^{[2n]}) \in \mathbb{C}(\mathbb{Z}_+^2)^{2n \times 2n} \) and the matrix \( \Xi \in \mathbb{C}^{2n \times p} \) consists of the elements \( \xi_{i,j} \). In particular, for \( k = 0 \) we obtain \( I = Y_0 + \Phi_0 \Xi^T \), which together with (3.3) yields \( I = \Phi_0 \Xi^T \), i.e., \( \text{rank } \Xi = 2n \) by the second inequality in (2.2). From the definition of \( \tilde{z}^{[i]} \), its expression in (3.9), and identity (3.3) we have

\[
0 = (\tilde{z}^{[i]}, \varphi^{[l]})_{N+1} = (\tilde{y}^{[i]}, \varphi^{[l]})_{N+1} + \sum_{j=1}^p \xi_{ij} (\varphi^{[j]}, \varphi^{[l]})_{N+1} = \sum_{j=1}^p \xi_{ij} (\varphi^{[j]}, \varphi^{[l]})_{N+1}
\]

for all \( i \in \{1, \ldots, 2n\} \) and any \( l \in \{1, \ldots, p\} \), i.e., \( \Xi^T \Omega = 0 \). Since \( \text{rank } \Xi = 2n \), the first inequality in (2.2) implies

\[
\text{rank } \Omega \leq p - 2n.
\]

On the other hand, the equality \( \Omega^{[1,2]} = \Phi_0^{+\star} J \Phi_0^- \) and the first inequality in (2.2) yield

\[
\text{rank } \Omega^{[1,2]} \geq p - 2n.
\]

Therefore, \( \text{rank } \Omega = p - 2n = \text{rank } \Omega^{[1,2]} \). Since \( p - 2n \leq q_+ \) and \( p - 2n \leq q_- \), we may assume, without loss of generality, that \( \varphi_k^{[1]}, \ldots, \varphi_k^{[q_+ + 1]} \) are arranged such that

\[
\text{rank } \Omega_{p-2n,q_-}^{[1,2]} = p - 2n.
\]

(3.11)

The main result concerning the characterization of all self-adjoint extension of \( T_{\min} \) is stated in the following theorem and its proof is given in Section 4; cf. [31, Theorem 5.7]. Recall that for the existence of a self-adjoint extension it is essential to assume \( q_+ = q_- \).
Theorem 3.3. Let Hypothesis 2.4 be satisfied, equality \( q_+ = q_- = q \) hold and assume that the solutions \( \varphi^{[1]}, \ldots, \varphi^{[q]} \) are arranged such that (3.11) holds. Then a linear relation \( T \subseteq \ell^2_\Psi^{2 \times 2} \) is a self-adjoint extension of \( T_{\min} \) if and only if there exist matrices \( M \in \mathbb{C}^{q \times 2n} \) and \( L \in \mathbb{C}^{q \times (2q-2n)} \) such that

\[
\text{rank}(M, L) = q, \quad M \mathcal{J} M^* - L \Omega_{2q-2n} L^* = 0,
\]

and

\[
T = \left\{ \{ \hat{z}, \hat{f} \} \in T_{\max} \mid M \hat{z}_0 - L \left( (\varphi^{[1]}(\hat{z}), \hat{z})_{N+1}^\prime, \ldots, (\varphi^{[q]}(\hat{z}), \hat{z})_{N+1}^\prime \right) = 0 \right\}.
\]

Remark 3.4. If, in addition to the assumptions of Theorem 3.3, there exists \( \nu \in \mathbb{R} \) such that \( (S_\nu) \) has \( q \) linearly independent square summable solutions (suppressing the argument \( \nu \)) \( \Theta^{[1]}, \ldots, \Theta^{[q]} \), then the statement of Theorem 3.3 can be formulated by using these solutions, which are (without loss of generality) arranged such that the submatrix \( \Upsilon_{2q-2n} \) has the full rank, where

\[
\Upsilon := \begin{pmatrix}
(\Theta^{[1]}, \Theta^{[1]})_{N+1} & \cdots & (\Theta^{[1]}, \Theta^{[q]})_{N+1} \\
\vdots & & \vdots \\
(\Theta^{[q]}, \Theta^{[1]})_{N+1} & \cdots & (\Theta^{[q]}, \Theta^{[q]})_{N+1}
\end{pmatrix},
\]

see Lemma 4.3. Moreover, the Wronskian-type identity (2.7) yields that \( \Upsilon = \Theta_0^* \mathcal{J} \Theta_0 \), where \( \Theta_k := (\Theta_k^{[1]}, \ldots, \Theta_k^{[q]}) \) for \( k \in T^+_z \).

In the next part we discuss several special cases of Theorem 3.3. If system \( (S_\lambda) \) is in the limit point case for all \( \lambda \in \mathbb{C} \setminus \mathbb{R} \), i.e., \( q_+ = q_- = n \), then the boundary conditions at \( N + 1 \) (which is necessary equal to \( \infty \)) are superfluous as stated in the following corollary; cf. [31, Theorem 5.9]. This situation occurs, e.g., when the assumptions of Theorem 2.7 are satisfied. The proof follows directly from Theorem 3.3.

Corollary 3.5. Let Hypothesis 2.4 be satisfied and \( q_+ = q_- = n \) hold. Then a linear relation \( T \subseteq \ell^2_\Psi^{2 \times 2} \) is a self-adjoint extension of \( T_{\min} \) if and only if there exists a matrix \( M \in \mathbb{C}^{n \times 2n} \) such that

\[
\text{rank} M = n, \quad M \mathcal{J} M^* = 0,
\]

and

\[
T = \left\{ \{ \hat{z}, \hat{f} \} \in T_{\max} \mid M \hat{z}_0 = 0 \right\}.
\]

If there exists \( \lambda_0 \in \mathbb{C} \) with the property \( q(\lambda_0) = 2n \), then system \( (S_\lambda) \) is in the limit circle case for all \( \lambda \in \mathbb{C} \), i.e., \( q_+ = q_- = 2n \), see Remark 2.6. Hence for any \( \nu \in \mathbb{R} \) there exist solutions (suppressing the argument \( \nu \)) \( \Theta^{[1]}, \ldots, \Theta^{[2n]} \) of system \( (S_\nu) \), which are linearly independent, square summable, and the fundamental matrix \( \Theta_k \) satisfies \( \Theta_0 = I \), which implies \( \Upsilon = \mathcal{J} \), i.e., \( \text{rank} \Upsilon = 2n \), see Remark 3.4. Upon combining the latter remark and Theorem 3.3 we obtain the following result; cf. [31, Theorem 5.10].

Corollary 3.6. Let Hypothesis 2.4 be satisfied, assume that there exists a number \( \lambda_0 \in \mathbb{C} \) such that \( q(\lambda_0) = 2n \), and \( \nu \in \mathbb{R} \) be fixed. Let \( \Theta_0 \) be the fundamental matrix of system \( (S_\nu) \) satisfying \( \Theta_0 = I \) and denote its columns by \( \Theta^{[1]}, \ldots, \Theta^{[2n]} \), i.e., \( \Theta_k = (\Theta_k^{[1]}, \ldots, \Theta_k^{[2n]}) \). Then a linear relation \( T \subseteq \ell^2_\Psi^{2 \times 2} \) is a self-adjoint extension of \( T_{\min} \) if and only if there exist matrices \( M, L \in \mathbb{C}^{2n \times 2n} \) such that

\[
\text{rank}(M, L) = 2n, \quad M \mathcal{J} M^* - L \mathcal{J} L^* = 0,
\]
and
\[ T = \left\{ \{\tilde{z}, \tilde{f}\} \in T_{\text{max}} \mid M\tilde{z}_0 - L \begin{pmatrix} (\Theta^{[1]}, \tilde{z})_{N+1} \\ \vdots \\ (\Theta^{[2n]}, \tilde{z})_{N+1} \end{pmatrix} = 0 \right\}. \quad (3.15) \]

Especially, if \( I_\mathbb{Z} \) is a finite discrete interval, then the equality \( q(\lambda) = 2n \) is trivially satisfied for any \( \lambda \in \mathbb{C} \). Therefore we get from Corollary 3.6 yet one more special case of Theorem 3.3.

**Corollary 3.7.** Let \( I_\mathbb{Z} \) be a finite discrete interval and Hypothesis 2.4 be satisfied. Then a linear relation \( T \subseteq \mathbb{R}^{2n \times 2n} \) is a self-adjoint extension of \( T_{\text{min}} \) if and only if there exist matrices \( M, L \in \mathbb{C}^{2n \times 2n} \) such that
\[ \text{rank}(M, L) = 2n, \quad M^* M - L^* L = 0, \quad (3.16) \]
and
\[ T = T_{M, L} := \left\{ \{\tilde{z}, \tilde{f}\} \in T_{\text{max}} \mid M\tilde{z}_0 - L\tilde{z}_{N+1} = 0 \right\}. \quad (3.17) \]

**Proof.** By Corollary 3.6 every self-adjoint extension of \( T_{\text{min}} \) can be expressed as in (3.15) with matrices \( M, L \in \mathbb{C}^{2n \times 2n} \) satisfying (3.14). If we put \( \tilde{L} \equiv L \Phi^*_N \mathcal{J} \in \mathbb{C}^{2n \times 2n} \), then \( \tilde{M}, \tilde{L} \) satisfies (3.16) and the linear relation in (3.15) can be written as \( T_{\tilde{M}, \tilde{L}} \).

One can easily observe that a linear relation \( T_{M, L} \), i.e., the linear relation given by (3.17) with \( M, L \in \mathbb{C}^{2n \times 2n} \) satisfying (3.16), is the same as a linear relation \( T_{M, \mathcal{L}} \), where \( \mathcal{L} \equiv CL \) for an arbitrary invertible matrix \( C \in \mathbb{C}^{2n \times 2n} \). We show that the converse is also true (see Remark 3.12(i)). Moreover, it is well known that all self-adjoint extensions of operators associated with the regular second order Sturm–Liouville differential equations can be expressed by using the separated or coupled boundary conditions; e.g. [8]. In the last part of this section we show similar results for scalar symplectic systems on a finite interval, i.e., \( n = 1 \) and \( N \in \mathbb{N} \), and provide a unique representation of all self-adjoint extensions of \( T_{\text{min}} \). The main assumptions for this treatment are summarized in the following hypothesis.

**Hypothesis 3.8.** The discrete interval \( I_\mathbb{Z} \) is finite, i.e., there exists \( N \in \mathbb{N} \) such that \( I_\mathbb{Z} = [0, N]_\mathbb{Z} \), we have \( n = 1 \), Hypothesis 2.4 is satisfied, and the matrices \( M, L \in \mathbb{C}^{2 \times 2} \) are such that (3.16) holds.

In this case, identity (3.16) implies either that \( \text{rank} M = \text{rank} L = 2 \), or that \( \text{rank} M = \text{rank} L = 1 \), which together yield the following dichotomy on the boundary conditions in (3.17).

**Theorem 3.9.** Let Hypothesis 3.8 be satisfied. Then, the following hold.

(i) A linear relation \( T_{M, L} \) given through \( M, L \in \mathbb{C}^{2 \times 2} \) with \( \text{rank} M = 1 = \text{rank} L \) is a self-adjoint extension of \( T_{\text{min}} \) if and only if \( T_{M, L} = T_{P, Q} := \left\{ \{\tilde{z}, \tilde{f}\} \in T_{\text{max}} \mid P\tilde{z}_0 = 0 = Q\tilde{z}_{N+1} \right\} \), where
\[ P = \begin{pmatrix} \cos \alpha_0 & \sin \alpha_0 \\ 0 & 0 \end{pmatrix}, \quad Q = \begin{pmatrix} 0 & 0 \\ -\sin \alpha_{N+1} & \cos \alpha_{N+1} \end{pmatrix}, \quad (3.18) \]
for a unique pair \( \alpha_0, \alpha_{N+1} \in [0, \pi) \).

(ii) A linear relation \( T_{M, L} \) given through \( M, L \in \mathbb{C}^{2 \times 2} \) with \( \text{rank} M = 2 = \text{rank} L \) is a self-adjoint extension of \( T_{\text{min}} \) if and only if \( T_{M, L} = T_{\mathcal{R}, \beta} := \left\{ \{\tilde{z}, \tilde{f}\} \in T_{\text{max}} \mid e^{i\beta} R\tilde{z}_0 = \tilde{z}_{N+1} \right\} \) with a unique \( \beta \in [0, \pi) \) and a symplectic matrix \( R \in \mathbb{R}^{2 \times 2} \).

**Proof.** Since the pairs of matrices \( P, Q \) and \( e^{i\beta} R, I \) satisfy (3.16), Corollary 3.7 implies that the linear relations \( T_{P, Q} \) and \( T_{R, \beta} \) are self-adjoint extensions of \( T_{\text{min}} \).

(i) Let \( T_{M, L} \) be a linear relation given through \( M, L \in \mathbb{C}^{2 \times 2} \) satisfying (3.16) and with \( \text{rank} M = 1 = \text{rank} L \). Since by (2.4) we have \( \dim (\mathcal{R}(M) \cap \mathcal{R}(L)) = 0 \), it follows that \( M\xi = L\eta \) for some
$\xi, \eta \in \mathbb{C}^2$ if and only if $M\xi = 0 = L\eta$. Therefore, the boundary conditions in (3.17) can be expressed as $M\hat{z}_0 = 0 = L\hat{z}_{N+1}$. The rank condition implies that $M = ab^T$ and $L = cd^T$ for some vectors $a, b, c, d \in \mathbb{C}^2 \setminus \{0\}$. Then the equality $M\mathcal{J}M^* = 0 = L\mathcal{J}L^*$ does not depend on the vectors $a, c$ and it is equivalent with $b^T \mathcal{J} b = 0 = d^T \mathcal{J} d$, which implies that $b$ and $d$ are (scalar) complex multiples of vectors from $\mathbb{R}^2$. Therefore, without loss of generality, $a, c$ may be chosen such that $M, L$ can be written in the form as in (3.18) for some $\alpha_0, \alpha_{N+1} \in [0, \pi)$. The uniqueness follows from the fact that $\cotan \alpha = \cotan \beta$ with $\alpha, \beta \in (0, \pi)$ if and only if $\alpha = \beta$.

(ii) Finally, let $T_{M,L}$ be a linear relation given through $M, L \in \mathbb{C}^{2 \times 2}$ satisfying (3.16) and with rank $M = 2 = \text{rank} L$. Then the boundary conditions in (3.17) can be written as $\hat{z}_{N+1} = K\hat{z}_0$, where $K := L^{-1} M$. Upon applying the second equality in (3.16) we obtain that the matrix $K$ is conjugate symplectic, i.e., $K\mathcal{J}K^* = \mathcal{J}$. Therefore, $K^{-1} = -\mathcal{J}K^* \mathcal{J}$ and $|\det K| = 1$, i.e., $\det K = e^{i\delta}$ for some $\delta \in [0, 2\pi)$, which implies $K^{-1} = e^{-i\delta} \det(K) = -e^{i\delta} \mathcal{J}K^T \mathcal{J}$, i.e., $K^* = \overline{K} = e^{i\delta} K$. If we put $R := e^{-i\delta/2} K$, i.e., $K = e^{i\delta/2} R$, then $\overline{R} = R$ and $\det R = 1$, i.e., $R \in \mathbb{R}^{2 \times 2}$ is a symplectic matrix. Uniqueness can be verified by a direct calculation.

As an illustration of the last theorem we provide a description of the Krein–von Neumann extension of the minimal linear relation $T_{\min}$ under Hypothesis 3.8.

**Example 3.10.** Assume that system $(S_{\lambda})$ is such that Hypothesis 3.8 holds and that the minimal linear relation $T_{\min}$ is positive, i.e., there exists $c > 0$ such that $\langle z, \hat{f} \rangle_\Psi \geq c \|z\|_\Psi$ for all $\{z, \hat{f}\} \in T_{\min}$. Then the Krein–von Neumann self-adjoint extension extension of $T_{\min}$ admits the representation given in (2.40), i.e.,

$$T_K = T_{\min} + (\ker T_{\max} \times \{0\}).$$

We show that $T_K$ can be also expressed as in the second part of Theorem 3.9 with a suitable matrix $R$ and a number $\beta \in [0, 2\pi)$. By definition,

$$\ker T_{\max} = \{ \hat{z} \in \ell_q^2 \mid \{ \hat{z}, \hat{0} \} \in T_{\max} \},$$

i.e., $\hat{z}$ solves $(S_0)$, i.e., $L(\hat{z})_k = 0$ on $[0, N]_z$. Because all solutions of $(S_0)$ are square summable in this case, Hypothesis 2.4 implies that $\dim \ker T_{\max} = 2$. If $\hat{z} \in \text{dom} T_K$, then there exist $\hat{y} \in \text{dom} T_{\min}$ and $\hat{w} \in \ker T_{\max}$ such that $\hat{z} = \hat{y} + \hat{w}$ or

$$\hat{z}_k = \hat{y}_k + \hat{w}_k \quad \text{for all } k \in [0, N + 1]_z,$$

where $\hat{z} \in \hat{z}, \hat{y} \in \hat{y},$ and $\hat{w} \in \ker T_{\max}$ are the uniquely determined elements. Moreover, $\hat{y}_0 = 0 = \hat{y}_{N+1}$ by (3.4) and $\hat{w}_k = \alpha[1]\hat{w}_k^{[1]} + \alpha[2]\hat{w}_k^{[2]}$ for all $k \in [0, N + 1]_z$, where $\hat{w}_k^{[1]}$ and $\hat{w}_k^{[2]}$ form a basis of $\ker T_{\max}$.

Let us define the matrix $\mathcal{G} = \begin{pmatrix} a & b \\ c & d \end{pmatrix} := (S_0 \times S_1 \times \cdots \times S_N)^{-1} \in \mathbb{C}^{2 \times 2}$. Then one easily concludes that the matrix $\mathcal{G}$ is symplectic and every solution $z \in \mathbb{C}([0, N + 1]_z)^2$ of system $(S_0)$ satisfies

$$z_{N+1} = \mathcal{G} z_0.$$  

In the following construction we consider two cases: either $b \neq 0$ or $b = 0$.

First, assume that $b \neq 0$. Then there exist two solutions of system $(S_0)$ such that

$$\hat{w}_0^{[1]} = \begin{pmatrix} 0 \\ 1/b \end{pmatrix}, \quad \hat{w}_0^{[2]} = \begin{pmatrix} 1 \\ -a/b \end{pmatrix}.$$ 

These solutions are obviously linearly independent and by (3.20) we have

$$\hat{w}_N^{[1]} = \begin{pmatrix} 1 \\ a/b \end{pmatrix}, \quad \hat{w}_N^{[2]} = \begin{pmatrix} 0 \\ c - da/b \end{pmatrix}. $$
If we take these two solutions as a basis of $\ker T_{\max}$, then (3.19) yields

$$\hat{z}_k = \hat{y}_k + \alpha^{[1]} \hat{w}_k^{[1]} + \alpha^{[2]} \hat{w}_k^{[2]}$$

for all $k \in [0, N + 1]_z$.

Upon evaluating $\hat{z}_k$ at $k = 0$ and $k = N + 1$ we obtain

$$\hat{z}_0 = \left( \alpha^{[2]} \right) \left( \alpha^{[1]} / b - \alpha^{[2]} a / b \right), \quad \hat{z}_{N+1} = \left( \alpha^{[1]} d / b + \alpha^{[2]} c - \alpha^{[2]} da / b \right),$$

which for $\hat{z}_k = (\hat{z}_k / \hat{u}_k)$ implies $\alpha^{[1]} = \hat{x}_{N+1}$ and $\alpha^{[2]} = \hat{x}_0$. Therefore,

$$\hat{x}_{N+1} d / b + \hat{x}_0 c - \hat{x}_0 da / b = \hat{z}_{N+1} = G \hat{z}_0 = G \left( \hat{x}_{N+1} / b - \hat{x}_0 a / b \right).$$

It means that $\hat{z} \in \text{dom} T_{R,\beta}$, where $\beta \in [0, \pi)$ is such that $e^{i\beta} = \sqrt{ad - bc}$, and $R = e^{-i\beta} G$, i.e., $T_K \subseteq T_{R,\beta}$. On the other hand, $T_K$ and $T_{R,\beta}$ are self-adjoint extensions of $T_{\min}$, thus $T_K = T_{R,\beta}$.

Especially, if the coefficients $a, b, c, d$ are real, then $T_{R,\beta} = T_{G,0}$.

If $b = 0$, then $G = \begin{pmatrix} a & 0 \\ c & d \end{pmatrix}$ with $|ad| = 1$, i.e., $d \neq 0$. In this case we proceed in the same way with the basis of $\ker T_{\max}$ given by the solutions $\hat{w}^{[1]}$ and $\hat{w}^{[2]}$ of $(S_0)$ such that

$$\hat{w}_0^{[1]} = \begin{pmatrix} 0 \\ 1/d \end{pmatrix}, \quad \hat{w}_0^{[2]} = \begin{pmatrix} 1 \\ -c/d \end{pmatrix}.$$

Then $\hat{x}_{N+1} = G \hat{z}_0 = G \left( \hat{u}_{N+1} / b \right)$.

This shows (again) that $T_K = T_{R,\beta}$ with $\beta \in [0, \pi)$ being such that $e^{i\beta} = \sqrt{ad}$, and $R = e^{-i\beta} G$.

In particular, let $S_k = \begin{pmatrix} 1 & -b_k \\ 0 & 1 \end{pmatrix}$ and $\Psi_k = \begin{pmatrix} w_k & 0 \\ 0 & \hat{z}_k \end{pmatrix}$ with $b_k > 0$ and $w_k > 0$ on $[0, N]_z$. This system satisfies Hypothesis 2.4 and corresponds to the second order Sturm–Liouville difference equation $-\Delta [p_k \Delta y_{k-1}(\lambda)] = \lambda \bar{y}_k y_k(\lambda)$ with $b_k = 1 / p_{k+1}$ (see Example 2.5(i)). Then $G = \begin{pmatrix} 1 & \sum_{k=0}^{N} b_k \\ 0 & 0 \end{pmatrix}$ and by the previous part we have

$$T_K = \left\{ (\tilde{z}, \tilde{f}) \in T_{\max} \mid \tilde{z} = (\tilde{z}_k) \in \mathbb{C}^2 \times \mathbb{C}^2, \hat{u}_0 = \hat{u}_{N+1} = \left( \sum_{k=0}^{N} b_k \right)^{-1} \times (\hat{x}_{N+1} - \hat{x}_0) \right\}. \quad \blacktriangle$$

The boundary conditions in Theorem 3.9 include four particular cases. Namely, for $\alpha_0 = 0$ and $\alpha_{N+1} = \pi/2$ we get the Dirichlet boundary conditions $\hat{x}_0 = 0 = \hat{x}_{N+1}$, while for $\alpha_0 = \pi/2$ and $\alpha_{N+1} = 0$ we have the Neumann boundary conditions $\hat{u}_0 = 0 = \hat{u}_{N+1}$, where $\hat{z}_k = (\hat{z}_k / \hat{u}_k)$. The choice $R = I$ and $\beta = 0$ yields the periodic boundary conditions $\hat{x}_0 = \hat{x}_{N+1}$ and the choice $R = I$ and $\beta = \pi$ leads to the antiperiodic boundary conditions $\hat{x}_0 = -\hat{x}_{N+1}$.

In the first part of the following theorem we show that any self-adjoint extension of $T_{\min}$ can be described by using the matrices determining the Dirichlet and Neumann boundary conditions. For convenience, we introduce the general boundary trace map $\gamma_{M,L} : \mathbb{C}(I_2^+) \to \mathbb{C}^2$ as

$$\gamma_{M,L}(\hat{z}) := M \hat{z}_0 - L \hat{z}_{N+1},$$

see also [8]. Then $T_{M,L} = \left\{ (\tilde{z}, \tilde{f}) \in T_{\max} \mid \gamma_{M,L}(\tilde{z}) = 0 \right\}$. Especially, for $P, Q$ given in (3.18) we denote $\gamma_x := \gamma_{P,Q}$ for $\alpha_0 = 0$, $\alpha_{N+1} = \pi/2$, i.e., $\gamma_x(\tilde{z}) = 0$ abbreviates the Dirichlet boundary conditions, and similarly $\gamma_u := \gamma_{P,Q}$ for $\alpha_0 = \pi/2$, $\alpha_{N+1} = 0$, i.e., $\gamma_u(\tilde{z}) = 0$ abbreviates the Neumann boundary conditions. In the second part of this theorem we derive yet another equivalent representation of $T_{M,L}$, which possesses the uniqueness property.

**Theorem 3.11.** Let Hypothesis 3.8 be satisfied. Then the following hold.
(i) A linear relation $T$ is a self-adjoint extension of $T_{\text{min}}$ if and only if there exist matrices $F, G \in \mathbb{C}^{2 \times 2}$ such that
\[ \text{rank}(F, G) = 2, \quad FG^* = GF^* \] (3.21)
and
\[ T = T_{F,G} := \{ (z, \bar{z}) \in \mathbb{C}^4 | F \gamma_x(z) + G \gamma_u(z) = 0 \}. \] (3.22)
(ii) We have $T_{F,G} = T_{\mathcal{F},\mathcal{G}}$, where $\mathcal{F}, \mathcal{G}$ satisfy (3.21), if and only if $\mathcal{F} = CF$ and $\mathcal{G} = CG$ for some invertible matrix $C \in \mathbb{C}^{2 \times 2}$.
(iii) A linear relation $T$ is a self-adjoint extension of $T_{\text{min}}$ if and only if there exists a unitary matrix $V \in \mathbb{C}^{2 \times 2}$ such that
\[ T = T_V := \{ (z, \bar{z}) \in \mathbb{C}^4 | i(V - I) \gamma_x(z) = (V + I) \gamma_u(z) \}. \] (3.23)
(iv) We have $T_V = T_V$, where $V \in \mathbb{C}^{2 \times 2}$ is a unitary matrix, if and only if $V = V$.

**Proof.** (i) Let $T$ be given by (3.22) with $F, G \in \mathbb{C}^{2 \times 2}$ satisfying (3.21). If we put $M := FP_0 + GP_{\pi/2}$ and $L := FQ_0 + GQ_0$, where $P_\omega$ and $Q_\omega$ are the matrices corresponding to $P, Q$ defined in (3.18) with $\omega \in \{0, \pi/2\}$. Then $M\mathcal{J}M^* - L\mathcal{J}L^* = FG^* - GF^* = 0$ and $\text{rank}(F, G) = 2$ is equivalent with $\text{rank}(M, L) = 2$. Hence $M, L$ satisfy (3.16). Moreover, for the left-hand side of the boundary conditions in (3.22) we have $F \gamma_x(z) + G \gamma_u(z) = \gamma_{M,L}(z)$. Therefore $\{ z, \bar{z} \} \in T_{M,L}$ if and only if $\{ \bar{z}, \bar{f} \} \in T_{F,G}$, i.e., $T_{F,G}$ is a self-adjoint extension of $T_{\text{min}}$ by Corollary 3.7. On the other hand, let $T$ be a self-adjoint extension of $T_{\text{min}}$, i.e., $T = T_{M,L}$ with $M, L \in \mathbb{C}^{2 \times 2}$ satisfying (3.16). If we put $F := MP_0 - LP_{\pi/2}$ and $G := LQ_0 - MQ_{\pi/2}$, then the conditions in (3.21) hold and $\gamma_{M,L}(z)$ can be written as in (3.22).

(ii) Sufficiency is clear. Assume that $T_{F,G} = T_{\mathcal{F},\mathcal{G}}$ for two pairs of matrices $F, G$ and $\mathcal{F}, \mathcal{G}$ satisfying (3.21). Then, by (3.22), we have for any $\{ z, \bar{z} \} \in \mathbb{C}^4$ that $F \gamma_x(z) + G \gamma_u(z) = 0$ if and only if $\mathcal{F} \gamma_x(z) + \mathcal{G} \gamma_u(z) = 0$. It means that $\hat{z}_0, \hat{z}_N$ solve simultaneously the both systems of algebraic equations with the coefficient matrices $F, G$ and $\mathcal{F}, \mathcal{G}$. It means that these systems are equivalent, which implies an existence of an invertible matrix $C \in \mathbb{C}^{2 \times 2}$ such that $\mathcal{F} = CF$ and $\mathcal{G} = CG$.

(iii) Let $T$ be given by (3.23) with a unitary matrix $V \in \mathbb{C}^{2 \times 2}$. If we put $F := \frac{1}{2}(I - V)$ and $G := \frac{1}{2}(I + V)$. Then $FG^* = GF^*$ and, by (2.3), $\text{rank}(F, G) = 2$, i.e., $F, G$ satisfy (3.21). Since the boundary conditions in (3.23) are equivalent with the boundary conditions in (3.22) with $F, G$ defined above, i.e., $\{ \bar{z}, \bar{f} \} \in T_{F,G}$ if and only if $\{ \bar{z}, \bar{f} \} \in T_V$ if it follows from the previous part that the linear relation $T_V$ is a self-adjoint extension of $T_{\text{min}}$. On the other hand, let $T$ be a self-adjoint extension of $T_{\text{min}}$. Then, by the part (i), we have $T = T_{F,G}$ with $F, G \in \mathbb{C}^{2 \times 2}$ satisfying (3.21). Since by (2.3) and (3.21) we have $\text{rank}(F + iG) = 2$, the matrix $V := (F + iG)^{-1}(iG - F)$ is well-defined. One can directly verify that $V$ is a unitary matrix and the boundary conditions $F \gamma_x(z) + G \gamma_u(z) = 0$ are satisfied if and only if $i(V - I) \gamma_x(z) - (V + I) \gamma_u(z) = 0$, i.e., $T_{F,G} = T_V$.

(iv) If $V = V$, then $T_V = T_V$. On the other hand, assume that $T_V = T_V$ for two unitary matrices $V, \mathcal{V} \in \mathbb{C}^{2 \times 2}$. Then $T_{F,G} = T_V = T_V = T_{\mathcal{F},\mathcal{G}}$ with $F, G$ and $\mathcal{F}, \mathcal{G}$ being given as in the previous part. Then $V = (F + iG)^{-1}(iG - F)$ and $V = (\mathcal{F} + i\mathcal{G})^{-1}(i\mathcal{G} - \mathcal{F})$ and by the part (ii) there exists an invertible matrix $C \in \mathbb{C}^{2 \times 2}$ such that $\mathcal{F} = CF$ and $\mathcal{G} = CG$. Upon combining these facts we obtain $V = \mathcal{V}$.

**Remark 3.12.**

(i) As a consequence of Theorem 3.9(i)-(ii) we obtain that $T_{M,L} = T_{M,L}$ if and only if $M = CM$ and $L = CL$ for some invertible matrix $C \in \mathbb{C}^{2 \times 2}$. 


(ii) The statement of Theorem 3.9(iii)-(iv) shows that the map from the set of all $2 \times 2$ unitary matrices to the set of all self-adjoint extensions expressed as in (3.23) is a bijection.

4. PROOF OF MAIN RESULT

In this section, a proof is given for Theorem 3.3 which utilizes several arguments from the linear algebra and whose main idea goes back to [43]. It is based on a construction of a suitable GKN-set (see Theorem 2.11), and on a more convenient expression than that given in (3.8) for elements in $\text{dom} \ T_{\text{max}}$. Similar results for system (1.4) can be found in [31, Section 4].

**Lemma 4.1.** Let Hypothesis 2.4 be satisfied, $\{\tilde{z}, \tilde{f}\} \in T_{\text{max}}$ arbitrary, and $\varphi^{[1]}, \ldots, \varphi^{[p]}$ be arranged such that (3.11) holds. Then the element $\tilde{z}$ can be uniquely expressed as

$$\tilde{z}_k = \hat{y}_k + \sum_{i=1}^{2n} \eta_i \tilde{z}_k^{[i]} + \sum_{j=1}^{p-2n} \zeta_j \varphi_k^{[j]}, \quad k \in \mathcal{I}^+_z,$$  

where $\hat{y} \in \text{dom} \ T_{\text{min}}, \tilde{z}^{[1]}, \ldots, \tilde{z}^{[2n]}$ are specified in Lemma 3.1, and $\eta_i, \zeta_j \in \mathbb{C}$ for all $i \in \{1, \ldots, 2n\}$ and $j \in \{1, \ldots, p-2n\}$. Moreover,

$$\text{rank} \ \Omega_{p-2n} = p - 2n,$$  

where $\Omega$ was defined in (3.7).

**Proof.** Since (3.11) is satisfied, there exists an invertible matrix $P \in \mathbb{C}^{p \times p}$ such that

$$\Omega P = \begin{pmatrix} I_{p-2n} & 0 \\ Q & R \end{pmatrix},$$  

where $I_{p-2n}$ is the $(p - 2n) \times (p - 2n)$ identity matrix and $0$ stands for the $(p - 2n) \times 2n$ zero matrix. If we put $\Xi = (\Xi^{[1]}, \Xi^{[2]})$, where $\Xi^{[1]} \in \mathbb{C}^{2n \times (p-2n)}$ and $\Xi^{[2]} \in \mathbb{C}^{2n \times 2n}$, and multiply (4.3) by $\Xi$ from the left, we obtain

$$\Xi^{[1]} = -\Xi^{[2]} Q,$$

i.e., $\Xi = (-\Xi^{[2]} Q, \Xi^{[2]})$. It implies that $\text{rank} \ \Xi^{[2]} = 2n$ by the second inequality in (2.2), because $\text{rank} \ \Xi = 2n$. By multiplying equality (3.10) by the matrix $(\Xi^{[2]})^{-1}$ from the right, we get

$$Z_k (\Xi^{[2]})^{-1} = Y_k (\Xi^{[2]})^{-1} + \Phi_k^{[1]} \Xi^{[1]} (\Xi^{[2]})^{-1} + \Phi_k^{[2]},$$

where $\Phi_k^{[1]} \in \mathbb{C}^{2n \times (p-2n)}$ and $\Phi_k^{[2]} \in \mathbb{C}^{2n \times 2n}$ are such that $\Phi_k = (\Phi_k^{[1]}, \Phi_k^{[2]})$. It shows that every solution $\varphi^{[2n-p+1]}, \ldots, \varphi^{[p]}$ can be uniquely expressed with $\hat{y}^{[i]}, \tilde{z}^{[i]}, i \in \{1, \ldots, 2n\}$, and $\varphi^{[1]}, \ldots, \varphi^{[p-2n]}$, i.e.,

$$\varphi_k^{[j]} = \hat{u}_k^{[j]} + \sum_{r=1}^{2n} \eta_{jr} \tilde{z}_k^{[r]} + \sum_{s=1}^{p-2n} \zeta_{js} \varphi_k^{[s]}, \quad k \in \mathcal{I}^+_z, \quad j \in \{p - 2n + 1, \ldots, p\},$$

for some $\hat{u}_k^{[j]} \in \text{dom} \ T_{\text{min}}$ and $\eta_{jr}, \zeta_{js} \in \mathbb{C}$. Therefore, the expression in (4.1) follows from (3.8). Moreover, if we multiply (4.4) by $\varphi_k^{[i]}$ from the left, where $i \in \{1, \ldots, p - 2n\}$, then

$$(\varphi^{[i]}, \tilde{z}^{[i]})_{N+1} = (\varphi^{[i]}, \hat{y}^{[i]})_{N+1} + \sum_{r=1}^{2n} \eta_{jr} (\varphi^{[i]}, \tilde{z}^{[r]})_{N+1} + \sum_{s=1}^{p-2n} \zeta_{js} (\varphi^{[i]}, \varphi^{[s]})_{N+1}.$$

Hence from (3.3) and the definition of $\tilde{z}^{[i]}$ we have

$$\Omega_{p-2n, q}^{[1,2]} = \Omega_{p-2n, T}^{\top},$$  

(4.5)
where $T \in \mathbb{C}^{q \times (p-2n)}$ is a matrix consisting of the elements $\zeta_{j,s}$ for $j \in \{q_+ + 1, \ldots, p\}$ and $s \in \{1, \ldots, p - 2n\}$. Since the solutions are arranged such that $\text{rank} \Omega^{[1,2]}_{p-2n,q_-} = p - 2n$, identity (4.2) follows from (4.5) and the second inequality in (2.2).

**Remark 4.2.** If we switch the role of $v^{[1]}(\lambda_0)$ and $v^{[1]}(\lambda_0)$ in the definition of $\varphi^{[1]}, \ldots, \varphi^{[p]}$ in (3.6), i.e., we put $\varphi^{[i]} = w^{[i]}(\lambda_0)$ for $i \in \{1, \ldots, q\}$ and $\varphi^{[j+q-1]} = v^{[j]}(\lambda_0)$ for $j \in \{1, \ldots, q_+\}$, then the solutions $\varphi^{[1]}, \ldots, \varphi^{[q_+]}$ can be arranged such that (4.1) and (4.2) hold.

Now, we give the proof of Theorem 3.3.

**Proof of Theorem 3.3.** Assume that $T$ is a self-adjoint extension of $T_{\min}$. Then, by Theorem 2.11 there exists a GKN-set $\{\beta_j\}_{j=1}^q$ for $(T_{\min}, T_{\max})$ such that (2.38) holds. Since $\beta_j \in T_{\max}$, they may be identified as $\beta_j = \{\tilde{v}^{[j]}, \tilde{h}^{[j]}\} \in T_{\max}$. By Lemma 4.1, the elements $\tilde{v}^{[j]}$ can be uniquely expressed as

$$\tilde{v}^{[j]}_k = \hat{y}^{[j]}_k + \sum_{i=1}^{2n} \eta_{j,i} \hat{z}^{[i]}_k + \sum_{l=1}^{2q-2n} \zeta_{j,l} \varphi^{[i]}_k, \quad k \in \mathcal{T}^+_w,$$

(4.6)

where $\hat{y}^{[j]} \in \text{dom} T_{\min}$ and $\eta_{j,i}, \zeta_{j,l} \in \mathbb{C}$. We next show that the matrices

$$M := (\tilde{v}^{[1]}_0, \ldots, \tilde{v}^{[q]}_0)^* \mathcal{J} \in \mathbb{C}^{q \times 2n}, \quad L := \begin{pmatrix} \zeta_{1,1} & \cdots & \zeta_{1,2q-2n} \\ \vdots & \ddots & \vdots \\ \zeta_{q,1} & \cdots & \zeta_{q,2q-2n} \end{pmatrix} \in \mathbb{C}^{q \times (2q-2n)}$$

satisfy (3.12).

Since $\text{rank}(M, L) \leq q$, assume that $\text{rank}(M, L) < q$. Then, there exists $C = (c_1, \ldots, c_q)^{\top} \in \mathbb{C}^q \backslash \{0\}$ such that $C^* (M, L) = 0$, i.e., $C^* M = 0 = C^* L$. If $\tilde{w}_k := \sum_{j=1}^q c_j \tilde{v}^{[j]}_k$ for $k \in \mathcal{T}^+_w$, then $\tilde{w}_0 = \mathcal{J} M^* C = 0$ and also $(\tilde{w}, \varphi^{[i]})_{N+1} = \sum_{j=1}^q \tau_j (\tilde{w}^{[j]}, \varphi^{[i]})_{N+1}$ for all $i \in \{1, \ldots, 2q - 2n\}$. Hence by (4.6) and (3.3) we have

$$((\tilde{w}, \varphi^{[1]}), \ldots, (\tilde{w}, \varphi^{[2q-2n]}))_{N+1} = C^* L \Omega_{2q-2n} = 0.$$

But then $(\tilde{w}, \hat{y})_{N+1} = 0$ for any $\hat{y} \in \text{dom} T_{\max}$, because it can be written as in (4.1). It means that $\tilde{w} \in \text{dom} T_{\min}$ by (3.3) and hence $\beta_1, \ldots, \beta_q$ are linearly dependent in $T_{\max}$ modulo $T_{\min}$, which contradicts the assumption that that $\{\beta_j\}_{j=1}^q$ is a GKN-set. Therefore, the first condition in (3.12) is satisfied.

Next, we see that

$$\begin{pmatrix} (\tilde{w}^{[1]}, \tilde{w}^{[1]}_0) & \cdots & (\tilde{w}^{[q]}, \tilde{w}^{[q]}_0) \\ \vdots & \ddots & \vdots \\ (\tilde{w}^{[q]}, \tilde{w}^{[q]}_0) & \cdots & (\tilde{w}^{[q]}, \tilde{w}^{[q]}_0) \end{pmatrix} = M \mathcal{J} M^*$$

(4.7)

and by using (4.6), (3.3), and the definition of $\hat{z}^{[i]}$, also see that

$$\begin{pmatrix} (\tilde{w}^{[1]}, \tilde{w}^{[1]}_0)_{N+1} & \cdots & (\tilde{w}^{[q]}, \tilde{w}^{[q]}_0)_{N+1} \\ \vdots & \ddots & \vdots \\ (\tilde{w}^{[q]}, \tilde{w}^{[q]}_0)_{N+1} & \cdots & (\tilde{w}^{[q]}, \tilde{w}^{[q]}_0)_{N+1} \end{pmatrix} = L \Omega_{2q-2n} L^*.$$  

(4.8)

Since $\{\beta_j\}_{j=1}^q$ is a GKN-set, we obtain from (3.1) that

$$0 = [\beta_i : \beta_j] = (\tilde{w}^{[i]}, \tilde{w}^{[j]}_0)_{N+1}.$$


for all \( i, j \in \{1, \ldots, q\} \). By (4.7) and (4.8), this implies that \( M \mathcal{J} M^* - L \Omega_{2q-2n} L^* = 0 \), and that the second condition in (3.12) is also satisfied.

For any \( \hat{\varepsilon} \in \text{dom} \, T_{\text{max}} \), we can write

\[
\begin{pmatrix}
(\hat{w}^{[1]}, \hat{\varepsilon})_0 \\
\vdots \\
(\hat{w}^{[n]}, \hat{\varepsilon})_0
\end{pmatrix} = M \hat{\varepsilon}_0,
\begin{pmatrix}
(\hat{w}^{[1]}, \hat{\varepsilon})_{N+1} \\
\vdots \\
(\hat{w}^{[n]}, \hat{\varepsilon})_{N+1}
\end{pmatrix} = L \begin{pmatrix}
(\varphi^{[1]}, \hat{\varepsilon})_{N+1} \\
\vdots \\
(\varphi^{[2q-2n]}, \hat{\varepsilon})_{N+1}
\end{pmatrix},
\]

(4.9)

where the second equality follows from (4.6), (3.3), and the definition of \( \hat{\varepsilon}^{[i]} \). Upon combining (2.38), (3.1), (4.9), we obtain that \( T \) can be expressed as

\[
T = \left\{ \{\hat{z}, \hat{f}\} \in T_{\text{max}} \mid (\hat{z}, u^{[i]}), (\hat{z}, \varphi^{[i]}), (\hat{z}, \hat{\varepsilon})_{N+1} = 0 \right\}
\]

i.e., as written in (3.13).

On the other hand, let \( M \in \mathbb{C}^{q \times 2n} \) and \( L \in \mathbb{C}^{(2q-2n) \times q} \) satisfy (3.12) and \( T \) be given by (3.13). We then must show that there exists a GKN-set \( \{\beta_j\}_{j=1}^q \) for \( (T_{\text{min}}, T_{\text{max}}) \) such that \( T \) can be expressed as in (2.38). Denote the columns of \( \mathcal{J} M^* \in \mathbb{C}^{2n \times q} \) as \( \rho_1, \ldots, \rho_q \) and the columns of the matrix \( (\varphi_k, \ldots, \varphi_k^{[2q-2n]}) L^* \in \mathbb{C}^{2n \times q} \) as \( w_k^{[1]}, \ldots, w_k^{[q]} \), i.e.,

\[
\rho_i := \mathcal{J} M^* e_i, \quad w_i^{[j]} := \sum_{l=1}^{2q-2n} \eta_{l,i} \varphi_k^{[l]}, \quad i \in \{1, \ldots, q\},
\]

(4.10)

where \( e_i \) is the \( i \)-th canonical unit vector in \( \mathbb{C}^q \) and \( \eta_{l,j} \) are the elements of \( L \) for \( i \in \{1, \ldots, q\} \) and \( j \in \{1, \ldots, 2q-2n\} \). Then, \( w_i^{[j]} \in T_{\text{max}} \) for all \( i \in \{1, \ldots, q\} \) and, by Lemma 3.1, there exist \( \beta_i := \{\hat{y}^{[i]}, \hat{h}^{[i]}\} \in T_{\text{max}} \) such that

\[
\hat{y}_0^{[i]} = \rho_i, \quad \hat{y}^{[i]} = w_i^{[i]}, \quad k \in [b + 1, \infty) \cap \mathbb{Z}^+
\]

for all \( i \in \{1, \ldots, q\} \), where the number \( b \) is determined in Hypothesis 2.4. We next show that \( \{\beta_i\}_{i=1}^q \) form a GKN-set for \( (T_{\text{min}}, T_{\text{max}}) \).

Since the linear independence of \( \beta_1, \ldots, \beta_q \) in \( T_{\text{max}} \) modulo \( T_{\text{min}} \) is equivalent to the linear independence of \( \hat{y}^{[1]}, \ldots, \hat{y}^{[q]} \) in \( \text{dom} \, T_{\text{max}} \) modulo \( T_{\text{min}} \), we assume that there exists \( C = (c_1, \ldots, c_q)^\top \in \mathbb{C}^q \backslash \{0\} \) such that

\[
\hat{y} := \sum_{j=1}^q c_j \hat{y}^{[j]} \in \text{dom} \, T_{\text{min}}.
\]

Then, from (3.3) and (4.10), we have for all \( \varphi^{[1]}, \ldots, \varphi^{[2q-2n]} \in T_{\text{max}} \) that

\[
0 = (\hat{y}, \varphi^{[1]}), \ldots, (\hat{y}, \varphi^{[2q-2n]})_{N+1} = C^* L \Omega_{2q-2n}.
\]

This implies \( C^* L = 0 \), because \( \Omega_{2q-2n} \) is assumed to be invertible. Simultaneously we have \( \hat{y}_0 = 0 \), which yields

\[
0 = \hat{y}_0 = \sum_{j=1}^q c_j \hat{y}_0^{[j]} = \mathcal{J} M^* C,
\]
i.e., $C^*M = 0$, because the matrix $\mathcal{J}$ is invertible. But this means $C^*(M, L) = 0$, which contradicts the first assumption in (3.12).

Next, let

$$Y_k := \left( (\hat{g}^{[1]}, \hat{g}^{[1]})_k \cdots (\hat{g}^{[q]}, \hat{g}^{[q]})_k \right).$$

Since it can be directly calculated that $Y_0 = M\mathcal{J}M^*$ and $Y_{N+1} = L\Omega_{2q-2n}L^*$, the second equality in (3.12) implies $Y_0 - Y_{N+1} = 0$. Therefore, by using (3.1), we get

$$[\beta_i : \beta_j] = (\hat{g}^{[i]}, \hat{g}^{[j]})_{\mathfrak{k}0}^{N+1} = 0,$$

which shows that $\{\beta_i\}_{i=1}^q$ is a GKN-set for $(T_{\min}, T_{\max})$ as defined in Subsection 2.2.

Finally, let $\{\hat{w}, \hat{g}\} \in T_{\max}$ be arbitrary, then

$$M\hat{w}_0 = \begin{pmatrix} (\hat{g}^{[1]}, \hat{w})_0 \\ \vdots \\ (\hat{g}^{[q]}, \hat{w})_0 \end{pmatrix}, \quad L\begin{pmatrix} (\varphi^{[1]}, \hat{w})_{N+1} \\ \vdots \\ (\varphi^{[2q-2n]}, \hat{w})_{N+1} \end{pmatrix} = \begin{pmatrix} (\hat{g}^{[1]}, \hat{w})_{N+1} \\ \vdots \\ (\hat{g}^{[q]}, \hat{w})_{N+1} \end{pmatrix}. \quad (4.11)$$

By (3.1) the condition $[\{\hat{w}, \hat{g}\} : \beta_i] = 0$ is equivalent to

$$(\hat{w}, \hat{g}^{[i]})_{\mathfrak{k}0}^{N+1} = 0 = -(\hat{g}^{[i]}, \hat{w})_{\mathfrak{k}0}^{N+1} \quad (4.12)$$

for all $i \in \{1, \ldots, q\}$. Hence, by (4.11), we see that (4.12) can be written as

$$M\hat{w}_0 - L\begin{pmatrix} (\varphi^{[1]}, \hat{w})_{N+1} \\ \vdots \\ (\varphi^{[2q-2n]}, \hat{w})_{N+1} \end{pmatrix} = 0.$$

Therefore, the linear relation $T$ in (3.13) can be equivalently expressed as in (2.38), which means that $T$ is a self-adjoint extension of $T_{\min}$. 

The simplification of Theorem 3.3 in the limit circle case is based on the following lemma.

**Lemma 4.3.** Let Hypothesis 2.4 be satisfied and $\varphi^{[1]}, \ldots, \varphi^{[q]}$ be arranged as in Lemma 4.1. Assume that there exists $\nu \in \mathbb{R}$ such that system $(S_\nu)$ has $r := \max\{q_+, q_-\}$ linearly independent square summable solutions (suppressing the argument $\nu$) given by $\Theta^{[1]}, \ldots, \Theta^{[r]}$. Then these solutions can be arranged such that rank $\gamma_{p-2n} = p - 2n$, where

$$\gamma := \begin{pmatrix} (\Theta^{[1]}, \Theta^{[1]}),_{N+1} \cdots (\Theta^{[1]}, \Theta^{[r]}),_{N+1} \\ \vdots \\ (\Theta^{[r]}, \Theta^{[1]}),_{N+1} \cdots (\Theta^{[r]}, \Theta^{[r]}),_{N+1} \end{pmatrix} \in \mathbb{C}^{r \times r}.$$ 

Moreover, for any $\{\tilde{z}, \tilde{f}\} \in T_{\max}$ the element $\hat{z}$ can be uniquely expressed as

$$\hat{z}_k = \hat{g}_k + \sum_{i=1}^{2n} \alpha_i \hat{z}^{[i]}_k + \sum_{j=1}^{p-2n} \beta_j \Theta^{[j]}_k, \quad k \in \mathcal{I}_z^+,$$

where $\hat{g} \in \text{dom} \ T_{\min}$, $\hat{z}^{[1]}, \ldots, \hat{z}^{[2n]}$ are given in Lemma 3.1, and $\alpha_i, \beta_j \in \mathbb{C}$ for all $i \in \{1, \ldots, 2n\}$ and $j \in \{1, \ldots, p - 2n\}$. 


Proof. Since $\Theta^{[1]}, \ldots, \Theta^{[r]} \in \text{dom } T_{\text{max}}$, by Lemma 4.1 there exist unique $\alpha_{i,j}, \beta_{i,l} \in \mathbb{C}$ such that

$$
\Theta_k^{[i]} = \hat{y}_k + \sum_{j=1}^{2n} \alpha_{i,j} \hat{z}_k^{[j]} + \sum_{l=1}^{p-2n} \beta_{i,l} \varphi_k^{[l]}, \quad k \in \mathbb{Z}^+,
$$

(4.13)

where $i \in \{1, \ldots, r\}$. Then, the definition of $\hat{z}^{[i]}$ and identity (3.3) yield

$$
\Upsilon = B \Omega_{p-2n} B^* \Upsilon^* \hspace{1cm} (4.14)
$$

where the matrix $B = [\beta_{i,j}] \in \mathbb{C}^{r \times (p-2n)}$. Hence, $\text{rank } \Upsilon \leq p-2n$ by the first inequality in (2.2). On the other hand, by the Wronskian-type identity in (2.7) we have $\Upsilon = \Theta^*_k \mathcal{J} \Theta_k$, where $\Theta_k := (\Theta_k^{[1]}, \ldots, \Theta_k^{[r]})$. Since the solutions $\Theta_k^{[1]}, \ldots, \Theta_k^{[r]}$ are linearly independent, we have $\text{rank } \Theta_k = k$ for all $k \in \mathbb{Z}^+$, and hence $\text{rank } \Upsilon \geq p-2n$ by the second inequality in (2.2). Therefore $\text{rank } \Upsilon = p-2n$, which implies that the solutions $\Theta_k := (\Theta_k^{[1]}, \ldots, \Theta_k^{[r]})$ can be arranged such that $\text{rank } \Theta_k = p-2n$. In this case, the invertibility of $B_{p-2n}$ follows from the equality $\Upsilon_{p-2n} = B_{p-2n} \Omega_{p-2n} B_{p-2n}^*$, which is obtained analogously to (4.14). Since from (4.13) we have

$$
(\Theta_k^{[1]}, \ldots, \Theta_k^{[p-2n]}) = (\hat{y}_k^{[1]}, \ldots, \hat{y}_k^{[p-2n]}) + (\hat{z}_k^{[1]}, \ldots, \hat{z}_k^{[p-2n]}) A_{2n,p-2n}^* + (\varphi_k^{[1]}, \ldots, \varphi_k^{[p-2n]}) B_{q-2n}^* \hspace{1cm} (4.15)
$$

where $A = [\alpha_{i,j}] \in \mathbb{C}^{r \times 2n}$, the invertibility of $B_{p-2n}$ means that $\varphi_k^{[1]}, \ldots, \varphi_k^{[p-2n]}$ can be uniquely expressed by using $\Theta_k^{[1]}, \ldots, \Theta_k^{[p-2n]}$, $\hat{y}_k^{[1]}, \ldots, \hat{y}_k^{[p-2n]}$, and $\hat{z}_k^{[1]}, \ldots, \hat{z}_k^{[p-2n]}$. Upon combining these expressions with (4.1), we obtain the second part of the statement.

\section*{Acknowledgements}

This work was supported by the Program of “Employment of Newly Graduated Doctors of Science for Scientific Excellence” (grant number CZ.1.07/2.3.00/30.0009) co-financed from European Social Fund and the state budget of the Czech Republic. The first author would like to express his thanks to the Department of Mathematics and Statistics (Missouri University of Science and Technology) for hosting his visit. The authors are also indebted to the anonymous referee for detailed reading of the manuscript and constructive comments in her/his report which helped to improve the presentation of the results.

\section*{References}

[1] R. Arens, \textit{Operational calculus of linear relations}, Pacific J. Math. \textbf{11} (1961), 9–23.
[2] F. V. Atkinson, \textit{Discrete and Continuous Boundary Problems}, Mathematics in Science and Engineering, Vol. 8, Academic Press, New York, 1964.
[3] M. B. Bekker, M. Bohner, and H. Voulov, \textit{Extreme self-adjoint extensions of a semibounded q-difference operator}, Math. Nachr. \textbf{287} (2014), no. 8-9, 869–884.
[4] D. S. Bernstein, \textit{Matrix Mathematics: Theory, Facts, and Formulas}, second edition, Princeton University Press, Princeton, 2009. ISBN 978-0-691-14039-1.
[5] M. Bohner and O. Došlý, \textit{Disconjugacy and transformations for symplectic systems}, Rocky Mountain J. Math. \textbf{27} (1997), no. 3, 707–743.
[6] M. Bohner and S. Sun, \textit{Weyl–Titchmarsh theory for symplectic difference systems}, Appl. Math. Comput. \textbf{216} (2010), no. 10, 2855–2864.
[7] B. M. Brown and J. S. Christiansen, \textit{On the Krein and Friedrichs extensions of a positive Jacobi operator}, Expo. Math. \textbf{23} (2005), no. 2, 179–186.
[8] S. L. Clark, F. Gesztesy, R. Nichols, and M. Zinchenko, \textit{Boundary data maps and Krein’s resolvent formula for Sturm–Liouville operators on a finite interval}, Oper. Matrices \textbf{8} (2014), no. 1, 1–71.
[9] S. L. Clark and P. Zemánek, \textit{On a Weyl–Titchmarsh theory for discrete symplectic systems on a half line}, Appl. Math. Comput. \textbf{217} (2010), no. 7, 2952–2976.
[10] S. L. Clark and P. Zemánek, *On discrete symplectic systems: Associated maximal and minimal linear relations and nonhomogeneous problems*, J. Math. Anal. Appl. 421 (2015), no. 1, 779–805.

[11] E. A. Coddington, *Extension Theory of Formally Normal and Symmetric Subspaces*, Memoirs of the American Mathematical Society, Vol. 134, American Mathematical Society, Providence, 1973.

[12] E. A. Coddington and H. S. V. de Snoo, *Positive selfadjoint extensions of positive symmetric subspaces*, Math. Z. 159 (1978), no. 3, 203–214.

[13] E. A. Coddington and A. Dijksma, *Self-adjoint subspaces and eigenfunction expansions for ordinary differential subspaces*, J. Differential Equations 20 (1976), no. 2, 473–526.

[14] R. Cross, *Multivalued Linear Operators*, Monographs and Textbooks in Pure and Applied Mathematics, Vol. 213, Marcel Dekker, New York, 1998. ISBN 0-8247-0219-0.

[15] A. Dijksma and H. S. V. de Snoo, *Self-adjoint extensions of symmetric subspaces*, Pacific J. Math. 54 (1974), 71–100.

[16] O. Došlý and P. Hasil, *Friedrichs extension of operators defined by symmetric banded matrices*, Linear Algebra Appl. 430 (2009), no. 8-9, 1966–1975.

[17] M. A. El-Gebeily, D. O’Regan, and R. P. Agarwal, *Characterization of self-adjoint ordinary differential operators*, Math. Comput. Modelling 54 (2011), no. 1-2, 659–672.

[18] W. N. Everitt and L. Markus, *Boundary Value Problems and Symplectic Algebra for Ordinary Differential and Quasi-differential Operators*, Mathematical Surveys and Monographs, Vol. 61, American Mathematical Society, Providence, 1999. ISBN 0-8218-1080-4.

[19] X. Hao, J. Sun, A. Wang, and A. Zettl, *Characterization of domains of self-adjoint ordinary differential operators II*, Results Math. 61 (2012), no. 3-4, 255–281.

[20] X. Hao, J. Sun, and A. Zettl, *Canonical forms of self-adjoint boundary conditions for differential operators of order four*, J. Math. Anal. Appl. 387 (2012), no. 2, 1176–1187.

[21] S. Hassi, H. S. V. de Snoo, and F. H. Szafraniec, *Componentwise and Cartesian decompositions of linear relations*, Dissertationes Math. (Rozprawy Mat.) 465 (2009), 59.

[22] S. Hassi, A. Sandovici, H. S. V. de Snoo, and H. Winkler, *A general factorization approach to the extension theory of nonnegative operators and relations*, J. Operator Theory 58 (2007), no. 2, 351–386.

[23] D. B. Hinton, A. M. Krall, and J. K. Shaw, *Boundary conditions for differential operators with intermediate deficiency index*, Appl. Anal. 25 (1987), no. 1-2, 43–53.

[24] D. B. Hinton and R. T. Lewis, *Spectral analysis of second order difference equations*, J. Math. Anal. Appl. 63 (1978), no. 2, 421–438.

[25] D. B. Hinton and A. N. Schneider, *On the Titchmarsh–Weyl coefficients for singular S-Hermitian systems II*, Math. Nachr. 185 (1997), 67–84.

[26] M. Lesch and M. M. Malamud, *On the deficiency indices and self-adjointness of symmetric Hamiltonian systems*, J. Differential Equations 189 (2003), no. 2, 556–615.

[27] M. Marletta and A. Zettl, *The Friedrichs extension of singular differential operators*, J. Differential Equations 160 (2000), no. 2, 404–421.

[28] M. A. Na˘ımark, *Linear Differential Operators, Part II: Linear Differential Operators in Hilbert Space*, with additional material by the author, and a supplement by V. E. Lyantse, translated from the Russian by E. R. Dawson, English translation edited by W. N. Everitt, George G. Harrap & Company, New York, 1968.

[29] H.-D. Niessen and A. Zettl, *The Friedrichs extension of regular ordinary differential operators*, Proc. Roy. Soc. Edinburgh Sect. A 114 (1990), no. 3-4, 229–236.

[30] H.-D. Niessen and A. Zettl, *Singular Sturm–Liouville problems: The Friedrichs extension and comparison of eigenvalues*, Proc. London Math. Soc. (3) 64 (1992), no. 3, 545–578.

[31] G. Ren and Y. Shi, *Self-adjoint extensions for discrete linear Hamiltonian systems*, Linear Algebra Appl. 454 (2014), 1–48.

[32] Y. Shi, *The Glazman–Krein–Naimark theory for Hermitian subspaces*, J. Operator Theory 68 (2012), no. 1, 241–256.

[33] Y. Shi and H. Sun, *Self-adjoint extensions for second-order symmetric linear difference equations*, Linear Algebra Appl. 434 (2011), no. 4, 903–930.

[34] R. Šimon Hilscher and P. Zemánek, *Friedrichs extension of operators defined by linear Hamiltonian systems on unbounded interval*, in “Equadiff 12”, Proceedings of the Conference on Differential Equations and their Applications (Brno, 2009), J. Diblik, O. Došlý, P. Drábek, and E. Feistauer, editors, Math. Bohem. 135 (2010), no. 2, 209–222.

[35] R. Šimon Hilscher and P. Zemánek, *Weyl disks and square summable solutions for discrete symplectic systems with jointly varying endpoints*, Adv. Difference Equ. 2013 (2013), no. 232, 18 pp. (electronic).
R. Šimon Hilscher and P. Zemánek, *Generalized Lagrange identity for discrete symplectic systems and applications in Weyl–Titchmarsh theory*, in “Theory and Applications of Difference Equations and Discrete Dynamical Systems”, “Theory and Applications of Difference Equations and Discrete Dynamical Systems”, Proceedings of the 19th International Conference on Difference Equations and Applications (Muscat, 2013), Z. AlSharawi, J. Cushing, and S. Elaydi, editors, Springer Proceedings in Mathematics & Statistics, Vol. 102, pp. 187-202, Springer, Berlin, 2014.

R. Šimon Hilscher and P. Zemánek, *Weyl–Titchmarsh theory for discrete symplectic systems with general linear dependence on spectral parameter*, J. Difference Equ. Appl. 20 (2014), no. 1, 84–117.

R. Šimon Hilscher and P. Zemánek, *Time scale symplectic systems with analytic dependence on spectral parameter*, J. Difference Equ. Appl. 21 (2015), no. 3, 209–239.

R. Šimon Hilscher and P. Zemánek, *Limit circle invariance for two differential systems on time scales*, Math. Nachr. 288 (2015), no. 5-6, 696–709.

H. Sun and Y. Shi, *Limit-point and limit-circle criteria for singular second-order linear difference equations with complex coefficients*, Comput. Math. Appl. 52 (2006), no. 3-4, 539–554.

H. Sun and Y. Shi, *Self-adjoint extensions for linear Hamiltonian systems with two singular endpoints*, J. Funct. Anal. 259 (2010), no. 8, 2003–2027.

H. Sun and Y. Shi, *Self-adjoint extensions for singular linear Hamiltonian systems*, Math. Nachr. 284 (2011), no. 5-6, 797–814.

J. Sun, *On the selfadjoint extensions of symmetric ordinary differential operators with middle deficiency indices*, Acta Math. Sinica (N.S.) 2 (1986), no. 2, 152–167.

A. Wang, J. Sun, and A. Zettl, *Characterization of domains of self-adjoint ordinary differential operators*, J. Differential Equations 246 (2009), no. 4, 1600–1622.