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Abstract—Power sector capacity expansion models (CEMs) that are used for studying future low-carbon grid scenarios must incorporate detailed representation of grid operations. Often CEMs are formulated to model grid operations over representative periods that are sampled from the original input data using clustering algorithms. However, such representative period selection (RPS) methods are limited by the declining efficacy of the clustering algorithm with increasing dimensionality of the input data and do not consider the relative importance of input data variations on CEM outcomes. Here, we propose a RPS method that addresses these limitations by incorporating dimensionality reduction, accomplished via neural network based autoencoders, prior to clustering. Such dimensionality reduction not only improves the performance of the clustering algorithm, but also facilitates using additional features, such as estimated outputs produced from parallel solutions of simplified versions of the CEM for each disjoint period in the input data (e.g. 1 week). The impact of incorporating dimensionality reduction as part of RPS methods is quantified through the error in outcomes of the corresponding reduced-space CEM vs. the full space CEM. Extensive numerical experimentation across various networks and range of technology and policy scenarios establish the superiority of the dimensionality-reduction based RPS methods.
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I. INTRODUCTION

EAST-COST planning of deeply decarbonized bulk power systems requires contending with the unique operational attributes of the demand and supply-side resources that play a dominant role in such systems. These include: a) variable renewable energy sources (VRE) whose output varies across multiple time-scales; b) new flexible loads such as heat pumps, electric vehicles and distributed energy resources that collectively increase demand variability and c) storage resources that store energy for various time scales, ranging from intra-day to seasons, and thus couple grid operations across these periods [1]–[3]. Recognizing this need, a growing body of literature has focused on formulation and solution strategies for power system capacity expansion models (CEM) with improved spatial and temporal representation of grid operations [4]–[12].

A typical CEM takes the viewpoint of central planner and minimizes the sum of investment cost and operational costs of electricity supply, network, storage and demand-side resources. The constraints of a CEM usually include operational constraints of each resource as well as the system including, supply-demand balance, reliability requirements, and environmental considerations such as carbon emissions limits [13], [14]. The number of variables in the CEM scale linearly with the number of operational periods modeled; let \( n \) be the total number of generation units, \( l \) number of load zones and \( t \) number of operational periods. Then the full-scale CEM is a problem of dimension \((n + l) \times t\). To maintain computational tractability, many CEMs evaluate grid operations over a few representative periods (e.g. days, weeks), often selected using one of the many known variations of time series clustering techniques (which we cover later in this section) [4], [15], [16]. In the context of an electricity system, time series clustering usually face common challenges such as processing multidimensional and multivariate input data and handling hidden features that are only detected in the results [17]. Therefore, along with advancements in decomposition algorithms that allow for increasing temporal resolution of CEMs while maintaining computational tractability [18], [19], improvements in representative period selection (RPS) methods to exploit unique attributes of power sector-related time series data are useful.

The problem of time series clustering for RPS finds applications in many domains outside power systems, and generally consists of four major components: 1) clustering algorithm, 2) prototype definition, 3) distance measurement, and 4) dimensionality reduction.

1) Clustering Algorithms: Commonly-used time series clustering algorithms can be classified into six broad classes depending on the underlying logic used for grouping the elements (e.g. hour, day, week) of the time series into clusters: hierarchical (bottom-up and top-down) [20], partition-based (e.g. \( k \)-means, \( k \)-medoid) [21], density-based (DBSCAN) [22], grid-based (e.g., finite cell division) [23], model-based (e.g., self-organizing maps) [24], and multi-step (hybrid methods) [25].

2) Prototype Definition: The prototype of a cluster refers to the representation of the original time series in the reduced space. There are three main prototyping methods: 1) means and medoid [26], 2) temporal averaging (e.g., Dynamic Time Warping (DTW)) [27], and 3) local search [28].

3) Distance Metric: Time series clustering highly depends...
on the choice of the distance measure used for assigning the time series elements to clusters [29]. Commonly used distance metrics include 1) time-based metrics such as Euclidean, correlation, Fourier transform [30], [31], 2) shape-based metrics [32], and 3) change-based metrics (e.g., Hidden Markov Models) [33].

4) Dimensionality Reduction: Unlike the other three components, which are essential for the clustering process, dimensionality reduction is an optional component. Broadly speaking, a clustering algorithm’s performance is measured by how well it can assign a cluster label to a given dataset, commonly measured by the prototype definition and distance metric. Since a clustering algorithm’s performance deteriorates when the size of the data increases [21], dimensionality reduction downsizes the dataset used in the clustering process for better performance and lower computational burden. This improved performance comes at the expense of information loss in the dimensionality reduction process. Dimensionality reduction methods include 1) data-adaptive approaches [34], 2) deterministic segmentation [35], 3) model-based (e.g., Auto-Regressive Moving Average) and [36] 4) clipping [37].

The above-mentioned components of RPS have been heavily discussed in the literature in the context of electricity resource planning [5], [6], [38]–[42]. Several studies have explored the problem of RPS for CEMs applied to power and/or energy systems [40], [41], [43]. Here, we summarize a few key papers that exemplify the general approaches. Authors in [7], [44] explore modeling representative days for optimal deployment of energy storage only. Probabilistic generation snapshots method to cluster representative weeks based on mean cluster values is discussed in [45]. Operational pattern similarity in temporal data to aggregate generation dispatch models is also proposed in some studies [46], [47] but without considering the temporal variations in supply-demand balance. Several papers have resorted to using variants of k-means clustering on the original input data to select representative periods to be used in CEM evaluation [4], [11], [16], [48]. Other papers have proposed RPS methods based on hierarchical clustering [8], [39] or simulation-based methods [42], [49]. Other studies [17], [40], [41] explore optimization-based approaches at a high computational cost that limits its scalability. On the other hand, data-driven approaches [50], [51] have been proven to be effective in time series aggregation. However, the proposed methods are restricted to labeled data sets that are generally not applicable to power system planning because the time series data is not labeled and require a priori knowledge of the distribution function for probabilistic assignment to a cluster based on the distance metric. Additionally, the performance of such methods is often measured by the error in reproducing the input data to a CEM, whereas in power systems it is the CEM output that determines the quality of the RPS. Recent work on learning-based methods [52] has been proposed to evaluate RPS of wind resources but without any application to CEM of power systems.

In summary, the literature on RPS for power system CEMs has generally focused on using the original multi-variate input data directly in the clustering process without considering how well the input data approximates the original output (i.e. full-space problem). The contributions of this paper is twofold: First, we introduce a data pre-processing step involving non-linear dimensionality reduction via neural networks. We call this process an autoencoder and explain in detail in section II. Second, we propose a technique to incorporate CEM output information in the clustering process. The resulting approach allows us to find a balance between loss of information during the dimensionality reduction process and the information loss incurred during the clustering process. Our approach identifies a set of representative periods and their corresponding input data that is used to formulate a reduced-space CEM (RCEM, i.e. the CEM with representative periods) whose outcomes are shown to approximate full-space CEM (FCEM, i.e. CEM using full-dimension input data) outcomes with an acceptable accuracy. The autoencoders identify both short (intra-day variations) and long-term features (seasonal variations) in the original multi-variate time series data and reduce the dimension of the data in a way that reduces the clustering loss. We perform numerical experiments to compare the performance of the proposed RPS method with two alternative methods from the literature which rely on k-means clustering but do not use dimensionality reduction. In all four approaches, we fix the prototype definition of the clustering process to be mediod, use k-means as the clustering algorithm and use Euclidean distance (L2 norm) as the distance metric. Overall, the main contributions of the paper to the field of power system planning models are as follows:

1) use of autoencoders for dimensionality reduction as a pre-processing step in the RPS method.
2) defining and incorporating features related to CEM outputs to be used in the clustering process.
3) extensive numerical experimentation spanning different number of representative periods selected (4, 8, 20) for RCEM, different network sizes (1, 3, 8 bus) and cost assumptions (90 scenario runs for each network and representative period pair) for the case study.

The remainder of the paper is structured as follows: section II describes the methods, including the key assumptions and structure of the proposed methods and formulation of the CEM; section III details the case study input data we use for the comparative statistical analysis of the four alternative RPS methods; section IV describes results of the various RPS methods from the case study. Finally, section V concludes the paper, discusses the limitations and, provides future directions.

II. Methods

A. CEM model, input and output data

To evaluate the proposed methods, we use a standard linear programming CEM formulation [53]–[55] that is fully described in Appendix A section A. The model objective function (Eq. 14) minimizes the total system cost which includes annualized generation expansion and, operational costs. The full-space CEM (FCEM) has \( w_t = 1 \) for every period \( t \). On the other hand, the reduced-space CEM (RCEM)
has time weight \( w_t \geq 1 \) depending on the RPS. The key operational constraints are: 1) hourly power balance constraint (Eq. 15), 2) time-dependent capacity constraints for generation resources (Eq. 16), 3) battery storage state of charging, energy and power capacity limits (Eqs. 17 - 22), 4) generation unit commitment (Eq. 23 - 27), 5) generation minimum and maximum power output (Eq. 28, 29), 6) generation ramping limits (Eq. 30, 31), 7) direct current power flow approximation using line susceptance and bus angles (Eq. 32), 8) network flow limits (Eq. 33, 34) and, 9) non-negativity constraints (Eq. 35). This formulation is used for both the FCEM and RCEM, with the following two caveats: First, the RCEM does not include inter-temporal constraints linking resource operations across representative periods. For the inter-temporal constraints related to ramping limits and storage inventory, we look back to the last sub-period of the same representative period to define the constraint for the first sub-period (see Eq. 18) [4], [12], [41].

The solution of the CEM formulation yields a set of generation, energy and charge capacities (\( \Omega_{n,z}^{\text{size}}, \Omega_{n,z}^{\text{energy}} \) and, \( \Omega_{n,z}^{\text{charge}} \)). The solution also provides dispatch variables for each time period \( t \) yielding five output time series: 1) power output (\( \Psi_{a,t,z}^{\text{charge}} \)), 2) storage charge (\( \Psi_{a,t,z}^{\text{charge}} \)), 3) storage discharge (\( \Psi_{a,t,z}^{\text{discharge}} \)), 4) non-served energy (\( \chi_{a,t,z} \)) and 5) line power flow (\( \phi_{a,t,z} \)).

To quantify the impact of input data variations on CEM outputs, we generate estimated outputs from solving the CEM for each single period in the underlying input data and use that information to inform selection of representation periods. If each representative period consists of \( q \) hours, one year input data (8760 hours) will have \( p = \lfloor \frac{8760}{q} \rfloor \) periods and correspondingly \( p \) CEMs can be solved to generate output features. Note that the output produced for each period is an abstraction of the outputs obtained from solving the FCEM which considers 8760 hours of operations. The solution time required to solve the RCEM for each period can is generally much smaller than than solving the FCEM [56]. Moreover, the independence of CEM problems for each time periods allows multi-threading (or parallelization). From the outputs of the RCEM, we use the five output time series mentioned above as features to be used in the data encoding.

### B. Dimensionality reduction - autoencoders

We perform dimensionality reduction using a structure of autoencoders that refer to a type of neural network which enable transforming high-dimensional input data into their lower dimensional data (encoding) and vice-versa (decoding). The encoder transforms the high dimensional input data into lower dimension, referred to as latent representation, while keeping the most important features. The decoder uses the latent representation of the data to reconstruct the initial input data.

The encoder and decoder are constructed using various deep learning layers [57] in Keras [58] as follows:

The encoder network architecture (Fig. 1) starts with a 1D convolution layer, which extracts the important short-term waveforms. The convolution layer is followed by a maximum pooling layer to reduce the dimension of the data by combining the output neurons of the convolution layer into a single neuron to the subsequent layer. Then a bidirectional long short-term memory layer is introduced to learn the temporal changes in both directions relative to each time period. The decoder consists of a fully connected upsampling layer followed by convolutional transpose layer to transform the latent representation back to the original dimension. The objective of the autoencoder is to find a code for each data sample through minimization of the mean squared error (MSE) between its output and input over all samples. The parameters of the autoencoder are updated by minimization of the reconstruction mean squared error (MSE) as seen in Eq. 1:

\[
L_r = \frac{1}{p} \sum_{i=1}^{p} \left| \left| D(E(x_i)) - x_i \right| \right|^2_2
\]

where \( p \) is the number of periods considered (e.g., \( p = 52 \) if the planning horizon is one year and each period is defined as a week \( \rightarrow q = 168 \) hours) in the data entries \( x_i \in \mathbb{R}^{(n+1)q} \) is the \( k^{th} \) period. \( E \) and \( D \) represent the encoder mapping (Eq. 2) and decoder mapping (3), respectively, with \( k \) being the desired number of clusters.

\[
E : \mathbb{R}^{(n+1)q} \rightarrow \mathbb{R}^{(n+1)q}
\]

\[
D : \mathbb{R}^{(n+1)q} \rightarrow \mathbb{R}^{(n+1)q}
\]

Moreover, we set the maximum pooling size to the number of clusters to reduce the inputted multivariate space to latent representation. Therefore, the data is being compressed from \( \mathbb{R}^{p \times (n+1)q} \) to \( \mathbb{R}^{\frac{m \times (n+1)q}{k}} \) where \( k \) is the number of clusters desired. For autoencoders [57], when the dimension of the latent representation is on the order of the number of clusters of the input data then the network can be trained in an end-to-end manner without including regularization [51] such as Dropout and batch normalization terms [59], [60].

### C. Clustering algorithm

We use the unsupervised \( k \)-means clustering algorithm that minimizes the sum of intra-cluster distances, with distance defined by the Euclidean norm in our case study. The objective function of the \( k \)-means algorithm is given in Eq. 4 which is unsupervised. The objective function Eq. 4 of \( k \)-means minimizes the mean squared error between the representative periods. In Eq. 4, \( S_j \) is set of periods assigned to cluster \( j \), \( k \) is the number of clusters desired, and \( \bar{x}_j \) is the centroid of cluster \( j \) [61]. For each cluster, we use the period that is nearest to the cluster centroid as the representative period [62]. The algorithm is implemented using scikit-learn library KMeans function with 10,000 repetitions of different centroid seeds to
ensure that a global solution can be found [21]. The clustering algorithm produces period-indexed (52 in case of clustering of weeks) labels of the annual time series data. This labeling is used to generate the reduced time series data after the latent representation is reconstructed through the decoder.

\[ L_c = \sum_{j=1}^{k} \sum_{x_i \in S_j} ||x_i - \bar{x}_j||^2 \]

(4)

D. Overall loss function definition

To guide the autoencoder to represent features that are important to forming clusters, the overall loss function for the RPS is defined by Eq. 5. Here, \( \gamma \) is a tunable parameter between 0 and 1 that adjusts the relative importance of the error induced in the latent representation and the error introduced via the clustering process.

\[ L = L_r + \gamma L_c \]

(5)

We examine three alternative configurations for coupling autoencoders and the clustering process as illustrated in Fig. 2. Type 1 only uses input data, Type 2 uses both input and output data in one autoencoder and, Type 3 splits the autoencoding of the input and the output data into two separate autoencoders. Specifically, the outputs of both encoders in Type 3 are intermediate latent representations which are fed into a second-level autoencoder that produces the latent representation on which clustering is performed. The decoding side of the Type 3 method mirrors the encoding side. Both Type 1 and 2 autoencoders use the loss function defined by Eq. 1. Type 3 has an expanded autoencoder loss function as detailed in Eq. 6, where \( L_{int} \) is the intermediate autoencoder loss function, \( L_I \) is the input data autoencoder loss function, \( L_O \) is the output data autoencoder loss function and, \( \alpha \) and \( \beta \) are parameters that balance the feature importance of input relative to output data, while satisfying the condition: \( \alpha + \beta = 1 \). We identify the values of \( \alpha \) and \( \beta \) that minimize the overall loss function by scanning through 100 combinations of values that satisfy the above-mentioned condition. Note that \( L_r, L_I, L_O \) are defined based on their respective input and output data using Eq. 1.

\[ L_r = L_{int} \times (\alpha L_I + \beta L_O) \]

(6)

By jointly reducing input and output, the Type 2 autoencoder could in principle, identify input features that have a greater impacts on CEM outputs. However, even a dimensionality reduction technique will have diminishing returns with increasing number of features i.e. the dimension of data input to the encoder. This motivated us to consider the Type 3 encoder, where we use a separate autoencoder for input and output and then combine them in a third autoencoder (Eq. 6).

![Autoencoder architecture used in the RPS method. Encoder is constructed using three main layers: Convolution, Maximum Pooling and, Long short term memory (LSTM) [57]. Decoder is constructed using two main layers: Up sampling and deconvolution [57]. Clustering is performed in the latent with the representative periods identified from clustering subsequently decoded to produce input time series for the RCEM.](image)

Fig. 1. Autoencoder architecture used in the RPS method. Encoder is constructed using three main layers: Convolution, Maximum Pooling and, Long short term memory (LSTM) [57]. Decoder is constructed using two main layers: Up sampling and deconvolution [57]. Clustering is performed in the latent with the representative periods identified from clustering subsequently decoded to produce input time series for the RCEM.

![Three types autoencoder structures proposed. Type 1: input autoencoding only, Type 2: joint input and output autoencoding, Type 3: separate input and output autoencoding.](image)

Fig. 2. Three types autoencoder structures proposed. Type 1: input autoencoding only, Type 2: joint input and output autoencoding, Type 3: separate input and output autoencoding.

Type 1 autoencoder only uses input data therefore it is comparable to k-means on input data only (I/O k-means). On the other hand, Type 2 and Type 3 autoencoders use both input and output data and therefore are comparable to k-means on input and output data (I/O k-means).

E. Error metrics

We focus on error metrics that quantify the difference between the results of the FCEM and the RCEM across multiple dimensions of installed capacity (\( \sigma_{a,z}^{size}, \sigma_{a,z}^{energy}, \sigma_{a,z}^{charge} \)), system cost (Eq. 14), annual non-served energy (NSE, \( \chi_{t,z} \) in Eqn. 15, summed over the entire year), generation (\( \bar{\sigma}_{t,z} \) in Eqn. 15, summed over the entire year), while using the same time-independent parameters inputs. For capacity, we compare capacity results retrieved directly from the outputs of RCEM and FCEM. In RCEM, each resource \( a \) in the set of resource \( A \) and each zone \( z \) in the set of zones \( Z \) of a case \( m \) (\( x_{a,z,m} \)) has a relative absolute error to corresponding FCEM (\( y_{a,z,m} \)) defined by the generalized Eq. 7. Where \( m \in M \) corresponds to the set of cases defined by alternative technology assumptions, demand profiles, and representative periods (Appendix A Table III). We use absolute value based error metrics to account for both positive and negative deviations between the RCEM outputs and FCEM outputs.

\[ AE_{a,z,m} = \frac{|x_{a,z,m} - y_{a,z,m}|}{y_{a,z,m}} \]

(7)

Additionally, each case \( m \) in \( M \) has multiple generation sources \( a \in A \) in zones \( z \in Z \). We report the weighted average absolute error per case \( m \) by the generalized equation Eq. 8.
The weight $y^{a,z,m}$ is the result of FCEM of the corresponding resource $a$ of zone $z$ in case $m$.

$$WAE_{a,z,m} = \frac{\sum_{a \in A, z \in Z} AE_{a,z,m} y_{a,z,m}}{\sum_{a \in A, z \in Z} y_{a,z,m}}$$  \hspace{1cm} (8)

In the results, we report the mean and distribution of the weighted average absolute error of all the cases $m \in M$. The weighted average absolute capacity error is defined as the weighted average installed capacity error relative to the full-space results for each considered generator type (i.e., both energy generating and dependent resources). The mean capacity error metric is therefore defined by Eq. 9, $AE_{a,z,m}^{\text{energy}}$ and, $AE_{a,z,m}^{\text{charge}}$ are the installed size, energy and charge capacity errors (individually defined by Eq. 7) of generator $a$ in zone $z$ from case $m$ and $\Omega_{a,m}^{\text{energy},\text{FCEM}}$, $\Omega_{a,m}^{\text{charge},\text{FCEM}}$ are the FCEM outcomes corresponding to installed size, energy and charge capacities for the same case $m$.

$$WAE_{\text{Cap}} = \frac{1}{|M|} \sum_{m \in M} \left[ \sum_{a \in A} \sum_{z \in Z} \frac{AE_{a,z}^{\text{energy}} FCEM \cdot \Omega_{a,m}^{\text{energy},\text{FCEM}}}{\sum_{a \in A} \sum_{z \in Z} \Omega_{a,m}^{\text{energy},\text{FCEM}}} + \sum_{a \in A} \sum_{z \in Z} \frac{AE_{a,z}^{\text{charge}} FCEM \cdot \Omega_{a,m}^{\text{charge},\text{FCEM}}}{\sum_{a \in A} \sum_{z \in Z} \Omega_{a,m}^{\text{charge},\text{FCEM}}} \right]$$  \hspace{1cm} (9)

For operational cost, generation and NSE results, direct comparison between the RCEM results and FCEM results is not plausible due to the different temporal resolutions used. Instead, we fix the capacity variable of the RCEM solution and evaluate the optimal dispatch for the fixed capacity over the entire year at an hourly resolution that can be compared against the dispatch results and cost of the FCEM. The mean system cost of electricity (SCOE) error is defined by Eq. 11 which resembles the optimization model’s objective function Eq. 14 without considering NSE ($\chi$) - error in the NSE is considered separately. Eq. 10 is the objective function of the CEM defined in Eq. 14 (noted as $\text{Obj}$) without the NSE.

$$SCOE_{a,z,m} = \text{Obj}_{a,z,m} - \sum_{z} w_t \cdot \chi_{t,z} \cdot C^S_z$$  \hspace{1cm} (10)

We normalize $SCOE$ by the total demand to produce the error across all the cases $m$ with differing demand profiles as in Eq. 11, where $SCOE_{a,z,m}^{\text{FCEM}}$ is the full-space SCOE (as defined in Eq. 10) of generator $a$ in zone $z$.

$$WAE^{SCOE} = \frac{1}{|M|} \sum_{m \in M} \frac{1}{\sum_{t} L_{t,z,m}} \times \sum_{a} \sum_{z} \frac{AE_{a,z,m}^{SCOE} \cdot \Omega_{a,m}^{SCOE,\text{FCEM}}}{\sum_{a} \sum_{z} \Omega_{a,m}^{SCOE,\text{FCEM}}}$$  \hspace{1cm} (11)

NSE is reported as a percentage of the annual demand of the corresponding load year as described in Eq. 12:

$$WAE^{NSE} = \frac{1}{|M|} \sum_{a \in M} \left( \sum_{t} \sum_{z} \frac{\chi_{t,z,m}}{L_{t,z,m}} \right)$$  \hspace{1cm} (12)

The generation error is the generation weighted average error relative to the full-space for each considered generator type (i.e., energy generating resources only) as described in Eq. 13 where $AE_{a,m}^{\text{energy, FCEM}}$ an individual case’s generation error (defined by Eq. 7 of generator $a$ from case $m$ and $\pi_{a,t,z,m}$ is the full-space generation output corresponding to the same case $m$. Note that all the error metrics used to evaluate the performance of the various RPS methods are dimensionless by the definitions provided above.

$$WAE^{Gen} = \frac{1}{|M|} \sum_{m \in M} \frac{\sum_{a} AE_{a,m}^{\pi} \cdot \sum_{a,t,z,m} \pi_{a,t,z,m}}{\sum_{a} \sum_{t} \pi_{a,t,z,m}}$$  \hspace{1cm} (13)

III. CASE STUDY DESCRIPTION

To assess the performance of the autoencoder-based RPS method, we evaluate CEM results on three different case studies, all of which are based on the data and topology of the Electric Reliability Council of Texas (ERCOT). We consider representative period of length 168 hours with $k = 4, 8$ and, 20. Our experiments span three networks: single bus, three bus and eight bus systems as highlighted in Fig. 3 and 90 scenario evaluations per representative period and network size pairing, where each scenario considers an alternative assumptions regarding time-independent parameters (e.g. VRE capital cost, see Appendix A Table III). The single bus system only considers the North Central region of Texas without network data. The three bus system consists of a complete linkage network of the North Central, South Central and Coastal regions of Texas. The eight bus systems considers all eight regions of Texas. Load data at the zonal level is provided by the ERCOT [63]. We aggregate historical hourly solar and wind capacity factor data at the county level [64] to the zonal level according the ERCOT load zone map [63]. Finally, we use a publicly available eight bus system [65] to model the power flow and nodal connections of the ERCOT load zones as displayed in Fig. 3. Each load zone has four types of generation units: combined cycle gas turbine, solar, wind and short-duration battery storage. We use the National Renewable Energy Laboratory’s Annual Technology Baseline [66] for the relevant technical and cost parameters.

At each load zone, the input time series data that must be clustered are: load, solar and wind profiles. Therefore, for the eight bus system $168 \times 3 \times 8$ columns of length 52 must be clustered into the desired number of representatiwe weeks. The input time series has a shape of $52 \times 4,032$ with a latent representation of $52 \times 504$ given the autoencoder parameters (see Appendix A Table IV) for the desired cluster size of $k = 8$. Since the pooling layer is set to the cluster size $k$, $504 = 4,032 \div 8$ is the latent representation size. While both learning and clustering performance can be tuned for better results on a case by case basis, we fix the hyperparameter values (see Appendix A Table IV) of the autoencoders for all number of clusters and all cases so as to facilitate a consistent analysis. All autoencoders, clustering algorithms and optimization models were coded in the Python language and run on MIT Supercloud High Performance Computer.
using Intel Xeon Platinum 8260 processor with up to 48 cores and 192 GB of RAM [67].

IV. RESULTS

A. CEM results comparison - single case

Fig. 4 highlights the impact of different RPS methods on installed capacities and annual generation outputs for the 3-bus case study and 8 representative weeks (results can be seen as a difference plot in Appendix A Fig. 8). The mean NSE of the three autoencoder-based RPS methods is 0.25% and the mean NSE for the I and I/O k-means is 0.61%. As compared to k-means only based approaches, Type 1-3 methods also result in smaller deviations in annual generation results and capacity results as compared to the FCEM results (Fig. 4). Battery storage energy and charge capacities are relatively stable across all methods as seen in Fig. 4 and Appendix A Fig. 8, with capacity errors below 3% relative to the full-space results. The low battery storage capacity error can be attributed to the presence of two VRE sources (solar PV and wind) which diversify the dependency of charging and discharging on the availability of VRE generation. We note that both conventional RPS methods result in lesser wind resources and more solar relative to both the FCEM results and the RCEM outcomes using autoencoder based RPS. Wind availability profiles are more variable than solar, which is not adequately captured in the conventional RPS methods and leads to over investment in natural gas which is a dispatchable resource.

B. CEM results comparison - multiple case

The general nature of the results shown in Fig. 4 for a single case are assessed by a broad set of numerical experiments over the three networks and four different values of representative periods. Table I summarizes the average value of different error metrics (over 90 parameter scenarios) related to system cost, NSE, annual generation and capacity (as per the definitions provided earlier see Eq. 9 - 13) across the RPS methods and network case studies. We note that Type 2 and Type 3 autoencoders, which use estimated output data, noticeably improve all four error metrics relative to both k-means and Type 1 autoencoder. In contrast, incorporating output data directly in the clustering process without dimensionality reduction, as in the I/O k-means method, does not lead to improved error metrics as compared to the I k-means method. As pointed in [68], including more dimensions to an unsupervised learning algorithm, such as k-means, may increase the complexity of identifying good quality solutions to the clustering problem.

| bus | I k-means | I/O k-means | Type 1 | Type 2 | Type 3 |
|-----|-----------|-------------|--------|--------|--------|
| 1   | 12.3      | 11.97       | 11.23  | 9.97   | 7.8    |
| 3   | 12.79     | 12.64       | 12.25  | 9.45   | 7.85   |
| 8   | 14.24     | 14.35       | 12.07  | 8.57   | 9.09   |
| 1   | 1.12      | 0.85        | 1.11   | 0.91   | 0.61   |
| 3   | 1.16      | 0.96        | 1.02   | 0.92   | 0.7    |
| 8   | 1.33      | 0.99        | 1.02   | 0.85   | 0.77   |
| 1   | 23.9      | 19.12       | 21.43  | 18.3   | 15.1   |
| 3   | 25.05     | 20.96       | 21.84  | 17.94  | 16.32  |
| 8   | 27.13     | 23.35       | 22.24  | 17.47  | 17.77  |
| 1   | 29.53     | 27.46       | 17.54  | 15.73  | 19.27  |
| 3   | 34.26     | 31.8        | 20.11  | 26.1   | 19.56  |
| 8   | 44.22     | 42.61       | 47.19  | 38.61  | 34.00  |

To explore the scalability of the RPS methods, we investigated the impact of different representative period choices on the various error metrics using the 8-bus network as the case study (Table II and Fig. 5). When comparing the mean value of the error metrics of NSE, system cost and annual generation, Table II highlights that Type 3 autoencoder
consistently outperforms the other methods across all cluster numbers. In addition to the mean values, Fig. 5 shows that the distribution of error metrics across the 90 experiments carried out are narrower for the Type 3 encoder as compared to the other RPS methods. In particular, for the Type 3 autoencoder, the probability density near zero is larger as compared to other RPS methods. For a total of 90 distinct cases for each cluster size \( k \) (4, 8, and 20) per method in Fig. 2, the Type 3 autoencoder is able to satisfy 74% of the cases’ peak demand according to the dispatch-only optimization as compared to 63% for the I/O k-means method, 70% for the Type 1 autoencoder method and 62% for the I k-means method. Furthermore the standard deviation in the capacity error metric for the eight bus system (see Appendix A Table V) not only reflects the performance of the autoencoder-based RPS but also the consistency. Note that the violin plots in Fig. 5 extrapolate data points to visualize the kernel density estimator which may produce negative values, however the box plot portion of the violin plot (i.e., data points) are all greater than zero values since absolute errors are reported.

| \( k \) | I k-means | I/O k-means | Type 1 | Type 2 | Type 3 |
|---|---|---|---|---|---|
| 4 | 14.98 | 14.30 | 14.20 | 7.94 | 10.80 |
| 8 | 13.47 | 13.65 | 9.24 | 8.33 | 7.61 |
| 20 | 14.27 | 14.21 | 12.77 | 9.44 | 8.85 |
| 4 | 1.50 | 0.78 | 0.81 | 0.66 | 0.80 |
| 8 | 1.28 | 1.00 | 1.17 | 1.01 | 0.76 |
| 20 | 1.22 | 1.19 | 1.08 | 0.88 | 0.75 |
| 4 | 28.89 | 23.83 | 24.83 | 16.38 | 20.18 |
| 8 | 25.45 | 23.57 | 20.10 | 18.13 | 16.32 |
| 20 | 27.04 | 22.66 | 21.79 | 17.89 | 16.80 |
| 4 | 52.12 | 46.89 | 56.34 | 46.40 | 40.07 |
| 8 | 44.03 | 45.31 | 48.10 | 40.18 | 35.83 |
| 20 | 36.50 | 35.62 | 37.13 | 29.26 | 26.10 |

\( \alpha \) and \( \beta \) for the Type 3 autoencoder in the case of CEM applied to simplified case studies.

Figure 6 summarizes the values of \( \alpha \) and \( \beta \) for six 1-bus systems where the resources are restricted to the following options: 1) natural gas and solar, 2) natural gas, solar and battery, 3) natural gas and wind, 4) natural gas, wind and battery, 5) natural gas, solar and wind, 6) natural gas, solar, wind and battery. We perform this sensitivity analysis on 1-bus case to eliminate power flow and network effects and highlight the impact of input and output time series on the behavior of the Type 3 autoencoder. Figure 6 shows that \( \beta \) (output data importance) is higher when more time series variability (i.e., wind) is considered in the generation design. Furthermore, \( \beta \) increases when battery storage is considered in the generation mix. This is due to the addition of the approximate charging and discharging output data that will improve the autoencoder’s performance in identifying important features that can reproduce the FCEM results using the RCEM.

### D. Solution time comparison

Evidently, the time to execute the autoencoder-based RPS methods is significantly longer than the standalone RPS methods. Appendix A Fig. 7 shows that run time RPS method may be larger than CEM solution time in the case of small systems such as the 1-bus cases and some of the 3-bus cases. However, for larger systems i.e., more realistic CEM use cases, the autoencoder-based RPS method run time is dwarfed by the optimization run time for any cluster number \( k \) (see Fig. 7).

### V. Conclusion

In this paper, we present an autoencoder-based RPS method to enable computationally efficient solution of CEMs for large-scale power systems without sacrificing accuracy. We show that autoencoders can be better trained when considering both the input time series of an optimization model and an expected output signal that is obtained from CEM evaluation of disjoint time periods in the data set. The expected output signal need not be accurate but sufficiently directs the RPS method with the objective of translating the data to learn optimization model behavior. This is particularly important for optimization models with inter-temporal dependencies.

We report a rigorous statistical analysis of the proposed methods. The proposed Type 3 autoencoder generally outperforms all other methods on error metrics related to cost, NSE, annual generation and capacity. Furthermore, Type 3 autoencoder RPS of 4 and 8 representative weeks performs better than all other methods clustered at 8 and 20 representative weeks. Therefore the proposed architecture of the Type 3 autoencoder can significantly reduce the temporal resolution of grid operations to be modeled within a CEM without sacrificing accuracy of results or incurring significant run time burden.

In summary, we present a statistical analysis that supports the use of autoencoders with clustering algorithms to reduce the error metric in electricity resource capacity expansion planning. Further parameter tuning and loss function modification can improve error metrics depending on the
Fig. 5. Violin plot featuring the kernel density estimator of the distribution of data points of the four weighted absolute error metrics (SCOE, NSE, generation, and capacity) grouped by RPS method for RCEM outcomes with different number of representative periods 4, 8, and 20. The data presented is based on the eight bus system discussed in section III and is consistent with the mean values presented in Table II.

objective function and the clustering algorithm of choice. Here, we tested the proposed RPS method on deterministic CEM formulations with a single investment stage. However, these methods could be more impactful in enabling computationally efficient solution of stochastic, multi-stage electricity resource CEM problems as well as those considering coordinated investment planning across multiple infrastructures.

VI. CODE AND DATA AVAILABILITY

The capacity expansion model and autoencoder architecture codes are available at [69], [70]. Additionally, the results of the statistical analysis are available at [71].
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APPENDIX

A. Capacity expansion model formulation

The below model’s nomenclature is presented in Table VI.
Fig. 6. Box and swarm plot of optimized values of $\alpha$ and $\beta$ parameters for Type 3 autoencoder across six simplified case studies described in section II-C. Results based on RCEM outcomes for single bus system with 4, 8, and 20 representative periods for all 90 distinct cases as defined by parameter values in Appendix A Table III.

Fig. 7. Mean computational time and 95% confidence band of RCEM evaluation and all autoencoder-based representative period selection methods (Type 1, 2, and 3) for all sizes and scenarios across the single, three and eight bus systems.

| Solar Tracking | Load Year | Technology Cost | $CO_2$/tonne |
|----------------|-----------|-----------------|--------------|
| Single         | 2018      | Low             | 50           |
| Dual           | 2019      | Mid             | 100          |
|                | 2020      | High            | 500, 1,000, 1,500 |

Fig. 8. Installed capacity (top) and annual generation (bottom) for reduced-space CEM (RCEM) results and full-space CEM results for three bus network. Results based on RCEM using $k = 8$ for ERCOT load year 2020, mid-range VRE technology cost, 1,000 $/tonne $CO_2$ price.

**TABLE IV**

| Encoder Parameters, Encoder Maximum Pooling Layer Size Is Divisible By Flattened Time Series of One Period to Satisfy Dimensionality Reduction to Cluster Latent Representation by $k$. |
|---------------------------------------------------------------|
| Parameter        | Value         |
| Filter size      | 50            |
| Kernel size      | 10            |
| Stride           | 1             |
| Pooling          | 10            |
| Deconvolution size | 10          |

**TABLE V**

| Standard Deviation of Capacity Error Metric Grouped by Cluster Number $k$ for the Eight Bus System. Row-wise Color Mapping: Red Is Highest and Green Is Lowest. |
|---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| $t$ $k$-means | I/O $k$-means | Type 1 | Type 2 | Type 3 |
|----------------|----------------|--------|--------|--------|
| 4              | 30.24          | 39.35  | 46.33  | 34.27  | 37.87  |
| 8              | 29.3           | 35.83  | 29.39  | 31.25  | 26.69  |
| 20             | 27.86          | 26.1   | 29.64  | 26.8   | 24.72  |

$$
\min \sum_{a} \sum_{z} \left( \Omega_{a,z}^{size} \cdot (C_{a,z}^{I} + C_{a,z}^{F}) + \Omega_{a,z}^{energy} \cdot C_{a,z}^{e} \cdot (1 + C_{a,z}^{d}) \\
+ \Omega_{a,z}^{charge} \cdot (C_{a,z}^{c} + C_{a,z}^{Fc}) + \sum_{t} w_{t} \cdot \pi_{a,t,z} \cdot \left( C_{a,z}^{V} + C_{a,z}^{Vf} \right) \\
+ \sum_{t} w_{t} \cdot \Psi_{a,t,z}^{charge} \cdot C_{a,z}^{Vc} \\
+ \sum_{t} w_{t} \cdot \eta_{a,t,z} \cdot C_{a,z}^{start} \right) \\
+ \sum_{z} \sum_{z'} w_{t} \cdot \chi_{t,z} \cdot C_{a,z}^{X} \quad \forall z, z' \in Z \quad \forall t \in T
$$

$$
l_{t,z} = \sum_{a} (\pi_{a,t,z} + \Psi_{a,t,z}^{discharge} - \Psi_{a,t,z}^{charge}) + \chi_{t,z} + \phi_{t,z,z'}
$$
\[
\pi_{a,t,z} \leq \Omega_{a,t,z} \cdot A_{a,t,z} \\
\forall a \in R, \forall t \in T, \forall z \in Z \tag{16}
\]

\[
\Gamma_{a,t,z} = \Gamma_{a,t-1,z} - \psi_{a,t,z}^{\text{charge}} \cdot \eta_{a,z}^{\text{charge}} + \eta_{a,z}^{\text{discharge}} \cdot \psi_{a,t,z}^{\text{discharge}} \\
\forall a \in S, \forall t \in T^{\text{interior}}, \forall z \in Z \tag{17}
\]

\[
\Gamma_{a,t,z} = \Gamma_{a,t_{\text{period}},z} - \psi_{a,t,z}^{\text{charge}} \cdot \eta_{a,z}^{\text{charge}} + \eta_{a,z}^{\text{discharge}} \cdot \psi_{a,t,z}^{\text{discharge}} \\
\forall a \in S, \forall t \in T^{\text{start}}, \forall z \in Z \tag{18}
\]

\[

\Omega_{a,t,z}^{\text{charge}}, \Omega_{a,t,z}^{\text{discharge}}, \Omega_{a,t,z}^{\text{size}} \geq 0 \\
\forall a_{t,z}, \lambda_{t,z}, \Gamma_{a,t,z} \geq 0 \\
\psi_{a,t,z}^{\text{charge}}, \psi_{a,t,z}^{\text{discharge}} \geq 0 \\
\theta_{t,z}^{\text{min}} \leq \theta_{t,z}^{\text{max}} - \theta_{t,z}^{\text{max}} \leq 0 \\
\theta_{t,1} = 0 \\
\phi_{t,z,z'} \in \mathbb{R} \\
\forall z, z' \in Z, \forall t \in T, \forall a \in M \cup R \cup S \tag{35}
\]

\[
\pi_{a,t-1,z} - \pi_{a,t,z} \leq \Omega_{a,t,z}^{\text{size}} \cdot \kappa_{a,t,z}^{\text{down}} \\
\forall a \in M, \forall t \in T, \forall z \in Z \tag{31}
\]

\[
\phi_{t,z,z'} = B_{z,z'} \cdot (\theta_{t,z} - \theta_{t,z'}) \\
\forall z, z' \in Z, \forall t \in T \tag{32}
\]

\[
\phi_{t,z,z'} \leq \Phi_{a,t,z}^{\text{max}} \\
\forall i, j \in Z, \forall t \in T \tag{33}
\]

\[
\phi_{t,z,z'} \geq -\Phi_{a,t,z}^{\text{max}} \\
\forall i, j \in Z, \forall t \in T \tag{34}
\]
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