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Abstract

Given a fixed graph \( H \), what is the (exponentially small) probability that the number \( X_H \) of copies of \( H \) in the binomial random graph \( G_{n,p} \) is at least twice its mean? Studied intensively since the mid 1990s, this so-called infamous upper tail problem remains a challenging testbed for concentration inequalities. In 2011 DeMarco and Kahn formulated an intriguing conjecture about the exponential rate of decay of \( \mathbb{P}(X_H \geq (1 + \varepsilon)\mathbb{E}X_H) \) for fixed \( \varepsilon > 0 \). We show that this upper tail conjecture is false, by exhibiting an infinite family of graphs violating the conjectured bound.

1 Introduction

Understanding the distribution of subgraph counts is one of the central topics in random graph theory. Ever since the seminal paper of Erdős and Rényi [11] from 1960 it has served as a rich source of intriguing probabilistic challenges and conjectures — repeatedly stimulating the development of new insights and tools in combinatorial probability theory (in particular concentration inequalities).

In this note we focus on the tails of the number \( X_H = X_H(n, p) \) of copies of a fixed graph \( H \) in the binomial random graph \( G_{n,p} \), which have been intensively studied for decades. Indeed, in the 1980s the need for exponentially small tail probabilities emerged in applications, and the behaviour of the lower tail \( \mathbb{P}(X_H \leq (1 - \varepsilon)\mathbb{E}X_H) \) was eventually resolved by the celebrated Janson’s inequality [16, 15, 24, 22]. In the early 1990s the need for also understanding the exponential decay of the upper tail \( \mathbb{P}(X_H \geq (1 + \varepsilon)\mathbb{E}X_H) \) became evident, and since then the following ‘infamous’ upper tail problem has proven to be much more challenging than its lower tail counterpart (see [20] and [15, 25] as well as [33, Section 4.8] and [21, Problem 6.1]).

Problem 1 (Upper tail problem for subgraph counts). Given a fixed graph \( H \) with \( e_H \geq 1 \) edges, determine for fixed \( \varepsilon > 0 \) and arbitrary \( p = p(n) \in (0, 1) \) the order of magnitude of

\[
- \log \mathbb{P}(X_H \geq (1 + \varepsilon)\mathbb{E}X_H).
\]

(1)

In 2002 Janson, Oleszkiewicz and Ruciński [18] finally determined the exponential rate of decay (1) up to a factor of \( O(\log(1/p)) \). This breakthrough solved Problem 1 for constant edge-probabilities \( p \in (0, 1) \), but closing the logarithmic gap for \( p = o(1) \) remained an elusive technical challenge.

Shortly after the upper tail problem was settled for triangles \( H = K_3 \) [5, 8], in 2011 DeMarco and Kahn solved the more general case of fixed-size cliques \( H = K_r \) with \( r \geq 3 \) [9], and also formulated a plausible conjecture on the general solution of Problem 1 see Conjecture 1 below. This ‘upper tail conjecture’ has been verified for large \( p = p(n) \) of form \( p \geq n^{-\delta_H} \) via large deviation machinery [18, 28, 29, 30], and for small \( p = p(n) \) of form \( p \leq n^{-\gamma_H}(\log n)^{\gamma_H} \) for so-called strictly balanced graphs \( H \) [31, 28, 34] (where \( e_F/v_F < e_H/v_H \) for any non-empty \( F \subsetneq H \)); see also [1, 27, 28, 30] for further supporting results. In fact, this conjecture was also described as ‘likely to be true’ in the recent random graphs book by Frieze and Karoński [12, Section 5.4].
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In this note we show that the 7-year-old DeMarco–Kahn upper tail conjecture for subgraph counts is false, by exhibiting an infinite family of graphs which violate the conjectured behavior of the upper tail \( \text{(1)} \); see Theorem 1 below. On a conceptual level, our results shed new light on the upper tail behaviour for small edge-probabilities \( p = p(n) \), indicating that close to the threshold of appearance the reason for having ‘too many’ copies of \( H \) can be more complicated than previously anticipated (see Sections 1.2 and 4). In retrospect this might perhaps not seem so surprising, taking into account that at the appearance threshold the limiting distribution of \( X_H \) can be quite complicated, as discovered in the 1980s [3, 14, 4, 26].

1.1 Main result

Turning to the details, we now formally state\(^1\) the upper tail conjecture from [9], which proposes a compelling solution to Problem 1. Let \( \mu_H := \mathbb{E} X_H \), \( \sigma_H^2 := \text{Var} X_H \), and \( m_H := \max_{F \subseteq H : v_F \geq 1} \epsilon_F / v_F \), as usual. As pointed out in [18, 9, 29, 12], to avoid degenerate behaviour of the upper tail it is natural and convenient to assume (i) that \( p = p(n) \) is above the appearance threshold \( n^{-1/m_H} \) of \( H \), and (ii) that \( (1 + \varepsilon) \mathbb{E} X_H \) is at most the number of copies of \( H \) in the complete graph \( K_n \), which is equivalent to \( (1 + \varepsilon) p^{\Phi^n} \leq 1 \).

**Conjecture 1** (DeMarco and Kahn, 2011). Let \( H \) be a graph with \( e_H \geq 1 \) edges. For fixed \( \varepsilon > 0 \) and any \( p = p(n) \) with \( n^{-1/m_H} < p \leq (1 + \varepsilon)^{-1/e_H} \) we have

\[
- \log P(X_H \geq (1 + \varepsilon) \mathbb{E} X_H) = \Theta \left( \min \{ \Phi_H, m_H \log(1/p) \} \right),
\]

where the implicit constants in \( \Theta \) may depend on \( \varepsilon \) and \( H \), with

\[
\Phi_H = \Phi_H(n, p) := \min_{G \in H, \sigma_G \geq 1} \frac{\mu_G}{\mu_G},
\]

\[
M_H = M_H(n, p) := \begin{cases} \min_{G \in H, \sigma_G \geq 1} \frac{1}{\phi_G} & \text{if } p < n^{-1/\Delta_H}, \\ \frac{n^2}{p^{\Delta_H}} & \text{if } p \geq n^{-1/\Delta_H}, \end{cases}
\]

where \( \Delta_G \) is the maximum degree of \( G \), and \( \alpha^*_G \) is the fractional independence number\(^2\) of \( G \).

One conceptual contribution of the above conjecture was to enhance the exponent \( \Theta \) by the \( \Phi_H \) term, whose inclusion only matters for \( p \approx n^{-1/m_H} (\log n)^{O(1)} \) unless \( \Delta_H = 1 \) holds (cf. [18, Remark 8.3] and Section 1.2).

Our main result shows that Conjecture 1 is false, by proving that there are infinitely many graphs \( H \) which violate the conjectured exponential rate of decay \( \Theta \) close to the appearance threshold \( n^{-1/m_H} \).

**Theorem 1** (Counterexamples to Conjecture 1). There is an infinite family \( \mathcal{H} \) of graphs such that the following holds for any \( H \in \mathcal{H} \). There exists a constant \( c_H > 0 \) such that for fixed \( \varepsilon > 0 \) and any \( p = p(n) \in [0, 1] \) with \( n^{-1/m_H} \ll p \ll n^{-1/m_H} (\log n)^{c_H} \), we have

\[
- \log P(X_H \geq (1 + \varepsilon) \mathbb{E} X_H) = o \left( \min \{ \Phi_H, M_H \log(1/p) \} \right).
\]

**Remark 2.** Given \( H \in \mathcal{H} \), for fixed \( \varepsilon > 0 \) and any \( p = p(n) \in [0, 1] \) with \( n^{-1/m_H} \ll p \ll 1 \) we also have

\[
- \log P(X_H \geq (1 + \varepsilon) \mathbb{E} X_H) = o(\Phi_H).
\]

The proof of Theorem 1 and Remark 2 is given in Section 2. As we shall see, it uses the family of graphs \( \mathcal{H} \) illustrated in Figure 1, which are all connected and balanced (i.e., satisfy \( e_H / v_H = m_H \)). Remark 2 demonstrates that their upper tail probabilities are significantly larger than the lower tail probabilities for virtually all edge-probabilities \( p \) of interest, since [15, 22] gives under analogous assumptions that

\[
- \log P(X_H \leq (1 - \varepsilon) \mathbb{E} X_H) = \Theta(\Phi_H).
\]

We find this complete separation of the decay of the two tails conceptually interesting (it was previously only known a bit above the appearance threshold, i.e., for \( n^{-1/m_H} \log n \ll p \ll 1 \); see [18, Remark 8.3]).

---

\(^1\)In the spirit of earlier questions and examples in the area (see, e.g., [32, Section 4] and [21, Section 6]), DeMarco and Kahn formally stated [9, Conjecture 10.1] for \( \varepsilon = 1 \) only, tacitly assuming the necessary condition \( p \leq (1 + \varepsilon)^{-1/e_H} \). The natural variant for arbitrary fixed \( \varepsilon > 0 \) is of course also attributed to them; cf. [12, Section 5.4] and [8, Section 4]. In [9] we also use a simplified (but up to constant factors equivalent) definition of \( M_H \); cf. [5] (46) and [18, Theorem 1.5 and Remark 1.6].

\(^2\)The fractional independence number is defined as \( \alpha^*_G := \max \sum_v \mathcal{V}(\mathcal{G})(v) \), where maximum is taken over all functions \( f : \mathcal{V}(\mathcal{G}) \to [0, 1] \) satisfying \( f(u) + f(v) \leq 1 \) for every edge \( \{u, v\} \in \mathcal{E}(\mathcal{G}) \); see, e.g., [18, Appendix A].
1.2 Discussion

Conjecture 1 can be interpreted as an educated guess to a variant of the following question: what is the most likely way to get at least \((1 + \varepsilon)\mathbb{E}X_H\) copies of \(H\) in \(G_{n,p}\)? Indeed, as we shall see, it is based on two different mechanisms that each enforce \(x\) edges to some vertex of an \(\ell\)-vertex cycle. Theorem 1 shows that any graph in \(H := \{C_{\ell}^+: \ell \geq 3, r \geq 2\}\) is a counterexample to the DeMarco–Kahn upper tail conjecture (see Section 2 for the full details).

Figure 1: Examples of the graph \(C_{\ell}^+\) with \((\ell, r) = (3, 2)\) and \((\ell, r) = (6, 3)\), obtained by attaching \(r\) pendant edges to some vertex of an \(\ell\)-vertex cycle. Theorem 1 shows that any graph in \(H := \{C_{\ell}^+: \ell \geq 3, r \geq 2\}\) is a counterexample to the DeMarco–Kahn upper tail conjecture (see Section 2 for the full details).

Janson, Oleszkiewicz and Ruciński [18] noted that one does not need to directly enforce copies of \(H\): it is enough if \(F \subseteq K_n\) contains unusually many copies of some subgraph \(J \subseteq H\) (say at least \(2(1 + \varepsilon)\mathbb{E}X_J\) many), since after planting \(F \subseteq G_{n,p}\) the rare upper tail event \(\{X_H \geq (1 + \varepsilon)\mathbb{E}X_H\}\) becomes ‘typical’. By minimizing the number \(e_F\) of edges over all such special graphs \(F \subseteq K_n\), this eventually gives a lower bound of form

\[
\mathbb{P}(X_H \geq (1 + \varepsilon)\mathbb{E}X_H) \geq \max_{F \subseteq K_n} \mathbb{P}(X_H \geq (1 + \varepsilon)\mathbb{E}X_H \mid F \subseteq G_{n,p})p^{e_F} \geq p^{\Theta(M_H)},
\]

see [18] Theorems 1.5 and 3.1 for the full details. This explains the exponent \(M_H \log(1/p)\) in (2).

The second disjoint mechanism is based on many mutually exclusive ‘global’ configurations of the edges, which each contain many disjoint copies of \(H\). Let \(D_{H,\varepsilon}\) denote the event that \(G_{n,p}\) contains exactly \(k := [(1 + \varepsilon)\mathbb{E}X_H]\) disjoint copies of \(H\) (either vertex-disjoint or edge-disjoint), and write \(N = N(n, H)\) for the number of \(H\)-copies in \(K_n\). Summing over distinct \(k\)-sets of disjoint \(H\)-copies, for strictly-balanced graphs this eventually gives a binomial-like lower bound in some range, which turns out to be roughly of form

\[
\mathbb{P}(X_H \geq (1 + \varepsilon)\mathbb{E}X_H) \geq \mathbb{P}(D_{H,\varepsilon}) \approx \binom{N}{k} \cdot p^{k\mu_H} \cdot (1 - p^{e_H})^{N - k} = \exp\left\{-\Theta(\mu_H)\right\},
\]

see [9] 27 28 for the full details. As in the clustered mechanism, it turns out that we can again optimize the resulting bound over all relevant subgraphs \(J \subseteq H\), eventually leading to a lower bound of form

\[
\mathbb{P}(X_H \geq (1 + \varepsilon)\mathbb{E}X_H) \geq \exp\left\{-\Theta(\Phi_H)\right\},
\]

see [27] Theorem 4.4] for the full details (note that, due to subgraphs consisting of a single edge, the optimization leading to [8] includes the mechanism which is based on enforcing \(G_{n,p}\) to have ‘too many edges’). This explains the exponent \(\Phi_H\) in (2). Alternatively, by combining the intuition that \(X_H\) should have subgaussian tails (in some range) with the standard variance estimate

\[
\sigma_H^2 \asymp \mu_H^2 / \Phi_H
\]

from [17] Lemma 3.5, for fixed \(\varepsilon > 0\) we again (heuristically) arrive at an exponent of order \((\varepsilon \mu_H)^2 / \sigma_H^2 \asymp \Phi_H\).

A key message of Theorem 1 and our counterexamples from Sections 2–3 is that for some graphs \(H\) there is a yet another mechanism (which we tentatively call locally-disjoint mechanism), whose lower bound can beat both aforementioned mechanisms close to the appearance threshold \(n^{-1/m_H}\). Remark 2 also shows that for certain graphs the disjoint mechanism (with exponent \(\Phi_H\)) never wins, complementing the known fact that the clustered mechanism (with exponent \(M_H \log(1/p)\)) never wins for matchings [18 9].
1.3 Organization

The remainder of this note is organized as follows. In Section 2 we prove Theorem 1 and Remark 2, i.e., present a simple set of counterexamples and describe how they contradict the upper tail conjecture. In Section 3 we elaborate the basic idea: we describe a larger set of counterexamples, and also give a new lower bound for the upper tail. The final Section 4 contains some concluding remarks and conjectures.

2 Simple counterexamples: Proof of Theorem 1 and Remark 2

In this section we prove Theorem 1 and Remark 2 by considering the graphs $H = C_{\ell}^{+r}$ illustrated in Figure 1, which are constructed from an $\ell$-vertex cycle $C_{\ell}$ by connecting $r$ additional vertices to the same vertex of the cycle (so $v_H = e_H = \ell + r$). These graphs have a history of exemplifying non-trivial behaviour of subgraph counts: (i) in 1987 Janson used $C_{\ell}^{+2}$ to demonstrate that at the threshold $X_H$ can converge to complicated distributions [14 Section 10], and (ii) in 2000 Janson and Ruciński used $C_{\ell}^{+3}$ to demonstrate that near the threshold $X_H$ need not always have subgaussian tails [19 Example 6.14]. As we shall see, the following auxiliary result demonstrates yet another non-trivial behaviour of the graphs $H = C_{\ell}^{+r}$, since the lower bound [10] will contradict Conjecture 1 (and establish Theorem 1).

Lemma 3. Given integers $\ell \geq 3$ and $r \geq 1$, let $H := C_{\ell}^{+r}$ be the graph defined above. For fixed $\varepsilon > 0$ and any $p = p(n) \in [0,1]$ with $1 \ll np \ll n^{1/1+1/\ell/r}$, we have

$$\mathbb{P}(X_H \geq (1 + \varepsilon)\mu_H) \geq \exp\left(-O\left(\mu_H^{1/r} \log(np)\right)\right),$$

where the implicit constant in (10) may depend on $\varepsilon$ and $H$.

One basic strategy for proving lower bounds is to enforce $F \subseteq G_{n,p}$ for some graph $F$ which itself contains at least $(1 + \varepsilon)\mu_H$ copies of $H$. For example, $F := C_{\ell}^{+z}$ contains $\binom{\ell}{r}$ $(1 + \varepsilon)\mu_H$ copies of $H = C_{\ell}^{+r}$ for suitable $z \asymp (\mu_H)^{1/r}$. Following [32] [18], by enforcing $F$ on the first $v_F$ vertices of $G_{n,p}$ we would obtain

$$\mathbb{P}(X_H \geq (1 + \varepsilon)\mu_H) \geq \mathbb{P}(F \subseteq G_{n,p}) \geq p^{v_F} \geq \exp\left(-O\left(\mu_H^{1/r} \log(1/p)\right)\right).$$

Here we shall improve the $\log(1/p) \asymp \log n$ in the exponent to $\log(np)$ by enforcing $F$ somewhere in $G_{n,p}$. To this end, much in the spirit of a sequential embedding idea from [3], we will below use a two-round exposure of the edges of $G_{n,p}$ to first find a ‘random’ copy of $C_{\ell}$, which we then extend to a copy of $F = C_{\ell}^{+z}$. We believe that, for $r \geq 2$ and $\varepsilon = \Theta(1)$, the resulting rate of decay (10) is best possible when $np \rightarrow \infty$ slowly.

Proof of Lemma 3. Set $p_2 := p/2$, and pick $p_1 \in [p/2, p]$ such that $(1 - p_1)(1 - p_2) = 1 - p$. We expose the edges in two rounds: for $i \in [2]$ we insert each of the $\binom{\ell}{r}$ possible edges into $E_i$ independently with probability $p_i$; their union $E_1 \cup E_2$ then gives $G_{n,p}$. To establish the lower bound (10), the strategy is to (i) first use the $E_1$-edges to find one copy $G'$ of $G := C_{\ell}$, and (ii) then use the $E_2$-edges to extend $G'$ to at least $\binom{\ell}{r} \geq (1 + \varepsilon)\mu_H$ copies of $H$, by enforcing that (in $E_2$) one vertex of $G'$ has $z$ neighbours outside of $V(G')$, where

$$z := \left\lfloor r\left((1 + \varepsilon)\mu_H\right)^{1/r}\right\rfloor \asymp (np)^{1+1/\ell/r} = o(n).$$

Turning to the details, for step (i) let $X_G^* \geq 1$ be the number of copies of $G = C_{\ell}$ in $E_1$. Since $m_G = 1$ and $p_1 \geq p/2 \gg n^{-1}$, it is well-known (see, e.g., [17 Theorem 3.4]) that

$$\mathbb{P}(X_G^* \geq 1) = 1 - o(1).$$

For step (ii), we henceforth condition on the edge-set $E_1$, and assume that $X_G^* \geq 1$; we also fix a copy $G'$ of $C_{\ell}$ in $E_1$, and one vertex $v \in V(G')$. Defining $Z$ as the number of vertices in $[n] \setminus V(G')$ that are neighbours of $v$ in $E_2$, note that $Z = z$ implies $X_H \geq \binom{\ell}{r} \geq (Z/r)^r \geq (1 + \varepsilon)\mu_H$. Hence

$$\mathbb{P}(X_H \geq (1 + \varepsilon)\mu_H \mid E_1) \geq \mathbb{P}(Z = z \mid E_1) = \binom{n - \ell}{z}(p_2)^z(1 - p_2)^{n - \ell - z} \geq \left(\frac{np}{4z}\right)^z e^{-np} \geq (np)^{-O(z)}.$$

It follows that $\mathbb{P}(X_H \geq (1 + \varepsilon)\mu_H \mid X_G^* \geq 1) \geq (np)^{-O(z)}$, which together with (11) implies inequality (10).
It is easy to check that the exponent of [10] is of order \((1 + \varepsilon)\mu_H\)^{1/r} \log(1 + \varepsilon)^{1/\ell} np\). In Section 3 we will give a variant of the above argument which not only gives a better dependence on \(\varepsilon\) (when \(\varepsilon \to 0\)), but also applies to a significantly larger family of graphs \(H\). We are now ready to prove Theorem 1 and Remark 2.

**Proof of Theorem 4.** Define \(\mathcal{H} := \{C_{\ell}^r : \ell \geq 3, r \geq 2\}\). We henceforth fix \(H = C_{\ell}^r \in \mathcal{H}\). Since every subgraph of \(H\) with fewer than \(n\) vertices is acyclic, for \(1 \ll np \ll n^{(1/\ell - 1)}\) we have

\[
\Phi_H = \min_{G \subseteq H, \varepsilon_G \geq 1} \mu_G \geq \min \left\{ \min_{2 \leq k \leq \ell - 1} \left\{ n^k p^{k-1} \right\}, \min_{\ell \leq k \leq \ell + r} \left\{ n^k p^k \right\} \right\} \gg (np)^{\ell} \gg 1. \tag{13}
\]

Turning to the parameter \(M_H\) defined in (11), note that \(n^2 p^\Delta_H \geq n\) for \(p \geq n^{-1/\Delta_H}\). Since \(\alpha_G \leq v_G \leq \ell + r\) holds by definition (cf. Footnote 2 on page 1 or [18, Appendix A]), using (13) it follows that

\[
M_H \log(1/p) = \Omega(min\{\Phi_H^{1/(\ell+r)}, n\}) \cdot \log(1/p) \gg \log n. \tag{14}
\]

Using \(\ell \geq 3\) and \(r \geq 2\), it now is routine to check that there is a constant \(c_H > 0\) such that

\[
\mu_H^{1/r} \log(np) \ll (np)^{1 + \ell/r} \log(np) \ll \min\{(np)^{\ell}, \log n\} \tag{15}
\]

for \(1 \ll np \ll (\log n)^{\mu_H}\), which in view of (13)–(14), Lemma 3 and \(m_H = 1\) implies inequality (5).

**Proof of Remark 3.** Note that the above proof shows \(\mu_H^{1/r} \log(np) \ll \Phi_H\) for \(1 \ll np \ll n^{1/(\ell - 1)}\), so Lemma 3 implies (10) for \(n^{-1/\mu_H} \ll p \ll n^{-1/m_H + 1/\ell}\), say (recall that \(m_H = 1\) and \(r \geq 2\)). In the remaining range of \(p\) then [18, Remark 8.3] already states that inequality (10) holds (even for \(n^{-1/m_H} \log n \ll p \ll 1\)).

## 3 Extensions and generalizations

In this section we generalize the lower bound construction from Section 2. First, in Section 3.1 we show that many graphs \(H\) are not only counterexamples to Conjecture 1 but also fail to have subgaussian upper tails in some range. Next, in Section 3.2 we state a new lower bound for the upper tail, which complements the two clustered/disjoint mechanism based lower bounds from Section 1.2 used in Conjecture 1. We believe that our new lower bounds will not only serve as a testbed for future refinements of the upper tail conjecture (cf. Section 1), but also stimulate the development of new upper bounds (here the importance of having non-trivial lower bounds was already highlighted by Vu [33, Section 4.8] more than 15 years ago).

To state our results, we now introduce some terminology on the structure of the graph \(H\). We say that a subgraph \(G \subseteq H\) is *primal* (for \(H\)) if \(e_G/n_G = m_{H}\). Clearly all primal subgraphs are induced, and thus we can treat them as a family \(\mathcal{L}_H\) of subsets of \(V(H)\); see Claim 4 below for further properties. We say that \(G_2\) covers a primal \(G_1\) if \(G_1 \subseteq G_2\) and there is no further primal \(F\) with \(G_1 \subset F \subset G_2\).

### 3.1 Further counterexamples and a general lower bound construction

The first inequality [10] of the following result generalizes Theorem 1 by showing that many graphs \(H\) violate Conjecture 1. The second inequality [17] conceptually generalizes Remark 2 by showing that the upper tail of these graphs is also not of a subgaussian type, no matter how close \(p = p(n)\) is to the appearance threshold \(n^{-1/m_H}\) (even if we allow \(\varepsilon \to 0\) reasonably slowly; for \(H = C_{\ell}^3\) this was already shown in [19, Example 6.14]). The assumption \(\alpha_H \leq \ell = O(\mu_H)\) below means that we are considering large deviations, i.e., deviations that are of higher order than the standard deviation \(\sigma_H = \sqrt{\text{Var} X_H}\).

**Theorem 4.** Suppose that there is \(G \in \mathcal{L}_H\) and distinct \(J_1, \ldots, J_r \in \mathcal{L}_H\) covering \(G\), such that \(K := J_1 \cup \cdots \cup J_r\) satisfies \(v_K/k < \min_{F \in \mathcal{L}_H} v_F\). Then there are constants \(c_H, \beta_H > 0\) such that the following holds. For fixed \(\varepsilon > 0\) and any \(p = p(n) \in [0, 1]\) with \(1 \ll np^{m_H} \ll (\log n)^{c_H}\) we have

\[
- \log \mathbb{P}(X_H \geq (1 + \varepsilon)EX_H) = o\left(\min\{\Phi_H, M_H \log(1/p)\}\right). \tag{16}
\]

Furthermore, there is \(\lambda = \lambda(n, p, H) \gg 1\) with \(\lambda \sigma_H \ll \mu_H\) such that, whenever \(1 \ll np^{m_H} \ll n^{\beta_H}\) and \(\lambda \sigma_H \leq t = O(\mu_H)\) holds, we have

\[
- \log \mathbb{P}(X_H \geq EX_H + t) = o(t^2/\sigma_H^2). \tag{17}
\]
Before giving the proof, we first use Theorem 4 to argue that counterexamples to Conjecture 1 are abundant, by describing an abstract way of generating them. Suppose that we have a balanced graph $J$ and a primal subgraph $G$ with the property that $J$ covers $G$ (using as illustration Figure 2) consider $G \cong K$ and construct $J$ by connecting two vertices of $G$ to a common outside neighbour. Then we construct $K$ by ‘gluing’ $r$ distinct copies $J_1, \ldots, J_r$ of $J$ in a consistent way\(^3\) onto $G = \bigcap_{i \in [r]} J_i$ (see Figure 2 for an example with $r = 3$). Let $P$ be a primal of $J$ with the minimum number of vertices (in Figure 2 we have $P = G$). The resulting graph $K$ is easily seen to (i) be balanced with density $m_J$, and (ii) have no primal with fewer vertices than $P$. If $v_P - v_G < v_P$ holds, then $v_K/r = v_P - v_G + v_G/r < v_P$ for sufficiently large $r$, in which case Theorem 4 implies that $H := K$ is a counterexample to Conjecture 1 (in fact, this is true for any graph $H \supseteq K$ for which $P$ remains a vertex-minimal primal, as in Figure 2).

We shall prove Theorem 4 as a corollary of the following more general result, which qualitatively extends Lemma 3 to any graph $H$ that is not strictly balanced (and also allows for $\varepsilon \to 0$). Here we are again considering large deviations, since by \(^4\) the assumption $\varepsilon^2 \varphi_H \gg 1$ is equivalent to $\varepsilon \mathbb{E}X_H \gg \sqrt{\text{Var}X_H}$.

**Lemma 5.** For any graph $H$ with $e_H \geq 1$ there is a constant $\beta_H > 0$ such that the following holds for all $\varepsilon = \varepsilon(n) > 0$ and $p = p(n) \in [0, 1]$ with $\varepsilon^2 \varphi_H \gg 1$, $\varepsilon = O(1)$, and $1 \ll np^{\delta_H} \ll n^{\beta_H}$. If $G \in \mathcal{L}_H$ and distinct $J_1, \ldots, J_r \in \mathcal{L}_H$ cover $G$, then we have, writing $K := J_1 \cup \cdots \cup J_r$,

$$
\mathbb{P}(X_H \geq (1 + \varepsilon)\mathbb{E}X_H) \geq \exp\left(-O\left(\varepsilon\mu_K^{1/r} \log(np^{\delta_H})\right)\right),
$$

where the implicit constant in \(^5\) may depend on $H$.

**Remark 6.** The proof shows that for $\varepsilon = \Theta(1)$ the condition $\varepsilon^2 \varphi_H \gg 1$ is redundant (as in Lemma 3 where $m_H = 1$), and that $\Phi_H \asymp (np^{\delta_H})^{\min_F \varepsilon \varphi_F}$ holds for $1 \ll np^{\delta_H} \ll n^{\beta_H}$ (cf. inequalities \(^3\)-\(^5\)).

Refining the proof strategy of Lemma 3 inspired by \(^6\) \(^7\) \(^8\) \(^9\) the idea is to first enforce $y = \Theta(\varepsilon\mu_K)$ copies of $K$ via some special $F \subseteq G_{n,p}$, which we again find via two exposure rounds. Then we simultaneously (a) extend these $y$ copies of $K$ to $2\varepsilon\mu_H$ copies of $H$, and (b) also find additional $(1 - \varepsilon)\mu_H$ ‘random’ copies of $H$. The routine proof of the following auxiliary claim is deferred to Appendix 11.

\(^3\)To make the gluing precise, writing $V(G) = \{u_1, \ldots, u_{|G|}\}$ and $V(J) \setminus V(G) = \{w_1, \ldots, w_r - v_G\}$, the vertex-set of $K$ consists of $V(G)$ and $r$ new vertices $\{w_{j,1}, \ldots, w_{j,r}\}$ for each $w_j \in V(J) \setminus V(G)$. The edge-set of $K$ consists of $E(G)$ and $\{\{u_i, w_{j,k}\} : k \in [r]\}$ for every $\{u_i, w_j\} \in E(J) \setminus E(G)$ as well $\{\{w_{j,k}, w_{j,k}\} : k \in [r]\}$ for every $\{w_i, w_j\} \in E(J) \setminus E(G)$.

\(^4\)For a formal proof of claims (i)-(ii) note that, for any $Q \subseteq K$ with $v_Q \geq 1$, using $m_J = m_J = m_G = \varepsilon G/V_G$ we have

$$
eq = e_Q + \sum_{i \in [r]} (e_{Q_u} - e_{G_u}) \leq m_G \left[ v_Q - v_G + \sum_{i \in [r]} (v_{Q_u} + v_{Q_u} - v_G) \right] = m_J v_Q,$$

which holds with equality for $Q = K$ and thus establishes (i). For any primal $Q \subseteq K$ the above inequality must also hold with equality, and in view of $(Q \cap J_i) \cap G = Q \cap G$ it follows that $Q \cap J_i = e_{Q_u} - e_{G_u} = e_{Q_u} - e_{Q_u}$ for all $i \in [r]$. Hence any $Q \cap J_i \neq \emptyset$ (at least one such subgraph must exist) is a primal of $J_i \supseteq J$, so $v_Q \geq v_{Q \cap J_i} \geq v_{J_i}$ establishes (ii).
Claim 7. The following holds:

(i) For distinct \( G_1, G_2 \in \mathcal{L}_H \) we have \( G_1 \cup G_2 \in \mathcal{L}_H \).

(ii) If \( G \in \mathcal{L}_H \) and \( J \in \mathcal{L}_H \) covers \( G \), then the graph \( J \setminus G := J[V(J) \setminus V(G)] \) is connected.

(iii) If \( G \in \mathcal{L}_H \) and distinct \( J_1, \ldots, J_r \in \mathcal{L}_H \) cover \( G \), then the \( J_i \setminus G \) are pairwise vertex-disjoint.

Proof-Sketch of Lemma 4. Deferring the choices of the constants \( C_H \geq 1 \geq c_H > 0 \), let
\[
z := \left[ (C_H \varepsilon \mu_K)^{1/r} \right],
\]
\[
d := c_H \min\{ \varepsilon, 1 \}.
\]

Similarly as in the proof of Lemma 3, we expose the edges of \( G_{n,p} \) in three rounds: for \( i \in [3] \) we insert each of the \( \binom{n}{2} \) possible edges into \( \mathcal{E}_i \) independently with probability \( p_i \), where
\[
p_1 := p_2 := dp \quad \text{and} \quad p_3 := 1 - \frac{1 - p}{(1 - p_1)(1 - p_2)} = (1 - O(\delta)) p.
\]

To establish the lower bound (18), the strategy is to (i) first use the \( \mathcal{E}_1 \)-edges to find one copy \( G' \) of \( G \). Next, we (ii) partition the remaining vertex-set \( [n] \setminus V(G') \) into \( r \) sets \( V_1, \ldots, V_r \) of approximately equal sizes, and use the \( \mathcal{E}_2 \)-edges to simultaneously extend \( G' \) to \( z \) copies of each \( J_i \), which (a) embed \( V(J_i) \setminus G \) into \( V_i \), and (b) are pairwise vertex-disjoint outside of \( V(G') \). This clearly enforces \( y := z^r \) copies of \( K = J_1 \cup \cdots \cup J_r \) extending \( G' \) (by Claim 3[iii]) all subgraphs \( J_i \setminus G \) are pairwise vertex-disjoint). Finally, we (iii) use the \( \mathcal{E}_3 \)-edges to show that we can simultaneously (a) extend \( y = \Theta(C_H^r \varepsilon \mu_K) \) of the aforementioned special copies of \( K \) via the \( \mathcal{E}_3 \)-edges to at least \( 2 \varepsilon \mu_H \) copies of \( H \), and (b) also find at least \( (1 - \varepsilon) \mu_H \) additional copies of \( H \) in \( \mathcal{E}_3 \) itself, so that we overall obtain \( X_H \geq 2 \varepsilon \mu_H + (1 - \varepsilon) \mu_H \geq (1 + \varepsilon) \mu_H \) copies of \( H \).

While some care is needed, the technical details of the outlined steps are mostly elementary, and thus deferred to Appendix B. Here we just mention that, analogously to Lemma 3, the probability of the ‘disjoint construction’ from step (ii) again gives the main contribution to our lower bound. In particular, by a more involved variant of the ‘enforcing \( z \) neighbours’ argument from [12], the aforementioned probability of step (ii) that \( G' \) has \( z \) ‘non-overlapping extensions’ to each \( J_i \) will turn out to be (noting that \( \prod_{i \in [r]} n^{v_{j_i} - v_G} p^{e_{j_i} - e_G} \asymp \prod_{i \in [r]} \mu_{j_i}/\mu_G \) by Claim 3[iii]) and that \( z^r \asymp \varepsilon \mu_H \) roughly of form
\[
\prod_{i \in [r]} \left( \frac{\binom{|V_i|}{v_{j_i} - v_G}}{z} \right)^{p_2(e_{j_i} - e_G)z} \geq \left( \prod_{i \in [r]} \frac{\Theta(n^{v_{j_i} - v_G}(dp)^{e_{j_i} - e_G})}{z} \right)^z \geq \left( \frac{\Theta(\prod_{i \in [r]} \delta^{e_{j_i} - e_G})}{\varepsilon \mu_G} \right)^z.
\]

Using \( \delta > \varepsilon, \varepsilon^2 \gg 1/\Phi_H \gg 1/\mu_G \) and \( \mu_G \asymp (np^{m_H})^{v_G} \gg 1 \) (by primality of \( G \)), this in turn is at least
\[
\left( \frac{\Theta(z \sum_{\delta e_{j_i} - e_G})}{\mu_G} \right)^z \geq \left( \frac{1}{\varepsilon(1)} \right)^z \geq (np^{m_H})^{-O(z)},
\]

making the right-hand side of inequality (18) plausible (see Appendix B for the full details). \( \square \)

Proof of Theorem 7. Let \( \omega := np^{m_H} \) and \( v_0 := \min_{F \in \mathcal{L}_H} v_F \). Note that \( \Phi_H \asymp \omega^{v_0} \gg 1 \) by Remark 6. Since the graph \( K = J_1 \cup \cdots \cup J_r \) is primal by Claim 3[i], it follows easily that \( \mu_K \asymp \omega^{v_0} \) (see, e.g., [36]).

We are now ready to prove (19). Since \( \Phi_H = O((\log n)^{v_0 \mu_H}) \) holds by assumption, we have \( \Phi_H \ll \log n \ll M_H \log(1/p) \) for \( \mu_H \geq 0.1 \) small enough. Since \( v_K/r \ll v_0 \) holds by assumption, we also have \( \mu^r_H \ll M_H \log(1/p) \ll M_H v_0 \ll v_0 \propto \Phi_H \), so that inequality (18) follows from Lemma 3 (as \( \varepsilon \Phi_H \ll 1 \)).

We next turn to (20). We have \( c := \frac{v_0}{2} - (rv_0 - v_K)/(2r - 1), v_0/2 \), and define \( \lambda := \omega^c \). Using the variance estimate (9) we infer \( \lambda_H/\mu_H \asymp \lambda/\Phi_H^{1/2} \asymp \omega^{c-v_0/2} \ll 1 \) and thus \( \lambda_H \ll \mu_H \). Defining \( \varepsilon := t/\mu_H = O(1) \), using [9] we also infer \( \varepsilon^2 \Phi_H \asymp t^2/\sigma_H^2 \ll \lambda^2 \ll 1 \), so Lemma 5 applies. Combining \( t^2/\sigma_H^2 \ll \varepsilon^2 \Phi_H \) and \( \varepsilon \geq \lambda \sigma_H/\mu_H \asymp \omega^{c-v_0/2} \) with \( \Phi_H \asymp \omega^{v_0} \) and \( \mu_K \asymp \omega^{v_0} \), it follows by choice of \( c \) that, such that
\[
(t^2/\sigma_H^2) \asymp \varepsilon \cdot \omega^{c-v_0/2}(\Phi_H)^r \asymp \varepsilon \cdot \Omega(\omega^{c-v_0/2}(2r-1)+v_0) \gg \varepsilon \cdot \omega^{v_0}(\log \omega)^r \asymp \varepsilon \mu_K (\log \omega)^r.
\]

This readily implies \( (\varepsilon \mu_K)^{1/r} \log \omega \ll t^2/\sigma_H^2 \), which in view of (18) establishes inequality (17). \( \square \)
where $K$ of Theorem 4), it suffices to show that the minimum of $v_K$ sets $G$ be determined by one of the ‘transitions’ from $H$. Proof.

Recalling $v$ sets $G$ be determined inductively: first counting $\min \{5/1, 6/2, 7/3\} = 7/3$. However, the Bollobás-Wierman grading decomposition is $G_0 := H[123] \subset G_1 := H[12347] \subset G_2 := H$, and both $\zeta_H(G_0) = 5/2$ and $\zeta_H(G_1) = 7/2$ are suboptimal.

Figure 3: The snail graph $H$, which is balanced and satisfies $m_H = 1$. Example 9 demonstrates that no graph in the Bollobás-Wierman grading decomposition $H[123] \subset H[12347] \subset H$ minimizes $\zeta_H(G)$ in (24).

3.2 Optimizing the lower bound for the upper tail

In this subsection we optimize the lower bound $\zeta_H(G)$ for the upper tail over all possible choices of $G$ and $K = J_1 \cup \cdots \cup J_r$, restricting to the important case where $\varepsilon > 0$ is fixed (as in Problem 1); see Lemma 8 below. To state our result, given $G \in L_H$, let $J_1, \ldots, J_{s(G)}$ be all primals of $H$ which cover $G$, ordered by the increasing number of vertices (how the ties are broken is irrelevant for our purposes). Then, for graphs $H$ which are not strictly balanced (which implies that there is $G \in L_H$ with $s(G) \geq 1$), we define

$$\zeta_H(G) := \min_{r \in [s(G)]} \left\{ \frac{v_G + \sum_{i=1}^r (v_{J_i} - v_G)}{r} \right\} \quad \text{and} \quad \zeta_H := \min_{G \in L_H} \{ \zeta_H(G) : s(G) \geq 1 \}. \quad \text{(24)}$$

**Lemma 8.** For every graph $H$ that is not strictly balanced there is a constant $\beta_H > 0$ such that the following holds. For fixed $\varepsilon > 0$ and any $p = p(n) \in (0, 1]$ with $1 \leq np^{m_H} \leq n^{\beta_H}$ we have

$$\mathbb{P}(X_H \geq (1 + \varepsilon)EX_H) \geq \exp \left\{ -O \left( \left( np^{m_H} \right)^{\zeta_H} \log(np^{m_H}) \right) \right\}. \quad \text{(25)}$$

where the implicit constant in (25) may depend on $\varepsilon$ and $H$.

**Proof.** Fix arbitrary $G \in L_H$ with $s(G) \geq 1$. Combining Lemma 5 with $\mu_K^{1/r} \approx (np^{m_H})^{v_K/r} \gg 1$ (cf. the proof of Corollary 4), it suffices to show that the minimum of $v_K$ subgraphs with $S \subseteq [s(G)]$ with $S \neq \emptyset$ equals $\zeta_H(G)$, where $K_S := \cup_{i \in S} J_i$. By Claim 7(iii) the graphs $J_i$ share no vertices except for those in $V(G)$, so

$$v_{K_S} = v_G + \sum_{i \in S} (v_{J_i} - v_G). \quad \text{(26)}$$

Recalling $v_{J_1} \leq \cdots \leq v_{J_{s(G)}}$, a moment’s thought reveals that the minimum is always attained by one of the sets $S \in \{[1], [2], \ldots, [s(G)]\}$, which establishes $\min_S v_{K_S} / |S| = \zeta_H(G)$ and thus completes the proof.

It seems difficult to give a simple combinatorial description of the $G \in L_H$ which minimize $\zeta_H(G)$ in (24). For balanced graphs $H$ it is natural to first focus on the so-called ‘grading decomposition’ $\{G_0, \ldots, G_s\} \subseteq L_H$ of Bollobás and Wierman [4], which determines the limit distribution of $X_H$ at the appearance threshold (i.e., when $p \sim cn^{-1/m_H}$ for some $c \in (0, \infty)$). Turning to the inductive definition of their decomposition, let $G_0$ be the union of minimal primal subgraphs of $H$. Then, given $G_i \neq H$, let $G_{i+1}$ be the union of all primal subgraphs covering $G_i$. For balanced graphs $H$ the resulting grading $G_0 \subset \cdots \subset G_s$ always terminates with $G_s = H$ (and Claim 4(i) implies $G_j \in L_H$). In [4] the distribution of $X_H$ at the threshold is then determined inductively: first counting $G_0$-subgraphs, then $G_1$-subgraphs that contain the $G_0$ subgraphs, etc, continuing until all $H$-subgraphs are counted. Moving a tiny bit above the appearance threshold (as in Lemma 8), it thus sounds plausible that the exponential decay of $\mathbb{P}(X_H \geq (1 + \varepsilon)EX_H)$ could potentially be determined by one of the ‘transitions’ from $G_i$ to $G_{i+1}$, which in turn suggests that the minimum in $\zeta_H$ might perhaps be attained by some $G_j$. The following example shows that this speculation is false.

**Example 9.** Consider the graph $H$ in Figure 3 with $v_H = 7$. Its primals (as vertex sets) are 123, 1234, 1237, 12347, 12345, 12346, 123456, 123457, 123467, and 1234567. Straightforward case checking reveals that $\zeta_H(G)$ is attained by 1234, which is covered by the three primals $12345, 12346$, and $12347$, so that $\zeta_H(H[1234]) = \min\{5/1, 6/2, 7/3\} = 7/3$. However, the Bollobás-Wierman grading decomposition is $G_0 := H[123] \subset G_1 := H[12347] \subset G_2 := H$, and both $\zeta_H(G_0) = 5/2$ and $\zeta_H(G_1) = 7/2$ are suboptimal.
Conjecture 1 is true under the additional assumption \( p \) is sufficiently above the appearance threshold. Theorem 10 illustrates that the upper tail conjecture is false. Nevertheless we believe that Conjecture 1 is true for any strictly balanced graph \( H \).

We leave it as an intriguing open problem to formulate an upper tail conjecture for graphs which are not strictly balanced (this would already be interesting for balanced graphs). Combining the new ‘locally-disjoint mechanism’ based lower bound (25) from Lemma 8 with the previously known clustered/disjoint mechanism based lower bounds (7)–(8) from Section 1.2, it is tempting to speculate that we might perhaps have

\[
- \log P(X_H \geq (1 + \varepsilon)\mu_H) = \Theta \left( \min \{ \Phi_H, M_H \log(1/p), (np^{m_H})^{c_H} \log \log(np^{m_H}) \} \right),
\]

which we believe to be correct for many graphs (e.g., for the graphs \( C^5_{1r} \) from Section 2). However, the following result shows that the natural guess (27) is false for the balanced graphs \( H \) illustrated in Figure 4, indicating that for subgraph counts a general upper tail conjecture is most likely quite complicated.

**Theorem 10.** Let \( H := \{ H_r : r \geq 7 \} \). For any \( H \in H \) there are constants \( 1 > d_H > c_H > 0 \) such that the following holds. For fixed \( \varepsilon > 0 \) and any \( p = p(n) \in [0, 1] \) with \( (\log n)^{c_H} \ll np^{m_H} \ll (\log n)^{d_H} \) we have

\[
- \log P(X_H \geq (1 + \varepsilon)\mathbb{E}X_H) = o \left( \min \{ \Phi_H, M_H \log(1/p), (np^{m_H})^{c_H} \log \log(np^{m_H}) \} \right).
\]

The proof of inequality (28) is based on the observation that different kinds of extensions (for \( H_r \) from Figure 1: the dangling triangle and the rooted path) can have different ranges of \( p = p(n) \) where the disjoint mechanism beats the clustered one, which means that in some transitional range of \( p = p(n) \) a mixture of both mechanisms can potentially give better bounds (which turns out to be the case for \( H_r \)). More precisely, adapting the framework of Lemma 8 for \( H = H_r \) with \( G := H[123456] \) and \( K := H \), after planting one copy of \( G \) here the idea is to (a) enforce \( z \) vertex-disjoint triangles which are each connected to vertex 1 of \( G \), and (b) enforce at least \( z^* \) clustered copies of 5-vertex paths with endvertices 3, 4 of \( G \) (by planting a complete bipartite graph which connects a fixed vertex-set \( U \) of size \( 2\sqrt{z^*} \) with the vertex-set \( \{ w, 3, 4 \} \), where the extra vertex \( w \notin V(G) \cup U \) is also fixed). Analyzing these two mechanisms, it turns out that this way we obtain at least \( (\frac{z}{z^*}) \cdot z^* \) copies of \( H_r \) with probability at least \( (np^{m_H})^{-O(z)} \cdot p^{\Theta(\sqrt{z^*})} \), which for suitable \( z \ll \mu_H^{1/\varepsilon} \ll z^* \) and \( p = p(n) \) eventually gives inequality (28); see Appendix A for the details.

Finally, it would also be interesting to explore if Stein’s method, large deviation theory (possibly after altering the variational problem from \([10, 11, 12]\), or some other probabilistic approach could yield an educated guess for the solution to the upper tail problem (Problem 1) close to the appearance threshold \( n^{-1/m_H} \).

**Acknowledgements.** We thank the referees for helpful suggestions.
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A  Appendix: Proof of Theorem 10

Proof of Theorem 10 Fix $H = H_r \in \mathcal{H}$, with $v_H = 3r + 6$. Let $\omega := np^{m_H}$ and $\gamma := 1/r^3$. Define

$$c_H := \frac{2}{v_H/r - (r-1)\gamma} \quad \text{and} \quad d_H := \frac{1}{v_H/r - 2 - \gamma/2},$$

noting that $c_H < d_H$ as $\gamma < (4 - v_H/r)/r = (1 - 6/r)/r$. Since $G$ has the smallest number of vertices among prisms, we obtain $\Phi_H \asymp \omega^6$ by Remark 6. Using $1 \ll \omega \ll n^{\omega(1)}$ and $m_H \leq \Delta_H/2$, it is not difficult to verify that $M_H \asymp \omega^\min_{F_G \in \mathcal{F}_G} \mu_G^{\min_{\nu \in \nu_F}}$ holds (e.g., by combining (30)–(31) with $1/\alpha_r^c \in [1/v_H,1]$). Since every $F \in \mathcal{L}_H$ is a union of $G$ and some (possibly empty) subset of the $J_i$, using Proposition A.4 it turns out that $\alpha_r^c = v_F/2$, so $M_H \asymp \omega^2$. It is routine to check that $\zeta = v_H/r = 3+6/r$. It follows that $\Phi_H \gg \omega^{2\gamma} \log \omega$ and $M_H \log(1/p)/\omega^{\gamma} \asymp (\log n)/\omega^{\gamma}$, so the minimum in (28) satisfies

$$\min\{\Phi_H, M_H \log(1/p), (np^{m_H})^{\omega(\log(np^{m_H}))}\} = \omega^{v_H/r} \log \omega. \tag{29}$$

We are now ready to establish (29) by adapting the proof of Lemma 5 exposing the edges of $G_{n,p}$ via $E_1 \cup E_2$ in two independent rounds with edge-probabilities $p_2 := p/2$ and $p_1 \in [p/2,p]$. For the desired lower bound, the strategy is to (i) first use the $E_1$-edges to find one copy $G'$ of $G := H[123456]$, where the vertices $v_j$ of $G'$ correspond to vertices $j$ of $G$ (see Figure 4). Next we (ii) partition the vertex-set $[n] \setminus V(G') = V_1 \cup V_2$ into two sets with $|V_i| \approx n/2$, and then use the $E_2$-edges to simultaneously (a) create $z$ vertex-disjoint triangles in $V_1$, which are each connected to vertex $v_1$ of $G'$, and (b) create $z^*$ ‘clustered’ copies of a 5-vertex-path whose internal vertices are in $V_2$ and whose endpoints are $v_3$ and $v_4$ of $G'$. This together enforces at least $(z_{r-1})\cdot z^* \geq (1 + \epsilon)\mu_H$ copies of $H = H_r$ extending $G'$ (see Figure 4), where

$$z := \left[(1 + \epsilon)\mu_H\right]^{1/r} \omega^{-\gamma} \asymp \omega^{v_H/r} \psi \quad \text{and} \quad z^* := \left[(1 + \epsilon)\mu_H\right]^{1/r} \omega^{(r-1)\gamma} \asymp \omega^{v_H/r + (r-1)\gamma}.$$

Turning to the details, in step (i) we find with probability $1 - o(1)$ at least one copy of $G := H[123456]$ in $E_1$, since $m_G = 4/3 = m_H$ and $p_1 \geq p/2 \gg n^{-1/m_H}$ is above the appearance threshold. For step (ii), we henceforth condition on the edge-set $E_1$ and fix one copy $G'$ of $G$ in $E_1$. Mimicking the calculations leading to (30)–(34) in Appendix B it turns out that the probability of step (ii).a is at least

$$\frac{1}{z!} \prod_{0 \leq j < z} \left[\binom{|V_1| - 3j}{3} p_2^3\right] \cdot \omega^{-\alpha(z)} \asymp \left(\Theta((n^3p^3\omega^{-\alpha(1)})/z)\right)^z \asymp \left(\Theta((\omega^{3-\omega(1)})/z)\right)^z \asymp \omega^{-\omega(n^{3+\gamma})/z}, \tag{30}$$

where we used $v_H/r = 3 + 6/r$. Turning to step (ii).b, after fixing a vertex-set $U \subseteq V_2$ of size $|U| = 2\sqrt{z^*}$ and a vertex $w \in V_2 \setminus U$, we define $F$ as the complete bipartite graph between $U$ and $\{v_3, v_4, w\}$. Note that the union of $G'$ and $F$ contains at least $(z_{r-1}) \cdot z^*$ different 5-vertex-paths with endpoints $v_3, v_4$ and internal vertices from $V_2$. Recalling $p_2 = n^{-1/m_H + o(1)}$, the probability of step (ii).b is thus at least

$$\mathbb{P}(F \subseteq \mathcal{E}_2) = p_2^{|U|} \gg n^{-\Theta(\sqrt{z^*})} \gg \omega^{-o(\omega^{v_H/r})}, \tag{31}$$

where we used $\omega^{v_H/r + \sqrt{z^*}} \asymp \omega^{v_H/r + (r-1)\gamma/2} \gg \log n$. Noting that the step (ii) events lower bounded by (30)–(31) are independent (as they depend on disjoint edge-sets), it follows that $\mathbb{P}(X_H \geq (1 + \epsilon)\mathbb{E}X_H) \gg \omega^{-o(\omega^{v_H/r})}$, which together with (29) implies inequality (28).

B  Appendix: Proof of Lemma 5 and Claim 7

Proof of Claim 7 For property (1) using $e_{G_i}/v_{G_i} = m_H \geq e_{G_i \cap G_2}/v_{G_i \cap G_2}$ it routinely follows that

$$\frac{e_{G_1 \cup G_2}}{v_{G_1 \cup G_2}} = \frac{e_{G_1} + e_{G_2} - e_{G_1 \cap G_2}}{v_{G_1} + v_{G_2} - v_{G_1 \cap G_2}} \geq m_H, \tag{32}$$

which implies that $G_1 \cup G_2 \subseteq H$ is primal.
For property (iii) suppose that $J_i \setminus G$ and $J_j \setminus G$ with $i \neq j$ are not vertex-disjoint. Clearly $G \subseteq J_i \cap J_j \subseteq J_i$. Since $J_k$ covers $G$, this implies $e_{J_i \cap J_j} / v_{J_i \cap J_j} < m_H$. Since $e_{J_k} / v_{J_k} = m_H$, analogously to (32) we infer $e_{J_i \cup J_j} / v_{J_i \cup J_j} > m_H$, reaching the desired contradiction (since $J_i \cup J_j \subseteq H$).

For property (ii) suppose that $J \setminus G$ is not connected. Then we can partition $V(J \setminus G) = V(J) \setminus V(G)$ into two non-empty vertex-sets $V_1$ such that there are no edges between $V_1$ and $V_2$ in $J$. Since the graphs $F_j := J[V(G) \cup V_j]$ are not primal (as $G \subseteq F_j \subseteq J$), we have $e_{F_j} / v_{F_j} < m_H = e_G / v_G$. It follows that

$$\frac{e_J}{v_J} = \frac{e_{F_j} + e_{F_k} - e_G}{v_{F_1} + v_{F_k} - v_G} < m_H,$$

reaching the desired contradiction (since $J \subseteq H$ is primal).

**Proof of Lemma 5** We keep the setup from the sketch in Section 3.1 in particular, we shall expose the edges of $G_{n,p}$ via $\hat{E}_1 \cup \hat{E}_2 \cup \hat{E}_3$ in three independent rounds with edge-probabilities $p_1 = p_2 = \delta p$ and $p_3 = (1 - O(\delta))p$, where $\delta = c_H \min\{\varepsilon, 1\}$ and $c_H \leq 1$. Adding an extra initial reduction step, we claim that it suffices to prove Lemma 5 for graphs $K = J_1 \cup \cdots \cup J_r$ which satisfy, for all $i \in [r]$,

$$\mu_{J_i} / \mu_G \leq (\varepsilon \mu_K)^{1/r}. \quad (33)$$

To see that this implies Lemma 5 for arbitrary $K = J_1 \cup \cdots \cup J_r$, we use induction on the number of $J_1, \ldots, J_r$ (formally allowing the implicit constant in inequality (18) to depend on $1 \leq r \leq v_G$). The base case $r = 1$ is immediate, since (33) always holds due to $(\varepsilon \mu_K)^{1/r} = \varepsilon \mu_G \cdot (\mu_{J_i} / \mu_G)$ and $\varepsilon \mu_G \geq \varepsilon \Phi_H \geq \varepsilon^{-1} = \Omega(1)$. For $r \geq 2$ it suffices to consider the case where (33) fails for some $i \in [r]$. Set $K' := \bigcup_{j \neq i} J_j$. Applying induction (with $K$ replaced by $K'$, and thus $r$ replaced by $r - 1$), the lower bound (18) holds with $(\varepsilon \mu_{K'})^{1/(r-1)} \log(np^{m_H})$ in the exponent. It thus remains to check that

$$(\varepsilon \mu_{K'})^{1/(r-1)} = O((\varepsilon \mu_K)^{1/r}). \quad (34)$$

Using Claim (iii) we obtain $\mu_K \asymp \mu_{K'} \mu_{J_i} / \mu_G$. Since we assumed that (33) fails (i.e., that $\mu_{J_i} / \mu_G > (\varepsilon \mu_K)^{1/r}$ holds) we infer $\varepsilon \mu_{K'} \asymp \mu_{K'} \mu_{J_i} / \mu_G = O((\varepsilon \mu_K)^{1-1/r})$ and thus establish (34), completing the proof of the claimed reduction.

To facilitate our three-step proof strategy, we henceforth assume that (33) holds for all $i \in [r]$. Furthermore, we fix an ordering $u_1, \ldots, u_{m_H}$ of the vertices of $H$ such that the first $v_G$ vertices are vertices of $G$, the following $v_{J_i} - v_G$ vertices are vertices of $J_i \setminus G$, followed by the vertices of $J_2 \setminus G$, and so on up to $J_r \setminus G$ (this is possible since the subgraphs $J_i \setminus G$ are pairwise vertex-disjoint, see Claim (iii)), while the final $v_H - v_K$ vertices are the remaining vertices of $H \setminus K$. We also introduce the shorthand notation

$$\omega := np^{m_H} \quad \text{with} \quad 1 \ll \omega \leq n^{\beta_H}. \quad (35)$$

We assume $\beta_H < 1 / v_H$, so that every primal subgraph $F \subseteq H$ satisfies

$$\mu_F \asymp (np^{e_F / v_F})^{v_F} = (np^{m_H})^{v_F} = \omega^{v_F} \leq n^{v_F \beta_H} \ll n. \quad (36)$$

Furthermore, for any non-primal subgraph $F \subseteq H$ we have $B_{F,H} := m_H - e_F / v_F > 0$, so that, say,

$$\mu_F \asymp (np^{m_H} \cdot p^{-(m_H - e_F / v_F)})^{v_F} \asymp (\omega \cdot n^{B_{F,H}(1 - \beta_H) / m_H})^{v_F} \gg n^{2v_H^2 \beta_H} \gg \omega^{2v_H^2} \quad (37)$$

for $\beta_H > 0$ small enough (the ad hoc $2v_H^2$-term is convenient later on). From (35)–(37) we easily deduce

$$\Phi_G \geq \Phi_H \gg 1. \quad (38)$$

Using $\varepsilon \Phi_H \gg 1$ and (38) we obtain

$$\delta \asymp \min\{\varepsilon, 1\} \gg (\mu_G)^{-1/2} \geq (\mu_G)^{-1/2} \geq \Omega(\omega^{-v_G / 2}). \quad (39)$$

Finally, recalling the definition (19) of $z$, note that $\varepsilon \Phi_H \gg 1$ and $\varepsilon = O(1)$ imply $z^* \asymp \varepsilon \mu_K \geq \varepsilon \Phi_H \gg \varepsilon^{-1} = \Omega(1)$ and $z^* = O(\mu_K)$. Since $K \subseteq H$ is primal (by Claim (ii)), using (38) it follows that

$$1 \ll z = O(\omega^{v_K / r}) \ll n^{1/r}. \quad (40)$$
Turning to the technical details of step (i), let $X_G^*$ be the number of copies of $G$ in $\mathcal{E}_1$. We claim that

$$\mathbb{P}(X_G^* \geq 1) \gg \omega^{-\varepsilon_G}.$$

(41)

For the proof we use a version of the Paley–Zygmund inequality (see, e.g., [17] (3.3)–(3.4)) and the standard estimate $\text{Var} X_G^*/(\mathbb{E}X_G^*)^2 \approx 1/\Phi_G(n, p_1)$ (see, e.g., [17] Lemma 3.5), so that $p_1 = \delta p$ and $\delta \leq 1$ imply

$$\mathbb{P}(X_G^* \geq 1) \geq \frac{(\mathbb{E}X_G^*)^2}{(\mathbb{E}X_G^*)^2 + \text{Var} X_G^*} \approx \min \{1, \, \Phi_G(n, p_1)\} \gg \min \{1, \, \delta^{-\varepsilon_G}\}. $$

Now inequality (41) follows, since $\delta \gg \omega^{-\varepsilon_G}/2$ by (39) and $\Phi_G \gg 1$ by (38).

For step (ii), we henceforth condition on the edge-set $\mathcal{E}_1$, and assume that $X_G^* \geq 1$. We also fix an ordered copy $G'$ of $G$ in $\mathcal{E}_1$, i.e., a copy of $G$ with $E(G') \subseteq \mathcal{E}_1$ and an ordering $u'_1, \ldots, u'_n$ of $V(G')$ that is consistent with the above-fixed ordering $v_1, \ldots, v_n$ of $G$ (i.e., the injection $u_j \mapsto u'_j$ maps edges of $E(G)$ into edges of $\mathcal{E}_1$). We partition $[n] \setminus V(G')$ into $r$ vertex-sets $V_1, \ldots, V_r$ of approximately equal sizes $n_i := |V_i| \approx n/r$. We say that an $(e_j, e_G)$-element edge-set $S \subseteq \binom{V \cup V(G')}{2} \setminus \binom{V(G')}{2}$ is an $(G', J_i)$-edge-extension if there is an injection from $V(J_i)$ to $W(S) := V(G') \setminus \bigcup_{j \in S} f(u_j)$ with $u_j \mapsto u'_j$ for $j \in v_G$ that maps every edge $E(J_i) \setminus E(G)$ to an edge in $S$ (this definition makes sense since $J_i \setminus G = J_i \setminus \overline{V(J_i)} \setminus \overline{V(G)}$ contains no isolated vertices, see Claim (3.3)). Note that $|W(S) \setminus V(G')| = v_G - v_G$, and that $S \cup E(G')$ corresponds to (the edge-set of) a copy of $J_i$ which contains $G'$. Let $Z_{G', J_i}$ be the number of $(G', J_i)$-edge-extensions $S \subseteq \mathcal{E}_2$. Noting that the random variables $Z_{G', J_i}, i \in [r]$ depend on disjoint sets of independent $\mathcal{E}_2$-edges, we infer

$$\mathbb{P}(Z_{G', J_i} = z \, | \, \mathcal{E}_1) = \prod_{i \in [r]} \mathbb{P}(Z_{G', J_i} = z \, | \, \mathcal{E}_1).$$

(42)

Fix $i \in [r]$. We claim that

$$\mathbb{P}(Z_{G', J_i} = z \, | \, \mathcal{E}_1) \gg \omega^{-O(z)}.$$  

(43)

The following proof of (43) is fairly standard (similar to, e.g., [9] Proposition 9.1, [28] Theorem 1 or [35] Lemma 23), and we shall omit the conditioning on $\mathcal{E}_1$ from our notation to avoid clutter. Let $\mathcal{S}_i$ denote the set of all $(G', J_i)$-edge-extensions $S$. Since $\mathcal{S} \subseteq \binom{V \cup V(G')}{2} \setminus \binom{V(G')}{2}$ and $\mu \ll n$ by (40), the number of $z$-element collections $C \subseteq \mathcal{S}_i$ of edge-extensions $C \subseteq \mathcal{S}_i$ with pairwise disjoint vertex-sets $W(S) \setminus V(G')$ is at least

$$\frac{1}{z!} \prod_{0 \leq j < z} \left( \frac{n_j - j(v_j - v_G)}{v_j - v_G} \right) \geq \frac{1}{z!} \left( \frac{n_j - z(v_j - v_G)}{v_j - v_G} \right)^z \geq \left( \frac{\Theta(n_j - v_G)}{z} \right)^z.$$ 

(44)

For any such collection $C$, for brevity we introduce the events

$$\mathcal{I}_C := \{ \mathcal{E}_2 \text{ contains all } \mathcal{S} \in C \} \quad \text{and} \quad \mathcal{D}_C := \{ \mathcal{E}_2 \text{ contains no } \mathcal{S} \in \mathcal{S}_i \setminus C \}. $$

We trivially have $\mathbb{P}(\mathcal{I}_C) \geq \mathbb{P}_2((e_j, e_G)z)$ (in fact, this holds with equality), and defer the proof of

$$\mathbb{P}(\mathcal{D}_C \, | \, \mathcal{I}_C) \gg \omega^{-O(z)}. $$

(45)

Since there are at least (44) many such collections $C$, using disjointness of the events $\mathcal{I}_C \cap \mathcal{D}_C$ we obtain

$$\mathbb{P}(Z_{G', J_i} = z) \geq \sum_C \mathbb{P}(\mathcal{I}_C) \mathbb{P}(\mathcal{D}_C \, | \, \mathcal{I}_C) \gg \left( \frac{n_j - v_G p_2 (e_j - e_G) \omega^{-O(1)}}{z} \right)^z.$$ 

Note that (39) gives $\mu_j / \mu_G \gg \omega^{e_j - e_G}$. Since $\delta \gg \omega^{-\varepsilon_G}/2$ by (39) and $z = O(\omega^{1/r})$ by (40), we infer

$$\frac{n_j - v_G p_2 (e_j - e_G)}{z} \gg \frac{\mu_j}{\mu_G} \gg \frac{\delta^{e_j - e_G}}{z} \gg \omega^{-\Theta(1)},$$

and (recalling that we omitted the conditioning on $\mathcal{E}_1$ from our notation) inequality (43) follows. It remains to give the deferred proof of estimate (45). To this end observe that

$$\mathcal{D}_C = \bigcap_{S \in \mathcal{S}_i \setminus C} \{ \mathcal{S} \not\subseteq \mathcal{E}_2 \} \quad \text{and} \quad \mathcal{I}_C = \{ \mathcal{E}_C \subseteq \mathcal{E}_2 \} \quad \text{with} \quad \mathcal{E}_C := \bigcup_{S \in \mathcal{C}} S.$$
Noting that the \( \{ S \setminus E_C \not\subseteq E_2 \} \) are all decreasing events with respect to the independent \( \mathcal{E}_2 \)-edge indicators, using Harris’ inequality \(^{13}\) (a special case of the FKG-inequality) it follows that

\[
\mathbb{P}(D_C \mid I_C) = \mathbb{P} \left( \bigcap_{S \in \mathcal{S}_1 \setminus \mathcal{C}} \{ S \setminus E_C \not\subseteq E_2 \} \right) \geq \prod_{S \in \mathcal{S}_1 \setminus \mathcal{C}} \mathbb{P}(S \setminus E_C \not\subseteq E_2) \geq \prod_{S \in \mathcal{S}_1 \setminus \mathcal{C}} \left( 1 - p_2^{\|S\|_E} \right). \tag{46}
\]

Recall that each edge-extension \( S \in \mathcal{S}_1 \) is isomorphic to \( E(J_i) \setminus E(G) \). Combining that \( J_i \setminus G = J_i[V(J_i) \setminus V(G)] \) is connected (see Claim \(^3\)[iii]) with the fact that all vertex-sets \( W(S) \setminus V(G') \) with \( S \in \mathcal{C} \) are pairwise disjoint, it follows that \( E_C \) contains no further edge-extension \( S \in \mathcal{S}_1 \setminus \mathcal{C} \). Therefore in every factor in \(^{40}\) we have \( |S \setminus E_C| \geq 1 \) and thus \( S \setminus E_C \) is isomorphic to \( E(J_i) \setminus E(F) \) for some \( G \subseteq F \subseteq J_i \). As \( p_2 \leq p \leq 1 \), \( n_i \leq n \) and \( |\mathcal{C}| = z \), it follows that

\[
- \log \mathbb{P}(D_C \mid I_C) \leq 2 \sum_{S \in \mathcal{S}_1 \setminus \mathcal{C}} p_2^{\|S\|_E} \leq 2 \sum_{G \subseteq F \subseteq J_i} (v_{J_i}|\mathcal{C}|)^{v_F-v_G} n^{v_{J_i}-v_F} p^{v_F} = O \left( \sum_{G \subseteq F \subseteq J_i} z^{v_F-v_G} \frac{\mu_J}{\mu_F} \right).
\]

Our initial reduction step ensures \( \mu_{J_i}/\mu_G \ll z \log \omega \), see \(^{33}\) and \(^{19}\). Furthermore, \(^{40}\) gives \( z = O(\omega^{v_K/r}) \) and \(^{36}\) gives \( \mu_G \approx \omega^{v_C} \). As no \( G \subseteq F \subseteq J_i \) is primal (since \( J_i \) covers \( G \)), using \(^{37}\) it follows that

\[
- \log \mathbb{P}(D_C \mid I_C) = O \left( \frac{\mu_J}{\mu_G} \left[ 1 + \sum_{G \subseteq F \subseteq J_i} \omega^{v_F v_K/r} \omega^{v_G} \right] \right) \ll z \log \omega,
\]

which completes the proof of \(^{15}\) and thus inequality \(^{43}\).

For the final step (iii), we further (in addition to the conditioning on \( E_1 \) from step (ii) above) condition on the edge-set \( E_3 \), assuming that \( Z_{G,i} = z \) for all \( i \in [r] \). Recalling that the subgraphs \( J_i \setminus G \) are vertex-disjoint (see Claim \(^3\)[iii]), note that if we pick any \( r \) copies of \( J_1, \ldots, J_r \), counted by \( Z_{G,i} \), then their union gives a copy of \( K = J_1 \cup \cdots \cup J_r \) (here it matters that the shared copy \( G' \) is ordered). For each such copy of \( K \) we henceforth fix one ordered copy \( K' \) with vertex-ordering \( u_1', \ldots, u_{v_K}', u_{v_K+1}', \ldots, u_{v_K'} \), say. Let \( \mathcal{K} \) denote the collection of all such ordered \( K' \) (each of which satisfies \( E(K') \subseteq E_1 \cup E_2 \)), and define \( V(K) \) as the union of all their vertex-sets. Note that

\[
|\mathcal{K}| = z^{r} \times C_{H} \varepsilon \mu_K = C_{H} \varepsilon n^{v_K} p^{v_K}. \tag{47}
\]

Given \( K' \in \mathcal{K} \), we say that a copy \( H' \) of \( H \) in \( E_1 \cup E_2 \cup E_3 \) is an \((K', H)\)-extension if \( H' \) contains the ordered copy \( K' \) with \( V(K') = \{ u_1', \ldots, u_{v_K}' \} \), satisfies \( V(H') \setminus V(K') \subseteq [n] \setminus V(K) \), and there is an injection from \( V(H) \) to \( V(H') \) with \( u_j \mapsto u_j' \) for \( j \in \varepsilon [K] \) that maps every edge \( E(H) \setminus E(K) \) to an edge in \( E_3 \). Let \( X_H \) denote the number of copies of \( H \) which are \((K', H)\)-extensions for some \( K' \in \mathcal{K} \). Let \( X_H'' \) denote the number of copies of \( H \) with vertices in \([n] \setminus V(G') \) and all edges in \( E_3 \). As the sets of \( H \)-copies counted by \( X_H \) and \( X_H'' \) are disjoint (the former contain \( G' \), and the latter share no vertices with \( G' \)), we have \( X_H \geq X_H' + X_H'' \). Noting that \( X_H' \) and \( X_H'' \) are both increasing functions of the independent \( \mathcal{E}_3 \)-edge indicators, using Harris’ inequality it follows that

\[
\mathbb{P}(X_H \geq (1 + \varepsilon) \mu_H \mid E_1, E_2) \geq \mathbb{P}(X_H' \geq 2 \varepsilon \mu_H \mid E_1, E_2) \cdot \mathbb{P}(X_H'' \geq (1 - \varepsilon) \mu_H \mid E_1, E_2). \tag{48}
\]

To establish inequality \(^{18}\) it thus suffices to prove

\[
\mathbb{P}(X_H' \geq 2 \varepsilon \mu_H \mid E_1, E_2) \gg \omega^{-v_K}, \tag{49}
\]

\[
\mathbb{P}(X_H'' \geq (1 - \varepsilon) \mu_H \mid E_1, E_2) = 1 - o(1). \tag{50}
\]

Indeed, since we conditioned on \( E_1 \), satisfying \( X_G \geq 1 \) and \( E_2 \) satisfying \( Z_{G,i} = z \) for all \( i \in [r] \), by combining \(^{18}\)–\(^{50}\) with estimates \(^{11}\) and \(^{12}\)–\(^{43}\), then inequality \(^{18}\) follows readily.

In the remaining proofs of \(^{49}\)–\(^{50}\) we shall again omit the conditioning (on \( E_1, E_2 \)) from our notation. Turning to the crude estimate \(^{19}\), we define \( Y_{K', H} \) as the number of \((K', H)\)-extensions, so that

\[
X_H' = \sum_{K' \in K} Y_{K', H}.
\]
Note that (47) and (49) imply the rough bound $|V(K)| \leq v_K |K| \simeq \varepsilon' n$, so that $|\left[ n \right] \setminus V(K)| \asymp n$, say. Combining (47) with $p_3 = (1 - O(\delta))p \asymp p$ (which due to $\delta = c_H \min\{\varepsilon, 1\}$ holds for $c_H > 0$ sufficiently small) and $\mu_H = \Theta(v_H p^{|H|})$, it follows for $C_H > 0$ sufficiently large that

$$E X'_H = \sum_{K' \in K} E Y_{K',H} = |K| \cdot \Theta(v_H - v_{K'} p_3^{v_{K'} - \varepsilon K}) = C_H \cdot \Theta(\varepsilon \mu_H) \asymp 4 \varepsilon \mu_H.$$ 

Similarly, for all $K_1', K_2' \in K$ we also have the routine upper bound

$$E(Y_{K_1',H} Y_{K_2',H}) \leq n^{v_{H} - v_{K_1'}} j_{3}^{v_{H} - \varepsilon K} \sum_{K \subseteq F \subseteq H} n^{v_{H} - v_F} p_3^{v_{H} - \varepsilon F} = \prod_{i \in \left[ 2 \right]} E Y_{K_i',H} \cdot O\left( \sum_{K \subseteq F \subseteq H} \mu_K \right).$$

Since $K$ is primal (see Claim (4)), by combining $\mu_F \geq \Phi_H$ with estimates (56) and (38) it follows that

$$E(X'_H)^2 = \sum_{K_1, K_2 \in K} E(Y_{K_1',H} Y_{K_2',H}) \leq (E X'_H)^2 \cdot O(\mu_K / \Phi_H) \ll (\varepsilon \mu_H)^2 \cdot \omega^{-v_K}.$$ 

Using a version of the Paley–Zygmund inequality (see, e.g., [18, Lemma 3.2]) we infer

$$\mathbb{P}(X'_H \geq 2 \varepsilon \mu_H) \geq \mathbb{P}(X'_H \geq \frac{1}{4} E X'_H) \geq \frac{1}{4} \cdot \frac{(\varepsilon \mu_H)^2}{E(X'_H)^2} \gg \omega^{-v_K},$$

which (recalling that we omitted the conditioning on $E_1, E_2$ from our notation) implies inequality (49).

Turning to the final estimate (50), for any $F \subseteq H$ with $e_F \geq 1$ we define $Y_F$ as the number of copies of $F$ with vertex-set in $\left[ n \right] \setminus V(G')$ and edge-set in $E_3$, so that $X''_H = Y_H$. Note that $Y_F$ has the same distribution as the number of copies of $F$ in the (unconditional) binomial random graph $G_{n - \varepsilon v(G'), p_3}$. Furthermore, $\delta \gg n^{-1}$ follows from (49) and (50), with room to spare (since $G$ is primal). Recalling the definitions of $p_3 = (1 - O(\delta))p$ and $\delta = c_H \min\{\varepsilon, 1\}$, for $c_H > 0$ sufficiently small it thus is routine to see that

$$\frac{E Y_F}{\mu_F} = \left( \frac{n - \varepsilon v(G)}{v_F} \right)^{e_F} \left( \frac{p_3}{p} \right)^{v_F} = (1 - O(n^{-1})) \cdot (1 - O(\delta)) \geq 1 - \varepsilon / 2.$$ 

Since also $E Y_F \asymp \mu_F$, standard variance estimates for random graphs (see, e.g., [9] or [17, Lemma 3.5]) imply

$$\text{Var} \ Y_H \asymp \frac{(\varepsilon \mu_H)^2}{\min_{F \subseteq H, e_F \geq 1} E Y_F} \asymp \frac{(\mu_H)^2}{\Phi_H}.$$ 

Using $X''_H = Y_H$, Chebychev’s inequality, and the assumption $\varepsilon^2 \Phi_H \gg 1$ it follows that

$$\mathbb{P}(X''_H \leq (1 - \varepsilon) \mu_H) \leq \mathbb{P}(Y_H \leq E Y_H - \frac{1}{2} \varepsilon \mu_H) \leq \frac{\text{Var} \ Y_H}{(\varepsilon \mu_H)^2} \asymp \frac{1}{\varepsilon^2 \Phi_H} = o(1),$$

which (as we omitted the conditioning on $E_1, E_2$) completes the proof of (49)–(50) and thus Lemma 5.