Stimulus–outcome learnability differentially activates anterior cingulate and hippocampus at feedback processing
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Memory systems are known to be influenced by feedback and error processing, but it is not well known what aspects of outcome contingencies are related to different memory systems. Here we use the Rescorla–Wagner model to estimate prediction errors in an fMRI study of stimulus–outcome association learning. The conditional probabilities of outcomes for a given stimulus are manipulated so that associations are either learnable or unlearnable (pseudorandom). The delay between stimulus and outcome is jittered so that we can separately compare activity for either stimulus processing or feedback processing. We find that hippocampus and anterior cingulate are differentially active primarily at feedback processing: Learnable associations are correlated with significantly more hippocampal activity and significantly less anterior cingulate activity than unlearnable associations. We also find that positive prediction errors modulate feedback processing in the midbrain for both types of associations. We suggest that learnable associations use more declarative memory, unlearnable associations involve more uncertainty monitoring, and, in both kinds of associations, positive prediction errors provide a reinforcement signal.

[Supplemental material is available online at www.learnmem.org.]

There is substantial neuropsychological evidence for the existence of multiple memory systems, which are functionally and neurally distinct (Cohen and Squire 1980; Squire 1992; Eichenbaum et al. 1994; Gabrieli et al. 1997; Packard and Knowlton 2002; White and McDonald 2002). The striatum, which supports a number of forms of skill learning and stimulus–response learning, is implicated in procedural memory. The medial temporal lobe (MTL), which supports flexible representations, novel associations, and episodic memory, is implicated in declarative memory.

Despite the evidence for the procedural/declarative distinction, it is not well understood what factors will bias learning and memory toward one system or the other, when either system could be involved in a task. In the case of associative learning, there is evidence that learning strategies are important. Poldrack et al. (2001) found that paired-observation learning, in which subjects observe a stimulus and an outcome and execute the motor response to select that outcome, will result in more hippocampal activity. In contrast, trial-and-error learning, in which subjects make predictions and the outcome is monitored as feedback, will produce more activity in the striatum (see also Cincotta and Seger 2007).

In this work, we propose that another factor for memory system involvement is the learnability of stimulus–outcome (S–O) associations. Learnable associations, as opposed to unlearnable associations, have outcomes that are predictable greater than chance. Consequently, over time subjects will experience positive feedback more often for learnable associations and negative feedback more often for unlearnable associations. We hypothesize that because of these feedback experiences, subjects will recruit alternative learning strategies, and hence different brain regions, for the two types of S–O associations. However, it is not obvious if those differences will be reflected in neural activity for stimulus processing, feedback processing, or both. If the controlling factor for memory system activation depends on monitoring outcomes, then one might expect differences in feedback processing regions, such as the anterior cingulate cortex (ACC), because the unlearnable associations have high error rates. Alternatively, if the strength of outcome predictions is a controlling factor, then one might expect differences in stimulus processing regions, such as the MTL, because learnable associations will produce stronger, more confident predictions.

The effect of positive or negative feedback can also be represented by the prediction error. Many fMRI studies have used mathematical models of reward learning to show that prediction errors correlate with activity in dopaminergic target regions, as suggested by neurophysiologic data (for review, see Schultz 2002; Montague et al. 2004). Recently, we have also shown in a nonrewarded probabilistic classification task called “weather prediction” that prediction errors correlate with ventral striatal fMRI activation (Rodriguez et al. 2006). Prediction errors were modeled with a variant of the Rescorla–Wagner model (Rescorla and Wagner 1972), which has been used effectively in human category learning (Gluck and Bower 1988) and has been applied to other fMRI analyses of nonreward associative learning (Fletcher et al. 2001; Glascher and Buchel 2006; Yacubian et al. 2006).

In this work, we use the Rescorla–Wagner model to estimate prediction errors for both unlearnable and learnable S–O associations. The task is a simplified version of the weather prediction task (Knowlton et al. 1996), which consistently shows evidence of procedural learning with increased activation in frontal-striatal circuits (Poldrack et al. 2001; Beninger et al. 2003; Aron et al. 2004; Moody et al. 2004; Shohamy et al. 2004; Foerde et al. 2006). In the version here, one of four complex, unfamiliar stimuli are associated with three possible outcomes. Two stimuli have strong S–O associations that are relatively easy to learn, and the other two stimuli have pseudorandom S–O associations that are essentially unlearnable in the sense that outcomes are unpredictable.

The main comparison of interest is between the learnable and unlearnable conditions, at the time of either stimulus or feedback processing, with and without prediction error modulation. The
main result is that at feedback processing there is a cluster in the hippocampus of greater activity for learnable S–O associations, and there is a cluster in the ACC of greater activity for unlearnable S–O associations. There is also modulation of midbrain activity by positive prediction errors for both learnable and unlearnable S–O associations, again at feedback processing. We conclude that learnability has some effect on memory systems during feedback processing, and discuss the possible interpretations with respect to declarative memory and error monitoring functions.

Results

Behavioral results

Fourteen subjects were trained on 144 trials while being scanned. The scanning was broken up into four scanning runs where each run consisted of nine trials for each stimulus (see Materials and Methods). All subjects acquired the learnable S–O associations significantly above chance (mean percentage of correct = 70, \( t_{(13)} = 2.99, P < 0.01 \)) (lower line in Fig. 1A). The increase from run 1 to run 2 was significant (paired \( t \)-test, \( t_{(13)} = 2.84, P < 0.015 \)). There was also a significant drop in performance from run 2 to run 3 (paired \( t \)-test, \( t_{(13)} = 2.23, P < 0.044 \)), which reflects the fact that outcome probabilities were slightly changed in order to produce more trials with negative feedback (i.e., the fraction of trials for the most likely outcome for learnable stimuli changed from eight out of nine to seven out of nine; see Materials and Methods). The upper line in Figure 1A shows the mean percentage of trials in which subjects chose the most likely outcome (i.e., optimal prediction, overall mean 83.9%). Again the increase from run 1 to run 2 was significant (paired \( t \)-test, \( t_{(13)} = 2.35, P < 0.0036 \)), and there was little change in the average of optimal predictions in the last two runs.

Individually, subjects vary in the amount of optimally choosing the most likely outcome versus nonoptimal behaviors, such as probability matching (see also Shanks et al. 2002). In the last two scanning runs, two subjects chose the most likely outcome in 100% of trials, two subjects chose it in at least 94.4% of trials, four subjects chose it in 91.6% of trials, and the other six chose it in a range of 66.6%–88.9% of trials. In other words, two subjects may have learned an optimal rule for their response, but all other subjects learned to choose the most likely outcome with a high probability.

As described in the Materials and Methods section, the percentage of positive feedback (i.e., where the outcome matches the prediction) for the unlearnable stimuli were fixed at chance level and are not shown.

There are two measurable behavioral changes after negative feedback that also indicates learning—the percentage of time subjects switched choices and the response time on the next trial.

Across the last two runs, after learning had stabilized, subjects switched their prediction an average of 49.2% after unlearnable-stimulus negative feedback, and switched 34.6% after learnable-stimulus negative feedback. In a paired \( t \)-test across subjects, the difference in percentage switching was significant (\( t_{(13)} = 2.80, P < 0.015 \)), meaning that subjects were switching choices significantly more often for unlearnable stimuli. Also, in the last two runs, the response time after negative feedback for learnable stimuli was significantly greater than after positive feedback (mean difference 123 msec, paired \( t \)-test, \( t_{(13)} = 2.52, P = 0.0256 \)), whereas for unlearnable stimuli, the difference was nearly zero (mean difference 3 msec, paired \( t \)-test \( t_{(13)} = 0.68, P = 0.51 \)).

The mean response time, as measured from the onset of the stimulus, across subjects for both learnable stimuli (1488 msec) and unlearnable stimuli (1781 msec) decreased across scanning runs (Fig. 1B). The response time for learnable stimuli was significantly less than unlearnable stimuli in each run (paired \( t \)-test \( P \)-values for runs 1 to 4, respectively, were as follows: \( t_{(13)} = 2.25, P < 0.021; t_{(13)} = 4.29, P < 0.001; t_{(13)} = 5.47, P < 0.001; t_{(13)} = 5.94, P < 0.001 \)). The decrease in response time for unlearnable stimuli was possibly due to task familiarity, given that there was no particular S–O association to be learned. It is also possible that subjects learned that outcomes are unpredictable, so they made faster guesses. That may be true to some degree; however, it does not fully explain response behavior. In particular, for unlearnable stimuli, all subjects switched choices more often after negative feedback than after positive feedback in the last two runs (49%–24%, paired \( t \)-test, \( t_{(13)} = 4.02, P < 0.0015 \)). Thus, it seems that subjects were monitoring feedback to some extent, and not just making random guesses.

Immediately after the scanning ended, all subjects were asked to describe their knowledge of S–O associations and their main learning strategy. All subjects informally reported that some S–O associations were easier to learn. Only two subjects thought that the probabilities had changed at the end. Eight out of 14 subjects claimed to label parts of the figure of learnable stimuli according to expected outcome (e.g., a circle would correspond to a sun or an oval to a rain drop); the other subjects claimed to be mostly guessing as their main strategy. Of course, this does not preclude that those who were guessing on some trials also assigned verbal labels for stimuli in other trials, and vice versa.

FMRI results

Task versus baseline

In a whole brain analysis of task versus baseline (i.e., a combination of all stimulus/response and feedback regressors in the design matrix), there was significant increased activation in occipital, parietal, and cerebellum regions (Table 1). In regions of interests (ROI) analysis, there was increased activation in putamen (Table 1). Activation in these regions has also been found in related studies (e.g., Poldrack et al. 2001; Aron et al. 2004; Seger and Cincotta 2005) and possibly reflect visual and motor processing aspects of the task.

In a whole brain analysis, there was decreased activation in ACC near the genu of the corpus callosum, post-central gyrus, and temporal pole (Table 1). No clusters of decreased activation were found in ROI analysis.

Stimulus processing

In a whole brain comparison of stimulus processing for unlearnable—learnable S–O associations, there were significant clusters of activity in left middle occipital gyrus (−27, −78, 24) and left inferior frontal lobe (−24, 3, 36; −36, 18, 21; Table 2). There was nothing significant for the reverse comparison.
For both learnable stimuli versus baseline and unlearnable stimuli versus baseline, there were significant clusters of increased activity in the posterior hippocampus (see Table 2). Although there was more activity in this region for unlearnable stimuli, the difference between them was not significant ($P \sim 0.140$ small volume corrections [SVC], at 24, –24, –9). In other ROI comparisons, there were no significant differences.

### Feedback processing

As detailed in the Materials and Methods section, the conditions at feedback processing comprise a 2 × 2 design of learnability × valence. The contrasts will compare learnability, either within or collapsed across valence, and vice versa. Also, in order to remove possible confounds of unintended responses, the regressor for feedback processing after learnable stimuli only includes trials in which subjects correctly chose the most likely outcome (see Materials and Methods).

In a whole brain analysis of feedback processing after learnable stimuli versus feedback processing after unlearnable stimuli, there were no significant clusters of activity, either within or collapsed across positive and negative feedback.

In ROI analysis, there was significantly more activation in the hippocampus (27, –15, –12) for feedback processing after learnable stimuli versus feedback processing after unlearnable stimuli, collapsed across valence. This focus is consistent, with data showing that the anterior portion of the hippocampus is important for learning associations and relations (Kim et al. 2000; Binder et al. 2005; Damaraju et al. 2004). The plot of effect sizes shows that much of this difference is due to a decrease in activity for both positive and negative feedback processing after unlearnable stimuli (Table 3; Fig. 2A), with a slight increase for feedback processing after learnable stimuli.


differential activation for learnability

### Table 1. Contrast of effect sizes for all stimuli and feedback presentations versus baseline

| Stimulation and feedback > baseline | $P$-value | Cluster size | t-Value/ Z-score | MNI coordinates |
|------------------------------------|-----------|--------------|------------------|------------------|
| Occipital                          | <0.001    | 346          | 9.31/4.81        | –15, –96, 6     |
| Parietal                           | <0.001    | 102          | 7.60/4.62        | 39, –84, 18     |
| Cerebellum                         | <0.001    | 65           | 6.04/4.10        | 36, –51, 48     |
| Occipito temporal                  | <0.001    | 104          | 5.47/3.87        | 33, –63, –24    |
| L Putamen                          | 0.027 (SVC) | 21          | 4.00/3.17        | –21, 9, 3      |
| Stimuli and feedback < baseline    | <0.001    | 122          | 9.57/5.13        | 0, 36, 6        |
| ACC                                | 0.003     | 44           | 6.52/4.27        | 57, 3, –9       |
| Post-central gyrus                 | 0.003     | 41           | 7.29/4.52        | 30, –48, 63     |
| Temporal pole                      | 0.015     | 34           | 4.75/3.56        | –48, –69, 0     |

In ROI analysis relative to baseline, we did find increased activity in the striatum for negative feedback after unlearnable stimuli. Although one might have expected differential activity in the striatum based on reward learning (e.g., Abler et al. 2006), one must bear in mind that feedback in this experiment is not a primary reward but information that the subject has to match up to his/her prediction.

### Parametric modulation with prediction error

Figure 2C shows an example of positive and negative prediction errors for one subject derived from an implementation of the Rescorla–Wagner model (see Materials and Methods). The error values were entered in the statistical analysis as modulations of activity during feedback processing. In a whole brain analysis of modulation of feedback processing by positive prediction errors for learnable stimuli, there are significant clusters in right inferior frontal gyrus (IFG), cerebellum, and left posterior parietal compared to baseline (Table 4). This means there is higher activation for larger positive prediction errors. These are possibly related to general learning mechanisms and not motor movements per se because subjects typically make a response in less than 2 sec and feedback is presented a minimum of 4.5 sec after the onset of the stimulus (see Materials and Methods; Fig. 1). Other association studies have also found activation in frontal gyrus and/or cerebellum related to the amount of uncertainty or error (e.g., Berns et al. 2001; O’Doherty et al. 2003; Volz et al. 2003; Haruno et al. 2004).

In ROI analysis of modulation of feedback processing by positive prediction errors after learnable stimuli, there was a significant cluster in the midbrain compared with baseline (0, –21, 18; Table 4; Fig. 2C). Although it is difficult to identify midbrain regions at the spatial resolution of fMRI, this cluster is clearly in the region of substantia nigra and ventral tegmental area according to the atlas of Lucerna et al. (2002).

In ROI analysis of unlearnable stimuli, there was also a marginal trend in the midbrain ($P \sim 0.06$ SVC; –9, –21, –12; Table 4) for modulation of feedback processing by positive prediction errors. Although not significant, the cluster is only a few millimeters away from one of the peaks for learnable-stimulus positive prediction errors.

No significant differences were found for modulation by negative prediction errors versus baseline for either learnable or unlearnable stimuli. And no significant differences were found for comparisons of modulation by positive and/or negative prediction errors between learnable and unlearnable stimuli.

### Discussion

In summary, hippocampus and ACC were differentially activated during feedback processing, depending on learnability. Feedback processing for learnable associations involved relatively more

### Table 2. Contrast of effect sizes for learnable and unlearnable stimuli processing

| $P$-value | Cluster size | t-Value/ Z-score | MNI coordinates |
|-----------|--------------|------------------|------------------|
| Unlearnable stimuli > learnable stimuli |           |                  |                  |
| Mid occipital gyrus                   | 0.020       | 74               | 4.90/3.62        | –27, –78, 24    |
| Inf frontal gyrus                     | 0.002       | 106              | 4.87/3.61        | –36, 18, 21     |
| Precentral gyrus                      | 0.010       | 84               | 4.34/3.35        | –51, 6, 27      |
| Unlearnable stimuli > baseline        |           |                  |                  |
| Hippocampus                           | 0.001       | 60               | 6.53/4.27        | 24, –27, –9     |
| Learnable stimuli > baseline          | 0.004       | 41               | 5.88/4.04        | –18, –33, –3    |
| Learnable stimuli > baseline Hippocampus | 0.014 (SVC) | 24               | 5.22/3.77        | –24, –33, 0     |
hippocampal activity, whereas feedback processing for unlearnable associations involved relatively more ACC activity. Although we found that stimulus processing for unlearnable S–O associations involved more activity in occipital and inferior frontal gyrus regions, we did not find significant differences in our regions of interest for stimulus processing (hippocampus, striatum, midbrain, or ACC). The overall results support our hypothesis that learnability is one factor that affects memory system activations in association learning, and they suggest that the effects are primarily manifest at the time of feedback processing.

The hippocampus and ACC are both critical regions for learning and memory. In fMRI, hippocampal activity is implicated in declarative memory and association learning (e.g., Davachi 2006), whereas ACC activity is implicated in error and conflict monitoring of stimulus–response outcomes (e.g., Holroyd and Coles 2002; Rushworth et al. 2004, 2007; Critchley et al. 2005; Sarter et al. 2006). In this sense, the ACC is not thought of as a memory system itself that represents particular associations, but rather it is thought of as performing evaluation and/or control functions that are an integral part of learning. Thus, a plausible interpretation of our results is that processing feedback for learnable S–O associations recruits relatively more declarative memory, and processing feedback for unlearnable S–O associations recruits relatively more outcome monitoring. Given the problems with interpreting hippocampal activity relative to baseline (Stark and Squire 2001), however, it is not clear if hippocampal activity is suppressed for unlearnable S–O associations, or if hippocampal activity is first suppressed overall and then recruited for learnable S–O associations. A similar concern holds for ACC differences.

Midbrain activity was also found to be modulated by positive prediction errors for outcomes after both learnable and unlearnable stimuli. Dopaminergic projections from the midbrain are involved in the promotion of episodic learning in the hippocampus (Lisman and Ot makhova 2001; Schott et al. 2004; Lisman and Grace 2005; Wittman et al. 2005; Adcock et al. 2006), and they provide a reinforcement signal for stimulus–response learning in the basal ganglia (Schultz 2002; Montague et al. 2004). Thus, the presence of midbrain activity in fMRI does not necessarily distinguish memory systems or learning strategies.

We did not find significant differences in striatal regions based on either learnability or valence, as one might expect from previous studies of reward learning. However, there are several reasons why this might be the case, as discussed further below. First, given that midbrain activation is modulated by positive prediction errors for learnable and unlearnable S–O associations, it may be that dopaminergic targets are also not differentially activated by learnability. Second, many learning studies use financial gains that may produce stronger effects, and/or less heterogeneous effects, than informational feedback (Seymour et al. 2007). In other words, the reward value of positive or negative informational feedback may be more ambiguous and/or subtle than primary rewards. Thus, depending on the task design, valence differences of informational feedback may be less consequential, or consequential in a different manner.

In many respects, the results here are consistent with related S–O studies, which often show activation in MTL and ACC regions. However, the study here shows some differences in activation patterns that are worth pointing out. In one study that included random S–Os with two outcome choices, there was more hippocampal activation for positive feedback than negative feedback (Seger and Cincotta 2005). However, that study did not separate feedback processing from stimulus processing. The data here suggest that separating the stages of a trial may be critical in differentiating memory systems.

In a S–O learning task that did separate feedback and stimulus processing, Delgado et al. (2005) found that for random versus certain associations there was increased activation in caudate (Talairach −8, 3, 4) during feedback processing, decreased activation in ACC (Talairach −9, 42, 23) during a long delay period (10.5 sec window), but no MTL differences. A major difference in the experiment is that Delgado et al. (2005) used financial rewards,

Table 3. Contrast of effect sizes for random-stimuli and learnable-stimuli feedback processing

| P-value | Cluster size | t-Value/ Z-score | MNI coordinates |
|---------|--------------|-----------------|-----------------|
| Learnable S–O feedback vs. unlearnable S–O feedback | Hippocampus 0.008 (SVC) 33 | 4.67/3.51 | 27, −15, −12 |
|         | Unlearnable S–O feedback > learnable S–O feedback | ACC/SMA 0.029 (SVC) 24 | 4.16/3.26 | 6, 33, 45 |
|         | Unlearnable S–O negative feedback vs. baseline | Left striatum 0.025 (SVC) 20 | 4.46/3.41 | −18, 9, 3 |
|         |                  | Right striatum 0.028 (SVC) 19 | 4.51/3.44 | 15, 18, 9 |
|         | Learnable S–O positive feedback vs. unlearnable S–O negative feedback | Superior parietal 0.007 100 | 5.65/3.94 | 33, −54, 60 |

Figure 2. Activation and effect sizes are shown for feedback processing. (A) Hippocampus cluster of increased activation at feedback processing for learnable—unlearnable S–O associations. The peak of the cluster is at MNI coordinate 27, −15, −12 (see Table 3). (B) ACC cluster of increased activation at feedback processing for unlearnable—learnable S–O associations. The peak of the cluster is at MNI coordinate 6, 33, 45 (see Table 3). The graphs on the right side of A and B show the average effect size across subjects (with SEM) at the peak voxel corresponding to the figure on the left. (C) A sample of prediction errors for learnable stimuli from the model for one subject. Early in training positive feedback is unexpected and leads to higher positive prediction errors. Later in training, when positive feedback is expected, there are higher values for negative prediction errors. (Right) Positive prediction errors modulate activity in midbrain region at feedback processing for learnable S–O associations. Peak voxels are at MNI 0, −21, −18 and −9, −24, −9 (see Table 4). Color figures are available in Supplemental Material.
which could very well produce different activation patterns over the same dopaminergic target regions compared with the task used here.

In a previous study of weather prediction, Aron et al. (2004) reported ACC (Montreal Neurological Institute [MNI] 0, 30, 48) activity for negative – positive feedback. However, in probabilistic association learning, the occurrence of negative/positive feedback is correlated with low/high levels of learnability. Although we did not find ACC differences due to valence, we did find differences due to learnability with a similar peak location (MNI 6, 33, 45). Thus, the data here suggest that it is the uncertainty of outcomes, rather than the valence per se, which is more central to ACC activation (c.f. Botvinick et al. 2004; Rushworth et al. 2004). In fact, this is compatible with the hypothesis that uncertainty, not expected value of reward, is a primary factor that determines which memory system controls behavior (Daw et al. 2005; Behrens et al. 2007).

In our prior modeling work with the weather prediction task, we found striatal activation that increased with larger negative prediction error (Rodriguez et al. 2006), whereas here we find increased activation in midbrain for larger positive prediction errors. These differences could reflect differences in the task set-up that engender alternative learning strategies and/or variations in the way that positive/negative feedback is attended to. In particular, here we used four stimuli presented individually, two with high S–O conditional probabilities, whereas prior work used four stimuli presented individually or configurally for 14 possible S–O associations, and we did not find significant differences in the positive prediction errors for both learnable and unlearnable stimuli. However, we find that subjects generally continue to monitor response–outcome pairs and change predictions throughout the experiment, consistent with an interpretation that the differential activity is related to processing S–O contingencies. An alternative interpretation, not mutually exclusive, is that the differential effects of learnability are related to meta-knowledge acquired about the stimuli. For example, subjects might decide to ignore feedback and simply make random guesses for the unlearnable S–O associations, and/or simply apply an optimal rule for the learnable S–O associations. If that were the case then the relative increase in ACC activity and decrease in hippocampal activity for unlearnable S–O associations would be related to a suppression or absence of effort, lack of attention, and/or rule-following, as opposed to some aspect of monitoring outcomes. However, we find that subjects generally continue to monitor response–outcome pairs and change predictions throughout the experiment, consistent with an interpretation that the differential activity is related to processing S–O contingencies. Perhaps with more subjects, one could disentangle learnability effects further by examining, for example, learnability only within subjects who perform probability matching or optimal decision making.

In addition to aspects of learnability, there are other questions raised about the patterns of brain activity we found. In particular, memory systems were not completely dissociated by learnability because we found midbrain activity modulated by positive prediction errors for both learnable and unlearnable associations, and we did not find significant differences in the striatum. Future studies could explore this further by testing the interaction of learnability with task conditions that dissociate the striatum and hippocampus, such as a feedback-based learning versus paired-observation learning paradigms (c.f. Poldrack et al. 2001).

### Materials and Methods

#### Task description

Each trial consisted of a separate stimulus and outcome phase. The stimulus consisted of one of four possible complex visual figures along with the words “sun?,” “snow?,” or “rain?.” The stimuli and words were presented for 2.5 sec, after which a fixation cross appeared for a jittered delay time, where the delay time was exponential distributed with a mean of 2.5 and a range of 2–6 sec (OptSeq software http://surfer.nmr.mgh.harvard.edu/optseq) (Dale 1999).

---

**Table 4. Contrast of effects size for parametric modulation by prediction errors**

|                     | P-value | Cluster size | t-Value/Z-score | MNI coordinates |
|---------------------|---------|--------------|-----------------|-----------------|
| Positive prediction error for learnable-stimuli feedback > baseline | 0.002   | 123          | 6.00/4.08       | 30, 36, 15      |
| Left cerebellum     | 0.001   | 161          | 5.83/4.02       | −21, −57, −36   |
| Right cerebellum    | 0.028   | 81           | 4.48/3.42       | 36, −57, −27    |
| Midbrain            | 0.003 (SVC) | 41         | 6.07/4.11       | 0, −21, −18     |
| Midbrain            | 0.060 (SVC) | 9           | 4.04/3.20       | −9, −21, −12    |

---

In conclusion we have found evidence that learnability is one factor that affects memory systems in probabilistic S–O association learning. Learnability here refers to the predictability of the S–O associations, and the particular effect proposed is that declarative memory is differentially recruited, possibly as a function of outcome monitoring via the anterior cingulate. In this sense, the differential activity in ACC and hippocampus is functionally related to the acquisition and feedback processing for specific S–O contingencies. An alternative interpretation, not mutually exclusive, is that the differential effects of learnability are related to meta-knowledge acquired about the stimuli. For example, subjects might decide to ignore feedback and simply make random guesses for the unlearnable S–O associations, and/or simply apply an optimal rule for the learnable S–O associations. If that were the case then the relative increase in ACC activity and decrease in hippocampal activity for unlearnable S–O associations would be related to a suppression or absence of effort, lack of attention, and/or rule-following, as opposed to some aspect of monitoring outcomes. However, we find that subjects generally continue to monitor response–outcome pairs and change predictions throughout the experiment, consistent with an interpretation that the differential activity is related to processing S–O contingencies. Perhaps with more subjects, one could disentangle learnability effects further by examining, for example, learnability only within subjects who perform probability matching or optimal decision making.

---

In previous studies of weather prediction, the average response time was typically several seconds before feedback presentation. It is possible, however, that some differences in activity during feedback period are due to differences in anticipation of error that occur during the delay period leading up to the outcome presentation. There is, in fact, evidence that activity in the midbrain and ACC reflect uncertainty in anticipation of error (Fiorillo et al. 2003; Aron et al. 2004; Brown and Braver 2005). Future work could tease apart this process better with longer fixed delays that allow analysis of the full time window after stimulus presentation.

---

Differential activation for learnability

---

In conclusion we have found evidence that learnability is one factor that affects memory systems in probabilistic S–O association learning. Learnability here refers to the predictability of the S–O associations, and the particular effect proposed is that declarative memory is differentially recruited, possibly as a function of outcome monitoring via the anterior cingulate. In this sense, the differential activity in ACC and hippocampus is functionally related to the acquisition and feedback processing for specific S–O contingencies. An alternative interpretation, not mutually exclusive, is that the differential effects of learnability are related to meta-knowledge acquired about the stimuli. For example, subjects might decide to ignore feedback and simply make random guesses for the unlearnable S–O associations, and/or simply apply an optimal rule for the learnable S–O associations. If that were the case then the relative increase in ACC activity and decrease in hippocampal activity for unlearnable S–O associations would be related to a suppression or absence of effort, lack of attention, and/or rule-following, as opposed to some aspect of monitoring outcomes. However, we find that subjects generally continue to monitor response–outcome pairs and change predictions throughout the experiment, consistent with an interpretation that the differential activity is related to processing S–O contingencies. Perhaps with more subjects, one could disentangle learnability effects further by examining, for example, learnability only within subjects who perform probability matching or optimal decision making.

In addition to aspects of learnability, there are other questions raised about the patterns of brain activity we found. In particular, memory systems were not completely dissociated by learnability because we found midbrain activity modulated by positive prediction errors for both learnable and unlearnable associations, and we did not find significant differences in the striatum. Future studies could explore this further by testing the interaction of learnability with task conditions that dissociate the striatum and hippocampus, such as a feedback-based learning versus paired-observation learning paradigms (c.f. Poldrack et al. 2001).

---

In conclusion we have found evidence that learnability is one factor that affects memory systems in probabilistic S–O association learning. Learnability here refers to the predictability of the S–O associations, and the particular effect proposed is that declarative memory is differentially recruited, possibly as a function of outcome monitoring via the anterior cingulate. In this sense, the differential activity in ACC and hippocampus is functionally related to the acquisition and feedback processing for specific S–O contingencies. An alternative interpretation, not mutually exclusive, is that the differential effects of learnability are related to meta-knowledge acquired about the stimuli. For example, subjects might decide to ignore feedback and simply make random guesses for the unlearnable S–O associations, and/or simply apply an optimal rule for the learnable S–O associations. If that were the case then the relative increase in ACC activity and decrease in hippocampal activity for unlearnable S–O associations would be related to a suppression or absence of effort, lack of attention, and/or rule-following, as opposed to some aspect of monitoring outcomes. However, we find that subjects generally continue to monitor response–outcome pairs and change predictions throughout the experiment, consistent with an interpretation that the differential activity is related to processing S–O contingencies. Perhaps with more subjects, one could disentangle learnability effects further by examining, for example, learnability only within subjects who perform probability matching or optimal decision making.

In addition to aspects of learnability, there are other questions raised about the patterns of brain activity we found. In particular, memory systems were not completely dissociated by learnability because we found midbrain activity modulated by positive prediction errors for both learnable and unlearnable associations, and we did not find significant differences in the striatum. Future studies could explore this further by testing the interaction of learnability with task conditions that dissociate the striatum and hippocampus, such as a feedback-based learning versus paired-observation learning paradigms (c.f. Poldrack et al. 2001).
Subjects were instructed to select one of three buttons with their right hand that correspond to the predicted outcomes as soon as possible and as accurately as possible. After the delay, the outcome was displayed on the screen in the same location as the three words in the stimulus phase (see Fig. 3A). The assignment of button press to outcome was always in the left-to-right order that matched the presentation on the screen.

Subjects were told to learn to predict the weather and that outcomes would be probabilistically associated with individual stimuli. The subjects were presented with a total of 144 trials, 36 for each stimulus. The trials were broken up into four runs, giving 36 trials per run and nine trials per stimulus in each run. A sample trial is given in Figure 3B. Subjects were shown the four stimuli together prior to scanning and presented with two sample trials. The assignment of S–Os and the outcome positions on the screen were randomized across subjects.

The probabilistic S–O assignments were made so that for two stimuli there was a high probability of being followed by one of the outcomes ("learnable" stimuli), and for the other two stimuli ("unlearnable" stimuli) there was pseudorandom assignment to any outcome. In fact, the number of outcomes that matched subject predictions (i.e., positive feedback) for the unlearnable stimuli was fixed by the experimental program so that subjects would be at chance performance across both stimuli. The program essentially kept a running average of performance and randomly reassigned outcomes during training. Using a running average has the advantage over truly random associations because it ensures that subjects do not accidentally experience a long run of positive feedback.

The S–O assignments are presented in Table 4. Notice that for learnable stimuli the probabilities were changed slightly in the last two runs in order to provide more trials of unpredictable outcomes (i.e., negative feedback for predictable outcomes). The program returned more positive feedback for unlearnable stimuli in the last run also to provide more trials of unexpected outcomes (i.e., positive feedback for unpredictable outcomes). Although the change in percentage of matching outcomes in the last run is high for unlearnable stimuli (from 33%–66% positive feedback), over the whole experiment the change is relatively small (from 33%–42%). This nonstationarity does not affect the main results that follow below, meaning that if we drop the last run from the analysis the contrasts that are significant (or marginal) stay significant (or marginal).

Models

We implemented a version of the Rescorla–Wagner model based on a category learning application (see Gluck and Bower 1988). The model consisted of four input nodes, one for each stimulus, each with weighted connections to three output nodes, one for each possible weather outcome. On each trial, the activity for each output node was computed as:

$$O_i = V_i I_j,$$

and the weight change for that trial computed as:

$$\Delta V_i = \epsilon (A_i - O_i) I_j,$$

where $i = 1, 2, 3$ indexes the output node, $j = 1, ..., 4$ indexes the input node, $O_i$ is the $i$th output node, $V_i$ is an association weight to $i$ from $j$, $I_j = 1$ or 0 is the $j$th input node, $\epsilon$ is the learning rate, and $A_i = 1$ or 0 is the target value for the $i$th output node. On each trial, the maximum value outcome was selected by the model as the outcome to predict (except the first trial where the outcome was randomly selected because initial weights were set to zero).

The prediction error for each trial is taken from the singular term $(A_i - O_i)$ where $O_i$ is the maximum output on that trial. The target values, $A_i$, were based on actual outcomes presented in each subject’s experiment. We tried other estimates of prediction error, such as using target vectors based on the actual predictions made by each subject, or using the mean squared error from all output nodes. Neither of these worked as well in the fMRI analysis.

A reasonable value for the learning rate parameter was determined by comparing the percentage of correctly matching outcomes (i.e., positive feedback) for the model with the subject's percentage of correctly matching outcomes. A range of $\epsilon = 0.10–0.20$ accounts equally well (within 1%) for subject data, with an average of 69% overlap with subject predictions (85% for learnable stimuli, 54% for unlearnable stimuli). Note that even though correctness is at chance for the unlearnable stimuli, neither the model nor subjects are making completely random choices. Rather, predictions are based in part on the short-term history of observed feedback. Related studies have used learning rate values in the range of 0.10–0.30. (Glascher and Buchel 2006; Yacubian et al. 2006; Seymour et al. 2007). As done in other studies (Glascher and Buchel 2006), we choose a parameter value of 0.10 because it should presumably better capture the slower learning process and be less sensitive to fluctuations due to artifacts.

The model is designed to capture information about S–O association strengths, which is then used to as a proxy of subjects' predictions and expectations. Though subjects’ predictions are likely a function of more than just S–O contingencies they may also depend on risk seeking and decision strategies. Future work could try to incorporate these other aspects into fMRI analysis, although it would require more parameters (e.g., Yechiam and Busemeyer 2005).

Fmri acquisition and data analysis

Fourteen subjects (ages 21–37, eight females) volunteered for this study. A Philips Eclipse 1.5T MR scanner (Philips Medical Systems) was used to acquire both T1-weighted anatomical volume images (256 × 256 matrix, 1-mm3 voxels, spoiled gradient recalled acquisition in a steady state sequence) and T2*-weighted echo planar images (EPI; field of view of 25 cm, 64 × 92 matrix, 2.6 × 3.9 mm pixels, TE 40 msec) with blood oxygenation level-dependent (BOLD) contrast. Each EPI volume comprised 22 4-mm-thick axial slices separated by 1-mm gap, a TR (repetition time) of 2 sec. Volume slices were acquired in a descending interleaved order. The first four volumes were discarded to allow tissue magnetization to achieve a steady state.

Preprocessing and statistical analysis was performed with SPM2 (Wellcome Department of Neuroimaging, University College London). The data were slice time corrected, realigned across all scanning runs to the first volume of the first run, normalized to an EPI template in MNI space (Montreal Neurological Institute)
Table 5. Probabilistic associations for learnable and unlearnable stimuli

| Learnable stimuli | Scan run | Sun | Snow | Rain |
|-------------------|----------|-----|------|------|
| Stimulus Figure 1 |          |     |      |      |
| 1                 | 8/9      | 1/9 |      | 0    |
| 2                 | 8/9      | 1/9 |      | 0    |
| 3                 | 7/9      | 2/9 |      | 0    |
| 4                 | 7/9      | 2/9 |      | 0    |
| Stimulus Figure 2 |          |     |      |      |
| 1                 | 0        | 1/9 | 8/9  |      |
| 2                 | 0        | 1/9 | 8/9  |      |
| 3                 | 0        | 2/9 | 7/9  |      |
| 4                 | 0        | 2/9 | 7/9  |      |

| Unlearnable stimuli | Scan run | Percentage correct (fixed by program) |
|---------------------|----------|---------------------------------------|
| Stimulus Figure 3   |          |                                       |
| 1                   | 2/9      |                                       |
| 2                   | 2/9      |                                       |
| 3                   | 2/9      |                                       |
| 4                   | 2/9      |                                       |
| Stimulus Figure 4   |          |                                       |
| 1                   | 4/9      |                                       |
| 2                   | 4/9      |                                       |
| 3                   | 4/9      |                                       |
| 4                   | 6/9      |                                       |

Institute), smoothed with an 8-mm Gaussian kernel in 3D, and resliced to isotropic 3 × 3 × 3 mm voxels.

The general linear model was applied to individual subject data with separate regressors for stimulus and feedback presentations. The stimulus conditions were either learnable or unlearnable stimuli. The feedback presentations were separated according to positive or negative feedback, where positive (negative) refers to an outcome that matched (not matched) the prediction. The feedback for learnable stimuli was further separated according to whether the prediction was optimal or nonoptimal, where optimal refers to choosing the most likely outcome for a given stimulus. The unlearnable stimuli, of course, have no optimal choice and so feedback was not separated further. Thus, there were eight separate regressors related to stimuli and feedback: (1) learnable stimuli; (2) unlearnable stimuli; (3) positive feedback for learnable stimuli, optimal choice; (4) negative feedback for learnable stimuli, optimal choice; (5) positive feedback for unlearnable stimuli; (6) negative feedback for unlearnable stimuli; (7) positive feedback for learnable stimuli, nonoptimal choice; and (8) negative feedback for learnable stimuli, nonoptimal choice. Note that the number of trials for the last two regressors was highly variable among subjects. In fact, only five subjects had any trials for the seventh regressor, and six subjects had less than six trials of the eighth regressor. This low number of trials cautions against using those regressors in comparisons of interest. On the other hand, there was a range of nine to 12 trials for the fourth regressor among all subjects.

In addition to the above regressors, there were six covariates of no interest for estimated motion parameters and a constant regressor for each scanning run. As implemented in Statistical Parametric Mapping (SPM), a constant session-specific regressor accounts for baseline effects, so that a positive contrast of task effects accounts for baseline effects, so that a positive contrast of task effects is implicitly a comparison of task effects – base- line. We also separately modeled missed trials in which no button response was recorded, which consisted of an extra stimulus and outcome regressor for each missed trial. Three subjects missed one trial, and three missed more than one (four, two, and two trials). Positive and negative prediction errors from the mathematical model were entered as parametric modulations of positive and negative feedback.

Contrasts of interest at the individual subject level were entered into t-tests in a second-level random effects group analysis, treating subjects as the random effects. In summary, the experiment is a 1 × 2 design for stimuli (learnable/unlearnable stimuli) and 2 × 2 design for feedback (i.e., using regressors 3–6 above the 2 × 2 conditions are as follows: [1] optimal choice, learnable S–O and [2] unlearnable S–O versus [1] positive and [2] negative feedback). The primary comparisons of interest are between the learnability conditions.

Also, contrasts were applied to the parametric modulation regressors for prediction error. We planned to test parametric modulations for differences between learnability conditions as well as effects of modulation significantly different than zero.

Multiple comparisons across the whole brain or within regions of interest are corrected by Gaussian random field theory with a display threshold of P < 0.005 and extent threshold of five voxels (Worsley et al. 1995). Based on prior hypothesis, four ROI have been selected to apply small volume correction (SVC). The regions were defined using WFU Pickatlas software (Maldjian et al. 2003) as follows, left and right hippocampus, left and right ventral striatum (12-mm-radius sphere centered ±12, 10, 0), left and right midbrain area (10 mm radius sphere centered at ±8, −20, −18), anterior cingulate area (20-mm-radius sphere centered at coordinate 0, 24, 35, intersected with gray matter of superior frontal gyrus, middle frontal gyrus, cingulate gyrus, and premotor regions). The striatal region was chosen based on our previous study that found activity modulated by prediction errors (Rodriguez et al. 2006), and was placed at the dorsal/ventral border so that it would include portions of caudate and putamen. The midbrain region was chosen because of its importance in reward prediction error studies (Schultz 2002), and the focus was guided by the atlas of Lucerna and colleagues (2002). The anterior cingulate was chosen because of the evidence that it is involved in error/conflict monitoring (e.g., Carter et al. 1998) and its hypothesized relevance to learning (e.g., Holroyd and Coles 2002). The focus was selected according to the surveys by Picard and Strick (2001) and Rushworth and colleagues (2004).
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