A Novel Multi-Agent Deep Reinforcement Learning Approach
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Abstract: Borrowing the power of deep neural networks, deep reinforcement learning achieved big success in games, and it becomes a popular method to solve the sequential decision-making problems. However, the success is still restricted to single agent training environment. Multi-agent reinforcement learning still is a challenge problem. Although some multi-agent deep reinforcement learning methods have been proposed, they can only perform well when the number of agents is very limited. In this paper, by analyzing the dynamic changing observation space and action space of multi-agent environment, we propose a novel multi-agent deep RL method that compress the joint observation space and action space as the time goes on. The proposed method is potential for a large number of agents cooperative or competitive tasks.
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1. Introduction

Since Mnih et al. [1] proposed deep Q-network (DQN) by combining Q-learning with deep neural networks that achieved human-level control in Atari games, deep reinforcement learning (deep RL) become a popular research hotspot in sequential decision-making problems. Many advanced algorithms have been proposed, such as deep deterministic policy gradient (DDPG) [2] proposed for continuous action space training, asynchronous advantage actor-critic (A3C) [3] for concurrent training, proximal policy optimization (PPO) [4] for robust training. Deep RL methods have also been successfully applied in various fields beyond games, such as robotics [5], natural language processing [6], recommender system [7], and healthcare [8]. Nevertheless, the successes of deep RL methods are confined to single agent learning problems. Multi-agent systems are much more prevalent than single-agent system in real world problems. Therefore, deep RL methods would have much more potential applications if they could manage multi-agent systems.
Recently, researchers start to pay attention to multi-agent deep RL. Multi-agent deep RL is much harder because the environment is no longer stationary. Individual agent has to interact with other agents and the historical experience may not be trusted in the future so that will lead the training process become unstable. To solve the multi-agent credit assignment problem, Foerster et al. [9] proposed counterfactual multi-agent policy gradients (COMA) that computed a counterfactual baseline by marginalizing out an agent’s action while fixing other agents’ action. Lowe et al. [10] proposed a multi-agent deep RL method based on DDPG, called MADDPG. Mao et al. [11] also extended DDPG by introducing an attention mechanism in a principled way and presented ATT-MADDPG to enhance the centralized critic network. They used a strategy of centralized training with decentralized execution, which made the training process more efficient and stable than distributed training. However, their scalability is still very limited that can only be applied to several agents. The performance of the multi-agent deep RL methods will degenerate sharply when the joint observation space and action space become very large as the number of agents increases.

In this paper, we present a novel approach for multi-agent deep RL according to the dynamic changing joint observation space and action space. Because the joint observation space and action space of multiple agents can be shrunk as the training process goes on, we propose to model the multi-agent system to be dynamic observation space and action space. Then, we can contract the search space in the training process to promote the multi-agent training efficiency. As the contraction of the exploratory space, the method also can make the training process become stable.

The remainder of this paper will be organized as follows. First, we have some preliminary knowledge about the multi-agent reinforcement learning problem in Section 2. Then, we discuss the dynamic joint observation space and action space modeling method in Section 3. And we present how to contract the search space of multi-agent system to promote the training efficiency in Section 4. Finally, we conclude the paper in Section 5.

2. Problem of Multi-Agent System

As we know, reinforcement learning can be formalized as Markov decision process (MDP). The deep reinforcement learning framework is illustrated in Fig.1. The agent is to learn a policy \( \pi_\theta(a_t|o_t) \), which typically uses deep neural networks (DNNs) to approximate the function. In the training phase, the agent interacts with the environment represented as a transition model \( p(o_{t+1}|a_t, o_t) \), which will change its observation to \( o_{t+1} \) in the case of the previous observation \( o_t \) and action \( a_t \) at time \( t \). For the agent, it will receive a reward \( r_t \) at time \( t \), and the target of it is to obtain a maximum return \( R = \sum r_t \) in the future. When the observation can only partially represent the environmental state, the problem is known as partially observable Markov decision process (POMDP).

![Fig.1 The illustration of deep reinforcement learning framework](image)

The multi-agent framework is illustrated in Fig.2. The problem of multi-agent reinforcement learning belongs to decentralized partially observable Markov decision process (Dec-POMDP), which is a much harder problem than the single-agent reinforcement learning problem. Similar to the MDP formalization, Dec-POMDP can also be defined by a tuple

\[
M = \langle D, O, A, T, R \rangle,
\]
where $D = \{1, \ldots, n\}$ is the set of $n$ agents, $O = \{o^{(1)}, \ldots, o^{(n)}\}$ is the set of joint observation space, $A = \{a^{(1)}, \ldots, a^{(n)}\}$ is the set of joint action space, $T$ is the transition function, and $R$ is the reward function. The main difficulty of Dec-POMDP is that the environment is non-stationary for each agent. From the perspective of an agent, the other agents are also included in the environment. And the policies of the agents will continually change to impact on the environment. As a result, the state transition model with respect to each agent becomes non-stationary. Due to the complexity of multi-agent system, totally distributed training is typically infeasible.

3. Dynamic Joint Observation Space and Action Space Contraction

The strategy of centralized training with decentralized execution promotes the efficiency of the training process to some extent. However, the joint observation space and action space are still too large to efficiently train the multi-agent system when the number of agents increases. We conceive that the joint observation space and action space can be shrunk as the training process goes on. The sequential joint observation space and action space can be represented as $\langle O_1, \ldots, O_T \rangle$ and $\langle A_1, \ldots, A_T \rangle$ respectively. And the observation space and action space will be monotonically shrunk as

$$|O_1| \geq \gamma_1 |O_2|, \ldots, |O_{T-1}| \geq \gamma_1 |O_T|,$$

(1)

$$|A_1| \geq \gamma_2 |A_2|, \ldots, |A_{T-1}| \geq \gamma_2 |A_T|.$$

(2)

As the exploration space shrinks as Eqs. (1) and (2), the training process will accelerate gradually. In order to analyze the accelerate rate of training, we assume the joint observation space is shrunk by a ratio of $\gamma_1 \in (0,1)$, and the joint action space is shrunk by a ratio of $\gamma_2 \in (0,1)$,

$$|O_1| \geq \gamma_1 |O_2|, \ldots, |O_T| \geq \gamma_1 |O_{T-1}| \geq \gamma_1 |O_{T-1}| \geq \gamma_1 |O_T|,$$

(3)

$$|A_1| \geq \gamma_2 |A_2|, \ldots, |A_T| \geq \gamma_2 |A_{T-1}| \geq \gamma_2 |A_{T-1}| \geq \gamma_2 |A_T|.$$

(4)

Where $|$ denotes an operator of set dimension. According to Eqs. (3) and (4), the dimension of observation space $|O_t|$ and action space $|A_t|$ at training epoch $t$ will less or equal than initial observation space $|O_1|$ and action space $|A_1|$ to a certain scale, expressed as Eqs. (5) and (6) respectively.

$$|O_t| \leq \gamma_1^t |O_1|,$$

(5)

$$|A_t| \leq \gamma_2^t |A_1|.$$

(6)

In other words, the search space will be shrunk exponentially with respect to training epoch $t$. Therefore, the training process will converge quickly. And the training process can be accelerated, because the time cost of training process is proportionate to the scale of search space.
4. A Novel Multi-Agent Deep Reinforcement Learning Approach

Based on the analysis of dynamic joint observation space and action space, we propose a novel approach to dynamically contract the joint observation space and action space in the multi-agent training process. As we can see, multi-agent deep RL can achieve exponential convergence and training acceleration if the joint observation space and action space meet Eqs. (3) and (4) as the training process goes on.

To contract the search space of the multiple agents as the increasing training epochs, a simple method is to fix a portion of dimensions of observation space and action space after some extent of training exploration. Assume a multi-agent system with initial joint observation space $O_{t=1}$ and action space $A_{t=1}$, the main learning procedure can be presented as following steps.

**Step 1:** Explore in the joint observation space $O_t$ and action space $A_t$.

**Step 2:** Discover a part of nonsignificant dimensions or optimized dimensions of observation space $O_t$ and action space $A_t$, and fix the values of the dimensions to form new observation space $O_{t+1}$ and action space $A_{t+1}$.

**Step 3:** Repeat Step 1 and Step 2 to form new contracted observation space and action space until the actions of all the agents converge.

In the learning procedure, it may be a hard task to reduce the search space according to a scaling factor as Eqs. (5) and (6). Sometimes, the nonsignificant dimensions or optimized dimensions are difficult to judge, and we cannot guarantee some dimensions are optimized in combinatorial optimization problem. Therefore, we have to tradeoff between the training efficiency and the optimization performance. For instance, we must fix some dimensions of search space to promote the training efficiency even if we cannot ensure their importance in the future exploration. For this novel multi-agent deep reinforcement learning approach, there would be a great deal of work left to be done.

5. Conclusion and Future Work

For the multi-agent systems, deep RL methods face a big challenge of stability and scalability. The difficulty of multi-agent deep RL methods mainly comes from the huge dynamic exploration space of the observation space and action space combination of many agents. We analyzed the joint observation space and action space that could change dynamically as the training process goes on. Based on the analysis, we propose a novel multi-agent deep RL approach by contracting the joint observation space and action space. If the search space can be contracted by a factor at each training epoch, the multi-agent deep RL methods can achieve exponential convergence and training acceleration.

We believe that search space contraction will be an important approach for multi-agent deep RL to improve the training efficiency and stability. Nevertheless, it is still some technique problems in future work. For example, how to contract the search space at certain ratio that can guarantee the exponential convergence, and how to guarantee the agents performance bound when we restrict the search space of the agents.
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