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Abstract—This article deals with solving distributed optimization problems with equality constraints by a class of uncertain nonlinear heterogeneous multiagent systems. It is assumed that each agent with an uncertain dynamic model has limited information about the main problem and limited access to the information of the state variables of the other agents. A distributed algorithm that guarantees cooperatively solving of the constrained optimization problem by the agents is proposed. Via applying this algorithm, the agents do not need to continuously broadcast their data. It is shown that the proposed algorithm can be useful in solving resource allocation problems.

Index Terms—Distributed optimization, event-triggered communication, resource allocation, uncertain multiagent systems.

I. INTRODUCTION

N EW generations of the networked systems are becoming more considered in modern engineering applications. In these applications, various research subjects, such as distributed optimization, distributed control, event-triggered implementation, and real-time control are raised alongside the issue of networked systems. One of the main issues posed in the field of networked systems is the control of multiagent systems over communication networks. In some of these systems, the agents are in competitive environments [2], whereas in some other ones they cooperatively try to reach an intended objective [3]. Furthermore, in many cases, the control objective in control of a multiagent system can be expressed in terms of solving an optimization problem. For example, in multiagent systems, the issues of consensus (static or dynamic), rendezvous, formation control, deployment, and resource allocation can be formulated as some optimization problems. In this framework, through a static/dynamic model each agent updates its decision/state variables, which participate in the global optimization problem. Due to distributed structure of the objective function and also unknown local parameters/functions, agents need to exchange some information between themselves. The communication constraints, such as cost and blackout constraints, force us to use noncontinuous data transmission methods, i.e., periodic discrete transmission algorithms and event-triggered methods, instead of continuous transmission of data between the agents.

The problem investigated in this article lies at the interface of these three main topics:
1) distributed convex constrained optimization;
2) robust control of uncertain multiagent systems;
3) event-triggered communications.

More specifically, the aim is to propose a distributed algorithm with continuous-time computations alongside event-triggered communications among the neighbors to control an uncertain, possibly nonlinear, dynamic multiagent system such that this system can solve a convex constrained optimization problem.

A. Literature Review

The event-triggered control strategy, as an approach for implementing aperiodic control algorithms and also as an alternative for the typical periodic sampled-data control methods [4], [5], has been discussed in some early classic works [6]. Recent advances on this topic can be found in various recently published papers (For example, [7] and [8], which deal with the event-triggered control in discrete-time and continuous-time plants, respectively). Also, in recent years, several studies have been done to apply event-triggered control methods in distributed and networked systems [9]. In this regard, there are various research works concerning stability analysis [10] and consensus [11] in event-triggered control-based distributed systems. Also, there are some works on proposing event-triggered optimization algorithms for multiagent systems [12]. Within the framework of event-triggered control, the major difference between the problems of stabilization and optimization is that in the stabilization problem the equilibrium point is known, whereas in the optimization problem the goal is to find an unknown equilibrium point specifying the solution of the considered optimization problem. In fact, distributed optimization has been introduced as a more practical alternative for centralized optimization [13], [14]. Although the consensus problem in multiagent systems can be expressed in terms of a distributed optimization problem, there are some works addressing more general forms...
of distributed optimization problems in multiagent systems [15]. Benefiting from the saddle-point/primal-dual dynamics is one of the most common approaches for proposing distributed algorithms in order to solve distributed optimization problems. As an example, Feijer and Paganini [16] focused on solving distributed convex problems subject to some inequality constraints by using primal-dual gradient dynamics. Also, Richert and Cortes [17] introduced discontinuous saddle-point algorithms for solving distributed optimization problems.

### B. Statement of Contributions

It was discussed that the control objectives in a multiagent system can be described as optimization programs. Nevertheless, there are a few research works with the subject of distributed optimization problems, which have assumed dynamic models for the agents solving those problems. These works have mainly considered the special case of the consensus problem. For example, Yu et al. [18] studied consensus in multiagent systems with the agents characterized by double-integrator dynamics. In addition, the authors in [19] and [20] have proposed consensus algorithms in the case of dealing with linear agents. In this article, we consider a general form for the agent dynamics and a general form of the optimization problem. Unlike the references cited earlier, in this study, the dynamic model of the agents can be nonlinear and uncertain. As another relevant study, the recent research work [21] has considered the cooperative consensus problem in heterogeneous nonlinear multiagent systems. The key difference between this article and the above-cited references is that the considered optimization program for the dynamic multiagent system is more general, and the obtained results are not limited to the consensus problem. Also, design of distributed optimization algorithms for dynamic multiagent systems has been addressed in a few research works. For example, Wang et al. [22] proposed an algorithm for solving a convex optimization problem in a multiagent system with heterogeneous nonlinear agents. The communication between the agents has been assumed to be continuous in this study. Furthermore, Jokic et al. [23] suggested an approach for solving a constrained convex optimization problem with a dynamic single-agent system. To generalize the previous works, this research intends to add to the body of knowledge on distributed event-triggered algorithms by using a dynamic multiagent system for solving an optimization problem with equality constraints. The agents in the dynamic multiagent system are assumed to be described by uncertain nonlinear dynamic models in this study. In addition, each agent has its own cost function with the goal of determining the component corresponding to it in the optimal solution. Furthermore, an event-triggered strategy for exchanging between the agents is developed to reduce the communication costs.

The main contributions of this article can be summarized as follows.

1) **Proposing a decentralized Zeno-free event-triggered algorithm to solve a distributed constrained convex optimization**: A decentralized algorithm for solving a distributed convex optimization with equality constraints is proposed. Benefiting from a general triggering condition, the proposed algorithm works based on event-based measurements. Also, it is proved that the Zeno behavior does not occur by using this triggering condition.

2) **Solving optimization problems by heterogeneous uncertain nonlinear multiagent systems**: A control method is developed for cooperatively solving distributed constrained optimization problems by heterogeneous uncertain nonlinear multiagent systems such that the involved agents use an event-based strategy for data exchanges.

### C. Notation and Definitions

In this article, \( \mathbb{R}, \mathbb{R}^n, \mathbb{R}^{m \times n}, \) and \( \mathbb{N} \), respectively, denote the sets of real numbers, vectors with \( n \) real elements, \( m \times n \) real-valued matrices, and positive integer numbers. The Euclidean inner product of vectors \( x, y \in \mathbb{R}^n \) is denoted by \( \langle x, y \rangle \). Also, the undirected graph \( G \) is described by \( G = (V_G, E_G) \) where \( V_G \) is the vertex set and \( E_G \subseteq V_G \times V_G \) is the edge set. Since graph \( G \) is undirected, \( (i, j) \in E_G \) if and only if \( (j, i) \in E_G \). The symbol \( \rho(A) \) specifies the maximum eigenvalue of real symmetric matrix \( A \). In addition to the above-mentioned notation, we use \( D(f) \) and \( R(f) \) to denote the domain and range of function \( f : D(f) \rightarrow R(f) \), respectively. Moreover, the following definition is used in the following sections.

**Definition I.1. (Monotonicity)** Function \( g : D(g) \subseteq \mathbb{R}^n \rightarrow \mathbb{R}^n \) is monotonic if \( \langle x - y, g(x) - g(y) \rangle \geq 0 \) for all \( x, y \in D(g) \). Also, \( g \) is strictly monotonic if \( \langle x - y, g(x) - g(y) \rangle > 0 \) for all nonequal \( x, y \in D(g) \).

### D. Organization

The rest of this article is organized as follows. The under study problem is formulated with some basic assumptions in Section II. Main results of this article are presented in Section III. Section IV deals with introducing sample applications and some examples to illustrate the theoretical results. Finally, Section V concludes this article.

### II. Problem Statement

Consider a network of \( n \) agents \( (n \in \mathbb{N}) \) whose communication topology is described by the undirected and connected graph \( G = (V_G, E_G) \). The agent \( i \) \((i = 1, \ldots, n)\) in this network is described by the uncertain nonlinear dynamic model

\[
\dot{x}_i = (p_i(x_i) + \Delta p_i(x_i)) + (b_i + \Delta b_i) u_i
\]

where \( x_i(t) \in \mathbb{R}, b_i \in \mathbb{R} \) is a known parameter (as the nominal value of the input gain), and \( p_i : \mathbb{R} \rightarrow \mathbb{R} \) is a known function (as the nominal dynamic function of the model). Furthermore, \( \Delta b_i \in \mathbb{R} \) and \( \Delta p_i : \mathbb{R} \rightarrow \mathbb{R} \) are an unknown constant and an unknown function, respectively. Assume that the agent \( i \) in the above-mentioned network has the objective function \( f_i : \mathbb{R} \rightarrow \mathbb{R} \) for \( i = 1, \ldots, n \). The aim is to control the agents of the multiagent system in such a way that they cooperatively solve the optimization problem

\[
\begin{align*}
\min_{x \in \mathbb{R}^n} & \quad f(x) = \sum_{i=1}^{n} f_i(x_i) \\
\text{subject to} & \quad C x = d
\end{align*}
\]
where \( x := [x_1, x_2, \ldots, x_n] \), \( C \in \mathbb{R}^{m \times n} (m \leq n) \) is a full row-rank matrix, and \( d = [d_1, d_2, \ldots, d_n]^{\top} \in \mathbb{R}^m \).

In this article, the following assumptions on multiagent system (1) are considered.

**Assumption II.1. (Assumptions on the dynamic model of the agents):** Consider the multiagent system (1). In this system,

1. (Lipschitz smoothness assumption) the function \( p_i(x_i) \) is smooth and Lipschitz with parameter \( L_p \), for all \( i = 1, \ldots, n \).
2. (Boundedness assumption) functions \( \frac{\partial}{\partial x_i} p_i(x_i) \), \( \Delta p_i(x_i) \), and \( \frac{\partial^2}{\partial x_i^2} \Delta p_i(x_i) \) are bounded for all \( i = 1, \ldots, n \). Furthermore, there is a known bound \( \rho_b \) such that \( |\Delta b_i| \leq \rho_b \), for all \( i = 1, \ldots, n \).

The uncertain nonlinear model (1) with Assumption II.1 provides a rich dynamical framework emerging in a wide range of problems. For example, the unknown linear dynamic systems under the influence of sinusoidal disturbances considered in [24] and [25] are particular cases of (1) with Assumption II.1. As another example, Wang et al. [26] considered a class of continuous-time multiagent systems influenced by unknown-frequency disturbances. This class is a special form of (1) meeting Assumption II.1. Moreover, an unknown linear time invariant multiagent system with bounded uncertainties can be considered as a special case of (1), which satisfies Assumption II.1.

In addition to the assumptions on dynamic model of the multiagent system (1), in this article, we consider the following assumptions on the optimization problem (2).

**Assumption II.2. (Assumptions on the optimization problem):** Consider the constrained optimization problem (2). In this problem,

1. (Assumptions on the convexity of the objective function and privacy) the function \( f_i(x_i) \) is strictly convex and twice differentiable with bounded and continuous second derivative for all \( i = 1, \ldots, n \). Also, the function \( f_i(x_i) \) is only known for the agent \( i \), and the other agents are not aware of it.
2. (Assumption on the compatibility between the constraints and communication graph) in the optimization problem (2), consider matrix \( C \) as \( C = [c_{ij}]_{m \times n} = [c_1^T \ldots c_m^T]^{\top} \in \mathbb{R}^{m \times n} \) where the constraints in this optimization problem are \( \{C_i^T x - d_i = 0\}_{1 \leq i \leq m} \). It is assumed that matrix \( C \) is compatible with the communication graph \( G = (V_G, \mathcal{E}_G) \). This assumption means that if the state variables of two agents \( j \) and \( k \) are appeared in the \( i \)-th constraint (or equivalently \( c_{ij} \times c_{ik} \neq 0 \)), then \((j, k) \in V_G \). Furthermore, it is assumed that each agent has access to the information of the state variables of its neighbors and the constraints involving such an agent (i.e., the constraint equation(s) in which the state variable of the agent is involved).
3. (Assumption on the spectral radius of matrix \( C \)) without loss of generality, it is assumed that \( \rho(C^T C) = 1 \) (if \( \rho(C^T C) = \rho \), substituting the equality constraint of the optimization problem (2) by \( C^T x = d', \) where \( C' = C'/\sqrt{\rho} \) and \( d' = d'/\sqrt{\rho} \), satisfies this assumption). It is worth noting that there are some widely used classes of cost functions satisfying the boundedness condition in Assumption II.2-1, e.g., the quadratic cost functions and the cost functions with Lipschitz continuous gradients. Some research works such as [27], [28] have considered these forms of cost functions in their studies.

In addition to the above-mentioned assumptions, assume that due to some network constraints and also communication and computation costs, agents cannot continuously share their state variables with their neighbors. To deal with this constraint, there are the following two main approaches: 1) periodic communications and 2) event-triggered mechanism-based communications. It is well known that due to avoid unnecessary communications, the second approach, i.e., using the event-triggered mechanisms, needs less communications in comparison with the former one. In this article, we focus on the event-based approach to deal with this constraint. In summary, the problem considered in the rest of this article can be formulated as follows.

**Problem II.3:** Consider the multiagent system (1) under Assumption II.1. Also, assume that the agents of this system aim to cooperatively solve the optimization problem (2), which satisfies Assumption II.2. To this aim, if \( N^i \) is the set of the indices of the agent is neighbors (\( 1 \leq i \leq n \)), synthesize \( \{x_i\}_{i \in \{i, N^i\} \cup \{0, t\}} \rightarrow u_i(t) \) (as the control signal), and a distributed triggering mechanism for communication between the agents such that \( x(t) = [x_1(t), x_2(t), \ldots, x_n(t)]^{\top} \) converges to the solution of the optimization problem (2).

### III. MAIN RESULTS

The main results of this article are presented in this section. At first, by extending the existing results in the literature, we obtain a distributed algorithm with discontinuous communications to solve a convex optimization with equality constraints. At the second step, benefiting from the proposed algorithm and some techniques in robust control, a solution for Problem II.3 is proposed.

#### A. Distributed Optimization With Event-Triggered Communications

In this section, a distributed technique for solving an optimization problem with centralized event-triggered communications is introduced. Then, this technique is improved in the viewpoint of using decentralized event-triggered mechanism, instead of the centralized one. Before presenting these results, we need to restate the following lemma, which has been presented in [29].

**Lemma III.1. (Distributed optimization with equality constraints [29]):** Consider the distributed constrained optimization problem

\[
\begin{align*}
\min_{y \in \mathbb{R}^n} f(y) = \sum_{i=1}^{n} f_i(y_i) \\
\text{s.t.} \quad Cy = d
\end{align*}
\]

where \( y_i \in \mathbb{R} \) for all \( 1 \leq i \leq n \), \( y := [y_1, y_2, \ldots, y_n]^{\top}, C \in \mathbb{R}^{m \times n}, \) and \( d \in \mathbb{R}^m \). Also, it was assumed that \( \text{Rank}(C) = m \leq n \). Assume that \( f \) is differentiable with locally Lipschitz
partial derivatives. If \( y^* := [v^*_1; v^*_2; \ldots; v^*_n]^\top \in \mathbb{R}^n \) is the solution of problem (3) and \( \nabla f \) is strictly monotonic, then the equilibrium point corresponding to \( y = y^* \) in dynamic system

\[
\begin{align*}
\dot{y}(t) &= -\nabla f(y) - C^\top (Cy - d) - C^\top \mu \\
\dot{\mu}(t) &= Cy - d
\end{align*}
\]

is asymptotically stable.

On the basis of Lemma III.1, we provide a centralized event-triggered framework, which can guarantee the stability of \( y = y^* \) in the dynamic system (4). In comparison to the results of [29], the improvements of the achievements of this article are twofold. First, for interactions between agents, discontinuous communication is replaced by the continuous one in order to reduce the communication costs. Second, the results of this article are obtained by assuming that the involved agents are described by uncertain nonlinear models, whereas no dynamic model has been considered in [29] for the agents. In the centralized event-triggered mechanism, it is assumed that the information of each agent (i.e., the value of \( y_i \) for agent \( i \)) is synchronously broadcast to its neighbors at times \( t_k \in \mathbb{N} \). The broadcast time \( t_k \) is specified when a triggering condition is satisfied. For the brevity of the exposition, the following notation:

\[
\begin{align*}
\dot{y}(t) &= \left[ \dot{y}_1(t) \quad \ldots \quad \dot{y}_n(t) \right]^\top := \left[ y_1(t_k) \quad \ldots \quad y_n(t_k) \right]^\top \\
\dot{\mu}(t) &= \left[ \dot{\mu}_1(t) \quad \ldots \quad \dot{\mu}_m(t) \right]^\top := \left[ \mu_1(t_k) \quad \ldots \quad \mu_m(t_k) \right]^\top \\
e_y(t) := y(t) - y(t_k), \quad e_\mu(t) := \mu(t) - \mu(t_k)
\end{align*}
\]

for \( t_k \leq t < t_{k+1} \), which specify some piecewise constant functions, are used in the rest of this article. Now, we are ready to proceed with the centralized mechanism in the following theorem.

**Theorem III.2. (Optimization with centralized event-triggered communications):** Consider the optimization problem (3) under Assumption II.2. Suppose that the data is synchronously transferred between the neighbors at times \( \{t_k\}_{k \in \mathbb{N}} \), and \( \dot{y}_i(t) \) and \( \dot{\mu}_i(t) \) are updated at \( t \in [t_k, t_{k+1}) \) by

\[
\begin{cases}
\dot{y}_i(t) = g_i(\dot{y}(t), \dot{\mu}(t)); & 1 \leq i \leq n \\
\dot{\mu}_i(t) = -\sum_{j=1}^m c_{ij} \dot{y}_j(t) - d_i; & 1 \leq l \leq m
\end{cases}
\]

where

\[
g_i(\dot{y}(t), \dot{\mu}(t)) := -\nabla f_i(\dot{y}(t)) - \sum_{k=1}^n \left( \sum_{j=1}^n c_{kj} \dot{y}_j(t) - d_k \right) c_{ki} - \sum_{l=1}^m \dot{\mu}_i(t) c_{li}
\]

and \( \dot{y}(t) \) and \( \dot{\mu}(t) \) are defined by (5). Also, assume that \( 0 < M I \leq \nabla^2 f \leq MI \). Let

\[
h(\dot{y}(t), \dot{\mu}(t)) = (1 - 2\kappa) \|CG(\dot{y}(t) - d)\|_2^2 + \left( M - \frac{5 + 3M}{2} \kappa \right) \|g(\dot{y}(t), \dot{\mu}(t))\|_2^2
\]

where \( g(\dot{y}(t), \dot{\mu}(t)) := [g_1(\dot{y}(t), \dot{\mu}(t)) \ldots g_n(\dot{y}(t), \dot{\mu}(t))]^\top \) and

\[
0 < \kappa < \min \left\{ \frac{1}{2}, \frac{2M}{5 + 3M} \right\}
\]

Specify the event for triggering such that \( \dot{y}(t) \) and \( \dot{\mu}(t) \) are updated when

\[
\begin{align*}
\frac{2 + M}{\kappa} \|e_y(t)\|_2^2 + \frac{3}{2\kappa} \|e_\mu(t)\|_2^2 > h(\dot{y}(t), \dot{\mu}(t)) \\
\end{align*}
\]

holds. In this case, the equilibrium point corresponding to \( y = y^* = [v^*_1; \ldots; v^*_n]^\top \in \mathbb{R}^n \), as the solution of the optimization problem (3), in dynamic system (6) is asymptotically stable.

**Proof:** Assume that \((y^*, \mu^*)\) is the equilibrium point of dynamic system (4). First, we prove that \((y^*, \mu^*)\) is also an equilibrium point for system (6). If \((y^*, \mu^*)\) is the equilibrium point of dynamic system (4), then we should have \( Cy = d \), or equivalently \( C^\top y^* = d^l \) for all \( 1 \leq l \leq m \). This means that \( \sum_{i=1}^n c_{ij} y_i^* - d_i = 0 \) for all \( 1 \leq i \leq m \) and \( -\nabla f_i(y_i^*) - \sum_{j=1}^m \mu_j^* c_{ij} = 0 \). It is found that \((y^*, \mu^*)\) is the equilibrium point of system (6). To prove the asymptotic stability of this equilibrium point in dynamic system (6), a Lyapunov function candidate is proposed and it is shown that its time-derivative is negative-definite with respect to dynamic model (6). Similar to that done in [17], the Lyapunov function candidate is chosen as \( v(y, \mu) = \sum_{i=1}^n v_i(y, \mu) \), where

\[
\begin{align*}
v_1(y, \mu) &= \frac{1}{2} \|g(y, \mu)\|_2^2, \quad v_2(y, \mu) = \frac{1}{2} \|Cy - d\|_2^2, \\
v_3(y, \mu) &= \frac{1}{2} \|y - y^*\|_2^2, \quad v_4(y, \mu) = \frac{1}{2} \|\mu - \mu^*\|_2^2.
\end{align*}
\]

The derivative of the Lyapunov function candidate equals to

\[
\dot{v}(y, \mu) = \sum_{i=1}^4 \left( \frac{\partial}{\partial y} v_i(y, \mu) \cdot g(y, \mu) \right) + \left( \frac{\partial}{\partial \mu} v_i(y, \mu) \cdot (Cy - d) \right).
\]

By some computations, \( \dot{v}_i(y, \mu) (1 \leq i \leq 4) \) is obtained by

\[
\begin{align*}
\dot{v}_1(y, \mu) &= -g(\dot{y}, \dot{\mu})^\top \left( \nabla^2 f + C^\top C \right) g(\dot{y}, \dot{\mu}) + c_{\mu}^\top C^\top C (Cy - d) + c_{\mu}^\top C (Cy - d) \\
&\quad + (\nabla f(\dot{y}) - \nabla f(y))^\top \left( \nabla^2 f + C^\top C \right) g(\dot{y}, \dot{\mu}) + (Cy - d)^\top C g(\dot{y}, \dot{\mu}) \\
&\quad + c_{\mu}^\top C^\top C (\nabla^2 f + C^\top C) g(\dot{y}, \dot{\mu}) + c_{\mu}^\top C (\nabla^2 f + C^\top C) g(\dot{y}, \dot{\mu}) \\
&\quad + (\nabla f(\dot{y}) - \nabla f(y))^\top C (Cy - d) \\
\end{align*}
\]

\[
\dot{v}_2(y, \mu) = -(Cy - d)^\top C g(\dot{y}, \dot{\mu}) - c_{\mu}^\top C C g(\dot{y}, \dot{\mu})
\]

\[
\begin{align*}
\dot{v}_3(y, \mu) &= c_{\mu} g(\dot{y}, \dot{\mu}) - (\dot{y} - y^*)^\top (\nabla f(\dot{y}) - \nabla f(y)) - (\dot{y} - y^*)^\top C^\top C (\dot{y} - y^*) \\
&\quad - (\dot{y} - y^*)^\top C (\dot{\mu} - \mu^*) \\
\end{align*}
\]

\[
\begin{align*}
\dot{v}_4(y, \mu) &= c_{\mu}^\top C (Cy - d) + (\dot{\mu} - \mu^*)^\top C^\top (\dot{y} - y^*)
\end{align*}
\]
By using the Young inequality
\[ a^\top b \leq \frac{\kappa}{2} a^\top a + \frac{1}{2\kappa} b^\top b; \quad \forall a, b \in \mathbb{R}^n, \kappa > 0 \]
and the facts \( 0 \leq x^\top C^\top C x \leq \|x\|^2 \), and
\[ M \|x - y\|^2 \leq (\nabla f(x) - \nabla f(y))^\top (x - y) \leq \tilde{M} \|x - y\|^2 \]
it can be easily found an upper bound for \( \dot{v}(t) \) as follows:
\[
\dot{v}(t) \leq \frac{2 + \tilde{M}}{\kappa} \|y\|^2 + \frac{3}{2\kappa} \|\mu\|^2
- \left( M - \frac{5 + 3M}{2} \right) \|g(\tilde{y}, \tilde{\mu})\|^2
+ (1 - 2\kappa) \|C\tilde{y} - d\|^2
= \frac{2 + \tilde{M}}{\kappa} \|y\|^2 + \frac{3}{2\kappa} \|\mu\|^2 - h(\tilde{y}, \tilde{\mu}).
\]

If parameter \( \kappa \) meets condition (8) and \( \tilde{y}(t) \) and \( \tilde{\mu}(t) \) are updated when \( (9) \) holds, \( \dot{v}(t) \) will be negative-definite. Hence, in this case, the equilibrium point \( (y^*, \mu^*) \) is asymptotically stable in dynamic system (6).

**Remark III.3. (Relaxation of the considered assumptions):** Theorem III.2 was proved on the basis of Lemma III.1 which has been borrowed from [29]. In [29], an augmented Lagrangian has been used to introduce dynamic model (4) and prove its convergence. The use of this augmented Lagrangian makes it necessary for agent \( i \) (1 \( \leq \) \( i \) \( \leq \) \( n \)) to know the state information of all the other agents that are present with agent \( i \) at least one of the constraints in order to use dynamic (4). For this reason, in Assumption II.2, the compatibility between the matrix \( C \) and graph \( G \) has been assumed. An idea to relax this assumption is to use the regular Lagrangian instead of the augmented one. In this case, the agents should use a dynamic model in the form
\[
\begin{align*}
\dot{y}(t) &= -\nabla f(y) - C^\top \mu \\
\dot{\mu}(t) &= C y - d
\end{align*}
\]
instead of dynamic model (4) to reach the convergence. As a consequence, the speed of the convergence will be naturally decreased in such a case. This idea invites further research works in the continuation of the study of this article with the aim of relaxing the considered assumptions.

Theorem III.2 introduced a method, which can solve the optimization problem (3) by using a centralized mechanism with no need to continuous communications between the agents. The results of Theorem III.2 will be modified in Theorem III.4 by introducing a decentralized version of the mechanism. In the modified method, each agent individually decides about the time of broadcasting its state variable information to neighbors according to the available local data (state variables information of its neighbors). The modified algorithm is proposed on the basis of the ideas presented in [30]. Synchronous broadcasting at the situation that the broadcast times are not sufficiently far from each others is the idea borrowed from paper [30]. This idea is modified to introduce a distributed algorithm for solving Problem II.3.

Before introducing the decentralized version of the algorithm, we need to define the concept of virtual agents for the considered multiagent system. Using this concept helps us to decentralize the communications in the understudy multiagent system. Assume that there are \( m \) virtual agents in addition to \( n \) primary (real) agents. Each of these virtual agents updates one of Lagrangian variables \( \mu_l \) (1 \( \leq \) \( l \) \( \leq \) \( m \)). For simplicity, suppose that these virtual agents are indexed by \( \{n + 1, n + 2, \ldots, n + m\} \), and from here on, it is assumed that there are \( n + m \) agents (real agents and \( m \) virtual ones) in the augmented multiagent system. Also, in this new augmented multiagent system, we assume that each virtual agent has only primary (real) neighbors, and there are no two virtual neighbors. The primary (real) agent \( i \) (1 \( \leq \) \( i \) \( \leq \) \( n \)) is the neighbor of the virtual agent \( n + j \) if and only if \( c_{ij} \neq 0 \), where \( C = [c_{ij}] \) is the constraint matrix in the optimization problem (3). In a brief form, if \( A_\mu \in \mathbb{R}^{(m+n) \times (m+n)} \) is the adjacency matrix of the augmented communication graph (which is shown by \( G^\alpha \)), then
\[
A_\mu = \begin{bmatrix}
A & A_\mu \\
A_\mu^\top & 0
\end{bmatrix}
\]
where \( A \) is the adjacency matrix of graph \( G \), and the \( (i, j) \) element of \( A_\mu \) is equal to 1 (0) if and only if \( c_{ij} \neq 0 \) (\( c_{ij} = 0 \)).

**Theorem III.4. (Optimization with decentralized event-triggered communications):** Consider the optimization problem (3) under Assumptions II.2 and 0 \( < MI \leq \nabla^2 f \leq MI \), and the above-described augmented multiagent system with \( n + m \) agents (\( n \) real agents with the state variables \( y_i \) for \( i = 1, \ldots, n \) and \( m \) virtual ones with the state variables \( \mu_{i-n} \) for \( i = n+1, \ldots, n+m \)). Assume that the agents update their state variables as
\[
\begin{align*}
\dot{y}_i(t) &= g_i(\tilde{y}(t), \tilde{\mu}(t)), \quad 1 \leq i \leq n \\
\dot{\mu}_{i-n}(t) &= \sum_{j=1}^{n} c_{i-n-j} \tilde{y}_j(t) - d_{i-n}, \quad 1 \leq i \leq n + m
\end{align*}
\]
(11)
where
\[
\begin{align*}
\tilde{y}(t) &= \begin{bmatrix} \tilde{y}_1(t) & \cdots & \tilde{y}_n(t) \end{bmatrix}^\top = \begin{bmatrix} y_1(t_1^{1}) & \cdots & y_n(t_n^{0}) \end{bmatrix}^\top \\
\tilde{\mu}(t) &= \begin{bmatrix} \tilde{\mu}_1(t) & \cdots & \tilde{\mu}_m(t) \end{bmatrix}^\top \\
&= \begin{bmatrix} \mu_1(t_1^{n+1}) & \cdots & \mu_m(t_m^{n+m}) \end{bmatrix}^\top
\end{align*}
\]
(12)
ti^{k_i} \in \{t_k \}_{k \in \mathbb{N}} is the last broadcast time of the information of the agent \( i \) (1 \( \leq \) \( i \) \( \leq \) \( n + m \)) before time \( t \), and function \( q_i \) as is that defined in Theorem III.2.1 Furthermore, assume that agent \( i \) broadcasts its state variable to its neighbors if one of the

1The agent \( i \) for using function \( g_i \) needs to know only the subset
\[ C_i = [c_{ik} | 1 \leq k \leq n] \cup [c_{ik} | c_{kj} \cdot c_{jk} \neq 0] \]
of the set of the elements of matrix \( C \). Awareness of this information for the agent \( i \) is consistent with Assumptions II.2-2, in which it was assumed that matrix \( C \) is compatible with the neighborhood graph \( G \).
following conditions:

\[
\begin{aligned}
&\text{(i) } 0 < r_i(t) \leq r_{\min}, 1 \leq i \leq n + m \\
&\text{or}
\end{aligned}
\]

\[
\left\{ \begin{array}{l}
\epsilon_{y_i}^2(t) > \gamma_i \left( g_i^2 \left( \tilde{y}(t), \tilde{\mu}(t) \right) \right) \\
\epsilon_{y_i}^2(t) = \gamma_i \left( g_i^2 \left( \tilde{y}(t), \tilde{\mu}(t) \right) \right) & \text{or } \epsilon_{y_i}^2(t) \neq 0 \\
1 \leq i \leq n \\
\epsilon_{\mu_{i-n}}^2(t) > \gamma_i \left( \epsilon_{i-n} \tilde{g}(t) - d_{i-n} \right)^2 & \text{or } \epsilon_{\mu_{i-n}}^2(t) \neq 0 \\
n + 1 \leq i \leq n + m
\end{array} \right. 
\]

occurs, where

\[
r_i(t) := \max \left\{ \frac{t_{k_j}^i}{t_{k_{j'}}^i} \left| t_{k_{j'}}^i < t_k(i, j) \in \mathcal{E}_{g_i} \right. \right\} - \max \left\{ \frac{t_{k_j}^i}{t_{k_{j'}}^i} < t \right\} 
\]

(14)

\[
e_{y_i}(t) := y_i(t) - \tilde{y}_i(t), e_{\mu_{i-n}}(t) := \tilde{\mu}_{i-n}(t) - \tilde{\mu}_{i-n}(t), \text{ and}
\]

\[
r_{\min} \text{ and } \gamma_i \text{ are positive constants satisfying}
\]

\[
r_{\min}^2 < \gamma_i^2 < \min \left\{ \frac{1}{12}, \frac{M^2}{2(5 + 3M)(M + 2)} \right\} 
\]

(15)

In this situation, dynamic model (11) with the broadcasting rule (13) (distributed over the communication graph \( G^a \)) asymptotically converges to the solution of the optimization problem (3) without exhibiting Zeno behavior.

The proof of this theorem can be found in the Appendix. In this proof, Lyapunov functions similar to those proposed in Theorem III.2 are used to prove asymptotic convergence. Also, the proof of the nonexistence of the Zeno behavior is sketched based on proving the following claims.

**Claim 1**: If the agent \( i \) does not receive data from any of its neighbors, it will not broadcast the information of its state variable sooner than the time \( t_{k_{i-1}}^i + \gamma_i \), where \( t_{k_{i-1}}^i \) is the last broadcast time of the agent \( i \).

**Claim 2**: If all the agents synchronously broadcast their information at time \( t_n \), then the next broadcast time of each agent cannot be less than \( t_n + \min_i r_{\min} \).

**Claim 3**: If the described event-triggered mechanism exhibits the Zeno behavior, then for each \( \epsilon \) satisfying

\[
0 < \epsilon < \frac{1}{n + m + 1} \min_i r_{\min},
\]

there exists a time interval with a length smaller than \( \min_i r_{\min} \), such that not only the time between successive broadcasts of the information in this time interval is less than \( \epsilon \), but also all the agents synchronously broadcast their information in one of these broadcast times.

Considering the point that the asymptotic stability is equivalent to the exponential one in linear time invariant systems, (11) exponentially converges to the solution of optimization problem (3) in the cases that the \( f_i(\cdot) \) are quadratic cost functions. Generally speaking, the event-generating rules in event-triggered control methods can be classified into three general categories. In the first category, the error between the last communicated value of a specific signal and its actual value is compared to a fixed threshold. The event-generating rules obtained from this approach are called absolute event-triggered mechanisms [31]. The event-generating rules in the second category are constructed based on a comparison between the aforementioned error and a relative threshold, which yields in relative event-triggered mechanisms [32]. In the third category, the mixed event-triggered mechanisms are obtained by the event-generating rules in which the error is compared with a threshold combined of fixed and relative terms [33]. Using relative event-triggered mechanisms, the error can be converged to zero, whereas the absolute and mixed event-triggered mechanisms do not have such a feature. Nevertheless, the advantage of the absolute and mixed event-triggered mechanisms (in comparison to relative ones) is that if the error is close enough to zero, no more information will be exchanged, and no communication fee will be paid. The event-generating rule of Theorem III.4 generally follows a relative event-triggered mechanism. The condition (ii) in relation (13) illustrates the relative comparison and attempts to update the signals \( \{ y_i \}_{1 \leq i \leq n}, \{ \mu_{i+n} \}_{n+1 \leq i \leq n+m} \) before the difference between the last sent value and the actual value of these signals becomes too large. On the other hand, one of the main challenges in introducing the event-triggered mechanisms is to guarantee the nonexistence of Zeno behavior in the case of using such mechanisms. The condition (i) in the event-generating rule (13) resolves the mentioned challenge. As seen in the proof of Theorem III.4, this condition prevents the occurrence of the Zeno behavior by checking the broadcasting time of the agents. Not only Zeno-freeness is proved for the triggering mechanism (13), but also the proof of Theorem III.4 reveals that this mechanism yields in a dwell-time positivity property (On the basis of this proof, the time interval between each two consecutive broadcast times is not less than \( \min_i r_{\min} \))

\[
\text{for } i = 1, \ldots, n.
\]

The following remark reveals how the agents can deal with the global parameters which are used in (15).

**Remark III.5. (Computing global parameters)**: According to (15), each agent needs to know global parameters \( \bar{M} \) and \( \bar{M} \) for setting the local parameters \( \gamma_i \) and \( r_{\min} \). A simple distributed algorithm can be proposed as follows in order to help the agents for computing \( \bar{M} \) and \( M \). To this end, at the first step each agent should share the upper and lower bounds of the second derivative of its cost function with its neighbors. Then, by considering the received information from the neighbors, each agent choose the lowest (greatest) value among the lower (upper) bounds reported by its neighbors to estimate \( \bar{M} \) (\( \bar{M} \)). At the next step, each agent shares its estimations on the mentioned parameters with its neighbors, and then again updates its estimation via the above-mentioned rule. By continuing this approach, after \( d_{\bar{M}} \) steps, all of the agents will know the correct values of \( \bar{M} \) and \( M \), where \( d_{\bar{M}} \) is the diameter of graph \( G \).
B. Optimization Using an Uncertain Nonlinear Multiagent System in the Presence of Discontinuous Communications

In this section, an algorithm for solving Problem II.3 is proposed. For this purpose, at first, we need to introduce the method of linear active disturbance rejection control (LADRC). A special form of this method is briefly described in Lemma III.6.

**Lemma III.6. (LADRC [34]):** Consider the dynamic system

\[
\dot{x}(t) = (p(x) + \Delta p(x)) + \omega(t) + (b + \Delta b) u(t)
\]

where \(x(t) \in \mathbb{R}\) and \(u(t) \in \mathbb{R}\). Also, \(b \in \mathbb{R} (\Delta b \in \mathbb{R})\) is a known (an unknown) constant, function \(p(x) : \mathbb{R} \rightarrow \mathbb{R}\) is known, and \(\Delta p(x) : \mathbb{R} \rightarrow \mathbb{R}\) and \(\omega(t) : \mathbb{R}^+ \rightarrow \mathbb{R}\) are unknown functions. Assume that

\[
\omega(t) + \Delta p(x) \text{ and } \frac{d}{dt}(\omega(t) + \Delta p(x)) \text{ are bounded}
\]

(18)

\[
|\Delta b| \leq \rho_b, \text{ where } \rho_b \text{ is known}
\]

(19)

are simultaneously satisfied. By using the observer

\[
\begin{align*}
\dot{x}(t) &= \hat{x}(t) + \frac{k_1}{\varepsilon} (x(t) - \hat{x}(t)) + bu(t) \\
\dot{\hat{x}}(t) &= \frac{k_2}{\varepsilon^2} (x(t) - \hat{x}(t))
\end{align*}
\]

(21)

with conditions \(k_1 < 0\) and \((L_p + \rho_b/b)k_2 < \mathcal{L}\), where

\[
\mathcal{L} = \frac{2k_1 k_2}{k_1^2 - (k_2 - 2)^2 + \sqrt{(k_1^2 + (k_2 - 2)^2)(k_1^2 + (k_2 + 1)^2)}}
\]

and \(u(t) = \frac{1}{b} (\alpha \hat{x} - \hat{x} - p(\hat{x}))\) for some \(\alpha < 0\), then there exists constant \(\varepsilon_0 > 0\) such that for each \(\varepsilon \in (0, \varepsilon_0)\), \(t_\varepsilon > 0\) is found where \(|x(t)| < \Gamma \varepsilon\) for all \(\varepsilon \in (0, \varepsilon_0)\) and \(t > t_\varepsilon\). Also, \(\Gamma > 0\) is an \(\varepsilon\)-independent positive constant.

Before introducing a solution for Problem II.3, we need to show how the assumptions on function \(f\) in Lemma III.1 are satisfied by Assumption II.21. This aim is achieved by the following lemma.

**Lemma III.7. (Relation between convexity and Lipschitz conditions):** Consider function \(f(x_1, \ldots, x_n) = \sum_{i=1}^n f_i(x_i)\), where \(f_i(x_i) : \mathbb{R} \rightarrow \mathbb{R}\) for \(i = 1, 2, \ldots, n\).

1) \(\nabla f\) is strictly monotonic if and only if each \(f_i\) is strictly convex for all \(i = 1, 2, \ldots, n\).

2) \(f\) is differentiable with locally Lipschitz partial derivatives if \(f_i\) is twice differentiable with bounded second derivative for all \(i = 1, 2, \ldots, n\).

This lemma is proved in the Appendix.

Now, Theorem III.4, Lemmas III.6, and III.7 are applied to introduce a solution for Problem II.3 in the following theorem.

**Theorem III.8. (Distributed optimization by a dynamic multiagent system and discontinuous communications):** Consider the multiagent system (1) meeting Assumption II.1. Assume that the aim is to control this system in such a way that the agents cooperatively solve the distributed optimization problem (2) satisfying Assumption II.2. Let \(y_i(t)\) be obtained from (11), in which \(\tilde{y}_i(t)\) and \(\hat{\mu}_i(t)\) are updated from (12) by considering the triggering condition (13). If \(\hat{e}_i(t)\) and \(\dot{\hat{e}}_i(t)\) are updated by

\[
\begin{align*}
\dot{\hat{e}}_i &= \hat{e}_i + (p_i(\hat{e}_i + y_i) - p_i(y_i)) + \frac{b_i}{\varepsilon_i} (x_i - y_i - \hat{e}_i) + b_i u_i \\
\dot{\hat{e}}_i &= \frac{k_i}{\varepsilon_i} (x_i - y_i - \hat{e}_i)
\end{align*}
\]

(22)

where \(k_{1i} \leq 0\) and the control signals are given by

\[
u_i(t) = \frac{1}{b_i} (\alpha \hat{e}_i - \hat{e}_i - p_i(\hat{e}_i + y_i) + p_i(y_i)), \quad \alpha < 0
\]

(23)

for all \(1 \leq i \leq n\), then \(x_i(t)\) converges to the solution of the optimization problem (2) as \(\varepsilon_i \rightarrow 0\).

**Proof:** For the agent \(i\) of system (1), define an augmented agent with the state vector

\[
[x_i(t) \ y_i(t) \ h_i(t)\top]_i e_{K(i)}
\]

where \(h_i = [\mu_{i1} \ \mu_{i2} \ \cdots \ \mu_{in}]_{i \in K(i)}\) with \(K(i) = \{k | e_{ki} \neq 0\}\). Assume that the state variables of each augmented agent update according to (11) and (13). Also, assume that each agent can share the information of its augmented agent with its neighbors when it communicates with them. According to the Theorem III.4, it is concluded that \(\lim_{t \rightarrow \infty} y_{i(t)} = y^*_i\), where \(y^* = [y^*_1 \ \cdots \ y^*_n]\top\) is the solution of optimization problem (2). By defining \(e_i = x_i - y_i\), (1) result in

\[
\begin{align*}
\dot{e}_i &= (p_i(x_i) + \Delta p_i(x_i)) + (b_i + \Delta b_i) u_i - g_i(\tilde{y}, \hat{\mu})
\end{align*}
\]

(24)

which is written as

\[
\begin{align*}
\dot{e}_i &= (p_i(x_i) + \Delta p_i(x_i)) + (b_i + \Delta b_i) u_i - g_i(\tilde{y}, \hat{\mu})
\end{align*}
\]

(25)

where \(p_i(e_i(t)) = p_i(e_i(t) + y_i(t) - p_i(y_i(t))\). By comparing (25) and (17), from Lemma III.6 the following fact is deduced. If conditions (18)–(20) are simultaneously satisfied, by applying the control signal (23) there is constant \(\varepsilon_i\) such that for each \(e_i \in (0, \varepsilon_i)\), \(t_\varepsilon\) yielding in \(|e_i(t)| < \Gamma \varepsilon_i\) for all \(e_i \in (0, \varepsilon_i)\) and \(t > t_\varepsilon\). In this case, \(\Gamma\) is an \(\varepsilon_i\)-independent positive constant. This statement is equivalent to that \(x_i(t)\) converges to the solution of optimization problem (2) as \(\varepsilon_i \rightarrow 0\). In order to complete the proof, at the final step, it is shown that conditions (18) and (19) are satisfied. To satisfy (18), it is necessary to examine the boundedness of two functions \(\Delta p_i(e_i + y_i) - (p_i(y_i) - g_i(\tilde{y}, \hat{\mu}))\). This proposition is deduced by considering Assumption II.12 and noting that \(\tilde{y}_i(t), y_i(t), \mu_i(t), \hat{\mu}_i(t)\) are bounded. On the other hand, according to Assumption II.11, \(p_i\) is a Lipschitz function with parameter \(L_p\). Considering the definition of function \(p_i\), it can be shown that function \(\tilde{p}_i\) is also a Lipschitz function with parameter \(L_p\). Furthermore, according to Assumption II.12, \(\frac{d\tilde{p}_i(x_i)}{dx_i}\) is bounded. Hence, \(\frac{d\tilde{p}_i(x_i)}{dx_i}\) is bounded, and consequently condition (19) is satisfied.

The result of Theorem III.8 on solving Problem II.3 is summarized in Algorithm 1.

IV. APPLICATION IN RESOURCE ALLOCATION AND EXAMPLES

In this section, two resource allocation-based sample applications for the results obtained in the previous section are
Algorithm 1: Solving Distributed Optimization (2) by the Uncertain Multi-Agent System (1) With Discontinuous Communications.

- **Initialization:** Set \( y_i(0) = x_i(0) \) and \( \hat{e}_i(0) = \hat{c}_i(0) = 0 \) for \( i = 1, \ldots, n \). Also, set \( \mu_{i-n}(0) = 0 \) for all \( i = n + 1, \ldots, n + m \). Moreover, for the agent \( i \) \((i = 1, \ldots, n)\), form the augmented state vector \([x_i(t) \ y_i(t) \ h_i(t)]^T\), where \( h_i(t) = [\mu_{i1}(t) \ \mu_{i2}(t) \ldots \ \mu_{ik}(t)]_{i \in K(i)} \) and \( K(i) = \{ k | c_{ki} \neq 0 \} \). Furthermore, set \( t^*_i = 0 \) for all \( i = 1, \ldots, n + m \).

- **While condition (13) is not satisfied.**
  - **Do**
    - Define \( \bar{y}_i(t) = y_i(t^*_i) \) for \( i = 1, \ldots, n \)
    - (\( \mu_{i-n}(t) = \mu_{i-n}(t^*_i) \) for \( i = n + 1, \ldots, n + m \)), where \( t^*_i \) is the last update time of \( y_i(\mu_{i-n}) \).
    - Update \( y_i(t) \) and \( \mu_i(t) \) from (11) by the agent \( i \) \((i = 1, \ldots, n)\) for \( l \in K(i) \) (For updating \( \mu_i(t) \) where \( l \in K(i) \), agent \( i \) only needs the information in the last broadcast time).
    - Update \( \hat{e}_i(t) \) and \( \hat{c}_i(t) \) from (22), and the controller signal \( u_i(t) \) from (23) by the agent \( i \) \((i = 1, \ldots, n)\).
    - Apply the control signal to (1).

- **Go to step 2.**

A Case I

Resource allocation problem is widely raised in different fields such as communication/sensors networks, economical systems, and power grids [35]. On the basis of the works [17] and [27], solving some resource allocation problems can be considered as a standard application for the obtained results. According to the obstacles of using centralized methods in resource allocation problems (e.g., low efficiency of centralized methods in complex networks, high communication cost, privacy concerns, and time-delay challenges [27]), proposing fully distributed algorithms seems to be more useful in practice. In recent years, this issue has been widely considered in the literature and addressed from different aspects [28]. In the modeling of a resource allocation problem [27], \( k \) storing tasks should be done by \( l \) agents. Each store-place has a specific capacity and the agents should cooperatively fill the capacity of all store-places. On the other hand, each agent has a specific amount of resources and benefits from any task proportional to the amount of resources sent to that task. The objective in this network system is to maximize the sum of the benefits of the all agents. In this resource allocation system, each agent knows only its local data. This data includes the benefit of sending resources for each task, amount of its resources, and the load of each task. Furthermore, in this system, the agents share their data with some of the other agents through a communication graph. This problem can be represented as a distributed optimization problem with \( n \) agents \((n \leq k \cdot l)\) and \( m = k + l \) linear equality constraints as

\[
\begin{align*}
\min_{x \in \mathbb{R}^n} & \quad f(x) = \sum_{i=1}^{l} \sum_{j \in K_i} f_{i,j}(x_{i,j}) \\
\text{s.t.} & \quad \sum_{j \in K_i} x_{i,j} = P_i, \quad i = 1, 2, \ldots, l \\
& \quad \sum_{i \in j \in K_j} x_{i,j} = T_j, \quad j = 1, \ldots, k
\end{align*}
\]

where \( K_i \subseteq \{ 1, 2, \ldots, k \} \) is the union of the tasks that the agent \( i \) can do, \( P_i \) is the nominal power of the agent, and \( T_j \) is task's storage capacity. Furthermore, \( x_{i,j} \) is the amount of the works of task \( j \) that are done by the agent \( i \). Also, function \( f_{i,j}(\cdot) \) denotes the cost of doing task \( j \) by the agent \( i \). Also, it is assumed that the activity of each agent is specified based on the differential equation

\[
\dot{x}_{i,j} = (a_{i,j} + \Delta a_{i,j}) x_{i,j} + (b_{i,j} + \Delta b_{i,j}) u_{i,j}
\]

for all \( 1 \leq i \leq l \) and \( j \in K_i \), where the real values \( a_{i,j} \) and \( b_{i,j} \) are known, and \( \Delta a_{i,j} \) and \( \Delta b_{i,j} \) are unknown bounded constants. The Algorithm 1 can be used in above-described resource allocation problem. As a sample, consider the following numerical example.

**Example I:** In the considered resource allocation problem, assume the case that \( l = 2, k = 2, \) and \( n = 4 \). Also, suppose that the corresponding optimization problem is in the form

\[
\begin{align*}
\min_{x \in \mathbb{R}^4} & \quad f(x) = -5 x_{1,1}^2 - 15 x_{1,2}^2 - 20 x_{2,1}^2 - 10 x_{2,2}^2 \\
\text{s.t.} & \quad x_{1,1} + x_{1,2} = 1, \ x_{2,1} + x_{2,2} = 1 \\
& \quad x_{1,1} + x_{2,1} = 1, \ x_{1,2} + x_{2,2} = 1
\end{align*}
\]

Furthermore, assume that equation \( \dot{x} = (A + \Delta A)x + (B + \Delta B)u \) with \( A = \begin{bmatrix} -2 & -3 \\ -4 & -5 \end{bmatrix} \) and \( b = \begin{bmatrix} 2 \\ 4 \end{bmatrix} \) describes the dynamic model of the agents. The communication graph for this problem is shown in Fig. 1.

Considering two sets of random values for uncertainties \( \Delta A \) and \( \Delta B \) and applying Algorithm 1 with \( \gamma_i > 0 \) for all \( 1 \leq i \leq 4 \), simulation results are shown in Fig. 2, and compared with the case of using continuous-time approach (i.e., by...
considering $\gamma_i = 0$ for all $1 \leq i \leq 4$). These results confirm that the system state vector converges to the optimum value $(x_{1,1}^*, x_{1,2}^*, x_{2,1}^*, x_{2,2}^*) = (0.7, 0.3, 0.3, 0.7)$ in both cases. As a remarkable point, the performance of the control system in tracking the optimum solution of the considered optimization problem does not significantly change in the case of using discontinuous communication in comparison with the case of using continuous-time method. Moreover, Fig. 3 specifies the triggering times of each agent in the case of discontinuous communication. This figure reveals that the number of data broadcasting of each agent decreases as we approach the equilibrium point.

B. Case II

A sample form of the resource allocation problems is distributed economic dispatch problem (DEDP) in power grids. In DEDP, it is assumed that there exist $n$ controlling areas. Each controlling area, namely controlling area $i$ ($i = 1, \ldots, n$), has a local generator supplying power, denoted by $P_{G_i} \in \mathbb{R}$, and has a local load consuming power, denoted by $P_{d_i} \in \mathbb{R}$. Also, each local generation has a generation cost (defined by function $f_i(P_{G_i}) : \mathbb{R} \rightarrow \mathbb{R}$ in controlling area $i$) and also a transfer cost (defined by function $g_i(P_{G_i}, P_{d_i}) : \mathbb{R} \rightarrow \mathbb{R}$ for controlling area $i$). Generation and cost functions of each controlling area are unknown for the other agents. The total power generating in the network should satisfy constraint $\sum_{i=1}^{N} P_{G_i} = \sum_{i=1}^{N} P_{d_i}$ in the steady state. Also, the objective is to optimize the global cost function

$$f \left( [P_{G_1}, P_{G_2}, \ldots, P_{G_n}] \right) = \sum_{i=1}^{N} \left( f_i(P_{G_i}) + g_i(P_{G_i}, P_{d_i}) \right).$$

It is assumed that the power generation dynamic model for each agent is described by

$$\dot{P}_{G_i} = r_i \cdot P_{G_i} + s_i \cdot u_i, \quad 1 \leq i \leq n \quad (27)$$

where $r_i, s_i \in \mathbb{R}$ for all $1 \leq i \leq n$. In Example 2, which is chosen from [27, Example 5.2], it is shown that Algorithm 1 can be used for solving the above-described DEDP.

Example 2: Consider the DEDP in a 118-bus system with 59 generators. Assume that the local cost functions of each area are in the form

$$f_i(P_{G_i}) = a_i P_{G_i}^2 + b_i P_{G_i} + c_i$$

$$g_i(P_{G_i}, P_{d_i}) = a'_i (P_{G_i} - P_{d_i})^2 + b'_i (P_{G_i} - P_{d_i}) + c'_i$$

$$1 \leq i \leq 59$$

where their uncertain coefficients satisfy $a_i, a'_i \in [0.0024, 0.0679] \text{[$W^{-2}$]}, b_i, b'_i \in [8.33, 37.69] \text{[$W^{-1}$]}$ and $c_i, c'_i \in [6.78, 74.33]$ (8). Also, assume that $P_{d_i} \in [0, 300] \text{[$W$]}$. An undirected ring graph with additional edges (1, 4), (15, 25), (25, 35), (35, 45), and (45, 50) is considered for sharing and exchanging information between the agents (the above-mentioned specifications for the DEDP have been specified in [27, Example 5.2]). In addition, it is assumed that the power of generators is generated according to (27) with the uncertain parameters $r_i \in [5, 10]$ and $s_i \in [7, 8]$.

Sample simulation results of using Algorithm 1 in solving this DEDP are shown in Figs. 4 and 5. Approaching the power of
generators to optimal values of the DEDP, where \( \varepsilon_i = 0.005 \) for \( i = 1, 2, \ldots, n \) in (22), is shown in Fig. 4. Also, Fig. 5 addresses the influence of the free parameters \( \varepsilon_i \) of Algorithm 1 on the distance between the final value of the power of generators and the optimization solution. This figure reveals that a greater value for \( \varepsilon_i \) yields in a greater final distance between the optimization solution and the generators’ powers. To verify the applicability of Algorithm 1 in the case of variation in the network specifications, in Fig. 6 numerical simulation results of using this algorithm with \( \varepsilon_i = 0.005 \) (1 \( \leq i \leq n \)) are shown in the presence of the following changes.

1) \( \pm 20\% \) variation in the loads of 18 (randomly chosen) areas at time 2.
2) 0%–50% change in the value of \( a_i \) for 18 (randomly chosen) generators, and −50%–0% change in the value of \( b_i \) for another 18 (randomly chosen) generators at time 3.
3) Disconnecting two (randomly selected) buses from the network at time 4.

Simulation results in Fig. 6 confirm that Algorithm 1 is robust against the aforementioned changes, and as the network specifications change, the power of generators converges to the new optimal values.

V. CONCLUSION

This article investigated how through event-triggered communications a network of dynamic agents can cooperatively solve a constrained optimization problem. To this end, at first on the basis of Lemma III.1 developed in [29], Theorem III.2 was presented to introduce a centralized event-triggered mechanism for solving the considered constrained optimization problem. The result of Theorem III.2 was modified to propose a distributed version of the mechanism in Theorem III.4. Furthermore, Theorem III.8 presented an event-triggered-based control method for an uncertain dynamic multiagent system in order to cooperatively solve a constrained optimization problem. Based on this theorem, Algorithm 1 was proposed to solve Problem II.3. It was verified that the obtained results can be useful in resource allocation problem.

There are some lines which invite further research works in continuation of this article. For example, it would be interesting to consider a more general form for the understudy optimization problem with both equality and inequality constraints. Moreover, generalizing the proposed method to solve optimization problems with multiagent systems which communicate with each other in a directed graph can be considered as another topic for future research.

APPENDIX

In this appendix, the proofs of Theorem III.4 and Lemma III.7 are presented.

\textbf{Proof of Theorem III.4:} It is worth noting that (11) can be considered as a distributed relation over the communication graph \( G^a \). This claim is justified by noticing that each (real or virtual) agent for updating its data through (11) only requires the information shared from itself and its neighbors at the last broadcast time and the information of its involving constraints (Assumption II.2-2). By considering the local parameters \( r_{\min} \), and definitions of functions \( g_i \), it is revealed that the triggering mechanism (13) is also distributed over graph \( G^a \). To prove the asymptotic convergence of system (11) with the broadcasting rule (13) to solution of (3), consider the Lyapunov function \( v^d(y, \mu) = \sum_{i=1}^{d} v^i_d(y, \mu) \), where

\[
\begin{align*}
\{ v^i_d(y, \mu) &= \frac{1}{2} \sum_{i=1}^{n} \| g_i(y, \mu) \|^2_2, \quad v^2_d(y, \mu) = \frac{1}{2} \| Cy - d \|^2_2, \quad v^3_d(y, \mu) = \frac{1}{2} \| \mu - \mu^* \|^2_2, \\
&\text{Note that } v^d(y, \mu) = 0 \text{ if and only if } (y, \mu) = (y^*, \mu^*). \text{ Also, } v^d(y, \mu) > 0, \text{ where } (y, \mu) \neq (y^*, \mu^*). \text{ Consequently, the convergence proof will be completed if it is verified that the time-derivative of the Lyapunov function candidate } v^d(y, \mu) \text{ with respect to the dynamic model (11) and the triggering mechanism (13) is negative-definite. By doing some calculations similar to those done in the proof of Theorem II.2, it can be shown that the time-derivative of } v^d(y, \mu) \text{ satisfies}
\end{align*}
\]

\[
v^d(t) \leq \frac{2 + M}{\kappa} \| e_y(t) \|^2_2 + \frac{3}{2\kappa} \| e_\mu(t) \|^2_2 - h(\ddot{y}(t), \ddot{\mu}(t))
\]

(28)

where \( e_y(t) = [e_{y_1}(t) \ldots e_{y_n}(t)]^\top \), \( e_\mu(t) = [e_{\mu_1}(t) \ldots e_{\mu_m}(t)]^\top \), and \( e_{y_i} \) and \( e_{\mu_j} \) were defined in the statement of Theorem III.4. Moreover, the function \( h : \mathbb{R}^{n+m} \rightarrow \mathbb{R} \) is in the form (7). On the other hand

\[
\frac{M^2}{2(5 + 3M)(M + 2)} \leq \left( \frac{\kappa}{M + 2} \right) \left( M - \frac{5 + 3M}{2} \kappa \right)
\]

(29a)

\[
\frac{1}{12} \leq \left( \frac{2\kappa}{3} \right) \left( 1 - 2\kappa \right)
\]

(29b)

hold for all \( \kappa \) satisfying (8) [the inequalities (29) can be easily proved by finding the values of \( \kappa \), which minimize the functions appeared in the right-hand sides of (29) through differentiating these functions with respect to \( \kappa \)]. If \( \gamma_i \) satisfies (15), from (29) it is found that

\[
\gamma_i^2 < \min \left\{ \left( \frac{2\kappa}{3} \right) \left( 1 - 2\kappa \right), \left( \frac{\kappa}{M + 2} \right) \left( M - \frac{5 + 3M}{2} \kappa \right) \right\}
\]

(30)
for all \(1 \leq i \leq n + m\) and all \(\kappa\) satisfying (8). Furthermore, if condition (13) is not met, then from (30) it is found that
\[
\frac{2 + M}{\kappa} \|e_y(t)\|^2_2 + \frac{3}{2\kappa} \|e_\mu(t)\|^2_2 \\
= \frac{2 + M}{\kappa} \sum_{i=1}^{n} e_y^2(t_i) + \frac{3}{2\kappa} \sum_{i=n+1}^{n+m} e_\mu^2(t)
\leq \frac{2 + M}{\kappa} \sum_{i=1}^{n} \gamma_i^2 \bar{g}_i^2(\tilde{y}, \tilde{\mu}) + \frac{3}{2\kappa} \sum_{i=n+1}^{n+m} \gamma_i^2 (c_{i-n}^t \tilde{y}(t) - d_{i-n})^2
\]
\[
\leq h(\tilde{y}(t), \tilde{\mu}(t)).
\]
(31)

is valid for all \(t \geq 0\). According to inequality (30) and the definition of function \(h\) in (7), it is concluded that
\[
\frac{2 + M}{\kappa} \|e_y(t)\|^2_2 + \frac{3}{2\kappa} \|e_\mu(t)\|^2_2 \leq h(\tilde{y}(t), \tilde{\mu}(t)).
\]
(32)

From (31) and (32), it is obtained that
\[
\frac{2 + M}{\kappa} \|e_y(t)\|^2_2 + \frac{3}{2\kappa} \|e_\mu(t)\|^2_2 \leq h(\tilde{y}(t), \tilde{\mu}(t)).
\]
(33)

Considering the strictness of inequality (30), the “\(\leq\)” symbol in (32) is replaced by an equality one if and only if \(g_i(\tilde{y}, \tilde{\mu}) = 0\) and \(c_{i-n}^t \tilde{y}(t) = d_{i-n}\) for all \(i\), or equivalently \((y, \mu) = (y^*, \mu^*)\). According to this point and note that the left- and right-hand sides of (31) are equal where \((y, \mu) = (y^*, \mu^*)\), the “\(\leq\)” symbol in (33) is also replaced by an equality one if and only if \(\leq (y, \mu) = (y^*, \mu^*)\).

Notice this fact and (28), it is found that the time-derivative of the Lyapunov function \(V_k(y, \mu)\) is less than or equal to zero with respect to dynamic model (11) and the broadcasting rule (13) for all \(t \geq 0\). Also, it is equal to zero if and only if \((y, \mu) = (y^*, \mu^*)\). As a result, the dynamic model (11) in the presence of the triggering mechanism (13) asymptotically converges to \((y^*, \mu^*)\), as the solution of the optimization problem (3).

In the rest of the proof, it is shown that the proposed event-triggered mechanism does not exhibit Zeno behavior. To this aim, first Claims 1–3, stated in Section III-A, are proved. Then, on the basis of these claims, a proof by contradiction is presented to verify the nonexistence of the Zeno behavior.

**Proof of Claim 1:** According to (12), \(g_i(\tilde{y}(t), \tilde{\mu}(t))\) for \(i = 1, \ldots, n\) and \(c_{i-n}^t \tilde{y}(t) - d_{i-n}\) for \(i = n + 1, \ldots, n + m\) are constant in the time interval \([t_{k_i-1}, t_{k_i}]\), provided that the agent \(i\) does not receive any data from its neighbors in the aforementioned time interval. Thus, in such a case according to (11), it is obtained that
\[
\begin{cases}
y_i(t) = (t - t_{k_i-1}) g_i(\tilde{y}(t), \tilde{\mu}(t)), & 1 \leq i \leq n \\
\mu_i(t) = (t - t_{k_i-1}) c_{i-n}^t \tilde{y}(t) - d_{i-n}, & 1 \leq i - n \leq m
\end{cases}
\]
where \(t \in [t_{k_i-1}, t_{k_i}]\). In this case, from the second part of the triggering condition (13), it is revealed that \(t_{k_i} - t_{k_i-1}\) should be greater than \(\gamma_i\), or equivalently \(t_{k_i} > t_{k_i-1} + \gamma_i\).

**Proof of Claim 2:** Assume that all the agents broadcast their information at time \(t_a\), and the aim is to investigate the first time after \(t_a\) in which an agent broadcasts its information. The first broadcast after time \(t_a\) cannot be due to enabling the triggering condition (13)(i) because after the time \(t_a\) and before the next broadcast time \(r_i(t) = 0\) for \(i = 1, \ldots, n + m\). On the other hand, according to Claim 1, agent \(j\) \((1 \leq j \leq n + m)\) will broadcast its information after the passage of time \(\gamma_j\) if it does not receive data from any of its neighbors. Considering this point, the triggering condition (13)(ii), and condition (15), the next broadcast after time \(t_a\) will not occur sooner than the time \(t_a + \min_i r_{\min}\).

**Proof of Claim 3:** In the case of exhibiting the Zeno behavior, there are infinite numbers of broadcasts in a finite time. Therefore, in this case, there exists a finite interval time with a length smaller than \(\min_i r_{\min}\), such that the system has infinite numbers of broadcasts in this interval. Consider a subinterval in this time interval in which there are infinite numbers of broadcasts and the time between successive broadcasts is less than \(\epsilon\). If \(\epsilon\) meets condition (16), there are at least \(n + m + 1\) broadcasts in the considered subinterval. Hence, at least one agent broadcasts its information more than once in this subinterval. Assume that the agent \(i\) broadcasts the information of its state variable more than once in the considered subinterval and \(t_{k_{i-1}}\) denotes its last broadcast time. According to the fact that \(\epsilon < \min_i r_{\min}\), it can be concluded that all the neighbors of this agent synchronously broadcast their information at the time \(t_{k_{i-1}}\), due to the triggering condition (13)(i). Repeating this argument to the second layer of neighbors results that they also broadcast their information at \(t_{k_{i-1}}\). Continuing this argument and considering the fact that the graph \(G_i^k\) is connected yield in that all the agents synchronously broadcast their information at time \(t_{k_{i-1}}\).

Now, by considering Claims 2 and 3, it is shown that the Zeno behavior is avoided. If the Zeno behavior occurs, according to Claim 3 there exists a time interval with infinite numbers of broadcasts such that the time between successive broadcasts is less than \(\epsilon\) and all the agents synchronously broadcast in one of the broadcast times in this interval. Assume that all the agents broadcast at time \(t_a\) in this time interval. Consequently, the next broadcast occurs before time \(t_a + \epsilon\). But, it is in contradiction with Claim 2, which emphasizes that the next broadcast after the synchronous broadcast time \(t_a\) will occur not sooner than the time \(t_a + \min_i r_{\min}\), because \(\epsilon < (n + m + 1) \min_i r_{\min} < \min_i r_{\min}\). Such a contraction means that the Zeno behavior is avoided.

**Proof of Lemma III.7:** To prove the claim of Lemma III.7, we first prove that function \(g\) is strictly convex if and only if \(\nabla g\) is strictly monotonic. It is a famous fact that the differentiable \(g\) is strictly convex if and only if condition
\[
g(y) > g(x) + (\nabla g(x))^T (y - x)
\]
(34)
holds. Condition (34) yields in \((\nabla g(x) - \nabla g(y))^T (x - y) > 0\), which means strict monotony of \(\nabla g\). On the other hand, if \(\nabla g\) is strictly monotonic, then by defining \(h(t) = g(x + t(y - x))\) for given \(x\) and \(y\), it is found that
\[
h'(t) = (\nabla g (x + t(y - x)))^T (y - x).
\]
From the fact that $\nabla g$ is strictly monotonic, it is deduced that $h'(t) > h'(0)$. Hence,
\[
g(y) = h(1) - h(0) + \int_0^1 h'(t)dt > h(0) + h'(0) = g(x) + \nabla g(x)^\top(y - x)
\]
which yields in strict convexity of $g$. The above-mentioned result reveals that $f_i$ is strictly convex if and only if $\nabla f_i$ is strictly monotonic. Now, to prove the first statement of this lemma, it is sufficient to show that $\nabla_{x_1, x_2, \ldots, x_n} f = [\nabla_{x_1} f_1, \nabla_{x_2} f_2, \ldots, \nabla_{x_n} f_n]$ is strictly monotonic for all $1 \leq i \leq n$. Since $\langle \nabla f(x), x - y \rangle = \sum_{i=1}^{n} \langle \nabla f_i(x), x_i - y_i \rangle$, from Definition I.1 it is found that $\nabla f$ is strictly monotonic if and only if $\nabla f_i$ is strictly monotonic for all $1 \leq i \leq n$.

To prove the second statement of the lemma, assume that the second derivative of $f_i$ is bounded for all $1 \leq i \leq n$ and $\|\nabla^2 f_i \| \leq L_i$. This yields in $\| \nabla f_i(x) - \nabla f_i(y) \| \leq L_i \| x - y \|$, which means that the partial derivatives of $f$ are Lipschitz.
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