Security Technology for Realistic Measurements with a Distinction on the Speech Recognition in Arabic and English Language Using LMS, Spectral subtraction and A/D Conversions Techniques

Ismail Abduljabbar Hasan¹, Muhanad A. Ahmed¹ and Hassan Hayder Dawood¹
¹Department of Electrical Technology, Institute of Technology-Baghdad, Middle Technical University, Baghdad, Iraq

Abstract. The new human sound recognition technology is obtained by using an algorithm which filters and separates frequencies from each human speech and makes recognitions on an individual speech and then can enter to the system using digital codes for username and again voice recognition until the system allows the real voice. This technique is superior to the means of using the eye-print and fingerprint for the possibility of the presence of diabetes in that person or the eye injury to a disease and thus blocks the system.

1. Introduction
Voice or speech recognition is the possibility of the system or program to get interpretation and then dictation, or understanding and executing commands expressed using speech. In computers, analog audio signal must be converted to digital. This needs a conversion from peer to digital (Analog to Digital Converter ADC) after filtering by least mean square filter (LMS). Decoding such a signal it must have digital database, syllables, words or vocabulary and a quick way to compare these data with references [1].

Speech models are stored and loaded in memory while the program is running, then the computer checks the comparison of these stored styles against the output of the A / D adapter. Both voice and language models are important for recent statistics speech recognition algorithms (SSRA) [2]. These technologies didn’t take care of noises and frequencies. In this research we will look at how to obtain a pure signal and consider the noise and frequency of the signals received.

Analogue signals can be converted to digital signal by ADC and then obtained the source signal this digital and filtered signal can be distinguished from each human speech and then stored as a hardware code to open or close the system.

2. Least Mean Squares (LMS) Filter Algorithm
LMS algorithms are a class of adaptation filter used to imitate a required filter by finding the filter parameters that relate to producing the least mean square of the error signal (difference between desired and actual signal) [3]. It is a random sloping origin method in that the filter is only adapted based on the error at the current time [4]. As shown in figure (1) the speech signal \( x(n) \) is applied with noise to unknown system and adaptive LMS filter thus we obtain the output signal which is mixed of the speech signal and noise but are separated in time and frequency domain, thus the error \( e(n) \) is the difference between \( d(n) \) and \( y'(n) \) [5]:

\[ e(n) = d(n) - y'(n) \]
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3. Relationship with the filter of the least squares

The perception of the causal Wiener filter is very similar to the resolution of the least squares, except the signal processing field. The solution of the least squares, for the input of matrix $X$ and the vector output $y$ is [6]:

$$\hat{\beta} = (X^T X)^{-1} X^T y$$  \hspace{1cm} (5)

The squares of FIR sources are associated with the Wiener filter, but do not reduce the error criterion for the first to the reciprocal link or automatic links. Resolve converges with Wiener filter solution. Most adaptive linear filtering problems can be written using figure 1. This means that the unknown system is $h(n)$ to be defined. The adaptive filter tries to adjust the filter $h^\wedge(n)$ to make it nearest to $h(n)$, using only observable signals $x(n)$, $d(n)$ and $e(n)$; but $y(n)$, $v(n)$, and $h(n)$ cannot be observed directly.[7]

- $n$ is the number of the current input sample
- $p$ is the number of filter taps
- $\{.\}^H$ is (conjugate transpose)

$$X(n) = [x(n), x(n-1) ... x(n-p+1)]^T$$  \hspace{1cm} (6)
$$h(n) = [h0(n), h1(n) ... hp - 1(n)]^T, h(n) \in \mathbb{C}^p$$  \hspace{1cm} (7)
$$y(n) = h(n).X(n)$$  \hspace{1cm} (8)
$$d(n) = y(n) + v(n)$$  \hspace{1cm} (9)

$h^\wedge(n)$ estimated filter interpret as the estimation of coefficients after $n$ samples.

$$e(n) = d(n) - y^\wedge(n) = d(n) - h^\wedge(n).X(n)$$  \hspace{1cm} (10)

The basic idea of LMS filter is to reach the optimal filter weights $R^{-1}P$, by upgrading the filter weights in such a way that approximates the optimal filter weight. This depends on the regression algorithm. The algorithm assumed to be small weights (zero in most cases), at each step, then finds mean square error (MSE). [8]

If $MSE \uparrow \Rightarrow e(n) \uparrow \Rightarrow$ if mean square error increases then the output error increases

$$MSE = W_n$$  \hspace{1cm} (11)

If $MSE \downarrow \Rightarrow W_n \uparrow \Rightarrow$ if mean square error decreases then the weights increases

Therefore, the basic equation for weight modernization is:
\[ Wn + 1 = Wn - \mu \varepsilon[n] \]  

(11)

Where \( \varepsilon \) represents the error of the mean square and \( \mu \) is the affinity coefficient. The negative sign shows that the slope error \( \varepsilon \) is going down, to find the filter weights \( W_i \) which minimize the error. The LMS algorithm for a \( p \)th order algorithm can be summarized as

Parameters: \( p = \) filter order
\( \mu = \) step size

Initialization: \( h^\wedge(0) = \text{zeros} (p) \)

Computation: For \( n = 0, 1, 2 \ldots \)

\[ X(n) = [x(n), x(n - 1) \ldots x(n - p + 1)]^T \]  

(12)

\[ e(n) = d(n) - h^\wedge H(n)x(n) \]  

(13)

\[ h^\wedge(n + 1) = h^\wedge(n) + \mu e \ast(n)x(n) \]  

(14)

4. Algorithm and reasons for using digital signal processing (DSP) for the speech signal.

Security and safety in our contemporary world is very necessary, there are passwords, user names and security numbers in e-mails, messengers, and even in master or credit cards [9]. There are government banks and private sector banks withdraw or deposit money in international banks. And the transfer of funds for the purchase and sale of international remittances withdrawn or transferred to official or non-official [10]. All of these need security and security of the highest degree and with very high accuracy [11]. There are piracy factors where confidential numbers are accessed and hacked. But when you use voice recognition, you’re far from hacking [12].

The work presented is related to research conducted in the development of a “speech recognition” using two languages to distinguish frequencies between them and the source of the audio signal (speaker) is determined [13]. To accomplish that, it should be very important to develop tools which allow sophisticated search in speech processing, analysis, estimation and recognition [14]. In the development of such a system it is necessary to conduct several tests of different system models. The units range from voice signal processing to extraction, voice activity Combine combination, classification styles, grading algorithms, etc., must be joined for execution speech recognition. Thus, the main drawback in this area of research is analysis, examination, demonstration, and integration of particular tasks necessary for speech discrimination. [15].

5. Noise filtration of speech signal.

Ear recognition is one of the biometric security systems actually used define speaker based on acoustic characteristics. Select speaker depends on various audio features like density analysis, sound level analysis, and audio feature extraction etc. [10]. This process is also reacted by the recognition of various elements such as noise in the background, hardware noise etc. We will define the effective noise access which is considered to identify the process of identifying the active speaker. In this access, durability the recognition system will be reformed by defining the integrated layers model. The durability will be accomplished for background noise and hardware noise [16]. The filtration can be divided into two main blocks. In the first stage, filtration is at a high level above noise is implemented to remove noise in the background. To implement this high-level separation method by using subtraction of spectrum. In the subsequent phase is to remove the noise of devices by using the linear probability coding policy [17].

This will reduce the effective noise which is above the pure signal. Additive white Gaussian noise (AWGN) is the main statistical noise in speech signal and information which has the same probability density function (PDF) as Gaussian distribution (GD) [18]. Figure (2) shows how can the noise be eliminated from the speech signal in two languages with male speech [19]. Figure (3), (4) and (5) shows filtering male and female speech also in two languages. [20]
Figure 2. Filtering speech signal of number one in Arabic Language “male speech signal”

Figure 3. Filtering speech signal of number one in English Language “male speech signal”
Figure 4. Filtering speech signal of Hello in Arabic Language “female speech signal”

Figure 5. Filtering speech signal of Hello in English Language “female speech signal”

6. Spectral subtraction

Other technique beside LMF filtration is the fundamental method of spectral subtraction for denoising, fast Fourier transform FFT to the noisy speech if existed and FFT to a pure noise then subtract the magnitude of these two spectra and do inverse FFT (IFFT) to reconstruct the transient signal by add the phase information of noisy speech. [21]

Speech algorithms in many information theories operate in the Discrete Fourier Transform (DFT) domain [22] assume that the real and imaginary part of the clean speech DFT coefficients can be modeled by different speech enhancement algorithms. In Fourier domain, we can write \( y(n) \) as

\[
X_e[w] p = |Y[w]| p - |D_e[w]| p
\]

(15)

\( X_e[w] \) is the estimation of clean speech Magnitude signal spectrum

\( Y[w] = Y (|w|) e^{j \Theta y} \)

Where \(|Y(w)|\) is the magnitude spectrum and \( \Theta \) is the phase spectra of the corrupted noisy speech signal. As shown in figures 6,7,8,9 how FFT, IFFT, NFFT and DFT produce
the pure speech signal. Single-Sided Amplitude Spectrum (SSAS) and their frequencies for figures 2, 3, 4 and 5 are plotted in figures 6, 7, 8, 9. All frequencies \( f = 1\times 262145 \) double, sampling frequency \( fs=100 \), \( T=0.0100 \) and \( NFFT=524288 \).

**Figure 6.** SSAS of male speech number one in Arabic English Language (L=300672)

**Figure 7.** SSAS of other male speech number one in Language (L=323712)
Figure 8. SSAS of female speech Hello! in Arabic Language (L=334080)

Figure 9. SSAS of female speech Hello! in English language (306432)
Figure 10. The spectral subtraction techniques to council noise in the speech signal

$|D_e[w]|$ is the average value or estimated noise $|D_e(w)|$ computed during non-speech activity that is during speech pauses.

$P$ is the power exponent, the general form of the spectral subtraction, when $p=1$ that’s mean the magnitude spectral subtraction algorithm, $p=2$ means the power spectral subtraction algorithm. The general form of the spectral subtraction algorithm is shown in figure 10. [23]

7. Description for conversion analog to digital (a/d) speech signal techniques

This technique converts a continuous-time and amplitude of analog signal to a discrete-time and amplitude of digital signal using quantization of the input pure speech signal and always the sampling input and limits input, and limits the allowable bandwidth. Sampling is to measure signal at periodic time intervals, and by using Nyquist-Shannon theorem that $f_s > 2f_{\text{max}}$. We should take care for aliasing that introduction of false (alias) frequencies in the process of sampling or reconstruction that were not present in the original speech signal. To avoid aliasing the low pass filter (LPF) to band limit the analog speech signal (input signal) prior to sampling (antialiasing filter). As shown in figure 11 the complete security system.

After quantization and filtering the pure speech signal, the system in figure 12 allows the real user and opens the data.

Figure 11. the complete security system of the speech signal
The voiced speech of a typical adult male will have a fundamental frequency from 85 to 180 Hz, and that of a typical adult female from 165 to 255 Hz. Thus, the fundamental frequency of most speech falls below the bottom of the "voice frequency" band as defined above.

8. Conclusion
The main task of making use of the voice recognition system is the safety ratio it achieves. Although sound discrimination is approximately secure, it still suffers from shortages and failures. In order to achieve a very high security, this system is integrated with traditional security features to provide an additional layer of security. This may include the use of other biometrics or security techniques like RSA or PINs or a collection of various different techniques. Finally, and for best development, voice discrimination can be one of very important, authenticated and secure applications in the future with multiple firewall and more security.
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