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**Abstract:** Flash floods and extreme rains are destructive phenomena and difficult to forecast. In 2011, the mountainous region of Rio de Janeiro state suffered one of the largest natural hazards in Brazil, affecting more than 300,000 people, leaving more than 900 dead. This article simulates this natural hazard through Quantitative Precipitation Forecasting (QPF) and streamflow forecast ensemble, using 18 combinations of parameterizations between cumulus, microphysics, surface layer, planetary boundary layer, land surface and lateral contour conditions of the Weather Research and Forecasting (WRF) Model, coupling to the Soil Moisture Accounting Procedure (SMAP) hydrological model, seeking to find the best set of parametrizations for the forecasting of extreme events in the region. The results showed rainfall and streamflow forecast were underestimated by the models, reaching an error of 57.4% to QPF and 24.6% error to streamflow, and part of these errors are related to the lack of skill of the atmospheric model in predicting the intensity and the spatial-temporal distribution of rainfall. These results bring to light the limitations of numerical weather prediction, possibly due to the lack of initiatives involving the adaptation of empirical constants, intrinsic in the parametrization models, to the specific atmospheric conditions of each region of the country.
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**1. Introduction**

In January 2011, the mountainous region of the State of Rio de Janeiro, Brazil, was devastated as a result of continuous and intense rain leading to heavy landslides and flash floods. This event is considered the most intense natural hazards in the country in recent years, with more than 900 deaths and 300,000 people affected [1,2].

Events of this magnitude are challenging for hydrometeorological forecasts [3], assuring the importance of developing studies of scientific tools that may assist the government agencies while aiming to prevent and minimize possible consequences of these events.

Concerning flash floods, structural and non-structural measures are applied worldwide to prevent disasters [4–6], with a higher emphasis on non-structural methods as mainly structural methods are expensive and do not provide a 100% flood protection [7].

Inserted as a non-structural measure, hydrometeorological early warning systems can be a central tool for decision making [8–12] through numerical modeling techniques that may predict and anticipate flash floods.

Flash floods are phenomena initiated by heavy rainfall, therefore, predicting them is necessary to use hydrological modeling coupled with atmospheric modeling. Both must be well adapted and
calibrated for the study region, allowing the forecast of the phenomena with a sufficient degree of confidence to sustain its credibility for the population, as they are the ones who will receive the alerts and leave their homes when applicable.

Hydrological models coupled with different types of precipitation inputs are used worldwide for predicting flash floods in early warning systems [13,14], and many authors pointed out that errors in flood forecasting are associated with uncertainties and the lack of skill in Quantitative Precipitation Forecasting (QPF), which serve as input for the hydrological model [15]. For the United States region, Looper and Vieux [14] compared the forecasting skill of the hydrological model distributed in Texas using two types of precipitation inputs: data from radar and rain gauges and only with data from rain gauges, and the results highlighted the importance of precipitation data in the results of the hydrological model, where the inputs that used radar and rain gauge data led to better skill for flood forecasting than those that only used rain gauge data. Tao and Barros [16] showed that the flow predictions of the hydrological model were, in some regions, an overestimated or underestimated of in response to overestimating or underestimating the precipitation forecasts of the Weather Research and Forecasting (WRF) model during the study of the Tropical Storm Fay, 2008 over the Southern passage the Appalachian Mountains in North Carolina.

In Haiti, Shamir et al. [17] showed that the WRF model underestimated precipitation during the passage of Hurricane Tomas and propagated the errors for the flow forecast. In Italy, Senatori and Mendicino [18] simulated the hydrological and atmospheric coupling using the WRF-Hydro model with fully coupled flows, showing that the exchange of flows between the atmosphere and the water body and the flow and precipitation forecasts have better skill when using fully coupled models. In Taiwan, Shih et al. [19] pointed out that the hydrological model was able to predict the sign of the occurrence of the flood using the precipitation inputs of the WRF model, but they stressed that to the peak time and peak stages from the observations could not be obtained. In Spain, Amengual et al. [20] downscaled the ensemble of the European Centre for Medium-Range Weather Forecasts (ECMWF) global model, with 51 members, in the regional WRF model, and coupled the outputs to the hydrological model, showing that small errors generated by the predicted precipitation of the WRF model have an important impact on the flow outcomes.

Fredj and Givati [21], in Israel, simulated the flood forecast for two winters, 2012 and 2013, comparing outputs that used the precipitation of the atmospheric model WRF and the fully coupled model WRF-Hydro, and the results indicated that the simulated precipitation by WRF-Hydro had better skill than the forecast of precipitation of the WRF model, mainly for convective cells. Li et al. [22] studied the impact of precipitation inputs from the WRF model on the hydrological model in southern China and showed that the model overestimates rainfall in the watershed and increases this overestimation in the 48 h and 72 h forecasts.

Tao and Barros [16] described that future advances in flood forecasting are limited to Quantitative Precipitation Estimation (QPE) and QPF, with the spatial resolution necessary to solve the dynamics of precipitation and its interactions with surface, subsoil, and terrestrial systems in mountainous regions, for example.

QPF is one of the main challenges in atmospheric sciences studies, especially because of the synergy between the complex physical, dynamic, and thermodynamic processes that occur within the atmosphere. Precipitation forecasts by numerical weather prediction derive from the simulation of parameterizations in atmospheric processes that are related to convection and stratified clouds, the assimilation of large-scale waves interactions between atmospheric elements below the scale of cloud microphysics, as well as the cover information on land use and topography of the simulated area [23].

In this context, many researchers are focused on choosing a set of parameterizations in atmospheric modeling that can provide the best representation of precipitation for a given location and worldwide.

Among the several numerical weather prediction models used in the world, only used the atmospheric model Advanced Research Weather Research and Forecasting Model (ARW-WRF), we can
mention the efforts of some authors. Jankov et al. [24] simulated five precipitation events that occurred in the winter of 2005/2006 in California using 4 different microphysical options schemes: Lin, WSM6, Thompson, and Schultz, with 3-km grid spacing in the ARW-WRF model, to simulate the convective cell structure and examine the schemes’ ability to predict bright band from non-bright band precipitation regimes. The numerical simulations were compared with observed data, and the results showed that the model tended to overestimate the duration and intensity of the low-level winds, and the precipitation, mainly in the case of bright band events.

Yuan et al. [25] studied the importance of downscaling through the sixteen WRF ensemble downscaling forecasts, with different parameterization sets, and fifteen Climate Forecast System (CFS) ensemble prediction for the winter season between 1982 and 2008 in China. The results showed that WRF ensemble downscaling forecasts had better skill concerning the forecast of precipitation than the CFS model, and highlighted as the best set for the forecast of seasonal precipitation the one that used the schemes: Thompson microphysics, Grell cumulus, Noah land surface scheme, and Rapid Radiative Transfer Model for General circulation models (RRTMG) radiation.

Mooney et al. [26] studied the climate in eight sub-regions in Europe between 1990 and 1995 using the WRF to downscale interim model ECMWF Re-Analysis (ERA-Interim) data and simulating twelve combinations of parametric schemes. Two longwave radiation schemes, two land surface models, two microphysics schemes, and two planetary boundary layer schemes were tested, and the outputs of the variables surface air temperatures, precipitation, and mean sea level pressure compared with observed data. The analyses showed that simulated precipitation proved to be a major problem in the study, with low temporal correlation coefficients with observations and biases of up to 100% at certain times of the year. The authors pointed out that precipitation was sensitive to changes in longwave radiation and microphysics schemes in the summer and was not sensitive to changes in planetary boundary layer schemes, highlighting the importance of carefully choosing an optimal combination of parametric schemes for each region when the WRF model is used.

Kala et al. [27] tested the sensitivity of the WRF model with different input data and different parameterizations for similar over a 10-km grid domain in the southwest of Western Australia to improve the climate forecast simulations for agriculture. The results showed that precipitation was sensitive to changes in the radiation scheme and that changes in the cumulus scheme or more complex microphysics did not strongly influence precipitation simulations in the region. The Kain-Fritsch and Betts-Miller-Janjic cumulus scheme did not present significant differences in the precipitation forecast for the studied region, and the authors emphasized that the model systematically underestimated the precipitation on the coast, which can be related to possible errors due to un-resolved topography.

Ratnam et al. [28] carried out 17 experiments with the WRF model forced with the ERA-Interim reanalysis data and 30-km grid to find the best parametric set for precipitation forecasting in the Indian summer monsoon for the years 1982 to 2013. The authors highlighted the importance of studying different combinations of parametrizations schemes and the results showed that the set that used the parametrizations Kain-Fritsch cumulus scheme, a radiation package with the Dudhia shortwave and Rapid Radiative Transfer Model longwave schemes, the Yonsei State University planetary boundary layer scheme, the WRF Single-Moment 3-class microphysics scheme, the revised MM5 Monin-Obukhov surface layer scheme, and the Unified Noah land surface model achieved the best skill for simulating the precipitation in the region.

Attada et al. [29] investigated the sensitivity of three cumulus parameterization schemes, Kain-Fritsch, Betts-Miller-Janjic, and Grell-Freitas, for the forecast of rain during winter in the period between 2001 and 2016 in the Arabian Peninsula and compared it with observed data Tropical Rain Measurement System (TRMM) and reanalysis data sets. The authors evaluated the distributions of circulation, temperature, humidity, and clouds to understand the dynamic and thermodynamic responses of the model precipitation through two-way nested domains with respective horizontal resolutions of 15 km and 5 km. The precipitation results highlighted that the Kain-Fritsch scheme
obtained the best skill to capture precipitation in the region, although with slightly underestimated results and, on the contrary, the Grell-Freitas scheme obtained the lowest skill.

For forecasts in the mountainous region of Rio de Janeiro, besides the topographical features, it is even more difficult to predict extreme rainfall due to the influence of transient meteorological systems in higher latitudes, cold fronts, and other phenomena typical of equatorial latitudes, such as convective storms that results from daytime warming.

Cavalcanti et al. [30] adapted soil parameters of the Soil Moisture Accounting Procedure (SMAP) hydrological model for the Rio Grande watershed in the mountainous region of Rio de Janeiro and tested the predictability of the model for the event of January 2011 using the rain gauge as an input. Although the streamflow forecast of the SMAP model overestimated the flood wave with a relative error of 53% compared to the observed data, the results were promising to predict the occurrence of the flood wave. It is worth mentioning that all the rain gauges were torn off by flash floods during the event, thus the data described as “observed” during the peak of the flood is an estimation of the peak reconstructed by the National Water Agency (Agência Nacional de Águas-ANA).

This article aims to simulate an extreme event of a practically operational environment through an ensemble forecast of precipitation and streamflow that utilizes different sets of parameterizations of the WRF atmospheric model with its QPF coupled to the SMAP hydrological model, previously calibrated for the small watershed in the municipality of Bom Jardim by Cavalcanti et al. [30].

2. Data and Method

2.1. Study Area

The mountainous region of Rio de Janeiro is formed by 14 municipalities and it is located in the central portion of the state with an average altitude ranging between 300 m and about 2800 m (Figure 1). It can be characterized by embedded valleys and high slopes, with river watersheds in this region conducive to flash floods that reach high speeds with a destructive potential [31].

![Figure 1. The topography of the mountainous region of Rio de Janeiro State and study area (Nova Friburgo and Bom Jardim cities) (Adapted from [32]).](image)

This research studied the Rio Grande watershed, located upstream of the city of Bom Jardim, inside of the city Nova Friburgo. In its entirety, the Rio Grande watershed has a perimeter of 194 km, an area of 996 km², an average slope between 21.78° and 69.97°, and a maximum altitude level ranging between 2.281 m and 400 m [33]. This research only considered the portion of the watershed located within the fluviometric station of Bom Jardim of the National Water Agency (Agência Nacional de Águas-ANA), composing an area of 538.96 km² (Figure 2).
2.2. The Natural Hazard of 2011

In 2011, the mountainous region of Rio de Janeiro in Brazil was affected by one of the largest natural hazards ever recorded in the country in recent years. Convective storms developed within the South Atlantic Convergence Zone (SACZ) on 12 January led to accumulated precipitation that exceeded 70% of the monthly average in just one night.

Intense and continuous rain led to the occurrence of landslides and flash floods devastating entire neighborhoods (Figure 3), directly affecting more than 300,000 people and causing more than 900 fatal victims, leading the municipalities of the mountainous region to declare a state of public calamity [1,2].

It is estimated that economic losses associated to the disaster exceeded R$ 4.78 billion, which affected the socio-economic fields and transportation, water supply, health, trade, and sanitation in the municipalities of Nova Friburgo, São José do Vale do Rio Preto, Bom Jardim, Areal, Petrópolis, Sumidouro, and Teresópolis [1].
This event started with rainfall of weak intensity on the morning of 11 January 2011. At the end of the day, convective cells fed on heat and moisture from the day warming developed strongly. According to data of rain gauge and water level stations from the State Institute of the Environment (Instituto Estadual do Ambiente-INEA), the most intense rain began at approximately 9 pm, persisting considered strong to moderate for 8 uninterrupted hours in the early hours of the 12th.

The accumulated rainfall on that night in Nova Friburgo city registered by rain gauges carried out with landslides and flash floods was 166 mm, accounted by a rain gauge of Nova Friburgo from the National Institute of Meteorology (Instituto Nacional de Meteorologia-INMET). Records were superior to 185 mm in the Pico Caledonia, 272 mm in Olaria, 213 mm in Praça do Suspiro, and reached 296 mm in the Ypu from the INEA automatic hydrometeorological stations.

According to the seven rain gauges and one hydrological station of the National Water Agency, used in this study and that record the data every 24 h, the observed rainfall in the watershed varied with the accumulated between 20 and 180 mm/24 h on 11 January, and Figure 4 shows the interpolation of the observed rainfall data for this day. It is worth highlighting that all rain gauges were destroyed and carried away by the flash flood that occurred during the natural hazard on the dawn of 12 January and, therefore, it was not possible to evaluate the observed rainfall after 00Z of that day.

![Figure 4. Location of 7 rain gauges (black triangle), a hydrological station of Bom Jardim (black triangle), and interpolation of the observed rainfall on 11 January (mm/24 h).](image)

In Figure 4, it is possible to observe that, due to the interpolation of the rainfall occurred on 11 January in the neighborhood of Bom Jardim station, the accumulated values exceeded 180 mm/24 h (red) as well as in the region located southwest of the figure corresponding the southwestern part of the studied watershed. The lowest accumulated rainfalls were located in the central part of the figure, also corresponding to the central region of the watershed, registering a minimum of 20 mm/24 h (blue) and increasing in intensity radially towards the southwest and northeast regions of the figure.
2.3. Precipitation: WRF Model

The first objective of this research was to identify a set of parameterizations of the WRF model [34] that could better predict the extreme rainfall that occurred during the event in the mountainous region of Rio de Janeiro in January 2011.

This study used the version of WRF-ARW 3.8, with 3 nested grids one-way, the cartographic projection of Mercator, and the central point of the grid localized in the Nova Friburgo city, with coordinates of 22.122° S and 042.592° W.

The horizontal spatial resolution of each grid was 9 km, 3 km, and 1 km, according to Figure 5. The time step was adjusted to 54 s, and 27 vertical levels of sigma vertical coordinate were considered.

Parameterizations of longwave and shortwave radiation were maintained constant (were used Dudhia shortwave and RRTM longwave schemes), while parameterizations of cumulus, microphysics, surface layer, land surface, planetary boundary layer (PBL), and the temporal resolution of the entry of GFS were changed, generating 18 simulations between 10 January 2011 and 13 January 2011. The description of the parameterizations used in each of the 18 simulations is presented in Table 1.

The initial and boundary conditions were obtained from the predictions of the Global Forecast System (GFS) model developed by the National Centers for Environmental Prediction (NCEP) [35].

The GFS model is a coupled model, with four separate model components for atmosphere, ocean, land, and sea ice, which work together to provide an estimated picture of weather conditions. This dataset runs four times daily out to 192 h with a 0.5° horizontal resolution and a 3-h temporal resolution. This study used GFS forecasts initialized from 00Z on 11 January 2011, with forecast output produced every 3 h for 72 h.

Figure 5. Nested grids with horizontal spatial resolution with 9 km (Grid 1), 3 km (Grid 2), and 1 km (Grid 3) in the Weather Research and Forecasting (WRF) model.

| Simulations | Cumulus Parameterization | Microphysics Parameterization | Surface Layer Parameterization | PBL Parameterization | Land Surface Parameterization |
|-------------|--------------------------|--------------------------------|--------------------------------|----------------------|-----------------------------|
| Test 1:     | R1 2 (Betts-Miller-Janjic)| 6 (wsm6)                       | 1 (MM5)                       | 99 (MRF)            | 4 (Noah MP)                |
| Test 2:     | R2 3 (Grell-Freitas)     | 6 (wsm6)                       | 1 (MM5)                       | 99 (MRF)            | 4 (Noah MP)                |
| Test 3:     | R3 5 (Grell-3D)          | 6 (wsm6)                       | 1 (MM5)                       | 99 (MRF)            | 4 (Noah MP)                |
| Test 4:     | R4 93 (Grell-Devenyg)    | 6 (wsm6)                       | 1 (MM5)                       | 99 (MRF)            | 4 (Noah MP)                |
Table 1. Parameterizations used in each simulation of the WRF model in the respective tests.

| Simulations | Cumulus Parameterization | Microphysics Parameterization | Surface Layer Parameterization | PBL Parameterization | Land Surface Parameterization |
|-------------|--------------------------|-------------------------------|-------------------------------|----------------------|--------------------------------|
| Test 1: Changing in cumulus parametrization (cu_physics) | | | | | |
| R1          | 2 (Betts-Miller-Janjic)  | 6 (wsm6)                     | 1 (MM5)                      | 99 (MRF)            | 4 (Noah MP)                   |
| R2          | 3 (Grell-Freitas)        | 6 (wsm6)                     | 1 (MM5)                      | 99 (MRF)            | 4 (Noah MP)                   |
| R3          | 5 (Grell-3D)             | 6 (wsm6)                     | 1 (MM5)                      | 99 (MRF)            | 4 (Noah MP)                   |
| R4          | 93 (Grell-Devenyg)       | 6 (wsm6)                     | 1 (MM5)                      | 99 (MRF)            | 4 (Noah MP)                   |
| R5          | 1 (Kain-Fritsch)         | 6 (wsm6)                     | 1 (MM5)                      | 99 (MRF)            | 4 (Noah MP)                   |
| Test 2: Changing in microphysics parameterization (mp_physics) | | | | | |
| R6          | 2 (Betts-Miller-Janjic)  | 1 (Kessler)                  | 1 (MM5)                      | 99 (MRF)            | 4 (Noah MP)                   |
| R7          | 2 (Betts-Miller-Janjic)  | 7 (Goddard)                  | 1 (MM5)                      | 99 (MRF)            | 4 (Noah MP)                   |
| R8          | 2 (Betts-Miller-Janjic)  | 5 (Ferrier-Aligo)            | 1 (MM5)                      | 99 (MRF)            | 4 (Noah MP)                   |
| R9          | 93 (Grell-Devenyg)       | 1 (Kessler)                  | 1 (MM5)                      | 99 (MRF)            | 4 (Noah MP)                   |
| R10         | 93 (Grell-Devenyg)       | 7 (Goddard)                  | 1 (MM5)                      | 99 (MRF)            | 4 (Noah MP)                   |
| R11         | 93 (Grell-Devenyg)       | 5 (Ferrier-Aligo)            | 1 (MM5)                      | 99 (MRF)            | 4 (Noah MP)                   |
| Test 3: Changing in surface layer parameterization (sf_sfclay_physics) | | | | | |
| R12         | 2 (Betts-Miller-Janjic)  | 5 (Ferrier-Aligo)            | 91 (MM5 old)                 | 99 (MRF)            | 4 (Noah MP)                   |
| R13         | 2 (Betts-Miller-Janjic)  | 1 (Kessler)                  | 91 (MM5 old)                 | 99 (MRF)            | 4 (Noah MP)                   |
| Test 4: Changing in the PBL parameterization (bl_pbl_physics) | | | | | |
| R14         | 2 (Betts-Miller-Janjic)  | 5 (Ferrier-Aligo)            | 91 (MM5 old)                 | 6 (MYJ)             | 4 (Noah MP)                   |
| R15         | 2 (Betts-Miller-Janjic)  | 5 (Ferrier-Aligo)            | 1 (MM5)                      | 6 (MYJ)             | 4 (Noah MP)                   |
| Test 5: Changing the input of GFS model to 6 h | | | | | |
| R16         | 2 (Betts-Miller-Janjic)  | 5 (Ferrier-Aligo)            | 1 (MM5)                      | 99 (MRF)            | 4 (Noah MP)                   |
| R17         | 2 (Betts-Miller-Janjic)  | 5 (Ferrier-Aligo)            | 91 (MM5 old)                 | 99 (MRF)            | 4 (Noah MP)                   |
| Test 6: Changing the land surface parameterization (sf_surface_physics) | | | | | |
| R18         | 2 (Betts-Miller-Janjic)  | 5 (Ferrier-Aligo)            | 91 (MM5 old)                 | 99 (MRF)            | 1 (Dudhia, 1996)             |
By analyzing the QPF in the WRF model with the grid of 1 km, 18 simulations from the tests changing the parameterizations are described. The methodology used for the changes of parameterization in the tests is presented in the flowchart of Figure 6.

Test 1 consisted of changing the parameterization of cumulus in the WRF namelist input, with 5 different options named as simulations R1 to R5, respectively: Betts-Miller-Janjic [36], Grell-Freitas [37], Grell 3D [38], Grell-Devenyi [39], and Kain-Fritsch [40]. The two cumulus parameterization options that better simulated the observed extreme rainfall were selected, proceeding to Test 2 of this meteorological experiment.

The second evaluation, named Test 2 (microphysics), consisted of alternating 3 different microphysics parameterizations in addition to the WSM6 [41], which was already tested previously. Then, 6 simulations were performed and referred to R6 to R11, with the following parameterizations tested: Kessler [42], Goddard [43], and Ferrier-Aligo [44]. Again, from the 11 simulations so far, the 2 simulations that better represented the observed rainfall on 11/01 were selected and proceeded to Test 3.

Test 3 (surface layer) consisted of evaluating the parameterization of surface layer physics by alternating the revised MM5 physics [45] that used the old MM5 [46], which was a standard configuration of the WRF model before its 3.6 version. As the revised MM5 parameterization proposes to improve flows in mountainous regions, the old MM5 parameterization was adopted to evaluate possible developments in the results.

From the 02 (two) simulations among the 13 (thirteen) mentioned before that best simulated the extreme rainfall in this period of study, the experiment proceeded to Test 4, which consisted of evaluating the parameterization of the planetary boundary layer (PBL). In this test, simulations were simulated by shifting the parameterization of PBL Medium Range Forecast (MRF) [47] for the Mellor-Yamada Nakanishi Niino PBL [48,49].

By this point, up to 15 simulations were generated. Next, Test 5 (GFS entry) consisted of evaluating a possible improvement of rainfall simulations by reducing the temporal input of the global model data in the WRF model, going from every 3 h to every 6 h. The motivation for this test was the absence of moderate or heavy rainfall in the simulation from GFS on 11 January 2011, which could be a major factor in weakening the rain generated by WRF regional simulations. This way, by turning the WRF model more independent to perform the calculations needed for a longer time, it was possible to provide a better representation of extreme rainfall with less interference from the global model GFS.
Thus, 02 (two) simulations were performed for this test, referred to R16 and R17, from the 02 (two) sets of parameterizations that best simulated the rainfall between R1 and R15.

Lastly, in Test 6 (land surface), the parameterization of the land surface was changed to Dudhia [50] in the simulation that best predicted the precipitation among the previous 18 simulations.

The initialization data of the WRF model was also investigated through the simulation of the event with the best set of parameters found between simulations R1 and R18. The initialization of the WRF model was compared with input data from the GFS model of the day 10/01 with the initialization with input data of the day 11/01.

2.4. Floods: The SMAP Hydrological Model

From the ensemble of QPF described previously, the SMAP hydrological model [51] was utilized and its description and calibration for the region of study are detailed in Cavalcanti et al. [30] for the prediction of flood waves.

QPF by 18 simulations in grid 3 of the WRF model, corresponding to the horizontal resolution of 1 km, were extracted for each grid point to the corresponding 8 rain gauges used in the calibration of the hydrological model for the Rio Grande watershed by Cavalcanti et al. [30]. The location of the 8 (eight) rain gauges within the Rio Grande watershed and the grid of the WRF model with 1 km is shown in Figure 7. The rain gauge denominated Bom Jardim also has streamflow measurement and is called the hydrological station, and its streamflow data is used to verify the flood wave forecast.

With the QPF for 8 grid points corresponding to rain gauges in each of the 18 simulations, those data were inserted into the SMAP model for predicting the streamflow of every simulation.

3. Results

3.1. Meteorology

For improving the visualization of the tests in the meteorological part of this research, it was chosen to illustrate the 3-h accumulated precipitation (mm) for only the dates of 11 January 2011 at 21Z and 12 January 2011 at 00Z because they correspond to the highest QPF for this event.

It is important to highlight that the studied watershed is inserted in the northern part of the Nova Friburgo city, where QPF analysis and observations will be concentrated.
3.1.1. Test 1: Changing Cumulus Parametrization

In the first test performed, Test 1, by changing the parametrization Cumulus in the namelist input of WRF, it was possible to observe a considerable difference in the spatial and temporal distribution of rainfall in the municipality of Nova Friburgo, where the Rio Grande watershed is, as shown in Figure 8a–e.

11/01/2011-21Z 12/01/2011-00Z

(a) R1: Betts-Miller-Janjic
(b) R2: Grell-Freitas
(c) R3: Grell-3D
(d) R4: Grell-Devenyg
(e) R5: Kain-Fritsch

Figure 8. QPF accumulated in the 3 h (mm) in Nova Friburgo city: Test 1-Changing in cumulus parametrization: (a) R1 Betts-Miller-Janjic, (b) R2 Grell-Freitas, (c) R3 Grell-3D, (d) R4 Grell-Devenyg, and (e) R5 Kain-Fritsch.
The difference between the results by comparing the 5 simulations indicates R1 (Figure 8a) as the one that simulates the highest rainfall in Nova Friburgo city, even though it is still an underestimation of the precipitation observed during the hazard. The other simulations did not predict any significant precipitation for the event.

R1 (Figure 8a) with Betts-Miller-Janjic scheme had accumulated precipitation of around 50 mm per 3 h in the municipality of Teresópolis, neighboring Nova Friburgo and located at west of the watershed. However, it did not reach a significant rainfall measurement over the region of study, with QPF with maximum values of 20 mm/3 h in the southwest of the watershed.

R2 (Figure 8b) with Grell-Freitas scheme and R5 (Figure 8e) with Kain-Fritsch scheme forecast light or null rainfall during the period. R3 (Figure 8c) with Grell-3D scheme and R4 (Figure 8d) with Grell-Deveny forecast light to moderate rainfall concentrated in neighboring cities located southwest of the basin at 21Z and both did not forecast rainfall at 00Z over the studied watershed.

Although the results forecasted unsatisfactory in comparison to the observed rainfall, the best forecasts identified were simulations R1 and R4, which proceeded to Test 2.

3.1.2. Test 2: Changing Microphysics Parametrization

In the second test, three different microphysics parameterizations were evaluated in addition to the WSM6 previously tested, and results are illustrated in Figure 9a–f.

The results of this test emphasize the importance of the microphysics parameterization in representing the precipitation of the event. Changing this parametrization provided a significant difference in forecasting this disaster.

R8 (Figure 9c) stood out from the other simulations, with QPF greater than 60 mm/3 h in 00Z in the north and northeast of Nova Friburgo city and the watershed, and its surrounding cities have even higher QPF.

R6 (Figure 9a) also stood out from other simulations, slightly increasing the QPF in Nova Friburgo on 12/01 at 00Z, as well as increasing the intensity of convective cells in the previous time in the cities located in southwest and west of the Nova Friburgo city.

R7 (Figure 9b) and R10 (Figure 9e) that used Goddard scheme forecast light rain throughout the mountainous region throughout the period, and simulations R9 (Figure 9d) with Kessler scheme and R11 (Figure 9f) with Ferrier-Aligo scheme spatially forecast a light distributed QPF, with small cells of moderate rainfall, throughout the watershed, with this pattern most observed in 21Z.

Thus, R8 and R6 proceeded to Test 3.

3.1.3. Test 3: Changing Surface Layer Parametrization

The third test performed changed the physics schemes of the surface layer. In this test, two different parameterizations were compared: Revised MM5, previously tested, and the old MM5 scheme. Results are presented in Figure 10.

This test revealed that the configuration of the surface layer interferes with the intensity and spatial distribution of the QPF. In both simulations, precipitation increased in intensity over Nova Friburgo city, turning out more to be more significant in R12 (Figure 10a).

In 00Z, the spatial distribution of QPF in the R12 simulation concentrated heavy rainfall in the east and northeast part of the watershed, while in the southeastern part of the basin, heavy to moderate rain was observed only in the QPF of the 21Z time. The analysis shows that, despite the underestimated QPF, the spatial pattern is consistent with the distribution of observed rainfall.

R13 (Figure 10b) did not reach QPF above 20 mm/3 h, registering moderate QPF only in cities located southwest of the watershed.

So far, R8 (Figure 9c) and R12 (Figure 10a) are considered the best simulations for QPF of the event studied. Hence, we proceeded to the next test.
R11 (Figure 9f) with Ferrier-Aligo scheme spatially forecast a light distributed QPF, with small cells of moderate rainfall, throughout the watershed, with this pattern most observed in 21Z.

(a) R6: Kessler
(b) R7: Goddard
(c) R8: Ferrier-Aligo
(d) R9: Kessler
(e) R10: Goddard

Figure 9. Cont.
3.1.3. Test 3: Changing Surface Layer Parametrization

The third test performed changed the physics schemes of the surface layer. In this test, two different parameterizations were compared: Revised MM5, previously tested, and the old MM5 scheme. Results are presented in Figure 10.

This test revealed that the configuration of the surface layer interferes with the intensity and spatial distribution of the QPF. In both simulations, precipitation increased in intensity over Nova Friburgo city, turning out more to be more significant in R12 (Figure 10a).

In 00Z, the spatial distribution of QPF in the R12 simulation concentrated heavy rainfall in the east and northeast part of the watershed, while in the southeastern part of the basin, heavy to moderate rain was observed only in the QPF of the 21Z time. The analysis shows that, despite the underestimated QPF, the spatial pattern is consistent with the distribution of observed rainfall.

R13 (Figure 10b) did not reach QPF above 20 mm/3 h, registering moderate QPF only in cities located southwest of the watershed.

So far, R8 (Figure 9c) and R12 (Figure 10a) are considered the best simulations for QPF of the event studied. Hence, we proceeded to the next test.

3.1.4. Test 4: Changing Planetary Boundary Layer Parametrization

In the fourth test performed, the change consisted of observing the role of the planetary boundary layer (PBL) parameterization. The MRF parameterization was compared to the Mellor-Yamada Nakanishi Niino (MYNN), and the results are presented in Figure 11.

By analyzing the outcome, it is observable that altering this parameterization decreased significantly the intensity of the precipitation of the original simulations (R8 and R12). Light to moderate QPF was forecasted in both simulations of this test, with light QPF spatially distributed over almost the entire watershed.

Thus, those two sets of parameterizations are still considered the best forecasting for the event so far. R8 and R12 then proceeded to the next step.
3.1.5. Test 5: Changing Input of GFS Model

Test 5 consisted of determining the influence of the boundary data from the global model GFS on predicting the outcome in the regional model. The temporal input of the global model was changed to 6 h. Figure 12 shows the results.

3.1.6. Test 6: Changing Land Surface Parametrization

Test 6 consisted of changing the parameterization of the land surface in R12 by replacing the Noah MP parameterization for Dudhia [50]. As shown in Figure 13, it is possible to note that the precipitation weakened over Nova Friburgo and its surroundings, with a more intense convective cell appearing only in the southern portion of the municipality.

3.1.7. Changing Lead Time

Figure 11. QPF accumulated in the 3 h (mm) in Nova Friburgo city: Test 4-Changing in Planetary Boundary Layer parametrization: (a) R14 MYNN, and (b) R15 MYNN.

Figure 12. QPF accumulated in the 3 h (mm) in Nova Friburgo city: Test 5-Changing the input of GFS model: (a) R16: R8 with temporal input of the global model changed to 6 h, (b) R17: R12 with temporal input of the global model changed to 6 h.

Figure 13. QPF accumulated in the 3 h (mm) in Nova Friburgo city: R18: Changing the land surface.
This test demonstrated that by altering the GFS input of boundary data to every 6 h instead of 3 h, the convective cell over Nova Friburgo was weakened in comparison to the R8 and R12 simulations (Figures 9c and 10a).

Comparing R12 with R17, in 21Z the heavy QPF is observed to the west of the watershed, with very similar spatial distribution in both simulations. In 00Z, the heavy QPF is observed in the central, northwest, and west of the watershed in R17 and in the north, northeast, and east on R12. Analyzing the spatial distribution of the QPF, the R12 is more similar to the spatial distribution of rainfall observed by the rain gauges on 11 January than the R17.

Comparing R8 with R16, it is possible to observe that in 00Z the QPF was lower in R16 than in R8, forecasting greater accumulation of rainfall only in the neighboring city located northwest of the studied watershed, without the forecast of heavy QPF for the region to the north of watershed as predicted in R8.

3.1.6. Test 6: Changing Land Surface Parametrization

Test 6 consisted of changing the parameterization of the land surface in R12 by replacing the Noah MP parameterization for Dudhia [50]. As shown in Figure 13, it is possible to note that the precipitation weakened over Nova Friburgo and its surroundings, with a more intense convective cell appearing only in the southern portion of the municipality.

3.1.7. Changing Lead Time

As a complement to the study, the model’s lead time was investigated using the same parametric schemes configurations as the R12 simulation and with the change in the WRF model’s initialization date and GFS input data for 11 January. Figure 14 shows the QPF for the study region.

Comparing the results of Figure 14 with simulation R12 (Figure 10a), it is possible to notice that at 21Z the QPF increased the intensity of rainfall over the central and northern part of the watershed when R12 predicted only heavy rainfall in neighboring cities located at west and southwest of the watershed. However, in 00Z, QPF decreased dramatically within the watershed compared to R12, which predicted heavy rain across the central, northern, and northeastern regions of the watershed. Although the QPF was higher at 21Z, the total accumulated QPF decreased compared to R12, showing that the model had more ability to forecast the QPF when it was started 24 h before the start date of the studied event.
with the simulations $R_8$, $R_{12}$, and $R_{17}$ as the ones that most closely approximated the observed average precipitation.

Subsequently, the QPF data were extracted in 24 h in each 8 rain gauges of the watershed (described in Section 2.4), and it generated the expected streamflow for each simulation of the QPF, achieving an ensemble for streamflow through the coupling of WRF and SMAP models.

The QPF for 10 January 2011 and 11 January 2011 was extracted and did average precipitation forecasting in the watershed for each simulation then was used in the SMAP model for forecasting the streamflow on the day of the event.

It is important to emphasize that the average QPF for all 18 simulations in each rain gauge was highly underestimated by the WRF, revealing its difficulty in predicting extreme events in these regions of the watershed.

By analyzing the average precipitation forecasting for every simulation throughout the watershed in comparison to the observed average rainfall (Figure 15), it is reasoned that all simulations are underestimated by more than 57% the average rainfall for this event in the watershed, with the simulations $R_8$, $R_{12}$, and $R_{17}$ as the ones that most closely approximated the observed average precipitation.

![Figure 14. QPF accumulated in the 3 h (mm) in Nova Friburgo city: Changing lead time, WRF model initialized on 01/11.](image)

3.2. Hydrology

Figure 15. Average QPF in the 18 simulations and observed average rainfall on 10 January 2011 and 11 January 2011.
Forecasting Streamflow by the SMAP-WRF Ensemble

Through the QPF by the 18 simulations in WRF model, and with the calibration of the Rio Grande watershed in the SMAP model [30], it was possible to construct the streamflow forecast plume for the hydrological station of Bom Jardim, producing an operational streamflow forecast.

For each simulation, the observed precipitation accumulated on 09/01 was maintained, while on 10 January 2011 and 11 January 2011 the QPF from the WRF was used as input in the SMAP model. This plume is shown in Figure 16.

![Figure 16](image1)

**Figure 16.** Observed data (red line) and set of streamflow forecasts through the coupling of the WRF-Soil Moisture Accounting Procedure (SMAP) models at the Bom Jardim hydrological station.

By comparing these results with the observed streamflow, it is possible to note that even with the forecast that came closest to the observed streamflow, it still underestimated the observed data by 24.6%. R12, R17, and R8 stood out as the simulations that came closest to the streamflow registered at the hydrological station.

As the rain gauges and hydrological station of the watershed were destroyed by the flash floods, the National Water Agency (Agência Nacional de Águas-ANA) reconstructed the data, and its comparison with the predictions of the ensemble WRF-SMAP are illustrated in Figures 17 and 18.

![Figure 17](image2)

**Figure 17.** Reconstructed data (red line) and set of streamflow forecasts through the coupling of the WRF-SMAP models at the Bom Jardim hydrological station between 8 January and 15 January 2011.
As the rain gauges and hydrological station of the watershed were destroyed by the flash floods, the National Water Agency (Agência Nacional de Águas - ANA) reconstructed the data, and its comparison with the predictions of the ensemble WRF-SMAP are illustrated in Figure 17 and 18.

Figure 17. Reconstructed data (red line) and set of streamflow forecasts through the coupling of the WRF-SMAP models at the Bom Jardim hydrological station between 8 January and 15 January 2011.

Figure 18. Reconstructed data (red line) and set of streamflow forecasts through the coupling of the WRF-SMAP models at the Bom Jardim hydrological station between 8 January and 12 January 2011.

WRF-SMAP streamflow forecasts were closest to the reconstructed streamflow more than to the observed streamflow. It is valid to highlight that the reconstructed data displaced the peak of wave temporally, on 14 January 2011. This is a serious mistake considering that after the event on 11 January 2011, the watershed was destroyed and tailings and mud in the rivers obstructed the flow of water.

4. Discussion

The results of the meteorological part show that, despite the changes made with several sets of parameterization, the QPF was underestimated in all simulations, in agreement with the studies by Kala et al. [27] in Australia and Attada et al. [29] in the Peninsula Arabica.

Changes in cumulus parametrization, the Betts-Miller-Janjić parameterization presents a few relevant distinctions to be considered, such as the inclusion of a cloud efficiency parameter and the adjustment of convection of shallow clouds, improvements made by changing the integer of some parameters after evaluations of operational simulations at the NCEP [52]. These improvements seem to assist in improving the formation of storms that occurred in the event studied.

Evaluating changes in microphysical parameterization, the Ferrier-Aligo scheme, used operationally in NCEP models, is characterized by a simple and efficient scheme with mixed-phase cloud diagnostic processes used at high resolutions (<5 km) [44]. Using the 1 km spatial resolution in this study, this parameterization proved to be the best parametric scheme to improve the QPF, highlighting the importance of considering the mixed-phase in the growth of the cloud for the simulated event.

Considering that the event was configured as heavy rainfall that affected much of the mountainous region of Rio de Janeiro state, the alteration of the parameterization of the superficial layer sought to improve the flows of this layer when the revised MM5 scheme was used, which, as proposed, seeks to improve the soil resolution, including in mountainous areas, removing edges and using updated stability functions [45]. When the Revised MM5 scheme was changed by the old MM5 scheme, it was observed that the Revised MM5 scheme was not the best option for the unique topography of the studied region.

There was also no significant improvement in the QPF when the input of the global GFS model was changed in the regional WRF model. Even though the global GFS model did not forecast the event's rainfall, the regional model was able to forecast the event with both the 3-h and 6-h input, which demonstrates the importance of the downscaling.

The analysis of the change in Land Surface Parametrization from Noah MP in 2011 to Dudhia in 1996 showed that this parameterization directly influences the generation of convective flows in the
atmosphere, and a more recent parameterization, as Noah MP, had a better performance to forecast rainfall occurred in the studied event.

Used as an input for the hydrological model, the average rainfall forecast in the watershed highlights the problem of numerical weather prediction for forecasting extreme events, with results of the average of the QPF underestimating in more than 57% the average of the observed rainfall in the region. These results bring light to the lack of skill of the WRF model to forecasting the precipitation in the watershed located in the mountainous region of the state of Rio de Janeiro for all 18 sets of parameterizations tested in this research.

The analysis of the changes in the model’s lead time showed that the initialization of the WRF model with the input data from the GFS on 1/10 simulated the precipitation that occurred better than when the model was initialized on the day of the event, on 1/11. Padilha [53] investigated the same natural hazard in the mountainous region of Rio de Janeiro with the WRF model and input data with GFS model, using the combination of Kain-Fritsch cumulus parameterization with two parametric microphysical schemes: WRF Single-moment 3-class and Goddard, and concluded that, in addition to both simulations underestimating the rainfall of the event, the initialization with GFS data from 9 January proved to be unable to forecast the extreme event, with precipitation forecast only on the night of the 12 January 24 h after the real occurrence of the event. The comparison of these simulations brings up the discussion about the spin-up of the numerical weather prediction about the QPF, which, in this study, obtained the best performance in the simulate started 48 h before the extreme event.

In the hydrological forecast, errors associated with the meteorological model were transferred to the hydrological model as already demonstrated in studies like Adams and Dymond [15]. The results showed that the peak of the flood wave was underestimated by more than 24% by the forecast, and even so, they indicate the arrival of the flood wave at the location, which makes the results promising to be used in alert systems in the region.

In Brazil, when a data series is lost due to a failure in hydrological sensors or for other reasons, the government agency called ANA is responsible for consisting of the data and completing the data series. In the case of the natural hazards that occurred, the reconstruction of data showed its inefficiency to study the event, since there was a 2-day displacement of the occurrence of the peak of the flash flood and even constructed data as if the disaster had characteristics of gradual flooding, which was not true. In this research, it was possible to highlight that it is necessary to be very careful when using data from this reconstruction technique, as it is not always able to accurately capture the characteristics of the event that occurred.

In recent years, with advances in technology, studies in numerical weather prediction have focused on improvements in numerical equations and coding, and not so much on experimentation in the clouds, taking as true parametric constants measured in clouds of a given atmospheric reality [54]. These constants were measured in the 1970s and 1980s, such as the experiments carried out at the Global Atlantic Tropical Experience-GATE [35], which served as a subsidy for the definition of the climatological profiles used in the parameterization Betts-Miller-Janjic and experiments of Dye et al. [56] to measure the freezing temperature in the Ferrier-Aligo parametric scheme, and they no longer represent the atmosphere of today’s reality, not only in the face of increased pollution but also climate change. Moreover, it is known that each location on the planet has its specific and representative physics/dynamics only in that area and that there are also differences found in the clouds that are formed over the continent and the oceans [57].

Thus, to improve the QPF in numerical weather prediction, future research efforts aimed at in situ experimentation in the clouds are suggested as numerical modeling is limited not only by observational data but also depends on these data for its validation and development of more improved and regionalized parameterizations.
5. Conclusions

Flash floods can cause major natural hazards, especially where the affected regions comprise a high risk of exposure to the phenomenon, as in the case of the event of January 2011 in the mountainous region of Rio de Janeiro.

As a central tool for the prevention and protection of populations at risk, alert systems that use hydrometeorological forecasting is the first step in decision-making actions to develop alerts system in vulnerable communities. Nonetheless, the physics complication in simulating floods is not compatible with the real-time restriction that meteorologists face predicting those phenomena. Numerical modeling requires testing and accuracy for regions and areas that need protection.

In this context, this research simulated the natural hazards that occurred in January 2011 in the mountainous region of the state of Rio de Janeiro. Through the execution of 18 simulations of precipitation forecasting in the numerical weather prediction WRF, which coupled with the SMAP hydrological model previously calibrated, proposed to predict the streamflow in the Rio Grande watershed, one of the most affected regions during the event.

Results revealed the lack of skill of the meteorological model in predicting extreme precipitation events over the mountainous region, which contributed strongly to the errors propagated to the hydrological model. This issue is associated with the necessity in adaptations of numerical weather prediction, especially in their parametric schemes, to improve their representations of empirical constants to adequate the atmospheric, topographic, and geographic reality of the region where the model is applied.

Thus, advances in hydrological models need to be aligned with advances and adaptation of numerical weather prediction to Brazilian specificities, considering that every QPF of the WRF may transfer significant errors to the streamflow prediction.

Notably, the plume of the forecast streamflow of the set indicates that there is a forecast of increased streamflow in the subsequent hours. Although those values are not as high as the observed ones, they represent an important indication that a natural hazard could happen in the region if this modeling system were operational by the time of the event.
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