Regularity of solutions for singular fractional differential equation

Jinsil Lee\textsuperscript{a} and Yong-Hoon Lee\textsuperscript{b,1}

\textsuperscript{a} Department of Mathematics, University of Georgia, Athens, GA 30602, USA
\textsuperscript{b} Department of Mathematics, Pusan National University, Busan 46241, Republic of Korea
E-mail: jl74942@uga.edu
E-mail: yhlee@pusan.ac.kr

Abstract
In this work, we study the regularity of positive solutions for non-linear fractional differential equation with a singular weight. We define the new Banach space and use this space to show the regularity. We also give an example with a singular weight which may not be in $L^1$.
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1 Introduction

Many researchers study problems in physics, control theory, and chemistry, which can be represented as fractional differential equations ([1, 2]). We are interested in the regularity of solutions from the following equations with a singular weight:

\[
\begin{cases}
D_0^\alpha u(t) + h(t)f(u(t)) = 0, & t \in (0, 1), \\
u(0) = 0 = u(1),
\end{cases}
\tag{FDE}
\]

where $D_0^\alpha$ is the Riemann-Liouville fractional derivative of order $\alpha \in (1, 2]$, $f \in C([0, \infty), [0, \infty))$ is a given continuous function and $h \in C((0, 1], [0, \infty))$ satisfies the following conditions:

\textsuperscript{1}Corresponding Author
We notice that coefficient function \( h \) satisfying condition (\( H \)) may not be integrable near \( t = 0 \), as an example, we may consider \( h(t) = t^{-\beta} \) where \( 1 < \beta < \alpha \). We see that \( h \) satisfies conditions (\( H \)) but \( h \not\in L^1((0, 1), [0, \infty)) \).

Introducing the Green’s function for the case that \( h \) is continuous, Bai and Lü [4] consider the following nonlinear problem

\[
\begin{cases}
D_{0+}^\alpha u(t) + f(t, u(t)) = 0, & t \in (0, 1), \\
u(0) = 0 = u(1),
\end{cases}
\]

where \( f \in C([0, 1] \times [0, \infty), [0, \infty)) \). By taking the Riemann-Liouville fractional integral, they set up an equivalent solution operator \( S \) by

\[
Su(t) = \int_0^1 G(t, s) f(s, u(s))ds
\]

where \( G(t, s) \) defined by

\[
G(t, s) = \begin{cases}
\frac{(t(1-s))^{\alpha-1} - (t-s)^{\alpha-1}}{\Gamma(\alpha)}, & 0 \leq s \leq t \leq 1, \\
\frac{(t(1-s))^{\alpha-1}}{\Gamma(\alpha)}, & 0 \leq t \leq s \leq 1
\end{cases}
\]

is the Green’s function for the fractional differential equation

\[
D_{0+}^\alpha u(t) = 0
\]

with Dirichlet boundary condition. Analysing this operator, they proved the existence of at least three positive solution of problem (1.1) in \( C([0, 1]) \) under some additional conditions on \( f \).

However, if \( h \) is not integrable, we should consider the existence of \( D_{0+}^\alpha u \) and its solution space. Moreover, corresponding Green’s function can not be obtained by obvious modification from the case \( h \in L^1 \). In the paper [6], the researchers considered the existence of the solution for the second order differential equation where the function \( f \) is a given function satisfying Caratheodory’s conditions with singularities at 0 and 1. They introduce the new Banach space \( X = \{ x \in C^1(0, 1) | x \in C[0, 1], \lim_{t \to 1} (1-t)x'(t) \} \) equipped with the norm

\[
\|x\|_X = \max_{t \in [0,1]} |x(t)| + \max_{t \in [0,1]} |t(1-t)x'(t)|
\]

We are interested in extending the existence results to the fractional case. In our paper, we define the solution space \( E_\alpha \) and define the solution of our
equation using this solution space and derive the Green’s function in this
singular situation which is one of our main goals for this paper. In our case,
the solution $u$ may not be in $AC^2[0, 1]$ so that we understand a solution $u$ is in $E_\alpha \cap AC[0, 1]$ with $D_{0+}^{\alpha-1}u(t)$ which is absolutely continuous in any compact
subinterval of $(0,1)$ and $u$ satisfies the equation $(FDE_1)$ for $t \in [0, 1]$ and
boundary conditions.

The rest of the paper is organized as follows; In Section 2, we introduce
some definitions and lemmas related to fractional calculus and Krasnoselski’s
classical fixed point theorem. Moreover, we introduce new Banach spaces as
our solution spaces. In Section 3, we derive the Green’s function related
to the problem with a singular weight and define a solution of our problem

(FDE)

2 Preliminaries

In this section, we introduce some definitions of fractional calculus and some
important lemmas, and a theorem that will be used later.

Definition 2.1. ([8]) The integral

$$I_{0+}^\alpha u(t) = \frac{1}{\Gamma(\alpha)} \int_0^t \frac{u(s)}{(t-s)^{1-\alpha}} ds, \; t > 0$$

where $\alpha > 0$ is called the Riemann-Liouville fractional integral of order $\alpha$.

Definition 2.2. ([8]) For a function $u(t)$ given in the interval $[0, \infty)$, the
expression

$$D_{0+}^\alpha u(t) = \frac{1}{\Gamma(n-\alpha)} \left( \frac{d}{dt} \right)^n \int_0^t \frac{u(s)}{(t-s)^{n+1}} ds$$

where $n = [\alpha] + 1$, $[\alpha]$ denotes the integer part of number $\alpha$, is called the
Riemann-Liouville fractional derivative of order $\alpha$.

Remark 2.3. ([8]) We note for $\lambda > -1$,

$$D_{0+}^\alpha t^\lambda = \frac{\Gamma(\lambda + 1)}{\Gamma(\lambda - \alpha + 1)} t^{\lambda-\alpha}.$$  

giving in particular $D_{0+}^\alpha t^{\alpha-m} = 0$, $m = 1, 2, \ldots, N$, where $N$ is the smallest
integer greater than or equal to $\alpha$.

Definition 2.4. We first introduce the basic Banach spaces

- $AC[0, 1]$ : the space of absolute continuous functions on $[0, 1]$
\( AC^k[0,1] \): the space of real-valued functions \( f \) which have continuous derivatives up to order \( k - 1 \) on \([0,1]\) such that \( f^{(k-1)} \in AC[0,1] \).

In the book [3], the authors introduce a new Banach space

\[ C_1^1[a,b] = \{ u \in C[a,b] : (t-a)^\gamma u'(t) \in C[0,1] \} \]

with the norm \( \| u \|_{C_1^1} = \| u \|_\infty + \| u' \|_{C_\gamma} \) where \( 0 < \gamma < 1 \), \( \| u \|_\infty = \max_{t \in [0,1]} |u(t)| \) and \( \| u \|_{C_\gamma} = \max_{t \in [0,1]} |t^\gamma u(t)| \).

Next, we define a new space \( E_\alpha[0,1] \).

- \( E_\alpha = \{ u \in C[0,1] : t^{a-1}D_0^\alpha u(t) \in C[0,1] \} \) equipped with the norm \( \| u \|_{E_\alpha} = \| u \|_\infty + \| u \|_1 \) where \( \| u \|_1 = \max_{t \in [0,1]} |t^{a-1}D_0^\alpha u(t)| \).

Clearly, \( \| \cdot \|_{E_\alpha} \) is a norm. Indeed, for any \( u, v \in E_\alpha \) and \( a \in \mathbb{R}^n \), we have by the linearity of \( D_0^a \)

\[ \| au \|_{E_\alpha} = \| au \|_\infty + \| au \|_1 = |a| (\| u \|_\infty + \| u \|_1) = |a| \| u \|_{E_\alpha} \]

and

\[ \| u + v \|_{E_\alpha} = \| u + v \|_\infty + \| u + v \|_1 \leq \| u \|_{E_\alpha} + \| v \|_{E_\alpha}. \]

In addition, for any \( u \in E_\alpha \), if \( 0 = \| u \|_{E_\alpha} = \| u \|_\infty + \| u \|_1 \), then \( \| u \|_\infty = 0 \) and therefore \( u = 0 \). First of all, let us assume that \( h \) is continuous. In [4], Bai and Lü showed that there exists a solution in \( C[0,1] \) using the fixed point theorem. Moreover, we can proved that all solutions for \([FDE]\) are of \( C_{2-\alpha}^1[0,1] \) when \( h \in C[0,1] \). See Appendix. Second, we assume that \( h \) is in \( C(0,1] \) and satisfies \( (H) \). Then, we say that \( u \) is a solution of \([FDE]\) if \( u \in E_\alpha[0,1] \cap AC[0,1] \) and \( u \) satisfies the equation \([FDE]\). In our case, the solution \( u \notin C_{2-\alpha}^1[0,1] \) but \( u \in E_\alpha[0,1] \). Example 2.5 shows that a given function \( h_3 \) corresponding to the solution \( u_3 \) satisfies our conditions \((H)\) and \( u_3 \in E_\alpha \) and \( u_3 \notin C_{2-\alpha}^1[0,1] \).

**Example 2.5.** Consider three solutions \( u_1(t) = t^{2.2}(1-t), u_2(t) = t^{0.8}(1-t) \) and \( u_3(t) = t^{0.2}(1-t) \). Using Remark 2.3 we get

\[ D_0^{1.5}u_1(t) = h_1(t) := \frac{\Gamma(3.2)}{\Gamma(2.7)} t^{1.7} - \frac{\Gamma(4.2)}{\Gamma(2.7)} t^{0.7} \]

\[ D_0^{1.5}u_2(t) = h_2(t) := \frac{\Gamma(1.8)}{\Gamma(0.3)} t^{-0.7} - \frac{\Gamma(2.8)}{\Gamma(1.3)} t^{0.3} \]

and

\[ D_0^{1.5}u_3(t) = h_3(t) := \frac{\Gamma(1.2)}{\Gamma(-0.3)} t^{-1.3} - \frac{\Gamma(2.2)}{\Gamma(0.7)} t^{-0.3} \]
We also have
\[(u_2)'(t) = 0.8t^{-0.2} - 1.8t^{0.8}\]
and
\[(u_3)'(t) = 0.2t^{-0.8} - 1.2t^{0.2}\]
Since \(t^{0.5}(u_2)'(t) = 0.8t^{0.3} - 1.8t^{1.3}\), we can conclude that \(u_2 \in C^{1.5}_{1.5}[0, 1]\) but \(u_3 \notin C^{1.5}_{1.5}[0, 1]\). On the other hand, we have \(t^{\alpha-1}D^\alpha_{0+}u_3(t) = t^{0.5}D^{0.5}_{0+}u_3(t) = t^{0.5}(\Gamma(1.2)\Gamma^{-1.0} - \Gamma(2.2)\Gamma^{-1.7}) \in C[0, 1]\) and then \(u_3 \in E_\alpha\).

From this example, we can consider the proposition as follows:

**Conjecture 2.6.** Let us consider the following equation
\[
\begin{aligned}
D^\alpha_{0+}u(t) + h(t) &= 0, \quad t \in (0, 1), \\
u(0) &= 0 = u(1),
\end{aligned}
\]
where \(D^\alpha_{0+}\) is the Riemann-Liouville fractional derivative of order \(\alpha \in (1, 2]\).
If \(h(t) \in C[0, 1]\) or \(L^1(0, 1)\), the solution \(u\) would be in \(C^{1-\alpha}_{2-\alpha}[0, 1]\). Moreover, if \(h(t) \in C[0, 1]\) satisfying \((H)\), the solution \(u\) would be in \(E_\alpha[0, 1]\).

In order to prove this claim, we introduce several properties of fractional derivative.

**Lemma 2.7.** (\(\text{[H]}\)) Assume that \(u \in C(0, 1) \cap L(0, 1)\). For \(\alpha > 0\), \(D^\alpha_{0+}u(t) = 0\) has a unique solution
\[u(t) = c_1t^{\alpha-1} + c_2t^{\alpha-2} + \cdots + c_nt^{\alpha-n}, \quad c_i \in \mathbb{R}, i = 1, 2, \cdots, n\]
where \(n\) is the smallest integer greater than or equal to \(\alpha\).

As \(D^\alpha_{0+}I^\alpha_{0+}u(t) = u(t)\) for all \(u \in C(0, 1) \cap L(0, 1)\). From Lemma 2.7, we deduce the following statement.

**Lemma 2.8.** (\(\text{[4, 7]}\)) Assume that \(u \in C(0, 1) \cap L(0, 1)\) with a fractional derivative of order \(\alpha > 0\) that belongs to \(C(0, 1) \cap L(0, 1)\). Then
\[I^\alpha_{0+}D^\alpha_{0+}u(t) = u(t) + c_1t^{\alpha-1} + c_2t^{\alpha-2} + \cdots + c_nt^{\alpha-n}, \quad c_i \in \mathbb{R}, i = 1, 2, \cdots, n.\]
Moreover, if \(0 < \alpha < 1\) and \(u(t) \in C[0, 1]\), then \(D^\alpha_{0+}u(t) \in C(0, 1) \cap L(0, 1)\) and
\[I^\alpha_{0+}D^\alpha_{0+}u(t) = u(t).\]
Lemma 2.9. Let the functions $\varphi \in AC([a, b]; \mathbb{R})$ and $f : [c, d] \times [a, b] \to \mathbb{R}$ be such that the following relations hold and $\varphi([a, b]) = [c, d]$:

\[
\begin{align*}
&f(\cdot, x) \in L([c, d]; \mathbb{R}) \quad \text{for all } x \in [a, b], \\
&f(t, \cdot) \in AC([a, b]; \mathbb{R}) \quad \text{for a.e. } t \in [c, d],
\end{align*}
\]

and

\[f'_2 \in L([c, d] \times [a, b]; \mathbb{R}).\]

Put

\[F(\lambda) := \int_c^{\varphi(\lambda)} f(t, \lambda) dt \quad \text{for } \lambda \in [a, b].\]

Then, the following assertions are satisfied:

(a) There exist sets $E_1 \subseteq [c, d]$ and $E_2 \subseteq [a, b]$ such that $\text{meas} E_1 = d - c$, $\text{meas} E_2 = b - a$, and

\[F'(\lambda) = f(\varphi(\lambda), \lambda) \varphi'(\lambda) + \int_c^{\varphi(\lambda)} f'_2(t, \lambda) dt \quad \text{for a.e. } \lambda \in \varphi^{-1}(E_1) \cap E_2.
\]

(b) If the function $\varphi$ is monotone (not strictly, in general) then the function $F$ is absolutely continuous on the interval $[a, b]$.

(c) If the function $\varphi$ is strictly monotone then

\[F'(\lambda) = f(\varphi(\lambda), \lambda) \varphi'(\lambda) + \int_c^{\varphi(\lambda)} f'_2(t, \lambda) dt \quad \text{for a.e. } \lambda \in [a, b].\]

3 Green’s function

When $h$ is continuous, it is well known about the Green’s function related to problem (1.1) by Lemma 2.3 in [4] summarized by the following remark.

Remark 3.1. Assume that $h \in C[0, 1]$ and $1 < \alpha \leq 2$. Then the unique solution of

\[
\begin{align*}
&D^{\alpha}_{0+} u(t) + h(t) = 0, \quad t \in (0, 1), \\
&u(0) = 0 = u(1)
\end{align*}
\]

can be represented by

\[u(t) = \int_0^1 G(t, s) h(s) ds,
\]

where $G(t, s)$ is given in (1.3).
Let us consider the case if \( h \) is singular at \( t = 0 \) so that it is not integrable near \( t = 0 \). To find the Green’s function, Bai and Lü [4] take the Riemann-Liouville fractional integral \( I_{0+}^\alpha \) on both sides of (3.1) for continuous case. However, when we consider, for example, \( h(t) = t^{-1.5} \), we cannot derive \( G(t, s) \) along with the idea of Bai and Lü [4], since \( I_{0+}^\alpha h(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} s^{-1.5} ds \) is not well-defined. Therefore, we need to try some other approach for singular case. Before we find the Green’s function, we consider the definition of a solution for the equation (3.1) when \( h \) is continuous and \( h \) has singularity at 0. Now we give a lemma related to Green’s function for singular case. We note that Green’s function for singular case derived in the following lemma has the same expression as continuous case.

**Theorem 3.2.** Assume \( g \) satisfies (H), then the following equation

\[
\begin{cases}
D_{0+}^\alpha u(t) + g(t) = 0, & t \in (0, 1), \\
u(0) = 0 = u(1),
\end{cases}
\]  

(FDE1)

is equivalent to the functional integral equation:

\[
u(t) = \int_0^1 G(t, s) g(s) ds,
\]  

(3.2)

where \( G(t, s) \) is given in (1.3). Moreover, \( u \) in (3.2) are in \( AC[0, 1] \cap E_\alpha \) and \( D_{0+}^{\alpha-1} u \) is absolutely continuous in any compact subinterval of \( (0, 1) \).

**Proof.** Suppose that \( u \in AC[0, 1] \cap E_\alpha \) and \( D_{0+}^{\alpha-1} u \) is absolutely continuous in any compact subinterval of \( (0, 1) \). Take \( 0 < t < 1 \). By integrating both sides of equation \((FDE_1)\) from \( t \) to 1, we have

\[- \int_t^1 D_{0+}^\alpha u(s) ds = \int_t^1 g(s) ds.
\]

From definition of \( D_{0+}^\alpha u(s) = (\frac{d}{ds})^2 I_{0+}^{2-\alpha} u(s) \), we obtain

\[- c_1 + \frac{d}{dt} I_{0+}^{2-\alpha} u(t) = \int_t^1 g(s) ds,
\]  

(3.3)

where \( c_1 = \frac{d}{dt} I_{0+}^{2-\alpha} u(t)|_{t=1} \). From the following inequalities,

\[
\int_s^1 g(\tau) d\tau dr \leq \int_s^1 g(\tau) d\tau ds = \int_s^1 ds g(\tau) d\tau
\]

\[
= \int_s^1 \tau g(\tau) d\tau \leq \int_s^1 \tau^{\alpha-1} g(\tau) d\tau < \infty,
\]
we see as a function of $t$, $\int_t^1 g(s)ds \in L(0,1)$ by condition (H). Thus we can take the integration $\int_0^t$ on both sides of (3.3) and obtain

$$-c_1 t - c_2 + I_{0+}^{2-\alpha} u(t) = \int_0^t \int_s^1 g(\tau)d\tau ds$$

$$= \int_0^t \int_0^\tau g(\tau)d\tau d\tau + \int_t^1 \int_0^\tau g(\tau)d\tau d\tau$$

$$= \int_0^t \tau g(\tau)d\tau + \int_t^1 t g(\tau)d\tau,$$

where $c_2 = I_{0+}^{2-\alpha} u(t)|_{t=0}$. We have

$$I_{0+}^{2-\alpha} u(t) = c_1 t + c_2 + \int_0^t \tau g(\tau)d\tau + \int_t^1 t g(\tau)d\tau.$$  

And by the definition of $D_0^\alpha$, we obtain

$$D_0^\alpha I_{0+}^{2-\alpha} u(t) = \frac{d}{dt} \left( \int_0^t u(s)ds \right)$$

$$= \frac{c_1}{\Gamma(\alpha)} t^{\alpha-1} + \frac{c_2}{\Gamma(\alpha-1)} t^{\alpha-2} + D_0^\alpha \left[ \int_0^t \tau g(\tau)d\tau + \int_t^1 t g(\tau)d\tau \right].$$  

(3.4)

(3.5)

We calculate the right part of (3.4). By the definition,

$$D_0^\alpha \left[ \int_0^t \tau g(\tau)d\tau + \int_t^1 t g(\tau)d\tau \right] = \frac{1}{\Gamma(\alpha-1)} \frac{d}{dt} \left[ \int_0^t (t-s)^{\alpha-2} \int_0^s \tau g(\tau)d\tau ds \right.$$ 

$$+ \int_0^t (t-s)^{\alpha-2} \int_s^1 \tau g(\tau)d\tau ds \right].$$
Thus, we have

\[
\frac{1}{\Gamma(\alpha - 1)} \frac{d}{dt} \left[ \int_0^t (t-s)^{\alpha - 2} \int_0^s \tau g(\tau) d\tau ds + \int_0^t (t-s)^{\alpha - 2} \int_s^1 s g(\tau) d\tau ds \right] = \frac{1}{\Gamma(\alpha - 1)} \frac{d}{dt} \int_0^t \int_0^\tau (t-s)^{\alpha - 2} \tau g(\tau) ds d\tau + \int_0^t \int_0^\tau (t-s)^{\alpha - 2} s g(\tau) ds d\tau \\
+ \int_t^1 \int_0^t (t-s)^{\alpha - 2} s g(\tau) ds d\tau \\
n = \frac{d}{dt} \frac{1}{\Gamma(\alpha - 1)} \int_0^t (t-s)^{\alpha - 1} \tau g(\tau) d\tau \\
+ \int_0^t \left( \frac{t-s}{\alpha - 1} \right)^{\alpha - 1} - \frac{\alpha}{\alpha - 1} - \frac{t}{\alpha - 1} \right) g(\tau) d\tau + \int_t^1 \frac{t}{\alpha - 1} g(\tau) d\tau \\
n = \frac{d}{dt} \frac{1}{\Gamma(\alpha - 1)} \int_0^t \left( \frac{t-s}{\alpha - 1} \right)^{\alpha - 1} - \frac{\alpha}{\alpha - 1} - \frac{t}{\alpha - 1} \right) g(\tau) d\tau + \int_t^1 \frac{t}{\alpha - 1} g(\tau) d\tau \\
(3.6)
\]

We note that the integration \(\int_0^t \left( \frac{t-s}{\alpha - 1} - \frac{t(\alpha - 1)}{\alpha - 1} \right) g(\tau) d\tau\) is well-defined, indeed

\[
\int_0^t \left( \frac{t-s}{\alpha - 1} - \frac{t(\alpha - 1)}{\alpha - 1} \right) g(\tau) d\tau = \int_0^t \int_{t-s}^t \frac{s^{\alpha - 1}}{\alpha - 1} dsg(\tau) d\tau \\
\leq \int_0^t \frac{s^{\alpha - 1}}{\alpha - 1} ds d\tau \\
= \int_0^t \frac{s^{\alpha - 1}}{\alpha - 1} \tau g(\tau) d\tau < \infty. \quad (3.7)
\]

Hence, we get by Lemma 2.9

\[
\frac{1}{\Gamma(\alpha - 1)} \frac{d}{dt} \left[ \int_0^t (t-s)^{\alpha - 2} \int_0^s \tau g(\tau) d\tau ds + \int_0^t (t-s)^{\alpha - 2} \int_s^1 s g(\tau) d\tau ds \right] = \int_0^t \frac{t^{\alpha - 1} - (t-\tau)^{\alpha - 1}}{\Gamma(\alpha)} g(\tau) d\tau + \int_t^1 \frac{t^{\alpha - 1}}{\Gamma(\alpha)} g(\tau) d\tau.
\]

By the similar argument in (3.7), we can get the fact that

\[
\int_0^t \frac{t^{\alpha - 1} - (t-\tau)^{\alpha - 1}}{\Gamma(\alpha)} g(\tau) d\tau = \int_0^t \frac{t^{\alpha - 1}}{\Gamma(\alpha)} \int_{t-\tau}^t s^{\alpha - 2} dsg(\tau) d\tau \leq \int_0^t \frac{t^{\alpha - 1}}{\Gamma(\alpha)} (t-\tau)^{\alpha - 2} \tau g(\tau) d\tau \\
\leq \int_0^t \frac{t^{\alpha - 1}}{\Gamma(\alpha)} (t-\tau)^{\alpha - 2} \tau g(\tau) d\tau + \int_t^1 \frac{t^{\alpha - 1}}{\Gamma(\alpha)} (t-\tau)^{\alpha - 2} \tau g(\tau) d\tau < \infty. \quad (3.10)
\]
The last inequality is valid. Indeed, \(a(\tau) \triangleq (t - \tau)^{\alpha-2}\) is continuous at \(\tau \in [0, \frac{t}{2}]\) and \(\tau g(\tau)\) is integrable on \((0, \frac{t}{2})\) by (H). Moreover, \(a(\tau)\) is integrable on \([\frac{t}{2}, t]\) and \(\tau g(\tau)\) is bounded on \([\frac{t}{2}, t]\). Hence, we can rewrite the equation (3.4) as follows:

\[
\begin{align*}
    u(t) - \frac{c_1}{\Gamma(\alpha)} t^{\alpha-1} - \frac{c_2}{\Gamma(\alpha - 1)} & = \\
    & = \int_{0}^{t} \frac{t^{\alpha-1} - (t - \tau)^{\alpha-1}}{\Gamma(\alpha)} g(\tau) d\tau + \int_{t}^{1} \frac{t^{\alpha-1}}{\Gamma(\alpha)} g(\tau) d\tau.
\end{align*}
\]

From \(u(0) = u(1) = 0\), we have the following condition:

\[
\frac{c_2}{\Gamma(\alpha - 1)} = 0,
\]

\[
- \frac{c_1}{\Gamma(\alpha)} = \int_{0}^{1} \frac{1 - (1 - \tau)^{\alpha-1}}{\Gamma(\alpha)} g(\tau) d\tau.
\]

The second equality is valid using (3.10) with \(t = 1\). Plugging boundary conditions in the equations, we have

\[
\begin{align*}
    u(t) + \int_{0}^{1} \frac{t^{\alpha-1} - (t(1 - \tau))^{\alpha-1}}{\Gamma(\alpha)} g(\tau) d\tau & = \\
    & = \int_{0}^{t} \frac{t^{\alpha-1} - (t - \tau)^{\alpha-1}}{\Gamma(\alpha)} g(\tau) d\tau + \int_{t}^{1} \frac{t^{\alpha-1}}{\Gamma(\alpha)} g(\tau) d\tau.
\end{align*}
\]

Therefore, we have

\[
\begin{align*}
    u(t) & = \int_{0}^{t} \frac{(t(1 - \tau))^{\alpha-1} - (t - \tau)^{\alpha-1}}{\Gamma(\alpha)} g(\tau) d\tau \\
    & + \int_{t}^{1} \frac{(t(1 - \tau))^{\alpha-1}}{\Gamma(\alpha)} g(\tau) d\tau.
\end{align*}
\]

and then we can conclude that the solution of \((FDE_1)\) satisfies the function integral equation (3.2). Now, let us take \(u\) as follows:

\[
u(t) = \int_{0}^{1} G(t, s) g(s) ds,
\]

where \(g\) satisfies (H1), (H2). We want to show that \(u \in AC[0, 1] \cap E_{\alpha}[0, 1]\) and

\[
D_{0+}^{\alpha}(u)(t) + g(t) = 0, \quad t \in (0, 1).
\]
First, we will prove \( u \in AC[0, 1] \). Since \( \lim_{t \to 0}(u)(t) = \lim_{t \to 1}(u)(t) = 0 \), \( u(t) \) is continuous. Next, we have

\[
u'(t) = \int_0^t \frac{t^{\alpha-2}(1-\tau)^{\alpha-1} - (t-\tau)^{\alpha-2}}{\Gamma(\alpha-1)} g(\tau)d\tau + \int_t^1 \frac{(1-\tau)^{\alpha-1}}{\Gamma(\alpha)} g(\tau)d\tau = t^{\alpha-2} \left[ \int_0^t \frac{(1-\tau)^{\alpha-1} - (1-\tau^{\frac{\alpha}{2}})^{\alpha-2}}{\Gamma(\alpha-1)} g(\tau)d\tau + \int_t^1 \frac{(1-\tau)^{\alpha-1}}{\Gamma(\alpha)} g(\tau)d\tau \right].
\]

In order to prove \( \int_0^1 |u'(t)|dt < \infty \), we need to check the integrability of some functions. For fixed \( t \in (0, 1) \), let us consider a function \( \eta_1 \) defined by

\[
\eta_1(s) = \frac{(t-s)^{\alpha-2} - t^{\alpha-2}(1-s)^{\alpha-1}}{s^{\alpha-1}},
\]

for \( s \in (0, \frac{1}{2}] \). The numerator of \( \eta_1 \) satisfies the following inequality

\[
(t-s)^{\alpha-2} - t^{\alpha-2}(1-s)^{\alpha-1} = (t-s)^{\alpha-2} - t^{\alpha-2}(1-s)^{\alpha-2}(1-s) = (t-s)^{\alpha-2} - t^{\alpha-2}(1-s)^{\alpha-2} + st^{\alpha-2}(1-s)^{\alpha-2} = \int_{t-s}^{t(1-s)} (2-\alpha)\tau^{\alpha-3}d\tau + st^{\alpha-2}(1-s)^{\alpha-2}.
\]

Since \(-2 < \alpha - 3 \leq -1 \) and \( 0 < t - s \leq t(1-s) \), for \( \tau \in [t-s, t(1-s)] \), we see \( \tau^{\alpha-3} \leq (t-s)^{\alpha-3} \). Thus

\[
\int_{t-s}^{t(1-s)} (2-\alpha)\tau^{\alpha-3}d\tau \leq (2-\alpha)(t-s)^{\alpha-3} s(1-t)
\]

and

the numerator \( \leq (2-\alpha)(t-s)^{\alpha-3} s(1-t) + st^{\alpha-2}(1-s)^{\alpha-2} = s[(2-\alpha)(t-s)^{\alpha-3}(1-t) + t^{\alpha-2}(1-s)^{\alpha-2}].\)

As a function of \( s \) on \([0, \frac{1}{2}]\), the inside of the above bracket is continuous, so bounded by say, \( A_t \) for all \( s \in [0, \frac{1}{2}] \). Therefore

\[
0 \leq \eta_1(s) \leq \frac{A_t s}{s^{\alpha-1}} = A_t s^{2-\alpha},
\]

for all \( s \in [0, \frac{1}{2}] \). Since \( \alpha \in (1, 2) \), this implies that \( \eta_1(s) \to 0 \) as \( s \to 0 \) and \( \eta_1 \) is continuous on \([0, \frac{1}{2}]\). Define a function \( \eta_2 \) given as

\[
\eta_2 = (t-s)^{\alpha-2} - t^{\alpha-2}(1-s)^{\alpha-1}.
\]
Then $\eta_2(s)$ is integrable on $\left(\frac{r}{2}, t\right)$. First, we check that $u'(t)$ is well-defined.

\[
|u'(t)| \leq \int_0^t \frac{(t-s)^{\alpha-2} - t^{\alpha-2}(1-s)^{\alpha-1}}{\Gamma(\alpha-1)} g(s)ds + \int_t^1 \frac{t^{\alpha-2}(1-s)^{\alpha-1}}{\Gamma(\alpha-1)} g(s)ds
\]

\[
\leq \frac{1}{\Gamma(\alpha-1)} \left[ \int_0^t ((t-s)^{\alpha-2} - t^{\alpha-2}(1-s)^{\alpha-1}) g(s)ds + \int_1^t t^{\alpha-2}(1-s)^{\alpha-1} g(s)ds \right]
\]

\[
= \frac{1}{\Gamma(\alpha-1)} \left[ \int_0^t \frac{(t-s)^{\alpha-2} - t^{\alpha-2}(1-s)^{\alpha-1}}{s^{\alpha-1}} s^{\alpha-1} g(s)ds
\right.
\]

\[
+ \int_0^t \left( (t-s)^{\alpha-2} - t^{\alpha-2}(1-s)^{\alpha-1} \right) g(s)ds + \int_t^1 t^{\alpha-2}(1-s)^{\alpha-1} g(s)ds
\]

\[
= \frac{1}{\Gamma(\alpha-1)} \left[ \int_0^t \eta_1(s) s^{\alpha-1} g(s)ds + \int_0^t \eta_2(s) g(s)ds + \int_t^1 t^{\alpha-2}(1-s)^{\alpha-1} g(s)ds \right].
\]

First integration in the above bracket is well-defined, since $\eta_1$ is continuous and $s^{\alpha-1} g(s)$ is integrable by $(H)$. The second is also well-defined, since $\eta_2$ and $h$ are integrable. The third is obviously well-defined, since $g$ is integrable on $[t, 1]$.

Now, we show $u' \in L^1(0, 1)$. Indeed,

\[
\int_0^1 |u'(t)| dt \leq \left[ \int_0^1 \int_0^t \frac{(t-s)^{\alpha-2} - t^{\alpha-2}(1-s)^{\alpha-1}}{\Gamma(\alpha-1)} g(s)dsdt \right.
\]

\[
+ \left. \int_0^1 \int_t^1 \frac{t^{\alpha-2}(1-s)^{\alpha-1}}{\Gamma(\alpha-1)} g(s)dsdt \right]
\]

\[
\leq \left[ \int_0^1 \int_0^t \frac{(t-s)^{\alpha-2} - t^{\alpha-2}(1-s)^{\alpha-1}}{\Gamma(\alpha-1)} g(s)dsdt \right.
\]

\[
+ \left. \int_0^1 \int_0^t \frac{t^{\alpha-2}(1-s)^{\alpha-1}}{\Gamma(\alpha-1)} g(s)dsdt \right]
\]

\[
\leq \int_0^1 s^{\alpha-1}(1-s)^{\alpha-1} g(s)ds + \int_0^1 s^{\alpha-1}(1-s)^{\alpha-1} g(s)ds
\]

\[
= 2 \int_0^1 s^{\alpha-1}(1-s)^{\alpha-1} g(s)ds < \infty,
\]

by condition $(H)$. From this inequality, we can conclude $u(t) \in AC[0, 1]$. By
the definition, we have

\[ D_{0+}^{\alpha-1}u(t) = \frac{1}{\Gamma(2 - \alpha)} \left( \frac{d}{dt} \right) \int_0^t (t - s)^{1 - \alpha} u(s) ds \]

\[ = \frac{1}{\Gamma(2 - \alpha)} \left( \frac{d}{dt} \right) \left[ \int_0^t \int_0^s (t - s)^{1 - \alpha} \frac{(s(1 - \tau))^{\alpha-1} - (s - \tau)^{\alpha-1}}{\Gamma(\alpha)} g(\tau) d\tau ds \right] \]

\[ + \int_0^t \int_s^t (t - s)^{1 - \alpha} \frac{(s(1 - \tau))^{\alpha-1} - (s - \tau)^{\alpha-1}}{\Gamma(\alpha)} g(\tau) d\tau ds \]

\[ = \frac{1}{\Gamma(2 - \alpha) \Gamma(\alpha)} \left( \frac{d}{dt} \right) \left[ \int_0^t \int_0^1 (1 - z)^{1 - \alpha} t(z(1 - \tau))^{\alpha-1} g(\tau) dz d\tau \right] \]

\[ - \int_0^t \int_0^1 (1 - z)^{1 - \alpha} z^{\alpha-1} (t - \tau) g(\tau) dz d\tau \]

\[ + \int_t^1 \int_0^1 (1 - z)^{1 - \alpha} t(z(1 - \tau))^{\alpha-1} g(\tau) dz d\tau. \]

And by the simple calculation in [4], we get

\[ D_{0+}^{\alpha-1}u(t) = \frac{1}{\Gamma(2 - \alpha) \Gamma(\alpha)} \left( \frac{d}{dt} \right) \left[ \int_0^t \int_0^1 (1 - z)^{1 - \alpha} t(z(1 - \tau))^{\alpha-1} g(\tau) dz d\tau \right] \]

\[ - \int_0^t \int_0^1 (1 - z)^{1 - \alpha} z^{\alpha-1} (t - \tau) g(\tau) dz d\tau \]

\[ + \int_t^1 \int_0^1 (1 - z)^{1 - \alpha} t(z(1 - \tau))^{\alpha-1} g(\tau) dz d\tau \]

\[ = \frac{\Gamma(2 - \alpha) \Gamma(\alpha)}{\Gamma(2 - \alpha) \Gamma(\alpha)} \left( \frac{d}{dt} \right) \left[ \int_0^t [t(1 - \tau)^{\alpha-1} - (t - \tau)] g(\tau) d\tau + \int_t^1 t(1 - \tau)^{\alpha-1} g(\tau) d\tau \right] \]

\[ = \frac{\Gamma(2 - \alpha) \Gamma(\alpha)}{\Gamma(2 - \alpha) \Gamma(\alpha)} \left[ \int_0^t (1 - \tau)^{\alpha-1} - 1 \right] g(\tau) d\tau + \int_t^1 (1 - \tau)^{\alpha-1} g(\tau) d\tau \]

By the inequality [3,10], we get the fact that \((1 - \tau)^{\alpha-1} - 1\) \(g(\tau) \in L^1(0, t)\)
for $t \in (0, 1)$ and $(1 - \tau)^{\alpha-1} g(\tau) \in L^1(t, 1)$ for $t \in (0, 1)$. Therefore, we have

$$D_0^{\alpha-1} u(t) = \int_0^t ((1 - \tau)^{\alpha-1} - 1) g(\tau) d\tau + \int_t^1 (1 - \tau)^{\alpha-1} g(\tau) d\tau.$$  \hfill (3.12)

From (3.12) and Lemma 2.9, we get

$$D_0^{\alpha-1} u(t) = \frac{d}{dt} D_0^{\alpha-1} u(t) = \frac{d}{dt} \left( \int_0^t ((1 - \tau)^{\alpha-1} - 1) g(\tau) d\tau + \int_t^1 (1 - \tau)^{\alpha-1} g(\tau) d\tau \right)$$

$$= ((1 - t)^{\alpha-1} - 1) g(t) - (1 - t)^{\alpha-1} g(t) = -g(t)$$

and therefore

$$D_0^{\alpha} u(t) + g(t) = 0, \quad t \in (0, 1).$$  \hfill (3.13)

Now we want to show that $u \in E_\alpha$, i.e., $t^{\alpha-1} D_0^{\alpha-1} u(t) \in C[0, 1]$. From (3.12) and (3.13), we have

$$\int_0^1 \left| \left| t^{\alpha-1} D_0^{\alpha-1} u(t) \right| \right| dt = \int_0^1 \left| \left| t^{\alpha-2} D_0^{\alpha-1} u(t) + t^{\alpha-1} D_0^{\alpha} u(t) \right| \right| dt$$

$$= \int_0^1 \int_0^t t^{\alpha-2} (1 - (1 - \tau)^{\alpha-1}) g(\tau) d\tau dt + \int_0^1 \int_t^1 t^{\alpha-2} (1 - \tau)^{\alpha-1} g(\tau) d\tau dt$$

$$+ \int_0^1 -t^{\alpha-1} g(t) dt$$

$$\leq \frac{1}{\alpha-1} \left[ \int_0^t (1 - (1 - \tau)^{\alpha-1}) g(\tau) d\tau + \int_1^t (1 - \tau)^{\alpha-1} g(\tau) d\tau \right]$$

$$+ \int_0^1 -t^{\alpha-1} g(t) dt < \infty.$$  

We can conclude that $t^{\alpha-1} D_0^{\alpha-1} u(t)$ is absolutely continuous and therefore $u(t) \in E_\alpha$. \hfill \Box

**Example 3.3.** We examine the graph of numerical solution for the following problem

$$\begin{cases} D_0^\alpha u(t) + h(t) = 0, & \alpha = 1.6 \\ u(0) = 0 = u(1), \end{cases}$$

where $f(t, u) = h(t)$. We choose $h(t) = t^{0.6}, t^{0.6}, t^{-0.6}$, and $t^{-1.2}$ and graph $u(t)$ using Green’s function $G(t, s)$ defined by (1.3). Figure 1 shows that the solution $u(t)$ is continuous when $h(t) = t^{-1.2}$ which has a singularity at 0. However, the slope of $u$ goes to infinity as $t$ goes to zero.
Figure 1: Graph of $u(t)$ when $h(t) = t^{0.6}, t^0, t^{-0.6},$ and $t^{-1.2}$ and $\alpha = 1.6.$

A  $C_{2-\alpha}^1[0, 1]$-Regularity

In this section, we consider the regularity of our problem when $h$ is continuous or integrable. Let us assume that $h$ is continuous. In [4], the researchers proved that for given $h \in C[0, 1]$ and $1 < \alpha \leq 2,$ the unique solution of

\[
\begin{cases}
D_0^\alpha u(t) + h(t) = 0, & t \in (0, 1), \\
\quad u(0) = 0 = u(1),
\end{cases}
\]

is

\[ u(t) = \int_0^1 G(t, s)h(s)ds, \tag{A.1} \]

where $G(t, s)$ is given in (1.3). We want to prove that $u$ in (A.1) is in $C_{2-\alpha}^1[0, 1],$ i.e. $t^{2-\alpha} u'(t) \in C[0, 1].$ By Lemma 2.9 we get

\[
\begin{align*}
    u'(t) &= \frac{d}{dt} \left( \int_0^1 G(t, s)h(s)ds \right) \\
    &= \int_0^t \frac{(\alpha - 1)}{\Gamma(\alpha)} (t^{\alpha-2}(1-s)^{\alpha-1} - (t-s)^{\alpha-2})h(s)ds \\
    &\quad + \int_t^1 \frac{(\alpha - 1)}{\Gamma(\alpha)} t^{\alpha-2}(1-s)^{\alpha-1}h(s)ds.
\end{align*}
\]
So, we have
\[
 t^{2-\alpha}u'(t) = \int_0^t \frac{(\alpha - 1)}{\Gamma(\alpha)}((1 - s)^{\alpha-1} - (1 - \frac{s}{t})^{\alpha-2})h(s)\,ds \\
+ \int_t^1 \frac{(\alpha - 1)}{\Gamma(\alpha)}(1 - s)^{\alpha-1}h(s)\,ds.
\]

Since \(h\) is continuous, we get
\[
 t^{2-\alpha}u'(t) = \int_0^t \frac{(\alpha - 1)}{\Gamma(\alpha)}((1 - s)^{\alpha-1} - (1 - \frac{s}{t})^{\alpha-2})h(s)\,ds \\
+ \int_t^1 \frac{(\alpha - 1)}{\Gamma(\alpha)}(1 - s)^{\alpha-1}h(s)\,ds \\
\leq M\int_0^t \frac{(\alpha - 1)}{\Gamma(\alpha)}((1 - s)^{\alpha-1} - (1 - \frac{s}{t})^{\alpha-2})\,ds \\
+ \int_t^1 \frac{(\alpha - 1)}{\Gamma(\alpha)}(1 - s)^{\alpha-1}\,ds < \infty.
\]

Second, we suppose that \(h \in L^1(0, 1) \cap C(0, 1)\). With the similar technique to the proof of Lemma 2.3 in [4], we can conclude that
\[
 u(t) = \int_0^1 G(t, s)h(s)\,ds. \quad \text{(A.2)}
\]

Hence, we have
\[
 t^{2-\alpha}u'(t) = \int_0^t \frac{(\alpha - 1)}{\Gamma(\alpha)}((1 - s)^{\alpha-1} - (1 - \frac{s}{t})^{\alpha-2})h(s)\,ds \\
+ \int_t^{t/2} \frac{(\alpha - 1)}{\Gamma(\alpha)}((1 - s)^{\alpha-1} - (1 - \frac{s}{t})^{\alpha-2})h(s)\,ds \\
+ \int_{t/2}^t \frac{(\alpha - 1)}{\Gamma(\alpha)}((1 - s)^{\alpha-1} - (1 - \frac{s}{t})^{\alpha-2})h(s)\,ds \\
+ \int_t^1 \frac{(\alpha - 1)}{\Gamma(\alpha)}(1 - s)^{\alpha-1}h(s)\,ds.
\]

By simple calculation, we get the following fact
1. \((1 - s)^{\alpha-1} - (1 - \frac{s}{t})^{\alpha-2} \in C[0, t/2]\) and \(h(s) \in L^1(0, t/2)\),
\( (1 - s)^{\alpha - 1} - (1 - \frac{s}{t})^{\alpha - 2} \in L^1(t/2, t) \) and \( h(s) \in C[t/2, t] \),

3. \( (1 - s)^{\alpha - 1} \in C[t, 1] \) and \( h(s) \in L^1(t, 1) \).

Therefore, we can prove that \( t^{2-\alpha} u'(t) \in C[0, 1] \). As a results, we can prove that the statement in Conjecture 2.6 as follows:

**Lemma A.1.** Let us consider the following equation

\[
\begin{aligned}
D_{0+}^{\alpha} u(t) + h(t) &= 0, \quad t \in (0, 1), \\
u(0) &= 0 = u(1),
\end{aligned}
\]

where \( D_{0+}^{\alpha} \) is the Riemann-Liouville fractional derivative of order \( \alpha \in (1, 2] \).

If \( h(t) \in C[0, 1] \) or \( L^1(0, 1) \cap C(0, 1) \), the solution \( u \) would be in \( C^{2-\alpha}_{2-\alpha}[0, 1] \).

Moreover, if \( h(t) \in C(0, 1) \) satisfying \((H)\), the solution \( u \) would be in \( E_\alpha[0, 1] \).
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