Multiple Gluon Exchange Webs

Giulio Falcioni, a Einan Gardi, b Mark Harley, b Lorenzo Magnea, a Chris D. White c

a Dipartimento di Fisica, Università di Torino, and
INFN, Sezione di Torino, Via P. Giuria 1, I-10125 Torino, Italy
b Higgs Centre for Theoretical Physics, School of Physics and Astronomy,
The University of Edinburgh, Edinburgh EH9 3JZ, Scotland, UK
c School of Physics and Astronomy, Scottish Universities Physics Alliance, University of Glasgow,
Glasgow, G12 8QQ, Scotland, UK

E-mail: Giulio.Falcioni@unito.it, Einan.Gardi@ed.ac.uk,
Mark.Harley@ed.ac.uk, Lorenzo.Magnea@unito.it,
Christopher.White@glasgow.ac.uk

ABSTRACT: Webs are weighted sets of Feynman diagrams which build up the logarithms of correlators of Wilson lines, and provide the ingredients for the computation of the soft anomalous dimension. We present a general analysis of multiple gluon exchange webs (MGEWs) in correlators of semi-infinite non-lightlike Wilson lines, as functions of the exponentials of the Minkowski cusp angles, $\alpha_{ij}$, formed between lines $i$ and $j$. We compute a range of webs in this class, connecting up to five Wilson lines through four loops, we give an all-loop result for a special class of diagrams, and we discover a new kind of relation between webs connecting different numbers of Wilson lines, based on taking collinear limits. Our results support recent conjectures, stating that the contribution of any MGEW to the soft anomalous dimension is a sum of products of polylogarithms, each depending on a single cusp angle, and such that their symbol alphabet is restricted to $\alpha_{ij}$ and $1 - \alpha_{ij}^2$. Finally, we construct a simple basis of functions, defined through a one-dimensional integral representation in terms of powers of logarithms, which has all the expected analytic properties. This basis allows us to compactly express the results of all MGEWs computed so far, and we conjecture that it is sufficient for expressing all MGEWs at any loop order.
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1 Introduction

Infrared singularities of scattering amplitudes in non-Abelian gauge theories are essential for understanding the physics of the strong interactions. Determining infrared singularities is necessary in order to combine real and virtual corrections in cross section calculations. These singularities also dictate the structure of large logarithmic contributions in perturbation theory, which must in many cases be resummed in order to obtain reliable phenomenological predictions. Besides their significance to phenomenology, infrared singularities are very interesting from a theoretical perspective: first of all, they have a similar structure across all gauge theories; furthermore, their relative simplicity [1–7], their exponentiation properties [8–20], and their relation with the renormalization properties of Wilson line correlators [21–27] allow us to explore multi-loop and even all-order properties, which are beyond reach when studying complete scattering amplitudes. In $\mathcal{N} = 4$ supersymmetric Yang-Mills theory, where much contemporary focus is on the planar limit, infrared singularities give access to non-planar effects (see, for example, Refs. [28–30]), and they provide a link between the weak and strong coupling regimes [31–39].

It is by now well understood that infrared divergent contributions to scattering amplitudes are universal, and can be mapped [25] to ultraviolet divergences of correlators of Wilson line operators, which have been extensively studied both in gauge and gravity theories [24–27, 40–48]. For fixed-angle scattering amplitudes, which are the focus of the present paper, these correlators involve semi-infinite Wilson lines, pointing in the directions defined by the classical trajectories of the hard partons participating in the scattering. The renormalisation properties of such operators are encoded in the soft anomalous dimension, which is a matrix in the space of colour configurations available for the scattering process at hand. In processes involving only two Wilson lines, this reduces to the well-known cusp anomalous dimension, which is a function of the Minkowski angle between the two lines. In QCD, this function has been calculated up to two-loop order [27] (see also [49]), and progress towards a three loop result was reported in Ref. [50]. In $\mathcal{N} = 4$ Super-Yang-Mills theory it is known to three loops [33, 35], and partial results have been recently obtained at four loops [34, 36]. For multi-parton amplitudes, the soft anomalous dimension has been calculated up to two-loop order for both massless [3, 4] and massive [51–54] Wilson lines (see also [55–61]).

In the case of massless partons, the two-loop result [3, 4] turns out to be remarkably simple, replicating the colour-dipole structure of the one-loop correction. This motivated further investigations, which led to a compact ansatz (the dipole formula) for the all-order structure of infrared singularities in massless gauge theories [5–7]. The dipole formula can only receive corrections starting at three loops, with at least four hard partons. The nature of these corrections was investigated in [5–7, 30, 62–70], where they were shown to be highly constrained by non-Abelian exponentiation and Bose symmetry, as well as by the known behaviours of amplitudes in collinear limits and in the Regge limit [67, 68, 71]; recently, the first evidence for a non-vanishing correction to the dipole formula at the four-loop level was inferred in Ref. [70], using the Regge limit.

In the massive case, much of this simplicity is lost, as ‘colour tripole’ corrections,
which are forbidden to all loops in the massless case, are present already at the two-loop level [51–53]. The result for the soft anomalous dimension retains however interesting features, in particular it has a factorized form as a function of the Minkowski angles between Wilson lines. The massless limit, where the tripole correction vanishes, involves a subtle cancellation between different diagrammatic contributions, which have different analytic behaviour in the massive case.

In order to understand the structure of infrared divergences of both massive and massless partons at three loops and beyond, it is ultimately necessary to tackle the direct calculation of correlators of multiple Wilson lines at the multi-loop level. Such correlators exponentiate, and it is then clearly beneficial to be able to calculate the exponent of the correlator directly. This problem has been addressed over the past few years in a series of papers [14–17, 20, 61, 72] (see also [73]), which have developed a diagrammatic approach to the non-Abelian exponentiation of products of Wilson lines. It is then also necessary to develop techniques for carrying out the relevant Feynman integrals. Recently, there has been significant progress in this direction using configuration-space techniques both for strictly lightlike Wilson lines [37] and for non-lightlike lines [34, 36, 50, 61]. The first three-loop results involving multiple Wilson lines have been published in Ref. [61], where a class of diagrams contributing to the four-line soft anomalous dimension were evaluated. This also constitutes a step towards the determination of the three-loop soft anomalous dimension. In parallel progress has been made also on other three-loop diagrams [74] and the complete result in the lightlike limit will soon be available.

The diagrammatic approach to exponentiation can be summarized as follows. Correlators of multiple Wilson lines exponentiate, and their logarithms can be computed directly in terms of webs. The concept of web was introduced in formulating the non-Abelian exponentiation theorem in the simpler case of a Wilson loop (or two Wilson lines meeting at a cusp) in Refs. [9–11]. In this case the diagrams that contribute to the exponent are irreducible: their colour factors cannot be decomposed into products of colour factors of their subdiagrams. Importantly, irreducible diagrams are also free of ultraviolet subdivergences associated with the renormalization of the cusp. For multiple Wilson lines this classification does not hold: reducible diagrams do contribute to the exponent. Consequently, the concept of web has to be substantially generalised. This was done in Refs. [14–17, 20, 61], which generalised the non-Abelian exponentiation theorem to the multi-line case. Each web $W$ then comprises a set of Feynman diagrams $\{D\}$, which is closed under permutations of the gluon attachments to the Wilson lines; writing each diagram $D$ as a product $F(D)C(D)$, where $C(D)$ is the colour factor and $F(D)$ is the kinematic integral, one finds that the contribution of each web to the logarithm of the Wilson line correlator is given by

$$W = \sum_{D, D' \in W} F(D) R_{DD'} C(D'),$$

(1.1)

where the sum is over all pairs of diagrams $D$ and $D'$ belonging to the web $W$. Kinematic and colour factors of individual diagrams mix with each other according to a web-mixing matrix $R_{DD'}$, whose entries are rational numbers of purely combinatorial origin.\footnote{The combinatorics of web-mixing matrices have recently been related to the properties of order-
more, as shown in Ref. [20], the linear combinations of colour factors generated through the action of the mixing matrix in eq. (1.1) always correspond to connected graphs. This is the essence of the non-Abelian exponentiation theorem for multiple Wilson lines.

The calculation of the logarithm of a Wilson-line correlator at a given order in perturbation theory proceeds then by classifying the possible webs, identifying which connected colour factors they contribute to, and finally computing the corresponding kinematic integrals. The goal of the calculation is identifying the ultraviolet singularities which contribute to the anomalous dimension. This, in turn, requires introducing an infrared regulator, which can be achieved using an exponential suppression of long-distance interactions with the Wilson lines, as proposed in [16, 61]. Renormalization, and the non-commuting nature of the colour factors, imply that each web enters the anomalous dimension together with counterterms which remove its subdivergences [14–17]. The relevant combinations that determine the anomalous dimension were called subtracted webs in [61]; these integrals have just a single ultraviolet pole, and they play the same role that individual webs play in the two-line case. As a consequence, subtracted webs are independent of the infrared regulator, and they share the same symmetries as the anomalous dimension [61]. A notable example of this is crossing symmetry, which is broken by the infrared regulator for non-subtracted webs, but is restored for subtracted webs. As a consequence, subtracted webs evaluate to much simpler analytic functions as compared to the individual diagrams (or the non-subtracted webs) which build them. There is therefore a marked advantage in organising the calculation in such a way that the last integrations be performed at the level of subtracted webs, as advocated in Ref. [61].

In this paper we will discuss in detail the simplest class of webs contributing to multiple Wilson line correlators. These were dubbed “Multiple Gluon Exchange Webs” (MGEWs) in Ref. [61], where some of their properties were studied, and two non-trivial three-loop examples were computed. MGEWs can be characterized in general as those webs that arise when the Wilson line correlator is computed using only the quadratic part of the quantum Yang-Mills Lagrangian in the path integral. In diagrammatic terms, they consist of graphs where all gluons attach directly to the Wilson lines, with no interaction vertices located off the Wilson lines. The graphs generated in this way are Abelian-like, in the sense that they would also appear in QED, however there is an essential difference between the two cases: in QED the order of emission from the Wilson lines is immaterial, and one can easily show that MGEWs collectively reconstruct powers of the one-loop result; indeed, according to the exponentiation theorem, MGE diagrams are not part of the exponent in QED. In contrast, in a non-Abelian theory the ordering of gluon emission is crucial, and, as a consequence, MGEWs contribute to the exponent, where they collectively generate fully connected colour factors.

Some key features of MGEWs were uncovered in Ref. [61], based on a general analysis of the structure of their kinematic integrals, along with some physically motivated considerations concerning their analytic properties. Most notably, it was found that subtracted MGEWs can be expressed as sums of products of functions depending on individual cusp preserving maps on partially-ordered sets [18, 19].
angles. The analytic structure of these functions is best elucidated by introducing, for each pair of Wilson lines \( \{i, j\} \), variables \( \alpha_{ij} \), corresponding to the exponential of the cusp angle \( \xi_{ij} \) between the two lines, so that

\[
\xi_{ij} = \ln \alpha_{ij} = \cosh^{-1} \left( -\frac{\gamma_{ij}}{2} \right), \quad \gamma_{ij} = -\alpha_{ij} - \frac{1}{\alpha_{ij}},
\]

where \( \gamma_{ij} \) is defined as the normalized scalar product between the 4-velocities of the two Wilson lines, \( \beta_i \) and \( \beta_j \),

\[
\gamma_{ij} \equiv \frac{2 \beta_i \cdot \beta_j + i\varepsilon}{\sqrt{\beta_i^2 - i\varepsilon} \sqrt{\beta_j^2 - i\varepsilon}} = \frac{2 p_i \cdot p_j + i\varepsilon}{\sqrt{p_i^2 - i\varepsilon} \sqrt{p_j^2 - i\varepsilon}}.
\]

Here in the second equality we restored the dimensionful momenta of the partons represented by the Wilson lines, and we specified how kinematic invariants should be analytically continued.

The results for the subtracted webs considered in Ref. [61] were expressed in terms of a highly constrained set of functions, consisting of products of polylogarithms, each depending on a single \( \alpha_{ij} \). The analytic structure of these functions has been elucidated using the symbol map [75–78]: it was conjectured that the symbols of the functions entering subtracted MGEWs are built out of the restricted alphabet \( \{\alpha_{ij}, \eta_{ij} \equiv \alpha_{ij}/(1 - \alpha_{ij}^2)\} \). This alphabet, in particular, realises crossing symmetry, which in this case is expressed by the reflection \( \alpha_{ij} \rightarrow -\alpha_{ij} \). It is clear that, whilst all relevant integrals can be evaluated without going through the symbol map, its use is nevertheless invaluable in simplifying results and understanding their analytic structure.

The primary aim of this paper is to study the all-order structure of MGEWs in further detail, and to test the conjectures of Ref. [61] in a broader range of examples. Specifically, the subset of webs computed in Ref. [61], connecting the maximal number of Wilson lines accessible at two and three loops, yields integrals which are less entangled than certain MGEWs connecting a smaller number of lines at the same order; the latter, more entangled ones, are computed and analysed here in order to confirm the conjectures. With the more complete understanding of MGEWs we gain here we are able to construct an ansatz for an all-order basis of functions. These are defined through one-dimensional integrals of powers of logarithms only. This yields a very restricted set of harmonic polylogarithms [79] satisfying the alphabet conjecture and other constraints. We show that this basis is sufficient to express all the subtracted webs we compute in a compact manner, and we argue that it should be sufficient for MGEWs at higher orders as well.

The structure of the paper is as follows. Sec. 2 begins by reviewing the method to compute the soft-anomalous dimension using subtracted webs; we keep this discussion brief and we refer the reader to Refs. [17, 20, 61] for a more detailed account. In the final part of Sec. 2 we discuss the colour structure of webs using the effective vertex formulation developed in Ref. [20], and identify a new type of relations between webs comprising different numbers of Wilson lines, through a process of collinear reduction. Examples of this procedure will be given later on in the paper, where it is used as a check of the results of
specific webs. Then, in Sec. 3, we provide a general characterization of MGEWs: we give an integral representation valid for any web in this class, before subtraction, in terms of variables with a transparent physical interpretation, and we review the conjectures proposed in [61]. In Sec. 4, we explain how the basis of functions for MGEWs is constructed, and provide the necessary definitions, which will be used in what follows to express the results of the various MGEWs we compute. In the subsequent sections, we provide explicit calculations of MGEWs to substantiate our arguments; the results are also important as ingredients for the computation of the soft anomalous dimension at three loops and beyond. In Sections 4.2 and 5 we consider three-loop webs connecting two and three Wilson lines: the two-line case, already studied in [36], is interesting in this context since it provides an example of maximal entanglement of gluon insertions at this order. The results of Sect. 5 constitute another significant step forward in constructing the complete three-loop soft anomalous dimension, as well as providing an interesting comparison with the four line case of Ref. [61]. In Sec. 6, we provide for the first time the complete calculation of a four-loop subtracted web, connecting five Wilson lines. The result is in complete agreement with the conjectured all-order properties of MGEWs. Finally, in Sec. 7, we show that a specific class of highly symmetric diagrams contributing to \( n \)-line webs can be explicitly computed for any \( n \), obtaining a remarkably simple result that further substantiates our conjectures. This all-order calculation of kinematic factors further allows us to prove that a specific colour structure arising from these webs has a vanishing coefficient for any \( n \). We discuss our results and conclude in Sec. 8, while some technical details concerning the calculation of the subtracted webs that we have presented are collected in appendices.

2 Webs and the soft anomalous dimension

We begin by summarising the formalism which will be used in what follows to determine the soft anomalous dimension from webs. For a complete discussion of this material, the reader is referred to Refs. [17, 61]. In Sec. 2.2 we discuss the colour structure of webs using the effective vertex formulation developed in Ref. [20]. This section already contains some new results: we identify there a new type of relation between webs comprising different numbers of Wilson lines, through a process of collinear reduction. These relations will provide non-trivial checks of explicit calculations in the following sections.

2.1 From webs to the soft anomalous dimension

We consider the vacuum expectation value of a product of \( L \) semi-infinite Wilson lines operators, of the form

\[
S \left( \gamma_{ij}, \alpha_s(\mu), \epsilon, \frac{m}{\mu} \right) \equiv \left\langle 0 \left| \Phi_{\beta_1}^{(m)} \otimes \Phi_{\beta_2}^{(m)} \otimes \ldots \otimes \Phi_{\beta_L}^{(m)} \right| 0 \right\rangle ,
\]

where we have introduced an infrared regulator \( m \), suppressing gluon emission at large distances along each Wilson line, by defining [17, 61]

\[
\Phi_{\beta_i}^{(m)} = \mathcal{P} \exp \left[ ig \mu \int_0^{\infty} d\lambda \beta_i \cdot A(\lambda \beta_i) e^{-im\lambda \sqrt{\beta_i^2 - \epsilon}} \right] ,
\]

with

\[
\beta_i = \frac{\alpha_s(\mu)}{\pi} \left( \frac{1}{\epsilon} - \frac{1}{\log \frac{m}{\mu}} \right) ,
\]
so that one recovers the unregulated Wilson line as \( m \to 0 \). With this definition, the correlator \( S \) is finite in \( d = 4 - 2\epsilon \), for \( \epsilon > 0 \): potential collinear divergences are regulated by keeping \( \beta^2_s \neq 0 \) (spacelike or timelike, as discussed in Ref. \[61\]); infrared divergences are regulated by the exponential cutoff \( m \), and ultraviolet divergences show up as poles in \( \epsilon \) as \( \epsilon \to 0^+ \). The Wilson lines in \( S \) correspond to the classical trajectories of \( L \) partons, emanating from a hard interaction vertex at the origin. As is well-known, the ultraviolet singularities of \( S \) correspond to the infrared divergences of the corresponding multiparton scattering amplitude \[27\], which is the reason why the conventional ultraviolet anomalous dimension of \( S \) is referred to as the soft anomalous dimension. In order to compute it, we start by recalling that \( S \) is multiplicatively renormalisable \[21–24\], which means that we can define the renormalised correlator

\[
S_{\text{ren.}} \left( \gamma_{ij}, \alpha_s(\mu^2), \epsilon, \frac{m}{\mu} \right) = S \left( \gamma_{ij}, \alpha_s(\mu^2), \epsilon, \frac{m}{\mu} \right) Z \left( \gamma_{ij}, \alpha_s(\mu^2), \epsilon \right),
\]

which is finite as \( \epsilon \to 0 \). The ultraviolet divergences of the regulated correlator \( S(m) \) are the same as those that would arise in \( S(0) \), which is independent of \( \mu \) (indeed, the unregulated bare correlator \( S(0) \) is simply the unit matrix in colour space, since it is scale-less, so that all contributing Feynman diagrams vanish in dimensional regularization). This leads to the renormalisation group equation

\[
\mu \frac{d}{d\mu} Z \left( \gamma_{ij}, \alpha_s(\mu^2), \epsilon \right) = - Z \left( \gamma_{ij}, \alpha_s(\mu^2), \epsilon \right) \Gamma \left( \gamma_{ij}, \alpha_s(\mu^2) \right),
\]

which defines the soft anomalous dimension \( \Gamma \); the latter, being finite, compactly encodes the ultraviolet singularities of \( Z \), and thus of \( S \). Note that the ordering on the right-hand side of eq. (2.4) is important: both \( Z \) and \( \Gamma \) are matrix valued, and therefore do not commute in general. The solution of eq. (2.4) can be written in exponential form \[17\], as

\[
Z \left( \alpha_s, \epsilon \right) = \exp \left\{ \alpha_s \frac{1}{2\epsilon} \Gamma^{(1)} + \alpha_s^2 \left( \frac{1}{4\epsilon} \Gamma^{(2)} - \frac{b_0}{4\epsilon^2} \Gamma^{(1)} \right) + \alpha_s^4 \left( \frac{1}{6\epsilon} \Gamma^{(3)} + \frac{1}{48\epsilon^2} \Gamma^{(1)} \Gamma^{(2)} - \frac{1}{6\epsilon^2} \left( b_0 \Gamma^{(2)} + b_1 \Gamma^{(1)} \right) + \frac{b_0^2}{6\epsilon^3} \Gamma^{(1)} \right) + \alpha_s^6 \left( \frac{1}{8\epsilon} \Gamma^{(4)} + \frac{1}{48\epsilon^2} \Gamma^{(1)} \Gamma^{(3)} - \frac{b_0}{8\epsilon^2} \Gamma^{(3)} + \frac{1}{8\epsilon^2} \left( \frac{b_0^2}{\epsilon^2} - b_1 \right) \Gamma^{(2)} \right) - \frac{1}{8\epsilon^2} \left( \frac{b_0^3}{\epsilon^2} - \frac{2b_0b_1}{\epsilon} + b_2 \right) \Gamma^{(1)} - \frac{b_0}{48\epsilon^3} \left( \Gamma^{(1)} \Gamma^{(2)} \right) \} + \mathcal{O} \left( \alpha_s^5 \right),
\]

where we did not display the dependence on \( \gamma_{ij} \) for simplicity, we expanded the soft anomalous dimension \( \Gamma(\alpha_s) \) in powers of \( \alpha_s \), and \( b_n \) is the \( n \)th-order coefficient of the \( \beta \)-function. As discussed already extensively in Refs. \[17, 61\], the matrix nature of \( \Gamma^{(i)} \) entails the presence of higher-order poles in the exponent of eq. (2.5), involving commutators of lower-order contributions, even in a conformal theory where \( \beta(\alpha_s) = 0 \). At \( \mathcal{O}(\alpha_s^4) \), the genuinely new information enters in the coefficient of the single \( 1/\epsilon \) pole, \( \Gamma^{(2)} \). This can be directly computed from the unrenormalized webs as follows. First, one may write the unrenormalized
soft function as

\[
S(\alpha_s,\epsilon) = \exp \left[ w(\alpha_s,\epsilon) \right] = \exp \left[ \sum_{n=1}^{\infty} \sum_{k=-n}^{\infty} \alpha_s^n \epsilon^k w(n,k) \right],
\]

where again we omitted for simplicity the dependence on \( \gamma_{ij} \) and on the infrared cutoff \( m \): the dependence on \( m \) will in any case cancel at the level of the anomalous dimension. Note that, while the physically relevant matrix \( Z \) is a pure counterterm, \textit{i.e.} it contains only poles in \( \epsilon \), the infrared-regularized, unrenormalized correlator \( S \) has also non-singular dependence on \( \epsilon \), which plays a non-trivial role. Indeed, in the notation of eq. (2.6), the first few perturbative coefficients of the soft anomalous dimensions can be written as \cite{17}

\[
\begin{align*}
\Gamma^{(1)} &= -2w(1,-1), \\
\Gamma^{(2)} &= -4w(2,-1) - 2 \left[ w(1,-1), w(1,0) \right], \\
\Gamma^{(3)} &= -6w(3,-1) + \frac{3}{2} b_0 \left[ w(1,-1), w(1,1) \right] + 3 \left[ w(1,0), w(2,-1) \right] + 3 \left[ w(2,0), w(1,-1) \right] \\
& \quad + \left[ w(1,0), \left[ w(1,-1), w(1,0) \right] \right] - \left[ w(1,-1), \left[ w(1,-1), w(1,1) \right] \right], \\
\Gamma^{(4)} &= -8w(4,-1) + \frac{4}{3} b_0^2 \left[ w(1,2), w(1,-1) \right] + b_0 \left( -2 \left[ w(2,1), w(1,-1) \right] - \frac{8}{3} \left[ w(1,1), w(2,-1) \right] \\
& \quad + \frac{4}{3} \left[ w(1,1), \left[ w(1,0), w(1,-1) \right] \right] - \frac{2}{3} \left[ w(1,0), \left[ w(1,-1), w(1,1) \right] \right] + \frac{4}{3} \left[ w(1,-1), \left[ w(1,-1), w(1,2) \right] \right] \\
& \quad + \frac{4}{3} b_1 \left[ w(1,-1), w(1,1) \right] + 4 \left[ w(1,0), w(3,-1) \right] + 4 \left[ w(3,0), w(1,-1) \right] + 4 \left[ w(2,0), w(2,-1) \right] \\
& \quad + 2 \left[ w(1,1), \left[ w(2,-1), w(1,1) \right] \right] + \frac{8}{3} \left[ w(1,-1), \left[ w(1,1), w(2,-1) \right] \right] - \frac{4}{3} \left[ w(2,0), \left[ w(1,0), w(1,-1) \right] \right] \\
& \quad - \frac{4}{3} \left[ w(1,0), \left[ w(2,0), w(1,-1) \right] \right] + \frac{4}{3} \left[ w(1,1), \left[ w(2,1), w(1,-1) \right] \right] - \frac{4}{3} \left[ w(1,0), \left[ w(1,0), w(2,-1) \right] \right] \\
& \quad - \frac{1}{3} \left[ w(1,1), \left[ w(1,-1), \left[ w(1,0), w(1,1) \right] \right] \right] - \frac{1}{3} \left[ w(1,-1), \left[ w(1,0), \left[ w(1,0), w(1,1) \right] \right] \right] \\
& \quad + \left[ w(1,0), \left[ w(1,-1), \left[ w(1,1), w(1,1) \right] \right] \right] + \frac{1}{3} \left[ w(1,0), \left[ w(1,0), \left[ w(1,0), w(1,-1) \right] \right] \right] \\
& \quad - \frac{1}{3} \left[ w(1,1), \left[ w(1,-1), \left[ w(1,1), w(1,2) \right] \right] \right],
\end{align*}
\]

which is sufficient to calculate the soft anomalous dimension up to four-loops. Notice that the exponent \( w(\alpha_s,\epsilon) \) in eq. (2.6) is given by a sum of regularized webs \( w_i \). Similarly, all commutator subtraction in eq. (2.7) can be organized on a web-by-web basis: one must subtract from each web all appropriate commutators constructed from subdiagrams of the diagrams comprising the original web. The contributions to the soft anomalous dimension are then given by the simple pole of the chosen web, plus all simple-pole contributions from the commutator counterterms\textsuperscript{2}. This combination of simple poles was called a \textit{subtracted web} in \cite{61}. For example, at the three-loop level, and taking into account the absence of

\textsuperscript{2}Note that the commutators involve also coefficients of positive powers of \( \epsilon \) in the lower order webs. The overall power of \( \epsilon \) associated with each commutator is however \( \epsilon^{-1} \).
\[ \beta\text{-function contributions for MGEWs, subtracted webs have the structure} \]

\[ w^{(3,-1)} = w^{(3,-1)} - \frac{1}{2} \left[ w^{(1,0)}, w^{(2,-1)} \right] - \frac{1}{2} \left[ w^{(2,0)}, w^{(1,-1)} \right] - \frac{1}{6} \left[ w^{(1,0)}, w^{(1,-1)}, w^{(1,0)} \right] - \frac{1}{6} \left[ w^{(1,-1)}, w^{(1,1)}, w^{(1,-1)} \right] . \]  

(2.8)

While the separate contributions of non-subtracted webs and the corresponding commutator counterterms have higher-order ultraviolet poles, making them sensitive to the infrared regulator used to calculate the integrals, subtracted webs, which directly contribute to the soft anomalous dimension \( \Gamma^{(n)} \), are free of these artifacts [61]. Subtracted webs are the direct analogue of the webs appearing in colour-singlet two-line correlators, as originally defined in [9–11], which individually have just a single ultraviolet pole.

### 2.2 The colour structure of webs and collinear reduction

In order to compute the anomalous dimension coefficients at a given order using eq. (2.7), one must classify the independent colour factors that arise, and then determine the contributions of every web to each colour factor. The first observation is that contributions to \( \Gamma^{(n)} \) may involve up to \( (n+1) \) Wilson lines, namely

\[ \Gamma^{(n)} = \sum_{k=2}^{n+1} \Gamma^{(n)}_k , \]  

(2.9)

where, for example, \( \Gamma^{(n)}_2 \) are the coefficients of the cusp anomalous dimension. Contributions involving different numbers of Wilson lines are in principle independent, and each of them constitutes a separately gauge-invariant physical quantity. At three-loops, Ref. [61] computed MGEWs contributing to \( \Gamma^{(3)}_4 \), while in the present paper we will compute those contributing to \( \Gamma^{(3)}_k \) for \( k \leq 3 \). While \( \Gamma^{(n)}_k \) are distinct physical quantities, we will see below that certain contributions of webs that span a non-maximal number of Wilson lines, \( k \leq n \), can be deduced from webs that span a larger number of lines through a process we name \textit{collinear reduction}.

Let us start by discussing the colour structure of webs as seen through the properties of the mixing matrix \( R \) in eq. (1.1). Using the idempotence property [14, 16], a web \( W \), connecting \( L \) Wilson lines, can be conveniently expressed as

\[ W = \sum_{j=1}^{r} \left( \sum_{D} \mathcal{F}(D) Y^{-1}_{D,j} \right) \left( \sum_{D'} Y_{j,D'} C(D') \right) = \sum_{j=1}^{r} \mathcal{F}_{W,j} c^{(L)}_j , \]  

(2.10)

where \( r \) is the rank of \( R \) (which is always smaller than its dimension \( d \)) and \( Y \) is the diagonalising matrix, \( Y R Y^{-1} = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_d) \), with \( \lambda_i = 1 \) for \( i \leq r \) and \( \lambda_i = 0 \) otherwise. Thus the first \( r \) eigenvectors of \( R \), all corresponding to unit eigenvalue, determine \( r \) linear combinations of colour factors, \( c^{(L)}_j = \sum_{D'} Y_{j,D'} C(D') \), each of which is associated with a particular linear combination of kinematic integrals \( \mathcal{F}_{W,j} = \sum_{D} \mathcal{F}(D) Y^{-1}_{D,j} \) formed out of the diagrams in the web.

As mentioned above, an important property of webs is that their colour factors \( c^{(L)}_j \) correspond to connected graphs [20]. A convenient basis for these colour factors follows...
naturally from the effective vertex formalism developed in Ref. [20], and we will adopt this basis in the present paper. In this formalism, $V^{(l)}_K$ is an effective vertex representing $K$ gluon emissions from a given Wilson line $l$, and involving $K - 1$ nested commutators. In general, $V^{(l)}_K$ contains $(K - 1)!$ independent colour factors $C_{K,j}$, which are enumerated by the index $j$. For example, $V^{(l)}_2$, describing a double emission from Wilson line $l$, has a unique colour factor$^3$.

$$C_{2,1} = [T^a, T^b] = i f^{abc} T_c,$$  

while for $V^{(l)}_3$, describing triple emission from the Wilson line, there are two independent colour factors involving fully-nested commutators with different permutations,

$$C_{3,1} = [(T^a, T^b), T^c] = f^{abd} f_d^{ec} T_e,$$  

$$C_{3,2} = [(T^a, T^c), T^b] = f^{acd} f_d^{eb} T_e;$$  

the third permutation is related to the previous two by the Jacobi identity. Note that the attachment of the effective $K$-gluon-emission graph to the Wilson line involves a single generator.

Recall that the diagrams we are considering (contributing to MGEWs) correspond to the emission of individual gluons directly from the Wilson line. Connected colour factors emerge from linear combinations of these diagrams: each effective vertex $V^{(l)}_K$ picks antisymmetric combinations of the corresponding $K$ colour generators on line $l$, through $K - 1$ nested commutators. The effective vertex $V^{(l)}_K$ also associates with each colour factor $C_{K,j}$ a specific $K$-fold parameter integral along the Wilson line, involving Heaviside functions that determine the order of attachments of the $K$ gluons to the Wilson line. Explicit expressions for these effective vertex integrals may be found in Ref. [20]. In the following, we will not make direct use of these integrals. Rather, we will use the fact that they end up generating linear combinations of Feynman integrals $F(D)$ corresponding to the various diagrams $D$ in the web: these are precisely the linear combinations appearing in eq. (2.10), which are determined by the corresponding web mixing matrix. For specific webs, we shall use the results for the mixing matrices, and the corresponding eigenvectors entering eq. (2.10), which are summarised in Appendix A of Ref. [20].

For our present purposes the vertex formalism will be useful in fixing the basis of colour factors $C_j^{(L)}$. We will further see that in this language one may readily identify relations between webs involving different numbers of Wilson lines $L$. As explained in Ref. [20], connected graphs in the vertex formalism may involve one or more effective vertices on each Wilson line. When a given line features several effective vertices, their order is taken to be fully symmetrised, defining

$$\{C_1 C_2 \ldots C_n\}_+ \equiv \frac{1}{n!} \sum_{\pi \in S_n} C_{\pi_1} C_{\pi_2} \ldots C_{\pi_n}.$$  

A web is characterised by a fixed number of emissions, $n_l$, from line $l$. These $n_l$ emissions may be distributed between different effective emission vertices, and different possibilities

$^3$We use the colour-insertion operator notation [80, 81] by which $T^a_i$ represents a colour generator on Wilson line $i$ (in the appropriate representation) with adjoint index $a$. 
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result in different web colour factors $c^{(L)}_j$. Some examples are provided by figures 7, 9 and 11 below. It should be noted that further multiplicity of the web colour factors originates in the fact that each vertex $V^{(l)}_K$ has $(K-1)!$ different colour factors $C_{K,j}$ (as exemplified by eq. (2.12) for $K = 3$). In general, web colour factors can be written in terms of the effective-vertex colour factors as

$$c^{(L)}_j = \prod_{l=1}^{L} \left\{ C^{(l)}_{K_1,j_1} C^{(l)}_{K_2,j_2} \cdots C^{(l)}_{K_n,j_n} \right\}_+, \quad (2.15)$$

where the product is an outer product between colour factors on different lines, and curly brackets indicate symmetrization, according to eq. (2.14).

Here comes an important new observation: contributions to the web in eq. (2.10) in which a given line $l$ contains $v_l > 1$ effective vertices can be related to webs with a larger number of Wilson lines, where line $l$ is replaced by $v_l$ collinear Wilson lines, each of which carries one of the $v_l$ effective vertices. This conclusion follows from the fact that there is no ordering between the effective vertices, so the relevant Feynman integrals over the positions of these vertices all extend along the ray from the hard interaction to infinity. This is exactly what happens in the situation where these vertices appear on different Wilson lines. We note that in colour space the two situations are distinct, in the sense that the colour generators of vertices that occur on different lines carry different indices, while if they occur on the same line they must be in the same representation, and they multiply each other; according to the Feynman rules of Ref. [20], one then takes the symmetrized product as in eq. (2.14).

This observation implies that one can make a precise identification between contributions corresponding to particular colour structures in webs involving different numbers of Wilson lines. Let us consider a simple case: consider a web with $L$ Wilson lines, where two lines $l_1$ and $l_2$ feature, respectively, a single vertex each, $V^{(l_1)}_K$ and $V^{(l_2)}_K$; consider then the collinear limit, where the velocity vectors of the two lines coincide; this yields a contribution to the corresponding web with $L - 1$ Wilson lines, where the two vertices are placed on the same line, with the colour factor replacement

$$C_{K_1,j_1} \otimes C_{K_2,j_2} \otimes \cdots \rightarrow \{ C_{K_1,j_1}, C_{K_2,j_2} \}_+ \otimes \cdots, \quad (2.16)$$

where the dots stand for the contribution to the colour factor from the rest of the web, involving $L - 2$ Wilson lines. If the symmetry factor of the vertex diagram corresponding to the original graph differs from that of the final graph, this needs to be taken into account (an example will be given in Sec. 5). This process, which we call collinear reduction, may be generalised to the identification of multiple lines. As we will see in the following sections, it provides non-trivial checks of the final results for webs which span less than the maximal number of lines at a given order.

A corollary to this result is that starting with webs that span the largest number of Wilson lines at a given order (at three loops these are the ones connecting four legs, which were computed in Ref. [61]), and moving towards more entangled webs, where the same number of gluons connect fewer Wilson lines, the kinematic integrals corresponding
to many of the colour factors $c_j^{(L)}$ in eq. (2.10) would already be known in advance. In fact, the only contribution of a given MGEW with $n_l$ attachments to leg $l$ which cannot be deduced from other MGEWs in which the same number of gluons connects a larger number of Wilson lines, is the one corresponding to having a single effective vertex, $V_{n_l}^{(l)}$, on each line.

In the remainder of this paper we focus on the calculation of the kinematic functions for MGEWs, whose study was started in [61]. We begin in the next section by discussing the general structure of these integrals.

3 General structure of MGEW integrals

Multiple gluon exchange webs are the simplest class of webs contributing to the multiparticle soft anomalous dimension. As mentioned above, despite the Abelian-like appearance of their Feynman graphs, in a non-Abelian gauge theory they contribute to the same colour structures as do fully connected webs containing the maximal number of gluon self-interactions. Understanding MGEWs is therefore a necessary step to compute the soft anomalous at high orders; on the other hand, the relative simplicity of MGEWs makes it possible to tackle multi-loop corrections, shedding light on the general structure of infrared singularities.

A simple way to characterize MGEWs is the following; they are the webs obtained when the Wilson line correlator in eq. (2.1) is evaluated with a path integral in which the full gauge theory Lagrangian is replaced with its free counterpart, given by the set of terms that are quadratic in the gauge fields. One may write

$$S \left( \gamma_{ij}, \alpha_s(\mu), \epsilon, m_\mu \right) \bigg|_{\text{MGEW}} \equiv \int [DA] \Phi^{(m)}_{\beta_1} \otimes \Phi^{(m)}_{\beta_2} \otimes \cdots \otimes \Phi^{(m)}_{\beta_L} \exp \left\{ i S_0[A] \right\}, \quad (3.1)$$

where $S_0[A]$ comprises the classical gauge kinetic term, and the quadratic contribution to the chosen gauge fixing (we will work in Feynman gauge). Terms quadratic in matter fields and ghost fields are not included. As a consequence, $\beta$ function contributions are absent in MGEWs, and we are effectively working in a conformally invariant sector of the theory.

3.1 Feynman integral for a MGE diagram

It turns out to be possible to formally carry out a number of steps in the calculation of Feynman diagrams contributing to MGEWs in complete generality, as suggested in [61]. In order to do so we need to introduce a precise characterization of the gluon configuration for a generic MGEW diagram. First, we introduce an ordering in the set of $L$ Wilson lines, $l = 1, \ldots, L$. A given MGEW will be denoted by $(n_1, n_2, \ldots, n_L)$ where $n_i$ is the number of gluon emissions from Wilson line $i$. As an example, the diagram of Fig. 1 is part of a $(1,2,3,3,1)$ web. To further characterise a specific diagram in the web, we need to identify the order of gluon attachments to each Wilson line. Referring again to the example of Fig. 1, we introduce an ordering in the set of $n$ gluons contributing to the chosen $n$-loop Feynman diagram, in the following way: we consider each of the Wilson
Figure 1. An example of a multiple gluon exchange diagram connecting five Wilson lines at five loops; it is part of the (1,2,3,3,1) web. The lines meet at a local effective vertex representing the hard interaction. For this diagram \( \Theta_D[\{s_k, t_k\}] = \theta(t_1 > s_2) \theta(s_3 > t_2 > s_4) \theta(t_4 > s_5 > t_3) \).

By ordering the gluons in turn according to the chosen order, moving along each line starting at the far end and reaching the origin; gluons are assigned the ordering with which they are encountered in this procedure. A given gluon \( k \) is counted only once, as it is first encountered. With this assignment, we say that the \( k \)-th gluon is emitted from the Wilson line in the direction \( \beta_i(k) \) at point \( s_k \), and is absorbed by the Wilson line in the direction \( \beta_f(k) \) at point \( t_k \).

Using the coordinate space Feynman gauge gluon propagator

\[
D_{\mu\nu}^{ab}(x) = -\frac{\Gamma(1-\epsilon)}{4\pi^2-\epsilon} g_{\mu\nu} \delta^{ab} \left(-x^2 + i\epsilon\right)^{-1+\epsilon},
\]

and expanding the Wilson line operators in eq. (2.2) in powers of the coupling, one easily finds that the most general \( n \)-gluon MGE Feynman diagram \( D \), contributing to eq. (3.1) at \( n \) loops, can be written as

\[
F^{(n)}(D) = \left(g^2 \mu^2 \frac{\Gamma(1-\epsilon)}{4\pi^2-\epsilon}\right)^n \prod_{k=1}^{n} \beta_{i(k)} \cdot \beta_{f(k)} \int_0^\infty ds_k \int_0^\infty dt_k \Theta_D[\{s_k, t_k\}]
\]

\[
\prod_{k=1}^{n} \left[- \left(\beta_{i(k)} s_k - \beta_{f(k)} t_k\right)^2\right]^{-1+\epsilon} \exp\left[ -i m \sum_{k=1}^{n} \left(s_k \sqrt{\beta_{i(k)}^2 - i\epsilon} + t_k \sqrt{\beta_{f(k)}^2 - i\epsilon}\right) \right].
\]

Clearly the ordering of the attachments of the gluons on each Wilson line is essential: it is given by the function \( \Theta_D[\{s_k, t_k\}] \), which is a product of Heaviside functions assigned to
each Wilson line, with \( p - 1 \) independent \( \theta \) functions on a line with \( p \) gluon attachments\(^5\).

Following Ref. [61], we proceed by rescaling the Wilson line coordinates by defining

\[
\sigma_k = s_k \sqrt{\beta_i^{(k)}} , \quad \tau_k = t_k \sqrt{\beta_f^{(k)}} ,
\]

and furthermore we change variables by writing

\[
\sigma_k = x_k \lambda_k , \quad \tau_k = (1 - x_k) \lambda_k .
\]

In this way, \( \lambda_k \) is a measure of the overall distance of the \( k \)-th gluon from the origin, whereas \( x_k \) is an ‘angular’ variable, measuring the degree of collinearity of the \( k \)-th gluon to either the emitting (as \( x_k \to 1 \)) or the absorbing (as \( x_k \to 0 \)) Wilson lines. In terms of these variables one finds

\[
\mathcal{F}^{(n)}(D) = \left( \frac{1}{2} g^2 \mu^2 \frac{\Gamma(1 - \epsilon)}{4\pi^2 - \epsilon} \right)^n \times \int_0^\infty \prod_{k=1}^n d\lambda_k \lambda_k^{-1+2\epsilon} e^{-i(m-i\epsilon)\sum_{k=1}^n \lambda_k} \prod_{k=1}^n dx_k \gamma_k \left[ -x_k^2 - (1 - x_k)^2 + \gamma_k x_k (1 - x_k) \right]^{-1+\epsilon} \Theta_D\left\{ x_k, \lambda_k \right\} ,
\]

where \( \gamma_k \equiv \gamma_{i(k),f(k)} \) was defined in eq. (1.3). Note that the distance variables \( \lambda_k \) have been scaled out of the propagators. We keep using the symbol \( \Theta_D \) for the product of Heaviside functions, although now they are expressed in terms of the new variables.

To proceed we now extract from the diagram the overall ultraviolet singularity arising from the region where all gluons are emitted and absorbed very close to the origin. In order to do so, we change variable again expressing the \( \lambda_k \)'s as

\[
\lambda_k = (1 - y_{k-1}) \prod_{p=k}^n y_p , \quad (3.7)
\]

for \( k = 1, \ldots, n \), where we define \( y_0 = 0 \). Note that with this definition \( \sum_{i=1}^k \lambda_i = \prod_{p=k}^n y_p \), and in particular the regulator in eq. (3.6), which involves the sum of all the \( \lambda_i \), depends only on \( y_n \). The Jacobian of this change of variables is given by \( J = \prod_k y_{k-1} \), so, after performing the integral over \( y_n \), we find

\[
\mathcal{F}^{(n)}(D) = \left( -\frac{1}{2} g^2 \frac{\mu^2}{m^2} \right)^\epsilon \frac{\Gamma(1 - \epsilon)}{4\pi^2 - \epsilon} \frac{\Gamma(2n\epsilon)}{\Gamma(n\epsilon)} \prod_{k=1}^n dx_k \gamma_k \left[ x_k^2 + (1 - x_k)^2 - \gamma_k x_k (1 - x_k) \right]^{-1+\epsilon} \quad (3.8)
\]

\(^5\)Notice that eq. (3.3) applies also to the case of gluons being emitted and absorbed by the same Wilson line, corresponding to \( i(k) = f(k) \), but we will not compute such webs here.

\(^6\)For simplicity here we take the Wilson lines to be timelike, \( \beta_i^2 > 0 \) for all \( i \). Note that in this case the \(-i\epsilon \) prescription is important for the infrared regulator, and it can be implemented by taking \( m \to m - i\epsilon \), as we do below. A similar rescaling can be done for spacelike Wilson lines where \( \sqrt{\beta_i^2} = i\sqrt{|\beta_i^2|} \), and we then define \( \sigma_k = s_k \sqrt{|\beta_i^{(k)}|} \), ending up with the same final result, eq. (3.8) below.
\[ \times \int_0^1 \prod_{k=1}^{n-1} dy_k \left( 1 - y_k \right)^{-1+2\epsilon} y_k^{-1+2k\epsilon} \Theta_D\left( \{x_k, y_k\} \right) \]

\[ = \kappa^n \Gamma(2n\epsilon) \int_0^1 \prod_{k=1}^{n} dx_k \gamma_k P_\epsilon(x_k, \gamma_k) \phi^{(n)}_D(x_i; \epsilon), \]

where we defined the coefficient

\[ \kappa \equiv -\frac{1}{2} g^2 \left( \frac{\mu^2}{m^2} \right) \epsilon \frac{\Gamma(1 - \epsilon)}{4\pi^2 - \epsilon}, \]  

(3.9)

as well as the function

\[ P_\epsilon(x, \gamma) \equiv \left[ x^2 + (1 - x)^2 - x(1 - x)\gamma \right]^{-1+\epsilon}, \]  

(3.10)

related to the gluon propagator, and the kernel

\[ \phi^{(n)}_D(x_i; \epsilon) = \int_0^1 \prod_{k=1}^{n-1} dy_k \left( 1 - y_k \right)^{-1+2\epsilon} y_k^{-1+2k\epsilon} \Theta_D\left( \{x_k, y_k\} \right). \]  

(3.11)

The analysis of Ref. [61] shows\(^7\) that \( \phi^{(n)}_D(x_i; \epsilon) \) has a Laurent expansion in \( \epsilon \), \( \phi^{(n)}_D = \sum_k \phi^{(n,k)}_D \epsilon^k \), where each term \( \phi^{(n,k)}_D \) is a pure transcendental function of uniform weight \( n - 1 + k \), containing logarithms and polylogarithms, as well as Heaviside functions depending on ratios of the variables \( x_i \) or \( 1 - x_i \).

### 3.2 Feynman integral for a MGE web

The next observation [61] is that all diagrams \( D \) in a given web \( W \) have a common integral structure\(^8\) of the form of eq. (3.8): assuming that in all diagrams \( D \in W \) gluon \( k \) is exchanged between the same pair of Wilson lines, such diagrams are only distinguished by the Heaviside functions \( \Theta_D\left( \{x_k, y_k\} \right) \) representing the order of gluon attachments to the Wilson lines, hence they only differ by their kernels \( \phi^{(n)}_D(x_i; \epsilon) \). Because a web \( W \) is defined as a linear combination of the contributing diagrams \( D \in W \), one deduces that the web as a whole takes a form similar to eq. (3.8). To see this in more detail, recall that, according to eq. (2.10), every web can contribute to different colour structures \( c^j(L) \) building up the anomalous dimension, \( W^{(n)} = \sum_{j=1}^r \mathcal{F}^{(n)}_{W,j} c^{(L)}_j \), where the kinematic functions are specific linear combinations of the integrals corresponding to individual diagrams in the web,

\[ \mathcal{F}^{(n)}_{W,j}(\gamma_{ij}, \epsilon) = \sum_{D \in W} Y^{-1}_{D,j} \mathcal{F}^{(n)}(D), \]  

(3.12)

\(^7\)Similar conclusions were reached in Ref. [36], working on two-line MGEWs and using different tools.\(^8\)It is important to note that in order to combine Feynman integrals corresponding to individual diagrams, as in eq. (3.8), into the web Feynman integral, eq. (3.13) below, one must use a common set of parameters, so that \( x_k \) is associated with a given cusp angle \( \gamma_{i(k),f(k)} \) for all diagrams in the web. In practice one therefore selects one diagram \( D \), based on which one defines the ordering of the gluons, as explained using the example of Fig. 1; for any other diagram in the web, one then uses the assigned order, where gluon \( k \) is always exchanged between the same pair of Wilson lines.
and where the numerical coefficients $Y_{D,j}^{-1}$ are fixed by the web mixing matrix. One concludes that the contribution of web $W$ to the $j$-th colour structure is given by an integral similar to eq. (3.8),

$$
\mathcal{F}^{(n)}_{W,j}(\gamma_{ij}, \epsilon) = \kappa^n \Gamma(2nc) \int_0^1 \prod_{k=1}^n dx_k \gamma_k P_\epsilon (x_k, \gamma_k) \phi^{(n)}_{W,j} (x_i; \epsilon),
$$

with a web kernel given by

$$
\phi^{(n)}_{W,j} (x_i; \epsilon) = \sum_{D \in W} Y_{D,j}^{-1} \phi^{(n)}_{D} (x_i; \epsilon).
$$

Before proceeding, it is useful to contrast non-Abelian MGEWs with their much simpler Abelian counterparts. According to the Abelian exponentiation theorem only connected graphs enter the exponent, so in particular Abelian MGEWs are not part of the exponent. Instead, they are reproduced by expanding the exponential involving a single exchange between each pair of Wilson lines. Because in the Abelian theory ordering is immaterial, one simply sums all diagrams with equal weights. This sum must yield a product of the relevant one-loop integrals. The result can readily be verified from eq. (3.8): indeed

$$
\sum_{D \in W} \mathcal{F}^{(n)}_{W,j} (D) = \kappa^n \Gamma(2nc) \int_0^1 \prod_{k=1}^n dx_k \gamma_k P_\epsilon (x_k, \gamma_k) \sum_{D \in W} \phi^{(n)}_{D} (x_i; \epsilon) = \left( \kappa \Gamma(2c) \right)^n \int_0^1 \prod_{k=1}^n dx_k \gamma_k P_\epsilon (x_k, \gamma_k),
$$

where in the second line we used the fact that the sum of Heaviside functions for a MGEW gives unity, so that one can use

$$
\sum_{D \in W} \phi^{(n)}_{D} (x_i; \epsilon) = \int_0^1 \prod_{k=1}^{n-1} dy_k (1 - y_k)^{-1+2\epsilon} y_k^{-1+2\epsilon} = \frac{\Gamma(2\epsilon)^2}{\Gamma(2nc)}. \tag{3.16}
$$

As expected, eq. (3.15) is a product of one-loop integrals associated to the relevant cusp angles. The unweighted sum in eq. (3.16) is a constraint on the web kernels of any non-Abelian MGEW, providing a valuable check of explicit calculations in what follows.

### 3.3 Feynman integral for a MGE subtracted web

An important conclusion of the analysis in Ref. [61] is that the integration over the angular variables $x_k$ in eq. (3.13) is vastly simplified for subtracted webs. To this end, each web is expanded in powers of $\epsilon$, as

$$
W^{(n)} (\gamma_{ij}, \epsilon) = \alpha_s^n \sum_{k=-n}^{\infty} w^{(n,k)}(\gamma_{ij}) \epsilon^k, \tag{3.17}
$$

and then it is combined with the commutators of the webs composed by its subdiagrams, according to the pattern forming the anomalous dimension in eq. (2.7). Then, in the notation of eq. (2.8), $\Gamma^{(n)} = -2n \sum_i \overline{w}^{(n,-1)}_i$. This step relies on the fact that the commutators
build up the same colour factors and similar kinematic integrals as those of the web itself, eq. (3.13). The $O(\alpha^n, \epsilon^{-1})$ subtracted web can then be written as

$$\overline{w}^{(n,-1)}(\alpha_k) = \left(\frac{1}{4\pi}\right)^n \sum_{j=1}^{r_j} g^{(L)}_{L, j} F^{(n)}_{W,j}(\alpha_k),$$

(3.18)

where we chose to express the kinematic dependence in terms of $\alpha_k \equiv \alpha_{i(k), f(k)}$, as defined in eq. (1.2), so that for each gluon $\gamma_k = -\alpha_k - 1/\alpha_k$. Following Ref. [61], we then define the functions of the $\alpha$ variables which arise from the gluon propagators as

$$p_\epsilon(x, \alpha) \equiv -\left(\alpha + \frac{1}{\alpha}\right) \epsilon \left[q(x, \alpha)\right]^{-1+\epsilon}; \quad q(x, \alpha) \equiv x^2 + (1-x)^2 + \left(\alpha + \frac{1}{\alpha}\right) x(1-x).$$

(3.19)

Upon expanding $p_\epsilon(x, \alpha)$ in powers of $\epsilon$ we get

$$p_\epsilon(x, \alpha) = p_0(x, \alpha) \sum_{n=0}^{\infty} \epsilon^n \left[\log q(x, \alpha)\right]^n,$$

(3.20)

where

$$p_0(x, \alpha) = -\left(\alpha + \frac{1}{\alpha}\right) \frac{1}{q(x, \alpha)} = r(\alpha) \left[\frac{1}{x} - \frac{1}{1-\alpha} - \frac{1}{x + \alpha + 1-\alpha}\right],$$

(3.21)

and where the rational function $r(\alpha)$ is given by

$$r(\alpha) = \frac{1 + \alpha^2}{1 - \alpha^2}.$$  

(3.22)

Using these notations, the subtracted web kinematic function $F^{(n)}_{W,j}(\alpha_i)$ can be written as

$$F^{(n)}_{W,j}(\alpha_i) = \int_0^1 \left[\prod_{k=1}^{n} dx_k p_0(x_k, \alpha_k)\right] G^{(n)}_{W,j}(x_i, q(x_i, \alpha_i))$$

$$= \left(\prod_{k=1}^{n} r(\alpha_k)\right) \int_0^1 \left[\prod_{k=1}^{n} dx_k \left(\frac{1}{x_k - \frac{1}{1-\alpha_k}} - \frac{1}{x_k + \frac{\alpha_k}{1-\alpha_k}}\right)\right] G^{(n)}_{W,j}(x_i, q(x_i, \alpha_i))$$

$$= \left(\prod_{k=1}^{n} r(\alpha_k)\right) G^{(n)}_{W,j}(\alpha_i),$$

(3.23)

where in the first line we introduce the subtracted web kernel $g^{(n)}_{W,j}$. This function contains the finite term\(^9\) of the web kernel $\phi^{(n)}_{W,j}(x_i; \epsilon)$, along with related terms from the commutators of the relevant subdiagrams; additional contributions occur due to (multiple) poles of $\phi^{(n)}_{W,j}(x_i; \epsilon)$, related to subdivergences, which are multiplied by appropriate powers of $\log q(x, \alpha)$ from the expansion in eq. (3.20). In the second expression in eq. (3.23) we used the partial fraction form of $p_0$ introduced in eq. (3.21), which is the convenient form for performing the $x_k$ integrals. This also fixes the rational function associated with the

\(^9\)Recall that $\phi^{(n)}_{W,j}(x_i; \epsilon)$ enters at $O(\epsilon^{-1})$ due to the overall factor $\Gamma(2n\epsilon)$ in eq. (3.13).
web, which is simply a factor of $r(\alpha_k)$ for each gluon exchange. In the final expression in eq. (3.23) all the $x_k$ integrals are done, defining the function $G_{W,j}^{(n)}(\alpha_i)$.

As discussed in Ref. [61], remarkable simplifications occur at the level of eq. (3.23). These can most easily be described through the properties of the subtracted web kernel $\mathcal{G}_{W,j}^{(n)}$: this function depends on its arguments only through powers of the logarithms, $\ln(x_k), \ln(1-x_k)$ and $\ln q(x_k, \alpha_k)$, and through Heaviside functions involving ratios of the variables $x_k$. The integrals in the second line of eq. (3.23) are of a $d \log$ form. Thus, the resulting function $G_{W,j}^{(n)}(\alpha_i)$ is a pure function of transcendental weight $2n-1$. Subtracted multi-particle webs thus share the properties of two-parton webs described in Ref. [36]. It should be stressed, however, that the route by one which calculates multiparton webs is substantially different, due to the combinatorics associated with the non-trivial colour structure, and to the presence of subdivergences.

We emphasise that the absence of polylogarithms in $G_{W,j}^{(n)}$ is rather surprising: recall that polylogarithms of weight $n-1$ do occur in the $O(\epsilon^0)$ term of the non-subtracted web kernel $\phi_{W,j}^{(n)}(x_i; \epsilon)$. Ref. [61] argued that these polylog cancellations (and the related analytic properties of $G_{W,j}^{(n)}(\alpha_i)$, which we describe below) are linked with the restoration of crossing symmetry. The latter is lost at the level of non-subtracted webs, due the action of the infrared regulator in the presence of ultraviolet subdivergences, but it is recovered for subtracted webs.

The most important consequence of the purely logarithmic nature of the subtracted web kernel is that the resulting integrated function, $G_{W,j}^{(n)}(\alpha_i)$, is a sum of products of polylogarithms, each depending on a single $\alpha_k$ variable. Furthermore, these polylogarithms are very specific; their symbol alphabet is restricted to $\alpha_k$ and $1-\alpha_k^2$. The goal of the next section is to fully characterize these functions and obtain an explicit basis for them.

It should be stressed that the properties just described have been conjectured to be general, but they have not been proven. Specifically, all explicit calculations in Ref. [61] were of webs whose subtracted kernel is free of Heaviside functions, in which case the relation between the purely logarithmic nature of the kernel and the factorization property is obvious. Such a relation is less obvious when Heaviside functions occur in $G_{W,j}^{(n)}$. The number of Heaviside functions appearing in a given subtracted web kernel depends on the level of entanglement of the web: webs spanning the maximal number, $n+1$, of Wilson lines at $n$ loops are not entangled (so there is no Heaviside function after performing the $y_k$ integrals in eq. (3.11)) while those connecting fewer Wilson lines are entangled by up to $n-1$ Heaviside functions. A central goal of the present paper is to verify that the factorization property does indeed hold even for entangled webs.

4 A basis of functions for MGEWs

4.1 Constructing a basis

One of the conclusions of Ref. [61] is that the subtracted webs $(1,2,2,1)$ and $(1,1,1,3)$, connecting the maximum possible number of Wilson lines at three loops, can be written in
terms of the simple set of integrals

\[ R_0(\alpha) = \frac{1}{r(\alpha)} \int_0^1 dx p_0(x, \alpha), \]

\[ \Sigma_2(\alpha) = \frac{1}{2r(\alpha)} \int_0^1 dx p_0(x, \alpha) \ln^2 \left( \frac{x}{1-x} \right), \]

\[ U_1(\alpha) = \frac{1}{r(\alpha)} \int_0^1 dx p_0(x, \alpha) \ln \left( \frac{q(x, \alpha)}{x^2} \right), \tag{4.1} \]

\[ U_2(\alpha) = \frac{1}{4r(\alpha)} \int_0^1 dx p_0(x, \alpha) \ln^2 \left( \frac{q(x, \alpha)}{x^2} \right). \]

These integrals have an integrand consisting only of logarithms, depend upon only a single
cusp angle, and individually satisfy the alphabet constraints outlined above. It is natural
to ask whether one may construct a basis for all MGEWs, given the requirements of the
alphabet and factorization conjectures, and the limited range of elements entering the
subtracted web kernel in eq. (3.23), namely

\[ \ln \frac{q(x, \alpha)}{x^2} = \ln \left( \frac{1}{x} + \alpha - 1 \right) + \ln \left( \frac{1}{x} + \frac{1}{\alpha} - 1 \right). \tag{4.2} \]

and \( \ln \left( \frac{x}{1-x} \right) \). A first attempt could be to consider the set of functions

\[ M_{k,m}(\alpha) = \frac{1}{r(\alpha)} \int_0^1 dx p_0(x, \alpha) \ln^k \left( \frac{q(x, \alpha)}{x^2} \right) \ln^{2m} \left( \frac{x}{1-x} \right), \tag{4.3} \]

with \( k \) and \( m \) non-negative integers (note that \( q(x, \alpha) \) is symmetric under \( x \to 1-x \), and odd powers of \( \ln \left( \frac{x}{1-x} \right) \) can be eliminated in terms of ones with even powers). The functions
in eq. (4.3) have uniform weight \( 2m + k + 1 \), and they satisfy the alphabet conjecture. In
terms of these functions one finds

\[ R_0(\alpha) = M_{0,0}(\alpha), \quad U_1(\alpha) = M_{1,0}(\alpha), \]

\[ \Sigma_2(\alpha) = \frac{1}{2} M_{0,1}(\alpha), \quad U_2(\alpha) = \frac{1}{4} M_{2,0}(\alpha). \tag{4.4} \]

At least through three loops, the basis of eq. (4.3) is sufficient to describe MGEWs that
connect the maximum number of Wilson lines at a given loop order. We now wish to
check whether more entangled webs, which connect fewer lines, and thus may have leftover
Heaviside functions in their subtracted web kernel \( G_W \), will belong to the span of this basis.
To do this, we shall first consider the (2,2) web at two loops, and then the (3,3), (1,2,3),
and (2,2,2) subtracted webs at three loops. The relevant combination of effective vertices
are, respectively: \( V_1^{(2)} \), \( V_2^{(2)} \), \( V_3^{(1)} \), \( V_3^{(2)} \), \( V_1^{(1)} V_2^{(2)} \), \( V_3^{(3)} \), and \( V_2^{(1)} V_2^{(2)} V_3^{(3)} \).

Let us begin by considering the simplest example, the two-loop, two-line 2-2 web,
which is of course well-known \([27, 49]\). This web contains two diagrams: the ladder \((II)\)
and the crossed \((X)\) one. It is immediately evident, however, according to the definition
of webs for the colour-singlet case \([10, 11]\), that only the kinematic integral of the latter,
shown in Fig. 2, contributes. The web therefore evaluates to

\[ W_{(2,2)} = \left[ C(X) - C(II) \right] F(X) = \frac{1}{2} \left[ T_1^a T_1^b \right] \left[ T_2^a T_2^b \right] F(X) = \frac{N_c}{2} T_1 \cdot T_2 F(X). \tag{4.5} \]

\]
A derivation of this result using the effective vertex formalism was given in Section 3 of Ref. [20], where it was shown that the only contribution arises from a double-emission vertex \( V_2 \) on each of the two Wilson lines, each vertex having a connected colour structure given by eq. (2.11). We now proceed to consider the integral \( F(X) \). Specifically we will be interested in the simple pole of this function,

\[
F(X) = \left( \frac{\alpha_s}{4\pi} \right)^2 \left[ \frac{1}{\epsilon} F^{(2)}_{(2,2)}(\alpha) + \mathcal{O}(\epsilon^0) \right], \tag{4.6}
\]

which depends on a single kinematic variable, \( \alpha_{12} \equiv \alpha \). In the notation of eq. (3.3), one has four semi-infinite parameter integrals, two over \( s_1 \) and \( s_2 \) along line 1, and two over \( t_1 \) and \( t_2 \) along line 2, with the restrictions \( \Theta_X = \theta(s_1 - s_2) \theta(t_2 - t_1) \). Following the steps leading to eq. (3.23), we find

\[
F^{(2)}_{(2,2)}(\alpha) = \int_1^0 dx_1 \int_0^1 dx_2 p_0(x_1, \alpha) p_0(x_2, \alpha) G^{(2)}_{(2,2)}(x_1, x_2), \tag{4.7}
\]

with the kernel

\[
G^{(2)}_{(2,2)}(x_1, x_2) = \theta(x_1 - x_2) \ln \left( \frac{x_1}{1 - x_1} \frac{1 - x_2}{x_2} \right). \tag{4.8}
\]

Using \( p_0(1 - x, \alpha) = p_0(x, \alpha) \), we can write the kinematic factor in eq. (4.7) as

\[
F^{(2)}_{(2,2)}(\alpha) = 2 \int_0^1 dx_1 p_0(x_1, \alpha) \ln \left( \frac{x_1}{1 - x_1} \right) \int_0^1 dx_2 p_0(x_2, \alpha) \theta(x_1 - x_2). \tag{4.9}
\]

The second integral in eq. (4.9) does not yield an expression of the form of eq. (4.3), so we shall be forced to extend our basis. Let us proceed as follows. First we define

\[
\ln q(x, \alpha) \equiv \frac{1}{r(\alpha)} \int_0^1 dy p_0(y, \alpha) \theta(x - y) = \ln \left( \frac{1}{x + \alpha - 1} \right) - \ln \left( \frac{1}{x + \frac{1}{\alpha} - 1} \right). \tag{4.10}
\]

We may then extend our basis by defining the set of functions

\[
M_{k,l,n}(\alpha) = \frac{1}{r(\alpha)} \int_0^1 dx p_0(x, \alpha) \ln^k \left( \frac{q(x, \alpha)}{x^2} \right) \ln^l \left( \frac{x}{1 - x} \right) \ln^n q(x, \alpha). \tag{4.11}
\]
These functions have uniform weight \( w = k + l + n + 1 \), and we will see below that \( M_{k,l,n}(\alpha) \) still gives rise to the required alphabet composed of \( \alpha \) and \( \eta = \alpha / (1 - \alpha^2) \). Clearly, these functions are consistent with our constraints. Note also that \( \ln \tilde{q}(x, \alpha) \) is a natural addition to the previous basis: as shown in eq. (4.10), it is precisely the difference of the same two logarithms whose sum is given by the factor in eq. (4.2). Notice also that \( \ln \tilde{q}(x, \alpha) \) is odd under \( \alpha \to 1/\alpha \), while the full result for every web must be even, because of the relation between \( \alpha \) and \( \gamma \). Therefore if this logarithm appears raised to an odd power, the symmetry in the corresponding contribution will have to be restored by some other factor in the result, for example a factor of \( r(\alpha) \), or multiplication by another function of the basis also odd under the same transformation.

We can now revisit eq. (4.9), and express the result for the (2,2) web in terms of the basis in eq. (4.11), as

\[
\mathcal{W}^{(2)}_{(2,2)} = \left( \frac{1}{4\pi} \right)^2 \frac{N_c}{2} T_1 \cdot T_2 F^{(2)}_{(2,2)}(\alpha), \quad F^{(2)}_{(2,2)}(\alpha) = 2 r^2(\alpha) M_{0,1,1}(\alpha). \tag{4.12}
\]

By using the explicit expression for the function \( M_{0,1,1}(\alpha) \) given in Appendix A, we see that this result agrees with the calculation reported in [27, 49].

Having fixed the basis, we can readily express all previously computed subtracted webs in terms of the first few basis functions. To begin with, the functions in eq. (4.1) can be expressed in terms of eq. (4.11) as

\[
R_0(\alpha) = M_{0,0,0}(\alpha), \quad U_1(\alpha) = M_{1,0,0}(\alpha),
\]

\[
\Sigma_2(\alpha) = \frac{1}{2} M_{0,2,0}(\alpha), \quad U_2(\alpha) = \frac{1}{4} M_{2,0,0}(\alpha). \tag{4.13}
\]

\[\text{Figure 3. The (1,2,2,1) web, connecting four Wilson lines at three loops.}\]
Further, the (1,2,1) subtracted web computed in [51–54, 61] can be written as

$$\tilde{w}_{121}^{(2,1,-1)} = -i f^{abc} T^a_i T^b_j T^c_k \left( \frac{1}{4\pi} \right)^2 \frac{1}{2} r(\alpha_{ij}) r(\alpha_{jk})$$

$$\times \left( M_{0,0,0}(\alpha_{ij}) M_{1,0,0}(\alpha_{jk}) - M_{0,0,0}(\alpha_{ij}) M_{1,0,0}(\alpha_{ij}) \right),$$

(4.14)

Next, the results of the (1,2,2,1) and (1,1,1,3) subtracted webs, computed in Ref. [61], can be expressed in the new basis as follows. For the (1,2,2,1) web of Fig. 3, whose colour structure is depicted in figure 5, one finds

$$\tilde{w}_{(1,2,2,1)}^{(3)}(\alpha_{12}, \alpha_{23}, \alpha_{34}) = -\frac{1}{6} f^{abc} f^{cde} T^a_i T^b_j T^c_k T^d_l \left( \frac{1}{4\pi} \right)^3 r(\alpha_{12}) r(\alpha_{23}) r(\alpha_{34})$$

$$\times G_{(1,2,2,1)}(\alpha_{12}, \alpha_{23}, \alpha_{34}),$$

(4.15)

where

$$G_{(1,2,2,1)}(\alpha_{12}, \alpha_{23}, \alpha_{34}) = -\frac{1}{2} M_{2,0,0}(\alpha_{12}) M_{0,0,0}(\alpha_{23}) M_{0,0,0}(\alpha_{34})$$

$$- \frac{1}{2} M_{2,0,0}(\alpha_{34}) M_{0,0,0}(\alpha_{12}) M_{0,0,0}(\alpha_{23}) + M_{2,0,0}(\alpha_{23}) M_{0,0,0}(\alpha_{12}) M_{0,0,0}(\alpha_{34})$$

$$- M_{0,0,0}(\alpha_{12}) M_{1,0,0}(\alpha_{23}) M_{1,0,0}(\alpha_{34}) - M_{0,0,0}(\alpha_{34}) M_{1,0,0}(\alpha_{12}) M_{1,0,0}(\alpha_{23})$$

$$+ 2 M_{0,0,0}(\alpha_{23}) M_{1,0,0}(\alpha_{12}) M_{1,0,0}(\alpha_{34}) - 4 M_{0,2,0}(\alpha_{23}) M_{0,0,0}(\alpha_{12}) M_{0,0,0}(\alpha_{34}).$$

(4.16)

For the (1,1,1,3) web, whose colour structure is depicted in figure 5, one finds

$$\tilde{w}_{(1,1,1,3)}^{(3)}(\alpha_{14}, \alpha_{24}, \alpha_{34}) = -\frac{1}{6} T^a_i T^b_j T^c_k T^d_l \left( \frac{1}{4\pi} \right)^3 r(\alpha_{14}) r(\alpha_{24}) r(\alpha_{34})$$

$$\times \left[ f_{ade} f^{bc} G_{(1,1,1,3)}(\alpha_{14}, \alpha_{24}, \alpha_{34}) + f_{ace} f^{bd} G_{(1,1,1,3)}(\alpha_{24}, \alpha_{14}, \alpha_{34}) \right],$$

(4.17)
Figure 5. Effective vertex diagram for the (1,1,1,3) web.

where

\[ G_{(1,1,1,3)}(\alpha_{14}, \alpha_{24}, \alpha_{34}) = \frac{1}{2} M_{2,0,0}(\alpha_{14}) M_{0,0,0}(\alpha_{24}) M_{0,0,0}(\alpha_{34}) \]

\[ + \frac{1}{2} M_{2,0,0}(\alpha_{34}) M_{0,0,0}(\alpha_{14}) M_{0,0,0}(\alpha_{24}) - M_{2,0,0}(\alpha_{24}) M_{0,0,0}(\alpha_{14}) M_{0,0,0}(\alpha_{34}) \]

\[ + M_{0,0,0}(\alpha_{14}) M_{1,0,0}(\alpha_{24}) M_{1,0,0}(\alpha_{34}) - M_{0,0,0}(\alpha_{34}) M_{0,0,0}(\alpha_{24}) M_{1,0,0}(\alpha_{14}) + M_{0,0,0}(\alpha_{34}) M_{1,0,0}(\alpha_{24}) M_{1,0,0}(\alpha_{14}) \]

\[ - 2 M_{0,0,0}(\alpha_{24}) M_{1,0,0}(\alpha_{14}) M_{1,0,0}(\alpha_{34}). \]

We note that, while the weight of \( G \) is \( w = 2n - 1 \), these webs span \( n + 1 \) Wilson lines at order \( n \), involving \( n \) individual gluons, each depending on a separate \( \alpha_{ij} \). Thus the weight \( w \) is partitioned so that each term involves a function of \( w \geq 1 \) for each of the \( n \) gluons. Consequently, we only encounter functions up to weight \( w = n \). To explore the validity of the basis beyond weight 3 we need to either consider more entangled webs spanning fewer lines, where fewer, but higher weight functions enter, or explore higher loop corrections. In the following we will do both.

As a first step, we need to generate the basis functions up to weight five (this will be sufficient for the calculations we present in this paper). Before doing so, however, we must note that not all functions \( M_{k,l,n} \) are independent, and we must discuss the relevant degeneracies. As an example, in the \( n = 0 \) case one finds that

\[ M_{k,2\lambda+1,0}(\alpha) = -\sum_{r=1}^{k} \binom{k}{r} 2^{r-1} M_{k-r,2\lambda+1+r,0}(\alpha), \]

so, for \( n = 0 \), we can recursively express all the functions with odd values of \( l \), in terms of those with even values of \( l \). Similarly, we can find relations in the general case \( n \neq 0 \), by considering the symmetry under \( x \leftrightarrow 1 - x \). One verifies that

\[ M_{k,l,n}(\alpha) = \frac{1}{r(\alpha)} \int_{0}^{1} dx p_0(x, \alpha) (-1)^{l+n} \left[ \log \left( \frac{q(x, \alpha)}{x^2} \right) + 2 \log \left( \frac{x}{1-x} \right) \right]^k \]

\[ \times \left[ \log \left( \frac{x}{1-x} \right) \right]^l \left[ \log(\tilde{q}(x, \alpha)) - 2 \log(\alpha) \right]^n. \]
By expanding the integrand in eq. (4.20) we obtain then the general relation

$$M_{k,l,n}(\alpha) = (-1)^{l+n} \sum_{r=0}^{k} \sum_{s=0}^{n} \binom{k}{r} \binom{n}{s} 2^{s+r}(-1)^s \log^s(\alpha) M_{k-r,l+r,n-s}(\alpha). \quad (4.21)$$

Once again, we can express $M_{k,l,n}$, with $l+n$ odd, in terms of the basis functions with $l+n$ even, and lower weights. Using these relations it is easy to derive the set of independent functions up to any desired weight. For example, at weight two, we have the relation

$$M_{0,0,1}(\alpha) = \frac{1}{2} M_{0,0,0}(\alpha), \quad (4.22)$$

and at weight three we find

$$M_{1,1,0}(\alpha) = -M_{0,2,0}(\alpha),$$

$$M_{1,0,1}(\alpha) = -M_{0,1,1}(\alpha) + \frac{1}{2} M_{0,0,0}(\alpha) M_{1,0,0}(\alpha). \quad (4.23)$$

Using these relations to eliminate redundant entries, we give the basis functions up to weight $w = 5$ in Table 1. The table presents the symbol of each function, while explicit expressions in terms of classical and harmonic polylogarithms [79] are given in Appendix A. All functions have the required symbol alphabet; consequently, they can all be expressed in terms of harmonic polylogarithms with entries 0 and 1. A crucial question at this point is whether further extensions of our proposed basis will be required at higher orders, when more entangled webs are present. In the following, we present several examples of webs at three and four loops, providing evidence that the basis of functions in eq. (4.11) is indeed sufficient. We begin by looking at the most entangled three-loop web, the (3,3) web involving only two Wilson lines.

4.2 Testing the basis: a three-loop, two-line web

In the colour singlet channel, the (3,3) web $W_{(3,3)}$ contributes to the three-loop cusp anomalous dimension, and it could easily be computed, for example, with the techniques of Ref. [36]. For open Wilson lines, the only minor complication is that two independent colour structures arise, while of course the relevant kinematic integrals are the same. The diagrams contributing to $W_{(3,3)}$ are displayed in Fig. 6, and are denoted by (a) and (b) respectively. Using the procedure outlined in Sec. 3, it is straightforward to evaluate the contributions of the two diagrams to the web. Since these diagrams are irreducible, they each have just a single ultraviolet pole, and we define

$$\mathcal{F}(a) = \left(\frac{\alpha_s}{4\pi}\right)^3 \left[\frac{1}{\epsilon} F^{(3)}_{(3,3)}(a) + \mathcal{O}(\epsilon^0)\right], \quad \mathcal{F}(b) = \left(\frac{\alpha_s}{4\pi}\right)^3 \left[\frac{1}{\epsilon} F^{(3)}_{(3,3)}(b) + \mathcal{O}(\epsilon^0)\right]. \quad (4.24)$$

In the absence of subdivergences (in the colour singlet case, each diagram separately is a ‘web’ in the sense of Refs. [10, 11]), no subtractions are needed. The entangled nature of the diagrams, which leads to the absence of subdivergences, also implies, however, that their contributions to the web kernel involve two Heaviside functions, as we shall see explicitly below.
| w | Name       | Symbol                                      |
|---|------------|---------------------------------------------|
| 1 | $M_{0,0,0}$ | $2 \otimes \alpha$                         |
| 2 | $M_{1,0,0}$ | $-4 \alpha \otimes \eta$                   |
| 3 | $M_{0,0,2}$ | $16 \alpha \otimes \alpha \otimes \alpha$  |
|    | $M_{0,1,1}$ | $-4 \alpha \otimes \eta \otimes \alpha$   |
|    | $M_{0,2,0}$ | $4 \alpha \otimes \alpha \otimes \alpha$  |
|    | $M_{2,0,0}$ | $16 \alpha \otimes \eta \otimes \eta$     |
| 4 | $M_{1,0,2}$ | $-32 \alpha \otimes \alpha \otimes \alpha \otimes \eta$ |
|    | $M_{1,1,1}$ | $-16 \alpha \otimes \alpha \otimes \alpha \otimes \alpha + 8 \alpha \otimes \eta \otimes \alpha \otimes \eta + 8 \alpha \otimes \eta \otimes \eta \otimes \alpha$ |
|    | $M_{1,2,0}$ | $-8 \alpha \otimes \alpha \otimes \alpha \otimes \eta - 8 \alpha \otimes \eta \otimes \alpha \otimes \alpha$ |
|    | $M_{3,0,0}$ | $-96 \alpha \otimes \eta \otimes \eta \otimes \eta$ |
| 5 | $M_{0,0,4}$ | $768 \alpha \otimes \alpha \otimes \alpha \otimes \alpha \otimes \alpha$ |
|    | $M_{0,1,3}$ | $-96 \alpha \otimes \alpha \otimes \alpha \otimes \eta \otimes \alpha - 96 \alpha \otimes \alpha \otimes \alpha \otimes \alpha \otimes \alpha - 96 \alpha \otimes \eta \otimes \alpha \otimes \alpha \otimes \alpha$ |
|    | $M_{0,2,2}$ | $96 \alpha \otimes \alpha \otimes \alpha \otimes \alpha \otimes \alpha + 32 \alpha \otimes \eta \otimes \alpha \otimes \eta \otimes \alpha$ |
|    | $M_{0,3,1}$ | $-24 \alpha \otimes \alpha \otimes \alpha \otimes \eta \otimes \alpha \otimes \alpha \otimes \alpha - 24 \alpha \otimes \eta \otimes \alpha \otimes \alpha \otimes \alpha \otimes \alpha$ |
|    | $M_{0,4,0}$ | $48 \alpha \otimes \alpha \otimes \alpha \otimes \alpha \otimes \alpha$ |
|    | $M_{2,0,2}$ | $128 \alpha \otimes \alpha \otimes \alpha \otimes \eta \otimes \eta$ |
|    | $M_{2,1,1}$ | $64 \alpha \otimes \alpha \otimes \alpha \otimes \alpha \otimes \eta + 32 \alpha \otimes \alpha \otimes \eta \otimes \alpha \otimes \alpha + 32 \alpha \otimes \eta \otimes \alpha \otimes \alpha \otimes \alpha$ |
|    | $M_{2,2,0}$ | $-32 \alpha \otimes \eta \otimes \alpha \otimes \eta \otimes \eta - 32 \alpha \otimes \alpha \otimes \eta \otimes \alpha \otimes \eta \otimes \alpha - 32 \alpha \otimes \alpha \otimes \alpha \otimes \eta \otimes \eta \otimes \alpha$ |
|    | $M_{4,0,0}$ | $768 \alpha \otimes \eta \otimes \eta \otimes \eta \otimes \eta \otimes \eta$ |

Table 1. Symbols of all the linearly independent functions of the MGEW basis of eq. (4.11), up to weight $w = 5$. We use the shorthand notation $\eta = \alpha / (1 - \alpha^2)$.

For open Wilson lines (that is to say, when the hard interaction vertex is not a colour singlet), one finds that the (3,3) web involves two independent colour structures. Working in the effective colour vertex basis, the result can be written as

$$
\mathcal{W}^{(3)}_{(3,3)}(\alpha) = \left( \frac{1}{4\pi} \right)^3 \frac{1}{4} \left[ - \int f_{\alpha\beta\gamma} f_{\alpha\delta\epsilon} \left\{ T^a_i \cdot T^a_j \right\} \left\{ T^b_j \cdot T^b_j \right\} F^{(3)}_{V_1 V_2}(\alpha) \right. 
+ N_c^2 T_i \cdot T_j F^{(3)}_{V_3 V_3}(\alpha),
\right] 
\tag{4.25}
$$

where the first term involves the symmetric combination of a single emission vertex and a double emission vertex on each line, while the second term has one triple emission vertex per line. These two colour structures are depicted in Fig. 7. The linear combinations of kinematic integrals corresponding to each colour structure can be easily computed from
Figure 6. The two diagrams contributing to the (3,3) web at the three loop order. Diagram (a) has a twin under the symmetry swapping the two Wilson lines; its kinematic integral yields the same function as (a).

Figure 7. The elements of the (3,3) web in the effective vertex formalism. The diagram on the left hand side, where each Wilson line features a (symmetrized) pair of $V_2$ and $V_1$ vertices, can be obtained from the (1,2,2,1) web of figure 4 upon taking collinear limits, as explained in the text.

the corresponding web mixing matrix [20], and one finds

$$ F^{(3)}_{(V_1V_2)\pm(V_1V_2)\pm}(\alpha) = 2 F^{(3)}_{(3,3),a}(\alpha) + F^{(3)}_{(3,3),b}(\alpha), $$

$$ F^{(3)}_{V_1V_2}(\alpha) = F^{(3)}_{(3,3),a}(\alpha) + \frac{3}{2} F^{(3)}_{(3,3),b}(\alpha), \quad (4.26) $$

where $F^{(3)}_{(3,3),j}(\alpha)$ with $j = a, b$ denotes the contributions of the two diagrams in Fig. 6.
Following the steps described in Sec. 3, we get

\[ F^{(3)}_{(3,3),j}(\alpha) = \int_0^1 dx \int_0^1 dy \int_0^1 dz p_0(x, \alpha) p_0(y, \alpha) p_0(z, \alpha) G^{(3)}_{(3,3),j}(x, y, z) \]  

(4.27)

with the kernels

\[ G^{(3)}_{(3,3),a}(x, y, z) = - \frac{4}{3} \ln^2 \left( \frac{x - 1 - z}{z} \right) \theta(z - x) \theta(y - z), \]

\[ G^{(3)}_{(3,3),b}(x, y, z) = - \frac{4}{3} \ln \left( \frac{z - x}{1 - x - z} \right) \ln \left( \frac{y - 1 - z}{1 - y - z} \right) \theta(y - x) \theta(z - y). \]  

(4.28)

Using eqs. (4.27) and (4.28) with the combination \( F^{(3)}_{(3,3),j}(\alpha) \) from (4.26), yields

\[ F^{(3)}_{(V_1 V_2)_{+}(V_1 V_2)_{+}}(\alpha) = - \frac{2}{3} r^3(\alpha) M_{0,2,0}(\alpha) M^2_{0,0,0}(\alpha), \]

(4.29)

which is the final answer for this component of the (3,3) web in eq. (4.25).

According to the general reasoning outlined in Sec. 2.2, we expect this result to be reproduced by a two-fold collinear reduction process starting with the (1,2,2,1) web. Specifically, in Fig. 4 we must take Wilson line 1 to be collinear to Wilson line 3, and line 4 to be collinear to line 2. It is clear that in this limit the diagram degenerates to reproduce the first configuration in Fig. 7, provided we take the symmetrized product of the colour factors of the two vertices on each line according to eq. (2.16). Considering eq. (4.15), taking the limit requires identifying \( \alpha_{12} \) and \( \alpha_{34} \) with \( \alpha_{23} \), which we denote in the context of the (3,3) web as \( \alpha \). This yields

\[ w_{(1,2,2,1)}(\alpha_{12}, \alpha_{23}, \alpha_{34}) \rightarrow - \frac{1}{6} f_{abc} f_{cde} \frac{1}{2} \left\{ T_{i1}^e, T_{j1}^e \right\} \frac{1}{2} \left\{ T_{k2}^f, T_{l2}^f \right\} \]

\[ \times \left( \frac{1}{4\pi} \right)^3 r^3(\alpha) G_{(1,2,2,1)}(\alpha, \alpha, \alpha), \]

(4.30)

where \( G_{(1,2,2,1)}(\alpha, \alpha, \alpha) \) was defined in eq. (4.16). It is easy to check that this collinear reduction result exactly reproduces the first term in eq. (4.25), with the kinematic function obtained in eq. (4.29) through a direct calculation.

Notice that a direct calculation of the (subtracted) web yields in general a combination of polylogarithms that may not be immediately identified in terms of our basis functions. In order to express the results in terms of the basis, it is very useful to construct the symbol of the result, and then use the properties of the symbol map \([75–77]\), and more generally of the co-product structure described in Ref. [78]. We emphasise that the use of these algebraic methods to manipulate polylogarithmic functions is merely an intermediate step, as the final goal is always to find the result for the subtracted web as an analytic function, written as a sum of products of basis elements \( M_{k,l,n} \) with numerical rational coefficients.

In the case of eq. (4.29), the symbol is very simple

\[ S \left[ \frac{1}{r^3(\alpha)} F^{(3)}_{(V_1 V_2)_{+}(V_1 V_2)_{+}}(\alpha) \right] = - \frac{640}{3} \alpha \otimes \alpha \otimes \alpha \otimes \alpha \otimes \alpha. \]  

(4.31)
Note however that the identification of the result, at function level, in terms of the basis is not fully determined by the symbol: for example, in addition to the correct result in eq. (4.29), also $M_{0,0,0}^3(\alpha)$ has a symbol proportional to eq. (4.31). This illustrates the well known fact that the symbol is not sufficient to control lower-weight functions multiplied by transcendental constants such as $\zeta(n)$. Such terms however can be easily recovered using the co-product technique, along with a numerical evaluation of the integrals.

We can now turn to the more interesting case of the $V_3V_3$ colour structure, which is novel, in the sense that it cannot be derived from collinear reduction of less entangled webs. It is not obvious a priori that our proposed basis suffices for this kinematic function, since now two integrals over the ‘propagator’ functions $p_0$ are cut off by the Heaviside functions appearing in eq. (4.28). Having two Heaviside functions, this web is clearly more entangled than the ones considered so far, thus providing a non-trivial test of the generality of the basis.

It is not difficult to perform the required integrals, yielding, as expected, a combination of polylogarithms of uniform weight $w = 5$. In order to map the result to our basis, we compute the symbol, which is given by

$$S\left[ \frac{1}{r^3(\alpha)} F_{V_3V_3}^{(3)}(\alpha) \right] = -\frac{64}{3} \left[ 4 \left( \alpha \otimes \eta \otimes \eta \right) + \alpha \otimes \eta \otimes \alpha \otimes \eta \otimes \alpha \right].$$

Expressing the result in our basis is now an algebraic problem. We find that the $M_{k,l,n}$ basis is sufficient to express the $V_3V_3$ function, and the resulting expression is

$$F_{V_3V_3}^{(3)}(\alpha) = -\frac{4}{3} r^3(\alpha) \left[ \frac{1}{4} M_{0,0,0}^2(\alpha) M_{2,0,0}(\alpha) - \frac{1}{4} M_{0,0,0}(\alpha) M_{1,0,0}(\alpha) + M_{0,0,0}(\alpha) M_{1,1,1}(\alpha) \right. $$

$$- M_{0,1,1}(\alpha) M_{1,0,0}(\alpha) + \frac{3}{2} M_{0,2,2}(\alpha) - \frac{1}{4} M_{1,1,1}(\alpha) M_{0,2,0}(\alpha) + \frac{1}{48} M_{0,0,0}(\alpha) \right].$$

For future reference, let us summarise the results we obtained for MGEWs in the two-line case, with arbitrary colour exchange at the cusp, at the level of the anomalous dimension. We find

$$\alpha_s F_2^{(1)}(\alpha) \bigg|_{(1,1)} = \frac{\alpha_s}{\pi} T_1 \cdot T_2 r(\alpha) \ln(\alpha)$$

$$\alpha_s^2 F_2^{(2)}(\alpha) \bigg|_{(2,2)} = -4 \left( \frac{\alpha_s}{4\pi} \right)^2 N_c T_1 \cdot T_2 r^2(\alpha) M_{0,1,1}(\alpha)$$

$$\alpha_s^3 F_2^{(3)}(\alpha) \bigg|_{(3,3)} = -\frac{3}{2} \left( \frac{\alpha_s}{4\pi} \right)^3 \left[ - f_{abc} f_{cde} \left\{ T_1^a T_1^c \right\} \left\{ T_2^b T_2^d \right\} F_{V_3V_3}^{(3)}(\alpha) \right.$$  

$$+ N_c^2 T_1 \cdot T_2 F_{V_3V_3}^{(3)}(\alpha) \bigg],$$

with the two functions in the three-loop result given in Eqs. (4.29) and (4.33). The results agree with previous calculations. In particular, at the three-loop level, the result for the colour singlet projection of the (3,3) web can be read off from eq. (28) in Ref. [33]: it is

\[ \cdots \]
given by the coefficient of $\xi^3$ in that expression\textsuperscript{10}. In order to project our result (4.25) onto the colour singlet case, we simply need to substitute $T_2 = -T_1$, which guarantees colour conservation at the cusp. The three-loop result is

$$
\alpha_s^3 \Gamma^{(3)}(\alpha) \bigg|_{(3,3)} = \frac{3}{2} \left( \frac{\alpha_s}{4\pi} \right)^3 N_c^2 C_R \left[ \frac{1}{2} F^{(3)}_{(V_1 V_2) + (V_1 V_2)}(\alpha) + F^{(3)}_{V_1 V_3}(\alpha) \right],
$$

where $C_R$ is the quadratic Casimir eigenvalue of representation $R$, corresponding to $T_i \cdot T_i$. The result is in full agreement with Ref. [33].

### 5 Results for three-loop, three-line webs

In this section, we present the calculation of the three-loop, three-line webs of Figs. 8 and 10, and the corresponding contributions to the soft anomalous dimension. While the calculations are lengthy, they closely follow the steps described in Sec. 2: we can therefore concentrate on the results and on the role of the basis functions defined in Sec. 4 above. The most important intermediate steps are summarised in two appendices, Appendix B for the (2,2,2) web and Appendix C for the (1,2,3) web. We choose our conventions so that both webs connect lines 1, 2 and 3, counting clockwise from top-left in Figs. 8 and 10. A suitable basis for the colour factors of all three-loop three-line webs is [20]

\begin{align}
    c^{(3)}_1 &= \{T^a_1, T^b_1\} T^c_2[T^d_3, T^e_3], \\
    c^{(3)}_2 &= [T^a_1, T^b_1]\{T^c_2, T^d_3\}[T^e_3, T^f_3], \\
    c^{(3)}_3 &= [T^a_1, T^b_1][T^c_2, T^d_3]\{T^e_3, T^f_3\}, \\
    c^{(3)}_4 &= [T^a_1, T^b_1][T^c_2, T^d_3][T^e_3, T^f_3].
\end{align}

Note that terms with more than one anticommutator cannot occur because they would correspond to disconnected colour diagrams.

#### 5.1 The (2,2,2) web

The (2,2,2) web potentially contributes to all four colour factors in the basis of eq. (5.1). As a consequence, one may write the unsubtracted web as

$$
W^{(2,2,2)}(\alpha_{12}, \alpha_{23}, \alpha_{13}) = \sum_{i=1}^{4} c^{(3)}_i F^{(2,2,2);i}(\alpha_{12}, \alpha_{23}, \alpha_{13}, \epsilon).
$$

The combinations of kinematic factors accompanying each colour factor are collected in Table 2. These form the web kernel, which is then combined with appropriate commutators, to form the subtracted web. We present the details of this calculation in appendix B, while here we discuss the results.

\textsuperscript{10}The calculation in [33] is done for $\mathcal{N} = 4$ Super Yang-Mills theory, with supersymmetric Wilson lines, but one may extract the Yang-Mills limit by choosing the directions of the scalar fields in the internal space on the two Wilson lines to be perpendicular to each other, in which case $\xi$ maps to our rational factor $r(\alpha)$. The highest power of $r(\alpha)$ is fully determined by MGEWs, and at three loops by the (3,3) web alone.
Using the specified colour basis the subtracted web takes the form
\[
\bar{w}_{(2,2,2)}(\alpha_{12}, \alpha_{23}, \alpha_{13}) = \left(\frac{1}{4\pi}\right)^3 \sum_{i=1}^{4} c_i^{(3)} F_{(2,2,2);i} (\alpha_{12}, \alpha_{23}, \alpha_{13}) ,
\]
(5.3)
where
\[
F_{(2,2,2);i} (\alpha_{12}, \alpha_{23}, \alpha_{13}) = \int_0^1 dx_1 dx_2 dx_3 p_0(x_1, \alpha_{12}) p_0(x_2, \alpha_{23}) p_0(x_3, \alpha_{13}) \times G_{(2,2,2);i} (x_1, x_2, x_3, q(x_1, \alpha_{12}), q(x_2, \alpha_{23}), (x_3, \alpha_{13})) .
\]
(5.4)
The subtracted web kernels \(G_{(2,2,2);i}\), defined in eq. (3.23), will be given below. Note that, in contrast to the two-line cases analysed in the previous section, where \(G_W\) depends only on the \(x_i\) variables, here the subtracted web kernel depends on \(q(x_i, \alpha_{ij})\) as well: this dependence is related to the presence of subdivergences in these webs. We will see that the subtracted web kernels depend on their arguments via powers of logarithms only, as anticipated in Ref. [61]. This simple structure emerges through the cancellation of all polylogarithms amongst the various diagrams and commutators, when the subtracted web kernel is assembled (see for example eq. (B.3) and eqs. (B.8) through (B.10), respectively). This simplification is responsible for the factorized structure of the final result.

To express the subtracted web kernels in compact form, we define the logarithmic functions
\[
L_{ij} \equiv \log \left(\frac{q(x_i, \alpha_{ij})}{x_i^2}\right) ; \quad R_i \equiv \log \left(\frac{x_i}{1-x_i}\right) .
\]
(5.5)
In terms of these functions, the subtracted web kernels associated to the first three colour factors are
\[
G_{(2,2,2),1}^{(3)} = \frac{1}{3} \left[ R_2^2 - \frac{1}{4} L_{23}^2 + \frac{1}{8} L_{12}^2 + \frac{1}{8} L_{31}^2 + \frac{1}{4} L_{12} L_{23} - \frac{1}{2} L_{31} L_{12} + \frac{1}{4} L_{23} L_{31} \right] ,
\]
The second and third kinematic contributions may be obtained via

\[
F_{(2,2,2),2}^{(3)}(\alpha_{12}, \alpha_{23}, \alpha_{13}) = F_{(2,2,2),1}^{(3)}(\alpha_{23}, \alpha_{13}, \alpha_{12}),
\]

\[
F_{(2,2,2),3}^{(3)}(\alpha_{12}, \alpha_{23}, \alpha_{13}) = -F_{(2,2,2),1}^{(3)}(\alpha_{13}, \alpha_{12}, \alpha_{23}),
\]
as follows from the symmetry of the web, and the relabelling of the colour factors in eq. (5.1). Finally, the fourth kinematic factor vanishes

\[ F_{(2,2,2),4}^{(3)} = 0, \]  

(5.10)
as is clear from the vanishing of the subtracted web kernel in eq. (5.7). One may note that the subtracted kernels \( G_{(2,2),i}^{(3)} \) do not contain any Heaviside function, despite the fact that individual diagrams (given in Appendix B) contain one for every Wilson line. As a consequence, only a subclass of the basis functions is relevant: those without any power of \( \ln \tilde{q}(x, \alpha) \).

Let us now discuss the collinear reduction process, following Sec. 2.2, in the context of the (2,2,2) web. We will see that the above results can be derived from the (1,2,2,1) web of Fig. 4. Indeed, upon taking external lines 1 and 4 to be collinear, one ends up with the diagram of Fig. 9(a), involving a symmetric combination of one-gluon vertices on line 1. Applying the collinear reduction according to eq. (2.16), the colour factor corresponds to \( c_1^{(3)} \) of eq. (5.1). Eqns. (4.15) and (4.16), with \( \alpha_{34} \rightarrow \alpha_{13} \), then yield

\[
\begin{align*}
\bar{w}_{(1,2,2,1)}^{(3)}(\alpha_{12}, \alpha_{23}, \alpha_{34}) & \rightarrow \frac{1}{6} f_{abc} f_{cde} \left\{ \frac{1}{2} \left\{ T_1^a, T_1^d \right\} T_2^b T_3^c \left( \frac{1}{4\pi} \right)^3 r(\alpha_{12}) r(\alpha_{23}) r(\alpha_{31}) \right. \\
& \quad \times G_{(1,2,2,1)}^{(3)}(\alpha_{12}, \alpha_{23}, \alpha_{31}) \\
& = -c_1^{(3)} \frac{1}{12} \left( \frac{1}{4\pi} \right)^3 r(\alpha_{12}) r(\alpha_{23}) r(\alpha_{31}) G_{(1,2,2,1)}^{(3)}(\alpha_{12}, \alpha_{23}, \alpha_{31}),
\end{align*}
\]  

(5.11)

which indeed agrees with eq. (5.8). The contributions to the colour factors \( c_2^{(3)} \) and \( c_3^{(4)} \) arise from permuting external lines in Fig. 4, as was done in eq. (5.9), so clearly these can also be obtained via collinear reductions of the (1,2,2,1) web. The only contribution that cannot be generated in this way is the effective vertex diagram of Fig. 9(d), which features a \( V_2 \) vertex on all three lines. As explained in Sec. 2, diagrams which feature a single effective vertex on each line constitute the genuinely new information in a given web, that cannot be obtained from collinear reductions of webs connecting more external lines. In the present case, however, the colour factor of the diagram in Fig. 9(d) is the fully antisymmetric combination \( c_4^{(3)} \), and we have seen above that the kinematic function associated with this colour structure vanishes. The reason for this is that the kinematic function associated with \( c_1^{(3)} \) involves only diagrams \( A \) and \( B \) in Fig. 8, in the antisymmetric combination \( F(A) - F(B) \). Diagrams \( A \) and \( B \), which were referred to as Escher staircase diagrams in Ref. [14], are special for several reasons: they are highly symmetric, they are chiral enantiomers of each other, and they are fully irreducible: one cannot shrink any gluon to the origin without also pulling in the others. Therefore, they have no subdivergences, and they do not need any commutator counterterms. Finally, their kinematic parts are equal, so that the antisymmetric combination vanishes.

Because these diagrams do not have any subdivergences, their ultraviolet pole can be computed in isolation, yielding a regularization-independent result. The first computation of the staircase diagram \( A \) of the (2,2,2) web in Fig. 8 was performed by Johannes Henn using a cutoff regularization [36]. We would like to thank Johannes Henn for a very useful exchange in this regard.
Figure 9. Effective vertex diagrams for the (2,2,2) web. The first three cases, a, b and c, can be obtained via collinear reduction from the (1,2,2,1) web of figure 4 and its permutations.

In Sec. 7, we will be able to construct the kinematic integrals of the Escher staircases to all loop orders, and we will prove that a similar cancellation (though with slightly different mechanisms for even and odd numbers of gluons) happens for any number of gluons. More precisely, we will show that, out of \( n + 1 \) colour structures sampled by the \( (2^n) \) web, the only one which cannot be obtained from collinear reduction of \( (1, 2^{n-1}, 1) \) webs, which corresponds to a product of \( n \) effective vertices of type \( V_2 \), receives contributions only from the two Escher staircases which are present for any \( n \), and these contributions cancel, so that the corresponding kinematic function vanishes. Note however that this discussion does not imply that staircase diagrams do not enter the exponent at all. Indeed, as can be seen in Table 2, they do contribute to the colour factors \( c_i^{(3)} \), with \( 1 \leq i \leq 3 \).

5.2 The (1,2,3) web

In this section we focus on the (1,2,3) web of Fig. 10. Analogously to the (2,2,2) web of the previous section, one may write the unsubtracted web as

\[
W_{(1,2,3)}(\alpha_{13}, \alpha_{23}) = \sum_{i=1}^{4} c_i^{(3)} \mathcal{F}_{(1,2,3),i}(\alpha_{13}, \alpha_{23}, \epsilon). \tag{5.12}
\]

The combinations of kinematic functions of individual diagrams required for each colour factor are collected in Table 3, and the details of the calculation of the subtracted web may be found in Appendix C. Here we quote the results.

Note first that according to Table 3 this web, in the present basis, has no projection on the \( c_1^{(3)} \) colour factor. We can therefore consider only the three components \( c_i^{(3)} \) for
Figure 10. The (1,2,3) web connecting three Wilson lines at three-loop order.

| Colour Factor | Kinematic Feynman Integral $F_{(1,2,3),i}$ |
|---------------|-----------------------------------------|
| $c_1^{(3)}$   | 0                                       |
| $c_2^{(3)}$   | $\frac{1}{12}(2A - B - C - D + 2E - F)$ |
| $c_3^{(3)}$   | $-\frac{1}{12}(4A + B + C + D - 2E + F)$ |
| $c_4^{(3)}$   | $-\frac{1}{2}(B - C)$                   |

Table 3. Kinematic Feynman integrals accompanying each connected colour factor for the (1,2,3) web of Fig. 10, where $A \equiv F(A)$, etc.

$i = 2, 3, 4$. The subtracted web is given by

$$\bar{w}_{(1,2,3)}(\alpha_{13}, \alpha_{23}) = \left(\frac{1}{4\pi}\right)^3 \sum_{i=2}^{4} c_i^{(3)} F_{(1,2,3);i}(\alpha_{13}, \alpha_{23}),$$

where

$$F_{(1,2,3);i}(\alpha_{13}, \alpha_{23}) = \int_0^1 dx_1 dx_2 dx_3 p_0(x_1, \alpha_{13}) p_0(x_2, \alpha_{23}) p_0(x_3, \alpha_{23})$$

$$\times G_{(1,2,3);i}(x_1, x_2, x_3, q(x_1, \alpha_{13}), q(x_2, \alpha_{23}), q(x_3, \alpha_{23})).$$

The subtracted kernels are

$$G_{(123),2}^{(3)} = \frac{1}{3} \left[ \frac{1}{8} L_{13}^2 - \frac{1}{8} L_{23}^2 + \frac{1}{4} L_{23} L_{32} - \frac{1}{4} L_{13} L_{23} \right],$$

$$G_{(123),3}^{(3)} = -\frac{1}{3} \left[ \frac{1}{4} L_{23} L_{13} - \frac{1}{4} L_{23} L_{32} + \frac{1}{8} L_{23}^2 - \frac{1}{8} L_{13}^2 - R_2^2 \right],$$

(5.15)
\[
\mathcal{G}_{(1,2,3),4}^{(3)} = \frac{2}{3} \theta(x_2 - x_3) \left[ 2L_{13}R_2 + L_{23}(R_3 - R_2) - \log^2 \left( \frac{x_2}{x_3} \right) + \log \left( \frac{x_2}{x_3} \right) \log \left( \frac{1 - x_2}{1 - x_3} \right) \right],
\]

where we used the definitions in eq. (5.5). As a consequence of the presence of two entangled gluons spanning the cusp between lines 2 and 3, all subtracted kernels have a leftover Heaviside function; for the first two colour structures, it has been eliminated using symmetries of the integrand in the variables \((x_1, x_2, x_3)\), while this cannot be done for the coefficient of \(c_4^{(3)}\). This not withstanding, the final integration can be performed, and the result can be expressed in terms of our basis functions. Indeed, given the above subtracted kernels, we find

\[
F_{(1,2,3),2}^{(3)}(\alpha_{13}, \alpha_{23}) = \frac{1}{12} r(\alpha_{13}) r^2(\alpha_{23}) \left[ \frac{1}{2} M_{2,0,0}(\alpha_{13}) M_{0,0,0}(\alpha_{23}) - \frac{1}{2} M_{2,0,0}(\alpha_{13}) M_{0,0,0}(\alpha_{23}) + M_{0,0,0}(\alpha_{13}) - M_{0,0,0}(\alpha_{23}) \right],
\]

(5.16a)

\[
F_{(1,2,3),3}^{(3)}(\alpha_{13}, \alpha_{23}) = -\frac{1}{12} r(\alpha_{13}) r^2(\alpha_{23}) \left[ -\frac{1}{2} M_{2,0,0}(\alpha_{13}) M_{0,0,0}(\alpha_{23}) + \frac{1}{2} \left( M_{2,0,0}(\alpha_{23}) - 8 M_{0,2,0}(\alpha_{23}) \right) M_{0,0,0}(\alpha_{13}) M_{0,0,0}(\alpha_{23}) \right] + M_{0,0,0}(\alpha_{13}) M_{1,0,0}(\alpha_{23}) M_{0,0,0}(\alpha_{23}) \right],
\]

(5.16b)

\[
F_{(1,2,3),4}^{(3)}(\alpha_{13}, \alpha_{23}) = \frac{4}{3} r(\alpha_{13}) r^2(\alpha_{23}) \left[ M_{0,1,1}(\alpha_{23}) M_{1,0,0}(\alpha_{13}) + \frac{1}{8} \left( M_{1,0,0}(\alpha_{23}) M_{0,0,0}(\alpha_{13}) - M_{0,0,0}(\alpha_{23}) M_{2,0,0}(\alpha_{23}) - \frac{1}{12} M_{0,0,0}(\alpha_{23}) + 2 M_{0,0,0}(\alpha_{23}) M_{0,2,0}(\alpha_{23}) \right) M_{0,0,0}(\alpha_{13}) \right].
\]

(5.16c)

As for the \((2,2,2)\) web, and the MGEWs discussed in the previous section, these results are fully consistent with our expectations: the kinematic functions entering the anomalous dimension take the form of a sum of products of polylogarithmic functions of individual cusp angles, consistently with the factorization conjecture of Ref. [61], and these functions all belong to the basis of eq. (4.11). The way this is realised in the case of the \((1,2,3)\) web is non-trivial: this web includes two cusp angles and these are entangled in individual diagrams due to three Heaviside functions. We find again that polylogarithms appear in the kernel of individual diagrams and in the unsubtracted web, but not in the subtracted web kernel. Furthermore, the only Heaviside function surviving in the subtracted web kernel \(\mathcal{G}_{(1,2,3),4}^{(3)}\) in eq. (5.15) relates two of the angular integrations associated with the same kinematic variable \(\alpha_{23}\), and therefore is consistent with the factorization property.

We conclude by discussing the constraints provided by collinear reduction. As for the \((2,2,2)\) web discussed above, one may obtain certain components of the \((1,2,3)\) web from
collinear reductions of webs connecting four Wilson lines. Two of the three components of eq. (5.13) can be obtained this way: the component associated with the colour factor \( c_2^{(3)} \) corresponds, in the effective vertex description, to diagram (a) in Fig. 11, and can be obtained by collinear reduction from the (1,1,3,1) web, while the component associated with colour factor \( c_3^{(3)} \) corresponds to diagram (b) in Fig. 11, and can be obtained by collinear reduction from the (1,2,2,1) web. The component of \( c_4^{(3)} \) corresponds, in turn, to diagram (c); since the latter has a single effective vertex on each line, it cannot be obtained through collinear reduction.

Let us now examine the two components that can be deduced from four-line webs. In the case of diagram (a) in Fig. 11, one may first permute lines 3 and 4 in the result of the (1,1,1,3) web, so that the line carrying the \( V_3 \) vertex will be line 3, matching our conventions for the (1,2,3) web. Following this permutation, we apply the collinear reduction by identifying line 4 with line 2. To match diagram (a) in Fig. 11 we must also include a symmetry factor \( \frac{1}{2} \) of \( \frac{1}{2} \), associated with the exchange of the two gluons, both propagating between the \( V_3 \) vertex on line 3 and the \( V_1 \) vertices on line 2: this symmetry factor is absent in the original (1,1,3,1) web, where the two gluons attach to different lines. We thus get

\[
\overline{w}_{(1,1,3,1)}^{(3)} (\alpha_{13}, \alpha_{23}, \alpha_{34}) \rightarrow -\frac{1}{2} \times \frac{1}{6} T_1^a T_2^b T_3^c \left( \frac{1}{4\pi} \right)^3 r(\alpha_{13}) r^2(\alpha_{23}) \times \left[ f_{ace} f_{bd} G_{(1,1,1,3)} (\alpha_{13}, \alpha_{23}, \alpha_{23}) + f_{ade} f_{bc} G_{(1,1,1,3)} (\alpha_{23}, \alpha_{13}, \alpha_{23}) \right]
\]

(5.17)

where in the last line we kept only the second term, noting that the first vanishes owing to the contraction of the colour tensors. It is straightforward to check, using eq. (4.18), that eq. (5.17) reproduces the \( c_2^{(3)} \) component of the (1,2,3) web in eq. (5.13), with the kinematic function given by eq. (5.16a).

Finally, consider diagram (b) in Fig. 11. This diagram can be obtained from the collinear reduction of the (1,2,2,1) web of eq. (4.15) by identifying lines 3 and 1, and then renaming 4 as 1, to match our conventions for the (1,2,3) web. One finds

\[
\overline{w}_{(1,2,2,1)}^{(3)} (\alpha_{12}, \alpha_{23}, \alpha_{34}) \rightarrow -\frac{1}{6} f_{abe} f_{cd} T_1^d T_2^b T_3^c \left( \frac{1}{4\pi} \right)^3 r^2(\alpha_{23}) r(\alpha_{13}) \times G_{(1,2,2,1)} (\alpha_{23}, \alpha_{23}, \alpha_{13})
\]

(5.18)

One may verify, using eq. (4.16), that this equation exactly reproduces eq. (5.13), with the kinematic function given by eq. (5.16b).

In this section, we have calculated the three-loop, three-line MGEWs that are needed for the three-loop soft anomalous dimension. In the remainder of the paper, we examine

\[\text{\footnote{For a detailed discussion of the Feynman rules in the vertex effective theory, see Ref. [20]. The specific example of the (1,2,3) web was also analysed there, see eqs. (63) and (64).}}\]
how the methods developed here, and in Ref. [61], can be applied beyond the three-loop order. We begin by studying a particular four-loop example in the following section.

6 A four-loop, five-line web

The method developed in Ref. [61] and in Sections 2-4 above allows us to compute high-order webs in the MGEW class with relatively little effort. It is then worthwhile to look for interesting examples beyond three loops: this will provide non-trivial checks of our conjectures on the analytic structure of subtracted webs, and on the relevant basis of functions.

In this Section, we present for the first time a complete calculation of a fully subtracted four-loop web. As our example, we choose to consider the (1,2,2,2,1) web, connecting five Wilson lines at four loops, and consisting of the diagrams depicted in Fig. 12. The (1,2,2,2,1) web is particularly interesting because of its simple colour structure, and because, spanning five legs, it will allow one to determine certain components of other webs at the same order, spanning a smaller number of Wilson lines but having more than one effective vertex on at least one line. Furthermore, the (1,2,2,2,1) web is the third member of the infinite series of MGEWs (1,2,2,⋯,2,1), connecting n + 1 lines at n loops. All the webs
in this class have a single colour structure, and the general solution of the corresponding web mixing matrices for any $n$ have been obtained using combinatorial methods in [18, 19], while the kinematic functions have been determined in [61] for the cases $n = 2, 3$. One may hope that a completely explicit answer for the first three elements of this collection could provide some insights for an all-order answer.

The pattern of subtractions at the four-loop level is particularly intricate, as can be seen from eq. (2.7). For example, in the specific case of the web $(1,2,2,2,1)$, we need to consider the commutators of the webs $(1,2,2,1)$, $(1,2,1)$ and $(1,1)$ connecting the five lines. In this section we organize and discuss the result, while further details are given in Appendix D.

![Figure 12. The $(1,2,2,2,1)$ web connecting five Wilson lines at four loops.](image)

The first step in the construction of the subtracted web is the determination of the colour structure. In the case of the $(1,2,2,2,1)$ web, depicted in Fig. 12, there is only one colour structure, which can be written in terms of ordinary colour generators as

$$c^{(5)}_1 = T_1^a [T_2^a, T_2^b] [T_3^b, T_3^c] [T_4^c, T_4^d] T_5^d. \quad (6.1)$$

The corresponding combination of integrals can be constructed from the appropriate web mixing matrix, which is known [19]. Expressing the result in terms of the kinematic Feynman integrals of the individual diagrams in Fig. 12, one finds

$$\mathcal{F}^{(4)}_{(1,2,2,2,1), 1}(\alpha_{ij}, \epsilon) = \frac{1}{24} \left[ 6 \left( \mathcal{F}^{(4)}(F) - \mathcal{F}^{(4)}(A) \right) + 2 \left( \mathcal{F}^{(4)}(C) + \mathcal{F}^{(4)}(D) + \mathcal{F}^{(4)}(E) \right) 
- 2 \left( \mathcal{F}^{(4)}(B) + \mathcal{F}^{(4)}(G) + \mathcal{F}^{(4)}(H) \right) \right]. \quad (6.2)$$

It is convenient to work at the level of the integrand of the diagrams, by taking directly the combination in eq. (6.2) of the functions $\phi_X^{(4)}$ given in Appendix D. The unsubtracted web is lengthy, and, much like the $(1,2,2,1)$ web of Ref. [61], contains polylogarithms, so upon
integration it does not yield a factorised function of the cusp angles, but rather a lengthy
sum of Goncharov polylogarithms involving different kinematic variables.

According to the factorisation conjecture, we expect that the commutators of the
webs at lower orders will cancel all the correlations between different cusp angles, as well
as all polylogarithmic functions in the kernel. We find that indeed the integrand of the
subtracted web becomes much simpler, and the integrated result is factorised as expected.
The subtracted web kernel, in terms of the functions defined in eq. (5.5), is given by
\[
G^{(4)}_{(1,2,2,2,1),1}(x_i, q(x_i, \alpha_i)) = -\frac{1}{144} \left\{ L_{12}^3 - 3L_{23}^3 + L_{34}^3 - L_{45}^3 + 3L_{12}^2 \left[ L_{23} + L_{34} - 3L_{45} \right] - 3L_{45}^2 \left[ L_{23} + L_{34} - 3L_{12} \right] + 3L_{23}^2 \left[ L_{12} - 3L_{34} + 5L_{45} \right] - 3L_{34}^2 \left[ L_{45} - 3L_{23} + 5L_{12} \right] + 6 \left[ L_{12}L_{23}L_{34} - 3L_{12}L_{23}L_{45} + 3L_{12}L_{34}L_{45} - L_{23}L_{34}L_{45} \right] + 24 \left[ R_2^3 \left( L_{12} + L_{23} + L_{34} - 3L_{45} \right) - R_2^3 \left( L_{23} + L_{34} + L_{45} - 3L_{12} \right) \right] \right\}.
\]

(6.3)

By looking at the subtracted web kernel in eq. (6.3), we immediately note that the result
is already expressed in terms of the functions of the basis in eq. (4.11). More precisely, the
functions $M_{3,0,0}(\alpha_{ij})$ and $M_{1,2,0}(\alpha_{ij})$ at weight four are the only new functions appearing
at this order. Upon performing the $x_k$ integrals, and in the notations of eq. (3.23), we find
that the contribution of this web to the anomalous dimension is given by

\[
F^{(4)}_{(1,2,2,2,1),1}(\alpha_{ij}) = -\frac{1}{144} r(\alpha_{12})r(\alpha_{23})r(\alpha_{34})r(\alpha_{45}) \times \left\{ 6 \left( M_{1,0,0}(\alpha_{12})M_{1,0,0}(\alpha_{23})M_{1,0,0}(\alpha_{34})M_{0,0,0}(\alpha_{45}) - 3M_{1,0,0}(\alpha_{12})M_{1,0,0}(\alpha_{23})M_{1,0,0}(\alpha_{45})M_{0,0,0}(\alpha_{34}) \right) + \left( M_{3,0,0}(\alpha_{12})M_{0,0,0}(\alpha_{45}) - 9M_{2,0,0}(\alpha_{12})M_{1,0,0}(\alpha_{45}) \right) M_{0,0,0}(\alpha_{23})M_{0,0,0}(\alpha_{34}) - 3 \left( M_{3,0,0}(\alpha_{23})M_{0,0,0}(\alpha_{34}) + 3M_{2,0,0}(\alpha_{23})M_{1,0,0}(\alpha_{34}) \right) M_{0,0,0}(\alpha_{12})M_{0,0,0}(\alpha_{45}) + 3M_{2,0,0}(\alpha_{12})M_{0,0,0}(\alpha_{45}) \left( M_{1,0,0}(\alpha_{23})M_{0,0,0}(\alpha_{34}) + M_{1,0,0}(\alpha_{34})M_{0,0,0}(\alpha_{23}) \right) + 3M_{2,0,0}(\alpha_{23})M_{0,0,0}(\alpha_{34}) \left( M_{1,0,0}(\alpha_{12})M_{0,0,0}(\alpha_{45}) + 5M_{1,0,0}(\alpha_{45})M_{0,0,0}(\alpha_{12}) \right) + 24M_{0,2,0}(\alpha_{23}) \left( M_{1,0,0}(\alpha_{12})M_{0,0,0}(\alpha_{34})M_{0,0,0}(\alpha_{45}) + M_{1,0,0}(\alpha_{34})M_{0,0,0}(\alpha_{12})M_{0,0,0}(\alpha_{45}) - 3M_{1,0,0}(\alpha_{45})M_{0,0,0}(\alpha_{12})M_{0,0,0}(\alpha_{34}) \right) + 24M_{1,2,0}(\alpha_{23})M_{0,0,0}(\alpha_{12})M_{0,0,0}(\alpha_{34})M_{0,0,0}(\alpha_{45}) \right\}
\]

(6.4)
As expected, we find a factorized function of uniform transcendental weight $w = 7$, expressed as a sum of products of our basis functions, each one depending on a single cusp angle, and satisfying the symbol conjecture. Through various collinear limits, this will also yield information on other four-loop webs, involving less than five Wilson lines, but with more than one effective vertex on a given line.

7 The Escher Staircase and $(2, 2, \ldots, 2)$ webs

In this section we would like to display the flexibility and the reach of the formalism that we have developed by computing a certain class of diagrams contributing to a specific series of MGEW’s to all orders in perturbation theory. The results of the calculation are not of immediate physical relevance, since we will not be computing complete webs, much less subtracted webs, to all orders. Nevertheless, the calculation of these particular diagrams will allow us to prove a general statement about this series of webs. Moreover, the feasibility of this calculation suggests that all-order calculations of MGEWs are possible. In addition the simplicity of the result, which by itself is properly factorized into functions belonging to our basis, provides further evidence for our conjectures.

Following Ref. [14], we dub the class of diagrams we will compute ‘Escher staircases’, for reasons that should be apparent from their graphical structure. An example with $n = 6$ is displayed in Fig. 13. These diagrams are the most symmetric members of the $n$-loop $(2, 2, \ldots, 2)$ webs: each such web contains $2^n$ diagrams, two of which are of the form we are studying, differing by clockwise or counterclockwise orientations. The staircase diagrams are particularly interesting, not only because of their graphical symmetry, but also because they do not have subdivergences, so they do not require commutator counterterms. As a consequence, they should satisfy the alphabet and factorization conjectures by themselves, and indeed we will find that they do. Interestingly, we also find that a non-trivial cancella-

![Figure 13](image-url)

Figure 13. Example of an Escher staircase with six external legs. There are two staircases at arbitrary order, related by reflection.
(2,2,2) web, the two staircases are the only diagrams to contribute to the colour structure composed of only \( V_2 \) effective vertices, denoted by \( c_i^{(3)} \) in Sec. 5.1. Their contributions to that colour structure however cancel exactly, as noted in eq. (5.10). The (2,2,2) staircases of course do contribute to the other three colour structures, \( c_i^{(3)} \), with \( i = 1, 2, 3 \). One should keep in mind, however, that the kinematic functions of those colour structures can be obtained also from collinear reduction of the (1,2,2,1) web. A similar story is played out for the (2,2,\ldots,2) web at arbitrary order, and we provide a general argument for this in what follows.

Turning now to the evaluation of the Escher staircase at \( n \) loops, we begin by noticing that the diagram kernel in eq. (3.11) can be explicitly written down, for the staircase, as

\[
\phi_S^{(n)} (x_i; \epsilon) = \int_0^1 \prod_{k=1}^{n-1} dy_k \ (1 - y_k)^{-1+2\epsilon} \ y_k^{-1+2\epsilon} \\
\times \prod_{i=1}^{n} \theta \left[ (1 - x_i) (1 - y_{i-1}) \prod_{j=i}^{n-1} y_j - x_{i+1} (1 - y_i) \prod_{j=i+1}^{n-1} y_j \right],
\]

(7.1)

where the \( i \)-th Heaviside function guarantees that the absorption point of gluon \( i - 1 \) is further away (along Wilson line \( i \)) than the emission point of gluon \( i \). To properly define the product of \( \theta \) functions, we set \( 1 - y_0 = 1 - y_n = 1 \) when they occur, as well as \( \prod_{j=n+1}^{n-1} y_j = \prod_{j=n-1}^{n-1} y_j \) in the last factor, and \( \prod_{j=n}^{n-1} y_j = 1 \) in the penultimate factor; similarly, we set \( x_{n+1} = x_1 \) when it occurs. To illustrate the notation, we write explicitly the products of \( \theta \) functions for small \( n \), as

\[
\begin{align*}
n = 2 & \quad \to \quad \theta \left[ (1 - x_1) y_1 - x_2 (1 - y_1) \right] \theta \left[ (1 - x_2)(1 - y_1) - x_1 y_1 \right], \\
n = 3 & \quad \to \quad \theta \left[ (1 - x_1) y_1 y_2 - x_2 (1 - y_1) y_2 \right] \theta \left[ (1 - x_2)(1 - y_1) y_2 - x_3 (1 - y_2) \right] \\
& \quad \times \theta \left[ (1 - x_3)(1 - y_2) - x_1 y_1 y_2 \right], \\
n = 4 & \quad \to \quad \theta \left[ (1 - x_1) y_1 y_2 y_3 - x_2 (1 - y_1) y_2 y_3 \right] \\
& \quad \times \theta \left[ (1 - x_2)(1 - y_1) y_2 y_3 - x_3 (1 - y_2) y_3 \right] \theta \left[ (1 - x_3)(1 - y_2) y_3 - x_4 (1 - y_3) \right] \\
& \quad \times \theta \left[ (1 - x_4)(1 - y_3) - x_1 y_1 y_2 y_3 \right].
\end{align*}
\]

(7.2)

Using the fact that \( 0 < x_i < 1 \), and \( 0 < y_i < 1 \), it is easy to realize that the \( \theta \) functions are more naturally expressed by changing variables to \( \xi_i \equiv y_i/(1 - y_i) \), so that \( 0 < \xi_i < \infty \). In this way one gets, for small \( n \), factors of

\[
\begin{align*}
n = 2 & \quad \to \quad \theta \left[ \frac{x_2}{1 - x_1} < \xi_1 < \frac{1 - x_2}{x_1} \right] \theta \left[ \frac{(1 - x_1)(1 - x_2)}{x_1 x_2} > 1 \right], \\
n = 3 & \quad \to \quad \theta \left[ \frac{x_3}{1 - x_2} < \xi_2 < \frac{1 - x_3}{x_1 \xi_1} \right] \theta \left[ \frac{x_2}{1 - x_1} < \xi_1 < \frac{(1 - x_2)(1 - x_3)}{x_1 x_3} \right] \\
& \quad \times \theta \left[ \frac{(1 - x_1)(1 - x_2)(1 - x_3)}{x_1 x_2 x_3} > 1 \right], \\
n = 4 & \quad \to \quad \theta \left[ \frac{x_4}{1 - x_3} < \xi_3 < \frac{(1 - x_4)(1 + \xi_1)}{x_1 \xi_1 \xi_2} \right] \theta \left[ \frac{x_3}{1 - x_2} < \xi_2 < \frac{(1 - x_3)(1 - x_4)}{x_1 x_4 \xi_1} \right]
\end{align*}
\]

(7.3)
where we used the notation \( \theta(a < x < b) \) to denote the product \( \theta(b - x) \theta(x - a) \). Furthermore, the last \( \theta \) function for each \( n \) must be present since the variables \( x_i \) must also later be integrated in the interval \( 0 < x_i < 1 \); its meaning is clear: it distinguishes the ‘clockwise’ staircase diagram from the ‘counterclockwise’ one, which carries the complementary \( \theta \) function. We define therefore

\[
\theta_+(n) \equiv \theta \left( S_n(x_i) - 1 \right)
\]

where

\[
S_n(x_i) = \prod_{i=1}^{n} \frac{1 - x_i}{x_i}.
\]

The \( n \)-loop ‘clockwise’ staircase diagram carries a factor of \( \theta_+(n) \), while its ‘counterclockwise’ image carries a factor of \( \theta_-(n) = 1 - \theta_+(n) \). Upon further inspection of eq. (7.3) one sees also that the \( \xi_i \) integrals are all bounded from above and from below: since poles in \( \epsilon \) could only arise from the limits \( \xi_i \rightarrow \{0, \infty\} \), this implies, as expected, that the staircase graph has only a single overall ultraviolet divergence, given by \( \Gamma(2\epsilon) \) in eq. (3.8), and no subdivergences. It is not difficult to work out the generalization to all \( n \) of the constraints in eq. (7.3): one can then write eq. (7.1) as

\[
\phi_S^{(n)}(i; \epsilon) = \int_0^\infty \prod_{k=1}^{n-1} d\xi_k \frac{(1 + \xi_k)^{-2(k+1)\epsilon} \xi_k^{-1+2k\epsilon} \Theta_s \left[ \{ x_k, \xi_k \} \right]}{\xi_1 \xi_2 \cdots \xi_n} + \mathcal{O}(\epsilon).
\]

Importantly, the resulting integral is explicitly of a ‘\( d\log \)’ form, in agreement with the considerations of Refs. [36, 61]. The remaining difficulty is that (also as expected) the integrals are nested and not completely factorized. One can however work out explicitly the limits of integration, generalizing eq. (7.3). One finds

\[
A_k = \frac{x_{k+1}}{1 - x_k}, \quad B_k (\xi_1, \ldots \xi_{k-1}) = \frac{\prod_{j=k+1}^{n} (1 - x_j) \prod_{j=k+1}^{n} (1 + \xi_j)}{\prod_{j=k+2}^{n+1} x_j \prod_{j=1}^{k-1} \xi_j},
\]

where we define \( x_{n+1} = x_1 \), and all products running over empty sets of integers are set equal to one. The final integration is now trivial, and one finds the remarkably simple result

\[
\phi_S^{(n)}(i; 0) = \frac{1}{(n-1)!} \theta_+(n) \left( \log \left[ S_n(x_i) \right] \right)^{n-1}.
\]

The result is Bose symmetric and completely factorized, and, when integrated to give the kinematic function \( \mathcal{F}^{(n)}(S) \) of eq. (3.8), manifestly expressible in terms of our basis functions.
Note now that by sending \( x_i \leftrightarrow 1 - x_i \) in eq. (7.8), the result has the same form, but with a factor \((-1)^{n-1}\) from the power of the logarithm, and \( \theta_+ \) replaced by \( \theta_- \). Denoting the clockwise and anticlockwise staircase diagrams by \( S_+ \) and \( S_- \) respectively, one thus finds
\[
F(S_+) = (-1)^{n-1}F(S_-). \tag{7.9}
\]
This leads to the cancellation observed at three loops \( (n = 3) \) in Sec. 5.1: the two staircase diagrams have identical kinematic factors, which however combine to form the coefficient of the colour structure \( c_{3}^{(4)} \) with the same weight and opposite signs. Since the other diagrams in the \((2,2,2)\) web do not contribute to \( c_{3}^{(4)} \), the corresponding coefficient vanishes. We now argue that a similar argument applies in an arbitrary \((2,2,\ldots,2)\) web.

Let us define a colour basis for \( n \)-loop webs connecting \( n \) lines, generalising the 3-loop basis of eq. (5.1). The requirement in constructing this basis is that it should allow one to express all the colour components of the \((2,2,\ldots,2)\) web. The dimension of this basis is \( 13^n + 1 \), and its elements have a transparent interpretation (see Fig. 9 for the three-loop case) upon considering the \((2,2,\ldots,2)\) web in the effective vertex formalism of Ref. [20]:\( c_i^{(n)} \) \((1 \leq i \leq n)\) is the colour factor one obtains upon having two \( V_1 \) vertices on line \( i \), corresponding to an anticommutator of colour generators, and a \( V_2 \) vertex, corresponding to a commutator, on all the other lines, yielding
\[
c_i^{(n)} = [T_1^{a_1}, T_2^{a_2}] [T_2^{a_3}, T_3^{a_4}] \cdots \{T_i^{a_i}, T_{i+1}^{a_{i+1}}\} \cdots [T_{n-1}^{a_{n-1}}, T_n^{a_n}] [T_n^{a_1}, T_1^{a_2}]. \tag{7.10}
\]
Finally, the \( n + 1 \)-st basis element is the fully antisymmetric colour factor corresponding to a \( V_2 \) vertex on each of the lines,
\[
c_{n+1}^{(n)} = [T_1^{a_1}, T_1^{a_2}] [T_2^{a_3}, T_2^{a_4}] \cdots [T_{n-1}^{a_{n-1}}, T_n^{a_n}] [T_n^{a_1}, T_1^{a_2}]. \tag{7.11}
\]
It is this latter component of the \((2,2,\ldots,2)\) web that will receive a contribution from the kinematic integrals of the staircase diagrams only, which will ultimately turn out to vanish. First, one notes that the fact that staircase diagrams are irreducible means that the web mixing matrix has the generic form
\[
\begin{pmatrix}
1 & 0 & \ldots \\
0 & 1 & \ldots \\
0 & 0 & \ldots \\
\vdots & \vdots & \ddots \\
0 & 0 & \ldots
\end{pmatrix},
\]
where the first two columns arise from the staircase diagrams. This form follows from the replica trick analysis of Ref. [14], which dictates that the exponentiated colour factor of diagram \( D \) receives no contributions from diagrams \( D' \) which are more reducible (less irreducible) than \( D \). From the above form, it then follows that any such mixing matrix has right-eigenvectors\(^{14}\) of the form
\[
\begin{pmatrix}
a & b & 0 & 0 & \ldots & 0
\end{pmatrix}, \tag{7.12}
\]
\(^{13}\)This is the rank of the mixing matrix of the \((2,2,\ldots,2)\) web, as proved in Theorem 8.2 of Ref. [19].
\(^{14}\)Right eigenvectors of the mixing matrix correspond to \( Y_{D,j} \) in eq. (2.10), dictating the linear combination of integrals associated with a given connected colour factor \( c_j \).
for arbitrary $a$ and $b$. Two special cases are $a = \pm b = 1$, corresponding to the symmetric and antisymmetric combinations of $S_+$ and $S_-$. These combinations are special in that they have definite parity under a “flipping transformation” that interchanges all pairs of gluons on all lines simultaneously. Such a transformation exchanges $S_+ \rightarrow S_-$, and so the symmetric (anti-symmetric) combination has flipping parity $+\,$ ($-\,$) respectively. The contribution from the entire web must be invariant under this transformation, as it maps the total web to itself. Given that the basis of colour factors in eqs. (7.10) and (7.11) is linearly independent, each separate colour factor multiplied by the corresponding kinematic function must also be invariant under the flipping transformation. The basis we have chosen is particularly convenient in this regard, as each colour factor has a definite flipping parity: $(-1)^{n-1}$ for $c_i^{(n)}$ ($1 \leq i \leq n$) and $(-1)^n$ for the fully antisymmetric colour factor $c_{n+1}^{(n)}$. One then finds that the contribution to the latter colour factor contains the combination

$$c_{n+1}^{(n)} \left[ \mathcal{F}(S_+) - \mathcal{F}(S_-) + \ldots \right],$$

for odd $n$, and

$$c_{n+1}^{(n)} \left[ \mathcal{F}(S_+) + \mathcal{F}(S_-) + \ldots \right],$$

for even $n$, where the ellipsis in each case denotes possible contributions from non-staircase diagrams. In fact, such contributions are not present, which can be seen as follows. At the $n$-loop order, there are $n+1$ colour factors, $n$ of which have parity $(-1)^{n-1}$, and only one of which has parity $(-1)^n$. It follows that of the $(n+1)$ right eigenvectors with eigenvalue $1$, $n$ must correspond to kinematic functions with flipping parity $(-1)^{n-1}$, and only one to parity $(-1)^n$. Since we know that the eigenvector of eq. (7.12) with $a = (-1)^n b$ has parity $(-1)^n$, this must be the only possibility, and there can be no other contributions. Having established eq. (7.9) above, this completes the proof that the contribution to the fully antisymmetric colour factor from the $(2,2,\ldots,2)$ web vanishes.

Returning to consider the $(2,2,\ldots,2)$ $n$-th order web as a whole, we now see that all of its non-vanishing components belong to the colour structures in eq. (7.10), where one of the lines features an anticommutator of two $V_1$ emission vertices. This means that it may be determined from the corresponding $n$-loop $n+1$ line $(1,2,2,\ldots,2,1)$ web through collinear reduction, just as the $(2,2,2)$ web was obtained from the $(1,2,2,1)$ web in eq. (4.15). Specifically, at four-loops we essentially have the result for the $(2,2,2,2)$ web based on the calculation of the $(1,2,2,2,1)$ web in Sec. 6.

In this section, we have shown that is possible to calculate a particular type of web diagram to all orders in perturbation theory. As seen from the explicit calculations of other webs, the computations for diagrams with sudivergences are considerably more intricate, and further technical developments will be needed before a complete calculation of an all-order class of subtracted webs can be completed. The present example however testifies to the underlying simplicity of the structure of MGEWs, and suggests that the problem of computing this class of webs might at some point be completely solved.
8 Conclusion

In this paper, we have extended the programme of Refs. [14, 17, 20, 61], which established a diagrammatic approach for studying infrared singularities in QCD scattering amplitudes (see also [15, 73]). We have done this by computing the ultraviolet singularities of products of semi-infinite Wilson lines in terms of webs. In the multi-line case, webs are sets of diagrams, each closed under the group of gluon permutations on the Wilson lines, whose contribution to the exponent of the Wilson line correlator consists of a sum of terms, each involving a fully connected colour factor multiplying a linear combination of Feynman integrals of diagrams belonging to the set. As explained in detail in Refs. [17, 20, 61], and reviewed here, each web contains ultraviolet subdivergences in general, which must be removed by appropriate counterterms involving commutators of subdiagrams. This makes the case of multi-leg scattering qualitatively different to the familiar case of a Wilson loop; we call the combination of an unrenormalised web and its counterterms a subtracted web.

Specifically, we have focused on the contribution to the soft anomalous dimension from diagrams consisting of multiple gluon exchanges between the Wilson lines. These Multi-Gluon Exchange Webs (MGEWs) are the simplest diagrams at any given order; however, they also contain the highest number of ultraviolet subdivergences. Thus, the web language, coupled with a suitable infrared regulator for calculating individual diagrams, is extremely useful in order to cleanly isolate their contribution to the soft anomalous dimension.

MGEWs connecting four Wilson lines at three-loop order were already considered in Ref. [61], which also analysed the analytic structure of MGEWs in general. It was conjectured that: (i) the contributions of MGEWs to the soft anomalous dimension take the form of sums of products of polylogarithmic functions, each involving a single cusp angle; (ii) the symbol alphabet of these functions consists of \( \{\alpha_{ij}, \alpha/(1 - \alpha_{ij}^2)\} \), where \( \alpha_{ij} \) is defined in eq. (1.2) as the exponent of the cusp angle formed between lines \( i \) and \( j \).

In this paper we provided significant additional evidence supporting these conjectures. Moreover, we took a step forward in understanding MGEWs by constructing a basis of functions, motivated by the alphabet conjecture as well as specific calculations, that we conjecture can be used to express MGEWs connecting any number of Wilson lines at arbitrary order in perturbation theory. The basis \( M_{k,l,n}(\alpha) \), is defined in eq. (4.11) as a single parameter integral over the gluon emission angle. The integrand consists of a product of three types of logarithms (depending on the gluon emission angle and the corresponding cusp angle) raised to non-negative integer powers \( k, l \) and \( n \), respectively. The basis functions are consistent with the alphabet conjecture, and they are conveniently characterised by their symbols; these are listed in Table 1 up to weight 5. The functions may also be explicitly evaluated in terms of Harmonic polylogarithms with indices 0 and 1: all independent functions up to weight 5 are listed in Appendix A. The three logarithms appearing in the integrands of \( M_{k,l,n}(\alpha) \) have been identified in two-loop calculations of the \((2,2)\) and \((1,2,1)\) webs, where functions up to weight 3 appear, that is \( M_{k,l,n}(\alpha) \) with \( k + n + l \leq 2 \). The basis passed all tests at three loops, where basis elements up weight 5 appear, corresponding to \( k + n + l \leq 4 \). These tests include the four-line webs of Ref. [61], namely the \((1,2,2,1)\) and \((1,1,1,3)\) webs, the three-line webs of Sec. 5 above, namely the
(2,2,2) and (1,2,3) webs, as well as the two-line (3,3) web of Sec. 4.2. Further tests are provided by the five-line four-loop (1,2,2,2,1) web computed in Sec. 6, and by the all order analysis of the Escher Staircase diagrams and the (2,2, . . . ,2) webs in Sec. 7.

Another important result of the present paper is the discovery of the collinear reduction relations between webs connecting different numbers of Wilson lines. These relations, which we briefly summarise below, are discussed in more detail in Sec. 2, and then illustrated in several examples throughout the paper. The idea is formulated using the effective vertex language of Ref. [20], which provides a convenient colour basis for webs. In this language, the emission of $K$ gluons from a Wilson line, associated with a tree-graph colour factor (a fully nested commutator) is described by an effective vertex $V_K$. Considering a given web, different components may be described as connected graphs made out of such vertices, as shown for example in Figs. 7, 9 and 11. These graphs may in general feature one or more effective vertices on a given line. However, when multiple vertices appear on a line, they are not ordered: the integrals range over the entire Wilson line independently of each other, and in the colour factor one takes the symmetric combination of all possible orderings. As a consequence, the calculation of such a graph maps directly into the calculation of a graph where the Wilson line that features several vertices is replaced by a set of collinear lines, each featuring only one of these vertices. The upshot is that starting with a web that features a single effective vertex on each line, one may deduce various components of webs connecting fewer Wilson lines, but featuring more than one vertex on some of the lines. Collinear reduction provides stringent checks of the two- and three-line webs computed in this paper: it allowed us to determine one of the two components of the (3,3) web in eq. (4.30), and the entire (2,2,2) web in eq. (5.11), from the (1,2,2,1) web, as well as two of the three components of the (1,2,3) web in eqs. (5.18) and (5.17), using, respectively, the (1,2,2,1) and (1,1,3,1) webs. We note that the only colour component that cannot be deduced by collinear reduction for the (1,2,3) web is the one corresponding to the fully antisymmetric colour factor $c^{(3)}_4$ in eq. (5.1). Given that the same diagrams enter both the components that can be deduced by collinear reduction and those that cannot, webs connecting less than the maximal number of lines at a given order are strongly constrained, providing us with high confidence in the results presented in this paper.

As an additional check on the basis of functions we propose, as well as to illustrate the power and general applicability of the web language, we have also calculated the (1,2,2,2,1) four-loop web, and the Escher Staircase diagrams to arbitrary order in perturbation theory. The latter enter the (2,2, . . . ,2) web, and are especially simple because they do not contain ultraviolet subdivergences. Furthermore, we were able to show that the component corresponding to the fully antisymmetric colour factor of the (2,2, . . . ,2) web vanishes. This was proven using the fact that this colour structure is associated exclusively with the Escher Staircase diagrams, and these two diagrams are related by a parity transformation as in eq. (7.9). The conclusion is rather striking: the entire contribution of the (2,2, . . . ,2) web family to the exponent can be deduced from the corresponding (1,2,2, . . . ,2,1) webs through collinear reduction. Specifically, at four loops, the result for the (2,2,2,2) web can be directly read off the results of Sec. 6 for the (1,2,2,2,1) web.

The analysis and explicit calculations performed in this paper promote our understand-
ing of an entire class of contributions to the renormalization of Wilson line correlators. The progress achieved in understanding the analytic properties of the result \[61\], and the specific class of functions by which they may be expressed, is a step towards translating the entire calculation of an arbitrary MGEW into a combinatorial problem: given the factorization conjecture and the basis of functions, along with the expected transcendental weight, one may write down an ansatz for the answer where only rational numerical coefficients need to be fixed. This, along with the progress already made on webs \[14, 17, 20\] and their combinatorics \[16, 18, 19\] may facilitate all-order calculations in the future.

The results of this paper also constitute a further step forward in assembling all necessary ingredients for the soft anomalous dimension of massive partons at three-loop order. In order to complete this programme, one needs to include MGEWs in which gluons can be emitted and absorbed from the same Wilson line. Furthermore, one needs to include diagrams containing a single three-gluon vertex off the Wilson lines, and those fully connected graphs which contain two three-gluon vertices or a single four-gluon vertex. Work in these directions is ongoing \[74\].
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### A Basis Functions

In this appendix we list the explicit expressions for the basis functions defined in eq. (4.11), in terms of polylogarithms and harmonic polylogarithms, up to transcendental weight five. Harmonic polylogarithms are defined as in \[79\].

- **Weight one.**
  \[
  M_{0,0,0}(\alpha) = 2 \log(\alpha). \tag{A.1}
  \]

- **Weight two.**
  \[
  M_{1,0,0}(\alpha) = 2 \text{Li}_2(\alpha^2) + 4 \log(\alpha) \log(1 - \alpha^2) - 2 \log^2(\alpha) - 2 \zeta(2). \tag{A.2}
  \]

- **Weight three.**
  \[
  M_{0,0,2}(\alpha) = \frac{8}{3} \log^3(\alpha), \tag{A.3}
  \]
\begin{align*}
M_{0,1,1}(\alpha) &= 2 \Li_3(\alpha^2) - 2 \log(\alpha) \left[ \Li_2(\alpha^2) + \frac{\log^2(\alpha)}{3} + \zeta(2) \right] - 2 \zeta(3), \quad (A.4) \\
M_{0,2,0}(\alpha) &= \frac{2}{3} \log^3(\alpha) + 4 \zeta(2) \log(\alpha), \quad (A.5) \\
M_{2,0,0}(\alpha) &= -4 \left[ \Li_3(\alpha^2) + 2 \Li_3(1 - \alpha^2) \right] - 8 \log(1 - \alpha^2) \log^2(\alpha) \\
&+ \frac{8}{3} \log^3(\alpha) + 8 \zeta(2) \log(\alpha) + 4 \zeta(3). \quad (A.6) \\
\bullet \text{ Weight four.} \\
M_{3,0,0}(\alpha) &= 12 \left[ \Li_4(\alpha^2) - 4 \Li_4(1 - \alpha^2) \right] - 24 S_{2,2}(\alpha^2) \\
&- 24 \log(1 - \alpha^2) \Li_3(\alpha^2) - 24 \log^2(1 - \alpha^2) \log^2(\alpha) \\
&+ 16 \log(1 - \alpha^2) \log^3(\alpha) - 4 \log^4(\alpha) \\
&- 24 \zeta(2) \log(\alpha) \log \left[ \frac{\alpha}{(1 - \alpha^2)^2} \right] \\
&+ 24 \zeta(3) \log \left[ \alpha (1 - \alpha^2) \right] - 6 \zeta(4), \quad (A.7) \\
M_{1,2,0}(\alpha) &= 4 \Li_4(\alpha^2) - 4 \log(\alpha) \Li_3(\alpha^2) + 2 \log^2(\alpha) \Li_2(\alpha^2) \\
&+ \frac{4}{3} \log^3(\alpha) \log (1 - \alpha^2) - \frac{2}{3} \log^4(\alpha) \\
&+ \zeta(2) \left[ 8 \log(\alpha) \log (1 - \alpha^2) + 4 \Li_2(\alpha^2) - 6 \log^2(\alpha) \right] \\
&+ 4 \zeta(3) \log(\alpha) - 14 \zeta(4), \quad (A.8) \\
M_{1,0,2}(\alpha) &= 4 \Li_4(\alpha^2) - 8 \log(\alpha) \Li_3(\alpha^2) + 8 \log^2(\alpha) \Li_2(\alpha^2) \\
&+ \frac{16}{3} \log^3(\alpha) \log (1 - \alpha^2) - \frac{4}{3} \log^4(\alpha) - 4 \zeta(4), \quad (A.9) \\
M_{1,1,1}(\alpha) &= -4 \Li_4(\alpha^2) + 4 S_{2,2}(\alpha^2) + 2 \log \left[ \alpha (1 - \alpha^2)^2 \right] \Li_3(\alpha^2) \\
&+ 4 \log(\alpha) \Li_3(1 - \alpha^2) \\
&- \frac{4}{3} \log^2(\alpha) \log (1 - \alpha^2) \left[ \log(\alpha) - 3 \log (1 - \alpha^2) \right] \\
&- 8 \zeta(2) \log(\alpha) \log(1 - \alpha^2) - 2 \zeta(3) \log \left[ \alpha (1 - \alpha^2)^2 \right] + 3 \zeta(4). \quad (A.10) \\
\bullet \text{ Weight five} \\
M_{0,0,4}(\alpha) &= \frac{32}{5} \log^5(\alpha), \quad (A.11)
\end{align*}
\begin{align}
M_{4,0,0}(\alpha) &= 48 H_{0,0,0,1,0}(\alpha^2) + 96 H_{1,0,0,1,0}(\alpha^2) + 96 H_{0,1,0,1,0}(\alpha^2) \\
&+ 48 H_{0,0,1,0,0}(\alpha^2) + 96 H_{0,0,1,1,0}(\alpha^2) + 192 H_{1,1,1,1,0}(\alpha^2) \\
&+ 96 H_{1,0,1,0,0}(\alpha^2) + 192 H_{1,0,1,1,0}(\alpha^2) + 48 H_{1,0,0,0,0}(\alpha^2) \\
&+ 96 H_{0,1,1,0,0}(\alpha^2) + 192 H_{0,1,1,1,0}(\alpha^2) + 48 H_{1,1,0,0,0}(\alpha^2) \\
&+ 96 H_{1,1,1,0,0}(\alpha^2) + 192 H_{1,1,1,1,0}(\alpha^2) + 384 H_{1,1,1,1,0}(\alpha^2) \\
&+ \frac{32}{5} \log^5(\alpha) + 64 \zeta(2) \log^3 \left( \frac{\alpha}{1-\alpha^2} \right) \\
&- 96 \zeta(3) \left[ \zeta(2) + \log^2 \left( \frac{\alpha}{1-\alpha^2} \right) \right] \\
&+ 432 \zeta(4) \log \frac{\alpha}{1-\alpha^2} - 144 \zeta(5), \quad (A.12)
\end{align}

\begin{align}
M_{0,4,0}(\alpha) &= \frac{2}{5} \log^5(\alpha) + 8 \zeta(2) \log^3(\alpha) + 84 \zeta(4) \log(\alpha), \quad (A.13)
\end{align}

\begin{align}
M_{0,1,3}(\alpha) &= -6 H_{0,0,0,1,0}(\alpha^2) - 6 H_{0,1,0,0,0}(\alpha^2) - 6 H_{0,1,0,0,0}(\alpha^2) \\
&- \frac{12}{5} \log^5(\alpha) - 8 \zeta(2) \log^3(\alpha) - 12 \zeta(3) \log^2(\alpha) \\
&- 12 \zeta(4) \log(\alpha) - 12 \zeta(5), \quad (A.14)
\end{align}

\begin{align}
M_{0,3,1}(\alpha) &= -\frac{3}{2} \left[ H_{0,0,0,1,0}(\alpha^2) + H_{0,1,0,0,0}(\alpha^2) \right] - \frac{2}{5} \log^5(\alpha) \\
&+ 6 \zeta(2) \left[ - \log^3(\alpha) - 2 \log(\alpha) \operatorname{Li}_2(\alpha^2) + 2 \operatorname{Li}_3(\alpha^2) \right] \\
&- 6 \zeta(3) \log^2(\alpha) - 42 \zeta(4) \log(\alpha) - 12 \zeta(2) \zeta(3) - 12 \zeta(5), \quad (A.15)
\end{align}

\begin{align}
M_{2,2,0}(\alpha) &= 4 H_{0,0,0,1,0}(\alpha^2) + 4 H_{1,0,0,1,0}(\alpha^2) + 4 H_{0,0,1,1,0}(\alpha^2) \\
&+ 4 H_{1,1,1,0,0}(\alpha^2) + 4 H_{1,0,0,0,0}(\alpha^2) + 2 H_{0,1,0,0,0}(\alpha^2) \\
&+ 2 H_{0,0,1,0,0}(\alpha^2) + \frac{16}{15} \log^5(\alpha) \\
&+ 8 \zeta(2) \left[ \log^2(\alpha) \left( 2 \log(\alpha) - 3 \log(1-\alpha^2) \right) \right. \\
&\left. - \log(\alpha) \operatorname{Li}_2(\alpha^2) - 2 \operatorname{Li}_3(1-\alpha^2) \right] \\
&+ 4 \zeta(3) \left[ 2 \operatorname{Li}_2(\alpha^2) + \log(\alpha) \left( 4 \log(1-\alpha^2) - 3 \log(\alpha) \right) \right] \\
&+ 2 \zeta(4) \left[ 67 \log(\alpha) - 8 \log(1-\alpha^2) \right] - 16 \zeta(5), \quad (A.16)
\end{align}

\begin{align}
M_{2,0,2}(\alpha) &= 8 H_{0,1,0,0,0}(\alpha^2) + 8 H_{1,0,0,0,0}(\alpha^2) + 16 H_{1,1,0,0,0}(\alpha^2) \\
&+ \frac{16}{15} \log^5(\alpha) + 16 \zeta(4) \log \frac{\alpha}{1-\alpha^2} \\
&+ 16 \zeta(2) \zeta(3) - 8 \zeta(5), \quad (A.17)
\end{align}
The general method for calculating a given web diagram has been presented in Sec. 3. Here

B.1 Unsubtracted web

In this appendix, we provide more details regarding the calculation of the (2,2,2) web, the

\[
\begin{align*}
M_{2,1,1}(\alpha) &= -4 H_{0,0,0,1,0}(\alpha^2) - 8 H_{1,0,0,1,0}(\alpha^2) - 8 H_{0,1,0,1,0}(\alpha^2) \\
&\quad - 2 H_{0,0,1,0,0}(\alpha^2) - 8 H_{0,0,1,1,0}(\alpha^2) - 8 H_{1,1,0,1,0}(\alpha^2) \\
&\quad - 4 H_{1,0,1,0,0}(\alpha^2) - 8 H_{1,0,1,1,0}(\alpha^2) - 4 H_{0,0,0,0,0}(\alpha^2) \\
&\quad - 4 H_{0,1,1,0,0}(\alpha^2) - 8 H_{0,1,1,1,0}(\alpha^2) - 4 H_{1,1,0,0,0}(\alpha^2) + \frac{4}{15} \log^5(\alpha) \\
&\quad - 8 \zeta(2) \left[ \log(\alpha) \left( 2 \text{Li}_2(\alpha^2) + \log^2 \left( 1 - \alpha^2 \right) \right) - \text{Li}_3(\alpha^2) \right] \\
&\quad - 4 \zeta(3) \left[ 3 \log^2(\alpha) + 2 \log^2 \left( 1 - \alpha^2 \right) - 2 \log(\alpha) \log \left( 1 - \alpha^2 \right) \right] \\
&\quad - 6 \zeta(4) \left[ 5 \log(\alpha) - 2 \log \left( 1 - \alpha^2 \right) \right] - 8 \zeta(2) \zeta(3) - 20 \zeta(5),
\end{align*}
\]

(B.18)

\[
\begin{align*}
M_{0,2,2}(\alpha) &= 2 H_{0,0,0,1,0}(\alpha^2) + 4 H_{0,1,0,1,0}(\alpha^2) + 2 H_{0,1,0,0,0}(\alpha^2) \\
&\quad + \frac{16}{15} \log^5(\alpha) + 8 \zeta(2) \left[ \log^3(\alpha) + \log(\alpha) \text{Li}_2(\alpha^2) - \text{Li}_3(\alpha^2) \right] \\
&\quad + 8 \zeta(3) \left[ \log^2(\alpha) + \text{Li}_2(\alpha^2) \right] + 22 \zeta(4) \log(\alpha) + 8 \zeta(2) \zeta(3) + 8 \zeta(5).
\end{align*}
\]

(B.19)

B Calculation of the (2,2,2) web

In this appendix, we provide more details regarding the calculation of the (2,2,2) web, the results of which are presented in Sec. 5.1.

B.1 Unsubtracted web

The general method for calculating a given web diagram has been presented in Sec. 3. Here we present the kernels, defined in eq. (3.8) and eq. (3.11), for each diagram appearing in the (2,2,2) web. To simplify our notations slightly, we relabel the variables used in the Sec. 5.1 as \{x_1, x_2, x_3\} → \{x, y, z\}. Applying the relevant definitions to the kinematic factor of diagrams A and B in Fig. 8 one finds,

\[
\phi^{(3)}_A(x, y, z; \epsilon) = \phi^{(3)}_B(x, y, z; \epsilon) = \frac{1}{4} \log^2 \left[ \frac{x}{1 - x} - \frac{y}{1 - y} + \frac{z}{1 - z} \right] + \mathcal{O}(\epsilon),
\]

(B.1)

where we used eqs. (3.9) and (3.10). Note that it is necessary to use the symmetry of the function to remove the factor,

\[
\theta_+(n = 3) = \theta \left( \frac{1 - x}{x} - \frac{1 - y}{y} - \frac{1 - z}{z} > 1 \right).
\]

(B.2)

The other diagrams in Fig. 8 have subdivergences, therefore the kernels have to be computed including higher orders in their \(\epsilon\) expansion. For example, from diagram C one finds

\[
\phi^{(3)}_C(x, y, z; \epsilon) = \frac{1}{8\epsilon^2} \left( 1 + 2 \epsilon \log \left[ \frac{(1 - y)^2(1 - z)}{z^2x} \right] + \epsilon^2 \left[ 24 \text{Li}_2 \left( \frac{1 - y}{z} \right) \right] \right).
\]
\[ + 2 \log^2 \left( \frac{(1-y)^2(1-z)}{z^2x} \right) - 2 \log^2 \left( \frac{(1-x)(1-y)(1-z)}{xyz} \right) \]  
\( + O(\epsilon^3) \) \right\}.

The remaining web kernel contributions can then be found by permuting the variables \(x, y, z\) in the integrand, with the results

\[
\phi^{(3)}_D(x, y, z; \epsilon) = \phi^{(3)}_C(z, x, y; \epsilon),
\]

\[
\phi^{(3)}_E(x, y, z; \epsilon) = \phi^{(3)}_C(x, z, y; \epsilon),
\]

\[
\phi^{(3)}_F(x, y, z; \epsilon) = \phi^{(3)}_C(y, x, z; \epsilon),
\]

\[
\phi^{(3)}_G(x, y, z; \epsilon) = \phi^{(3)}_C(z, y, x; \epsilon),
\]

\[
\phi^{(3)}_H(x, y, z; \epsilon) = \phi^{(3)}_C(y, z, x; \epsilon).
\]

From these functions one can compute the unsubtracted web,

\[
W_{(2,2,2)} = \sum_{j=1}^{4} c_j^{(3)} F^{(3)}_{(2,2,2);j},
\]

using eq. (3.12) and taking the specific coefficients \(Y_{X,j}^{-1}\) given in Table 2. One finds

\[
F^{(3)}_{(2,2,2);j} = \kappa^3 \Gamma(6\epsilon) \int_0^1 dx dy dz p_\epsilon(x, \alpha_{12}) p_\epsilon(y, \alpha_{23}) p_\epsilon(z, \alpha_{13}) \sum_{X \in C_{(2,2,2)}} Y_{X,j}^{-1} \phi^{(3)}_X(x, y, z; \epsilon)
\]

\[
= \kappa^3 \Gamma(6\epsilon) \int_0^1 dx dy dz p_\epsilon(x, \alpha_{12}) p_\epsilon(y, \alpha_{23}) p_\epsilon(z, \alpha_{13}) \phi^{(3)}_{(2,2,2);j}(x, y, z; \epsilon).
\]

### B.2 Subtracted web

As explained in Sec. 2, the anomalous dimension is obtained from subtracted webs. Thus the single pole of eq. (B.6) must be combined with suitable subtraction terms, consisting of commutators of lower-order webs, as prescribed eq. (2.8). Recall that simplifications occur [61] when this subtraction is performed under the integral over variables \((x, y, z)\) corresponding to the gluon emission angles. In particular, the symbol alphabet and factorization constraints which allow us to use the basis of functions introduced in section 4 only apply to the subtracted web. Consider then the integrand of eq. (2.8),

\[
\mathcal{F}^{(3)}_{(2,2,2);i} = \frac{1}{4\pi} \Gamma(6\epsilon) \int_0^1 dx dy dz p_\epsilon(x, \alpha_{12}) p_\epsilon(y, \alpha_{23}) p_\epsilon(z, \alpha_{13}) \left( \mathcal{G}_{0,i} + \sum_k \Delta \mathcal{G}_{k,i} \right),
\]

where we defined \(\mathcal{G}_{0,i}\) as the contribution proportional to \(c_i^{(3)}\) from the unsubtracted web, obtained by expanding the integrand of eq. (B.6); \(\Delta \mathcal{G}_{k,i}\), in turn, are the contributions from the commutators of lower order webs to this colour factor, where \(k\) runs over the relevant commutator terms in eq. (2.8) (note that \(\Delta \mathcal{G}_{k,i}\) include the numerical factors appearing
there). We recall that each of these contributions to $G_{(2,2,2)}$ depends on $x, y$ and $z$ as well as on $q(x, \alpha_{12}), q(y, \alpha_{23})$ and $q(z, \alpha_{13})$. Using the lower-order web results collected in Ref. [61], the contributions to the integrand of $\pi_{(2,2,2)}^{(3)}$ multiplying the colour factor $c_1^{(3)}$ are

\[
\Delta G_{[w^{(1,0), w^{(2,1)}}, 1]} = \frac{1}{4} \left[ \log \left( q(x, \alpha_{12}) \right) \log \left( \frac{y}{z} \right) - \log \left( q(z, \alpha_{13}) \right) \log \left( \frac{x}{y} \right) \right],
\]

\[
\Delta G_{[w^{(2,0), w^{(1,1)}}, 1]} = -\frac{1}{2} \left[ \text{Li}_2 \left( -\frac{y}{z} \right) - \text{Li}_2 \left( -\frac{z}{y} \right) \right.
\]

\[
\left. + \text{Li}_2 \left( -\frac{y}{x} \right) - \text{Li}_2 \left( -\frac{x}{y} \right) \right],
\]

\[
\Delta G_{[w^{(1,0), [w^{(1,1)}, w^{(0,0)}]}, 1]} = -\frac{1}{12} \left[ \log \left( q(x, \alpha_{12}) \right) \log \left( q(y, \alpha_{23}) \right) + \log \left( q(z, \alpha_{13}) \right) \log \left[ q(x, \alpha_{12}) \right] - 2 \log \left[ q(z, \alpha_{13}) \right] \log \left[ q(x, \alpha_{12}) \right] \right],
\]

\[
\Delta G_{[w^{(1,1), [w^{(1,1)}, w^{(1,1)}]}, 1]} = -\frac{1}{24} \left[ \log^{2} \left[ q(z, \alpha_{13}) \right] - 2 \log^{2} \left[ q(y, \alpha_{23}) \right] + \log^{2} \left[ q(x, \alpha_{12}) \right] \right].
\]

The contributions to the coefficient of the colour factor $c_2^{(3)}$ are

\[
\Delta G_{[w^{(1,0), w^{(2,1)}}, 2]} = \frac{1}{4} \left[ -\log \left[ q(x, \alpha_{12}) \right] \log \left( \frac{y}{z} \right) - \log \left[ q(y, \alpha_{23}) \right] \log \left( \frac{z}{x} \right) \right],
\]

\[
\Delta G_{[w^{(2,0), w^{(1,1)}}, 2]} = -\frac{1}{2} \left[ \text{Li}_2 \left( -\frac{z}{x} \right) - \text{Li}_2 \left( -\frac{x}{z} \right) + \text{Li}_2 \left( -\frac{z}{y} \right) - \text{Li}_2 \left( -\frac{y}{z} \right) \right.
\]

\[
\left. + \frac{1}{2} \log \left( \frac{z}{x} \right) \log \left[ q(z, \alpha_{13}) \right] + \log \left[ q(x, \alpha_{12}) \right] \right],
\]

\[
\Delta G_{[w^{(1,0), [w^{(1,1)}, w^{(0,0)}]}, 2]} = -\frac{1}{12} \left[ \log \left( q(x, \alpha_{12}) \right) \log \left( q(z, \alpha_{13}) \right) + \log \left( q(y, \alpha_{23}) \right) \log \left( q(x, \alpha_{12}) \right) - 2 \log \left( q(y, \alpha_{23}) \right) \log \left( q(x, \alpha_{12}) \right) \right],
\]

\[
\Delta G_{[w^{(1,1), [w^{(1,1)}, w^{(1,1)}]}, 2]} = -\frac{1}{24} \left[ \log^{2} \left[ q(y, \alpha_{23}) \right] - 2 \log^{2} \left[ q(z, \alpha_{13}) \right] + \log^{2} \left[ q(x, \alpha_{12}) \right] \right].
\]

Finally, the contributions to the coefficient of the colour factor $c_3^{(3)}$ are found to be

\[
\Delta G_{[w^{(1,0), w^{(2,1)}}, 3]} = \frac{1}{4} \left[ -\log \left( q(z, \alpha_{13}) \right) \log \left( \frac{x}{y} \right) \right].
\]
\[ \Delta G_{[w(2,0), w(1, -1)]^3} = \frac{1}{2} \left[ \text{Li}_2 \left( \frac{z}{x} \right) - \text{Li}_2 \left( \frac{x}{z} \right) \right. \\
+ \left. \text{Li}_2 \left( \frac{y}{x} \right) - \text{Li}_2 \left( \frac{x}{y} \right) \right] + \frac{1}{2} \log \left( \frac{z}{x} \right) \left( \log [q(z, \alpha_{13})] + \log [q(x, \alpha_{12})] \right) \\
- \frac{1}{2} \log \left( \frac{x}{y} \right) \left( \log [q(x, \alpha_{12})] + \log [q(y, \alpha_{23})] \right) \right], \]

\[ \Delta G_{[w(1,0), [w(1, -1), w(1, 0)]]^3} = \frac{1}{12} \left[ \log [q(x, \alpha_{12})] \log [q(y, \alpha_{23})] \\
+ \log [q(z, \alpha_{13})] \log [q(x, \alpha_{12})] - 2 \log [q(y, \alpha_{23})] \log [q(z, \alpha_{13})] \right], \]

\[ \Delta G_{[w(1, -1), [w(1, 1), w(1, -1)]]^3} = \frac{1}{24} \left[ \log^2 [q(z, \alpha_{13})] - 2 \log^2 [q(x, \alpha_{12})] \\
+ \log^2 [q(y, \alpha_{23})] \right]. \]

There are no commutator counterterms contributing to the fully antisymmetric colour factor \( c^{(3)}_4 \), as there are no colour factors of lower order webs that commute to produce the desired structure. This is consistent with the fact that the kinematic function associated with \( c^{(3)}_4 \) involves only staircase diagrams, which are irreducible, and as such do not contain subdivergences.

Combining all terms, using appropriate dilogarithm identities, and the symmetry of \( p_0(x, \alpha) \) under \( x \leftrightarrow 1 - x \), and finally using the definition given in eq. (4.11), one finds the results presented in eqs. (5.8) and (5.10). As a check of these results, one may verify that the \( O(\epsilon^{-2}) \) pole of the (2,2,2) web vanishes, according to the web consistency relation discussed in Ref. [17],

\[ w^{(3, -2)} \big|_{\beta_0 = 0} = - \frac{1}{6} \left[ w^{(1, -1)}, w^{(2, -1)} \right]. \]

As a further check, the sum of all web diagrams must give a product of one-loop graphs, in accordance with eq. (3.15). We have explicitly confirmed that both of these criteria are satisfied.

### C Calculation of the (1,2,3) web

The calculation of the (1,2,3) web, shown in Fig. 10, proceeds similarly to the (2,2,2) case considered in the previous Appendix.

#### C.1 Unsubtracted web

Using the method of Sec. 3, the result for the contribution to the web kernel \( \varphi^{(3)}_{(1,2,3)} \) from diagram \( A \) is

\[ \varphi^{(3)}_A = \frac{1}{4} \log^2 \left[ \frac{y(1 - x)}{x(1 - y)} \right] \]
Carrying out a similar exercise for the other diagrams of the (1,2,3) web gives the results

\[\phi_B^{(3)} = \frac{1}{8\epsilon^2} \theta(x - y) \left(\frac{1 - x}{z}\right)^{2\epsilon} \left[\left(\frac{1 - y}{1 - x}\right)^{4\epsilon} - \left(\frac{y}{x}\right)^{4\epsilon}\right] + 24\epsilon^2 \left(\text{Li}_2\left(-\frac{x}{y}\right) - \text{Li}_2\left(-\frac{y}{x}\right)\right) + \mathcal{O}(\epsilon^3)\],

\[\phi_C^{(3)} = \frac{1}{2\epsilon} \theta(x - y) \left[\frac{\Gamma(2\epsilon)\Gamma(4\epsilon)}{\Gamma(6\epsilon)} - \frac{1}{2\epsilon} \left(\frac{1 - y}{z}\right)^{2\epsilon}\right] \left[\left(\frac{1 - y}{1 - x}\right)^{2\epsilon} - \left(\frac{y}{x}\right)^{2\epsilon}\right] + 24\epsilon^2 \theta(x - y) \text{Li}_2\left(-\frac{x}{y}\right) + 24\epsilon^2 \theta(x - y) \text{Li}_2\left(-\frac{1 - x}{1 - y}\right) + \mathcal{O}(\epsilon^3)\],

\[\phi_D^{(3)} = \frac{1}{8\epsilon^2} \left(\frac{1 - y}{z}\right)^{2\epsilon} \left[\theta(y - x) \left(\frac{x}{y}\right)^{4\epsilon} + \theta(x - y) \left(\frac{1 - x}{1 - y}\right)^{4\epsilon}\right] + 24\epsilon^2 \theta(y - x) \text{Li}_2\left(-\frac{x}{y}\right) + 24\epsilon^2 \theta(x - y) \text{Li}_2\left(-\frac{1 - x}{1 - y}\right) + \mathcal{O}(\epsilon^3)\],

\[\phi_E^{(3)} = \frac{1}{8\epsilon^2} \left[\theta(x - y) \left(\frac{1 - y}{1 - x}\right)^{-2\epsilon} \left[\frac{\Gamma(4\epsilon)\Gamma(2\epsilon)}{\Gamma(6\epsilon)} \left(1 + 8\epsilon^2 \text{Li}_2\left(-\frac{1 - x}{1 - y}\right)\right) - \frac{1}{2\epsilon} \left(\frac{1 - x}{z}\right)^{2\epsilon}\right] \left(1 + 12\epsilon^2 \text{Li}_2\left(-\frac{1 - x}{1 - y}\right)\right)\right] + \mathcal{O}(\epsilon^3)\],

\[\phi_F^{(3)} = \frac{1}{2\epsilon} \left[\theta(x - y) \left(\frac{1 - y}{1 - x}\right)^{-2\epsilon} \left[\frac{\Gamma(4\epsilon)\Gamma(2\epsilon)}{\Gamma(6\epsilon)} \left(1 + 8\epsilon^2 \text{Li}_2\left(-\frac{1 - x}{1 - y}\right)\right) - \frac{1}{2\epsilon} \left(\frac{1 - x}{z}\right)^{2\epsilon}\right] \left(1 + 12\epsilon^2 \text{Li}_2\left(-\frac{1 - x}{1 - y}\right)\right)\right] + \mathcal{O}(\epsilon^3)\].

These expression must of course be expanded in powers of \(\epsilon\), up to \(\mathcal{O}(\epsilon^0)\). Notice that there is a difference with respect to the (2,2,2) web, in that Heaviside functions survive in the integrand. This can ultimately be traced to the fact that the (1,2,3) web contains a crossed-gluon pair spanning a single cusp angle, and a Heaviside function is needed in order to implement the crossing condition. From eq. (C.2), the unsubtracted web,

\[W_{(1,2,3)} = \sum_{j=1}^{4} c_j^{(3)} T_{(1,2,3),j}^{(3)},\]  

(C.3)
is obtained through eq. (3.12) by taking the specific coefficients \( Y_{X,j}^{-1} \) given in table 3, as

\[
F_{(1,2,3),j}^{(3)} = \kappa^3 \Gamma(6\epsilon) \int_0^1 dx \, dy \, dz \, \rho(x,\alpha_{23}) \rho(y,\alpha_{23}) \rho(z,\alpha_{13}) \sum_{X(1,2,3)} Y_{X,j}^{-1} \varphi_X^{(3)}(x, y, z; \epsilon)
\]

\[
= \kappa^3 \Gamma(6\epsilon) \int_0^1 dx \, dy \, dz \, \rho(x,\alpha_{23}) \rho(y,\alpha_{23}) \rho(z,\alpha_{13}) \varphi_{(1,2,3),j}^{(3)}(x, y, z; \epsilon),
\]  

(C.4)

where we recall that the contribution to the \( i = 1 \) colour component vanishes. In the following we compute the \((1,2,3)\) subtracted web for \( i = 2, 3 \) and 4.

C.2 Subtracted web

As for the \((2,2,2)\) web, it is useful to collect results for the subtraction terms separated according to the colour factor they contribute to. We once again split the subtracted web kernel into contributions from the unsubtracted web, \( G_{0,i} \) originating in the expansion of the integrand in eq. (C.4), and the commutators of lower order webs, \( \Delta G_{j,i} \), so that the coefficient of the colour factors \( c_i^{(3)} \) can be written as

\[
\bar{w}_{(1,2,3),i}^{(3,-1)} = \left( \frac{1}{4\pi} \right)^3 \int_0^1 dx \, dy \, dz \, p_0(x,\alpha_{23}) \rho_0(y,\alpha_{23}) \rho_0(z,\alpha_{13}) \left( G_{0,i} + \sum_k \Delta G_{k,i} \right).
\]  

(C.5)

We recall that each of these contributions to \( G_{(1,2,3),i} \) depends on \( x, y \) and \( z \) as well as on \( q(x,\alpha_{23}), q(y,\alpha_{23}) \) and \( q(z,\alpha_{13}) \). We will see that after cancellations only logarithmic dependence on these arguments will survive. The results of the commutators with the colour factors \( c_i^{(3)} \) with \( i = 2 \) and 3 are

\[
\Delta G_{[w^{(1,0)}, w^{(2,-1)},]}^{(1,2,3),i} = \frac{1}{4} \log \left( \frac{x}{z} \right) \log \left[ q(y,\alpha_{23}) \right],
\]

\[
\Delta G_{[w^{(2,0)}, w^{(1,-1)},]}^{(1,2,3),i} = -\frac{1}{2} \left[ \text{Li}_2 \left( \frac{x}{z} \right) - \text{Li}_2 \left( \frac{z}{x} \right) \right] + \frac{1}{2} \log \left( \frac{x}{z} \right) \left( \log \left[ q(x,\alpha_{23}) \right] + \log \left[ q(z,\alpha_{13}) \right] \right),
\]

\[
\Delta G_{[w^{(1,0)}, w^{(1,-1)}, w^{(1,0)},]}^{(1,2,3),i} = -\frac{1}{12} \log \left[ q(x,\alpha_{23}) \right] \left( \log \left[ q(y,\alpha_{23}) \right] - \log \left[ q(z,\alpha_{13}) \right] \right),
\]

\[
\Delta G_{[w^{(1,-1)}, w^{(1,1)}, w^{(1,-1)},]}^{(1,2,3),i} = -\frac{1}{24} \left( \log^2 \left[ q(z,\alpha_{13}) \right] - \log^2 \left[ q(x,\alpha_{23}) \right] \right).
\]  

(C.6)

Finally, there are contributions to the fully antisymmetric colour factor \( c_4^{(3)} \), given by

\[
\Delta G_{[w^{(1,0)}, w^{(2,-1)},]}^{(1,2,3),i} = \theta(x - y) \log \left( \frac{y}{x} \right) \log \left[ q(z,\alpha_{13}) \right],
\]

\[
\Delta G_{[w^{(2,0)}, w^{(1,-1)},]}^{(1,2,3),i} = -\theta(x - y) \left[ 4 \text{Li}_2 \left( \frac{y}{x} \right) + \log^2 \left( \frac{y}{x} \right) + 2\zeta(2) \right.
\]

\[
\quad \left. - \log \left( \frac{x}{y} \right) \left( \log \left[ q(x,\alpha_{23}) \right] + \log \left[ q(y,\alpha_{23}) \right] \right) \right].
\]  

(C.7)
This colour factor had no commutator contributions in the (2,2,2) case, as discussed above. In this case they can be generated due to the fact that one of the lower order webs contains a crossed gluon pair. Combining, as prescribed by eq. (2.8), the non-subtracted web and the commutator counterterms, one finds again that the integrated results can be expressed using the basis functions of eq. (4.11), and they are given in eq. (5.16). Finally, as for the (2,2,2) web, we have verified the cancellation of the double pole, and also the Abelian sum rule given in eq. (3.15).

D Calculation of the (1,2,2,2,1) web

D.1 Unsubtracted web

In this appendix we write the integrand $\phi^{(4)}_X$ for each diagram $X$ of the (1,2,2,2,1) unsubtracted web. We begin by noting that the diagrams of Fig. 12 are pairwise related by a symmetry under permutations mapping a clockwise orientation into an anticlockwise one, thus swapping lines $1 \leftrightarrow 5$ along with $2 \leftrightarrow 4$. Because of this symmetry argument, we need to report only four out of the eight diagram kernels, while the remaining ones can be obtained through

$$\phi^{(4)}_X(x_1, x_2, x_3, x_4) = \phi^{(4)}_{X'}(1 - x_4, 1 - x_3, 1 - x_2, 1 - x_1).$$

where $X$ and $X'$ are any two diagrams related to each other by the symmetry. In order to express the results in compact form, it is useful to define the function

$$L_3(a, b, -x) = ab \left( \log(x) \text{Li}_2(-x) - \text{Li}_3(-x) \right) + b^2 S_1,2(-x),$$

which arises in the expansion of integrals of the form

$$I(m, n; a, \epsilon) \equiv \int_0^a d\zeta \zeta^{-1+m\epsilon} (1 + \zeta)^{-n\epsilon}$$

$$= \frac{\Gamma^{m\epsilon} + n\epsilon \text{Li}_2(-a) + \epsilon^2 L_3(m, n, -a) + O(\epsilon^3)},$$

as well as the integral

$$I_3(a, b) = \int_0^a \frac{d\zeta}{\zeta} \left( \text{Li}_2\left( -b(1 + \zeta) \right) - \text{Li}_2\left( -b \right) \right) = \int_0^b \frac{d\zeta}{\zeta} \text{Li}_2 \left( -b \frac{\zeta}{1 + \zeta} \right)$$

$$= \log(1 + b) \text{Li}_2(-a) - G \left( 0, -1, -\frac{1 + b}{b}; a \right),$$

where $G(a_1, \ldots, a_n; z)$ is the generalised polylogarithm defined by the iterated integral [78]

$$G(a_1, \ldots, a_n; z) = \int_0^z \frac{dt}{t - a_1} G(a_2, \ldots, a_n; t),$$

with $G(z) = 1$ and $a_i, z \in \mathbb{C}$. Using these definitions, the results for the first four diagrams in Fig. 12 are given by

$$\phi^{(4)}_A(x_i; \epsilon) = \frac{1}{48\epsilon^2} \left( \frac{x_4}{1 - x_3} \right)^{6\epsilon} \left( \frac{x_3}{1 - x_2} \right)^{4\epsilon} \left( \frac{x_2}{1 - x_1} \right)^{2\epsilon}.$$
where, as above, these expressions must be expanded to order $\mathcal{O}(\epsilon^0)$. The remaining four diagrams can be obtained using symmetry, as

$$\phi^{(4)}_C(x_1, x_2, x_3, x_4; \epsilon) = \phi^{(4)}_B(1 - x_4, 1 - x_3, 1 - x_2, 1 - x_1; \epsilon),$$

\begin{align*}
\phi^{(4)}_B(x_i; \epsilon) &= -\frac{1}{48\epsilon^3} \frac{1 - x_3}{x_4} \left( \frac{1 - x_2}{x_3} \right)^{2\epsilon} \left( \frac{1 - x_1}{x_2} \right)^{-2\epsilon} - \frac{1}{16\epsilon^3} \frac{1 - x_3}{x_4} \left( \frac{2 - x_2}{x_3} \right)^{2\epsilon} \left( \frac{1 - x_1}{x_2} \right)^{-2\epsilon} \\
&\quad + \frac{2}{\epsilon} \left( \frac{1 - x_3}{x_4} \right)^{2\epsilon} \left( \frac{1 - x_2}{x_3} \right)^{-2\epsilon} \left( \frac{1 - x_1}{x_2} \right)^{-2\epsilon} \\
&\quad - \frac{2}{\epsilon} \left( \frac{1 - x_3}{x_4} \right)^{2\epsilon} \left( \frac{1 - x_2}{x_3} \right)^{-2\epsilon} \left( \frac{1 - x_1}{x_2} \right)^{-2\epsilon} \\
&\quad + \frac{1}{3} \mathcal{L}_3 \left( 2, 6, -\frac{x_2}{1 - x_1} \right) + \frac{1}{3} \mathcal{L}_3 \left( 2, 6, -\frac{1 - x_2}{x_3} \right) - \frac{1}{4} \mathcal{L}_3 \left( 4, 8, -\frac{x_2}{x_3} \right) \\
&\quad - \frac{1}{8} \mathcal{L}_3 \left( 2, 8, -\frac{x_2}{1 - x_1} \right) - 4 \mathcal{I}_3 \left( 1 - x_3, x_2, -\frac{x_2}{x_3} \right) + 16\zeta(3),
\end{align*}

\begin{align*}
\phi^{(4)}_D(x_i; \epsilon) &= \frac{1}{6\epsilon^3} \frac{1 - x_2}{x_3} \left( \frac{1 - x_1}{x_2} \right)^{-2\epsilon} - \frac{1}{16\epsilon^3} \frac{1 - x_3}{x_4} \left( \frac{2 - x_2}{x_3} \right)^{2\epsilon} \left( \frac{1 - x_1}{x_2} \right)^{-2\epsilon} \\
&\quad + \frac{2}{\epsilon} \left( \frac{1 - x_3}{x_4} \right)^{2\epsilon} \left( \frac{1 - x_2}{x_3} \right)^{-2\epsilon} \left( \frac{1 - x_1}{x_2} \right)^{-2\epsilon} \\
&\quad - \frac{2}{\epsilon} \left( \frac{1 - x_3}{x_4} \right)^{2\epsilon} \left( \frac{1 - x_2}{x_3} \right)^{-2\epsilon} \left( \frac{1 - x_1}{x_2} \right)^{-2\epsilon} \\
&\quad + \frac{1}{3} \mathcal{L}_3 \left( 2, 6, -\frac{x_2}{1 - x_1} \right) + \frac{1}{3} \mathcal{L}_3 \left( 2, 6, -\frac{1 - x_2}{x_3} \right) - \frac{1}{4} \mathcal{L}_3 \left( 4, 8, -\frac{x_2}{x_3} \right) \\
&\quad - \frac{1}{8} \mathcal{L}_3 \left( 2, 8, -\frac{x_2}{1 - x_1} \right) - 4 \mathcal{I}_3 \left( 1 - x_3, x_2, -\frac{x_2}{x_3} \right) + 16\zeta(3),
\end{align*}

\begin{align*}
\phi^{(4)}_E(x_i; \epsilon) &= \frac{1}{16\epsilon^3} \frac{x_2}{1 - x_1} \left( \frac{x_3}{x_4} \right)^{2\epsilon} \left( \frac{x_3}{x_2} \right)^{4\epsilon} \left( \frac{1 - x_3}{x_4} \right)^{2\epsilon} \\
&\quad + \frac{2}{\epsilon} \left( \frac{x_2}{1 - x_1} \right)^{2\epsilon} \left( \frac{x_3}{x_4} \right)^{2\epsilon} \left( \frac{1 - x_3}{x_2} \right)^{2\epsilon} \\
&\quad + \frac{1}{\epsilon} \left( \frac{x_2}{1 - x_1} \right)^{2\epsilon} \left( \frac{x_3}{x_4} \right)^{4\epsilon} \left( \frac{1 - x_3}{x_2} \right)^{2\epsilon} \\
&\quad - 4 \text{Li}_{1,2} \left( -\frac{x_3}{x_4} \right) - 4 \log \left( \frac{x_3}{1 - x_2} \right) \text{Li}_2 \left( -\frac{1 - x_3}{x_4} \right) \\
&\quad + \frac{1}{8} \mathcal{L}_3 \left( 2, 8, -\frac{1 - x_3}{x_4} \right) + \frac{1}{4} \mathcal{L}_3 \left( 4, 8, -\frac{x_3}{1 - x_2} \right) \\
&\quad + 4 \mathcal{I}_3 \left( \frac{x_2}{1 - x_1}, \frac{x_3}{x_4} \right) - 4 \mathcal{I}_3 \left( \frac{1 - x_3}{x_4}, \frac{1 - x_2}{x_3} \right),
\end{align*}

where, as above, these expressions must be expanded to order $\mathcal{O}(\epsilon^0)$.
\( \phi_F^{(4)}(x_1, x_2, x_3, x_4; \epsilon) = \phi_A^{(4)}(1 - x_4, 1 - x_3, 1 - x_2, 1 - x_1; \epsilon), \)
\( \phi_G^{(4)}(x_1, x_2, x_3, x_4; \epsilon) = \phi_B^{(4)}(1 - x_4, 1 - x_3, 1 - x_2, 1 - x_1; \epsilon), \)
\( \phi_H^{(4)}(x_1, x_2, x_3, x_4; \epsilon) = \phi_E^{(4)}(1 - x_4, 1 - x_3, 1 - x_2, 1 - x_1; \epsilon). \)

### D.2 Subtracted web

The subtracted (1,2,2,2,1) web involves a sum of commutators of lower-order webs, comprising subdiagrams of the original unsubtracted web, and given in eq. (2.7). The relevant webs are the (1,1) one-loop web, which is needed to \( O(\epsilon^2) \) and can be taken from Ref. [61], the (1,2,1) two-loop web, which is needed to \( O(\epsilon) \), and the (1,2,2,1) three-loop web, which is needed to \( O(\epsilon^0) \). The commutators of these webs have precisely the same colour structure \( c_1^{(4)} \) as the non-subtracted (1,2,2,1) three-loop web. In order to complete the calculation, we list here the kernels for the (1,2,2,1) and the (1,2,1) webs, in a form which is appropriate to be expanded to the relevant order.

The non-subtracted (1,2,2,1) web [61] is given by the combination

\[ \phi_{(1,2,2,1)}^{(3)} = \frac{1}{6} \left( \phi_{A}^{(3)} - 2\phi_{B}^{(3)} - 2\phi_{C}^{(3)} + \phi_{D}^{(3)} \right), \]

where the diagrams are labelled as in Fig. 3. The expansions of the kinematic integrands \( \phi_X^{(3)} \) up to \( O(\epsilon) \) can be obtained from

\[
\phi_{A}^{(3)} (x_i; \epsilon) = B(2\epsilon, 4\epsilon) \left[ B(2\epsilon, 2\epsilon) - \frac{1}{2\epsilon} \left( \frac{1 - x_2}{x_3} \right)^{2\epsilon} \right.
- 4 \epsilon \text{Li}_2 \left( -\frac{1 - x_2}{x_3} \right) - \epsilon^2 \mathcal{L}_3 \left( 2, 4, -\frac{1 - x_2}{x_3} \right)
- \frac{1}{2\epsilon} \left( \frac{x_1}{x_2} \right)^{2\epsilon} \left[ B(2\epsilon, 4\epsilon) - \frac{1}{2\epsilon} \left( \frac{1 - x_2}{x_3} \right)^{2\epsilon} \right.
- 6 \epsilon \text{Li}_2 \left( -\frac{1 - x_2}{x_3} \right) - \epsilon^2 \mathcal{L}_3 \left( 2, 6, -\frac{1 - x_2}{x_3} \right)
- 6 \epsilon \mathcal{I}_3 \left( \frac{x_2}{x_1}, \frac{x_3}{1 - x_2} \right),
\]

\[
\phi_{B}^{(3)} (x_i; \epsilon) = \frac{1}{2\epsilon} \left( \frac{x_2}{x_1} \right)^{2\epsilon} \left[ B(2\epsilon, 4\epsilon) - \frac{1}{2\epsilon} \left( \frac{1 - x_2}{x_3} \right)^{2\epsilon} \right.
- 6 \epsilon \text{Li}_2 \left( -\frac{1 - x_2}{x_3} \right) - \epsilon^2 \mathcal{L}_3 \left( -\frac{1 - x_2}{x_3} \right)
+ 6 \epsilon \mathcal{I}_3 \left( \frac{x_2}{x_1}, \frac{x_3}{1 - x_2} \right),
\]

\[
\phi_{D}^{(3)} (x_i; \epsilon) = \frac{1}{2\epsilon} \left( \frac{x_2}{x_1} \right)^{2\epsilon} \left[ \frac{1}{2\epsilon} \left( \frac{1 - x_2}{x_3} \right)^{2\epsilon} + 6 \epsilon \text{Li}_2 \left( \frac{1 - x_2}{x_3} \right) + \epsilon^2 \mathcal{L}_3 \left( 2, 6, -\frac{1 - x_2}{x_3} \right) \right]
\]
\[ +3 \text{Li}_2 \left( -\frac{x_2}{x_1} \right) - 6\epsilon \left[ I_3 \left( \frac{x_2}{x_1}, \frac{x_3}{1 - x_2} \right) + \text{Li}_1,2 \left( -\frac{x_2}{x_1} \right) \right] + \frac{\epsilon}{2} \mathcal{L}_3 \left( 2, 6, -\frac{x_2}{x_1} \right). \] (D.14)

Again, we observe that diagram B and diagram C are related by the exchange of the gluon labels. We obtain diagram C by means of the relation

\[ \phi^{(3)}_C(x_1, x_2, x_3; \epsilon) = \phi^{(3)}_B(x_3, 1 - x_2, x_1; \epsilon). \] (D.15)

We finally need the integrand of the non-subtracted two-loop (1,2,1) web. It is given by

\[ \phi^{(2)}_{(1,2,1)}(x_1, x_2) = \frac{1}{4\epsilon} \left[ \left( \frac{x_1}{x_2} \right)^{2\epsilon} - \left( \frac{x_2}{x_1} \right)^{2\epsilon} \right] + 2\epsilon \left[ \text{Li}_2 \left( -\frac{x_1}{x_2} \right) - \text{Li}_2 \left( -\frac{x_2}{x_1} \right) \right] \\
+ \frac{\epsilon^2}{2} \mathcal{L}_3 \left( 2, 4, \frac{x_1}{x_2} \right) - \mathcal{L}_3 \left( 2, 4, -\frac{x_2}{x_1} \right). \] (D.16)

Note that, as in all other cases we examined, both the unsubtracted webs and the lower-order webs entering eq. (2.7) are not factorised integrals, because the functions \( I_3, \mathcal{L}_3 \) and the other polylogarithms entering the web depend on ratios of different integration variables \( x_i \). All such functions, however, cancel in the sum in eq. (2.7), and the resulting expression for the integrand is factorised, as reported in the text, eq. (6.3).
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