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Abstract. Cardiovascular disease accounts for 1 in every 4 deaths in United States. Accurate estimation of structural and functional cardiac parameters is crucial for both diagnosis and disease management. In this work, we develop an ensemble learning framework for more accurate and robust left ventricle (LV) quantification. The framework combines two 1st-level modules: direct estimation module and a segmentation module. The direct estimation module utilizes Convolutional Neural Network (CNN) to achieve end-to-end quantification. The segmentation module utilizes a U-Net architecture for obtaining pixel-wise prediction of the epicardium and endocardium of LV from the background. The binary U-Net output is then analyzed by a separate CNN for estimating the cardiac parameters. We then employ linear regression between the 1st-level predictor and ground truth to learn a 2nd-level predictor that ensembles the results from 1st-level modules for the final estimation. Preliminary results by testing the proposed framework on the LVQuan18 dataset show superior performance of the ensemble learning model over the two base modules.
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1 Introduction

Cardiac MRI is a widely-adopted, accurate non-ionizing method for the assessment of cardiac disease, especially in evaluating cardiac function and morphology. Quantitative measures from short axes (SAX) cine are recommended in reporting guideline to describe left ventricular (LV) size and function, such as volume, wall thickness and regional wall motion of left ventricle [1]. Manually quantitative measurements are time-consuming, less reproducible and increasing the burden of radiologists. Automatic quantification of the cardiac parameters has become an increasingly important problem, especially in recent years due to the success in applying computer vision techniques on various image processing tasks. In this work, we present an ensemble learning framework which combines
the results from two well-established quantification methods: direct estimation-based method and segmentation-based method, and ensembles them through a linear regression model, to further improve the prediction power. Preliminary results on LVQuan18 dataset using 3-folds cross validation scheme shows that the proposed ensemble learning framework can achieve accurate and robust left ventricle quantification for both structural and functional cardiac parameters.

Related Works

Previous literature on cardiac parameters estimation mainly belong to two categories: the segmentation-based methods [2,3,4] which perform LV segmentation first, then measure the parameters based on segmentation results. This category of methods is advantages as the results (usually as segmentation masks) are easier to interpret which can provide more insight into the analytic procedure. The latter category of direct estimation-based methods [5,6,7,8] perform estimation of the cardiac parameters directly from the image and/or image features, without relying on explicit segmentation procedure. It is advantages as the training error can be directly back-propagated to the feature selection and regression process, thus normally resulting in higher accuracy. Also, direct estimation methods do not require manual annotation of cardiac regions, thus are more feasible to be used in real practice.

2 Ensemble Learning Framework

2.1 Overview and Data Description

In this work, we utilize two 1st-level (base) modules for LV quantification: a direct estimation module which is based on an end-to-end CNN structure to map the input 2D cardiac image to its quantitative measurements; and a semantic segmentation module which is based on a U-Net structure to map the same input image to a binary mask indicating its epicardium and endocardium, which are then fed into a separate CNN to obtain the measurements. In order to effectively and robustly combine them, we then train a 2nd-level ensemble classifier based on linear regression to map the results from these two modules to the ground truth measurements. The proposed framework is evaluated on cardiac MR dataset provided by LVQuan18. The dataset consists processed SAX MR sequences of 145 subject, where for each subject there are 20 frames to capture the whole cardiac cycle. Ground truth measurements as well as annotations for epicardium and endocardium are provided for every single frame.

The goal of full left ventricle quantification is estimating three types of measurement indices, including: 1) A1, A2: cavity area and myocardium area; 2) D1-D3: dimensions of cavity of three directions (AS-IL, IS-AL, and I-AL); and 3) RWT1 RWT6: regional wall thickness, staring from the anterior-septal segment in counter clockwise direction. In addition, the cardiac phase as a binary
value (1 for systolic and 0 for diastolic) will also be inferred from the quantification. Evaluation (training and testing) of the proposed system is performed using 3-folds cross-validation scheme.

2.2 Direct estimation module

Structure of CNN in the direct estimation module consists of four convolution layers (conv1-4) and two fully-connected (fc1-2) layers, which is visualized in Fig. 1. The direct estimation module essentially performs non-linear regression between the input image (high-dimensional, pixel-wise representation of a 2-D object) and its characterizations (low-dimensional, semantic information). The effective mapping between high and low-dimensional data is achieved through convolutional filters, which perform dimension reduction and feature extraction on images based on the premise of shift-invariance, local connectivity and compositionality.

![Diagram of the direct estimation network](image)

Fig. 1. Diagram of the direct estimation network. Each convolution layer is followed by a rectified linear unit layer (ReLU), a batch normalization layer and a max-pooling layer.

In addition, we also analyzed the outputs of each convolutional kernel in conv1-conv4 from a given image and obtained their visualizations (i.e. feature maps) in Fig. 2. It can be observed that convolutional kernels are capable of effectively representing structure information and local variability of the input images.
Fig. 2. Visualization of conv1-conv4 layers output (i.e. feature maps) of the direct estimation CNN on a sample image.
2.3 Segmentation module

In segmentation module, we apply U-Net for cardiac image segmentation task, as shown in Fig. 3. U-Net has been successfully applied in many visual tasks, especially in biomedical image processing. It is based on encoder-decoder architecture, where the spatial dimension is reduced by pooling layers in encoder, and the object details and spatial dimension are gradually recover in decoder [9]. In contrast to direct estimation module, here the input cardiac image is explicitly mapped to the manual annotation masks through U-Net. After the segmentation results (i.e. binary mask of the cardiac image) are obtained, we use a CNN with three convolution layers and two fully-connected layers to map the binary mask to the quantification measurements.

Sample segmentation results are shown in 4, illustrating that U-Net has very robust performance on images with noises and varying cardiac structures: DICE coefficient of the segmentation reaches higher than 0.9 in the test data. In both direct estimation module and segmentation module, the networks are implemented by Keras, using Adam optimizer. Batch size and epochs are determined by cross-validation results combined with grid search.
2.4 2nd-level ensemble learning from base modules

Prediction results from the two 1st-level base modules, represented as two 111 vectors for each subject, are then used for training a 2nd-level ensemble learning framework. The ensemble predictor is based on linear regression between the 1st-level predictor results and ground truth measurements in the training dataset. Learned linear ensemble model thus consists of weights between the two base predictors for each quantification, which will be used to predict the final estimation in the testing dataset. Final output of the ensemble framework is the quantification measurements as one 111 vector for each subject. Cardiac phase is inferred separately from other measurements, which is based on a thresholding for the predicted area parameters and regularization rules (at most two change points for the systolic/diastolic transition through the whole cycle).

3 Experiments and Results

In this work, we use 3-folds cross-validation scheme for performance evaluation and comparison, where the 145-subjects LVQuan18 dataset is divided into three groups with (49, 48, 48) subjects. Cross-validation performances of the 1st-level direct estimation module and the segmentation module, as well as the 2nd-level ensemble learning framework which serves as the final output of the proposed system, are summarized in the tables below. In addition, average accuracy of the threshold-based phase estimator based on the 2nd-level prediction results is 88%

In Table 1, value in each cell is the MAE (mean average error) of the prediction, plus/minus standard deviation. Best prediction accuracy (i.e. lowest MAE) is highlighted in bold. It should be noted that direct estimation module and segmentation module have different levels of prediction power for different quantification. Specifically, segmentation module performs better for area and dimension estimation, which are more directly related to the LV segmentation; direct estimation module performs better for RWT (i.e. LV regional wall thicknesses) estimation which is a more complicated and abstract measurement. While the ensemble learning framework outperforms the two base modules in all fields, indicating that it successfully combines the results from two methods.
with different underlying mechanisms and utilizes results from weaker predictors to further improve the quantification accuracy.

### Table 1. Performance comparison between the 1st-level modules and 2nd-level ensembles in the cross-validation experiment.

|                  | Direct Estimation | Segmentation | Ensemble       |
|------------------|-------------------|--------------|----------------|
| **Area (mm²)**   |                   |              |                |
| cavity           | 112.61±89.29      | 95.22±80.46  | 88.75±72.72    |
| myocardium       | 172.97±145.39     | 163.11±119.31| 159.50±125.14  |
| average          | 142.79±117.34     | 129.17±99.88 | 124.13±98.93   |
| **Dimension (mm)** |                  |              |                |
| dims1            | 2.81±2.22         | 2.37±1.91    | 2.22±1.80      |
| dims2            | 2.62±2.12         | 2.52±2.03    | 2.28±1.87      |
| dims3            | 2.82±2.29         | 2.38±1.93    | 2.32±1.81      |
| average          | 2.75±2.21         | 2.56±0.96    | 2.27±1.83      |
| **RWT (mm)**     |                   |              |                |
| IS               | 1.68±1.41         | 1.82±1.33    | 1.64±1.32      |
| I                | 1.65±1.31         | 1.62±1.22    | 1.57±1.22      |
| IL               | 1.90±1.61         | 1.90±1.50    | 1.83±1.49      |
| AL               | 1.76±1.50         | 1.79±1.38    | 1.69±1.39      |
| A                | 1.42±1.29         | 1.54±1.20    | 1.41±1.22      |
| AS               | 1.65±1.32         | 1.60±1.26    | 1.56±1.25      |
| average          | 1.68±1.41         | 1.71±1.31    | 1.62±1.32      |

In addition to the cross-validation experiments, we also obtain the average MAEs of the prediction in different time frames. Visualizations for the temporal changes of the prediction performance, using area parameters estimation as example, are shown in 5. From the temporal analysis it can be observed that our ensemble learning framework can obtain smoother estimation for the quantification, reducing impacts from frames with large prediction errors, which indicates that by ensemble predictions from multiple sources, we can improve the model robustness on more difficult/complex instances.
Fig. 5. Average frame-wise estimation errors of the area quantification estimated by the two 1st-level module (direct estimation in blue and segmentation in orange), as well as the ensemble learning framework (green). X-axis shows the indices of temporal frames, from 1st frame to the 20th frame. Y-axis shows the MSE of predictions, measured in mm\(^2\).

4 Conclusions

In this work, we propose a multi-estimator, ensemble learning-based framework for full LV quantification. Preliminary results on the LVQuan18 dataset shows that the proposed framework can outperform the commonly applied quantification methods by integrating predictions from multiple models in a learning-based approach. Currently only two 1st-level base modules are included in the framework, in our next step of investigation we are aiming to employ more quantification methods, especially the unsupervised learning-based image processing algorithms, into our framework to further improve its robustness in different image settings.
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