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\textbf{ABSTRACT}

One of the prominent challenges of the automotive-transportation system is represented by the integration of security and safety properties within protocols, applications and connectivity mechanisms. A joint safety/security design can sometimes expose to trade-offs, since their requirements may not match perfectly or even be incompatible. This paper analyses an example of security and safety design, by combining integrity with encryption considering the constraints of a typical CAN protocol and real-time traffic. The analysis is presented modelling differently attackers, packet fragmentation issues and the residual probability of error of the combined scheme.

\section{1 Introduction}

The common thought about cars is that they are mechanical devices employed by passenger to move from a place to another. This is not true any more, or at least is not completely true since cars, or in general vehicles, in the last lustrum evolved to offer several services and connections that turn them into Cyber-Physical Systems (CPS) by the combination of sensing/actuation, processing, storing, and networking capabilities, as described by Fortino et al. \cite{1}. Applications, sensors, park and driving assistants are integrated into commercial vehicles and they are considered standard features present in entry-level model of cars. Features, such as Internet connectivity, enlarge the attack surface of vehicles and, in particular, traditional communication protocols developed to work on isolated environments could not maintain the same level of robustness when new variables are taken into account. This is especially true if one considers that connectivity itself can be provided in multiple heterogeneous ways, which are not always predictable by the manufacturer anymore. For example, in \cite{2}, the author proposed a connectivity solution based on smartphones. On the other hand, practically all Electronic Control Units (ECUs) on a car are connected to one or more CAN busses, which is the traditional interface for intra-vehicle communications. The CAN bus use messages whose payload is at maximum 64 bits length, and depending on the payload set, it can enable specific functionality of the vehicle, for instance enabling the accelerator of a car. The CAN bus protocol was not designed to embed security properties such as: \textit{Authentication}, \textit{Integrity} and \textit{Confidentiality}, and the security aspects are left to higher layers of the protocols-stack, for instance the application level. An example of attack on the CAN bus protocol is that performed on a Jeep Cherokee by Valasek and Miller in 2015 \cite{3}, where the authors showed how to hack and remotely control a Jeep Cherokee. This attack exploit a security flaw in the In-vehicle Infotainment (IVI) system of the car to access the CAN bus network of the car. To fix this flaw, the Fiat Chrysler was forced to push a software update \cite{4}.

Security issues are a major challenge for connected vehicles, as reported in \cite{5}, and this is recognised also to have a relevant impact on vehicle’s safety \cite{6}: it is clear that \textit{security} and \textit{safety} are fundamental in the design of an intelligent transportation system, especially regarding the communication protocols and message protection schemes. It is important to note that the combination of safety and security issues is not exclusive of vehicular systems, but it affects the whole IoT world, especially systems which functionality is considered critical (e.g. medical devices).

In this work, we propose a solution to turn the CAN bus protocol as a \textit{Security by Design} protocol by integrating authentication, integrity and confidential-
curity properties. Our solution proposes the adoption of a Message Authentication Code (MAC), targeted for CAN bus messages, that is then encrypted with an additional key. The message created guarantees authentication and integrity through the MAC, and confidentiality with the additional encryption. Our defence strategy is studied to be applied against a model of attacker that runs both a Honest-But-Curious (HBC) or Fully Malicious attack strategy. Furthermore, our solution is evaluated from a safety point of view, in particular regarding the residual probability of error \( P_{\text{re}} \). This is necessary since the outcome of the security MAC i.e. accept or reject a particular message is a form of error detection which could reveal also transmission errors (e.g. caused by noise), and the message containing the MAC could bring safety-critical information. For example, this scheme could be applied to SAE J1939 Torque/Speed Control 1 message, which embeds a 4-bit checksum within the 8-byte CAN payload. The residual probability of error is first evaluated using an ideal block cipher model, then simulation results are presented for a specific implementation choice. We show that averaging over the secret keys and over the possible messages, the value of \( P_{\text{re}} \) depends only on the length of the integrity tag used to decide whether the message is valid or not, and this is independent from how the integrity tag is generated. On the other hand, we show how the worst case combination of key and message reduces massively the ability of this scheme to detect transmission errors, assuming a simplified channel model. The worst-case \( P_{\text{re}} \) is then simulated, with considerations on the difficulty of finding the worst-case combination of key and message.

The main contributions of this paper is to analyse a message protection protocol from both a security and safety point of view, and highlight the trade-offs that result from the analysis. This paper is an extension of work originally presented in IEEE MT-ITS [7] and our contributions are summarized as follows:

- We improved the description of the analytical model for residual error probability by providing more details on the error model, new explanation on the computation of \( P_{\text{re}} \) and analytical results;
- We expanded the security analysis and we better modelled the attacker;
- We improved the safety analysis giving more details on the fragmentation and retransmission issues;
- We added more results and better described the analytical model depending on the statistical distribution of errors in the simple case of binary symmetric channel;
- We redrew the plots with the simulation results, using colours, to be easier to understand.

This paper is structured as follows: section 2 reviews the state of the art with regard to MAC algorithms and best practices, as well as error detection mechanisms; section 3 presents the message protection scheme discussed in this paper, discussing some design choices. In section 4 we introduce the attacker model and we make a security consideration on the MAC size. Section 5 exposes two aspects usually relevant for the safety of the system, that are packet fragmentation and the probability of residual error \( P_{\text{re}} \). Section 6 discusses other message protection schemes and their security and safety properties, compared to the scheme proposed here. Finally, section 7 concludes the paper with some motivation for future research directions.

2 Related Works

The following works refers to lightweight Message Authentication Code solutions for devices that have limited computational resources, like processors and memory. Chowdhury and Dasbin in [8] introduce LMAC, a Lightweight Message Authentication Code (MAC) of 64bits dimension for Wireless Sensor Network that uses hash based symmetric key MAC. The authors show that LMAC is secure against passive and active attacks and it has a low overhead compared with other similar solutions. Another 64bits MAC, called Chaskey is presented by the authors of [9]. Chaskey uses 128bits key to generate a MAC which length is of 64bits or more. The authors say that Chaskey generates MAC that are suitable for 32bit Microcontroller and that it does not suffer of MAC truncation [10]. In [11] the authors show two versions of lightweight MAC of 64 and 128bits called TuLP-64 and TuLP-128 that are resources efficient and are though for body sensor networks. Then, in [12] the authors presented a lightweight MAC suitable for Smart Grid communications in which two devices reach mutual authentication by sharing a session key exchanged using Diffie-Hellman and a hash-based authentication code technique.

Regarding safety properties, such as the residual probability of error, Schiller and Mattes have analysed different ways of using nested CRC codes, for example in [13]. However, when it comes to cryptographic algorithms the kind of errors treated are related to security properties and possible vulnerabilities, see for example the survey in [14]. To the best of our knowledge, an explicit model for the residual probability of error of a system using cryptographic algorithms has not been developed, although the statistical properties of symmetric ciphers are sometimes studied in-depth, but always in the context of security, see for example [15].

3 Message protection scheme

The main scheme analysed in this paper is based on encryption, and is represented in Figure [1]. In general, a message \( \mu \) with length \( \mu_{\text{size}} \) bits is combined with an integrity tag \( \tau = H(k_2, \mu) \) of length \( \tau_{\text{size}} \), where \( k_2 \)
is the authentication key. The combined $\mu || \tau$ is then encrypted to obtain the ciphertext $c = ENC(k_1, \mu || \tau)$, where $k_1$ is the encryption key; the ciphertext is then transmitted on the CAN bus. The receiver receives $c'$, decrypts it and checks if $\tau' = H(k_2, \mu')$, with $\mu' || \tau' = DEC(k_1, c')$, to decide if the message is valid.

There can be some variations in this scheme; for example the integrity code can be appended to $\mu$ to form the plaintext (also known as MAC-then-encrypt approach) with $c = ENC(k_1, \mu || \tau)$, or it can be excluded from encryption (encrypt-then-MAC approach) with $c = ENC(k_1, \mu)||\tau$. In both cases the MAC has to be computed using the original message $\mu$. Sometimes the MAC-then-encrypt approach is considered less secure, for example see [16], but in this paper the scheme has no padding and a fixed length of the message, so these considerations do not apply. Considering the CAN bus, the first approach is more practical since there exist encryption algorithms with 64-bit block size, equal to the maximum payload of a CAN message; in this case there is no need for additional data to perform the encryption, and the ciphertext is computed as $c = ENC(k_1, \mu || \tau)$. On the other hand, if the plaintext is different from the block size (like in the encrypt-then-MAC approach), the cipher must be used in counter mode, or a stream cipher can be used. Either way, there needs to be additional information shared between the sender and the receiver, e.g. a nonce, to perform the encryption; in this case the ciphertext is computed as $c = ENC(k_1, I, \rho)||\tau$ with $I$ being the shared information.

Another variant is to avoid the use of two different shared keys and define the integrity code as $\tau = H(\mu)$, where $H(\cdot)$ is a hash function like SHA1 or an error-detection code of the CRC family.

In this paper we consider only different possibilities for the integrity tag $\tau = H(\mu)$, which can be a proper Message Authentication Code, a hash function or a CRC; we do not consider then the encrypt-then-MAC approach, so we can define the plaintext $m = \mu || \tau$.

4 Security considerations

When cars were not connected to the Internet, the attack surface was limited to local entry points that could make cars vulnerable to security attacks. Since connectivity has been embedded as feature inside cars, the attack surface is increased and it is not limited to local attacks, but also remote ones make a vehicle more vulnerable. This provides a higher impact to the security and safety of cars’ passengers, and in addition, gives to attackers more and more kinds of attacks that they are able to exploit.

When, we talk about to local attacks, we refer to physical inputs to the vehicle that can be represented, for instance, by the auxiliary jack of the CD-Rom, USB ports, and the OBD2 connector. All these physical connectors require that an attacker has the opportunity to access the car and manipulate or alter the input to perform its attack. This, however, is possible but the impact is limited and less transparent to passenger. On the other side, remote attacks made on the wireless inputs enlarge the attack surface and may make attacks more relevant. Wireless inputs can be: the Bluetooth, Wi-Fi and cellular connections. In particular, exploiting the cellular connection, it would be possible to remotely access the In-vehicle infotainment (IVI) system of a car, and from that reading and writing into the CAN bus [3]. In fact, the IVI system are consoles that often run an operating system such as Windows CE, Linux, and may even run Android. So, attackers may exploit known vulnerabilities of unpatched version of those operating systems to perform their attacks. On this scenario, the Key Reinstallation Attacks (KRACKs) [17] has demonstrated that a vulnerability in the WPA2 protocol could allow “attackers to use this novel attack technique to read information that was previously assumed to be safely encrypted. This can be abused to steal sensitive information such as credit card numbers, passwords, chat messages, emails, photos, and so on”[17]. Thus, using KRACKs and exploiting an unpatched version of the Wi-Fi provided by the IVI, an attacker could jump in the car’s network getting sensitive information, and using that access as gateway to force and get in the CAN bus network of the vehicle.

4.1 Attacker Model

In this paper, we analyse the CAN protocol from the security and safety point of view. In particular, this section aims at modelling attackers, defining which are the attacks that they may exploit.

In the modelling phase, we consider that attackers may have local or remote access to the vehicle to compromise the CAN bus by forging or altering messages that may be considered valid by recipients. For instance, attackers may be able to exploit a weakness of the authentication module to remotely access the CAN bus network using a classic IP connection, and

---
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once inside the vehicle, they forge valid message or even altering their contents.

To minimize the power of attackers, our defence strategy foresees that more attackers are not able to forge valid messages, keeping enabled confidentiality of proper messages generated. Also, we aim at identifying messages that were altered, i.e., losing integrity. Thus, our defence strategy is based on three security properties that are:

**Authentication:** A recipient should be able to verify whether a message is sent by a legitimate sender;

**Integrity:** A recipient should be able to verify whether a message has been altered during its transmission;

**Confidentiality:** it guarantees that the content of a message is not revealed to an illegitimate entity, as it can happen with the Man-in-the-Middle (MITM) attack;

We apply our defence strategy against attackers who can play the following roles:

**Honest-but-Curious (HBC):** Also known as Passive Attack; an attacker may exploit the information legitimately gleaned by capturing messages exchanged over the CAN bus network, but he/she will not perform any malicious activity to harvest it.

**Fully Malicious (FM):** Also known as Active Attack; an attacker is able to forge or alter messages that are considered valid, after a verification step, by the recipient. So, the attacker strategy is to succeed in at least one of the following attacks:

- **Impersonation** attack: the attacker is able to assume the identity of one of the legitimate parties;
- **Guessing** attack: the attacker is able to forge a valid MAC after a number of trials.
- **Replay** attack: the attacker is able to re-use valid messages with a malicious or fraudulent aim;
- **Sniffing** attack: the attacker is able to read the content of any messages exchanged through the CAN bus network.

In Table 1, we combine the defence strategy to each attack presented above aiming at blocking or mitigating the corresponding attack.

### 4.2 Security considerations on encrypted MAC and MAC size

We introduced the Message Authentication Code in the CAN-message payloads to provide by-design authentication and integrity properties. At the same time, by encrypting $\mu||r$, we added the confidentiality property in messages to avoid that an attacker sniffs content messages exchanged among ECUs. However, even not considering encryption on messages, but even only the first two properties, an attacker is capable to sniff messages, but she will not easily forge valid messages due to the MAC. With encryption, the attacker’s knowledge is still minor, and the probability to forge a valid message is linked to the guessing attack plus the encryption of $\mu||r$.

Dworkin in [18] points out the importance of choosing a robust MAC to be resistant against the guessing attack. In particular, Dworkin explains that a sound MAC is provided with a size greater than 64bits, i.e., $\tau_{size} \geq 64$-bits. However, due to the standard CAN bus payload restriction, i.e., 64bit in total, it is very hard to keep that inequality true and we need a workaround to guarantee the security properties with a specific level of risk. Thus, the workaround can be implemented through two different strategies:

1. Concatenating a MAC which size is at least 64-bit, or ii) limiting the number of repeated trials of an attacker before considering invalid the key that generates the MAC. The first solution may cause the fragmentation issue that we detail better in §5.1. Instead, the second solution can be the best candidate for our workaround on $\tau_{size}$. To this purpose, in [18], Dworkin illustrates how to calculate the right $\tau_{size}$ depending on the following two bounds:

**MaxInvalids:** as the limit on the number of trials that an attacker can perform before the key is retired;

**Risk:** the highest acceptable probability for an inauthentic message to be accepted as valid;

Then, due the above parameters, the $\tau_{size}$ should satisfy the following inequality:

$$\tau_{size} \geq \lg (\frac{\text{MaxInvalids}}{\text{Risk}}). \quad (1)$$

Our goal is to satisfy the inequality [1] with a value of $\tau_{size}$ that is greater than or equal to 16. From inequality [1] the system can tolerate up to 30 ($2^5$) messages before considering the key invalid, and the system can accept $2^{30}$, i.e., $\text{Risk} = 2^{48}$, chance of inauthentic messages. So, considering that the payload-size of a CAN-message is generically 48bits ($\mu_{size}$) and the maximum bandwidth of the communication channel is 64bit ($\text{bandwidth}_{max}$), we obtain that $\mu_{size} + \tau_{size} \leq \text{bandwidth}_{max}$. The inequality [1] defines that the lowest condition to have a $\mu||r$ message for the CAN bus protocol is to have $\text{MaxInvalids} = 2^5$ and $\text{Risk} = 2^{48}$.

### 5 Safety considerations

#### 5.1 Fragmentation

It is well known that a standard CAN message is too short for the proper implementation of many security properties, since the maximum allowed payload length is 8 bytes. However there are use cases where using a second CAN message (e.g., for authentication
purposes) is not acceptable since it introduces unnecessary latency in the complete reception of a message; this is mainly due to the low speed of CAN bus, which is typically 250 kB/s on vehicular networks, and can reach the maximum of 1 MB/s. Another reason is the increase of residual error rate in the communication (see for example the appendix D.5.2 of ISO 15998 [19]); however, this increase could be tolerated more easily since, to a first approximation, the \( P_e \) of a two-message scheme is roughly the double of the \( P_e \) of a single message. With these limitations, common application requirements allow for a rather limited security level achievable without changing the network communication protocol stack, and is fundamentally due, for a point-to-point communications, to the limited payload length of a single CAN 2.0 bus message. The use of CAN-FD could relax these limitations, but even in this case the maximum payload length is 64 bytes.

5.2 Retransmissions

In order to tolerate packet loss, communication protocols usually employ some form of re-transmission handling. Basically, this means that if an error is detected on the packet, or if a timeout for packet reception expires, the transmitter sends again the same packet. Different variants of ARQ schemes (Automatic Repeat reQuest) exist, but the essential principle is that a data packet is sent more than one time without modifications. While this feature is usually handled transparently at link or transport layer, it is a potential security vulnerability, since an attacker could either inject errors or transmit duplicated packets to perform a replay attack \([4,11]\). Similar attacks are not hypothetical but have been demonstrated in reality, one of the most recent examples being the key reinstallation attack against WPA2 [17]. It is then desirable to handle retransmissions at the application level, if any, so sensitive security information like nonces, which must be used exactly one time, are handled properly. It is also worth considering that fragmentation makes retransmissions more complicated to handle efficiently, since here a small portion of a packet can be lost.

5.3 Probability of Residual Error

The analysis of the probability of residual error \( P_e \) in a communication protocol is usually a difficult task. In order to simplify the model, it is assumed that the channel coding is independent from the encryption scheme and it is possible to obtain a measure of \( P_e \) for channel coding, which correspond to \( P_e^\text{ch} \) with reference to Figure 1. In this way, it is possible to focus only on the performance of the message protection scheme discussed in this paper. Here \( P_e \) is obtained assuming Shannon’s ideal cipher model, which has been used in other works like [20], and the results are compared with simulations where real algorithms are used for encryption and integrity.

5.3.1 Error model

According to Shannon’s model, an ideal cipher is a random family of permutations, chosen independently for each possible key. More precisely, suppose \( K \) is the set of all keys and \( M \) is the set of all messages. An ideal block cipher is a map \( ENC : K \times M \to M \) where, for each key \( k \in K \), the encryption function \( ENC_k(\cdot) = ENC(k,\cdot) \) is a random permutation on the message set \( M \) (independent of any other permutation). The same considerations apply to the decryption function \( DEC_k(\cdot) = DEC(k,\cdot) \), which being the inverse of a random permutation is itself a random permutation.

In this context, it is more useful to fix a specific pair \((k,m)\) of key and message, and consider the cipher text message set as:

\[
C' = \{ e' : c = c + e', e' \in E' \}
\]  

(2)

while the plain text message set is:

\[
M' = \{ m' : m' = m + e, e \in E \}
\]  

(3)

where the set \( E' \) is the set of all possible undetected error vectors after channel decoding and before decryption, and \( E \) is the set of all error vectors after decryption. The addition here correspond to a bitwise XOR. While the elements of \( E' \) correspond basically to undetected transmission errors, the elements of \( E \) can be seen as undetected transmission errors transformed by the decryption function. For this reason, the distribution of the values in \( E \) depends on the distribution of \( E' \), in a different way for each different pair \((k,m)\), since the function \( E(k,\cdot) \) will correspond to a different and independent permutation. The relation between \( E' \) and \( E \) is then of the form \( ENC : K \times M \times E' \to E \) which can be rewritten as the map \( ENC_{(k,m)} : E' \to E \) identified by a specific pair of values \((k,m)\). The explicit form can be derived from Figure 1 as:

\[
e = ENC_{(k,m)}(e') = DEC(k,c')
\]  

(4)

\[
= DEC(k,c + e')
\]  

(5)

\[
= DEC(k,ENC(k,m) + e') + m
\]  

(6)

| Attack        | Description                                           | Defence                |
|---------------|-------------------------------------------------------|------------------------|
| Impersonation | Generating messages being identified as legitimate party | Authentication         |
| Guessing      | Forging or altering messages that are valid by the recipient | Confidentiality, Authentication, Integrity |
| Replay        | Re-use messages that are considered valid by the recipient | Authentication         |
| Smashing      | Read content of messages                                | Confidentiality         |

Table 1: Summary of attack and defence strategies.
Being $ENC(k \cdot)$ and $DEC(k \cdot)$ random permutations, equation 6 represent a random map from $E'$ to $E$. Each pair $(k, m)$ correspond then to a different map $ENC_{(k \cdot)}$, independent from other maps. This means that each error vector $e'$ on the transmission channel correspond to a random error vector $e$ after decryption. Assuming that the pair $(k, m)$ is chosen uniformly from the set $K \times M$, the random error vector $e$ is itself uniformly distributed. In practice, the relation between $e$ and $e'$ is highly non-linear, since it strongly depends on the $ENC$ and $DEC$ functions, which in real block ciphers are usually highly non-linear functions themselves. This means that the approximation of uniform distribution of $e$, for any given $e'$ and varying $(k, m)$, is accurate as long as these conditions apply:

1. the real block cipher approximates a random permutation;
2. the messages in $M$ are uniformly distributed;
3. the keys in $K$ are uniformly distributed.

Condition 1 is itself an important security property, as shown for example in [21]. Condition 2 can be false depending on the context; for example, in a closed industrial control network the message set is usually limited; furthermore, messages in $M$ can include integrity checks (as in the scheme discussed here) which alter the distribution of the plaintext. Condition 3 is another important security property, although some block ciphers have weak keys (e.g. DES and Blowfish). These conditions can be relaxed to having either the messages or the key uniformly distributed, provided that condition 1 still apply.

### 5.3.2 Computation of $P_{re}$

In this section, we assume these conditions are satisfied. Given that, as shown in section 3 the original message is $m = \mu \| \tau$, and the received message is $m' = \mu' \| \tau'$, the probability of residual error can be defined as the joint probability

$$P_{re} = P(\mu \neq \mu', \tau' = H(\mu'))$$

which correspond to the probability of having a correct integrity tag ($\tau' = H(\mu')$) but the decoded message is different from the original ($\mu \neq \mu'$) due to transmission errors. Considering that $ENC_{(k \cdot)}$ is a random map, each element of $C'$ can correspond to all the possible values of $M'$. If the elements of $C'$ are uniformly distributed (such as when considering a random message attack) the probability that $\tau' = H(\mu')$, averaged over all the possible $(k, m)$, can be computed by counting as

$$P_{avg}(\tau' = H(\mu')) = \frac{2^{\mu_{size}}}{2^{\mu_{size}+\tau_{size}}} = \frac{1}{2^{\tau_{size}}}$$

which is the probability of guessing a valid message. On the other hand, when transmission errors are considered, only one of the elements of $C'$ correspond to the correct message, while all other elements have cumulative probability $P_{ch_{re}}$. The residual probability of error in this case can be computed as

$$P_{re}^{avg} = P_{re}^{ch} \frac{2^{\mu_{size}} - 1}{2^{\mu_{size}+\tau_{size}} - 1} = \frac{P_{re}^{ch}}{2^{\tau_{size}}}$$

Both equations 8 and 9 are valid without making any assumption on the actual algorithm $H$ used for computing $\tau$.

This measure of $P_{re}$ is, however, a measure for the average case, while from the safety point of view it is necessary to consider the worst case, that is:

$$P_{re}^{wc} = \max_{k \in K} \max_{m \in M} P_{re}$$

This again can be computed by counting, but this time the actual distribution of $E$, given by transmission errors, must be considered, specifically the one which maximise equation 10 which correspond to the worst-case pair $(k_{wc}, m_{wc})$. Using the ideal cipher model, the distribution in $E$ can be obtained from a permutation of the distribution in $E'$, so a simpler way to compute $P_{re}^{wc}$ is to take the $2^{\mu_{size}} - 1$ error vectors of $E'$ with higher probability $P_{ch}$ and sum their probability.

Clearly, the upper bound for the various $E$ is

$$P_{re}^{wc} \leq P_{re}^{ch}$$

where equality would mean that the encryption procedure, even with an integrity check, is not effective at all in detecting transmission errors when $(k_{wc}, m_{wc})$ are used, because the relevant transmission errors $e$ cause the plaintext to have a non-correctable error. More specifically, this correspond to the case where the $2^{\mu_{size}} - 1$ most probable error vectors in $E$ cover practically the whole amount of $P_{re}^{ch}$. The fact that this is independent from the particular algorithm $H$ is because of the random map; in other words it is impossible to design an efficient integrity algorithm for this scheme as the distribution of $e$ can not be known a priori.

This consideration exposes the trade-off between safety (as related to protection against random errors) and security (as related to protection against a malicious adversary). In the first case the statistical distribution of transmission errors is usually concentrated on a restricted set of values, and error detection codes are designed to detect the most probable errors, achieving a very high detection rate. On the other hand, if a malicious adversary is considered, all error patterns must be distributed ideally uniformly, otherwise an attacker may exploit its statistical characteristics.

### 5.3.3 Analytical results

To illustrate this problem, we consider a simplified model with a binomial distribution $\mathcal{E}' \sim B(n, k, p)$ (which would correspond in Figure 1 to the case with no channel coding and a Binary Symmetric Channel with probability of bit error $p$). The worst case $P_{re}^{wc}$ can then be obtained by first listing the probability $P_{1}$.
of each error vector $e_j$ with $l$ bit set (note that must be $l > 0$); this list is then sorted incrementally and then the first values are taken, one error vector at a time, until exactly $2^{\mu_{\text{size}}} - 1$ error vectors are chosen. As shown in figure 2, where the worst-case residual probability of error is computed with the algorithm exposed above for different values of $p$ in a binomial distribution, the value of $P_{re}$ rapidly increases as the distribution of errors is more concentrated. Here $\tau_{\text{size}}$ is fixed to 64 bytes; similar results are obtained for different values. In figure 3, instead, $\mu_{\text{size}}$ is fixed to 256 bits and the worst-case $P_{re}$ is plotted, and here the effect of the concentration of error distribution is also visible with effects similar to figure 2. This algorithm can be extended to the case where channel coding allows approximating the residual error distribution, for example if a CRC with a known minimum hamming distance $H_{\text{CRC}}$ is used (some examples are available from the work of Koopman, see [22], for different payload lengths). In this case, the error vectors $e_j$ with $l < H_{\text{CRC}}$ are not considered since they are detected by channel coding. However if channel coding include other information in the CRC (such as the length of the data payload) this approximation must be further refined.
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**Figure 2:** Normalised worst-case $P_{re}$ obtained through computation, for different values of $p$. $\tau_{\text{size}}$ is fixed to 64 bytes.
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**Figure 3:** Normalised worst-case $P_{re}$ obtained through computation, for different values of $p$. $\mu_{\text{size}}$ is fixed to 256 bytes.

### 5.3.4 Simulation results

The simulations have been performed applying the encryption scheme to randomly selected $(k, m)$ and using different error vectors to obtain an approximation of $P_{re}$. For the ENC cipher, DES and AES have been used, while for $H$ we used CRC, a truncated SHA1 hash function and a truncated HMAC scheme based on SHA1. The simulation have been implemented as a C++ program using the Nettle v2.7.1 cryptographic library. The simulations were run on a Intel i7 8-core laptop with 8 GB RAM; for each pair $(k, m)$ a number of error patterns $e'$ are generated, with the respective probability, and the normalised output $P_{re}$ is computed as the ratio between the erroneous messages that resulted in $\tau = H(p)$ and the total number of erroneous messages. The plotted results represent a normalised $P_{re}$, where the value of 1 represent equality in equation 11. The value of $\tau_{\text{size}}$ varies from 0 to 16; greater values, which in theory correspond to a lower $P_{re}$, have not been simulated since they would have taken too much time to yield a result with reasonable precision; however the results are still meaningful with respect to the theoretical model. The complexity of the simulation has three factors: $k$, $m$ and $e'$. For example, using 1000 different keys, 1000 different messages and 10000 error patterns the total number of iterations is $1000 \cdot 1000 \cdot 10000 = 10^{10}$. However each value of $P_{re}$ is evaluated using 10000 samples, so lower values close to $10^{-4}$ will have a lower accuracy. This explains the convenience to simulate with low $\tau_{\text{size}}$.
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**Figure 4:** Normalised average $P_{re}$ obtained through simulation and from equation 9 for different values of $\tau_{\text{size}}$.

In Figure 4 the normalised $P_{re}^{\text{avg}}$ is plotted, both resulting from equation 9 and from simulations. The correspondence between the theoretical model and the simulation results is very good, and the results are independent either from the $H$ algorithm used to compute $\tau$ and the encryption algorithm ENC. Only a small glitch is visible for $\tau_{\text{size}} = 14$, presumably due to the relatively small number of iterations. The simulations results are accurate because all the $P_{re}$ are av-
eraged over the pairs \((k, m)\).

In Figure 5 and 6 the normalised \(P_{wc}^e\) is plotted with varying \(\tau_{size}\). The numerical values, displayed with a continuous line, are evaluated with the algorithm described in section 3.3.2 while the simulation results are taken as the highest value of \(P_{re}\) among all tested \((k, m)\). In this case the simulations do not match the theoretical model; the reason is that while the theoretical model assumes that \((k_{wc}, m_{wc})\) is known, in practice this is not true, although for some ciphers it could be feasible to calculate it. In this case a great number of \((k, m)\) combinations are randomly chosen and the worst case is considered. However, being unable to scan all the \((k, m)\) space, it is unlikely to find the worst case but only a “bad” pair \((k, m)\) is found, for which \(P_{re}\) differ significantly from the average case.

![Figure 5](image1.png)  
**Figure 5**: Normalised worst-case \(P_{re}\) obtained with \(E' \sim B(n, k, p)\) through calculation and simulation using a DES/SHA1 scheme, with \(\mu_{size} + \tau_{size} = 64\), for different values of \(\tau_{size}\).

![Figure 6](image2.png)  
**Figure 6**: Normalised worst-case \(P_{re}\) obtained with \(E' \sim B(n, k, p)\) through calculation and simulation using a DES/SHA1 scheme, with \(\mu_{size} + \tau_{size} = 64\), for different values of \(\tau_{size}\).

In Figure 7 and 8 the normalised \(P_{wc}^e\) is plotted with varying \(p\). For low values of \(p\), the value of \(P_{wc}^e\) does not change a lot, since the most probable error patterns are always the ones with 1 bit error. On the other hand, with higher \(p\) the value of \(P_{wc}^e\) approaches \(P_{arg}\), which is reached with \(p = 0.5\), corresponding to a uniform distribution. The issue of finding the worst case \((k, m)\) is then different depending on the bit error probability of \(B(n, k, p)\). For low \(p\), approximately under 0.1, it is easier to find a pair \((k, m)\) with high \(P_{re}\), since the most probable error patterns are the ones with only 1 bit error and are exactly \(\mu_{size} + \tau_{size}\). On the other hand, for higher \(p\), the most probable error patterns are a much greater number, because it is easier to find more than one bit error. This explains the difficulty of finding the pair \((k_{wc}, m_{wc})\) to simulate \(P_{we}\) accurately.

![Figure 7](image3.png)  
**Figure 7**: Normalised worst-case \(P_{re}\) obtained with \(E' \sim B(n, k, p)\) through calculation and simulation using a DES/SHA1 scheme, with \(\mu_{size} + \tau_{size} = 64\), for different values of \(p\).
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**Figure 8**: Normalised worst-case \(P_{re}\) obtained with \(E' \sim B(n, k, p)\) through calculation and simulation using a DES/SHA1 scheme, with \(\mu_{size} + \tau_{size} = 64\), for different values of \(p\).

### 6 Discussion

In Table 2 different message protection schemes are compared and ordered with decreasing security properties. The message protection schemes addressed
in this paper correspond to the ENC+MAC and ENC+CRC schemes, depending on the choice of $H()$, to resist a fully malicious attacker with chosen plaintext. The main alternative scheme, which does not consider the Confidentiality property, is evaluated for reference, based on literature work. Here the trade-off appears clear comparing the ENC+CRC and plain+CRC scheme; while the first has better security properties, the latter has better safety properties under common channel models, because CRC codes are designed specifically for correcting transmission errors.

7 Conclusion

In this paper, we have presented an analysis showing that a security property, like encryption, directly influences the probability of residual error, which is a safety property. On the other hand, the restricted size of the CAN bus payload forces the length of a MAC code to respect the fragmentation constraints which can be imposed by real-time requirements. With respect to similar schemes without encryption, by using a second CRC in addition to that one at the physical layer, the combination ENC+CRC performs worse; this is due to the intrinsic properties of block ciphers, which transform the distribution of errors to uniform on average. Other message protection schemes could have a less drastic impact on the worst-case error detection capability, or even this error detection capability could be embedded into the encryption algorithm itself, but then the risk is to offer the possibility for a side-channel attack.

Future works include the design and study of different message protection schemes, to offer a better trade-off between safety and security, for example improving the performance of the integrity tag $\tau$ with respect to transmission errors. Additionally, an experimental testbed on a real CAN bus would be useful to assess the performance of the protocol.
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Table 2: Summary of message protection schemes.

| Scheme      | Resists to                      | Security properties                                      | Leaking out | Safety properties |
|-------------|--------------------------------|----------------------------------------------------------|-------------|------------------|
| ENC + MAC   | Fully Malicious with chosen plaintext | Confidentiality, Authentication, Integrity               | -           | Strongly depends on $(k,m)$ |
| ENC + CRC   | Fully Malicious with chosen plaintext | Confidentiality, Integrity                               | -           | Strongly depends on $(k,m)$ |
| plain + MAC | Fully Malicious                 | Authentication, Integrity                                 | Plaintext to FM and HBC attackers | Depends on $H()$ |
| plain + CRC | Honest-But-Curious              | -                                                        | Plaintext to FM and HBC attackers | Good under common channel assumption [13] |
| plain       | -                              | -                                                        | Plaintext to FM and HBC attackers | -               |
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