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Abstract

With the increasing of extreme weathers, cities, especially the small- and medium-sized urban rivers with the protection areas less than 200 square hectares, are experiencing significantly more flood disasters worldwide. Heavy snowfalls and rainfalls can rapidly overflow these rivers and cause floods due to their unique geographic locations and fast runoff and confluence. Therefore, it is particularly important to accurately predict the short-to-medium term water levels of such rivers for reducing and avoiding urban floods. In the present work, a particle swarm optimization (PSO)-support vector machine (SVM) water level prediction model was constructed by combining PSO and SVM and trained with the meteorological data of Wuhan, China, and the water level data of Yangtze River. The PSO-SVM model is able to lower mean square error (MSE) 70.47\% and increase coefficient of determination ($R^2$) 7.02\% of the prediction results, as compared with SVM model alone. The highly accurate PSO-SVM model can be used to predict river water level real-time using the hourly weather and water level data, which thereby provides quantitative data support for urban flood control, construction management of water projects, improving response efficiency and reducing safety risks.
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1 Introduction

Small- and medium-sized rivers in urban span multiple administrative areas and possess unique characteristics of shallow riverbed, small cross-section, limited and incomplete hydrological information, and connections with large areas of impervious layers of cities (Zhang et al. 2016), which makes them vulnerable to extreme weathers. Local heavy snowfalls and rainstorms can seriously impact the urban areas around a river if its flood discharge capacity is poor (Rao et al. 2019). In 2019, extreme weathers in the cities of India, China, the United States, Japan, and Europe caused the floods and other disasters of over 25 billion U.S. dollars damages. The United Nations has called for preventing extreme weather from threatening human life. Therefore, the short-to-medium term water level prediction of small and medium-sized urban rivers based on meteorological data are significantly important.

Water level prediction has been extensively studied worldwide, especially for large rivers due to availability of large amounts of hydrologic monitoring data. Efficient water level prediction models can be constructed using various mathematical models based on the historical water level data of such rivers for quantitative analyses. For example, Barrameda et al constructed a model by combing back propagation neural network (BPNN) and SVM to predict the rainfall and water level of the Calinog River in Iloilo City, Philippines which showed higher accuracy than SVM alone (Barrameda et al. 2018). Shiri et al. obtained more accurate prediction of the water level in Urmia Lake using extreme learning machine (ELM) than using genetic programming (GP) and artificial neural network (ANN) (Shiri et al. 2016). A short term water level prediction model combining genetic algorithm (GA) and neural network was established and successfully applied to 15 water level stations on four major rivers of South Korea, showing great application potentials for water level predictions at different stations under different conditions (Lee et al. 2013). Adaptive neural fuzzy inference system (ANFIS) and differential integrated moving average autoregressive (ARIMA) model were also successfully applied to the water level prediction of the Klang River in Malaysia (Galavi et al. 2013). Lin et al. combined a climate model with digital weather data to predict severe precipitation anomalies of a few days to a few months ago in the Yangtze River Basin, and discussed the important role of seasonal dynamic prediction in flood management of the Basin. (Lin et al. 2005). A comprehensive clustering, classification, and regression framework model was constructed for the real-time water level prediction of the Yellow River Basin with its high sediment composite considered (Zhao et al. 2019). Hin and Othman predicted the water level in Lakec, Malaysia using classification and data mining, specifically for the uneven rainfalls caused by the monsoon season (Hin and Othman 2020). Zhu et al. reported a model based on BP artificial neural network for the flood season water level prediction of the Pearl River Basin (Zhu et al. 2005). Xie et al. also developed a BP artificial neural network-based model for the water level prediction on the Yangtze River hydrological station. They used the temporal differences of water level and flow as the input and output of the BP network model to improve the prediction accuracy during the flood season (XIE et al. 2005). Yadav and Eliza proposed the daily water level prediction using a mixed wavelet support vector machine model with the daily lake water level and hydrometeorological data of Lake Loktaq as the inputs (Yadav and Eliza 2017).

To sum up, a foundation has been established for the quantitative water level prediction of large rivers. Small- and medium-sized rivers, especially the small- and medium-sized urban rivers that are more...
sensitive to meteorological data and are susceptible to the mainstream and adjacent tributaries, are rarely involved. The studies of tributaries are less systematic and there are fewer hydrological and weather data for the tributary streams, as compared with mainstreams. Therefore, it is difficult to obtain accurate and comprehensive information for the quantitative analysis. In view of this, we have constructed a PSO and SVM algorithms based model for the short-to-medium term water level prediction of small- and medium-sized rivers in complex urban areas using meteorological data and water level of mainstream as the variables, aiming to explore the water level predictions of small- and medium-sized urban rivers in complex environments.

2 Influencing factors

Compared with large mainstream rivers, small- and medium-sized urban rivers are more sensitive to short- and medium-term weather changes because of their small catchment area (Simon et al. 2018). Their water changes are every random due to the complex surrounding environments, which makes their water level prediction very challenging.

Fig. 1 shows the factors affecting the water level of the small- and medium-sized urban river. As can be seen, meteorological supply, industrial and domestic water extraction and drainage, and the water levels of mainstream are the main factors. Historical data suggest that the mainstream water level \(X_1\) imposes jacking effects on the tributary water level during the wet season when it is higher than the water level of the tributary (YAO et al. 2018), and shows siphon effects during the dry season when it water level is lower. The influencing variable \(X_2\) is used to eliminate the spatial variability of the mainstream water. Therefore, the difference between the water levels of two hydrological stations on the mainstream closest to the tributary is selected as \(X_2\) (Nkiaka et al. 2018). Influencing variable \(X_3\) represents the historical water level data of the tributary. Influencing variable \(X_4\) reflects the impact of short- and medium-term meteorological supply on the water level of the tributary. Empirical evidence suggests that the industrial and domestic water drainage is mainly related to urban development and has been in a stable state. It has
shown no obvious nonlinear effect on the tributary water level, and thus is excluded from the model.
The final selected influencing variables are listed in Table 1.

| Table 1 Influencing variables for predictive modeling |
|------------------------------------------------------|
| Prediction object                                      | Water level influencing variable |
| Mainstream water level ($X_1$)                        |                                     |
| Difference between the water levels of two stations on the upstream of mainstream ($X_2$) |                                     |
| historical water level of tributary ($X_3$)           |                                     |
| Meteorological supply ($X_4$)                         |                                     |

3 Prediction model theory

The water level change with the influencing variables $X_1$, $X_2$, $X_3$, and $X_4$ is a highly uncertain nonlinear dynamic process in complex environments. Therefore, a suitable mathematical model is extremely important for predicting such multivariate chaotic sequence. At present, linear regression model (Kühn and Schöne 2017), artificial neural network model (Adamowski and Chan 2011; Khan and Coulibaly 2006; Kia et al. 2012; Yarar et al. 2009), VOLTERA series adaptive model (Qiao et al. 2020) and SVM model (Kisi et al. 2015; Wang et al. 2010; Wei 2012) are the major mathematical models used for the prediction of multivariable chaotic sequences. Among them, the SVM model based on statistical learning theory and structural risk minimization principle has demonstrated great advantages for solving the nonlinear regression problems of small samples, such as clear theoretical foundation, global optimization and strong generalization ability. Yet the accuracy of the model is significantly affected by the parameter settings (Huang and Dun 2008). To make up for this shortcoming, the particle swarm optimization (PSO) with excellent global search capability and high efficiency can be used to optimize the parameters for SVM model. Therefore, we propose a PSO-SVM model to comprehensively predict the short-to medium term water levels of urban rivers.

3.1. Particle swarm optimization (PSO)

The particle swarm algorithm used for parameter optimization treats each individual as an particle in an n-dimensional search space, and each particle flies in this space at a certain speed (Selakov et al. 2014; Shrivastava et al. 2015). The position of each particle is a potential solution. The fitness is obtained from the objective function. The SVM model based on particle swarm algorithm updates its position and velocity according to the best position of the particle swarm and the best position of each particle, and gradually approaching the best position. The speed update and position update can be described as Eq. 1.
\begin{equation}
\begin{align*}
v_{i}^{t+1} &= \omega v_{i}^{t} + c_{1}r_{1}(P_{\text{best}} - X_{i}^{t}) + c_{2}r_{2}(g_{\text{best}} - X_{i}^{t}), \\
X_{i}^{t+1} &= X_{i}^{t} + v_{i}^{t+1}
\end{align*}
\end{equation}

where \( v \) is the particle velocity, \( \omega \) is the inertia weight, \( c_{1} \) and \( c_{2} \) are the acceleration factors, \( g_{\text{best}} \) is the optimal position of each particle, \( K \) is the number of iterations, \( i \) is the population size, \( X \) is the particle position, and \( r_{1} \) and \( r_{2} \) are the random numbers from \([0,1]\). The iteration is stopped as the preset maximum number of iterations is reached or the position obtained by PSO is higher than the preset minimum adaptive threshold.

### 3.2. Support vector machine (SVM)

SVM algorithm is a machine learning method based on statistical learning theory, which can effectively solve the nonlinear and high-dimensional recognition problems of small samples (Anirudh and Umes 2007; Eslamian et al. 2008; Moghaddamnia et al. 2009; Zakaria and Shabri 2012). SVM nonlinear regression prediction is based on structural risk minimization principle and Vapnik–Chervonenkis (VC) dimension theory. An optimal decision function can be constructed by nonlinear mapping and the linear regression is conducted in a high-dimensional space. The linear regression function can be expressed as Eq. 2.

\begin{equation}
\begin{align*}
f(x) &= \omega \cdot x + b
\end{align*}
\end{equation}

where \( \omega \) is the generalized parameter of the function.

The regression function is optimized with the \( \varepsilon \)-insensitive loss function, and the best function is determined with the minimum value of the function as shown in Eq. 3 and 4.

\begin{equation}
\begin{align*}
\min R(\omega, \xi, \xi^+) = & \frac{1}{2} \omega^2 + C \sum_{i=1}^{t} (\xi_{i} + \xi_{i}^+) \\
\text{s.t.} \quad & f(x_{i}) - y_{i} \leq \xi_{i}^+ + \varepsilon, \\
& f(x_{i}) - y_{i} \leq \xi_{i} + \varepsilon, i = 1,\ldots, t \\
& \xi_{i}, \xi_{i}^+ \geq 0
\end{align*}
\end{equation}

where \( \xi \) and \( \xi^+ \) are the relaxation factors used to smooth the trend curve of the function and solve the calculation error of the regression, \( C \) is a constant introduced to compromise the balance, and \( \varepsilon \) is a constant for the error analysis.

The nonlinear regression function can be obtained by quadratic programming as Eq. 5.

\begin{equation}
\begin{align*}
f(x) &= \sum_{i=1}^{n} (\beta_{i} - \beta_{i}^+) K(x, x_{i}) + b
\end{align*}
\end{equation}

where \( K(x, x_{i}) \) is the kernel function of SVM, and \( \beta_{i} \) and \( \beta_{i}^+ \) are the Lagrangian multipliers.
4 PSO-SVM modeling for water level prediction

SVM can perform regression analysis alone, but its accuracy is significantly affected by the selection of its kernel function parameters for water level prediction. The cross-validation of kernel function itself usually falls into a local optimal solution, and thus cannot provide the global the optimal solution, causing low prediction accuracy of SVM. Herein, the parameters of SVM are iteratively optimized using particle swarm algorithm to build a desired model for the short-to-medium term water level prediction of small- and medium-sized urban rivers. Fig. 2 shows the flowchart of the PSO-SVM modeling process.

The modeling process comprises the following steps:

Step1 Data acquisition and processing

The data of the factors that affect the water level can be classified as structured data and unstructured data. The mainstream water level ($X_1$), the upstream water level difference ($X_2$), and the historical water...
level ($X_i$) are structured data, which can be accurately and immediately obtained from hydrological
stations. Meteorological data are unstructured data. To more specifically characterize the weather
changes, the original meteorological data are quantitatively processed by a scoring method based on the
criteria of precipitation or not and the amount of precipitation. No rain, shower, light rain, moderate rain,
heavy rain, and rainstorm are respectively scored as 0 point, 1 point, 2 points, 3 points, 4 points and 5
points (Caizhi and Xueyu 2003). To accelerate the parameter optimization, improve the model training
efficiency, and reduce memory space, the sample data are normalized with Eq. 7.

$$y = \frac{y_{\max} - y_{\min}}{x_{\max} - x_{\min}} (x - x_{\min}) + y_{\min} \quad (7)$$

Step2  PSO and tuning

The accuracy and performance of SVM model are mainly affected by its penalty factor $c$ and kernel
parameter $g$, and thus those two parameters are optimized using particle swarm algorithm.

Step3  Model training

According to the fitting principle of parameter optimization by PSO, the SVM model is trained with the
parameter optimization results obtained by PSO in step 2 and the normalized data of step 1. The optimal
fitting function is obtained as Eq. 8.

$$\bar{D} = f(y) = \sum_{i=1}^{m} (a_i - a_i^*) \exp(-\|y - y_i\|^2/2\sigma^2) + b \quad (8)$$

where $a_i$ and $a_i^*$ are the Lagrange factors corresponding to the SVM and $b$ is a bias term. This trained
fitting equation is then used as a PSO-SVM model for water level prediction.

Step4  Results and error analysis

To more comprehensively evaluate the model, the prediction results are subjected to error analysis for
goodness of fit, namely the mean square error (MSE), and coefficient of determination ($R^2$). The closer
to 0 the MSE is, the smaller the prediction error and the higher the accuracy of the model. The $R^2$ value
closer to 1 suggests smaller prediction error and higher the prediction accuracy. The model is considered
accurate if MSE is smaller than 0.1 and $R^2$ is greater than 0.9. Otherwise, the SVM parameters are further
optimized by PSO and the prediction model is then rebuilt until the accuracy requirements are met.

5  Shor- and medium-term water level prediction of Xinhe Bridge using PSO-SVM model

5.1 Hydrologic engineering background analysis

Xinhe Bridge is over a small- to medium-sized tributary of Wuhan city, ~350 m away from the junction
of the Sheshui River estuary and the Yangtze River. It is in the subtropic climate zone with four distinct
seasons and abundant rainfalls. According to the historical hydrological data provided by Wuhan
meteorological observatory, the average annual precipitation of the city is about 125 days, and the
Rainfalls mainly occur in summer. Atmospheric precipitation, surface water and adjacent water systems, and drainage of urban and factory water are the main water supply sources. Fig. 3 shows the distribution of water systems and the locations of hydrological monitoring stations near the object.

Fig. 3 Map showing the locations of Xinhe Bridge and the hydrological monitoring stations

### 5.2 Data preprocessing

**Step 1 Direct data acquisition**

A total of 134 sets of water level are selected from the data recorded in 2016 and 2017. The water levels of Yangtze River ($X_1$) and Sheshui River ($X_3$), and their water level difference ($X_3$) are adopted from the water information table of the Hydrological Information Forecasting Office of the Hydrological and Water Resources Bureau of Hubei Province that records data once every hour. The data of 8 am each day that accurately match the meteorological data are selected and listed in Table 3.

Table 3 Selected raw data for modeling

| Number | Data  | Yangtze River water level $X_1$ (m) | Water level difference between Shashi and Hankou $X_2$ (m) | Sheshui River water level $X_3$ (m) | Xinhe Bridge Water Level (m) |
|--------|-------|----------------------------------|--------------------------------------------------------|----------------------------------|-------------------------------|
| 1      | 2016.1.01 | 16.25                            | 14.63                                                  | 21.63                            | 13.26                         |
| 2      | 2016.1.11 | 15.61                            | 15.63                                                  | 21.37                            | 13.38                         |
| 3      | 2016.1.21 | 16.58                            | 15.11                                                  | 21.46                            | 13.45                         |
| ...    | ...      | ...                              | ...                                                    | ...                              | ...                           |
| 30     | 2016.7.05 | 27.48                            | 13.41                                                  | 27.25                            | 25.27                         |
Step 2  Meteorological data processing

The meteorological data are preprocessed by the method mentioned above. Based on the historical rainfall distribution of Wuhan city, the data of July and August when the precipitation is relatively concentrated are extracted. The daily weather conditions are scored, and the average value of weather changes of every 10 days is taken as the value of influencing variable $X_4$. Fig. 4 shows the scores of the weather conditions in 2016 and 2017.

5.3 PSO-SVM and SVM modeling

The PSO-SVM modeling for the short-to-medium-term water level prediction of the Xinhe Bridge is conducted in the MatlabR2018a software and the results are compared with those of the conventional SVM modeling (Tan et al. 2019).

Step 1  PSO-SVM modeling

From the 134 sets of data, 104 sets are randomly selected as the training dataset. The penalty factor $c$ and...
the function parameter $g$ of SVM are then automatically optimized by PSO to establish a PSO-SVM water level prediction model. The remaining 30 sets of data are used as the test dataset for the regression error analysis and accuracy evaluation. The initial values of the PSO algorithm are set as: number of particle swarms, 30; maximum number of iterations, 300; particle dimension, 2; and acceleration factors, $c_1 = 1.5$ and $c_2 = 1.7$. The search ranges of $c_1$ and $c_2$ are $[1, 1000]$ and $[0.1, 100]$, respectively. The inertia weight decreases linearly from 1.2 to 0.9 with the cycle number. PSO gives the optimal penalty factor $c=241.6347$ and kernel parameter $g=0.2388$ that are fitted into the constructed model for water level prediction. The running time of POS-SVM model is 78.88 s. The training time is 2.9 s, and the prediction time is 0.09 s.

Step2 SVM modeling

Similarly, 104 sets of data are randomly selected as the training dataset, and the remaining 30 sets of data are used as the test dataset. The maximum number of iterations is 500 and the maximum number of evolutions is 20. The penalty factor $c=2.8284$ and the kernel parameter $g=1.4142$ are obtained after the cross-validation, which are then brought into the model for water level prediction.

5.4 Comparative analysis of PSO-SVM and SVM prediction results

Fig. 5 shows the MSE of fitness and the fitting curve of PSO-SVM model. Fig. 6 compares the PSO-SVM and SVM prediction results and true values of the training data and Fig. 7 compares those of the test data. The relative errors between the PSO-SVM and SVM prediction results for the training dataset and the test dataset are shown in Fig. 8 and 9, respectively.

![Fitness curve of PSO-SVM water level prediction model](image)
Fig. 6. Comparison of PSO-SVM and SVM prediction results of training dataset with the true values

Fig. 7. Comparison of PSO-SVM and SVM prediction results of test set and the true values

Fig. 8. Relative error between SVM and PSO-SVM prediction results of training dataset
The PSO-SVM fitness curve suggests that the prediction value becomes almost stable in ~70 iterations. The relative error between the PSO-SVM prediction value and true value of the training dataset is much lower than that of SVM, indicating that the accuracy of PSO-SVM model is higher. The conclusion is further supported by the MSE and coefficient of determination of the predictions result as listed Table 4. It is clear that PSO-SVM model can predict the water level of small and medium-sized tributaries more accurately and reliably than SVM model, and thus is more suitable for the water level prediction of this type of rivers.

Table 3 Comparison of the prediction performances of PSO-SVM and SVM models

| Evaluation parameters | PSO-SVM | SVM       |
|-----------------------|---------|-----------|
| MSE of training set   | 5.108e-6| 0.009195  |
| $R^2$ of training set | 0.9999  | 0.96587   |
| MSE of sample set     | 0.0077239| 0.026154  |
| $R^2$ of sample set   | 0.98856 | 0.9237    |

6 Conclusions

A water level predication model based on PSO and SVM algorithms has been constructed for the short-to-mid-term water level prediction of small and medium-sized rivers in urban using meteorological data as the variables. The accuracy and performance of the model are evaluated with real cases. The following conclusions are obtained.

Meteorological data, water level of adjacent water system, the difference between the water levels of two stations on the upstream of mainstream, and the historical water level of tributary are selected as the variables. There may be other factors affecting water level, which are not included in the models because of limited accessibility. Their identification and quantitative analysis are an undergoing project of our group.

The comparison of the PSO-SVM and SVM prediction suggests that the former can give smaller MSE
and a higher coefficient of determination close to 1. The $R^2$ of PSO-SVM prediction results of the training and test datasets are respectively 3.5% and 7.02% higher than those of SVM predictions. The high prediction accuracy of PSO-SVM model suggests that it is suitable for the short-to-medium term water level prediction.

The constructed model is successfully applied to the short-to-medium term water level prediction of a typical small- and medium-sized urban river. The model prediction can provide a scientific and accurate basis for the construction management of waterborne municipal projects and urban regional flood prevention. Future forecasts can be combined with hourly meteorological and water level data to achieve real-time prediction, improve water level prediction efficiency, and avoid the occurrence of flood disasters.
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