Calculation of Transition State Energies in the HCN-HNC Isomerization with an Algebraic Model
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Abstract

Recent works have shown that the spectroscopic access to highly-excited states provides enough information to characterize transition states in isomerization reactions. Here, we show that the transition state of the bond breaking HCN-HNC isomerization reaction can also be achieved with the two-dimensional limit of the algebraic vibron model. We describe the system's bending vibration with the algebraic Hamiltonian and use its classical limit to characterize the transition state. Using either the coherent state formalism or a recently proposed approach by Baraban et al. [Science 2015, 350, 1338], we obtain an accurate description of the isomerization transition state. In addition, we show that the energy level dynamics and the transition state wave function structure indicate that the spectrum in the vicinity of the isomerization saddle point can be understood in terms of the formalism for excited state quantum phase transitions.
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Transition state theory is considered the keystone of chemical reaction studies and chemical kinetics since its formulation in the 1930’s.\textsuperscript{112} It allows for the derivation of thermal reaction rates from the energy surface landscape, in particular, from the minimal energy pathway connecting reactants and products. However, the experimental study of transition states is hindered by the saddle structure of the phase space region they inhabit. In recent works, Baraban \textit{et al}.\textsuperscript{3} and Mellau \textit{et al}.\textsuperscript{4} presented an interesting approach that allows for the characterization of the transition state in isomerization reactions using as an input, spectroscopic data in the frequency domain. The approach in both works is based on a particular spectroscopic pattern: the appearance of a dip in the spacing of adjacent quantum levels for overtone series associated with degrees of freedom that are connected with the reaction coordinate. Baraban \textit{et al}. quantify this dip making use of the effective frequency; a quantity defined for quantum systems as $w_{\text{eff}}(n) = \frac{\partial E(n)}{\partial n} = \frac{\Delta E}{\Delta n}$, i.e. the discrete derivative of the system energy with respect to the principal quantum number $n$.\textsuperscript{3,4} They suggest a simple formula\textsuperscript{3} to parameterize the dependence of the effective frequency on the midpoint vibrational energy $E$

$$w_{\text{eff}}(E) = \omega_0 \left(1 - \frac{E}{E_{TS}}\right)^{\frac{1}{m}}, \quad (1)$$

with three adjustable parameters: $\omega_0$, $m$, and $E_{TS}$. The parameter $\omega_0$ is the effective frequency for the potential ground state and $m$ depends on the potential shape.\textsuperscript{3} The most relevant parameter is $E_{TS}$, the transition state energy, which provides an estimate of the energy barrier between different reactants. This formalism was applied in Ref.\textsuperscript{3} to the vibrational bending spectrum of two isomerizing systems that have been subject to extensive theoretical and experimental analyses: the HCN-HNC bond breaking system and the $\textit{cis}$-$\textit{trans}$ configurations in the acetylene $S_1$ electronic state. In both cases, it was shown how the proposed method helps to identify isomerization pathways, allowing for the distinction between spectator vibrational modes and those particular combinations of modes that favor the isomerization reaction path. In the first case, they were also able to extract a value of
$E_{TS}$ which is within 1\% of the value of the isomerization barrier obtained with sophisticated
\textit{ab initio} calculations.\cite{5-7}

In the present work, we show that the algebraic vibron model, provided with enough
spectroscopic information, can also be used to characterize the transition state with great
accuracy. The vibron model was introduced by Iachello in the 1980’s. It is an algebraic
model for molecular structure that treats rovibrational excitations as bosonic particles (vi-
brons).\cite{8} The two-dimensional limit of the vibron model (2DVM) is specially tailored for the
treatment of bending dynamics.\cite{9-11} Despite its apparent simplicity, the 2DVM encompasses
in a common framework the two limiting physical cases of interest, rigidly-linear and rigidly-
bent configurations, as well as the feature-rich non-rigid case, with particular spectroscopic
signatures due to the existence of a barrier to linearity.\cite{10} In the non-rigid case, the adjacent
quantum level splittings reach a minimum value once anharmonicity switches from negative
to positive values. This feature is known as the Dixon’s dip\cite{12} and it was explained by the
qualitative change in the system phase space configuration that happens once the system
energy reaches the local potential maximum, at the top of the barrier to linearity.\cite{13} The
classical or mean-field limit of the 2DVM\cite{14} can be obtained with the coherent (or intrinsic)
state formalism,\cite{15,16} which provides an exact energy functional in the large system size limit.

By conveniently parameterizing the 2DVM Hamiltonian, the system ground state evolves
from a rigidly-linear to a rigidly-bent configuration through the variation of a control param-
eter. In this process, the ground state undergoes a particularly abrupt change at a critical
value of the control parameter. This sudden change has been interpreted as a quantum
phase transition\cite{14} a zero-temperature phase transition purely due to quantum fluctuations,
in the same fashion as in other many-body bosonic systems.\cite{17} More recently, this concept
was extended to the realm of excited states with excited state quantum phase transitions
(ESQPTs), that are characterized by a singularity (in the mean field limit) in the system
local density of states at a critical energy value that defines a separatrix between states of
different character.\cite{18,19} ESQPT precursors have been identified in the vibrational bending
spectra of several molecular species and have been associated with the existence of a barrier to linearity in the energy potential through the intrinsic state formalism.\textsuperscript{20,21} The singularity in the spectrum happens once the system energy approaches the top of the barrier, which is marked by a pronounced decrease in level distance. The particular spectroscopic features that appear at such energies were explained introducing the concept of quantum monodromy.\textsuperscript{13,22}

The development of new techniques has made it possible to access experimentally excited vibrational states at energies beyond the barrier to linearity.\textsuperscript{23,24} Quantum monodromy can be interpreted as an ESQPT in the 2DVM\textsuperscript{14,19} and the first experimental confirmation of ESQPT spectral signatures took place in the vibrational bending spectra of non-rigid molecular species.\textsuperscript{20,21} Other experimental systems where ESQPT signatures have been identified are superconducting microwave billiards\textsuperscript{25} and spinor Bose-Einstein condensates.\textsuperscript{26}

In contrast to what happens for molecular dissociation, the dip in the effective frequency value for the HCN-HNC system is explained in terms of a saddle point (or local maximum) in the potential energy surface (PES). This picture holds for both isomerizing and nonrigid molecular species. In the first case, the critical point is associated with the transition state saddle point,\textsuperscript{3,4} while in the second case, it is connected with the top of the barrier to linearity.\textsuperscript{20,21,27} The questions addressed here are whether the 2DVM can be of help in the estimation of the transition state properties from spectroscopic data and if the decrease in the separation between energy levels could be understood as a new example of ESQPT.

To cast light upon these two aspects, we analyze the available data for the HCN-HNC system. The available experimental data for the bending vibrational spectrum of HNC and HCN were already successfully modeled with a four-parameter 2DVM spectroscopic Hamiltonian, which is the most general Hamiltonian including one- and two-body interactions.\textsuperscript{21} Unfortunately, experimental data are not available above 10,000 cm\(^{-1}\) and the dissociation barrier is expected to lie around 17,000 cm\(^{-1}\) above the HCN minimum, which is located approximately 5200 cm\(^{-1}\) below the HNC minimum. To overcome this obstacle, we adopt the same approach taken by Baraban \textit{et al.}\textsuperscript{3} We use for our calculations a set of \textit{ab initio}
term values, spectroscopically assigned after an exhaustive analysis of the full experimental rovibrational spectrum for the \([\text{H,C,N}]\) system. In the present work, selecting the pure bending levels, we consider 142 energies with vibrational angular momenta up to \(\ell = 12\) in the case of HCN, compared to 30 available experimental terms, and 41 energy level up to \(\ell = 9\) in the case of HNC, compared to only 19 experimental levels.

To reproduce the bending spectrum of the two species, we use the algebraic Hamiltonian

\[
\hat{H} = P_{11} \hat{n} + P_{21} \hat{n}^2 + P_{22} \hat{\ell}^2 + P_{23} \hat{W}^2 + P_{45} \left[ \hat{W}^2 \hat{n}^2 + \hat{n}^2 \hat{W}^2 \right],
\]

(2)
extending the one- and two-body Hamiltonian, employed in\textsuperscript{21} with a four-body operator that is needed to improve the HCN data fit. We obtain the optimized spectroscopic parameter values in Tab.\textsuperscript{1}(see supplementary text for details of the fits) through an iterative non-linear least-square fitting procedure that uses the Fortran version of Minuit.\textsuperscript{28}

Once we optimize the free parameter values in the spectroscopic Hamiltonian\textsuperscript{2}, we compute the vibrational bending energy functional for both HCN and HNC, using the intrinsic state formalism\textsuperscript{14,20,21} (see supplementary material for further details). The obtained functionals, depicted in Fig.\textsuperscript{1a}, allow for the estimation of the isomerization barrier height, \(E_{TS}\), which corresponds to the distance between the functional minimum and its asymptotic value. We provide in Tab.\textsuperscript{2} in the column labeled 2DVM-I, the resulting \(E_{TS}\) values for HCN and HNC.

We also derive the transition state energy employing a second procedure. We use the effective frequencies from the 2DVM predicted term values for both molecular species. These results, for vibrational angular momentum \(\ell = 0\), are shown in Fig.\textsuperscript{1b}, where \(\omega_{eff}\) is plotted as a function of \(E\) using blue (orange) circles for the algebraic model results for HCN (HNC). The effective frequency for spectroscopically assigned \textit{ab initio} data is depicted using green squares and the available experimental data are also included as (cyan) crosses. It is clear from this figure that the 2DVM results undergo the expected dip in the effective frequency and that they provide a very good estimate of the height of the isomerization barrier in the
HCN-HNC molecular system. The HNC data are displaced so that the top of the barrier is common for both molecular species, which allows for the estimation of the separation between the HCN and HNC energy minima. We use the effective frequency of the algebraic term values to fit the parameters in the function (1) with the help of the Python LMFIT package, and obtain the estimated barrier values in the column of Tab. labeled as 2DVM-II.

Table 1: Optimized spectroscopic parameters $P_{ij}$ (cm$^{-1}$ units), root mean square deviation $rms$ (cm$^{-1}$), and vibron number $N$ obtained from the fit to the HCN and HNC ab initio data set for Hamiltonian (2). For a detailed description of the fitting procedure see the supplementary material.

| Molecule | $P_{11}$ | $P_{21}$ | $P_{22}$ | $P_{23}$ | $P_{45} \times 10^4$ | $N$ | $rms$ |
|----------|----------|----------|----------|----------|-----------------|-----|-------|
| HCN      | 2308.3(6) | -39.947(14) | 21.810(6) | -10.635(3) | -1.311(3) | 50  | 19.37 |
| HNC      | 1024.9(1.4) | -18.59(4) | 13.362(23) | -5.085(11) | -   | 40  | 14.91 |

Table 2: Isomerization barrier height in cm$^{-1}$ units for HCN and HNC computed from the bending energy functional (2DVM-I) and from the 2DVM optimized term values using Eq. (1) (2DVM-II) compared with results obtained using other approaches (columns third to fifth).

| Molecule | 2DVM-I | 2DVM-II | Baraban et al. | Mourik et al. | Makhnev et al. |
|----------|--------|---------|----------------|---------------|----------------|
| HCN($\ell = 0$) | 16580(50) | 16570(30) | 16695(17) | 16798 | 16809.4 |
| HNC($\ell = 0$) | 11790(90) | 11977(15) | 11533(124) | 11517 | 11496.6 |

An advantage of the algebraic model compared to a pure Dunham expansion is that it provides both the eigenvalues and also the eigenstates upon diagonalization of the Hamiltonian. The height of the isomerization barrier has strong consequences for the structure of the eigenstates and the dynamics of the HCN-HNC molecular system. Indeed, it has been recently shown that the system’s eigenstate with the closest energy to the saddle point that characterizes the transition state has an enhanced localization in the bending coordinates. A similar phenomenon has been discussed in the case of ESQPTs in different realizations of the vibron model, where eigenstates with eigenvalues close to the critical energy of the ESQPT have been shown to be localized in the basis associated with the linear configuration, also called the cylindrical oscillator basis.
The level of localization of states written in a certain basis can be quantified with the participation ratio (PR), as explained next. Hamiltonian (2) is block-diagonal in the vibrational angular momentum $\ell$. Its eigenstates can be written as a linear combination of the cylindrical oscillator basis states $\{|[N]n\ell\rangle\}$: $|\psi_k^{(\ell)}\rangle = \sum_n C_{k,n}^{\ell} |n\ell\rangle$ and the participation ratio is defined as

$$\text{PR} \left( |\psi_k^{(\ell)}\rangle \right) = \left[ \sum_n |C_{k,n}^{\ell}|^4 \right]^{-1}. \quad (3)$$

The minimum PR value is 1, when the system localization is maximal and the eigenstate can be identified with a basis state. The maximum PR value is the dimension of an $\ell$-vibrational angular momentum basis block, which happens when all components are nonzero and have the same weight.
Figure 1: (Color online) Panel (a): sketch of the potentials obtained for the two molecular species using the intrinsic state formalism and the isomerization barrier values, locating the states I, II, III, and IV chosen to illustrate our results (see text). Panel (b): effective frequency $\omega_{n,\ell}^{\text{eff}}$ as a function of the midpoint excitation energy $\bar{E}$ for HCN and HNC. Crosses indicate the available experimental data, while green squares are spectroscopically assigned \textit{ab initio} results (Ref., see text). Blue (orange) circles are the algebraic model results and the blue (orange) line marks the result of fitting Eq. 1 to the algebraic fit results for HCN (HNC). Panel (c): Normalized participation ratio (see Eq. 3) of $\ell = 0$ HCN (blue dots) and HNC (orange dots) eigenstates resulting from the fit of the algebraic Hamiltonian (2) (See supplementary material for details) making use of a truncated cylindrical oscillator basis. Panels (d): Squared components in the cylindrical oscillator basis for four algebraic model eigenstates of HCN (blue bars) and HNC (orange bars) as a function of the expectation value of the Hamiltonian in the $|n\ell\rangle$ basis state.

In the nonrigid case, the eigenstate at the ESQPT critical energy is strongly localized in the linear limit basis state with $n = 0$, a fact that affects the system dynamics by slowing down the evolution.\cite{35,36} The eigenstate at the isomerization barrier is also localized, but with a caveat, as we explain next. In the HCN-HNC case, we plot the PR for the $\ell = 0$
eigenstates normalized by the vibron number $N$ in Fig. 1c with blue (orange) dots for HCN (HNC). In both cases, there is a remarkable decrease in the PR value for eigenstates close to the isomerization energy value. To further clarify the variation in the eigenstates structure, we include in Fig. 1a the two energy functional curves, and the energies of four states chosen to illustrate the different structures of the wave functions at different excitation energies. The four selected eigenstates of HCN and HNC, labeled as $I$, $II$, $III$, and $IV$, have energies at different locations in the PES: at the ground state energy, at a mid height, at the isomerization barrier, and above the barrier. The bar diagrams in the four panels of Fig. 1d are drawn from the squared value of the $C_{k,n}^\ell$ coefficients for those four eigenstates as a function of the energy of the corresponding basis vector, $\langle Nn\ell | \hat{H} | Nn\ell \rangle$; bars are blue (orange) for HCN (HNC) eigenstates. The change in the structure as we move from eigenstate $I$ to $IV$ is evident. The low energy eigenstate $I$ is localized because the cylindrical oscillator basis is the most appropriate basis for the description of rigidly-linear configurations. Eigenstates $II$ and $IV$ are characterized by a strong mixing in the same basis. Eigenstate $III$ is of special relevance, since it is the eigenstate with the closest energy to the isomerization barrier. It is characterized by a strong localization in a particular basis state. Contrary to what happens in the ESQPT for nonrigid molecules, where for $\ell = 0$ the basis element $|N00\rangle$ has the largest component,\cite{35,36,37} in the isomerization case, the minimum in the PR is associated to a large component in a basis state with a high $n$ value, e.g. $|NN0\rangle$ for an even $N$ value. This is likely caused by anharmonicity effects in the Hamiltonian, as already hinted in.\cite{39} Indeed, we verified that a negative quadratic contribution in the boson number operator has effects in the symmetric phase for linear and quasilinear states, before the control parameter reaches the critical value.

In short, we have thus shown that the 2DVM, despite the simplicity of the Hamiltonian\cite{2}, describes extremely well the localization and the effective frequency dip of the transition state for isomerizing systems, once it is fed with enough spectroscopic data or with accurate enough \textit{ab initio} calculations. The value of the transition state energy can be estimated from
the intrinsic state energy functional or from the dip in the energy gap. In both cases the differences with the $E_{TS}$ values obtained with sophisticated ab initio calculations are very small, around 1-2%. As a consequence of the link between the isomerization barrier and ESQPT’s, our characterization of the transition state is not restricted to energy values and their differences only, but it includes also the structure of the algebraic wave function. This offers a promising line of research for applications of the ESQPT formalism in isomerization reactions.

The present approach also provides a physically sound way for obtaining a minimum bound for the vibron number value $N$, which needs to be large enough to accommodate the minimum in the participation ratio. Heretofore, in the case of bending vibrations, the value of the vibron number $N$ used to be fixed based only on the best fit to experiment.20

Finally, it is interesting to note that the 2DVM eigenstates with positive slope in the right end of Fig. 1b have energies beyond the isomerization energy barrier. Thus they cannot be unambiguously associated to one of the two molecular configurations and they correspond to the so-called bond-breaking states, which are often expressed with the H$_{0.5}$CNH$_{0.5}$ formula.21 These eigenfunctions necessarily entangle both molecular configurations, something that in the 2DVM case was already noticed in Ref.21 (See Fig. 6 in this reference). A full description of the isomerizing HCN-HNC system at these energies requires the consideration of both molecules in a single system. This is a direction we plan to explore in the near future.
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