Mistaking imagination for reality: Congruent mental imagery leads to more liberal perceptual detection
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ABSTRACT
Visual experiences can be triggered externally, by signals coming from the outside world during perception; or internally, by signals from memory during mental imagery. Imagery and perception activate similar neural codes in sensory areas, suggesting that they might sometimes be confused. In the current study, we investigated whether imagery influences perception by instructing participants to imagine gratings while externally detecting these same gratings at threshold. In a series of three experiments, we showed that imagery led to a more liberal criterion for reporting stimulus presence, and that this effect was both independent of expectation and stimulus-specific. Furthermore, participants with more vivid imagery were generally more likely to report the presence of external stimuli, independent of condition. The results can be explained as either a low-level sensory or a high-level decision-making effect. We discuss that the most likely explanation is that during imagery, internally generated sensory signals are sometimes confused for perception and suggest how the underlying mechanisms can be further characterized in future research. Our findings show that imagery and perception interact and emphasize that internally and externally generated signals are combined in complex ways to determine conscious perception.

1. Introduction
In daily life, we are bombarded with visual input from the outside world. Different shapes, colours and textures are processed by our visual system to create the technicolour perception we experience every day. At the same time, while we are caught up in thinking about past or future events, our brain internally generates a rapid stream of mental images (Delamillieure et al., 2010). Various lines of research have shown that externally triggered perception and internally triggered mental imagery activate similar neural codes in sensory as well as high-level brain areas (for reviews, see Dijkstra, Bosch, & van Gerven, 2019; Pearson, 2019), even in the presence of external input (Rademaker, Chunharas, & Serences, 2019; but see also Bettencourt & Xu, 2015). This leads to the hypothesis that engaging in imagery might influence how the brain processes external inputs during perception.

An interaction between mental imagery and perception has been investigated within different contexts. One line of research has shown that imagining one of two interpretations of an ambiguous stimulus prior to its presentation increases the probability of subsequently perceiving that same stimulus (Chiou, Rich, Rogers, & Pearson, 2018; Keogh & Pearson, 2011, 2014, 2017; Pearson, Clifford, & Tong, 2008; Sherwood & Pearson, 2010). However, a recent study found large between-subject variation in this effect with imagery leading to strong adaptation effects in some participants (Dijkstra, Hinne, et al., 2019; Hohwy, Roepstorff, & Friston, 2008).

Another line of research has investigated the influence of imagery on the detection of unambiguous but near-threshold external stimuli. Some studies found that simultaneous imagery increased the likelihood that an external stimulus was detected (Moseley, Smailes, Ellison, & Furney-hough, 2016; Saad & Silvanto, 2013; Segal & Fusella, 1970) whereas others found an imagery-induced decrease in the detection of external stimuli (Okada & Matsuoka, 1992; Perky, 1910; Segal & Nathan, 1964). These findings have both been interpreted as cases of source confusion: mistaking an imagined signal for an external stimulus, or vice versa.
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Misattributing an imagined signal to the external world would lead to an imagery-induced increase in external presence reports ("Yes, there was a stimulus") (Moseley et al., 2016) whereas misattributing an external signal to one’s imagination would lead to a imagery-induced decrease in presence reports ("No, I imagined that stimulus") (Okada & Matsuoka, 1992; Perky, 1910). Alternatively, these effects may result from imagery affecting how well external signals are processed, rather than any misattribution of signal source. Specifically, increases in presence responses could arise from imagery lowering the detection threshold for imagined stimuli, akin to effects of expectation (Chang, Kanai, & Perky, 2015; Pinto, van Gaal, de Lange, Lamme, & Seth, 2015; Stein & Peelen, 2015) or even by creating a response bias towards saying ‘present’. Decreases in presence responses on the other hand could be the result of imagery causing general distraction effects via a decrease in processing capacity (Segal & Fusella, 1970).

In the current study, we combined near-threshold psychophysics with large, robust sample sizes afforded by web-based data collection to investigate how imagery affects external perceptual detection. In a series of experiments, we investigated the influence of imagery on signal detection theoretic measures of detection and whether this effect was influenced by expectation, was stimulus-specific and whether individual differences in imagery vividness played a role. Participants detected gratings at threshold while simultaneously imagining either the same gratings, orthogonal gratings, or nothing at all. If imagery merely causes non-specific cognitive effects, such as distraction or a general bias to respond ‘present’, we would expect it to affect detection rates independent of whether the imagined and detected stimuli were congruent or not. In contrast, if imagery was sometimes confused for perception, or vice versa, we would expect imagery to bias presence reports in a stimulus-specific way. Furthermore, the direction of this confusion might depend on the likelihood of stimulus presentation: participants might be more likely to confuse imagery for perception when they expect stimulus presence and more likely to confuse perception for imagery when they expect stimulus absence. Finally, if this effect is indeed specific to imagery rather than a general top-down effect we would expect a correlation with imagery vividness.

2. Experiment 1

2.1. Materials and methods

2.1.1. Participants

150 participants (mean age = 25.8, SD = 8.3) were recruited using Prolific (www.prolific.co) and completed the study online. Data were collected on an institutional server managed by the JATOS tool (Lange, Kühn, & Filevich, 2015). Informed consent was obtained from each participant included in the study. The study took approximately 40 min to complete and participants were paid £5 for their contribution, equivalent to an hourly rate of £7.50. All procedures were approved by the University College London ethics committee. Data from 13 participants were not obtained due to technical issues. Furthermore, we excluded experimental blocks if (1) detection accuracy was below 50% or above 95% or (2) the imagery check was incorrect (see below). We excluded participants if they had fewer than 2 usable blocks (48 trials) in each condition. This led to the exclusion of 41 participants. In total, 96 participants were included in the final analysis.

2.1.2. Experimental procedures and design

The experimental paradigm is depicted in Fig. 1. A participant’s task was to detect gratings in dynamic noise while either imagining these same gratings or not. Prior to the main experiment, participants filled out two questionnaires: the vividness of visual imagery questionnaire (VVIQ2; Marks, 1973, 1995) and the Revised Launay–Slade Hallucination Scale (LSHS-R; Launay & Slade, 1961; McCarthy-Jones & Fernyhough, 2011; Morrison, Wells, & Notard, 2000). After this, participants first practiced detecting full-contrast stimuli in noise until they responded correctly on at least 75% of the trials, making sure they understood the task. Then the threshold visibility of the gratings (leading to 70% accuracy) was determined via a staircase procedure, separately for the two orientations. Finally, participants practiced imagining the gratings while looking at dynamic noise for twenty trials, indicating the vividness of their imagery after each trial using a scale from 1 (not vivid at all) to 5 (perfectly clear and as vivid as real seeing), similar to the scale used in the VVIQ.

In order to avoid visual priming, no trial-wise cues were delivered. Instead, the different conditions were implemented in a block-wise fashion. At the onset of each experimental block, the participant was instructed which grating orientation would be shown and whether or not they should also imagine this grating during each block (Fig. 1) as follows: “During this block you will see right/left tilted gratings. Please also/do not imagine this grating during each trial.” To continue to the main block, participants had to press the space bar. The order of the blocks was randomized within each participant. Each trial started with a 200 ms fixation cross followed by 2 s of either dynamic noise or dynamic noise within which a gradually appearing stimulus was embedded. The task of the participants was to indicate whether or not a grating was present on each trial. The base rate of presence versus absence was 50/50 but participants were told that a grating would be present in 75% of the trials. This was done to increase the number of false alarms (experiment 2 shows that the imagery effect was not dependent on this instruction). After each block, participants were asked whether or not they imagined the stimulus, to ensure that they had correctly followed the instructions. Blocks were removed prior to analyses if the answer to this imagery check was incorrect. There were twelve blocks in total, consisting of 24 trials each.

The stimuli were generated in MATLAB (version R2018b) and

Fig. 1. Experimental paradigm. At the start of each block, participants were instructed whether they would be detecting left or right tilted gratings and whether they would have to imagine those gratings during this block. Blocks consisted of 200 ms fixation followed by 2 s of either a grating ramping up in noise (50%) or pure noise (50%). Participants had to indicate whether a grating was present or not. After each block participants were asked if they did or did not imagine the grating during this block to check whether they followed instructions.
consisted of sinusoidal gratings tilted at an orientation of 45° or 135°, masked with an annulus and embedded in white noise (Fig. 1). The visibility of the stimuli was manipulated by changing the probability that a given pixel was replaced by a random value. For each orientation separately, stimulus images of 50 visibility levels were generated. Furthermore, for the absence trials, 20 images of pure white noise were generated. The main experiment was programmed in JavaScript using jsPsych (de Leeuw, 2015). The threshold visibility level of each orientation was determined per participant in a staircase procedure prior to the main experiment. The staircases contained 120 trials each and accuracy was calculated after every 10 trials. Visibility was increased if accuracy was below 65 and decreased if accuracy was above 75.

During stimulus-present trials, twenty stimulus images ranging from zero visibility to 70% detection threshold were presented over the course of 2 s, giving the impression that the stimulus was gradually ramping up. This ramping up was done to mimic the gradual nature of mental image generation (Perky, 1910). During stimulus-absent trials, twenty noise images were presented in random order.

2.1.3. Data analysis

We used signal detection theory to analyse the data (Green & Swets, 1966). Detection sensitivity (d′) and criterion (c) were calculated separately for the imagery and no-imagery trials as follows:

\[
d' = z(H) - z(FA) \\
c = -0.5 \times [z(H) + z(FA)]
\]

where \(z\) indicates the inverse of the cumulative normal distribution, \(H\) is the hit rate (the proportion of present trials for which the participant reported presence), and \(FA\) is the false alarm rate (the proportion of absent trials for which the participant reported presence). Detection sensitivity \(d'\) is a measure of detection performance, with greater values indicating better performance. Criterion \(c\) is a measure of participant’s bias towards responding ‘yes’ (present) or ‘no’ (absent), irrespective of whether a stimulus is present or not. Greater values of \(c\) indicate a more conservative criterion, indicating a greater tendency towards reporting absence. Hit rates of 1 or false alarm rates of 0 lead to biased estimations of \(d'\) and \(c\). To correct for this, in those cases of extreme values we added a count of 0.5 to the relevant cell (Hautus, 1995).

2.2. Results

The results of experiment 1 are shown in Fig. 2. Criterion \(c\) was significantly lower in the imagery condition \((M = -0.061, SD = 0.524)\) compared to the no-imagery condition \((M = 0.264, SD = 0.511; t(95) = 7.693, p = 1.33e^{-11})\), indicating a higher tendency to report stimulus presence during imagery. Theoretically, criterion and detection sensitivity are independent, so a change in criterion does not necessarily lead to a change in \(d'\). However, detection sensitivity \(d'\) was also significantly lower in the imagery condition \((M = 1.581, SD = 0.701)\) compared to the no-imagery condition \((M = 1.815, SD = 0.655; t(95) = 3.933, p = 0.0002)\) indicating that performance was also worse during imagery. This effect on \(d'\) can be explained by the fact that the imagery-induced increase in false alarm rate \((M = 0.112, SD = 0.151)\) was greater than the increase in hit rate \((M = 0.060, SD = 0.132; t(95) = 3.169, p = 0.002)\). Together, these results indicate that imagining a stimulus leads to an increase in the tendency to report the stimulus as present, especially when the stimulus was actually absent.

We also investigated individual differences in SDT measures. We calculated Spearman correlations to be more sensitive to potential non-linear effects in our data and to be less sensitive to outliers. There were no significant correlations between any of the questionnaire scores and any of the SDT measures (all \(p\)-values > 0.07). However, we did observe strong significant correlations between several SDT measures and mean imagery vividness ratings during the imagery practice trials. There were 12 SDT measures \((d', c, FA, H, r)\) per condition and difference between conditions. We corrected for multiple comparisons using a Bonferroni correction such that only correlations with a \(p\)-value lower than 0.005/12 = 0.0042 were considered significant.

There was no significant correlation between vividness and \(d'\) during the no-imagery condition \((r = -0.238, p = 0.019)\), imagery condition \((r = -0.277, p = 0.006)\) or the difference between them \((r = 0.398, p = 0.039)\). There was a significant negative correlation between imagery vividness and criterion \(c\) during both the no-imagery \((r = -0.356, p = 0.0004)\) and the imagery condition \((r = -0.458, p = 0.000003)\) but not the difference between them \((r = 0.109, p = 0.29)\). There was a significant positive correlation between imagery vividness and \(FA\) during both the no-imagery \((r = 0.392, p = 0.00008)\) and the imagery condition \((r = 0.449, p = 0.000005)\) but not the difference between them \((r = -0.239, p = 0.019)\). Finally, there was also a significant positive correlation between imagery vividness and \(H\) during the imagery condition \((r = 0.314, p = 0.002)\) but not the no-imagery condition \((r = 0.215, p = 0.035)\) or the difference between them \((r = -0.07, p = 0.5)\). Together, these results indicate that higher imagery vividness was associated with a more liberal criterion and increase in false alarm rate during both imagery and no-imagery conditions, despite there being no relationship

**Fig. 2. Main effect of imagery on SDT measures in Experiment 1. Top row: values per condition. Grey is without imagery and blue is with imagery. Bottom row: without imagery – with imagery. Positive difference indicates greater values during imagery and negative difference indicates smaller values during imagery compared to no imagery. Dots represent individual participants. Boxplot lines represent the range of data excluding outliers. **** \(p < 0.0001\). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)**
between vividness and the magnitude of the effect of imagery on detection.

In summary, this first experiment showed that imagining a stimulus increased the tendency to report seeing that stimulus, and that imagery vividness also positively correlated with the tendency to report external presence. One explanation for these results is in terms of source confusion: during imagery blocks participants sometimes confused their imagery for external stimulation, leading to an increase in presence reports. However, we did not observe the reverse: external stimulation sometimes being confused for imagery, leading to an imagery-induced increase in misses. One reason for this might be that participants were more likely to attribute imagery to perception than vice versa because there was an expectation of external stimulus presence (‘If I see something, it is probably real’). In contrast, if external stimulus presence is less likely, perception might be more likely to be attributed to imagery (‘If I see something, it is probably imagined’). In the next study we investigate whether the imagery effect is influenced by such expectations.

3. Experiment 2

3.1. Materials and methods

3.1.1. Participants

150 participants were recruited and data were collected in the same way as in experiment 1 (see Section 2.1.1). Data from 12 participants were not obtained due to technical issues. Experimental blocks were excluded based on the same criteria as in experiment 1. Due to the addition of an experimental factor (expectation) and the resulting lower number of blocks per condition, we now excluded participants if they had less than 1 usable block (24 trials) in each condition. This led to the exclusion of 40 participants. Together, 98 participants were included in the final analysis (mean age = 29.4, SD = 10.54).

3.1.2. Experimental procedures and design

The main experimental design was similar to experiment 1 (Fig. 1). In contrast to experiment 1, we did not obtain VVIQ and LHS questionnaire responses here because the previous experiment showed that these did not correlate with the experimental measures. Furthermore, in this experiment we additionally manipulated expectations of presence and absence by changing the base rate of presentation, again in a block-wise fashion. In the expect-absence condition the base rate was 20% (higher probability of absence) whereas in the expect-presence condition the base rate was 80% (higher probability of presence). In contrast to experiment 1, we showed the correct base rate in the instructions to participants such that they were more likely to form accurate expectations as follows: “During this block you will see right/left tilted gratings. Please also/do not imagine this grating during each trial. There will be a gratings present on 20/80% of the trials.” We hypothesized that expecting presence would also decrease the criterion in addition to any effect of imagery. There were 3 blocks per condition (expectation x imagery) with 24 trials each.

3.1.3. Data analysis

SDT measures were calculated as in experiment 1 separately for each of the four conditions; expectation (presence/absence) x imagery (no-imagery/imagery).

3.2. Results

The results of experiment 2 are shown in Fig. 3. A repeated-measures ANOVA with imagery and expectation as within-subject factors and the SDT measures as dependent measures was conducted. We again observed a significant main effect of imagery on criterion c with a lower criterion in the imagery ($M = 0.320, SD = 0.346$) compared to the no-imagery condition ($M = 0.529, SD = 0.308; F(92,1) = 29.578, p < 0.0001, \eta^2 = 0.243$), replicating the findings of experiment 1. There was also a main effect of expectation on c with a lower criterion in the expect-presence ($M = 0.246, SD = 0.347$) compared to the expect-absence condition ($M = 0.602, SD = 0.370; F(92,1) = 53.497, p < 0.0001, \eta^2 = 0.368$). However, there was no significant interaction between imagery and expectation ($F(92,1) = 0.891, p = 0.348$), indicating that the effect of imagery was not influenced by expectation. Furthermore, in contrast to experiment 1, in experiment 2 there was no significant main effect of imagery on $d'$ ($F(92,1) = 3.200, p = 0.077$). There was also no significant main effect of expectation on $d'$ ($F(92,1) = 0.130, p = 0.719$) or an interaction between these two factors ($F(92,1) = 0.611, p = 0.437$).

We again investigated individual differences in SDT measures by correlating them with the mean imagery vividness ratings obtained during the imagery practice trials. Because we did not observe any significant correlations between vividness and the difference between...
imagery and no-imagery in experiment 1 and because the effects were similar in both imagery conditions, here we investigated SDT measures calculated over all trials together. We performed 4 tests, giving a Bonferroni corrected p-value cut-off of 0.05/4 = 0.0125. Similar to experiment 1, there was no significant correlation between imagery vividness and d’ (r = −0.189, p = 0.062) but there was a significant negative correlation between vividness and c (r = −0.327, p = 0.001). Furthermore, there was a significant positive correlation between vividness and FA (r = 0.323, p < 0.001), but not between vividness and H (r = 0.124, p = 0.225). Together, these findings suggest that the more vivid participants’ imagery was, the more likely they were to respond present during the detection task, especially when there was no actual stimulus present.

To investigate whether participants’ awareness of imagery influencing their responses was related to the magnitude of the imagery effect, we asked participants at the end of the experiment ‘Do you feel like imagining the gratings influenced your responses on the task?’. Participants were categorized into three categories based on their responses: ‘Yes’ (responses containing ‘yes’ or ‘I do’; N = 51), ‘Maybe’ (responses containing ‘maybe’, ‘a little’, ‘slightly’, ‘possibly’, ‘perhaps’, ‘some’, ‘some’; N = 21) and ‘No’ (responses containing ‘no’; N = 26). A repeated-measures ANOVA with expectation and imagery as within-subject variables and 21) and ‘No’ (responses containing ‘no’; N = 26). A repeated-measures ANOVA with expectation and imagery as within-subject variables and 21) and ‘No’ (responses containing ‘no’; N = 26). A repeated-measures ANOVA with expectation and imagery as within-subject variables and awareness of influence as a between-subject variable revealed a significant interaction between imagery and awareness on c (F(2, 22) = 3.560, p = 0.033, ηp² = 0.073): the effect of imagery on c was largest for ‘yes’ responders (M = 0.291, SD = 0.381), smaller for ‘sometimes’ responders (M = 0.205, SD = 0.360) and smallest for ‘no’ responders (M = 0.049, SD = 0.320). This shows that as a group, participants had metacognitive insight into the effect of imagery on their visual detection responses: those participants who showed the strongest effects on the decision criterion also tended to notice it and respond ‘yes’.

In summary, the second experiment demonstrated that an imagery-induced increase in presence responses was independent of expectation. Furthermore, we again observed a positive correlation between imagery vividness and general detection criterion, indicating that more vivid imagery is associated with a higher likelihood of responding presence during external stimulus detection. These results could again be explained by source confusion – if people mistake their imagery for real stimuli, they will be more likely to say stimuli are present when they are also engaging in imagery. However, in both experiments, the imagery condition differed from the no-imagery condition in more aspects than only the presence of internally activated mental images. Compared to the no-imagery condition, imagery is associated with an increase in cognitive control, internal attention and executive function (Kosslyn, Ganis, & Thompson, 2001; Pearson, 2019). These dual-task demands could have (partly) caused the changes in external detection behavior reported here. To control for this possibility, we next investigated whether the imagery effects were stimulus-specific and only present when the imagined and detected stimuli were congruent. In this case, the only difference between the congruent and incongruent condition is the content of the mental image. If the effects were due to the general dual-task nature of the imagery condition, we should also observe them for both congruent and incongruent imagery.

4. Experiment 3

4.1. Materials and methods

4.1.1. Participants

Based on the size of the effects in the previous two experiments, we performed a power calculation to determine the number of participants for this experiment. Assuming a medium effect of 0.5, 34 participants would be required to reach a power of 80% (Dhand & Khakhar, 2014). Taking into account drop-out, 40 participants were recruited and data were collected in the same way as in experiment 1 (see Section 2.1.1).

Data from 3 participants were not obtained due to technical issues. Experimental blocks were excluded based on the same criteria as in the previous experiments. In this experiment, there were 4 blocks per condition (no-imagery, congruent imagery & incongruent imagery) and we excluded participants if they had less than 2 useable blocks in each condition (48 trials). This led to the exclusion of 1 participant. In total, 36 participants were included in the final analysis (mean age = 30.94, SD = 13.59).

4.1.2. Experimental procedures and design

The main experimental design was similar to experiment 1 (Fig. 1). In this experiment we additionally manipulated stimulus congruency by including a condition in which participants were instructed, at the start of the block, to imagine a grating with orthogonal orientation to the one they were detecting during that block as follows: “During this block you will see right/left tilted gratings. Please do not imagine/also imagine left tilted gratings/also imagine right tilted gratings during each trial.” To check whether participants accurately followed instructions, after each block we asked whether participants imagined nothing, a left tilted grating or a right tilted grating. We hypothesized that only congruent imagery would increase presence responses (i.e., decrease c).

4.2. Results

The results for experiment 3 are shown in Fig. 4. Criterion c was significantly reduced during congruent imagery (M = 0.286, SD = 0.660) compared to no-imagery (M = 0.511, SD = 0.554; t(35) = −2.966, p = 0.0054), but not during incongruent imagery (M = 0.550, SD = 0.771) compared to no-imagery (t(35) = 0.474, p = 0.639). Accordingly, the imagery-effect on c was larger for congruent (M = −0.225, SD = 0.456) than incongruent imagery (M = −0.039, SD = 0.495; t(35) = −3.018, p = 0.0047). In contrast to experiment 1 but in line with experiment 2, there was no significant difference in d’ during congruent imagery (M = 1.977, SD = 0.666) compared to no-imagery (M = 2.008, SD = 0.708; t(35) = −0.311, p = 0.758). However, there was a significant decrease in d’ during incongruent imagery (M = 1.485, SD = 0.807) compared to no-imagery (t(35) = −5.458, p = 0.000004), indicating that incongruent imagery hampered performance. Accordingly, the imagery-effect on d’ was larger for incongruent (M = −0.523, SD = 0.575) compared to congruent imagery (M = −0.031, SD = 0.595; t(35) = −3.994, p = 0.0003). This double dissociation between the effect of congruent and incongruent imagery on c and d’ is caused by the different effects on false alarm and hit rates. While there was no significant difference in the imagery-induced increase in false alarms between congruent (M = 0.053, SD = 0.138) and incongruent imagery (M = 0.054, SD = 0.126; t(35) = −0.034, p = 0.973), hit rate was increased during congruent imagery (M = 0.063, SD = 0.145) but decreased during incongruent imagery (M = −0.086, SD = 0.179; t(35) = 4.517, p = 0.000007), leading to a decrease in sensitivity for incongruent imagery and a decrease in criterion for congruent imagery.

Together, these results indicate that the imagery-induced decrease in criterion is specific to the content of the mental image. In contrast, a decrease in d’ might be partly due to the dual-task nature of the imagery condition compared to no-imagery conditions. Therefore, the double dissociation between c and d’ can be explained by source confusion only occurring during congruent imagery, when the internal and external stimuli are similar. Under this explanation, during congruent imagery participants confuse their mental image to reflect perception, leading to a heightened tendency to report stimuli are present. This is unlikely to occur during incongruent imagery, when participants know that any external stimuli would be orthogonal oriented to the one they are imagining. In contrast, the decrease in d’ during incongruent imagery may have been caused by imagery disrupting the processing of congruent input, leading to both an increase in false alarms together with a decrease in hits. This explanation would mean that an increase in FA observed in the two imagery conditions (Fig. 4) is caused by different mechanisms (source confusion for congruent imagery and distraction for incongruent imagery) and should therefore not correlate. To test this, we calculated the
Spearman correlation between the imagery effects on FA for congruent and incongruent imagery. There was a significant positive correlation ($r = 0.358$, $p = 0.032$), suggesting that there is a relationship between the mechanisms underlying these effects and potentially challenging either the source confusion and distraction account. However, it could also be that participants sometimes thought they perceived the imagined stimuli during incongruent imagery, such that the FA effect here actually also represented source confusion. Indeed, in experiment 2 a few participants reported that, despite the instructions, they believed the other orientation was also sometimes presented. Alternatively, both source confusion and distraction could be driven by the strength of mental imagery as a third common factor, with stronger imagery leading to both more source confusion and more distraction.

We again investigated the relationship between imagery vividness and external signal detection. In line with experiment 1 and 2, there was a significant negative correlation between imagery vividness and $c$ ($r = -0.525$, $p = 0.001$), indicating that more vivid imagery was correlated with a higher tendency to report presence. However, in contrast to the previous findings, we also observed a significant negative correlation between vividness and $d$’ ($r = -0.511$, $p = 0.001$), suggesting that more vivid imagery was also associated with worse detection performance (possibly due to the effect of imagery on the size of the incongruent distraction effect). Furthermore, there was a strong significant positive correlation between vividness and $FA$ ($r = 0.673$, $p = 0.00007$), but not between vividness and $H$ ($r = 0.278$, $p = 0.101$).

5. Pooled data analysis

All three experiments showed that imagining the to-be-detected stimulus during external detection leads to a higher likelihood of reporting stimulus presence. In contrast, detection sensitivity, measured by $d$’, showed a significant decrease due to imagery only in Experiment 1. Furthermore, higher imagery vividness was associated with a more liberal detection criterion but was not related to $d$’ in two out of three experiments. To further investigate the differences between (congruent) imagery and no-imagery on criterion and $d$’ we pooled together the data from these conditions from all three experiments for follow-up analyses. As expected, the pooled analysis also revealed a significant decrease in criterion due to imagery ($t(229) = -9.72$, $p = 6.81e-19$), with a medium effect size (Cohen’s $d = 0.532$). Furthermore, when pooling all data together, there was also a significant decrease in detection sensitivity ($d$’) due to imagery ($t(229) = -3.67$, $p = 0.0003$), with a small effect size (Cohen’s $d = 0.230$). If the decrease in criterion and the decrease in $d$’ were driven by the same underlying mechanisms, we might expect them to correlate between participants. However, there was no significant correlation between the decrease in criterion and the decrease in $d$’ ($r = 0.059$, $p = 0.377$), suggesting that these effects may have different causes. Furthermore, in this pooled analysis, imagery vividness significantly correlated with the shift in criterion ($r = -0.215$, $p = 0.001$) but not with the shift in $d$’ ($r = -0.079$, $p = 0.231$).

Taken together, imagery seems to exert differential influences on detection criterion and sensitivity. The effect on criterion is related to imagery vividness and might therefore be mostly due to imagery-specific processes. In contrast, the decrease in detection sensitivity might reflect a decrease in attentional resources dedicated to external detection due to the dual-task nature of the imagery compared to the no-imagery condition.

6. Discussion

In the current study we investigated how mental imagery affects detection of external stimuli in a situation where both are made to be similar in terms of content and signal strength. Participants imagined oriented gratings while at the same time externally detecting these gratings at threshold. In the first experiment, we showed that imagery led to more liberal detection criteria. In a second experiment, we replicated this finding and showed that this effect was independent of expectation. Finally, in a third experiment, we showed that the decrease in detection criterion was only observed when the imagined and external stimuli were congruent. Furthermore, in all three experiments we found a correlation between imagery vividness and perceptual detection, irrespective of the specific condition. When pooling the data of all experiments together, we also found a small decrease in $d$’. However, contrary to the criterion effects, this change in $d$’ was not related to imagery vividness and might therefore be due to distraction caused by the dual-task nature of imagery trials. Together, these results suggest that imagined stimuli can sometimes be confused for real ones, leading to an increase in presence reports when imagining the to-be-detected stimulus.

There are a number of possible mechanistic accounts of the observed effects of imagery on detection criterion. A decrease in criterion might be caused by an increase in low-level sensory signals or by a lowered decision threshold (Bang & Rahnev, 2017; Choe, Blake, & Lee, 2014; Kok, Mostert, & de Lange, 2017). A low-level sensory effect could further be caused by two mechanisms: increases in stimulus-specific signals could be caused either by an increase in baseline sensory activation or by
an increase in sensitivity (contrast gain) for stimulus-like external signals (Reynolds & Heeger, 2009). Decreases in criterion induced by expectation have recently been explained as involving changes in stimulus-specific gain (Wyart, Nobre, & Summerfield, 2012; Yon, Zainzinger, de Lange, Eimer, & Press, 2020), suggesting that a similar mechanism may be in play here. According to these accounts, expectation makes stimulus-specific sensory units more sensitive to incoming signals, in turn making the detection threshold more likely to be breached. During stimulus-absent trials, this change in sensitivity selectively increases stimulus-specific signals in noise, allowing signal-like fluctuations in noise to sometimes cross the detection threshold, leading to an increase in false alarms. During stimulus-present trials, the same bias amplifies real signals, leading to an increase in hits. Importantly, this mechanism accounts for criterion shifts in terms of changes in the processing of external signals.

In contrast, an explanation in line with source confusion would predict that imagery internally generates stimulus-specific sensory activation in the absence of changes in sensory gain (i.e., a baseline shift), and that such internal generation is occasionally mistakenly inferred to be due to an external stimulus. During stimulus-absent trials, this internally generated sensory activation then sometimes crosses the detection threshold, leading to an increase in false alarms. During stimulus-present trials, signals that would have been too weak to cross the threshold in the absence of imagery, are now boosted by the addition of internally-generated activation, leading to an increase in hits. Neuromaging studies showing that imagery activates sensory representations in a perception-like way are in favour of an explanation in terms of source confusion (Dijkstra, Bosch, & van Gerven, 2019; Dijkstra, Hinne, et al., 2019; Pearson, 2019); however, the neuropsychiological interpretation of neuromaging measurements is not unambiguous (Goense & Logothetis, 2008). Furthermore, in contrast to top-down signals generated by expectations, internally generated signals during imagery are generally strong enough to lead to a visual experience in the absence of external input (Kosslyn et al., 2001). Fully disentangling these two accounts of the effect of imagery on perceptual detection may be possible in future studies by using drift diffusion modelling (Yon et al., 2020) or by varying stimulus energy in a systemic way over trials (Wyart et al., 2012).

Finally, imagery causing a decrease in decision threshold would not be in line with source confusion. In the second experiment we also found that if participants were aware that imagery might influence detection, the imagery effect was bigger. This finding could mean that the belief that imagery influences detection made participants respond accordingly, suggesting our results might (partly) reflect demand characteristics (e.g., Lush, 2020). Demand characteristics might have even influenced the congruency effect in Experiment 3 if participants realized we expected incongruent imagery to influence detection differently from congruent imagery. However, it seems unlikely that demand characteristics could have explained the observed relationship with imagery vividness. Previous suggestions that imagery vividness might be related to demand characteristics (Hoen, 1978; Predebon & Wenderoth, 1985; Di Vesta, Ingersoll, & Sunshine, 1971) has led to a change in the framing of vividness questionnaires. In the current version of the VVIQ used at the start of Experiment 1 it is explicitly stated that it is “not necessarily desirable to experience imagery or, if you do, to have more vivid imagery.” (Marks, 1995). Furthermore, subjective imagery vividness ratings such as those collected here have been shown to correlate with objective measures of imagery strength as well as with neural processing in sensory areas (Cui, Jeter, Yang, Montague, & Eagleman, 2007; Dijkstra, Bosch, & van Gerven, 2017; Lee, Kravitz, & Baker, 2012; Pearson, Rademaker, & Tong, 2011). Finally, a large body of literature has shown that mental imagery activates perception-like sensory signals (Albers, Kok, Toni, Dijkerman, & De Lange, 2013; Dijkstra et al., 2017; Lee et al., 2012; Naselaris, Olman, Stansbury, Ugurbil, & Gallant, 2015; Pearson et al., 2008; Reddy, Tsuchiya, & Serre, 2010; Senden, Emmerling, van Hoof, Frost, & Goebel, 2019). Therefore, while we cannot fully rule out demand characteristics as a contributing factor for our results we believe that our findings are more likely to reflect sensory effects. In this context, the relationship between awareness and imagery effect size can be explained by participants with stronger imagery effects being more likely to become aware of them.

There are substantial differences between individuals in the vividness of mental imagery (Galton, 1880; Pearson & Kosslyn, 2015). In the current study, we did not observe any relation between our experimental and questionnaire measures of imagery vividness or hallucination proneness. However, in all three experiments, we did observe a strong negative correlation between imagery vividness ratings during the practice trials and general detection criterion. In other words, more vivid imagery was associated with an increased tendency to report the presence of external stimuli. This finding suggests that deciding about internal stimulus presence (imagery vividness) and external stimulus presence (detection criterion) might rely on a common mechanism (Fazekas, Nemeth, & Overgaard, 2020). This is in line with studies showing a positive correlation between imagery vividness and hallucinations (Matthews, Collins, Thakkar, & Park, 2014; Sack, Van De Ven, Etschenberg, Scharz, & Linden, 2005; Salge, Pollmann, & Reeder, 2020; Shine et al., 2015; Stephan-Otto et al., 2017). Similar to our main finding, the relation between imagery vividness and detection criterion can be explained as a low-level sensory effect or a high-level decision effect. A sensory explanation would be that both imagery vividness and external detection threshold are related to visual cortex excitability. In line with this, a recent study has shown that resting state excitability of primary visual cortex is related to visual imagery strength (Rebecca Keogh, Bergmann, & Pearson, 2020). Alternatively, it could be that both vividness and criterion reflect a participant’s decision threshold for deciding whether they ‘see’ something, irrespective of whether that something is imagined or perceived. These two hypotheses could be teased apart in future research by investigating whether both measures correlate with low-level visual cortical activation or higher-level fronto-parietal activation.

Interestingly, in all three experiments we only observed one direction of source confusion: imagined stimuli being mistaken for real, leading to a decrease in detection criterion. Early studies of mental imagery showed that when participants were asked to imagine certain objects and describe what they experienced, external presentation of these same objects at threshold was often missed (Perky, 1910). This observation, called the Perky effect, was interpreted as perception being mistaken for imagery, corresponding to an imagery-induced increase in criterion (Perky, 1910; Segal & Glicksman, 1967; Segal & Nathan, 1964). One difference between those studies and the current experiments is that participants were unaware that external stimuli would be presented. However, one study did inform participants that real stimuli might be shown in some trials and still observed a slight increase in criterion (Segal & Fusella, 1969). Furthermore, in the current study, we still found an increase in presence reports when the expectation of external stimuli was low. Another difference is that the focus of the task in previous studies was on describing imagery accurately, with external detection treated as a less important side task. Indeed, studies in which the focus was on external detection (as here) generally reported a decrease in criterion (Moseley et al., 2016; Saad & Silvanto, 2013; Segal & Fusella, 1970). Together, this suggests that the direction of source confusion might be influenced by whether attention is directed inwards (imagery) or outwards (detection). Future research should investigate this by characterizing the effect of imagery on detection criterion during manipulations of the focus of attention.

Another important issue is whether the imagery effects observed here could be (partly) due to imagery increasing visual attention to the external stimulus. Indeed, spatial attention has also been shown to sometimes decrease criterion (Downing, 1988; Hawkins et al., 1990; Yon et al., 2020), leading to more presence responses. Furthermore, similar to imagery, attention increases sensory activation for the attended stimulus (Ling & Carrasco, 2006; Ling, Liu, & Carrasco, 2009; Liu, etc.)
Larsson, & Carrasco, 2007; Liu, Pestilli, & Carrasco, 2005), even in the absence of external input (Chelazzi, Duncan, Miller, & Desimone, 1998; Chelazzi, Miller, Duncan, & Desimone, 1993; Peelen & Kastner, 2011; Tanaka, 1996). A recent paper directly investigated the relationship between mental imagery and (preparatory) attention by testing whether they resulted in similar effects on subsequent ambiguous perception (Keogh & Pearson, 2021). The results indicate that preparatory attention (i.e. the creation of an attentional template) in the absence of external input seems to rely on different mechanisms (Keogh & Pearson, 2021). This overlap between imagery and attentional templates might explain the large decrease in d' during incongruent imagery in our study, because in this condition the attentional template relevant for the detection task and the mental image are competing (Olivers, Peters, Houtkamp, & Roelfsema, 2011). However, we note that here, we also observed a slight decrease in d’ in the congruent condition. In contrast, congruent (preparatory) attention reliably increases d’ (e.g. Wyart et al., 2012; Stein & Peelen, 2015; for a review, see Carrasco, 2011), suggesting dissociable mechanisms. That is, attention is known to improve sensitivity to congruent sensory signals, whereas imagery here leads to a more liberal, but less sensitive response to congruent sensory signals. Furthermore, another important difference between (preparatory) attention and imagery is that, contrary to attention, imagery is associated with a conscious experience of the imagined stimulus (Keogh & Pearson, 2021) which could cross an external detection threshold, leading to internal signals being confused for perception. Taken together, these considerations suggest our results cannot be explained by imagery merely increasing visual attention. However, further research is necessary to fully characterize the relationship between imagery and attention.

Taken together, we have shown that imagining a stimulus while detecting that same stimulus at threshold leads to an increased tendency to say that external stimuli are present. This effect may be explained by the presence of external input seems to rely on different mechanisms (Keogh & Pearson, 2021). The results indicate that preparatory attention (i.e. the creation of an attentional template) in the absence of external input is similar to imagery, whereas feature-based attention in the congruent condition. In contrast, congruent (preparatory) attention reliably increases d’ (e.g. Wyart et al., 2012; Stein & Peelen, 2015; for a review, see Carrasco, 2011), suggesting dissociable mechanisms. That is, attention is known to improve sensitivity to congruent sensory signals, whereas imagery here leads to a more liberal, but less sensitive response to congruent sensory signals. Furthermore, another important difference between (preparatory) attention and imagery is that, contrary to attention, imagery is associated with a conscious experience of the imagined stimulus (Keogh & Pearson, 2021) which could cross an external detection threshold, leading to internal signals being confused for perception. Taken together, these considerations suggest our results cannot be explained by imagery merely increasing visual attention. However, further research is necessary to fully characterize the relationship between imagery and attention.
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