Abstract
Traffic sign recognition is critical for advanced driver assistant system and road infrastructure survey. Traditional traffic sign recognition algorithms can't efficiently recognize traffic signs due to its limitation, yet deep learning-based technique requires huge amount of training data before its use, which is time consuming and labor intensive. In this study, transfer learning-based method is introduced for traffic sign recognition and classification, which significantly reduces the amount of training data and alleviates computation expense using Inception-v3 model. In our experiment, Belgium Traffic Sign Database is chosen and augmented by data pre-processing technique. Subsequently the layer-wise features extracted using different convolution and pooling operations are compared and analyzed. Finally transfer learning-based model is repetitively retrained several times with fine-tuning parameters at different learning rate, and excellent reliability and repeatability are observed based on statistical analysis. The results show that transfer learning model can achieve a high-level recognition performance in traffic sign recognition, which is up to 99.18 % of recognition accuracy at 0.05 learning rate (average accuracy of 99.09 %). This study would be beneficial in other traffic infrastructure recognition such as road lane marking and roadside protection facilities, and so on.

Keywords
traffic sign recognition, transfer learning, Inception-v3 model, Belgium Traffic Sign Database, traffic infrastructure maintenance

1 Introduction
Traffic sign recognition and classification are critical for advanced driver assistant system and road infrastructure survey (Li et al., 2016). Generally, traffic sign captured from visual cameras can be easily recognized and interpreted by human visual system. However, it is difficult to interpret for artificial machines due to some reasons such as occlusion, illumination, weather condition, exterior appearance of traffic signs, and so on. In order to eliminate influences of the existing issues on traffic recognition, substantial studies have been done to investigate automated traffic sign recognition methods, which can be roughly grouped into two categories: feature-based algorithm and deep learning-based technique.

Feature-based approach can be implemented by computer vision technique in two phases: (1) extracts useful features using the presented algorithms; (2) uses extracted features to classify traffic signs (Daugman, 1985; Liu et al., 2005; Dalal and Triggs, 2005). Zhang et al. (2010) use a binary tree of support vector machine (SVM) in local binary pattern (LBP) features for traffic sign recognition. Greenhalgh and Mirmehdi (2012) extract Histograms of Oriented Gradient (HOG) features from traffic sign images and utilizes a linear cascade of SVM for recognition and classification. Zaklouta and Stanciulescu (2012) describes multi-scale HOG features and evaluates recognition performance using various classifiers, such as random forest classifier and SVM. Although feature-based approach can produce acceptable results on traffic sign recognition, it appears two limitations: (1) hand-engineering features need specialty-oriented knowledges and skills, which require both human expertise and labor; and (2) hand-engineering features are incapable to represent overall feature of traffic signs, resulting in unsatisfied recognition results.

With the development of deep learning technique, deep hierarchical neural network has drawn great attentions for traffic sign recognition. As German Traffic Sign Recognition Benchmark (GTSRB) is held by the International Joint Conference Neural Network (IJCNN) and IEEE Computational Intelligence Society (CIS), various deep learning-based models are designed and presented. (Tang and Huang, 2013; Tian et
al., 2014; Mao et al., 2016). Notably, Ciresan et al. (2012) describes a multi-column architecture of deep neural network, which yields the highest recognition accuracy of 99.46%. Sermon et al. and LeCun (2011) design a multi-scale convolutional neural network, which reports a recognition accuracy of 99.17%. On contrast, the best recognition result from feature-based method is only 95.68% (Stallkamp et al., 2012). Although the result from deep convolutional neural network outperforms feature-based approach on traffic sign recognition, it still has two limitations: (1) deep learning model is generally designed by an iterative trial-and-error process, which requires a large amount of labeled data during training phase; and (2) a huge number of neuron connections would bring in heavy computation expense.

To overcome the abovementioned limitations, transfer learning strategy is introduced for traffic sign recognition in this study. Transfer learning, namely transfer of learning, is primarily proposed to explore how individuals would transfer learning in one context to another similar context (Woodworth and Thorndike, 1901). Currently transfer of learning is usually described as: the process and the effective extent to which past experiences affect learning performances in a new situation. That is, a pre-trained model can be transferred to implement a similar task by learning new data distribution and fine-tuning parameters across all layers of the model. Substantial studies have been done on transfer learning-based image recognition (Raina et al., 2007; Devikar, 2016; Esteva et al., 2017).

In this paper, transfer learning-based traffic sign recognition is developed by using Inception-v3 model (Szegedy et al., 2016). Subsequently, Belgium Traffic Sign Database is chosen, and data augmentation method is employed to enrich the training data. Finally, the performance of transfer learning-based method is evaluated. The results indicate that the proposed approach is robust for traffic sign recognition and can effectively overcome limitations of existing methods.

The rest of the paper is organized in Fig. 1. Firstly, the architecture of convolutional neural network is introduced, and then Inception-v3 model is presented in Section 2. In the part of case study, data pre-processing technique is developed, and convolutional feature representations are investigated based on a visual analytics toolkit. In addition, the performance of transfer learning-based model is evaluated in Section 3. Finally, conclusions and recommendations are made in Section 4, 5, respectively.

2 Model Architecture

In this section, convolutional neural network architecture and its key components are firstly presented. Subsequently, Inception-v3 model is introduced to explore the Inception architecture. Finally, transfer learning-based Inception-v3 model is used for traffic sign recognition.

2.1 Convolutional Neural Network

Convolutional neural network (CNN) is a multi-stage deep architecture that alternates convolutional layers with pooling or subsampling layers, followed by one or several fully connected layers. Its hierarchical architecture facilitates to learn invariant features and capture layer-wise feature representations from lower layers to higher layers. A standard convolutional architecture for digit recognition is presented in Fig. 2 (LeCun et al., 1989). Herein, inputs feed forward through two-phase convolutional and subsampling operations to obtain feature representations, and then Gaussian classifier is used to produce probabilistic distribution. For convolutional neural network, it typically contains three key components, and is described below.

Convolutional operation produces the weighted sum of input pixel values by sliding a weighted window across the entire image, as presented in Fig. 3(a). Subsequently, non-linear activation operation named activation function is applied to avoid learning trivial linear representations from the input. One of the most effective activation function is the Rectified Linear Unit (ReLU), which is a non-negative piecewise function that always obtains the maximum value between zero and the input, as mathematically described in Eq. (1):

\[ f(x) = \max(x, 0) = \begin{cases} x, & x > 0 \\ 0, & x \leq 0 \end{cases} \]

Convolutional operation can be described as: the input \( X \) is convolved with a filter \( W \) of size \( K_x \times K_y \). The resulting output \( Y \) is mathematically described in Eq. (2):

\[ Y = f \left( \sum_{i=1}^{K_x} X_i * W + b_i \right) \]
where \( n \) denotes the number of elements, \( * \) is the sign of convolution operation, \( b_i \) is the bias of outputs, \( f \) is the activation function. In summary, 2D convolutional operation is element-wise multiplication between input and weight matrix and calculate the weighted sum of input pixel values.

Similar to convolution operation, pooling operation aggregates small patches of pixel and subsamples features from the previous layer by sliding a weighted window across the pixel matrix. One of the most commonly used pooling operation is max-pooling, as illustrated in Fig. 3(b). Max-pooling produces the maximum pixel value over the non-overlapping region of the weighted window. Pooling operation is widely applied for convolutional architecture to capture more significant feature representations, and to reduce computation expense.

Convoluted neural network has four unique keys, namely local connection, pooling operation, shared weight, and hierarchical architecture (LeCun et al., 2015). Previous studies on visual cortex mechanism indicate that human cognition for real-world is from local to global. Hence, convolutional neural network is designed to mimic human visual mechanism: each neuron captures local features and integrates with local information to represent the whole image in higher layer. Through local connection, convolutional and max-pooling operations can obtain significant and unique feature representations of specific data. In addition, sliding weighted window in convolution and pooling operations are the use of sharing weights. The idea of sharing weight demonstrates that statistical characteristic for the whole image is spatial identity, that is, partial features can be shared. Therefore, the same weights can be used to extract features at each pixel location of the image. Moreover, to extract the layer-wise features, hierarchical architecture is introduced to explore correlations between neurons of adjacent layers. By contrast with fully connected network, distinctive architecture of CNN facilitates to extract effective features, and reduce parameter counts and neuron connections. In conclusion, convolutional neural network is the state-of-the-art technique on computer vision domain and is widely used for image recognition and classification purposes, especially for Inception-v3 model.

2.2 Inception-v3 Model

The annual ImageNet Large Scale Visual Recognition Challenge (ILSVRC) is an important competition on image recognition and classification, which contains 1.4 million images over 1000 object classes (Russakovsky et al., 2015). Krizhevsky et al. (2012) propose the AlexNet model for object recognition and classification, and the remarkable progress is obtained. Subsequently several convolutional models are designed to reduce the Top-5 error rate of object recognition and classification. Table 1 shows detailed architectures of AlexNet, GoogleNet and ResNet are elaborated (Zeiler and Fergus, 2014; Szegedy et
al., 2015; He et al., 2016). Fig. 4 shows Top-5 error rate of object recognition results based on ImageNet, and the outstanding recognition results can be observed for GoogleNet (Inception-v1). The findings indicate the deeper the model layer is, the better the recognition performance can be obtained.

Compared with GoogleNet (Inception-v1), Inception-v3 model has superior performance in object recognition. Specifically, Inception-v3 model includes three parts: the basic convolutional block, improved Inception module and the classifier. The basic convolutional block that alternates convolution with max-pooling layers, is used for feature extraction. The improved Inception module is designed based on Network-In-Network (Lin et al., 2014), in which multi-scale convolutions are conducted in parallel and convolutional results of each branch are further concatenated. Due to the use of auxiliary classifiers, more stable training results and better gradient convergence are obtained, and simultaneously vanishing gradients and overfitting issues are alleviated as well.

In Inception-v3, $1 \times 1$ convolutional kernel is widely used to reduce the number of feature channels and accelerate training speed. In addition, the large convolution is decomposed into small convolutions, which reduces the number of parameters and computation expense. In summary, Inception-v3 has the state-of-the-art performance on object recognition, which benefits from its unique Inception architecture. Therefore, this model is widely used for transfer learning.

### 2.3 Transfer Learning Model

Studies indicate that recognition and classification of a new image can be well implemented with Inception-v3 model by changing the architecture of fully-connected layers and reserving settings of all convolution layers (Raina et al., 2007).

Fig. 5 shows the schematic illustration of the architecture of transfer learning-based model. The basic convolution block, the improved Inception modules, and the task-specific classifiers are sequentially concatenated based on Inception-v3 model. Specifically, low-level feature mappings are learned by basic convolutional operation with $1 \times 1$ and $3 \times 3$ kernels. In Inception module, multi-scale feature representations are concatenated to feed into auxiliary classifiers with diverse

| Model   | Top-5 Rate | FCL & Size | Inception | DA | BN | LRN | DP |
|---------|------------|------------|-----------|----|----|-----|----|
| AlexNet | 16.40 %    | 3 & 4E+11  | -         | + | - | +   | +  |
| GoogleNet | 6.70 %     | 1 & 1000   | +         | - | + | -   | +  |
| ResNet  | 3.57 %     | 1 & 1000   | -         | + | + | -   | +  |

**Comments:**
- FCL & Size -- Full Connected Layer & Size; BN -- Batch Normalization; DA -- Data Augmentation; LRN -- Local Response Normalization; DP-- Dropout;
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Convolution kernels (i.e. $1 \times 1$, $1 \times 3$, $3 \times 1$, $3 \times 3$, $5 \times 5$, $1 \times 7$ and $7 \times 7$ filters), which is used to produce better convergence performance. Followed by 11 Inception modules, fully connected layer is adopted to transform multi-scale feature vectors into one dimensional vector. Finally, Softmax classifier is used to produce one-hot vector, which is consistent to 62-class probability. The final classification result can be determined depending on the maximum value of 62-class probability.

Subsequently, case study is conducted on Belgium Traffic Sign Database to evaluate the performance of transfer learning-based model on traffic sign recognition.

3 Case Study

First, Belgium Traffic Sign Database is augmented by data pre-processing technique. Subsequently, convolutional visualization results and relationships between adjacent convolutional layers are analyzed. Finally, extensive experiments are conducted to evaluate recognition performance of transfer learning-based model, and statistical analysis is developed to investigate the reliability and repeatability of this model.

3.1 Data Pre-processing

Belgium Traffic Sign Database is chosen for transfer learning-based model evaluation. It includes 4575 training images over 62 classes. Note that there are a number of bad samples due to various reasons such as illumination variations, distortion, motion-blur, obstacle blocks or color fading, as presented in Fig. 6. The recognition of these poor data would be beneficial from transfer learning-based model since it would help the poor data to improve generalization and boost robustness.

![Fig. 6 Bad or poor samples in database](image)

Here, data augmentation method is employed to enlarge the database through randomly rotating, scaling and translating for original training data. After data augmentation, a new database containing 10775 training images and 4575 test images is obtained. In this study, the original Belgium Traffic Sign Database is denoted as NDA, and the new database after data augmentation is denoted as DA.

Due to the limitation of mapping dimension, the image data are tailored into a constant resolution of $299 \times 299$. Subsequently intensity contrasts among samples are improved with the equalization method. In this study, gray intensity values are normalized into $[0,1]$ from $[0,255]$. For one gray image, the sum of pixels is denoted by $N$, and $n_j$ denotes the number of gray intensity $j$. After normalization, pixel value $s$ is mathematically described as Eq. (4):

$$s = \sum_{j=0}^{N} \frac{n_j}{N}.$$  

(4)

For RGB image, histogram equalization is conducted on three individual channels, and then the equalization result of each channel is aggregated. Fig. 7(a) shows the frequency distribution after histogram equalization operation. It can be observed that the intensity contrast is smoother and more uniform than that in original figures. The similar findings are observed in Fig. 7(b).

![Fig. 7 Frequency distribution of pixel intensity](image)

Findings indicate data augmentation is a practical processing technique to increase the number of labeled training samples by geometrical transformation, and histogram equalization is powerful method to eliminate effects of poor samples on image recognition and classification.

3.2 Feature Representation

To better understand convolutional mechanism, a visual analytics toolkit is used to examine feature representation for each convolutional operation, as shown in Fig. 8. Firstly, RGB image with a resolution of $299 \times 299$, is used as the inputs of transfer learning-based model. The three feature mappings represent three types of color channels, namely red, green, and blue channels.

As abovementioned, transfer learning-based model includes three components: the basic convolutional block, Inception modules and Softmax classifier. The basic convolutional block contains 5 convolution layers, from conv2d_1 to conv2d_5. In conv2d_1 layer, 32 filters with a size of $3 \times 3$ are used to extract low-level features, and thus 32-channel feature maps with a size of $149 \times 149$ are produced in conv2d_1 layer. Similarly, 32, 64, 80 and 192-channel feature representations are obtained in the subsequent convolution layers, with a size of $147 \times 147$, $147 \times 147$, $73 \times 73$ and $71 \times 71$, respectively, as illustrated in Fig. 8.

Inception module is the core block of transfer learning-based model. 256-channel feature representations with
a resolution of $35 \times 35$ are presented in the first Inception module "mixed0". Subsequently, the layer-wise convolutional operations are further developed, and multi-scale feature representations are obtained in the following Inception modules. In general, more abstract feature representations are observed with the increment of convolutional layer, and 2048-channel feature mappings with a size of $8 \times 8$ are presented in the last Inception module "mixed9", as illustrated in Fig. 8.

Finally, multi-scale feature representations are flattened to 1-D vector, and 62-neuron output corresponds to 62-class probability. The neuron with maximum probability would be the class label that the tested traffic sign belongs to, as shown in Fig. 8. In addition, parameter information in convolutional visualization result is consistent to architecture configuration, as shown in Table 2.

### 3.3 Training Details

Two databases (NDA and DA) are used to re-train transfer learning model based on Tensorflow machine learning framework (Abadi et al., 2016). The model is repetitively trained 5000 epochs. Each porch is one round of forward and backward propagation iteration. To evaluate the model performance, different initial learning rates are given, and the exponential decayed rate is 0.94. In this study, 10 percentage of training

---

**Table 2**

| Layer      | Output Size | Maps |
|------------|-------------|------|
| input      | $299 \times 299$ | 3 maps |
| conv2d_1   | $149 \times 149$ | 32 maps |
| conv2d_2   | $147 \times 147$ | 32 maps |
| conv2d_3   | $147 \times 147$ | 64 maps |
| conv2d_4   | $73 \times 73$ | 80 maps |
| mixed0     | $35 \times 35$ | 256 maps |
| mixed9     | $8 \times 8$ | 2048 maps |

**Fig. 8** Visualization result of convolutional operation and feature mapping
samples are randomly chosen for validation samples, and the model are validated at each 100 epochs. Through 5000 training epochs, the performance of model can be evaluated.

### 3.4 Result Analysis

Fig. 9 shows the validation and test accuracy of the transfer learning-based model. Note that the better validation and test accuracy is obtained when the training is conducted on the new database (DA) at the same initial learning rate. The gray areas in Fig. 10 represent the difference of validation accuracy trained based on two databases (NDA and DA). Besides, findings indicate different initial learning rates result in different recognition results. The recognition accuracy increases with the increase of the initial learning rate when the learning rate is less than 0.05. In this study, the best test accuracy of 99.18 % is observed at the initial learning rate of 0.05.

Moreover, other approaches or algorithms are also used for traffic sign recognition based on the same database, and the best recognition accuracy is 80.00 %, which is 18 % less than the transfer learning-based method. It can be concluded that transfer learning-based method is powerful for traffic sign recognition.

To further investigate the reliability and repeatability of transfer learning-based method, ten repetitive experiments are conducted at eight different learning rates, respectively. Table 3 shows statistical results of recognition accuracy for the ten repetitive experiments. Note that the average test accuracy of 99.06 % is obtained when the training is conducted at the learning rate of 0.05. In addition, other statistical indices (e.g. variance and CoV) indicate the transfer learning-based method can produce the reliable and repetitive recognition result.

### 4 Conclusions

In this paper, transfer learning-based method is used for traffic sign recognition. First, data pre-processing technique is used to enhance Belgium Traffic Sign Database, including data augmentation and histogram equalization. Subsequently, data

| Layers      | Maps & Size          | Filter Size | Layers      | Maps & Size          | Filter Size |
|-------------|----------------------|-------------|-------------|----------------------|-------------|
| input       | 3 × 299 × 299        | -           | mixed3      | 768 × 17 × 17        | 1 × 1,3 × 3 |
| conv2d_1    | 32 × 149 × 149       | 3 × 3       | mixed4      | 768 × 17 × 17        | 1 × 1,3 × 3,7 × 1 |
| conv2d_2    | 32 × 147 × 147       | 3 × 3       | mixed5      | 768 × 17 × 17        | 1 × 1,3 × 3,7 × 1 |
| conv2d_3    | 64 × 147 × 147       | 3 × 3       | mixed6      | 768 × 17 × 17        | 1 × 1,3 × 3,7 × 1 |
| conv2d_4    | 80 × 73 × 73         | 1 × 1       | mixed7      | 768 × 17 × 17        | 1 × 1,3 × 3,7 × 1 |
| conv2d_5    | 192 × 71 × 71        | 3 × 3       | mixed8      | 1280 × 8 × 8         | 1 × 1,3 × 3,7 × 1 |
| mixed0      | 256 × 35 × 35        | 1 × 1,3 × 3 | mixed9      | 2048 × 8 × 8         | 1 × 1,3 × 3,3 × 1 |
| mixed1      | 288 × 35 × 35        | 1 × 1,3 × 3,5 × 5 | mixed10   | 2048 × 8 × 8         | 1 × 1,3 × 3,3 × 1 |
| mixed2      | 288 × 35 × 35        | 1 × 1,3 × 3 | output      | 62 & 62 × 1          | -           |

Comments: The prefix conv2d_5: convolutional layers in basic convolutional block. The prefix mixed: 11 Inception modules.

Fig. 9 Recognition performance at different learning rate on different databases
Table 3 Statistical analysis results of recognition accuracy at different learning rates

| LR    | 0.01 | 0.02 | 0.03 | 0.04 | 0.045 | 0.05 | 0.055 | 0.06 |
|-------|------|------|------|------|-------|------|-------|------|
| Samples | 10   | 10   | 10   | 10   | 10    | 10   | 10    | 10   |
| Max    | 0.9807 | 0.9830 | 0.9839 | 0.9849 | 0.9890 | 0.9918 | 0.9900 | 0.9879 |
| Min    | 0.9788 | 0.9818 | 0.9829 | 0.9840 | 0.9868 | 0.9895 | 0.9878 | 0.9846 |
| Mean   | 0.9795 | 0.9824 | 0.9835 | 0.9845 | 0.9877 | 0.9906 | 0.9889 | 0.9860 |
| Variance | 3.46E-07 | 1.39E-07 | 9.56E-08 | 6.89E-08 | 5.99E-07 | 4.88E-07 | 4.90E-07 | 6.98E-07 |
| Qd     | 0.0009 | 0.0005 | 0.0005 | 0.0004 | 0.0013 | 0.0001 | 0.0014 | 0.00095 |
| CoV    | 6.01E-04 | 3.79E-04 | 3.14E-04 | 2.67E-04 | 7.84E-04 | 7.05E-04 | 7.08E-04 | 8.47E-04 |
| Kurtosis | 2.4409 | 2.3799 | 2.1531 | 2.5520 | 1.9146 | 2.2670 | 2.1158 | 4.0345 |
| Skewness | 0.6374 | 0.4365 | -0.3491 | -0.3019 | 0.4567 | -0.0794 | -0.3933 | 0.5916 |

Comments: Qd -- Quartile Deviation; CoV -- Coefficient of Variation

feature representation is demonstrated by a visual analytics toolkit, in which layer-wise convolutional feature representation is analyzed. Based on Belgium Traffic Sign.

Database, transfer learning-based model is retrained for 5000 epochs at different learning rates. The accuracy test results indicate that the transfer learning-based method is powerful for traffic sign recognition, with the best recognition accuracy of 99.18 % at the learning rate of 0.05. Moreover, the repetitive experiments are conducted at different initial learning rates, and findings indicate the reliable and repetitive recognition results can be obtained using transfer learning-based method. Therefore, the transfer learning-based method is robust and powerful in traffic sign recognition, which would be beneficial in other traffic infrastructure maintenance such as lane marking and roadside protection facilities.

5 Recommendations

Hyperparameter optimization would be explored to improve model efficiency in future study. Besides, different traffic sign databases would be employed to further validate the accuracy and reliability performance of transfer learning-based method.
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