DICTIONARY-SPARSE RECOVERY FROM HEAVY-TAILED MEASUREMENTS
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ABSTRACT. The recovery of signals that are sparse not in a given basis, but rather sparse with respect to an over-complete dictionary is one of the most flexible settings in the field of compressed sensing with numerous applications. As in the standard compressed sensing setting, it is possible that the signal can be reconstructed efficiently from few, linear measurements, for example by the so-called ℓ₁-synthesis method.

However, it has been less well-understood which measurement matrices provably work for this setting. Whereas in the standard setting, it has been shown that even certain heavy-tailed measurement matrices can be used in the same sample complexity regime as Gaussian matrices, comparable results are only available for the restrictive class of sub-Gaussian measurement vectors as far as the recovery of dictionary-sparse signals via ℓ₁-synthesis is concerned.

In this work, we fill this gap and establish optimal guarantees for the recovery of vectors that are (approximately) sparse with respect to a dictionary via the ℓ₁-synthesis method from linear, potentially noisy measurements for a large class of random measurement matrices. In particular, we show that random measurements that fulfill only a small-ball assumption and a weak moment assumption, such as random vectors with i.i.d. Student-‘t entries with a logarithmic number of degrees of freedom, lead to comparable guarantees as (sub-)Gaussian measurements. Our results apply for a large class of both random and deterministic dictionaries.

As a technical tool, we show a bound on the expectation of the sum of squared order statistics under very general assumptions, which might be of independent interest.

As a corollary of our results, we also obtain a slight improvement on the weakest assumption on a measurement matrix with i.i.d. rows sufficient for uniform recovery in standard compressed sensing, improving on results by Lecué and Mendelson, and Dirksen, Lecué and Rauhut.

1. INTRODUCTION

In the seminal works [CRT06a, CRT06b, Dono6], the idea of compressed sensing was introduced as a paradigm to recover signals from undersampled and corrupted measurements. Mathematically, the goal is to recover a signal z₀ ∈ ℜᵈ from corrupted linear measurements y = Φz₀ + e ∈ ℜᵐ, where e ∈ ℜᵐ is an error vector satisfying ||e||₂ ≤ ε for some constant ε > 0 and Φ ∈ ℜᵐ×ᵈ is a sensing matrix, often also called measurement matrix. The number of measurements m, which corresponds to the number of rows of Φ, is assumed to be much smaller than the ambient dimension d, formally, m = o(d). Without any additional assumption, there is not much hope to estimate z₀ just from knowledge of y and Φ.

1.1. Recovery of Sparse Signals. However, the theory of compressed sensing suggests that if the vector of interest z₀ has a low-dimensional structure such that it is, for example, a sparse vector with only few non-zero entries s := ||z₀||₀ := |{j ∈ [N] : (z₀)_j ≠ 0}| ≪ d, it can be
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stably recovered by solving a convex optimization program called quadratically constrained basis pursuit (QCBP) or quadratically constrained $\ell_1$-minimization [FR13]

\[
\hat{z} = \arg \min \| z \|_1 \quad \text{subject to} \quad \| \Phi z - y \|_2 \leq \epsilon
\]

such that $\hat{z}$ is close to $z_0$, at least if the measurement matrix $\Phi \in \mathbb{R}^{m \times d}$ fulfills appropriate conditions and $m = \Omega(s \log(ed/s))$ [FR13]. Examples for such conditions on $\Phi$ are the restricted isometry property [CT06, FR13] or variants of the so-called null space property [CDD09], see also Section 1.2 below. We note that under these types of conditions, methods different from 1 have also been shown to exhibit similar recovery guarantees, such as greedy and thresholding-based methods [Zha11, Fou11, BFH16, ZXQ19, ZL20].

Therefore, a crucial question that lies at the core of compressed sensing is about which measurement matrices $\Phi \in \mathbb{R}^{m \times d}$ fulfill such conditions in the information theoretically optimal regime of $m = \Theta(s \log(ed/s))$ and therefore allow for robust recovery guarantees. All known constructions of measurement matrices to achieve this regime rely on some sort of randomness; it has been shown that matrices $\Phi$ with i.i.d. Gaussian entries [CT06], i.i.d. Bernoulli and other sub-Gaussian entries [BDDW08] allow for robust guarantees with high probability.

In subsequent works, it was shown that distributions without strong concentration properties are equally suitable for the design of measurement matrices. In particular, it was shown that matrices with i.i.d. sub-exponential entries can be used with the same recovery guarantees as Gaussian matrices [Kol11, Fou14], and finally, [LM17, DLR18] showed that this assumption can be relaxed to the requirement of just $\Omega(\log(d))$ small moments for the entrywise distribution, which was shown to be necessary up to a log-log factor [LM17].

While the results on the mentioned random constructions allow for optimal sample complexity, such measurement matrices are often challenging to implement in applications. In wireless communications [HBRN10] and radar [PEPC10], measurement matrices with a convolutional structure are used, and the related random partial circulant matrices have been shown to be fulfill a restricted isometry property for a number of measurements that is optimal up to logarithmic factors [RRT12, KMR14, MRW*18]. In magnetic resonance imaging [LDSP08], measurement matrices involving subsampled matrices of Fourier structure [RVo8, HR17] or combined Fourier and wavelet structure [AHPR17, KW14] are of relevance, allowing for similar results.

This research activity is evidence for a desire to explore the limits in the optimal design of measurements subject to the constraints of engineering applications. It is still an open question whether an improved analysis can lead to guarantees for structured measurement matrices in the optimal sample complexity regime without logarithmic factors.

### 1.2. Recovery of Dictionary-Sparse Signals

In most applications of compressed sensing, it is actually not the case that the signal of interest $z_0$ itself has few non-zero entries, but rather, the setting allows for a sparse representation such that there exists a matrix $D \in \mathbb{R}^{d \times n}$ and a sparse vector $x_0 \in \mathbb{R}^n$ such that

\[
z_0 = Dx_0.
\]

This matrix $D = [d_1, \ldots, d_n]$ is called a dictionary (matrix) [EMRo7]. The case mentioned above corresponds to the situation in which the dictionary $D = I$ is the identity matrix.

In this paper, we focus on the case that this dictionary matrix $D \in \mathbb{R}^{d \times n}$ is over-complete, i.e., is such that $n > d$, allowing for a much larger class of signals than in the standard compressed sensing setting outlined above. We will refer to signals $x_0 \in \mathbb{R}^n$ as in 2 with sparse $z_0 \in \mathbb{R}^d$ as dictionary-sparse signals.
Dictionaries of interest are on the one hand pre-designed, application dependent dictionaries such as Gabor frame [HS09], wavelet or shearlet [GLo7] dictionaries. On the other hand, it has been also fruitful to learn over-complete dictionaries from data first to subsequently sparsely encode signals based on the obtained dictionary [AEB06, WYG+09, RB13].

As mentioned, recovering signals as given by \( x \) from few linear measurements provides a very general setup that has been studied in previous works [CENR11, ACP12, CWW14, DNW13].

Given the measurement matrix \( \Phi \in \mathbb{R}^{m \times d} \) and a measurement vector \( y = \Phi z_0 + e \in \mathbb{R}^m \), with \( e \in \mathbb{R}^m \) and \( \varepsilon > 0 \) as above, the \( \ell_1 \)-synthesis method [RSVo8, LLM+12] performs the signal recovery by solving

\[
\hat{x} = \arg \min_{x} ||x||_1 \quad \text{subject to} \quad ||\Phi x - y||_2 \leq \varepsilon,
\]

(3)

borrowing its name from the fact that the estimator \( \hat{z} \in \mathbb{R}^d \) of the original signal \( z_0 \) is synthesized by the dictionary \( D \) and the \( \ell_1 \)-minimizer \( \hat{x} \) via the equality \( \hat{z} = D \hat{x} \).

Any theoretical guarantees quantifying the accuracy of \( \ell_1 \)-synthesis need to depend on properties of the dictionary \( D \in \mathbb{R}^{d \times n} \), and furthermore, on the relationship of the measurement matrix \( \Phi \) and the dictionary \( D \). Considering the matrix product \( \Phi D \) as the measurement matrix in the setting of Section 1.1 gives us one possible approach of how to obtain guarantees.

The first work with an extensive analysis of this dictionary-sparse case was provided by Rauhut, Schnass and Vanderghynst [RSVo8], who showed that if the dictionary \( D \) fulfills the restricted isometry property (RIP) and if \( \Phi \in \mathbb{R}^{m \times d} \) is a matrix with independent sub-Gaussians rows with \( m = \Omega(s \log(en/s)) \), the product \( \Phi D \) also fulfills the RIP of sparsity order \( s \) with high probability. In [CWW14], Chen, Wang and Wang introduced a null space property tailored to the dictionary case, which is defined as follows: If \( D \in \mathbb{R}^{d \times n} \) is a dictionary, it is said that \( \Phi \in \mathbb{R}^{m \times d} \) satisfies the \( D \)-null space property (\( D \)-NSP) of order \( s \) if for any index set \( T \) with \( |T| \leq s \) and any vector \( v \) such that \( Dv \in \ker \Phi \setminus \{0\} \), there exists some \( u \in \ker D \) such that \( \|v_T + u\|_1 < \|v_T\|_1 \). [CWW14] showed that the \( D \)-NSP is a necessary and sufficient condition for the exact recovery of dictionary-sparse signals via \( \ell_1 \)-synthesis method in the noiseless case where \( \varepsilon = 0 \).

Using this notion of \( D \)-NSP, the authors of [CWW14] were also able to relate exact recovery guarantees of \( \ell_1 \) with a null space property of \( \Phi D \) in the conventional sense of [FR13], which we recall as follows.

**Definition 1** ([FR13, Chapter 4]). Let \( A \in \mathbb{R}^{m \times n} \) be a matrix and \( s \in \mathbb{N} \).

(1) \( A \) is said to fulfill the null space property (NSP) of order \( s \) if for all \( v \in \ker(A) \setminus \{0\} \) and all subsets \( T \subset [n] \) with \( |T| \leq s \),

\[
\|v_T\|_1 < \|v_{T^c}\|_1.
\]

(2) \( A \) is said to fulfill the robust null space property (robust NSP) \(^1\) of order \( s \) with constants \( 0 < \gamma < 1 \) and \( \tau > 0 \) if

\[
\inf_{v \in S_{\gamma}} \|Av\|_2 \geq \frac{1}{\tau},
\]

where \( S_{\gamma} := \{v \in \mathbb{R}^n : \|v_T\|_2 \geq \frac{\gamma}{\sqrt{s}}\|v_T\|_1 \text{ for some } T \subset [n] \text{ with } |T| = s\} \cap S^{n-1} \).

While null space property is a necessary and sufficient condition for the successful recovery of sparse vectors via \( \ell_1 \) in the noiseless case of \( \varepsilon = 0 \), the robust null space property implies also

---

\(^1\)See also Remark 1.
robust recovery under noisy measurements and model error. [CWW14] obtained the following result.

**Proposition 1** ([CWW14, Theorem 7.2]). If the dictionary $D \in \mathbb{R}^{d \times n}$ is full spark, i.e., if no set of $d$ columns of $D$ is linear dependent, then $\Phi$ satisfies the $D$-NSP of order $s$ if and only if $\Phi D$ satisfies the NSP of the same order.

We note that the full spark assumption for the dictionary $D$ is not a strong assumption. Indeed, if $D$ is a matrix whose independent columns are drawn from a continuous distribution, then it has full spark with probability one [ACM12].

We now turn to the core questions addressed in this paper. Taking Proposition 1 as a starting point, Casazza, Chen and Lynch proved recently in [CCL20] the following: They showed that if the dictionary $D$ is a deterministic matrix of full spark with columns bounded in $\ell_2$-norm that furthermore fulfills the robust NSP of Definition 1, a measurement matrix $\Phi \in \mathbb{R}^{m \times d}$ with i.i.d. sub-Gaussian rows satisfying $m = \Omega(s \log(en/s))$ results in a product $\Phi D$ that fulfills the robust NSP with high probability. Via this robust NSP, their results ensure that for such dictionary and measurements, the $\ell_1$-synthesis method 3 recovers $s$-dictionary sparse signals $z_0 \in \mathbb{R}^d$ with high probability, robustly from noisy measurements if $m = \Omega(s \log(en/s))$.

However, while being an improvement over the result of [RSVo8] as the NSP assumption on $D$ is weaker than the RIP of [RSVo8], the sub-Gaussianity assumption of [CCL20] on the measurements $\Phi$ is still quite restrictive. This becomes in particular clear when comparing such an assumption to the variety of results on heavy-tailed measurement matrices for the conventional compressed sensing setting detailed in Section 1.1. In this paper, we therefore address the following questions:

(Q1) What are the weakest assumptions for suitable measurement matrices $\Phi$ for uniform recovery guarantees of dictionary-sparse signals via $\ell_1$-synthesis?

(Q2) Which joint assumptions on $\Phi$ and the dictionary matrix $D$ come with good trade-offs?

**Our Contribution.** We provide results for both deterministic and random dictionaries $D$, addressing (Q1) and (Q2). In particular, we show in Theorems 1 and 2 that for the case of a full spark dictionary $D$ fulfilling a robust NSP, $\Phi D$ fulfills the robust NSP if $\Phi$ is a measurement matrix with i.i.d. rows whose distributions only have a logarithmic number of finite, well-behaved moments (and also fulfill a small-ball condition), with high probability in the optimal regime of $m = \Omega(s \log(en/s))$.

Secondly, we prove two results about the setting where both $\Phi$ and $D$ obey a random model. Via Theorem 5, we show that both $\Phi$ and $D$ can obey heavy-tailed distributions while still retaining the robust NSP of $\Phi D$. Finally, we show with Theorem 6 that if the dictionary $D \in \mathbb{R}^{d \times n}$ has i.i.d. entries whose distribution has $\log(n)$ sub-Gaussian moments, it is sufficient to require only a bounded variance and a small-ball condition for the entries of the measurement matrix $\Phi$. The established property of $\Phi D$ for each of the mentioned models on $\Phi$ and $D$ implies that with high probability, the $\ell_1$-synthesis method is able to uniformly recover all dictionary-sparse signals of order $s$, stably and robustly under measurement noise.

Lastly, we prove a lemma on order statistics that bounds the expectation of the sum of the largest coordinates of a random vector with just few sub-Gaussian moments in Theorem 3, generalizing a result of [Men15]. This result is key for several of our results, and furthermore, improves on [LM17] and [DLR18] by relaxing the weakest known moment assumption for standard compressed sensing in the optimal regime. This aspect is presented and discussed in Theorem 4.
1.3. Related Works. As mentioned above, results of similar flavor as ours can be found in [RSV08, CWW14, CCL20], albeit subject to considerably stronger assumptions on the measurement and dictionary matrices.

Going beyond uniform results, the work [GE13] observes that under quite weak assumptions on the dictionary D, signal recovery might still be possible for $\ell_1$-synthesis even when the coefficients are not uniquely recoverable. This idea has been extended in the recent work [MBKW20] by considering a non-uniform, i.e., signal-dependent analysis based on conic Gaussian mean widths. Supported by numerical evidence, the authors of [MBKW20] provide a characterization which signals might be uniquely recoverable via $\ell_1$-synthesis despite a non-unique sparse coefficient representation.

A different route for the recovery of signals that are sparse in an over-complete dictionary is taken in [DNW13, GN15], where a compressive sampling matching pursuit (CoSaMP) is proposed and analyzed. This method contains a projection step that is in general not efficiently implementable, and furthermore, the presented theory requires the measurement matrix $\Phi$ to fulfill a RIP, which is stronger than the requirements of [CCL20].

An approach that is related to $\ell_1$-synthesis, but significantly different, is the $\ell_1$-analysis model, which as been studied in an arguably even larger body of literature, cf. [EMR07, CENR11, NDEG13, GKM20] and the references therein. Instead of recovering signals $z_0$ as in 2, this model assumes that $z_0 \in \mathbb{R}^d$ is such that $D^*z_0$ is sparse (which is not equivalent to our model for non-square dictionaries $D \in \mathbb{R}^{d \times n}$) and solves the convex program

$$\hat{z} = \arg \min_{z \in \mathbb{R}^d} \|D^*z\|_1 \text{ subject to } \|\Phi z - y\|_2 \leq \epsilon.$$ 

In this context, the notion of a $D$-restricted isometry property ($D$-RIP) was shown to be helpful [CENR11], and it was shown to hold for random measurement matrices fulfilling strong concentration property of enough measurements are provided [CENR11] which is stronger than the $D$-NSP mentioned above. These results were extended to measurements constructed from subsampled bounded orthogonal systems [KNW15], which are of relevance in magnetic resonance imaging.

Both the $\ell_1$-synthesis and the $\ell_1$-analysis model come with their own set of advantages and limitations. For extensive comparisons and discussion, we refer to [EMR07, LLM+12, NDEG13].

2. Preliminaries and Background

To begin with, we introduce some notation. In a mathematical context, we write "\(e\)" for the natural number, $\|\cdot\|_p$ for the standard $\ell_p$-norm and $\mathbb{S}^{n-1}$, $\mathbb{B}_p^n$ for the unit sphere and unit ball in $\mathbb{R}^n$ with respect to the $\ell_p$ norm, respectively. When the sub-index is omitted, it is assumed to be $p = 2$. Moreover, for every matrix $A$ we denote the standard operator norm by $\|A\|$. To avoid confusion, for a random variable $X$, we denote its $L_p$-norm by $\|X\|_{L_p} = \mathbb{E}[|X|^p]^{1/p}$ for $1 \leq p < \infty$, and write the essential supremum of $X$ as $\|X\|_{L\infty}$. For sets, for every natural number $n$, definite $[n] := \{1, \ldots, n\}$.

We also denote the complement of the set $T$ by $T^c$. For a vector $x = (x_1, \ldots, x_n) \in \mathbb{R}^n$, the non-increasing rearrangement $x^*$ of $x$ is the vector $x^* = (x^*_1, \ldots, x^*_n)$
such that its coordinates are listed in a non-increasing order with respect to their magnitudes, i.e., $|x_1^*| \geq |x_2^*| \geq \ldots \geq |x_n^*|$. For functions $f(m,s,n)$, $g(m,s,n)$ of $m$, $s$ and $n$ that are (varying) parameters, we write $f \lesssim g$, $f = \Theta(g)$ or $g = \Omega(f)$ if there exists an absolute constant $C > 0$ such that $f(m,s,n) \leq Cg(m,s,n)$. In a similar fashion, $f = \Theta(g)$ if simultaneously $f = O(g)$ and $g = O(f)$. Finally, $\sigma_i(x)_1$ denotes the $\ell_1$-error of the best $s$-term approximation of a vector $x \in \mathbb{R}^n$, i.e., $\sigma_i(x)_1 = \inf \{ \|x - z\|_1 : z \in \mathbb{R}^n \text{ is } s\text{-sparse} \}$.

An important question in the context of the recovery of signals that have $s$-sparse coefficients with respect to an over-complete dictionary $D = \{d_1, \ldots, d_n\} \in \mathbb{R}^{d \times n}$ with $d \ll n$ is which dictionaries are admissible for successful recovery of $z_0$ via $\ell_1$-synthesis. The result of [RSV08] allows for dictionaries $D^{d \times n}$ that fulfill a restricted isometry property (RIP) of order $s$, which is for example, fulfilled for incoherent dictionaries, i.e., those that fulfill the estimate

$$\mu(D) := \max_{i \neq j} \frac{|\langle d_i, d_j \rangle|}{\|d_i\|_2 \|d_j\|_2} \leq \frac{1}{16(s-1)}.$$ 

Using this incoherence estimate, it is possible to find deterministic, admissible dictionaries. However, it is well-known [FR13, Section 5.2] that this allows only for small sparsity levels of $s \lesssim \sqrt{d}$. Random constructions for $D$ using i.i.d. sub-Gaussian entries, on the other hand, satisfy a restricted isometry property of order $s$ for values of $s$ scaling almost linearly with $d$.

As observed by [CWW14, CCL20], it is possible to relax the RIP assumption on $D$ to a weaker null space property as defined in Definition 1. Together with a suitable measurement matrix $\Phi$, such a dictionary will still enable stable recovery of coefficient vector $x_0$ via $\ell_1$-synthesis 3, using the following standard result (see also [CCL20, Theorem 1.1] for another version).

**Proposition 2 ([FR13, Theorem 4.25]).** Suppose that a matrix $A \in \mathbb{R}^{m \times n}$ satisfies the robust NSP of order $s$ of Definition 1 with constants $0 < \gamma < 1$ and $\tau > 0$. Then, for any $x_0 \in \mathbb{R}^n$, the solution $\hat{x} = \arg\min_{\|Ax - y\|_2 \leq \varepsilon} \|x\|_1$ with $y = Ax_0 + \varepsilon$ and $\|\varepsilon\|_2 \leq \varepsilon$ approximates the vector $x_0$ with $\ell_2$-error

$$\|x_0 - \hat{x}\|_2 \leq \frac{2(1 + \gamma)^{2} \sigma_n(x_0)}{1 - \gamma} + \frac{4\sqrt{s}}{(1 - \gamma)^{2}},$$

where $\sigma_n(x_0)$ is the best $s$-term $\ell_1$-approximation error of $x_0$.

Using this proposition for $A = \Phi D$, it is possible to derive guarantees for stable recovery of the coefficient vector $x_0$ via $\ell_1$-synthesis 3 in case that $\Phi D$ fulfills a robust NSP. In Proposition 1, it was shown that for dictionaries $D$ with full spark, the just slightly weaker NSP of $\Phi D$ is basically necessary for the success of $\ell_1$-synthesis.

Based on this argument, it has been noted in [CCL20] that actually, it is further necessary that $D$ fulfills a null space property, too. This is due to the fact that the null space of $D$ is contained in the null space of $\Phi D$, i.e., $\text{Ker} D \subset \text{Ker} \Phi D$.

Building on this, Casazza, Chen and Lynch obtained the following result.

**Proposition 3 ([CCL20, Theorem 3.3 and Corollary 3.6]).** Suppose that $D \in \mathbb{R}^{d \times n}$ has the robust NSP of order $s$ with constant $0 < \gamma < 1$ and $\tau > 0$ and its columns satisfy $\max\{\|d_i\|_2 : i \in [n]\} \leq \rho$.

Let the measurement matrix $\Phi = [\varphi_1, \ldots, \varphi_m]^T$ have independent rows that are distributed as a centered, sub-isotropic, sub-Gaussian vector $\varphi$, i.e., $\varphi$ fulfills $\mathbb{E}[\varphi] = 0$, and there exist $c > 0$ and $\sigma > 0$ such that

1. $\mathbb{E}[|\langle \varphi, z \rangle|] \geq c$ for all $z \in \mathbb{S}^{d-1}_2$,
2. $\mathbb{P}(|\langle \varphi, z \rangle| \geq r) \leq 2 \exp(-r^2/(2\sigma^2))$ for all $z \in \mathbb{S}^{d-1}_2$. 


If the number of measurements \( m \) satisfies
\[
m \geq \frac{\sigma^6 \tau^2 \rho}{c^6} \gamma^2 s \log \left( \frac{n}{s} \right),
\]
then with probability at least \( 1 - \exp(-m \frac{c^4}{64 \gamma^4}) \), \( \Phi D \) fulfills the robust NSP of order \( s \) with constants \( \rho \) and \( \tau / \sigma \). In this case, \( \ell_1 \)-synthesis (3) provides stable and robust recovery of both the coefficient vector \( x_0 \in \mathbb{R}^n \) and the signal \( z_0 \in \mathbb{R}^d \) from \( y = \Phi z_0 + e \) with \( ||e||_2 \leq \varepsilon \) such that
\[
||\hat{x} - x_0||_2 \leq \sigma_s(x_0)_1 + \frac{\tau \varepsilon}{\sigma} \quad \text{and}
\]
\[
||\hat{z} - z_0||_2 \leq ||D|| \left( \sigma_s(x_0)_1 + \frac{\tau \varepsilon}{\sigma} \right).
\]

Remark 1. In the paper [CCL20], the robust NSP of Definition 1 is actually called stable NSP. We chose our terminology since Definition 1 is very similar to what is called \( \ell_2 \)-robust NSP in [FR13, Chapter 4.3] and [DLR18]. More specifically, it is a property that is shown in the proofs of [DLR18] to imply what is called the \( \ell_2 \)-robust NSP in [DLR18].

Furthermore, we note that the approach of [CCL20] to derive the recovery guarantees (4) under the noisy setting leads to a slightly suboptimal guarantees. To see this, compare [CCL20, Theorem 1.1] to [FR13, Theorem 4.22] (and to Proposition 2, for that matter). For this reason our recovery guarantees presented in this paper, such as Theorem 1, are sharper than the ones presented in [CCL20].

Proposition 3 is an improvement over the result of [RSVo8] as its requirement on the dictionary \( D \) is weaker than the restricted isometry (RIP) assumption of [RSVo8]. We refer to [CCW16, DLR18] for a discussion of the gap between NSP and RIP conditions.

While the robust NSP requirement on the dictionary \( D \) is deterministic in its nature, it is well-known that certifying such a condition for a given matrix \( D \) is in general NP-hard [TP13]. Typically, this issue is addressed by using random constructions, see [FR13, LM17, DLR18] for existing results. However, the existing theory does not address the intricacy of the \( \ell_1 \)-synthesis model, as random constructions for both \( \Phi \) and \( D \) might not directly imply a robust NSP for the product matrix \( \Phi D \).

3. Deterministic Dictionaries

In this section, we state our results for \( \ell_1 \)-synthesis in the case of deterministic dictionaries \( D \in \mathbb{R}^{d \times n} \), which generalize Proposition 3 of [CCL20] directly to a much larger class of random measurement matrices \( \Phi \in \mathbb{R}^{m \times d} \).

3.1. Main Results for Deterministic Dictionaries. In particular, we assume the following for the measurement matrix \( \Phi \in \mathbb{R}^{m \times d} \) in Theorem 1 below.

Assumption 1 (\( \Phi \) with independent rows with log(\( en / s \)) well-behaved moments). Let \( \Phi \in \mathbb{R}^{m \times d} \) be a matrix with i.i.d. rows distributed as \( \varphi / \sqrt{m} \in \mathbb{R}^d \), where \( \varphi \) satisfies the conditions
\[
(1) \quad \mathbb{E}[\varphi] = 0,
\]
\[
(2) \quad \text{There exists constants } K, c > 0 \text{ such that } \inf_{x \in S^{d-1}} \mathbb{P}(||\langle \varphi, x \rangle||_2 \geq K) \geq c,
\]
\[
(3) \quad \text{If } n \in \mathbb{N} \text{ denotes the number of columns of } D \text{ and } s \in \mathbb{N} \text{ arbitrary, there exist constants } \alpha \geq \frac{1}{2} \text{ and } \lambda > 0 \text{ such that for every vector } a \in S^{d-1}, ||\langle \varphi, a \rangle||_2 \leq \lambda_2 a^\alpha \text{ for all } 2 \leq p \leq \log \frac{2n}{\tau}.
\]
The first condition of Assumption 1 centers the distribution at \(0\) and is not restrictive. The second condition (2) is often called *small-ball assumption* and is related to an important technical component in our analysis shared by [Men15, LM17, KM15]. It is a much weaker assumption than the sub-Gaussian assumption of Proposition 3 if we assume some mild normalization. In particular, if an isotropic random vector \(\varphi\) satisfies \(\|\langle \varphi, a \rangle \|_{L^2} = O(\|\langle \varphi, a \rangle \|_{L^2})\) for some \(\varepsilon > 0\), then a simple Paley-Zygmund argument (cf. [Men15, Lemma 4.1]) shows that the small-ball assumption is satisfied.

Finally, condition (3) of Assumption 1 allows for distributions with much heavier tail behavior than just sub-Gaussian distributions; it is well-known that if a vector \(\varphi\) is sub-Gaussian and \(a \in \mathbb{R}^d\), then \(\|\langle \varphi, a \rangle \|_{L^p} = O(\sqrt{p}\|\langle \varphi, a \rangle \|_{L^2})\) (see [Ver18] for a proof), i.e., the moment bound of (3) is fulfilled with \(\alpha = \frac{1}{2}\) for all moments \(p \in \mathbb{N}\). On the other hand, (3) requires only the first \(\log(en/s)\) moments to follow such behavior. Furthermore, the condition also includes random vectors whose first \(\log(en/s)\) moments follow the behavior of an exponential (for \(\alpha = 1\)) random variable or even heavier ones (for \(\alpha > 1\)). We refer the reader to [DLR18] for more details and examples of similar distributions.

**Remark 2.** In the following, since the parameters \(K\), \(c\), \(\lambda\) and \(\alpha\) are constant for any given distribution, they are considered as constant for the purposes of any big-\(O\) type notation and thus omitted in such a notation, and similarly, in expressions using \(\geq\) and \(\leq\).

For measurement matrices \(\Phi\) fulfilling Assumption 1, we obtain the following theorem.

**Theorem 1.** Suppose that \(D = [d_1, \ldots, d_n] \in \mathbb{R}^{d \times n}\) has the robust NSP of order \(s\) with constant \(0 < \gamma < 1\) and \(\tau > 0\) and that its columns satisfy \(\max\{\|d_i\|_2 : i \in [n]\} \leq \rho = \Theta(1)\).

Assume that the measurement matrix \(\Phi \in \mathbb{R}^{m \times d}\) satisfies Assumption 1 with moment growth parameter \(\alpha \geq \frac{1}{2}\). If the number of measurements satisfies

\[
m = \Omega \left( \max\left\{ s \log \left( \frac{en}{s} \right), \log \left( \frac{en}{s} \right) \right\} \right),
\]

then with probability at least \(1 - e^{-\Omega(m)}\), \(\Phi D\) fulfills the robust NSP of order \(s\) with some constants \(0 < \gamma < 1\) and \(\overline{\tau} = \Theta(\tau) > 0\). Thus, in this case, \(\ell_1\)-synthesis eq. (3) provides stable and robust recovery of any coefficient vector \(x_0 \in \mathbb{R}^n\) and corresponding signal \(z_0 = D x_0 \in \mathbb{R}^d\) from \(y = \Phi z_0 + e\) with \(\|e\|_2 \leq \varepsilon\) such that

\[
\|\hat{x} - x_0\|_2 \leq \frac{\sigma_1(x_0)}{\sqrt{s}} + \tau \varepsilon \quad \text{and} \quad \|\hat{z} - z_0\|_2 \leq \|D\| \left( \frac{\sigma_1(x_0)}{\sqrt{s}} + \tau \varepsilon \right).
\]

**Remark 3.** Compared to the result of [CCL20] which we presented in Proposition 3, we obtain further a scaling in the best \(s\)-term \(\ell_1\)-approximation error \(\sigma_1(x_0)\) improved by \(1/\sqrt{s}\), which is in line with the optimal results of standard compressed sensing, cf. [FR13, Chapter 4.3]. It is well-known (e.g., [FR13, Theorem 4.22]) how to derive guarantees on the \(\ell_q\)-error for \(1 \leq q \leq 2\) based on such a property, we omit them for simplicity.

Our proof of Theorem 1 is based on the ideas of the small-ball method [KM15, Men15, LM17, DLR18, CCL20], and proceeds by establishing lower bounds on a certain empirical process. As in [Men15, LM17, DLR18], but crucially, unlike [CCL20], we do not rely on Gaussian widths.

\(^{\text{2}}\overline{\tau}\) only depends on the distribution parameters of \(\varphi\).
in our argument, as this would rule out using assumptions as general as in Assumption 1. It further relies on a bound on the sum of squared order statistics, cf. Theorem 3 below. We refer to Section 5.3 for the details.

We also point out that, although the small ball method combined with refined probabilistic techniques leads to sharp results under weak assumptions as in Theorem 1, it is not applicable to some important examples such as measurement matrices/dictionaries formed by Fourier or wavelet basis. This is because such examples violate the small ball assumption, see [LM17] for more details and related open problems. Next, we provide a result that it is almost a corollary of Theorem 1, as it is not quite a corollary, but follows from a modification of the proof. It is based on the following set of assumptions.

**Assumption 2 (Measurement matrices with \( \log(en/s) \) well-behaved moments).** Let \( \Phi \in \mathbb{R}^{m \times d} \) be a measurement matrix with i.i.d. rows distributed as \( \varphi/\sqrt{m} \in \mathbb{R}^d \), where \( \varphi = [\xi_1, \ldots, \xi_d] \) is a random vector with independent entries. Assume that for each \( x \in [d], \xi_i \) satisfies the conditions

1. \( \mathbb{E}[\xi_i] = 0 \),
2. \( \mathbb{E}[\xi_i^2] = 1 \) (i.e., \( \xi_i \) has unit variance),
3. If \( n \in \mathbb{N} \) denotes the number of columns of \( \Phi \) and \( s \in \mathbb{N} \) arbitrary, there exist constants \( a \geq \frac{1}{2} \) and \( \lambda > 0 \) such that \( \|\xi_i\|_2 \leq \lambda^p \) for all \( 2 \leq p \leq \log(n) \).

We remark that the motivation to consider Assumption 1 is to make it as minimal as possible, in the sense that it includes a wide range of distributions. On the other hand, Assumption 2 is easy to check. The price of being simpler is that Assumption 2 is less general and it excludes natural distributions included in Assumption 1. For example, a random vector uniformly distributed in the Euclidean sphere with radius \( \sqrt{d} \) does not have independent coordinates and it is not hard to check that Assumption 1 is satisfied as such random vector has continuous distribution and it is subgaussian, see [Ver18, Theorem 3.4.6]. Now, we state our theorem adapted to Assumption 2.

**Theorem 2.** Suppose that \( \Phi = [d_1, \ldots, d_n] \in \mathbb{R}^{d \times n} \) has the robust NSP of order \( s \) with constant \( 0 < y < 1 \) and \( \tau > 0 \) and that its columns satisfy \( \max\{\|d_i\|_2 : i \in [n]\} \leq \rho = \Theta(1) \).

Assume that the measurement matrix \( \Phi \in \mathbb{R}^{m \times d} \) satisfies Assumption 2 with moment growth parameter \( a \geq \frac{1}{2} \). If the number of measurements satisfies

\[
m = \Omega\left(\max\left\{s \log\left(\frac{en}{s}\right), \log\left(\frac{en}{s}\right)^{\max(2a-1,1)}\right\}\right),
\]

then with probability of at least \( 1 - e^{-\Omega(m)} \), \( \Phi\Phi^* \) fulfills the robust NSP of order \( s \) with some constants \( 0 < y < 1 \) and \( \tau > 0 \). Thus, in this case, \( \ell_1 \)-synthesis eq. (3) provides stable and robust recovery of any coefficient vector \( x_0 \in \mathbb{R}^n \) and corresponding signal \( z_0 = \Phi x_0 + e \) with \( \|e\|_2 \leq \epsilon \) such that

\[
\|\hat{x} - x_0\|_2 \leq \frac{\sigma_s(x_0)_1}{\sqrt{s}} + \tau \epsilon \quad \text{and} \quad \|\hat{z} - z_0\|_2 \leq \|\Phi\| \left(\frac{\sigma_s(x_0)_1}{\sqrt{s}} + \tau \epsilon\right).
\]

The proof of Theorem 2 is presented in Section 5.3. Even in the basis case that the dictionary \( \Phi = I \) is the identity matrix (and thus, \( d = n \)), Theorem 2 slightly improves [DLR18, Corollary 8] because it requires fewer moments of \( \varphi \) and do not require the entries to be identically distributed: indeed, [DLR18, Corollary 8] requires the bound of condition (3) of Assumption 2 for the first \( \log(n) \) moments, whereas we only require that bound for the first \( \log(en/s) \) moments.
Example 1. Measurement matrices fulfilling Assumption 2 include many random ensembles with heavy-tailed distributions. For example, let \( \xi_1, \ldots, \xi_d \) be independent Student-\( t \) random variables of degree \( k \). Student-\( t \) variables are neither sub-Gaussian nor sub-exponential and even do not have finite \( r \)-th moment if \( r > k \) [KNo4]. On the other hand, the moments grow as the ones of a sub-Gaussian random variable for \( r \in \{1, \ldots k/2\} \).

Therefore, Theorem 2 implies that a measurement matrix \( \Phi \) with independent rows whose entries are i.i.d. Student-\( t \) random variables of degree \( k = \Omega(\log(\text{en}/s)) \) is suitable for robust recovery of \( s \)-dictionary-sparse signals via \( \ell_1 \)-synthesis. We refer to [DLR18, Example 9] for more examples for distributions fulfilling similar assumptions.

3.2. Main technical result: Bound on Expectation of Sum of Squared Order Statistics. One crucial step towards proving Theorems 1 and 2 is a result about the expectation of the sum of squared order statistics. Before we formally state the result, recall that for random variables \( z_1, \ldots, z_n \), we call the \( i \)-th coordinate of the non-increasing rearrangement \( z_i^* \) by the \( i \)-th order statistic of the set \( \{z_1, \ldots, z_n\} \) [DN04]. We expect the following theorem to be of independent interest in statistics and in the theory of sparse recovery.

Theorem 3 (Generalization of [Men15, Lemma 6.5]). Let \( s \in \mathbb{N} \). Assume that \( z_1, \ldots, z_n \) are centered random variables with variance 1 that fulfill, for every \( i \in [n] \) and \( 1 \leq p \leq \log(\text{en}/s) \),

\[
\|z_i\|_{L_p} \leq \lambda \sqrt{p}.
\]

Then, there exists an absolute constant \( C > 0 \) for which the following holds:

\[
\mathbb{E}\left[ \sum_{i=1}^{s} (z_i^*)^2 \right]^{1/2} \leq C \sqrt{s \log\left(\frac{\text{en}}{s}\right)},
\]

where \( z_i^* \) denotes the \( i \)-th coordinate of the non-increasing rearrangement of the vector \( z = (z_1, \ldots, z_n) \), or, in other words, the \( i \)-th order statistic of the vector \( z = (z_1, \ldots, z_n) \).

Theorem 3 improves on Mendelson’s [Men15, Lemma 6.5], which is an ingredient for the learning theory results of [Men15] and for the sparse recovery guarantees of [DLR18] for measurement matrices fulfilling weak moment assumptions.

The improvement with respect to [Men15, Lemma 6.5] is twofold: First, Theorem 3 does not require independence of the \( z_i \), and neither do we require the \( z_i \) to have identical distributions. Both of these are, on the hand, requirements of [Men15, Lemma 6.5]. Moreover, in order to establish eq. (6), [Men15, Lemma 6.5] requires the bound for the first \( O(\log(n)) \) moments, whereas Theorem 3 only requires such a bound for the first \( O(\log(\text{en}/s)) \) moments.

While the focus of this manuscript is the generalization of recovery guarantees for \( \ell_1 \)-synthesis, we would like to point the reader interested in the theory of compressive sensing in general to Theorem 4 below for a generalizing of previous results using Theorem 3.

Remark 4. It may be of independent interest to note that while the proof of Theorem 3 uses an assumption about subgaussian moment growth for the first few moments in (5), it could be adapted to moment bounds of the type \( p^a \) for some \( \alpha > \frac{1}{2} \), if needed.

We present the proof of Theorem 3 in Section 5. We end this section by observing that it is not clear whether our results can be relaxed to allow the entries of the vector \( \varphi \) to be arbitrarily dependent.
4. Random Dictionaries

The results we presented in Section 3 are all based on the dictionary $D$ satisfying a null space property (NSP). Proposition 1 further suggests that the spark of $D$ plays an important role in the connection between a NSP of the measurement-dictionary product matrix $\Phi D$ and recovery guarantees for $\ell_1$-synthesis. However, it is in general NP-hard to verify whether $D$ is of full spark or whether $D$ fulfills a null space property [TP13].

This problem can typically be avoided by considering random matrices, similar to what has been presented in Section 3 for the measurement matrices. In this way, the desired property can be established at least with high probability. In this section, we therefore consider different setups where both the dictionary $D$ and the measurement matrix $\Phi$ are sampled at random.

In particular, we suppose that the dictionary $D = \frac{1}{\sqrt{d}}[\psi_1, \ldots, \psi_d]^T \in \mathbb{R}^{d \times n}$ is now generated at random independently of $\Phi$ such that each $\psi_i$ is an independent copy of a random vector $\psi \in \mathbb{R}^d$. The normalization by $\sqrt{d}$ is not really necessary but it maintains the results in the same line of the previous results. For example, even for a standard Gaussian matrix $G \in \mathbb{R}^{d \times n}$, the $\ell_2$-norm of the columns are of order $\sqrt{d}$, so the maximum $\rho$ of the column $\ell_2$-norms fulfills $\rho = \Omega(\sqrt{d}) \gg 1$. Without normalization, the scaling $\sqrt{d}$ would appear in the constant $\tau$ of the robust NSP.

4.1. Properties of Random Dictionaries. In this section, we establish the robust null space property (robust NSP) of random dictionaries $D$ whose rows are independent and fulfill weak moment assumptions and a small-ball assumption.

**Assumption 3** (D with independent rows with $\log(en/s)$ well-behaved moments fulfilling small-ball assumption). Let $s \in \mathbb{N}$, $0 < \gamma < 1$ and $S_\gamma := \left\{ x \in \mathbb{R}^n : \|x_T\|_2 > \frac{\sqrt{s}}{\sqrt{\gamma}}\|x_T\|_1 \text{ for some } |T| \leq s \right\} \cap S^{n-1}$, let $D \in \mathbb{R}^{d \times n}$ be a matrix with i.i.d. rows distributed as $\psi/\sqrt{d} \in \mathbb{R}^n$, where $\psi$ satisfies the conditions:

1. $\mathbb{E} [\psi] = 0$,
2. There exists constants $K, c > 0$ such that $\inf_{x \in S_\gamma} \mathbb{P}(|\langle \psi, x \rangle| \geq K) \geq c$,
3. The entries $\xi_i$ of the vector $\psi = (\xi_1, \ldots, \xi_n)$ (not necessarily independent) satisfy $\|\xi_i\|_{L^p} \leq \lambda \rho^c$ for some $\lambda > 0$, $\beta \geq 1/2$, for all $2 \leq p \leq \log \frac{en}{s}$.

The main theorem related to the Assumption 3 can be stated as follows.

**Theorem 4.** Suppose $D \in \mathbb{R}^{d \times n}$ fulfills Assumption 3 for some $\beta \geq \frac{1}{2}$. If

$$d = \Omega \left( \max \left\{ s \log \left( \frac{en}{s} \right), \log \left( \frac{en}{s} \right)^{\max \{2\beta - 1, 1\}} \right\} \right),$$

then, with probability at least $1 - e^{-\Omega(d)}$, $D$ fulfills the robust NSP of order $s$ with constants $0 < \gamma < 1$ and $\tau > 0$.

It is worth putting Theorem 4 into context of existing results for standard compressed sensing as introduced in Section 1.1. Theorem 4 provides an improvement of [DLR18, Corollary 8] because it allows dependency among entries of $\psi$ and a bound on fewer moments of $\psi$, i.e., only $\log(en/s)$ instead of $\log(n)$. Strictly speaking, our result does not improve [LM17, Theorem A] because Theorem 4 assumes a slightly stronger condition: The small-ball assumption (2) of Assumption 3 contains an infimum over the set $S_\gamma$ which is smaller than the $\ell_2$-unit ball of Assumption 1, but, on the other hand, $S_\gamma$ is taken on a larger set than in [LM17, Theorem A].

$^3\tau$ is an absolute constant that only depends on the distributional parameters of $\psi$. 
where the assumption is made with respect to a set of $s$-sparse vectors. In particular, the authors in [LM17] assume the small-ball assumption on the set $\Sigma_s$ of $s$-sparse vectors in the sphere while our condition is satisfied, for example, if the small-ball assumption holds in the convex hull of $\Sigma$ intersected with the $\ell_2$-sphere. On the other hand, Theorem 4, compared to [LM17, Theorem A], requires fewer moments on $\psi$ and decreases the factor $4\beta - 1$ to $2\beta - 1$ together with a significant improvement in the failure probability.

Remark 5. One might wonder how close Assumption 3 comes to a minimal assumption for establishing the null space property of order $s$ as in Theorem 4. [LM17, Theorem C] establishes that in fact, a random vector with independent entries whose first $\log(n)/\log(\log(n))$ moments are sub-Gaussian, with a probability of at least $1/2$, does not lead to an exact reconstruction property (which is even slightly weaker than our robust NSP). In this sense, our sufficient condition involving the first $\log(en/s)$ moments closes parts of this gap. On the other hand, the typical scenario in compressed sensing is such that $s \ll n$, so that our improvement from $\log(n)$ to $\log(en/s)$ might not be numerically relevant in practical scenarios.

We recall that Proposition 1 suggests that the connection between a null space property $\Phi D$ and recovery guarantees of $\ell_1$-synthesis is also related to the spark of $D$. In order for $D$ to have full spark, we note that is sufficient to choose $\psi$ to fulfill any joint law such that, for every collection of $d$ entries, the joint law of such collection is absolutely continuous with respect to the Lebesgue measure in $\mathbb{R}^d$ [BD09, CWW14]. We note that condition on $\psi$ of Assumption 3 can be easily obtained with independent entries, and the fact that $\psi$ is drawn from a continuous distribution does not hurt the small-ball assumption (2) of Assumption 3. For example, every $\psi$ drawn from a continuous distribution with bounded density automatically satisfies the small-ball assumption [DLR18].

4.2. Main Results for Random Dictionaries. In this section, we present our main results when the dictionary $D \in \mathbb{R}^{d \times n}$ is generated at random. Our first model, addressed in Theorem 5, consists in $D$ generated by $\psi$ as in Assumption 3 together with the measurement matrix $\Phi \in \mathbb{R}^{m \times d}$ of the previous chapter. The second model, addressed in Theorem 6, assumes stronger conditions for $D$ but it will considerably relax the assumptions on the rows $\varphi$ of the measurement matrix $\Phi$.

We provide our first main result. In a nutshell, it establishes sparse recovery via the $\ell_1$-synthesis method eq. (3) with high probability. To the best of our knowledge, it is the first result that considers both dictionary and measurement matrix with heavy tails.

Theorem 5. Suppose $\Phi \in \mathbb{R}^{m \times d}$ is a measurement matrix satisfying Assumption 1 for some $\alpha \geq \frac{1}{2}$. Generate $D = \frac{1}{\sqrt{d}}[\psi_1, \ldots, \psi_n]^T \in \mathbb{R}^{d \times n}$ independently, such that it fulfills Assumption 3 for some $\beta \geq \frac{1}{2}$. If the number of rows of $D$ satisfies
\[
d = \Omega \left( \max \left\{ s \log \left( \frac{en}{s} \right), \log \left( \frac{en}{s} \right)^{\max(2\beta-1,1)} \right\} \right)
\]
and the number of rows of $\Phi$ satisfies
\[
m = \Omega \left( \max \left\{ s \log \left( \frac{en}{s} \right), \log \left( \frac{en}{s} \right)^{\max(2\alpha-1,1)} \right\} \right),
\]
then, with probability at least $1 - e^{-\Omega(d)} - e^{-\Omega(m)}$, $D$ satisfies robust NSP with constants $\gamma$ and some $\overline{\tau}$ and furthermore, the $\ell_1$-synthesis method eq. (3) provides stable and robust reconstruction.
of any coefficient vector \( \mathbf{x}_0 \in \mathbb{R}^n \) and signal \( \mathbf{z}_0 \in \mathbb{R}^d \) from \( \mathbf{y} = \mathbf{\Phi} \mathbf{z}_0 + \mathbf{e} \) with \( \|\mathbf{e}\|_2 \leq \varepsilon \) such that

\[
\|\hat{\mathbf{x}} - \mathbf{x}_0\|_2 \leq \frac{\sigma(\mathbf{x}_0)}{\sqrt{s}} + \varepsilon
\]

\[
\|\hat{\mathbf{z}} - \mathbf{z}_0\|_2 \leq \|\mathbf{D}\| \left( \frac{\sigma(\mathbf{x}_0)}{\sqrt{s}} + \varepsilon \right).
\]

In particular, it holds that \( \mathbb{E}\|\hat{\mathbf{z}} - \mathbf{z}_0\|_2 \leq \mathbb{E}[\|\mathbf{D}\|](\sigma(\mathbf{x}_0)/\sqrt{s} + \varepsilon) \).

The proof follows easily from the tools developed to prove the results presented in Section 3 and Section 4.1 and is detailed in Section 5.5.

Next, we consider the same problem as before, but with different assumptions on our dictionary \( \mathbf{D} \in \mathbb{R}^{d \times n} \) and the random vector \( \varphi \in \mathbb{R}^d \) that determines the distribution of the measurement matrix \( \mathbf{\Phi} \). This result explores the trade-off between the assumptions on the dictionary \( \mathbf{D} \) and the measurement matrix \( \mathbf{\Phi} \). Namely, we are now interested in random dictionaries \( \mathbf{D} \) with independent entries drawn from a distribution with a few sub-Gaussian moments, and independently sampled measurements \( \varphi \) whose distribution possesses only a finite second moment.

**Assumption 4 (\( \mathbf{\Phi} \) with i.i.d. entries with finite variance).** Let \( \mathbf{\Phi} \in \mathbb{R}^{m \times d} \) be a matrix with i.i.d. rows distributed as \( \varphi/\sqrt{m} \), where \( \varphi \) satisfies

1. \( \mathbb{E}[\varphi] = 0 \),
2. There exists constants \( K, c > 0 \) such that \( \inf_{\mathbf{x} \in \mathbb{S}^{d-1}} \mathbb{P}(|\langle \varphi, \mathbf{x} \rangle| \geq K) \geq c \),
3. The entries \( \xi_i \) of \( \varphi \) have bounded variance, i.e., there exists \( \lambda > 0 \) that \( \|\xi_i\|_2 \leq \lambda \) for all \( i \in [d] \).

Notice that the assumptions on \( \mathbf{\Phi} \) are very mild. Furthermore, a random dictionary \( \mathbf{D} \) with i.i.d. entries with \( \log(n) \) sub-Gaussian moments satisfies the assumptions of Theorem 4, for \( d \) large enough—the construction corresponds to the case in which the entries of \( \varphi \) are i.i.d. random variables with moment growth parameter \( \beta = 1/2 \). In particular, we can show the following.

**Theorem 6.** Suppose \( \mathbf{\Phi} \in \mathbb{R}^{m \times d} \) is a random matrix satisfying Assumption 4, and suppose that \( \mathbf{D} = (\mathbf{D})_{ij} = (d^{-1/2} \mathbf{d})_{ij} \) is a dictionary with i.i.d centered entries, such that the \( \mathbf{d}_{ij} \) are drawn independently from \( \mathbf{\Phi} \), and their distribution’s first log(n) moments are sub-Gaussian, i.e., \( \|\mathbf{d}_{ij}\|_{lp} = O(\sqrt{p}) \) for \( p \leq \log(n) \), for all \( i \in [d] \) and \( j \in [n] \).

Then, the same conclusions as in Theorem 5 hold.

We highlight that the results also holds for independent but non identical entries of \( \mathbf{D} \), as can be seen in the proof in Section 5.5. Note that we require in Theorem 6 not only \( O(\log(en/s)) \), but \( O(\log(n)) \) sub-Gaussian moments, which deviates from previous results in this paper.

5. Proofs

In this section, we present the proofs of the statements of Sections 3 and 4.

5.1. **Proof of Theorem 3.** As a preparation for the proof of Theorem 3, we present a simple consequence of Markov’s inequality.

**Lemma 1.** [MRW† 18, Lemma 3.7] Assume that a random variable \( X \) satisfies \( \|X\|_p \leq A \). Then, for each \( k > 1 \),

\[
\mathbb{P}(|X| \geq kA) \leq k^{-p}.
\]
**Proof of Theorem 3.** Fix \( p = \log (en/s) \). Defining \( Z_i := z_i \mathbb{1}_{|z_i| \leq e\lambda \sqrt{p}} \) for each \( i \in [n] \), we obtain that

\[
\mathbb{E} \left[ \sum_{i=1}^{s} (Z_i^*)^2 \right] \leq se^2 \lambda^2 p
\]

if \( Z_i^* \) is the \( i \)-th largest coordinate of the vector \( Z = (Z_1, \ldots, Z_n) \). Now we have to deal with the random variables \( Y_i := z_i \mathbb{1}_{|z_i| > e\lambda \sqrt{p}} \). We estimate that

\[
\mathbb{E} \left[ \sum_{i=1}^{s} (Y_i^*)^2 \right] \leq \mathbb{E} \sum_{i=1}^{n} Y_i^2 = \sum_{i=1}^{n} \mathbb{E} Y_i^2.
\]

Observe that by the Hölder inequality,

\[
\mathbb{E}[Y_i^2] \leq \mathbb{E}[|z_i|^{2p}]^{1/p} \mathbb{P}(|z_i| \geq e\lambda \sqrt{p})^{1-1/p}.
\]

Furthermore, using the moment assumption for \( p = \log (en/s) \), we obtain

\[
\mathbb{E}[|z_i|^{2p}]^{1/p} \leq \lambda^2 (\sqrt{2p})^{2} \leq 2\lambda^2 \log (en/s).
\]

Applying Lemma 1 for \( A = \lambda \sqrt{p} \) and \( k = e \), it further follows that

\[
\mathbb{P}(|z_i| \geq e\lambda \sqrt{p})^{1-1/p} \leq (e^{-p})^{1-1/p} = e^{-p+1} = \frac{es}{en} = \frac{s}{n}
\]

and therefore

\[
\sum_{i=1}^{n} \mathbb{E} Y_i^2 \leq 2n\lambda^2 \log (en/s) \frac{s}{n} = 2\lambda^2 s \log (en/s).
\]

To get our desired bound, we use that \( z_i = Z_i + Y_i \), eq. (7) and eq. (8) to estimate

\[
\mathbb{E} \left[ \sum_{i=1}^{s} (Z_i^*)^2 \right] \leq \mathbb{E} \left[ \sum_{i=1}^{s} (Z_i^*)^2 \right] + \mathbb{E} \left[ \sum_{i=1}^{s} (Y_i^*)^2 \right] \leq se^2 \lambda^2 p + 2\lambda^2 s \log \left( \frac{en}{s} \right) = (2 + e^2) \lambda^2 s \log \left( \frac{en}{s} \right),
\]

and take the square root on both sides of the inequality. Using Jensen’s inequality, we obtain the desired result with constant \( C = \sqrt{2} + e^2 \). \( \square \)

5.2. **Application of Theorem 3.** In this section we state and prove an important proposition to our analysis in which Theorem 3 plays a key role.

**Proposition 4.** Assume that \( \varphi_1, \ldots, \varphi_m \) are independent copies of a random vector \( \varphi \) fulfilling condition (3) of either Assumption 1 or Assumption 2 for some \( \alpha \geq \frac{1}{2} \). Let \( D = [d_1, \ldots, d_n] \in \mathbb{R}^{d \times n} \) be a dictionary whose columns have bounded \( \ell_2 \)-norms, i.e., for all \( i \in [n] \), \( 0 < \|d_i\|_2 \leq \rho \). Define \( V := m^{-1/2} \sum_{i=1}^{m} \varepsilon_i \varphi_i \) where the \( \varepsilon_i \) are independent Rademacher random variables that are independent of the \( \{\varphi_i\}_{i=1}^{m} \). If also \( m \geq \log (en/s)^{\max(2\alpha-1, 1)} \), then

\[
\mathbb{E} \left[ \sum_{i=1}^{s} ((D^TV)^*_i)^2 \right]^{1/2} \leq \rho \sqrt{s \log \left( \frac{en}{s} \right)},
\]

where \( (D^TV)^*_i \) denotes the \( i \)-th coordinate of the non-increasing rearrangement of the vector \( D^TV \).

As a tool to prove Proposition 4 in the case of Assumption 1, we establish a Khintchine type inequality for \( V \).
Lemma 2. Let \( V := m^{-1/2} \sum_{i=1}^{m} \varepsilon_i \varphi_i \) where the \( \varphi_i \in \mathbb{R}^d \) are independent and satisfy the conditions of Assumption 1 for some \( \alpha \geq \frac{1}{2} \) and \( \{ \varepsilon_i \}_{i=1}^{m} \) are independent Rademacher random variables. Then, for every \( a \in \mathbb{S}^{d-1} \), if \( p \leq \log(m/\delta) \) and \( m \geq \log(en/s)^{\max(2\alpha-1,1)} \), where \( \alpha \) is the moment growth parameter of Theorem 4, it holds that

\[
\| \langle a, V \rangle \|_{L^p} \leq \sqrt{p}.
\]

Proof of Lemma 2. By definition of \( V \) we see that

\[
\| \langle a, V \rangle \|_{L^p} = \left\| \frac{1}{\sqrt{m}} \sum_{i=1}^{m} \varepsilon_i \langle a, \varphi_i \rangle \right\|_{L^p}.
\]

All random variables \( \{ \varepsilon_i \langle a, \varphi_i \rangle \}_{i=1}^{m} \) are i.i.d. copies of a random variable with the first \( p \) moments of order \( p^\alpha \) due to condition (3) of Assumption 1. Thus, by [LM17, Lemma 2.8], there exists a constant \( c(\alpha) \) that depends only on \( \alpha \) such that

\[
\left\| \frac{1}{\sqrt{m}} \sum_{i=1}^{m} \varepsilon_i \langle a, \varphi_i \rangle \right\|_{L^p} \leq c(\alpha) \lambda \sqrt{p}.
\]

To show Proposition 4, we need a statement analogue to Lemma 2 that holds for \( \varphi_i \) as in Assumption 2. The challenge is that a moment bound on the marginals \( \langle a, \varphi_i \rangle \) is not directly given by Assumption 2. We use a moment comparison argument to overcome this issue and establish a Khintchine inequality under weak moment assumptions (weaker than the standard subgaussian assumption). Similar arguments have already appeared in the literature, see [KW92, Chapter 3].

Lemma 3 (Khintchine inequality under weak moment assumption). Suppose \( X = (x_1, \ldots, x_d) \in \mathbb{R}^d \) with independent mean zero \( x_i \) and also assume, for all \( i \in [d] \), \( \|x_i\|_{L^p} = O(\sqrt{p}) \) for \( 1 \leq p \leq k \). Then, for all vectors \( a \in \mathbb{R}^d \), we have

\[
\| \langle X, a \rangle \|_{L^p} = O(\sqrt{p} \|a\|_2), \quad p \in [1, k].
\]

Proof of Lemma 3. By a standard symmetrization argument

\[
\| \langle X, a \rangle \|_{L^p} = \left\| \sum_{i=1}^{d} a_i x_i \right\|_{L^p} \leq 2 \left\| \sum_{i=1}^{d} \varepsilon_i a_i x_i \right\|_{L^p},
\]

where \( \varepsilon_i \) are independent standard Rademacher random variables. So we may assume that our vector \( X \) has independent symmetric coordinates, i.e., for all vectors \( a \), the random variables \( \langle X, a \rangle \) and \( -\langle X, a \rangle \) have the same distribution. Without loss of generality assume \( p \) to be an even integer. Then, by expanding in monomials,

\[
\mathbb{E} \left[ \left( \sum_{i=1}^{d} a_i x_i \right)^p \right] = \sum_{i_1 < i_2 < \ldots < i_d} \sum_{d_1 + \ldots + d_t = p, d_i \geq 1} \left( \prod_{j=1}^{t} d_j \right) \left( \prod_{j=1}^{t} a_{i_j} \mathbb{E} \left[ x_{i_j}^{d_j} \right] \right)
\]

Any odd moment vanishes due to the symmetry. The even moments \( \mathbb{E}[x_{i_j}^{d_j}] \) (until "k") are subgaussian by hypothesis, so it follows that the \( p \)-norm of our inner product \( \langle X, a \rangle \) is dominated
(up to an absolute constant) by the $p$-norm of $\langle g, a \rangle$, where $g$ is a standard Gaussian vector. Precisely, we obtain that

$$\mathbb{E} \left[ \left( \sum_{i=1}^{d} a_i x_i \right)^p \right] \leq \sum_{i=1}^{\min(p, d)} \sum_{i_1 < \ldots < i_p} \sum_{d_1 + \ldots + d_i = p, d_i \geq 1} \left( \sum_{j=1}^{t} d_j \mathbb{E} \left[ |g_{ij}|^p \right] \right) = \mathbb{E} \left[ \langle g, a \rangle^p \right]$$

Note that the random variable $\langle g, a \rangle$ follows a Gaussian distribution with zero mean and variance $\|a\|_2^2$. The proof now follows by standard estimates for the $p$-norms of Gaussian distributions.

Using Lemma 3, we now establish a lemma that is analogous to Lemma 2.

**Lemma 4.** Let $V := m^{-1/2} \sum_{i=1}^{m} \varepsilon_i \varphi_i$, where the $\varphi_i \in \mathbb{R}^d$ are independent satisfying the conditions of Assumption 2 for some $\alpha \geq 1/2$ and $\{\varepsilon_i\}_{i=1}^{m}$ are independent Rademacher random variables. Suppose that $m \geq \log(en/s)^{\max(2\alpha-1,1)}$. Then, for every $a \in \mathbb{R}^{d-1}$ and $p \leq \log(en/s)$,

$$\|\langle a, V \rangle\|_{L^p} \leq \sqrt{p}.$$

**Proof of Lemma 4.** Observe that the entries $V_j := m^{-1/2} \sum_{i=1}^{m} \varepsilon_i \varphi_i[j]$ of $V$ are a normalized sum of i.i.d random variables with moments bounds of order $p^\alpha$ due to Assumption 2. By [LM17, Lemma 2.8], we know that $\|V_j\|_{L^p} = O(\sqrt{p})$, for $p = O(\log(en/s))$. Moreover, by independence of the entries of the $\varphi_i$, the entries $V_j$ are also independent, therefore Lemma 3 can be applied to finish the proof.

We now go ahead and combine the previous results to show Proposition 4.

**Proof of Proposition 4.** Let $V := m^{-1/2} \sum_{i=1}^{m} \varepsilon_i \varphi_i$, which is defined with independent $\varphi_i$ that are centered random vectors fulfilling the last condition of Assumption 1 or of Assumption 2 and the $\varepsilon_i$ are independent Rademacher random variables that are independent from the vectors $\{\varphi_i\}_{i=1}^{m}$. Let $D = [d_1, \ldots, d_n] \in \mathbb{R}^{d \times n}$ be a dictionary such that $0 < \|d_i\|_2 \leq \rho$ for all $i \in [n]$. First, we note that using the assumptions and Lemma 2 or Lemma 4, respectively, we see that

$$\|\langle d_i, V \rangle\|_{L^2} = \|d_i\|_2 \|\langle d_i, V \rangle\|_{L^2} \leq \rho.$$

For all $i \in [n]$ such that $\|\langle d_i, V \rangle\|_{L^2} > 0$, we define $z_i := \langle D^T V \rangle_i / \|\langle d_i, V \rangle\|_{L^2} = \langle d_i, V \rangle / \|\langle d_i, V \rangle\|_{L^2}$. We can again use Lemma 2 or Lemma 4, respectively, to see that $z_i$ fulfills the assumptions of Theorem 3 in each case, in particular $\|z_i\|_{L^p} \leq C \rho \sqrt{p}$ for all $i \in [n]$ for some constant $C > 0$. This then implies

$$\mathbb{E} \left[ \sum_{i=1}^{s} \left( \langle D^T V \rangle_i \right)^2 \right]^{1/2} = \mathbb{E} \left[ \sum_{i=1}^{s} (z_i^* \|\langle d_i, V \rangle\|_{L^2})^2 \right]^{1/2} \leq \rho \sqrt{s \log\left( \frac{en}{s} \right)},$$

which is the desired bound.

**5.3. Proofs of Theorems 1 and 2.** In this section, we detail the proofs of Theorems 1 and 2. The main idea of our proofs is based on the so-called small-ball method that was first developed by Koltchinskii and Mendelson [KM15, Men15, LM17]. As a preparation, we consider the following definitions.

**Definition 2.** (Marginal tail function) For a random vector $\psi \in \mathbb{R}^d$, a subset $S \subset \mathbb{R}^d$ and a fixed $A > 0$, define the marginal tail function $Q_A(S; \psi)$ by

$$Q_A(S, \psi) := \inf_{x \in S} \mathbb{P}(\langle x, \psi \rangle \geq A).$$
Definition 3. (Mean empirical width [Tro15], Rademacher complexity) For a random vector \( \psi \in \mathbb{R}^d \) and a subset \( S \subset \mathbb{R}^d \), the mean empirical width of \( S \) is

\[
W_m(S, \psi) := \mathbb{E} \sup_{x \in S} \left\{ x, \frac{1}{m} \sum_{i=1}^{m} \varepsilon_i \psi_i \right\},
\]

where \( \varepsilon_1, \ldots, \varepsilon_m \) are i.i.d. copies of \( \varepsilon \) and \( \varepsilon_1, \ldots, \varepsilon_m \) are independent Rademacher random variables that are independent of the \( \{\psi_i\}_{i=1}^{m} \).

The following proposition is at the core of our proof.

Proposition 5 ([KM15, Theorem 1.5],[Tro15, Proposition 5.1]). Fix a set \( S \subset \mathbb{R}^n \). Let \( \Psi \in \mathbb{R}^{n \times n} \) be a random vector and let \( \Psi \in \mathbb{R}^{n \times n} \) be a random matrix whose rows are i.i.d copies of \( \psi \). Then, for any \( t > 0 \) and \( A > 0 \),

\[
\inf_{x \in S} \| \Psi x \|_2 \geq A \sqrt{m} Q_{2A}(S; \psi) - 2\sqrt{m} W_m(S; \psi) - At,
\]

with probability at least \( 1 - e^{-t^2/2} \).

Proof of Theorem 1. Since \( D = [d_1, \ldots, d_n] \in \mathbb{R}^{d \times n} \) satisfies the robust NSP of order \( s \) with constants \( \gamma \) and \( \tau \), we know that

\[
(9) \quad \inf_{x \in S} \| Dx \|_2 \geq \frac{1}{\tau}
\]

for the set \( S := \left\{ x \in \mathbb{R}^n : \|x_T\|_2 \geq \frac{1}{\sqrt{s}} \|x_T\|_1 \text{ for some } |T| \leq s \right\} \cap S^{n-1} \).

To show that \( \Phi D \) fulfills the robust NSP of order \( s \) with constants \( \gamma \) and \( \tilde{\tau} \), we need to show that

\[
\inf_{x \in S} \| \Phi Dx \|_2 \geq \frac{1}{\tilde{\tau}}.
\]

To do this, we will use Proposition 5 for \( \Psi = \Phi D \) and \( \psi = D^T \varphi / \sqrt{m} \) and \( S = S_y \).

We first estimate the mean empirical width \( W_m(S_y, D^T \varphi / \sqrt{m}) \). We consider the sets \( \Sigma_s := \{ x : \|x\|_0 \leq s, \|x\|_2 = 1 \} \), \( T_{r,s} = \{ x : \|x_T\|_2 \geq \frac{1}{\sqrt{s}} \|x_T\|_1 \text{ for some } |T| \leq s \} \) and \( D_s \) the convex hull of the set \( \Sigma_s \). By [DLR18, Lemma 2] we have \( T_{r,s} \cap \mathbb{B}_{2}^n \subset (2 + \gamma^{-1})D_s \). Therefore, since \( S_y \subset T_{r,s} \cap \mathbb{B}_{2}^n \), by Hölder’s inequality we get

\[
W_m(S_y, D^T \varphi / \sqrt{m}) \leq W_m(T_{r,s} \cap \mathbb{B}_{2}^n, D^T \varphi / \sqrt{m}) \leq (2 + \gamma^{-1}) W_m(D_s, D^T \varphi / \sqrt{m}).
\]

Let \( V := m^{-1/2} \sum_{i=1}^{m} \varepsilon_i \varphi_i \). Since \( \sum_{i=1}^{m} \varepsilon_i D^T \varphi_i / \sqrt{m} = D^T V \), we see that

\[
W_m(D_s, D^T \varphi / \sqrt{m}) = m^{-1} \mathbb{E} \sup_{x \in D_s} \|x, D^T V\| = m^{-1} \mathbb{E} \sup_{x \in \Sigma_s} \|x, D^T V\| = m^{-1} \mathbb{E} \left[ \sum_{i=1}^{s} \left( (D^T V)_{i}^s \right)^2 \right]^{1/2}.
\]

In the second equality, we used the fact that the supremum of the linear form over the convex hull \( D_s \) and over \( \Sigma_s \) coincides. Under the assumptions of Theorem 1, it holds that \( m \geq \log(\mathbb{1}/s)^{2(2s-1,1)} \) and therefore Proposition 4 implies that

\[
W_m(S_y, D^T \varphi / \sqrt{m}) \leq \frac{(2 + \gamma^{-1})}{m} \mathbb{E} \left[ \sum_{i=1}^{s} \left( (D^T V)_{i}^s \right)^2 \right]^{1/2} \leq \frac{(2 + \gamma^{-1})}{m} \sqrt{s \log \left( \frac{en}{s} \right)},
\]

where \( \rho = \Theta(1) \) is the uniform upper bound on the \( \ell_2 \)-norms of the columns of \( D \).
Furthermore, for $A = \frac{K}{2\tau \sqrt{m}}$, where $K$ and $c$ are the constants of condition (2) of Assumption 1, we lower bound $Q_{2A}(S_Y; D^T \varphi)$

$$Q_{2A}(S_Y; D^T \varphi \sqrt{m}) = \inf_{x \in S_Y} \mathbb{P}( |\langle x, D^T \varphi \sqrt{m} \rangle | \geq 2A) = \inf_{x \in S_Y} \mathbb{P}( |\langle Dx, \varphi \sqrt{m} \rangle | \geq 2A)$$

$$= \inf_{x \in S_Y} \mathbb{P} \left( \frac{|Dx|_2 |\varphi|_2}{m} \geq 2A \right) \geq \inf_{x \in S_Y} \mathbb{P} \left( |\langle z, \varphi \rangle | \geq 2A \tau \sqrt{m} \right) \geq c,$$

Putting this together with the above estimate for the mean empirical width, we obtain by Proposition 5 that, with probability $1 - e^{-t^2}$, there exists an absolute constant $C > 0$ such that

$$\inf_{x \in S_Y} \|\Phi D x\|_2 \geq \frac{Kc}{2\tau} - 2\sqrt{m} W_m(S_Y, D^T \varphi) - \frac{K}{2\tau \sqrt{m}} t \geq \frac{Kc}{2\tau} - \frac{C(2 + y^{-1}) \rho^2 s \log(e^s m)}{\sqrt{m}} - \frac{K}{2\tau \sqrt{m}} t.$$

Now we choose $t = \frac{c \sqrt{m}}{4}$ and $m = \frac{16\tau^2 (2 + y^{-1}) \rho^2 s \log(e^s m)}{(Kc)^2}$ to obtain that

$$\inf_{x \in S_Y} \|\Phi D x\|_2 \geq \frac{3Kc}{16} \left( \frac{1}{\tau} \right).$$

with probability at least $1 - e^{-mc^2/8}$. This concludes the proof as it shows that under the conditions stated by Theorem 1, with probability $1 - e^{-\Omega(m)}$, $\Phi D$ fulfills the robust NSP of order $s$ with constants $y$ and $\tilde{\tau} := \frac{16}{8\tau c} \tau = \Theta(1)$.

Finally, on this event, the two inequalities bounding the distances $\|\hat{x} - x_0\|_2$ and $\|\hat{z} - z_0\|_2$ between the output of $\ell_1$-synthesis eq. (3) $\hat{x}$ and $\hat{z}$ and follow from Proposition 2 and the fact that $\|\hat{z} - z_0\|_2 = \|D(\hat{x} - x_0)\|_2 \leq \|D\|_2 \|\hat{x} - x_0\|_2$. \qed

We continue with the proof of Theorem 2.

Proof of Theorem 2. To show the statement of Theorem 2, we proceed analogously to the proof of Theorem 1. Theorem 1 can be used to upper bound the mean empirical width $W_m(S_Y, D^T \varphi \sqrt{m})$, but to lower bound the marginal tail function, we proceed slightly differently.

Similarly as in the proof of Lemma 3 for a unit norm $a \in S^{d-1}$, we have

$$\mathbb{E} \left[ |\langle \varphi, a \rangle|^d \right] = \sum_{i=1}^d \sum_{i_1 < i_2 < \ldots < i_t} \sum_{d_1, \ldots, d_t} \left( \frac{4}{d_1, \ldots, d_t} \right) \left( \prod_{j=1}^t a_{d_j}^d \mathbb{E} [\xi_{i_j}^d] \right).$$

By a standard symmetrization argument, we may assume that the $\xi_i$ are symmetric random variables. Using the symmetry and (1) of Assumption 2, we note that the $\mathbb{E} [\xi_{i_j}^d]$ are zero for all odd $d_j$. The only possibilities for non-zero terms are such that either

1. There exists $i_j \in \mathbb{N}$ such that $i_j = 4$ and $\prod_{j=1}^t a_{d_j}^d \mathbb{E} [\xi_{i_j}^d] = a_{d_j} \mathbb{E} [\xi_{i_j}^d]$.
2. There exists $d_j \neq i_k \in \mathbb{N}$ such that $d_j = d_k = 2$ and $\prod_{j=1}^t a_{d_j}^d \mathbb{E} [\xi_{i_j}^d] = a_{d_j}^2 a_{d_k}^{d_j} \mathbb{E} [\xi_{i_j}^d] \xi_{i_k}^2 = a_{d_j}^2 a_{d_k}^2 \mathbb{E} [\xi_{i_j}^d] \xi_{i_k}^2 \leq a_{d_j}^2 a_{d_k}^2 \lambda^2 2^d 4^{d_j} \lambda 2^d 4^{d_k} = a_{d_j}^2 a_{d_k}^2 \lambda^4 4^{d_j} 4^{d_k}$, using independence of the $\xi_i$.

Therefore,

$$\mathbb{E} \left[ |\langle \varphi, a \rangle|^d \right] \leq \lambda^4 4^{d_j} (\|a\|_4^4 + \|a\|_2^4) \leq 2\lambda^4 4^{d_j}$$

and thus

$$\|\langle \varphi, a \rangle\|_4 \leq 2^{1/4} \lambda 4^d.$$
Furthermore, by independence of the \( \{\xi_i\}_{i=1}^m \) it follows that \( \|\langle \varphi, a \rangle\|_{L_2} = \|a\|_2 = 1 \), using (2) of Assumption 2. Finally, using the Paley-Zygmund inequality (cf., e.g., [FR13, Lemma 7.16]), we conclude that
\[
\mathbb{P}(\|\langle \varphi, a \rangle\| \geq 1/2) \geq \frac{\mathbb{E}[\|\langle \varphi, a \rangle\|^2] - 1/2}{\mathbb{E}[\|\langle \varphi, a \rangle\|^4]} \geq \frac{1}{4} \frac{1}{2^{1/4} \lambda^4 \lambda^4},
\]
which shows that \( \varphi \) actually fulfills condition (2) of Assumption 1 for \( K = 1/2 \) and \( c = 2^{-1/4} \lambda^{-1} 4^{-a-1} \). Therefore, the statement of Theorem 2 follows from Theorem 1.

5.4. Proof of Theorem 4. Here, we show the results of Section 4.1. We start with a proposition that plays a similar role as Proposition 4.

**Proposition 6.** Suppose \( D \in \mathbb{R}^{d \times n} \) fulfills Assumption 3 for some \( \beta \geq 1/2 \), let \( V_{\psi} := \frac{1}{\sqrt{d}} \sum_{i=1}^d \epsilon_i \psi_i \) with the \( \psi_i \in \mathbb{R}^n \) as in Assumption 3, and where the \( \epsilon_i \) are independent Rademacher random variables that are independent of the \( \{\psi_i\}_{i=1}^m \). If \( d \geq \log\left(\frac{en}{s}\right)^{\max(2\beta-1,1)} \), then
\[
\mathbb{E}\left[\sum_{i=1}^s (V_{\psi_i})^2\right]^{1/2} \leq \sqrt{s \log \left(\frac{en}{s}\right)}.
\]

**Proof of Proposition 6.** The proof is very similar to the proof of Proposition 4. In particular, for \( V_{\psi} = d^{-1/2} \sum_{j=1}^d \epsilon_j \psi_j \), we can define, for each \( i \in [n] \) such that \( \|\langle \epsilon_i, V_{\psi} \rangle\|_2 > 0 \), \( z_i := \langle V_{\psi}, \epsilon_i \psi_i \rangle \|\langle V_{\psi}, \epsilon_i \psi_i \rangle\|_2 = \langle \epsilon_i, V_{\psi} \rangle \|\langle \epsilon_i, V_{\psi} \rangle\|_2 \), we apply Lemma 4 as (3) of Assumption 3 coincides with (3) of Assumption 2. It follows that \( \|z_i\|_p \leq \sqrt{p} \) for all \( i \in [n] \) if \( d \geq \log(en/s)^{\max(2\beta-1,1)} \).

A direct application of Theorem 3 shows the result.

**Proof of Theorem 4.** This statement can be shown analogously to Theorem 1 by using Proposition 5 as follows: We choose \( \Psi = D \), whose rows are distributed as \( \psi/\sqrt{d} \), and \( S = S_{\sqrt{d}} \). The mean empirical width can be bounded by Proposition 6, we bound the marginal tail function such that
\[
Q_{2A}(S_{\sqrt{d}}; \psi/\sqrt{d}) = \inf_{x \in S_{\sqrt{d}}} \mathbb{P}(\|\langle x, \psi \rangle\| \geq 2A \sqrt{d}) = \inf_{x \in S_{\sqrt{d}}} \mathbb{P}(\|\langle x, \psi \rangle\| \geq 2A \sqrt{d}) \geq C
\]
for \( A = K/(2 \sqrt{d}) \), where \( K \) and \( C \) are the constants of the small-ball assumption of Assumption 3.

5.5. Proofs of Theorems 5 and 6. In this section, we only stress the differences between the proofs of Theorem 5 and Theorem 6 and the results above.

**Proof of Theorem 5.** Using Theorem 4, it follows for the given assumptions, the dictionary \( D \) fulfills the robust NSP of order \( s \) with constants \( \gamma \) and \( \tau \) on an event \( E_1 \) with \( \mathbb{P}(E_1^c) = e^{-\Omega(d)} \).

So we may proceed as in the deterministic case, apply the small-ball method for \( \Phi D \) and the problem boils down to prove that, for \( V := m^{-1/2} \sum_{i=1}^m \epsilon_i \varphi_i \), where \( \varphi_i \) are as in Assumption 1 and \( \epsilon_1, \ldots, \epsilon_m \) independent Rademacher variables,
\[
\mathbb{E}\left[\sum_{i=1}^s (D^T V)^2_i\right]^{1/2} \leq \sqrt{s} \log \left(\frac{en}{s}\right),
\]
where \( \rho := \max_{j \in [n]} \mathbb{E}\|d_j\|_2^2 \) is a bound on the maximum of the expected squared column \( \ell_2 \)-norms of \( D \). Importantly, we note that the maximum in \( \rho \) is taken outside of the expectation.
Furthermore, the expectation is now taken with respect to both $\Phi$ and $D$. The constant $\rho$ can be estimated such that

$$
\rho = \max_{j \in [n]} \mathbb{E}[\|d_j\|_2^2] = \max_{j \in [n]} \sum_{i=1}^{d} \mathbb{E}[d_{ji}^2] = O(1)
$$

since $d_{ji} = \psi_i[j] / \sqrt{r}$ and $\psi_i$ has $\psi_i[j]$ has a second moment of order $O(1)$ for any $i \in [n]$ and $j \in [d]$. The proof of eq. (11) is then a straightforward modification of the analogous bound for deterministic dictionary, with the main difference that we condition on $D$ and take the expectation afterwards. Then we can conclude using Proposition 5.

**Proof of Theorem 6.** Recall the definition $V := m^{-1/2} \sum_{i=1}^{m} \epsilon_i \varphi_i$ with $\varphi_i$ as in Assumption 4 and the $\epsilon_i$ as usual. Following the same approach as for Theorem 5, our problem boils down to bound eq. (11). The following proof is similar to [Men15, Lemma 6.5].

**Proposition 7.** Consider $D$ and $\Phi$ as in Theorem 6. Then,

$$
\mathbb{E} \left[ \sum_{i=1}^{s} (D^T V)_j^2 \right]^{1/2} \leq \sqrt{s \log \left( \frac{en}{s} \right)}.
$$

**Proof.** Conditioning on $V$, we obtain, for arbitrary $t > 0$,

$$
\mathbb{P} \left( (D^T V)_j^* \geq t | V \right) \leq \left( \frac{n}{j} \right) \mathbb{P} \left( |(d_j^T, V)| > t \sqrt{d} | V \right) \leq \left( \frac{n}{j} \right) \frac{\|d_j^T \|_2 \|V\|_2}{(\sqrt{d} t)^{pj}},
$$

using the independence of the $d_1, \ldots, d_n$. Since $V$ is fixed, we apply Lemma 3 for $d_1$ and write

$$
\mathbb{P} \left( (D^T V)_j^* \geq t | V \right) \leq \left( \frac{n}{j} \right) \left( \frac{\|V\|_2}{\sqrt{d} t} \right)^{pj}.
$$

Setting $\sqrt{d} t = u \|V\|_2 \sqrt{\log(en/j)}$ and $p = \log(en/j)$, it follows then that

$$
\mathbb{P} \left( (D^T V)_j^* \geq u \|V\|_2 \sqrt{\log(en/j)} | V \right) \leq \left( \frac{e}{u} \right)^{j \log \left( \frac{en}{d} \right)}.
$$

Integrating the tails we obtain $\mathbb{E}_D (D^T V)_j^2 \leq \frac{\|V\|_2^2}{d} \log(en/j)$. We now take the expectation both sides with respect to $V$ and get $\mathbb{E}(D^T V)_j^2 \leq \log(en/j)$ because $\|V\|_2^2 = O(d)$. To see this, we compute

$$
\mathbb{E}[V]_j^2 = \sum_{j=1}^{d} \mathbb{E}[V_j^2] = \sum_{j=1}^{d} \frac{1}{m} \left( \sum_{i=1}^{m} \mathbb{E}[\psi_i[j] \psi_i[j]] + \sum_{i \neq k} \mathbb{E}[\epsilon_i \epsilon_k (\psi_j[i]) (\psi_j[k])] \right).
$$

Now, because of the bounded variance assumption, the first term in the summand is $O(d)$ and by independence of the Rademacher sequence $\epsilon$, the second term in the summand is zero, which shows $\mathbb{E}[V]_j^2 = O(d)$.

To finish the proof, just sum over $j \in [s]$, take the square root on both sides and apply Jensen’s inequality.

The remainder of the proof of Theorem 6 is the same as that of Theorem 5. □
6. Outlook

In this work we presented an analysis of the $\ell_1$-synthesis method under several, very general assumptions on both the dictionary and measurement matrix, which include in particular heavy-tailed measurements. Specified to the case of a trivial dictionary, i.e., in the standard compressed sensing setting, we showed that a control of only the first $\log(e^{ht}/s)$ moments of the entries of a measurement matrix suffices to establish recovery guarantees for the optimal number of measurements.

It is true that the random assumptions we are assuming for our measurement matrix might not represent directly implementable solutions for many practical applications of compressed sensing, as typically, structural constraints are present. It would be interesting to see whether the presented tools can be helpful to analyze $\ell_1$-synthesis for such settings.

While prior research has shown that $\ell_1$-synthesis can be successful to recover a dictionary-sparse signal $z_0$ without uniqueness in its sparse representation in the dictionary, we have only focussed on the recovery of both the signal and coefficient vector. It would but interesting to investigate how to establish results on such a non-uniform signal recovery from heavy-tailed measurements in future work.
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