1. Introduction

One of the basic constructions in convex geometry is the surface area measure of a convex body. To recall the definition, let $K \subseteq \mathbb{R}^n$ be a convex body, i.e a compact convex set with non-empty interior. Then the Gauss map $n_K : \partial K \to \mathbb{S}^{n-1}$ exists $\mathcal{H}^{n-1}$-almost everywhere, where $\mathcal{H}^{n-1}$ denotes the $(n-1)$-dimensional Hausdorff measure and $\mathbb{S}^{n-1} = \{ x \in \mathbb{R}^n : |x| = 1 \}$ denotes the unit sphere. We then define the surface area measure $S_K$ as the push-forward $S_K = (n_K)_\sharp (\mathcal{H}^{n-1}|_{\partial K})$. More explicitly, for every measurable function $\varphi : \mathbb{S}^{n-1} \to \mathbb{R}$ we have

$$\int_{\mathbb{S}^{n-1}} \varphi dS_K = \int_{\partial K} (\varphi \circ n_K) d\mathcal{H}^{n-1}.$$ 

The surface area measure can be equivalently defined using the first variation of volume. For convex bodies $K$ and $L$, let $K + L$ denotes the usual Minkowski sum, and let $|K|$ denote the (Lebesgue) volume of $K$. Then we have

$$\lim_{t \to 0^+} \frac{|K + tL| - |K|}{t} = \int_{\mathbb{S}^{n-1}} h_L dS_K,$$

where $h_L : \mathbb{S}^{n-1} \to \mathbb{R}$ is the support function of $L$ which is defined by $h_L(\theta) = \max_{x \in L} \langle x, \theta \rangle$. For a proof of this fact the reader may consult a standard reference book in convex geometry such as \cite{17} or \cite{9}.

In this paper we will be interested in functional extensions of the formula (1.1). Recall that a function $f : \mathbb{R}^n \to [0, \infty)$ is called log-concave if

$$f((1 - \lambda)x + \lambda y) \geq f(x)^{1-\lambda} f(y)^\lambda$$

for all $x, y \in \mathbb{R}^n$ and $0 \leq \lambda \leq 1$. We denote by $\text{LC}_n$ the class of all upper semi-continuous log-concave functions. Note that the class of convex bodies in $\mathbb{R}^n$ embeds naturally into $\text{LC}_n$ using the map

$$K \leftrightarrow 1_K(x) = \begin{cases} 1 & x \in K \\ 0 & \text{otherwise}. \end{cases}$$

We would like to consider log-concave functions as “generalized convex bodies”, and extend the notion of the surface area measure to this setting. To achieve this goal we first need to recall the
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standard operations on log-concave functions: The sum of two log-concave functions is given by the sup-convolution, i.e.
\[(f \ast g)(x) = \sup_{y \in \mathbb{R}^n} (f(y)g(x-y)).\]
The associated dilation operation is given by \((\lambda \cdot f)(x) = f\left(\frac{x}{\lambda}\right)^\lambda\) – note that we have for example \(f \ast f = 2 \cdot f\). Finally, the “volume” of \(f\) will be given by the Lebesgue integral \(\int f\). Using these constructions we may define:

**Definition 1.1.** Fix \(f, g \in \text{LC}_n\). The first variation of the integral of \(f\) in the direction of \(g\) is given by
\[
\delta(f, g) = \lim_{t \to 0^+} \frac{\int f \ast (t \cdot g) - \int f}{t}.
\]
The study of log-concave functions as geometric objects has become a major idea in convex geometry, with useful applications even if eventually one is only interested in convex bodies. Due to the very large number of papers in this direction we will not survey all of them, but only mention the ones that directly deal with the first variation \(\delta(f, g)\). In the case when \(f = e^{-\frac{|x|^2}{2}}\) is a Gaussian, \(\delta(f, g)\) was studied under the name “the mean width of \(g\)” by Klartag and Milman ([11]) in one of the papers that began the geometric study of log-concave functions. This mean width was further studied in [14]. In particular it was proved there that in this case we have
\[
\delta(f, g) = \int_{\mathbb{R}^n} h_g(x)e^{-|x|^2/2}dx.
\]
Here \(h_g : \mathbb{R}^n \to \mathbb{R}\) is the support function of \(g\), defined by \(h_g = (-\log g)^*\) where
\[
\varphi^*(x) = \sup_{y \in \mathbb{R}^n} ((x, y) - \varphi(y))
\]
is the Legendre transform.

The case of a general function \(f\) was studied by Colesanti and Fragała in [4]. In particular they showed that the limit in (1.2) always exists when \(0 < \int f < \infty\), though it may be equal to \(+\infty\). To further explain their results we will need some important definitions:

**Definition 1.2.** Fix a log-concave function \(f : \mathbb{R}^n \to \mathbb{R}\) with \(0 < \int f < \infty\), and write \(f = e^{-\varphi}\) for a convex function \(\varphi : \mathbb{R}^n \to (-\infty, \infty]\). Then:

1. The measure \(\mu_f\) is a measure on \(\mathbb{R}^n\) defined as the push-forward \(\mu_f = (\nabla \varphi)^*_x(fdx)\).
2. The measure \(\nu_f\) is a measure on the sphere \(S^{n-1}\), defined as the push-forward \(\nu_f = (n_{K_f})_\sharp \left(fd\mathcal{H}^{n-1}\right)\). Here \(K_f\) is a shorthand notation for the support of \(f\), i.e. \(K_f = \{x \in \mathbb{R}^n : f(x) > 0\}\), and \(n_{K_f}\) denotes the Gauss map \(n_{K_f} : \partial K_f \to S^{n-1}\).

For example, for \(f(x) = e^{-|x|^2/2}\) we have \(\mu_f = e^{-|x|^2/2}dx\) and \(\nu_f \equiv 0\), as \(\partial K_f = \partial \mathbb{R}^n = \emptyset\). For a convex body \(K\) we have \(\mu_{1_K} = |K|\delta_0\) and \(\nu_{1_K} = S_K\), the usual surface area measure.

It will be important for us to observe that no regularity is required for the definitions of \(\mu_f\) and \(\nu_f\). Indeed, as \(\varphi = -\log f\) is a convex function it is differentiable Lebesgue-almost-everywhere on the set \(\{x : \varphi(x) < \infty\} = K_f\). Therefore the push-forward \((\nabla \varphi)^*_x(fdx)\) is well-defined. Similarly since \(K_f\) is a closed convex set its boundary \(\partial K_f\) is a Lipschitz manifold, so in particular the Gauss map \(n_{K_f}\) is defined \(\mathcal{H}^{n-1}\)-almost-everywhere and the push-forward is again well-defined.

While regularity is not needed for the definitions of \(\mu_f\) and \(\nu_f\), it was definitely needed for the representation theorem of [4]:
Theorem 1.3 (Colesanti–Fragalà). Fix $f, g \in \text{LC}_n$, and assume that:

1. The supports $K_f, K_g$ are $C^2$ smooth convex bodies with everywhere positive Gauss curvature.
2. The functions $\psi = -\log f$ and $\varphi = -\log g$ are continuous in $K_f$ and $K_g$ respectively, $C^2$ smooth in the interior of these sets, and have strictly positive-definite Hessians.
3. We have $\lim_{x \to \partial K_f} |\nabla \psi(x)| = \lim_{x \to \partial K_g} |\nabla \varphi(x)| = \infty$.
4. The difference $h_f - c \cdot h_g$ is convex for small enough $c > 0$.

Then

$$\delta(f, g) = \int_{\mathbb{R}^n} h_g \, d\mu_f + \int_{\mathbb{S}^n-1} h_{K_g} \, d\nu_f.$$ 

Based on Theorem 1.3 we can make the following definition:

Definition 1.4. Given $f \in \text{LC}_n$ with $0 < \int f < \infty$, we call the pair $(\mu_f, \nu_f)$ the surface area measures of the function $f$.

We emphasize that unlike a convex body, a log-concave function has two surface area measures: one defined on $\mathbb{R}^n$, and one defined on $\mathbb{S}^{n-1}$.

While the regularity assumptions of Theorem 1.3 are sufficient, it has always been clear that they are not necessary. For example, we already saw that for the function $f(x) = e^{-|x|^2/2}$ no regularity assumptions on $g$ are needed. In fact, it was proved in [15] that if $0 < \int f < \infty$ and $\nu_f = 0$ then we have

$$\delta(f, g) = \int_{\mathbb{R}^n} h_g \, d\mu_f$$

with no regularity assumptions. Note that since $f$ is log-concave and upper semi-continuous it is only discontinuous at points $x \in \partial K_f$ such that $f(x) \neq 0$. Therefore the condition $\nu_f = 0$ is equivalent to the statement that $f$ is continuous $\mathcal{H}^{n-1}$-almost everywhere. This property was dubbed essential continuity by Cordero-Erausquin and Klartag ([5]). In their paper, the authors studied the moment measure of a convex function $\varphi$, which in our terminology is simply the surface area measure $\mu_{e-\varphi}$. One of the main results of their paper is a functional analogue of Minkowski’s existence theorem: Given a measure $\mu$ on $\mathbb{R}^n$, they provide a necessary and sufficient condition for the existence of a function $f \in \text{LC}_n$ with $\mu_f = \mu$ and $\nu_f = 0$. They also prove the uniqueness of such an $f$. We remark that when the functions involved are not necessarily essentially continuous, but are sufficiently regular in the sense of Theorem 1.3, a similar uniqueness result was previously proved by Colesanti–Fragalà in [1]. We will further discuss this issue of uniqueness in Section 3 after proving our main theorem, and explain the results of both papers. We also remark that another proof of the same existence theorem was given by Santambrogio in [16].

The main goal of this paper is to prove the most general form of Theorem 1.3, which requires no regularity assumptions:

Theorem 1.5. Fix $f, g \in \text{LC}_n$ such that $0 < \int f < \infty$. Then

$$\delta(f, g) = \int_{\mathbb{R}^n} h_g \, d\mu_f + \int_{\mathbb{S}^n-1} h_{K_g} \, d\nu_f.$$ 

While the improvement over previous results is simply the elimination of the various technical assumptions, we do believe Theorem 1.5 is of real value. For example, we will see as a corollary that the pair of measures $(\mu_f, \nu_f)$ determines $f$ uniquely, and for this result it is very useful not to have any technical conditions for the validity of formula (1.3). Moreover, we believe our proof sheds some light on the reason this formula holds. In particular, we will see an interesting connection between Theorem 1.5 and the notions of anisotropic total variation and anisotropic perimeter.
main point will be that when \( g = 1_L \) and \( f \in \text{LC}_n \) is arbitrary, Theorem 1.5 can be viewed as an anisotropic version of the coarea formula.

The rest of this note is dedicated to the proof of the theorem. In Section 2 we will introduce the anisotropic coarea formula, and explain why it is in fact equivalent to Theorem 1.5 in the case when \( g = 1_L \) is the indicator of a convex body. Then in Section 4 we will discuss the case of a general function \( g \), and conclude the proof. Some of the ingredients that were used in previous results (mostly in [15]) can be used in the proof of Theorem 1.5 with few changes, and in these cases we will either give an exact reference or briefly sketch the argument.

Before we start with the main proof let us prove a finiteness property of the measures \( \mu_f \) and \( \nu_f \):

**Proposition 1.6.** Assume \( f \in \text{LC}_n \) and \( 0 < \int f < \infty \). Then the measure \( \mu_f \) is finite with a finite first moment. The measure \( \nu_f \) is also finite.

**Proof.** \( \mu_f \) is finite by definition, as \( \int_{\mathbb{R}^n} d\mu_f = \int f \, dx \). Moreover, we have

\[
\int |x| \, d\mu_f = \int |\nabla \varphi| \, f \, dx = \int |\nabla f| \, dx = \int |\nabla f| \, dx < \infty,
\]

where the last inequality is part of Lemma 4 of [5].

Next we show that \( \nu_f \) is finite. Note that this is not entirely trivial since \( \int d\nu_f = \int_{\partial K_f} f \, d\mathcal{H}^{n-1} \), and while \( f \) is clearly bounded we can have \( \mathcal{H}^{n-1} (\partial K_f) = \infty \). We therefore adapt a simple argument of Ball ([2]). Since \( f \) is log-concave and integrable, there exists constants \( A, c > 0 \) such that \( f(x) \leq Ae^{-c|x|} \) (see e.g. Lemma 2.1 of [10]). Note that for all \( x \in \mathbb{R}^n \) we have

\[
e^{-c|x|} = c \int_0^\infty e^{-ct} 1_{tB}(x) \, dt,
\]

where \( B = \{ x : |x| \leq 1 \} \) is the unit ball. We may therefore compute

\[
\int d\nu_f = \int_{\partial K_f} f \, d\mathcal{H}^{n-1} \leq A \int_{\partial K_f} e^{-c|x|} \, d\mathcal{H}^{n-1} = Ac \int_0^\infty \int_{\partial K_f} e^{-ct} 1_{tB}(x) \, d\mathcal{H}^{n-1}(x) \, dt
\]

\[
= Ac \cdot \int_0^\infty e^{-ct} \mathcal{H}^{n-1} (\partial K_f \cap tB) \, dt \leq Ac \cdot \int_0^\infty e^{-ct} \mathcal{H}^{n-1} (\partial (K_f \cap tB)) \, dt
\]

\[
\leq Ac \cdot \int_0^\infty e^{-ct} \mathcal{H}^{n-1} (tB) \, dt = Ac \cdot \mathcal{H}^{n-1} (S^{n-1}) \cdot \int_0^\infty t^{n-1} e^{-ct} \, dt < \infty,
\]

which is what we wanted to prove. Note that the last inequality holds since \( K_f \cap tB \subseteq tB \) and surface area is monotone for convex bodies. \( \square \)

In particular, it follows that the equality in (1.3) is an equality of finite quantities whenever \( g \) is compactly supported, as in this case \( h_g \leq A |x| + B \) and \( h_{K_g} \) is bounded on \( S^{n-1} \). When \( g \) is not compactly supported it is possible to have \( \delta(f,g) = \infty \), as already mentioned.

## 2. Anisotropic total variations

In order to start our proof, we need the notion of the anisotropic total variation. First recall the classical (isotropic) total variation: An integrable function \( f : \mathbb{R}^n \to \mathbb{R} \) is said to have bounded variation if

\[
\sup \left\{ \int_{\mathbb{R}^n} f \, \text{div} \Phi \, dx : \Phi : \mathbb{R}^n \to \mathbb{R}^n \text{ is } C^1\text{-smooth, compactly supported and } |\Phi(x)| \leq 1 \text{ for all } x \in \mathbb{R}^n \right\} < \infty.
\]
This supremum is then known as the total variation of \( f \), which we will denote by \( \text{TV}(f) \). Moreover, if \( f \) is of bounded variation then there exists a vector-valued measure \( Df \) on \( \mathbb{R}^n \) such that
\[
\int_{\mathbb{R}^n} f \, \text{div} \, \Phi \, dx = -\int_{\mathbb{R}^n} \langle \Phi, d(Df) \rangle,
\]
and \( \text{TV}(f) = |Df| (\mathbb{R}^n) \). Here \( |Df| \) denotes the total variation (in the sense of measures) of \( Df \).

A set \( A \subseteq \mathbb{R}^n \) is said to have finite perimeter if \( 1_A \) has finite variation, and we define \( \text{Per}(A) = \text{TV}(1_A) \). Finally, the coarea formula states that if \( f \) has bounded variation then \( F_s = \{ x : f(x) \geq s \} \) has finite perimeter for almost every \( s \), and \( \text{TV}(f) = \int_{-\infty}^{\infty} \text{Per}(F_s) \, ds \). All of these facts are standard – see e.g. Chapter 5 of \([7]\) for proofs.

It is less well known that the role of Euclidean norm in the definition of \( \text{TV}(f) \) is not essential. Fix a convex body \( L \subseteq \mathbb{R}^n \) and assume that 0 belongs to the interior of \( L \). Then the (non-symmetric) norm
\[
\|x\|_L = \inf \left\{ \lambda > 0 : \frac{x}{\lambda} \in L \right\}
\]
is equivalent to the Euclidean norm. We then define:

**Definition 2.1.**

1. Let \( f : \mathbb{R}^n \rightarrow \mathbb{R}^n \) be an integrable function. Then the \( L \)-total variation of \( f \) is given by
   \[
   \text{TV}_L(f) = \sup \left\{ \int_{\mathbb{R}^n} f \, \text{div} \, \Phi \, dx : \Phi : \mathbb{R}^n \rightarrow \mathbb{R}^n \text{ is } C^1 \text{-smooth, compactly supported and } \|\Phi(x)\|_L \leq 1 \text{ for all } x \in \mathbb{R}^n \right\}.
   \]

2. Let \( A \subseteq \mathbb{R}^n \) be a measurable set. The \( L \)-perimeter of \( A \) is defined by \( \text{Per}_L(A) = \text{TV}_L(1_A) \).

Since \( \|\cdot\|_L \) and \( |\cdot| \) are equivalent the notion of “bounded variation” does not depend on \( L \), and \( \text{TV}_L(f) < \infty \) if and only if \( \text{TV}(f) < \infty \). Of course, the variation itself does depend on \( L \).

The theory of anisotropic total variations is analogous to the standard theory. We now cite two results that we will require. We were only able to find as reference the technical report \([8]\), where these results are proven by Grasmair, but the results can be proved in the same way as the classical proofs that appear e.g. in \([7]\):

**Proposition 2.2.** Let \( f : \mathbb{R}^n \rightarrow \mathbb{R} \) be of bounded variation. Write the vector valued measure \( Df \) as \( Df = \sigma \mu \) where \( \mu \) is a positive measure and \( \sigma : \mathbb{R}^n \rightarrow \mathbb{R}^n \) satisfies \( h_L(\sigma(x)) = 1 \) for all \( x \in \mathbb{R}^n \). Then \( \text{TV}_L(f) = \mu(\mathbb{R}^n) \).

Note that when \( L \) is the Euclidean ball the measure \( \mu \) is exactly \( |Df| \), the usual total variation of \( Df \). In the general case \( \mu \) can be considered as “total variation of \( Df \) with respect to \( L \)”. Also note that \( \text{TV}_L(f) \) was defined using the norm \( \|\cdot\|_L \), but in Proposition 2.2 the norm that appears in the dual norm \( h_L \).

We will also need the anisotropic coarea formula:

**Theorem 2.3.** Fix an integrable \( f : \mathbb{R}^n \rightarrow \mathbb{R} \), and denote its level sets by \( F_s = \{ x : f(x) \geq s \} \). Then
\[
\text{TV}_L(f) = \int_{-\infty}^{\infty} \text{Per}_L(F_s) \, ds.
\]

Our goal for this section is to prove Theorem 1.5 when \( g = 1_L \), the indicator of a convex body. We will do so by proving that in this case Theorem 1.5 is essentially equivalent to Theorem 2.3. We begin with finding an alternative formula for \( \delta(f,g) \) in this case. Recall that if \( K, L \subseteq \mathbb{R}^n \) are convex bodies then the volume \( |K + tL| \) for \( t \geq 0 \) can be written as a polynomial,

\[
|K + tL| = \sum_{k=0}^{\infty} \binom{n}{k} W_k(K,L)t^k.
\]

(2.1)
The non-negative coefficients $W_k(K, L)$ are known in our normalization as the relative quermassintegrals of $K$ with respect to $L$. Formula (2.1) is a special case of the celebrated Minkowski theorem, and for the proof and basic properties of the relative quermassintegrals we refer the reader again to [17] or [9]. For now we just note that $W_0(K, L) = |K|$.

We now prove:

**Proposition 2.4.** Fix $f \in \text{LC}_n$ with $0 < \int f < \infty$ and fix a compact convex body $L \subseteq \mathbb{R}^n$. For every $s > 0$ we write $F_s = \{x \in \mathbb{R}^n : f(x) \geq s\}$. Then

$$\delta(f, 1_L) = n \int_0^\infty W_1(F_s, L) \, ds.$$  

This result essentially appears in [3], at least in the case when $L$ is the unit ball. Nonetheless we present its short proof:

**Proof.** For brevity we define $f_t = f \ast (t \cdot 1_L) = f \ast 1_{tL}$ and $F_s^{(t)} = \{ x \in \mathbb{R}^n : f_t(x) \geq s \}$. It is immediate from the definition of $f_t$ that $F_s^{(t)} = F_s + tL$. By layer cake decomposition we have

$$\delta(f, g) = \lim_{t \to 0^+} \frac{\int f_t - \int f}{t} = \lim_{t \to 0^+} \frac{\int_0^\infty \left| F_s^{(t)} \right| \, ds - \int_0^\infty \left| F_s \right| \, ds}{t} = \lim_{t \to 0^+} \frac{\int_0^\infty \left| F_s + tL \right| - \left| F_s \right| \, ds}{t}.$$ 

Using (2.1) we see that for $0 < t < 1$ we have

$$0 \leq \frac{|F_s + tL| - |F_s|}{t} = \sum_{k=1}^n \binom{n}{k} W_k(F_s, L) t^{k-1} \leq \sum_{k=1}^n \binom{n}{k} W_k(F_s, L) = |F_s + L| - |F_s|.$$ 

Since $\int_0^\infty (|F_s + L| - |F_s|) \, ds = \int f_1 - \int f < \infty$, we can use the dominated convergence theorem to conclude that

$$\delta(f, g) = \int_0^\infty \left( \lim_{t \to 0^+} \frac{|F_s + tL| - |F_s|}{t} \right) \, ds = n \int_0^\infty W_1(F_s, L) \, ds.$$ 

$\square$

We will also need one more identity, which was proved in [15] as part of Theorem 3.2:

**Proposition 2.5.** Let $\Phi : \mathbb{R}^n \to \mathbb{R}^n$ denote a $C^1$-smooth compactly supported vector field. Fix $f \in \text{LC}_n$ with $0 < \int f < \infty$. Then

$$\int_{\mathbb{R}^n} f \, \text{div} \, \Phi \, dx = -\int_{\mathbb{R}^n} \langle \nabla f, \Phi \rangle \, dx + \int_{\partial K_f} f \langle \Phi, n_{K_f} \rangle \, d\mathcal{H}^{n-1}.$$ 

Armed with these tools, we can finally prove:

**Proposition 2.6.** Fix $f \in \text{LC}_n$ with $0 < \int f < \infty$, and set $g = c \cdot 1_L$ for a compact convex set $L \subseteq \mathbb{R}^n$ and $c > 0$. Then

$$\delta(f, g) = \int_{\mathbb{R}^n} h_g \, d\mu_f + \int_{\mathbb{S}^{n-1}} h_{K_g} \, d\nu_f.$$ 

**Proof.** First note that if the result holds for a function $g$, it also holds for $\tilde{g}(x) = e^c \cdot g(x)$ for all $c \in \mathbb{R}$. Indeed, it is easy to check by the chain rule that $\delta(f, \tilde{g}) = \delta(f, g) + c \int f$ (see Proposition
3.4 in [15]). Since \( h_\bar{g} = h_g + c \) and \( h_{K_g} = h_{\bar{K}_g} \), we have

\[
\delta(f, \bar{g}) = \delta(f, g) + c \int f = \int_{\mathbb{R}^n} h_g d\mu_f + \int_{\mathbb{S}^{n-1}} h_{K_g} d\nu_f + c \int f \\
= \int_{\mathbb{R}^n} (h_g + c) d\mu_f + \int_{\mathbb{S}^{n-1}} h_{K_g} d\nu_f = \delta(f, g) = \int_{\mathbb{R}^n} h_g d\mu_f + \int_{\mathbb{S}^{n-1}} h_{K_g} d\nu_f
\]
as claimed. Therefore from now on we can (and will) assume that \( g = 1_L \).

Next, assume that 0 belongs to the interior of \( L \) so the theory of anisotropic total variations applies. Proposition 2.5 immediately implies that

\[
d(Df) = -\nabla f dx + fn_{\partial K_f} dH^{n-1}|_{\partial K_f}.
\]

Therefore the measure \( \mu \) from Proposition 2.2 is \( d\mu = h_L (-\nabla f) dx + fh_L (n_{\partial K_f}) dH^{n-1}|_{\partial K_f} \). By the same proposition we then have

\[
TV_L(f) = \int d\mu = \int_{\mathbb{R}^n} h_L (-\nabla f) dx + \int_{\partial K_f} fh_L (n_{\partial K_f}) dH^{n-1} \\
= \int_{\mathbb{R}^n} h_L (\nabla \varphi) f dx + \int_{\partial K_f} h_L (n_{\partial K_f}) f dH^{n-1} \\
= \int h_L d\mu_f + \int h_L d\nu_f = \int h_g d\mu_f + \int h_{K_g} d\nu_f,
\]

where of course \( \varphi = -\log f \).

As (2.2) holds for all \( f \in LC_n \) with \( 0 < \int f < \infty \) we can in particular apply this formula to the indicator \( 1_F \) of a convex body \( F \). We then obtain

\[
\text{Per}_L(F) = TV_L (1_F) = \int h_L d(\langle F \rangle \delta_0) + \int h_L dS_F = \int h_L dS_F = nW_1(F, L),
\]

where the last equality is a standard (and follows immediately from (1.1) and (2.1)). Therefore, using in order Proposition 2.3, equation (2.3), Theorem 2.3 and equation (2.2) we have

\[
\delta(f, g) = n \int_0^\infty W_1(F_s, L) ds = \int_0^\infty \text{Per}_L (F_s) ds = TV_L(f) = \int h_g d\mu_f + \int h_{K_g} d\nu_f.
\]

This concludes the proof in the case \( 0 \in \text{int}(L) \).

For the general case, fix a large Euclidean ball \( B \) centered at the origin such that \( B + L \) contains the origin in its interior. From Proposition 2.4 and standard properties of quermassintegrals it follows that \( \delta(f, 1_L) \) is linear in \( L \) with respect to the Minkowski addition. Therefore

\[
\delta(f, 1_L) = \delta(f, 1_{L+B}) - \delta(f, 1_B) \\
= \left( \int h_{L+B} d\mu_f + \int h_{L+B} d\nu_f \right) - \left( \int h_B d\mu_f + \int h_B d\nu_f \right) \\
= \int h_L d\mu_f + \int h_L d\nu_f
\]

and the proof is complete. \( \square \)

Note that as a corollary we obtain the following result:

**Corollary 2.7.** For \( f \in LC_n \) with \( 0 < \int f < \infty \) the sum \( \mu_f + \nu_f \) is centered, i.e. for all \( v \in \mathbb{R}^n \) we have

\[
\int_{\mathbb{R}^n} \langle x, v \rangle d\mu_f + \int_{\mathbb{S}^{n-1}} \langle x, v \rangle d\nu_f = 0.
\]
Proof. Simply take $g = 1_{v}$ in Proposition 2.6 and note that $\delta(f, g) = 0$. \qed

The fact that $\mu_f$ is centered when $\nu_f = 0$ was observed already in [5].

## 3. Completing the proof

In this section we finish the proof of Theorem 1.5. We start with the case of compactly supported $g$. The following lemma from [15] will be crucial:

**Lemma 3.1.** Fix $f, g \in \text{LC}_n$ such that $0 < \int f < \infty$ and $g$ is compactly supported. Then for (Lebesgue) almost every $x \in \mathbb{R}^n$ we have

$$
\lim_{t \to 0^+} \frac{(f \star (t \cdot g))(x) - f(x)}{t} = h_g(\nabla \varphi(x)) f(x).
$$

Here $\varphi = -\log f$, and the right hand side is interpreted at 0 whenever $f(x) = 0$.

This lemma is proved in [15] as part of the proof of Lemma 3.7 (The condition $h_g(y) \leq m|y| + c$ in the statement of that lemma is exactly equivalent to $g$ being compactly supported). If all functions involved are sufficiently regular Lemma 3.1 follows from the standard formula for the first variation of the Legendre transform (see more information in [15]). To prove this result without regularity assumptions does take a bit of work which we will not reproduce here.

We will now prove:

**Proposition 3.2.** Fix $f, g \in \text{LC}_n$ such that $0 < \int f < \infty$ and $g$ is compactly supported. Then

$$
\delta(f, g) = \int_{\mathbb{R}^n} h_g d\mu_f + \int_{S^{n-1}} h_{K_g} d\nu_f.
$$

**Proof.** To simplify our notation let us define $f_t = f \star (t \cdot g)$. We also choose $A > 0$ such that $0 \leq g(x) \leq A$ for all $x \in \mathbb{R}^n$, and we define $\tilde{g} = A \cdot 1_{K_g}$ and $\tilde{f}_t = f \star (t \cdot \tilde{g})$. Note that $g \leq \tilde{g}$, so $f_t \leq \tilde{f}_t$ for all $t > 0$. Also note that

$$
\lim_{t \to 0^+} \frac{\tilde{f}_t - f_t}{t} = \lim_{t \to 0^+} \left( \frac{\tilde{f}_t - f}{t} - \frac{f_t - f}{t} \right) = h_{\tilde{g}}(\nabla \varphi) f - h_g(\nabla \varphi) f
$$

almost everywhere, where we used Lemma 3.1 twice. We may therefore apply Fatou’s lemma and deduce that

$$
\liminf_{t \to 0^+} \left( \int_{\mathbb{R}^n} \frac{\tilde{f}_t - f}{t} - \frac{f_t - f}{t} \, dx \right) = \liminf_{t \to 0^+} \int_{\mathbb{R}^n} \frac{\tilde{f}_t - f}{t} \, dx \geq \int (h_{\tilde{g}}(\nabla \varphi) f - h_g(\nabla \varphi) f) \, dx
$$

$$
= \int (h_{\tilde{g}} - h_g) \, d\mu_f.
$$

However, by Proposition 2.6 we know that

$$
\lim_{t \to 0^+} \int_{\mathbb{R}^n} \frac{\tilde{f}_t - f}{t} \, dx = \delta(f, \tilde{g}) = \int h_{\tilde{g}} d\mu_f + \int h_{K_g} d\nu_f,
$$

where we used the fact that $K_{\tilde{g}} = K_g$. Combining the last two formulas we see that

$$
\int h_{\tilde{g}} d\mu_f + \int h_{K_g} d\nu_f - \limsup_{t \to 0^+} \left( \frac{\int f_t - f}{t} \right) \geq \int (h_{\tilde{g}} - h_g) \, d\mu_f,
$$

$$
\int h_{\tilde{g}} d\mu_f + \int h_{K_g} d\nu_f - \limsup_{t \to 0^+} \left( \frac{\int f_t - f}{t} \right) \geq \int (h_{\tilde{g}} - h_g) \, d\mu_f,
$$
\[ (3.1) \limsup_{t \to 0^+} \frac{\int f_t - \int f}{t} \leq \int h_g d\mu_f + \int h_{K_g} d\nu_f. \]

Note that we were allowed to cancel \( \int h_\tilde{g} d\mu_f \) from both sides since this expression is finite by Proposition 1.6.

The proof of the opposite inequality is similar. Fix \( m \in \mathbb{N} \) and consider \( K_m = \{ x \in K_g : g(x) \geq \frac{1}{m} \} \). This time we define \( \tilde{g} = \frac{1}{m} 1_{K_m} \) and \( \tilde{f}_t = f \circ (t \cdot \tilde{g}) \), and we have the opposite inequality \( f_t \geq \tilde{f}_t \). Applying Fatou’s lemma in the same way we have

\[ \liminf_{t \to 0^+} \left( \int f_t - \int f - \int \tilde{f}_t \right) \geq \int (h_g (\nabla \varphi) f - h_{\tilde{g}} (\nabla \varphi) f) \]

and this time we have

\[ \lim_{t \to 0^+} \frac{\int \tilde{f}_t - \int f}{t} = \delta(f, \tilde{g}) = \int h_\tilde{g} d\mu_f + \int h_{K_m} d\nu_f, \]

so we obtain

\[ \liminf_{t \to 0^+} \int f_t - \int f \geq \int h_g d\mu_f + \int h_{K_g} d\nu_f. \]

Since \( K_m \subseteq K_{m+1} \) for all \( m \) and \( \bigcup_{m=1}^{\infty} K_m = K_g \), we have \( h_{K_g} = \sup_m h_{K_m} = \lim_{m \to \infty} h_{K_m} \). We may therefore let \( m \to \infty \) in the last formula and deduce that

\[ \liminf_{t \to 0^+} \int f_t - \int f \geq \int h_g d\mu_f + \int h_{K_g} d\nu_f, \]

which together with (3.1) completes the proof.

Now we can finally prove Theorem 1.5. The final step is an approximation argument, which is essentially the same as the one in [15]. Therefore we repeat the argument briefly without repeating some of the computations:

**Proof of Theorem 1.5** Define a sequence \( \{ g_m \}_{m=1}^{\infty} \subseteq \text{LC}_n \) by

\[ g_m(x) = \begin{cases} g(x) & |x| \leq m \\ 0 & \text{otherwise.} \end{cases} \]

A computation shows that \( h_{g_m} \not\to h_g \) as \( m \to \infty \). Moreover, since \( K_{g_m} \subseteq K_{g_{m+1}} \) for all \( m \) and \( \bigcup_{m=1}^{\infty} K_{g_m} = K_g \) we also have \( h_{K_{g_m}} \not\to h_{K_g} \). If we also define \( f_t = f \circ (t \cdot g) \) and \( f_{t,m} = f \circ (t \cdot g_m) \) then another computation shows that \( f_{t,m}(x) \not\to f_t(x) \) for all \( t > 0 \) and \( x \in \mathbb{R}^n \). This implies that \( \int f_{t,m} \not\to \int f_t \) (see e.g. Lemma 3.2 of [1]).

Using the chain rule for derivatives we may write

\[ \delta(f,g) = \int f \cdot \lim_{t \to 0^+} \frac{\log \int f_t - \log \int f}{t}. \]
This formula has the advantage that by the Prékopa-Leindler inequality (\cite{13, 12}) the function $t \mapsto \log \int f_t$ is concave, so we may replace the limit by a supremum. It follows that

\[
\lim_{m \to \infty} \delta(f, g_m) = \sup_m \delta(f, g_m) = \int f \cdot \sup_{t>0} \frac{\log \int f_{t,m} - \log \int f}{t} = \int f \cdot \sup_{t>0} \frac{\log \int f - \log \int f}{t} = \delta(f, g).
\]

Therefore, applying Proposition 3.2 and the monotone convergence theorem we conclude that

\[
\delta(f, g) = \lim_{m \to \infty} \delta(f, g_m) = \lim_{m \to \infty} \left( \int h_{g_m} d\mu_f + \int h_{K_{g_m}} d\nu_f \right) = \int h_g d\mu_f + \int h_{K_g} d\nu_f,
\]

and the proof is complete. \qed

As a corollary of the theorem we now prove that the measures $\mu_f$ and $\nu_f$ characterize the function $f$ uniquely up to translations:

**Corollary 3.3.** Fix $f, g \in \text{LC}_n$ with $0 < \int f, \int g < \infty$ and assume that $\mu_f = \mu_g$ and $\nu_f = \nu_g$. Then there exists $x_0 \in \mathbb{R}^n$ such that $f(x) = g(x - x_0)$.

**Proof.** Corollary 5.3 of \cite{4} states that if $f, g \in \text{LC}_n$ satisfy $0 < \int f = \int g < \infty$, $\delta(f, g) = \delta(g, f)$ and $\delta(g, f) = \delta(f, f)$, then there exists $x_0 \in \mathbb{R}^n$ such that $f(x) = g(x - x_0)$. This is proved by showing that we have equality in the Prékopa-Leindler inequality, and using a characterization of the equality case by Dubuc (\cite{6}). A similar strategy was used in \cite{5}, and indeed in the classical proof that the surface area measure $S_K$ determines the body $K$ uniquely.

In our case we have $\int f = \mu_f (\mathbb{R}^n) = \mu_g (\mathbb{R}^n) = \int g$, and since

\[
\delta(f, g) = \int_{\mathbb{R}^n} h_g d\mu_f + \int_{\mathbb{R}^{n-1}} h_{K_g} d\nu_f,
\]

we clearly have $\delta(f, g) = \delta(g, g)$ and similarly $\delta(g, f) = \delta(f, f)$. The result follows immediately. \qed

In \cite{4} the same argument was used but with Theorem 1.3 replacing Theorem 1.5 so uniqueness was only proved under the regularity assumptions of that theorem. In \cite{5} there was no explicit representation formula for $\delta(f, g)$, but a weaker statement that in the essentially continuous case was also sufficient in order to reduce the uniqueness result to the equality case of Prékopa-Leindler inequality (see also \cite{15} for an explanation of why the result of \cite{5} is a weak representation theorem for $\delta(f, g)$). We see that in order to get a clean uniqueness result in the general case one indeed needs the full strength of Theorem 1.5.

Of course, Corollary 3.3 raises the question of existence: Given measures $\mu$ and $\nu$, when is there a function $f \in \text{LC}_n$ with $\mu_f = \mu$ and $\nu_f = \nu$? We believe this question can be answered by essentially the same argument as the argument of \cite{5}, which handled the case $\nu_f \equiv 0$, but the full details are beyond the scope of this paper.
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