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Abstract—Internet of Things (IoT) and advanced communication technologies have demonstrated great potential to manage residential energy resources by enabling demand-side management (DSM). Home energy management systems (HEMSs) can automatically control electricity production and usage inside homes using DSM techniques. These HEMSs will wirelessly collect information from hardware installed in the power system and in homes with the objective to intelligently and efficiently optimize electricity usage and minimize costs. However, HEMSs can be vulnerable to cyberattacks that target the electricity pricing model. The cyberattacker manipulates the pricing information collected by a customer’s HEMS to misguide its algorithms toward non-optimal solutions. The customer’s electricity bill increases, and additional peaks are created without being detected by the system operator. This article introduces demand-response (DR)-based DSM in HEMSs and discusses DR optimization using heuristic algorithms. Moreover, it discusses the possibilities and impacts of cyberattacks, their effectiveness, and the degree of resilience of heuristic algorithms against cyberattacks. This article also opens research questions and shows prospective directions.
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I. INTRODUCTION

Smart grid technologies and smart meters have enabled customers to know their demand profiles in greater detail while helping electricity grid operators to improve the efficiency and reliability of the power system [1]. This encourages both customers and grid operators to modify load energy demand profiles to achieve different objectives such as optimizing the usage of renewable energy, reducing peak loads, or moving some loads to off-peak times such as night time and weekends. Such demand-side management (DSM) has become important and popular recently because it facilitates the incorporation of renewable energy resources (RES) into the power system by customers. At the same time, grid operations are significantly impacted by the active participation of customers in electricity dispatch. To implement DSM and optimize electricity usage, residential customers often employ home energy management systems (HEMSs). Such HEMSs play a significant role in the energy management of the residential sector and allow the exchange of energy consumption information with the utility to improve the energy profile and reliability of the power grid.

An HEMS (Fig. 1) is an information and management system to automatically (or semi-automatically) monitor and control the electrical energy production and usage within a household by processing information collected from hardware installed in the electrical power system and the household. The typical objective of an HEMS is to minimize the customer’s costs. Bidirectional communication among the HEMS, smart meters, the utility, and the power grid enables the HEMS to meet its objectives by, for example, implementing a peak shaving strategy while considering the electricity price signal. An Internet of Things (IoT) network, along with advanced metering infrastructure (AMI), supports the bidirectional communication and enables robust data management systems, strong network connectivity, and smart metering systems. The deployment of AMI makes it possible for smart meters to measure and collect useful information, such as energy consumption, available (generated) energy, or the energy price in the next hour, in a precise and timely manner. Moreover, this information is exchanged between the HEMS and the utility simultaneously in real-time. As a result, customers can take part in DSM strategies and manage the energy demand effectively.

Figure 2 illustrates the operations of a typical HEMS. Four components—Data Aggregator (DA), Software & Network Management (SNM), Appliance Management System (AMS), and Heuristic Algorithm (HA) components—interface with each other to form the HEMS. DA receives energy pricing and energy production information and sends them to SNM and HA. The AMS component collects data about appliances, such as energy consumption, operation time interval, and data received from user interfaces etc., and exchanges them with HA and SNM. Thereafter, HA executes the scheduling task and sends the results (new schedule, etc.) to SNM. SNM operates as the primary control and management component, managing the accumulated data of DA, HA, and AMS components and processing the flow of instructions in the network.

HEMSs and their characteristics have been extensively investigated in the last decade, and a comprehensive description of HEMS architectures, DSM approaches, smart grid technologies, communication protocols, and various decision-making algorithms can be found in [2]. This paper focuses on the operational aspects of HEMSs and assesses their resilience against a specific type of cyberattacks. Such attacks are defined by fake price signals that are used as inputs to the HEMSs to alter their load schedule. To the best of the authors’ knowledge, this important aspect has not yet been studied in the literature. Before we discuss the details of the proposed study presented in Section IV, we will briefly introduce the main ideas behind demand response in Section II and the scheduling algorithms in Section III.
II. DEMAND RESPONSE

The goal of an HEMS is to enable and support DSM to meet specific objectives such as minimization of customers’ electricity bills, utility costs, or system costs. DSM is typically achieved by offering financial incentives to customers, inducing behavioral changes through education, using higher-efficiency loads, increasing diversity factors, using distributed energy resources (DERs), or other measures \(^3\). The continuous integration of RES into the power system has made it important to enable effective DSM in order to match the power supply with the load.

Demand response (DR) methods, which offer financial incentives to customers, are popular and highly researched techniques to achieve DSM since they incentivize RES integration along with DSM. DR is defined as “a tariff or program established to motivate changes in electric usage by end-users from their normal consumption patterns in response to changes in the price of electricity over time, or to give incentive payments designed to induce lower electricity use at times of high wholesale market prices or when system reliability is jeopardized” \(^4\). HEMSs nearly always employ DR methods to achieve their goals.

DR can be categorized into two types: incentive- and price-based programs \(^5\). An incentive-based program involves customers’ participation to reallocate their energy consumption in off-peak hours, in response to which a reward (a bill credit or a payment) is given to the customers for their participation. Incentive-based programs involve direct load control, load curtailing, emergency demand responses, etc.

On the other hand, a price-based program is a more indirect means of achieving DR. In price-based programs, different pricing signals are sent at different times to the customers. As a result, customers are induced to reduce their energy consumption at certain times in order to take advantage of
and possible monetary benefits. Price-based programs include time-of-use (TOU) tariffs, real-time pricing, inclined block rate, critical peak pricing, and day-ahead pricing [2], [6], [7]. In recent researches, price-based DR has been widely studied in the residential sector, particularly in HEMSs.

For price-based DR, the price tariff scheme, i.e., the price bands for different designated time intervals including off-peak, mid-peak, and peak hours, is important. The TOU tariff scheme is a widely used price tariff scheme in many countries for customers in the residential sector. The TOU tariff scheme provides the average electricity cost of power generation during different time periods, thereby enabling the customers to manage their energy usage voluntarily. Customers have flexibility to use electricity either in the peak time interval (which yields a higher cost) or off-peak (lower cost as a result of less stress on the grid).

In this case, DR algorithms depend on the flexibility offered by home appliances. An appliance is flexible if its energy consumption can be shifted in time within the boundaries of end-user comfort requirements, while maintaining the total consumption [8]. Home appliances can be divided into two types—fixed and flexible—power appliances, based on their characteristics and priorities as follows [9], [10]:

1) Fixed power appliances: The appliances in this category have a fixed power consumption profile and operating time, e.g., ceiling fans, lamps, and TVs.

2) Flexible power appliances: These appliances can be controlled, and their energy consumption profiles can be scheduled by the HEMS. The operation of flexible power appliances can be controlled by incentive-based or price-based programs. These loads can be further categorized into two types—uninterruptible and interruptible—depending on whether their operations can be interrupted or not. Table I lists the appliance classes of fixed and flexible home appliances with their power ratings and operating times [2], [11].

### III. HEURISTIC SCHEDULING ALGORITHMS

Many techniques have been explored to exploit the flexibility in home appliances and to perform DR-based optimization. A typical approach is to cleverly adapt optimization techniques to solve linear and non-linear objective functions. Recently, artificial intelligence (AI)-based methods have also become popular. Heuristic scheduling (HS) algorithms comprise an important group of techniques to realize energy optimization and load shifting operations in HEMSs. Many heuristic algorithms have been explored previously, depending on the problem setup and conditions [2], [7], [11]–[19]. Among the various optimization algorithms, the genetic algorithm (GA) and harmony search algorithm (HSA) are two important algorithms that are particularly suitable for solving constraint-optimization-based scheduling problems and the flexible selection criteria of achieving an optimal (balanced) combination of exploration and exploitation [11], [20], [21].

#### A. Genetic Algorithm

GA is a widely applied algorithm due to its fast computational time and easy implementation of many complex problems [22]. GA is a metaheuristic algorithm inspired by the theory of natural evolution and evolutionary processes like genetic inheritance and natural selection.

GA is an iterative process in which a population of potential candidate solutions is first randomly generated. The population in each iteration is called a generation. All the individual candidates (known as genes) in the population are then evaluated using a fitness function (i.e., the problem objective). The best candidates are stochastically selected from the current generation, and their genome is modified by recombination (crossover) and replacement (mutation) to form a new generation. This new generation of candidate solutions is then used in the next iteration. The stopping criteria for the algorithm are the maximum population size and the best candidate allocation that satisfies the objective function.

#### B. Harmony Search Algorithm

HSA is a popular metaheuristic algorithm inspired by the musical improvisation process [23]. Consider a music orchestra that improves to find and perform the most harmonious and melodious music. Each musician in an orchestra corresponds to a decision variable, and an instrument’s pitch range corresponds to the set of possible values of the decision variable. The musical harmony produced by the orchestra is then considered as the solution vector for an iteration. An audience’s aesthetic judgment of the music can be related to the fitness of the objective function. Just like a musical orchestra attempts to find (or play) the best music possible by improving it over time, the optimization algorithm aims to progressively find the optimal solution. Thus, the HSA is an idealized mapping from qualitative improvisation into a quantitative formulation, where musical harmony concepts are applied to an optimization process.

#### C. Representative Simulations for Demand Response in Home Energy Management Systems

Some simulation results are now provided to demonstrate the performance of the optimization algorithms GA and HSA. As the household loads, the eight appliances listed in Table I are investigated with the given power ratings and operating time periods. Since the uninterruptible appliances cannot be shifted after they start operating, the HEMS schedules the operation of the iron after the washing machine. Interruptible appliances, on the other hand, are scheduled based on the pricing signal in any time period. The energy consumption of the household appliances for one day (starting from 12 am to 12 am in the

### TABLE I: Home appliance characteristics: Type, Power Rating (PR) and Operating time (OT)

| Appliance         | Type             | PR (kWh) | OT (h) |
|-------------------|------------------|----------|--------|
| Ceiling fan       | fixed            | 0.075    | 14     |
| Lamp              | fixed            | 0.1      | 13     |
| TV                | fixed            | 0.48     | 7      |
| Oven              | fixed            | 2.3      | 6      |
| Washing machine   | flex (Uninterruptible) | 0.7 | 8      |
| Iron              | flex (Uninterruptible) | 1.8 | 7      |
| Air conditioner   | flex (Interruptible) | 1.44 | 10     |
| Water heater      | flex (Interruptible) | 4.45 | 8      |
(a) Electricity costs in summer season

(b) Electricity costs in winter season

Fig. 3: Electricity costs per hour under the time of use pricing scheme for a day each in the summer and winter seasons without and with the two heuristic algorithms, genetic algorithm (GA) and harmony search algorithm (HSA).

The TOU pricing tariffs for the summer (May 1 to October 31, 2019) and winter (November 1, 2018 to April 30, 2019) seasons are taken from [24].

Figure 3 presents a comparison of the electricity costs for three cases—"Without HEMS", and with GA-HEMS and HSA-HEMS—in summer and winter seasons. The deployment of HSA-HEMS and GA-HEMS led to lower total costs as compared to the "Without HEMS" case. The energy cost was highest in the "Without HEMS" case, because most of the energy was used either in the peak or mid-peak time. Between the two algorithms, HSA-HEMS reduced the cost by 43.55% and 11.91% in the summer and winter seasons, respectively, while GA-HEMS reduced by 23.37% and 18.91%, respectively.

IV. CYBERATTACKS

In a smart grid, the real-time exchange of information, especially data collected from smart meters, electricity pricing markets, and utility companies, requires a secure and protective layer of the communication channel [25]. However, the complex structure of the smart grid and the proliferation of smart devices makes it vulnerable to cyberattacks. A typical cyberattack in a smart grid is the injection of false data into the system to distort the energy demand, grid network states, and electricity pricing signals [26], [27].

A. How Cyberattacks Work

Tan et al. [28] studied the impact of security threats on a real time pricing system, which could destabilize the electricity market or even cause severe failures. They delineated defensive measures against two classes of data integrity attacks: scaling (the meter reads an amplified version of the actual prices) and delaying (the meter uses old prices). In [29], the authors systemically examined the arbitrary injection of pricing (data) signals and proposed countermeasures based on a cumulative sum control chart (CUSUM) technique to identify the attacks. The injection of false data creates a disparity between the generated and consumed power, which subsequently leads to two major problems: (i) instability of the entire system, and (ii) increase in the operational costs by the addition of forged data to the electricity market [30]–[32].

Figure 4 depicts possible cyberattacks on a cyber physical system comprising the communication infrastructure of various components associated with a smart grid connected to an end-user household. The utility collects information related to the energy demand (generation, consumption, and price) through the AMI and transmits this information to the smart meters and end users through an IoT or WiFi network.

The hierarchical communication infrastructure shown above is exposed to three kinds of cyberattacks [32]. First, an adversary can attack the utility main system (computer devices) and change the pricing curve. Subsequently, this information is sent to the end users, and based on the fake price, the HEMS schedules their loads. Secondly, an attacker can directly attack smart meters at or near the end-user household and tamper with the received (or transmitted) data. An adversary can also attack any access point in the WiFi network, create a (fake) access point, and send false pricing data to the smart meter.
B. Cyberattack Scenario

Consider an HEMS that employs HS algorithms to perform DR-based optimization based on the received price signals. As discussed in [29], a smart meter or other receivers can often be hacked with minimum effort due to the lack of security measures. Let us examine a scenario where an attacker has the resources to hack into a smart meter and inject corrupted (price) information. The cyberattacker aims to mislead the heuristics to induce a higher electricity bill or peak demand by modifying the peak prices arbitrarily, which increases the mismatch between the generated energy and the energy demand. For example, in the case of TOU tariffs in winter, the peak time prices of 20.8 cent/kWh occur from 7 am to 11 am and from 6 pm to 8 am [23]. The attacker can now alter these peak prices either by shifting them to the off-peak time or by simply directly lowering the prices, which, in turn, increases/decreases the electricity bill.

In such a scenario, how do the designed models using GA and HSA algorithms react when the system is attacked and forged pricing information is injected? To analyze this, assume that the adversary particularly targets the peak prices of the energy demand, i.e., from 7 am to 11 am and from 6 am to 8 am. Figure 5a presents the electricity costs for a day in winter after a cyberattack has occurred. The GA-HEMS and HSA-HEMS attempt to schedule the energy consumption as before, but the electricity costs naturally increase. However, this increase is not very high. The GA increases the cost by 0.15% as compared to the optimal cost achieved earlier without the cyberattack, whereas the HSA increases the cost by 1.8%.

The resilience of any algorithm against cyberattacks can be characterized by measuring how much the forged pricing data affects the performance of the considered system metrics (here, electricity costs) in the designed scenario. A simple way to measure the resilience is by using a resilience index (RI) as follows:

\[
RI = 100 - \left( \frac{|C_A - C_O|}{C_O} \right) \times 100 \quad (1)
\]

Here, \(C_A\) and \(C_O\) represent the total electricity cost when the system is under attack and otherwise, respectively. In both cases, the total cost is optimized using the HEMS. Thus, the RI gives a measure of accuracy of the heuristic algorithm against cyberattacks. \(RI \in [-\infty, 100]\). \(RI = 100\%\) means that the algorithm is extremely resilient (\(C_A = C_O\)). As the amount of deviation from the optimal cost increases, \(RI\) decreases from the maximum of 100%. \(RI\) becomes negative when \(C_A > 2C_O\). Negative \(RI\) means that the algorithm’s performance is poor; the new cost is more than twice the actual cost.

Figure 5a presents the RI for the designed model for a day. GA-HEMS maintains a good and somewhat constant RI across the day, whereas the HSA has poor RI some times. Further, the overall RI for GA and HSA for the entire day was 99.8% and 97.8%, respectively. Thus, even though the cyberattacker attempts to mislead the designed heuristic approaches with fake price information, both the designed algorithms perform robustly against these attacks, providing a similar performance to the case without active management.

V. CONCLUSIONS: CYBERATTACKS AND FUTURE POWER SYSTEMS

Modern power systems (MPSs) have added flexibility and coordination by utilizing information and communication technologies (ICT) and AMI. MPSs have now gradually transitioned into a complex cyber-physical energy system (CPES). The cyber layer has not only made it possible for MPSs to become more responsive to faults and other systemic problems but also to co-ordinate production and load energy by reacting faster and smarter to changes. Moreover, individual households are empowered to install HEMS to manage their own production and load as well as interactions with the power system. The efficient transformation of an MPS into a CPES is doubly important today because global climate-change issues have made it necessary to integrate large amounts of RES into the power system.

However, this transformation comes with a price: vulnerability to cyberattacks. MPS control and operations are more visible to external actors, and the strong interactions between the cyber-physical layers in CPES increase the MPS’s vulnerability to cyberattacks. Moreover, power electronic converters, which are key enablers for integrating RES into MPSs, are typically controlled by employing a hierarchical three-stage structure, namely, primary, secondary and tertiary layers. This means that
the MPSs have additional vulnerabilities and possible attack points in different layers of the system. A cyberattacker can take advantage of any software flaws or failures in any layer of the CPES and create harmful disturbances in the system.

How an MPS will deal with such cyberattacks in the future will be critical to ensure its stability and performance. Advanced and resilient technologies and mitigation measures have to be developed and implemented at every level. Hierarchical stages in MPSs enforce different timescales of operation, giving great flexibility to design mitigation techniques against cyberattacks. At the same time, these measures can also be cheated, if the attacker has access to multiple points to design coordinated attacks [35]. Data-driven techniques are a computationally viable platform to identify such anomalies. Robust and resilient control strategies using watermarking [34] and state observers [35] could be smartly employed to infiltrate such cyber attacks in the primary and secondary control layer by guaranteeing faster action.

For researchers and industry practitioners, the development of countermeasures to mitigate the impacts of cyberattacks, including financial losses, privacy invasions, data losses, etc., is a fascinating and highly relevant area of investigation today. After all, a safe and secure electrical power system is an important part of a safe and secure society.
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