Harnessing non-adiabatic excitations promoted by a quantum critical point
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Crossing a quantum critical point in finite time challenges the adiabatic condition due to the closing of the energy gap, which ultimately results in the formation of excitations. Such non-adiabatic excitations are typically deemed detrimental in many scenarios, and consequently several strategies have been put forward to circumvent their formation. Here, however, we show how these non-adiabatic excitations – originated from the failure to meet the adiabatic condition due to the presence of a quantum critical point – can be controlled and thus harnessed to perform certain tasks advantageously. We focus on closed cycles reaching the quantum critical point of fully-connected models analyzing two examples. First, a quantum battery that is loaded by approaching a quantum critical point, whose stored and extractable work increases exponentially via repeating cycles. Second, a scheme for the fast preparation of spin squeezed states containing multipartite entanglement that offer a metrological advantage. The corresponding figure of merit in both cases crucially depends on universal critical exponents and the scaling of the protocol driving the system in the vicinity of the transition. Our results highlight the rich interplay between quantum thermodynamics and metrology with critical nonequilibrium dynamics.

Introduction.— Nonequilibrium dynamics triggered by a quantum phase transition (QPT) is one of the most fascinating aspects in the area of quantum many-body systems [1, 2]. The understanding of nonequilibrium scaling behavior near a quantum critical point has attracted significant attention in condensed matter and statistical physics [1–4]. The ongoing theoretical efforts are benefiting from the extraordinary experimental progress made during the last decades in ultracold atomic and molecular gases, trapped ions and solid state systems, where quantum many-body systems can now be realized and controlled to a very high degree of isolation [5–12]. These advances are opening exciting new directions aiming at exploiting and harnessing quantum effects to perform different tasks [13, 14], for instance in the fields of quantum computation and information processing [15, 16], quantum sensing [17, 18] and quantum thermodynamics [19, 20]. In this regard, a finite-time modulation of a control parameter in a quantum system may be essential to carry out the desired goal as, for example, in quantum thermodynamic engines [21, 22] or in quantum annealing and adiabatic quantum computation [23]. However, a finite-time evolution may entail non-adiabatic excitations, which are typically detrimental to the performance and, therefore, different strategies have been proposed to circumvent their formation [24–28]. This is particularly relevant when the evolution traverses or reaches a QPT, since the vanishing energy gap at the critical point leads to the breakdown of the adiabatic condition [29], and the formation of excitations, as described within the Kibble-Zurek mechanism [4, 30–32].

Among the distinct directions within the flourishing field of quantum thermodynamics [19, 20], quantum many-body systems acting as working medium of heat engines or as quantum batteries are attracting considerable attention in the quest to enhance thermodynamic performance thanks to quantum effects [33–43]. Yet, the resulting non-adiabatic excitations due to existence of a critical point can impair their performance [44]. Hence, underpinning scenarios where the existence of a QPT can be advantageous is of primarily importance to devise strategies to scale up quantum machines and disclose new settings to achieve quantum enhancement.

Conversely, it is well-known that the ground state at a QPT can serve as a resource for quantum information processing tasks [45–47] due their large degree of entanglement, which can also be beneficial in quantum metrology [43, 48–52] and quantum thermometry [53]. Nevertheless, the preparation of such critical ground states is challenged by the breakdown of the adiabatic condition, and thus either long evolution times and/or sophisticated protocols are typically required to exploit their critical features. In this manner, new strategies capable of yielding resourceful quantum states while minimizing the time and complex protocols are very desirable.

In this Letter, we tackle these problems and show that non-adiabatic excitations, formed as a consequence of the vanishing energy gap at a critical point, can be harnessed and controlled in critical fully-connected models featuring a QPT [54], whose effective description reduces to a driven quantum harmonic oscillator, such as the quantum Rabi model [55–57] or Lipkin-Meshkov-Glick (LMG) model [58–60], among others. We consider closed cycles in these systems reaching the critical point, and show the advantage that such non-adiabatic excitations entail for two different scenarios.

On the one hand, promoting excitations in a critical system can be considered as a resource to produce and store work. Besides a full characterization of the accumulated work and fluctuations thereof, we demonstrate that the consecutive repetition of M cycles can lead to an exponential increase of the stored and extractable work from such quantum critical battery. On the other hand, we show how to harness these non-adiabatic excitations to yield a large degree of spin squeezing in the LMG model, which describes the long-range interaction of N spin-1/2 particles. We show that such spin squeezed states contain multipartite entanglement and are therefore useful for quantum metrology tasks [18, 49]. Owing to the inherently non-adiabatic nature of the protocol, such states are ob-
tained in a fast fashion. Our results, which can be readily applied to different experimental platforms, highlight the rich interplay between quantum thermodynamics, quantum metrology and critical nonequilibrium dynamics.

**Preliminaries.**—We shall start our analysis considering a driven quantum harmonic oscillator ($\hbar = 1$),

$$H(t) = \omega a^\dagger a - \frac{g^2(t)}{4} (a + a^\dagger)^2$$  \hspace{1cm} (1)

which effectively captures the critical features of different fully-connected models such as the LMG model [58–60], the critical quantum Rabi model and related systems displaying a superradiant phase transition [55, 56, 61–65], as well as different realizations of Bose–Einstein condensates [66–69]. It is worth mentioning that these models have been realized experimentally [11, 66–70]. The Hamiltonian of Eq. (1) is a valid description of these models for $|g| \leq g_c = 1$, where $g_c$ denotes the critical point at which the energy gap $\epsilon(g) = \omega \sqrt{1 - g^2}$ vanishes as $\epsilon(g) \approx |g - g_c|^\gamma$ with $\gamma = 1/2$ dependent on the critical exponents of the QPT [3]. The harmonic oscillator is described in terms of the standard creation and annihilation operators, $[a, a^\dagger] = 1$, and is driven according to a cyclic transformation reaching the critical point $g_c$. In particular, the time-dependent protocol reads as

$$g(t) = \begin{cases} g_c \left(1 - \frac{(\tau - t')^\gamma}{\tau^\gamma} \right) & 0 \leq t \leq \tau, \\ g_c \left(1 - \frac{t - \tau'}{\tau - \tau'} \right) & \tau < t \leq 2\tau \end{cases}$$  \hspace{1cm} (2)

where we have assumed, without loss of generality, that $g(0) = g(2\tau) = 0$. The nonlinear exponent $r > 0$ controls how the system approaches the critical region [71], namely, $|g_c - g(t)| \propto |t - \tau'|^r$, and the rate at which the system is driven, $|g(t)| = 2g_c r_t |t - \tau'|^{-r-1} t^{-\gamma}$ (cf. Fig. 1).

Under these general considerations, one can show that the evolved state of the system at time $t$ reads $|\psi(t)\rangle = e^{\mathcal{U}(t)}|0\rangle$ where $|0\rangle$ is the initial state and the parameter $b(t)$ changes according to the equation of motion [72]

$$\dot{b}(t) = -i\omega \left(2b(t) - \frac{g^2(t)}{4} (1 + 2b(t))^2 \right),$$  \hspace{1cm} (3)

with $b(0) = 0$. Hence, the state $|\psi(t)\rangle$ is simply a squeezed state (up to an irrelevant global phase), $|\psi(t)\rangle = S(s)|0\rangle$ with $|s| = \text{artanh}(2|b(t)|)$ and $S(s) = e^{i\omega s^2/2} e^{-s^2/2}$ the squeezing operator [72–75]. By setting $b(t) = 0$ one recovers the ground state squeezing of Eq. (1), that is, $|s| = -\log(1 - g^2)/4$ [55].

As a consequence of the breakdown of the adiabatic condition due to a vanishing energy gap $\epsilon(g_c) = 0$ [29], the initial state is never retrieved upon a slow cycle, regardless of how slow it is performed, that is, independently of how large $\omega \tau$ is [72, 76]. In particular, the resulting final state after one cycle for $\omega \tau \gtrsim 1$ acquires a squeezing [72]

$$|s| = \text{arccosh}\left(\csc\left(\frac{\pi}{2 + 2\sqrt{r\tau}}\right)\right),$$  \hspace{1cm} (4)

that solely depends on the critical exponents $\gamma$ and the nonlinear exponent $r$. Moreover, since non-adiabatic excitations are formed in the vicinity of the critical point, only the nonlinear behavior of $g(t)$ close to $g_c$ is relevant [77].

**Quantum critical battery.**—Let us consider a driven quantum harmonic oscillator as a quantum battery, which is loaded via the controllable creation of non-adiabatic excitations boosted at the quantum critical point. Through the cyclic transformation in Eq. (2) we leave the battery in a state $\rho = |\psi(2\tau)\rangle\langle\psi(2\tau)|$ and stored a certain amount of work $\langle W \rangle$. Then, the maximum extractable work from the battery in a state $\rho$ under any cyclic unitary transformation is given by the so-called ergotropy [78, 79], given by $\Delta E = \sum_n e_n (\rho_{nn} - r_n)$ where $H = \sum_n e_n |n\rangle\langle n|$ with $e_n = \omega_2 n\omega$ in our case, and the state is $\rho = \sum_n r_n |n\rangle\langle n|$ with $r_n$ the eigenvalues of $\rho$ sorted in descending order, and $|r_n|$ the corresponding eigenstate, and $\rho_{nn} = \sum_{r} r_{rr} |r_n| r_{rr}^2$.

Upon completion of the protocol, the work performed on the battery follows a probability distribution given by $P(W) = \sum_n |c_n|^2 \delta(W - n\omega)$, where $c_n = \langle n|\psi(2\tau)\rangle$. Since $\langle \psi(2\tau)| = S(s)|0\rangle$ only even Fock states are populated, and thus energy is transferred to the battery in units of $2n\omega$ with $n = 0, 1, \ldots$. In addition, it is worth mentioning that $P(W)$ acquires a non-Gaussian profile. Since the amount of squeezing can be controlled by shaping the protocol $g(t)$, i.e., tuning the nonlinear exponent $r$, so are the average work and its variance, whose expressions are given by $\langle W \rangle = \omega \sin^2(|s|) = \omega \tan^{-2}(\pi/(2 + 2\sqrt{r})$ and $\Delta^2 W = \langle W^2 \rangle - \langle W \rangle^2 = 2\omega^2 \cos^2(\pi/(2 + 2\sqrt{r}) \sin^{-4}(\pi/(2 + 2\sqrt{r}))$, respectively. Moreover, the ergotropy equals the stored work, $\Delta E = \langle W \rangle$ [72]. In particular, the fluctuations of the work distribution, are given by

$$\frac{\Delta W}{\langle W \rangle} = \sqrt{2} \cos^{-1}(\pi/(2 + 2\sqrt{r})).$$  \hspace{1cm} (5)

The fluctuations are dominant for $\gamma r \ll 1$, where $\Delta W/\langle W \rangle \sim 2^{1/2}(\gamma r \pi)^{-1}$, while they become constant in the opposite limit,
The resulting work distribution and fluctuations are illustrated in Fig. 2(a) and (b), respectively, which shows the work probability distribution $P(W)$ for $\omega \tau = 10^2$ and $r = 4$. The resulting work distribution and fluctuations are illustrated in Fig. 2(a) and (b), respectively, which clearly shows how $\Delta W$ and $\langle W \rangle$ match the theoretical prediction (solid line), cf. Eq. (5), as shown in panel (b) for $\omega \tau = 10^2$. The dashed lines are guides to the eye for the asymptotic behavior, $\Delta W(W) \sim 2^{1/2}$ for $z \tau \gg 1$, and $2^{1/2}/(z \tau \omega)$ for $z \tau \ll 1$. As illustrated in (c), repeating $M$ cycles can lead to an amplification of the squeezing parameter $|s|_M \approx |s|$. This in turn implies an exponential increase of the stored and extractable work (cf. Eq. (6)). The square and diamond points in (c) and (d) show the decoherence effect on the battery. See main text for further details.

$\Delta W(\langle W \rangle) \sim 2^{1/2}$. The resulting work distribution and fluctuations are illustrated in Fig. 2(a) and (b), respectively, which clearly shows how $\Delta W$ and $\langle W \rangle$, and thus $\dot{E}_M$, can be controlled by tailoring the nonlinear protocol. Note that the results plotted in Fig. 2(a) and (b) are independent of the specific duration $\tau$ provided $\omega \tau \gg 1$, i.e., excluding the regime of sudden quenches, which leave the state trivially unaltered.

So far we have focused on the realization of a single cycle. Yet, performing $M$ cycles can significantly boost the generated squeezing, and consequently the stored and extractable work beyond the linear scenario, $\langle W \rangle_M \gg \langle W \rangle_1$ and $\dot{E}_M \gg ME_1$. Indeed, the state after $M$ cycles under $g(t)$ can result in a $M$-fold squeezing, i.e., $|s|_M = M|s|$ with $|s|$ given in Eq. (4). The total duration is then equal to $2M\tau$ and $g(2M\tau + t) \equiv g(t)$ with $m = 0, 1, \ldots, M - 1$. Remarkably, such proportional increase in $|s|_M$ translates into an exponential rise of the stored and extractable work [72],

$$\frac{\langle W \rangle_M}{\langle W \rangle_1} = \frac{\dot{E}_M}{\dot{E}_1} \sim e^{(2M-2)|s|},$$

while the fluctuations enter the constant regime, $\Delta W_M/\langle W \rangle_M \sim 2^{1/2}$. This is reported in Fig. 2(c) and (d). The solid points show the numerically-computed squeezing after the $M$th cycle, which follows well the predicted value $|s|_M = M|s|$. In this manner, the stored work $\langle W \rangle_M$ and $\dot{E}_M$ grows exponentially with $M$, as exemplified in Fig. 2(d) for $r = 1$ and $\omega \tau = 10$. Similar results can be found for other choices of $r$ and $\omega \tau$.

At this moment, a note is in order. Although for $M = 1$ the amount of squeezing is $r$-independent (cf. Eq (4)), its phase naturally depends on the total evolution time. This accumulated phase becomes however relevant when $M > 1$. As in any quantum engine or battery involving several cycles, the performance becomes phase sensitive [80, 81]. In our case, we find that constructive interference of the accumulated phase leads to a sustained squeezing amplification across $M$ cycles when $\arg(b(2n\tau)) = (2n + 1)\pi/2$ with $n = 0, 1$ and $m = 1, 2, \ldots, M$ [72]. To the contrary, if $\arg(b(2\tau)) = 2\pi n$ with $n = 0, 1$, the subsequent cycle ($M = 2$) counteracts leading to a suppression of squeezing so that $|s|_M \approx |s|$ and $|s|_M \ll |s|$. In particular, we find $\arg(b(2\tau)) = \mod(1 + \omega \tau)/2, 2\pi n)$ for $r = 1$ so that $\omega \tau = 10$ leads to $\pi/2$ and holds for increasing $M$. This case corresponds to Fig. 2(c) and (d) (see [72] for further details). Finally, we comment that decoherence impairs the performance, although an exponential advantage can still be achieved if $2\kappa \ll 1$ where $\kappa$ denotes the noise rate (cf. Fig. 2(c) and (d)). For that, we consider a $T = 0$ reservoir interacting with the system in a standard Lindblad form [82], $\rho = -i[H(t), \rho] + \kappa/2(a^2\rho - \rho) - \kappa/2(\rho a^2 - a^2 \rho)$ (see [72] for details).

Spin squeezing and metrological gain.—Let us now consider $N$ spin-1/2 particles collectively coupled and interacting as described by the LMG Hamiltonian [58], which can be written as

$$H_{LMG}(t) = -\omega J_z \sum_{i=1}^{N} \sigma_i^z + \frac{\gamma}{N} \sum_{i=1}^{N} \sigma_i^2,$$

where the pseudo-spin operators are defined as $J_z = \frac{1}{2} \sum_{i=1}^{N} \sigma_i^z$ for $\alpha \in \{x, y, z\}$, where $\sigma_i^{\alpha}$ refer to the Pauli matrices for the $i$th spin. Since $[J^2, H_{LMG}] = 0$, one can restrict to the highest pseudo-spin subspace, where the dimension of the Hilbert space grows linearly with $N$.

In the thermodynamic limit, $N \to \infty$, the LMG exhibits a QPT at $g_c = 1$ [59, 60]. In this limit, the LMG can be effectively described by a single bosonic mode. This is achieved by performing the Holstein-Primakoff transformation, $J_z = \sqrt{1 - a^2} a$ and $J_x = \sqrt{1 - a^2} a^2$, and $J_y = (J_x + J_y)/\sqrt{2}$. Taking the $N \to \infty$ limit, $H_{LMG}$ reduces to Eq. (1) up to a constant energy shift, and therefore $\gamma = 1/2$ [59, 60]. Thus, the bosonic squeezed state $S(s)|0\rangle$ translates into a spin squeezing of the form

$$|\xi\rangle = S_{spin}(\xi)|J, m_J = J\rangle$$

where $S_{spin}(\xi) = e^{i\xi^2/2 - \xi^2/2}$ corresponds to the spin squeezing operator. From the previous considerations, one can immediately see that $|\xi\rangle = |s|/N$ in the thermodynamic limit, with $|s|$ given in Eq. (4). On the one hand, as the system size increases $N \to \infty$, i.e., as finite-size effects become negligible, the evolved state upon a cycle $g(t)$, $|\psi(2\tau)\rangle = U(2\tau)|J, m_J = J\rangle = U(t)|J, m_J = J\rangle$ with $U(t) = T e^{-i \int_0^{2\tau} dt H_{LMG}(t)}$, becomes closer to $|\xi\rangle$ with $|\xi\rangle = |s|/N$.

On the other hand, since the energy gap $\epsilon(g_c)$ of $H_{LMG}$ is non-zero for any finite $N$, the duration of the protocol $\tau$ must
be such that the dynamics lie in the quasidiabatic regime. That is, \( \omega \tau \geq 1 \) as aforementioned (to exclude sudden quench dynamics), together with \( \epsilon(g_x) \tau \leq 1 \), which prevents true adiabatic cycles in a finite system. Since \( \epsilon(g_x) \propto N^{-z} \) with \( z = 1/3 \) [83, 84], it follows that \( 1 \leq \omega \tau \leq N^{1/3} \). In addition, it is worth mentioning that for half a cycle, i.e. for a ramp toward the critical point, Kibble-Zurek scaling laws emerge in this driving regime [55, 57, 85, 86], which further highlights that non-adiabatic excitations are caused due to the existence of a critical point.

In order to exemplify the generation of spin squeezed states via a cyclic protocol \( g(t) \), we compute the state of the form in Eq. (8) which maximizes \( F_{\xi} = \langle \xi|p|\xi \rangle \) for different system sizes \( N \) and where \( \rho \) denotes the state after the cycle according to \( \rho = -i[H_{\text{LMG}}(t), \rho] + \kappa/2(J_i, \rho J_i) - \{J_s, J_s, \rho\} \). For \( \kappa = 0 \), the resulting parameter \( |\xi| \) closely follows the expected relation \( |\xi| = |s|/N \), as illustrated in Fig. 3(a) for \( \omega \tau = 2 \) and \( r = 2 \), which also holds for reasonably small noise rates \( \tau k \sqrt{N} \leq 10^{-2} \). Moreover, the fidelity \( F_{\xi} \rightarrow 1 \) as \( N \rightarrow \infty \), which is shown in Fig. 3(b). For \( N = 10^3 \) we find already \( F_{\xi} \approx 0.9999 \), which corroborates the ability to generate spin squeezing by harnessing controllable non-adiabatic excitations generated by a QPT. Note that slower cycles impair the generation of spin squeezing [72].

Such spin squeezed states may contain multipartite entanglement shared by its \( N \) spins and thus, they may offer a metrological advantage for sub shot-noise phase sensitivity. In order to quantify such advantage, we rely on the quantity \( \chi_{\min}^2 \) related to the quantum Fisher information [49], which witnesses multipartite entanglement and metrological advantage (sub shot-noise sensitivity) when \( \chi_{\min}^2 < 1 \), and reads

\[
\chi_{\min}^2 = \min_{\vec{\rho}} \frac{N}{4(\Delta R_{\hat{\eta}})^2},
\]

with the operator \( R_{\hat{\eta}} \) defined as \( [R_{\hat{\eta}}, \rho] = i[J_{\hat{\eta}}, \rho] \), \( (\Delta R_{\hat{\eta}})^2 = \langle R_{\hat{\eta}} \rangle^2 - \langle R_{\hat{\eta}} \rangle^2 \) its variance on the state \( \rho \) and \( J_{\hat{\eta}} = (J, \sin \theta \cos \phi, J, \sin \theta \sin \phi, J, \cos \theta) \) being the pseudo-spin operator in an arbitrary direction \( \hat{\eta} \). Note that \( \Delta R_{\hat{\eta}} = \Delta J_{\hat{\eta}} \) for a pure state \( \rho \). From Eq. (8) it is clear that \( \chi_{\min}^2 \) is achieved when \( \theta = \pi/2 \), while the angle \( \phi \) in the \( xy \)-plane depends on the phase of \( \epsilon \). We compute \( \chi_{\min}^2 \) minimizing over any possible pair of angles \( \{\theta, \phi\} \) for each state in Fig. 3(a) and find that the produced states always contain multipartite entanglement, provided \( \tau k \sqrt{N} \leq 1 \), and are thus useful for sub shot-noise sensitivity since \( \chi_{\min}^2 < 1 \). Moreover, as shown above in the bosonic case, realizing more cycles may lead to more squeezing. In this context, this is reflected in a reduction of \( \chi_{\min}^2 \), as shown in Fig. 3(c), where \( \chi_{\min}^2 \approx 0.05 \) after \( M = 3 \) cycles for \( N = 10^3 \) spins. However, further cycles do not improve significantly \( \chi_{\min}^2 \). In order to illustrate the features of the resulting spin state, we show as an example the Wigner function \( \mathcal{W}(\theta, \phi) \) for \( N = 14 \) spins upon \( M = 3 \) cycles, which is calculated following the standard procedure [72, 87], while the examples for \( M = 1 \) and 2 are provided in [72].

Conclusions.—In this Letter, we have investigated the production of non-adiabatic excitations as a result of cyclic protocols reaching a quantum critical point, showing how they can be controlled and thus harnessed. In particular, we have focused on critical fully-connected models, whose effective description reduces to a driven quantum harmonic oscillator. As a result of the breakdown of the adiabatic condition, the amount of non-adiabatic excitations depends solely on the critical exponents and the shape of the protocol close to the QPT. These non-adiabatic excitations produce squeezing in the initially-prepared ground state.

We first considered an effective model, namely, a quantum harmonic oscillator as a quantum battery, where work is performed through the cyclic driving, whose average value and fluctuations obey simple relations and are dictated by the non-linear form of the protocol in the vicinity of the critical point, as well as the maximum extractable work. Interestingly, we showed that the realization of \( M \) consecutive cycles can yield an exponential increase of the stored and extractable work.

As a second example, we considered a system made of \( N \) spin-1/2 particles interacting according to the LMG model, which reduces to an effective quantum harmonic oscillator model in the thermodynamic limit. We showed that non-adiabatic excitations translate into spin squeezing. In this
manner, by performing a quasidiabatic cycle toward the critical point, one generates spin squeezing in a controllable fashion. Moreover, such spin squeezed states contain multipartite entanglement and are therefore useful for sub shot-noise phase sensitivity.

Finally, since different and experimentally realizable fully-connected quantum many-body systems can be effectively described in terms of a quantum harmonic oscillator [11, 66–70], our findings are relevant to distinct platforms. Our results will motivate further research in the exciting arena of nonequilibrium phenomena and critical dynamics with applications in quantum thermodynamics and quantum metrology.
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I. DETAILS FOR THE DYNAMICS OF THE QUANTUM CRITICAL HARMONIC OSCILLATOR

Here we provide more details of the derivation for the critical dynamics summarized in the main text. Let us consider the driven quantum harmonic oscillator,

$$H(t) = \omega a^\dagger a - \frac{g^2(t)}{4}(a + a^\dagger)^2,$$

following a general nonlinear cycle $g(t)$. We can exploit the quadratic nature of the Hamiltonian and solve the Schrödinger equation for the evolution operator, $U(t) = -iH(t)U(t)$. In particular, neglecting an irrelevant global phase, the equation of motion for $U(t)$ reads as

$$\dot{U}(t) = -i\omega \left(1 - \frac{g^2(t)}{2}\right) a a^\dagger - \frac{g^2(t)}{4} (a^2 + (a^\dagger)^2) U(t),$$

(S2)

Using the coherent state representation, $|\alpha\rangle = D(\alpha)|0\rangle$ where $D(\alpha)$ is the displacement operator, we introduce $U_\alpha(t) = \langle \alpha | U(t) | \alpha \rangle$ so that

$$U_\alpha(t) = -i\omega \left(1 - \frac{g^2(t)}{2}\right) \alpha^\dagger (\alpha + \partial_\alpha) - \frac{g^2(t)}{4} ((\alpha + \partial_\alpha)^2 + (\alpha^\dagger)^2) U_\alpha(t),$$

(S3)

which suggests a solution of the form of

$$U_\alpha(t) = \exp \left[ k(t) + b(t) \alpha^\dagger \alpha + c(t) \alpha^\dagger + d(t) \alpha^2 \right].$$

(S4)

The equations of motion for the coefficients $k(t)$, $b(t)$, $c(t)$ and $d(t)$ follow from Eq. (S2). In particular, $b(t)$ is decoupled from the rest

$$b(t) = -i\omega \left(-\frac{g^2(t)}{4} + 2 \left(1 - \frac{g^2(t)}{2}\right) b(t) - g^2(t)b^2(t)\right),$$

(S5)

which can be recast as Eq. (3) in the main text. Hence, we can express the operator $U_\alpha(t)$ in its original form by replacing $\alpha$ and $\alpha^\dagger$ by $a$ and $a^\dagger$ requiring normal ordering,

$$U(t) = e^{k(t)} e^{b(t) \alpha^\dagger} N[e^{c(t) \alpha^\dagger} e^{d(t) \alpha^2}].$$

(S6)

Note that $e^{k(t)}$ is just a constant prefactor that ensures that the state is normalized. In particular, $k(t)$ obeys $\dot{k}(t) = i\omega g^2(t)b(t)/2$. In this manner, an evolved state under the protocol $g(t)$ is given by

$$|\psi(t)\rangle = U(t) |\psi(0)\rangle,$$

(S7)

where we have assumed $t = 0$ as initial time. It is easy to see now that if the initial state is the vacuum, $|\psi(0)\rangle = |0\rangle$, then

$$|\psi(t)\rangle = e^{k(t)} e^{b(t) \alpha^\dagger^2} |0\rangle \propto e^{b(t) \alpha^2} |0\rangle,$$

(S8)

up to an irrelevant global phase and with initial condition $b(0) = 0$ in Eq. (S5).

We further note that the squeezing operator $S(s) = e^{sa^\dagger^2/2 - (a'^2)^2 s^2/2}$ can be split in a standard way as [S1, S2]

$$S(s) = \exp \left[ \frac{1}{2} (e^{\omega} \tanh |s|) (a'^2)^2 \right] \exp \left[ - \left(\log(cosh |s|)(a'^2 + 1/2) \right) \right] \exp \left[ \frac{1}{2} (e^{\omega} \tanh |s|) a^2 \right],$$

(S9)
which immediately leads to the identification

\[ |s| = \text{artanh}(2|b(t)|) \quad \text{and} \quad \theta = \text{arg}(b(t)). \]  

(S10)

Clearly, it also follows that \(|b(0)| = (\cosh(|s|))^{-1/2}\) with \(|s|\) as given in Eq. (S10).

On the other hand, the dynamics of a driven quantum harmonic oscillator (Eq. (S1) or Eq. (1) in the main text) can be solved using the so-called Ermakov equation [S3–S5],

\[ \ddot{\xi}(t) = -\frac{1}{4\xi^3(t)} - \omega^2(t)\xi(t), \]  

(S12)

with \(\xi(0) = (2\omega(t))^{-1/2}\) and \(\omega^2(t) = \omega^2(1 - g^2(t))\). Following the recent development by N. Defenu [S6], one can find an exact solution for this problem in the long-time limit which unveils the breakdown of the adiabatic condition. In particular, the overlap of the evolved state upon a cycle with a nonlinear protocol \(g(t)\) is given by

\[ \lim_{\tau \to \infty} |\langle 0 | S(s) | 0 \rangle|^2 = \sin\left(\frac{\pi}{2 + 2\nu r}\right), \]  

(S13)

which holds approximately for finite \(\tau\) provided \(\omega \tau \gtrsim 1\) (i.e. so that excitations are mainly caused in the vicinity of the critical point and excluding the sudden quench limit, \(\tau \to 0\), which leaves trivially unaltered the initial state).

Note that \(|\langle 0 | S(s) | 0 \rangle|^2 = \cosh^{-1}(|s|)\), and thus combining Eqs. (S10) and (S13), we finally obtain

\[ |s| = \text{arcosh}\left(\csc\left(\frac{\pi}{2 + 2\nu r}\right)\right), \]  

(S14)

or equivalently,

\[ |b(2\tau)| = \frac{1}{2} \cos\left(\frac{\pi}{2 + 2\nu r}\right), \]  

(S15)

where the approximate character of the previous expression refers to small deviations due to a finite time \(\tau\). See Fig. S1 for examples of the squeezing parameter \(\text{artanh}(2|b(t)|)\) for different cycle durations \(\tau\) and distinct nonlinear protocols, \(r = 1\) and \(r = 4\) in Fig. S1(a) and (b), respectively. The numerically computed evolutions \(\text{artanh}(2|b(t)|)\) match the predicted value \(|s| = \text{arcosh}(\csc(\pi/(2 + 2\nu r)))\) to a very good approximation (cf. Eq. (S14)). This is further corroborated in Fig. S1(c) where the final squeezing \(\text{artanh}(2|b(2\tau)|)\) is plotted as a function of the nonlinear exponent \(r\), revealing a very good agreement with the theoretical prediction.

II. ANALYSIS OF DIFFERENT PROTOCOLS

As stated in the main text, the results are robust with respect to the specific shape of the protocol provided \(g(t)\) behaves in a nonlinear fashion in the vicinity of the critical point \(g_c\). That is, the actual shape of \(g(t)\) away from \(g_c\) is irrelevant and only the
FIG. S2. Panel (a) shows the protocol \( g(t) \) with \( r = 2 \), used in the main text, and two examples of the different protocol \( g_d(t) \), as given in Eq. (S16), with \( p = 1/2 \) and 3, while panel (b) corresponds to the actual dynamics of the squeezing parameter \( \text{atanh}(2|b(t)|) \) under these distinct protocols for \( \omega \tau = 10^2 \). The dashed line corresponds to \( |s| = \text{arcosh}(\csc(\pi/(2 + 2\tau))\ csc\csc(\pi/(2 + 2\tau))) = 0.8814 \) since \( r = 2 \) and \( \tau \nu = 1/2 \). Note that all converge to the same value after the cycle is completed.

Functional form close to \( g_c \) dictates the resulting squeezing \( |s| \). In order to illustrate this, we consider a different protocol \( g_d(t) \)

\[
g_d(t) = \begin{cases} 
    g_c \sin^p \left( \frac{\pi}{2} - \frac{t}{\tau} \right) & 0 \leq t \leq \tau \\
    g_c \cos^p \left( \frac{\pi}{2} - \frac{t}{\tau} \right) & \tau < t \leq 2\tau,
\end{cases}
\]

with \( p > 0 \). One can immediately verify that

\[
g_c - g_d(t) = \frac{1}{8} (\pi^2 p) \frac{|t - \tau|^2}{\tau^2} + \mathcal{O} \left( \frac{|t - \tau|^4}{\tau^4} \right).
\]

In this manner, \( g_d(t) \) behaves as \( g(t) \) with \( r = 2 \) close to \( g_c \) since \( g_c - g(t) \approx |t - \tau|^2 \) for \( |t - \tau| \ll 1 \). Hence, although the actual dynamics following \( g_d(t) \) does depend on \( p \), and will be different with respect to the one under \( g(t) \), the resulting non-adiabatic excitations, promoted in the vicinity of \( g_c \), are equivalent to those obtained following \( g(t) \) with \( r = 2 \), regardless of the specific value of \( p \). Note that this is similar to the resulting Kibble-Zurek scaling laws when nonlinear protocols are considered [S7]. This means that \( |b(2\tau)| \) matches that of \( g(t) \) with \( r = 2 \), independently of \( p \), namely, \( \text{atanh}(2|b(2\tau)|) = |s| = \text{arcosh}(\csc(\pi/(2 + 2\tau))) = 0.8814 \) since \( \tau \nu = 1/2 \). This example is plotted in Fig. S2, but we stress that the same behavior holds for other protocols.

### III. REPEATING CYCLES

Here we provide more details regarding the realization of \( M \) consecutive cycles under a nonlinear protocol reaching the quantum critical point. We first note that, while the primary cycle leads to a robust squeezing as detailed in the previous section, subsequent cycles will be susceptible to the accumulated phase during previous cycles. That is, the initial condition for the \( M + 1 \) cycle is given by \( b(2M\tau) \) resulting from completing the \( M \) cycle. Thus, depending on the complex phase, \( \Theta \equiv \arg[b(2M\tau)] \), the cycle may lead to an amplification of the total squeezing, i.e., to an increasing \( |b(2(M + 1)\tau)| \) value. Due to the complex and nonlinear nature of Eq. (S5), we rely on numerical simulations, and find that a sustained amplification can be achieved whenever \( \theta = (2n + 1)\pi/2 \) with \( n = 0, 1 \), so that \( |s|_M \approx M|s| \). On the other hand, destructive interference occurs for \( \theta = 2n\pi \) with \( n = 0, 1 \). This accumulated phase during the cycle can be expressed as \( \Theta(\tau) = \mod(-\Theta(0) - n\pi/2, 2\pi) \) where \( \Theta(\tau) = \int_0^\tau dt \epsilon(g(t)) \) and \( \epsilon(g) = \omega \sqrt{1 - g^2(t)} \). For \( r = 1 \), one finds that \( \Theta(\tau) = \pi \omega \tau/2 \) which leads to the expression given in the main text. In this manner, \( \omega \tau = 10 \) and \( r = 1 \) gives \( \theta = \pi/2 \), while \( \omega \tau = 11 \) brings the phase to \( \theta = 0 \). Note that \( \Theta(\tau) \) (and thus \( \theta \)) depends non-trivially on \( r \), e.g., for \( r = 2 \) it results in \( \Theta(\tau) = 2(2 \sqrt{2} - 1)\omega \tau/3 \).

In Fig. S3 we show the typical profile for the squeezing application of consecutive \( M \) cycles. While the primary cycle \( M = 1 \) does not depend on the duration \( \tau \), the phase \( \Theta \) is crucial to accomplish a sustained amplification of the squeezing parameter for \( M > 1 \) due to interference effects. As aforementioned, one finds \( \theta = \pi/2 \) for \( \omega \tau = 10 \) and \( r = 1 \). This case corresponds to the results plotted in Fig. 2(c) and (d) of the main text, which clearly demonstrate that \( |s|_M = M|s| \). To the contrary, if \( \omega \tau \) is such that \( \theta = 2n\pi \) after the first cycle, the following one counteracts the generated squeezing so that \( |s|_{M=2} \approx 0 \), as it can be seen in Fig. S3 (for \( \omega \tau = 11 \)). In the latter case, no amplification is achieved and the repetition of \( M \) cycles is only capable to reach a maximum squeezing given by \( |s| \) (cf. Fig. S3).
FIG. S3. Squeezing parameter after $M$ cycles. The panels show the squeezing after the cycle $M = 1, 2$ and $3$, as a function of the protocol duration $\tau$, which is given by $\text{arctanh}(2|b(2M\tau)|)$, for $r = 1$ (a) and $r = 4$ (b). While for $M = 1$ the squeezing does not depend on $\tau$, the phase gained during the cycle is relevant for further amplification, which is reflected in the oscillations for $M = 2$ and $M = 3$. For certain $\omega\tau$ the amplification can be sustained for increasing $M$ (e.g. $\omega\tau = 10$ for $r = 1$, which corresponds to the Fig. 2(c) and (d) of the main text; see also panel (c)). Dashed lines correspond to the predicted amplified squeezing, $|s|_M = M|s| = M\cosh(\csc(\pi/(2 + 2\omega\tau)))$. Panel (c) shows the resulting squeezing $|s|_M$ for different choices of $\omega\tau$ with $r = 1$, and as a function of the number of cycles $M$. For $\omega\tau = 10$ we obtain $|s|_M \approx M|s|$ (cf. Fig. 2(c) in main text), while for $\omega\tau = 11$ it results in a destructive interference, which leads to $|s|_{2M+1} \approx |s|$ (odd cycles) and $|s|_{2M} \approx 0$ (even cycles).

For $|s|_M = M|s|$, we have

$$\langle W \rangle_M = \omega \sinh^2(|s|_M) = \omega \sinh^2(M|s|),$$

and thus it is easy to see that

$$\frac{\langle W \rangle_M}{\langle W \rangle_1} = \frac{e^{2M|s|} + e^{-2M|s|} - 2}{e^{2|s|} + e^{-2|s|} - 2} \sim e^{(2M-2)|s|}.$$  

On the other hand, since the state is a squeezed vacuum state, $|\psi(t)\rangle = S(s(t))|0\rangle$, the expression for the ergotropy can be easily computed and equals the stored energy $E = \langle W \rangle$. Recall that $E = \sum_n \epsilon_n (\rho_{nn} - |c_n|^2)$ where $H = \sum_n \epsilon_n |n\rangle\langle n|$ and $\epsilon_n < \epsilon_{n+1}$, $|n\rangle$ the $n$th Fock state, and $\rho = \sum_n r_n |n\rangle\langle n|$ with $r_n \geq r_{n+1}$, and $\rho_{nn} = \sum_{n'} r_{n'} (r_{n'}|n\rangle)^2$. In our case $\epsilon_n = n\omega$, while $r_0 = 1$ ($r_{n+1} = 0$), $|r_0\rangle = S(s)|0\rangle$, and therefore $|\langle r_0|2n\rangle|^2 = \cosh^{-1}(|s|)(\sinh^2(|s|)(2n+1)^2)/(2n+1)^2$, together with $|\langle r_0|2n+1\rangle|^2 = 0$. In this manner, the ergotropy takes the form $E = \sum_n \epsilon_n (\rho_{nn} - r_n) = \langle W \rangle - \sum_n n\omega r_n = \langle W \rangle$. Hence, $E_M = \langle W \rangle_M$, so that $E_M/E_1 \sim e^{(2M-2)|s|}$, which together with (S19) corresponds to the expression in Eq. (6) of main text.

IV. NOISY CRITICAL CYCLES

In order to simulate the master equation $\dot{\rho} = -i[H(t,\rho) + \kappa/2(2apo^\dagger - \{a^\dagger a, \rho\})]$ we rely on the Wigner characteristic function $\chi(\beta, \beta^*, t) = \text{Tr}[e^{i(\beta^\dagger a - \beta^* a^\dagger)} \rho(t)]$ with $\beta, \beta^* \in \mathbb{C}$. Exploiting the quadratic nature of the master equation, the Fokker-Planck equation of motion $\chi(\beta, \beta^*, t)$ admits a Gaussian ansatz, $\chi(\beta, \beta^*, t) = e^{\mu(t) - (1/2\mu(t)^2)}$ with $\mu(t) = (\beta, \beta^*)$, and $\mu(t)$ and $\Sigma(t)$ the first and second moments, respectively. Since $\mu(0) = 0$ and the master equation contains only quadratic terms, it follows $\mu(t) = 0 \forall t$. Defining $2\sigma(t) = \text{Tr}[\Sigma(t)] = \sigma_{00}(t) + \sigma_{11}(t)$, the master equation reduces to

$$\dot{\sigma}(t) = \kappa(1/2 - \sigma(t)) + ig^2(t)\omega(\sigma_{01}(t) - \sigma_{10}(t))/2$$

and

$$\dot{\sigma}(t) = (2\mu - ig^2(t)\omega - \kappa)\sigma_{10}(t) + ig^2(t)\omega\sigma(t),$$

where $\sigma_{01}(t) = \sigma_{10}(t)$ are the non-diagonal elements of $\Sigma(t)$. The initial condition is $\text{Tr}[a^\dagger a\rho(0)] = \sigma(0) - 1/2 = 0$ and $\sigma_{01}(0) = 0$. From the quadratures of $a$ and $a^\dagger$, we can identify the squeezing at the end of the evolution as $|s| = \text{arcsinh}(|2\sigma_{01}(2\tau)|)/2$, while the performed work $W = \text{Tr}[H(2\tau)\rho(2\tau)] = \omega\text{Tr}[a^\dagger a\rho(2\tau)] = \omega(\sigma(2\tau) - 1/2)$. The numerical results obtained solving Eq. (S20) for different values of $\kappa$ are plotted in Fig. 2 of the main text.

V. SPIN SQUEEZING IN THE LMG MODEL

Here we provide more details for the generation of spin squeezed states in the Lipkin-Meshkov-Glick (LMG) model for $\kappa = 0$. As commented in the main text, we numerically solve the Schrödinger equation $i\partial_t |\psi(t)\rangle = -iH_{LMG}(t)|\psi(t)\rangle$ where $H_{LMG}(t)$ is
The ground-state fidelity is another good indicator, $F_\omega \tau \epsilon$ energy gap where $|\xi| N$, increasing $N$, leading to a better agreement with Eq. (S23) and (S24). This is plotted in Fig. S4(c) and (d). Finally, we note that all the generated states in Fig. S4(c) and (d) are entangled and provide a metrological gain since $1 > \chi_{min}^2 \geq 0.1$.

We follow Ref. [S8] to obtain the Wigner quasi-probability distribution $W(\phi, \theta)$ for an ensemble of $N$ spin-$\frac{1}{2}$ particles. In

\[ F_{0} = \sin \left( \frac{\pi}{2 + 2(\epsilon_{s} \phi, \theta)} \right). \]  

(S24)
FIG. S5. Wigner quasiprobability distribution $W(\theta, \phi)$ for the resulting spin states in the LMG for $N = 14$ spins, after $M = 1$ (a) and $M = 2$ cycles (b) with $\omega \tau = 2$ and $r = 2$, as shown in Fig. 3(d) in the main text.

In particular, $W(\phi, \theta)$ can be written as

$$W(\phi, \theta) = \sum_{k=0}^{2J} \sum_{q=-k}^{k} Y_{kq}(\theta, \phi) \rho_{kq}, \quad \text{with} \quad \rho_{kq} = \text{Tr}[\rho T_{kq}^\dagger],$$

where the operator $T_{kq}$ is defined as follows

$$T_{kq} = \sum_{m=-J}^{J} \sum_{m'=-J}^{J} (-1)^{J-m+1} \sqrt{2k+1} \begin{pmatrix} J & k & J \\ m & q & m' \end{pmatrix} |J,m\rangle \langle J,m'|,$$

and $Y_{kq}(\theta, \phi)$ denotes the usual spherical harmonics,

$$Y_{kq}(\theta, \phi) = (-1)^q \sqrt{\frac{(2k+1)(k-q)!}{4\pi (k+q)!}} P_{kq}(\cos \theta) e^{iq\phi},$$

with $P_{kq}(x)$ the Legendre polynomials. In this manner, the Wigner function is normalized according to

$$\int d\Omega W(\phi, \theta) = \left( \frac{4J+1}{4\pi} \right)^{-1/2}.$$

See Ref. [S8] for further details on the Wigner $W(\phi, \theta)$ for spin states. In Fig. S5 we show the resulting Wigner quasiprobability distributions for $M = 1$ and $M = 2$ cycles, to illustrate the increase of squeezing and metrological gain obtained by repeating cycles. Note that the case for $M = 3$ corresponds to Fig. 3(d) in the main text.
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