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We introduce a method for calculating the divided differences of the exponential function by means of addition and removal of items from the input list to the function. Our technique exploits a new identity related to divided differences recently derived by F. Zivcovich [Dolomites Research Notes on Approximation 12, 28–42 (2019)]. We show that upon adding an item to or removing an item from the input list of an already evaluated exponential, the re-evaluation of the divided differences can be done with only $O(sn)$ floating point operations and $O(sn)$ bytes of memory, where $[z_0, \ldots, z_n]$ are the inputs and $s \propto \max_i, j |z_i - z_j|$. We demonstrate our algorithm’s ability to deal with input lists that are orders-of-magnitude longer than the maximal capacities of the current state-of-the-art. We discuss in detail one practical application of our method: the efficient calculation of weights in the off-diagonal series expansion quantum Monte Carlo algorithm.

I. INTRODUCTION: DIVIDED DIFFERENCES OF THE EXPONENTIAL FUNCTION

The divided differences [1–3] of a function $f(\cdot)$ with respect to real- (or complex-)valued inputs $[z_0, \ldots, z_n]$ is defined as

$$f[z_0, \ldots, z_n] = \sum_{j=0}^{n} \frac{f(z_j)}{\prod_{k \neq j} (z_j - z_k)}, \tag{1}$$

The above expression is ill-defined if two (or more) of the inputs are repeated, in which case $f[z_0, \ldots, z_n]$ can be properly evaluated using limits. For instance, in the case where $z_0 = z_1 = \ldots = z_n = x$, the definition of divided differences reduces to:

$$f[x, x, \ldots, x] = \lim_{z_i \to x} f[z_0, \ldots, z_n] = \frac{f^{(n)}(x)}{n!}, \tag{2}$$

where $f^{(n)}(\cdot)$ stands for the $n$-th derivative of $f(\cdot)$.

Divided differences have historically been used for computing tables of logarithms and trigonometric functions, for calculating the coefficients in the interpolation polynomial in the Newton form and more. A central question related to divided differences has to do with the computational cost of accurately evaluating the divided difference of the exponential function (DDEF) $f(z) = e^z$ as a function of number of inputs [4–6], namely, the evaluation of $\exp[z_0, \ldots, z_n]$ with increasing $n$.

DDEFs can be calculated in a straightforward manner via the recurrence relation

$$f[z_i, \ldots, z_{i+j}] = \frac{f[z_{i+1}, \ldots, z_{i+j}] - f[z_{i}, \ldots, z_{i+j-1}]}{z_{i+j} - z_i}, \quad i = 0, \ldots, n - j, \quad j = 1, \ldots, n, \tag{3}$$

with the initial conditions $f[z_i] = f(z_i), i = 0, \ldots, q$ (assuming that the points are distinct). In practice however, such a straightforward approach is known to produce imprecise and numerically unstable results if simple double-precision floating point arithmetic is used [4–8]. To overcome these precision issues, several methods for the accurate evaluation of DDEFs have been devised over the years. These have employed an identity known now as Opitz’s formula [9, 10] which gives various divided differences in terms of functions of matrices, explicitly:

$$f \begin{pmatrix} z_0 & 1 & & & \\ z_1 & 1 & & & \\ & \ddots & \ddots & \ddots & \\ & & \ddots & \ddots & \ddots \\ & & & \ddots & \ddots \\ & & & & 1 & z_n \end{pmatrix} = \begin{pmatrix} f[z_0] & f[z_0, z_1] & \ldots & f[z_0, z_1, \ldots, z_n] \\ f[z_1] & \ldots & f[z_1, \ldots, z_n] \\ \vdots & \ddots & \ddots & \ddots \\ \vdots & \ddots & \ddots & \ddots \\ \vdots & \ddots & \ddots & \ddots \\ f[z_n] \end{pmatrix}, \tag{4}$$
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where the $(1, n + 1)$-th entry of the output matrix on the right-hand side is the desired quantity. A hybrid algorithm for the accurate computation of DDEFs that uses the above formula was suggested by McCurdy et al. [4] which prescribes the standard recurrence relations when it is safe to do so, and otherwise employs a Taylor series expansion of the exponential in conjunction with Opitz’s theorem and repeated matrix scaling-and-squaring [11].

Observing that only a single entry of the matrix Eq. (4) is actually needed to obtain the DDEF, Opitz’s formula was later used to estimate DDEFs via the calculation of the action of the matrix exponential on a given vector [5, 7, 12, 13] employing $O(n)$ matrix-vector products, or $O(n^3)$ floating-point operations in the general case. However, while these general-purpose routines for the computation of the matrix exponential are accurate in terms of the matrix norm, they do not ensure high accuracy for individual matrix elements (which is needed for the accurate evaluation of divided differences).

Improving upon the above, in a recent work by F. Zivcovich [6], a new identity related to divided differences was derived which allows for a faster and more accurate computation of the vector of DDEFs

$$f = (\exp[z_0], \exp[z_0, z_1], \ldots, \exp[z_0, \ldots, z_n])^T,$$  

requiring $O(sn^2)$ floating point operations and $O(n^2)$ bytes of memory, where $s = \lceil \frac{1}{3} \max_{i,j} \left| z_i - z_j \right| \rceil$.

In this study, we propose an algorithm, based on Zivcovich’s identity, for a fast and accurate calculation of DDEFs by means of sequential addition or removal of items from the input list to the function, which allows us to update the DDEF with changes to the input list. With each addition or removal, the recalculation of the DDEF is performed using only $O(sn)$ floating point operations and $O(sn)$ bytes of memory. As we show, our method enables the calculation of DDEFs of essentially unlimited input sizes without the need to resort to resource-demanding and time-consuming arbitrary-precision arithmetic. Our primary motivation for devising the algorithm is the need for such a routine in the recently introduced off-diagonal series quantum Monte Carlo (QMC) [14–16] which we discuss in detail later on.

The paper is organized as follows. We begin with briefly reviewing Zivcovich’s derivations insofar as they are relevant to our purposes in Sec. II A. We discuss our method in Secs. II B–II E and in Sec. III we benchmark and analyze the algorithm’s performance. We demonstrate the applicability of our method to the calculation of configuration weights to our purposes in Sec. II A. We discuss our method in Secs. II B–II E and in Sec. III we benchmark and analyze the algorithm’s performance. We demonstrate the applicability of our method to the calculation of configuration weights to our purposes in Sec. II A. We discuss our method in Secs. II B–II E and in Sec. III we benchmark and analyze the algorithm’s performance. We demonstrate the applicability of our method to the calculation of configuration weights to our purposes in Sec. II A.

## II. CALCULATING DDEFs BY ADDITION AND REMOVAL OF INPUTS

### A. Zivcovich’s algorithm for evaluating DDEFs

We begin our discussion describing Zivcovich’s algorithm [6] for computing the vector $f$, Eq. (5), introducing along the way several modifications which allow us (among other things) to obtain Opitz’s matrix of divided differences column by column, rather than row by row as in the original algorithm. The main building block of Zivcovich’s algorithm is obtaining the vector

$$h^{(j)} = \left(\exp\left[\frac{z_j}{s}\right], \exp\left[\frac{z_j - z_{j-1}}{s}\right] s^{-1}, \ldots, \exp\left[\frac{z_j - N}{s}\right] s^{-N}\right)^T$$  

from the vector

$$h^{(j-1)} = \left(\exp\left[\frac{z_{j-1}}{s}\right], \exp\left[\frac{z_{j-1} - z_{j-2}}{s}\right] s^{-1}, \ldots, \exp\left[\frac{z_{j-1} - N}{s}\right] s^{-N}\right)^T$$  

using only $O(n)$ operations, with the initial condition $h^{(-1)} = (1, (1! \cdot s)^{-1}, (2! \cdot s^2)^{-1}, \ldots, (N! \cdot s^N)^{-1})^T$. Here, the vectors $h^{(j)}$ have length $N \geq n + 30$ ($z_k = 0$ for every $k < 0$). Zivcovich observed that the matrix operation that takes $h^{(j-1)}$ to $h^{(j)}$ can be written as

$$H_1(z_j - z_{j-1})H_2(z_j - z_{j-2}) \ldots H_N(z_j - z_{j-N}),$$  

where $H_i(z)$ is the $(N + 1) \times (N + 1)$ identity matrix, with the value $z$ added at the $(i, i + 1)$-th position, i.e.,

$$H_i(z) = \begin{pmatrix} I(i - 1) & 1 & z \\ 1 & 1 & \end{pmatrix} \begin{pmatrix} 1 \end{pmatrix}.$$
with $I(i)$ denoting the $i \times i$ identity matrix. Each operator $H_i(z)$ can be applied with only $O(1)$ operations. Applying the transformation Eq. (8) successively for $j = 0, 1, \ldots, n$, one obtains the matrix $G = RF(z_0/s, z_1/s, \ldots, z_n/s)R^{-1}$, where

$$F(z_0, z_1, \ldots, z_n) = \begin{pmatrix} \exp[z_0] & \exp[z_0, z_1] & \cdots & \exp[z_0, z_1, \ldots, z_n] \\ \exp[z_1] & \exp[z_1, z_2] & \cdots & \exp[z_1, \ldots, z_n] \\ \vdots & \vdots & \ddots & \vdots \\ \exp[z_n] & & & \end{pmatrix}$$

is the divided differences matrix and $R = \text{diag}\{1, s, \ldots, s^n\}$. The above procedure gives the columns of $G$ successively from left to right. The matrix $F$ is obtained from $G$ via the relation

$$F(z_0, z_1, \ldots, z_n) = RF(z_0/s, z_1/s, \ldots, z_n/s)^s R^{-1} = G(z_0/s, z_1/s, \ldots, z_n/s)^s,$$

which follows from Opitz’s formula [4] and gives the first row of $F(z_0, z_1, \ldots, z_n)$ as $f^T = g^{(s)}$, where $g^{(1)}$ is the first row of the matrix $G$, and $g^{(i+1)} = g^{(i)}G$ for $i = 1, 2, \ldots, s - 1$.

The conditions $N \geq n + 30$ and $s \geq \lceil \frac{1}{3.5} \max_i |z_i| \rceil$ ensure that the first $n + 1$ elements of the vector Eq. (6) are calculated to a machine-level accuracy, which is in turn a sufficient condition for the accurate calculation of the matrix $G$. The above conditions follow from the fact that a double precision accuracy in the calculation of $e^z$ is attainable by truncating its Taylor series at order $n_s = 30$ provided that $|z| \leq z_s = 3.5$ [5, 6, 17] (in passing, we note that choices other than $(n_s = 30, z_s = 3.5)$ may exist which may even provide potentially more rapidly converging routines [5, 7]).

In addition, that $\exp[z_0, z_1, \ldots, z_n]$ can be written as $e^\mu \exp[z_0 - \mu, z_1 - \mu, \ldots, z_n - \mu]$, allows us to choose any scaling parameter $s$ greater than $s_{\min}(\mu, n) = \lceil \frac{1}{3.5} \max_i |z_i - \mu| \rceil$ as long as $\mu$ is subtracted from all inputs and the end result is multiplied by $e^\mu$. The shifting by $\mu$ may translate to a substantial reduction of the scaling parameter if $s_{\min}(\mu, n) < s_{\min}(0, n)$. Choosing $\mu$ to be the mean $\bar{z} = \frac{1}{n+1} \sum_{i=0}^{n} z_i$ ensures that $s = \lceil \frac{1}{3.5} \max_{i,j} |z_i - z_j| \rceil$ is a suitable choice for the scaling parameter $s$

Having reviewed Zivicovich’s algorithm, we are now in a position to discuss our algorithm for computing $\exp[z_0, \ldots, z_{n-1}, z_n]$ given that the DDEF with $[z_0, \ldots, z_{n-1}]$ has already been calculated. In what follows, we shall treat the input list to the algorithm as a stack and discuss the re-evaluation of DDEF under addition of items to the stack and removal of items from it. We will further demonstrate how our algorithm solves in an efficient manner one limitation shared by all existing algorithms to date, which has to do with the precision of the calculation at large values of $n$ and $s$. Our main result is that the re-evaluation associated with the addition to and removal from the input stack can be done with only $O(sn)$ floating point operations and $O(sn)$ bytes of memory for arbitrarily long input lists.

**B. Adding an item to the input stack**

We first consider the case where the DDEF vector $(\exp[z_0], \exp[z_0, z_1], \ldots, \exp[z_0, \ldots, z_{n-1}])^T$ has already been calculated for some $n > 0$, and that the vector $h^{(n-1)}$ and the rows $g^{(i)}, i = 1, \ldots, s$, as defined above, are stored in memory. The addition of a new input item $z_n$ (assuming for the time being that the addition does not require increasing the scaling parameter $s \geq s_{\min}$) is carried out as follows. The upper triangular matrix $G(z_0/s, \ldots, z_n/s)$ should contain the additional last column $w^{(n)} = (s^{-n} \exp[z_0/s, z_1/s, \ldots, z_n/s], s^{n-1} \exp[z_1/s, \ldots, z_n/s], \ldots, s^0 \exp[z_n/s])^T$ when compared to the already stored $G(z_0/s, \ldots, z_{n-1}/s)$ (other additional elements are zeros at positions $(n + 1, 1), \ldots, (n + 1, n)$). All elements of the new column are contained in the vector $h^{(n)}$ defined in Eq. (6) with $j = n$. Applying the transformation Eq. (8) with $j = n$ on the already-stored $h^{(n-1)}$, requires $O(n)$ operations:

$$h^{(n)} = H_1(z_n - z_{n-1})H_2(z_n - z_{n-2}) \cdots H_N(z_n - z_{n-N})h^{(n-1)}.$$  

The row $g^{(1)}$, which coincides with the first row of the matrix $G(z_0/s, \ldots, z_n/s)$, contains an additional item $\exp[z_0/s, \ldots, z_n/s]/s^n$ as compared to the first row of $G(z_0/s, \ldots, z_{n-1}/s)$. This item too can be found in $h^{(n)}$. Each of the rows $g^{(i)}, i = 2, \ldots, s$, should be appended an element $g^{(i)} = w^{(n)}$. In particular, the required last element of $f^T = g^{(s)}$ is obtained as $g^{(s-1)}w^{(n)}$. Storing the vector $h^{(n)}$ and the rows $g^{(i)}, i = 1, \ldots, s$, requires only $O(sn)$ bytes of memory. Thus, our addition routine requires only $O(sn)$ operations and $O(sn)$ bytes of memory.

In the initial case of $n = 0$, i.e., when the first input is added to the empty list, the vector $h^{(0)}$ is obtained from $h^{(-1)}$ employing Eq. (11), and each of the rows $g^{(i)}$ consist of a single element $g_0^{(i)} = (h_0^{(i)})^i$, $i = 1, \ldots, s$, where $h_0^{(0)} = e^{z_0/s}$ as per Eq. (6).

In addition to the above procedure, all input values can offset by a fixed amount $\mu$ (where the final DDEF value is multiplied by $e^\mu$), in order to obtain a smaller scaling parameter $s$. Both values $\mu$ and $s$ should be set at the initial
stage and cannot be changed during the subsequent additions. Nonetheless, the scaling parameter \( s \) should not exceed \( s_{\min}(\mu, n) \) after every addition. To ensure that, we choose initially \( \mu = 0 \) if \( 0 \) is the only known value at first. If several values \( z_0, z_1, \ldots, z_k \) are known initially, then the optimal choice of \( \mu \) is the mean \( \frac{1}{k+1} \sum_{i=0}^{k} z_i \) in which case a proper choice for the scaling parameter \( s \) is \( s = \left[ \frac{1}{k+1} \max_{i,j} |z_i - z_j| \right] \), which is larger than \( s_{\min} \). Whenever the addition of a new item \( z_n \) requires a larger value of \( s \), which happens when \( s_{\min}(\mu, n) \) exceeds \( s \), the algorithm restarts and the matrix \( G \) is recalculated from scratch by sequentially adding all of \( z_0, \ldots, z_n \) again with the updated values of \( \mu \) and \( s \). Importantly, we find that in order to ensure the high accuracy of the resulting values, the value \( N \) should remain unchanged during the updates to the vector of divided differences. Since having \( N \geq n + 30 \) is also important for maintaining accuracy, each time \( n \) exceeds \( N - 30 \) we double \( N \), reallocate memory for the vector \( f \) and for the rows \( g(1), i = 1, \ldots, s \) and recalculate the vector of divided differences.

C. Removing an item from the input stack

Removing an item from the top of the input stack, an operation that is of importance in applications where DDEF inputs need to be replaced or updated, can be done with relative ease. Item removal requires applying the inverse of the transformation Eq. (8), which produces \( h((n-1)) \) from \( h(n) \), explicitly:

\[
h((n-1)) = H_N(z_{n-N} - z_n)H_{N-1}(z_{n-N+1} - z_n) \ldots H_1(z_{n-1} - z_n)h(n).
\] (12)

Item removal also necessitates the removal of the last element from each of the rows \( g(i), i = 1, \ldots, s \) including the last item of the DDEF vector \( f = (g(s))^T \). We thus find that DDEF re-evaluation following the removal of the last item \( z_n \) requires only \( O(n) \) floating point operations.

D. Improving the accuracy of the algorithm

The accuracy of the routines given above can be further improved if one chooses to compute the modified vector

\[
\tilde{f} = (\exp[z_0], \exp[z_0, z_1], \ldots, \exp[z_0, \ldots, z_n])^T,
\] (13)

rather than \( f \) given in Eq. (5). The above modification utilizes the bounds [18]

\[
e^\bar{x} \leq n! \cdot \exp[z_0, z_1, \ldots, z_n] \leq e^\bar{e},
\] (14)

where \( \bar{x} = \frac{1}{n+1} \sum_{i=0}^{n} z_i \) and \( \bar{e} = \frac{1}{n+1} \sum_{i=0}^{n} e^z_i \). Since \( \exp[z_0, z_1, \ldots, z_n] = e^\bar{x} \exp[z_0 - \bar{x}, z_1 - \bar{x}, \ldots, z_n - \bar{x}] \), one may assume without loss of generality that \( \bar{x} = 0 \), in which case the value of \( \exp[z_0, z_1, \ldots, z_n] \) scales as \( 1/n! \). This in turn means that the elements of the modified vector \( \tilde{f} \) are not smaller than \( 1 \). To obtain the vector \( \tilde{f} \), the following modifications to the algorithm described in Sec. II A are in order.

Rather than transforming the vectors \( h^{(j)} \) one must now transform the modified vectors \( \tilde{h}^{(j)} \) defined as:

\[
\tilde{h}^{(j)}_i = \begin{cases} 
  \hat{h}^{(j)}_i \cdot j!/(j-i)! & \text{for } i = 0, 1, \ldots, j \\
  \hat{h}^{(j)}_i \cdot i! & \text{for } i = j + 1, \ldots, N.
\end{cases}
\] (15)

In addition, the vector \( \tilde{h}^{(0)} \) should be initialized to \( \tilde{h}^{(0)} = (1, s^{-1}, \ldots, s^{-N})^T \). Furthermore, rather than constructing the matrix \( G \) above, we construct the matrix \( \tilde{G} \) which is related to \( G \) via \( \tilde{G}_{ij} = G_{ij} \cdot j!/i! \). The rows \( \tilde{g}^{(i)} \) are defined as \( \tilde{g}^{(i)}_j = g^{(i)}_i \cdot j! \), where \( i = 1, 2, \ldots, s \) and \( j = 0, 1, \ldots, n \).

The above rescaling also necessitates the use of the modified transformation \( \tilde{H}^{(j)}_1(z_j - z_{j-1})\tilde{H}^{(j)}_2(z_j - z_{j-2}) \ldots \tilde{H}^{(j)}_N(z_j - z_{j-N}) \) in lieu of Eq. (8), where

\[
\tilde{H}^{(j)}_i(z) = \begin{pmatrix}
  I(i-1) & j/(j-i+1) & z/(j-i+1) \\
  j/(j-i+1) & z/(j-i+1) & I(N-i)
\end{pmatrix}, \quad 1 \leq i \leq j,
\]

\[
\tilde{H}^{(j)}_i(z) = \begin{pmatrix}
  I(i-1) & z/i \\
  z/i & I(N-i)
\end{pmatrix}, \quad i > j.
\]
Similarly, $\tilde{H}_i^{(n)}$ are to be used instead of $H_i$ in Eqs. (11) and (12).

We note that in the special case of $s = 1$, only the first row of the matrix $\tilde{G}$ is needed, so the values $\tilde{h}_i^{(j)}$ for $i = 0, 1, \ldots, j - 1$ and $j = 0, 1, \ldots, n$, which may require the use of extended precision data types, are not used in the DDEF calculation. In this case, we find that the input list sizes for which DDEFs can be accurately calculated using the modified transformations is practically unlimited. Numerical tests confirm that employing the modified relations allows us, in the $s = 1$ case, to obtain accurate values of the vector $\tilde{f}$ using standard double-precision floating point arithmetic at least up to $n \approx 10^5$. This is to be contrasted with the original formulation of Sec. II.A, in which case the DDEF values create an underflow already at $n \approx 100$. We demonstrate the above in Sec. III.

### E. Accurate computation of DDEFS for large $n$ and $s$

An additional limiting factor of the algorithm (shared by all other algorithms as well) is that the usage of double-precision floating point data types to evaluate DDEFs is a source of inaccuracies when $n$ or $s$ are too large. This stems from the (relatively) limited range of the double-precision floating point data type $\sim [10^{-308}, 10^{308}]$.

The above limitation can however be overcome if floating-point data structures with extended-precision are used instead. Arbitrary precision data types are however expected to be too costly and will slow down the algorithm considerably, as the memory requirements as well as the runtimes of basic arithmetic operations for these grow with $n$ and $s$ [19]. This extra cost can nonetheless be avoided if one observes that the additional precision is not required for the mantissa of the floating point but rather only for its exponent. The range of the mantissa can be shown to be sufficient by considering the relative error $\varepsilon$ of each floating point operation. After $N_f$ floating point operations, the overall accumulated error may be approximated at $\varepsilon \sqrt{N_f}$. For a double precision floating point we have $\varepsilon \approx 10^{-17}$ and so after $N_f = 10^{22}$ operations the overall error is only on the order of $10^{-6}$.

Taking the above into account, we devise a new floating-point data structure, that we refer to as $\text{ExExFloat}$ (an abbreviation of extended exponent floating point) using which, calculations with values in the extended range $\sim [10^{-646456992}, 10^{646456992}]$ are possible. The $\text{ExExFloat}$ consists of a mantissa, which in itself is a double-precision floating point, and an additional 32-bit integer for its exponent. Arithmetic operations such as addition, multiplication and division with this new data type are performed using only several elementary operations on double-precision floats. A $c++$ realization of our algorithm including an implementation of the $\text{ExExFloat}$ data type is available on GitHub [20].

### III. NUMERICAL TESTING

We next present the results of several benchmarking tests carried out to verify the computational complexity of the routines devised above. We calculate execution runtimes of the addition and removal routines described in Secs. II.B and II.C on randomly generated input lists of different sizes $n$ and different scaling parameters $s$. Our algorithms are coded in $c++$ and compiled with a $g++$ compiler with a $-O3$ optimization. Benchmarking was done on an Intel Core i5-8257U CPU running at 1.4GHz.

#### A. Calculation of DDEFs with extended precision versus double precision floating point data structures

Here, we examine the behavior of calculation times with $n$ and $s$, comparing the performance of our algorithm against implementations that do not use the improved formulation introduced in Sec. II.D or the specially devised extended precision data type discussed in Sec. II.E.

Figure 1(left) shows the scaling of the average DDEF calculation time as a function of input size for input sequences drawn from a random normal distribution with mean 0 and a standard deviation $\sigma = 0.1$. For these input lists $s = 1$, so the scaling step of the algorithm is not executed. Comparing the performance of the improved algorithm against that of the original formulation reveals that while both produce a linear scaling of calculation time with input size as expected, the original algorithm ceases to produce accurate results at around $n \approx 100$ due to an underflow, whereas the improved implementation allows for accurate calculations at much larger sizes.

We also benchmark the performance of the algorithm on input lists whose scaling parameter $s$ is strictly larger than 1 by using inputs sampled from a normal distribution with $\sigma = 1$. Here, the scaling step of the algorithm is necessary and a double-precision implementation of the algorithm becomes insufficient beyond certain $n$ and $s$ values. Comparing the performance of an implementation of the addition routine with $\text{ExExFloat}$ against the double-precision implementation, we make two observations. First, we find that the $\text{ExExFloat}$ implementation is only about $\approx 2.7$ times slower than its double-precision counterpart (to be compared with the expected cost of arbitrary-precision...
arithmetic which would have resulted in orders of magnitude slowdown [19]). This is illustrated in the inset of Fig. 1(right), which shows the ratio of the two computation times for different input sizes. Second, as is evident from the main panel of Fig. 1(right), which depicts the scaling of DDEF calculation time with input size, the improved algorithm with double-precision floats breaks down at \( n \approx 1700 \). Without rescaling, the breakdown for \( s = 2 \) is observed at \( n \approx 100 \). Employing ExExFloat on the other hand allows calculating DDEFs of practically unlimited input sizes, going well beyond the capabilities of the current state-of-the-art.

B. Runtimes of the addition and removal routines

Next, we present the results of several benchmarking tests set out to validate our analysis of the computational complexity of the addition and removal algorithms devised in Sec. II.

Figure 2 demonstrates the linear runtime scaling of the addition routine with respect to both \( n \) (left) and \( s \) (middle) confirming the analysis carried out in Sec. II B. In Fig. 2(right) we verify that the runtime of removing an item from top of the stack scales as \( O(n) \) and has a marginal dependence on \( s \), in accordance with the analysis of Sec. II C.

FIG. 1. Left: DDEF calculation times with double-precision floating points as a function of input size for several different values of \( s \). Right: DDEF calculation times with ExExFloat (triangles) vs double-precision floats (squares) as a function of \( n \) for \( s = 2 \). While double-precision floats cannot produce values beyond \( n \approx 1700 \), calculations with ExExFloat are not hampered. Also shown (circles) is the breakdown at \( n \approx 100 \) of the double-precision calculation of the implementation that does not leverage the improved algorithm formulation discussed in Sec. III D. In the inset: The ratio \( R \) of DDEF calculation time with ExExFloat to calculation time using double-precision floating point as a function of input size \( n \). The average ratio levels off at \( \approx 2.67 \) (dashed line).

FIG. 2. Left: Linear runtime of the addition routine as a function of input size for several different values of \( s \). Middle: Linear runtime of the addition routine as a function of \( s \) for a fixed sequence length \( (n = 1000) \). Right: Linear runtime of the removal routine as a function of input size \( n \) for several different values of \( s \). The dependence on \( n \) is linear whereas the \( s \) dependence is marginal.
IV. APPLICABILITY TO OFF-DIAGONAL EXPANSION QUANTUM MONTE CARLO

The fast and accurate evaluation of DDEFs via addition and removal of inputs has one immediate application in
Monte Carlo simulations of quantum many-body systems, specifically in the calculation of configuration weights in
off-diagonal expansion (ODE) quantum Monte Carlo [14, 16]. We discuss this next.

In statistical physics, a system in thermal equilibrium is completely described by its partition function. From it,
all thermal properties of the system may be extracted [21]. For quantum systems, the partition function (denoted
$Z$ here) is given by $Z = \text{Tr} [e^{-\beta H}]$ where $H$, the Hamiltonian of the system, is a hermitian matrix and $\beta$ is a
real-valued positive parameter often referred to as the inverse-temperature. For physical systems containing a large
number of interacting particles (normally above two dozen or so), the dimension of $H$, which grows exponentially
with the number of particles, prohibits the analytical or even numerical evaluation of $Z$, as the calculation requires
exponentiating $H$. In such cases, one often resorts to approximation schemes, usually stochastic methods, within
which $Z$ is not evaluated exactly but is rather randomly sampled. This class of techniques is known as quantum
Monte Carlo [22, 23].

Sampling the partition function of a quantum many-body system involves breaking it up to a sum of positive-valued
terms

$$Z = \text{Tr} [e^{-\beta H}] = \sum_{C} W_{C},$$

where each summand $W_{C}$ is called the ‘weight’ of configuration $C$ [24]. To sample $Z$, QMC prescribes a Markov
process in which a Markov chain of configurations is formed. Starting with a random initial configuration, subsequent
configurations are visited with probabilities that are proportional to their weights. For $Z$ to be evaluated properly,
the decision of whether to hop from one configuration $C_{A}$ to another $C_{B}$ involves calculating the ratio of their weights,
namely, $W_{C_{A}}/W_{C_{B}}$.

Within the off-diagonal expansion quantum Monte Carlo scheme (ODE for short) [14, 16], a configuration weight is
proportional to $\text{DDEF} \exp[z_{0}, \ldots, z_{n}]$ whose inputs $z_{0}, \ldots, z_{n}$ can be viewed as drawn from a probability distribution
over a subset of the diagonal elements of the matrix $-\beta H$. The composition and size of the subset as well as the
probability associated with each element are determined by the properties of the Hamiltonian matrix $H$ as well as by
the inverse-temperature $\beta$ and so the typical input size $n$ and the scaling parameter $s$ that determine the computational
cost of the DDEF (re-)calculation are therefore also strongly dependent on these. In general, the size of a typical
input list is known to scale linearly with the norm of $H$ and the inverse temperature $\beta$ (for more details, the reader
is referred to Refs. [14, 16]).

Consecutive configurations in the Monte Carlo Markov chain generically have input stacks that differ by $O(1)$
elements so the input stack of any visited configuration can be obtained from that of its predecessor by the addition
or removal of a finite number of elements (usually one or two). Since at any given stage of the Markov process the
DDEF of the current configuration is already known, a need arises for the fast calculation of the DDEF of the new
configuration given that the DDEF of the current one has already been obtained. Since the input stacks of the current
and new configurations are very similar, the addition and removal of elements from the input list, followed by the
re-evaluation of the DDEF, are a natural way to compute the new configuration weight.

While the addition of an element can be done by simply using the addition routine, the removal of an item is slightly
more involved. This is because the removal of an item from the bulk of the stack (rather than from the top) may be
called for in the general case. Removal from the bulk is achieved by removing items one by one from the top of the
stack and adding all but the target item back. In the context of QMC simulations, a pertinent question is therefore
how many elements are typically removed and then added back to the stack when a removal of item from the bulk is
called for.

We next present some results obtained from QMC simulations carried out to answer this question for a particular
physical model known as the transverse-field Ising model, which describes a system of particles (or spins) interact-
ing magnetically on a graph (in our simulations we focus on one flavor of this model, namely, 3-regular random
antiferromagnets [25]). The model is of importance in condensed matter physics as well as in the area of quantum
information [25, 26]. For a system of $N_{s}$ spins, its Hamiltonian is given by

$$H = A \sum_{(ij)} Z_{i} Z_{j} - (1 - A) \sum_{i=1}^{N_{s}} X_{i}.$$  

Here, $A \in [0, 1]$ is a real parameter and $(ij)$ denotes summation over a subset of pairs of spin indices which constitutes
the ‘interaction graph’ of the model [14, 16]. The matrices $X_{i}$ and $Z_{i}$ are a standard shorthand notation for the tensor
product of $N_s$ $2 \times 2$ matrices $X_i = I \otimes \cdots \otimes \sigma_i^x \otimes \cdots \otimes I$ and $Z_i = I \otimes \cdots \otimes \sigma_i^z \otimes \cdots \otimes I$. The Pauli matrices $\sigma_i^x$ and $\sigma_i^z$ are given, along with the identity, by

$$I = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad \sigma_i^x = \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix}, \quad \sigma_i^z = \begin{bmatrix} 1 & 0 \\ 0 & -1 \end{bmatrix}. \tag{18}$$

Simulating the above model with ODE QMC, we calculate the average number of removals $\langle r \rangle$ from the top of the stack required within one Markov chain update, as a function of the various parameters of the model. Figure 3 shows $\langle r \rangle$ as a function of inverse-temperature $\beta$ for $A = 0.2$ (left) and $A = 0.5$ (right) for different system sizes. Interestingly, as the figure indicates, the dependence of $\langle r \rangle$ on the inverse temperature is not trivial but is nonetheless bounded across a variety of parameter changes.

![Figure 3](image)

FIG. 3. Average number of removals from the top of the stack $\langle r \rangle$ in a single Monte Carlo step as a function of inverse temperature $\beta$ in a QMC simulation of the transverse-field Ising model whose Hamiltonian is given in Eq. (17), for various system sizes $N_s$. Left: $A = 0.2$. Right: $A = 0.5$. The average stack size $n$ grows linearly with both $N_s$ and $\beta$. Nonetheless, the average number of removals appears to be bounded.

V. SUMMARY AND OUTLOOK

We devised an algorithm for calculating the divided differences of the exponential function by means of addition and removal of items from the input list to the function. The addition and removal routines allows the updating of the calculation when the input list undergoes changes. The re-evaluation of the divided differences following the addition or removal of an item from an already evaluated input list requires $O(sn)$ floating point operations and $O(sn)$ bytes of memory, where $n$ is the input size and $s$ is the scaling parameter $\lceil \max_i \sum_j \sigma_i^x \sigma_j^x \rceil$. Taking advantage of known bounds for divided differences along with a specially devised data structure, our algorithm is able to evaluate the divided differences of the exponential function for input sizes that are orders of magnitude larger than the known capabilities of existing algorithms.

We also discussed an immediate application of our algorithm in the context of the Monte Carlo simulations of quantum many-body systems, specifically, in the off-diagonal expansion (ODE) QMC algorithm [14, 16] within which the devised technique can be used to considerably speed up the calculation and extend the range of configuration weights thereby enabling the study of physical models that have so far been inaccessible to ODE.

We trust that the technique introduced here will enable large-scale simulations of physical models that have so far been beyond the reach of quantum Monte Carlo. We also hope our method will become useful in other areas where divided differences are needed such as in the calculation of coefficients in the interpolation polynomial in the Newton form and more. We have made our code available on GitHub [20].
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