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Abstract

Spectrum sensing is a fundamental and critical issue for opportunistic spectrum access in cognitive radio networks. Among the many spectrum sensing methods, the information theoretic criteria (ITC) based method is a promising blind method which can reliably detect the primary users while requiring little prior information. In this paper, we provide an intensive treatment on the ITC sensing method. To this end, we first introduce a new over-determined channel model constructed by applying multiple antennas or over sampling at the secondary user in order to make the ITC applicable. Then, a simplified ITC sensing algorithm is introduced, which needs to compute and compare only two decision values. Compared with the original ITC sensing algorithm, the simplified algorithm significantly reduces the computational complexity without losing any performance. Applying the recent advances in random matrix theory, we then derive closed-form expressions to tightly approximate both the probability of false alarm and probability of detection. Based on the insight derived from the analytical study, we further present a generalized ITC sensing algorithm which can provide flexible tradeoff between the probability of detection and probability of false alarm. Finally, comprehensive simulations are carried out to evaluate the performance of the proposed ITC sensing algorithms. Results show that they considerably outperform other blind spectrum sensing methods in certain cases.
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I. INTRODUCTION

Due to the increasing popularity of wireless devices in recent years, the radio spectrum has been an extremely scarce resource. By contrast, 90 percent of the existing licensed spectrum
remains idle and the usage varies geographically and temporally as reported by the Federal Communication Commission (FCC) [1]. This indicates that the fixed frequency regulation policy conflicts drastically with the high demand for frequency resource. Cognitive radio (CR) is one of the most promising technologies to deal with such irrational frequency regulation policy [2], [3] and has received lots of attention. In cognitive radio networks, secondary (unlicensed) users first reliably sense the primary (licensed) channel and then opportunistically access it without causing harmful interference to primary users [4]. By doing this, the spectrum utilization of existing wireless communication networks can be tremendously improved. FCC has issued a Notice of proposed Rule Making to allow the unlicensed CR devices to operate in the unused channel [5]. The IEEE has also formed the 802.22 working group to develop the standard for wireless regional area networks (WRAN) which will operate on unused VHR/UHF TV bands based on cognitive radio technology. Both of these activities will significantly change the current wireless communication situation.

As mentioned above, the secondary users need to opportunistically access the unused licensed channel while causing negligible interference to the primary users. As a result, the detection of presence of primary users is a fundamental and critical task in the cognitive radio networks. Although the detection of presence of signals is known as a classical problem in signal processing, however, sensing the presence of primary users in a complicated communication environment, especially a CR-based network, is still a challenging problem from the practice perspective. This is mainly due to the following two limiting factors: Firstly, it is very difficult, if not possible, for the secondary user to obtain the necessary prior information about the signal characteristics of the primary user for most of the traditional detection techniques to apply. Secondly, the CR devices should be capable of sensing the very weak signals transmitted by primary users. For instance, the standard released by FCC has required that spectrum sensing algorithms need to reliably detect the transmitted TV signals at a very low signal-to-noise ratio (SNR) of at least $-18$ dB [4].

Thus far, there are mainly four types of spectrum sensing methods: energy detection [6], [7], matched filtering (coherent detection) [8], feature detection [9] and eigenvalue-based detection [10]–[12]. Among them, energy detection is optimal if the secondary user only knows the local noise power [13]. The matched-filtering based coherent detection is optimal for maximizing the detection probability but it requires the explicit knowledge of the transmitted signal pattern (e.g.,
pilot, training sequence etc.) of the primary user. The feature detection, often referred to as the cyclostationary detection, exploits the periodicity in the modulation scheme which, however, is difficult to determine in certain scenarios. By constructing the decision variables based on eigenvalues of the sampled covariance matrix to detect the presence of the primary user, the eigenvalue-based sensing methods presented in [10]–[12] do not need to estimate the power of the noise and hence are more practical in most CR networks. Recently, several new spectrum sensing schemes by incorporating system-level design parameters have been introduced, such as throughput maximization [14]–[16] and cooperative sensing using multiple nodes [17]–[20]. Nevertheless, the aforementioned four types of sensing techniques are still treated as a basic component in these new schemes.

In this paper, we study a blind spectrum sensing method based on information theoretic criteria (ITC), an approach originally for model selection introduced by Akaike [21], [22] and by Schwartz [23] and Rissanen [24]. Applying information theoretic criteria for spectrum sensing was firstly introduced in [25]–[28]. This work provides a more intensive study on the ITC sensing algorithm and its performance. The main contributions of this paper are as follows:

• First of all, to make the information theoretic criteria applicable, a new over-determined channel model is constructed by introducing multiple antennas or over sampling at the secondary user.

• Then, a simplified information theory criteria (SITC) sensing algorithm which only involves the computation of two decision values is presented. Compared to the original information theory criteria (OITC) sensing algorithm in [25], SITC is much less complex and yet almost has no performance loss. Simulation results also demonstrate that the proposed SITC based spectrum sensing outperforms the eigenvalue based sensing algorithm in [10] and almost obtains the similar performance with [11]. The proposed sensing algorithm also enables a more tractable analytical study on the detection performance.

• Applying the recent advances in random matrix theory, we then derive closed-form expressions for both the probability of false alarm and probability of detection, which can approximate the actual results in simulation very well.

• Finally, based on the insight derived from the analytical study, we further present a generalized information theory criteria (GITC) sensing algorithm. By involving an adjustable threshold, the proposed GITC can provide flexible tradeoff between the probability of
detection and probability of false alarm in order to supply different system requirements.

The rest of the paper is organized as follows. In Section II, the preliminary on the information theoretic criteria is provided. The proposed over-determined system model is presented in Section III. Section IV gives the proposed SITC sensing algorithm and the theoretical analysis of its detection performance, followed by the GITC sensing algorithm in Section V. Extensive simulation results are illustrated in Section VI. Finally, Section VII offers some concluding remarks.

Notations: $\mathcal{E}[\cdot]$ denotes expectation over the random variables within the brackets. $\text{Tr}(\mathbf{A})$ stands for the trace of matrix $\mathbf{A}$. Superscripts $(\cdot)^T$ and $(\cdot)^\dagger$ denote transpose and conjugate transpose.

II. PRELIMINARY ON THE INFORMATION THEORETIC CRITERIA

Information theoretic criteria are an approach originally for model selection introduced by Akaike [21], [22] and by Schwartz [23] and Rissanen [24]. There are two well-known criteria that have been widely used: Akaike information criterion (AIC) and minimum description length (MDL) criterion. One of the most important applications of information theoretic criteria is to estimate the number of source signals in array signal processing [29]. Consider a system model described as

$$\mathbf{x} = \mathbf{A}\mathbf{s} + \mathbf{\mu},$$

(1)

where $\mathbf{x}$ is the $p \times 1$ complex observation vector, $\mathbf{A}$ is a $p \times q$ ($p > q$) complex system matrix, $\mathbf{s}$ denotes the $q \times 1$ complex source modulated signals and $\mathbf{\mu}$ is the additive complex white Gaussian noise vector. It is noted that the definite parameters $q$, $\mathbf{A}$ and $\sigma^2$ are all unknown. The resulting cost functions of AIC and MDL have the following form [29]:

$$\text{AIC}(k) = -2\log \left( \frac{\prod_{i=k+1}^{p} l_i^{1/(p-k)} N}{\frac{1}{p-k} \sum_{i=k+1}^{p} l_i} \right)^{N(p-k)} + 2k(2p-k) + 2,$$

(2)

$$\text{MDL}(k) = - \log \left( \frac{\prod_{i=k+1}^{p} l_i^{1/(p-k)} N}{\frac{1}{p-k} \sum_{i=k+1}^{p} l_i} \right)^{N(p-k)} + \left( \frac{1}{2} k(2p-k) + \frac{1}{2} \right) \log N,$$

(3)

where $N$ signifies the observation times and $l_i$ denotes the $i$-th decreasing ordered eigenvalue of the sampled covariance matrix. The estimated number of source signals is determined by choosing the minimum (2) or (3). That is,

$$\hat{k}_{\text{AIC}} = \arg \min_{j=0,1,\ldots,p-1} \text{AIC}(j),$$

(4)
\[ \hat{k}_{\text{MDL}} = \arg \min_{j=0,1,...,p-1} \text{MDL}(j). \]  

III. SYSTEM MODEL

We consider a multipath fading channel model and assuming that there is only one primary user in the cogitative radio network. Let \( x(t) \) be a continuous-time baseband received signal at the secondary user’s receiver. Spectrum sensing can be formulated as a binary hypothesis test between the following two hypotheses

\[ H_0 : \quad x(t) = \mu(t), \]
\[ H_1 : \quad x(t) = \int_0^T h(\ell)s(t-\ell)d\ell + \mu(t), \]

where \( s(t) \) denotes the signal transmitted by the primary user, \( h(t) \) is the continuous channel response between the primary transmitter and the secondary receiver, \( \mu(t) \) denotes the additive white noise, the parameter \( T \) signifies the duration of the channel. The channel response is also assumed to remain invariant during each observation. To obtain the discrete representation, we assume that the received signal is sampled at rate \( f_s \) which is equal to the reciprocal of the baseband symbol duration \( T_0 \). For notation simplicity, we define \( x(n) = x(nT_0) \), \( s(n) = s(nT_0) \) and \( \mu(n) = \mu(nT_0) \). Hence, the corresponding received signal samples under the two hypotheses are described as:

\[ H_0 : \quad x(n) = \mu(n), \]
\[ H_1 : \quad x(n) = \sum_{i=0}^{L-1} h(i)s(n-i) + \mu(n), \]

where \( h(i) \ (0 \leq i \leq L-1) \) denotes the discrete channel response of \( h(t) \) and \( L \) denotes the order of the discrete channel (\( L \) taps). Let each observation consist of \( M \) received signal samples. Then (8) and (9) can be rewritten in matrix form as:

\[ H_0 : \quad x_i = \mu_i, \]
\[ H_1 : \quad x_i = Hs_i + \mu_i, \]

where \( H \) is an \( M \times (L+M-1) \) circular channel matrix defined as

\[
H = \begin{bmatrix}
    h(L-1) & h(L-2) & \ldots & h(0) \\
    h(L-1) & h(L-2) & \ldots & h(0) \\
    \vdots & \ddots & \ddots & \ddots \\
    h(L-1) & h(L-2) & \ldots & h(0)
\end{bmatrix},
\]
\( x_i, s_i, \) and \( \mu_i \) are the \( M \times 1 \) observation vector, \((L+M-1) \times 1\) source signal vector and \( M \times 1 \) noise vector, respectively, and are defined as

\[
x_i = [x(iM - M + 1), x(iM - M + 2), \ldots, x(iM)]^T, \tag{12}
\]

\[
s_i = [s(iM - M - L + 2), s(iM - M - L + 3), \ldots, s(iM)]^T, \tag{13}
\]

\[
\mu_i = [\mu(iM - M + 1), \mu(iM - M + 2), \ldots, \mu(iM)]^T. \tag{14}
\]

Now, comparing (11) with the array signal processing model (1), we find that a major difference is that the \( H \) in our considered system model is an under-determined matrix, i.e., the order of column is larger than the order of row. Therefore, the information theoretic criteria are not directly applicable here [29].

To construct an over-determined channel matrix \( H \) as in (1), one needs to enlarge the observation space. Obviously, simply increasing the observation window \( M \) does not work. Here we propose to expand the observation space using one of the following two methods. One is to increase the spatial dimensionality by employing multiple receive antennas at the secondary user and the other is to increase the time dimensionality by over-sampling the received signals. It turns out that the two methods are similar to each other. Hence we shall focus on the multiple-antenna approach hereafter. The difference for over-sampling method will be discussed in the end of this section. In specific, suppose that the detector at the secondary user is equipped with \( K \) antennas. Redefine (12) and (14) as

\[
x_i = [x_i^1(1), x_i^2(1), \ldots, x_i^K(1), x_i^1(2), \ldots, x_i^K(2), \ldots, x_i^1(M), \ldots, x_i^K(M)]^T, \tag{15}
\]

\[
\mu_i = [\mu_i^1(1), \mu_i^2(1), \ldots, \mu_i^K(1), \mu_i^1(2), \ldots, \mu_i^K(2), \ldots, \mu_i^1(M), \ldots, \mu_i^K(M)]^T, \tag{16}
\]

where \( x_i^k = [x_i^k(1), x_i^k(2), \ldots, x_i^k(M)]^T \) represents the \( M \times 1 \) observation vector at the \( k \)-th antenna at the \( i \)-th observation as in (12), and \( \mu_i^k = [\mu_i^k(1), \mu_i^k(2), \ldots, \mu_i^k(M)]^T \) is the corresponding noise vector at the \( k \)-th antenna at the \( i \)-th observation as in (14). Then, the
new channel matrix $\mathbf{H}$ becomes an $MK \times (M + L - 1)$ matrix:

$$
\mathbf{H} =
\begin{bmatrix}
  h_1(L-1) & h_1(L-2) & \ldots & h_1(0) \\
  \vdots & \vdots & & \vdots \\
  h_K(L-1) & h_K(L-2) & \ldots & h_K(0) \\
  h_1(L-1) & h_1(L-2) & \ldots & h_1(0) \\
  \vdots & \vdots & & \vdots \\
  h_K(L-1) & h_K(L-2) & \ldots & h_K(0) \\
  \ddots & \ddots & \ddots & \ddots \\
  h_1(L-1) & h_1(L-2) & \ldots & h_1(0) \\
  \vdots & \vdots & & \vdots \\
  h_K(L-1) & h_K(L-2) & \ldots & h_K(0)
\end{bmatrix}.
$$

(17)

Here, $h_k(i)$, for $i = 0, \ldots, L - 1$, denotes the $i$-th channel tap observed at $k$-th antenna. To ensure that $\mathbf{H}$ is now an over-determined matrix (the order of row is larger than the order of column), we need to have

$$
K > \frac{L + M - 1}{M},
$$

(18)

or, alternatively,

$$
M > \frac{L - 1}{K - 1}.
$$

(19)

Furthermore, we assume the noise samples come from different antennas are independent with zero mean and $\mathcal{E}(\mu_i\mu_i^H) = \sigma^2 I_{MK}$. Then we can exactly ensure that the system mode under multiple antennas satisfies the over-determined condition specified in [29]. For ease of presentation, we define $p = MK$ and $q = L + M - 1$ in (11).

As mentioned earlier, the second approach to construct the over-determined channel model is for the secondary user to over-sample the received signals. Suppose that the over-sampling factor is given by $K$. That is, the received baseband signal is sampled $K$ times in one symbol. Then a similar system model as in (15), (16) and (17) can be obtained, except that $\mathbf{x}_i$ and $\mu_i$ should be replaced with

$$
\mathbf{x}_i = [x(iMK - MK + 1), x(iMK - MK + 2), \ldots, x(iMK)]^T,
$$

(20)

$$
\mu_i = [\mu(iMK - MK + 1), \mu(iMK - MK + 2), \ldots, \mu(iMK)]^T,
$$

(21)
and \( h_k(i) \), for \( i = 0, \ldots, L - 1 \), becomes the \( k \)-th over-sampling point of the \( i \)-th channel tap. It can be verified that \( h_k(i) \)'s are different for different \( k \) \[30\]. The major difference between the over-sampling approach and the multiple-antenna approach is that the over-sampled noise samples in (21) are correlated, which contradicts the primary assumption of independent noise samples. Nevertheless, the pre-whiting technique can be used to whiten the correlated noises based on the known correlation matrix. The details can be referred to Appendix A.

Before leaving this section, it is noted that, though the proposed over-determined model is based on the assumption that there is only one primary user in the cognitive network, it is also applicable the scenario where there exist multiple primary users. An alternative approach to construct the over-determined model in the presence of multiple primary users is to use the cooperative sensing technique as in [28] by using multiple detectors.

IV. Simplified Information Theoretic Criteria Sensing Algorithm and Performance Analysis

Since the binary hypothesis test in the spectrum sensing is equivalent to the special case of source number estimation problem, the information theoretic criteria method can be directly applied to conduct spectrum sensing as firstly proposed in [25]–[28]. The basic idea is when the primary user is absent, the received signal \( x_i \) is only the white noise samples. Therefore, the estimated number of source signals via information theoretic criteria (AIC or MDL) should be zero. Otherwise, when the primary user is present, the number of source signals must be larger than zero. Hence, by comparing the estimated number of source signals with zero, the presence of the primary user can be detected. It is noted that the estimation of the number of source by using (4) and (5) needs very little prior information about the primary user. In particular, it does not require the knowledge of channel state information, synchronization, nor pilot design and modulation strategy. Moreover it does not need the estimation of noise power. Hence we argue that information theoretic criteria method is a blind spectrum sensing similar to [10]–[12], and it is robust and suitable for the practical applications.

However, it is known that signal detection is much easier than signal estimation. Therefore, using the estimation method to conduct the detection as in [25]–[28] may lead to unnecessary computational complexity overhead. In the mean time, it makes it difficult to carry out analytical study on the detection performance. In this section, we propose a simplified ITC algorithm to
conduct the spectrum sensing. It can significantly reduce the computational complexity while having almost no performance loss as will be illustrated in Section V. It also enables a more tractable analytical study on the detection performance.

A. Simplified ITC sensing algorithm

Before presenting the simplified ITC sensing algorithm in detail, we have the following lemma.

**Lemma 1**: If there is one value $\hat{k}(>0)$ which minimizes the AIC metric in (2) (MDL metric in (3), then $\text{AIC}(0) > \text{AIC}(1)$ ($\text{MDL}(0) > \text{MDL}(1)$) with high probability.

*Proof*: Please refer to Appendix [B]

The outline of the proposed simplified sensing algorithm is as follows.

**Algorithm 1: SITC sensing algorithm**

Step 1. Compute the sampled covariance matrix of received signals, i.e., $R_x = \frac{1}{N} \sum_{i=1}^{N} x_i x_i^\dagger$, where $x_i$'s are received vectors as described in (12) or (20) and $N$ denotes the number of the observations.

Step 2. Obtain the eigenvalues of $R_x$ through eigenvalue decomposition technique, and denote them as $\{l_1, l_2, \ldots, l_p\}$ with $l_1 \geq l_2, \ldots, \geq l_p$.

Step 3. Calculate the decision values $\text{AIC}(0)$ and $\text{AIC}(1)$ ($\text{MDL}(0)$ and $\text{MDL}(1)$) according to (2)((3)). Then the detection decision metric is

$$T_{\text{SITC-AIC}}(L_x) : \frac{H_1}{H_0} \overset{\text{AIC}}{\geq} \text{AIC}(1). \quad (22)$$

if AIC is adopted, or

$$T_{\text{SITC-MDL}}(L_x) : \frac{H_1}{H_0} \overset{\text{MDL}}{\geq} \text{MDL}(1). \quad (23)$$

if MDL is adopted, where $L_x$ denote the set of eigenvalues $\{l_i, i=1,2,\ldots,p\}$

Note that in the OITC sensing algorithm [25], one needs to find the exact value of $\hat{k}$ from 0 to $p-1$ to minimize the AIC in (2) or MDL in (3). In the proposed SITC algorithm, only two decision values at $k=0$ and 1 should be computed and compared. Thus, the computational complexity is significantly reduced. In the next subsection, based on the proposed SITC algorithm, we present the analytical results on the detection performance. Since from the Lemma 1, the SITC algorithm almost obtains the same performance as OITC algorithm, we claim that our analytical results are also applicable for evaluating the performance of OITC algorithm.
B. Performance Analysis

Since spectrum sensing is actually a binary hypothesis test, the performance we focus on is the probability of detection $P_d$ (the probability for identifying the signal when the primary user is present) and the probability of false alarm $P_f$ (the probability for identifying the signal when the primary user is absent). As no threshold value is involved in the ITC sensing algorithm, $P_d$ is not directly related with $P_f$. The two probabilities are presented separately. For ease of presentation, we shall take the AIC criterion for example to illustrate the analysis throughout this section. The extension to MDL criterion is straightforward if not mentioned otherwise.

1) Probability of false alarm: According to the sensing steps in Algorithm 1, the false alarm occurs when $AIC(0)$ is larger than $AIC(1)$ at hypothesis $H_0$. The probability of false alarm can be expressed as

$$P_{f-AIC} = \Pr(AIC(0) > AIC(1)|H_0).$$

(24)

Since the primary user is absent, the received signal $x_i$ only contains the noises. The sampled covariance matrix $R_x$ in Algorithm 1 thus turns to $R_\mu$ defined as

$$R_\mu = \frac{1}{N} \sum_{i=1}^{N} \mu_i \mu_i^\dagger.$$

(25)

Hence, the eigenvalues in (2) become the eigenvalues of the sampled noise covariance matrix $R_\mu$ in (25), which is a Wishart random matrix [31]. By applying the recent advances on the eigenvalue distribution for Wishart matrices, a closed-form expression for the probability of false alarm can be obtained.

**Proposition 1**: The probability of false alarm of the proposed spectrum sensing algorithm can be approximated as:

$$P_f \approx F_2 \left( \frac{pN - (\sqrt{N} + \sqrt{p})^2} {\left(\sqrt{N} + \sqrt{p}\right) \left(\frac{1}{\sqrt{N}} + \frac{1}{\sqrt{p}}\right)^{\frac{3}{2}}} - F_2 \left( \frac{(p - \alpha_1)N - (\sqrt{N} + \sqrt{p})^2} {\left(\sqrt{N} + \sqrt{p}\right) \left(\frac{1}{\sqrt{N}} + \frac{1}{\sqrt{p}}\right)^{\frac{3}{2}}} \right) ight)$$

$$+ F_2 \left( \frac{(p - \alpha_2)N - (\sqrt{N} + \sqrt{p})^2} {\left(\sqrt{N} + \sqrt{p}\right) \left(\frac{1}{\sqrt{N}} + \frac{1}{\sqrt{p}}\right)^{\frac{3}{2}}} \right) - F_2 \left( \frac{-(\sqrt{N} + \sqrt{p})^2} {\left(\sqrt{N} + \sqrt{p}\right) \left(\frac{1}{\sqrt{N}} + \frac{1}{\sqrt{p}}\right)^{\frac{3}{2}}} \right),$$

(26)

where $F_2(\cdot)$ is the cumulative distribution function (CDF) of Tracy-Widom distribution of order two [31], $\alpha_1$ and $\alpha_2$ with $\alpha_1 < \alpha_2$ are the two real roots of the function in (32) if AIC is applied, or (37) if MDL is applied.
Proof: Recall the definition in (24), to compute the probability of false alarm is to compute the probability

\[ P_{f-AIC} = \Pr(AIC(0) - AIC(1) > 0|H_0). \]  

(27)

According to the cost function of AIC defined in (2), we have

\[ AIC(0) - AIC(1) = -2 \log \left[ \prod_{i=1}^{p} l_i^{1/p} \right]^{pN} + 2 \log \left[ \frac{\prod_{i=2}^{p} l_i^{1/(p-1)}}{p-1 \sum_{i=2}^{p} l_i} \right]^{(p-1)N} - (4p - 2). \]

Then we can rewrite (27) as

\[ P_{f-AIC} = \Pr \left( \log \left[ \frac{\left( \frac{1}{p} \sum_{i=1}^{p} l_i \right)^p}{\left( \frac{1}{p-1} \sum_{i=2}^{p} l_i \right)^{p-1} l_1} \right] > \frac{4p - 2}{2N} \right| H_0 \].

(28)

Note here, the sum of eigenvalues of sampled covariance matrix, \( \frac{1}{p} \sum_{i=1}^{p} l_i \), is equivalent to

\[ \frac{1}{pN} \text{Tr} \left( \sum_{i=1}^{N} x_i x_i^\dagger \right) \].

At hypothesis \( H_0 \), where the received vector involves only the noise samples, \( \frac{1}{pN} \text{Tr} \left( \sum_{i=1}^{N} x_i x_i^\dagger \right) \) is the un-biased estimation of the covariance of the white noise. Therefore, when \( N \) is sufficiently large, we have

\[ \frac{1}{p} \sum_{i=1}^{p} l_i \approx \sigma^2. \]

(29)

Substituting (29) into (28) yields:

\[ P_{f-AIC} \approx \Pr \left[ \frac{(\sigma^2)^p}{\left( \frac{1}{p-1} - \frac{1}{p} \right)^{p-1} l_1} > \exp \left( \frac{2p - 1}{N} \right) \right| H_0 \].

(30)

From (30), it is seen that the probability of false alarm is only dependent on the largest eigenvalue of the noise sampled covariance matrix \( R_\mu \). Since \( R_\mu \) is actually a Wishart random matrix, its largest eigenvalue \( l_1 \) satisfies the Tracy-Widom distribution of order two [31]. To apply this result, we rewrite (30) as

\[ P_{f-AIC} \approx \Pr \left[ \frac{l_1}{\sigma^2} \left( \frac{p - l_1}{\sigma^2} \right)^{p-1} < \frac{(p - 1)^{p-1}}{\exp \left( \frac{2p - 1}{N} \right)} \right| H_0 \]

\[ = \Pr \left[ x^p - px^{p-1} + \frac{(p - 1)^{p-1}}{\exp \left( \frac{2p - 1}{N} \right)} > 0 \right| H_0 \],

(31)

where \( x \triangleq p - \frac{l_1}{\sigma^2} \).

Define a function

\[ f(x) \triangleq x^p - px^{p-1} + \frac{(p - 1)^{p-1}}{\exp \left( \frac{2p - 1}{N} \right)}. \]

(32)

We next find the real roots of this function.
Taking the differentiation of $f(x)$ and equating it to zero, we obtain
\[
\frac{df(x)}{dx} = px^{p-1} - p(p-1)x^{p-2} = px^{p-2}[x - (p - 1)] = 0.
\]

Clearly, $f(x)$ has two stationary points, which are $x = p - 1$ and $x = 0$. In the following, two scenarios with $p$ being even or odd are considered respectively. When $p$ is even, it is easily found that the function $f(x)$ monotonically decreases over $(-\infty, p - 1)$ and monotonically increases over $(p - 1, \infty)$. Simultaneously, we can verify that
\[
f(p - 1) = (p - 1)^p - p(p-1)^{p-1} + \frac{(p-1)^{p-1}}{\exp \left( \frac{2p-1}{N} \right)} < 0.
\]
and
\[
f(0) = f(p) = \frac{(p-1)^{p-1}}{\exp \left( \frac{2p-1}{N} \right)} > 0.
\]
So there must be two real roots within $(0, p)$ and around $p - 1$ for function $f(x)$. Let $\alpha_1$ and $\alpha_2$, with $\alpha_1 < \alpha_2$, denote the two real roots, then (31) is converted into an equivalent form:
\[
P_{f-AIC} \approx \Pr [x < \alpha_1 | H_0] + \Pr [\alpha_2 < x | H_0].
\]

When $p$ is odd, we can find $f(x)$ decreases monotonically over $(0, p-1)$, while it is the monotonic increasing function over both $(-\infty, 0)$ and $(p - 1, \infty)$. According to the fact that $f(-\infty) < 0$, $f(0) > 0$, $f(p - 1) < 0$ and $f(p) > 0$, we conclude that $f(x)$ have three real roots, which are denoted as $\alpha_0$, $\alpha_1$ and $\alpha_2$, with $\alpha_0 < 0$ and $0 < \alpha_1 < \alpha_2$, respectively. Then (31) can be rewritten as:
\[
P_{f-AIC} \approx \Pr [\alpha_0 < x < \alpha_1 | H_0] + \Pr [\alpha_2 < x | H_0].
\]
However, it is noted that as $N$ is large enough, the largest eigenvalue of the sampled noise covariance matrix, $l_1$, is just slightly larger than the true covariance of noise $\sigma^2$. Hence, from the definition, $x$ can be reasonably limited in $(0, p)$. Therefore, both the probability of (35) and (36) can be summarized as the following form
\[
P_{f-AIC} \approx \Pr [0 < x < \alpha_1 | H_0] + \Pr [\alpha_2 < x < p | H_0].
\]
In other words,
\[
P_{f-AIC} \approx \Pr \left[ p - \alpha_1 < \frac{l_1}{\sigma^2} < p \bigg| H_0 \right] + \left[ 0 < \frac{l_1}{\sigma^2} < p - \alpha_2 \bigg| H_0 \right] .
\]
Applying the distribution of the largest eigenvalue for Wishart matrix in random matrix theory \[31\], the variable \( N \frac{L}{\sigma^2} \) satisfies the distribution of Tracy-widom of order two, i.e.,

\[
\frac{N \frac{L}{\sigma^2} - (\sqrt{N} + \sqrt{p})^2}{(\sqrt{N} + \sqrt{p})(\frac{1}{\sqrt{N}} + \frac{1}{\sqrt{p}})^{\frac{3}{2}}} \sim W_2 \sim F_2.
\]

Here, \( W_2 \) and \( F_2 \) denote the probability density function (PDF) and cumulative density function (CDF) for distribution of Tracy-widom of order two respectively. Therefore, the probability of false alarm of AIC can be concluded as \(26\).

Similar with the above derivation, when the MDL criterion is applied, we only need to modify the step in \(31\) as

\[
P_{f-MDL} \approx \Pr \left[ x^p - px^{p-1} + \frac{(p - 1)^{p-1}}{\exp \left( \frac{(p-0.5) \log N}{N} \right)} > 0 \right| H_0].
\]

and redefine the function \( f(x) \) in \(32\) as

\[
f(x) \triangleq x^p - px^{p-1} + \frac{(p - 1)^{p-1}}{\exp \left( \frac{(p-0.5) \log N}{N} \right)}.
\]

From Proposition 1, it is found that the probability of false alarm is independent with noise covariances \( \sigma^2 \). Therefore, the proposed SITC sensing algorithm is robust in practical applications. It is also noted that \( P_f \) depends on the product of \( M \) and \( K \), i.e., \( p = MK \), rather than the individual values of \( M \) and \( K \).

2) Probability of detection: When the primary user is present, the event of detection also occurs when \( \text{AIC}(0) > \text{AIC}(1) \). The probability of detection is thus described as

\[
P_{d-AIC} = \Pr(\text{AIC}(0) > \text{AIC}(1)|H_1).
\]

Since at \( H_1 \), the received vector \( x_i \) involves the signals transmitted by the primary user, the sampled covariance matrix \( R_x \) can be written as

\[
R_x = \frac{1}{N} \sum_{i=1}^{N} (Hs_i + \mu_i)(Hs_i + \mu_i)\dagger.
\]

Note that \( R_x \) is no longer a Wishart matrix. The exact distribution of its eigenvalues is unknown and difficult to find, and hence so is the \( P_d \). In the following, we resort to deriving a closed-form expression for the conditional probability of detection given the channel matrix \( H \). The average probability of detection can then be obtained using a hybrid analytical-simulation approach.
Proposition 2: Let $R_s$ denote the covariance matrix of $s_i$ given in (13) and $\{\delta_1, \delta_2, \ldots, \delta_p\}$ be the eigenvalues of matrix $HR_sH^\dagger$ (with $\delta_1 \geq \delta_2 \geq \ldots \geq \delta_p$). Then there exists a value of $\rho$, for $\delta_p \leq \rho \leq \delta_1$, such that the probability of detection given $H$ can be approximated as $P_{d|H} \approx Q(\rho)$, where the function $Q(\cdot)$ is

$$Q(\delta) = F_2\left(\frac{pN - (\sqrt{N} + \sqrt{p})^2}{\sqrt{N} + \sqrt{p}}\left(\frac{1}{\sqrt{N}} + \frac{1}{\sqrt{p}}\right)^{\frac{3}{2}}\right) - F_2\left(\frac{\left(\frac{p-\pi_1}{\sigma_2}\epsilon - \delta\right)N - (\sqrt{N} + \sqrt{p})^2}{\sqrt{N} + \sqrt{p}}\left(\frac{1}{\sqrt{N}} + \frac{1}{\sqrt{p}}\right)^{\frac{3}{2}}\right)$$

$$+ F_2\left(\frac{\left(p - \pi_2\right) \epsilon - \delta}{\sqrt{N} + \sqrt{p}}\left(\frac{1}{\sqrt{N}} + \frac{1}{\sqrt{p}}\right)^{\frac{3}{2}}\right) - F_2\left(\frac{-(\sqrt{N} + \sqrt{p})^2}{\sqrt{N} + \sqrt{p}}\left(\frac{1}{\sqrt{N}} + \frac{1}{\sqrt{p}}\right)^{\frac{3}{2}}\right),$$

(40)

where $\epsilon = \frac{1}{p} \text{Tr}(HR_sH^\dagger) + \sigma^2$ and $\pi_1, \pi_2$ (with $\pi_1 < \pi_2$) denote the two roots of the function (46) for AIC or (49) for MDL. Furthermore, upper and lower bounds can be obtained as $Q(\delta_p) \leq P_{d|H} \leq Q(\delta_1)$.

Proof: Please refer to Appendix C.

From Proposition 2, we find that $P_d$ is not only related to $N$ and $p$, but also depends on $\frac{1}{\sigma^2}$, which is the ratio of the signal strength of primary user to the noise variance. The exact value of $\rho \in [\delta_p, \delta_1]$ in Proposition 2 is difficult to determine in an analytical way, since it is related to both the channel response $H$ and the covariance matrix of source signal $R_s$. In practice, we can simply choose $\rho_{AIC} = \frac{1}{2}(\delta_p + \delta_1)$ and $\rho_{MDL} = \frac{3}{4}(\delta_p + \delta_1)$. It will be demonstrated later in Section VI that the analytical $P_{d|H}$ based on this choice of $\rho$ can approximate the Monte Carlo results very well in most of cases.

V. Generalized Information Theoretic Criteria Sensing Algorithm

As mentioned in the previous section, the probability of detection of and probability of false alarm of the proposed simplified ITC sensing algorithm are not directly related to each other as the algorithm does not involve any threshold (same for the original ITC algorithm in [25]). According to the analytical results given in (26) and (40), to satisfy different system requirements, a proper set of values for the parameters $M$, $K$ and $N$ in model (11) should be chosen, which is inconvenient for practical application. In this section, based on the analytical discussion in Section IV, we propose a generalized information theoretic criteria sensing algorithm which can provide a flexible tradeoff between $P_d$ and $P_f$ according to different system design requirements.
From the expression given in (28) and (44), we found that the sensing decision for SITC algorithm is actually based on the decision variable \( \log \left[ \frac{\left( \frac{1}{p} \sum_{i=1}^{p} l_i \right)^p}{\left( \frac{1}{p-1} \sum_{i=2}^{p} l_i \right)^{p-1} l_1} \right] \). Thus, we generalize the decision rule as

\[
\tau_{G\text{ITC}}(L_x) : \frac{\left( \frac{1}{p} \sum_{i=1}^{p} l_i \right)^p}{\left( \frac{1}{p-1} \sum_{i=2}^{p} l_i \right)^{p-1} l_1} \gtrless \gamma,
\]

where \( \gamma \) is a pre-set threshold. It is seen that if we set \( \gamma = \exp \left( \frac{2}{N} \right) \), the decision rule given in (41) turns into the AIC based SITC sensing algorithm presented in Algorithm 1. If we fix \( \gamma = \exp \left( \frac{p-0.5}{N} \log N \right) \), the algorithm becomes the MDL-based SITC sensing algorithm. Furthermore, it is easy to find that the analytical results obtained in Section IV are applicable for the GITC sensing algorithm. The only change that needs to be made is to replace \( \alpha_1 \) and \( \alpha_2 \) in (26) (or \( \pi_1 \) and \( \pi_2 \) in (40)) by two real roots generated by the following equation.

\[
f(x) \triangleq x^p - px^{p-1} + \frac{(p-1)^{p-1}}{\gamma}.
\]

Thus, the outline of the proposed GITC sensing algorithm can be summarized as follows.

**Algorithm 2: GITC sensing algorithm**

- **Step 1** and **Step 2**: the same as Algorithm 1 in Section IV.
- **Step 3**: According to the system requirement on \( P_f \), choose a proper threshold \( \gamma \) based on (26) and (42).
- **Step 4**: Conduct the decision based on (41).

According to the decision variable presented in (41), we find that the proposed GITC sensing algorithm is actually also an eigenvalue-based method similar to [10]–[12]. The advantage of the proposed GITC over the algorithms in [11], [12] is that it is able to analytically obtain the explicit decision threshold \( \gamma \) according to the system requirement on \( P_f \) before the actual deployment.

**VI. Simulation results and discussions**

In this section, we present some numerical examples to demonstrate the effectiveness of the proposed sensing schemes and to confirm the theoretical analysis.
A. Comparison between simulation and analytical results for both SITC and OITC

In our first set of examples, we compare the simulation results with analytical results given in Proposition 1 and Proposition 2. The comparison between SITC and OITC are also presented. In the simulation, the channel taps are random numbers with zero-mean complex Gaussian distribution. All the results are averaged over 1000 Monte Carlo realizations. For each realization, random channel, random noise and random BPSK modulated inputs are generated. We define the SNR as the ratio of the average received signal power to the average noise power

\[ SNR = \frac{\mathbb{E}[\|x_i - \mu_i\|^2]}{\mathbb{E}[\|\mu_i\|^2]} \]  

(43)

The comparison of simulation and analytical results for \( P_f \) is demonstrated in TABLE I and TABLE II. According to Proposition 1, \( P_f \) is independent with the noise variance, thus remains constant over different SNR. Hence we average multiple values over different SNR as the simulated \( P_f \) and compare it with the analytical \( P_f \). From TABLE I we first observe that SITC and OITC perform almost the same. It is also seen that, for AIC, the analytical results are slightly larger than the simulation results especially when \( p = MK \) is small. Nevertheless, the analytical approximation is accurate enough to evaluate the performance of the proposed sensing scheme. It is also found that \( P_{f-AIC} \) gradually decreases as \( p = MK \) increases while the \( P_{f-MDL} \) remains zero in both simulation and analytical results. We conclude that the MDL method has excellent false alarm performance. From TABLE II we find that the probability of false alarm increases very slowly as \( N \) increases. In fact, our simulation shows that \( P_{f-AIC} \) is still below 0.1 even when \( N = 10^{15} \) at \( M = 5 \) and \( K = 4 \).

Figs. 1-4 show \( P_d \) at different system parameters. In Fig. 1, we first compare the detection performance obtained by simulation between SITC and OITC. It is seen that the proposed SITC sensing algorithm do not lead to any performance loss compared to OITC algorithm. Then, comparing the semi-analytical results obtained from Proposition 2 with the simulation results, one can observe a very good match between them, especially for MDL method. Thus, Proposition 2 is validated. Fig. 2, Fig. 3 and Fig. 4 present the simulation results of \( P_d \) for variable \( K \) (at \( M = 5, N = 10000 \)), \( M \) (at \( K = 4, N = 10000 \)) and \( N \) (at \( K = 4, M = 5 \)), respectively. It is found that the performance is improved as any of these parameters increases.
B. Comparison between SITC and other sensing algorithms

Thus far, a few efficient sensing algorithms have been proposed in the literature, with each requiring distinct prior information. In this subsection, for fair comparison, we only choose the eigenvalue-based methods proposed in [10]–[12] and the energy detection method since they both need little prior information. It should be mentioned that the proposed SITC-AIC and SITC-MDL algorithms are equivalent to the GITC algorithm provided in Section V via setting \( \gamma_{AIC} = \exp \left( \frac{2(p-1)}{N} \right) \) and \( \gamma_{MDL} = \exp \left( \frac{(p-0.5) \log N}{N} \right) \). Therefore, we omit the performance comparison with the GITC. In the simulation, we fix the order of channel \( L = 10 \) as in [10] and choose \( N = 10000 \), \( K = 4 \) and \( M = 5 \). Fig. 5 shows the comparison with the energy detection (ED) method (with perfect estimation of noise covariance) and the four eigenvalue-based methods, namely, the maximum minimum eigenvalue detection (EV-MME) and energy with minimum eigenvalue detection (EV-EME) [10], the blindly combined energy detection (EV-BCED) [11], and the arithmetic to geometric mean (EV-AGM) [12]. We see that, under almost the same \( P_f \), energy detection performs the best, followed by the EV-AGM method, the proposed SITC-AIC method and EV-BCED method, and then EV-MME and EV-EME methods. Among the proposed SITC-AIC and four eigenvalue-based methods, the SITC-AIC almost obtains the same performance with the EV-BCED method and they both outperform EV-MME and EV-EME while being slightly inferior to the EV-AGM method. Though the proposed SITC-MDL method performs the worst in \( P_d \), it is the best among all the considered schemes in terms of \( P_f \) performance.

The comparison with energy detection with noise uncertainty is presented in Fig. 6, where “ED-x dB” means that the noise uncertainty in energy detection is x-dB as defined in [10]. It is observed that, although the proposed method performs worse than the energy detection method with accurate noise covariance estimation, it significantly outperforms in both \( P_d \) and \( P_f \) when there exists some noise uncertainty. This clearly demonstrates the robustness of information theoretic criteria based blind sensing algorithm.

C. Performance of the GITC algorithm

Results for the GITC sensing algorithm at different threshold values are demonstrated in Fig. 7. It is assumed that we should choose proper thresholds to make \( P_f = 0.1 \), \( P_f = 0.05 \) and \( P_f = 0.01 \). According to the Proposition 1 and the discussion in Section V, we choose three
thresholds $\gamma = 1.0372$, $\gamma = 1.0393$ and $\gamma = 1.0429$ (note that since the analytical results are slightly larger than the simulation results, the thresholds we choose should make theoretic $P_f$ larger than required $P_f$ by about 0.02). From the plots, it is found that the $P_f$ requirements are satisfied very well. One can also see that the probability of false alarm is very sensitive to the threshold. Hence, the GITC sensing algorithm is flexible for system design with different requirements.

VII. CONCLUSIONS

In this paper we have provided an intensive study on the information theoretic criteria based blind spectrum sensing method. Based on the prior work on the related study, we first proposed the simplified ITC sensing algorithm. This algorithm significantly reduces the computational complexity without losing any detection performance compared with the existing ITC based sensing algorithm. Moreover, it enables a more trackable analytical study on the detection performance. Thereafter, applying the recent advances in random matrix theory, we derive closed-form expressions for both the probability of false alarm and probability of detection which can tightly approximate the actual results in simulation. We further generalized the SITC sensing algorithm to an eigenvalue based sensing algorithm which strike the balance between the probabilities of detection and false alarm by involving an adjustable threshold. Simulation results demonstrate that the proposed blind sensing algorithm outperforms the existing eigenvalue-based sensing algorithms in certain scenarios.

APPENDIX A

WHITENING THE OVER-SAMPLED NOISES

At the secondary receiver, the received continuous signal is usually filtered by a low-pass filter. Therefore, the noise $\mu(t)$ in (6) and (7) should be correlated. We assume that the white noise before the filter is $\hat{\mu}(t)$ and the system function of the low-pass filter is $g(t)$ which is known at the secondary receiver. In the following, we only consider the real value case, since in the communication system, the complex value signal is just the combination of two orthogonal real value signals. As we have known, $\mu(t)$ can be described by $\hat{\mu}(t)$ and $g(t)$ as

$$
\mu(t) = g(t) \otimes \hat{\mu}(t) = \int_0^{t_{\text{max}}} g(\ell)\hat{\mu}(t-\ell)d\ell,
$$
where \((0, t_{\text{max}})\) represents the time span of \(g(t)\) and \(\otimes\) denotes the convolution operator. Thus, the auto-correlative function of \(\mu(t)\) denoted by \(\phi_{\mu}(\tau)\) can be expressed as

\[
\phi_{\mu}(\tau) = \phi_g(\tau) \otimes \phi_{\hat{\mu}}(\tau),
\]

where \(\phi_g(\tau)\) and \(\phi_{\hat{\mu}}(\tau)\) are the auto-correlative functions of \(g(t)\) and \(\hat{\mu}(t)\), respectively. Note that \(\phi_{\hat{\mu}}(\tau)\) should be equal to \(\sigma^2\delta(\tau)\) since \(\hat{\mu}(t)\) is white (here the covariance of \(\hat{\mu}(t)\) is assumed to be \(\sigma^2\)). Therefore, we derive that

\[
\phi_{\mu}(\tau) = \sigma^2 \phi_g(\tau) = \sigma^2 \int_0^{t_{\text{max}}} g(\ell) g(\tau - \ell) d\ell, \quad 0 \leq \tau \leq 2t_{\text{max}}
\]

Thus, if the received signal is over-sampled at rate \(Kf_s\) where \(f_s\) is the reciprocal of the baseband symbol duration \(T_0\) and \(K\) is the over-sampling factor, the covariance matrix of the noise vector \(\mu_i\) given in (21) becomes

\[
R_{\mu} = \sigma^2 Q,
\]

with \(Q\) having entries \(q_{i,j} = \phi_g(|i - j| T_0 / R)\). Note that \(Q\) is a positive definite symmetric matrix. It can be decomposed into \(Q = \tilde{Q}^2\), where \(\tilde{Q}\) is also a positive definite symmetric matrix. Hence, to obtain the independent noise samples in the over-sampling scheme, we can pre-whiten the over-sampled noise samples \(\mu_i\) as

\[
\tilde{\mu}_i = \tilde{Q}^{-1} \mu_i.
\]

Then, the covariance matrix of \(\tilde{\mu}_i\) transforms into

\[
R_{\tilde{\mu}_i} = \tilde{Q}^{-1} R_\mu \tilde{Q}^{-1} = \sigma^2 I_p.
\]

Now, noise samples \(\mu_i\) are whitened. It is noted that \(\tilde{Q}\) is only related to the low-pass filter and over-sampling factor \(K\) and is independent to the signal and noise. Therefore, the pre-whitening process can be used blindly.

**Appendix B**

**Proof of Lemma 1**

We prove the lemma from two aspects. Firstly, it has been shown in [32], [33] that most of the estimation errors of AIC and MDL occur tightly around the true numbers. According to this finding, at hypothesis \(H_0\) (the true number of source signal is zero), if there exists \(\hat{k} > 0\) minimizing (2) or (3), then we have \(\hat{k} = 1\) with high probability. Hence, Lemma 1 holds for
the case of false alarm. Next, we prove that Lemma 1 succeeds at hypothesis $H_1$. Since the primary user is present, the eigenvalues $l_i$ of the sampled covariance matrix are distinct at least for $i = 1, 2, \ldots, q$ (here $q$ is the true source number). For $i = q, q + 1, \ldots, p$, the eigenvalues are actually the estimation of noise variance $\sigma^2$. They may be equal to each other when $N$ is enough large. According to the expression of AIC and MDL, it is found that the second terms in (2) and (3) are monotonically increasing functions of $k$. To make the cost function in (2) or (3) minimum at $\hat{k} \in [1, p - 1]$, we must have that the first terms in (2) and (3) are monotonically decreasing for $k = 0, 1, \ldots, \hat{k}$. We next prove this statement.

We focus on the AIC criterion and the extension to MDL is straightforward. Supposing $k' \in [2, \hat{k}]$ and

$$f_{\text{AIC}}(k) = -2 \log \left( \frac{\prod_{i=k+1}^{p} l_i^{1/(p-k)}}{\frac{1}{p-k} \sum_{i=k+1}^{p} l_i} \right)^{(p-k)N},$$

we have

$$f_{\text{AIC}}(k' - 1) - f_{\text{AIC}}(k') = 2N \log \frac{\left( \frac{1}{p-k'} \sum_{i=k'}^{p} l_i \right)^{p-k'+1}}{\left( \frac{1}{p-k} \sum_{i=k+1}^{p} l_i \right)^{p-k'} l_k'}. $$

Since

$$\left( \frac{1}{p-k'+1} \sum_{i=k'}^{p} l_i \right)^{p-k'+1} \geq \left( \frac{1}{p-k} \sum_{i=k+1}^{p} l_i \right)^{p-k'} l_k' \left( \frac{1}{p-k'} \sum_{i=k'}^{p} l_i \right)^{p-k'+1},$$

(here, the arithmetic-mean geometric-mean inequality $x_1^{a_1} + x_2^{a_2} \geq x_1^{a_1} x_2^{a_2}$ with $a_1 + a_2 = 1$ is applied), we conclude that

$$\frac{\left( \frac{1}{p-k'+1} \sum_{i=k'}^{p} l_i \right)^{p-k'+1}}{\left( \frac{1}{p-k} \sum_{i=k+1}^{p} l_i \right)^{p-k'} l_k'} \geq 1.$$ 

It further means

$$f_{\text{AIC}}(k' - 1) - f_{\text{AIC}}(k') > 0,$$
i.e., $f_{AIC}(k)$ is a monotonic decreasing function. Hence, we have
\[
\lim_{N \to \infty} \frac{AIC(0) - AIC(1)}{N} = 2 \log \left( \frac{\left( \frac{1}{p} \sum_{i=1}^{p} l_i \right)^p}{\left( \frac{1}{p-1} \sum_{i=2}^{p} l_i \right)^{p-1} l_1} \right) + \lim_{N \to \infty} -\frac{4p + 2}{N} > 0.
\]

If $N$ is finite but larger enough, we claim that Lemma 1 holds with high probability. The high probability is also contributed by the fact that, due to the property of SVD decomposition technique, the first eigenvalue $l_1$ is always much larger than other eigenvalues. Therefore, $2N \log \left( \frac{\left( \frac{1}{p} \sum_{i=1}^{p} l_i \right)^p}{\left( \frac{1}{p-1} \sum_{i=2}^{p} l_i \right)^{p-1} l_1} \right)$ is larger enough to make Lemma 1 succeed at hypothesis $\mathcal{H}_1$. Thus, we complete the proof of Lemma 1.

**APPENDIX C**

**PROOF OF PROPOSITION 2**

We firstly derive the derivation of the probability of misdetection $P_m$ (the probability for misdetecting the presence of primary user at hypothesis $H_1$), then obtain the probability of detection $P_d$ through $1 - P_m$. Without loss of generality, the following derivation is also based on AIC. According to (38), we have
\[
P_m^{\text{-AIC}|H} = \Pr[AIC(0) - AIC(1) < 0 | \mathcal{H}_1].
\]

Similar to the process described in the proof of Proposition 1, we can rewritten $P_m^{\text{-AIC}|H}$ as
\[
P_m^{\text{-AIC}|H} = \Pr \left( \log \left[ \frac{\left( \frac{1}{p} \sum_{i=1}^{p} l_i \right)^p}{\left( \frac{1}{p-1} \sum_{i=2}^{p} l_i \right)^{p-1} l_1} \right] < \frac{4p - 2}{2N} | \mathcal{H}_1 \right).
\] (44)

Where $\{l_1, l_2, \ldots, l_p\}$ are the decreasing ordered eigenvalues of the sampled covariance matrix $R_x$ in (39). When the number of observation $N$ is larger enough, we obtain the approximation
\[
\frac{1}{N} \sum_{i=1}^{N} x_i x_i^\dagger \approx \mathcal{E} \left( x_i x_i^\dagger \right) = HR_x H^\dagger + \sigma^2 I_p.
\]

Thus
\[
\frac{1}{p} \sum_{i=1}^{p} l_i \approx \frac{1}{p} \text{Tr} (HR_x H^\dagger) + \sigma^2.
\]

Hence, (44) turns to
\[
P_m^{\text{-AIC}|H} \approx \Pr \left[ \frac{l_1}{\epsilon} \left( p - \frac{l_1}{\epsilon} \right)^{p-1} > \frac{(p - 1)^{p-1}}{\exp \left( \frac{2p-1}{N} \right)} | \mathcal{H}_1 \right]
\]
\[
= \Pr \left[ y^p - py^{p-1} + \frac{(p - 1)^{p-1}}{\exp \left( \frac{2p-1}{N} \right)} < 0 | \mathcal{H}_1 \right],
\] (45)
where $\epsilon = \frac{1}{p} \text{Tr}(HR_s H) + \sigma^2$ and $y \triangleq p - \frac{1}{\epsilon}$.

Assuming $\pi_1$ and $\pi_2$ (with $\pi_1 < \pi_2$) are two real roots within $(0, p)$ of the following function

$$g(y) = y^p - py^{p-1} + \frac{(p-1)^{p-1}}{\exp\left(\frac{2p-1}{N}\right)}.$$

As described in the proof of proposition 1, the probability of misdetection is concluded as

$$P_{m-AIC|H} \approx \Pr[\pi_1 < y < \pi_2|H_1],$$

i.e.,

$$P_{m-AIC|H} \approx \Pr[(p - \pi_2)\epsilon < l_1 < (p - \pi_1)\epsilon|H_1].$$

(47)

Note that $l_1$ is the largest eigenvalue of the sampled variance matrix $R_x$. Given the channel matrix, $R_x$ can be approximated as

$$R_x \approx \frac{1}{N} \left[ H \sum_{i=1}^{N} s_i s_i^\dagger H^\dagger + \frac{1}{N} \sum_{i=1}^{N} \mu_i \mu_i^\dagger \approx HR_s H^\dagger + \frac{1}{N} \sum_{i=1}^{N} \mu_i \mu_i^\dagger, \right]$$

when $N$ is larger enough.

Let $\{\delta_1, \delta_2, \ldots, \delta_p\}$ and $\{\chi_1, \chi_2, \ldots, \chi_p\}$ be the decreasing ordered eigenvalues of $HR_s H^\dagger$ and $\frac{1}{N} \sum_{i=1}^{N} \mu_i \mu_i^\dagger$ respectively. Apply Weyl’s inequality theorem in [34], the largest eigenvalue of $R_x$, $l_1$, satisfies

$$\chi_1 + \delta_p \leq l_1 \leq \chi_1 + \delta_1,$$

Equivalently $\chi_1$ satisfies

$$l_1 - \delta_1 \leq \chi_1 \leq l_1 - \delta_p.$$  

(48)

Therefore, there must exist a constant $\rho$ satisfying $\delta_p \leq \rho \leq \delta_1$ which makes $l_1 - \rho$ equal to $\chi_1$. Then (47) is rewritten as

$$P_{m-AIC|H} \approx \Pr[(p - \pi_2)\epsilon - \rho < \chi_1 < (p - \pi_1)\epsilon - \rho|H_1],$$

i.e.,

$$P_{d-AIC|H} \approx \Pr\left[\frac{(p - \pi_1)\epsilon - \rho}{\sigma^2} < \frac{\chi_1}{\sigma^2} < \frac{(p - \pi_2)\epsilon - \rho}{\sigma^2} \right] + \Pr\left[0 < \frac{\chi_1}{\sigma^2} < \frac{(p - \pi_2)\epsilon - \rho}{\sigma^2} \right],$$

where we use the similar constraint for $\frac{\chi_1}{\sigma^2}$ as in the proof of Proposition 1. Since $\chi_1$ converges to the Tracy-Widom distribution of order two, we conclude

$$P_{d-AIC|H} \approx Q(\rho),$$
where $Q(\cdot)$ is defined in Proposition 2. Simultaneously, based on (47), the upper and lower bounds for $P_{m-AIC|H}$ is

$$1 - Q(\delta_1) \leq P_{m-AIC|H} \leq 1 - Q(\delta_p).$$

Therefore, the upper and lower bound of $P_{d-AIC|H}$ can be obtain straightforwardly as

$$Q(\delta_p) \leq P_{d-AIC|H} \leq Q(\delta_1).$$

The proof for MDL criterion is the same, except that the function $g(y)$ in (46) is redefined as

$$g(y) = y^p - py^{p-1} + \frac{(p - 1)^{p-1}}{\exp \left( \frac{(p-0.5) \log N}{N} \right)}.$$  (49)

Proposition 2 is thus proved.

REFERENCES

[1] F. C. C, “Spectrum policy task force report,” ET Docket, Tech. Rep. 02-135, Nov. 2002.
[2] S. Haykin, “Cognitive radio: brain-empowered wireless communications,” IEEE J. Select. Areas Commun., vol. 23, no. 2, pp. 201–220, Feb 2005.
[3] Q. Zhao and B. M. Sadler, “A survey of dynamic spectrum access,” IEEE Signal Processing Mag., vol. 24, no. 3, pp. 79–89, May 2007.
[4] F. C. C, “Fcc-08-260, Tech. Rep. 08-260, Nov. 2008.
[5] ——, “Facilitating opportunities for flexible, efficient, and reliable spectrum use employing cognitive radio technologies, notice of proposed rulemaking and order,” FCC, Tech. Rep. 03-322, Dec. 2003.
[6] H. Urkowitz, “Energy detection of unknown deterministic signals,” Proc. IEEE, vol. 55, no. 4, pp. 523–531, April 1967.
[7] F. F. Digham, M. S. Alouini, and M. K. Simon, “On the energy detection of unknown signals over fading channels,” IEEE Trans. Commun., vol. 55, no. 1, pp. 21–24, Jan. 2007.
[8] B. H. Juang, G. Y. Li, and J. Ma, “Signal processing in cognitive radio,” Proc. IEEE, vol. 97, no. 5, pp. 805–823, May 2009.
[9] A. V. Dandawate and G. B. Giannakis, “Statistical tests for presence of cyclostationarity,” IEEE Trans. Signal Processing, vol. 42, no. 9, pp. 2355–2369, Sept. 1994.
[10] Y. Zeng and Y. chang Liang, “Eigenvalue-based spectrum sensing algorithms for cognitive radio,” IEEE Trans. Commun., vol. 57, no. 6, pp. 1784–1793, June 2009.
[11] Y. Zeng, Y. C. Liang, and R. Zhang, “Blindly combined energy detection for spectrum sensing in cognitive radio,” IEEE Signal Processing Letters, vol. 15, pp. 649 –652, 2008.
[12] R. Zhang, T. Lim, Y.-C. Liang, and Y. Zeng, “Multi-antenna based spectrum sensing for cognitive radios: A GLRT approach,” IEEE Trans. Commun., vol. 58, no. 1, pp. 84 –88, January 2010.
[13] S. M. Kay, Fundamental of statistical signal processing: detection theory. Prentice Hall, 1998.
[14] Y.-C. Liang, Y. Zeng, E. C. Y. Peh, and A. T. Hoang, “Sensing-throughput tradeoff for cognitive radio networks,” IEEE Trans. Wireless Commun., vol. 7, no. 4, pp. 1326–1337, April 2008.
[15] Z. Quan, S. Cui, A. H. Sayed, and H. V. Poor, “Optimal multiband joint detection for spectrum sensing in cognitive radio networks,” *IEEE Trans. Signal Processing*, vol. 57, no. 3, pp. 1128–1140, March 2009.

[16] J. Shen, T. Jiang, S. Liu, and Z. Zhang, “Maximum channel throughput via cooperative spectrum sensing in cognitive radio networks,” *IEEE Trans. Wireless Commun.*, vol. 8, no. 10, pp. 5166–5175, October 2009.

[17] G. Ganesan, Y. Li, B. Bing, and S. Li, “Spatiotemporal sensing in cognitive radio networks,” *IEEE J. Select. Areas Commun.*, vol. 26, no. 1, pp. 5–12, Jan. 2008.

[18] G. Ganesan and Y. Li, “Cooperative spectrum sensing in cognitive radio, part i: Two user networks,” *IEEE Trans. Wireless Commun.*, vol. 6, no. 6, pp. 2204–2213, June 2007.

[19] ——, “Cooperative spectrum sensing in cognitive radio, part ii: Multiuser networks,” *IEEE Trans. Wireless Commun.*, vol. 6, no. 6, pp. 2214–2222, June 2007.

[20] J. Ma, G. Zhao, and Y. Li, “Soft combination and detection for cooperative spectrum sensing in cognitive radio networks,” *IEEE Trans. Wireless Commun.*, vol. 7, no. 11, pp. 4502–4507, November 2008.

[21] H. Akaike, “Information theory and an estimation of the maximum likelihood principle,” in *Proc. 2nd int. symp. Inform. Theory, problems of control and inform, theory*, 1973, pp. 267–281.

[22] ——, “A new look at the statistical model identification,” *IEEE Trans. Automat. Contr.*, vol. 19, no. 6, pp. 716–723, Dec 1974.

[23] G. Schwartz, “Estimating the dimension of a model,” *Ann. Stat.*, vol. 6, pp. 461–464, 1978.

[24] J. Rissanen, “Modeling by shortest data description,” *Automatica*, vol. 14, pp. 465–471, 1978.

[25] B. Zayen, A. M. Hayar, and K. Kansanen, “Blind spectrum sensing for cognitive radio based on signal space dimension estimation,” in *Proc. IEEE International Conference on Communications ICC ’09*, 14–18 June 2009, pp. 1–5.

[26] B. Zayen, A. M. Hayar, and D. Nussbaum, “Blind spectrum sensing for cognitive radio based on model selection,” in *Proc. 3rd International Conference on Cognitive Radio Oriented Wireless Networks and Communications CrownCom 2008*, 15–17 May 2008, pp. 1–4.

[27] M. Haddad, A. M. Hayar, M. H. Fetoui, and M. Debbah, “Cognitive radio sensing information-theoretic criteria based,” in *Proc. 2nd International Conference on Cognitive Radio Oriented Wireless Networks and Communications CrownCom 2007*, 1–3 Aug. 2007, pp. 241–244.

[28] B. Zayen and A. M. Hayar, “Cooperative spectrum sensing technique based on subspace analysis for cognitive radio networks,” in *COGIS’09, Cognitive systems with Interactive Sensors Conference*, Paris, France, November 2009, pp. 16–18.

[29] M. Wax and T. Kailath, “Detection of signals by information theoretic criteria,” *IEEE Trans. Acoustics, Speech and Signal Processing*, vol. 33, no. 2, pp. 387–392, Apr 1985.

[30] D. Tse and P. Viswanath, *Fundamentals of Wireless Communication*. Cambridge University, 2005.

[31] I. M. Johnstone, “On the distribution of the largest eigenvalue in principal components analysis,” *The Annals of Statistics*, vol. 29, no. 2, pp. 295–327, 2001.

[32] W. Xu and M. Kaveh, “Analysis of the performance and sensitivity of eigendecomposition-based detectors,” *IEEE Trans. Signal Processing*, vol. 43, no. 6, pp. 1413–1426, June 1995.

[33] E. Fishler, M. Grosman, and H. Messer, “Detection of signals by information theoretic criteria: general asymptotic performance analysis,” *IEEE Trans. Signal Processing*, vol. 50, no. 5, pp. 1027–1036, May 2002.

[34] R. Bhatia, *Matrix analysis*. Springer, 1997.
### TABLE I
Probability of false alarm with different $p = M \times K$ at $N = 10000$

| $2 = 2 \times 3$ | $12 = 3 \times 4$ | $20 = 5 \times 4$ | $24 = 4 \times 6$ | $35 = 5 \times 7$ |
|------------------|------------------|------------------|------------------|------------------|
| Simulation results for SITC-AIC | 0.0948 | 0.0770 | 0.0594 | 0.0541 | 0.0460 |
| Simulation results for OITC-AIC | 0.0972 | 0.0773 | 0.0597 | 0.0541 | 0.0470 |
| Analytical results for SITC-AIC | 0.1360 | 0.1036 | 0.0791 | 0.0711 | 0.0550 |

Simulation results for SITC-MDL | 0 | 0 | 0 | 0 | 0 |
Simulation results for OITC-MDL | 0 | 0 | 0 | 0 | 0 |
Analytical results for SITC-MDL | 0 | 0 | 0 | 0 | 0 |

### TABLE II
Probability of false alarm with different $N$ at $p = MK = 20$

| $N = 1000$ | $N = 5000$ | $N = 10000$ |
|------------|------------|-------------|
| Simulation results for SITC-AIC | 0.0421 | 0.0558 | 0.0594 |
| Simulation results for OITC-AIC | 0.0421 | 0.0561 | 0.0597 |
| Analytical results for SITC-AIC | 0.0581 | 0.0744 | 0.0791 |

Simulation results for SITC-MDL | 0 | 0 | 0 |
Simulation results for OITC-MDL | 0 | 0 | 0 |
Analytical results for SITC-MDL | 0 | 0 | 0 |
Fig. 1. Simulation and theoretic results about probability of detection at different \((M, K, N)\) for both SITC and OITC.

Fig. 2. Probability of detection for different \(K\) at \(M = 5\) and \(N = 10000\).
Fig. 3. Probability of detection for different $M$ at $K = 4$ and $N = 10000$.

Fig. 4. Probability of detection for different $N$ at $M = 5$ and $K = 4$. 
Fig. 5. Comparison with the eigenvalue-based methods and the energy detection method at $M = 5$, $K = 4$ and $N = 10000$.

Fig. 6. Comparison with energy detection with noise uncertainty at $M = 5$, $K = 4$ and $N = 10000$. 
Fig. 7. Simulation results for GITC algorithm for different $P_f$ at $M = 5$, $K = 4$ and $N = 1000$. 

\[ P_f=0.01, \gamma=1.0429 \]
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\[ P_f=0.1, \gamma=1.0372 \]