Polar state memory in active fluids
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Spontaneous emergence of correlated states such as flocks and vortices are prime examples of remarkable collective dynamics and self-organization observed in active matter [1–6]. The formation of globally correlated polar states in geometrically confined systems proceeds through the emergence of a macroscopic steadily rotating vortex that spontaneously selects a clockwise or counterclockwise global chiral state [7, 8]. Here, we reveal that a global vortex formed by colloidal rollers exhibits state memory. The information remains stored even when the energy injection is ceased and the activity is terminated. We show that a subsequent formation of the collective states upon re-energizing the system is not random. We combine experiments and simulations to elucidate how a combination of hydrodynamic and electrostatic interactions leads to hidden asymmetries in the local particle positional order encoding the chiral state of the system. The stored information can be accessed and exploited to systematically command subsequent polar states of active liquid through temporal control of the activity. With the chirality of the emergent collective states controlled on-demand, active liquids offer new possibilities for flow manipulation, transport, and mixing at the microscale.

Ensembles of interacting self-propelled particles, or active matter, exhibit a plethora of remarkable collective phenomena which have been widely observed and studied in both biological and artificial systems [9–17]. Many synthetic active systems are realized by ensembles of externally energized particles [18–24]. The onset of globally correlated vortical states in active ensembles is associated with a spontaneous symmetry breaking between two equally probably chiral states (characterized by clockwise or counterclockwise rotations). Once the global state is formed, it is often robust and stable [7, 8]. Subsequent control of such polar states, however, remains elusive and largely unexplored. Here we use a model system of colloidal rollers powered by the Quincke electro-rotation mechanism [25, 26] to demonstrate an intrinsic chiral state memory in active liquids. The experimental system consists of polystyrene spheres dispersed in a weakly conductive liquid that are sandwiched between two ITO-coated glass slides and energized by a static (DC) electric field (Fig. 1a, see Methods for details). The particles continuously roll with a typical speed of \( v_0 \sim 0.7 \text{ mm s}^{-1} \), while energized by a uniform DC electric field \( E = 2.7 \text{ V \mu m}^{-1} \). The rollers experience hydrodynamic and electrostatic interactions that promote alignment of their translational velocities [13]. At low particle number densities, the rollers move randomly and resemble the dynamics of an isotropic gas. Confined in a well at density above a certain threshold, the rollers self-organize into a single stable vortex (Fig. 1). Trajectories of Quincke rollers in the vortex are nearly circular, and the average tangential velocity \( v_T \) increases with the distance from the center (Fig. 1a,b).

The roller vortex is robust and remains stable as long as the system is energized. Typical velocity and vorticity fields in a stable vortex are shown in Fig. 1c. Two possible chiral states of the vortex, clockwise (CW) or counter-clockwise (CCW), are equally probable, and the system spontaneously selects one in the course of the vortex self-assembly from initially random distribution of particles. When the electric field is switched off, particles come to rest within a time scale given by the Maxwell-Wagner relaxation time \( \tau_{MW} \) and viscous time scale \( \tau_v \) that are both of the order of 1 ms for our system. The particle arrangements appear to be random and the direction of the original vortex cannot be easily identified. A cessation of the activity beyond \( \tau_{MW} = (\epsilon_p + 2\epsilon_f)/(|\sigma_p + 2\sigma_f|) \), where \( \epsilon_p,f \) and \( \sigma_p,f \) are respective particle and fluid permittivities and conductivities, preserves the particle positions but erases their previous velocities, polarizations and resets aligning forces. Once the system is re-energized by the same DC electric field, particles initially move mostly toward the center of the well where the density is the lowest (see Fig. 1d). Eventually the rollers redistribute over the well and form a single vortex with the direction of rotation opposite to the state preceding the cessation of the activity (Fig. 1e, see also Supplementary Video).
The probability of the vortex reversal, $P$, achieves 1 in a wide range of explored experimental parameters (see Fig. 1f-h). The activity cessation time $\tau_{\text{off}}$ in a range from 10 ms up to 5 minutes has been probed and resulted in no significant effect on the reversal probability upon the re-energizing the system. This observation allows us to exclude the effects caused by remnant hydrodynamic flows or polarization. When $\tau_{\text{off}}$ is comparable to $\tau_{\text{MW}}$ and $\tau_{\nu}$, the vortex does not terminate completely and its subsequent reversal is not triggered. Persistence of the rotation at small $\tau_{\text{off}}$ is supported by the incomplete depolarization of the particles and the inertia of a macroscopic hydrodynamic flow.

The robustness of the chiral state reversal suggests the presence of a dynamic state memory in the ensemble. The information that is preserved long after the termination of activity, can be stored only in the particle positional arrangements of the ensemble. The reversal probability depends on the system diameter, $D$, and particle area fraction $\phi$ (see Fig. 1g, h). For small diameters the persistence length of roller trajectories is reduced by the high curvature of the walls and the vortex formation probability decreases. The
chiral state reversal is robust in a wide range of the particle number densities ($0.04 < \phi < 0.12$). For dilute area fractions ($\phi < 0.03$), the inter-particle interactions are weak and motion of the rollers is uncorrelated. At higher area fractions ($\phi > 0.19$), while the vortex formation probability is high, the reversal probability decreases. The repulsions between the particles at high particle number density reduce the degree of density variations in the system, leading to a decrease in the “quality” of the stored information in asymmetric particle arrangements against the background noise.

While the observed chiral state reversal is a remarkably robust phenomenon, the formation of a new polar state upon re-activation proceeds through a seemingly chaotic process (see Supplementary Video 2). In a stable vortex illustrated in Fig. 2a, all particles initially move CCW with an average tangential velocity of $v_t = 0.82$ mm s$^{-1}$ and nearly zero normal velocity. When the DC electric field is switched off, all particles cease to roll without significant alteration of their relative positions set during the vortex rotation (Fig. 2b). After the field is restored, the particles restart motion in seemingly random directions (Fig. 2c). Flocks of rollers with spatially correlated velocities form (Fig. 2d,e ). The center of the well becomes the densest part of the system in a fraction of a second, and within the next few seconds, particles redistribute into a new stable vortex with a depletion zone in the center (Fig. 2f). The process is characterized by the behavior of the average tangential and normal components of the rollers velocities shown in Fig. 2g. At the very first moments upon reactivation, the tangential motion of particles is mostly chaotic, manifested by the emergence of small flocks of rollers moving in both CW and CCW directions. In contrast, the normal component of the average roller velocities sharply increases at re-activation and eventually subside to zero. While initial fractions of particles moving CCW and CW are approximately the same, the CW fraction steadily grows with time and eventually plateaus with the average tangential velocity reaching $v_t = -0.82$ mm s$^{-1}$ (equal in magnitude but opposite in the direction to the initial vortex).

The chirality of the collective motion can be similarly reversed in an annulus (see Supplementary Video 3). However, in contrast to the cylindrical confinement, particle traveling bands with a visible local density gradient along the direction of motion are observed in these experiments. The traveling density bands carry the information about the chirality of the polar state. Upon activity termination, it is possible to recover the previous direction of the band motion by a snapshot of the track. In a stable CCW-rotating band shown in Fig. 3a, the local particle density $\rho_{loc}$ increases slowly with an azimuth angle toward the front of the band, and then abruptly drops at the frontier. When the system is re-energized, the inter-particle repulsive interactions push rollers away from the high-density regions resulting in a reversal of the band motion.

As the width of the track grows, the tangential density gradient (i.e., the band structure) dissolves and completely vanishes in the case of a well (Fig. 3b). Nevertheless, the reversal of the vortex chiral state upon temporal modulation of activity is preserved. It suggests that a structural asymmetry encoded in the local particle positions is now hidden by being redistributed over the whole ensemble. To unveil intrinsic asymmetries in the positional arrangements of rollers in a vortex, we introduce two local order parameters $A_n$ and $A_t$.

$$A_{n,t} = \langle F_i \cdot u_{n,t}^i \rangle,$$  \hspace{1cm} (1)

Here, $F_i$ is a model repulsive unit force acting on the particle $i$ from the the nearest neighbors (See Supplementary Note 2), and $u_{n,t}^i$ are normal and tangential unit vectors respectively at the position of the particle $i$. $\langle \cdot \rangle_i$ indicates averaging over all particles. We can simplify the averaging over the neighbors by taking into account only a single nearest particle in Eq. 1.

Equipped with two order parameters we analyze the reversal process in a circular track and a well. The non-zero value of $A_t$ in the track during a stable collective motion indicates the density gradient along the tangential direction, see Fig. 3c. Simultaneously, $A_n$ is zero within the noise level during the band motion, indicating the absence of normal particle density gradients in a track. Both $A_n$ and $A_t$ remain nearly constant while the system is in a stable dynamic state. The positive (or negative) value of $A_t$ indicates a CW (or CCW) vortex or band. In a well, the value of $A_t$ also exhibits stable non-zero values comparable in magnitude to those observed in narrow tracks, even though the density bands are absent (Fig. 3d).

To elucidate the physics underlying the chiral state memory formation in the ensemble of active rollers and uncover mechanisms leading to the encoding and subsequent retrieval of the information by the active system we develop a particle-based model by coupling the Quincke rotation mechanism [25] with Stokesian Dynamics [27] (see Methods and Supplementary Note 1). The simulations correctly capture all phenomenology observed in the roller ensemble upon temporal modulation of the activity (Fig. 2h, Supplementary Figure 1 and Supplementary Video 4, 5).

In ensembles of Quincke rollers both electrostatic and hydrodynamic interactions contribute to the velocity alignment processes resulting in a coherent large-scale motion [13]. To identify the microscopic mechanisms driving the emergence of a dynamic state memory encoded in the particles positional arrangements, we investigate the behavior of the system when either electrostatic or hydrodynamic interactions are “turned off” in the simulations. Without electrostatic interactions, a stable vortex still forms and has a structure similar to a regular vortex with both types of interactions present (see Fig. 4a,b and Supplementary Video 4). The absence of the electrostatic interactions does not affect significantly the overall particle distribution in the vortex as indicated by a radial particle density distribution (Fig. 4d) and pair correlation function, $g(r)$ (Fig. 4e). The vortex also preserves the non-zero local order parameter $A_t$ indicating the presence of the local positional order asymmetries (Fig. 4f).
In contrast, the absence of the long-range hydrodynamic interactions results in particle accumulation near the boundary of the well (Fig. 4c-d). The vortex forms, however, with most of the particles densely packed near the boundary as indicated by multiple peaks of $g(r)$ (see Fig. 4e). Importantly, the order parameter $A_t$ is at the noise level, see Fig. 4f, indicative that the local asymmetries along the tangential direction disappear. The plots of the order parameter $A_t$ as the system undergoes activity-inactivity cycles demonstrate that in both cases of truncated interactions no robust vortex reversal is observed, and the probability of the reversal is close to 0.5 suggestive that each time the system randomly selects the chiral state. It implies very specific roles of those two interactions. The hydrodynamic interactions are responsible for the development of asymmetries in the local positional order within the vortex that effectively encode the information about the chiral state. Electrostatic interactions on the other hand are crucial for decoding this information in the process of vortex formation. When both ingredients are present the system exhibits remarkable reversibility of its chiral state upon temporal control of the activity by the external field.

To further generalize the results we have constructed a phenomenological model with a bare minimum of “ingredients”: isotropic short-range repulsions between particles and velocity alignment interactions (see Supplementary Note 3). The model mimics main experimental observations and captures chiral state reversal upon re-energizing of the ensemble with information encoded exclusively in the particle positional order (Supplementary Video 6). It suggests that in general, the presence of short-range isotropic repulsions and ve-
Figure 3: Positional order asymmetries in polar active fluids. 

(a) Microscopic image illustrates the spatial distribution of rollers in a circular track (only half of the track is shown) with a width $W = 0.25$ mm. Particles move CCW and form a stable traveling band along the track. The black curve in the inner ring illustrate the average azimuthal particle density. The background color of the inner ring indicates the direction of initial rollers velocities at the moment when the DC electric field is re-applied. The scale bar is 0.5 mm. See also Supplementary Video 3.

(b) Azimuthal density distribution of rollers in circular tracks with outer diameter $D = 2$ mm and the width $W$ = 0.25 mm (black), 0.50 mm (purple), 0.75 mm (blue) and in the well (red) as a function of azimuthal angle. Average particles area fraction $\phi = 0.12$. A half of the track (or well) is shown.

(c-d) Evolutions of local order parameters $A_n$ (blue) and $A_t$ (red) in a track of the width $W = 0.25$ mm (c) and a well with $D = 2$ mm (d) during a vortex reversal. The initial direction of the vortex is CCW. The area fraction $\phi = 0.12$. Oscillations of $A_n$ at the initial stage of the band formation in a track correspond to the reflections of density bands from the walls. A non-zero value of $A_n$ reflects the existence of a particle density gradient along the normal direction in the well. Shaded areas indicate field-off time.

Figure 4: Role of microscopic interactions in the chiral state reversal. 

(a-c) Simulation snapshots of stable spontaneous vortices formed under three different scenarios. 

(a) Both electrostatic and hydrodynamic interactions between rollers are included in the model.

(b) only hydrodynamic interactions drive rollers dynamics.

(c) only electrostatic interactions contribute to the collective dynamics. Only half of the wells are shown. The scale bar is 0.2 mm. The particle area fraction $\phi = 0.10$ and the field strength is $E = 2.0$ V $\mu$m$^{-1}$.

(d) Radial variations of local particle density, $\phi_{loc}$, in a stable vortex formed with both electrostatic and hydrodynamic interactions (blue), only hydrodynamic (orange), and only electrostatic (red) interactions. $r$ is the distance of particles from the center of the well.

(e) Positional pair correlation functions $g(r)$ of particles in stable vortices shown in a-c. The same color coding is used as in d. The black arrow in e points to the identical location of a first peak for scenarios a and b. 

(f) Local order parameter $A_t$ calculated for 10 activity cessation cycles. The ensemble does not store any information in the positional order when only electrostatic interactions govern collective dynamics of the rollers (red curve). Local positional order asymmetries encoding the information about the chiral state of the ensemble develop only for scenarios including hydrodynamic interactions (blue, orange). Nevertheless, robust reversal is observed only when both hydrodynamic and electrostatic interactions are present (blue).

In this study, we demonstrate that active liquids formed by motile particles are capable of developing memory of their dynamic states and store it in seemingly random positional arrangements of the particles. We show that an ensemble of Quincke rollers stores the information about the globally correlated state via local inter-particle positional arrangements. The information is preserved long after a complete cessation of activity beyond the Maxwell-Wagner and viscous times. Surprisingly, a relatively weak level of the local arrangement asymmetry is enough to prescribe the direction of the global vortex motion with high fidelity.

We isolate the role of hydrodynamics as a driving force in the development of the ensemble chiral state memory, and reveal the crucial role of electrostatic re-
pulsive interactions as a main mechanism for the system to access the stored information. The dynamics of the global chiral state reversal involves seemingly chaotic evolution of multiple flocks indicative that the information readout in the system is not instantaneous and relies on multiple inter-particle interactions. However, the reversal process is robust, and a temporal control of the activity can be exploited to systematically command the subsequent polar states of an active liquid. We envision that with the chirality of the emergent states controlled on-demand, active liquids offer new possibilities for a flow manipulation, transport, and mixing at the microscale.
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Methods

Experimental setup. Polystyrene colloidal particles (G0500, Thermo Scientific) with an average diameter of 4.8 μm are dispersed in a 0.15 mol L⁻¹ dioctyl sulfosuccinate sodium (AOT)/hexadecane solution. The colloidal suspension is then injected into a cylindrical chamber made out of a SU-8 cylindrical spacer confined between two parallel ITO-coated glass slides (IT100, Nanocs). A typical height, L, and inner diameter of the experimental cell, D, are 45 μm and 1 mm, respectively. A uniform DC electric field is introduced by applying a voltage between two ITO-coated glass slides. The field strength E is kept at 2.7 V μm⁻¹. The period of the pulse function of the DC field is T = 10 s for φ < 0.1 and 20 s for φ > 0.1 with the zero-voltage time interval of 0.5 s and 1 s respectively. Viscous time scale τν ∼ L²/ν. Here, ν is kinematic viscosity of the media. τν ∼ 1 ms.

Dynamics of the colloidal suspensions is captured by an Olympus IX71 inverted microscope (4× objective) and a fast-speed camera (IL 5, Fastec Imaging). To optimize the image processing, the frame rates are selected at 120 FPS for particle image velocimetry (PIV) and 850-1000 FPS for particle tracking velocimetry (PTV). PIV, PTV, and further data analysis are carried out with a custom-made scripts in Matlab, Python, and Trackpy.

Measurements of the local area fraction. The local area fractions φloc in Fig. 3a-b is measured by dividing the track into sectors with 52.4 μm outside arc length. φloc is the particle area fraction in each sector. In Fig. 4d, the well is divided into concentric rings with 25 μm thickness, and the area fraction is calculated for each ring.

Numerical model. We developed a particle-based simulation of a population of Quincke rollers by combining the Quincke rotation mechanism [25], which enables the active motion of particles, together with Stokesian Dynamics [27] to account for the many-particles hydrodynamic interactions. In this work, the simulation models N = 4096 spherical particles of radius a = 2.5 μm with dielectric permittivity εp = 3 and conductivity σp = 0 immersed in a weakly conducting liquid (AOT/hexadecane) with dielectric permittivity ε1 = 2 and conductivity σ1 = 2 × 10⁻⁸ S m⁻¹. The viscosity of the fluid is η = 2 mPa · s. A uniform external electric field E₀ = E₀ẑ (E₀ = 2 V μm⁻¹) is applied along the z-axis. The particles are confined inside a circular well of diameter D = 1 mm, which corresponds to an area fraction of 10%. Because the particles are strongly attracted to the bottom electrode surface, for simplicity, the motion of the particles is constrained at the 2D plane h = 0.1a above the bottom electrode.

To leading order of approximation [28, 29], each particle carries an electric dipole moment resulting from the dominant dipolar interfacial charge at each particle-fluid interface and evolves according to the surface charge conservation equation:

\[
\frac{d\mathbf{P}^α}{dt} = \boldsymbol{\Omega}^α \times (\mathbf{P}^α - \chi^∞ \mathbf{E}^α) - \frac{1}{\tau} (\mathbf{P}^α - \chi^0 \mathbf{E}^α) \tag{2}
\]

where \(\mathbf{P}^α\) and \(\boldsymbol{\Omega}^α\) are the electric dipole moment and the angular velocity of the α-th particle, \(\mathbf{E}^α = \mathbf{E}_0 + \delta\mathbf{E}^α\) is the electric field at α-th particle’s location and \(\delta\mathbf{E}^α\) includes contributions from both the surrounding particles and their image dipoles; \(\chi^∞ = 4π\epsilon_0a^3\epsilon_{\alpha}^{∞}\frac{\epsilon_{\alpha}^{∞} - 1}{\epsilon_{\alpha}^{∞} + 2}\) and \(\chi^0 = 4π\epsilon_0a^3\epsilon_{\alpha}^{0}\frac{\epsilon_{\alpha}^{0} - 1}{\epsilon_{\alpha}^{0} + 2}\) are the respective high-frequency and low-frequency polarizability; \(\tau = \frac{\sigma_0}{\epsilon_0\epsilon_{\alpha}^{∞}a^3}\) is the Maxwell-Wagner relaxation time [30]. Please be noted that eqn. 2 does not depend on the fluid flow velocity, which essentially ignores possible electro-osmotic flow effects on the dynamics of surface charge transport.

Each Quincke particle interacts with the external electric fields:

\[
\mathbf{T}^α_{\text{ext}} = \mathbf{P}^α \times \mathbf{E}_0 \tag{3}
\]

and also with its surrounding rollers via the screened dipole-dipole interaction and Coulombic interaction:

\[
U^α_d(r) = \varepsilon_d \exp(-\kappa_d r) \frac{1}{r^3} \left[ (\mathbf{P}^α \cdot \mathbf{P}^β) - \frac{3}{r^3} (\mathbf{P}^α \cdot \mathbf{r}) (\mathbf{P}^β \cdot \mathbf{r}) \right] \tag{4}
\]

\[
U^α_q(r) = \varepsilon_q \exp(-\kappa_q r) \frac{1}{r} \tag{5}
\]

where \(r = r^α - r^β\), \(r = |\mathbf{r}|\) and \(r^α\) is the position of α-th particle; \(\varepsilon_d\) and \(\kappa_d^{-1}\) are the interaction strength and the screening length of the Coulombic interaction, which is included to account for steric interactions and possible net charges on each particles. Since the concentration of AOT is 0.15 mol L⁻¹, the \(\kappa_d^{-1}\) is estimated [31] as 0.2a (500 nm), which makes the Coulombic interaction highly short-ranged and \(\varepsilon_d\) is adjusted to ensure particles do not overlap during simulations. The interaction strength and the screening length of the dipole-dipole interaction are \(\varepsilon_d\) and \(\kappa_d^{-1}\), respectively; \(\varepsilon_d = 1.0\) and \(\kappa_d^{-1} \approx 5a \gg \kappa_q^{-1}\) to ensure that each particle can interact with its neighbors about one particle diameter away.

The total force \(\mathbf{F}^α\) and the total torque \(\mathbf{T}^α\) acting on each particles can be obtained by summing over all microscopic interactions. Then, the corresponding motion of each particles are calculated via the mobility matrix formulation based on the configuration of N particles [32]:

\[
\begin{pmatrix} \mathbf{U} \\ \mathbf{\Omega} \end{pmatrix} = \mathcal{M} \begin{pmatrix} \mathbf{F} \\ \mathbf{T} \end{pmatrix} \tag{6}
\]

where \(\mathbf{U} = \{\mathbf{U}^1, \cdots, \mathbf{U}^N\}\) and \(\mathbf{\Omega} = \{\mathbf{\Omega}^1, \cdots, \mathbf{\Omega}^N\}\) are the translational and angular velocity vector of N particles, respectively; \(\mathbf{F} = \{\mathbf{F}^1, \cdots, \mathbf{F}^N\}\) and \(\mathbf{T} = \{\mathbf{T}^1, \cdots, \mathbf{T}^N\}\) are the force and torque vector of N particles, respectively; \(\mathcal{M}(\mathbf{r}^1, \cdots, \mathbf{r}^N)\) is the grand mobility tensor, which maps the applied forces and torques into the respective translational and angular velocities of each particles.

The explicit expressions of the mobility tensor in an unbound medium have been derived via the multipole...
expansion method for well-separated pair of particles [32,33] or using the Rotne-Prager-Yamakwa (RPY) approximation for overlapping particles [34,35]. Furthermore, additional wall corrections of these mobility tensors have also been derived for the case near an infinite no-slip boundary based on the method of reflection [36,37]. In this work, the hydrodynamic interactions between Quincke rollers are modelled with the Rotne-Prager-Blake tensor with wall corrections [19,38].

Besides the deterministic motions calculated via eqn. 6, the stochastic Brownian noise should also be included to account for the thermal fluctuations. In principle, the hydrodynamically-correlated Brownian noise which obeys the fluctuation-dissipation theorem [39] should be used, i.e.,

$$\xi = \sqrt{2k_B T} M^{1/2} W + k_B T \nabla \cdot M,$$

where $k_B$ is the Boltzmann constant, $T$ is the temperature, $W$ is a vector of independent standard Gaussian noise. However, for a typical Quincke roller system, the active velocity ($\sim 1 \text{ mm s}^{-1}$) driven by external electric fields is much larger than the diffusive velocity ($\sim 0.1 \text{ µm s}^{-1}$) caused by the thermal energy. The Brownian noise is only important when the roller just starts moving and is negligible once the roller picks up speed. For simplicity, the uncorrelated Brownian noise is used instead:

$$\xi \approx \sqrt{2k_B T} M_{\text{bulk}}^{1/2} W$$

where $M_{\text{bulk}}$ is the diagonal grand mobility tensor in an unbound medium and $\chi \approx 0.1$ is a factor which accounts for the diffusion hindrance near the boundary [40].

Adding the deterministic hydrodynamic velocities (eqn. 6) and the stochastic Brownian velocities (eqn. 7) together, the system evolves according to the following equation of motion:

$$\frac{d}{dt} \begin{pmatrix} r \\ q \end{pmatrix} = M \begin{pmatrix} F \\ T \end{pmatrix} + \xi$$

where $r = \{r_1, \cdots, r_N\}$ and $q = \{q_1, \cdots, q_N\}$ are the position and orientation vector of $N$ particles, respectively. Solving the above equation of motion (eqn. 8) simultaneously with the time evolution equation of the electric dipole moment (eqn. 2) enables the dynamic simulations of a population of Quincke rollers.
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Supplementary Note 1: Implementation details of the quantitative particle-based model

1.1. Time integrators

In this work, the equation of motion (eqn. 8 in the main text) is solved by a second order Adams-Bashforth method with time step \( \Delta t \), i.e.,

\[
\mathbf{r}^{\alpha}(t + \Delta t) = \mathbf{r}^{\alpha}(t) + \Delta t \left( \frac{3}{2} \mathbf{v}^{\alpha}(t) - \frac{1}{2} \mathbf{v}^{\alpha}(t - \Delta t) \right)
\]

(1)

where \( \mathbf{r}^{\alpha}(t) \) and \( \mathbf{v}^{\alpha}(t) \) are the respective position and velocity vectors of \( \alpha \)-th particle at time \( t \) and \( \Delta t \) is generally taken as 0.1 ms - 0.01 ms depending on the system setup to sufficiently resolve the steric interactions and avoid particles overlapping. To improve the stability of the simulations, the maximum displacement in a single time step is limited to 0.1a - 0.025a depending on the time step \( \Delta t \). The displacement limitation only restricts the large displacements caused by momentary particles overlapping and does not affect the normal dynamics of non-touching particles. The velocity \( \mathbf{v}^{\alpha}(t) \) includes both the deterministic hydrodynamic velocities and the stochastic Brownian velocities. Since the orientation of particles is irrelevant in this work, the orientations of each particles are not tracked in the simulation.

The time evolution equation of electric dipole moment (eqn. 2 in the main text) is an explicit first order ordinary differential equation:

\[
\frac{d\mathbf{P}^{\alpha}}{dt} = \mathbf{\Omega}^{\alpha} \times (\mathbf{P}^{\alpha} - \chi^{\infty} \mathbf{E}^{\alpha}) - \frac{1}{\tau} (\mathbf{P}^{\alpha} - \chi^{0} \mathbf{E}^{\alpha}) = f [\mathbf{P}^{\alpha}(t), \mathbf{\Omega}^{\alpha}(t), \mathbf{E}^{\alpha}(t)]
\]

(2)

and it is solved by a second order Runge-Kutta method with time step \( \Delta t^* \):

\[
\mathbf{P}^{\alpha}(t + \Delta t^*) = \mathbf{P}^{\alpha}(t) + \frac{1}{2} \Delta t^* (k_1 + k_2)
\]

\[
k_1 = f [\mathbf{P}^{\alpha}(t), \mathbf{\Omega}^{\alpha}(t), \mathbf{E}^{\alpha}(t)]
\]

\[
k_2 = f [\mathbf{P}^{\alpha}(t) + \Delta t^* k_1, \mathbf{\Omega}^{\alpha}(t + \Delta t^*), \mathbf{E}^{\alpha}(t + \Delta t^*)]
\]

(3)

The time step used for evolving the electric dipole moment is set as \( \Delta t^* = 0.1 \Delta t \) to better resolve the dynamics of the electric dipole moment. To avoid executing expensive computations multiple times during a time step \( \Delta t \), the angular velocities and the electric fields are assumed to be constant during the evolution of dipole moment, i.e. \( k_2 \approx f [\mathbf{P}^{\alpha}(t) + \Delta t^* k_1, \mathbf{\Omega}^{\alpha}(t), \mathbf{E}^{\alpha}(t)] \).

1.2. Parallel schemes

The most expensive computation is the \( N \) particles hydrodynamic interactions given by eqn. 6 in the main text, which involves the multiplication of a \( 6N \times 6N \) grand mobility tensor \( \mathcal{M} \) with a \( 6N \) forces and torques vector \( (\mathbf{F}; \mathbf{T}) \). The complexity of a brutal-force calculation scales as \( O(N^2) \), which makes it difficult to simulate the length scale and time scales comparable to experimental conditions. However, the linearity of the Stokes equation enables the equivalent block-wise form of eqn. 6 in the main text:

\[
\begin{pmatrix}
\mathbf{U}^{\alpha} \\
\mathbf{\Omega}^{\alpha}
\end{pmatrix}
= \sum_{\beta} \begin{pmatrix} M^{\alpha\beta}_{FF} & M^{\alpha\beta}_{FT} \\ M^{\alpha\beta}_{TF} & M^{\alpha\beta}_{TT}\end{pmatrix} \begin{pmatrix} \mathbf{F}^{\beta} \\
\mathbf{T}^{\beta}\end{pmatrix}
\]

(4)

where \( \mathbf{U}^{\alpha} \) and \( \mathbf{\Omega}^{\alpha} \) are the translational and angular velocity of \( \alpha \)-th particle, respectively; \( \mathbf{F}^{\alpha} \) and \( \mathbf{T}^{\alpha} \) are the force and torque of \( \alpha \)-th particle, respectively; \( M^{\alpha\beta}_{FF}, M^{\alpha\beta}_{FT}, M^{\alpha\beta}_{TF} \) and \( M^{\alpha\beta}_{TT} \) are the corresponding self-mobility tensors(\( \alpha = \beta \)) or pair-mobility tensors(\( \alpha \neq \beta \)).

The block-wise structure of the matrix-vector product makes it suitable for parallel computation in a matrix-free manner. The whole computation can be paralleled for each pair of particles. For each pair of particles, the computation reduces as a product between a \( 3 \times 3 \) block mobility tensor \( \mathcal{M}^{\alpha\beta} \) and a \( 3 \times 1 \) force/torque vector \( \mathbf{F}^{\beta}/\mathbf{T}^{\beta} \), which can be computed on-the-fly without explicitly constructing the whole grand mobility tensor \( \mathcal{M} \). By utilizing the massive parallel capability of the GPU, the computation efficiency is significantly increased comparing with simulation on the CPU, which makes simulations with experimental conditions practical.

Besides the parallel computing of hydrodynamic interactions, the simulation also did the computation in parallel when evolving the electric dipole moment (eqn. 2 in the main text) and computing the microscopic interactions (eqn. 3-5 in the main text). A typical simulation performance of 4096 particles on a Nvidia Tesla v100 GPU is about 50 time steps per second including the overhead of I/O operations.
1.3. Boundary conditions of bottom walls

The bottom electrode surface introduces two additional boundary conditions to the system: 1) the no-slip boundary condition for the hydrodynamics and 2) the equi-potential boundary condition for the electrostatics. Because of the planar geometry of the bottom electrode, both boundary conditions are included systematically in the simulation.

Firstly, the bottom electrode surface acts as a non-slippery boundary which modifies the mobility tensors. The most direct consequence of these wall corrections is a non-zero torque-translation coupling, which enables the self-propulsion of Quincke rollers. Depending on the separation distance between the particle and the bottom electrode, the wall corrections of the mobility tensors can be calculated via the method of reflection [1] or the lubrication theory [2,3]. In this work, we follow the former approach to include the wall corrections.

Secondly, the bottom electrode surface is a conductor, which can be treated as an equi-potential surface. The surface charges on the particle-fluid interface induce excess charges on the electrode surface. If we only consider the effect to the dipolar level, these induced charges on the electrode can be effectively replaced by an image dipole \( P^* \). By the image charge method, an electric dipole moment \( P \) positioned at \( (x, y, z) \) induces an image dipole \( P^* \) positioned at \( (x, y, -z) \) which has reflected in-plane dipole moments and unchanged out-of-plane dipole moments, i.e., \( P^* = (-P_x, -P_y, P_z) \). Here, we assume that the electrode surface is at \( z = 0 \). To include the effect of image charges, the electric field in eqn. 2 in the main text should include contributions from the image dipoles. Besides, the calculation of electric force and electric torque exerted upon the particle also should include the interactions with image dipoles.

1.4. Boundary conditions of side walls

The no-slip boundary condition of a curved wall (a circular wall in this work) is less straightforward to impose properly. As the side walls do not affect the major results in this work, for simplicity, the boundary condition of side walls is implemented by a simple harmonic wall potential:

\[
U_{\text{wall}}(r) = \begin{cases} 
0, & r < R - d \\
\frac{1}{2} \varepsilon_w \frac{(r - R + d)^2}{d}, & R - d \leq r < R \\
\varepsilon_w (r - R + \frac{d}{2}), & r \geq R 
\end{cases}
\]

where \( r \) is the radial position of particles, \( R \) is the radius of the circular well and \( d \) is the interaction range of wall potential, which is set as one particle diameter, i.e., \( d = 2a \). This basically imposes a linearly increasing repulsive force when the particles are within one particle diameter distance from the circular wall and experiences a large constant repulsive force if the particles overlap with the side walls. Here, \( \varepsilon_w \) is the strength of wall potential and its value is chosen to be large enough such that no particle-wall overlapping occurs during the simulation. Since the particle-wall collisions exhibit a relatively ballistic behavior according to experimental observations, the normal component of electric dipole moment is also reflected when particles collide with the side walls. This reflective boundary condition ensures a gas-like behavior for dilute systems but does not affect the behaviors of dense systems significantly.

1.5. Simulation Results

The quantitative particle-based model successfully capture all essential phenomena observed in the system of Quincke rollers (Supplementary Video 4). The process of the formation of a new polar state via the temporal manipulation of the activity of rollers is very similar to what is observed in experiments, which is confirmed by the time evolution of the particle velocity (Supplementary Figure 1, Supplementary Video 5). To identify the microscopic mechanisms driving the emergence of a dynamic state memory encoded in the particles positional order we investigate the behavior of the system under three different interactions: Scenario a – both electrostatic and hydrodynamic interactions, Scenario b – only hydrodynamic interactions and Scenario c – only electrostatic interactions. The reversal probabilities \( P \) are 100 %, 58 % and 61 % calculated from more than 100 cycles for each Scenario a, b and c, respectively.
Supplementary Figure 1: Time evolution of vortex internal structures during a reversal in simulations. 

- **a**, A stable CCW roller vortex.
- **b**, Particles are at rest when the electric field is off.
- **c**, Motion of the particles immediately after the field is reapplied. Multiple flocks begin to form.
- **d**, Particles initially move towards the center of the well.
- **e**, The chirality of the system is now set, rollers redistribute over the well.
- **f**, A stable roller vortex is assembled. The chirality (CW) is opposite to the initial one. The electric field is reapplied at \( t = 0 \) s after a short cessation of activity, \( (\tau_{\text{off}} = 0.25 \text{ s}) \). Rollers are shown as circles colored according to the magnitude of the tangential velocity \( \mathbf{v}_t \). The blue and red circles with an arrow indicate the chirality of the vortex. The scale bar is 0.2 mm.
Supplementary Note 2: Additional experimental details

2.1. Vortex reversal in different geometries

We have carried out additional experiments with rollers in a droplet (no solid perimeter) confined between two ITO-coated glass slides at the same distance of 45 µm (see Supplementary Video 7). While the structure of the 3D flows at the perimeter of the droplets is modified due to a soft fluid/air interface, the process of the vortex self-organization and the probability of the reversal remain unchanged. A series of experiments with two closely located droplets containing Quincke rollers have been conducted. We find that while initial polarities of the two emergent vortices are randomly selected by the system and may be the same or opposite, both vortices consistently reverse their chiral states upon temporal termination of the activity in the system, see Supplementary Video 7. These experiments exclude the potential influence of the possible asymmetries introduced by external fields. The findings confirm that the polar state reversal is indeed a result of specific particle configurations developed in a stable vortex that encode the information about the chiral state of the ensemble and preserve it even upon termination of the activity. The polarity of the collective motion can also be reversed in an annulus and an elongated track (Supplementary Video 3). However, in contrast to the experiments in the cylindrical confinement, clearly defined particle traveling bands with a well-defined density gradient along the direction of motion are observed, in agreement with previous works [4, 5].

2.2. Radial velocity profiles and pair correlation functions of rollers in a stable vortex

The particle tracking velocimetry (PTV) reveals that the tangential velocity \( v_t \) increases with the distance \( r \) from the center (Supplementary Figure 2), resembling a solid body rotation, while the normal velocity is close to zero. Such a velocity profile of active liquids allows to minimize the energy dissipation by reducing the shear rate in the system. We also compare velocities of the particles in the stable vortex with the velocity \( v_0 \) of an individual roller in a very diluted system energized by the same electric field. The rollers near the center of the stable vortex move slower, while the rollers near the perimeter of the well move noticeably faster than \( v_0 \) (Supplementary Figure 2) due to the contribution of macroscopic hydrodynamic flow induced by the vortex.

A typical pair correlation function \( g(r) \) of rollers in a stable vortex is shown in Supplementary Figure 3. The position of the first peak of \( g(r) \) – the most probable nearest neighbour distance is \( \sim 2.3d \). The result is very similar to the one from simulations shown in Fig. 4e in the main text.

2.3. Model repulsive forces used to calculate the order parameters.

In the main text, we define \( F_i \) as a unit repulsive force from the single closest particle in Eq 1. In the general format, \( F_i = \sum_{j \neq i} f_{ij}/|\sum_{j \neq i} f_{ij}| \). Here, the unit vector \( f_{ij} \) shows the direction of the force acting on the particle \( i \) from the arrangement of neighboring particle \( j \) and prescribes the direction of the most probable motion of this particle due to the local environment upon the system reactivation. We probed several model repulsive potentials to describe inter-particle interactions, including \( f_{ij} \sim 1/r_{ij}^n \) and \( f_{ij} \sim e^{-(r_{ij}/r_0)^n} \), where \( r_{ij} = |r_i - r_j| \). The signal-to-noise ratio of the order parameter \( A_t \) increases with \( n \). Generally, the order parameter \( A_t \) accurately indicates the direction of motion when the model potential decays quickly. For simplicity, we define \( F_i \) as a unit repulsive force from the single closest particle in Eq 1.

Supplementary Figure 2: Rollers velocity profile in a stable vortex. Averaged magnitudes of particles instantaneous velocities \( |v| \) (red circles) and tangential velocities \( v_t \) (blue squares) are shown as a function of the radial distance \( r \) from the center of the vortex. The black dash line shows the averaged velocity \( v_0 \) of an isolated roller measured under the same experimental conditions. The error bars are the standard errors of the corresponding mean. The electric field \( E = 2.7 \text{ V mm}^{-1} \) and the particle area fraction \( \phi = 0.12 \).
2.4. Correlations between initial rollers velocities and electrostatic repulsions

Electrostatic repulsions between rollers play an essential role in the initial stage of the vortex formation. The probability distribution functions (PDFs) of $\theta_{vF}$—the angle between particle velocity and model unit force calculated from the nearest neighbor particle—is shown in Supplementary Figure 4a. Immediately after the electric field is switched on ($t = 0.005$ s) corresponding PDF is strongly asymmetric indicative that the majority of the particles initially move close to the expected direction of the repulsive force from a nearest neighbour. The significant coupling between a local density gradient and particles velocities [6] is only observable at the very early stage of self-organization, while forces created by other active phenomena such as velocity induced alignment, collisions and active noise are not developed. Once the vortex is stable, hydrodynamics takes over and corresponding PDF for $\theta_{vF}$ is changed (see PDF curve corresponding to $t = 2$ s). Similar results has been observed also in the simulations (see Supplementary Figure 4b).
Supplementary Note 3: Phenomenological model

3.1. The model

The reversal of a stable vortex has also been confirmed in the minimalistic phenomenological model. The model is by design instrumental with a bare minimum of “ingredients” to demonstrate the possibility of a vortex reversal upon re-energizing of the ensemble triggered exclusively by a particle positional order. While the developed phenomenological model does not accurately reflect all physical interactions, the simulations demonstrate a realistic behavior and confirm our main experimental findings. If particles are randomly positioned inside a well or a track, we observe a self-organization of particles into a CW or CCW vortex with equal probability. Upon resetting particle velocities and hydrodynamic flows, which corresponds to a temporal removal of the activity in the system, particles self-organize into a vortex with reversed polarity (Supplementary Figure 5a-d, Supplementary Video 6).

The model is similar to the one previously suggested in Ref. [7] with a few simplifications and modifications. The behavior of the system is described in terms of particles coordinates \( r(k) \), velocities \( \mathbf{V}(k) \) and hydrodynamic flow \( \mathbf{V}_h(r) \), where \( k = 1..N \) is a particle index. Here, we need to emphasize that \( \mathbf{V}_h \) is not necessarily a realistic hydrodynamic flow obtained by solving three dimensional Navier-Stokes equation, but a “tool” flow introduced to describe far-field particle interactions, mainly velocity alignments. We have tested several types of repulsive potentials, including exponential and polynomial. The qualitative results of the simulation does not change significantly. In our model, the dimensionless particle velocity \( \mathbf{V}_p \) is calculated as

\[
\mathbf{V}_p(k) = \mathbf{V}_0(k) - \nabla \sum_{k' \neq k} U_{k'}(r(k)) - \nabla U_w(r(k)) + \alpha_{hp} \mathbf{V}_h(r(k)) + \xi,
\]

where \( \mathbf{V}_0(k) \) is a unit vector parallel to the orientation of the \( k \)-th particle, \( U_{k'} \) is a repulsive potential created by \( k' \)-th particle, \( U_w \sim \tanh(\frac{r_0}{d}) \) is a repulsive potential of a wall, \( \alpha_{hp} \) reflects the sensitivity of the particle to the hydrodynamic flow \( \mathbf{V}_h \) created by other particles, and \( \xi \) is an uncorrelated white noise.

For better matching of collective dynamics with experimental observations, the hydrodynamic flow \( \mathbf{V}_h \) has a non-negligible (while small) inertia.

\[
\mathbf{V}_h(r) = \alpha_1 \sum_k \mathbf{V}_p e^{-\frac{|r(k)-r|^2}{4\sigma^2}} + \alpha_2 \sum_k \nabla \varphi(k) - \frac{\mathbf{V}_h(r)}{\tau_h} + \mathbf{W}.
\]

The first term in Eq 7 introduces the alignment of particles through hydrodynamic interactions accounted by the third term in Eq 6. The meaning of this term can be understood as following. Each particle creates a gaussian-shape flow around it and this “virtual” flow aligns other particles in its vicinity. Since each particle creates a complex 3D dimensional flow, we ignored the violation of incomprehensibility condition \( \nabla \cdot \mathbf{V}_h = 0 \) in our 2D model introduced by this term. The second term in Eq 7 describes a potential flow around a moving sphere, where \( \varphi(k) \sim 1/r^2 \cos(\theta) \) is velocity potential created by \( k \)-th particle. According to our simulations this term is not required to visually reproduce the dynamics observed in the experiments and the reversal rate can be 100% even if \( \alpha_2 = 0 \). The third term in Eq 7 describes dissipation of the flows due to the friction with the walls. The last term \( \mathbf{W} \) is introduced to include the influence of a global hydrodynamic vortex created by all particles. To model this flow we defined \( \mathbf{W} \) as

\[
\mathbf{W} = \frac{\beta}{N} \sum_k \left[ \frac{\mathbf{r}(k)}{|\mathbf{r}(k)|} \times \mathbf{V}_p(k) \right] \times \frac{\mathbf{r}(k)}{R}.
\]

The parameter \( \beta \) is the strength of particle influence. In our simulations we use a relatively small value of \( \beta/\alpha_1 = 0.05 \). Importantly, the reversal of the vortex and realistic behavior of the system can be observed even if \( \beta = 0 \). The introduction of the small vortical flow \( \mathbf{W} \) does not prescribe the direction of the vortex but prevents the formation of dense clusters and stabilizes the global vortex faster.

The evolutions of the order parameters \( A_q \) and \( A_t \) qualitatively match the ones observed in the experiments, see Supplementary Figure 5e. A 100% reversal rate has been obtained for a range of simulation parameters, for which particle dynamics in simulations mimics experimental behavior of rollers.

3.2. Parameters of the phenomenological model

To understand the role of different contributions employed in our model and dependence of the probability of a reversal \( P \) we performed a series of simulations covering a wide range of simulation parameters. We analyzed the particle positional order in a stable vortex and probability of a reversal for a range of primary parameters: repulsion radius \( \tau_0 \), number of particles \( N \) (indicative of a particle number density), and the relaxation time of the hydrodynamic flows \( \tau_h \). The remaining parameters remained fixed: hydrodynamic interaction strength
Supplementary Figure 5: **Chirality reversal of a vortex under circular confinement as obtained by the phenomenological model.**

**a-d.** An example of the vortex reversal from initially CCW state. Colors depict magnitude of tangential velocities $v_t$. Blue corresponds to CW, red to CCW. 

**e.** Evolution of order parameters $A_n$ (blue squares) and $A_t$ (red circles) in a well during a vortex reversal. The initial direction of the vortex is CCW.

Constants $\alpha_1 = 1$, $\alpha_2 = 0$, $\alpha_{hp} = 0.25$, a hydrodynamic interaction range $\sigma_1 = 5$, and noise amplitude $\zeta_0 = 0.02$. The repulsive potential was modeled as $U = e^{-r/r_0}$, where $r$ is the distance from the particle position.

The results of simulations in the well of the diameter $D = 600$ at different values of $r_0$, $N$, and $\tau_h$ are shown in Supplementary Figure 6. The growth of the repulsive radius $r_0$ beyond leads to a drop in the reversal probability, see Supplementary Figure 6g. At large $r_0$ particles uniformly fill the well with no depletion zone in the center Supplementary Figure 6d. At small $r_0$, the particles are localized along the well’s perimeter and form a traveling density band, Supplementary Figure 6a. The dependence of the reversal probability on the numbers of particles $N$ qualitatively agrees with the experimental observations, see Supplementary Figure 6h. Weakened interaction forces in a very dilute system and a large noise reduce the reversal probability. In the opposite extreme case, strong repulsive forces and large $N$ reduce density fluctuations. The response of the system to growth of $N$ is qualitatively similar to the increase of the repulsion radius $r_0$. We observe growth of reversal probability with $\tau_h$ in our model, see Supplementary Figure 6i. It may be contributed to several effects: formation of a larger depletion zone (Supplementary Figure 6f), reduction of a noise via effective smoothing of particle motion, and enhanced momentum transfer.
Supplementary Figure 6: Distribution of particles in a stable vortex and reversal probability for various simulation parameters. a-f, Distribution of particles observed in simulations in a well of diameter $D = 600$ for different repulsion distance $r_0$ (a, d), number of particles $N$ (b, e), and hydrodynamic relaxation time $\tau_h$ (c, f). The top row (a-c) corresponds to the lowest value of the parameter range presented in (g-i), the bottom row (d-f) to the highest value. g-i, The reversal probability $P$ for different value of the repulsion radius $r_0$ (g), the particle quantity $N$ (h), and the relaxation time $\tau_h$ (i). The probability is calculated from 24 simulated cycles of activity.
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