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A stochastic background of gravitational waves is expected to arise from a superposition of unresolvable gravitational-wave signals of astrophysical or cosmological origin. This background is a target for the current generation of ground-based detectors. In this article we present the first joint search for a stochastic background using data from the LIGO and Virgo interferometers. In a frequency band of 600-1000 Hz, we obtained a 95% upper limit on the amplitude of $\Omega_{GW}(f) = \Omega_0 (f/900\text{Hz})^3$, of $\Omega_0 < 0.32$, assuming a value of the Hubble parameter of $h_{100} = 0.71$. These new limits are a factor of seven better than the previous best in this frequency band.

PACS numbers: 95.85.Sz, 04.80.Nn, 04.30.Db, 07.05.Kf

I. INTRODUCTION

A major science goal of current and future generations of gravitational-wave detectors is the detection of a stochastic gravitational wave background (SGWB) – a superposition of unresolvable gravitational-wave signals of astrophysical and/or cosmological origin. An astrophysical background is expected to be comprised of signals originating from astrophysical objects, for example binary neutron stars [1], spinning neutron stars [2], magnetars [3] or core-collapse supernovae [4]. A cosmological
The gravitational wave signal has a power spectrum, \( S_{GW}(f) \), which is related to \( \Omega_{GW}(f) \) by [19]

\[
S_{GW}(f) = \frac{3H_0^2}{10\pi^2} \frac{\Omega_{GW}(f)}{f^3}.
\]

Our signal model is a power law spectrum,

\[
\Omega_{GW}(f) = \Omega_\alpha \left(\frac{f}{f_R}\right)^\alpha,
\]

where \( \alpha \) is the spectral index, and \( f_R \) a reference frequency, such that \( \Omega_\alpha = \Omega_{GW}(f_R) \). For this analysis we create a filter using a model which corresponds to a white strain amplitude spectrum and choose a reference frequency of 900 Hz, such that

\[
\Omega_{GW}(f) = \Omega_3 \left(\frac{f}{900\text{Hz}}\right)^3.
\]

We choose this spectrum as it is expected that some astrophysical backgrounds will have a rising \( \Omega_{GW}(f) \) spectrum in the frequency band we are investigating [2–4]. In fact, different models predict different values of the spectral index \( \alpha \) in our frequency band, so we quote upper limits for several values.

For a pair of detectors, with interferometers labelled by \( i \) and \( j \), we calculate the cross-correlation statistic in...
the frequency domain
\[
\dot{Y} = \int_{-\infty}^{+\infty} df \ Y(f) = \int_{-\infty}^{+\infty} df \int_{-\infty}^{+\infty} d f' \ \delta_T(f-f') \ \hat{s}_i(f) \ \hat{s}_j(f') \ \hat{Q}_{ij}(f'),
\]
where \(\hat{s}_i(f)\) and \(\hat{s}_j(f)\) are the Fourier transforms of the strain time-series of two interferometers, \(\hat{Q}_{ij}(f)\) is a filter function and \(\delta_T\) is a finite-time approximation to the Dirac delta function, [13]
\[
\delta_T(f) := \int_{-T/2}^{T/2} df \ e^{-i2\pi ft} = \frac{\sin(\pi fT)}{\pi f}.
\]

We assume the detector noise is Gaussian, stationary, uncorrelated between the two interferometers and much larger than the signal. Under these assumptions, the variance of the estimator \(\hat{Y}\) is
\[
\sigma_Y^2 = \int_{0}^{+\infty} df \ \sigma_Y^2(f) \approx \frac{T}{2} \int_{0}^{+\infty} df \ P_i(f) P_j(f) |\hat{Q}_{ij}(f)|^2,
\]
where \(P_i(f)\) is the one-sided power spectral density of interferometer \(i\) and \(T\) is the integration time. By maximizing the expected signal-to-noise ratio (SNR) for a chosen model of \(\Omega_{GW}(f)\), we find the optimal filter function,
\[
\hat{Q}_{ij}(f) = N \frac{\gamma_{ij}(f) f^{\alpha-3}}{f^2 P_i(f) P_j(f)},
\]
where \(\gamma_{ij}(f)\) is the overlap reduction function (ORF) of the two interferometers and \(N\) is a normalisation factor. We choose the normalisation such that the cross-correlation statistic is an estimator of \(\Omega_x\), with expectation value \(\langle \hat{Y} \rangle = \Omega_x\). It follows that the normalisation is
\[
N = \frac{\int_0^{2\alpha} df \ \left( \frac{10\pi^2}{3H_0^2} \right) \left[ \int_0^{+\infty} df \ f^{2\alpha-6} \gamma_{ij}^2(f) \right]^{-1}}\]
\[
= \left( \int_0^{+\infty} df |\hat{I}(f)| \right)^{-1} \frac{f^2}{8T} \left( \frac{10\pi^2}{3H_0^2} \right)^2 \left( \int_0^{+\infty} df \ f^{2\alpha-6} \gamma_{ij}^2(f) \right)^{-1}.
\]

Using this filter function and normalisation gives an optimal SNR of [13]
\[
\text{SNR} \approx \frac{3H_0^2}{10\pi^2} \sqrt{2T} \left[ \int_0^{+\infty} df \ f^{2\alpha-6} \gamma_{ij}^2(f) \right]^{1/2}.
\]

The ORF encodes the separation and orientations of the detectors and is defined as [13, 20]
\[
\gamma_{ij}(f) := \frac{5}{8\pi} \sum_A \int d\Omega \ e^{i2\pi f\Omega t} \Delta_x/v F_i^A(\Omega) F_j^A(\Omega),
\]
where \(\hat{\Omega}\) is a unit vector specifying a direction on the two-sphere, \(\Delta_x = \hat{x}_i - \hat{x}_j\) is the separation of the two interferometers and
\[
F_i^A(\Omega) = e_{ab}^A(\Omega) d_{a_b}^i
\]
is the response of the \(i\)th detector to the \(A = +, x\) polarisation, where \(e_{ab}^A\) are the transverse traceless polarisation tensors. The geometry of each interferometer is described by a response tensor,
\[
d_{a_b}^i = \frac{1}{2}(\hat{x}^a \hat{x}^b - \hat{y}^a \hat{y}^b),
\]
which is constructed from the two unit vectors that point along the arms of the interferometer, \(\hat{x}\) and \(\hat{y}\) [20, 21]. At zero frequency, the ORF is determined solely by the relative orientations of the two interferometers. The LIGO interferometers are oriented in such a way as to maximize the amplitude of the ORF at low frequency, while the relative orientations of the LIGO-Virgo pairs are poor. Thus at low frequency the amplitude of the ORF between the Hanford and Livingston interferometers, \(\gamma_{HL}(f)\), is larger than that of the overlap between Virgo and any of the LIGO interferometers, \(\gamma_{HV}(f)\) or \(\gamma_{LV}(f)\) (note that the ‘HL’ and ‘HV’ overlap reduction functions hold for both H1 and H2 as they are colocated). However, at high frequency the ORF behaves as a sinc function of the frequency multiplied by the light travel time between the interferometers. As the LIGO interferometers are closer to each other than to Virgo, their ORF \(\gamma_{HL}(f)\) oscillates less, but decays more rapidly with frequency than the ORFs of the LIGO-Virgo pairs. Fig. 1 shows the ORFs between the LIGO Hanford, LIGO Livingston and Virgo sites.

We define the “sensitivity integrand”, \(I(f)\), by inserting Eq. 9 and Eq. 10 into Eq. 8, giving
\[
\sigma_Y^2 = \left( \int_0^{+\infty} df I(f) \right)^{-1} \frac{f^2}{8T} \left( \frac{10\pi^2}{3H_0^2} \right)^2 \left( \int_0^{+\infty} df \ f^{2\alpha-6} \gamma_{ij}^2(f) \right)^{-1}.
\]

This demonstrates the contribution to the inverse of the variance at each frequency. The sensitivity of each pair is dependent on the noise power spectra of the two interferometers, as well as the observing geometry, described by \(\gamma_{ij}(f)\). For interferometers operating at design sensitivity, this means that for frequencies above \(\sim 200\) Hz the LIGO-Virgo pairs make the dominant contribution to the sensitivity [22]. During its first science run Virgo was closest to design sensitivity at frequencies above several hundred Hz, which informed our decision to use the 600-1000 Hz band.

The procedure by which we analysed the data is as follows. For each pair of interferometers, labelled by \(I\), the coincident data were divided into segments, labelled by \(J\), of length \(T = 60s\). The data from each segment are Hann windowed in order to minimize spectral leakage. In order not to reduce the effective observation time, the segments are therefore overlapped by 50%. For each segment, the data from both interferometers were Fourier transformed then coarse-grained to a resolution of 0.25 Hz. The data from the adjacent segments were then used
to calculate power spectral densities (PSDs) with Welch’s method. The Fourier transformed data and the PSDs were used to calculate the estimator on $\Omega$ with frequency, but fall off more slowly, due to the larger light-travel time between the USA and Europe.

Figure 1: Plot of the overlap reduction function (ORF) for the pairs of sites used in this analysis. The dashed curve is the ORF for the two LIGO sites (HL), the solid curve is for the Hanford-Virgo sites (HV) and the dashed-dotted curve is for Livingston-Virgo (LV). We see that the LIGO orientations have been optimized for low frequency searches, around 10–100 Hz. However, this ORF falls off rapidly with frequency, such that at frequencies over $\sim 500$ Hz, the amplitude of the ORF of the HL pair is smaller than that of the Virgo pairs. The LV and HV overlap reduction functions oscillate more with frequency, but fall off more slowly, due to the larger light-travel time between the USA and Europe.

A. Data Quality

Data quality cuts were made to eliminate data that was too noisy or non-stationary, or that had correlated noise between detectors. Time segments that were known to contain large noise transients in one interferometer were removed from the analysis. We also excluded times when the digitizers were saturated, times with particularly high noise and times when the calibration was unreliable. This also involved excluding the last thirty seconds before the loss of lock in the interferometers, as they are known to have an increase in noise in this period. Additionally, we ensured that the data were approximately stationary over a period of three minutes, as the PSD estimates, $P_i(f)$, used in calculating the optimal filter and standard deviation in each segment are obtained from data in the immediately adjacent segments. This was achieved by calculating a measure of stationarity,

$$\Delta \sigma_{IJ} = \frac{|\sigma_{IJ} - \sigma'_{IJ}|}{\sigma_{IJ}},$$

for each segment, where $\sigma_{IJ}$ was calculated (following Eq. 8) using the PSDs estimated from the adjacent segments, and $\sigma'_{IJ}$ was calculated using the PSDs estimated using data from the segment itself. To ensure stationarity, we set a threshold value, $\zeta$, and all segments with values of $\Delta \sigma_{IJ} > \zeta$ are discarded. The threshold was tuned by analysing the data with unphysical time offsets between the interferometers; a value of $\zeta = 0.1$ as this ensures that the remaining data are Gaussian.

In order to exclude correlations between the instruments caused by environmental factors we excluded certain frequencies from our analysis. The frequency bins to be removed were identified in two ways. Some correlations between the interferometers were known to exist a priori, e.g. there are correlations at multiples of 60 Hz between the interferometers located in the USA due to the frequency of the power supply [19]. These were removed from the analysis, but in order to ensure that all coherent bins were identified, we also calculated the coherence,

$$\Gamma(f) = \frac{|s_1^*(f)\tilde{s}_2(f)|^2}{P_1(f)P_2(f)},$$

which is the ratio of the cross-spectrum to the product of the two power spectral densities, averaged over the whole run. This value was calculated first at a resolution of 0.1 Hz, then at 1 mHz to investigate in more detail the frequency distribution of the coherence. Several frequencies showed excess coherence; some had been identified a priori but two had not, so these were also removed from the analysis. The calculations of the power spectra and the cross-correlation were carried out at a resolution of 0.25 Hz, so we removed the corresponding 0.25 Hz bin from our analysis. Excess coherence was defined as coherence exceeding a threshold of $\Gamma(f) = 5 \times 10^{-3}$. This threshold was also chosen after analysing the data with unphysical time offsets. The excluded bins for each interferometer can be seen in Table I.

B. Timing accuracy

In order to be sure that the cross-correlation is a measure of the gravitational-wave signal present in both detectors in a pair, we must be sure that the data collected in both detectors are truly coincident. Calibration studies were carried out to determine the timing offset, if any, between the detectors and to estimate the error on this offset. These studies are described in more detail in reference [24], but we summarize them here.
Table I: Table of the the frequency bins excluded from the analysis for each interferometer. The bins at 640 Hz and 961 Hz were identified using coherence tests, while the others were excluded a priori. Also excluded were harmonics of the power line frequency at multiples of 60 Hz for the LIGO detectors and multiples of 50 Hz for Virgo. Each excluded bin is centred at the frequency listed above and has a width of 0.25 Hz.

| IFO | Notched frequencies (Hz) |
|-----|--------------------------|
| H1  | 786.25, 961             |
|     | Harmonic of calibration line |
| H2  | 640, 814.5, 961         |
|     | Excess noise, Harmonic of calibration line |
| L1  | 793.5, 961             |
|     | Harmonic of calibration line |
| V1  | 706, 710, 714, 718     |
|     | Harmonics of calibration lines |

The output of each interferometer is recorded at a rate of 16384 Hz. Each data point has an associated time-stamp and we need to ensure that data taken with identical time stamps are indeed coincident measurements of the strain, to within the calibration errors of the instruments. No offset between the instruments was identified, but several possible sources of timing error were investigated. First, approximations in our models of the interferometers can introduce phase errors. For the measurement of strain, we model the interferometers using the long-wavelength approximation (i.e. we assume that the wavelengths of the gravitational waves that we measure are much longer than the arm-lengths of the interferometers). We also make an approximation in the transfer function of the Fabry-Perot cavity; the exact function has several poles or singularities, but we use an approximation which includes only the lowest frequency pole [25]. The errors that these two approximations introduce largely cancel, with a residual error of $\sim 2\mu s$ or $\sim 1^\circ$ at 1kHz [24].

Secondly, there is some propagation time between strain manifesting in the detectors and the detector output being recorded in a frame file. This is well understood for all detectors and is accounted for (to within calibration errors) when the detector outputs are converted to strain. The time-stamp associated with each data point is therefore taken to be the GPS time at which the differential arm length occurs, to within calibration errors [24].

Thirdly, the GPS time recorded at each site has some uncertainty. The timing precision of the GPS system is $\sim 30$ ns, which corresponds with the stated location accuracy of $\sim 10$ m. Each site necessarily uses its own GPS receiver, so the relative accuracy of these receivers has been checked, by taking a Virgo GPS receiver to a LIGO site and comparing the outputs. The relative accuracy was found to be better than $1\mu s$. The receivers have also been checked against Network Time Protocol (NTP) and were found to have no offset [24]. The total error in GPS timing is far smaller than the instrumental phase calibration errors in the 600-1000 Hz frequency band (see Table II).

These investigations concluded that the timing offset between the instruments is zero for all pairs, with errors on these values that are smaller than the error in the phase calibration of each instrument. The phase calibration errors of the instruments are negligible in this analysis as their inclusion would produce a smaller than 1% change in the results at this sensitivity, and therefore the relative timing error is negligible.

C. Combination of multiple pairs

We performed an analysis of all of the available data from LIGO’s fifth science run and Virgo’s first science run. However, we excluded the H1-H2 pair as two instruments were built inside the same vacuum system, and so may have significant amounts of correlated noise. There is an ongoing investigation into identifying and removing these correlations [26], and for the present analysis, we consider only the five remaining pairs. As described above, the output of each pair yields an estimator, $Y_i$, with a standard deviation, $\sigma_i$, where $I = 1 \ldots 5$ labels the detector pair.

Using the estimators $Y_i$ and their associated error bars, $\sigma_i$, we construct a Bayesian posterior probability density function (PDF) on $\Omega_3$. Bayes theorem says that the posterior PDF of a set of unknown parameters, $\hat{\theta}$, given a set of data, $D$, is given by

$$p(\hat{\theta} | D) = \frac{p(\hat{\theta}) p(D | \theta)}{p(D)}, \quad (18)$$

where $p(\hat{\theta})$ is the prior PDF on the unknown parameters – representing the state of knowledge before the experiment – $p(D | \theta)$ is the likelihood function and $p(D)$ is a normalisation factor. In this case, the unknown parameters, $\hat{\theta}$, are the value of $\Omega_3$ and the amplitude calibration factors of the instruments, which will be discussed below. The data set, $D$, is the set of five estimators, $\{Y_i\}$, we obtain from the five pairs of instruments.

In forming this posterior, we must consider the errors in the calibration of the strain data obtained by the interferometers. In the data from one interferometer, labelled by $i$, there may be an error on the calibration of both the amplitude and the phase, such that the value we measure is

$$\tilde{s}_i(f) = e^{A_i + i\phi_i} s_i^0(f), \quad (19)$$

where $s_i^0(f)$ is the “true” value that would be measured if the interferometer were perfectly calibrated. The phase calibration errors given in Table II are negligible, and the studies described in Section II B have shown that there is no significant relative timing error between the interferometers, so we can simply assume that $\phi_i = 0$. However,
the amplitude calibration errors are not negligible, and the calibration factors take the values \( \Lambda_i = 0 \pm \epsilon_{\Lambda,i} \), where \( \epsilon_{\Lambda,i} \) are the fractional amplitude calibration errors of the instruments, which are quoted in Table II.

| Instrument | Amplitude error (%) | Phase error (deg) |
|------------|---------------------|------------------|
| HI         | 10.2                | 4.3              |
| H2         | 10.3                | 3.4              |
| L1         | 13.4                | 2.3              |
| V1         | 6.0                 | 4.0              |

Table II: Table of values of the errors in the calibration of amplitude and phase for each of the LIGO [27] and Virgo [28] instruments used in this analysis. The errors are valid over the whole 600-1000 Hz band.

The calibration factors combine such that the estimator for a pair \( I \) is

\[
\hat{Y}_I = e^{\Lambda_{I,1}} + \Lambda_{I,2} \tilde{Y}_I^t,
\]

where \( \tilde{Y}_I^t \) is the “true” value that would be measured with perfectly calibrated instruments and \( \Lambda_{I,1} \) and \( \Lambda_{I,2} \) are the calibration factors of the two instruments in pair \( I \). The likelihood function for a single estimator is given by

\[
p(\hat{Y}_I | \Omega_3, \sigma_I, \Lambda_I) = \frac{1}{\sigma_I \sqrt{2\pi}} \exp \left( -\frac{(\hat{Y}_I - e^{\Lambda_I} \Omega_3)^2}{2\sigma_I^2} \right),
\]

where we have used \( \Lambda_I = \Lambda_{I,1} + \Lambda_{I,2} \). The joint likelihood function on all the data is the product over all pairs of Equation 21

\[
p(\{\hat{Y}_I\} | \Omega_3, \{\sigma_I\}, \{\Lambda_I\}) = \prod_{I=1}^{n_{\text{IFO}}} p(\hat{Y}_I | \Omega_3, \sigma_I, \Lambda_I).
\]

In order to form a posterior PDF, we define priors on the calibration factors of the individual interferometers, \( \{\Lambda_i\} \). The calibration factors are assumed to be Gaussian distributed, with variance given by the square of the calibration errors quoted in Table II, such that

\[
p(\{\Lambda_i\}|\{\epsilon_{\Lambda,i}\}) = \prod_{i=1}^{n_{\text{IFO}}} \frac{1}{\epsilon_{\Lambda,i} \sqrt{2\pi}} \exp \left( -\frac{\Lambda_i^2}{2\epsilon_{\Lambda,i}^2} \right),
\]

where \( n_{\text{IFO}} \) is the number of interferometers we are using, in this case four. The prior on \( \Omega_3 \) is a top hat function

\[
p(\Omega_3) = \begin{cases} 
\frac{1}{\Omega_{\text{max}}} & \text{for } 0 \leq \Omega < \Omega_{\text{max}} \\
0 & \text{otherwise}
\end{cases}
\]

We choose a flat prior on \( \Omega_3 \) because, although there has been analysis in this band previously, it did not include data from the whole of the frequency band and an uninformative flat prior is conservative. We chose \( \Omega_{\text{max}} = 10 \), which is two orders of magnitude greater than the estimators and their standard deviations, such that the prior is essentially unconstrained.

We combine the prior and likelihood functions to give a posterior PDF

\[
p(\Omega_3, \{\Lambda_i\}|\{\hat{Y}_I\}, \{\sigma_I\}, \{\epsilon_{\Lambda,i}\}) = p(\Omega_3)p(\{\Lambda_i\}|\{\epsilon_{\Lambda,i}\}) \times p(\{\hat{Y}_I\}|\Omega_3, \{\sigma_I\}, \{\Lambda_i\}).
\]

We marginalize this posterior analytically over all \( \Lambda_i \) to give us a posterior on \( \Omega_3 \) alone,

\[
p(\Omega_3|\{\hat{Y}_I\}, \{\sigma_I\}, \{\epsilon_{\Lambda,i}\}) = \int_{-\infty}^{\Omega_{\text{upper}}} d\Lambda_1 \int_{-\infty}^{\Omega_{\text{upper}}} d\Lambda_2 \cdots \int_{-\infty}^{\Omega_{\text{upper}}} d\Lambda_{n_{\text{IFO}}} p(\Omega_3, \{\Lambda_i\}|\{\hat{Y}_I\}, \{\sigma_I\}, \{\epsilon_{\Lambda,i}\}).
\]

Using this posterior PDF we calculate a 95% probability interval, \( (\Omega_{\text{lower}}, \Omega_{\text{upper}}) \) on \( \Omega_3 \). We calculate the values of \( \Omega_{\text{lower}} \) and \( \Omega_{\text{upper}} \) by finding the minimum-width interval that satisfies

\[
\int_{\Omega_{\text{lower}}}^{\Omega_{\text{upper}}} p(\Omega_3|\{\hat{Y}_I\}, \{\sigma_I\}, \{\epsilon_{\Lambda,i}\})d\Omega_3 = 0.95.
\]

If we find that \( \Omega_{\text{lower}} \) is equal to zero, then we have a null result, and we can simply quote the upper limit, \( \Omega_{\text{upper}} \).

The optimal estimator, \( \hat{Y} \), is given by the combination

\[
\hat{Y} = \frac{\sum_I e^{2\Lambda_i} \hat{Y}_I \sigma_I^{-2}}{\sum_I e^{2\Lambda_i} \sigma_I^{-2}}.
\]

It has a variance, \( \sigma \), given by

\[
\sigma^{-2} = \sum_I e^{2\Lambda_i} \sigma_I^{-2}.
\]

Under the assumption that the calibration factors \( \Lambda_i \) are all equal to zero, then the optimal way to combine the results from each pair is to perform a weighted average with weights \( 1/\sigma_I^2 \) (equivalently to combining results
from multiple, uncorrelated, time segments) \[22\]

\[
\hat{Y} = \frac{\sum_j \hat{Y}_j \sigma_j^{-2}}{\sum_j \sigma_j^{-2}} \quad (30)
\]

\[
\sigma^{-2} = \sum_j \sigma_j^{-2}. \quad (31)
\]

A combined sensitivity integrand can also be found by summing the integrands from each pair: \[22\]

\[
I(f) = \sum_j I_j(f) \quad (32)
\]

### III. RESULTS

We applied the analysis described in Section II to all of the available data from the LIGO and Virgo interferometers between November 2005 and September 2007 \[1\] and obtained estimators of \(\Omega_3\) from each of five pairs, which are listed in Table III along with their standard deviations. We also create the combined estimators and their standard deviations, using Equations 30 and 31, for the full network, and for the network including only the LIGO interferometers. We see that the addition of Virgo to the network reduces the size of the standard deviation by 23%.

| Network | Estimator \(\hat{Y}_I\) |
|---------|-------------------------|
| H1L1    | 0.11 ± 0.15             |
| H1V1    | 0.55 ± 0.21             |
| H2L1    | -0.14 ± 0.25            |
| H2V1    | -0.51 ± 0.40            |
| L1V1    | 0.18 ± 0.19             |
| LIGO    | 0.05 ± 0.13             |
| all     | 0.13 ± 0.10             |

Table III: Table of values of \(\hat{Y}_I\), the estimator of \(\Omega_3\), obtained by analysing the data taken during LIGO’s fifth science run and Virgo’s first science run, over a frequency band of 600-1000 Hz, along with the standard deviation, \(\sigma_I\), of each result.

Using the posterior PDF defined in Equation 26 and the calibration errors in Table II we found a 95% upper limit of \(\Omega_3 < 0.32\), assuming the Hubble constant to be \(h_{100} = 0.71\) \[29\] (see also \[30\]), while using only the LIGO instruments obtained an upper limit of \(\Omega_3 < 0.30\). Both of the lower limits were zero. The posterior PDFs obtained by the search are shown in Figure 2, while the sensitivity integrands, which show the contribution to the sensitivity of the search from each frequency bin, are shown in Figure 3. The upper limit corresponds to a strain sensitivity of \(8.5 \times 10^{-24}\text{Hz}^{-1/2}\) using just the LIGO interferometers, or \(8.7 \times 10^{-24}\text{Hz}^{-1/2}\) using both LIGO and Virgo. The LIGO-only upper limit is, in fact, lower than the upper limit using the whole data set, even though the sensitivity of the combined LIGO-Virgo analysis is better. This is not surprising because the addition of Virgo also increases the value of the estimator. The estimator will usually lie somewhere between 0 and 2 \(\sigma\) – in this case, the LIGO-only estimator was in the lower part of that range while the LIGO-Virgo estimator was not, but the two results are entirely consistent with each other. When we add Virgo, the likelihood excludes more of the parameter space below \(\Omega_3 = 0\), but this is a region we already exclude by setting the priors. Monte-Carlo simulations show that, in the absence of a signal, the probability of the combined LIGO-Virgo upper limit being at least this much larger than the LIGO-only upper limit is 4.3%. This probability is not so small as to indicate a non-null result and we therefore conclude that the LIGO-Virgo upper limit is larger due to statistical fluctuations.

We also used the same data to calculate the 95% probability intervals for gravitational wave spectra with spectral indices ranging over \(-4 \leq \alpha \leq 4\), which correspond with different models of possible backgrounds in our frequency band. For example, a background of magnetar signals would be expected to have a spectral index of \(\alpha = 4\) \[3\]. Figure 4 shows the values of these upper limits. Note that they were all calculated using a reference frequency of 900 Hz, and Hubble parameter \(h_{100} = 0.71\).

---

\[1\] We initially analyzed only data from times after Virgo had begun taking data (May–September 2007). This preliminary analysis resulted in a marginal signal with a false-alarm probability of \(p=2\%\). To follow up, we extended the analysis to include all available LIGO data, yielding the results shown here, which are consistent with the null hypothesis.
Figure 3: Sensitivity integrands for the LIGO only result (dashed) and for the full LIGO-Virgo result (solid). We can see that the sensitivity is increased across the band by the addition of the Virgo interferometer to the search. The vertical lines correspond to frequency bins removed from the search.

Figure 4: 95% probability intervals on $\Omega_\alpha$, calculated using different values of $\alpha$. These upper limits were all calculated using the same data, with a band width of 600-1000 Hz and a reference frequency of 900 Hz. The dashed line shows the upper limit calculated using the LIGO interferometers only, while the solid line shows the upper limits calculated using all of the available data. The lower limits were all zero.

IV. VALIDATION OF RESULTS

In order to test our analysis pipeline, we created simulated signals and used software to add them to the data that had been taken during the first week of Virgo’s first science run (this week was then excluded from the full analysis). We generated frame files containing a simulated isotropic stochastic background, with $\Omega_{\text{GW}}(f) \propto f^3$. We were then able to scale this signal to several values of $\Omega_3$ and add it to the data taken from the instruments. We did not include H2 in this analysis, but used only H1, L1 and V1. Table IV shows the injected values of $\Omega_3$ and the recovered values and associated standard deviations, along with the SNR of the signal in the H1V1 pair. The recovered 95% probability intervals of the injections can be seen in Figure 5. The intervals all contain the injected value of $\Omega_3$.

It should be noted that, in order to have detectable signals in this short amount of data, the larger injections are no longer in the small signal limit. We usually make two assumptions based on this limit. The first is the approximation in Eq. 8, which only holds if the signal is much smaller than the noise, as we are ignoring terms that are first and second order in $\Omega_{\text{GW}}(f)$ \[13\]. The second assumption enters into the calculation of the noise PSDs, $P_i(f)$. We calculate these directly from the data, as in the small-signal limit we can assume $\langle |\tilde{s}_i(f)|^2 \rangle \approx \langle |\tilde{n}_i(f)|^2 \rangle$. The first assumption causes an over-estimation of the standard deviation, while the second causes our “optimal” filter to no longer be quite optimal. If we ignore these assumptions, we will underestimate the theoretical error bar, $\sigma_Y$, and the width of the posterior PDFs. However, we still find 95% probability intervals that are consistent with the injected signals.

V. COMPARISON WITH OTHER RESULTS

The previous most sensitive direct upper limit in this frequency band was $\Omega_{\text{GW}}(f) < 1.02$, obtained by the joint analysis of data from the LIGO Livingston interferometer and the ALLEGRO bar detector over a frequency band of $850 \text{ Hz} \leq f \leq 950 \text{ Hz}$ \[18\]. This result was obtained using a constant $\Omega_{\text{GW}}(f) = \Omega_0$, so should be compared with our upper limit for $\alpha = 0$. As can
Table IV: Table of values of $\Omega_3$ for software injections, along with the recovered values, the 95% probability interval and the expected SNR of each injection in the H1V1 pair. Note that the standard deviations presented in this table are underestimated, as the injections are not in the small signal limit, however we still recover the signals within the 95% probability intervals.

| Injected $\Omega_3$ | Estimator Y | 95% probability interval | SNR in H1V1 |
|---------------------|-------------|--------------------------|-------------|
| 2.0                 | 1.8±1.3     | (0.0, 4.1)               | 1.3         |
| 9.7                 | 9.1±1.5     | (5.7, 12.8)              | 6.3         |
| 20.2                | 19.3±1.8    | (14.2, 24.8)             | 13.3        |
| 95.1                | 91.1±3.7    | (72.3, 110.6)            | 62.3        |
| 203.1               | 194.1±6.2   | (154.9, 234.3)           | 133.1       |

be seen in Figure 4, our 95% upper limit for $\alpha = 0$ is $\Omega_0 < 0.16$ using all the available data, or $\Omega_0 < 0.15$ using just the LIGO interferometers, therefore our result has improved on the sensitivity of the LIGO-ALLEGRO result by a factor of $\approx 7$. The comparative strain sensitivity of the upper limits of the current search and the LIGO-ALLEGRO search can be seen in Figure 6.

The previous most sensitive direct limit at any frequency was the analysis of data from the three LIGO detectors in the fifth science run [17]. The analysis was carried out using the same data as the analysis presented in this paper, but was restricted to the frequency band $40 \text{Hz} \leq f \leq 500 \text{Hz}$. This included the most sensitive frequency band of the three detectors. The 95% upper limit on $\Omega_0$ in this band was given as $6.9 \times 10^{-6}$, which is a factor of $2 \times 10^4$ times smaller than our upper limit. They also found an upper limit on $\Omega_3$ of $7.1 \times 10^{-6}$. In order to compare that to our upper limit on $\Omega_3$, we must extend the spectrum to the frequency band analysed in this paper. The $40 \text{Hz} \leq f \leq 500 \text{Hz}$ upper limit would correspond to an upper limit at $900 \text{Hz}$ of $\Omega_3 < 0.0052$, which is a factor of $\approx 60$ smaller than the upper limit presented in this paper. The search at lower frequencies is significantly more sensitive and we would expect that in the advanced detector era the combined analysis of LIGO and Virgo detectors at low frequencies will improve even further on the previously published upper limits.

We can also compare our results with indirect upper limits on the stochastic gravitational wave background. In this band, the most stringent constraints come from Big Bang nucleosynthesis (BBN) and measurements of the cosmic microwave background (CMB). The BBN bound constrains the integrated energy density of gravitational waves over frequencies above $10^{-10} \text{Hz}$, based on observations of different relative abundances of light nuclei today. The BBN upper limit is [6]

$$\int \Omega_{\text{GW}}(f) d(\ln f) < 1.1 \times 10^{-5} (N_\nu - 3), \quad (33)$$

where $N_\nu$ is the effective number of neutrino species at the time of BBN. Recent constraints on $N_\nu$, obtained from CMB measurements, BBN modeling, and the observed abundances of light elements suggest that $3.5 \lesssim N_\nu \lesssim 4.4$ [31–34]. The CMB limit also constrains the integrated gravitational wave energy density, and is obtained from the observed CMB and matter power spectra, as these would be altered if there were a higher gravitational wave energy density at the time of decoupling. The CMB upper limit [35] is

$$\int \Omega_{\text{GW}}(f) d(\ln f) < 1.3 \times 10^{-5}. \quad (34)$$

Our upper limit is not sensitive enough to improve on these indirect upper limits, however, these indirect bounds only apply to a background of cosmological origin, whereas the bound presented here applies to astrophysical signals as well.

VI. CONCLUSIONS

Data acquired by the LIGO and Virgo interferometers have been analysed to search for a stochastic background of gravitational waves. This is the first time that data from LIGO and Virgo have been used jointly for such a
search, and we have demonstrated that the addition of Virgo increases the sensitivity of the search significantly, reducing the error bar by 23% even though the length of time for which Virgo was taking data was approximately one fifth of the time of the LIGO run. The upper limit obtained with the LIGO interferometers only is the most sensitive direct result in this frequency band to date, improved on the previous best limit, set with the joint analysis of ALLEGRO and LIGO data, by a factor of \( \approx 7 \).

Adding Virgo improves the sensitivity across the frequency band, largely due to the addition of pairs which have different overlap reduction functions. This enables us to cover the frequency band more evenly, as well as effectively increasing the total observation time. We can see that the sensitivity of the search is much improved by adding Virgo by comparing the standard deviations in Table III. However, in this case, the increased sensitivity did not lead to a decreased upper limit, as the joint estimator of \( Q_2 \) obtained by the full LIGO-Virgo search was higher than the estimator obtained by the LIGO-only analysis.

As part of this analysis, we have also developed a method of marginalizing over the error on the amplitude calibration of several interferometers. The methods used in this paper will be useful for future analyses of data from the network of interferometers, which we expect to grow, eventually including not only interferometers in North America and Europe, but also hopefully around the world.

The authors gratefully acknowledge the support of the United States National Science Foundation for the construction and operation of the LIGO Laboratory, the Science and Technology Facilities Council of the United Kingdom, the Max-Planck-Society, and the State of Niedersachsen/Germany for support of the construction and operation of the GEO600 detector, and the Italian Istituto Nazionale di Fisica Nucleare and the French Centre National de la Recherche Scientifique for the construction and operation of the Virgo detector. The authors also gratefully acknowledge the support of the research by these agencies and by the Australian Research Council, the International Science Linkages program of the Commonwealth of Australia, the Council of Scientific and Industrial Research of India, the Istituto Nazionale di Fisica Nucleare of Italy, the Spanish Ministerio de Educación y Ciencia, the Conselleria d’Economia Hisenda i Innovació of the Govern de les Illes Balears, the Foundation for Fundamental Research on Matter supported by the Netherlands Organisation for Scientific Research, the Polish Ministry of Science and Higher Education, the FOCUS Programme of Foundation for Polish Science, the Royal Society, the Scottish Funding Council, the Scottish Universities Physics Alliance, The National Aeronautics and Space Administration, the Carnegie Trust, the Leverhulme Trust, the David and Lucile Packard Foundation, the Research Corporation, and the Alfred P. Sloan Foundation. This is LIGO document LIGO-P1000128.

[1] T. Regimbau and J. A. de Freitas Pacheco, Astrophys.J. 642, 455 (2006), arXiv:gr-qc/0512008.
[2] T. Regimbau and J. A. de Freitas Pacheco, Astron. Astrophys. 376, 381 (2001), arXiv:astro-ph/0105260.
[3] T. Regimbau and J. A. de Freitas Pacheco, Astron. Astrophys. 447, 1 (2006).
[4] V. Ferrari, S. Matarrese, and R. Schneider, MNRAS 303, 247 (1999), arXiv:astro-ph/9804259.
[5] L. Grishchuk, JETP Letters 23, 293 (1976).
[6] M. Maggiore, Phys. Rep. 331, 283 (2000), gr-qc/9909001.
[7] X. Siemens, V. Mandic, and J. Creighton, Phys. Rev. Lett. 98, 111101 (2007).
[8] R. Bar-Kana, Phys. Rev. D50, 1157 (1994), arXiv:astro-ph/9401050.
[9] A. A. Starobinsky, JETP Lett. 30, 682 (1979).
[10] R. Brustein et al., Phys. Lett. B361, 45 (1995), arXiv:hep-th/9507017.
[11] V. Mandic and A. Buonanno, Phys. Rev. D73, 063008 (2006), arXiv:astro-ph/0510341.
[12] R. Apreda et al., Nucl. Phys. B631, 342 (2002), arXiv:gr-qc/0107033.
[13] B. Allen and J. D. Romano, Phys. Rev. D59, 102001 (1999), arXiv:gr-qc/9710117.
[14] B. P. Abbott et al., Reports on Progress in Physics 72, 076901 (2009), arXiv:gr-qc/0711.3041.
[15] F. Acernese et al., Classical and Quantum Gravity 25, 114045 (2008).
[16] H. Grote for the LIGO Scientific Collaboration, Classical and Quantum Gravity 25, 114043 (2008).
[17] B. P. Abbott et al., Nature 460, 990 (2009), arXiv:astro-ph/0910.0772.
[18] B. Abbott et al., Phys. Rev. D76, 022001 (2007), arXiv:gr-qc/0703068.
[19] B. Abbott et al., Astrophys.J. 659, 918 (2007), arXiv:astro-ph/0608506.
[20] E. E. Flanagan, Phys. Rev. D 48, 2389 (1993), arXiv:astro-ph/9305029.
[21] N. Christensen, Phys. Rev. D 46, 5250 (1992).
[22] G. Cella et al., Classical and Quantum Gravity 24, 639 (2007), arXiv:gr-qc/0704.2983.
[23] A. Lazarrini and J. R. Romano, LIGO Technical Document T040089-00 (2004), URL https://dcc.ligo.org/cgi-bin/DocDB/ShowDocument?docid=t040089.
[24] W. Anderson et al., Tech. Rep. VIR-0416A-10 (2010), URL https://tds.ego-gw.it/ql/?c=7701.
[25] M. Rakhmanov, J. D. Romano, and J. T. Whelan, Classical and Quantum Gravity 25, 184017 (2008), arXiv:gr-qc/0808.3805.
[26] N. V. Fotopoulos for the LIGO Scientific Collaboration, Journal of Physics Conference Series 122, 012032 (2008), arXiv:gr-qc/0801.3429.
[27] J. Abadie et al., Nucl. Instrum. Meth. A 624, 223 (2010), arXiv:gr-qc/1007.3973.
[28] T. Accadia et al., J. Phys. Conf. Ser. 228, 012015 (2010), arXiv:gr-qc/1002.2329.
[29] WMAP, Wmap-recommended parameters constraints
(2012), URL http://lambda.gsfc.nasa.gov/product/map/current/best_params.cfm.

[30] A. G. Riess et al., ApJ 730, 119 (2011).

[31] G. Mangano and P. D. Sperico, Phys. Lett. B 701, 296 (2011).

[32] J. Hamann, S. Hannestad, G. G. Raffelt, and Y. Y. Y. Wong, JCAP 1109, 034 (2011).

[33] K. M. Nollett and G. P. Holder (2011), arxiv.org/1112.2683.

[34] R. H. Cyburt et al., Astropart. Phys. 23, 313 (2005), arXiv:astro-ph/0408033.

[35] T. L. Smith, E. Pierpaoli, and M. Kamionkowski, Phys. Rev. Lett. 97, 021301 (2006).