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A B S T R A C T

Since the first official case of COVID-19 was reported, many researchers around the world have spent their time trying to understand the dynamics of the virus by modeling and predicting the number of infected and deaths. The rapid spread and highly contagiousness motivate the necessity of monitoring cases in real-time, aiming to keep control of the epidemic. As pointed out by [3], some pitfalls like limited infrastructure, laboratory confirmation and logistical problems may cause reporting delay, leading to distortions of the real dynamics of the confirmed cases and deaths. The aim of this study is to propose a suitable statistical methodology for modeling and forecasting daily deaths and reported cases of COVID-19, considering key features as overdispersion of data and correction of notification delay. Both, reporting delays and forecasting consider a Bayesian approach in which the daily deaths and the confirmed cases are modelled using the negative binomial (NB) distribution in order to accommodate the population heterogeneity. For the correction of notification delay, the mean number of occurrences regarding time $t$ notified at time $t+j$ (mean delayed notifications) is associated to the temporal and the delay lag evolution of the notification process through a log link. With regard to daily forecasting, the functional form adopted for the number of deaths and reported cases of COVID-19 is related to the sigmoid growth equation. A variable regarding week days or days off was considered in order to account for possible reduction of the records due to the lower offer of tests on days off. To illustrate the methodology, we analyze data of deaths and infected cases of COVID-19 in Espírito Santo, Brazil. We also obtain long-term predictions.

© 2021 Elsevier Inc. All rights reserved.

1. Introduction

The new coronavirus (SARS-CoV-2) is contagious among humans and causes the COVID-19 disease. COVID-19 was firstly reported in December 2019 after the appearance of an unidentified pneumonia. In Brazil, the first confirmed case of infection by SARS-CoV-2 was reported by the Health Ministry on February 26, 2020. Subsequently, in March 2020, the World Health Organization (WHO) announced the COVID-19
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as a pandemic because of the growing number of infected cases outside China, where the outbreak started. According to the reports of the panel at WHO (https://covid19.who.int/), in July 2020 there were more than 17 million cases of COVID-19, including near 700,000 deaths around the world, affecting more than 200 countries and territories. At the same month, official data in Brazil indicated approximately 2.5 million confirmed cases of COVID-19 and more than 90,000 deaths.

The severity of the COVID-19 range from mild to severe respiratory symptoms. Some researchers call attention to the existence of severe neurological complications [21]. Older people and people of any age with comorbidities (obesity, type 2 diabetes mellitus, serious heart conditions, etc.) present higher risks for severe illness, requiring hospitalization, intensive care and/or mechanical ventilation. The most serious cases of COVID-19 may lead to death.

As pointed out by [27], the virus has the potential to spread rapidly and infect a large fraction of the population, overwhelming health care systems. Given the rapid rate of spread, [27] suggest that a combination of control measures, including early and active surveillance, quarantine and especially strong social distancing efforts, is needed to slow down or stop the spread of the virus.

Unfortunately, the COVID-19 pandemic is evolving rapidly and is not only a medical emergency and public health tragedy, but it is also affecting economic activities. With no urgent actions, the socioeconomic effects could have wide implications for trade, travel, provision of aid, economic markets, supply chains and the daily lives of people living around the world [30]. As pointed out by [19], COVID-19 is a medical problem with immense societal consequences. The world’s scientists need to come together to find the proper solution for controlling this pandemic event, manage its consequences, and prevent future recurrences of similar pandemics.

To prepare the health care system for COVID-19 patients, it is necessary to quickly identify cases and keep control of the epidemic. [3] discuss the difficulties in monitoring epidemics in real-time and indicate the reporting delay as a crucial issue because it distorts the relationship between the reported disease incidence and the true disease incidence. According to them, reporting delays may be due to laboratory confirmation, logistical problems, infrastructure difficulties, and so on.

Many institutions and research groups around the world are dedicated to modeling and prediction of the number of confirmed cases and deaths associated to COVID-19. Different methodologies have been considered for these purposes, as can be seen in [29], [20] and [22]. In [13], attention is drawn to the problem of collective dynamics in human populations in different scenarios, such as crowd disasters, crime, terrorism, war and disease spreading. The authors discuss the complexity to propose analytic and predictive models. Regarding global pandemics, [13] also present a history of the development of mathematical models in this context until nowadays, showing that, despite of challenges, complex science has produced major advances in modeling the dynamics of global epidemics and it includes quantitative, realistic, and even predictive models, bringing together statistical data analysis, modeling efforts, analytical approaches, and laboratory experiments. One of the most popular modeling strategies in this scenario is the use of compartmental models [6,28,15,26, e.g.], including the well-known SIR model and its extensions, such as the SEIR model [4,10] and the SIDARTE model [11], among others. Basically, SIR-type models partition the population in “compartments” and define a system of nonlinear ordinary differential equations describing the transitions among these groups, which must be solved numerically. An improvement of the SIR model, including more realistic assumptions such as the effect of births and deaths due to other causes is suggested by [1]. The research of [12] shows that a SEIR model underestimates peak infection rates and substantially overestimates epidemic persistence after the peak has passed. The mathematical structure of SIR model and a discussion about the limitation of the method in the literature is described by [8].

Regarding stochastic models, [31] provide an estimate of the size of the epidemic in Wuhan on the basis of the number of cases exported from Wuhan to cities outside mainland China and forecast the extent of the domestic and global public health risks of epidemics, accounting for social and non-pharmaceutical prevention interventions. For this, they consider a stochastic modelling in terms of the SEIR model with the
basic reproductive number ($R_0$) being estimated using the Gibbs sampling and non-informative flat prior. The $R_0$ is defined by [7] as the average number of infectious contacts that an infected individual has before recovering and becoming immune (or dying). It is one of the most crucial quantities in infectious diseases and, as pointed out in [16], $R_0$ measures how contagious a disease is. For $R_0 < 1$, the disease is expected to stop spreading, but for $R_0 = 1$ an infected individual can infect on average 1 person, that is, the spread of the disease is stable. The disease can spread and become epidemic if $R_0 > 1$. The nowcasting considered in [31] is related to the impact of the social distancing measures, use of face masks and improved personal hygiene and other in the transmissibility of the virus and not with the reporting delays as proposed by [3]. An extensive simulation of the epidemic forecasts for Wuhan and five other Chinese cities assuming that the transmissibility of SARS-CoV-2 was reduced by 0%, 25%, and 50% after Wuhan was quarantined on Jan 23, 2020 and with 0% and 50% mobility reduction inter-city was performed by [31].

In Brazil, [9] provides a web page and an app with daily updates of the number of infected people and deaths and also presents the short (1 to 2 weeks) and long term prediction for COVID-19. The statistical methodology considered by them is a hierarchical Bayesian model where the number of infected or deaths is modelled by a Poisson distribution with a time invariant non-linear predictor for the mean. A well known limitation of the Poisson distribution is the equidispersion, which intrinsically assumes that the mean and the variance of the response variable are equal. For many observed count data, it is common to identify overdispersion, which occurs when the sample variance is greater than the sample mean [14]. The simplest strategy to deal with overdispersion is to use the negative binomial regression and it is recommended when the extra variations presented on the data are caused by the heterogeneity of the population [5].

[7] show that the population heterogeneity can significantly impact the disease-induced immunity due to SARS-CoV-2 and argue that many SIR-type models assume a homogeneously mixing population in which all individuals are equally susceptible, and equally infectious if they become infected. The authors propose to accommodate this heterogeneity by categorizing the community into different age cohorts, with heterogeneous mixing between the different age cohorts, and their social active level.

From the previous discussion, the heterogeneity mentioned by [7] may induce overdispersion on COVID-19 data. In order to accommodate this phenomenon, we propose an extension of the model developed by [9], considering a negative binomial distribution instead of the Poisson. We have performed a reparameterization of the model in terms of more meaningfully quantities, allowing an easier prior elicitation. We have also incorporated other important features in the model. Specifically, we include an explanatory variable regarding week days and days off, in order to account for possible reduction of the records due to the lower offer of tests on days off, which, to the best of our knowledge, has not been considered in any mathematical or statistical analysis. We have also allowed time variation of the model parameters in order to account for the unstable nature of the pandemic.

We use data from Espírito Santo State in Brazil (ES/BR) to illustrate the proposed methodology. The purpose here is to predict the daily number of confirmed infections and deaths caused by COVID-19 for short and long term. Two main reasons have motivated us to analyze these data: (1) since 16/04/2020, the technical report of the non-governmental organization Open Knowledge Brasil (OKBR) identifies the state of ES/BR as one of the most transparent states in the dissemination of data regarding the COVID-19 in Brazil; (2) unlike most of the states in Brazil, the daily number of confirmed cases and deaths are aggregated at the date of occurrence (day of realization of the test or day of the death), not the date of notification, which is much more advisable to better reproduce the pandemic dynamics.

Despite the benefit of reason (2) aforementioned, it is worth to point out that even with a good transparency, the lack of reagents of molecular biology tests have caused delay in the laboratory confirmation of the COVID-19 in ES/BR (see [24,25,2]). This naturally causes updates of the numbers of previous days. Therefore, prior fitting the proposed model, in order to correct for delayed notifications, we extent the method in [3] by considering week days and days off and dropping the assumption of a delay window.
The remainder of this article is organized as follows: in Section 2, we present the methodology for correcting the notification delay and to predict the daily deaths and daily reported cases. In Section 3, we apply the methodology developed in Section 2 on COVID-19 dataset from Espírito Santo/Brazil. Finally, we make some concluding remarks in Section 4. The method proposed in this paper is implemented in R [23]. All codes are available with the authors upon request.

2. Methodology

2.1. Correcting notification delay

We are interested on the counts of some event at the time $t$, denoted by $Y_t$. In particular, we will apply the method in this section to the daily number of deaths and daily reported cases of COVID-19. These data naturally present a notification delay, so that $Y_t$ is not truly known at time $t$ and notifications occurred at $t$ may be reported at instants $s \geq t$. In this paper, inspired by the study in [3], we will describe this behavior as follows. Let $Y_{t,s}$ be the total of occurrences at $t$ notified until $s$, $s \geq t$. We assume

$$Y_{t,T+K} = \begin{cases} \sum_{k=1}^{K} Z_{t,T+k-t} + Y_{t,T}, & 1 \leq t \leq T; \\ \sum_{k=-T+1}^{K} Z_{t,T+k-t} + Y_{t,t}, & T < t \leq T + K - 1, \end{cases}$$

(1)

where $Z_{t,j}$ represents the number of occurrences regarding time $t$ notified at time $t+j$ (delayed notifications). In this context, $j$ will be referred to as the delay lag. The model in Equation (1) is particularly appealing in this case, since we do not have the whole evolution of the data, in particular, the data was provided only from $T$ to $T + K$, such that, when $t \leq T$, it is only possible to obtain $Z_{t,j}$, for $j = T + 1 - t, \ldots, T + K - t$. For simplicity, we may write $T + K = N$.

Here, aiming to account for possible overdispersion, we assume that the delayed notifications $Z_{t,j}$ follow a Negative Binomial distribution with $\mathbb{E}(Z_{t,j}) = \lambda_{t,j}$ and $\mathbb{V}(Z_{t,j}) = \lambda_{t,j} + \frac{\lambda_{t,j}^2}{\phi^2}$, which will be denoted by $Z_{t,j} \sim \text{NB}(\lambda_{t,j}, \phi)$. The mean $\lambda_{t,j}$ satisfy

$$\log \lambda_{t,j} = \lambda + \alpha_t + \beta_j + \gamma_{t,j},$$

(2)

where $\lambda$ denotes the overall mean, $\alpha_t$ and $\beta_j$ accommodate respectively the temporal and the delay lag evolution of the notification process and $\gamma_{t,j}$ allows for temporal changes in the delay lag effect. Equation (2) could be easily generalized to incorporate covariate effects. For simplicity, the parameter vector and the collection of observed notifications are represented by

$$\Phi = (\lambda, \alpha_1, \ldots, \alpha_{T+K}, \beta_0, \ldots, \beta_{T+K-1}, \gamma_{1,0}, \ldots, \gamma_{T+K,T+K-1}, \phi)$$

and

$$\mathcal{Z}_O = \{Z_{t,j}, \; j = \max\{1, T+1-t\}, \ldots, T+K-t, \; t = 1, \ldots, T+K\},$$

respectively. Fig. 1 shows an illustration of the data. Note that the set $j = \max\{1, T+1-t\}, \ldots, T+K-t, \; t = 1, \ldots, T+K$, may be rewritten as $t = \max\{1, T+1-j\}, \ldots, T+K-j, \; j = 1, \ldots, N-1$.

In order to correct the notification delay, we resort to the following Bayesian approach. Aiming to accommodate the unstable nature of $\alpha_t$, $\beta_j$ and $\gamma_{t,j}$, we assume the following evolution structure:

$$\alpha_t|\alpha_{t-1} \sim \mathcal{N}(\alpha_{t-1}, W_\alpha), \; t = 2, \ldots, N,$$

$$\beta_j|\beta_{j-1} \sim \mathcal{N}(\beta_{j-1}, W_\beta), \; j = 1, \ldots, N-1,$$
Fig. 1. Organization of delayed notification data. The $Z_{t,j}$ (colored rectangles) denote the number of occurrences regarding time $t$ notified at time $t + j$. Note that the number of available delayed notifications reduces as $t$ increases. The $Y_{t,s}$ is the total of occurrences at $t$ reported until $s$, $s \geq t$ (see Equation (1)). For example, the total of occurrences at $t$ updated in $T + K (Y_{t,T + K})$ is given by the total of occurrences at $t$ reported until $T (Y_{t,T})$ plus the delayed notifications $Z_{t,j}$, $j = \max\{1, T + 1 - t\}, \ldots, T + K - t$.

\[
\gamma_{t,j}|\gamma_{t-1,j} \sim \mathcal{N}(\gamma_{t-1,j}, W_\gamma), \quad t = t_1^{(j)}, \ldots, N - j, \quad j = 1, \ldots, N - 1,
\]

where $t_1^{(j)} = \max\{1, T + 1 - j\}$ and we fix the variances as $W_\alpha = W_\beta = W_\gamma = W = 1/1600$ to ensure the parameters do not change more than 5% with probability 0.95. Fixing a correction window $L \geq 1$, for each $l = 1, \ldots, L$, from Equation (1), we observe that the (future) unobserved total $Y_{N-L+l,N+l}$ may be written as a function of the observed total $Y_{N-L+l,N}$ and the unobserved delayed notifications $Z_{N-L+l,l-k}$, $k = 0, \ldots, l - 1$. More precisely, we have

\[
Y_{N-L+l,N+l} = Y_{N-L+l,N} + \sum_{k=0}^{l-1} Z_{N-L+l,l-k}, \quad l = 1, \ldots, L.
\]

For simplicity, we define the collection

\[
Z_U = \{Z_{N-L+l,l-k}, \quad k = 0, \ldots, l - 1, \quad l = 1, \ldots, L\}
\]

of unobserved variables. One illustration of the $Z_O$ and $Z_U$ collections is provided in Fig. 2.

The delay correction is implemented by drawing samples from the posterior distribution of $Z_U, \Phi|Z_O$. Assuming independence of $Z_U$ and $Z_O$ (conditional on $\Phi$), this sampling can be performed using Markov Chain Monte Carlo (MCMC) methods. Here, we take as prior distributions $\lambda \sim \mathcal{N}(0, 100), \alpha_1 \sim \mathcal{N}(0, W), \beta_1 \sim \mathcal{N}(0, W), \gamma_{t_1^{(j)}}, j \sim \mathcal{N}(0, W), j = 1, \ldots, N - 1$ and $\phi \sim \mathcal{G}(10, 1)$, where $\mathcal{G}(\alpha, \beta)$ denotes the gamma distribution with expectation $\frac{\alpha}{\beta}$ and variance $\frac{\alpha}{\beta^2}$. This means that $\mathbb{E}(\phi) = 10$ and $\mathbb{V}(\phi) = 10$ a priori. These values of mean and variance for $\phi$ express our prior belief of overdispersion for the delayed notifications in the considered data.
Fig. 2. Observed and unobserved delayed notifications data sets represented by $Z_O$ (red) and $Z_U$ (blue), respectively. The unobserved set $Z_U$ consists of the first $L$ unobserved delayed notifications. The idea is to generate plausible observations of the unobserved set $Z_U$ based on information of the observed set $Z_O$. Note that, for fixed $t$, the smaller the number of delayed notifications in $Z_O$, the greater the number of delayed notifications in $Z_U$. (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

Fig. 3. Schematic for notification delay correction. The $N = T + K$ denotes the more recent time. The strategy consists of generating plausible upcoming delayed notifications (up to a total of $L$) and synthetically update the total of occurrences $(Y_t,N)$. Note that it is necessary to generate more synthetic unobserved delayed notifications to update total of occurrences for more recent days. Specifically, we aggregate the generated $\hat{Z}_{N-L+l,L-l+1}, \hat{Z}_{N-L+l,L-l+2}, \ldots, \hat{Z}_{N-L+l,L}$ to the observed total of occurrences $Y_{N-L+l,N}$, forming the delayed corrected total $\hat{Y}_{N-L+l,N+1}$, $l = 1, \ldots, L$.

The delay corrected observations are

$$\hat{Y}_{N-L+l,N+1} = Y_{N-L+l,N} + \sum_{k=0}^{l-1} \hat{Z}_{N-L+l,L-k}, \quad l = 1, \ldots, L,$$

where, in this case, $\hat{Z}_{N-L+l,L-k}$ denote the sample mean calculated on the correspondent draws from $Z_U, \Phi|Z_O$. An illustration of the delay correction is presented in Fig. 3.

2.2. Forecasting

We now discuss the methodology for daily deaths and daily reported cases prediction. For simplicity, since we will apply the method here discussed to data corrected for delayed notifications, we drop the previous notation and denote the count variable by $Y_t$. Once again, in order to account for possible overdispersion,
we assume \( Y_t \sim \text{BN}(\mu_t, \theta) \). We will consider a Bayesian approach to fit the model. The main step here is to choose a suitable functional form for \( \mu_t \). In this paper, inspired by \cite{9}, the starting point is to consider a generalized logistic curve to describe the expected cumulative growth denoted by \( \mathcal{U}_t \). In particular, we assume

\[
\mathcal{U}_t = \frac{a}{(1 + \exp(-c(t - b)))^f}, \quad a, b, c, f > 0,
\]

where \( a \) denotes the maximum value of \( \mathcal{U}_t \), \( f \) is a skewness parameter and, when \( f = 1 \), \( b \) and \( c \) denote the inflection point and the logistic growth rate (or steepness) of \( \mathcal{U}_t \), respectively. In this context, the associated functional form for \( \mu_t \) is given by

\[
\mu_t = \frac{\partial \mathcal{U}_t}{\partial t} = \frac{acf \exp(c(t - b))}{(1 + \exp(c(t - b)))^{f+1}}, \quad t = 1, 2, \ldots.
\]  

(3)

From the pandemic point of view, the day of maximum and the maximum number of occurrences are key features. We denote these quantities by \( T \) and \( \mathcal{M} \), respectively. Rewriting (3) in terms of \( T \) and \( \mathcal{M} \) will make inference and prior elicitation simpler. From \( T = \arg\min_t (\mu_t) \) (which may be obtained from \( \mu'_t = 0 \)) and \( \mathcal{M} = \mu_T \), we obtain these values in terms of the original parameters as

\[
T = b + \frac{\log f}{c} \quad \text{and} \quad \mathcal{M} = ac \left( \frac{f}{f+1} \right)^{f+1}.
\]

Note that, as mentioned above, when \( f = 1 \), the inflection point is \( T = b \). Therefore, Equation (3) may be rewritten as

\[
\mu_t = \mathcal{M} \frac{(f+1)^{f+1} \exp(-c(t - T))}{(f+1)^{f+1}}.
\]  

(4)

Let \( \mathcal{C} \) denote the cumulative total of occurrences, such as \( \mathcal{C} = \lim_{t \to \infty} \mathcal{U}_t = a \). Thus, we may rewrite

\[
c = \frac{\mathcal{M}}{\mathcal{C}} \left( \frac{f+1}{f} \right)^{f+1}.
\]  

(5)

For the daily reported cases data, a preliminary exploratory study has shown that it might be necessary to include a factor regarding week days and days off. This covariate will be denoted by \( X_t = 1 - \mathbb{1}(t \text{ is week day}) \). The preliminary investigation also indicates that \( X_t \) only affects the height of \( \mu_t \), such that Equation (4) is extended to

\[
\mu_t = \mathcal{M} \exp(\zeta X_t) \frac{(f+1)^{f+1} \exp(-c(t - T))}{(f+1)^{f+1}},
\]  

(6)

where \( \exp(\zeta) \) is the multiplicative effect when \( t \) refers to a day off.

Similarly to delay correction, due to the unstable nature of the phenomenon, we will assume the following dynamic evolution to parameters \( T \), \( \mathcal{M} \) and \( c \):

\[
T_t|T_{t-1} \sim \mathcal{L}\mathcal{N}(\log T_{t-1}, W_T),
\]

\[
\mathcal{M}_t|\mathcal{M}_{t-1} \sim \mathcal{L}\mathcal{N}(\log \mathcal{M}_{t-1}, W_\mathcal{M}),
\]

\[
c_t|c_{t-1} \sim \mathcal{L}\mathcal{N}(\log c_{t-1}, W_c),
\]

where \( V \sim \mathcal{L}\mathcal{N}(\mu, \sigma^2) \) means that \( V \) follows the lognormal distribution with \( \mathbb{E}(\log V) = \mu \) and \( \mathbb{V}(\log V) = \sigma^2 \) and we fix the variances as \( W_T = W_\mathcal{M} = W_c = W = 1/6400 \) to ensure the parameters do not change more
than 2.5% with probability 0.95. For simplicity, the parameter vector and the collection of observed daily occurrence numbers are represented by

$$
\Theta = (\zeta, T_1, \ldots, T_N, \mathcal{M}_1, \ldots, \mathcal{M}_N, c_1, \ldots, c_N, f, \theta)
$$

and

$$
\mathcal{Y} = \{Y_t, t = 1, \ldots, N\},
$$

respectively. The inference was carried out by using MCMC for drawing samples from the posterior distribution of \(\Theta|\mathcal{Y}\). The prior distributions for starting the evolutionary parameters were set as \(T_1 \sim \mathcal{LN}(\log T_0, W)\), \(\mathcal{M}_1 \sim \mathcal{LN}(\log \mathcal{M}_0, W)\) and \(c_1 \sim \mathcal{LN}(\log c_0, W)\), which means that, a priori, at the beginning of the observation period we expect that, at the log scale, the day of the maximum and the daily maximum will be \(T_0\) and \(\mathcal{M}_0\), respectively. We take a bad scenario with \(T_0 = N + 50\), that is, a priori, we believe that it will take 50 more days to arise the maximum. The choice of \(\mathcal{M}_0\) and \(c_0\) will be explained in Section 3. For constant parameters, we elicited the following prior distributions: \(\zeta \sim \mathcal{N}(0, 1)\); \(f \sim \mathcal{LN}(\log 1, 1)\); and \(\theta \sim \mathcal{G}(10, 1)\). Similarly to Subsection 2.1, this means that \(E(\theta) = 10\) and \(V(\theta) = 10\) a priori. Again, these values of mean and variance for \(\theta\) express our prior belief of overdispersion for the daily occurrences in the considered data.

3. Application

In this section, we apply the methodology developed previously to analyze the daily deaths and the daily reported cases of COVID-19 data in Espírito Santo, Brazil. The data were obtained by systematically accessing https://coronavirus.es.gov.br/painel-covid-19-es and monitoring and recording the daily changes in the provided data.

3.1. Daily deaths

The constant parameters for the delay correction model were estimated and are presented in Table 1. The negative values for the overall mean parameter \(\mu\) indicate that the contributions to delayed notifications are mostly from the time index \(t\) and the delay lag \(j\). Note the relatively small dispersion parameter \(\phi\), indicating that daily deaths notifications are moderately overdispersed.

Table 1

| Measure | \(\mu\) | \(\phi\) |
|---------|---------|---------|
| Lower   | -2.0482 | 4.2033  |
| Mean    | -1.6053 | 7.3644  |
| Upper   | -1.1565 | 11.7102 |

Fig. 4 display the estimated coefficients. In Figs. 4a and 4b the shaded areas represent the Highest Posterior Density (HPD) intervals with 0.95 credibility. As expected, Fig. 4a indicates that delayed notification increases with time. On the other hand, Fig. 4b shows a non-monotinous behavior, increasing for small delay lags and decreasing after a peak around a delay lag of 10 days after the corresponding day. Most delayed notifications seems to occur until 30 days after the respective day. This led us to choose the correction window as \(L = 30\). Note the resemblance of the shapes displayed in Figs. 2 and 4c. Fig. 4c indicates that delay lag increment experiences an increase for more recent days.

Fig. 5 shows the results of the proposed method for delay correction. Shaded areas are the 0.95 credibility intervals for delay correction. In Fig. 5a, the 14 more recent days were discarded in order to visually inspect
Fig. 4. Coefficient evolution: (a) temporal increment, $\alpha_t$; (b) delay lag increment, $\beta_j$; (c) temporal increment in the delay lag effect, $\gamma_{t,j}$. Shaded areas in (a) and (b) represent the Highest Posterior Density (HPD) intervals with 0.95 credibility. Frame (a) indicates that delayed notification increases with time. Frame (b) shows a non-monotonous behavior, increasing for small delay lags and decreasing after a peak around a delay lag of 10 days after the corresponding day. Frame (c) indicates that delay lag increment experiences an increase for more recent days.

The 14 days after delay correction, the updated data tends to be inside the credibility interval. Fig. 5b presents the result of delay correction considering the whole sample, which will be used for forecasting. This plot evidences the high degree of impact caused by delayed notifications.

The 14 more recent days were discarded in order to visually inspect the performance of delay correction. We note that 14 days after delay correction, the updated data tends to be inside the credibility interval. Fig. 5b presents the result of delay correction considering the whole sample, which will be used for forecasting. This plot evidences the high degree of impact caused by delayed notifications.

We now turn to investigation of the forecasting for daily deaths. We applied the methodology in Subsection 2.2 to the delay corrected daily deaths data presented in Fig. 5b. In this study, a priori, we tried to be conservative by considering bad scenarios when fitting the model. The $M_0$ value was taken to be around the double of the maximum observed daily deaths, which gives $M_0 = 70$. In addition, considering a lethality of 4%, a underreporting percentage guess of 10%, a 50% contamination to slow down the spread of COVID-19 and the Espírito Santo state population of $\approx 3800000$, a priori, we take the total of deaths as $C_0 = 7600$. Considering a symmetric behavior ($f_0 = 1$), we compute the initial value $c_0$ using Equation (5), which gives $c_0 = \frac{70}{7600} \left(\frac{11}{2}\right)^{1+1} \approx 0.0368$. The estimated constant parameters are presented in Table 2. For the $\zeta$ parameter, following [18], according to the 0.95 HPD interval, the number of daily deaths is not statistically
affected by the week days and days off, since that, given the observed data, the null effect lie within the interval with the most plausible values of $\zeta$. The estimated $f$ indicates a right skew shape of the curve, that is the decay of the daily deaths will be slower than the growth stage.

The forecast is displayed in Fig. 6. This figure shows that the peak of daily deaths was not reached yet and will occur between July 2, 2020 and August 10, 2020 with 0.95 credibility.

### 3.2. Daily reported cases

The constant parameters for the delay correction model were estimated and are presented in Table 3. Note the small dispersion parameter $\phi$, indicating that daily reported cases are dramatically overdispersed.

Fig. 7 display the evolution of the estimated coefficients. In Figs. 7a and 7b the shaded areas represent the HPD 0.95 credibility intervals. Again, Fig. 7a indicates that delayed notification increases with time.
Unlike the daily deaths data, in this case, delayed notifications present a monotonous decreasing behavior in function of delay lag (Fig. 7b). Similarly to daily deaths, most delayed notifications seem to occur until 30 days after the corresponding day. This led us to choose the correction window as \( L = 30 \). Note the resemblance of the shapes displayed in Figs. 2 and 7c. Fig. 7c indicates that delay lag increment experiences an increase for more recent days.

Fig. 8 presents the results of the proposed method for delay correction. Shaded areas are the HPD 0.95 credibility intervals for delay correction. In Fig. 8a, the 14 more recent days were discarded in order to visually inspect the performance of delay correction. We note that 14 days after delay correction, the updated data tend to be inside the credibility interval. Fig. 8b presents the result of delay correction considering the whole sample, which will be used for forecasting. This plot illustrates the major impact caused by delayed notifications.

We now turn to investigation of the forecasting for daily reported cases. The methodology of Subsection 2.2 was applied to the corrected data in Fig. 8b. For the daily reported cases, we use similar arguments to specify the initial values. The \( \mathcal{M}_0 \) value was taken to be around the double of the maximum observed daily reported cases, which gives \( \mathcal{M}_0 = 2500 \). In addition, considering a underreporting percentage guess of 10%, a 50% contamination to slow down the spread of COVID-19 and the Espírito Santo state population of \( \approx 3800000 \), a priori, we take the total of reported cases as \( C_0 = 190000 \). Considering a symmetric behavior \( (f_0 = 1) \), we compute the initial value \( c_0 \) using Equation (5), which gives \( c_0 = \frac{2500}{1900000} \left( \frac{1+1}{1} \right)^{1+1} \approx 0.0526 \). The estimated constant parameters are presented in Table 4. At a 0.95 credibility level, the HPD interval for the \( \zeta \) parameter shows a strong evidence to support a negative effect of day offs in reported cases. The estimated \( f \) indicates a right skewed curve, that is the decay of the daily reported cases will be slower than the growth stage.

The forecast is displayed in Fig. 9. This figure shows that the peak of daily deaths was not reached yet and will occur between June 29, 2020 and July 31, 2020 with 0.95 credibility.
Fig. 7. Coefficient evolution: (a) temporal increment, $\alpha_t$; (b) delay lag increment, $\beta_j$; (c) temporal increment in the delay lag effect, $\gamma_{t,j}$. Shaded areas in (a) and (b) represent the Highest Posterior Density (HPD) intervals with 0.95 credibility. Frame (a) indicates that delayed notification increases with time. Frame (b) shows a monotonous decreasing behavior of the delay lag increment, that is, the greater the lag the smaller the increment in the delayed notifications mean. Frame (c) indicates that delay lag increment experiences an increase for more recent days.

| Measure | $\zeta$ | $f$ | $\theta$ |
|---------|---------|-----|---------|
| Lower   | -0.7429 | 1.1358 | 16.2158 |
| Mean    | -0.6388 | 1.3019 | 24.2250 |
| Upper   | -0.5306 | 1.5000 | 31.7097 |

4. Final remarks

This paper focuses in the correction of notification delay and predictions of daily COVID-19 cases and deaths. The proposed models were estimated from a Bayesian point of view. In both methods, we resorted to the negative binomial distribution in order to accommodate the overdispersion caused by the usual population heterogeneity.

The first methodology has presented good performance and has been able to capture delayed notifications. It was observed that daily death notifications are moderately overdispersed. Additionally, delayed notifications increase with time. The model was also able to show the high impact caused by delayed noti-
Fig. 8. Delay correction of daily reported cases: (a) discarding the 14 more recent days; (b) the whole data. Frame (a) shows that the methodology is able to accurately correct the total of occurrences of the period for the unobserved delayed notifications. This also evidence the high impact of disregarding future delayed notifications from the analysis. Frame (b) shows the complete delayed corrected dataset. The corrected data displayed in Frame (b) will be used to perform the forecasting.

Fig. 9. Long-term forecasts for delay corrected daily reported cases. Shaded areas represent 0.95 HPD forecast intervals. Note that the peak of daily reported cases was not reached yet and will occur between June 29, 2020 and July 31, 2020.

fications. Another interesting result was the finding of the skewness of the curve, that is, the decay of the daily deaths will be slower than the growth stage.

The functional form and the inclusion of an explanatory variable regarding week days and days off, adopted for the prediction method, was able to explain satisfactorily the data dynamics and to provide posterior inference for maximum number of occurrences and for the peak of the occurrences. The model showed that the reported cases are highly overdispersed. Unlike the daily deaths, delayed notifications show
a monotonous decreasing behavior in function of the delay lag. At last, there was strong evidence on the effect of the day in reported cases.

Although the results in this paper indicate that the proposed methods are promising, we envision as potential way of improving the results to consider the impact of media in COVID-19 dynamics. This impact has recently been considered by [17] and it would be interesting to extend our model in a similar manner.
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