Large Splitting Massive Schrödinger Kittens

Ryan J. Marshman,1 Anupam Mazumdar,2 Ron Folman,3 and Sougato Bose1
1Department of Physics and Astronomy, University College London, Gower Street, WC1E 6BT London, United Kingdom.
2Van Swinderen Institute, University of Groningen, 9747 AG Groningen, The Netherlands.
3Department of Physics, Ben-Gurion University of the Negev, Be’er Sheva 84105, Israel.

(Dated: May 6, 2021)

Probing quantum mechanics, quantum aspects of general relativity along with the sensing and the constraining of classical gravity can all be enabled by unprecedented spatial sizes of superpositions of massive objects. In this paper, we show that there is a feasible setup sourced by realisable magnetic field gradients $\mathcal{O}(10 - 100)$ Tm$^{-1}$ to construct a large spatial superposition of $\mathcal{O}(10^{-4} - 10^{-8})$ m for masses $\mathcal{O}(10^{-17} - 10^{-14})$ kg over a time period of up to 0.1 – 10 s.

At a microscopic level, three of the known forces of nature, electromagnetic (EM), weak and strong, obey the principles of quantum mechanics (QM) and local quantum field theory (QFT) [1]. However, the origin of gravitational attraction between two masses remains obscure at a microscopic level. There is no experimental proof yet of how the gravitational interaction is being mediated. Recently, a tabletop experiment has been suggested to explore the quantum origin of gravity in a tabletop experiment [2–4]. The protocol crucially relies on the interaction of quantum matter with quantum gravity, leading to the generation of entanglement between spins embedded in two non-relativistic test masses as long as they are initially prepared in a quantum superposition of distinct spatial states. The spin entanglement witness will prove the graviton’s quantum-ness as a mediator of the force between the two masses (quantumness of the linearized metric fluctuations around a Minkowski background), and will further serve as a test bed of the nature of gravitational interaction at microscopic distances [3, 5]. A large splitting superposition of distinct spatially localised states of large masses is of immense practical interest in quantum sensing of weak forces, even enabling a tabletop detection of low-frequency gravitational waves, the quantum sensing of curvature, and frame-dragging [6].

Despite the clear importance of realising a quantum test of gravity, there remains a very demanding requirement: quantum spatial superpositions of neutral mesoscopic masses $m \sim 10^{-15}$ kg over spatial separations of $\Delta x \sim 10 \mu$m [7] far beyond the scales achieved to date (e.g., macromolecules $m \sim 10^{-22}$ kg over $\Delta x \sim 0.25 \mu$m, or atoms $m \sim 10^{-25}$ kg over $\Delta x \sim 0.5$ m) [8, 9].

Beyond the usage in sensing quantum and classical gravity, upgrading the mass $m$ and the superposition $\Delta x$, naturally stretches the boundaries of the validity of QM, which in itself is a worthy goal. However, there is a gap in the literature at the moment as far as a realistic scheme for achieving superposition sizes $\Delta x \gg 1 \mu$m with nanoscale and micro-scale masses is concerned. While there are quite a few schemes for a lower $\Delta x$, or $m$, investigated at various levels of detail [10–30], and while these may suffice to falsify various purported modifications of QM [31–33], the only two predictions stemming from the straightforward application of QM (local QFT to be more precise [3]) which would give us non-trivial information (e.g. sensing the quantum nature of gravity [2] and sensing extremely weak classical gravity [6]), necessarily seem to require $\Delta x \gtrsim 1 \mu$m.

Rudimentary arguments on how to achieve such superpositions using the Stern-Gerlach effect in very high magnetic field gradients were presented in the original proposal [2], building on some earlier ideas for smaller $m$, $\Delta x$ superpositions [18, 34]. A feasibility study building on atomic experiments was recently performed, showing that such a Stern-Gerlach Interferometer (SGI) for massive objects is indeed possible [29]. We now go further in several respects: First, we require more moderate magnetic gradients. Second, we take into account gradients in other directions, as demanded by Maxwell equations. Third, we take into account the diamagnetic forces, and, fourth, we consider a magnetic source which enables constant gradients over a large volume.

In the following we show that for entirely reasonable magnetic fields and moderate values of the magnetic field gradients, we can use a modified version of the SGI to generate the superpositions of nano and micron-scale masses with $\Delta x \gtrsim 1 \mu$m. Our work will closely follow the protocol of SGI, which has previously been experimentally demonstrated with atoms [29, 35–37]. In contrast to previous results [27], we will show how to avoid Majorana spin flips which is necessary to maintain the coherence of the spin during the experiment. We will argue that by using a gradient-free spatial region in which the diamagnetic force does not act, in conjunction with altered initial conditions, we can improve the splitting mechanism. These features allow us to present in detail a feasible interferometric accelerator for micro-scale masses, and enable the creation of a massive Schrödinger’s cat.

Previous experimental configurations considers a magnetic field which originates in a single current-carrying wire or a permanent magnet, whereby the field goes as $B \propto 1/r$, where $r$ is the distance from the source. The magnetic field can then be linearised in a small region within which it has an approximately constant magnetic...
field gradient. However, a significant splitting will require long evolution times, and as a significant distance quickly develops between the particle and the wire, significant magnetic gradients are no longer available. We will therefore consider a configuration which enables a constant gradient over a large region (e.g. quadrupole field from coils in an anti-Helmholtz configuration). A typical resultant trajectory of such a potential is shown in Figure 1. We also take into account the limitations imposed by ensuring the magnetic field is physical and that we can take the x-axis as our quantisation axis, which could induce unknown phases, see [38]. Under this setting, we will realize a 1-dimensional SGI which, as time progresses, achieves first a maximum wavefunction splitting $\Delta x$ in the $x$ direction, and then its subsequent recombination to complete the interferometry. The external magnetic field $\vec{B}$ varies in the $x - y$ plane, and as we will see, with our choice of its profile, couples predominantly to the $x$ motion via the $x$-component of the spin. The Hamiltonian of the system is given by [27, 39]

$$H = \frac{\hat{P}_x^2 + \hat{P}_y^2 + \hat{P}_z^2}{2m} + mg\hat{z} + \hbar D\hat{S}_z^2 - \frac{\chi_m m}{2\mu_0} \vec{B}^2 - \mu_B \hat{s} \cdot \vec{B},$$

where $m$ is the mass of the diamond, $\chi_m = 6.2 \times 10^{-9} \text{ m}^3\text{kg}^{-1}$ is the mass magnetic susceptibility, $\mu_B$ is the Bohr magneton, $\hat{s}$ is the spin operator, and $D = (2\pi) \times 2.8 \text{ GHz}$ is the NV zero-field splitting. Note that in writing the above Hamiltonian, we are only concentrating on the translational motion – we are assuming that the torque and the rotational effects of the mass can be made negligible.

There are known predicaments for generating superpositions by using a spin coupled to an external magnetic field. These are related to; (1) the electronic spin will in general experience Majorana spin-flip transitions, thus no longer remaining in a well-defined eigenstates as required for the coherent manipulation of the masses whenever the magnetic field magnitude becomes small, and (2) the effect of off-axis magnetic field gradients, which are generally not considered [27], however, this must be taken into account to satisfy Maxwell’s equations.

First, we will consider the constraints on the magnetic field and seek to address these problems directly. Noting that $\nabla \cdot \vec{B} = 0$ and $\nabla \times \vec{B} = 0$, as we seek to ensure the mass is kept away from the source which creates the magnetic field. For simplicity, we may assume the following profile in the $(x, y)$ plane: $\vec{B} = B_x(x, y)\hat{x} + B_y(x, y)\hat{y}$. We take the $x$ axis as the desired superposition direction, and we require the magnetic field to be linear along $x$ direction, with a constant magnetic field gradient along the $x$ direction to take some constant value $\partial B$. To ensure that we can take the $x$-axis as our quantisation axis, and that Majorana spin flips are avoided, we require that $|B_x(x, y)| \gg |B_y(x, y)| \forall x, y$ in the vicinity of the controlled trajectories. The simplest general form for the magnetic field which will satisfy all the above conditions can be given by:

$$\vec{B}(x, y) = (B_x(0, 0) - \partial Bx)\hat{x} + \partial By\hat{y},$$

for any fixed value of the magnetic field at the origin $B_x(0, 0)$ and magnetic field gradient $\partial B$. Note that for positive $B_x(0, 0)$ and $\partial B$ the zero point of the magnetic field is always on the positive $x$ axis. By ensuring that $y \approx 0$ during the entire interferometry, we can note that a suitable definition for the zero magnetic field region.
FIG. 2: Diagram of the x components of the magnetic fields considered. The inset figure shows detail around the zero-field region. The magnetic fields shown here were used for the $\eta = 40 \text{Tm}^{-1}$ computation below with $B_0 = 10^{-2} \text{T}$, $\eta = 40 \text{Tm}^{-1}$ and $B_1 = 100\varepsilon \text{T}$.

which must be avoided is

$$x \notin \left[ \frac{B_x(0,0) - \varepsilon x}{\partial B}, \frac{B_x(0,0) + \varepsilon x}{\partial B} \right],$$

where $\varepsilon$ is the minimum allowable magnetic field in the $x$ direction. For a sufficiently large $\varepsilon$, we can ascertain that the spin states will always be approximately aligned in the quantisation axis in the $x$ direction and Majorana spin flips are avoided.

The spin state in the $y$ and $z$ basis will experience a rapid Larmor precession, with a frequency set by $\omega_L = \frac{\mu_x}{2m_e} |B(x,y)|$, where $g \approx 2$ is here the Landè g factor, $e$ is the electron charge and $m_e$ is the electron mass. If we desire a minimum Larmor frequency of $\omega_{L_{\text{min}}}$, we can define a minimum allowable magnetic field magnitude:

$$\varepsilon \sim \frac{2m_e\omega_{L_{\text{min}}}}{ge}.$$  

Therefore, the particle must not enter the region given by Eq.(3). To achieve this, we will use three linear magnetic field profiles sequentially in time, which are specific solutions of the form of equation 2:

$$\vec{B}(x,y) = (B_0 - \eta x) \hat{x} + \eta y \hat{y}$$

$$\vec{B}(x,y) = B_1 \hat{x}$$

$$\vec{B}(x,y) = -(B_0 - \eta x) \hat{x} - \eta y \hat{y}$$

with $B_0, B_1, \eta > 0$ as seen in Fig. 2. We then require $B_1 \gg \varepsilon$, and the timing of the switching between the magnetic fields will be done to ensure that the particle never experiences a small magnetic field. That is, as the particle approaches the disallowed region given by Eq. 3 (for $B_x(0,0) = B_0$ and $\partial B = \eta$), the magnetic field is mapped to that given by Eq. 6 (where now $B_x(0,0) = B_1$ and $\partial B = 0$, thus the region specified by equation 3 does not occur), and as it leaves that region, the magnetic field is smoothly mapped to Eq. 7 (where $B_x(0,0) = -B_0$ and $\partial B = -\eta$). The switching function will be modelled by:

$$\text{Sw}(t,t_{\text{on}},t_{\text{off}}) = 0.5 (\tanh [\delta (t - t_{\text{on}})] + 1) + 0.5 (\tanh [\delta (t_{\text{off}} - t)] + 1)$$

where $\delta$ is the switching frequency parameter, which we ensure to be sufficiently slow such that the magnetic field change is always adiabatic. This is to ensure that it does not complicate the spin dynamics. We consider $\delta = 10^3 \text{ Hz}$, which is well below what is required to maintain the adiabaticity conditions $\dot{\omega}_L/\omega_L \ll 1$ and $\delta \ll \omega_{L_{\text{min}}}$. With this, since the magnetic field is along a fixed direction, it effectively freezes the spin direction (with the other spin components experiencing high-frequency Lamor precession).

Away from the nearly zero-field region, where the magnetic field profile is given by Eq.5 or 7, we can write the potential energy in a compact form as:

$$U_\pm(\vec{x'}) = -\frac{\chi_m}{2\mu_0} \eta \gamma_1 \vec{x'}^2 + \mu_\pm \frac{\mu_0}{\chi_m}$$

where we have taken $\gamma \approx 0$, while the second term is a constant energy, and $\vec{x'} = x - C(s_x)$. The value of $C(s_x)$ is fixed by the internal spin state, $s_x$, and its interaction with the magnetic field gradient throughout the dynamics. The values $C(s_x)$ will take are

$$C(s_x = \pm 1) = B_0/\eta - \frac{\mu_e}{2m_e} \frac{\mu_0}{\chi_m} \eta(t).$$

where $\tilde{\eta}(t) = \eta$ when $t < \tau_1$ and $\tilde{\eta}(t) = -\eta$ when $t > \tau_1$. Thus the object sees a harmonic potential created by the diamagnetic interaction whose centre is displaced in the $x$ direction by the spin-magnetic field gradient interaction. In Fig.3, we have shown on the harmonic oscillator potentials of two spin eigenstates. It is clear from the above that the object will roll in different potential wells corresponding to its spin state and thereby develop a momentum difference as they approach the nearly zero field region. It is in this region that we switch the gradient (the harmonic potential) off, and let the object evolve in a magnetic field given by Eq.(6) so that a continually increasing spatial splitting can develop due to the momentum difference of the spin components. This stage makes the key difference between this current set-up, and proposals of the qualitative form of Ref.[27] where a harmonic confinement is omnipresent. In our case, if the harmonic potential was always present, then the momentum difference would have started to become reduced immediately as the object reaches the centre of the well. Furthermore the added complexity of the spin dynamics due to Majorana spin flips should also be taken into account. However, in our case, the central region is replaced by a gradient-free central region (no harmonic potential region) in which the momentum difference can work to enhance the spatial splitting.
The motion of the particle can be separated into different phases, largely depending on the form of $\vec{B}$:

1. $t < \tau_1$, $\vec{B}$ is given by Eq.5, see blue line in Fig.2.
2. $\tau_1 \leq t < \tau_2$, $\vec{B}$ is switching adiabatically from Eq.5 to Eq.6, via the switching function given by Eq.8.
3. $\tau_2 \leq t < \tau_3$, $\vec{B}$ is given by Eq.6, see orange dotted line in Fig.2.
4. $\tau_3 \leq t < \tau_4$, $\vec{B}$ is switching adiabatically from Eq.6 to Eq.7 via the switching function given by Eq.8.
5. $\tau_4 \leq t$, when the spin states are reversed to close the superposition while $\vec{B}$ is still given by Eq.7.
6. $t = \tau_5$, when the spin states are reversed to close the superposition.
7. $t = \tau_6$, when the two wavefunctions are brought to overlap in the position and the momentum basis.

When the masses are in a coherent state of the harmonic potential, the wavefunction will hardly spread during the entire evolution due to the largeness of the mass. Thus, it is sufficient to consider that the centre of mass is following a classical trajectory. Thermal fluctuations in the initial state do not limit the coherence in the final state as they factor out of the motion, see for the discussions in [10, 18]. To a very good approximation, the two paths can be modelled by:

$$x(t) = A \cos(\omega t + \phi) + C(s_x)$$  \hspace{1cm} (11)

This leaves the amplitude $A$ and the phase $\phi$ to be determined by a set of initial conditions (discussed below and in the Appendix), specifically by requiring that the position and the momentum of each arm of the interferometer are continuous throughout the trajectory. The frequency of the diamagnetic trap is given by $\omega = (\chi_m/\mu_0)^{1/2}B^2$, while note that $\chi_m < 0$ as the mass is diamagnetic and so the frequency is real.

For the ease of computation, we have solved the complete trajectory for the two wave packets as an appropriate mixture of both analytic and numerical solutions to the equations of motion. For periods of evolution by a time independent Hamiltonian (essentially harmonic evolution), analytic solutions is used. However to allow for a more realistic magnetic field switching to be modelled, numerics are used, specifically during $\tau_1 \leq t < \tau_2$ and $\tau_3 \leq t < \tau_4$. This is discussed in more detail in the Appendix. The resulting motion can be seen in Figs.4a and 4b.

Note that at $\tau_6 \approx 0.9$ s (marked by the vertical line in Figs.4a and 4b), the spin reversal takes place by firing a rapid microwave pulse to alter the internal spin state. We can find numerically the final time $\tau_6$ to be

$$\tau_6 \approx 59 \times (1 \text{ Tm}^{-1}/\eta) \text{ sec},$$  \hspace{1cm} (12)

to ensure that the relative positions of the two paths $\Delta x(t = \tau_6) \approx 0$ m, and the relative velocity $\Delta v(t = \tau_6) \approx 0 \text{ m/s}$. This results in the superposition sizes as seen in Fig.5, and the trajectories through the interferometer can be seen as in Fig.4. Furthermore, the maximum superposition which occurs between $\tau_4 < t < \tau_5$ can be determined numerically:

$$\Delta x_{\text{max}}(m, \tau_6) \approx \left(1.6 \times 10^{-16} \text{ Kg}\right) \left(\frac{\tau_6}{1 \text{ sec}}\right) \times 10^{-6} \text{ m}$$ \hspace{1cm} (13)

for $B_0 = 10^{-2} \text{ T}$, $B_1 = 100 \text{ e}$ and $m \gtrsim 10^{-17} \text{ kg}$. The latter condition on the mass arises because the induced diamagnetic term does not dominate over the NV centre potential. This is due to the small mass and hence small volume of the diamond, which determines the induced diamagnetic potential. For a lighter diamond, if we do not modify the times $\tau_1(\eta)$ and $\tau_5$, the masses would inevitably move through the zero-field region of the magnetic field, and therefore demands a different magnetic field setup, see [35, 36]. Therefore, our analysis holds true for $m \gtrsim 10^{-17} \text{ kg}$ for $\chi_m \approx -6.2 \times 10^{-9} \text{ kgm}^{-3}$. Using Eq.13 we can estimate that achieving a superposition size of 20 $\mu$m with a 10$^{-17}$ kg mass requires a total time of $\tau_6 \approx 1.25$ s, which corresponds to the more realistic magnetic field gradient $\eta \sim 46.8 \text{ Tm}^{-1}$, again using $B_0 = 10^{-2} \text{ T}$ and $B_1 = 100 \text{ e}$, which can be achieved in a laboratory [35, 40].

**Discussion:** Before we conclude, a few comments are in order. In this paper, we have provided a simple mechanism to accelerate heavy neutral masses, with embedded spin, within the SG setup, which can create the spatial superposition $\sim 20 \mu$m and for masses, as heavy as $10^{-17} \text{ Kg}$. Our simple scheme fills the gap required for a
realistic “wavefunction splitting” to achieve a large spatial superposition, and herewith opens up new vistas for testing and probing both classical and quantum nature of gravity while also giving access to unprecedented sensing opportunities. It should be noted that some of the SGI durations considered here are beyond what is currently possible, e.g., to place a $10^{-17}$ kg mass in a $20 \mu m$ superposition will require $\sim 1$ sec of spin coherence time. This is beyond what is currently possible and we include such results to provide a roadmap of what may be possible with potential future technological advances. Other major sources of dephasing and decoherence with the masses, duration and superposition size discussed here, have been investigated in Refs [2, 6, 7, 38], in which it was found possible to obtain decoherence rates, due to background gas scattering and blackbody radiation, well below $10^{-2}$ Hz, if sufficient cooling is applied. These analyses and constraints will also apply to the present scheme. To conclude, we have presented a roadmap for large spatial superpositions of heavy objects. First realizations should become feasible in the near future as advances are made in several technologies.
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with the magnetic field being mapped between Eq. 14 to Eq. 15 when $t \in [\tau_1, \tau_2]$, and between Eq. 15 to Eq. 16 when $t \in [\tau_3, \tau_4]$. Figure 6 shows the detail of the experienced magnetic field for each arm of the interferometer during the period in which the magnetic field is modified. This shows that provided the value chosen for $B_1$ is sufficiently large that the minimum allowable experienced magnetic field $\varepsilon$ can be avoided while ensuring a smooth and adiabatic magnetic field transition. When not in this phase ($t \notin [\tau_1, \tau_4]$) the motion is simply governed by the harmonic oscillator potential, whose solution is given by:

$$x(t) = A \cos(\omega t + \phi) + C(s_x)$$

where $A$ and $\phi$ are determined by the initial conditions, $\omega = \sqrt{\frac{\hbar m}{I}} \eta$ is the frequency of the diamagnetic trap and $C(s_x)$ is determined by the spin states and magnetic field (Eqs. 14 and 16). Note that we are always within the adiabatic limit throughout these times, such that $\dot{\omega}/\omega^2 < 1$. We also have

$$C^{s_x} = \pm 1 = B_0/\eta \pm \alpha,$$

where $\pm \alpha = -\mu \pm \frac{\mu_0}{X_{m,n}(t)} = -\frac{\mu}{2\hbar X_{m,n}(t)} X_{m,n}(t) - X_{m,n}(t)$.

The trajectory through these times, $t \notin [\tau_1, \tau_4]$, can be constructed by simply assembling the solutions piecewise. To do this, the values of the constants are given by the function of the initial conditions at each time segment. Specifically, if $x(t_0) = x_0$ and $\dot{x}(t_0) = v_0$ serve as the...
initial conditions, then

\[ A = -(C - x_0) \left( 1 + \frac{\eta^2}{\omega} (C - x_0)^{-2} \right)^{1/2} \]  \hspace{1cm} (19)

\[ \phi = \tan^{-1} \left( \frac{\eta}{\omega(C-x_0)} \right) - \omega t_0. \]  \hspace{1cm} (20)

For example, if we consider the particle to be initialised in a superposition of spin states \(|+1\rangle\) and \(|-1\rangle\) at the origin with zero initial velocity, then we can define the initial motion of the two arms as:

\[ x_1^+(t) = - \left( \frac{B_0}{\eta} + \alpha \right) \cos(\omega t) + \left( \frac{B_0}{\eta} + \alpha \right) \]  \hspace{1cm} (21)

\[ x_1^-(t) = - \left( \frac{B_0}{\eta} - \alpha \right) \cos(\omega t) + \left( \frac{B_0}{\eta} - \alpha \right). \]  \hspace{1cm} (22)

When the magnetic field is given by Eq. 15 there will be no spin dependant acceleration, that is, there is no force acting to either create or destroy the spatial superposition. Thus we want to minimise \(\tau_4 - \tau_1\). To do this, the initial evolution, \(x_1(t)\), should be maintained for as long as possible while still ensuring that Eq. 3 is satisfied. Only as the particle approaches the boundary set by Eq. 3 is the magnetic field is modified (this marks the time \(\tau_1\)). Specifically, this is done as the magnetic field experienced by the forward most trajectory approaches \(B_1\):

\[ x_1^+(t \approx \tau_1) = \frac{B_0 - B_1}{\eta}, \]  \hspace{1cm} (23)

where we write \(x_1^- (\tau_1) = A_1^- \cos(\omega \tau_1) + c_1^-\).

Similarly, the non-zero magnetic field gradient should be returned as soon as possible while ensuring Eq. 3 holds. As such, the magnetic field gradient should begin being restored as the magnetic field experienced by the rearmost trajectory \(x_2^- (t)\) approximately the magnetic field as given by Eq. 16, that is:

\[ B_1 = -B_0 + \eta x_2^- (\tau_3) \]  \hspace{1cm} (24)

where \(x_2^+\) and \(x_2^-\) are the trajectories when \(t \in [\tau_1, \tau_4]\), and are found by numerically integrating the equations of motion.

The final two stages of the trajectories are given by:

\[ x_3^+(t) = A_3^+ \cos(\omega t + \phi_3^+) + C_3^+, \]  \hspace{1cm} (25)

\[ x_3^-(t) = A_3^- \cos(\omega t + \phi_3^-) + C_3^-, \]  \hspace{1cm} (26)

\[ x_4^+(t) = A_4^+ \cos(\omega t + \phi_4^+) + C_4^+, \]  \hspace{1cm} (27)

\[ x_4^-(t) = A_4^- \cos(\omega t + \phi_4^-) + C_4^-, \]  \hspace{1cm} (28)

where

\[ A_3^+ = - (C_3^+ - x_2^+(\tau_2)) \left( 1 + \frac{v_3^+(\tau_2)^2}{\omega} (C_3^+ - x_2^+(\tau_2))^2 \right)^{1/2}, \]  

\[ A_3^- = - (C_3^- - x_2^-(\tau_2)) \left( 1 + \frac{v_3^-(\tau_2)^2}{\omega} (C_3^- - x_2^-(\tau_2))^2 \right)^{1/2}, \]  

\[ \phi_3^+ = \tan^{-1} \left( \frac{v_3^+(\tau_2)}{\omega(C_3^+ - x_2^+(\tau_2))} \right) - \omega \tau_2, \]  

\[ \phi_3^- = \tan^{-1} \left( \frac{v_3^-(\tau_2)}{\omega(C_3^- - x_2^-(\tau_2))} \right) - \omega \tau_2, \]  

\[ C_3^+ = - \left( \frac{B_0}{\eta} - \alpha \right), \]  

\[ C_3^- = - \left( \frac{B_0}{\eta} + \alpha \right). \]  \hspace{1cm} (29)
and

\[ A_1^\pm = - \left( C_4^\pm - x_3^\pm (\tau_3) \right) \left( 1 + \frac{(v_3^\pm (\tau_3))^2}{\omega^2} \right) \left( C_4^\pm - x_3^\pm (\tau_3) \right)^{-2} \right)^{1/2}, \]

\[ A_2^\pm = - \left( C_4^\pm - x_3^\pm (\tau_3) \right) \left( 1 + \frac{(v_3^\pm (\tau_3))^2}{\omega^2} \right) \left( C_4^\pm - x_3^\pm (\tau_3) \right)^{-2} \right)^{1/2}, \]

\[ \phi_2^\pm = \tan^{-1} \left( \frac{v_3^\pm (\tau_3)}{\omega (C_4^\pm - x_3^\pm (\tau_3))} \right) - \omega \tau_3, \]

\[ \phi_4^\pm = \tan^{-1} \left( \frac{v_3^\pm (\tau_3)}{\omega (C_4^\pm - x_3^\pm (\tau_3))} \right) - \omega \tau_3, \]

\[ C_4^\pm = - \left( \frac{B_0}{\eta} + \alpha \right), \]

\[ C_4^\pm = - \left( \frac{B_0}{\eta} - \alpha \right). \hspace{1cm} (30) \]

| \( \eta = 4 \) Tm \(^{-1} \) | \( \eta = 40 \) Tm \(^{-1} \) | \( \eta = 400 \) Tm \(^{-1} \) |
|---|---|---|
| \( \tau_1 \) | 5.39 s | 0.534 s | 0.0493 s |
| \( \tau_2 \) | 5.39 s | 0.539 s | 0.0539 s |
| \( \tau_3 \) | 5.80 s | 0.580 s | 0.0580 s |
| \( \tau_4 \) | 5.80 s | 0.584 s | 0.0626 s |
| \( \tau_5 \) | 9.01 s | 0.902 s | 0.0913 s |
| \( \tau_6 \) | 14.8 s | 1.48 s | 0.148 s |

The values for the times \( \tau_5 \) and \( \tau_6 \) are fixed by the following conditions:

1. \( \Delta x(\tau_5) = x_4^+(\tau_5) - x_4^-(\tau_6) = 0 \) and \( \Delta v(\tau_6) = v_4^+(\tau_5) - v_4^- (\tau_6) = 0 \), such that the two arms of the interferometers are brought together to overlap in both the position and the momentum space, respectively.

2. \( x_4^+(\tau_6) > \frac{B_0 + \alpha}{\eta} \), such that the Majorana spin flip region of the magnetic field is again avoided.

Note that the appropriate time scales which met the above conditions (conditions 1. and 2.) were found solely numerically. This has lead to a set of times and the corresponding magnetic field gradients applied during the time period, which we have tabulated in the table I.

There are a couple of points to note here; the time \( \tau_6 \), set such that \( \Delta v(\tau_6) = 0 \) will automatically minimise \( \Delta x(\tau_6) \). Also, the value of \( \Delta x \) evaluated at time \( \tau_6 \) is continuous in \( \tau_5 \), and there exists times \( t_1 \) and \( t_2 \in \mathbb{R} \) such that, when \( \tau_5 = t_1 \Delta x(\tau_6) > 0 \) and when \( \tau_5 = t_2 \Delta x(\tau_6) < 0 \). In a nutshell the procedure to find the correct values of \( \tau_5 \) and \( \tau_6 \) are:

1. to make an initial guess for the value of \( \tau_5 \) which was used to calculate a complete trajectory, typically this is \( \tau_5 = 2 \tau_4 \).

2. From this we have evaluated the value of \( \tau_6 \), which we have determined using the relation \( \Delta v(\tau_6) = 0 \), and

3. the corresponding value of \( \Delta x(\tau_6) \) was then evaluated. This allows the the assumed value for \( \tau_5 \) to be optimised accordingly. Specifically noting that increasing \( \tau_5 \) will lead to decrease the value of \( \Delta x(\tau_6) \).

It is perhaps worth pointing out that we are not modelling the background laser field interacting with the particle. Therefore, the particle energy appears here to be not conserved at \( \tau_5 \) when the microwave pulse impinges upon the particle to flip the internal spin to align or anti-align with the bias magnetic field. When this spin-flip occurs, the state’s potential energy is modified, and here we treat the process as instantaneous, while considering the laser pulse as part of a reservoir. Nevertheless, this affects our SG-setup, which should be treated as a part of an open system. Finally, the centre of a mass movement, which causes the interferometer’s lopsided appearance, can be understood due to the diamagnetic effect dominating over the NV-centre induced, spin-dependent accelerations.