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Abstract—Since the proliferation of fog computing, various distributed architectures have been proposed to extend the cloud to the edge of the network. However, so far there exists no study that compares different fog computing architectures, and produces quantitative results in order to examine the efficiency of each architecture for different use cases. Such a study could provide guidelines for selecting an appropriate distributed architecture for fog computing while taking into account the requirements of the final applications.

To bridge this gap in the literature, we create a unified system model which is able to represent the basic architectures commonly used for fog computing, i.e., hierarchical and flat. Furthermore, we design algorithms that can be used for creating fog computing systems that follow these architectures, and we perform various experiments that focus on communication latency and bandwidth utilization. Notably, our results show that for applications that do not have a dependency on the cloud, i.e., no resource-demanding tasks are involved, the hierarchical architecture reduces the communication latency by 13% compared to the flat. However, for applications that also include resource-demanding tasks, the flat architecture reduces the communication latency by 16% compared to the hierarchical.

Index Terms—Fog computing, edge computing, distributed architectures, hierarchical architecture, flat architecture

I. INTRODUCTION

In the Internet of Things (IoT), appliances may communicate with each other in order to enable smart applications [1]. For example, smart traffic lights can interact with the vehicles that roam the streets in order to enable traffic management according to the actual traffic, and not based on fixed time intervals [2]. Garbage collection trucks can interact with the dumpsters in order to configure their schedule to avoid the accumulation of garbage, rather than operating on static routes [3]. Similarly, various applications can be complemented by sensor observations, such as environmental monitoring, healthcare, and smart grids, among others [4]–[7]. However, the computational resources of the appliances alone, may not be sufficient to facilitate such smart applications. For this reason, the appliances usually communicate with each other through the cloud [8].

With the help of the cloud, the IoT became very successful which led to more and more smart applications utilizing more and more appliances (also referred to as smart things, or IoT devices) [9]. Since the cloud represents computational resources in data centers, it provides virtually unlimited compute capacity [10]. Nevertheless, high communication latency between the IoT devices and the cloud, along with bandwidth limitations and privacy concerns, led to the rise of fog computing [11].

Fog computing emerged to deal with these issues by exploiting various compute nodes between the cloud and the smart things, as shown in Fig. 1. These compute nodes may be, e.g., base stations and access points as well as cloudlets and fog nodes which reside at the edge of the network [12], [13]. By leveraging on such nodes, fog computing processes the IoT data close to the data source, and only incorporates cloud-based computational resources if necessary [14]. Furthermore, since these compute nodes reside in closer proximity to the smart things than the cloud, the processing takes place with lower communication latency, and with higher bandwidth capacity [15].

Many fog computing architectures have been proposed so far, aiming at leveraging the edge of the network in order to distribute the processing of the IoT data, and to lower the communication latency [16]. Most of these architectures describe fog computing systems with compute nodes which are organized hierarchically in layers [17], [18]. According to the hierarchical architecture, the compute nodes of the cloud reside at the top of the hierarchy, the compute nodes at the edge of the network in the middle, and the IoT devices at the very bottom [19]. The IoT devices usually send the data to the compute nodes at the edge. However, connections to other nodes (e.g., to the cloud) are also possible.

Alternatives to the hierarchical architecture have also been proposed in fog computing. The alternatives consist of flat architectures whereby the compute nodes form connections to each other, and communicate without the use of layers [20]. According to the flat architecture, each node forms connections to a limited number of other nodes (i.e., neighbors), and uses the neighbors in order to send data to nodes that reside farther away [21].

Even though the aforementioned alternative architectures have been proposed for fog computing, it is still unclear under which conditions each one should be preferred. For this reason, in this paper we create a unified system model which is able to represent the basic fog computing architectures, i.e., hierarchical and flat. Based on this model, we create fog computing systems that follow these architectures, and we perform various experiments regarding communication
The rest of this paper is organized as follows: Section II contains the utilized system model, and an analysis of the basic fog computing architectures. Consequently, Section III presents an implementation of these architectures, and provides experimental results which aim at highlighting the main differences regarding communication latency, and bandwidth utilization. Finally, Section IV presents a discussion of related work, and Section V concludes this paper.

II. FOG COMPUTING ARCHITECTURES

This section aims at presenting hierarchical and flat architectures for fog computing. To this end, Section II-A provides a unified system model, and basic definitions which are used hereinafter. Afterwards, Sections II-B and II-C present hierarchical and flat architectures, respectively.

A. System Model

In this section, we design a system model which is based on basic principles from fog computing system models from the literature (cf. Section IV). However, compared to these models, our system model is designed to be able to represent various fog computing architectures. The basic building block of our model is a compute node. A compute node may reside in different parts of the network, i.e., at the edge of the network (e.g., in a cloudlet or a fog node), at the access network (e.g., in an access point or a base station), the core network (e.g., in a router or a gateway), or at the cloud (e.g., in a data center).

The compute nodes of the system are denoted as $n_1, n_2, \ldots, n_N$. The cloud is considered to be a compute node which is different from the others, in that it is responsible for global coordination [9]. For this reason, the cloud is used as an entry point for other nodes to join. Since the cloud is used as an entry point, we assume that the cloud is the first compute node $n_1$. To distinguish it from the other compute nodes, the cloud node is also denoted as $C$.

As fog computing architecture, we define the manner whereby the compute nodes communicate with each other in order to process the data from the IoT devices [22]. In the hierarchical architecture, the participating compute nodes are organized hierarchically in layers, and each node communicates with the nodes of the adjacent layers. In the flat architecture, there are no layers. Instead, each node communicates with other nodes in a topology that resembles a mesh network [21]. Independently of the utilized architecture, all the IoT devices together, along with all the participating compute nodes, are referred to as a fog computing system.

In order to be able to represent both hierarchical and flat architectures with the same model, we use the notion of a neighborhood $H$. A neighborhood includes different compute nodes which are connected in a complete graph, i.e., each pair of compute nodes in a neighborhood is connected by an arc. These arcs represent the logical links among the nodes, and can be either weighted or unweighted. When the arcs are weighted, the values of the weights represent a proximity measure (e.g. hop count or round-trip time). When the arcs are not weighted, the compute nodes are agnostic of the exact proximity to other nodes. The compute nodes that belong to the same neighborhood are also referred to as neighbors. Neighborhoods can have up to $m$ neighbors. Thus, $m$ is a system parameter which can be used for changing the number of neighbors that each node can have.

An example of a hierarchical architecture is shown in Fig. 2a which shows nine compute nodes organized hierarchically in three layers with a maximum neighborhood size $m$ that equals four. The compute node at the top of the hierarchy always belongs to only one neighborhood (e.g., $C$ in Fig. 2a). By considering the hierarchy as a tree, the node at the top (i.e., the root of the tree) can also be regarded a parent, while the nodes below are children, e.g., in Fig. 2a, $C$ is the parent, and $n_2, n_3, n_4$ are children. Each one of the nodes in the middle layers belongs to two neighborhoods. One neighborhood includes the parent and siblings (i.e., same parent), e.g., $n_2$ belongs to a neighborhood that also includes $C, n_3$ and $n_4$. The other neighborhood includes children, e.g., $n_2$ belongs to a neighborhood that also contains $n_5$ and $n_9$. Finally, the nodes at the edge of the network which reside at the leaves of the hierarchy, belong to only one neighborhood in which they are children. For example, as shown in Fig. 2a, each one of the nodes $n_5, n_8, n_6, n_9,$ and $n_7$ belong to only one neighborhood.

In the flat architecture, the number of neighborhoods that a node can belong to, is not limited [21]. Furthermore, in this architectural style, there are no parents, siblings, and children because the architecture no longer resembles a tree. Instead, every node that belongs to more than one neighborhoods, is
also referred to as a liaison. For instance, in Fig 2b which shows nine compute nodes which are organized according to the flat architecture, \( C \) and \( n_4 \) are liaisons. Liaisons are necessary because they are used for propagating data from one neighborhood to the other(s). Thus, every neighborhood needs to have at least one liaison so that the IoT data can be propagated to the other neighborhoods, and consequently to the rest of the fog computing system. Notably, in contrast to the hierarchical architecture which expands downwards, the flat architecture can expand towards any direction.

Independently of the utilized architecture, the compute nodes of a fog computing system need to host various applications in order to process the IoT data. To achieve this, we assume an application model which is based on a widely used model for fog computing from the literature [23]. Every application consists of tasks. Each task can have different latency requirements based on the functionality of the corresponding application. For this reason, a task can be either delay-sensitive (e.g., for augmented reality applications) or delay-tolerant (e.g., for analytics). The delay-sensitive tasks are usually deployed on the compute nodes close to the IoT devices so that the IoT data can be processed with low communication latency. The delay-tolerant tasks, on the other hand, can be deployed on any compute node including the cloud.

In this model, the flow of the data starts from the IoT devices which integrate sensors (that generate IoT data), and send the IoT data to the compute nodes in proximity for processing. If the processing cannot take place because these nodes are busy (i.e., the nodes do not have enough available computational resources), the nodes forward the IoT data to their neighbors. If the neighbors cannot process the data either, then the data is propagated to another neighborhood. This is done as follows: In the hierarchical architecture, if the data cannot be processed within a neighborhood, the parent node propagates the data to the other neighborhood that it belongs to. This results in propagating the data upwards the hierarchy. In the flat architecture, a liaison node is responsible for propagating the data to the other neighborhood(s) that it belongs to. This process continues for as long as the nodes are busy, and until the data reaches the cloud which is always able to process the IoT data due to having virtually unlimited computational resources [10].

There are various placement algorithms in the literature for placing the tasks of an application on compute nodes that span from the cloud to the edge of the network (e.g., [24], [25]). Notably, such approaches usually require the graph of the compute nodes (i.e., the neighborhoods) as input. Thus, our work can be considered complementary to application placement approaches.

**B. The Hierarchical Architecture**

According to the hierarchical architecture, the participating compute nodes are organized in two, three, or more layers. Commonly, the nodes that reside at the edge of the network close to the IoT devices, are placed at the lowest layer, and are only able to provide limited computational resources [26]. For this reason, the IoT data can be processed there with low communication latency although, resource-demanding processing might not be possible on these nodes. Nevertheless, while the IoT data is propagated upwards the hierarchy (as discussed in Section II-A), nodes with more computational resources are found, but the communication latency increases as well. Due to having the IoT devices send the data to the compute nodes of the closest proximity, which integrate limited computational resources, this architecture becomes appropriate for applications with tasks that are not resource-demanding, and require low communication latency. Nevertheless, there have
also been approaches that try to improve the management of the available computational resources by placing the tasks on compute nodes at the edge and in the cloud selectively [27].

To represent the hierarchical architecture in fog computing, we design HNP (Hierarchical architecture No Proximity) which is described in Algorithm 1, and can be used for organizing the participating compute nodes in layers. This algorithm can represent hierarchical architectures of any number of layers, because the number of layers of the resulting fog computing system, depends on the number of the participating compute nodes. Notably, HNP is proximity agnostic. This means that the neighborhoods are represented by unweighted graphs, and that the nodes know their neighbors, but not their exact proximity [28].

In the following, we describe how HNP operates. To make HNP more comprehensible, Algorithm 1 explains the steps of the algorithm from the perspective of a new compute node that requests to join the fog computing system, i.e., a new node that wants to be added to a neighborhood in order to contribute to the processing of the IoT data. In this algorithm, each new node \( n_{new} \) joins through \( C \) which guides \( n_{new} \) to a suitable neighborhood.

Specifically, Algorithm 1 works as follows: Initially, there is only one compute node \( C \) which is the root node (cf. \( C \) in Fig. 2a), and acts as the entry point to the fog computing system (Line 1), as discussed in Section II-A. Upon request, \( C \) examines the number of nodes in the neighborhood that contains children. If this neighborhood is empty, then the response of \( C \) is empty (Line 3), and this triggers \( n_{new} \) to create a new neighborhood, add \( n_{new} \) and \( C \) (Line 4), and then notify the neighbors (Line 5) about the arrival of \( n_{new} \) (in this case, there is only one neighbor, i.e., \( C \)). This means that \( n_{new} \) is added as the first child of \( C \).

If the neighborhood that contains the children of \( C \) is not empty, and the current size is smaller than \( m \), then the response of \( C \) contains this neighborhood (Line 6). Then, \( n_{new} \) adds the nodes of this neighborhood as neighbors (Line 7), and also notifies these neighbors about the arrival of \( n_{new} \) (Line 8) so that they can add \( n_{new} \) as a neighbor. This means that \( n_{new} \) is added as a child of \( C \) to a preexisting neighborhood.

Finally, if the neighborhood which includes the children of \( C \) is at capacity, i.e., this neighborhood contains \( m \) neighbors, then the response of \( C \) contains the address of one of its children \( n \) (Line 9), to be used by \( n_{new} \) in a new join request (Line 10). In this case, \( n_{new} \) requests to join the fog computing system again using \( n \), and the same process repeats until \( n \) accepts \( n_{new} \) as a child.

In order to decide which child should be selected in a new join request (Line 10), the parent node uses a cyclic counter with values that correspond to the children. This means that each child is selected interchangeably, which results in a hierarchy that grows in breadth before growing in depth. Notably, Fig. 2a shows a fog computing system which includes new compute nodes that have joined the system sequentially, i.e., \( C \) is the first, \( n_2 \) is the second, \( n_3 \) is the third, and so on. Thus, based on the cyclic counter, the first three nodes that join, i.e., \( n_2, n_3, \) and \( n_4 \) become children of \( C \), and after that, each new node becomes a child of \( n_2, n_3, \) and \( n_4 \) interchangeably. The reason we do this is that if the number of nodes between each leaf and the cloud is the same, then the processing from the IoT devices can be distributed evenly among the compute nodes of the system. For instance in Fig. 2a, each path from the edge to the cloud includes three compute nodes (e.g., \( n_5, n_2, \) and \( C \)).

In order to consider proximity in the hierarchical architecture, each new node measures the proximity to existing nodes, and joins the neighborhood which contains the nodes of the closest proximity. In Algorithm 1 for example, instead of having \( C \) decide which node should be used for new join requests (Line 10), \( n_{new} \) can decide based on proximity. To achieve this, when the neighborhood of children is at capacity (Line 9), \( n_{new} \) receives all these children, and decides which one to join (Line 10), after measuring the proximity to each child (e.g., using hop count). Notably, when proximity is considered, instead of sending the IoT data directly upwards the hierarchy, it is possible to send the data to the neighbors on a spanning tree. This can reduce the bandwidth utilization [21]. In Fig. 2a for example, instead of sending data from \( n_5 \) to \( n_2 \) directly, it has been shown that sending the data to \( n_2 \) through \( n_8 \) might be more efficient due to the potential difference in the bandwidth capacity of the paths. By following these adaptations it is possible to implement an algorithm which results in a hierarchical architecture with proximity awareness, i.e., HWP (Hierarchical architecture With Proximity). Such an algorithm is realized in Section III for comparison reasons.

C. The Flat Architecture

Similar to the hierarchical, in the flat architecture the cloud is considered to be the initial entry point to the fog computing system, and may also be used as a global point of coordination. However, in contrast to the hierarchical, in the flat architecture any existing compute node of the system can be used as an entry point. As a result, the neighborhoods are formed based on the nodes that are used as entry points, and may consist of nodes with very diverse capacities [21]. Consequently, when the liaisons propagate the IoT data, this data does not
In order to organize the compute nodes of a fog computing system in a flat architecture without proximity awareness, we design FNP (Flat architecture No Proximity). The steps of FNP are shown in Algorithm 2 which explains the algorithm from the perspective of a new compute node that requests to join the fog computing system. In this algorithm, each new compute node \( n_{\text{new}} \) joins through a node that acts as the entry point \( n_{\text{ep}} \) to the fog computing system, which can be any preexisting node of the system (initially, it is \( C \)).

Upon request (Line 1), \( n_{\text{ep}} \) examines the neighborhoods that it belongs to. If all of these neighborhoods are at capacity (or \( n_{\text{ep}} \) does not belong to any neighborhoods), \( n_{\text{ep}} \) sends back an empty response (Line 3). The empty response triggers \( n_{\text{new}} \) to create a new neighborhood, to add \( n_{\text{new}} \) and \( n_{\text{ep}} \) (Line 4), and to notify \( n_{\text{ep}} \) about the arrival of \( n_{\text{new}} \) (Line 5). This means that \( n_{\text{new}} \) is added as the first neighbor of \( n_{\text{ep}} \) in a neighborhood that includes only \( n_{\text{new}} \) and \( n_{\text{ep}} \). More nodes can be added to this neighborhood upon request, and until the size of the neighborhood reaches \( m \). If \( n_{\text{ep}} \) belongs to a neighborhood which is not at capacity, \( n_{\text{ep}} \) sends back a response that contains this neighborhood (Line 6). Then, \( n_{\text{new}} \) adds the nodes of this neighborhood as neighbors (Line 7), and notifies the neighbors about the arrival of \( n_{\text{new}} \) (Line 8). This means that \( n_{\text{new}} \) is added to a preexisting neighborhood of \( n_{\text{ep}} \).

In order to make the compute nodes that follow the flat architecture aware of the proximity of their neighbors, each node needs to take proximity measurements (e.g., using hop count). To achieve this, the following adaptations are required. After \( n_{\text{new}} \) requests to join, the compute node which acts as the entry point \( n_{\text{ep}} \), may send back a response with a neighborhood (Line 6). In case \( n_{\text{ep}} \) belongs to many neighborhoods, then \( n_{\text{ep}} \) sends a response which contains all of these neighborhoods. This allows \( n_{\text{new}} \) to take proximity measurements, and to select the neighborhood that contains the neighbors of the closest proximity. By doing this, an algorithm which results in a flat architecture with proximity awareness can be created, i.e., FWP (Flat architecture With Proximity). We implement FWP in Section III for comparison purposes.

Notably, the layout of a fog computing system created using FNP depends on the nodes that are used as entry points. For instance, in Fig. 2b only the nodes \( n_{4} \) and \( C \) have been used as entry points. This is why all the other nodes are gathered around \( n_{4} \) and \( C \). Additionally, since new neighborhoods always include \( n_{\text{ep}} \) and \( n_{\text{new}} \), and because \( n_{\text{new}} \) does not belong to other neighborhoods (since \( n_{\text{new}} \) is new), only \( n_{\text{ep}} \) can become a liaison. Thus, not using specific nodes as entry points ensures that these nodes will not become liaisons. This can be useful for scenarios with resource-constrained compute nodes which may have enough computational resources to process the IoT data, but not enough to also propagate the data to other neighborhoods.

### Algorithm 2: FNP

```plaintext
joinFlat(computeNode \( n_{\text{ep}} \)) { 
  joinResponse = joinRequest(\( n_{\text{ep}} \))
  if joinResponse == \( \emptyset \) then
    \( H_{\text{new}} \).add(this, \( n_{\text{ep}} \))
    \( H_{\text{new}} \).updateNeighbors()
  else if joinResponse == \( H \) then
    \( H \).add(this)
    \( H \).updateNeighbors()
  end
}
```

III. Evaluation

In order to build hierarchical and flat fog computing systems as discussed in Sections II-B and II-C, we implement a prototype of the proposed algorithms in Java. The source code of the prototype along with the code used for this evaluation, and the produced numerical results, can be found in the project repository [29]. By using this prototype, it is possible to build testbeds with various compute nodes that communicate with each other either hierarchically or based on the flat architecture, as discussed in Section II.

To evaluate the different architectures and produce representative results which apply to the general case, rather than individual deployments, we perform extensive simulations. Since alternative fog computing simulators assume hierarchical organization among the compute nodes [30], such simulators are not suitable for flat architectures. For this reason, along with the prototype, we also build a simulator which we use for this evaluation. This simulator can be used for performing experiments with a configurable number of compute nodes which form both hierarchical and flat fog computing systems.

As discussed in Section II, the examined approaches are: the hierarchical HNP (no proximity) and HWP (with proximity), and the flat FNP (no proximity) and FWP (with proximity). Since all of these approaches were introduced with a neighborhood size that equals four (as shown in Figs. 2a and 2b), we keep the same neighborhood size in order to make the resulting fog computing systems more comprehensible. Nevertheless, different neighborhood sizes have also been examined in preliminary experiments, and exhibit similar behavior.

In order to perform experiments, first we emulate a fog computing environment. To do this, we build a network that consists of multiple connected access points, and resembles the Internet topology, as shown in Fig. 3. Then, we use the nodes of this network as compute nodes. Notably, to take into account the various network nodes of the infrastructure which do not take part in the processing of the data, we consider only the nodes with one arc as compute nodes. The others (i.e., the access points) are considered as nodes of the infrastructure, and are only accounted for when measuring proximity based on hop count.
Based on this setup, we perform 30 experiments with 500 compute nodes for each one of the different approaches (i.e., HNP, FNP, HWP, and FWP). These numbers allow us to capture the general behavior of the system according to the different architectures. For each experiment, we create a randomly generated underlying network (such as the network shown in Fig. 3) using the uniform distribution. The experiments we conduct for this evaluation produce results regarding communication latency, which are presented in Section III-A, and results regarding bandwidth utilization, which are presented in Section III-B. Afterwards, we provide a discussion of these results in Section III-C.

A. Experimental Results: Communication Latency

To examine the communication latency in each one of the architectures, we measure the number of hops among neighbors. We assume that the number of hops between two compute nodes is an indicator of proximity, and that proximity can be associated with communication latency. To count the hops, we initiate the transmission of a message from the cloud to its neighbors. Each neighbor that receives this message repeats the transmission to its neighbors until the message is spread epidemically to all the compute nodes. Each time the message is sent to a neighbor, we count the number of hops of the path between the sender and the receiver. For each one of the examined fog computing architectures, we repeat this experiment 30 times in randomly generated networks, and we plot the number of hops of all the paths in Fig. 4. The average and the standard deviation of these values, are shown in Table I.

The average proximity among the neighbors in HNP is similar to FNP, and is approximately 6 hops. When taking into account the proximity among the compute nodes, the average proximity drops for both the hierarchical and the flat architecture. However, in HWP the average proximity drops to 4.41 hops, while in FWP the average proximity drops to 5.07 hops. This means that considering proximity reduces the communication latency among neighbors by approximately 28% in the hierarchical architecture, and by approximately 16% in the flat architecture. Furthermore, we notice that in HWP the average proximity is approximately 13% less than in FWP.

As indicated by Fig 4, the communication latency in HWP and FWP is reduced compared to HNP and FNP. The reason for this is that, as discussed in Sections II-B and II-C, in HWP and FWP the new compute nodes select neighbors according to proximity measurements. Furthermore, we note that in HWP the communication latency is lower than in FWP. This happens because in the hierarchical architecture, the join request of a new compute node can be propagated downwards the hierarchy, until a neighborhood with nearby nodes is found. In FWP on the other hand, a new compute node examines the neighborhoods around the entry point, rather than exploring other neighborhoods of the system. Thus, the search space in FWP is smaller than in HWP, and the candidate neighborhoods are fewer. This reduces the chances of finding a neighborhood with compute nodes in proximity.

Apart from the proximity among the neighbors, we also measure the proximity of the cloud, which is considered as an indicator of the communication latency required to reach the cloud. This is an important metric because fog computing operates on a cloud-to-thing continuum which means that interactions with the cloud are likely. Such interactions occur mainly when the compute nodes at the edge or close to the edge of the network, do not have enough computational

|       | HNP   | FNP   | HWP   | FWP   |
|-------|-------|-------|-------|-------|
| Average Value | 6.16  | 6.05  | 4.41  | 5.07  |
| Standard Deviation | 1.49  | 1.47  | 1.69  | 1.54  |
resources to process the IoT data. To examine this communication latency in each architecture, we count the number of hops between the cloud and the compute node at the edge, which resides the farthest away. To do this, we send a message from the cloud to all the other compute nodes. Then, we count the hops to reach each one of these nodes, and we find the maximum number of hops. This number corresponds to the node which resides the farthest away. We repeat this experiment 30 times in randomly generated networks for each architecture, and we plot the results in Fig. 5. The average and the standard deviation of these values are shown in Table II.

The average proximity of the cloud in HNP is 82.5 hops, and is slightly lower than in FNP (85.93 hops). When considering proximity among the nodes, the proximity of the cloud in HWP increases to 126.23, which is approximately 35% more than HNP. Finally, when taking into account the proximity of the nodes in FWP, the proximity of the cloud increases to 105.63 which is approximately 19% higher than FNP, and approximately 16% lower than HWP.

Surprisingly, according to Fig. 5, the proximity of the cloud increases when taking into account the proximity among the nodes. The reason that this happens is that in architectures that consider proximity, the compute nodes tend to form longer paths to reach the cloud. In Fig. 4, we notice that HWP provides the lowest proximity among neighbors. This is achieved by placing many nodes between the cloud and the edge of the network, which reduces the latency to reach the neighbors. However, this also means that in order to send a message from a compute node at the edge of the network to the cloud, this message has to go through more neighbors. Thus, the path from the edge to the cloud includes more nodes, increasing the communication latency to the cloud.

Moreover, in Fig. 5 we note that the communication latency to reach the cloud in FWP is lower than HWP. The reason for this is that as shown in Fig. 4, HWP manages to place neighbors close to each other, but creates longer paths to the cloud. FWP still reduces the communication latency among the neighbors compared to FNP, but not as much as HWP.

| Average Value | HNP | FNP | HWP | FWP |
|---------------|-----|-----|-----|-----|
| Standard Deviation | 82.5 | 85.93 | 126.23 | 105.63 |
| Standard Deviation | 4.3 | 9.01 | 13.81 | 16.27 |

As a result, the paths are not as long as in HWP, and the communication latency to reach the cloud is lower. Hence, we note that there is a trade-off between low proximity to the neighbors, and low proximity to the cloud.

B. Experimental Results: Bandwidth Utilization

To measure the bandwidth utilization among the different architectures, we perform the following experiment: We send a message from the cloud to all the other nodes, and we count the number of hops traveled until all the nodes receive this message. This is considered as an indicator of bandwidth utilization because each time a message travels from one node to the other, a part of the available bandwidth of the link that connects these two nodes, is used. In HNP and FNP, the message is sent to the neighbors, and each neighbor repeats the transmission until all the nodes have received the message. In HWP and FWP, since each compute node is aware of the proximity to its neighbors, the message is sent to the neighbors on a spanning tree, which has been proposed to reduce bandwidth utilization (as discussed in Section II-B). We repeat this experiment 30 times on randomly generated networks, and we plot the bandwidth utilization of each architecture in Fig. 6. The average and the standard deviation of these values, are shown in Table II.

Fig. 6 shows that the average bandwidth utilization in HNP is similar to FNP, with a number of hops that is slightly higher than 3000 hops. When considering the proximity among the nodes, this number drops significantly. In FWP, the average number of required hops drops to 2529.9 which is approximately 16% less than FNP. In HWP, the average number of hops drops to 2200.37, which means approximately 28% less than HNP, and approximately 13% less than FWP.

The reason for having reduced bandwidth utilization in HWP and FWP, is that taking into account the proximity among the nodes, results in logical links among neighbors, which match the underlying network. This means that when sending a message to a neighbor, this message travels a shorter distance on the underlying network, which leads to less traveled hops, and lower bandwidth utilization. Furthermore, when each node is aware of the proximity of its neighbors, sending messages on a spanning tree may reduce the number of traveled hops required to send messages, even more. However, this is not possible in HNP and FNP because the proximity among the nodes is not considered.

Notably, HWP utilizes significantly less bandwidth than FWP. The reason for this is that this hierarchical architecture, as shown in Fig 4, is more efficient at connecting neighbors.
based on proximity, and at matching the logical links with the underlying network. FWP still reduces the bandwidth utilization compared to FNP, but not as much as HWP, since the neighbors in FWP are, on average, not as close to each other as in HWP (as shown in Fig 4).

C. Further Discussion

By comparing hierarchical and flat fog computing architectures with and without proximity awareness, we note that each architecture may prove efficient for different use cases. The hierarchical architecture without proximity awareness, can be very efficient for applications that leverage on compute nodes at the edge of the network, but also require frequent communication with the cloud (cf. Fig. 5). Such applications can be related to use cases such as online storage, which may need to execute tasks at the edge (e.g., data compression), but also include resource-demanding tasks (e.g., feature extraction using machine learning). These tasks are preferably executed in the cloud, due to the limited computational resources at the edge [26].

The flat architecture without proximity awareness shares similar properties with the hierarchical (without proximity awareness), and can be useful for similar use cases. However, the proximity to the cloud is slightly increased (cf. Fig. 5), while the bandwidth utilization is slightly decreased (cf. Fig. 6). These properties may make the flat architecture more appropriate for dealing with use cases with larger files which require more bandwidth.

The hierarchical architecture with proximity awareness exhibits the lowest communication latency (cf. Fig. 4) among neighbors compared to all the alternatives, and also the lowest bandwidth utilization (cf. Fig. 6). However, this is accompanied by the highest communication latency to reach the cloud (cf. Fig. 5). These properties make the hierarchical architecture (with proximity awareness) more suitable for critical applications which require low communication latency with the compute nodes at the edge, and do not necessarily need to interact with the cloud. Use cases that can benefit from this, may be, e.g., industrial manufacturing and industrial IoT, because such use cases commonly include applications with stringent latency requirements [31].

Finally, the flat architecture with proximity awareness can be considered as the general-purpose fog computing architecture, because it provides a balance between low communication latency with low bandwidth utilization. This is supported by all the examined criteria in which the flat architecture (with proximity awareness) provides moderately good results, i.e., low communication latency among the neighbors (cf. Fig. 4), low communication latency with the cloud (cf. Fig. 5), and low bandwidth utilization (cf. Fig. 6).

IV. RELATED WORK

We identify related work both in papers that propose a system model and a fog computing architecture, and in review papers which aim at discussing differences among the already proposed architectures. For this reason, in Section IV-A we present various fog computing architectures from the literature, and in Section IV-B we discuss related review papers.

A. Related Fog Computing Architectures

Fog computing was introduced using the hierarchical architecture [32] although, flat architectures were soon found to be prominent as well. For this reason, related approaches using both architectural styles are discussed below.

Sinaee پورفرد et al. [28] propose a hierarchical fog computing architecture for managing the data from the IoT devices. This architecture consists of a cloud compute node at the top, while the other compute nodes which are closer to the IoT devices, are organized in layers below. The number of layers in this architecture depends on the number of participating compute nodes, and increases when more nodes join. In this approach, there are no actual proximity measurements among the nodes. Instead, it is assumed that the latency to reach the cloud is high, whereas the latency to reach the other compute nodes is low. The goal is to reduce the communication latency of processing the IoT data. To achieve this, the data is stored temporarily in the compute nodes of low layers. If the data is not requested, it moves upwards the hierarchy until the cloud is reached. Even though this approach provides a sound architecture for hierarchical fog computing, alternative architectures are not examined. In our work, we examine various fog computing architectures, and we discuss the differences based on quantitative results.

Nguyen et al. [33] present a three-layer hierarchical architecture in which a service provider deploys services on

![Fig. 6: Bandwidth utilization of sending a message to all the compute nodes (in hops).](image_url)
available compute nodes at the edge of the network. These services are deployed in the proximity of the IoT devices in order to reduce the communication latency. To estimate proximity, the authors propose a mathematical model to calculate the round-trip times of messages. Furthermore, in this work each compute node is able to discover if a service is deployed in neighbor nodes, in order to manage the available computational resources in an efficient manner. Summed up, this approach provides an efficient and robust architecture for computing at the edge of the network. However, the reason that a three-layer hierarchical architecture is chosen is not discussed, and there is no comparison with alternatives. In our work, we design both hierarchical and flat fog computing architectures, and we examine the differences.

Santos et al [34] propose a fog computing architecture for enabling automatic resource discovery for IoT services. In this architecture, the compute nodes communicate with each other without hierarchical control, but by using distributed hash tables (DHTs). This approach does not take into account actual proximity measurements, but instead, it relies on the DHTs for organizing the nodes. DHTs provide node lookup operations whereby the compute nodes can exchange information regarding the placement of the IoT services, e.g., the amount of available computational resources of each node. Thus, the authors propose a flat architecture based on DHTs in order to enable the participating compute nodes to communicate with each other, and to facilitate applications. Notably, the efficiency of this approach is not compared to a hierarchical architecture. In our work, we design both hierarchical and flat architectures, and we discuss efficiency aspects regarding communication latency and bandwidth utilization.

In our former work [21], we propose a flat fog computing architecture in which each compute node communicates with few nodes in proximity. To measure proximity, we propose the use of hop count. Each compute node in this architecture can receive a request for application execution. Upon request, the node distributes the computations of an application among the neighbor compute nodes. Furthermore, we propose a messaging mechanism which sends the data to neighbor nodes on a spanning tree in order to reduce the bandwidth utilization. However, this work does not discuss alternative architectures, which raises questions regarding the efficiency of the proposed mechanisms (e.g., the messaging mechanism) when applied to a hierarchical architecture. In the work at hand, we discuss both hierarchical and flat architectures, and we examine the efficiency of messaging neighbors on each one of these architectures, in order to show the differences.

Notably, various fog computing architectures have been proposed so far. As described in the discussion above, some of these architectures are hierarchical, and make use of layers to organize the compute nodes, whereas others are flat, and do not use layers. Independently of this, in some architectures the notion of proximity is integrated, and the compute nodes consider proximity measurements (e.g., round-trip times or hop count) when communicating with each other. In other architectures, the proximity among the nodes is assumed without any actual measurements. However, to the best of our knowledge, no related work provides a comparison between hierarchical and flat fog computing architectures regarding communication latency and bandwidth utilization. For this reason, the work at hand presents a unified system model which is able to represent both architectures, and conducts an evaluation of these architectures in order to examine the differences.

B. Related Fog Computing Reviews

Varshney and Simmhan [35] provide a taxonomy of approaches for specifying and solving the problem of application placement in compute nodes that span from the cloud to the edge of the network. To this end, the authors present a literature review of fog computing architectures and models, and focus on the placement techniques that have been proposed so far. Thus, this work can benefit developers and researchers that are concerned with developing, designing, and selecting appropriate placement algorithms for fog computing. However, guidelines for selecting an appropriate fog computing architecture, which is the aim of the work at hand, are not provided.

Buylla et al. [36] present a manifesto which discusses various aspects of cloud and fog computing, and aims at identifying challenges, state-of-the-art solutions, and potential limitations. This work discusses different fog computing architectures along with emerging trends and future research directions. Notably, in this work the communication among the compute nodes and the utilized architecture (i.e., networking aspects), are considered as a challenge, and various related works are discussed. However, the differences between using a hierarchical and a flat architecture are not discussed. In our work, we examine these differences based on quantitative results.

Varghese and Buylla [37] discuss various computing architectures and models for decentralizing the cloud, and for computing at the edge of the network. Moreover, the advantages of such architectures are analyzed, and potential future research challenges are discussed. However, this work does not compare the alternative architectures, and does not provide any quantitative results to show the differences. On the contrary, in our work we discuss alternative architectures in fog computing, we implement the different approaches, and we conduct various experiments. Based on the results, we are able to provide guidelines for selecting an appropriate architecture according to the requirements of the final applications in mind.

V. Conclusion

Within this paper, we present and compare hierarchical and flat architectures for fog computing. To this end, first we create a unified system model which is able to represent both of these architectures. Then, we build both hierarchical and flat fog computing systems, and we perform various experiments in order to evaluate the communication latency, and the bandwidth utilization of each architecture. Finally, according to the results which quantify the differences between hierarchical and flat architectures for fog computing, we provide a discussion
of these results, which can be used as guidelines for selecting an appropriate architecture based on the target use case.

A promising research direction on this topic, is to examine the reasons for which each architecture performs differently, and to consider combining different approaches in order to tailor the performance of a fog computing system to the target applications. To achieve this, hybrid architectures which use different approaches for the different parts of the system, may have great potential.
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