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Abstract—We proposed a new class of asymmetric turbo encoder for 3G systems that performs well in both “water fall” and “error floor” regions in [7]. In this paper, a modified (optimal) power allocation scheme for the different bits of new class of asymmetric turbo encoder has been investigated to enhance the performance. The simulation results and performance bound for proposed asymmetric turbo code with modified Unequal Power Allocation (UPA) scheme for the frame length, N=400, code rate, r=1/3 with Log-MAP decoder over Additive White Gaussian Noise (AWGN) channel are obtained and compared with the system with typical UPA and without UPA. The performance tests are extended over AWGN channel for different frame size to verify the possibility of implementation of the modified UPA scheme for the proposed asymmetric turbo code. From the performance results, it is observed that the proposed asymmetric turbo code with modified UPA performs better than the system without UPA and with typical UPA and it provides a coding gain of 0.4 to 0.52dB.
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I. INTRODUCTION

Turbo codes have attracted attention since introduced in 1993 [1]. Since turbo codes are a parallel concatenation of two or more convolutional codes separated by a pseudo-random interleaver, the characteristics of both constituent encoders as well as the interleaver is important in order to achieve good performance. The parallel concatenated version of turbo codes introduced by Berrou et al. assume identical component codes, hence known as symmetric turbo codes, have either a good “water-fall” bit error rate (BER) performance or a good “error-floor” BER performance, but not both [1]. Several new classes of asymmetric turbo codes are introduced which improve performance compared to the original turbo code over the entire range of signal-to-noise ratios (SNR). The simulation results of a new class of asymmetric turbo code for 3G systems, which consists of parallel concatenated convolutional codes with 8-state component codes (fixed constraint length), [13/11;13/9] have been presented in [7].

The interleaver used is matched with the distance spectrum of the component code [7,8].

In symmetric turbo code system, both systematic and parity bits are allocated with equal power levels. This way of typical power allocation does not guarantee an optimal power allocation, which produce less optimum performance. Therefore, in order to overcome this problem, an UPA scheme was introduced by Mohammadi and Khandani in [2]. This method is used to improve the code performance by allocating different power level to systematic bits (d) and both parity bits (C1 and C2). Different strategies of UPA have been employed to investigate the effectiveness of UPA scheme on the turbo code performance. In paper [3], the authors look into the improvement of performance at very low SNR (within 0.5dB of the Shannon limit). They concluded that by allocating more energy to the systematic bits, better performance can be achieved. In [4], the authors investigated optimizing the power allocation at higher SNR. They concluded that at higher SNR, the fraction of total energy allocated to systematic bits is usually lower than the parity bits for frame lengths of 1000 bits. In [5], the authors studied the enhancement of turbo code performance for short frame size (48 and 192 bits) at low and high SNR. They concluded that at low SNR, more power should be allocated for systematic bits, while, allocating less energy to the systematic bits at high SNR, which improves the performance. All the strategies discussed in [3,4,5] are for symmetrical turbo code system.

In this paper, we investigate the performance of proposed asymmetric turbo code that studied in [7] using UPA scheme. We consider the performance of proposed asymmetric turbo code for both low and high SNR with different frame size. The paper is organized as follows: In section 2, we present the proposed asymmetric turbo code. In section 3, we present a modified UPA scheme that suits with the proposed asymmetric turbo code system. A simulation study is conducted to choose the optimum power distribution for the systematic and both the parity bits. In section 4, we describe the performance bound for the proposed asymmetric turbo code using modified UPA scheme. In section 5, we present simulation results of proposed asymmetric turbo code system in 3G standards using modified UPA scheme. We conclude this paper in Section 6.

II. PROPOSED ASYMMETRIC TURBO CODE

In typical turbo code system, a turbo encoder consists of two identical Recursive Systematic Convolutional (RSC) encoders with a pseudorandom interleaver preceding the
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second constituent encoder. The turbo decoder also consists of two identical component decoders. The performance of a turbo code may be affected by different parameters of the component codes, block size, interleaver design and weight spectrum. This typical system results into few low weight code words. However, we obtain more favorable distance spectrum by using a slightly different RSC encoder and a code-matched interleaver as shown in Fig. 1; the corresponding decoding scheme is shown in Fig. 2. In Fig. 1 and Fig. 2, “I” and “DI” denote “Interleaver” and “Deinterleaver”, respectively.

It is shown in [7,8] that the generator polynomial \([13/11;13/9]\) gives the best BER performance. The selection of generator polynomial is based on both better simulation results and improved weight spectrum as discussed in [7,8].

The analysis of the distance spectrum of proposed asymmetric turbo code for its improved performance is presented separately in [8]. The design criteria of a code-matched interleaver used in proposed asymmetric code is provided in [7]. We eliminate low-weight code words with significant contributions to the error performance. The elimination of a specific code word can be done by breaking up the input pattern that generates that code word. The input information sequences with weights 2, 3 and 4 are considered in the interleaver design [7]. In [7], we noticed that the proposed asymmetric turbo code performs better than typical turbo code and the coding gain is from 0.5 to 0.8dB for different channel conditions.

### III. Modified UPA Scheme for the Proposed Asymmetric Turbo Code

In this paper, we attempted to enhance the performance of the proposed asymmetric turbo code by optimizing the energy allocated to each bit stream. In standard turbo code system [1] with equal power distribution (code rate, \(R=1/3\)), the fractions of power allocated to all transmitted bits are same. Let \(\alpha\), \(\beta\) and \(\chi\) represent the power allocated to systematic bits (d) and both parity bits (C1) and (C2), respectively. Then

\[
\alpha = \beta = \chi = 1/3. \tag{1}
\]

The optimal UPA scheme for systematic turbo code is to allocate a fraction of \((1-\alpha)/2\) for each of the parity bits, because of the overall symmetry introduced by the random interleaver [9].

\[
\beta = \chi = (1- \alpha) / 2 \tag{2}
\]

In order to implement UPA scheme for the proposed asymmetric turbo code system, we need to modify the existing UPA power allocation because the parity bits in this system are not symmetric. Therefore, the power distribution for modified UPA scheme to suit the proposed asymmetric turbo code system is given in Equation (3).

\[
\alpha \neq \beta \neq \chi \tag{3}
\]

To choose the optimal power distribution, simulations were carried out for frame length \(N=400\) and code rate = 1/3. AWGN channel is assumed with Log-MAP decoder with maximum number of iterations as 6. The power fractions for the systematic bits, d (\(\alpha\)), parity bits, C1 (\(\beta\)) and parity bits, C2 (\(\chi\)) were varied and based on exhaustive search method, the optimum power distribution which results better performance has been achieved. Fig. 6 shows the simulation results of proposed asymmetric turbo code with typical UPA scheme, modified UPA scheme and without any UPA scheme. The optimum power fractions for all transmitted bits in the proposed asymmetric turbo code with modified UPA scheme is presented in Table I.

| Eb/No (dB) | \(\alpha\) | \(\beta\) | \(\chi\) |
|-----------|---------|-------|-------|
| 0         | 0.90    | 0.09  | 0.01  |
| 0.5       | 0.70    | 0.20  | 0.10  |
| 1.0       | 0.60    | 0.25  | 0.15  |
| 1.5       | 0.50    | 0.30  | 0.20  |
| 2.0       | 0.40    | 0.35  | 0.25  |

From the simulation results shown in Fig. 3, we noticed that the proposed asymmetric turbo code with modified UPA scheme performs better compared to using typical UPA and without UPA schemes, and the coding gain at BER of \(10^{-5}\) is 0.4 dB.

---

**Fig. 1** Proposed asymmetric turbo encoder

**Fig. 2** Proposed asymmetric turbo decoder

### TABLE I

Optimum Power Allocation for the Proposed Asymmetric Turbo Code System over AWGN Channel, \(N=400\) Bits, \(R=1/3\)

---
A uniform interleaver is a statistical device which maps a given input sequence of length, \( N \) and weight, \( w \) into all possible interleavers. Here code words produced by both constituent codes and block size, \( N \) over all possible turbo codes with respect to the whole class of interleavers can be evaluated as given in equation (6) [6]:

\[
A_{w}^{TC}(Z) = \frac{A_{c1}^{C}(Z)A_{c2}^{C}(Z)}{N_{cw}}
\]

where \( N_{cw} = \binom{N}{w} = \frac{N!}{(N-w)!w!} \). \( A_{c1} \) and \( A_{c2} \) are the weight enumerating functions for RSC1 and RSC2 encoders respectively. Equation (6) represents an average turbo code for systematic and both the parity bits, respectively. Therefore, the total weight, \( j = w + d_1 + d_2 \). \( P_2(j) \) is the pair-wise error probability between the all-zero codeword and the codeword with weight, \( j \) and is given by:

\[
P_2(j) = Q \left( \frac{2j Eb}{No} \right)
\]

where \( r \) is the code rate of the code and \( Q[\cdot] \) is the tail integral of Gaussian density with zero mean and unit variance. We define a uniform interleaver as a statistical device which maps a given input sequence of length, \( N \) and weight, \( w \) into all possible turbo codes with weight \( j \) generated by a word of information with weight, \( w \), \( d_1 \) and \( d_2 \) corresponding to systematic and both the parity bits, respectively. Therefore, the total weight, \( j = w + d_1 + d_2 \). \( P_2(j) \) is the pair-wise error probability between the all-zero codeword and the codeword with weight, \( j \) and is given by:

\[
P_2(j) = \sum_j \sum_{w} \frac{w P_{TC}}{N} A_{w}^{TC}(Z) P_1(j)
\]

where \( N \) is the frame length and \( T_{C} \) represents the number of Gaussian density with zero mean and unit variance. We define a uniform interleaver as a statistical device which maps a given input sequence of length, \( N \) and weight, \( w \) into all possible turbo codes with weight \( j \) generated by a word of information with weight, \( w \), \( d_1 \) and \( d_2 \) corresponding to systematic and both the parity bits, respectively. Therefore, the total weight, \( j = w + d_1 + d_2 \). \( P_2(j) \) is the pair-wise error probability between the all-zero codeword and the codeword with weight, \( j \) and is given by:

\[
P_2(j) = Q \left( \frac{2j Eb}{No} \right)
\]

where \( r \) is the code rate of the code and \( Q[\cdot] \) is the tail integral of Gaussian density with zero mean and unit variance. We define a uniform interleaver as a statistical device which maps a given input sequence of length, \( N \) and weight, \( w \) into all possible turbo codes with weight \( j \) generated by a word of information with weight, \( w \), \( d_1 \) and \( d_2 \) corresponding to systematic and both the parity bits, respectively. Therefore, the total weight, \( j = w + d_1 + d_2 \). \( P_2(j) \) is the pair-wise error probability between the all-zero codeword and the codeword with weight, \( j \) and is given by:

\[
P_2(j) = Q \left( \frac{2j Eb}{No} \right)
\]

where \( r \) is the code rate of the code and \( Q[\cdot] \) is the tail integral of Gaussian density with zero mean and unit variance. We define a uniform interleaver as a statistical device which maps a given input sequence of length, \( N \) and weight, \( w \) into all possible turbo codes with weight \( j \) generated by a word of information with weight, \( w \), \( d_1 \) and \( d_2 \) corresponding to systematic and both the parity bits, respectively. Therefore, the total weight, \( j = w + d_1 + d_2 \). \( P_2(j) \) is the pair-wise error probability between the all-zero codeword and the codeword with weight, \( j \) and is given by:

\[
P_2(j) = Q \left( \frac{2j Eb}{No} \right)
\]

where \( r \) is the code rate of the code and \( Q[\cdot] \) is the tail integral of Gaussian density with zero mean and unit variance. We define a uniform interleaver as a statistical device which maps a given input sequence of length, \( N \) and weight, \( w \) into all possible turbo codes with weight \( j \) generated by a word of information with weight, \( w \), \( d_1 \) and \( d_2 \) corresponding to systematic and both the parity bits, respectively. Therefore, the total weight, \( j = w + d_1 + d_2 \). \( P_2(j) \) is the pair-wise error probability between the all-zero codeword and the codeword with weight, \( j \) and is given by:

\[
P_2(j) = Q \left( \frac{2j Eb}{No} \right)
\]

where \( r \) is the code rate of the code and \( Q[\cdot] \) is the tail integral of Gaussian density with zero mean and unit variance. We define a uniform interleaver as a statistical device which maps a given input sequence of length, \( N \) and weight, \( w \) into all possible turbo codes with weight \( j \) generated by a word of information with weight, \( w \), \( d_1 \) and \( d_2 \) corresponding to systematic and both the parity bits, respectively. Therefore, the total weight, \( j = w + d_1 + d_2 \). \( P_2(j) \) is the pair-wise error probability between the all-zero codeword and the codeword with weight, \( j \) and is given by:

\[
P_2(j) = Q \left( \frac{2j Eb}{No} \right)
\]

where \( r \) is the code rate of the code and \( Q[\cdot] \) is the tail integral of Gaussian density with zero mean and unit variance. We define a uniform interleaver as a statistical device which maps a given input sequence of length, \( N \) and weight, \( w \) into all possible turbo codes with weight \( j \) generated by a word of information with weight, \( w \), \( d_1 \) and \( d_2 \) corresponding to systematic and both the parity bits, respectively. Therefore, the total weight, \( j = w + d_1 + d_2 \). \( P_2(j) \) is the pair-wise error probability between the all-zero codeword and the codeword with weight, \( j \) and is given by:

\[
P_2(j) = Q \left( \frac{2j Eb}{No} \right)
\]
allows a range of frame size from 40 to 5114 bits with code rates of 1/3 and 1/2. For typical turbo code system, WCDMA turbo encoder uses 8 states identical RSC encoders with an internal interleaver [9]. Simulations were carried out for the information block length, N=5114, code rate, r=1/3 using log-MAP decoder with maximum number of decoding iterations as 8 over AWGN channel. The power distribution for the modified UPA scheme is shown in Table II and the simulation result is presented in Fig. 5.

### Table II

| Eb/N₀ (dB) | α  | β   | χ  |
|------------|----|-----|----|
| 0          | 0.8| 0.15| 0.05|
| 0.5        | 0.55| 0.35| 0.1 |
| 1.0        | 0.35| 0.45| 0.2 |
| 1.5        | 0.15| 0.55| 0.3 |

Fig. 5 Simulation results for proposed asymmetric turbo code with and without UPA over AWGN channel, N=5114, r=1/3

From Fig. 5, we observe that the proposed asymmetric turbo code with modified UPA scheme results better performance and the coding gain ranges from 0.49 – 0.52 dB at BER of 10⁻⁶.

Cdma2000 turbo encoder consists of a pair of rate 1/3 systematic convolutional encoders with constraint length, K=4 separated by an interleaver (3GPP TS 125.212). Typical cdma2000 system uses RSC encoders with generator polynomial (13/11). The frame size must be one of the following specific values: 378, 570, 762, 1146, 1530, 2398, 3066, 4602, 6138, 9210, 12282 or 20730 bits with code rates 1/2, 1/3 and 1/4. The simulations were carried out for the information block length, N=6138, code rate, r=1/3 using Log-MAP decoder over AWGN channel with 9 iterations and the results are shown in Fig. 6. We notice that for each frame length, for lower values of Eb/N₀, α > (β+χ) and beyond a particular value of Eb/N₀, α < (β+χ).

### Table III

| Eb/N₀ (dB) | α  | β   | χ  |
|------------|----|-----|----|
| 0          | 0.7| 0.2 | 0.1|
| 0.5        | 0.35| 0.4 | 0.25|
| 1.0        | 0.15| 0.55| 0.3 |

Fig. 6 Simulation results for proposed asymmetric turbo code with and without UPA over AWGN channel, N=6138, r=1/3

From Tables I, II, and III, we observe that for all frame lengths and for every value of Eb/N₀, β is greater than χ. As Eb/N₀ increases, α decreases and (β+χ) increases. We also notice that for each frame length, for lower values of Eb/N₀, α > (β+χ) and beyond a particular value of Eb/N₀, α < (β+χ).

**VI. CONCLUSION**

In this paper, we have proposed an optimal power allocation scheme for the new class of asymmetric turbo code system proposed in [7]. Although the search procedure of optimal power allocation for the systematic and both the parity bits for different frame size at low and high SNR is quiet exhaustive, the modified UPA scheme in turbo encoder really contribute performance improvements in the proposed asymmetric turbo code system. The simulation results and the performance bound indicate that the performance of proposed asymmetric turbo code with modified UPA scheme is superior to the performance of turbo code without UPA and with typical UPA and the coding gain ranges from 0.4 - 0.52 dB at BER of 10⁻⁶ for different frame size. The future work involves investigating the performance in fading channel.
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