A Study of Deep CNN Model with Labeling Noise Based on Granular-ball Computing
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1. Abstract

Label noise refers to the mislabeling of dataset samples. In the field of machine learning and deep learning, a small amount of label noise data may have a large negative impact on the final predicted classification results. Label noise can cause a series of problems such as decreased accuracy of model classification, inefficiency of classifier, and increased time and complexity, resulting in the inability to train an accurate and effective model. In supervised learning, the presence of noise can have a significant impact on decision making. It is found that excessive label noise in some commonly used algorithms, such as in the KNN nearest neighbor algorithm, can confuse the distribution of the data and thus affect the selection of the classifier K-values and the kernel classifier. Since many classifiers do not take label noise into account in the derivation of the loss function, including the loss functions of logistic regression, SVM, and AdaBoost, especially the AdaBoost iterative algorithm, whose core idea is to continuously increase the weight value of the misclassified samples, the weight of samples in many presence of label noise will be increased, leading to a decrease in model accuracy. In addition, the learning process of BP neural network and decision tree will also be affected by label noise. Therefore, solving the label noise problem is an important element of maintaining the robustness of the network model, which is of great practical significance.

Granular ball computing is an important modeling method developed in the field of granular computing in recent years, which is an efficient, robust and scalable learning method. In this paper, we pioneered a granular ball neural network algorithm model, which adopts the idea of multi-granular to filter label noise samples during model training, solving the current problem of model instability caused by label noise in the field of deep learning, greatly reducing the proportion of label noise in training samples and improving the robustness of neural network models.

2. Related work

In the field of machine learning and deep learning, a small amount of label noise data may have a large negative impact on the final predicted classification results[1]. Label noise can cause a series of problems such as decreased accuracy of model classification, inefficient classifiers and increased time and complexity, resulting in the inability to train accurate and effective models, and in supervised learning, the presence of noise can have a large impact on decision making[2]. Since many classifiers derive loss functions without taking label noise into account, including the loss functions of logistic regression, SVM, and AdaBoost, especially the AdaBoost
iterative algorithm[3], whose core idea is to continuously increase the weight value of the misclassified samples, the weights are increased in many samples where label noise is present[4], leading to a decrease in model accuracy. In addition, the learning process of BP neural network[5] and decision tree[6] will also be affected by label noise. Therefore, solving the label noise problem is an important element of maintaining the robustness of network models and is of great practical importance[7].

Currently, the common ways of noise handling are roughly divided into two types of noise accommodation and noise filtering[8], the former is to weaken the influence of label noise on the model by building a robust algorithmic model that is less sensitive to label noise, although robust learning algorithms are usually only applicable to simple cases, designing special algorithms for label noise is necessary and there are some advances, such as label noise filtering of Bayes model[9], robust SVMs and others[10], but these methods are designed for specific loss functions and there is no general framework that includes multiple loss functions. The latter is done by algorithmically removing or correcting noisy samples from the data before returning the model for training[11]. When the proportion of labeled noise is high, removing all the noisy samples will drastically cut down the content of the dataset, which may lead to imbalance in the categories and insufficient information analysis of the data, so the corresponding labeled noise filtering classifier should be selected according to the actual situation of the dataset.

3. Thoughts

In the field of deep learning images, the attributes of samples will be represented as spatial vectors with little difference in distance between samples with similar features, while samples with different labels with different features are far apart, so that mislabeled sample points have significant outliers.

To filter out the label noise that destroys the robustness of the model, we add the process of granular ball clustering in front of the model classification layer. That is, after the feature vector is passed out by the neural network model, it is clustered into each different ball cluster by the grain ball clustering algorithm. According to the feature that similar samples are close together, each ball contains a large number of correctly labeled samples and a small number of incorrectly labeled samples. The labels of the granular balls are set to the labels of most samples within the balls, so the correctness of the granular sphere labels can be guaranteed, and then the center point of the granular balls is used as a new sample point to achieve filtering of noisy samples.

4. Method

A. Granular Ball Neural Network Model

(1) The granular ball model obtains the feature vectors, labels, and the corresponding data format conversions after convolutional pooling of the neural network, respectively.
(2) The sample data are injected into the granular ball model and clustered by iterative granular ball splitting. Granular ball clustering is based on the feature distribution of different samples clustered in different balls, according to the majority of sample points in the granular ball to determine the label value of the granular ball, in order to neutralize the labeled noise samples and determine whether the proportion of the majority of labeled sample points reaches the set threshold, if the threshold is reached, stop the split, if not, continue to split into smaller granular balls, until the purity of all granular balls meet the standard or only a single sample point for those that do not meet the threshold.

(3) Due to the nature of grain ball clustering, most of the label noise sample points will eventually be clustered into single-sample balls, so by clustering small samples into multiple grains and finally discarding single-sample balls, the proportion of label noise in the samples will be greatly reduced.

(4) The final obtained grain sphere centroids are used instead of all sample points put into the classifier for training.

Figure 1. The overall network structure of our proposed model

B. Technical points introduction

(1) Granular ball centroid filtering label noise.

Reducing the proportion of label noise in the data set is the key to improving the robustness of the neural network model. Because the distribution of label noise sample points in space is outlier, the set of sample points inside the ball includes a certain number of noise points after clustering by the grain sphere, and these noise points will cause interference to the training of the model. Therefore, the granular ball neural network model calculates the center of each granule ball in the granular ball layer, determines the label of the granular ball according to the true labels of most samples in the granular ball, and then replaces all sample points in the granular ball with the characteristic value of the center point and the label of the granule ball.

(2) Multiple clustering filtering of single-sample balls

Through the experiment, we found that after each granular ball clustering, there
will inevitably be a single sample point of the granular ball, and the proportion of label noise of these single point granular ball is significantly higher than the proportion of noise in the data set, so in order to get more and better center point samples, for these single sample point of the granular ball, we use multiple iterative clustering, and finally the remaining single sample point of the granular ball discarded.

(3) Back propagation of neural network gradients

Similar to the pooling layer of the neural network, because the granule ball neural network model in the granular ball layer filtered out part of the samples, so that the size of the feature map changes, if the mapsize of the granular ball before clustering is 512*32, after clustering becomes 128*32, only 128 gradients back to the granular ball layer, so this will make the gradient propagation interrupted. The back propagation of the granular ball layer is similar to the neural network pooling layer. Since the granular ball neural network model uses the centroid instead of the sample points in the ball, when the gradient is back propagated, the gradient passed to the granular ball layer is the gradient of the centroid, and the gradient should be mapped to all sample points in the previous layer to ensure the continuity of the neural network. Therefore, we first obtain the gradient vector of the centroid point passed back from the classifier layer, and then set the gradients of all sample points within the same granular ball to the gradient of the centroid point of that granular ball according to the information saved during forward propagation, encapsulate the gradient vector passed back, and continue to pass back to the upper layer.

(4) Experience replay mechanism

The experience replay method in the field of reinforcement learning breaks the correlation of sequences and can reuse the past experience to enable the model to be fitted effectively, because in the granular ball clustering, the large ball and the small ball have the same weight in the calculation of the loss, but the noise proportion of the large ball is much smaller than that of the small ball, so increasing the proportion of large balls in the training sample is a key step. Therefore, we store the data samples of each Batch and randomly select a certain number of larger balls to combine into a new Map to participate in training at the next Batch.

C. Granular ball neural network innovation and advantages.

(1) Applying the idea of multiple granularity to the problem of dealing with deep learning label noise.
(2) After clustering and discarding a single sample point several times, the granular ball model replaces all sample points inside the ball with the granular ball centroids.
(3) Replacing all sample gradients inside the ball with the granular ball centroid gradients.
(4) The granular ball neural network model is independent of the neural network model and does not depend on any kind of loss function or network.
5. Experiments

The above section describes the effectiveness of the granular ball neural network model to solve the deep learning label noise problem from the theoretical principles. In order to combine theory with practice, we rewrite the underlying function when DataLoder is performed on the dataset, select a fixed proportion of noise samples for random label noise addition, and make the label noise sample points evenly distributed in the dataset. Meanwhile, this section uses the same dataset and validation method as in the paper to experimentally demonstrate the effectiveness of solving the problem of label noise for deep learning in this paper.

First, compared to the traditional convolutional neural network, we test the results of our model on the CIFAR-10 dataset, as shown in Table 1.

Table 1. The highest accuracy of two models on the CIFAR-10

| Noise Ratio | 10% | 20% | 30% | 40% | 50% |
|-------------|-----|-----|-----|-----|-----|
| GBCNN-ResNet | 0.921 | 0.921 | 0.894 | 0.880 | 0.853 |
| CNN-ResNet   | 0.892 | 0.878 | 0.860 | 0.840 | 0.810 |

Then, we select two superclasses (vehicles1, vehicles2) with similar attributes in the CIFAR-100 dataset, each with five subcategories, and combine these two superclasses to form a new decile dataset. Furthermore, to prove that the efficient robustness of the granule ball neural network model is not only reflected in the decile class dataset, we selected a superclass (five classifications) on the CIFAR100 dataset for training using the LeNet in order to verify that the model is applicable to any classified dataset and any neural network, as shown in Table 2.

Table 2. The highest accuracy of two kind of models on the subsets of the CIFAR-100

| Noise Ratio | CIFAR-100 (18, 19) | CIFAR-100 (18) |
|-------------|-------------------|---------------|
|              | GBCNN-ResNet | CNN-ResNet | GBCNN-LeNet | CNN-LeNet |
| 0           | 0.856       | 0.859       | 0.726       | 0.726     |
| 10%         | 0.815       | 0.803       | 0.700       | 0.650     |
| 20%         | 0.783       | 0.748       | 0.684       | 0.591     |
| 30%         | 0.778       | 0.757       | 0.644       | 0.562     |
| 40%         | 0.880       | 0.840       | 0.628       | 0.526     |
| 50%         | 0.853       | 0.810       | 0.540       | 0.508     |

6. Reference

[1] Yang X, Deng C, Wei K, et al. Adversarial learning for robust deep clustering[J]. Advances in Neural Information Processing Systems, 2020, 33: 9098-9108.
[2] Ortego D, Arazo E, Albert P, et al. Multi-Objective Interpolation Training for Robustness to Label Noise[C]//Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition. 2021: 6606-6615.

[3] Ying C, Qi-Guang M, Jia-Chen L, et al. Advance and prospects of AdaBoost algorithm[J]. Acta Automatica Sinica, 2013, 39(6): 745-758.

[4] Cano J R, Luengo J, García S. Label noise filtering techniques to improve monotonic classification[J]. Neurocomputing, 2019, 353: 83-95.

[5] Zhang Y, Tang J, Liao R, et al. Application of an enhanced BP neural network model with water cycle algorithm on landslide prediction[J]. Stochastic Environmental Research and Risk Assessment, 2021, 35(6): 1273-1291.

[6] Bui X N, Nguyen H, Choi Y, et al. Prediction of slope failure in open-pit mines using a novel hybrid artificial intelligence model based on decision tree and evolution algorithm[J]. Scientific reports, 2020, 10(1): 1-17.

[7] Gudovskiy D, Rigazio L, Ishizaka S, et al. AutoDO: Robust AutoAugment for Biased Data with Label Noise via Scalable Probabilistic Implicit Differentiation[C]//Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition. 2021: 16601-16610.

[8] Xia X, Liu T, Han B, et al. Part-dependent label noise: Towards instance-dependent label noise[J]. Advances in Neural Information Processing Systems, 2020, 33.

[9] Chen S, Webb G I, Liu L, et al. A novel selective naïve Bayes algorithm[J]. Knowledge-Based Systems, 2020, 192: 105361.

[10] Hu R, Zhu X, Zhu Y, et al. Robust SVM with adaptive graph learning[J]. World Wide Web, 2020, 23(3): 1945-1968.

[11] Collier M, Mustafa B, Kokioou E, et al. A Simple Probabilistic Method for Deep Classification under Input-Dependent Label Noise[J]. arXiv preprint arXiv:2003.06778, 2020.