Reducing model bias in a deep learning classifier using domain adversarial neural networks in the MINER$\nu$A experiment
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Abstract: We present a simulation-based study using deep convolutional neural networks (DCNNs) to identify neutrino interaction vertices in the MINERvA passive targets region, and illustrate the application of domain adversarial neural networks (DANNs) in this context. DANNs are designed to be trained in one domain (simulated data) but tested in a second domain (physics data) and utilize unlabeled data from the second domain so that during training only features which are unable to discriminate between the domains are promoted. MINERvA is a neutrino-nucleus scattering experiment using the NuMI beamline at Fermilab. A-dependent cross sections are an important part of the physics program, and these measurements require vertex finding in complicated events. To illustrate the impact of the DANN we used a modified set of simulation in place of physics data during the training of the DANN and then used the label of the modified simulation during the evaluation of the DANN. We find that deep learning based methods offer significant advantages over our prior track-based reconstruction for the task of vertex finding, and that DANNs are able to improve the performance of deep networks by leveraging available unlabeled data and by mitigating network performance degradation rooted in biases in the physics models used for training.

Keywords: Analysis and statistical methods; Pattern recognition, cluster finding, calibration and fitting methods; Neutrino detectors

ArXiv ePrint: 1808.08332
1 Introduction

In particle physics, machine learning algorithms trained with simulated data, but applied to physics detector data, face uncertainties associated with scientific modeling because the simulation is based on a physics model that is not identical to nature. Therefore, algorithms must be vetted carefully for domain-dependent bias. To control these effects in a deep learning classifier, we explore the use of domain adversarial neural networks (DANNs) and show they may be used to optimize networks...
trained in one domain (e.g., simulation) but applied in another (e.g., detector data), using neutrino scattering data from MINERνA.

MINERνA is a neutrino-nucleus scattering experiment at Fermilab in the NuMI neutrino beam [1]. Precise determination of the interaction vertex is required to identify the target nucleus in MINERνA, but vertex finding is challenging in a highly segmented, non-uniform detector. Here we present a vertex-finding technique for use in the measurement of neutrino-nucleus cross sections in neutrino-nucleus deep inelastic scattering (DIS), based on deep convolutional neural networks (DCNNs) [2]. In simulation studies, we find significant advantages in signal purity and efficiency over track-based vertex finding methods for this analysis.

We study domain adversarial neural networks (DANNs) [3] for control of un-modeled physics effects when training a neural network and find that DANNs improve cross-domain training and evaluation in a particle physics context. Here a “domain” refers to a physics model (e.g., nature or a particular simulation model). When applying machine learning algorithms to physics problems, we often train using simulation but need to apply the models to detector data. In this context, we refer to simulation as a source domain and detector data as a target domain. If the physics model in our simulation were perfect, we would not have domain discrepancies, but because our models are not perfect, we must seek strategies for mitigating any biases in the algorithm that may come from training our models in one domain and applying them in another.

Ideally, we would benchmark the performance of the DANN algorithm using real detector data, but because detector data is unlabeled, we instead benchmark it by using simulation with a warped underlying physics model. We neglect the physics labels in the warped sample during training, but we retain the domain labels. Then, during evaluation, we can check the performance of the trained models on both domains (plain and warped simulation) to see if our strategy for mitigating the impacts of domain modeling was successful. This is a semi-supervised approach. Some of the training sample is fully-labeled and we use both physics labels and domain labels, and some of the training sample is partially labeled with domain information only. Our findings show that DCNNs can be a very effective reconstruction technique and that we may reduce biases inherent in a simulation-based training scheme by using the DANN algorithm to utilize unlabeled data from our target domain during training in a semi-supervised fashion. These results suggest deep learning based event reconstruction schemes may outperform traditional methods in many circumstances.

1.1 Traditional machine learning in particle physics analysis

Modern physics experiments are large, with tens of thousands or millions of digital measurement channels, and it is often possible to build hundreds of physically-motivated features to describe an event. Traditionally, creating and exploiting these features has been the predominant work of the physics analyzer. To fully exploit the information in these features, machine learning algorithms (MLAs) have become a common tool [4–6]. The most successful MLAs include boosted decision trees, support vector machines, and neural networks. An advantage of MLAs over analyses based on collections of univariate cuts is that they easily incorporate non-linear correlations between the features in the event selection. These have become part of the standard toolkit for particle physics analysis [7, 8].

In particle physics it is common to employ extensive and detailed simulations. These carefully tuned simulations include fundamental physics interactions and the description of the physics
detector including material and electronics. Particle physics experiments often produce very large simulated datasets to help analyze real detector data, and these simulations form good candidate training sets for MLAs. However, these simulations are based on physics models that are only approximations to nature. They include simplifications, parameterizations, and extrapolations. For example, in neutrino scattering measurements, often we may directly calculate some aspects of the interactions we are modeling, but these calculations generally do not cover the full phase space of a reaction. Therefore in the application of machine learning we must be very careful of the problem of domain adaption. We have labels (for example, particles produced in a scattering event) that are the same in both our simulation and detector data, but the underlying distributions can, perhaps inadvertently, be subtly different between the two domains.

1.2 An introduction to DCNNs for physicists

In recent years, we have seen significant advances in machine learning. “Deep learning,” or the use of neural networks with many hidden layers, has revolutionized many fields including computer vision [9–11]. It has made an impact at the LHC [12] and in neutrino flavor classification [13].

Neural networks are functions motivated by biological networks of neurons. Inputs are mapped to outputs by weighted connections that may connect all inputs to all outputs or to a subset of the outputs. Outputs “fire” as function of the weighted inputs and often feature threshold effects and non-linear responses. Neural networks become “deep” when the outputs of one network become inputs of another, creating multiple layers. In addition to weighted connections, neural networks often feature bias vectors at the output of each layer and typically pass outputs through an activation function that may be used to introduce non-linearities in the response. Example non-linear activation functions are rectified linear units (ReLUs) [14]. Neural networks are trained using back-propagation [15]. This technique computes the error in the output of the network as compared to the known label for the input during the training phase, and employs the chain rule of calculus to propagate that error through the weights in the network.

Deep convolutional neural networks (DCNNs) [2] are a type of neural network that employ a structure inspired by the biological structure of the eye, and they are particularly well-suited to computer vision problems. This family of neural networks is useful for deriving features automatically when the problem under consideration does not have an obvious set of engineered features from data to use. Their success is rooted in the exploitation of symmetries in image data representation through weight-sharing in convolutional kernels. These kernels structure the features extracted from data and keep the number of parameters in the network from growing too large, as described below.

In a DCNN, the inputs of each layer, typically an image at the beginning of the network, are mapped into outputs by convolving a kernel with the inputs according to a process discussed below. By sharing weights across a layer, the network is able to express translational symmetries in the input. Stacking multiple layers with many kernels per layer allows a DCNN to learn a hierarchically organized set of features for extracting information about the input image without requiring “by-hand” feature engineering.

Convolving kernels with images is a well-established image processing technique. The kernel is matrix-multiplied in patch-wise fashion across the entire image, with different options for the step sizes in each direction (“strides”) and multiple techniques for handling the edge of the image.
(“padding”) available. The weights in the kernel are kept fixed throughout the convolution process (they are shared across the entire image). Certain kernels are known to produce or highlight features of images. For example, the kernel in Equation 1.1 is known to sharpen images:

$$k_{\text{sharpen}} = \begin{pmatrix} 0 & -1 & 0 \\ -1 & 5 & -1 \\ 0 & -1 & 0 \end{pmatrix}. \quad (1.1)$$

However, the kernel in Equation 1.2 produces an embossing effect.

$$k_{\text{emboss}} = \begin{pmatrix} -2 & -1 & 0 \\ -1 & 1 & 1 \\ 0 & 1 & 2 \end{pmatrix}. \quad (1.2)$$

See, e.g. references [16, 17] for more kernel examples and for visualizations.

The central idea behind DCNNs is to ask the MLA to find kernels that highlight important features for the problem under consideration rather than attempting to hand-engineer them. A DCNN will begin with random kernels for feature selection, but during training it will find kernels well-suited to the task through the usual optimization methods (minimization of the network loss function via gradient descent and backpropagation). Generally, DCNNs are comprised of multiple convolutional layers, with the output of one layer becoming the input of the next, and with the number of kernels growing for deeper layers. This enables the network to build a hierarchical representation. There is evidence [11] that the lower layers of the network learn to identify feature primitives (e.g., lines, corners, etc.) and deeper layers learn to combine the features into more semantically meaningful compositions.

DCNNs also traditionally utilize pooling, fully-connected, dropout and softmax layers. Pooling layers subsample their inputs (the most common operation is a max()) — for example, a $2 \times 2$ max-pooling unit reduces four pixels to one, retaining only the maximum value. Fully-connected layers are defined by connecting every neuron in one layer of the network to every neuron in the next layer. Dropout layers [18] randomly drop connections between layers during training to improve network robustness and reduce the possibility of over-fitting. Softmax layers normalize network outputs so training does not overweight events with higher-amplitude input values, and are discussed further in section 4.2. Convolution and pooling layers act as feature extraction and dimensionality reduction layers. The image is extended into a feature space of depth equal to the number of filters and may shrink spatially depending on how the filters are applied at the boundary of the image. Non-linear activation layers are used so the DCNN may model non-linear features. When solving classification problems, the final features extracted are fed into a softmax loss layer which compares these features to a “one-hot” representation of the target label or value.

In 2014, domain adversarial neural networks (DANNs) were developed to ameliorate the problem of domain adaption [3]. The principle behind a DANN allows the user to leverage a labeled dataset to train on an unlabeled dataset by utilizing only features that are common between the two. In the field of computer vision, this is an important problem due to the limited availability of labeled training sets — it is common to have no labeled training set for a given task, but to have access to labeled data that is “similar”. DANNs cast these different datasets as belonging to different domains — a source domain where the user has labels for the data and a target domain
where the user has no labels. The meaning of “domain” is flexible — it might be a digit recognition problem with samples of different handwriting or typesetting methods, or an animal classification problem with animals in captivity versus animals in the wild, etc.

In particle physics we have an analogous problem: we have large amounts of labeled simulation for training but need to understand algorithm performance in a different domain — detector data. In this study we investigate the applicability of DANNs to one of the core problems with using ML in particle physics: that of the trustworthiness of using a supervised network trained on simulation. Here, we do not seek to derive a universal answer to the question of domain similarity for DANNs — which is to say where the dividing lines are for the applicability of technique in cases where the domains are too similar or too different for the approach to work. Rather, we seek to test the effectiveness only in this specific context and try to establish whether DANNs are potentially useful tools in ML problems in particle physics. Relative to previous work on neutrino vertex finding [19], here we extend the number of classes, investigate the impacts of the technique on the physics measurement, and examine the effects of using domain adversarial neural networks.

There are many frameworks which have been developed to train and apply deep neural networks. For this work, we employed Theano [20] along with Lasagne framework [21] for network design and the first round of updates to the physics analysis. We employed Caffe [22] to study domain adversarial neural nets (see section 6).

1.3 Overview of the paper

The direction of the remainder of the paper is as follows. First, in section 2 we discuss details of the MINERvA detector and analysis goals. Next, in section 3 we discuss the simulated dataset and features of the training and evaluation samples. In section 4 we discuss the DCNN architecture and training strategies. Then, in section 5 we examine the impacts of the new vertex finder on a measurement of nuclear effects in charged current deep inelastic scattering. In section 6 we discuss the application of a domain adversarial neural network (DANN) to our problem. Finally, in section 7 we discuss future plans and our conclusions.

2 Detector and analysis details

The analysis task here is reconstruction of the neutrino interaction vertex. In particular, we are not concerned here with the transverse position of the interaction, but only the longitudinal position where (and in which material) the interaction took place. The analysis is taking place in the context of a deep inelastic scattering measurement, but the details of the physics measurement, and the interaction physics, are not relevant for this work. Details about deep inelastic scattering and other neutrino interactions may be found elsewhere [23–25]. For our purposes here it is sufficient to think of the reactions of interest as being “inelastic” and likely to produce particle cascades, as opposed to reactions that are more “elastic” and instead produce a small number of particles likely to be measured as tracks in the detector.

2.1 Neutrino scattering in MINERvA

Measurements of neutrino-nucleus scattering face two crucial challenges: the flux of a neutrino beam is broad and difficult to measure, and the cross sections for neutrino interactions are small. To
Figure 1. The MINERνA detector. The subfigure on the left shows the relative structure of the inner and outer detectors for a given plane (the outer detector is composed of steel-scintillator calorimetry). The inner detector features an outer ring of lead on the surface of the plane to prompt rapid conversion of electromagnetic particles leaving the inner detector. The subfigure on the right shows the relative size and location of the main detector and the helium neutrino target tank and veto wall.

compensate for small cross sections, we must use dense neutrino target materials. This complicates the interpretation of detector response, as these materials increase the re-interaction rate of produced particles both inside and outside of the struck nucleus.

MINERνA features passive and active neutrino targets. The active targets are plastic scintillator (a hydrocarbon); these measure the passage of electrically charged particles produced during the neutrino interaction. The passive targets are solid layers of carbon, iron, and lead, and tanks of liquid helium and water. Interactions within these targets may only be identified and reconstructed based on the particles observed in the surrounding scintillator. In the analysis considered here, the liquid targets are empty and we are only concerned with the solid passive targets, the layers of fine-grained plastic scintillator between them, and the tracker region made up of additional layers of fine-grained plastic scintillator downstream of the passive targets.

2.2 MINERνA detector

The MINERνA detector consists of a passive neutrino target region, a fine-grained tracker which is an active target, downstream and circumferential calorimetry, and a muon spectrometer. See figure 1 for a schematic. The detector is described in detail elsewhere [26].

The tracker region forms the core of the detector. Bundles of polystyrene (CH) strips, called planes, are aligned in one of three orientations: X, U or V. Strips in X planes are oriented vertically and U and V strips are oriented ±60° relative to X. The three views allow for stereoscopic track reconstruction, and allow for track reconstruction even when two tracks overlap in one of the views. Planes are housed in modules, with two planes per module. Each module contains a U or a V
Figure 2. Neutrino target material shapes and layout. Note that the targets are composed of segments of pure material — so targets 1, 2, and 5 contain a jointed slab of iron and lead, target 3 contains a jointed slab of iron, lead, and carbon, and target 4 is a slab of pure lead. The thicknesses of the different slabs are listed in table 1.

plane, followed by an X, such that the pattern is “UXVUXVX,” etc. The neutrino target region sits upstream of the tracker and consists of an external veto wall and helium target, an internal water target, five passive heavy nuclear targets, and active scintillator between each nuclear target. Each heavy passive target consists of a module with some combination of lead (Pb), iron (Fe), and graphite (C) and is separated from the other targets by a number of tracker modules. There are four modules between targets 1 and 2 and between targets 2 and 3. There are eight modules between targets 3 and 4, with the (empty) water target in the center of that region. Finally, there are two modules between targets 4 and 5. For a sketch of the target region see figure 2.

Downstream of the neutrino target and tracker regions are the electromagnetic and hadronic calorimeters, with iron and lead absorbers between scintillator planes to induce energy loss. The MINERνA muon spectrometer is the MINOS near detector [27], a magnetized iron-scintillator detector that sits approximately 2 meters downstream of the end of the calorimeters. A labeled example event within MINERνA can be seen in figure 3.

2.3 The MINERνA neutrino-interaction simulation

MINERνA has a complete simulation, including neutrino beam production, neutrino scattering, and propagation of the interaction products through the detector. It includes a full simulation of the photosensors and readout electronics. The simulation has been painstakingly tuned to agree well with the data where we are confident in our modeling of the physics processes.
MINER$\nu$A uses the GENIE Monte Carlo event generator \cite{28} to simulate the initial interaction of a neutrino with a nuclear target. GENIE is responsible for the primary interaction of the neutrino with nuclei in the detector and for the propagation of the scattering products to the surface of the nucleus. The code is tuned to reproduce neutrino-nucleon scattering data, but limited neutrino-nucleus scattering data means there are deficiencies in the primary physics model when compared to MINER$\nu$A data. See references \cite{29, 30}.

The Geant4 software toolkit \cite{31} simulates the propagation of all particles exiting the nucleus through the different materials in the detector, and custom software simulates the response of the photosensors and electronics. Geant 4 has been extensively tested, and the simulation accurately reproduces many aspects of the data. The detector response to charged hadrons, for example, is simulated to within about four percent \cite{32}.

### 2.4 Traditional vertex reconstruction

MINER$\nu$A finds vertices by first reconstructing tracks using a variety of pattern recognition algorithms \cite{26}. Tracking proceeds by first identifying the longest track candidate in an event, the so-called “anchor track”, and then recursively searching its beginning and ending points for other tracks. The origin of the anchor track is the first candidate for the primary vertex. The position of the primary vertex may be adjusted by subsequent algorithms.

Traditional vertex reconstruction methods that rely only on identified tracks can fail when tracks are created by secondary interactions or decays, or when particle cascade activity occludes the vertex region. The best vertex finding performance is realized for multi-track events with few or no particle cascades. Multi-track vertices are fit using a Kalman filter \cite{33} that adjusts the vertex position along with track parameters to produce the best overall fit \cite{34}, but tracks from secondary interactions can shift the reconstructed vertex from the true position. Single-track events must use algorithms to propagate the anchor muon track back through any activity that may be surrounding the true event vertex. For analyses based in the active tracker, where missing the primary vertex by
Identifying events in 11 "segments"

Figure 4. The eleven segments used in vertex segment classification for inclusive nuclear ratio analysis. Note that segment number does not generally correspond to neutrino target number. Note also that these regions are only roughly to scale (target 3 is much thicker than the other targets, target 4 much thinner, the gap between targets 4 and 5 is relatively small, etc.). The dotted region in the center of segment 6 represents the empty water target.

a few centimeters imposes essentially no cost on the analysis quality, this is an acceptable situation. For analyses of neutrino interactions in the passive neutrino targets though, missing the vertex by a few centimeters is a significant problem because it changes our assignment of the target nucleus.

2.5 Analysis

We will present two strategies for vertex finding in the inclusive neutrino target ratio analysis. First, we will perform a large “segment” hybrid localization-classification exercise (hereafter referred to as “classification”) and classify events as being in a particular target or anywhere in the scintillator between the targets; second, we will build a “plane” classifier based on individual planes in the detector.

When considering the neutrino target regions used for reconstruction in the inclusive target ratio analysis, there are eleven “segments” — the five targets and the regions upstream and downstream of the targets, as well as in between the targets, as shown in figure 4. The regions are non-homogenous. Regions 0, 2, and 4 are all four modules of scintillator, but region 6 is much larger and divided in the middle by the passive water target. In the datasets considered here, the water target is empty so there is little scattering as particles pass through its region. Region 8 is smaller with only two modules of scintillator, equal to two planes of scintillator in the X view and one in the U and V view respectively. Finally, region 10 is quite large. The passive targets are of varying thicknesses — see table 1.

In the segment classifier, we will follow the analysis of [34] and include the neighboring plastic planes (one upstream and two downstream) in the definition of the “neutrino target” and subtract the plastic background later using constraints from the MINERvA tracker region during the physics analysis. This is the approach followed by track-based methods because it is impossible to distinguish single-track events in a target from those in the neighboring scintillator planes when using only information from a single track to compute the event vertex.
Table 1. Neutrino target thicknesses. [26] The water target thickness varies (when filled) because it is built from flexible materials and bows out in the center. Here we work with samples that featured an empty water target.

| Target | z-location (cm) | Thickness (cm) |
|--------|-----------------|----------------|
| 1-Fe   | 448.1           | 2.567 ± 0.006  |
| 1-Pb   | 448.1           | 2.578 ± 0.012  |
| 2-Fe   | 470.2           | 2.563 ± 0.006  |
| 2-Pb   | 470.2           | 2.581 ± 0.016  |
| 3-Fe   | 492.3           | 2.573 ± 0.004  |
| 3-Pb   | 492.3           | 2.563 ± 0.004  |
| 3-C    | 492.3           | 7.620 ± 0.005  |
| Water  | 528.4           | 17–24          |
| 4-Pb   | 564.5           | 0.795 ± 0.005  |
| 5-Fe   | 577.8           | 1.289 ± 0.006  |
| 5-Pb   | 577.8           | 1.317 ± 0.007  |

The plane classifier identifies the plane where the interaction occurred. Because the planes are of varying thicknesses, we treat the problem as a classification problem rather than a regression problem. To classify the data with the plane classifier, we use a total of 67 “plane codes”. This includes two “overflow” classes — code 0 for events upstream of the detector, and code 66 for everything downstream of the last considered plane.

Two potential sources of domain differences for this work are the cross section model and the simulation of the hadronic system created by a neutrino interaction. Theoretical calculations are more reliable for the leptonic side of the neutrino interaction than the hadronic side; differences between the model and nature will show up only in subtle distortions in the outgoing lepton energy and angle spectra that our DCNN is likely insensitive to in this task. In contrast, problems in the cross section model will change the relative frequency of occurrence of different reaction channels (e.g., quasi-elastic versus deep inelastic scattering, etc.) and A-dependent effects in the cross section will change the class balance for events in different neutrino targets. These effects are what MINERνA was designed to measure and our current challenges in understanding these effects are cause for caution when training a neural network.

Problems in the simulation of the hadronic side of the reaction will lead to different final state particle spectra, with potentially important differences in particle type, energy, and direction. Because hadronic recoil system is visually the primary determinant of the vertex location, and its existence is why DCNNs are expected to outperform traditional vertex reconstruction, the DCNN vertex finder is potentially sensitive to the way it is modeled.

3 Simulated data sample details

Simulated datasets were drawn from two different flux distributions — the Low Energy (LE) and Medium Energy (ME) configurations of the NuMI beam. The NuMI beamline [1] features a tunable energy spectrum. The peak of the beam energy distribution is about twice as large in the ME
configuration as the LE. These higher energies lead to a larger overall cross section and increased likelihood for inelastic, particle cascade-rich events. The MINERvA flux has been described in detail in [35, 36]. See section 6.2.1 for more details on the beam configurations. The main physics analysis we are pursuing with this study uses the ME flux, so the LE simulated datasets form one of the special physics variations sets we used to evaluate DANNs. See table 2 for a breakdown of the sample sizes, with additional explanation below.

To study the impact of the DCNN on our DIS physics analysis, we divided our ME flux sample into two sets — one larger sample for physics evaluation (6.7 million events) and a smaller sample for ML training and hyperparameter optimization (3.9 million events). Training was conducted with the second sample, with a small piece reserved for model validation between training epochs. This sample was used to tune hyperparameters and network topology, with the final (test) performance evaluation taking place on the large (6.7 million events) sample. We preserved the larger sample in this way to maximize the events available for physics studies unrelated to this work.

To study systematic bias in physics modeling, we use DANNs with out-of-domain samples based on event kinematics, different beam fluxes, and different treatments of the nuclear model. From the ME training sample of 3.7 million events, we constructed two special kinematics samples. The kinematic split separated events into one sample at $W \leq 1$ GeV, where $W$ is the invariant mass of the hadronic system produced in the interaction, and the other at $W > 1$ GeV. These events are a subset of the regular ME training set, but models studying the kinematic split are not used for other purposes — every model sees completely statistically independent events for training as compared to validation or testing. We used two configurations of the MINERvA simulation for the LE running — one with and one without re-scattering in the nucleus activated in the GENIE nuclear model. We refer to the re-scattering of daughter particles created by the primary neutrino interaction as Final State Interactions (FSI). We used three-way sample splits for training, validation, and testing. The validation set was used to monitor for evidence of overfitting, and test data saved until training was finished to provide a final evaluation.

Table 2. The sample sizes for the datasets used here in number of events. For the ME flux, we retained a large sample for physics evaluation that doubled as the “test” sample for the deep learning work.

| Sample                        | Training | Validation | Test   |
|-------------------------------|----------|------------|--------|
| Physics analysis improvements |          |            |        |
| ME Physics Evaluation         | NA       | NA         | 6,661,231 |
| ME DL Training                | 3,700,000| 230,000    | NA     |
| Model variation studies       |          |            |        |
| ME DL Study High $W$          | 625,000  | 100,000    | 100,000|
| ME DL Study Low $W$           | 625,000  | 100,000    | 100,000|
| LE                            | 1,900,000| 150,000    | 150,000|
| LE w/ No FSI                  | 2,000,000| 140,000    | 140,000|

We represented the data as two-channel images using deposited energy and hit time to train the DCNN. Each event contains three images — one for each tracker view — that are fed into separate convolutional towers. We tested a stacked three-channel image that used deposited energies only and padded the U and V views so all three had the same dimensions, but found worse performance...
with that arrangement. We believe there are two reasons for this. First, the longitudinal resolution in the U and V views is different than the X. This exacerbates the problem of mapping a kernel over a non-linear space (which is already theoretically a problem as the spacing between planes in the detector is not perfectly uniform). Second, the views have different relationships to the neutrino target modules and so the distributions of particles traversing them will be locally different, so differently shaped and separately evolved convolutional kernels are appropriate.

The NNs consumed four-dimensional tensors of shape:

$$S = \text{(Batch-size, Channel-depth, Image-height, Image-width)},$$

where Batch-size describes the size of a mini-batch used during training based on stochastic gradient descent, and the other dimensions describe the shape of an individual image three-tensor. Images for the NNs were pre-processed by normalizing the sum of the deposited energy values to unity on an event-by-event basis. Timing values were pre-processed by subtracting the event time extracted by fitting a linear model to the anchor track and scaled by the largest absolute value of all the relative times in the event. See figures 5, 6, and 7 for a visualization of several example images. The dashed lines in the X-view energy pane in the figures go through the plane immediately upstream of, in order from left to right, targets 1, 2, 3, the water target (empty in this analysis), 4, and 5. These dashed lines were not part of the image during training - only the raw images were used. In these figures, we break the event into six panels, with the two-deep tensor components separated into deposited energy and hit-time images. Note that daughter particles from the primary scattering event often re-interact in the target region — in figure 5 we have a re-interaction in target 5, and in figure 6 we have a re-interaction in target 4.

The simulated data have a significant class imbalance. See figure 8 for a visualization of the class distribution. There is a filter that runs prior to the creation of these data samples that removes front-entering tracks from the detector as a background source, and this sculpts the event distributions upstream of the neutrino targets. Note that the front-entering events were added as a class to the plane classifier (figure 8b) after studying the segment classifier performance. The targets themselves are denser than the surrounding scintillator and so feature much higher event rates. The thickness of the regions between targets varies, so the segment and plane classifiers have different event counts. Downstream planes in the detector have higher geometric acceptance in the muon spectrometer and are therefore more likely to enter the sample. Finally, our overflow category — the region downstream of the targets — is much larger than the target region and so there were more events in that region due to detector mass scaling.

Because our final goal was to apply this technique to real detector data, where the vertex location is not known a priori, we used all the events in the simulation to train the classifier, and not just events restricted by a cut on the true simulated vertex to the neutrino target region. For faster execution time we limited the region that is exposed to the neural network — roughly two-thirds of the full span of the MINERvA detector is not included in the images provided to the network (the downstream half of the active tracker, the electromagnetic calorimeter, and the hadronic calorimeter are cropped from the images).
Figure 5. Example event in neutrino target 1. Note the discontinuity where the water target sits, reflecting the gap that is present there. The images are 127 pixels tall and 50 (25) pixels wide in the X (UV) views.
Figure 6. Example event in neutrino target 3. Note the particle cascade activity and the backwards going track.
Figure 7. Example event in neutrino target 4. This is an example of an elastic-like event dominated by tracks.
(a) Segment occupancy for the ME flux, with the downstream class removed in the lower panel. Neutrino targets 1, 2, 3, 4, and 5 correspond to segments 1, 3, 5, 7, and 9.

(b) Planecode occupancy for the ME flux, with the downstream class removed in the bottom panel. The peaks in the bottom panel correspond to residual front-entering events, and then events in targets 1, 2, 3, 4, and 5 respectively.

**Figure 8.** Class balance in the ME simulated dataset. The LE dataset shows similar trends.
4 Deep neural network for vertex finding

4.1 Network topology

DCNNs are not inherently localization algorithms. In this problem we make some non-standard choices (e.g., non-square kernels) to adapt a classification algorithm for the task of localization. A great deal of localization information is contained directly in the energy distribution in $z$. By deliberately breaking the translational symmetry inherent in a DCNN along the $z$-axis, but preserving the symmetry on the orthogonal axes, we achieve better hybrid localization-classification performance. During the early stages of classifier design we discovered it was possible to achieve over 80% localization accuracy in the neutrino targets using the planar sum information only, ignoring transverse segmentation. This inspired our approach of factorizing the problem into a classification task along the transverse axes that studies the radiation patterns coming from the candidate vertices and into a localization problem along the $z$-axis.

In this work, we allowed the images to shrink along the transverse dimension but largely preserved the image size along the $z$-axis. To achieve this we only perform pooling along the “X”, “U” and “V” axes in the corresponding views and the kernels which extract the features are non-square; they are much larger along the transverse direction than they are along the $z$-direction. Additionally, we pooled tensor elements together only along the transverse axis, not along the $z$-axis. By fully preserving the image along the $z$-axis, we allow the network to simultaneously utilize the gross features with respect to where activity stops, starts, and peaks. The fully connected layers are able to correlate the transverse patterns with the distribution along $z$ to build an effective localization algorithm.

The network consists of three separate towers for X, U and V views, as shown in figure 9. Each tower consists of four iterations of convolution and max pooling layers with ReLUs acting as the non-linear activations. Each pooling layer consists of a kernel which decreases the dimension along the transverse axis by one. After the four iterations of Convolution, ReLU and Pooling, there is a fully connected layer with 196 semantic output features. The outputs for the three views are concatenated and fed to another fully connected layer with 98 outputs which in turn is input for a final fully connected layer with 11 (67) outputs for the segment (plane) classifier that is input to a softmax layer. The fully connected layers operate on the semantic representation at the end of the feature discovery layers to associate features to desired outputs. Finally, we assign the network cost using a cross-entropy function, which is subsequently minimized. Further details about the network design choices are described elsewhere [19].

4.2 Training strategies

We consider two applications in this work: in the first we employ a DANN segment classifier (recall figure 4) using one-deep tensor inputs (energy only) and in the second we employ a plane classifier using two-deep tensor inputs. In both cases we use identical network topologies, although the structure of the last fully connected layer is different between the two because of the different number of classes (11 vs 67). Training of the two types of networks is independent — we do not train one and then export the convolutional feature layers to the other, etc.

Our networks are trained using a softmax cross-entropy loss function. The output from the final fully-connected layer of the network is passed to a softmax function such that the sum of the
Figure 9. The MINERvA vertex finding neural network.
values in the final layer is one. The softmax function is defined in Equation 4.1:

$$S_i = \frac{e^{x_i}}{\sum_j e^{y_j}}.$$  \hspace{1cm} (4.1)

Here the $x_j$ are the input layer values to the softmax, with $j$ running from one to the number of nodes in the layer, and $S_i$ is the $i$th node value in the softmax layer. The cross entropy between two vectors $p$ and $q$ is defined according to Equation 4.2:

$$H(p, q) = -\sum_i p(x_i) \log q(x_i)$$  \hspace{1cm} (4.2)

For training purposes, one vector, $p$, is a one-hot representation of the truth label and the other vector, $q$, is the softmax of the final output of the network. A one-hot vector converts a number $i$ in a set of numbers up to $n$ to a vector of length $n$ with the $i$th element equal to one and all other elements equal to zero. During training, parameters are adjusted to minimize this loss function.

The training approaches are slightly different between the segment and plane classifiers. For both applications we use Glorot’s prescription [37] for weight initialization when first training a model. For the by-plane application we use the “AdaGrad” [38] algorithm for the learning rate decay schedule with an initial value of 1e-3, employ L2 regularization of the weight tensors with a scale factor of 1e-4, and train with a batch size of 500. For the by-segment application, we use an inverted exponential weight decay algorithm for the learning rate, we use weight decay with a regularization scale of 1e-4 (roughly equivalent to L2 regularization with a scale factor of 5e-5), and we use a batch size of 50. The batch size is reduced because the DANN network occupies more space in memory on the GPU owing to the extra fully-connected layers in the domain classifier. We do not modify the training strategy for the segment classifier when a DANN is active versus when it is not for simplicity of comparison between the methods.

5 Results of DCNN study

We consider a DIS cross section measurement in the MINERνA passive neutrino targets [39, 40]. DIS events involve scattering with partons inside a nucleus and are characterized by high momentum transfer squared ($Q^2$) and high invariant mass values of the final state hadronic system ($W$). These features typically appear in events as more than three final state particles and energetic hadrons that are likely to produce particle cascades in their interactions with the detector material.

The DCNN performs significantly better than our previous track-based method for vertex finding. We do this comparison using the segment classifier because it defines the “targets” in the same way the track-based algorithm does, namely, each target includes one plane of scintillator from the upstream and two from the downstream. This is further illustrated below. In the plane classifier, we do not include neighboring scintillator planes in the definition of the “target.”

Consider first the row-normalized confusion matrix for the segment classifier presented in figure 10. A confusion matrix presents the correlation between a reconstructed value and a true value. Here, we chose to row-normalize to account for the class imbalances and to ease interpretation. The DCNN-based reconstruction method presents a clearly more diagonal confusion matrix, indicating that it is more likely to correctly reconstruct a vertex. See table 3 for a numerical accounting of the difference in performance.
Figure 10. Track-based reconstruction performance (top row) and deep neural network reconstruction performance (bottom row) for the segment classifier in ME simulation. Here, we show row-normalized confusion matrices (so the sum of the matrix entries reading along a row are normalized to one). Because we row-normalize, the plot should be read by row and interpreted as revealing for a given reconstructed segment (row value), what fraction of the events truly originated in each of the possible 11 segments. The plots on the left have a linear color scale, and the plots on the right show $\log_{10}$ (percentages). See table 3 for the numerical values in the plots shown here.

The performance in the neutrino targets improves to a larger degree than the performance in the regions between the targets. We believe this is because the targets are made of much denser material and, as the cross section scales roughly with the number of nucleons in the target, the network has learned to preferentially draw “borderline” events into the targets. This truthfully reflects the relative cross sections in the target materials versus the interstitial scintillator as modeled in the simulation, but naturally raises concerns that we have introduced a dependency on the cross section model in our training sample. This is investigated further in section 6.
Table 3. Vertex reconstruction purity by segment and technique. Here “purity” is defined by row normalizing the confusion matrix (see figure 10) and is interpreted as the probability that a given reconstructed value was equal to the underlying true generated value. The same test sample of 600,000 events was used for track and DCNN-based evaluation. Uncertainties quoted here are purely statistical.

| Segment | Neutrino Target | Track-based (%) | DCNN (%) | Change (%) |
|---------|-----------------|-----------------|----------|-----------|
| 0       |                 | 41.1 ± 0.95     | 68.1 ± 0.60 | 27.0 ± 1.14 |
| 1       | 1               | 82.6 ± 0.26     | 94.4 ± 0.13 | 11.7 ± 0.30 |
| 2       | 2               | 80.8 ± 0.46     | 82.1 ± 0.37 | 1.30 ± 0.60 |
| 3       | 3               | 77.9 ± 0.27     | 94.0 ± 0.13 | 16.1 ± 0.30 |
| 4       | 4               | 80.1 ± 0.46     | 84.8 ± 0.34 | 4.70 ± 0.60 |
| 5       | 3               | 78.0 ± 0.30     | 92.4 ± 0.16 | 14.4 ± 0.34 |
| 6       | 4               | 90.5 ± 0.20     | 93.0 ± 0.14 | 2.50 ± 0.25 |
| 7       | 4               | 78.3 ± 0.35     | 89.6 ± 0.22 | 11.3 ± 0.42 |
| 8       | 5               | 54.3 ± 1.12     | 51.6 ± 0.95 | -2.70 ± 0.15 |
| 9       | 5               | 81.6 ± 0.30     | 91.2 ± 0.18 | 9.6 ± 0.34 |
| 10      |                 | 99.6 ± 0.01     | 99.3 ± 0.13 | -0.30 ± 0.02 |

In the plane classifier, we choose 60 scintillator planes in the neutrino targets region and the five targets, and attempt to localize events directly into a specific plane or target. We additionally include an underflow and overflow class. Figures 11 and 12 show the difference in the performance in the inclusive nuclear ratio analysis in the vicinity of targets 2 and 4 using the plane classifier algorithm. The left side of the figures shows the performance of the track-based algorithm and explains why we included additional layers of scintillator in the definition of a “target”, namely a large amount of signal bleeds out of the target and into the surrounding scintillator, so it is ultimately advantageous to include those regions and perform more stringent background subtraction to drive sufficient statistical power in the measurement. Figure 13 compares the vertex plane residuals for a subset of the events when using the DCNN vs the track-based method.

The final impact on the signal efficiency and purity for the DIS analysis is shown in figure 14, where efficiency is fraction of true events reconstructed, and purity is the fraction of events where the reconstructed value was equal to the underlying true generated value. The efficiency gains over track-based vertex finding methods are striking. The efficiency is improved largely as a result of better vertex finding in events with cascades. DIS events tend to be cascade-rich, and we obtain a better performance improvement from the introduction of the DCNN than in the set of inclusive events. The gains in the inclusive sample, figure 15, are smaller because a larger fraction of that sample is composed of low produced particle count final states where the track-based methods are successful. The track-based vertex finding method employed in MINERνA was originally designed to handle low multiplicity elastic and resonance events with only two or three particles in the final state. The track-based vertex finding performs well for these events; indeed, it is very difficult to improve the fit resolution of a very clean multi-track event.
Figure 11. Source interaction material by reconstructed vertex location near neutrino target 2 (here, planes 19 and 20). The color corresponds to the true source material. All the scintillator planes between targets 1 and 2 are shown on the left side of the plots, and all the scintillator planes between targets 2 and 3 are shown on the right side of the plots.

Figure 12. Source interaction material by reconstructed vertex location near neutrino target 4 (here, planes 49 and 50). The color corresponds to the true source material. All the scintillator planes between targets 3 and 4 are shown on the left side of the plots, and all the scintillator planes between targets 4 and 5 are shown on the right side of the plots. Note that the gap between targets 4 and 5 is smaller than any of the other gaps between targets.

6 Domain adversarial neural networks (DANNs)

A known weakness of machine learning in discovery science is the use of an imperfect simulation model for training. Classification may rely on features that are systematically different between the simulation and detector data. Traditionally, this is managed by running the simulation many times with different parameters to study domain-sensitive differences. However, this is computationally expensive, particularly so for machine learning based approaches where re-training is often required when the physics model underlying the simulation is varied. What is needed is an efficient way to control for domain differences between the simulation and detector data.

Here we report a study of the use of DANNs [3] for domain adaption in the MINERvA vertex finding problem. DANNs are designed to correct a supervised learner trained in a source domain.
Figure 13. Reconstructed vertex position residuals for neutrino targets 2 and 4. Here, we present integer differences based on the reconstructed plane directly for the DCNN and by computing which plane the floating point \( z \) vertex found by the track-based method corresponds to by look-up table and then computing the difference in the number of planes.

(a) Neutrino target 2 residuals.  
(b) Neutrino target 4 residuals.

Figure 14. Efficiency and purity gains as a multiplicative factor (i.e., DCNN divided by tracking) for the Deep Inelastic Scattering (DIS) analysis.

(a) Efficiency improvement factors
(b) Purity improvement factors

Figure 15. Efficiency and purity gains as a multiplicative factor (i.e., DCNN divided by tracking) for the inclusive analysis. Note the different vertical scales as compared to figure 14.
where truth labels are available but applied in a target domain where they are not. Here, the network produces two outputs - one is a regular feature classifier (e.g., vertex location) while the other is domain discriminator that attempts to distinguish events from the source and target domains.

During training, batches are constructed with half the samples coming from the source domain and half from the target domain. Only images from the source domain are used to compute the loss for the features classifier, while images from the source and target domains are both used to compute the loss for the domain discriminator. By jointly minimizing the loss on the features classifier and maximizing the loss on the domain discriminator in the feature generating layers, the features classifier is trained to use only features that are present in both the source and target domains. At evaluation time, the feature prediction is meant to solve the physics problem under investigation, while the domain prediction may be monitored for bias. If the network domain discrimination performance is different from random guessing, that is a sign of a failure in the domain adaption. A diagram of the DANN can be seen in figure 16.

During physics analysis, simulation is the source domain and detector data is the target domain. We would like to compare the performance on detector data of a classifier trained only on simulation to a classifier trained on simulation with a DANN “partner” from the detector data, but this evaluation is difficult because the detector data lacks truth labels. Therefore, to validate the method, we will compare multiple simulation-only datasets that feature different, unrealistically large perturbations to the underlying physics model and see if the DANN allows the networks to recover proper in-domain performance. In essence, we are masking the labels on our partner sample and using only the raw images and the domain information to augment training. But by using simulation, we can test the level of success for the approach.

An additional application of a DANN (not explored here) would be to examine the results of the features classifier for both simulation samples, but continue to enforce loss maximization on the domain classifier. This technique would possibly enable the use of two simulations of different quality (for example, a fast MC that is cheap to produce and a fully rendered MC that is expensive to produce) to boost sample statistics for training while saving computation time.

6.1 Technical implementation details

Our DANN is implemented in Caffe and we now describe some of the technical details of that implementation making reference to class names in the code. The implementation we used was based on work [41] from the original DANN paper [3]. The DANN version of the network includes special data layers at the bottom of the network. These layers add an adversarial image into the network and also provide labels for the domain (1 for target and 0 for source). The target image is concatenated with the source image and the domain labels are also concatenated. The network then follows the design as above until the final InnerProduct (fully connected) layer in the non-adversarial network is reached. After this layer is a Slice layer which divides the features into source features or target features and then discards the target features (or the features from the adversarial domain) with a Silence layer during the training of the network and only the source features are used during the testing/validation of the network. These final features are used as an input to a final InnerProduct layer with the 11 (or 67) outputs corresponding to target region. A GradientScalar layer also uses the final InnerProduct layer from the non-adversarial network as an input and then outputs to a series of two InnerProduct, ReLU and Dropout layers.
Figure 16. The MINERvA vertex finding neural network with the DANN. The network used for this diagram used named input layers to distinguish sample sources.
This finally is input into an \texttt{InnerProduct} layer which, with the domain labels, is the input to a \texttt{SigmoidCrossEntropyLoss}. This final layer is what selects features which exist in both domains.

### 6.2 Simulation studies

We consider three variations in the simulation physics model, motivated by likely problems in the neutrino analysis. We change (a) the flux model, (b) the FSI nuclear model, and (c) we split the sample by event kinematics into low and high $W$ (hadronic invariant mass) regions to emulate a mis-modeling of the process of hadron formation. To understand the robustness of the results in these three studies, we also perform a study of the sensitivity of the results to the network initialization scheme in the context of the kinematic split analysis.

Neutrino flux is notoriously difficult to model and it is the dominant uncertainty in most cross section measurements. Because we actually measure a convolution of the neutrino flux with the cross section, changing the flux model is strongly correlated to changing the measured cross section. Both effects modulate the observed rate in the detector as a function of neutrino energy.

The nuclear model is a significant uncertainty and one of the most problematic pieces is the modeling of the propagation of hadrons produced at the initial interaction point through the dense nuclear medium after creation (FSI). Modeling of this propagation in different nuclei could produce differences between simulation and data. FSI produces low energy charged hadrons which obscure the region near the interaction point. They are also a prominent cause of backward going hadrons, which could confuse the longitudinal position assessment (and for which transverse information processed by the neural networks can help distinguish the true position). This could lead to biased reconstruction in some neutrino targets over others when switching from the simulation domain to the data domain.

The performance of a machine learning system for the measurement of DIS is also sensitive to the model for hadronization, the process by which partons become hadrons in the nucleus. By splitting the sample into low and high $W$ samples we create two samples with very different compositions of tracks and particle cascades (the low $W$ sample is dominated by tracks, and the high $W$ sample is dominated by particle cascades). Hadronization models are strong functions of $W$, so by splitting the sample we can approximate a move to extremes in the modeling of the hadronization process.

#### 6.2.1 Flux model

Because events created by neutrinos of higher energy tend to be cascade-rich, and the neutrino energy distribution is not available to the DCNN, it is important to validate the robustness of the DCNN we built for vertex finding with respect to changes in the flux. To test this, we used events simulated with the LE beam flux as the source domain and events simulated with the ME flux as a target domain. Figure 17 shows the two different neutrino fluxes discussed in this paper.

Figure 18 shows a comparison of the accuracy and loss for the vertex finder under different flux conditions. Throughout this section, “accuracy” is defined as the fraction of correct classifications made out of the total number of classifications computed from the multi-class output of the network. Here, the target domain is the ME flux, so out of domain training means using the LE flux as the source domain. The domains are illustrated in table 4. In this case, we see very little differences in model performance regardless of the training and/or evaluation domains, suggesting that the performance of the network is insensitive to the flux model. This is likely because both fluxes
contain a similar set of available event topologies - the only difference is the balance between them. With large samples, the networks are able to access a sufficient number of examples of each sort of event and so even large changes in the balance between topologies does not degrade the ability of the networks to localize interactions. The DANN-partner sample outperforms the other domain strategies, a feature we will discuss in more depth in section 6.4.

Table 4. Sample decoder for figure 18.

| Curve               | Train (labeled) | DANN partner (unlabeled) | Evaluation sample |
|---------------------|-----------------|--------------------------|-------------------|
| Black (Train out-of-domain)  | Source domain LE Flux | None | Target domain ME Flux |
| Blue (Train in-domain)     | Target domain ME Flux | None | Target domain ME Flux |
| Red (Train out-of-domain with in-domain DANN partner) | Source domain LE Flux | Target domain ME Flux | Target domain ME Flux |

6.2.2 FSI model

In MINERνA, uncertainties in the model that describes final state interactions (FSI) are often dominant systematic uncertainties. In some cases the measurement itself is of the FSI effects. Signal topologies are usually defined by the observed particles in the final state, so processes that change that content directly impact the signal definition. In order to investigate the robustness of our network to FSI, we used two domains: simulation with FSI turned on and off. In this section, we treat the simulation with FSI turned on as the source
Figure 18. DANN vs. No-DANN performance as a function of training epoch. Here, the target domain sample uses the ME flux. See table 4 for sample-label correspondence.
domain and simulation with FSI turned off as the target domain. Only simulation using the LE flux was available with FSI turned off at the time of the study.

See figure 19 for an example of the impact of the DANN on the total classification accuracy. The domains are illustrated in table 5. We see that if inference is run in a domain with FSI active, that a model trained in the same domain (with FSI active) is more accurate than a model trained with an out-of-domain physics model (with FSI inactive). However, by adding a DANN partner to the model trained in the wrong domain we are able to recover the performance of the model natively trained in the correct domain. Indeed, for the same set of hyper-parameters we actually achieve better in-domain performance than without a DANN but still with proper in-domain training.

### Table 5. Sample decoder for figure 19.

| Curve  | Train (labeled) | DANN partner (unlabeled) | Evaluation sample |
|--------|----------------|--------------------------|------------------|
| Black  | Source domain  | None                     | Target domain    |
| (Train out-of-domain) | FSI-off | FSI-on                   |                  |
| Blue   | Target domain  | None                     | Target domain    |
| (Train in-domain) | FSI-on    | FSI-on                   |                  |
| Red    | Source domain  | Target domain            | Target domain    |
| (Train out-of-domain with in-domain DANN partner) | FSI-off | FSI-on                   |                  |

#### 6.2.3 Kinematic split

By splitting the simulation sample by invariant mass into samples with $W < 1$ GeV and $W \geq 1$ GeV (recall table 2) we can directly test the robustness of the network topology when presented with a set which has topologies which are different than that which it was trained on. The $W < 1$ GeV sample features events that are particle cascade poor while the $W \geq 1$ GeV sample contains a range of topologies weighted towards more events that are particle cascade rich. We also trained a network with the $W \geq 1$ GeV sample used as the adversarial partner. In figure 20 we see a surprisingly similar agreement in validation accuracy and loss on high-$W$ events regardless of whether the training sample was in or out of domain. The domains are illustrated in table 6. Including a DANN partner from the in-domain sample (so training on a low-$W$ sample but with a high-$W$ DANN partner) is the best performing option. We will discuss this outcome further in section 6.4.

#### 6.3 Initialization and training impacts

We studied the impact of random initialization on training. See figure 21. The domains considered here correspond to splits in the total sample by event kinematics. The split will be further explained in section 6.2.3 Our conclusion was that the training results were fairly stable even at low epoch count, and that it was not necessary to repeat all of our long training runs many times to account for the initialization variation.
Figure 19. DANN vs. No-DANN performance as a function of training epoch. Here, the target domain sample is FSI-active events. See table 5 for sample-label correspondence.
Figure 20. DANN vs. No-DANN performance as a function of training epoch. Here, the target domain sample is high-$W$ events. See table 6 for sample-label correspondence.
Table 6. Sample decoder for figure 20.

| Curve       | Train (labeled) | DANN partner (unlabeled) | Evaluation sample |
|-------------|-----------------|--------------------------|-------------------|
| Black       | Source domain   | None                     | Target domain     |
| (Train out-of-domain) | Low-W          |                           | High-W            |
| Blue        | Target domain   | None                     | Target domain     |
| (Train in-domain) | High-W         |                           | High-W            |
| Red         | Source domain   | Target domain            | Target domain     |
| (Train out-of-domain with in-domain DANN partner) | Low-W          | High-W                   | High-W            |

(a) Evaluation sample losses for 10 runs trained using the high-W sample.
(b) Evaluation sample losses for 10 runs trained using the low-W sample.
(c) Evaluation sample losses for 10 runs trained using the low-W sample with a high-W DANN partner.
(d) Training cases (a), (b), and (c), with points equal to the means of the training runs and errors equal to the RMS.

Figure 21. Many initializations comparison - here using the kinematic split sample. The evaluation sample is the high-W region in all cases. The results show that the evolution of the training curves is generally quite stable, and not particularly sensitive to the specific random initialization of the network.
6.4 Common features of DANN performance tests

The studies in sections 6.2.1 to 6.2.3 showed that using a in-domain DANN improved the performance of a network for both the source and target domains. A surprising result was that networks trained on out-of-domain data with DANN partners were able to outperform networks trained on in-domain data. We attempt to explain this effect in figures 22, 23, 24, and 25 which are the same as figure 19, but each with an additional curve. Benchmark performance is established by the blue curve — this is training and evaluating in a domain with FSI active. The training sample contains 1.2 million events. The out-of-domain sample, the black curve, shows degraded performance - this is training on a 1.2 million event sample with FSI deactivated, and evaluating on a sample with FSI activated. The red curve corresponds to training in a domain with FSI deactivated, but now using a DANN partner sample with FSI activated. Both samples are 1.2 million events. We recover the performance of the blue sample and more, although in the asymptotic limit of long training times, the curves are slowly converging.

The question is — why does the red curve outperform the blue? The answer is supplied by the green curves. For figures 22, 23, and 24, we use the same training strategy as for the red curve, but with both samples reduced in size by a factor chosen to keep the total number of events available fixed at 1.2 million, but with varying fractions labeled. Then in figure 25 we use all the available labeled data, but only half of the possible DANN partner events. See table 7 for a breakdown of the event samples for each figure.

Table 7. Training and DANN sample types and sizes for the curves displayed in figures 19, 22, 23, 24, and 25. Note that figure 19 spans a longer training period (50 vs 30 epochs).

| Curve       | Source domain sample | DANN partner sample | Figures          |
|-------------|----------------------|---------------------|------------------|
| Blue        | FSI activated        | NA                  | 19, 22, 23, 24, 25 |
|             | 1.2 million events   |                     |                  |
| Black       | FSI deactivated      | NA                  | 19, 22, 23, 24, 25 |
|             | 1.2 million events   |                     |                  |
| Red         | FSI deactivated      | FSI activated       | 19, 22, 23, 24, 25 |
|             | 1.2 million events   | 1.2 million events  |                  |
| Green 3/4-DANN | FSI deactivated    | FSI activated       | 22               |
|             | 0.3 million events   | 0.9 million events  |                  |
| Green half-DANN | FSI deactivated   | FSI activated       | 23               |
|             | 0.6 million events   | 0.6 million events  |                  |
| Green 1/4-DANN | FSI deactivated    | FSI activated       | 24               |
|             | 0.9 million events   | 0.3 million events  |                  |
| Green full-source, half-DANN | FSI deactivated | FSI activated       | 25               |
|             | 1.2 million events   | 0.6 million events  |                  |

In figure 22, the green curve is utilizing a one-quarter size labeled training set (and three quarters of the available DANN partners) and the observed performance is degraded, although it asymptotically approaches the full sample out of domain model. Note that because the labeled data controls the size of the epoch that the number of adjustments to the weights per epoch is lower in this
Figure 22. DANN vs. No-DANN performance as a function of training epoch. Here, the target domain sample is FSI-active events. The green curve is trained using one quarter of the labeled training set and three quarters of the available DANN partner events. See table 7.
Figure 23. DANN vs. No-DANN performance as a function of training epoch. Here, the target domain sample is FSI-active events. The green curve is trained using half of the labeled training set and half of the available DANN partner events. See table 7.
Figure 24. DANN vs. No-DANN performance as a function of training epoch. Here, the target domain sample is FSI-active events. The green curve is trained using three quarters of the labeled training set and one quarter of the available DANN partner events. See table 7.
Figure 25. DANN vs. No-DANN performance as a function of training epoch. Here, the target domain sample is FSI-active events. The green curve is trained using the full labeled training set and one half of the available DANN partner events. See table 7.
case than for the black curve (although the number of events in each computation of the gradients is higher owing to the DANN sample). Therefore, the slower rise of the green curve is at least partially due to this effect. Then, in figure 23, we see performance recovery towards the blue curve, but we do not observe performance matching at high epoch count. What this shows is that the domain information from the DANN improves the ability of the network to match in-domain performance, but that the reduced event sample size in the supervised dataset also suppresses performance. In figure 24, we see further recovery towards the blue curve, but the overall improvement is limited by the number of events available for training.

Finally, in figure 25 we utilize all the available labeled data and half of the available DANN sample. We see a clear move from the black curve towards the red in this case, indicating that the domain information available is able to improve the classifier. The fact that we move beyond the blue curve in this case suggests that the DANN sample is large enough to match the domain information that would be available to an in-domain sample and that the additional events available for training, even in semi-supervised form, positively impacts performance.

In other words, the red curve is able to surpass the blue curve and the various green curves because it is able to both utilize an increased effective training sample size due to the larger semi-supervised dataset, and it is able to use domain information from the DANN partner. This suggests that as long as the additional training time required to train with a DANN can be withstood, and the network architecture is capable of effectively leveraging the additional data (i.e., the network capacity is large enough), it is valuable to supplement training with a DANN partner in a semi-supervised way provided the domains are reasonably similar. The results of this analysis are not sufficient to draw the dividing line between domains that are similar enough to be used in this way versus those that are too different to add values in general, but in the specific case of the MINERνA detector simulation we are able to improve the trained model in this way.

7 Conclusions and discussion

7.1 Future work

We will first configure a DANN-based network to produce classifications by plane rather than segment and optimize a new training strategy for the DIS analysis. Additionally we plan on testing and applying DANNs in other measurements that may be more sensitive to underlying features of the physics model, for example in classifying the number of charged hadrons produced in an interaction or in per-track particle identification, etc. We also plan on studying the impact of DANNs on optimal network architecture as optimized via an evolutionary algorithm [42].

Mischaracterized events form a small fraction of the total event count. Generally, mischaracterized events are very likely to come from the neighboring plane or segment, as seen in figure 10. Inspection of these events by eye offer little clue about possible pathologies — likely they represent an irreducible reconstruction error background rooted in the fact we must employ passive neutrino targets. The far off-diagonal elements in the confusion matrix are largely due to pile-up — which is the phenomenon of multiple physics interactions occurring very close in time. We plan to do a careful We have seen that DCNNs are productive in extracting the relevant features for a task such as finding the vertex in a neutrino charged current event and can do this better than that of traditional
feature extraction. We have also seen that the performance of this network is largely independent of to some of the main sources of uncertainty; networks trained with different hadronization and flux domains had very similar cross-domain performance. When we have simulation with radically different FSI behavior, we do see cross-domain performance degradation, but by using DANNs to restrict the feature extraction only to features in both domains we can train a domain-invariant classifier. We also find that DANN partners enable the use of unlabeled data for semi-supervised training in such a fashion as to productively expand the training set for a model. This has numerous applications in HEP and other problem domains.
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