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Abstract
This article describes an innovative e-business strategy planning e-valuation approach, based on adaptive algorithmic modeling methods for solving a wide class of e-business and strategic management problems. The proposed methodology is based on basic ideas and concepts of four key-field interrelated sciences, i.e. Computing Science, Applied Mathematics, Management and Economic Sciences. Furthermore, the fundamental scientific concepts of adaptability and uncertainty are shown to play a critical role of major importance for a (near) optimum solution of a class of complex e-business/services and strategic management problems. A characteristic case study of adaptive algorithmic schemes containing several distinct e-valuation procedures corresponding to e-business performance models under certain environmental pressures, organizational constraints and describing the relationships between technology, innovation and firm performance, is presented in the proposed adaptive algorithmic modeling approach. The new hybrid algorithmic model includes six dynamic modules, can be optimized and used effectively in e-business performance and strategic planning e-valuation of various e-services in very large organizations. This new methodology incorporating critical factors for e-business performance can play a significant role of major importance for (near) optimum solutions of a class of complex e-business/services and strategic management problems.
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1. Introduction

During the last decades significant research efforts have been focused in important scientific and technological topics related to the fundamental principles of adaptability and uncertainty (Heisenberg et al., 1927-1930; Polya, 1945; Kahneman et al., 1982; Zadeh, 1983; Pelletier et al., 2003; Halpern, 2005; Babuska et al., 2005; Byron et al., 2007). These two fundamental principles have been extensively used in various methodologies and techniques in a wide spectrum of scientific and technological fields, including physics, statistics, engineering, information science, economics, finance, sociology, psychology, insurance, management science, decision theory, e-business and internet applications, and other qualitative and quantitative fields (Brynjolfsson, 1993; Porter, 2001; Wheeler, 2002; NSF, 2006-2011; Grote, 2009). In the following sections we present synoptically the definitions, basic characteristics and applications of these significant fundamental principles in science, technology and social environments. Specifically, the important issues of adaptive algorithmic approach (adaptivity) and singular perturbation concept (uncertainty) for e-business problems and strategic management methodologies in various Digital Information Management (DIM) applications including e-services will be synoptically presented.

The Algorithmic Approach
The basic concepts of the adaptive algorithmic approach on e-business problems and strategic management methodologies have been recently presented (Lipitakis, 2007a-2007b; Lipitakis and Phillips, 2007). It is known that an algorithm can be simply defined as a finite set of rules which leads to a sequence of operations for solving specific types of problems, with the following five important characteristic features: finiteness, definiteness, input, output and effectiveness, as described in the classic book of Knuth (Knuth, 1968). The algorithms can be easily presented by the so-called
'pseudo-algorithmic' form, that is also called 'pseudoalgorithm' or 'pseudocode' in the case of preparation computer programs/codes.

In view of these facts the usage of the adaptive algorithms, with their previously mentioned advantages and the additional important features of compactness, adaptiveness and incorporation of singular parameters that allow the computation of (near) optimum solutions, can be extended for the efficient solution of e-business and Strategic Management (SM) problems and in a wide area of corresponding applications, a part of which is presented in the references and bibliography section (Chaffee, 1985; Dutton et al., 1987; Filkescin and Hambrick, 1996; Teece et al., 1997; Nohria et al., 2003; Colman et al., 2007; Hafeez et al., 2006; Colman et al., 2008; Montgomery, 2008).

The term ‘adaptive algorithm’ denotes here an algorithm which changes its behavior based on the available resources. The adaptive algorithm functions provide a way to indicate the user’s choice of adaptive algorithm and let the user specify certain properties of the algorithm. The concept of adaptive algorithm is closely related to the corresponding concept of ‘adaptive’ or ‘variable’ choices of the parameters (input elements) of the algorithm. Adaptive algorithms are algorithms that adapt to contention, often have adjustable steps that repeat (iterate) or require decisions (logic or comparison) until the task is completed, are simple and easy to program. The general technique of adapting simple algorithmic methods to work efficiently on difficult parts of complex computational problems can be a powerful one in the algorithm design, evaluation and practice (Lenz, 1981; Barr et al., 1992; Zajac et al., 2000; Brynjolfsson and Hitt, 2000; European Commission, 2004a-2004b; Carton and Hoffer, 2005; Teece, 2006).

The Singular Perturbation Concept

During the last decades considerable research effort has been focused in studies of initial/boundary-value problems and the behaviour of the approximate solutions of the resulting linear systems by considering a small positive perturbation parameter, affecting the derivative of highest order (Tikhonov and Arsenin, 1963; Lipitakis, 2006).

Following this approach, a class of generalized fully parameterized singularly perturbed (sp) non-linear initial and boundary value problems can be considered and the way that the sp parameters variation affects their numerical solution can be studied (Lipitakis, 2006). For example, let us consider the following fully parameterized non-linear parabolic P.D.E. in two space variables:

\[ \varepsilon_t \frac{\partial u}{\partial t} - \varepsilon_L \Delta u(x,y) = \alpha \varepsilon \beta u(x,y) \]

with initial conditions:

\[ u(x,y,0) = g_0(x,y), \ 0 \leq t \leq 0, \] (1.1a)

and boundary conditions:

\[ u(x,y,t) = g_t(x,y), \ t > 0, \] (1.1b)

where \( \varepsilon_t \) and \( \varepsilon_L \) are sp-parameters affecting the derivative with respect to time and the derivatives with respect to the space variables respectively, and \( \Delta \) is the known Laplacian operator (Lipitakis, 2006).

The real parameters \( \alpha \) and \( \beta \) affect the non-linear term, while certain values of these parameters lead to highly non-linear terms. It can be easily seen that for various values of the given parameters \( \varepsilon, \varepsilon_L, \alpha \) and \( \beta \), a wider class of non-linear P.D.E.’s can be considered and eventually solved by following the proposed computational solution techniques. Furthermore, the equation (1.1) for the special case \( \varepsilon_L = \alpha = \beta = 1 \), reduces to a simple non-linear parabolic equation in two space variables. It should be noted that the sp-parameters have been firstly used by Tikhonov for solving numerically singularly perturbed ordinary differential equations (Tikhonov, 1936).

In this article we show that suitable adaptive algorithmic procedures can be efficiently used for solving a wide class of complex computational problems, including e-business and strategic management problems. Furthermore, we point out that the selective usage of both algorithmic and sp-concepts, i.e. the usage of adaptive algorithms in combination with the dynamical choice of sp-parameters, can lead to (near) optimized solutions. The applicability of the proposed adaptive algorithmic approach and sp-concept methodology is demonstrated by considering a characteristic case study in e-publishing business applications.

The fundamental principles of adaptivity and uncertainty have been extensively used in various methodologies and techniques in a wide spectrum of scientific and technological fields, including physics, statistics, engineering, information science, economics, finance, sociology, philosophy, psychology, insurance. A thorough investigation reveals the fact that a little attention has been comparatively given to the important topics of management science, decision theory, e-business and internet applications, and other qualitative and quantitative fields (Brynjolfsson, 1993; Porter, 2001; Wheeler, 2002; Grote, 2009) concerning the efficient application of adaptivity and uncertainty principles to these significant areas and their multidimensional applications. In the following section we synoptically discuss on the fundamental adaptivity and uncertainty principles.

2. On the Adaptivity and Uncertainty Principles

In the following section we present synoptically the definitions, basic characteristics and applications of the adaptivity and uncertainty principles in science, technology and social environments.

Adaptation and its capabilities

The general term of adaptation (in Computer Science) refers to a special process in which certain interactive
(adaptive) systems can adapt their behavior to individual users based on information acquired about their users and their corresponding environments.

The process of adaptation usually includes the following sub-categories: (i) Adaptability, (ii) Adaptivity, (iii) Personalization and (iv) Extensibility (Rashey et al., 1997; Graf, 2007). The main adaptation capabilities are related to the categories of adaptivity and adaptability. The former indicates (adaptive) systems that can adapt automatically to their users according to certain changing conditions, while the latter refers to users that can customize the (adaptable) systems through several tailoring activities by themselves. These system categories are considered to be complementary to each other (Opperman, 2005).

A synoptic description of the adaption capabilities of the previous categories can be given as follows (Graff, 2007; Rashey and Kinshuk, 1997; Subramanman et al., 1999):

(i) Adaptability: includes all the necessary facilities to customize the system for the educational organization requirements and needs,
(ii) Adaptivity: indicates all forms of automated adaptation to the individual learners’ requirements and needs,
(iii) Personalization: indicates the facilities of users to customize their personal views (language’s designs) of the system,
(iv) Extensibility: generally for all open source products with difficulties in the actual application.

**The Adaptivity Principle**

The Adaptivity Principle, a part of its multidimensional applications in almost every scientific and technological field and a wide spectrum of their applications including several multiple transformation processes, can be used as an important tool in several e-learning environments in order to overcome various basic e-learning barriers and complementary help to spread e-learning among large classes of users (Kareal et al., 2006; Paramythis et al., 2004).

Dynamic adaptivity is considered to be one of the most challenging non-functional issues of the advanced information systems engineering indicating the capability of systems (or software) to make certain changes during their execution related to various aspects of architectural, functional, structural, content and service levels (Raibulet, 2008; Raibulet et al., 2009).

**Adaptability**

Adaptability is a characteristic feature of a process or of a system and is considered to be an important factor for the efficiency and economic success of business and manufacturing systems (Andresen et al., 2005; Andresen, 2006).

In the case of life sciences adaptability can have several meanings, such as understanding or information entropy measure of biota of certain ecosystems, such as populations of species, genes, proteins, cells etc. (Conrad, 1983). In the case of biological and ecological systems adaptability and efficiency, although are important factors for the evolution of such systems, can be interpreted to be in opposition to each other. The adaptability of a process or a system can be determined by validating certain predetermined criteria. In the technical and technological research fields the factor of adaptability is considered an important factor for manufacturing and system engineers (McKeown, 2012).

Adaptability is considered as the ability of a (computer) system to adapt itself efficiently and fast to certain changed circumstances. An adaptive system is an open system that is able to fit its behavior according to changes in its environment (or even in certain parts of the system itself). Adaptive algorithms can also be used in a wide spectrum of applications, such as communications, control, filtering, (biomedical) signal processing, etc., with special emphasis to their characteristic ability to adapt in unknown and changing environments.

Adaptive algorithms can be classified into two main categories, namely the deterministic approach and the stochastic approach. The latter approach is mainly based on the stochastic approximation theory (for differential equations), steady state behavior and asymptotic stability analysis of adaptive algorithms (Benveniste et al., 1990; Solo et al., 1995; Kato, 1966; Haykin, 1996).

The class of adaptive algorithms includes sets of instructions in order to perform functions that can adapt in the events of changes in environments of circumstances aiming to achieve the best possible outcomes. These algorithms can be easily presented in pseudoalgorithmic forms and be programmed in a number of programming languages by changing their behavior if they sense a necessity to do so.

This category of algorithms can learn from the corresponding behavior of users and can customize their results to the special needs of the users. During the coding of the adaptive algorithms a list of parameters is usually developed in order to describe what is needed to do and how. By using such adaptive versions the designer can include in his proposed adaptive algorithmic scheme certain situations that could arise and accordingly the code can be redesigned so the adaptive algorithms can learn from their experiences (Benveniste et al., 1990; Solo et al., 1995)

Adaptive algorithms can achieve performance close to theoretical ideal algorithms and guarantee most of the times stable numerical results for a wide range of workload scenarios in several social network services (Canali et al., 2010). The two most common Adaptive Algorithms are the Least Mean Squares Algorithm and the Recursive Least Squares Algorithm, while the majority of the other algorithms can be considered as variation of these two algorithms.

Theoretical insights of adaptive algorithms have been used in neural networks, genetic algorithms, evolutionary computation, natural computing, bioinformatics and computational biology, while interesting practical applications of neural networks using adaptive algorithms have been extensively used in process engineering, robotics,
control, evolutionary computation (combinatorial and optimization problems), machine learning and heuristics, hybrid intelligent systems, soft computing applications. Further related research is devoted to quantum computation, pattern recognition (by using kernel based algorithms), intelligent signal processing and computer vision (Ribeiro et al., 2005).

It has been recently reported that adaptive computation can be efficiently used in Artificial Intelligence, computational Geometry, Biometric Technologies. The adaptive algorithms can be applied to surface modelling, biometric processing especially in the cases of massive data storage and very large datasets of collected data (such as Geographic Information Systems [GIS] maps, biometric samples, videos etc.), faster processing and precise visualization or optimizing existing algorithms (Gavrilova, 2009).

**The Uncertainty Principle**

The Uncertainty principle is extensively used in various methodologies and techniques in a wide spectrum of scientific and technological fields, including physics, statistics, engineering, information science, economics, finance, sociology, philosophy, psychology, insurance. It is applicable to predictions of future events in particular to existing physical measurements or to the unknown. Due to the its very significant importance in various ways among the general public, in statistics, decision theory and other qualitative and quantitative fields there are several definitions of uncertainty, risk and their corresponding measurements (Knight, 1921; Simon, 1969; Smithson, 1989; Laffont, 1989; Folland and Sitaram, 1997; Lindley, 2006; Hubbard, 2010), such as:

(i) Uncertainty: a state of having (very) limited knowledge where it is impossible to exactly describe the existing states, future outcomes or more than one possible outcome. The term is commonly related to the lack of certainty.

(ii) Measuring of Uncertainty: A set of possible states or related outcomes, where probabilities are assigned to each possible state or related outcome (this computational procedure includes the applications of probability density functions to continuous variables).

(iii) Risk: A state of uncertainty, where several possible outcomes have undesired effects of significant losses.

(iv) Measuring of Risk: A set of measured (computed) uncertainties, where several possible outcomes are losses and the magnitudes of those losses, including loss functions over continuous variables (Hubbard, 2010).

The Uncertainty Principle in Quantum Mechanics is any of a variety of mathematical inequalities asserting a fundamental limit to the required precision with which certain pairs of physical properties of a considered particle, such as the position $x$ and momentum $p$, can be simultaneously known. The more precisely the position of some particle is computed, the less precisely its momentum can be known and vice versa. Heisenberg (1927) determined the existence of such limits. Note that the Uncertainty Principle states a fundamental property of the quantum systems and is not considered as a statement about the observational success of the contemporary technology.

In mathematical terms the position and momentum are conjugate variables, i.e. the uncertainty relationships between these two variables are derived due to the expressions of the wavefunction in these the two corresponding bases which should be considered as Fourier transforms of one another. On the relationships between uncertainty and adaptivity, it has been reported that although the presence of uncertainty cannot make intelligent choice impossible, it creates favorably the use of adaptive procedures instead of optimizing several strategies that work well only when finely tuned to precisely known environments (Simon, 1982).

Uncertainty can be considered as an idiomorphic aspect of knowledge accumulated by certain diagnostic systems. The basic elements of systems knowledge are content (facts and rules), relevance and confidence. Although the first two basic elements are widely exploited into several diagnostic models and related tools, the third one doesn’t receive specific attention (Piccinelli et al., 2003). Uncertainty can be presented as a fundamental and dynamic component of diagnostic knowledge and processes by using fuzzy sets as theoretical base of the considered models.

In the framework of e-business performance and management science, the relationships between technology, innovation and firm performance (Koellinger, 2008), (which can be measured in terms of profitability and growth of the firm) can be shown in several adaptive algorithmic schemes (Lipitakis, 2012; Lipitakis and Lipitakis, 2012b). In the case of e-business and strategic management planning in order to demonstrate the flexibility and efficiency of both adaptability (algorithmic theory) and uncertainty (singular perturbation theory) several singular perturbation (sp)-parameters at first step-level have been used in certain adaptive algorithms leading to (near) optimized determination of the required relationships between technology, innovation and firm performance (Lipitakis and Lipitakis, 2012a).

Then, the Adaptive Hybrid Algorithmic Modeling Approach (AHAMA) can be described as follows:

**Algorithm AHAMA (PORT, PHIL, DARE, THEO, LIPI, AHAMS)**

**Purpose:** describes an innovative Adaptive Hybrid Algorithmic Modeling Approach, the so-called AHAMA methodology, for solving a wide class of e-business and strategic management problems under uncertainty conditions.

**Input:** Forces Analysis FAN, Design Structure STR, Leadership LEA, People and Culture PCU, Coherence COH, Knowledge KNO, Alliances ALL, Agility & Decision Making ADM.
Transformative Research and Innovations TRI, Multidisciplinary Research and Technology MRT, New Paradigms and Fields NPF, Future Cooperation for Research and Education FCRE, Economic system of Synergy ESS, Adaptability and Uncertainty AAU

Output: The Adaptive Hybrid Algorithmic Model Solution (AHAMS)

Computational Procedure:

Module 1-PORT (FAN)

Step 1: Forces Analysis FAN (TSP, TENC, ICR, BPC, BPS, CCO)
  
  Step 1.1: Threat of substitute products TSP (BPS, RPPS, BSC, PLPF)
    
    Step 1.1.1: Buyer prosperity to substitute (BPS)
    
    Step 1.1.2: Relative price performance of substitutes (RPPS)
    
    Step 1.1.3: Buyer switching costs (BSC)
    
    Step 1.1.4: Perceived level of product differentiation (PLPF)

Step 1.2: Threat of the entry of new competitors TENC (EBE, EPD, BEQ, SCSC, CRE, ADI, ACA, LCA, ERI, GPO)
  
  Step 1.2.1: existence of barriers to entry (patents, rights etc) (EBE)
  
  Step 1.2.2: economies of product differences (EPD)
  
  Step 1.2.3: brand equity (BEQ)
  
  Step 1.2.4: switching costs or sunk costs (SCSC)
  
  Step 1.2.5: capital requirements (CRE)
  
  Step 1.2.6: access to distribution (ADI)
  
  Step 1.2.7: absolute cost advantages (ACA)
  
  Step 1.2.8: learning curve advantages (LCA)
  
  Step 1.2.9: expected retaliation by incumbents (ERI)
  
  Step 1.2.10: government policies (GPO)

Step 1.3: Intensity of competitive rivalry ICR (NCO, RIG, IIO, EBA, DOC, ICA, FCA, LAE, EOS, SCAI)
  
  Step 1.3.1: number of competitors (NCO)
  
  Step 1.3.2: rate of industry growth (RIG)
  
  Step 1.3.3: intermittent industry overcapacity (IIO)
  
  Step 1.3.4: exit barriers (EBA)
  
  Step 1.3.5: diversity of competitors (DOC)
  
  Step 1.3.6: informational complexity and asymmetry (ICA)
  
  Step 1.3.7: fixed cost allocation per value added (FCA)
  
  Step 1.3.8: level of advertising expense (LAE)
  
  Step 1.3.9: economies of scale (EOS)
  
  Step 1.3.10: sustainable competitive advantage through improvisation (SCAI)

Step 1.4: Bargaining power of customers BPC (BCFC, DDCD, BLIC, BVO, BSCF, BIA, ABI, AESP, BPS, DAIP, ARFM)
  
  Step 1.4.1: buyer concentration to firm concentration ration (BCFC)
  
  Step 1.4.2: degree of dependency upon existing channels of distribution (DDCD)
  
  Step 1.4.3: bargaining leverage particularly in industries with high fixed costs (BLIC)
  
  Step 1.4.4: buyer volume (BVO)
  
  Step 1.4.5: buyer switching costs relative to firm switching costs (BSCF)

Step 1.5: Bargaining power of suppliers BPS (SSCF, DDI, PSI, SCFC, ESO)
  
  Step 1.5.1: supplier switching costs relative to firm switching costs (SSCF)
  
  Step 1.5.2: degree of differentiation of inputs (DDI)
  
  Step 1.5.3: presence of substitute inputs (PSI)
  
  Step 1.5.4: supplier concentration to firm concentration ratio (SCFC)
  
  Step 1.5.5: employer solidarity (labour unions etc) (ESO)

Step 1.6: Consider the complementors CCO (GNR, PUB, PGR)
  
  Step 1.6.1: government (national and regional) (GNR)
  
  Step 1.6.2: public (PUB)
  
  Step 1.6.3: pressure groups (PGR)

Module 2-PHIL (STR, LEA, PEC, COH, KNO, ALL, ADM)

Step 2: Design Structure STR (MRE, POR, SAR, DBF)
  
  Step 2.1: Managing Relationships (MRE)
  
  Step 2.2: Process Orientation (POR)
  
  Step 2.3: Strategic Architecture (SAR)
  
  Step 2.4: Demand based Flexibility (DBF)

Step 3: Improve Leadership LEA (TCH, LAD, LAC, LEIS)
  
  Step 3.1: Transformation Champion (TCH)
  
  Step 3.2: Leadership Advocacy (LAD)
  
  Step 3.3: Leadership Accountability (LAC)
  
  Step 3.4: Leadership Empowerment & Idea Synthesis (LEIS)

Step 4: Focus on People and Culture PCU (REW, RCR, LRE, RTR, ICO)
Step 4.1: Rewards (REW)
Step 4.2: Rapid Customer Responsiveness (RCR)
Step 4.3: Learning & Renewal (LRE)
Step 4.4: Respect & Trust (RTR)
Step 4.5: Involvement & Commitment (ICO)

Step 5: Emphasize on Coherence COH (MPE, III, SIN, DDS, CCS)
Step 5.1: Measurements & Performance Evaluation (MPE)
Step 5.2: Integrated Information Infrastructure (III)
Step 5.3: Standardisation & Interoperability (SIN)
Step 5.4: Decentralised Differentiated Services (DDS)
Step 5.5: Common Centralised Services (CCS)

Step 6: Comment on Knowledge KNO (KDA, KFO, KEM, KAC, KSH)
Step 6.1: Knowledge Development Applications (KDA)
Step 6.2: Knowledge Focus (KFO)
Step 6.3: Knowledge Exchange Meetings (KEM)
Step 6.4: Knowledge Accessibility (KAC)
Step 6.5: Knowledge Sharing (KSH)

Step 7: Determine Alliances ALL (ART, APE, CRI)
Step 7.1: Alliance Respect & Trust (ART)
Step 7.2: Alliance Performance Expectations (APE)
Step 7.3: Complexity & Risk (CRI)

Step 8: Focus on Agility & Decision Making ADM (IRE, MSR, TRTO, PMA, MSA, ADE)
Step 8.1: Intent Realisation (IRE)
Step 8.2: Matching and Speed & Risk (MSR)
Step 8.3: Tempo/Reliability Trade off (TRTO)
Step 8.4: Project Management (PMA)
Step 8.5: Market Space Awareness (MSA)
Step 8.6: Agility & Decision Edge (ADE)

Module 3-DARE (TRI, MRT, NPF, FCRE)

Step 9: Transformative Research and Innovations TRI (TII, TTAI, TEA, TNKNR, TIP)
Step 9.1: Transformative inspirations and ideas (TII)
Step 9.2: Transformative technical approaches, technical processes & Infrastructures (TTAI)
Step 9.3: Transformative educational activities (TEA)
Step 9.4: Transformative networks of knowledge, networks of researchers & Partnerships (TNKNR)
Step 9.5: Transformation inducing programs (TIP)

Step 10: Multidisciplinary Research and Technology MRT (MCO, NCA)
Step 10.1: multidisciplinary co-operations in science & engineering, business management, marketing, finance and social sciences (MCO)

Step 10.2: novel capabilities resulting from complex interactions in multi-model & multi-data (NCA)

Step 11: New Paradigms and Fields NPF (CIN, UCI, DDAS)
Step 11.1: Cyber-Infrastructures, e-Infrastructures for support for fundamental/applied research (CIN)
Step 11.2: Ubiquitous Computing, instrumentation and censoring (UCI)
Step 11.3: Dynamic Data driven applications and symbiotic feedback of computations & measurements (DDAS)

Step 12: Future Cooperation for Research and Education FCRE (CAP, MTME, MGL, ARIP, CIN)
Step 12.1: Cooperation approach of University-Industry-Government (CAP)
Step 12.2: Multidisciplinary and transformative modality of research and technological advances (MTME)
Step 12.3: multidimensional globalization including innovation, production, distribution and delivery of goods (MGL)
Step 12.4: academic research and industry prototypes (ARIP)
Step 12.5: Competitiveness initiatives and new framework program series (CIN)

Module 4-BRYN (CADB, OPIA, UEVI, UMBI, ICOC, IPQP, IHUC)

Step 13: convert analogue business processes to digital business (CADB)
Step 14: encourage open information access (OPIA)
Step 15: use economic value of information and empower accordingly the employees (UEVI)
Step 16: use merit-based incentives in order to motivate employees (UMBI)
Step 17: Invest in corporate culture (ICOC)
Step 18: Recruit the right qualified people in order to improve the productivity (IPQP)
Step 19: Apart of the previous 6 practices also invest in human capital (IHUC)

Module 5-THEO (ESS)

Step 20: Economic system of Synergy ESS (HNE, RFP, SYA, HPG, SNW)
Step 20.1: Household needs (HNE)
Step 20.2: Resources or factors of production (RFP)
Step 20.3: The synergy of all (SYA)
Step 20.4: The highest production and growth (HPG)
Step 20.5: Satisfying needs and welfare (SNW)

Module 6-LIPI (AAU)

Step 21: Adaptability and Uncertainty AAU (ACO, UCO)

Step 21.1: Determine the adaptive weighted coefficients and proceed with the Adaptive computing (ACO)

Step 21.2: Determine the singular perturbation parameters and consider the existing Uncertainty conditions (UCO)

Step 22: Print the Adaptive Hybrid Algorithmic Model Solution AHAMS

The proposed basic modules of the AHAMA algorithm, including the adaptivity and uncertainty principles module, are considered to be the critical factors affecting the e-business performance and strategic management methodologies of various DIM applications.

4. An Optimized Adaptive Algorithmic Schemes for e-services

An optimized adaptive algorithm, the so-called Optimized Adaptive Hybrid Algorithmic Modelling Approach (OAHAMA), can be designed by calling the corresponding dynamic algorithmic procedure AHAMA in the following manner:

Algorithm OAHAMA (εPO, εPH, εDA, εBR, εTH, εTHEO, εLI, LIPI, εUF AHAMS)

Purpose: describes an Optimized Adaptive Hybrid Algorithmic Modeling Approach, the so-called OAHAMA methodology, for solving a wide class of e-business and strategic management problems under uncertainty conditions.

Input: Forces Analysis FAN, Design Structure STR, Leadership LEA, People and Culture PCU, Coherence COH, Knowledge KNO, Alliances ALL, Agility & Decision Making ADM, Transformative Research and Innovations TRI, Multidisciplinary Research and Technology MRT, New Paradigms and Fields NPF, Future Cooperation for Research and Education FCRE, Economic system of Synergy ESS, Adaptability and Uncertainty AAU, sp-parameters

εPO, εPH, εDA, εBR, εTH, εLI, εUF

Output: The Optimized Adaptive Hybrid Algorithmic Model Solution (εUF AHAMS)

Computational Procedure:

Module 1: εPO PORT (FAN)

Module 2: εPH PHIL (STR, LEA, PEC, COH, KNO, ALL, ADM)

Module 3: εDA DARE (TRI, MRT, NPF, FCRE)

Module 4: εBR BRYN (CADB, OPIA, UEVI, UMBI, ICOC, IPQP, IUHC)

Module 5: εTH-THEO (ESS)

Module 6: εLI-LIPI (AAU)

Compute the uncertainty factor parameter εUF and

Print the Optimized Adaptive Hybrid Algorithmic Model Solution (εUF AHAMS)

Note that the components of the modules’ arguments can be computed by considering the optimized forms of the corresponding components of the AHAMA methodology in combination with the singular perturbation (sp)-parameters. The sp-parameters εPO, εPH, εDA, εTH, εLI are applied respectively to the input parameters and εUF (the uncertainty factor parameter) is applied to the output of the algorithm AHAMA of section 3. These sp-parameters are determined in the course of the computational procedure. Then the computational procedure of the algorithm OAHAMA can be easily constructed by following the corresponding part of the algorithm AHAMA.

The values of the sp-parameters affecting the corresponding input variables of the optimized algorithm OAHAMA can be determined experimentally or approximately from corresponding appropriate mathematical model. It should be noted that the algorithm AHAMA of section 3 can be considered as a special case of the algorithm OAHAMA for the choice of sp-parameters

εPO = εPH = εDA = εTH = εLI = 1 (4.1)

The selection of the appropriate sp-parameters leading to (nearly) optimized solutions is dependent on the nature of the considered problem and often requires extensive experimentation.

The main advantage of the proposed algorithmic approach is twofold. Firstly, the adaptive algorithms can be efficiently used for solving a wide class of e-business and strategic management problems, and secondly the dynamical choice of the sp-parameter values, which can be related to both quantitative and qualitative nature of the input parameters (data) of the given problem, can lead to (near) optimum solutions.

5. A generalized Time-dependent Model for Evaluating a Firm E-business Performance

Since the repetitive computational procedure for the evaluation of e-business Performance P over a certain period of time is by nature a time-dependent problem, the following conceptual generalized model for computing the performance P, can be proposed:

\[ \dot{P}_{ij}(t) = f(M_{ij}, u_{ij}, e_{ij}, SM) \cdot P_{ij}(t) + Q_{ij}(t), \]

\[ 0 < t \leq T \]  

where i=1,2,…, N, j=1,2,…, J, with N the number of heterogeneous firms, J the number of different markets and k=[1(1)5] the indices indicating the corresponding modules M_k of the adaptive algorithmic procedure AHAMA of section 4.

The performance \( P = P_{ij}(t) \) is a function of the independent variables, namely the observable firm...
characteristics \( m \), and the unobservable error terms \( u \) and \( e \). Specifically, \( m^{i,j}_{k} \) includes several observable firm characteristics for a market \( j \); while the index \( i \) corresponds to innovation activities \((i=1)\), firm size \((i=2)\), market share \((i=3)\), employees with university degree \((i=4)\), number of e-business technologies in the firm \((i=5)\), over a certain time-period \( t \).

The unobservable error term \( u^{i,j}_{k} \) is equal for all firms operating in market \( j \) (but they can vary and be dependent on the firm specific effect \( e^{i,j}_{k} \)). The unobservable error term \( e^{i,j}_{k} \) captures all relevant firm specific unobserved effects, is independent of all observable factors \( m^{i,j}_{k} \) by assumption, on certain time-period \( t \), while \( Q \) is a source term (with \( Q=0 \) when \( t=0 \)). In the case that \( t=0 \) (steady-state) the proposed firm performance model (5.1) reduces to a static model of firm performance (Koellinger, 2008). The term \( SM^{t} = \sum_{k=1}^{t} M_{k} \) corresponds to the modules \( M_{k} \), \( k=1(1)6 \) at a certain time \( t \), i.e. the corresponding modules \( M_{k} \) of the adaptive algorithmic procedure AHAMA, which are successively defined as \( M_{k} = \text{module } k, k=1,2,\ldots,6 \), i.e.:

- \( M_{1} = \text{Module 1-PORT (FAN)} \)
- \( M_{2} = \text{Module 2-PHIL (STR, LEA, PEC, COH, KNO, ALL, ADM)} \)
- \( M_{3} = \text{Module 3-DARE (TRI, MRT, NPF, FCRE)} \)
- \( M_{4} = \text{Module 4-BYRN ((CADB, OPIA, UEV, UMBI, ICOC, IPQP, IHUC)} \)
- \( M_{5} = \text{Module 5THEO (ESS)} \)
- \( M_{6} = \text{Module 6-LIPI (AAU)} \)

with the arguments of the above modules defined in the algorithm AHAMA of section 3.

The efficiency and validation of the proposed theoretical time-dependent performance evaluation model requires further empirical evidence from a class of e-business organizations and extensive numerical experimentation with corresponding statistical analysis for computing the firm performances.

By considering the evaluation of a firm e-business performance as a time-dependent problem the investigation of the performance stability over a certain period of time, seems to be a challenging future research problem.

### 6. Conclusions

This research work was based on key-field concepts of four interrelated sciences, i.e. Computer Science (adaptive algorithmic theory), Applied Mathematics (singular perturbation theory and partial differential equations) and Management Science (strategic management and e-business).

The adaptive dynamic algorithmic approach and singular perturbation concept have been applied for solving efficiently several e-business problems. A class of characteristic case studies has been presented and their corresponding adaptive algorithmic schemes are given. Furthermore, the adaptability and compactness of the proposed algorithms through the choice of singular perturbation parameters lead to an (near) optimum solution of the considered e-business performance case studies.

It is envisaged that future empirical evidence from the proposed e-business adaptive algorithms by using the extensive numerical experimentation and corresponding statistical analysis will show the full advantages of the adaptive algorithmic modelling and the relationships between e-technology, product and process innovations and e-business performance. The study of the stability of e-business and e-services performance could be also a significant related research topic.

The choice of the singular perturbation parameters, leading to efficient solutions, is an interesting open problem of future research work. The proper choice is closely related to both quantitative and qualitative nature of the input parameters (data) of the given problems and their corresponding dynamical algorithms can lead to (near) optimum solutions of a wide area of e-business problems, e-services and related applications.
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