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Abstract. The recent breakthrough works [9, 11, 12] which established the amenability for new classes of groups, lead to the following question: is the action $W(Z^d) \rtimes Z^d$ extensively amenable? (Where $W(Z^d)$ is the wobbling group of permutations $\sigma : Z^d \to Z^d$ with bounded range). This is equivalent to asking whether the action $(Z/2Z)^{Z^d} \times W(Z^d) \rtimes (Z/2Z)^{Z^d}$ is amenable. The $d = 1$ and $d = 2$ and have been settled respectively in [9, 11]. By [12], a positive answer to this question would imply the amenability of the IET group. In this work, we give a partial answer to this question by introducing a natural strengthening of the notion of extensive-amenability which we call diffuse-extensive-amenability.

Our main result is that for any bounded degree graph $X$, the action $W(X) \rtimes X$ is diffuse-extensively amenable if and only if $X$ is recurrent. Our proof is based on the construction of suitable stochastic processes $(\tau_t)_{t \geq 0}$ on $W(X) \ltimes \mathcal{G}(X)$ whose inverted orbits $\bar{O}_t(x_0) = \{x \in X, \exists s \leq t, \tau_s(x) = x_0\} = \bigcup_{0 \leq s \leq t} \tau_s^{-1}(\{x_0\})$

are exponentially unlikely to be sub-linear when $X$ is transient. This result leads us to conjecture that the action $W(Z^d) \rtimes Z^d$ is not extensively amenable when $d \geq 3$ and that a different route towards the (non-?)amenability of the IET group may be needed.

1. Introduction

1.1. IET group, wobbling group $W(Z^d)$ and criteria of amenability. The IET group (=group of Interval Exchanges Transformations) is the group of càdlàg piecewise-translation bijections $g$ from $T = \mathbb{R}/\mathbb{Z} \to \mathbb{R}/\mathbb{Z}$ s.t. the set

$t(g) := \{g(x) - x \mod 1, x \in T\} \subseteq T$

is finite. Interval Exchanges Transformations have been used extensively in the realm of dynamical systems, for example in the analysis of polygonal billiards with rational angles. See the survey by Viana [19].

Katok asked long ago whether the free group $F_2$ can be embedded as a subgroup in IET. Even though the answer to this question remains elusive, some progress has been done over the last decade: for example it has been proved in [7] that for generic pairs $g_1, g_2 \in$ IET, the subgroup $\langle g_1, g_2 \rangle \ltimes$ IET is not free. Another natural open problem in this area is to ask the following question (see [6]):

Question 1.1. Is the IET group amenable?
Note that one does not endow the IET group with any topology here. Therefore amenability is equivalent to the fact that all finitely generated sub-groups $H = \langle g_1, \ldots, g_k \rangle < \text{IET}$ are amenable.

We will use throughout the following key fact: for any $\{g_1, \ldots, g_k\} \subseteq \text{IET}$, the sub-group $H = \langle g_1, \ldots, g_k \rangle$ can be embedded in the group of permutations of an Euclidean lattice $\mathbb{Z}^d \times \mathbb{Z}/m\mathbb{Z}$. The parameters $\{\bar{d}, m\}$ are uniquely determined by $g_1, \ldots, g_k$ and $\text{rk}_Q(g_1, \ldots, g_k) := \bar{d}$ is called the rational rank of the sub-group $H$. Let us briefly outline how it works.

- First, the parameters $\{\bar{d}, m\}$ are obtained as follows: consider the sub-group $\Lambda < \mathbb{T} = \mathbb{R}/\mathbb{Z}$ defined by
  \[ \Lambda = \Lambda(H) := \{ t(g_1) \cup t(g_2) \cup \ldots \cup t(g_k) \} \subseteq \mathbb{T}. \]
  Note that $\Lambda$ is defined equivalently as generated by $\bigcup_{g \in H} t(g)$ and thus does not depend on the choice of generators of $H$. Abelian sub-groups of the circle are of the form $\Lambda \simeq \mathbb{Z}^d \times \mathbb{Z}/m\mathbb{Z}$ with $m \geq 1$ (if $m = 1$, it is just $\mathbb{Z}^d$).
  Equivalently, one can find $\alpha_1, \ldots, \alpha_\bar{d} \in \mathbb{R}$ which are linearly independent over $\mathbb{Q}$ such that the map $\Phi(n_1, \ldots, n_\bar{d}, b) := \sum n_i \alpha_i + b \frac{1}{m}$ (mod 1) is an isomorphism from $\mathbb{Z}^d \times \mathbb{Z}/m\mathbb{Z}$ to $\Lambda \subseteq \mathbb{T}$.

- One may now associate explicit permutations $(\sigma_i)_{1 \leq i \leq k}$ to each interval exchanges $g_1, \ldots, g_k$ in the following way: for each $1 \leq i \leq k$, define
  \[ \sigma_i : \begin{cases} 
  \mathbb{Z}^d \times \mathbb{Z}/m\mathbb{Z} & \to \mathbb{Z}^d \times \mathbb{Z}/m\mathbb{Z} \\
  \vec{n}, b & \mapsto \Phi^{-1} \circ g_i \circ \Phi(\vec{n}, b) 
  \end{cases} \]
  See for example [12]. In order to avoid carrying the finite group $\mathbb{Z}/m\mathbb{Z}$ throughout, note that these permutations can always be viewed as permutations on a (possibly larger) Euclidean lattice $\mathbb{Z}^d$. This is clear if $m = 1$ (by taking $d = \bar{d}$) and if $m \geq 2$, by identifying $\mathbb{Z}/m\mathbb{Z}$ with $\{0, \ldots, m - 1\} \subseteq \mathbb{Z}$, we may view $(\sigma_i)_{1 \leq i \leq k}$ as permutations on a "slab graph" $\mathbb{Z}^d \times \{0, \ldots, m - 1\} \subseteq \mathbb{Z}^{d = d + 1}$.

It is easy to check that not only $\sigma_1, \ldots, \sigma_k$ belong to the symmetric group $\text{S}(\mathbb{Z}^d)$ but they also belong to the so-called wobbling group $W(\mathbb{Z}^d)$ of $\mathbb{Z}^d$ defined for general graphs as follows:

**Definition 1.2** (See [10]). Let $G = (X,E)$ be a locally-finite connected graph. The wobbling group $W(X)$ is defined as:

\[ W(X) := \left\{ \sigma \in \text{S}(X), \text{ s.t. } \text{range}(\sigma) := \sup_{x \in X} \{d_G(x, \sigma(x))\} < \infty \right\}, \quad (1.1) \]

where $\text{S}(X)$ is the group of all permutations $\sigma : X \to X$.

We will equip $W(X)$ (resp. $\text{S}(X)$) with the topology $\mathcal{T}$ of pointwise convergence where $\sigma_n \xrightarrow{\mathcal{T}} \sigma \in W(X)$ (resp. $\text{S}(X)$) if and only if for any $x \in X$, $\sigma_n(x) \to \sigma(x)$. This topology is metrizable, for example using the following distance $d_{x_0}$ defined on $W(X)$ (resp. $\text{S}(X)$) for any root-vertex $x_0 \in X$: let $d_{x_0}(\sigma, \tilde{\sigma}) = 2^{-n}$ if $\sigma|_{B(x_0,n)} = \tilde{\sigma}|_{B(x_0,n)}$ and $\sigma^{-1}|_{B(x_0,n)} = \tilde{\sigma}^{-1}|_{B(x_0,n)}$ and at least one of these two equalities fails for the ball $B(x_0,n + 1)$. It is easy to check that equipped with this distance, the metric space $(\text{S}(X), d_{x_0})$ is a Polish space.

---

1Throughout this paper, $\text{S}(\mathbb{Z}^d)$ is the space of all permutations $\sigma : \mathbb{Z}^d \to \mathbb{Z}^d$, in particular they typically do not have a finite support.
Let us introduce a family of compact subsets $W_r(X)$ of $W(X)$ indexed by $r \in \mathbb{N}_+$ which will be used throughout. For any $r \geq 1$, let

$$W_r(X) := \{ \sigma \in W(X), \text{ s.t. } \text{range}(\sigma) \leq r \}.$$  \hfill (1.2)

(Note that $W_r(X)$ is not a subgroup of $W(X)$).

**Remark 1.3.**

1. If one prefers to stick to permutations on the abelian group $\Lambda \simeq \mathbb{Z}^d \times \mathbb{Z}/m\mathbb{Z}$, the permutations $\sigma_i$ would leave in the wobbling group $W(X = \mathbb{Z}^d \times \mathbb{Z}/m\mathbb{Z})$ for the natural graph structure on $X$.

2. The wobbling groups $W(\mathbb{Z}^d)$ have been studied recently for example in [10].

3. There exist finitely generated sub-groups of $W(\mathbb{Z}^d)$ that cannot be obtained from the group IET through the above procedure. See Remark 1.6 below.

The above discussion provides us with an explicit embedding of $H = \langle g_1, \ldots, g_k \rangle < \text{IET}$ into $\langle \sigma_1, \ldots, \sigma_k \rangle < W(\mathbb{Z}^d)$. As such the amenability of IET is equivalent to the amenability of every finitely generated subgroups of $\{W(\mathbb{Z}^d), d \geq 1\}$.

In what follows, we shall fix some $\{g_1, \ldots, g_k\}$ in IET and we will investigate criteria of amenability for its associated group of permutations $G := \langle \sigma_1, \ldots, \sigma_k \rangle < W(\mathbb{Z}^d)$. In order to list some criteria for the amenability of $G < W(\mathbb{Z}^d)$, it is useful to introduce the Cayley graph $\Gamma$ on $G$ for the symmetric generating set $S = \{\sigma_1^{\pm 1}, \ldots, \sigma_k^{\pm 1}\}$.

**List of equivalent criteria of amenability.** We list below some criteria of amenability in our special case of $G = \langle \sigma_1, \ldots, \sigma_k \rangle < W(\mathbb{Z}^d)$ but the equivalence of these criteria holds much more generally for any finitely generated groups. (See for example [17] for a complete list of criteria).

1. **$G$-invariant mean.** There exists a finite and finitely additive measure $m$ on $G$ which is $G$-invariant.

2. **Følner sequence.** There exists a sequence of finite subsets $F_n \nearrow G$, s.t. $|\partial F_n|/|F_n| \to 0$ (where the boundary of a set $J$ is, say, the edge boundary of $J$ in the Cayley graph $\Gamma$).

3. **Kesten (version 1).** There exists a symmetric probability measure $\mu$ supported on a finite generating set of $G$ which is such that if $\{s_i\}_{i \geq 1}$ are i.i.d random variables in $W(\mathbb{Z}^d)$ with $s_i \sim \mu$, then for any $\epsilon > 0$, the random walk $\tau_n := s_n \circ s_{n-1} \circ \ldots s_1$ returns to the identity (i.e. $\text{Id} : \mathbb{Z}^d \to \mathbb{Z}^d$) at even times $2n$ with probability $p_{2n}$ larger than $e^{-\epsilon n}$ when $n$ is large enough.

4. **Kesten (version 2).** The above estimate on the return probability of (symmetric) random walks holds for any symmetric probability measure $\mu$ on a finite subset of $G$.

In particular, the amenability of IET is equivalent to proving that for any fixed $\{g_1, \ldots, g_k\} \subseteq \text{IET}$, the random walk on permutations in $W(\mathbb{Z}^d) < \mathcal{G}(\mathbb{Z}^d)$ induced by the uniform measure $\mu$ on $S = \{\sigma_i^{\pm 1}\}_{1 \leq i \leq k}$ returns to $\text{Id}_{\mathbb{Z}^d \to \mathbb{Z}^d}$ with probability larger than $e^{-\epsilon n}$ for any $\epsilon > 0$ and $n$ large enough.

1.2. **A new criterion for amenability.** The works [9, 11, 12] introduced a striking method which lead to a set of new useful criteria to establish the amenability
a large class of groups. In order to introduce their criterion in the case of IET, we need the following notion of **inverted orbit**.

**Definition 1.4.** Let \((\tau_n)_{n \geq 0}\) be a sequence of elements in \(\mathcal{G}(\mathbb{Z}^d)\) (for example a random walk with values in \(\mathcal{G}(\mathbb{Z}^d)\)). For each \(n \geq 0\), the **inverted orbit** of the origin is the subset \(O_n \subseteq \mathbb{Z}^d\) defined as

\[
O_n := \{ x \in \mathbb{Z}^d, \exists j \in \{0, 1, \ldots, n\}, \tau_j(x) = 0 \} = \bigcup_{0 \leq j \leq n} \tau_j^{-1}(\{0\}).
\]

This new criterion from [9, 11, 12] can be stated as follows for IET (we refer to [12] for other equivalent formulations):

**Theorem 1.5 ("Inverted orbit criterion" [12]).** Fix any \(\{g_1, \ldots, g_k\} \subseteq \text{IET}\). Let \(\{\sigma_1, \ldots, \sigma_k\}\) be their associated permutations in \(W(\mathbb{Z}^d)\), with \(d \geq \text{rk}(g_1, \ldots, g_k)\).

The subgroup \(H = \langle g_1, \ldots, g_k \rangle < \text{IET}\) is amenable if and only if the inverted orbits \(\{O_n\}_{n \geq 0}\) of the random walk on \(W(\mathbb{Z}^d)\) defined as

\[
\tau_n := s_n \circ s_{n-1} \circ \ldots \circ s_1, \text{ where } s_i \text{ are i.i.d and } \sim \mu = \sum_{i=1}^{k} \frac{1}{2k}(\delta_{\sigma_i} + \delta_{\sigma_i^{-1}})
\]

satisfy any of the following equivalent conditions:

i) For any \(\epsilon > 0\), \(\mathbb{P}[|O_n| \leq \epsilon n] \geq e^{-\epsilon n}\) for \(n\) large enough.

ii) \(\lim_{n \to \infty} \frac{1}{n} \log \mathbb{E}[(\frac{1}{2})^{|O_n|}] = 0\).

Note that this new criterion is both very surprising and powerful. Indeed, it is very easy to check that the classical amenability criteria listed above imply this one, but the converse is significantly harder ([11, 12]). To highlight this, assume that the criterion **Kesten (version 2)** holds and let us show that it easily implies the above criterion. Fix \(\epsilon > 0\), if \(h\) is large enough then the above symmetric random walk \(\tau_n = s_n \circ s_{n-1} \circ \ldots \circ s_1\) returns to the identity map at time \(n = h\) with probability larger than \(e^{-\epsilon h}\). Now, let us use the fact that each of the \(\sigma_i\) belong to \(W(\mathbb{Z}^d)\). If \(M := \max_{1 \leq i \leq k} \text{range}(\sigma_i)\), in \(h\) steps, sites travel at distance at most \(hM\). This implies in particular that \(O_h \subseteq B(0, hM)\). The key property to notice here is that on the event \(\{\tau_h = \text{Id}_{\mathbb{Z}^d} \to \mathbb{Z}^d\}\) one can repeat the same argument and obtain that now, \(O_{2h} \subseteq B(0, hM)\). We can iterate this bound for any \(N = m \cdot h\), with \(m \geq 1\): the probability that \(\tau_N\) returns to the identity at every times \(h, 2h, \ldots, N = (m-1)h\) is larger than \(e^{-\epsilon h} m = e^{-\epsilon N}\). This implies that for any such \(N\), one has \(\mathbb{P}[O_N \subseteq B(0, hM)] \geq e^{-\epsilon N}\). One can thus find a constant \(C = C(d, M) < \infty\) s.t. \(\mathbb{P}[|O_N| \leq Ch^d] \geq e^{-\epsilon N}\) It is not hard to conclude that item i) holds. We let the reader appreciate the fact that the reverse direction "Inverted orbit criterion" \(\Rightarrow\) **Kesten (version 2)** is much less clear. See [11, 12].

**Remark 1.6.**

(1) One may wonder whether this amenability criterion holds for any arbitrary subgroup \(\langle \sigma_1, \ldots, \sigma_k \rangle < W(\mathbb{Z}^d)\), but this is known not to be the case. Indeed it is shown in [8] that \(F_2 < W(\mathbb{Z}^d)\) for any \(d \geq 1\). If \(d = 2\), and \(\sigma_1, \sigma_2 \in W(\mathbb{Z}^2)\) are s.t. \(\langle \sigma_1, \sigma_2 \rangle \simeq F_2\), it follows from [11] that the random
walk induced by the uniform measure on $\{\sigma^+_1, \sigma^-_2\}$ does satisfy items $i)$ and $ii)$. Yet $\langle \sigma_1, \sigma_2 \rangle$ is not amenable. This shows that it is important somehow for this inverted orbit criterion to hold that the set $\{\sigma_1, \ldots, \sigma_k\}$ is produced through the above procedure out of some $\{y_1, \ldots, y_k\} \subseteq \text{IET}$. (2) It is not hard to check that items $i)$ and $ii)$ in Theorem 1.5 are equivalent. See [12]. The reason why we stated this equivalence is that $i)$ is somewhat reminiscent of Kesten’s criterion while $ii)$ has a nice interpretation in terms of a certain lamplighter random walk on $\mathbb{Z}^d$. The usual lamplighter RW on $\{0, 1\} \times \mathbb{Z}^d$ corresponds to a random walker on $\mathbb{Z}^d$ which switches on or off lamps along his way on $\mathbb{Z}^d$. It corresponds to the semi-direct product $(\mathbb{Z}/2\mathbb{Z})^{\langle \mathbb{Z}^d \rangle} \rtimes \mathbb{Z}^d$ and this group is well known to be amenable. The present situation corresponds to another kind of lamplighter random walk on $\mathbb{Z}^d$: at each step, either all lamps switched on in $\mathbb{Z}^d$ simultaneously move to a new site according to a random permutation uniformly chosen among $S = \{\sigma^+_i\}_{1 \leq i \leq k}$, or a lamp is added/removed at the origin $0_{\mathbb{Z}^d}$. See [12] for details. For an appropriate choice of finite generating set of $(\mathbb{Z}/2\mathbb{Z})^{\langle \mathbb{Z}^d \rangle} \rtimes \langle \sigma_1, \ldots, \sigma_k \rangle$, the probability of return to the identity $(0) \times \text{Id}_{\mathbb{Z}^d \rightarrow \mathbb{Z}^d}$ is exactly $\mathbb{E}\left[(1/2)^{\left|O_n\right|}\right]$. As opposed to the classical lamplighter groups whose amenability is easy to show, the amenability of IET is equivalent to the amenability of these different types of lamplighter groups $(\mathbb{Z}/2\mathbb{Z})^{\langle \mathbb{Z}^d \rangle} \rtimes \langle \sigma_1, \ldots, \sigma_k \rangle$. Such permutation wreath products were studied for example in [3, 4, 1, 13, 18].

1.3. Random walks in conductances. Before going further, let us briefly introduce in this subsection a classical type of random walk on $\mathbb{Z}^d$ which will be used throughout this work.

**Definition 1.7** (Random walk among conductances). Let $C : \mathbb{Z}^d \times \mathbb{Z}^d \rightarrow \mathbb{R}_+$ be a symmetric kernel satisfying for any $x \in \mathbb{Z}^d$,

$$C(x) := \sum_y C(x, y) \in (0, \infty).$$

Such an operator induces a random walk $\{X_n\}_{n \geq 0}$ on $\mathbb{Z}^d$ defined as the Markov chain on $\mathbb{Z}^d$ satisfying for any $x, y$ and $n \geq 0$,

$$\mathbb{P}[X_{n+1} = y \mid X_n = x] := \frac{C(x, y)}{C(x)}.$$

The process $\{X_n\}_{n \geq 0}$ is called the random walk in conductances $\{C(x, y)\}_{x, y}$. (Notice we may well have $C(x, x) > 0$ in which case the process has a positive probability to stay at $x$).

The main reason why this particular type of RW will be relevant to us is because of the following fact. For any fixed choice of $\{\sigma_1, \ldots, \sigma_k\} \subseteq \mathcal{S}(\mathbb{Z}^d)$, if $(\tau_n)_{n \geq 0}$ is the random walk on $\mathcal{S}(\mathbb{Z}^d)$ defined as $\tau_n = s_{i_n} \circ \ldots \circ s_1$ where $s_i$ are uniform in $S = \{\sigma^+_i\}_{1 \leq i \leq k}$, then for any initial site $x \in \mathbb{Z}^d$, the stochastic process $n \mapsto \tau_n\{\{x\}\}$ is a random walk in conductances given by

$$C(x, y) := \left|\{1 \leq i \leq k : \sigma_i(x) = y\}\right| + \left|\{1 \leq i \leq k : \sigma_i^{-1}(x) = y\}\right|,$$

(1.3)
for any \( x, y \in \mathbb{Z}^d \). Clearly \( C(x, y) = C(y, x) \) and if all \( \{\sigma_i\}_{1 \leq i \leq k} \) are in the wobbling group \( W(\mathbb{Z}^d) \) then \( C \) has **bounded-range** i.e. \( C(x, y) = 0 \) if \( \|x - y\|_2 > h \) for some finite range \( h \).

For later use, we collect below some classical properties of random walks in conductances.

**Proposition 1.8** (Classical facts, see for example [16] or [14]).

Let \( (X_n)_{n \geq 0} \) be a RW among the conductances \( \{C(x, y)\}_{x,y \in \mathbb{Z}^d} \).

a) \( (X_n)_{n \geq 0} \) is reversible for the measure \( \mu \) on \( \mathbb{Z}^d \) given by \( \mu(x) := C(x) \) for any \( x \in \mathbb{Z}^d \). \(^2\)

b) If \( C \) has bounded-range and if \( d \in \{1, 2\} \), then \( (X_n) \) is **recurrent**.

c) Same conclusion if \( C \) has bounded-range on a slab-graph \( \mathbb{Z}^d \times \{0, \ldots, m-1\} \) with \( d \in \{1, 2\} \).

d) If \( C \) has bounded range on \( \mathbb{Z}^d \), then there exists \( c > 0 \) s.t. for all \( x \in \mathbb{Z}^d \) and all \( k \geq 1 \), \( \mathbb{P}^x[X_{2k} = x] \geq ck^{-d/2} \).

e) If there exists \( \delta > 0 \) s.t. for any neighbouring sites \( x, y \in \mathbb{Z}^d \) (i.e. such that \( \|x - y\|_2 = 1 \) \( C(x, y) \geq \delta \)), then if \( d \geq 3 \), \( (X_n) \) is **transient**.

1.4. **Main question addressed in this work.** Recall the above “Inverted orbit criterion” from [11, 12] is much sharper (at least in the case of IET) than classical amenability criteria. One may then argue/hope that all specificities of the IET group have already been used in the proof in [11, 12] that

“**Inverted orbit criterion**” \( \Rightarrow \) amenability of IET

and that only “generic” arguments are needed to conclude for the amenability of IET. For example if the answer to the question below turns out to be positive, it would immediately imply that IET is amenable.

**Question 1.9** (See question 1.2 from [10]).

For any \( d \geq 1 \), prove that any of the following equivalent properties holds:

1. The action \( W(\mathbb{Z}^d) \curvearrowright \mathbb{Z}^d \) is extensively amenable.
2. The action \( (\mathbb{Z}/2\mathbb{Z})^{\mathbb{Z}^d} \times W(\mathbb{Z}^d) \curvearrowright (\mathbb{Z}/2\mathbb{Z})^{\mathbb{Z}^d} \) is amenable.
3. For any finite \( \{\sigma_1, \ldots, \sigma_k\} \subseteq W(\mathbb{Z}^d) \), the **inverted orbits** \( \{O_n\}_{n \geq 0} \) of the random walk \( (\tau_n)_{n \geq 0} \) on \( W(\mathbb{Z}^d) \) generated by the uniform measure on \( S = \{\sigma_i^{\pm 1}\}_{1 \leq i \leq k} \) satisfy items i) or ii) in Theorem 1.5.

To our knowledge, up to now, all natural examples of stochastic processes \( (\tau_n)_{n \geq 0} \) in \( W(\mathbb{Z}^d) \) whose inverted orbits have been successfully analyzed give a positive answer to the above question. Let us list the situations that have been analyzed so far.

1. The main technical tool in the work [9] is precisely to answer this question when \( d = 1 \): it is proved that the action \( W(\mathbb{Z}) \curvearrowright \mathbb{Z} \) is extensively amenable. This property is then used in [9] to prove the amenability of the **topological full group** of a Cantor system. (This gave the first example of a finitely generated simple group which is amenable).

\(^2\)N.B. Reciprocally, any Markov chain on \( \mathbb{Z}^d \) which is reversible for a non-degenerate measure \( \mu \) is a random walk in conductances.
Remark 1.10. Note at this stage that the last two items do not suggest that the dichotomy recurrence/transience should play any particular role in deciding whether the action $W(\mathbb{Z}^d) \curvearrowright \mathbb{Z}^d$ will be extensively amenable or not.

Our goal in this paper is to go beyond these examples and to analyze what happens for more “generic” examples of diffusions with values in $W(\mathbb{Z}^d)$. Indeed,

(2) This analysis is extended in [11] where it is shown that $W(\mathbb{Z}^2) \curvearrowright \mathbb{Z}^2$ is extensively amenable as well. More generally, it is shown that $W(X) \curvearrowright X$ is extensively amenable if $X$ is locally-finite and recurrent. Using this property, the amenability of a large class of groups has is established in [11].

(3) One particular instance of this situation (analyzed in [12]) is the case of random walks on permutations induced by interval exchanges $\{g_1, \ldots, g_k\}$ whose rational rank satisfies $\text{rk}_Q(g_1, \ldots, g_k) \in \{1, 2\}$. These lead to random walks $(\tau_n)_{n \geq 0}$ in $W(\mathbb{Z}^d \times \{0, \ldots, m-1\})$ with $d \in \{1, 2\}$. For any initial state $x$, the processes $n \mapsto \tau_n(\{x\})$ are random walks among bounded-range conductances on $W(\mathbb{Z}^d \times \{0, \ldots, m-1\})$ and are therefore recurrent by item c) above. Using this recurrence property, it is shown in [12] that the inverted orbits of such processes satisfy $\mathbb{E}[|O_n|] = o(n)$ (which in particular implies i) in Theorem 1.5. Consequently by Theorem 1.5, these subgroups $H = \langle g_1, \ldots, g_k \rangle$ of low rational rank are amenable!

(4) Another relevant example is given by the class of rigid permutations on $\mathbb{Z}^d$, given by $\sigma_i^{\text{rigid}}(x) := x + e_i$, where $(e_i)_{1 \leq i \leq d}$ is the canonical basis of $\mathbb{Z}^d$. It is not hard to show\(^3\) that items i) and ii) also hold for this specific choice of rigid permutations $\{\sigma_1^{\text{rigid}}, \ldots, \sigma_d^{\text{rigid}}\}$.

(5) Our last example deals with asking the analogous question for forward orbits rather than inverted orbits. If $(\tau_n)_{n \geq 0}$ is, say, the random walk on $W(\mathbb{Z}^d)$ defined as $\tau_n = s_n \circ \cdots \circ s_1$ where $s_i$ are uniform in $S = \{\sigma_i^{\pm 1}\}_{1 \leq i \leq k}$ for some fixed choice of $\{\sigma_1, \ldots, \sigma_k\} \subseteq W(\mathbb{Z}^d)$, then as we noticed above the forward orbit of the origin:

$$\tilde{O}_n := \bigcup_{0 \leq j \leq n} \tau_j(\{0\}),$$

is the nothing but the range of a random walk on $\mathbb{Z}^d$ with bounded-range conductances given by (1.3). In particular we see here that the geometry of forward orbits is much easier to apprehend than the geometry of inverted orbits. (See also the discussion in [13]). Using classical heat-kernel bounds for such conductance-random walks (item d) above), we obtain that the probability of the event $\{|\tau_{2k}(0)| = 0\}$ is greater than $c k^{-d/2}$, where $c = c(\langle \sigma_1, \ldots, \sigma_k \rangle) > 0$. This plus the fact that max, range($\sigma_i$) $< \infty$ easily implies that for any dimension $d \geq 1$, one has for any $\epsilon > 0$:

$$\mathbb{P}[|\tilde{O}_n| \leq \epsilon n] \geq e^{-\epsilon n}, \text{ for } n \text{ large enough.}$$

\(^3\)by an argument very similar to Kesten, version 2 ⇒ “Inverted orbit criterion”

\(^4\)In fact, inverted orbits naturally show up for the study of the lamplighter RW governed by $(\mathbb{Z}/2\mathbb{Z})^{(\mathbb{Z})} \rtimes \langle \sigma_1, \ldots, \sigma_k \rangle$, while the easier forward orbits (=range of RW) naturally show up for the study of the classical lamplighter RW corresponding to $(\mathbb{Z}/2\mathbb{Z})^{(\mathbb{Z})} \rtimes \mathbb{Z}^d$. 


as the answer to Question 1.9 remains open when \( d \geq 3 \), we will consider the exact same question but for a broader class of random walks than the random walks defined in Question 1.9, item (3). To start with we will not even restrict ourselves to diffusions in the wobbling group \( W(\mathbb{Z}^d) \) but we will start by investigating Question 1.9 for random walks on the larger symmetric group \( \mathcal{S}(\mathbb{Z}^d) \). Without requiring some natural axioms (see the classes A),B),C),D) in Definition 1.11 below), it is not hard to come up with examples of random walks on \( \mathcal{S}(\mathbb{Z}^d) \) with i.i.d increments which do not satisfy items i) or ii) from Theorem 1.5. Let us give two such examples to motivate our later axioms.

- A straightforward example of random walk on permutations which has large inverted orbits is given by the following asymmetric process driven by rigid permutations: \( \tau_n := s_n \circ \ldots \circ s_1 \), with \( s_i \) i.i.d. and sampled according to \( \mu = \frac{1}{d} \sum_{i=1}^{d} \delta_{s_i^{\text{rigid}}} \). In this case, one clearly has \( |O_n| = n + 1 \) for all \( n \geq 0 \). This suggests that some kind of isotropy is required to make the question interesting. The natural axiom suggested by Question 1.9 is to look at random walks on \( \mathcal{S}(\mathbb{Z}^d) \) with i.i.d increments sampled according to a symmetric probability measure \( \mu \) on \( \mathcal{S}(\mathbb{Z}^d) \) (equipped with the metrizable topology \( \mathcal{T} \) from Definition 1.2). By symmetric we mean here that for any Borel set \( A \subseteq \mathcal{S}(\mathbb{Z}^d) \), we require \( \mu(A) = \mu(A^{-1} := \{ \sigma, \sigma^{-1} \in A \} \). This symmetry condition is the same as the symmetry condition required in Kesten’s criterion.

- Also, if one allows i.i.d increments with long-range behavior (i.e. permutations \( \sigma \) such that \( \alpha_R(\sigma) = \sup_{\|x\|_2 \leq R} \{ \|\sigma(x) - x\|_2 \} \) grows fast with \( R \)), then it is not hard to come up with symmetric counter-examples. Here is one possible way to build a long-range random walks on \( \mathcal{S}(\mathbb{Z}^d) \): consider any arbitrary injective map from a 3-regular tree \( T^3 \) into \( \mathbb{Z} \) (\( d = 1 \) is enough here). Now let \( \mu \) be the pushforward measure on \( \mathcal{S}(\mathbb{Z}) \) of the uniform measure \( \mu_0 \) on matchings of \( T^3 \) (see for example [16]). Let \( O_n \subseteq T^3 \) be the inverted orbit of the RW on \( \mathcal{S}(T^3) \) induced by \( \mu_0 \). It is a rather interesting warming-up problem to check that the inverted orbits \( \{O_n\}_{n \geq 0} \) do not satisfy item i) nor ii). In particular, the pushforward process on \( \mathcal{S}(\mathbb{Z}) \) driven by \( \mu \) does not satisfy these items either.

### 1.5. Classes of diffusion on \( \mathcal{S}(\mathbb{Z}^d) \) considered.

Given the above discussion, we identify four classes of diffusions on \( \mathcal{S}(\mathbb{Z}^d) \) from the most general ones (A) to the most restricting ones (D). Our main results will deal with (A) and (B) only.

**Definition 1.11** (Four classes of diffusions on \( \mathcal{S}(\mathbb{Z}^d) \)). We shall consider random processes \( \tau_n := s_n \circ \ldots \circ s_1 \), where \( \{s_i\}_{i \geq 1} \) are i.i.d and sampled according to a symmetric and possibly diffuse Borel probability measure \( \mu \) on the space \( (\mathcal{S}(\mathbb{Z}^d), \mathcal{T}) \). (See definition 1.2).

In particular, the family of processes \( \{(n \mapsto \tau_n(\{x\}))_{n \geq 0}\}_{x \in \mathbb{Z}^d} \) are coupled random walks in common conductances given by

\[
C_\mu(x, y) := \mu(\{\sigma, \sigma(x) = y\}) + \mu(\{\sigma, \sigma(y) = x\}) \tag{1.4}
\]

We will consider the following classes of diffusions on \( \mathcal{S}(\mathbb{Z}^d) \).

- **(A)** \( L^1 \)-diffusions on \( \mathcal{S}(\mathbb{Z}^d) \).
There exists \( k \in L^1(\mathbb{Z}^d) \), s.t. for all \( x, y \in \mathbb{Z}^d \), \( \frac{C_\mu(x,y)}{C_\mu(x)} \leq k(x - y) \). This hypothesis prevents long-range behaviour as in the second example above.

(B) **Bounded-range diffusions on** \( W(\mathbb{Z}^d) \).

We require \( k \) to be of finite support, or equivalently that the probability measure \( \mu \) is supported on some \( W_r(\mathbb{Z}^d) \subseteq W(\mathbb{Z}^d) \ (r \in \mathbb{N}_+) \). This class will correspond to the later notion of diffuse-extensive-amenability. See Definition 1.14.

(C) **Finitely-generated diffusions on** \( W(\mathbb{Z}^d) \)

One assumes that \( \mu \) is finitely supported on \( W(\mathbb{Z}^d) \). This is the same as the notion of extensive-amenability from \([11, 12]\) (see also question 1.9).

(D) **“IET” diffusions on** \( W(\mathbb{Z}^d), d \geq 1 \)

The measure \( \mu \) is supported on a finite set \( \{\sigma_i^{+1}\}_{1 \leq i \leq k} \subseteq W(\mathbb{Z}^d) \) where the permutations \( \sigma_i \) are produced through the above recipe from some \( \{g_1, \ldots, g_k\} \subseteq \text{IET} \).

Clearly, one has

\[
(A) \supseteq (B) \supseteq (C) \supseteq (D),
\]

and a positive answer to Question 1.9 for any of these classes would imply the amenability of IET.

### 1.6. Diffuse-extensive-amenability and main results

Our first main result is to introduce a broad family of random walks \((\tau_n)_{n \geq 0}\) on \( \mathcal{G}(\mathbb{Z}^d) \) which belong to the class (A) from Definition 1.11 and which do not satisfy items i) or ii) from Theorem 1.5.

**Theorem 1.12** (See Theorem 2.5). For any \( d \geq 3 \), there are symmetric probability measures \( \mu \) on the space \((\mathcal{G}(\mathbb{Z}^d), T)\) whose associated conductances \( C_\mu(x, y) \) defined in Definition 1.11 induce transient random walks on \( \mathbb{Z}^d \) and satisfy for any \( x, y \in \mathbb{Z}^d \),

\[
\frac{C_\mu(x, y)}{C_\mu(x)} \leq B e^{-b\|x - y\|_2} \text{ for some } b, B > 0.
\]

Furthermore, if \((\tau_n)_{n \geq 0}\) is the random walk on \( \mathcal{G}(\mathbb{Z}^d) \) induced by \( \mu \), then its inverted orbits \(\{O_n\}_{n \geq 0}\) satisfy the following quantitative bound

\[
e^{-n \log(2)\mathbb{P}[T = \infty] + o(n)} \leq \mathbb{E}\left[\left(\frac{1}{2}\right)^{|O_n|}\right] \leq e^{-\frac{n + 1}{4}\mathbb{P}[T = \infty]}, \tag{1.5}
\]

where \( \mathbb{P}[T = \infty] \) is the probability that the random walk in the conductances \( C_\mu \), \( n \mapsto \tau_n(\{0\}) \), never returns to the origin.

When \( d = 2 \), one can also find symmetric probability measures \( \mu \) on \((\mathcal{G}(\mathbb{Z}^2), T)\) which belong to the class (A) of \( L^1\)-diffusions from Definition 1.11 and which do not satisfy items i) or ii) from Theorem 1.5. See Corollary 2.8.

These random walks on \( \mathcal{G}(\mathbb{Z}^d) \) will be constructed using a well-known continuous time Markov process \( t \in \mathbb{R}_+ \mapsto \pi_t \in \mathcal{G}(\mathbb{Z}^d) \) called the random stirring process. This càdlàg process in \( \mathcal{G}(\mathbb{Z}^d) \) is a process used to analyze/build the so-called symmetric exclusion process on \( \mathbb{Z}^d \), which is one of the most studied
random particle systems. We will introduce the random stirring process in Section 2 below. See also [15].

Our second main result is to modify the above processes in order to obtain random walks in class (B), that is to say with i.i.d and bounded-range increments (i.e. $\mu$ is supported on some $W_r(\mathbb{Z}^d)$). These will be obtained from the above processes by using an appropriate spatial cut-off.

**Theorem 1.13.** For any $d \geq 3$ and any $r \geq \lceil 3\sqrt{d} \rceil$ there are symmetric probability measures $\mu$ on $W_r(\mathbb{Z}^d)$ whose associated conductance $C_\mu$ is transient and which induce random walks $(\tau_n)_{n \geq 0}$ on $W(\mathbb{Z}^d)$ satisfying the same exponential decay as in (1.5).

Finally we generalize the above analysis for euclidean lattices $\mathbb{Z}^d$ to the case of general bounded degree connected graphs $G = (X, E)$. We already defined the wobbling groups $W(X)$ and $W_r(X)$ earlier in Definition 1.2. As suggested to us by M. de la Salle, we introduce the following notion which strengthens in the present setting the notion of **extensive-amenability** from [9, 11, 12].

**Definition 1.14.** Let $G = (X, E)$ be a connected bounded-degree graph. We will say that the action $W(X) \curvearrowright X$ is **diffuse-extensively amenable** if and only if for any $r \in \mathbb{N}_+$, any $x \in X$ and any (possibly diffuse) Borel symmetric probability measure $\mu$ supported on the compact $W_r(X)$, the induced random walk $(\tau_n)_{n \geq 0}$ on $W(X)$ has inverted orbits $\{O_n(x)\}_{n \geq 0}$ which satisfy item i) or ii) from Theorem 1.5. (In this setting $O_n(x) := \bigcup_{0 \leq j \leq n} \tau_{j-1}^{-1}(\{x\})$).

**Remark 1.15.**

1. Clearly, if a bounded-degree graph is diffuse-extensively amenable, then it must be extensively amenable (according to the equivalent definitions in Question 1.9 above). We do not know any examples for which the reverse direction does not hold. See Question 5.2.

2. More generally, if $G$ is a topological group acting faithfully on a countable set $X$, we may wish to define the action $G \curvearrowright X$ to be **diffuse-extensively amenable** if for any symmetric, possibly diffuse, and compactly supported Borel probability measure $\mu$ on $G$, the induced random walk on $\mathcal{G}(X)$ has inverted orbits satisfying items i) or ii) from Theorem 1.5. Note that our above definition in the case where $G = W(\mathbb{Z}^d)$ looks slightly more restrictive as we require $\mu$ to be supported on one of the specific compact sets $W_r(\mathbb{Z}^d)$. The reason for this choice is the dichotomy recurrence v.s. transience in the Theorem below.

We will prove the following characterisation of diffuse-extensive-amenability:

**Theorem 1.16.** Let $G = (X, E)$ be a bounded degree connected graph. The action $W(X) \curvearrowright X$ is diffuse-extensively amenable if and only if $X$ is recurrent.

(In particular the Euclidean lattices $\mathbb{Z}^d, d \geq 3$ are not diffuse-extensively amenable).

**Remark 1.17.** We will not show the implication “$X$ recurrent” implies “$W(X) \curvearrowright X$ is diffuse-extensively amenable” as the proof is exactly the same as the proof in [12] that “$X$ recurrent” implies “$W(X) \curvearrowright X$ is extensively amenable”.

The paper is organized as follows. In Section 2 we give some relevant background on the random stirring process. In Section 3, we prove a large deviation bound (estimate (1.5)) on its inverted orbits of sublinear size. The main tool there will be a kind of FKG inequality due to Liggett. In Section 4, we add suitable cut-offs on $\mathbb{Z}^d$ to the classical random stirring process in order to obtain processes with i.i.d. increments in $W_r(\mathbb{Z}^d)$. We then axiomatize this procedure for general bounded degree graphs $X$. Finally we end with a conjecture and some open questions suggested by this work.

2. The random stirring process and its inverted orbit

2.1. The random stirring process on $\mathbb{Z}^d$. We start by defining briefly this process (see for example [15] for background on this process as well as its celebrated companion, the symmetric exclusion process).

Let $\{p(x, y)\}_{x, y}$ be a symmetric transition kernel on $\mathbb{Z}^d$, i.e.

i) $p(x, y) = p(y, x)$ for all $x, y \in \mathbb{Z}^d$,

ii) $p(x, y) \geq 0$,

iii) $\sum_y p(x, y) = 1$ for all $x \in \mathbb{Z}^d$.

Definition 2.1. Given a symmetric transition kernel $p$ and a real number $\lambda > 0$, the random stirring process on $\mathbb{Z}^d$ with kernel $\lambda p(\cdot, \cdot)$ is the Markov process $t \mapsto \tau_t$ with values in $S(\mathbb{Z}^d)$ which is defined informally as follows:

- $\tau_0 := \text{Id}$
- Independently for each pair $\{x, y\}$, one associates iid exponential clocks of rate $\lambda p(x, y)$ (in other words, independently for each pair $\{x, y\}$, one associates a Poisson Point Process of rate $\lambda p(x, y)$ on $\mathbb{R}_+$). At each time $t$ where an exponential clock rings for a given pair $\{x, y\}$, we define $\tau_\tau_t := T_{xy} \circ \tau_t$ where $T_{xy}$ denotes the transposition of $\{x, y\}$ and $\tau_t$ denotes the left limit of the permutation at the time of the ring.

As for any $y \in \mathbb{Z}^d$, we have $\sum_{x \in \mathbb{Z}^d} p(x, y) = 1 < \infty$, it is a classical fact that one can rigorously make sense of the above construction (see [15]).

This construction can be defined more generally for any conductance profile $\{c(x, y)\}_{x, y \in \mathbb{Z}^d}$ (recall Definition 1.7) satisfying $\sup_x c(x) = \sup_x \sum_y c(x, y) < \infty$. See figure 1 for an illustration of the random stirring process on $\mathbb{Z}$.

---

5We distinguish the conductances $c(\cdot, \cdot)$ for the continuous time-Markov processes from the conductances $C(\cdot, \cdot)$ in Definition 1.7 for discrete time random walks. The relationship between the two reads as follows: $C = e^{L_c}$, where $L_c$ is the symmetric operator defined by $L_c(x, y) := -c(x)(\sum_y c(x, y))$ if $x = y$ and $L_c(x, y) := c(x, y)$ otherwise.
Figure 1. (Nearest-neighbour) random stirring process on \( \mathbb{Z} \): as time \( t \) increases, neighbouring sites are exchanged at rate \( \lambda \) (blue arrows). This defines a càdlàg Markov process \( t \mapsto \tau_t \in \mathcal{G}(\mathbb{Z}) \).

2.2. Inverted orbits.

**Definition 2.2.** Let \( \{p(x, y)\}_{x, y} \) be a symmetric transition kernel on \( \mathbb{Z}^d \) and \( \lambda > 0 \) be some fixed positive rate. Let \( (\tau_t)_{t \geq 0} \) be the random stirring process induced by \( \lambda p(\cdot, \cdot) \). For each \( t \geq 0 \), the inverted orbit of the origin 0 is the random subset \( \bar{O}_t \subseteq \mathbb{Z}^d \) defined as

\[
\bar{O}_t = \{ x \in \mathbb{Z}^d , \exists s \leq t , \tau_s(x) = 0 \} = \bigcup_{0 \leq s \leq t} \tau_s^{-1}(\{0\}) .
\]

We also define for any \( n \in \mathbb{N}_+ \), the inverted orbit along integer times,

\[
O_n = O_n^\lambda := \{ x \in \mathbb{Z}^d , \exists k \in \{0, 1, \ldots, n\} , \tau_k(x) = 0 \} = \bigcup_{0 \leq k \leq n} \tau_k^{-1}(\{0\}) .
\]

These definitions readily extend to the more general case of a conductance profile \( \{c(x, y)\} \).

**Remark 2.3.** Clearly one always has \( O_n \subseteq \bar{O}_n \). In particular it is easier for \( O_n \) to be of small size than for \( \bar{O}_n \).

The motion of one particle, say the origin, under the above random stirring process is simple to describe: it is a continuous time random walk \( (\bar{X}_\lambda^\lambda t)_{t \geq 0} \) on \( \mathbb{Z}^d \) which jumps at rate \( \lambda \) according to the kernel \( p(\cdot, \cdot) \). (N.B. in the general case of a conductance profile \( \{c(x, y)\} \), it jumps at rate \( c(x) \) according to the kernel \( \frac{c(x, y)}{c(x)} \)). Let \( (X_n^\lambda)_{n \in \mathbb{N}} \) be the trace of that continuous time RW discrete time on integer times. In other words, \( (X_n^\lambda)_{n \in \mathbb{N}} \) is the discrete time random walk on \( \mathbb{Z}^d \) with transition kernel

\[
[e^{\lambda(p-Id)}](x, y) = e^{-\lambda} \sum_{k \geq 0} \frac{\lambda^k}{k!} p^k(x, y) .
\]

\( L := p - \text{Id} \) is called the generator of this continuous-time random walk. Let us assume that \( X_n^\lambda \) starts at the origin and consider the stopping time \( T := \inf\{ n \geq 1 , X_n^\lambda = 0 \} \) which is the first return time to the origin. We shall use throughout the quantity \( \mathbb{P}_{\lambda p}^0[T = \infty] \), which is the probability that \( (X_n^\lambda)_{n \geq 0} \) escapes to infinity before returning to the origin. For a general conductance profile \( c(\cdot, \cdot) \), we shall use the notation \( \mathbb{P}_c^0[T = \infty] \).
Remark 2.4. If $\hat{X}_n$ is the discrete time random walk on $\mathbb{Z}^d$ induced by the transition kernel $p(\cdot, \cdot)$, and if $\hat{T} := \inf \{ n \geq 1, \hat{X}_n = 0 \}$, then it is easy to check that
\[
\mathbb{P}_{\lambda p}^0 [T = \infty] \geq (1 - e^{-\lambda}) \mathbb{P}_0^0 [\hat{T} = \infty] = (1 - e^{-\lambda}) \frac{1}{R_{\text{eff}}(\mathbb{Z}^d, p(\cdot, \cdot))},
\]
where $R_{\text{eff}}(\mathbb{Z}^d, p(\cdot, \cdot))$ is the effective resistance from 0 to infinity of the graph $\mathbb{Z}^d$ with conductances given by $\{ p(x, y) \}_{x, y}$. The above inequality follows from the fact that the continuous-time random walk $(X_n^\lambda)$ will jump during the first unit interval $[0, 1)$ with probability $1 - e^{-\lambda}$ and will never get back to the origin with probability $\mathbb{P}_0^0 [\hat{T} = \infty]$. This lower bound is sub-optimal when $\lambda$ is large: for example in the case of the simple random walk on $\mathbb{Z}^d$, one has $\mathbb{P}_{\lambda p}^0 [T = \infty] \to 1$ as $\lambda \to \infty$ while it is not the case of the R.H.S above.

2.3. Quantitative exponential decay.

Theorem 2.5. Let $\{ p(x, y) \}_{x, y}$ be a symmetric transition kernel on $\mathbb{Z}^d$ and $\lambda > 0$ be some fixed positive rate. Then for any $n \geq 0$,
\[
\mathbb{E} \left[ \left( \frac{1}{2} \right)^{\lfloor O_n \rfloor} \right] \leq e^{-\frac{n+1}{2} \mathbb{P}_{\lambda p}^0 [T=\infty]}.
\]
(2.1)
More generally, for any $p \in [0, 1]$ and any conductance profile $\{ c(x, y) \}_{x, y}$, we have for all $n \geq 0$,
\[
\mathbb{E} \left[ (1 - p)^{\lfloor O_n \rfloor} \right] \leq e^{-p(n+1) \mathbb{P}_{\lambda p}^0 [T=\infty]}.
\]
(2.2)

Remark 2.6. As it was pointed out to us by M. de la Salle, this statement is not very far from being optimal: indeed it is not hard to check that $\mathbb{E}[\lfloor O_n \rfloor] = \sum_{k=0}^n \mathbb{P}_{\lambda p}^0 [T > k]$ (see Lemma 4.3 in [12]), which readily implies that $\mathbb{E}[\lfloor O_n \rfloor] = n \mathbb{P}_{\lambda p}^0 [T = \infty] + o(n)$. By Jensen, this implies the following lower bound,
\[
e^{-n \log(2) \mathbb{P}_{\lambda p}^0 [T=\infty]+o(n)} \leq \mathbb{E} \left[ \left( \frac{1}{2} \right)^{\lfloor O_n \rfloor} \right].
\]
(2.3)
In terms of exponent, we are thus very close as $\log(2) \approx 0.693$ is not far from 1/2. In fact it is not hard to check that our second estimate (2.2) is optimal as $p \to 1$. Finally, note that the above observation which relates $\mathbb{E}[\lfloor O_n \rfloor]$ with $n \mathbb{P}_{\lambda p}^0 [T = \infty]$ also shows that in the setting of Theorem 2.5, the inverted orbits are exponentially unlikely to be sublinear if and only if the symmetric random walk $(\hat{X}_n)_{n \geq 0}$ induced by $p(\cdot, \cdot)$ is transient.

The above Theorem has the following straightforward Corollaries.

Corollary 2.7. The following properties on the inverted orbits are satisfied:

1. The continuous-time inverted orbit satisfies for any $t > 0$,
\[
\mathbb{E} \left[ \left( \frac{1}{2} \right)^{\lfloor O_t \rfloor} \right] \leq e^{-\frac{|t|}{2} \mathbb{P}_{\lambda p}^0 [T=\infty]}
\]
2. $\exists a \in (0, 1)$, $\mathbb{P}[\lfloor O_n \rfloor < an] \leq e^{-an}$ for all $n \geq 1$. 

Corollary 2.8. The inverted orbits are exponentially unlikely to be sublinear for the following examples.

(1) If $d \geq 3$ and $p(x, y) := \frac{1}{2d} 1_{x \sim y}$ on $\mathbb{Z}^d$, exponential decay holds for any $\lambda > 0$.

(2) If $d \in \{1, 2\}$ and $p(x, y) \propto \frac{1}{\|x-y\|^{d+\alpha}}$, then the exponential decay holds for any $\lambda > 0$ if and only if $\alpha \in (0, d)$. See for example Appendix B.1 in [5].

Remark 2.9. We highlighted in the above statements the particular case of transition kernels $p(\cdot, \cdot)$ rather than the more general situation of conductance profiles $c(\cdot, \cdot)$ to make these statements more readable for readers unused to continuous-time Markov processes. Still, one may wonder why we added an additional parameter $\lambda > 0$. Indeed by construction, our continuous orbits satisfy the obvious scaling identity $|\overline{O}_t^n| \overset{(\text{law})}{=} |\overline{O}_{\lambda t}|$ which makes the parameter $\lambda$ useless from that point of view. There are two reasons.

(1) First, the question related to the IET-group is about discrete random walks in $W(\mathbb{Z}^d)$ and in that setting, playing with both $p(\cdot, \cdot)$ and $\lambda$ provides a larger class of examples. (This is reminiscent of the fact that $C \equiv \lambda C$ for discrete-time walks while $c \neq \lambda c$ for continuous-time RW as it corresponds to a time-change).

(2) Second, even though it is in principle harder to obtain large deviation bounds on $O_n \subseteq \overline{O}_{t=n}$, our proof in Section 3 will require to focus extensively on the discrete orbits.

3. Proof of the Large Deviation Bound on the Inverted Orbits of Exclusion Process

3.1. Liggett’s inequality in inhomogeneous time. The main tool in our proof will be the following result due to Liggett which we state in a slightly generalised form (i.e. in inhomogeneous-time).

Proposition 3.1 (Proposition 1.7, chapter VIII in [15]). Let $L_1, L_2, \ldots, L_k$ be the generators (see [15]) of the random stirring processes on a graph $G = (V, E)$ with respective symmetric transition kernels $p_k : V \times V \to [0, 1]$. Let $\lambda_1, \lambda_2, \ldots, \lambda_k$ be positive rates and let $t_0 = 0 < t_1 < \ldots < t_k = t$. We consider the random stirring process which evolves at rate $\lambda_1$ according to $L_1$ on the time interval $[0, t_1]$ and then at rate $\lambda_2$ according to $L_2$ on $[t_1, t_2]$ and so on. For any $n \geq 1$, we consider the following diffusion operator on functions $f : V^n \to \mathbb{R}$,

$$V_n(t) f := e^{t_1 \lambda_1 L_1} e^{(t_2-t_1) \lambda_2 L_2} \ldots e^{(t-k-1) \lambda_k L_k} f.$$  

I.e. $V_n(t) f(x_1, \ldots, x_n) := \mathbb{E}^\overline{x} \left[ f(\tau_1(x_1), \tau_1(x_2), \ldots, \tau_t(x_n)) \right]$, where $(\tau_i)_{i \geq 0}$ is the (inhomogeneous in time) random stirring process on $G = (V, E)$ induced by $\lambda_1 L_1, \ldots, \lambda_k L_k$ and $t_1, \ldots, t_k$ and where

$$\overline{x} = (x_1, \ldots, x_n) \in T_n := V^n \setminus \{\overline{y} : \exists i \neq j, y_i = y_j\}.$$
Then, we have for any \( n \geq 1 \) and any bounded positive semidefinite\(^6\) symmetric function \( f : V^n \to \mathbb{R} \),

\[
V_n(t)f(\vec{x}) \leq U_n(t)f(\vec{x}) \quad \text{for all } \vec{x} \in T_n,
\]

where \( U_n(t) \) is the (inhomogeneous-time) heat semi-group on \( G = (V,E) \) induced by independent random walks with same marginal law, i.e.

\[
U_n(t)f = \left[ (e^{t_1 \lambda_1 (p_1 - \text{Id})} e^{(t_2 - t_1) \lambda_2 (p_2 - \text{Id})} \ldots e^{(t-t_{k-1}) \lambda_k (p_k - \text{Id})})^\otimes n \right] f.
\]

**Proof.** We refer to [15] for the proof in the time-homogeneous setting. We just point out that in this time-homogeneous case, the hypothesis that the transition kernel \( p \) is symmetric is fundamental in the proof. Note here that the random walk corresponding to \( e^{t_1 \lambda_1 (p_1 - \text{Id})} e^{(t_2 - t_1) \lambda_2 (p_2 - \text{Id})} \ldots e^{(t-t_{k-1}) \lambda_k (p_k - \text{Id})} \) is no longer symmetric. As such this statement does extend Liggett’s result to a considerably larger class of random processes on permutations. Yet, the proof of this extension is immediate: let us argue in the case of two generators, \( L_1 \) on \([0,t_1)\) and \( L_2 \) on \([t_1,t_2)\). Then for any bounded positive semidefinite \( f : V^n \to \mathbb{R} \), one has \( V_n(t)f = V_1^n(V_2^n f) \leq V_2^n(U_1^n f) \) since \( V_1^n \) preserves the positivity as well as \( T_n \). Now (see [15]), it is easy to check that if \( f \) is positive semidefinite, so is \( U_2^n f \). In particular, by the homogeneous case, \( V_1^n(U_2^n f) \leq U_1^n(U_2^n f) = U_n(t)f \) on \( T_n \). \( \square \)

This very useful inequality has been used extensively to study properties of the symmetric exclusion process. See for example the use of this inequality in [2] which shares similarities with our present proof (it already relies in fact on the above inhomogeneous version).

**Corollary 3.2.** Let \( A \subseteq V \) and \( f(x_1, \ldots, x_n) := \prod_{i=1}^n 1_{x_i \in A} \). This function is clearly positive semidefinite in each pair of variables. Applying the above Proposition immediately leads to the following inequality: for all \( \vec{x} = (x_1, \ldots, x_n) \in V^n \setminus \{\vec{y}, \exists i \neq j, y_i = y_j\} \),

\[
\mathbb{P} \left[ \tau_i(x_i) \in A, \text{ for all } 1 \leq i \leq n \right] \leq \prod_{i=1}^n \mathbb{P} \left[ Z_i^{x_i} \in A \right],
\]

where \( \{Z_i^{x_i}\} \) are independent time-inhomogenous walks starting from \( x_i \) and driven by the above transition kernels \( p_1, \ldots, p_k \) at rates \( \lambda_1, \ldots, \lambda_k \).

### 3.2. Bernoulli marking.

The first idea here, which goes back to the proof of (i) in Theorem 4.1 in [12] is to interpret \( \mathbb{E}\left[ \left( \frac{1}{2} \right)^{|O_n|} \right] \) as the probability that a random subset \( A_n \subseteq \tau_n(O_n) \) is empty where each point in \( \tau_n(O_n) \) belongs to \( A_n \) independently with probability \( 1/2 \) (indeed \( |\tau_n(O_n)| = |O_n| \)). There is a very convenient and dynamical way to sample the random subset \( A_n \subseteq \tau_n(O_n) \) which goes as follows (once again suggested by [12]): let \( s_1, s_2, \ldots, s_n \) the permutations on \( \mathbb{Z}^d \) induced by the (independent) random stirring processes along the intervals \((0,1), (1,2), \ldots, (n-1,n)\), let also \( t_0, t_1, \ldots, t_n \) be \((n+1)\) independent standard Bernoulli variables in \( \{0,1\}\).

---

\(^6\)In this paper, following [15], a bounded symmetric function \( f : V^n \to \mathbb{R} \) will be called **positive semidefinite** if it is a positive semidefinite function of each pair of variables. I.e. for any \( 1 \leq i < j \leq n \), any \((x_1, \ldots, x_n) \in V^n \) and any \( \{\beta(x)\}_{x \in V} \) with finite support, one has \( \sum_{x,y \in V} \beta(x)\beta(y)f(x_1, \ldots, x_{i-1}, x, \ldots, y, x_{j+1}, \ldots, x_n) \geq 0 \).
At time $0$, let $A_0 = \emptyset$ if $t_0 = 0$ and $A_0 := \{0\}$ otherwise.

At time $1$, let $A_1 := s_1(A_0) \setminus \{0\}$ if $t_1 = 0$ and $A_1 := s_1(A_0) \cup \{0\}$ otherwise.

We keep going inductively for $i \geq 2$, let $A_i := s_i(A_{i-1}) \setminus \{0\}$ if $t_i = 0$, and $A_i := s_i(A_{i-1}) \cup \{0\}$ otherwise.

As such, clearly $A_n$ is a uniform subset of $\tau_n(O_n)$ and thus $A_n = \emptyset$ with probability exactly $(1/2)^{|O_n|}$.

3.3. Nearly Bernoulli marking via large $N$-reservoirs. We will not achieve such a perfect Bernoulli marking, but we shall instead get as close as we want by relying on the following approximation procedure (see Figure 2). The very important feature of our approximation will be that not only it will serve as a nearly perfect Bernoulli$(1/2)$-marking but it will also evolve as a time-inhomogeneous exclusion process on a larger graph than $\mathbb{Z}^d$, where one connects a large “reservoir”, namely a complete graph $K_N$ with $N \gg 1$, to the origin $0 \in \mathbb{Z}^d$. See Figure 2. This second property will allow us to reduce the analysis to independent time-inhomogeneous random walks running on $\mathbb{Z}^d \cup K_N$ thanks to Proposition 3.1.

We will work for each even $N \in 2\mathbb{N}$ on the graph $G_N$ with vertex set $\mathbb{Z}^d \cup K_N$ (where $K_N$ is the complete graph on $N$ vertices) and where we connect $\mathbb{Z}^d$ with $K_N$ by adding one edge between each $N$ vertex of $K_N$ and the origin $0$ of the lattice $\mathbb{Z}^d$. Let us now set up the inhomogeneous rates we shall use on this lattice:

- For each $k \geq 1$, let $I_k$ be the unit interval $[k - 1 + \frac{k}{N}, k + \frac{k}{N})$. On each such interval $I_k$, the random stirring process is driven by $\lambda p(\cdot, \cdot)$ where $p$ is our initial symmetric kernel on $\mathbb{Z}^d$. In other words, each edge $e = (x, y), x, y \in \mathbb{Z}^d$ switch at rate $\lambda p(x, y)$ on $I_k$. Furthermore, the rates inducing the switches between $K_N$ and $\{0\}$ are frozen, i.e. equal to 0, on these intervals.

![Figure 2](image-url)
• For each $k \geq 0$, let $J_k$ be the interval $[k + \frac{k}{N}, k + \frac{k+1}{N})$. On each such interval $J_k$, assume each edge from $K_N$ to $\{0\}$ switch at rate $N$, while the rest of the process (on $\mathbb{Z}^d$) is frozen on these intervals.

• By symmetry, there is no need to describe the rates between vertices in $K_N$, we may assume these rates to be zero if we wish to.

This construction induces as in Definition 2.1 two natural processes:

a) First a Markov process $t \mapsto \tau_i^{(N)}$ on the permutations of $\mathbb{Z}^d \cup K_N$ which only permutes sites in $\mathbb{Z}^d$ on intervals $I_k, k \geq 1$ while it only permutes sites between $K_N$ and the origin $0$ on intervals $J_k, k \geq 0$.

b) It also induces a random walk on the permutations of $\mathbb{Z}^d$ which has exactly the law of the original random stirring process. For each $k \geq 1$, let $s_k$ be the permutation of $\mathbb{Z}^d$ induced by the stirring process restricted to the interval $I_k$. As such $\{s_k\}_{k \geq 1}$ are i.i.d and $\tau_n := s_n \circ \ldots \circ s_1$ has the same law as in Theorem 2.5.

We will use the first process $t \mapsto \tau_i^{(N)}$ to induce a nearly Bernoulli-marking: initialise the system with $\frac{N}{2} - 1$ particles in $K_N$, say at sites $\{x_1, \ldots, x_{\frac{N}{2} - 1}\}$ (and no particles elsewhere). Now for each $t \geq 0$, let

$$A_t^{(N)} := \{\tau_i^{(N)}(x_i), 1 \leq i \leq \frac{N}{2} - 1\} \cap \mathbb{Z}^d$$

This set is a random subset of $\mathbb{Z}^d$ evolving in time. For each $n \in \mathbb{N}$, let $\hat{n} := n(1 + \frac{1}{N}) + \frac{1}{N}$. Our approximation has been constructed so that $A_{\hat{n}}^{(N)}$ is very close to the exact Benoulli-marked random set $A_n \subseteq \tau_n(O_n)$ we considered above. The slight technical difficulty here is that given the set $\tau_n(O_n)$, the events $\{x \in A_{\hat{n}}^{(N)}\}, x \in \tau_n(O_n)$ are no longer independent (in other words $A_{\hat{n}}^{(N)}$ is not quite a uniform random subset of $\tau_n(O_n)$). Yet, to overcome this lack of independence, the following stochastic domination type of argument allows us to conclude.

3.4. Stochastic domination. We will show the following lower bound.

**Lemma 3.3.** If $N$ is large enough,

$$\mathbb{P}[A_{\hat{n}}^{(N)} = \emptyset] \geq \mathbb{E}[(1/2)^{O_n}]$$

**Proof.** The randomness used to sample the random set $A_{\hat{n}}^{(N)}$ can be naturally decomposed into two sources of randomness. First, recall $s_1, \ldots, s_n$ are the permutations of $\mathbb{Z}^d$ induced by the stirring processes on each of the intervals $(I_i)_{1 \leq i \leq n}$. Let us call $\mathcal{F}$ the filtration generated by these permutations. The other source of randomness needed to run $A_{\hat{n}}^{(N)}$ is the shuffling within $K_N \cup \{0\}$ which arises on each intervals $J_k, k \geq 0$. For each $k \geq 0$, call $\mathcal{G}_k$ the filtration generated by that shuffling on $J_k$ (i.e. by the stirring process in $K_N \cup \{0\}$ restricted to $J_k$).

With these definitions, the permutation $\tau_n^{(N)}$ of $\mathbb{Z}^d \cup K_N$ is measurable w.r.t to $\sigma(\mathcal{F}, (\mathcal{G}_k)_{0 \leq k \leq n})$ while the permutation $\tau_n$ of $\mathbb{Z}^d$ is measurable w.r.t $\mathcal{F}$ only. In particular the sets $O_n$ and $\tau_n(O_n)$ are also measurable w.r.t $\mathcal{F}$. We may thus write,
This ends our proof.

Now, let us use any prescribed ordering of the set $\tau_n(O_n)$ so that may write $O_n = \{z_1, \ldots, z_m\}$, where $m = |O_n|$. For each $1 \leq i \leq m$, let us define $k_i := \sup\{j \leq n, \tau_j(z_i) = 0\}$, i.e. the last passage in 0 of the orbit of $z_i$ before time $n$. This random time $k_i \in \{0, \ldots, n\}$ is also measurable w.r.t $\mathcal{F}$ which allows us to go one step further:

$$
\mathbb{P}[A_n^{(N)} = \emptyset] = \mathbb{E}[\mathbb{P}[A_n^{(N)} = \emptyset \mid \mathcal{F}] = \mathbb{E}[\mathbb{E}[\prod_{x \in \tau_n(O_n)} 1_{x \notin A_n^{(N)}} \mid \mathcal{F}]].
$$

since it can be easily checked that the events $\{z_i \notin A_n^{(N)}\}_{2 \leq i \leq m}$ are measurable w.r.t $\sigma(\mathcal{F}, (\mathcal{G}_k)_{k \neq k_1})$. We will prove below that

$$
\mathbb{E}[1_{z_1 \notin A_n^{(N)}} \mid \mathcal{F}, (\mathcal{G}_k)_{k \neq k_1}] \geq \frac{1}{2}
$$

which will imply

$$
\mathbb{P}[A_n^{(N)} = \emptyset] \geq \mathbb{E}[\mathbb{E}[\prod_{i=2}^{m} 1_{z_i \notin A_n^{(N)}} \mid \mathcal{F}]] ,
$$

and by repeating inductively the same argument from $i = 2$ to $i = m$, this gives us the desired result, i.e.

$$
\mathbb{P}[A_n^{(N)} = \emptyset] \geq \mathbb{E}[\mathbb{E}[\prod_{i=1}^{m} 1_{z_i \notin A_n^{(N)}} \mid \mathcal{F}]] = \mathbb{E}[(\frac{1}{2})^{O_n}] .
$$

Let us then show the estimate (3.1). Given $\mathcal{F}, (\mathcal{G}_k)_{k \neq k_1}$, $z_1$ will not belong to $A_n^{(N)}$ if and only if the shuffling inside $K_n \cup \{0\}$ on the interval $J_{k_1}$ will not end up with a particle at the origin. The probability that there is no particle is larger than the probability $p_{\text{update}}$ that there is at least one update of the origin on $J_k$, times the probability $p_0$ that the last transposition did not place a particle at 0. From the construction of our process, $p_{\text{update}} = 1 - e^{-N \times N / N} = 1 - e^{-N}$. For the estimate of $p_0$, note that at the time of the last switch, there are at most $\frac{N}{2} - 1$ particles in $K_N$, hence $p_0 \geq (\frac{N}{2} + 1)/N = \frac{1}{2} + 1/N$. All together this gives us a lower bound of $(1 - e^{-N})(\frac{1}{2} + 1/N)$ which is higher than $1/2$ for $N$ large enough. This ends our proof. \(\square\)
3.5. Upper bound via independent random walks. We shall now rely on Corollary 3.2 to show the following domination.

Lemma 3.4.
\[
\limsup_{N \to \infty} \mathbb{P} \left[ A_{\tilde{N}}^{(N)} = \emptyset \right] \leq e^{-\frac{n+1}{2} \lambda P} [T = \infty].
\]

Clearly this Lemma together with Lemma 3.3 concludes the proof of Theorem 2.5.

Proof. Let \( \tilde{x} := (x_1, \ldots, x_{2N-1}) \) be our initial set of particles in \( K_N \) (see Figure 2). Corollary 3.2 implies that
\[
\mathbb{P} \left[ A_{\tilde{N}}^{(N)} = \emptyset \right] = \mathbb{P} \left[ \tau_{\tilde{N}}(x_1) \in K_N, \text{ for all } 1 \leq i \leq \frac{N}{2} - 1 \right]
\leq \prod_{i=1}^{N-1} \mathbb{P}^{x_i} \left[ Z_t = \tilde{N} \in K_N \right]
= \exp \left( \left( \frac{N}{2} - 1 \right) \log \mathbb{P}^{x_1} \left[ Z_t = \tilde{N} \in K_N \right] \right)
\]
by symmetry (3.2)

We thus need an upper bound on \( \mathbb{P}^{x_1} \left[ Z_t = \tilde{N} \in K_N \right] \), i.e. a lower bound on the probability \( p_{\text{escape}} \) that the particle initially at \( x_1 \) escapes from \( K_N \) at time \( t = \tilde{N} \).

One possible way of escaping is as follows:

(1) First, \( Z_t^{x_1} \) needs to be placed in \( \{0\} \) at the end of one of the shuffling on intervals \( J_k \). At the beginning of each of these \( J_k \), all the \( N \) sites of \( K_N \) have the same probability \( p_{\text{marked}} \) to be placed at \( \{0\} \) at the end of \( J_k \) (note that \( p_{\text{marked}} \) does not depend on what happened before as it also takes into account the event that a site in \( K_N \) without a particle is sent to \( \{0\} \)). We use below the fact that the motion of one i.i.d particle \( t \mapsto Z_t^{x_1} \) has the same law as \( t \mapsto \tau_t(x_1) \). In particular, we see that \( N \lambda p_{\text{marked}} \) is exactly the probability that one of the sites initially in \( K_N \) is placed at \( \{0\} \) at the end of \( J_k \) under the exclusion dynamics on \( J_k \). Now it is easy to see that this latter probability is greater than the probability that there is at least one update along \( J_k \) (i.e. \( 1 - e^{-N} \)) times the probability that the site initially at \( \{0\} \) (at the beginning of \( J_k \)) is not sent back to \( \{0\} \) at the end of \( J_k \). By looking at what happens at the last update, this is greater than \( 1 - \frac{1}{N} \). This gives us \( \lambda p_{\text{marked}} \geq \frac{1}{N} \left( 1 - e^{-N} \right) \left( 1 - \frac{1}{N} \right) \geq \frac{1}{N^2} \) for \( N \) large enough. Now, the probability that \( Z_t^{x_1} \) gets placed in \( \{0\} \) at the end of one of the intervals \( (J_k)_{0 \leq k \leq n} \) is exactly
\[
1 - (1 - p_{\text{marked}})^{n+1} \geq 1 - \left( 1 - \frac{1}{N} + \frac{2}{N^2} \right)^{n+1} = \frac{n+1}{N} + O(N^{-2})
\]

(2) Now, if the particle initially at \( x_1 \) is placed in \( \{0\} \) at the end of a \( J_k \), one way to get a lower bound is to ask this particle to never get back to the origin. This probability depends on what is \( 0 \leq k \leq n \) but in any case is larger than \( \mathbb{P}^{0} \left[ T = \infty \right] \).

All together, we find that
\[
p_{\text{escape}} \geq \frac{n+1}{N} \mathbb{P}^{0} \left[ T = \infty \right] + O(N^{-2})
\]
Getting back to (3.2), this gives us
\[
\mathbb{P}[A_N(N)] \leq \exp\left(\frac{N}{2} - 1\right) \log\left(1 - \frac{n + 1}{N}\mathbb{P}_0^0[T = \infty] + O(N^{-2})\right)
\]
\[
= \exp\left(-\frac{N}{2} - 1\right) \frac{n + 1}{N}\mathbb{P}_0^0[T = \infty] + O(N^{-1})
\].

Now, sending \(N \to \infty\) concludes our proof.

Note that the exact same proof leads to the more general estimate (2.2) in our main Theorem 2.5. Indeed, the only change is to consider \(\lfloor pN \rfloor - 1\) initial particles in the “reservoir” \(K_N\) instead of \(\frac{N}{2} - 1\). Similarly the same proof applies if one replaces \(\lambda p(\cdot, \cdot)\) by any general conductance profile \(c(\cdot, \cdot)\).

4. SPATIAL CUT-OFF AND A CHARACTERIZATION OF DIFFUSE-EXTENSIVE-AMENABILITY

4.1. The case of \(\mathbb{Z}^d\). We start by explaining how one can obtain bounded range increments on \(\mathbb{Z}^d\) (which will prove Theorem 1.13). Clearly, the classical random stirring process \(t \mapsto \tau_t\) (i.e. with transition kernel \(p(x, y) := \frac{1}{2d}1_{x \sim y}\)) is not of finite range. In other words, for any \(t > 0\), \(\tau_t \notin W(\mathbb{Z}^d)\) a.s. (the process \(t \mapsto \tau_t\) belongs to the class (A) of \(L^1\)-diffusions from Definition 1.11 but not to the class (B)). To keep the technology used in Section 3 valid (namely, Liggett’s inequality), we will still rely on some underlying Exclusion process, but to make increments of bounded range, we will remove some edges in order to confine the dynamics. On the other hand, if we confine things too much then the process will stay in some \(W_{r_0}(\mathbb{Z}^d)\) for ever and the inverted orbits will remain very small (\(|O_n| \leq C r_0, \forall n \geq 1\).

![Figure 3. Spatial cut-off used on \(\mathbb{Z}^2\), i.e. \(E^2 = E_1 \cup E_2\)](image)

We will proceed as follows. First we shall divide the (nearest-neighbour) edges of \(\mathbb{Z}^d\) (denoted by \(\mathbb{E}^d\)) into two sets \(E_1 \cup E_2\). Consider for this all the unit cubes \([0, 1]^d\) translated by \((2\mathbb{Z})^d\), i.e. all cubes of the form \((2n_1, \ldots, 2n_d) + [0, 1]^d\). Let \(E_1\) be the set of all edges belonging to one of these cubes. See Figure 3. And Let \(E_2 := \mathbb{E}^d \setminus E_1\). (i.e. \(E_2\) is the set of edges adjacent to all \((2\mathbb{Z})^d\)-translates of the cube \([1, 2]^d\). Now we set up the following transition kernels: let \(p_1(x, y) := \frac{1}{2}1_{x \sim E_1, y}\) and \(p_2(x, y) := \frac{1}{2}1_{x \sim E_2, y}\).

We introduce the following inhomogeneous-time random stirring process \(t \geq 0 \mapsto \tau_t \in W(\mathbb{Z}^d):\) for any \(k \in \mathbb{N}\), on the time-interval \([k, k + 1/3)\), we let the process evolve according to a time-homogeneous random stirring process with transition kernel \(p_1(\cdot, \cdot)\). Then, on \([k + 1/3, k + 2/3)\), we let the process evolve...
according to a time-homogeneous stirring process with kernel \( p_2 \) and finally on \([k + 2/3, k + 1]\), we let things evolve again according to the kernel \( p_1 \). One may write this in terms of operators as follows: if \( L_1, L_2 \) are the generators of the random stirring processes induced by \( p_1, p_2 \), then the Markov operator describing the law of \( \tau_{t=1} \) is

\[
K = e^{1/3L_1} e^{1/3L_2} e^{1/3L_1}.
\]

The reason why we split each unit interval \([k, k + 1]\) into three intervals instead of \( p_1 \) on \([k, k + 1/2]\) and \( p_2 \) on \([k + 1/2, k + 1]\) is for the following reason: for any \( x \in \mathbb{Z}^d \), the discrete-time process

\[
n \in \mathbb{N} \mapsto \tau_n({\{x\}}),
\]
is a RW with transition kernel given by

\[
P = e^{\frac{1}{2}(p_1 - \text{Id})} e^{\frac{1}{3}(p_2 - \text{Id})} e^{\frac{1}{2}(p_1 - \text{Id})}.
\]

In particular, with our choice of splitting, \( P \) is symmetric \((P = P^T)\) and \( n \mapsto \tau_n({\{x\}}) \) is thus a RW in conductances \( C(x, y) := P(x, y) \) (see Definition 1.7). It is straightforward to check from our construction that these conductances satisfy item \( e \) from Proposition 1.8. This shows that if \( d \geq 3, \mathbb{P}_P[T = \infty] > 0 \) and the exact same proof as in Section 3 implies that the inverted orbits of the (time-inhomogeneous) dynamics \( t \mapsto \tau_t \) satisfy at any integer times \( n \geq 0 \),

\[
\mathbb{E}
\left[
\left(\frac{1}{2}\right)^{|O_n|}
\right]
\leq e^{-\frac{n+1}{2} \mathbb{P}_P[T = \infty]}.
\]

(In the present case the above symmetrisation step is not fully necessary but it will be in the more general case below). Finally, it is immediate from our construction that \( \tau_n = s_n \circ \ldots \circ s_1 \) where the random permutations are i.i.d (sampled according to \( \tau_{n-1} \)) and belong to \( W_r(\mathbb{Z}^d) \) with \( r = [3\sqrt{d}] \). This ends our proof. (N.B. the probability measure \( \mu \) on \( W_r(\mathbb{Z}^d) \) which induces this process can be described using the above Markov operator \( K \) by \( \mu(A) := P_{t=1}(1_A)(\delta_{\text{Id}}) = [K 1_A](\delta_{\text{Id}}) \)).

4.2. The general case of connected-bounded-degree graphs. In this Section, we will prove Theorem 1.16 which provides a characterisation of our notion of diffusion-extensive-amenability from Definition 1.14.

Proof of Theorem 1.16.
Let \( G = (X, E) \) be a connected bounded degree graph. Let \( h \in \mathbb{N}_+ \) be such that \( \text{deg}(x) \leq h, \forall x \in X \). Let \( E := \{e_1, e_2, \ldots, e_n, \ldots\} \) by any ordering of the set of edges. We define recursively the following subsets of \( E \):

(1) First we defined \( E_1 \subseteq E \) as follows. Let \( E_{1,0} := \emptyset \). For any \( n \geq 0 \), let \( E_{1,n+1} \) be \( E_{1,n} \cup \{e_{n+1}\} \) iff the edge \( e_{n+1} \) does not share any common vertex with the edges already in \( E_{1,n} \). Otherwise let \( E_{1,n+1} = E_{1,n} \). Define \( E_1 := \bigcup E_{1,n} \).

(2) Assume \( E_1, \ldots, E_k \subseteq E \) have been defined. Construct \( E_{k+1} \) recursively as follows. Let \( E_{k+1,0} := \emptyset \). For any \( n \geq 0 \), let \( E_{k+1,n+1} \) be \( E_{k+1,n} \cup \{e_{n+1}\} \) iff the edge \( e_{n+1} \) does not belong to \( \bigcup_{m=1}^k E_m \) and does not share any common vertex with the edges already in \( E_{k+1,n} \). Otherwise let \( E_{k+1,n+1} = E_{k+1,n} \).

Define \( E_{k+1} := \bigcup E_{k+1,n} \).

(3) Iterate until one has \( \bigcup_{m=1}^k E_m = E \).
Let us argue that this procedure ends in finite time (i.e. that there is \( k \geq 1 \), such that \( \bigcup_{m=1}^{k} E_m = E \)). For any \( j \geq 1 \), let us see what happens for the \( j \)-th edge \( e_j \in E \). Consider the finite set \( F = F_j \subseteq E \) of all edges which share a common vertex with \( e_j \) and whose labels are \(< j \). In particular, we have \( |F| \leq 2(h - 1) \).

Along the process of defining the set \( E_1 \), if \( F \cap E_{1,j-1} = \emptyset \), then by construction \( e_j \) will belong to \( E_1 \). Otherwise, this means at least one egde in \( F \) will belong to \( E_1 \). If we are in the second case, we proceed to the construction of \( E_2 \). Along that construction, either we add \( e_j \) to \( E_2 \) or this means at least one new edge in \( F \) (which did not appear in \( E_1 \)) has been added in \( E_2 \). As \( F \) is finite, this readily implies that the edge \( e_j \) needs to be added to \( E_k \) at the latest when \( k = 2(h - 1) + 1 \). (i.e. \( E = E_1 \cup \ldots \cup E_{2h-1} \)).

Now, for any \( i \in \{1, \ldots, 2h - 1\} \), define the conductance profile \( c_i \) on \( G = (X,E) \) as follows: for any \( x, y \in E \), if the edge \( e = \{x,y\} \in E \), then define \( c_i(x,y) := 1 \) and otherwise let \( c_i(x,y) := 0 \). (With this definition, there may be some sites \( x \) here where \( c_i(x) = \sum_y c_i(x,y) = 0 \) but it is harmless for continuous-time dynamics). Similarly as in the above Section, if \( L_1, \ldots, L_{2h-1} \) denote the generators of the random stirring processes associated to these conductance profiles, we shall consider the inhomogeneous-time random stirring process which evolves on each unit time interval as follows. Let \( N := 2h - 1 \). For any \( k \geq 0 \) and any \( 1 \leq i \leq N \), let the process \( t \mapsto \tau_t \) evolve on \( [k + \frac{i-1}{N}, k + \frac{i}{N}] \) according to the random stirring process induced by \( L_i \). This defines our stochastic process on all intervals of the form \( [k, k + 1/2) \). On the remaining intervals, symmetrise exactly as in the above argument in order to induce symmetric random walks \( n \mapsto \tau_n(x) \), \( \forall x \in X \). I.e. the Markov operator describing the law of \( \tau_{t=1} \) is

\[
K := e^{\frac{1}{2N} L_1} \ldots e^{\frac{1}{2N} L_N} e^{\frac{1}{2N} L_{N-1}} \ldots e^{\frac{1}{2N} L_1}.
\]

It is straightforward to check that

\begin{itemize}
  \item \( \tau_{t=1} \in W_{4h-2}(X) \)
  \item The conductance profile \( C \) associated to \( K \) satisfies \( C(x,y) \geq \delta 1_{x \sim G y} \) for some \( \delta = \delta(h) > 0 \).
\end{itemize}

As item e) from Proposition 1.8 is also valid for transient bounded-degree graphs, this concludes our proof. \( \square \)

5. Conclusion and some open questions

We have shown that for rather generic examples of diffusions on \( W(\mathbb{Z}^d), d \geq 3 \), inverted orbits \( \{O_n\}_{n \geq 0} \) are exponentially unlikely to be sublinear. Based on this, it would sound very counter-intuitive (and very remarquable!) to us if for ANY symmetric and finitely supported probability measure \( \mu \) on \( W(\mathbb{Z}^d) \), their corresponding inverted orbits had better-than-exponential probability to be sublinear. We do not believe this can hold and state the following conjecture.

**Conjecture 5.1.** When \( d \geq 3 \), the action \( W(\mathbb{Z}^d) \curvearrowright \mathbb{Z}^d \) is not extensively amenable.

More generally, one may ask the following question.
Question 5.2. Is it the case that for any bounded-degree connected graph $G = (X, E)$, the action $W(X) \curvearrowright X$ is extensively amenable if and only if it is diffuse-extensively amenable? (If so, by Theorem 1.16, $W(X) \curvearrowright X$ would be extensively amenable if and only if $X$ is recurrent).
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