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This paper presents and validates a new proposal for effective speed vector control of induction motors based on linear Generalized Predictive Control (GPC) law. The presented GPC-PI cascade configuration simplifies the design with regard to GPC-GPC cascade configuration, maintaining the advantages of the predictive control algorithm. The robust stability of the closed loop system is demonstrated by the poles placement method for several typical cases of uncertainties in induction motors. The controller has been tested using several simulations and experiments and has been compared with Proportional Integral Derivative (PID) and Sliding Mode (SM) control schemes, obtaining outstanding results in speed tracking even in the presence of parameter uncertainties, unknown load disturbance, and measurement noise in the loop signals, suggesting its use in industrial applications.

1. Introduction

The Model Predictive Control (MPC) groups a set of controllers which are based on the model of the system and the known future reference for optimal control signal calculation. The operational principle of predictive control is to calculate in advance the control signal required by the system, when the future input reference that will be applied is known beforehand [1]. In this sense, the system is able to react to the input reference, anticipating its changes and avoiding the effects of delay in system response [2]. There are countless applications in industry where the input reference is known beforehand, such as robotic systems, and machine tools. Therefore, in all these systems predictive control algorithms can be implemented. Since Clarke et al. proposed the design principles of Generalized Predictive Control [3, 4], many authors have used this advanced technique for induction motor control in the last two decades. There is extensive research related to the application of predictive controllers in electric drives, and, for this reason, predictive algorithms compete with other advanced control techniques such as fuzzy control [5], sliding mode control [6, 7], and nonlinear Hinf control [8].

Predictive algorithms are often implemented using two or more GPC blocks to control several loops of the electrical machine, and usually they are connected in cascade form [9–11]. Frequently, only one predictive regulator for the control of the main variable of the machine is implemented, such as speed [12–15] or position [16], while the rest of the variables are controlled with classical algorithms, usually PI/PID and hysteresis comparators. Some authors use more complex formulations in order to control several variables of
the engine, such as the multivariable GPC [17], and others implement a predictive algorithm in the current loops [18,19], using the classic PI regulators for the main variables such as speed and rotor flux.

All predictive control schemes are based on the minimization of a cost function. In the GPC this implies solving a quadratic programming problem in the case where physical constraints are introduced in the optimization. If no constraints are considered, an analytical solution can be obtained. In this sense, it is known that all real systems have constraints, such as saturation values, frequencies, and time limits of the actuators [13,16,20]. Hence, a numerical method is required to solve the quadratic programming problem, which implies a high computation cost for the processor where the controller is implemented. For this reason, the sample period of a predictive controller is usually greater than other types of controllers [9], which limit its applicability to quick response systems. Due to this issue, some works do not consider constraints, implementing the analytical solution with acceptable results [15,17]. Moreover, constraints can be considered after the predictive control law is obtained [15].

In addition, even if the delay time of the electric motor systems is usually small, sometimes it can be long enough so that its compensation improves significantly the system behaviour [21], and in this way it can be used in precision applications. In this sense, the predictive algorithms allow to compensate easily the delay time of the controlled system, because this aspect is included in the implementation of these algorithms.

Finally, the robustness of the GPC regulator is another aspect included by some authors in the controller design [16, 20], obtaining relevant results, but with an arduous controller design process. In this sense, it is known that all closed loop controlled systems have inherent robustness [22] that in the presented GPC speed controller is enough to overcome the typical uncertainty cases of induction motor, without having to design an explicit robust controller nor to include any method for the adaptive identification of the motor parameters.

After all these considerations and taking into account the complexity in the design of predictive controllers and their important computational costs, this paper presents an induction motor speed indirect vector control that combines the GPC algorithm with PI regulators, proposing a simple, robust, and effective design which provides better dynamical behaviour than other speed regulators such as other GPC, PID, and Sliding Mode (SM). The rest of the paper is organized as follows. In Section 2 the design of the proposed GPC speed regulator is presented, detailing the objectives, the dynamics of the induction motor, the design of the controller and its tuning, and finally its robust stability. Section 3 contains a brief description of the used experimental platform and the simulation and experimental tests carried out by implementing the proposed regulator. Comparative results are given of the presented speed GPC regulator with other GPC, PI/PID, and SM speed controllers. Finally, Section 4 summarizes the most important ideas.

2. Linear GPC Speed Controller for Induction Motor

2.1. Objective and Description. The objective of this paper is to demonstrate experimentally that the GPC algorithm can be used in speed regulation of induction motors in an effective way with a simple, robust, and stable design, offering faster speed tracking than other algorithms such as PID or SM, allowing being implemented in industrial applications.

The proposed speed regulator combines a GPC scheme with two PI current regulators. The dynamics of the induction motor is regulated using a distributed control in cascade form: the stator, (1), (2), is regulated with the PI current regulators and the rotor, (4), (5), with a GPC speed controller. The PI current regulators are very effective, simple, and provide fast response, offering similar results to the ones obtained by implementing a GPC-based current regulator. These are combined with a Space Vector Pulse Width Modulation (SVPWM), which is a standard modulator that is implemented in many commercial Digital Signal Process (DSP) processors, even in many low-cost processors. The proposed GPC controller is designed taking into account the first order transfer function (mechanical equation, (4), (5)) of the induction motor, considering the delay time, but without considering the constraints. Therefore, it is a simpler approach to GPC-based controllers than previous works.

2.2. Induction Motor Dynamics. The dynamics of the motor can be described by the stator voltage equations and the rotor flux equation, expressed all in the $d$-$q$ synchronous rotating reference frame [23], assuming that the quadrature component of rotor flux is null, $\psi_{rq} \approx 0$, and consequently the rotor flux is formed only by its direct component, $\psi_r = \psi_{rd}$:

$$v_{sd} = R_s i_{sd} + \sigma L_s \frac{di_{sd}}{dt} + \frac{L_m}{L_r} \frac{d\psi_{rd}}{dt} - \omega_e \sigma L_s i_{sq}, \quad (1)$$

$$v_{sq} = R_s i_{sq} + \sigma L_s \frac{di_{sq}}{dt} + \omega_e \frac{L_m}{L_r} \psi_{rd} + \omega_e \sigma L_s i_{sd}, \quad (2)$$

$$\frac{d\psi_{rd}}{dt} = \frac{R_r}{L_r} L_m i_{sd} - \frac{R_r}{L_r} \psi_{rd}, \quad (3)$$

$$T_e - T_L = J \frac{d\omega_m}{dt} + B_v \omega_m, \quad (4)$$

$$T_e = \frac{3}{4} \frac{L_m}{L_r} \psi_{rd} i_{sq}. \quad (5)$$

The employed symbols are described as follows:

$B_v$: viscous friction coefficient,
$J$: moment of inertia,
$L_m$: magnetizing inductance,
$L_s$: stator inductance,
$L_r$: rotor inductance,
$R_s$: stator resistance,
$R_r$: rotor resistance,
2.3. GPC Speed Controller Design. Figure 1 shows the speed vector control diagram of an induction motor, where the GPC block is the proposed GPC controller for the speed loop whose algorithm will be detailed later. The two PI blocks are a pair of PI controllers for the two current loops. Their function is to convert the $i_{sd}$ and $i_{sq}$ current commands in their respective $v_{sd}$ and $v_{sq}$ voltage commands. This conversion is necessary because the inverter needs voltage commands, instead of current commands. The VSI block is the three-phase Voltage Sourced Inverter, $ABC \rightarrow dq$ block gets the $i_{s}$ space vector in the $d-q$ synchronous rotating reference frame from the $i_A$, $i_B$, and $i_C$ motor stator three-phase currents measured with Hall effect sensors, using Park’s transformation [23, 24], while the $dq \rightarrow ABC$ block makes the reverse Park’s transformation. It should be noted that this transformation uses the rotor flux angular position, $\theta_r$, and therefore this angle is calculated using the indirect method, obtained by integrating the $\omega_s$ synchronous speed.

Next, the dynamics of the induction motor system will be calculated in order to design the GPC.

As it is known that the synchronous speed can be expressed as follows:

$$\omega_e = \omega_s + \omega_r, \quad (6)$$

where $\omega_s$ is the slip speed, and $\omega_r$ is the rotor speed. As it is assumed that the $d$ direct and $q$ quadrature components of the rotor flux are decoupled, then $\psi_{rq} = 0$, and $d\psi_{rq}/dt = 0$, and consequently the rotor flux is formed only by the direct component [23, 24]. In this context, the slip speed is obtained from the following:

$$\omega_s = L_m R_r i_{sq}, \quad (7)$$

where the rotor flux is calculated by (3),

$$\frac{R_r}{L_r} \frac{d\psi_r}{dt} + \psi_r = L_m i_{sd}, \quad (8)$$

while the rotor speed is proportional to the $\omega_m$ mechanical rotor speed, which is measured using an incremental encoder:

$$\omega_r = \omega_m \frac{P}{2}. \quad (9)$$

From diagram of Figure 1 it is possible to obtain the external representation of the induction motor (Figure 2).

Usually the rotor flux is held constant, fixing the rotor flux current command ($i_{sq}^*$) to a constant value, that is, $I_{sd}$; see Figures 1 and 2. Then the pole associated to the electrical time constant can be neglected and consequently (3) in a steady state takes the following expression:

$$\psi_r = L_m i_{sd}. \quad (10)$$

\[p\]: number of poles,

\[\sigma\]: leakage factor,

\[T_c\]: electromagnetic torque,

\[T_L\]: load or disturbance torque,

\[\omega_e\]: synchronous rotating speed,

\[\omega_m\]: mechanical rotor speed,

\[\omega_r\]: electrical rotor speed,

\[\psi_r\]: rotor flux vector,

\[\psi_{rd}, \psi_{rq}\]: direct and quadrature components of the rotor flux vector,

\[i_s\]: stator current vector,

\[i_{sd}, i_{sq}\]: direct and quadrature components of the stator current vector,

\[v_s\]: stator voltage vector,

\[v_{sd}, v_{sq}\]: direct and quadrature components of the stator voltage vector.
The electromagnetic torque of the induction motor in steady state, taking into account that torque and rotor flux current components are decoupled in the d-q rotating reference frame, (5), also can be expressed as follows [24]:

\[ T_e = \frac{3}{4} p L_m \psi_{rd} i_q = K_T i_q, \]  

(11)

where \( K_T \) is the torque constant (12) and \( \psi_{rd} \) is the rotor flux:

\[ K_T = \frac{3}{4} p L_m \psi_{rd} = K_T^r \psi_{rd} = K_T^r L_m l_{rd}. \]  

(12)

Considering that the SVPWM and the VSI modules have neither dynamics nor gain in diagram of Figure 1, it is possible to obtain the following transfer function:

\[ \frac{\omega_m(s)}{I_{sq}^*(s)} = \frac{K_T^r \psi_{rd}/B_v}{(1 + s \tau_m)} \left(1 + s \tau_m\right)^2, \]  

(13)

where \( \tau_m = \frac{J}{B_v} \) and \( \tau_e = \frac{L_r}{R_r} \).

Now, if the dynamics associated to the two current loops are neglected, because they are much faster than the rest, the following second order transfer function of the induction motor is obtained as follows:

\[ \frac{\omega_m(s)}{I_{sq}^*(s)} = \frac{K_T^r / B_v}{(1 + s \tau_m)(1 + s \tau_e)} e^{-\tau_d}, \]  

(15)

where \( \tau_d \) is the delay time of the induction motor.

Taking into account the consideration to obtain (10) from (3), Figure 2, and also considering that the dynamics associated to the rotor electrical time constant is much faster than the mechanical time constant, then the electrical pole is neglected. Thus, the following first order transfer function of the induction motor is obtained

\[ \frac{\omega_m(s)}{I_{sq}^*(s)} = \frac{K_T^r / B_v}{1 + s \tau_m} e^{-\tau_d}, \]  

(16)

The design of the GPC controller is carried out using the first order transfer function of the motor. As the GPC controller is defined in discrete time, the transfer function must be transformed into a discrete time transfer function. Then, using the ZOH (Zero-Order Hold) discretization method, it is obtained that

\[ \frac{\omega_m(z^{-d})}{I_{sq}^*(z^{-d})} = B \left(z^{-d}\right)^{-d} A \left(z^{-d}\right)^{-d} = \frac{b_0}{(1 - a z^{-d})^{d-1}}. \]  

(17)

Taking into account GPC theory and employing the CARIMA model [1], it is possible to obtain the following equation of the system, in which the output \( \omega_m \) is replaced by \( y \), the input \( I_{sq}^* \) is replaced by \( u \), and white noise is included in the previous transfer function (17):

\[ A \left(z^{-d}\right) y(t) = B \left(z^{-d}\right) z^{-d} u(t - 1) + C \left(z^{-d}\right) \frac{\epsilon(t)}{\Delta}, \]  

(18)

where \( d \) is the delay time of the system and it is multiple of the sample time chosen, \( \epsilon \) is the white noise with null average, \( \Delta = 1 - z^{-1} \), and the \( C(z^{-d}) \) is the noise polynomial that is chosen to be 1 for simplicity in this design [1].

The GPC algorithm involves applying a control sequence that minimizes a multistage cost function of the form:

\[ J_c = \sum_{j=1}^{N_w} \delta(j) \left[ \hat{y}(t+j \mid t) - w(t+j) \right]^2 \]  

(19)

\[ + \sum_{j=1}^{N_w} \lambda(j) \left[ \Delta u(t+j-1) \right]^2, \]

where \( \hat{y}(t+j \mid t) \) is the predicted output \( j \) step ahead of actual time \( t \), \( N_1 \) is the minimum cost horizon, \( N_2 \) is the maximum cost horizon, \( N_0 \) is the control horizon, \( \delta(t) \) and \( \lambda(t) \) are the weighting sequences, and \( w(t+j) \) is the future reference trajectory. The GPC regulator design requires tuning the prediction horizons and the two weighting factors. If one takes into account the possibility that the plant has a delay time, then the minimum and maximum horizons are, respectively, \( N_1 = 1 + d \) and \( N_2 = N + d \) [1], where \( N \) is the prediction horizon. Since a high value for the control horizon produces an undesirable oscillation in the control signal [3, 4], which could cause the chattering phenomenon in the induction motor, then it is assumed that \( N_u = 1 \).
The prediction of the future output is as follows:
\[
\hat{y}(t + j + d | t) = F_{j+d}(z^{-1}) y(t) + E_{j+d}(z^{-1}) B(z^{-1}) \Delta u(t + j - 1),
\tag{20}
\]
where \(F(z^{-1})\) and \(E(z^{-1})\) polynomials are calculated by operating \(1/A(z^{-1})N_2\) times, where \(A(z^{-1}) = A(z^{-1})\Delta\), according to the following Diophantine identity:
\[
1 = E_j(z^{-1}) A(z^{-1}) + z^{-j} F_j(z^{-1}).
\tag{21}
\]
Taking into account that
\[
G_j(z^{-1}) = E_j(z^{-1}) B(z^{-1})
\tag{22}
\]
the following set of \(j\) ahead optimal predictions for the system expressed in matrix form (23) can be obtained:
\[
y = G u + F(z^{-1}) y(t) + G^r(z^{-1}) \Delta u(t + j - 1) = G u + f,
\tag{23}
\]
where, for an \(N\) prediction horizon, one obtains the \(G\) matrix, which contains values of the step sequence of the plant (induction motor), with \(N \times N\) dimension:
\[
G = \begin{bmatrix}
g_{N_1} & 0 & \cdots & 0 
g_{N_1+1} & g_{N_1} & \cdots & \vdots 
\vdots & \vdots & \ddots & \vdots 
g_{N_1} & g_{N_1+1} & \cdots & g_{N_1}
g_{N_1} & 0 & \cdots & g_{N_1}
\end{bmatrix}\begin{bmatrix}
G_{N_1}(z^{-1}) 
\vdots 
G_{N_1}(z^{-1}) 
\end{bmatrix}.
\tag{24}
\]
Thus, from (22) and (24) we can see that the \(G\) matrix depends only on the process parameters, while the \(f\) term is the free response of the system, and it is easy to deduce that it is a vector of \(N\) elements:
\[
f = \begin{bmatrix}
F_{N_{i,0}} + F_{N_{i,1}} z^{-1} 
\vdots 
F_{N_{i,0}} + F_{N_{i,1}} z^{-1}
\end{bmatrix} y(t)
+ \begin{bmatrix}
\cdots 
\vdots 
\cdots 
\end{bmatrix} \Delta u(t - 1),
\tag{25}
\]
where \(F_{N_{i,0}} + F_{N_{i,1}} z^{-1} + \cdots + F_{N_{i,d}} z^{-(d-1)}\)
\[
+ \begin{bmatrix}
\cdots 
\vdots 
\cdots 
\end{bmatrix} \Delta u(t - 1),
\tag{25}
\]
Assuming that the \(\delta(t)\) control weighting sequence is constant and equal to 1, the cost function (19) can be written in the following form:
\[
J_c = (G u + f - w)^T (G u + f - w) + \lambda u^Tu.
\tag{26}
\]

**Figure 3:** Diagram of the induction motor speed control scheme using GPC linear regulator.

The minimum of the cost function (26) when no constraints are considered can be calculated by equalling 0 the gradient of \(J_c\), obtaining the following analytical expression:
\[
u = (G^T G + \lambda I)^{-1} G^T (w - f),
\tag{27}
\]
where \(u\) and \(w\) are two vectors of \(N\) elements:
\[
u = \begin{bmatrix}
\Delta u(t) 
\vdots 
\Delta u(t + N - 1)
\end{bmatrix},
\tag{28}
\]
As the receding horizon strategy is used, the control signal applied to the process is obtained from the first element of \(u\), where the following expression must be employed:
\[
\Delta u(t) = K (w - f),
\tag{29}
\]
where \(K = [K_1, K_2, \cdots, K_N]\), that is, the first row of the \((G^T G + \lambda I)^{-1} G^T\) matrix in (27).
Now replacing the variables \(y(t)\) and \(u(t)\), by \(\omega_m^*\) and \(i_{sq}^*\) respectively, it is obtained that
\[
\Delta i_{sq}^* = K (\omega_m^* - f),
\tag{30}
\]
where finally the control law for the induction motor GPC speed regulation (31) is obtained, Figure 3 as follows:
\[
i_{sq}^* (t) = K (\omega_m^* - f) + i_{sq}^* (t - 1).
\tag{31}
\]

The analytical solution of the cost function minimization is possible only if the control signal (31) is not restricted or limited [1]. As induction motors can support stator overcurrents up to 2.5 times the rated value in short periods, this GPC design does not need to limit the stator currents. That is, the \(i_{sq}^*\) control signal is not limited, allowing the implementation of the more simple, low computational cost analytical solution. With regard to the \(i_{sq}^*\) current, it is fixed to a value to produce the nominal rotor flux, \(I_{rd}\). Finally, the calculation of the \(K\), \(G\), \(F\), and \(G^r\) parameters is carried out off-line, without using any identification algorithm, because the usual variation of the main parameters of the motor should be overcome in an effective form by the inherent robustness of any closed loop controller [22].
2.4. Regulator Tuning

2.4.1. PID and PI Controllers. The two current PI regulators use the same tuning values. The higher the bandwidth chosen for these controllers, the faster the current loops dynamics are. However, in practice, any real system’s bandwidth is limited physically. In the employed experimental platform (Section 3.1), which uses the induction motor described in Table 1, this limit is located at 4000 rad/s; up to this value, the platform produces the undesirable chattering phenomenon and dangerous mechanical vibrations that can damage the machine.

As to the speed regulation, in the first case, a PID speed controller has been used to measure the delay time of the system. This PID speed regulator has also been designed in the frequency domain, using a bandwidth which is 10 times smaller than the PI current loop regulators [24]. Then, the optimal tuning of the PID speed regulator has been obtained taking into account this ratio of bandwidths and the physical limit of the experiment platform. Thus, the most efficient PID-PI (speed currents) controller system has been designed with the following parameter values: \( \omega_{\text{rm}} = 300 \text{ rad/s} \) with a margin phase of \( \Delta \omega = 1.4311 \text{ rad} \) and \( \omega_{\text{iq}} = 3000 \text{ rad/s} \) with a margin phase of \( \Delta \omega_i = 1.5707 \text{ rad} \). The D action of the speed loop is added after PI is tuned, and a small value is enough to do faster the response but without any overshoot, where \( K_d = 0.02 \) and the PID-PI controller is obtained. The delay time measured in the experiment platform using this PID-PI speed regulator tuning is 700 \( \mu \text{s} \), using the sample time of 100 \( \mu \text{s} \), (Section 3.2).

2.4.2. SM Controller. A sliding-mode speed regulator for induction motor is also implemented in order to be compared with the proposed GPC regulator. This advanced speed regulator was presented by the authors in [7], where the parameters used in its design for the induction motor (Table 1) are obtained considering an uncertainty around 50% in the system parameters: \( a = 0.3947, b = 77.601, f = 17.544 \ast T_L, k = 400, \gamma = 1.3, \) and \( \zeta = 2.5 \). This speed scheme uses the same two current PI regulators employed in GPC and PI speed schemes and detailed in the previous subsection.

2.4.3. GPC Controller. The tuning of the GPC regulator requires choosing the values of two horizons and two weighting factors. The control horizon, \( N_c \), and the output error weighting factor, \( \delta \), both have been fixed to 1 (Section 2.1). The prediction horizon, \( N \), determines the size of the \( G \) matrix and the \( f \) vector, and, as a consequence, the number of the GPC controller’s coefficients. A larger value for \( N \) increases the anticipative effect, involving a better control performance of the system. However, this increases the number of the coefficients and the computational cost of the control law, which requires increasing the sample time. So \( N \) should be selected to ensure proper dynamic behaviour and low computational cost. In this design it has been set to 5. From Section 2.1, it is known that the minimum and maximum horizons take into account the delay time of the system, where \( N_1 = 1 + d \) and \( N_2 = N + d \). Considering two GPC speed regulator designs, D1 and D2, using sample times of 100 \( \mu \text{s} \) and 700 \( \mu \text{s} \), respectively, and taking into account that the measured experimental delay time is 700 \( \mu \text{s} \) (Section 3.2), then the delay values are \( d = 7 \) for D1 and \( d = 1 \) for D2 (Table 2).

The control weighting factor, \( \lambda \), has a direct impact on the response of the controlled system. Hence, the higher its value, the slower the resulting controlled system. On the other hand, if its value is too small, it can produce the chattering phenomenon that can damage the motor in a real case. Then, it is desirable to find a value for \( \lambda \) to provide

---

### Table 1: Induction motor parameters (manufacturer).

| Parameter                  | Symbol | Value   |
|----------------------------|--------|---------|
| Stator resistance          | \( R_s \) | 0.81\( \Omega \) |
| Rotor resistance           | \( R_r \) | 0.57 \( \Omega \) |
| Magnetizing inductance     | \( L_m \) | 0.117774 \( \text{H} \) |
| Stator inductance          | \( L_s \) | 0.120416 \( \text{H} \) |
| Rotor inductance           | \( L_r \) | 0.121498 \( \text{H} \) |
| Nominal rotor flux         | \( \psi_r \) | 1.01 \( \text{Wb} \) |
| Number of poles            | \( p \) | 4       |
| Nominal torque             | \( T_N \) | 49.3 \( \text{Nm} \) |
| Moment of inertia          | \( J \) | 0.057 \( \text{kgm}^2 \) |
| Viscous friction coefficient | \( B_v \) | 0.015 \( \text{Nm/(rad/s)} \) |
| Temperature coeff. Al/Cu   | \( \alpha \) | 0.0039 \( \text{K}^{-1} \) |

### Table 2: Several stable cases of GPC speed regulator designs.

| GPC speed regulator design | D1 (efficient 1) | D2 (efficient 2) |
|----------------------------|-----------------|-----------------|
| Nominal mech. parameters   |                 |                 |
| \( \tau_m = 3.8 \text{s} \) | \( T_1 = 100 \mu \text{s}, N = 5, d = 7 \) | \( T_1 = 700 \mu \text{s}, N = 5, d = 1 \) |
| \( N_1 = 8, N_2 = 12, N_u = 1 \) | \( N_1 = 2, N_2 = 6, N_u = 1, \lambda = 1 \) |
| \( \lambda = 0.17 \) | \( \lambda = 0.17 \) |
| \( GM_u = 15 \text{ dB}, PM_u = 8'' \) | \( GM_u = 12 \text{ dB}, PM_u = 35'' \) |
| \( U_1 \) | \( U_2 \) |
| IM: \( \tau_m \) higher | IM: \( \tau_m \) higher |
| \( \tau_m = 7.6 \text{s} (f = 0.114 \text{ kgm}^2) \) | \( \tau_m = 3.8 \text{s} (f = 0.057 \text{ kgm}^2) \) |
| GM\(_u\) = 25 dB, PM\(_u\) = 5'' | GM\(_u\) = 25 dB, PM\(_u\) = 25'' |
| \( U_2 \) | \( U_2 \) |
| IM: \( \tau_m \) lower | IM: \( \tau_m \) lower |
| \( \tau_m = 0.38 \text{s} (B_v = 0.15 \text{ Nms}) \) | \( \tau_m = 0.19 \text{s} (B_v = 0.15 \text{ Nms}) \) |
| GM\(_u\) = 15 dB, PM\(_u\) = 9'' | GM\(_u\) = 12 dB, PM\(_u\) = 35'' |

Pi currents regulators design

- Stator nominal electr. parameters \( \tau_s = 0.1487 \text{s} (T = 20 \text{ C}) \)
  - \( T_1 = 100 \mu \text{s}, \Omega_{s} = 3000 \text{ rad/s} \)
  - \( PM_1 = 1.5707 \text{ (90°)} \)
- Us1: \( \tau_s \) higher \( \tau_s = 0.1612 \text{s} (T = 0 \text{ C}) \)
  - \( PM_1 = 90° \)
- Us2: \( \tau_s \) smaller \( \tau_s = 0.1040 \text{s} (T = 130 \text{ C}) \)
  - \( PM_1 = 90° \)
an effective response of the controlled system. Taking into
account the recommendation in [15], an easy way to obtain an
effective and stable value for $\lambda$ factor is applying the following
empirical expression:

$$\lambda_{\text{opt}} = m \text{ trace } (G^T G),$$  \hspace{1cm} (32)

where $m$ takes a value inversely proportional to the sample
time. For D1 design the $m$ parameter results in a value of 60,
and for D2, $m$ equals 2 (tens for 100 $\mu$s, units for 700 $\mu$s).

2.5. Robust Stability Analysis. The closed loop stability of the
motor $d$-$q$ currents with the PI controllers is guaranteed if the
PM, phase margins are positive and sufficiently high. As to the
speed loop, the stability of the controlled system is analysed
using the classic RST poles placement scheme [25], where the
control law is obtained as

$$i_{sq}^* (t) = \frac{1}{r_0} \left[ T \left( z^{-1} \right) \omega_m^* (t) T - S \left( z^{-1} \right) \omega_m (t) - i_{sq}^* (t - 1) R' \left( z^{-1} \right) \right].$$  \hspace{1cm} (33)

In this sense, it is necessary to translate the GPC con-
trolled system parameters to its equivalent RST controlled
system parameters [1], to check the stability of the system.
Identifying the terms between (31) and (33), we can obtain
the general expression of equivalence in both RST and GPC
algorithms for any first order plant with delay time:

$$R \left( z^{-1} \right) = r_0 + r_1 z^{-1} + \cdots + r_{d+1} z^{-(d+1)} = r_0 + z^{-1} R' \left( z^{-1} \right),$$

$$S \left( z^{-1} \right) = s_0 + s_1 z^{-1},$$

$$T \left( z^{-1} \right) = t_0 z^{N_1} + t_1 z^{-(N_1+1)} + \cdots + t_{N-1} z^{-N_2},$$  \hspace{1cm} (34)

$$r_0 = 1,$$

$$r_1 = K \left[ g_{N+1} \cdots g_{N+1} \right]^T - 1,$$

$$r_2 = K \left[ \left[ g_{N+2} \cdots g_{N+2} \right]^T - \left[ g_{N+1} \cdots g_{N+1} \right]^T \right],$$

$$r_d = K \left[ \left[ g_{N+d} \cdots g_{N+d} \right]^T - \left[ g_{N+d-1} \cdots g_{N+d-1} \right]^T \right],$$

$$r_{d+1} = -K \left[ g_{N+d} \cdots g_{N+d} \right]^T,$$

$$s_0 = K \left[ F_{N+0} \cdots F_{N+0} \right]^T,$$

$$s_1 = K \left[ F_{N+1} \cdots F_{N+1} \right]^T,$$
\[ t_0 = K_1, \]
\[ t_1 = K_2, \]
\[ \vdots \]
\[ t_{N-1} = K_N, \]

(35)

where it should be noted that the polynomial \( T \) multiplies the future references vector (33). Thus, the controller should be designed so that the controlled system presents all the poles inside the unit circle. In order to achieve this a graphical representation (Nichols chart) of the open loop system is more appropriate as GM \( \omega \) gain margin and PM \( \omega \) phase margin can be observed.

The robust stability is analysed taking into account the parametric uncertainties of the induction motor in two limit real cases of each control loop detailed in Table 2. These limits are used to determine the robustness of the speed and current regulators, as these limits are both critical in real cases. Hence, as the controller is linear, any uncertainty case located into the defined limits has the stability guaranteed.

First, the following two uncertainty cases for the limits of robustness, related with the mechanical parameters of the induction motor, are considered in the proposed GPC. The U1 takes \( J \) a 100% higher, and the U2 that considers \( B_f \) 10 times higher, increasing 2 times and reducing 10 times, respectively, the \( \tau_m \) mechanical time constant of the machine. The D1 and D2 designs are presented for the speed GPC regulator. The D1 uses a sample time of 100 \( \mu \)s and nominal \( J \) of 0.057 kg m\(^2\), and D2, a sample time of 700 \( \mu \)s and a nominal \( J \) of 0.0285 kg m\(^2\). On the other hand, another two limit cases are considered for the PI current controllers, which are related with the stator windings resistances \( (R_s) \) modified by their temperature. U1 determines the uncertainty when the temperature of the windings is 0°C (before starting in a cold place), and U2 considers the heating case of the stator windings when the induction motor is working at rating power half an hour or more, where the stator windings are around 130°C. As it is known, the temperature variation produces the proportional increase of the stator windings resistance:

\[ R_f = R_0 \left(1 + \alpha \left( T_f - T_0 \right) \right) \]

(36)

and the proportional decrease of the \( \tau_s \) stator electrical time constant:

\[ \tau_s = \frac{L_s}{R_s} \]

(37)

Table 2 shows the two efficient designs for the GPC speed regulator, D1 and D2, taking into account different nominal moments of inertia of the induction motor and sample times in each case. The two uncertainties cases, U1 and U2, have been based in the D1 and D2 designs, but even so, the stability of the controlled system is guaranteed observing the gain and phase margins obtained from Figure 4. In Table 2, the efficient design for the two PI current controllers is detailed, with U1 and U2 uncertainties cases. Figure 5 shows that the temperature variations in the stator windings practically have not any effect.

3. Simulation and Experimental Results

3.1. Experiment Platform. The employed platform is composed by a PC with MATLAB/Simulink R2007a, dsControl 3.2.1, and the DS1103 Controller Board real time interface of dSpace, with a floating point PowerPC processor to 1GHz; and a set of electric machines that includes a M2AA 32M4ABB commercial induction motor of 7.5 kW of die-cast aluminium squirrel-cage type (1445 rpm), Table 1, connected to a DC bus of 540 V by VSI inverter, and a 190U2 Unimotor synchronous AC servo in motor of 10.6 kW to generate the load torque (controlled in torque), presented in [15]. An incremental encoder of 4096 pulses is employed to measure the mechanical speed of the induction motor. The rotor flux of the induction motor has been set to its nominal value of 1.01 Wb, keeping the flux current command \( i_w^* \), that is, \( I_w \), to a constant value of 8.61 A. Finally, as the SVPWM modulator frequency is fixed at 10 kHz, then the sample time employed for the PI current controllers is 100 \( \mu \)s.

3.2. Speed Tracking. Using D1 design for the GPC controller, simulation and experimental tests are carried out with a trapezoidal speed reference of 1445 rpm and 0.33 Hz, adding an square form load torque of 30 Nm (starting from the second period of the speed reference).

Results are shown in Figure 6, where very satisfactory speed tracking can be observed, obtaining a stationary speed error of about 2 rpm (0.138%) in the experimental case, both without and with load torque. In addition, the electromagnetic torque does not present any aggressiveness, and consequently it will not generate the undesirable chattering phenomenon, as seen in the third graph. Moreover, around \( t = 4 \) s and \( t = 5.5 \) s, the motor is working at nominal speed and torque (Table 2), obtaining an excellent speed tracking. Considering the electromagnetic torque reference current, \( i_{w1} \), it should be noted that it is not limited, which justifies the employed analytical. Moreover, it can be seen that the rotor flux current, \( i_{s1} \), takes the value imposed by its reference in accordance with the previous assumption of the theoretical section (see Section 2.3), and consequently that the rotor flux remains constant at its nominal value for a short time after it is requested, verifying the decoupling of its components. The great similarity between the simulation and the experimental tests validates the presented GPC speed regulator, and they show that the choice of the first order model for the induction motor is correct.

Figure 7 shows the speed response and the electromagnetic torque reference current for D1 of GPC speed controller and PID speed regulator cases. It can be observed that the PI regulator has a delay of 700 \( \mu \)s (\( d = 7 \)) and that the GPC controller generates the control signal 12 sample times (\( N_s \)) before the speed reference, compensating for the delay time of the system and anticipating 5 steps (\( N \)) the reaction of the speed response.
In Figure 8 the performance comparison between the regulator proposed in this paper, GPC1, and a previously proposed GPC one [15] based on a second order transfer function (15), GPC2, can be observed. The tests are based on a 1200 rpm and 0.75 Hz a saw-toothed speed reference and an unknown load torque of 25 Nm starting from 1.65 s. Comparing the two speed responses, it is possible to appreciate that the proposed GPC speed regulator (GPC1) is better than the previous version (GPC2), because the speed response is similar but is less oscillatory.

Figure 9 compares the GPC1, SM, PI, and PID speed regulators, in the same test conditions as in the previous case. Comparing the responses of the GPC1 and SM regulators, it can be observed that the predictive response is a little faster than sliding modes’ response. Moreover, the effect of the load torque in the GPC1 case is minor than the SM case, which
Figure 7: Comparative experimental tests: speed responses (a) and torque reference currents (b) of GPC D1 controller versus PI regulator.

Figures 10 and 11 show the comparative experimental tests of the GPCI, SM, and PID speed regulators using constant acceleration and variable acceleration cases, respectively. Figure 10 shows that the speed tracking without any load torque (between 0 and 2.25 s) is very similar for the three regulators though it can be observed that the speed error is about 2 rpm for GPC while its magnitude is increased to 4 and 5 rpm in the SM and PID cases. When the load torque is considered, the speed tracking is considerably worse for SM and PID cases, while the GPC maintains a good speed tracking (fourth graph (a)). Moreover, GPC regulator supports better than the SM and PID controllers the load torque changes (fourth graph on the right (b)). 

Therefore, the use of the first order transfer function model is justified because the first order model simplifies the computational cost and the controlled performance contains less oscillations than the second order case.

3.3. Load Disturbance, Uncertainties, and Measurement Noise Rejection. One of the issues that usually exists in real applications is load disturbance, and, in the previous tests, the proposed GPC speed controller has demonstrated its performance even in presence of this effect. Moreover, parametric uncertainties that is, the change of values in the induction motor parameters can arise. These have been considered as $U_1$ and $U_2$ in Table 2. Finally, the measurement noise in the two loop signals, in the rotor speed, and in the stator current has a negative impact on the controllers.

In this sense, the graphs of Figure 12 show the simulation and real tests, using a 1200 rpm and 0.33 Hz trapezoidal speed reference and an unknown square form load disturbance.
of 30 Nm. The GPC speed regulator is designed taking into account the nominal parameters of the motor, D2 design (Table 2). In the simulation case the induction motor has the nominal values in its parameters, and the unknown load disturbance in its shaft only is considered. In the experimental case, an additional, software based, measurement white noise is induced in the two feedback signals, \( \omega_n \) and \( i_A \) (using Mat- Lab/dSControl). In this way, robustness against measurement noises is demonstrated. Additionally, in this case parameter uncertainties and load disturbances are introduced, this is, a greater stator (Cu) resistance, at 130°C and a 100% greater moment of inertia, Us2 and U2 cases for D2 design in Table 2.

Figure 10: Comparative experimental tests: speed responses of GPC1 D1, SM, PI, and PID speed regulators for constant acceleration case.
Observing the graphs of Figure 10, it can be seen that the motor response is very good in spite of all the adversities, and a satisfactory speed tracking is achieved. The electromagnetic torque manifests some activity due to the sensor noises, but not due to the controller action, as observed in the simulation test in the second graph. As to real computational cost of the GPC-PI controller, as the calculation of the parameters $K$, $G$, $F$, and $G'$ is realized offline, its value is the same as the PI-PI controller: 10 $\mu$s employing a PowerPC processor at 1 GHz.

4. Conclusions

The contribution of this work consists of the combination of the GPC algorithm in the speed loop with a PI based control
in the current loops, using an easy and effective design, where the robust stability is demonstrated for typical induction motors’ parametric uncertainties. The GPC speed controller design is based on the first order model of the induction motor with a delay time, which is compensated. This regulator design is simpler to implement than other predictive proposed schemes, as neither constraints nor robustness terms have been taken into account.

The proposed controller has been tested using various simulation and experimental tests in the presence of the parametric uncertainties, unknown load disturbance, and measurement noise in the loop signals: the rotor speed and the stator current. The experiment demonstrates the effectiveness of the approach. Moreover, the presented results also show that the GPC speed regulator is considerably faster than the classic PID and slightly faster than the advanced
SM speed controller, using the same computational cost. This work demonstrates that the GPC-PI controller is an effective speed control algorithm, in both adverse and acceptable conditions, its robustness is clearly shown, the proposed control scheme is also easy to tune and to implement in a real system, and therefore it can be used in industrial applications.
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