Fast ion shuttling which is robust versus oscillatory perturbations
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Shuttling protocols designed by shortcut-to-adiabaticity techniques may suffer from perturbations and imperfect implementations. We study the motional excitation of a single ion shuttled in harmonic traps with time-dependent, ‘systematic’ oscillatory perturbations around the nominal parameters. These elementary perturbations could form any other by superposition. Robust shuttling strategies are proposed and compared, and optimizations are performed.

This article is part of the theme issue ‘Shortcuts to adiabaticity: theoretical, experimental and interdisciplinary perspectives’.

1. Introduction

Shuttling one or several atoms or ions is a key operation for fundamental research and to implement quantum-based technologies. In many of these applications, it is important to deliver the particles fast and motionally unexcited at destination. Shortcut-to-adiabaticity (STA) techniques [1,2] provide transport protocols to that end, but in practice the nominal trajectory of the control parameters is not implemented exactly because of technical imperfections and constraints. These control errors pose the need for (a) studying the effect of perturbations on STA-based protocols and (b) devising protocols that are robust with respect to imperfections and satisfy the technical constraints.
Noisy perturbations in STA-based shuttling operations have been studied quite thoroughly recently [3]. In this work, we shall address a complementary aspect, namely the effect of ‘systematic’ oscillatory perturbations of the ideal trap frequency or of the trap trajectory, and design robust protocols.

The intermediate regime of excitations between an elementary monochromatic perturbation and a noisy one could be handled by linearly combining monochromatic perturbations, but a full understanding of the effect of a monochromatic perturbation is needed first. The theoretical analysis is done for one single particle and it is quite general within the harmonic oscillator assumption for the trap, but numerical examples and physical motivation for approximations and parameter values are borrowed from realistic trapped ion settings.

There are several STA approaches to shuttle a single particle or condensate from the trap position \(Q(0) = 0\) at \(t = 0\) to \(Q(T) = d\) in a transport time \(T\) [4]. Invariant-based inverse engineering and the ‘Fourier method’ have been widely used to design the trap motion and will be the core approaches here.

In particular, the transport in a harmonic trap may be inverse engineered using quadratic invariants of motion [5] (alternatively ‘scaling’ for condensates [6–8]). The invariant eigenvectors are also very useful to describe the dynamics, and combined with perturbation theory they provide compact expressions for the energy excitation.

If shuttling is performed in a rigid harmonic oscillator, with constant trap frequency, and vanishing trap speed at initial and final times, the final excitation energy can also be expressed in terms of the Fourier transform (FT) of the trap acceleration (or velocity) at the trap frequency [9–14]. A consequence is that if the ideal, excitation-free trap trajectory is affected by some perturbation or deviation, the final excitation only depends on the FT of the deviation of the trap acceleration with respect to the ideally designed one. These deviations may be independent of the ideal trajectory, for example if they are due to homogeneous background noise, or may depend on it, e.g. if some locations are more prone to errors. This possible dependence makes smooth, band-limited and spatially limited ideal trajectories more generally preferable. A formal framework to design trap trajectories to nullify the FT of the acceleration at the trap frequency can be worked out systematically [12,14], without making explicit use of invariants. In fact combining invariants and the Fourier forms as we do in this work is worthwhile. In particular, whereas the Fourier method, as used so far, needs constant trap frequencies, here we shall extend it to time-dependent perturbations and apply optimization strategies.

In §2, we start by applying invariant-based inverse engineering to shuttling, modifying the perturbative treatment developed for noisy perturbations, to determine the effect of arbitrary perturbations. We also find compact FT expressions of the excitation; in §3, we apply the previous general results to harmonic transport with an elementary sinusoidal perturbation in the trap frequency. We focus on a specific polynomial STA protocol and study the different contributions to the final energy; in §4, we employ several techniques to find trap trajectories that satisfy different optimization criteria when the trap frequency is affected by one or more sinusoidal perturbations; the conclusions are presented in §5. Throughout the work, we shall assume an effective one-dimensional transport, which is realistic with current experimental settings.

2. Transport of an ion using invariant-based inverse engineering

The Hamiltonian of a particle of mass \(m\) in a harmonic oscillator of (angular) frequency \(\Omega(t)\), shuttled along \(Q(t)\),

\[
H(t) = \frac{p^2}{2m} + \frac{m\Omega^2(t)}{2} [x - Q(t)]^2,
\]

has a quadratic Lewis–Riesenfeld invariant [3]

\[
(t) = \frac{1}{2m} \left( \rho(t) [p - m\dot{q}_c(t)] - m\dot{\rho}(t) [x - q_c(t)] \right)^2 + \frac{1}{2} m\Omega_0^2 \left[ \frac{x - q_c(t)}{\rho(t)} \right]^2,
\]
where \( \rho(t) \) is a scaling factor for the width of the eigenstates of \( I \), and \( q_c(t) \) is a classical trajectory for the forced oscillator. The dots denote time derivatives. The invariant satisfies

\[
\frac{dI(t)}{dt} = \frac{\partial I(t)}{\partial t} + \frac{1}{i\hbar} [I(t), H(t)] = 0,
\]

so that its expectation value for states driven by \( H(t) \) is constant. From (2.3), we find the ‘Ermakov’ and ‘Newton’ equations,

\[
\ddot{\rho}(t) + \Omega^2(t) \rho(t) = \frac{\Omega_0^2}{\rho^3(t)}
\]

and

\[
\ddot{q_c}(t) + \Omega^2(t) q_c(t) = \Omega^2(t) Q(t).
\]

Hereafter, we choose for convenience \( \Omega_0 = \Omega(0) \). The main idea for inverse engineering a quiet driving is to design \( q_c(t) \) and introduce it in (2.5) to deduce special trap trajectories without final excitation. We impose the initial conditions

\[
\begin{align*}
q_c(0) &= 0, \quad \rho(0) = 1, \\
\dot{q}_c(0) &= 0, \quad \dot{\rho}(0) = 0, \\
\ddot{q}_c(0) &= 0, \quad \ddot{\rho}(0) = 0,
\end{align*}
\]

so that the invariant commutes with the Hamiltonian at \( t = 0 \). The last two guarantee the continuity of \( Q(t) \) and \( \Omega(t) \) at the initial time. Similar conditions (except for \( q_c(T) = d \)) are needed at final time \( T \) to achieve excitationless shuttling. We shall use a specific notation, \( Q_0(t) \), for the ideal trap trajectory deduced from Newton’s equation for the \( q_c(t) \) that satisfy the imposed boundary conditions when \( \Omega(t) = \Omega_0 \). The actual, experimentally implemented trap trajectory, \( Q(t) \), and the actual trap frequency may differ from \( Q_0(t) \) and \( \Omega_0 \) producing motional excitation at time \( T \).

(a) Final and transient energies

Let us calculate the final energy due to deviations in the ideal trap trajectory and trap frequency. Now we assume that \( Q(t) \) and \( \Omega(t) \) are given, and \( q_c(t) \) and \( \rho(t) \) are found from them, using (2.4) and (2.5) and the initial conditions (2.6). The wave function is found through the Lewis–Riesenfeld invariant. The corresponding eigenstates can be found analytically [3],

\[
\psi_n(x,t) = \frac{1}{\sqrt{\rho}} e^{i(m/\hbar)(\rho x^2/2\rho + (q_c(q_c - \dot{q}_c)x/\rho))} \phi_n \left( \frac{x - q_c}{\rho} \right),
\]

where \( \phi_n \) is the \( n \)th eigenstate of the rigid harmonic oscillator of frequency \( \Omega_0 \). Elementary solutions of the time-dependent Schrödinger equation may be written as

\[
\psi_n(x,t) = e^{i\theta_n(t)} \psi_n(x,t),
\]

where \( \theta_n(t) \) are the Lewis–Riesenfeld phases, which are found so that \( \psi_n \) is indeed a solution. At final time \( T \), the harmonic trap is in \( Q(T) \) and its frequency is \( \Omega(T) \), not necessarily equal to \( d \) and \( \Omega_0 \), respectively. The final energy can be found exactly as

\[
E_n(T) = \langle H(T) \rangle = \left\langle \frac{p^2}{2m} + \frac{m\Omega^2(T)}{2}(x - Q(T))^2 \right\rangle
\]

\[
= \frac{m\Omega^2(T)}{2} [q_c(T) - Q(T)]^2 + \frac{m}{2} \dot{q}_c^2(T)
\]

\[
+ \frac{\hbar}{4\Omega_0} (2n + 1) \left[ \rho^2(T) + \frac{\Omega_0^2}{\rho^2(T)} + \Omega^2(T) \rho^2(T) \right].
\]

Some terms depend on the trap trajectory \( Q(t) \) (also through \( q_c(t) \)), while others do not. Following Lu et al. [3], we call the trap-motion independent terms ‘static’, and the dependent ones, ‘dynamical’.
Equation (2.8) is also valid with the change $T \to t$ for any time $t$ during the transport.

(b) Perturbation in the trap frequency

Assume that the trap frequency is perturbed as

$$\Omega(t) = \Omega_0[1 + \lambda f(t)],$$

(2.9)

where $\lambda$ is a dimensionless perturbative parameter much smaller than 1 during the calculations, and $f(t)$ can be any (dimensionless) function. We assume now $Q(t) = Q_0(t)$, with $Q_0(0) = 0$ and $Q_0(T) = d$.

To analyse the effect of the perturbation, $\rho(t)$ and $q_c(t)$ are expanded in powers of $\lambda$,

$$\rho(t) = \rho^{(0)}(t) + \lambda \rho^{(1)}(t) + O(\lambda^2)$$

and

$$q_c(t) = q_c^{(0)}(t) + \lambda q_c^{(1)}(t) + O(\lambda^2).$$

(2.10)

The zeroth order, or unperturbed limit, corresponding to $\Omega(t) = \Omega_0$, fulfills

$$\rho^{(0)}(t) = 1 \quad \text{and} \quad q_c^{(0)}(t) + \Omega_0^2 q_c^{(0)}(t) = \Omega_0^2 Q_0(t),$$

(2.11)

with $q_c^{(0)}$ satisfying the initial conditions (2.6). To minimize the final excitation and make $Q_0(t)$ continuous at $t = T$, the following boundary conditions also have to be imposed,

$$q_c^{(0)}(T) = d \quad \text{and} \quad q_c^{(0)}(T) = \dot{q}_c^{(0)}(T) = 0.$$

(2.12)

With these conditions, the final energy given by (2.8) is simply the $n$th energy level of the static harmonic oscillator with the unperturbed frequency $\Omega_0$,

$$E_n^{(0)} = \hbar \Omega_0 \left( n + \frac{1}{2} \right).$$

(2.13)

If $q_c^{(0)}(t)$ is designed with the aforementioned boundary conditions, $Q_0(t)$ is found from (2.11), and excitationless transport is guaranteed in the unperturbed limit. Introducing the expansions for $\Omega(t)$, $\rho(t)$ and $q_c(t)$ given by (2.9) and (2.10), into (2.8), we find an expansion of the final energy with dynamical and static contributions. Combining the zeroth and first order in $\lambda$ of both the dynamical and the static terms, we get

$$E_n^{(0)} + \lambda E_n^{(1)} = \hbar \Omega(T) \left( n + \frac{1}{2} \right).$$

(2.14)

For the second order in $E_n = E_n^{(0)} + \lambda E_n^{(1)} + \lambda^2 E_n^{(2)} + \cdots$, the dynamical and static terms are

$$E_n^{(2)}(T) = \frac{m \Omega_0^2}{2} \left\{ [q_c^{(1)}(T)]^2 + \frac{1}{\Omega_0^2} [q_c^{(1)}(T)]^2 \right\}$$

+ $\frac{\hbar \Omega_0}{4} (2n + 1) \left\{ [2 \rho^{(1)}(T) + f(T)]^2 + \frac{[\dot{\rho}^{(1)}(T)]^2}{\Omega_0^2} \right\}.$

(2.15)

To achieve robust shuttling protocols, the main goal is to minimize this last expression. Substituting the expansions of $\rho(t)$ and $q_c(t)$ into (2.4) and (2.5), we find the differential equations satisfied by $\rho^{(1)}(t)$ and $q_c^{(1)}(t)$ by keeping only the first order in $\lambda$,

$$\dot{\rho}^{(1)}(t) + 4 \Omega_0^2 \rho^{(1)}(t) = -2 \Omega_0^2 f(t),$$

(2.16)

with initial conditions $\rho^{(1)}(0) = \dot{\rho}^{(1)}(0) = 0$, and

$$\dot{q}_c^{(1)}(t) + \Omega_0^2 q_c^{(1)}(t) = 2 f(t) q_c^{(0)}(t),$$

(2.17)

with initial conditions $q_c^{(1)}(0) = \dot{q}_c^{(1)}(0) = 0$. Equations (2.16) and (2.17) admit a formal solution,

$$\rho^{(1)}(t) = -\Omega_0 \int_0^t dt' f(t') \sin[2 \Omega_0 (t - t')].$$

(2.18)
and
\[ q_c^{(1)}(t) = \frac{2}{\Omega_0} \int_0^t dt'f(t')q_c^{(0)}(t') \sin[\Omega_0(t - t')], \] (2.19)

with similar expressions for their first-time derivatives.

(c) Perturbation in the trap trajectory

Complementing the previous section, consider now a constant trap frequency \( \Omega_0 \), but errors in the trap position,
\[ Q(t) = Q_0(t) + \varepsilon \, dh(t), \] (2.20)

where \( \varepsilon \) is the dimensionless perturbative parameter, and \( h(t) \) is a (dimensionless) time-dependent function. The distance \( d \) is included to set the scale and make the expression dimensionally consistent. For neutral atom transport in optical lattices iterative approaches to minimize deviations have been put forward [15]. In the numerical voltage optimization performed in the trapped ion laboratories, there is some choice on whether to minimize deviations of the trap frequency or the trap position, see e.g. [4]. We shall discuss later where the emphasis has to be put. Indeed, in a trapped ion experiment, perturbations cannot be suppressed to any desired level because of technical imperfections and limitations of the control, for example, the voltages have upper limits, the time resolution is limited, the number of electrodes is limited, and their geometry is fixed [4]. In this context advice on where to put the emphasis in parameter optimizations is quite useful.

As in (2.10), we expand \( \rho(t) \) and \( q_c(t) \) with the change \( \lambda \to \varepsilon \). We introduce these expansions, together with (2.20) for \( Q(t) \), into Ermakov and Newton equations. The zeroth-order energy fulfills once again (2.11), with \( q_c^{(0)} \) satisfying the boundary conditions (2.6) and (2.12). The first order is zero and for the second order of the final excitation, we get
\[ E_n^{(2)}(T) = \frac{m \Omega_0^2}{2} \left\{ \left[ q_c^{(1)}(T) - \varepsilon dh(T) \right]^2 + \frac{1}{\Omega_0^2} \left[ \dot{q}_c^{(1)}(T) \right]^2 \right\} + \frac{\hbar \Omega_0}{4} (2n + 1) \left\{ 4[\rho^{(1)}(T)]^2 + \frac{1}{\Omega_0^2} \left[ \rho^{(1)}(T) \right]^2 \right\}. \] (2.21)

\( \rho^{(1)}(t) \) and \( q_c^{(1)}(t) \) satisfy
\[ \ddot{\rho}^{(1)}(t) + 4\Omega_0^2 \rho^{(1)}(t) = 0 \]
\[ \ddot{q}_c^{(1)}(t) + \Omega_0^2 q_c^{(1)}(t) = d\Omega_0^2 \varepsilon h(t), \] (2.22)

with initial conditions \( \rho^{(1)}(0) = \dot{\rho}^{(1)}(0) = 0 \) and \( q_c^{(1)}(0) = \dot{q}_c^{(1)}(0) = 0 \). The solutions are
\[ \rho^{(1)}(t) = 0 \] (2.23)

and
\[ q_c^{(1)}(t) = d\Omega_0 \int_0^t dt'\varepsilon h(t') \sin[\Omega_0(t - t')]. \] (2.24)

Neither of the auxiliary variables depends on the trap trajectory, \( Q_0(t) \), so there is only a static contribution to the second-order excitation.\(^1\) For fixed \( T \), it is not possible to design an optimal trap trajectory that minimizes the excitation. To diminish the effect of a perturbation in the trap position, we may choose \( T \) to make (2.24) and its derivative zero at \( T \). This may be done systematically if the form of the perturbation function \( h(t) \) is known, as we shall see.

(d) The Fourier forms

Here, we find compact expressions for the excitation energy in the form of FTs.

\(^1\)We assume that \( h(t) \) does not depend on \( q_c^{(0)}(t) \) or \( Q_0(t) \).
(i) Perturbation in the trap frequency

Let us start by rewriting the term that depends on the classical trajectory $q_c(t)$ and its time derivative—the dynamical term in (2.15)—as

$$E_{n,\text{dynamical}}^{(2)} = \frac{m\Omega_0^2}{2} \left| q_c^{(1)}(T) - \frac{i}{\Omega_0} \dot{q}_c^{(1)}(T) \right|^2.$$ (2.25)

Now, we introduce the integral expressions for $q_c^{(1)}(t)$ and $\dot{q}_c^{(1)}(t)$, see (2.19), to write

$$E_{n,\text{dynamical}}^{(2)} = 2m \left| \int_0^T df(t) \dot{q}_c^{(0)}(t) e^{-i\Omega_0 t} \right|^2.$$ (2.26)

The same procedure can be applied to the static term (2.15). Assuming that there is no perturbation at final time, i.e. $\Omega(T) = \Omega_0$, or equivalently $f(T) = 0$, we can write it as

$$E_{n,\text{static}}^{(2)} = \hbar\Omega_0^3 (2n + 1) \left| 2\rho^{(1)}(T) - \frac{i}{\Omega_0} \dot{\rho}^{(1)}(T) \right|^2.$$ (2.27)

Introducing now the integral expressions for $\rho^{(1)}(t)$ and $\dot{\rho}^{(1)}(t)$, see (2.18), we get

$$E_{n,\text{static}}^{(2)} = \hbar\Omega_0^3 (2n + 1) \left| \int_0^T df(t) e^{-2i\Omega_0 t} \right|^2.$$ (2.28)

(ii) Perturbation in the trap position

As discussed in §2c, the second-order excitation due to a perturbation in the trap trajectory is purely static. When we apply the same kind of manipulations as before to this component, using now (2.23) into the final excitation (2.21), we get

$$E_{n,\text{static}}^{(2)} = \frac{m\Omega_0^4 d^2}{2} \left| \int_0^T df(t) e^{-i\Omega_0 t} \right|^2,$$ (2.29)

where we have assumed $Q(T) = d$ and $h(T) = 0$.

The static excitation (2.29) is very similar to the one produced by a time-dependent deviation in the trap frequency, (2.28). Assuming that the perturbation functions $f(t)$ and $h(t)$ are similar, and that the parameters $\lambda$ and $\epsilon$ are of the same order, there are mainly two differences between these two expressions. Firstly, the FT is evaluated at $2\Omega_0$ in (2.28) and at $\Omega_0$ in (2.29). Secondly, the prefactors are different. Their ratio is

$$\eta_n = \frac{\hbar \Omega_0^3 (2n + 1) \left| \int_0^T df(t) e^{-2i\Omega_0 t} \right|^2}{m\Omega_0^4 d^2} = \frac{2\hbar(2n + 1)}{m\Omega_0 d^2}.$$ (2.30)

For the typical experimental values to shuttle an ion, this parameter is much smaller than 1. This means that in principle (for similar contributions of the moduli) it is preferable to have an absolute control of the trap position even if that compromises the control over the trap frequency.

3. Polynomial STA protocol for a transport with an oscillating trap frequency

We discussed in the previous section that special attention should be paid to perfectly adjusting the harmonic potential trajectory to the theoretically designed one, even if this implies assuming some errors in the trap frequency. In this section, we shall focus on trap frequency errors. While the static component is the same for every STA trap trajectory with a given duration $T$, the
dynamical one can be optimized with an appropriate trajectory. From now on, we consider a sinusoidal perturbation for the trap frequency,\[ \Omega(t) = \Omega_0 [1 + \lambda \sin(\omega t)], \quad (3.1) \]
to later consider the combination of several sines. This perturbation can be understood as an elementary Fourier component of an arbitrary perturbation. We can apply the results from the previous section, particularly from §2b, to this elementary perturbation. We start by designing a classical trajectory \( q_c^{(0)}(t) \) that satisfies the boundary conditions (2.6) and (2.12) as a fifth-order polynomial,\[ q_c^{(0)}(t) = 10d \left( \frac{t}{T} \right)^3 - 15d \left( \frac{t}{T} \right)^4 + 6d \left( \frac{t}{T} \right)^5, \quad (3.2) \]
namely, the simplest polynomial that satisfies all six boundary conditions, and for that reason, it has been used often [3,5,16]. Once \( q_c^{(0)}(t) \) is set (and so is the acceleration, see figure 1), we get the trap trajectory \( Q_0(t) \) from (2.11). For short transport times \( T \), \( Q_0(t) \) could exceed the domain \([0, d]\). This occurs symmetrically at both edges for \( \Omega_0 T \leq 2.505 \) [5] (this value is independent of the total distance \( d \)). The excess beyond \([0, d]\) may be a problem in practice and a remedy will be discussed later on.

(a) Final energy using the perturbation method

In figure 2a, the second-order final excitation of a particle which is initially in its ground state, \( E_0^{(2)}(T) \), and its two components, static and dynamical, are shown versus \( \omega \), for a \(^{88}\text{Sr}^+\) ion shuttled a distance \( d = 50 \ \mu\text{m} \) in \( T = 2 \ \mu\text{s} \) using a trap with frequency \( \Omega_0 = 2\pi \times 4 \text{ MHz} \) and the polynomial (3.2), see details in caption (these values are realistic for current shuttling experiments).

The dynamical component experiences a resonance at \( \omega = \Omega_0 \), and the static one at \( \omega = 2\Omega_0 \).\(^2\) In an experimental setting in which the trap frequency \( \Omega_0 \) is tunable and the perturbation frequency \( \omega \)—or, at least, a dominant Fourier component of the perturbation—is known, these resonances should be avoided.

We also represent the two contributions to the excitation energy versus the transport time, from \( T = 0.1 \ \mu\text{s} \) to \( T = 20 \ \mu\text{s} \), for a fixed perturbation frequency, \( \omega = 2\pi \times 6 \text{ MHz} \), in figure 2b. Both components periodically reach minimum values for special transport times. Moreover, the maxima of the static term remains constant at longer times, while the dynamical term maxima decay and become negligible compared to the static term for very slow shuttling, consistently with equations (2.26) and (2.28). We shall later determine the shortest transport times that make the static contribution dominate.

\(^2\)We define these resonances phenomenologically here, as the frequencies around which maximum excitation is found. They are better identified by the maximal envelope of the excitation rather than by the excitation itself. Note that the resonance at \( 2\Omega_0 \) is a ‘parametric resonance’.
Figure 2. (a) Log plot of the second-order ground state excitation due to a sinusoidal perturbation in the trap frequency (in units of final quanta) versus $\omega$. The transport is driven by a fifth-order polynomial STA protocol. The black solid line is the total excitation, the blue dashed line is the static component and the red dashed line the dynamical component. The parameters are $\lambda = 0.01$, $\Omega_0 = 2\pi \times 4$ MHz, $m = 1.455 \times 10^{-21}$ kg ($^{88}$Sr$^+$ ion), $d = 50 \mu$m and $T = 2 \mu$s. (b) Log plot of the second-order ground state excitation due to a sinusoidal perturbation in the trap frequency (in units of final quanta) versus $T$. Same parameters $\lambda$, $\Omega_0$, $m$, $d$, and colour code as in (a), $\omega = 2\pi \times 6$ MHz. (Online version in colour.)

(b) Envelope functions

To test the validity of the perturbative treatment, we calculate $\Delta E_n(T) = E_n(T) - \hbar\Omega(T)(n + 1/2)$ by numerically solving Ermakov and Newton equations (2.4) and (2.5) for the auxiliary variables $\rho(t)$ and $q(t)$ and inserting them into the equation for the final energy (2.8). This ‘exact’ result may be compared with the perturbative result, and the differences for the parameters chosen, e.g. in figure 2b, are hardly noticeable. The main advantage of using the perturbative analysis, instead of numerically solving the differential equations obeyed by $\rho(t)$ and $q(t)$, is that we find analytical expressions, which, if lengthy, can be simplified or approximated to get envelope functions. These functions will allow us to find interesting features such as asymptotic behaviour at large and small perturbation frequencies or transport times, or to estimate the transport time that makes the static contribution dominate over the dynamical one. If the static part dominates, increasing the process time will not improve performance, on average, whereas if the dynamical part dominates, it may be worthwhile to increase the process time.

We begin with the static contribution to the excitation. Solving the integrals (2.18) and (2.19) for $f(t) = \sin(\omega t)$, the static term (second line in (2.15)) takes the form

$$E_{n,stat}^{(2)}(T) = \frac{\hbar\Omega_0(2n + 1)}{4(\omega^2 - 4\Omega_0^2)^2} \frac{\omega^2\sin(\omega T)}{2\omega\Omega_0\sin(2\Omega_0 T)} + 4\omega^2\Omega_0^2 \cos(\omega T) - \cos(2\Omega_0 T)^2. \quad (3.3)$$

For perturbation frequencies for which $\omega T = k\pi$, i.e. $\Omega(T) = \Omega_0$ (we will later extend the analysis to arbitrary frequencies),

$$E_{n,stat}^{(2)}(T) = \frac{2\hbar\Omega_0(2n + 1)}{4(\omega^2 - 4\Omega_0^2)^2} \omega^2\Omega_0^2[1 - (-1)^k \cos(2\Omega_0 T)]. \quad (3.4)$$

This term vanishes when the condition $(-1)^k \cos(2\Omega_0 T) = 1$ is fulfilled, i.e. when

(i) $k$ is even ($\Leftrightarrow \omega T = 2i\pi$) and $2\Omega_0 T = 2j\pi$ with $i, j \in \mathbb{N}$,

(ii) $k$ is odd ($\Leftrightarrow \omega T = (2i' + 1)\pi$) and $2\Omega_0 T = (2j' + 1)\pi$ with $i', j' \in \mathbb{N}$,

whereas it is maximum when

(iii) $k$ is even ($\Leftrightarrow \omega T = 2i\pi$) and $2\Omega_0 T = (2j + 1)\pi$ with $i, j \in \mathbb{N}$,
**Figure 3.** Log plot of the static component of the excitation (second-order term) in units of quanta (light blue line) and its estimated envelope (dark blue line) versus: (a) the sinusoidal perturbation frequency for a transport time of 2 µs, and (b) the transport time for a perturbation frequency of $2\pi \times 6$ MHz. (Online version in colour.)

(iv) $k$ is odd ($\Leftrightarrow \omega T = (2i+1)\pi$) and $2\Omega_0 T = 2j'\pi$ with $i, j' \in \mathbb{N}$.

Therefore, by tuning the trap frequency and the transport time appropriately, the final excitation may be minimized. In fact, if $\omega$ is known, one can first choose $T$ and then $\Omega_0$ to fulfill one of the two conditions (i) or (ii) that make the static contribution vanish. Although in this section, we are analysing a fifth-order polynomial protocol, the results for the static contribution are completely general for a sinusoidal perturbation in the trap frequency, as every possible STA trajectory has the same static term. Thus, the choice of $T$ and $\Omega_0$ described to make (3.4) vanish holds for any STA protocol.

We take as the envelope function of $E_{n, stat}^{(2)}(T)$ the one that goes through all the maxima,

$$F_{stat} = \frac{2\hbar \Omega_0 (2n + 1)}{(\omega^2 - 4\Omega_0^2)^2} \omega^2 \Omega_0^2 \left[ 1 + | \cos (2\Omega_0 T) | \right].$$  \hspace{1cm} (3.5)

The envelope is not valid for very large frequencies ($\omega \gg \Omega_0$) where it decays as $1/\omega^2$, whereas the true static term (3.3) has an oscillating term, proportional to $\sin^2(\omega T)$, that does not decay for large $\omega$. In figure 3a, we plotted this envelope, together with the static contribution, versus the perturbation frequency for $T = 2$ µs. Even though we only considered a discrete set of frequencies, the envelope is valid for a continuum of perturbation frequencies.

In figure 3b, we set the perturbation frequency to $\omega = 2\pi \times 6$ MHz and let the transport time vary from 0.1 to 10 µs. In this case, the oscillating term in (3.5) does not add much information, and it could be simply substituted by its maximum value. Again, we should not expect this analysis to work for $\omega \gg \Omega_0$.

While the static contribution has a simple analytical expression for $f(t) = \sin(\omega t)$, the dynamical contribution is more complicated. Nevertheless, we managed to find an approximate envelope function,

$$F_{dyn} = \frac{57600 m d^2}{T^6 (\Omega_0^2 - \omega^2)^4} \omega^2 \Omega_0^2 \left[ 1 + | \cos (\Omega_0 T) | \right].$$  \hspace{1cm} (3.6)

We compare this function and the dynamical excitation in figure 4 in the perturbation-frequency and the transport-time domains. Despite having neglected many terms, (3.6) is a good approximation of the true envelope function. The oscillating term, that now has frequency $\Omega_0$ instead of $2\Omega_0$ as in the envelope for the static contribution, could also be substituted by its maximum value in the transport time plot.

In figure 2, the minima of the dynamical contribution approximately coincide with the minima of the static contribution, which we were able to identify analytically. There is an explanation of
and every exponential in equations (3.7) and (3.8) takes the form $e^{-i\Omega_0 t}$. In fact, $\omega$ contribution vanishes when condition (i) is verified except when $\Omega_0 = 0$, which corresponds to $K = 0$. Something similar happens with (3.8). The acceleration of the classical trajectory is an antisymmetric function around $T/2$ (figure 1b) that resembles the function $\sin(2\pi t/T)$. When projected to each of the functions $e^{-i2\pi K t/T}$, the values $K = \pm 1$ will be the most relevant ones. In fact,

$$
\int_0^T dt \sin(\omega t) e^{-i\Omega_0 t} = \frac{1}{2i} \int_0^T dt \left( e^{-i(2\Omega_0 - \omega)t} - e^{-i(2\Omega_0 + \omega)t} \right) \tag{3.7}
$$

and

$$
\int_0^T dt \dot{q}_c^{(0)}(t) \sin(\omega t) e^{-i\Omega_0 t} = \frac{1}{2i} \int_0^T dt \dot{q}_c^{(0)}(t) \left( e^{-i(\Omega_0 - \omega)t} - e^{-i(\Omega_0 + \omega)t} \right). \tag{3.8}
$$

We took $\Omega_0 T = 8\pi$, i.e. an even multiple of $\pi$, and so is $2\Omega_0 T$. When condition (i) is satisfied, every exponential in equations (3.7) and (3.8) takes the form $e^{-i2\pi K t/T}$, where $K$ is an integer. Since the set $\{e^{-i2\pi K t/T}, K \in \mathbb{Z}\}$ forms an orthogonal basis for functions with period $T$, (3.7) (the static contribution) vanishes when condition (i) is verified except when $\omega = 2\Omega_0$, which corresponds to $K = 0$. Something similar happens with (3.8). The acceleration of the classical trajectory is an antisymmetric function around $T/2$ (figure 1b) that resembles the function $\sin(2\pi t/T)$. When projected to each of the functions $e^{-i2\pi K t/T}$, the values $K = \pm 1$ will be the most relevant ones. In fact,

$$
\int_0^T dt \dot{q}_c^{(0)}(t) e^{-i2\pi K t/T} = \frac{90d}{\pi^2 T K^3}, \quad \text{if } K \neq 0, \tag{3.9}
$$

where $\dot{q}_c^{(0)}(t)$ is deduced from (3.2). $K = 0$ gives 0 due to antisymmetry. According to (3.9), the most significant projection is achieved for $|\Omega_0 - \omega| = 2\pi/T (|K| = 1)$. Equation (3.9) also sets a $K^{-3}$ scaling for the rest of the projections.

(i) Crossing between static and dynamical terms

One of the motivations to find the envelopes is to estimate at what point the static contribution starts to dominate the excitation energy and the dynamical contribution becomes irrelevant.

In figure 5a, we plot the envelopes for the static and dynamical terms as functions of the perturbation frequency and the transport time. In figure 5b, we present a top view of these two surfaces, showing at each point only the one that dominates. Even if the envelopes are already much simpler than the corresponding contributions to the excitation, the curve defining the crossing points is complicated because of the oscillating terms of (3.5) and (3.6). In figure 5c, we show the envelopes when those oscillating terms are ignored. Thus, we find the transport time at which both envelopes cross as a function of $\omega$,

$$
T^*(\omega) = \left\{ \frac{28800m d^2}{\hbar \Omega_0} \left[ \frac{\omega^2 - (2\Omega_0)^2}{\omega^2 - \Omega_0^2} \right]^2 \right\}^{1/6}. \tag{3.10}
$$

Figure 4. Log plot of the dynamical component of the excitation in units of quanta (light red line) and its estimated envelope (dark red line) versus: (a) the sinusoidal perturbation frequency for a transport time of 2 $\mu$s and (b) the transport time for a perturbation frequency of $2\pi \times 6$ MHz. (Online version in colour.)
Figure 5. (a) Log plot of the two envelope functions, static (blue surface) and dynamical (red surface) in equations (3.5) and (3.6), respectively, versus perturbation frequency and the transport time. (b) Top view, showing only the dominant contribution. (c) Top view ignoring the oscillating terms. The parameters $m$, $d$ and $\Omega_0$ are the same as in figure 2. (Online version in colour.)

The behaviour described by the curve in (3.10) is quite intuitive. Each contribution dominates around its own resonance, $\omega = 2\Omega_0$ for the static and $\omega = \Omega_0$ for the dynamical. When perturbing frequencies, assumed to be given, are at or near these values a change of $\Omega_0$ is advisable to avoid excitations.

4. Optimal trajectories for an oscillating trap frequency

In the previous section, we used a polynomial protocol for some given $T$ without trying to optimize performance. We will now look for trajectories that minimize the final excitation at second perturbative order when the trap frequency is perturbed sinusoidally. We present several methods that can be applied to find such optimal trap trajectories.

(a) Design of the classical trajectory through an auxiliary function (Fourier method)

For a particle shuttled by a constant-frequency trap, the final excitation energy is, assuming zero boundary conditions for the trap velocity, proportional to the FT of the trap acceleration. This was exploited in a systematic approach by Guéry-Odelin & Muga [12]. The approach makes use of an auxiliary function $g(t)$ to impose the vanishing of

$$V(\Omega_0) = \left| \int_0^T dt \dot{q}_0(t)e^{-i\Omega_0 t} \right| = 0 \quad (4.1)$$

at chosen, discrete values of the trap frequency, see below. This method does not use invariants explicitly (even if they are of course implicit) and was devised to transport different species and/or achieve robustness with respect to uncertainty or slow changes in the trap frequency, i.e. the trap frequency must be effectively constant throughout each single shuttling process. When condition (4.1) is satisfied, and as far as there are no time-dependent perturbations affecting the trap parameters, the system ends unexcited. Qi et al. [4] posed as open questions the applicability or possible generalizations of the method to deal with fast time dependencies of the trap frequency (i.e. noticeable in the scale of $T$), as well as its combination with optimization algorithms. In this section, we shall first generalize the method in [12] to produce transport without residual excitation for a trap-frequency affected by a sinusoidal perturbation. To optimize the trap trajectories, we shall later find it more efficient to directly impose conditions of the form (4.1) without the need to use an intermediate function $g$. To find trajectories that minimize the final excitation, we use the Fourier form (2.26) for $f(t) = \sin(\omega t)$. The integral to be minimized is

$$I(\omega, \Omega_0) \equiv \int_0^T dt \sin(\omega t)\tilde{q}_c^{(0)}(t)e^{-i\Omega_0 t}$$

$$= \frac{1}{2i} \left[ \int_0^T dt \tilde{q}_c^{(0)}(t)e^{-i(\Omega_0 - \omega)t} - \int_0^T dt \tilde{q}_c^{(0)}(t)e^{-i(\Omega_0 + \omega)t} \right] \quad (4.2)$$
Thus, transport without final excitation at second perturbative order can be achieved by designing a \( q_c^{(0)}(t) \) for which the FT of its acceleration at \( \Omega_0 + \omega \) and \( \Omega_0 - \omega \) takes the same value. One possibility is to cancel it at both frequencies. Following \[12\], we introduce an auxiliary function \( g(t) \) such that

\[
\ddot{q}_c^{(0)}(t) = \frac{d^4g}{dt^4}(t) + \left[ (\Omega_0 - \omega)^2 + (\Omega_0 + \omega)^2 \right] \frac{d^2g}{dt^2}(t) + (\Omega_0^2 - \omega^2)^2 g(t)
\]  

(4.3)

and which obeys the boundary conditions \( g(0) = g(T) = \dot{g}(0) = \dot{g}(T) = \ddot{g}(0) = \ddot{g}(T) = g^{(3)}(0) = g^{(3)}(T) = g^{(4)}(0) = g^{(4)}(T) = 0 \), where dots denote derivatives with respect to time and \( g^{(n)} \) is the \( n \)th derivative. Equation (4.2) vanishes with such an auxiliary function. We also have to take into account the boundary conditions \( q_c^{(0)}(T) = d \) and \( q_c^{(0)}(0) = 0 \), which imply that

\[
\int_0^T dt \int_0^t dt' g(t') = \frac{d}{(\Omega_0^2 - \omega^2)^2} \quad \text{and} \quad \int_0^T dt \ g(t) = 0.
\]

(4.4)

The auxiliary function \( g(t) \) is designed to satisfy its boundary conditions and (4.4). From \( g(t) \), \( q_c^{(0)}(t) \) is deduced via (4.3). Then, we integrate this expression twice to get the classical trajectory. Let us consider, similarly to \[12\], the simple form

\[
g(t) = \mathcal{N} \left( \frac{t}{T} \right)^5 \left( \frac{t}{T} - 1 \right)^5 \left( \frac{t}{T} - \frac{1}{2} \right),
\]

(4.5)

where \( \mathcal{N} \) is a normalization factor that has to be deduced from the first condition of (4.4). The second and third factors in (4.5) guarantee the boundary conditions at initial and final times, while the fourth one provides the odd symmetry to satisfy the second condition in (4.4). In figure 6, we show the results found using this method for \( \omega = 3.5 \text{ MHz} \). We have plotted the trap trajectory \( Q_0(t) \) and the final excitation (in quanta units) versus the perturbation frequency \( \omega \) around \( 3.5 \text{ MHz} \). The rest of the parameters are the same as the ones used in the previous section. We observe a vanishing excitation at the perturbation frequency used to design the trajectory.

The procedure to make the protocol robust for a range of trap frequencies in \[12\] can be adapted to our problem. Suppose that there are multiple perturbation frequencies \( \omega_1, \omega_2, \ldots, \omega_p \) affecting the shuttling operation. In order for the protocol to provide an excitation-free final state (at second perturbative order of the excitation), the classical acceleration may be written as

\[
\ddot{q}_c^{(0)}(t) = P_0 g^{(4p)} + P_1 g^{(4p-2)} + \cdots + P_j g^{(4p-2j)} + \cdots + P_{2p} g(t),
\]
where

\[ P_0 = 1, \quad P_1 = \sum_{i=1}^{p} \sum_{\sigma_i = {+,-}} \left( \Delta_i^\sigma \right)^2, \]

\[ P_2 = \sum_{i<j} \sum_{\sigma_i, \sigma_j = {+,-}} \left( \Delta_i^\sigma \Delta_j^\sigma \right)^2, \ldots \]

\[ P_{2p} = \left( \Delta_1^+ \right)^2 \left( \Delta_1^- \right)^2 \cdots \left( \Delta_p^+ \right)^2 \left( \Delta_p^- \right)^2, \]

and \( \Delta_i^\pm = \Omega_0 \pm \omega_i \). Now, the function \( g(t) \) should have \( 8p + 2 \) vanishing boundary conditions,

\[ g(0) = g(T) = \dot{g}(0) = \dot{g}(T) = \cdots = g^{(4p)}(0) = g^{(4p)}(T) = 0. \]

If the perturbation frequencies are distributed in a continuous region, the robustness is achieved by choosing the \( p \) frequencies close enough in that region, flattening the excitation in a window of frequencies.

(b) Fourier ansatz for the classical acceleration

With the method described in the previous subsection, the number of boundary conditions imposed on \( g(t) \) escalates considerably to increase robustness. To solve this problem and avoid the use of an intermediate function \( g(t) \), we now choose a different, direct ansatz,

\[ \ddot{q}_c^{(0)}(t) = \sum_{j=1}^{N} a_j \sin \left( \frac{j \pi t}{T} \right). \] (4.6)

The boundary conditions \( \ddot{q}_c^{(0)}(0) = \ddot{q}_c^{(0)}(T) = 0 \) are automatically satisfied, and the number of terms \( N \) will depend on the number of constraints imposed on \( q_c^{(0)}(t) \) and its derivatives, whereas the \( \{a_j\} \) will be determined from them. We integrate (4.6) to specify the classical trajectory and velocity,

\[ q_c^{(0)}(t) = \int_0^t dt' \int_0^{t'} dt'' q_c^{(0)}(t'') = \sum_{j=1}^{N} \frac{T}{j \pi} a_j \left[ j \pi t - T \sin \left( \frac{j \pi t}{T} \right) \right] \] (4.7)

and

\[ \dot{q}_c^{(0)}(t) = \int_0^t dt' \dot{q}_c^{(0)}(t') = \sum_{j=1}^{N} \frac{T}{j \pi} \left[ 1 - \cos \left( \frac{j \pi t}{T} \right) \right]. \] (4.8)

It can be checked that the initial conditions \( q_c^{(0)}(0) = 0 \) and \( \dot{q}_c^{(0)}(0) = 0 \) are fulfilled. The final time boundary conditions, \( q_c^{(0)}(T) = d \) and \( \dot{q}_c^{(0)}(T) = 0 \), lead to two conditions on the coefficients \( \{a_j\} \),

\[ \sum_{j=1}^{N} \frac{T^2}{j \pi} a_j = d, \quad \sum_{j=1}^{N} \frac{1}{j} \left[ (1 - (-1)^j) \right] = 0. \] (4.9)

To cancel the final excitation, the \( \{a_j\} \) must also verify

\[ I(\omega, \Omega_0) = \sum_{j=1}^{N} a_j I_j(\omega, \Omega_0) = 0 \] (4.10)
Figure 7. (a) Transport function for a protocol that cancels the integral from (4.2) (red solid line), and up to its first (yellow dashed line), second (light green dotted line) and third (dark green dash-dotted line) derivatives with respect to the perturbation frequency when $2\pi \times 4\text{ MHz}$ and $\omega = 2\pi \times 5\text{ MHz}$. The parameters are $^{88}\text{Sr}^{+}$ ion, $d = 50\mu\text{m}$, $T = 2\mu\text{s}$ and $\lambda = 0.01$. (b) Dynamical component of the final excitation energy in units of final quanta in each of the protocols versus $\omega$. (c) Transient energy (in units of quanta) during the transport for the protocols shown in figures (a) and (b) (same line and colour code). (Online version in colour.)

\[
\mathcal{I}_j(\omega, \Omega_0) \equiv \int_0^T dt \sin(\omega t) \sin\left(\frac{j\pi t}{T}\right) e^{-i\Omega_0 t} = \frac{T}{2} \left\{ \frac{i\Omega_0 T}{(j\pi - \omega T)^2 - (\Omega_0 T)^2} - \frac{i\Omega_0 T}{(j\pi + \omega T)^2 - (\Omega_0 T)^2} \right. \\
+ e^{-i\Omega_0 T} \left[ \frac{(j\pi - \omega T) \sin(j\pi - \omega T) - i\Omega_0 T \cos(j\pi - \omega T)}{(j\pi - \omega T)^2 - (\Omega_0 T)^2} \right. \\
\left. \left. - \frac{(j\pi + \omega T) \sin(j\pi + \omega T) - i\Omega_0 T \cos(j\pi + \omega T)}{(j\pi + \omega T)^2 - (\Omega_0 T)^2} \right) \right\},
\]

which are in fact two conditions, since the real and the imaginary parts have to be cancelled. Together with conditions (4.9), there are four equations for the coefficients $\{a_j\}$, and thus, at least $N = 4$ terms are needed to define the classical trajectory. More terms can be added to increase robustness. For instance, to have excitation-free final states for a range of perturbation frequencies, we may impose the cancellation of the derivatives of $\mathcal{I}(\omega, \Omega_0)$ from (4.2) with respect to $\omega$. For every derivative nullified, we have to add at least two terms in (4.6) for the system of equations relating the $\{a_j\}$ not to be overdetermined. In figure 7, we compare different transport protocols: $N = 4$ with no restriction on the derivatives; $N = 6$ with cancellation of the first derivative with respect to $\omega$; $N = 8$ with cancellation of the first two derivatives; and $N = 10$ with cancellation of the first three derivatives. The coefficients $\{a_j\}$ are uniquely determined. The parameters are the same as the ones used in figure 2 or figure 6. We clearly observe in figure 7b an increase of the robustness against the perturbation frequencies when the number of cancelled derivatives increases. A price to pay is a more oscillatory behaviour in the trap trajectory $Q_0(t)$, see figure 7a (let us recall that the trap trajectory is related to the classical trajectory $q_0(t)$ through (2.11)), which may involve larger transient energies, see figure 7c. Similarly, the concept of robustness can be extended to other errors. For instance, suppose that, aside from the sinusoidal perturbation, the central trap frequency $\Omega_0$ takes different values over multiple runs of a transport experiment. Robustness with respect to these deviations can be achieved by imposing the cancellation of the derivatives of $\mathcal{I}(\omega, \Omega_0)$ with respect to $\Omega_0$. In figure 8, we show again four different protocols: $N = 4$ with no restriction on the derivatives; $N = 6$ with cancellation of the first derivative; $N = 8$ with cancellation of the first two derivatives; and $N = 10$ with cancellation of the first three derivatives. As in the previous case, the coefficients $\{a_j\}$ are uniquely determined. Now, the protocols increase the robustness against variations of $\Omega_0$ when the number of nullified derivatives increases. These ideas can be combined, simultaneously cancelling derivatives with respect to $\omega$ and $\Omega_0$ and making the protocol robust against variations of both of them.
Figure 8. (a) Transport function for a protocol that cancels the integral in (4.2) (red solid line), and up to its first (yellow dashed line), second (light green dotted line) and third (dark green dash-dotted line) derivatives with respect to $\Omega_0$ when $\Omega_0 = 2\pi \times 4$ MHz and $\omega = 2\pi \times 5$ MHz. The parameters are: $^{88}\text{Sr}^+$ ion, $d = 50 \mu$m, $T = 2 \mu$s and $\lambda = 0.01$. (b) Dynamical component of the final excitation energy in units of final quanta versus the trap frequency. (Online version in colour.)

Figure 9. Comparison between the method based on an auxiliary function, see §4a, and the method based on a Fourier ansatz for $q^{(0)}_c(t)$. (a) Trap trajectories with zero final excitation (up to second perturbation order) for $\omega = 4.5$ MHz. (b) Final excitation versus the perturbation frequency for the trajectories in the left figure. The rest of parameters are the same as in figure 6. (Online version in colour.)

(c) Comparison between the auxiliary function and Fourier ansatz methods

The methods in subsections 4a and 4b lead to trajectories that leave the ion in its final position without final dynamical excitation up to second perturbation order. Both rely on nullifying the integral (4.2). However, the Fourier ansatz is more straightforward, since it does not involve additional steps to design an auxiliary function. The auxiliary function method forces two integrals to vanish for each perturbation frequency (see (4.2)) instead of their sum. In figure 9, we have compared the two methods by finding the trajectories for which the second perturbation dynamical excitation is zero for a fixed perturbation frequency $\omega_{\text{target}} = 4.5$ MHz, using the same parameters in figure 6. Both methods are used without applying additional conditions to flatten the excitation, that is, in their most basic forms (cancellation of up to the fourth derivative of $g(t)$ at its bounds and $N = 4$ terms in the Fourier ansatz). The final dynamical excitation curve versus an $\omega$ actually applied is lower with the trajectory found with the Fourier ansatz for $\omega_{\text{target}}$, see figure 9b. The trajectory given by the Fourier ansatz is also smoother, avoiding significant accelerations during the shuttling.

Therefore, the Fourier ansatz method presents advantages in simplicity and effectiveness over the method that uses an auxiliary function. In the following section, we apply the Fourier sum ansatz in combination with a genetic algorithm.
Figure 10. Trap trajectories that cancel the integral from (4.10) for a perturbation frequency \( \omega = 2\pi \times 5 \text{ MHz} \), a trap frequency \( \omega_0 = 2\pi \times 4 \text{ MHz} \), and a transport time \( T = 0.5 \mu s \). The red curve is for \( N = 4 \) terms in the ansatz (4.6), while the green curve is for \( N = 10 \) and letting the genetic algorithm minimize condition (4.11). (Online version in colour.)

(d) Genetic algorithms

The method in §4b can be generalized for further flexibility by including more terms in (4.6) and applying more conditions. For example, trap trajectories that do not exceed the range from the initial to the final position, i.e. \( 0 < Q_0(t) < d \), are highly preferable. Although this condition is fulfilled by the protocols in figures 7 and 8, it is not generally satisfied. Short transport times, perturbation frequencies close to the trap frequency, and cancellation of too many derivatives may lead to trajectories that go beyond these limits.

A solution is to leave the system of equations for the \( \{a_j\} \) underdetermined by letting \( N \) be greater than the number of conditions. Then the coefficients may be chosen by minimizing a given cost function. For instance, to limit the trajectory inside its boundaries \([0, d]\), the cost function can be

\[
f = \int_0^T dt F(Q_0(t)), \quad F(Q_0(t)) = \begin{cases} Q_0(t) - d, & Q_0 > d \\ 0, & 0 \leq Q_0 \leq d \\ -Q_0(t), & Q_0 < 0, \end{cases}
\]

(4.11)

with the least possible number of terms \( N \) defining \( Q_0 \).

Genetic algorithms are versatile optimization methods where a population of individuals evolve through selection, crossover and mutation towards better solutions, inspired by natural selection [17]. In our problem, each individual is a set of \( N \) coefficients \( \{a_j\} \) such that conditions (4.9) and (4.10) are verified. The algorithm stops whenever the result of integral (4.11) is zero, or when too many generations give the same value for the integral, meaning that the algorithm has fallen into a local minimum and mutations are not enough to jump to a better minimum. In figure 10, we compare the trap trajectory that satisfies the aforementioned conditions found for \( N = 4 \), which is the unique solution, since we have 3 real + 1 imaginary conditions (red line), with a trap trajectory found by the genetic algorithm for \( N = 10 \) (green line). The short transport time \( (T = 0.5 \mu s) \) makes the first protocol exceed the interval \([0, d]\), while the solution by the genetic algorithm stays inside \([0, d]\).

(e) Optimal control theory

Invariant-based inverse engineering may be combined with optimal control theory via Pontryagin’s principle [18], see Chen et al. [19] and more examples and references in Guéry-Odelin et al. [2]. In this section, we will apply the OCT formalism to minimize the transient potential.
energy. Let us define first the state variables
\[ x_1(t) = \dot{q}_c^{(0)}(t), \quad x_2(t) = \dot{q}_c^{(0)}(t) \]  
(4.12)
and
\[ x_3(t) = \dot{q}_c^{(1)}(t), \quad x_4(t) = \dot{q}_c^{(1)}(t) \]
and (scalar) control function
\[ u(t) = q_c^{(0)}(t) - Q_0(t). \]  
(4.13)

Equations (2.11) and (2.17) give a system of equations with the form \( \dot{x} = f[x(t), u(t)] \), that is
\[ \begin{align*}
\dot{x}_1(t) &= x_2(t), \\
\dot{x}_2(t) &= -\Omega_0^2 u(t), \\
\dot{x}_3(t) &= x_4(t)
\end{align*} \]  
(4.14)
and
\[ \dot{x}_4(t) = -\Omega_0^2 x_3(t) - 2\Omega_0^2 \sin(\omega t) u(t). \]

Our optimal control problem is to minimize some cost function. We choose to minimize the average dynamical term of the potential energy,
\[ \bar{E}_{P,\text{dyn}} = \frac{1}{T} \int_0^T dt \frac{m \Omega_0^2(t)}{2} [q_c(t) - Q_0(t)]^2, \]
which, assuming small \( \lambda \), can be approximated by
\[ \bar{E}_{P,\text{dyn}} \approx \frac{1}{T} \frac{m \Omega_0^2}{2} \int_0^T dt [u(t)]^2. \]  
(4.15)

Equation (4.16) uses only the zeroth-order approximation for the energy. We shall later demonstrate that this order is enough to account for the transient energy. The reason is that, unlike the final energy, the zeroth order of the energy takes a non-zero value during the transport, and therefore higher perturbative orders are negligible in comparison. Thus, from (4.16), the cost function is
\[ J(u) = \int_0^T dt [u(t)]^2. \]  
(4.17)

For an excitationless transport, the boundary conditions that have to be satisfied are (i) (2.6) and (2.12) for \( q_c^{(0)} \) and \( \dot{q}_c^{(0)} \), and (ii) the cancellation of \( q_c^{(1)} \) and \( \dot{q}_c^{(1)} \) at the endpoints, to make the first line in (2.15) (the dynamical excitation) vanish at final time. This implies that the dynamical system starts and ends at
\[ x(0) = \begin{pmatrix} x_1(0) \\ x_2(0) \\ x_3(0) \\ x_4(0) \end{pmatrix} = \begin{pmatrix} 0 \\ 0 \\ 0 \\ 0 \end{pmatrix} \quad \text{and} \quad x(T) = \begin{pmatrix} x_1(T) \\ x_2(T) \\ x_3(T) \\ x_4(T) \end{pmatrix} = \begin{pmatrix} d \\ 0 \\ 0 \\ 0 \end{pmatrix}. \]
(4.18)

The additional conditions \( Q_0(0) = 0 \) and \( Q_0(T) = d \) are translated to the control parameter as \( u(0) = u(T) = 0 \). At these points, jumps of the optimal control will be required to match these boundary conditions.

To minimize the cost function (4.17), we apply Pontryagin’s maximal principle. The control Hamiltonian is
\[ H_c = p_1 x_2 - p_2 \Omega_0^2 u + p_3 x_4 - p_4 x_3 \Omega_0^2 - 2p_4 \Omega_0^2 \sin(\omega t) u - p_0 u^2, \]
where \( p_0 \) is a normalization constant greater than 0, and \( \{p_1, p_2, p_3, p_4\} \) are the costates (time dependencies of the state, costate and control variables have been dropped to simplify the notation). Pontryagin’s maximal principle states that for the dynamical system \( \dot{x} = f(x(t), u(t)) \), the coordinates of the extremal vector \( x(t) \) and of the corresponding adjoint state \( p(t) \) fulfill
\[ \dot{x} = \partial H_c / \partial p \] and \[ p = -\partial H_c / \partial x, \]
which gives the four costate equations
\[ \begin{align*}
\dot{p}_1(t) &= 0, \\
\dot{p}_2(t) &= -p_1(t), \\
\dot{p}_3(t) &= \Omega_0^2 p_4(t) \quad \text{and} \quad \dot{p}_4(t) = -p_3(t).
\end{align*} \]  
(4.20)

According to the maximum principle, the control \( u(t) \) maximizes the control Hamiltonian at each time. For simplicity, we choose \( p_0 = \Omega_0^2 / 2 \), so that the minimal condition of the control
Hamiltonian $\partial H_c/\partial u = 0$ gives

$$u(t) = -[p_2(t) + 2 \sin(\omega t)p_4(t)],$$

(4.21)

whereas, from (4.20), we get

$$p_1(t) = -c_1, \quad p_2(t) = c_1 t + c_2,$$

(4.22)

$$p_3(t) = c_3 \Omega_0 \sin(\Omega_0 t) - c_4 \Omega_0 \cos(\Omega_0 t)$$

(4.23)

and

$$p_4(t) = c_3 \cos(\Omega_0 t) + c_4 \sin(\Omega_0 t),$$

(4.24)

where $c_1, \ldots, c_4$ are constants that will eventually be determined from the boundary conditions on $x(t)$. Substituting $p_2$ and $p_4$ into $u(t)$, and then inserting $u(t)$ in the system (4.14), we find explicit but somewhat lengthy expressions for $x_1, x_2, x_3$ and $x_4$, not shown here. Finally, the trap trajectory is determined as

$$Q_0(t) = \begin{cases} 
0, & t \leq 0 \\
x_1(t) - u(t), & 0 < t < T \\
d, & t \geq T 
\end{cases}$$

The discontinuities of $Q_0(t)$ at $t = 0$ and $t = T$ may prevent these trajectories from being experimentally feasible, but they provide, in any case, a lower bound for the time average of $E_P$. The values of the coefficients $c_1 - c_5$ depend mainly on $T, \Omega_0, \omega$ and $d$. In figure 11, we show the average dynamical potential energy as a function of each of these four parameters, while keeping the rest fixed (see caption for further details). Although for the optimal control problem, we have only considered the zeroth order of the transient energy, in the calculations for this figure, we have included the first order perturbative term of $q_c(t)$. The results are indistinguishable from those in which they are not considered. The asymptotic behaviour, away from oscillations around $\omega = \Omega_0$, is given by a power law of $T, \Omega_0$ and $d$,

$$\bar{E}_{P,dyn} \propto \frac{d^2}{T^4 \Omega_0^2},$$

(4.25)

in agreement with the lower bound found for the average potential energy in the unperturbed case [5]. The perturbation does not change the asymptotic behaviour of the mean potential energy. This is also shown in figure 11c, where the curve flattens far from $\omega = \Omega_0$.

5. Conclusion

In this work, we studied the effect of small perturbations in some of the trap parameters in STA shuttling protocols of an ion driven by a harmonic trap, with emphasis on sinusoidal...
perturbations or their combinations. We have also found robust protocols with respect to these perturbations.

We have applied the invariant-based inverse engineering formalism, combined with a perturbative treatment, to find expressions of the final excitation when the perturbation affects the trap frequency or the trap trajectory, identifying static and dynamical terms (independent and dependent, respectively, on the ideal STA trajectory). We have also found for these terms simple Fourier integral forms. Quite generally, the static contribution is worse for perturbed trajectories than for perturbed frequencies which suggests putting the emphasis on implementing the trajectory faithfully in inversion subroutines from the ideal trajectories to the implemented electrode voltages in multisegmented Paul traps.

We have thoroughly analysed the basic fifth-order polynomial STA protocol to shuttle a particle for a distance $d$ in a time $T$ for a sinusoidally perturbed trap frequency. (The analysis for the static contribution is generic and valid for any STA protocol.) We could determine points with no final (static and dynamical) excitation when the perturbation frequency is known. We also found conditions, in particular minimal times, for the static contribution to dominate.

Finally, we have presented several techniques to optimize the driving for sinusoidally perturbed trap frequencies with respect to final energy for a span of perturbation frequencies; trajectory domain; or average transient energy. These techniques are flexible and complementary, and could be applied to other objectives as well. In particular, the same approaches could be applied for perturbations in the trajectory. Both methods described in §4a (auxiliary function) and §4b (Fourier ansatz) to design the classical acceleration increase robustness by widening the window of perturbation frequencies for quiet transport. We found better results with the Fourier ansatz method when comparing the most basic approaches, but note that the auxiliary function method admits unexplored generalizations with different auxiliary functions. The Fourier ansatz method can be easily combined with optimization algorithms, such as genetic algorithms, as in §4d. Although we have focused on limiting the trap trajectory inside the range $[0, d]$, genetic algorithms can be used for a broad span of optimizations (bounded velocity, minimal peak transient energy, etc.). A problem with genetic algorithms is that there is no guarantee that the solution found is the global minimum, and many runs of the algorithm could be needed to find an optimal trajectory. On the other hand, optimal control theory offers the tools to find analytical bounds and asymptotic behaviour, even if the solutions may contain discontinuities that make them hard to implement experimentally.
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