Longitudinal momentum of the electron at the tunneling exit
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The longitudinal momentum of the electron at the tunneling exit is a useful quantity to make sense of the tunneling ionization process. It was usually assumed to be zero from a classical argument, but recent experiments show that it must be nonzero in order to explain the measured electron momentum distributions. In this article we show that the flow momentum of the probability fluid is a sensible quantum mechanical definition for tunneling-exit momentum, and it can be (and in general is) nonzero at the tunneling exit point where the kinetic energy is zero by definition. We show that this longitudinal momentum is nonzero even in the static or adiabatic limit, and this nonzero momentum is a purely quantum mechanical effect determined by the shape of the wave function in the vicinity of the tunneling exit point. Nonadiabaticity or finite wavelength may increase this momentum substantially, and the detailed value depends on both the atomic and the laser parameters.
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I. INTRODUCTION

Tunneling ionization is widely accepted [1,2] as the first step of many strong-field processes, including high harmonic generation [3,4] and attosecond pulse generation [5], nonsequential double and multiple ionization [6–8], laser-induced electron diffraction [9,10], etc. A thorough understanding of tunneling ionization is thus beneficial for the understanding of these strong-field phenomena.

One understands the tunneling ionization process through specifying some directly related characteristics, for example, the rate of tunneling, the entrance and the exit position of tunneling, the time needed for tunneling, the electron momentum at the exit of tunneling, etc. Although some concepts (for instance, the tunneling time [11,12]) are controversial and still under debate, active efforts for understanding and characterizing tunneling ionization are ongoing, both theoretically [13–25] and experimentally [26–34].

The focus of the current article will be on one of the tunneling characteristics, namely, the electron momentum at the tunneling exit, or the longitudinal momentum parallel to the laser polarization direction in two- or three-dimensional tunneling problems. (The transverse momentum perpendicular to the laser polarization direction is relatively simple [14,28] and will not be the focus of the current article.) At first glance from a classical perspective, this tunneling-exit momentum should not be a problem at all: At the tunneling exit point the kinetic energy of the electron is zero (since the potential energy equals to the total energy) therefore the momentum should be zero. Indeed, several versions of the semiclassical trajectory models [35–39] still assume the longitudinal momentum to be zero based on this classical argument.

However, recent experiments have found that assuming the longitudinal momentum to be zero does not yield good agreements between theoretically simulated and experimentally measured electron momentum distributions [26,29,33]. The simulations are usually done using two-step semiclassical trajectory methods: The electron is first emitted via quantum tunneling with assumed tunneling-exit characteristics including tunneling-exit position and momentum, then the electron is treated as a classical particle traveling in the combined Coulomb and laser field. Only when nonzero (usually a fraction of an atomic unit) longitudinal momenta at the tunneling exit are included do the simulated electron momentum distributions agree well with the measurements.

Then the following questions arise from the theoretical point of view: In quantum mechanics what is the definition of electron momentum at specified positions (for example, the tunneling exit)? That is, what momentum are we exactly talking about quantum mechanically? How can the electron momentum be nonzero at a point with zero kinetic energy, as discovered by the above-cited experiments? What determines the value of the longitudinal momentum at the tunneling exit?

The goal of the current article is to answer these questions. We advocate the usage of the flow momentum of the probability fluid as the definition of electron momentum at specified positions. The flow momentum is a widely used concept in the field of quantum hydrodynamics [40], which views the time-dependent evolution of the wave function as a probability flow in real space. Nonzero flow momentum is allowed at the tunneling exit point where the kinetic energy is zero. The justification of using the flow momentum will be clearly demonstrated in the textbook example of tunneling through a one-dimensional (1D) square potential barrier. The nonzero momentum at the tunneling exit point is shown to be a purely quantum mechanical effect without a classical correspondence, therefore arguments based on classical mechanics cannot explain the existence of this nonzero momentum. The nonzero tunneling momentum is determined by the shape...
of the wave function in the vicinity of the tunneling exit point. Nonadiabaticity or finite wavelength may increase this momentum substantially, and the detailed value depends on both the atomic and the laser parameters.

This article is organized as follows. In Sec. II we introduce the flow momentum and its behavior in the static or adiabatic limit. Then we demonstrate the justification of using the flow momentum in the textbook example of tunneling through a 1D square potential barrier. Numerical methods of solving the (time-independent or time-dependent) Schrödinger equations will also be introduced. In Sec. III we present numerical results and discussions on the longitudinal momentum at the tunneling exit. A summary will be given in Sec. IV.

II. METHOD

A. The flow momentum of the probability fluid

The time evolution of a wave function can be viewed as a dynamic flow of the probability fluid in the real space. Based on this perspective the research area of quantum hydrodynamics is developed [40]. We can write a wave function $\Psi(x, t)$ in the following polar form:

$$\Psi(x, t) = A(x, t)e^{i\phi(x, t)},$$

with $A(x, t) \geq 0$ the amplitude function and $\phi(x, t)$ the phase function, both of which are real.

The probability current (or flux) can be obtained (atomic units are used):

$$j(x, t) = \frac{i}{2} \left[ \Psi(x, t) \frac{\partial}{\partial x} \Psi^*(x, t) - \text{c.c.} \right] = \rho(x, t) \frac{\partial}{\partial x} \phi(x, t),$$

where $\rho(x, t) = |\Psi(x, t)|^2 = A^2(x, t)$ is the probability density. In analogy to the classical fluid equation $j(x, t) = \rho(x, t)v(x, t)$, one sees that the flow velocity or momentum of the quantum probability fluid is the spatial derivative of the phase function,

$$p(x, t) = \frac{\partial}{\partial x} \phi(x, t).$$

We emphasize that this flow momentum $p(x, t)$ is legally defined on each position $x$. The flow momentum has also been used in strong-field atomic physics and it is sometimes called the “virtual-detector” momentum [15–19,24,41,42], imagining putting a virtual detector at position $x$ and extracting the flow momentum at that point.

B. Flow momentum in the static or adiabatic limit

In the static or adiabatic limit the time-independent Schrödinger equation (TISE) reads

$$-\frac{1}{2} \psi''(x) + V(x) \psi(x) = E \psi(x),$$

where the potential $V(x)$ is time independent and the double prime denotes the second derivative in space. The TISE can be rearranged as

$$\psi''(x) = -2[E - V(x)] \psi(x) = -p_{cl}^2(x) \psi(x),$$

where $p_{cl}(x) \equiv \sqrt{2[E - V(x)]}$ is the same as the classical momentum for $E \geq V(x)$. In the classical forbidden region where $E < V(x)$, $p_{cl}(x)$ becomes purely imaginary. At turning points, for example, a tunneling exit point $x_e$, $E = V(x_e)$, so $p_{cl}(x_e) = 0$. This is the argument based on which the tunneling exit momentum was assumed to be zero in semi-classical trajectory models [35–39].

Substituting $\psi(x) = A(x)e^{i\phi(x, t)}$ into Eq. (6) and collecting separately the real and the imaginary part, one gets the following two equations that are equivalent to the original TISE:

$$A'' - A(\phi')^2 + p_{cl}^2 A = 0,$$

$$A\phi'' + 2 Ap' = 0, \quad \text{or} \quad (A^2\phi')' = 0.$$  

Equation (8) tells that $A^2\phi' = A^2 p = C$, or $p(x) = C/A^2(x)$, i.e., the flow momentum is larger where the probability density is smaller, vice versa.

We may rewrite Eq. (7) by dividing $A(x)$ on both sides,

$$p^2(x) \equiv |\phi'(x)|^2 = p_{cl}^2 + \frac{A''(x)}{A(x)}.$$

One sees that the flow momentum $p(x)$ has two contributing terms: One is the classical momentum $p_{cl}(x)$, and the other is the $A''/A$ term. At the tunneling exit point $x_e$, $p_{cl}(x_e) = 0$, then the flow momentum is

$$p(x_e) = \pm \sqrt{\frac{A''(x_e)}{A(x_e)}}.$$  

The flow momentum is nonzero if $A''/A$ is nonzero at the tunneling exit point. The ambiguity of the “±” sign can be removed if the flow momentum is directly calculated from the spatial gradient of the phase function, i.e., from $p(x_e) = \phi'(x_e)$.

Having the unit of energy, the $A''/A$ term is also called the “shape kinetic energy” [40], since it is determined by the shape of the wave function [the second derivative of $A(x)$ normalized by its absolute value]. This shape kinetic energy is a purely quantum mechanical effect without a classical correspondence. Arguments based on classical mechanics necessarily miss this energy.

C. Tunneling through a 1D square potential barrier

In this subsection we use the textbook example of tunneling through a 1D square barrier potential to illustrate the flow momentum $p(x)$, as well as its two contributing terms, namely, the semiclassical momentum $p_{cl}(x)$ and the momentum corresponding to the shape kinetic energy $A''(x)/A(x)$.

Consider a potential barrier $V(x) = V_0$ for $-a \leq x \leq a$ and zero otherwise. A plane wave $e^{ikx}$ comes from left and travels to the right, with energy $E = k^2/2 < V_0$. It is partially reflected at the boundary $x = -a$ and partially transmitted via quantum tunneling through the barrier to the region $x > a$.

The wave function can be written piecewise as

$$\psi(x) = \begin{cases} e^{ikx} + Be^{-ikx}, & \text{if } x < -a \\ Ce^{ix} + De^{-ix}, & \text{if } -a \leq x < a, \\ Fe^{ikx}, & \text{if } x \geq a \end{cases},$$

where $B, C, D, F$ are complex coefficients that can be determined by connecting conditions [requiring $\psi(x)$ and $\psi'(x)$]
to be continuous] at the two boundaries. The detailed results of these coefficients will not be shown explicitly here. $k = \sqrt{2(V_0 - E)}$ is the wave vector inside the potential barrier.

Figure 1(a) shows the amplitude and phase of the wave function $\psi(x)$ around the potential barrier. The parameter values used are $a = 1$ a.u., $V_0 = 1$ a.u., and $E = 0.8$ a.u. Figure 1(b) shows the three terms in Eq. (9), namely, the square of the flow momentum $p^2(x)$, the square of the semiclassical momentum $p_{cl}^2(x)$ (being negative inside the potential barrier), and the shape kinetic energy $A''(x)/A(x)$. The first term equals to the sum of the last two terms.

The following observations favor the usage of the flow momentum $p(x)$ over the semiclassical momentum $p_{cl}(x)$. First, $p(x)$ is always real (since it is the derivative of a real function $\phi(x)$) but $p_{cl}(x)$ can be real (in the classical allowed region) or imaginary (in the classical forbidden region). Second, $p(x)$ is continuous but $p_{cl}(x)$ may not be. This can be seen from Fig. 1(b) where $p_{cl}^2(x)$ suffers discontinuity at the boundaries.

Starting from (and including) the tunneling exit point $x_e = a$, the wave function is a plane wave $\sim e^{ikx}$, so the electron has momentum $k$ at the tunneling exit point. This textbook example shows clearly that the electron momentum does not have to be zero at the tunneling exit point. The flow momentum $p(x)$ catches the nonzero feature but the semiclassical momentum $p_{cl}(x)$ does not.

D. Numerically solving the TISE

For a general potential, such as a tilted Coulomb potential, the wave function does not have analytical solutions and the TISE needs to be solved numerically. In this article we use the Numerov’s method [43], which is a widely used numerical method of solving the TISE.

Consider tunneling ionization from a laser-tilted soft-core Coulomb potential [44,45],

$$V(x) = -\frac{1}{\sqrt{x^2 + 2}} - F_0 x,$$  \hspace{1cm} (12)

as illustrated in Fig. 2(a) with laser field strength $F_0 = 0.05$ a.u. This soft-core Coulomb potential has a ground-state energy of $-0.5$ a.u. ($-13.6$ eV). (With the laser field, a small Stark shift appears but it will not affect our discussions or conclusions.) The tunneling exit point can be determined to be $x_e \approx 7.3$ a.u. The wave function can be solved numerically using Numerov’s algorithm,

$$\psi_{n+1} = \frac{2(1 - \frac{5}{12} k_n^2 h^2)\psi_n - (1 + \frac{5}{12} k_n^2 h^2)\psi_{n-1}}{1 + \frac{1}{12} k_n^2 h^2},$$ \hspace{1cm} (13)

where $x$ has been discretized as $x_n = x_0 + nh$ with $x_0$ the boundary on one side and $h$ the step size. $k_n = \sqrt{2(E - V(x_n))}$ is the wave vector at $x_n$ and it is imaginary in the classical forbidden region.

Knowing $\psi_{n-1}$ and $\psi_n$, the next function value $\psi_{n+1}$ can be obtained using Eq. (13). This recursive process can be performed either way, from left to right or from right to left. In practice for stability considerations the integration is performed from both ends and the wave function is connected smoothly near the peak. Integrating from right to left, we impose the outgoing boundary condition,

$$\psi(x \to \infty) \sim e^{i k x}.$$ \hspace{1cm} (14)

And integrating from left to right, the boundary condition,

$$\psi(x \to -\infty) \to 0,$$ \hspace{1cm} (15)

is used. The connection is performed around the peak of the wave function where the first derivative vanishes.

The real part and the phase of the numerical wave function is shown in Figs. 2(b) and 2(c), respectively. The red arrow on each panel shows the position of the tunneling exit. One immediately sees that the slope of the phase function $\phi(x)$ is nonzero at the tunneling exit, telling a nonzero tunneling-exit momentum.

E. Numerically solving the TDSE

The TDSE for an atom interacting with an external laser field can be written as

$$i \frac{\partial}{\partial t} \Psi(\vec{r}, t) = \hat{H} \Psi(\vec{r}, t) = [\hat{H}_0 + \hat{H}_L] \Psi(\vec{r}, t),$$ \hspace{1cm} (16)
where $\hat{H}_0$ is the field-free Hamiltonian and $\hat{H}_I$ is the atom-field interaction,

$$\hat{H}_0 = -\frac{1}{2} \frac{d^2}{dr^2} + \frac{L^2}{2r^2} + V(r),$$

$$\hat{H}_I = \vec{r} \cdot \vec{e}_F F(t) = F(t) r \cos \theta.$$  \hspace{1cm} (17)

For the hydrogen atom, $V(r) = -1/r$. For other atoms, a single-active-electron (SAE) approximation is used and the nonactive ion core is modeled by the Green-Sellin-Zachor (GSZ) potential [46],

$$V(r) = -\frac{1}{r} \left[ \frac{Z-1}{(\eta/\xi)(e^{\xi r} - 1)} + 1 \right].$$  \hspace{1cm} (19)

The values of $Z$, $\eta$, and $\xi$ for different noble gas atoms are listed in Table 1.

Here we have used the length-gauge form of the interaction Hamiltonian. The laser field $F(t) = F_0 \sin \omega t$ is assumed to be linearly polarized along the $z$ direction with amplitude $F_0$ and angular frequency $\omega$.

We use a generalized pseudospectral method [47] to numerically solve the TDSE. The Schrödinger equation can be propagated in discrete time steps as

$$\Psi(\vec{r}, t + \Delta t) \approx \exp(-i \hat{H}_0 \Delta t/2) \times \exp[-i \hat{H}_I(\vec{r}, \theta, t + \Delta t) \Delta t] \times \exp(-i \hat{H}_0 \Delta t/2) \Psi(\vec{r}, t).$$  \hspace{1cm} (20)

The time propagation of the wave function from $t$ to $t + \Delta t$ is achieved by three steps: (i) propagation for half a time step $\Delta t/2$ in the energy space spanned by $\hat{H}_0$; (ii) transformation to the coordinate space and propagation for one time step $\Delta t$ under the atom-field interaction $\hat{H}_I$; (iii) transformation back to the energy space spanned by $\hat{H}_0$ and propagation for another half time step $\Delta t/2$. The commutation errors are on the order of $\Delta t^3$.

The wave function $\Psi(\vec{r}, t)$ can be expanded in Legendre polynomials,

$$\Psi(r_1, \theta_j, t) = \sum_{l=0}^{\text{max}} g_l(r_1) P_l(\cos \theta_j),$$  \hspace{1cm} (21)

if the atom is initially in an $s$ state (the magnetic quantum number $m = 0$) and the laser polarization is linear ($\Delta m = 0$). The $g_l(r_1)$ is calculated by the Gauss-Legendre quadrature,

$$g_l(r_1) = \sum_{k=1}^{L+1} w_k P_l(\cos \theta_k) \Psi(r_1, \theta_k, t).$$  \hspace{1cm} (22)

### III. RESULTS AND DISCUSSIONS

#### A. Nonzero $p_1$ in the static or adiabatic tunneling limit

As explained previously in Sec IIB, the time-independent Schrödinger equation tells that for a static tunneling problem, the longitudinal tunneling-exit momentum $p_1 \equiv p(x_e)$ is in general nonzero, unless for the situation $A'(x_e) = 0$, i.e., the second derivative of the wave-function amplitude vanishes at the tunneling exit $x_e$. This situation is rare. For tunneling ionization from Coulomb-like potentials, $p_1$ is in general nonzero in the static or adiabatic limit.

This is indeed the case from numerical results. The curve with black squares in Fig. 3(a) shows $p_1$ as a function of laser field strength for static tunneling ionization using the 1D soft-

---

**TABLE I.** Values of $Z$, $\eta$, and $\xi$ used in the GSZ model potential for noble gas atoms; from Ref. [46].

| Atom | $Z$ | $I_p$ | $\xi$ | $\eta$ |
|------|-----|-------|-------|-------|
| He   | 2   | −0.9  | 2.625 | 1.770 |
| Ne   | 10  | −0.79 | 1.792 | 2.710 |
| Ar   | 18  | −0.58 | 0.957 | 3.500 |
| Kr   | 36  | −0.51 | 1.351 | 4.418 |
| Xe   | 54  | −0.45 | 1.044 | 5.101 |

---

**FIG. 3.** (a) Tunneling-exit momentum $p_1$ as a function of laser field strength, for the 1D hydrogen atom. Black squares are for the static limit by solving the 1D TISE. Blue triangles are for $\lambda = 1.6 \mu m$ and red circles are for $\lambda = 10 \mu m$, both by solving the 1D TDSE. See text for details. (b) Comparison of (the real part of) typical wave functions for the static case (black dashed curve), $\lambda = 1.6 \mu m$ [blue (dark gray) solid curve], and $\lambda = 10 \mu m$ [red (light gray) solid curve]. The laser field strength used is $F_0 = 0.05$ a.u. (c) Position of tunneling exit as a function of laser field strength, for $\lambda = 1.6 \mu m$ (blue triangles) and $\lambda = 10 \mu m$ (red solid circles).
core hydrogen atom. The results are obtained by numerically solving the TISE using the Numerov’s algorithm. One sees that \( p_1 \) is nonzero for the entire range of field strengths used and takes values between 0.2 and 0.3 a.u. These momentum values are not small in strong-field atomic ionization and should not be simply neglected.

B. Nonadiabatic effects on \( p_1 \)

The static or adiabatic limit may be approached by using long wavelengths. If the wavelength is long, the laser electric field changes sufficiently slow such that at each time the electron experiences a static laser field, that is, the electronic wave function follows adiabatically the slowly changing laser field.

Indeed, TDSE calculations with \( \lambda = 10 \ \mu \text{m} \) yield almost identical \( p_1 \) values to the corresponding static values in the static case, as shown in Fig. 3(a) (the curve with red circles). The almost perfect agreement for the \( p_1 \) values indicates that the adiabatic approximation holds well for \( \lambda = 10 \ \mu \text{m} \), consistent with general expectations.

For shorter wavelengths, the adiabatic approximation may break down: The changing of the laser field may be too fast for the electronic wave function to follow adiabatically. This nonadiabaticity is expected to affect the values of \( p_1 \). Indeed, for \( \lambda = 1.6 \ \mu \text{m} \), the values of \( p_1 \) differ substantially from the corresponding static values, especially for relatively low field strengths, as shown in Fig. 3(a). At \( F_0 = 0.03 \ \text{a.u.} \), \( p_1 \) for 1.6 \( \mu \text{m} \) can be as large as 0.6 a.u., more than twice the corresponding static or long-wavelength value. The difference decreases as the field strength increases though.

A comparison of wave functions is shown in Fig. 3(b), for the static, 10-\( \mu \text{m} \), and 1.6-\( \mu \text{m} \) cases. The field strength used is \( F_0 = 0.05 \ \text{a.u.} \). One sees that the wave function for 10 \( \mu \text{m} \) agrees very well with the static case, whereas the wave function for 1.6 \( \mu \text{m} \) is visually different, with weaker amplitudes in the outside ionization region.

To compare TDSE results to TISE results with field strength \( F_0 \), we set the laser field to have the form \( F(t) = F_0 \sin \omega t \) and integrate TDSE for a quarter cycle from \( t = 0 \) to \( t_f = T/4 = \pi/2\omega \). Then the TDSE wave function at \( t_f \) is compared to the TISE wave function. The laser field strengths are the same for both cases then. Stopping the TDSE propagation at \( T/4 \) allows one to focus on direct tunneling ionization and avoid complications from recollision-related processes.

Note that throughout this article, the tunneling exit point is defined as the position where the potential energy equals the total energy (or the kinetic energy equals to zero). For static tunneling problems, this is the standard textbook definition. For dynamic TDSE calculations, the energy at the end of tunneling problems, this is the standard textbook definition.

FIG. 4. Longitudinal tunneling-exit momentum \( p_1 \) for different model atoms, as labeled on each panel, obtained by numerically solving the 3D TDSE using the SAE approximation and the GSZ model potentials. Three wavelengths are used for each atom, namely, 0.8 \( \mu \text{m} \) (black squares), 2 \( \mu \text{m} \) (red circles), and 10 \( \mu \text{m} \) (blue triangles).

C. 3D results with different model atoms

Up to now the results and analyses are obtained using the 1D soft-core hydrogen model atom. Simple as it is, the model has provided us with the following understandings: First, the longitudinal tunneling-exit momentum \( p_1 \) is nonzero even in the static or adiabatic limit; second, nonadiabatic effects due to finite wavelengths may change \( p_1 \) substantially.

These conclusions also hold for three dimensions, though the detailed values of \( p_1 \) may be slightly different. Figure 4 shows three-dimensional (3D) results of \( p_1 \) for several model atoms including H, He, Ne, Ar, Kr, and Xe. The calculations are done by numerically solving the 3D TDSE using the GSZ model potentials [46]. The laser polarization is along the \( z \) axis and \( p_1 \) is also extracted from the wave function values along the \( z \) axis. For simplicity, tunneling from points off the \( z \) axis will not be discussed here. Due to cylindrical symmetry, the transverse momentum is zero for on-axis tunneling.

Three wavelengths are used for each model atom, namely, 0.8 \( \mu \text{m} \), 2 \( \mu \text{m} \), and 10 \( \mu \text{m} \). Let us first look at the results for 10 \( \mu \text{m} \) (blue triangles), which are expected to approach the adiabatic limit. We see that with this wavelength, \( p_1 \) is not very sensitive to atomic targets and it takes similar values (all around 0.2 a.u.) for different atoms. For the H atom, the 3D values are a little bit smaller than the corresponding 1D values, as shown in Fig. 3. Also, in this adiabatic limit, \( p_1 \) is not very sensitive to the laser field strength either.

Shorter wavelengths lead to complications on \( p_1 \) due to nonadiabatic effects. For 2 \( \mu \text{m} \), the values of \( p_1 \) are close to the 10-\( \mu \text{m} \) values for some atoms such as He, Ne, Ar, and Kr, but H and Xe show exceptions. For 0.8 \( \mu \text{m} \), the values...
of $p_y$ are very different from the 10-μm values for all the six model atoms used. For shorter wavelengths, larger discrepancy appears with lower field strengths, and the general trend is that $p_y$ decreases and approaches the long-wavelength values as the field strength increases. However, oscillations also appear especially with 0.8 μm, giving smaller $p_y$ values than the corresponding long-wavelength ones with some field strengths.

At the end of this section, we emphasize that the results and discussions presented here are based on either static fields or linearly polarized laser fields. No attempts have been made in the current article for elliptical or circular polarization, with which attoclock-type experiments are performed (although the existence of nonzero longitudinal tunneling momentum has also been studied experimentally with linear polarization; see, for example, Comtois et al. [26]). The tunneling dynamics can be different with elliptical or circular polarization, as discussed, for example, in [48,49].

**IV. SUMMARY**

In this article we consider the longitudinal momentum of the electron at the tunneling exit, one of the characteristics that help to understand tunneling ionization. Since the tunneling exit is defined as the point where the kinetic energy vanishes (the potential energy equals the total energy), at first glance from the classical perspective, one may simply think that the electron momentum is zero. Some versions of the semiclassical model still assume this zero-longitudinal-momentum condition [35–39].

What brought the longitudinal momentum back into question was experiments [26,29,33]. Done with different schemes, they all reach the same conclusion that the longitudinal tunneling-exit momentum should be nonzero in order to explain the experimental data. Theoretical questions immediately arise: What momentum are we talking about in quantum mechanics that has a legal definition at a specified position? How can the momentum be nonzero at a point where the kinetic energy is zero? What determines the value of this momentum?

We advocate the usage of the flow momentum of the probability fluid and this flow momentum is legally defined at specified positions. The flow momentum has been a widely used concept in other research fields [40] and it has also been used in strong-field atomic physics [15–19,24,41,42]. The flow momentum can be, and in general is, nonzero at the tunneling exit where the kinetic energy is zero.

We show that the longitudinal momentum at the tunneling exit is nonzero even in the static or adiabatic limit. This nonzero momentum is explained to be a purely quantum mechanical effect without a classical correspondence. It is determined by the shape of the wave function in the vicinity of the tunneling exit point. Values around 0.2 a.u. are predicted by numerical TDSE calculations in the long-wavelength limit.

We further show that nonadiabatic effects due to finite wavelengths can change the tunneling-exit momentum substantially. The values can be several times larger than the values in the adiabatic limit, especially for relatively low laser field strengths.
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