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Abstract:

BACKGROUND: Kane’s validity framework examines the validity of the interpretation of a test at the four levels of scoring, generalization, extrapolation, and implications. No model has been yet proposed to use this framework particularly for a system of assessment. This study provided a model for the validation of the internal medicine residents’ assessment system, based on the Kane’s framework.

MATERIALS AND METHODS: Through a five stages study, first, by reviewing the literature, the methods used, and the study challenges, in using Kane’s framework, were extracted. Then, possible assumptions about the design and implementation of residents’ tests and the proposed methods for their validation at each of their four inferences of Kane’s validity were made in the form of two tables. Subsequently, in a focus group session, the assumptions and proposed validation methods were reviewed. In the fourth stage, the opinions of seven internal medicine professors were asked about the results of the focus group. Finally, the assumptions and the final validation model were prepared.

RESULTS: The proposed tables were modified in the focus group. The validation table was developed consisting of tests, used at each Miller’s pyramid level. The results were approved by five professors of the internal medicine. The final table has five rows, respectively, as the levels of Knows and Knows How, Shows How, Shows, Does, and the fifth one for the final scores of residents. The columns of the table demonstrate the necessary measures for validation at the four levels of inferences of Kane’s framework.

CONCLUSION: The proposed model ensures the validity of the internal medicine specialty residency assessment system based on Kane’s framework, especially at the implication level.
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Introduction

Having a continuous, comprehensive and developed assessment and feedback system, mainly in the clinical environment, is one of the requirements of competency-based medical education.[1] In fact, in order to evaluate learners, this system must use various methods and tools, both quantitative and qualitative, as well as formal and informal (such as observations and subjective assessments during the course) in accordance with the evaluated competencies in both formative and summative approaches, and provide feedback to learners.[2,3] Therefore, since in the new systems of assessments, the emphasis on scores and the use of benchmark-reference tests at the same time, has given way to the use of multiple assessment methods, the need for a model of validation of the assessment system of internal medicine residents based on Kane’s framework is evident.

How to cite this article: Poudeh MD, Mohammadi A, Mojtahedzadeh R, Yamani N, Delavar A. Providing a model for validation of the assessment system of internal medicine residents based on Kane’s framework. J Edu Health Promot 2021;10:386.
and varied methods of assessment throughout the course, using only traditional methods of determining validity (content, criteria, or structure) will provide limited results. Therefore, this system should use appropriate and up-to-date theories and frameworks for validation. Furthermore, according to Harris et al., validity is not a number but an argument. Therefore, the frameworks used to ensure validity must be able to answer complex questions about interpretations of scores and the alignment of these interpretations with theories and observations. In addition, as the use of a single tool is not sufficient to measure even one competency and different methods and tools must be used, even the validity of each of these individual tools would lead to no desired result. Rather, it is how they are combined in the form of an assessment system that must be examined. In other words, in addition to evaluating the quality of the tools, the overall validity of an assessment program or system must be assessed using sufficient evidence. On the other hand, the use of new methods and approaches to quality control of learners’ assessment is considered as a requirement for modern validation systems. In this regard, what has been used in recent studies in the field of test validity is Kane theory of validity. He suggested that four inferences should be considered to ensure the validity of an assessment.

1. In the first inference, it should be determined whether the scores, obtained from observing the learners’ performance, had necessary accuracy or not, and what evidence and documents can be collected and presented to prove this claim? This inference is called scoring

2. This author believes that then, there should be evidence of the generalizability of the results to the total expected results of universe score. He called this inference as generalization

3. The third inference is called extrapolation. At this inference, the possibility of using scores to infer about the expected competencies of the assessed in the practical environment is examined

4. Finally, at the last inference or the implications, the correctness of the judgments, made about the ability of learners and the decision to allow them to enter the professional field of work and activity, is examined.

Experimental studies on the validity of assessment systems indicate that despite the appropriate diversity of assessment methods, few of these studies have used Kane’s framework. In some studies, only a part of the assessments has been validated using this framework. However, Wools, Eggen and Béguin have used this model to determine the validity of assessments during social workers’ training. In addition, in various studies, not all four inferences of Kane’s Framework have been considered equally, and in some articles that have provided recommendations for the use of this framework, the recommendations have not been the same for all inferences. For example, Cook et al. had no specific proposal for the implications inference. However, although frameworks for validation studies have been proposed in recent years, and despite conceptual developments, this theory still needs further elaboration for the implementation as well as simplification for users. Some authors have even suggested that this requires the use of a comprehensive measure to determine the validity of all the tools, used in making decisions.

However, ensuring the validity of the assessment of specialty programs of medical learners whose graduates are allowed to enter professional fields to practice medicine independently will be of particular importance. Therefore, the assessment of the abilities of this group of learners should be done through a coherent system with various methods. One of the mother disciplines, which includes several sub-disciplines, is the field of internal medicine. Therefore, it is very important to define and determine methods and measures that can guarantee the quality of the assessment system of specialty residents in this field. Therefore, as in most studies, only instruments and tests have been studied for validity individually, and the validity of the assessment system has never been examined. In this paper, a practical model for implementing Kane’s framework to evaluate the validity of the assessment system of internal medicine residents is proposed. This model can also be used to ensure the validity of the assessment system of other specialty programs.

Materials and Methods

Study design and setting

This multimethod study was performed in 2020 in five stages in the Department of Internal Medicine, Isfahan University of Medical Sciences. Internal medicine residents are evaluated through an assessment system consisting of a variety of assessment methods including multiple-choice written and descriptive tests, objective structured clinical examination (OSCE), mini clinical evaluation examination (mini-CEX), PMP, logbook, professors’ overall scores on monthly rotations in the internal medicine subspecialties, professional behavior score, 360° test, and performance quality score in hospital wards. The final score of each resident at the end of each year is the sum of the scores of each of the above assessments. Not all methods have the same weight and value, and each has a specific percentage of the final score. In addition, this percentage varies between different years of residency. For example, scoring in the second year of residency is composed of the minimum score of ward (40) + OSCE (30) + mini-CEX (30) + professional behavior (30) + file recording (10) and + logbook score.
The minimum score of the ward in the 1st year is 30 points. Furthermore, the minimum total score must be 150. Finally, the final score is only 50% of each residency year-end score. The rest of the final annual score is obtained from the promotion test (progress test), which is held annually in a centralized format.

**Study participants and sampling**
The study was conducted on the assessment system of the residents of the general specialty of internal medicine.

**Data collection tool and technique**
A systematic review, developing the proposed assumptions of the tests and their validation methods, conducting a focus group with internal medicine professors, confirming the results by additional professors of the internal medicine department and developing the final model were the corresponding stages.

**Ethical consideration**
Prior to the meeting, informed consent was obtained verbally from the participants to participate in this issue. The study was approved by the Tehran University of Medical Sciences research ethics committee.

First, through a systematic review of existing literature in the field of medical education, the methods used until the end of year 2020 in validation, based on Kane’s framework, as well as the challenges reported in these studies were extracted. This review was conducted on the Web of Science, Scopus, Pub Med, Embase, Science Direct, and Ovid databases. The keywords used were as follows:

- Student’ learner’ medical student undergraduate’ valid**’
- content validity’ validity theory’ validity assessment,
- Kane’s validity, Kane’s framework, and Kane’s theory.

As per the inclusion and exclusion criteria, in this review, only articles that were used to determine the validity of medical students’ assessment using Kane’s theory were reviewed. There was no time limit and only articles, published in English, were included in the study. A variety of review articles and empirical studies were reviewed. Therefore, studies in nonmedical fields and in non-English language, either in which other validity models rather than Kane’s framework were used or in which other Kane’s theories were used, were excluded from the study. Since our goal was to use Kane’s model in evaluating the validity of academic achievement tests, studies in the field of postgraduate education (continuing education in the medical community) were also excluded from this review. Figure 1 shows the steps of this search.

Then, in order to determine the method of examining the desired interpretations in each of the internal medicine tests, the assumptions, considered by the designers and organizers of these tests, were extracted in the main and sub-category inferences, and at four Kane’s levels. These assumptions were first compiled by the first author based on available sources on Kane’s framework, and then, finalized in a meeting with members of the research team. At each inference, each of the main assumptions contained a sentence or paragraph that specified the overall purpose and end result of the validation of that inference level. However, the sub-category assumptions were the assumptions that would be the criterion for proving or rejecting the main assumptions, and finally, the interpretation of the test in question.

In the next stage, a focus group meeting, consisting of members of the research team, the head of the department, professors in charge of training and assessment of residents of the internal medicine department and three other professors of this department, selected by the head of the department, was held. In addition to recording the audio, the content was recorded by the secretary during the session. The meeting lasted 3 h. At the beginning of the session, explanations were given about Kane’s validity and framework. Participants were then asked to read the proposed main and sub-assumptions of each inference individually for 5 min first. After the reading, the participants expressed their views on the assumptions. The Kane inferences (first the main assumptions and then the sub-assumptions of each inference) were then discussed and rewritten. At the end of this section, the final main and sub-assumptions were identified through voting and if necessary, through the consensus. These assumptions formed the basis for determining the statistical methods, arguments, and documentation, needed to determine the validity of each of the department tests at Kane’s four levels of inferences. In the second part of the focus group meeting, the methods and documents, used in other studies, which had been prepared in the form of a table in advance, were provided to the members of the meeting. The members of the focus group were then divided into two groups. In each group, the proposed methods and documentation for the two inferences of Kane’s framework (based on the final assumptions) were reviewed. Then, the results of the studies were presented in a joint session and as in the first part, were finalized. The result was a practical model for assessing the validity of the assessment system of internal medicine residents.

In the next step, the final model was sent through E-mail to seven other professors in the department who participated in training and assessment of residents but was not members of the focus group to express their suggestions for finalizing the results. These academic members were introduced to the research team by the person in charge of evaluating the internal medicine
residents. In the E-mail sent, the professors were asked to check the importance and feasibility of each of the main and sub-assumptions and validation methods, and if not possible, to state in writing the reason, as well as their suggested alternative method.

In the last step, the response to E-mails and the results of the previous steps were examined in the research team meeting. In cases where the response to the E-mail needed further explanation, the necessary explanation was obtained from the relevant professor by telephone at the same meeting by the first author of the article. Thus, the final assumptions and validation model were determined based on Kane’s framework. Figure 2 summarizes the study process.

Results

In the first phase of this study, as shown in Figure 1, in the first round after the initial search in the databases, 3450 titles were obtained, and after removing 2827 titles according to inclusion and exclusion criteria, 623 items were found, of which 13 were related to web of science, 180 to Scopus, 27 to PubMed, 400 to science direct publications and 11 to Ovid. A search on the Embase database returned no results. These findings were entered into Endnote X9 software and reviewed and screened. After reading the full text of the selected articles, three more articles were deleted as one of the articles contained only the opinions and suggestions
of its author, the other article examined and proved three claims about portfolio in dentistry by referring to Kane’s framework.

The third paper used Kane’s composite reliability framework. A review of studies conducted on Kane’s framework showed that in general, at the scoring inference, items related to the preparation and use of tools and methods of assessment and their quality, training and debriefing of evaluators, scoring processes, and scoring distribution patterns can be enumerated. At the inference of generalization, the quality of different sampling methods, the agreement between the evaluators, and the results of different assessments and different reliability calculations will be included. In validity at the inference of extrapolation, which had the highest frequency among different methods, using different methods such as checking the ability to differentiate between different levels of participants, coherence, and consistency between the assessments performed in different educational stages or different tests of an individual stage can be reviewed. Finally, in this study, we faced a significant lack of evidence at the implication/decision level.

The assumptions extracted in the second step of the research can be seen in the form of Appendix 1 of this article. At this stage, four main assumptions and 21 sub-assumptions were prepared. Of these, seven sub-assumptions were related to the scoring inference, 6 sub-assumptions were related to the generalizability inference, 4 sub-assumptions were related to the extrapolation inference, and 4 sub-assumptions were related to the decision level. Suggested methods for validating the Residents’ Assessment System are also given in Appendix 2.

In the third step (in the focus group meeting), four main assumptions and 21 sub-assumptions were obtained. Of these, 8 sub-assumptions were related to the scoring, 5 were related to the generalizability, 4 were related to the extrapolation, and 4 sub-assumptions were related to the decision inference level.

In the fourth step, five professors responded to the E-mail and announced their comments in the submitted tables.

In the last step, based on the results of the previous steps, the assumptions and the final table of validation methods of the residents’ assessment system were prepared. Thus, the final assumptions were obtained according to Table 1. However, in brief, these assumptions can be described as follows:

- Assumptions of the scoring inference were about the design and conduct of regular and correct tests as well as the quality assurance methods of the questions and observations
- Assumptions of the inference of generalization took into account the assurance of proper sampling and coverage of the course content and the generalizability of the assessment results
- Extrapolation-inference assumptions were about ensuring that test results were true and that the tests were logically related
- At the implications inference, the final assumptions were about the department’s confidence in the correctness of the decisions, made about the residents.

Finally, the final model, obtained in the fifth and final step shown in Table 2, is the final methods and measures that are used at different levels of competence as well as the four Kane’s inferences in the validation of the residency assessment system. As can be seen in this table, the tests were also categorized based on the Miller pyramid and placed in the first column of the table. The other columns were the test type and Kane’s quadruple inference levels. The tests of this system were also given in the rows of this table.
The test is properly designed and executed, and also, the scores are a true and accurate representation of the observations. In other words, in addition to the fact that the observations must be done according to the principled and correct methods, the translation of the observations into scores has also been done correctly.

The tests evaluate appropriate examples of the competencies, expected from the residents, and their results can be generalized to all competencies.

In addition to being correlated with each other, tests of different inferences of competence also have good predictability for each other.

Granting assistants to enter promotion and board exams is consistent with their actual performance throughout the year in the workplace and the results of promotion and board exams.

There is a correlation between the scores obtained in the group exams, and the score of the regional or national promotion exam and board exam. The scores, obtained in the group exams, are correlated with the general opinions of the professors about each assistant. Test scores show the trend of increasing the experience and ability of residents in each year. Test scores show the trend of increasing the experience and ability of residents during the course in 1 year.

Discussion

The aim of this study was to obtain a practical model for implementing Kane’s framework in order to determine the validity or validation of an assessment system in the field of internal medicine. In fact, what was obtained as a result of the present study, through the results of other studies as well as the agreement of the professors involved in the assessment of internal medicine residents, will be a good guide for researchers and evaluators to evaluate and improve the quality of learners’ assessment systems in form of a checklist that can be the basis for ensuring the validity of the assessment system. The advantage of this model over similar cases is that it determines in detail the validation of each of the tools and the methods of assessment of residents, based on Kane’s framework of methods, actions and the documentation required, while in other suggested cases, it was not so. For example, Cook et al. focused only on the inferences of this framework and recommended items for each inference and did not pay attention to assessment methods and tools.[27] In addition, in this model, special attention is paid to the competencies of residents and their use as a basis for validation by gathering the necessary documents and evidence. This is important because according to the new approach to assessment, each competency is evaluated using different methods and tools. Therefore, according to the recommendation of the initiators of this approach, measuring the validity and reliability of assessments should prove the convergence of these methods in evaluating competencies,[33] and this is the point that is well addressed in the proposed model of the present study.

Moreover, its application in both medical and nonmedical sciences indicates that this framework is a model that can well assess the validity of different assessment tools or methods. But as Kane himself acknowledges, determining validity based on interpretations and intended uses of tests and scores is not an easy task due to the load and burden of work.[20] Therefore, according to this author’s recommendation, instead of examining the system components, it is better to examine the items that are more questionable and more important...
| Competency level | Type of test | Methods and measures required to validate tests at each level of the Kane’s framework |
|------------------|--------------|-------------------------------------------------------------------------------------|
|                  |              | Scoring                                                                              | Generalization                                  | Extrapolation                                  | Implications                                      |
| Knows and knows how | Written exams, multiple choice, descriptive tests and PMP<sup>a</sup> | Checking the quantity and quality of training of question designers | Reviewing the results of test analysis          | Investigating the difference in scores of different years of residency | Checking the correlation of scores with the results of the progress test<sup>ab</sup> |
|                  | OSCE         | Checking how the quantity and quality of the curriculum is sampled to determine stations | Examining how the curriculum is sampled to determine stations | Testing the reliability of the test          | Assessing the correlation between test/assessment results based on the general opinion of professors |
| Shows how        | Mini-CEX     | Checking the quantity and quality of observer’s training | Investigating the correlation between the scores of the residents of the parallel lines of the test and different times | Checking the sources of error in the test    | Check the correlation of scores with progress test results |
|                  | Intra-wards score and 360-degree assessment | Ensuring that the assessor’s gender is not related to the score | Checking how the stations are arranged for each year of residency | Checking the test generalizability coefficient | Assessing the correlation between test/assessment results based on the general opinion of professors |
| Does             | Professional behavior score | Checking the strictness and lenience of professors | Frequency of test components (patient type, test setting, disease complexity, test focus type) | Investigating the correlation between the scores of the residents of the parallel lines of the test and different times | Reviewing the progress of scores in different months |
|                  | Logbook      | Checking the satisfaction of residents and evaluators of the test | Investigating the effective factors in the variation of test scores | Checking the test generalizability coefficient | Investigating the correlation between the progress test and different months |
|                  | Record writing score | Checking the holding according to the comprehensive schedule of residents’ exams | Checking the reliability of scores | Checking the correlation between the corresponding items in different tests | Assessing the correlation between test/assessment results based on the general opinion of professors |
|                  |              | Checking how to complete the tool                                                   | Checking the correlation between the corresponding items in different tests | Checking the correlation between the corresponding items in different tests | Assessing the correlation between test/assessment results based on the general opinion of professors |
|                  |              | How to compile test tools                                                           | Checking the reliability of scores              | Checking the correlation between the corresponding items in different tests | Assessing the correlation between test/assessment results based on the general opinion of professors |
|                  |              | Checking how to complete the tool                                                   | Checking the reliability of scores              | Checking the correlation between the corresponding items in different tests | Assessing the correlation between test/assessment results based on the general opinion of professors |
|                  |              | How to design test tools                                                            | Checking the reliability of scores              | Checking the correlation between the corresponding items in different tests | Assessing the correlation between test/assessment results based on the general opinion of professors |

Contd...
than other parts of the assessment system.\cite{21} This not only avoids wasting time, energy and resources, but also prevents complexity of the analysis and facilitates the final conclusions. As in the study of validity, Bok \textit{et al.} focused only on the inference of generalization of test the results.\cite{22} In this regard, the application of the proposed methods in the present study, especially common methods, prevents redundancy in the analysis of individual tests as some of these methods can be used on more than one or two inferences. Kelly-Riley and Elliott have proposed a review of the reliability and coherence of scores for the scoring inference\cite{23} while it seems that these methods also evaluate the inference of generalization. Moreover, there are cases that have been used innovatively in some individual studies or in a specific assessment method.\cite{24}

But there are two notable points in the results of the present study. The first is to consider the competency levels, proposed by Miller in the test category\cite{25} and to determine the assumptions and possible uses of them at each inference of Kane’s framework, and consequently, how to assess the extent to which these assumptions are met. In other words, the product of the actions taken and the interpretation of the documents collected at each of the four inferences of Kane must be to confirm or reject the assumptions of the intended inference. For example, examining the quantity and quality of question designers’ training can show whether the question designers have undergone various tests designing courses on the characteristics of each test. This point, along with the documentation of other sub-assumptions at this inference, such as designing questions, holding and conducting any test according to scientific principles, will generally confirm or contradict the design and conduct of regular and correct tests, as well as designing quality questions and observations have been. But, it is important to consider Miller’s inferences of competence because the validity of an assessment system depends on choosing the right tools at each level of the pyramid.\cite{26} This can be achieved by having a comprehensive assessment program as well as a test blueprint, both of which are considered in the proposed model of this study. The second point is the specific proposition for validity argument at the fourth inference, the implications inference, as many validation studies with Kane’s framework have not been very successful in providing the necessary documentation for this inference.\cite{27} What is proposed in the present study is to compare the general opinions of professors about the resident in performing the assigned tasks with the results of different tests; comments that are the result of the collective agreement of the evaluators. To this end, Entrustable Professional Activities (EAPs) can be a good tool and provide reliable results. These activities are by definition the core tasks of a discipline (profession, specialty, or subspecialty) that a person can perform reliably without direct supervision in a specific environment providing health services after demonstrating sufficient competence.\cite{28,29}\cite{30–33}

These activities are used by the professors during the residency period as a basis for measuring the level of capability of the residents in the relevant specialized fields. Although these activities have been proposed for formative use, their use in a specific period of time and even as a basis for final decisions has been suggested.\cite{30} Therefore, the assessment of the capability of residents to perform specialized tasks, assigned at the end of each year of the residency, can be used as evidence to check the validity of the results of assessments, conducted during the year. It should be noted that the EPA is different from Milestone. In fact, the EPA is a task in the field of medical science that must be performed by a learner at a level of need for supervision. Milestone, on the other hand, is an individual trait or attribute that the learner must acquire at some point in time.\cite{30–33}

For example, taking a history and performing a physical exam is a task or action that is covered by the EPA.
The corresponding milestone, on the other hand, is the fit of the history taken, with the patient’s condition or its accuracy, as well as the taking such a history that provides the information, needed for the diagnosis.[29] As can be seen, in the latter, there is talk of a feature necessary for taking a history. In this way, it can be judged whether the decisions made by the training group using the results of practical tests (i.e., mini-CEX or OSCE) are consistent with the assistants’ skill status in performing their duties. Of course, the allocation of this situation should be determined by creating a consensus about the mentioned task among the professors who have had enough encounters with the resident to be evaluated.

**Conclusion**

Finally, it should be noted that although the present study was conducted on the assessment system of internal medicine residents, its results can be well applied in many systems and even individual assessment tools of medical programs, particularly in non-surgical residency assessment systems. Meanwhile, further research, in addition to expanding the results of the present study, can be used to determine and ensure the validity of a comprehensive assessment system (programmatic assessment). However, the assumption of promoting residents’ learning has been seen with the methods, mentioned in this model, such as determining the effect of the year of the residency on scores or examining the progress of scores in different months.

**Limitation and recommendation**

One of the limitations of this study was that it was conducted in one university and did not include the opinions of other universities, which could be the next step in this study. Furthermore, the evidence and documents included in our proposed model, on the one hand, have been used jointly in various studies, and on the other hand, their collection has been confirmed by the professors of the internal medicine department. Therefore, it is suggested that the next step in the continuation of this research be to formulate and use the EPAs of internal medicine residents to check the validity of the implications inference. In addition, our proposed model should be used in practice to be validated and its shortcomings to be identified to be used in future studies of the validity of assessment systems. Finally, by reflecting on the findings of the final model, the actions and documents that can be used jointly to determine the validity of different inferences and tests during the implementation of the model can include examining issues such as blueprints, designing quality and delivering various tests, correlation between exams, correlation between the questions of each exam, correlation between the corresponding abilities in different exams, correlation of scores with general opinions of professors about each assistant, and finally, the congruence of test results to the years of residency and also to the passage of time in each year.
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Appendix 1: Table of initial assumptions extracted from literature in the assessment system of internal medicine residents at the four inferences of the Kane’s validity framework

| Validity level | Assumptions                                                                                                                                                                                                 | Sub-assumptions                                                                                                                                                                                                 |
|----------------|-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------|
| Scoring        | The test is properly designed and executed, and also, the scores are a true and accurate representation of the observations. In other words, in addition to the fact that the observations must be done according to the principled and correct methods, the translation of the observations into scores has also been done correctly. | The designers of the various test questions have received the necessary training on the characteristics of each test. The assessment system has a comprehensive plan and an overall blueprint. Tests cover different inferences of competence. Each test has a blueprint and the questions are formulated accordingly. The minimum passing score in the assessment system under study is determined based on coherent and logical methods and based on scientific principles. Each of the tests has good internal consistency. The design of the questions, the holding and execution of each test has proceeded according to scientific principles. |
| Generalization | The tests evaluate appropriate examples of the competencies, expected from the residents, and their results can be generalized to all competencies.                                                               | Tests are a good example of the different levels of Miller Pyramid competencies. Test items are a good example of the content to be evaluated. The tests have good reliability. The tests have little error. The difference between the scores in the tests in general is just due to the real difference between the abilities of the residents and not due to other factors. Residents’ final tests and scores have an acceptable generalizability coefficient. |
| Extrapolation  | In addition to being correlated with each other, tests of different inferences of competence also have good predictability for each other.                                                                  | The test results are such that they distinguish the residents of the older years from the residents of the younger years. The questions, scenarios and problems of the patients, raised in the tests, correspond to the real world conditions. There is a good correlation between the scores of the corresponding competencies in different tests. Low levels of competency scores predict higher levels. |
| Implications   | Granting assistants to enter promotion and board exams is consistent with their actual performance throughout the year in the workplace and the results of promotion and board exams.                             | There is a correlation between the scores obtained in the departmental exams, and the score of the regional or national promotion exam and board exam. The scores, obtained in the exams by residents, are correlated with their medical orders. Test scores show the trend of increasing the experience and ability of residents during the course of study. |
### Appendix 2: Proposed methods extracted from literature to evaluate the validity of the system of assessment of specialized residents of internal medicine based on the Kane’s framework

| Type of test Scoring | Methods and measures required to validate tests at each level of the Kane’s framework | Generalization | Extrapolation | Implications |
|---------------------|--------------------------------------------------------------------------------------|----------------|--------------|--------------|
| **Written exams**   |                                                                                     |                |              |              |
| Objective (pre-progress test) | Checking the training of item designers | Checking the implementation of the comprehensive plan of residents’ assessments | Checking the status of sampling questions in Blueprint | Investigating the difference in scores in different years of residency |
|                     | Checking the implementation of the comprehensive plan of residents’ assessments | Comparing the questions with blueprint | Checking the generalizability coefficient of tests | Checking the authenticity of the scenarios |
|                     | Checking the standard setting for each year | Examining the results of test analysis in terms of correlation of questions | Checking the correlation of the corresponding questions in different tests | Checking the correlation of the scores with the results of the progress test |
|                     | Examiining the results of test analysis in terms of correlation of questions | Investigating the difference in scores in different years of residency | Assessing the correlation between test/assessment results based on the general opinion of professors |
| Essay               | Checking the quality of questions | Checking the standard setting for each year | Checking the sampling of questions | Checking the correlation of the corresponding questions in different tests |
|                     | Checking the standard setting for each year | Checking the test reliability | Checking the test reliability | Checking the correlation of scores with the results of the progress test |
| OSCE                | Checking the training of question designers | Checking how to prepare station checklists | Examining how the curriculum is sampled to determine stations | Analyzing the correlation between station scores and corresponding tests |
|                     | Checking how to prepare station checklists | Completing the test quality checklist | Testing the reliability of the test | Checking the authenticity of the scenarios |
|                     | Completing the test quality checklist | Checking how the stations are arranged for each year of residency | Investigating the correlation between the scores of the residents of the parallel lines of the test and different times | Checking the difference in grades in different years of residency |
|                     | Checking how the stations are arranged for each year of residency | Checking how the stations are arranged for each year of residency | Checking how the stations are arranged for each year of residency | Checking the correlation of scores with the results of the progress test |
|                     | Checking how to determine the standard setting of each year | Checking how to determine the standard setting of each year | Checking how to determine the standard setting of each year | Assessing the correlation between test/assessment results based on the general opinion of professors |
| Mini-CEX            | Checking the training of question designers | Completing the quality checklist of the exam | Frequency of test components (patient type, test setting, disease complexity, test focus type). | Reviewing the progress of scores in different months |
|                     | Completing the quality checklist of the exam | investigating the correlation of assessor’s gender and the scores | Investigating the effective factors in the variation of test scores | Investigating the correlation of scores with the pre-progress test |
|                     | investigating the correlation of assessor’s gender and the scores | Checking the strictness and lenience of professors | Checking the test generalizability coefficient | Assessing the correlation between test/assessment results based on the general opinion of professors |
|                     | Ensuring that the assessor’s gender is not related to the score | Ensuring that the assessor’s gender is not related to the score | Ensuring that the assessor’s gender is not related to the score | Reviewing the results of feedbacks |
|                     | Assessing the satisfaction of residents and evaluators of the test | Assessing the satisfaction of residents and evaluators of the test | Assessing the satisfaction of residents and evaluators of the test | Assessing the correlation between test/assessment results based on the general opinion of professors |
| Intra-wards score   | Checking the holding according to the comprehensive schedule of residents’ exams | Checking how to complete the tool | Checking the reliability of scores | Checking the correlation between the corresponding items in different tests |
|                     | Checking how to complete the tool | Checking how to complete the tool | Checking the reliability of scores | Checking the correlation between the corresponding items in different tests |
| Professional behavior score | Checking how to complete the tool | Checking how to complete the tool | Checking how to complete the tool | Checking the correlation between the corresponding items in different tests |
|                     | Checking the reliability of scores | Checking the reliability of scores | Checking the reliability of scores | Checking the correlation between the corresponding items in different tests |

Contd...
| Type of test Scoring | Generalization                          | Extrapolation                                      | Implications                                                                 |
|----------------------|----------------------------------------|----------------------------------------------------|-------------------------------------------------------------------------------|
| Logbook              | Checking how the residents complete the logs | Checking the reliability of scores                 | Checking the correlation between the corresponding items in different tests |
|                      | Checking how the teachers score         |                                                    | Assessing the correlation between test/assessment results based on the general opinion of professors |
| Record writing score | How to design test tools                | Checking the reliability of scores                 | Assessing the correlation between test/assessment results based on the general opinion of professors |
|                      | Checking how to complete the tool       |                                                    | Investigating how minimum pass levels are implemented for each year         |
| Final scores         | Checking the conformity of how to calculate the score with the regulations | Investigating the factors of variations in scores | Evaluating the correlation between the final score and the assessment based on the general opinion of the professors |
|                      |                                                       | Checking the reliability of scores                 |                                                                              |
|                      |                                                       | Checking the total generalizability coefficient    |                                                                              |
|                      |                                                       |                                                    |                                                                              |