Soluble Fermionic Quantum Critical Point in Two Dimensions
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We study a particular model for a quantum critical point in two spatial dimensions between a semimetallic phase, characterized by a stable quadratic Fermi node, and an ordered phase, in which the spectrum develops a band gap. The quantum critical behavior can be computed exactly, and we explicitly derive the scaling laws of various observables. While the order-parameter correlation function at criticality satisfies the usual power law with anomalous exponent $\eta_\phi = 2$, the correlation length and the vacuum expectation value of the order parameter exhibit essential singularities upon approaching the quantum critical point from the insulating side, akin to the Berezinskii-Kosterlitz-Thouless transition. On the semimetallic side, the correlation length remains infinite, leading to an emergent scale invariance throughout this phase. The transition may be realized experimentally using ultracold fermionic atoms on optical kagome or checkerboard lattices.

Quantum critical matter exhibits exotic behavior that substantially differs from the situation in stable phases [1]. In stable metallic phases, for instance, the usual effective excitations are Fermi quasiparticles; insulating magnets are, as long as not highly frustrated, describable in terms of weakly-interacting magnons. In the vicinity of quantum critical points (QCPs), however, novel types of excitations emerge: They may be quasiparticle excitations with fractionalized quantum numbers [2], or they may not admit a quasiparticle description at all [3]. Both cases lead to fascinating phenomena that are only poorly understood to date. This is particularly true for low-dimensional Fermi systems, which pose a serious challenge to theory. The reason for the complications is the fact that integrating out the fermion modes, as is done in the standard Hertz-Millis theory [4, 5], may lead to nonanalytic terms in the effective action for the critical order-parameter modes [6]. This invalidates the Gaussian approximation and modifies the critical behavior, or might even render the transition discontinuous [7, 8]. A proper description of a QCP in a two-dimensional metallic system generically requires an infinite set of $(2 + 1)$-dimensional local field theories, labeled by points on the Fermi surface; in order to gain analytical control over the problem, the Fermi surface needs to be restricted to a finite number of “patches” [9–12].

The problem becomes slightly less difficult in situations when the Fermi surface shrinks to isolated points in the Brillouin zone. Such a situation arises in the $d$-wave superconducting state on the square lattice, in which case the Fermi surface comprises four Dirac nodes. The onset of order out of this state is then described by a $(2 + 1)$-dimensional relativistic Gross-Neveu-Yukawa field theory [13]. Similarly, QCPs in models for monolayer graphene are described by variants of the Gross-Neveu-Yukawa theory [14, 15]. In Bernal-stacked bilayer graphene, which is the simplest tight-binding description hosts a quadratic band touching point at the Fermi level, interactions generically induce Dirac nodes in the spectrum [16, 17]; this leads to emergent relativistic symmetry and a Gross-Neveu QCP in the phase diagram [18]. Interacting Dirac fermions on the surface of a three-dimensional topological insulator can realize a variant of the Gross-Neveu quantum universality class that is characterized by emergent supersymmetry, relating the fermionic degrees of freedom with the composite bosonic order-parameter field [19–23].

Although the Gross-Neveu-Yukawa problem has received significant attention recently, no definite quantitative consensus on the critical behavior of many of these universality classes has been reached: On the analytical side, divergences in the series expansions impede a simple extrapolation to the physically relevant cases [24, 25]; on the numerical side, the available lattice sizes in Quantum Monte Carlo simulations of models with gapless fermions are significantly smaller than those reachable in purely bosonic systems [26–28]. To the best of our knowledge, an exactly soluble QCP in a clean many-body Fermi system in two dimensions is unknown hitherto [29].

In this Letter, we present a welcome counterexample to these notorious difficulties. We propose a simple model of interacting electrons on the kagome lattice that realizes a stable QCP that is not of the Gross-Neveu type. At criticality, the system flows to a Gaussian renormalization group (RG) fixed point of the corresponding continuum field theory. This allows a full solution of the quantum critical behavior, which, despite being Gaussian, turns out to be nontrivial: While correlation functions directly at the critical point satisfy power laws with nontrivial exponents, observables that are measured upon approaching criticality exhibit essential singularities. For instance, the order-parameter two-point correlator at the critical point $g = g_c$ has the power-law form $\langle \phi(0,0) \phi(0,0) \rangle \propto |x|^{-(z+\eta_\phi)}$ with a finite anomalous dimension $\eta_\phi = 2$ and dynamical exponent $z = 2$. When the QCP is approached from the insulating side for $g \to g_c+$, the magnetic susceptibility scales as $\chi \propto (g - g_c)^{-g}$ with finite exponent $g = 2$, while the correlation length diverges as $\xi \propto e^{8/(g-g_c)}$. On the semimetallic side for $g \leq g_c$, the correlation length remains infinite, and we demonstrate that this phase is characterized by emergent scale invariance with power-law correlation functions—a quantum critical phase.

Interacting Fermi systems with quadratic band touching have been intensely studied before. In three dimensions, weak short-range interactions are power-counting irrelevant,
but the long-range Coulomb interaction may induce a quantum critical gapless phase with nontrivial power-law exponents [30, 31], or an insulating state with topologically protected gapless edge modes [32–34]. In two dimensions, the long-range interaction is screened and most previous work focused on repulsive short-range interactions, for which the system is believed to be unstable towards the formation of a quantum anomalous Hall (QAH) insulator, while it realizes a Luttinger semimetal (LSM) with emergent scale invariance for attractive interactions, $V_2 < -V_1$. The critical behavior of the continuous semimetal-insulator transition is governed by the Gaussian quantum critical fixed point (QCP).

**Low-energy field theory.** For $2/3$-filling, the low-energy physics is governed by small momenta near the quadratic Fermi node. Projecting the full Hamiltonian to the two-band subspace near the Fermi level leads to the effective Euclidian action $S = \int \mathrm{d}r \mathrm{d}^2 x L$, with Lagrangian

$$L = \psi^\dagger \left[ \partial_x - \left( \partial_y^2 - \partial_z^2 \right) \right] \sigma_3 - 2\partial_x \partial_y \sigma_1 \psi - \frac{g}{2} \left( \psi^\dagger \sigma_2 \psi \right)^2 + \ldots,$$

where the ellipsis denote higher-order terms of the form $g^i (\psi^\dagger \sigma_\alpha \psi) (\psi^\dagger \sigma_\beta \psi)$, $i, j \in \{x, y\}, \alpha, \beta \in \{0, 1, 2, 3\}$, which are irrelevant in the RG sense. Here, $\sigma_0 \equiv I_2$ and $\sigma_1, \sigma_2, \sigma_3$ denote the standard Pauli matrices. The components of the low-energy spinor $\psi = (\psi_1, \psi_2)^T$ are given by the fermion annihilation operators $c_{iA}, c_{iB}$, and $c_{iC}$ on the three triangular sublattices A, B, and C as $c_{iA} \rightarrow \frac{1}{\sqrt{3}} \psi_1 - \frac{1}{\sqrt{2}} \psi_2$, $c_{iB} \rightarrow -\frac{1}{\sqrt{3}} \psi_1$, and $c_{iC} \rightarrow -\frac{1}{\sqrt{3}} \psi_1 + \frac{1}{\sqrt{2}} \psi_2$. The four-fermion coupling $g$ is determined by the nearest- and next-nearest-neighbor interaction strengths as $g \approx 2(V_1 + V_2)/t$, while the complementary combination $(V_1 - V_2)$ corresponds to a higher-order gradient term in the Lagrangian, $g' = V_1 - V_2$; see Ref. [41] for details. Note that $g$ is dimensionless and hence corresponds to a marginal operator, while $g'$ is power-counting irrelevant. We emphasize that Eq. (3) includes all possible relevant or marginal terms compatible with the symmetry of the lattice model. In particular, all other symmetry-allowed four-fermion terms are proportional to $(\psi^\dagger \sigma_2 \psi)^2 = -\psi_1^2 \psi_1 \psi_2$, which is a consequence of the fact that only four independent spinor components exist in the theory. For notational simplicity, we choose in the following units in which $t = 2$, such that $g \approx V_1 + V_2$.

**RG flow and phase diagram.** Integrating out high-energy modes with momenta $q \in (\Lambda_0/b, \Lambda)$ and all frequencies $\omega \in (-\infty, \infty)$ causes the coupling constants to flow according to
the equations
\[ \frac{dg}{d \ln b} = \frac{g^2}{4 \pi}, \quad \frac{dg'}{d \ln b} = -2g', \]
valid for small \(|g|, \vert g' \vert \ll 1\), in agreement with the previous result for \(g' = 0\) [35]. Upon identifying \(g \approx V_1 + V_2\) and \(g' \approx V_1 - V_2\) at the cutoff scale, the RG flow leads to the phase diagram depicted in Fig. 2. The coupling plane is divided into two phases separated by the line \((V_2/V_1)_c = 1\). For \(V_2 > V_1\), which corresponds to repulsive interactions, the couplings diverge at the RG scale \(\Lambda_{\text{SSM}} = \Lambda_{\text{g}}\pi/\sqrt{\phi'}\), where \(\Lambda_{\text{g}}(0) \approx V(0) + V(0)\) denotes the initial value of the marginal coupling at the ultraviolet scale. The divergence signals an instability of the semimetal towards an ordered ground state. A simple mean-field analysis [35] suggests that among the various possible orderings, the QAH state [48] with order parameter \((\psi^\dagger \sigma_2 \psi)^{\pm}\) has the lowest energy. This result is consistent with numerical works [38–40]. The ordered phase is characterized by a large boson mass \(h_{\phi}^2\), which corresponds to repulsive interactions, and postpone the limit \(\epsilon \rightarrow 0\), demonstrating the existence of a stable semimetallic phase with quadratic quasiparticle dispersion. An equivalent semimetallic phase has been found recently on the checkerboard lattice [40]. As the semimetallic phase is described by the two-dimensional version [49] of the Luttinger-Yukawa model, we dub this phase “Luttinger semimetal” (LSM) in analogy to the three-dimensional case [31–34, 51, 52]. On the phase transition line, the Gaussian fixed point is RG attractive. The semimetal-insulator transition is therefore continuous. Here, we are interested in its critical behavior, as well as the properties of the LSM phase, both of which turn out to be nontrivial.

**Critical behavior.** For simplicity, we restrict in what follows to the case \(V_1 = V_2\), for which the parameter \(g = V_1 + V_2\) only is left. It is advantageous to first consider an extended theory in general spatial dimension \(d = 2 + \epsilon\) with \(\epsilon \ll 1\) and postpone the limit \(\epsilon \rightarrow 0\) until the end. This technical trick has two advantages: Firstly, it reveals that the quantum critical behavior can be understood as originating from a collision of two fixed points: The four-fermion flow equation \(\frac{dg}{d \ln b} = -eg + g^2/(4\pi)\) exhibits the infrared stable Gaussian fixed point \(g_{\text{LSM}}^* = 0\) an ultraviolet stable interacting fixed point at \(g_{\text{SCF}}^* = 4\pi\epsilon\), see Fig. 3(a,b). While the Gaussian fixed point governs the low-energy behavior of the LSM phase, the interacting fixed point controls the universal behavior upon approaching the critical point from the insulating side. For instance, the corresponding correlation-length exponent can be readily obtained from the flow equation as \(\nu = 4\pi\). The interacting fixed point approaches the Gaussian fixed point for small \(\epsilon\) and collides with it in the limit \(\epsilon \rightarrow 0\). Such a collision of fixed points occurs generically in gauge theories, in which case the fixed points typically disappear into the complex plane after the collision [32, 34, 53–60]. A collision of fixed points can also occur in systems without gauge invariance, with and without fixed-point complexification [61–64]. In all cases, the fixed-point collision leads to essential singularities in various observables, which is what we also find below. The second advantage of our dimensional generalization is that it allows us to explicitly demonstrate the emergent scale invariance of the LSM phase. For finite \(\epsilon\), we may restrict to \(g \geq 0\). By means of a Hubbard-Stratonovich transformation, the four-fermion interaction \((\psi^\dagger \sigma_2 \psi)^{\pm}\) can then be rewritten in terms of a Yukawa interaction between the fermion bilinear \(\psi^\dagger \sigma_2 \psi^\dagger \sigma_2 \psi\) and the order-parameter field \(\phi\), with the fermion-boson Lagrangian

\[
\mathcal{L}' = \psi^\dagger \left[ \partial_\tau - \left( \partial_x^2 - \partial_y^2 \right) \right] \sigma_3 - 2 \partial_x \partial_y \sigma_1 \psi + \frac{1}{2} \phi \left( r - c \partial_x^2 - \partial_y^2 \right) \phi - h \phi \phi^\dagger \sigma_2 \psi^\dagger \psi,
\]

which we dub “Luttinger-Yukawa” model. Here, \(r\) is the tuning parameter of the transition (boson mass), \(\epsilon\) represents the Yukawa coupling, and the parameter \(c\) accounts for the different scaling between spatial and temporal coordinates [49]. The Luttinger-Yukawa model is equivalent to the four-fermion theory (3) upon the identification \(g = h^2/r > 0\). In particular, the order parameter is then given as \(\phi = (h/r)(\psi^\dagger \sigma_2 \psi)^{\pm}\). For \(\epsilon \ll 1\), the one-loop flow equations read

\[
\frac{dr}{d \ln b} = \frac{(2 - \eta_\phi) r - h^2}{2 \pi},
\]

\[
\frac{dc}{d \ln b} = \frac{(2 - \eta_\phi) c + h^2}{8 \pi},
\]

\[
\frac{dh^2}{d \ln b} = \frac{(2 - \eta_\phi) h^2 - h^4}{4 \pi r},
\]

with anomalous dimensions \(\eta_\phi = \frac{h^2}{2 \pi^2}, \eta_\phi = O(\epsilon^3)\), and dynamical exponent \(z = 2 + O(\epsilon^2)\). In the above equations, we have rescaled \(r/\Lambda \rightarrow r, c\Lambda \rightarrow c\), and \((2\pi)^{-d/2} r h^2 \rightarrow h\) and have for simplicity anticipated \(1/r = O(\epsilon)\), corresponding to \(g = h^2/r \ll 1\). (The flow equations for general \(r\) are presented in Ref. [41].)

For \(\epsilon > 0\), the flow equations admit two nontrivial fixed points at \((t_{\text{LSM}}^*, c_{\text{LSM}}^*, h_{\text{LSM}}^{*2}) = (0, 0, 0, 4\pi(2 - \epsilon))\) and \((t_{\text{QCP}}^*, c_{\text{QCP}}^*, h_{\text{QCP}}^{*2}) = (\frac{1}{\epsilon}, 1, \frac{1}{8 \pi}, 8\pi(1 - \epsilon))\), see Fig. 3(c). The latter has a unique RG-relevant direction, and it hence governs the continuous semimetal-insulator transition. This fixed point is dual to the ultraviolet stable fixed point at \(g_{\text{QCP}}^* = 4\pi\epsilon\) in the four-fermion theory, as can be seen as follows: The separatrix connecting the critical fixed point at \((t_{\text{QCP}}^*, c_{\text{QCP}}^*, h_{\text{QCP}}^{*2})\) with the fully unstable Gaussian fixed point at \((0, 0, 0)\) is a straight line characterized by \((h^2/r)^{*2} = 4\pi\epsilon\), in agreement with the result for \(g_{\text{QCP}}^*\) in the four-fermion language. Furthermore, from the flow of \(r\) we find the correlation-length exponent as \(\nu = 1/\epsilon\), which is again consistent with the four-fermion result. Since \(h_{\text{QCP}}^{*2}\) is finite, so is the corresponding anomalous dimension \(\eta_\phi = 2 - 2\epsilon\). Note that the fixed point is characterized by a large boson mass \(r_{\text{QCP}}^* \gg 1\), implying that higher loop orders in the perturbative expansion do not contribute in the limit \(\epsilon \ll 1\), despite the fact that \(h_{\text{QCP}}^{*2}\) re-
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I. LOW-ENERGY FIELD THEORY

This section is devoted to deriving the continuum limit of the Hubbard model on the kagome lattice. The hopping term (tight-binding model), given in Eq. (1) of the main text, is reproduced here for convenience:

\[ H_0 = -t \sum_{\langle ij \rangle} \hat{c}_i^\dagger \hat{c}_j - t' \sum_{\langle ij \rangle} \hat{c}_i^\dagger \hat{c}_j + \text{H.c.} \]  

(1)

As noted in the main text, the low-energy theory is obtained hence by a Schrieffer-Wolff transformation; here, we supply some intermediate steps. In momentum space, the hopping Hamiltonian reads

\[ H_0 = \int_{\mathbf{p} \in \text{BZ}} \frac{d^2 \mathbf{p}}{(2\pi)^2} \Psi^\dagger(\mathbf{p}) \hat{\mathcal{H}}_0(\mathbf{p}) \Psi(\mathbf{p}), \]  

(2)

where the momentum integration is to be performed over the first Brillouin zone (BZ). The fermion operators on the sublattices A, B, and C are collected into a three-component vector \( \Psi^\dagger(\mathbf{p}) = (a^\dagger(\mathbf{p}), b^\dagger(\mathbf{p}), c^\dagger(\mathbf{p})) \). The \( 3 \times 3 \) matrix \( \hat{\mathcal{H}}_0(\mathbf{p}) \) acts in this space and has only off-diagonal entries:

\[ \hat{\mathcal{H}}_0(\mathbf{p}) = \begin{pmatrix} 0 & 2t \cos(\delta_{AB} \cdot \mathbf{p}) + 2t' \cos(\delta'_{AB} \cdot \mathbf{p}) & 2t \cos(\delta_{AC} \cdot \mathbf{p}) + 2t' \cos(\delta'_{AC} \cdot \mathbf{p}) \\ 2t \cos(\delta_{AC} \cdot \mathbf{p}) + 2t' \cos(\delta'_{AC} \cdot \mathbf{p}) & 0 & 2t \cos(\delta_{BC} \cdot \mathbf{p}) + 2t' \cos(\delta'_{BC} \cdot \mathbf{p}) \\ 2t \cos(\delta_{BC} \cdot \mathbf{p}) + 2t' \cos(\delta'_{BC} \cdot \mathbf{p}) & 2t \cos(\delta_{AC} \cdot \mathbf{p}) + 2t' \cos(\delta'_{AC} \cdot \mathbf{p}) & 0 \end{pmatrix}. \]  

(3)

The third eigenvector at \( \mathbf{p} = 0 \) is given by

\[ u_3 = \begin{pmatrix} 1/\sqrt{3} \\ 1/\sqrt{3} \end{pmatrix} \]  

(9)

The orthogonal transformation which diagonalizes \( \hat{\mathcal{H}}_0(\mathbf{p} = 0) \) can now be constructed from the three eigenvectors as

\[ \mathcal{U} = (u_1, u_2, u_3). \]  

(10)

Since the low-energy and the high-energy subspaces are clearly separated, we can finally compute the low-energy sector of \( H_0 \) at \( \mathcal{O}(\mathbf{p})^2 \). It is found [1] by first expanding \( \hat{\mathcal{H}}_0(\mathbf{p}) \) to second order in \( \mathbf{p} \), then projecting onto the low-energy subspace using \( \mathcal{P} \), and finally block-diagonalizing using \( \mathcal{U} \), to wit:

\[ H_0 = \int_{\mathbf{p}} \psi^\dagger(\mathbf{p}) \mathcal{H}_0(\mathbf{p}) \psi(\mathbf{p}) + \cdots \]  

(11)

with

\[ \left( \begin{array}{cc} \mathcal{H}_0(\mathbf{p}) & 0 \\ 0 & 0 \end{array} \right) = \frac{1}{2} \mathcal{U}^\dagger \mathcal{P} \left[ (\partial_\kappa)^2 \hat{\mathcal{H}}_0(\kappa \mathbf{p}) \right] \mathcal{U} \mathcal{P} \mathcal{U}^\dagger. \]  

(12)

The \( \psi(\mathbf{p}) \) are the low-energy 2-spinors, given by

\[ \psi_i = u_i^\dagger \Psi_j. \]  

(13)
Note that the terms suppressed in Eq. (11) are of two kinds: (i) bilinears from the high-energy subspace and (ii) constant energy shifts within the low-energy subspace. Evaluating the above expression [Eq. (12)] for $\mathcal{H}_0(p)$, we find

$$\mathcal{H}_0(p) = \left\{ \frac{t_p^2 + 3t_p^2}{2} (t - 3t')p_3p_y, \frac{t_p^2 + 3t_p^2}{2} 3t_p^2 + tp_x^2 \right\}. \quad (14)$$

Comparing coefficients, we find that we need $t'/t = -\frac{1}{2}$ to ensure the particle-hole symmetric QBT Hamiltonian of the low-energy theory considered in the main text [cf. Eq. (3) therein]. To complete the derivation of the low-energy field theory, we need to add the density-density interactions on nearest and next-nearest neighbor bonds [Eq. (2) of main text, reproduced here for convenience]:

$$H_{\text{int}} = V_1 \sum_{\langle ij \rangle} c_i \gamma c_j + V_2 \sum_{\langle ij \rangle} c_i \gamma c_j. \quad (15)$$

To leading order in gradient expansion, these are contact terms, since (second-)nearest neighboring sites belong to different sublattices. We thus find for the low-energy content of $H_{\text{int}}$ in the continuum limit

$$H_{\text{int}} = 2(V_1 + V_2) \int c_\alpha c_A(x)c_B(x)$$

$$+ c_\alpha c_B(x)c_A(x) + c_A c_B c_A(x)c_B(x) + \cdots \quad (16)$$

where $c_\alpha(x)$ creates a particle in the sublattice A at position $x$, and analogous for the sublattices B and C. Writing out in terms of the low-energy 2-spinor $\psi = (\psi_1, \psi_2)$ using Eq. (13), we hence find

$$H_{\text{int}} = 2(V_1 + V_2) \int \psi_1(x)\psi_1(x)\psi_2(x)\psi_2(x)$$

$$= 2(V_1 + V_2) \int \frac{1}{2} \left( \psi_1(x)\sigma_2 \psi_2(x) \right)^2. \quad (17)$$

For the low-energy field theory, we require that the coefficient of the kinetic term be unity. The most efficient way to achieve this is at the level of the action, by noting that the relevant contributions have the form $\mathcal{S} \supset \int dt (\mathcal{H}_0 + H_{\text{int}})$: rescaling $\tau \to \tau$ thus absorbs all coefficients of $t$ appearing in $\mathcal{H}_0(p)$ (we restrict ourselves to $t > 0$). Concomitantly, this leads to $H_{\text{int}} \to H_{\text{int}}/t$, whence comparison of coefficients for the four-fermion term yields the identification $g = 2(V_1 + V_2)/t$, just as we asserted in the main text.

**II. PARTICLE-HOLE ASYMMETRY**

In the main text, we have assumed a model for a particle-hole-symmetric point of QBT. Here, we comment on the effect of small symmetry-breaking perturbations. On the level of the continuum field theory, the only term compatible with the remaining symmetries—rotational invariance and time-reversal—that is not power-counting irrelevant corresponds to a difference in the curvatures of the two bands that touch at the QBT [2],

$$\mathcal{L}_\alpha = -\alpha \psi^\dagger (\partial_\tau^2 + \partial_\rho^2) \psi, \quad (19)$$

with dimensionless parameter $\alpha$. The flow of $\alpha$ is given by the selfenergy; however, in the fermionic model, the leading-order (Hartree) diagram [Fig. 1(a)] vanishes and $\alpha$ hence does not flow at the one-loop order. To decide the fate of small particle-hole asymmetric perturbations, we thus have to evaluate the two-loop diagram, Fig. 1(b). This diagram has a sunset topology, which allows the loop integration to be performed efficiently by going to position space and back [3, 4], during the course of which the two coupled integrals over 3-momenta essentially decompose into two independent Fourier transforms. The contribution of the sunset diagram is given by

$$\begin{align*}
\text{Fig. 1(b)}: g^2 \int d\tau d^2x \ e^{-i(\omega_\tau + p_\rho x)} & \sigma_2 \tilde{G}_0(\tau, x) \sigma_2 \times \\
& \times (\tau - 1) \tilde{G}_0(-\tau, -x) \sigma_2 \tilde{G}_0(\tau, x) \sigma_2,
\end{align*} \quad (20)$$

where

$$\tilde{G}_0(\tau, x) = \int \frac{d\omega d^2p}{i\omega + d_\sigma(p) \sigma_\sigma + \alpha p^2} \quad (21)$$

is the bare fermion propagator in position space, with $\sigma_\sigma = (\sigma_1, \sigma_1)$ and $d_\sigma(p) = (p_x^2 - p_y^2, 2p_x p_y)$. For small particle-hole asymmetry $\alpha$, all expressions in general, and the propagator in particular, may be expanded in powers of $\alpha$:

$$G_0(\omega, p) = \frac{-i\omega + d_\sigma(p) \sigma_\sigma}{\omega^2 + p^4}$$

$$+ \alpha \frac{p^2 (\omega^2 - p^4)}{(\omega^2 + p^4)^2} + O(\alpha^2). \quad (22)$$

The integral over $\omega$ is elementary. For the spatial part of the Fourier transform, introduce cylindrical coordinates $p = p(\cos \varphi, \sin \varphi), x = \rho(\cos \theta, \sin \theta)$. Then, $p \cdot x = \rho \rho \cos(\varphi - \theta)$, and subsequently

$$e^{ip\cdot x} = J_0(p\rho) + 2 \sum_{m=1}^{\infty} i^m J_m(p\rho) [\cos(mx) \cos(m\theta) + \sin(mx) \sin(m\theta)] \quad (23)$$

by the Jacobi-Anger identity [5], where $J_m(\cdot)$ is the Bessel function of the first kind and order $m$. The integral over $\varphi$ can
now be performed by exploiting the orthogonality of sines and cosines in $L^2([0, 2\pi])$, and the series conveniently terminates at $m = 2$ due to rotational invariance. The final integral over $\rho$ turns out to be expressible in terms of elementary functions as well, yielding explicit expressions for the tree-level position-space propagator to the desired order in $\alpha$:

$$G_0(\tau, x) = \frac{e^{-x^2/(4|\tau|)}}{8\pi \tau} + \frac{e^{-x^2/(4|\tau|)}(x^2 + 4|\tau|) - 4|\tau| d_\alpha(x)}{8\pi x^2|\tau|} + O(\alpha^2).$$

(24)

To obtain the selfenergy in momentum space, we have to perform the inverse Fourier transform, followed by an expansion in powers of external momentum $p$ to extract renormalization constants. The integral is both infrared and ultraviolet divergent, so we perform a regularization using sharp cutoffs $1/\Lambda < |x| < b/\Lambda$. (The integration over $\omega$ requires no further regularization.) Conceptually, this is equivalent to Wilsonian renormalization, except that the degrees of freedom being integrated out are supported on a shell in position (rather than momentum) space; the notation for the cutoffs is chosen to make this analogy (cf. Sec. III) transparent. We thus find

$$\text{Fig. 1(b)} = \frac{g^2}{4\pi^2} \left[ \frac{1}{24} d_\alpha(p) \sigma_\alpha + \alpha \left( \frac{1}{9} \ln \frac{4}{3} \right) p^2 \right] \ln b = \left( \eta_\alpha d_\alpha(p) \sigma_\alpha + \delta \alpha p^2 \right) \ln b,$$

(25)

whence

$$\frac{d\alpha}{db} = \delta \alpha - \eta_\alpha \alpha = - \frac{g^2}{4\pi^2} \left( \frac{1}{4} \ln \frac{4}{3} - \frac{5}{72} \right) \alpha.$$

(26)

Importantly, the derivative of the right-hand side with respect to $\alpha$ is negative, and shows that small particle-hole asymmetry is an irrelevant perturbation.

III. RENORMALIZATION GROUP EQUATIONS FOR THE LUTTINGER-YUKAWA THEORY

In this section, we provide some details on the partially bosonized formulation of the four-fermion theory. We restrict ourselves here to the technical computations needed to derive the anomalous dimensions and $\beta$-functions; their physical content is discussed in the main text. For ease of reference, we recall here the Lagrange density, which is given by

$$\mathcal{L}' = \psi^\dagger [\partial_\tau + d_\alpha(-i\nabla) \sigma_\alpha] \psi + \frac{1}{2} \phi \left( r - c\partial_r^2 - \partial_{\phi^2} \partial_r \right) \phi$$

$$- h \phi \psi \sigma_2 \psi,$$

(27)

where $\sigma_\alpha = (\sigma_3, \sigma_1)$ and $d_\alpha(p) = (p_1^2 - p_2^2, 2p_1 p_2)$. The equation of motion for $\phi$ yields $\phi = (h/\eta) \psi \sigma_2 \psi$, and we need to identify $g = \hbar^2/r$ to connect $\mathcal{L}'$ to the four-fermion Lagrangian. The Hubbard-Stratonovich transformation by itself yields no dynamical terms for $\phi$, but they would be generated under RG flow anyway, and might as well be included from the outset. The canonical dimensions can now be read off in usual manner; they are given by $[\psi] = [\phi] = (d + z - 2)/2$, $[r] = 2$, $[c] = 2 - 2z$, and $[\hbar^2] = 6 - d - z$, with $z = 2$ at tree level.

To find the RG flow of these quantities, we perform a loop expansion. Since we are only interested in one-loop results, the Wilsonian scheme is particularly well-suited, as it efficiently regulates IR divergences which would otherwise appear due to the presence of massless internal fermion lines. To make the exposition self-contained (but also to fix some notation), we recapitulate the operational details of Wilsonian RG in the present context. We assume an action $S_A[\Phi_A, X_A]$ with sharp UV cutoff $\Lambda$, where we have collected all fields and couplings in the theory into $\Phi = (\psi, \phi^\dagger, \phi)$ and $X = (c, r, h)$ (when no explicit scale is mentioned, a relation is meant to be valid at all scales). We next integrate out all momenta in the shell $|p| \in [\Lambda/b, \Lambda]$, $b > 1$ (note that the integration over imaginary loop frequencies is unrestricted; the corresponding one-particle irreducible (1PI) effective action is denoted $\Gamma_{\Lambda/b}[\Phi_A, X_A]$). To impose RG invariance is to demand that this change in the action be equivalent to a suitable redefinition of fields and couplings, to wit:

$$\Gamma_{\Lambda/b}[\Phi_A, X_A] = S_A[\Phi_{A/b}, X_{A/b}].$$

(28)

We shall perform an infinitesimal RG step, i.e., $b = 1 + \ln b + O((\ln b)^2)$; momentum integrals then simplify to

$$\int_{|p| \in [\Lambda/b, \Lambda]} d^d p f(p) \approx \Lambda^d \ln b \int_0^{2\pi} d\varphi_p f(\Lambda \cos \varphi_p, \Lambda \sin \varphi_p) + O(\ln b).$$

(29)

The above equation assumes a minimal prescription for analytic continuation to arbitrary spatial dimension $d$: only the radial integration is modified, while angular integration and spinor algebra is left at $d = 2$. Since we do not intend to eventually make predictions for nonzero $(d - 2)$, this is guaranteed to be equivalent to more sophisticated schemes for our purposes.

At tree level, the UV modes do not contribute at all, and $\Gamma_{\Lambda/A}[\Phi_A, X_A] = S_A[\Phi_A, X_A]$. The one-loop diagrams are shown
in Fig. 2, corrections arising from which have the schematic form

\[ \Gamma_{\Lambda,b}[\Phi_A, X_A] - S_{\Lambda,b}[\Phi_A, X_A] = \int \frac{d\omega d^dp}{(2\pi)^d+1} \Theta(\Lambda/b - |p|) \left[ \hat{\Phi}_0(\omega, p) \left( \delta Z_\phi d_\phi(p) \sigma_{\phi} + \delta Z_\omega \hat{\Phi}(\omega, p) + \frac{1}{2} \hat{\Phi}_0(\omega, p) \left( \delta Z_\phi p^2 + \delta c \omega^2 + \delta r \right) \hat{\Phi}_0(-\omega, -p) \right] \]

\[ - \int \left( \prod_i \frac{d\omega_i d^dp_i}{(2\pi)^d+1} \Theta(\Lambda/b - |p_i|) \right) \delta(\sum_i \omega_i) \delta^d(\sum_i p_i) \delta h \hat{\Phi}(\omega_1, p_1) \hat{\Phi}^\dagger(\omega_2, p_2) \sigma_2 \hat{\Phi}(\omega_3, p_3) \]

\[ - \int \left( \prod_i \frac{d\omega_i d^dp_i}{(2\pi)^d+1} \Theta(\Lambda/b - |p_i|) \right) \delta(\sum_i \omega_i) \delta^d(\sum_i p_i) \frac{1}{2} \delta g \hat{\Phi}^\dagger(\omega_1, -p_1) \sigma_2 \hat{\Phi}(\omega_2, p_2) \hat{\Phi}^\dagger(\omega_3, -p_3) \sigma_2 \hat{\Phi}(\omega_4, p_4). \tag{30} \]

Here, the “hat” on a field is used to denote its Fourier transform: \( \hat{\Phi}(\omega, p) = \int d\tau d^dx e^{-i(\omega\tau + p\cdot x)}\Phi(\tau, x) \). Note that [\( \hat{\Phi} = [d\tau d^dx \Phi] = [\Phi] - d - z \). The necessary coupling and scale redefinitions can now be read off. In the same schematic manner, they are given by

\[ z = 2 - \eta_\phi + \eta_\omega, \tag{31} \]

\[ \psi_{\Lambda/b} = \psi_A \left[ 1 + \frac{i}{2}(d + z - 2 + \eta_\phi) \ln b \right], \tag{32} \]

\[ \phi_{\Lambda/b} = \phi_A \left[ 1 + \frac{i}{2}(d + z - 2 + \eta_\phi) \ln b \right] - (2h_A)^{-1} \ln b \left( \partial \delta g / \partial \ln b \right)_{b \rightarrow 1} \psi_A^\dagger \sigma_2 \psi_A, \tag{33} \]

\[ c_{\Lambda/b} = c_A \left[ 1 + (2 - z - \eta_\phi) \ln b \right] + \ln b \left( \partial \delta c / \partial \ln b \right)_{b \rightarrow 1} \equiv c_A + \beta_c \ln b, \tag{34} \]

\[ r_{\Lambda/b} = r_A \left[ 1 + (2 - \eta_\phi) \ln b \right] + \ln b \left( \partial \delta r / \partial \ln b \right)_{b \rightarrow 1} \equiv r_A + \beta_r \ln b, \tag{35} \]

\[ h_{\Lambda/b} = h_A \left[ 1 + \frac{i}{2}(6 - d - z - \eta_\phi - 2\eta_\omega) \ln b \right] + \left( \partial \delta h / \partial \ln b \right)_{b \rightarrow 1} \] \[
+ r_A (2h_A)^{-1} \left( \partial \delta g / \partial \ln b \right)_{b \rightarrow 1} \right] \ln b \equiv h_A + (2h_A)^{-1} \beta_h \ln b, \tag{36} \]

where \( \eta_{\phi,\omega} = (\partial \delta Z_{\phi,\omega}/\partial \ln b)_{b \rightarrow 1} \), and we have introduced the \( \beta \)-functions \( \beta_X = \partial X_{\Lambda/b}/\partial \ln b \). Note that the field renormalization of \( \phi \) has a nonmultiplicative component. It is needed to rewrite the four-fermion vertex (which is marginal at \( d = 2 \) and \( z = 2 \)) generated by the so-called “box diagrams” as a renormalization of the Yukawa vertex (see Refs. [6, 7] for the analogous demonstration in the relativistic (1 + 1)D Gross-Neveu theory). One may think of it as performing a Hubbard-Stratonovich transformation after each RG step, which is why this procedure is also referred to as “dynamical bosonization” [8] (particularly in the context of the functional renormalization group).

We now evaluate the diagrams explicitly (external 3-momentum is always \( (\omega, p) \) unless zero; we drop the RG scale index for brevity; \( G_0 \) is the fermion propagator and \( D_0 \) is the boson propagator):

**Fermion selfenergy.**

\[ \Gamma_{\text{2(a)}} = -\hbar^2 \int_{|p'|\leq|\Lambda|/A} \frac{d\omega' d^dp'}{(2\pi)^d+1} \sigma_2 G_0(\omega', p') \sigma_2 D_0(\omega - \omega', p - p') \]

\[ = \frac{\hbar^2}{\Lambda^{d-2}(2\pi)^d} \left[ \frac{2cA^2}{(1 + r/A^2 - cA^2)^2} i \omega + \frac{\pi}{(1 + r/A^2 - cA^2)^3} d_\sigma(p) \sigma_a \right] \ln b \]

\[ \equiv \delta Z_\omega i \omega + \delta Z_\phi d_\sigma(p) \sigma_a \tag{37} \]
Boson vacuum polarization.

\[
\text{Fig. 2(b) } = \frac{h^2}{\Lambda^{d-2}(2\pi)^d} \int d\omega' \int_{[p' \in \Lambda/b, \Lambda]} \frac{d^d p'}{(2\pi)^d} \text{ tr} [G_0(\omega', p') \sigma_2 G_0(\omega - \omega, p' - p) \sigma_2] \\
= \frac{h^2}{\Lambda^{d-2}(2\pi)^d} \left( \frac{\pi^2}{4\Lambda^2} \omega^2 + \frac{\pi^2}{2\Lambda^2} \right) \ln b \\
\equiv \delta c \omega^2 + \delta Z_\phi p^2 + \delta r
\]

\[\gamma_X = (\beta_X - [X])/X\] describes the “anomalous” scaling of the coupling \(X\), which are given in the limit of small four-

Yukawa vertex correction.

\[
\text{Fig. 2(c) } = -\frac{h^2}{\Lambda^{d-2}(2\pi)^d} \int d\omega' \int_{[p' \in \Lambda/b, \Lambda]} \frac{d^d p'}{(2\pi)^d} \text{ tr} [G_0(\omega', p') \sigma_2 G_0(\omega', -\omega, -p') \sigma_2 D_0(\omega', p')] \\
= \frac{h^2}{\Lambda^{d-2}(2\pi)^d} \frac{\pi}{1 + r/\Lambda^2 + \sqrt{c\Lambda^2(1 + r/\Lambda^2)}} \ln b \\
\equiv -\delta h \sigma_2
\]

Four-fermion vertex (nonmultiplicative renormalization of \(\phi\)).

\[
\text{Fig. 2(d, e) } = -\frac{h^4}{\Lambda^{d-2}(2\pi)^d} \int d\omega' \int_{[p' \in \Lambda/b, \Lambda]} \frac{d^d p'}{(2\pi)^d} \text{ tr} [G_0(\omega', p') \sigma_2 D_0(\omega', p') \sigma_2 [G_0(\omega', p') + G_0(-\omega', -p')] \sigma_2 D_0(\omega', p')] \\
= -\frac{h^4 \pi}{\Lambda^{d-2}(2\pi)^d} \frac{1}{1 + r/\Lambda^2 + \sqrt{c\Lambda^2(1 + r/\Lambda^2)}} \ln b \\
\equiv -\delta g \sigma_2 \sigma_2
\]

Note that we have made use of the Fierz identity \((\psi \sigma_a \psi)^2 = 2(\psi \sigma_a \psi)^2\) in the second equality to convert \(\sigma_a \sigma_2\) to \(\sigma_2 \sigma_2\).

\[
V_{\text{eff,1}}(\phi) = \frac{h^2 \phi^2}{16\pi} \left( \ln \frac{h^2 \phi^2}{4\Lambda^2} - 1 \right),
\]

where we have neglected all terms which vanish for \(\Lambda \to \infty\).

IV. EFFECTIVE POTENTIAL

Here we derive the effective potential quoted in the main text [cf. Eq. (9) therein]. To this end, we start from the Yukawa theory with Lagrangian \(L^\prime\). At tree level, the effective potential is the classical one, \(V_{\text{eff,0}}(\phi) = \phi^4/2\). The leading quantum correction \(V_{\text{eff,1}}(\phi)\) comes from integrating out the fermions in the presence of a constant \(\phi\). The result is given by the usual “trace-log” formula. Technically, it is simpler to differentiate with respect to \(\phi\) first, yielding

\[
V_{\text{eff,1}}(\phi) = \int_{[p] \leq \Lambda} \frac{d\omega}{(2\pi)^3} \frac{d^2 p}{(2\pi)^2} \text{ tr} \left[ \frac{h \sigma_2}{i \omega + \sigma_a(p) \sigma_a - h \phi \sigma_2} \right].
\]

A UV divergence occurs when integrating over spatial 2-momenta, which we have regularized with a sharp cutoff \(\Lambda\). The integral over Euclidean frequencies is finite (at least in the sense of a Cauchy principal value), and needs no further regularization. This is precisely the UV part of the regularization scheme we used when computing the RG flow in Sec. III; the regularization of the IR divergence is automatically implemented by the finite background field \(\phi\). The loop integral is now straightforward, and the result (after integrating with respect to \(\phi\)) reads

\[
V_{\text{eff,1}}(\phi) = \frac{h^2 \phi^2}{16\pi} \left( \ln \frac{h^2 \phi^2}{4\Lambda^2} - 1 \right).
\]

Here, \(\gamma_X = (\beta_X - [X])/X\) describes the “anomalous” scaling of the coupling \(X\), which are given in the limit of small four-
fermion coupling $h^2/r \ll 1$ as

$$
\eta_\phi = \frac{h^2}{4\pi \Lambda^2} \equiv \eta_\phi^{\text{MF}},
$$

(44)

$$
\gamma_r = -\frac{h^2}{4\pi \Lambda^2} - \frac{h^2}{2\pi r} \equiv \gamma_r^{\text{MF}},
$$

(45)

$$
\gamma_{h^2} = -\frac{h^2}{4\pi \Lambda^2} - \frac{h^2}{4\pi r} \equiv \gamma_{h^2}^{\text{MF}} - \frac{h^2}{4\pi r}.
$$

(46)

For future reference, we have split the contributions further into two parts: those coming from (i) diagrams without internal $\phi$-lines (hence mean-field, “MF”), i.e., the vacuum polarization diagram Fig. 2(a), and (ii) diagrams with virtual $\phi$ bosons, which would not survive in the mean-field limit. The latter concerns the last term in $\gamma_{h^2}$, and arises due to the triangle diagram [Fig. 2(c)] and the bosonization of the box diagrams [Figs. 2(d) and (e)].

Let us now recall the structure of the full effective potential to all loop orders, which is given by

$$
V_{\text{eff}}(\phi) = \frac{h^2 \phi^2}{2h^2/r} \sum_{n=0}^\infty \sum_{m=0}^n C_{n,m} \left( \frac{h^2}{16\pi r} \ln \frac{h^2 \phi^2}{4\Lambda^4} \right)^m,
$$

(47)

as a consequence of Collins’ theorem. Formally, the contributions at fixed $n$ arise from $n$-loop vacuum diagrams. However, even to leading order in $h^2/r$, observables such as the vacuum expectation value $\langle \phi \rangle$ are sensitive to so-called “leading logarithms” (terms with $m = n$ in the series above); these contributions (including multiloop ones, i.e., $n \geq 2$) are fixed entirely by the one-loop RG functions (we refer again to textbooks such as [9]). We can hence compute the coefficients $C_{n,m}$ for all $n$ by inserting the ansatz, Eq. (47), into the Callan-Symanzik equation [Eq. (43)], with the 1-loop RG functions given by Eq. (46).

At one loop ($n = 1$), we obtain $C_{1,1} = 2$; as a byproduct, we also find $C_{1,0} = -2$. This is consistent with the explicit calculation, Eq. (42), and expresses the fact that the one-loop effective potential is completely determined by the one-loop RG functions. Note that the same result would have been found if we had used the mean-field expressions for the RG functions, which is reassuring. For $n = 2$, we subsequently find $C_{2,2} = C_{2,1}/2 = 1$, which goes beyond the mean-field level. Remarkably, all further leading logarithms are found to vanish: $C_{n,n} = 0$ for all $n \geq 3$. Thus, the effective potential given by

$$
V_{\text{eff}}(\phi) = \frac{h^2 \phi^2}{2h^2/r} \left[ 1 + \frac{h^2/r}{8\pi} \ln \frac{h^2 \phi^2}{4\Lambda^4} - \frac{1}{16\pi} \ln \frac{h^2 \phi^2}{4\Lambda^4} \right]^2,
$$

(48)

includes leading logarithms to all loops and subleading logarithms to one loop; it is the result quoted in Eq. (9) of the main text. We note in passing, that the “RG-improved” classical potential reproduces the vanishing of leading logarithms at three-loop and higher order. The quantity we need to compute for this purpose is

$$
V_{\text{eff}}^\text{1+} (\phi) = \frac{h^2/(t) \phi^2(t)}{2(h^2/r)(t)},
$$

(49)

where $t = \ln(\Lambda_0/\Lambda)$ refers to the RG time (we have reinterpreted $\Lambda$ as the running scale and the UV cutoff is now denoted $\Lambda_0$). After performing the necessary integrations, one has

$$
V_{\text{eff}}^\text{1+} (\phi) \propto \left[ (h^2/r) \cdot - t - 4\pi \right]^2,
$$

(50)

where couplings without RG time argument refer to the respective initial values at the UV scale (we have suppressed $t$-independent factors). For the resummation of leading logarithms to take effect, we have to choose the running scale $\Lambda$ so that the logarithms in Eq. (47) vanish, to wit: $\Lambda^2 = h^2 \phi^2/4$, whence $t = -1/2 \ln (h^2 \phi^2/4 \Lambda^4)$. Importantly, the $t$-dependence is polynomial of degree 2: the series in Eq. (47) must terminate at $n = 2$.

V. SPIN-1/2 FERMIONS

For spin-1/2 fermions, we have four-component spinors, $\Psi = \left( \psi^a \right)$, which is equivalent to $N = 2$ flavors of two-component spinors. This leads to an increased number of independent four-fermion terms, among which the minimal set compatible with symmetries and closed under RG (at least at one loop) comprises two terms:

$$
L_{\text{int,spin-1/2}} = \frac{g_1}{2} \left( \psi^i (\sigma_3 \otimes I_2) \psi^j \right)^2 - \frac{g_2}{2} \left( \psi^i (\sigma_2 \otimes I_2) \psi^j \right)^2,
$$

(51)

where $(\sigma_a)$ is $(\sigma_3, \sigma_1)$ as before; the inverse propagator in $\mathcal{L}_0$ is trivially continued by taking the tensor product with $I_2$ for the spin degree of freedom: $G^{-1}_{0,N=2} = G^{-1}_{0} \otimes I_2$. A third interaction term $g_0(\psi^i \psi^j)^2$ is allowed by symmetry, but will not get generated during the RG flow if absent initially [10]; We postpone its discussion to the end of this section. The RG flow of $g_1$ and $g_2$ is readily computed, and reads in $d = 2 + \epsilon$ as

$$
\frac{dg_1}{d\ln b} = -eg_1 + \frac{1}{2\pi} g_2 + \frac{1}{8\pi} g_2 - \frac{1}{4\pi} g_2g_1,
$$

(52)

$$
\frac{dg_2}{d\ln b} = -eg_2 + \frac{1}{2\pi} g_1 - \frac{1}{2\pi} g_1^2 + \frac{3}{2\pi} g_1 g_2.
$$

(53)

For $\epsilon = 0$, the above flow equations were derived previously in Ref. [10]. In addition to the Gaussian fixed point $G$: $(g_1, g_2)_c = (0, 0)$, there are interacting fixed points at

$$
O_1: (g_1, g_2)_c = (2.215\epsilon, -2.403\epsilon),
$$

(54)

$$
O_2: (g_1, g_2)_c = (0.6709\epsilon, 4.374\epsilon),
$$

(55)

$$
Q: (g_1, g_2)_c = (3.496\epsilon, 1.977\epsilon).
$$

(56)

Among these, $G$ is stable, $O_i$ ($i = 1, 2$) have one stable direction and $Q$ is repulsive in all directions. For $\epsilon \to 0$, all three merge with $G$, rendering the latter multicritical. Importantly, the one-dimensional subspaces (i.e., lines) $\mathcal{G}_0$ and $\mathcal{Q}$ are RG invariant. This holds for all $\epsilon$, and in particular even at $\epsilon = 0$; it is precisely these lines which form the phase boundaries, shown in Fig. 3 for the physical $d = 2$. The sector
FIG. 3. Phase portrait in the \((g_1, g_2)\) coupling space assuming \(g_0 = 0\), showing the Luttinger semimetal (LSM) and the two ordered states, viz. the quantum anomalous Hall (QAH) and the quantum spin Hall (QSH) states, and the multicritical point (MCP) at \((g_0, g_1, g_2) = (0, 0, 0)\).

spanned by the rays \((-O_i)G (i = 1, 2)\) is the \(N = 2\) incarnation of the Luttinger semimetal, in close analogy with the \(N = 1\) case. Its complement in \((g_1, g_2)\) space is ordered; note, however, that there are in fact two ordered states corresponding to the fixed points \(O_i\), separated by the ray \(GQ\). The ordered states can be classified by computing the fixed point ratios \((g_1/g_2)_{O_i}\), and comparing with Ref. [10], which we have marked correspondingly in Fig. 3. The three different phases meet at the Gaussian fixed point. In fact, a simple calculation shows that the remaining third interaction channel \(g_0(\psi\psi^2)\) is marginally relevant in the vicinity of this fixed point. In a generic microscopic model, the fixed point can thus in general be approached only by tuning two parameters (e.g., \(g_0\) and \(g_1\)), corresponding to a multicritical point. However, at tree level all couplings are marginal, and the divergence of the correlation length hence still exhibits an essential singularity, while correlation functions at the quantum multicritical point display power-law decays with finite universal exponents, in close analogy with the spinless case.
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