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Abstract

Frequent usage of complex expressions with numbers and of the terms that require domain knowledge makes it more difficult to comprehend and summarize financial news articles than that of other daily news articles. We present a transformer-based model for the automatic summarization of the financial news articles in Korean and address related issues, and in particular analyze the interplay between the domain of the dataset used for pre-training and that for fine-tuning. We find that the summarization model performs much better when the two coincide, even when they are different from that of the target task, which is the financial domain in our work.

1 Introduction

It has been widely acknowledged that some pre-trained language models can be effective for tasks with little training data, as pre-trained models are often able to achieve moderate (and sometimes satisfactory) performance, even without a large dataset that had been commonly employed to train neural models before the introduction of such pre-trained language models (Radford et al., 2019; Zhang et al., 2020). It has also been acknowledged that such pre-trained language models are effective for low resource languages (Conneau and Lample, 2019). Also, language-agnostic tokenization methods such as Byte-Pair Encoding (Sennrich et al., 2016) and SentencePiece (Kudo and Richardson, 2018) have been introduced, making it possible to fine-tune language models without language-specific tokenizers.

Many of the recently introduced language models are based on transformers (Vaswani et al., 2017). Among them, pre-trained language models gained much attention due to their advanced performance on various tasks. Specialized language models have also been introduced to domains such as biomedicine (Lee et al., 2020), clinics (Huang et al., 2019), and finance (Liu et al., 2020).

When we use such a pre-trained language model for a domain-specific task, the language model can be expected to perform better if the model is pre-trained specifically for the domain at hand. However, it has been recently noted that it is non-trivial to determine whether systems that use a pre-trained model trained on a domain-specific corpus may outperform those that use a model pre-trained on a general domain corpus (Lee et al., 2020; Gururangan et al., 2020).

In this work, we address the summarization task for financial news articles in Korean. We follow extractive summarization rather than abstractive summarization, as the latter can mistakenly use some numbers or terminology that do not appear in the original document (Kryscinski et al., 2019). In contrast, extractive summarization only selects sentences (or phrases) from the original document, without such ‘hallucinations’ (Koay et al., 2020).

We analyze the effectiveness of a model based on the domain specificities of the datasets that are used for pre-training and for fine-tuning, as shown in Figure 1. We use (1) Korean Wikipedia, (2) financial news articles in Korean, and (3) non-financial...
news articles in Korean, all for the pretraining of the model, and use the ‘Modu’ news summarization dataset published by the Korean government, which includes human-generated gold standards for summarization. Our analysis shows that the performance of the models on the task of summarization of financial news articles improves even when the synchronized domain is not finance. To the best of our knowledge, this is the first work on the impact of the domain similarity (or difference) between the datasets for pre-training and fine-tuning, in particular on the performance gain (or loss) of the summarization model for financial news articles in Korean.

Our contributions in this work are as follows.

- We present domain-specific models for automatic summarization of financial news articles in Korean.
- We present an in-depth analysis of the interplay between the domains of the datasets that are used for pre-training and fine-tuning of a summarization model.
- We present a case study for the summaries automatically generated by our models (and a few strong baselines), comparing them with the human-generated gold standards.

2 Related Work

2.1 Pre-trained Language Models

Gururangan et al. (2020) reported that domain-adaptive pre-training (DAPT), a secondary pre-training phase utilizing domain-specific texts, can increase performance. Additionally, they observed decreases in performance when datasets from other task domains were used in the adaptive pre-training phase.

Lee et al. (2020) proposed a pre-trained language model specialized for tasks in biomedicine. Heung et al. (2019) proposed a BERT model pre-trained on the clinical notes of patients for the task of 30-day hospital re-admission prediction. Liu et al. (2020) proposed a multi-task pre-training method on a financial corpus, a Wikipedia corpus, and a book corpus to improve performance on financial tasks. Beltagy et al. (2019) used a corpus of scientific publications for pre-training, and achieved high performance on core NLP tasks such as named entity recognition and dependency parsing.

Our work focuses on exploring the impact of domain differences for extractive summarization. We use a Transformer encoder-based architecture to analyze the performances of models by dividing the training into pre-training and fine-tuning phases.

2.2 Extractive Summarization

Rossiello et al. (2017) presented C-W2V, which selects important sentences close to the centroid embedding computed by the composition of word embeddings. Nallapati et al. (2016) proposed a two-layer recurrent neural network sequence classifier comprising a word-level layer and a sentence-level layer. Yao et al. (2018) and Narayan et al. (2018) proposed extractive summarization models that use reinforcement learning based on hierarchical network architectures. Dong et al. (2018) addressed extractive summarization as a contextual bandit prob-
lem and proposed a model that uses reinforcement learning on a sequence model with neural networks. Liu et al. (2019) presented BertSumExt, which identifies the sentences that play an important role in conveying the content of the document based on sentence embeddings ranked by BERT. Narayan et al. (2020) proposed HiBERT and ETCSum with a stepwise structured transformer that puts a sentence encoder and a documenter encoder together. Zhong et al. (2020) addressed extractive summarization through a summary level framework that evaluates a summary as a whole, rather than at sentence-level. Jeon et al. (2019) proposed a two-step hierarchical extractive summarization model utilizing the BERT model and bi-directional long short-term networks.

3 Domain-specific training in Two Phases

Our approach aims to analyze how domain similarity between the datasets influences the performance gain of text summarization, both on pre-training and fine-tuning. We use three different datasets for the pre-training and two other datasets for the fine-tuning. To quantitatively evaluate the domain difference among the pre-training datasets, we measure their vocabulary overlaps.

3.1 Corpora for Pre-training

For pre-training of the domain-specific language models, we put together three pre-training corpora: Korean Wikipedia articles, financial news articles, and non-financial news articles.

To collect news articles, we used an API provided by NAVER, a search engine. Each news article was tagged with one of the seven categories: (1) World, (2) Society, (3) Politics, (4) Life/Culture, (5) IT/Science, (6) Opinion, and (7) Economy. We used news articles in the economy category to find financial news. We also used Korean Wikipedia articles for pre-training. Table 1 shows the statistics of the collected text data.

To clean up the text data, we deleted (1) the content outside of the article, such as the names of the publishers or the reporters, advertisements, or disclaimers, (2) duplicate paragraphs in an article due to an API error, and (3) characters that are neither numbers, English alphabets, Korean and/or Chinese alphabets, nor ASCII special characters.

We measured the domain similarity between Korean Wikipedia articles and the news articles based on the overlaps among the 10,000 most frequently occurring words, excluding stopwords. Specifically, we measured the similarity (1) between Korean Wikipedia articles and non-financial news articles, (2) between Korean Wikipedia articles and financial news articles, and (3) between non-financial news articles and financial news articles. We took the exact match of the token as a token overlap, and regarded two tokens that are different only in the prefix as different tokens. To measure domain similarity, we used the entirety of the Korean Wikipedia articles (0.63GB) and randomly selected the financial news articles and the non-financial news articles until the two sets are of the same size (0.63GB) as the Korean Wikipedia articles. Figure 2 shows the ratio of the token overlaps, where the overlap ratio between financial news and non-financial news is found higher than that of financial news and Wikipedia articles. This analysis illustrates that the corpus of non-financial news articles could be considered as a near-target domain corpus for summarization of financial news articles.

| Domain       | # Tokens | # Sents | Size    |
|--------------|----------|---------|---------|
| Wikipedia    | 61.9M    | 4.4M    | 0.6GB   |
| News (¬F)    | 3.3B     | 19.1M   | 29.9GB  |
| News (F)     | 3.2B     | 17.7M   | 29.3GB  |

Table 1: Statistics for the pre-training corpora. News (F) and News (¬F) indicate the news articles in and out of the domain of finance, respectively.

| Domain       | # Tokens | # Sents | # Articles |
|--------------|----------|---------|-----------|
| News (¬F)    | 958K     | 70.6K   | 3,726     |
| News (F)     | 194K     | 13.9K   | 619       |

Table 2: Statistics for fine-tuning datasets in the Modu news summarization dataset.

1 https://developers.naver.com/docs/search/news/
### Table 3: The size of fine-tuning datasets divided into training, validation, and test sets.

| Domain     | Train | Valid | Test | Total |
|------------|-------|-------|------|-------|
| News (¬F)  | 2,608 | 361   | 757  | 3,726 |
| News (F)   | 432   | 72    | 115  | 619   |
| All        | 3,040 | 433   | 872  | 4,345 |

Table 3: The size of fine-tuning datasets divided into training, validation, and test sets.

#### 3.2 Corpora for Fine-tuning

We use the news summarization dataset included in the Modu dataset for fine-tuning the summarization of financial news articles in Korean. The dataset consists of 4,389 news articles. For each article, the dataset provides a human-generated gold standard for extractive summarization, consisting of three sentences (selected from the original news article), taking into account their order as well so that the concatenation of the sentences can be presented as the gold standard for summarization. Among the 4,389 news articles, some articles were redacted or retracted, as they were not accessible via the Web. We excluded these 44 non-accessible articles. As a result, 4,345 news articles in total were used for our experiments, among which 619 news articles were assigned the finance category (F), as shown in Table 2. We split the news articles into train, valid, and test data with the ratio of 70%, 10%, and 20%, respectively. Table 3 shows the statistics of the dataset.

#### 4 Method

We describe methods for building a summarization model in two phases: pre-training and fine-tuning.

##### 4.1 Pre-training

**Masked Language Modeling (MLM)** randomly selects some tokens from the input sequence and replaces them with the masked token (\([MASK]\)), where the model learns to restore the masked token into the original token. For the given input sequence \(X = \{x_1, x_2, ..., x_T\}\), the method creates a noised sequence, which contains the masked tokens, \(\hat{X} = \{x_1, x_2, ..., [MASK], x_{i+1}, ..., x_T\}\), where \(i\) is in the range of \([1, T]\). The model learns to correctly predict \(x_i\) from \(\hat{X}\) through minimization of the cross-entropy loss. The loss function can be defined as in Equation 1, where \(m_t\) is an integer that can be either 1 or 0, which indicates whether or not the \(t\)-th token \(x_t\) is masked.

\[
L_{mlm} = \sum_{t=1}^{T} m_t \log p(x_t|\hat{X}; \theta) \quad (1)
\]

##### 4.2 Fine-tuning

We share the view of Liu and Lapata (2019) and consider the extractive summarization task as a classification task, which classifies whether a given sentence in the original document should be part of the summarization result. We fine-tuned our model to minimize the binary cross-entropy loss for classification. For the ordering of the classified sentences, we sorted the sentences based on the likelihood (the value given by the output node) that represents the probability that the sentence is correctly classified as the target so that the more probable sentence comes earlier in the summarization results.

For a sentence, where \(x_i\) is a token, we use MLM-style token representation to seamlessly fine-tune the pre-trained language model. Our model uses mean pooling for sentence representation: The average of the output representations of all the tokens within the input sentence is considered as the sen-
Table 4: Evaluation results of extractive models. The best scores in each metric are highlighted in **bold**.

| Models                                | ROUGE-1 | ROUGE-2 | ROUGE-L |
|---------------------------------------|---------|---------|---------|
| Lead-3                                | .48±0.00 | .25±0.00 | .38±0.00 |
| KoBERT                                | .58±0.003 | .39±0.004 | .50±0.003 |
| BERT-Multilingual                     | .58±0.007 | .40±0.011 | .50±0.010 |
| BERT-Multilingual-plus-finance        | .57±0.001 | .37±0.001 | .49±0.002 |
| MLM-zero-finance (ours)               | .60±0.002 | .43±0.001 | .53±0.001 |
| MLM-half-finance (ours)               | .60±0.002 | .44±0.001 | .54±0.003 |
| MLM-entirely-finance (ours)           | **.62±.001** | **.46±.001** | **.56±.000** |

Figure 3: Proportion distribution of predicted sentence positions.

KoBERT[^6] is a transformer-encoder-based model that is trained on Korean Wikipedia articles. It has 12 transformer-encoder layers ($L = 12$) and a hidden dimension size of 768 ($H = 768$). The number of attention heads is 12 ($A = 12$), and the upper limit on the number of the tokens that can be in a sentence is 512. A drop-out rate of 0.1 is applied during the training. The model architecture is similar to that of BERT-Base (Devlin et al., 2019). The number of learnable parameters is 92M and the size of the dictionary is 8K, which are smaller than those of BERT-Base, 110M and 29K, respectively.

BERT-Multilingual (Devlin et al., 2019) is a transformer-encoder-based model that is trained on multi-lingual Wikipedia, including Korean. We use the bert-base-multilingual-cased[^7] among some variations of the pre-trained models. The architecture of the model is the same as that of the BERT-Base. The number of learnable parameters is 179M, and the number of the tokens in the dictionary is 119.5K, which are bigger than those of BERT-Base for English, 110M and 29K, respectively.

BERT-Multilingual-plus-finance is a model that uses financial news data to additionally pre-train on top of the pre-trained parameters of the BERT-Multilingual model described above. The dataset for the additional pre-training was the financial news articles that we gathered, and the size of the dataset is about 30GB, which we describe in detail in Section 3. The size of the batch was 32, which is the same as that used for pre-training BERT-Multilingual, and the learning rate was $5\times10^{-5}$. We additionally pre-trained the model for 6 days, using two NVIDIA GPUs.

[^4]: We also used sentence pooling (Liu and Lapata, 2019) via [CLS] tokens at the beginning of each sentence for all the settings of the experiments. However, as the mean pooling showed better performance for almost all the settings, we only report the models with mean pooling.

[^5]: 20% of all the financial news articles in the dataset, considered as the test set. The detailed information of the train/valid/test data can be found in Section 3.

[^6]: https://github.com/SKTBrain/KoBERT

[^7]: https://huggingface.co/bert-base-multilingual-cased
The details of our pre-trained language models for automatic summarization are as follows.

**MLM-zero-finance (Ours)** is a language model that is trained using our method based on Masked Language Modeling, which is explained in detail in Section 4. The non-financial news articles (29.9GB) were used for pre-training. For tokenization, we used the WordPiece tokenizer with the upper limit on the size of the dictionary set to 32K, the number of the merged tokens to 6K, and the minimum token frequency for the merger to 2. It has $L = 12$, $H = 768$, $A = 12$, and the upper limit on the number of tokens in an input sentence is 512. The size of the batch was $1K^8$. The learning rate was $5e-5$. We pre-trained the model for 6 days, using two NVIDIA V100 GPUs.

**MLM-half-finance (Ours)** is a language model that is pre-trained in the same manner as MLM-zero-finance except for the dataset on which it was trained. Half of the News (¬F) collection and the other half of the News (F) collection were used for pre-training.

**MLM-entirely-finance (Ours)** is a language model that is pre-trained in the same manner as MLM-zero-finance except for the dataset. The financial news articles (29.3GB) were used for pre-training.

5.1.2 Fine-tuning

We use Adam optimizer (Kingma and Ba, 2015) and linear learning rate decay, and the learning rate was $2e-6$. The batch size was 32.

5.2 Result

For the evaluation metric, we use the F1-score of ROUGE (Lin, 2004). ROUGE-1 measures the unigram overlap between the predicted and the gold result. ROUGE-2 measures the bigram overlap between the two, and ROUGE-L measures the longest common subsequence between the two. ROUGE-L can be interpreted as a fluency measure.

5.2.1 Impact of Dataset Domain on Pre-training

Table 4 shows the performance of the models when they are fine-tuned on all of the available training data\(^9\) (3,040 news articles) and when they are evaluated against the human-generated gold standards for the 115 financial news articles (the test data introduced in Section 3.2).

MLM-entirely-finance showed the best performance for ROUGE-1, ROUGE-2, and ROUGE-L. MLM-half-finance showed the next best perfor-

\(^8\)Liu et al. (2019) and You et al. (2020) reported that a large size batch can help the performance of a pre-trained language model.

\(^9\)We believe that this setting of using all of the available training datasets is most similar to that in the development scenario for a real-world application of summarization to financial news articles.
Figure 5: Summarization results of the models on a sample article. Each sentence in the example is shown with an English gloss on the line below.

BERT-Multilingual

(A) A livestock farmer who raises 300 cows in Cheongdo-gun, Gyeongsangbuk-do, is trying to increase the size of the project, believing that demand for Korean beef will increase further, but there is no way to get funds to buy calves.

(b) 금융감독원은 은행협회는 내년 6월 11일부터 ‘동산담보 취득 정책’이 시행됨에 따라 이 같은 내용의 ‘동산담보대출’ 상품을 개발하기로 의견을 모았다고 6일 밝혔다.

(D) The Financial Supervisory Service and the Korea Federation of Banks announced on the 6th that they have agreed to develop such "property collateral" loans as the "Act on Collateral of Property and Bonds." It takes effect on June 11 next year.

(C) A livestock farmer who raises 300 cows in Cheongdo-gun, Gyeongsangbuk-do, is trying to increase the size of the project, believing that demand for Korean beef will increase further, but there is no way to get funds to buy calves.

(E) Currently, banks only use real estate collaterals as supplementary security for properties such as agricultural product, livestock, and machinery owned by small and medium-sized businesses.

MLM-zero-finance

(G) 금융감독원은 은행협회는 내년 6월 11일부터 ‘동산담보 취득 정책’이 시행됨에 따라 이 같은 내용의 ‘동산담보대출’ 상품을 개발하기로 의견을 모았다고 6일 밝혔다.

(D) The Financial Supervisory Service and the Korea Federation of Banks announced on the 6th that they have agreed to develop such "property collateral" loans as the "Act on Collateral of Property and Bonds." It takes effect on June 11 next year.

(E) Currently, banks only use real estate collaterals as supplementary security for properties such as agricultural product, livestock, and machinery owned by small and medium-sized businesses.

MLM-entirely-finance

(F) 금융감독원은 은행협회는 내년 6월 11일부터 ‘동산담보 취득 정책’이 시행됨에 따라 이 같은 내용의 ‘동산담보대출’ 상품을 개발하기로 의견을 모았다고 6일 밝혔다.

(D) The Financial Supervisory Service and the Korea Federation of Banks announced on the 6th that they have agreed to develop such "property collateral" loans as the "Act on Collateral of Property and Bonds." It takes effect on June 11 next year.

(E) Currently, banks only use real estate collaterals as supplementary security for properties such as agricultural product, livestock, and machinery owned by small and medium-sized businesses.

KoBERT and BERT-Multilingual showed competitive performance, and BERT-Multilingual showed higher performance than that of BERT-Multilingual-plus-finance. We consider this result non-trivial, which shows the case where the DAPT’s performance gain reported by Gururangan et al. (2020) is not observed.

As a further analysis, we investigated predicted sentence positions in news articles. In Figure 3, human-generated gold summaries are evenly distributed, whereas the summaries of BERT-Multilingual are about 39% of sentences selected in the first three sentences. The summaries of MLM-zero-finance and MLM-entirely-finance are more evenly distributed than that of BERT-Multilingual. We speculate that MLM-zero-finance and MLM-entirely-finance are less dependent on positional information as well as more sensitive to complex expressions with numbers appearing in the middle and latter parts of news articles.
The term of the loan depends on the nature of the collateral, and the purpose of the funds. When receiving a loan for working capital as collateral for agricultural and livestock products, it is a one-lump repayment condition, and businesses borrowing facility funds with machinery as collateral can choose between the one-lump repayment conditions of the principal installment for a five-year period or according to the domain shift of the training dataset.

Figure 6: An example of financial news article from our corpus. Each sentence in the example is shown with an English gloss on the line below.

5.2.2 Impact of Dataset Domain on Fine-tuning

Figure 4 shows the performance difference according to the domain shift of the training dataset where the size of the training dataset stays the same. It should be noted that, for the 0% finance (in the X-axis), the training dataset is 432 non-financial news articles with a category other than the finance. For the 50% finance, the training dataset is the summation of the 216 non-financial news articles and 216 financial news articles. For the 100% finance, the training dataset contains the 432 financial news articles. It should be noted that the performance was measured against the test data for the financial news articles. MLM-entirely-finance showed 0.61 ROUGE-1, 0.43 ROUGE-2, and 0.53 ROUGE-L for the 100% finance case. We find that the scores are lower than those of MLM-entirely-finance in Table 4. We see that non-financial news articles can be used to improve performance, provided that such near-target domain dataset is available for fine-tuning. The 100% finance case is for the case where 432 training samples are used, while 3,040 training samples were used for the case in Table 4.

Provided that the dataset size is controlled to be
the same, MLM-entirely-finance showed the highest ROUGE-1, ROUGE-2, and ROUGE-L when only the financial news articles were used for fine-tuning. We see that the performance was best when the domains of datasets used in the pre-training and fine-tuning phases were related to the target task domain. MLM-zero-finance showed the best performance when no financial news articles were used for fine-tuning. We observe that the performance improved when the domains of datasets in the two phases were synchronized, which is similar to the observation of BERT-Multilingual-plus-finance with domain-adaptive pre-training. We believe that, when training with multiple datasets of different domains, the order in which the datasets are used for training could also be an important factor in model performance. We leave further details for future work.

5.2.3 Case Study

Figure 5 shows an example of the automatic summarization results for the article in Figure 6.

We see that the phrase *property collateral loan* can represent the topic of the article. In the gold standard, all the sentences contain tokens that are one of the three tokens within the phrase. The first sentence (C) includes the word *collaterals*. The second sentence (D) includes the phrase “*property collateral*” loans and the phrase *Collateral of Property*. The third sentence (H) contains the word *collateral*. Moreover, phrases like *agricultural products, machinery, and raw materials* appear in the article, and we speculate that the writer (of the gold standard) knew that *property* and *collateral* are concepts that include agricultural products, machinery, and raw materials. Three sentences are in the gold standard. The first sentence (C) includes the phrase *agricultural products, machinery, and raw materials* and the third sentence (H) includes the phrase *Machines and instruments that can be identified with a serial number Inventory assets such as raw materials and finished products Trade receivables*.

For the summarization generated by BERT-Multilingual, the first sentence (A) is considered as more of a start to an anecdote where the anecdote is only related to the topic of the article. Conceptually it is true that *cow* and *calves* are under the category of *property*. Considering the context, they are stated as the product that Mr. A plans to produce and sell, not as the collateral that Mr. A will register for a loan. They are not considered as expressions that reveal the model’s knowledge of the meaning of *property* and *collateral*. The second sentence (D) includes the phrase “*property collateral*” loans and the phrase *Collateral of Property*, and they have a direct overlap with the (presumed) topic phrase *property collateral loan*. Likewise, the third sentence (E) included the phrase *collaterals* and *properties*. The third sentence (E) also included the phrase *agricultural, livestock and machinery* that can be seen as being under the category of *collaterals* and *properties*.

For the summarization results generated by MLM-zero-finance and MLM-entirely-finance, all three sentences in each of the summary result contained the words that are directly overlapped with the presumed topic phrase *property collateral loan*. For the summary generated by MLM-zero-finance, the second sentence (C) and the third sentence (E) contained a phrase that indicates objects under the category of *property* and *collateral*, such as *agricultural products* and *machinery*. For the summary generated by MLM-entirely-finance, the first sentence (C) and the third sentence (H) contained such phrases.

6 Conclusion

In this paper, we presented a transformer-based model for extractive summarization, focusing on financial news articles in Korean. We analyzed the interplay between the domain of the dataset used for pre-training and the domain used for fine-tuning, and found that the model performs better when the domain of the pre-training dataset matches the domain of the fine-tuning dataset, which can be different from that of the target. To the best of our knowledge, this is the first study to analyze the impact of the domains used in the models on extractive summarization of financial news articles in Korean. We believe that the results may also provide insights into training procedures and data preparation strategies for implementing models that give summaries in low-resource languages.
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