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Abstract—We consider the class of SIS epidemic models in which a large population of individuals chooses whether to adopt protection or to remain unprotected as the epidemic evolves. For a susceptible individual, adopting protection reduces the probability of becoming infected but it comes with a cost that is weighed with the instantaneous risk of becoming infected. An infected individual adopting protection transmits a new infection with a smaller probability compared to an unprotected infected individual. We focus on the replicator evolutionary dynamics to model the evolution of protection decisions by susceptible and infected subpopulations. We completely characterize the existence and local stability of the equilibria of the resulting coupled epidemic and replicator dynamics. We further show how the stability of different equilibrium points gets exchanged as certain parameters change. Finally, we investigate the system behavior under timescale separation between the epidemic and the evolutionary dynamics.

I. INTRODUCTION

Infectious diseases or epidemics spread through human society via social interactions among infected and healthy individuals. There is a rich body of work devoted to developing mathematical models that capture the dynamic evolution of such epidemics [1], [2]. In the well-studied susceptible-infected-susceptible (SIS) epidemic model, an individual belongs to one of two infectious states: susceptible (healthy) and infected. A susceptible individual becomes infected with a certain probability termed infection rate if it comes in contact with an infected individual, while an infected individual recovers with a certain recovery rate.

Individuals adopt protective measures, such as wearing masks or becoming vaccinated, to avoid becoming infected, often in a strategic and decentralized manner. Consequently, the interplay between epidemic dynamics and human decision-making has been studied in the framework of game theory [3]: both static or single-shot games to model vaccination decisions [4], [5] and dynamic games that model evolution of protective decisions [6]–[8] have been analyzed for SIS epidemics in recent past. Most of these works explore structural properties of the equilibrium strategies and epidemic evolution under those strategies.

However, the problem of a large group of strategic individuals finding or learning equilibrium strategies is quite challenging [9], [10]. In settings with a large population of agents, evolutionary dynamics have been proposed and their convergence behavior to the set of equilibria is analyzed [10], [11]. This class of learning dynamics involves repeated play or interaction of a static game with the same set of payoff functions. Evolutionary learning with dynamic payoff functions has also recently been explored by exploiting the concept of passivity [12], [13]. In contrast with the above settings, epidemic games exhibit a dynamically changing proportion of healthy and infected individuals due to epidemic dynamics. A recent work [14] investigated this dynamic evolution of infection dynamics and strategic decisions for a class of susceptible-asymptomatic-infected-recovered (SAIR) epidemic setting in the framework of dynamic population games [15].

Timescale separation has been used to study the interaction of both evolutionary as well as epidemic dynamics with other dynamical systems. For example, slow-fast coupled environmental and evolutionary game dynamics were first studied in [16]. A recent paper [17] also studies slow-fast dynamics in a setting related to environment and ecology. In the context of epidemics, a recent work [18] explores slow-fast dynamics in the context of SIR epidemics but does not consider a behavioral response to epidemics or any game-theoretic considerations. SIS dynamics with risk-tolerator or risk-avter individuals that respond differently as a function of the leaky-integrated infectious population are studied in [19]; however, game-theoretic dynamics of such behavioral responses have not been investigated. Coupled evolution of disease and behavior has recently been investigated in [20], [21] for SIRS and SEIR epidemic models, respectively.

In this paper, we build upon the above line of work and consider the class of SIS epidemic models where a large population of individuals chooses whether to adopt protection or to remain unprotected as the epidemic evolves. For a susceptible individual, being protected reduces the probability of becoming infected. Similarly, an infected individual who adopts protection transmits a new infection with a smaller probability compared to an infected individual who is unprotected. For a susceptible individual, adopting protection comes with a cost (such as discomfort due to wearing masks or adhering to social distancing protocols) which is weighed with the instantaneous risk of becoming infected; the latter depends on the current epidemic prevalence and the proportion of individuals adopting protection.

In order to lay the foundations for a rigorous investigation of coupled epidemic and behavioral dynamics, we focus on the replicator dynamics [10], [11] to model the evolution of protection decisions by susceptible and infected subpopula-
tions. We completely characterize the equilibria (existence and local stability) of the coupled epidemic and replicator dynamics and show how the stability of different equilibrium points gets exchanged as certain parameters change.

We further explore the behavior of the coupled dynamics under timescale separation leading to a slow-fast dynamical system [22]. We focus on two timescale separation scenarios. First, we analyze the case in which the replicator dynamics are faster and the behavior converges to equilibrium strategies quickly leading to a variable structure system as observed in prior works (such as [8]). We then consider the case where the epidemic dynamics are faster than the replicator dynamics. We numerically illustrate the dynamic bifurcation behavior and the bifurcation delay phenomenon. Our results show that the timescale separation of disease and behavioral dynamics plays a significant role in disease evolution, and may even lead to inadequate and counterproductive epidemic control measures if not properly accounted for.

II. COUPLED SIS EPIDEMIC AND EVOLUTIONARY BEHAVIORAL MODEL

In this section, we formally introduce the coupled evolution of the SIS epidemic and protection adoption behavior in a homogeneous large-population setting. Let the proportion of susceptible and infected individuals be \( s(t) \) and \( y(t) \), respectively. Both \( s(t), y(t) \in [0, 1] \) with \( s(t) + y(t) = 1 \) for all \( t \geq 0 \). Individuals choose whether to adopt protection against the epidemic or not; these actions are denoted by \( P \) and \( U \), respectively. Consequently, the population state at time \( t \) is defined as \( x(t) := [x_{SU}(t) \ x_{SP}(t) \ x_{IU}(t) \ x_{IP}(t)]^T \in [0, 1]^4 \), where \( x_{SU} \) denotes the proportion of individuals who are susceptible and choose to remain unprotected, \( x_{IP} \) denotes the proportion of infected individuals who adopt protection, and so on. At time \( t \), we have \( x_{SU}(t) + x_{SP}(t) = s(t), x_{IU}(t) + x_{IP}(t) = y(t) \), and \( 1^T x(t) = 1 \) where \( 1 \) is a vector of appropriate dimension with all entries 1.

Individuals choose their action to maximize their payoffs which depend on the population state \( x(t) \) (which includes information regarding infection prevalence since \( x_{IU}(t) + x_{IP}(t) = y(t) \)). For an infected individual, there is no further risk of infection, and as a result, we define its payoff to be constant parameters given by \(-c_{IP}\) if it remains unprotected and \(-c_{IU}\) if it adopts protection, respectively. In particular, \( c_{IU} > 0 \) captures the cost of breaking isolation/quarantine protocols for an infected individual or could represent worsening of the disease if an infected individual continues to be irresponsible. Thus, we assume \( c_{IU} > c_{IP} \geq 0 \).

A susceptible individual trades off the cost of adopting protection, denoted by \( c_{IP} \), and the expected cost of becoming infected. The latter is the product of the loss upon infection \( L > 0 \) and the instantaneous probability of becoming infected which depends on its action as well as the population state. Specifically, let \( \beta_u \) and \( \beta_p \) denote the probabilities of an infected individual causing a new infection if it is unprotected and protected, respectively. We assume that \( \beta_u > \beta_p \geq 0 \). Similarly, let a protected susceptible individual be \( \alpha \in (0, 1) \) times (less) likely to become infected compared to an unprotected susceptible individual.

Thus, the payoff vector of individuals at population state \( x \) is now defined as

\[
F(x) := \begin{bmatrix}
F_{SU}(x) \\
F_{SP}(x) \\
F_{IU}(x) \\
F_{IP}(x)
\end{bmatrix} = \begin{bmatrix}
-L(\beta_u x_{IU} + \beta_p x_{IP}) \\
-c_{IP} - L(1 - \alpha)(\beta_u x_{IU} + \beta_p x_{IP}) \\
-c_{IU} \\
-c_{IP}
\end{bmatrix}, \tag{1}
\]

where \( F_{SU}(x) \) denote the payoff for an individual who is susceptible and unprotected at population state \( x \), and so on. Susceptible individuals who adopt protection pay a cost \( c_{IP} \), but experience a reduced risk of becoming infected scaled by factor \( \alpha \) as discussed above.

The population state \( x \) is dynamic and time-varying, both due to the epidemic dynamics as well as the evolutionary dynamics of strategically adopting protective behavior. Since the proportion of susceptible and infected individuals is time-varying, the framework of classical population games is not applicable. We now introduce the coupled epidemic and evolutionary dynamics. We first introduce some notation. Let \( z_S(t) \in [0, 1] \) denote the fraction of susceptible nodes who remain unprotected, i.e., \( x_{SU}(t) = z_s(t)s(t) \) and \( x_{SP}(t) = (1 - z_s(t))s(t) \). Similarly, let \( z_I(t) \in [0, 1] \) denote the fraction of infected nodes who remain unprotected.

Due to the presence of both unprotected and protected individuals with different infection probabilities, the evolution of infected proportion is given by

\[
\dot{y}(t) = (x_{SU}(t) + \alpha x_{SP}(t))(\beta_u x_{IU}(t) + \beta_p x_{IP}(t)) - \gamma y(t)
= [(1 - y(t))(z_s(t) + \alpha(1 - z_s(t)))
\cdot (\beta_u z_I(t) + \beta_p (1 - z_I(t))) - \gamma]y(t)
=: f_y(y(t), z_s(t), z_I(t)). \tag{2}
\]

The above dynamics are analogous to the conventional scalar SIS epidemic dynamics with effective infection rate \( \beta_{eff} = (z_s(t) + \alpha(1 - z_s(t)))(\beta_u z_I(t) + \beta_p (1 - z_I(t))) \) which now depends on the efficacy of protection and the fractions that adopt protection.\(^1\)

We now define the evolutionary dynamics to capture the evolution of unprotected fractions in both susceptible and infected subpopulations. We focus on the class of replicator dynamics [10] in this work and assume that susceptible nodes only replicate the strategies of other susceptible nodes (likewise for infected nodes). Consequently, for susceptible nodes, we obtain

\[
\dot{z}_S(t) = z_S(t)(1 - z_S(t))\left[F_{SU} - (F_{SP})\right]
= z_S(t)(1 - z_S(t))[c_{IP} - L(1 - \alpha)(\beta_u z_I(t)
+ \beta_p (1 - z_I(t)))y(t)]
=: f_S(y(t), z_s(t), z_I(t)). \tag{3}
\]

Similarly, for infected nodes, we have

\[
\dot{z}_I(t) = z_I(t)[ - c_{IU} + (c_{IP}z_I(t) + c_{IP}(1 - z_I(t)))]
= z_I(t)(1 - z_I(t))(c_{IP} - c_{IU})
\]

\(^1\)In particular, if \( \alpha = 1 \) and \( \beta_p = \beta_u = \beta \), i.e., protection is not effective, the effective infection rate is \( \beta \).
TABLE I: Existence and stability of equilibria of the coupled dynamics.

| Epidemic Parameters | Endemic Infection Level | Equilibria |
|---------------------|-------------------------|------------|
| \( \gamma > \beta_p \) | \(-\) | \( \checkmark \), stable |
| \( \alpha \beta_p < \gamma < \beta_p \) | \( y_u^* < y_{int}^* \) | \( \checkmark \), unstable |
| \( y_{int}^* < y_u^* \) | \( \checkmark \), unstable |
| \( \gamma < \alpha \beta_p \) | \( y_p^* < y_{int}^* < y_u^* \) | \( \checkmark \), unstable |
| \( y_{int}^* < y_p^* \) | \( \checkmark \), unstable |

\( =: f_t(y(t), z_S(t), z_I(t)) \).  \( (4) \)

Thus, equations (2), (3), and (4) characterize the coupled evolution of the epidemic and population states.

Lemma 1 (Invariant set) For the coupled SIS epidemic and evolutionary behavior dynamics defined by (2), (3) and (4), the set \{\( (y, z_S, z_I) \mid (y, z_S, z_I) \in [0, 1]^3 \)\} is invariant.

Proof: For \( y(t) \in [0, 1], \dot{y} \) is either zero or negative. Likewise, for \( z_I, z_S \in (0, 1), \dot{z}_I = \dot{z}_S = 0 \). The result is immediate from Nagumo’s theorem [23, Theorem 4.7].

III. EQUILIBRIUM CHARACTERIZATION AND BIFURCATION ANALYSIS

In this section, we first examine the equilibrium points of the above coupled epidemic-replicator dynamics and their stability properties. We then examine the bifurcations associated with the changes in the stability of these equilibria.

A. Equilibrium Characterization and Stability Analysis

First, we consider the evolution of \( z_I \) in (4) which does not depend on \( y \) and \( z_S \). There are two stationary points \( z_I = 0 \) and \( z_I = 1 \), and it is easy to see that, for \( c_{TI} > c_{TP} \), \( z_I = 1 \) is unstable and \( z_I = 0 \) is exponentially stable with basin of attraction \( [0, 1) \). It is also quite intuitive that for \( c_{TP} < c_{TI} \), infected nodes prefer to use protection, and the strategy for infected nodes should converge to adopting protection.

Thus, in the remainder of this paper, we only focus on equilibria with \( z_I = 0 \). We begin with introducing a few variables that will be used to define the equilibrium points.

\[
y_u^* := 1 - \frac{\gamma}{\beta_p}, \quad y_{int}^* := \frac{c_p}{L(1-\alpha)\beta_p}, \quad y_p^* := 1 - \frac{\gamma}{\alpha\beta_p},
\]

and \( z_{S, int}^* := \frac{1}{1 - \alpha} \left[ \frac{\gamma}{\beta_p(1-y_{int}^*)} - \alpha \right] \).

We now define all possible equilibria of the coupled SIS epidemic and evolutionary behavior dynamics (2–4) corresponding to \( z_I = 0 \):

- **E0** = \( (0, 0, 0) \)
- **E1** = \( (0, 1, 0) \)
- **E2** = \( (y_u^*, 1, 0) \)
- **E3** = \( (y_u^*, z_{S, int}^*, 0) \), and **E4** = \( (y_p^*, 0, 0) \).

At **E0** everyone adopts protection and there is no infection. At **E1**, there is no infection, and susceptible individuals do not adopt protection. **E2** is an endemic equilibrium, i.e., a fraction of the population is infected, at which susceptible individuals continue to remain unprotected. **E3** is an endemic equilibrium at which some susceptible individuals adopt protection. Finally, **E4** is an endemic equilibrium at which all susceptible individuals adopt protection. The existence and stability of these equilibria are established below and summarized in Table 1.

**Proposition 1 (Equilibria and Stability)** For the equilibrium points of the coupled SIS epidemic and evolutionary behavioral dynamics (2–4) corresponding to \( z_I = 0 \), the following statements hold:

(i) **E0** exists for all parameter regimes, and is unstable;
(ii) **E1** exists for all parameter regimes, is stable if \( \beta_p < \gamma \), and is unstable, otherwise;
(iii) **E2** exists only when \( \beta_p > \gamma \), is stable when \( y_u^* < y_{int}^* \) and is unstable otherwise;
(iv) **E3** exists only when \( y_p^* < y_{int}^* < y_u^* \), and is stable;
(v) **E4** exists only when \( \gamma < \alpha \beta_p \), is stable when \( y_p^* > y_{int}^* \) and is unstable otherwise.

The proof is presented in the Appendix.

B. Bifurcation Analysis

We now numerically explore the bifurcations associated with the transition of stability among the equilibria. For the numerical illustration we choose the parameter values in equations (2), (3), and (4) as summarized below:

| \( c_p \) | \( \alpha \) | \( \beta_p \) | \( c_{TI} \) | \( L \) | \( \beta_p \) | \( c_{TP} \) |
|---|---|---|---|---|---|---|
| 1 | 0.5 | 0.3 | 2 | 80 | 0.15 | 1 |

We adopt the recovery rate \( \gamma \) as a bifurcation parameter and use the numerical continuation package MATCONT [24] to compute the bifurcation diagram. The bifurcation diagram is shown in Fig. 1.

For \( \gamma \rightarrow 0^+ \), **E4** is the stable equilibria, while **E0**, **E1**, and **E2** are unstable. As the value of \( \gamma \) is increased at point \( T_3 \) in Fig. 1, **E4** exchanges stability to **E3** in a transcritical bifurcation. Note that the unstable branch of **E3** is not visible since it is associated with negative values of \( z_S \). As the value of \( \gamma \) is increased, the fraction of susceptible population adopting the protection decreases and at \( T_2, \) **E3** exchanges stability to **E2** in another transcritical bifurcation. Again, the unstable branch of **E3** at \( T_2 \) corresponds to \( z_S > 1 \) and is not visible in the bifurcation diagram. Upon further increasing \( \gamma \), the fraction of the infected population continues to decrease, and at \( T_1, \) **E2** exchanges stability with the
disease-free equilibria $E_1$. The unstable branch of $E_2$ at $T_1$ corresponds to negative values of $y$ and is not visible.

Another transcritical bifurcation takes place at $T_0$ ($y = \alpha \beta_p$), where $E_0$ and $E_4$ cross. For $\gamma < \alpha \beta_p$ (resp., $\gamma > \alpha \beta_p$), $E_0$ has two (resp., one) eigenvalues in the right-half plane. As $E_4$ approaches $T_0$ from $y > 0$, it has one eigenvalue in the right-half plane, while for $y < 0$ near $T_0$, $E_4$ is stable. Thus, the transcritical bifurcation at $T_0$ corresponds to the exchange of the stability of stable and unstable eigenvalues of two unstable equilibrium points.

**Fig. 2**: Trajectories for equilibrium points $E_1$, $E_2$, $E_3$, and $E_4$. The top panels show trajectory for $\gamma = 0.2$ and $\gamma = 0.13$ at which $E_1$ and $E_2$ are stable, respectively. The bottom panels show trajectory for $\gamma = 0.1$ and $\gamma = 0.05$ at which $E_3$ and $E_4$ are stable, respectively.

**Fig. 1**: Bifurcation diagram of the equilibria of the coupled SIS epidemic and evolutionary behavioral dynamics. (solid blue: stable branch and dashed red: unstable branch of equilibria)

**A. Replicator dynamics being faster than epidemic dynamics**

In this regime, the coupled dynamics is modeled as a slow-fast system:

\[
\begin{align*}
\dot{y}(t) &= f_y(y(t), z_S(t), z_I(t)) \\
\epsilon \dot{z}_S(t) &= f_S(y(t), z_S(t), z_I(t)) \\
\epsilon \dot{z}_I(t) &= f_I(y(t), z_S(t), z_I(t)),
\end{align*}
\]

where $\epsilon \in (0, 1]$ is a timescale separation variable [22].

At a given epidemic prevalence $y$, we characterize the (stable) equilibria of the fast system involving the replicator dynamics with states $(z_S, z_I)$. For reasons discussed earlier, we focus on equilibria with $z_I = 0$. It is now easy to see that if $y \neq y_{\text{int}}^*$, there are two equilibrium points: $(0, 0)$ and $(1, 0)$. If $y = y_{\text{int}}^*$, then $(z_S, 0)$ is an equilibrium point of the fast system for any $z_S \in [0, 1]$. Following analogous arguments as the proof of Proposition 1, it follows that $(0, 0)$ is locally stable for the fast system when $y > y_{\text{int}}^*$ and $(1, 0)$ is locally stable for the fast system when $y < y_{\text{int}}^*$. Consequently, we obtain the following reduced dynamics for the slow system:

\[
\dot{y}(t) = \begin{cases} 
(1 - y(t))\alpha \beta_p - \gamma & \text{if } y < y_{\text{int}}^*, \\
(1 - y(t))\alpha \beta_p - \gamma & \text{if } y > y_{\text{int}}^*,
\end{cases}
\]

which approximates the coupled dynamics (5) in the limit $\epsilon \to 0$. We now establish the limiting behavior of the above dynamics (6).

**Proposition 2 (Trajectories under fast behavioral response)**

For the epidemic dynamics (6) with $y(0) \neq 0$, the following statements hold

(i) if $y_0^* < 0$, then $y(t)$ monotonically decreases and converges to the origin;

(ii) if $0 < y_0^* < y_{\text{int}}^*$, then $y(t)$ monotonically converges to $y_0^*$;

(iii) if $y_0^* < y_{\text{int}}^* < y_0^*$, then $y(t)$ converges to $y_{\text{int}}^*$ and the convergence may not be monotonic;

(iv) if $y_{\text{int}}^* < y_0^*$, then $y(t)$ monotonically converges to $y_0^*$.

The proof is presented in the Appendix.

**Remark 1**: The dynamics in (6) potentially represent a class of non-pharmaceutical interventions where authorities impose social distancing measures that reduce the infection rate by a factor $\alpha$ when the infection prevalence exceeds a threshold. Thus, the result in Proposition 2 is of potential independent interest. In prior work [8], an analogous result was obtained in the special case where $\alpha = 0$.

**B. Epidemic dynamics being faster than behavior**

When epidemic dynamics evolves faster than the adaptation of protective behavior, we arrive at the dynamics

\[
\begin{align*}
\epsilon \dot{y}(t) &= f_y(y(t), z_S(t), z_I(t)) \\
\dot{z}_S(t) &= f_S(y(t), z_S(t), z_I(t)) \\
\dot{z}_I(t) &= f_I(y(t), z_S(t), z_I(t)),
\end{align*}
\]

where $\epsilon \in (0, 1]$ as before. Let $\beta_{\text{eff}}(z_S, z_I) := (z_S + \alpha (1 - z_S))(\beta_u z_I + \beta_p (1 - z_I))$ denote the effective infection rate as a function of player strategies. Then, in the limit $\epsilon \to 0$, the infection prevalence converges to the stable equilibrium

\[
E_4 = (0, 1, 0, 1) \quad \text{is an equilibrium point of the fast system.}
\]

We now study the coupled epidemic-behavioral dynamics (2), (3), and (4) under timescale separation to obtain further insights into their behavior.
point of the fast system given by
\[ y^*(z_S, z_I) = \begin{cases} 0, & \text{if } \beta_{\text{eff}}(z_S, z_I) < \gamma, \\ 1 - \frac{\gamma}{\beta_{\text{eff}}(z_S, z_I)}, & \text{if } \beta_{\text{eff}}(z_S, z_I) > \gamma. \end{cases} \] (8)

Consequently, we obtain the following reduced dynamics for the slow system:
\[ \begin{align*}
\dot{z}_S(t) &= f_S(y^*(z_S(t), z_I(t)), z_S(t), z_I(t)) \\
\dot{z}_I(t) &= f_I(y^*(z_S(t), z_I(t)), z_S(t), z_I(t)),
\end{align*} \] (9)

which approximates the behavioral dynamics when \( \epsilon \to 0. \)

Remark 2: The slow timescale dynamics (9) sets the value of \( \beta_{\text{eff}}(z_S(t), z_I(t)) \) for the faster \( y \) dynamics in (7). The class of problems in which the bifurcation parameter of a differential equation is varied on a slower timescale are referred to as dynamic bifurcation problems [22]. It follows from the theory of dynamic bifurcations that when \( \beta_{\text{eff}}(z_S(t), z_I(t)) \) is not in the neighborhood of the bifurcation point \( \beta_{\text{eff}}(z_S(t), z_I(t)) = \gamma \), the system trajectories track the stable branches of the bifurcation diagram. System trajectories may not track the stable branch of the bifurcation diagram in a neighborhood of bifurcation point, which leads to the so-called bifurcation delay [22].

C. Numerical Results

We now provide further insights into the dynamics under timescale separation, which exhibits large oscillations and the bifurcation delay phenomenon via numerical simulations.

We first investigate the behavior of system (5) for \( \epsilon \in \{0.0001, 0.01, 1\} \). The same model parameters as in Section II-I-B are selected and \( \gamma \) is selected as 0.1 so that \( E_3 \) is the stable equilibrium point. Fig. 3 (right panel) shows the time-evolution of \( y \) and \( z_S \). More oscillatory behavior is observed as \( \epsilon \) becomes smaller, i.e., the behavioral dynamics becomes faster. To understand this behavior, we focus on \( z_S \) dynamics (3) with
\[ \Delta F = cp - L((1 - \alpha)(\beta_u z_I(t) + \beta_p(1 - z_I(t)))y(t) \]

as a dynamic parameter. To this end, we illustrate \( z_S \) trajectories in \( z_S - \Delta F \) plane in Fig. 3 (left panel).

Recall that if \( \Delta F \) is a positive (resp. negative) constant, then \( z_S = 1 \) (resp. \( z_S = 0 \)) is a stable equilibrium point. Accordingly, \( z_S = 0 \) and \( z_S = 1 \) are marked blue and red in Fig. 3 (left panel), when they are stable and unstable, respectively.

Since behavioral dynamics is fast, \( y \) is quasi-stationary and \( z_I \) very quickly converges to zero. In Fig. 3 (left panel), the initial fraction of the infected population is sufficiently high such that \( \Delta F < 0 \), then the fast behavioral dynamics quickly converge to \( z_S = 0 \) (the bottom solid blue line), i.e., every susceptible individual adopts protection. This results in a decrease in the fraction of the infected population and increases \( \Delta F \). As \( \Delta F \) becomes positive, \( z_S = 0 \) becomes unstable and \( z_S \) quickly jumps to \( z_S = 1 \) (the top solid blue line), and a similar process repeats which again drives \( \Delta F \) to negative values. This process leads to the highly oscillatory behavior seen in Fig. 3. Eventually, trajectories converge such that \( \Delta F = 0 \), and in this regime \( z_S \) settles to an equilibrium value in the interval \((0, 1)\).

We now investigate the behavior of system (7) for \( \epsilon \in \{0.0001, 0.01, 1\} \). The same model parameters as above are selected. The time evolution of \( y \) and \( z_S \) trajectories is shown in Fig. 4 (right panels). To better understand these trajectories, we investigate them in the \( y - \beta_{\text{eff}} \) plane in Fig. 4, left panel), where \( \beta_{\text{eff}}(z_S, z_I) = (z_S + \alpha(1 - z_S))(\beta_u z_I + \beta_p(1 - z_I)) \) is a function of \( z_I \) and \( z_S \). The solid blue and red lines show the bifurcation diagram of the faster SIS epidemic dynamics with \( \beta_{\text{eff}} \) as the bifurcation parameter.

In Fig. 4a, the initial condition is selected such that the initial value of \( \beta_{\text{eff}} \) corresponds to endemic equilibria being stable. For small \( \epsilon \) values, the trajectories very quickly converge to the stable branch of the bifurcation diagram and traverse along with the bifurcation diagram until they reach the stable equilibria \( E_3 \) of the coupled dynamics. This behavior is consistent with the theory of dynamic bifurcations [22]. For moderate values of \( \epsilon \), similar behavior is observed but trajectories overshoot the stable branch and subsequently return to it. For \( \epsilon = 1 \), we observe oscillatory behavior similar to the case in which the behavioral dynamics are faster.

In Fig. 4b, the initial value of \( \beta_{\text{eff}} \) corresponds to disease-free equilibria being stable. For small \( \epsilon \), the trajectories converge very quickly to the stable branch of the bifurcation diagram for the SIS epidemic dynamics and track the stable branch until they reach the bifurcation point. Subsequently, they continue on the unstable branch for some time before switching to the stable branch. This behavior is referred to as bifurcation delay [22] and is attributed to the fact that at the bifurcation point, the SIS epidemic dynamics become slower than the otherwise slower behavioral dynamics. Similar behavior is observed for moderate \( \epsilon \), while for \( \epsilon = 1 \) we observe oscillatory behavior as earlier.

V. Conclusions

We proposed and analyzed a novel model that captures the interaction of epidemic propagation dynamics with human
characterized the equilibrium points, their stability properties, coupled epidemic-behavioral dynamics, we completely characterized the coupled epidemic-behavioral dynamics. For the proposed protection adoption behavioral dynamics. For the proposed coupled epidemic-behavioral dynamics, we completely characterized the equilibrium points, their stability properties, and the associated bifurcations. The set of equilibria corresponds to a disease-free population or an endemic, and complete, partial, or no adoption of protection by susceptible population. We showed that the stability of these equilibria is a function of infection and recovery rate as well as the utility functions of the individuals in the population. We investigated the transient behavior of the model under two timescale scenarios: (i) faster behavioral dynamics, (ii) faster epidemic dynamics. In the former case, we showed that the coupled dynamics may lead to highly oscillatory behavior and may take a long time to converge to the stable equilibria. In the latter case, we illustrated the bifurcation delay phenomenon in the onset of endemic.
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**Proof of Proposition 1:** It can be verified that \( E_0 \) and \( E_1 \) are always equilibria of the coupled dynamics. The Jacobian matrix at \( E_0 \) and \( E_1 \) are

\[
J_{E_0} = \begin{bmatrix}
\alpha \beta_p - \gamma & 0 & 0 \\
0 & c_p - c_{cu} & 0 \\
0 & 0 & c_p - c_{cu}
\end{bmatrix}, \quad \text{and} \quad J_{E_1} = \begin{bmatrix}
\beta_p - \gamma & 0 & 0 \\
0 & -c_p & 0 \\
0 & 0 & c_p - c_{cu}
\end{bmatrix}.
\]

\( J_{E_0} \) has a positive eigenvalue if \( c_p > 0 \). Thus, for any nonzero cost of adopting protection, \( E_0 \) is not a stable equilibrium point of the coupled dynamics. Likewise, \( E_1 \) is stable if \( \beta_p < \gamma \), and unstable, otherwise.

We now analyze equilibrium points where infection is endemic. It can be verified that \( E_2 \) exists only when \( \beta_p > \gamma \).

The Jacobian matrix at \( E_2 \) is

\[
J_{E_2} = \begin{bmatrix}
d_1 & d_2 & d_3 \\
0 & -c_p - L(1-\alpha)\beta_p y_u^* & 0 \\
0 & 0 & c_p - c_{cu}
\end{bmatrix},
\]

where \( d_1 = (1 - 2y_u^*)\beta_p - \gamma, d_2 = y_u^*(1 - y_u^*)(1 - \beta_p) > 0 \) and \( d_3 = y_u^*(1 - y_u^*)(\beta_u - \beta_p) > 0 \). Thus, \( J_{E_2} \) is an upper triangular matrix. Furthermore, the first diagonal entry is

\[
(1 - 2y_u^*)\beta_p - \gamma = \gamma - \beta_p < 0,
\]

in the regime where \( E_4 \) exists. Therefore, \( E_4 \) is stable when

\[
c_p < L(1 - \alpha)\beta_p y_u^* \Longleftrightarrow y_u^* > y_{\text{int}}.
\]

This concludes the proof.

**Proof of Proposition 2:** Recall that since \( \alpha \in (0, 1) \), we have \( y_u^* < y_u^* \). It follows from [1] that the dynamics

\[
y(t) = [(1 - y(t))\beta - \gamma]y(t)
\]

converges to 0 if \( \gamma \geq \beta \) and converges to \( y^* = 1 - \frac{\gamma}{\beta} \), otherwise. Furthermore, it is easy to see that in case of the latter, \( |y(t) - y^*| \) is monotonically decreasing.\(^2\) Note that when \( y < y_{\text{int}}^* \) (respectively, \( y > y_{\text{int}}^* \)), (6) is analogous to the above dynamics with \( \beta = \beta_p \) (respectively, \( \beta = \alpha\beta_p \)).

We now analyze the four cases stated above.

**Case 1:** \( y_{\text{int}}^* < 0 \). In this case, we have \( \alpha\beta_p < \beta_p < \gamma \) and as a result, \( y = 0 \) is the only equilibrium both when \( y > y_{\text{int}}^* \) and \( y < y_{\text{int}}^* \).

**Case 2:** \( 0 < y_{\text{int}}^* < y_{\text{int}}^* \). Since \( y_{\text{int}}^* < y_{\text{int}}^* \), \( y(t) \) is monotonically decreasing when \( y(t) > y_{\text{int}}^* \). Similarly, \( y(t) \) is monotonically decreasing when \( y_{\text{int}}^* < y(t) < y_{\text{int}}^* \) and monotonically increasing for \( y(t) < y_{\text{int}}^* \). Thus, the claim follows.

**Case 3:** \( y_{\text{int}}^* < y_{\text{int}}^* \). In this case, \( y(t) \) is monotonically decreasing when \( y(t) > y_{\text{int}}^* \) as \( \max(0, y_{\text{int}}^*) < y_{\text{int}}^* \), and monotonically increasing when \( y(t) < y_{\text{int}}^* \) since the corresponding stable equilibrium \( y_{\text{int}}^* > y_{\text{int}}^* \). Thus, \( y_{\text{int}}^* \) acts as a sliding surface for the dynamics (6). \( y(t) \) may switch between two subcases in (6) leading to an oscillatory behavior as will be illustrated numerically.

**Case 4:** \( y_{\text{int}}^* > y_{\text{int}}^* \). In this case, \( y(t) \) is monotonically increasing when \( y(t) < y_{\text{int}}^* \) since \( y_u^* > y_{\text{int}}^* \). Monotonic behavior for \( y(t) > y_{\text{int}}^* \) follows from analogous arguments as Case 2.

This concludes the proof.

\(^2\)For \( V(y) = (y - y^*)^2 \), we have \( \dot{V}(y) = -2\beta y V(y) \).