iPOF: An Extremely and Excitingly Simple Outlier Detection Booster via Infinite Propagation
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ABSTRACT
Outlier detection is one of the most popular and continuously rising topics in the data mining field due to its crucial academic value and extensive industrial applications. Among different settings, unsupervised outlier detection is the most challenging and practical one, which attracts tremendous efforts from diverse perspectives. In this paper, we consider the score-based outlier detection category and point out that the performance of current outlier detection algorithms might be further boosted by score propagation. Specifically, we propose Infinite Propagation of Outlier Factor (iPOF) algorithm, an extremely and excitingly simple outlier detection booster via infinite propagation. By employing score-based outlier detectors for initialization, iPOF updates each data point’s outlier score by averaging the outlier factors of its nearest common neighbors. Extensive experimental results on numerous datasets in various domains demonstrate the effectiveness and efficiency of iPOF significantly over several classical and recent state-of-the-art methods. We also provide the parameter analysis on the number of neighbors, the unique parameter in iPOF, and different initial outlier detectors for general validation. It is worthy to note that iPOF brings in positive improvements ranging from 2% to 46% on the average level, and in some cases, iPOF boosts the performance over 3000% over the original outlier detection algorithm.

CCS CONCEPTS
• Information systems → Data mining; • Computing methodologies → Anomaly detection: Unsupervised outlier detection.
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1 INTRODUCTION
Outlier detection, also known as anomaly detection, aims to identify the minority of data points with divergent characters from the majority. Due to its industrial value, there are numerous widely real-world applications of outlier detection, including credit card fraud, network intrusion, precision marketing, gene mutation, and so on. As an active research area, tremendous exploration has been taken to thrive outlier detection area with multiple practical settings to meet different real-world scenarios including supervised 1-3, unsupervised 4-6, even knowledge transferred settings 7-9.

Among the above settings, unsupervised outlier detection is the most challenging one due to the nature of no external guidance information. Many algorithms have been proposed based on the various assumptions on the differences between inliers and outliers. Generally speaking, these algorithms can be roughly divided into crisp or soft categories. The methods in the crisp category explicitly provide the outlier membership with zero or one indicators. The representative method is K-means++ 10 with user pre-defined $\sigma$ and $K$ denoting the numbers of outliers and clusters. It detects outliers and partitions the rest points into $K$ clusters, where the instances with large distances to the nearest centroid are regarded as outliers during the clustering process. COR 11, a variant of K-means++, conducts joint clustering and outlier detection in the partition space. Differently, the soft category calculates a continuous score for each data point as the degree of outlierness, where the high value of a data point indicates the high probability of being an outlier. Then top-$K$ data points with the largest scores are regarded as outlier candidates. In this category, various methods are put forward from different assumptions or aspects, including density-based LOF 12, COF 13, distance-based LODF 14, angle-based FABOD 15, ensemble-based isolation Forest (iForest) 16, eigenvector-based OPCA 17, cluster-based TONMF 18, deep learning-based anomalous event detection 19, and so on. More details on outlier detection can be found in the surveys 20-22.

In this paper, we consider the score-based unsupervised outlier detection category, where the Local Outlier Factor (LOF) is one of the most popular approaches. LOF measures the local deviation of a target data point with respect to its neighbors. In other words, the outlier score of the target data point in LOF depends on the local density of $K$ nearest neighbors, rather than the density of the target data point. From this view, we regard LOF as a one-round outlier factor propagation based on local neighborhood structure. It is interesting to see whether multi-round propagation will increase the gap between inliers and outliers, the final score will converge with infinite propagation, and the propagation will benefit other outlier detectors. In light of this, we propose infinite Propagation of Outlier Factor (iPOF) to address the above questions. iPOF is based on local neighborhood structure and assumes that inliers’ friends are more likely to be inliers, and inliers refuse to make friends with outliers. Here the friendship is defined based on the common neighbour. In Figure 2, $B$ and $D$ are the nearest neighbors of $F$; however, $B$ and $D$’s nearest neighbors do not include $F$, which means that $B$ and $D$ do not want to make friends with $F$. In light of this, we build a common neighborhood graph based on the local structure for the outlierness propagation. iPOF utilizes the outlier scores initialized by some outlier detector, such as LOF or other outlier detectors, and iteratively updates the outlier scores by averaging the scores of local neighbors. As a post-processing technique, iPOF can further boost the existing score-based outlier detectors via averaging propagation until convergence. Honestly, iPOF is extremely and excitingly simple, but quite effective. Extensive experiments demonstrate that iPOF enhances several outlier detectors.
where a bunch of labeled inlier and outlier samples is employed to

The major contributions of iPOF are summarized as follows:

- We propose infinite Propagation of Outlier Factor (iPOF), a performance-boosting technique for existing score-based outlier detection algorithms. iPOF employs the local neighborhood structure to propagate the outlier scores to converge the scores of outliers and inliers for better distinguishing.

- Technically, iPOF only requests nearest neighbor calculation and averaging, where the nearest neighbor information can be re-used from the density- or distance-based initial outlier detectors. Hence, iPOF is extremely and excitingly simple, time- & space-efficient and easy to implement in parallel.

- Experiments on 17 real-world datasets in diverse domains demonstrate the effectiveness of iPOF over numerous classical and recent outlier detectors. In some cases, iPOF brings in over 3000% improvements over the original detector.

The rest of this paper is organized as follows. Section 2 introduces the related work of outlier detection in terms of supervised, semi-supervised and unsupervised setting. Section 3 provides an illustrative example to deliver the idea of iPOF, and the core principle and algorithm of iPOF is elaborated in Section 4. We conduct comprehensive experiments on algorithmic comparison with other outlier detection algorithms and in-depth factor exploration in Section 5. Finally, Section 6 draws conclusion to the whole paper.

2 RELATED WORK

In this section, we introduce the related work of outlier detection according to the label availability and highlight the differences between existing works and our proposed iPOF.

Supervised Outlier Detection. With enough labeled data, supervised outlier detection is a binary classification problem in essence, where a bunch of labeled inlier and outlier samples is employed to build a predictive model for new sample prediction. Different from the conventional classification problem, the challenge of supervised outlier detection lies in the imbalance of inlier and outlier class sizes. Many balancing techniques including sampling, re-weighting, deep representation learning can be used to tackle the supervised outlier detection.

Semi-supervised Outlier Detection. Semi-supervised learning uses both unlabeled and labeled data for particular tasks. It is worthy to note that only inlier samples are available in the training data in the setting of semi-supervised outlier detection. The most representative algorithm is one-class SVM, which seeks several support vectors to describe the boundary of the inlier class for the unseen new sample prediction. This idea is extended to the kernel version, and deep representation as well.

Unsupervised Outlier Detection. Among the diverse settings of outlier detection, the unsupervised scenario is the most challenging and practical one, that cannot be solved by conventional classification techniques. Tremendous and sustaining efforts have been devoted to making unsupervised outlier detection rich and interesting. Generally speaking, the existing algorithms in this category can be divided into two groups by the type of outlier scores. K-means and One-Class SVM provide the binary scores for samples to identify outlier candidates, while most other detectors calculate a continuous score to denote the degree of outlierness. Based on different assumptions, numerous score-based outlier detectors have been proposed including density-based DBSCAN, Local Outlier Factor (LOF), Connectivity-based Outlier Factor (COF), distance-based Local Distance-based Outlier Factor (LODF), frequent pattern-based Fp-outlier, angle-based ABOD. Moreover, some studies pursue outlier detection by representation learning as well from the subspace, low-rank and matrix-completion, respectively. Since the above basic outlier detectors are highly assumption-dependent, some ensemble outlier detector algorithms are put forward to alleviate the negative impact of assumption including ensemble-based iForest, Bi-Sampling Outlier Detection (BSOD), Feature Bagging, Locally Selective Combination of Parallel Outlier Ensembles (LSCP), Combination of outlier detectors by taking the median of the scores (Median), Combination of outlier detectors by taking the Average of Maximum (AOM) and Maximum of Average (MOA). Due to the superior performance of supervised learning over unsupervised learning, some studies transform the unsupervised outlier detection problem into a classification problem by artificially generating potential outliers. Typically, these algorithms first generate a set of potential outliers and treat them as labels. Then a classifier is trained for subsequent detection. Among them, the one-class classification method generates informative potential outliers based on the probability density function of the real data. The distribution-based artificial anomaly method exploits a heuristic to randomly change the value of one feature of an object by assuming that the boundary may be very close to the existing data. One-Class Random Forests makes use of classifier ensemble randomization principles for outlier generation procedure. Recently there is increasing attention focusing on generating fake outliers by min-max training with generative adversarial networks.

Different from the existing literature in the outlier detector area, our iPOF approach is a post-processing technique for boosting score-based outlier detector methods, rather than an outlier detector. iPOF is based on local neighborhood structure and assumes that an object is more likely to be an outlier if its neighbors are outliers as well, while an object is an inlier if it is surrounded by inliers. By literately averaging the outlier scores with neighbors, iPOF converges the scores of outliers and inliers for better distinguishing, hence increases the performance of unsupervised outlier detection.
Figure 2: iPOF on a 2D synthetic dataset. (a) shows the data distribution with three different density Gaussian clusters of 500 data points each and 150 outliers samples that are randomly landed out of these clusters; (b) shows the outlier score trend with respect to the iteration of iPOF on several inliers and one outlier that highlighted by different colorful circles in (a); and (c) demonstrates the AUC scores of iPOF during iterations, where iPOF initializes by LOF and increases the AUC score from 0.6709 to 0.9294. The improvement of iPOF over LOF on this synthetic dataset is up to 38%.

3 MOTIVATION

Unsupervised outlier detection employs some criterion to seek outlier candidates deviation from major normal points without external supervision. Usually, each data point gets a score calculated to identify the degree of outlierness, where top K points with the largest scores are regarded as outlier candidates. Tremendous efforts have been made in the outlier detection area based on different assumptions, including density, distribution, clustering, angle, and so on. Among these studies, Local Outlier Factor (LOF) is one of the most popular density-based methods, where outliers are identified by comparing the local density of the data point and its neighbors [4]. Then many variants including Connectivity-based Outlier Factor (COF) [45], Local Distance-based Outlier Factor (LODF) [52] follow to further improve the performance of LOF.

Here we take LOF as an example for further analysis that measures the local deviation of a target data point with respect to its neighbors. The outlier score of the target data point in LOF depends on the local density of K nearest neighbors, rather than the density of the target data point. From this view, we regard LOF as a one-round outlier factor propagation based on local neighborhood structure. It is interesting to see whether multi-round propagation will increase the gap between inliers and outliers, and the final score will converge with infinite propagation. In this paper, we are trying to answer the questions of whether the performance of these outlier detectors can be further improved via a simple average propagation strategy based on local neighborhood structure.

To validate the above conjecture, we conduct the experiments on a synthetic dataset. Figure 2 shows the data distribution, outlier scores of several selected data points, and the performance during the propagation of iPOF. The 2D dataset contains three Gaussian clusters of 500 objects, each with different densities and 150 outliers samples that are randomly landed out of these clusters. From Figure 2(b) the original outlier scores by LOF at the 0-th iteration mix the inlier and outlier samples. That is the intrinsic reason that LOF cannot well tackle this synthetic dataset. Instead, our iPOF method initializes with LOF value for each data point and propagates the scores through local neighborhood structure, which increases not only the gap between inliers and outliers but also narrows the score divergence of inliers from the same group. More technical details and properties will be provided in Section 4. There are two clear observations to validate the above point in Figure 2(b): (1) The gap among the red curve and other curves is enlarged along with the iteration. (2) The curves with the same color denoting the inliers from the same cluster converge together even they have different initial outlier scores. For instance, two green curves present two inliers in the same cluster, where one is the high-density central area, another is located in the boundary of the cluster with relatively low density. Through the propagation of iPOF, their final scores achieve the same. Finally, Figure 2(c) demonstrates the AUC performance of iPOF. It is appealing to see that initialized by LOF, iPOF increases the AUC score from 0.6709 to 0.9294, bringing in over 38% improvements on this synthetic dataset.

The illustrative example demonstrated in Figure 2 shows that LOF can further gain significant improvements via simple local neighborhood average propagation. It is worthy to note that the local neighborhood structure is pre-calculated through the LOF, which indicates that our iPOF method boosts the performance only via iterative averaging. In the next section, we will provide more technical details and properties of our proposed iPOF method.
4 METHODOLOGY

Generally speaking, outlier detectors predict outlier scores under various assumptions in terms of density, distribution, clustering, angle, and so on. Our proposed infinite Propagation of Outlier Factor (iPOF) based on local neighborhood structure, assuming that inliers’ friends are more likely to be inliers, and inliers refuse to make friends with outliers; thus, outliers’ friends are more likely to be outliers. Here the friendship is defined based on the common nearest neighbour, which means that the direct neighborhood relationship is not friendship.

Before illustrating the algorithm of iPOF, we first introduce the concept of common neighbor set with an illustrative example. Figure 1 shows a toy example of common neighbor with six blue inlier nodes and one red outlier node, where \( k = 2 \) denotes that we calculate 2 nearest neighbors for every node. The directed edges denote the common neighborhood relationship. For instance, the node \( B \) and \( D \) are 2 nearest neighbors of \( F \), which indicates the edges are directed from \( F \) to \( B \) and \( D \). The common neighbor set \( N \) of a target data point includes all the nodes pointing to the target one. Here \( k \) is used to construct the network and does not mean that there are at most \( k \) elements in the set. Given the fixed network derived by the local neighbors, iPOF iteratively updates the outlier score of each data point via simply averaging its top \( K \) points scores in its common neighbor sets. In the case of Figure 1, we first initialize the outlier score of each node by some outlier detectors, which leads that node \( F \) has a relatively high score, and others have relatively low scores. Then we apply iPOF to propagate the outlier scores. Note that the in-degree of node \( F \) is zero, which means its score will not get affected by other inlier nodes during the propagation. Instead, there exist several paths among these blue inlier nodes. With proper propagation, the outlier scores of these inliers will converge to the same value. Note that \( k \) denotes the number of neighbors, while \( K \) is the number of common neighbors for the propagation in iPOF. Note that \( k < K \) and \( k \) can be relatively large to incorporate more common neighbors, while \( K \) is the key parameter to control the propagation. Table 1 shows the notations and descriptions used in this paper.

Given a dataset containing \( n \) data points \( x_l, 1 \leq l \leq n \), we first initialize the outlier score \( s_l^{(0)} \) of each data point via some existing outlier detector. Then, we calculate the \( k \)-nearest neighbors based on the original data features for each data point and obtain the common neighbor sets, based on which our proposed iPOF propagates the outlier scores with top-\( K \) points in the common neighbor sets as follows:

\[
s_j^{(t+1)} = \left( \sum_{j \in N_K(x_l)} s_j^{(t)} + s_j^{(t)} \right) / |N_K(x_l)| + 1,
\]

where \( N_K(x_l) \) includes top-\( K \) points in the common neighbor set of \( x_l \), \( t \) is the index of iteration. The outlier score of each point is iteratively updated by averaging the scores of common neighbors until convergence of all data points’ scores. Therefore, the core idea of iPOF is the local average to converge outlier and inlier scores so that, in general, the outliers have high scores and inliers have low scores during the propagation. By this means, the gap between inliers and outliers can be further improved to distinguish them. The network constructed by local common neighbors naturally determines the outlier score flow among these data points and makes the outlier scores along a path equal when iPOF achieves convergence. By choosing top-\( K \) common neighbors, iPOF splits up the network into several connected communities and the outliers. In general, iPOF is extremely and excitationly simple. We summarize the whole process of iPOF in Algorithm 1. For convergence, it is easy to understand that iPOF is guaranteed to converge with any initialization, when the data points in a same connected community have the same score.

5 EXPERIMENTAL RESULTS

In this section, we provide comprehensive experiments of iPOF, including algorithmic performance and in-depth exploration. We compare iPOF with 12 classical and recent unsupervised outlier detectors on 17 datasets in terms of quantitative performance and execution time. We also provide the parameter analysis on the number of neighbors and different initial outlier detectors in iPOF.

5.1 Experimental Settings

Datasets. To fully evaluate our iPOF algorithm, numerous data sets in different domains are employed. They include the hospital patients data such as BreastW, Arrhythmia, Cardio, Pima, and Ver tebral; handwritten digits data like Mnist, Optdigits, and Pendigits; also satellite image data like Satellite and Satimage-2, and other multivariate data. These data sets are used in [8, 9, 15, 21, 27, 35, 37].

| Algorithm 1: Infinite Propagation of Outlier Factor (iPOF) |
|---|
| **Input:** Data points \( x_l, 1 \leq l \leq n; \) Number of common neighbors for propagation \( K \).  |
| **Output:** Outlier scores: \( s_l^{(t)} \), \( 1 \leq l \leq n \). |
| 1. Initialize the outlier score \( s_l^{(0)} \) for each data point with some outlier detector;  |
| 2. Build \( K \)-nearest common neighbor graph;  |
| 3. Set \( t = 0 \);  |
| 4. while not converge do  |
| \( t = t + 1 \);  |
| For \( x_l \), update the outlier score \( s_l^{(t)} \) by Eq. (1);  |
| end |

Table 2: Characteristics of outlier detection datasets

| Dataset | #Size | #Dim | #Outlier | Outlier% | Outlier object |
|---|---|---|---|---|---|
| Arrhythmia | 452 | 274 | 66 | 14.6% | Affected patients |
| BreastW | 683 | 9 | 239 | 35.0% | Malignant cases |
| Cardio | 1831 | 21 | 176 | 9.6% | Patients |
| Glass | 214 | 9 | 9 | 4.2% | Glass identification |
| Ionosphere | 351 | 33 | 126 | 35.9% | Radar data |
| Mammography | 11183 | 6 | 260 | 2.3% | Calcification classes |
| Mnist | 7603 | 100 | 700 | 9.2% | Handwritten digits |
| Optdigits | 5126 | 64 | 150 | 2.9% | Handwritten digits |
| Pendigits | 6870 | 16 | 156 | 2.2% | Handwritten digits |
| Pima | 768 | 8 | 268 | 34.9% | Patients |
| Satellite | 6435 | 36 | 2036 | 31.6% | Satellite images |
| Satimage-2 | 214 | 9 | 9 | 4.2% | Satellite images |
| Shuttle* | 4909 | 9 | 351 | 7.1% | Starfish points |
| Speech | 3686 | 400 | 61 | 1.7% | Accents |
| Vertebral | 240 | 6 | 30 | 12.5% | Patients |
| Vowels | 1456 | 12 | 50 | 3.4% | Speakers |
| Wine | 129 | 13 | 10 | 7.8% | Wine |

Note: * means that we randomly sample 10% data points from the whole set.
Table 3: AUC results of iPOF and other detectors on 17 datasets

| Datasets (outliers%) | iPOF   | LOF    | COF | FABOD | SOD  | MGAAL  | SGAAL  | iForest | LSCP | FB    | Median | AOM  | MOA  |
|---------------------|--------|--------|-----|-------|------|--------|--------|---------|------|-------|--------|------|------|
| Arrhythmia (15%)    | 0.6284 | 0.7319 | 0.7094 | 0.2315 | 0.7201 | 0.5000 | 0.5000 | 0.3267 | 0.5975 | 0.7953 | 0.7744 | 0.7699 | 0.7714 |
| BreastW (35%)       | 0.5481 | 0.4106 | 0.4666 | N/A   | 0.9374 | 0.9883 | 0.9882 | 0.0150 | 0.5479 | 0.2358 | 0.6606 | 0.5095 | 0.4943 |
| Cardio (9.6%)       | 0.6564 | 0.5968 | 0.5641 | 0.4126 | 0.5617 | 0.3778 | 0.3746 | 0.2396 | 0.5441 | 0.5966 | 0.8660 | 0.9029 | 0.8905 |
| Glass (4.2%)        | 0.9222 | 0.7827 | 0.7572 | 0.1463 | 0.7702 | 0.7035 | 0.7038 | 0.3707 | 0.5268 | 0.8244 | 0.7089 | 0.7415 | 0.7881 |
| Ionosphere (36%)    | 0.8859 | 0.9023 | 0.9103 | 0.0720 | 0.8948 | 0.4270 | 0.4273 | 0.1549 | 0.6327 | 0.8758 | 0.9193 | 0.9038 | 0.8972 |
| Mammaryography (3.32%) | 0.8575 | 0.6709 | 0.6863 | N/A   | 0.7977 | 0.7380 | 0.7429 | 0.3072 | 0.7189 | 0.8099 | 0.8229 | 0.8259 |
| Mushroom (9.2%)     | 0.9232 | 0.5824 | 0.5543 | 0.2435 | 0.5902 | 0.4993 | 0.5000 | 0.2224 | 0.5683 | 0.6518 | 0.8220 | 0.8484 | 0.8379 |
| Optdigits (3%)      | 0.9676 | 0.6154 | 0.5720 | 0.4893 | 0.5637 | 0.5512 | 0.5833 | 0.2776 | 0.6088 | 0.5722 | 0.4521 | 0.5865 | 0.5347 |
| Pendigits (2.27%)   | 0.9562 | 0.5256 | 0.5314 | 0.3208 | 0.6753 | 0.3855 | 0.7186 | 0.2445 | 0.5878 | 0.4632 | 0.6688 | 0.8196 | 0.7731 |
| Pima (35%)          | 0.4910 | 0.4937 | 0.4800 | 0.4028 | 0.5775 | 0.4983 | 0.4983 | 0.3374 | 0.4419 | 0.5318 | 0.6962 | 0.6816 | 0.6852 |
| Satellite (32%)     | 0.6602 | 0.5221 | 0.5031 | N/A   | 0.5913 | 0.5007 | 0.5000 | 0.3152 | 0.5481 | 0.5448 | 0.5717 | 0.6069 | 0.5997 |
| Satimage-2 (1.2%)   | 0.8192 | 0.5303 | 0.5513 | 0.1529 | 0.7921 | 0.5002 | 0.5000 | 0.9351 | 0.7048 | 0.5346 | 0.9707 | 0.9925 | 0.9879 |
| Shuttle* (7%)       | 0.9737 | 0.6173 | 0.6051 | N/A   | 0.6199 | 0.5007 | 0.5007 | 0.1659 | 0.4528 | 0.6191 | 0.5878 | 0.7082 | 0.6737 |
| Speech (1.65%)      | 0.6435 | 0.5492 | 0.6000 | 0.2822 | 0.5270 | 0.4494 | 0.4513 | 0.5391 | 0.5162 | 0.5072 | 0.4791 | 0.4984 | 0.4999 |
| Vertebral (12.5%)   | 0.2084 | 0.4906 | 0.5078 | 0.6390 | 0.4273 | 0.5762 | 0.5786 | 0.6232 | 0.4127 | 0.5019 | 0.3222 | 0.3663 | 0.3575 |
| Vowels (3.4%)       | 0.8802 | 0.9467 | 0.8716 | 0.0168 | 0.9074 | 0.0341 | 0.0346 | 0.2929 | 0.8944 | 0.9399 | 0.9373 | 0.9468 | 0.9445 |
| Wine (7.7%)         | 0.9958 | 0.9361 | 0.8899 | 0.0185 | 0.6753 | 0.5420 | 0.5420 | 0.1857 | 0.9916 | 0.9899 | 0.8605 | 0.8739 | 0.9067 |
| AVG                 | 0.7657 | 0.6450 | 0.6318 | 0.2680 | 0.6841 | 0.5160 | 0.5379 | 0.3266 | 0.5985 | 0.6414 | 0.7121 | 0.7463 | 0.7329 |

Note: (1) The performance of iPOF in this table is based on LOF as the first stage detector, (2) N/A indicates the out-of-memory error.
result on BreastW and excels other outlier detectors by a large margin. The ensemble outlier detectors FB and Median achieve the best performance on Arrhythmia, Ionosphere and Pima, respectively. Unfortunately, we can also see that FABOD returns extremely worst outlier candidates on Ionosphere, Vowels and Wine. iForest cannot work well on BreastW. These phenomena demonstrate that the assumptions of outlier algorithms are crucial to the success of effective detection. The unsupervised outlier detection setting also increases the task difficulty since we can only apply the default parameters. Usually, the ensemble outlier detectors outperform the basic outlier detectors due to their robustness by fusion mechanism that alleviates the dependence on algorithmic dependence. (2) Our iPOF algorithm achieves 9 out of 17 best results with the highest average performance as well. iPOF obtains 0.9676, 0.9562 and 0.9737 on Optdigits, Pendigits and Shuttle*, that outperforms other basic and ensemble outlier detectors by around 30%, 10% and 30%, respectively. Although iPOF also holds the assumption that inliers’ core neighbors are inliers and outliers’ core neighbors are outliers, the network built by common neighbors is robust and reliable in general. (3) Recall that the performance of iPOF in Table 3 is based on LOF as the initialization. If we take the comparisons between iPOF and LOF, there are significant improvements in 15 out of 17 datasets. Figure 6(a) provides a better visualization on the comparisons between iPOF and LOF on these 17 datasets with \( K = 20 \). Therefore, LOF is not the termination point of outlier detection. iPOF starts from LOF and employs the local neighbor structure to further enhance the outlier detection performance by simply averaging propagation. Admittedly, iPOF degrades the detection performance on some datasets. We conjecture that the parameter \( K \) to choose the propagation neighbors plays a crucial role in whether there exist paths between outliers and inliers. In Table 3 we set \( K = 10 \) at the default. In the following subsection, we provide the parameter analysis and show the improvement on these datasets.

Figure 3 shows the outlier score trend with respect to the iterations of iPOF on Glass and Mammography, with tracks of several inliers and outliers that highlighted by blue and red color over iterations. they are separated after iPOF converges. Since the core idea of iPOF is to propagate the scores via averaging the local common neighbors, it is also normal to have the scores of some outliers decrease as well. Figure 4 demonstrates the local neighborhood relationship on Optdigits and Vertebral, where red and blue nodes represent inlier and outlier samples, respectively. For better visualization, only the neighborhood relationship of outliers are shown in Figure 4. We can see that iPOF brings in +57% and -57% improvements on these two datasets. Based on the local homogeneity assumption of iPOF, the positive or negative boost results from the local neighbor structure. On Optdigits, outliers’ neighbors are outliers and inliers’ neighbors are inliers; on the contrary, some neighbors of outlier samples in Vertebral are inliers, which leads to the negative propagation. In the unsupervised scenarios, algorithmic assumptions are crucially important and directly determine the ultimate performance. We do not claim that iPOF is helpful to boost basic outlier detectors on all datasets. Fortunately, iPOF brings in the positive improvements on the average level to most data sets. We will provide more solid experiments in the next subsection of in-depth factor exploration.

Table 4 shows the running time of iPOF and other detectors. Generally speaking, iPOF is simple and fast. The most time-consuming part of iPOF is to build the common neighbor network based on data features in the first stage, which is pre-calculated in some density or distance-based outlier detectors and can be directly used in iPOF. Moreover, some techniques including sampling [12], clustering [7] can be applied to quickly calculate the neighbor matrix. The second propagation stage just iteratively averages the outlier scores of top-\( K \) common neighbors. The time complexity of the propagation stage is \( O(nK) \), which can be further accelerated by parallel computing. It is worthy to note that the input of the second stage is an \( n \times 1 \) outlier score vector, rather than the original data matrix \( n \times d \), where \( d \) is the number of feature dimensions. Therefore, iPOF is also space efficient and has \( O(n) \) in space complexity, which is essential to store the outlier score for every data point.

5.3 Factor Exploration

In this subsection, we provide an in-depth exploration of iPOF in terms of parameter analysis and initial outlier detectors.
We provide the parameter analysis on $K$ Therefore, there is only one parameter $K$ is the key factor in determining the outlier score propagation. In Figure 5, where $K$ plays a crucial role in outlier detection, especially in unsupervised settings. We can see that the performance of LOF increases with an increasing $K$ on $Satellite$, while it decreases on $Mnist$. On $COF$, iPOF also enjoys the dramatic improvements over LOF around 83%, 50%, 70%, 55% on four different detectors LOF, COF, FABOD and SOD in Figure 6. So far we use LOF as the default initialization of our iPOF in the above experiments, iPOF can improve LOF by 18.71% on average AUC performance. Different Outlier Detectors as Initialization. To demonstrate more experimental results, we set $K_0$ to construct the common neighbor network and select $K$ to outlier score propagation in iPOF. In fact, $K$ is used to illustrate the concept of a common neighbor network. We can set $K = n$ to get a fully connected network. Instead, the number of neighbors for propagation $K$ is the key factor in determining the outlier score propagation. Therefore, there is only one parameter $K$ in our iPOF algorithm. We provide the parameter analysis on $K$ in iPOF on 3 real-world datasets $Mnist$, $Optdigits$ and $Speech$, with tracks of initial LOF detector’s performance and converged iPOF that highlighted by red and blue color.

### Parameter Analysis on $K$.

In Figure 4 we introduce $k$ to construct the common neighbor network and select $K$ to outlier score propagation in iPOF. In fact, $k$ is used to illustrate the concept of a common neighbor network. We can set $k = n$ to get a fully connected network. Instead, the number of neighbors for propagation $K$ is the key factor in determining the outlier score propagation. Therefore, there is only one parameter $K$ in our iPOF algorithm. We provide the parameter analysis on $K$ in iPOF on 3 real-world datasets $Mnist$, $Optdigits$ and $Speech$ in Figure 5 where $K$ varies from 5 to 100 and the performance of LOF is added as a baseline. Generally speaking, $K$ plays a crucial role in outlier detection, especially in unsupervised settings. We can see that the performance of LOF increases with an increasing $K$ on $Mnist$, while it decreases on $Optdigits$ and $Speech$. The performance of iPOF goes up and then decreases with an increasing $K$. On $Optdigits$ and $Speech$, there exist the significant performance drop when $K$ is larger than 40. These phenomena result from that a large $K$ involves the path between inliers and outliers and propagates the high scores of outliers to inliers. Based on the above experimental results, we recommend a small $K$ in iPOF, such as $K = 10$ or $K = 20$ for effective propagation.

## Table 4: Running time of iPOF and other detectors by second

| Datasets (size)         | iPOF | LOF | COF | FABOD | SOD | MGAAL | SGAAL | iForest | LSCP | FB | Median | AOM | MOA |
|------------------------|------|-----|-----|-------|-----|-------|-------|---------|------|-----|--------|-----|-----|
| Arrhythmia (452)       | 0.09 | 0.19| 0.10| 0.39  | 1.03| 3.93  | 10.43 | 1.58    | 0.26 | 0.26| 0.67  | 1.86| 1.85|
| BreastW (683)          | 0.41 | 0.42| 0.01| 0.60  | N/A | 3.71  | 8.35  | 1.12    | 0.19 | 0.27| 0.47  | 0.38| 0.40|
| Cardio (1831)          | 0.97 | 1.07| 0.10| 3.94  | 1.74| 5.09  | 15.68 | 2.00    | 0.25 | 3.27| 0.82  | 2.90| 2.93|
| Glass (214)            | 0.08 | 0.09| 0.01| 0.07  | 0.73| 3.51  | 7.41  | 0.86    | 0.17 | 0.15| 0.03  | 0.07| 0.07|
| Ionosphere (351)       | 0.20 | 0.21| 0.01| 0.17  | 0.83| 3.59  | 8.53  | 1.10    | 0.20 | 0.36| 0.09  | 0.23| 0.24|
| Mammography (11183)    | 7.95 | 8.26| 0.31| 167.05| N/A | 59.38 | 158.64| 12.27   | 0.56 | N/A | 2.91  | 11.05| 11.35|
| Mnist (7603)           | 4.60 | 14.65| 10.05| 105.25| 14.71| 37.24 | 120.66| 10.67   | 1.17 | 217.69| 82.40| 177.34| 203.69|
| Optdigits (5126)       | 2.32 | 5.01| 2.69| 47.58 | 6.26| 16.94 | 67.63 | 6.65    | 0.65 | 63.43| 20.74| 64.73 | 69.05|
| Pendigits (6870)       | 6.48 | 6.87| 0.39| 60.96 | 4.47| 23.42 | 95.84 | 7.39    | 0.51 | 13.04| 2.41  | 19.22| 20.81|
| Pima (768)             | 0.27 | 0.28| 0.01| 0.67  | 1.03| 3.83  | 11.31 | 1.09    | 0.20 | 0.55 | 0.06  | 0.48 | 0.54|
| Satellite (6435)       | 4.07 | 5.03| 0.96| 57.74 | N/A | 21.57 | 104.96| 7.33    | 0.50 | 24.35| 6.73  | 24.67| 30.12|
| Satimage-2 (214)       | 3.29 | 4.13| 0.84| 48.25 | 4.52| 18.27 | 78.42 | 6.19    | 0.52 | 22.49| 6.75  | 22.97| 27.56|
| Shuttle* (4909)        | 5.92 | 6.10| 0.18| 28.15 | 13.56| 54.89 | 4.92  | 0.37    | 0.21 | 7.06 | 1.25  | 8.81 | 10.55|
| Speech (5868)          | 1.81 | 11.47| 9.66| 48.67| 13.19| 18.76 | 73.61 | 12.33   | 1.73 | 227.41| 76.60| 211.37| 227.59|
| Vertebral (240)        | 0.07 | 0.08| 0.01| 0.08  | 0.81| 3.43  | 8.49  | 1.20    | 0.17 | 0.15 | 0.03  | 0.07 | 0.08|
| Vowels (1456)          | 0.54 | 0.57| 0.03| 2.43  | 1.41| 4.33  | 14.20 | 1.56    | 0.22 | 1.68 | 0.25  | 1.46 | 1.54|
| Wine (129)             | 0.03 | 0.04| 0.01| 0.04  | 0.74| 3.62  | 7.48  | 0.92    | 0.16 | 0.09 | 0.02  | 0.04 | 0.04|
| **AVG**                | 2.30 | 3.79| 1.49| 35.65 | 3.96| 14.35 | 49.80 | 4.66    | 0.46 | 36.53| 11.87| 32.20| 35.62|

Note: the first column denotes the score propagation of iPOF, while the second column is the total running time of iPOF with LOF as the initial detector.
The simple assumption of iPOF cannot capture all the scenarios and outlier detectors as initialization. Fortunately, iPOF works well on generally average level. Table 5 shows average AUC performance of iPOF with different initial outlier detectors on 17 datasets with $K = 10$ and $K = 20$, where iPOF brings the positive improvements ranging from 2% to 46%.

**iPOF on Deep Outlier Detection Methods.** As an outlier detection booster, we have demonstrated how iPOF helps on the conventional outlier detector methods so far. Actually, iPOF can be also applied on the deep outlier detection methods as well. Usually, the new representations are learned with the deep unsupervised outlier detection methods, where iPOF can build the common neighbor graph based on the learned representation, rather than the original feature space. Figure 7 shows the iPOF performance on recent deep unsupervised outlier detection methods REPEN [38] and RDP [46] with different $K$ values. We can see that iPOF boosts the performance of RDP on glass, mnist, satellite and satimage-2 by a large margin. However, the performance on optdigits with $K = 10$ drops a lot. This might result from the impact of the number of common neighbors. Recall that iPOF is an extremely simple method with only one parameter.

6 CONCLUSION

In this paper, we considered the unsupervised outlier detection problem and proposed the algorithm Infinite Propagation of Outlier Factor (iPOF), an extremely and excitingly simple outlier detector via infinite propagation. Under the assumption of local homogeneity that one data point has the neighbors of the same class, iPOF iteratively repeated the propagation process until convergence of outlier and inlier scores for better distinguishing. To achieve this, we first initialized iPOF with existing score-based outlier detectors. With awareness of neighborhood connectivity of each data point, iPOF then updated the outlier score of each instance by averaging the outlier factors of all its connected neighbors. Extensive experimental results demonstrated the effectiveness and efficiency of iPOF significantly over numerous classical and state-of-the-art unsupervised outlier detection and ensemble algorithms.
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