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Abstract

We present an Almansi-type decomposition for polynomials with Clifford coefficients, and more generally for slice-regular functions on Clifford algebras. The classical result by Emilio Almansi, published in 1899, dealt with polyharmonic functions, the elements of the kernel of an iterated Laplacian. Here we consider polynomials of the form $P(x) = \sum_{k=0}^{d} x^k a_k$, with Clifford coefficients $a_k \in \mathbb{R}_n$, and get an analogous decomposition related to zonal polyharmonics. We show the relation between such decomposition and the Dirac (or Cauchy-Riemann) operator and extend the results to slice-regular functions.
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1 Introduction and preliminaries

A classical result of Emilio Almansi, published in 1899 (see [13]), gave an expansion of polyharmonic functions in terms of harmonic functions. We recall that for every integer $p \geq 1$, a real function $u$ defined on an open set $\Omega$ in $\mathbb{R}^N$ is called polyharmonic of order $p$ (or $p$-harmonic) if $u$ is of class $C^{2p}$ and $\Delta^p u = 0$ on $\Omega$, where $\Delta$ is the Laplacian operator of $\mathbb{R}^N$.

Theorem 1 (Almansi). If $\Delta^p u = 0$ on a star-like domain $D \subseteq \mathbb{R}^N$ with centre 0, then there exist unique harmonic functions $u_0, \ldots, u_{p-1}$ in $D$ such that

$$ u(x) = u_0(x) + |x|^2 u_1(x) + \cdots + |x|^{2p-2} u_{p-1}(x) \quad \text{for} \quad x \in D. $$

Let $\mathbb{R}_n$ denote the real Clifford algebra of signature $(0, n)$, with basis vectors $e_1, \ldots, e_n$. Consider Clifford polynomials of the form

$$ p(x) = \sum_{k=0}^{d} x^k a_k $$

with Clifford coefficients $a_k \in \mathbb{R}_n$ on the right. If $n = 2m+1$ is odd, these polynomials are polyharmonic of order $m+1$ with respect to the standard Laplacian of $\mathbb{R}^{n+1}$, i.e. $(\Delta_{n+1})^{m+1} p = 0$ on $\mathbb{R}^{n+1}$ (see e.g. [13] Corollary 4.4.4 and the next section).
Since the Laplacian is a real operator, this property is equivalent to say that the real components of a Clifford polynomial are \((m+1)\)-harmonic. The classical Almansi’s Theorem [1] implies then that the real components of a Clifford polynomial have an expansion in terms of a \((m+1)\)-tuple of harmonic functions.

Observe that every Clifford polynomial \(p\) is more than \((m+1)\)-polyharmonic, since it is in the kernel of the \(n^{th}\)-order differential operator \(\mathcal{D}(\Delta_{n+1})^m\), where \(\mathcal{D}\) is the Cauchy-Riemann operator

\[
\mathcal{D} = \frac{\partial}{\partial x_0} + e_1 \frac{\partial}{\partial x_1} + \cdots + e_n \frac{\partial}{\partial x_n}
\]

on \(\mathbb{R}_n\) (Theorem [2]). We recall also the definitions of the Dirac operator

\[
\mathcal{D} = e_1 \frac{\partial}{\partial x_1} + \cdots + e_n \frac{\partial}{\partial x_n}
\]

and the conjugated Cauchy-Riemann operator

\[
\overline{\partial} = \frac{\partial}{\partial x_0} - e_1 \frac{\partial}{\partial x_1} - \cdots - e_n \frac{\partial}{\partial x_n}
\]

on \(\mathbb{R}_n\). Since

\[
\overline{\partial} \overline{\partial} = \Delta_{n+1} = \frac{\partial^2}{\partial x_0^2} + \frac{\partial^2}{\partial x_1^2} + \cdots + \frac{\partial^2}{\partial x_n^2},
\]

the operators \(\partial, \overline{\partial}\) factorize the Laplacian operator of the paravector subspace

\[
V = \{ x_0 + x_1 e_1 + \cdots + x_n e_n \in \mathbb{R}_n \mid x_0, \ldots, x_n \in \mathbb{R} \} \simeq \mathbb{R}^{n+1}
\]

of \(\mathbb{R}_n\). This property shows how Clifford analysis, the well-developed function theory based on Dirac and Cauchy-Riemann operators (see [5, 9, 16] and the vast bibliography therein), is related to the harmonic analysis of the Euclidean space.

The title of the present paper resembles the one of [17], where the authors proved Almansi-type theorems in Clifford analysis. Note that the two classes of functions, the one of slice-regular functions on \(\mathbb{R}_n\) and the one of monogenic functions in the kernel of \(\mathcal{D}\), are really skew, in the sense that only constant functions are both monogenic and slice-regular (see [18, Corollary 3.3.3]). In particular, standard nonconstant Clifford polynomials of the form \(\sum_{k=0}^d x^k a_k\) are not monogenic. However, as also the results obtained in this paper show, the relations between the two function theories deserve interest.

In this paper we will prove, using the symmetry properties of Clifford powers \(x^k\), a refined Almansi-type decomposition for Clifford polynomials and we will extend it to the larger class of slice-regular functions on \(\mathbb{R}_n\) and to the case of even dimension \(n\).

1.1 Slice-regular functions on Clifford algebras

Polynomial functions \(f(x) = \sum_k x^k a_k\) with Clifford coefficients are examples of slice-regular functions. This class of functions constitutes a recent function theory in several hypercomplex settings, including quaternions and real Clifford algebras (see [12, 7, 13, 5, 11, 14, 15]). It was introduced by Gentili and Struppa [12] for functions of one quaternionic variable and by Colombo, Sabadini and Struppa [7] for functions defined on open subsets of \(\mathbb{R}^{n+1}\), considered as the paravector space of \(\mathbb{R}_n\).
We briefly recall the basic definitions we need for the main results and refer the reader to the cited references for more details. Let $\mathbb{H}$ denote the skew field of quaternions, with basic elements $i, j, k$. For each quaternion $J$ in the sphere of imaginary units

$$S_\mathbb{H} = \{ J \in \mathbb{H} \mid J^2 = -1 \} = \{ x_1i + x_2j + x_3k \in \mathbb{H} \mid x_1^2 + x_2^2 + x_3^2 = 1 \},$$

let $\mathbb{C}_J = \langle 1, J \rangle \simeq \mathbb{C}$ be the subalgebra generated by $J$. Then we have the “slice” decomposition

$$\mathbb{H} = \bigcup_{J \in S_\mathbb{H}} \mathbb{C}_J, \quad \text{with } \mathbb{C}_J \cap \mathbb{C}_K = \mathbb{R} \quad \text{for every } J, K \in S_\mathbb{H}, J \neq \pm K.$$

A differentiable function $f : \Omega \subseteq \mathbb{H} \rightarrow \mathbb{H}$ is called (left) slice-regular \cite{12} on the open set $\Omega$ if, for each $J \in S_\mathbb{H}$, the restriction $f|_{\Omega \cap \mathbb{C}_J} : \Omega \cap \mathbb{C}_J \rightarrow \mathbb{H}$ is holomorphic with respect to the complex structure defined by left multiplication by $J$.

If $\Omega \subseteq \mathbb{R}^{n+1}$ is an open subset of the paravector space in $\mathbb{R}_n$, a function $f : \Omega \subseteq \mathbb{R}^{n+1} \rightarrow \mathbb{R}_n$ such that, for each $J$ in the sphere $S^{n-1}$ of paravector imaginary units, the restriction $f|_{\Omega \cap \mathbb{C}_J} : \Omega \cap \mathbb{C}_J \rightarrow \mathbb{R}_n$ is holomorphic w.r.t. the complex structure $L_J(v) = Jv$, is called slice monogenic \cite{7}. For example, polynomials $f(x) = \sum x^k a_k$ with Clifford coefficients on the right are slice monogenic on $\mathbb{R}^{n+1}$. More generally, convergent power series are slice monogenic on an open ball in $\mathbb{R}^{n+1}$ centred at the origin. Observe that nonconstant polynomials (or power series) do not belong to the kernel of the Cauchy-Riemann operator $\bar{\partial}$ of Clifford analysis.

A different approach to slice regularity has been introduced in \cite{13} \cite{14} and can be generalized to an ample class of real $^*$-algebras. Here we restrict to the case of the Clifford algebras $\mathbb{R}_n$, in view of their direct relations with Euclidean harmonic analysis and Clifford analysis. Consider on $\mathbb{R}_n$ the $^*$-algebra structure given by the Clifford conjugation $x \mapsto x^c$, the unique linear antiinvolution of $\mathbb{R}_n$ such that

$$c_i = -e_i \quad \text{for } i = 1, \ldots, n.$$

The real multiples of the unity of $\mathbb{R}_n$ are identified with the real numbers. If $x = x_0 + x_1e_1 + \cdots + x_ne_n \in \mathbb{R}^{n+1}$, then $x^c = x_0 - x_1e_1 - \cdots - x_ne_n$ and therefore the trace $t(x) = x + x^c = 2x_0$ is real and the norm $n(x) = xx^c = |x|^2$ is real nonnegative. These relations hold on the entire quadratic cone of $\mathbb{R}_n$, the subset $Q_{\mathbb{R}_n}$ of $\mathbb{R}_n$ defined by

$$Q_{\mathbb{R}_n} = \{ x \in \mathbb{R}_n \mid t(x) \in \mathbb{R}, n(x) \in \mathbb{R} \}.$$

Note that $Q_{\mathbb{R}_1} = \mathbb{R}_1 \simeq \mathbb{C}$, $Q_{\mathbb{R}_2} = \mathbb{R}_2 \simeq \mathbb{H}$, while $Q_{\mathbb{R}_n}$ is a proper subset of $\mathbb{R}_n$ if $n \geq 3$, properly containing the paravector space. Each element $x \in Q_{\mathbb{R}_n}$ can be uniquely written as

$$x = \text{Re}(x) + \text{Im}(x)$$

with $\text{Re}(x) = \frac{x + x^c}{2}$, $\text{Im}(x) = \frac{x - x^c}{2} = \beta J$, with $\beta = |\text{Im}(x)|$ and $J \in S_{\mathbb{R}_n}$, the “sphere” of all imaginary units $J$ in $\mathbb{R}_n$ (not necessarily paravectors) compatible with the $^*$-algebra structure, that is satisfying the conditions $t(J) = 0$, $n(J) = 1$. In other words, we still have the slice decomposition

$$Q_{\mathbb{R}_n} = \bigcup_{J \in S_{\mathbb{R}_n}} \mathbb{C}_J.$$
where $\mathbb{C}_J = (1, J)$ is the complex “slice” of $\mathbb{R}_n$ generated by $J \in \mathbb{S}_{\mathbb{R}_n}$. It holds $\mathbb{C}_J \cap \mathbb{C}_K = \mathbb{R}$ for each $J, K \in \mathbb{S}_{\mathbb{R}_n}$, $J \neq \pm K$. The quadratic cone is a real cone invariant with respect to translations along the real axis.

Let $\mathbb{R}_n \otimes_{\mathbb{R}} \mathbb{C}$ be the complex Clifford algebra, with elements represented as $w = a + ib$, $a, b \in \mathbb{R}_n$, $i^2 = -1$. Every Clifford polynomial $f(x) = \sum_k x^k a_k$ lifts to a unique polynomial function $F : \mathbb{C} \to \mathbb{R}_n \otimes_{\mathbb{R}} \mathbb{C}$ which makes the following diagram commutative for all $J \in \mathbb{S}_{\mathbb{R}_n}$:

\[
\begin{array}{cccc}
\mathbb{C} & \simeq & \mathbb{R} \otimes_{\mathbb{R}} \mathbb{C} & \overset{F}{\longrightarrow} & \mathbb{R}_n \otimes_{\mathbb{R}} \mathbb{C} \\
\downarrow \Phi_J & & \downarrow \Phi_J & & \\
\mathbb{Q}_{\mathbb{R}_n} & \overset{f}{\longrightarrow} & \mathbb{R}_n
\end{array}
\]

where $\Phi_J : \mathbb{R}_n \otimes_{\mathbb{R}} \mathbb{C} \to \mathbb{R}_n$ is defined by $\Phi_J(a + ib) := a + Jb$. The lifted polynomial is simply $F(z) = \sum_k z^k a_k$, with variable $z = \alpha + i\beta \in \mathbb{C}$. In this lifting, the usual product of polynomials with coefficients in $\mathbb{R}_n$ on one fixed side (the one obtained by imposing commutativity of the indeterminate with the coefficients when two polynomials are multiplied together) corresponds to the pointwise product in the algebra $\mathbb{R}_n \otimes_{\mathbb{R}} \mathbb{C}$.

If a Clifford algebra-valued function $f$ (not necessarily a polynomial) has a holomorphic lifting $F$ as in (1) then $f$ is called (left) slice-regular.

More precisely, let $D \subseteq \mathbb{C}$ be a set that is invariant with respect to complex conjugation. In $\mathbb{R}_n \otimes_{\mathbb{R}} \mathbb{C}$ consider the complex conjugation that maps $w = a + ib$ to $\overline{w} = a - ib$ (with $a, b \in \mathbb{R}_n$). If a function $F : D \to \mathbb{R}_n \otimes_{\mathbb{R}} \mathbb{C}$ satisfies $F(\overline{z}) = F(z)$ for every $z \in D$, then $F$ is called a stem function on $D$. Let $\Omega_D$ be the circular subset of the quadratic cone defined by

$\Omega_D = \bigcup_{J \in \mathbb{S}_{\mathbb{R}_n}} \Phi_J(D)$.

The stem function $F = F_1 + iF_2 : D \to \mathbb{R}_n \otimes_{\mathbb{R}} \mathbb{C}$ induces the (left) slice function $f = I(F) : \Omega_D \to \mathbb{R}_n$ in the following way: if $x = \alpha + J\beta = \Phi_J(z) \in \Omega_D \cap \mathbb{C}_J$, then

$f(x) = F_1(z) + JF_2(z)$,

where $z = \alpha + i\beta$. The slice function $f = I(F)$ is called (left) slice-regular if $F$ is holomorphic. The function $f = I(F)$ is called slice-preserving if $F_1$ and $F_2$ are real-valued (this is the case already considered by Fueter [10] for quaternionic functions and by Gürlebeck and Sprössig [16] for radially holomorphic functions on Clifford algebras). In this case, the condition $f(x^c) = f(x)^c$ holds for each $x \in \Omega_D$.

When $n = 2$, $\mathbb{R}_2$ is the algebra of real quaternions. If the domain $D$ intersects the real axis, this definition of slice regularity is equivalent to the one proposed by Gentili and Struppa [12]. For any $n > 2$, when the domain $\Omega$ intersects the real axis, the definition of slice regularity on $\mathbb{R}_n$ is equivalent to the one of slice monogenicity, in the sense that the restriction to the paravector space of a $\mathbb{R}_n$-valued slice-regular function is a slice-monogenic function.

### 1.2 Slice product and spherical derivatives

Let $\Omega = \Omega_D$ be a circular open subset of the quadratic cone of $\mathbb{R}_n$. The slice product of two slice functions $f = I(F), g = I(G)$ on $\Omega$ is the slice function induced by the
pointwise product of the stems $F$ and $G$, i.e., $f \cdot g = I(FG)$. If $f$ is slice-preserving, then $f \cdot g$ coincides with the pointwise product of $f$ and $g$. In this case, we will denote it simply by $fg$. Note that if $f, g$ are slice-regular on $\Omega$, then also $f \cdot g$ is slice-regular on $\Omega$.

The function $f^o_s : \Omega \to \mathbb{R}_n$, called spherical value of $f$, and the function $f'_s : \Omega \setminus \mathbb{R} \to \mathbb{R}_n$, called spherical derivative of $f$, are defined as

$$f^o_s(x) := \frac{1}{2}(f(x) + f(x^c)) \quad \text{and} \quad f'_s(x) := \frac{1}{2} \text{Im}(x)^{-1}(f(x) - f(x^c)).$$

They are slice functions, constant on every set of the form $S_x = \alpha + \mathbb{S}_{\mathbb{R}_n} \beta$ for any $x = \alpha + J\beta \in \Omega \setminus \mathbb{R}$. Moreover, they satisfy the relation

$$f(x) = f^o_s(x) + \text{Im}(x)f'_s(x) \quad (2)$$

for each $x \in \Omega \setminus \mathbb{R}$.

**Remark 1.** It can be shown that $f^o_s(x)$ is the spherical mean of $f$ on $S_x$, while $f'_s(x)$ is the spherical mean of $\text{Im}(x)^{-1}f(x)$ on $S_x$.

### 1.3 Slice-regularity and harmonicity

In [18] some formulas were proved, relating the Cauchy-Riemann operator, the spherical Dirac operator and the spherical derivative of a slice function. From this it was obtained a result which implies, in particular, the Fueter-Sce Theorem and gives a characterization of slice-regularity by means of the Cauchy-Riemann operator. We recall that Fueter’s Theorem [10], generalized by Sce [21], Qian [19] and Sommen [22] on Clifford algebras and octonions, in our language states that applying to a slice-preserving slice-regular function the Laplacian operator of $\mathbb{R}^4$ (in the quaternionic case) or the iterated Laplacian operator $(\Delta_{n+1})^m$ of $\mathbb{R}^{n+1}$ (in the Clifford algebra case with $n = 2m + 1$ odd), one obtains a function in the kernel, respectively, of the Cauchy-Riemann-Fueter operator or of the Cauchy-Riemann operator. This result was extended in [6] to the whole class of slice-monogenic functions defined by means of stem functions.

Since the paravector space $\mathbb{R}^{n+1}$ is contained in the quadratic cone $\mathcal{Q}_{\mathbb{R}_n}$, we can consider the restriction of a slice function on domains of the form $\Omega = \Omega_D \cap \mathbb{R}^{n+1}$ in $\mathbb{R}^{n+1}$. Thanks to the representation formula (see e.g. [13, Proposition 6]), this restriction uniquely determines the slice function. We will therefore use the same symbol to denote the restriction.

**Theorem 2.** [18, Corollary 3.3.3 and Corollary 3.4.4]

Let $f : \Omega \subseteq \mathbb{R}^{n+1} \to \mathbb{R}_n$ be a slice function of class $C^1(\Omega)$. Then it holds:

(a) $f$ is slice-regular if and only if $\overline{\partial}f = (1-n)f'_s$.

(b) Let $n = 2m + 1$ be odd. If $f : \Omega \subseteq \mathbb{R}^{n+1} \to \mathbb{R}_n$ is (the restriction of) a slice-regular function, then it holds:

(i) $(\Delta_{n+1})^m f'_s = 0$ on $\Omega$, i.e. the spherical derivative of a slice-regular function is $m$-harmonic.

(ii) The following generalization of Fueter-Sce Theorem for $\mathbb{R}_n$ holds true:

$$\overline{\partial}(\Delta_{n+1})^m f = 0 \quad \text{on} \ \Omega.$$
\begin{itemize}
\item[(iii)] \((\Delta_{n+1})^{m+1} f = 0\), i.e. every slice regular function on \(\mathbb{R}_n\) is polyharmonic of order \(m + 1\).
\end{itemize}

**Remark 2.** In the case of even \(n\), the fractional power \((\Delta_{n+1})^m\) of the Laplacian, with \(m = \frac{n-1}{2}\), can be defined by means of the Fourier transform. Recently, using the results of Qian [19], Altavilla, De Bie and Wutzig [2, Lemma 4.4] generalized point (i) of part (b) of the previous statement to the case of even dimension \(n\), proving that it still holds \((\Delta_{n+1})^m f = 0\) for every slice-regular function \(f\) for which \((\Delta_{n+1})^m f\) is a well-defined differentiable function.

\section{Almansi-type decomposition for slice-regular functions}

We firstly consider the case of polynomials \(p(x) = \sum_{k=0}^{d} x^k a_k\) with Clifford coefficients in \(\mathbb{R}_n\), with \(n\) odd. We start with a decomposition of Clifford powers \(x^k\) and then extend it by right-linearity.

**Proposition 1.** If \(n = 2m + 1\) is odd, then for every \(k \geq 0\) and for every \(x \in \mathbb{R}^{n+1} \subseteq \mathbb{R}_n\) it holds

\[ x^k = \mathcal{P}_k^m(x) - x^c \cdot \mathcal{P}_{k-1}^m(x) = \mathcal{P}_k^m(x) - x^c \mathcal{P}_{k-1}^m(x) \]

where for \(k \geq 0\) the function \(\mathcal{P}_k^m(x) := (x^{k+1})'_s\) is the spherical derivative of the Clifford power \(x^{k+1}\) on \(\mathbb{R}_n\) and \(\mathcal{P}_1^m := 0\).

**Proof.** Applying the Leibniz-type formula \((f \cdot g)' = f'_s \cdot g_{s} + f_s \cdot g'_s\) satisfied by the spherical derivative (see [13, §5]) to the power \(x^{k+1}\), we get

\[ (x^{k+1})'_s = (x \cdot x^k)'_s = (x)'_s (x^k) + (x^k)'_s = (x^k)'_s + x_0 (x^k)'_s. \]

Here the slice product coincides with the pointwise product since the functions are slice-preserving. Using (2) and (3), we can write

\[ x^k = (x^k)_s + \text{Im}(x)(x^k)'_s = (x^{k+1})'_s + x_0 (x^k)'_s + \text{Im}(x)(x^{k+1})'_s = (x^{k+1})'_s - x^c (x^k)'_s \]

which is the formula to be proved. \(\square\)

For every \(k \geq 0\), the polynomial \(\mathcal{P}_k^m(x)\) is a homogeneous polynomial in the variables \(x_0, \ldots, x_n\), of (total) degree \(k\), with real coefficients (see [13, §3.5]). From point (b) of Theorem 2 it follows that \(\mathcal{P}_k^m\) is \(m\)-harmonic. Moreover, being a spherical derivative, it has an axial symmetry with respect to the real axis, i.e. \(\mathcal{P}_k^m \circ T = \mathcal{P}_k^m\) for every orthogonal transformation \(T\) of \(\mathbb{R}^{n+1}\) that fixes the real points. Every polynomial in the variables \(x_0, \ldots, x_n\) of the form \(\sum_{k=0}^{d} \mathcal{P}_k^m(x) a_k\) has the same properties. It will be called a zonal \(m\)-harmonic polynomial with pole 1.

**Example 1.** Let \(n = 5\) and \(m = 2\) and consider the (3-harmonic) powers \(x^k\) of the Clifford variable in \(\mathbb{R}^6 \subseteq \mathbb{R}_5\). It holds, for every \(k \geq 1\),

\[ x^k = \mathcal{P}_k^2(x) - x^c \mathcal{P}_{k-1}^2(x) \quad \forall x \in \mathbb{R}^6 \subseteq \mathbb{R}_5, \]

with zonal biharmonics \(\mathcal{P}_k^2(x)\) in \(\mathbb{R}^6\). For example, \(x^4 = \mathcal{P}_4^2(x) - x^c \mathcal{P}_3^2(x)\) with

\[ \mathcal{P}_3^2(x) = 4x_0 (x_0^2 - x_1^2 - x_2^2 - x_3^2 - x_4^2) \text{ and } \mathcal{P}_4^2(x) = 5x_0^2 - 10x_0 x_5 - \sum_{i=1}^{5} x_i^2 \left( \sum_{j=1}^{5} x_j^2 \right) \]

It holds \(\Delta_0 \mathcal{P}_4^2 = -40x_0^2 + 8 \left( \sum_{i=1}^{5} x_i^2 \right)\) and then \(\Delta_0^2 \mathcal{P}_4^2 = 0\), as expected.
Corollary 1. Let \( f(x) = \sum_{k=0}^{d} x^{k} a_k \) be a polynomial function of degree \( d \geq 1 \) with Clifford coefficients \( a_k \in \mathbb{R}_{n} \) (with \( n = 2m + 1 \) odd). Then there exist two zonal \( m \)-harmonic polynomials \( A \) and \( B \) with pole 1, of degrees \( d \) and \( d - 1 \) respectively, such that

\[
f(x) = A(x) - x^{d} B(x) \quad \text{for every} \ x \in \mathbb{R}^{n+1}.
\]

Proof. In view of the preceding proposition, it suffices to set \( A(x) := \sum_{k=0}^{d} \mathcal{P}^{m}_{k}(x)a_k \) and \( B(x) := \sum_{k=0}^{d} \mathcal{P}^{m}_{k-1}(x)a_k \).

The polynomial \( \mathcal{P}^{m}_{k}(x) \) coincides, up to a real multiplicative constant \( c^{m}_{k} \), with the unique zonal \( m \)-harmonic homogeneous polynomial on \( \mathbb{R}^{n+1} \) of degree \( k \) with pole 1 (see \([4]\) Chapter 5) for the harmonic case \( (m = 1) \) and \([20]\) for the genuine polyharmonic case \( (m > 1) \). This means that there exists a real constant \( c^{m}_{k} \) such that

\[
\mathcal{P}^{m}_{k}(x) = c^{m}_{k} Z^{m}_{k}(x,1),
\]

where \( Z^{m}_{k}(x,y) \) is the reproducing kernel of the \( m \)-harmonic homogeneous polynomials of degree \( k \) on \( \mathbb{R}^{n+1} \) with respect to the Fischer inner product or (with different constants) with respect to the \( L^{2} \)-product on the unit sphere \( \mathbb{S}^{n} \) of \( \mathbb{R}^{n+1} \). The constants \( c^{m}_{k} \) can be determined from the property \( \mathcal{P}^{m}_{k}(1) = k + 1 \). The value \( \mathcal{P}^{m}_{k}(1) \) can be computed using the fact that the spherical derivative \( f' \) of a slice-regular function \( f = I(F) \) extends to the real points with the values of the slice derivative \( \frac{\partial F}{\partial x} \) of \( f \) \([13]\). Since

\[
\frac{\partial \mathcal{P}^{m}_{j}}{\partial x} = j x^{j-1} \quad \text{for every} \ j \geq 1,
\]

it holds \( \mathcal{P}^{m}_{k}(1) = (k+1)(x^{k})_{x=1} = k + 1 \).

In particular, when \( m = 1 \), \( Z^{1}_{k}(x,y) \) is the (solid) zonal harmonic of degree \( k \) and pole \( y \) in \( \mathbb{R}^{4} \) (denoted by \( Z_{k}(x,y) \) in \([4]\) Chapter 5). In this case the constants are \( c^{1}_{k} = 1/(k+1) \) (see \([18]\) Proposition 3.5.1), i.e.

\[
\mathcal{P}^{1}_{k}(x) = \frac{1}{k+1} Z_{k}(x,1).
\]

Now we extend Corollary 1 in two directions: we prove the Almansi-type decomposition for every slice-regular function of a Clifford variable and we remove the requirement on the dimension \( n \) to be odd.

The following statement we will consider slice functions that are \( m \)-harmonic and axially symmetric with respect to the real axis. In accordance with the terms used for polynomials, such functions will be called zonal \( m \)-harmonic functions with pole 1. For brevity, we use the notation \( \partial_{\alpha} \) and \( \partial_{\beta} \) to denote the partial derivatives with respect to \( \alpha \) and \( \beta \).

Theorem 3. Let \( n \geq 2 \) be any integer and let \( m = \frac{n-1}{2} \). Let \( f : \Omega \subseteq \mathbb{R}^{n+1} \to \mathbb{R}^{n} \) be slice-regular. If \( n \) is even, we assume that the fractional Laplacian \( (\Delta_{n+1})^{m} f \) is a well-defined differentiable function. Then there exist two unique \( \mathbb{R}^{n} \)-valued zonal \( m \)-harmonic functions \( A, B \) with pole 1 on \( \Omega \), such that

\[
f(x) = A(x) - x^{d} B(x) \quad \forall x \in \Omega.
\]

Conversely, if \( A \) and \( B \) are \( \mathbb{R}^{n} \)-valued functions of class \( C^{1} \) on \( \Omega \), axially symmetric with respect to the real axis, then \( g(x) := A(x) - x^{d} B(x) \) is a slice function on \( \Omega \). The
function \( g \) is slice-regular if and only if \( A \) and \( B \) satisfy the system of equations

\[
\begin{align*}
\partial_\alpha A - \alpha \partial_\alpha B - \beta \partial_\beta B &= 2B \\
\partial_\beta A - \alpha \partial_\beta B + \beta \partial_\alpha B &= 0
\end{align*}
\]

where \( \alpha = x_0 \) and \( \beta = |\text{Im}(x)| = \sqrt{x_1^2 + \cdots + x_n^2} \).

**Proof.** Assume that \( f \) is slice-regular on \( \Omega \). Then also \( x \cdot f = xf \) is slice-regular and it holds

\[
(xf)'_s = (x \cdot f)'_s = (x)'_s f'_s + (x)'_s f'_s = f'_s + x_0 f'_s.
\]

(5)

From \( 2 \) and \( 5 \) we get

\[
f(x) = f'_s(x) + \text{Im}(x)f'_s(x) = (f'_s(x) + x_0 f'_s(x)) - x^\alpha f'_s(x) = (xf)'_s = x^\alpha f'_s(x).
\]

Define \( A(x) := f'_s(x) + x_0 f'_s(x) = (xf)'_s \) and \( B(x) := f'_s(x) \). Point \( b \) of Theorem \( 2 \) together with Remark \( 2 \) implies that \( A \) and \( B \), being spherical derivatives of slice regular functions, are zonal \( m \)-harmonic slice functions on \( \Omega \) with pole \( 1 \).

To prove uniqueness, we observe that if \( f(x) = A(x) - x^\alpha B(x) \) with \( A \) and \( B \) axially symmetric functions w.r.t. the real axis, then for every \( x \in \Omega \cap \mathbb{R} \) it holds

\[
f'_s(x) = (2 \text{Im}(x))^{-1} (A(x) - x^\alpha B(x) - A(x^\alpha) + xB(x^\alpha)).
\]

Since \( A(x^\alpha) = A(x) \) and \( B(x^\alpha) = B(x) \), we get that \( f'_s(x) = (2 \text{Im}(x))^{-1} (x - x^\alpha)B(x) = B(x) \). From this we deduce also \( A(x) = f(x) + x^\alpha f'_s(x) \) and therefore \( A \) and \( B \) are uniquely determined by \( f \).

Conversely, assume that \( A \) and \( B \) are axially symmetric w.r.t. the real axis on \( \Omega = \Omega_D \). Given \( x = \alpha + j\beta \in \Omega \) and \( z = \alpha + i\beta \in \Omega_D \), we set \( G_1(z) := A(z) - x_0 B(z) = A(z) - \alpha B(z) \) and \( G_2(z) := \beta B(z) \). Thanks to the symmetry properties of \( A \) and \( B \), \( G_1 \) and \( G_2 \) are well-defined functions from \( D \) into \( \mathbb{R} \), and the function \( G := G_1 + iG_2 \) is a stem function of class \( C^1 \) on \( D \), which induces the slice function \( g = A - x^\alpha B \):

\[
I(G)(x) = A(x) - x_0 B(x) + J\beta B(x) = A(x) - (x_0 - \text{Im}(x))B(x) = A(x) - x^\alpha B(x).
\]

To conclude the proof it is sufficient to see that the Cauchy–Riemann equations \( \partial_\alpha G_1 = \partial_\beta G_2, \partial_\beta G_1 = -\partial_\alpha G_2 \) for \( G \) are equivalent to the system \( 4 \) for \( A \) and \( B \).

**Example 2.** For \( n = 3, m = 1 \), the functions \( A, B \) associated to \( f \) are \( \mathbb{R}_3 \)-valued harmonic function of four real variables. For example, let

\[
f(x) = \exp(x) = e^{x_0} \cos \sqrt{x_1^2 + x_2^2 + x_3^2} + \frac{\text{Im}(x)}{|\text{Im}(x)|} e^{x_0} \sin \sqrt{x_1^2 + x_2^2 + x_3^2}
\]

be the slice-preserving regular function induced on \( \mathbb{Q}_{\mathbb{R}_3} \) by the complex exponential. Then \( f(x) = A(x) - x^\alpha B(x) \) with harmonic components \( A, B \) on \( \mathbb{R}^4 \) given by

\[
\begin{align*}
A(x) &= e^{x_0} \left( \cos \sqrt{x_1^2 + x_2^2 + x_3^2} + x_0 \frac{\sin \sqrt{x_1^2 + x_2^2 + x_3^2}}{\sqrt{x_1^2 + x_2^2 + x_3^2}} \right), \\
B(x) &= e^{x_0} \frac{\sin \sqrt{x_1^2 + x_2^2 + x_3^2}}{\sqrt{x_1^2 + x_2^2 + x_3^2}}.
\end{align*}
\]
Example 3. For $n = 2$, $m = 1/2$, the function $g(x) = x^{-1} = x^c |x|^{-2}$ is slice-regular on $\mathbb{R}^3 \setminus \{0\} \subset \mathbb{R}$. The function $\Delta^{1/2}_3 g$ is a multiple of the monogenic Cauchy kernel $E(x) = x^c |x|^{-3}$ on $\mathbb{R}$. It holds

$$g'_s = -\overline{g} = -|x|^{-2} \quad \text{and} \quad (xg)'_s = 0.$$ 

Therefore the decomposition of Theorem 2 is given by $A \equiv 0$, $B(x) = -|x|^{-2}$. These functions are in the kernel of the fractional Laplacian $\Delta^{1/2}_3$ on $\mathbb{R}^3 \setminus \{0\}$.

Remark 3. The $m$-harmonic functions $A$ and $B$ in the statement of Theorem 3 can also be computed from $f$ by differentiation using the Cauchy-Riemann operator on $\mathbb{R}^n$. Since $A(x) = (xf)'_s$ and $B(x) = f'_s(x)$, from point (a) of Theorem 2 we get

$$A = \frac{1}{1-n} \overline{f}(xf) \quad \text{and} \quad B = \frac{1}{1-n} \overline{f}f.$$

Combining Theorem 3 with the classical Almansi’s Theorem, we obtain another decomposition in terms of biharmonic functions in the kernel of the operator $\overline{\partial}\Delta_{n+1}$.

Here we assume $m > 1$ because the case $m = 1$ is already contained in Theorem 2.

Corollary 2. Let $n = 2m + 1 > 3$ be odd. Let $\Omega \subset \mathbb{R}^{n+1}$ be a star-like domain with centre 0. Let $f : \Omega \subset \mathbb{R}^{n+1} \rightarrow \mathbb{R}^n$ be slice-regular. Then there exist $\mathbb{R}_n$-valued zonal biharmonic functions $g_0, \ldots, g_{m-1}$ on $\Omega$, with pole 1, such that

$$f(x) = g_0(x) + |x|^2 g_1(x) + \cdots + |x|^{2m-2} g_{m-1}(x) \quad \forall x \in \Omega.$$

The functions $g_0, \ldots, g_{m-1}$ belong to the kernel of the operator $\overline{\partial} \Delta_{n+1}$.

Proof. Let $f = A - x^c B$ be the decomposition given in Theorem 3. Applying Theorem 1 to the $2^n$ real components of $A$ and $B$, which are $m$-harmonic on $\Omega$, we get $\mathbb{R}_n$-valued harmonic functions $u_0, \ldots, u_{m-1}$ and $v_0, \ldots, v_{m-1}$ such that

$$A(x) = \sum_{k=0}^{m-1} |x|^{2k} u_k(x) \quad \text{and} \quad B(x) = \sum_{k=0}^{m-1} |x|^{2k} v_k(x).$$

Therefore

$$f(x) = A(x) - x^c B(x) = \sum_{k=0}^{m-1} |x|^{2k} (u_k(x) - x^c v_k(x)) = \sum_{k=0}^{m-1} |x|^{2k} g_k(x).$$

The functions $g_k = u_k - x^c v_k$ have the same symmetry properties as the functions $A$ and $B$. This follows from the uniqueness of the Almansi decomposition. Given any orthogonal transformation $T$ of $\mathbb{R}^{n+1}$ that fixes the real points, also $A \circ T$ is $m$-harmonic and $u_k \circ T$ is harmonic. Since

$$A(T(x)) = \sum_{k=0}^{m-1} |x|^{2k} u_k(T(x)) = A(x),$$

it must be $u_k(T(x)) = u_k(x)$ for every $k$. The same holds for $B$. To prove the last statement of the thesis, we observe that for every $\mathbb{R}_n$-valued function $u$, it holds $\Delta_{n+1} (x^c u) = 2\partial u + x^c \Delta_{n+1} u$. Therefore $\Delta_{n+1} g_k = \Delta_{n+1} (-x^c v_k) = -2\partial v_k$ and then $\overline{\partial} \Delta_{n+1} g_k = -2\overline{\partial} v_k = -2\Delta_{n+1} v_k = 0$. In particular, the functions $g_k$ are biharmonic. 

\[\square\]
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