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Abstract

Visual robot self-localization is a fundamental problem in visual robot navigation and has been studied across various problem settings, including monocular and sequential localization. However, many existing studies focus primarily on single-robot scenarios, with limited exploration into general settings involving diverse robots connected through wireless networks with constrained communication capacities, such as open-world distributed robot systems. In particular, issues related to the transfer and sharing of key knowledge, such as visual descriptions and visual vocabulary, between robots have been largely neglected. This work introduces a new self-localization framework designed for open-world distributed robot systems that maintains state-of-the-art performance while offering two key advantages: (1) it employs an unsupervised visual vocabulary model that maps to multimodal, lightweight, and transferable visual features, and (2) the visual vocabulary itself is a lightweight and communication-friendly model. Although the primary focus is on encoding monocular view images, the framework can be easily extended to sequential localization applications. By utilizing complementary similarity-preserving features—both absolute and relative—the framework meets the requirements for being unsupervised, multimodal, lightweight, and transferable. All features are learned and recognized using a lightweight graph neural network and scene graph. The effectiveness of the proposed method is validated in both passive and active self-localization scenarios.

I. INTRODUCTION

Visual robot self-localization is a fundamental problem in visual robot navigation and has been studied across various problem settings, including monocular and sequential localization. However, many existing studies focus primarily on single-robot scenarios, with limited exploration into general settings involving diverse robots connected through wireless networks with constrained communication capacities, such as open-world distributed robot systems. In particular, issues related to the transfer and sharing of key knowledge, such as visual descriptions and visual vocabulary, between robots have been largely neglected.

Image sequence-based self-localization has received considerable attention as a highly compressive and discriminative approach to long-term visual place recognition (VPR) across domains (e.g., weather, time of day, and season). Highly-compressive scene representation is essential for robots to perform long-term and large-scale VPR tasks in virtual training and real deployment environments. Given a long-term image sequence $I^\text{map}_1, \ldots, I^\text{map}_T$ covering the robot workspace in a past domain ("map"), the sequence-based self-localization aims to determine the most matched sub-sequence for a short-term query sequence $I^\text{query}_1, \ldots, I^\text{query}_T$ in a new unseen domain [1]. An advantage of this sequence-based self-localization approach is its good balance between discriminative power and compactness. Even in highly compressive applications (e.g., 4-bit image descriptor [2]) where typical single-view self-localization approaches struggle, the sequence-based self-localization approach may maintain high performance due to multi-view information fusion. Moreover, such a map can be flexibly reorganized into a local map $I_a, \ldots, I_b$ with arbitrary start $a$ and goal $b$ viewpoints ($|b-a| < T$), enabling efficient reuse of storage in applications such as multi-robot multi-session knowledge sharing [3].

In this study, we explore the sequence-based self-localization problem from a novel perspective of sequential semantic scene graph (S3G), as shown in Fig. 1. The motivation for this approach is threefold. First, the semantic scene graph (S2G) $x^G = \langle x^N, x^E \rangle$, where nodes $x^N$ represent semantic regions (e.g., object regions) and edges $x^E$ represent relationships between nodes, is one of the most compact scene descriptors in computer vision [4]. Second, recently-developed deep graph convolutional neural networks (GCNs) can serve as a powerful visual place classifier (VPC) $y = f_{\text{VPC}}(x)$ that takes a scene graph $x$ as input and predicts the place class $y$ [5]. Third, such a well-trained VPC provides useful information for viewpoint planning (VP) of the query sequence $I^\text{query}_1, \ldots, I^\text{query}_T$, which further improves the VPR performance. The remaining challenge is designing an effective similarity-preserving mapping $x^E = f_{\text{SE}}(I)$ from an input image $I$ to a scene graph $x^E$.

Here, we propose to exploit a pair of similarity-preserving mappings: image-to-nodes $x^N = f_{\text{SN}}(I)$ and image-to-edges $x^E = f_{\text{SE}}(I)$, which provide two forms of appearance/spatial image features. In earlier approaches, appearance and spatial image features are separately mapped to nodes and edges, respectively (i.e., appearance-to-nodes, and spatial-to-edges) [6]. However, in our highly compressive application, the amount of information lost in dimension reduction is significant, which can frequently lead to recognition errors in self-localization. In the proposed approach, nodes $x^N$ and edges $x^E$ act as absolute (e.g., size and brightness) and relative (e.g., larger and brighter) features that complement each other, thereby further improving overall VPR performance.

Our contributions are as follows:
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Fig. 1. Visual place recognition (VPR) from a novel highly compressive sequential semantic scene graph (S3G) is considered. To address the information lost in dimension reduction, the appearance/spatial image information is mapped to two different features, absolute (node) and relative (edge) features, which complement each other. Additionally, a new task of viewpoint planning of the query S3G is enabled by the trained VPR, to further improve the VPR performance.

1) We propose an unsupervised visual vocabulary model that provides multimodal, lightweight, and transferable features for both monocular and sequential localization applications.

2) We designed the visual vocabulary model to be lightweight and communication-friendly, with features learned and recognized through a lightweight graph neural network and scene graph.

3) We develop a prototype system implementing the proposed framework for simultaneous visual place recognition (VPR) and viewpoint planning.

The effectiveness of this method is validated in both passive and active self-localization scenarios using the public NCLT dataset [7].

II. RELATED WORK

Highly compressive scene descriptors have been extensively studied in long-term, large-scale Visual Place Recognition (VPR) applications. In single-view VPR applications, vector quantization techniques, such as bag-of-words [8], and compact binary codes based on either local [8] or global features [9] have been explored. More recently, methods have been developed to pack local image features into compact binary codes to further reduce the bits per image [10]. Compared to these single-view approaches, sequence-based self-localization requires fewer bits per image due to multi-view information fusion. Our approach combines the advantages of robust multi-view self-localization and discriminative scene graph descriptors.

The field of sequence-based self-localization was pioneered by the seminal work of SeqSLAM [11], the first cross-domain self-localization system. Subsequent research has focused on improving descriptive power [12] and inference algorithms [13]. While most existing works concentrate on enhancing VPR accuracy and reducing execution time, our work emphasizes graph neural networks and scene graph compression, along with a new task of viewpoint planning. This is particularly effective for autonomous navigation scenarios, where the robot must adjust its viewpoints to minimize energy consumption during movement.

Recent research has shown increased interest in graph-based scene representation for self-localization [14]–[16]. For instance, [14] decouples a scene into subimages via semantic segmentation and connects these subimages with object-level edges, demonstrating good VPR performance.

Earlier approaches often describe nodes with high-dimensional visual features. However, this method is costly in highly compressive applications [17]. Our approach utilizes lightweight feature category IDs instead of expensive high-dimensional features.

Graph-based VPR has been formulated as a graph matching task [18]. However, the cost of graph matching algorithms increases rapidly with environment size. Our approach formulates graph-based VPR as a graph classification task, inheriting the benefits of classification tasks, such as flexibility in defining place classes [19], a compressed classifier model [20], and high classification speed [21].

Our active vision approach, based on viewpoint planning, is inspired by recent advancements in active self-localization. The work of [22] extends the Markov localization framework for action planning, while [23] presents an appearance-based active observer for micro-aerial vehicles. The method in [24] addresses active self-localization using a learned policy model with deep neural networks. Additionally, [25] completely learns the policy model, perceptual model, and likelihood model, and [26] investigates a neural network-based active SLAM framework. However, these studies assume in-domain scenarios where appearance changes between training and testing domains are minimal. Our approach tackles this issue from a novel perspective of domain-invariant VPR. To the best of our knowledge, no prior work has applied Graph Convolutional Networks (GCNs) in this context.
III. APPROACH

The system includes the (offline) training module and (online) test module. In addition, a scene graph descriptor sub-module is employed by both the training and test modules. These modules are detailed in the following subsections.

A. Edge: Relative Feature

We considered several possible approaches for constructing graph edges from an input query/map image sequence. The first approach views each image frame in the sequence as a graph node and connects neighboring image nodes with edges [5]. The second approach applies pre-defined partitioning, such as grid-based partitioning, to obtain spatio-temporal node regions. The third approach uses semantic video segmentation techniques to segment an input image sequence (video clip) into spatio-temporal region nodes. The fourth approach employs image segmentation techniques to segment images into image region nodes.

In this study, we chose the image scene graph with image region nodes (i.e., the fourth approach) for the following reasons. Our earlier system on Graph Convolutional Network (GCN)-based VPR [5] used predefined regions for each image frame (e.g., “center,” “left,” “right”). However, this graph structure did not accurately reflect the scene layout and thus provided limited information. We used this method as a baseline in our experiments.

The second and third approaches are prohibitive for our application; they require the start/goal endpoints of individual sequences to be defined during the training stage, which cannot be adjusted on the fly during the testing stage. In contrast, the fourth approach is both flexible and informative. Unlike the second and third approaches, it allows the map-user robot to dynamically control the endpoints during the testing stage. Furthermore, unlike the first approach, the graph edges in this method accurately reflect the scene layout, resulting in more informative scene graphs.

The procedure for graph construction is as follows. First, semantic labels are assigned to pixels using DeepLab v3+ [27], pretrained on the Cityscapes dataset. Regions smaller than 100 pixels are regarded as noise and removed. Connected regions with the same semantic labels are identified using a flood-fill algorithm [28], with each region assigned a unique region ID. Each region is then connected to its neighboring regions by edges. Finally, an image scene graph with image region nodes is obtained.

B. Node: Absolute Feature

Image region descriptors (i.e., node descriptors in our case) have been extensively studied. Existing descriptors can generally be categorized into two groups: local features [29] and global features [9]. Most descriptors are either high-dimensional feature vectors [29] or unordered collections of vector quantized features known as "bag-of-words" [8]. However, these descriptors incur significant space costs that increase with the number and dimensionality of the original feature vectors, often requiring hundreds or thousands of bytes per scene. This poses a challenge in highly compressive applications such as ours.

In the field of image retrieval, semantic labels (e.g., object category IDs) have been utilized as extremely compact descriptors for indexing and retrieving images [30].

A key difference between our robotics application and image retrieval applications is the importance of surrounding object semantics and their spatial information, such as bearing (“B”) and range (“R”), in visual place recognition (VPR). In robotic SLAM, special interest has been given to various types of spatial information, including range-bearing SLAM [31], range-only SLAM [32], and bearing-only SLAM [33].

Based on these considerations, our VPR task was formulated using bearing-range-semantic (BRS) measurements.

Specifically, our approach involves re-categorizing the semantic labels output by a semantic segmentation network [27] into seven distinct semantic category IDs: "sky," "tree," "building," "pole," "road," "traffic sign," and "the others." These correspond to the original labels {"sky"}, {"vegetation"}, {"building"}, {"pole"}, {"road"}, {"sidewalk"}, {"traffic-light"}, {"traffic-sign"}, and {"person"}, {"rider"}, {"car"}, {"truck"}, {"bus"}, {"train"}, {"motorcycle"}, {"bicycle"}, {"wall"}, {"fence"}, {"terrain"}. The center location of each region was quantized into nine "bearing" category IDs using a $3 \times 3$ regular grid. The region size was quantized into three "range" category IDs: "short distance" (larger than 150 K pixels), "medium distance" (50 K-150 K pixels), and "long distance" (smaller than 50 K pixels) for a 616×808 image. Finally, these semantic, bearing, and range category IDs are combined to form a 189-dimensional one-hot vector as the node descriptor.

At first glance, the use of edges as additional features might appear unnecessary, given that both appearance and spatial features are already incorporated in the node descriptors. However, the objectives of edge descriptors are quite different. Specifically, edge descriptors are more suited for capturing relative features (e.g., position relationships) rather than absolute features (e.g., position).

Nodes and edges can act as complementary error detection codes [34], enhancing each other’s effectiveness. For example, as illustrated in Figure 2 edge features play a crucial role in discriminating between nearly duplicate Scene Graph (S2G) pairs, a task that cannot be achieved with node descriptors alone.
Fig. 2. Importance of edges. In highly compressive applications, a naive strategy of using only absolute features (i.e., nodes) suffer from information loss during dimension reduction. To address this issue, we exploit the edges as relative features that complement the absolute features.

C. Region Merging

Most existing techniques for semantic segmentation trade domain-invariance for accuracy. Their objective function and performance metrics prioritize pixel-level precision and recall, aiming to detect semantically coherent regions with the highest accuracy. Consequently, the graph topology produced by these methods is often adversely affected by factors such as viewpoint drift and occlusions. This poses a challenge for our Visual Place Recognition (VPR) application, as the graph topology serves as a primary cue that significantly influences the performance of Graph Convolutional Networks (GCNs) [5].

To mitigate this issue, we adopted a region merging technique inspired by recent work [35]. Specifically, we eliminate small regions with areas smaller than 1,000 pixels (for a 616×808 image). This simple technique has proven to be highly effective in enhancing VPR performance, as demonstrated through ablation studies presented in Section IV.

D. Self-localization from S2G

Self-localization using Semantic Scene Graphs (S2Gs) is effectively addressed by Graph Convolutional Network (GCN)-based Visual Place Classifiers (VPCs). This approach takes a single-view image and predicts the place class. GCNs are a prominent type of graph neural network and have been successfully applied in various domains, including web-scale recommender systems [36] and chemical reactivity prediction [37]. In our recent study [5], a GCN was trained as an image-sequence classifier and achieved state-of-the-art performance in Visual Place Recognition (VPR).

For defining place classes, we follow the grid-based partitioning method described in [38]. In the experimental environment, this method results in a 10×10 grid, yielding a total of 100 place classes.

In this study, we trained a GCN using S2Gs as the training data. The graph convolution operation processes each node \(v_i\) in the following manner. Initially, the node receives messages from its neighboring nodes connected by edges. These messages are aggregated by summing them via the SUM function. The aggregated result is then passed through a single-layer fully connected neural network, followed by a nonlinear transformation to generate a new feature vector. We used the rectified linear unit (ReLU) operation as the nonlinear transformation in this study. This process is applied to all nodes in the graph during each iteration, producing a new graph with updated node features while maintaining the original graph’s structure.

The iterative process is repeated \(L\) times, where \(L\) denotes the number of GCN layers. After averaging the graph node information obtained from these iterations, the probability value vector for the graph’s prediction is derived by applying a fully connected layer and the softmax function. For implementation, we utilized the Deep Graph Library (DGL) [39] on the PyTorch backend.

E. Self-localization from S3G

The sequence-based self-localization system aims to estimate the robot’s location from a sequence of Semantic Scene Graphs (S2Gs), collectively referred to as Sequential Semantic Scene Graphs (S3Gs). This system is composed of two primary modules: information fusion and viewpoint planning.

The information fusion module utilizes a particle filter (PF) to integrate the history of perceptual-action measurements \(P_{t_1}^{\text{query}}, \ldots, P_{t_n}^{\text{query}}\) at each viewpoint \(t_n\) of the query image sequence into the current belief of the robot’s location [40]. In this context, an action corresponds to a forward movement along the viewpoint trajectory, while a perception corresponds to a class-specific probability density vector (PDV) output by the GCN.

Viewpoint planning is formulated as a reinforcement learning (RL) problem, where a learning agent interacts with a stochastic environment. This interaction is modeled as a discrete-time discounted Markov decision process (MDP),
Fig. 3. Experimental environments. The trajectories of the four datasets, “2012/1/22,” “2012/3/31,” “2012/8/4,” and “2012/11/17,” used in our experiments are visualized in green, purple, blue, and light-blue curves, respectively.

represented as a quintuple \( (S,A,P,R,\gamma) \). Here, \( S \) and \( A \) denote the sets of states and actions, respectively, \( P \) represents the state transition distribution, \( R \) denotes the reward function, and \( \gamma \in (0,1) \) is the discount factor (\( \gamma = 0.9 \)).

The probability distribution over the next state and the immediate reward of performing action \( a \) in state \( s \) are denoted by \( P(\cdot|s,a) \) and \( r(s,a) \), respectively. The state \( s \) is defined as the class-specific reciprocal rank vector [41], and action \( a \) corresponds to a forward movement along the route. In our experiments, the action candidate set was \( A = \{1,2,\ldots,10\} \) meters. Each training/test episode consists of 10 sequential actions.

To address the curse of dimensionality in RL, we employed the nearest neighbor approximation of Q-learning (NNQL) [42] with \( k = 4 \). The immediate reward was provided at the final viewpoint of each training episode, calculated as the reciprocal rank value of the ground truth viewpoint.

IV. EXPERIMENTS

The proposed method was evaluated in a cross-season self-localization scenario to validate whether the GCN-based Visual Place Recognition (VPR) method could enhance performance in both passive and active VPR scenarios.

The public NCLT dataset [7] was employed for the experiments, as shown in Figure 3. This dataset, collected using a Segway vehicle at the University of Michigan North Campus, encompasses long-term autonomy with both indoor and outdoor environments. The dataset presents various geometric changes (e.g., object placement, pedestrian movements, car parking/stopping) and photometric changes (e.g., lighting variations, shadows, occlusions).

In particular, we considered challenging cross-season self-localization scenarios, where the self-localization system is trained and tested across different seasons. We created four (training, test) season pairings from the dataset: “2012/1/22 (WI),” “2012/3/31 (SP),” “2012/8/4 (SU),” and “2012/11/17 (AU).” The pairings were (WI, SP), (SP, SU), (SU, AU), and (AU, WI). Additionally, an extra season, “2012/5/11 (EX),” was used for training the VPR system. The VPR was trained once using the EX season data and the learned parameters were applied across all the training-testing season pairs.

Figure 4 illustrates scene graphs obtained using the proposed scene graph construction procedure. Notably, domain-invariant elements, such as buildings and roads, were predominantly selected as image region nodes.

We evaluated three different VPR methods: GCN, naive Bayes nearest neighbor (NBNN), and k-nearest neighbor (kNN). All methods utilized an image sequence represented as an S3G. The GCN is the proposed method detailed in Section III. Given that prior studies on highly compressive S3G applications are limited, our investigation focused on developing and evaluating various possible ablations of this method.

NBNN [43] is well-established for measuring dissimilarities between feature sets, demonstrating high performance in previous studies [44]. NBNN calculates the L2 distance from the nearest-neighbor map feature to each query feature and averages this over all query features to yield the NBNN dissimilarity value.

kNN, a traditional non-parametric classification method, classifies based on the nearest-neighbor training samples in the feature space. The class labels most frequently assigned to the k nearest neighbors (i.e., minimum L2 norm) are used as the classification result. In this approach, an image is described by a 189-dimensional histogram vector that aggregates all node features belonging to the image.

The Visual Place Recognition (VPR) performance was evaluated in terms of top-1 accuracy. The evaluation procedure was conducted as follows:

1) The VPR performance was assessed at all viewpoints of the query sequence, not limited to the final viewpoint.
2) For each viewpoint, the top-1 accuracy was computed based on the latest output from the particle filter. Specifically, the class with the highest belief value was compared to the ground-truth class to determine if they matched.

V. RESULTS AND DISCUSSION

A. Behavior of the Robot

Figure 5 illustrates examples of views before and after planned Next-Best-View (NBV) actions. The behavior of the robot was intuitively convincing. Prior to the move, the scene was either non-salient, consisting only of the sky, road, and trees (Figure 5 a, b, c), or the field of view was very narrow due to occlusions (Figure 5 d). After the move, landmark objects came
into view (Figure 5a, c) or additional landmarks appeared (Figure 5b, d). Such behaviors are intuitively appropriate and effective for seeking and tracking landmarks, similar to how humans look for familiar landmarks when lost. Our approach enables the robot to learn such appropriate step sizes from available visual experience.

B. Ablation Study

An ablation study was conducted to observe the effects of individual components, including the relative edge feature (Section III-A) and the region merging technique (Section III-C). Table I presents the results for all combinations of the proposed and baseline methods with and without viewpoint planning (VP). Notably, the proposed method demonstrated superior performance compared to other methods. The region merging technique (Section III-C) contributed to reducing the number of nodes while retaining VPR performance. Specifically, the number of nodes was reduced from an average of 19.8 to 7.2 per S2G, which resulted in a reduction in computation time for VPR from 0.82 ms to 0.16 ms. Particularly, the use of the edge feature and the NBV module often significantly enhanced VPR performance.

C. Space Costs

Finally, we investigated space costs. The average number of nodes per S2G was 7.2. Each node descriptor consumed 8 bits. The space costs for nodes and edges were 57.8 bits and 12.5 bits per S2G, respectively. These costs are significantly lower than those of typical methods based on high-dimensional vectorial features and compact variants such as bag-of-words. Notably, the current descriptors were not compressed, suggesting that further compression may be achievable.

VI. CONCLUSIONS

Existing studies on visual robot self-localization, which cover monocular and sequential contexts, often concentrate on single-robot scenarios and overlook the challenges of transferring and sharing critical visual knowledge between robots in open-world distributed systems. In this study, we proposed a novel, highly compressive Visual Place Recognition (VPR) framework for sequence-based self-localization using Scene-to-Graph (S3G) representations. To address the significant information loss resulting from dimensionality reduction, we introduced a pair of similarity-preserving mappings?image-to-nodes and image-to-edges?that complement each other. Additionally, we applied the S3G framework to the viewpoint-planning task, enabling dynamic control of viewpoints to further enhance performance. We validated the effectiveness of the proposed method through experiments using the public NCLT dataset, including performance comparisons and ablation studies, demonstrating its effectiveness in both passive and active self-localization scenarios.
### TABLE I

**Performance results.**

|       | w/ region merging | w/o region merging |
|-------|-------------------|-------------------|
| VPR   | S                | BRS              |
| GCN   | 11.7             | 18.9             |
| KNN   | 5.8              | 13.6             |
| NBNN  | 1.3              | 3.4              |
| VPR+VP| -                | -                |
| VPR+VP| -                | -                |
| KNN   | -                | -                |
| NBNN  | -                | -                |
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