Determination of luminosity for in-ring reactions: A new approach for the low-energy domain
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Abstract

Luminosity is a measure of the colliding frequency between beam and target and it is a crucial parameter for the measurement of absolute values, such as reaction cross sections. In this paper, we make use of experimental data from the ESR storage ring to demonstrate that the luminosity can be precisely determined by modelling the measured Rutherford scattering distribution. The obtained results are in good agreement with an independent measurement based on the x-ray normalization method. Our new method provides an alternative way to precisely measure the luminosity in low-energy stored-beam configurations. This can be of great value in particular in dedicated low-energy storage rings where established methods are difficult or impossible to apply.
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1. Introduction

Luminosity is a key parameter used in the experiments for absolute cross section measurement [1]. To directly measure luminosity, detailed knowledge of beam intensity and target density is required. Beam intensity can be precisely measured by a calibrated current transformer in a storage ring [2] or a beam calorimeter for stopped beams [3], while the measurement of the target density depends on experimental conditions. For a solid target, the thickness can be well estimated to a precision below 5% [2, 4]. However, to precisely determine the effective gas target density, one has to precisely measure the temperature and pressure as a function of the position inside the gas target [3]. Sometimes, heat transfer from the intense ion beam which may influence the density of the target gas along the beam path...
should also be considered [3, 5, 6]. Particularly, for the case of using an internal gas target in a storage ring, detailed knowledge of the target and beam profiles as well as the beam-target overlap [7, 8] is additionally required and an overall uncertainty of 30% may be assumed [8].

To remove this large luminosity uncertainty in reactions with an internal gas target in a storage ring, indirect methods are widely applied. For example, the beam energy loss in the gas target has been used for the thickness determination of the target as well as for the luminosity [7, 9], where a 5% precision was generally obtained. However, this precision highly depends on the accuracy of the measured revolution frequency shifts due to the beam energy loss. If the beam lifetime is too short for a reliable frequency shift measurement, the application of this method is limited. Alternatively, the luminosity can be obtained from the analysis of a reference reaction with a well-known cross section. It is based on the precondition that the reference cross section is better known than the cross section to be measured. However, there are often difficulties in finding a suitable reference reaction. As an example, a particular angle-dependent x-ray transition rate, such as the one for K-shell radiative electron capture (K-REC) is used [2, 7, 10, 11]. The counts of quasi-free proton-deuteron elastic scattering events have also been adopted in some particular cases [12–14].

In this paper, we report a method employing the Rutherford scattering distribution for the determination of the reaction luminosity in a storage ring. At low beam energy in a storage ring, the Rutherford scattering is dominant and the differential cross section is known quite well. By normalizing the simulated scattering distribution to the experimental one, the reaction luminosity can be precisely determined. Here, we take an experiment on $^{124}$Xe$(p, \gamma)$ cross section measurement [11] performed at the Experimental Storage Ring (ESR) in GSI as an example to illustrate the power of this method.

2. Experiment

Taking into account the revolution frequency of the beam of several hundred kHz, the storage ring can increase the beam utilization efficiency by several orders and has been proved to be a facility that is suitable for cross section measurements [10, 15]. In the experiment performed at ESR, a $^{124}$Xe beam was used to measure the proton capture cross section at low energies. The experiment and the results have been reported in Ref. [11]. Here we only give a brief introduction.

Firstly, the $^{124}$Xe ions were accelerated to about 100 MeV/u by the UNIversal Linear ACcelerator (UNILAC) and SchwerIonenSynchroton (SIS18), and then were extracted to the transfer beam line, completely stripped, injected and stored in the ESR. The beam with an intensity of about $10^6$ to $10^7$ per spill was cooled by the electron cooling system and decelerated to the desired energy of a few MeV/u. After that, the internal hydrogen gas target with a diameter of about 5 mm and density reaching about $10^{14}$ atoms/cm$^2$ [16] was switched on. The beam passed through the gas target with a revolution frequency of about 300 kHz. The $(p, \gamma)$ reaction products $^{125}$Cs as well as the scattered beam ions were detected with a double-sided silicon strip detector (DSSSD) mounted inside the dipole behind the gas target.

Figure 1 shows the schematic illustration of the setup at the ESR including the detector system and the internal gas target. The active area of the DSSSD detector was 4.95 cm $\times$ 4.95 cm, with 16 strips on the front side and 16 perpendicular strips on the back side. Surrounding the gas target, there were installed three high purity germanium semiconductor detectors. They were used to detect the emitted x-rays from the reaction zone covering angles of 35°, 60° and 90° with respect to the beam direction.
3. Simulation of the scattering distribution

In the experiment a large part of the ions scattered off the target were measured by the DSSSD detector. To reproduce the scattering distribution on the detector, the Monte Carlo (MC) code MOCADI [17] has been used to simulate the transport of reaction products through the ion-optical system.

In the simulation, according to Ref. [18], an estimated beam emittance $\varepsilon = 0.5 \text{ mm mrad}$ and a relative momentum spread $\delta p/p = 1 \times 10^{-4}$ were adopted. In addition, four different beam energies 5.47 MeV/u, 5.95 MeV/u, 6.65 MeV/u and 6.96 MeV/u have been used. These energies are just around the non-Rutherford threshold energy ($\sim 6.6$ MeV/u) predicted by Ref. [19] for large scattering angle around $165^\circ$. However, considering: (1) most of the ions detected by the DSSSD detector have much smaller scattering angles well below $100^\circ$ and (2) the ion scattering through a smaller scattering angle has higher threshold energy, these energies are roughly in a domain where Rutherford scattering is dominant. Thus, the pure Rutherford scattering was presumed in the simulation. However, computational efficiency for these simulations is challenging, because of the steepness of the cross section which spans many orders of magnitude for range of scattering angles covered in the experiment. In this study, MOCADI was only used to simulate scattering kinematics and beam optics adopting a uniform angular distribution. As a result, a model distribution of the scattered ions on the detector was obtained. Afterwards a transformation of the distribution by adding proper weights to the events was introduced to obtain a correct scattering distribution.

![Figure 2: (Colour online) The schematic view of the scattering kinematics. The red and black solid lines represent the track lines of two $^{124}$Xe$^{54+}$ ions with scattering angle $\theta$ and $\theta + d\theta$, respectively.](image)

A schematic view of the scattering kinematics is shown in Fig. 2. In the experiment, the target is H$_2$. However, compared with the beam energy, the binding energy of hydrogen atoms and electrons is negligible. So the proton is actually used as the target in our simulation. For the solid angle $\Delta \Omega = 2\pi \sin \theta d\theta$, presented with the shadowed area, the corresponding cross section is $\sigma(\theta) = \frac{d\sigma}{d\Omega}(\theta) \Delta \Omega$, where $\frac{d\sigma}{d\Omega}(\theta)$ is the Rutherford differential cross section:

$$
\frac{d\sigma}{d\Omega}(\theta) = \left(\frac{1}{4\pi\varepsilon_0}\right) \frac{Z_1 Z_2 e^2}{4E} \sin^4\left(\frac{\theta}{2}\right).
$$

Here, $E$ is the kinetic energy in centre of mass system, $Z_1$ and $Z_2$ are the atomic numbers of the target and projectile nuclei respectively. If the number of the scattered ions within the solid angle $\Delta \Omega$ is $M$ ($M>0$), a definition of the weight $w(\theta)$ is

$$
w(\theta) = \sigma(\theta) L t / M.
$$

with $L$ being the average luminosity during the experimental time $t$. It is straightforward, that $w(\theta)$ is the scaling factor to be applied to each ion in the simulation within scattering angles $\theta$ and $\theta + d\theta$. By introducing the corresponding $w$ for all ions in the simulation, the model scattering distribution is transformed into the realistic Rutherford one. In our simulation, the $d\theta$ was set to be 0.01 rad.

4. Luminosity determination

To determine $L$ and its uncertainty, the maximum likelihood estimation and the $\chi^2$ minimization method have been used [20]. Since the two methods gave quite similar results, here we present only the results of the $\chi^2$ minimization method.
Figure 3: The geometrical layout of the DSSSD detector. The detector is equipped with 16 × 16 silicon strips. The central point of the detector is set as (Dx, Dy, Dz). The two angles determining the detector orientation are defined as α and β. Normally, to get the maximized effective detecting area, both α and β would be set to 90° in the experiment. However, α was set about 45° due to the limited size of the vacuum pipe where the detector inside the dipole magnet was installed.

Figure 4: (Colour online) Left: The experimental scattering distribution detected by the DSSSD detector for the beam energy 5.95 MeV/u. The small region marked with the yellow circle indicates the peak from the (p, γ) products. Right: The corresponding simulated scattering distribution on the detector.
Since the DSSSD detector consists of two sets of 16 silicon strips perpendicular to each other, the detector area is divided into $16 \times 16$ bins. We use $i$ and $j$ as the two-dimensional index of the bins ($1 \leq i \leq 16$, $1 \leq j \leq 16$) and the $\chi^2$ is defined as:

$$\chi^2 = \sum_{i} \sum_{j} \frac{(N_{ij}^{exp} - N_{ij}^{sim})^2}{\sigma_{ij}^2},$$

where $N_{ij}^{sim}$ and $N_{ij}^{exp}$ are the ion numbers detected in the bin $(i, j)$ from simulation and experiment, respectively, $\sigma_{ij}$ is the uncertainty of $(N_{ij}^{exp} - N_{ij}^{sim})$ which was taken as $\sqrt{N_{ij}^{sim}}$ [20].

If $N$ is the total number of bins considered in the $\chi^2$ calculation and $M$ is the number of free parameters in the simulation, the minimum $\chi^2$, $\chi^2_{min}$, obeys the standard chi-square distribution with $N - M$ degrees of freedom [21]. Since all free parameters are varied at the same time, the luminosity is determined when $\chi^2$ reaches $\chi^2_{min}$. The goodness-of-fit test can easily be done by calculating the $Q$ value, which is the probability that the observed $\chi^2$ exceeds the $\chi^2_{min}$ with $N - M$ degrees of freedom [20].

In the simulation, besides the luminosity, various parameters have been used, such as the beam parameters including the initial beam energy, emittance and momentum spread, the magnetic fields of the quadrupole and dipole magnets, the detector parameters including the detector position and space orientation, etc. It is not realistic to keep all these parameters free due to the limitation of computer capabilities. Nevertheless, a sensitivity test to check the importance of these parameters in a reasonable range is meaningful. In the test, all parameters were initially set to best estimated values. Then a chosen parameter for the test was varied and the luminosity value corresponding to the minimum $\chi^2$ value was recorded. In this way, the sensitivity and importance of the parameters for the luminosity determination was checked. For example, the beam emittance was increased by 3 times or the energy of the beam was varied by $\pm 20$ keV (the expected energy uncertainty) compared with the set value. No effect (less than 1%) on the luminosity determination has been observed. Thus, the beam energy was fixed in the simulation to a nominal value given by the electron cooling system. For many other parameters, similar behavior has been observed. Finally, the geometrical orientation of the DSSSD detector which was not well known in the experiment was found to play the key role in the final luminosity determination.

Figure 3 shows the specific geometry of the detector as used in the simulation. The coordinates of the detector center were defined as $(Dx, Dy, Dz)$, where the $x$, $y$, $z$ directions are the direction pointing to the inner side of the dipole, along the central orbit of the beam and vertically upward, respectively. For the orientation of the detector, tilting angles $\alpha$ and $\beta$ were defined as shown in Fig. 3. In the simulation, together with the luminosity, these parameters were taken as free parameters.

To find $\chi^2_{min}$, the experimental scattering distribution without contributions of other reaction channels is needed. In the present experiment, the $(p, \gamma)$ products were distributed around the centre of the DSSSD detector (see the bins in the yellow circle in Fig. 4) [11] and had to be excluded from the calculation.

Eventually, a reduced chi-square $\chi^2_{red} = \chi^2_{min}/(N-M)$ of 1.24, 1.13, 1.11 and 1.38, was obtained for the beam energies of 5.47 MeV/u, 5.95 MeV/u, 6.65 MeV/u and 6.96 MeV/u, respectively. The corresponding $Q$ values are 0.03, 0.13, 0.19 and 0.01. According to Ref. [21], a model is roughly acceptable if $Q>0.001$, so the $Q$ values show the credibility of the simulation. As an example, a qualitative comparison of the measured and modelled scattering distributions for the beam energy of 5.95 MeV/u is shown in Fig. 4.

Since the parameters (including the luminosity) controlling the simulated Rutherford scattering distribution which is used for the $\chi^2$ calculation are coupled in the simulation, to determine the uncertainty of the extracted luminosity, the following approach has been used. If $v$ parameters from the total of $M$ free parameters ($v < M$) are fixed and the remaining $M - v$ parameters are varied to minimize $\chi^2$, this minimum value is called $\chi^2_{v}$. As shown in Ref. [21], $\Delta \chi^2 \equiv \chi^2_{v} - \chi^2_{min}$ is distributed as a chi-square distribution with $v$ degrees of freedom. This connects the projected $\Delta \chi^2$ region with the confidence interval. For example, for $v = 2$, $\Delta \chi^2 < 2.30$ occurs 68.3% (corresponds to 1$\sigma$ for normal distribution), $\Delta \chi^2 < 6.18$ occurs 95.4% (2$\sigma$), $\Delta \chi^2 < 11.8$ occurs 99.73% (3$\sigma$).

Figure 5 shows an example of the determination of the luminosity uncertainty. Here the luminosity and the tilting angle $\alpha$ which is defined in Fig. 3 are chosen as the fixed parameters ($v = 2$). The figure shows the variation of $\Delta \chi^2$ as a function of them. As stated above, the luminosity uncertainties can be determined when $\chi^2_{\gamma}$ is less than a certain value. For example, the 2$\sigma$ and 3$\sigma$ uncertainties are determined when $\Delta \chi^2$ is 6.18 and 11.8, respectively. In this work, we adopted a conservative approach by choosing 3$\sigma$ uncertainty. It is shown with the black solid line in Fig. 5.
Table 1: The luminosities and the errors determined by the x-ray measurements ((from three independent x-ray detectors at different observation angles as shown in Fig. 1) and this work. The last column shows the relative deviation defined as the ratio between the luminosity difference $L - L_K$ and the combined error $\delta L$ which is the root-mean-square of the errors from $L_K$ and $L$.

| Energy $[\text{MeV/u}]$ | Time $[\text{s}]$ | $L_K$ [barn/s] | $L_K$ [barn/s] | $L_K$ [barn/s] | Average $L$ [barn/s] | This work $L$ [barn/s] | Relative deviation $(L - L_K)/\delta L$ |
|-------------------------|-----------------|----------------|----------------|----------------|---------------------|---------------------|-------------------------------|
| 5.47                    | 39120           | 1.41(0.11)     | 1.44(0.08)     | 1.44(0.09)     | 1.43(0.05)          | 1.48(0.1)           | 0.45                          |
| 5.95                    | 31544           | 1.78(0.14)     | 1.81(0.10)     | ...            | 1.80(0.08)          | 1.98(0.09)          | 1.4                           |
| 6.65                    | 6772            | 2.90(0.24)     | 2.89(0.15)     | 2.83(0.18)     | 2.87(0.10)          | 2.93(0.4)           | 0.15                          |
| 6.96                    | 30932           | 1.79(0.14)     | 1.83(0.10)     | ...            | 1.82(0.08)          | 1.93(0.3)           | 0.35                          |

Figure 5: (Colour online) The variation of $\Delta \chi^2$ with tilting angle $\alpha$ and luminosity for the beam energy 5.95 MeV/u. The 3$\sigma$ uncertainty ($\Delta \chi^2 = 11.8$) is adopted for the error estimation and shown with black solid line. The determined tilting angle $\alpha$ within 3$\sigma$ uncertainty is in agreement with the expected value of 45.0$^\circ$.

The determined $\alpha = 44.3^\circ (2.5^\circ)$ is consistent with the experimental arrangement, in which the angle is expected to be around 45$^\circ$. From the figure, it is seen that the luminosity determination is very sensitive to $\alpha$. This is reasonable because the tilting angle $\alpha \approx 45^\circ$ and if it is slightly changed, the effective area of the DSSSD detector projected on the z direction is considerably changed. If in future experiments, the tilting angle $\alpha$ is determined precisely (uncertainty of less than 0.5$^\circ$), the uncertainty of the luminosity determination will be significantly improved.

The luminosities and the estimated errors for different beam energies are listed in the penultimate column in Table 1. We can see that for different beam energies, the luminosity does not change significantly. However, the corresponding errors differ considerably. This is mainly because the magnitude of the error is highly dependent on the accumulated statistics which was different in all cases. For example, for the case of 6.65 MeV/u, the experiment time was much shorter than in other cases and the detector performance degraded due to an increased ion dose level. As a result, the accumulated statistics of scattering events was the lowest and hence the obtained error is the largest. For another case of 6.96 MeV/u, the yield of $(p, \gamma)$ product is much higher than in other cases mainly because of the largest $(p, \gamma)$ cross section [11]. Accordingly, the area dominated by $(p, \gamma)$ becomes larger, reducing the effective data set for the Rutherford scattering model. At this or even higher energy, the $(p, n)$ products and maybe also the non-Rutherford scattering can contribute to the scattering events which increase the luminosity uncertainty.
5. The verification of this method

As stated in the introduction, the luminosity can also be determined through the K-REC x-ray measurement. This provides a good opportunity to check the validity of this work. In this case, the luminosity (noted as $L_K$) can be expressed as

$$L_K = \frac{N_K}{\epsilon (d\sigma_K/d\Omega) \Delta \Omega}$$

(4)

where $N_K$ is the number of K-REC x-rays, $\epsilon$ is the intrinsic efficiency of the Ge detector, $\Delta \Omega$ is the solid angle spanned by the Ge detector and $d\sigma_K/d\Omega$ is the theoretical differential K-REC cross section. The individual efficiency-corrected K-REC counts per steradian $N_K/\epsilon \Delta \Omega$ and the effective theoretical $d\sigma_K/d\Omega$ can be found in Ref. [11] for each beam energy. Based on these values and the measurement duration time $t$ listed in Table 1, $L_K$ from three different angles and the average $\bar{L}_K$ were calculated.

The relative deviation between our present results and the K-REC method are listed in the last column of Table 1. All the deviation relative to the combined error $\delta L$ are positive and well below 2. This systematic deviation may be induced by some unconsidered factors in the simulation of the experiment. This method was not foreseen to be used in this experiment [11]. Thus, since no dedicated efforts were undertaken to determine relevant parameters, the good agreement between two methods is remarkable and indicates the power of this new approach.

The averaged errors obtained by the K-REC method are listed in Table 1. For the cases with high statistics, the errors from the two methods are comparable.

6. Summary and outlook

In the direct measurement of absolute reaction cross sections, the luminosity is a critical quantity, which is hard to determine precisely. This is especially true for experiments using thin gas targets. Just like the x-ray emissions, the scattering distribution itself reflects the collision frequency and is useful for the determination of the luminosity.

As a proof of concept, this work has shown the feasibility to use the elastic scattering distribution to precisely obtain the luminosity. A weighting method is introduced for the simulation of the scattering distribution on the detector. By taking the $^{124}\text{Xe} + \text{H}_2$ experiment performed at the ESR storage ring as an example [11], the luminosity is determined via a $\chi^2$ minimization approach. Although, a small systematic offset to the established K-REC method is found, there is still agreement within the error bars demonstrating the validity of the method. The uncertainties determined by the two independent and complementary methods are comparable.

This new method will become indispensable in the future experiments as planned in the dedicated low-energy storage rings [22, 23] with light beams at much lower energies, e.g., to reach the Gamow window for astrophysical reaction studies [24].

In the future, with a precisely defined geometry of the detector, the uncertainty of the determined luminosity is expected to be significantly reduced. Furthermore, if the measurement of the scattering distribution can be performed just before the dipole, the simulation would be simplified as the transport of the ions through magnetic system is not needed, and the determination of the luminosity will become more accurate.

It should be mentioned that when the beam energy is high enough, the non-Rutherford scattering should be accounted for and the optical model can be used for the calculation of the corresponding differential cross section [25]. However, with the higher energy, the reaction products from nuclear channels like $(p, n)$ and $(p, \alpha)$ may mask scattering events. In such situation, a target recoil measurement close to the gas target can be considered [10, 26].

Although this method is based on the experiment performed at a storage ring, it can also be employed to any reaction measurement on a thin target, where the luminosity needs to be precisely measured.
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