Coherent control using kinetic energy and the geometric phase of a conical intersection
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Conical intersections (CI) between molecular potential energy surfaces with non-vanishing non-adiabatic couplings generally occur in any molecule consisting of at least three atoms. They play a fundamental role in describing the molecular dynamics beyond the Born-Oppenheimer approximation and have been used to understand a large variety of effects, from photofragmentation and isomerization to more exotic applications such as exciton fission in semiconductors. However, few studies have used the features of a CI as a tool for coherent control. Here we demonstrate two modes of control around a conical intersection. The first uses a continuous light field to control the population on the two intersecting electronic states in the vicinity of a CI. The second uses a pulsed light field to control wavepackets that are subjected to the geometric phase shift in transit around a CI. This second technique is likely to be useful for studying the role of nuclear dynamics in electronic coherence phenomena.

I. INTRODUCTION

Quantum calculations of transient-state photochemistry and photobiology rely on approximations to deal with the large number of interactions between nuclei and electrons. The Born-Oppenheimer framework often serves as a first attempt to simplify these problems by invoking the separation of time scales between nuclear and electronic motion. This framework consists of two main parts: First, it describes the total molecular wavefunction as a product of the nuclear wavefunctions and the adiabatic electronic eigenstates, which are calculated at fixed nuclear geometries. Second, this framework invokes the adiabatic approximation which states that nuclear motion does not couple different electronic states, because the derivatives of the electronic wavefunction with respect to the nuclear coordinates are small.

The adiabatic approximation breaks down if two or more eigenenergies approach degeneracy. In this case, as shown by Von Neumann and Wigner, any molecule with $N = 3$ or more atoms and $3N - 6$ degrees of freedom will have a $3N - 8$ dimensional seam of degeneracy. The remaining two degrees of freedom define a 2-D subspace called the “$y - h$” plane in which the adiabatic potentials look like two cones joined at a point – hence the name “conical intersection” (CI). Near the CI the electronic states change rapidly with small changes in the configuration of the nuclei. This leads to nonadiabatic coupling terms that increase as the inverse of the energy splitting between the two surfaces and diverge exactly at the degeneracy. These infinities can be avoided by moving to what has been called the diabatic picture.

In the context of CIs, the diabatic picture is defined as a rotation of the adiabatic states at each point in nuclear configuration space ($R$), such that the expectation value of the nuclear kinetic energy operator on the electronic states in the rotated ‘diabatic’ basis is zero. As a result of the rotation, the couplings between electronic states enter the Hamiltonian as a local off diagonal terms in the diabatic potential $W$, rather than the derivative coupling terms in the adiabatic picture. In practice, however, it is not possible to write down such a rotation, but one can approximate the diabatic picture by making a Taylor expansion of the adiabatic potentials and electronic eigenstates around the CI. The truncated expansion leads to the first-order diabatic potential:

$$ W = \begin{bmatrix} W_{11}(R) & \lambda y \\ \lambda y & W_{22}(R) \end{bmatrix} $$

where the diagonal terms, $W_{ii}(R)$ are Taylor expansions of the adiabatic eigenvalues evaluated about the CI ($R = R_0$). The off diagonal terms are related to the derivative couplings between the adiabatic states with respect to the displacement, $y$, along the $h$-direction. The adiabatic potential energy surfaces in the vicinity of the CI are the eigenvalues of this diabatic potential ($W$). Rotation of the nuclear kinetic energy operator back into the adiabatic picture generates the diverging nonadiabatic coupling terms.

Experimental and theoretical studies have shown that CIs provide a pathway for ultrafast non-radiative population transfer between electronic states. In addition, recent papers have considered how non-resonant light-fields can control the dynamics around a CI. In this work we will consider how a weak, resonant, linearly polarized laser field can be used to control the dynamics near a conical intersection.

We consider the effect of a light field on a tri-
atomic molecule with linear vibronic coupling and dipole-coupled excited states. We have identified two types of control, each named for the property that allows us to control the wavepacket. “Kinetic energy control” is exerted by applying a continuous light field for the duration of the molecular dynamics. The wavelength of the light allows us to control the population distribution on each of the electronic states by changing the kinetic energy of the wavepacket near the CI. This control mechanism is depicted schematically in the top portion of Fig. 1. The other control mechanism depicted in the bottom portion of Fig. 1 we have termed “Geometric phase control”. This technique uses a light pulse to couple the two coherent wavepackets on the upper and lower diabatic states that are produced in traversing the CI. The geometric phase accumulated in transit around the CI influences the interference and leads to an asymmetric wavepacket.20 The asymmetry can be changed depending on the phase difference between the light pulse and the wavepacket coherence.

II. THREE STEP SIMULATION

The diabatic potential we consider is given by $W$ in eqn. 1 with diagonal elements:

$$W_{ii}(x,y,z) = \kappa_{x,i}(x-x_i)^2 + \kappa_{y,i}y^2 + \kappa_{z,i}z^2 - E. \quad (2)$$

The diagonal terms are shown as black and blue lines in Figure 1. The corresponding adiabatic potential energy surfaces are generated by diagonalizing the diabatic potential matrix and are also shown in Fig. 1.

The wavepacket propagates on a 3 Å cube containing $128^3$ grid points with time steps of 0.1 femtoseconds. The initial wavepacket is a “coherent state” in the parabolic potential (i.e. a non-spreading Gaussian wavepacket)21 with an initial position of $x_0 = -1.32x_2$. We adjust the initial position of the wavepacket such that passage through the CI is nearly total, i.e. in the absence of a coupling laser all the population is transferred to the adiabatic ground state. The rest of the constants used in the simulation are shown in Table 1. These parameters correspond to a wavepacket that moves from its initial position and through the CI in about 15 fs. The wavepacket will reach the outer-turning point and return to the CI after ~30 fs.

Normally, the simple split step method is sufficient to simulate the dynamics under the diabatic potential, $W_{22}$; however in order to include the dipole coupling we need to add in another step. The linear coupling Hamiltonian is defined in the diabatic picture and the dipole coupling matrix is defined in the adiabatic picture. Therefore, it is necessary to either rotate the dipole coupling matrix into the diabatic picture, or to rotate the nuclear wavefunction into the adiabatic picture on each time step in order to apply the dipole coupling. We propagate the

FIG. 1. Diabatic potential energy surfaces (black and blue), which are the diagonal elements of eqn. 1 and adiabatic potential energy surfaces (dashed and solid) for $y = 0$. The upper panel is an illustration of “kinetic energy control.” Here a continuous light wave creates a pathway indicated by the yellow dashed lines. The wavepacket (gray) gains kinetic energy on the upper-state then the laser-field allows the wavepacket to transition from the upper-state to the lower-state. Depending on the time of the transition (or the wavelength of the control field) the wavepacket velocity when entering the CI will change, altering the non-adiabatic transition probability. The lower panel shows an illustration of the “geometric phase control” concept. The CI acts as a quantum beam-splitter and creates coherent wavepackets on both the upper and lower states. The laser field couples these two wavepackets and the shape of the wavefunction depends critically the relative phase of the laser pulse.
initial state in the diabatic picture according to:
\[
\psi(t + \Delta t) = U(t, \Delta t)\psi(t) \tag{3}
\]
\[
U(t, \Delta t) = U_A e^{-i\hat{D}(t)\Delta t} U_A^\dagger e^{-i\hat{W}\Delta t} U_k(t) e^{-i\hat{T}_N\Delta t} U_k^\dagger(t). \tag{4}
\]

\(U_A\) is the transformation between the diabatic and adiabatic picture, \(U_k(t)\) is the Fourier transform operator from momentum space to configuration space, and \(U(t, \Delta t)\) is the time propagator.

Equation (4) has a simple interpretation: Begin with a nuclear wavefunction in the diabatic picture, \(\psi(t)\). Apply a Fourier transform \(U_k^\dagger(t)\) and the diagonal kinetic energy propagator, \(e^{-i\hat{T}_N\Delta t}\), where \(\hat{T}_N\) is the nuclear kinetic energy operator and \(\Delta t\) is the time step. Then apply the inverse Fourier transform, \(U_k(t)\). Next, apply the diabatic propagator, \(e^{-i\hat{W}\Delta t}\), where \(\hat{W}\) is given by eqn. (4) in the diabatic basis. Finally, rotate into the adiabatic picture \(U_A^\dagger\) and apply the dipole coupling propagator \(e^{-i\hat{D}(t)\Delta t}\), where \(\hat{D}(t)\) is the time-dependent dipole operator matrix, which is off-diagonal in the adiabatic picture. In order to rotate between diabatic and adiabatic pictures the grid should not include the point of the conical intersection, since the rotation matrix is not well defined at this point.

These three operators do not commute with one another, and breaking up the Hamiltonian in this way is an approximation. However, as in the original split step method, if the time steps are small enough, the error, \(\sigma_e\), is small:
\[
\sigma_e = \frac{1}{2\hbar} \left( |\hat{D}(t)|^2 \hat{W} |\hat{D}(t)|^2 + |\hat{W}|^2 \hat{D}(t)|^2 \right) \left( \Delta t \right)^2 + O((\Delta t)^3). \tag{5}
\]

### A. Kinetic Energy Control

First we consider the effect of a continuous light field on the wavepacket propagation, as illustrated in Figure 1 (top panel). The simulation is performed with a constant light field amplitude \(F = 10^9 \text{ V/m}\). The time-dependent population of both the ground and excited adiabatic states is shown in Figure 2 (top panel). Figure 2 bottom panel shows the population of these states 30 fs after the start of the wavepacket propagation, when the wavepacket starts to turn around on the upper adiabatic state.

The addition of an oscillating light field has a marked effect on the intermediate and final population. This is emphasized by the fact that a static electric field (labeled as 0 eV in the top panel of Fig. 2) has a negligible effect compared to an oscillating field with a 0.5 eV photon energy. Figure 2 bottom panel shows that there is an optimal photon energy for maintaining population in the excited state. Below this optimal photon energy, the excited state yield has an oscillatory structure. The details of this structure depend on the total wavepacket propagation time, i.e. the structure would look different if the wavepacket is propagated for 25 fs or 35 fs. For the field parameters used to create Figure 2 \((F = 10^9 \text{ V/m})\), the optimal photon energy for population transfer is \(~0.5\text{ eV},\) which is approximately half of the energy sep-
aration between the ground and excited states at the initial wavepacket position $x_0$. We can explain the existence of the optimal photon energy using a semi-classical model. Using the diabatic picture, the wavepacket initially propagates toward the conical intersection. When the wavepacket is in the vicinity of the one-photon resonance between the two states, a portion of the population is transferred to the ground state. The wavepacket then propagates towards the CI on the lower surface as shown by the dashed yellow line in Fig. 1. According to the Landau-Zener formula, the non-adiabatic population transfer probability, $P_{CI}$, depends on the velocity of the wavepacket in the vicinity of the CI, $v_{CI}$:

$$P_{CI} = \text{Exp} \left[ -\frac{2\pi V^2_{UL}}{v_{CI}(\omega)} \left[ \frac{\partial \Delta E}{\partial x} \right]^{-1}_{CI} \right], \quad (6)$$

where $V_{UL}$ is the coupling between the two diabatic states, and $\partial \Delta E/\partial x$ describes the difference in slope of the two states at the CI. Changing the wavelength of the control field affects where on the excited state surface the transition is made, and this location will affect the velocity of the wavepacket in the vicinity of the CI. From equation (6) we see that faster wavepackets are more likely to make non-adiabatic transitions around the conical intersection and thus remain on the diabatic surface as they move through the vicinity of the conical intersection.

In addition to the Landau-Zener formula for the non-adiabatic transition probability, the probability for transitioning to the lower excited states needs to also be considered. This transition probability will depend on the speed of the wavepacket in the vicinity of the one-photon resonance ($\Delta E \sim \omega$). The relevant parameters for defining the population transfer by the light-field is related to the non-adiabatic correction for adiabatic passage via a frequency sweep:

$$P_L = 1 - \text{Exp} \left[ -\frac{\pi \bar{\Omega}^2 \hbar}{2v_{x<0}(\Delta E \sim \omega)} \left[ \frac{\partial \Delta E}{\partial x} \right]^{-1}_{\Delta E \sim \omega} \right], \quad (7)$$

where $\bar{\Omega} = \mu F / \hbar$ is the Rabi frequency for electric field strength $F$ and transition dipole moment $\mu$. The speed of the wavepacket at resonance, $v_{x<0}(\Delta E \sim \omega)$, is calculated using a classical trajectory. $\partial \Delta E/\partial x$ describes the rate of change of the energy separation of the two states ($\Delta E$) with in the direction of propagation ($x$). So far we have described the process depicted in Fig. 1 as the yellow dashed line. We must also consider another pathway which leads to population on the excited state after the wavepacket traverses the CI. This pathway is illustrated by the solid yellow line in Fig. 1. Population that is not transferred at the first point of resonance can be transferred on the other side of the CI since there is a resonance there as well. As defined by the simulation parameters, $P_{CI} = 1$ along this pathway. Other pathways that might be considered are higher order and have negligible contributions at these field strengths. The total probability, $P_E$, for being in the excited state after 30 fs of propagation is given by the sum of the probability for the two different pathways,

$$P_E = P_L * P_{CI} + (1 - P_L) P_R \quad (8)$$

where $P_L$ is defined in eqn. 7, $P_{CI}$ is given by eqn. 6 and $P_R$ is the probability for the wavepacket to be photoexcited on the right side ($x > 0$) of the conical intersection:

$$P_R = 1 - \text{Exp} \left[ -\frac{\pi \bar{\Omega}^2 k \hbar}{2v_{x>0}(\Delta E \sim \omega)} \left[ \frac{\partial \Delta E}{\partial x} \right]^{-1}_{\Delta E \sim \omega} \right], \quad (9)$$

now $v_{x>0}(\Delta E \sim \omega)$ is the speed of the wavepacket on the lower surface of the right side ($x > 0$) of the conical intersection, again calculated using a classical trajectory.

Equation 8 is averaged over classical trajectories weighted by the initial nuclear wavepacket. The resulting probability is plotted in Fig. 2 and shows excellent agreement with the simulation for photon energies between $\sim 0.5$ eV and 0.8 eV.

The model breaks down at photon energies greater than 0.8 eV because eqn. 7 is only valid for nuclear wavepackets that pass through the resonance, rather than starting at rest at the resonance. $P_L$ then overestimates

\[ \text{FIG. 3. Total population of excited states after 30 fs as a function of the control field wavelength, for different simulation parameters: electric field strength, } F, \text{ and initial starting points, } x_0, \text{ for wavepacket. The o’s are the same data set as depicted in Fig. 2 featuring a maximum in the population transfer for a photon energy of 0.5 eV. Also shown is the simulation for } F = 0.5 \times 10^9 V/m, x_0 = -1.32x_2 \text{ (diamonds), } F = 2 \times 10^9 V/m, x_0 = 1.32x_2 \text{ (squares), and } F = 10^9 V/m, x_0 = 1.06x_2 \text{ (x’s).} \]
the amount of population transferred due to the slow wavepacket speeds near \( t = 0 \). For the low photon energy range, resonant population transfer and transfer through the CI is no longer sequential, as assumed in eqn. 8. To quantify the breakdown of this model, we consider the ratio of the Rabi frequency, \( \bar{\Omega} \), to the generalized Rabi frequency, \( \Omega = \sqrt{\Omega^2 + (\Delta E - \omega)} \), evaluated at the CI (\( \Delta E = 0 \)) for each light frequency, \( \omega \). If this ratio is much less than 1 (\( \Omega(\omega)_{CI} \ll 1 \)), then the control field interaction and the dynamics near the CI can be thought of separately, and the process can be treated sequentially. We plot the ratio \( \Omega(\omega)_{CI} / \bar{\Omega}(\omega)_{CI} \) as a dashed curve in bottom panel of Fig. 2. When this ratio is below \( \sim 0.1 \) the sequential model captures the important physics of the process, but as the ratio increases the sequential model no longer describes the simulation accurately.

With an intuitive understanding of the result of our simulation we turn our attention to the prediction made by this simulation. Figure 3 shows how the control field strength, \( F \), and initial wavepacket position, \( x_0 \), affect the control dynamics. The optimal photon energy for producing excited state population has only a slight dependence on the field intensity. For higher field strength, the population of the excited state increases for all photon energies, and the optimal photon energy shifts slightly toward higher photon energy. This is captured in the sequential model, eqn 8 for higher field strength both \( P_L \) and \( P_R \) increase, because \( \Omega \) increases with field strength, leading to more population transfer. The position of the optimal photon energy for excited state population also has a dependence on the initial wavepacket position. According to the sequential model, the amount of population transferred is a competition between the velocity of the wavepacket at the CI and the velocity of the wavepacket in the resonance region. This balance is changed by varying \( x_0 \) since it affects the wavepacket velocity at each of these points.

The technique demonstrated here is a way to control the final population of the decay pathways, and it also provides an avenue for controlling the shape of the resulting wavepacket. The total effect is that there is an optimal photon energy for population transfer to the excited state. In the case of \( 10^9 \text{V/m} \), 0.5 eV is the most effective photon energy to maintain population on the excited adiabatic state.

**B. Geometric phase control**

The previous section considered control of the molecular decay pathway in a continuous light-field. The results of our simulation were easily explained using a semi-classical model which considers “classical” trajectories for the wavepacket. In this section we describe the use of a pulsed light-field applied after the wavepacket exits the conical intersection, as shown in Figure 1. After traversing the CI, the wavepacket is split, and there will be population in both the excited and ground electronic states. The control-field will couple these two parts of the wavepacket, and depending on the relative phase between them, this coupling will lead to constructive or destructive interference in the wavepacket. In contrast to the kinetic energy control mechanism, the ability to exert control in this situation results from the coherence prepared by the conical intersection, and this can only be described quantum mechanically.

Consider the simple linear vibronic coupling diabatic potential given by eqn 10. If all of the wavefunction starts on the excited diabatic state, then any population transferred to the ground diabatic state will do so because of the linear coupling \( \lambda y \). This coupling is negative for \( y < 0 \) and positive for \( y > 0 \). The linearity of the coupling in the \( y \)-coordinate results in a \( \pi \)-phase jump at \( y = 0 \) for the part of the wavepacket which stays on the adiabat after traversing the CI. The part of the wavepacket which stays on the diabat, i.e., undergoes a non-adiabatic transition, will not accumulate this phase. Comparing the two parts of the wavepacket created by traversing the CI, for \( y > 0 \) the upper and lower state wavepackets will have no phase difference, and for \( y < 0 \) the two wavepackets will have a \( \pi \) phase difference. As a result, interfering the two wavepackets will generate an asymmetric wavepacket about \( y = 0 \). This \( y \)-dependent phase-shift is directly related to the geometric phase, hence the name, “geometric phase control.”

In Fig. 4 we show the \( y \)-dependent probability density, \( \rho(y) = \int \int dx dz |\psi(\tau)|^2 \) of the excited adiabatic state. In addition to the field-free case (black dotted line), we show the probability density following a sine-squared laser pulse that is on for 6 fs with a central photon energy of 1 eV and different values for the carrier envelope phase (CEP). Changing the pulse-width of the control field has little effect on the probability density, so long as the two parts of the wavepacket on the different surfaces (which have a different kinetic energy) still have sufficient overlap. To avoid overlap effects, we use a short pulse duration, time-delayed by 24 fs from the start of the wavepacket propagation so that a majority of the wavepacket has passed through the conical intersection and the center of the wavepacket is in resonance. Again a peak field strength \( F = 10^9 \text{V/m} \) is used, with the same potentials as in the previous control scheme, however the linear coupling \( \lambda \) is increased to by a factor of 10 so that more population is maintained on the excited adiabatic state. Figure 5 shows that the asymmetry in the wavepacket along the linear coupling direction (\( y \)) depends on the phase of the field. By changing the phase of the carrier from 0 to \( \pi \) radians, the effect can be reversed. However, because the two wavepackets are moving relative to one another and changing their relative phase at each position, a phase of \( \pi/2 \) does not entirely eliminate the asymmetry because the wavepacket only has significant interference during one half of the cycle.

In order to map out this effect, we scan the time-delay of the control pulse in Fig. 6 which shows how the probability density changes with the delay of the con-
control pulse. As the two wavepackets move relative to one another, their overall phase changes, and asymmetry of the wavepacket oscillates. Such an experiment is easily realized in strong-field driven high harmonic generation (HHG), where the driving laser pulse can be separated from the XUV pulses and time-delayed, while maintaining definite relationship between the XUV envelope and the phase of the driving IR field. Delay-dependent line-outs of the probability density along \( y = \pm 0.28 \) Å are shown in Fig. 5. Along these cuts, the probability density shows a decaying oscillatory behavior with a decreasing oscillation frequency. As the two parts of the wavepacket leave the vicinity of the CI, the energy separation between the states begins to increase and the phase velocities of the parts of the wavepacket begin to walk-off from one another. As the time-delay increases, the phase velocity difference increases and leads to faster oscillation between constructive and destructive interference as the phase-fronts move past one another.

The decay of the interference signal represents a loss of electronic coherence due to a group velocity mismatch between the two parts of the wavepacket. Currently, there is no nuclear wavepacket dispersion considered in this model, so, the electronic coherence will revive once the parts of the nuclear wavepacket overlap again. The loss of electronic coherence due to nuclear wavepacket walk off has been discussed in literature\(^{24-26}\) and our simple model suggests a possible protocol which could be used to study the complex interplay between electronic coherence and nuclear motion in the laboratory. A wavepacket initially launched on an excited electronic states propagates toward a CI. At the CI, the wavepacket bifurcates into two different electronic states. The coherence between the electronic states can be monitored using a time-delayed control-field, as considered here. So in addition to a method for examining the geometric phase and exerting control of the wavepacket in the linear coupling direction, this protocol can also be used to investigate the effect of nuclear motion on electronic coherence.

FIG. 4. \( y \)-dependent probability density, \( \rho(y, \tau = 30 \text{ fs}) = \int \int dx dz |\psi(\tau = 30 \text{ fs})|^2 \), of the excited adiabatic state. Depending on the phase of the applied light field, it is possible to constructively or destructively interfere the two parts of the nuclear wavepacket generated by a conical intersection to produce asymmetric distributions in the linear coupling direction.

FIG. 5. The top panel shows the delay dependence of \( y \)-dependent probability density, \( \rho(y, \tau) = \int \int dx dz |\psi(\tau)|^2 \) of the excited adiabatic state. The control pulse has a 6 fs duration and 1 eV central frequency. The result at the longest delay where the two wavepackets are well separated and do not interfere (41 fs) is subtracted to show the change more clearly. The bottom panel shows the delay-dependent probability density along the red and blue lines in the top panel \( (y \sim \pm 0.18) \). The dotted blue curve is a damped sinusoidal function to guide the eye and accentuate the delay-dependent period of the oscillation.

III. CONCLUSION

Conical intersections are the dominant mechanism for ultrafast, non-radiative relaxation in molecular systems. This is due to the large non-adiabatic coupling that exists around CI. In addition to the coupling provided by
the CI, moderate intensity laser fields can also create couplings between the molecular states. We have constructed a model to explore how these two different kinds of couplings can work together to control quantum evolution.

A first example shows that population in different decay pathways can be controlled by choosing the photon energy of an applied continuous light field. The photon energy controls the probability of population transfer at resonant points between the two surfaces. Experiments can look for changes of decay pathway populations by tuning the photon energy. These experiments will also provide information about the shape of the potential energy surfaces and onset of non-adiabatic couplings.

A second example of control uses the phase difference accumulated by a wavepacket split by a conical intersection. We demonstrated that the diabatic linear coupling model predicts that a light field applied after the wavepacket emerges from the CI can be used to generate an asymmetric wavepacket on either side of the linear coupling vector. In this study we only consider a relatively simple light pulse with a single central frequency. More interesting light fields could be applied, such as a chirped pulse, to change the range over which coupling occurs, to allow for a range of resulting wavepackets. By generating wavepackets of different shapes, it might be possible (depending on the linear coupling direction) to look for changes in geometry which could be detected by coulomb explosion or similar techniques. Moreover, this control protocol provides an interesting way to study to interplay between electronic coherence and nuclear motion.
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