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Abstract

Objective: To develop a model for Iraqi Electronic health record adoption by investigating the effects of the proposed exogenous variables. Methods: This study is a quantitative approach to collect data from a selected sample of the healthcare providers population in Iraq. The sampling frame for this study consisted of four hospitals in Iraq. Diffusion of innovation theory and social exchange theory, the research model was basically developed based on Technology-Organization-Environment framework by extending the individual context. The target population was the healthcare worker in the selected hospitals. Findings: The result shows, out of 13 factors studied there were 12 supported factors while there was 1 factor which is not supported. Application: The present work is focused on the application area of healthcare and medical records with specific target of Iraq. The results can be further generalized and evaluated from other locations so that the overall predictions can be done for knowledge discovery.
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1. Introduction

Information and Communications Technologies (ICTs) include a group of powerful tools to process, store, collect, and exchange healthcare related information¹. Due to that, ICT can improve quality, safety, and cost effectiveness of health-related services. Among the programs of ICT in health-related sector, the E-Health Records (EHRs) is considered as the backbone promoting the integration of several tools (for example, test ordering, emergency information, electronic prescription, digital imagery, decision-support system, and telemedicine) which may increase the customer base of evidence directly into medical decisions. By employing such evidence within daily clinical procedures can enable a safer together with more efficient healthcare systems.

Professionals, patients, and institutions are therefore expected to benefit through EHRs adoption. International literature facilitates various benefits of EHR intended for patients. One of the most important benefits revealed is the improved quality of proper care caused from patients obtaining their crucial health data attainable to their various healthcare providers. Based on related disease management applications², EHR can support motivated citizens to be able to actively take part regarding decisions about their health. E-Medical Records (EMRs) and Electronic Health Records (EHRs) are regarded as synonyms within healthcare industry³. The EHR system is
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also a new tool that gives decision making and knowledge exchange among healthcare specialists by offering them with relevant, well-timed, as well as up-to-date of information\(^2\).

An EHR system is a software that enables medical facilities to create, organize, edit, store, and retrieve patient record on a computer. Also, about 30 years ago, the first electronic health records were introduced as a computer-based health record system with limited accessibility to medical care providers by using that single computer\(^6\). However, within the last three decades, EHRs have developed over time to include very innovative digitized formats for medical practitioners to record and check health data as well as, in some cases, the accessibility of health information which is stored online. A number of healthcare providers have been prepared to develop and employ their own proprietary EHR systems and are, therefore, ahead of the rest of the healthcare industry; some of these healthcare providers are the Veterans Administration, which has implemented its own system called My Health e Vet, and Kaiser Permanente with their own EHR system called My Health Manager\(^11\).

The Electronic Health Records (EHRs) is an essential application of ICTs to the health-related sector. EHRs implementation is anticipated to provide benefits pertaining to professionals, organizations, patients, and the population in general. These benefits are not able to achieve without the EHR adoption by medical professionals. However, the impact of organizational and individual factors in deciding on the adoption of EHRs is still unclear.

Earlier researchers have recognized the advantages of HER\(^2\). Benefits included enhanced clinical practice strategies, reduced medication errors (giving the wrong drugs, unfavorable drugs interactions, or even handwriting error), and increased distribution of preventive health services.

Quite a few developing countries face difficulties locating resources, tracking chronic diseases, along with decreasing medical errors because of the lack of technologies\(^5\). Additionally, patient deployment computerized systems are dependent on organizational or local needs\(^8\). This scenario contains true in developing countries such as Iraq. The manager of medical records office provided the researcher a journey in Port of General Hospital in Spain to realize the current workflow regarding health record system. This visit exposed that the big hospitals inside Port of Spain, as an example Port of General Hospital in Spain do not own an e-Health Records system. Nevertheless, some public and private hospitals, like James Medical Complex and Clair Medical Center are implementing patient information systems with regard to administrative functions for example appointments and billing\(^12\). Indeed, in Iraq, the adoption and diffusion rate of information systems in the health-related sector is quite poor when compared with other sectors like finance, manufacturing, transportation, and retail industries\(^11\).

### 2. Background

The adoption of EHRs has been in place for over 30 years and has been supported by many national leaders, medical organizations, privacy advocates, and legislation. The prior studies presented an historical timeline of the challenges posed with the adoption of e-health records and the consumer-health care provider communication dynamic. Historical data is beneficial in understanding how the adoption process has evolved and how the many challenges in adoption of these systems have been addressed.

The benefit of this study is that recording the consumer information for easy access could provide information for healthcare leaders to develop communication plans, community services, or consumer training to ensure consumer awareness of the implications in using EHRs. Improvement in recording the data would be beneficial in the adoption of EHR systems and promote change in how to record information of the patients. Other benefits include understanding the consumer perspective on communication through the measurement of satisfaction with health care or information provided.

This background of studies provided empirical evidence from studies conducted in EHR adoption and communication. The studies previously conducted will provide information on current trends in communication and systems implementation on a national and global
level. The literature review section will be presented an
historical perspective of the evolution of technology and
health records, consumer satisfaction, and the effects on
communication between the healthcare provider and the
consumer.

3. Research Model and Hypothesis
The current study comes within the broad theoretical field
of technology adoption. The research model proposes
the adoption of EHR as a dependent variable. This can be
captured the level of intention that healthcare institutions
have to adopt EHR. The intent is to adopt is utilized
commonly as a dependent variable in the literature
organizational IT based adoption. Independent
variables will be categorized in four contexts 1) Individual
2) Organizational; 2) Technological, and 3) Environment.
As mentioned earlier, variables affiliated with these four
contexts are identified based on the current review of
TOE framework, DOI theory, and Institutional Theory,
Theory of Reason Action (TRA), TAM, and Social

Figure 1. Hypothesis Model.
Exchange. After that, these contexts and variables have conceptualized to be studied in this research. Figure 1 shows that the main conceptual model of this study.

3.1 Individual Context
Within the Individual context, there are three factors that affect the adoption of EHR systems. These factors are: Knowledge and skills, Training, and Attitude toward.

3.1.1 Knowledge and Skills
The lack of computer proficiency among physicians, and healthcare staff, aging hardware in addition to the lack of software usability and knowledge in EHRs software systems have contributed to the delay in the adoption of effective EHRs systems. There have been many studies documenting the causes behind the delay in the successful implementation of EHRs systems that have identified various reasons for the delay. Physicians and medical staff in Iraq don’t all possess the computer skills necessary to operate EHRs systems. Furthermore, the training needed to provide the computer skills that are needed to operate the software is quite time consuming due to the initial level of those who are to receive training. Also, complete implementation of these systems is time consuming even for hospitals that have staff with adequate computer skills. The researcher considered formulating the following hypothesis:

H1: Knowledge and skills will have a positive effect on the adoption of EHR systems in Iraqi healthcare institutions.

3.1.2 Training
The training is no less important than the funding or infrastructure particularly to understand the essentials of EHRs equipment and its management. Trained nurses and physicians who are cognizant of the functions and processes of EHRs applications are necessary for conducting such training sessions. Furthermore, providing training and seminars for doctors and decision makers is highly important, because if they value the benefits of technology in the medical field, they will reap the benefits of the adoption of EHRs and facilitate its application. In order to provide scenario-based training effectively, it is important to conduct research in the areas of training and implementation methods along with system design as they pertain to user adoption rates. There is no denying that wide system adoption and successful systems primarily require good designs complying with well-established usability and user satisfaction rules. The researcher considered formulating the following hypothesis:

H2: Training will have a positive effect on the adoption of EHR systems in Iraqi healthcare institutions.

3.1.3 Attitudes Towards
Understanding how Physicians attitudes towards the adoption of EHR systems are essential to overcoming these barriers and gaining wider acceptance to technology in the healthcare industry. The rating assigned by physicians on the beliefs and attitudes toward the barriers determined the typology of physician profiles. The patterns of similarities and dissimilarities in perspectives culminated into factors of adoption, which in turn guided the roadmap for implementation of interventions for minimization of risks. The ultimate objective was to increase diffusion of the EHR systems in the health industry. The researcher considered formulating the following hypothesis:

H3: Attitude toward will have a positive effect on the adoption of EHR systems in Iraqi healthcare institutions.

3.2 Technology Context
Within the Technology Context, there are four factors that affect the adoption of EHR systems. These factors are: Privacy and Security, Cost, Compatibility, and Complexity.

3.2.1 Privacy and Security
The first factors that are considered barriers to nationwide adoption of the EHRs systems in Iraq would be the concept of patient privacy. Privacy concerns remain high in a technology that by design is easily accessible.
Brandeis and Warren define privacy as the right “to be let alone” (2014). The other definition given by Richard Rognehaugh is as the right of an individual to keep information about themselves from being disclosed to others the claim of individuals to be let alone, from surveillance or interference from other individuals, organizations or the government. The important point which needs to be stressed is the increase and growth of understanding and awareness of personal privacy of patients. The researcher considered formulating the following hypothesis:

**H4:** Privacy and Security will have a positive effect on the adoption of EHR systems in Iraqi healthcare institutions.

### 3.2.2 Cost-effectiveness

Another construct in the technological context is Cost. It is considered as a significant factor and many organizations perform a cost-benefit analysis before taking any important decision regarding the investment in the adoption of innovation. The basic concept of EHR is mainly in its externality of enterprise integration with lower cost and less programming using existing applications, whereas a significant benefit of application integration is the reduction of overall integration cost. Although many proposals have been made to control healthcare costs, implementing electronic information systems within the healthcare system is considered the greatest potential for success. The researcher considered formulating the following hypothesis:

**H5:** Cost-effectiveness will have a negative effect on the adoption of EHR systems in Iraqi healthcare institutions

### 3.2.3 Compatibility

The last affected construct in the technological context is compatibility. It refers to “the degree to which participation in EHR adoption with organizations is perceived as being consistent with existing systems, tasks, and the current needs and objectives of the organizations”. It has been considered a critical factor for many of the innovation adoptions. The researcher considered formulating the following hypothesis:

**H6:** Compatibility will have a positive effect on the adoption of EHR systems in Iraqi healthcare institutions.

### 3.2.4 Complexity

The Complexity of EHR is the third construct in the technological context. It refers to “the degree to which an innovation is perceived as difficult to understand, use and seen as a relatively complicated process”. Usually complexity has a negative effect on diffusion. This means that a more complex innovation has less chance to be successfully diffused in the society. It is also suggested that the perceived complexity of an innovation leads to resistance due to lack of skills and knowledge. Hence, complexity is key considerations for organizations deciding to adopt a new technology. The researcher considered formulating the following hypothesis:

**H7:** Complexity will have a negative effect on the adoption of EHR systems in Iraqi healthcare institutions.

### 3.3 Organization Context

Within the Organization Context, there are three factors that affect the adoption of EHR systems. These factors are: Organization size, Top Management Support, and IT capability.

#### 3.3.1 Top Management Support

The second construct in the Organizational context is top management support. It relates to the commitments coming from the top administration of the health providers to give a great environment that will encourage participation in EHR adoption within their organizations. They play an important role to provide the primary resources that needed when adopting such a new technology innovation. EHR Systems without having help from the top managers, innovation is less possibly to be implemented. The researcher considered formulating the following hypothesis:

**H8:** Top Management Support will have a positive effect on the adoption of EHR systems in Iraqi healthcare institutions.
3.3.2 Size
Many researchers have been investigated organization size on the introduction of new technologies such as.\cite{24,25}. In this light, large hospitals have more resources for changing business strategy. Hence hospital size contributed a significant influence on the decision to adopt the EHR systems. Since the size of organization's increases, the complexity and capacity of the facilities needed to continue their operations, and also the demands for their service's increase, justifying the needs for particular information technology's adoption. The researcher considered formulating the following hypothesis:

H9: Organization size will have a positive effect on the adoption of EHR systems in Iraqi healthcare institutions.

3.3.3 IT Capability
IT capability in the organizational context refers to the availability of skills, expertise, and technological resources within the local business that makes it easy for participation in EHR adoption with healthcare organizations.\cite{26}. It consists of IT employees, physicians, nurses, and IT resources. IT employee's number is an indication for determining whether a health provider has enough IT employees to help support on daily basis operations, perform installations, and handle emergencies, maintenance, and upgrades. IT resources are related to the health provider annual budget of the IT division to install, update, and maintain the organization IS. Most of the earlier studies along with the TOE framework indicate that an organization with a highly level of IT capabilities is usually more probably adopting new technology.\cite{27}. The researcher considered formulating the following hypothesis:

H10: IT capability will have a positive effect on the adoption of EHR systems in Iraqi healthcare institutions.

3.4 Environmental Context
Within the Environmental context, there are three factors that affect the adoption of EHR systems. These factors are: Culture, Policy, Government support.
provides any individual in Iraq with the ability to securely share his/her information. The Iraqi government has developed the Government Interoperability Framework (GIF), a standard document on sharing e-information among government agencies. The researcher considered formulating the following hypothesis:

**H12:** Policy will have a positive effect on the adoption of EHR systems in Iraqi healthcare institutions.

### 3.4.3 Government Support

Another potentially important factor is Government Support which refers to the role of the government in promoting and encouraging the adoption and usage of EHR within organizations. The role of the government should be considered when making decision to adopt EHR systems in healthcare organizations. The government has provided technical assistance to help some providers adopt, implement, and use EHR systems to improve quality, safety, and efficiency. The governmental is presenting the efforts to maintain and protect the health of the general population. Financial support from the government and payers is critical for additional providers to make an initial investment in e-health such an EHR system. The researcher considered formulating the following hypothesis:

**H13:** Government support will have a positive effect on the adoption of EHR systems in Iraqi healthcare institutions.

### 4. Research Method

This study used a quantitative approach to collect data from a selected sample of the healthcare providers population in Iraq. The quantitative approach is an effective way of collecting the necessary data because it reflects the opinions of clinical staffs about the use of IT resources, such as EHR system. The quantitative approach is used as a complementary way of collecting adequate data. The quantitative approach is considered objective because it employs a scientific approach to finding reasons for and explanations of particular situations within society. In other words, the quantitative research method significantly reduces the likelihood of personal bias influencing the phenomena of study because it makes it possible for minimal interaction between subject and researcher, which is considered to be the best-suited way of obtaining accurate information when using instruments.

This study has used the tool of a questionnaire for data collection, which is considered as the most appreciated technique because of the low cost, use less time, fewer administration efforts inherent in tools and useful to obtain the objectives. Moreover, a questionnaire has standardized answers, which can make it easy to compile data.

The purpose of this quantitative study is to develop a new model which can help to make the decision to adopt EHR system. The study is intended to provide healthcare management with credible data on the factors affecting the adoption of EHR. The aim of the current chapter is to give the pathway to achieving the research objectives. Furthermore, it introduces the empirical techniques and the research strategy that applied in the study design and also situates the research among existing traditions within information systems.

### 4.1 Population and Sample Size

This study aims to identify the factors that improve the adoption of EHR, particularly in healthcare providers; the study should determine the sample size to represent the population to be investigated.

For the purpose of this research study, the population identified is clinical staffs at the four selected healthcare providers. A total of 3677 clinical staffs represent the population in the selected healthcare providers. The main reason for choosing clinical staffs is because they are the main users of the EHR systems.

The method of determining the sample size is parallel to that proposed by. A minimum sample size of 357 is enough for a population of approximately 3677 clinical staffs.
4.2 Validity and Reliability

Validity and reliability are the parameters used to reduce the inappropriate answers as much as is needed during data collection and testing how good the data is, period. Validity measures the intended measure using an accurate procedure during data collection\cite{28}, and reliability makes the data error free for outcomes that are consistent\cite{28}.

4.2.1 Validity

Validity is normally impacted by the survey design. This is due to the fact validity is dependent on questions asked; in addition to the questions developed to measure the aims of study. The majority of surveys include what is related to validity. Hence validity is a clear evidence that can measure properly named as well as measures that are made to measure. In this research study, the researcher employed face as validity test. This is a subjective appearance of how effectively test items relate. Questionnaires applied in this study have been handed out to six experts in the chosen hospitals to check how suitable these questions, their relevance along with if their questions were sensible appropriate.

4.2.2 Reliability

Sekaran defines dependability or reliability as “An indication of the stability and consistency with which the instrument measures the concept and helps to access the goodness of a measure”\cite{29}. Therefore, to be sure on how accurate the measurement is and to decrease error in the

| Construct No. | Scale Name            | Cronbach’s Alpha | No. of Items |
|---------------|-----------------------|------------------|--------------|
| 1             | Knowledge and Skills  | 0.717            | 5            |
| 2             | Training              | 0.718            | 7            |
| 3             | Attitudes Towards     | 0.722            | 7            |
| 4             | Privacy and Security  | 0.804            | 6            |
| 5             | Cost-Effectiveness    | 0.843            | 6            |
| 6             | Compatibility         | 0.772            | 5            |
| 7             | Complexity            | 0.835            | 6            |
| 8             | Top Management Support| 0.716            | 11           |
| 9             | Organization size     | 0.709            | 6            |
| 10            | IT Capabilities       | 0.773            | 6            |
| 11            | Cultural              | 0.863            | 5            |
| 12            | Policy                | 0.858            | 5            |
| 13            | Government Support    | 0.744            | 5            |
| 14            | EHR Adoption          | 0.716            | 8            |

Table 1. Reliability Testing Results of the Measurement
measurement, one needs to take a very important step of validating the item by checking for reliability.

One common type of dependability, consistency reliability is used more often in the information system domain. Using Cronbach’s alphas, the inner consistency was determined according to the calculation of the regular inter-item connections. Dealings are characteristically dependable in the presence of greater correlation amongst other measures or larger Cronbach’s alphas. There is no usual limitation point for the alpha coefficient. However, for the Cronbach’s alpha the general lower limit of .70. Table 1 shows the results of the reliability analysis. Factors like privacy and Security, Cost-Effectiveness, Complexity, Cultural, and Policy show a high level of reliability. Factors like knowledge and Skills, Training, Attitudes Towards, Compatibility, Top Management Support, Organization size, IT Capabilities, Government Support, and EHR Adoption, show lower reliability. From these results the data is seen to be reliable, and hence further analysis for the supposition tests is accepted.

4.3 Data Collection
The study collected the data required to allow the research goals to be achieved by the quantitative means. Identifies this particular process as an approach adopted by researchers to capture and gather empirical research data. Some other researchers such as Rao & Perry describe it as a data-collection method that takes into account aspects of carrying out the research, ways of collecting the research, required settings in a particular environment, and assigned data sources. In this study, the questionnaire was used as a means of collecting the research data from the healthcare providers in Iraq.

Data collection just after hypothesizing along with deciding on the design of research, the next stage requires the data collection with the reference to every construct in the research hypotheses which are required to be formulated in the study. Before distributing the questionnaires, the researcher explained to the respondents the purpose of the study and the need for data collection. However, the answer rate was not very high because the clinical staffs were busy with daily work-related duties. The questionnaires were personally administered by distributing 600 copies to the clinical staffs. It was distributed to four healthcare providers that are located in different regions in Iraq which were selected for this study. The most difficulties that affect the data collection are moving through organizations in Iraq because of the current situation, distances from place to place and time were given to the staffs to fill up the questionnaire; some respondents gave 2-3 days to fill it. However, the respondents were placed under no obligation to participate, and those who chose to participate were free to withdraw at any time.

4.4 Data Analysis
The analysis is carried out through conceptualization. It requires reasoning and the need to distinguish between data and ideas to maintain that though quantitative analysis needs the usage of ideas, the ideas need to be guided by the data which is being analyzed. The analysis should reflect the content of the collected data. This study has utilized two statistical applications to analyze the collected data and for answering the research questions. The first software program is SPSS, which was used as a statistical analysis software package for the social sciences and information systems. SPSS was chosen because it is a universally recognized computer program for analyzing data. Furthermore, this application was designed to automate the complex formulas and calculations used in various statistics allowing researchers to focus on the research analysis without having to master the arduous intricacies of the statistical functions. Prior research has been conducted using the SPSS program to calculate correlation coefficients to determine the relationships, if any, between independent and dependent variables. The SPSS version 22 was employed to calculate the statistical results for this study based on the survey data collected.

The second statistic application is AMOS version 22 using Structural Equation Modeling (SEM) which has also been adopted for data analysis to support and validate the result that found using SPSS; it is user friendly in terms of creating the structural models and defining the required statistics; it allows a complete modeling of
theoretical relationships compared to traditional analyses of merely associating among measures; it also provides a straightforward method of dealing with multiple relationships simultaneously while providing statistical efficiency; moreover, it can test the structural model (i.e. the relationship between an independent variable and the dependent variable) and the psychometric properties of the constructs (i.e. the relationship between a latent variable and its indicators). Harris & Schaubroeck, (1990) proposed a sample size of 200 at least to guarantee robust structural equation modeling. Kline, (2015) suggested that a very complicated path model needs a sample size of 200 or larger while Bagozzi & Yi (2012) proposed that the sample size should be above 100, preferably above 200. In addition, Yuan, et al (2011) after evaluating different models based on various numbers of respondents opined that a sample size of between 300 and 400 should be appropriate for structural equation models using ordinal data. It can thus be concluded that a minimum and maximum sample of 200 and 400 respectively, is needed for SEM research studies.

4.5 Survey Response
The response rate, analyses of the missing and screening data, normality section which proves the normal distribution of the data, the Kaiser-Mayer Olkin test to work out Sampling Adequacy (MSA) trial, lastly the Barlett’s test of Sphericity which helps detect the suitable factors in the analysis for the data used in the research is all stated in this section as the outcome of the survey.

4.5.1 Response Rate
Clinical staff of the healthcare organizations in Iraqi was the frame of sampling for this research. Out of a sample size of about 600 staffs, 67% of them submitted their questionnaires and that is 401 of them only questionnaires dropped due to incomplete or random answering were thirteen, hence remaining 65% or 388 beneficial samples. 65% response is more than enough for the data analyses since the benchmark is 35% rate according to Chatman (2007).

4.5.2 Missing and Screening Data
From the questionnaire, if the data collected for a topic (or case) is unobtainable then it is referred to as Missing Data. In as much as there are rules regarding the answering of questionnaire in other to reduce if not end missing data or two answers for a question, missing data was recorded. This may be as a reason of the overlook or refusal to answer question by the respondents hence the removal of 13 cases.

In order not to obtain distorted results to do errors created by the missing data, those values need to be assessed and also those which fall out of range. Errors checked by the study, were done by conducting frequency analysis for each item. This finally rendered 388 complete data sets from the questionnaires for analysis.

4.5.3 Normality with Outliers
A normal distribution assessment is employed for checking how normal the information is. Hierarchical regression analysis, a type of multiple regression analysis will be used in this study and thereby the need of the data set to be checked for its normal distribution. The normal distribution of the data is checked at the early stages of the multivariate analysis by screening constructs incessantly and this stage is essential.

The check for normality is done on each available construct. Skewness test, Histogram test, and A P-P plot test were the three tests employed by the study to confirm the standard and accuracy of the data for further analysis. The symmetry of the dataset was measured by calculating its skewness.

Table 2, shows the range of skewness with no values above the satisfactory assortment of skew as recommended by. That is no value falls from 2.58 to +2.58 with a significance level of 0.01. With the results obtained from the skewness it confirms the normal distribution of the data hence the opportunity to use them for other analysis. Below is a table showing the results achieved from calculating the skewness.

From this result it is observed that the range of values for skewness of the dataset ranges from -2.544 to 2.342
which is an acceptable range. Therefore, the data in each construct is normally distributed.

However, the normality existing between each hypothesis doesn’t prove normality in multiple regressions, hence the application of hypothesis testing for further normality test of assumption. For double checking of the data normality, P-P plots and Histogram normality tests have been conducted. Normally distributed data will form a “bell” curve in the histogram test which produces a smooth probability density function applying Kernel smoothing techniques. The histogram generates a line that looks like a bell. The histogram serves as a graphical summary showing the data distribution. The curves of factors are normal. Hence the histogram plot proves the normal distribution of the data with a bell-shaped feature.

### Table 2. Skewness- Expressive Statistics of normality

| Factor | N  | Minimum | Maximum | Mean  | Std. Deviation | Skewness |
|--------|----|---------|---------|-------|----------------|----------|
| KaS    | 388| 1.57    | 4.66    | 3.115 | .65656         | -2.544   |
| Tr     | 388| 1.53    | 4.37    | 2.95  | .56357         | 1.47     |
| AT     | 388| 1.16    | 5.00    | 3.08  | .99758         | 2.342    |
| PaS    | 388| 1.15    | 4.61    | 2.88  | .80876         | 0.454    |
| CE     | 388| 1.12    | 4.43    | 2.775 | .71175         | 1.145    |
| CB     | 388| 1.22    | 5.00    | 3.11  | .77998         | 1.202    |
| CX     | 388| 1.33    | 4.40    | 2.865 | .91892         | -0.088   |
| TMS    | 388| 1.00    | 5.00    | 3.00  | .84441         | 2.096    |
| OS     | 388| 1.16    | 4.66    | 2.91  | .87682         | 1.92     |
| ITC    | 388| 1.19    | 4.41    | 2.80  | .77291         | 2.082    |
| Cul    | 388| 1.64    | 4.22    | 2.93  | .51782         | 0.86     |
| Pol    | 388| 1.23    | 4.48    | 2.855 | .63137         | 0.332    |
| GS     | 388| 1.32    | 4.32    | 2.82  | .65674         | 0.072    |
| EHR    | 388| 1.18    | 4.51    | 2.845 | .72306         | 0.535    |

KaS: Knowledge and Skills, Tr: Training, AT: Attitudes Towards, PaS: Privacy and Security, CE: Cost-Effectiveness, CB: Compatibility, CX: Complexity, TMS: Top Management Support, OS: Organization size, ITC: IT Capabilities, Cul: Culture, Pol: Policy, GS: Government Support, EHR: Adoption of EHR.
The P-P plot test is a graph that assesses the normality of the data set, hence the third normality test employed for the study. How closely two data sets agree is achieved by a probability plot of the cumulative distribution functions against each other. The diagram generated by the P-P plots shows how closely the little circles follow very well the line with a few random scatters about the line. From this closeness, it is ok for the data to be used for the study purpose. Thus, further analysis can be done with the data which is proven to be normal. The histogram test result and the P-P plots result are seen.

Outliers, referring to the data with values lying outside the normal range data set, were also checked. Also, outliers are described by as “extreme cases which have a considerable impact on the regression solution”. Hence a need to determine for outliers of each variable using the Z-score technique. According to, a data is considered as an outlier once Z-score appreciated more or less than the range between ±3. Using this method, no data outlier was seen.

4.5.4 Kaiser-Mayer-Olkin and Bartlett’s Test
The factor analysis needs to be applied to the data set in order to be certain that autonomous variables have important correlations with the reliant variable. To find how suitable the research data is to the factor analysis, the Kaiser-Mayer Olkin’s Measure of Sampling Adequacy (MSA) test and Bartlett’s Test of Sphericity was used. Measure of Sampling Adequacy is a statistical tool used in identifying the proportions of discrepancy of the study’s variables. The filed range of Kaiser-Mayer Olkin’s Measure of Sampling Adequacy (MSA) lies between 0 to 1. Below is a measurements assumption;

- A percentage of one represents a mutable that is perfectly predicted with no error by the other mutable.
- A fraction of .90% or above is amazing,
- A fraction of .80% or above is commendable,
- A fraction of .70% or above is average,
- A fraction of .60% or above is ordinary,
- A fraction of .50% or above is despondent and,
- A fraction under (.50%), is intolerable.

For factor analysis the study employs the Kaiser-Mayer Olkin’s Measure of Sampling Adequacy (MSA) test and Bartlett’s Test of Sphericity which detects the appropriate data. A percentage of 0.823, which is commendable, was achieved in the study using the Kaiser-Mayer Olkin’s Measure of Sampling Adequacy (MSA). This renders the data to be ready for factor analyses.

To discover important associations between the research variables, the Barlett test of Sphericity is employed. The relationship between variables such as related or unrelated is what Barlett test of Sphericity is. This method needs to yield an outcome less than 0.05 to find the significance level of the test. Applying it in the data, it yields a result of 0.000, giving the opportunity to continue with factor analysis test since it is suitable. Therefore, both test, Kaiser-Mayer Olkin’s Measure of Sampling Adequacy (MSA) and Bartlett’s tests presents suitable results which meets the basic requirements for

| Table 3. KMO and Bartlett’s Test |
|----------------------------------|
| Kaiser-Mayer-Olkin Measure of Sampling Adequacy | .823 |
| Bartlett’s Test of Sphericity | | 
| Approx. Chi-Square | 6189.625 |
| Df | 65 |
| Sig. | .000 |
factor analysis. The outcomes of the test are shown in Table 3.

4.6 Personals’ Profile

The Demographic aspects considered in the data collection includes sex, age, job title, education level, experience, format of medical records, computer literacy level, and knowledge about EHR. A total of eight demographics in all are integrated in the outcome. The data collected was validated by the parameters of age, experience and education level. Demographic information on the sample was provided by their sex. Participants were differentiated between those who were to be included and those not included by using the demographic factor of job title, computer literacy level, and knowledge about EHR. Format of medical records was included to know how the system in the association was used currently. The expres-

| Demographic Factor | Category                | Frequency | Percent |
|--------------------|-------------------------|-----------|---------|
| 1. Sex             | Male                    | 263       | 67.8%   |
|                    | Female                  | 125       | 32.2%   |
| 2. Age             | Less than 30 years      | 32        | 8.3     |
|                    | 30 to 39 years          | 135       | 34.8    |
|                    | 40 to 49 years          | 121       | 31.2    |
|                    | 50 to 59 years          | 89        | 22.9    |
|                    | 60 years and older      | 11        | 2.8     |
| 3. Job Title       | Physicians              | 122       | 31.4    |
|                    | Nurses                  | 144       | 37.1    |
|                    | Pharmacists             | 27        | 7.0     |
|                    | Lab Technicians         | 36        | 9.3     |
|                    | Administration Staff    | 33        | 8.5     |
|                    | Medical Records         | 26        | 6.7     |
| 4. Educational Level | Diploma               | 134       | 34.5    |
|                     | Undergraduate           | 166       | 42.7    |
|                     | Postgraduate            | 88        | 22.8    |
| 5. Experiences     | Less than 5 years       | 101       | 26.2    |
|                     | 5-10 years              | 178       | 45.8    |
|                     | 10-15 years             | 67        | 17.2    |
|                     | More than 15 years      | 42        | 10.8    |
Table 4 Continued

| 6. Format of Medical Records | Paper | 34 | 8.8 |
|----------------------------|-------|----|-----|
| Electronic/Computerized    | 158   |    | 40.7|
| Both                       | 196   |    | 50.5|
| 7. Computer literacy level  |       |    |     |
| Beginner                   | 16    |    | 4.1 |
| Novice                     | 47    |    | 12.2|
| Intermediate                | 171   |    | 44.0|
| Advanced user              | 95    |    | 24.5|
| Expert                     | 59    |    | 15.2|
| 8. knowledge about EHR     |       |    |     |
| Very Little                | 9     |    | 2.3 |
| A little                   | 39    |    | 10.1|
| A few things               | 217   |    | 55.9|
| A great deal               | 123   |    | 31.7|

sive information for each demographic influence in the study is shown in Table 4.

4.7 Evaluating the Fit of the Model

To evaluate a model’s fitness in observing any data, researchers have brought up a lot of goodness-of-fit indices, but there is no consensus amongst investigators on one index or on a compound of indices to be used as a worldwide quantifier of a model fit [47]. The work by [48] propose that one if not more general goodness-of-fit indices should be used to estimate a model’s fit to detected data. Kline (1998) endorsed that at minimum four or more indices to be used such as Goodness of Fit Index (GFI), Normed Fit Index (NFI), Comparative Fit Index (CFI), and Root Mean Square Error of Approximation (RMSEA). Proposed the practice of at least three fit indices so as to replicate different principles and present the best complete image of a model fit. This is done when individual categories of model fit comprise one in itself: absolute, incremental and ungenerous.

4.7.1 Absolute Fit Indices

Chi-square ($\chi^2$) was used to estimate differences amongst covariance formed by the planned model and the anticipated covariance dependent on philosophy. This type of arithmetic index is the maximum important one to evaluate the fit of the model although it has been disparaged for being too sensitive to sample extent especially with situations where sample size is greater than 200. Hence most investigators will not exclusively utilize the value of chip-square to castoff or receive their models but use it in combination with extra indices to evaluate the complete fit.

Goodness-of-Fit Index (GFI) which is a second measure of absolute fit index shows the comparative quantity of variance and covariance organized explained by the model. Nevertheless, this index is not accustomed for degrees of freedom. It begins from 0 (representing a poor fit) to 1 (representing a perfect fit), and the proposed level of acceptance is 0.90.
The third portion, Root Mean Square Error of Approximation (RMSEA) measures the discrepancy designed for each degree of freedom. If the value of Root Mean Square Error of Approximation (RMSEA) is closer to zero, variances and covariance are left less unexplained. Values less than (<0.1, preferably <0.06) from the Root Means Square Error of Approximation (RMSEA) indicates the decent fit\(^5\). The RMSEA is the most common amount of model fit as shown in the results and analytics presented in Table 5.

4.7.2 Incremental Fit Indices

A comparison between covariance matrix forecasted by model and the detected covariance matrix is done by the Comparative Fit Index (CFI). Table 6 underlines the results associated with the index and level of acceptance whereby the Comparative Fit Indices (CFI) results assort from 0 which is meagre fit to 1 which is faultless fit, with a usually recommended level of 0.90 or greater.

4.7.3 Parsimonious Fit Indices

The parsimony of e proposed model fit of parsimonious indices is tested by Normed chi-square (\(\chi^2 / df\)) or (CMIN/DF). This is done by assessing the fit of the model to the amount of projected coefficients essential to attain the level of fit. The variety of outcomes accepted for \(\chi^2 / df\) ratio is smaller than 5.0 as presented in the results from Table 7.

### Table 5. Summary of Absolute fit indices

| Name of the Index                                 | Level of Acceptance | Comments                                      |
|--------------------------------------------------|---------------------|-----------------------------------------------|
| Chi-square (\(\chi^2\))                         | \(p > 0.05\)        | Sample is subtle to large sample scopes.      |
| Goodness-of-Fit (GFI)                            | >0.9                | Outcome near 0 are meagre fit, while values close to 1 shows a faultless fit. |
| Root Mean Square Error of Approximation (RMSEA)  | < 0.06              | If the outcome is less than .06 a good fit is formed |

### Table 6. Wrap up of Incremental fit indices

| Name of the Index                             | Level of Acceptance | Comments                                      |
|-----------------------------------------------|---------------------|-----------------------------------------------|
| Comparative Fit Index (CFI)                   | >0.90               | Outcomes near 0 show a meagre fit, while values close to 1 show a faultless fit. |

### Table 7. Summary of Goodness-of-Fit Indices (Parsimonious fit indices)

| Name of the Index                              | Level of Acceptance | Comments                                      |
|------------------------------------------------|---------------------|-----------------------------------------------|
| Normed chi-square (\(\chi^2 / df\)) CMIN/DF  | \(\leq 5\) (perfect fit) | Compares chi-square to degrees of freedom     |
To assess a model’s fit to detected information this study uses three fit indices which includes one in each of the categories of model fit namely; Root Mean Square Error of Approximation (RMSEA), Comparative Fit Index (CFI), and Normed chip-square ($\chi^2/df$) or CMIN/DF as suggested by Hair et al., (2006) so as to reproduce varied criteria and yield the finest general image of model fit.

### 5. Hypotheses Testing Results

Overview of the outcomes in trying the hypotheses for the research is reviewed in this section. All hypotheses are accepted as shown by the results. Thus, significant relationships between the factors (Knowledge and Skills, Training, Attitudes Towards, Privacy and Security, Cost-effectiveness)

| H Code. | Hypothesis Statement                                                                 | $\beta$-value | Significant level    | Results     |
|---------|-------------------------------------------------------------------------------------|----------------|---------------------|-------------|
| H1      | Knowledge and skills will have a positive influence on the adoption of EHR systems in Iraqi healthcare institutions. | $\beta = 0.586$ | $p<0.001$ level     | Supported   |
| H2      | Training will have a positive influence on the adoption of EHR systems in Iraqi healthcare institutions. | $\beta = 0.843$ | $p<0.001$ level     | Supported   |
| H3      | Attitude toward will have a positive effect on the adoption of EHR systems in Iraqi healthcare institutions. | $\beta = 0.765$ | $p<0.001$ level     | Supported   |
| H4      | Privacy and Security will have a positive influence on the adoption of EHR systems in Iraqi healthcare institutions. | $\beta = 0.757$ | $p<0.001$ level     | Supported   |
| H5      | Cost-effectiveness will have a negative influence on the adoption of EHR systems in Iraqi healthcare institutions. | $\beta = 0.084$ | $P=.781$            | Not Supported |
### Table 8 Continued

| H6  | Compatibility will have a positive influence on the adoption of EHR systems in Iraqi healthcare institutions. | \( \beta = 0.722 \) | p<0.001 level | Supported |
|-----|-----------------------------------------------------------------------------------------------------------|-----------------|---------------|------------|
| H7  | Complexity will have a negative influence on the adoption of EHR systems in Iraqi healthcare institutions. | \( \beta = 0.735 \) | p<0.001 level | Supported |
| H8  | Top Management Support will have a positive influence on the adoption of EHR systems in Iraqi healthcare institutions. | \( \beta = 0.727 \) | p<0.001 level | Supported |
| H9  | Organization size will have a positive influence on the adoption of EHR systems in Iraqi healthcare institutions. | \( \beta = 0.697 \) | p<0.001 level | Supported |
| H10 | IT capability will have a positive influence on the adoption of EHR systems in Iraqi healthcare institutions. | \( \beta = 0.495 \) | p<0.001 level | Supported |
| H11 | Culture will have a positive influence on the adoption of EHR systems in Iraqi healthcare institutions. | \( \beta = 0.932 \) | p<0.001 level | Supported |
| H12 | Policy will have a positive influence on the adoption of EHR systems in Iraqi healthcare institutions. | \( \beta = 0.848 \) | p<0.001 level | Supported |
| H13 | Government support will have a positive effect on the adoption of EHR systems in Iraqi healthcare institutions. | \( \beta = 0.611 \) | p<0.001 level | Supported |
Cost-Effectiveness, Compatibility, Complexity, Top Management Support, Organization size, IT Capabilities, Culture, Policy, Government Support) and the Adoption of EHR exists. Table 8 shows the summary of the hypothesis tests.

6. Conclusion

The research investigated the factors that influence the EHR adoption in Iraqi healthcare providers. Based on the analysis of the literatures of adoption of EHR and well-established models and theories such as TOE framework, DOI theory, and Institutional Theory, Theory of Reason Action (TRA), Technology Acceptance Model, and Social Exchange, 12 hypotheses have been developed. The findings of the study revealed that Knowledge and Skills, Training, Attitudes towards Privacy and Security, Cost-Effectiveness, Compatibility, Complexity, Top Management Support, Organization size, IT Capabilities, Culture, Policy and Government Support have significant relationships with adoption of EHR in Iraqi healthcare organizations. By achieving the objectives of this study, the research questions are answered. Explanations and discussions are provided based on the findings. Results of this research have both academic and practical implications; and make contributions to both academia and health practice.

The findings of the research are essential and relevant to the IT managers, and any other IT personal of these organizations. These findings give a high contribution to both healthcare providers and governments in terms of planning and implemented high impact strategies; from the technological aspects, as well as from the organizational and sustainability aspects to be able to increase the participation and usage of EHR systems among them. The chapter concluded with the research limitations and outlined some directions for further research, followed by the overall conclusion. Finally, the coherence with the study methods applied gives credibility to the findings and enhances the knowledge and insights gained in this study.
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