Pragmatic Implementation of Reinforcement Algorithms For Path Finding On Raspberry Pi
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Abstract—In this paper, pragmatic implementation of an indoor autonomous delivery system that exploits Reinforcement Learning algorithms for path planning and collision avoidance is audited. The proposed system is a cost-efficient approach that is implemented to facilitate a Raspberry Pi controlled four-wheeled non-holonomic robot map a grid. This approach computes and navigates the shortest path from a source key point to a destination key point to carry out the desired delivery. Q learning [1] and Deep-Q learning [2] are used to find the optimal path while avoiding collision with static obstacles. This work defines an approach to deploy these two algorithms on a robot. A novel algorithm to decode an array of directions into accurate movements in a certain action space is also proposed. The procedure followed to dispatch this system with the said requirements is described, ergo presenting our proof of concept for indoor autonomous delivery vehicles.
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I. INTRODUCTION

With the COVID-19 pandemic, the demand for automated delivery robots has quadrupled globally [3]. Autonomous robotics is a topic of great relevance today, especially coupled with Reinforcement Learning algorithms [4]. A part of research focuses on different layers of Motion Planning, such as strategic decisions, trajectory planning, and control [5]. One of the applications of such systems is indoor delivery robots, which can be a great asset to institutions such as hotels, restaurants, educational institutions, especially hospitals, and many other facilities where the obstacles (walls, doors, etc) are static and known. Few existing ones are focused mainly on feature-matching techniques [5]. The main aspects of an indoor delivery robot include indoor localization, pathfinding, obstacle avoidance, and finally traversal which have been studied and implemented in this project. Indoor localization refers to keeping track of a robot in an indoor environment. Pathfinding and obstacle avoidance is the ability of the robot to find the shortest route from a source to a destination such that the robot does not encounter any obstacles. A successful traversal is achieved when the robot is fine-tuned according to the environment to minimise errors in transit.

II. DESIGN AND ARCHITECTURE

The autonomous robot for finding the best possible path using Reinforcement Techniques such as Q learning and Deep Q learning was built using several software components and hardware components within four subsystems: laptop, API server, Raspberry Pi, and mechanical components.

A. Laptop

The reinforcement learning computation is done on a laptop device where the obstacle course is defined and a suitable path is detected. This is followed by testing with both Q-learning and Deep-Q learning algorithm and the required best possible path is received in an array that is then converted in JSON format.

B. API Server

The best possible path in JSON format is hosted online using an API (https://jsonblob.com/). The JSON file is in the form "array": ["x1", "x2", "x3" ... "xn"] where x1 refers to the first desired direction, x2 refers to the second desired direction and so on. This array is hosted on the API’s domain which can later be extracted by the Raspberry Pi module using the required API call.

C. Raspberry Pi

The Raspberry Pi accesses the best path by making an API call. It also contains the code to decode the encoded array containing the best path into the required sequence of discrete directions. This sequence of directions is then translated into the specific PWM command signals that are sent to the motor driver.
D. Mechanical components

Hardware implementation is done using components including chassis, wheels, four DC motors, four Encoder Disks, two encoder modules, L298N Dual H-Bridge motor driver, four rechargeable batteries (for the motor drivers), a power bank (for the Raspberry Pi) and wires. The PWM signals are given to the L298N motor driver which is given a power supply of 12V using the rechargeable batteries, which based on the information received gives commands to the DC motors to go ahead, back, left, or right. The movement of the DC motors is tracked using the encoders and a PID controller rectifies the PWM signal to minimize the error. If both pairs of DC motors are given a power supply to move towards the same direction, the car will go forward or backwards according to the values given to INPUT 1 and INPUT 2. If the DC motors on the left are given INPUT 1 and INPUT 2 values to rotate and the right motors are given values to halt then the car will turn towards its right. If the DC motors on the right are given INPUT 1 and INPUT 2 values to rotate and the left motors are given values to halt then the car will turn towards its left.

A. User Interface

The graphical user interface is controlled by the user wherein the essential information such as the number of rows of the grid, the number of columns of the grid, source point, destination point and obstacle points is entered. Separate interfaces for Q-learning and Deep Q-learning models were built.

B. Obtain Optimum Path Using Q-learning Algorithm

Q-learning is a value-based, off-policy, model-free reinforcement learning algorithm [1] that updates the value function based on an equation. The agent learns from the historical data available for path planning and obstacle avoidance. The most important component of Q-learning is the Q-table which contains Q-values. The Q-table is of the size \(m \times n\) where \(m\) is the state size and \(n\) is the action size. The action size is fixed with four actions: left, up, right or down. However, the state size will increase exponentially when the size of the matrix changes. The first step is to enter the number of rows and columns and then click the 'Generate Maze' button to create the grid map. The user also enters the starting point, target point and the obstacle points in between after which the agent is trained with the Q-learning algorithm using these initial values. Successful learning depends on an effective reward function and an efficient selection strategy for obtaining optimal action. The agent selects the action with the highest Q-value among \(n\) possible actions when moving from the current state to the next state. The Q-table is constantly updated as iteration increases and the reward is calculated from the agent action. The action and state are updated using the Bellman equation based on the current state and reward. This step is repeated until the final Q-table is obtained and thereby the best path is retrieved from those values. [9]

C. Obtain Optimum Path Using Deep Q-learning Algorithm

Deep Q-learning overcomes the drawbacks that occur in the case of Q-learning algorithms regarding space and time i.e. in Q-learning the amount of memory and time required to save and update the table increases with an increase in the number of states. This algorithm replaces the regular Q-table with a neural network, namely, the main network and target network wherein for every \(n\) step the weights from the main network are copied to the target network [10]. For training the agent on Deep Q-learning the user enters all required values similar to those entered for training on Q-learning. The network has a replay buffer that stores the past experiences after which the Q-network is updated using a subset of these experiences. The main and target model maps the state that is given as input to the output i.e. all possible actions of Q-values are generated. The best-known action of a state is the action that has the largest predicted Q-value.

D. Accessing The Best Path

The training and testing are done on the laptop device. The optimal path is generated by the above algorithms in the form of an array of numerical values. This array is converted into

---

III. METHODOLOGY OF IMPLEMENTATION

The proposed system navigates through a known environment beginning from the starting point to the destination point, avoiding all the static obstacles that come along the path. The implementation involves the following elements:
a JSON file format and hosted on the server using an API. The server is the second subsystem of the proposed system in which the JSON file is updated frequently with the best path until the robot reaches the endpoint. The API is accessed by the Raspberry Pi to determine the next best action.

E. Raspberry Pi Integration and Deployment

The Raspberry Pi and the hardware components form the third subsystem of the proposed system. The hardware components required are Raspberry Pi 3 Model B v.1.2, L298N Motor Driver, Chassis Kit with 4 DC motors, Optical Encoder Module, Optical Encoder Disk, DC motors, Male and Female connectors, Power Bank, Switch for the Battery. These components are connected based on the circuit diagram given in Fig. 2.

![Circuit diagram of the robot.](image)

The array extracted by Raspberry Pi from the API server contains numerical values which indicate directions. The direction and their corresponding numerical values are as follows:

| Initial direction | Required direction | Movement  |
|-------------------|-------------------|----------|
| 1                 | 1                 | FORWARD  |
| 1                 | 2                 | RIGHT    |
| 1                 | 3                 | U-TURN   |
| 1                 | 0                 | LEFT     |
| 2                 | 1                 | LEFT     |
| 2                 | 2                 | FORWARD  |
| 2                 | 3                 | RIGHT    |
| 2                 | 0                 | U-TURN   |
| 3                 | 1                 | U-TURN   |
| 3                 | 2                 | LEFT     |
| 3                 | 3                 | FORWARD  |
| 3                 | 0                 | RIGHT    |
| 0                 | 1                 | RIGHT    |
| 0                 | 2                 | U-TURN   |
| 0                 | 3                 | LEFT     |
| 0                 | 0                 | FORWARD  |

The array extracted by Raspberry Pi from the API server contains numerical values which indicate directions. The direction and their corresponding numerical values are as follows:

- LEFT: 0
- UP: 1
- RIGHT: 2
- DOWN: 3

With these numerical values, the Raspberry Pi sends high/low signals to the motor driver.

Since the robot receives an encoded array, the array needs to be decoded to orient the robot in the proper direction. For this purpose, instead of keeping all 16 cases as separate cases as shown in the table, a heuristic algorithm was devised to cut down the lines of code. The mathematical relation between the required direction and the encoded numerical values was translated into a simple algorithm. The algorithm is defined in Algorithm 1: Decoding the best path.

Algorithm 1: Decoding the best path

```
Input: Best path array A
Output: Sequence of required directions from action space

for i ← 0 to len(A) − 1 do
  D = A[i] - A[i+1];
  if D = 0 then
    moveForward();
  end
  else if D = -1 or D = 3 then
    moveRight();
    moveForward();
  end
  else if D = 1 or D = -3 then
    moveLeft();
    moveForward();
  end
  else
    moveLeft();
    moveLeft();
    moveForward();
  end
end
```

performing the steps of the algorithm until the robot reaches the destination point. The complete activity diagram is given in Fig. 3.

IV. RESULTS

The final assembled robot is shown in Fig. 4. It is a compact four-wheel non-holonomic drive with all the required components attached accurately. Fig 5 illustrates a few samples of the time taken by Deep Q Learning and Q Learning training. It is observed that Q Learning performed better than Deep Q Learning in environments where fewer obstacles were present. On the other hand, Deep Q Learning performed better when the number of obstacles was more.

A few test runs of the robot were conducted. One such test run is described in Fig. 6 and Fig. 7. Fig. 6 is an image of the obstacle course given as input by the user. The orange blocks indicate the obstacles. The top-right pink block is the
starting point and the bottom-left pink block is the target point. The black line indicates the path to be followed by the robot which was given as output in the form of an array by the Reinforcement Learning Algorithms. The same obstacle course had been replicated in real-life with the robot placed at the starting point which is shown in Fig. 7. The brown cards indicate the obstacles and the pink cards indicate the start and goal. A video was captured with the robot traversing from the starting position to the ending position. Fig 7 is a multi-exposure image created from the test run’s video summarizing the path followed by the robot.

V. CONCLUSION

This project demonstrates an efficient method to build an autonomous indoor delivery robot using a Raspberry Pi. The proposed method effectively eliminates the need for implementing Reinforcement Learning training on the Raspberry Pi itself. This robot was tested on various courses and it can currently traverse through discrete rectangular grids by avoiding static obstacles. In the future this project can be upgraded to reduce the mundane and arduous task of delivering items around a building by including methods to integrate floor plans of buildings as the environment. Implementing this system will benefit all kinds of organizations which require a fast and efficient way to deliver various items within the building.
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