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Abstract—In the first part of this two-part letter, we introduced methods to study the impact of dependency on the expected value of functions of two random variables. In this second part, we present tools to derive worst- and best-case bounds on the outage probability of multi-user communication systems, including multiple access channels, wiretap channels, and reconfigurable intelligent surface-assisted channels.
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I. INTRODUCTION

In the first part of this two-part letter [1], we have presented basic tools, methods, and results to study the expected value of functions of dependent random variables. In this second part, we introduce methods to provide bounds on the outage performance of state-of-the-art multi-user communication systems. The letter is organized as follows: first, bounds on the joint probability based on copula theory are provided. In Section III, results on the outage performance of different multi-user communication systems are derived. The letter is concluded in Section IV.

II. BOUNDS ON THE JOINT PROBABILITY

Copulas play a central role in the theory of joint distributions. We will therefore start this section with a brief introduction and some important facts about them. Afterwards, we will introduce applications of copula theory for bounds on the probability of a function of random variables, e.g., the sum of two random variables. The presented methods will be illustrated with some simple examples.

A. Copulas

One of the main applications of copulas is in the area of finance and risk management [2], [3]. However, we will see in Section III of this work that they are also very useful in communications to derive bounds on various performance metrics, e.g., the outage probability.

All of the basic properties of copulas, which are presented in the following, can be found in [4]. We start with the definition of a two-dimensional copula.

Definition 1 (Two-dimensional Copula [4, Def. 2.2.2]): A two-dimensional copula is a function \( C : [0, 1]^2 \rightarrow [0, 1] \) with the following properties

1) For every \( a, b \in [0, 1] \)

\[
C(a, 0) = 0 = C(0, b)
\]

and

\[
C(a, 1) = a \quad \text{and} \quad C(1, b) = b;
\]

2) For every \( a_1, a_2, b_1, b_2 \in [0, 1] \) such that \( a_1 \leq a_2 \) and \( b_1 \leq b_2 \)

\[
C(a_2, b_2) - C(a_2, b_1) - C(a_1, b_2) + C(a_1, b_1) \geq 0.
\]

From this, we can see that every copula is a distribution function with standard uniform marginals. The following theorem is one of the central theorems of copula theory. It shows how copulas connect the marginal distributions to a joint distribution and therefore specify a dependency structure between the marginals.

Theorem 1 (Sklar’s Theorem [4, Thm. 2.3.3]): Let \( H \) be a joint distribution function with margins \( F_X \) and \( F_Y \). Then there exists a copula \( C \) such that for all \( x, y \in \mathbb{R} \)

\[
H(x, y) = C(F_X(x), F_Y(y)).
\]

If \( F_X \) and \( F_Y \) are continuous, then \( C \) is unique. Conversely, if \( C \) is a copula and \( F_X \) and \( F_Y \) are distribution functions, then \( H \) defined by (1) is a joint distribution function with margins \( F_X \) and \( F_Y \).

Next, we present two important copulas which act as bounds on all copulas and are often referred to as Fréchet-Hoeffding bounds. Another important copula is the product copula \( \Pi(a, b) = ab \) which corresponds to independent marginals.

Theorem 2 (Fréchet-Hoeffding Bounds [4, Thm. 2.2.3]): Let \( C \) be a copula. Then for every \( a, b \in [0, 1] \)

\[
W(a, b) \leq C(a, b) \leq M(a, b)
\]

with the copulas

\[
W(a, b) = \max \{a + b - 1, 0\}
\]

\[
M(a, b) = \min \{a, b\}.
\]

Random variables following the Fréchet-Hoeffding lower and upper bounds \( W \) and \( M \) are called countermonotonic and comonotonic random variables, respectively [4, Sec. 2.5].

Note that all of the above definitions and relations can be extended to the \( n \)-dimensional case where \( n > 2 \). However, in this work, we will focus on the basic two-dimensional scenario.
B. Bounds on Functions of Random Variables

In communication scenarios with slow fading channels, we often face the situation that performance metrics, e.g., the channel capacity, are random variables due to the random nature of involved variables like the channel gain. Therefore, a probabilistic view of these quantities is of interest. One example, which gained more attention recently, is the probability distribution of these metrics, e.g., in the context of ultra-reliable low latency communication (URLLC) [5].

In the following, we will present bounds on the probability of random variables which are formed by certain binary operations of two random variables. This was first introduced for the sum of two random variables in [6] but it is easily extended to more general functions [6, Sec. 5], [7, Thm. 1]. In communications, this can be used to bound the outage probability for systems with slow fading channels.

Theorem 3 ([7, Thm. 1]): Let \( X \) and \( Y \) be random variables over the non-negative real numbers with cumulative distribution functions (CDFs) \( F_X \) and \( F_Y \), respectively. Let \( L \) be a binary operation that is non-decreasing in each place and \( s \) be a binary operation that is non-decreasing in each place, e.g., \( + \) or \( \max \). The CDF of the random variable \( Z = L(X, Y) \) is bounded by

\[
\tau_W(F_X, F_Y) \leq F_Z \leq \phi_W(F_X, F_Y), \quad \text{(4)}
\]

for a copula \( C \) and its dual \( \bar{C}(a, b) = a + b - C(a, b) \).

Proof: We will only give an intuition on the proof in the following. The details can be found in [6] and [7].

Imagine the line corresponding to \( L(x, y) = s \), e.g., \( x + y = s \). The probability to bound is given by the probability mass distributed below this line, e.g., \( x + y \leq s \). Now pick any two points \((x_1, y_1)\) and \((x_2, y_2)\) on the line \( L(x, y) = s \) and observe the following. First, the probability of interest is greater or equal to the probability mass in the area \( \{(x, y) \mid x \leq x_1 \land y \leq y_1 \} \) but less or equal to the probability in the area \( \{(x, y) \mid x \geq x_2 \land y \geq y_2 \} \). Combining this with the Fréchet-Hoeffding bounds from Theorem 2 gives (4).

The bounds from Theorem 3 are point-wise tight. This means that at each point \( s \), there exist two joint distributions which achieve the lower and upper bound, respectively. However, the joint distribution may be different for every point \( s \). Details about copulas which achieve the bounds can be found in [6, Thm. 3.2] and [7, Thm. 3]. We only want to give the intuition behind the construction of the dependency structure. For this purpose, we now consider the lower bound. In this case, the goal is to minimize the probability mass of the joint distribution in the area \( L(x, y) < s \). This is achieved by splitting the copula in a comonotonic and a countermonotonic part such that the mass equivalent to the lower bound is placed in the area \( L(x, y) < s \). An illustration of this can be found in Fig. 2.

All of the above results are for the case of two random variables \( X \) and \( Y \). There are some results for the case of more than two random variables. In [8], the authors derive bounds on the probability of the sum of \( n \) random variables. However, there are some restrictions on the distributions of the variables. An application of this in the context of communications can be found in [9].

C. Example–Uniform Marginals

In the following, we will give two simple examples to illustrate Theorem 3. For the marginals, we assume uniform distributions, i.e., \( X \sim \mathcal{U}[x_{\min}, x_{\max}] \) and \( Y \sim \mathcal{U}[y_{\min}, y_{\max}] \).

Example 1: As a first example function, we use the sum, i.e., \( L(x, y) = x + y \). This is the example considered in [6, Sec. 4]. For the lower bound \( \mathcal{F}_{X+Y}(s) \), we have to solve the problem

\[
\mathcal{F}_{X+Y}(s) = \sup_{x+y=s} \left[ F_X(x) + F_Y(y) - 1 \right]^+.
\]

This gives a uniform distribution of \( X + Y \) between \( x_{\min} + y_{\min} \) and \( x_{\max} + y_{\max} \).

Similarly, the upper bound is derived as

\[
\mathcal{F}_{X+Y}(s) = \inf_{x+y=s} \left[ F_X(x) + F_Y(y) \right]^{\leq 1},
\]

which gives a uniform distribution of \( X + Y \) between \( x_{\min} + y_{\min} \) and \( x_{\max} + y_{\max} \).

Figure 1 shows the lower and upper bound on the distribution of \( X + Y \) with \( X \sim \mathcal{U}[1, 3] \) and \( Y \sim \mathcal{U}[2, 5] \). This can also be found as an interactive version at [10].

As described previously, the joint distributions, for which the bounds are achieved, vary for different \( s \). An example of the joint probability density function (PDF) for the lower bound on the sum of uniform distributions can be found in Fig. 2. Additionally, the line \( x + y = s \) is shown. This illustrates the intuition behind the construction of the joint distribution. The probability mass in the area \( x + y < s \) is minimized and corresponds to the lower bound on the probability.

Example 2: The next example is the product of \( X \) and \( Y \), i.e., \( L(x, y) = xy \). This function is also investigated in [7]. The optimization problems are similar. The only difference is that they are performed over the set \( xy = s \) instead of \( x + y = s \). For the example \( X \sim \mathcal{U}[1, 3] \) and \( Y \sim \mathcal{U}[2, 5] \), the bounds are also shown in Fig. 1. They can also be found as interactive versions at [10].
where we use the shorthands \( X = |h_x|^2 \), \( Y = |h_y|^2 \), and \( s = 2^{R_1-1} \) with the signal-to-noise ratio (SNR) \( \xi \). For Rayleigh fading, the channel gains \( X \) and \( Y \) are exponentially distributed with shape parameters \( \lambda_x \) and \( \lambda_y \), respectively. We can now use Theorem 3 to derive the general bounds on \( \varepsilon \) for all possible joint distributions of \( X \) and \( Y \). The probability of \( X + Y < s \) is lower bounded by a shifted exponential distribution with shape parameter \( \lambda_{x+y} = \lambda_x \lambda_y / (\lambda_x + \lambda_y) \). The upper bound on the probability is an exponential distribution with shape parameter \( \lambda_{x+y} = \min \{ \lambda_x, \lambda_y \} \). The detailed calculations can be found in Appendix and online at [10].

For comparison, we use the correlation model from [12], [13] where the channel coefficients \( h_x \) and \( h_y \) are given as

\[
    h_i = \left( \sqrt{1 - \rho x_i} + \sqrt{\rho x_0} \right) + i \left( \sqrt{1 - \rho y_i} + \sqrt{\rho y_0} \right),
\]

which is illustrated in Fig. 4, where we introduce the shorthands \( 2^{R_1} - 1 = \alpha \), \( 2^{R_2} - 1 = \beta \), and \( 2^{R_1+R_2} - 1 = s \). It can easily be seen that Theorem 3 can be applied to bound the outage probability

\[
    \varepsilon_{\text{MAC}} = \mathbb{P} (E_1 \cup E_2 \cup E_3).
\]

When calculating the bounds based on Theorem 3, we need to optimize over the line \( \mathcal{L} \) shown in Fig. 4. The optimization

\[
    \mathcal{L} \text{ is tangent to the graph of the outage probability at } \varepsilon = 10 \text{ dB and } R = 1, \text{ respectively.}
\]
function for the lower bound in (5) is given as
\[ g(x, y) = [F_X(x) + F_Y(y) - 1]^+ . \]  
We split \( \mathcal{L} \) in three parts and optimize over them separately. The maximum values over the parts \( y \geq s - x \) and \( x \geq s - \beta \) are given as \( F_X(\alpha) \) and \( F_Y(\beta) \), respectively. For the middle part of \( \mathcal{L} \), given by \( x + y = s \), we get the optimum \( y \) as
\[ y^* = \begin{cases} \beta & \text{if } y_{opt} \leq \beta \\ y_{opt} & \text{if } \beta < y_{opt} < s - \alpha \\ s - \alpha & \text{if } y_{opt} \geq s - \alpha \end{cases} \]  
(12)

with
\[ y_{opt} = \frac{\lambda_x s + \log \frac{\lambda_x}{\lambda_y}}{\lambda_x + \lambda_y}. \]  
(13)

The minimum value is then given as \( g(s - y^*, y^*) \).

Combining the three parts gives the final expression for the lower bound on the outage probability of the two user MAC as
\[ \mathcal{L} = \max \left[ F_X(2^{R_1} - 1), \ g(s - y^*, y^*), \ F_Y(2^{R_2} - 1) \right] \]  
(14)

For the upper bound in (6), we use the same general idea. However, we now want to minimize the optimization function
\[ h(x, y) = [F_X(x) + F_Y(y)]_{\leq 1}. \]

The upper bound is then given as
\[ \overline{\mathcal{L}} = \min [F_X(\alpha) + F_Y(s - \alpha), F_X(s - \beta) + F_Y(\beta), 1]. \]  
(15)

C. Secrecy Outage Probability

The outage probability in slow fading wiretap channels is an important measure to take both outages due to reliability drops as well as information leakage to the unknown eavesdropper into account. In [14], we derive worst-case and best-case outage probabilities for the scenarios with perfect CSI-T about the legitimate channel and without this information. The channel to the eavesdropper is always unknown.

D. RIS Channel

As shown in Section II-C, we can also apply Theorem 3 for other functions than the sum, e.g., for the product of random variables over the non-negative reals. In wireless communications this problem arises as the product of channel gains, e.g., in the context of RIS [15]. For illustration, we present a simplified example in the following. Assume that \( X \) and \( Y \) represent (dependent) channel gains of different channels which are exponentially distributed, i.e., \( X \sim \exp(\lambda_x), \ Y \sim \exp(\lambda_y). \) The achievable rate expression for the special case without direct link \( \beta_{sd} = 0 \) and with \( N = 1 \) in [15, Lemma 1, \( R_{1RS} \) in (12)] results in
\[ R(X, Y) = \log_2 (1 + \xi XY), \]  
(16)

with SNR \( \xi \). The outage probability is defined according (7). In the case of independent channels, this is given as
\[ \varepsilon_{\text{ind}} = 1 - 2\sqrt{\lambda_x \lambda_y s} K_1 \left( 2\sqrt{\lambda_x \lambda_y s} \right), \]  
where \( K_1 \) is the modified Bessel function of second kind and order 1 [16] and \( s = 2^{R} - 1 \). The lower and upper bounds are given according to Theorem 3 as
\[ \varepsilon = \sup_{xy=s} [F_X(x) + F_Y(y) - 1]^+, \]  
\[ \underline{\varepsilon} = \inf_{xy=s} [F_X(x) + F_Y(y)]_{\leq 1}, \]

respectively. We solve these problems numerically.

The three different cases are shown in Fig. 5 for varying values of the transmission rate \( R \) and with SNR \( \xi = 1 \). The figure, together with the numerical calculations, can be found as an interactive version at [10].

It can be seen that the achievable rate depends significantly on the dependency of the two channel realizations from source to RIS and from RIS to destination. For a rate of 0.1 bits per second, the best outage probability is below 1% while in the worst case it is about 50%.

E. Extension to More Than Two Links/Antennas

The results on the outage performance presented in this section are all based on the complete characterization of the worst- and best-case dependency in Theorem 3. The extension to more than two random variables, \( n > 2 \), is not straightforward. Mainly, because the lower Fréchet-Hoeffding bound does not result in valid copula, i.e., a valid joint distribution [4].

However, it is possible to derive upper and lower bounds on the outage probability for \( n > 2 \) for some special cases. In [17], we derive the outage probability bounds for \( n \) random variables in the context of diversity. The constraint in this case is that the fading distributions have to have monotone densities. The derivation of the bounds is then based on joint mixability [8], [18]. It is also possible to calculate the bounds numerically by a rearrangement algorithm [19]. This algorithms supports an arbitrary number of random variables with arbitrary distributions.

IV. CONCLUSION

This second part dealt with the outage probability, which is a typical performance metric used for scenarios with slow-fading channels. We considered various communication settings, e.g., the MAC and the wiretap channel, and showed that the joint
distribution of the channels has a significant impact on the outage performance.

A more extensive conclusion and outlook for future work and applications can be found at the end of the first part of this letter [1].

APPENDIX
SUM OF EXPONENTIALLY DISTRIBUTED RANDOM VARIABLES

We start with the lower bound
\[
P(X + Y < s) \leq F_{X,Y}(s) = \sup_{x+y=s} \left[ F_X(x) + F_Y(y) - 1 \right]^+
\]
which we rewrite as
\[
E_{X,Y}(s) = \sup_{x \geq 0} [g(x)]^+ \tag{17}
\]
with the shorthand \( g(x) = F_X(x) + F_Y(s - x) - 1 \). First, we take a look at the boundaries
\[
\lim_{x \to \infty} g(x) = 0.
\]
Next, we need the first two derivatives of \( g \) in order to solve the optimization problem. For the case of exponentially distributed \( X \sim \text{exp}(\lambda_x) \) and \( Y \sim \text{exp}(\lambda_y) \), these are
\[
g'(x) = \frac{\partial g}{\partial x} = \frac{1}{\alpha} \exp \left( -\frac{x}{\alpha} \right) - \frac{1}{\beta} \exp \left( -\frac{s - x}{\beta} \right)
\]
\[
g''(x) = \frac{\partial^2 g}{\partial x^2} = \frac{1}{\alpha^2} \exp \left( -\frac{x}{\alpha} \right) - \frac{1}{\beta^2} \exp \left( -\frac{s - x}{\beta} \right),
\]
where we introduce \( \alpha = 1/\lambda_x \) and \( \beta = 1/\lambda_y \).

For the stationary point \( x^* \), we have \( g'(x^*) = 0 \). Solving this for our example gives
\[
x^* = \frac{\beta + \log \left( \frac{\beta}{\alpha} \right)}{\alpha + \beta} \cdot \frac{1}{\alpha \beta}.
\]
Since \( g''(x^*) < 0 \), we know that this point is a maximum, which we need for the optimization problem in (17). Therefore, we can now evaluate \( [g(x^*)]^+ \) in order to get the lower bound on \( F_{X+Y} \). In our example, this is
\[
[g(x^*)]^+ = \left[ 1 - \exp \left( -\frac{s - k}{\alpha + \beta} \right) \right]^+ = F_{X+Y}(s),
\]
with \( k = (\alpha + \beta) \log(\alpha + \beta) - \beta \log \beta - \alpha \log \alpha \). This shows that the lower bound of \( X + Y \) is a shifted exponential distribution with shape parameter \( \lambda_{x+y} = 1/(\alpha + \beta) \). This is confirmed by the result from [6, Sec. 4].

For the upper bound, we have to solve the similar problem
\[
F_{X,Y}(s) = \inf_{x \geq 0} \left[ F_X(x) + F_Y(s - y) \right]_{\leq 1}.
\]
Starting with the limits,
\[
F_X(0) + F_Y(s) = F_Y(s) \leq 1 \quad \lim_{x \to -\infty} F_X(x) + F_Y(s - x) = 1
\]
we obtain \( F_Y(s) \) as an initial lower bound. Next, we have another lower bound at \( x = s \) which is equal to \( F_X(s) \). In addition, we observe that \( F_X(s) + F_Y(s - x) > F_X(s) \) for \( x > s \). Since the derivatives are equivalent to the ones of \( g \), we know that the optimization function can only have a maximum in \( 0 < x < s \). Combining all of this, we get \( F_{X+Y}(s) = \min \left[ F_X(s), F_Y(s) \right] \), which corresponds to an exponential distribution with shape parameter \( \lambda_{x+y} = 1/(\max[\alpha, \beta]) \).
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