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Abstract. In this paper, we present some new unimodal, multimodal, and noise test functions to assess the performance of global optimization algorithms. All the test functions are multidimensional problems. The 2-dimension landscape of the proposed functions has been graphically presented in 3D space to show their geometry, however these functions are more complicated in dimensions greater than 3. To show the hardness of these functions, we have made an experimental study with some powerful algorithms such as CEC competition winners: LSHADE, MadDe, and LSHADE-SPACMA algorithms. Besides the novel algorithm, Tangent search algorithm (TSA) and its modified Tangent search algorithm (mTSA) were also used in the experimental study. The results found demonstrate the hardness of the proposed functions.

The code sources of the proposed test functions are available on Matlab Exchange website.

Keywords: test function optimization, global optimization.

1. Introduction

We present in this work 20 test functions with nontrivial global minima: 2 unimodal functions, 16 multimodal functions, and 2 noisy functions. The motivations of this work are multiple.

First, the proposed unimodal functions have very large flat surfaces, and so they do not help the algorithms to direct the search process towards the minimum. We have noted that These functions are very hard for differential-evolution based algorithms.

Second, we propose hard multimodal functions with known global optima which are not necessarily sequence of 0 like in Ackley or Rastrigin functions in order to avoid favoring algorithms whose search process is oriented towards the center of the search space. Besides, we aim to show the precision of algorithms by optimizing functions whose optimal solutions are a multiple of π, fraction of π, integer values, or functions with a small power order like 0.1.

Third, and it is the most important motivation, in the literature, several test functions claimed by its authors very hard; but they are not really so hard. The problem is not due to the low performance of the algorithms but to the low accuracy of the programming language. Let’s take the example of the function crosslegtable (eq.1) claimed to be hard by the author Mishra (Mishra, 2006). This function was ranked third in the hardest test functions after DeVilliersGlasser02 and Damavandi test functions according to the work of (Gavana, 2009). They say that the global optimum of this function is –1 and that the optimum solution is xi=0 for 2-dimension. Nevertheless, this is not the only global optimum, it is enough that at least one variable is equal to kπ to get one of its global optima where k is an integer. On the other side, if we implement this function with Matlab programming language, the function is very hard to optimize, it is composed of complex mathematical functions like sine, exponential and square root, power of 0.1, and π constant (eq1). However, the difficulty of this function is not due really to the hardness of the function or to the stagnation of algorithms in local minima, but to the accuracy of the programming language in computing the numerical functions such as sine/cosine, exponential, power...etc, and some mathematical constants like π. The truth is that the algorithms are “got stuck !” in one of its nonzero
global optima such as \([\pi, \pi]\) and this optimum doesn’t give the optimum value \(-1\) by using the Matlab language. Let’s explain more, for example, if we compute \(\sin(\pi)\) in Matlab, we obtain \(1.224646799147353\times10^{-16}\) not a perfect 0, and \(1.2246799147353\times10^{-16}\) is equal to 0.025633097248031 very far from zero, the same observation for \(\text{abs}(2-(2^{0.5})^{0.1}) = 2.9157\times10^{-2}\) computed by Matlab not a 0. This inaccuracy of the Matlab language will give a wrong orientation to any optimizer algorithm and make some easy functions hard to optimize. Concerning the formula, the value of this function at the point \([\pi, \pi]\) is \(-0.079592386218981\) not \(-1\) even thought \([\pi, \pi]\) is mathematically one of the global optimum of this function.

What is the solution for this problem? There are two solutions, the first is to increase the precision of \(\pi\) by using the Variable-precision arithmetic function \(vpa()\) in Matlab:

\[
(sin(vpa(\pi,32))) = -3.2101083013100396069547145883568\times10^{-40}
\]

or using symbolic variable \(\text{sym('pi')}\), unfortunately, this solution will decrease the speed of the algorithms and it is impracticable. The second solution that we propose is to use the degrees instead of radians. Indeed, the \(\sin(180^\circ) = 0\) more accurate than \(\sin(\pi)\), so we should transform each variable from radian to degree and use \(\text{sind}\) function instead of the radian \(\sin\) function by using the transformation in equation 2.

\[
f(X) = -\frac{1}{(|\sin(x_1)\sin(x_2)|^{100-\frac{\sqrt{x_1^2+x_2^2}}{\pi}10^{0.1}}+1)^{0.1}} \quad \text{...(eq1)}
\]

\[
x_d_i = \frac{x_i}{\pi}180 \quad \text{...(eq.2)}
\]

Where \(x_i\) is the decision variable.

By using this transformation, we are able to optimize this function successfully. This remark is valid for several test functions in the literature. Concerning the problem of power accuracy, it is recommended to not use many imbrications of the function power greater than three imbrications.

Finally, two new noisy functions are presented to assess the robustness of the optimization algorithms in stochastic environments.

In this context, we present in this work 20 test functions designed to challenge the most powerful algorithms among those in the winners of the CEC competitions such as Improving the Search Performance of SHADE Using Linear Population Size Reduction (LSHADE) (Tanabe, 2014), Improving differential evolution through bayesian hyperparameter optimization (MadDe) (Biswas, 2021) and LSHADE-SPACMA algorithm: an hybridation of LSHADE and the famous Covariance matrix adaptation evolution strategy (CMAES) algorithm (Mohamed, 2017). Besides, a recent optimization algorithm the Tangent search algorithm, (TSA) (Layeb, 2022) and its modified version mTSA are used in this evaluation. The experimental results show that the proposed functions represent a real challenge to optimization algorithms, especially in dimensions greater than 30.

### 2. The new test functions

In the following, we present the developed functions. The 3d surfaces of the proposed functions are displayed in figure 1.

- **Layeb01 function**: (unimodal, separable and scalable). This is a unimodal function with large search range which pose a challenge for the algorithms. the global minimum has a small area relative to the large search space.
- The optimal value is $f(x*) = 0$.
- The global minimum $x_i* = 1$.
- The search domain is $[-100, 100]
\[
f(x) = \sum_{i=1}^{n} 100^2 \left| e^{(x_i - 1)^2} - 1 \right|
\]

- **Layeb02 function**: (unimodal, separable and scalable). This is unimodal function; it is defined as follow. This function has high values around the $[0,0,...]$, and the global minimum is located at the point $[1,1,...]$ which poses a problem to the optimizer algorithms.
  - The optimal value is $f(x*) = 0$.
  - The global minimum $x_i* = 1$.
  - The search domain is $[-10, 10]
\[
f(x) = \sum_{i=1}^{n} \left| e^{100(x_i - 1)^2 } e^{x_i + 1} - 1 \right|
\]

- **Layeb03 function** (*Arclegtable*): (multimodal, non-separable and scalable). This function is a modification of *crosslegtable* function, and it is defined as follow. This function is very hard to optimize in higher dimension.
  - The optimal value is $f(x*) = -n+1$
  - The global minimum $x_i* = k\pi$ , $k$ is an integer
  - The search domain is $[-10, 10]
\[
f(x) = \sum_{i=1}^{n-1} \left| \sin(x_i) e^{100 - \frac{\sqrt{x_i^2 + x_{i+1}^2}}{\pi}} + \sin(x_{i+1}) + 1 \right|^{0.1}
\]

- **Layeb04 function** (*Crossfly*): (multimodal, non-separable and scalable). This function is defined as follow.
  - The optimal value is $f(x*) = (\ln(0.001)-1)(\text{dim}-1)$.
  - The global minimum $x_i* = \text{alternation of 0 and } (2k-1)\pi$, $k$ is an integer
  - The search domain is $[-10, 10]
\[
f(x) = \sum_{i=1}^{n-1} \ln(|x_i x_{i+1}| + 0.001) + \cos(x_i + x_{i+1})
\]

- **Layeb05 function** (*Dome*): (multimodal, non-separable and scalable). This function is defined as follow.
  - The optimal value is $f(x*) = \ln(0.001) (n-1)$.
  - The global minimum $x* = ((2k - 1)\pi, 2k\pi, (2k - 1)\pi, 2k\pi, ..., ...)$ or$(2k\pi, (2k - 1)\pi, 2k\pi, (2k - 1)\pi, ..., ...)$, $k$ is an integer
  - The search domain is $[-10, 10]
\[
f(x) = \sum_{i=1}^{n-1} \ln\left(\left| \sin\left(x_i - \frac{\pi}{2}\right) + \cos(x_{i+1} - \pi) \right| + 0.001 \right)
\]

- **Layeb06 function** (*Infinity*): (multimodal, non-separable and scalable). This function is defined as follow.
  - The optimal value is $f(x*) = 0$.
  - The global minimum $x_i* = (2k - 1)\pi$ , $k$ is an integer
  - The search domain is $[-10, 10]$
\[ f(x) = \sum_{i=0}^{n-1} \left[ \cos \left( \sqrt{x_i^2 + x_{i+1}^2} \right) \sin(x_{i+1}) + \cos(x_{i+1}) + 1 \right]^{0.1} \]

- **Layeb07 function**: (multimodal, non-separable and scalable). This function is defined as follow.
  - The optimal value is \( f(x^*) = 0 \).
  - The global minimum is located at \( x_i^* = \frac{(2k-1)\pi}{2} \) and \( x_i^* = k \pi \), \( k \) is an integer
  - The search domain is \([-10, 10]\)

\[ f(x) = \sum_{i=0}^{n-1} 0.1 \left[ \cos \left( \frac{x_i + x_{i+1} - k}{\pi} \right) \right]^{0.1} - e^{\cos \left( \frac{16x_i x_{i+1}}{\pi} \right)} + e^{1} \]

- **Layeb08 function**: (multimodal, non-separable and scalable). This hard function is defined as follow.
  - The optimal value is \( f(x^*) = \log(0.001)(n-1) \).
  - The global minimum \( x^* \) is an alternation of \( \pi/4, -\pi/4 \)
  - The search domain is \([-10, 10]\)

\[ f(x) = \sum_{i=0}^{n-1} \ln(|x_i - x_{i+1}| + 0.001) + |(100 \cos(x_i - x_{i+1}))| \]

- **Layeb09 function**: This function is defined as follow.
  - The optimal value is \( f(x^*) = 0 \).
  - The global minimum is \( x_i^* = \frac{(2k-1)\pi}{2} \), \( k \) is an integer
  - The search domain is \([-10, 10]\)

\[ f(x) = \sum_{i=0}^{n-1} 2 \left[ \frac{\ln(|x_i - x_{i+1}|) + 0.5}{e^{\cos(x_i + x_{i+1}) - 1}} \right]^{0.1} + \cos(x_i + x_{i+1}) \]

- **Layeb10 function**: (multimodal, non-separable and scalable). This hard function is defined as follow.
  - The optimal value is \( f(x^*) = 0 \).
  - The global minimum \( x^* = [0.5 0.5 0.5 \ldots.] \)
  - The search domain is \([-100, 100]\)

\[ f(x) = \sum_{i=0}^{n-1} ((\ln(x_i^2 + x_{i+1}^2 + 0.5))^2 + |(100 \sin(x_i - x_{i+1}))|) \]

- **Layeb11 function**: (multimodal, non-separable and scalable). This hard function is defined as follow.
  - The optimal value is \( f(x^*) = -n+1 \).
  - The global minimum \( x^* \) is an alternation of \(-1 \) and \( 0 \)
  - The search domain is \([-10, 10]\)

\[ f(x) = \sum_{i=0}^{n-1} \cos(x_i + x_{i+1} + \pi) \left( \frac{100 \times |x_i^2 - x_{i+1}^2| - 1}{100 \times |x_i^2 - x_{i+1}^2| - 1} \right) + 1 \]

- **Layeb12 function**: (multimodal, non-separable and scalable). This function is defined as follow. This function is very hard to optimize because the optimizer should give an integer or near-integer equal to 2. The most algorithms fail in this test.
- The optimal value is \( f(x^*) = -(e+1)(n-1) \).
- The global minimum is \( x_i^* = 2 \).
- The search domain is \([-5, 5] \).

\[
f(x) = -\sum_{i=1}^{n-1} \left( \cos \left( \frac{\pi}{2} x_i - \frac{\pi}{4} x_{i+1} - \frac{\pi}{2} \right) e^{\cos(2\pi x_i x_{i+1}) + 1} \right)
\]

- **Layeb13 function**: (multimodal, non-separable and scalable). This function is defined as follow. This function is very hard to optimize; all the algorithms fail in this test.
  - The optimal value is \( f(x^*) = 0 \).
  - The global minimum is \( x^* \) is an alternation of \( (2k+1)\pi/4, -(2k+1)\pi/4 \), \( k \) is an integer.
  - The search domain is \([-10, 10] \).

\[
f(x) = \sum_{i=1}^{n-1} (|\cos(x_i - x_{i+1})| + 100|\log(|x_i + x_{i+1}| + 1)|^{0.1})
\]

- **Layeb14 function**: (multimodal, non-separable and scalable). This is a hard function; the most algorithms fail in this test.
  - The optimal value is \( f(x^*) = 0 \).
  - The global minimum is \( x^* \) is a permutation of 0 and –1.
  - The search domain is \([-100, 100] \).

\[
f(x) = -\sum_{i=1}^{n-1} (100|x_i^2 - x_{i+1} - 1|^{0.1} + |\log((x_i + x_{i+1} + 2)^2) |)
\]

- **Layeb15 function**: (multimodal, non-separable and scalable). This function is defined as follow. This function is very hard to optimize, the most algorithms fail in this test.
  - The optimal value is \( f(x^*) = 0 \).
  - The global minimum is an alternation of \( 1 \) and \(-1 \).
  - The search domain is \([-100, 100] \).

\[
f(x) = \sum_{i=1}^{n-1} (10\tanh(2|x_i| - x_{i+1}^2 - 1) + |e^{(x_i x_{i+1} + 1)} - 1|)
\]

- **Layeb16 function (Marmar)**: (multimodal, non-separable and scalable). This function is defined as follow:
  - The optimal value is \( f(x^*) = 0 \).
  - The global minimum is \( x_i^* = \pi/4 \) or \( x_i^* = -\pi/4 \)
  - The search domain is \([-10, 10] \).

\[
f(x) = -\sum_{i=1}^{n-1} (|\tan(x_{i+1}) x_i + 100|\cos(x_i)^2 - \sin(x_{i+1})^2| - \frac{\pi}{4})^{0.2}
\]

- **Layeb17 function (Wings)**: (multimodal, non-separable and scalable). This function is defined as follow:
  - The optimal value is \( f(x^*) = 0 \).
  - The global minimum \( x^* \) is an alternation of -1 and 0.
  - The search domain is \([-100, 100] \)
\[ f(x) = \sum_{i}^{n-1} \left(10 \cdot \ln((x_i + x_{i+1} + 2)^2) - \frac{1}{1000 \cdot (x_i^2 - x_{i+1} - 1)^2} + 1\right) \]

- **Layeb18 function (Zohra):** (multimodal, non-separable and scalable). This function is defined as follow:
  - The optimal value is \( f(x^*) = \ln(0.001) \cdot (n-1) \).
  - The global minimum is \( x_i^* = \frac{2k - 1}{2} \pi \), \( k \) is an integer
  - The search domain is \([-10, 10]\]

\[ f(x) = \sum_{i}^{n-1} \ln(|\cos(2x_i x_{i+1}/\pi)| + 0.001) \cdot \frac{\sin(x_i + x_{i+1}) \cdot \cos(x_i)}{|\sin(x_i + x_{i+1}) \cdot \cos(x_i)| + 1} \]

- **Layeb19 function (Noiselog):** (unimodal, separable and scalable). This function is very hard to optimize; it contains a random component. This function is defined as follow.
  - The optimal value is \( f(x^*) = 0 \).
  - The global minimum is \( x_i^* = 1 \).
  - The search domain is \([-5, 5]\).

\[ f(x) = \sum_{i}^{n} 100 \cdot \text{rand}^i \left(\ln((x_i - 1)^2 + 1)\right)^2 \]

- **Layeb20 function (Noisesphere):** (unimodal, separable and scalable). This function is very hard to optimize; it contains a random component. This function is defined as follow.
  - The optimal value is \( f(x^*) = 0 \).
  - The global minimum is \( x_i^* = 1 \).
  - The search domain is \([-5, 5]\).

\[ f(x) = \sum_{i}^{n} \text{rand}^i \cdot (x_i - 1)^2 \]
3. Experimental results

All the algorithms, mTSA, TSA, LSHADE, MadDe, and LSHADE-SPACMA, used in this experiment are encoded in Matlab and we have used their default parameters as in the CEC competitions. The LSHADE, MadDe, and LSHADE-SPACMA are downloaded from the repository of P-N-Suganthan (https://github.com/P-N-Suganthan). For fair comparison, each algorithm is executed 30 times for 30 and 10 dimensions for each test function. The maximum number of function evaluations is set to $10^4 \times D$. The mean, std, min (best) and max (worst) results are computed. Finally, Friedman tests were carried out to show the difficulty of the proposed tests and which algorithms performed well in this experiment. It should be noted that all the results were normalized before using Friedman tests in order to get a good interpretation. The results for dimensions 30d and 10d are summarized in tables 1 and 2.

Globally, the mean results of all the algorithms are far from the global optima. In the 30d function evaluations experiment (table 2), mTSA, TSA, and LSHADE-SPACMA are the nearest to the global optima as confirmed by the Friedman test (figure 2). However, LSHADE and MadDe algorithms rank last in this experiment. On the other hand, on 10d test functions (table 2), LSHADE-SPACMA ranks first, the other algorithms have similar performance as it is confirmed by Friedman test (figure 3).

Concerning the hardness of the proposed functions. As we can see, all the algorithms fail to find the exact optimum in most test functions. In the unimodal functions (Layeb01 and Layeb02) the DE based algorithms failed in 30d tests. However mTSA and TSA are successful. In the multimodal function (Layeb03…Layeb18), LSHADE-SPACMA and mTSA perform well in these functions. In the functions with noise (Layeb19 and Layeb20), mTSA and TSA are successful in these tests. It is clear that the proposed test functions are hard; even the mean errors are small, the difference between the solution given by the algorithm and the optimum solution is very high. For example, in the case of the function Layeb12, the two algorithms LSHADE and LSHADE-SPACMA have mean error lower than 7, however the obtained solutions are far from the global optimum solution, which is $[2,2,...,2]$. So, to illustrate fairly the performance of an algorithm, it is preferable to incorporate the error between the solution and the global solution if it is known and unique. So, we propose a new measure called Mean Total Error (MTE) to evaluate the performance of an algorithm based on both the error function value and the error between the global optimum and the solution found by a given algorithm. This measure is given by the following equation:

$$\text{MTE}$$
For the Best Total Error BTE, this equation becomes:

\[
BTE = (F_{ghtest} - F_{global}) + \|Solutions_{algorithm} - global optimum\| \ldots eq4
\]

Where \(\|\cdot\|\) is the Euclidean norm, \(F_{ghtest}\) is the value of the algorithm at run \(i\). \(Solutions_{algorithm}\) is the solution found by an algorithm.

For the test functions that have multiple global solutions, it’s recommended to use a shifted solution in order to get one optimal solution.

By using the new error measure, the performances of the algorithms are clearer compared to the standard mean error. For example, table 3 displays the mean total error of the algorithms for the function Layeb12. It is obviously clear that the solutions given by the algorithms mTSA and TSA are the closest to the exact solution. However, the solutions given by the reaming algorithms are less accurate. The same remark for other test functions.

Table 1: Statistical results of the algorithms for 30d test functions

| Algorithm | mean | std | min | 1 | 2 | 3 | 20 | 25 | 30 | 100 | 150 | 200 | 300 | 500 | 900 | 1000 | 2000 | 5000 | 10000 |
|-----------|------|-----|-----|---|---|---|----|----|----|-----|-----|-----|-----|-----|-----|-----|-----|-----|------|
| mTSA | 1.0000E+30 | 1.0000E+30 | 2.798E+00 | 2.798E+00 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 |
| TSA | 1.0000E+30 | 1.0000E+30 | 2.798E+00 | 2.798E+00 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 |
| LSHADE | 1.0000E+30 | 1.0000E+30 | 2.798E+00 | 2.798E+00 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 |
| MadDe | 1.0000E+30 | 1.0000E+30 | 2.798E+00 | 2.798E+00 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 | 1.570E+01 |

Friedman test for 30d test functions
In this work, we have proposed some new functions divided into unimodal functions, multimodal functions, and functions with noise. The experimental study has proven the hardness of the proposed function. The proposed test functions also validate the “no free lunch” theorem that stipulates that no algorithm is efficient to deal with all the optimization problems. We have seen that top rank algorithms in CEC competitions are not so successful in dealing with the proposed test functions.
Annex

modified Tangent Search algorithms (mTSA)

```matlab
clc;
clear;
(rand('state', sum(100*clock))); %#ok<RAND>
%layebfunresults=zeros(20,34); % save results
addpath('./layeb_benchmark');

Runs=1; % nbr of runs
optimums30d=[0 0 -29 -229.324 -200.329 0 0 -200.324 0 0 -29 -107.830
0 0 0 0 -200.324 0 0]; %30d
%optimum10d= [ 0 0 -9 -71.169 -62.169 0 0 -62.169 0 0 -9 -33.464
0 0 0 0 -62.169 0 0]; %10d
for nfun=1:20
  %-----------------test function parameters-----------------------
  func = callFunction(nfun); %get the function struct for [1...50] functions
  fun =str2func( func.name); % function to be optimized
  %fun =str2func(strcat(func.name ,'_mex')); % mex function for speed
  dim =func.dim; %dimension of the problem
  lb =  func.lowerlimit; %lower limit of the problem
  ub = func.upperlimit; %upper limit of the problem

  fprintf('
-------------------------------------------------------
')
  fprintf('Function = %s, Dimension size = %d
', func.name, dim)
  for nbex=1:Runs
    (rand('state', sum(100*clock))); %#ok<RAND>
    %-----------------STO paramaters
    nbr_agent=40; %population size
    FES=0;
    MAX_FES=10000; % maximum number of function evaluation
    %------------------------------
    pop=struct('fitness',{},'position',{}); % initialization of population
    %fitness_pop=zeros(1,nbr_agent);
    for i=1:nbr_agent
      X=lb+(ub-lb).*rand(1,dim); % generate a new solution X
      %fitness=feval(fun,X',nfun);
      fitness=fun(X);
      pop(i).position=X;
      pop(i).fitness=fitness;
      %fitness_pop(i)=fitness;
      FES=FES+1;
      if i==1
        Bestagent=pop(1);
      end
      if pop(i).fitness< Bestagent.fitness
        Bestagent=pop(i);
        Bestagent.fitness=pop(i).fitness;
      end
    end
    %------------------ begin iterations
    while FES<=MAX_FES % iteration process
      if FES>MAX_FES
        break;
      end
      for j=1:nbr_agent
        optx=Bestagent.position;
        X=pop(j).position;
      end
    end
    %------------------ exploration phase------------------------
    for jk=1:dim
      teta=rand*pi/2.5;
      id=randi(dim);
    end
  end
end
```
if rand<=1.5/dim || jk==id %1.5/dim best

if isequal (optx,X)
    step=0.1*sign(rand-0.5)/log(1+FES);
    X(jk)=X(jk)+step*(tan(teta));
else
    step=0.5*sign(rand-0.5)*norm(optx-X);
    if rand <=0.3
        X(jk)=X(jk)+tan(rand*(pi));% large tangent flight
    else
        X(jk)=X(jk)+step*(tan(teta)); % small tangent flight
    end
end
end

%------- bounds checking
Xnew=X;
Xnew(Xnew>ub)=rand*(ub - lb) + lb;
Xnew(Xnew<lb)=rand*(ub - lb) + lb;

%----------evaluation and best solution update
fitness= fun(Xnew);
if fitness <pop(j).fitness
    pop(j).position =Xnew ;
    pop(j).fitness=fitness;
else
    Bestagent.position=Xnew;
    Bestagent.fitness =fitness ;
end
end
FES= FES+1;
if  fitness< Bestagent.fitness
    if  fitness< Bestagent.fitness
        Bestagent.position=Xnew;
        Bestagent.fitness=fitness ;
    end
end

%---------------------end exploration phase---------------------
%-------------------- intensification search---------------------
if   (rand<0.7 && FES >=0.5*MAX_FES) ||  (rand<0.05)  % 0.2 for test 3
    X=pop(j).position;
    B=X;
    teta=rand*pi/2.5;
    step = 1*sign(rand-0.5)*norm(optx)*log(1+10*dim/FES);
    if isequal(optx, X)
        X=optx+step.*(tan(teta)).*(rand*optx-X);
    else
        if rand <=0.7
            X=optx+step.*(tan(teta)).*(optX-X);
        else
            sign1 = -1+(-1).*rand();
            ro = 15*sign1/1/log(1+FES);
            X = X + ro.*(optx-rand*(optx-X)) ;
        end
    end
end
pm=randperm(dim);
if dim<=4
    pm2=round(0.4*dim); %0.1
else
    pm2=round(0.2*dim); %0.2
end
if rand <=1
    X(pm(1:pm2))=B(pm(1:pm2));
else
    X(pm(1:pm2))=optx(pm(1:pm2));
end
%bounds checking
Xnew=X;
Xnew(Xnew>ub)=rand*(ub - lb) + lb;
Xnew(Xnew<lb)=rand*(ub - lb) + lb;
%evaluation and best solution update
fitness= fun(Xnew);
% fitness= feval(fun,Xnew',nfun);
if  fitness <pop(j).fitness
    pop().position =Xnew ;
    pop().fitness=fitness;
    if  fitness< Bestagent.fitness
        Bestagent.position=Xnew;
        Bestagent.fitness=fitness ;
    end
end
FES= FES+1;
if  FES>MAX_FES
    break;
end
end

%--------------------- end intensification phase-------------------

%------------------escape local minimma-----------------------------
if rand <0.01 %default0.01
    X=pop(j).position;
    B=X;
    teta=rand*pi; %randn
    X =  X + tan(teta).*(ub-lb); % generate a random solution by tangent flight
Xnew=X;

% -- bounds checking
if rand <=0.8
    Xnew(Xnew>ub)=rand*(ub - lb) + lb;
    Xnew(Xnew<lb)=rand*(ub - lb) + lb;
else
    Xnew(Xnew>ub)=((rand*(ub - lb) + lb)+B(Xnew>ub))/2;
    Xnew(Xnew<lb)=(rand*(ub - lb) + lb+B(Xnew<lb))/2;
end

%evaluation and best solution update
fitness= fun(Xnew);
% fitness= feval(fun,Xnew',nfun);
if  fitness <pop(j).fitness
    pop().position =Xnew ;
    pop().fitness=fitness;
    if  fitness< Bestagent.fitness
        Bestagent.position=Xnew;
        Bestagent.fitness=fitness ;
    end
end
FES= FES+1;
if  FES>MAX_FES
    break;
end
end

end%j

end%while

fprintf(' Valopt = %d, fun= %s, nbex= %d \n ',Bestagent.fitness,func.name,nbex)
fprintf(' error = %d, fun= %s, nbex= %d \n ',Bestagent.fitness-optimums30d(nfun),func.name,nbex)
layebfnunresults(nfun,nbex)=Besttrochoid.fitness-optimums30d(nfun); layebfnunresults(nfun,nbex)=Bestagent.fitness;
% MTE(nfun,nbex)=Besttrochoid.fitness-optimum(nfun)+ norm(globalbest-optx);
end
end
% for i=20:20
%    layebfnunresults(i,31) = mean(layebfnunresults(i,1:30));
%    layebfnunresults(i,32) = std(layebfnunresults(i,1:30));
%    layebfnunresults(i,33) = min(layebfnunresults(i,1:30));
%    layebfnunresults(i,34) = max(layebfnunresults(i,1:30));
% end
%
% xslwrite('results.xlsx',layebfnunresults,1)
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