Process mining in support of technological readiness level assessment

Veneta Markovska¹*, Stanimir Kabaivanov²

¹ University of Food Technologies, Plovdiv, Bulgaria
² Plovdiv University “Paisii Hilendarski”, Plovdiv, Bulgaria

* venetta@abv.bg

Abstract. We develop a framework for assessing technological readiness level using available data on business processes. By constructing a network of actors and linking process steps together it is possible to estimate the complexity of organizational structure, examine the bottlenecks and analyse whether advantages of available technology are fully utilized. Using publicly available data on business event logs we also test an automated process mining procedure and suggest a measurement to link our results to the TRL.

1. Introduction

Since its first steps in NASA in 1974 [1], technological readiness level (TRL) has gone a long way to become a wide spread tool for assessing adoption of new concepts and use of existing ones. Based on general, yet sound principles, it has proven to be useful tool for supporting management decisions [2], [3], as well as for assessment of innovations [4], [5]. Considering that some concepts may be more complex than others, the TRL research has been carried on to extend original classification, either by adding new levels [6] or by transforming it into a performance matrix [7]. While there is still an ongoing debate on advantages of specific extensions of the idea in different industries, it is particularly important for practitioners to have a reliable tools supporting their assessment. Due to the fact that real businesses need to take decisions under uncertainty and considering multiple factors that may not be explicitly taken into account in academic research, it is vital for these tools to be flexible.

Quite common approach for assessment of technological readiness is to conduct a survey with carefully selected questions and based on the answers to assign respondent descriptions to a set of predefined categories. Despite being a straightforward process, this method has several significant drawbacks:

- The number of respondents in a survey may be limited, based on the organization structure, as well as the complexity of the problems addressed. Trying to assess a technologically diverse organization with a limited data set is very challenging and error prone.
- Business processes tend to have different scalability properties which means that similar TRL assessments may end up with a completely unrelated results under modified environment conditions.
- Non-linear relationships between different processes and steps in the organization performance have to be taken into consideration.


We believe that careful analysis of business processes could help improve technological readiness assessment both in terms of required efforts and reliability of final output. Dependencies between business process understanding and TRL has been subject to multiple studies, like for example [8], [9]. Instead of building on a predefined and limited assumptions on the processes, we suggest to analyze information on procedures in the organization in order to build a map of current processes and inspect their complexity and depth. There are a lot of algorithms, aiming at automated business process discovery (ABPD), that offer a tradeoff between speed and accuracy [10], [11]. In this paper we use precedence and activity matrices in order to analyze business processes and then apply metrics that can assess their complexity. TRL and process analysis are important for non-business organizations [12], [13].

2. Model details

The model as shown on Figure 1, consists of five steps, that need to be repeated on demand or periodically in order to account for changes in the environment and internal organization. It should be pointed out that these five steps can be used with different TRL metrics and risk measures as well as with different complexity assessment procedures.

A sequence of events would typically contain observations that are part of different business processes. While there are no restrictions that a particular element of the input data should participate in a single process, it is useful to spend more effort analyzing those events that are part of multiple processes. That helps not only to identify potential bottlenecks in the operations but also to perform additional tests on what steps could be optimized or bundled together.

![Figure 1. Business process discovery in support for TRL](image)

2.1. Data collection and pre-processing

Data collection and preprocessing is the first step that needs to be considered. It is particularly important as cleaning up the inputs can reduce the dimensions of the data to be analyzed. Preprocessing is also essential for making sure that different characteristics of analyzed events are properly encoded and prepared for further analysis.
2.2. Complexity assessment and visualization

This step contributes to achieving two major goals. The first one is to provide an estimate on how complicated different processes are, as this allows to focus on those that are particularly tough to examine. It should be noted that complexity of a process is not the same as its business importance. Thus, the second goal of this step is to make sure that only relevant data is passed for further analysis. Considering possibilities for fully automated assessment, this part is particularly prone to errors and may require regular support and assistance from experts.

2.3. Mapping and map reduction

Mapping and map reduction of inputs plays important role for complex systems, where summary of similar steps can simplify further processing. This step contributes to the final results but building two intermediate output data sets – a map between events and logical processes and a set of combined (summarized) steps that can be used to simplify data handling.

2.4. TRL metrics selection and assessment

At this point typical TRL metrics like those suggested by Sauser et all [13] and Yaseri [14] can be extended with parameters indicating process complexity (length, cycles, inter-dependencies etc.). There are multiple possible metrics that can be used to estimate complexity of the business process, once it has been presented in a proper notation. While they are all relevant to the internals of the process, from management point of view the leading role should be attributed to one single metric – how much does this process contribute to reaching specified goals (for example to generating higher profit or serving more customers).

From an economic point of view, a particularly important characteristic of different processes is their throughput – time required to complete a specific process. When combined with step 2.5, changes in this parameter can be used to estimate the effects from particular management decisions as well as to account for the time needed to move to the next readiness level. To be able to measure economic impact we use the following complexity metric, applied to each step/node in the process:

\[ C_i = \sqrt{n_i \cdot x_i}, \]  

(1)

where \( n_i \) is the number of inputs required to start this point and \( x_i \) is the number of outputs from this particular step, that are on their own turn used by next steps. There are other ways to measure the impact, including adapted metrics of cyclomatic complexity used in software analysis, although we prefer to keep calculations very simple and easy to understand. For the complete process we estimate the impact as weighted average of complexity metrics, using available free capacity (e.g. possible increase in intensity or workload on each node that would not require additional investment or changes in technology):

\[ C = \frac{\sum w_i c_i}{\sum w_i}, \]  

(2)

where \( w_i \) is the respective weight, calculated as the time throughput of the node relative to the total time required to complete the process, multiplied by the one, minus the percentage of available spare capacity:

\[ w_i = \frac{t_i}{\sum t_i} (1 - f c_{\%}), \]  

(3)

Weight calculation puts emphasis on the fact that operations being able to easily cope with additional load are better prepared for changes and could be used to handle future changes and challenges. Once calculated weights could be further normalized so that then sum up to 1 in order to simplify the calculations. We prefer not to do this, as there is additional benefit for managers to see directly how weight values are influenced by individual factors.
2.5. Monitoring and re-assessment
Monitoring and re-assessment is essential to make sure that management decisions are continuously supported as business conditions change [15]. When all described steps are repeated that also gives possibility to use them for simulation and estimation of future development. Therefore, iterations are inherent part of the suggested model.

3. Application and results
We use publicly available data on EU Common Agricultural Policy, which is part of BPI Challenge 2018 [15]. Only 253K events have been analyzed in order to reduce the amount of processing time and only cases with refusal have been analyzed. This would correspond to an attempt to assess TRL for automatic check, validation and refusal of applications. We have analyzed data with R and visualization and case handling has been performed with bupaR package [16].

Figure 2. Process map and activity trace of the refusal cases

Activity trace and process map of the refusals shown on Figure 2 indicate that mapping and reduction can significantly reduce the amount of data being processed and can also help focus management attention to particularly important areas instead of just presenting specific activities. With mapping of the activities, instead of 30 different entries their number can be reduced to 8.
Differences in mean throughput time as shown on Figure 3 show how process features can be used in order to assess how technological changes will affect different steps. As data shows the refusals tend to have much more diverse timing requirements which is expected as there may be quite different reasons for rejecting a request as in this particular data set. Referring to TRL levels that would mean that much more detailed analysis would be needed when analyzing impact of management decisions on steps leading to refusal. Therefore, it would be more accurate to separate these steps and study their readiness separately.

When there is no huge difference between separate processes or cases, then economic impact metrics can support focusing on those steps and features that have highest contribution for achieving the goals set. Thus, if one step has 4 inputs required, single output and only 5% spare capacity its metric would be twice as large, as similar step having a single input and a single output.

4. Conclusion

Managers can take advantage of technological readiness level assessments in order to focus their attention on critical issues and opportunities in their organization. Despite being a useful tool that can combine diverse technical information into easy to understand and communicate way, TRL success depends on correct understanding of business processes and how different technologies fit in. We suggest an iterative procedure that can utilize process mining algorithms and give an overview of the actual business processes. In contrast to theoretically developed steps, event logs can shed light on the real time necessary to perform a specific action and about the actual relations between parts of the organization.

Using open data set we applied suggested steps in order to demonstrate how preprocessing and complexity checks can simplify further data processing and identify what are the most important steps in the underlying business activities. Process discovery and throughput analysis are important for correctly studying economic impact on different management decisions and importance of discovered processes and steps. Combination of process mining can therefore provide for better TRL assessment and decisions that are aligned with organization objectives.
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