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Abstract

The exponential usage of internet attracts cyber criminals to commit crimes and attacks in the network. The forensic investigator investigates the crimes by determining the series of actions performed by an attacker. Digital forensic investigation can be performed by isolating the hard disk, RAM images, log files etc. It is hard to identify the trace of an attack by collecting the evidences from network since the attacker deletes all possible traces. Therefore, the possible way to identify the attack is from the access log traces located in the server. Clustering plays a vital role in identifying attack patterns from the network traffic. In this paper, the performance of clustering techniques such as k-means, GA k-means and Self Organizing Map (SOM) are compared to identify the source of an application layer DDoS attack. These methods are evaluated using web server log files of an apache server and the results demonstrate that the SOM based method achieves high detection rate than k-means and GA k-means with less false positives.

Index Terms: Self Organizing Map, k-means, Genetic Algorithm k-means, DDoS attack.

1. Introduction

Today, the users are extremely dependent on the internet services to perform their day to day activities. The advancement in internet technologies and increasing reliance on the network become the cause of new threats and malicious activities which compromises the confidentiality, integrity and availability of the network
services [1]. The attacker uses various browsing activity to commit crime in network and left no evidence is a crucial component for digital forensic investigation. Security is the major concern in internet based applications and also investigation of crimes like security attacks is very difficult. When investigator analyses the victim, the evidence are retrieved from various components such as hard disk, images, log files, cache, cookies, the time and frequency of user visiting the page etc. The increase in usage of network tools and scripts enable the attacker to conduct various attacks in network. According to the survey report of Kaspersky, the companies lost an revenue of $444,000 by single Distributed Denial of Service (DDoS) attack in 2014 [2]. This leads to high resource consumption and also increases the economic loss by generating heavy bills to the targeted companies. For example, online gaming networks, telecoms etc are vulnerable to DDoS attacks [3]. To investigate such crimes the investigators have to carry out the necessary steps involved in forensic investigations. DDoS attacks occur in various layers of the network viz., network layer, transport layer and application layer. The network and transport layer attacks send voluminous requests to the victim to saturate the network bandwidth. Transmission Control Protocol (TCP) flood, User Datagram Protocol (UDP) flood, Synchronous (SYN) flood, Internet Control Message Protocol (ICMP) flood etc., are some of the network and transport layer DDoS attacks. The attacker sends malicious HTTP packets to the web server to exhaust all the server resources in case of application layer DDoS attacks [4]. The DDoS attacks occur in application layer are Hypertext Transfer Protocol (HTTP) flood, Simple Network Management Protocol (SNMP) flood, File Transfer Protocol (FTP) flood etc. To protect the network against these application layer threats and malicious activities, several mechanisms are in use. Intrusion Detection System (IDS) is one such mechanism that aims towards stopping the access of the network by unauthorized entities. The various methods used in the existing literature for IDS are Statistical Methods [5], Machine Learning [6]-[7], etc.

Forensic investigation is the process of identification, collection of evidence, examination and analysis of evidence while preserving the integrity of the data [8]. The forensic examiner collects the evidence by finding the series of action performed by an attacker. Forensic examination isolates the attacked system after identifying it, retrieve the data and detects the attack from virtual hard disk, RAM images of VM, log files, etc., through live or dead analysis. Dead forensic analysis identifies the evidence when the data is at rest [9]-[10]. Live forensic analysis identifies the evidence through continuous monitoring of the devices in the network since the data is evolving over time [9]. Evidence collection plays a major role in identifying the attack sources for forensic examination. The evidence is collected and analyzed from the attacked system by using several validating measures and through the log analysis [10]. The forensic investigator relies on finding the details such as where, why, when, who, what and how the attack has happened. Machine learning techniques are used to classify DDoS attacks from the log file traces located in the server. The new attack patterns cannot be determined using supervised learning techniques due to the temporal distortion in network patterns and its characteristics. This is responsible for the ineffectiveness of the supervised learning techniques [11, 12, 13]. The unsupervised learning techniques viz., k-means, SOM, Art2 etc., are more suitable for the identification of new attacks. It is hard to distinguish the legitimate or attack trace since the request patterns and characteristics of attacks are similar to the benign traces [14, 15, 16, 17]. In addition, the new data patterns cannot be identified by using Intrusion Detection System (IDS) because of the tremendous amount of data generated and it suffers from large processing overheads [17, 18, 19]. Clustering plays a major role in the identification of new attacks which have not been encountered previously for forensic analysis. Clustering algorithms are used to group the similar data patterns which help to enhance the performance of the system. In this paper, performance of the clustering techniques is compared by extracting the features from the web server log. These features are processed by using clustering techniques such as k-means, Genetic Algorithm (GA)-k-means and Self Organizing Map (SOM) for the identification of application layer attacks that had happened. The k-means clustering is used due to its easiness and simplicity of application, which is not suitable to deal with the overlapping clusters. The k-means clustering depends on the initial seed, hence it stuck to local minimum [16,17]. In order to overcome these drawbacks, GA-k-
means clustering, the initial seed is selected from the set of random values which helps in determining the optimal clusters. SOM isolates the unknown patterns from the neighbouring neuron. It is also responsible for mapping 'N' dimensional data into one or two dimensions that groups the similar input patterns.

The remainder of the paper is structured as follows: Section 2 outlines the related research work about forensics. Section 3 outlines the overview of the system model. Section 4 elaborates experimental work and comparison results. Section 5 concludes the paper with future work.

2. Related Work

Digital forensics is the process of identification, collection, validating the digital information by preserving the evidence [8]. The forensic examiner analyzes the attack by collecting the evidence from physical memory, virtual hard disk, log files etc., through online or offline.

Application layer attacks play a major role in attacking the web server and their applications. Krugel et al. proposed web based attack detection by automatically retrieving the profiles such as length and structure of web server logs [20]. These profiles are compared with the incoming user requests to classify the attacks. It results in large false positives. Lee et al. introduced a method for the detection of benign or attack traces using cluster analysis on each attack phase [16]. This method selects only few input features which results in low detection of attacks.

Yatgai et al. introduced DDoS attack detection using the browsing order of the page and finding the correlation to the page information size [15]. The usage of large access log file has not been addressed to detect the new attack and result in high false positives. Oh et al. adopted a method for the identification of DDoS attacks by clustering of traffic patterns using SOM and the labelling is performed using the correlation of features [17]. The detection accuracy is reduced by the labelling of each map units. This method results in large number of false positives.

Konar et al. combines the idea considered in [17] with the fuzzy logic to achieve the high detection rate [18]. SOM algorithm has been used to identify the suspicious nature of unseen patterns and modelling the fuzzy rule from every neighbouring map unit. When a new attack occurs, the new rules correspond to the map units will be updated instead of updating the entire model in the fuzzy rule base. Zolotukhin et al. proposed a method for the identification of benign or malicious requests using n-gram analysis and through statistical methods [21]. This method takes more computational time since the size of the feature is large. Bhuyan et al. proposed a method to distinguish the low rate and high rate malicious traffic from benign traffic using information theory with low computational overhead [21].

Maggi et al. adapted a method to distinguish between the benign or malicious behavior in web based applications. The HTTP traffic response is analyzed to determine the historically modelled parameters [23]. This method needs huge volumes of well labelled data for initial training to determine the malicious behavior. Chwalinski et al. proposed a method for the detection of HTTP-GET flood attack by using clustering of categorical data points and information theoretic measures. This method distinguishes the legitimate and attacking sequences by analyzing the behavior of web request sequences [24]. Prior knowledge is not required to detect the attack behavior. It is difficult to find the number of clusters that had spread across the various entropy ranges because many sequence of requests follow uniform distribution.

The methods discussed in the existing literature have not addressed the problem for identifying the unknown attacks located in the server. The existing methods take high processing time, high resource consumption, and result in large false positives. Clustering plays a major role in the identification of unknown attacks. The performance of the clustering algorithms such as k-means, GA k-means and SOM are compared for the effective identification of attacks.
3. System Model

![Diagram of System Model](image.png)

The architecture of the system model is depicted in Fig. 1. The system model consists of four stages namely Evidence collection, Evidence Preprocessor, Evidence Repository and Evidence Analyzer.

- **Evidence Collection**: This process collects the evidence from information sources such as network routers, switches, server and hosts which is under investigation.
- **Evidence Preprocessor**: It takes the log file as input and analyzes the log file to identify the evidence of an attack in terms of features. It pre-processes the feature set and selects a feature subset to describe the attack.
- **Evidence Repository**: This is the process of storing all the pre-processed relevant information for the identification of evidences.
- **Evidence Analyzer**: The feature subset of evidence is given as input to the evidence analyzer, which compares the newly generated log files from incoming traffic with the predetermined rules from knowledge base to generate forensic alert.

3.1. Evidence Collection

The evidences are collected from the network sources such as router, switches, server, hosts and the internal components viz hard disk, RAM images, physical memory etc. which are under forensic investigation. The logs collected from the network play an important role in evidence collection. Application layer attacks are reflected in various logs viz., system log, network log, authentication log etc., stored on Apache server. These logs are used for forensic examination to detect the application layer attacks. The various attack information stored in the log traces are listed as follows.

- **System log** – determines if someone is trying or has executed buffer overflow
- **Debugging log** – determine the nature of application and service based attacks
- **Firewall log** – direct method for auditing firewall
- **Authentication log** – auditing of attacks on credentials and determines the unauthorized access
- **Dmesg log** – this is not a log file, but this is used for determining anomalous activity from recent bots.
- **Access log** – useful for determining web based attacks (XSS, XSRF, SQLI, remote file inclusion, local file inclusion and DDoS attacks.
- **Error log** – useful for determining web based attacks
- **Database log** – useful for determining the database related attacks

Since DDoS attack is reflected in the access log file, this log is taken for forensic analysis. The entries in the access log file of an web server consists of the following attributes as discussed in [25] are: remote host, remote login name, remote user, request time (day/month/year:hr:min:sec +zone), HTTP request (HTTP method, URL
and HTTP version), HTTP status code, length of the data in bytes, referral URL and user agent header field. The access log trace of an web server log file are as follows.

101.38.64.23 - - [20/Mar/2015:08:33:23 +0700] “GET /d/winnt/system32/cmd.exe?/c+dir HTTP/1.0” 200 458 “https://www.nitt.edu/OLCLD/view.php?q= book/” “.

These logs are used to determine the attacks by the analysis of the essential features.

3.2 Evidence Preprocessor

The logs obtained from the web server are converted to common format by removing the uncleaned or unwanted attributes. The results consist of only an essential attributes viz., remote host, time of request, HTTP request and referral URL for determining the legitimate or suspicious user [25].

The remote host (IP address) is converted to 010214134056 by removing dot and turns to whole digits. The second attribute request time is transferred to digit by removing the symbols and zone times (ie) [15/Feb/2015:06:56:19 +0700] to 15022015065619. The next attribute is HTTP request (HTTP method, URL and HTTP version). The static method values are considered as HTTP/1.1 - 80, HTTP/1.0 - 70, GET - 10, POST - 30, HEAD - 50. The URL’s are converted to its corresponding numbers by using hash functions. The URL part varies arbitrarily by applying hash function to convert to its unique numbers. Similarly, the referral URL is also converted to unique numbers by using hash function. Then, the preprocessed features are passed as input to the clustering module for the identification of anomalous behavior.

3.3. Evidence Repository

The evidence repository stores all the preprocessed data for the identification of attacks.

3.4. Evidence Analyzer

The preprocessed data is passed to the Evidence analyzer for the grouping of the similar input patterns using clustering techniques for the effective identification of attacks. Clustering is the process of combining the similar input patterns into groups of clusters. The grouping of data objects into ‘N’ dimensional features to maximize the similarity of data within clusters and minimize the similarity of the set of data objects between different clusters. The preprocessed data is fed as input to the various clustering algorithms viz., k-means, GA k-means and SOM.

The pre-processed log files consist of relevant features such as IP address, timestamp, requested URL of the page and referral page of the user. These relevant features are converted to numerical values because SOM, GA k-means and k-means resolve only the numerical data to perform clustering on the pre-processed data.

3.4.1. k-means clustering algorithm

The k-means algorithm is widely employed in finding the near optimal partition with the given number of clusters. It uses iterative hill climbing algorithm [25]. The steps in k-means clustering are as follows.

(i) The initial seed of each cluster is selected based on given ’k’ (number of clusters), and the partition is made using seed as the centre of initial clusters.
(ii) The record which is nearer to the centre, groups the similar patterns thus forming the cluster.
(iii) Keeping the fixed cardinality of clusters, determine the centre for each cluster.
(iv) Repeat the steps (ii) and (iii) until the clusters converge or it satisfies the stopping criteria.
The limitation of k-means algorithm is that the clustering depends on the initial seed. If the dataset has large outliers and initial seed is not chosen properly, then it generates large differences in clustering results. The selection of initial seed by random may degrade the performance of clustering quality; hence it converges into local minimum. In order to overcome these limitations, Genetic Algorithm (GA) is used as an optimization technique for the selection of initial seeds in k-means algorithm [15].

3.4.2. GA k-means clustering algorithm

Genetic Algorithm (GA) (Goldberg, 1989) is a method for solving constrained or unconstrained optimization problem that mimics the biological evolution [26]- [27]. In GA, the set of intermediate solutions called candidate solutions are further optimized using Darwin’s theory with repetitive computations. The fitness is measured to find the solutions of each individual. The commonly used genetic operations are selection, crossover and mutation. The new population is generated by choosing the individuals on the basis of selection strategy. Crossover is the generation of new individual by the mixing of two off-springs from selected parents [23]. Mutation is a background operator which is used by randomly varying the values of an individual at one or multiple positions of the selected chromosome. The steps in GA-k-means process are shown in Fig. 2.

- Representation of Solution variables
- Initialization of set of possible solutions
- Evaluation of fitness function
- Apply k-means process to obtain initial seeds using fitness function
- Generation of new population by using genetic operators
- Satisfy the stopping criteria

![Fig.2 Steps in GA k-means process](image)

GA is used as an optimization technique for the selection of initial seed in k-means algorithm. The global optimal initial seed is selected from the set of the random values which helps to increase the performance of the classifier. The steps in GA k-means algorithm is depicted in Fig. 2 is as follows:
(i) **Representation of solution variables:** This step is used to identify the solution variable from the objective function for denoting the values. Here, the solution variable is represented using the real coded strings. The value of the solution variables should be specified within the range.

(ii) **Population initialization:** The population is generated randomly to determine the global optimal initial seed. The values of the chromosome are initialized with random values for the searching of optimal seed. Real coded strings are used to determine the optimal initial seeds.

(iii) **Fitness function Evaluation:** The next step is the selection of k-means clustering for finding the optimal clusters. The maximum number of adjustment of centroid value in k-means is determined. The k-means process is repeated iteratively and the fitness function value is updated. The intra class inertia is chosen as the fitness function of GA k-means, through which the optimal initial seed is obtained by minimizing the function after the completion of k-means clustering.

(iv) **Genetic operations:** The GA performs various genetic operations viz., selection, crossover and mutation on the current population [26]. A new individual is produced from these operations.

- **Selection:** The selection of new individuals from the population plays a vital role in GA. Tournament selection [25] is used as the selection operation to produce new individual. In tournament selection, the best of ‘T’ individual is selected from the set of population in the mating pool. This process is repeated for further genetic processing until the mating pool is filled.

- **Crossover:** This uses arithmetic crossover to perform genetic operations. The new strings are produced by the exchange of information among the real coded strings in the mating pool.

- **Mutation:** It introduces new strings into the population and it prevents trapping into local optimum value. This uses uniform mutation operator to perform genetic operations. Here, the selection of variable is by uniform random number and this number is set between the variables lower and upper limit. These steps are repeated until it satisfies the stopping criteria.

3.4.3. **Self Organizing Map**

The feed forward neural network has proposed by Kohonen (1982) [2, 28, 29]. It consists of neurons with ‘n’ input patterns that are associated to ‘m’ output cluster units. These patterns are represented in two dimensional spaces where the input pattern of the weight vector acts as an exemplar. The similar input patterns are grouped together and the comparison of each neuron is made between the input weight vector and the associated pattern. The closest neuron is selected as the winner neuron. The Best Matching Unit (BMU) of neuron is calculated by adjusting the nearest neuron and the weight of winner’s neuron.

**Steps of SOM algorithm**

(i) **Initialization of the network:** For every node $l$, initialize the weight vector $w_l$ to some random value.

(ii) **Assigning of Input:** Assign the input pattern vector $X$ to all the nodes in the network.

(iii) **Estimation of winning node:** Calculate the winning neuron $p(x) = \min \{ d_i(x) \} = \sum_{i=1}^{D} (x_i - w_{il})^2$

ie., minimum distance among the weight vector and the associated input vector. The minimum distant node is declared as the BMU of the node.

(iv) **Weight updation:** Update the weights of each node by using the following equation

$$\Delta W_{nm} = \delta(t)T_{n,p(x)}(t)(x_n - w_{mk}),$$

where $T_{m,n}(t)$ and $\delta(t)$ represents the Gaussian neighborhood and the learning rate respectively.

(v) **Repeat the steps (ii) to (iv) until the criteria of minimal distance is met with intact feature map.**
4. Experimental results

This section details the experimental evaluation for evidence collection, evidence preprocessor and the experimental results of the clustering algorithms.

4.1. Experimental setup

The normal traffic is obtained by using the different browsing activities carried out on the different machines using valid user agents, HTTP methods and HTTP header parameters, which are reflected in the web server log. The huge volumes of real traffic that are flowing to and from the web server is captured and reflected continuously as log file during one week period. The attack was subsequently executed during this period. The HTTP GET flood attack is launched by using bots or through various attacking tools viz., HULK [30], HTTP DoS [31], HOIC [32]. There is a substantial increase in the flow of traffic during the peak hours and slowly it degrades in the afternoons. The experimental setup is depicted in Fig. 3. The DDoS attacks are reflected in the access log file of an apache server.

4.2. Result Analysis

The transmission traffic collected is pre-processed by formatting the log files. The pre-processed log files are fed as input to the different clustering algorithms for the effective identification of traffic patterns. The initial seed is chosen for the selected number of clusters. The maximum number of adjustment of centroid value in k-means is fixed as 5.

![Experimental test bed setup](image)

The GA was run with 100 independent trials with distinct random seed values and the various control parameters of GA. The optimal results are obtained with the settings given as follows: size of population = 200, Crossover rate = 0.9, Mutation rate = 0.01. The arithmetic crossover is used for real-coded strings that generate new individual from the two parents. Uniform mutation operator is performed and the values are selected randomly from an individual for finding the optimal value. If a number obtained is lesser or equal to the
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mutation rate, then the mutation is performed at the particular gene. It satisfies the stopping criterion by allowing 100 generations.

SOM is used to preserve the topological property of the input neuron by grouping of nearby neurons as matching unit. The results obtained from these clustering techniques are used to distinguish the suspicious or the normal behaviour of the user. The dataset generated using various attacking tools are considered for the different number of test cases as depicted in Table 1.

Table 1. Dataset considered for various tests

| Test Cases | Dataset Considered   |
|------------|----------------------|
| 1          | HOIC                 |
| 2          | HTTP DDoS            |
| 3          | HULK                 |
| 4          | HULK, HTTP DDoS      |
| 5          | HULK, HOIC, HTTP DDoS|

Various tests are carried out using the log files generated by different tools such as HULK, HTTP DDoS and HOIC. The combination of various attack instances are tested for different scenarios. From the experimental results, it is observed that the false positive rate is higher in k-means because the initial seed is taken randomly and it stuck into local minimum. The GA k-means misclassification rate is lesser when compared to k-means and the optimum value is identified for initial seed. The false positive rate is relatively less in SOM, because SOM maintains the topological preserving property. The false positive rate of k-means, GA k-means and SOM are shown in Fig. 4.

![Fig.4. False positive rate for various tests](image)
The accuracy for the detection of attacks has been measured using equation (5)

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN}
\]

where,

- True Positive (TP) = Number of attack instances correctly classified as attack
- False Positive (FP) = Number of normal instances incorrectly classified as attack
- True Negative (TN) = Number of attack instances incorrectly classified as normal
- True Negative (TN) = Number of normal instances correctly classified as normal

Fig. 5. Accuracy of clustering algorithms for different tests

It is inferred from Fig. 5, that the accuracy of SOM is higher when compared with k-means and GA k-means for the different number of test cases. The k-means based on GA outperforms well than k-means algorithm because initial seed is selected randomly in k-means and also stuck into local minimum value. However, GA k-means selects the initial seed data based on the iteration and it helps to determine the global optimal value. Hence, GA k-means detects the malicious user efficiently than k-means. The accuracy of the different clustering algorithms for various tests is depicted in Fig. 5.

The performance of the clustering algorithm is compared using intraclass inertia. Intraclass inertia is represented in n-dimensional space of the preprocessed features to check the compactness of each cluster. The intraclass inertia of SOM, GA k-means and k-means are represented in Table 2.
Table 2. Intraclass inertia of k-means, GA k-means and SOM

| Clustering technique | k-means | GA k-means | SOM  |
|----------------------|---------|------------|------|
| Intraclass inertia   | 1.924   | 1.652      | 1.843|

Table 3. Performance comparison of k-means, GA k-means and SOM

| Performance Measure | k-means | GA k-means | SOM  |
|---------------------|---------|------------|------|
| Detection rate      | 74.4%   | 86.3%      | 94.2%|
| Processing time (sec)| 17      | 35.6       | 9.5  |

Table 3 shows the performance comparison of k-means, GA k-means and SOM. The detection rate of SOM is 94.2% due to the co-operative nature for the selection of winning neuron whereas the detection rate of GA k-means and k-means clustering algorithm is 86.3% and 74.4% respectively. SOM reduces the computational complexity by preserving the topological property and it maintains the co-operative neighbourhood for finding the winning neuron. The processing time of GA k-means is higher than k-means and SOM since the optimal value of initial seed is selected iteratively using the genetic algorithm.

5. Conclusions

In this paper, the clustering techniques such as k-means, GA-k-means and SOM are used to detect application layer DDoS attacks and to enhance the performance. The normal traffic is obtained by using the normal browsing activities and the attacks are performed by using different attacking tools, scripts, bots and these attacks are reflected in the access log file of an apache server. The acquired log evidence is pre-processed by extracting the relevant features from the web server log file. These pre-processed features is then passed to the clustering techniques viz., k-means, GA k-means and SOM, which helps to identify the attacks from the analysis of incoming patterns. The experimental results indicate that SOM based clustering technique achieves higher detection rate, reduces false positives and determines unknown attacks than GA-k-means and k-means algorithm.
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