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Abstract—Wireless channels can be inherently privacy preserving by distorting the received signals due to channel noise, and superpositioning multiple signals over-the-air. By harnessing these natural distortions and superpositions by wireless channels, we propose a novel privacy-preserving machine learning (ML) framework at the network edge, coined over-the-air mixup ML (AirMixML). In AirMixML, multiple workers transmit analog-modulated signals of their private data samples to an edge server who trains an ML model using the received noisy-and-superseded samples. AirMixML coincides with model training using mixup data augmentation achieving comparable accuracy to that with raw data samples. From a privacy perspective, AirMixML is a differentially private (DP) mechanism limiting model training accuracy to that with raw data samples. From a privacy perspective, AirMixML guarantees differential privacy (DP) [7], i.e., one cannot accurately infer about whether a sample is included in a device’s local dataset. The key to this, we propose a novel privacy-preserving edge ML framework without on-device training, while harnessing wireless channel superpositioning and noise additive properties, coined over-the-air mixup ML (AirMixML).

As illustrated in Fig. 1(a), the key new element of AirMixML is to offload model training from edge devices to an edge server who collects private data samples from edge devices using analog-modulated signals superpositioned over-the-air, as opposed to analog FL collecting model parameters [1]–[4]. From an ML perspective, AirMixML coincides with model training using mixup augmented data [6], i.e., linearly superpositioned data samples, which is known to achieve comparable accuracy to that with raw data samples. From a privacy perspective, AirMixML guarantees differential privacy (DP) [7], i.e., one cannot accurately infer about whether a sample is included in a device’s local dataset. The key to...
success is controlling transmit power that affects both ML accuracy and data privacy, as depicted in Figs. 1b). Indeed, the transmit power $P_{t,i}$ of the $i$-th device at time $t$ controls the data sample mixing ratio, and adjusts the relative noise level, i.e., $\sqrt{P_{t,i}}/|h_{i,t}|$ and $n$ in the middle of Fig 1a, respectively.

In this respect, we propose a novel transmit power control (PC) method, termed $\alpha$-Dirichlet mixup-PC (DirMix($\alpha$)-PC) where the transmit power is set as $\sqrt{P_{t,i}} = \sqrt{\beta_{i,t}/|h_{i,t}|}$. Here, we fractionally cancel out the channel fading $|h_{i,t}|$ by multiplying $\sqrt{\beta}/|h_{i,t}|$, i.e., fractional channel inversion with a global power scaling factor $\beta$. Then, we change the sample mixing ratio by multiplying $\beta_{i,t}$ sampled from a Dirichlet distribution with the dispersion ratio $\alpha$. For an infinite $\alpha$, each device’s local power uniformly contributes to the superpositioned signal, yielding the equal mixing ratio, and otherwise the mixing ratio becomes imbalanced, which may improve the ML accuracy.

Contributions. The main contributions of this work are summarized as follows.

- **AirMixML** is the first privacy-preserving edge ML framework harnessing over-the-air signal superposition and an additive channel noise without on-device training, in stark contrast to existing analog FL methods rooted in on-device training [2]-[4].

- This is the first work analyzing DP with mixup with unequal mixing ratios (see Proposition 1), as opposed to prior works with equal mixing ratios [3], [9].

- We derive a closed-form expression of the power scaling factor $\beta$ with the channel inversion to guarantee a target DP level, revealing the dependence of $\beta$ on AirMixML system parameters, e.g., data dimension, channel noise, the number of scheduled workers (see Proposition 2 and Remark 1).

- Based on the derived expression, we provide a guideline for setting a mixing ratio $\beta_{i,t}$, i.e., the mixing ratio should be set proportionally with the target DP level (see Remark 2 and Table I).

Related Works. Privacy-preserving edge ML has been recently investigated. For example, in FL [10], [11], devices perform training of ML models and sequentially exchange their model parameters with an edge server. Channel superposition of analog modulation is proposed to achieve scalability [1], [3], [12], [13] and DP [2], [3]. However, these approaches still require on-device training of entire ML models. In parallel, DP for mixup has been studied [3], [9], where equal mixing ratios are assumed. Apart from these, we investigate DP in a Dirichlet mixup scenario where mixing ratios are not necessarily identical across workers.

II. OVER-THE-AIR MIXUP FOR PRIVACY-PRESERVING EDGE ML

Consider $N$ workers that transmit their private input sample $i_t \in [0,1]^{d_x}$ and associated one-hot label $l_t \in \{0,1\}^{d_y}$ to an edge server. In AirMixML, each worker harnesses channel superposition to transmit the pair of input-label, $(i_t, l_t)$ without revealing their raw data $(i_t, l_t)$ to curious eavesdroppers including a honest-but-curious edge server. In what follows, we detail the transmission model and server-side ML procedure in AirMixML.

A. Transmission Model

We consider that transmission time is slotted as in a time division multiple access (TDMA) channel, and the above input-label pair is transmitted within each time slot $t = 1, 2, \ldots, T$. We assume a block fading channel, where the channel coefficient is constant over, at least, a time slot, and we let $h_{i,t} \in \mathbb{C}$ denote the channel coefficient between the edge server and worker $i \in \mathcal{N} := \{1,2,\ldots,N\}$. Within each time slot, randomly-scheduled workers $\mathcal{N}_t \subseteq \mathcal{N}$ transmit all modulated symbols of each element in $i_t$ and $l_t$; namely, they transmit $d_x + d_y$ symbols in each time slot. Considering a symbol level synchronization among each worker, simultaneous co-channel transmission, and phase shift cancellation in $h_{i,t}$, for $d = 1, 2, \ldots, d_x + d_y$, the $d$th received symbol in time slot $t$ is given by

$$y_{d}^{(t)} = \sum_{i \in \mathcal{N}_t} \sqrt{P_{t,i}} h_{i,t} s_{d_i}^{(t)} + n_{d}^{(t)},$$

where $P_{t,i}$ denotes the transmit power at worker $i$ at time slot $t$, and $h_{i,t}$ denotes the channel noise. We consider an additive white Gaussian noise (AWGN) with $u_{d_i}^{(t)} \sim \mathcal{C}N(0, \sigma_{d_i}^2)$, where $\sigma_{d_i}^2$ denotes the noise power. Lastly, $s_{d_i}^{(t)}$ denotes the $d_i$th transmitted symbol at worker $i$. Without loss of generality, we consider that for $d \in \{1,2,\ldots,d_x\}$, $s_{d_i}^{(t)} = \tilde{y}_{d_i}^{(t)}$, whereas for $d \in \{d_x + 1, d_x + 2, \ldots, d_x + d_y\}$, $s_{d_i}^{(t)} = \tilde{y}_{d_i}^{(t)} - \tilde{y}_{d-i}^{(t)} = \tilde{y}_{d_i}^{(t)} - \tilde{y}_{d-1}^{(t)}$, where $\tilde{y}_{d_i}^{(t)} \in [0,1]$ and $\tilde{y}_{d_i}^{(t)} \in \{0,1\}$ denote the $d_i$th element in $i_t$ and $l_t$, respectively.

Formatting $y_{d_i}^{(t)}$ in a vectorized form yields mixup samples formed as the linear aggregation of input samples and labels among the scheduled workers, which are leveraged in the subsequent learning procedure at the edge server. First, by formatting the real-part of $y_1^{(1)}, \ldots, y_{d_x}^{(d_x)}$ in a vectorized form $y_{1,t}$, we obtain:

$$y_{1,t} = \sum_{i \in \mathcal{N}_t} \sqrt{P_{t,i}} h_{i,t} |i_t + n_{1,t},$$

where $n_{1,t} \sim \mathcal{N}(0, (\sigma^2/2) I_{d_x})$. Note that for $n \in \mathbb{N}$, $I_n$ denotes the unit matrix of size $n \times n$. In (2), we can find that $y_{1,t}$ exactly means the superposed input samples among the workers. Similarly, by formatting the real-part of $y_{1,t}^{(d_x+1)}, \ldots, y_{1,t}^{(d_x+d_y)}$ in a vectorized form $y_{L,t}$, we obtain:

$$y_{L,t} = \sum_{i \in \mathcal{N}_t} \sqrt{P_{t,i}} h_{i,t} |l_t + n_{L,t},$$

where $n_{L,t} \sim \mathcal{N}(0, (\sigma^2/2) I_{d_y})$. Similarly to (2), in (3), $y_{L,t}$ refers to the superposed labels among the workers.

B. Machine Learning Procedure at Edge Server with Mixed Up Samples

After obtaining superposed input-label pairs $(y_{1,t}, y_{L,t})^T$, the edge server performs an ML procedure. Let $f(\cdot; \theta)$ denote the loss function, and the objective of the edge server is to minimize the loss function by using the superposed input-label pairs. This problem boils down to the optimization problem below.

$$\min_{\theta} \sum_{t=1}^T f(y_{1,t}/b_t, y_{L,t}/b_t; \theta),$$

where $b_t := \sum_{i \in \mathcal{N}_t} \sqrt{P_{t,i}}/|h_{i,t}|$ is the coefficient that normalizes both mixed-up input samples and labels.

III. DIFFERENTIALLY PRIVATE DIRICHLET MIXUP AND POWER CONTROL

A. Dirichlet Mixup

First, we introduce the Dirichlet mixup where the mixing ratios are set as realizations drawn from a Dirichlet distribution. Let the aforementioned weights for the channel superposition be denoted by $\lambda_t := (\sqrt{P_{t,i}} / |h_{i,t}|)_{i \in \mathcal{N}_t}$. More
formally, Dirichlet mixup is characterized by the following formula:

$$\lambda_t \propto q_t, \quad q_t \sim \text{Dir}(\alpha p_t),$$  \hspace{1cm} (5)

for \( t = 1, 2, \ldots, T \), where \( p_t = (p_{i,t})_{i \in N_t} \), and \( \sum_{i \in N_t} p_{i,t} = 1 \). The distribution \( p_t \) is called prior distribution and is generally set as the uniform distribution, i.e., \( p_{i,t} = 1/|N_t| \). In (5), \( \alpha \) is the dispersion parameter. Note that each entry in \( q_t \) is more than or equal to zero, and the sum of them equals one. The motivation for introducing this Dirichlet mixup is to flexibly consider the best mixing ratio \( q_t \) under privacy constraints provided in Section III-C. This is done by achieving a mid-level model mixup ratio between the following two extreme baselines:

**Baseline 1. non-Mixup:** This baseline does not yield a mixture but results in receiving a sample from one worker. This is done via setting the mixup ratio of the worker to one and setting those of the residual workers to zero. As shown in the subsequent section, this is preferable without any privacy constraints to achieve higher test accuracy.

**Baseline 2. Equal mixup:** This baseline mixes the samples of all scheduled workers equally by setting the mixup ratios as \( p_t \). As shown in the subsequent section, this is preferable under stringent privacy constraints to achieve higher test accuracy.

It should be noted that our proposed Dirichlet mixup subsumes these two baselines as extreme cases, and hence, we can systematically target mid-level mixup ratios. This is because the parameter \( \alpha \) characterizes the concentration of the mass in \( q_t \) into the entries as shown in Fig. 2. More concisely, as \( \alpha \to 0 \), the mass in \( q_t \) concentrates on one entry, implying that the mixup ratio of one entry becomes one whereas those of residual entries become zero. This exactly coincides with the non-Mixup baseline. Meanwhile, as \( \alpha \to \infty \), the mass in \( q_t \) spreads into all entries, implying that \( q_t \) becomes closer to the uniform distribution \( p_t \), which exactly coincides with the equal mixup baseline. Hence, by setting \( \alpha \) as non-extreme values, we can flexibly target mid-level mixup ratios.

**B. DirMix(\( \alpha \))-PC: Transmit Power Control Strategy for Dirichlet Mixup**

After sampling \( q_t \) in each time slot, each worker performs a transmit power control so that the weights of the channel superposition of all workers \( \lambda_t \) become proportional to \( q_t \). This is done via channel inversion, where each worker cancels its channel coefficient. We consider that the edge server surveys channel coefficients \( |h_{i,t}| \) for each scheduled worker and informs each worker of the channel coefficient along with the targeted mixup ratio \( q_{i,t} \). Given this, each worker performs transmit power control as follows:

$$p_{i,t} = \beta q_{i,t}^2 / |h_{i,t}|^2,$$  \hspace{1cm} (6)

where \( \beta \geq 0 \) is the constant among all scheduled workers and scales transmit power not to exceed a transmit power constraint for each worker, which we call scaling factor, hereinafter. In this transmit power control, the normalized mixed-up sample \( y_{i,t}/b_i \) and \( y_{i,t}/b_i \) are respectively given by:

$$\sum_{i \in N_t} q_{i,t} x_i + n_{i,t}/\sqrt{\beta},$$

$$\sum_{i \in N_t} q_{i,t} x_i + n_{i,t}/\sqrt{\beta},$$  \hspace{1cm} (7)

where the normalized weights for training samples exactly equal \( q_{i,t} \). We term this power control policy DirMix(\( \alpha \))-PC.

**C. DP(\( \epsilon \))-DirMix(\( \alpha \))-PC: Differentially Private Dirichlet Mixup Transmit Power Control**

DP quantifies the impact of each worker’s data on perturbed results calculated from all workers’ data (e.g., the average of the data perturbed by a random noise). This calculation is referred to as randomized mechanism. In our case of AirMixML, exposing the mixed-up samples in (7) and (8) is also a randomized mechanism, and hence, we can quantify the privacy level of DirMix(\( \alpha \))-PC via DP. The definition of DP is as follows:

**Definition 1.** (Differential Privacy) Let \( d \) and \( d' \) denote adjacent datasets, implying that \( d' \) can be formed by removing one data from \( d \). A randomized mechanism \( M \) is \( (\epsilon,\delta) \)-differentially private if for any pair of adjacent dataset \( d \) and \( d' \) and any sort of possible outcome \( S \subseteq \text{Range}(M) \), we obtain

$$\text{Pr}(M(d) \in S) \leq e^\epsilon \text{Pr}(M(d') \in S) + \delta,$$  \hspace{1cm} (9)

where \( \text{Range}(M) \) denotes the set comprised by all possible outcomes of a mechanism \( M \). The values \( \epsilon \) and \( \delta \) indicate the similarity in the distribution of the outcomes of the mechanism calculated by a dataset \( d \), i.e., the mixup from all workers in our case, and those calculated by a dataset \( d' \), i.e., the mixup from all workers but removing one worker. The lower \( \epsilon \) and \( \delta \) result in similar distributions of the two outcomes of \( M(d) \) and \( M(d') \) and hence indicate the higher privacy.

**Power Control Strategy for Differential Privacy.** The scaling factor \( \beta \) is controlled to satisfy a required DP level \( \epsilon \) and \( \delta \). This is done by deriving the following proposition that quantifies the DP level of exposing the mixed-up samples for \( t = 1, 2, \ldots, T \) in (7) and (8).

**Proposition 1.** Let \( r \) define \( |N_t|/|N| \) and be constant over all time slots. Exposing the mixed samples in (7) and (8) for \( t = 1, 2, \ldots, T \) is \( (\epsilon,\delta) \)-differentially private such that:

$$\epsilon = \min_{\gamma \in \{2,3,\ldots\}} \frac{\ln(1/\delta)}{\gamma-1},$$  \hspace{1cm} (10)

where

$$\epsilon_2(\gamma) = \frac{1}{\gamma-1} \ln \left( 1 + \frac{1}{2} \gamma^2 \right) \min\{4(\exp(\epsilon(2))-1), 2\exp(\epsilon(2))\}$$

$$+ 4 \sum_{j=1}^{\gamma} \left[ \sum_{i=0}^{\gamma/2} \left( \frac{\gamma}{j} \right)^i \sqrt{C_{i+1}(2j|2j)} \cdot C_{i+1}(2j|2j) \right].$$  \hspace{1cm} (11)

$$C_t(x) = \sum_{i=0}^{\gamma} (-1)^i \frac{x^i}{i} \exp(i-1) \epsilon_t(i)$$

$$\epsilon_t(\gamma) = \gamma \cdot \frac{\max_{i \in N_t} q_{i,t}^2 (d_X + d_Y)}{(\sigma^2_{x,y}/2)^2}. $$  \hspace{1cm} (13)

**Proof.** Our proof leverages recent developments in Rényi DP (RDP) defined as Definition 3 in [13]. If a randomized mechanism is proven to be \((\gamma,\epsilon_2(\gamma))\)-RDP, it is also \((\gamma,\epsilon_2(\gamma)+\ln(1/\delta)/(\gamma-1),\delta)\)-DP for any \( \delta > 0 \) and \( \gamma \). Hence, any RDP mechanisms can be translated into a DP mechanism.
by minimizing $\epsilon'(\gamma) + \ln(1/\delta)/(\gamma - 1)$ with respect to $\gamma$, which is the reason for (10).

Given this, the problem boils down to proving that the joint mechanisms of (7) and (8) iterated for $t = 1, 2, \ldots, T$ are $(\gamma, \sum_{t=1}^{T} \epsilon_t'(\gamma))$-RDP, which is completed as follows: First, as shown in Appendix, releasing one mixup samples for each time-slot is shown to be $(\gamma, \epsilon_t'(\gamma))$-RDP. Finally, the proof is completed by leveraging the composition theorem (Proposition 1 in [14]), which states that: Simultaneously revealing consequences from $(\gamma, \epsilon_1(\gamma))$ and $(\gamma, \epsilon_2(\gamma))$-RDP mechanisms is $(\gamma, \epsilon_1(\gamma) + \epsilon_2(\gamma))$-RDP.

By solving (10) with respect to $\beta$, we can target any desired privacy level, while it is highly intractable. Hence, we use the following loose bound of the privacy level.

**Corollary 1.** The above privacy level in (10) is bounded by:

$$\epsilon \leq \sum_{t=1}^{T} \ln \left( 1 + 2^{\min \left\{ 4 \left( e^{\frac{\sigma^2_n}{2(\sigma^2_n)}(d_x + d_y)} - 1 \right), 2 e^{\frac{\sigma^2_n}{2(\sigma^2_n)}(d_x + d_y)} \right\} } + \ln(1/\delta) \right). \quad (14)$$

**Proof.** Substituting $\gamma = 2$ into (10), we obtain (14). □

Using the loose upper bound, the power scaling factor $\beta$ to target the desired privacy level is as follows:

**Proposition 2 (Guideline on $\beta$).** Exposing the mixed samples via DirMix($\alpha$)-PC is $(\epsilon, \delta)$-differentially private, if the power scaling factor $\beta$ satisfies the following conditions.

$$\beta = \begin{cases} \frac{(\sigma^2_n/2)\ln \left( \frac{\epsilon + 4\ln(1/\delta)}{2\sigma^2_n - 1} \right)}{\max_{i\in N_t, t} q_{i,t}(d_x + d_y)}, & \text{if } \epsilon \geq T \ln(1 + 4\epsilon^2) - \ln \delta \\ \frac{(\sigma^2_n/2)\ln \left( \frac{\epsilon + 4\ln(1/\delta)}{4\sigma^2_n} - (1 - 4\epsilon^2) \right)}{\max_{i\in N_t, t} q_{i,t}(d_x + d_y)}, & \text{otherwise} \end{cases}$$

**Proof.** For $\epsilon_1 \leq \epsilon_2$, a randomized mechanism with $(\epsilon_1, \delta)$-DP is also $(\epsilon_2, \delta)$-DP. Hence, based on (14), the solution of the following equation with respect to $\beta$ is sufficient to yield $(\epsilon, \delta)$-DP:

$$\epsilon - \ln(1/\delta) = \ln \left( 1 + 2^{\min \left\{ 4 \left( e^{\frac{\sigma^2_n}{2(\sigma^2_n)}(d_x + d_y)} - 1 \right), 2 e^{\frac{\sigma^2_n}{2(\sigma^2_n)}(d_x + d_y)} \right\} } \right). \quad (16)$$

**Remark 1 (Guideline on Trasmit Power and $(\epsilon, \delta)$-DP).** In (15), the scaling factor $\beta$ monotonically decreases when both $\epsilon$ and $\delta$ decrease. This indicates that the transmit power should be smaller when a more stringent privacy requirement is required (Recall that a smaller $(\epsilon, \delta)$ means a higher privacy level.) Note that $\beta$ also monotonically decreases as the noise variance $\sigma_n$ decreases, indicating that the transmit power should be carefully set according to this noise variance.

**Remark 2 (Guideline on $\alpha$).** From (15) we can provide a guideline to determine $\alpha$ by focusing on the term $\max_{i\in N_t, t} q_{i,t}$. As the parameter $\alpha$ determines how much the probability mass in $q_t$ concentrates on one entry, a larger $\alpha$ indicates smaller $\max_{i\in N_t, t} q_{i,t}^2$. (See Fig. 2). Hence, if a strict privacy level is required, the parameter $\alpha$ should be set as a larger value to enhance the signal-to-noise ratio and thereby to enhance the model performance, which is validated in Section [IV-B]. Meanwhile, when the privacy constraint is not severe, and a sufficiently large signal-to-noise ratio is ensured regardless of max$_{i\in N_t, t} q_{i,t}$, $\alpha$ should be set as a smaller value to avoid intensively mixing samples, thereby enhancing the model performance, which is also validated in Section [IV-B].

We term this power control policy DP($\epsilon$)-DirMix($\alpha$)-PC. Algorithm 1 summarizes the overall procedure of AirMixML with DP($\epsilon$)-DirMix($\alpha$)-PC.

**Algorithm 1** AirMixML with DP($\epsilon$)-DirMix($\alpha$)-PC.

1. **Initialize:** model parameter in edge server $\theta$, targeted privacy level $(\epsilon, \delta)$, dispersion parameter $\alpha$
2. **Mixup in over-the-air:**
3. for Each time slot $t \in \{1, 2, \ldots, T\}$ do
5. Randomly select workers $N_t$
6. Probe channel coefficients $(h_{i,t})_{i\in N_t}$
8. Randomly assign each element of $q_t$ to workers
9. Distribute $g_{i,t}$, $h_{i,t}$, and $\sigma_n$ to worker $i \in N_t$
11. Determine power scaling factor $\beta$ as in (15)
12. Perform channel inversion as in (6)
13. Send $\sqrt{P_i}, \epsilon_i$ to edge server
14. end for
15. **Train ML model:**
16. Edge Server:
17. Optimize model parameter as in [4]

**IV. Numerical Results.** To study the effectiveness of AirMixML and DP($\epsilon$)-DirMix($\alpha$)-PC, we consider the following workers, wireless environmental, and edge ML training settings.

**Workers Setting.** We uniformly distribute workers in a $500 \times 500$ m$^2$ square, each of which possesses one training sample. As training samples, we consider two datasets referred to as dataset S and dataset L, where the input and label samples have small and large dimensionalities, respectively. For dataset S, we leverage the Iris dataset [15], where each data sample consists of four features of widths/heights of the sepal/petal and a class label indicating iris species. In dataset S, $d_x = 4$ and $d_y = 3$. For dataset S, we deploy 2000 workers, each of which holds one training sample randomly chosen from 100 samples. For dataset L, we leverage a MNIST dataset [16], where each data sample consists of a hand-written digit with 28x28 pixels and a class label indicating the written number. For dataset L, $d_x = 784$ and $d_y = 10$. When using dataset L, we deploy 60000 workers that hold one training sample randomly chosen from 60000 samples.

**Wireless Environmental Setting.** As a channel model, we consider a large-scale path-loss and small-scale fading, where the channel coefficient $|h_{i,t}|$ is given by: $|h_{i,t}| = \sqrt{30} d_i^{-n} |g_{i,t}|$, where $\beta_U$, $d$, $n$, $|g_{i,t}|$ are the path-loss with the unit distance, distance, path-loss exponent, and the small-scale fading coefficient, respectively. For small-scale fading, we consider Rician and Rayleigh fadings, where $|g_{i,t}|$ follows a Rician distribution with a Rician factor $K$ and Rayleigh distribution with unit-variance, respectively. Note that the smaller Rician factor yields more intensive fluctuation in $|g_{i,t}|$, and when $K \rightarrow 0$, the Rician fading is equivalent to the Rayleigh fading. The unit path-loss, noise variance $\sigma_n^2$, and maximum transmit power $P_{\text{max}}$ are set as $-32$ dB, $-114$ dBm, and $23$ dBm, respectively. The workers perform analog mixup for $T = 1000$ and $T = 100000$ time slots when using datasets S and L, respectively.
Edge ML Training Settings. When using dataset S, the ML model at the edge server consists of two fully connected layers with 32 and 16 units. When using dataset L, the ML model at the edge server consists of two convolutional layers and two fully connected layers with 100 units. The convolutional layers have 32 and 48 filters with the size of $5 \times 5$, each of which is followed by a max-pooling operation with the pooling dimension of $2 \times 2$. The stride of filtering is one whereas that of the pooling is two. Both models are trained by solving the optimization problem in (4) with the categorical cross-entropy loss. The training is done via the Adam optimizer [17] with the learning rate of $1.0 \times 10^{-3}$, the decay parameters $\beta_1 = 0.9$ and $\beta_2 = 0.999$. The batch sizes are 32 for dataset S and 64 for dataset L. The elapsed training epochs are 500 for dataset S and 10 for dataset L.

Based on the aforementioned settings, we investigate the performance of AirMixML with DP(α)-DirMix(α)-PC in terms of test accuracy and energy consumption, under different channel conditions and privacy requirements in the following subsections, respectively.

A. Impact of Wireless Channel Conditions

First, we demonstrate the feasibility of the proposed AirMixML and DirMix(α)-PC in various channel conditions using the dataset L. To focus on this objective, we set the scaling factor $\beta$ as the maximum value under maximum transmit power constraint without the DP constraint, which is: $P_{\alpha_{\text{max}}} \min_{i \in N} |h_{i,t}|^2/\sigma^2_{i,t}$. We term the non-mixup and equal-mixup baselines as NonMix-PC and EqualMix-PC, respectively.

Impact of Path-Loss Exponents. In Fig. 3 we show the impact of the path loss exponent on model performance in NonMix-PC, EqualMix-PC, and DirMix(α)-PC with $\alpha = 5$. Note that this is without fading effects. DirMix(α)-PC outperforms the EqualMix-PC baseline in both the path loss exponents of $n = 2$ and $n = 4$ with a accuracy loss of less than 2% relative to NonMix-PC. Meanwhile, the model performance becomes poorer as the path loss exponent increases. This is attributable to the fact that a larger path loss results in a smaller channel coefficient $|h_{i,t}|$, which mandates workers to set a lower scaling factor $\beta$. Recalling (7) and (8), the lower scaling factor $\beta$ indicates a larger noise relative to the mixtures, which decreases the model performance.

Impact of Fading. In Fig. 4(a), we show the impact of the fading effect on the model performance in DirMix(α)-PC with $\alpha = 5$ with the path loss exponent of $n = 4$. From Fig. 4(a), the fading effect harms accuracy, and as the Rician factor $K$ increases, the accuracy becomes poorer. This is because similarly to the path loss exponent, the fading effect for a larger $K$ introduces more intensive fluctuation in the channel coefficient $|h_{i,t}|$, where the workers are required to set a lower scaling factor $\beta$. Particularly, under the Rayleigh fading channel, the channel coefficient $|h_{i,t}|$ can take a near-zero value, which severely degrades $\beta$. This yields noisy mixed-up samples in (7) and (8), which leads to poorer model performance.

How to Overcome Fading Effects? By setting $\beta$ as: $P_{\alpha_{\text{max}}} \min_{i \in N} |h_{i,t}|^2/\sigma^2_{i,t}$, we can compensate for the deep fade of $|h_{i,t}|$. More specifically, by assigning a smaller element $q_{i}$ to a worker with a deep fade of $|h_{i,t}|$, the scaling factor $\beta$ could be larger. Based on this, we examined a “max-min assignment”, where the elements in $q_{i}$ are assigned to workers so that $\min_{i \in N} |h_{i,t}|^2/\sigma^2_{i,t}$ could be maximized. Fig. 4(b) validates the effectiveness of this max-min assignment, demonstrating that the test accuracy under fading is approximately identical to that of without fading.

B. Impact of Privacy Requirements

In Tables I and II, we respectively show the test accuracy and total energy consumption for various DP constraints $\epsilon$ and dispersion parameter $\alpha$ in the Dirichlet distribution. We calculate the total energy consumption by: $\tau \sum_{t=1}^{T} \sum_{i \in N} P_{i,t}$, where $\tau = 1$ ns is the length of each time slot. Note that in this evaluation, we set $n = 2$ and do not consider a small-scale fading effect, i.e., $|g_{i,t}| = 1$.

Impact of Dispersion Parameter $\alpha$ on Accuracy. From Table I we obtain the following two insights: First, in a lower DP level, i.e., under tight privacy constraints, a larger $\alpha$ results in a better test accuracy for both IRIS and MNIST datasets. This coincides with Remark 2 which stated that we should set $\alpha$ with a large value in severe privacy constraints. Second, in a higher DP level $\epsilon$, i.e., under looser privacy constraints, a smaller $\alpha$ results in better test accuracy. This also coincides with Remark 3.

Note that for dataset S, i.e., Iris dataset, we achieve 92% accuracy even for a stringent privacy level $\epsilon = 5$. Meanwhile, for dataset L, i.e., MNIST dataset, the test accuracy is around 10% for $\epsilon = 10$ for any dispersion parameters, which is the worst accuracy for $d_N = 10$. This is because from (15), scaling factor $\beta$ monotonously decreases as $d_N$ and $d_N$ decrease, which results in a higher noise variance. To solve this, effective data compression methods to reduce the data dimension is required, which is deferred to future work.

Impact of Dispersion Parameter $\alpha$ on Energy Footprints. From Table II we can see that a smaller $\alpha$ yields a smaller total energy consumption. This is because a smaller $\alpha$ leads to a concentration of the mass in $q_{i}$ in one entry, which results in
a larger $\max_i q_{i,t}$ and results in a lower $\beta$ and transmit power as shown in [15]. Hence, according to Remark [2] for looser DP constraint, i.e., larger $\epsilon$, we should set $\alpha$ as a lower value, thereby achieving both lower energy consumption and higher test accuracy.

V. CONCLUSION

To perform privacy-preserving ML model training without any on-device training, we proposed AirMixML, where the training data is superposed over wireless channels. AirMixML addresses the issue of how to control transmit power with the goal of enhancing the training performance while guaranteeing DP constraints. To answer this, we proposed DP($\epsilon$)-DirMix($\alpha$)-PC and optimized both the dispersion parameter $\alpha$ and scaling factor $\beta$. An interesting direction is to consider mixup in digital over-the-air computation, where quantization introduces another desired nuisance to ensure privacy.

APPENDIX

Equations (10)-(12) are the same as those in the Theorem 1 in [8], and the difference is in the expression of $\epsilon_i(\gamma)$ in (13). Generally, the left-hand-side of (13) is defined as an upper limit of Rényi divergence [14] between the outcomes of the mechanism having adjacent inputs, i.e., $\mathcal{M}(d)$ and $\mathcal{M}(d')$. Hence, we prove that this upper limit of Rényi divergence in the mechanisms (7) and (8) corresponds to (13) focusing on the difference of the mixup ratios from [8], where we consider general mixup ratios $q_{t}=\{q_{i,t}\}_{i\in\mathbb{N}_t}$, whereas [8] considers equal mixup ratios $q_{t}=1/|N_t|\cdots,1/|N_t|$.

The mechanisms in (7) and (8) consist of two “Gaussian mechanisms”, which refer to the procedure that takes sum of input data and adds Gaussian noise. According to Eq. (10) in [8], the upper limit $\epsilon_i(\gamma)$ is given by:

$$\epsilon_i(\gamma) = \frac{\gamma}{2\sigma_1^2} \sup_{d_1,d_1'} \|\mu_{d_1} - \mu_{d_1'}\|^2 + \frac{\gamma}{2\sigma_2^2} \sup_{d_2,d_2'} \|\mu_{d_2} - \mu_{d_2'}\|^2,$$

where $\mu(\cdot)$ is the sum of the input data and $\sigma_1^2$ and $\sigma_2^2$ is the noise variance of the first and second mechanism, respectively. The proof is completed by deriving $\epsilon_i(\gamma)$ while retaining the generality of mixup ratios $q_{i,t}$, which is different from Eq. (10) in [8]. We obtain:

$$\epsilon_i(\gamma) = \frac{\gamma}{2(\sigma_1^2/2\beta)} \left( \sup_{j\in\mathbb{N}_t} \left| \sum_{i\in\mathbb{N}_t} q_{i,t}i_k - \sum_{i\in\mathbb{N}_t\setminus\{j\}} q_{i,t}i_k \right|^2 \right)$$

$$+ \sup_{j\in\mathbb{N}_t} \left| \sum_{i\in\mathbb{N}_t} q_{i,t}i_k - \sum_{i\in\mathbb{N}_t\setminus\{j\}} q_{i,t}i_k \right|^2$$

$$= \frac{\gamma}{2(\sigma_1^2/2\beta)} \left( \sup_{j\in\mathbb{N}_t} \left| q_{j,t}i_j \right|^2 + \sup_{j\in\mathbb{N}_t} \left| q_{j,t}a_j \right|^2 \right) = \frac{\gamma}{2(\sigma_1^2/2\beta)} \max_i q_{i,t}^2.$$