Chemical abundances of Seyfert 2 AGNs—II. N2 metallicity calibration based on SDSS
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ABSTRACT
We present a semi-empirical calibration between the metallicity (Z) of Seyfert 2 Active Galactic Nuclei and the N2 = log([N II]λ6584/Hα) emission-line intensity ratio. This calibration was derived through the [O III]λ5007/[O II]λ3727 versus N2 diagram containing observational data and photoionization model results obtained with the Cloudy code. The observational sample consists of 463 confirmed Seyfert 2 nuclei (redshift z ≤ 0.4) taken from the Sloan Digital Sky Survey DR7 dataset. The obtained N2-Z relation is valid for the range 0.3 ≤ (Z/Z⊙) ≤ 2.0 which corresponds to −0.7 ≤ (N2) ≤ 0.6. The effects of varying the ionization parameter (U), electron density and the slope of the spectral energy distribution on the Z estimations are of the order of the uncertainty produced by the error measurements of N2. This result indicates the large reliability of our Z – N2 calibration. A relation between U and the [O III]/[O II] line ratio, almost independent of other nebular parameter, was obtained.
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1 INTRODUCTION
Active Galactic Nuclei (AGNs) are the most luminous objects in the Universe and present strong emission-lines in their spectra. The metallicity derived through these emission-lines offers a very powerful tool for understanding the chemical galaxy evolution along the Hubble time.

Among the heavy elements present in the gas phase of gaseous nebulae, oxygen is the element most widely used as a proxy for global gas-phase metallicity Z (e.g. Kennicutt et al. 2003; Hägele et al. 2008; Yates et al. 2012) because prominent emission lines from their main ionic stages are present in the optical spectra of these objects. It is consensus that bona fide oxygen abundance determinations in star-forming regions and planetary nebulae are those based on direct detection of the electron temperature (T_e) of the gas, the so-called T_e-method. The agreement between oxygen abundances in the gas phase of H II regions with those derived through observations of the weak interstellar O Iλ1356 line towards the stars located at similar galactocentric distance in the Milky Way (Pilyugin 2003) indicates the T_e-method is consistent with other more precise ways of deriving the metallicity. However, this method requires the measurement of certain weak emission-lines sensitive to T_e, such as [O III]λ4363 (~100 times weaker than H β), which makes T_e-method only applied to objects with high ionization degree and/or low metallicity (e.g. Smith 1976; Castellanos et al. 2002; Kennicutt et al. 2003; Izotov et al. 2003; Hägele et al. 2008; Sanders et al. 2010, 2014, among others). In the cases where the T_e-method can not be applied, theoretical or (semi-) empirical calibrations between abundances or metallicity and more easily measurable line ratios can be used instead, the so-called strong-line method (for a review, see Pérez-Montero 2017; Peimbert, Peimbert, & Delgado-Inglada 2017; Kewley et al. 2011; Maiolino & Mannucci 2011; García-Rojas 2020).

In regarding AGNs, the T_e-method tends to underestimate the oxygen abundance by an average value of about 0.6 dex in comparison to estimations based on strong-line methods and it produces subsolar O/H values for most of these objects (Dors et al. 2013, 2020). An alternative method to derive the metallicity or abundances in the nuclear regions of spiral galaxies is the extrapolation of the radial oxygen abundance. Along decades,
results based on this indirect method have indicated $Z$ near or slightly above the solar value in nuclear regions [Vila-Costas & Edmunds 1992; Zatko et al. 1994; van Zee et al. 1998; Pilavin et al. 2004; Gusev et al. 2012; Dors et al. 2013; Zinchenko et al. 2019], in consonance with predictions of chemical evolution models (e.g. Molla & Díaz 2004) and with the use of strong-line methods (e.g. Groves et al. 2004, 2006; Feltre, Charlot & Gutkin 2016; Thomas et al. 2019; Pérez-Montero et al. 2019; Dors et al. 2021). Therefore, $T_e$-method does not seem to work for AGNs. The origin of the discrepancy between $Z$ values calculated via $T_e$-method and via strong-line methods, the so-called $T_e$-problem, could be attributed, in part, to the presence of heating/ionization by gas shock in the Narrow Line Region (NLR) of AGNs. In fact, (Contini 2017) carried out detailed modelling of AGN optical emission-lines by using the SUMA code (Contini & Aldrovandi 1983) and suggested the presence of gas shock with low velocity ($v \lesssim 400\,\text{km}\,\text{s}^{-1}$) in a sample of Seyfert 2 nuclei. This result is supported by recent spatially resolved observational studies of Seyfert 2 nuclei, in which the presence of gas outflows with velocity of the order of 100-300 km s$^{-1}$ have been found (e.g. Riffel et al. 2017, 2018). Moreover, the $T_e$-problem can also be originated due to the use of an inappropriate calculation of the Ionization Correction Factor (ICF) for oxygen in AGNs (Pérez-Montero et al. 2019; Dors et al. 2021).

The most common way to obtain a calibration between strong emission-lines and $Z$ (or $O/H$) is through the use of photoionization models. The basic idea is to calculate emission-line ratios sensitive to $Z$ taking into account their dependence on other nebular parameters such as, the ionization parameter ($U$) of the gas, electron density, among others. For the optical range, the first calibration based on photoionization models for AGNs was proposed by Storchi-Bergmann et al. (1998), who used the line ratios $\lambda\lambda6548,6574/\lambda\alpha$, $\lambda\lambda5007,5017/\lambda\beta$ and $\lambda\lambda3726,3729/\lambda\lambda4949,5007$. In this case, $N\text{[II]}/H\alpha$ is the $Z$ indicator, as proposed by Storchi-Bergmann et al. (1994), and the ratios involving $\text{[OII]}$ are mainly dependent on the ionization degree rather than $Z$. Most recently, Castro et al. (2017), using a comparison between photoionization models results and heterogeneous observational data of 58 Seyfert 2 nuclei, proposed a semi-empirical calibration of $Z$ with the $N202=\text{[NII]}\lambda6584/\lambda\text{[OII]}\lambda3727$ index. Throughout the paper, $\lambda\text{[OII]}\lambda3727$ refers to the sum of $\lambda\text{[OII]}\lambda3726$ and $\lambda\text{[OII]}\lambda3729$.

The $N202$ line ratio presents some advantages over other $Z$ indicators. Firstly, $N202$ is not bi-valued as the most widely used $R_{23}=\lambda\text{[OII]}\lambda3727+\lambda\text{[OIII]}\lambda4959,5007/\lambda\text{H}\beta$ index, proposed by Pagel et al. (1975) and usually used in HII region studies. Thus, the $N202$ estimates metallicities in a wide range of $Z$ values ($0.5 \lesssim (Z/Z_\odot) \lesssim 2$; Castro et al. 2017). Secondly, $N202$ involves ions with similar ionization potentials, which minimizes the effects of the presence of possible secondary heating (ionizing) sources. However, $N202$ suffers some limitations, mainly because it requires spectrophotometric data covering a wide spectral range, making the reddening correction crucial. Moreover, in recent optical surveys, e.g. MaNGA (Mapping Nearby Galaxies at the Apache Point Observatory, Law et al. 2013), the $\lambda\text{[OII]}\lambda3727$ line is measured in very few objects (e.g. Rembold et al. 2017; do Nascimento et al. 2019). Even in the data from the Sloan Digital Sky Survey (SDSS, York et al. 2000), when the presence of the $\lambda\text{[OII]}\lambda3727$ line is considered in the selection criteria of objects, the sample is considerably reduced (e.g. Pilavin & Mattsson 2011). In this sense, the $N2=\log([\text{NII]}\lambda6584/H\alpha)$ seems to be a better $Z$ indicator than $N202$.

In this paper, the observational data of confirmed Seyfert 2 AGNs, taken from the Sloan Digital Sky Survey (SDSS, York et al. 2000) DR7 and selected by Dors et al. (2020), hereafter referred as Paper I, were combined with photoionization model results in order to explore the feasibility of the $\lambda\text{[NII]}\lambda6584/H\alpha$ ratio as a metallicity indicator. This paper is organized as follows: In Section 2, a description of the methodology used to obtain the $Z-N2$ calibration is presented. In Sect. 3, a comparison between the observational data and photoionization model results as well as the calibration obtained are presented. The discussion is presented in Sect. 4. In Sect. 5, the summary and the conclusions of the outcome are presented.

1 Methodology

To obtain a calibration between the $Z$ and the $N2$ index, the same methodology used by Castro et al. (2017) and Dors et al. (2019) to calibrate the $Z$ with optical and ultraviolet NLRs associated to type-2 AGNs, respectively, was adopted. Based on the $\lambda\text{[OII]}\lambda5007/\lambda\text{[OII]}\lambda3727$ versus $\lambda\text{[NII]}\lambda6584/H\alpha$ diagram, the observational data of Seyfert 2 AGNs were compared with photoionization model predictions. From this diagram, for each object, the metallicity and the corresponding $N2$ value were obtained, resulting in an unidimensional calibration. In what follows, descriptions of the observational sample and of the photoionization models are presented.

2.1 Observational data

We used optical emission-line intensities of Seyfert 2 nuclei taken from the Sloan Digital Sky Survey (SDSS, Abazajian et al. 2009) DR7 presented in Paper I. These data comprehend reddening corrected intensities (in relation to $\text{H}\beta$) of the $\lambda\text{[OII]}\lambda3726+\lambda3729$, $\lambda\text{[NeIII]}\lambda3869$, $\lambda\text{[OIII]}\lambda4363$, $\lambda\text{[OIII]}\lambda5007$, $\lambda\text{[HeII]}\lambda4587$, $\lambda\text{[OII]}\lambda6300$, $\lambda\text{[NII]}\lambda6584$, $\lambda\text{[SII]}\lambda6716$, $\lambda\text{[SiII]}\lambda6731$ and $\lambda\text{[ArIII]}\lambda7135$ emission-lines. The line measurements were carried out by the MPA/JHU group.

Observational data taken from the SDSS have been widely used to derive physical properties of AGNs (e.g. Vaona et al. 2012; Zhang et al. 2013). However, in most cases, the classification of AGN-like objects has been obtained by using only standard Baldwin-Phillips-Terlevich diagrams (Baldwin et al. 1981; Veilleux & Osterbrock 1987), which include, for instance, Seyfert 1s, Seyfert 2s, quasars,
H II-like objects with very strong winds and gas shocks. Therefore, with the goal of selecting only Seyfert 2 objects, in the Paper I, we used a set of diagnostic diagrams to select AGN-like objects. Subsequently, the resulting data sample were compared with their classification obtained from the NED/IPAC (NASA/IPAC Extragalactic Database) database in order to select only objects classified as Seyfert 2 nuclei. This procedure resulted in a sample of 463 Seyfert 2 nuclei with redshifts $z \lesssim 0.4$ and with stellar masses of the hosting galaxies (also taken from the MPA-JHU group) in the range of $9.4 \lesssim \log(M/M_\odot) \lesssim 11.6$. From the compiled sample, we selected the intensities of the $[\text{O} \, \text{ii}]\lambda3727$, $[\text{O} \, \text{iii}]\lambda5007$, $\text{H}\alpha$, and $[\text{N} \, \text{ii}]\lambda6584$ emission-lines relative to $\text{H}\beta$. The reader is referred to Paper I for a complete description about the observational data and aperture effects on $Z$ estimation.

### 2.2 Photoionization models

We considered version 17.00 of the CLOUDY code (Ferland et al. 2017) in order to build up photoionization model grids assuming a wide range of nebular parameters. These models are similar to the ones considered by Dors et al. (2019) and the reader is referred to this paper for a complete description. The input parameters are described in Dors et al. (2019) and the reader is referred to this paper for a complete description about the observational data and aperture effects on $Z$ estimation.

(i) SED: The Spectral Energy Distribution (SED) was assumed to be composed of the sum of two components: one representing the Big Blue Bump peaking at 1 Ryd, and the other a power law with spectral index $\alpha_x = -1$ representing the non-thermal X-ray radiation. The continuum between 2 keV and 2500 Å is described by a power law with a spectral index $\alpha_{ox}$, for which we consider three different values: $-0.8$, $-1.1$ and $-1.4$, i.e. about the range of values estimated for Seyfert 2 and Quasars (e.g. Ho 1999; Miller et al. 2011; Zhu et al. 2019). It must be noted that models assuming $\alpha_{ox} < -1.4$ predict very low emission-line intensities (relative to $\text{H}\beta$), when compared to those from our observational data (see also Dors et al. 2012). Moreover, observational estimations of $\alpha_{ox}$ have shown that few AGNs present $\alpha_{ox}$ out of this range of values (see Figure 1 of Dors et al. 2019).

(ii) Metallicity: The values of metallicity in relation to the solar one $(Z/Z_\odot) = 0.2$, 0.5, 0.75, 1.0, 1.5, and 2.0, were assumed in the models. Assuming the solar oxygen abundance $12 + \log(O/H)_\odot = 8.69$ (Asplund et al. 2009; Alende Prieto et al. 2001), the $Z$ values above corresponding to $12 + \log(O/H) = 8.0$, 8.40, 8.56, 8.69, 8.86, 9.00, respectively. Metallicity values in this range has been found for AGNs with redshifts varying from $\sim 0$ to $\sim 7$ (e.g. Nagao et al. 2006a; Feltre, Charlot & Gutkin 2015; Matsuoka et al. 2018; Thomas et al. 2019; Mignoli et al. 2014; Pérez-Montero et al. 2019; Dors et al. 2014; 2018). We found that photoionization models assuming $(Z/Z_\odot) > 2.0$ produce similar intensities of $N_2$, therefore, only $(Z/Z_\odot) \lesssim 2.0$ were assumed in our analysis. The abundance of all heavy elements was linearly scaled with $Z$, with the exception of the nitrogen abundance, which was calculated by using the following relation

$$\log(N/O) = 1.29 \times 12 + \log(O/H) - 11.84,$$

valid for $12 + \log(O/H) \gtrsim 8.0$ or $(Z/Z_\odot) \gtrsim 0.2$. This relation was obtained fitting $N$ and $O$ abundance estimations derived using detailed photoionization models by Dors et al. (2019) for a sample of Seyfert 2 AGNs located at $z < 0.1$ and also taking abundance estimations for H II regions into account. The considered H II regions are located in irregular and spiral local galaxies and the oxygen abundance estimations were obtained by Pilyugin & Grebel (2016) using the C method (Pilyugin et al. 2012). In Figure 1 abundance estimations and the fit represented by the Equation 1 are shown.

It is worth to mention that the nitrogen and oxygen abundance relation changes with the cosmic time (redshift) and any calibration between $Z$ and nitrogen emission-lines must take into account the influence of this chemical evolution. In fact, Vincenzo & Kobayashi (2018) analysed the evolution of the $(N/O)$-$(O/H)$ relation with the redshift making use of cosmological hydrodynamical simulations including detailed chemical enrichment. These authors found that higher $N/O$ abundance ratios for a given $O/H$ value are derived for low redshift ($z \lesssim 1$) in comparison with those having very high redshift ($z \gtrsim 5$, see Fig. 7 of their work). However, the study carried out by Vincenzo & Kobayashi (2018) is based on star-forming regions modelling and, apparently, an opposite result is derived for AGN-like objects (Dors et al. 2019). Moreover, the $(N/O)$-$(O/H)$ relation for star-forming regions can also change in cases where these objects are located in interacting galaxies (Küppen & Hensler 2003; Dors & Copetti 2006), although this has not been demonstrated for AGNs. Anyways, we emphasize that the $Z$-$N_2$ relation derived in this work would be used for studies.
of objects at low redshift ($z \lesssim 0.4$) and it must be applied with caution for objects at high redshift and for AGNs in interacting galaxies.

The internal presence of dust in the gas phase of gaseous nebulae has a strong influence on the emitted spectrum of these objects. Dust grains absorb the ultraviolet radiation changing considerably the gas ionization degree. Moreover, dust grain collision with gas atoms leads, in general, to a changing considerably the gas ionization degree. Moreover, AGN models assuming the presence of dust in the gas phase tend not to reproduce the majority of the ultraviolet radiation in gaseous nebulae and AGNs (Peimbert & Peimbert 1994). On the other hand, a larger dependence of the on $Z$-N2 relation on the ionization degree in the AGN.

(iv) Electron density: Three electron density values, constant along the NLR radius, were assumed in the models: $N_e = 100, 500$ and 3000 cm$^{-3}$. These values cover the $N_e$ range derived for Seyfert 2 AGNs using the SDSS data (Vaona et al. 2012; Zhang et al. 2013).

In total, 399 photoionization models were built covering a wide range of AGN parameters.

3 RESULTS

In Fig. 2, $\log([\text{O} \text{iii}]\lambda 5007/\lambda 3727)$ versus $N2 = \log([\text{N} \text{ii}]\lambda 6584/\text{H}\alpha)$ diagrams containing the observational data and the photoionization model results previously described are shown. Grids of models assuming distinct suppositions about $N_e$ and $\alpha_{ox}$ values are considered in each panel of Fig. 2. It is plausible to note that photoionization models with $N_e = 100, 500, 3000$ cm$^{-3}$ and $\alpha_{ox} = -0.8, -1.1$ well reproduce the observational data. As pointed out by Groves et al. (2004) and Feltre, Charlot & Gutkin (2016), we found that optical emission-line ratios are little sensitive to $N_e$, under the collisional de-excitation density limit ($N_e < 10^5$ cm$^{-3}$). However, when $\alpha_{ox} = -1.4$ is assumed, the models, in general, under-predict the $[\text{N} \text{ii}]/\text{H}\alpha$. Detailed photoionization modelling carried out by Dors et al. (2017) and bayesian-like comparison between Seyfert 2 optical emission lines and photoionization models by Pérez-Montero et al. (2013) also indicated that $\alpha_{ox} < -1.4$ are representative of the SED of Seyfert 2 AGNs. Therefore, models with $\alpha_{ox} = -1.4$ are not considered in the derivation of the $Z$-N2 calibration.

To calibrate the metallicity as a function of the $N2$ index, we calculated the logarithm of the ionization parameter and the metallicity for each object of our sample by linear interpolations between the models shown in Fig. 2. The typical error in emission-line ratio intensities is about 0.1 dex (e.g. Denicoló et al. 2002; Kennicutt et al. 2003). Assuming this uncertainty in the data considered in Fig. 2, we obtained an uncertainty in the $Z$ and $\log U$ interpolated estimations in order of 30% and 0.05 dex, respectively. In the panels of Fig. 3 the relation between $Z/Z_{\odot}$ and $N2$, considering models with distinct $N_e$ and $\alpha_{ox}$ values and ranges of $\log U$ are shown. We use the following expression:

$$(Z/Z_{\odot}) = a N2^b$$

(2)

to fit the results obtained for the objects in our sample plotted in Fig. 3. The fitting coefficients are listed in Table 1. As it can be seen, the correlation of the derived parameters with $\log U$ is marginal, indicating a very low dependence of the $Z - N2$ relation on the ionization degree in the AGN. On the other hand, a larger dependence of the $Z - N2$ relation on $N_e$ is found, in the sense that higher (up to a factor of 2) $Z$ estimations are obtained when photoionization models with lower $N_e$ are considered, mainly for the high metallicity regime [$Z/Z_{\odot} \gtrsim 1.0$]. Similarly, a dependence of $Z$ on $N_e$ is also derived, in the sense that higher metallicity (up to a factor of 2) is derived if $\alpha_{ox} = -1.1$ is assumed in comparison with those considering $\alpha_{ox} = -0.8$, being the difference between the estimations also more prominent for ($Z/Z_{\odot} \gtrsim 1.0$). Interestingly, an opposite behaviour was found by Dors et al. (2017) for the relation between $Z$ and ultraviolet emission-line ratios (see also Nagao et al. 2006a). We also fitted Eq. 2 considering all points (not discriminating nebular parameters) and the resulting coefficients are listed in Table 1.

The interpolated values from Fig. 2 made it possible to derive a relation between the logarithm of the ionization parameter and $[\text{O} \text{iii}]/[\text{O} \text{ii}]$ line ratio, shown in Fig. 4. The linear regression obtained is:

$$\log U = (0.57 \pm 0.01 x^2) + (1.38 \pm 0.01 x) - (3.14 \pm 0.01),$$

(3)

where $x = \log([\text{O} \text{iii}]\lambda 5007/\lambda 3727)$. We did not find any dependence of this equation on $N_e$, $\alpha_{ox}$ and $Z$.

4 DISCUSSION

Storchi-Bergmann et al. (1994) proposed the use of the $N2 = \log([\text{N} \text{ii}]\lambda 6584/\text{H}\alpha)$ line ratio as an indicator of
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Figure 2. \( \log([\text{O} \text{ iii}] \lambda 5007/\text{[O} \text{ ii}] \lambda 3727) \) versus \( N2=\log([\text{N} \text{ ii}] \lambda 6584/\text{H} \alpha) \). Solid lines connect photoionization model results (see Sect. 2.2) with the same metallicity, while dashed lines connect models with same logarithm of the ionization parameter \( U \), as indicated. Points represent observational emission-line intensity ratios taken from the SDSS-DR7 (see Sect. 2.1). In each plot, a grid of models assuming different electron density \( (N_e) \) and \( \alpha_{\text{ox}} \) values, as indicated, are shown.

the ratio between oxygen and hydrogen abundances of \( \text{H} \text{ ii} \) regions. These authors obtained a calibration based on \( \text{O}/\text{H} \) abundances calculated through the \( T_e \)-method and observational emission-line intensities of star-forming galaxies. Thereafter, other authors (Raimann et al. 2000; Denicol\'o et al. 2002; Pettini & Pagel 2004; Liang et al. 2006; Stasi\'nska 2006; Nagao et al. 2006; Yin et al. 2007; P\'erez-Montero & Contini 2009; Marino et al. 2013; Morales-Luis et al. 2014) improved this calibration by including more abundance estimations, mainly for both low and high metallicity ends. The advantage of the \( N2 \) index over the commonly used metallicity indicator \( R_{23} \) is that: (i) it does not include the \([\text{O} \text{ ii}] \lambda 3727 \) line, which makes this line ratio not sensitive to reddening correction and, consequently, useful to dusty object studies (e.g. Xiao et al. 2012); (ii) due to the fact that \( N2 \) involves emission-lines with very close wavelength, it is not affected by uncertainties of flux calibration (Marino et al 2013), (iii) it is accessible in the near infrared at moderate-to-high redshifts (e.g. Cresci et al. 2012; Quevrel et al. 2012), (iv) it has a less critical dependence on the ionization parameter, (v) it is single-valued with \( Z \), and (vi) it has a tighter correlation with \( \text{O}/\text{H} \) (Denicol\'o et al. 2002).

Despite the several advantages, such as other \( Z \) indica-


Figure 3. Metallicity \( (Z/Z_\odot) \) versus the \( N2=\log([N\text{II}]6584/\text{H}α) \). Points represent estimations obtained through linear interpolation between photoionization model results and the observational data presented in Fig. 2. Curves represent the fitting of the equation \( (Z/Z_\odot) = aN^2 + b \) to the points taking into account different model parameters (indicated in each panel), whose the coefficient fittings are listed in Table 1. Error bars in each panel represents the typical error (0.1 dex) in observational measurements of the \( N2 \) index (e.g. Denicoló et al. 2002) and the 30\% uncertainty in the interpolated values.

Table 1. Values of the \( a \) and \( b \) coefficients resulting from fittings of the Eq. 3 to the estimations, shown in Fig. 3 for different model parameters. The last line lists the coefficients obtained not discriminating the model parameters.

| Model parameter | \( a \) | \( b \) |
|-----------------|--------|--------|
| \( \log U \)   |        |        |
| \((-4.0, -3.5)\) | 3.23 ± 0.11 | -0.19 ± 0.01 |
| \((-3.5, -3.0)\) | 3.42 ± 0.06 | -0.12 ± 0.01 |
| \((-3.0, -2.5)\) | 4.15 ± 0.12 | -0.01 ± 0.01 |
| \((-2.5, -2.0)\) | 3.82 ± 0.01 | +0.06 ± 0.02 |
| \( N_e(\text{cm}^{-3}) \) |        |        |
| 100             | 5.58 ± 0.23 | +0.00 ± 0.01 |
| 500             | 4.24 ± 0.12 | -0.06 ± 0.01 |
| 3000            | 2.99 ± 0.04 | -0.15 ± 0.01 |
| \( \alpha_{ox} \) |        |        |
| -0.8            | 3.14 ± 0.05 | -0.13 ± 0.01 |
| -1.1            | 5.45 ± 0.17 | -0.01 ± 0.01 |
| All points      | 4.01 ± 0.08 | -0.07 ± 0.01 |

Figure 4. As in Fig. 3 but for the logarithm of the ionization parameter \( \log(U) \) versus the logarithm of the line ratio \([O\text{III}]\lambda5007/[O\text{II}]\lambda3727\). Photoionization model results assuming different parameters are not discriminated. Curve represents the fitting to the points and represented by Eq. 3. The error in the interpolated \( \log U \) values is about 0.05 dex.

Regarding the \( N2 \) index dependence on the electron density \( (N_e) \), we found that it is more prominent in the high metallicity regime \( ([Z/Z_\odot] \gtrsim 1.0) \). Although \( N_e \) is easily estimated in AGNs through the dependence of this parameter with the \([S\text{II}]\lambda6716A/6731 \) line ratio, the observational measurement error of \( N2 \) \( (\sim 0.1 \text{ dex}) \) (Denicoló et al. 2002) translates in a \( Z \) uncertainty of the order of the one obtained not taking into account the \( N_e \) effects on our calibration. It can be seen in Fig. 3 where the typical error of \( N2 \) is shown in the panels. The same result is derived for the effect of \( \alpha_{ox} \) on the metallicity estimations, which the \( Z \) uncertainty of not knowing \( \alpha_{ox} \) is of the order of the uncertainty produced by the observational \( N2 \) error. It is worth to mention that similar results were derived by Dors et al. (2019). These authors showed that the uncertainties in \( Z \) estimations assuming photoionization models with different \( N_e \) and \( \alpha_{ox} \) values are similar to those produced by obser-
Recently, in Paper I, we compared the AGN Seyfert 2 metallicities (traced by the O/H abundance ratio) and the mass-metallicity relation derived by using most of the available methods in the literature and this analysis will not be repeated here. For simplicity and with the goal to validate our Z-N2 calibration, we only compare estimations for our sample by using Eq. [2] with those derived by using two calibrations involving nitrogen emission lines, i.e. the first calibration of Storchi-Bergmann et al. (1998) and the Castro et al. (2017) calibration as well as results from bayesian-like approximation proposed by Pérez-Montero et al. (2019).

The N2 index combined with [O III]/Hβ and [O III]/[O II] line ratios was proposed as O/H abundance indicator of the NLR of AGNs by Storchi-Bergmann et al. (1998). These authors proposed two theoretical calibrations based on a grid of photoionization models assuming the (N/O)-(O/H) relation derived for nuclear starbursts by Storchi-Bergmann et al. (1994) and given by the relation

\[
\log(N/O) = 0.96 \times (12 + \log(O/H)) - 9.29.
\]

In Paper I, we found that both calibrations of Storchi-Bergmann et al. (1998) produce very similar results (with an average difference of -0.08 dex). Therefore, we will consider only the first calibration of these authors given by

\[
\frac{O/H}{\text{SB98.1}} = 8.34 + (0.212 \times x) - (0.012 \times x^2) - (0.002 \times y) + (0.007 \times xy) - (0.002 \times y^2) + (6.52 \times 10^{-4} \times y^2)
\]

\[
+ (2.27 \times 10^{-4} \times y^2) + (8.87 \times 10^{-5} \times y^2),
\]

where \(x = [\text{NII}] \lambda 6548,6584/\text{H}α\) and \(y = [\text{O III}] \lambda 4959,5007/\text{H}β\). The term O/H above corresponds to 12+log(O/H) and it is converted into metallicity by

\[
\frac{Z/Z_⊙}{\text{SB98.1}} = 10^{8.69 - (O/H)\text{SB98.1}},
\]

being 8.69 dex the solar oxygen abundance (Asplund et al. 2005; Alende Prieto et al. 2003). The calibration above is valid for \(8.4 \leq 12 + \log(O/H) \leq 9.4\). A correction in the O/H derivation due to the electron density effects on the calibration above is given by

\[
(O/H)_{\text{final}} = [(O/H) - 0.1 \times \log(N_e/300(\text{cm}^{-1}))].
\]

Another calibration for AGNs involving [N II] lines was proposed by Castro et al. (2017) considering N2O2 index. These authors assumed in the photoionization models the following (N/O)-(O/H) relation derived for star-forming regions by Dopita et al. (2000):

\[
\log(N/H) = -4.57 + \log(Z/Z_⊙); \text{ for } \log(Z/Z_⊙) \leq -0.63,
\]

\[
\log(N/H) = -3.94 + 2 \log(Z/Z_⊙); \text{ otherwise.}
\]

The calibration derived by Castro et al. (2017) is

\[
\frac{Z/Z_⊙}{\text{HCm}} = 1.08(±0.19) \times N2O2^2 + 1.78(±0.07) \times N2O2 + 1.24(±0.01).
\]

The bayesian-like HII-Chi-mistry code (hereafter HCM, Pérez-Montero 2014) was used to estimate the O/H and N/O abundance ratios of each object of the sample described in Sect. 2.1. The HCM code is based on a bayesian-like comparison between certain observed emission-line ratios sensitive to total oxygen abundance, nitrogen-to-oxygen ratio, and ionization parameter with the predictions from a large grid of photoionization models. The HCM code does not consider a fixed (N/O)-(O/H) relation. In Pérez-Montero et al. (2019) this code was adapted for AGNs.

In Fig. 5 the differences between the estimations via our N2 calibration (Eq. 2) and those via the calibrations proposed by Storchi-Bergmann et al. (1998) and Castro et al. (2017) as well as those derived using the HCM code are plotted against the estimations via Eq. 2. The estimations via our calibration (Eq. 2) were obtained assuming the fitting for all model results, i.e. all \(Z - N2\) values, whose coefficients are listed in Table I. It can be seen in Fig. 5 that a systematic difference is found between the estimations based on our N2 calibration and those via Storchi-Bergmann et al. (1998) calibration, in the sense that the latter calibration produces lower and higher \(Z\) values for the low and high metallicity regime, respectively. Although similar results have been derived for the difference between the estimations by using the N2O2 calibration and those via HCm code, these are less prominent than the one obtained by using Storchi-Bergmann et al. (1998) calibration.

The differences in the Z estimations found in Fig. 5 are probably due to the use of distinct (N/O)-(O/H) relation in the photoionization models used to obtain the calibrations. In order to verify that, in Fig. 6 the (N/O)-(O/H) relations used in the photoionization models to obtain the calibrations considered in Fig. 5 are shown. It can be seen that the (N/O)-(O/H) relation assumed by us in this paper (Eq. 1) and by Castro et al. (2017) (Eq. 8) are very similar to each other, clarifying the lowest \(Z\) difference found in Fig. 5. On the other hand, the relation used by Storchi-Bergmann et al. (1998) (Eq. 3) produces lower N/O abundances in comparison with those from the relations assumed in the N2 and N2O2 calibrations.

Regarding the ionization parameter, few authors have proposed a calibration between \(U\) and narrow optical line-ratios of AGNs. For instance, Penston et al. (1990) proposed a calibration between \(U\) and the [O III] \(\lambda 3727/[O II] \lambda 5007\) line ratio. These authors used sequences of photoionization models, taken from Robinson et al. (1987), employing a variety of possible SEDs for the ionizing source and assuming only one value of electron density (\(N_e = 100\text{ cm}^{-3}\)) and solar metallicity. The relation derived by Penston et al. (1990) is

\[
\log(U) = -2.74 - y,
\]

where \(y = \log([\text{O III}] \lambda 3727/[\text{O II}] \lambda 5007)\). Hence the \(U\) definition assumed in Robinson et al. (1987) is equal to the one of our models, it is possible to compare estimations derived from (9) their calibration with the ones obtained from our calibration. In Fig. 7 the logarithm of the ionization parameter (log \(U\)) calculated by using the Eq. 10 for our sample of objects are compared to those via our calibration (Eq. 3). It can be seen that, in general, the Penston et al. (1990) calibration produces somewhat higher \(\log(U)\) values than those derived from our calibration. This discrepancy, probably, is due to the calibration proposed by Penston et al. (1990) was obtained by using photoionization models with fixed values of \(N_e\) and \(Z\), while in our calibration a semi-empirical approxi-
Figure 5. Bottom panel: Difference between the metallicity estimations for our sample of objects (see Sect. 2.1) obtained from our $Z$-$N_2$ calibration (Eq. 2) and those from Storchi-Bergmann et al. (1998) calibration versus the $Z$-$N_2$ estimations. Middle panel: As the bottom panel but for $Z$-$N_2O_2$ calibration (Eq. 9) proposed by Castro et al. (2017). Upper panel: As the bottom panel but for estimations obtained by using the HCm code (Pérez-Montero et al. 2019). In each panel, the average and standard deviation of the difference between the estimations are shown. The dashed area indicates the uncertainty of $±0.1$ dex assumed in $Z$ estimations via strong emission-line methods (Denicoló et al. 2002).

Figure 6. Comparison between the (N/O)-(O/H) relations (represented by the lines) assumed in the photoionization models in this paper (Eq. 1), by Storchi-Bergmann et al. (1998) (Eq. 4), and by Castro et al. (2017) (Eq. 8) to obtain the calibrations represented by the Eqs. 2, 5, and 9 respectively.

Figure 7. Logarithm of the ionization parameter ($\log U$) for our sample (see Sect. 2.1) derived by using the Eq. 10 proposed by Penston et al. (1992) versus those calculated from our calibration (Eq. 3). The line represents the equality between the estimations.

5 SUMMARY AND CONCLUSIONS

We combined results of photoionization model built with the Cloudy code with observational data of 463 confirmed Seyfert 2 nuclei (redshift $z < 0.4$), taken from the Sloan Digital Sky Survey DR7 dataset, in order to obtain a semi-empirical calibration between the metallicity ($Z$) of the Narrow Line Region of these objects and the $N_2=\log([N\text{II}]\lambda6584/Ho)$ emission-line intensity ratio. Our $Z$-$N_2$ relation is valid for the range of $0.3 < (Z/Z_\odot) < 2.0$, which corresponds to $-0.7 < (N_2) < 0.6$. The effects of varying the ionization parameter ($U$), electron density, and the slope of the Spectral Energy Distribution on the $Z$ estimations are of the order of the uncertainty produced by the error measurements of $N_2$. This result indicates the large reliability of our $Z - N_2$ calibration. We also derived a calibration between $\log U$ and the line ratio $[O\text{III}]\lambda5007/[O\text{II}]\lambda3727$, less dependent on other nebular parameter.
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