Proposal Relation Network for Temporal Action Detection
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Abstract

This technical report presents our solution for temporal action detection task in ActivityNet Challenge 2021. The purpose of this task is to locate and identify actions of interest in long untrimmed videos. The crucial challenge of the task comes from that the temporal duration of action varies dramatically, and the target actions are typically embedded in a background of irrelevant activities. Our solution builds on BMN [10], and mainly contains three steps: 1) action classification and feature encoding by Slowfast [6], CSN [13] and ViViT [1]; 2) proposal generation. We improve BMN by embedding the proposed Proposal Relation Network (PRN), by which we can generate proposals of high quality; 3) action detection. We calculate the detection results by assigning the proposals with corresponding classification results. Finally, we ensemble the results under different settings and achieve 44.7\% on the test set, which improves the champion result in ActivityNet 2020 [17] by 1.9\% in terms of average mAP.

1. Introduction

Action understanding is an important area in computer vision, and it draws growing attentions from both industry and academia because its use in human computer interaction, public security and some other far reaching applications. It includes many sub-research directions, such as Action Recognition [15, 6, 7], Temporal Action Detection [10, 11, 18], Spatio-Temporal Action Detection [12, 8], etc. In this report, we introduce our method for the temporal action detection task in the 6-th ActivityNet challenge [2].

For temporal action detection task, we need to localize and classify the target actions simultaneously. Current mainstream approaches [10, 20, 19] are designed in a two-stage pipeline, i.e., proposal generation and action classification, and have achieved remarkable performance. Therefore, we follow this paradigm to design the solution of this challenge. Moreover, to further improve the performance, we design a proposal relation module to capture the relations among the proposals by non-local operations, and thus can also better model long temporal relationships.

2. Action Recognition and Feature Extraction

In recent years, a large number of deep networks for action recognition are proposed [13, 6, 4]. They have been playing an important role in the development of action detection.

2.1. Slowfast

Slowfast network [6] was proposed for action classification by combining a fast and a slow branch. For the slow branch, the input is with a low frame rate, which is used to capture spatial semantic information. The fast branch, whose input is with a high frame rate, targets to capture motion information. Note that the fast branch is a lightweight network, because its channel is relatively small. Due to its excellent performance in action recognition and detection, we choose Slowfast as one of our backbone models.

2.2. Channel-separated convolutional network

Channel-Separated Convolutional Network (CSN) [13] aims to reduce the parameters of 3D convolution, and extract useful information by finding important channels simultaneously. It can efficiently learn feature representation
2.3. ViViT

Due to transformer [14] has shown powerful abilities on various vision tasks, we apply the ViViT [1] as one of backbones. ViViT is a pure Transformer based model for action recognition. It extracts spatio-temporal tokens from input videos, and then encoded by series of Transformer layers. In order to handle the long sequences of tokens encountered in videos, several efficient variants of ViViT decompose the spatial- and temporal-dimensions of the inputs. We apply the ViViT-B/16x2 version with factorised encoder, which initialized from imagenet pretrained Vit [5], and then pretrain it on Kinetics700 dataset [3].

2.4. Classification results

Table 1 shows the action recognition results of the above methods on the validation set of ActivityNet v1.3 dataset [2]. From the results, we can draw several following conclusions: 1) CSN model can outperform slowfast101 by 3.1% with Kinetics400 pretraining on ActivityNet dataset; 2) Transformer based model can indeed obtain better performance than CNN based models with 91.2% Top1 accuracy. We then ensemble all the models and gain the champion result in ActivityNet 2020 with 1.8%.

3. Proposal Relation Network

In the section, we introduce our proposed PRN, as is shown in Figure 1. PRN mainly contains two key modules: data augmentation module and proposal relation module. We will introduce each module in details below, and finally show the detection performance.

3.1. Data augmentation module

Temporal shift operation for action recognition is first applied in TSM [9], and then applied as a kind of perturbations in SSTAP [18] for semi-supervised learning. Here we reuse the perturbation as the feature augmentation. The temporal feature shift is a channel-shift pattern, including two operations such as forward movement and backward movement in the channel latitude of the feature map. This module can improve the robustness of the models. The details are shown in Figure 2.
| Model | Feature | AR@100 | AUC  |
|-------|---------|--------|------|
| BMN   | Slowfast101 | 75.8%  | 68.6%|
| PRN   | Slowfast101 | 76.5%  | 69.3%|

Table 2. Proposal performances on the validation set of ActivityNet v1.3.

| Model | Feature | 0.5  | Average mAP |
|-------|---------|------|-------------|
| BMN   | Slowfast101 | 56.3% | 37.7% |
| PRN   | Slowfast101 | 57.2% | 38.8% |
| BMN   | Slowfast152 | 55.5% | 36.8% |
| PRN   | Slowfast152 | 56.5% | 38.0% |
| BMN   | CSN      | 56.9% | 38.1% |
| PRN   | CSN      | 57.9% | 39.4% |
| BMN   | ViViT    | 55.1% | 36.7% |
| PRN   | ViViT    | 55.5% | 37.5% |
| Ensemble | -    | 59.7% | 42.0% (test: 44.7%) |

Table 3. Action Detection results on the validation set of ActivityNet v1.3. Our PRN shows strong performance on multiple different features.

3.2. Proposal relation module

Recall that temporal action detection is to accurately locate the boundary of the target actions. We explore the associations among proposals to capture the temporal relationships. The non-European space between the proposals makes it difficult to capture directly through the convolutional layer. PGCN [21] first employs GCN to model relations among proposals. However, PGCN suffers from multi-stage training and the adjacency matrix needs to be preset. Our PRN is an end-to-end trained framework, which brings in the power of self-attention [16] to capture interaction relationships among proposals. Specifically, we use the attention mechanism on each proposal to obtain dependencies.

To evaluate proposal, we calculate AR under different Average Number of proposals (AN), termed AR@AN (e.g., AR@100), and calculate the Area under the AR vs. AN curve (AUC) as metrics. Table 2 presents the results of PRN and BMN on the validation set of ActivityNet v1.3, which prove that PRN can outperform BMN significantly. Especially, our method significantly improves AUC from 68.6% to 69.3% by gaining 0.7%.

3.3. Detection results

We follow the “proposal + classification” pipeline to generate the final detection results. Mean Average Precision (mAP) is adopted as the evaluation metric of temporal action detection task. Average mAP with IoU thresholds [0.5 : 0.05 : 0.95] is applied for this challenge.

In order to demonstrate the effectiveness of PRN, we conduct experiments with different features, as is shown in Table 3. The results show that the proposed PRN can gain 1.3% than BMN in terms of Average mAP. Then we ensemble all the results and reach 42.0% on the validation set and 44.7% on the test set.

Moreover, we can find that the Transformer based ViViT shows very strong performance on classification task but unsatisfactory on detection task when compared with the CNN models. The reason may be that the Transformer tends to capture global information by self-attention operation, hence it loses local information which is also important for detection task. Meanwhile, the models perform well on action task may not achieve better performance on the detection task. Slowfast152 exceeds Slowfast101 by 0.8% for classification, but suffers 1.8% drop for detection.

4. Conclusion

In this report, we present our solution for temporal action detection task in ActivityNet Challenge 2021. For this task, we propose a PRN to encode the relations among proposals, which contains data augmentation module and proposal relation module. Experimental results show that PRN can outperform the baseline BMN significantly. We also explore the ViViT model for the challenge, and experimentally show that it is more suitable for action classification than action detection. By fusing all detection results with different backbones, we obtain 44.7% Average mAP on the test set, which gains 1.9% than the champion method in ActivityNet 2020.
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