Potential EEG biomarkers of sedation doses in intensive care patients unveiled by using a machine learning approach
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Abstract

Objective. Sedation of neurocritically ill patients is one of the most challenging situation in ICUs. Quantitative knowledge on the sedation effect on brain activity in that complex scenario could help to uncover new markers for sedation assessment. Hence, we aim to evaluate the existence of changes of diverse EEG-derived measures in deeply-sedated (RASS-Richmond agitation-sedation scale −4 and −5) neurocritically ill patients, and also whether sedation doses are related with those eventual changes. Approach. We performed an observational prospective cohort study in the intensive care unit of the Hospital de la Princesa. Twenty-six adult patients suffered from traumatic brain injury and subarachnoid hemorrhage were included in the present study. Long-term continuous electroencephalographic (EEG) recordings (2141 h) and hourly annotated information were used to determine the relationship between intravenous sedation infusion doses and network and spectral EEG measures. To do that, two different strategies were followed: assessment of the statistical dependence between both variables using the Spearman correlation rank and by performing an automatic classification method based on a machine learning algorithm. Main results. More than 60% of patients presented a correlation greater than 0.5 in at least one of the calculated EEG measures with the sedation dose. The automatic classification method presented an accuracy of 84.3% in discriminating between different sedation doses. In both cases the nodes’ degree was the most relevant measurement. Significance. The results presented here provide evidences of brain activity changes during deep sedation linked to sedation doses. Particularly, the capability of network EEG-derived measures in discriminating between different sedation doses could be the framework for the development of accurate methods for sedation levels assessment.
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Introduction

Sedation of critically ill patients is a routine intervention in intensive care units (ICU). An appropriate sedation level is critical to ensure patient comfort and maneuverability while maintaining its safety. Unfortunately, quantitative sedation assessment of ICU patients still lack for a gold standard. Several works have highlighted the inappropriate titration of sedatives in ICU patients, whether being oversedation or undersedation (for review [1]). Incidence of non-optimal sedation may reach 75% [1] which highly affects patients’ morbidity and mortality [2–6]. These facts reveal the need for an appropriate procedure capable of correctly assessing the patient’s sedation levels. Currently, the most employed methodologies are based on neurological scales, as it is the Richmond agitation–sedation scale (RASS), for instance. However, these scales cannot be evaluated continuously and are highly dependent on the critical care personnel expertise. Hence, development of a quantitative and objective sedation level assessment of critically ill patients is certainly mandatory.

In view of that, several continuous monitoring systems have been proposed to assess sedation levels, some of them using the heart rate variability [7, 8], while others grounded on electroencephalographic (EEG) measures [9–12]. The Bispectral index (BIS), and the Entropy to a lesser extent, are perhaps the most widely used of such systems fully validated in situations under general anesthesia. None of them, however, have proven to be totally reliably in ICU patients. In the case of the BIS for instance, contradictory reports have been published whether in favour [13] or against its use [14]. These controversies could be explained by the complex scenario found in the ICUs, in which several sedatives at varying doses are used during long-term periods. More research is certainly needed in the field of ICU sedation, especially in the particular case of deep sedation (RASS −4 and −5).

Although not exclusively focused on sedation assessment, EEG has shown to be very useful when used on ICU patients. Specifically, continuous EEG (cEEG) has been widely employed for detection of non-convulsive seizures (for review [15]), delayed cerebral ischemia detection [16, 17], and for automatic classification of EEG segments depending on the EEG pattern [18]. The analysis of cEEG recordings oriented towards sedation assessment is generally based on the spectral analysis. Very few studies have addressed the sedation issue under the synchronization and network analysis perspective. One seminal exception is the work of Koskinen et al [19] which studied the anesthetic effects—induced by propofol—on brain synchronization evaluated through the phase synchronization (PS). Since then, only few works have described how anesthetics modulate brain connectivity [19–23], but none of them for ICU cases.

The above mentioned issues of sedation assessment are particularly true in neurocritical ICUs because these patients present several complications, requiring specific and precise sedation [24]. In view of that, we propose to evaluate the existence of changes of diverse EEG-derived measures, including those derived from network analysis, under the most complex scenario: long-term deeply-sedated neurocritically ill patients (RASS levels between −4 and −5) and determine whether those are linked to sedative dose changes.

Methods

Continuous scalp EEG recordings were obtained from 26 patients (11 women) admitted to the hospital de la Princesa’s ICU during the period from October 2015 till March 2017, summarized in supplementary material 1 (stacks.iop.org/JNE/16/026031/mmedia). This research was approved by the Ethical Committee of the Hospital de la Princesa. Informed consents were obtained from all the patients’ relatives. Inclusion criteria were: both sex patients, age ≥ 18 years, critically ill patients suffering from traumatic brain injury (TBI) or subarachnoid hemorrhage (SAH), presenting RASS levels between −4 and −5 during the continuous recordings and mechanically ventilated patients. Exclusion criteria were: ICU stay shorter than a week, no continuous EEG (cEEG) recordings performed. An overall of 3111 h of video and hourly annotated clinical information of patients were analyzed, including 2141 h of cEEG. Although continuous, the cEEG presents some gaps due to several factors such as: CT scans, surgery, interruption in the recording software, etc.

EEG

Continuous EEG recordings were performed using 19 scalp electrodes according to the international 10–20 system. The electrodes placement was made using collodion to ensure long-term attachment. All derivations were referenced to (Fz + Cz + Pz)/3. In this way, eight electrodes for each lateral side were employed, yielding a total of 16 EEG monopolar recordings for each patient. EEG recordings were continuously acquired for a period of 5.2 ± 2.3 d at a sampling frequency of 500 Hz (NeuroWorks, XLTEK®, Oakville, ON, Canada), exported to ASCII at 200 Hz, band-pass filtered in the range 0.5–40 Hz [25]. Epochs containing artifacts such as saturated electrical activity, electrode displacements, among others, were discarded. Those epochs were identified by an expert neurophysiologist and posterior inspection of video-taped recordings. Continuous recordings were divided in non-overlapping temporal windows of 5 s (2500 data points) in which several network measures were calculated. In the same fashion, spectral measures were also calculated as positive controls of the sedation-induced changes on the EEG [26, 27].

Numerical analysis

All the numerical analysis was carried out using the R software, either using standard libraries (stated below) or with homemade scripts.

Network measures. A synchronization measure between every pair of electrodes’ signals was calculated by using the PS, estimated through the use of the mean phase coherence [28, 29], defined as:
\[\text{PS}_{nm} = \frac{1}{N_{win}} \sum_{k=1}^{N_{win}} e^{i \Delta \alpha_{nm}(k)}\]

where \( \varphi_n, \varphi_m \) are the instantaneous phases of the electrode time series \( n \) and \( m \) respectively, and \( N_{win} \) is the number of points in the analyzed temporal window. \( \text{PS}_{nm} \) has values between 0 and 1, such that when the value of \( \text{PS} \) was greater than 0.5 was imposed such that when the value of \( \text{PS} \) was greater than 0.5 the links were taken into account and discarded otherwise [31]. Once the network was constructed, several measures were calculated, namely:

- **The nodes’ degree (ND)** of the \( i \) node is the number of nodes connected to it, calculated as follows,

\[\text{ND}_i = \sum_{j \in N} a_{ij}\]

where \( N \) is the number of nodes and \( a_{ij} \) are the binary elements of the adjacency matrix.

Note that ND is calculated for every network node instead of providing a network average.

- **The density of links (DoL)** is the ratio between the actual number of links and the number of all possible links of the network. This measure provides information of the whole network connectivity.

- **The average path length (APL)** provides global information of how fast is the communication transfer through network nodes, it is defined as

\[\text{APL} = \frac{1}{N(N-1)} \sum_{i \neq j} d(v_i, v_j)\]

where \( N \) is the number of nodes and \( d(v_i, v_j) \) is the shortest path between nodes \( v_i \) and \( v_j \).

- **The average clustering coefficient (CC)** measures how well, on average, neighbors nodes of a particular node are connected between them, it is calculated as follows,

\[\text{CC} = \frac{1}{N} \sum_{i=1}^{N} c_i\]

being \( N \) the number of nodes and \( c_i \) the clustering coefficient of node \( i \).

- **The number of clusters (NC)** determines the number of connected components in the network. Further details for network calculations can be found in [32].

**Spectral measures.** In every 5 s temporal window and for each electrode’s recordings, a traditional frequency bands decomposition—Delta (0.5–4 Hz), Theta (4–7 Hz), Alpha (7–14 Hz) and Beta (14–30 Hz)—was performed. The relative spectral power in each band, that is, the ratio of the spectral band power to the total power was used instead, according to:

\[\text{Delta}_r = \frac{1}{P} \sum_{f=0.5 \text{ Hz}}^{4 \text{ Hz}} p_f; \text{Theta}_r = \frac{1}{P} \sum_{f=4 \text{ Hz}}^{7 \text{ Hz}} p_f; \text{Alpha}_r = \frac{1}{P} \sum_{f=7 \text{ Hz}}^{14 \text{ Hz}} p_f; \text{Beta}_r = \frac{1}{P} \sum_{f=14 \text{ Hz}}^{30 \text{ Hz}} p_f;\]

where \( P = \text{Delta}_r + \text{Theta}_r + \text{Alpha}_r + \text{Beta}_r \).

We also evaluated the spectral entropy (SE), which is the Shannon entropy of the full signal power spectrum and it was calculated as an indicator of the signal spectral content [33]. The SE was calculated in the following way. Firstly the normalized power spectrum \( \text{nPS}_i \) was estimated for each electrode’s time series \( x_i \)

\[\text{nPS}_i(f) = \frac{\text{PS}_i(f)}{\sum_{l} \text{PS}_i(f)}\]

where \( \text{PS}_i(f) \) is the power spectrum of \( x_i \) and the sum runs all over the full spectrum of frequencies \( f_i \). Secondly, the Shannon entropy of this “probability distribution” was calculated

\[\text{SE}_i = - \sum_{f} \text{nPS}_i(f) \log \text{nPS}_i(f)\]

where \( \text{SE}_i \) is the spectral entropy for channel \( i \). The average of the SE over a set of electrodes i.e. the whole network electrodes or a particular region, was finally calculated as

\[\text{SE} = \frac{1}{N_{elec}} \sum_{i=1}^{N_{elec}} \text{SE}_i\]

where \( N_{elec} \) is the total number of electrodes considered.

**Sedation**

In order to determine whether EEG changes during deep sedation exist and if these changes are actually linked to doses of continuously infused sedatives, we used the hourly annotated sedative doses information as an independent variable. Other drugs administered, as bolus, were not considered since the EEG epochs with bolus administration were discarded, as explained in the next section. From now on sedation and sedation doses will be used as equivalent terms. Intravenous sedation infusion (ml h\(^{-1}\)) was written down hourly and adjusted to \( \mu g/kg/h \). In particular, the combination of intravenous sedation infusion of both propofol and midazolam was used as an index of sedative blood concentration since linear relationships between infusion doses of propofol [34] and midazolam [35] with their blood concentration it is known to exist. Fentanyl was administered to all patients in continuous and equivalent doses, consequently its effect on EEG changes was discarded.
Continuous infusion of midazolam and propofol (μg/kg/min)—annotated every hour—were converted to discrete variables by grouping similar doses in the following way: For midazolam: 0 for doses <1 μg/kg/min, 1 for doses between 1 μg/kg/min and 2 μg/kg/min, 2 for doses between 2 μg/kg/min and 3 μg/kg/min, and so on, and for propofol: 0 for doses <10 μg/kg/min, 1 for doses between 10 μg/kg/min and 20 μg/kg/min, 2 for doses between 20 μg/kg/min and 30 μg/kg/min, and so on. To obtain a single sedation variable, the mean of the discrete values for midazolam and propofol, at each window was calculated assuming equally contribution of both sedatives. The resulting values were then categorized into 9 levels: 0, 0.5, 1.5, 2, 2.5, 3, 3.5, 4 such that values greater than 4 were included in the last level. The distribution of sedation levels and the number of time windows per level across patients is shown in figure 1.

**Thirty-minute temporal windows of discretized time**

With the objective to compare dose levels with EEG measures (detailed in the following paragraph) temporal windows of 30 min were used. In doing that, every hourly sedimentation level was replicated in both 30 min windows. This approach allows maintaining the variance of the EEG measures while duplicating the sedimentation sampling rate. In those cases where either bolus administration or patient handling was performed, the corresponding 30 min windows were eliminated from the analysis. Annotated information regarding bolus and/or patient handling was always confirmed by video recordings.

In order to determine the association between sedation and EEG variables two approaches were used: correlation and automatic classification.

**Correlation**

To evaluate the correlation between sedation and EEG variables the following procedure was implemented. First, in every 30 min window a mean value for each EEG measure was estimated. Taking into account that EEG measures were ‘sampled’ at 5 s steps, 360 values were used to determine its mean value. Second, a Spearman correlation between both time series—EEG measure and sedation—was calculated, for each patient. Only Spearman’s rho > 0.5 were considered as significant. Spearman correlation was used because it is more general (monotonic relationship) in comparison with the usual Pearson correlation (linear relationship).

**Automatic classification**

As an alternative way of exploring the potential existence of a relationship between sedation and EEG measures, an automatic classification scheme was implemented by using two different strategies. On one hand, an intra-subject classification, by using all 30 min windows from each same patient in one SVM analysis, was implemented, producing one result per patient. On the other hand, an inter-subject classification, using all 30 min windows from all patients, was alternatively used, resulting in an overall classification result. Patients under constant sedation, that is, without fluctuations in the infusion sedation doses (F, H, L, M, Q, T) were not included in the intra-subject classification scheme though they were used for inter-subject classification. In both analyses an automatic classification method, the support vector machine (SVM) [36] (R package e1071) was used. SVM is a machine learning method that can perform general classification. In this particular case, a linear SVM allows constructing binary classifiers based on linear combination of different measures. A one-against-one technique was used to allow multiclass classification. The implemented SVM calculation was accomplished as follows: from all the 30 min windows, two third of them were randomly selected to train the algorithm and the remaining one-third windows were used to test the classification after shuffling them. This last step solves the overfitting problem caused by the time series autocorrelation. In addition to the above mentioned validation set method, we performed another approach, so-called stratification, to avoid the bias produced by the potential uncorrected proportion of each class in both the training and the test dataset (supplementary material 2). Both approaches yielded similar classification accuracies. Specific parameters for the optimal SVM performance were obtained by using a grid search technique, that is, a ten-fold cross-validation on the training data, which has been used to overcome overfitting [37]. The bias due to the asymmetric sizes of dose levels was avoided by grouping underrepresented levels (which correspond to the higher dose levels >4). A confusion matrix of true and predicted values...
of the categorical variable ‘dose’ was constructed and both accuracy and kappa of this matrix were determined. Accuracy represents the percentage of values in the main matrix diagonal, i.e. the number of correct classifications as can be seen in table 1. Kappa index is the percentage of data points in the main diagonal of the matrix corrected by the agreement by chance. A unique random selection of temporal windows could lead to chance-affected results. In order to avoid this, we performed ten replicas of the SVM procedure. The percentages were the mean value ± standard deviation of these ten replicas. Statistical significance of accuracy, for all models, was assessed by using permutation tests. In all cases, classification accuracy based on real data sets differ significantly from those obtained from the random distribution, as can be observed in supplementary material 3.

### Results

Heatmaps of correlations between EEG measures and sedation are represented in figures 2 and 3. Correlations between both spectral and network measures with sedation, for each patient, is represented in figure 2(A). Sixteen patients (62%) presented correlations in at least one measure above the threshold (rho > |0.5|), being CC the measure most frequently correlated with sedation (n = 9). Correlations between electrode’s ND and sedation, for every patient, are represented in figure 2(B). Seventeen patients (65%) presented at least one electrode with correlation above the threshold. Channel O1 and O2 were the most correlated with sedation in most patients, 11 and ten patients, respectively.

Higher correlation of ND, as compared to spectral and network measures, might be explained by the spatial information provided by ND, since ND values are calculated for each particular electrode instead of averages in the case of the other network and spectral measures. The underlying pathologies—TC and SAH—present localized lesions which may affect the EEG activity in the form of artifacts. Therefore, to better understand the contribution of cortical regions, heatmaps of spectral and network measures were calculated for each quadrant of the electrodes distribution (figure 3). The percentage of patients with above-the-threshold correlation was 54% for the anterior left quadrant (Fp1, F3, and F7) (figure 3(A)), 65% for the anterior right quadrant (Fp2, F4, and F8) (figure 3(B)), 58% for the posterior left quadrant (P3, T5, and O1) (figure 3(C)), and 54% for the posterior right quadrant (P4, T6, and O2) (figure 3(D)). The measures most correlated with sedation were SE for anterior left and right quadrants, rBeta for posterior left and SE and rTheta for posterior right.

Correlations results suggest that not a unique measure is able to evaluate the sedation doses. Thus, a model of prediction was built by using the SVM methodology. We applied SVM for all patients using together the electrodes’ ND, and the spectral and network measures. As can be seen in the confusion matrix of table 1(A), in most cases, the values remain in the diagonal which implies that the predicted values correspond to true values. The average of ten replications reached an accuracy of correct classification of 84.3% ± 0.02, shown in table 1(A). Regarding the relevance of the different features in the SVM model, we found that the degree of t6, t4, and t3 electrodes presented the highest weight. Further detail can be found in supplementary material 4.

With the aim to determine the role of the evaluated measures we performed the SVM for the same groups of measures used in the correlation analysis. Table 1(B) shows the result of SVM analysis for the ND case: 84.2% ± 0.01 of accuracy.
and 81.7% ± 0.01 of kappa. The features with the highest weight were the same ones found in the previous model, further details can be found in supplementary material 4. For the case of spectral and network measures for the entire set of electrodes, the result was 76.3% ± 0.01 of accuracy and 72.7% ± 0.01 of kappa, reproduced in table 1(C). The most relevant features of this model were SE, rDelta and rTheta, although the standard deviation after ten replicas was higher than those obtained in the above presented SVM models. Further details can be found in supplementary material 4. The percentages of correct classification for each sedation group of all the evaluated measures (figure 4(A)), ND (figure 4(B)) and spectral and network (figure 4(C)) were over 50% and the misclassified time windows were mainly located in close groups and did not reach more than 11% - lower than the accuracy by chance— for each category. We determined the percentages of accuracy and kappa for the network measures without considering ND, and for the spectral measures in order to know how they separately performed the SVM, yielding 52% ± 0.02 of accuracy and 44.4% ± 0.02 of kappa for network and 61.2% ± 0.02 of accuracy and 55.3% ± 0.02 of kappa for spectral. Further details of the training and test set errors of all the final models used above as well as other metrics of the model performance can be found in in supplementary material 5. Finally, details of the features weight for network measures without considering ND and for spectral measures can be found in supplementary material 4.

We also performed SVM for spectral and network measures in the same model separately for: anterior left quadrant, anterior right quadrant, posterior left quadrant, and posterior right quadrant. For the network and spectral measures together we obtained a mean accuracy of 64.9% ± 0.02, 69.9% ± 0.02, 72.8% ± 0.01, 65.4% ± 0.01 and a mean kappa of 59.5% ± 0.02, 65.2% ± 0.02, 68.6% ± 0.01, 60% ± 0.01, respectively; for the network measures, a mean accuracy of 37.4% ± 0.01, 28.4% ± 0.02, 29.6% ± 0.01, 34.4% ± 0.01, and a mean kappa of 27.7% ± 0.02, 11.3% ± 0.02, 16.2% ± 0.01, 22.8% ± 0.01, respectively; and for the spectral measures, a mean accuracy of 62.1% ± 0.02, 58.4% ± 0.02, 60.3% ± 0.03, 57.5% ± 0.02, and a mean kappa of 56.2% ± 0.02, 51.9% ± 0.02, 54.1% ± 0.03, 50.9% ± 0.02, respectively. Further details of the features weight can be found in supplementary material 4.

Results of SVM for each patient can be found in supplementary material 6. Contrary to the results found in the correlation analysis, SVM levels were similar in all patients, all performing with elevated percentages, and only those with low number of sedation categories presented low percentages. However, in order to better characterize the potential influencing factors in the SVM classification, we grouped the patients according to their demographic characteristics— disease (TBI or SAH), age (≤50 or >50), sex, weight (≤75 kg or >75 kg), outcome (glasgow outcome scale (GOS) ≤3 or GOS >3) and the mean sedation level (≤2 or >2)— in order to compare them (table 2). None of the patients’ characteristics presented significant differences in the SVM accuracy or kappa, except from the frequency bands for disease, sex and weight, in which the TBI, males and weight over 75 kg presented a higher classification accuracies.

Discussion

All patients in our study presented constant RASS levels (−4 and −5) during the entire recording time, implying deep sedation. Our results suggest that even under such conditions fluctuations in EEG-related measures exist due to changes in sedative doses. This happens for several spectral and network measures calculated upon the EEG activity. This conclusion is based on the results obtained by using a classical correlation technique and a machine learning method, as it is the SVM.

Figure 2. Heatmaps of correlations between (A) spectral and network measures, (B) node’s degree for each electrode of each patient and sedation. Red colors correspond to above-the-threshold correlations (0.5 < rho < 1), and blue colors represent negative above-the-threshold correlations (<−0.5 > rho > −1). CC = clustering; APL = average path length; DOL = density of Links; NC = number of clusters; SE = spectral entropy; rDelta, rTheta, rAlpha and rBeta are the relative power of each frequency band.
The reported findings are in accordance with previous studies that demonstrate the relationship between brain connectivity and sedation [19–23] and also between sedation and the EEG spectral bands [26]. Particularly related to our findings is the study of Veselis et al [27] in which they assessed the effects of midazolam on the EEG of ICU patients. They showed the existence of high correlations between Beta and spectral edge frequency with sedation levels, although no correlation was found with the theta band. It is noteworthy that none of these previous works were based on the analysis of network measures of long-term ICU patients recordings, as it was done here.

Patient variability found in the correlation analysis may be explained by its constant sedation during the recording, or due to a saturation phenomenon, particularly in patients with high doses, or alternatively, due to a lack of response of the cortex caused by the main pathology. Differences between quadrants in terms of correlation could support the last hypothesis, i.e. different types and localizations of the pathology hampers the appropriate EEG recording and the correlation with sedation. This may also explains why none of the patients’ demographic characteristics clearly present a relationship with correlation results. In this sense, the fact that patients with higher sedation levels (>2), for instance patients J and Y also presented higher correlations, and patients with lower sedation levels (<2), patients S and T, had no correlation above the threshold, partially do reject the above explained saturation phenomenon. Even the outcome and the type of pathology seems to have no influence over correlation because only patients S, V, Y, and Z present similar characteristics (TBI and a GOS < 3) and similar correlation results in posterior right quadrant but there are other patients with the same characteristics with a similar correlation pattern.

Other works have presented the utility of SVM in sedation classification using heart rate variability [7, 38] or EEG...
In the present study, SVM analysis support the correlation results since the ND presented the best performance as compare with the other measures, with equivalent percentages to the model that includes all the measures. These results were even better than the ones obtained from the model including the network, except the degree, and spectral measures. When analyzed separately, spectral measures performed better than the networks (except degree) measures, which could mean that they require a broad spatial representation rather than averaged values. The poor performance of the SVM analysis of the network measures per quadrant could support that hypothesis. It should be noted that the SVM results of both intra-subject and inter-subject were similar and none of the patient characteristics presented significant differences, in line with the correlation results, except from those obtained from the frequency bands. These facts strengthen the findings demonstrating the existence of a general model for all the patients and ruling out the potential bias introduced in the SVM due to different recording length of some patients, as noted in [7] or even due to different demographic characteristics.

This is not the first study connecting drug doses and EEG activity. Correlation between propofol and midazolam doses with EEG-based BIS values during general anesthesia in healthy volunteers has been demonstrated [39–41]. However, several limitations of the EEG-based BIS are known under general situations [42] and in particular for the case of ICU

Figure 4. Distribution of time windows classification according to sedation levels for (A) degree + network and spectral parameters, (B) degree and (C) network and spectral parameters.
Some of our patients (patient J and L) were also monitored with BIS and their analysis revealed no correlation with drugs levels (data not shown). This fact cannot be related to particular conditions of these patients since both presented different levels of correlation. Moreover, we calculated proxies of other commercial EEG-based measures such as response and state entropies [11, 44], which also failed to reach significant results (data not shown).

Some of the several limitations inherent to this kind of work are worth to mention. The low number of analyzed patients was solved by using long-term recordings. Another issue which should be mentioned is that EEG recordings were performed in the ICU which is not free of complications even though extreme caution had been taken in removing artifacts by using the annotated and videotaped information. It is noteworthy that a high density EEG, mainly in network parameters, could have provided a better approach. However, continuous EEG recording requires individually attached electrodes on the scalp due to patient handling, which it is very difficult to perform it in clinical practice beyond routine montage. Additionally, the effect on the EEG of clinical complications such as vasospasm [16] or status epilepticus (for review [15]) among others, were not considered.

Lastly, it should be mentioned that what we have addressed here actually is the association between sedative dose fluctuations and EEG recordings in an attempt to provide a first step in the search of new markers of sedation.

### Table 2. SVM classification accuracy and kappa and statistical comparison between patient characteristics of EEG-derived features.

|                      | Number of patients | Degree (%) | Network and frequency bands (%) | Network (%) | Frequency bands (%) |
|----------------------|--------------------|------------|---------------------------------|-------------|--------------------|
| **Disease**          |                    |            |                                 |             |                    |
| Accuracy             | TBI                | 16         | 83.9                            | 70.3        | 84.5               |
|                      | HSA                | 10         | 83.5                            | 74.7        | 70.9               |
|                      | **p-value**        |            |                                 |             |                    |
| Kappa                | TBI                | 16         | 70.7                            | NS          | 0.010<sup>a</sup>  |
|                      | HSA                | 10         | 73.8                            | NS          | 55.6               |
|                      | **p-value**        |            |                                 |             |                    |
| **Age**              |                    |            |                                 |             |                    |
| Accuracy             | ≤50                | 10         | 86.8                            | 78.7        | 84.1               |
|                      | >50                | 16         | 80.7                            | 67.0        | 74.8               |
|                      | **p-value**        |            |                                 |             |                    |
| Kappa                | ≤50                | 10         | 73.2                            | NS          | NS                 |
|                      | >50                | 16         | 70.6                            | NS          | NS                 |
|                      | **p-value**        |            |                                 |             |                    |
| **Sex**              |                    |            |                                 |             |                    |
| Accuracy             | Female             | 11         | 81.6                            | 74.6        | 70.6               |
|                      | Male               | 15         | 85.2                            | 73.7        | 84.7               |
|                      | **p-value**        |            |                                 |             |                    |
| Kappa                | Female             | 11         | 70.5                            | 55.6        | 0.008<sup>b</sup>  |
|                      | Male               | 15         | 72.8                            | 54.5        | 72.5               |
|                      | **p-value**        |            |                                 |             |                    |
| **Weight**           |                    |            |                                 |             |                    |
| Accuracy             | ≤75 kg             | 11         | 79.8                            | 67.4        | 72.6               |
|                      | >75 kg             | 13         | 87.0                            | 75.9        | 84.3               |
|                      | **p-value**        |            |                                 |             |                    |
| Kappa                | ≤75                | 11         | 70.3                            | 54.9        | 61.0               |
|                      | >75                | 13         | 73.2                            | 55.0        | 70.1               |
|                      | **p-value**        |            |                                 |             |                    |
| **Outcome (glasgow outcome scale)** | |             |                                 |             |                    |
| Accuracy             | ≤3                 | 9          | 84.2                            | 78.0        | 84.9               |
|                      | >3                 | 17         | 83.6                            | 69.5        | 76.5               |
|                      | **p-value**        |            |                                 |             |                    |
| Kappa                | ≤3                 | 9          | 70.7                            | 60.5        | 71.5               |
|                      | >3                 | 17         | 72.4                            | 52.5        | 63.6               |
|                      | **p-value**        |            |                                 |             |                    |
| **Sedation level**   |                    |            |                                 |             |                    |
| Accuracy             | ≤2                 | 14         | 85.8                            | 71.9        | 78.4               |
|                      | >2                 | 12         | 81.3                            | 72.3        | 79.9               |
|                      | **p-value**        |            |                                 |             |                    |
| Kappa                | ≤2                 | 14         | 75.3                            | 55.5        | 65.4               |
|                      | >2                 | 12         | 67.7                            | 54.2        | 66.8               |
|                      | **p-value**        |            |                                 |             |                    |

NS = non-significant.

<sup>a</sup> p < 0.05.

<sup>b</sup> p < 0.01.
Conclusion

The tight association between network EEG measures and the elevated percentage of prediction assessed using the automatic classification algorithm provides evidence of brain activity changes during deep sedation stages. This fact reveals the need for a proper sedation assessment under these conditions and, indeed, could provide the bases for adequately evaluate sedation levels in complex environments such as the ICU. However, further studies should be performed in order to compare the presented network measurements with sedation levels.
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