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Abstract—Data-intensive augmented information (AgI) services (e.g., metaverse applications such as virtual/augmented reality), designed to deliver highly interactive experiences resulting from the real-time combination of live data-streams and pre-stored digital content, are accelerating the need for distributed compute platforms with unprecedented storage, computation, and communication requirements. To this end, the integrated evolution of next-generation networks (5G/6G) and distributed cloud technologies (mobile/edge/cloud computing) have emerged as a promising paradigm to address the interaction- and resource-intensive nature of data-intensive AgI services. In this paper, we focus on the design of control policies for the joint orchestration of compute, caching, and communication (3C) resources in next-generation 3C networks for the delivery of data-intensive AgI services. We design the first throughput-optimal control policy that coordinates joint decisions around (i) routing paths and processing locations for live data streams, with (ii) cache selection and distribution paths for associated data objects. We then extend the proposed solution to include a max-throughput data placement policy and two efficient replacement policies. Numerical results demonstrate the superior performance obtained via the novel multi-pipeline flow control and 3C resource orchestration mechanisms of the proposed policy, compared with state-of-the-art algorithms that lack full 3C integrated control.
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I. INTRODUCTION

THE class of augmented information (AgI) services refers to a wide range of services and applications designed to deliver information of real-time relevance that results from the online aggregation, processing, and distribution of multiple data streams [2]. AgI services such as system automation (e.g., smart homes/factories/cities, self-driving cars) and metaverse experiences (e.g., multiplayer gaming, immersive video, virtual/augmented reality) are driving unprecedented requirements for communication, computation, and storage resources [3]. To address this need, distributed cloud network architectures such as multi-access edge computing (MEC) are becoming a promising paradigm, providing end users with efficient access to nearby computation resources. Together with continued advances in network virtualization and programmability [4], distributed cloud networks allow flexible and elastic deployment of disaggregated services composed of multiple software functions that can be dynamically instantiated at distributed network locations.

In addition to the interaction- and compute-intensive nature, an increasingly relevant feature of next-generation AgI services, such as metaverse applications, is their intensive data requirements. In these applications, the user experience results from the combination of live media streams and pre-stored digital content. Augmented reality (AR), as illustrated in Fig. 1, is a clear example, which enriches source video streams with scene objects to generate enhanced experiences that can be consumed by end users [5]. Face/object recognition is another example, where the access to a training dictionary is required to identify/classify the images recorded by end users [6].

Indeed, the efficient delivery of data-intensive AgI services requires the end-to-end optimization of communication, computation, and caching (3C) decisions and the joint orchestration of associated 3C resources. From a network control perspective, data packet decisions include: (i) packet processing: where to execute each service function in order to process associated data packets, (ii) packet caching: where to place possibly multiple copies of pre-produced content items and how to select appropriate copies for corresponding service functions, and (iii) packet routing: how to route data packets to their corresponding

![Fig. 1. Example AR application with one processing function that takes two inputs (live and static data) to create augmented data.](https://doi.org/10.1109/TMC.2023.3297598)
processing locations. In addition, the joint 3C decision making problem must be addressed in an online manner, in response to stochastic network conditions and service demands.

A. Related Work

1) Computation and Communication: The distributed cloud network control problem has received significant attention in recent literature, especially for applications that can be modeled as service function chains (SFCs), which include the single task offloading problem [7] as a special case [8].

One main line of work studies this problem in a static setting, where the goal is to allocate communication and computation resources for function placement and flow routing in order to optimize a network-wide objective, e.g., maximizing accepted service requests [9], [10], [11] or minimizing overall operational cost [12], [13], [14]. While useful for long timescale end-to-end service optimization, these solutions exhibit two main limitations: first, the problem is formulated as a static optimization problem without considering the dynamic nature of service demands, a critical aspect in next-generation AgI services; second, due to the combinatorial nature of the problem, the corresponding formulations typically take the form of (NP-hard) mixed integer programs (MIP), and either heuristic solutions or approximation algorithms are developed, compromising the quality of resulting solutions.

To address the SFC optimization problem in a dynamic scenario, one needs to make online packet processing, routing, and scheduling decisions, in response to stochastic system states (e.g., service demands and resource capacities). Among existing techniques, Lyapunov drift control, first applied to pure communication networks [15], [16], [17], has proven to be a powerful tool for the design of throughput-optimal cloud network communication and computation control policies, such as DCNC [18] and UCNC [19], by dynamically exploring processing and routing diversity. In general, centralized routing policies, e.g., UCNC, which exploit global knowledge (at the expense of additional communication overhead) to guarantee that packets follow acyclic paths, can attain better delay performance than distributed counterparts, e.g., DCNC [20].

2) Caching and Communication: Over the past decade, the dramatic growth of user demands for multimedia content has fueled rapid advances in caching techniques, especially at the wireless edge. By storing copies of popular content close to end users, the network traffic and latency for content retrieval and distribution can be significantly reduced [21], [22], [23].

Caching and delivery policies are two key elements in content distribution network design, dealing with (i) content placement in the network, and (ii) content delivery to users, respectively. Various caching policies have been designed aiming to optimize different performance metrics, e.g., throughput [21], delay [22], and energy efficiency [24]. In addition, the overall content distribution performance can benefit from the joint optimization of the caching policy and the employed communication technique, e.g., non-orthogonal multiple access (NOMA) [25], multiple-input and multiple-output (MIMO) [26], and coded-multicast [27].

In multi-hop networks, flow routing plays an important role in the delivery policy design, i.e., selecting the caching location to provision, and the path to deliver, the required content. Similarly, overall network performance can benefit from the joint optimization of caching and routing [28]. Some existing studies propose formulations targeting either throughput maximization [29] or service cost minimization [30], and approximation algorithms are developed to address the resulting MIP problems.

3) Joint 3C Optimization: While there is a large body of works on the integration of computation-communication and caching-communication technologies into network design, 3C integration is a less explored topic with fewer known results.

Two combinations, computing-assisted information centric networking (ICN) and cache-enabled MEC, are studied in [31], as promising directions for 3C integration. In cache-enabled MEC, a key aspect is service caching, dealing with service functions (software) with non-trivial storage requirements [9]; another aspect is data caching, i.e., caching frequently used data [32], such as processed results (from previous tasks) that might be repeatedly requested [33], [34], to save extra computation resources and latency for content generation.

In this paper, we focus on integrating data caching into the delivery of data-intensive AgI services (such as metaverse applications), assuming that service functions process a combination of cached digital objects (static data) and user-specific streams (live data) to generate highly personalized experiences for end users. Under such assumption, [13] developed approximation algorithms for the data-intensive service chain embedding problem in a static setting (i.e., with known average demands). A dynamic (but simplified) setting is investigated in [35], where the proposed DECO policy focuses on static object distribution and processing, but without considering the live service chain routing and processing pipeline.

B. Problem Statement and Challenges

In this paper, we investigate the problem of joint 3C control for data-intensive AgI service delivery.

As illustrated in Fig. 2, a data-intensive AgI service may be composed of multiple functions, and each function may require input streams of different nature (e.g., F2 in blue): live data (generated by device sensors), static data (pre-stored in network), or processed data (generated by previous processing functions).

 Compared with existing service models, such as SFC, MEC, and DECO (also illustrated in Fig. 2), key new challenges arise in the delivery of data-intensive AgI services.

On the end-to-end flow control dimension, two new aspects arise: (i) processing location decisions impact not only the resulting computation load, but also the communication load of all associated live and static input streams, (ii) static data inputs can be created (via replication) at any caching location that stores a copy of the required content in an on-demand manner (i.e., per service function’s request), which is fundamentally different from live data inputs, associated with fixed source functions and live streaming rates. Existing cloud network control policies [7], [18], [19], [35], designed for simpler service models, cannot
This paper addresses the above problems, and our contributions are summarized as follows:

1) We characterize the stability region of distributed cloud networks supporting data-intensive AI service delivery, in the settings of fixed and dynamic database placement.

2) We design the first throughput-optimal control policy for online data-intensive service delivery, termed DI-DCNC, which coordinates joint decisions around (i) routing paths and processing locations for live data streams, and (ii) cache selection and distribution paths for associated static data objects, under a given database placement.

3) We propose a database placement policy targeting throughput maximization, and derive an equivalent mixed integer linear programming (MILP) problem to implement the design.

4) We develop two database replacement policies able to adapt to time-varying service demand statistics, based on online estimations of service request distribution and database score, respectively.

We emphasize that the methodology proposed in this paper targets the general class of data-intensive AI services characterized by the multi-pipeline service model introduced in Section II-B, rather than any specific application, although many metaverse applications such as virtual/augmented reality are relevant special cases.

D. Paper Organization and Main Components

The paper is organized as follows. In Section II, we introduce the system model, including 3C network and data-intensive AI service models. In Section III, we describe the augmented layered graph (ALG) used to model the multi-pipeline flow control as a routing problem, and characterize the network stability region. Section IV presents the proposed DI-DCNC algorithm for multi-pipeline flow control, consisting of 1) a global live and static data routing policy and 2) a local scheduling policy, shown to be throughput-optimal under any given database placement. Section V describes a throughput-optimal database placement policy leveraging an equivalent characterization of the network stability region, and Section VI two replacement policies, one guided by the placement policy (rate-based) and the other by the routing policy (score-based). Section VII presents the numerical results, while conclusions are drawn in Section VIII.

The main components of the overall approach presented in this paper and their relationship are depicted in Fig. 3, while frequently used notation is summarized in Table I.

II. SYSTEM MODEL

A. 3C Network Model

Consider a distributed cloud network, modeled by a directed graph $G = (V, E)$, with $V$ and $E$ denoting the node and edge sets, respectively. Each vertex $i \in V$ represents a node equipped with computation resources (e.g., edge server) for service function processing. Each edge $(i, j) \in E$ represents a point-to-point connection between nodes $i$ and $j$. The network is characterized by the following properties:

- **Node Type**: Each node supports a variety of functions, including computation, caching, and communication.
- **Node Capacity**: Each node has a maximum capacity for processing and caching.
- **Link Capacity**: Links between nodes have a certain capacity for data transmission.
- **Routing Policy**: A routing policy determines the paths taken by data packets.
- **Caching Policy**: A caching policy determines which content to cache at each node.
- **Placement Policy**: A placement policy determines where to place databases, considering factors such as node capacity and data locality.

These components interact to ensure efficient service delivery, taking into account the dynamic nature of data-intensive AI applications.
TABLE I

| Symbol | Description |
|--------|-------------|
| \( V, \mathcal{K} \) | Node and edge sets of the actual network. |
| \( C_i, C_{ij}, S_i \) | SC resource capacities. |
| \( \phi \) | Data-intensive AgI service. |
| \( K, F_k \) | Set of databases, the size of database \( k \). |
| \( (\xi, \eta, k, \zeta) \) | Scaling factor, workload, object name, merging ratio. |
| \( m \) | Processing stage (also used as function index). |
| \( s, \varphi(k), \rho \) | Live source, set of static sources, destination. |
| \( \phi_{i}(\xi), \lambda(\xi) \) | Number of arrivals of client \( \xi \), arrival rate. |
| \( \xi_m, \mathcal{E}(\xi) \) | Node and edge sets of AG for service \( \phi \). |
| \( \varepsilon_m \) | Super static source (of stage \( m \) static packets). |
| \( \sigma, \mathcal{F}_{\phi}(x) \) | Processing location for function \( m \). |
| \( \phi_{i,c}(\xi), \rho_{i,c}(\sigma) \) | Resource load on an AG edge/actual link. |
| \( \Lambda(x), \Lambda(t) \) | Stability region under fixed/dynamic placements. |
| \( Q(t), Q_{ij}(t) \) | Virtual queue and normalized virtual queue. |
| \( x_{i,k} \) | Caching variable (if database \( k \) is cached at node \( i \)). |
| \( f_{ij}(\xi), f_{ij}(\xi) \) | Live/static flows in AG/actual network. |
| \( \sum_{i,k} F_k x_{i,k} \leq S_i \) | Service request distribution. |
| \( U_{i,k} \) | Score (of database \( k \) at node \( i \)). |

communication link, which can support data transmission from node \( i \) to \( j \). Let \( \delta^{-}(i) \) and \( \delta^{+}(i) \) denote the incoming and outgoing neighbor sets of node \( i \), respectively.

Time is slotted, and the network processing and transmission resources are quantified as follows:

- Processing capacity \( C_i \): the maximum number of processing instructions (e.g., floating point operations) that can be executed in one time slot at node \( i \).
- Transmission capacity \( C_{ij} \): the maximum number of data units (e.g., packets) that can be transmitted in one time slot over link \((i, j)\).

The network nodes are also equipped with storage resources\(^1\) to cache databases composed of digital objects whose access may be required for service function processing. Let \( K \) denote the set of databases. Define the caching vector as

\[
x = \{ x_{i,k} \in \{0, 1\} : i \in \mathcal{V}, k \in \mathcal{K} \}
\]

where \( x_{i,k} \) is a binary variable indicating if database \( k \in \mathcal{K} \) is cached at node \( i \) \((x_{i,k} = 1) \) or not \((x_{i,k} = 0)\). Let \( \mathcal{V}(k) = \{ i \in \mathcal{V} : x_{i,k} = 1 \} \subseteq \mathcal{V} \) denote the static sources of database \( k \), i.e., the set of nodes that cache database \( k \). A caching vector must satisfy the following storage resource constraint: for \( \forall i \in \mathcal{V} \),

\[
\sum_{k \in \mathcal{K}} F_k x_{i,k} \leq S_i
\]

where \( F_k \) denotes the size of database \( k \in \mathcal{K} \), and \( S_i \) the storage capacity of node \( i \in \mathcal{V} \), i.e., the maximum number of static data units (e.g., databases) that can be cached at node \( i \) in \( \mathcal{V} \), respectively. Let \( \mathcal{X} \) denote the caching vectors \( x \) satisfying (2).

\(^1\)In this paper, “storage resource” refers to memory or disk used for database caching. Data packets emanating from live or static data that travel through the network are collected in separate buffers, referred to as “actual queues” (see Section II-D).

We assume that there exists a cloud datacenter in the network, serving as an external trusted source with all databases stored, from which the edge servers can download databases for caching. We assume that such downloads happen at a longer timescale and neglect their impact on the network communication resources.\(^2\)

B. Data-Intensive AgI Service Model

We assume a data-intensive service \( \phi \) is composed of a sequence of \( \mathcal{M}_\phi \) functions, through which the user-specific data, referred to as live data, must be processed to produce consumable streams, resulting in the end-to-end data stream divided into \( \mathcal{M}_\phi + 1 \) stages. We refer to the output stream of function \( m \in \{1, \ldots, \mathcal{M}_\phi \} \) as stage \( m \) live packets, with source packets denoted as stage 0 packets. In order to process each live packet, the associated service function requires access to a pre-stored digital object, referred to as static data \( [13, 35] \). We then use stage \( m \) static packets to denote the static object input stream to function \( m + 1 \). Each processing step can take place at different network locations hosting the required service functions: for example, in Fig. 2, the two service functions F1 and F2 (in blue) are executed at different edge servers.

Each service function, say the \( m \)th function of service \( \phi \), is specified by 4 parameters \((\xi_m, \rho_m, k_m, \zeta_m)\), as follows:

- **Object name** \( k_m^{(\phi)} \): the name (or index) of the database to which the static object belongs.
- **Merging ratio** \( \rho_m^{(\phi)} \): the number of static packets per input live packet.
- **Workload** \( \xi_m^{(\phi)} \): the amount of computation resource (e.g., instructions per time slot) to process one input live packet.
- **Scaling factor** \( \zeta_m^{(\phi)} \): the number of output packets per input live packet.

We also define the **cumulative scaling factor** \( \Xi_m^{(\phi)} \) as the number of stage \( m \) live packets per stage 0 live packet (i.e., the live packet prior to any processing operation), given by

\[
\Xi_m^{(\phi)} = \begin{cases} 1 & m = 0 \\ \Xi_{m-1}^{(\phi)} \zeta_{m-1}^{(\phi)} & m = 1, \ldots, \mathcal{M}_\phi \end{cases}
\]

**Remark 1 (Extended Models):** We note that in general, a data-intensive service may be described by a directed acyclic graph (DAG) with multiple live and static data inputs per service function. While for ease of exposition, we illustrate the proposed design in the context of one live and one static input per function, the generalization to multiple inputs is straightforward: (i) For functions with multiple static inputs, we can extend \( k_m^{(\phi)} \) and \( \zeta_m^{(\phi)} \) (from scalars) to sets. (ii) For functions with multiple live inputs, we can create a tree node for each service function and describe its inputs as child-nodes until reaching the source data (i.e., leaf nodes).

\(^2\)Database replacement can be supported by the backhaul connections between the cloud datacenter and edge servers, subject to restricted communication rates.
C. Client Model

We define each client \( c \) by a 3-tuple \((s, d, \phi)\), denoting the source node \( s \) (where the live packets arrive to the network), the destination node \( d \) (where the final packets are requested for consumption), and the requested service \( \phi \) (which defines the sequence of service functions and the static packets that are required to process the live packets and create the final packets), respectively. \(^3\)

1) Live Packet Arrival: Let \( a^{(c)}(t) \) be the number of live packets of client \( c \) arriving to the network at time \( t \). For each client \( c \), we assume the arrival process \( \{a^{(c)}(t) : t \geq 0\} \) is i.i.d. over time, with mean arrival rate of \( \lambda^{(c)} \), and bounded maximum arrival number. Each live packet is immediately admitted to the network upon arrival.

Remark 2: In Section V (and subsequent sections), we assume that there exists a service request distribution (32) \( \{p^{(c)} : \forall c\} \) governing the arrival rates of all clients, i.e., \( \lambda^{(c)} \propto p^{(c)} \), when designing database placement policies targeting throughput maximization.

Remark 3: We assume i.i.d. arrivals for ease of exposition. The analytical results: Theorem 1, 2, and Proposition 2, are valid independently by the service or application, such as a video segment or frame in video-based applications.

2) Static Packet Provisioning: Upon a live packet arrival, for each required static packet, one static source is selected to generate the required copy, which is loaded into the network immediately.

Definition 1 (Packet-level request): We refer to a live packet and all static packets required for its (multi-stage) processing as belonging to the same packet-level request.

In the following, we use packet-level request and request interchangeably.

Remark 4 (Static Object): A database is composed of multiple objects, e.g., the scene object library in an AR application, and distinct objects may be required by different service requests. We assume that the live packet and static packets belonging to the same packet-level request get associated, i.e., the static packets are dedicated for the processing of the associated live packet.

D. Queuing System

Each packet (live or static) admitted to the network gets associated with a route for its delivery, and we establish actual queues to accommodate packets waiting for processing or routing.

For each link \((i, j) \in \mathcal{E}\), we create one transmission queue collecting all packets – regardless of the client, stage, or type (i.e., live or static) – waiting to cross the link, i.e., packets currently held at node \( i \) and having node \( j \) as its next hop in the route. In contrast, a novel \textit{paired-packet queuing system} is constructed at each node \( i \in \mathcal{V} \), composed of the following queues: (i) the processing queue collecting the paired live and static packets concurrently present at node \( i \), which are ready for joint processing, and (ii) the waiting queue collecting the unpaired live or static packets waiting for their in-transit associates, which are not qualified for processing until joining the processing queue upon their associates’ arrivals.

An illustrative example is shown in Fig. 5. At the current time slot, the paired-packet processing queue holds a blue and red circle pair, representing live and static packets belonging to the same request, which are ready for processing. At the next time slot, when node \( i \) receives the red square packet, it gets paired with the blue square packet held in the waiting queue, and together enter the paired-packet processing queue to be scheduled for processing.

III. Policy Space and Stability Region

In this section, we propose an ALG model to analyze and optimize the data-intensive AgI service delivery problem, based on which we characterize the network stability region.

A. Augmented Layered Graph

Recent studies have shown that the AgI service (modeled by SFC) control problem can be transformed into a packet routing problem on a properly constructed \textit{layered graph} \([19]\).

1) Topology of the ALG: The ALG associated with service \( \phi \) is composed of \( M_\phi + 1 \) layers, indexed by layer 0, \ldots, \( M_\phi \), respectively. Within each layer \( m \), there are two pipelines, referred to as \textit{stage m live} and \textit{static} pipelines, respectively, except for layer \( M_\phi \), which only includes the live pipeline. Each

\(^3\)We use packet to refer to the minimum data unit that can be processed independently by the service or application, such as a video segment or frame in video-based applications.
live pipeline has the same topology as the actual network, while the stage $m$ static pipeline includes an additional super static source node $o'_m$ and its outgoing edges to all static sources, i.e., $(o'_m, v'_m)$ with $\forall v \in \mathcal{V}(k^{(s)}_m)$. We note that: (i) The live and static pipelines in layer $m$ accommodate stage $m$ live and static packets, respectively, and represent their associated routing over the network. (ii) With the super static source $o'_m$ created for the static pipeline, it is equivalent to assume that $o'_m$ is the only static source of database $k^{(s)}_m$. (iii) There are inter-layer edges connecting corresponding nodes in adjacent layers $m$ and $m+1$, which represent processing operations, i.e., the stage $m$ live and static packets pushed through these edges are processed into stage $m+1$ live packets in the actual network.

The example in Fig. 6 illustrates the delivery of a single-function AR application (as shown in Fig. 4) over a 4-node network. The stage $m = 0$ live packet, which arrives to the network at the source node $s$, and the stage $m = 0$ static packet, which is generated via replication at the static source $v$, are routed following the blue and green paths to node $p$, respectively. After getting processed at node $p$, the produced stage $m + 1 = 1$ packet is delivered along the red path to destination $d$. In the ALG, the highlighted links in different pipelines indicate the routing paths of each packet; $(o'_1, v'_1)$ indicates selecting the static source $v \in \mathcal{V}(k^{(s)}_1) = \{v, d\}$ to create the static packet, and $(p_1, p_2)$ and $(p'_1, p_2)$ indicate packet processing at node $p$.

Mathematically, given the actual network $G$ and the database placement $x$, the ALG of service $\phi$, denoted by $G^{(\phi)} = (\mathcal{V}^{(\phi)}, \mathcal{E}^{(\phi)})$, is defined as

\begin{align}
\mathcal{V}^{(\phi)} &= \bigcup_{m=0}^{M_\phi} \mathcal{V}^{(\phi)}_{L,m} \cup \bigcup_{m=0}^{M_\phi-1} \mathcal{V}^{(\phi)}_{S,m} \\
\mathcal{E}^{(\phi)} &= \bigcup_{m=0}^{M_\phi} \mathcal{E}^{(\phi)}_{L,m} \cup \bigcup_{m=0}^{M_\phi-1} \mathcal{E}^{(\phi)}_{S,m} \cup \bigcup_{m=0}^{M_\phi-1} \mathcal{E}^{(\phi)}_{m,m+1}
\end{align}

in which (with L/S in the subscripts denoting live/static)

\begin{align}
\mathcal{V}^{(\phi)}_{L,m} &= \{i_m : i \in \mathcal{V}\}, \\
\mathcal{V}^{(\phi)}_{S,m} &= \{i'_m : i \in \mathcal{V}\} \cup \{o'_m\}
\end{align}

Remark 5: Note that, on one hand, the proposed ALG model can capture special cases such as services modeled as SFCs (in which static objects are not relevant) by removing the static pipelines, which reduces to the layered graph model in existing works [19]. On the other hand, extended service models with multiple live/static inputs (see Remark 1) can be flexibly incorporated by adding extra pipelines into each layer.

2) Flow in the ALG: Let $f_{ij} \geq 0$ denote the network flow associated with edge $(i, j) \in \mathcal{E}^{(\phi)}$ in the ALG, defined as the average packet rate traversing the edge (in packets per slot). In particular:

- $f_{m,m}$ and $f'_{m,m}$ denote the transmission rates of stage $m$ live and static packets over link $(i, j) \in \mathcal{E}$.
- $f_{o_m,v_m}$ denotes the local replication rate of stage $m$ static packets at the static source $v \in \mathcal{V}(k^{(s)}_m)$.
- $f_{m,m+1}$ and $f'_{m,m+1}$ denote the processing rates of stage $m$ live and static packets at node $i \in \mathcal{V}$.

The flow rates must satisfy the following constraints:

(i) Live flow conservation: for $\forall i \in \mathcal{V}, 0 \leq m \leq M_\phi$,

\begin{align}
\sum_{j \in \delta^{-}(i)} f_{m,jm} + f_{m,m+1} &= \sum_{j \in \delta^{-}(i)} f_{j,m} + f'_{m,jm} + f'_{m,m+1} \tag{5}
\end{align}

i.e., for stage $m$ live flow, the total outgoing rate of packets that are transmitted and processed equals the total incoming rate of packets that are received and generated by processing. Note that processing stage $m - 1$ live packets at rate $f_{m-1,m}$ by function $m$ produces stage $m$ live packets at rate $f_{m,m}$.

(ii) Static flow conservation: for $\forall i \in \mathcal{V}, 0 \leq m \leq M_\phi - 1$,

\begin{align}
\sum_{j \in \delta^{-}(i)} f'_{m,jm} + f'_{m,m+1} &= \sum_{j \in \delta^{-}(i)} f'_{jm} + f'_{m,jm} + f_{o_m,v_m} \tag{6}
\end{align}

i.e., for stage $m$ static flow, the total outgoing rate of packets that are transmitted and processed equals the total incoming rate of packets that are received and generated via replication. Define $f_{o_m,v_m} = 0$ for $i \notin \mathcal{V}(k^{(s)}_m)$, i.e., nodes that are not static sources.

Data merging: for $\forall i \in \mathcal{V}, 1 \leq m \leq M_\phi$,\n
\begin{align}
f_{m-1,m} &= f^{(s)}_{m,m} \tag{7}
\end{align}

i.e., the processing rates of static and live packets at each node $i$ are associated by the merging ratio $\zeta^{(s)}_m$, as defined in Section II-B.

Remark 6: We note that multiple edges in the ALG are associated with the same node/link in the actual network. For example, edges $(i_m, j_m), (i'_m, j'_m)$ with $m$ are associated with link $(i, j)$, and all operations on these edges consume the link’s communication resource.
B. Policy Space

In the following, we first define the space of policies for data-intensive service delivery under a given database placement $x$ (which is optimized via a separate procedure, as presented in Sections V and VI), encompassing joint packet processing, routing, and replication decisions. In line with [19] and the increasingly adopted software defined networking (SDN) paradigm, we focus on centralized/source routing and distributed scheduling policies. To be specific: for each arriving packet, the policy selects a route consisting of (i) routing paths and processing locations for the live packets, and (ii) cache locations (to replicate each static packet) and distribution paths for associated static packets; in addition, each node/link needs to schedule packets for processing/transmission at each time slot.

Route Selection: For each packet-level request, choose a set of edges in the ALG and associated flow rates $f$ satisfying (5)–(7), based on which: (i) the cache selection decision is specified by the replication rate (i.e., $f_{\phi_m}^{\lambda_m}$ units of static packets $k_{\phi_m}^{(s)}$ is produced at node $i$), (ii) the routing path for each packet (live or static) is given by the edges with non-zero rates in the corresponding pipeline, and (iii) the processing location selection is indicated by the processing rates $f_{i,m-1}^{\phi_{m-1}}$ and $f_{i,m}^{\phi_m}$, which guarantee that the live and static packets meet at the same node $i$ due to (7).

Packet Scheduling: At each time slot, for each node $i$ and link $(i,j)$, schedule packets from the processing queues (which hold paired live and static packets) and transmission queues for corresponding operations, without exceeding associated resource capacities $C_i$ and $C_{ij}$.

1) Efficient Policy Space: In this section, we define an efficient policy space in which the routing path of each packet is required to be acyclic, without compromising the achievable performance (e.g., throughput, delay, and resource consumption).

More concretely, each request gets associated with an efficient route (ER) $\sigma$ in the ALG, defined as:

- $\sigma$ includes a sequence of processing locations, denoted by $\{\theta_{\phi_m}^{(m)} \in \mathcal{Y} : 1 \leq m \leq M_\phi\}$, with corresponding edges in the ALG given by

$$\left\{ \left[ \theta_{\phi_m}^{(m)} \right]_{m=1}^{M_\phi} \right\}$$

where function $m$ is executed at node $\theta_{\phi_m}^{(m)}$, and we define $\theta_{\phi_m}^{(0)} = s$ and $\theta_{\phi_m}^{(M_\phi+1)} = d$.
- $\sigma$ includes acyclic routing paths for all packets, i.e.,

$$\sigma_{1,m} = \left( \theta_{\phi_m}^{(m)} \right)_{m=1}^{M_\phi}, \quad 0 \leq m \leq M_\phi,$$

$$\sigma_{2,m} = \left( \theta_{\phi_m}^{(m+1)} \right)_{m=1}^{M_\phi-1}, \quad 0 \leq m \leq M_\phi - 1,$$

denote the (multi-hop) paths of stage $m$ live packet (from $\theta_{\phi_m}^{(m)}$ to $\theta_{\phi_m}^{(m+1)}$) and stage $m$ static packet (from $\theta_{\phi_m}^{(m)}$ to $\theta_{\phi_m}^{(m+1)}$), respectively.

In the efficient policy space, for each client $c$, the set of all possible ERs, denoted by $\mathcal{F}_c(x)$, is finite, and the route selection decision can be represented by

$$A(t) = \{ a^{(c,\sigma)}(t) : \sigma \in \mathcal{F}_c(x), c \}$$

where $a^{(c,\sigma)}(t) \geq 0$ denotes the number of requests raised by client $c$ at time $t$ that get associated with $\sigma$ for delivery, which satisfies

$$\sum_{\sigma \in \mathcal{F}_c(x)} a^{(c,\sigma)}(t) = \rho^{(c)}(t), \quad \forall c.$$  

Note however that $\mathcal{F}_c(x)$ includes an exponential number of ERs, i.e., $|\mathcal{F}_c(x)| = \Omega(\left|\mathcal{Y}\right|^{M_\phi})$.

2) Decision Variables: To summarize, the decision variables include: i) route selection $A(t)$ specifying the distribution of arriving packets to the corresponding ERs at time $t$, defined in (8); ii) (for each interface) the set of packets scheduled for operation from the corresponding queue; iii) caching vector $\sigma$ specifying the placement of databases in the network, defined in (1).

C. Network Stability Region

In this section, we characterize the network stability region, which describes the network capability to support service requests, defined as follows.

Definition 2: The network stability region is defined as the set of arrival vectors $\lambda$ under which there exists an admissible policy to stabilize the actual queues, i.e.,

$$\lim_{t \to \infty} \frac{1}{t} \left[ \sum_{i \in \mathcal{V}} \left( R_i(t) + R_i'(t) \right) + \sum_{(i,j) \in \mathcal{E}} R_{ij}(t) \right] = 0$$

where $R_i(t), R_i'(t)$ and $R_{ij}(t)$ denote the backlogs of the processing queue for node $i$, waiting queue for node $i$, and transmission queue for link $(i,j)$ at time $t$.

Let $\Lambda(x)$ and $\Lambda$ denote the network stability regions under fixed database placement $x$ and when allowing dynamic replacement, which are characterized in the following.

Theorem 1: For any fixed database placement $x \in \mathcal{X}$, an arrival vector $\lambda$ is interior to the stability region $\Lambda(x)$ if and only if for each client $c$, there exist probability values

$$\mathbb{P}_c(\sigma) : \sum_{\sigma \in \mathcal{F}_c(x)} \mathbb{P}_c(\sigma) = 1 \quad \text{and} \quad \mathbb{P}_c(\sigma) \geq 0,$$

such that for each node $i$ and link $(i,j)$:

$$\sum_{c} \lambda^{(c)} \sum_{\sigma \in \mathcal{F}_c(x)} \rho^{(c,\sigma)}(\mathbb{P}_c(\sigma) \leq C_i$$

$$\sum_{c} \lambda^{(c)} \sum_{\sigma \in \mathcal{F}_c(x)} \rho^{(c,\sigma)}(\mathbb{P}_c(\sigma) \leq C_{ij}$$

where $\rho^{(c,\sigma)}$ and $\rho^{(c,\sigma)}$ denote the processing and transmission resource loads imposed on node $i$ and link $(i,j)$ if a packet-level request of client $c$ is delivered by ER $\sigma$, given by:

$$\rho^{(c,\sigma)} = \sum_{m} w_{i,m}^{(c)} 1_{\{(i,m) \in \mathcal{E}\}}$$
\[ p_{ij}(c,\sigma) = \sum_m \left[ w^{(c)}_{i_m,i_{m+1}} (i_m,i_{m+1}) \phi_{i_m,i_{m+1}} + w^{(c)}_{i_m,j} (i_m,j) \phi_{i_m,j} \right] \]

in which \( w^{(c)} = \{ w^{(c)}_{ij} : (i,j) \in \mathcal{E} \} \) is given by

\[
\begin{align*}
w^{(c)}_{ij} &= \begin{cases} 
\Xi_m (i_{m+1}) & (i,j) = (i_m,i_{m+1}) \\
0 & (i,j) = (i_{m'},i_{m+1}) \text{ or } (i',i_{m'}) 
\end{cases}.
\end{align*}
\] (12)

**Proof:** The proof for necessity is given in Appendix A, available online, and we show the sufficiency by designing an admissible policy, DI-DCNC, in the subsequent section, and proving that it can support any arrival vector \( \lambda \in \Lambda(x) \).

In Theorem 1: (i) The “sum” operation in (11) results from multiple ALG edges sharing a common node/link (see also Remark 6). (ii) A randomized policy for route selection can be defined based on the probability values \( P_c(\sigma) \), operating as follows: at each time slot, select the ER \( \sigma \in \mathcal{F}_c(x) \) to deliver the requests of client \( c \) with probability (w.p.) \( P_c(\sigma) \). (iii) The result is valid under the general assumption of Markov-modulated arrivals, in which case the stability region is defined with respect to (w.r.t.) the time average arrival rate \( \lambda^{(c)} = \lim_{T \to \infty} (1/T) \sum_{t=0}^{T-1} \lambda^{(c)}(t) \).

**Proposition 1:** When allowing database replacement, an arrival vector \( \lambda \) is interior to the stability region \( \Lambda \) if and only if there exist probability values

\[ P(x) : \sum_{x \in \mathcal{X}} P(x) = 1 \text{ and } P(x) \geq 0, \]

and for each database placement \( x \in \mathcal{X} \) and client \( c \):

\[ P_{c,x}(\sigma) : \sum_{\sigma \in \mathcal{F}_c(x)} P_{c,x}(\sigma) = 1 \text{ and } P_{c,x}(\sigma) \geq 0, \]

such that for each node \( i \) and link \( (i,j) \):

\[ \sum_{x \in \mathcal{X}} P(x) \sum_c \lambda^{(c)} \sum_{\sigma \in \mathcal{F}_c(x)} p_{ij}^{(c,\sigma)} P_{c,x}(\sigma) \leq C_i \] (13a)

\[ \sum_{x \in \mathcal{X}} P(x) \sum_c \lambda^{(c)} \sum_{\sigma \in \mathcal{F}_c(x)} p_{ij}^{(c,\sigma)} P_{c,x}(\sigma) \leq C_{ij} \] (13b)

with \( p_{ij}^{(c,\sigma)} \) and \( p_{ij}^{(c,\sigma)} \) given by (11).

**Proof:** See Appendix D, available online.

In the above proposition, \( P(x) \) represents the distribution of caching vector \( x \) over time, resulting from the employed replacement policy. \( P_{c,x}(\sigma) \) plays an equivalent role to \( P_c(\sigma) \) in Theorem 1, i.e., the probability values specifying the route selection policy under placement \( x \).

Comparing Theorem 1 and Proposition 1, we find that allowing database replacement is promising to enlarge the stability region. To wit, setting \( P(x) = 1(x = x_0) \) in Proposition 1 leads to the same characterization as Theorem 1 with \( x = x_0 \). The improvement brought by replacement is intuitive under the assumption that database replacement can be performed instantaneously, as one can adjust the database placement \( x \) at each time slot according to the received requests to optimize the service delivery performance. In Proposition 3, we will show that such result remains valid under restricted communication rate for database replacement, in line with footnote 2.

**IV. MULTI-Pipeline Flow Control**

In this section, we present the proposed algorithm, referred to as data-intensive dynamic cloud network control (DI-DCNC), which makes joint routing and processing decisions for live and static pipelines, as well as packet scheduling, under fixed database placement \( x \).

We first introduce a single-hop virtual system (in Section IV-A) to derive packet routing decisions (in Section IV-B). Then, we present the packet scheduling policy, and summarize the actions to take in the actual network (in Section IV-C).

**A. Virtual System**

1) **Precedence Constraint:** In line with [17], [19], we create a virtual network that has the same topology as the actual network, with a virtual queue associated with each node and link. The precedence constraint, which imposes a packet to be transmitted hop-by-hop along its route, is relaxed by allowing a packet upon route selection to be immediately inserted into the virtual queues associated with all links in the route. The virtual queue measures the processing/transmission resource load for the node/link in the virtual system, which is interpreted as the anticipated resource load for the corresponding node/link in the actual network.

For example, suppose that a packet gets associated with the route \((i_1, i_2, i_3)\). Then, it immediately impacts the queuing states of link \((i_1, i_2)\) and \((i_2, i_3)\) in the virtual system, as opposed to the actual network, where it cannot enter the queue for link \((i_2, i_3)\) before crossing \((i_1, i_2)\).

We emphasize that the virtual system is only used for route selection and it is not relevant to packet scheduling.

2) **Virtual Queues:** Let \( \hat{Q}_i(t) \) and \( \hat{Q}_{ij}(t) \) denote the virtual queues for node \( i \in \mathcal{V} \) and link \( (i,j) \in \mathcal{E} \), respectively. The queuing dynamics are given by:

\[ \hat{Q}_i(t + 1) = \left[ \hat{Q}_i(t) - C_i + \hat{a}_i(t) \right]^+ \] (14a)

\[ \hat{Q}_{ij}(t + 1) = \left[ \hat{Q}_{ij}(t) - C_{ij} + \hat{a}_{ij}(t) \right]^+ \] (14b)

where \( C_i \) and \( C_{ij} \) are interpreted as the amount of processing/transmission resource that is "served" at time \( t \); \( \hat{a}_i(t) \) and \( \hat{a}_{ij}(t) \) are "additional" resource loads imposed on the node/link by newly arriving packets. Recall that each request gets associated with a route for delivery upon arrival, which immediately impacts the queuing states of all links in the route, and thus:

\[ \hat{a}_i(t) = \sum_c \sum_{\sigma \in \mathcal{F}_c(x)} p_{ij}^{(c,\sigma)} a_i^{(c,\sigma)}(t) \] (15a)

\[ \hat{a}_{ij}(t) = \sum_c \sum_{\sigma \in \mathcal{F}_c(x)} p_{ij}^{(c,\sigma)} a_{ij}^{(c,\sigma)}(t) \] (15b)

with \( p_{ij}^{(c,\sigma)} \) and \( p_{ij}^{(c,\sigma)} \) given by (11).
B. Optimal Virtual Network Decisions

1) Lyapunov Drift Control: Next, we leverage Lyapunov drift control theory to derive a policy that stabilizes the normalized virtual queues:

\[ Q(t) = \{ Q_i(t) \triangleq \hat{Q}_i(t)/C_i : i \in V \} \]

\[ \cup \{ Q_{ij}(t) \triangleq \hat{Q}_{ij}(t)/C_{ij} : (i, j) \in E \}, \]

which have equivalent stability properties as the virtual queues (due to the linear scaling) and can be interpreted as queueing delays in the virtual system.

Define the Lyapunov function as \( L(t) \triangleq \| Q(t) \|^2/2 \), and the Lyapunov drift \( \Delta(Q(t)) \triangleq L(t+1) - L(t) \). Then we can derive (as shown in Appendix B.1, available online) the following upper bound of the drift \( \Delta(Q(t)) \):

\[ \Delta(Q(t)) \leq B - \| Q(t) \|_1 + \sum_c \sum_{\sigma \in \mathcal{F}_c(x)} O^{(c,\sigma)}(t) a^{(c,\sigma)}(t) \]

(17)

where \( B \) is a constant, and \( O^{(c,\sigma)}(t) \) is referred to as the weight of ER \( \sigma \), given by:

\[ O^{(c,\sigma)}(t) = \sum_{i \in V} \frac{Q_i(t)}{C_i} \rho_i^{(c,\sigma)} + \sum_{(i,j) \in E} \frac{Q_{ij}(t)}{C_{ij}} \rho_{ij}^{(c,\sigma)} \]

(18a)

\[ = \sum_{i \in V} m \tilde{w}^{(c)}_{im,i_{m+1}}(t) \mathbf{1}_{\{ (i_{m-1},i_m) \in \sigma \}} + \sum_{(i,j) \in E} m \tilde{w}^{(c)}_{ij}(t) \mathbf{1}_{\{ (i',j') \in \sigma \}} \]

(18b)

in which we plug in (11), and

\[ \tilde{w}^{(c)}_{ij}(t) = \begin{cases} \frac{w^{(c)}_{ij} Q_i(t)}{C_i} & (i,j) = (i_{m+1},i_{m+1}) \\ \frac{w^{(c)}_{ij} Q_{ij}(t)}{C_{ij}} & (i,j) = (i_m,i_{m+1}), (i',j') \end{cases} \]

(19)

with \( w^{(c)} \) given by (12).

The proposed algorithm is designed to minimize the upper bound (17) over the route selection decision \( A(t) \) given by (8), or equivalently,

\[ \min_{A(t)} \sum_c \sum_{\sigma \in \mathcal{F}_c(x)} O^{(c,\sigma)}(t) a^{(c,\sigma)}(t), \text{ s.t. (9).} \]

(20)

2) Route Selection: Given the linear structure of (20), the optimal route selection decision is given by:

\[ a^{*(c,\sigma)}(t) = a^{(c)}(t) \mathbf{1}_{\{ \sigma = \sigma^* \}} \]

(21)

where

\[ \sigma^* = \arg\min_{\sigma \in \mathcal{F}_c(x)} O^{(c,\sigma)}(t), \]

(22)

i.e., all requests of client \( c \) arriving at time \( t \) are delivered by the min-ER, i.e., the ER with the minimum weight, and the remaining problem is to find the min-ER among the exponential number of ERs in \( \mathcal{F}_c(x) \).

To this end, we create a weighted ALG where each edge \( (i,j) \) in the ALG is assigned the weight \( \tilde{w}^{(c)}_{ij}(t) \) given by (19), under which the weight of the ER \( \sigma \) (18b) equals to the sum of individual edge weights. In the rest of this section, we propose a dynamic programming algorithm to find the min-ER based on the weighted ALG.

Define:

- **ER weight matrix** \( W \) of size \( (M_{\phi}+1) \times |V| \), where \( W(m,i) \) is the minimum weight to deliver the stage \( m \) live packet to node \( i \), optimized over all previous packet processing, routing, and replication decisions.

- **Processing location matrix** \( P \) of size \( M_{\phi} \times |V| \), where \( P(m,i) \) is the optimal processing location of function \( m \), to deliver the stage \( m \) live packet to node \( i \).

The ultimate goal is to find \( W(M_{\phi},d) \) and the associated \( \sigma^* \), and we propose to derive \( W \) row-by-row (or layer-by-layer in the ALG). To be specific, suppose row \( m \) of \( W \), i.e., \( \{ W(m,j) : j \in V \} \), is given. Then, we can derive each element on row \( m+1 \), e.g., \( W(m+1,i) \), in two steps:

**First**, assume that function \( m+1 \) is executed at node \( j \). Then, we can optimize cache selection and routing decisions to minimize the weight, i.e.,

\[ W_j(m+1,i) = W(m,j) + \text{SPW}(o_{jm}^m, j_{jm}') \]

(23)

where \( \text{SPW}(i,j) \) denotes the weight of shortest path (SP) \( SP(i,j) \) from node \( i \) to \( j \) in the weighted ALG. As depicted in Fig. 7, the four terms represent: (i) the min-weight to deliver the stage \( m \) live packet to node \( j \), (ii) the min-weight to replicate and route the stage \( m \) static packet to node \( j \), (iii) the computation load at node \( j \), and (iv) the min-weight to route the stage \( m+1 \) live packet to node \( i \), respectively.

**Second**, we optimize the processing location decision to minimize the overall weight, i.e.,

\[ W(m+1,i) = \min_{j \in V} W_j(m+1,i), \]

(24a)

\[ P(m+1,i) = \arg\min_{j \in V} W_j(m+1,i). \]

(24b)

Repeat the above procedure to derive all entries of \( W \) and \( P \). We then propose the following back-tracing procedure to derive the min-ER \( \sigma^* \), to deliver the stage \( M_{\phi} \) live packet to node \( d \): starting from destination \( d \), the optimal processing location of function \( M_{\phi}, \Theta^{(M_{\phi})} \), is the \( (M_{\phi}, d) \) entry of matrix \( P \). The remaining problem is to find the optimal decisions to deliver the
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where SPW \((i,j)\) denotes the SP distance in the weighted graph, which has the same topology as the actual network with the weight of each edge \((i,j) \in E\) given by \(Q_{ij}(t)/C_{ij} \). In addition, we note that
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Therefore, we can implement Algorithm 1 as follows:

i) Calculate the pairwise SP distance, i.e., \{SPW \((i,j) : (i,j) \in V \times V\) \} by Floyd-Warshall [36, Section 25.2], with complexity \(O(|V|^3) \).

ii) In each iteration (step 3 in Algorithm 1): calculate \(\text{SPW}(i,j) \) for \( \forall j \in V \to (25) \), with complexity \(O(|V|^2) \). Then, calculate (23) for each \((i,j)\) pair, with complexity \(O(|M_o| |V|^2) \). The total complexity to calculate the entire matrix is thus given by \(O(|M_o||V|^3) \).

iii) Perform back-tracing, with complexity \(O(|M_o|) \).

To sum up, the overall complexity of Algorithm 1 is given by \(O(|V|^3 + |M_o||V|^2) \).

3) Discussions on Delay Performance: As observed in the numerical experiments (in Section VII), the designed DI-DCNC algorithm can achieve good delay performance. Note however that we cannot say DI-DCNC is delay optimal because: (i) it places the focus on queueing delay without taking into account the hop-distance of the selected path, which can become an important delay component in low-congestion regimes; and (ii) the actual service delay should be taken as the maximum over the concurrent live and static pipelines, while the ER weight (18b) is indicative of the aggregate delay (i.e., the sum of two). Addressing these challenges is of interest for future work.

V. MAX-THROUGHPUT DATABASE PLACEMENT

The second part of this paper tackles the processing-aware database placement problem, with this section focusing on the setting of fixed database placement (and next section designing dynamic database replacement policies).

A. Problem Formulation

The goal is to design a fixed database placement policy to optimize the network’s throughput performance, together with the flow (processing and routing) control decisions.

1) Variables: We define two variables, representing the database placement and flow control decisions, respectively, as follows:

- Caching vector \( x = \{x_{i,k} : i \in V, k \in K\} \), where \(x_{i,k}\) is a binary variable indicating if database \(k\) is cached at node \(i\) (\(x_{i,k} = 1\)) or not (\(x_{i,k} = 0\)).

- Flow variables \( f = \{f_{ij}^c : (i,j) = (i_m,j_m) \in E(\phi) \to c\} \) and \( f' = \{f_{ij}^{\phi} : (i,j) \in E, k \in K\} \), where \(f_{ij}^c\) denotes the flow rate of live packets of client \(c\) on edge \((i,j) \in E(\phi)\) in the ALG, and \(f_{ij}^{\phi}\) the flow rate of static packets of
database $k$ on link $(i,j) \in \mathcal{E}$ in the actual network, respectively.  

2) Constraints: We impose two classes of constraints on the variables:

(i) **Capacity** constraints, which limit the 3C network resource usage, i.e., the incurred resource consumption shall not exceed the corresponding capacities. To be specific, the processing rate at each node $i \in \mathcal{V}$ and the transmission rate over each link $(i,j) \in \mathcal{E}$ must satisfy

$$
\sum_{c,m} p_m^{(i)} f_{c,m}^{(i)} \leq C_i, \quad \sum_{c,m} f_{c,m}^{(i)} + \sum_{k \in \mathcal{K}} f_{k,i}^{(i)} \leq C_{ij},
$$

and the storage constraint (2): $\sum_{k \in \mathcal{K}} F_k x_{i,k} \leq S_i, \forall i \in \mathcal{V}$.

(ii) **Service chaining** constraints, which impose the relationship between input and output flows as they traverse network nodes and undergo service function processing. For live flows, the conservation law is given by:

$$
\sum_{j \in \delta^+(i)} f^{(c)}_{c,m,j} + f^{(c)}_{c,m,j+1} \sum_{j \in \delta^-(i)} f^{(c)}_{c,m,j} + \sum_{k \in \mathcal{K}} f^{(k)}_{c,m} + \lambda^{(c)} \mathbf{1}_{t_m=x_0}, \forall c, m, i : i_m \neq d_M, f^{(k)}_{c,m} = 0, \forall j \in \delta^+(d).
$$

For the static flows (of database $k$), the conservation law can be summarized as

$$(1 - x_{i,k}) \left( \sum_{j \in \delta^+(i)} f_{c,m,j}^{(k)} - \sum_{j \in \delta^-(i)} f_{c,m,j}^{(k)} \right) = 0,$$

with the processing rate of static packets at node $i$ given by

$$f_{c,m}^{(k)} = \sum_{i,k} p_m^{(i)} f_{c,m}^{(i)} \mathbf{1}_{t_m=x_0}.$$

The static flow conservation law (29) can be described as follows: for each node $i$ that is not a static source, i.e., $x_{i,k} = 0$, the static flow of database $k$ must satisfy the flow conservation constraint (see (6) for detailed illustration):

$$\sum_{j \in \delta^+(i)} f_{c,m,j}^{(k)} + f_{c,m,j}^{(k)} = \sum_{j \in \delta^-(i)} f_{c,m,j}^{(k)} ,$$

and (29) is true; for any static source $i$, i.e., $x_{i,k} = 1$ (and thus $1 - x_{i,k} = 0$), (29) is true. We note that (31) does not necessarily hold at the static sources, because they can perform in-network packet replication: an operation known to violate the flow conservation law [20].

3) **Objective**: We assume that the arrival rates of all clients’ requests, $\{ \lambda^{(c)} : \forall c \}$, are governed by a service request distribution. To be specific, the arrival rates are given by

$$\lambda^{(c)} = p^{(c)} \lambda : \sum_c p^{(c)} = 1,$$  

and we use $\lambda$ to measure the throughput performance. This objective is employed targeting better fairness performance, compared to another widely used metric of sum arrival rate, i.e., $\sum_c \lambda^{(c)}$, which favors service requests with lighter resource load (to improve the total throughput, provided the same network resources).

Remark 7: Note that the service request distribution defined above is w.r.t. clients $c = (s, d, \phi)$ (see Section II-C). The service popularity distribution, which is w.r.t. services $\phi$, can be derived as its marginal distribution. Furthermore, the content popularity distribution, which is w.r.t. databases $k$, can be derived based on the service popularity distribution and the associated service parameters (i.e., scaling factor and merging ratio).

Remark 8: If the actual service request distribution is unknown, a uniform distribution is used by default. Besides, other than representing the service request distribution, the values of $p^{(c)}$ can be designed for admission control, customer prioritization, etc.

B. Proposed Design

To sum up, the problem is formulated as follows:

$$\max \lambda,$$

s.t. $$\lambda^{(c)} \geq p^{(c)} \lambda, \forall c,$$

Capacity constraints (26), (2)

Chaining constraints (27) – (30)

$$x \in \{0,1\}^{[K] \times [P]}$$ and $f, f' \geq 0$. $\quad (33e)$

We note that (33) is a MIP problem due to (29), which is not a linear constraint due to the cross terms of $x$ and $f'$. To improve tractability, we propose to replace (29) with the following linear constraint:

$$\sum_{j \in \delta^+(i)} f_{c,m,j}^{(k)} + f_{c,m,j}^{(k)} - \sum_{j \in \delta^-(i)} f_{c,m,j}^{(k)} \leq C_{i,k}^\text{max} x_{i,k},$$

where $C_{i,k}^\text{max}$ is a constant, given by

$$C_{i,k}^\text{max} = \sum_{j \in \delta^+(i)} C_{ij} + C_i \max_{k' \in \mathcal{K}} \left( \sum_{m} p_{m}^{(i)} f_{m}^{(i)} \right).$$

We claim that the resulting MILP problem:

$$\max \lambda, \quad s.t. \quad (33a), (33c), (27), (28), (34), (35), (30), (33e)$$

has the same optimal solution as (33).

Proof: See Appendix E, available online.

In general, the MILP problem (36) is still NP-hard, which can incur high complexity to find the exact solution. However, there are many software toolboxes designed to deal with general
MILP problems, which can find approximate solutions that trade off accuracy with running time. For example, we use the widely adopted intlinprog function in MATLAB to implement the proposed design. In addition, it can serve as a good starting point for future studies to design approximation algorithms.

C. Performance Analysis

In this section, we present an equivalent characterization of the stability region under a given database placement.

Proposition 2: For any fixed database placement \( x \in X \), an arrival vector \( \lambda \) is interior to the stability region \( \Lambda(x) \) if and only if there exist flow variables \( f, f' \geq 0 \) satisfying (26) – (30).

Proof: In Appendix C, available online, we show that the sets of \( \lambda \) described in this proposition and Theorem 1 are equal, completing the proof. Furthermore, the result also applies to Markov-modulated arrivals, as Theorem 1 does.

Proposition 2 shows that the proposed database placement policy can achieve max-throughput.

VI. DATABASE REPLACEMENT POLICIES

In this section, we show that the benefit of database replacement to enlarge the stability region remains unchanged when the communication rate for database replacement (referred to as replacement rate) is restricted, using the proposed time frame structure, under which we develop two replacement policies to handle time-varying service demand statistics.

A. Low-Rate Replacement

In Section III-C, we illustrate the benefit of database replacement assuming that replacement can be performed instantaneously, which can impose a high requirement on the replacement rate. In the following proposition, we show that the same throughput performance can be achieved under arbitrarily low replacement rate.

Proposition 3: For any arrival vector interior to the stability region, there exists a replacement policy achieving an \( [O(T), O(1/T)] \) tradeoff between average virtual queue backlog and replacement rate.

Proof: See Appendix D.2.2, available online. We propose the time frame structure and design a reference policy (including \( T \) as a parameter), shown to achieve the tunable performance.

In the reference policy, we consider a two-timescale system, where processing and transmission decisions are made on a per time slot basis, while database replacement decisions are made on a per time frame basis, with each frame \( T \) including \( T \) consecutive slots. The replacement is launched at the beginning of each frame, which must be completed by the end of the frame. The policy is throughput-optimal for any given \( T \), and the required replacement rate can be arbitrarily close to zero by pushing \( T \to \infty \), with a tradeoff in queue backlog (and thus delay performance).

In the rest of the section, we adopt the time frame structure to design two heuristic database replacement policies, based on estimated service request distribution and database score, respectively. We note that the proposed design can flexibly incorporate advanced prediction techniques, which plays an equivalent role to estimation, but can enhance the timeliness of the quantities. 6

B. Rate-Based Replacement

The first policy takes advantage of the max-throughput database placement policy described in Section V. To handle time-varying demand statistics, we calculate the empirical service request distribution over each frame \( T \) as follows

\[
\bar{p}^c(t) = \frac{\sum_{t \in T} a^c(t)}{\sum_{t \in T} \sum_{c} a^c(t)}.
\]

We then solve the MILP problem (36) based on \( \{\bar{p}^c\} \) to derive the updated database placement, and each node can perform the replacement accordingly.

While straightforward, this policy exhibits three limitations. First, it neglects the existing resource loads in the network, which can lead to sub-optimal solution. Second, the updated database placement is designed independent with the current placement, which can impose a high requirement on the replacement rate. Finally, it requires solving the MILP problem in an online manner, which can reduce the accuracy of the approximate solution.

C. Score-Based Replacement

The second policy is motivated by the “min-ER” rule for route selection (derived in Section IV-B), in which we propose to evaluate the benefit for each node \( i \) to cache database \( k \) by database score (or score for brevity), defined as follows.

Definition 3 (Score): For each instance, i.e., a given request \( \psi \) and network states (queuing states, database placement), the score of database \( k \) at node \( i \) is the difference of the min-ER weights assuming node \( i \) does not cache the database, and the opposite, i.e.,

\[
u_{i,k}(\psi) = W^*(x^- (i, k)) - W^*(x^+ (i, k)) \tag{38}\]

where \( W^*(x) \) is the min-ER weight given by Algorithm 1; \( x^- (i, k) \) and \( x^+ (i, k) \) denote caching vectors equal to \( x \), but with \( x_{i,k} = 0 \) and \( x_{i,k} = 1 \), respectively.

In particular, for a given database \( k \); for a static source node, the score is the increment of min-ER weight if it does not cache database \( k \); otherwise, the score is the reduction of min-ER weight if the node caches database \( k \).

We illustrate the definition by the example in Fig. 8. Let \( W_1 \), \( W_2 \), and \( W_3 \) denote the min-ER weights assuming that node 1, 2, and 3 are selected to provision the static packet, respectively (note that node 3 is not a static source, and it is assumed to cache the database to derive the green ER and associated weight \( W_3 \)), with \( W_3 < W_1 < W_2 \). Then, node 1 is selected as the static source, serving as the benchmark. The database score at each node is derived as follows. Node 1: if it does not cache database \( k \), node 2 will be selected, leading to a greater weight \( W_2 \), and

\[\]
thus \( u_{1,k} = W_2 - W_1 \). Node 2: if it does not cache database \( k \), the cache selection decision does not change, leading to the same weight \( W_1 \), and thus \( u_{2,k} = W_1 - W_1 = 0 \). Node 3: if it caches database \( k \), node 3 will be selected as the static source, leading to a reduced weight \( W_3 \), and thus \( u_{3,k} = W_1 - W_3 \).

We note that the above definition of score (i) assumes unchanged caching policies at the other network nodes, (ii) requires finding for \( x^{-}(i,k) \) and \( x^{+}(i,k) \) the corresponding min-ERs (which, in particular, can include different processing locations), and (iii) accounts for a single instance, and the sum score of all instances within a time frame is a proper metric to evaluate the overall score, i.e.,

\[
U_{i,k} = \sum_{t \in T} \sum_{\psi \in A(t)} u_{i,k}(\psi)
\]

(39)  

where \( A(t) \) denotes the received requests at time \( t \).

Given the obtained scores, we formulate an optimization problem with the goal of maximizing the total score to find the updated database placement for each node \( i \in V \), i.e.,

\[
\max_{x_{i,k} \in \{0,1\}^{|K|}} \sum_{k \in K} U_{i,k} x_{i,k} \quad \text{s.t.} \quad \sum_{k \in K} F_k x_{i,k} \leq S_i
\]

(40)

The above problem, known as \( 0/1 \) knapsack problem, admits a dynamic programming solution with pseudo-polynomial complexity \( O(|K||S_i|) \) [37]. Let \( U^*_i \) and \( x^*_i \) denote the optimal value and solution, respectively.

Finally, we find the node with the largest total score, i.e., \( i^* = \arg \max_i U^*_i \), and only replace its databases according to \( x^*_i \), which is referred to as asynchronous update, in line with the definition of score assuming unchanged caching policies at the other network nodes.

There are three factors that can impact the performance of this policy. First, the proposed score metric focuses on each individual node (for tractability), and cannot capture the coupling between them. Second, we use the observed queuing states to calculate the score, which in turn are impacted by the database placement. Finally, the asynchronous update can be less efficient for database replacement and lead to slower adaptation.

Multiple nodes, whose database scores are calculated independently, can update their caching policies synchronously. While out of this paper’s scope, this extension is promising to accelerate adaptation.

VII. NUMERICAL RESULTS

As mentioned in Section I-C, the methodology proposed in this paper targets the general class of data-intensive AgI services, and the main goal of this section is to illustrate 1) the effects of multi-pipeline flow control, and 2) tradeoffs among 3C network resources, under the proposed methodology to validate its strength and applicability to a wide range of scenarios.

A. Experiment Setup

Consider a mesh MEC network composed of 9 edge servers and a cloud datacenter, connected by wired links, as shown in Fig. 9. Each edge server is equipped with 4 processors of frequency 2.5 GHz, and each link between them has 1 Gbps transmission capacity. The cloud datacenter is equipped with 8 identical processors; it is connected to all edge servers, and each link has 20 Mbps transmission capacity. The length of each time slot is 1 ms.

There are \( |K| = 8 \) databases, and each database has the same size of \( F = 1 \) Gb. In the following, we quantify the storage capacity of edge servers in number of databases. Assume that the cloud datacenter has all databases stored.

Consider 4 clients requesting different services. Each service is composed of 2 functions, with parameters shown in Table II. In line with the aforementioned goal of experiment validation, we employ a representative range of input parameters, including distributed source-destination pairs, multiple processing functions, different scaling/workload/merging ratios, and substantial distribution of databases. The size of each packet is 1 kb, and the arrivals are modeled by i.i.d. Poisson processes with \( \lambda \) Mbps.

B. Multi-Pipeline Flow Control

We first demonstrate the performance of DI-DCNC under a given database placement, where database \( k = 1, \ldots, 8 \) are stored at node \( i = 1, \ldots, 4, 6, \ldots, 9 \), respectively. Two benchmark algorithms are employed for comparison.

8The communication resources are dedicated for the delivery of packets belonging to service requests. Requirements for (database) replacement rate are depicted in Fig. 12(b).

9Both S2L and L2S do not consider joint control of multi-pipelines: they focus on the communication loads of either live or static packets.

Fig. 8. Min-ERs (denoted by red, blue, and green arrows) for the delivery of an AR service over the network, assuming nodes 1, 2, and 3 are selected to provision the static packet, respectively.

Fig. 9. Studied edge cloud network, including 9 edge servers (node 1 to 9) and a cloud datacenter (node 10). Arrows of the same color indicate the source-destination pairs of each client.
TABLE II

| Client (s, d, φ) | Func 1 (ξ₁(φ), ξ₂(φ), ξ₃(φ), ξ₄(φ)) | Func 2 (ξ₁(φ), ξ₂(φ), ξ₃(φ), ξ₄(φ)) |
|-----------------|---------------------------------|---------------------------------|
| (1, 9, φ₁)     | (0.83, 7.1, 1, 0.92)            | (0.96, 5.8, 2, 1.06)            |
| (3, 7, φ₂)     | (0.94, 10.0, 3, 0.52)         | (1.02, 7.7, 4, 0.65)            |
| (7, 3, φ₃)     | (0.75, 8.7, 5, 1.48)          | (1.31, 9.2, 6, 1.97)            |
| (9, 1, φ₄)     | (0.60, 8.4, 7, 0.91)          | (1.34, 7.4, 8, 1.22)            |

Fig. 10. Performance of DI-DCNC (under a given database placement).

- **Static-to-live (S2L)**, which makes individual routing decisions for the live packet [19], and then routes the static packet to the selected processing node from the nearest static source along the shortest path (in the weighted ALG).
- **Live-to-static (L2S)**, which makes routing decisions for the live packet by restricting processing locations to the static sources (and use local static packet).

1) **Network Stability Region:** First, we study network stability regions attained by the algorithms, and depicts the average delay under different arrival rates (which is set to ∞ if the queues are not stable).

As shown in Fig. 10(a), DI-DCNC attains good delay performance over a wide range of arrival rates; when λ crosses a critical point (≈ 1.05 Gbps), the average delay blows up, indicative of the stability region boundary. Similar behaviors are observed from S2L and L2S. Comparing the three algorithms, DI-DCNC outperforms the benchmark algorithms in terms of the achieved throughput: 1.05Gbps (DI-DCNC) > 0.92Gbps (L2S) > 0.66Gbps (S2L); in other words, DI-DCNC can better exploit network resources to improve the throughput. We clarify that the throughput attained by S2L improves when increasing the communication resources, and can outperform L2S [1].

We also notice that the delay attained by DI-DCNC is very similar, but not lower, than the benchmarks in low-congestion regimes. As discussed in Section IV-D3, DI-DCNC is designed to reduce the aggregate queuing delay of both live and static data pipelines; such objective, while closely related to the actual service delay, which depends on the maximum delay between the two concurrent pipelines. In addition, DI-DCNC neglects the hop-distance of the selected path, which is the dominant component in the low-congestion regimes.

2) **Resource Occupation:** Next, we study the resource occupation of the algorithms. We assume that the available processing and transmission capacities of each node and link are given by α₁ and α₂ (in percentage) of corresponding maximum budgets, respectively. We then define the feasible region as the collection of (α₁, α₂) pairs under which the delay requirement is fulfilled. Let arrival rate λ = 500 Mbps and average delay requirement = 30 ms.

Fig. 10(b) depicts the feasible regions attained by the algorithms. Since lower latency can be attained with more resources, i.e., (α₁, α₂) → (1, 1), the feasible regions are to the upper-right of the border lines. As we can observe, DI-DCNC can save the most network resources. In particular, when α₁ = α₂ = α, the resource saving ratios, i.e., 1 − α, of the algorithms are: 50% (DI-DCNC) > 43% (S2L) > 24% (L2S). Another observation is: S2L is communication-constrained, compared to its sensitivity to computation resources. To wit: in the horizontal direction (when α₂ = 1), it can achieve a maximum saving ratio of ≈ 70%, which is comparable to DI-DCNC; while the maximum saving ratio is ≈ 25% for communication resources (when α₁ = 1), and there is a large gap between its performance and that of DI-DCNC (≈ 50%). The reason is that S2L neglects the communication load of static packet routing, leading to additional communication resource consumption. In contrast, L2S is processing-constrained, because only the processing resources at static sources are available for use.

C. **Processing-Aware Database Placement**

Next, we evaluate the proposed database placement and replacement policies, employing DI-DCNC for flow control.

---

10We note that the feasible region achieved by S2L is not convex.
1) **Fixed Placement Policy:** First, we focus on the setting of fixed database placement, assuming that each edge server can cache $S$ databases. We evaluate the proposed max-throughput policy, employing two random policies as benchmarks:

- Random selection: each edge server randomly selects $S$ different databases to cache.
- Random placement: each edge server caches $S$ different databases, which are jointly selected to maximize the diversity of databases stored at edge servers.

Similar performance metrics, i.e., network stability region and resource occupation, are studied, and the results are shown in Fig. 11.

(i) **Network Stability Region:** Fig. 11(a) shows the throughput performance of the three policies: for the proposed policy, we solve the MILP problem (36) and present the obtained result, as well as the observed stability region under the derived max-throughput database placement; for the benchmark policies, we plug in randomly generated placement $x$ into (36), solve the remaining linear programs, and present averages and standard deviations of the results (in 100 realizations).

As we can observe, for each policy, the attained throughput grows with storage resource. Among the three policies, the proposed max-throughput policy outperforms the random benchmarks, especially when the storage resource is limited. For example, when $S = 1$, the proposed policy achieves the highest throughput ($\approx 1.59$ Gbps), which is $37\%$ better than random placement and far beyond random selection. The results validate the effects of caching policy design on the throughput performance, including (i) which databases to cache (comparing random placement and random selection), and (ii) where to store the databases (comparing proposed policy and random placement). Finally, we note that results given by the MILP (36) agree with the observed stability regions, validating Proposition 2.

(ii) **Resource Occupation:** Next, we study the tradeoff between 3C network resources, assuming $\lambda = 1$ Gbps, average delay requirement $= 30$ ms, and $\alpha_1 = \alpha_2 = \alpha$. For each random benchmark, we select a representative placement that attains a throughput performance closest to the corresponding mean value (shown in Fig. 11(a)).

As we can observe in Fig. 11(b), increasing the storage resource at the edge servers leads to a larger computation/communication resource saving ratio. In particular, the performance of the policies converges when each node has sufficient space to cache all databases (i.e., $S = |K|$). When the storage resource is limited (e.g., $S = 1$), the proposed policy can achieve a computation/communication resource saving ratio ($69\%$) that is close to the optimal value ($\approx 67\%$), outperforming the random benchmarks.

2) **Replacement Policies:** Finally, we evaluate the proposed database replacement policies. For each client, we model the arrivals of service requests by a Markov-modulated process, i.e., the arrival rate follows a Markov process (described in the following), and the number of arrivals at a single time slot is a Poisson variable. At each time slot, the service request distribution is a permutation of the Zipf distribution with $\gamma = 1$ [13]; we sort the clients by the arrival rate in descending order, and w.p. $10^{-6}$, we randomly select $\varphi \in \{1, 2, 3\}$ and exchange the arrival rates of the $\varphi$-th and $(\varphi + 1)$-th clients.

Each edge server, except node $i = 4, 5, 6$, is allowed to cache $S = 1$ database. [13] The initial database placement is given by the proposed max-throughput policy assuming uniform service request distribution. The two proposed replacement policies are evaluated. For fair comparisons, we set the same running time for both of them (to calculate estimated quantities and solve corresponding problems).

Fig. 12(a) shows the throughput performance of the two replacement policies, both of which effectively boost the

---

11The cached databases at the edge servers are selected as follows. Generate a random permutation of sequence $\{1, \ldots, |K|\}$ and repeat it for $\lceil |V|S/|K| \rceil$ times. Let $D$ and $D_i$ denote the resulting sequence and its $i$th element, respectively. Then, database $D_{(i-1)S+1}, \ldots, D_iS$ are cached at edge server $i$ (note that these are different databases since every sub-sequence in $D$ of length $S \leq |K|$ includes distinct values).

12Under this setting, the expected time for service request distribution to change is $10^6$ ms $\approx 15$ min. We note that the time average arrival rate for all clients are equal (i.e., uniform distribution).

13Under this setting, the total storage resources at the edge servers are 6, which cannot support caching all the databases (since $|K| = 8$).
throughput performance ($\approx 1$ Gbps) compared to fixed placement ($\approx 0.5$ Gbps), despite the slightly worse delay performance in low-congestion regimes (e.g., $\lambda \leq 0.4$ Mbps). Fig. 12(b) demonstrates the effects of time frame size on the policies’ throughput performance and replacement rate requirements (i.e., the average downloading rate from the cloud datacenter to all edge servers). For each policy, as frame size grows, the frequency of database replacement reduces, leading to reduced replacement rate, with sub-optimal throughput. Comparing the two proposed policies, we find that: rate-based policy achieves better throughput, which is also less sensitive to the frame size (note that the blue-solid line is more flat); while score-based policy imposes a much lower requirement on replacement rate, due to the asynchronous update of database placement that is designed depending on current network states.

VIII. CONCLUSION

We investigated the problem of joint 3C control for the efficient delivery of data-intensive services, composed of multiple service functions with multiple (live/static) input streams. We first characterized network stability regions based on the proposed ALG model, which incorporates multiple pipelines for input streams. Two problems are addressed: (i) multi-pipeline flow control, in which we derived a throughput-optimal policy, DI-DCNC, to coordinate packet processing, routing, and replication decisions for multiple pipelines, and (ii) processing-aware database placement, in which we proposed a max-throughput database replacement policy by jointly optimizing 3C decisions, as well as the rate- and score-based database replacement policies. Via numerical experiments, we demonstrated the superior performance of multiple pipeline coordination and integrated 3C design in delivering next-generation data-intensive real-time stream-processing services.
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