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Abstract—Backscattering assisted wireless-powered communication combines ultralow-power backscatter transmitters with energy harvesting devices. This paper investigates the transmission mode selection problem of a hybrid relay that forwards data by switching between the active wireless-powered transmission and the passive ambient backscattering. It first presents a hybrid relay system model and derives its end-to-end success probability under theoretically optimal, but practically unrealistic, conditions. The transmission mode selection is then formulated as a stochastic two-armed bandit problem in a varying environment where the distributions of rewards are nonstationary. The proposed model selection scheme does not assume to have access to any channel states or network conditions, but merely relies on learning from past transmission records. Numerical analyses are performed to validate the proposed bandit-based mode selection approach.
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I. INTRODUCTION

Wireless-powered communication can replenish the energy storage of devices remotely by means of radio-frequency (RF) energy harvesting techniques [1], [2]. Due to its active transmission nature, a wireless-powered transmitter consumes relatively high circuit power to generate RF signals, and thus demands sufficient energy supply from the environment. A promising solution is to integrate wireless-powered communication with a passive communication function to build a hybrid system so that the system’s sustainability can be extended, even when the harvested energy is scarce [3]. As a practical passive communication paradigm, ambient backscattering transmits data by reflecting nearby TV, WiFi and cellular RF signals. It consumes ultralow energy since it does not generate RF signals actively. This makes ambient backscattering an ideal complement to wireless-powered communication in real-world applications [4].

A critical issue for a hybrid transmitter is the switch between two transmission modes, i.e., the wireless-powered communication and the ambient backscattering, under varying network conditions. The so-called transmission mode selection problem has been extensively studied in multichannel communication systems, mostly for the cellular network with underlying device-to-device communications. It is mainly solved by optimization techniques that are inclined to be computationally intensive or heuristic methods where a large amount of information (e.g., periodic collections of channel state information (CSI)) is required for decision making [5]–[7]. For backscatter-assisted communication, however, the mode selection problem has not yet been thoroughly examined. A representative work selects ambient backscattering and wireless-powered transmission based on the power and signal-to-noise ratio (SNR) thresholds, which are dependent upon the CSI and environmental factors, such as the distribution and the transmission load of ambient energy sources [8].

Since the instantaneous CSI used for model selection always incurs a communication overhead and channel state estimation errors are unavoidable in practice, there is a demand for lightweight approaches that are applicable to systems with energy constraints and limited computing power. We thus consider the mode selection in a hybrid relay system as making decisions with uncertainty and formulate it as a stochastic two-armed bandit game. A two-armed bandit problem can be analogous to a lever-operated slot gambling machine where a player can choose to pull either the left or the right arm (in the case of mode selection, wireless-powered communication or ambient backscattering), each giving a random reward with the distribution unknown to the player. The goal is to maximize the total reward, which depends on the actions.

In this paper, we focus on study the mode selection problem for a hybrid relaying system. The main technical contributions are summarized as follows.

- We first derive analytical expressions to characterize the end-to-end success probability of the relay under optimal conditions, which can serve as an upper bound of the system’s coverage performance.
- We then adopt a state-of-the-art bandit policy — KL-UCB [9] to devise a practical mode selection method that requires no prior information about channel states or network conditions, but solely relies on the past transmission records.
- We further tailor the policy with a discount factor that promotes recent records to make the model more robust to the changing environment.

To our knowledge, this work is the first attempt to solve the mode selection problem using the bandit approach for the integrated wireless powered communications with ambient backscattering.

II. SYSTEM MODEL AND MODE SELECTION SCHEME

As shown in Fig. 1, we consider a two-hop transmission system consisting of a source node $S$, a destination node $D$, and an energy-harvesting-equipped relay node $R$ for forwarding data from $S$ to $D$, similar to the system models in [10], [11]. The relay $R$ can switch between wireless-powered communication (referred to as the active relay mode, and denoted by A) and ambient backscattering (the passive relay mode, P), and consequently consumes different circuit power. Let $E_A$ and $E_P$ denote the circuit power consumption in a time slot when $R$ works in the active mode and passive mode, respectively. It is assumed that $E_A >> E_P$ since the active mode always consumes much more power than the passive mode in practice.

Around the hybrid relay $R$ are a bunch of ambient transmitters that fall into two categories. The transmitters denoted as $\Psi$ in
Fig. 1 are considered to have high transmit power, and thus are more suitable to be the signal source for energy harvesting and backscattering. The transmitters in $\Phi$ are counterparts of the source node $S$. If the hybrid relay $R$ works in the active mode, the R-to-D transmission will be carried out on the same frequency band of $S$ and will be impaired by the interference from $\Phi$. Otherwise, if the relay works in the passive mode, it will perform ambient backscattering by using the signal from $S$. To account for the spatial randomness of ambient transmitters $\Psi$ and $\Phi$, we assume that their distributions follow independent homogeneous Poisson point processes (PPPs). In addition, we denote the transmit power of $\Psi$ ($\Phi$) as $P_{T_{\Psi}}$ ($P_{T_{\Phi}}$) and the spatial density of $\Psi$ ($\Phi$) as $\zeta$ ($\zeta$).

The system operates on a time-slot basis. For each time-slot, the first $\eta$ fraction is allocated for the relay $R$ to harvest energy. Then, the first and the second halves of the remaining time-slot are allocated for the S-to-R transmission and the R-to-D transmission, respectively. The power of the incident RF signals at $R$ from $\Psi$ in an entire time-slot can be calculated as $Q_{\Psi} = P_{T_{\Psi}} \sum_{i \in \Psi} | h_{i,R} |^2 d_{i,R}^{-\alpha}$, where $h_{a,b}$ and $d_{a,b}$ represent the amplitude gain of the channel and the distance between $a$ and $b$, respectively, and $\alpha$ represents the path-loss exponent for the signals from $\Psi$. The amount of harvested energy in a time-slot can thus be represented as $E_{R} = \eta \beta Q_{\Psi}$, where $\beta$ denotes the RF-to-DC energy conversion efficiency of relay $R$.

Denote the transmit power of source node $S$ as $P_{S}$. During the S-to-R transmission phase, the received signal-to-interference-plus-noise ratio (SINR) at relay $R$ is

$$
\nu_{R} = \frac{P_{S} | h_{S,R} |^2 d_{S,R}^{-\alpha}}{I_{R} + \sigma^2},
$$

where $\alpha$ is the path-loss exponent for the signals from $\Phi$, $I_{R} = \sum_{i \in \Phi} P_{T_{\Phi}} | h_{i,R} |^2 d_{i,R}^{-\alpha}$ is the aggregated interference power at $R$, and $\sigma^2$ is the power of the additive white Gaussian noise (AWGN) in the transmission frequency of $\Phi$.

Since the energy harvested by the relay $R$ is limited, they are first used to power the circuit in the active mode. The surplus energy (if any) is then reserved in energy storage and used to perform the wireless-powered transmission during the R-to-D transmission phase later on. Let $E_{C}$ denote the capacity of the energy storage of relay $R$. The transmit power of relay $R$ during the R-to-D transmission phase is

$$
P_{A} = \begin{cases} 
\frac{2E_{C}}{1-\eta} & \text{if } E_{R} \geq E_{A} + E_{C} \\
\frac{2(\eta \beta Q_{\Psi} - E_{A})}{1-\eta} & \text{if } E_{A} + E_{C} > E_{R} \geq E_{A} \\
0 & \text{otherwise.}
\end{cases}
$$

The received SINR at the destination node $D$ in the active mode can thus be calculated as

$$
\nu_{D}^{A} = \frac{P_{A} | h_{R,D} |^2 d_{R,D}^{-\alpha}}{I_{D} + \sigma^2},
$$

where $I_{D} = \sum_{i \in \Phi} P_{T_{\Phi}} | h_{i,D} |^2 d_{i,D}^{-\alpha}$ is the aggregated interference power at $D$ in the active mode.

In the passive mode, the backscattered power of relay $R$ is $P_{V} = \Gamma \xi Q_{R}$, where $\Gamma$ denotes the fraction of the RF signals reflected during backscattering, and $\xi$ is the backscatter efficiency representing the portion of the reflected signals that are effectively used to carry the modulated data. In general, the signals from the carrier emitters will cause self-interference for the backscattered signals. However, the relay $R$ is considered to employ a physical-layer technique, namely, frequency shifting [12], to eliminate the self-interference from the carrier emitters. It is then assumed that the relay $R$ can remove the self-interference completely. The received SNR at the destination node $D$ can be calculated as

$$
\nu_{D}^{P} = \frac{P_{V} | h_{R,D} |^2 d_{R,D}^{-\alpha}}{\tilde{\sigma}^2},
$$

where $\tilde{\sigma}^2$ represents the power of the AWGN in the transmission frequency of $\Psi$.

### III. SUCCESS PROBABILITY WITH OPTIMAL MODE SELECTION POLICY

The aforementioned hybrid relaying system is considered to make a successful transmission if (1) the relay $R$ can harvest enough energy to support its circuit operation; (2) during the S-to-R transmission phase, the achieved SINR at the relay, i.e., $\nu_{R}$, is greater than a threshold $\tau_{A}$; and (3) during the R-to-D transmission phase, depending on the selected relay mode (active or passive), the achieved SINR $\tau_{D}^{A}$ or $\tau_{D}^{P}$ at the destination node is greater than a threshold $\tau_{A}$ or $\tau_{P}$, respectively. Let $M \in \{A, P\}$ be an indicator for the selected mode. The success probability of the hybrid relaying system in the mode $M$ can be represented as

$$
P_{M} = P [ E_{R} > E_{M}, \nu_{R} > \tau_{A}, \nu_{M}^{A} > \tau_{A}].
$$

It is obvious that if the hybrid relay is fully aware of the channel and network conditions, it can infer the transmission qualities of the two modes easily. If any mode or both modes can achieve a successful transmission, the relay can select that particular mode or either mode, respectively. Even through this setting is not realistic in practice (since obtaining CSI is costly, if not impossible), the coverage probability derived under it is still useful since it serves as the theoretical upper bound of the hybrid relay’s performance. We thus characterize the coverage probability with the optimal mode selection using a theorem.

**Theorem 1.** The success probability of the hybrid relaying with the optimal mode selection is given by

$$
P_{HR}^{opt} = P_{A} + J \times \exp(-g_{\beta} \sigma^2) \mathcal{L}_{f_{a}}(g_{1}) \times \int_{B_{2}}^{B_{3}} \exp(-g_{\beta} (q) \tilde{\sigma}^2) f_{q_{n}}(q) dq,
$$

where $P_{A}$ and $J$ are given by Eq. (3) and Eq. (4), respectively, $B_{1} = \frac{E_{C}}{\eta \beta}$, $B_{2} = \frac{E_{C}}{\eta \beta}$, $B_{3} = \frac{E_{A} + E_{C}}{\eta \beta}$, $g_{1} = \frac{e^{\frac{E_{C}}{\eta \beta}}}{P_{S}}$, $g_{2}(q) = ...$
where $(d)$ follows because $h_{SR,R}$ and $h_{R,D}$ are independent and exponentially distributed, $(b)$ defines the Laplace transform of the joint PDF of $I_R$ and $I_D$, i.e., $L_{I_R,I_D}(s_1,s_2) := \mathbb{E} \left[ \exp(-s_1 I_R - s_2 I_D) \right]$, and $(c)$ inserts the expression of $P_A$ in (1). Moreover, after applying the substitutions $g_1 = \frac{d_{SR} \tau_A}{P_S}$ and $g_2(v,p) = \frac{d_{RD} \tau_A (1 - \eta)}{2(q - E_A)}$, we have $P_A$ expressed as (3), where $f_{Q_R}(q)$ and $F_{Q_R}(q)$ are the PDF and CDF of $Q_R$, respectively. $f_{Q_R}(q)$ can be obtained by taking the inverse Laplace transform of the Laplace transform of $Q_R$ as follows

$$f_{Q_R}(q) = \mathcal{L}^{-1} \left\{ \mathbb{E} \left[ \exp \left( - s \sum_{i \in \Phi} I_R | h_{R,i} |^2 d_{SR} \right) \right] \right\}(q),$$

$$\overset{(d)}{=} \mathcal{L}^{-1} \left\{ \exp \left( -2 \pi \zeta \int_0^{\infty} \left( 1 - \left( \frac{\tilde{P}_T}{\zeta} \right)^{-1} \right) r d r \right) \right\}(q),$$

where $(d)$ is the probability generating functional (PGFL) for a PPP. Then, by integrating the PDF in Eq. (9), we have the CDF of $Q_R$ as $F_{Q_R}(q) = \mathcal{L}^{-1} \left\{ \frac{\pi}{2} \exp \left( - \frac{\pi}{4} \zeta (s \tilde{P}_T)^2 \csc \left( \frac{2 \pi}{\alpha} \right) \right) \right\}(q)$. Moreover, $L_{I_R,I_D}(s_1,s_2)$ can be derived as

$$L_{I_R,I_D}(s_1,s_2) = \mathbb{E} \left[ \exp(-s_1 I_R - s_2 I_D) \right],$$

where $(e)$ takes the average over the independent exponential random variables $h_{R,i}$ and $h_{D,i}$. Next, we derive $J$ as in (11),

$$J = \mathbb{P} \left[ \mu^R > \tau_A, \mu^D > \tau_A, s \tilde{P}_T \leq \tau_A, E_R \geq E_A \right],$$

where $(f)$ follows because $h_{SR,R}$ and $h_{R,D}$ are independent and exponentially distributed. Then, by inserting the expression of $P_A$ in (1) and applying the substitutions $g_1 = \frac{d_{SR} \tau_A}{P_S}$ and $g_2(v,p) = \frac{d_{RD} \tau_A (1 - \eta)}{2(q - E_A)}$, we have $J$ expressed as (4).

Similarly, we have $K$ defined as in (12), where $L_{I_R}(s) = \mathbb{E} \left[ \exp \left( - \delta \pi^2 (\tilde{P}_A)^2 \csc \left( \pi \delta \right) \right) \right]$ is the Laplace transform of $I_R$ which can be obtained by following the derivation steps of (10). Subsequently, according to (7), taking sum of $P_A, J$ and $K$ obtained in (3) (4), (12), respectively, and applying the substitutions $B_1 = \frac{E_A}{P_S}, B_3 = \frac{B_2}{P_S}, g_1 = \frac{d_{SR} \tau_A}{P_S}, g_2(q) = \frac{d_{RD} \tau_A (1 - \eta)}{2(q - E_A)}$, and $g_3(q) = \frac{d_{RD} \tau_A}{2 \pi \zeta}$ yield the final result in Theorem 1. □

IV. MODE SELECTION VIA BANDIT

The above optimal mode selection can serve as a theoretical bound but it is not a practical method. We therefore devise a lightweight mode selection protocol for hybrid relaying that requires no information about the channel states and network conditions. Recall that the task is to make a choice from two actions, active mode and passive mode, each with a successful transmission probability that is unknown to the relay. Although unaware of the success probability, the relay can observe the outcome of its choice: in every round, the relay selects a transmission mode, makes the transmission, and then receives an indication of success/failure of that transmission, or in the terminology of the bandit game, a reward satisfying the Bernoulli distribution. When selecting a specific mode in round $t$, the only information available to the relay is the past successful transmission records of two modes up to time $t - 1$. The performance of the mode selection protocol can be measured by the regret, which is defined as the difference between the rewards it accumulates up to time $t$ and the rewards that it would have accumulated during that period had it known from the beginning which mode had
\[ \mathcal{P}_A = \exp(-g_1\sigma^2) \int_{B_3}^1 \exp(-g_2(\eta\beta q)\sigma^2) \mathcal{L}_{I_{3,0}}(g_1, g_2(\eta\beta q)) f_{Q_H}(q) dq 
+ \exp(-g_2(E_C)\sigma^2) \mathcal{L}_{I_{3,0}}(g_1, g_2(E_C))(1 - \bar{F}_{Q_H}(B_1)), \] (3)

\[ J = \exp(-g_1\sigma^2) \left( \int_{B_3}^1 \exp(-g_2(\tau_A, \eta\beta \sigma^2)) \left( \mathcal{L}_{I_{3,0}}(g_1) - \mathcal{L}_{I_{3,0}}(g_1, g_2(\tau_A, \eta\beta q)) \exp(-\sigma^2 g_2(\tau_A, \eta\beta q)) \right) f_{Q_H}(q) dq 
+ \left( \mathcal{L}_{I_{3,0}}(g_1) - \mathcal{L}_{I_{3,0}}(g_1, g_2(\tau_A, E_C)) \right) (1 - \bar{F}_{Q_H}(B_1)) \exp(-g_2(\tau_A, E_C)\sigma^2) \right), \] (4)

\[ \mathcal{P}_{HR}^opt = \mathbb{P}[\{S_A\} \cup \{S_P\}] = \mathbb{P}[S_A] + \mathbb{P}[S_P] - \mathbb{P}[\{S_A\} \cap \{S_P\}] 
= \mathbb{P}[\nu^R > \tau_A, \nu^D > \tau_A, E_R > E_A] + \mathbb{P}[\nu^R > \tau_A, \nu^D > \tau_A, E_R > E_A] - \mathbb{P}[\nu^R > \tau_A, \nu^D > \tau_A, \nu^D > \tau_A, E_R > E_A] 
\leq \mathbb{P}[\nu^R > \tau_A, \nu^D > \tau_A, \nu^D > \tau_A, E_R > E_A] + \mathbb{P}[\nu^R > \tau_A, \nu^D > \tau_A, E_R > E_R]. \] (7)

\[ \mathcal{K} = \mathbb{P}[\nu^R > \tau_A, \nu^D > \tau_A, E_R > E_A] = \mathbb{P} \left[ h_{S,R} \geq \frac{d_{S,R}^\alpha \tau_A(I_R + \sigma^2)}{P_S} \right] \mathbb{P} \left[ h_{R,D} \geq \frac{d_{R,D}^\alpha \tau_A^2}{\Gamma \xi \eta \beta} \right], \] (12)

The highest expected reward. The objective is to minimize the expected accumulated regret over all rounds.

A family of optimal-action searching policies uses the historical rewards to calculate a value called the upper confidence bound (UCB), which serves as an overestimate of the expected reward for each action in every round. The action with the highest UCB is selected. It has been proven that such a policy achieves sublinear regret [13]. For the transmission mode selection problem, we adopt a specific UCB policy, called the KL-UCB (Kullback-Leibler UCB) [9], which has better theoretical guarantees than the plain UCB. Specifically, the KL-UCB for an action in round t is defined as

\[ \text{KL-UCB}(i, t) = \arg\max_{q \in [0, 1]} \left\{ d \left( \frac{S[i]}{N[i]}, q \right) \leq \log(t) \right\}, \] where \( N[i] \) denotes the number of times that action \( i \) has been selected prior to time \( t \); \( S[i] \) denotes the sum of the rewards obtained by choosing that action; and \( d(p, q) \) is the KL divergence between the Bernoulli distribution of parameters \( p, q \in [0, 1] \), which is given by

\[ d(p, q) = p \log \frac{p}{q} + (1 - p) \log \frac{1 - p}{1 - q}. \]

Like any UCB policies, the KL-UCB can manifest the exploration-exploitation in a coherent way without explicitly distinguishing the exploration/exploitation phase. An inspection of the KL-UCB definition reveals this trade-off: maximizing \( d(S[a]/N[a], q) \) encourages the exploitation of high reward arms, while the inequality containing \( \log(t)/N[a] \) encourages the exploration of less played arms. In addition, it has been proven that for the KL-UCB, as the number of rounds \( T \) tends to infinity, the expected total reward asymptotically approaches that of playing a policy with the highest expected reward, and the regret grows with the logarithm of \( T \) [9].

It is noteworthy that the above formulation assumes a stationary distribution of rewards, which could hardly be satisfied in reality since the channel state may undergo abrupt changes, making the success probability of either mode change in an unpredictable way. Such a problem is somehow analogous to the outdated CSI phenomena common in cooperative networks where outdated CSI can cause suboptimal relaying and transmission deterioration [14].

To cope with the nonstationary environment, we adopt the idea of the Discounted UCB, in which the rewards are weighted so that recent outcomes are emphasized when calculating the expected rewards [15]. Specifically, a discount factor \( \gamma \in (0, 1) \) is employed to calculate the discounted reward mean as

\[ \bar{X}_i(\gamma, i) = \frac{\sum_{s=1}^{t} \gamma^{t-s} X_s(i) 1_{(t_s=i)}}{\sum_{s=1}^{t} \gamma^{t-s} 1_{(t_s=i)}}, \] where \( X_s(i) \) denotes the reward of arm \( i \) in round \( t \), and \( 1_{(t_s=i)} \) is an indicator function that arm \( i \) has been selected in round \( s \). The Discounted KL-UCB is then calculated as

\[ \text{D-UCB}(i, t) = \arg\max_{q \in [0, 1]} \left\{ d \left( \bar{X}_i(\gamma, i), q \right) \leq \log(t) \right\}. \] The proposed Discounted KL-UCB for mode selection is outlined in Algorithm 1. It can be seen that the proposed method makes an instantaneous decision and then updates the counters sequentially based solely on the historical performance of two modes. Such an online nature makes it adapt well to the characteristics of a hybrid relay system, where quick decisions
TABLE I

| Symbol | Definition | Value in simulation |
|--------|------------|---------------------|
| $d_{SR}, d_{RD}$ | Source-to-relay distance and relay-to-destination distance | 5 m, 5 m |
| $P_{T}, P_{T}$ | Transmitter power of the interferers $\Phi$ and the carrier emitters $\Psi$ | 3 dBm, 40 dBm |
| $\zeta, \xi$ | Spatial density of the interferers $\Phi$ and the carrier emitters $\Psi$ | 0.001, 0.001 |
| $P_{S}$ | Transmit power of the source node $S$ during the S-to-R transmission phase | 0.002 Watt |
| $P_{R}, P_{P}$ | Transmit power of the relay $R$ in the active and the passive mode during the R-to-D transmission phase | N. A. |
| $E_{A}, E_{P}$ | Circuit power consumption per time unit in the active and passive mode | 200 $\mu$W, 10 $\mu$W |
| $E_{C}$ | Energy storage capacity of the relay | 0.002 Joule |
| $\alpha, \bar{\alpha}$ | Pass-loss exponent for the interferers and the carrier emitters | 4, 3 |
| $\beta$ | RF-to-DC conversion efficiency of the relay | 0.5 |
| $\Gamma$ | Backscatter coefficient parameter | 0.375 |
| $\eta$ | The portion of time in each time-slot used for energy harvesting | 0.4 |
| $\xi$ | Backscatter efficiency | 0.3 |
| $\sigma^2, \bar{\sigma}^2$ | Noise power for active transmission and passive transmission, respectively | $10^{-10}, 10^{-9}$ Watt |
| $\tau_A$ | Minimal required SINR at the destination node in the active mode | 0 dB |
| $\tau_P$ | Minimal required SNR at the destination node in the passive mode | 20 dB |

Algorithm 1: Mode Selection Bandit via the Discounted KL-UCB

**Input:** number of transmission rounds $n$, discount factor $\gamma \in (0, 1)$

**for** $t = 1, \ldots, n$ **do**

1. Transmit at a mode $i$ with index $i = t$
2. Receive an indication of success/failure as $r \in \{0, 1\}$
3. Initialize the select-counter of mode $i$ as $N[i] \leftarrow 1$
4. Initialize the reward-counter of mode $i$ as $X[i] \leftarrow r$

**end for**

**for** $t = 3, \ldots, n$ **do**

1. Select a mode as $i \leftarrow \arg\max_{i \in \{1, 2\}}$ D-KL-UCB($i$, $t$)
2. Transmit at the selected mode $i$
3. Receive an indication of success/failure as $r \in \{0, 1\}$
4. Update the select-counter of mode $i$ as $N[i] \leftarrow N[i] + 1$
5. Update the reward-counter of mode $i$ as $X[i] \leftarrow r$

**end for**

V. NUMERICAL RESULTS

We perform a numerical study by simulating the source signal using a PPP with the parameters listed in Table I. The comparison methods include Active Mode, Passive Mode, Optimal Selection (Section III), Random Selection (switching between two modes randomly), and the proposed Mode Selection Bandit (Section IV).

We first change $\zeta$ and $E_C$ and examine their impacts on the success probability. As shown in Figure 2 and Figure 3, the analytical results of Optimal Selection closely match its simulation results, giving clear support for the validity of Theorem 1. By comparing the success probability of Active Mode and Passive Mode, we observe that their values fluctuate with the variation in $\zeta$ and $E_C$. This makes sticking to neither mode a good idea since neither can always win. In contrast, by switching between the two modes dynamically, the proposed Mode Selection Bandit can approach the best performer in any occasion.

To demonstrate the effectiveness of the Discounted KL-UCB for mode selection in a varying environment, we conduct a simulation with 10,000 rounds where the success probabilities of active mode and passive mode are two independent Bernoulli random variables with means changing every 1,000 rounds. Therefore, the reward distributions have changed ten times, as illustrated in the top half of Figure 4. The comparison methods include the following:

- **UCB:** Transmission mode is selected by the classical UCB policy [16];
- **ETC:** Explore-then-commit policy explores both modes for a specific number of rounds (set as 100 in here) and then sticks to the best afterwards [13];
- **Random:** Transmission mode is selected at random;
- **KL-UCB:** Basic KL-UCB without the discounted factor [9];
- **Discounted UCB:** A discounted version of the UCB [15].

Since reducing the regret is equivalent to raising the reward, or increasing the success probability for a hybrid relay, we can conclude from the cumulative regret curves in Figure 4 that the performance of the Discounted KL-UCB is better than those of the others.

Note that there are fluctuations in the regret curves of all except for the proposed Discounted KL-UCB. This is to be expected since the distributions of the rewards underwent abrupt changes ten times, and any method relying too much on outdated experiences will waste too many tries on the no-longer-optimal mode, making the regret increase in a short time. The Discounted KL-UCB, on the contrary, reacts very fast to the distribution breakpoint, and thus enjoys a rather flat regret curve. By inspecting the plots of the first 20 rounds, we can observe that the Discounted KL-UCB can quickly concentrate on the optimal mode since its curve does not steadily rise. Therefore, we conclude that the Discounted KL-UCB is better choice than existing bandit based methods when applied to select the transmission mode in an abruptly changing environment.

VI. CONCLUSION

We studied the mode selection problem for a hybrid relay that can forward data through wireless-powered transmission (active mode) or ambient backscattering (passive mode). We first derived a tractable analytical expression to characterize the end-to-end success probability of the relay with the optimal mode selection policy, which serves as an upper bound of
the system’s coverage performance. We then proposed a novel bandit algorithm that adapts well to a varying environment and applied it to the transmission mode selection task. Due to its online nature and the merit of requiring no channel state information or network conditions, the proposed bandit-based mode selection is particularly suitable for real-world systems with energy constraints. A promising future direction is to design bandit mode selection approaches for intelligent reconfigurable surface [17], [18] to assist relaying. Our system model can also be extended to case with multiple hybrid relays which can integrate distributed online learning [19], [20] with bandit for mode selection.
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