OBSTRUCTION THEORY IN A MODEL CATEGORY AND KLEIN AND WILLIAMS’ INTERSECTION INVARIANTS

KATE PONTO

ABSTRACT. We give an obstruction theory for lifts and extensions in a model category inspired by Klein and Williams’ work on intersection theory. In contrast to the familiar obstructions from algebraic topology, this theory produces a single invariant that is complete in the presence of the appropriate generalizations of dimension and connectivity assumptions.
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1. INTRODUCTION

Algebraic topology has a well developed theory of obstructions to lifts and extensions of maps that reduces these questions to the vanishing of cohomology classes [Spa95, Whi78]. For example, a diagram

\[
\begin{array}{c}
E \\
\downarrow p \\
B \xrightarrow{f} Y
\end{array}
\]

where \( p \) is a fibration defines classes in \( H^{j+1}(B, \pi_j(p^{-1}(\ast))) \). If \( B \) is a finite dimensional CW complex the vanishing of these invariants implies the existence of a lift of \( f \).

In their work on obstructions to removing intersections [KW07], Klein and Williams give an alternative obstruction for lifts. Let \( M(a, a) \) be the double mapping cylinder (homotopy pushout) of a map \( \alpha : X \to Y \). There is an inclusion map

\[ Y \amalg Y \to M(a, a). \]

A map \( f : B \to Y \) defines a map

\[
\chi : B \amalg B \xrightarrow{f|f} Y \amalg Y \to M(a, a).
\]

**Theorem 1.1** ([KW07]). If a map \( f : B \to Y \) has a lift to \( X \) up to homotopy, there is an extension of \( \chi \) to a map

\[ \text{Cyl}(B) \to M(a, a). \]
Suppose $B$ is a CW complex of dimension less than $2n$, $\alpha: X \to Y$ is $n$-connected, and $\chi$ extends to a map
\[ \text{Cyl}(B) \to M(\alpha, \alpha). \]

Then $f: B \to Y$ has a lift to $X$ up to homotopy.

The map $\chi$ is a generalization of a classical fixed point invariant, the Reidemeister trace [Bro71, Hus82], and is closely related to Hatcher and Quinn’s work [HQ74] on intersections of submanifolds.

**Remark 1.2.** The dimension and connectivity hypotheses in Theorem 1.1 are reminiscent of assumptions used to imply the classical obstructions take values in trivial groups. The ranges of connectivity and dimension in Theorem 1.1 do not force this triviality.

The fact that Theorem 1.1 was proven for topological spaces is an artifact of the motivating example. In this paper we prove a significant generalization of Theorem 1.1 for model categories that incorporates extension questions and makes the roles of various assumptions transparent. We work in model categories in this paper since they provide a convenient way to describe the necessary hypotheses, but I expect this argument can be easily adapted to closely related environments.

Our motivating question is the following:

**Question 1.3.** Given objects and solid arrows so the diagram in (1.4) commutes, what conditions imply dotted maps exist so the entire diagram commutes?

![Diagram](image)

The diagram in (1.4) is the HELP diagram [May99, 10.3]. To connect this question back to Theorem 1.1, let $A$ be the empty space (initial object). Then $g$ is the lift of $f$ up to the homotopy $K$.

**Notation 1.5.** Let $\Box^{(1.4)}$ denote the set of pairs $(K, g)$ so that the diagram in (1.4) commutes. We write $i\Box^{(1.4)}$ if for all choices of $f$, $H$, and $h$ the set $\Box^{(1.4)}$ is nonempty. Similarly, let $\Box^{(1.6)}$ be the set of strict lifts in the commutative diagram in (1.6).

![Diagram](image2)

We write $i\Box^{(1.6)}$ if for all choices of $f$ and $\xi$ the set $\Box^{(1.6)}$ is nonempty.

Our main result has three parts that mimic those of Theorem 1.1. Informally they are:

i. given the solid arrows in the diagram in (1.4), there is a map $\chi$ generalizing that in Theorem 1.1,

ii. if $\Box^{(1.4)}$ is nonempty then $\chi$ is trivial, and

iii. if $\chi$ is trivial (and additional hypotheses are satisfied) then $\Box^{(1.4)}$ is nonempty.
To give a more formal statement of our main result, let

\[(1.7)\]

\[X^\alpha \rightarrow F(\alpha) \xrightarrow{\tilde{f}(\alpha)} Y\]

be a factorization of \(\alpha : X \rightarrow Y\) as a cofibration and acyclic fibration. If \(*\) is the terminal object, we have the following vacuously commutative diagram

\[(1.8)\]

\[\begin{array}{ccc}
A & \xrightarrow{h} & X \\
\downarrow i & & \downarrow c(\alpha) \\
B & \xrightarrow{=} & F(\alpha) \end{array}\]

Let \(N(i)\) be the double mapping cylinder of \(i\) with itself and \(M(\alpha, \alpha)\) be the homotopy pushout of \(\alpha\) with itself. (The obvious asymmetry in these choices is addressed in Remark 2.3.)

**Theorem 1.9.** Suppose given the solid arrows in the commutative diagram in (1.4).

i. Each \(\hat{h} \in \Box(1.8)\) defines a map

\[\chi_{\hat{h}} : N(i) \rightarrow M(\alpha, \alpha)\]

generalizing the map \(\chi\) of Theorem 1.1.

ii. For each pair \((K, g) \in \Box(1.4)\) there is a \(\hat{h} \in \Box(1.8)\) so that \(\chi_{\hat{h}}\) extends over the cylinder on \(B\).

iii. Under appropriate generalizations of the dimension and connectivity conditions (see Theorem 4.13), \(\Box(1.4)\) is nonempty if there is an \(\hat{h} \in \Box(1.8)\) so that \(\chi_{\hat{h}}\) extends over the cylinder on \(B\).

I came to this project from the paper of Klein and Williams [KW07] and related work focused on fixed point theory [Cou09, Sun13] and have not found much existing literature related to obstructions in this generality. The closest seems to be the paper of Christensen, Dwyer and Isaksen [CDI04] but there does not seem to be an immediate translation between perspectives.

**For the reader familiar with Klein and Williams’s work.** After defining the map \(\chi\) for topological spaces, Klein and Williams [KW07] show the corresponding stable invariant is only trivial when \(\chi\) is trivial and they use duality to give an alternative description of their stable invariant. Those steps don’t make sense for the generality considered here and so are omitted.

**Organization.** In §2 we define the map \(\chi\) and prove Theorem 1.9ii. In §3 we fix notation and recall the cartesian gap map and the Blakers-Massey theorem. In §4 we prove Theorem 1.9iii. In §5 we finish up some model category business.

**Acknowledgements.** This paper evolved from conversations with Inbar Klang, Sarah Yeakel, and Cary Malkiewich about generalizations of fixed point invariants. Many thanks to Inbar and Sarah for comments on an earlier version of this paper. Also thanks to Nima Rasekh and Dan Duggar for helping untangle confusions. Finally, thanks to the referee for careful reading and helpful suggestions.

The author was partially supported by NSF grant DMS-1810779 and the Royster Research Professorship at the University of Kentucky.
2. The Euler class

Working in a model category with functorial good cylinders, let

\[ B \amalg B \xrightarrow{i \amalg i} \text{Cyl}(B) \xrightarrow{\pi} B \]

be a factorization of the fold map through the functorial cylinder. When we need to specify the domain of \( i_0 \) or \( i_1 \) we will write \( i_{0,B} \) or \( i_{1,B} \). If \( i: A \to B \), let \( N_j(i), j = 0,1 \), be the mapping cylinder of \( i \) and \( i_j \):

\[
N_j(i) := \text{Pushout}(\text{Cyl}(A) \xrightarrow{i_j} A \xrightarrow{i} B).
\]

Let \( i_j: N_j(i) \to \text{Cyl}(B) \) be the map induced by \( \text{Cyl}(i): \text{Cyl}(A) \to \text{Cyl}(B) \) and \( i_{j,B} \). Let \( N(i) \) be the double mapping cylinder on \( i \):

\[
N(i) := \text{Pushout}(\text{Cyl}(A) \xrightarrow{i_0 \amalg i_1} A \amalg A \xrightarrow{i \amalg i} B \amalg B)
\]

and \( i: N(i) \to \text{Cyl}(B) \) be induced by the universal property of the pushout.

For maps \( \alpha: X \to Y \) and \( \beta: X \to Z \) recall the factorization from (1.7) and let \( M(\alpha, \beta) \) be the pushout in the diagram in (2.2).

\[
\begin{array}{ccc}
X & \xrightarrow{c(\alpha)} & F(\alpha) \\
\downarrow{\beta} & & \downarrow{\bar{j}} \\
Z & \xrightarrow{j} & M(\alpha, \beta)
\end{array}
\]

**Remark 2.3.** The choice to make \( N(i) \) the double mapping cylinder and \( M(\alpha, \beta) \) the homotopy pushout is intentional. In what follows we will need to have very explicit access to the cylinder in \( N(i), \) while there will not be similar requirements for \( M(\alpha, \beta) \).

**Lemma 2.4 (Theorem 1.9i).** There is a function

\[
\Box(1.8) \xrightarrow{i} \text{Map}(N(i), M(\alpha, \alpha)).
\]

**Proof.** If \( \hat{h} \in \Box(1.8) \) then \( \hat{h} \) makes the top square in the diagram in (2.5a) commute. The remaining squares of the diagram in (2.5a) commute by the diagrams in (1.4) and (2.2). Then

\[
\chi_{\hat{h}}: N(i) \to M(\alpha, \alpha)
\]

is induced by the diagram in (2.5a) using the universal property of the pushout. \( \square \)

\[
\begin{array}{ccc}
A & \xrightarrow{i} & B \\
\downarrow{i_1} & \searrow{h} & \searrow{\hat{h}} \\
N_0(i) & \xrightarrow{f \amalg h} & X \\
\downarrow{\alpha} & & \downarrow{\bar{j}} \\
Y & \xrightarrow{j} & M(\alpha, \alpha)
\end{array}
\]

\[
\begin{array}{ccc}
N(i) & \xrightarrow{\chi_{\hat{h}}} & M(\alpha, \alpha) \\
\downarrow{\chi} & & \downarrow{\chi} \\
\text{Cyl}(B) & & \text{Cyl}(B)
\end{array}
\]

We say \( \chi_{\hat{h}} \) is **trivial** if there is a map \( \chi \) as in the diagram in (2.5b). We say \( \chi \) is **trivial** if the set

\[
\{\chi_{\hat{h}}\}_{\hat{h} \in \Box(1.8)}
\]

is nonempty and all \( \chi_{\hat{h}} \) are trivial.
Remark 2.6. In special cases (see Remarks 4.18 and 4.22) there are topologically motivated assumptions that guarantee \( (1.8) \) is nonempty. There don’t appear to be similar assumptions when working at this level of generality.

**Proposition 2.7** (Theorem 1.9ii). There is a function \( (1.4) \to (1.8) \) and the composite

\[
(1.4) \to (1.8) \xrightarrow{\chi} \text{Map}(N(i), M(\alpha, \alpha))
\]

is trivial.

**Proof.** For \((K, g) \in (1.4)\), take \( \hat{h} \in (1.8) \) to be composite

\[
B \xrightarrow{g} X \xrightarrow{c(\alpha)} F(\alpha).
\]

Then the diagram in (2.8) defines a map \( \text{Cyl}(B) \to M(\alpha, \alpha) \) that extends \( \chi_{\hat{h}} \).

\[
\begin{array}{ccc}
B & \xrightarrow{\text{id}} & B \\
\downarrow{i_1} & & \downarrow{g} \\
\text{Cyl}(B) & \xrightarrow{\hat{h} := c(\alpha) \circ g} & F(\alpha) \\
\downarrow{K} & \downarrow{\alpha} & \downarrow{j} \\
Y & \xrightarrow{j} & M(\alpha, \alpha)
\end{array}
\]

3. THE CARTESIAN GAP MAP

For a map \( \alpha : X \to Y \), let

\[
X \xrightarrow{c(\alpha)} C(\alpha) \xrightarrow{f(\alpha)} Y
\]

be a factorization of \( \alpha \) as an acyclic cofibration and a fibration. For maps \( \alpha : X \to Y \) and \( \beta : X \to Z \) let \( P(\alpha, \beta) \) be the pullback in the diagram in (3.2a).

\[
\begin{array}{ccc}
P(\alpha, \beta) & \xrightarrow{k} & C(j) \\
\downarrow{k'} & & \downarrow{f(j)} \\
Z & \xrightarrow{j} & M(\alpha, \beta)
\end{array}
\]

\[
\begin{array}{ccc}
P(\alpha, \beta) & \xrightarrow{k} & C(j) \\
\downarrow{[\alpha, \beta]} & & \downarrow{f(j)} \\
Z & \xrightarrow{j} & M(\alpha, \beta)
\end{array}
\]

**Definition 3.3.** The **cartesian gap map** of \( \alpha \) and \( \beta \), denoted \( [\alpha, \beta] \), is the dotted map in the diagram in (3.2b) induced by the universal property of the pullback.

**Example 3.4.** There are several important connectivity results for the cartesian gap map.

i. In a stable model category, such as chain complexes of \( R \)-modules or orthogonal spectra, the homotopy cartesian and cocartesian squares agree and the cartesian gap map is a weak equivalence [Hov99, 7.1.12].

ii. In the category of topological spaces, if \( \alpha : X \to Y \) is \( n \)-connected and \( \beta : X \to Z \) is \( n' \)-connected the classical Blakers-Massey theorem [tD08, 6.9] asserts \( [\alpha, \beta] \) is \((n + n' - 1)\)-connected.

There is a similar, but significantly more complicated, version of the Blakers-Massey theorem for spaces with an action of a finite group [Dot16].
iii. The recent papers [ABFJ20, CSW16] prove generalizations of the classical Blakers-Massey theorem. [ABFJ20] proves a version for higher topoi.

The essential hypothesis in the converse of Proposition 2.7 is a lifting condition for the cartesian gap map. The first two examples in Example 3.4 imply relevant lifting conditions.

**Proposition 3.5.**

1. In a model category, if $A$ is cofibrant, $i$ is a cofibration, $P(a, \beta)$ is fibrant, and

\[ i \blacksquare (X \times_{(a, \beta), ev_0} \text{Cyl}(P(a, \beta))) \overset{\text{ev}_1}{\rightarrow} P(a, \beta) \]

then $i \blacksquare [a, \beta]$.

2. If $i : A \to B$ is a relative CW complex of dimension $m$, $\alpha : X \to Y$ is $n$-connected, $\beta : X \to Z$ is $n'$-connected and $m \leq (n + n' - 1)$ then $i \blacksquare [a, \beta]$.

**Proof.** We postpone the proof of the first statement to Section 5 since it is comparatively lengthy and not illuminating for the ideas considered here. See page 11 with $[a, \beta] = \emptyset$.

For the second, the classical Blakers-Massey theorem implies the map $X \to P(a, \beta)$ is $(n + n' - 1)$-connected. Then the homotopy extension and lifting property [May99, 10.3] produces the required lift. □

Proposition 3.5ii should have an equivariant generalization following [Dot16] and this should allow for an alternative approach to the main result in [KW10].

4. **Proof of the Main Result**

Recall the mapping cylinder $N_j(i)$ and maps $i_j$ from the introduction. The maps in (1.4), (1.7), and (3.1) define the commutative diagram in (4.1).

\[
\begin{array}{ccc}
A & \xrightarrow{h} & X \\
\downarrow_{i_1} & & \downarrow_{i \alpha} \\
N_0(i) & \overset{\text{HIL}}{\rightarrow} & Y \\
\end{array}
\]

\[
\begin{array}{ccc}
& \xrightarrow{c(a)} & P(a) \xrightarrow{j} C(j) \\
\downarrow_{\varepsilon(j)} & \searrow_{j} & \downarrow_{f(j)} \\
\end{array}
\]

**Lemma 4.2.** An element $\lambda \in \mathfrak{L}(4.1)$ defines maps $\Phi_\lambda : B \to P(a, \alpha)$ and $\Psi_\lambda : \text{Cyl}(A) \to P(a, \alpha)$ so the solid arrow portions of the diagram in (4.3) commute.

\[
\begin{array}{ccc}
A & \xrightarrow{i_0} & \text{Cyl}(A) \xrightarrow{i_1} & A \\
\downarrow_{R1} & \searrow_{\Psi_1} & \text{Cyl}(A) \xleftarrow{i_1} & \downarrow_{R2} \\
B & \xleftarrow{\Phi_1} & P(a, \alpha) \xleftarrow{i_0} & B \\
\downarrow_{\phi_1} & \searrow_{\psi} & \downarrow_{\phi} & \downarrow_{\phi} \\
& \xrightarrow{\psi} & X \xrightarrow{\phi} & B \\
\end{array}
\]

**Proof.** A lift $\lambda$ in the diagram in (4.1) defines maps

$\phi : B \to C(j)$ and $\psi : \text{Cyl}(A) \to C(j)$

so that the diagrams in (4.4a), (4.4b), (4.4c), and (4.4d) commute.
Proposition 4.6. For each \( \lambda \in (4.1) \), there is a function

\[
(4.1) \quad \square(4.3) \rightarrow \square(1.4)
\]

Proof. If \((\Psi, g) \in \square(4.3)\) then \((k' \circ \Psi, g)\) is an element of \(\square(1.4)\). See the diagram in (4.7). \(\square\)
We now compare a lift in the diagram in (4.1) to the vanishing of $\chi_h$.

**Lemma 4.8.** Suppose given the solid arrows in the diagram in (1.4), and assume that $i_{1,A} \oplus f(j)$ and $i_1 \oplus f(j)$. There is a function

$$\ell : \ker(\chi) \to \Box(4.1).$$

**Proof.** Since $i_{1,A} \oplus f(j)$, there is a lift $\lambda$ in the diagram in (4.9).

Then the diagram in (4.10a) commutes. A lift in the diagram in (4.10a) and $c(a) \circ \hat{h}$ define a map $\mu : N_1(i) \to C(j)$. Using this map, the diagram in (4.10b) commutes. Since $i_1 \oplus f(j)$, the diagram in (4.10b) has a lift $\nu$.

Expanding the diagram in (4.10b), the diagrams in (4.11a) and (4.11b) commute.

The diagram in (4.11a) shows that $B \xrightarrow{i_0} \text{Cyl}(B) \xrightarrow{\nu} C(j)$ and $\lambda$ define a map $N_0(i) \to C(j)$. To verify this is a lift for the diagram in (4.1), notice that the restriction to $\text{Cyl}(A)$ commutes by the diagram in (4.9) and the restriction to $B$ commutes by the diagram in (4.11b).
Using Lemmas \(4.2\) and \(4.8\), \(\hat{h} \in \ker(\chi)\) gives the following (minor) variation on the diagram in \((4.3)\).

\[(4.12)\]

The following result is an immediate consequence of Proposition \(4.6\) and Lemma \(4.8\). 

**Theorem 4.13** (Theorem 1.9.iii). Suppose given the solid arrows in the diagram in \((1.4)\) and assume \(i_1A \Box f(j)\) and \(i_1 \Box f(j)\).

If there is an \(\hat{h} \in \Box(1.8)\) so that \(\chi_{\hat{h}}\) is trivial and \((4.12)\) is nonempty then \((1.4)\) is nonempty.

**Remark 4.14.** The hypotheses \(i_1A \Box f(j)\) and \(i_1 \Box f(j)\) can be satisfied by assuming \(A\) is cofibration (so \(i_1A\) is a cofibration) and \(i_1\) is an acyclic cofibration. These parallel the assumption that \(B\) is a CW complex in Theorem 1.1.

Note that this theorem requires \((1.8)\) to be nonempty, so in the following result we include that assumption explicitly.

**Corollary 4.15.** For maps \(i : A \to B\) and \(\alpha : X \to Y\) assume

- \(i_1A \Box f(j)\), \(i_1 \Box f(j)\), \(i \Box (\alpha \to *)\)
- \(i \Box [\alpha, \alpha]\).

If \(\chi\) is trivial then \(i \Box \alpha\).

**Remark 4.16.** The statement paralleling this for Proposition 2.7 doesn’t seem to have a similarly clear presentation and so we have omitted it.

We now turn to some special cases of Theorem 4.13.

### 4.1. \(A\) is initial.**

If \(A\) is the initial object, we are in the case considered in Theorem 1.1. Here \(\hat{h}\) is a map \(B \to F(\alpha)\) so that

\[
\begin{array}{ccc}
\emptyset & \xrightarrow{\hat{h}} & F(\alpha) \\
\downarrow & & \downarrow \\
B & \to & * \\
\end{array}
\]

commutes. That is, it is a map \(B \to F(\alpha)\) with no additional conditions. In Theorem 4.13 the hypothesis \(i_1A \Box f(j)\) is vacuous and \(i_1 \Box f(j)\) becomes \(i_1B \Box f(j)\). Then we have the following version of Theorem 4.13.

**Corollary 4.17.** Suppose given the solid arrows in the diagram in \((1.4)\) with \(A\) the initial object. Assume \(i_1B \Box f(j)\).

If there is an \(\hat{h} : B \to F(\alpha)\) so that \(\chi_{\hat{h}}\) is trivial and \((4.12)\) is nonempty then \((1.4)\) is nonempty.

**Remark 4.18.** If \(B\) is cofibrant, the following diagram will produce a choice of \(\hat{h}\).

\[
\begin{array}{ccc}
\emptyset & \xrightarrow{\hat{h}} & F(\alpha) \\
\downarrow & & \downarrow \\
B & \xrightarrow{f} & Y \\
\end{array}
\]
The map $\chi$ in Theorem 1.1 is defined using this diagram with the mapping cylinder for $F(a)$ and the inclusion as $\hat{h}$.

4.2. Sections. The maps in a commutative diagram as in (4.19)

\[
\begin{array}{ccc}
A & \xrightarrow{g} & X \\
\downarrow{\alpha} & & \downarrow{\alpha} \\
B & \xrightarrow{f} & Y \\
\end{array}
\]

define maps for the diagram (1.4) if we take $H$ to be the composite

\[
\text{Cyl}(A) \xrightarrow{\pi} A \xrightarrow{i} B \xrightarrow{f} Y = \text{Cyl}(A) \xrightarrow{\pi} A \xrightarrow{h} X \xrightarrow{\alpha} Y.
\]

Corollary 4.20. Suppose the diagram in (4.19) commutes and assume $i_1 \circ f(j)$ and $i_1 \circ \alpha$.

If there is an $\hat{h} \in \sqcup(1.8)$ so that $\chi_{\hat{h}}$ is trivial and $\sqcup(4.12)$ is nonempty then there is a (strict) lift in the diagram in (4.19).

Proof. The hypothesis $i_1 \circ f(j)$ of Lemma 4.8 can be removed since

\[
\text{Cyl}(A) \xrightarrow{\pi} A \xrightarrow{h} X \xrightarrow{c(\alpha)} F(a) \xrightarrow{c(j)} C(j).
\]

defines a lift $\lambda$ in the diagram in (4.9).

Using Theorem 4.13 we have maps $K$ and $g$ so that the diagram in (1.4) commutes. Since $i_1 \circ \alpha$ and the diagram in (4.21a) commutes, the diagram in (4.21a) has a lift $J$. Then $B \xrightarrow{i_0} \text{Cyl}(B) \xrightarrow{J} X$ is an extension of $g$ lifting $f$ since the diagram in (4.21b) commutes. \qed

Remark 4.22. If $i: A \to B$ is a cofibration and $h$ is a lift of $f \circ i$, then the following diagram produces a choice of $\hat{h}$

\[
\begin{array}{ccc}
A & \xrightarrow{h} & X \\
\downarrow{f} & & \downarrow{f(a)} \\
B & \xrightarrow{f} & Y \\
\end{array}
\]

5. Model categories

At its core, and similar to many other results in this paper, the proof of Proposition 3.5 is a strategic sequence of lifts. We first outline those lifts in a preliminary lemma.

Let $\text{Cyl}(Z)$ be a good cocylinder for $Z$ and $Z \xrightarrow{i} \text{Cyl}(Z) \xrightarrow{\text{ev}_0 \times \text{ev}_1} Z \times Z$ be the diagonal.

Lemma 5.1. Let $i: A \to B$ and $\theta: X \to Z$. If

- $i_0 \circ (\text{Cyl}(Z) \xrightarrow{\text{ev}_0 \times \text{ev}_1} Z \times Z)$,
- $\theta(\text{Cyl}(Z) \xrightarrow{\text{ev}_0} Z)$, and
• \( i \mathcal{C}(X \times_{\theta, ev_0} \text{Cocyl}(Z) \xrightarrow{ev_1} Z) \),

then \( i \mathcal{C}\theta \).

The third of these hypotheses is the most interesting since it describes compatibility between \( i \) and \( \theta \) in a way that generalizes the classical dimension and connectivity compatibility for spaces.

**Proof.** Let \( f, h \) and \( H \) be as in the diagram in (5.2).

![Diagram](5.2)

Using these maps (5.3a) commutes. If \( \sigma \in \mathcal{C}(5.3a) \), the diagram in (5.3b) commutes.

![Diagram](5.3a) \quad ![Diagram](5.3b)

If \( g \times \tau \in \mathcal{C}(5.3b) \), the diagram in (5.4a) defines a map \( N(i) \xrightarrow{\nu} \text{Cocyl}(Z) \) so that the diagram in (5.4b) commutes.

![Diagram](5.4a) \quad ![Diagram](5.4b)

If \( \phi \in \mathcal{C}(5.4b) \), then \( K = ev_1 \circ \phi : \text{Cyl}(B) \to Z \) and \( g : B \to X \) make the diagram in (5.2) commute. \( \square \)

**Lemma 5.5.** If \( A \) is cofibrant and \( Z \) is fibrant, \( i_0, A \mathcal{C}(\text{Cocyl}(Z) \xrightarrow{ev_0} Z \times Z) \) (and \( \mathcal{C}(5.3a) \) is nonempty). If \( i \) is a cofibration and \( Z \) is fibrant, \( \mathcal{C}(\text{Cocyl}(Z) \xrightarrow{ev_0} Z) \) (and \( \mathcal{C}(5.4b) \) is nonempty).

**Proof.** For the first statement, if \( A \) is cofibrant, \( A \xrightarrow{i_0} \text{Cyl}(A) \) is an acyclic cofibration. If \( Z \) is fibrant, \( \text{Cocyl}(Z) \xrightarrow{ev_0 \times ev_1} Z \times Z \) is a fibration

For the second statement, if \( Z \) is fibrant \( \text{Cocyl}(Z) \xrightarrow{ev_0} Z \) is an acyclic fibration. \( \square \)

**Proof of Proposition 3.5.** Lemma 5.5 translates the hypotheses of this statement to that of Lemma 5.1. That result completes the proof. \( \square \)

In the spirit of Lemma 5.5 we can also give assumptions that imply \( i \mathcal{C}(X \times_{\theta, ev_0} \text{Cocyl}(Z) \xrightarrow{ev_1} Z) \).
Lemma 5.6. Suppose the model category is right proper. If \( i : A \to B \) is a cofibration and \( \theta : X \to Z \) is a weak equivalence between fibrant objects, then \( i \Box (X \times_{\theta, e_0} \text{Coy}(Z) \xrightarrow{\text{ev}_1} Z) \) (and \( (5.3b) \) is nonempty).

Proof. We have the two pullback diagrams in \((5.7a)\) and \((5.7b)\).

\[
\begin{align*}
(5.7a) & \quad X \times_{\theta, e_0} \text{Coy}(Z) \xrightarrow{\text{proj}_2} \text{Coy}(Z) \quad (5.7b) & \quad X \times_{\theta, e_0} \text{Coy}(Z) \longrightarrow \text{Coy}(Z) \\
\downarrow & \downarrow \theta & \downarrow \text{ev}_0 \\
X & \xrightarrow{\theta} Z & \xrightarrow{\text{ev}_1} Z \times Z
\end{align*}
\]

The composites in the diagrams in \((5.8a)\) and \((5.8b)\) are the same map.

\[
\begin{align*}
(5.8a) & \quad X \times_{\theta, e_0} \text{Coy}(Z) \xrightarrow{\text{proj}_2} \text{Coy}(Z) \xrightarrow{\text{ev}_1} Z \\
(5.8b) & \quad X \times_{\theta, e_0} \text{Coy}(Z) \xrightarrow{\text{id} \times \text{ev}_1} X \times Z \xrightarrow{\text{proj}_2} Z
\end{align*}
\]

If \( Z \) is fibrant, the maps \( e_0, ev_1 : \text{Coy}(Z) \to Z \) are acyclic fibrations. The model category is right proper and \( \theta \) is a weak equivalence, so the top horizontal map in the diagram in \((5.7a)\) is a weak equivalence. Composing with \( ev_1 \) implies \((5.8a)\) is a weak equivalence.

The first map in \((5.8b)\) is the left vertical map in the diagram in \((5.7b)\). It is the pullback of a fibration and so is a fibration. The second map in \((5.8b)\) is the projection. It is a fibration since \( X \) is fibrant. Therefore \((5.8b)\) is a fibration.

Since \((5.8a)\) and \((5.8b)\) are the same map it is an acyclic fibration. \( \square \)

Remark 5.9. The diagram in \((5.3b)\) is the right homotopy version of the diagram in \((1.4)\) and the results of this paper could be reworked to prioritize the diagram in \((5.3b)\) over the diagram in \((1.4)\).
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