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ABSTRACT. In this article, we investigate the category $A^G$ of equivariant objects of an additive category $A$ with respect to an action of a finite group $G$. We show that if $G$ is solvable then we can reconstruct $A$ from $A^G$ via a finite sequence of equivariantization. We also consider the possibility of a triangulated structure on $A^G$ canonical in certain sense when $A$ is triangulated and give several instances in which $A^G$ is indeed canonically triangulated.

1. INTRODUCTION

In this article, we investigate the category $A^G$ of equivariant objects of an additive category $A$ with respect to an action of a finite group $G$. We refer the reader to [20, 21] for generalities (see also §2.2) and to [8, 47] for classical results in some classical settings. Besides these works, [16, 19, 23, 25] are among recent works whose settings are close and/or closely related to ours.

The motivating example of this article is as follows. Recall that given a collection $p = (p_1, \ldots, p_s)$ of integers $\geq 2$ and a collection $\lambda = (\lambda_1, \ldots, \lambda_s)$ of distinct closed points of the complex projective line $\mathbb{P}^1_{\mathbb{C}}$, if $(p_1, \ldots, p_s) \neq (q, q')$, where $q \neq q'$ then there is a ramified Galois covering $\pi : Y \to X$, where $Y$ is a smooth projective curve, such that the branch locus is $\sum_{j=1}^{s} \lambda_j$ and the ramification index over $\lambda_j$ is $p_j$. Denote by $G$ the Galois group of $\pi$. Let $\mathbb{X}$ be the weighted projective line attached to the data $(p, \lambda)$ in the sense of Geigle and Lenzing [26]. Then we have an equivalence $\text{coh}^G(Y) \simeq \text{coh}\mathbb{X}$ (see [44]). See also [19] for the case of a weighted projective line of virtual genus 1.

In the remaining of this introduction, we describe the content of this article. For simplicity and clarity, we assume in this introduction that all categories are linear over a field $k$ and $|G|$ is invertible in $k$.

In §2.1, we briefly recall necessary background on separable functor and comonad. Comonad as well as its dual concept monad provides an important approach to the category of equivariant objects with respect to an action of a finite group on an additive category. For example, monad is used in [16, 19], while comonad is used in [23, 25] as well as here. In §2.2, we collect mostly standard materials on equivariantization of an additive category $A$ with respect to a $G$-action on $A$. In §2.3, we consider $G$-equivariant functors between additive categories with $G$-actions, i.e. those functors compatible with $G$-actions. We show that an adjoint of a $G$-equivariant functor is naturally $G$-equivariant and a $G$-equivariant functor that is fully faithful (resp. an equivalence) induces a fully faithful functor (resp. an equivalence) between the categories of equivariant objects. In §2.4, we consider a trivial action and two related facts are included. In §2.5, we show that if $k$ is algebraically closed, $G$ is solvable and $A$ is idempotent-complete then we can obtain $A$ from $A^G$ after a finite sequence of equivariantization. This is a common generalization of Elagin’s result [23, Theorem 1.4] in the special case when $G$ is abelian and Reiten and Riedtmann’s result [47]...
Proposition 5.3] in the special case when $A$ is the module category of a finite dimensional algebra.

In §3.1, we consider the possibility of a triangulated structure as well as a pretriangulated structure on $A^G$ when $A$ is triangulated. To achieve this, we introduce an admissible action of $G$ on $A$, which we will assume, and define a canonical triangulated structure as well as a canonical pretriangulated structure on $A^G$. We show that there is a unique canonical pretriangulated structure on $A^G$. This was first observed by Chen [18] in a slightly less general setting. Consequently, a canonical triangulated structure on $A^G$ is unique once it exists. To give instances of existence of canonical triangulated structures, we consider how equivariantization commutes with localization and with the formation of the stable category of a Frobenius category. We show that if $C$ is a triangulated subcategory of $A$ closed under the action of $G$ then $(A/C)^G$ is canonically triangulated and there is an exact equivalence up to retracts $A^G/C^G \rightarrow (A/C)^G$ which is an equivalence when $A^G/C^G$ is idempotent-complete. For an idempotent-complete Frobenius category $E$ with a $G$-action that preserves the exact structure on $E$, we show that its stable category $E^G$ has an admissible action of $G$, $E^G$ is canonically triangulated and there is an exact equivalence up to retracts $E^G \rightarrow E^G$ which is an equivalence when the stable category $E^G$ is idempotent-complete, where $E^G$ is shown to be a Frobenius category in a canonical way. We then apply these results to homotopy categories, derived categories and singularity categories to give some concrete examples in §3.2. We assume that $A^G$ is canonically triangulated in §3.3-3.5. In §3.3 and §3.4, we show how one can construct a $t$-structure on $A^G$ (resp. a (weak) semi-orthogonal decomposition of $A^G$, an exceptional collection in $A^G$, a tilting object in $A^G$) given one on $A$ (resp. of $A$, in $A$, in $A$). In §3.5, we show that $A^G$ has the same dimension with $A$ and that when $A$ is idempotent-complete and saturated, $A^G$ is also saturated.

**Notation and conventions.** Any ring in this article is assumed to be unital and associative. Modules over a ring always means a right module. We denote by $\text{Mod }A$ (resp. $\text{mod }A$, resp. $\text{proj }A$) the category of arbitrary (resp. finitely generated, resp. finitely generated projective) $A$-modules.

For a finite group $G$, $|G|$ denotes its order. Given a base field $k$, a $G$-representation over $k$ refers to a group homomorphism $G \rightarrow GL_n(V)^n$, where $V$ is a $k$-space. If $|G|$ is invertible in $k$ then $\text{Irr}(G)$ denotes a complete set of finite dimensional irreducible $G$-representations over $k$. We denote by $G^*$ the group of characters over $k$.

When we write an adjoint pair $F : A \rightleftarrows B : H$ between two categories, we always mean that $F : A \rightarrow B$ is left adjoint to $H : B \rightarrow A$. An object $X$ in a category $A$ is called a retract of another object $Y \in A$ if there is a morphism $u : X \rightarrow Y$ with a retraction (i.e., a morphism $v : Y \rightarrow X$ such that $vu = \text{Id}_X$). A functor $F : A \rightarrow B$ is said to be dense up to retracts (resp. dense up to direct summands) if each object in $B$ is a retract (resp. direct summand) of an object in the essential image of $F$. An equivalence up to retracts (resp. direct summands) is a functor that is fully faithful and dense up to retracts (resp. direct summands).

An integer $n$ is said to be invertible in an additive category $A$ if for each morphism $f$ in $A$, there exists a unique morphism $g$ such that $ng = f$. The unique morphism is also denoted by $\frac{1}{n}f$.
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2. EQUIVARIANTIZATION OF ADDITIVE CATEGORIES

2.1. A reminder on separable functor and comonad. In this subsection, we review some necessary background on separable functors and comonads and our exposition mainly follows [18, §2-3].

Following [41], a functor $F : C \to B$ between two categories is called separable if the natural transformation

$$F : \text{Hom}_C(-,-) \to \text{Hom}_B(F-,F-)$$

between bifunctors from $C^{op} \times C$ to the category of sets admits a retraction

$$\Phi : \text{Hom}_B(F-,F-) \to \text{Hom}_C(-,-),$$

i.e., a natural transformation $\Phi$ such that $\Phi F = \text{Id}$. The following fact characterizes when a left adjoint is separable (see [46, Theorem 1.2], [18, Lemma 2.2]).

**Lemma 2.1.** Given an adjoint pair $F : C \rightleftarrows B : H$ with unit $\eta : \text{Id} \to HF$ and counit $\epsilon : FH \to \text{Id}$, the following are equivalent:

1. $F$ is separable;
2. there exists a natural transformation $\xi : HF \to \text{Id}$ such that $\xi \eta = \text{Id}$;
3. there exist two natural transformations $\phi : HF \to \text{Id}$ and $\psi : \text{Id} \to HF$ such that $\phi \psi = \text{Id}$.

Now we turn to comonad. We refer the reader to [33, 3], where the dual concept monad is considered, for a detailed account. Recall that a *comonad* on a category $B$ is a triple $T = (T, e, \Delta)$, where $T$ is an endofunctor of $B$, $e : T \to \text{Id}$ is a natural transform called the counit and $\Delta : T \to T^2$ a natural transform called the comultiplication, making the following diagrams commute

$$\begin{align*}
T &\xrightarrow{\Delta} T^2 \\
\downarrow \Delta &\Downarrow T\Delta \\
T^2 &\xrightarrow{\Delta T} T^3
\end{align*}$$

An adjoint pair $F : C \rightleftarrows B : H$ with unit $\eta : \text{Id} \to HF$ and counit $\epsilon : FH \to \text{Id}$ gives rise to a comonad $(FH, e, F\eta H)$ on $B$.

**Remark 2.2.** Dually, one can define a monad $(M, \eta, \mu)$ on a category $A$ consisting of an endofunctor $M : A \to A$, the unit $\eta : \text{Id} \to M$ and the multiplication $\mu : M^2 \to M$, subject to the relations $\mu \circ M \mu = \mu \circ \mu M$ and $\mu \circ M \eta = \text{Id}_M = \mu \circ \eta M$.

A comonad $(T, e, \Delta)$ is called separable (see [7, 6.3] or [6, 2.9]) if there exists a natural transformation $\sigma : T^2 \to T$ making the following diagrams commute

$$\begin{align*}
\begin{array}{ll}
T^2 &\xrightarrow{T\Delta} T^3 \\
\downarrow \Delta T &\Downarrow \sigma T \\
T^3 &\xrightarrow{T\sigma} T^2
\end{array} &\begin{array}{ll}
T &\xrightarrow{\Delta} T^2 \\
\downarrow \Delta &\Downarrow \sigma \\
T^2 &\xrightarrow{T\sigma} T^2
\end{array}
\end{align*}$$
We already know that an adjoint pair yields a comonad and one solution (due to Eilenberg-Moore) of the converse problem is the construction of the category $B_T$ of $T$-comodules for a given comonad $T = (T, e, \Delta)$ on $B$. Recall that a $T$-comodule is a pair $(X, f)$ consisting of an object $X \in B$ and a morphism $f : X \to TX$ in $B$ making the following diagrams commute:

\[
\begin{align*}
X & \xrightarrow{f} TX \\
TX & \xrightarrow{Tf} T^2X \\
\end{align*}
\]

A morphism $a : (X, f) \to (X', f')$ of $T$-comodules is a morphism $a : X \to X'$ rendering commutative the diagram:

\[
\begin{align*}
X & \xrightarrow{f} TX \\
X' & \xrightarrow{f'} TX'. \\
\end{align*}
\]

There is an adjoint pair $F_T : B_T \rightleftarrows B : H_T$, $F_T : B_T \to B$ (called the forgetful functor) is defined by the assignment $F_T((X, f)) = X$ for an object $(X, f) \in B_T$ and $F_T(h) = h$ for a morphism $h \in B_T$; $H_T$ by the assignment $H_T(X) = (TX, \Delta_X)$ for an object $X \in B$ and $H_T(h) = T(h)$ for a morphism $h \in B$. The counit $\epsilon_T$ of the adjoint pair $(F_T, H_T)$ is $\epsilon_T = e$ and the unit $\eta_T$ is given by $(\eta_T)_X(f) = f$ for $(X, f) \in B_T$. Note that the comonad defined by the adjoint pair $(F_T, H_T, \eta_T, \epsilon_T)$ coincides with $T$. The forgetful functor $F_T$ is a separable functor iff $T$ is a separable comonad (see [6, 2.9(2)]).

Let $F : C \rightleftarrows B : H$ be an adjoint pair with unit $\eta$ and counit $\epsilon$, and $T = (FH, e, F\eta H)$ the comonad that it defines in $B$. Then there is a unique functor $K : C \to B_T$ (see [33, Theorem VI.3.1]), called the comparison functor, such that $KH = H_T, F_TK = F$. In fact, $K$ is defined such that $K(X) = (FX, F\eta_X)$ for an object $X \in C$ and $K(f) = F(f)$ for a morphism $f$ in $C$. $K$ is fully faithful on the essential image of $H$ (see e.g. [18, Lemma 3.3]). The functor $F$ is called comonadic (or of effective descent type) resp. precomonadic (or of descent type) if $K$ is an equivalence resp. fully faithful. A characterization when $F$ is precomonadic or comonadic is given by Beck’s theorem. We don’t try to recall it here since we will not need it and we refer the reader to [4], [39, Thereom 2.1], [3, Theorem 3.3.4] and [33, Theorem VI.7.1], where the conclusion for the dual concept monad is stated.

The following fact (see [18, Proposition 3.5]) relates separability of $F$ to separability of $T$ and (“almost”) comonadicity of $F$.

**Proposition 2.3.** Let $F : C \rightleftarrows B : H$ be an adjoint pair with unit $\eta$ and counit $\epsilon$, and $T = (FH, e, F\eta H)$ the comonad that it defines on $B$. Then $F$ is separable iff $T$ is separable and if the comparison functor $K : C \to B_T$ is an equivalence up to retracts.

Here is an immediate corollary (see [39, Corollary 3.17, Proposition 3.18], [22, Corollaries 3.10-3.11], [18, Corollary 3.6]).

**Corollary 2.4.** With the same notation as in Proposition 2.3, assume further $C$ is idempotent-complete. Then $F$ is separable iff $T$ is separable and if $F$ is comonadic.

2.2. **Recollections on equivariantization.** Let $k$ be a field, $A$ an additive category and $G$ a finite group with unit $e$.

**Definition 2.5.** A (right) action of $G$ on an additive category $A$ means the following data:
- a collection $\{F_g : g \in G\}$ of autoequivalences of $A$;
- a collection $\{\delta_{g,h} : F_g F_h \to F_{hg}\}$ of natural isomorphisms satisfying a 2-cocyle condition, i.e., such that for each $g, h, l \in G$, the following diagram

\[
\begin{align*}
\end{align*}
\]
commutes
\[ F_g F_h F_l F_{g \delta h} F_{g h} F_{gh} F_{ghl} \]
\[ \delta_{g,h} F_l \]
\[ \delta_{g,h} F_l \]
\[ F_{hg} F_l F_{g l} F_{g \delta h} F_{g h} F_{gh} F_{ghl} \]
\[ \delta_{g,h} F_l \]
\[ \delta_{g,h} F_l \]

We will denote such a $G$-action by $\{ F_g, \delta_{g,h} | g, h \in G \}$. If each $F_g$ is an automorphism and $\delta_{g,h} = \text{Id}$ for each $g, h \in G$ then we say that the action is a strict action. Note that a strict action of $G$ on $A$ amounts to a group homomorphism $G \to \text{Aut}(A)$, where $\text{Aut}(A)$ is the group of automorphisms of $A$. When $A$ is $k$-linear, we will insist that the action be $k$-linear, i.e., $F_g s$ are $k$-linear. So we will not mention a $k$-linear action explicitly.

**Remark 2.6.** Here we record a point of view in the language of monoidal categories (see [21]). Let $\mathcal{G}$ be the monoidal category: the objects of $\mathcal{G}$ are elements of $G$, the only morphisms are the identities and the tensor product is given by multiplication in $G$. Let $\text{End}(\mathcal{A})$ denote the category of ($k$-linear) additive endofunctors of ($k$-linear) $\mathcal{A}$, which is a monoidal ($k$-linear) category with composition of functors as its tensor product. A ($k$-linear) action of $G$ on $\mathcal{A}$ is the same as an action of $\mathcal{G}$ on $\text{End}(\mathcal{A})$, that is, we are given a monoidal functor $F: \mathcal{G} \to \text{End}(\mathcal{A})$.

**Remark 2.7.** One can similarly define a left action of $G$ on $\mathcal{A}$, that is, a collection of $\{ E_g | g \in G \}$ of autoequivalences of $\mathcal{A}$ and a collection $\{ \gamma_{g,h}: E_g E_h \to E_{gh} | g, h \in G \}$ of natural isomorphisms satisfying a similar 2-cocycle condition. The assignment
\[ E_g = F_g^{-1}, \quad \gamma_{g,h} = \delta_{g^{-1},h^{-1}}, \quad g, h \in G \]
allows one to transfer a right action $\{ F_g, \delta_{g,h} \}$ to a left action $\{ E_g, \gamma_{g,h} \}$ and vice versa.

Given a $G$-action $\{ F_g, \delta_{g,h} | g, h \in G \}$ on $\mathcal{A}$, there exists a unique natural isomorphism $\Xi: F_g \cong \text{Id}$, which is called the unit of the action, such that $F_g \Xi = \delta_{g,e} \Xi F_g = \delta_{g,e}$. For $g \in G$, we have $F_g \Xi = \delta_{g,e} \Xi F_g = \delta_{g,e}$. Moreover, for each $g \in G$, we have an adjoint pair $(F_g, F_g^{-1})$ with unit $\delta_{g^{-1},g} \circ \Xi^{-1}$ and counit $\Xi \circ \delta_{g,g^{-1}}$.

The following commutative diagrams are necessary in checking commutativity of diagrams occurring later.

**Lemma 2.8.** For $g, h, k, l \in G$, the following diagram
\[ F_g F_h F_k F_l F_{g \delta h} F_{g h} F_{gh} F_{ghl} \]
\[ \delta_{g,h} F_l \]
\[ \delta_{g,h} F_l \]
\[ F_{hg} F_l F_{g l} F_{g \delta h} F_{g h} F_{gh} F_{ghl} \]
\[ \delta_{g,h} F_l \]
\[ \delta_{g,h} F_l \]

commutes.

**Proof.** This follows readily from the 2-cocycle condition satisfied by $\delta_{g,h}$.

**Corollary 2.9.** For $g, h \in G$, we have a commutative diagram of natural isomorphisms
\[ \text{Hom}(F_g F_h A, B) \to \text{Hom}(F_h F_g, B) \to \text{Hom}(A, F_{g^{-1}} F_{h^{-1}} B) \]
\[ \text{Hom}(F_h A, B) \to \text{Hom}(A, F_{(h^{-1})^{-1}} B), \]
where each horizontal arrow is given by the relevant adjoint pair and the left (resp. right) vertical arrow is induced by $\delta_{g,h}^{-1}$ (resp. $\delta_{h^{-1},g^{-1}}$).

**Proof.** One can use Lemma 2.8. We leave the details to the reader.
Suppose $A$ admits a $G$-action $\{F_g, \delta_{g,h}\}$ with unit $\Xi$. A $G$-equivariant object of $A$ is a pair $(A, \{\lambda^A_g \mid g \in G\})$, where $A$ is an object in $\mathcal{A}$ and $\{\lambda^A_g \mid g \in G\}$ is a collection of isomorphisms, called an equivariant structure on $A$, such that for each $g, h \in G$, the following diagram commutes

\[
\begin{array}{ccc}
F_g F_h A & \xrightarrow{F_g \delta_{h,A}} & F_g A \\
\downarrow{\delta_{g,h,A}} & & \downarrow{\lambda^A_g} \\
F_{gh} A & \xrightarrow{\lambda^A_{gh}} & A.
\end{array}
\]

In this case, we have $\lambda^A_e = \Xi_A$. By abuse of language, we will also say that $A \in \mathcal{A}$ is $G$-equivariant with its equivariant structure implicit. An object $B \in \mathcal{A}$ is called $G$-invariant if $F_g(B) \cong B$ for all $g \in G$. If $B \in \mathcal{A}$ is $G$-equivariant then obviously it is $G$-invariant.

Let $(A, \{\lambda^A_g\}), (B, \{\lambda^B_g\})$ be $G$-equivariant objects of $\mathcal{A}$. Then there is a right action of $G$ on $\text{Hom}_\mathcal{A}(A, B)$ defined by

\[
f.g = \lambda^B_g \circ F_g(f) \circ (\lambda^A_g)^{-1}
\]

for $g \in G, f \in \text{Hom}_\mathcal{A}(A, B)$. Moreover, $G$ acts on the endomorphism ring $\text{End}_\mathcal{A}(A)$ of $A$ by automorphism of a ring. The category $\mathcal{A}^G$ of equivariant objects consists of $G$-equivariant objects of $\mathcal{A}$ and a morphism $f : (A, \{\lambda^A_g\}) \to (B, \{\lambda^B_g\})$ in $\mathcal{A}^G$ is a morphism $f \in \text{Hom}_\mathcal{A}(A, B)$ that is invariant under the induced action of $G$ on $\text{Hom}_\mathcal{A}(A, B)$. $\mathcal{A}^G$ is called the equivariantization of $\mathcal{A}$ with respect to the action of $G$. $\mathcal{A}^G$ is also an additive category. If $\mathcal{A}$ is an abelian category then so is $\mathcal{A}^G$.

Suppose $A$ is $k$-linear. Given a $G$-representation $\rho : G \to GL_k(V)^G$, we have a $k$-linear endofunctor

\[
\rho : \mathcal{A} \longrightarrow \mathcal{A}^G, \quad (A, \{\lambda^A_g\}) \mapsto (A \otimes V, \{\lambda^A_g \otimes \rho_g\})
\]

sending a morphism $f$ in $\mathcal{A}^G$ to $f \otimes \text{Id}_V$. ($\otimes$ is always short for $\otimes_k$ in this article.)

We need the following standard fact.

**Lemma 2.10.** If $A$ is $k$-linear and $A, B \in \mathcal{A}$ are $G$-equivariant then for finite dimensional $G$-representations $V, W$ over $k$, we have an isomorphism of $G$-representations

\[
\text{Hom}_\mathcal{A}(A \otimes V, B \otimes W) \cong \text{Hom}_\mathcal{A}(A, B) \otimes \text{Hom}_k(V, W).
\]

**Proof.** This follows from direct verification. \qed

We have the following

**Corollary 2.11** (cf. [12, Lemma 4.1]). If $A$ is $k$-linear, $|G|$ is invertible in $k$ and $A, B \in \mathcal{A}$ are $G$-equivariant then we have a decomposition of $\text{Hom}_\mathcal{A}(A, B)$ as a $G$-representation

\[
\text{Hom}_\mathcal{A}(A, B) \cong \bigoplus_{\rho \in \text{Irr}(G)} \text{Hom}_\mathcal{A}(A \otimes \rho, B) \otimes \rho.
\]

**Proof.** For a finite dimensional $G$-representation $V$, we have isomorphisms of $G$-representations

\[
\text{Hom}_\mathcal{A}(V, \text{Hom}_\mathcal{A}(A, B)) \cong V^G \otimes \text{Hom}_\mathcal{A}(A, B) \cong \text{Hom}_\mathcal{A}(A \otimes V, B).
\]

The desired follows readily. \qed

Here are two standard examples of equivariantization.

**Example 2.12.** Let $R$ be a ring and $G$ a finite group. Suppose $R$ admits a right $G$-action by automorphisms, that is, we are given a group homomorphism $\rho : G \to \text{Aut}(R)^G$. We also write $\rho(g)(a) = a^g$ for $g \in G, a \in R$. For $g \in G$ and $M \in \text{Mod} R$, the twisted module $M^g$ is defined such that $M^g = M$ as an abelian group and the new $R$-action $g \cdot M^g$ is defined by $m \cdot a^g = m \cdot a^{g^{-1}}$ for $m \in M$ and $a \in R$. This yields an automorphism $(-)^g : \text{Mod} R \to \text{Mod} R$. 


Mod $R$ sending a morphism $f$ in Mod $R$ to $f$, which is actually isomorphic to extension by scalars along the ring isomorphism $\rho(g) \colon R \to R$. Then we have a strict $G$-action

$$\{ F_g = (-)^g \} \text{ on Mod } R.$$

Recall also that we have a skew group algebra $RG$, which is a free left $R$-module with elements in $G$ as a basis and has multiplication defined by $(ag)(d'g') := ad'^{g'}g$ for $a, d' \in R, g, g' \in G$. There is a canonical isomorphism

$$\Phi : \text{Mod } RG \cong (\text{Mod } R)^G$$

such that $\Phi(M) = (M, \{ \lambda^M_g \})$ for an object $M \in \text{Mod } RG$, where $\lambda^M_g$ is defined by

$$\lambda^M_g : M^g \to M, \quad m \mapsto m.g,$$

and $\Phi(f) = f$ for a morphism $f$ in Mod $RG$. $\Phi$ restricts to an isomorphism $\text{mod } RG \cong (\text{proj } R)^G$.

**Example 2.13.** Let $X$ be a scheme of finite type over a field $k$ and let $\text{coh}(X)$ be the category of coherent sheaves on $X$. Suppose $X$ admits a right $G$-action by $k$-automorphisms, that is, we are given a group homomorphism $\rho : G \to \text{Aut}_k(X)^{\text{op}}$, where $\text{Aut}_k(X)$ is the group of automorphisms of $X$ as a $k$-scheme. Then there is a strict $G$-action $\{ F_g \}$ on $\text{coh}(X)$, where $F_g = \rho(g)_*$ is pushout along the $k$-automorphism $\rho(g) : X \to X$.

There are an obvious forgetful functor $\omega : A^G \to A$, forgetting the $G$-equivariant structure, and an induction functor $\text{Ind} : A \to A^G$ such that $\text{Ind}(A)$ is $\bigoplus_{g \in G} F_g(A)$ equipped with an obvious equivariant structure. Sometimes we will denote the induction functor by $\text{Ind}^G$ to avoid possible confusion.

The following properties are essential for us.

**Lemma 2.14.** (1) $\omega$ is a faithful conservative additive functor. $\text{Ind}$ is left and right adjoint to $\omega$ such that the composition $X \to \text{Ind}\omega(X) \to X$ of adjunctions equals $|G| \cdot \text{Id}_X$.

(2) $\text{Ind}$ is a separable functor. If $|G|$ is invertible in $A$ then $\omega$ is a separable functor.

(3) If $A$ is idempotent-complete and $|G|$ is invertible in $A$ then each object $X \in A^G$ is a direct summand of $\text{Ind}\omega(X)$ in $A^G$.

(4) If $|G|$ is invertible-complete then so is $A^G$.

**Proof.** For (1), see e.g. [21, Lemma 4.6]. (3) follows from (1). That $\omega$ is separable under the assumption that $|G|$ is invertible in $A$ follows from (1) and Lemma 2.1. The argument for $\text{Ind}$ being separable is similar since the composition $A \to \omega=\text{Ind}(A) \to A$ of adjunctions is $\text{Id}_A$. (4) is [16, Lemma 2.3].

Let $C$ be a strictly full additive subcategory of $A$. We say that $C$ is $G$-invariant if for

$$g \in G, F_g(C) \subset C,$$

equivalently, for $g \in G, F_g(C) = C$. In this case, the $G$-action on $A$ restricts to an action on $C$. $C^G$ is naturally identified with the full subcategory $\omega^{-1}(C)$ of $A^G$. Thus we will not distinguish $C^G$ with $\omega^{-1}(C)$. If $A \in A$ is $G$-invariant then we have $\text{Ind}(A) = (\text{add } A)^G$, where $\text{add } A$ refers to the full subcategory of $A$ consisting of direct summands of finite direct sums of $A$.

We will also need to consider restriction of a $G$-action on $A$ to an action of a subgroup $H$ of $G$. Let $G/H = \{ Hg_1, \ldots, Hg_n \}$, where $\{ g_1 = e, \ldots, g_n \}$ is a fixed complete set of representatives of right cosets of $H$ in $G$. The $G$-action on $A$ restricts to an $H$-action on $A$ in an obvious way. We have an obvious restriction functor $\text{Res}^H : A^G \to A^H$, generalizing the forgetful functor above, and an induction functor $\text{Ind}^H : A^H \to A^G$, generalizing the induction functor above, such that $\text{Ind}(\{ \lambda^H_h | h \in H \})$ is $\bigoplus_{h=1}^n F_h(A)$ endowed with an obvious equivariant structure. Still, we have the following similar fact.

**Lemma 2.15.** (1) The triple $\{ \text{Ind}^H, \text{Res}^H, \text{Ind}^G \}$ is an adjoint triple such that the composition $U \to \text{Res}^H \circ \text{Ind}^G(U) \to U$ of adjunctions is $\text{Id}_U$ and the composition $X \to \text{Ind}^G \circ \text{Res}^H(X) \to X$ of adjunctions is $|G/H| \cdot \text{Id}_X$. 


2. Ind\(H\)\textsuperscript{G} is a separable functor; if \(|G/H|\) is invertible in \(A\) then \(\text{Res}\_G^H\) is a separable functor.

We now investigate the relation between equivariantization and idempotent-completion. Recall that the idempotent-completion \(\hat{A}\) of \(A\) is defined as follows: objects of \(\hat{A}\) are pairs \((A, a)\), where \(A \in A\) and \(a \in \text{Hom}_A(A, A)\) is an idempotent; a morphism \(f : (A_1, a_1) \to (A_2, a_2)\) in \(\hat{A}\) is a morphism \(f : A_1 \to A_2\) in \(A\) satisfying \(f = a_2 f a_1\). We have a canonical functor \(i : A \to \hat{A}\) sending an object \(A \in A\) to \((A, 1) \in \hat{A}\) and sending a morphism \(f\) in \(A\) to \(f\), which is an equivalence up to direct summands. Given an additive functor \(F : A \to B\) between two additive categories, there is an induced additive functor \(\hat{F} : \hat{A} \to \hat{B}\) sending an object \((A, a) \in \hat{A}\) to \((F(A), F(a)) \in \hat{B}\) and sending a morphism \(f\) in \(\hat{A}\) to \(F(f)\). \(\hat{F}\) is an equivalence iff \(F\) is an equivalence up to retracts.

Observe that a \(G\)-action \([F_g, \delta_{g,h}]\) on \(A\) induces a \(G\)-action \([\hat{F}_g, \hat{\delta}_{g,h}]\) on \(\hat{A}\), where \(\hat{F}_g : \hat{A} \to \hat{A}\) is induced by the autoequivalence \(F_g : A \to A\) and \(\hat{\delta}_{g,h}\) is defined by \(\hat{\delta}_{g,h}(A,a) = \delta_{g,h}(A,a) \circ F_g F_h(a)\).

**Lemma 2.16.** There is a fully faithful functor \(\hat{A}^G \to \hat{A}^G\) that is an equivalence when \(|G|\) is invertible in \(A\).

**Proof.** Define a functor \(F : \hat{A}^G \to \hat{A}^G\) such that

\[
F((((A, \lambda^A), a)) = ((A, a), \lambda^A(a) = a \circ \lambda^A)
\]

and such that \(F(f) = f\) for a morphism \(f\) in \(\hat{A}^G\). \(F\) is well-defined and one readily sees that \(F\) is fully faithful. Now suppose \(|G|\) is invertible in \(A\). By Lemma 2.14(4), \(\hat{A}^G\) is idempotent-complete. Then each object \((((A, a), \lambda^A(a)))\) in \(\hat{A}^G\) is a direct summand of \(\text{Ind}(A, a)\). Since \(\hat{A}^G\) is idempotent-complete, to see that \(F\) is an equivalence, it suffices to note that

\[
\text{Ind}(A, a) = F((\text{Ind}(A), \text{Ind}(a)))
\]

lies in the essential image of \(F\).

**Remark 2.17.** Given an action of \(G\) on \(A\), one can associate another category \(A/G\), the orbit category. \(A/G\) has the same objects with \(A\). For \(A, B \in A/G\),

\[
\text{Hom}_{A/G}(A, B) := \oplus_{g \in G} \text{Hom}_A(A, F_g(B)).
\]

Composition of morphisms is defined in an obvious way. It’s shown in [16, Proposition 2.4] that there is a fully faithful comparison functor

\[
\text{Ind} : A/G \longrightarrow A^G, \quad X \mapsto \text{Ind}(X),
\]

which is an equivalence up to retracts if \(|G|\) is invertible in \(A\). In contrast, a severe problem with \(A/G\) is that \(A/G\) need not be idempotent-complete even if \(A\) is.

2.3. \(G\)-equivariant functors. For additive categories with \(G\)-actions, it’s very natural to consider functors between them that are compatible with \(G\)-actions. In the language of monoidal categories, such a functor bears the name of a module functor \([43]\).

Let \(A, B\) and \(C\) be additive categories equipped with \(G\)-actions \(\{M_g, \alpha_{g,h}\}, \{N_g, \beta_{g,h}\}\) and \(\{P_g, \gamma_{g,h}\}\), respectively.

**Definition 2.18.** (1) An additive functor \(F : A \to B\) is called \(G\)-equivariant if there exists a collection \(\{\phi_g : F M_g \to N_g F | g \in G\}\) of natural isomorphisms such that for all
Proof. By Lemma 2.19, is an adjoint pair with unit \( \phi_h \) is an adjoint pair. If \( \phi_h \) is a morphism, then \( \phi_h \) is a natural transformation. Let \( \theta : F_1 \to F_2 \) be a natural transformation. \( \theta \) is called \( G \)-equivariant if for \( g \in G \), the following diagram commutes

\[
\begin{align*}
F_1 M_g & \xrightarrow{\phi_g} F_2 M_g \\
N_g F_1 & \xrightarrow{\phi_g} N_g F_2
\end{align*}
\]

where \( \Xi \) resp. \( \Upsilon \) is the unit of the \( G \)-action on \( A \) resp. \( B \).

(2) Let \( F_1, F_2 : A \to B \) be two \( G \)-equivariant additive functors with equivariant structures \( \{ \phi^1_g \}, \{ \phi^2_g \} \), respectively. Let \( \theta : F_1 \to F_2 \) be a natural transformation. \( \theta \) is called \( G \)-equivariant if for \( g \in G \), the following diagram commutes

\[
\begin{align*}
F_1 M_g & \xrightarrow{\phi^1_g} F_2 M_g \\
N_g F_1 & \xrightarrow{\phi^2_g} N_g F_2
\end{align*}
\]

Some immediate observations are in order:

(1) A \( G \)-equivariant functor \( F : A \to B \) induces an additive functor \( F^G : A^G \to B^G \).

For \( (A, \{ \chi^A_g \}) \in A^G, F^G((A, \chi^A_g)) = (FA, \{ \kappa^{FA}_g \}) \), where \( \kappa^{FA}_g = F(\chi^A_g) \phi^{-1}_g \), for a morphism \( f \) in \( A^G \), \( F^G(f) = Ff \). We have an equality \( F \circ F^G = F \circ F \) and a natural isomorphism \( \Phi^G : F \circ F^G \to F^G \circ F \).

(2) If \( A \) is a \( G \)-invariant additive subcategory of \( A \) and \( i : A \hookrightarrow A \) is the inclusion functor then \( i \) is naturally \( G \)-equivariant. In particular, \( i^G \) is naturally \( G \)-equivariant and we have \( Id^G_A = Id^G_A \).

(3) Let \( F : A \to B, H : B \to C \) be two \( G \)-equivariant functors with equivariant structures \( \{ \phi^1_g : F M_g \to N_g F \}, \{ \phi^2_g : H N_g \to P_g H \} \), respectively. For \( g \in G \), define \( \tau_g = \phi^2_g \circ H \phi^1_g \). It’s direct to check that \( \tau_g \) makes \( H \circ F \) a \( G \)-equivariant functor and that \( (H \circ F)^G = H^G \circ F^G \).

(4) Let \( F_1, F_2 : A \to B \) be two \( G \)-equivariant functors and \( \theta : F_1 \to F_2 \) a \( G \)-equivariant natural transformation. \( \theta \) induces a natural transformation \( \theta^G : F^G_1 \to F^G_2 \) such that

\[
\theta^G((A, \chi^A_g)) = \theta_A.
\]

Now we show that an adjoint of a \( G \)-equivariant functor is also \( G \)-equivariant. This may remind one of the fact that an adjoint of an exact functor between triangulated categories is also exact.

Lemma 2.19. Let \( A, B \) be additive categories with \( G \)-actions. Suppose \( F : A \rightleftarrows B : H \) is an adjoint pair. If \( F \) is \( G \)-equivariant then \( H \) is naturally \( G \)-equivariant for which the unit \( v : Id \to HF \) and the counit \( \mu : FH \to Id \) are \( G \)-equivariant. Moreover, \( (F^G, H^G) \) is an adjoint pair with unit \( v^G \) and counit \( \mu^G \). A similar result holds if \( H \) is \( G \)-equivariant.

Proof. In this proof, we will sometimes write a morphism set \( \text{Hom}(C, D) \) as \( (C, D) \) for short and one will see that there will be no ambiguity about which category the morphism set belongs to. Let \( \{ M_g, \alpha_{g,h} \} \) resp. \( \{ N_g, \beta_{g,h} \} \) be the \( G \)-action on \( A \) resp. \( B \) with unit \( \Xi \) resp. \( \Upsilon \). For \( g \in G \), let

\[
\alpha_g = \Xi \circ \alpha_{g^{-1}, g}, \quad \beta_g = \Upsilon \circ \beta_{g^{-1}, g}.
\]

Suppose \( \{ \phi_g : F M_g \to N_g F \} \) makes \( F \) \( G \)-equivariant. For \( g \in G \), the composition of the following isomorphisms

\[
(A, H N_g B) \to (FA, N_g B) \to (N_g^{-1} FA, B) \to (F M_g^{-1} A, B) \to (M_g^{-1} A, H B) \to (A, M_g H B)
\]
defines a natural isomorphism $\sigma_g : HN_g \to M_g H$. We will show that $\{\sigma_g\}$ makes $H$
$G$-equivariant. Consider the following diagram

$$(FM_g M_g A, B) \xrightarrow{\sim F\phi_g A} (N_g FM_g A, B) \xrightarrow{\sim \phi_g^{-1} M_g A} (N_g H N_g H A, B),$$

where each vertical arrow is the adjunction map of the corresponding adjoint pair, the top
rectangle is induced by the rectangular diagram of (2.9) and the bottom rectangle is induced
by a similar diagram for $H$ involving certain $\sigma_g$'s. Since $F$ is $G$-equivariant, the top rectan-
gle commutes. One can see that the two squares on the left and right side commute, where
one needs to use Corollary 2.9, that the rectangles on the front and back side commute,
where one needs to use the definition of $\sigma_g$'s. So the bottom rectangle commutes. This
establishs the rectangular commutative diagram for $H$ to be $G$-equivarian. The triangular
commutative diagram for $H$ to be $G$-equivariant is easy to be established. Thus $H$ is indeed
$G$-equivariant.

Now we show that the unit $\nu : Id \to HF$ is $G$-equivariant. For $A \in A$ and $g \in G$, since
$F$ is $G$-equivariant, we have a commutative diagram

$$(FA, FA) \xrightarrow{-\circ F\phi_g A} (FM_g^{-1} M_g A, FA) \xrightarrow{-\circ \phi_g^{-1} M_g A} (N_g^{-1} FM_g A, FA),$$

where the unadorned arrow is given by the corresponding adjoint pair. Moreover, there is
a unique morphism

$$\theta_{g,A} : \text{Hom}(FA, FA) \longrightarrow \text{Hom}(FM_g^{-1} M_g A, FA)$$

rendering commutative the following diagram

$$(FA, FA) \xrightarrow{N_g} (N_g FA, N_g FA) \xrightarrow{-\circ \phi_{g,A}} (FM_g^{-1} M_g A, FA) \xrightarrow{\phi_{g,A}} (FM_g A, N_g FA).$$

Note that $\theta_{g,A}(\text{Id}_{FM_g A}) = \text{Id}_{FM_g A}$. Then it is ready to see the existence of the following commutative diagram
where each unadorned arrow is given by the corresponding adjoint pair. It follows that we have \(H\phi_g \circ \nu M_g = \sigma_g F \circ M_g \nu\) for \(g \in G\). That is, \(\nu\) is \(G\)-equivariant. So we have proved that \(H\) is \(G\)-equivariant and the unit \(\nu\) of the adjoint pair \((F, H)\) is \(G\)-equivariant if \(F\) is \(G\)-equivariant. Then by duality, we can see that the counit \(\mu\) is also \(G\)-equivariant.

And then it is easy to show that the adjunction map

\[
\text{Hom}_B(FA, B) \Rightarrow \text{Hom}_A(A, HB)
\]

is \(G\)-equivariant if \(A, B\) are equivariant and \(FA, HB\) are endowed with the induced equivariant structure. It follows that we have an adjoint pair

\[
F^G : A^G \rightleftarrows B^G : H^G
\]

with unit \(\nu^G\) and counit \(\mu^G\).

By duality, we see that a similar result holds if \(H\) is \(G\)-equivariant. \(\Box\)

A \(G\)-equivariant functor that is fully faithful (resp. an equivalence) induces a fully faithful functor (resp. an equivalence).

**Proposition 2.20.** Suppose \(A, B\) are additive categories with \(G\)-actions. Let \(F : A \to B\) be a \(G\)-equivariant functor. If \(F : A \to B\) is an equivalence (resp. fully faithful) then so is \(F^G : A^G \to B^G\).

**Proof.** The assertion when \(F\) is fully faithful is obvious. The assertion when \(F\) is an equivalence follows readily from this and Lemma 2.19. \(\Box\)

Here are examples of \(G\)-equivariant functors.

**Example 2.21.** Suppose \(A\) has a \(G\)-action. Let the idempotent-completion \(\hat{A}\) of \(A\) be endowed with the induced \(G\)-action. It’s easy to check that the canonical functor \(i : A \to \hat{A}\) is \(G\)-equivariant. Thus we have a fully faithful functor \(i^G : A^G \to \hat{A}^G\).

**Example 2.22.** Suppose \(A\) is idempotent-complete and \(\{M_g, a_g, \xi_g\}\) is a \(G\)-action on \(A\) with unit \(\Xi\). Let \((A, \{A^A\}) \in A^G\). Recall that we have an equivalence

\[
\text{Hom}_{A}(A, -) : \text{add} A \overline{\Rightarrow} \text{proj} \text{End}_{A}(A).
\]

If we equip \(\text{proj} \text{End}_{A}(A)\) with the \(G\)-action \(\{N_g = (-)^g\}\) induced by the \(G\)-action on the ring \(\text{End}_{A}(A)\) (see Example 2.12) then \(\text{Hom}_{A}(A, -)\) is \(G\)-equivariant. Indeed, for \(B \in \text{add} A\), define a mapping

\[
\phi_{g, B} : \text{Hom}_A(A, M_g(B)) \rightarrow N_g(\text{Hom}_A(A, B))
\]

by

\[
\phi_{g, B}(h) = \Xi_B \circ a_g^{-1} \circ g_B \circ M_g^{-1}(h) \circ (\lambda^A_{g^{-1}})^{-1}.
\]

One easily sees that \(\phi_{g, B}\) is an isomorphism of right \(\text{End}_{A}(A)\)-modules and is functorial in \(B\), thereby yielding a natural isomorphism

\[
\phi_{g} : \text{Hom}_A(A, M_g(-)) \rightarrow N_g \circ \text{Hom}_A(A, -),
\]

and \(\{\phi_g\}\) makes \(\text{Hom}_A(A, -)\) \(G\)-equivariant. Then we have an equivalence

\[
\text{Hom}_A(A, -)^G : (\text{add} A)^G \overline{\Rightarrow} (\text{proj} \text{End}_{A}(A))^G.
\]

If \(|G|\) is invertible in \(A\) then we have an equivalence

\[
\text{add Ind}(A) = (\text{add} A)^G \simeq \text{proj} \text{End}_{A}(A)G
\]

and thus \(\text{End}_{A}(\text{Ind}(A))\) is Morita equivalent to the skew group ring \(\text{End}_{A}(A)G\).

Suppose additionally that \(A\) is \(k\)-linear and \(\text{End}(A) = k\). By the discussion above, we have

\[
(\text{add} A)^G = \{A \otimes \rho \mid \text{finite dimensional indecomposable} \; kG\text{-modules} \; \rho\},
\]
where the second $A$ is equipped with any fixed equivariant structure. If $|G|$ is invertible in $k$ then we have

$$(\text{ad} \ A)^G = \text{ad} \bigoplus_{\rho \in \text{Irr}(G)} A \otimes \rho = \text{ad} \ A \otimes kG,$$

where $kG$ is the regular representation of $G$, and for $\rho, \rho' \in \text{Irr}(G)$, by Lemma 2.10, we have

$$\text{Hom}_{A^G}(A \otimes \rho, A \otimes \rho') = \begin{cases} k & \text{if } \rho = \rho' \\ 0 & \text{otherwise.} \end{cases}$$

**Example 2.23.** Let $A$ be a Hom-finite additive $k$-category, where $k$ is a field. Recall from [10, 48] that a Serre functor of $A$ is an autoequivalence $\mathbb{S}$ of $A$ such that there is a bifunctorial isomorphism

$$\text{Hom}_A(A, B)^* \cong \text{Hom}_A(B, \mathbb{S}A),$$

where $(-)^* = \text{Hom}_k(-, k)$. Now suppose $G$ acts on $A$ with $|G|$ invertible in $k$. It’s shown in [16] that $A^G$ also admits a Serre functor, induced by $\mathbb{S}$. Here we describe a different proof. In this example, we write a morphism space $\text{Hom}(C, D)$ as $(C, D)$ for short. As usual, we obtain a natural isomorphism

$$\sigma_g : \mathbb{S}F_g \xrightarrow{\cong} F_g \mathbb{S}$$

from the following isomorphisms

$$(B, \mathbb{S}F_g A) \cong (F_g A, B)^* \cong (A, F_g^{-1} B)^* \cong (F_g^{-1} B, \mathbb{S}A) \cong (B, F_g \mathbb{S}A).$$

We make our first claim that $\{\sigma_g\}$ makes $\mathbb{S}$ $G$-equivariant. So $\mathbb{S}$ induces a $k$-linear autoequivalence $\mathbb{S}^G : A^G \to A^G$. Moreover, we have

$$\mathbb{S}\omega = \omega \mathbb{S}, \quad \sigma = \bigoplus_{g \in G} \sigma_g : \mathbb{S}^G \text{Ind} \to \text{Ind} \mathbb{S}.$$

For $X, Y \in A^G$, let

$$f_{X,Y} : (\text{Ind} \omega \omega(X), Y)^* \longrightarrow (Y, \mathbb{S}^G \text{Ind} \omega(X))$$

be the composition of the following isomorphisms

$$(\text{Ind} \omega \omega(X), Y)^* \to (\omega X, \omega Y)^* \to (\omega Y, \mathbb{S} \omega X) \to (Y, \text{Ind} \omega \omega \omega X) \to (Y, \mathbb{S}^G \text{Ind} \omega(X)).$$

For each $X \in A^G$, recall that the composition $X \xrightarrow{\eta_X} \text{Ind} \omega \omega(X) \xrightarrow{\varepsilon_X} X$ of adjunctions equals $|G| \cdot \text{Id}_X$. Let $e_X : \text{Ind} \omega \omega(X) \to \text{Ind} \omega \omega(X)$ be the idempotent $1 - \frac{|G|}{|G|} \varepsilon_X$. We make our second claim that there is a commutative diagram

$$\begin{array}{ccc}
\text{Ind} \omega \omega(X), Y)^* & \xrightarrow{(-\sigma_X)^*} & (\text{Ind} \omega \omega(X), Y)^* \\
\downarrow f_{X,Y} & & \downarrow f_{X,Y} \\
(Y, \mathbb{S}^G \text{Ind} \omega(X)) & \xrightarrow{\mathbb{S}^G \eta_X \sigma} & (Y, \mathbb{S}^G \text{Ind} \omega(X)),
\end{array}$$

bi-functorial in $X, Y \in A^G$. Then there is a unique bifunctorial isomorphism $\kappa_{X,Y} : (X, Y)^* \longrightarrow (Y, \mathbb{S}^G X)$ making the following diagram commute

$$\begin{array}{ccc}
(X, Y)^* & \xrightarrow{(-\sigma_X)^*} & (\text{Ind} \omega \omega(X), Y)^* \\
\downarrow \kappa_{X,Y} & & \downarrow f_{X,Y} \\
(Y, \mathbb{S}^G X) & \xrightarrow{\mathbb{S}^G \eta_X \sigma} & (Y, \mathbb{S}^G \text{Ind} \omega(X)) \end{array}$$

because the two left horizontal arrows are kernels. This shows that $\mathbb{S}^G$ is a Serre functor of $A^G$. 

It remains to prove our two claims. Let us show our first claim. The triangular commutative diagram for $\mathbb{S}$ to be $G$-equivariant is easy to be established and to establish the rectangular commutative diagram, it suffices to prove the commutativity of the following diagram

\[
\begin{array}{ccc}
(SF_xF_yC, SF_yF_xC) & \xrightarrow{\eta_xF_yC^{-}} & (SF_xF_yC, F_ySF_yC) \\
\downarrow^{{\eta_{F_yC}}} & & \downarrow^{{\eta_{F_yC}}} \\
(SF_xF_yC, SF_yF_xC) & \xrightarrow{\eta_{SF_yC}} & (SF_xF_yC, F_ySF_yC) \\
\downarrow^{{\eta_{SF_yC}}} & & \downarrow^{{\eta_{SF_yC}}} \\
(SF_xF_yC, F_ySF_yC) & \xrightarrow{\eta_{F_yC}} & (SF_xF_yC, F_ySF_yC)
\end{array}
\]

where the unadorned arrows represent the obvious isomorphisms. Indeed, the commutativity of the above diagram can be obtained by combining a few commutative diagrams, among which two diagrams take the form (2.7) given in Corollary 2.9 and the others are evidently commutative. To show our second claim, note that for $(A, \{\lambda^A_g\}) \in \mathcal{A}^G$, since $\mathbb{S}$ is $G$-equivariant, $\mathbb{S}A$ has an induced equivariant structure $\{\lambda^\mathbb{S}A_g \colonequals \mathbb{S}(\lambda^A_g)\sigma^{-1}_{g,A}\}$. Given another object $(B, \{\lambda^B_g\}) \in \mathcal{A}^G$, one can check that the isomorphism

\[
\text{Hom}_A(A, B)^\ast \cong \text{Hom}_A(B, \mathbb{S}A)
\]

is in fact an isomorphism of $G$-representations. To do this, one needs the commutativity of the following diagram

\[
\begin{array}{ccc}
(A, B)^\ast & \xrightarrow{F_x} & (\mathbb{S}A) \\
\downarrow^{{(F_x)^\ast}} & & \downarrow^{{\sigma_{\mathbb{S}A}^{-1}}} \\
(F_gA, F_gB)^\ast & \xrightarrow{F_g} & (F_gB, \mathbb{S}A)
\end{array}
\]

which can be obtained by combining a few obviously commutative diagrams. And then one readily sees that there is a commutative diagram

\[
\begin{array}{ccc}
(\text{Ind} \omega X, Y)^\ast & \xrightarrow{\omega X} & (\omega X, \omega Y)^\ast \\
\downarrow^{{\omega X}} & \downarrow^{{\omega}} & \downarrow^{{\omega Y}} \\
(\text{Ind} \omega X, Y)^\ast & \xrightarrow{\omega X} & (\omega X, \omega Y)^\ast
\end{array}
\]

where

\[
\begin{align*}
e'_X & = 1 - e_X = \frac{1}{|G|} \eta_X e_X, \\
a & = \{ u \mapsto \frac{1}{|G|} \sum_{g \in G} u \cdot g \}, \\
b & = \{ v \mapsto \frac{1}{|G|} \sum_{g \in G} v \cdot g \}, \\
c & = \{ w \mapsto \sigma_A \circ \mathbb{S} e'_X \circ_A e^{-1} \circ_A w \}.
\end{align*}
\]

We are done.
2.4. Trivial action. Now let us define a trivial action (see [38, §3.3]). Let $G$ be a finite group with unit $e$ and $A$ an additive category.

**Definition 2.24.** An action $\{F_g, \delta_{g,h} \mid g, h \in G\}$ of $G$ on $A$ is said to be trivial if there is a trivialization of this action, i.e., a collection $\{\xi_g : F_g \sim \text{Id}_A \mid g \in G\}$ of natural isomorphisms such that for each $g, h \in G$, the following diagram

$$
\begin{array}{ccc}
F_g F_h & & \rightarrow F_{gh} \\
\delta_{g,h} \downarrow & & \downarrow \xi_{gh} \\
F_g & & \rightarrow \text{Id}
\end{array}
$$

commutes.

In this case, $\xi_g$ coincides with the unit of the action. Moreover, each $A \in A$ has an equivariant structure $\{\xi_g, A \mid g \in G\}$, which is called the trivial equivariant structure. $G$ acts trivially on $\text{Hom}_A(A, B)$ if $A, B$ are equipped with the trivial equivariant structures. If $A$ is linear over a field $k$ then for $A \in A$ we have an isomorphism

$$\bigoplus_{\xi_g, A} : \text{Ind}(A) \longrightarrow A \otimes kG$$

in $A^G$, where the $A$ on the right hand side is equipped with the trivial equivariant structure and $kG$ is the (right) regular representation of $G$.

In case of a trivial action, it is known that $A^G$ decomposes as in the following proposition (cf. [12, §4.2], [38, Proposition 3.3]).

**Proposition 2.25.** If $G$ acts trivially on an idempotent-complete additive $k$-category $A$ and $|G|$ is invertible in $k$ then

$$A^G = \coprod_{\rho \in \text{Irr}(G)} A \otimes \rho \simeq \coprod_{\rho \in \text{Irr}(G)} A,$$

where for each $A \otimes \rho \in A \otimes \rho$, $A$ is equipped with the trivial equivariant structure.

**Proof.** As in [38, Proposition 3.3], one uses Lemma 2.10 to conclude that

$$\text{Hom}_{A^G}(A \otimes \rho, A \otimes \rho') = 0$$

for $\rho \neq \rho' \in \text{Irr}(G)$ and that the functor

$$A \longrightarrow A \otimes \rho, \quad A \mapsto A \otimes \rho$$

sending a morphism $f$ in $A$ to $f \otimes \text{Id}_\rho$ is an equivalence for each $\rho \in \text{Irr}(G)$. To show $A^G = \coprod_{\rho \in \text{Irr}(G)} A \otimes \rho$, it remains to show that each $X \in A^G$ decomposes as $X = \bigoplus_{\rho \in \text{Irr}(G)} X_\rho$, where $X_\rho \in A \otimes \rho$. We need the following simple

**Lemma 2.26.** Suppose $B$ is an idempotent-complete additive category. Let $Y_1, Y_2 \in B$ with $\text{Hom}(Y_1, Y_2) = 0 = \text{Hom}(Y_2, Y_1)$. If $Y \in B$ is a direct summand of $Y_1 \oplus Y_2$ then $Y$ decomposes as $Y = Y_1 \oplus Y_2$ such that $Y_1$ resp. $Y_2$ is a direct summand of $Y_1$ resp. $Y_2$.

Since $X$ is a direct summand of

$$\text{Ind}_{\text{Id}}(X) \cong \text{Id}(X) \otimes kG \cong \bigoplus_{\rho \in \text{Irr}(G)} \text{Id}(X) \otimes \rho,$$

where $n_\rho = \dim_k \rho^\vee$, we know that $X = \bigoplus_{\rho \in \text{Irr}(G)} X_\rho$ by the above lemma, where $X_\rho$ is a direct summand of $\text{Id}(X) \otimes \rho$. Since $A \otimes \rho \simeq A (\rho \in \text{Irr}(G))$ is idempotent-complete, $A \otimes \rho$ as a full subcategory of $A^G$ is closed under direct summands. So $X_\rho \in A \otimes \rho$. We are done. \qed
Remark 2.27. We remark that we cannot drop the assumption that $A$ is idempotent-complete (which is missing in [38, Proposition 3.3]). For example, let the bounded derived category $D^b(\text{mod } k)$ be endowed with the trivial $G$-action induced by the trivial action of $G$ on $k$.

Let $A$ be the smallest triangulated subcategory of $D^b(\text{mod } k)$ containing $k\oplus k$. Take two characters $\chi_1 \neq \chi_2$ of $G$ over $k$ (suppose the character group $G^*$ is not trivial). Then the object $k \otimes \chi_1 \oplus k \otimes \chi_2 \in A^G$ does not lie in the subcategory $\bigoplus_{\rho \in \text{Irr}(G)} A \otimes \rho$.

Given a group homomorphism $\phi : G_1 \to G_2$ between two finite groups and a $G_2$-action $\{ M_{a, \phi(a')}, a, a' \in G_2 \}$ on $A$, restriction along $\phi$ yields a $G_1$-action

$$N_b := M_{\phi(b)}, b' := a_{\phi(b)\phi(b')} \in G_1$$

on $A$. In particular, consider a normal subgroup $H$ of a finite group $G$. If $A$ admits a $G/H$-action then restriction along the quotient map $G \to G/H$ yields a $G$-action on $A$, which in turn restricts to a trivial $H$-action on $A$.

Now suppose $A$ is an idempotent complete additive $k$-category with a $G/H$-action, where $k$ is a field, and equip $A$ with the induced $G$-action. We want to relate $A^{G/H}$ to $A^G$.

Since the action of $H$ on $A$ is trivial, there is a decomposition

$$A^H = \bigoplus_{\rho \in \text{Irr}(H)} A \otimes \rho.$$ 

Since the restriction functor $\text{Res}^H_G : A^G \to A^H$ is faithful, there is a decomposition

$$A^G = \bigoplus_{\rho \in \text{Irr}(H)} (A^G)_\rho,$$

where $(A^G)_\rho = (\text{Res}^H_G)^{-1}(A \otimes \rho)$ is the full subcategory of $A^G$ consisting of those objects whose images under $\text{Res}^H_G$ lie in $A \otimes \rho$.

Proposition 2.28. Let $A$ be an idempotent-complete additive $k$-category with a $G/H$-action. Then we have an equivalence

$$F : A^{G/H} \xrightarrow{\simeq} (A^G)_{\rho_0}$$

such that

$$\text{proInd}^G \cong F \text{Ind}^{G/H},$$

where $\rho_0$ is the trivial $H$-representation over $k$ and $\text{pr}$ is the projection of $A^G$ to its component $(A^G)_{\rho_0}$.

Proof. Let $G/H = \{ Hg_i \mid 1 \leq i \leq n \}$, where we have fixed a complete set of representatives $\{ g_1 = e, \ldots, g_n \}$ and let $\{ F_{Hg_i} : Hg_i \to Hg_i \}$ be the $G/H$-action on $A$. Define a functor

$$F : A^{G/H} \longrightarrow (A^G)_{\rho_0}$$

as follows: $F$ sends an object $(A, \{ \mu_{Hg_i}^A \})$ in $A^{G/H}$ to $(A, \{ \nu_g^A \})$, where $\nu_g^A = \mu_{Hg_i}^A$ (suppose $g \in Hg_i$). $F$ sends a morphism $f$ in $A^{G/H}$ to $f$. One readily sees that $F$ is well-defined.

In particular, we have $(A, \{ \nu_g^A \}) \in (A^G)_{\rho_0}$. It’s also easy to see that $F$ is an equivalence.

Let $i : (A^G)_{\rho_0} \hookrightarrow A^G$ be the inclusion functor. Note that we have two adjoint pairs

$$(\text{proInd}^G, \omega_\circ F) \text{ and } (F \text{Ind}^{G/H}, \omega_\circ F^{-1}),$$

where $F^{-1}$ is a quasi-inverse of $F$. Since $\omega = \omega_\circ \omega_\circ F$, we have $\text{proInd}^G \cong F \text{Ind}^{G/H}$.

$\square$
2.5. **Reconstruction of** \( \mathcal{A} \) **from** \( \mathcal{A}^G \) **via equivariantization.** Let \( k \) be a field. Suppose \( G \) is a finite group with \( |G| \) invertible in \( k \) and \( \mathcal{A} \) is an idempotent-complete additive \( k \)-category with an action of \( G \). It’s well-known that there is a de-equivariantization process \( (\sim)_G \) such that \( (\mathcal{A}^G)_G \cong \mathcal{A} \) (see [21]). We show in this subsection that if moreover \( G \) is solvable and \( k \) is algebraically closed then it is possible to obtain \( \mathcal{A} \) from \( \mathcal{A}^G \) via equivariantization. This is a common generalization of Reiten and Riedtmann’s result [47, Proposition 5.3] and Elagin’s result [23, Theorem 1.3]. Our proof is almost along the same lines with Elagin’s proof of [23, Theorem 1.3].

Denote by \( G' \) the commutator group of \( G \). Observe that we have a strict action \( \{- \otimes \chi \mid \chi \in \mathcal{G}'\} \) of the character group \( \mathcal{G}' \) on \( \mathcal{A}^G \).

**Theorem 2.29.** Suppose that \( \mathcal{A} \) is an idempotent-complete \( k \)-linear additive category, where \( k \) is an algebraically closed field, and that \( |G| \) is invertible in \( k \). Then there is an equivalence

\[
(\mathcal{A}^G)^G \cong \mathcal{A}'^G.
\]

In particular, if \( G \) is solvable then we can obtain \( \mathcal{A} \) from \( \mathcal{A}^G \) after a finite sequence of equivariantization; if \( G \) is abelian then we have an equivalence \( (\mathcal{A}^G)^G \cong \mathcal{A} \).

The special case when \( G \) is abelian is Elagin’s result. When \( \mathcal{A} = \text{Mod} \mathcal{R} \) for a finite dimensional algebra \( \mathcal{R} \), our proposition specializes to Reiten and Riedtmann’s results [47, Proposition 5.3] and [47, Corollary 5.2].

**Proof.** The adjoint pair

\[
\omega : (\mathcal{A}^G)^G \rightleftarrows \mathcal{A}^G : \text{Ind}
\]
gives us a comonad \( T_1 = (F_1 = \omega \circ \text{Ind}, \epsilon_1, \Delta_1) \) on \( \mathcal{A}^G \); the adjoint pair

\[
\text{Ind}_{G'}^G : \mathcal{A}^G \rightleftarrows \mathcal{A}^G : \text{Res}_{G'}^G
\]
gives another comonad \( T_2 = (F_2 = \text{Ind}_{G'}^G \circ \text{Res}_G^G, \epsilon_2, \Delta_2) \) on \( \mathcal{A}^G \). Since \( \omega \) and \( \text{Ind}_{G'}^G \) are separable functors and since \( (\mathcal{A}^G)^G \) and \( \mathcal{A}^G \) are idempotent-complete by Lemma 2.14(4), we know from Corollary 2.4 that the comparison functors

\[
(\mathcal{A}^G)^G \rightarrow (\mathcal{A}^G)_{T_1}, \quad \mathcal{A}^G \rightarrow (\mathcal{A}^G)_{T_2}
\]

are equivalences. To show \( (\mathcal{A}^G)^G \cong \mathcal{A}'^G \), it sufficies to show that the two comonads \( T_1, T_2 \) on \( \mathcal{A}^G \) are isomorphic.

We have

\[
F_1 = - \otimes \left( \bigoplus_{\chi \in \mathcal{G}'} \chi \right) : \mathcal{A}^G \rightarrow \mathcal{A}^G.
\]

Moreover, \( \epsilon_1 : F_1 \rightarrow \text{Id} \) is induced by the morphism of \( G \)-representations

\[
\bigoplus_{\chi \in \mathcal{G}'} \chi \rightarrow k_{\text{trivial}}, \quad 1_\chi \mapsto \begin{cases} 1 & \text{if } \chi = k_{\text{trivial}} \\ 0 & \text{otherwise} \end{cases}
\]

where \( k_{\text{trivial}} \) is the trivial representation, and that \( \Delta_1 : F_1 \rightarrow F_1 \circ F_1 \) is induced by the morphism of \( G \)-representations

\[
\bigoplus_{\chi \in \mathcal{G}'} \chi \rightarrow (\bigoplus_{\chi \in \mathcal{G}'} \chi) \otimes (\bigoplus_{\chi \in \mathcal{G}'} \chi), \quad 1_\chi \mapsto \sum_{\chi' \in \mathcal{G}'} 1_{\chi'^{-1}} \otimes 1_{\chi'}.
\]

Suppose \( G/G' = \{ G'g_i \mid 1 \leq i \leq n \} \) (\( g_1 = e \)) and let \( kG/G' \) be the \( k \)-space with basis \( \{ G'g_i \mid 1 \leq i \leq n \} \) equipped with the natural \( G \)-action. We have still another comonad \( T_3 = (F_3 = - \otimes kG/G', \eta_3, \Delta_3) \) on \( \mathcal{A}^G \), where \( \epsilon_3 : F_3 \rightarrow \text{Id} \) is defined by the morphism of \( G \)-representations

\[
kG/G' \rightarrow k\text{trivial}, \quad G'g_i \mapsto 1
\]

and \( \Delta_3 : F_3 \rightarrow F_3 \circ F_3 \) is defined by the morphism of \( G \)-representations

\[
kG/G' \rightarrow kG/G' \otimes kG/G', \quad G'g_i \mapsto G'g_i \otimes G'g_i.
\]
We first show that $T_1 \cong T_3$. Since the abelian group $G/G'$ by assumption has order invertible in the algebraically closed field $k$, we have an isomorphism

$$a : \bigoplus_{x \in G'} x \longrightarrow kG/G'$$

as $G$-representations (and as $G/G'$-representations). By the linear independence of characters of $G/G'$, we can suppose $a\left(\sum_{x \in G'} 1_x\right) = G'e$. $a$ induces a natural transform $\varepsilon : F_1 \to F_3$. To see that $\varepsilon$ is compatible with the counits and comultiplications, it suffices to note that we have two commutative diagrams of $G$-representations

$$\begin{array}{ccc}
\bigoplus_{x \in G'} x & \xrightarrow{a} & k_{\text{trivial}} \\
\downarrow & & \downarrow \\
kG/G' & \underset{a \otimes a}{\longrightarrow} & kG/G' \otimes kG/G'.
\end{array}$$

This allows us to conclude $T_1 \cong T_3$.

Now we show $T_1 \cong T_2$. Define a natural transform $\theta : F_2 \to F_3$ by $\theta_{(\alpha, (\lambda_1, \ldots, \lambda_n))} = \prod_{i=1}^n \lambda_i$ for $(A, (\lambda_1, \ldots, \lambda_n)) \in A^G$. $\theta$ is well-defined and is obviously an isomorphism. It’s direct to check that $\theta$ is compatible with the counits and comultiplications and thus yields an isomorphism $T_1 \cong T_2$ of comonads.

In conclusion, we have $T_1 \cong T_3 \cong T_2$. We are done.

\[\square\]

Remark 2.30. We remark here that [47, Proposition 5.1, Corollary 5.2] hold in greater generality. In fact, if $k$ is an algebraically closed field, $A$ a $k$-algebra and $G$ a finite group with $|G|$ invertible in $k$ then there is an algebra isomorphism

$$\phi : (AG)G^* \longrightarrow \text{End}_{AG'}(AG),$$

$$ag \mapsto \{ bh \mapsto \chi(h)agbh, \text{ for } b \in A, h \in G \}, \text{ for } a \in A, \chi \in G^*,$$

where $AG$ is considered as a right $AG'$-module; in particular, the skew group ring $(AG)G^*$ is Morita equivalent to the skew group ring $AG'$. All arguments in [47] work in the current setting except the arguments showing the surjectiveness of $\phi$. Actually, one can use the linear independence of characters of $G$ to conclude that $\phi$ is surjective.

### 3. EQUIVARIANTIZATION OF TRIANGULATED CATEGORIES

Throughout this section, $G$ denotes a finite group.

#### 3.1. (Pre-)triangulated structure on categories of equivariant objects.

Let $D$ be a triangulated (resp. pretriangulated) category with a $G$-action. With an expectation that the category $D^G$ of equivariant objects is also triangulated (resp. pretriangulated), it’s natural to consider an action that is compatible with the triangulated (resp. pretriangulated) structure.

**Definition 3.1.** A $G$-action $\{F_g, \delta_{g,h}\}$ on $D$ is said to be admissible if $F_g$’s are exact autoequivalences with commutating isomorphisms $\theta_g : F_g \circ [1] \to [1] \circ F_g$ such that $\{\theta_g^{-1}\}$ makes the translation functor $[1]$ of $D$ $G$-equivariant.

In this case, the $G$-equivariant translation functor $[1]$ of $D$ induces a translation functor (i.e. an autoequivalence) $D^G \to D^G$, which is also denoted by $[1]$. We have an equality $\omega[1] = [1] \circ \omega$ and a natural isomorphism

$$\theta = \underbrace{\bigcirc_{g \in G} \theta_g}_\triangleleft : \text{Ind}[1] \to [1] \circ \text{Ind}.$$

**Definition 3.2.** Given an admissible $G$-action on a triangulated (resp. pretriangulated) category $D$, a triangulated (resp. pretriangulated) structure on $D^G$ such that the forgetful functor $\omega : D^G \to D$ is exact is called a canonical triangulated (resp. pretriangulated) structure.
By virtue of Balmer’s theorem [2, Theorem 4.1], Chen observed in [18] that under certain assumptions there exists a unique canonical pretriangulated structure on $D^G$. Here we slightly generalize his result [18, Lemma 4.4(3)].

**Proposition 3.3.** Suppose $G$ acts admissibly on $D$ with $|G|$ invertible in $D$. Then there exists a unique canonical pretriangulated structure on $D^G$ and exact triangles in $D^G$ are precisely those triangles whose images under $\omega$ are exact in $D$.

To prove this, the following fact is basic for us.

**Lemma 3.4 ([1]).** (1) Let $T$ be a category and let us be given a commutative diagram in $T$

\[
\begin{array}{ccc}
A & \xrightarrow{a} & B \\
\downarrow{e_1} & & \downarrow{e_2} \\
A & \xrightarrow{a} & B \\
\end{array}
\]

If $e_1, e_2$ are idempotents and $b$ is a pseudo-cokernel of $a$ then there is an idempotent $e_3 : B \to B$ making the diagram commute with $e_3$ in lieu of $e$.

(2) Let $T$ be a pretriangulated category and let

\[
\Delta_1 = (X, Y, Z, u, v, w), \quad \Delta_2 = (X', Y', Z', u', v', w')
\]

be two triangles in $T$. Then the direct sum

\[
\Delta_1 \oplus \Delta_2 = (X \oplus X', Y \oplus Y', Z \oplus Z', u \oplus u', v \oplus v', w \oplus w')
\]

is an exact triangle in $T$ iff so are $\Delta_1$ and $\Delta_2$.

(3) Let $T$ be a triangulated (resp. pretriangulated) category. Then its idempotent-completion $\hat{T}$ admits a unique triangulated (resp. pretriangulated) structure such that the canonical functor $\iota : T \to \hat{T}$ is exact. More precisely, an exact triangle in $\hat{T}$ is a triangle $(T_1, T_2, T_3, u, v, w)$ for which there is a triangle $(T'_1, T'_2, T'_3, u', v', w')$ such that the triangle

\[
(T_1 \oplus T'_1, T_2 \oplus T'_2, T_3 \oplus T'_3, u \oplus u', v \oplus v', w \oplus w')
\]

in $\hat{T}$ is isomorphic to a triangle $((U, 1), (V, 1), (W, 1), r, s, t)$ for some exact triangle $(U, V, W, r, s, t)$ in $T$.

**Proof.** (1) follows from the proof of [1, Lemma 1.13]. (2) is [1, Lemma 1.6]. The assertion in (3) on a pretriangulated category follows from the proof of [1, Theorem 1.5] and the assertion in (3) on a triangulated category is [1, Theorem 1.5] (the nontrivial part is the verification of (TR4), the octahedron axiom).

**Proof of Proposition 3.3.** Let $\Sigma$ be the set of triangles in $D^G$ whose images under $\omega$ are exact triangles in $D$.

**Step 1.** We show that $\Sigma$ defines a pretriangulated structure on $D^G$ under an additional assumption that $D$ is idempotent-complete\(^1\). In this case, we can use the full strength of the adjoint triple $(\text{Ind}, \omega, \text{Ind})$.

\(^1\)When the $G$-action is strict, Chen obtained this assertion (i.e., [18, Lemma 4.4(3)]) by applying Balmer’s theorem [2, Theorem 4.1]. We believe that Balmer’s theorem could be adapted to imply our assertion. More precisely, some related commutativity in the strict sense required in [2] could be weakened to cover our situation. Anyway, we give a direct proof of our assertion here and our proof essentially follows the proof of [2, Theorem 4.1].
We first prove (TR3). Let us be given a commutative diagram with rows being triangles in $\Sigma$
\[
\begin{array}{ccc}
X & \xrightarrow{a} & Y \xrightarrow{b} Z \xrightarrow{c} X[1] \\
\downarrow{\omega[1]} & & \downarrow{\omega[1]} \\
X' & \xrightarrow{d'} & Y' \xrightarrow{b'} Z' \xrightarrow{c'} X'[1].
\end{array}
\]
We have a commutative diagram in $D$ with rows being exact triangles
\[
\begin{array}{ccc}
\omega(X) & \xrightarrow{\omega(a)} & \omega(Y) \xrightarrow{\omega(b)} \omega(Z) \xrightarrow{\omega(c)} \omega(X)[1] \\
\downarrow{\omega(\alpha)} & & \downarrow{\omega(\beta)} & & \downarrow{\omega(\gamma)} \\
\omega(X') & \xrightarrow{\omega(d')} & \omega(Y') \xrightarrow{\omega(b')} \omega(Z') \xrightarrow{\omega(c')} \omega(X')[1].
\end{array}
\]
Define $w = \frac{1}{|G|} \sum_{g \in G} r.g.$ Then there is a commutative diagram in $D^G$
\[
\begin{array}{ccc}
X & \xrightarrow{a} & Y \xrightarrow{b} Z \xrightarrow{c} W \\
\downarrow{u} & & \downarrow{v} & & \downarrow{w} \\
X' & \xrightarrow{d'} & Y' \xrightarrow{b'} Z' \xrightarrow{c'} W'.
\end{array}
\]
This proves (TR3).

All conditions in (TR1) and (TR2) are ready to be verified except that each morphism $a : X_1 \to X_2$ embeds into a triangle in $\Sigma$, which we now show. Let
\[
\omega(X_1) \xrightarrow{\omega(a)} \omega(X_2) \xrightarrow{d} A \xrightarrow{f} \omega(X_1)[1]
\]
be an exact triangle in $D$. Let $\eta : \text{Id} \to \text{Ind}\omega$ resp. $\epsilon : \text{Ind}\omega \to \text{Id}$ be the unit resp. counit of the adjoint pair $(\omega, \text{Ind})$ resp. $(\text{Ind}, \omega)$. There is a commutative diagram with rows being triangles in $\Sigma$
\[
\begin{array}{ccc}
\text{Ind}\omega(X_1) & \xrightarrow{\text{Ind}\omega(a)} & \text{Ind}\omega(X_2) \\
\downarrow{\epsilon_1} & & \downarrow{\epsilon_2} \\
\text{Ind}\omega(X_1) & \xrightarrow{\text{Ind}\omega(d)} & \text{Ind}(A) \xrightarrow{\text{Ind}\omega(f)} \text{Ind}\omega(X_1)[1]
\end{array}
\]
\[
\begin{array}{ccc}
\text{Ind}\omega(X_1) & \xrightarrow{\text{Ind}\omega(a)} & \text{Ind}\omega(X_2) \\
\downarrow{\epsilon_3} & & \downarrow{\epsilon_4} \\
\text{Ind}\omega(X_1) & \xrightarrow{\text{Ind}\omega(d)} & \text{Ind}(A) \xrightarrow{\text{Ind}\omega(f)} \text{Ind}\omega(X_1)[1]
\end{array}
\]
where $\epsilon_i (i \in \{1, 2\})$ is the idempotent $1 \frac{1}{|G|} \eta_{X_i} \epsilon_{X_i}$ and the existence of $\epsilon_3$ follows from (TR3). Since Ind as a left adjoint preserves pseudo-cokernel, $\text{Ind}(d)$ is a pseudo-cokernel of $\text{Ind}\omega(a)$. So we can take $\epsilon_3$ to be an idempotent by Lemma 3.4(1). Moreover, we have $\epsilon_{X_i} = \text{coker}(\epsilon_i) (i \in \{1, 2\})$ and $u = \text{coker}(\epsilon_3)$ exists since $D^G$ is idempotent-complete. Then there is a morphism of triangles
\[
\Delta
\Delta
\end{array}
\]
\[
\begin{array}{ccc}
X_1 & \xrightarrow{a} & X_2 \\
\downarrow{\epsilon_{X_1}} & & \downarrow{\epsilon_{X_2}} \\
X_1 & \xrightarrow{a} & X_2 \xrightarrow{b} X_3 \xrightarrow{c} X_1[1],
\end{array}
\]
where $b$ and $c$ are the unique morphisms making the above diagram commutative. Furthermore, the commutative diagram
\[
\begin{array}{ccc}
\text{Ind}\omega(X_1) & \xrightarrow{\text{Ind}\omega(a)} & \text{Ind}\omega(X_2) \\
\downarrow{1-\epsilon_1} & & \downarrow{1-\epsilon_2} \\
\text{Ind}\omega(X_1) & \xrightarrow{\text{Ind}\omega(d)} & \text{Ind}(A) \xrightarrow{\text{Ind}\omega(f)} \text{Ind}\omega(X_1)[1]
\end{array}
\]
\[
\begin{array}{ccc}
\text{Ind}\omega(X_1) & \xrightarrow{\text{Ind}\omega(a)} & \text{Ind}\omega(X_2) \\
\downarrow{1-\epsilon_3} & & \downarrow{1-\epsilon_4} \\
\text{Ind}\omega(X_1) & \xrightarrow{\text{Ind}\omega(d)} & \text{Ind}(A) \xrightarrow{\text{Ind}\omega(f)} \text{Ind}\omega(X_1)[1]
\end{array}
\]

\[\text{Ind}(X_2) \xrightarrow{\text{Ind}(a)} \text{Ind}(Y) \xrightarrow{\text{Ind}(b)} \text{Ind}(Z) \xrightarrow{\text{Ind}(c)} \text{Ind}(X_1)[1].\]
yields a morphism of triangles

\[
\Delta \xrightarrow{\varphi_1} \text{Ind}(X_1) \xrightarrow{\text{Ind}(g)} \text{Ind}(X_2) \xrightarrow{\text{Ind}(f)} \text{Ind}(A) \xrightarrow{\theta_{\varphi_1 g f}} \text{Ind}(X_1)[1]
\]

\[
\Delta_2 \xrightarrow{\varphi_2} X_1' \xrightarrow{f_1} X_2' \xrightarrow{f_2} X_3' \xrightarrow{f_3} X_1'[1],
\]

where \(f_i = \text{coker}(1 - e_i)\) and \(d', b', c'\) are the unique morphisms making the above diagram commutative. Then we have an isomorphism of triangles

\[
(\varphi_1, \varphi_2) : \Delta \rightarrow \Delta_1 \oplus \Delta_2.
\]

Now that \(o(\Delta)\) is an exact triangle in \(D\), so is the direct summand \(o(\Delta_1)\) by Lemma 3.4(2). Hence \(\Delta_1\) lies in \(\Sigma\). This shows that each morphism in \(D^G\) embeds into a triangle in \(\Sigma\).

Step 2. We show that \(\Sigma\) defines a pretriangulated structure on \(D^G\) without assuming that \(D\) is idempotent-complete. Let \(\hat{D}\) be the idempotent-completion of \(D\). By Lemma 3.4(3), \(\hat{D}\) admits a unique pretriangulated structure such that the canonical functor \(i : D \rightarrow \hat{D}\) is exact. By Step 1, the set of triangles in \(\hat{D}\) whose images under \(o\) are exact triangles in \(\hat{D}\) defines a pretriangulated structure such that the forgetful functor \(o : \hat{D}^G \rightarrow \hat{D}\) is exact. Now that the essential image of the fully faithful functor \(i^G : D^G \rightarrow \hat{D}^G\) induced by the canonical functor \(i : D \rightarrow \hat{D}\) is closed under shifts and taking cone, \(D^G\) admits a unique pretriangulated structure such that \(i^G : D^G \rightarrow \hat{D}^G\) is exact and the set of exact triangles in \(D^G\) is precisely \(\Sigma\). Hence \(\Sigma\) defines a pretriangulated structure on \(D^G\).

Step 3. We show the uniqueness of the desired pretriangulated structure on \(D^G\). This follows from the well-known fact that if two sets \(\Sigma\) and \(\Sigma'\) of triangles satisfying \(\Sigma' \subset \Sigma\) defines a pretriangulated structure on an additive category then \(\Sigma' = \Sigma\).

\[\square\]

Remark 3.5. The condition that \(|G|\) is invertible in \(D\) is necessary. For example, let \(k\) be a field whose characteristic divides \(|G|\). The semisimple abelian category \(\text{mod } k\) admits a triangulated structure, while the abelian category \(\text{mod } k^G \approx \text{mod } kG\) does not admit a pretriangulated structure since it is not semisimple.

As an immediate corollary, we have the following fact on the uniqueness of a canonical triangulated structure under the assumption of its existence.

Corollary 3.6. If a triangulated category \(D\) has an admissible \(G\)-action and \(|G|\) is invertible in \(D\) then a canonical triangulated structure on \(D^G\) is unique once it exists and exact triangles consists of those triangles in \(D^G\) whose images are exact in \(D\).

Here are two examples of existence of a canonical triangulated structure.

Example 3.7. Suppose \(G\) acts trivially on a triangulated category \(D\) linear over a field \(k\) and \(|G|\) is invertible in \(k\). Then \(D^G\) admits a canonical triangulated structure. Indeed, let the idempotent-completion \(\hat{D}\) of \(D\) be equipped with the induced action, which is also a trivial action. Equip \(\hat{D}^G\) with the canonical pretriangulated structure. Then the equivalence \(D^G \cong \coprod_{g \in \text{Irr}(G)} \hat{D}\) given in Proposition 2.25 is an exact equivalence. Thus the canonical pretriangulated structure on \(\hat{D}^G\) is actually a triangulated structure. And then we can see that \(D^G\) admits a canonical triangulated structure.

Example 3.8. Suppose \(G\) acts admissibly on a triangulated category \(D\) with \(|G|\) invertible in \(D\) and suppose \(D^G\) admits a canonical triangulated structure. Then \(\hat{D}^G\) also admits a canonical triangulated structure and there is an exact equivalence \(F : D^G \rightarrow \hat{D}^G\), where \(F\) is the equivalence defined in the proof of Lemma 2.16. It suffices to note that \(F\) is exact in

\[\footnotesize^2\text{This trivial action case was considered in [38, Proposition 3.3] but the proof there is flawed.}\]
the current setup. Indeed, we have $F @ = @^G$, where $@^G : D^G \to D^G$ is as in Example 2.21
and $i : D^G \to D^G$ is the canonical functor. Then one readily concludes from Lemma 3.4
that $F$ is exact.

In general, we don’t know the existence of a canonical triangulated structure. In the
remaining of this subsection as well as the next subsection, we are going to give several
instances of existence of a canonical triangulated structure. We will show that certain for-

tmations of a new triangulated category almost commute with equivariantization. In each
case to be considered, we have a natural comparison functor. We will prove that such a
comparison functor induces an equivalence between idempotent-completions and thus the
functor itself is an equivalence up to retracts. This will imply the existence of a canonical
triangulated structure on the category of equivariant objects under concern. And then the

corresponding comparison functor becomes an exact equivalence up to retracts. This is

exactly what we mean by saying “almost commute”.

We start with localization. See [19, Corollary 4.4] for an analogue of the following fact
for abelian categories.

**Theorem 3.9.** Suppose $D$ is a triangulated category with an admissible $G$-action, $|G|$ is
invertible in $D$, and $D^G$ admits a canonical triangulated structure. Let $C$ be a $G$-invariant
triangulated subcategory of $D$. Then:

1. The Verdier quotient $D/C$ carries an induced admissible $G$-action and $(D/C)^G$ admits
   a unique canonical triangulated structure.

2. There is a natural exact functor $D^G/C^G \to (D/C)^G$ that is an equivalence up to re-
   tracts. In particular, we have an exact equivalence $D^G/C^G \simeq (D/C)^G$ if $D^G/C^G$ is
   idempotent-complete.

To prove this, we need the following two simple lemmas.

**Lemma 3.10** (See e.g. [42, Lemma 1.1]). Suppose $F : A \rightleftarrows B : H$ is an adjoint pair
of exact functors between triangulated categories with unit $\eta$ and counit $\epsilon$. Suppose $A_1, B_1$ are
respectively triangulated subcategories of $A$ and $B$ such that $F(A_1) \subseteq B_1, H(B_1) \subseteq A_1$.
Then the adjoint pair $(F, H, \eta, \epsilon)$ induces an adjoint pair $F_\vee : A/A_1 \rightleftarrows B/B_1 : H$ with
unit $\eta$ and counit $\epsilon$ such that $\eta_\vee = \eta_A/1$ and $\epsilon_\vee = \epsilon_B/1$. Moreover, if $F$ is a separable
functor then so is $F_\vee$.

**Lemma 3.11**. Let $F : A \rightleftarrows B : H$ be an adjoint pair between additive categories with
unit $\eta$ and counit $\epsilon$. Then the adjoint pair $(F, H, \eta, \epsilon)$ induces an adjoint pair $F_\vee : A \rightleftarrows B : H$
between the idempotent-completions with unit $\hat{\eta}$ and counit $\hat{\epsilon}$ such that $\hat{\eta}(A, x, A) = \eta_A \circ \epsilon_A$
and $\hat{\epsilon}(B, x, B) = \epsilon_B \circ \epsilon_B$. Moreover, if $F$ is a separable functor then so is $F_\vee$.

**Proof of Theorem 3.9.** Obviously $C^G$ admits a unique triangulated structure such that the
inclusion $C^G \to D^G$ is exact, which in fact coincides with the canonical triangulated
structure. The admissible action of $G$ on $D$ induces an admissible $G$-action on $D/C$ in an obvious
way. If we endow $(D/C)^G$ with the canonical pretriangulated structure then the forgetful
functor $\alpha : (D/C)^G \to D/C$ is exact. The Verdier quotient functor $Q : D \to D/C$ is evid-
tenly $G$-equivariant and then we have an exact functor $Q^G : D^G \to (D/C)^G$. Since $C^G$ lies
in the kernel of $Q^G$, $Q^G$ induces an exact functor $F : D^G/C^G \to (D/C)^G$, which further
extends to an exact functor

$$
\tilde{F} : D^G/C^G \longrightarrow (D/C)^G
$$

between the idempotent completions. Moreover, the adjoint pair $\alpha : D^G \rightleftarrows D : \text{Ind}$ of
exact functors induces an adjoint pair $\tilde{\alpha} : D^G/C^G \rightleftarrows D/C : \text{Ind}$, which in turn induces an adjoint pair

$$
\tilde{\alpha} : D^G/C^G \longrightarrow D/C : \text{Ind}.
$$
on the other hand, the adjoint pair \( \omega : (\mathcal{D}/\mathcal{C})^G \rightleftharpoons \mathcal{D}/\mathcal{C} : \text{Ind} \) induces an adjoint pair

\[
\widehat{\omega} : (\mathcal{D}/\mathcal{C})^G \rightleftharpoons \mathcal{D}/\mathcal{C} : \text{Ind}.
\]

Then we have two comonads on \( \mathcal{D}/\mathcal{C} \)

\[ T_1 = (F_1 = \widehat{\omega} \circ \text{Ind}, \epsilon_1, \Delta_1), \quad T_2 = (F_2 = \widehat{\omega} \circ \text{Ind}, \epsilon_2, \Delta_2). \]

One readily sees \( T_1 = T_2 \), which we redefine by \( T \). Since \( \widehat{\omega} \) and \( \widehat{\omega} \) are separable functors, by Corollary 2.4, we have equivalences

\[
K_1 : (\mathcal{D}/\mathcal{C})_G \xrightarrow{\cong} (\mathcal{D}/\mathcal{C})_T, \quad K_2 : (\mathcal{D}/\mathcal{C})^G \xrightarrow{\cong} (\mathcal{D}/\mathcal{C})_T,
\]

where \( K_1 \)'s are the comparison functors. Since \( K_2 \circ \hat{F} = K_1 \), \( \hat{F} \) is an equivalence. So the pretriangulated structure on \( (\mathcal{D}/\mathcal{C})^G \) is a triangulated structure. It follows that the canonical pretriangulated structure on \( (\mathcal{D}/\mathcal{C})^G \) is a triangulated structure. This finishes the proof.

A standard construction of a triangulated category is the stabilization of a Frobenius category, due to Heller [30] and Happel [28]. First let us recall that an exact category \( (\mathcal{E}, \Sigma) \) (or simply \( \mathcal{E} \)) is an additive category \( \mathcal{E} \) with an exact structure, that is, a collection \( \Sigma \) of kernel-cokernel pairs closed under isomorphism and satisfying a system of axioms in the sense of Quillen [45], where a kernel-cokernel pair \( X \rightarrow Y \rightarrow Z \) in \( \mathcal{E} \) means a pair \( X \rightarrow Y \rightarrow d \) of composable morphisms in \( \mathcal{E} \) for which \( i \) is the kernel of \( d \) and \( d \) is the cokernel of \( i \). If \( X \rightarrow Y \rightarrow d \) lies in \( \Sigma \) then it is called a conflation in \( \mathcal{E} \), an inflation and \( d \) a deflation. Here we will follow the following simplified yet equivalent system of axioms given by Keller in [35, Appendix A]:

- **(Ex0)** \( \text{Id} \) is a deflation.
- **(Ex1)** A composition of two deflations is a deflation.
- **(Ex2)** For each morphism \( f : Z' \rightarrow Z \) and each deflation \( d : Y \rightarrow Z \) in \( \mathcal{A} \), there is a cartesian square with \( d' \) a deflation

\[
\begin{array}{ccc}
Y' & \xrightarrow{d'} & Z' \\
\downarrow & & \downarrow \\
Y & \xrightarrow{d} & Z.
\end{array}
\]

- **(Ex2)** For each morphism \( h : X \rightarrow X' \) and each inflation \( i : X \rightarrow Y \) in \( \mathcal{E} \), there is a co-cartesian square with \( i' \) an inflation

\[
\begin{array}{ccc}
X & \xrightarrow{i} & Y \\
\downarrow & & \downarrow \\
X' & \xrightarrow{i'} & Y'.
\end{array}
\]

For example, an additive category admits an exact structure consisting of split short exact sequences; an abelian category admits an exact structure consisting of all short exact sequences.

An object \( P \) in an exact category \( \mathcal{E} \) is called projective if for each deflation \( d : X \rightarrow Y \) in \( \mathcal{E} \) and each morphism \( f : P \rightarrow Y \), there exists \( u : P \rightarrow X \) such that \( f = du \). \( \mathcal{E} \) is said to have enough projectives if for each \( E \in \mathcal{E} \), there is a deflation \( P \rightarrow E \) with \( P \in \text{Proj} \mathcal{E} \). Dually one defines the concept of an injective object and having enough injectives. We denote by \( \text{Proj} \mathcal{E} \) resp. \( \text{Inj} \mathcal{E} \) the full subcategory of projective resp. injective objects in \( \mathcal{E} \). An exact category \( \mathcal{E} \) is called a Frobenius category if it has enough projectives and enough injectives and if projectives coincide with injectives.
An additive functor $F : \mathcal{E}_1 \to \mathcal{E}_2$ between two exact categories is called exact if it preserves exact structures, that is, $F$ maps conflations in $\mathcal{E}_1$ to conflations in $\mathcal{E}_2$. An action $(F_g, \delta_{g,h})$ of $G$ on the exact category $\mathcal{E}$ is called admissible if $F_g$’s are exact autoequivalences. We show that given an admissible action, $\mathcal{E}^G$ admits an induced exact structure.

**Lemma 3.12.** Let $\mathcal{E}$ be an exact category with an admissible $G$-action. There is a unique maximal exact structure on $\mathcal{E}^G$ such that the forgetful functor $\omega : \mathcal{E}^G \to \mathcal{E}$ is exact. If $|G|$ is invertible in $\mathcal{E}$ then we have

$$\text{Proj} \mathcal{E}^G = (\text{Proj} \mathcal{E})^G, \quad \text{Inj} \mathcal{E}^G = (\text{Inj} \mathcal{E})^G.$$  

**Proof.** Define $\Omega$ be the collection of pairs of composable morphisms in $\mathcal{E}^G$ whose images under $\omega$ are conflations in $\mathcal{E}$. One readily sees that $\Omega$ consists of kernel-cokernel pairs and is closed under isomorphism. We show that $\Omega$ defines an exact structure on $\mathcal{E}^G$. Evidently, the axioms (Ex0) and (Ex1) hold for $\Omega$. We check (Ex2). For each $f \in \text{Hom}_{\mathcal{E}^G}(Z', Z)$ and each deflation $d \in \text{Hom}_{\mathcal{E}^G}(Y, Z)$, there is a cartesian square

$$
\begin{array}{ccc}
U & \xrightarrow{d'} & \alpha(Z') \\
\downarrow{f'} & & \downarrow{\alpha(f)} \\
\alpha(Y) & \xrightarrow{\alpha(d)} & \alpha(Z),
\end{array}
$$

where $d'$ is a deflation in $\mathcal{E}$. One easily sees that $U$ admits an equivariant structure $\{\lambda'_U\}$ such that $Y' = (U, \{\lambda'_U\}) \in \mathcal{A}^G$ fits into a cartesian square

$$
\begin{array}{ccc}
Y' & \xrightarrow{d'} & Z' \\
\downarrow{f'} & & \downarrow{f} \\
Y & \xrightarrow{d} & Z,
\end{array}
$$

and $d'$ is a deflation in $\mathcal{E}^G$. Similarly one checks (Ex2)$^\mathcal{A}$. Hence $\Omega$ defines an exact structure on $\mathcal{E}^G$. Obviously, if another collection $\Omega'$ of kernel-cokernel pairs defines an exact structure on $\mathcal{E}^G$ such that $\omega : \mathcal{E}^G \to \mathcal{E}$ is exact then $\Omega' \subset \Omega$. Thus $\Omega$ is the unique maximal exact structure with the desired property.

Suppose $|G|$ is invertible in $\mathcal{E}$. We want to show $\text{Proj} \mathcal{E}^G = (\text{Proj} \mathcal{E})^G$ and similar arguments allow one to conclude $\text{Inj} \mathcal{E}^G = (\text{Inj} \mathcal{E})^G$. Obviously $\text{Proj}$ is closed under the action of $G$ and so the expression $(\text{Proj} \mathcal{E})^G$ makes sense. We first show $(\text{Proj} \mathcal{E})^G \subset \text{Proj} \mathcal{E}^G$. Let $P \in (\text{Proj} \mathcal{E})^G$. We have $\text{Ind}_{\omega}(P) \in \text{Proj} \mathcal{E}^G$. Since the composition $P \to \text{Ind}_{\omega}(P) \to P$ of adjunctions is $|G| \cdot \text{Id}_P$, $P$ is projective by [14, Corollary 11.4]. This shows $(\text{Proj} \mathcal{E})^G \subset \text{Proj} \mathcal{E}^G$. Now we show the converse inclusion. Suppose $P \in \text{Proj} \mathcal{E}^G$. Let $\nu : Y \to Z$ be a deflation in $\mathcal{E}$ and $u : \omega(P) \to Z$ be a morphism in $\mathcal{E}$. Denote by $\tau$ the counit of the adjoint pair $(\omega, \text{Ind})$. Let $h$ be the image of $u$ under the adjunction map $\text{Hom}(\omega(P), Z) \cong \text{Hom}(P, \text{Ind}(Z))$. Then we have a commutative diagram

$$
\begin{array}{ccc}
\omega(P) & \xrightarrow{\omega(h)} & \omega(\text{Ind}(Z)) \\
\downarrow{\omega(\text{Ind})} & & \downarrow{\omega(\text{Ind})} \\
\omega(\text{Ind}(Y)) & \xrightarrow{\omega(h)} & \omega(\text{Ind}(Z))
\end{array}
$$

where the existence of $f$ follows from the fact that $P$ is projective in $\mathcal{E}^G$. Then we have $u = \nu \omega$, where $w = \tau_Y \omega(f)$. Thus $\omega(P) \in \text{Proj} \mathcal{E}$. This shows $\text{Proj} \mathcal{E}^G \subset (\text{Proj} \mathcal{E})^G$. Hence $\text{Proj} \mathcal{E}^G = (\text{Proj} \mathcal{E})^G$. 
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Corollary 3.13. Let $\mathcal{E}$ be a Frobenius category with an admissible $G$-action and suppose $|G|$ is invertible in $\mathcal{E}$. Endow $\mathcal{E}^G$ with the exact structure asserted in Lemma 3.12 and suppose further that $\mathcal{E}^G$ has enough projectives and injectives (say, when $\mathcal{E}$ is idempotent-complete). Then $\mathcal{E}^G$ is a Frobenius category.

Proof. We first show that if $\mathcal{E}$ is idempotent-complete then $\mathcal{E}^G$ contains enough projectives and injectives. Let $X \in \mathcal{E}^G$. The adjunction $\text{Ind}_{\mathcal{E}}\circ \omega(X) \to X$ is a split epimorphism and thus is a deflation since $\mathcal{E}$ is idempotent-complete. Moreover, we have a deflation $f : M \to \omega(X)$ in $\mathcal{E}$ with $M$ projective. Then the composition of deflations

$$\text{Ind}(M) \xrightarrow{\text{Ind}(f)} \text{Ind}\circ\omega(X) \longrightarrow X$$

yields a deflation $\text{Ind}(M) \to X$. This allows us to conclude that $\mathcal{E}^G$ has enough projectives since $\text{Ind}(M)$ is projective in $\mathcal{E}^G$. Similar arguments apply to conclude that $\mathcal{E}^G$ has enough injectives.

Now we show $\mathcal{E}^G$ is Frobenius under the given assumptions. By Lemma 3.12, we have $\text{Proj} \mathcal{E}^G = \text{Inj} \mathcal{E}^G$. So $\mathcal{E}^G$ is a Frobenius category provided that $\mathcal{E}^G$ contains enough projectives and injectives.

Let $\mathcal{E}$ be a Frobenius category. Let us recall from [28] the definition of the stable category $\underline{\mathcal{E}}$ of $\mathcal{E}$. $\underline{\mathcal{E}}$ shares the same objects with $\mathcal{E}$. For $X, Y \in \underline{\mathcal{E}}$,

$$\text{Hom}_{\underline{\mathcal{E}}}(X, Y) := \text{Hom}_{\mathcal{E}}(X, Y)/I(X, Y),$$

where $I(X, Y)$ is the subgroup consisting of those morphisms $f \in \text{Hom}_{\mathcal{E}}(X, Y)$ such that $f$ factors through an injective object in $\mathcal{E}$. $\underline{\mathcal{E}}$ is a triangulated category with translation functor $S$ such that for each $X \in \underline{\mathcal{E}}$, $SX$ fits into a chosen conflation $X \rightarrow IX \rightarrow SX$ in $\mathcal{E}$, where $IX$ is injective in $\mathcal{E}$. An exact triangle in $\underline{\mathcal{E}}$ is a triangle in $\mathcal{E}$ that is isomorphic to a triangle $X \xrightarrow{\bar{g}} Y \xrightarrow{\bar{e}} Z \xrightarrow{\bar{w}} SX$ in $\mathcal{E}$ for which there is a commutative diagram in $\mathcal{E}$

$$\begin{array}{ccc}
X & \xrightarrow{u} & Y \\
\downarrow & & \downarrow \\
X & \xrightarrow{\bar{g}} & Y \\
\downarrow & & \downarrow \\
& \xrightarrow{\bar{e}} & \xrightarrow{\bar{w}} \\
& I X & \xrightarrow{} SX,
\end{array}$$

where the upper row is a conflation in $\mathcal{E}$ and the lower row is the chosen conflation to define $S$.

Theorem 3.14. With the same assumptions as in Corollary 3.13, we have:

1. $\mathcal{E}$ carries an induced admissible $G$-action and $\underline{\mathcal{E}}^G$ admits a unique canonical triangulated structure.
2. There is a natural exact functor $\underline{\mathcal{E}}^G \rightarrow \underline{\mathcal{E}}^G$ that is always an exact equivalence up to retracts and that is an exact equivalence if $\underline{\mathcal{E}}^G$ is idempotent-complete.

The proof of this theorem is in spirit much like the proof of Theorem 3.9 whereas there are some different ingredients. In particular, we need recall a lemma on a $\partial$-functor in the sense of Keller [36]. Recall that given a Frobenius category $\mathcal{E}$ and a pretriangulated category $D$, a $\partial$-functor $F : \mathcal{E} \rightarrow D$ is an additive functor $F$ such that for any conflation

$$\nabla : X \xrightarrow{u} Y \xrightarrow{v} Z$$

in $\mathcal{E}$, there is a morphism $\alpha_\mathcal{E} : F(Z) \rightarrow F(X)[1]$ making

$$F(X) \xrightarrow{F(u)} F(Y) \xrightarrow{F(v)} F(Z) \xrightarrow{\alpha_\mathcal{E}} F(X)[1]$$

□
an exact triangle in $D$, functorial in the sense that given a morphism

\[
\begin{array}{ccc}
  X & \xrightarrow{u} & Y & \xrightarrow{v} & Z \\
  \downarrow{r} & & \downarrow{s} & & \downarrow{t} \\
  X' & \xrightarrow{u'} & Y' & \xrightarrow{v'} & Z'
\end{array}
\]

of conflations, the following diagram commutes

\[
\begin{array}{ccc}
  F(X) & \xrightarrow{F(u)} & F(Y) & \xrightarrow{F(v)} & F(Z) & \xrightarrow{\alpha} & F(X)[1] \\
  \downarrow{F(r)} & & \downarrow{F(s)} & & \downarrow{F(t)} & & \downarrow{F(1)} \\
  F(X') & \xrightarrow{F(u')} & F(Y') & \xrightarrow{F(v')} & F(Z') & \xrightarrow{\alpha'} & F(X')[1].
\end{array}
\]

**Lemma 3.15** (See e.g. [17, Lemma 2.5]). If $F : \mathcal{E} \to D$ is a $\delta$-functor, where $\mathcal{E}$ is a Frobenius category and $D$ is a pretriangulated category, and $\text{Inj} \subseteq \ker F$ then $F$ induces an exact functor $F : \mathcal{E} \to D$. Consequently, if $H : \mathcal{E} \to \mathcal{E}'$ is an exact functor between Frobenius categories preserving injectives then $H$ induces an exact functor $H : \mathcal{E} \to \mathcal{E}'$.

We also need the following two simple lemmas, whose proofs are left to the reader.

**Lemma 3.16.** Let $\mathcal{E}$ and $\mathcal{E}^G$ be as assumed in Corollary 3.13. Let $D$ be a pretriangulated category with an admissible $G$-action and suppose $|G|$ is invertible in $D$. If $F : \mathcal{E} \to D$ is a $G$-equivariant $\delta$-functor then the induced functor $F^G : \mathcal{E}^G \to D^G$ is also a $\delta$-functor, where $D^G$ is equipped with the canonical pretriangulated structure.

**Lemma 3.17.** Let $F : \mathcal{E}_1 \cong \mathcal{E}_2 : H$ be an adjoint pair of exact functors between Frobenius categories. Suppose further $F$ and $H$ preserve injective objects. Then the adjoint pair $(F, H)$ induces an adjoint pair $\mathcal{E} : \mathcal{E}_1 \cong \mathcal{E}_2 : H$ of exact functors between the stable categories. Moreover, if $F$ is separable then so is $F$.

**Proof of Theorem 3.14.** It’s easy to see that an admissible $G$-action on $\mathcal{E}$ induces an admissible $G$-action on $\hat{\mathcal{E}}$. Moreover, the canonical functor $H : \mathcal{E} \to \hat{\mathcal{E}}$ is $G$-equivariant and the induced functor $H^G : \mathcal{E}^G \to \hat{\mathcal{E}}^G$ is a $G$-functor by Lemma 3.16. Since $\text{Inj} \subseteq \ker H^G$, $H^G$ induces an exact functor $\hat{H}^G : \hat{\mathcal{E}}^G \to \hat{\mathcal{E}}^G$ by Lemma 3.15. We claim that $\hat{H}^G$ is an equivalence up to retracts. Indeed, the adjoint pair $\omega : \hat{\mathcal{E}}^G \cong \hat{\mathcal{E}} : \text{Ind}$ induces an adjoint pair $\hat{\omega} : \hat{\mathcal{E}}^G \cong \hat{\mathcal{E}} : \text{Ind}$ between the stable categories, which in turn induces an adjoint pair

\[
\begin{array}{ccc}
  \hat{\omega} : \hat{\mathcal{E}}^G & \cong & \hat{\mathcal{E}} : \text{Ind} \\
  \end{array}
\]

between the idempotent-completions. This gives us a comonad

\[
T_1 = (\hat{\omega} \circ \text{Ind}, e_1, \Delta_1)
\]
on $\hat{\mathcal{E}}$. Moreover, the adjoint pair $\omega : \mathcal{E}^G \cong \mathcal{E} : \text{Ind}$ induces an adjoint pair

\[
\begin{array}{ccc}
  \hat{\omega} : \hat{\mathcal{E}}^G & \cong & \hat{\mathcal{E}} : \text{Ind} \\
  \end{array}
\]

between the idempotent-completions, which gives us a comonad

\[
T_2 = (\hat{\omega} \circ \text{Ind}, e_2, \Delta_2).
\]

We have $T_1 = T_2$ and the composition

\[
\hat{\mathcal{E}}^G \cong \hat{\mathcal{E}}_{T_1} = \hat{\mathcal{E}}_{T_2} \cong \hat{\mathcal{E}}^G
\]
gives us an equivalence which is isomorphic to the exact functor

\[
\hat{H}^G : \hat{\mathcal{E}}^G \to \hat{\mathcal{E}}^G
\]
induced by $H^G : E^G \to E^G$. So $H^G$ is an equivalence up to retracts, as claimed. Moreover, as argued in Theorem 3.9, the canonical pretriangulated structure on $E^G$ is actually a triangulated structure. This finishes our proof.

\begin{remark}
Sonsa [50] proposed a solution to a \textit{triangulated} equivariant category as follows. Suppose $B$ is a pretriangulated DG category with a $G$-action and $\mathcal{T}$ the homotopy category $H^0(B)$ of $B$. By definition, $\mathcal{T}^G$ is the homotopy category $H^0((B^G)_{pretr})$ of the pretriangulated hull $(B^G)_{pretr}$ of the DG category $B^G$ (see [50, Definition 3.9]). His approach does not directly deal with the problem whether there is a triangulated structure on $\mathcal{T}^G$ (in our notation, not in Sonsa’s notation). Moreover, in general, we don’t know whether there is an equivalence $\mathcal{T}^G_B \to \mathcal{T}^G$. For example, if $A$ is an additive category with a $G$-action and $B = C_{dg}(A)$ is the DG category of differential complexes over $A$ equipped with the induced $G$-action then $\mathcal{K}(A^G)_B$ is triangle isomorphic to $\mathcal{K}(A^G)$. But from Example 3.19, we know that generally we only have an equivalence up to retracts $\mathcal{K}(A^G) \to \mathcal{K}(A^G)$. 

\end{remark}

3.2. \textbf{Examples of canonically triangulated categories of equivariant objects.} We shall apply the previous two propositions to homotopy categories, derived categories and singularity categories.

Let $* \in \{\emptyset, +, -, b\}$. For an additive category $A$, we denote by $C^*(A)$ the category of arbitrary (resp. bounded below, bounded above, bounded) differential complexes over $A$ if $* = \emptyset$ (resp. $+, -, b$) and by $\mathcal{K}^*(A)$ the corresponding homotopy category.

\begin{example}
Let $A$ be an additive category with a $G$-action and suppose $|G|$ is invertible in $A$. Then $\mathcal{K}^*(A)$ carries an induced admissible $G$-action, $\mathcal{K}^*(A)^G$ admits a canonical triangulated structure and we have an exact equivalence up to retracts

$$\mathcal{K}^*(A)^G \longrightarrow \mathcal{K}^*(A)^G,$$

which is an exact equivalence if $\mathcal{K}^*(A)^G$ is idempotent-complete.

Indeed, recall that a pair $X^* \rightarrow Y^* \rightarrow Z^*$ of composable morphisms in $C^*(A)$ is called \textit{termwise split} if each term $X^n \rightarrow Y^n \rightarrow Z^n$ is a split short exact sequence. It’s well-known (see [34]) that the set of all such termwise split pairs defines an exact structure on $C^*(A)$, $C^*(A)$ is then a Frobenius category whose projective objects are precisely those null-homotopic complexes and $\mathcal{K}^*(A)$ is the corresponding stable category of $C^*(A)$. The $G$-action on $A$ induces an admissible $G$-action on the Frobenius category $C^*(A)$. There is an obvious isomorphism $C^*(A)^G \cong C^*(A)^G$ of exact categories. So there is an exact isomorphism

$$\mathcal{K}^*(A)^G = C^*(A)^G \cong C^*(A)^G.$$

By Theorem 3.14, $\mathcal{K}^*(A)^G$ admits a canonical triangulated structure and there is an exact equivalence up to retracts $C^*(A)^G \to \mathcal{K}^*(A)^G$. Hence we have an exact equivalence up to retracts

$$\mathcal{K}^*(A)^G \longrightarrow \mathcal{K}^*(A)^G.$$

For example, if $A$ is idempotent-complete, in which case $\mathcal{K}^b(A)^G$ is idempotent-complete by [31, Theorem 2.9], we have an exact equivalence

$$\mathcal{K}^b(A)^G \overset{\cong}{\longrightarrow} \mathcal{K}^b(A)^G.$$

In particular, we have an exact equivalence

$$\mathcal{K}^b(\text{Proj } B^G) = \mathcal{K}^b((\text{Proj } B)^G) \overset{\cong}{\longrightarrow} \mathcal{K}^b(\text{Proj } B)^G$$

provided that $G$ acts on an idempotent-complete exact category $B$ with $|G|$ invertible in $B$. 

For an abelian category $\mathcal{A}$, we denote by $D^b(\mathcal{A}) := \mathcal{K}^*(\mathcal{A})/\mathcal{K}^*_\text{ac}(\mathcal{A})$ the corresponding derived category of $\mathcal{A}$, where $\mathcal{K}^*_\text{ac}(\mathcal{A})$ is the full subcategory of $\mathcal{K}^*(\mathcal{A})$ consisting of acyclic complexes.

**Example 3.20.** Let $G$ act on an abelian category $\mathcal{A}$ with $|G|$ invertible in $\mathcal{A}$. Then $D^*(\mathcal{A})$ carries an induced admissible $G$-action. $D^*(\mathcal{A})^G$ admits a canonical triangulated structure and there is an exact equivalence up to retracts

$$D^*(\mathcal{A}^G) \longrightarrow D^*(\mathcal{A})^G,$$

which is an exact equivalence if $D^*(\mathcal{A}^G)$ is idempotent-complete.

Indeed, we can identify $\mathcal{K}^*(\mathcal{A}^G)$ canonically as a strictly full triangulated subcategory of $\mathcal{K}^*(\mathcal{A})^G$ by Example 3.19 and meanwhile $\mathcal{K}^*_\text{ac}(\mathcal{A})^G$ can be identified with a strictly full triangulated subcategory of $\mathcal{K}^*_\text{ac}(\mathcal{A})^G$. Note that $\text{Ind}_G(U) \in \mathcal{K}^*_\text{ac}(\mathcal{A})^G$ actually lies in $\mathcal{K}^*_\text{ac}(\mathcal{A}^G)$ for $U \in \mathcal{K}^*_\text{ac}(\mathcal{A})^G$ and that each morphism $f : X \rightarrow Y$ in $\mathcal{K}^*(\mathcal{A})^G$ factors through $\text{Ind}_G(Y) \in \mathcal{K}^*_\text{ac}(\mathcal{A}^G)$, where $X \in \mathcal{K}^*(\mathcal{A}^G)$ and $Y \in \mathcal{K}^*_\text{ac}(\mathcal{A})^G$. Thus the induced exact functor

$$F : \mathcal{K}^*(\mathcal{A}^G)/\mathcal{K}^*_\text{ac}(\mathcal{A}^G) \longrightarrow \mathcal{K}^*(\mathcal{A})^G/\mathcal{K}^*_\text{ac}(\mathcal{A})^G$$

is fully faithful by [51, §2, Théorème 4-2], which is moreover dense up to retracts. By Theorem 3.9, we have an exact equivalence up to retracts

$$H : \mathcal{K}^*(\mathcal{A})^G/\mathcal{K}^*_\text{ac}(\mathcal{A})^G \longrightarrow (\mathcal{K}^*(\mathcal{A})/\mathcal{K}^*_\text{ac}(\mathcal{A}))^G.$$ 

The composition yields an exact equivalence up to retracts

$$HF : D^*(\mathcal{A}^G) \longrightarrow D^*(\mathcal{A})^G.$$

For example, since $D^b(\mathcal{A}^G)$ is idempotent-complete by [1], Corollary 2.10] or [32, Theorem], we have an exact equivalence $D^b(\mathcal{A}^G) \simeq D^b(\mathcal{A})^G$. For another example, if $\mathcal{A}$ satisfies AB 4) (resp. AB 4*)\footnote{Recall that AB 4) means that $\mathcal{A}$ has arbitrary direct coproducts and direct coproducts are exact. AB 4*) is the dual condition on $\mathcal{A}$.} in the sense of Grothendieck [27], then we have an exact equivalence $D(\mathcal{A}^G) \simeq D(\mathcal{A})^G$. Indeed, in this case, $\mathcal{A}^G$ also satisfies AB 4) (resp. AB 4*). Then $D(\mathcal{A}^G)$ has arbitrary direct coproducts (resp. direct products) by [11, Lemma 1.5] and thus is idempotent-complete by [40, Proposition 1.6.8, Remark 1.6.9].

That there is an equivalence $D^b(\mathcal{A}^G) \simeq D^b(\mathcal{A})^G$ is already shown in [18, 23] (the equivalence is moreover shown to be an exact equivalence in [18]). And the result for idempotent-complete unbounded derived categories is also mentioned in [18, Remark 4.2].

**Example 3.21.** Let $\mathcal{A}$ be an abelian category with enough projectives. Recall that an object $M \in \mathcal{A}$ is called a Gorenstein projective object if there is an exact sequence of projectives

$$P^* : \ldots \longrightarrow P^{-1} \xrightarrow{d^{-1}} P^0 \xrightarrow{d^0} P^1 \longrightarrow \ldots$$

such that $\text{Hom}_{\mathcal{A}}(P^*, \text{Proj} \mathcal{A})$ are exact and $M \cong \text{im} d^{-1}$. The full subcategory $\text{GProj}(\mathcal{A})$ of $\mathcal{A}$ consisting of Gorenstein-projectives is a Frobenius category whose exact structure is given by those short exact sequences in $\mathcal{A}$ with terms lying in $\text{GProj}(\mathcal{A})$ and we have $\text{Proj} \text{GProj}(\mathcal{A}) = \text{Proj} \mathcal{A}$. Denote

$$D^b_{\text{Sg}}(\mathcal{A}) := D^b(\mathcal{A})/\mathcal{K}^b(\text{Proj} \mathcal{A}).$$

This yields Orlov’s triangulated categories of singularities [42] for a (two-sided) noetherian graded algebra $R$ over a field $k$ when $\mathcal{A}$ is taken to be the category of finitely generated right modules over $R$ and the category of finitely generated graded right modules over $R$. A generalization of Buchweitz’s theorem [13, Theorem 4.4.1] and Happel’s theorem [29, Theorem 4.6] states that the exact functor

$$F_{\mathcal{A}} : \text{GProj}(\mathcal{A}) \longrightarrow D^b_{\text{Sg}}(\mathcal{A}),$$

The composition yields an exact equivalence up to retracts

$$HF : D^*(\mathcal{A}^G) \longrightarrow D^*(\mathcal{A})^G.$$
induced by the canonical inclusions \( \text{GProj}(A) \hookrightarrow A \hookrightarrow \text{D}^b(A) \), is fully faithful, and \( F_A \) is an equivalence if each object in \( A \) has finite Gorenstein projective dimension. For the above statements, one can see Zhang’s book [52], Chapter 8 if one is able to read Chinese. The most general form of Buchweitz’s theorem and Happel’s theorem is due to Chen [17], who introduced relative singularity categories as a generalization of Orlov’s singularity categories for a noetherian graded algebra.

Now suppose \( A \) has a \( G \)-action and \( |G| \) is invertible in \( A \). \( \text{GProj}(A) \) is obviously \( G \)-invariant and is equipped with an admissible \( G \)-action. Thus \( \text{GProj}(A) \) is equipped with an admissible \( G \)-action by Proposition 3.14. It’s also evident that \( F_A \) is \( G \)-equivariant and thus we have an induced functor

\[
F_A^G : \text{GProj}(A)^G \longrightarrow \text{D}_{SG}(A)^G.
\]

We have \( \text{Proj} A^G = (\text{Proj} A)^G \) by Lemma 3.12 and one readily sees \( \text{GProj}(A)^G = \text{GProj}(A)^G \), where one needs to use the fact that \( \text{GProj}(A) \) is closed under direct summands to conclude \( \text{GProj}(A)^G \subset \text{GProj}(A)^G \). Moreover, since the composition of the canonical inclusions \( \text{GProj}(A) \hookrightarrow A \hookrightarrow \text{D}^b(A) \) is a \( G \)-equivariant \( \delta \)-functor, the induced functor \( \text{GProj}(A)^G \rightarrow \text{D}^b(A)^G \) as a \( \delta \)-functor (by Lemma 3.16) induces an exact functor

\[
H : \text{GProj}(A)^G \longrightarrow \text{D}^b(A)^G / \mathcal{K}^{\delta}(\text{Proj} A)^G.
\]

Then one sees that there is a commutative diagram

\[
\begin{array}{ccc}
\text{GProj}(A)^G & \longrightarrow & \text{GProj}(A)^G \\
\downarrow F_A^G & & \downarrow H & \downarrow F_A^G \\
\text{D}_{SG}(A)^G & \xrightarrow{\cong} & \text{D}^b(A)^G / \mathcal{K}^{\delta}(\text{Proj} A)^G & \text{D}_{SG}(A)^G.
\end{array}
\]

where the existence of the left lower horizontal equivalence follows from Example 3.19 and Example 3.20, the right upper resp. lower horizontal arrow represents the functor asserted in Theorem 3.14 resp. Theorem 3.9. One can obtain a similar result involving relative singularity categories by starting from the setup of [17].

In particular, consider a positively graded Iwanaga-Gorenstein ring \( R = \bigoplus_{n \in \mathbb{N}} R_n \), that is, a positively graded noetherian ring \( R \) such that \( R \) has finite injective dimension as a graded left \( R \)-module and as a graded right \( R \)-module. Suppose \( R \) has a right \( G \)-action preserving degree and \( |G| \) is invertible in \( R \). Clearly the skew group ring \( RG \) is also a positively graded Iwanaga-Gorenstein ring. Denote by \( \text{mod}^G R \) the category of finitely generated graded right \( R \)-modules with homogeneous maps of degree zero and by \( \text{Gproj}^G R \) resp. \( \text{proj}^G R \) its full subcategory consisting of Gorenstein-projective resp. projective modules. By adapting classical arguments for a usual (=ungraded) Iwanaga-Gorenstein ring, one can show that

\[
\text{Gproj}^G R = \{ M \in \text{mod}^G R \mid \text{Ext}_{\text{mod}^G R}^i (M, \text{proj}^G R) = 0, \forall i > 0 \}
\]

and then that each object in \( \text{mod}^G R \) has a finite Gorenstein projective dimension. Denote

\[
\text{D}^G_{SG}(R) = \text{D}^b(\text{mod}^G R) / \mathcal{K}^{\delta}(\text{proj}^G R).
\]

Then there is a commutative diagram

\[
\begin{array}{ccc}
\text{Gproj}^G RG & \longrightarrow & \text{Gproj}^G R^G \\
\downarrow \cong & & \downarrow \cong \\
\text{D}^G_{SG}(RG) & \longrightarrow & \text{D}^G_{SG}(R^G).
\end{array}
\]

The horizontal arrows are exact equivalences if additionally \( R_0 \) has finite global dimension. Indeed, in this case, \( R_0 G \) has finite global dimension and by the arguments in [15, §5],
Suppose Proposition 3.23. (is called a stable t-structure called bounded full subcategories of \( (\mathfrak{D}^e (RG) ) \). It follows that \( \mathfrak{D}^e (RG) \) is idempotent-complete. See §3.3 for the definition of a weak semi-orthogonal decomposition.

In the remaining of this section, we will work with triangulated categories \( D \) satisfying the following

\[(\text{Hypothesis}) \quad G \text{ acts admissibly on } D \text{ with } |G| \text{ invertible in } D \text{ and } \mathfrak{D}^G \text{ admits a canonical triangulated structure.} \]

3.3. T-structure and semi-orthogonal decomposition. T-structures are introduced by Beilinson, Bernstein and Deligne in [5].

**Definition 3.22.** A t-structure on a triangulated category \( D \) is a pair \((\mathfrak{D}^{\leq 0}, \mathfrak{D}^{\geq 0})\) of strictly full subcategories of \( D \) satisfying the following axioms: (denoting \( \mathfrak{D}^{\leq n} = \mathfrak{D}^{\leq 0}[\leq n], \mathfrak{D}^{\geq n} = \mathfrak{D}^{\geq 0}[\leq n])\)

(i) \( \mathfrak{D}^{\geq 0} \) (resp. \( \mathfrak{D}^{\leq 0} \)) is closed under suspension (resp. desuspension),

(ii) \( \text{Hom}_D(\mathfrak{D}^{\geq 0}, \mathfrak{D}^{\leq 1}) = 0 \),

(iii) each object \( A \) in \( D \) fits into an exact triangle \( X \to A \to Y \to X[1] \) with \( X \in \mathfrak{D}^{\geq 0}, Y \in \mathfrak{D}^{\leq 1} \).

A t-structure \((\mathfrak{D}^{\leq 0}, \mathfrak{D}^{\geq 0})\) is called nondegenerate if \( \cap_{n \in \mathbb{Z}} \mathfrak{D}^{\leq n} = \cap_{n \in \mathbb{Z}} \mathfrak{D}^{\geq n} \) and is called bounded if each \( X \in D \) lies in some \( \mathfrak{D}^{\leq m,n} := \mathfrak{D}^{\geq 0} \cap \mathfrak{D}^{\geq n} \). A t-structure \((\mathfrak{D}^{\leq 0}, \mathfrak{D}^{\geq 0})\) is called a stable t-structure if \( \mathfrak{D}^{\geq 0} \) (equivalently, \( \mathfrak{D}^{\geq 0} \)) is a triangulated subcategory of \( D \).

**Proposition 3.23.** Suppose \( D \) is a triangulated category satisfying (Hypothesis). Let \((\mathfrak{D}^{\leq 0}, \mathfrak{D}^{\geq 0})\) be a \( G \)-invariant t-structure on \( D \), i.e., a t-structure such that \( \mathfrak{D}^{\geq 0} \) is \( G \)-invariant. Then \((\mathfrak{D}^{\leq 0G}, \mathfrak{D}^{\geq 0G})\) is a t-structure on \( \mathfrak{D}^G \). If \((\mathfrak{D}^{\leq 0}, \mathfrak{D}^{\geq 0})\) is nondegenerate (resp. bounded) then so is \((\mathfrak{D}^{\leq 0G}, \mathfrak{D}^{\geq 0G})\). If \((\mathfrak{D}^{\leq 0}, \mathfrak{D}^{\geq 0})\) is a stable t-structure then we have a stable t-structure \((\mathfrak{D}^{\leq 0G}, \mathfrak{D}^{\geq 0G})\).

**Proof.** Let \( \{ F_g, \delta_{g,h} \} \) be the admissible \( G \)-action on \( D \) and let \( \theta_g : F_g \circ [1] \to [1] \circ F_g \) be the commuting isomorphism for \( F_g \). It’s well-known that

\[ \mathfrak{D}^{\leq 1} = \{ X \in D \mid \text{Hom}(\mathfrak{D}^{\leq 0}, X) = 0 \}, \quad \mathfrak{D}^{\geq 0} = \{ X \in D \mid \text{Hom}(X, \mathfrak{D}^{\leq 1}) = 0 \}. \]

So \( \mathfrak{D}^{\leq 0} \) is \( G \)-invariant iff \( \mathfrak{D}^{\geq 0} \) is \( G \)-invariant iff \( (F_g(\mathfrak{D}^{\leq 0}), F_g(\mathfrak{D}^{\geq 0})) = (\mathfrak{D}^{\leq 0}, \mathfrak{D}^{\geq 0}) \) for all \( g \in G \). In this case, \( \mathfrak{D}^{\leq m}, \mathfrak{D}^{\geq n} \) and \( \mathfrak{D}^{\leq m,n} \) are \( G \)-invariant and we have \( \mathfrak{D}^{\leq m}[i] = (\mathfrak{D}^{\geq 0}[i])^{G[i]} = (\mathfrak{D}^{\geq n}[i])^{G[i]} = (\mathfrak{D}^{\leq m,n}[i])^{G[i]} \).

It’s easy to see that \((\mathfrak{D}^{\leq 0G}) \) (resp. \( (\mathfrak{D}^{\geq 0G}) \)) is closed under suspension (resp. desuspension) and that

\[ \text{Hom}_D((\mathfrak{D}^{\leq 0G}), (\mathfrak{D}^{\geq 0})^G) = 0. \]

It remains to prove that each \( X \in D^G \) fits into an exact triangle \( A \to X \to B \to A[1] \) with \( A \in (\mathfrak{D}^{\leq 0G}), B \in (\mathfrak{D}^{\leq 1G}) \). Let \( (E, \{ j_g \}) \in D^G \) and

\[ E_1 \xrightarrow{u} E \xrightarrow{v} E_2 \xrightarrow{w} E_1[1] \]

be an exact triangle with \( E_1 \in \mathfrak{D}^{\leq 0}, E_2 \in \mathfrak{D}^{\leq 1} \). We will show that the equivariant structure on \( E \) induces equivariant structures on \( E_1 \) and \( E_2 \). Since \((\mathfrak{D}^{\leq 0}, \mathfrak{D}^{\geq 0})\) is \( G \)-invariant, for each \( g \in G \), we have \( F_g(E_1) \in \mathfrak{D}^{\leq 0} \) and thus

\[ \text{Hom}_D(F_g(E_1), E_2) = 0 = \text{Hom}_D(F_g(E_2), E_1). \]

Then by [5, Proposition 1.1.9], there exist unique

\[ \lambda_g^{E_1} : F_g(E_1) \to E_1 \quad \text{and} \quad \lambda_g^{E_2} : F_g(E_2) \to E_2. \]
producing a morphism of exact triangles

\[
\begin{array}{c}
F_g(E_1) \xrightarrow{F_g(u)} F_g(E) \xrightarrow{F_g(v)} F_g(E_2) \xrightarrow{\partial_{g,E_1} \circ F_g(w)} F_g(E_1)[1]
\end{array}
\]

Moreover, for \( g, g' \in G \) we have

\[
\lambda^E_{g,g'} \circ F_{g',g}(u) = \lambda^E_g \circ F_g(\lambda^E_{g',g})^{-1} \circ \delta_{g,g',E} \circ F_{g',g}(u)
\]

By the uniqueness of \( \lambda^E_{g,g'} \), we have

\[
\lambda^E_{g,g'} = \lambda^E_g \circ F_g(\lambda^E_{g',g})^{-1} \circ \delta_{g,g',E}.
\]

Hence \( (E_1, \{ \lambda^E_g \}) \in (D^{\leq 0}, G) \). Similarly, one sees \( (E_2, \{ \lambda^E_{g'} \}) \in (D^{\geq 1}, G) \). Then the exact triangle in \( D^G \)

\[
(E_1, \{ \lambda^E_g \}) \xrightarrow{w} (E_2, \{ \lambda^E_{g'} \}) \xrightarrow{v} (E_1, \{ \lambda^E_g \})[1]
\]

allows us to conclude that \( (D^{\leq 0}, D^{\geq 1}, G) \) is a t-structure in \( D^G \).

The assertion on nondegeneracy and boundedness is obvious. If \( D^{\leq 0} \) is a triangulated subcategory of \( D \) then \( (D^{\leq 0}, G) \) admits a unique triangulated structure, which actually coincides with the canonical triangulated structure, such that the inclusion \( (D^{\leq 0}, G) \hookrightarrow D^G \) is exact. Thus we have a stable t-structure \( (D^{\leq 0}, G, (D^{\geq 1}, G)). \)

\[ \square \]

Let \( D \) be a triangulated category. For two full subcategories \( \mathcal{X}, \mathcal{Y} \) of \( D \), denote \( \mathcal{X} \ast \mathcal{Y} = \{ A \mid \exists \text{ exact triangle } X \to A \to Y \to X[1] \text{ in } D \text{ with } X \in \mathcal{X}, Y \in \mathcal{Y} \} \).

By the octahedron axiom, \( \ast \) is associative. An admissible subcategory [9] of \( D \) is a triangulated subcategory \( \mathcal{C} \) such that the inclusion \( \mathcal{C} \hookrightarrow D \) admits a left and a right adjoint. We continue to recall the definition of a (weak) semi-orthogonal decomposition in the sense of Bondal and Kapranov [10] and Orlov [42].

**Definition 3.24.** An n-tuple \( \langle D_1, \ldots, D_n \rangle \) of strictly full triangulated subcategories of \( D \) is called a weak semi-orthogonal decomposition if \( (D_1 \ast \cdots \ast D_{i-1} \ast D_{i+1} \ast \cdots \ast D_n) \) is a stable t-structure on \( D \) for each \( i \) and is called a semi-orthogonal decomposition if it is a weak semi-orthogonal decomposition and if additionally each \( D_i \) is an admissible subcategory of \( D \).

One readily sees that our definitions above are equivalent to the original ones given in [10] and [42]. Here is a generalization of [38, Theorem 3.2].

**Proposition 3.25.** Let \( D \) be a triangulated category satisfying (Hypothesis). If \( D \) admits a (weak) semi-orthogonal decomposition \( \langle D_1, \ldots, D_n \rangle \), where each \( D_i \) is \( G \)-invariant, then \( D^G \) admits a (weak) semi-orthogonal decomposition \( \langle D_1^G, \ldots, D_n^G \rangle \).

**Proof.** It suffices to prove the assertion for \( n = 2 \). If \( \langle D_1, D_2 \rangle \) is a weak semi-orthogonal decomposition of \( D \) then by Proposition 3.23, \( (D_1^G, D_2^G) \) is a stable t-structure on \( D \), in other words, \( \langle D_1^G, D_2^G \rangle \) is a weak semi-orthogonal decomposition of \( D \). If moreover \( \langle D_1, D_2 \rangle \) is a semi-orthogonal decomposition of \( D \) then by Lemma 2.19, the left resp. right adjoint of
the inclusion \( D_i \hookrightarrow D \) induces the left resp. adjoint of the inclusion \( D_i^G \hookrightarrow D^G \), and thus \( (D_1^G, D_2^G) \) is a semi-orthogonal decomposition. \( \square \)

### 3.4. Exceptional collection and tilting object

The following simple observation is needed shortly. Recall that a collection \( \mathcal{X} \) of objects in a triangulated category \( D \) is said to classically generate \( D \) if the thick closure of \( \mathcal{X} \) coincides with \( D \).

**Lemma 3.26.** Suppose \( D \) is an idempotent-complete triangulated category satisfying (Hypothesis). If \( T \) is a classical generator for \( D \) then \( \text{Ind}(T) \) is a classical generator for \( D^G \).

**Proof.** Since \( D^G \) is idempotent-complete, the exact functor \( \text{Ind} : D \rightarrow D^G \) is dense up to direct summands. It follows that the thick closure of \( \text{Ind}(T) \) is the whole \( D^G \). \( \square \)

Recall from [9] that a sequence \((E_1, \ldots, E_n)\) in a triangulated \( k \)-category \( D \), where \( k \) is a field, is called an exceptional collection if \[
\begin{align*}
\text{Hom}_{D}^1(E_i, E_i) &= 0, \quad \text{Hom}_{D}(E_i, E_j) = k \quad \text{for each } i, \\
\text{Hom}_{D}^{-1}(E_j, E_i) &= 0 \quad \text{for } j > i \text{ and any } l \in \mathbb{Z}.
\end{align*}
\]

It is called full if \((E_1, \ldots, E_n)\) classically generates \( D \). Generalizing [24, Theorem 2.1], we show that an exceptional collection in \( D \) consisting of equivariant objects can yield an exceptional collection in \( D^G \).

**Proposition 3.27.** Suppose \( D \) is an idempotent-complete triangulated \( k \)-category satisfying (Hypothesis). Suppose \( \text{Irr}(G) = \{\rho_1, \ldots, \rho_m\} \). If \( D \) admits an exceptional collection \((E_1, \ldots, E_n)\), where each \( E_i \) is \( G \)-equivariant, then \( D^G \) admits an exceptional collection \[
\begin{pmatrix}
E_1 \otimes \rho_1 & \cdots & E_n \otimes \rho_1 \\
\vdots & \ddots & \vdots \\
E_1 \otimes \rho_m & \cdots & E_n \otimes \rho_m
\end{pmatrix},
\]

where the order between items in any fixed column can be arbitrary. If \((E_1, \ldots, E_n)\) is full then the above exceptional collection is also full.

**Proof.** In light of Example 2.22, we have \[
\text{add Ind}(E_i) = (\text{add } E_i)^G = \bigoplus_{\rho_j \in \text{Irr}(G)} E_j \otimes \rho_j,
\]

where each \( E_j \otimes \rho_j \) is exceptional, and \[
\text{Hom}_{D^G}^r(E_r \otimes \rho_i, E_s \otimes \rho_j) = 0 \quad \text{for } r > s, l \in \mathbb{Z} \text{ or } r = s, i \neq j, l \in \mathbb{Z}.
\]

Then the given collection is clearly an exceptional collection and the assertion on fullness follows from Lemma 3.26. \( \square \)

Recall that an object \( T \) in a triangulated category \( D \) is called tilting if \( \text{Hom}_{D}^0(T, T) = 0 \) and \( T \) classically generates \( D \). A \( G \)-invariant tilting object in \( D \) can yield a tilting object in \( D^G \).

**Proposition 3.28.** Suppose \( D \) is an idempotent-complete triangulated \( k \)-category satisfying (Hypothesis). If \( T \) is a \( G \)-invariant tilting object in \( D \) then \( \text{Ind}(T) \) is a tilting object in \( D^G \) whose endomorphism ring is Morita equivalent to the skew group ring \( \text{End}_G(\omega \circ \text{Ind}(T)) \).

Moreover, we have \[
\text{gl.dim } \text{End}_G(\text{Ind}(T)) = \text{gl.dim } \text{End}_G(T),
\]

where \( \text{gl.dim } R \) denotes the right global dimension of a ring \( R \).

**Proof.** Since \( T \) is \( G \)-invariant, we have \( \omega \circ \text{Ind}(T) \cong T_{\omega[G]} \). Since \( T \) is a tilting object, \[
\text{Hom}_{D}^0(\omega \circ \text{Ind}(T), \omega \circ \text{Ind}(T)) = 0,
\]

hence \[
\text{Hom}_{D^G}^0(\text{Ind}(T), \text{Ind}(T)) = 0.
\]
Combining with Lemma 3.26, we know that \( \text{Ind}(T) \) is a tilting object. Since \( \text{Ind}_{\omega \circ \text{Ind}(T)} \simeq \text{Ind}(T)^{\oplus \mathbb{Z}[G]} \), \( \text{End}_{\omega \circ \text{Ind}(T)}(\text{Ind}(T)) \) is Morita equivalent to \( \text{End}_{\text{Ind}(T)}(\omega \circ \text{Ind}(T)) \) and thus is Morita equivalent to \( \text{End}_{\omega \circ \text{Ind}(T)}(\omega \circ \text{Ind}(T)) \mathcal{G} \) (see Example 2.22). Then we have
\[
\text{gl.dim } \text{End}_{\omega \circ \text{Ind}(T)}(\text{Ind}(T)) = \text{gl.dim } \text{End}_{\omega \circ \text{Ind}(T)}(\omega \circ \text{Ind}(T)) = \text{gl.dim } \text{End}_{\omega \circ \text{Ind}(T)}(T).
\]
\[\square\]

**Example 3.29.** Let \( \mathbb{P}^d_\mathbb{k} \) be the \( d \)-dimensional projective space over an algebraically closed field \( \mathbb{k} \) and \( G \) be a finite subgroup of \( \text{PSL}_{d+1}(\mathbb{k}) \cong \text{Aut}_\mathbb{k}(\mathbb{P}^d_\mathbb{k}) \text{op} \) with \( |G| \) invertible in \( \mathbb{k} \).

It’s well-known that \( (\mathcal{O}, \ldots, \mathcal{O}(d)) \) is a full exceptional collection and \( T := \oplus_{i=0}^{d} \mathcal{O}(i) \) is a tilting bundle in \( \mathcal{D}^b(\text{coh}\mathbb{P}^d_\mathbb{k}) \). Since each \( \mathcal{O}(i) \) \( (i \in \mathbb{Z}) \) is \( G \)-invariant, by Proposition 3.28, \( \mathcal{D}^b(\text{coh}\mathbb{P}^d_\mathbb{k}) \simeq \mathcal{D}^b(\text{coh}\mathbb{P}^d_\mathbb{k}^G) \) contains a tilting bundle \( \text{Ind}^G(T) \). It’s not obvious how direct summands of \( \text{Ind}^G(T) \) look like. Let us consider the natural action of \( \mathcal{G} \) on \( \mathbb{P}^d_\mathbb{k} \), where \( \mathcal{G} \) is the preimage of \( G \) in \( \text{SL}_{d+1}(\mathbb{k}) \). In this case, each \( \mathcal{O}(i) \) is \( \mathcal{G} \)-equivariant. We have
\[
\text{Ind}^G(T) = \text{add } \bigoplus_{\rho \in \text{Irr}(\mathcal{G}), 0 \leq i \leq d} \mathcal{O}(i) \otimes \rho
\]
and
\[
\mathcal{O}(i) \otimes \rho, \quad 0 \leq i \leq d, \rho \in \text{Irr}(\mathcal{G})
\]
can be ordered to form an exceptional collection by Proposition 3.27. Then by Proposition 2.28, we see that indecomposable direct summands of \( \text{Ind}^G(T) \) can be ordered to form an exceptional collection.

When \( d = 1 \), this example is explored in [37].

### 3.5. Dimension and saturatedness
Rouquier introduced in [49] the notion of the dimension of a triangulated category. Let us recall its definition. Suppose \( D \) is a triangulated category. For a full subcategory \( I \) of \( D \), denote by \( \langle I \rangle \) the smallest full subcategory of \( D \) containing \( I \) and closed under finite direct sums, direct summands and shifts. For two full subcategories \( I_1, I_2 \) of \( D \), denote \( I_1 \circ I_2 = \langle I_1 \circ I_2 \rangle \). Now put \( \langle I \rangle_0 = 0 \) and define induc tively \( \langle I \rangle_i = \langle I \rangle_{i-1} \circ \langle I \rangle \) for \( i \geq 1 \). Put \( \langle I \rangle_\infty = \bigcup_{\mathbb{Z} \subseteq \mathbb{Z}} \langle I \rangle_i \).

**Definition 3.30.** The dimension \( \text{dim } D \) of \( D \) is defined as the minimal integer \( d \geq 0 \) such that there is some \( E \in D \) such that \( \langle E \rangle_{d+1} = D \). If there is no such \( E \) then define \( \text{dim } D = \infty \).

The following simple fact is enough for us.

**Lemma 3.31 ([49]).** Let \( D \) be a triangulated category. If there is an exact functor dense up to direct summands \( F : D \to D' \) between triangulated categories then \( \text{dim } D' \leq \text{dim } D \). If \( C \) is a full triangulated subcategory of \( D \) and each object in \( D \) is a direct summand of some object in \( C \) then \( \text{dim } C = \text{dim } D \). In particular, a triangulated category has the same dimension with its idempotent completion.

We use the above fact to show that dimension is invariant through equivariantization.

**Proposition 3.32.** Let \( D \) be a triangulated category satisfying (Hypothesis). We have \( \text{dim } D^G = \text{dim } D \).

**Proof.** First suppose that \( D \) is idempotent-complete. Then both the induction functor and the forgetful functor are exact functors, dense up to direct summands. By Lemma 3.31, we have \( \text{dim } D^G = \text{dim } D \). In general, we have
\[
\text{dim } D^G = \text{dim } \hat{D}^G = \text{dim } \hat{D} = \text{dim } D.
\]
Example 3.33. Let $X$ be a separated scheme of finite type over a perfect field $k$. Suppose $X$ has a right $G$-action by $k$-automorphisms and $|G|$ is invertible in $k$. Denote by $[X/G]$ the associated quotient stack and by $\text{coh}[X/G]$ the category of coherent sheaves on $[X/G]$. Then we have

$$\dim D^b(\text{coh}[X/G]) = \dim D^b(\text{coh}^G(X)) \quad \text{since} \quad \text{coh}[X/G] \cong \text{coh}^G(X)$$

$$= \dim D^b(\text{coh}(X)) \quad \text{since} \quad D^b(\text{coh}^G(X)) \cong D^b(\text{coh}(X))^G$$

$$< \infty \quad \text{by Proposition 3.32}$$

Let $k$ be a field. A triangulated $k$-category $D$ is said to be of finite type if

$$\bigoplus_{a \in \mathbb{Z}} \text{Hom}^P_D(X, Y)$$

is finite dimensional for any $X, Y \in D$. Let us recall the definition of saturatedness of a triangulated category in the sense of Bondal and Kapranov [10].

Definition 3.34. A triangulated $k$-category $D$ of finite type is called left (resp. right) saturated if any cohomological functor

$$H : D \rightarrow \text{mod } k \quad (\text{resp. } H : D^{\text{op}} \rightarrow \text{mod } k)$$

of finite type (i.e., such that $\bigoplus_{a \in \mathbb{Z}} H(A[a])$ is finite dimensional for any $A \in D$) is representable. $D$ is called saturated if it is both left and right saturated.

We show that saturatedness is inherited through equivariantization.

Proposition 3.35. Suppose $D$ is an idempotent-complete triangulated category of finite type satisfying (Hypothesis). If $D$ is left saturated (resp. right saturated, saturated) then so is $D^G$. The converse also holds if $G$ is solvable.

Proof. We show that if $D$ is left saturated then so is $D^G$. Similar arguments allow one to conclude that if $D$ is right saturated then so is $D^G$ and thus $D^G$ is saturated if $D$ is. Let $H : D^G \rightarrow \text{mod } k$ be a cohomological functor of finite type. Then $H \circ \text{Ind} : D \rightarrow \text{mod } k$ is a cohomological functor of finite type. Now that $D$ is left saturated, we have a natural isomorphism $H \circ \text{Ind} \cong \text{Hom}_D(A, -)$ for an object $A \in D$. So

$$H \circ \text{Ind} \circ \omega \cong \text{Hom}_D(A, \omega(-)) \cong \text{Hom}_{D^G}(\text{Ind}(A), -).$$

Recall that the composition $\text{Id} \rightarrow \text{Ind} \circ \omega \rightarrow \text{Id}$ of adjunctions is $|G| \cdot \text{Id}$. Thus $H$ is a direct summand of $H \circ \text{Ind} \circ \omega$. Since $H \circ \text{Ind} \circ \omega$ is representable and since $D^G$ is idempotent-complete, $H$ is also representable. This shows that $D^G$ is left saturated. When $G$ is solvable, by combining Proposition 2.29 and the conclusion that we just obtained, we see that $D$ is left saturated (resp. right saturated, saturated) iff so is $D^G$. \qed
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