Energy efficient manipulation of topologically protected states in non-volatile ultrafast charge configuration memory devices
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Non-volatile magnetic storage, from 1940s magnetic core to present day racetrack memory1 and magnetic anisotropy switching devices2-4 rely on the metastability of magnetic domains to store information. However, the inherent inefficiency of converting the information-carrying charge current into magnetization switching sets fundamental limitations in energy consumption. Other non-magnetic non-volatile memories such as memristors, ferroelectric memory5 and phase change memory devices also rely on energetically relatively costly crystal structural rearrangements to store information6,7. In contrast, conventional electronic charge states in quantum dots for example, can be switched in femtoseconds with high efficiency, but any stored information dissipates rapidly8. Here we present a radically different approach in the form of a charge-configuration memory (CCM) device that relies on charge-injection-driven electronic crystal melting and topological protection of the resulting electronic domain configurations of a two-dimensional electronic crystal to store information. With multiprobe scanning tunneling microscopy (STM) we show microscopically, within an operational device, how dislocations in the domain ordering lead to metastability by a mechanism that is topologically equivalent to magnetic bubble memory. The devices have a very small switching energy (< 2.2 fJ/bit), ultrafast switching speed of <11 ps and operational range over more than 3 orders of magnitude in temperature (< 250 mK ~ 190 K). Together with their simple functionality, a large resistance...
switching ratio, straightforward fabrication and impressive endurance, CCM devices introduce a new memory paradigm in emerging cryo-computing and other high-performance computing applications that require ultrahigh speed and low energy consumption.

Manipulation of charge, rather than spin, would potentially increase the performance of memory devices, avoiding the weak coupling between charge and spin degrees of freedom that limits the efficiency of magnetic memories. However, the problem with charge ordered states in general is that they are strongly coupled to charge fluctuations of the environment and quickly dissipate. The desirable metastability that comes with orientation of ferromagnetic or ferroelectric domains is not trivial to achieve in electronic states. One possible solution is utilized in ferroelectric memories where the ferroelectric polarization is switched directly by the electric field and the polarization of ionic positions within domains defines the non-volatile information state. Electronic avalanche breakdown in narrow gap Mott insulators is also a possibility. Unfortunately these are still inherently energetically costly and rather slow. Another possibility, which is explored here is to use domains in an electronic crystal to store information whereby the relative position of electrons on the lattice is manipulated by charge injection. Instead of switching a vector or pseudovector quantity as is the case of a ferroelectric polarization or magnetization respectively, here reconfiguration of charges within domains relative to each other is used to store information. Addressing the problem of dissipation, we show that stability of such charge domain ordering can be enhanced by topologically protected defects, which impart stability to the different domain configurational states. The problem of how to read and write the information stored within domain configurations is solved in the present case by the fact that different domain configurations have different electrical resistance. Having achieved non-volatility and reproducibility, the result is an exceptionally simple memory device with outstanding performance.

The device relies on the fact that charge-injection causes frustrated compression of electronic crystal order in the layered transition metallic dichalcogenide 1T-TaS$_2$. In common with many similar materials, at low temperatures 1T-TaS$_2$ exhibits a uniform commensurate (C) electronic order with a periodicity that is a multiple of the underlying lattice constants. The electrons, shown in the atomic resolution STM image (Fig. 1a) are subject to Coulomb interaction and are packed into a regular hexagonal ‘polaron crystal’ lattice (Fig. 1d), with one electron localized on every 13th Ta metal site. The localized electrons cause a polaronic distortion of the surrounding lattice in the form of a star of David (Fig. 1b). The unusual feature of this material is the 0.3 eV band gap in the C state which is commonly attributed to a Mott state within TaS$_2$ layers that in combination with a pairwise charge stacking of polarons perpendicular to the layers determines the electronic transport properties. Chemical doping of such a state introduces weakly pinned dopant-induced dislocation defects that destroy long-range translational order, while retaining orientational order. However, recent work shows that chemical doping is not essential for the appearance of such hexatic order; domain walls can appear because they can accommodate extra electrons. This feature cannot be described by
traditional charge-density wave physics such as doping of Fermi surface nested systems, and cannot be predicted by band structure calculations\textsuperscript{20,21}, but can be readily understood either microscopically in terms of electron correlations\textsuperscript{12,19}, or phenomenologically in terms of Landau theory\textsuperscript{22}.

Figure 1. Charge order configurations and resistance switching in 1T-TaS\textsubscript{2}. The electronic charge configurations associated with switching are shown by 4K STM images: a) atomic resolution image of the C charge order with enhanced S orbitals (yellow). b) A schematic of the C structure on the 1T-TaS\textsubscript{2} electronic lattice. Ta atoms are displaced towards the extra electron on the center Ta (shown) forming a star. The crystal a and b axes (red) and electronic lattice vector A\textsubscript{c} (blue) are indicated. c) An STM image of the metallic metastable domain structure induced by charge injection on a mesoscopic scale. d) An STM image of the insulating C charge order on a mesoscopic scale. e) The temperature dependence of the 4-contact resistance upon switching. In this case an electrical W pulse causes the transition from $R_{HI}$ to $R_{LO}$ at 250 mK as indicated by the arrow.

The C state in 1T-TaS\textsubscript{2} uniquely responds to external perturbations in a way that makes it useful for a non-volatile memory device. Photoexcitation\textsuperscript{23} or direct charge injection\textsuperscript{24--27} breaks apart the long range charge order within $< 1$ ps\textsuperscript{28}, creating a complex domain structure without the presence of chemical-doping-induced defects, as shown in the STM image in Fig. 1c. Spatially uniform photodoping results in chiral domain order\textsuperscript{29}. The resistivity of this domain-textured state can drop by 1 to 3 orders of magnitude\textsuperscript{23,30,31} with respect to the C state as shown in Fig. 1e. This high-conductance state is metastable over 250 mK $< T < 190$ K, with a temperature-dependent lifetime\textsuperscript{24}. Below 20 K the lifetime is sufficiently long that it may be considered non-volatile. Although the details of the electronic conduction mechanisms are currently still a matter of debate\textsuperscript{17,31--33}, scanning tunneling spectroscopy (STS) maps show that both the domain walls (DWs) and the domains themselves have gapless electronic spectra\textsuperscript{26,27}, implying that metallic conductivity involves itinerant electrons in
domains and in the DWs. Since a myriad of domain configurations are possible, configurational states with different electronic crystal domain structure and different inherent resistivity may be used to store a significant amount of information\textsuperscript{34}. Here we opt for the simplest case, using charge injection switching between the high-resistance (HI) domain-free C state and the lowest stable resistance (LO) domain state as the basis of a memory device.

**Microscopic visualization of a Wigner crystal reconfiguration.** To observe the microscopic changes in electronic configurations of polarons corresponding to write (W) and erase (E) switching operations of such a device we use a multiprobe STM at 4.5 K (see Fig. 2a and Methods). Unlike in conventional STM imaging\textsuperscript{26} where the current passes vertically through the tip and through the sample to ground, here the current flows laterally between two tips. Two tips (#1 and #2) are used to apply current pulses, and a third tip (#3) is used to image the area where the current flows between contacts (Fig. 2a). The V-I curve shown in Fig. 2b describes the experimental protocol. (The shape of the curve is discussed later in the device section, Fig. 4a and in Methods). We start in the HI state and ramp up the W current $I_{12}$ (red triangles) using 50 $\mu$s pulses. Above a threshold $I_W \sim 4.8$ mA, an abrupt drop of resistance signifies that the sample switches to the LO state. The resistance switching ratio is reduced compared with devices (shown later) because of the $\sim 1k\Omega$ STM tip contact resistances and because the current is not laterally confined. The corresponding STM images of HI and LO states obtained with tip #3 are shown by the images \[\text{0} and \text{1}\] respectively in Fig. 2c, revealing the characteristic domain pattern of the LO state. To visualize the erase (E) process, we use a sequence of 50 $\mu$s current pulses $I_E (= I_{12})$ increasing the magnitude from zero, while monitoring the step-by-step reordering of the charge configuration with tip #3. A selection of the STM images taken after consecutive pulses with increased amplitude is shown in Fig. 2c \[\text{1} - \text{6}\]. We see that as $I_E$ increases, the charge configuration is stable, and resistance is nearly ohmic up to a threshold current $I_E^T \approx 2$ mA (Fig. 2b). Above $I_E^T$ we observe a change of slope, which coincides with an onset of dropping polaron density $\rho$ (Fig. 3a), defined as the number of polarons per nm$^2$. The change of slope near 2 mA thus appears to be associated with the onset of domain wall annihilation. Thereafter DWs gradually disappear (Fig. 2c \[\text{3} - \text{6}\]), and above $I_E = 4.4$ mA only one DW remains visible within the field of view. The domain pattern is different each time the experiment is repeated, so pinning by crystal defects, lattice imperfections and impurities do not appear to play a significant role in the switching process, which is important for endurance and reproducibility of practical devices.
Figure 2. Visualization of charge domain reconfiguration associated with device operations. a) An SEM image of the 3-tip setup for sourcing of the current and STM imaging. b) V-I curve during the switching cycle: Initially, switching to the LO state is performed by ramping up the W current from zero up to $I_{12}=5$ mA between tips #1 and #2 (red triangles). Switching from HI to LO state occurs at $\sim 4.8$ mA. Erasing back to the HI state is performed by ramping up the E current from zero up (blue squares). c) STM images measured by tip #3; [0] and [1] show HI and LO state respectively while images [2] - [6] show the evolution of electronic configuration during the E sequence. The yellow $\perp$ symbols represent NTTDs. d) Simplified version of Fig. 2c, showing color-coded domains that signify the displacement of domains relative to the original C structure. The insert to [0] shows the color scheme representing 12 possible non-zero displacement vectors which characterize the mutual configurations of polarons in adjacent domains. e) A detailed image of the Burger’s vector $\vec{B}$ construction for a NTTD at a crossing of three domain walls (see SI for details).

**Dislocations and metastability of the LO state.** Categorizing the relative displacements of domains relative to each other on the electronic lattice in Fig. 2c by the color code defined by the insert to Fig. 2d, and analyzing the domain-wall junctions, we observe non-trivial topological defects (NTTDs) in the form of dislocations. The importance of these dislocations lies in the fact that they are topologically protected and can be removed only by defect-antidefect pair annihilation, i.e NTTDs with equal and opposite winding numbers. This imparts a metastability to the configurational state of the crystal. Motion of domains and the charges within them is strongly inhibited. The dislocations can be characterized by a Burger’s vector construction on the electronic lattice around domain wall crossings$^{29}$ (shown by $\perp$ dislocation symbols in Figs. 2c, d and e). An example of a domain junction with non-zero electronic Burger’s vector construction $\vec{B}$ is shown in Fig. 2e (see the SI for a more detailed construction). The evolution of dislocations during an erase sequence is shown by color maps (Fig. 2d). In correspondence to the V-I curve (Fig. 2b), we see that up to $\sim 2$ mA, very little motion of the
dislocations is detected. Above \( I_E = 2.6 \) mA, they start to annihilate with each other, and eventually (in the absence of crystal imperfections) disappear upon complete erase \( \sum_l \vec{B}_l = 0 \). We note that these effects are topologically equivalent to the behaviour of bubble memory on a much larger scale, except that the latter occurs with magnetic rather than electronic domain ordering\(^{35}\).

By analyzing the sequence of STM images \([1-6]\) for different \( I_E \) (Fig. 2c), we can also determine the total density \( \rho \) of polarons in the image, the number \( N_p \) of polarons moved, and their direction of motion during switching. The change of \( \rho \) during the W/E cycles shown in Fig. 3a is consistent with \( \sim 10\% \) extra electrons accommodated within domain walls after the W pulse. From Fig. 2d \([1-3]\), we see that \( N \) is small for \( I_E < 2 \) mA, but increases abruptly above \( \sim 3 \) mA (Figs. 2d \([3-6]\)), reaching \( N_p \approx 280 \) per frame at 4.4 mA. The dynamics of motion plotted in Figs. 3b and c for different \( I_E \) are particularly interesting. The largest number of electron movements at the highest current (4.4 mA) coincides with one of the crystal axis and occurs both parallel and antiparallel to the applied current direction \( I_{12} \). This observation is significant, because it shows that (i) the switching of charge configurations is not due to a single-particle drift current, but is a collective reconfiguration, (ii) the current is not carried by the observed localised charges and (iii) the current cannot be attributed to electronic percolation as in typical memristors. Moreover, we do not observe any sliding motion at any \( I_E \), indicating that conventional CDW depinning and sliding phenomena that are common in incommensurate CDW systems are not present here. Switching and charge transport mechanisms are thus very different from conventional memristors and thermally-induced phase-change switching devices\(^{30,36-40}\), and suggest that different electronic bands are involved in the HI and LO state electronic transport. In fact, Hall measurements show that the dominant current-carriers are holes in the HI state and electrons in the LO state\(^{41,42}\).

![Figure 3. Polaron dynamics during the E process.](image)

a) The polaron number density \( \rho \) (i.e. number of polarons \( N_p \) per \( nm^2 \)) within each STM image, counted during the E sequence (see SI for counting method). b) and c) show how many polarons move at each angle for the whole E sequence presented in Fig. 2c. b) For \( I_E (= I_{12}) < 2.6 \) mA, the direction of motion appears random. c) For \( I_E > 2.6 \) mA, the motion increases, parallel and antiparallel to the current direction \( I_{12} \) indicated by the arrow (note the change of scale from b) to c)).
The average microscopic energy barrier $E_B$ separating the different configurational states can be determined from a measurement of the temperature dependence of the resistance relaxation rate $r = 1/\tau_R$ of the $R_{LO}$ state under small current $I \ll I_B^2$ which follows roughly exponential behavior $R \propto R_{HI}(1 - e^{-t/\tau_R})$. By fitting the time-dependence of thermally-induced resistance relaxation to simple Arrhenius behavior for the relaxation rate $r = r_0 e^{-E_B/RT}$ we obtain $E_B$ (see SI for fits to the $T$-dependence of $r$). Devices of different sizes and on different substrates give consistent barrier energies in the range $E_B = 15\sim 21$ meV ($180\sim 248$ K). These values are smaller than those reported in recent measurements of metastable states induced by electric pulses in $20$ μm thick crystals at higher temperatures. The differences may indicate that different pinning mechanisms may be relevant for different domain sizes in different temperature ranges, present in crystals of different thickness.

The STM experiments show that while the W mechanism is caused by a charge pulse injection into the insulating ($R_{HI}$) state with no domains, the E mechanism involves charge pulse injection into a conducting ($R_{LO}$) state with a dense domain structure. Assuming a constant voltage source applied across the device, the supplied power is significantly larger in the $R_{LO}$ state than the $R_{HI}$ state, whence Joule heating is significantly higher for the E pulse that the W pulse, giving rise to a significant thermal asymmetry in the effect of W and E pulses. Thus, while the W switching is a rapid, non-thermal charge reconfiguration process driven mainly by charge injection, the E process shown in Fig. 2 involves a thermally-activated reconfiguration process, which is consistent with the absence of directionality in the dynamics shown in Fig. 3.

E pulses which result in maximum temperatures below the CCDW transition temperature $T_{CCDW}$ (190 K), cause thermally-activated domain reconfiguration across the energy barrier $E_B$ (shown in the SI). The relaxation was previously shown to proceed via a discrete sequence of jumps over a “Devil’s staircase” of intermediate metastable structures with different degrees of discommensurability, eventually reaching the CCDW ($R_{HI}$) state at a rate given by $r$. Complete, rapid erase requires that the sample is heated momentarily above $T_{CCDW}$. Empirically, it has been shown that the $R_{LO}$ state can be erased with various protocols and pulse sequences. Here we have used single E pulse lengths of 50 μs (Fig. 2), 20 ms (Fig. 4f) and 600 ms (Fig. 4a, b). Previously, an E pulse train of 50 ps optical pulses at 5 μs intervals was reported, suggesting that fast E processes are possible, but to determine to what extent the process is thermal requires further investigations.

The demonstrated electronic domain configuration mechanism in Fig. 2 has important consequences for practical device characteristics in terms of energy, speed and data retention. To investigate the W switching energy and speed we replace the STM tip electrodes with nanofabricated ones. This way the geometry of the device is better defined, and transmission line contacts can be made for short pulse measurements. The V-I curve for a W cycle at 20 K is shown in Fig. 4a for incrementally increasing current pulses $I_W$ through the device with an inter-contact distance $L = 145$ nm shown in the insert.
Here the pulses are intentionally long of length $\tau_W = 600$ ms, to allow long instrumental time constants and hence low noise in the measurement. We observe a non-linear V-I curve with an initial slope $R_{HI}$ (dashed $R_{HI}$ line) up to the $I_W^T \approx 0.165$ mA. Above this current the voltage drops from 0.65 V to 0.08 V and the device switches to a linear V-I relation with resistance $R_{LO}$ (dashed $R_{LO}$ line). The V-I curve for W can be fit with $V = V_0 \ln(I/I_0 + 1)$ for $I < I_W^T$ (green line), and $V = R_{LO}I$ for $I > I_W^T$ (dashed $R_{LO}$ line) in agreement with ref.25. This behavior is consistent with the STM tip switching shown in Fig. 2b, taking into account different current paths in the devices. An E pulse with a higher threshold $I_E^T > I_W^T$ is used to switch to the pristine state. The cycle of erase pulses is illustrated in Fig. 4b where the current is ramped from $I = 0$ to 0.4 mA. Above an erase-threshold $I_E^T \approx 0.25$ mA the system is seen to switch to a high resistance state, and the device reverts back to $R_{HI}$ as current is lowered to zero.

In the next two sections we investigate the scaling of the device operation parameters (pulse length, switching voltage and switching energy) that are important for practical applications.

**Figure 4. Fabricated device characteristics at 20 K.** a) and b) show the V-I curves for the W and E processes respectively. The green line is a fit to the data in both cases (see text). The insert to a) shows a test device with 8 cells. c) The switching energy density $\epsilon_W$ as a function of pulse length $\tau_W$. The insert shows the actual pulse shapes. d) The switching threshold voltage $V_W^T$ as a function of distance between the electrodes L measured on devices like the one shown in the insert. e) The switching power $P_w$ as a function of device volume $V$. Different symbol colors are for different physical devices. f) An endurance measurement showing cycling between $R_{LO}$ and $R_{HI}$ for $10^6$ cycles.

**Switching speed.** On the basis of the non-thermal configurational W mechanism we may expect switching to be very fast. Using appropriate transmission line contacts on Si/SiO$_2$ substrates (see insert to Fig. 4a, Methods), we systematically change the W pulse length $\tau_W$ and measure the switching
energy density \( \varepsilon_W = E_W/V \) (here \( V \) is the crystal volume between electrodes, and \( E_W \) is the switching energy of the device). The results are shown in Fig. 4c over > 5 orders of magnitude \( 16 \text{ ps} < \tau_W < 2 \text{ ms} \). The line shows a fit to a linear relation \( \varepsilon(\tau_W) = \gamma \tau_W \), with \( \gamma \approx 3.3 \frac{\text{pJ}}{\text{ns} \mu \text{m}^3} \).

The lowest value of \( W \) pulse energy \( E_W \) is obtained with a \( \tau_W = 16 \text{ ps} \) FWHM pulse, (the insert to Fig. 4c shows the actual 11 ps rise-time pulse measurement). A device with \( L = 150 \text{ nm} \), \( R_{HI} = 8200 \Omega \), \( R_{LO} = 1800 \Omega \) and \( V_W = 1 \text{ V} \), and is measured at \( 20 \text{ K} \) to give \( E_W = 2.2 \text{ fJ} \), where the resistance was measured before and after switching, and \( \tau_W \) was used to calculate \( E_W \). The value of 2.2 fJ is extremely small compared with other current memory devices, but is still significantly larger than the measured microscopic barrier \( E_B = 15 \sim 21 \text{ meV} (2.4 \sim 3.4 \times 10^{-6} \text{ fJ}) \), which implies that devices with much smaller \( E_W \) can be built before reaching fundamental limits. It is instructive to compare \( E_W \) and \( E_B \) with the lowest possible energy difference between two states that can be discerned thermodynamically on the basis of their entropy difference \( \Delta E_L = k_B T \ln 2 \) (the Brillouin-Landauer thermodynamic limit\(^{44} \)). At \( T = 4 \text{ K} \), \( \Delta E_L = 3.8 \times 10^{-8} \text{ fJ} \), so the current CCM devices are still far from this limit. The observed scaling laws suggest that \( E_W \) can be reduced further by reducing \( L \) and \( \tau_W \). Deviations from linearity might be expected when \( \tau_W \) approaches the intrinsic switching time \( \tau_s = 0.45 \text{ ps} \), or when a competing mechanism starts to consume significant energy, such as heating. These effects are likely to be important for device optimisation, particularly for erase protocols.

**Scaling of switching voltage and power with device size.** In accordance with expectations based on the STM measurements, the switching threshold voltage \( V'_W \) should scale with distance between contacts \( L \). The result of a measurement is shown in Fig. 4d, with linear scaling of \( V_W \) over nearly two orders of magnitude \( 60 \text{ nm} < L < 4 \mu \text{m} \). Similarly, the switching power defined as \( P_W = I_W V_W \) as a function of device volume \( V \) is also linear over 3 orders of magnitude extending to \( 6 \times 10^{-3} \mu \text{m}^3 \) (Fig. 4e). A fit gives the switching power density at threshold: \( P_W = \frac{P_W}{V} \approx 3 \times 10^{-3} \text{ W/µm}^3 \). With 16 ps switching pulses and a practically realizable \( 10 \times 10 \text{ nm} \) device on a \( 30 \text{ nm} \) thick TaS\(_2 \) film the switching energy is \( E_W = \gamma \tau_W V \sim 10^{-4} \text{ fJ} \), which corresponds to a switching power \( P_W = p_W V \sim 5 \text{ nW} \).

For practical applications it is interesting to investigate switching reproducibility and stability of the resistance in the switched state. In Fig. 4f we show a typical endurance measurement of a relatively large device with \( L = 300 \text{ nm} \) and very long pulses \( (V_W = 0.45 \text{ V}, \tau_w = 2.7 \mu \text{ s} \) square wave \( W \) pulses, \( V_E = 0.43 \text{ V}, \tau_E = 20 \text{ ms} \) asymmetric triangular \( E \) pulses). Each pair of corresponding \( R_{HI} \) and \( R_{LO} \) values represents a measurement done after 20k cycles of \( W \) and \( E \) pulses. Surprisingly, \( R_{LO} \) is remarkably stable throughout the whole \( 10^6 \) cycles, while \( R_{HI} \) increases slightly and later stabilizes. A measurement of \( R_{LO} \) for 4800 \( R \) cycles shows the \( \text{LO} \) state is stable as long as the device is kept below 20 K (See SI for plot). This is consistent with the extrapolated lifetime of the \( R_{LO} \) state at 4K, based on the measured activation energy presented in the supplement, of \( \sim 10^{14} \) years.
Discussion

Briefly comparing the measured operating parameters of CCM with leading magnetic random access memory (MRAMs) and PCM devices, the smallest energy/bit values so far reported by voltage-controlled magnetic anisotropy switching in multilayer IrMn/CoFeB/MgO and Ta/CoFeB/MgO magnetic tunnel junction (MTJ) devices are at 39 ~ 40 fJ/bit\(^2\). The lowest theoretically predicted value of a few fJ/bit\(^2\), comparable to the 2.2 fJ presently reported, and much higher than 10\(^{-4}\) fJ predicted for CCM in the previous paragraph. Phase change memories have both significantly higher switching energies (> 2.5 pJ) and switching voltages (> 1 V\(^46,47\) than CCM, and even the smallest memristors such as 6 nm crossbar memristor arrays have a write power of \(P_W = 0.23 \, \mu W\)\(^48\), which is significantly higher than ~3 nW for CCM. We note that our demonstration of a man-made non-volatile electronic memory device uses less energy per bit (2.2 fJ/bit) than a human brain (10 fJ/synapse), and potentially much less than artificial synapses\(^49\). The CCM’s advantage is that it’s > 9 orders of magnitude faster. (A comparison of different devices is summarized in the SI.)

With demonstrated scalability in size (60 nm – 4 \(\mu m\)), pulse length (16 ps – 600 ms) and voltage (0.3 V – 10 V) and with a wide operating temperature (250 mK – 200 K) the CCM devices appear to be very versatile. The operating temperature range at high T could be extended by appropriate choice of substrate\(^24\), but so far no other electronically ordered material has been found to exhibit significant metastability. While we have demonstrated that the basic mechanism of switching is based on charge reconfiguration, the role of heating that inevitably accompanies charge injection still needs to be understood. Surprisingly, the device variability is small (as seen from the data on multiple devices shown in the scaling plots). Importantly for applications, thin films of 1T-TaS\(_2\) can be grown by various means\(^50\)-\(^52\) promising technological flexibility. An immediate application of the device could be in cryocomputing, which has been heralded as an obvious solution to the overall challenge of reducing dissipation\(^9,53\). In spite of huge research efforts and availability of superconducting circuits performing both single flux quantum (SFQ) and quantum information processing\(^9\), the absence of a fast low-energy cryogenic memory has prevented significant upscaling\(^53\), so CCM may offer a possible breakthrough. For interfacing CCM with single flux quantum devices, which is an obvious target application, nanocryotrons have been demonstrated to be an excellent match in terms of output voltage, speed and impedance\(^54,55\). In comparison to complementary metal-oxide semiconductor (CMOS) devices\(^56,57\) and superconducting loop memories\(^58\), CCM offers significant advantages in terms of scaling, size, speed, energy/bit and operational simplicity. Irrespective of application and path to fabrication, the ultrafast CCM devices introduce a new concept that challenges existing information storage paradigms.

Methods

The 1T-TaS\(_2\) single crystals were synthesized using the vapor phase transport method. More than 1000 devices (such as in the insert to Fig.4a) were fabricated by deposition of typically 30 – 100 nm
thick single crystals on Si/SiO$_2$ substrates with 80 nm thick sputtered Au contacts over a 5 nm Au/Pd contact layer using e-beam lithography. The contact resistances with PdAu/Au electrodes, obtained from a 4-probe measurement were typically $100 \sim 200 \Omega$. DC transport device measurements were performed using a standard four-point contact technique. For $\tau_W > 4$ ns an electrical signal generator (Siglent SDG 1050) was used, while for $\tau_W < 100$ ps electrical pulses were generated using an amplified SYMPULS signal generator giving $\pm 2.2$ V at $\tau = 16$ ps (FWHM, 11 ps rise-time at the input to the cryostat after amplifier and bias tee). For frequencies $> 1$ GHz, transmission lines were used throughout, such as shown in the insert to Fig. 4a and 4d. The samples for all STM measurements were cleaved in UHV. The resistance measurements were performed after switching by measuring and fitting I-V curves by 2 or 4-contact method, as indicated. The 2-tip and 4-tip STM was performed in an Omicron 4-probe LT at 4 K. For V-I measurements, with two outer tungsten tips $1 \sim 3$ μm apart we first made tunneling contact, and then advanced the tips into the sample until an approximately linear I-V curve was reached, (typically $\sim 40$ nm beyond the contact point). For 4-contact measurements, two inner tips are used to measure the voltage drop $V_{23}$ at two points in the area between the current sourcing tips. By comparing 2-tip and 4-tip measurements, we determine the contact resistance to be $\sim 1$ kΩ, while the intrinsic sample resistance between the inner tips $\sim 1$ μm apart is $R_{12} \sim 40 \Omega$. Compared with a fabricated device, the current path between STM tips is not laterally confined, and heating is higher because of the higher tip-sample contact resistance $\sim 1$ kΩ, vs. $\sim 100 \Omega$ for typical fabricated contacts.
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Energy efficient manipulation of topologically protected states in non-volatile ultrafast charge configuration memory devices

Supplementary information

1. Trivial and non-trivial domain wall defect constructions on a sparsely filled hexagonal lattice

A Burgers’ vector construction is made around domain wall intersections on the primitive crystal lattice (grey), which is derived from an STM image (Supplementary Figure 1). The black arrows represent electron lattice vectors, while the blue arrows represent crystal lattice vectors.

In the left example a trivial defect has Burger’s vector sum \( B = 0 \). The right example is non-trivial \( (B \neq 0) \), and has \( B = A_c = 3a + b \), where \( a \) and \( b \) are the atomic lattice vectors, and \( A_c \) is the primitive electronic lattice vector of the commensurate (HI) state. The latter is topologically protected and can annihilate only with a defect with an equal and opposite \( B \).

Supplementary Figure 1: Burger’s vector constructions for 3-domain trivial (3t) and 4-domain non-trivial (4nt) domain wall crossings. The colored dots represent the polarons in the STM image corresponding to different domains. The blue arrows are atomic lattice vectors, while the black arrows are the electronic lattice vectors. The Burger’s sum of atomic lattice vectors around a vertex are shown with blue arrows. In the case of the 4 nt, the sum is equal to one electornic lattice vector \( A_c \).
2. Polaron counting

This is done by comparing pairs of images of the same scanned area before and after applying the current impulse. The comparison is made in Python environment and consists in counting the number of polarons which have moved between the two images and the directions of these movements.

To achieve the result, we first need to make sure that the pair of images we want to compare shows the exact same sample's area. While scanning with the STM, indeed, the sample can drift of a few nm and the relative tip-sample position can change. This results in slightly different scanned areas for the two images. In order to cut out this effect, we choose a specific fixed point which remains the same for both the two images (e.g. a specific stationary polaron). Then we translate the two images so that the chosen fixed point results in the same spatial coordinates for both the images. Finally we cut the images' borders in such a way that the two images show exactly the same scanned area.

The next step is the detection of the polarons' centres. For every image our program detects the centre of each polaron exploiting a `skimage` function based on the blobs' recognition by using the Laplacian of Gaussian method. Then we collect all the coordinates of these centres in a pattern of polarons' positions. Supplementary Figure 2a shows two examples of these patterns placed above the corresponding sample's area. Coloured dots represent the polarons' centres.

By comparing the patterns, we can count the number of polarons' movements. In order to do so, let's focus on the David's star which forms the periodic lattice, shown in Supplementary Figure 2b. We can label the position $r$ of a single Ta atom on the surface as:

$$ r = nA + mB + ai + bj $$

where $A$ and $B$ are the vectors which connect the different Ta atoms in the centre of the polarons, $n$ and $m$ are integer numbers which select a specific polaron's centre, while $ai$ and $bj$ ($i, j = 1, \ldots, 6$) are the vectors which connect the centre of the David's star to the Ta atoms on its vertexes and its corners, as shown in figure 2. Quantitatively, $|ai| = \sqrt{3}$, $|bj| = \sqrt{3} \cdot 0.33$ nm.

Each polaron's centre is uniquely labeled by a pair $(n, m)$. Any translation which moves the polaron to a new pair $(n', m')$ would make no difference, bringing the system to an identical situation, thanks to the periodicity of the lattice. The only possible meaningful physical translations are those equal to $|ai|$ or $|bj|$.

Let's move back to the detection of movements. If we compare the pair of polarons' patterns, we can calculate the distances between each point of the first pattern and its nearest point in the second pattern. These two points are the same polaron's centre in the two different images. Let's call $(x1, y1)$ the coordinates of a specific polaron in the first pattern and $(x2, y2)$ the coordinates of the same polaron in the second image. Thus, the polaron's movement is given by the distance $d$: 

$$ d = \sqrt{(x2-x1)^2 + (y2-y1)^2} $$
\[ d = \sqrt{[(x_1 - x_2)^2 + (y_1 - y_2)^2]} \]

As we said, the minimum meaningful translations is the one equal to \(|b| = 0.33\) nm. This means that the polaron is considered moved only if \(d\) is larger than 0.33 nm (with a chosen uncertainty of 0.03 nm).

So, by repeating this calculation for every polaron of the pattern, we can count the number of polarons which have moved between the two images. To see this, we can look at Supplementary Figure 2c, where the two patterns of Supplementary Figure 2a are superimposed. When a polaron didn't move, its centre stays in the same coordinates for both the patterns and thus its dot belonging to the first pattern is covered by the other one. When instead the polaron has moved, the two centres don't coincide and both the dots are visible.

Finally we want the direction of the polarons' movements. This is achieved by calculating the shift vectors related to all polarons' movements. If a polaron has moved of a distance \(dx = x_2 - x_1\) along the image's horizontal axis and of a distance \(dy = y_2 - y_1\) along the image's vertical axis, then the angle in respect to the horizontal axis is simply given by \(\arctan(dy/dx)\). After calculating all the angles of the polarons' movements, we plot them in a polar histogram with 13 bins.

**Supplementary Figure 2: Counting of polarons.** a) Images of two different configurational states with the centers of polarons marked. b) David’s star which forms the periodic lattice. c) Superposition of two different configurational states showing the displacements of polaron’s centers.
3. **Microscopic barrier measurement**

The microscopic energy barrier $E_B$ separating the different configurational states can be determined from a measurement of the temperature dependence of the resistance relaxation time $\tau_R$ of the $R_{LO}$ state. Irrespective of mechanism, an Arrhenius plot of the relaxation rate with temperature gives the effective barrier energy $E_B$. Two data sets of resistance vs. time at different temperatures for two very different size devices with $l = 4 \, \mu$m and $l = 60 \, \text{nm}$ fabricated on SiO$_2$ (quartz) and Si/SiO$_2$ (standard oxidized Si) substrates respectively are shown in Figs. 3 a and b. Fits to $R(t)$, using simple exponentials $R(t) = R_C \left(1 - \exp \left(-\frac{t}{\tau_R}\right)\right)$, gives approximate Arrhenius-like behavior for $1/\tau_R$ with temperature as shown in Fig. 3c with barrier energies $E_B = 21 \pm 2.3 \, \text{meV} \ (248 \pm 27 \, K)$ and $15.4 \pm 3.4 \, \text{meV} \ (179 \pm 40\, K)$ for the $4 \, \mu$m and $60 \, \text{nm}$ devices respectively. Fig. 3d shows the stability of the written LO state over 4800 Read cycles spread over a two hour long measurement at $20 \, K$.

A more detailed treatment of configurational state relaxation involves a sequence of intermediate metastable states via discrete jumps over a “Devil’s staircase”, which is better described in terms of stretch exponentials (ref. 24 of main text). The justification for using a simple thermally activated process here is the fact that it is useful for estimating the microscopic barrier energy.

Supplementary Figure 3: The microscopic energy barrier. a) and b) The resistivity as a function of time at different temperatures for a $4 \, \mu$m and $60 \, \text{nm}$ device respectively. c) The relaxation rate as a function of inverse temperature. The dashed lines are fits to the data, giving $E_B = 248 \pm 27 \, K$ and $E_B = 179 \pm 40 \, K$ respectively. d) 4800 Read cycles of written LO state at $20 \, K$. 
4. A comparison of leading memory devices – with references

Supplementary Figure 4: Measured switching energy $E_W$ and speed of leading memory devices. a) Switching energy in correlation with device area, b) Switching times $t_W$ plotted against switching energy. References: PCM$^1$, ReRAM$^2$, STT-RAM$^3$, MeRAM$^4$, ReRAM$^5$, OST-RAM$^6$, BNO$^7$, SRAM$^8$, DRAM$^9$
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