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Abstract

Current popular online multi-object tracking (MOT) solutions apply single object trackers (SOTs) to capture object motions, while often requiring an extra affinity network to associate objects, especially for the occluded ones. This brings extra computational overhead due to repetitive feature extraction for SOT and affinity computation. Meanwhile, the model size of the sophisticated affinity network is usually non-trivial. In this paper, we propose a novel MOT framework that unifies object motion and affinity model into a single network, named UMA, in order to learn a compact feature that is discriminative for both object motion and affinity measure. In particular, UMA integrates single object tracking and metric learning into a unified triplet network by means of multi-task learning. Such design brings advantages of improved computation efficiency, low memory requirement and simplified training procedure. In addition, we equip our model with a task-specific attention module, which is used to boost task-aware feature learning. The proposed UMA can be easily trained end-to-end, and is elegant – requiring only one training stage. Experimental results show that it achieves promising performance on several MOT Challenge benchmarks.

1. Introduction

Online multi-object tracking (MOT) aims to accurately locate trajectory of each target while maintaining their identities with information accumulated up to the current frame. In the last decades, MOT has attracted increasing attention, as it benefits a wide range of applications, such as video surveillance analyses and autonomous driving [48, 56, 57].

Current MOT solutions typically involve an object motion model and an affinity model. The former one leverages temporal information for object instance localization and tracklet generation, while the latter deals with distractors (e.g., targets with similar appearance) or occlusions by measuring object similarity in data association. Specifically, some online MOT algorithms are based on a tracking-by-detection paradigm [25, 39, 52, 1, 29], i.e., associating detections across frames by computing pairwise affinity. Thus they mainly focus on the design of the affinity model. However, as temporal cues are not explored in the object detection phase, the quality of detections is often limited, further decreasing the MOT performance. MOT scenarios, e.g., the video sequences in MOT Challenge [32, 38], often yield crowded people with rare poses or various sizes. In such cases, even the leading detectors [43] may produce many False Positive (FP) and False Negative (FN) results, causing adverse impact on the subsequent data association stage.

This calls for better leveraging motion cues in MOT. Thus another trend is to apply single object trackers (SOTs) in online MOT [11, 61]. They take advantage of SOTs to address the value of temporal information and recover the missing candidate detections. Such paradigm yields more natural tracklets and usually leads to better tracking results according to the FN metric. However, crowded distractors and their frequent interactions often lead to occlusion situations, which are quite challenging for these solutions. To tackle this issue, follow-up methods [44, 11, 68, 9, 10] integrate SOT based motion model with affinity estimation. In particular, they first recognize the state of the targets according to the confidence of SOTs, then update the tracked targets and maintain the identities of the occluded targets through affinity measure for tracklet-detection pairs in data association phase. Though inspired, they still suffer from several limitations. First, features used for SOTs and affinity measure are extracted from two separate models, which incurs expensive computational overhead. Second, since they do not make use of SOT features in affinity computation, they have to train an extra affinity network (e.g., ResNet50 in [68] and ResNet101 in [10]) to remedy this. This further increases their memory demand, which critically limits their applicability in source-constrained en-
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vironments. Third, the independent feature extraction of SOTs and affinity models, and the complicated affinity network design, together make the training procedures sophisticated, which often require multiple alternations or cascaded-training strategy. Moreover, they do not explore the relation of the SOTs and the affinity model, i.e., the affinity model could help the SOTs to access the identity information and thus learn more discriminative features to better handle occlusions.

To alleviate the above issues, we propose a multi-task learning based online MOT model, UMA, which end-to-end integrates the SOT based motion model and affinity network into a unified framework. The learnt features are promoted to capture more identity-discriminative information, thus simplifying the training and testing procedures. In particular, it unifies a Siamese SOT and a ranking network into a triplet architecture. Two branches of the triplet network, e.g., the positive and anchor branches, count for the SOT based motion prediction task, while all the three branches address the target identity-aware ranking task by metric learning. This provides several benefits. First, the metric learning within the ranking task assigns the learnt features identity-discriminative ability, facilitating the SOT model to better locate the targets and handle occlusions. Second, this enables feature sharing between the SOT based tracklet generation stage and the affinity-dependent data association stage, eliminating the requirement of designing an additional affinity network and improving the computation efficiency. Third, it provides a more straightforward, one-step training protocol instead of previous sophisticated, multi-alternation or cascaded training strategy. Furthermore, a task-specific attention (TSA) module is equipped with our UMA model, to address the specific nature of the multiple tasks and boost more task-specific feature learning. It performs context exploitation self-adaptively on the shared features extracted by the multi-task network and is lightweight with budgeted computational cost, meanwhile producing better performance.

To summarize, we propose a triplet network, UMA, which unifies the object motion prediction and affinity measure tasks in online MOT. UMA addresses SOT-applicable as well as association-discriminative feature learning with an attentive multi-task learning mechanism. This presents an elegant, effective yet efficient MOT model with lower memory requirement and a simple, end-to-end training protocol. Further with an elaborately designed online tracking pipeline, our lightweight model reaches state-of-the-art performance against most online and even offline algorithms on several MOT Challenge benchmarks.

2. Related Work

MOT. Existing MOT approaches can be categorized into offline and online modes. Offline methods [41, 14, 51, 54, 52] can leverage both past and future frames for batch processing. They typically consider MOT as a global optimization problem in various forms such as multi-cut [51, 52], k-partite graph [66, 13] and network flow [67, 14]. Though favored in handling ambiguous tracking results, they are not suitable for causal applications such as autonomous driving.

Online MOT methods can only access the information available up to the current frame, thus easily suffering from target occlusions or noisy detections. The majority of previous approaches [1, 2, 25, 39, 63] adopt a tracking-by-detection pipeline, whose performance is largely limited by the detection results. Some others [68, 44, 11, 9, 10] instead apply SOTs [22, 4, 34, 17, 16] to carry out online MOT and generally gain better results.

Object Motion Models in Online MOT. Basically, object motion model is helpful in dealing with the noisy detections. For instance, Xiang et al. [62] employ an optical flow-based SOT, TLD [27], to track individual target. Sadeghian et al. [44] further extend this pipeline with a multi-LSTM network for exploiting different long-term cues. After that, Zhu et al. [68] equip their framework with a more advanced tracker: ECO [12], and design an attention-based network to handle occlusions. Their promising results demonstrate the advantages of applying SOTs as motion models. However, all these approaches require an additional affinity model to address occlusions, and often learn features for the SOTs and affinity models independently, leading to increased computation cost, non-trivial memory demand and sophisticated training protocols. Though [11] uses a shared backbone to extract features for all the targets, multiple online updating sub-nets are further added to specifically handle each target. In sharp contrast, we attempt to learn a ‘universal’ feature that preserves enough information for both motion and affinity models, which essentially simplifies the training and testing procedures.

Object Affinity Models in Online MOT. In the data association phase, the object affinity model is usually used to link tracklets or detections cross frames in terms of the pairwise affinity, which is a crucial way to handle occlusions in online MOT. To produce reliable affinity estimations, object appearance cues are indispensable, and Siamese or triplet networks [8, 36, 55] with metric learning provide powerful tools to acquire a discriminative and robust feature embedding. In particular, Leal-Taixé et al. [31] apply a Siamese network to estimate the affinity of the provided detections by aggregating targets appearance and optical flow information. Son et al. [47] propose a quadruplet loss to stress targets appearance together with their temporal adjacencies. In [52], a Siamese network is used to leverage human pose information for long-range target-relation modeling. Voigtlaender et al. [53] extend the Mask R-CNN [20] with 3D convolutional layers and propose an association head to extract embedding vectors for each region proposals by us-
ing the batch hard triplet loss [24]. Bergmann et al. [2] also present a short-term re-identification model based on the Siamese network. Xu et al. [63] jointly utilize the appearance, location and topology information to compute the affinity by employing the relation networks [58] in both the spatial and temporal domains. Notably, all these methods work on the tracking-by-detection mode. Differently, we in-depth inject metric learning into a SOT model, through a unified triplet network. It learns a discriminative feature for both the object motion prediction and affinity measure sub-tasks, bringing an effective yet efficient solution.

3. Our Algorithm

In this section, we first give a brief review of the Siamese SOT [4] (§3.1), as it is used as the backbone of our model. Then, the details of our UMA model are presented in §3.2. Finally, in §3.3, we elaborate on our whole online MOT pipeline. As UMA utilizes a single feature extraction network for both SOT based tracklet generation and object affinity measure, it presents a more efficient online solution with many non-trivial technical improvements.

3.1. Preliminary of Siamese SOT

Our backbone model is a recently proposed deep tracker: SiamFC [4], which is based on a Siamese network and shows promising performance in the single object tracking field. It operates at around 120 fps on one GPU, built upon the lightweight AlexNet [30].

Basically, SiamFC transfers tracking task to patches matching in an embedding space. The Siamese network is learnt as the matching function, which is applied to find the most similar patch in the new frame compared with the initial target patch in the first frame. Specifically, as shown in Fig. 1, the Siamese tracker comprises two parameter-sharing branches, each of which is a 5-layer convolutional network \( \phi \). One branch takes as input the target detection given at the first frame, called as exemplar. The other one takes as input the instance, i.e., the searching region in each subsequent frame including the candidate patches. Given the features embeddings: \( \phi(z) \) and \( \phi(x) \), of the exemplar \( z \) and instance \( x \), a cross correlation layer \( \tau \) is applied to compare their similarity and obtain a response map \( v \):

\[
v = \tau(x, z) = \phi(x) \ast \phi(z) + b,
\]

where \( \ast \) indicates the convolutional operator and \( b \) is the biases term. Then, given a ground-truth map \( y \), a logistic loss is applied on \( v \) for training:

\[
L_{SOT} = \sum_{p \in P} \frac{1}{|P|} \log (1 + e^{-y_p v_p}),
\]

where \( p \) indicates a candidate position in the lattice \( P \) of \( x \). For each candidate \( x_p \in x \) from the instance input \( x \), \( v_p \) is the response value of an exemplar-candidate pair, i.e.,

![Figure 1: Illustration of the network architecture of the Siamese SOT during the training phase.](image)

\( v_p = f(x_p, z) \), and \( y_p = \{+1, -1\} \) is the corresponding ground-truth label for \( v_p \).

3.2. Our UMA Model for Online MOT

Main Idea. Previous SOT based online MOT methods typically design an extra network for affinity measure, in addition to the SOT network. In contrast, we try to integrate the object motion and affinity networks into a unified model. This brings several advantages, as mentioned in §1. The core idea is to enforce the network to simultaneously learn the two tasks: single object tracking and affinity prediction, forming a unified multi-task learning framework. Some ones may concern the features obtained from top-performing SOTs are already good enough for affinity measure. Actually, though SOT features are powerful, they are not discriminative enough to estimate a reliable affinity. This is because SOTs rarely access the identity information during training, thus their features typically distinguish targets from the substantial background well, while capture relatively less identity information. From the perspective of data association, SOT features have already encoded some useful information, thus it is more desirable and efficient to make use of these features instead of learning extra ‘affinity features’ from scratch. These considerations motivate us to learn a unified yet powerful feature that is applicable to both tasks, yielding an elegant online MOT framework.

Triplet-based MOT Framework. To achieve our goal, our UMA model is designed as a triplet network architecture, as shown in Fig. 2, where the triplet network comprises three weight-sharing branches, i.e., an exemplar branch, a positive-instance branch and a negative-instance branch. We adopt the exemplar as the anchor. The instances from the same targets are used as positive samples, while the ones from different targets as negative. The integration of the exemplar branch and positive-instance branch can be viewed as a Siamese tracking network, while the whole triplet network yields a unified metric learning framework.

Specifically, for the \( i \)th target, given an exemplar \( z_i \), a positive-instance \( x_i \), and a negative-instance \( x_j \) sampled from a different target \( j \), we extract their features from the backbone AlexNet: \( f_{z_i} = \phi(z_i) \in \mathbb{R}^{6 \times 6 \times 256} \), \( f_{x_i} = \phi(x_i) \in \mathbb{R}^{20 \times 20 \times 256} \), and \( f_{x_j} = \phi(x_j) \in \mathbb{R}^{20 \times 20 \times 256} \). Then, for the single object tracking task, it can be trained over \((f_{z_i}, f_{x_i})\) using Eq. 2.

For the whole triplet-based model, it is designed to learn
the ranking task for affinity estimation. This is achieved by a metric learning paradigm, i.e., enforcing the features of positive examples closer to the anchor than other negative examples. Specifically, we first apply the ROI-Align [20] layer on $f_{x_1}$ and $f_{x_2}$, respectively, to extract two $6 \times 6 \times 256$ target features from the centers of $x_1$ and $x_2$ (as the targets are centred at the instance examples during training [41]). Such operation allows the model to specifically focus on learning more identity-discriminative features for affinity measure, suppress the information from cluster background, and produce feature maps with the same resolution to the anchor feature $f_{z_i}$. Then a global average pooling (GAP) is applied to the anchor feature $f_{z_i}$, as well as the aligned features of $f_{x_1}$ and $f_{x_2}$, producing three 256-d features, denoted as $w_{z_i}$, $w_{x_1}$ and $w_{x_2}$, respectively. This enforces the regularization of the network and reduces model size.

Given a mini-batch of $N$ training sample pairs, e.g., $B = \{(x_i, z_i)\}_{i=1}^{N}$, a standard triplet loss [59] works in the following format:

$$L_{Tri} = \frac{1}{N} \sum_{i,j} \max(0, \|w_{z_i} - w_{x_j}\|^2 - \|w_{z_i} - w_{x_j}\|^2 + m), \tag{3}$$

where $m$ is a margin that is enforced between positive and negative pairs. The objective of this loss is to keep distance between the anchor and positive smaller than the distance between the anchor and negative. However, in our batch construction, the number of the positive samples is significantly smaller than the negative ones, which will restrict the performance of the triplet loss $L_{Tri}$ in hard data mining [24]. To overcome this hurdle, we replace Eq. 3 with a $N$-pair loss [46]:

$$L_{N\text{-pair}} = \frac{1}{N} \sum_{i=1}^{N} \log \left(1 + \sum_{j \neq i}^{N} \exp \left(\frac{w_{z_i}^\top w_{x_j} - w_{z_j}^\top w_{x_i}}{m}\right)\right). \tag{4}$$

The rationale is that, after looping over all the triplets in $B$, the final distance metric can be balanced correctly.

Additionally, with the target identity at hand, we can further minimize a cross-entropy based identification loss [9]:

$$L_{Iden} = -\frac{1}{N} \sum_{i=1}^{N} \log \hat{p}_{z_i} + \frac{1}{N} \sum_{i=1}^{N} \log \hat{p}_{x_i}, \tag{5}$$

where $\hat{p}_{z_i} \in [0, 1]$ is the predicted probability of $z_i$ for the $i^{th}$ identity class. The identity prediction score is obtained by applying two fully connected layers (with dimension 512 and 439) and a softmax layer over $w_{z_i}$ or $w_{x_i}$. Please note that there are a total of 439 identities in our training set.

Hence, the final loss is computed as a combination of the SOT loss $L_{SOT}$, defined over the Siamese network, and the affinity-related losses $L_{N\text{-pair}}$ and $L_{Iden}$, defined over the whole triplet network:

$$L = L_{SOT} + \lambda_1 L_{N\text{-pair}} + \lambda_2 L_{Iden}, \tag{6}$$

where $\lambda$s are the coefficients to balance different losses. In this way, both the SOT based motion model and the ranking based affinity model can be trained end-to-end in a unified triplet network, which facilitates the training process.

Furthermore, with our multi-task design, we can derive a reliable affinity from the features extracted from our model:

$$c = w_{I}^\top w_{I'}, \tag{7}$$

where $I$ and $I'$ are two image patch inputs, e.g., an exemplar with an instance region or a detection patch, and $c$ is the affinity. To in-depth analyze the advantage of the features learnt from our model in affinity measure, we use the features extracted from the Siamese SOT model to compute the affinity, where the SOT model does not use either the additional branch or the extra losses (i.e., $L_{N\text{-pair}}$ and $L_{Iden}$). Fig. 3 gives the performance comparison of the two models with hard cases, e.g., the affinity between negative sample pairs with similar appearance or that between positive sample pairs with changeable appearance. From Fig. 3 (a) we can find that, when only using $L_{SOT}$, the affinity between negative sample pairs is even larger than the one between...
positive sample pairs. This clearly demonstrates the weak discriminability of the SOT features. In Fig. 3 (b) and (c), the affinity between positive sample pairs is substantially larger than that between negative ones even in hard cases, which proves our multi-task features \( w \) are highly applicable for affinity measure. More detailed quantitative experiments can be found at §4.

**Task-Specific Attention Module.** For our triplet-based model described above, an identical feature produced by the backbone AlexNet \( \phi(\cdot) \) is used for both the SOT based motion prediction and affinity measure tasks. Potential problems of such design lie in the loss of sensibility to subtle distinctions between the two tasks and the ignorance of their task-specific factors. A meaningful feature for SOT may not best fit affinity measure, vice versa. For example, context information is often stressed in SOT, e.g., auxiliary objects approaching the target may afford correlation information for tracking [65, 46]. However, for affinity measure, local semantic features around the key points are more informative to identify the query target [7, 49], while the auxiliary objects may interfere with the determination. To address this issue, we further equip our model with a task-specific attention (TSA) module for emphasizing task-aware feature learning with very low computation cost.

Our TSA module is designed based on the famous Squeeze-and-Excitation Network (SENet) [26], as it does not rely on extra input and is trivial in runtime, which are essential for online MOT. It re-weights the feature response across channels using the squeeze and excitation operations. More specifically, the squeeze operator acquires global information via aggregating the features across all the spatial locations through channel-wise global average pooling:

\[
s_t = \text{GAP}_t(f) = \text{GAP}_t(\phi(\cdot)) \in \mathbb{R},
\]

where GAP\(_t\) indicates global average pooling over the feature \( f \) in \( t^{th} \) channel. In the excite step, a gating mechanism is employed on the channel-wise descriptor \( s = [s_1, s_2, \ldots, s_{256}] \in \mathbb{R}^{256} \):

\[
a = \sigma(W_2(\phi(W_1s))) = [a_1, a_2, \ldots, a_{256}] \in [0, 1]^{256}.
\]

\( \sigma \) and \( \delta \) are sigmoid and ReLU functions, respectively. Through the dimensionality reduction and increasing operations (parameterized by two fully connected layers \( W_1 \in \mathbb{R}^{64 \times 256} \) and \( W_2 \in \mathbb{R}^{256 \times 64} \)), the attention vector \( a \) encodes non-mutually-exclusive relations among the 256 channels.

Using the SENet framework, our TSA module learns two kinds of attentions: \( a^\text{SOT} \) and \( a^\text{AFF} \) for addressing different tasks (see Fig. 4). \( a^\text{SOT} \) and \( a^\text{AFF} \) are first applied to re-weight the channels of the ‘universal’ feature \( f = [f_1, \ldots, f_{256}] \) extracted from the backbone AlexNet:

\[
f^\text{SOT} = [a^\text{SOT}_1 f_1, \ldots, a^\text{SOT}_{256} f_{256}],
\]

\[
f^\text{AFF} = [a^\text{AFF}_1 f_1, \ldots, a^\text{AFF}_{256} f_{256}].
\]

Then we feed the supervision of \( L_{\text{SOT}} \) to the SOT-aware feature \( f^\text{SOT} \), while add \( L_{\text{pair}} \) and \( L_{\text{idem}} \) losses to the affinity-related feature \( w^{\text{AFF}} \) (derived from \( f^{\text{AFF}} \), as described before). In this way, the TSA module will learn to generate task-specific attentions. Through our lightweight TSA mechanism, our model is able to produce task-specific features while using a same backbone network \( \phi(\cdot) \). For the single object tracking task, the SOT-aware attention \( a^\text{SOT} \) can stress useful context for boosting tracking accuracy. For the affinity measure, the affinity-aware attention \( a^\text{AFF} \) is employed to capture fine-grained local semantic features. Thus the targets with changeable appearance can be better aligned. From Fig. 3 (c), we can observe further improved affinity estimations using the affinity-specific attention enhanced feature \( w^{\text{AFF}} \). Visualization of the attention-enhanced features for each task is presented in Fig. 5. More detailed quantitative analyses can be found in §4.2.

### 3.3. Our Online MOT Pipeline

We have elaborated on our network architecture. Next we will detail our whole pipeline for online MOT. Basically,
each target is associated with two states, \(i.e.,\) tracked or occluded, decided by the occlusion detection. We first apply our UMA (working on the SOT mode) to generate tracklets for the tracked targets. Then we perform data association based on the affinity produced by UMA (working on the ranking mode), to recover the occluded targets.

**Tracklet Generation and Occlusion Detection:** During tracking, our UMA is applied to each target (exemplar \(z\)), which is initialized by the provided detections. UMA is able to update the position of each target used as a SOT (relying on the SOT-specific feature \(f^{SOT}\)). Simultaneously, it measures the affinity between the exemplar and instances in subsequent frames to detect occlusions (using the affinity estimation-related feature \(f^{AFF}\)).

Concretely, we use a search region centred at the previous position of the target as the instance \(x\). Given \(z\) and \(x\), we get a response map \(v\) via Eq. 1 with SOT-specific feature \(f^{SOT}\). Then the target bounding box (bbox) is obtained according to the position with the maximum score in \(v\) [4].

Meanwhile, with the exemplar \(z\) and instance \(x\), UMA computes the affinity for detecting occlusions. It works in the ranking mode and uses the affinity-specific features \(w^{AFF}_z\) and \(w^{AFF}_x\) to get the affinity \(c\) (Eq. 7). Note that the target may appear in any part of \(x\) during the tracking stage, thus we apply ROI-Align [20] on the instance feature \((f^{AFF}_x \in \mathbb{R}^{22 \times 22 \times 256}\) during testing) to obtain an aligned target feature, with the bbox provided by the SOT. Then we get \(w^{AFF}_x\) through GAP and further compute the affinity \(c\). Compared with previous works [62, 44, 68] that use the confidence produced by SOTs to detect the occlusions, our method gives a more robust result, which is illustrated in Fig. 6. Additionally, following [68], we integrate the affinity with the historic average intersection-over-union (IOU) between the tracklet and the nearest detection, for filtering out the FP tracking results and detections occlusions more reliably. Once the affinity \(c\) is below a threshold \(\alpha\) or the average IOU is below \(\beta\), the target is recognized to be occluded; tracked otherwise. We further refine the tracked bboxes by averaging the nearest detection with greedy algorithm. Then the refined bboxes are gathered as the tracklet of the target \(z\). Detections that have IOU below a certain threshold \(\gamma\) with any tracking bboxes will be regarded as candidate detections, \(e.g.,\) a reappearing occluded target or an entirely new target.

**Data Association:** During data association, we deal with those candidate detections and address the occluded targets, \(i.e.,\) recognizing a candidate detection as a reappearing occluded or an entirely new target, and then recovering its identity (if the first case) or assigning a new identity (if the second). Different from prior work designing complicated strategies [52, 13, 5], we use a relatively simple data association method, due to the reliable affinity measured from our UMA. Given the candidate detection set \(D\) and tracklet set \(T\) of occluded targets, produced from the previous stage, we build an affinity matrix \(C \in \mathbb{R}^{|D| \times |T|}\) to obtain the optimal assignment. More specifically, for a tracklet \(T \in T\), we uniformly sample \(K\) samples from \(T\), \(i.e.,\) \(\{t_1, t_2, ..., t_K\}\). Then the affinity between \(T\) and a candidate detection \(d \in D\) is calculated by:

\[
c' = \frac{1}{K} \sum_{k=1}^{K} w_d^T w_{t_k}. \tag{11}\]

After computing all the affinity, we construct the cost matrix \(C\) (affinity matrix) and obtain the optimal assignment by applying the Hungarian algorithm [40] over \(C\). According to the assignment result, a candidate detection is assigned the identity of an occluded target that links to it. If a candidate detection does not link to any occluded targets, we view it as an entirely new target and assign it a new identity.

**Trajectory Management:** For trajectory initialization, we adopt method in [35] to alleviate the influence caused by FP detections. Besides, a target will be terminated if it moves out of the view or keeps occluded for over certain frames.

4. Experiments

**Datasets:** We evaluate our approach on the MOT16 and MOT17 datasets from MOT Challenge [38], which is a standardized benchmark focusing on multiple people tracking. MOT16 dataset contains 14 video sequences (7 for training and 7 for testing) from unconstrained environments filmed with both static and moving cameras. It provides ground-truth annotations for the training set and detections [18] for both sets. MOT17 contains more video sequences than MOT16, and provides accurate annotations and richer detections from different detectors, \(i.e.,\) DPM [18], SDP [64] and FRCNN [43]. For the evaluation of the two test sets, the results are submitted to the server of the benchmarks.

**Evaluation Metrics:** For quantitative performance evaluation, we adopt the widely used CLEAR MOT metrics et al. [3], \(i.e.,\) the multiple object tracking accuracy (MOTA), multiple object tracking precision (MOTP), false positives (FP), false negatives (FN), identity switches (IDS) and IDF1 score. In addition, the metrics defined in [33] are also used, including the percentage of mostly tracked targets (MT) and
Table 1: Quantitative results on MOT16. The best scores of online and offline MOT methods are marked in red and blue, respectively.

The percentage of mostly lost targets (ML). MT refers to the ratio of ground-truth trajectories that are covered by any track hypothesis for at least 80% of their respective life span. ML is computed as the ratio of ground-truth trajectories that are covered by any track hypothesis for at most 20% of their respective life span.

Implementation Details: We adopt the sequences in MOT17 for training. The exemplar-positive instance pair \(<x_i, z_i>\) is composed of image patches from the same targets in various frames. Patches from different targets are then chosen as the negative instances. During training, the sizes of the exemplar and instance are set as \(127 \times 127\) and \(239 \times 239\), respectively. The AlexNet pre-trained model on ImageNet dataset [15] is used to initiate the shared part of our UMA model, while other layers are initialized through He initialization [21]. We use the learning rate configuration in [4]. The coefficient parameters in Eq. 6 are set as \(\lambda_1 = \lambda_2 = 0.1\). The total loss is minimized through momentum optimization [50] with a mini-batch of size 8. The thresholds \(\alpha\) and \(\beta\) used for detecting occlusions are set to 0.6 and 0.5, respectively. The threshold \(\gamma\) is set to 0.5, which decides whether a detection is selected as candidates for data association. We empirically set the threshold for terminating an occluded target as 30 frames.

4.1. Performance on MOT Benchmark Datasets

Quantitative and Qualitative Performance: We evaluate our approach on the test sets of MOT16 and MOT17 benchmarks. The performance of our algorithm and other recent MOT algorithms are presented in Table 1 and Table 2, where our lightweight UMA model outperforms most online and even offline MOT algorithms according to the MOTA and IDF1 metrics. For instance, as shown in Table 1, we improve 1.7% in MOTA, 5.6% in IDF1 compared with KCF16 [9], which is an online algorithm taking KCF [22] as the motion model. Results from Table 2 give another powerful support to the performance of our approach, on which we simultaneously achieve the better MOTA, MT, ML and FN against most published online and offline methods. In particular, FAMNet [10] is a recent work that also applies the Siamese SOT, and we surpass it in terms of both the MOTA and IDF1. Additionally, we improve Tracktor++ [2] by 2.1% according to the IDF1 metric, which validates the effectiveness of our unified model in dealing with occlusions and distractors. In a nutshell, our lightweight UMA model achieves state-of-the-art performance, benefiting from the multi-task learning framework. Qualitative results of each sequence on the MOT17 test set are illustrated in Fig 7.
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Third, we compare different combinations of losses within our UMA to validate the discriminative ability of the learnt

As shown in Table 3, compared with the basic SOT (last row), our full model achieves significantly better MOTA. This verifies the effectiveness of our whole framework (3.3). As our main motivation is to jointly learn the object motion prediction and affinity measure tasks, we next validate the ability of our model with multi-task learning (w/o. the TSA module). We can observe that, compared with the framework trained only with the SOT, our method with the full loss (the next-to-last row) improves 13.8%, 2.3% and 59.4% in terms of the IDF1, MOTA and IDS metrics, respectively. This demonstrates the significance of the integrated metric learning in addressing occlusions. Third, we compare different combinations of losses within our UMA to validate the discriminative ability of the learnt features embedding. Considering results from the 2nd to 4th rows, we can find that jointly applying the N-pair loss and identification loss gives the best results according to the IDF1 and IDS metrics. Finally, we observe that the full model with the TSA module produces the best results, which further improves performance in terms of the MOTA, IDF1 and FN metrics. This indicates that the original shared features are less compatible with the tasks, while the TSA module effectively stresses the task-aware context.

5. Conclusions

This work proposed a novel online MOT model, named UMA, aiming to perform the object motion prediction and affinity measure tasks in a unified network via multi-task learning. This is achieved by integrating the tracking loss and the metric learning losses into a triplet network during the training stage. The learnt feature not only enables the model to effectively measure the affinity in the data association phase, but also helps the SOT to distinguish the distractors during the tracklet generation phase. Compared with previous SOT based MOT approaches that train separate networks for the motion and affinity models, our method provides new insights by effectively improving the computation efficiency and simplifying the training procedure. Additionally, we extended our model with a TSA module to boost task-specific feature learning by emphasizing on different feature context. Extensive experimental results on the MOT16 and MOT17 benchmarks demonstrated the effectiveness of our lightweight model, which achieves competitive performance against many state-of-the-art approaches.
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