Measurements of Beam Backgrounds in SuperKEKB Phase 2
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Abstract

The high design luminosity of the SuperKEKB electron-positron collider will result in challenging levels of beam-induced backgrounds in the interaction region. Understanding and mitigating these backgrounds is critical to the success of the Belle II experiment. We report on the first background measurements performed after roll-in of the Belle II detector, a period known as SuperKEKB Phase 2, utilizing both the BEAST II system of dedicated background detectors and the Belle II detector itself. We also report on first revisions to the background simulation made in response to our findings. Backgrounds measured include contributions from synchrotron radiation, beam-gas, Touschek, and injection backgrounds. At the end of Phase 2, single-beam backgrounds originating from the 4 GeV positron Low Energy Ring (LER) agree reasonably well with simulation, while backgrounds from the 7 GeV electron High Energy Ring (HER) are approximately one order of magnitude higher than simulation. We extrapolate these backgrounds forward and conclude it is safe to install the Belle II vertex detector.

1. Introduction

The SuperKEKB asymmetric electron-positron collider [1] is currently in operation at KEK in Tsukuba, Japan, producing collision events for the Belle II experiment [2]. Its current target is a luminosity of $6.5 \times 10^{35} \text{ cm}^{-2}\text{s}^{-1}$, a roughly 30-fold improvement over its predecessor, KEKB [3]. The increased luminosity is to be achieved by moving to a new “nano-beam” scheme [4], which will reduce beams to a vertical size of 50 nm.
at the interaction point (IP), one twentieth the size of its predecessor, while increasing the beam currents by approximately 50%.

The reduced beam size, increased beam currents, and consequent increased luminosity will provide a challenging environment for physics measurements, as each improvement also increases the background at the IP. Thus, measuring and mitigating these backgrounds is of critical importance for successful physics data taking, particularly in the later stages of the experiment as SuperKEKB approaches its target luminosity.

In Section 2 we describe the detectors used for dedicated measurements of backgrounds, particularly those which were added or modified between the first and second SuperKEKB accelerator commissioning phases. In Section 3 we describe the operational experience during Phase 2. Sections 4 and 5 describe the simulation of relevant backgrounds and their measurements, respectively. Section 6 describes the procedure for optimizing the collimator settings for the best compromise between beam lifetime and background levels. Finally, Section 7 summarizes the results of Phase 2, extrapolations to expected levels of background for future Belle II data taking runs, and recommendations for future operation.

1.1. Operational Phases

We divide Belle II/SuperKEKB running into 3 major phases: Phase 1, carried out in the Spring of 2016, was the first of two dedicated commissioning phases. This phase was run without the Belle II detector installed around the IP and also without final focusing of the accelerator and thus, no collisions. In place of Belle II, a dedicated suite of background detectors collectively known as BEAST II was installed around the IP to directly measure rates of backgrounds produced in the accelerator. The results from Phase 1 are reported in Reference [5].

In Phase 2, most of the Belle II detector assembly was installed around the IP; with the notable exception of the Vertex Detector (VXD), of which only one octant was installed. Phase 2 began in March 2018, with first electron-positron collisions in April 2018, and concluded in July 2018. From the Belle II point of view, the major goal of this phase was to confirm that the sensitive VXD detectors could be safely installed; for SuperKEKB, the goal was machine performance studies and achieving a target luminosity of $1 \times 10^{34} \text{cm}^{-2}\text{s}^{-1}$.

Phase 3 refers to the main physics data-taking run of the Belle II experiment, encompassing the remainder of the lifetime of the project. This includes the full operation of all Belle II subdetectors. During this phase, SuperKEKB plans to gradually improve performance up to its design luminosity, eventually accumulating 50 ab$^{-1}$ of collision data.

1.2. Beam-Related Backgrounds and Their Origins

Here, we provide an overview of the major sources of backgrounds incident onto Belle II from the SuperKEKB beamline and their expected dependence on accelerator conditions. Using these expected dependencies, we then build a background model that we use later to extract the relative contributions to the total background rates in BEAST II and Belle II subdetectors.

We refer to backgrounds arising from Coulomb interactions between particles in the same beam bunch as “Touschek backgrounds”. Interacting beam particles either gain or lose energy and thus, subsequent to scattering, propagate with an energy higher or lower than the nominal bunch energy. Affected particles will deviate from the nominal orbit and eventually collide with the beam pipe wall. Showers from such collisions near the IP may reach a subdetector and produce unwanted background events. We expect the rate of Touschek scattering to be inversely proportional to the number of filled bunches in the main storage ring (MR), $n_b$, and the square of the beam current $I$, and inversely proportional to the bunch volume $\sigma_x \times \sigma_y \times \sigma_z$, where $x$ and $y$ refer to horizontal (in the plane of the rings) and vertical directions, respectively, and $z$ is the direction of propagation of the beam [1].

During operation, particles in the beams occasionally interact with residual free gas molecules inside the beam pipe. As described for Touschek scattering, resulting off-orbit beam particles can hit the beam pipe wall near the IP and cause background events, which we refer to as beam-gas events. Because the likelihood of interactions with gas nuclei increases as more gas molecules are present, the beam-gas event rate scales linearly with the beam pipe pressure.

In addition to a baseline level of gas present in the beam pipe, the pressure also tends to rise during operation as the beam causes increased outgassing from the beam pipe material. In the long term, the pressure tends to decrease as the total integral of the beam current increases; hence, the newer LER beamline exhibits significantly larger pressure, and therefore more beam-gas events, than the HER.

As electrons and positrons are accelerated around the circular MR, emission of synchrotron radiation (SR) is unavoidable. SR photons incident on Belle II are typically in the range of a few to several tens of keV. To protect the innermost detectors against these photons, the inner surface of the central 2 cm-diameter Beryllium beam pipe will be coated with a 10 µm-thick layer of gold. In order to enhance the sensitivity to these SR photons during Phase 2 the thickness of the gold layer was reduced to 6.6 µm. Dedicated studies for understanding SR backgrounds are described in Section 4.3. Because SR power is proportional to the square of both beam energy and magnetic field strength, we expect the HER to be the dominant source of SR production.

Due to the short lifetime of the circulating beams, we must inject beam even when beams are in collision and Belle II is taking data. When beam is injected from the SuperKEKB linac into the MR, the injected bunch is of lower quality than that of the stored beam and causes a perturbation that can last several milliseconds and is observable as an increased background rate for many turns around the ring. Reducing the emittance of the injected beam is essential both to mitigate this background as well as for reaching high luminosity, so a positron damping ring was installed prior to Phase 2 to reduce emittance in the LER and provide a cleaner beam. We also use a dedicated injection background detector, sCintillation Light and Waveform Sensors (CLAWS), specifically to monitor injection background waveforms and assist in determining the necessary post-injection veto window to avoid excessive occupancy in the PiXel Detec-
Figure 1: Overview of the SuperKEKB accelerator facility, showing the Belle II detector installed at the interaction point.

2. Experimental Setup

The experimental setup for Phase 2 can be divided into three distinct systems: the SuperKEKB accelerator facility; Belle II; and BEAST II, the collective name for the dedicated beam-background detectors.

2.1. SuperKEKB

SuperKEKB is the asymmetric electron-positron collider situated at the High Energy Accelerator Research Organization (KEK) in Tsukuba, Japan. It consists of an approximately 3 km MR fed by a linear accelerator via beam transport lines, as shown in Figure 1. The MR is composed of a low energy ring providing 4 GeV positrons and a high energy ring that provides 7 GeV electrons. Further details concerning the physical setup of SuperKEKB can be found in Reference [1].

2.2. Accelerator Parameter Monitors

Understanding the accelerator and beam conditions is of critical importance in the simulation and measurement of beam-related backgrounds. In particular, our model of backgrounds at the IP relies on the following beam parameters, as described in Section 5.1.2: vertical beam size, $\sigma_y$, gas pressure $P$, gas composition $Z_{\text{eff}}$, and beam current $I$. This section describes in brief the apparatus used to measure the quantities listed above. More detailed descriptions may be found in Reference [5].

2.2.1. Beam Size

Horizontal and vertical measurements of the beam sizes in both the LER and HER are performed with X-ray monitors (XRM) as well as visible light monitors, implemented in the LER and HER late in Phase 2. Beam size measurements reported here are taken from the XRM system, described in References [6] and [7].

2.2.2. Beam Pipe Gas Pressure

As was the case in Phase 1, beam pipe gas pressure is a large uncertainty in the analysis. Gas pressure is measured with cold cathode gauges distributed approximately every 10 m around each ring. Beam pipe gas pressure can vary substantially throughout the ring and changes far upstream of the IP can greatly influence the background rates seen in Belle II detectors.

The beam-gas pressure is composed of a base value present in the pipe at all times, typically less than $10^{-9}$ Pa, and a dynamic component that appears only while the beam is in operation. The dynamic pressure component was found to increase approximately linearly with beam current.

2.2.3. Beam-Gas Composition

To improve the modeling of beam-gas interactions, data from three Residual Gas Analyzers (RGAs) is used to build a comprehensive model of gas species in the beam pipe. The RGAs provide partial pressures of individual mass species, which are then combined to give an effective $Z$ value, $Z_{\text{eff}}$, for the gas mixture in the pipe. In addition to the two RGAs used in Phase 1, a third RGA was added to the HER for Phase 2.

2.3. Belle II

Beginning in Phase 2 the full set of Belle II subdetectors, with the exception of most of the sensitive VXD consisting of a PXD and Silicon Vertex Detector (SVD), was installed around the IP. Surrounding the single installed octant of the VXD are a Central Drift Chamber (CDC) for particle tracking, a Time-Of-Propagation (TOP) counter and Aerogel Ring Imaging Cherenkov Device (ARICH) for particle identification, and a CsI(Tl)-based Electromagnetic Calorimeter (ECL). This assembly is enclosed in a solenoidal magnet for generation of a 1.5 T magnetic field. An outer detector for long-lived $K_L$ and $\mu$ particles consisting of a barrel with two layers of scintillators surrounded by a resistive plate counter and two endcaps composed entirely of scintillators is situated farthest outward radially.

The full Belle II experimental setup, including the VXD, which was only partially installed for Phase 2, is shown in Figure 2. More information about the Belle II experimental setup can be found in Reference [2]. The inner detector configuration for Phase 2 is shown in detail in Figure 3.
2.4. BEAST II Detectors

During Phase 1, we also deployed a suite of background detectors collectively known as BEAST II [5]. Each detector was designed to measure a particular type of background expected during Belle II physics operations, including X-rays, charged particles, and fast and thermal neutrons.

In the transition from Phase 1 to Phase 2, the BEAST II support structure at the IP was removed, and replaced by the rolled-in Belle II detector. Many of the original BEAST II detectors were re-used and moved to new locations in Phase 2, to continue the monitoring of specific background components. For example, CLAWS injection background monitors were moved very close to the IP, and BEAST fast neutron detectors were installed around the final focusing Superconducting Quadrupole (QCS) magnets on either side of the IR, where beam losses and resulting backgrounds are particularly high. Because a primary goal of Phase 2 was to determine if it was safe to install the full Belle II VXD, only one $\phi$ (azimuthal angle) segment replica of that detector was installed. The remainder of the VXD volume was instrumented with three types of custom background detectors; FANGS, PLUME, and the new CLAWS configuration, all described below. The complete set of custom background detectors, both those remaining from Phase 1, and those new in Phase 2, will be collectively referred to as “BEAST II detectors”. The reason for this designation is that these detectors are not integrated into the Belle II DAQ stream, but rather monitored separately.

2.4.1. FANGS Detector System

The FE-I4 ATLAS Near Gamma Sensors (FANGS) detector was specifically designed for BEAST II. It is based on hybrid pixel detector modules used in the ATLAS pixel detector (FE-I4), which are sensitive to charged tracks and low-energy ($\approx 10$ keV) X-rays. They are designed to withstand radiation of up to 300 Mrad and to cope with a maximum hit rate of 400 MHz/cm$^2$ [8].

The basic unit of the FANGS detector system is the stave, of which three are installed around the beam pipe (see Figure 4). Each stave contains five FE-I4 readout chips connected to 250 $\mu$m thick n-in-n planar silicon sensors, mounted on an aluminum profile. Each stave is mounted on two cooling blocks at a distance of 22 mm from the interaction region, at azimuthal positions of 90°, 180°, and 270° in $\phi$. The distance between the detector and the back-end electronics is 18 m.

In BEAST II Phase 2, the system provides hit rates as well as the recorded charge spectrum from ionizing radiation. More details about the FANGS detector system can be found in Reference [9].

2.4.2. CLAWS Injection Background Detector System

The CLAWS system targets the beam background arising from injections of new particles into the main ring. Its sub-nanosecond time resolution allows measurement of the exact arrival time of minimum-ionizing particles (MIPs) emerging from bunches crossing the IP. Recording single waveforms over a period of multiple tens of milliseconds gives important insights
about the time structure of injected bunches and overall beam behavior.

The active part of the detector consists of plastic scintillator tiles instrumented with silicon photomultipliers (SiPMs), comparable to the CLAWS sensors used in Phase 1 [5]. The scintillator tiles are arranged in two staves with eight independent tiles each, as shown in Figure 5. The sensors, which are mostly sensitive to charged particles, replace two modules of the second layer of the PXD as depicted in Figure 3. The switchable on-board pre-amplifiers enable a high and low gain mode. In addition, a second amplifier is located in a dockbox just outside of the VXD volume, increasing the amplitude of the analog signal before its transmission over a distance of 35 m to the DAQ.

2.4.3. PLUME detector system

The Pixelated Ladder with Ultra-low Material Embedding (PLUME) detector is designed as a hit rate monitor, with a material budget low enough to minimally impact particle trajectories [10]. It is based on ultra-light double-sided ladders equipped with CMOS pixel sensors, initially developed as a generic concept for the vertex detector of the International Large Detector (ILD) [11]. Taking advantage of its very low material budget of 0.4% of $X_0$, two PLUME ladders are installed in the VXD volume. Both units feature a sensitive area of 127 $\times$ 11 mm$^2$ (for each side), with their long axis oriented along the beam. One ladder sits parallel to the beam axis, at $\phi = 125^\circ$, and the second one is tilted at an angle of $\theta = 18^\circ$ with respect to the beam, at $\phi = 225^\circ$. This arrangement, depicted in Figure 3, was chosen in order to monitor the beam-induced background in a range of radii from 5 to 9 cm with only two devices.

Each ladder includes 6 MIMOSA-26 CMOS pixel sensors [12] on each side, with a total of 8x10$^6$ pixels per ladder. The sensor granularity and the frame-based read-out architecture, featuring a 115 $\mu$s integration time, allow a counting rate in excess of 10$^6$ hits cm$^{-2}$ s$^{-1}$. Sensors are operated with a low detection threshold, which enables sensitivity to electrons with energies greater than about 40 keV and to X-rays in the 2-10 keV energy range due to the thin sensitive layer (14 $\mu$m). The data acquisition (DAQ) system is designed to read out both PLUME ladders with no dead time. The system provides pixel counts for every sensor frame separated by 115 $\mu$s for use in studying the background evolution of newly injected bunches, and averages the counts over 1 second for standard online monitoring. The PLUME system is shown in Figure 6.

2.4.4. BEAST TPC Fast Neutron Detector System

We use a system of eight identical, compact time projection chambers (TPCs) with pixel ASIC readout to detect fast neutrons via their nuclear recoils in gas. The detectors were specifically designed for SuperKEKB commissioning [5, 13, 14] and provide the rate, energy spectra, and three-dimensional directions of fast neutron recoils inside the Belle II detector. The TPCs are situated in the VXD dock spaces on either side of the IR, with four TPCs located at $z = +1.3$ m, as shown in Figure 7, and the remaining four at $z = +1.9$ m. These locations are critical for neutron monitoring, as during operation the VXD docks surround a part of the beam focusing system where the radius of the incoming beam pipe decreases. This results in particularly high beam particle loss rates, leading to high rates of background showers and neutrons. These neutrons can travel radially outward and penetrate the outer Belle II detectors from the inside. Verifying that this background component agrees with expectation is therefore important, so that extra neutron shielding can be added if required. The detectors operate using a 70:30 He:CO$_2$ gas mixture.

Detailed descriptions of gas delivery, high voltage operation, and the data acquisition system in Phase 2 can be found elsewhere [15]. The added detector coverage in $\phi$ allows for a measurement of spatial distributions of fast neutron recoils that complements the fast neutron-recoil angular distribution measurements previously performed in Phase 1 [16].

2.4.5. He-3 Thermal Neutron Detector System

During Phase 2 the $^3$He system monitored the thermal neutron flux and was capable of triggering an alarm upon detecting

Figure 5: Two CLAWS staves, based on plastic scintillator tiles instrumented with silicon photomultipliers, installed at $\phi = 135^\circ$ and $225^\circ$, which correspond to the top and bottom of the figure, respectively. One FANGS stave is also visible between the two CLAWS staves at $\phi = 180^\circ$.

Figure 6: BEAST II vertex detector assembly after installation of the two CMOS pixel sensor-based PLUME staves. The PLUME staves are visible at the top and left hand side of the assembly.
dangerous neutron levels. In preparation for Phase 2, the DAQ was upgraded to include a NIM discriminator module to improve counting efficiency, and extensive calibrations were carried out with a thermal neutron source. The detectors themselves are unchanged from Phase 1 [5]; however, they were moved to new positions to account for the presence of the Belle II detector. Two detectors are mounted in the +z dock space at 40° and 230° in φ, as seen in Figure 7, with a similar setup used in the −z dock space with detectors at 35° and 215° in φ.

2.4.6. VXD radiation-monitor and beam-abort system

A diamond-based detector system was designed to monitor the radiation dose rates in the interaction region, and to protect the VXD by triggering beam-abort requests in case of excessive beam losses, with a response time comparable to the revolution period of the accelerator beams.

For Phase 2, eight detectors were installed on the final version of the beam pipe, as shown in Figure 8, forming a subset of the planned configuration of 28 diamond detectors for the VXD radiation monitoring and beam abort system of Phase 3. Their task is twofold: to contribute to the monitoring of beam losses, and to validate and tune the beam-abort function before the installation of the complete VXD in Phase 3.

After the initial dose-rate measurements at low beam currents, we performed validation tests of the abort thresholds and of the abort-signal exchanges with SuperKEKB in controlled conditions. Of the eight sensors, we devote four diamond detectors to monitoring, with the corresponding Diamond Control Unit (DCU) set to the lowest (most sensitive) current measurement range, and the remaining four detectors to the abort function, with the highest DCU current measurement range to measure large dose rates from the most severe beam losses.

We set the initial abort threshold at 1 rad, integrated in a moving time window of 1 ms (average dose rate of 1 krad/s in that time interval) chosen to protect the SVD silicon sensors, which could suffer localized damage from higher radiation levels.

The active part of each detector is an electronic-grade single-crystal 4.5 × 4.5 × 0.5 mm³ diamond sensor, grown by the chemical vapor deposition technique, with two (Ti + Pt + Au) electrodes deposited on opposite faces. Each sensor is mounted on a small printed circuit board, providing mechanical support, electrical connections and screening, and is completed by a thin aluminum cover, as shown in Figure 8.

The charge carriers, electrons and holes, produced by ionizing particles in the diamond bulk, drift in the electric field produced by the bias voltage applied to the electrodes, inducing a current proportional to the dose rate in the external circuit. Current-to-dose calibration factors were determined before installation with a pointlike β source located at varying distances from the detector. For a measured current of 1 nA, the individually calibrated dose rates for the eight diamond sensors are in the 30 – 40 mrad/s range [17].

The eight diamond detectors were controlled by two DCUs. The digital core of a DCU is a Field Programmable Gate Array (FPGA) that receives commands via an Ethernet interface, drives four independent high voltage modules, and accepts input data from an analog module with four input channels, including amplifiers and 16-bit analog-to-digital (ADC) converters with a 50 MHz sampling rate.

By adding up the input data from the ADCs, the FPGA provides monitoring data at 10 Hz; the Experimental Physics and Industrial Control System (EPICS) [18] read-out software applies pedestal subtraction and conversion to dose-rate units, to
make these data available; the EPICS data are archived as process variables. One of three measurement ranges could be selected at initialization: ±10 nA, ±1 µA, and ±1 mA. The corresponding sensitivity in 10 Hz data was about 0.3 pA, 30 pA, and 30 nA, respectively. The first range could detect dose rates down to a few µrad/s, while the third range could measure maximum dose rates of the order of 10 krad/s.

An internal DCU revolving buffer-memory stores intermediate data at 100 kHz, with 10 µs time-granularity. Rolling sums of these data can be compared with abort thresholds at each 10 µs cycle, to provide beam-abort request signals for the HER and LER beams to the SuperKEKB beam-abort system. When activating the abort kicker magnets, SuperKEKB acknowledges the abort by sending back HER/LER abort timing signals. The DCUs use these signals to stop the writing of 100 kHz data into buffer memories; their frozen contents are read into files, which are then used for the analysis of the beam losses corresponding to each abort event.

2.4.7. Luminosity

LumiBelle2, a fast monitor based on diamond detectors [19], recorded luminosity measurements. LumiBelle2 detects forward radiative Bhabha events at small (< 0.1°) scattering angles and provides a measurement of the relative bunch-by-bunch luminosity at 1 Hz, with precision up to 1%, and of the relative integrated luminosity at 1 kHz, with precision up to 0.1%, depending on the luminosity. In addition, the Belle II ECL also provides luminosity data.

2.5. Online Real-time Feedback and Offline Integration

The decentralized nature of BEAST II and the need to unify the data for end-users, both for real-time monitoring and post-run analysis, required a dedicated infrastructure at both the hardware and software levels. To accommodate the large throughput of data from distributed sources, we use EPICS to distribute data in real-time to accelerator control, experimental operators for immediate feedback, and to a PostgreSQL database for later processing.

Several displays in the accelerator control room provide digested summary information from BEAST II detectors, Belle II detectors, and the SuperKEKB accelerator. All observables for real-time monitoring were shared via EPICS and the displays themselves were constructed using Control System Studio [20].

The online displays provided visual markers to indicate undesirably high background levels for operation, but did not trigger an automatic abort. During the commissioning run, we added Belle II subdetector information to the display, indicating a relevant quantity related to the observed background in each detector which could be correlated with the values from BEAST II. This real-time monitoring feedback system has since been expanded upon and remains in use in Phase 3.

Post-run (“offline”) data integration refers to the production of a single, common output file containing SuperKEKB accelerator conditions data, BEAST II detector background levels, and relevant quantities from individual Belle II subdetectors. In order to provide a standard format for all of the information contained in this file, we record data at the 1 Hz level and integrate over 1 s intervals. We include all available values from BEAST II, Belle II, and SuperKEKB, amounting to several hundred branches and thousands of channels. ROOT [21] ntuple files were provided on a day-by-day basis and also as shorter summaries of particularly relevant times, such as dedicated background runs or machine studies.

3. Belle II Operation Experience

Several major changes were implemented after the conclusion of Phase 1. While the most notable was the rolling-in of Belle II, other changes included installation of QCS magnets around the IP, implementation of the new positron damping ring and installation of new collimators in the MR.

These changes resulted in a running environment substantially different from Phase 1. The presence of sensitive Belle II detectors around the IP necessitated real-time measurement of background levels, to allow accelerator operators to adjust beam parameters to prevent excessive radiation doses and possible damage or detector performance degradation.

Much of the Phase 2 beam time was dedicated to SuperKEKB accelerator machine tuning and studies as the accelerator team worked to reduce the vertical and horizontal beta functions at the IP, $\beta_x$ and $\beta_y$, and to improve accelerator performance, and later, to increase luminosity.

3.1. Vacuum Baking

A significant fraction of the SuperKEKB running time was devoted to vacuum baking to accelerate the process of outgassing from the beam pipe. During this time, beam was circulated without collisions in order to reduce the amount of residual contamination released during later data-taking runs. Belle II was turned off during vacuum baking periods, but BEAST II always remained on.

In particular, the LER beam pipe was replaced between Phases 1 and 2 and contained considerably more residual gas.
than the older HER, consistently resulting in higher beam pressure levels and therefore larger beam-gas backgrounds. The dynamic pressure (slope of pressure versus current) in both the LER and HER are shown in Figure 10 and an example of the effect on detector backgrounds is presented in Figure 11.

3.2. First Collisions and Luminosity

The addition of the QCS magnets and final focusing system allowed SuperKEKB to focus and collide beams. In the early hours of April 26th, 2018, slightly more than one month after beams first started circulating, Belle II recorded its first electron-positron collisions. As Phase 2 progressed, the luminosity delivered to Belle II steadily increased as a result of shrinking beam sizes and increased currents. By the end of Phase 2, SuperKEKB delivered a peak luminosity of $5.6 \times 10^{33} \text{cm}^{-2} \cdot \text{s}^{-1}$ and Belle II had collected a total integrated luminosity of 472 pb$^{-1}$.

3.3. Creation of the BCG Group

To prevent excessive radiation dose on the Belle II subdetectors, close communication with the SuperKEKB accelerator team and Belle II detector operators is necessary. To meet this need, members of Belle II and SuperKEKB together created a new Belle II Commissioning Group (BCG). BCG members served as liaisons between accelerator and detector operators. The introduction of real-time background displays as well as the presence of a BCG operator in the accelerator control room meant feedback could be immediately exchanged between accelerator and detector operators to ensure smooth operation and favorable beam conditions for Belle II data collection.

3.4. Dedicated Background Studies

The BCG also designed and carried out dedicated background studies during the course of Phase 2. In general, these studies measured the background composition and effect of a particular change in beam parameters on the background rates in both BEAST II and Belle II detectors. Examples of study parameters include beam size and emittance, beam steering angle, horizontal and vertical collimator aperture widths, and interaction vertex position.

As beam parameters were varied, the effect on background rates became immediately visible in the online displays, allowing for determination of optimal running conditions.

3.5. Magnet Quenches

A consistent issue during operation of SuperKEKB in Phase 2 was quenches occurring in the superconducting steering magnets of the final focus. During the period from April 1st to May 17th, 2018, a total of 23 magnet quenches occurred, each of which was accompanied by a beam abort and followed by an investigation. Quenches occurred in numerous areas around both the LER and HER.

We identify causes from a variety of sources, including injection kicker instabilities, beam parameter changes, machine tests, and other operational issues. Most quenches occurred during beam injections, but 6 of the 23 quenches occurred during beam storage. Because the sudden loss of a magnet affects beam trajectories unpredictably, damage to both sensitive detector components as well as the QCS magnet system near the IP is a serious concern; in addition, the recovery from a quench implies the loss of significant operation time. Therefore, we devoted a great deal of effort to reduce the frequency of such events.

For 19 quench events, the data from the DCU buffer memories with 10 µs time resolution in 1 s time windows allowed a detailed study of the beam-loss pattern preceding the quench event in the interaction region. In 15 out of 19 events a lower diamond abort-threshold would have triggered a beam abort, preventing the magnet quench.

As a result of this study, we redefined the abort thresholds: the “fast” abort condition, aimed at detecting rapidly increasing radiation doses, kept the moving integration time-window of 1 ms, but lowered the integral threshold value from 1 rad to 10 mrad; we also introduced a new “slow” abort condition developed to avoid the long-term accumulation of slowly increasing radiation doses. For the latter signal, we set the corresponding threshold to a 200 mrad dose integrated in a 1 s moving time window.
window. In both cases, a signal above threshold from at least two diamond detectors simultaneously generated an abort trigger.

This new configuration proved to be effective in preventing QCS quenches. Figure 12 shows two examples of moving sums of dose rates over 1 ms intervals, reconstructed from the data stored at 100 kHz, every 10 μs, in the DCU buffer memories. The interval numbers on the abscissa correspond to the 100 x 10^3 moving time windows in a 1 s time interval. In the top panel, beam losses are small except during the injection at 5 Hz, causing the five evident peaks. At the last peak, two moving sums exceed the “fast” threshold and trigger the abort. In the bottom panel, the losses correlated with injection are not sufficient to trigger a “fast” abort, but an oscillating pattern of slowly increasing losses triggers the “slow” abort.

Figure 12: Moving sums of radiation doses measured by four diamond sensors, immediately preceding two aborts. The top (bottom) panel shows an example of a fast (slow) abort. Details are provided in the text. The horizontal axis refers to the 100 x 10^3 moving time windows in the 1 s time interval.

3.6. Background Storms

On several occasions in Phase 2, we observed unusually high levels of background in multiple Belle II detectors for short periods of time. These were chiefly evident in the PXD and SVD, but also appeared in detectors farther from the IP such as the TOP.

Despite efforts to correlate these events, referred to as “background storms”, with accelerator conditions and particularly with magnet quenches, we find no correlation. Background storms occurred in both beam storage and injection periods. An example of data recorded during a background storm is shown in Figures 13 and 14, as recorded in the PXD and TPC systems, respectively. In the latter case, we estimate that the neutron flux at the TPCs was as high as 6 x 10^5 Hz cm^{-2}, approximately three orders of magnitude above normal levels.

3.7. Beam Steering Corrections

During the course of Phase 2, a persistent background contribution incompatible with the model discussed later in Section 5.1.2 appeared in the LER. Hypothesized origins of this background include unexpectedly long horizontal beam tails, beam scraping on the IR beam pipe walls and the resulting showers, and collimator effects.

Attempts to lessen the effects of beam scraping backgrounds included beam orbit and angle tuning, along with adjustment
of the collision vertex position. We determined that the HER angle at the IP was sub-optimal, and adjustment led to rapid improvements in beam conditions.

In addition, analysis reveals that the longitudinal position of the collision vertex was initially several mm away from the nominal position, causing unacceptably large numbers of tracks with origins away from the intended IP. Using iterative LER steering corrections, the real collision vertex was brought into line with the nominal position.

4. Background Simulation

The beam background simulation methodology used here is the same as in Phase 1 [5]. The main difference is in the improvement of the simulated geometry. Simulation of synchrotron radiation is a separate effort, described in Section 4.3.

4.1. Single-beam backgrounds: Coulomb, Bremsstrahlung, Touschek

Touschek and beam-gas scattering (Coulomb and Bremsstrahlung) result in beam particles that deviate from the nominal orbit. While the initial scattering can occur at any location around the ring, scattered particles tend to stop at specific locations. In particular, they are most frequently stopped by beam collimators or hit the beam pipe inside the QCS magnets nearest the interaction point where the physical aperture is narrowest with respect to the beam size.

Showers generated inside the QCS can result in secondary particles reaching Belle II. In order to simulate these types of background accurately, a large number of components must be modeled properly: the initial scattering probability, beam optics, collimators, beam pipe shape inside the QCS, shielding material, and the Belle II detector. We simulate the scattering, the optics, and the collimators in the Strategic Accelerator Design (SAD) beam particle tracking code [22].

SAD includes simulation of Touschek, beam-gas scattering (both Coulomb and Bremsstrahlung processes), while collimator tip scattering and injection background simulations are not implemented. Subsequent to the work presented here, SAD was embedded in a larger software framework that enables tip scattering simulation [23], but Phase 2 simulations with tip scattering do not exist.

The simulation gives the beam particle loss rates in the whole ring and in the interaction region, defined as ±4 m from the IP, for each background component. Losses in the interaction region are used as a proxy for Belle II background rates in collimator optimization simulations, where full Geant4 [24] simulations would be prohibitive due to CPU requirements.

We consider a safe limit for background in the interaction region (IR) to be 100 MHz including both HER and LER contributions.

For more precise Belle II background simulations, Geant4 is used in addition to SAD. The beam pipe shape is implemented both in SAD and Geant4. If a beam particle crosses the beam pipe envelope in SAD, it is passed to Geant4 and the subsequent showering and Belle II digitization is simulated with the core Belle II software, basf2 [25, 26].

4.2. Luminosity Backgrounds

Undesirable backgrounds in the Belle II detectors due to colliding beams are substantially easier to simulate. Such backgrounds are produced at the IP and for that reason are largely independent of beam optics and collimator settings. A detailed tracking of off-orbit particles around the ring is not required in this case. We simulate luminosity backgrounds in the same way as Belle II physics, with designated event generators followed by Geant4.

4.3. Synchrotron Radiation

The generation of primary charged particles and simulation of SR photon emission during propagation through the magnetic field requires a very large amount of CPU time to get a complete picture of the SR background in detectors. For this reason, we simulate SR photons using vertex and momentum information from the primary particle simulation, which performs tracking of the beam particles through the beamline. We perform both primary and final simulations with Geant4 within the basf2 framework. A detailed description of SR background generation is described in Reference [5]. For clarity, we present SR simulation results together with the measurements in Section 5.5.

5. Experimental Results

5.1. Beam-Gas and Touschek Study

In the final two months of Phase 2, we carried out four major beam background studies. To avoid contamination from backgrounds arising from beam-beam interactions, each study was carried out with only a single beam (HER or LER) active. These studies are summarized in Table 1.

| Date   | Study Type               | $\beta_x^0$ (mm) | $\beta_y^0$ (mm) |
|--------|--------------------------|------------------|------------------|
| June 11| HER Single Beam          | 4                | 100              |
| June 12| LER Single Beam          | 4                | 100              |
| July 16| HER/LER Beam Size        | 3                | 100              |

Table 1: Phase 2 single-beam background studies. The July 16 study was two individual single-beam studies carried out sequentially.

We use only data taken during beam storage periods in our analysis to avoid the higher background levels present during beam injections. Figure 15 shows a snapshot of relevant accelerator data during a background study, with selected data shown in shaded areas. For each of the four studies, we fit the combined background model to experimental data in an attempt to determine the contribution of each source to the overall background level. Fits were performed individually for each BEAST II and Belle II detector.

5.1.1. Measured Gas Composition

We measure gas pressures around the ring with 300 monitors positioned in individual ring sections, as described in Section 2.2.2. To provide a more realistic summary of the gas conditions in the beamline, an empirical calculation to account
for contributions from individual gas species is carried out using data from three RGAs instrumented along the SuperKEKB beamline. Each RGA is a mass spectrometer providing partial pressures of m/Z values from 1 to 50. In principle, each m/Z represents a single species of molecule in the beam-gas mix, although certain species overlap.

Using RGA data, we calculate a single effective Z value for all species in the gas, denoted \( Z_{\text{eff}} \), which is used when fitting the data, as described in Section 5.1.2. For the period considered in Phase 2, the calculated \( Z_{\text{eff}} \) consistently falls between 2 and 2.5. In contrast, the simulation assumes a time-independent, uniform value of \( Z_{\text{eff}} \approx 7 \) around the ring.

5.1.2. Analysis Methodology

Based on the relationships between background types and detector rates described in Section 1.2, we posit a combined background model to describe the contributions of Touschek and beam-gas events to the observed background rate \( R \):

\[
R = B \cdot I \cdot P Z_{\text{eff}}^2 + T \cdot \frac{I^2}{\sigma n_b} \tag{1}
\]

where \( B \) and \( T \) represent the beam-gas and Touschek rates. It is convenient to rearrange Eq. 1 to allow for a graphical representation:

\[
\frac{R}{I \cdot P Z_{\text{eff}}^2} = B + T \cdot \frac{I}{P Z_{\text{eff}}^2 \sigma n_b} \tag{2}
\]

If the left hand side of Eq. 2 is plotted versus \( \frac{I}{P Z_{\text{eff}}^2 \sigma n_b} \), we expect a line with a slope proportional to the Touschek sensitivity, \( T \), and an offset corresponding to the beam-gas sensitivity, \( B \).

5.1.3. Measurements of Background Composition

We fit background rates observed in individual detectors to the linear background model thus described by Eq. 2, from which we obtain relative contributions of background sources. An example fit for one of the TPC neutron detectors is shown in Figure 16. We see clearly how varying the beam size allows us to separate observed neutron rate contributions from beam-gas and Touschek scattering. Figure 17 shows how the resulting measured background composition in each of the eight TPCs (located at four \( \phi \) locations on either side of the IR) compares against the background simulation. We see that the spatial distribution of neutrons from beam-gas scattering is remarkably accurate in the simulation, for both rings. In experiment, this background is the leading source of neutrons. The beam-gas normalization is also well predicted for LER. For HER, however, observed beam-gas background exceeds predictions by one order of magnitude.

5.1.4. Evaluation of Simulation Accuracy

We evaluate the accuracy of our simulation and its consequent predictive ability by comparing predicted detector rates in all BEAST II and Belle II detectors to those measured during dedicated background studies. Touschek- and beam-gas induced rates are calculated separately as described in Section 5.1.2 and divided by the simulated prediction to produce a ratio for each detector channel. In the ideal case, a ratio of 1 indicates agreement between measurement and simulation. For the detectors with high hit rates, the fitting procedure and comparison can be performed even for individual channels. This provides highly granular, position-dependent information on the simulation accuracy for individual background components, as shown in Fig. 18 for PLUME.
Figure 16: Example of using Eq. 1 to separate beam-gas and Touschek contributions to observed background rates, for a TPC during the June 12th LER study. Filled points represent $n_{b} = 789$, and unfilled points represent $n_{b} = 1576$. “ECK” (legend) refers to the setting of the emittance control knob used to tune the vertical beam size. Larger magnitudes of the knob setting value correspond to larger $\sigma_y$. Touschek contributions increase relative to beam-gas contributions with decreasing beam size.

5.2. Luminosity Backgrounds

After collisions began in Phase 2, attempts were made to measure the level of luminosity backgrounds generated. However, the amounts of Touschek and beam-gas backgrounds were significantly larger than the luminosity contribution and there is no conclusive observation of luminosity-induced backgrounds.

5.3. Track and Vertex Distributions

In addition to the reconstruction of physics events from collisions, the Belle II tracking and vertexing software can be used to study decay vertices from beam backgrounds and $\gamma \rightarrow e^+e^-$ conversions in material away from the IP. Pairs of tracks identified by the inner tracker (PXD, SVD) and drift chamber (CDC) are assigned a pion mass hypothesis and vertexed with the RAVE algorithm [27]. The vertex positions were then examined in colliding and single beam runs to determine the location and intensity of beam particle losses and secondary interactions.

Figure 17 shows the $(x, z)$ location of reconstructed vertices for Phase 2 physics runs, where $z$ refers to the direction along the Belle II solenoid axis. To aid in visualization, a minimum intensity threshold has been applied and a diagram of the beamline overlaid. Reconstructed vertices are concentrated at the IP as expected from $e^+e^-$ collisions, as well as at several locations along the HER and LER beam axes. Cross-sectional $(x, y)$ diagrams taken in steps along the $z$ axis illustrate the structure of these backgrounds. Figure 22 provides a comparative example of single HER beam background data from $-30 < z < -25$ cm recorded under two different emittance scenarios. These studies were used to detect and investigate the aforementioned “scraping beam” backgrounds due to non-optimal beam steering, and to provide information for mitigation strategies such as further beam tuning and future implementation of additional shielding.

5.4. Injection Backgrounds

This section presents time-resolved analyses of the injection-induced particle background at the IP which are the basis for the current usage of CLAWS as a beam abort system. First, we present a time resolved hit energy spectrum for each of the two main rings, illustrating the ability to detect irregularities in the beams. Subsequently, we investigate the impact of the injection bunch on neighboring bunches, demonstrating the precise timing capability of the CLAWS system.

CLAWS signals are measured as hits with the unit of
Table 2: Comparison of combined detector data/MC ratios, excluding PLUME. Averages are calculated first by taking the mean of all channels in each BEAST or Belle II detector, and then combining them into an average of averages.

| Ring | Background Source | October 2018 Simulation | February 2019 Simulation | October 2018/February 2019 Ratio |
|------|-------------------|-------------------------|--------------------------|---------------------------------|
| HER  | Touschek          | 127.82                  | 113.91                   | 1.12                            |
|      | Beam-gas          | 483.50                  | 32.28                    | 14.98                           |
| LER  | Touschek          | 1.62                    | 0.63                     | 2.57                            |
|      | Beam-gas          | 29.39                   | 2.79                     | 10.53                           |

Figure 18: Background data/MC ratios as measured in PLUME during the June 12th LER study. Ratios are shown separate for Touschek (top) and beam-gas (bottom). Both background components are substantially larger than predicted by simulation, with the excess having no strong position dependence.

MIP, equivalent to the most probable energy deposition of a minimum-ionizing particle. The amplitude of a hit is a proxy for the number of particles crossing one CLAWS sensor simultaneously at the time of the hit. Figure 23 (top) and (bottom) illustrate the time-resolved hit energy distributions. The time in turn variable displayed on the y axis assigns a relative time to each circulating bunch at which it passes by the IP. This pattern repeats every revolution with $T_{rev} = 10.0614\,\mu s$, assuming a fixed bunch fill pattern. The starting time is chosen arbitrarily. Therefore, we obtain the time in turn with $t_{\text{turn}} = t_{\text{signal}} \mod T_{rev}$.

The horizontal excesses around $t_{\text{turn}} = 5.5\,\mu s$ contain the signals of the injected bunch passing the IP. The low energy excess following the injection bunches in Figure 23 (top) and (bottom) are SiPM intrinsic afterpulses. All other hits emerge from stable circulating bunches. The projections of the injection and the average of all non-injection times of one revolution are illustrated in Figure 23 (middle).

The time dependent hit energy spectra in Figure 23 (top) and (bottom) demonstrate the confinement of the injection induced backgrounds to a narrow time window during each turn. Highly energetic hits above 10 MIP emerge almost exclusively from the newly injected bunches. Nonetheless, for each ring a second, much less pronounced, high energy excess is observable. The second excess in the HER at around $t_{\text{turn}} = 2\,\mu s$ is the result of a single event that results in hits in multiple detectors. In contrast, the second excess in the LER around $t_{\text{turn}} = 6.25\,\mu s$ originates from a period of approximately 5 h on June 19, 2018, with signals up to 60 MIP consistently observed 897(51) ns after the fifth pass-by of the injection bunch. This suggests a connection of this phenomenon to injections, but it was not possible to identify its origin.

Figure 19 (color online) Ratio of observed to predicted Touschek background rates in all detectors studied with old (top) and new (bottom) simulation. Blue (Red) points represent HER (LER) results. From top to bottom, the detectors are ordered from radially outermost (TOP) to inermost (PXD).
than the HER.

In general, injections in the LER result in higher hit energies compared to injections into the HER. The slightly higher rates of the non-injection graphs of the LER compared to the HER result from the higher average beam currents in the LER during the time of data taking.

Figure 24 illustrates the time structure around the injection bunch of dedicated HER injections on July 13, 2018. Each peak originates from a circulating bunch with a peak-to-peak distance equal to the bunch spacing of 12 ns. This time-resolved analysis illustrates the increased background level during the passage of the injection bunch only. Adjacent bunches do not show any negative influence of the high background of the injection bunch.

These results demonstrate the capabilities of CLAWS to observe even minimal irregularities in the circulating beams of both main rings. Together with its precise time resolution of 317(4) ps for hit energies of 10 MIP, this makes the CLAWS detectors well suited to act as a beam abort system. For physics data taking, we will implement a CLAWS-based abort system capable of issuing a fast abort signal in case of sudden increases of background, providing the signal typically one turn faster than systems relying on the measurement of integrated doses.

5.5. Synchrotron Radiation in PXD

In addition to the backgrounds described above, there is evidence for an additional synchrotron radiation background component in the PXD. In Phase 2, the presence of SR background can be inferred from study of cluster energy spectra. In particular, photons originating from SR can be identified as low energy single-pixel clusters with a characteristic spatial distribution along the $z$-direction.

The study of cluster energy spectra in the PXD was performed with physics data using the standard PXD reconstruction algorithm. A PXD hit threshold of either 5 or 7 Analog-to-Digital converter Units was applied in the front-end electronics and the highest charge in the PXD cluster was required to be above 7 Units. The seed charge cut of 7 Units translates to an energy threshold of around 5 keV. These PXD clusters are not required to be matched to a charged track from the SVD or CDC, and they can come from any charged particle or photon depositing enough energy and hitting the PXD during the 20 μs time window around the trigger. The resulting calibrated energy spectra are shown separately for single and multi-pixel clusters for the PXD inner forward sensor in Figure 25 (top), with the corresponding simulated energy spectrum, normalized to an HER current of 250 mA and with the same 5 keV energy threshold (bottom). This simulated energy spectrum can be compared with measured data (presented in red) only qualitatively as there are two substantial differences: firstly, this simulation only considers SR photons originating from the HER beam, whereas the measured energy spectra contain contributions from both the HER and LER; Secondly, the measured energy spectra contain both photons and a non-negligible contribution from charged particles. The peak around 10 keV, which is seen both in simulated and measured energy spectra, can be explained by SR-induced fluorescence photons emitted perpendicular to the $z$ direction from the gold layer on the inner surface of the beam pipe. Such photons are capable of penetrating the beryllium beam pipe. The simulated broad distribution peaking at larger energy of 35 keV is produced by SR photons which penetrate the beam pipe directly. This component is less visible in the measured energy spectra because of the much larger additional component due to charged particles, which peaks around 20 keV.

The energy spectra can be split into a soft component ($<10$ keV) and a hard component ($>10$ keV). The hard part of the spectrum contains more multi-pixel than single pixel clusters and shows a Landau peak as expected for clusters originating from charged particles. In contrast, the soft part of the spectrum has a narrow energy peak on top of the low energy tail of the Landau distribution. The narrow peak is almost exclusively formed by single pixel clusters.

A Gaussian fit to the single pixel charge, restricted to the 7-10 keV range, shows that the peak positions range between 8.4-8.6 keV and are nearly identical for all four PXD sensors. This last observation hints at a common origin for the narrow energy peak. The number of single pixel clusters in the energy range...
7-10 keV, after subtracting a flat background, is found to be ten times higher in the first PXD layer compared to the second. This supports the hypothesis that the common origin of the soft-photon background is SR, in which the scattered photons are expected to be mostly absorbed in the first PXD layer.

In addition, the flux of particles onto the PXD is measured as a function of the z position and layer number during dedicated single-beam runs. The spatial profile of the soft photon flux, identified as single pixel clusters with energy < 10 keV, is shown for a LER (HER) single-beam run in the top (bottom) of Figure 26.

As seen in Figure 26, the simulated (top) and measured (bottom) spatial profiles are found to be incompatible. Dedicated simulations of low-energy SR photons indicate the presence of an excess of events caused by photons forward scattering off the ingoing copper-coated Tantalum beam pipe and subsequently inducing fluorescence in the gold layer on the central beam pipe. For Phase 3, the impact of this enhanced low-energy component will be significantly reduced by increasing the thickness of the gold layer from 6.6 to 10 \( \mu \)m.

5.6. PXD-Based Total Ionizing Dose Estimate

We use the PXD system to estimate the total ionizing dose rate in the VXD during Phase 2 operation. Using simulations as reference, we perform an energy calibration of the measured PXD hits and clusters. Using this calibration we calculate the energy deposition inside the PXD, and then the dose per cluster. Taking into account the 20\( \mu \)s readout time of the PXD sensors, we calculate a dose rate with 1 s binning and add it to the aforementioned common output files of the BEAST detectors. This technique assumes that the difference between data taken with and without selecting for physics events is negligible, which is justified as the luminosity during Phase 2 was significantly lower than is expected in the final experiment.

The calculated PXD dose rate was used as a second source for the dose rate in addition to the VXD radiation-monitor and beam-abort system (see Section 2.4.6) that primarily provided information about the dose rate during Phase 2 operation.

Analyses show that the ratio of the PXD and diamond dose rates is not constant but depends on the accelerator beam current. While the PXD/diamond ratio was not constant over time, we find a heuristic relation between the two measurements incorporating the beam currents.

In contrast to the diamond system, the PXD did not take data continuously during Phase 2 operation and only covered \( \approx 12\% \) of the total operation time. To fill in the gaps in the data set, we use the diamond data as well as the beam currents to infer a PXD dose rate based on the heuristic relation between the PXD and diamond data set. A more detailed description of this analysis can be found in Ref. [28].

Using a combination of the measured and calculated PXD dose rates we determine a total dose for all four PXD sensors as a function of time, which can be seen in Figure 27. The DEPFETs (DEpleted P-channel Field Effect Transistors) of the PXD sensors show a threshold voltage shift when exposed to ionizing irradiation. Figure 28 shows the measured threshold shift of two of the four PXD sensors as a function of the calculated PXD dose. In addition, the threshold shift curves recorded at two irradiation campaigns, one with a prototype [29] and one with final PXD sensors [30], are shown. The comparison shows good agreement between the curves.

Based on the calculation described above, the inner PXD sensors received a dose of \( \approx 2 \text{ kGy} \), and the outer sensors \( \approx 1 \text{ kGy} \), between March and July 2018. We deem these levels to be acceptable for the installation of the VXD for Phase 3.
Figure 22: (color online) Reconstructed \((x, y)\) positions of charged track vertices for HER single beam runs with differing emittance. The contour shows the envelope of the incoming HER beam. A clear change in the distribution of beam-wall interactions can be seen with the varying accelerator conditions.

Figure 23: (color online) Hit energy spectra in the CLAWS detector. (top) and (bottom) Time resolved hit energy spectrum of the LER and HER, respectively. (middle) Projection of the top and bottom plot with marginalized time in turn variable separated by injection and non-injection times of a revolution. The units of the color bars are equal to the vertical axis of the middle plot. The plot uses all injection data collected by CLAWS between May 25 until the end of Phase 2.

Figure 24: Arrival times of signals with a minimum energy of 2 MIP. Each peak emerges from a circulating bunch. The red lines mark exemplarily the bunch spacing of 12 ns around the injection bunch. The plot uses HER injection data from July 13, 2018.

a comparison between operations and simulation, a collimator simulation study was carried out prior to Phase 2 operation.

6.1. Collimator Optimization Studies During Operations

In keeping with the objective of determining the optimal opening width (aperture) for each collimator along the SuperKEKB beamline, collimators were systematically opened or
closed in succession, after which the beam backgrounds and lifetimes were observed to determine the effect of the change.

These studies were carried out with single beams (i.e. HER or LER only), using the following procedure:

1. Collimators had an initial (non-optimized) setting determined during initial operations in order to protect the Belle II detector from beam backgrounds.
2. Immediately before collimator studies, all collimators of the studied beam were slightly opened from their nominal aperture setting, so that the physical aperture was slightly larger than the narrowest point in the beam line, corresponding to the QCS components.
3. Starting from the collimator closest to the beam injection system and going toward the interaction point (IP), each collimator was closed in fixed steps. After several minutes, a top up injection was performed in order to verify the effect on injection background. After injection was completed, storage background was observed for a few minutes. This procedure was iterated for the same collimator until beam lifetime worsened with no significant improvement on the background.
4. The same procedure was applied to all collimators, until an initial optimal setting was found.

A second goal of the study, together with the reduction of beam background in the interaction region, was to compare the optimal collimator setting found during collimator studies with that obtained in simulation. The comparison gives important indications of the accuracy of the simulation and possible improvements.

6.2. SAD Simulation Studies

The collimator study using SAD was carried out with the following procedure:

1. The starting point is the simulation with all collimators of the lattice fully open.
2. Each collimator is individually closed in steps. For each step a short version of the simulation (to save storage and computing resources) is run, to see the impact of the new collimator width on IR background and beam lifetime. The optimal width for each collimator is found when the increase in the total ring loss rate is greater than the decrease in the IR loss rate.
3. A full simulation is run with all collimators set at the optimal aperture found in the previous step, to evaluate the
4. The last collimator setting obtained is used as the starting point for a second round of the same procedure. Each collimator is individually closed further, and a short version of the simulation is used to evaluate the impact of this modification.

5. The optimization procedure concludes if no further improvement on the IR background is possible without affecting beam lifetime. If the IR background is still higher than the limit of 100 MHz, the collimator settings are modified to reduce the IR background, even if this affects beam lifetime.

6.3. MC Optimization for Early Phase 3 and Comparison Against Phase 2

For operation in early Phase 3, more collimators will be added to reduce beam backgrounds further. We perform another collimator study using SAD with accelerator parameters and collimators planned for early Phase 3. In order to directly compare simulations of Phase 2 and early Phase 3, which involve different beam parameters, the Phase 2 simulation results were scaled to the early Phase 3 parameters using Eq. 1.

As shown in Table 3, a comparison of simulations shows that if the optimal collimator setting found in simulation can be reproduced during early Phase 3 operations, with the installation of new collimators, the following IR background reduction factors can be achieved: LER backgrounds can be reduced by a factor of 4.4, from 346 MHz to 78.2 MHz, and HER backgrounds can be reduced by a factor of 3.7, from 34 MHz to 9.3 MHz.

7. Extrapolations and Recommendations

During the course of Phase 2, we observe total beam background levels larger than simulation by factors from 1 - 100, as presented in Section 5.1.4. By refining the simulated description of the IR geometry, we have improved the agreement between simulation and measurement, as seen by comparing the top and bottom panels of Figures 19 and 20.

The remaining discrepancy in beam-gas data and simulation is unsurprising, as detailed gas composition and pressure distributions are not accounted for in the simulation. In contrast, we expect better agreement for Touschek backgrounds. Instead, we observe a discrepancy of up to a factor of 100, particularly in the HER, consistent with the results from Phase 1. After the conclusion of this work, we found that this was the result of the physical collimator model used in the beam particle tracking code, which had been accurate for the reused KEKB collimators but did not fully describe the newly installed SuperKEKB-type collimators. This has been resolved for future studies and a detailed description is available in Reference [23].

We also observed unexpected backgrounds attributed to beam scraping on beam pipe material, which we reduced largely by beam-orbit tuning and collimator optimization.

Luminosity backgrounds provided a negligible contribution to the overall background level, given the low luminosities recorded during commissioning and the high levels of other backgrounds.
While ratios of data to simulation are useful in assessing simulation accuracy, we also utilize them to correct the simulation for the purposes of extrapolating backgrounds. By doing so, predictions remain robust even with large discrepancies in agreement, as observed in Phase 2.

7.1. Extrapolation to Early Phase 3

During the course of Belle II physics data taking, SuperKEKB plans to both increase beam currents and continue squeezing the beams at the IP, leading to a progressively more challenging background environment. Because we expect conditions at the target luminosity to be significantly more difficult than those in the early stages of data taking, it is most reasonable to mainly consider conditions in the first years of Phase 3, before conditions diverge significantly.

The most pressing question to answer with Phase 2 data is the safety of the sensitive VXD. We use measurements taken during Phase 2 to predict the expected level of background incident on the area around the IP, thus providing a meaningful measure of the risk for the PXD and SVD. In the event that measured and predicted levels are too high, it would be unsafe to install the VXD and physics data taking with the full set of Belle II subdetectors would not be possible.

The reduction of LER backgrounds described in Section 6.3 is critical for keeping background rates at safe levels. Figure 30 shows the predicted occupancy levels in the SVD, extrapolated to early Phase 3 and adjusted for updated beam optics. Absent optimization of collimators and the introduction of a vertical collimator in the upstream D06 section of the LER, these rates would likely exceed the safe operating limit of the SVD. With the recommended changes, however, we predict that occupancies will remain at the level of approximately 1%. Likewise, predicted PXD occupancies are expected to remain under 1%, as shown in Figure 31. The performance of these detectors, and of trackfinding, suffers with occupancies above 3%. Hence, the overall predicted background rates were determined to be safe.

7.2. Extrapolation to Design Luminosity

Finally, we extrapolate backgrounds to the full SuperKEKB design luminosity of $8 \times 10^{35}$ cm$^{-2}$ s$^{-1}$. This is a more challenging scenario than the target luminosity of $6.5 \times 10^{35}$ cm$^{-2}$ s$^{-1}$ discussed earlier, but we make the choice because simulations and collimation strategies are more mature for the design scenario. We first simulate the machine at design beam currents and optics, using a simulation-optimized collimator setup specific to those optics. Then, we conservatively re-scale the Belle II rates of each simulated single-beam background component by the corresponding data/MC factors measured in Phase 2. As an example, we show the predicted background composition for the TOP detector in Figure 32. TOP is considered particularly vulnerable to beam backgrounds due to the finite lifetime of the photomultipliers (PMTs) used, which degrade as photocathode charge is accumulated. It is therefore critical to monitor the TOP background composition and use targeted mitigation strategies such as collimation to minimize TOP backgrounds and thereby maximally extend PMT lifetimes. At design luminosity, TOP PMT rates are expected to reach order 8 MHz per PMT from beam collisions alone; because these events arise from beam interactions at the IP, they are affected by neither collimation nor vacuum scrubbing and hence are to first order irreducible. Background events from the single beam processes shown in Figure 32 contribute further to the overall PMT rates.

The Belle II goal is to further reduce these single-beam rates to a total of order 2 MHz by utilizing vacuum scrubbing, shielding, and collimation. While HER Touschek scattering appears to be the most critical component based on Phase 2 measurements, as will be discussed below, recent improvements in the simulation of SuperKEKB-type collimators have reduced the systematic error on the magnitude of the Touschek background forecast. The dominant background and main mitigation target at the time of writing is therefore the second-largest component in Figure 32, LER beam-gas. Reducing that background is one of the main SuperKEKB challenges on the road towards design luminosity in the coming years.

Recently, the pressure in the LER has reduced substantially due to vacuum scrubbing from baseline machine operation. As a result, the LER beam-gas background may be as much as one order of magnitude lower than that shown in Figure 32 by the time SuperKEKB reaches its target luminosity.

7.3. Summary and Recommendations

Ultimately, based on the background measurements in Phase 2 and extrapolations forward to Phase 3 conditions, we made the recommendation to proceed as planned with the installation of the VXD and start of physics data taking runs in Phase 3.

Furthermore, we also recommend that a new collimator be installed in SuperKEKB before the start of Phase 3 to reduce the dominant LER beam-gas and Touschek backgrounds. Based on
the studies described in Section 6, we determine that the most beneficial place for a new LER vertical collimator is in Section D06, near the MR injector. Following completion of Phase 2, both recommendations were implemented during the shutdown period between phases.

8. Conclusions

The second commissioning phase of SuperKEKB saw major advances in accelerator operation, including beam luminosities of $5.6 \times 10^{33} \text{ cm}^{-2} \text{s}^{-1}$ and first beam collisions, and corresponding increases in beam-induced backgrounds. To meet the demands of this more challenging environment, we successfully employed both Belle II and dedicated BEAST II detectors to measure and mitigate backgrounds due to Touschek, beam-gas, injection, and synchrotron radiation. We carried out detailed measurements of neutron fluxes and dose rates. Finally, we performed searches for, but did not conclusively detect, luminosity backgrounds.
BEAST II successfully demonstrated numerous new technologies: FANGS, PLUME, and CLAWS detectors for measurements of incident particles and doses near the IP, directional neutron recoil monitors, and a diamond-based monitoring system that was developed to carefully track radiation doses and trigger beam aborts in the event of unacceptably high rates. Many of these systems are now used routinely in Phase 3.

The diamond sensor beam-abort system in particular has been improved to provide faster response times to high background levels, with criteria updated to include “fast” and “slow” thresholds. These improvements have proven to be effective in preventing QCS quenches and subsequent high doses of radiation on the sensitive vertex detectors during Phase 3 data taking.

We updated the Geant4 model of the Belle II interaction area to more closely match reality, and as a result the ratio of observed to predicted single-beam background rates improved by factors of 1.12 - 14.98, indicating improved predictive ability for future conditions. Extrapolations of measurements to Phase 3 running conditions predict background levels to be within acceptable limits provided beam collimation is improved. Based on these results, we recommended proceeding with the installation of the sensitive vertex detectors along with an additional LER collimator.

As Belle II continues in its data collection phase and the background conditions become increasingly challenging, informative studies such as those described here will continue to enable targeted mitigation for the duration of the experiment.
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Figure 32: Predicted TOP detector photomultiplier hit rates for beam-gas and Touschek backgrounds, versus TOP slot position, at full design luminosity.
