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Abstract In this paper we establish well posedness of the Neumann problem with boundary data in $L^2$ or the Sobolev space $\dot{W}^{2,1}_-$, in the half space, for linear elliptic differential operators with coefficients that are constant in the vertical direction and in addition are self adjoint. This generalizes the well known well posedness result of the second order case and is based on a higher order and one sided version of the classic Rellich identity, and is the first known well posedness result for an elliptic divergence form higher order operator with rough variable coefficients and boundary data in a Lebesgue or Sobolev space.
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1 Introduction

In this paper we will establish well posedness of the Neumann problem in the half-space $\mathbb{R}^{n+1}_+$, with boundary data in the Lebesgue space $L^2(\mathbb{R}^n)$ or the Sobolev space $W^{2}_1(\mathbb{R}^n)$, for certain elliptic differential operators of the form

$$Lu = (-1)^m \sum_{|\alpha|=|\beta|=m} \partial^\alpha (A_{\alpha\beta} \partial^\beta u).$$  \hfill (1.1)

Specifically, we will consider self-adjoint operators associated with coefficients $A$ that are $t$-independent in the sense that

$$A(x, t) = A(x, s) = A(x) \quad \text{for all } x \in \mathbb{R}^n \text{ and all } s, t \in \mathbb{R}. \hfill (1.2)$$

The Neumann problem has traditionally been regarded as more difficult than the Dirichlet problem. Indeed in two important cases, well posedness of the Dirichlet problem with boundary values in a Lebesgue or Sobolev space is known, but well posedness of the Neumann problem is not: in the case of second order operators with real $t$-independent coefficients [32,33] and in the case of constant coefficient higher order operators in Lipschitz domains [49,54].

In the case of higher order operators of the form (1.1) with variable $t$-independent coefficients, we can bound Dirichlet boundary values in a way that we cannot at present bound Neumann boundary values. See Theorem 5.1 below. We will use good behavior of Dirichlet boundary values to establish well posedness of the Neumann problem; we cannot at present use the same arguments to establish well posedness results for the Dirichlet problem because we lack corresponding bounds on the Neumann boundary values. See Remark 5.3.

Indeed, even formulating the higher order Neumann problem is a difficult matter. Recall that in the second order case, the Neumann boundary value of a solution $u$ to $-\text{div} \ A \nabla u = 0$ is the conormal derivative $\nu \cdot A \nabla u = 0$, where $\nu$ is the unit outward normal derivative; this is preferred to the normal derivative $\nu \cdot \nabla u$ because, by the divergence theorem, we have a weak formulation

$$\int_{\partial \Omega} \varphi \nu \cdot A \nabla u \, d\sigma = \int_{\Omega} \nabla \varphi \cdot A \nabla u \quad \text{for all } \varphi \in C_0^\infty (\mathbb{R}^{n+1}_+).$$  \hfill (1.3)

Some complexities are already apparent: it is often the case that an operator $L$ may be written $L = -\text{div} \ A \nabla$ for more than one choice of coefficient matrix $A$, and different choices of coefficients $A$ lead to different boundary values $\nu \cdot A \nabla u$.

In the second order case, we can often eliminate this ambiguity, for example by requiring that $A$ be self-adjoint. In the second order self-adjoint case the $L^2$-Neumann problem with $t$-independent coefficients is well posed; see [39]. If $A$ is not self-adjoint, it is not known whether the Neumann problem is well posed, even for second order operators with real $t$-independent coefficients.

In the higher order case, $L$ may be associated to multiple self-adjoint coefficient matrices $A$. For example, the biharmonic operator $L = \Delta^2$ may be associated with
coefficients \( A \) such that

\[
\sum_{|\alpha|=|\beta|=2} \partial^\alpha v A_{\alpha\beta} \partial^\beta w = \rho \Delta v \Delta w + (1 - \rho) \sum_{j=1}^{n+1} \sum_{k=1}^{n+1} \partial^2 v \partial^2 w
\]

for any real number \( \rho \). Notably, the Neumann problem for the biharmonic operator (as studied in \([55]\)) is well posed for some values of the parameter \( \rho \) and ill posed for others. Thus, we will establish well posedness of the Neumann problem under a boundary ellipticity condition (the bound (2.2) below). This condition has been used before; see, for example, \([45]\) and \([47, \text{Theorem 6.36}]\). (A less restrictive global ellipticity condition (2.3) has been used elsewhere in the theory; see, for example, \([7,15,49]\) or \([47, \text{Theorem 6.33}]\), or many of the results cited in Sect. 3 below.)

Another complication arises in generalizing the formulation (1.3) to the higher order case. Notice the appearance of the Dirichlet boundary values \( \varphi \big|_{\partial \Omega} \) of \( \varphi \) on the left-hand side of formula (1.3). The Neumann boundary values are then dual to the Dirichlet boundary values. Thus, different formulations of the Dirichlet problem lead to different formulations of the Neumann problem. If we let the Dirichlet boundary values of \( \varphi \) be \( (\varphi, \partial_\nu \varphi, \ldots, \partial^{m-1}_\nu \varphi) \), where \( \partial_\nu \) denotes the partial derivative in the normal direction, then a straightforward (if tedious) integration by parts yields an analogue to formula (1.3) from which the Neumann boundary values may be extracted. See \([25, \text{formula (1.1.1)}], [55]\) or \([47, \text{Proposition 4.3}]\).

However, it is often convenient to regard \( \nabla^{m-1} \varphi \big|_{\partial \Omega} \) as the Dirichlet boundary values of \( \varphi \): the various components of \( \nabla^{m-1} \varphi \big|_{\partial \Omega} \) may reasonably be expected to all possess the same degree of smoothness, while the lower order derivatives \( \varphi, \partial_\nu \varphi, \ldots, \partial^{m-2}_\nu \varphi \) appearing above may be expected to possess further orders of smoothness. See \([17,19]\). This is the formulation we shall use in the present paper.

We shall now precisely state our formulation of Neumann boundary values, and will then discuss some complications. If \( \varphi \) is smooth and compactly supported in \( \mathbb{R}^{n+1} \), and if \( Lu = 0 \) in \( \Omega \subset \mathbb{R}^{n+1} \), where \( \partial \Omega \) is connected, and where \( \nabla^m u \) is locally integrable up to the boundary, then

\[
\sum_{|\alpha|=|\beta|=m} \int_{\Omega} \partial^\alpha \varphi A_{\alpha\beta} \partial^\beta u
\]

depends only on the behavior of \( \varphi \) near \( \partial \Omega \), and in particular depends only on \( \nabla^{m-1} \varphi \big|_{\partial \Omega} \). We denote the Neumann boundary values of \( u \) by \( \hat{M}_A u \) and say that

\[
\hat{M}_A u = \hat{g} \quad \text{if} \quad \sum_{|\alpha|=|\beta|=m} \int_{\Omega} \partial^\alpha \varphi A_{\alpha\beta} \partial^\beta u = \sum_{|\gamma|=m-1} \int_{\partial \Omega} \partial^\gamma \varphi \, g_\gamma \, d\sigma
\]

for all \( \varphi \in C^\infty_0(\mathbb{R}^{n+1}) \).

We remark that \( \hat{M}_A u \) is an operator on \( \{\nabla^{m-1} \varphi \big|_{\partial \Omega} : \varphi \in C^\infty_0(\mathbb{R}^{n+1})\} \). This is a proper subspace of the set of all arrays of smooth, compactly supported
functions defined in a neighborhood of \( \partial \Omega \). Thus, \( \dot{M}_A u \) is not an array of distributions; it is an equivalence class of distributions modulo arrays \( \dot{n} \) that satisfy
\[
\sum_{|\gamma| = m-1} \int_{\partial \Omega} \partial^\gamma \varphi \, n_{\gamma} \, d\sigma = 0 \quad \text{for all } \varphi \in C_0^\infty(\mathbb{R}^{n+1}).
\]
If \( \dot{g} \) is an array of distributions (or functions) defined on \( \partial \Omega \), then the expression \( \dot{M}_A u = \dot{g} \) represents a slight abuse of notation; we mean that \( \dot{g} \) is a representative of the equivalence class of distributions \( \dot{M}_A u \). This complication could be avoided by writing the right-hand side as
\[
\sum_{j=0}^{m-1} \int_{\partial \Omega} \partial^j \varphi \, g_j \, d\sigma,
\]
but then (as mentioned above) the various components \( g_j \) of \( \dot{g} \) would need to possess different orders of smoothness.

We may now state the first of our main results.

**Theorem 1.1** Suppose that \( L \) is an elliptic operator of the form (1.1) of order \( 2m \), associated with coefficients \( A \) that are \( t \)-independent in the sense of formula (1.2) and are bounded in the sense of satisfying the bound (2.1).

Suppose in addition that \( A \) satisfies the boundary ellipticity condition (2.2) and is self-adjoint, that is, that \( A_{\alpha \beta}(x) = A_{\beta \alpha}(x) \) for any \( x \in \mathbb{R}^n \) and any \( |\alpha| = |\beta| = m \).

Then for each \( \dot{g} \in L^2(\mathbb{R}^n) \) there is a solution to the Neumann problem with boundary data \( \dot{g} \), that is, a function \( w \) defined in \( \mathbb{R}^{n+1} \) that satisfies

\[
\begin{cases}
Lw = 0 & \text{in } \mathbb{R}^{n+1}, \\
\dot{M}_A w = \dot{g}, \\
\int_{\mathbb{R}^n} \int_0^\infty |\nabla^m \partial_t w(x,t)|^2 \, t \, dt \, dx \leq C \| \dot{g} \|_{L^2(\mathbb{R}^n)}^2, \\
\sup_{t > 0} \| \nabla^m w(\cdot, t) \|_{L^2(\mathbb{R}^n)}^2 \leq C \| \dot{g} \|_{L^2(\mathbb{R}^n)}^2.
\end{cases}
\]

The solution \( w \) is unique up to adding polynomials of degree at most \( m - 1 \).

In a forthcoming paper [16], we intend to show that the solutions \( w \), in addition to satisfying square function and uniform \( L^2 \) estimates, also satisfy nontangential maximal estimates.

It is common in the theory of divergence form equations to consider two forms of the Dirichlet problem. The first is the Dirichlet problem with boundary data in \( L^2 \) or (more generally) in a Lebesgue space \( L^p \). The second is the Dirichlet regularity problem, that is, the Dirichlet problem with boundary data in a boundary Sobolev space. For example, if the matrix \( A \) in formula (1.1) has constant coefficients, and if \( \Omega \subset \mathbb{R}^{n+1} \) is a bounded Lipschitz domain, then by [49] and [29] the Dirichlet problem

\[
\begin{cases}
Lv = 0 & \text{in } \Omega, \\
\nabla^{m-1} v \mid_{\partial \Omega} = \dot{f}, \\
\int_{\Omega} |\nabla^m v(X)|^2 \, \text{dist}(X, \partial \Omega) \, dX \leq C \| \dot{f} \|_{L^2(\partial \Omega)}^2
\end{cases}
\]

and the regularity problem

\[
\begin{cases}
Lw = 0 & \text{in } \Omega, \\
\nabla^{m+1} w \mid_{\partial \Omega} = \dot{f}, \\
\int_{\Omega} |\nabla^{m+1} w(X)|^2 \, \text{dist}(X, \partial \Omega) \, dX \leq C \| \dot{f} \|_{\dot{W}^1_p(\partial \Omega)}^2
\end{cases}
\]

are well posed. Here \( \dot{W}^1_p(\partial \Omega) \) is the boundary Sobolev space of functions whose tangential gradient lies in \( L^p(\partial \Omega) \). (This space differs from the inhomogeneous Sobolev
space $W_1^P (\partial \Omega)$ in that functions in $W_1^P (\partial \Omega)$ are required to lie in $L^P (\partial \Omega)$ as well as having tangential gradients in $L^p (\partial \Omega)$.) Notice that the estimates on the solution $w$ in the regularity problem just given are very similar to those of Theorem 1.1.

The Neumann problem is most often studied in the case where the boundary data lies in a Lebesgue space; generally, the Neumann problem then has the same sorts of estimates as the regularity problem. However, it is also possible to study the Neumann problem with boundary data in a negative smoothness space, that is, the dual space to estimates as the regularity problem just given are very similar to those of Theorem 1.1.
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For such $v$ the gradient $\nabla^m v$ is not locally integrable up to the boundary of $\mathbb{R}^{n+1}_+$, and so the integral (1.5) may not converge absolutely and the formula (1.6) for $M_A v$ may not be meaningful. There are several ways to resolve this difficulty. First, one may consider solutions $v$ that satisfy $\nabla^m v \in L^2 (\mathbb{R}^{n+1}_+)$ as well as the estimate (1.8); for such $v$ the integral (1.5) converges for all $\varphi$ smooth and compactly supported (and indeed for all $\varphi$ with $\nabla^m \varphi \in L^2 (\mathbb{R}^{n+1}_+)$).

Second, given an array of test functions $\nabla^{m-1} \varphi|_{\partial \mathbb{R}^{n+1}_+}, M_A v)$ in terms of a specific extension, that is, a particular choice of function $\mathcal{E} \varphi$ with $\nabla^{m-1} \mathcal{E} \varphi|_{\partial \mathbb{R}^{n+1}_+} = \nabla^{m-1} \varphi|_{\partial \mathbb{R}^{n+1}_+}$. We will use the following extension. Suppose that $\varphi$ is smooth and compactly supported in $\mathbb{R}^{n+1}_+$. Let $\varphi_k (x) = \partial_{n+1} \varphi (x, 0)$. If $t \in \mathbb{R}$, let

$$\mathcal{E} \varphi(x, t) = \sum_{k=0}^{m-1} \frac{1}{k!} t^k Q^m_t \varphi_k (x) \quad \text{where} \quad Q^m_t = e^{(-t^2 \Delta_t)^m}. \quad (1.9)$$

Here $\Delta_t$ is the Laplacian taken purely in the horizontal variables. Observe that $\mathcal{E} \varphi$ is also smooth on $\mathbb{R}^{n+1}_+$ up to the boundary, albeit is not compactly supported, and that $\nabla^{m-1} \mathcal{E} \varphi (x, 0) = \nabla^{m-1} \varphi (x, 0)$.

In [19, Theorem 6.1] it was shown that, if $v$ satisfies the bound (1.8), then the integral $\int_{\mathbb{R}^n} \partial^\alpha \mathcal{E} \varphi (x, t) A_{\alpha \beta} (x) \partial^\beta v (x, t) \, dx$ converges absolutely for any fixed $t > 0$ (and that the value of this integral is continuous in $t$), and that

$$\lim_{s \to 0^+} \lim_{T \to \infty} \sum_{|\alpha| = |\beta| = m} \int_{\mathbb{R}^n} \int_{t_0}^T \partial^\alpha \mathcal{E} \varphi (x, t) A_{\alpha \beta} (x) \partial^\beta v (x, t) \, dx \, dt$$

exists and equals a number whose absolute value is at most

$$C \| \nabla^{m-1} \varphi (\cdot, 0) \|_{L^2 (\mathbb{R}^n)} \left( \int_{\mathbb{R}^n} \int_0^\infty (\nabla^m v (x, t))^2 \, t \, dt \, dx \right)^{1/2}.$$
Thus, for such \( v \) one may define the Neumann boundary values using the extension \( \mathcal{E} \). See formula (2.7) below.

By [19, Lemma 2.14], if \( \nabla^m v \in L^2(\mathbb{R}^{n+1}_+) \), then the two definitions of Neumann boundary values coincide, and so the two ways of studying Neumann boundary values of rough solutions are equivalent.

The second main theorem of this work, to be proven via duality with Theorem 1.1, is as follows.

**Theorem 1.2** Let \( L \) be as in Theorem 1.1. Then for each array \( \hat{g} \) of bounded linear operators on \( \dot{W}^2_1(\mathbb{R}^n) \), there is a solution to the rough Neumann problem with boundary data \( \hat{g} \), that is, a function \( v \) defined in \( \mathbb{R}^{n+1}_+ \) that satisfies

\[
\begin{align*}
L v &= 0 \text{ in } \mathbb{R}^{n+1}_+, \\
\dot{M}_A v &= \hat{g}, \\
\int_{\mathbb{R}^n} \int_0^\infty |\nabla^m v(x,t)|^2 t \, dt \, dx &\leq C \|\hat{g}\|_{\dot{W}^2_1(\mathbb{R}^n)}
\end{align*}
\tag{1.10}
\]

where \( \dot{M}_A v \) is defined in terms of a distinguished extension as above. The solution \( v \) is unique up to adding polynomials of degree at most \( m - 1 \).

We also have a perturbative result.

**Theorem 1.3** Suppose that \( L_0 \) is an elliptic operator of the form (1.1) of order \( 2m \), associated with coefficients \( A_0 \) that are \( t \)-independent in the sense of formula (1.2) and are bounded and elliptic in the sense of satisfying the bounds (2.1) and (2.3).

Suppose that the Neumann problem (1.7) for \( A_0 \) is well posed; that is, for every \( \hat{g} \in L^2(\mathbb{R}^n) \) there is a solution \( w_0 \) to the problem (1.7) with \( A \) replaced by \( A_0 \), and that \( w_0 \) is unique up to adding polynomials of degree \( m - 1 \). Suppose that the corresponding problem in the lower half-space

\[
\begin{align*}
L_0 w &= 0 \text{ in } \mathbb{R}^{n+1}_{-}, \\
\dot{M}_{A_0}^- w &= \hat{g}, \\
\int_{\mathbb{R}^n} \int_{-\infty}^0 |\nabla^m \partial_t w(x,t)|^2 |t| \, dt \, dx &\leq C \|\hat{g}\|_{L^2(\mathbb{R}^n)}^2, \\
\sup_{t<0} \|\nabla^m w(\cdot , t)\|_{L^2(\mathbb{R}^n)} &\leq C \|\hat{g}\|_{L^2(\mathbb{R}^n)}^2
\end{align*}
\tag{1.11}
\]

is also well posed.

Then there is some \( \varepsilon > 0 \), depending only on the ellipticity constants \( \Lambda \) and \( \lambda \) in formulas (2.1) and (2.3) and the constants \( C \) in the problems (1.7) and (1.11), such that if \( A \) is \( t \)-independent and \( \|A - A_0\|_{L^\infty(\mathbb{R}^n)} < \varepsilon \), then the Neumann problem (1.7) is well posed for the operator \( L \) associated with \( A \).

Similarly, if the rough Neumann problem (1.10) for coefficients \( A_0 \) is well posed in both \( \mathbb{R}^{n+1}_+ \) and \( \mathbb{R}^{n+1}_- \), and if \( \|A - A_0\|_{L^\infty(\mathbb{R}^n)} \) is small enough, then the rough Neumann problem (1.10) is well posed for coefficients \( A \) as well.

Notice that Theorems 1.1 and 1.2 concern only operators with self-adjoint coefficients, while Theorem 1.3 concerns arbitrary (non-self-adjoint) \( t \)-independent coefficients. In particular, combining these three results gives the following corollary.
Corollary 1.4 Fix some $\Lambda > \lambda > 0$ and some positive integer $m$. Then there is some $\epsilon > 0$, depending only on the dimension $n + 1$ and the constants $\Lambda, \lambda$ and $m$, with the following significance.

Suppose that $L$ is an elliptic operator of the form (1.1) of order $2m$, associated with coefficients $A$ that are $t$-independent in the sense of formula (1.2) and are bounded and elliptic in the sense of satisfying the bounds (2.1) and (2.2), with constants $\Lambda$ and $\lambda$ in the bounds (2.1) and (2.2) as chosen above.

Let $A_{\alpha\beta} = A_{\beta\alpha}$. Suppose further that $\|A - A^*\|_{L^\infty(\mathbb{R}^n)} < \epsilon$.

Then the Neumann problems (1.7) and the rough Neumann problem (1.10) are well posed for the coefficients $A$.

The $\epsilon = 0$ case of this corollary is Theorem 1.1 or 1.2; by letting $A_0$ be a nearby self-adjoint matrix (for example, $A_0 = \frac{1}{2}A + \frac{1}{2}A^*$), we obtain Corollary 1.4 from Theorem 1.3.

We now turn to the history of the Neumann problem. We begin with the case of second-order operators, and in particular with harmonic functions (that is, the case $L = -\Delta$). In [37] Jerison and Kenig established well-posedness of the Neumann problem for harmonic functions in Lipschitz domains with $L^2$ boundary data. (They established well posedness with nontangential maximal estimates, not the square function estimates used in this paper; however, as shown in [26], for harmonic functions the two estimates are equivalent.) This was extended to $L^p$ boundary data for $1 < p < 2 + \epsilon$ in [28]. Here $\epsilon$ is a (possibly small) positive number that depends on the Lipschitz character of the domain under consideration.

Turning to more general second order operators, in [39] Kenig and Pipher established well posedness of the $L^p$-Neumann problem (with nontangential estimates), $1 < p < 2 + \epsilon$, for solutions to $\text{div} A \nabla u = 0$, where $A$ is a real symmetric radially constant matrix, in the unit ball. The same arguments yield well posedness of the Neumann problem for real symmetric $t$-independent coefficients in the upper half-space. (In the case of second-order operators, but not higher order operators, a straightforward change of variables argument allows an immediate generalization from results for radially independent coefficients in the unit ball to radially independent coefficients in starlike Lipschitz domains, or from results for $t$-independent coefficients in the half-space to $t$-independent coefficients in Lipschitz graph domains.) Again, for $t$-independent coefficients in the second order case, the square function estimates used in this paper can often be shown to be equivalent to the nontangential estimates common in the theory; see [27], [33, Theorem 1.7] and [3, Theorem 2.3].

The Neumann problem is known to be well posed for a few other special classes of second order operators. In two dimensions the $L^p$-Neumann problem is well posed for real nonsymmetric $t$-independent coefficients in the upper half-plane provided $1 < p < 1 + \epsilon$; see [41]. If $A$ is of block form (that is, if $A_{j(n+1)} = A_{(n+1)j} = 0$ for all $1 \leq j \leq n$), then well posedness of the $L^2$-Neumann problem in the half-space follows from the positive resolution of the Kato square root conjecture [6]; see [38, Remark 2.5.6]. (The result [41] for real coefficients is preserved under a change of variables and so is also valid in Lipschitz graph domains, but the block form is not preserved by a change of variables and so is not known to generalize to Lipschitz domains.)
We may also consider perturbation results for $t$-independent coefficients. If $A$ is $t$-independent and if $\|A - A_0\|_{L^\infty}$ is small enough, for some $t$-independent matrix $A_0$ that is real symmetric (or complex and self-adjoint), of block form, or constant, then the $L^2$-Neumann problem for $\text{div} \, A \nabla$ is well posed in the half-space; see [4], or [2] under a few additional assumptions. If $A_0$ is an arbitrary $t$-independent coefficient matrix for which the $L^2$-Neumann problem is well posed, then the $L^2$-Neumann problem for $A$ is well posed; see [5], or again [2] under some additional assumptions. If $A_0$ is real symmetric, then by [35] the $L^p$-Neumann problem is well posed for $A$ provided $1 < p < 2 + \varepsilon$. (In fact, they showed that well posedness extends to the range $1 - \varepsilon < p \leq 1$ if we consider boundary data in the Hardy space $H^p$ rather than the Lebesgue space $L^p$.) In two dimensions, if $A_0$ is real but not symmetric (that is, if $A_0$ is as in [41]), then by [14] the $L^p$-Neumann problem is well posed for $1 < p < 1 + \varepsilon$.

The $t$-independent case may be viewed as a starting point for certain $t$-dependent perturbations; see [3, 10, 34, 39, 40].

Very few results are known concerning well posedness of the higher order Neumann problem with boundary data in a Lebesgue space. Some results are available in the case of the biharmonic operator $\Delta^2$. In particular, the $L^p$-Neumann problem for $1 < p < \infty$ was shown to be well posed in $C^1$ domains in $\mathbb{R}^2$ in [25], and in domains of arbitrary dimension whose unit outward normal lies in $VMO$ in [46]. For Lipschitz domains in $\mathbb{R}^{n+1}$, the $L^p$-Neumann problem was shown to be well posed in [55] for $2 - \varepsilon < p < 2 + \varepsilon$, and in [51] for $\max(1, 2n/(n + 2) - \varepsilon) < p < 2 + \varepsilon$.

We now turn to the Neumann problem with boundary data in negative smoothness spaces. Well posedness of the Neumann problem in Lipschitz domains with boundary data in the fractional negative smoothness space (the Besov space) $\dot{B}^{-1/2}_{2,1}(\partial \Omega)$ follows from the Lax–Milgram theorem. Well posedness of the Neumann problem with boundary data in the Besov space $B^p_s(\partial \Omega)$ or $\dot{B}^p_s(\partial \Omega)$, for certain values of $p, s$ with $-1 < s < 0$ and $0 < p < \infty$, was established in [31, 43, 44, 56] (for harmonic functions), in [22] (for second-order operators with $t$-independent coefficients for which the $L^p$-Neumann problem is well posed, for example, for self-adjoint coefficients or for real coefficients in two dimensions), in [46] (the biharmonic equation), [47] (constant coefficient equations of order $2m$, for $m \geq 1$) and [13] (for arbitrary elliptic bounded measurable coefficients).

We conclude our discussion of the history of the Neumann problem with the case of boundary data in the negative integer smoothness space $W^{-1}_p(\partial \Omega)$ or $\dot{W}^{-1}_p(\partial \Omega)$. This has sometimes been called subregularity for the Neumann problem (in parallel with the Dirichlet regularity problem discussed above). In the case of the Laplacian $\Delta$, well posedness of the Neumann problem with boundary data in $W^{-1}_p(\partial \Omega)$, $2 - \varepsilon < p < \infty$, was established in [55, Proposition 4.2] as part of the proof of well posedness of the $L^p$-Neumann problem for the bilaplacian $\Delta^2$. The $W^{-1}_p$-Neumann problem for the bilaplacian, with $2 - \varepsilon < p < 2 + \varepsilon$, was also shown to be well posed in [55, Section 22]. (It was suggested therein that an iterative method might establish well posedness for the triharmonic operator $\Delta^3$.)

We now turn to second order operators with $t$-independent coefficients. In [8], the $\dot{W}^{-1}_1(\mathbb{R}^n)$-Neumann problem for $\text{div} \, A \nabla$ was shown to be equivalent to the $L^p$-Neumann problem for $\text{div} \, A^* \nabla$, where $A^*$ is the adjoint matrix; thus, in particular the $\dot{W}^{-2}_1$-Neumann problem is well posed for self adjoint coefficients, coefficients in
block form, constant coefficients, or small $t$-independent $L^\infty$ perturbations thereof. [11] treated the converse problem, that is, the problem of trace results for solutions $v$ that satisfy the bound (1.8) or similar results, and thereby proved some further perturbative results.

We remark that the approach of [8,11] is similar to the approach of this paper. That is, let $D^A$ and $S^L$ be the double and single layer potentials associated to our coefficients $A$ (to be defined in Sect. 2.4); we remark that these operators take as input arrays of functions or distributions $\hat{f}$ or $\hat{g}$ defined on $\mathbb{R}^n$ and return functions $D^A\hat{f}$ or $S^L\hat{g}$ that satisfy $L(D^A\hat{f}) = 0$ and $L(S^L\hat{g}) = 0$ in $\mathbb{R}^{n+1}_+$ and $\mathbb{R}^{n+1}_-$.

If $u$ is a solution to $Lu = 0$ in $\mathbb{R}^{n+1}_+$, then let $\hat{\text{Tr}}_{m-1}^+ u$ and $\hat{\text{M}}^+_A u$ denote the Dirichlet and Neumann boundary values of $u$. Given certain estimates on $u$ (see Sect. 4.4), we have the Green’s formula

$$u = -D^A(\hat{\text{Tr}}_{m-1}^+ u) + S^L(\hat{\text{M}}^+_A u) \quad \text{in } \mathbb{R}^{n+1}_+. \quad (1.12)$$

Given bounds on $D^A$ and $S^L$ established in [17,18] (see Sect. 3.2), we have the estimates

$$\int_{\mathbb{R}^n} \int_0^\infty |\nabla^m v(x,t)|^2 t \, dt \, dx \leq C \| \hat{\text{Tr}}_{m-1}^+ v \|_{L^2_2(\mathbb{R}^n)}^2 + C \| \hat{\text{M}}^+_A v \|_{\dot{W}^2_2(\mathbb{R}^n)}^2,$$

$$\int_{\mathbb{R}^n} \int_0^\infty |\nabla^m w(x,t)|^2 t \, dt \, dx + \sup_{t > 0} \| \nabla^m w(\cdot,t) \|_{L^2_2(\mathbb{R}^n)}^2 \leq C \| \hat{\text{Tr}}_{m-1}^+ w \|_{\dot{W}^2_2(\mathbb{R}^n)}^2 + C \| \hat{\text{M}}^+_A w \|_{L^2_2(\mathbb{R}^n)}^2. \quad (1.13)$$

The trace results of [19] (see Sect. 3.3) give the reverse inequalities. We will exploit this equivalence of norms to prove well posedness. The approach of [8,11] is also to prove an equivalence between tent space estimates on a solution $u$ and certain norms of the Dirichlet and Neumann boundary values $u|_{\partial \mathbb{R}^{n+1}_+}$ and $v \cdot A \nabla u$. Their approach is mediated by semigroups rather than layer potentials; however, we remark that by [50] their semigroups are in some sense equivalent to layer potentials.

The outline of this paper is as follows.

In Sect. 2 we will define our terminology. In particular, we will define the layer potentials $D^A$ and $S^L$. In Sect. 3 we will summarize some known results: regularity of solutions to $Lu = 0$ from [2,15,17], boundedness of layer potentials from [17,18], and trace results from [19], that is, bounds on the Dirichlet and Neumann boundary values of a solution $u$ to $Lu = 0$. In Sect. 4 we will prove some additional results concerning boundary values of solutions and of layer potentials, in particular the Green’s formula (1.12).

In Sect. 5 we will prove a one-sided version of the Rellich identity. This will allow us to control the Dirichlet boundary values of a solution $w$ to $Lw = 0$ that satisfies the estimates given in the problem (1.7). This combined with the estimate (1.13) establishes uniqueness of solutions $w$ to the Neumann problem (1.7) and yields the
estimate
\[
\int_{\mathbb{R}^n} \int_0^\infty \| \nabla^m \partial_t w(x, t) \|^2 \, dt \, dx + \sup_{t > 0} \| \nabla^m w(\cdot, t) \|^2_{L^2(\mathbb{R}^n)} \leq C \| \dot{M}_A^+ w \|^2_{L^2(\mathbb{R}^n)}
\]
(1.14)
in problem (1.7).

We will establish existence of solutions using a continuity argument. In Sect. 6 we will show existence of solutions to the Neumann problem (1.7) for a particular elliptic operator satisfying the conditions of Sect. 5, thus completing the proof of Theorem 1.1 for that operator. In Sect. 7.2 we will show that validity of the estimate (1.14) for all operators satisfying the conditions of Sect. 5, and existence of solutions for a single such operator, implies existence of solutions and thus well posedness of the problem (1.7) for all such operators. In order to make this continuity argument, and to prove Theorems 1.2 and 1.3, we will need some additional properties of layer potentials (by now well known in the second order case and generalized to the higher order case in [12]). We will state these results in Sect. 7.1 and apply them in Sect. 7.2.

2 Definitions

In this section, we will provide precise definitions of the notation and concepts used throughout this paper.

We mention that throughout this paper, we will work with elliptic operators $L$ of order $2m$ in the divergence form (1.1) acting on functions defined on $\mathbb{R}^{n+1}$. We let $\mathbb{R}^{n+1}_+$ and $\mathbb{R}^{n+1}_-$ denote the upper and lower half-spaces $\mathbb{R}^n \times (0, \infty)$ and $\mathbb{R}^n \times (-\infty, 0)$; we will identify $\mathbb{R}^n$ with $\partial \mathbb{R}^{n+1}_\pm$.

2.1 Multiindices and arrays of functions

We will reserve the letters $\alpha, \beta, \gamma, \zeta$ and $\xi$ to denote multiindices in $\mathbb{N}^{n+1}$. (Here $\mathbb{N}$ denotes the nonnegative integers.) If $\zeta = (\zeta_1, \zeta_2, \ldots, \zeta_{n+1})$ is a multiindex, then we define $|\zeta|, \partial^\zeta$ in the usual ways, as $|\zeta| = \zeta_1 + \zeta_2 + \cdots + \zeta_{n+1}$, $\partial^\zeta = \partial^{\zeta_1} \partial^{\zeta_2} \cdots \partial^{\zeta_{n+1}}$.

We will routinely deal with arrays $\dot{F} = (F_\zeta)$ of numbers or functions indexed by multiindices $\zeta$ with $|\zeta| = k$ for some $k \geq 0$. In particular, if $\varphi$ is a function with weak derivatives of order up to $k$, then we view $\nabla^k \varphi$ as such an array.

The inner product of two such arrays of numbers $\dot{F}$ and $\dot{G}$ is given by

$$\langle \dot{F}, \dot{G} \rangle = \sum_{|\zeta| = k} F_\zeta G_\zeta.$$

If $\dot{F}$ and $\dot{G}$ are two arrays of functions defined in a set $\Omega$ in Euclidean space, then the inner product of $\dot{F}$ and $\dot{G}$ is given by
\[ \langle \hat{F}, \hat{G} \rangle_\Omega = \sum_{|\zeta| = k} \int_\Omega F_\zeta(X) G_\zeta(X) \, dX. \]

We let \( e_j \) be the unit vector in \( \mathbb{R}^{n+1} \) in the \( j \)th direction; notice that \( e_j \) is a multiindex with \( |e_j| = 1 \). We let \( \hat{e}_\zeta \) be the “unit array” corresponding to the multiindex \( \zeta \); thus, \( \langle \hat{e}_\zeta, F \rangle = F_\zeta \).

We will let \( \nabla_\parallel \) denote either the gradient in \( \mathbb{R}^n \), or the \( n \) horizontal components of the full gradient \( \nabla \) in \( \mathbb{R}^{n+1} \). (Because we identify \( \mathbb{R}^n \) with \( \partial \mathbb{R}^{n+1} \subset \mathbb{R}^{n+1} \), the two uses are equivalent.) If \( \zeta \) is a multiindex with \( \zeta_n = 0 \), we will occasionally use the terminology \( \partial_\zeta \parallel \) to emphasize that the derivatives are taken purely in the horizontal directions.

### 2.2 Elliptic differential operators and their bounds

Let \( A = (A_{\alpha\beta}) \) be a matrix of measurable coefficients defined on \( \mathbb{R}^{n+1} \), indexed by multiindices \( \alpha, \beta \) with \( |\alpha| = |\beta| = m \). If \( \hat{F} \) is an array, then \( A \hat{F} \) is the array given by

\[ (A \hat{F})_\alpha = \sum_{|\beta| = m} A_{\alpha\beta} F_\beta. \]

We will consider coefficients that satisfy the bound

\[ \|A\|_{L^\infty(\mathbb{R}^{n+1})} \leq \Lambda \tag{2.1} \]

for some \( \Lambda > 0 \). In this paper we will focus exclusively on coefficients that are \( t \)-independent, that is, that satisfy formula (1.2).

We will establish well posedness of the Neumann problem for coefficients that satisfy the ellipticity condition

\[ \text{Re} \left\langle \nabla^m \varphi(\cdot, t), A \nabla^m \varphi(\cdot, t) \right\rangle_{\mathbb{R}^n} \geq \lambda \|\nabla^m \varphi(\cdot, t)\|_{L^2(\mathbb{R}^n)}^2 \tag{2.2} \]

for all \( \varphi \) smooth and compactly supported in \( \mathbb{R}^{n+1} \) and all \( t \in \mathbb{R} \). Many of the results in the literature (and, in particular, of the results listed in Sect. 3) are valid for coefficients that satisfy the weaker condition

\[ \text{Re} \left\langle \nabla^m \varphi, A \nabla^m \varphi \right\rangle_{\mathbb{R}^{n+1}} \geq \lambda \|\nabla^m \varphi\|_{L^2(\mathbb{R}^{n+1})}^2 \text{ for all } \varphi \in C_0^\infty(\mathbb{R}^{n+1}). \tag{2.3} \]

We let \( L \) be the \( 2m \)th-order divergence-form operator associated with \( A \). That is, we say that \( Lu = 0 \) in \( \Omega \) in the weak sense if, for every \( \varphi \) smooth and compactly supported in \( \Omega \), we have that
\[
\langle \nabla^m \varphi, A \nabla^m u \rangle_\Omega = \sum_{|\alpha|=|\beta|=m} \int_\Omega \partial^\alpha \bar{\varphi} A_{\alpha\beta} \partial^\beta u = 0. \quad (2.4)
\]

Throughout the paper we will let \( C \) denote a constant whose value may change from line to line, but which depends only on the dimension \( n + 1 \), the order \( 2m \) of our elliptic operators, and the ellipticity constants \( \lambda \) and \( \Lambda \) in the bounds (2.1) and (2.2) or (2.3). Any other dependencies will be indicated explicitly.

**Remark 2.1** As noted above, for many applications in the theory, the ellipticity condition (2.3) suffices. See, for example, the construction of solutions in \( \dot{W}_m^2(\Omega) \) to the Dirichlet and Neumann problems via the Lax–Milgram theorem, the solution to the Kato square root problem in [7], the well posedness of the \( L^2 \) and \( W^2_1 \)-Dirichlet problems in [49], the boundedness of layer potentials in [17, 18] (see Sect. 3.2 below) and the trace theorems of [19] (see Sect. 3.3 below).

However, the ellipticity condition (2.3) does not suffice to yield well posedness of the Neumann problem even for very nice operators.

As a simple example, let \( L \) denote the biharmonic operator \( \Delta^2 \). Recall that we may associate \( L \) to any member \( A_{\rho} \) of a family of real symmetric coefficient matrices (1.4). In the theory of elasticity (see, for example, [48]), the constant \( \rho \) is referred to as the Poisson ratio.

The bound (2.3) is valid regardless of \( \rho \). Furthermore, the choice of \( \rho \) does not affect the form of the Dirichlet problem

\[
\Delta^2 u = 0 \text{ in } \Omega, \quad \nabla u = \hat{f} \text{ on } \partial \Omega
\]

and it is known (see [30, 53]) that the Dirichlet problem is well posed in Lipschitz domains with boundary data in \( \dot{W}A_{m-1,0}^2(\partial \Omega) \) or \( \dot{W}A_{m-1,1}^2(\partial \Omega) \).

However, the Neumann boundary values of a biharmonic function \( u \) do depend on the choice of \( \rho \), and the Neumann problem is not well posed for all choices of \( \rho \). In particular, an elementary argument involving the Fourier transform shows that if \( \rho = 1 \) or \( \rho = -3 \) then the Neumann problem for the biharmonic operator is ill-posed in the half-space, and in [55] the \( L^2 \)-Neumann problem for the Laplacian was shown to be ill-posed in certain planar Lipschitz domains for \( \rho < -1 \) or \( \rho \geq 1 \).

Thus, some ellipticity condition beyond (2.3) must be imposed upon the coefficients \( A \); the bound (2.2) is the weakest bound that will allow our proof of the Rellich identity to be valid. We remark that the bound (2.2) has been used in the case \( m = 1 \); see [5, formula (5)] and the many papers that build upon the results of [5].

### 2.3 Function spaces and boundary data

Let \( \Omega \subseteq \mathbb{R}^n \) or \( \Omega \subseteq \mathbb{R}^{n+1} \) be a measurable set in Euclidean space. We will let \( L^p(\Omega) \) denote the usual Lebesgue space with respect to Lebesgue measure with norm given by

\( \Box \) Springer
\[ \| f \|_{L^p(\Omega)} = \left( \int_{\Omega} |f(x)|^p \, dx \right)^{1/p}. \]

If \( \Omega \) is a connected open set and \( m \geq 1 \) is an integer, then we let the homogeneous Sobolev space \( \dot{W}_m^p(\Omega) \) be the space of equivalence classes of functions \( u \) that are locally integrable in \( \Omega \) and have weak derivatives in \( \Omega \) of order up to \( m \) in the distributional sense, and whose \( m \)th gradient \( \nabla^m u \) lies in \( L^p(\Omega) \). Two functions are equivalent if their difference is a polynomial of order \( m - 1 \). We impose the norm

\[ \| u \|_{\dot{W}_m^p(\Omega)} = \| \nabla^m u \|_{L^p(\Omega)}. \]

Then \( u \) is equal to a polynomial of order \( m - 1 \) (and thus equivalent to zero) if and only if its \( \dot{W}_m^p(\Omega) \)-norm is zero. We let \( L^p_{k,\text{loc}}( \Omega ) \) denote functions that lie in \( L^p(U) \) (or whose gradients lie in \( L^p(U) \)) for any bounded open set \( U \subset \Omega \).

If \( 1 < p < \infty \), we will let \( \dot{W}_m^p(\mathbb{R}^n) \) be the space of bounded linear operators on \( \dot{W}_m^p(\mathbb{R}^n) \), where \( 1/p + 1/p' = 1 \). Notice that formally, if \( g \in \dot{W}_m^p(\mathbb{R}^n) \) then \( g = \nabla \parallel \cdot \parallel h \) for some \( h \in L^p(\mathbb{R}^n) \), and conversely that if \( h \in L^p(\mathbb{R}^n) \) then \( \nabla \parallel \cdot \parallel h \in \dot{W}_m^p(\mathbb{R}^n) \).

### 2.3.1 Dirichlet boundary data and spaces

In this paper we will establish well posedness of the Neumann problem, and so we are very interested in the Neumann boundary values of solutions. However, Neumann boundary values are defined by duality with Dirichlet boundary values, and so we will need terminology for those values as well.

If \( u \) is defined in \( \mathbb{R}^{n+1}_+ \), we let its Dirichlet boundary values be, loosely, the boundary values of the gradient \( \nabla^{m-1} u \). More precisely, we let the Dirichlet boundary values be the array of functions \( \dot{\text{Tr}}_{m-1}^+ u = \dot{\text{Tr}}_{m-1}^- u \), indexed by multiindices \( \gamma \) with \( |\gamma| = m - 1 \), and given by

\[ \left( \dot{\text{Tr}}_{m-1}^+ u \right)_\gamma = f \quad \text{if} \quad \lim_{t \to 0^+} \| \partial^\gamma u(\cdot, t) - f \|_{L^1(K)} = 0 \tag{2.5} \]

for all compact sets \( K \subset \mathbb{R}^n \). If \( u \) is defined in \( \mathbb{R}^{n+1}_- \), we define \( \dot{\text{Tr}}_{m-1}^- u \) similarly. We remark that if \( \nabla^m u \in L^1(K \times (0, \varepsilon)) \) for any such \( K \) and some \( \varepsilon > 0 \), then \( \dot{\text{Tr}}_{m-1}^+ u \) exists, and furthermore \( \left( \dot{\text{Tr}}_{m-1}^+ u \right)_\gamma = \text{Tr} \partial^\gamma u \) where \( \text{Tr} \) denotes the traditional trace in the sense of Sobolev spaces.

We will be concerned with boundary values in Lebesgue or Sobolev spaces. However, observe that the different components of \( \dot{\text{Tr}}_{m-1}^+ u \) arise as derivatives of a common function, and thus must satisfy certain compatibility conditions. We will define the Whitney spaces of functions that satisfy these compatibility conditions and have certain smoothness properties as follows.
Definition 2.2 Let

\[ \mathcal{D} = \{ \hat{\text{Tr}}_{m-1} \varphi : \varphi \text{ smooth and compactly supported in } \mathbb{R}^{n+1} \}. \]

We let \( \hat{WA}^2_{m-1,0}(\mathbb{R}^n) \) be the completion of the set \( \mathcal{D} \) under the \( L^2 \) norm.

We let \( \hat{WA}^2_{m-1,1}(\mathbb{R}^n) \) be the completion of \( \mathcal{D} \) under the \( \hat{W}^2_1(\mathbb{R}^n) \) norm, that is, under the norm \( \| \hat{f} \|_{\hat{WA}^2_{m-1,1}(\mathbb{R}^n)} = \| \nabla \hat{f} \|_{L^2(\mathbb{R}^n)} \).

Finally, we let \( \hat{WA}^2_{m-1,1/2}(\mathbb{R}^n) \) be the completion of \( \mathcal{D} \) under the norm

\[ \| \hat{f} \|_{\hat{WA}^2_{m-1,1/2}(\mathbb{R}^n)} = \left( \sum_{|\gamma| = m-1} \int_{\mathbb{R}^n} |\hat{f}_\gamma(\xi)|^2 |\xi| d\xi \right)^{1/2} \tag{2.6} \]

where \( \hat{f} \) denotes the Fourier transform of \( f \).

We are concerned with the spaces \( \hat{WA}^2_{m-1,0}(\mathbb{R}^n) \) and \( \hat{WA}^2_{m-1,1}(\mathbb{R}^n) \) because we intend to prove well posedness of the Neumann problem with boundary data in their dual spaces \( (\hat{WA}^2_{m-1,0}(\mathbb{R}^n))^* \) and \( (\hat{WA}^2_{m-1,1}(\mathbb{R}^n))^* \). We will build on the theory of solutions \( u \) to elliptic equations with \( u \in \hat{W}^2_m(\mathbb{R}^{n+1}) \); the space \( \hat{WA}^2_{m-1,1/2}(\mathbb{R}^n) \) is important to that theory, as seen in the following lemma.

Lemma 2.3 If \( u \in \hat{W}^2_m(\mathbb{R}^{n+1}) \) then \( \hat{\text{Tr}}^+_{m-1} u \in \hat{WA}^2_{m-1,1/2}(\mathbb{R}^n) \), and furthermore

\[ \| \hat{\text{Tr}}^+_{m-1} u \|_{\hat{WA}^2_{m-1,1/2}(\mathbb{R}^n)} \leq C \| \nabla^m u \|_{L^2(\mathbb{R}^{n+1})}. \]

Conversely, if \( \hat{f} \in \hat{WA}^2_{m-1,1/2}(\mathbb{R}^n) \), then there is some \( F \in \hat{W}^2_m(\mathbb{R}^{n+1}) \) such that \( \hat{\text{Tr}}^+_{m-1} F = \hat{f} \) and such that

\[ \| \nabla^m F \|_{L^2(\mathbb{R}^{n+1})} \leq C \| \hat{f} \|_{\hat{WA}^2_{m-1,1/2}(\mathbb{R}^n)}. \]

If \( \hat{W}^2_m(\mathbb{R}^{n+1}) \) and \( \hat{WA}^2_{m-1,1/2}(\mathbb{R}^n) \) are replaced by their inhomogeneous counterparts \( W^2_m(\mathbb{R}^{n+1}) \) and \( WA^2_{m-1,1/2}(\mathbb{R}^n) \), then this lemma is a special case of [42]. For the homogeneous spaces that we consider, the \( m = 1 \) case of this lemma is a special case of [36, Section 5]. The trace result for \( m \geq 2 \) follows from the trace result for \( m = 1 \); extensions may easily be constructed using the Fourier transform.

2.3.2 Neumann boundary data

We define the Neumann boundary values of a solution \( u \) to \( Lu = 0 \) as described in the introduction. That is, define \( E \) as in formula (1.9). We define the Neumann boundary values \( M_A u = \hat{M}_A^+ u \) of \( u \) by

\[ \langle \hat{M}_A^+ u, \hat{\text{Tr}}^+_{m-1} \varphi \rangle_{\mathbb{R}^n} = \lim_{\varepsilon \to 0^+} \lim_{T \to \infty} \int_0^T \langle A \nabla^m u(\cdot, t), \nabla^m \varphi(\cdot, t) \rangle_{\mathbb{R}^n} dt. \tag{2.7} \]
We define $\mathcal{M}_A^- u$ similarly, as an appropriate integral from $-\infty$ to zero. Notice that $\mathcal{M}_A u$ is an operator on the subspace $\mathcal{D}$ appearing in Definition 2.2; given certain bounds on $u$, there exist Neumann trace theorems (see Sect. 3.3) that allow us to extend $\mathcal{M}_A u$± to an operator on $\dot{W}A_{m-1,0}^2(\mathbb{R}^n)$ or $\dot{W}A_{m-1,1}^2(\mathbb{R}^n)$.

As mentioned in the introduction, if $Lu = 0$ and $v$ satisfies the bound (1.8), then the inner product $\langle A\nabla^m v(\cdot, t), \nabla^m \mathcal{E} \varphi(\cdot, t) \rangle_{\mathbb{R}^n}$ represents an absolutely convergent integral for each fixed $t > 0$, and the limit in formula (2.7) exists. However, the integral (1.5) with $\varphi = \mathcal{E} \varphi$ might not converge absolutely. See Theorem 3.7. Thus, the order of integration in formula (2.7) is important.

However, for solutions that satisfy stronger bounds, we need not be quite so careful in defining Neumann boundary values.

In particular, suppose that $u \in \dot{W}_m^2(\mathbb{R}^{n+1})$ and that $Lu = 0$ in $\mathbb{R}^{n+1}$. By the definition (2.4) of $Lu$, if $\varphi$ is smooth and supported in $\mathbb{R}^{n+1}$, then $\langle \nabla^m \varphi, A\nabla^m u \rangle_{\mathbb{R}^{n+1}} = 0$. By density of smooth functions and boundedness of the trace map, we have that $\langle \nabla^m \varphi, A\nabla^m u \rangle_{\mathbb{R}^{n+1}} = 0$ for any $\varphi \in \dot{W}_m^2(\mathbb{R}^{n+1})$ with $\mathrm{Tr}^+_{m-1} \varphi = 0$. Thus, if $\Psi \in \dot{W}_m^2(\mathbb{R}^{n+1})$, then $\langle \nabla^m \Psi, A\nabla^m u \rangle_{\mathbb{R}^{n+1}}$ depends only on $\mathrm{Tr}^+_{m-1} \Psi$. Thus, for solutions $u$ to $Lu = 0$ with $u \in \dot{W}_m^2(\mathbb{R}^{n+1})$, we may define the Neumann boundary values $\mathcal{M}_A^+ u$ by the formula

$$\langle \mathrm{Tr}^+_{m-1} \Psi, \mathcal{M}_A^+ u \rangle_{\mathbb{R}^n} = \langle \nabla^m \Psi, A\nabla^m u \rangle_{\mathbb{R}^{n+1}} \quad \text{for any } \Psi \in \dot{W}_m^2(\mathbb{R}^{n+1}). \quad (2.8)$$

We define $\mathcal{M}_A^- u$ for solutions $u$ in $\dot{W}_m^2(\mathbb{R}^{n+1})$ similarly. By [19, Lemma 2.14], if $u \in \dot{W}_m^2(\mathbb{R}^{n+1})$, then the two formulas (2.7) and (2.8) for the Neumann boundary values of a solution in $\dot{W}_m^2(\mathbb{R}^{n+1})$ coincide.

Furthermore, by [19, Theorem 6.2], if $w$ is a solution in $\mathbb{R}^{n+1}$ that satisfies estimates as in problem (1.7), then the integral (1.5) with $\varphi = \mathcal{E} \varphi$ does converge absolutely for compactly supported $\varphi$ (and so the order of integration in formula (2.7) is not important), and

$$\langle \mathrm{Tr}^+_{m-1} \varphi, \mathcal{M}_A^+ w \rangle_{\mathbb{R}^n} = \langle \nabla^m \mathcal{E} \varphi, A\nabla^m w \rangle_{\mathbb{R}^{n+1}} = \langle \nabla^m \varphi, A\nabla^m w \rangle_{\mathbb{R}^{n+1}}$$

for any $\varphi \in C_0^\infty(\mathbb{R}^{n+1})$. Thus, formula (2.8) is valid for $\Psi$ smooth and compactly supported, albeit not for all $\Psi \in \dot{W}_m^2(\mathbb{R}^{n+1})$.

See [17,21] for a much more extensive discussion of higher order Neumann boundary values.

### 2.4 Potential operators

Two very important tools in the theory of second order elliptic boundary value problems are the double and single layer potentials. These potential operators are also very useful in the higher order theory. In this section we define our formulations of higher-order layer potentials; this is the formulation used in [12,17–19] and is similar to that used in [1,24,25,46,47,55].
For any $\hat{H} \in L^2(\mathbb{R}^{n+1})$, by the Lax–Milgram theorem there is a unique function $u \in \dot{W}^2_m(\mathbb{R}^{n+1})$ that satisfies
\[ \langle \nabla^m \varphi, A \nabla^m u \rangle_{\mathbb{R}^{n+1}} = \langle \nabla^m \varphi, \dot{H} \rangle_{\mathbb{R}^{n+1}} \] (2.9)
for all $\varphi \in \dot{W}^2_m(\mathbb{R}^{n+1})$. Let $\Pi^L \dot{H} = u$. We refer to $\Pi^L$ as the Newton potential operator for $L$. See [15] for a further discussion of the operator $\Pi^L$.

We may define the double and single layer potentials in terms of the Newton potential. Suppose that $\dot{f} \in \dot{WA}^2_{m-1,1/2}(\mathbb{R}^n)$. By Lemma 2.3, there is some $F \in \dot{W}^2_m(\mathbb{R}^{n+1})$ that satisfies $\dot{f} = \dot{T}_{m-1}^+ F$. We define the double layer potential of $\dot{f}$ as
\[ \mathcal{D}^A \dot{f} = -1_+ F + \Pi^L (1_+ A \nabla^m F) \] (2.10)
where $1_+$ is the characteristic function of the upper half-space $\mathbb{R}^{n+1}$. $\mathcal{D}^A \dot{f}$ is well-defined, that is, does not depend on the choice of $F$; see [12,17]. We remark that by [17, formula (2.27)] or [12, formula (4.9)], if $1_-$ is the characteristic function of the lower half space, then
\[ \mathcal{D}^A \dot{f} = 1_- F - \Pi^L (1_- A \nabla^m F) \quad \text{if} \quad \dot{T}_{m-1}^- F = \dot{f}. \] (2.11)

Similarly, let $\dot{g}$ be a bounded operator on $\dot{WA}^2_{m-1,1/2}(\mathbb{R}^n)$. There is some $\dot{G} \in L^2(\mathbb{R}^{n+1})$ such that $\langle \dot{G}, \nabla^m \varphi \rangle_{\mathbb{R}^{n+1}} = \langle \dot{g}, \dot{T}_{m-1}^- \varphi \rangle_{\partial \mathbb{R}^{n+1}}$ for all $\varphi \in \dot{W}^2_m(\mathbb{R}^{n+1})$; see [17]. (We may require $\dot{G}$ to be supported in $\mathbb{R}^{n+1}$ or $\mathbb{R}^{n+1}_-$.) We define
\[ \mathcal{S}^L \dot{g} = \Pi^L \dot{G}. \] (2.12)
Again, $\mathcal{S}^L \dot{g}$ does not depend on the choice of extension $\dot{G}$ of $\dot{g}$; see [17].

It was shown in [17,18] that the operators $\mathcal{D}^A$ and $\mathcal{S}^L$, originally defined on $\dot{WA}^2_{m-1,1/2}(\mathbb{R}^n)$ and its dual space, extend by density to operators defined on $\dot{WA}^2_{m-1,0}(\mathbb{R}^n)$ and $\dot{WA}^2_{m-1,1}(\mathbb{R}^n)$ or their respective dual spaces; see Sect. 3.2.

A benefit of these formulations of layer potentials is the easy proof of the Green’s formula. By taking $F = u$ and $\dot{G} = 1_+ A \nabla^m u$, and applying the definition (2.8) of Neumann boundary values, we immediately have that
\[ 1_+ \nabla^m u = -\nabla^m \mathcal{D}^A (\dot{T}_{m-1}^+ u) + \nabla^m \mathcal{S}^L (\dot{M}_A^+ u) \] (2.13)
for all $u \in \dot{W}^2_m(\mathbb{R}^{n+1})$ that satisfy $Lu = 0$ in $\mathbb{R}^{n+1}$.

We will also need a Green’s formula in the lower half space. If $Lu = 0$ in $\mathbb{R}^{n+1}_-$ for some $u \in \dot{W}^2_m(\mathbb{R}^{n+1}_-)$, then by formula (2.11),
\[ 1_- \nabla^m u = -\nabla^m \mathcal{D}^A (\dot{T}_{m-1}^- u) + \nabla^m \mathcal{S}^L (\dot{M}_A^- u). \] (2.14)
3 Known results

To prove our main results, we will need to use a number of known results from the theory of higher order differential equations. We gather these results in this section.

3.1 Regularity of solutions to elliptic equations

The first such result we list is the higher order analogue to the Caccioppoli inequality; it was proven in full generality in [15] and some important preliminary versions were established in [9,23].

Lemma 3.1 (The Caccioppoli inequality) Suppose that $L$ is an elliptic operator of the form (1.1) associated to coefficients $A$ satisfying the ellipticity conditions (2.1) and (2.3). Let $u \in \dot{W}^{2m}_m(B(X,2r))$ with $Lu = 0$ in $B(X,2r)$.

Then we have the bound

$$\int_{B(X,r)} |\nabla^j u(x,s)|^2 \, dx \, ds \leq \frac{C}{r^2} \int_{B(X,2r)} |\nabla^{j-1} u(x,s)|^2 \, dx \, ds$$

for any $j$ with $1 \leq j \leq m$.

If $A$ is $t$-independent, then solutions to $Lu = 0$ have additional regularity. The following lemma was proven in the case $m = 1$ in [2, Proposition 2.1] and generalized to the case $m \geq 2$ in [17, Lemma 3.2].

Lemma 3.2 Let $t \in \mathbb{R}$ be a constant, and let $Q \subset \mathbb{R}^n$ be a cube with side-length $\ell(Q)$. Let $2Q$ be the concentric cube of side-length $2\ell(Q)$.

If $Lu = 0$ in $2Q \times (t-\ell(Q), t+\ell(Q))$, and $L$ is an operator of order $2m$ associated to $t$-independent coefficients $A$ that satisfy the bounds (2.1) and (2.3), then

$$\int_Q |\nabla^j \partial_t^k u(x,t)|^2 \, dx \leq \frac{C}{\ell(Q)} \int_{2Q} \int_{t-\ell(Q)}^{t+\ell(Q)} |\nabla^j \partial_s^k u(x,s)|^2 \, ds \, dx$$

for any $0 \leq j \leq m$ and any integer $k \geq 0$.

3.2 Boundedness results for layer potentials

We will need the following bounds on layer potentials.

Theorem 3.3 [17, Theorem 1.1] Suppose that $L$ is an elliptic operator of the form (1.1) of order $2m$, associated with coefficients $A$ that are $t$-independent in the sense of formula (1.2) and satisfy the ellipticity conditions (2.1) and (2.3).
Then the operators $D^A$ and $S^L$, originally defined on $\dot{WA}_{m-1,1/2}^2(\mathbb{R}^n)$ and its dual space, extend by density to operators that satisfy

\[
\int_{\mathbb{R}^n} \int_{-\infty}^{\infty} |\nabla^m \partial_t S^L \dot{g}(x, t)|^2 |t| \, dt \, dx \leq C \|\dot{g}\|^2_{L^2(\mathbb{R}^n)}, \tag{3.1}
\]

\[
\int_{\mathbb{R}^n} \int_{-\infty}^{\infty} |\nabla^m \partial_t D^A \dot{f}(x, t)|^2 |t| \, dt \, dx \leq C \|\dot{f}\|^2_{L^2(\mathbb{R}^n)} = C \|\nabla\dot{f}\|^2_{L^2(\mathbb{R}^n)} \tag{3.2}
\]

for all $\dot{g} \in L^2(\mathbb{R}^n)$ and all $\dot{f} \in \dot{WA}_{m-1,1}^2(\mathbb{R}^n)$.

**Theorem 3.4** [18, Theorems 5.1 and 6.1] Let $L$ be as in Theorem 3.3. Then $D^A$ and $S^L$ extend to operators that satisfy

\[
\int_{\mathbb{R}^n} \int_{-\infty}^{\infty} |\nabla^m S^L \dot{g}(x, t)|^2 |t| \, dt \, dx \leq C \|\dot{g}\|^2_{\dot{W}^2_{-1}(\mathbb{R}^n)}, \tag{3.3}
\]

\[
\int_{\mathbb{R}^n} \int_{-\infty}^{\infty} |\nabla^m D^A \dot{f}(x, t)|^2 |t| \, dt \, dx \leq C \|\dot{f}\|^2_{L^2(\mathbb{R}^n)} \tag{3.4}
\]

for all $\dot{g} \in \dot{W}^2_{-1}(\mathbb{R}^n)$ and all $\dot{f} \in \dot{WA}_{m-1,0}^2(\mathbb{R}^n)$.

### 3.3 Trace theorems

Let $u$ be a solution to $Lu = 0$ in $\mathbb{R}^{n+1}_+$. We will need estimates on the Dirichlet and Neumann boundary values of $u$. We remark that the following theorems are stated only in the upper half-space $\mathbb{R}^{n+1}_+$; however, by considering the change of variables $(x, t) \mapsto (x, -t)$, we may derive the corresponding results in the lower half-space.

**Theorem 3.5** [19, Theorem 5.1] Let $L$ be as in Theorem 3.3. Let $v$ satisfy the bound

\[
\int_{\mathbb{R}^n} \int_0^{\infty} |\nabla^m v(x, t)|^2 t \, dx \, dt < \infty
\]

and suppose that $Lv = 0$ in $\mathbb{R}^{n+1}_+$.

Then there is some function $P$ defined in $\mathbb{R}^{n+1}_+$ with $\nabla^m P = 0$ (that is, a polynomial of degree at most $m - 1$) such that

\[
\sup_{t > 0} \|\nabla^{m-1} v(\cdot, t) - \nabla^{m-1} P\|^2_{L^2(\mathbb{R}^n)} \leq C \int_{\mathbb{R}^n} \int_0^{\infty} |\nabla^m v(x, t)|^2 t \, dx \, dt,
\]

\[
\lim_{t \to \infty} \|\nabla^{m-1} v(\cdot, t) - \nabla^{m-1} P\|_{L^2(\mathbb{R}^n)} = 0.
\]

Furthermore, there is some array of functions $\dot{f} \in L^1_{loc}(\mathbb{R}^n)$ such that

\[
\|\nabla^{m-1} v(\cdot, t) - \dot{f}\|_{L^2(\mathbb{R}^n)} \to 0 \quad \text{as } t \to 0^+,
\]
and such that
\[ \| \dot{f} - \nabla^{m-1} P \|_{L^2(\mathbb{R}^n)}^2 \leq C \int_{\mathbb{R}^n} \int_0^\infty |\nabla^m v(x, t)|^2 t \, dx \, dt. \]

**Theorem 3.6** [19, Theorem 5.3] Let \( L \) be as in Theorem 3.3. Let \( w \in \dot{W}^{m, \text{loc}}_{m+1}(\mathbb{R}^n) \) satisfy the bound
\[ \int_{\mathbb{R}^n} \int_0^\infty |\nabla^m \partial_t w(x, t)|^2 t \, dx \, dt < \infty \]

and suppose that \( Lw = 0 \) in \( \mathbb{R}^n_{+} \).

Then there is some array \( \dot{p} \) of functions defined on \( \mathbb{R}^n \) such that
\[
\sup_{t > 0} \| \nabla^m w(\cdot, t) - \dot{p} \|_{L^2(\mathbb{R}^n)} \leq C \int_{\mathbb{R}^n} \int_0^\infty |\nabla^m \partial_t w(x, t)|^2 t \, dx \, dt,
\]
\[
\lim_{t \to \infty} \| \nabla^m w(\cdot, t) - \dot{p} \|_{L^2(\mathbb{R}^n)} = 0.
\]

Furthermore, there is some array of functions \( \dot{f} \in L^1_{\text{loc}}(\mathbb{R}^n) \) such that
\[
\| \nabla^m w(\cdot, t) - \dot{f} \|_{L^2(\mathbb{R}^n)} \to 0 \quad \text{as} \quad t \to 0^+,
\]
and such that
\[ \| \dot{f} - \dot{p} \|_{L^2(\mathbb{R}^n)} \leq C \int_{\mathbb{R}^n} \int_0^\infty |\nabla^m \partial_t w(x, t)|^2 t \, dx \, dt. \]

If \( \nabla^m w(\cdot, t) \in L^2(\mathbb{R}^n) \) for some \( t > 0 \), then \( \dot{p} = 0 \).

**Theorem 3.7** [19, Theorem 6.1] Let \( L \) be as in Theorem 3.3 and let \( v \) be as in Theorem 3.5.

Then for all \( \varphi \) smooth and compactly supported, we have that
\[ \langle A \nabla^m v(\cdot, t), \nabla^m \varphi(\cdot, t) \rangle_{\mathbb{R}^n} \]
represents an absolutely convergent integral for any fixed \( t > 0 \) and is continuous in \( t \).

Furthermore,
\[
\sup_{0 < \epsilon < T} \left| \int_{\epsilon}^T \langle A \nabla^m v(\cdot, t), \nabla^m \varphi(\cdot, t) \rangle_{\mathbb{R}^n} \, dt \right| \leq C \| \nabla \right| \mathcal{T}_{m-1} \varphi \|_{L^2(\mathbb{R}^n)} \left( \int_{\mathbb{R}^n} \int_0^\infty |\nabla^m v(x, t)|^2 t \, dx \, dt \right)^{1/2}
\]
and the limit
\[
\lim_{\varepsilon \to 0^+} \lim_{T \to \infty} \int_{[\varepsilon]}^T \langle A \nabla^m v(\cdot, t), \nabla^m E \varphi(\cdot, t) \rangle_{\mathbb{R}^n} dt
\]
exists, and so we have the bound
\[
|\langle \dot{M}^+_A v, \dot{\text{Tr}}_{m-1} \varphi \rangle_{\mathbb{R}^{n+1}}| \leq C \|\nabla \dot{\text{Tr}}^+_m \varphi\|_{L^2(\mathbb{R}^n)} \left( \int_{\mathbb{R}^n} \int_0^\infty |\nabla^m v(x, t)|^2 t \, dx \, dt \right)^{1/2}.
\]

**Theorem 3.8** [19, Theorem 6.2] Let $L$ be as in Theorem 3.3. Let $w$ be as in Theorem 3.6, and suppose further that $\nabla^m w(\cdot, t) \in L^2(\mathbb{R}^n)$ for some $t > 0$ (so that $\dot{p} = 0$).

Then for all $\varphi$ smooth and compactly supported in $\mathbb{R}^{n+1}$ we have that
\[
\int_0^\infty \int_{\mathbb{R}^n} |\langle A(x) \nabla^m w(x, t), \nabla^m E \varphi(x, t) \rangle| \, dx \, dt < \infty
\]
and that
\[
|\langle \dot{M}^+_A w, \dot{\text{Tr}}_{m-1} \varphi \rangle_{\mathbb{R}^n}| \leq C \|\dot{\text{Tr}}^+_m \varphi\|_{L^2(\mathbb{R}^n)} \left( \int_{\mathbb{R}^n} \int_0^\infty |\nabla^m \partial_t w(x, t)|^2 t \, dx \, dt \right)^{1/2}.
\]

### 4 More on boundary values

In this section we will provide one more result for the Neumann boundary values of solutions; we will then combine the bounds on layer potentials (Theorems 3.3 and 3.4) with the trace results of Sect. 3.3 to bound the Dirichlet and Neumann boundary values of layer potentials. We remark in particular that some extra analysis is necessary to dispense with the functions $\dot{p}$ of Theorem 3.6. Finally, we will generalize the Green’s formulas (2.13) and (2.14) from solutions in $\dot{W}_m^2(\mathbb{R}^{n+1})$ to solutions that satisfy square function estimates as in Theorems 1.1 and 1.2.

#### 4.1 Limits of Neumann boundary values

If $A$ is $t$-independent and $Lu = 0$, then $Lu_\sigma = 0$ as well, where $u_\sigma(x, t) = u(x, t+\sigma)$. It is often useful to analyze $u$ by analyzing $u_\sigma$ and taking a limit as $\sigma \to 0^+$. Theorems 3.5 and 3.6 establish uniform bounds on $\dot{\text{Tr}}^+_m u_\sigma$ and show that $\dot{\text{Tr}}^+_m u_\sigma \to \dot{\text{Tr}}^+_m u$ as $\sigma \to 0^+$. Theorems 3.7 and 3.8, by contrast, bound $\dot{M}^+_A u$ alone. While it is clear that if $u$ satisfies the conditions of Theorem 3.7 or 3.8, then so does $u_\sigma$, it is not clear that $\dot{M}^+_A u_\sigma \to \dot{M}^+_A u$; establishing this limit is the goal of this section.
As in Sect. 3.3, similar results are valid in the lower half-space.

**Lemma 4.1** Let $L$ and $v$ be as in Theorem 3.7 (that is, as in Theorems 3.3 and 3.5). Let $v_\sigma(x,t) = v(x, t + \sigma)$.

Then $M^+_A v_\sigma \to M^+_A v$ in $(\dot{WA}^2_{m-1,1}(\mathbb{R}^n))^*$ as $\varepsilon \to 0^+$, and $\dot{M}^+_A v_T \to 0$ in $(\dot{WA}^2_{m-1,1}(\mathbb{R}^n))^*$ as $T \to \infty$.

**Proof** First,

$$\int_{\mathbb{R}^n} \int_0^\infty |\nabla^m v_T(x,t)|^2 t \, dx \, dt = \int_{\mathbb{R}^n} \int_T^\infty |\nabla^m v(x,t)|^2 (t - T) \, dt \, dx$$

which approaches zero as $T \to \infty$, and so by Theorem 3.7, $\dot{M}^+_A v_T \to 0$ in $(\dot{WA}^2_{m-1,1}(\mathbb{R}^n))^*$ as $T \to \infty$.

We now turn to the limit $\dot{M}^+_A v_\varepsilon \to \dot{M}^+_A v$. It suffices to show that

$$\lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^n} \int_0^\infty |\nabla^m v_\varepsilon(x,t) - \nabla^m v(x,t)|^2 \, t \, dx \, dt = 0.$$ 

But

$$\int_0^\infty \int_{\mathbb{R}^n} |\nabla^m v_\varepsilon(x,t) - \nabla^m v(x,t)|^2 \, t \, dx \, dt \leq 2 \int_0^{\sqrt{\varepsilon}} \int_{\mathbb{R}^n} |\nabla^m v_\varepsilon(x,t)|^2 \, t \, dx \, dt + 2 \int_0^{\sqrt{\varepsilon}} \int_{\mathbb{R}^n} |\nabla^m v(x,t)|^2 \, t \, dx \, dt$$

$$+ \int_{\sqrt{\varepsilon}}^\infty \int_{\mathbb{R}^n} |\nabla^m v_\varepsilon(x,t) - \nabla^m v(x,t)|^2 \, t \, dx \, dt.$$ 

Recalling the definition of $v_\varepsilon$, the first two integrals on the right-hand side may be bounded by

$$2 \int_{\frac{\varepsilon^2}{\sqrt{\varepsilon}}}^{\varepsilon^2 + \sqrt{\varepsilon}} \int_{\mathbb{R}^n} |\nabla^m v(x,t)|^2 (t - \varepsilon) \, dx \, dt + 2 \int_0^{\sqrt{\varepsilon}} \int_{\mathbb{R}^n} |\nabla^m v(x,t)|^2 \, t \, dx \, dt$$

which approaches zero as $\varepsilon \to 0^+$.

The final integral is at most

$$\int_{\sqrt{\varepsilon}}^\infty \int_{\mathbb{R}^n} \int_t^{t+\varepsilon} |\nabla^m \partial_s v(x,s) \, ds|^2 \, t \, dx \, dt$$

$$\leq \varepsilon \int_{\sqrt{\varepsilon}}^\infty \int_{\mathbb{R}^n} \int_t^{t+\varepsilon} |\nabla^m \partial_s v(x,s)|^2 \, ds \, t \, dx \, dt$$

$$\leq \varepsilon^2 \int_{\mathbb{R}^n} \int_{\sqrt{\varepsilon}}^\infty |\nabla^m \partial_s v(x,s)|^2 \, s \, ds \, dx.$$
Applying the Caccioppoli inequality in cubes of side-length $\sqrt{\varepsilon}/C$, we see that
\[
\int_{\sqrt{\varepsilon}}^{\infty} \int_{\mathbb{R}^n} \left| \int_{t}^{t+\varepsilon} \nabla^m \partial_s v(x, s) \, ds \right|^2 \, t \, dx \, dt \leq C \varepsilon \int_{\mathbb{R}^n} \int_{\sqrt{\varepsilon}/2}^{\infty} |\nabla^m v(x, s)|^2 \, s \, ds \, dx
\]
which, again, approaches zero as $\varepsilon \to 0^+$.

**Lemma 4.2** Let $L$ and $w$ be as in Theorem 3.8. Let $u_{\sigma}(x, t) = w(x, t + \sigma)$. Then $M_A^+ w_\varepsilon \to M_A^+ w$ as $\varepsilon \to 0^+$ in $(\dot{W}A^2_{m-1,0}(\mathbb{R}^n))^*$, and $M_A^+ w_T \to 0$ as $T \to \infty$.

**Proof** Clearly $\nabla^m w_{\sigma}(\cdot, t) \in L^2(\mathbb{R}^n)$ for every $t > 0$. Arguing as in the proof of Lemma 4.1, we have that
\[
\lim_{\varepsilon \to 0^+} \int_{\mathbb{R}^n} \int_0^\infty |\nabla^m \partial_t w_\varepsilon(x, t) - \nabla^m \partial_t w(x, t)|^2 \, t \, dt \, dx = 0,
\]
and by Theorem 3.8 the proof is complete.

### 4.2 Dirichlet boundary values of layer potentials

Recall the bounds on layer potentials of Sect. 3.2. By Theorem 3.4, we have that if $\check{g} \in \check{W}^2_{m-1}(\mathbb{R}^n)$ and if $\check{f} \in \check{W}A^2_{m-1,0}(\mathbb{R}^n) \subset L^2(\mathbb{R}^n)$, then $v = S^L \check{g}$ or $v = D^A \check{f}$ satisfies the conditions of Theorem 3.5; thus, there exist polynomials $P_g$ and $P_f$ such that
\[
\sup_{t \neq 0} \|\nabla^{m-1} S^L \check{g}(\cdot, t) - \nabla^{m-1} P_g\|_{L^2(\mathbb{R}^n)} \leq C \|\check{g}\|_{\check{W}^2_{m-1}(\mathbb{R}^n)},
\]
\[
\sup_{t \neq 0} \|\nabla^{m-1} D^A \check{f}(\cdot, t) - \nabla^{m-1} P_f\|_{L^2(\mathbb{R}^n)} \leq C \|\check{f}\|_{L^2(\mathbb{R}^n)} = C \|\check{f}\|_{\check{W}A^2_{m-1,0}(\mathbb{R}^n)}.
\]

Recall that $D^A$ and $S^L$ were initially defined as operators from $\check{W}A^2_{m-1,1/2}(\mathbb{R}^n)$ and its dual space to $\check{W}^2_m(\mathbb{R}^n)$, a space defined modulo polynomials. By Theorem 3.4, we may extend $D^A$ and $S^L$ to operators on $\dot{W}A^2_{m-1,0}(\mathbb{R}^n)$ and $\dot{W}^2_{m-1}(\mathbb{R}^n)$; however, we again have that $D^A \check{f}$ and $S^L \check{g}$ are only locally Sobolev functions, that is, are defined only up to adding polynomials of degree $m - 1$. We adopt the convention that the polynomials $P_g$ and $P_f$ are of degree $m - 2$; that is, we normalize $u = D^A \check{f}$ and $u = S^L \check{g}$ so that $\nabla^{m-1} u(\cdot, t) \to 0$ as $t \to \infty$. Thus, we have the bounds
\[
\sup_{t \neq 0} \|\nabla^{m-1} S^L \check{g}(\cdot, t)\|_{L^2(\mathbb{R}^n)} \leq C \|\check{g}\|_{\check{W}^2_{m-1}(\mathbb{R}^n)},
\]
\[
\sup_{t \neq 0} \|\nabla^{m-1} D^A \check{f}(\cdot, t)\|_{L^2(\mathbb{R}^n)} \leq C \|\check{f}\|_{L^2(\mathbb{R}^n)} = C \|\check{f}\|_{\check{W}A^2_{m-1,0}(\mathbb{R}^n)}.
\]
Furthermore, for such \( \hat{f} \) and \( \hat{g} \), \( \nabla^{m-1} \mathcal{P}^L \hat{g}(\cdot, t) \) and \( \nabla^{m-1} \mathcal{D}^A \hat{f}(\cdot, t) \) approach zero in \( L^2(\mathbb{R}^n) \) as \( t \to \pm \infty \), and approach (usually nonzero) limits in \( L^2(\mathbb{R}^n) \) as \( t \to 0^\pm \); that is, the operators

\[
\mathcal{T}_{m-1}^\pm \mathcal{D}^A : \dot{W}A^2_{m-1,0}(\mathbb{R}^n) \mapsto \dot{W}A^2_{m-1,0}(\mathbb{R}^n), \\
\mathcal{T}_{m-1}^\pm \mathcal{S}^L : \dot{W}^2_{-1}(\mathbb{R}^n) \mapsto \dot{W}A^2_{m-1,0}(\mathbb{R}^n)
\]

are bounded.

We remark that if \( \mathcal{D}^A \) and \( \mathcal{S}^L \) are defined using the fundamental solution, as in [18], then this naturalization condition follows from the normalization conditions of the fundamental solution; see [18, Remark 2.24].

We now turn to the bounds given by Theorem 3.3 rather than Theorem 3.4. By Theorem 3.3, we have that if \( \hat{g} \in L^2(\mathbb{R}^n) \) and if \( \hat{f} \in W^2_{m-1,1}(\mathbb{R}^n) \subset W^2_{-1}(\mathbb{R}^n) \), then \( \nabla g \) satisfies the conditions of Theorem 3.6; thus, there exist constants \( \hat{p}_g \) and \( \hat{p}_f \) such that

\[
\sup_{t \neq 0} \| \nabla^m \mathcal{S}^L \hat{g}(\cdot, t) - \hat{p}_g \|_{L^2(\mathbb{R}^n)} \leq C \| \hat{g} \|_{L^2(\mathbb{R}^n)}, \\
\sup_{t \neq 0} \| \nabla^m \mathcal{D}^A \hat{f}(\cdot, t) - \hat{p}_f \|_{L^2(\mathbb{R}^n)} \leq C \| \hat{f} \|_{L^2(\mathbb{R}^n)} = C \| \hat{W}^2_{m}(\mathbb{R}^n) \|.
\]

But recall that \( \mathcal{D}^A \) is bounded \( \dot{W}^{2}_{m-1,1/2}(\mathbb{R}^n) \mapsto \dot{W}^{2}_{m}(\mathbb{R}^n+1) \), and \( \mathcal{S}^L \) is bounded \( \dot{W}^{2}_{m-1,1/2}(\mathbb{R}^n) \mapsto \dot{W}^{2}_{m}(\mathbb{R}^n+1) \). If \( w \in \dot{W}^{2}_{m}(\mathbb{R}^n+1) \) and \( Lw = 0 \), then by Lemma 3.2 applied in cubes of side-length \( t/2 \) we have that

\[
\| \nabla^m w(\cdot, t) \|_{L^2(\mathbb{R}^n)}^2 \leq \frac{C}{t} \| \nabla^m w \|_{L^2(\mathbb{R}^n+1)}^2.
\]

In particular, \( \| \nabla^m w(\cdot, t) \|_{L^2(\mathbb{R}^n)} \) is finite for all \( t > 0 \). Thus, \( \hat{p}_f = 0 = \hat{p}_g \) for \( \hat{f} \in \dot{W}^{2}_{m-1,1/2}(\mathbb{R}^n) \cap \dot{W}^{2}_{m-1,1}(\mathbb{R}^n) \) and \( \hat{g} \in (\dot{W}^{2}_{m-1,1/2}(\mathbb{R}^n))^* \cap L^{2}(\mathbb{R}^n) \).

If we extend \( \mathcal{S}^L \) and \( \mathcal{D}^A \) to \( L^{2}(\mathbb{R}^n) \) and \( \dot{W}^{2}_{m-1,1}(\mathbb{R}^n) \) by density, then for all \( \hat{g} \in L^{2}(\mathbb{R}^n) \), \( \hat{f} \in \dot{W}^{2}_{m-1,1}(\mathbb{R}^n) \), we have that

\[
\sup_{t \neq 0} \| \nabla^m \mathcal{S}^L \hat{g}(\cdot, t) \|_{L^2(\mathbb{R}^n)} \leq C \| \hat{g} \|_{L^2(\mathbb{R}^n)}, \quad (4.3) \\
\sup_{t \neq 0} \| \nabla^m \mathcal{D}^A \hat{f}(\cdot, t) \|_{L^2(\mathbb{R}^n)} \leq C \| \nabla \hat{f} \|_{L^2(\mathbb{R}^n)} = C \| \hat{f} \|_{\dot{W}^{2}_{m-1,1}(\mathbb{R}^n)}. \quad (4.4)
\]

Furthermore, for such \( \hat{f} \) and \( \hat{g} \), \( \nabla^m \mathcal{S}^L \hat{g}(\cdot, t) \) and \( \nabla^m \mathcal{D}^A \hat{f}(\cdot, t) \) approach zero in \( L^{2}(\mathbb{R}^n) \) as \( t \to \pm \infty \), and approach (usually nonzero) limits in \( L^{2}(\mathbb{R}^n) \) as \( t \to 0^\pm \); that is, \( \mathcal{T}_{m-1}^\pm \mathcal{D}^A \) and \( \mathcal{T}_{m-1}^\pm \mathcal{S}^L \) are bounded operators \( \dot{W}^{2}_{m-1,1}(\mathbb{R}^n) \mapsto \dot{W}^{2}_{m-1,1}(\mathbb{R}^n) \) and \( L^{2}(\mathbb{R}^n) \mapsto \dot{W}^{2}_{m-1,1}(\mathbb{R}^n) \).
4.3 Neumann boundary values of layer potentials

The case of Neumann boundary values is somewhat simpler. By Theorems 3.4 and 3.7, we have that

\[ \| \hat{M}_A^S \hat{g} \|_{(\dot{W}^{2}_{m-1,1}(\mathbb{R}^n))^*} \leq C \| \hat{g} \|_{\dot{W}^2_{m-1}(\mathbb{R}^n)}, \]

\[ (4.5) \]

and

\[ \| \hat{M}_A^A \hat{f} \|_{(\dot{W}^{2}_{m-1,1}(\mathbb{R}^n))^*} \leq C \| \hat{f} \|_{\dot{W}^2_{m-1,0}(\mathbb{R}^n)}, \]

\[ (4.6) \]

for any \( \hat{f} \in \dot{W}^{2}_{m-1,1}(\mathbb{R}^n) \) and any \( \hat{g} \in \dot{W}^2_{-1}(\mathbb{R}^n) \).

Furthermore, by Theorems 3.3 and 3.8, and the bounds (4.3) and (4.4), we have that

\[ \| \hat{M}_A^S \hat{g} \|_{(\dot{W}^{2}_{m-1,0}(\mathbb{R}^n))^*} \leq C \| \hat{g} \|_{L^2(\mathbb{R}^n)}, \]

\[ (4.7) \]

and

\[ \| \hat{M}_A^A \hat{f} \|_{(\dot{W}^{2}_{m-1,0}(\mathbb{R}^n))^*} \leq C \| \hat{f} \|_{\dot{W}^2_{m-1,1}(\mathbb{R}^n)}, \]

\[ (4.8) \]

for any \( \hat{f} \in \dot{W}^{2}_{m-1,0}(\mathbb{R}^n) \) and any \( \hat{g} \in L^2(\mathbb{R}^n) \).

4.4 The Green’s formula

Recall that if \( Lu = 0 \) in \( \mathbb{R}^{n+1}_\pm \) and \( u \in \dot{W}^2_m(\mathbb{R}^{n+1}_\pm) \), then \( u \) satisfies the Green’s formula (2.13) or (2.14). We are chiefly concerned with solutions that satisfy square function estimates, as in Sect. 3.3; thus, we would like to show that such functions satisfy the Green’s formula as well.

Theorem 4.3 Let \( L \) be as in Theorem 3.3.

Let \( v \) satisfy the conditions of Theorem 3.5 or the corresponding condition in the lower half-space. Then the Green’s formula (2.13) or (2.14) is valid for \( u = v \).

Similarly, let \( w \) satisfy the conditions of Theorem 3.8 or the corresponding condition in the lower half-space. Then the Green’s formula (2.13) or (2.14) is valid for \( u = w \).

Proof We will work only in the upper half-space \( \mathbb{R}^{n+1}_+ \); the argument in \( \mathbb{R}^{n+1}_- \) is similar.

Let \( w_\varepsilon(x, t) = w(x, t + \varepsilon) \), and let \( w_{\varepsilon,T} = w_\varepsilon - w_T \). Then \( \partial_{\tau} w_\varepsilon = \partial_{\tau} \varepsilon \in \dot{W}^2_m(\mathbb{R}^{n+1}_+) \) for any \( \tau > 0 \); because

\[ w_{\varepsilon,T} = - \int_\varepsilon^T \partial_{\tau} w_\varepsilon \, d\tau, \]

we have that \( w_{\varepsilon,T} \in \dot{W}^2_m(\mathbb{R}^{n+1}_+) \) for any \( 0 < \varepsilon < T \). Thus, by formula (2.13),

\[ \nabla^m w(x, t + \varepsilon) - \nabla^m w(x, t + T) = -\nabla^m \tilde{A} \left( \tilde{M}^+_m \right) w_{\varepsilon,T}(x, t) + \nabla^m \tilde{S}(\tilde{M}^+_A \varepsilon_{\varepsilon,T})(x, t). \]

We take the limit of all four terms as \( \varepsilon \to 0^+ \) and as \( T \to \infty \).
By Theorem 3.6, we have that $\nabla^m w(\cdot, t + T) \to 0$ in $L^2(\mathbb{R}^n)$ as $T \to \infty$; by Theorem 3.6, Lemma 3.2 and the Caccioppoli inequality, $\nabla^m w(\cdot, t + \varepsilon) \to \nabla^m w(\cdot, t)$ in $L^2(\mathbb{R}^n)$ as $\varepsilon \to 0^+$. 

By Theorem 3.6, the above limits are valid for $t = 0$; thus, $\hat{T}^+_{m-1} w_{\varepsilon, T} \to \hat{T}^+_{m-1} w$ in $\hat{W}^2_{m-1,1}(\mathbb{R}^n)$ as $\varepsilon \to 0^+$ and $T \to \infty$. By boundedness of the double layer potential (the bound (3.2)) and Theorem 3.6, $\nabla^m D^A(\hat{T}^+_{m-1} w_{\varepsilon, T})(\cdot, t) \to \nabla^m D^A(\hat{T}^+_{m-1} w)(\cdot, t)$ in $L^2(\mathbb{R}^n)$.

Finally, by Lemma 4.2, $\hat{M}^+_A w_\varepsilon \to \hat{M}^+_A w$ and $\hat{M}^+_A w_T \to 0$ in $(\hat{W}^2_{m-1,0}(\mathbb{R}^n))^*$ as $\varepsilon \to 0^+$ and $T \to \infty$. Because $\hat{W}^2_{m-1,0}(\mathbb{R}^n) \subset L^2(\mathbb{R}^n)$, we may extend $\hat{M}^+_A w_\sigma$ to an element of $L^2(\mathbb{R}^n)$, for example by orthogonal projection; the limits are then valid in $L^2(\mathbb{R}^n)$. By boundedness of the single layer potential (the bound (3.1)) and by Theorem 3.6, we have that $\nabla^m S^L(\hat{M}^+_A w_{\varepsilon, T})(\cdot, t) \to \nabla^m S^L(\hat{M}^+_A w)(\cdot, t)$ in $L^2(\mathbb{R}^n)$.

Thus, the Green’s formula is valid. A similar argument is valid for $v$ if we extend $\hat{M}^+_A v_\sigma$ to an element of $\hat{W}^2_{m-1}(\mathbb{R}^n)$; in fact, $v_\sigma \in \hat{W}^2_m(\mathbb{R}^{n+1})$ for any $\sigma > 0$, and so we may work with $v_\varepsilon$ and not $v_{\varepsilon, T}$.

5 The Rellich identity and uniqueness of solutions

The second-order Rellich identity is one of the cornerstones of the theory. In the following theorem we provide a one-sided higher order generalization. This generalization is enough to prove uniqueness of solutions to the Neumann problem (1.7).

**Theorem 5.1** Suppose that $L$ is an elliptic operator of order $2m$ associated with coefficients $A$ that are $t$-independent in the sense of formula (1.2) and satisfy the ellipticity conditions (2.1) and (2.2).

Suppose in addition that the coefficients $A$ are self-adjoint; that is, that $A_{\alpha\beta} = \overline{A_{\beta\alpha}}$ for any $|\alpha| = |\beta| = m$.

Let $w$ satisfy the conditions of Theorems 3.6 and 3.8. That is, suppose that $Lw = 0$ in $\mathbb{R}^{n+1}_+$, that $\int_0^\infty \int_{\mathbb{R}^n} \nabla^m \partial_t w(x, t)^2 \, dx \, dt < \infty$, and that $\nabla^m w(\cdot, t) \in L^2(\mathbb{R}^n)$ for some (hence every) $t > 0$.

By Theorems 3.6 and 3.8, $\hat{T}_m w$ exists as an $L^2(\mathbb{R}^n)$ function, and $\hat{M}^+_A w$ exists as a linear operator on $\hat{W}^2_{m-1,0}(\mathbb{R}^n)$. Then we have the bound

$$
\int_{\mathbb{R}^n} |\hat{T}_m w(x)|^2 \, dx \leq -\frac{2}{\lambda} \text{Re} \langle \hat{T}_{m-1} \partial_{n+1} w, \hat{M}^+_A w \rangle_{\mathbb{R}^n}
$$

and so

$$
||\hat{T}^+_{m-1} w||_{L^2(\mathbb{R}^n)} \leq ||\hat{T}^+_{m} w||_{L^2(\mathbb{R}^n)} \leq C ||\hat{M}^+_A w||_{(\hat{W}^2_{m-1,0}(\mathbb{R}^n))^*}.
$$

Because $\hat{W}^2_{m-1,0}(\mathbb{R}^n)$ is a closed subset of $L^2(\mathbb{R}^n)$, we may extend any linear operator on $\hat{W}^2_{m-1,0}(\mathbb{R}^n)$ to a linear operator on $L^2(\mathbb{R}^n)$, that is, to an $L^2$ function;
thus, we have the bound
\[ \|\mathring{T}_m w\|_{L^2(\mathbb{R}^n)} \leq C \|\mathring{M}_A^+ w\|_{L^2(\mathbb{R}^n)}. \]

**Proof of Theorem 5.1** First, observe that, for any \( t > 0 \), by the bound (2.2),
\[ \int_{\mathbb{R}^n} |\nabla^m w(x, t)|^2 \, dx \leq \frac{1}{\lambda} \langle \nabla^m w(\cdot, t), A \nabla^m w(\cdot, t) \rangle_{\mathbb{R}^n}. \]

Because \( A \) is self-adjoint, the inner product is necessarily real-valued.

Let \( w_\sigma(x, t) = w(x, t + \sigma) \) and let \( w_{\varepsilon, T} = w_\varepsilon - w_T \). For any \( \sigma > 0 \) we have that \( \partial_{n+1} w_\sigma = \partial_\sigma w_\sigma \in \dot{W}_m^2(\mathbb{R}^{n+1}_+) \). Integrating \( \partial_\sigma w_\sigma \) from \( \sigma = \varepsilon \) to \( \sigma = T \), as in the proof of Lemma 7.5, we have that \( w_{\varepsilon, T} \in \dot{W}_m^2(\mathbb{R}^{n+1}_+) \).

Now, by the bound (2.2),
\[ \int_{\mathbb{R}^n} |\nabla^m w_{\varepsilon, T}(x, 0)|^2 \, dx \leq \frac{1}{\lambda} \langle \nabla^m w_{\varepsilon, T}(\cdot, 0), A \nabla^m w_{\varepsilon, T}(\cdot, 0) \rangle_{\mathbb{R}^n}. \]

By Theorem 3.6, we have that \( \lim_{t \to \infty} \nabla^m w(\cdot, t) \to 0 \) in \( L^2(\mathbb{R}^n) \), and so
\[ \int_{\mathbb{R}^n} |\nabla^m w_{\varepsilon, T}(x, 0)|^2 \, dx \leq -\frac{1}{\lambda} \int_0^\infty \frac{d}{dt} \langle \nabla^m w_{\varepsilon, T}(\cdot, t), A \nabla^m w_{\varepsilon, T}(\cdot, t) \rangle_{\mathbb{R}^n} dt. \]

Because \( A \) is \( t \)-independent, we have that
\[
\frac{d}{dt} \langle \nabla^m w_{\varepsilon, T}(\cdot, t), A \nabla^m w_{\varepsilon, T}(\cdot, t) \rangle_{\mathbb{R}^n} = \langle \nabla^m \partial_t w_{\varepsilon, T}(\cdot, t), A \nabla^m w_{\varepsilon, T}(\cdot, t) \rangle_{\mathbb{R}^n}
+ \langle \nabla^m w_{\varepsilon, T}(\cdot, t), A \nabla^m \partial_t w_{\varepsilon, T}(\cdot, t) \rangle_{\mathbb{R}^n},
\]
and again because \( A \) is self-adjoint, we have that
\[ \int_{\mathbb{R}^n} |\nabla^m w_{\varepsilon, T}(x, 0)|^2 \, dx \leq -\frac{2}{\lambda} \Re \int_0^\infty \langle \nabla^m \partial_t w_{\varepsilon, T}(\cdot, t), A \nabla^m w_{\varepsilon, T}(\cdot, t) \rangle_{\mathbb{R}^n} dt. \]

Recall \( w_{\varepsilon, T} \in \dot{W}_m^2(\mathbb{R}^{n+1}_+) \) and \( \partial_{n+1} w_{\varepsilon, T} \in \dot{W}_m^2(\mathbb{R}^{n+1}_+) \). Thus, by formula (2.8) for the Neumann boundary values of a \( \dot{W}_m^2(\mathbb{R}^{n+1}_+) \)-function, we have that
\[ \int_{\mathbb{R}^n} |\nabla^m w_{\varepsilon, T}(x, 0)|^2 \, dx \leq -\frac{2}{\lambda} \Re \langle \mathring{T}_m w_{\varepsilon,T}, \mathring{M}_A^+ w_{\varepsilon,T} \rangle_{\mathbb{R}^n}. \]

Now, because the definitions (2.7) and (2.8) of Neumann boundary values coincide for \( \dot{W}_m^2(\mathbb{R}^{n+1}_+) \)-functions, we have that \( \mathring{M}_A^+ w_{\varepsilon,T} = \mathring{M}_A^+ w_{\varepsilon} - \mathring{M}_A^+ w_T \) where the two terms on the right-hand side are given by formula (2.7) and extend to bounded operators on \( \dot{W}_m^{2,0}(\mathbb{R}^n) \).
Thus, we have that
\[
\|\hat{\text{Tr}}_m^+ w \cdot \hat{\text{Tr}}_m^+ w_T\|_{L^2(\mathbb{R}^n)} \\
\leq -\frac{2}{\lambda} \text{Re} \langle \hat{\text{Tr}}_{m-1}^+ \partial_{n+1} w \cdot \hat{\text{Tr}}_{m-1}^+ \partial_{n+1} w_T, \hat{\text{M}}_A^+ w \cdot \hat{\text{M}}_A^+ w_T \rangle_{\mathbb{R}^n}.
\]

Expanding the inner products, we see that
\[
\|\hat{\text{Tr}}_m^+ w\|_{L^2(\mathbb{R}^n)}^2 + \|\hat{\text{Tr}}_m^+ w_T\|_{L^2(\mathbb{R}^n)}^2 - 2\|\hat{\text{Tr}}_m^+ w\|_{L^2(\mathbb{R}^n)}\|\hat{\text{Tr}}_m^+ w_T\|_{L^2(\mathbb{R}^n)} \\
\leq -\frac{2}{\lambda} \text{Re} \langle \hat{\text{Tr}}_{m-1}^+ \partial_{n+1} w, \hat{\text{M}}_A^+ w \rangle_{\mathbb{R}^n} + \frac{2}{\lambda} \text{Re} \langle \hat{\text{Tr}}_{m-1}^+ \partial_{n+1} w_T, \hat{\text{M}}_A^+ w_T \rangle_{\mathbb{R}^n} \\
+ \frac{2}{\lambda} \text{Re} \langle \hat{\text{Tr}}_{m-1}^+ \partial_{n+1} w T, \hat{\text{M}}_A^+ w_T \rangle_{\mathbb{R}^n}.
\]

By Theorem 3.6, $\nabla^m w(\cdot, 0)$ is bounded in $L^2(\mathbb{R}^n)$, uniformly in $\sigma$. By Theorem 3.8, $\hat{\text{M}}_A^+ w(\cdot, 0)$ is bounded in $(\hat{\text{W}}^2_{m-1}(\mathbb{R}^n))^n$. Again by Theorem 3.6, $\hat{\text{Tr}}_{m-1}^+ w \rightarrow \hat{\text{Tr}}_{m-1}^+ w$ and $\hat{\text{Tr}}_{m-1}^+ w_T \rightarrow 0$ in $\hat{\text{W}}^2_1(\mathbb{R}^n)$ as $\varepsilon \rightarrow 0^+$ and $T \rightarrow \infty$. By Lemma 4.2, $\hat{\text{M}}_A^+ w \rightarrow \hat{\text{M}}_A^+ w$ as $\varepsilon \rightarrow 0^+$ and $\hat{\text{M}}_A^+ w_T \rightarrow 0$ as $T \rightarrow \infty$.

Thus, taking appropriate limits, we have that
\[
\|\hat{\text{Tr}}_m^+ w\|_{L^2(\mathbb{R}^n)}^2 \leq -\frac{2}{\lambda} \text{Re} \langle \hat{\text{Tr}}_{m-1}^+ \partial_{n+1} w, \hat{\text{M}}_A^+ w \rangle_{\mathbb{R}^n}
\]
as desired.

We now use the Rellich identity to establish uniqueness of solutions to the $L^2$-Neumann problem (1.7).

**Theorem 5.2** Let $A$ and $w$ satisfy the conditions of Theorem 5.1. Then
\[
\sup_{t>0} \|\nabla^m w(\cdot, t)\|_{L^2(\mathbb{R}^n)}^2 + \int_0^\infty \int_{\mathbb{R}^n} |\nabla^m \partial_t w(x, t)|^2 t \, dx \, dt \leq C \|\hat{\text{M}}_A^+ w\|_{L^2(\mathbb{R}^n)}^2.
\]

In particular, if $\hat{\text{M}}_A^+ w = 0$ then $\nabla^m w \equiv 0$ in $\mathbb{R}^{n+1}_+$.

**Proof** By Theorem 3.6,
\[
\sup_{t>0} \|\nabla^m w(\cdot, t)\|_{L^2(\mathbb{R}^n)}^2 \leq C \int_0^\infty \int_{\mathbb{R}^n} |\nabla^m \partial_t w(x, t)|^2 t \, dx \, dt.
\]

By Theorem 4.3, we have that $\nabla^m w = -\nabla^m D^A(\hat{\text{Tr}}_{m-1}^+ w) + \nabla^m S^L(\hat{\text{M}}_A^+ w)$. Thus, by Theorem 3.3, we have that
\[
\int_0^\infty \int_{\mathbb{R}^n} |\nabla^m \partial_t w(x, t)|^2 t \, dx \, dt \leq C \|\hat{\text{Tr}}_{m-1}^+ w\|_{\hat{\text{W}}^2_1(\mathbb{R}^n)}^2 + C \|\hat{\text{M}}_A^+ w\|_{L^2(\mathbb{R}^n)}^2. 
\]

By Theorem 5.1, $\|\hat{\text{Tr}}_{m-1}^+ w\|_{\hat{\text{W}}^2_1(\mathbb{R}^n)} \leq C \|\hat{\text{M}}_A^+ w\|_{L^2(\mathbb{R}^n)}$ and the proof is complete.
Remark 5.3 As mentioned in the introduction, contrary to the present case, it is often easier to solve the Dirichlet or Dirichlet regularity problem than the Neumann problem, and indeed it is often easier to formulate the Dirichlet problem than the Neumann problem.

However, observe that the bound (5.1) is essentially control on solutions in terms of the Dirichlet and Neumann boundary values. Thus, to derive uniqueness of solutions to the Dirichlet problem using this bound, we must bound the Neumann boundary values, and vice versa.

Theorem 5.1 allows us to control the Dirichlet boundary values by the Neumann boundary values. In a sense, we may say that the Dirichlet boundary values of a solution are at least as well behaved as the Neumann boundary values. Thus, it is still the case in the present context that Dirichlet boundary values are better behaved and easier to work with than Neumann boundary values; the arguments based on the Green’s formula mean that good behavior of the Dirichlet boundary values implies uniqueness for the Neumann problem, not the Dirichlet problem.

Thus, to establish well posedness of the problem (1.7), it suffices to establish only that solutions exist.

We remark that as usual, a corresponding result is valid in the lower half-space.

6 Existence of solutions in a special case

In this section, we will prove the following theorem.

Theorem 6.1 For any given n and m, there is an operator L of order 2m, acting on functions defined on \( \mathbb{R}^{n+1} \), and associated to real constant coefficients \( A \) that satisfy the bound (2.1), the ellipticity condition (2.2), and are self-adjoint, such that the Neumann problem (1.7) is well posed.

We will provide an explicit formula for the operator \( L \); see formula (6.2) below. As discussed above, we need only show that solutions exist.

Recall that we are working in a very nice domain (the upper half-space). In the case of the Dirichlet (or regularity) problem, the theorem is straightforward to prove: if \( A \) is any elliptic matrix with constant coefficients, we may solve the Dirichlet problem using the Fourier transform. We will still use the Fourier transform to solve the Neumann problem; however, the argument will be somewhat more involved.

Throughout this section, we will let \( \hat{f} \) denote the Fourier transform in \( \mathbb{R}^n \) (not \( \mathbb{R}^{n+1} \)) given by

\[
\hat{f}(\xi) = \int_{\mathbb{R}^n} e^{-2\pi i \xi \cdot x} f(x) \, dx.
\]

Let \( \hat{g} \in L^2(\mathbb{R}^n) \) be an array indexed by multiindices \( \gamma \) with \( |\gamma| = m - 1 \). Let \( \hat{\varphi} = \text{Tr}_{m-1} \varphi \) for some smooth, compactly supported function \( \varphi \). As in the definition (2.7)
of Neumann boundary values, let \( \varphi_\ell(x) = \partial_t^\ell \varphi(x,t) \) \( |t|=0 \). By Plancherel’s theorem,

\[
\langle \dot{g}, \dot{\varphi} \rangle_{\mathbb{R}^n} = \sum_{\ell=0}^{m-1} \sum_{\gamma_{n+1}=\ell} \langle g_\gamma, \partial_\gamma^\varphi \varphi_\ell \rangle_{\mathbb{R}^n} = \sum_{\ell=0}^{m-1} \sum_{\gamma_{n+1}=\ell} \int_{\mathbb{R}^n} \overline{\hat{g}_\gamma(\xi)} (2\pi i \xi)^\gamma \hat{\varphi}_\ell(\xi) d\xi
\]

\[
= \sum_{\ell=0}^{m-1} \int_{\mathbb{R}^n} \overline{\hat{\varphi}_\ell(\xi)} \sum_{|\gamma|=m-1-\ell} \hat{g}_\gamma(\xi) (2\pi i \xi)^\gamma d\xi.
\]

Here, if \( \gamma = (\gamma_1, \gamma_2, \ldots, \gamma_n, \gamma_{n+1}) \), then \( \gamma_\parallel = (\gamma_1, \gamma_2, \ldots, \gamma_n) \).

Thus, to establish existence of solutions to the Neumann problem, it suffices to show that, for each array of functions \( \{G_\ell\}_{\ell=0}^{m-1} \) that satisfy the bound

\[
\int_{\mathbb{R}^n} |G_\ell(\xi)|^2 |\xi|^{2\ell+2m} d\xi < \infty
\] (6.1)

there is some function \( w \) that satisfies

\[
\begin{cases}
Lw = 0 & \text{in } \mathbb{R}^n_{+1}, \\
\langle \dot{M}_A^+ w, \dot{\varphi} \rangle_{\mathbb{R}^n} = \sum_{\ell=0}^{m-1} \int_{\mathbb{R}^n} \overline{\hat{\varphi}_\ell(\xi)} G_\ell(\xi) d\xi, \\
\int_0^\infty \int_{\mathbb{R}^n} |\nabla^m \partial_t w(x,t)|^2 t \, dx \, dt \leq C \sum_{\ell=0}^{m-1} \int_{\mathbb{R}^n} |G_\ell(\xi)|^2 |\xi|^{2\ell+2-2m} d\xi, \\
\|\nabla^m w(\cdot,t)\|_{L^2(\mathbb{R}^n)} < \infty & \text{for some } t > 0.
\end{cases}
\]

We now define a set of coefficients \( A \) (and thus the associated operator \( L \)) for which we may construct a solution to this problem.

Let \( \Delta_\parallel \) denote the Laplacian in \( \mathbb{R}^n \), \( \Delta_\parallel = \partial_{x_1} \partial_{x_1} + \cdots + \partial_{x_n} \partial_{x_n} \). We observe that

\[
(-\Delta_\parallel)^j = (-1)^j \sum_{|\gamma|=j} \frac{j!}{\gamma_1! \gamma_2! \cdots \gamma_n!} \partial_\gamma^2 \parallel
\]

where the sum is over multiindices in \( \mathbb{N}^n \) (equivalently multiindices in \( \mathbb{N}^{n+1} \) with \( \gamma_{n+1} = 0 \)).

Let \( L \) be the operator of the form (1.1) associated to the (constant) coefficients \( A_{\alpha\beta} \) given by

\[
A_{\alpha\alpha} = |\alpha_\parallel|! / \alpha_\parallel!, \quad A_{\alpha\beta} = 0 \text{ if } \alpha \neq \beta.
\]

We thus have that

\[
(-\Delta_\parallel)^j = (-1)^j \sum_{|\alpha|=j} A_{\alpha\alpha} \partial_\parallel \gamma_1 \text{ and so } L\psi = \sum_{j=0}^m (-1)^j (-\Delta_\parallel)^{m-j} \partial_\parallel^2 \gamma_1 \psi.
\] (6.2)

Notice that \( L \) is not the polyharmonic operator \( (-\Delta)^m \); however, \( L \) is a constant-coefficient elliptic operator and satisfies the bound (2.2).
For each $1 \leq k \leq m$, let $f_k : \mathbb{R}^n \to \mathbb{C}$ be a function that satisfies
\[
\int_{\mathbb{R}^n} |\xi|^{2m} |f_k(\xi)|^2 \, d\xi < \infty. \tag{6.3}
\]

Let $w$ satisfy
\[
\hat{w}(\xi, t) = \sum_{k=1}^{m} f_k(\xi) \exp(2\pi i |\xi| e^{\pi ik/(m+1)} t) \tag{6.4}
\]
where as usual the Fourier transform is taken only in the horizontal variables. Notice that the real part of $ie^{\pi ik/(m+1)}$ is at most $-\sin(\pi/(m+1))$, and so if $t > 0$ then the exponential decays as $t \to \infty$ or $|\xi| \to \infty$. Then
\[
\sup_{t > 0} \|\nabla^m w(\cdot, t)\|_{L^2(\mathbb{R}^n)} < \infty, \quad \lim_{t \to \infty} \|\nabla^m w(\cdot, t)\|_{L^2(\mathbb{R}^n)} = 0.
\]

By formula (6.2),
\[
\hat{L}w(\xi, t) = \sum_{j=0}^{m} (-1)^j (4\pi^2 |\xi|^2)^{m-j} \partial_t^j \hat{w}(\xi, t)
= (4\pi^2 |\xi|^2)^m \sum_{k=1}^{m} f_k(\xi) \exp(2\pi i |\xi| e^{\pi ik/(m+1)} t) \sum_{j=0}^{m} e^{2\pi i j k/(m+1)}.
\]

Summing the geometric series, we see that $Lw = 0$ in $\mathbb{R}^{n+1}_+$. Furthermore, by Parseval’s inequality,
\[
\int_0^\infty \int_{\mathbb{R}^n} |\nabla^m \partial_t w(x, t)|^2 \, dx \, dt \leq C \sum_{j=0}^{m} \int_0^\infty \int_{\mathbb{R}^n} |\xi|^{2j} |\partial_t^{m+1-j} \hat{w}(\xi, t)|^2 \, d\xi \, dt.
\]

By the definition (6.4) of $\hat{w}$,
\[
\int_0^\infty \int_{\mathbb{R}^n} |\nabla^m \partial_t w(x, t)|^2 \, dx \, dt 
\leq C \sum_{k=1}^{m} \int_0^\infty \int_{\mathbb{R}^n} |\xi|^{2m+2} |f_k(\xi)|^2 \exp(-\beta_k |\xi| t) \, d\xi \, dt
\]
where $\beta_k = 2\pi \sin(\pi k/(m+1)) \geq \beta_1 > 0$. Interchanging the order of integration and evaluating the integral in $t$, we see that
\[
\int_0^\infty \int_{\mathbb{R}^n} |\nabla^m \partial_t w(x, t)|^2 \, dx \, dt \leq C \sum_{k=1}^{m} \int_{\mathbb{R}^n} |\xi|^{2m} |f_k(\xi)|^2 \, d\xi. \tag{6.5}
\]
By definition of $A$ and $E$, we have that

\[
\langle \dot{M}_A^+ w, \dot{\varphi} \rangle_{\mathbb{R}^n} = \sum_{\ell=0}^{m-1} \sum_{|\alpha|=m}^m \frac{1}{\ell!} \int_0^\infty \langle A_{\alpha\alpha} \partial^\alpha w(\cdot, t), \partial^\alpha (t^\ell Q^m_i \varphi_\ell) \rangle_{\mathbb{R}^n} \, dt.
\]

By Plancherel’s theorem, and because $A$ is constant,

\[
\langle \dot{M}_A^+ w, \dot{\varphi} \rangle_{\mathbb{R}^n} = \sum_{\ell=0}^{m-1} \sum_{j=0}^m \frac{1}{\ell!} \int_0^\infty \langle A_{\alpha\alpha} (2\pi i \cdot)^{\alpha\alpha} \partial^j \hat{w}(\cdot, t), (2\pi i \cdot)^{\alpha\alpha} \partial^j (t^\ell Q^m_i \varphi_\ell) \rangle_{\mathbb{R}^n} \, dt.
\]

By definition of $A_{\alpha\alpha}$,

\[
\langle \dot{M}_A^+ w, \dot{\varphi} \rangle_{\mathbb{R}^n} = \sum_{j=0}^m \int_0^\infty (2\pi |\xi|)^{2m-2j} \partial^j \hat{w}(\xi, t) \partial^j (t^\ell e^{-(4\pi^2 t^2|\xi|^2)^m}) \varphi_\ell(\xi) \, d\xi \, dt.
\]

Recall that $Q^m_i = e^{-(t^2 \Delta)^m}$. Thus, $\hat{Q}^m_i \psi(\xi) = e^{-(4\pi^2 t^2|\xi|^2)^m} \hat{\psi}(\xi)$, and so

\[
\langle \dot{M}_A^+ w, \dot{\varphi} \rangle_{\mathbb{R}^n} = \sum_{j=0}^m \int_0^\infty (2\pi |\xi|)^{2m-2j} \partial^j \hat{w}(\xi, t) \partial^j (t^\ell e^{-(4\pi^2 t^2|\xi|^2)^m}) \varphi_\ell(\xi) \, d\xi \, dt.
\]

By definition of $w$,

\[
\langle \dot{M}_A^+ w, \dot{\varphi} \rangle_{\mathbb{R}^n} = \sum_{j=0}^m \int_0^\infty (2\pi |\xi|)^{2m-2j} f_k(\xi) \partial^j \exp(2\pi i |\xi| e^{\pi i k/(m+1)} t)
\times \partial^j (t^\ell e^{-(4\pi^2 t^2|\xi|^2)^m}) \varphi_\ell(\xi) \, d\xi \, dt
\]

\[
= \sum_{j=0}^m \int_0^\infty \int_0^\infty \hat{\varphi}_\ell(\xi) f_k(\xi) (2\pi |\xi|)^{2m-j} i^j e^{-i k/(m+1)}
\times \exp(2\pi i |\xi| e^{\pi i k/(m+1)} t) \partial^j (t^\ell e^{-(4\pi^2 t^2|\xi|^2)^m}) \, d\xi \, dt.
\]

We wish to change the order of integration. We must show that the integral converges absolutely; it will be technically easier to show absolute convergence after the change. Making the change of variables $u = t |\xi|$, we see that

\[
\int_0^\infty \exp(2\pi i |\xi| e^{\pi i k/(m+1)} t) \partial^j (t^\ell e^{-(4\pi^2 t^2|\xi|^2)^m}) \, dt = C_{j,k,\ell} |\xi|^{j-\ell-1}.
\]
But by assumption on $f$, and because $\varphi_\ell$ is smooth and compactly supported,

$$\int_{\mathbb{R}^n} |\widehat{\varphi}_\ell (\xi)| |f_k(\xi)| (2\pi|\xi|)^{2m-j} C_{j,k,\ell}|\xi|^{j-\ell-1} \, d\xi < \infty.$$ 

Thus we may change the order of integration to see that

$$\langle M^+_A w, \varphi \rangle_{\mathbb{R}^n} = \sum_{\ell=0}^{m-1} \sum_j \sum_k \frac{1}{\ell!} \int_{\mathbb{R}^n} \widehat{\varphi}_\ell (\xi) f_k(\xi) (2\pi|\xi|)^{2m-j} j! \exp(i k (m+1) t) \left( t^\ell e^{-4\pi^2 \xi^2 t^2} \right) dt \, d\xi.$$ 

We will need a precise formula for (not a bound on) the second integral. We will obtain it by integrating by parts in $t$. If $0 \leq J \leq m$, then $\lim_{t \to 0^+} \partial_t^J \left( t^\ell e^{-\alpha t} \right) = 0$ unless $J = \ell$, in which case the limit is $\ell!$. Thus, if $j \geq \ell + 1$ then

$$\int_0^\infty \exp \left( 2\pi i |\xi| e^{\pi i k/(m+1)} t \right) \partial_t^j \left( t^\ell e^{-4\pi^2 \xi^2 t^2} \right) dt$$

$$= \int_0^\infty (-1)^j \partial_t^j \exp \left( 2\pi i |\xi| e^{\pi i k/(m+1)} t \right) \left( t^\ell e^{-4\pi^2 \xi^2 t^2} \right) dt$$

$$+ \lim_{t \to 0^+} (-1)^j \partial_t^j \left( t^\ell e^{-4\pi^2 \xi^2 t^2} \right) \ell!.$$ 

If $j \leq \ell$ then we have a very similar formula without the second term. Thus,

$$\langle M^+_A w, \varphi \rangle_{\mathbb{R}^n} = \sum_{\ell=0}^{m-1} \sum_j \sum_k \frac{1}{\ell!} \int_{\mathbb{R}^n} \widehat{\varphi}_\ell (\xi) f_k(\xi) (2\pi|\xi|)^{2m} \sum_{j=0}^{m} \exp \left( 2\pi i |\xi| e^{\pi i k/(m+1)} t \right) \left( t^\ell e^{-4\pi^2 \xi^2 t^2} \right) dt \, d\xi$$

$$- \sum_{\ell=0}^{m-1} \sum_{k=1}^{m} \int_{\mathbb{R}^n} \widehat{\varphi}_\ell (\xi) f_k(\xi) (2\pi|\xi|)^{2m-1-\ell} \sum_{j=\ell+1}^{m} \exp \left( 2\pi i (2j-\ell) k/(m+1) \right) dt \, d\xi.$$
Summing our two geometric series, we see that

\[
\langle \hat{M}^+_A w, \hat{\varphi} \rangle_{\mathbb{R}^n} = - \sum_{\ell=0}^{m-1} \sum_{k=1}^{m} \int_{\mathbb{R}^n} \hat{\varphi}_\ell(\xi) f_k(\xi) (2\pi |\xi|)^{2m-1-\ell} i^{2} \frac{2 \sin((1+\ell)k/(m+1))}{e^{2\pi ik/(m+1)} - 1} d\xi.
\]

Recall that, given functions \(G_\ell\), we wish to find functions \(f_k\) such that

\[
\langle \hat{M}^+_A w, \hat{\varphi} \rangle_{\mathbb{R}^n} = \sum_{\ell=0}^{m-1} \int_{\mathbb{R}^n} \hat{\varphi}_\ell(\xi) G_\ell(\xi) d\xi
\]

and such that

\[
\sum_{k=1}^{m} \int_{\mathbb{R}^n} |f_k(\xi)|^2 |\xi|^{2m} d\xi \leq C \sum_{\ell=0}^{m-1} \int_{\mathbb{R}^n} |G_\ell(\xi)|^2 |\xi|^{2+2\ell-2m} d\xi.
\]

Thus, it suffices to find functions \(f_k\) that satisfy the bound (6.3) and the equations

\[
(2\pi |\xi|)^{-m+1+\ell} G_\ell(\xi) = -2i^\ell \sum_{k=1}^{m} \frac{(2\pi |\xi|)^m f_k(\xi)}{e^{2\pi ik/(m+1)} - 1} \sin((1+\ell)k/(m+1)).
\]

As is well known in, for example, the theory of the discrete Fourier transform, the \(m \times m\) matrix \(M = (M_{Lk})_{L,k=1}^{m}\) whose entries are given by \(M_{Lk} = \sin((\pi Lk)/(m+1))\) is invertible. Thus, given \(G_\ell\), we may find functions \(f_k\): if the functions \(G_\ell\) satisfy the bound (6.1), then the functions \(f_k\) satisfy the bound (6.3), as desired. This completes the proof of Theorem 6.1.

7 Invertibility of layer potentials and boundary value problems

There is a deep connection between well posedness of boundary value problems and invertibility of layer potentials. The classic method of layer potentials states that if \(\hat{M}^+_A D^A\) is surjective \(\mathcal{D} \mapsto \mathcal{N}\), then solutions to the Neumann problem with boundary values in \(\mathcal{N}\) exist. In [52], Verchota proved a result (for harmonic functions, but the argument generalizes easily) going in the other direction: if solutions to the Neumann problem are unique in both \(\mathbb{R}^{n+1}_+\) and \(\mathbb{R}^{n+1}_-\), then \(\hat{M}^+_A D^A\) is one-to-one. Converses to these results for more general second order operators were proven in [20,22], and the generalization to the higher order case was established in [12].

We will summarize the relevant results of [12] in Sect. 7.1 and apply them in Sect. 7.2.
7.1 Known results

Let $X^+$ and $X^-$ be two spaces of functions (or equivalence classes of functions) defined in $\mathbb{R}^{n+1}_+$ and $\mathbb{R}^{n+1}_-$. Let $\mathcal{D}$ and $\mathcal{N}$ be two spaces of equivalence classes of functions or distributions defined on $\mathbb{R}^n = \partial \mathbb{R}^{n+1}_\pm$.

Then we have the following theorem.

**Theorem 7.1** [12] Suppose that $L$ is an elliptic operator of order $2m$ associated with coefficients $A$ that satisfy the ellipticity conditions (2.1) and (2.3). Suppose that the following conditions are valid.

1. If $u \in X^\pm$ and $Lu = 0$ in $\mathbb{R}^{n+1}_\pm$, then $\hat{T}_{m-1}^\pm u \in \mathcal{D}$ and $\hat{M}_A^\pm u \in \mathcal{N}$.
2. The single layer potential $S^L$ is bounded $\mathcal{N} \mapsto X^+$ and $\mathcal{N} \mapsto X^-$.
3. The double layer potential $D^A$ is bounded $\mathcal{D} \mapsto X^+$ and $\mathcal{D} \mapsto X^-$.
4. If $\dot{g} \in \mathcal{N}$, then we have the jump relations

\[
\hat{T}_{m-1}^+ S^L \hat{g} - \hat{T}_{m-1}^- S^L \hat{g} = 0, \\
\hat{M}_A^+ S^L \hat{g} + \hat{M}_A^- S^L \hat{g} = \hat{g}.
\]

5. If $\dot{f} \in \mathcal{D}$, then we have the jump relations

\[
\hat{T}_{m-1}^+ D^A \dot{f} - \hat{T}_{m-1}^- D^A \dot{f} = -\dot{f}, \\
\hat{M}_A^+ D^A \dot{f} + \hat{M}_A^- D^A \dot{f} = 0.
\]

6. If $u \in X^\pm$ and $Lu = 0$ in $\mathbb{R}^{n+1}_\pm$, then we have the Green’s formulas

\[
u = \mp D^A (\hat{T}_{m-1}^\pm u) + S^L (\hat{M}_A^\pm u) \quad \text{in } X^\pm.
\]

Then $\hat{M}_A^\pm D^A$ is surjective $\mathcal{D} \mapsto \mathcal{N}$ if and only if, for every $\dot{g} \in \mathcal{N}$, there exists a $u_+ \in X^+$ and a $u_- \in X^-$ such that $\pm \hat{M}_A^\pm u_\pm = \dot{g}$. (In this case there is some $\dot{f} \in \mathcal{D}$ such that $u_\pm = D^A \dot{f}$.)

Furthermore, the bound $\|\dot{f}\|_\mathcal{D} \leq C \|\hat{M}_A D^A \dot{f}\|_{\mathcal{N}}$ is valid for all $\dot{f} \in \mathcal{D}$ if and only if the two bounds $\|u_+\|_{X^+} \leq C \|\hat{M}_A^+ u_+\|_{\mathcal{N}}$ and $\|u_-\|_{X^-} \leq C \|\hat{M}_A^- u_-\|_{\mathcal{N}}$ are valid for all $u_\pm \in X^\pm$ with $Lu_\pm = 0$ in $\mathbb{R}^{n+1}_\pm$.

Notice that all results must be checked in both the upper and lower half-spaces; this is because of the use of the jump relations. We remark that, by considering the change of variables $(x, t) \mapsto (x, -t)$, all of the results of Sects. 3.3, 4.1, 4.4 and 5 are valid in the lower half-space as well as the upper half-space.

The jump relations are well known in the second order case. To check Conditions (4) and (5) of Theorem 7.1, it will be useful to have the following fact.

**Lemma 7.2** [12] Let $L$ be as in Theorem 7.1. Let $\dot{f} \in \hat{W}A^{2}_{m-1,1/2}(\mathbb{R}^n)$ and let $\dot{g} \in (\hat{W}A^{2}_{m-1,1/2}(\mathbb{R}^n))^*$. Then the jump relations of Conditions (4) and (5) are valid.
In order to prove Theorem 1.2, we will need an adjoint relation for layer potentials; again, this result is well known in the second order case and may be easily generalized to the higher order case.

**Lemma 7.3** ([12]) Let $L$ and $A$ be as in Theorem 7.1. Let $A^*$ be the adjoint matrix, that is, $A^*_{a\beta} = \overline{A_{\beta a}}$. Let $L^*$ be the associated elliptic operator. Then we have the adjoint relations

$$\langle \dot{\phi}, \hat{M}_A^+ \mathcal{D}^A \dot{f} \rangle_{\mathbb{R}^n} = \langle \dot{M}_A^+ \mathcal{D}^A^* \dot{\phi}, \dot{f} \rangle_{\mathbb{R}^n},$$  \hspace{1cm} (7.1)

$$\langle \dot{\gamma}, \hat{T}_{m-1}^L \hat{g} \rangle_{\mathbb{R}^n} = \langle \hat{T}_{m-1}^L \mathcal{S}^L \hat{\gamma}, \dot{g} \rangle_{\mathbb{R}^n},$$  \hspace{1cm} (7.2)

for all $\dot{f}, \dot{\phi} \in \dot{W}A_{m-1,1/2}^2(\mathbb{R}^n)$ and all $\dot{\gamma}, \dot{\gamma} \in (\dot{W}A_{m-1,1/2}^2(\mathbb{R}^n))^*$.

### 7.2 Proofs of the main theorems

In order to apply Theorem 7.1, we must show that the boundary and solution spaces of Theorems 1.1 and 1.2 satisfy the given conditions.

**Lemma 7.4** If $L$ is as in Theorem 7.1, then the spaces

$$X^\pm = \left\{ v : \int_{\mathbb{R}^n_{x,t}} |\nabla^m v(x,t)|^2 |t| \, dx \, dt < \infty, \, \sup_{\pm \tau > 0} \|\nabla^{m-1} v(\cdot, \tau)\|_{L^2(\mathbb{R}^n)} < \infty \right\},$$

$$\mathcal{D} = \dot{W}A_{m-1,0}^2(\mathbb{R}^n), \quad \mathcal{M} = (\dot{W}A_{m-1,1}^2(\mathbb{R}^n))^*$$

satisfy the conditions of Theorem 7.1.

**Proof** Condition (1) follows from Theorems 3.5 and 3.7. Conditions (2) and (3) follow from Theorem 3.4. The jump relations of Conditions (4) and (5) are true for $\dot{f}$ and $\dot{g}$ in dense subspaces of $\dot{W}A_{m-1,0}^2(\mathbb{R}^n)$ and $(\dot{W}A_{m-1,1}^2(\mathbb{R}^n))^*$; Conditions (1–3) imply that Conditions (4) and (5) are true by density. Condition (6) is valid by Theorem 4.3.

**Lemma 7.5** If $L$ is as in Theorem 7.1, then the spaces

$$X^\pm = \left\{ w : \int_{\mathbb{R}^n_{x,t}} |\nabla^m_\xi w(x,t)|^2 |t| \, dx \, dt < \infty, \, \sup_{\pm \tau > 0} \|\nabla^m w(\cdot, \tau)\|_{L^2(\mathbb{R}^n)} < \infty \right\},$$

$$\mathcal{D} = \dot{W}A_{m-1,1}^2(\mathbb{R}^n), \quad \mathcal{M} = (\dot{W}A_{m-1,0}^2(\mathbb{R}^n))^*$$

satisfy the conditions of Theorem 7.1.

**Proof** Condition (1) follows from Theorems 3.6 and 3.8. Conditions (2) and (3) follow from Theorem 3.3. The jump relations of Conditions (4) and (5) are true for $\dot{f}$ and $\dot{g}$ in dense subspaces of $\dot{W}A_{m-1,1}^2(\mathbb{R}^n)$ and $(\dot{W}A_{m-1,0}^2(\mathbb{R}^n))^*$; Conditions (1–3) imply that Conditions (4) and (5) are true by density. Condition (6) is valid by Theorem 4.3.

We now prove our main theorems.
Proof of Theorem 1.1} By Theorem 7.1, Lemma 7.5 and Theorem 5.2, if $A$ is as in Theorem 5.1, then the operators $\dot{M}^\pm_A D^A$ satisfy the estimate

$$
\| \dot{f} \|_{\dot{W}A^2_{m-1,1}(\mathbb{R}^n)} \leq C \| \dot{M}^{\pm}_A D^A \dot{f} \|_{(\dot{W}A^2_{m-1,0}(\mathbb{R}^n))^*}.
$$

We need only show that these operators are surjective to complete the proof of Theorem 1.1.

By Theorem 6.1 there is a constant coefficient matrix $A_0$ such that solutions to the Neumann problem exist, and so $\dot{M}^+_A D^{A_0}$ is onto $\dot{W}A^2_{m-1,1}(\mathbb{R}^n) \mapsto (\dot{W}A^2_{m-1,0}(\mathbb{R}^n))^*$. Choose some $A$. Let $A_s = (1-s)A_0 + sA$. Observe that $A_s$ is self-adjoint, bounded and elliptic, uniformly in $0 \leq s \leq 1$.

Let $\dot{M}_s = \dot{M}^+_{A_s} D^{A_s}$. Then there exist some constants $C_0$ and $C_1$ depending on the ellipticity constants of $A$ and $A_0$ such that

$$
\frac{1}{C_0} \| \dot{f} \|_{\dot{W}A^2_{m-1,1}(\mathbb{R}^n)} \leq \| \dot{M}_s \dot{f} \|_{(\dot{W}A^2_{m-1,0}(\mathbb{R}^n))^*} \leq C_1 \| \dot{f} \|_{\dot{W}A^2_{m-1,1}(\mathbb{R}^n)}
$$

for all $\dot{f} \in \dot{W}A^2_{m-1,1}(\mathbb{R}^n)$ and all $0 \leq s \leq 1$.

By analytic perturbation theory, if $0 \leq r \leq s \leq 1$ and $|s - r|$ is small enough (depending only on $C_1$), then

$$
\| \dot{M}_s - \dot{M}_r \| \leq C|s - r|
$$

where, again, the constant $C$ depends only on $C_1$, and where the given norm is the operator norm $\dot{W}A^2_{m-1,1}(\mathbb{R}^n) \mapsto (\dot{W}A^2_{m-1,0}(\mathbb{R}^n))^*$.

Suppose that $\dot{M}_r$ is onto (and thus is bijective). Its inverse has operator norm at most $C_0$. Let $|s - r| = 1/N$ for some integer $N$; we may choose $N$ large enough, depending only on $C_0$ and $C_1$, such that

$$
\| \dot{M}_s - \dot{M}_r \| \leq \frac{1}{2C_0} \leq \frac{1}{2\| \dot{M}_r^{-1} \|}.
$$

Now, consider the operator

$$
\dot{M} = \sum_{j=0}^{\infty} \dot{M}_r^{-1}[(\dot{M}_r - \dot{M}_s) \dot{M}_r^{-1}]^j.
$$

The sum converges to a bounded operator defined on all of $(\dot{W}A^2_{m-1,0}(\mathbb{R}^n))^*$. But

$$(\dot{M}_s \dot{M} = (\dot{M}_s - \dot{M}_r) \dot{M} + \dot{M}_r \dot{M})$$

$$
\begin{align*}
&= - \sum_{j=0}^{\infty} [(\dot{M}_r - \dot{M}_s) \dot{M}_r^{-1}]^{j+1} + \sum_{j=0}^{\infty} [(\dot{M}_r - \dot{M}_s) \dot{M}_r^{-1}]^j = I
\end{align*}
$$
is the identity, and so $\dot{M} = \dot{M}_s^{-1}$ and $\dot{M}_s$ is surjective as well. Thus, since $\dot{M}_0$ is surjective, by working in small steps we see that $\dot{M}_1 = \dot{M}_A D^A$ is surjective for any bounded self-adjoint elliptic matrix $A$.

Thus, $\dot{M}_A^+ D^A$ is invertible from $\dot{W}A^2_{m-1,1}(\mathbb{R}^n)$ to $(\dot{W}A^2_{m-1,0}(\mathbb{R}^n))^*$, and so the Neumann problem (1.7) is well posed for coefficients as in Theorem 1.1. This completes the proof.

Proof of Theorem 1.3 Suppose that $A_0$ is as in Theorem 1.3. Then by Theorem 7.1 and Lemma 7.4 or 7.5, $\dot{M}_A^+ D^A_0$ is an invertible mapping $\dot{W}A^2_{m-1,1} \mapsto (\dot{W}A^2_{m-1,1})^*$ or $\dot{W}A^2_{m-1,1} \mapsto (\dot{W}A^2_{m-1,0})^*$. If $A$ is $t$-independent and sufficiently close to $A_0$, then $A$ is also elliptic, and so by the bounds (4.6) or (4.8) $\dot{M}_A^+ D^A$ is bounded as a mapping between the same two pairs of spaces. Thus, by analytic perturbation theory, if $A$ is sufficiently close to $A_0$, then $\dot{M}_A^+ D^A$ is also invertible, and so the Neumann problem (1.7) or (1.10) is well posed, as desired.

Proof of Theorem 1.2 Observe that by the duality relation (7.1) (true in dense subsets of the relevant spaces),

$$\dot{M}_A^+ D^A : \dot{W}A^2_{m-1,0}(\mathbb{R}^n) \mapsto (\dot{W}A^2_{m-1,1}(\mathbb{R}^n))^*$$

is invertible if and only if

$$\dot{M}_A^+ D^A_* : \dot{W}A^2_{m-1,1}(\mathbb{R}^n) \mapsto (\dot{W}A^2_{m-1,0}(\mathbb{R}^n))^*$$

is invertible. Thus, Theorems 1.1 and 1.2 are equivalent.

Remark 7.6 Under the conditions of Theorem 7.1, invertibility of $\dot{\text{Tr}}^+_{m-1} S^L$ is equivalent to well posedness of the Dirichlet problem. See [12].

Thus, as in the proof of Theorem 1.2 (using the duality relation (7.2)), for elliptic $t$-independent coefficients, well posedness of the Dirichlet problem, with coefficients $A_0$, boundary data in $\dot{W}A^2_{m-1,0}(\mathbb{R}^n)$, and solutions as in Lemma 7.4, implies well posedness of the Dirichlet regularity problem with coefficients $A^*$, boundary data in $\dot{W}A^2_{m-1,1}(\mathbb{R}^n)$, and solutions as in Lemma 7.5.

The main result of [32] is that for second order $t$-independent operators, well posedness of the Dirichlet problem with coefficients $A$ and boundary data in $L^p(\mathbb{R}^n)$ implies well posedness of the regularity problem with coefficients $A^*$ and boundary data in $\dot{W}^p_{1/2}(\mathbb{R}^n)$ for $1/p + 1/p' = 1$, provided $2 - \varepsilon < p < \infty$. Indeed they prove that solutions may be represented as the single layer potential of some appropriate input function. Notice that the trace results of [19] (in particular Theorem 3.7) are essential to the argument presented here, and that those theorems were proven using many ideas from [32]; the approach described here may be thought of as another way of formulating the arguments of [32].
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