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Abstract—Granular-ball computing (GBC) is an efficient, robust, and scalable learning method for granular computing. The granular ball (GB) generation method is based on GB computing. This article proposes a method for accelerating GB generation using division to replace k-means. It can significantly improve the efficiency of GB generation while ensuring an accuracy similar to that of the existing methods. In addition, a new adaptive method for GB generation is proposed by considering the elimination of the GB overlap and other factors. This makes the GB generation process parameter-free and completely adaptive in the true sense. In addition, this study first provides mathematical models for the GB covering. The experimental results on some real datasets demonstrate that the two proposed GB generation methods have accuracies similar to those of the existing method in most cases, while adaptiveness or acceleration is realized. All the codes were released in the open-source GBC library at http://www.cquptshuyinxia.com/GBC.html or https://github.com/syxiaa/gbc.

Index Terms—Class noise, granular ball (GB), granular-ball computing (GBC), granular computing, GB generation, label noise.

I. INTRODUCTION

COGNITIVE computing combined with human cognitive mechanisms makes the decision-making process more reliable, efficient, and understandable. It is an important means to achieve reliable governance of information spaces and is an important direction for the development of artificial intelligence. Chen’s [1] research results, published in the journal Science in 1982, revealed that human cognition is characterized by large-scale priority. Large outline letters are seen first, followed by small letters within the outline letters, as shown in Fig. 1. Granular computing can achieve efficient, scalable, and robust learning based on this cognitive characteristic. Zadeh [2], [3] proposed the problem of granular information granulation and the concept of granular computing. After decades of continuous research by scholars at home and abroad, fuzzy sets [4], [5], [6], [7] and rough sets [8], [9], [10], [11] have been developed. Zhang and Zhang [12], [13] proposed the quotient space theory, Li et al. [14], [15] proposed the cloud model theory, and Xia et al. [16], [17] developed the granular-ball computing (GBC) as well as other model methods.

Data elements in fuzzy sets are described by the membership degree of different granularities of fuzzy information. The rough set theory and quotient space theory use equivalence relations and equivalence classes to construct granules of different sizes. The universe of rough set theory is the point set of objects, and topological relations between elements are not considered. The quotient space theory is studied under the condition that topological relations exist between the elements in the universe. Quotient space and cloud models are two important granular computing methods. Among these, rough sets have been the most widely studied, and many scholars have made significant efforts in the field of rough sets. Wang [18] discovered a distinction between a rough set’s algebraic and information entropy forms. Pei and Miao [19] discovered equivalence between fuzzy soft sets and fuzzy information systems. Qian et al. [10] used positive field reduction and nuclear attributes to reduce the number of

![Fig. 1. Human cognition—the coarse-grained large range is preferred.](image-url)
calculations in the positive field of an attribute combination explosion. Xu and Wang [20] established the topological structure of a covering rough-set model. Yao [21] pointed out that the label noise has an obvious interference effect on the upper and lower approximate calculations. Hu et al. [22] designed a robust classification algorithm based on fuzzy lower approximation and considered the data distribution information and was included in the calculation and fuzzy approximation of the data distribution of rough set model perception [23]. Wu and Leung [24] proposed a multiscale decision table. Chen et al. [25] proposed a dynamic incremental approximation method based on a rough-set maintenance environment. Xia et al. [8] proposed a parameterless rough set method that can process continuous data without relying on the membership function.

In granular computing, the larger the granularity, the higher the efficiency, and the better the robustness to noise; however, it is also more likely to cause neglect of details and loss of accuracy. The smaller the granularity, the more attention is paid to the details, but this may reduce efficiency and deteriorate robustness to noise. Selecting different granularities according to different scenes can improve the performance of the multigranularity learning method. Although multigranular computing has a long research history, as cognitive computing science, it also faces some new challenges and needs new development. For example, in terms of the “classifier,” one of the most widely used methods of artificial intelligence, as shown in Fig. 2(a), the inputs of most existing classifiers are the finest-grained sample points or pixels [26], [27], [28]; therefore, coarse-grained characterization is lacking. Some researchers have proposed classification algorithms based on multigranularity ideas. For example, Dick and Kandel [29] assumed that the connection weights are all linguistic variables and that they have different granulation of connection weights. Weight updating is realized by adding “linguistic hedges,” but this method sacrifices accuracy. Leite et al. [30] used fuzzy neurons to build interpretable multisize local models [31], [32], which can learn fuzzy rules, and the output space can be processed as membership information, which can be used to process fuzzy data. In a few cases of machine learning and data mining, such as in [33], fuzzy rules are extracted for credit card fraud detection. The purpose of these studies is to use neural networks to process fuzzy data and apply them to fuzzy control. It is not based on multigranularity ideas to improve the scalability, efficiency, or robustness of the classifier, and its essence is still a point-input method. Park et al. [34] constructed the information granule by feature selection in the input space, which is essentially a feature preprocessing method without changing the learning mode of the neural networks. Tang and He [35] introduced a method of sampling and mapping information granules in a support vector machine. The research work of [34] and [35] focuses more on understanding existing research using the concept of multigranularity. Pedrycz and Vukovich [36] systematically proposed a neural network granulation framework from the input layer and output layers. Both the rough set and fuzzy methods can granulate the input space. However, this study did not realize a specific multigranularity neural network and examined its performance advantages. As shown in Fig. 2(a), the input of the traditional classifier is composed of the finest-grained granules, i.e., data points. In the multigranularity classifier in Fig. 2(b), the input are no longer the finest-grained points but some abstract granules. By adjusting the input granules, so that the improved classifier becomes a multigranularity classifier. The design of this granularity should meet high-dimensional scalability, i.e., no complicated calculations are required in the high-dimensional space. For this reason, Xia et al. [17] proposed a granular ball (GB) computing method using ball as “granule.” This is because the geometry of a ball is completely symmetrical, and only two data points are needed to characterize it in any dimension: center and radius, so it is convenient to apply to high-dimensional data. At the same time, they also proposed an efficient and adaptive method to generate GBs.

Furthermore, GB computing is introduced into the classifier, the framework of the GB computing classifier is proposed, the original model of the GB support vector machine (GBSVM) is derived, and the k-nearest neighbor algorithm of the GB (GBkNN) is proposed [17]. The efficiency of the GBkNN is hundreds of times higher than that of the existing k-nearest neighbor (kNN) algorithm, especially for large-scale data. In addition, the GBkNN does not need to select parameter k and helps to alleviate the performance in unbalanced data, which is not available in existing kNN algorithms. Owing to the robustness of GB computing, the GBkNN has higher accuracy than the accurate kNN in many datasets. In addition, GB computing was introduced into the neighborhood rough set (NRS), and a new rough set method called “GBs neighborhood rough set (GBNRS)” was developed [8]. GBNRS is the first parameter-free rough-set algorithm to process continuous data without prior knowledge (i.e., setting the membership function), which is more efficient than NRS. Because GBNRS can adaptively select the neighborhood radius, it can obtain a higher classification accuracy than NRS in many cases. In addition, the GB computing was introduced into the k-means algorithm and a simple and fast k-means clustering method “ball k-means” was developed [16]. Ball k-means is dozens of times more efficient than similar algorithms, especially in the challenging large-k clustering problem. GB computing is efficient, robust, and scalable [17]. However, there are still many challenges in GB generation, such as the optimization of the purity threshold and its efficiency improvement. The main contributions of this study are as follows.

1) The acceleration GB generation method is proposed using the division to replace k-means. It can accelerate...
the GB generation several times to dozens of times while a similar accuracy is achieved.

2) A new adaptive method for the GB generation is proposed by considering the GB’s overlap elimination and some other factors. This makes the GB generation process parameter-free and completely adaptive in the true sense.

3) This article first provides the mathematical models for the GB covering.

4) A fully adaptive GBkNN algorithm is indirectly proposed based on the adaptive GB generation method.

II. RELATED WORK

A. GB Computing

Combining the theoretical basis of traditional granular computing, and based on the research results published by Chen [1] in Science in 1982, he pointed out that “human cognition has the characteristics of large-scale priority,” and Wang [37] put forward much granular cognitive computing. Based on granular cognitive computing, GB computing is a new, efficient and robust granular computing method proposed by Xia et al. [17], the core idea of which is to use “GBs” to cover or partially cover the sample space. A GB = \{x_i (i = 1, \ldots , n)\}, where x_i represents the objects in GB and N is the number of objects in GB. GB’s center C and radius r are represented as follows:

\[
C = \frac{1}{N} \sum_{i=1}^{N} x_i
\]

(1)

\[
r = \frac{1}{N} \sum_{i=1}^{N} |x_i - C|.
\]

(2)

This implies that the radius is equal to the average distance from all objects in GB to its center. The radius can also be set as the maximum distance. The “GB” with a center and radius is used as the input of the learning method or as accurate measurements to represent the sample space, achieving multigranularity learning characteristics (i.e., scalability, multiple scales, etc.) and the accurate characterization of the sample space. In addition, we give the definition of purity in Definition 1.

Definition 1: Given a GB, which is composed of k classes of samples, i.e., that \( \bigcup_{i=1}^{k} C_i = GB \) and \( \bigcap_{i=1}^{k} C_i = \emptyset \), where \( C_i \) represents the i-th class of samples in GB. The purity \( T_{GB} \) of GB can be expressed as

\[
T_{GB} = \frac{\max \{|c_i|\}}{|GB|}, \quad i = 1, 2, \ldots , k
\]

(3)

where \(|.|\) represents the number of samples in a set.

The generation of GBs requires that the purity of GBs does not meet the given purity threshold. If the purity of the GB meets the purity threshold, the splitting is stopped. The basic process of GB generation for classification problems in GB computing is shown in Fig. 3.

As shown in Fig. 3, to simulate the “characteristics of the large-scale priority of human cognition” at the beginning of the algorithm, the entire dataset can be regarded as a GB. At this time, the purity of the GB was the worst and could not describe the distribution characteristics of the data. The “purity” is used to measure the quality of a GB [17] in step 3 in Fig. 3. This was equal to the proportion of most labels in the GB. Then, the number of different classes in the GB is counted and denoted as \( m \); the GB is split into \( m \) child GBs in step 2. In step 3, the purity of each GB is calculated; if a GB does not reach the purity threshold, it must be split. As the splitting process continues to advance, the purity of the GBs increases, the decision boundary becomes increasingly clearer, the boundary is clearest, and the algorithm converges when the purity of all GBs meets the requirements. It can be concluded from [17] that for a dataset, regardless of the distribution of its data, we can describe its decision boundary using sufficient GBs.

An example of GB generation on the dataset fourclass is shown in Fig. 4. At the beginning of the algorithm, as shown in Fig. 4(a), the entire dataset can be considered as a GB. As the fourclass contains two classes of points, \( k \) in step 2 in Fig. 3 is equal to 2, and two heterogeneous points are randomly selected as the initial centers of the two-child GBs. The experimental results are presented in Fig. 4(b). However, the GBs are too coarse, and the qualities of the GBs are not sufficiently high, that is, their purities do not reach the purity threshold. Therefore, the decision boundary of the GBs was inconsistent with that of the dataset. As the splitting process progresses, as shown in Fig. 4(c)–(d), the GBs become finer, and the purity of each GB becomes high until it reaches the purity threshold or other quality measurements. As shown in Fig. 4(e), each GB reached the purity threshold and was sufficiently fine. At this time, the decision boundary was consistent with that of the dataset. Fig. 4(f) shows the extracted GBs when the points are removed.

The more the number of GBs, the higher the purity of the whole GBs, and the more stable the splitting result. If the number of GBs is too small, it means that some GBs have poor quality and can easily generate higher-quality GBs, and the splitting result is not sufficiently stable. As shown in Fig. 4(b), the number of GBs is very small. At this time, the GBs cannot perfectly reflect the data distribution and can be easily divided into high-quality GBs. If the number of GBs is the same as the number of points in the dataset, the purity of each GB is one. As shown in Fig. 4(e), the number of GBs is very large, which perfectly reflects the data distribution, and it is difficult.
intelligence algorithms. In regression at the same time, and can be easily parallelized independently of training, can be used for classification and B. Granular-Ball kNN (GBS) methods [38].

GB computing has led to the development of GB classifiers [17], GB clustering [16], GBNRS [8], and GB sampling (GBS) methods [38].

B. Granular-Ball kNN

The kNN algorithm has many characteristics, such as simplicity and natural response to multiple classifications, independent of training, can be used for classification and regression at the same time, and can be easily parallelized and implemented. This is one of the most widely used artificial intelligence algorithms. In kNN, the basic principle of finding the kNNs of a query point is to compute the Euclidean distance from the query point of all data points and use the values (or labels) of these neighbors to predict or classify the query point. This method is called a full-search algorithm (FSA). The FSA requires \( k \) NN, the basic principle of finding \( k \) NN is that there is no need to optimize the parameter \( k \), and the query point label is determined by the adaptively generated nearest neighbor GB with different coarse grains; the second advantage of GB\( \times \)kNN is that the number of GBs is much smaller than the sample points, and the calculation amount of the nearest GB queried by the query point is much less than \( k \)NN, resulting in higher efficiency of GB\( \times \)kNN than traditional kNN; the third advantage is that the decision of traditional kNN can be affected by label noise, but GB\( \times \)kNN regards some minority samples as noise, so that it has good robustness, especially on noisy datasets. These three points are important advantages of the GB\( \times \)kNN.

C. GB Sampling

The purpose of GBS is to decrease the size of a dataset in classification by introducing the concept of GB computing. The GBS method uses adaptively generated balls to cover the data space, and the points near the boundary of each GB constitute the sampled results [38]. Fig. 5 shows the basic idea of GBS. Fig. 5(a) shows the original dataset and its decision boundary. In Fig. 5(b), we find the intersections of the coordinate axis with the GB center as the origin and GB. In a GB, the points closest to these intersections constitute the sampled result among the points with the same label as the ball. These points were located near the boundaries of the GB. The same label can filter the effect of label noise points. For example, for the GB \( A \) in Fig. 5(b), the intersection points of the ball and the coordinate axis with the center of the ball as the origin are \( a - d \), and the points with the same label as the ball closest to these intersections are \( a' - d' \) in \( A \). Therefore, \( a' - d' \) are the sampling results in \( A \), and they are also the best points for describing the boundary of the GB \( A \). Therefore, as shown in Fig. 5(c), the boundary generated by GBS is closer to the boundary of the original dataset than the boundary generated by random sampling.

For the intersection point \( a \) on the GB, it can be expressed as the point where the center point vector \( c \) moves the length \( r \) along the specified coordinate axis. The moving direction of the center vector includes positive and negative, so the coordinate axis corresponds to two intersection points. Specifically, for a \( d \)-dimensional dataset \( D \), the center point vector \( c \) of the \( i \)th GB generated on \( D \) is \( c = (c_1^i, c_2^i, \ldots, c_d^i) \), and radius \( r_i \). The two intersection points in the positive and negative directions of the \( j \)th coordinate axis can be expressed as follows:

\[
\begin{align*}
b_j^+ &= (c_1^i, c_2^i, \ldots, c_i^i + r_i, \ldots, c_d^i) \quad (4) \\
b_j^- &= (c_1^i, c_2^i, \ldots, c_i^i - r_i, \ldots, c_d^i). \quad (5)
\end{align*}
\]
In the balanced datasets, the sampling point set \( S_k \) in the \( k \)th GB can be expressed as

\[
S_k = \left\{ x_i | x_i \in GB_k, \text{label}(x_i) = \text{label}(GB_k) \right\}
\]

\[
S_k \cup \left\{ x_i | x_i \in S_{km} \right\}
\]

(6)

where

\[
S_{km} = \left\{ x_i | \min(\text{dis}(x_i, b_m^+)), x_i \in GB_k, \text{label}(x_i) = \text{label}(GB_k) \right\}
\]

\[
\cup \left\{ x_i | \min(\text{dis}(x_i, b_m^-)), x_i \in GB_k, \text{label}(x_i) = \text{label}(GB_k) \right\}
\]

(7)

Equation (6) indicates that the labels of the points in \( S_k \) are consistent with the \( k \)th GB label. Two points were sampled for each dimension. So, in (7), \( S_{km} \) is used to express a set that includes two sampling points in the \( m \)th dimension of the \( k \)th GB. For unbalanced datasets, \( S_k \in GB_k \) needs to be changed to \( S_k \in \text{majGB}_k \), \( \text{majGB}_k \) represents the majority of the GBs.

In classification with label noise, GBs can reduce a dataset and improve its data quality. GBs are also effective for undersampling unbalanced classifications. In addition, the time complexity of GBs is \( O(n) \); therefore, it can speed up most classifiers [39].

### III. GB COVERING MODEL

At present, the GB covering of GB computing lacks a mathematical model. In this section, we establish the basic model of the GB covering, which is described as follows: given a dataset \( D = \{x_i | i = 1, \ldots, n\} \), where \( n \) is the number of samples on \( D \). GBs \( GB_1, GB_2, \ldots, GB_m \) are used to cover and represent the dataset \( D \). The original goal of the optimization problem of the GB generation method is expressed as \( O_{O Bj} \), and the main factors for measuring the coverage are as follows.

1. When other factors remain unchanged, the higher the coverage, the less the sample information is lost, and the characterization is more accurate. Suppose the number of samples in the \( j \)th GB \( GB_j \) is expressed as \( |GB_j| \); then, its coverage degree can be expressed as \( \sum_{j=1}^{m} (|GB_j|)/n \).
2. When other factors remain unchanged, the number of GBs is related to their size. The fewer the number of GBs, the coarser the GBs, and the more coarse the granularity characteristics: the more efficient the GB calculation, the better the robustness.
3. In addition, under different problems, to correspond to the relevant optimization goal \( O_{O Bj} \), the quality of the GB \( GB_j \) must be higher than a given purity threshold \( T \) of the given evaluation method.

This factor is also related to the lower limit of the size of the GBs, so that the GBs must be “fine” enough to accurately describe the problem. The threshold can be obtained in a given manner, in a lattice search, or in an adaptive manner, which we pursue. Taking the reciprocal of the GB covering to optimize its minimum value, the optimization goal of the GBs can be expressed as

\[
\begin{align*}
\text{Min} & \quad \lambda_1 \cdot n / \sum_{j=1}^{m} (|GB_j|) + \lambda_2 \cdot m \\
\text{s.t.} & \quad \text{quality}(GB_j) \geq T
\end{align*}
\]

where \( \lambda_1 \) and \( \lambda_2 \) are the corresponding weight coefficients and \( m < n \). The minimum number of GBs should be considered to obtain the maximum coverage degree when generating GBs. In this equation, the coverage degree should be guaranteed and the number of GBs should be as small as possible. By adjusting the parameters \( \lambda_1 \) and \( \lambda_2 \), the optimal GB generation results can be obtained to minimize the value of the whole equation.

The definition of a GB’s quality differs according to the environment, but it can be defined as a sample label with a certain approximate (or equivalence) relation. For example, in the classification problem, we often use the nearest neighbor to describe this equivalence relation. Thus, these factors are crucial. It is unreasonable to rely only on factor 1, coverage degree, or factor 2, the number of GBs. For example, in the extreme case shown in Fig. 6(a), only one GB was used. At this time, the quality of the GB is poor, and one GB cannot describe the distribution of a dataset (i.e., data boundary). If factor 2 is not considered, as shown in Fig. 6(b), the GBs can only cover a small part of the dataset, and it is impossible to describe the dataset. If do not consider the factor 3 “the number of GBs” (i.e., the size of the GBs), and only consider the quality and coverage degree, the GBs can be divided into the finest GB, i.e., a GB contains only one sample point. Coarse granularity does not make sense. Therefore, none of the above factors is indispensable. Overall, when factor 1 ensures a certain level of coverage, factors 2 and 3 obtain GBs with appropriate GB size; when factors 1 and 2 remain constant, the smaller the threshold of factor 3, the...
Fig. 6. Invalid coverage of sample space by GBs. GB coverage results without considering (a) quality of the GB and (b) rate of the coverage of the GBs.

Fig. 7. Process of the acceleration GB generation in GB computing.

Fig. 8. GB splitting using the acceleration GB generation method. (a) GB A with center as a. (b) A is split into two child balls A1 and A2 whose centers are a and b, respectively.

**Definition 2**: Given A and A_i (i = 1, 2, ..., k), we suppose that \( \bigcup_{i=1}^{k} A_i = A \) and \( \bigcap_{i=1}^{k} A_i = \emptyset \). A and A_i are the parent and child balls, respectively.

The k-means algorithm consists of t iterations, where t denotes the number of iterations, and each iteration is a division in which all points are divided into k clusters according to their distances to the k center points. In step 2 of Fig. 7, the k-means used for splitting a GB is replaced with k division, where k denotes the number of classes in a GB. Therefore, the computational cost is directly decreased. In addition, as shown in step 2, taking the splitting GB A as an example, the center point of the GB A, denoted as a, remains as the center point of a certain child ball of A; therefore, only k – 1 points are selected as the centers of the new k – 1 child balls of A. The sample points in all k child balls do not need to calculate the distance from the original center point a, because they have been calculated previously. Consequently, the computational cost further decreases.

As shown in Fig. 8, a GB A with a center as a is split into two child balls A1 and A2 whose centers are a and b, respectively. The radius of a GB is represented by the furthest distance from the data points to its center to cover all the data points in the ball. The center a of ball A in Fig. 8(a) remains at the center of child ball A1 in Fig. 8(b). In this split process of the GB, the distance from all data points in the ball A to the center a does not need to be computed again, and only the distance from all the data points to the center b of the child ball A2 in Fig. 8(b) is computed. Finally, all the data points are divided into two GBs based on the distances above the two centers a and b.

In the GB splitting process of the acceleration method, the center of the GB is its division point instead of that computed using (1). As shown in Fig. 8(a), the center of GB A is the division point a instead of the center of the data points in A, which is computed using (1). However, as shown in step 5 in Fig. 7, the global division, that is, a division of all division points, is performed so that a division point is close to the center of the corresponding GB. For example, Fig. 9 shows the comparison results between the conventional GB generation method and our proposed acceleration method. Fig. 9(a) shows the results of the GB generation using the conventional method. Fig. 9(b) shows the experimental results obtained using the proposed acceleration method before the
global division is performed. It can be seen from Fig. 9(c) that after the global division is performed, in comparison with those in Fig. 9(b), the division center of a GB, that is, its division point, changes to be closer to its true center computed using (1); thus, the points in the GB become more tightly and uniformly distributed, and the decision boundary is clearer. In addition, Fig. 9(d) shows the experimental results when label noise points were added. Fig. 9(d) shows that the GBs generated using the acceleration method can fit the division boundary well in the noisy data because of the robustness of GB computing. The design of the GB generating acceleration method is presented in Algorithm 1.

### C. Time Complexity

The time complexity of k-means is $O(Nkt)$ [39], where $k$ represents the number of clusters, and $t$ represents the number of iterations. The convergence speed of k-means is fast and can be considered approximately linear. The acceleration GB generation method only needs to compute the distance between the data in this cluster and the new division centers each time GBs are generated. Assuming a dataset with $m$ classes of data, in the first round of splitting, the computation time is $mN$.

In the second round, $m(m - 1)$ new division centers are generated, and the computation times are approximately

$$m(m - 1) \times \frac{N}{m} = (m - 1)N.$$  

In the third round, $m^2(m - 1)$ division centers were newly generated, and the computation time was approximately

$$m^2(m - 1) \times \frac{N}{m^2} = (m - 1)N.$$  

### Algorithm 1 GB Generation Acceleration Method

**Input:** Dataset $D$, the purity threshold $T$  

**Output:** The granular-balls

1: Treat the whole dataset $D$ as a granular-ball $A_1^i$, where $i$ is initialized to 1, and represents the number of iterations;
2: balls were initialized to $A_1^i$;
3: Randomly select $k$-1 heterogeneous points as initial division centers on $D$, where $k$ represents the number of classes in $D$, and compute the distances from all points to the division centers;
4: repeat
5: for each $A_j^i \in$ balls do
6: The purity $T_j^i$ is equal to the percentage of majority samples in $A_j^i$;
7: if $T_j^i < T$ then
8: Randomly select $k$-1 heterogeneous points as the new division centers, where $k$ represents the number of classes in $A_j^i$;
9: Compute the distances from the points in the ball to the new division centers;
10: Based on the distances in step 9, granular-balls $A_1^{i+1}, A_2^{i+1}, \ldots, A_k^{i+1}$ are generated;
11: $\text{balls} = \text{balls} - \{A_j^i\}$;
12: $\text{balls} = \text{balls} + \{A_1^{i+1} + A_2^{i+1} + \ldots + A_k^{i+1}\}$;
13: end if
14: end for
15: until $|\text{balls}|$ does not increase.
16: Perform a global division.

In the fourth round, $m^3(m - 1)$ division centers were newly generated, and the computation time was approximately

$$m^3(m - 1) \times \frac{N}{m^3} = (m - 1)N.$$  

Assuming a total of $n$ iterations, the time complexity of the last global division is $O(kN)$, where $k$ is the number of GBs and the total time complexity is $O((mn - n + k + 1)N)$. However, it is worth noting that the GBs stopped splitting when the splitting conditions were not met. Most GBs stopped splitting halfway through. Therefore, the actual time complexity of the acceleration GB generation method is much lower than that of $O((mn - n + k + 1)N)$. The time complexity of the acceleration method is linear, which prevents unnecessary calculations.

### V. ADAPTIVE GB GENERATION METHOD

#### A. Motivation

Using the incoming purity threshold parameter, the existing method can generate GBs that satisfy the purity threshold. The main problem with the existing method is that the purity threshold parameter cannot adapt to the data distribution of each dataset, and it is difficult to find a splitting standard that matches the data distribution for each dataset. To solve this problem, we propose a purity-adaptive GB generation
method based on the acceleration GB generation method. Purity adaptation is important for GB generation so that the GB generation process is completely parameter-free, and a completely parameter-free classifier, GBkNN, has been developed.

B. Adaptive Conditions of GB Splitting

In this section, we propose three adaptive conditions to realize the adaptive generation of GBs, including whether the weighted purity sum of child balls for each GB increases or not, whether there is overlap between any pair of heterogeneous GBs, and whether each GB reaches the lower bound of purity, that is, the purity of the initial GB of the whole dataset. The specific design is as follows.

1) Weighed Purity Sum of Child Balls: The purity was designed to measure the quality of the GB. Therefore, a direct idea is to design an indicator to measure the purity of the child balls. Then, whether a GB should be split is determined by whether its child GB’s purity becomes larger than itself. Considering the fact that the more samples in the ball, the more important the ball is, we designed the weighed purity sum of the child balls to measure the purity of the child balls, as shown in Definition 3.

**Definition 3:** Given the GBs $A$ and its child balls $A_i$ ($i = 1, 2, \ldots, k$), where $\bigcup_{i=1}^k A_i = A$ and $\bigcap_{i=1}^k A_i = \emptyset$. $\mid \cdot \mid$ denotes the number of elements in a set. $k$ denotes the number of classes in $A$. $A_i^\star$ denotes a set consisting of samples whose labels are equal to $l$, and $A_i^\ast$, that is, $l = \ast$, represents the set consisting of samples in the majority class in $A_i$. The weighted purity sum $W$ of the child balls of $A$ can be defined as follows:

$$W = \frac{|A_1|}{|A|} \times \frac{|A_1^\star|}{|A_1|} + \frac{|A_2|}{|A|} \times \frac{|A_2^\star|}{|A_2|} + \cdots + \frac{|A_k|}{|A|} \times \frac{|A_k^\star|}{|A_k|}$$

$$= \sum_{i=1}^k \frac{|A_i^\star|}{|A|}$$  \hspace{1cm} (12)

Based on Definition 3, Theorem 1 is proposed to describe the condition under which a GB should be split.

**Theorem 1:** Given a GB $A$, whose label is denoted by label($A$) and purity by $T = (|A^\star|/|A|)$, and its child GB $A_i$ ($i = 1, 2, \ldots, k$), where $k$ is the number of child GBs. label($A$) = $L$, $W$ represents the weighted purity sum of $A_i$.

1) $\forall A_i \subset A$. If label($A$) = label($A_i$), then $W = T$.

2) $\exists A_i \subset A$; if label($A$) $\neq$ label($A_i$), then $W > T$.

**Proof:** 1) When $\forall A_i \subset A$ and label($A$) = label($A_i$), the majority samples in $A$ are also the majority samples in all child balls; thus, we have

$$A^\ast = A^l \hspace{1cm} (13)$$

$$A_i^\ast = A_i^l \hspace{1cm} (14)$$

At the same time, the majority samples in $A$ are equal to the sum of the majority samples in all child balls. Combining with (13) and (14), we get

$$\sum_{i=1}^k A_i^\ast = \sum_{i=1}^k A_i^l = A^l = A^\ast. \hspace{1cm} (15)$$

From (15) and the Definition 3, we can easily get

$$W = \frac{\sum_{i=1}^k |A_i^\ast|}{|A|} = \frac{|A^\ast|}{|A|} = T. \hspace{1cm} (16)$$

So

$$W = T. \hspace{1cm} (17)$$

2) When $\exists A_i \subset A$ and label($A$) $\neq$ label($A_i$), the majority sample in $A$ is not necessarily the majority sample of all child balls. Assuming $A_m$ ($m = 1, 2, \ldots, k$) has a different label from $A$, we obtain

$$|A_m^\ast| > |A_m^l|. \hspace{1cm} (18)$$

In addition, if the samples labeled $l$ in the parent ball are equal to the sum of those in all the child balls, we have

$$|A^l| = \sum_{i=1}^k |A_i^l|. \hspace{1cm} (19)$$

Combining with (18) and (19), we get

$$\sum_{i=1}^k |A_i^\ast| = |A_1^\ast| + |A_2^\ast| + \cdots + |A_m^\ast| + \cdots + |A_k^\ast|$$

$$> |A_1^l| + |A_2^l| + \cdots + |A_m^l| + \cdots + |A_k^l|$$

$$= \sum_{i=1}^k |A_i^l|$$

$$= |A^l|$$

$$= |A^\ast|. \hspace{1cm} (20)$$

From (20) and the Definition 3, we get

$$W = \frac{\sum_{i=1}^k |A_i^\ast|}{|A|} > \frac{|A^\ast|}{|A|} = T. \hspace{1cm} (21)$$

So

$$W > T. \hspace{1cm} (22)$$

When $W$ is greater than $T$, the label of some child balls is different from that of the parent ball, that is, the minority samples in the parent ball become the majority samples in some child balls. It can be concluded that the weighted purity sum of the child balls will be greater than that of the parent ball, and the number of correctly classified samples will increase. When $W$ equals $T$, it represents a special case in which the parent ball and all the child balls have the same label.

As shown in Fig. 10, ball $A$ in Fig. 10(a) is split into balls $A_1$ and $A_2$ in Fig. 10(b) using Theorem 1, and the labels of $A$ and $A_2$ are different. At this time, the minority class in $A$ becomes the majority of the classes in $A_2$, so the weighted purity sum of $A_1$ and $A_2$ will be greater than the purity of $A$. From the perspective of GBkNN, the number of samples with correct classification also increases. However, in this case, premature convergence will still occur because the accuracy does not increase monotonically. Fig. 10(b) shows a simple example of premature convergence using only the conditions in Section V-B1, that is, there is an overlap between heterogeneous GBs.

To this end, we introduce the second condition that there can be no overlap between the heterogeneous GBs.
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Fig. 10. Situation before and after splitting using the adaptive GB generation
in Fig. 10(c), the GBs adaptively generated GBs with a purity lower than the initial purity. The quality of such GBs is extremely low, which reduces the classification accuracy of the final GB\(\&\)NN. For minority samples, the proportion of incorrectly classified samples can be considered the noise rate. That is, the purity of all the GBs must be greater than the purity of the initial GB.

Fig. 10(d) shows the result of the GB generation using the adaptive method. The two-colored GBs in the figure represent the two classes of data. In addition, Fig. 10(e) shows the result of the GB generation using the adaptive method when label noise points are added. The blue points in the figure represent noisy data, and the other two-colored points represent the two original data points. Noise points were generated by randomly changing the labels of the samples in the dataset. The optimization goal of the adaptive GB generation method can be expressed as

\[
\min \lambda_1 n / \sum_{j=1}^{m} (|\text{GB}_j|) + \lambda_2 \cdot m
\]

s.t. \(\text{quality} (\text{GB}_i) > T_0, W (\text{GB}'_j) > \text{quality} (\text{GB}_j)
\]
\[
\|c_i - c_j\| > \|r_i + r_j\|
\]
\[
\times (i, j \in [1, m] \text{ label} (\text{GB}_i) \neq \text{label} (\text{GB}_j))
\]

where \(\lambda_1\) and \(\lambda_2\) are the corresponding weight coefficients and \(c_i, r_i\) represent the center and radius of GB\(_i\), respectively. \(T_0\) denotes the adaptive purity lower bound of the GBs, and GB\(_j\)' represents the child GBs of GB\(_j\). In addition, label(GB\(_i\)) and W are mentioned above.

C. Method Design

The basic concept of the GB generation of the adaptive GB generation method is shown in Fig. 11.

In step 2 of Fig. 11, based on the accelerated GB generation method, \(k\) division is used to split the GB, where \(k\) denotes the number of classes in a GB. Therefore, the computational cost is directly decreased. In addition, as shown in step 3, when the weighted purity sum of the child balls is greater than the purity of its parent ball and the purity of the GB reaches the lower bound, the child balls are retained and there is overlap between heterogeneous GBs. As shown in Fig. 10(d), the boundary of the GBs when the algorithm converged was consistent with that of the dataset.

The algorithm design for the adaptive GB generation method is presented in Algorithm 2.
Algorithm 2 GB Generation Adaptive Method

\textbf{Input:} Dataset \( D \)

\textbf{Output:} The granular-balls

1. Treat the whole dataset \( D \) as a granular-ball \( A_i \), where \( i \) is initialized to 1, and represents the number of iterations;
2. \( \text{balls} \) were initialized to \( A_1 \);
3. repeat
4. for each \( A_i \) \text{ do}
5. Implement the acceleration granular-ball generation method on \( A_i \), and pre-generate \( k \) granular-balls \( A_i^1, A_i^2, \ldots, A_i^k \), where \( k \) represents the number of classes in the ball;
6. \( T_i \) represents the purity of \( A_i \);
7. \( W_i \) represents the weighted purity sum of the child balls of \( A_i \);
8. if \( W_i > T_i \) or \( T_i < T_1 \) then
9. \( \text{balls} = \text{balls} - \{ A_i \} \)
10. \( \text{balls} = \text{balls} + \{ A_1^1 + A_2^1 + \cdots + A_k^1 \} \);
11. end if
12. end for
13. De-overlap between heterogeneous granular-balls;
14. until \( \text{balls} \) does not increase
15. Perform a global division.

\section*{D. Discussion}

As we know, the original GB generation method needs to introduce a parameter of purity threshold; therefore, this method is not adaptive. At the same time, the original GB\( k \)NN algorithm is based on the original GB generation method; therefore, the original GB\( k \)NN is also not adaptive. After the proposed adaptive GB generation method in this article, the GB\( k \)NN algorithm can be improved based on this adaptive method to make it a fully adaptive \( k \)NN algorithm.

\section*{VI. EXPERIMENTS}

To demonstrate the feasibility and effectiveness of the acceleration GB generation method and the adaptive GB generation method, we compared them with \( k \)NN and two popular or state-of-the-art methods based on granular computing, GB\( k \)NN [17] and GBS [38]. Because of the robustness of the GB, our experiments were carried out on both the raw and noisy datasets. We verified the performance of the acceleration GB generation method, adaptive GB generation method, and efficiency of the acceleration method. We randomly selected ten real datasets from the University of California, Irvine (UCI) benchmark datasets, as shown in the following tables. Experimental hardware environment: PC with an Intel Core i7-10700 CPU@2.90 GHz with 32 GB RAM. Experimental software environment: Python 3.9. Table I lists the datasets.
A. Experiments on Raw Datasets

In this section, we split the dataset into ten parts, take one part for testing, and use the test accuracy as the evaluation index to verify the effectiveness of the acceleration and adaptive GB generation methods. Because GB generation still has certain randomness, we performed experiments on each method ten times and took the average classification accuracy of the ten experiments results for comparison. The $k$NN method uses a tenfold cross-validation result.

Table II lists the experimental accuracy of $k$NN under noise-free conditions. “Acc+,” “Adp,” “Origin,” and $k$NN represent the acceleration GB generation method, the adaptive GB generation method, the existing GB generation method, and $k$NN, respectively. “mean” and “max” represent the experimental accuracy of the average distance and the maximum distance as the radius of the GB. The two proposed methods, the acceleration GB generation method and the adaptive GB generation method, obtained better performance in terms of accuracy compared to the existing method and $k$NN. The decision boundary obtained using existing methods is still not sufficiently clear. Therefore, when measuring $k$NN accuracy, the GB closest to the test point is likely to be inaccurate. The global division was performed after the splitting of the GB was stopped. Therefore, the two methods proposed in this study can obtain a higher $k$NN accuracy than the existing methods in the raw dataset.

The column 1–3 in Table III is based on the GBS method. Column 4 shows the GBS accuracy when applying the adaptive strategy to the original method, that is, the original $k$-means method is still used in the division process of the GBs rather than the acceleration method. First, we use the first four methods in Table III to generate the GBs, and then the GBS method is used to sample the generated GBs. Finally, $k$NN is used to classify the sampled result. The last column represents the direct classification of the raw dataset using $k$NN. According to [38], the purity was set from 0.54 to 1.0, with a step size of 0.2 GBS algorithm. It can be observed that our methods have a higher accuracy on most datasets than the other methods.

To demonstrate the efficiency of the acceleration GB generation method, we chose the existing GB generation method for comparison. Fig. 12 shows the running time of the two methods on raw datasets, and the time unit is ms. Table IV shows the comparison of the number of GBs generated by the acceleration method and the existing method on raw datasets, where “ball+” and “ball” denote the acceleration method and the existing method, respectively. Compared with the existing GB generation method from Fig. 12 and Tables II–IV, the acceleration method has similar accuracy and higher efficiency on most datasets while generating a similar number of GBs.

B. Experiments on Noisy Datasets

Each dataset has four class noise rates: 10%, 20%, 30%, and 40%. Noise is generated by changing the labels of randomly selected samples in a dataset. Tables V–VIII show the GBS’s highest average test accuracy obtained from the purity optimization of the existing method under different noise rates, and the GBS’s highest average accuracy of the adaptive and acceleration GB generation methods. The purity of the GBS algorithm was also set from 0.54 to 1.0, with a step size of 0.2 in the GBS algorithm. The acceleration and adaptive methods adopt the strategy of selecting heterogeneous sample points as new clustering centers when splitting a GB. This can make the algorithm converge faster, but will reduce the accuracy when dealing with noisy datasets. It can also be seen from the experimental results of noisy datasets that the acceleration GB generation method and the adaptive GB generation method can obtain a similar law to the existing GB generation method on noisy data, that is, when the noise rate in the dataset is larger, the advantage of the original $k$NN is
more obvious. The two groups of experiments of the adaptive method have approximate accuracy. It can be concluded that the accelerator method has similar accuracy to the original method when significantly improving the efficiency. However, the adaptive method still shows slightly lower accuracy than the existing method for both classification and clustering. At the same time, as shown by the experiments, the experimental accuracy of the adaptive method was slightly lower than that of the existing method. This proves that our method is effective, but whether there are other adaptive methods, such as those based on the consistency of the internal distribution of GBs, may develop a more effective GB adaptive optimization method. However, the proposed methods exhibit lower accuracy in some cases than the existing method; therefore, we will study how to improve their accuracy in future work.

C. Discussion

From the above experiments, it can be concluded that the GB generation method still has certain defects, and it still cannot efficiently generate optimal GBs. The reason why the accuracy of the adaptive method is slightly lower than that of the original method is as follows: the lower bound of the GBs in the adaptive method may be too low, resulting in some GBs of poor quality that affects the overall accuracy, and some poor-quality GBs fail to generate child balls whose weighted purity sum is greater than that of the parent ball and premature convergence. Because of the above problems, this study provides an enlightening strategy for the adaptive generation of GBs.

VII. CONCLUSION AND FUTURE WORK

This article proposes a method for accelerating GB generation, which can greatly improve the efficiency of GB generation while ensuring accuracy. Simultaneously, a new GB clustering method, that is, the adaptive generation method, is proposed. This adaptive method avoids the problem that the existing method needs to manually set the purity threshold parameter and makes the generation process of GBs completely adaptive. Experiments show that the acceleration method performs better than the adaptive method for both noisy and non-noisy data.

At the same time, as shown by the experiments, the experimental accuracy of the adaptive method was slightly lower than that of the existing method. This proves that our method is effective, but whether there are other adaptive methods, such as those based on the consistency of the internal distribution of GBs, may develop a more effective GB adaptive optimization method. However, the proposed methods exhibit lower accuracy in some cases than the existing method; therefore, we will study how to improve their accuracy in future work.
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