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Abstract—Previous unsupervised monocular depth estimation methods mainly focus on the day-time scenario, and their frameworks are driven by warped photometric consistency. While in some challenging environments, like night, rainy night or snowy winter, the photometry of the same pixel on different frames is inconsistent because of the complex lighting and reflection, so that the day-time unsupervised frameworks cannot be directly applied to these complex scenarios. In this paper, we investigate the problem of unsupervised monocular depth estimation in certain highly complex scenarios. We address this challenging problem by using domain adaptation, and a unified image transfer-based adaptation framework is proposed based on monocular videos in this paper. The depth model trained on day-time scenarios is adapted to different complex scenarios. Instead of adapting the whole depth network, we just consider the encoder network for lower computational complexity. The depth models adapted by the proposed framework to different scenarios share the same decoder, which is practical. Constraints on both feature space and output space promote the framework to learn the key features for depth decoding, and the smoothness loss is introduced into the adaptation framework for better depth estimation performance. Extensive experiments show the effectiveness of the proposed unsupervised framework in estimating the dense depth map from the night-time, rainy night-time and snowy winter images.

Index Terms—Unsupervised estimation, domain adaptation, monocular depth estimation, night, rainy night.

I. INTRODUCTION

Depth is one of the most important information for autonomous systems in perceiving their surroundings and their own states [1], [2]. Therefore, the accurate estimation of the depth information from monocular images has become a hot topic in recent years [3], [4]. Structure from motion and stereo matching are two main ways to recover the depth information based on the geometric relationship between images, and these methods are widely used in traditional SLAM methods to map the environments [5], [6]. With the development of deep learning, using deep neural networks to estimate the pixel-level dense depth from only a single image is becoming possible and has attracted much attention. Recently, different kinds of deep learning-based monocular depth estimation framework have been proposed, including supervised methods and unsupervised methods [7], [8]. Because of the costly ground truth, geometric constraints are gradually replacing ground truth for the training of depth networks, and the unsupervised framework has become a promising direction for monocular depth estimation [8]–[10].

In the unsupervised framework of monocular depth estimation [11], [12], the geometric constraints between adjacent images are considered to supervise the network training. Therefore, only monocular image sequences and camera parameters are needed during the training process. This unsupervised framework is mainly composed of two deep neural networks, including a depth network to regress the dense depth from single images and a pose network to estimate the pose between two frames. Based on the estimated depth map and pose, the geometric relationship between images is built on projection function. The mainly supervised signal is calculated from the photometric error of corresponding pixels between adjacent images by using view reconstruction [12].

However, the above unsupervised framework [11], [12] suffers from two big limitations, the static scenario hypothesis and the photometric consistency hypothesis. For the static scenario hypothesis, since the pixels on moving objects do not satisfy the projection function of camera ego-motion, which leads to incorrect calculation of the loss during training, thereby affecting the accuracy of depth network [13]. Incorporating semantic information into the unsupervised framework is an effective way to recognize moving objects and eliminate their influence, and relevant results have emerged [13], [14]. For the photometric consistency hypothesis, since the
training of the unsupervised framework relies heavily on the photometric error, the photometric consistency of the same pixel on different images is crucial to the overall framework \cite{15}. Since all objects are illuminated by the same light source (sun) during the day, the photometric consistency assumption is basically valid, just like that in traditional direct visual odometer \cite{16}, \cite{17}. Therefore, almost all of the current unsupervised monocular depth estimation methods are trained and tested on day-time images. When the environment changes into other highly complex conditions, like night, snowy winter and especially rainy night, the photometric consistency assumption is not valid any more. Complex static and dynamic light sources (street light and car light) at night \cite{18}, as well as the reflections of road and camera lens caused by rain in rainy night-time scenario, lead to huge photometric changes of the same pixel on different frames. Moreover, the camera exposure and gain in outdoor snowy scenario affect the photometric consistency between frames. The problem of estimating monocular depth in such varying environments is challenging but practical and important. Meanwhile, the perception of changing and complex environments is crucial for autonomous systems \cite{19}, \cite{20}, like robots and autonomous driving cars, and this problem has only received some initial attention \cite{15}, \cite{18}.

Because of the limitations of unsupervised framework in complex scenarios, we tackle this challenging problem by using domain adaptation framework. Instead of training the unsupervised framework on the images from complex environments, we adapt the model trained by day-time images to other complex environments, thereby circumventing the photometric inconsistency in complex environments and achieving satisfactory depth estimation in an unsupervised way in the highly complex environments. Instead of adapting an overall depth network, we only adapt the encoder of the depth network by following \cite{18}. An additional encoder is designed to encode the images of complex environments, and after adaptation, the encoded features come from the same feature space as the features of day-time images encoded by day-time encoder. The adapted encoders for different scenarios share the same decoder for monocular depth estimation in different complex scenarios. Therefore, this method not only reduces computational complexity, but also facilitates practical applications: switching different encoders for adapting various environments. Different from \cite{18} using adversarial domain adaptation in feature space for night-time depth estimation, we propose to adopt the image transfer-based domain adaptation framework and constrain the training from both feature space and output space, which is more stable and accurate \cite{21}–\cite{24}. Besides, the proposed image transfer-based domain feature adaptation (ITDFA) framework not only can be used for nighttime depth estimation, but also shows outstanding performance in more challenging rainy night-time and ordinary snowy winter scenarios, as shown in Fig. \ref{fig:map}. Moreover, the models obtained by ITDFA can extend to adapt to new scenarios, which demonstrates the ability of ITDFA to learn and extract the key features for depth decoding.

In summary, in this paper, we analyze and tackle the unsupervised monocular depth estimation problem in three typical and challenging scenarios (night, rainy night and snowy winter), including proposing the ITDFA framework, constructing novel training/testing sets on different scenarios, digging into the continuous adaptation ability of the ITDFA, and exploring the influence of image transfer model on ITDFA. Our main contributions are as follows:

- This paper analyzes the major reason for the limited performance and application of the current unsupervised monocular depth estimation framework, and we tackle the problem of unsupervised monocular depth estimation in highly complex environments, which is very practical.
- An image transfer-based unsupervised domain feature adaptation framework is proposed for estimating depth from the highly complex scenes, like night, snowy winter, and rainy night. The night-time depth model obtained by ITDFA is further adapted to the rainy night-time scenario, which demonstrates the ability of the proposed framework to learn and extract key features.
- Extensive experiments on RobotCar dataset \cite{25} show the effectiveness and applicability of our proposed method in highly complex environments.

II. RELATED WORK

In this section, we introduce the popular unsupervised monocular depth estimation framework \cite{12}, which is trained on monocular sequences. Firstly, many recent research results for improving this unsupervised framework is briefly reviewed, from the perspectives of occlusions, static scenario hypothesis and photometric consistency hypothesis. Then, we review the framework combined with domain adaptation, in which depth models are trained on synthetic datasets and then adapted to real-world scenarios through domain adaptation.

**Unsupervised framework.** To circumvent the need for costly ground truth, Zhou et al. \cite{12} propose to use geometric constraints between frames instead of ground truth to train depth network. Their framework contains a depth network for monocular depth estimation and a pose network for inter-frame pose estimation. Then, based on the projection function established by the estimated pose and depth, the view reconstruction is designed to warp and construct the target frame from its adjacent frame. The photometric error between the warped and real target images is used to supervise the training process, so that the depth and pose networks are trained in an unsupervised manner. To improve the accuracy of depth estimation, several novel loss functions and network frameworks are proposed, which are well reviewed in \cite{26}.

**Occlusions and moving objects.** Occlusions and moving objects affect the pixel correspondence between images, thus impacting the photometric loss during training and resulting in the limited performance of the depth network. A number of methods \cite{12}, \cite{27}–\cite{29} design a mask or mask network to estimate the regions that violate the projection, so as to reduce the effect of these regions on the training process. Since the mask network is jointly trained with pose and depth networks in an unsupervised manner, this method cannot completely address the influence of occlusions and moving objects. Considering that occlusions are caused by visual field...
changes, Godard et al. [11] propose a minimization of the view reconstruction error to deal with these occlusions, which obtains occluded information by using complementary information from different visual fields. Therefore, their method effectively reduces the influence of occlusions on training and improves the performance of monocular depth estimation. To tackle the effect of dynamic objects, many methods [13], [14], [30] identify and eliminate dynamic objects in the scene by using semantic segmentation or target detection during training. Klingner et al. [14] select the dynamic-class object by using semantic segmentation and adopt the projection error to determine if the dynamic object is moving. Finally, the dynamic regions are eliminated during calculating the photometric error. Instead of removing dynamic regions on images, Casser et al. [30] and Lee et al. [13] accurately model the ego-motion of moving objects by using pose networks. For view reconstruction in unsupervised training, they construct not only static objects but also moving objects based on the estimated ego-motion of objects and the camera. Therefore, their methods do well in highly dynamic scenarios and break the limitation of static scenario hypothesis in unsupervised monocular framework.

**Photometric inconsistency.** Photometric inconsistency is another major reason for the limited performance and application of the unsupervised framework. Similar to the drawbacks faced by direct visual odometry [31], the above unsupervised framework is also limited by the photometric consistency hypothesis. Affected by the camera optical vignetting and exposure controls, the corresponding pixels between day-time images face the problem of photometric inconsistency [17], which results in the performance degradation of the unsupervised framework in outdoor scenarios. To deal with the photometric inconsistency, Yang et al. [32] propose to estimate the brightness transformation parameters to align the photometry of images during training.

Moreover, for some highly complex environments, like night-time environment and more challenging rainy night-time environment, due to the complex lighting conditions, e.g., street lamps, car lights, and especially the reflection of light from the road caused by rain, the unsupervised framework shows unsatisfied accuracy and robustness when applying to such scenarios. The unsupervised monocular depth estimation in such complex scenarios is a largely under explored domain, and only a few methods for night-time monocular depth estimation have been proposed most recently [15], [18]. To overcome the photometric consistency of images, Spencer et al. [15] propose to use dense feature representation of images for unsupervised training. A deep neural network is proposed to extract the feature maps of images, which are consistent under different lighting conditions. Since the corresponding features between different images are consistent and unaffected by light, this unsupervised framework can well adapt to night-time scenarios. However, since the whole framework is unsupervised, their framework still needs the help of photometric error during training. Different from [15], Vankadari et al. [18] regard this challenge as a domain adaptation problem. The depth and pose networks are trained on day-time scenarios by following [11] at first. Then, an additional encoder is designed to encode the night-time images, and an adversarial domain feature adaptation method is used to adapt the features encoded by the day-time encoder and night-time encoder. Finally, the combination of night-time encoder and day-time decoder is used for night-time monocular depth estimation. Since the output of the encoder are multi-scale high-dimensional feature maps, they design multiple discriminators to constrain each scale feature map. However, if any of the discriminators do not converge, the overall performance of their framework will be affected [33]. In addition, adjusting the adversarial framework consisting of multiple discriminators and a generator is extremely complex, which influences its stability for applying to other scenarios [33], [34]. Moreover, although adversarial learning helps to reduce the distance between the distributions of day and night feature spaces, the key features for depth decoding are not valued because the decoder is not involved in their domain adaptation process.

**Domain adaptation.** In monocular depth estimation, domain adaptation algorithms are mainly applied to adapt the model trained on synthetic datasets to real-world datasets [20], [35]–[37]. Compared with the ground truth obtained by different sensors in the real-world, the ground truth obtained from virtual environments is cheaper and easier. The depth model is trained on synthetic and real-world datasets and supervised by the ground truth of synthetic datasets. Since supervised training can get more cues than unsupervised training, this method achieves better accuracy on monocular depth estimation than unsupervised methods, and it provides a new way to circumvent the need for costly ground truth at the same time. While for the night-time scenario, the above framework cannot work because it is difficult to generate synthetic night-times images that can capture all the vagaries of real-world night conditions [18], let alone rainy night-time scenarios and even more complex scenarios. Therefore, to tackle the unsupervised monocular depth estimation in highly complex environments, we use unsupervised domain adaptation to transfer the model trained on day-time images to work for night-time and rainy night-time images. To increase the applicability and reduce the computational complexity, our model only adapts the encoders during training by following [18].

Compared with the most similar work [18], our model ITDFA does not need to consider the stability of adversarial learning, which is conducive to the stability and practicability of the framework. Meanwhile, Vankadari et al. [18] only consider the adversarial constraint on feature space, while this paper constrains the training of the encoder from both feature space and output space. The constraints on output space help encoder to focus on learning the key features of depth decoding. Hence, our model achieves a better performance than [18] in night-time scenario. Moreover, [18] only addresses the unsupervised monocular depth estimation on night-time images, and their model suffers from the instability for other scenarios because of the adversarial learning with multiple discriminators, while our framework can also do well in more challenging rainy night-time scenario and snowy winter scenario.
III. METHODS

In this section, we will introduce the ITDFA framework, which is designed for the unsupervised monocular depth estimation in highly complex environments.

A. Basic pre-trained models

1) Depth model: We use the famous unsupervised framework, monodepth2 [11], to acquire the trained depth network in an unsupervised manner. Monodepth2 [11] has been widely used as the basic unsupervised framework in this field because of its high practicability and accuracy [14], [15], [38]. After using as the basic unsupervised framework in this field because of its high practicability and accuracy [14], [15], [38]. After training the monodepth2 on day-time dataset, the depth model consisting of an encoder $E_d$ and a decoder $D_d$ is used in the proposed ITDFA. The depth model learns a mapping from the day-time images $I_d$ to the pixel-level depth maps $O_d$:

$$O_d = D_d(E_d(I_d)).$$

(1)

2) Image transfer model: Besides, for different complex environments, different pre-trained image transfer models ($G_{d2X}$ and $G_{X2d}$) based on CycleGAN [39] are needed to transfer the images between day-time style $d$ and different complex environmental styles $X$:

$$\begin{cases} I_{d2X} = G_{d2X}(I_d), & \text{day to } X \\ I_{X2d} = G_{X2d}(I_X), & \text{X to day} \end{cases}$$

(2)

where $X$ refers to night $n$, rainy night $r$ and snowy winter $s$. In addition, to verify the continuous transfer ability of the model obtained through domain adaptation, we also train an additional image transfer model between night-time style and rainy night-time style ($G_{n2r}$ and $G_{r2n}$).

B. ITDFA framework

1) Training framework: As shown in Fig. 2 an encoder $E_X$ is designed to encode the features of images from highly complex scenarios to the same feature space as the features of day-time images encoded by the day-time encoder $E_d$. In ITDFA, the pre-trained day-time encoder $E_d$ is used to encode the day-time images and obtain their corresponding feature maps $f$:

$$\begin{cases} f_d = E_d(I_d) \\ f_{X2d} = E_d(\hat{I}_{X2d}) \end{cases}$$

(3)

where $I_d$ refers to the real day-time images, and $\hat{I}_{X2d}$ stands for the fake day-time images generated by CycleGAN model $G_{X2d}$ from the highly complex scenario $X$. The encoder $E_X$ for complex environments has the same network framework as the day-time encoder $E_d$, and it is used to encode the real and fake images of highly complex scenarios and obtain their feature maps $f$:

$$\begin{cases} f_X = E_X(I_X) \\ f_{d2X} = E_X(\hat{I}_{d2X}) \end{cases}$$

(4)

where $I_X$ refers to the real images from highly complex scenarios, and $\hat{I}_{d2X}$ stands for the fake images transferred from day-time scenario $d$. The pre-trained decoder $D_d$ is used to decode the features from $E_d$ and $E_X$ and obtain their corresponding depth maps $O$:

$$\begin{cases} O_d = D_d(f_d) \\ O_{X2d} = D_d(f_{X2d}) \\ O_X = D_d(f_X) \\ O_{d2X} = D_d(f_{d2X}) \end{cases}$$

(5)

During training, the weights of $E_d$ and $D_d$ are fixed, and only $E_X$ is updated.

Fig. 2. The framework of ITDFA for unsupervised monocular depth estimation in highly complex environments. $I_d$ and $I_X$ refer to the image from day-time scenario and one of the complex scenarios, and $O_d$ and $O_X$ stand for their corresponding depth maps. The encoder $E_d$ and decoder $D_d$ trained by day-time images do not update their weights during training.
During testing, the depth map can be estimated from the images of highly complex scenarios in one-step:

\[ O_X = D_d(I_d(I_X)) . \]  

2) **Training losses:** The ITDFA framework is an unsupervised framework, and neither ground truth nor real paired images are used to train the depth model, CycleGAN model and domain adaptation model. As shown in Fig. 2 different constraints are designed to supervise the training process, including the feature consistency loss \( L_{FC} \) on feature space, and the depth consistency loss \( L_{OC} \) as well as smoothness loss \( L_{OS} \) on output (depth) space. Therefore, the overall loss function for training the encoder \( E_X \) is formulated as:

\[ L_{\text{total}} = \alpha L_{FC} + \beta L_{OC} + \gamma L_{OS}. \]  

**Feature consistency loss:** Based on the pre-trained CycleGAN model, we can get the paired images from day-time scenario and highly complex scenario, like \( I_d \) with \( I_{d2X} \) and \( I_X \) with \( I_{X2d} \). Therefore, to promote the consistency of different encoders in feature space, we directly minimize the error of the feature maps, which are encoded by \( E_d \) and \( E_X \) from these image pairs:

\[ L_{FC} = \Psi(f_d,f_{d2X}) + \Psi(f_X,f_{X2d}). \]  

**Depth consistency loss:** Although the above loss can help to promote the consistency of feature space between the two encoders, the ultimate goal is the depth map rather than the feature map, and the contribution of different features to the depth decoding is different. To further constrain the key features of feature maps for depth decoding, we design a depth consistency loss in output space:

\[ L_{OC} = \Psi(O_d,O_{d2X}) + \Psi(O_X,O_{X2d}), \]  

where

\[ \Psi(A,B) = | |A - B||_1. \]

**Smoothness loss:** Moreover, to promote the smoothness of the generated depth map, we propose to utilize the edge-aware smoothness during training, which is widely used in previous unsupervised depth framework [9], [11], [40].

\[ L_{OS} = | \partial_1 O_{d2X} | e^{\partial_1 I_d} + | \partial_2 O_{d2X} | e^{\partial_2 I_d}, \]

where \( O_{d2X} = O_{d2X}/O_{d2X} \) represents the mean-normalized inverse depth. Note that this loss is established between the real day-time image \( I_d \) and the depth map \( O_{d2X} \) of its corresponding transferred images \( I_{d2X} \).

Why not adopt a framework that directly combines image style transfer with monocular depth estimation: the images from complex environments are first transferred to normal day-time style and then use the day-time depth model to estimate the depth. After testing, we find this is a possible way to solve the problem, as shown in Fig. 3 and this is also the reason why our ITDFA framework can work. However, the accuracy of depth estimation relies heavily on the quality of transferred images, so this framework has great instability in practical applications, as shown in Fig. 3. Then, poor real-time performance will also limit the application of this framework because of the two-step process. Moreover, Vankadari et al. [18] have shown that the above framework is not as accurate as the domain adaptive framework.

### IV. Experiments

#### A. Datasets

Since this paper focuses on the unsupervised monocular depth estimation in multiple highly complex environments, we choose the publicly available Oxford RobotCar dataset [25] as our training and testing sets. RobotCar dataset [25] is one of the most famous outdoor datasets, and it contains the image sequences collected in all weather conditions, including rain, night, direct sunlight and snow. The image sequences captured by the left camera of Bumblebee XB3 are used for the experiments of this paper. The images are manipulated to RGB style from the raw recordings with the resolution of 1280x960, and we crop the car-hood of the images and resize them to 512x256. For the day-time and night-time scenarios, we use the sequences from 2014-12-09-13-21-02 and 2014-12-16-18-44-24, which are the same as [18] for a fair comparison. For the rainy night-time and snowy winter scenarios that have not received attention in recent research, we choose the sequences from 2014-12-17-18-18-43 and 2015-02-03-08-45-10.

#### B. Training and testing sets setup

**Training sets:** For the day-time depth model, the 5 splits of day-time sequence are used to train the unsupervised framework [11], and the basic pre-trained depth model, monodepth2 (day), is obtained for ITDFA. To improve the performance of this depth model, 15,000 images are uniformly selected from 5 splits for training, and the training set does not include the images taken while parking. For the image transfer model, 6,000 images of each scenario are selected to obtain the image transfer models between different scenarios by using CycleGAN [39]. The selection of these images follows the rules before. To address the problem of unsupervised monocular depth estimation in night-time, rainy night-time and...
TABLE I
Comparison with the unsupervised depth estimation methods for night-time scenarios. “M” means that the supervisory signals to train the framework comes from monocular sequences.

| Method                        | Supervision | Depth-range (meter) | Abs Rel | Sq Rel | RMSE | RMSE log | δ < 1.25     | δ < 1.25     | δ < 1.25     |
|-------------------------------|-------------|---------------------|---------|--------|------|----------|--------------|--------------|--------------|
| Vankadari et al. [18]         | M           | 40                  | 0.2005  | 2.3750 | 7.172| 0.278    | 0.735        | 0.883        | 0.942        |
| ITDFA [41]                   | M           | 40                  | 0.1656  | 1.3902 | 5.458| 0.226    | 0.764        | 0.912        | 0.964        |

| Method                        | Supervision | Depth-range (meter) | Abs Rel | Sq Rel | RMSE | RMSE log | δ < 1.25     | δ < 1.25     | δ < 1.25     |
|-------------------------------|-------------|---------------------|---------|--------|------|----------|--------------|--------------|--------------|
| Vankadari et al. [18]         | M           | 60                  | 0.2327  | 3.783  | 10.089| 0.319    | 0.668        | 0.844        | 0.924        |
| ITDFA [41]                   | M           | 60                  | 0.1986  | 2.104  | 7.725| 0.260    | 0.690        | 0.802        | 0.955        |

TABLE II
Comparison with the unsupervised depth estimation methods for rainy night-time scenarios.

| Method                        | Supervision | Depth-range (meter) | Abs Rel | Sq Rel | RMSE | RMSE log | δ < 1.25     | δ < 1.25     | δ < 1.25     |
|-------------------------------|-------------|---------------------|---------|--------|------|----------|--------------|--------------|--------------|
| Monodepth2 (d) [11]           | M           | 40                  | 0.4297  | 5.878  | 14.945| 0.386    | 0.616        | 0.837        | 0.915        |
| Monodepth2 (r) [11]           | M           | 40                  | 0.3902  | 50.828 | 14.945| 0.386    | 0.616        | 0.837        | 0.915        |
| ITDFA [41]                   | M           | 40                  | 0.1753  | 1.3891 | 5.146| 0.235    | 0.739        | 0.922        | 0.973        |
| ITDFA [41]                   | M           | 40                  | 0.1879  | 1.2211 | 4.923| 0.246    | 0.697        | 0.918        | 0.974        |

Fig. 4. A qualitative comparison of predicted depth-maps with different experiments. X refers to the night-time scenario (lines 1, 2), rainy night-time scenario (lines 3, 4) and snowy winter scenario (lines 5, 6). The first column includes the images from different complex environments X. “Monodepth2(X)" stands for the monodepth2 model trained on the images from X. The final column shows the results of ITDFA for different complex environments X.

snowy winter scenarios, three image transfer models should be pre-trained for ITDFA: between day and night (Gd2n and Gr2d), between day and rainy night (Gd2r, and Gd2r), and between day and snowy winter (Gd2w, and Gr2w). In addition, to verify the continuous transfer ability of the model obtained through domain adaptation, we also train an additional image transfer model between night and rainy night (Gn2r, and Gd2r). During training the ITDFA, the training sets used for domain adaptation are the same as that of the image transfer model.

Testing sets: During testing, 300 rainy night-time images and 300 snowy winter images are randomly selected from the remaining splits of each sequence to test the model obtained by ITDFA. While for the night-time scenario, the testing set is the same as [18] for a fair comparison. The evaluation metrics used in this paper follow previous methods [11], [12], [26], and we evaluate the depth models from the aspect of error and accuracy.

C. Experimental setup
The experiments are implemented by using Pytorch learning framework [41] on an NVIDIA RTX 2080 Ti GPU. For pre-training the depth model and image transfer model, we use the original setting proposed in [11] and [39] and resize the image resolution to 512x256. For the ITDFA, the framework is trained for 30 epoches using Adam optimizer [42] with a batch size of 1 and an input/output resolution of 512x256. The learning rate is set as 0.0002 during training. The weights of the three loss components are set to α = 1.0, β = 0.01 and γ = 0.01. The experimental setup of ITDFA is the same when applied for different complex scenarios, including the night-time, rainy night-time and snowy winter scenarios. Moreover, the encoders trained for different complex scenarios share the same day-time decoder. Therefore, in practice, this framework only needs to switch the corresponding encoder to cope with the change of environments, which is practical and meaningful for applying in changing environments.

D. Results
1) Annotation: Results of related experiments are shown in Tables [III] and [IV]. To the best of authors’ knowledge, since the proposed work may be the first attempt at solving the monocular depth estimation problem in rainy night-time scenario and snowy winter scenario, and no priors are available in the literature, we compare the results of different models based on the well known unsupervised framework, monodepth2 [11].

In the tables, “Monodepth2 (X)” refers to the depth model trained on the images from X by the monodepth2 framework.
Fig. 5. Estimating the depth from night-time images. “Monodepth2(n)” refers to the depth model trained on night-time images by the unsupervised monocular framework, monodepth2. For night-time scenario, it suffers from complex lighting conditions, like the street lights, car lights, and the reflection of light from the road, which bring big challenges to the unsupervised training framework.

### TABLE III
Comparison with the unsupervised depth estimation methods for snowy winter scenario.

| Method            | Supervision | Depth-range (meter) | Abs Rel | Sq Rel | RMSE | RMSE log | δ < 1.25 | δ < 1.25^2 | δ < 1.25^3 |
|-------------------|-------------|---------------------|---------|--------|------|----------|---------|-----------|-----------|
| Monodepth2 (d)    | M           | 40                  | 0.2794  | 2.3635 | 6.416| 0.342    | 0.627   | 0.835     | 0.939     |
| Monodepth2 (s)    | M           | 40                  | 0.2205  | 2.4044 | 6.406| 0.309    | 0.709   | 0.876     | 0.917     |
| ITDFA_{d2n}       | M           | 40                  | 0.1964  | 1.5744 | 5.275| 0.260    | 0.719   | 0.898     | 0.964     |
| Monodepth2 (d)    | M           | 60                  | 0.2698  | 2.9862 | 7.961| 0.335    | 0.585   | 0.835     | 0.928     |
| Monodepth2 (s)    | M           | 60                  | 0.2399  | 2.9308 | 7.832| 0.330    | 0.662   | 0.856     | 0.929     |
| ITDFA_{d2r}       | M           | 60                  | 0.2119  | 1.9792 | 6.592| 0.281    | 0.683   | 0.878     | 0.955     |

[11], and X refers to day (d), night(n), rainy night (r) and snowy winter (s). ITDFA_{d2X} represents the depth model trained by the proposed ITDFA for the complex scenario X, and these models (ITDFA_{d2n}, ITDFA_{d2r}, ITDFA_{d2s}) are adapted from the same day-time model, “Monodepth2 (d)”. Moreover, ITDFA_{d2n2r} stands for the rainy night-time model adapted from the night-time model, ITDFA_{d2n}, which means that the model is obtained through two domain adaptations by ITDFA. Note that all the models obtained by the proposed ITDFA framework share the same decoder with the “Monodepth2 (d)”. The qualitative results are shown in Figs. 4 and 5.

2) **Night-time depth estimation:** To verify the effectiveness of the proposed ITDFA framework in night-time scenario, we compare our model with the state-of-the-art method [18], which only focuses on unsupervised night-time depth estimation. As shown in Table I for estimating the depth from night-time images, the depth model trained by ITDFA gets a much better performance than the current state-of-the-art method [18] with lower error and higher accuracy.

3) **Rainy night-time depth estimation:** As shown in Table [11] because of the domain drift, the monodepth2(d) does not have a good performance when testing on the rainy night-time images. Compared with the day-time and night-time scenarios, the rainy night-time scenario suffers from not only photometric inconsistency but also the reflection of road and camera caused by rain. Therefore, the monodepth2(r) cannot get an accurate depth estimation because of the limitation of the unsupervised framework [11] in such complex scenario. The rainy night-time depth model trained by ITDFA (ITDFA_{d2r}) shows a much better performance than the monodepth2 models, which proves the effectiveness of the framework proposed in this paper.

Because the domain gap between night and rainy night is smaller than that between day and rainy night, ITDFA_{d2n} shows more accurate depth estimation than the monodepth2(d) on rainy night-time images. To study the influence of different domain gaps on adaptation, we additionally design a two-step adaptation method, in which the day-time depth model is firstly adapted to night-time scenario, and then the night-time model is adapted to rainy night scenario, shown as ITDFA_{d2n2r}. As shown in Table II even if after the second...
round adaptation, ITDFA$_{d2n2r}$ achieves an outstanding accuracy than others in rainy night-time scenario, which means that multi-step adaptation will be helpful for the domain adaptation between large domain gap. Besides, it also proves that the proposed ITDFA framework has the ability to effectively learn the key features for depth decoding. The qualitative results are shown in Figs. 4 and 6.

4) Snowy winter depth estimation: In the snow-covered environment during winter, the unsupervised framework suffers from repeat-texture scenes, and the camera exposure and gain in outdoor snowy scenario affects the photometric consistency between frames, resulting in the limited performance of unsupervised framework. Therefore, as shown in Table III, the adaptive model obtained by ITDFA gets a better performance in snowy winter scenarios than the models trained by monodepth2. The qualitative results are shown in Fig. 4 and Fig. 7, although the model “Monodepth2” looks better than our proposed method in details, the depth of some objects, like cars, is incorrect according to the relative depth. Meanwhile, due to different image brightness caused by the camera exposure and gain, the depth estimation of the similar road is significantly different, as shown in Fig. 4. Quantitative results in Table III prove that our method can achieve good results in snowy winter. ITDFA achieves more robust depth estimation, but monodepth2 outperforms ITDFA in the depth presentation of details.

5) Ablation study: To analyze the effects of each component in the overall loss function $L_{\text{total}}$, Eq. (7), we design a series of ablations to analyze our approach, and quantitative results are shown in Table IV. Experiments show that the constraint of feature space is more effective than that of output space in promoting the consistency of feature maps. The model trained by the constraints from both feature space and output space outperforms the others, which means that the constraints of output space help encoder to focus on learning the key features of depth decoding during training. Moreover, the smoothness loss helps to improve the accuracy of depth estimation in complex environments.

E. Discussion

The ITDFA is an unsupervised framework, and the depth models for highly complex scenarios are trained in a completely unsupervised manner. Note that all the monocular depth models trained by ITDFA for different environments share the same decoder during testing, which has practical significance. For example, in autonomous driving, facing different weather conditions [43], the vehicle can independently switch to the corresponding encoder to obtain better environmental perception.

Although the ITDFA shows an outstanding performance in various highly complex environments, there are still some
shortcomings in this framework. Firstly, the depth and 3D structure of some objects, like cars and trees, are not well decoded by the depth model, as shown in Figs. 5, 6, 7. Meanwhile, the performance of ITDFA will be influenced by the performance of the image transfer model, and higher quality transferred images will result in a better depth model.

To explore the impact of image transfer performance on ITDFA, we select 5 different image transfer models saved from the last 50 epochs of CycleGAN training to participate in the training of ITDFA. The experiments are built on nighttime images, and the image transfer models are trained to transfer the images between day-time style and night-time style. As shown in Table V, different image transfer models lead to different image style transfer performances, which has different effects on the depth model adapted by ITDFA. However, the effect of the image transfer model on ITDFA is limited, and the error metrics of the obtained depth models do not fluctuate greatly. Moreover, all of the depth models get better performance than the state-of-the-art night-time depth estimation method [18], which is a good proof of the effectiveness of our ITDFA framework.

**TABLE V**

| Error Metrics (Lower is better) | Loss | Abs Rel | Sq Rel | RMSE | RMSE log |
|--------------------------------|------|---------|--------|------|----------|
| ITDFA\_IT1                   | 0.1767 | 1.4412 | 5.529  | 0.240|          |
| ITDFA\_IT2                   | 0.1809 | 1.4541 | 5.563  | 0.242|          |
| ITDFA\_IT3                   | 0.1656 | 1.3902 | 5.458  | 0.226|          |
| ITDFA\_IT4                   | 0.1775 | 1.1567 | 5.111  | 0.240|          |
| ITDFA\_IT5                   | 0.1643 | 1.3693 | 5.429  | 0.226|          |
| Vankadari et al. [18]        | 0.2005 | 2.5750 | 7.172  | 0.278|          |

Fig. 7. *Estimating the depth from the images of snowy winter.* “Monodepth2(s)” refers to the depth model trained on snowy winter images by the unsupervised monocular framework, monodepth2. For snowy winter scenario, because the reflection of the snow will increase the brightness of the scene, this will result in the changes of camera exposure and gain, thereby resulting in photometric inconsistency between frames. The first two lines are two examples that ITDFA outperforms monodepth2, and the last two lines are two examples that monodepth2 seems better than ITDFA.

**Fig. 8. An example of application framework.** Multiple encoders share the same decoder to adaptively perceive the depth of different environments.

**F. Application Prospect**

The changing environment has always been a big challenge for the perception of autonomous systems because existing algorithms can only work in certain scenarios. Because of the domain shift, it is difficult to apply a single depth model to all scenarios with satisfactory performance. Note that all of the depth models obtained by ITDFA share the same decoder. Therefore, this paper provides a solution for dealing with the depth perception of changing environments: switching to the corresponding encoder according to the current environment, as shown in Fig 8, which is also more convenient than switching to the corresponding depth models.

**V. Conclusion**

In this paper, we tackle the problem of unsupervised monocular depth estimation in highly complex environments, which is important and practical for autonomous systems. We survey the related research on solving the limitations of
current unsupervised monocular depth estimation framework, and analyze the reason why the unsupervised framework cannot do well in certain highly complex environments. A novel domain adaptation framework, called ITDFA, is proposed in this paper to address the above problem. The proposed ITDFA framework achieves more accurate depth estimation in night-time scenario than the state-of-the-art [18]. Moreover, the performance of ITDFA in the snowy winter scenario and more challenging rainy-time scenario proves the practicability and effectiveness of ITDFA. Therefore, ITDFA is able to provide a way to address the complex environmental change problems faced by monocular depth estimation during the practical application. Furthermore, there are still shortcomings that need to be addressed, like enhancing the depth perception of some small objects in complex environments, which is also a promising direction for future work.
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