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Abstract

The assessment literature on climate change solutions to date has emphasized technologies and options based on cost-effectiveness analysis. However, many solutions to climate change mitigation misalign with such analytical frameworks. Here, we examine demand-side solutions, a crucial class of mitigation options that go beyond technological specification and cost-benefit analysis. To do so, we synthesize demand-side mitigation options in the urban, building, transport, and agricultural sectors. We also highlight the specific nature of demand-side solutions in the context of development. We then discuss key analytical considerations to integrate demand-side options into overarching assessments on mitigation. Such a framework would include infrastructure solutions that interact with endogenous preference formation. Both hard infrastructures, such as the built environment, and soft infrastructures, such as habits and norms, shape behavior and as a consequence offer significant potential for reducing overall energy demand and greenhouse gas emissions. We conclude that systemic infrastructural and behavioral change will likely be a necessary component of a transition to a low-carbon society.
1. MOTIVATION

The Fifth Assessment Report (AR5) of the Intergovernmental Panel on Climate Change (IPCC) (1) leaves no doubt that humanity is on track to potentially warm up the planet beyond 4°C by the end of this century and that the impacts of such changes in climate on human populations will be severe, especially for the most vulnerable populations and places (2). At the same time, the AR5 shows that through vigorous actions by all nations, temperature increases could still be limited to approximately 2°C above preindustrial levels (3). Limiting climate change to 2°C can only be achieved by staying within a global carbon budget of approximately 1,000 Gt CO₂ eq through the end of this century. But current emissions rates exceed 50 Gt CO₂ eq/year. At these rates, the remaining carbon budget will be used up in 20 years. Although the Paris Agreement resolves to hold the increase in global average temperature to well below 2°C over preindustrial levels, some estimates suggest that the current country contributions under the Agreement could miss the target aspired to by wide margins. Drawing on the full set of available mitigation options is thus crucial to the Paris Agreement’s 2°C goal.

Climate change mitigation is a focus of the contribution from IPCC Working Group III (WGIII) to the AR5. The report emphasizes technological options, and its key conclusions are that (a) immediate action would result in mitigation at low costs, whereas any delay would increase the costs of meeting a 2°C target; (b) mitigation efforts involve a transition from fossil fuels to renewable energies and/or nuclear power combined with progress in energy efficiency; and (c) so-called negative emissions achieved through either bioenergy carbon capture and storage (BECCS) or afforestation would increase flexibility in reaching the 2°C target, reduce costs of meeting the target, and likely be a necessary component of any trajectory capable of limiting warming to approximately 2°C if stringent mitigation action is further delayed. Indeed, of the 400 scenarios reviewed in AR5 that limit warming to 2°C, 344 (86%) rely on negative emission technologies, in particular on BECCS, and the remaining 56 scenarios indicate emissions peaking
around 2010 (4), in contrast to observed trajectories (5). However, BECCS and other negative emission technologies remain controversial, mostly speculative, and some of them would require massive global-scale changes in land use (6–8). Hence, even aggressive transformation of the supply side of the energy system could be insufficient to stay within the 2°C limit. This poses the urgent question of whether demand-side mitigation options could help fill the gap, thereby also lowering the need for risky technologies such as BECCS.

Although demand-side solutions are promising, they are not given the same level of attention as technological supply-side solutions in assessments, like the IPCC’s AR5, and in integrated assessment models in general, or in the popular media, as mirrored in the observation that directed innovation perversely privileges energy-supply technologies over efficient end-use technologies (9). This is possibly due to the dominance of some epistemic communities in AR5 and the relatively few scholars from the humanities and social sciences outside of economics (10, 11). Yet, other reasons for this perceived bias are likely to be more important. First, technological solutions are usually more accessible for quantitative investigation and are more straightforward to implement in models, where it often suffices to modify one or a few specific parameter(s), such as efficiency or CO₂ intensity. This focus on specific quantities has been characterized as a quest for golden numbers (14). Demand-side solutions, by contrast, are often embedded in a complex network of social institutions and practices (15), and thus less prone to quantitative analysis and clear-cut implementation. Second, demand-side solutions also often involve explicit normative positions, or values, making those solutions subject to value-laden discourses (16). Specifically, as demand-side solutions presuppose modified behavior, they are less compatible with the revealed-preference framework prevalent in economics.

In this review, we systematically investigate demand-side solutions that influence either direct emissions, for example, in transportation, buildings, agriculture, and cities, or indirect emissions through their influence on consumption patterns. This review fills a surprisingly large gap in the literature on climate change mitigation, which has been dominated by studies of specific end-use sectors. An important exception is work by Roy et al. (17), who assessed the significance of lifestyle changes for energy choices. Here, we report insights from AR5 WGIII and other literature to advance the comprehensive assessment of demand-side solutions to climate change. We conclude that demand-side solutions are a crucial component of climate change mitigation and can slow the rate of, or reduce, emissions growth. Yet, they alone cannot halt climate change. Methodologically, we observe that cost-effectiveness analysis, though not always perfectly adequate, could be more systematically applied to investigate demand-side solutions. However, normative considerations and behavioral choice models point to a more complex overall assessment framework. Demand-side solutions and lifestyle changes could trigger and coevolve with systemic changes in law, values, and lifestyles to become a necessary component of a transition to a low-carbon society.

2. DEMAND-SIDE SOLUTIONS IN END-USE SECTORS

This section investigates demand-side solutions in transportation, buildings, cities, and the agriculture and food sector. Several characteristics of urban areas influence emissions from the transport
and buildings sectors. Key among these is the spatial organization of urban areas, particularly the geometric characteristics established by the relationship between the configuration of roads; buildings; the primary elements of public structures, including green spaces; the distribution and mix of land uses; and the relative location of activities and places of origin and destination. Although the terms urban form and structure are used by different disciplines in slightly different ways, it is well established that urban spatial characteristics such as connectivity, accessibility, land use mix, and density strongly affect transport demand and building size. Urban spatial characteristics can also direct behavioral action, for example, by advancing a low-carbon lifestyle that incentivizes modal shift from car transport to cycling. Here, we review a significant range of solutions and their potential benefits, as well as reasons for optimism about effective climate change solutions at a local level.

Throughout this section, we emphasize the role of hard and soft infrastructures in fostering demand-side solutions. The term hard infrastructure refers to the physical, built environment, such as walkable neighborhoods, public transit systems, and highways, but also to buildings themselves; soft infrastructure and choice architecture refer to norms, habits, and behavioral framings. We assign a focal role to infrastructures because they preshape the available action space and provide an opportunity for behavior that is associated with low greenhouse gas (GHG) emissions. Or, put more technically, infrastructure investments (capital costs) enable the reduction of marginal costs of low-carbon activities. Clearly, infrastructure investments become crucial parts of the policy instrument set to realize climate mitigation solutions on the demand side.

We start by investigating the urban perspective (Section 2.1), as it provides a bracket for more specific transport (Section 2.2) and building (Section 2.3) solutions. In fact, it will become clear that many demand-side solutions related to hard infrastructures have an explicit spatial dimension. We proceed with investigating solutions in the agriculture and food sector (Section 2.4) and conclude this section with summarizing demand-side solutions in end-use sectors (Section 2.5).

### 2.1. Urban Areas and Spatial Planning

AR5 WGIII (18) established that urban areas could achieve lower emissions if they had certain spatial characteristics: (a) high population and employment densities that are colocated, (b) compact and mixed land uses, (c) a high degree of connectivity, and (d) a high degree of accessibility (Figure 1).

The literature shows that there is a high degree of correlation between population, employment densities, and transport modes. The relationship between the relative locations of residence and employment also affects modes of travel (19, 20). Lower population and employment densities entrench the use of the private motor vehicle. Longer distances between the point of origin and destination make modes of transport such as walking and other forms of nonmotorized transport less viable, whereas public transportation is possible only with minimum levels of either population or employment density (21–23).

Urban settlements with smaller city blocks, where buildings are close together, building size is small, and streets are narrow, promote walking and other nonmotorized travel. Moreover, a system of smaller city blocks enables pedestrians to change direction easily, a factor that promotes convenience and accessibility. In contrast, a coarser-grained urban fabric with larger city blocks, where buildings are large and streets are wide, encourages fast-moving vehicular traffic and discourages pedestrian activity. The quality of the built environment affects the type and choice of travel behavior. When urban space is pleasant and safe—characterized by people-centric design, aesthetically appealing vegetation, and a mix of interesting and lively street life—it fosters walking and other nonmotorized transport as well as public transport modes (24).
A recent study found that lack of connectivity is a predictor of urban sprawl and vehicle ownership in the United States (25). During the twentieth century, many communities, especially residential areas, were designed with cul-de-sacs, dead-end streets, and low street connectivity. Typical destinations were rarely within walking distance from the home. These were urban environments that required private motorized transport. In recent years, many countries have been rethinking urban design toward developing complete streets that explicitly integrate walking and other nonmotorized travel via sidewalks, bicycle lanes, and traffic-calming measures to lower the speed of motorized traffic. A related concept is that of neotraditional neighborhood development, which aims to reverse the contemporary trend of low-density, automobile-oriented, single-use developments that lack local character by creating vibrant, mixed-use neighborhoods with higher residential and employment densities, complementary land uses, and place making (26).
Another important factor that influences urban emissions is the land use mix, or the spatial distribution of economic activity. Strong coordination between land use and public transportation routes is essential for reducing private vehicle use. Intensification of mixed-use development along or around public transport routes and stops brings a number of benefits. It reduces aggregate amounts of motorized travel, encourages walking, and improves the viability and efficiency of public transportation.

Urban design, therefore, is of utmost importance in shaping forms of transport, mode choice, and building size and use. For example, good urban design can reduce paved areas for parking, make use of shared walls to reduce embodied energy, and promote smaller residential units. Building height is an important dimension of urban form. The operational energy requirement of buildings is a function of climate, design, quality of the building stock, function and location, orientation, height, and user behavior. Semidetached, three-story buildings have been shown to be significantly more efficient in terms of operational energy than freestanding, single-story units. For example, in Sydney, Australia, low-rise, attached housing has 15–20% lower energy use than detached housing with the same number of bedrooms (27).

Housing is a durable good, and the quality of housing varies tremendously within cities. Thus, two kinds of path dependencies emerge from the spatial structure and development history of cities. First, the street and transport network develop together with buildings, inducing a spatial pattern of cities that endures for decades and sometimes centuries. Crucially, when residential and employment locations are spatially dislocated, it induces substantial transport, often individual and motorized, and hence GHG emissions that are difficult to change on short timescales, if at all. Second, buildings have a lifetime of decades to centuries, and the turnover rates, often desirable to improve the energy efficiency of buildings, are expensive to increase. These path dependencies are central and pose tough challenges, but they also indicate where low-carbon cities are easiest to build: in places where there is no lock-in of entrenched or established urban form, for example, in some newly urbanizing places found especially in Asia, the Middle East, and Africa. In these places, most of the urban development that will be on the ground in 2050 has not yet been built, thus offering an unprecedented opportunity to develop low-carbon pathways. A recent study analyzing driving factors of GHG emissions in urban settlements suggests that modifying the emerging urbanization on these continents alone could reduce future urban energy use by 20–25% until 2050 (28). On the other hand, developed countries also offer ample opportunity for infrastructural demand-side solutions as they often have highly inefficient built environments (see examples in Sections 2.3 and 2.4).

Key drivers of urban spatial structure include economic conditions, market failures, and policies and regulations that affect the spatial distribution of investments, land use, and economic activity. The degree to which individuals choose to live in places with certain spatial characteristics (e.g., walkability) is debated in the literature. The Tiebout (29) model suggests that individuals sort into neighborhoods and communities according to their preferences. Thus, even if walkable communities were designed and built, households that preferred driving over walking would sort themselves into automobile-friendly neighborhoods. Individuals who like density tend to live in denser areas, whereas individuals who value accessibility and land use mix will also sort into those neighborhoods. Because individuals sort in space based on their preferences and budgets, many traditional spatial planning strategies to alter urban form (and hence demand-side behavior) may have limited effectiveness, as individuals can easily counteract these policies through behavioral adjustments such as moving to another neighborhood. Specifically, an econometric study of the United States suggests that restrictive urban planning may improve local sustainability but is nearly fully compensated for by sprawled development in other parts of the country (30). But a detailed meta-analysis revealed that the built environment plays a more important role in travel behavior in the United States and residential preferences a minor role (31).
Nonetheless, two arguments point to a crucial role for urban planning in spite of the endogeneity of spatial choice. First, only if low-carbon, sustainable housing is built can it be the choice of residents who prefer such environments. Second, preferences in location and transit mode are not exogenous but endogenous to social norms and upbringing. In other words, it is possible that over generations, more sustainable living will generate a greater demand for even more sustainable living.

### 2.2. Transportation

In global assessments, policy options aimed at reducing transport emissions in general and the need for land transportation in particular typically receive far less attention than do technological measures (32). But such options are likely essential to meet the goals of GHG reduction by midcentury (33, 34): On the one hand, demand reduction can be induced by physical infrastructures and urban forms that enable high accessibility and low-carbon modes (see Section 2.1); on the other hand, measures that directly incentivize different behavior can additionally reduce emissions. The transport chapter of the AR5 WGIII (35) discusses these options systematically, highlighting infrastructure options on the urban interface. Subsequent literature has provided quantitative estimates of the importance of urban transport and behavioral options (34, 36).

Urban transportation solutions would add a small but significant component to halving transport emissions between 2010 and 2050, a requirement for ambitious climate mitigation targets (36). Overall, behavioral and infrastructural measures in cities can potentially reduce GHG emissions from urban passenger transport by 20–50% until 2050 (32). This may be achieved via three routes, technological change, modal shift, and reduced travel demand, and information technology plays a key role in all three areas of innovation (37).

Adequate urban planning and alternative mobility services reduce travel demand and foster modal shifts toward nonmotorized modes. Compactification is seen as a primary strategy for reducing emissions. Relatively compact cities (i.e., Hong Kong; Seville, Spain; Turin, Italy) show that per capita travel distance remains up to seven times lower than in sprawled cities (i.e., Chicago; Washington, DC; Houston) (38). A meta-study concluded that compact versus sprawled development reduces GHG emissions by 20–40% (39). Key modifying variables include density, diversity, design, destination accessibility, and distance to transit. If such compact development measures were applied to all new development in the United States, it could enable a 7–10% reduction (compared to business-as-usual development) in distance traveled and associated GHG emissions between 2007 and 2050 (39). Modeling studies of California and England find a demand decrease of approximately 5% for reasonable compactification scenarios over the next 30 years (21, 40).

Optimal pricing of motorized urban transport, in order to reduce air pollution and congestion, can reduce transport demand and incentivize modal shift considerably. Pricing is often coaligned with well-managed urban planning, a relatively dense development, and a long-term increase in public and nonmotorized transport. Both pricing of private motorized transport and provision of alternative mode choice encourage modal shift. Parking prices can lower distance traveled by 2–12% (41), and congestion charging, as implemented in London, Stockholm, and Singapore, can reduce distance traveled within the charging zone by 10–20% (42, 43). Modeling studies of health and climate change in the context of urban transport show that a modal shift from car and motorcycle use toward walking and cycling could reduce GHG emissions by 38% in London and 47% in Delhi in 2030 (44). Another modeling study of Beijing urban transport shows that an optimal combination of congestion charging and investment in bus rapid transit would reduce distance traveled by up to 30% (45). Combining pricing with investment in bicycle infrastructures...
and public transport, along with long-term land use planning (which is most relevant where populations are growing), could realize a 50% reduction in urban transport GHG emissions between 2010 and 2040 in European cities (46). And, complementing subway line building with land use planning and pricing instruments could reduce GHG emissions by 36% (versus trend in 20 years) in Bengaluru, India (47). For Paris, a mix of urban planning and public transport subsidies (excluding pricing of car transport) results in a 36% reduction of vehicle kilometers traveled (VKT) as compared to baseline in a model that extends to 2030 (48).

Behavioral options could be fostered by information campaigns that facilitate social learning, active choice, and frame alternative mobility choices. A recent review provides a summary of behavioral options with confirmed experimental effectiveness (49). The direct costs of many options are negligible. For example, providing free one-day or monthly public transport tickets on a trial basis, particularly to commuters or households after they have relocated (50, 51), or presenting information from a novel perspective (52, 53) proved to be surprisingly effective in inducing changes in travel patterns.

Information technology solutions such as telebanking, teleworking, teleconferencing, and online shopping are relevant on an individual level. Changes in car travel distances for telecommuters are large (50–75%), but absolute citywide average effects are unclear. A study from the United States shows that employer-based trip reduction achieves reductions in car travel distances of approximately 4–6% among participants, with region-wide effects of approximately 1%; voluntary travel behavior change programs achieve reductions of citywide car travel distances of up to 5–7% (41). In addition to directed information measures, social network and spillover effects can lead to nonlinear uptakes of low-carbon modes such as cycling (54). In addition, carpooling, especially in urban areas, shows great mitigation potential (55, 56). For example, a survey from Delhi reveals that carpooling could potentially reduce annual fuel use within the metropolitan area by up to 30% (57).

Altogether, behavioral measures, including marketing, information provision, and customized new services, such as car-sharing services, may reduce transport demand by approximately 10% (41, 58).

When considering the prospect of rapidly increasing carbon-intensive transportation in many countries with historically low emissions per capita due to relatively low vehicle ownership, innovation in a single area such as fuel economy cannot guarantee the targets needed to achieve low-carbon mobility. The large differences in national per capita light-duty vehicle (LDV) emissions (range: 100–4,000 kg CO$_2$ eq/year) are principally explained by LDV use per capita (range: 300–13,000 VKT/year) rather than fleet average fuel efficiency and carbon intensity factors (59). Global growth of per capita LDV use to the level of contemporary high-income countries (approximately 10,000 km/year) would necessitate vehicle technology options that far exceed optimistic technology scenarios for the year 2050 to achieve the 2°C mitigation scenario. However, if per capita levels of LDV use were to converge at those of today’s typical middle-income countries (approximately 3,000 km/year), 2050 targets could be met with medium-term technologies (59).

The tourism sector offers another instructive example of the interaction between technological and behavioral mitigation potentials. In the case of a business-as-usual scenario, CO$_2$ emissions in the global tourism sector may experience growth beyond 150% between 2005 and 2035 (60, 61). If maximum assumed technological efficiencies were achieved for all transport modes, accommodations, and activities, 38% lower emissions could result. On the demand side, reducing energy use by a combination of transport modal shifts and increases in average length of stay could result in a reduction in emissions by 44% worldwide. Using a combination of both of the above measures, emissions in the business-as-usual scenario in 2035 could be reduced by 68%, thus achieving a 16% reduction of emissions with respect to 2005 levels (61).
2.3. Buildings

AR5 WGIII identifies buildings as one of the largest energy-consuming end-use sectors worldwide. In 2010, buildings accounted for 32% of total global final energy use and 19% of energy-related GHG emissions (62). Both energy use and GHG emissions are predicted to at least double by midcentury. The AR5 discusses four sets of mitigation options in buildings: (a) increasing carbon efficiency (such as the inclusion of renewables), (b) increasing the energy efficiency of technology (e.g., in building envelopes and air-conditioning), (c) increasing system or infrastructure efficiency (e.g., urban planning with district heating and cooling), and (d) reducing service demand (e.g., smart metering).

Path dependency is a central issue when approaching any of these mitigation options, as the long lifespans of buildings generate the risk of long-term carbon lock-in. The buildings sector is deeply embedded in urban form and spatial planning, both of which determine structural energy demand from buildings independent of technology (Section 2.1). A more compact urban form tends to lessen building energy consumption and GHG emissions due to lower per capita floor areas, reduced building surface-to-volume ratio, increased shading, and more opportunities for district heating and cooling systems (63). However, there might be energy-related trade-offs at higher densities: Although three-story buildings have lower operational energy use and emissions associated with construction than detached housing, higher densities can, at a minimum, increase the energy embodied in construction (27, 64).

Technological solutions to realize the energy efficiency potential from buildings are well demonstrated. In addition to technologies and architecture, behavior, lifestyle, and culture have a major effect on buildings’ energy use; for instance, three- to fivefold differences in energy use have been shown for the provision of similar building-related energy service levels (65–67). The additional potential is more fully represented in sectorial than integrated models, as the latter seldom represent any of the building energy mitigation options and instead focus on the supply side. More generally, too, the potential social and environmental benefits from building measures beyond energy cost savings are rarely internalized by policies, especially if they are difficult to quantify and monetize in cost-effectiveness or cost-benefit analysis (68, 69). The rest of this section focuses on the additional potential from buildings achieved from soft infrastructure solutions.

There are substantial differences in building energy use driven largely by behavior and culture. Residential energy use can differ by a factor of 3 to 10 worldwide for similar dwellings with the same occupancy and comfort levels (70), and energy use in some office buildings can be up to 10 times greater than in others with the same building functions and climate and similar comfort and health levels for occupants (70–74). Buildings and their energy infrastructure thus need to be designed, built, and used taking into account culture, norms, and occupant behavior.

This is particularly true for developed countries where energy service levels are already high. Short-term behavioral change potential is estimated to be at least 20% in the United States (75); over long periods of time, more substantial reductions (typically 50%) are possible (76, 77). Similar absolute reductions are not possible in developing countries with development needs, although the rate of growth of energy service demands can be reduced (78, 79) (Section 3).

Further, there is a range in the energy savings achievable in buildings due to behavioral changes, depending on the type of end use. For example, savings from heating loads of 10–30% are possible for changes in thermostat setting. Similarly, cooling savings of 50–67% are recorded with measures such as substituting air-conditioning with fans in moderately hot climates with tolerable, brief heat exposures. In another example, increasing the thermostat setting from 24°C to 28°C reduces annual cooling energy use by more than a factor of 3 for a typical office building in Zurich, by more than a factor of 2 in Rome (80), and by a factor of 2 to 3 if increased from 23°C to 27°C.
at night in residential Hong Kong (81). Because these settings are influenced by dress codes and cultural expectations regarding attire, major energy savings can be achieved through changes in cultural standards (63).

Behavior and lifestyle are also drivers of building energy use when interacting with cooling infrastructures. Electricity use for summer cooling in apartments in the same building with similar households in Beijing ranges from 0.5 to 14.2 kWh/(m²·year) (72). The difference is explained by fewer operating hours of the split air conditioner units compared with central air-conditioning. Buildings with high-performance, central air-conditioning can use much more energy than decentralized split units that operate part-time and for partial-space cooling (72, 82).

There are similar findings for energy reduction from other end uses. The savings based on differing clothes drying behavior ranges from 10–100%, at the lower end, for example, by operation at full load versus one-third to one-half load (83). Other examples are water heating savings of 50% (e.g., by shorter showers or switching from baths to showers); cooking energy savings of 50% (e.g., by using different cooking practices); lighting energy savings of 70% (e.g., by turning off unneeded lights); refrigerator energy savings of 30–50% (e.g., by smaller refrigerator and freezer volumes and elimination of a second refrigerator); dishwasher energy savings of 75% (e.g., by operation at full load versus typical partial load); and clothes washer energy savings of 60–85% (e.g., by cold- versus hot-water washing) (84). Policies to target such behavioral change include progressive appliance standards and building codes, for example, with absolute consumption limits (kilowatt-hours per person per year) rather than efficiency requirements (kilowatt-hours per square meter per year) (85).

In more recent literature, published after the AR5, it has been found that the consideration of occupant behavior has often been overly simplistic, resulting in a gap between building design and operational energy consumption. Instead, researchers argue that the discussion of behavior should be guided by the social context of habits, occupant motives, and attitudes (86). Measures aimed at habits, such as information disclosure and feedback on energy consumption (particularly through smart meters) can result in substantial household energy savings (86–89). The framing of the problem also affects the types of policies proposed, and there is an increasing need to integrate engineering, economic, and behavioral perspectives for effective policy (90–93).

2.4. Agriculture and Other Land Use

Earth’s productive lands provide humans with a large array of resources, including nonsubstitutable resources such as food but also raw materials such as wood and fibers for clothing and other purposes, as well as energy (94). Most analysts expect that rising population numbers and affluence will result in increases in the demand for agricultural products of 70–100% until 2050 (95). AR5 WGIII (96, ch. 11) analyzed GHG reduction potentials associated with both supply- and demand-side measures. It found large GHG reduction potentials associated with demand-side measures related to agriculture, forest, and other land use, such as diet change, reduction of food waste, and use of timber instead of steel or concrete frames in buildings.

Many climate change mitigation scenarios analyzed in AR5 WGIII, in particular all those relying heavily on bioenergy with or without carbon capture and storage or on options to sequester carbon through afforestation (96), would require substantial additional land areas to be used for energy crops or afforestation (97). In the latter case, maintenance of the newly established forests is a prerequisite for keeping the carbon out of the atmosphere.

As three-quarters of Earth’s land (except Antarctica and Greenland) are already used by humans, substantial land demand for climate change mitigation options is bound to intensify land use competition, which could potentially result in a host of socioeconomic (loss of livelihood,
Figure 2

Economic potentials of supply-side options to reduce GHG emissions in agriculture depending on the carbon price for 2030 compared with the technical potential related to demand-side options for 2050 (96, 99). Note that the Intergovernmental Panel on Climate Change Working Group III does not report aggregated data on technical GHG reduction potentials on the supply side. Abbreviations: GHG, greenhouse gas; US$/t CO₂ eq, US dollars/ton CO₂ equivalent.

Negative impacts on food security) and environmental (GHG emissions, degradation of ecosystems, biodiversity loss) issues (98). Changes in future food demand will have strong effects on GHG emissions, both directly through agricultural GHG emissions from cropping and livestock and indirectly by influencing the availability of areas for production of biogenic, low-GHG resources, such as some forms of bioenergy, raw materials, or timber, for carbon sequestration, including through afforestation (99, 100).

Technical GHG reduction potentials related to behavioral changes (dietary change, waste reduction) concerning agricultural products strongly exceed the potentials of supply-side mitigation options, even at a carbon price of 100 US$/t CO₂ eq (96), as shown in Figure 2. Comparability between economic potentials (supply side) and technical potentials (demand side) is limited because demand-side options are difficult or impossible to judge in terms of cost-benefit analyses. Indeed, the costs of buying healthier, plant-based food with low environmental impact may even be lower than those of diets richer in animal-based products (101).

Studies based on either life cycle assessment or integrated modeling show that changes in diets strongly affect future GHG emissions from food production (100, 102). Most plant-based foodstuffs have substantially lower GHG emissions than animal products (96), although there are exceptions, for example, vegetables grown in heated greenhouses or fruits transported by airfreight (87). GHG benefits of plant-based food over animal products also hold when compared per unit of protein (103).

Agricultural non-CO₂ (CH₄ and N₂O) emissions would triple by 2055 to 15.3 GtCO₂ eq/year were current dietary trends and population growth to continue (102). Technical mitigation options on the supply side, such as improved cropland or livestock management alone, could reduce that value to 9.8 Gt CO₂ eq/year; in fact, emissions were reduced to 4.3 GtCO₂ eq/year in a behavioral dietary change scenario and to 2.5 Gt CO₂ eq/year when both technical mitigation and dietary change were assumed (102). Along the same lines, another study showed that large greenhouse gas emissions savings (a reduction by 36% compared to a business-as-usual scenario) could be achieved by adopting a healthy diet that included meat, fish, and egg consumption of 90 g/(person-day) (100).
2.5. Summary of End-Use Sectors

We reviewed the potential contribution to climate change mitigation from three sectors, buildings, transport, and food, under the two main perspectives, hard urban infrastructures and soft behavioral frameworks (Table 1). We argue that the full potential of demand-side solutions becomes visible in these two perspectives.

Table 1  Climate change mitigation options and their quantitative reduction potential

| End-use sector                  | Mitigation option                                                                 | Reduction potential                                      | Reference(s) |
|--------------------------------|-----------------------------------------------------------------------------------|----------------------------------------------------------|--------------|
| Urban areas and spatial planning| Modifying the emerging urbanization                                               | 20–25% reduction of future urban energy use until 2050   | 28           |
| Transportation                 | Optimal pricing                                                                   | 15–20% reduction in automobile transport                 | 28           |
|                                | Compactness                                                                       | United States: 10% reduction in distance traveled        | 39           |
|                                |                                                                                    | Europe: 5% reduction in distance traveled                | 40           |
|                                | Behavioral measures (marketing, information provision, and tailored services)    | 10% reduction in transport demand                         | 41, 58       |
| Total                          |                                                                                   | 20–50%                                                   |              |
| Tourism                        | Transport modal shifts and increases in average length of stay                    | 44% emission reductions worldwide until 2035              | 61           |
| Buildings                      | Developed context: short-term behavioral change potential                         | >20%                                                     | 75           |
|                                | Developed context: long-term behavioral change potential                          | 50%                                                      | 76, 77       |
|                                | Developing context: behavioral change potential                                     | Relevant but lower potential                             | 78, 79       |
|                                | Heating: adjusting thermostat setting                                              | 10–30%                                                   | 80           |
|                                | Cooling: using substitutes for air-conditioning, increasing thermostat setting, changing dress codes | 50–67%                                                   | 80, 81       |
|                                | Clothes washing and drying behavior (e.g., by operation at full load versus one-third to one-half load) | 10–100%                                                  | 83           |
|                                | Water-heating and cooking energy savings (e.g., by shorter showers, using different cooking practices) | 50%                                                      | 83           |
|                                | Lighting energy savings (e.g., by turning off unneeded lights)                     | 70%                                                      | 83           |
|                                | Refrigerator energy savings (e.g., by smaller refrigerators)                      | 30–50%                                                   | 83           |
|                                | Dishwasher energy savings (e.g., by full-load operation)                           | 75%                                                      | 83           |
| Agriculture and other land use | Technical potential of demand-side options for 2050                              | 70%                                                      | 96, 99       |
|                                | Healthy diet: meat, fish, and egg consumption of 90 g/(person/day)                | 36% greenhouse gas savings                               | 100          |

*As baseline scenarios have been insufficiently specified and may be inconsistent, the provided quantitative estimates display the respective relevance of demand-side options but generally cannot be simply added or multiplied to savings taken from other solution options.
Overall, urban planning could reduce GHG emissions from urban transport by 5–10%, with significantly higher values expected in rapidly growing cities; by 10–30% through pricing measures and infrastructure provision for nonmotorized and public transport; and by approximately 5–7% through information. A combination of these measures might achieve between 20% and 50% reduction in GHG emissions, by activity reduction or shifted transport, until 2050 relative to baseline growth, although the synergies and trade-offs between these measures deserve further research (32) (Section 2.2.).

The existing variation in per capita transport-related energy consumption within high-income cities indicates that there are different infrastructure trajectories with different carbon intensities. Low- and middle-income countries can avoid locking-in high carbon modes and choose urban developments that enable cheaper future abatement (59). But urban infrastructures influence not only transport but also buildings in terms of GHG emissions (104). Overall, urbanization choices in developing cities, especially in Asia and Africa, could make a difference of 190 EJ in 2050 energy use (28) (Figure 3). Crucially, the cost structure of urban transport choices is a strong determinant of urban form and hence both transport and building emissions (23).

Behavioral change provides additional demand-side potential for climate mitigation. Typically, behavioral change options are cost-effective, though their costs have not been systematically studied (105). For building energy use, the behavioral change potential can be as high as 50% over long periods of time (Section 2.3). In the agricultural sector, diet shift toward more healthy nutrition would reduce mitigation more than what would be possible by technological options alone (Section 2.4).

In many cases, behavioral and lifestyle issues are tightly entangled with hard infrastructures. A detailed typology of residential GHG emissions in England revealed tight correspondence between the built infrastructure and lifestyles (106). In that study, English human settlements were endogenously clustered according to their drivers of GHG emissions, including density and income, but also to household size, heating systems, and local climate. Some of the resulting types of human settlement coincided with a high prevalence of lifestyle groups designated young
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A low-carbon urban development (LCUD) scenario would save approximately 190 EJ in the annual direct final energy use of cities, including electricity consumption and heating in buildings and energy use from urban transport compared with the BAU scenario (28). Abbreviations: Asia, developing economies in Asia; BAU, business as usual; LAC, Latin America and the Caribbean; MAF, Middle East and Africa; OECD90, region including all member countries of the Organisation for Economic Co-operation and Development as of 1990; REF, countries undergoing reform.
city professionals, multicultural inner city dwellers, or affluent urban commuters. This observation points to great potential for exploring joint infrastructure and behavioral solutions in the transport, building, and settlement sectors.

3. DEMAND-SIDE SOLUTIONS IN THE CONTEXT OF DEVELOPMENT

Demand-side solutions play important mitigation roles in developed and developing countries (as specified in Section 2). In this section, we discuss how the solution space differs between countries with respect to their development stage. We focus exclusively on the demand-side options for developing countries where, because of ongoing structural transitions, there is a timely opportunity to align development and climate objectives by shaping spaces and preferences. Developed countries, by contrast, already have most of their infrastructures built and will require a retrofit of existing spaces and habits, indicating the importance of behavioral change (as discussed in the previous section).

3.1. Aligning Development and Climate Change Objectives

The growing importance of developing countries is highlighted by the tripling of emerging economic output since 1990, and its doubling in low-income countries (107). Yet, in spite of this growth, a number of outstanding developmental challenges still remain. To start with, the benefits of growth are not equitably distributed among countries and within countries, particularly in fast-growing, middle-income countries in Asia and Sub-Saharan Africa (108). Approximately 70% of the population in Africa and 20% in Asia have no access to electricity and have comparably poor access to basic services. The statistics imply that the demand for resources for development is expected to continue, but if unmanaged, there is potential to threaten the very ecosystems that sustain economies and livelihoods. Moreover, climate change acts as a threat multiplier to poverty and sustainability risks, adding to existing stresses and potentially exacerbating social tensions. Conventional models of development have usually focused on increased economic growth and mobilizing new technologies without considering the local and global environmental consequences and social (and distributional) costs associated with the growth pathways (109). However, in the context of a changing climate and the Paris Agreement, bold efforts are needed to rethink the utility of conventional models in addressing pressing development goals, particularly for emerging economies (110).

The co-benefits framework is widely cited as a way forward in enabling a sustainable development transition and also meeting climate goals (110, 111). Co-benefits offer countries an approach to promote their multiple development objectives, such as energy for growth, energy security, access, jobs, and healthy local environments, while also yielding benefits for addressing climate change effectively (112). The linkages between sustainable development and climate benefits are alternatively also expressed by a multiple-objectives framework, which does not require declaring one objective as primary. A growing research base supports the evidence of co-benefits or multiple objectives (113). For example, according to a recent World Bank report titled Decarbonizing Development (114), a country’s low-carbon pathway and its achievement of socioeconomic development and prosperity can be strongly aligned. That is, the mission to move away from carbon-intensive production and consumption patterns need not supersede the efforts to reduce poverty and meet basic needs (115).

It follows that developing countries, because of impending structural transitions in their infrastructures and economy, can be well positioned to shape and reap the potential win-win opportunities that can stimulate development and simultaneously prevent carbon lock-in (116, 117).
Although supply-side options play a significant role in assembling the arsenal of options required for the pursuit of such a low-carbon transition, demand-side options are potentially as crucial. We explore the salience of these choices in developing countries and their challenges across different demand-side sectors in the next section.

### 3.2. Demand-Side Options for Multiple-Objectives-Based Development

Developing countries have the challenge of achieving their development goals, often in conjunction with climate-related interventions (as discussed in Section 3.1). These goals can be articulated in many forms, through nationally determined priorities or sustainable development goals. We now discuss demand-side options that can support developing countries in transition to achieve their multiple development objectives.

New infrastructure construction in developing countries represents one of the most significant opportunities (and risks) from a mitigation perspective. As real estate is one of the longest-lived components of the economy, the sector is particularly prone to lock-in. Recent research has found that by 2050, the infrastructure lock-in risk in Southeast Asia (including India) will be more than 200% of the 2005 levels for heating and cooling energy use (63). Countries and regions undergoing early stages of urbanization therefore have the potential to reduce future emissions, particularly in cases where income levels, infrastructure, and motorization trends are rapidly changing, providing occasion to shape the spaces for different technologies and behaviors (118–124) (Figure 3). At the same time, energy efficiency and demand-side measures also help reduce costs due to lowered overall demand, with benefits in terms of the balance of payments from avoided fossil fuel imports, and improved levels of energy services (125).

In terms of hard infrastructures, the growth of building energy use, especially in developing countries, can be moderated through the provision of high levels of building services at much lower energy inputs, for example, by incorporating elements of neotraditional lifestyles and architecture. One approach is to use vernacular designs to provide comfortable conditions, successful examples of which are found, for instance, in Vietnam (126) and India (127). Another is to allow natural ventilation, with the use of part-time and partial-space indoor climate conditioning, using mechanical systems for the remaining needs only when passive approaches cannot meet comfort demands. Such pathways can enable energy use levels below 30 kWh (m²·year) as a world average, as opposed to 30–50 kWh (m²·year) when utilizing central air-conditioning (82).

Developing countries also present opportunities for integrated infrastructure and energy planning to be most effective at shaping development and emissions trajectories. For instance, an estimated 3 billion people worldwide rely on highly polluting and unhealthy traditional solid fuels for household cooking and heating (128), and shifting their energy sources to electricity and clean fuels could strongly influence building-related emissions reductions and provide significant socioeconomic development outcomes (129).

Finally, as economies shift from agriculture to industry to service, there is increased demand for, and emissions from, motorized two-wheelers and expansion of bus and rail public transport systems (130, 131). A major shift toward the use of mass public transport guided by sustainable transport principles, including the maintenance of adequate services and safe infrastructure for nonmotorized transport, presents great mitigation potential (132, 133). For example, Bogota, Columbia, and Addis Ababa, Ethiopia, have demonstrated that city transformations occur mainly as a consequence of investments in transport systems, entailing a modal shift to low-carbon modes. In Delhi, improved bicycle lane infrastructure led to greater uptake of cycling (134). Crucially, such modal shifts also reduce local air pollution. Supporting nonmotorized travel thus often...
supports development more effectively, more equitably, and with fewer adverse side effects to the environment and human health than providing for motorized travel (44).

Lifestyle changes can also have a significant impact on energy demand. Quantitative modeling of the impact of future lifestyle changes shows that the rate of growth of energy use (as opposed to absolute reductions) can be reduced by pursuing different consumption lifestyles, without compromising on quality of life (78, 79). Importantly, agriculture and land use account for a large proportion of the emissions from developing countries (96), and it is predicted that growing urban populations will demand more resource-intensive foods such as meat, reflecting the strong relationship between higher income and consumption of livestock products (135). It is important for all countries to reconsider these consumption patterns, and given that developing countries are in the early phases of the transition when animal and other resource-intensive product consumption per capita is very low, they have the chance to choose consumption patterns that bring development benefits to personal health and also reduce GHG emissions (136) (compare with Section 2.4).

As discussed above, the options for linked developed and climate benefits are plenty, especially within the context of large-scale country transitions. However, developing countries can also be marked by limited governance and low institutional capacity, resources, and skills, which is an obstacle to building resilient and integrated urban, agricultural, and land use management systems. In such instances, the capacity to strategically manage the trade-offs across development objectives is often limited. Poor governance can often stall the pace of policy uptake and lock in suboptimal technologies and infrastructure that result in high future costs (120).

For example, in Indonesia, institutional deficits, such as limited experience with urban planning and management, budgeting and accounting, and finance, have thwarted the decentralization of infrastructure programs from the central to local governments over the past decade (137). In China, silo-style planning, in which each municipal department makes decisions separately, is ubiquitous, rendering the achievement of cost-efficient environmental solutions infeasible (138). This limitation in local institutional capacity highlights the conundrum that rapidly urbanizing regions—often with the greatest potential to reduce future GHG emissions—are where a lack of institutional capacity can most obstruct mitigation efforts (139).

In sum, changing consumption trends in developed and developing countries implies changing habits and social norms that underpin unsustainable lifestyles and practices and their distributional consequences (140). Behavioral change and lifestyle choices can influence the use of infrastructures in developed countries, and structurally different infrastructure investments in emerging and least-developed economies could shape sustainable future energy use patterns. But bringing about changes in structures and behavior through norms is harder in the context of lower institutional and technical capacities, as is often the case in developing countries (140). This focus on social norms and habits is distinct from that of technological economic assessment, and thus necessitates a closer look into the framework for assessing demand-side solutions, the topic of the next section.

4. BEYOND TECHNOLOGY: FRAMEWORK FOR ASSESSING DEMAND-SIDE SOLUTIONS

We proceed by investigating an analytical framework for assessing demand-side solutions. Central to this framework are lifestyle changes that are commonly much more explicit on the demand side than on the supply side, and hence require a focus when assessing the solution space (Section 4.1; see also Section 2). But lifestyle changes also have overarching and important implications that change how a solution space can be assessed. An assessment of lifestyle solutions requires an explicit
reference to values and normative positions taken (Section 4.2). Such an assessment would also expand the tight boundaries of analytical analysis, requiring a delicate approach in quantitative assessments (Section 4.3).

4.1. Lifestyle Changes

Demand-side solutions involve end users and hence lifestyle and behavioral change. For example, individuals might switch from personal, motorized transport to a flexible mode choice model, such as cycling and public transport for daily trips and car sharing services as needed for other purposes. It might also involve substituting a trip to remote islands by a trip to a local national park. In dwellings, savings could accrue from adjusting the thermostat. And a dietary shift would considerably reduce land demand, thereby helping to reduce GHG emissions. Altogether, these options can significantly reduce emissions compared to the baseline and, we argue, are an essential part of any realistic effort to achieve the highly ambitious 2°C target. Further, many of these options can be achieved at low costs, or even reduce costs for consumers. Nonetheless, most options are implemented only insignificantly or not at all. This points to culturally shaped preferences and the existence of strong default choices but also to significant difficulties in modifying behavior. Humans act and decide within societal structures according to well-established practices that are difficult to change because they are stabilized through routines, incentives, and institutions. Changes in practices are constrained by spatiotemporal and technological characteristics (139), in which cultural patterns, social inequality, and power relations are inscribed. These structures stimulate or underpin certain practices and discourage or prevent others. Political and economic institutions are the keys to explaining the stabilization or transformation of practices (141).

However, lifestyle changes have so far received only scarce attention in IPCC reports. The reason is twofold. First, lifestyle changes are normatively charged, with some reacting strongly against the very notion of lifestyle changes and others welcoming them as desirable. In other words, across countries, the very notion of lifestyle change opens the door for contentious debate over values. Second, as costs are rarely the issue with lifestyle changes, it becomes difficult to consistently evaluate and prioritize different options for such changes in terms of one consistent measure, such as US$/kg CO₂ eq. In a certain sense, cost-effectiveness studies of behavioral options and social norms are possible, as demonstrated for energy conservation by communicating their relative ranking in terms of electricity bills (105, 142). More of these studies are required. Yet, the overall welfare effects often remain elusive, as demand-side changes often have a normative whiff and also impact the supply side in general equilibrium frameworks. Lifestyle changes hence touch on questions about the boundaries of analytical frameworks and the usefulness of quantitative analysis. We discuss both points in turn.

4.2. Explicit Normative Frameworks

Technology-focused solutions assume that revealed preferences on issues like energy consumption are normatively applicable and will continue to exist in a manner similar to the current situation. In contrast, demand-side solutions assume to some degree a shift in preferences, underpinned by policies that encourage adoption of preferences compatible with broader welfare goals. This is apparently in contradiction to a revealed-preference approach within economics. But this contradiction can be partially reconciled.

A revealed preference approach assumes that actors have fixed exogenous preferences, hold correct beliefs about their environments, and make decisions by computing the maximal utility
they can obtain. However, empirical literature in behavioral economics has demonstrated that this approach holds only under narrow conditions and cannot be applied to conditions in complex social and environmental settings. Crucially, although preferences have been shown to be endogenous to learning and the built environment, beliefs are often determined by cultural settings and more specific effects, like the availability bias; in addition, decision making is subject to habitual effects and social context (143–145). In other words, choices are socially, culturally, and environmentally contextualized. This is summarized in Figure 4.

The challenge with this broad contextualization is that the liberal approach of maximizing what people want, or what they state they want, comes into conflict with a perspective that aims to maximize subjective well-being. For example, some people may prefer to drive their car in car-oriented built environments, but they would likely experience health benefits from riding their bicycle in bicycle-oriented built environments. Under these circumstances, the question of lifestyle changes, at least in some instances, is subject to the specific normative position held. The consequences of a liberal perspective and a subjective well-being perspective for policies on transport-related choices are summarized in Table 2.

The lesson is that those taking a subjective well-being perspective, or those emphasizing public health, are more likely to embrace lifestyle changes than liberals. Liberals typically aim to satisfy revealed preferences; this can be strongly defended, for example, by specifying an equivalent-income approach that incorporates nonmonetary dimensions of well-being, such as health (146). In contrast, a subjective well-being approach would further extend the picture by also investigating how infrastructure and social norms influence behavior. A subjective well-being approach would then consider, for example, changing the built environment such that welfare is improved. Arguably this corresponds to the satisfaction of fundamental preferences. As a result, the most important policy space would relate to opportunity structures, or infrastructures, that incentivize behavior that reduces energy demand. Accepting this perspective, it then becomes clear that optimal infrastructure provision and carbon pricing become effective complements of each other, as has been shown in explicit urban spatial settings (23) and in economic theory (147).
Table 2 Normative positions and their influence on shaping policy decisions in transport-related choices

| Transport-related factor | Subjective well-being | Liberalism |
|--------------------------|------------------------|------------|
| Environmental awareness  | Rewards for individual altruistic behavior | No particular rewards |
| Mode choice              | Incentives for NMT, change in social norms, and cues against biases | Degree of incentivizing NMT depends on type of liberalism |
| Safety                   | Disincentives for risky behavior | No disincentives for risky behavior |
| Commuting                | Disincentives | No disincentives |
| Car purchase             | Vehicle tax according to car type | A status tax (according to type of liberalism) |
| Infrastructure           | Prioritization: NMT, short commutes | Not directly applicable |
|                          | Alternative: elicit preferences in simplest context |

*Table reproduced from Mattauch et al. (49). Abbreviation: NMT, nonmotorized transport.

For assessments, however, it is practically and methodologically very difficult to evaluate such a change in welfare, as discussed in the next section.

4.3. Quantification and the Boundaries of Analysis

Any comprehensive analysis is plagued by substantial evaluation uncertainties. Commonly, discount rates are contested, and distributional effects play a major role in sensitivity studies. But the question of the boundaries of analysis remains too often undiscussed (14). A cost-benefit analysis should always specify the boundary of its framework. Technology-focused solutions can often work in a quantitative framework, specifying, for example, the amount of energy needed in any given year, under certain assumptions, underlying economic growth and demographic change, or the portfolio of evolving technological options and their cost profiles. Importantly, the underlying models implicitly assume constant preferences that are fulfilled by economic parameters. Demand-side solutions, in contrast, often need a more contextual specification in that they directly interact with lifestyle questions. As discussed above, demand-side solutions often translate into changing the opportunity space by offering different infrastructures, and ultimately by dynamically interacting with the formation of endogenous preferences. Clearly, then, a comprehensive assessment of demand-side solutions requires a different boundary of analysis. But the analytical framework for a changing infrastructure environment is not fully developed and poses hard challenges, especially when it comes to taking an explicit normative position (Section 4.2). In other words, existing analytical frameworks and their common boundaries pose a considerable barrier to the exploration of demand-side solution space.

5. CONCLUSION: AMBITIOUS CLIMATE CHANGE MITIGATION REQUIRES DEMAND-SIDE SOLUTIONS

Ambitious mitigation targets require making use of the complete solution space. Low-carbon energy technologies are central to reducing GHG emissions adequately. But demand-side solutions would facilitate and complement the task of technological solutions enormously.

This review synthesizes demand-side options for climate change mitigation. Two classes of demand-side options emerge. On the one hand, hard infrastructures, epitomized by the urban built infrastructure, provide a physical setting for shaping preferences, practices, and opportunity spaces. On the other hand, changing norms, practices, and nudges modify the opportunity space...
and can induce direct behavioral change. Reshaping urban forms and the urban environment provides ample opportunity to make car travel obsolete and save high amounts of energy in buildings. Both transport and buildings also offer significant opportunities for reduced energy demand by soft measures, such as providing targeted information on sustainable mobility for specific groups of people. In agriculture, demand-side action, in particular, dietary shift, could reduce emissions by more than 70% compared to the trend in 2055, thereby surpassing the potential of technological options.

Approaching the demand side in the context of development provides both challenges and opportunities arising from impending structural transitions and their opportunities to shape hard and soft infrastructures for the long term. In many cases, demand-side solutions will mitigate the rate of energy-demand growth rather than reduce absolute energy use or GHG emissions. And although emerging economies offer significant low-cost potentials when building new infrastructures and cities, they also face the serious implementation challenges arising from low administrative or institutional capacities.

This review also investigates the specific nature of assessing demand-side solutions. To date, demand-side solutions have been less systematically assessed than the technological supply-side solution space, especially as part of comprehensive cost-effectiveness analysis. The challenge is indeed one of the boundaries of analysis. When investigating supply-side solutions, a rational-choice model with given preferences can be assumed. Demand-side solutions instead often require an understanding of preferences that are endogenously modified, for example, by different infrastructure settings—as has indeed been empirically substantiated. However, assessments then require explicit normative assumptions and a different, contextually richer framework of analysis, which has not yet been firmly established. This is a primary task for future research.

The next IPCC assessment report should, in our view, nonetheless aim to assess demand-side solutions systematically, both with cost-effectiveness frameworks and in the broader frame of behavioral economics.

**FUTURE ISSUES**

1. A meta-analysis of cost-effective demand-side solutions would be important input for the next IPCC report.
2. The categorization of optimal and/or adequate infrastructure solutions to climate change mitigation in both developed and developing countries would be useful.
3. A comprehensive evaluation of demand-side solutions in broader welfare settings, for example, with an emphasis on subjective well-being and psychological health should be made.
4. Investigators need to study the welfare effects (of demand-side solutions in particular) by relying on the complete portfolio of behavioral economics and making normative choices explicit.

**DISCLOSURE STATEMENT**

The authors are not aware of any affiliations, memberships, funding, or financial holdings that might be perceived as affecting the objectivity of this review.
ACKNOWLEDGMENTS

We thank Navroz K. Dubash for helpful discussions and comments on the manuscript; Linus Mattauch for valuable feedback, especially on behavioral issues; and Diana Ürge-Vorsatz for helping to jump-start this project.

LITERATURE CITED

1. Stocker T, Qin D, Plattner G-K, Tignor M, Allen SK, et al. 2014. Climate Change 2013: The Physical Science Basis. Cambridge, UK: Cambridge Univ. Press
2. Field CB, Barros VR, Dokken DJ, Mach KJ, Mastrandrea MD, et al., eds. 2014. Climate Change 2014: Impacts, Adaptation, and Vulnerability. Part A: Global and Sectoral Aspects. Contribution of Working Group II to the Fifth Assessment Report of the Intergovernmental Panel on Climate Change. Cambridge, UK: Cambridge Univ. Press
3. Edenhofer O, Pichs-Madruga R, Sokona Y, Kadner S, Minx J, et al. 2014. Technical summary. See Ref. 62, pp. 31–107
4. Anderson K. 2015. Duality in climate science. Nat. Geosci. 8(12):898–900
5. Le Quéré C, Moriarty R, Andrew R, Peters G, Ciais P, et al. 2015. Global carbon budget 2014. Earth Syst. Sci. Data 7(1):47–85
6. Creutzig F. 2014. Economic and ecological aspects of climate change mitigation with bioenergy and negative emissions. Glob. Change Biol. Bioenergy 8(1):4–10
7. Fuss S, Canadell JG, Peters GP, Tavoni M, Andrew RM, et al. 2014. Betting on negative emissions. Nat. Clim. Change 4(10):850–53
8. Stephens JC. 2015. Carbon capture and storage: a controversial climate mitigation approach. Int. Spectr. 50(1):74–84
9. Wilson C, Grubler A, Gallagher KS, Nemet GF. 2012. Marginalization of end-use technologies in energy innovation for climate protection. Nat. Clim. Change 2(11):780–88
10. Corbera E, Calvet-Mir L, Hughes H, Paterson M. 2016. Patterns of authorship in the IPCC Working Group III report. Nat. Clim. Change 6(1):94–99
11. Sovacool BK, Ryan S, Stern P, Janda K, Rochlin G, et al. 2015. Integrating social science in energy research. Energy Res. Soc. Sci. 6:95–99
12. Middlemiss L, Parrish BD. 2010. Building capacity for low-carbon communities: the role of grassroots initiatives. Energy Policy 38(12):7559–66
13. Azevedo IM. 2014. Consumer end-use energy efficiency and rebound effects. Annu. Rev. Environ. Resour. 39:391–418
14. Socolow RH. 1976. Failures of discourse. Bull. Am. Acad. Arts Sci. 29(6):11–32
15. Spaargaren G. 2011. Theories of practices: agency, technology, and culture: exploring the relevance of practice theories for the governance of sustainable consumption practices in the new world-order. Glob. Environ. Change 21(3):813–22
16. Tribe LH, Schelling CS, Voss J, eds. 1976. When Values Conflict: Essays on Environmental Analysis, Discourse, and Decision. Cambridge, MA: Ballinger
17. Roy J, Dowd A, Muller A, Pat S, Prata N. 2012. Lifestyles, well-being and energy. See Ref. 69, pp. 1527–48
18. Seto K, Dhakal S, Bigio AG, Blanco H, Delgado GC, et al. 2014. Human settlements, infrastructure, and spatial planning. See Ref. 62, pp. 923–1000
19. e Silva J, Golob T, Goulas K. 2006. Effects of land use characteristics on residence and employment location and travel behavior of urban adult workers. Transp. Res. Rec. 1977:121–31
20. Vega A, Reynolds-Feighan A. 2009. A methodological framework for the study of residential location and travel-to-work mode choice under central and suburban employment destination patterns. Transp. Res. Part A: Policy Pract. 43(4):401–19
21. Brownstone D, Golob TF. 2009. The impact of residential density on vehicle usage and energy consumption. J. Urban Econ. 65(1):91–98
22. Chatman D. 2003. How density and mixed uses at the workplace affect personal commercial travel and commute mode choice. *Transp. Res. Rec.* 1831:193–201
23. Creutzig F. 2014. How fuel prices determine public transport infrastructure, modal shares and urban form. *Urban Clim.* 10:63–76
24. Ewing R, Handy S. 2009. Measuring the unmeasurable: urban design qualities related to walkability. *J. Urban Des.* 14(1):65–84
25. Barrington-Leigh C, Millard-Ball A. 2015. A century of sprawl in the United States. *PNAS* 112(27):8244–49
26. Khattak AJ, Rodriguez D. 2005. Travel behavior in neo-traditional neighborhood developments: a case study in USA. *Transp. Res. Part A: Policy Pract.* 39(6):481–500
27. Rickwood P. 2009. Residential operational energy use. *Urban Policy Res.* 13(1):63–76
28. Creutzig F, Baiocchi G, Bierkandt R, Pichler P-P, Seto KC. 2015. Global typology of urban energy use and potentials for an urbanization mitigation wedge. *PNAS* 112(20):6283–88
29. Tiebout CM. 1956. A pure theory of local expenditures. *J. Polit. Econ.* 64(5):416–24
30. Glaeser EL, Kahn ME. 2004. Sprawl and urban growth. In *Handbook of Urban and Regional Economics*, Vol. 4, ed. JV Henderson, JF Thisse, pp. 2481–527. New York: Elsevier
31. Ewing R, Cervero R. 2010. Travel and the built environment: a meta-analysis. *J. Am. Plan. Assoc.* 76(3):265–94
32. Creutzig F. 2015. Evolving narratives of low-carbon futures in transportation. *Transp. Rev.* 36(3):341–60
33. Grimes-Casey HG, Keoleian GA, Willcox B. 2009. Carbon emission targets for driving sustainable mobility with US light-duty vehicles. *Environ. Sci. Technol.* 43(3):585–90
34. Hodges T, Potter J. 2010. *Transportation’s Role in Reducing U.S. Greenhouse Gas Emissions*, Vols. 1, 2. Washington, DC: US Dep. Transp. Cent. Clim. Change Environ. Forecast.
35. Sims R, Schaeffer R, Creutzig F, Cruz-Nunez X, D’Agosto M, et al. 2014. Transport. See Ref. 62, pp. 599–670
36. Creutzig F, Jochem P, Edelenbosch OY, Mattauch L, Vuuren DP, et al. 2015. Transport: A roadblock to climate change mitigation? *Science* 350(6263):911–12
37. Nykvist B, Whitmarsh L. 2008. A multi-level analysis of sustainable mobility transitions: niche development in the UK and Sweden. *Technol. Forecast. Soc. Change* 75(9):1373–87
38. Vivier J, Pourbaix J, eds. 2005. *Mobility in Cities Database: Recommendations and Analysis*. Brussels: Int. Assoc. Public Transp. (UITP)
39. Ewing R, Bartholomew K, Winkelman S, Walters J, Chen D. 2009. Growing cooler: the evidence on urban development and climate change. *Renew. Resour. J.* 25(4):6–13
40. Echenique MH, Hargreaves AJ, Mitchell G, Namedeo A. 2012. Growing cities sustainably: Does urban form really matter? *J. Am. Plan. Assoc.* 78(2):121–37
41. Salon D, Boarnet MG, Handy S, Spears S, Tal G. 2012. How do local actions affect VMT? A critical review of the empirical evidence. *Transp. Res. Part D: Transp. Environ.* 17(7):495–508
42. Eliasson J. 2008. Lessons from the Stockholm congestion charging trial. *Transp. Policy* 15(6):395–404
43. TFL (Transp. Lond.). 2007. *Central London Congestion Charging: Impacts Monitoring, Fifth Annual Report*. London: TFL
44. Woodcock J, Edwards P, Tonne C, Armstrong BG, Ashiru O, et al. 2009. Public health benefits of strategies to reduce greenhouse-gas emissions: urban land transport. *Lancet* 374(9705):1910–43
45. Creutzig F, He D. 2009. Climate change mitigation and co-benefits of feasible transport demand policies in Beijing. *Transp. Res. Part D: Transp. Environ.* 14(2):120–31
46. Creutzig F, Mühlhoff R, Römer J. 2012. Decarbonizing urban transport in European cities: Four cases show possibly high co-benefits. *Environ. Res. Lett.* 7(4):044042
47. LeFèvre B. 2009. Long-term energy consumptions of urban transportation: a prospective simulation of “transport-land uses” policies in Bangalore. *Energy Policy* 37(3):940–53
48. Vigué V, Hallegatte S. 2012. Trade-offs and synergies in urban climate policies. *Nat. Clim. Change* 2(5):334–37
49. Mattauch L, Ridgway M, Creutzig F. 2015. Happy or liberal? Making sense of behavior in transport policy design. *Transp. Res. Part D: Transp. Environ.* 45:64–83
50. Bamberg S, Rölle D, Weber C, Fujii S, Kitamura R. 2003. What does a one-month free bus ticket do to habitual drivers? An experimental analysis of habit and attitude change. *Transportation* 30(1):81–95
51. Pedersen T, Friman M, Kristensson P. 2011. Affective forecasting: predicting and experiencing satisfaction with public transportation. *J. Appl. Soc. Psychol.* 41(8):1926–46
52. Larrick RP, Soll JB. 2008. The MPG illusion. *Science* 320(5883):1593–94
53. Avineri E, Waygood OD. 2013. Applying valence framing to enhance the effect of information on transport-related carbon dioxide emissions. *Transp. Res. Part A: Policy Pract.* 48:31–38
54. Goetzke F, Rave T. 2011. Bicycle use in Germany: explaining differences between municipalities with social network effects. *Urban Stud.* 48(2):427–37
55. Moriarty P, Honnery D. 2012. Reducing personal mobility for climate change mitigation. In *Handbook of Climate Change Mitigation*, ed. W-Y Chen, J Seiner, T Suzuki, M Lackner, pp. 1944–79. New York: Springer
56. Bento AM, Hughes JE, Kaffine D. 2013. Carpooling and driver responses to fuel price changes: evidence from traffic flows in Los Angeles. *J. Urban Econ.* 77:41–56
57. Dewan KK, Ahmad I. 2007. Carpooling: a step to reduce congestion (a case study of Delhi). *Eng. Lett.* 14(1):61–66
58. Cairns S, Sloman L, Newson C, Anable J, Kirkbride A, Goodwin P. 2008. Smarter choices: assessing the potential to achieve traffic reduction using “soft measures.” *Transp. Rev.* 28(5):593–618
59. Sager J, Apte JS, Lemoine DM, Kammen DM. 2011. Reduce growth rate of light-duty vehicle travel to meet 2050 global climate goals. *Environ. Res. Lett.* 6(2):024018
60. Peeters P, Dubois G. 2010. Tourism travel under climate change mitigation constraints. *J. Transp. Geogr.* 18(3):447–57
61. UNWTO (UN World Tour. Organ.), UNEP (UN Environ. Progr.). 2008. *Climate Change and Tourism: Responding to Global Challenges*. Madrid/Paris: UNWTO/UNEP
62. Edenhofer O, Pichs-Madruga R, Sokona Y, Farahani E, Kadner S, et al., eds. 2014. *Climate Change 2014: Mitigation of Climate Change. Contribution of Working Group III to the Fifth Assessment Report of the Intergovernmental Panel on Climate Change*. Cambridge, UK: Cambridge Univ. Press
63. Ürge-Vorsatz D, Eyre N, Graham D, Harvey D, Hertwich E, et al. 2012. Energy end-use: buildings. See Ref. 69, pp. 649–760
64. Lu A, Bamford N, Charters WWS, Robinson J. 1999. Optimising embodied energy in commercial office development. Presented at COBRA 1999—The Challenge of Change: Construction and Building for the New Millennium, Salford, The University of Salford, 1–2 Sept.
65. Herring H. 2006. Energy efficiency—a critical view. *Energy* 31(1):10–20
66. Sanquist TF, Orr H, Shui B, Bittner AC. 2012. Lifestyle factors in U.S. residential electricity consumption. *Energy Policy* 42:35–44
67. Oikonomou V, Becchis F, Steg L, Russolillo D. 2009. Energy saving and energy efficiency concepts for policy making. *Energy Policy* 37(11):4787–96
68. Ürge-Vorsatz D, Novikova A, Sharmina M. 2009. Counting good: quantifying the co-benefits of improved efficiency in buildings. *Eur. Councl. Energy Effic. Econ. Summer Study (ECEE 2009 Proc.), La Colle-sur-Loup, Fr.*, pp. 185–95. Stockholm: ECEEE
69. Johansson TB, Patwardhan A, Nakicenovic N, Gomez-Echeverri L, eds. 2012. *Global Energy Assessment: Toward a Sustainable Future*. Cambridge, UK/Laxenburg, Austria: Cambridge Univ. Press/Int. Inst. Appl. Syst. Anal
70. Zhang S, Yang X, Jiang Y, Wei Q. 2010. Comparative analysis of energy use in China building sector: current status, existing problems and solutions. *Front. Energy Power Eng. China* 4(1):2–21
71. Batty WJ, Al-Hinai H, Probert SD. 1991. Natural-cooling techniques for residential buildings in hot climates. *Appl. Energy* 39(4):301–37
72. Zhaojian L, Qingpeng JYW. 2007. Survey and analysis on influence of environment parameters and residents' behaviours on air conditioning energy consumption in a residential building. *J. Heat. Vent. Air Cond.* 8:2015.02.02. [http://www.hvacjournal.cn/Category_709/N_2079.aspx](http://www.hvacjournal.cn/Category_709/N_2079.aspx)
73. Grinshpon M. 2011. *A Comparison of Residential Energy Consumption Between the United States and China*. Beijing: Tsinghua Univ.
74. Xiao XJ, Lin LBR, Zhu ZYX. 2011. Research on the operation energy consumption and the renewable energy systems of several demonstration public buildings in China. *Proc. World Sustain. Build. Conf.*, SB11 Helsinki, Oct. 18–21, pp. 1–10

75. Dietz T, Gardner GT, Gilligan J, Stern PC, Vandenbergh MP. 2009. Household actions can provide a behavioral wedge to rapidly reduce US carbon emissions. *PNAS* 106(44):18452–56

76. Fujino J, Hibino G, Ehara T, Matsuoka Y, Masui T, Kainuma M. 2008. Back-casting analysis for 70% emission reduction in Japan by 2050. *Clim. Policy* 8(Suppl. 1):S108–24

77. Eyre N, Anable C, Brand R, Layberry R, Strachan N. 2010. The way we live from now on: lifestyle and energy consumption. In *Energy 2050: Making the Transition to a Secure Low–Carbon Energy System*, ed. P Ekins, J Skea, M Winskel, pp. 258–93. London: Earthscan

78. Wei Y-M, Liu L-C, Fan Y, Wu G. 2007. The impact of lifestyle on energy use and CO₂ emission: an empirical analysis of China’s residents. *Energy Policy* 35(1):247–57

79. Sukla PR, Dhar S, Mahapatra D. 2008. Low-carbon society scenarios for India. *Clim. Policy* 8(Suppl. 1):S156–76

80. Jaboyedoff P, Roulet C-A, Dorer V, Weber A, Pfeiffer A. 2004. Energy in air-handling units—results of the airless European project. *Energy Build.* 36(4):391–99

81. Lin Z, Deng S. 2004. A study on the characteristics of nighttime bedroom cooling load in tropics and subtropics. *Build. Environ.* 39(9):1101–14

82. Murakami S, Levine MD, Yoshino H, Inoue T, Ikaga T, et al. 2009. Overview of energy consumption and GHG mitigation technologies in the building sector of Japan. *Energy Effic.* 2(2):179–94

83. Smith CB, Parmenter K. 2007. Electrical energy management in buildings. In *CRC Handbook of Energy Efficiency and Renewable Energy*, ed. F Kreith, D Yogi Goswami, pp. 305–36. Boca Raton, FL: CRC Press

84. Lucon O, ¨Urge-Vorsatz D, Ahmed AZ, Akbari H, Bertoldi P, Cabeza LF, et al. 2014. Buildings. See Ref. 62, pp. 671–738

85. Harris J, Diamond R, Iyer M, Payne C, Blumstein C, Siderius H-P. 2008. Towards a sustainable energy balance: progressive efficiency and the return of energy conservation. *Energy Effic.* 1(3):175–88

86. Simanaviciene Z, Volochovic A, Vilke R, Palekiene O, Simanavicius A. 2015. Research review of energy savings changing people’s behavior: a case of foreign country. *Procedia Soc. Behav. Sci.* 191:1996–2001

87. Ramos A, Gago A, Labandeira X, Linares P. 2015. The role of information for energy efficiency in the residential sector. *Energy Econ* 52:S17–29

88. D’Oca S, Corgnati SP, Buso T. 2014. Smart meters and energy savings in Italy: determining the effectiveness of persuasive communication in dwellings. *Energy Res. Soc. Sci.* 7:131–42

89. Nachreiner M, Mack B, Matthies E, Tampe-Mai K. 2015. An analysis of smart metering information systems: a psychological model of self-regulated behavioural change. *Energy Res. Soc. Sci.* 9: 85–97

90. Lopes MAR, Antunes CH, Martins N. 2015. Towards more effective behavioural energy policy: an integrative modelling approach to residential energy consumption in Europe. *Energy Res. Soc. Sci.* 7:84–98

91. Janda KB, Wilson F, Bartiaux F, Mocazzi M. 2015. Improving efficiency in buildings: conventional and alternative approaches. In *Global Energy: Issues, Potentials, and Policy Implications*, ed. P Ekins, M Bradshaw, J Watson, pp. 163–88. New York: Oxford Univ. Press

92. Janda KB, Topouzi M. 2015. Telling tales: using stories to remake energy policy. *Build. Res. Inf.* 43(4):516–33

93. Wilson C, Dowlatabadi H. 2007. Models of decision making and residential energy use. *Annu. Rev. Environ. Resour.* 32(1):169

94. Haberl H. 2001. The energetic metabolism of societies: Part II: empirical examples. *J. Ind. Ecol.* 5(2):71–88

95. FAO (Food Agric. Organ. UN). 2006. *World Agriculture: Towards 2030/2050. Interim Report*. Rome: FAO

96. Smith P, Bustamante M, Ahammad H, Clark H, Dong H, et al. 2014. Agriculture, forestry and other land use (AFOLU). See Ref. 62, pp. 811–922

97. Field CB, Barros VR, Mastrandrea MD, Mach KJ, Abdurabo MAK, et al. 2014. Summary for policymakers. See Ref. 2, pp. 1–32
98. Haberl H. 2015. Competition for land: a sociometabolic perspective. *Ecol. Econ.* 119:424–31
99. Smith P, Haberl H, Popp A, Erb K, Lauk C, et al. 2013. How much land-based greenhouse gas mitigation can be achieved without compromising food security and environmental goals? *Glob. Change Biol.* 19(8):2285–302
100. Stehfest E, Bouwman L, van Vuuren DP, den Elzen MGJ, Eickhout B, Kabat P. 2009. Climate benefits of changing diet. *Clim. Change* 95(1–2):83–102
101. Tukker A, Goldbohm RA, de Koning A, Verheijden M, Kleijn R, et al. 2011. Environmental impacts of changes to healthier diets in Europe. *Ecol. Econ.* 70(10):1776–88
102. Popp A, Lotze-Campen H, Bodirsky B. 2010. Food consumption, diet shifts and associated non-CO2 greenhouse gases from agricultural production. *Glob. Environ. Change* 20(3):451–62
103. González AD, Frostell B, Carlsson-Kanyama A. 2011. Protein efficiency per unit energy and per unit greenhouse gas emissions: potential contribution of diet choices to climate change mitigation. *Food Policy* 36(5):562–70
104. Ewing R, Rong F. 2008. The impact of urban form on US residential energy use. *Hous. Policy Debate* 19(1):1–30
105. Mullainathan S, Allcott H. 2010. Behavior and energy policy. *Science* 327(5970):1204–5
106. Baoicci G, Creutzig F, Minx J, Pichler P-P. 2015. A spatial typology of human settlements and their CO2 emissions in England. *Glob. Environ. Change* 34:13–21
107. World Bank. 2014. *World Development Indicators 2014*. Washington, DC: World Bank
108. ADB (Asian Dev. Bank). 2012. *Asian Development Outlook 2012: Confronting Rising Inequality in Asia*. Manila, Philipp.: ADB
109. Deaton A. 2013. *The Great Escape: Health, Wealth, and the Origins of Inequality*. Princeton, NJ: Princeton Univ. Press
110. Ürge-Vorsatz D, Herrero ST, Dubash NK, Lecocq F. 2014. Measuring the co-benefits of climate change mitigation. *Annu. Rev. Environ. Resour.* 39:549–82
111. von Stechow C, McCollum D, Riahi K, Minx JC, Kriegler E, et al. 2015. Integrating global climate change mitigation goals with other sustainability objectives: a synthesis. *Annu. Rev. Environ. Resour.* 40(1):363–94
112. Navroz D, Raghunandan D, Sant G, Sreenivas A. 2013. Indian climate change policy: exploring a co-benefits approach. *Econ. Polit. Wkly.* 48(22):47–61
113. Khosla R, Dukkipati S, Dubash NK, Sreenivas A, Cohen B. 2015. Toward methodologies for multiple-objective based energy policy. *Econ. Polit. Wkly.* 50(49):49–59
114. Fay M, Hallegatte S, Vogt-Schilb A, Rozenberg J, Narloch U, Kerr T. 2015. *Decarbonizing Development: Three Steps to a Zero-Carbon Future*. Washington, DC: World Bank
115. Pachauri S, Ürge-Vorsatz D, LaBelle M. 2012. Synergies between energy efficiency and energy policies and strategies. *Glob. Policy* 3(2):187–97
116. Mulugetta Y, Urban F. 2010. Deliberating on low carbon development. *Energy Policy* 38(12):7546–49
117. Bowen A, Fankhauser S. 2011. The green growth narrative: paradigm shift or just spin? *Glob. Environ. Change* 21(4):1157–59
118. Kumar N. 2004. Changing geographic access to and locational efficiency of health services in two Indian districts between 1981 and 1996. *Soc. Sci. Med.* 58(10):2045–67
119. Chen H, Jia B, Lau S. 2008. Sustainable urban form for Chinese compact cities: challenges of a rapid urbanized economy. *Habitat Int.* 32(1):28–40
120. Perkins A, Hamnett S, Pullen S, Zito R, Trebilcock D. 2009. Transport, housing and urban form: the life cycle energy consumption and emissions of city centre apartments compared with suburban dwellings. *Urban Policy Res.* 27(4):377–96
121. Reilly MK, O’Mara MP, Seto KC. 2009. From Bangalore to the Bay Area: comparing transportation and activity accessibility as drivers of urban growth. *Lands. Urban Plan.* 92(1):24–33
122. Zegras C. 2010. The built environment and motor vehicle ownership and use: evidence from Santiago de Chile. *Urban Stud.* 47(8):1793–817
123. Hou Q, Li S-M. 2011. Transport infrastructure development and changing spatial accessibility in the Greater Pearl River Delta, China, 1990–2020. *J. Transp. Geogr.* 19(6):1350–60
124. Adeyinka AM. 2013. Spatial distribution, pattern and accessibility of urban population to health facilities in southwestern Nigeria: the case study of Ilesa. *Mediterr. J. Soc. Sci.* 4(2):425–57

125. Welsch M, Bazilian M, Howells M, Divan D, Elzenia D, et al. 2013. Smart and just grids for Sub-Saharan Africa: exploring options. *Renew. Sustain. Energy Rev.* 20:336–52

126. Nguyen A-T, Tran Q-B, Tran D-Q, Reiter S. 2011. An investigation on climate responsive design strategies of vernacular housing in Vietnam. *Build. Environ.* 46(10):2088–106

127. Dili AS, Naseer MA, Zacharia Varghese T. 2010. Passive control methods of Kerala traditional architecture for a comfortable indoor environment: comparative investigation during various periods of rainy season. *Build. Environ.* 45(10):2218–30

128. Pachauri S, Brew-Hammond A, Barnes D, Bouille D, Gitonga S, et al. 2012. Energy access for development. See Ref. 69, pp. 1401–58

129. Ahmad S, Baiocchi G, Creutzig F. 2015. CO₂ emissions from direct energy use of urban households in India. *Environ. Sci. Technol.* 49(19):11312–20

130. Cuenot F, Fulton L, Staub J. 2010. The prospect for modal shifts in passenger transport worldwide and impacts on energy use and CO₂. *Energy Policy* 38(12):4198–106

131. Figueroa MJ, Fulton L, Tiwari G. 2013. Avoiding, transforming, transitioning: pathways to sustainable low carbon passenger transport in developing countries. *Curr. Opin. Environ. Sustain.* 5(2):184–90

132. Bongardt D, Breithaupt M, Creutzig F. 2010. Beyond the fossil city: towards low carbon transport and green growth. Presented at Fifth Reg. Environ. Sustain. Transp. Forum Asia, Bangkok, Aug. 23–25

133. Bongardt D, Creutzig F, Hüging H, Sakamoto K, Bakker S, et al. 2013. *Low-Carbon Land Transport: Policy Handbook*. London: Routledge

134. Tiwari G, Jain D. 2012. Accessibility and safety indicators for all road users: case study Delhi BRT. *J. Transp. Geogr.* 22:87–95

135. Satterthwaite D, McGranahan G, Tacoli C. 2010. Urbanization and its implications for food and farming. *Philos. Trans. R. Soc. B* 365(1554):2809–20

136. Strzepek K, Boehlert B. 2010. Competition for water for the food system. *Philos. Trans. R. Soc. B* 365(1554):2927–40

137. Cervero RB. 2013. Linking urban transport and land use in developing countries. *J. Transp. Land Use* 6(1):7–24

138. Creutzig F, Thomas A, Kammen DM, Deakin E. 2011. Transport demand management in Beijing, China: progress and challenges. In *Low Carbon Transport in Asia: Capturing Climate Development Co-Benefits*, ed. E Zusman, A Srinivasan, S Dhakal. London: Earthscan

139. UN-HABITAT (UN Hum. Settl. Progr.). 2013. *Planning and Design for Sustainable Urban Mobility: Global Report on Human Settlements 2013*. Nairobi, Kenya: UN-HABITAT

140. O’Rourke D, Connolly S. 2003. Just oil? The distribution of environmental and social impacts of oil production and consumption. *Annu. Rev. Environ. Resour.* 28(1):587–617

141. Ostrom E. 2009. *Understanding Institutional Diversity*. Princeton, NJ: Princeton Univ. Press

142. Allcott H. 2011. Social norms and energy conservation. *J. Public Econ.* 95(9):1082–95

143. Bowles S. 1998. Endogenous preferences: the cultural consequences of markets and other economic institutions. *J. Econ. Lit.* 36(1):75–111

144. Kahneman D. 2003. A perspective on judgment and choice: mapping bounded rationality. *Am. Psychol.* 58(9):697–711

145. Tversky A, Kahneman D. 1974. Judgment under uncertainty: heuristics and biases. *Science* 185(4157):1124–31

146. Fleurbaey M. 2009. Beyond GDP: the quest for a measure of social welfare. *J. Econ. Lit.* 47(4):1029–75

147. Siegmeier J. 2016. Keeping Pigou on tracks: second-best combinations of carbon pricing and infrastructure provision. Work. Pap. 2/2016, 17.02.2016, Mercator Res. Inst., Glob. Commons Clim. Change, Berlin
Contents

I. Integrative Themes and Emerging Concerns

Environmental Issues in Central Africa
   Katharine Abernethy, Fiona Maisels, and Lee J.T. White .............................................. 1

II. Earth’s Life Support Systems

Peatlands and Global Change: Response and Resilience
   S.E. Page and A.J. Baird ................................................................. 35

Coral Reefs Under Climate Change and Ocean Acidification:
   Challenges and Opportunities for Management and Policy
   Kenneth R.N. Anthony .............................................................................. 59

Megafaunal Impacts on Structure and Function of Ocean Ecosystems
   James A. Estes, Michael Heithaus, Douglas J. McCauley, Douglas B. Rasher,
   and Boris Worm ...................................................................................... 83

Major Mechanisms of Atmospheric Moisture Transport and Their
   Role in Extreme Precipitation Events
   Luis Gimeno, Francina Dominguez, Raquel Nieto, Ricardo Trigo, Anita Drumond,
   Chris J.C. Reason, Andréa S. Tischetto, Alexandre M. Ramos, Ramesh Kumar,
   and José Marengo .................................................................................. 117

III. Human Use of the Environment and Resources

Human–Wildlife Conflict and Coexistence
   Philip J. Nyhus ..................................................................................... 143

Beyond Technology: Demand-Side Solutions for Climate Change
   Mitigation
   Felix Creutzig, Blanca Fernandez, Helmut Haberl, Radhika Kboa,
   Yacob Mulugetta, and Karen C. Seto ...................................................... 173

Rare Earths: Market Disruption, Innovation, and Global Supply
   Chains
   Roderick Eggert, Cyrus Wadia, Corby Anderson, Diana Bauer, Fletcher Fields,
   Lawrence Meinert, and Patrick Taylor .................................................... 199

Grid Integration of Renewable Energy: Flexibility, Innovation,
   and Experience
   Eric Martinot .................................................................................... 223
Climate Change and Water and Sanitation: Likely Impacts and Emerging Trends for Action

Guy Howard, Roger Calow, Alan Macdonald, and Jamie Bartram .................................. 253

IV. Management and Governance of Resources and Environment

Values, Norms, and Intrinsic Motivation to Act Proenvironmentally

Linda Steg ................................................................. 277

The Politics of Sustainability and Development

Ian Scoones ................................................................. 293

Trends and Directions in Environmental Justice: From Inequity to Everyday Life, Community, and Just Sustainabilities

Julian Agyeman, David Schlosberg, Luke Craven, and Caitlin Matthews .................... 321

Corporate Environmentalism: Motivations and Mechanisms

Elizabeth Chrun, Nives Dolšak, and Aseem Prakash .................................................. 341

Can We Tweet, Post, and Share Our Way to a More Sustainable Society? A Review of the Current Contributions and Future Potential of #Socialmediaforsustainability

Elissa Pearson, Hayley Tindle, Monika Ferguson, Jillian Ryan, and Carla Litchfield .. 363

Transformative Environmental Governance

Brian C. Chaffin, Abjond S. Garmestani, Lance H. Gunderson,
Melinda Harm Benson, David G. Angeler, Craig Anthony (Tony) Arnold,
Barbara Cosens, Robin Kindis Craig, J. B. Rubl, and Craig R. Allen ............................ 399

Carbon Lock-In: Types, Causes, and Policy Implications

Karen C. Seto, Steven J. Davis, Ronald B. Mitchell, Eleanor C. Stokes,
Gregory Unrub, and Diana Ürge-Vorsatz ............................................................. 425

Risk Analysis and Bioeconomics of Invasive Species to Inform Policy and Management

David M. Lodge, Paul W. Simonin, Stanley W. Burgiel, Reuben P. Keller,
Jonathan M. Boessenbroek, Christopher L. Jerde, Andrew M. Kramer,
Edward S. Rutherford, Matthew A. Barnes, Marion E. Wittmann,
W. Lindsay Chadderton, Jenny L. Apriemig, Dmitry Beletsy, Roger M. Cooke,
John M. Drake, Scott P. Egan, David C. Finnoff, Crysta A. Gantz,
Erin K. Grey, Michael H. Hoff, Jennifer G. Howeth, Richard A. Jensen,
Eric R. Larson, Nicholas E. Mandrak, Doron M. Mason, Felix A. Martinez,
Tammy J. Newcomb, John D. Rutblosberger, Andrew J. Tucker,
Travis W. Wurziniack, and Hongyan Zhang ......................................................... 453

Decision Analysis for Management of Natural Hazards

Michael Simpson, Rachel James, Jim W. Hall, Edoardo Borgomeo, Matthew C. Ives,
Susana Almeida, Ashley Kingsborough, Theo Economou, David Stephenson,
and Thorsten Wagener .......................................................... 489
Global Oceans Governance: New and Emerging Issues
Lisa M. Campbell, Noella J. Gray, Luke Fairbanks, Jennifer J. Silver,
Rebecca L. Gruby, Bradford A. Dubik, and Xavier Basurto .................. 517

V. Methods and Indicators
Valuing Cultural Ecosystem Services
Mark Hirons, Claudia Comberti, and Robert Dunford .................. 545
The Role of Material Efficiency in Environmental Stewardship
Ernst Worrell, Julian Allwood, and Timothy Gutowski .................. 575

Indexes
Cumulative Index of Contributing Authors, Volumes 32–41 .................. 599
Cumulative Index of Article Titles, Volumes 32–41 .................. 604

Errata
An online log of corrections to Annual Review of Environment and Resources articles may be found at http://www.annualreviews.org/errata/environ