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Abstract

In the Vision-and-Language Navigation task, the embodied agent follows linguistic instructions and navigates to a specific goal. It is important in many practical scenarios and has attracted extensive attention from both computer vision and robotics communities. However, most existing works only use RGB images but neglect the 3D semantic information of the scene. To this end, we develop a novel self-supervised training framework to encode the voxel-level 3D semantic reconstruction into a 3D semantic representation. Specifically, a region query task is designed as the pretext task, which predicts the presence or absence of objects of a particular class in a specific 3D region. Then, we construct an LSTM-based navigation model and train it with the proposed 3D semantic representations and BERT language features on vision-language pairs. Experiments show that the proposed approach achieves success rates of 68% and 66% on the validation unseen and test unseen splits of the R2R dataset respectively, which are superior to most of RGB-based methods utilizing vision-language transformers.

1 Introduction

In the Vision-and-Language Navigation (VLN) task, the visual perception, language understanding, and decision making of the embodied agent are combined as a loop, enabling the agent to navigate in the environment following the instruction. There are many related work emerging in the fields of computer vision and robotics. Most existing works use the monocular and panoramic RGB images as the input and encode them to various features such as Faster R-CNN detector region features, entity relation graph features. Although the performance on the typical VLN benchmark has increased dramatically with the RGB observation as the input, the depth information which can be obtained by the embodied agent is neglected. With only the RGB information, many semantic-irrelevant texture details are inevitably introduced into the training procedure, resulting in the model suffering from the overfitting problem, and the trained agent will not have sufficient capability of 3D environment perception. To tackle this problem, [Sun et al., 2021] proposes a network using depth features to normalize RGB features, while only a marginal performance improvement is observed. It may be because the joint learning of vision, language, and action modules actually requires more high-level 3D semantic information to overcome the overfitting problem. One possible approach is to introduce the 3D semantic information into the VLN task, while it is also challenging. Although the 3D semantic reconstructed can be obtained from RGB-D observations, in the context of the VLN tasks, the limited annotated data makes the encoding of the 3D semantic features difficult to learn, let alone the joint learning of the 3D semantic encoder and the navigation model.

To solve the above challenge, we develop a novel self-supervised 3D semantic representation learning framework for the vision-and-language navigation task in this work. Inspired by the DETR detector, a region query task is designed as the pretext task, which expects the model to answer whether a particular class object is presented in a specific 3D region of the scene. Based on this mechanism, the model can learn to encode the 3D semantic reconstruction into a meaningful representation, which can be used for navigation tasks. Experiments show that the proposed 3D semantic representation improves performance compared with traditional panoramic RGB features.

Our main contributions are summarized as follows:

- We analyze the important role of 3D semantic representation for the vision-and-language navigation task and establish a new learning and fusion framework.
- We utilize the region query pretext task to design a self-supervised learning method for 3D semantic representation from unlabelled 3D semantic reconstructions.
- Experimental results in Room2Room(R2R) dataset show that our proposed method brings more than 10% absolute improvement in the success rate compared with the previous RGB-D method [Sun et al., 2021]. In addition, with an LSTM-based navigation model, our proposed method outperforms most of RGB-based methods.
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Figure 1: Our proposed method for the vision-and-language navigation task. Firstly, in order to encode the local 3D semantic information by self-supervised presentation learning, segmentation of RGB observations is combined with depth information to reconstruct 3D by projection, and then the 3D visual semantic encoder is trained in a self-supervised approach with the query task of regional object category existence. Secondly, we use the 3D semantic encoder trained from the previous step to generate 3D semantic representation and extract the features of the linguistic instructions by the pre-trained BERT model. Finally, we use an LSTM-based navigation model with attention layers to incorporate the language feature and 3D semantic representations for the VLN task. In this figure, Q, K and V indicate the inputs of the Multi-head cross-modal attention network.

2 Related Work

Methods for the VLN Task
Recently, there are many methods proposed for the VLN task [Anderson et al., 2018], which mainly focuses on improving the cross-modal vision-language association and scene generalization capabilities. For vision-language reasoning, [Ma et al., 2019; Wang et al., 2019; Zhu et al., 2020] have introduced cross-modal attention structures and additional tasks such as navigation progress and path matching degree predictions to establish the correspondence between observations and instructions over each step. For scene generalization, the data augmentation methods for instructions and scenarios are investigated in [Fried et al., 2018; Tan et al., 2019; Liu et al., 2021].

In addition, along with the widespread use of pre-trained transformers for vision-language pairing tasks, vision-language transformers are introduced to the VLN task to model cross-modal reasoning at each step [Hao et al., 2020; Qi et al., 2021; Hong et al., 2021]. However, most of the above methods only use RGB observation features and fail to effectively integrate the depth information into the navigation tasks.

Depth and 3D Semantic Representation for Embodied Navigation
The 3D semantic information provides valuable clues for the embodied agent to navigate in the environment. It can be obtained by using the depth sensors and has already been used in the visual semantic navigation task [Chaplot et al., 2020], where an image or a semantic label is denoted as the target for the agent to navigate to, and thus a powerful language processing capability is not necessarily required. On the other hand, in the language-rich visual navigation tasks such as vision-and-language navigation task, the 3D semantic representation with depth information are rarely used, which is partially due to the difficulty of training deep models with 3D semantic inputs in an end-to-end approach. [Sun et al., 2021] attempts to employ the depth features into the navigation model, while only marginal improvement is observed, implying the difficulty of incorporating the 3D information into the vision-and-language navigation task.

Self-supervised Learning
Self-supervised feature learning aims to learn effective feature representation from large amounts of the unlabelled data, which can then be used for downstream tasks. It has been extensively investigated in computer vision tasks. Recently, there have been some works attempting to apply the self-supervised representation learning technique to embodied tasks. For example, a self-supervised learning framework called SEAL [Chaplot et al., 2021] is proposed, which utilizes perception models trained on internet images to learn an active exploration policy. In our work, we adopt self-supervised learning for 3D semantic representation in the vision-and-language navigation task.

3 Method
In this section, we will present the learning framework of the 3D semantic representation constructed from RGB-D inputs.
for navigation tasks as shown in Fig.1. Firstly, we describe the encoding procedure of how observation inputs are converted to 3D semantic representations. In the second and third parts, we introduce encoding approaches of linguistic instructions and how the 3D features are adapted to the vision-and-language navigation task. Finally, we discuss the fusion strategy, which leverages the advantages of both RGB and 3D semantic features.

3.1 Self-Supervised Learning for 3D Semantic Representation

Here we first introduce the encoder for the 3D semantic representation, and then present the proposed self-supervised learning method.

3D Semantic Reconstruction

To reconstruct the 3D environment from the RGB-D observations, we use Swin Transformer trained on ADE20k with 150 classes, though other segmentors could be utilized. We first feed multiple 2D RGB observations of an agent at a specific location into the segmentor to obtain 2D semantic segmentations, which are then projected into 3D space using depth observation and camera parameters. After then, each RGB-D observation is converted into a 3D semantic point cloud. By combining the 3D point clouds from different viewpoints, we can obtain a location-specific panoramic semantic point cloud. Please note that the used voxelization parameters are 0.125 m for the X and Y axes and 0.25m for the Z-axis. For the agent, the maximum range of horizon observation with respect to the center is ±8m, and for vertical is ±4m. As a result, the dimension of the voxel-based 3D semantic reconstruction is $150 \times 128 \times 128 \times 32$, which leads to much memory consumption for the navigation training.

To tackle this problem, we use a sparse representation of the 3D reconstruction, only recording locations with at least one non-zero semantic category. This will produce a tensor of shape $k \times 4$ recording the index in a mini-batch and the locations, and a tensor of shape $k \times 150$ to record the semantic categories, where $k$ is the number of locations with a non-zero semantic category. Finally, the sparse convolution network is used to encode the sparse representations of 3D reconstruction input to a $2048 \times 4 \times 4$ tensor, which is denoted as $F_{sem}$.

Self-Supervised Learning Method

Though we design the encoder for the 3D semantic representation, how to determine the massive network parameters is challenging due to the limited training samples in the VLN task.

To address this problem, we develop a self-supervised approach to pre-train sparse convolution networks to encode the semantic reconstruction. To enable the network to deal with the 3D reconstruction, we design a region query pretext task, in which the 3D visual encoding model is required to answer object presence questions in specific regions. The task is defined as the following:

![Equation](equation)

Given a query, which is defined as a tuple $(x_1, y_1, z_1, x_2, y_2, z_2, c)$, asking whether there is an object of class $c$ in the region satisfying $x_1 \leq x \leq x_2$, $y_1 \leq y \leq y_2$ and $z_1 \leq z \leq z_2$, the model should give the answer $True$ or $False$. This is a two-class classification problem and its training samples and labels can be obtained in the concerned scenarios.

In the following we introduce how to use this pretext task to train the network. First, the query is encoded with a Multi-Layer Perception (MLP) to a concatenated $2048-d$ vector $q$, which is represented as

$$q = MLP([x_1, x_2, y_1, y_2, z_1, z_2]; W_c, c]$$

where $c$ is the one-hot vector for the class $c$ and $W_c$ is the learnable parameter. Then we use the softmax output of the multi-head attention-based model to estimate the probability of the answer $ans \in \{True, False\}$ as

$$prob(ans) = softmax(W_h h + W_q q)$$

where $W_h$, $W_q$ are learnable parameters, and $h$ is defined as the output of the multi-head attention layer:

$$h = Attn(q, K, V)$$

where $Attn$ denotes the standard multi-head attention layer, and both $K$ and $V$ are set to the 3D semantic feature $F_{sem}$. The model architecture for the self-supervised training task is illustrated in Fig.2.

To use this pretext task for training, we need to prepare training data, which requires a set of regions with object existence annotation. Since randomly sampled regions in the semantic reconstruction are likely to contain much more negative samples than positive samples for the region query task, we use a simple balancing technique to modify the training samples: For a mini-batch of 3D semantic reconstructions, we first randomly sample many regions containing at least one kind of object in one reconstruction. Then we count the number of positive and negative samples for each class and truncate the number of negative samples to be the same as the number of positive samples. To further improve the generalization ability of the model trained in the proposed self-supervised approach, we apply random noise and affine transformations to the point cloud, including scaling, translation, and rotation to generate more various scenes as the training data for the pretext task. We expect the proposed 3D visual encoding model to perceive semantic information in different ranges of observation spaces via a self-supervised query task. The association of spatial locations in the scene with the semantic information of objects benefits downstream navigation tasks.

3.2 Language Encoder

In this work, we use BERT as the language encoder, which produces two groups of vectors of the navigation instruction: $f_l$ as the language feature, and $f^l_{st}$ as the sentence level feature representation. These language representations will be further used by the navigation model for language understanding.
3.3 Navigation Model

The navigation model is designed based on the LSTM-based [Tan et al., 2019]. At the initial time step, the hidden state \( h_0 \), cell state \( c_0 \) and vision-language context representation \( g_0 \) are initialized from the sentence level language representation \( f_L^s \). At time instant \( t \), it takes the current 3D semantic feature and the language feature \( f_L \) as the input, and use the previous vision-language context \( g_t \) to query the 3D semantic visual features and fuse with it using a two-layer MLP network \( \psi \) with GELU activation and residue connection to get

\[
\mathbf{v}_t = \psi(\text{Attn}(\mathbf{g}_t, \mathbf{K}_V, \mathbf{V}_V), \mathbf{g}_t)
\]

where \( \mathbf{K}_V \) and \( \mathbf{V}_V \) are also set to the current 3D semantic. Further, \( \mathbf{v}_t \) is concatenated with the angle feature of the previous action and then forwarded through an LSTM unit used for modeling the observation sequence of the agent, getting the next cell state \( c_{t+1} \) and the next hidden state \( h_{t+1} \).

The output hidden state of the LSTM cell is used to query both the language feature and the 3D semantic feature for further understanding of both the language context and the visual context, and the context representation is updated as

\[
\begin{align*}
\mathbf{Q}_L &= \psi(\text{Attn}(\mathbf{Q}_L^H, \mathbf{K}_L^L, \mathbf{V}_L^L), \mathbf{Q}_L^H) \\
\mathbf{g}_{t+1} &= \psi(\text{Attn}(\mathbf{Q}_L, \mathbf{K}_V, \mathbf{V}_V), \mathbf{Q}_L)
\end{align*}
\]

where \( \mathbf{K}_L \) and \( \mathbf{V}_L \) are set to \( f_L \), and \( \mathbf{Q}_L^H \) are set to \( h_{t+1} \). Finally, the action selection is performed using a simple network with bilinear operation between \( \mathbf{g}_{t+1} \) and the angle encoding of each viewport following [Fried et al., 2018].

When doing so, we simultaneously perform the same attention operations to both the 3D semantic feature and RGB feature. The final results are average of them. However, such a fusion strategy may not work well since RGB network branches are trained from scratch with their parameters initialized randomly, and tend to make the model overfit due to the enriched information on texture details of RGB inputs. This will also be verified by our experiments.

To address this problem, we propose to use the learned 3D semantic representation to constraint the training process of the RGB branches. To verify this point, we develop a cross-modal distillation technique to initialize the RGB branch of the network. Concretely speaking, we first train the RGB network to force its output to mimic that of the 3D semantic feature network. This procedure provides a better initialization for the RGB network because it preserves more high-level structure information. After that, the RGB branch of the network are jointly trained with the 3D branch in the final finetuning stage.

4 Experiment and Results

4.1 Experiment Setup

For training the 3D semantic encoder, we use the AdamW optimizer with a learning rate of 4e-5. In addition, we use 64 heads for the multi-head attention model in the region query network training. In order to extract panoramic RGB features, we use ResNet-152 pretrained on the Places365 dataset. Furthermore, to language encoder, We finetune the last encoder layer of the BERT model in the training process.

After obtaining a semantic representation of the scene with the 3D semantic encoder, we use a three-stage approach to train the network with that representation on the R2R dataset. In the first stage, we use the Speaker-Follower augmented data provided by PREVALENT for training, with 1M instruction-trajectory pairs generated using the Speaker model with a learning rate of 4e-5. Secondly, we use the R2R standard training set for training, with a learning rate of 1e-5. In the third stage, we train the proposed 3D semantic feature model jointly with the RGB branch added. In these experiments, We use AdamW as the optimizer for the navigation agent. We always use a hidden size of 1024 for all hidden
layers in the navigation models and a batch size of 256 in the training process.

### 4.2 Experiment Results

We submit our experiment results to the public evaluation server\(^2\) to evaluate the performance on the R2R dataset. The results are summarized in Table 1, from which we get the following key observations.

Taking advantage of the 3D semantic reconstruction obtained from the RGB-D observation, the proposed method outperforms most of the published RGB-based methods on the R2R dataset in the single-run setup achieving a success rate of 66% on the test unseen split. This indicates that the proposed encoding and learning method for 3D semantic representation is more effective than the existing method using depth information.

In Fig. 4, we show the influences of different training stages for the proposed method. With the first-stage training on the Speaker-augmented dataset, a success rate of 64.1% is obtained, which shows the effectiveness of the Speaker-Follower data augmentation method [Hao et al., 2020]. In the second stage, the model is finetuned on the original train split of the R2R dataset. This further improves the performance of the model to 66.8%. Finally, we finetune the proposed model with the RGB branch initialized techniques introduced in Section 3.4 and a success rate of 67.7% is achieved.

### 4.3 Ablation Analysis

**Is 3D Semantic Feature Better than RGB Feature?**

To compare the proposed features with the standard RGB panoramic ResNet features, which are commonly used in the R2R task. We replace the 3D semantic representation in our proposed training framework with typical panoramic RGB features and the experimental results are reported in model

| Methods | R2R Validation Seen | R2R Validation Unseen | R2R Test Unseen |
|---------|---------------------|-----------------------|-----------------|
|         | NE↑ | SR↑ | SPL↑ | NE↑ | SR↑ | SPL↑ | NE↑ | SR↑ | SPL↑ |
| Random[Anderson et al., 2018] | 9.45 | 16 | - | 9.23 | 16 | - | 9.79 | 13 | 12 |
| Human[Anderson et al., 2018] | - | - | - | - | - | - | 1.61 | 86 | 76 |
| Speaker-Follower[Fried et al., 2018] | 3.36 | 66 | - | 6.62 | 35 | - | 6.62 | 35 | 28 |
| RCM+SIL(train)[Wang et al., 2019] | 3.53 | 67 | - | 6.09 | 43 | - | 6.12 | 43 | 38 |
| EnvDrop[Tan et al., 2019] | 3.99 | 62 | 59 | 5.52 | 52 | 48 | 5.23 | 51 | 47 |
| AuxRN[Zhu et al., 2020] | 3.33 | 70 | 67 | 5.28 | 55 | 50 | 5.15 | 55 | 51 |
| RelGraph[Hong et al., 2020] | 3.47 | 67 | 65 | 4.73 | 57 | 53 | 4.75 | 55 | 52 |
| SMNA[Ma et al., 2019] | 3.22 | 67 | 58 | 5.52 | 45 | 32 | 5.67 | 48 | 35 |
| SSM[Wang et al., 2021] | 3.10 | 71 | 62 | 4.32 | 62 | 45 | 4.57 | 61 | 46 |
| PREVALENT [Hao et al., 2020]† | 3.67 | 69 | 65 | 4.71 | 58 | 53 | 5.30 | 54 | 51 |
| DASA [Sun et al., 2021]† | 3.76 | 67 | 64 | 4.77 | 58 | 54 | 5.11 | 54 | 52 |
| ORIST [Qi et al., 2021]† | - | - | - | 4.72 | 57 | 51 | 5.10 | 57 | 52 |
| VLN∡BERT [Hong et al., 2021]† | 2.90 | 72 | 68 | 3.93 | 63 | 57 | 4.09 | 63 | 57 |
| HAMT[Chen et al., 2021]† | 2.51 | 76 | 72 | 2.29 | 66 | 61 | 3.93 | 65 | 60 |
| Ours | 2.55 | 74 | 70 | 3.33 | 68 | 61 | 3.73 | 66 | 60 |

\(^2\)https://eval.ai/web/challenges/challenge-page/97 

Method name: 3DSR

Table 1: Comparison of results on R2R validation unseen and test unseen splits in single-run setting with other methods.† works that use transformer with vision-language pre-training and models in gray shading uses depth information.

Table 2: Ablation experiments on the effectiveness of applying various visual features. The checkmarks indicate the corresponding used features, where * denotes whether the RGB model use the initialization method in Section 3.4, in the navigation training process. † Denotes that for the final validation, we use a max action length of 30 instead of 15 for further improving the SR of the proposed model.
Figure 3: A qualitative example showing the actions when the agent is following the instruction “Go down the stairs and straight down the hall. Veer right into the living room and walk into the kitchen. In the kitchen stop behind the chair on the right at the first black table.”. Arrows and texts in the same color represent related action and textual description. Differences between the panoramic image and the semantic reconstruction feature space are also depicted.

Figure 4: Performance of the navigation model on three different training stages. In stage one, the navigation model was trained with the augmented data generated by the speaker-follower model and was trained only using the R2R dataset in the other two stages. In the first two stages, only the 3D semantic presentation was applied, and in stage three, we introduced the RGB-2D branches with the initialization method in Section 3.4 to the model structure to complement the 3D features for further performance improvements.

Does 3D Semantic Feature Improve RGB Feature Learning?

We firstly test the performance of the proposed model using the RGB feature, which is trained from scratch, and get a success rate of 58.1%, which is significantly lower than 66.8% when using the proposed 3D semantic features, demonstrating the advantages of the developed 3D semantic features for the vision-and-language navigation task.

Does the Fusion of 3D Semantic Feature and RGB Feature Work?

When we use the fusion of 3D semantic feature and RGB feature which the RGB branch is initialized from scratch, the model can only achieve a success rate of 65.7% on the validation unseen split, which is worse than the result when training with the 3D semantic feature alone as model 1 and model 4 of Table 2. However, if we use the fusion of 3D semantic feature and RGB+ feature which the RGB model branch use the initialization method as Section 3.4, the proposed model can be further finetuned and achieve a success rate of 67.7%, which is better than the result of using the 3D semantic feature only (66.8%) and the result of only using initialized RGB network branch (63.3%) on the validation unseen split. This shows that the RGB and 3D semantic features may be complementary to each other, and therefore, it is possible to use them together to further improve the performance of the single modal framework.

4.4 Qualitative Result

Fig.3 shows a qualitative example of the VLN task using the proposed model trained on the R2R dataset. The 3D voxel reconstruction in each step demonstrates the input of the 3D semantic encoder. All these 3D semantic reconstructions are generated from panoramic RGB-D observation of the sensors. The colored arrow’s direction indicates the movement direction of the agent.

5 Conclusions and Future Works

In this work, we propose a self-supervised representation learning framework to build 3D semantic representations from RGB-D observations, and use it in the vision-and-language navigation task. The encoding network for local 3D semantic reconstruction is firstly trained with a region query pretext task in a self-supervised manner. And then, the extracted 3D semantic features are fed into an LSTM-based navigation model for the vision-and-language navigation task. Experimental results show that our proposed method outperforms existing methods with and achieves success rates of 68% and 66% on the validation unseen and test unseen splits of the R2R dataset respectively. For future
works, we would like to discuss the possibility of replacing the depth information we used in this work with some depth prediction or multi-view reconstruction methods.
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