Application of Grey Model and Neural Network in Financial Revenue Forecast
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Abstract: There are many influencing factors of fiscal revenue, and traditional forecasting methods cannot handle the feature dimensions well, which leads to serious over-fitting of the forecast results and unable to make a good estimate of the true future trend. The grey neural network model fused with Lasso regression is a comprehensive prediction model that combines the grey prediction model and the BP neural network model after dimensionality reduction using Lasso. It can reduce the dimensionality of the original data, make separate predictions for each explanatory variable, and then use neural networks to make multivariate predictions, thereby making up for the shortcomings of traditional methods of insufficient prediction accuracy. In this paper, we took the financial revenue data of China’s Hunan Province from 2005 to 2019 as the object of analysis. Firstly, we used Lasso regression to reduce the dimensionality of the data. Because the grey prediction model has the excellent predictive performance for small data volumes, then we chose the grey prediction model to obtain the predicted values of all explanatory variables in 2020, 2021 by using the data of 2005–2019. Finally, considering that fiscal revenue is affected by many factors, we applied the BP neural network, which has a good effect on multiple inputs, to make the final forecast of fiscal revenue. The experimental results show that the combined model has a good effect in financial revenue forecasting.
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1 Introduction

Local fiscal revenue is an important part of national fiscal revenue. Scientific and reasonable forecasting of local fiscal revenue is of great significance for overcoming the arbitrariness and blindness of the annual local budget scale and correctly handling the relationship between local finance and economy [1]. The analysis and forecast of fiscal revenue has always been a hot topic for many scholars, and the choice of variables is the first problem they face. In 1974, Japanese statistician Akaike [2] proposed the AIC information criterion, which meant the emergence of the concept of variable selection, but this method lacks stability in variable selection. In order
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to solve this problem, in 1996, Tibshirani [3] proposed the Lasso method based on the Ridge Regression method [4] and the Nonegtive Garrote method [5], so as to achieve variable selection and increase interpretability. Li [6] used the Lasso method when conducting forecast analysis on Gansu Province’s fiscal revenue. In 1982, Professor Deng Julong, a well-known Chinese scholar, published a paper titled ‘The control problems of grey systems’ in the journal “Systems and Control Communications,” marking the official birth of the grey system theory. Once this theory was put forward, it attracted the attention of many scholars [7]. Peng [8] used the gray model to predict and analyze the national fiscal revenue. The most commonly used gray model is the GM(1,1) model [9]. This model can generate gray on the original data, mine the unobvious laws in the data and get the data with increasing trend, then model and analyze the regular data, and finally realize the simulation and prediction of the model through gray restoration. Yuan et al. [10] chose the GM(1,1) residual model to modify the traditional GM(1,1) and used it to predict and analyze fiscal revenue.

In recent years, with the continuous development of the cloud computing technology, neural network technology has also ushered in a new wave, and has achieved good results in many fields, such as data analysis [11], spam detection [12], image recognition [13], and automatic driving [14]. Fang et al. [15] studied the problem of the ARMA-BP neural network combination model for forecasting the fiscal revenue. Jiang et al. [16] gave a Lasso-GRNN neural network model for the local fiscal revenue, taking into account the complex nonlinear relationship of its influencing factors. Chen et al. [17] proposed a deep network prediction model based on BP neural network. The fiscal revenue is affected by multiple factors such as economy and policy. A single model can only obtain part of the information on data changes, and the prediction accuracy is relatively low. Based on the above research, in this paper, a model, combining the GM(1,1) and the BP neural network, was proposed to predict the local fiscal revenue of Hunan Province in 2020 and 2021. Compared with a single prediction model GM(1,1), the results show that the combined model not only improves the prediction accuracy, but also provides a basis for the complex, dynamic and accurate forecast of fiscal revenue.

2 Related Works

2.1 Variable Selection Model

2.1.1 Lasso Regression Theory and Algorithm

Lasso regression is a compression estimation method. In order to achieve compression of the model regression coefficient, its core principle is to constrain the absolute values’ sum of the parameters to be estimated within a certain preset threshold by constructing a penalty function in the model [18]. When this threshold is set to a very small number, some regression coefficients could be compressed to 0, then variables with a coefficient of 0 could be eliminated, thereby achieving variable screening. Reducing irrelevant coefficients can enhance the interpretability of the model.

The Lasso method is equivalent to adding the L1 penalty term to the ordinary linear model:

$$\hat{\beta}_{\text{lasso}} = \text{argmin}(\| Y - X \beta \|^2 + \lambda \sum_{j=1}^{d} |\beta_j|)$$  \hspace{1cm} (1)
The equivalent is:

\[
\hat{\beta}_{\text{lasso}} = \arg\min \|Y - X\beta\|^2, \quad \text{s.t.} \quad \sum_{j=1}^{d} |\beta_j| \leq t, \lambda \geq 0
\]  

(2)

where \( t \) is called the adjustment factor, corresponds to \( \lambda \) one-to-one. Let \( t_0 = \sum_{j=1}^{d} |\hat{\beta}(\text{OLS})| \). When \( t < t_0 \), some coefficients will be compressed to 0, resulting in sparseness, thereby reducing the dimension of \( X \) and achieving the effect of variable screening.

\subsection{Ridge Regression Theory and Algorithm}

In the ordinary linear model, when the covariates \( X^{(j)} \) are independent of each other, the parameter \( \beta \) obtained by ordinary least squares estimation has good properties, and \( \hat{\beta}_{\text{OLS}} \) is an unbiased estimate. Among all unbiased estimates, \( \hat{\beta}_{\text{OLS}} \) has the smallest variance. But when the dimension of the covariate \( X^{(j)} \) increases, the correlation will increase, and matrix \( X \) will no longer be a full-rank matrix, which is commonly called an ill-conditioned matrix. When the matrix \( X \) is ill-conditioned, \( X^TX \) is a singular matrix. At this time, the \( \hat{\beta}_{\text{OLS}} \) variance is the smallest, but the value is large, resulting in low accuracy and instability. In this case, the Ridge regression method is usually used.

The Ridge method adds a L2 penalty term to the ordinary linear model:

\[
\hat{\beta}_{\text{Ridge}} = \arg\min (\|Y - X\beta\|^2 + \lambda \sum_{j=1}^{d} |\beta_j|^2)
\]  

(3)

Equivalent to:

\[
\hat{\beta}_{\text{Ridge}} = \arg\min \|Y - X\beta\|^2, \quad \text{s.t.} \quad \sum_{j=1}^{d} |\beta_j|^2 \leq t, \lambda \geq 0
\]  

(4)

\( \hat{\beta}_{\text{Ridge}} \) is a biased estimate of \( \beta \), and \( \hat{\beta}_{\text{Ridge}} \) is a proportional compression of the ordinary least squares estimation \( \hat{\beta}_{\text{OLS}} \), and it could not compress the non-zero coefficients \( t \) to zero.

\subsection{Comparing Lasso Regression with Ridge Regression}

The difference between Lasso Regression and Ridge regression is shown in Fig. 1. The constraint domain and contour lines of the two methods are described in the figure. The ellipse center point \( \hat{\beta} \) corresponds to the least squares estimation of the linear model. The red ellipse contour represents the squares sum of the model residuals corresponding to \( \lambda \), and the cyan part below is the constraint domain. The Lasso regression on the left is a square constrained domain, and the Ridge regression on the right is a circular constrained domain. The tangent point between the constraint domain and the contour line is the optimal solution. It can be clearly seen from the figure that the square constraint domain of Lasso regression can easily make the tangent point fall on the coordinate axis, and the variable coefficient could be taken to 0, resulting in sparseness. The circular constraint domain of ridge regression generally does not make the tangent point fall on the coordinate axis, and the variable coefficient could not be compressed to 0, then the variable selection could not be performed. Although ridge regression can also compress the original variable coefficients to a certain extent, it cannot compressed them to 0, so the final model
will retain all the variables. On the contrary, Lasso directly compresses the coefficients with less correlation to 0 and proceed directly variable screening.

2.2 Grey System Theory

Grey theory is an emerging edge scientific theory, initiated by the famous Chinese scholar Deng Julong, which aims at "poor information" or "small sample" systems with incomplete information. That is to say, while reflecting the reality, the gray system theory conducts reasonable analysis and in-depth mining of incomplete information, obtains unknown information, and then makes a more accurate description of the overall development law and change trend [19].

2.2.1 Gray Sequence Generation

The information of the gray system is usually chaotic. By generating gray sequence, the method of mining the originally irregular data to explore the change law of the data is called gray generation. Gray generation can adjust the value and nature of the data in the sequence while maintaining the original sequence form, thereby revealing the regularity of the data and weakening the randomness of the data through a certain generation. Gray generation provides the basis and direction for modeling decision-making. It can dig out the hidden nature of the sequence, expose the monotonous increasing trend hidden in the sequence, and turn incomparable sequences into comparable sequences [20].

The commonly used gray sequence generation methods are: Accumulating Generation Operator, Inverse Accumulating Generation Operator, Average-generating Arithmetic Operators, Level Ratio Generation, and Buffer Generation [21]. In this paper, accumulating generation operator and average-generating arithmetic operators are used, and the two generation methods are briefly described below.

Accumulating Generation Operator is the most basic and important generation method of gray theory. Through accumulation, the data characteristics of the original sequence are transformed, and the regularity and predictability of the newly obtained sequence are integrated, thus
reducing the randomness of the original sequence. The specific form of the original sequence \( X(0) \) is:

\[
X(0) = \left( x^{(0)}(1), x^{(0)}(2), \ldots, x^{(0)}(n) \right), \forall x^{(0)}(i) \in R^+, n \in N
\]  

(5)

Let:

\[
x^{(1)}(k) = \sum_{i=1}^{k} x^{(0)}(i), k = 1, 2, \ldots, n
\]  

(6)

So:

\[
X^{(1)} = (x^{(1)}(1), x^{(1)}(2), \ldots, x^{(1)}(n))
\]  

(7)

Here \( X(1) \) is an Accumulating Generation Operator of \( X(0) \). In the same way, any number of cumulative sequences can be derived.

Average-generating Arithmetic Operators includes adjacent generation and non-adjacent generation. Adjacent generation means that when the original sequence is equally spaced, the adjacent data in the sequence are averaged to generate a new data, so the new constructed sequence will be one unit less than the original sequence. Non-adjacent generation means that when the original sequence is not evenly spaced or there are abnormal points in the original data, the mean value of adjacent data is used to replace the abnormal points. It can be used to make up for missing points in the original sequence and construct new data reasonably. The problem of sequence vacancies caused by missing data is solved, and a complete sequence is formed.

As mentioned earlier, the original sequence \( X(0) \) expression is:

\[
X(0) = \left( x^{(0)}(1), x^{(0)}(2), \ldots, x^{(0)}(n) \right), \forall x^{(0)}(i) \in R^+, n \in N
\]  

(8)

Let:

\[
x^*(k) = px^{(0)}(k) + (1 - p)x^{(0)}(k - 1)
\]  

(9)

\[
X^{(s)} = (x^{(s)}(1), x^{(s)}(2), \ldots, x^{(s)}(n))
\]  

(10)

Expression \( p \) is called the generation coefficient, and the value of the generation coefficient represents different information weights in the new sequence \( X^{(s)} \). The value of \( p \) is usually 0.5.

2.2.2 Grey Prediction Model GM(1,1)

The GM(1,1) model is a classic model of gray theory. The two 1s in parentheses represent first-order differential equations and one variable. The GM(1,1) model firstly accumulates the original sequence data, converts the original data to non-negative and non-subtractive ones, establishes a differential equation for the accumulation sequence, uses the least square method to solve the equation coefficients, then predicts the accumulation sequence, and finally restitutes the accumulation sequence to obtain the prediction of the original sequence.

For the original sequence \( X(0) \):

\[
X(0) = \left( x^{(0)}(1), x^{(0)}(2), \ldots, x^{(0)}(n) \right), \forall x^{(0)}(i) \in R^+, n \in N
\]  

(11)
The cumulative form of the gray generation sequence is $X^{(1)}$:

$$X^{(1)} = \left(x^{(1)}(1), x^{(1)}(2), \ldots, x^{(1)}(n)\right), \forall x^{(1)}(i) \in R^+, n \in N$$

Let:

$$x^{(2)}(k) = 0.5 x^{(1)}(k) + 0.5 x^{(1)}(k - 1), \forall x^{(1)}(i) \in X^{(1)}$$

So there is a sequence of mean values $X^{(2)}$:

$$X^{(2)} = (x^{(2)}(2), x^{(2)}(3), \ldots, x^{(2)}(n))$$

With the above expressions, the original form of the G(1,1) model can be obtained:

$$x^{(0)}(k) + a x^{(2)}(k) = b(k = 2, 3, \ldots, n)$$

$a$ is the development coefficient, and $b$ is the ash effect.

GM(1,1) is solved by using the least square method, and a differential equation will be obtained. This equation is called the whitening equation of GM(1,1). The specific form is as follows:

$$\frac{dx^{(1)}}{dt} + ax^{(1)} = b$$

Solve the differential equation, and discretize the time response sequence:

$$\hat{x}^{(1)}(k + 1) = \left(x^{(0)}(1) - \frac{b}{a}\right) e^{-a(k)} + \frac{b}{a}, k = 2, 3, \ldots, n$$

Finally, it can be used to predict the fitted value of the original sequence:

$$\hat{x}^{(0)}(k + 1) = \hat{x}^{(1)}(k + 1) - \hat{x}^{(1)}(k), k = 2, 3, \ldots, n$$

### 2.3 Neural Network Theory

The artificial neural network is a calculation model designed to simulate the human brain neural network. It simulates the human brain neural network in terms of structure, realization mechanism and function [22]. An artificial neural network is similar to a biological neuron. It is composed of multiple nodes (artificial neurons) connected to each other and can be used to model complex relationships between data. The connections between different nodes are given different weights, and each weight represents the influence of one node on another node. Each node represents a specific function, and the information from other nodes is comprehensively calculated with its corresponding weights, and then is used as input to an activation function to obtain a new activity value (excitement or inhibition). In the neural network, the function of the activation function is to add some nonlinear factors to the neural network, so that the neural network can better solve more complex problems. The commonly used activation functions are sigmoid function, and ReLU function [23,24].

The BP neural network learning algorithm is one of the most successful neural network learning algorithms. It is generally multi-layered, and another related concept is the multi-layer perceptron [25]. The multilayer perceptron emphasizes that the neural network is composed of multiple layers in structure, while the BP neural network emphasizes that the network adopts the
learning algorithm of error back propagation. In the BP neural network, the weight parameter of each neuron is adjusted by back propagation to reduce the output error.

3 The Proposed Model

In order to better predict local fiscal revenue, we propose a combined model, as shown in Fig. 2. Firstly, the combined model executes the lasso algorithm to analyze the main factors affecting local fiscal revenue, and eliminates redundant factors with a correlation coefficient of 0. Secondly, it uses the GM(1,1) model for each main influencing index to get the predicted value. Thirdly, the GM(1,1) model predicted results are used as the input sample of the neural network, and the actual value of the relevant local fiscal revenue is used as the output sample for model training. Finally, the fiscal revenue forecasting result is obtained by adjusting the weights and thresholds of the corresponding nodes.

Figure 2: The proposed model

3.1 Data Acquisition and Variable Selection

The main factors affecting local fiscal revenue are: general public budget expenditure, total retail sales of consumer goods, fixed asset investment, total wages of employees, resident consumption index, regional GDP and other indicators. By consulting the local fiscal revenue structure analysis literature data, combined with the current economic situation of Hunan Province, we chose general public budget revenue as the explained variable, and 20 explanatory variables such as public budget expenditure, fixed asset investment, and so on [26–28]. These explanatory variables are shown in Tab. 1. We selected the latest data for 15 years from 2005 to 2019 for the experiment. The amount of data can not only reflect the changes in data, but also meet the small sample size required by the gray model. The selected fiscal revenue data sample size does not exceed 20, which is in line with the excellent feature of the gray system in predicting the small sample size. All data are from the "Hunan Provinicial Statistical Yearbook 2020" (http://222.240.193.190/2020tjnj/indexch.htm).

3.2 Data Description and Statistics

We firstly carried out a comprehensive statistical description of the data and got a comprehensive grasp of the existing data. Usually the analysis of data statistics uses the maximum value, minimum value, average value, and standard deviation to make the overall description. We used python's built-in functions to directly find these four quantities, and then used the Pandas library to convert the data to Dataframe type. The output is shown in Tab. 2.
**Table 1**: Feature description

| Explanatory variables | Practical meaning |
|-----------------------|-------------------|
| Y                     | General public budget revenue |
| X1                    | Public budgetary expenditure |
| X2                    | Total retail sales of consumer goods |
| X3                    | Investment in fixed assets |
| X4                    | Total wages of staff and workers on the job |
| X5                    | Resident consumption index |
| X6                    | GDP |
| X7                    | Primary industry |
| X8                    | Secondary industry |
| X9                    | Tertiary industry |
| X10                   | Per capita gross domestic product |
| X11                   | The output value ratio of the tertiary industry and the secondary industry |
| X12                   | Total agricultural output value |
| X13                   | Industrial output value |
| X14                   | Total import and export |
| X15                   | Total export |
| X16                   | Total import |
| X17                   | Consumer Price Index |
| X18                   | Registered population at the end of the year |
| X19                   | Permanent population at the end of the year |
| X20                   | Number of employees at the end of the year |

Combined with the original data and the statistical indicators in Tab. 2, it can be seen that the local budget revenue of Hunan Province has increased significantly and all the indicators have also increased comprehensively. The standard deviation of the explained variable Y is as high as 954.59, indicating that there is a great difference between the data of each year. Since 2010, the local budget income has grown substantially, which also indicates that Hunan has been developing rapidly in the recent ten years. Through the analysis of the explanatory variables X6, X7, X8, and X9, it can be seen that the GDP of Hunan Province has been rising steadily. In the ten years from 2005 to 2015, the secondary industry’s GDP accounted for the highest proportion and the growth rate was the fastest. This shows that Hunan Province has vigorously developed industry and introduced a large number of industrial production enterprises in the past decade. In 2016, the tertiary industry’s GDP began to surpass. The industrial structure of the entire Hunan Province has begun to gradually transform, and the service industry has slowly risen. Linking the variables X3 and X4, this shows that the living income of Hunan residents has increased and the living standards have been greatly improved, thus attracting more people to live and develop in Hunan, and increasing the values of the variables X18, X19, and X20.
Table 2: Variable descriptive statistics

|    | Min   | Max    | Mean   | Std    |
|----|-------|--------|--------|--------|
| X1 | 873.42| 8034.42| 4118.16| 2418.42|
| X2 | 2391.85| 16683.94| 8394.55| 4688.02|
| X3 | 2563.96| 38457.02| 17220.72| 12197.03|
| X4 | 616.86| 4137.22| 2132.77| 11133.99|
| X5 | 5174.00| 24868.00| 13271.80| 6461.75|
| X6 | 6623.45| 39752.12| 21782.67| 10839.76|
| X7 | 1100.65| 3646.95| 2374.94| 720.10|
| X8 | 2630.09| 14946.98| 9507.70| 4426.14|
| X9 | 2892.71| 21158.19| 9900.03| 5883.63|
| X10| 10606.00| 57540.00| 32544.47| 15343.27|
| X11| 0.80| 1.42| 1.01| 0.18|
| X12| 1100.65| 3850.19| 2446.04| 789.00|
| X13| 2075.40| 11630.55| 7439.70| 3379.37|
| X14| 600485.00| 6288194.00| 2395222.40| 1580316.62|
| X15| 374667.00| 4453465.00| 1534569.53| 1116262.46|
| X16| 225818.00| 1834729.00| 860652.87| 484188.11|
| X17| 99.60| 106.00| 102.63| 1.78|
| X18| 2031.01| 2386.27| 2225.81| 127.28|
| X19| 6732.00| 7326.62| 7087.27| 217.31|
| X20| 450.89| 554.44| 506.70| 37.65|
| Y  | 395.27| 3007.15| 1704.15| 954.59|

3.3 Correlation Analysis

Correlation analysis is a statistical method used to describe the correlation between variables. Because the correlation is a non-deterministic relationship, it can be used to initially judge the degree of correlation between the dependent variable and the explanatory variable. The commonly used correlation analysis coefficients are Pearson correlation coefficient and Spearman rank correlation coefficient. The Pearson coefficient is used in the experiment. The formula of Pearson coefficient is as follows:

\[ p = \frac{\sum (X - \bar{X})(Y - \bar{Y})}{\sqrt{\sum (X - \bar{X})^2 \sum (Y - \bar{Y})^2}}, \quad -1 \leq p \leq 1 \]  \hspace{1cm} (19)

Based on the correlation coefficient \( p \), the correlation degree could be obtained, which is shown in Tab. 3.

In order to show the degree of correlation more intuitively, we used a heat map to display the correlation coefficients of these 20 explanatory variables, as shown in Fig. 3.

It can be seen from the above Fig. 3 that the blue column represents the positive correlation between features, while the red column represents the negative correlation between features. The deeper the blue is, the stronger the correlation is, while the deeper the red is, the weaker the correlation is. Among them, the variables X11, X17, and X20 are relatively weak in correlation with the other explanatory variables, so they will be eliminated in the later feature selection.
Table 3: Correlation coefficient comparison table

| \(|p|\) | Relevance          |
|-------|-------------------|
| 0.8 < \(|p|\) ≤ 1 | Very strong correlation |
| 0.6 < \(|p|\) ≤ 0.8 | Strong correlation    |
| 0.4 < \(|p|\) ≤ 0.6 | Moderately relevant  |
| 0.2 < \(|p|\) ≤ 0.4 | Weak correlation      |
| 0 < \(|p|\) ≤ 0.2 | Irrelevant           |

3.4 Feature Selection and Dimensionality Reduction

Since a total of 20 explanatory variables are selected, the sample data is relatively complicated and the features are not obvious, so the Lasso algorithm is used to achieve dimensionality reduction, and select the most important features. By calling python’s SKLEARN library and executing the Lasso algorithm, the results obtained are shown in Tab. 4.

It can be clearly seen from Tab. 4 that the variables X1, X3, X4, X7, X8, X11, X13, X15, X16, and X19 will be retained after dimensionality reduction with Lasso algorithm, and other explanatory variables X2, X5, X6, X9, X10, X12, X14, X17, X18, and X20 will be removed because their coefficient is 0, which is regarded as irrelevant.
Table 4: The result of the Lasso algorithm for variable selection

| Variable | X1   | X2   | X3   | X4   | X5   | X6   | X7   | X8   | X9   | X10  |
|----------|------|------|------|------|------|------|------|------|------|------|
| Coefficient | 0.7301 | 0    | -0.1953 | 0.1884 | 0    | 0    | -0.3998 | 0.1314 | 0    | 0    |

Variable | X11  | X12  | X13  | X14  | X15  | X16  | X17  | X18  | X19  | X20  |
|----------|------|------|------|------|------|------|------|------|------|------|
| Coefficient | 0.0415 | 0    | 0.6788 | 0    | 0.0684 | -0.1591 | 0    | 0    | -0.0378 | 0    |

4 Data Forecasting and Result Analysis

4.1 Grey Model Predicting General Public Budget Revenue

After screening in the previous section, 10 explanatory variables are retained from the original 20 explanatory variables. By using the gray model, these 10 variables are used one by one to predict short-term data in order to obtain the values for 2020 and 2021. We took the compiled GM(1,1) program as a class object and directly imported it into the main program, then predicted the data of 10 explanatory variables. It is necessary to test whether the variable data is applicable to the gray prediction model before predicting, and the smooth ratio is an indicator specifically used to measure the applicability.

In this paper, the explanatory variable X7 was selected to show the prediction effect of the grey prediction model. Firstly, data applicability test was carried out. When the original data with smoothness less than 0.5 accounts for more than 60%, the test indicates that the data is suitable for the grey prediction model. The smoothness of the original data in each year is shown in Fig. 4. It can be seen that the proportion of less than 0.5 reaches 85.7%, so the data could be predicted by the gray model.

By bring the data of X7 into the GM(1,1) model, we used the original data for fitting and prediction. The result is shown in Fig. 5. It can be seen from Fig. 5 that there is a small error between the fitted data and the original data. The forecast result show an upward trend, which indicates that the total value of the primary industry in Hunan Province will increase steadily in 2020 and 2021. However, the effect of the graph cannot alone determine the quality of the
fitting and prediction. There are scientific methods to measure the quality of model prediction and fitting results.

![Graph](image)

**Figure 5:** The original data, fitting data and prediction data of the explanatory variable X7

There are usually two indicators used to describe the degree of data fitting results: the relative residuals and the grade ratio deviation. When the relative residuals is less than 0.2 and the order ratio deviation is less than 0.15, the model fitting effect will be very good. We calculated the relative residuals and the grade ratio deviations of the X7 variable for each year, as shown in Fig. 6. It can be clearly seen from Fig. 6 that the relative residuals and the grade ratio deviations of the GM(1,1) model's fitting data pass the test very well.

![Graph](image)

**Figure 6:** The relative residuals and step ratio deviation of the explanatory variable X7

The posterior difference ratio is usually used to verify the quality of the predicted data. It has a set of test standards, as shown in Tab. 5. For the forecasting data of 2020 and 2021, the posterior difference ratio of the X7 is 0.27032, which meets the first-level accuracy standard.
By using the GM(1,1) model, all the explanatory variables were predicted for 2020 and 2021, and the posterior difference ratio was used to test whether the prediction is good or bad. The results are shown in Table 6. It can be seen from the table that except for the variable X11, the other prediction accuracy is very good, which also proves that the gray prediction model has a very good prediction effect for short-term time series. In view of the predicting effect of the variable X11 is not good, which may affect the use of neural network to predict the fiscal revenue in the later period, so the variable X11 is artificially removed in the experiment.

Since the above experiments proved the feasibility and the accuracy of the GM(1,1) model to predict the shorter time series data, we directly used the GM(1,1) model to predict the variable Y (financial revenue), and the result is shown in Fig. 7. It can be seen from the figure that the data fitting has achieved good results, but the forecasting effect is obviously faster than the growth trend in previous years. Through analysis, we find that the fiscal revenue is affected by multiple variables, but the GM(1,1) model only predicts the future trend based on the data of current variables, without considering other influencing factors, so the forecasting results are inaccurate. So we decide to use the neural networks to make predictions.

### 4.2 Neural Network Predicting General Public Budget Revenue

By using the GM(1,1) model, we get the predicted values of 9 explanatory variables X1, X3, X4, X7, X8, X13, X15, X16, and X19, and then we can use the neural network to predict the financial revenue. The neural network model needs to set the number of layers of the network in advance, and the hidden layer of the BP neural network model usually does not exceed two layers. The sample size here is not large, so only two hidden layers are used. The setting of the number

### Table 5: The posterior difference ratio standard

| Level                  | Posterior difference ratio | Probability |
|------------------------|----------------------------|-------------|
| Level 1(good)          | <0.35                      | ≥0.95       |
| Level 2(qualified)     | <0.5                       | ≥0.8        |
| Level 3(Reluctantly)   | <0.65                      | ≥0.7        |
| Level 4(Unqualified)   | ≥0.65                      | <0.7        |

### Table 6: The forecasting value and its posterior difference ratio

| Variable | X1     | X3     | X4     | X7     | X9     |
|----------|--------|--------|--------|--------|--------|
|          | 10219.51| 52711.42|4864.15|3753.05|18748.44|
|          | 11558.12| 64110.08|5448.03|3982.01|20479.58|
| Posterior difference ratio | 0.22392 | 0.27057 | 0.21038 | 0.27032 | 0.32926 |
| Precision | Good  | Good  | Good  | Good  | Good  |
| Variable | X11    | X13    | X15    | X16    | X19    |
|          | 1.27   | 14314.90|4179737.82|1985415.79|7459.59 |
|          | 1.31   | 15580.27|4950141.32|2228576.93|7507.45 |
| Posterior difference ratio | 0.71924 | 0.34790 | 0.27455 | 0.34276 | 0.29171 |
| Precision | Unqualified | Good  | Good  | Good  | Good  |
of neurons in the hidden layer is also skillful. If the number of nodes in the hidden layer is too small, the network cannot have the necessary learning and information processing capabilities. On the contrary, if it is too much, it will not only greatly increase the complexity of the network structure, but also slow down the learning speed. The Kolmogorov method [29] is most commonly used when setting the number of neurons in the hidden layer, and it is set to 19.

![Figure 7: The GM(1,1) model predicting the financial revenue](image)

Because the neural network model is particularly sensitive to data, if there is a big difference in the magnitude of the data, the accuracy of the trained model will be very poor. Therefore, it is necessary to ensure that each of the 9 explanatory variables is at the same magnitude before the formal training begins. The z-score method is used for standardization.

\[
\text{New datas} = \frac{\text{Raw datas} - \text{Mean}}{\text{Standard deviation}}
\]

There is a very useful Keras library in Python, which is an open source advanced deep learning library that can run on TensorFlow or Theano. We used the Keras library to build a 3-layer BP neural network, and the ReLU function was used as the activation function. When Keras library is used to build BP neural network, there is a very key parameter- BATCH_SIZE, which represents the number of samples used in one iteration of the algorithm. When the parameter is too large, although it will reduce the number of iterations, it will make the gradient descent effect worse, which makes the model effect bad. When the parameter is too small, the correction direction will be corrected by the gradient direction of the respective sample, which is difficult to converge. The BATCH_SIZE parameter in the experiment was set to 7.

After training the neural network model, we used the model.predict() function to predict the value of the financial revenue in 2020 and 2021. The result is shown in Fig. 8. It can be clearly seen from the figure that the fiscal revenue in 2020 and 2021 have a relatively stable upward trend. Compared with the prediction results of using the GM(1,1) model alone in the previous section, the upward trend of the prediction results of using the neural network is more gentle and more in line with the growth law of previous years. This is because the neural network model
combines multiple influences, so it is obviously more convincing than the univariate prediction of the GM(1,1) model.

![Graph](image)

**Figure 8:** Comparison of the original data and the forecast data

The prediction result of the neural network is better, but compared with the actual fiscal revenue data released by Hunan Red Net, the predicted value in 2020 is much higher than the actual value. The actual fiscal revenue in 2020 is 300.87 billion yuan with a growth rate of 0.1%, and the forecast fiscal revenue in 2020 is 347.2056 billion yuan with a growth rate of 15.4%. The actual average growth rate from 2005 to 2019 was 14.48%. The growth rate predicted by the neural network is consistent with the growth rate of the previous 15 years. The reason for the low actual fiscal revenue is the outbreak of the new crown pneumonia epidemic in early 2020. Hunan Province has introduced tax and fee reduction policies in response to the new crown epidemic. Affected by both tax and fee reduction policies and the epidemic, Hunan's fiscal revenue continued to decline, so the actual fiscal revenue was lower than expected.

5 Conclusions

In order to overcome the problem of poor prediction accuracy caused by a single model, this paper proposed a combined model based on GM (1, 1) and the neural network to predict fiscal revenue. In order to verify the prediction effect of the model, we analyzed the fiscal statistical data of the 2020 Hunan Statistical Yearbook from 2005 to 2019, and selected 20 main indicators that affect the fiscal revenue as explanatory variables. Secondly, we used the Lasso algorithm to reduce dimensionality to select the most important 10 variables from these 20 explanatory variables. Thirdly, we chose the gray prediction model GM(1,1) to predict each single variable, and used the predicted value as the input of the neural network. Finally, we applied the BP neural network to forecast the fiscal revenue. Experimental results show that this combined model has a better prediction effect. In the next work, we will try other variable selection algorithms, such as the principal component analysis method, which is used to process the variables in the early stage, and then predict combined with the RBF neural network to achieve better prediction results.
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