Adaptive Monte Carlo augmented with normalizing flows
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Many problems in the physical sciences, machine learning, and statistical inference necessitate sampling from a high-dimensional, multi-modal probability distribution. Markov Chain Monte Carlo (MCMC) algorithms, the ubiquitous tool for this task, typically rely on random local updates to propagate configurations of a given system in a way that ensures that generated configurations will be distributed according to a target probability distribution asymptotically. In high-dimensional settings with multiple relevant metastable basins, local approaches require either immense computational effort or intricately designed importance sampling strategies to capture information about, for example, the relative populations of such basins. Here we analyze an adaptive MCMC which augments MCMC sampling with nonlocal transition kernels parameterized with generative models known as normalizing flows. We focus on a setting where there is no preexisting data, as is commonly the case for problems in which MCMC is used. Our method uses: (i) a MCMC strategy that blends local moves obtained from any standard transition kernel with those from a generative model to accelerate the sampling and (ii) the data generated this way to adapt the generative model and improve its efficacy in the MCMC algorithm. We provide a theoretical analysis of the convergence properties of this algorithm, and investigate numerically its efficiency, in particular in terms of its propensity to equilibrate fast between metastable modes whose rough location is known a priori but respective probability weight is not. We show that our algorithm can sample effectively across large free energy barriers, providing dramatic accelerations relative to traditional MCMC algorithms.

I. INTRODUCTION

Monte Carlo approximations are the method of choice to extract information from high-dimensional probability distributions encountered in the description of natural systems and statistical models. One generic feature of these distributions that is particularly challenging for sampling is multi-modality (or metastability); that is, when low-probability regions separate high-probability regions (or basins) of the state space. Markov Chain Monte Carlo algorithms, which are driven primarily by local dynamics such as Hamiltonian Monte Carlo or Langevin dynamics, typically struggle to transition between metastable basins leading to either extremely long correlation times along the chains and few effective independent samples, or even failure to equilibrate at all. As a result, slow relaxation and metastability plague sampling problems that arise in chemistry and biophysics [1].

On the other hand, generative models that which have garnered much attention in the machine learning literature seem to efficiently sample complicated high-dimensional distributions, such as collections of images. Most of these generative models, including generative adversarial networks [2] and variational autoencoders [3], rely on the transformation of samples from a simple and tractable base distribution through a map parametrized with neural networks. After learning, the map transforms samples from the base to mimic samples of a given empirical distribution. This formulation allows drawing independent samples from the model at a negligible cost. However, the conventional strategy for training a generative model requires an extensive data set of samples. Arguably, these models have succeeded most dramatically in domains where the cost of generating and curating data is comparatively low (e.g., image recognition) [2, 4, 5].
In scientific computing applications, obtaining data from the distribution is the primary goal. Furthermore, the quality metrics used in traditional machine learning applications are a priori quite different from the efficacy and precision in sampling a target distribution. Hence, it is natural to ask whether traditional MCMC methods and generative models can be successfully combined to accelerate sampling of complicated high-dimensional distributions?

The prospect of enhancing sampling with suitable generative models is an active area of inquiry [4, 6–11]. In particular, sampling via Metropolis-Hastings MCMC requires the computation of each transition generation probability and its inverse. As a result, the model architectures on which most generative neural networks rely are not conducive to Metropolis-Hasting MCMC. However, specific classes of neural networks have been designed with this in mind, allowing for efficient estimates of the probability of a generated sample, including auto-regressive models [12] and normalizing flows (NF), which are expressive invertible function representations [13, 14]. At this point, NF have been investigated as transition operators in MCMC algorithms and variational ansatz in a variety of contexts in the physical sciences and Bayesian applications [13, 15–20]. These methods offer a promising speed-up for sampling unimodal distributions without requiring preexisting data samples by relying on a self-training objective for the map (described in detail in Appendix A). However, the multi-modal case requires prior knowledge about either the symmetries of the systems generating the degeneracy of the modes [20], or the location of the metastable basins [17]. This necessity was noted in the influential work of Noé et al. [21] that proposes a training strategy for normalizing flows to generate low-energy configurations which are subsequently reweighted.

The aim of this paper is to propose an alternative class of adaptive MCMC algorithms augmented with a NF trained on the fly with the generated samples and also to carefully assess the prospects of these algorithms for accelerating sampling in cases where no extensive preexisting data set is available. Our main contributions are:

• We introduce an adaptive Metropolis-Hastings MCMC algorithm that augments a chain performing local steps with nonlocal resampling steps proposed by a NF. The corresponding proposal distribution is adapted along sampling by training the NF via optimization of a forward Kullback-Leibler divergence estimated on the generated data.

• As the adaptation of the map depends on the history of the chains, the convergence of the proposed algorithm, where training and sampling happen simultaneously, is not trivial. We show that the adaptive algorithm is akin to a nonlinear MCMC scheme [22], that we analyze in the continuous time limit. In this limit, we show that the algorithm converges asymptotically with an exponential rate that can be explicitly estimated.

• We test this adaptive MCMC approach on complex examples in high dimension (random fields, transition paths, and interacting particle systems at phase coexistence) and show that it dramatically accelerates the sampling. In particular we estimate the relative statistical weights of metastable states efficiently without constructing a specific pathway between the basins of interest.

Our results also emphasize some key determinants for the success of sampling augmented with learning:

• One representative configuration per mode of interest in the target distribution must be known beforehand to initialize the chains. We critically assess the ability of using generative model proposals to discover unknown metastable states and show that this prospect is statistically unlikely without prior information about these states.

• Blending generative sampling with a standard MCMC strategy is typically required to guarantee good sampling of the target distribution: in particular we show that relying on generative sampling alone may not be sufficient because it requires that we learn the generative model to a degree of accuracy that is hard to achieve in practice, especially in high-dimensional examples.

• Finally, our analysis and numerical experiments show how scaling to high dimensions is also facilitated by parametrizations of normalizing flows that incorporate known structures of the target distributions, such as short-scale correlations. The possibility to inform the map, or the base distribution, with physical intuition alleviates the curse of dimensionality that would prevent general-purpose parametrizations from reaching the required level of precision with reasonably sized models as the dimension grows.
II. DESIGN CHALLENGES IN MCMC METHODS

The goal of sampling is to generate configurations \( x \in \Omega \subseteq \mathbb{R}^d \) in proportion to some probability measure \( \nu_* (dx) = \rho_* (x) dx \) which we assume has probability density function \( \rho_* \). In physical systems, we typically write this in Boltzmann form

\[
\rho_* (x) = Z_*^{-1} e^{-U_*(x)}
\]

(1)

where \( U_* \propto -\log \rho_* \) is the potential energy function for the system. We assume that we have an explicit model for \( U_* \) and can efficiently evaluate this energy function, though we may have little a priori information about the distribution of configurations associated with this energy and in general do not know the normalization constant \( Z_* \).

MCMC algorithms avoid computing \( Z_* \) by generating a sequence \( \{ x(k) \}_{k \in \mathbb{N}} \) of configurations with a transition kernel \( \pi(x,y) \) with \( \int_\Omega \pi(x,y)dy = 1 \) for all \( x \in \Omega \), which quantifies the conditional probability density of a transition from state \( x \) into state \( y \). Assume that the kernel \( \pi(x,y) \) is irreducible and aperiodic [23], and satisfies the detailed balance relation

\[
\rho_* (x) \pi(x,y) = \rho_* (y) \pi(y,x).
\]

(2)

Then the sequence \( \{ x(k) \}_{k \in \mathbb{N}} \) will sample the target density \( \rho_* \) in the sense that the empirical average of any suitable observable \( \phi \) converges to its expectation over \( \rho_* \), i.e.,

\[
\lim_{N \to \infty} \frac{1}{N} \sum_{k=1}^{N} \phi(x(k)) = \int_\Omega \phi(x) \rho_* (x) dx.
\]

(3)

Designing a transition kernel \( \pi \) leading to fast convergence of the series in [3] is a generically challenging task for MCMC algorithms. In Metropolis-Hastings MCMC one constructs a proposal distribution that creates new samples that are then accepted or rejected according to a criterion that maintains [2]. For example, in the Metropolis adjusted Langevin algorithm (MALA) [24] new configurations are proposed by approximating the solution of the Langevin equation propagated on a fixed time interval.

Metropolis-Hastings MCMC algorithms, however, involve a trade-off between two requirements that are hard to fulfill simultaneously. Proposal distributions using local dynamics like MALA suffer from long decorrelation times when there is metastability in the target density \( \rho_* \). At the same time, seeking faster mixing times with non-local proposal distributions requires careful design to avoid high rejection rates. Recent work in the machine learning literature has suggested a data-driven approach to constructing the transition kernel [4, 8, 9] that aids in this design challenge; these approaches originally were pioneered in the context of adaptive and nonlinear MCMC algorithms [22, 25–27]. Here, we explore the use of normalizing flows to adaptively parameterize the transition kernel.

III. MCMC SAMPLING WITH NORMALIZING FLOWS

A normalizing flow (NF) is an invertible map \( T : \Omega \to \Omega \) that is optimized to transport samples from a base measure \( \nu_B (dx) = \rho_B (x) dx \) (for example a Gaussian with unit variance) to a given target distribution [14]. The goal is to produce a map \( T_* \) with inverse \( T_* \) such that an expectation of an observable with respect to \( \rho_* \) can be estimated by transforming samples from the base density to the target, i.e. if \( x_B \) is drawn from \( \rho_B (x) \) then \( T_*(x_B) \) is a sample from \( \rho_* (x) \) so that for any suitable observable \( \mathcal{O} \) we have

\[
\int_\Omega \mathcal{O}(T_*(x)) \rho_B (x) dx = \int_\Omega \mathcal{O}(x) \rho_* (x) dx.
\]

(4)

The existence of such a map \( T_* \) is guaranteed under general conditions on \( \rho_* \) and \( \rho_B \) investigated e.g. in the context of optimal transport theory [28, 29]. Of course, in practice we do not have direct access to this ideal map \( T_* \). Next we discuss how any approximation \( T \) of \( T_* \) can in principle be used to perform exact sampling of the target via Metropolis-Hastings MCMC, and how the map \( T \) can be improved via training.
A. Metropolis-Hastings MCMC with NF

Throughout, we denote the push-forward of $\rho_B$ under the map $T$ simply by $\hat{\rho}$: it has the explicit form

$$\hat{\rho}(x) = \rho_B(T(x)) \det |\nabla_x T|,$$

(5)

where $\bar{T}$ denotes the inverse map, i.e. $\bar{T}(T(x)) = T(\bar{T}(x)) = x$. In practice, the parametrization of the map $T$ must be designed carefully to evaluate this density efficiently, requiring easily estimable Jacobian determinants and inverses. This issue has been one of the main foci in the normalizing flow literature [14] and is for instance solved using coupling layers [30, 31]. Even if the map $T$ is not the optimal $T_*$, i.e. $\hat{\rho}(x) \neq \rho_*(x)$, as long as $\hat{\rho}$ and $\rho_*$ are either both positive or both zero at any point $x \in \Omega$, we can still generate configurations using $T$ with the correct statistical weight in the target distribution by using a Metropolis-Hastings MCMC algorithm with an accept-reject step: a proposed configuration $y = T(x_B)$ from a given configuration $x$ is accepted with probability

$$\text{acc}(x, y) = \min \left[ 1, \frac{\hat{\rho}(x) \rho_*(y)}{\rho_*(x) \hat{\rho}(y)} \right].$$

(6)

This procedure is equivalent to using the transition kernel

$$\pi_T(x, y) = \text{acc}(x, y) \hat{\rho}(y) + (1 - \text{acc}(x, y)) \delta(x - y)$$

(7)

where $r(x) = \int_{\Omega} \text{acc}(x, y) \hat{\rho}(y) dy$. The formula in Eq. [6] for the acceptance probability emphasizes that if the generated configurations do not have appreciable statistical weight in the target distribution (i.e. $\rho_*(y)$ is very small) few configurations will be accepted. This problem can become fundamental in high-dimensional spaces because, unless care is taken to ensure otherwise, the push-forward measure and the target will not overlap—for a discussion of this issue and a precise measure-theoretic formulation of MCMC with NF see Appendix B. In contrast, when the map yields an appreciable acceptance rate, the flow based proposals may mix much faster than proposals based on local moves as independent configurations $y$ can be directly sampled from $\hat{\rho}$. We illustrate these features in numerical experiments presented below.

B. Map Training

Improving the map $T$ requires that we optimize some objective function measuring the discrepancy between the $\hat{\rho}(x)$ and $\rho_*(x)$: for example the Kullback-Leibler divergence of $\rho_*$ with respect to $\hat{\rho}$, which is given by an expectation over $\rho_*$

$$D_{KL}(\rho_* \| \hat{\rho}) = C_* - \int_{\Omega} \log \hat{\rho}(x) \rho_*(x) dx,$$

(8)

where $C_* = \int_{\Omega} \log \rho_*(x) \rho_*(x) dx$ is a constant irrelevant for the optimization of this objective over $T$. Typically, this procedure is used in situations where a data set from $\rho_*$ is available beforehand [4, 5] and can be used to construct an empirical approximation of Eq. [8]; in contrast, we are focused on situations where only limited data exists initially. In this context, it has been suggested [13, 15, 21] to use the reverse KL divergence of $\hat{\rho}$ with respect to $\rho_*$, since it can be expressed as an expectation over $\hat{\rho}$:

$$D_{KL}(\hat{\rho} \| \rho_*) = - \log Z_* + \int_{\Omega} [U_*(x) + \log \hat{\rho}(x)] \hat{\rho}(x) dx.$$

(9)

The (unknown) constant $\log Z_*$ is irrelevant for the optimization of this objective over $T$. This approach seems to alleviate altogether the need of preexisting samples from $\rho_*$: however, it rests on the possibility to discover relevant regions on $\rho_*$ via sampling $\hat{\rho}$. In practice, this may be very hard to achieve unless we have a good estimate of the ideal $T_*$ to begin with, which is typically not the case: for this reason, here we will resort to optimizing an approximation of the direct KL in Eq. [8]. This procedure, described in the next section, relies on a dynamical estimate of the forward KL divergence that uses data generated via an adaptive MCMC that synergistically takes advantage of the learning to produce samples of the target $\rho_*$ efficiently.
simplicity of notation that we make consecutive steps which each kernel sufficiently small to ensure a high acceptance rate. Leading eigenvalues of these kernels by $\hat{\lambda}$ flow kernel that can be adapted to the target $\rho$ in Algorithm 1 with MALA as local MCMC algorithm, and it involves the following components:
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which satisfies the detailed balance relation Eq. [2] because the transitions kernels $\pi$ and $\pi_T$ individually do. While the flow based kernel $\pi_T$ allows global mixing between modes once $T$ is sufficiently optimized, alternating with the local kernel $\pi$ improves the robustness of the scheme, by ensuring sampling proceeds in places within the modes where the map is not-optimal. This is useful during the first iterations of the scheme when the map $T$ is almost untrained, as well as once training has converged, if the expressivness of the map parametrization is not sufficient to capture all the features of the target distribution. In Appendix G 2, we demonstrate numerically the benefit of retaining a local components to the sampling scheme (see Fig.8). Let us also note that the convergence rate of a chain using $\hat{\pi}(x,y)$ is necessarily faster than that of MCMC using $\pi(x,z)$ or $\pi_T(z,y)$ individually: if we assume existence of a spectral gap for both $\pi$ and $\pi_T$ and denote the leading eigenvalues of these kernels by $\hat{\lambda} < 1$, $\lambda < 1$, and $\lambda_T < 1$, respectively, we have $\hat{\lambda} \leq \lambda_\lambda T$. While we employ MALA here, any detailed balance MCMC method could be used in Eq. [10]. The transition kernel $\pi$ does not need to be local, it should, however, have satisfactory acceptance rates. Note that in the experiments that follow we used unadjusted Langevin dynamics (ULA) because the time steps were sufficiently small to ensure a high acceptance rate.

### IV. ADAPTIVE MCMC: CONCURRENT SAMPLING AND TRAINING

The adaptive MCMC we propose concurrently acquires new data by combining a local sampler with a nonlocal one based on a NF, and uses these data to further optimize the flow. This procedure is summarized in Algorithm 1 with MALA as local MCMC algorithm, and it involves the following components:

#### A. Sampling

Our algorithm combines MCMC steps using a local kernel $\pi$ with those obtained using the normalizing flow kernel $\pi_T$ in Eq. [7]. As such it is consistent with the compounded transition kernel (assuming for simplicity of notation that we make consecutive steps which each kernel)

$$\hat{\pi}(x,y) = \frac{1}{\Omega} \sum_{i=1}^{n} \log \hat{\rho}(x_i(k)) + \sum_{i=1}^{n} \log \hat{\rho}(x_i(k))$$

which satisfies the detailed balance relation Eq. [2] because the transitions kernels $\pi$ and $\pi_T$ individually do. While the flow based kernel $\pi_T$ allows global mixing between modes once $T$ is sufficiently optimized, alternating with the local kernel $\pi$ improves the robustness of the scheme, by ensuring sampling proceeds in places within the modes where the map is not-optimal. This is useful during the first iterations of the scheme when the map $T$ is almost untrained, as well as once training has converged, if the expressivness of the map parametrization is not sufficient to capture all the features of the target distribution. In Appendix G 2, we demonstrate numerically the benefit of retaining a local components to the sampling scheme (see Fig.8). Let us also note that the convergence rate of a chain using $\hat{\pi}(x,y)$ is necessarily faster than that of MCMC using $\pi(x,z)$ or $\pi_T(z,y)$ individually: if we assume existence of a spectral gap for both $\pi$ and $\pi_T$ and denote the leading eigenvalues of these kernels by $\hat{\lambda} < 1$, $\lambda < 1$, and $\lambda_T < 1$, respectively, we have $\hat{\lambda} \leq \lambda_\lambda T$. While we employ MALA here, any detailed balance MCMC method could be used in Eq. [10]. The transition kernel $\pi$ does not need to be local, it should, however, have satisfactory acceptance rates. Note that in the experiments that follow we used unadjusted Langevin dynamics (ULA) because the time steps were sufficiently small to ensure a high acceptance rate.

### Algorithm 1 Adaptive MCMC: Concurrent MCMC sampling and map training

1: **SAMPLETrain**($U_\star$, $T$, $\{x_i(0)\}_{i=1}^{n}$, $\tau$, $k_{\text{max}}$, $k_{\text{Lang}}$, $\epsilon$)
2: **Inputs:** $U_\star$ target energy, $T$ initial map, $\{x_i(0)\}_{i=1}^{n}$ initial data, $\tau > 0$ time step, $k_{\text{max}} \in \mathbb{N}$ total duration, $k_{\text{Lang}} \in \mathbb{N}$ number of Langevin steps per resampling step, $\epsilon > 0$ map training time step
3: $k = 0$
4: while $k < k_{\text{max}}$ do
5:     for $i = 1, \ldots, n$ do
6:         if $k \mod k_{\text{Lang}} + 1 = 0$ then
7:             $x_{i}' \sim \rho_{\text{ini}}$
8:             $\tau' = T(x_{i}') \triangleright$ push-forward via $T$
9:             $x_i(k+1) = x_i'$ with probability $\text{acc}(x_i(k), x_i')$, otherwise $x_i(k+1) = x_i(k) \triangleright$ resampling step
10:        else
11:            $x_i(k+1) = x_i'$ with MALA acceptance probability or ULA, otherwise $x_i(k+1) = x_i(k)$
12:        $k \leftarrow k + 1$
13:     $\nabla[L[T] = -\frac{1}{2} \sum_{i=1}^{n} \log \hat{\rho}(x_i(k)) \triangleright$ evaluate $D_{KL}(\rho_i || \hat{\rho})$ on sampled data
14: $T = T - \epsilon \nabla[L[T]] \triangleright$ Update the map
15: return: $\{x_i(k)\}_{k=0,1,\cdots}^{k_{\text{max}},n}$
B. Adaptation

The kernel $\pi_T$ of Algorithm 1 is adapted by using the newly sampled configurations as data to optimize the parameters of the normalizing flow $T$. Denoting by $\rho_k$ the probability density of the chain with kernel $\hat{\pi}$ after $k \in \mathbb{N}$ steps from initialization $\rho_0$, we minimize the KL-divergence of $\rho_k$ with respect to $\hat{\rho}$, $D_{KL}(\rho_k \| \hat{\rho})$, instead of the KL-divergence of the unknown $\rho_*$ with respect to $\hat{\rho}$ as in Eq. [8]. Denoting by $\{x_i(k)\}_{i=1}^n$ the sample of $n$ chains after $k \in \mathbb{N}$ steps of MCMC, this amounts to using the following consistent estimator for $D_{KL}(\rho_k \| \hat{\rho})$, up to an irrelevant constant:

$$L_n[T] = -\frac{1}{n} \sum_{i=1}^n \log \hat{\rho}(x_i(k)) = \frac{1}{n} \sum_{i=1}^n \left( U_B(\hat{T}(x_i(k))) - \log \det |\nabla \hat{T}(x_i(k))| \right).$$

(11)

In practice, we use stochastic gradient descent on this loss function to update the parameters of the normalizing flow (Algorithm 1 line 11). While the expression for the loss is written at iteration $k$, we can average gradients over multiple MCMC steps. Details of the maps parametrization’s and training procedures for the experiments presented in the next sections are described in Appendix F.

C. Initialization

To start the MCMC chains, we assume that we have configurations $\{x_i(0)\}_{i=1}^n$ in the different modes of the target but they are not necessarily drawn from $\rho_*$. We emphasize that the method therefore applies in situations where the locations of the metastable states of interest are known a priori and one should not expect the procedure to find states in basins distinct from initialization. We demonstrate that it is unlikely that the adaptive MCMC will discover new metastable basins without any initial information about their location in Appendix G 1 on the example of a Gaussian mixture model (see Fig. 5) and in Appendix E for the random field example discussed below.

We initialize the map $T$ as the identity transformation and propagate the initial data using $\hat{\pi}$. The initial sampling is essentially driven by the local MCMC, here Langevin dynamics, as the map is not adapted to the target. As the map improves, nonlocal moves start to be accepted, the autocorrelation time drops and the Markov chains reallocate mass in proportion to the statistical weights of the different basins. These features are illustrated in Fig. 5 in the context of the Gaussian mixture model discussed in Appendix G 1 and in Figs. 1 and 2 in the context of the random field example discussed below.

D. Convergence

Two important questions arise regarding Algorithm 1: first, does this scheme produce samples that converge in distribution towards the target and, if so, does the adaptive training of the map $T$ improve the rate of convergence to the target distribution? To analyze the properties of a transition operator that combines nonlocal moves with the normalizing flow and a local MCMC algorithm, we consider our approach in the continuous-time limit. In this limit, when using Langevin dynamics as local sampler, the density of the evolving $\rho_t$ with respect to the target $\rho_*$, defined as $g_t = \rho_t / \rho_*$, satisfies

$$\partial_t g_t = -\nabla U_* \cdot \nabla g_t + \Delta g_t + \alpha \int_{\Omega} \min(\hat{g}_t(x), \hat{g}_t(y)) \left( g_t(y) - g_t(x) \right) \rho_*(y) dy$$

(12)

where $\hat{g}_t = \hat{\rho}_t / \rho_*$ and $\alpha \geq 0$ is an adjustable parameter that measure the balance between the Langevin and the resampling parts of the dynamics. Setting $\alpha = 0$ amounts to using the Langevin dynamics alone: in that case, for any initial condition $\rho_0$, we have that $\rho_t \to \rho_*$ (i.e. $g_t \to 1$) as $t \to \infty$, but this convergence will be exponentially slow in general [32]. The situation changes if we include the resampling step, i.e. consider
Eq. [12] with \( \alpha > 0 \). In Appendix C, under various assumptions about \( \hat{g}_t \), we derive convergence rates under the dynamics in Eq. [12] for the Pearson \( \chi^2 \)-divergence of \( \rho_t \) with respect to \( \rho_* \), which we denote as

\[
D_t = \int_{\Omega} \frac{\rho_t^2}{\rho_*} dx - 1 = \int_{\Omega} g_t^2 \rho_* dx - 1 \geq 0.
\]  

(13)

In particular, we study the situation where \( T \) learns the instantaneous distribution at all times, that is, \( \hat{\rho} = \rho_t \) (and hence \( \hat{g}_t = g_t \)) for all \( t \geq 0 \). While this is certainly a significant approximation, we observe in numerical experiments that there is a dramatic improvement in sampling once there is some mixing between metastable basins, which motivates this limiting scenario. In this case, under the assumptions that there exists some \( t_0 \geq 0 \) such that \( D_{t_0} < \infty \) and

\[
G_{t_0} = \inf_{x \in \Omega} \frac{\rho_{t_0}(x)}{\rho_*(x)} = \inf_{x \in \Omega} g_{t_0}(x) > 0,
\]

we show that

\[
\forall t \geq t_0 : \quad D_t \leq \frac{D_{t_0}}{(G_{t_0}(e^{\alpha(t-t_0)} - 1) + 1)^2}.
\]

(15)

This equation indicates that \( D_t \leq D_{t_0} \) remains approximately constant for \( \alpha(t-t_0) \leq \log G_{t_0}^{-1} \), then decays exponentially with constant rate \( 2\alpha > 0 \) subsequently. The derivation of Eq. [15] also shows that the exponential rate is controlled by the resampling step of the MCMC algorithm that relies on the normalizing flow, and this rate can only improve when we concurrently use Langevin dynamics steps. In Appendix D, we connect the sampling scheme we use to a birth-death Fokker-Planck equation [33], which could also be implemented in practice as a Markov jump process; again this analysis emphasizes the favorable convergence properties of the scheme.

E. Scalability: Model-Informed Base Distributions and Maps, Mixtures, etc

As the dimension of the problem grows it becomes increasingly difficult to train a map to produce a push-forward distribution matching the target to a given level of accuracy. Before presenting numerical experiments, we emphasize a few additional ingredients easing the learning of generative models for the sampling of complex high-dimensional systems.

When training a normalizing flow to represent a target density for which a preexisting empirical dataset is available, a standardizing transformation or a “whitening layer” is typically added at the output [21]. This layer centers and rescales the different input dimensions such that their covariance matches the identity covariance of the standard normal distribution usually used as base distribution. This operation, though it requires preexisting data, crucially improves the outcome of learning when the original covariance of the data is highly anisotropic. In the experiments below, we show that it is sometimes possible to rely on the knowledge of the target distribution to perform an operation akin to this whitening layer with no preexisting data samples. For instance, below we choose a base Gaussian distribution with covariance matching the short-scale correlations of equilibrium configurations of the system’s known Hamiltonian. We can also design physics-informed base distributions that are more adapted to the problem at hand than a Gaussian distribution: for example, in the interacting particle system we used the uniform distribution of the particle in the domain, which is an ideal distribution in the gaseous phase.

Using prior knowledge about the physics can also help designing the class of maps \( T \) to optimize upon. For example, in the interacting particle system, we used maps that factorize in ways tailored to the system’s features. Yet another way of easing learning, especially when modes have very different fine structures or statistical weights, is to rely on a mixture of maps, instead on a single map, training each component to represent a different mode. A similar idea was exploited in [21] to compute free energy differences between basins after training. In practice, a map \( T_m \) is pretrained for each mode indexed by \( m \) using data generated with the local MCMC sampler initialized in the corresponding mode. Then, the adaptive MCMC procedure described in Algorithm 1 can be started. The nonlocal proposal is the mixture of the push-forwards \( \hat{\rho}_m \) with initial weights \( p_m \). The adaptive part of the proposal then amounts to optimizing the mixture weights \( p_m \) via Eq. [11], in a similar fashion as the parameters of the flow when using a single map[34]. This mixture method requires that we train several maps but allows treatment of more complex systems, as demonstrated below.
Sampling metastable states of the stochastic Allen-Cahn model with Langevin dynamics augmented with a normalizing flow.

(a) Configurations obtained by pushing independent samples from the informed base measure Eq. 18 through the flow $T$ at the beginning (black) and at the end of training (blue). Around $\sim 60\%$ of generated configurations are accepted according to the Metropolis-Hasting criteria. (b) The learned map $T$ is local in space. (c) Fourier spectrum of the target samples, samples from a flow with informed base measure and uniformed base measure. An informed base measure is necessary to capture the higher frequency features of the target density. (d) Computation of the free energy differences between positive and negative modes with importance sampling from the normalizing flow as a function of a local biasing field added in the Hamiltonian Eq. 19. Results are reported for inverse temperature $\beta = 10$, as in the rest of the plots, and for the same experiment repeated at temperature $\beta = 10$. Errors bars computed from estimator variance are smaller than marker.

Concurrent training and sampling of the stochastic Allen-Cahn model with a Real-NVP normalizing flow.

(a) The stochastic gradient descent using samples generated by the procedure decreases the negative log-likelihood gradually. (b) As the training progresses the acceptance rate in the Metropolis-Hasting using independent proposals from the flow starts getting accepted 60% of generated configurations are accepted according to the Metropolis-Hasting criteria. (b) The learned map $T$ is local in space. (c) Fourier spectrum of the target samples, samples from a flow with informed base measure Eq. 18 through the flow $\phi_s$. (d) Computation of the free energy differences between positive and negative modes with importance sampling from the normalizing flow as a function of a local biasing field added in the Hamiltonian Eq. 19. Results are reported for inverse temperature $\beta = 20$, as in the rest of the plots, and for the same experiment repeated at temperature $\beta = 10$. Errors bars computed from estimator variance are smaller than marker.

V. NUMERICAL EXPERIMENTS

A. Fast-mixing augmented MCMC for random fields

As a first example to illustrate the efficacy of adaptive sampling, we consider a stochastic Allen-Cahn model, a canonical and ubiquitous model for the microscopic physics of phase transitions in condensed matter systems [35].

Field system. The stochastic Allen-Cahn equation is defined in terms of a random field $\phi : [0, 1] \rightarrow \mathbb{R}$ that satisfies

$$\partial_t \phi = a \partial_x^2 \phi + \sigma^{-1} (\phi - \phi^3) + \sqrt{2\beta^{-1}} \eta(t, s)$$

(16)

where $a > 0$ is a parameter, $\beta$ is the inverse temperature, $s \in [0, 1]$ denotes the spatial variable, $\eta$ is a spatio-temporal white noise and we impose Dirichlet boundary conditions in which $\phi(s = 0) = \phi(s = 1) = 0$.
throughout. This stochastic partial differential equation (SPDE) is well-posed in one spatial dimension [36, 37], and its invariant measure is the Gibbs measure associated with the Hamiltonian

\[ U_s[\phi] = \beta \int_0^1 \left[ \frac{a}{2} (\partial_s \phi)^2 + \frac{1}{4a} (1 - \phi^2(s))^2 \right] ds. \]  

(17)

The first term in the Hamiltonian [17] is a spatial coupling that penalizes changes in \( \phi \) and hence, at low temperature, has the effect of aligning the field in positive or negative direction. As a result the Hamiltonian [17] has two global minima, denoted by \( \phi^+ \) and \( \phi^- \), in which the typical values of \( \phi \) are \( \pm 1 \) (see Fig. 1 (a)). Because there is a free energy barrier between \( \phi^+ \) and \( \phi^- \), local updates via traditional MCMC based e.g. on using the stochastic Allen-Cahn equation [16] will not mix, even on very long timescales. Indeed, if we wanted to compute the free energy difference between these basins, we would need to construct a pathway through configuration space and use importance sampling techniques along the path [38]. Our adaptive MCMC algorithm, augmented with a normalizing flow, offers an alternative approach. Fig. 2 demonstrates that a map \( T \) can be trained to efficiently generate samples with high statistical weight in the target distribution enabling rapid mixing across the free energy barrier.

b. Informed base measure. In order to learn the map robustly, a standard implementation of a normalizing flow model, with a standard Gaussian field with uncoupled spins as base measure, does not suffice in this instance. Using a base measure that is “informed” alleviates this issue. Explicitly, we sample the base measure corresponding to a Gaussian random field with a local coupling (a “Ornstein-Uhlenbeck bridge”), which corresponds to a system with Hamiltonian

\[ U_B[\phi] = \beta \int_0^1 \left[ \frac{a}{2} (\partial_s \phi)^2 + \frac{1}{2a} \phi^2 \right] ds. \]  

(18)

Importantly, this measure does not have any metastability and remains easy to sample. As discussed in Appendix B, at this continuous field level, we must choose this measure to ensure that the push-forward has a non-vanishing statistical weight in the target distribution.

c. Numerical implementation and results. In practice, we must discretize the field on a grid, and throughout we take \( N = 100 \) with a lattice spacing \( \Delta s = 1/N \) meaning that the map we must learn is high-dimensional \( T : \mathbb{R}^N \rightarrow \mathbb{R}^N \). We also use the associated Langevin equation as discretized version of the SPDE [16] to generate samples as the local component of our compounded MCMC scheme.

We trained maps \( T \) and \( T_U \) along our adaptative MCMC with the informed base measure [18] and an uninformed Gaussian measure that lacked coupling term (Eq. H3 in the Appendix), respectively, using the same architecture, and compared their suitability for resampling after an equal number of iterations. Typical configurations \( \phi(x) \), in this case generated by the normalizing flow \( T \), are shown in Fig. 1 (a). For comparison, we show in Fig. 7 samples generated with \( T_U \).

While \( T \) generates samples which are accepted in the MCMC procedure with average acceptance rate approaching 60% (Fig. 2), \( T_U \) fails to produce samples that have appreciable statistical weight in the target distribution. The evident difference is in the local structure of the random fields that are produced. Fig. 1 (c) shows the Fourier spectrum of field \( \phi \) computed with samples from the target measure (obtained using the proposed MCMC method after convergence) as well as from the push-forwards in the informed \( \hat{\rho} \) and uninformed \( \hat{\rho}_U \) case. While \( \hat{\rho} \) accurately captures the decay of the Fourier components at all scales, \( T_U \) fails to compensate for the uncoupled base measure and \( \hat{\rho}_U \) does not accurately capture high-frequency oscillations of the field \( \phi \), which subsequently leads to high rejection rates in the MCMC procedure.

While at the discrete level, the adequacy of the base measure is a priori less stringent than at the continuous level examined in Appendix B, this experiment shows that at \( N = 100 \) it is already highly beneficial to pre-adapt the covariance of the push-forward. In the absence of preexisting samples to compute an empirical whitening transform, it is the role of the proposed “informed” base measure.

d. Interpreting the map. Examining the learned map \( T \) reveals its simple underlying structure. As shown in Fig. 1 (b), the map is spatially local, transporting spins near the center of the domain to \( \pm 1 \) while spins near the boundary are mapped closer to 0. It is again useful to examine the properties of a mapped configuration in Fourier space; the \( k = 0 \) mode reveals that the mean value is transported substantially; \( T(\hat{\rho}_0) \) is approximately \( \pm 1 \), as shown in Fig. 6 (c). However, higher frequency modes are left invariant by the map, see Fig. 6 (d,e).
FIG. 3. **Detecting Phase Transitions in Interacting Particle Systems.** Left and middle panels: 200 particles seen in the gas and liquid phases, respectively, in dimension $d = 2$ at a temperature below the critical $\beta_c^{-1}$ at which both phases are metastable but the clustered one is thermodynamically preferred. Right panel: A contour plot of the local density $u_d(x)$ of the particles in the liquid phase, plotted in log-scale.

e. **Calculating free energy differences.** Perhaps most remarkably, the learned map $T$ can be used to evaluate free energy differences between the metastable basins $\phi^-$ and $\phi^+$, even in thermodynamic conditions distinct from those in which the map was trained. Fig. 1 (d) shows an estimate of the free energy difference between the positive and negative metastable basins as a function of an external field $h$, which enters the Hamiltonian as

$$U_{*,h}[\phi] = \beta \int_0^1 \left[ \frac{a}{2} (\partial_s \phi)^2 + \frac{1}{4a} (1 - \phi^2(s))^2 + h\phi(s) \right] ds. \quad (19)$$

These estimates are produced with importance sampling using $\hat{\rho}$ as described in Appendix K. Analytical estimates at low temperature via a Laplace approximation reveal that the normalizing flow accurately recapitulates the free energy difference despite the fact that the map was optimized only with samples where $h = 0$. Similar generalization properties were observed in Refs. [21, 39, 40], where a map was used at temperatures distinct from the temperature at which training data was collected. This approach is valid in cases where the modified parameter, here the field $h$, distorts the relative populations of the metastable basins, but has a mild effect on the local structure of the field, which can be controlled by monitoring the variance of the estimator.

Additional tests for related applications are presented in Appendix. For this Stochastic Allen-Cahn system, we show that the method can be useful to sample configurations with domain walls by tilting the Hamiltonian (see Fig. 9 in Appendix H). In Appendix I we discuss a similar sampling problem that involves nonequilibrium transition path which we employ to illustrate the use of Brownian bridge base measures. This example is challenging as metastable basins have very different statistical weights: which is also the case for the particle systems discussed in the next section, where we demonstrate the usage of mixtures to tackle this circumstance.

**B. Detecting Phase Transitions in Interacting Particle Systems**

Thermal systems undergoing a first order phase transition are archetypal examples of models displaying metastability. Near the transition point, ergodic mixing from the unstable to the stable phase is broken in the thermodynamic limit, leading to the well-known challenge of detecting these transitions with molecular dynamic simulations. In this section we show our method to be useful in this context.

a. **Particle system and phase diagram.** As an example we consider a system of $N$ interacting particles evolving in a two-dimensional periodic box of lateral size $L$ according to the Langevin equation (here written in the overdamped limit):

$$dx_i = -\frac{1}{N} \sum_{j=1}^N \nabla W(x_i - x_j)dt + \sqrt{2\beta^{-1}} dW_i. \quad (20)$$
FIG. 4. Detecting Phase Transitions in Interacting Particle Systems. Blue curves and labels: the free energies of the gas and liquid phases, showing that a first order phase transition occurs at the critical $1/\beta_c \approx 0.089$. For temperatures around this value, particles configurations in either the homogeneous or the clustered phase are highly metastable, and no transition between these states are observed in brute-force simulation of Eq. [20]; Red curve and labels: the value of $p$ in the mixture [23] learned by our adaptive procedure augmented with a NF starting from $p(0) = 1/2$; the algorithm correctly learns the right value of $p$ in the mixture and thereby is able to detect the phase transition.

The interaction $W(x)$ is a pair-wise attracting potential with range $a > 0$

$$W(x) = -\exp(L^2[1 - \cos(2\pi|x|/L)^2]/(4\pi^2a^2))$$

which, when $a \ll L$, is well approximated by $W(x) = -\exp(-|x|^2/[2a^2])$. These equations sample the Boltzmann-Gibbs distribution of the system:

$$\rho_*(X) = Z_*^{-1} \exp \left(-\frac{\beta}{2N} \sum_{i,j=1}^{N} W(x_i - x_j) \right)$$

where we denote $X = (x_1, \ldots, x_N) \in [0, L]^2N$ the state of the $N$ particle system.

When $a$ is much smaller than $L$, in the thermodynamic limit $(N \gg 1)$, this system displays a first order phase transition between a gas-like phase, where the particles are uniformly distributed in the domain which is preferred at high temperatures, and a liquid-like phase, where they cluster in a droplet which is preferred at low temperatures. Typical particle configurations in these phases are shown in Fig. 3. The phase diagram of the model can be estimated using a mean field approximation (see Appendix J for details) and is shown in Fig. 4.

Detecting this phase transition via brute-force simulation of Eq. [20] is however challenging, because the particles stay trapped in whichever configuration they occupy (homogeneous or droplet) for very long periods of time: in fact, the transition times from one phase to the other in a parameter regime where they are both metastable can be estimated as $t_{l\rightarrow g} \propto \exp(N\beta F_{l\rightarrow g})$ and $t_{g\rightarrow l} \propto \exp(N\beta F_{g\rightarrow l})$, where $F_{g\rightarrow l}$ and $F_{l\rightarrow g}$ denote respectively to free energy barriers between the liquid and the gas phase and vice-versa. Since these barriers are both independent of $N$, these transition times diverge exponentially with the number of particles $N$.

b. Adaptive simulations augmented by nonlocal resampling. Simulation of Eq. [20] augmented by a nonlocal resampling map can detect the phase transition. As the two modes of interest have here very different structures and very different statistical weights across the phase transition we resort to a parameterization of the nonlocal proposal density $\hat{\rho}$ in terms of a mixture. For the homogeneous phase mixture component,
it is straightforward to draw particle configurations: we can simply pick each of their individual position uniformly in the box. For the droplet phase mixture component, it is natural to use as base distribution the uniform distribution \( p_0(X) = 1/L^2 \) that corresponds to the homogeneous phase, and train a map \( T \) that then takes one such configuration and map it onto a droplet configuration whose local density is close to that of the particles in the liquid phase. Denoting this local density by \( u_d(x) \), we can also exploit the fact that the liquid droplet has no internal structure and factorize the map as \( T = \prod_i u_i \) that of the particles in the liquid phase. Denoting this local density by \( u \), then takes one such configuration and maps it onto a droplet configuration whose local density is close to \( \hat{u} \).

We leave investigation of such situations for future work.

For complicated mixtures (or equivalently more complicated maps in the normalizing flow) will have to be used. In systems with hardcore repulsions, this approximation is invalid, in which case more complicated mixtures must be used. All in all, this leads to a resampling mixture density \( \hat{\rho} \) that can be expressed as

\[
\hat{\rho}(X) = p \prod_{i=1}^{N} u_d(x_i) + qL^{-2N}
\]  

where \( p \in [0,1] \) is a factor to be learned, \( q = 1 - p \), and the local density \( u_d(x) \) needs to be estimated—in the simulations we simply used the mean-field approximation recalled in Appendix J to calculate \( u_d(x) \) numerically, but this density could also be estimated directly from the MD simulations.

\[c. \text{Implementation and results.} \] Consistent with Algorithm 1, we run Eq. [20] used as local sampler for a fixed duration \( t_L \), then attempt a resampling move by proposing a configuration from Eq. [23]. This resampling step requires one to evaluate the Metropolis-Hastings probability in Eq. [6] accurately, which is nontrivial when \( N \) is large. Here we used as approximation \( \log \hat{\rho}(X) \approx S(X) \) with

\[
S(X) = \min \left( \sum_{i=1}^{N} \log u_d(x_i) + \log p, -2N \log L + \log q \right)
\]  

leading to the following explicit approximation for the ratio \( \rho_*(X)/\hat{\rho}(X) \)

\[
\frac{\rho_*(X)}{\hat{\rho}(X)} \approx \exp \left( -\frac{\beta}{2N} \sum_{i,j=1}^{N} W(x_i - x_j) - S(X) \right).
\]  

This expression shows that the presence \( \hat{\rho}(X) \) in the Metropolis-Hastings probability effectively accounts for the entropy of the particle configurations, as opposed to their energy accounted for by \( \rho_*(X) \). Eq. [25] also emphasizes the need for \( \hat{\rho} \) (i.e. the NF map in general) to be accurate enough: indeed, to get any significant probability of acceptance, even for a move aimed towards the thermodynamically preferred phase, the factor in the exponentials in Eq. [25] must be of order \( 1 \) in \( N \). If the map fails to achieve this accuracy, and the factors remain of order \( N \) (which is their typical scale for a map that is unadapted), the move would be systematically rejected (or accepted between configurations with little resemblance to permitted ones). This issue will be generic for problems where the system’s energy is extensive.

In the context of the present example, once \( u_d(x) \) has been estimated, the learning component of Algorithm 1 reduces to optimizing the parameter \( p \). This is done by approximating the KL divergence \( D_{KL}(\hat{\rho}(X)||\rho_*(X)) \) using an estimator based on using the current state \( X(t) \) of the system. Specifically, we used \( \log \hat{\rho}(X(t)) \approx S(X(t)) \) as objective on which we performed gradient descent in \( p \) concurrently with running the augmented MD strategy above.

We applied the procedure above to a system of \( N = 200 \) particles drawn initially from the mixture density \( \hat{\rho}(X) \) using \( p(0) = 1/2 \) as initial value. As can be seen on Fig. 4, this allowed us to train \( p \) to values converging either to \( p = 0 \) or \( p = 1 \), in a way that detects the phase transition. That is, the augmented procedure correctly reweights the homogeneous and droplet configurations and determines which of the two is the most likely even in situations where brute-force MD simulations would observe no transitions between these configurations.

We stress that a simplifying feature of this example is that the particles experience no short range repulsion, i.e. there is no order in the droplet phase. This is what allowed us to use the product of \( u_d(x) \) in the mixture density in Eq. [23]. In systems with hardcore repulsions, this approximation is invalid, in which case more complicated mixtures (or equivalently more complicated maps in the normalizing flow) will have to be used. We leave investigation of such situations for future work.
VI. CONCLUSIONS

A. Connections and Differences with Previous Works

Most of the methods that seek to train a normalizing flow to (approximately) sample from the Boltzmann distribution of a known target energy rely on the reverse-KL training using Eq. [9] [15, 18, 39, 40]. However, this objective is known to be prone to “mode-collapse” where the estimation concentrates on the bulk of one mode. This failure comes typically from the fact that the map may never explore modes far away from the core of the base distribution—such that these modes are missed altogether [41] [42]. Additionally, the reverse KL objective is known to lead to underestimation of the tails [43].

To alleviate the shortcomings of reverse-KL training, [21] relied on initial short-trajectories to estimate and factor in the optimization objective the forward KL divergence. Closer to our proposition, the authors of [44] propose Markov Score Climbing, an adaptive MCMC strategy using the same estimate of the forward-KL as Eq. [11] to discover good variational approximators. Our method can be seen as an extension of Markov Score Climbing, introducing the additional alternation with a local sampler and the replacement of simple variational families by the more flexible normalizing flows. Along the same lines, [45] investigated proposals parametrized by lower-triangular maps. Interestingly, [21] also proposed an iteratively retrained variant of its Boltzmann generator that shares similarity with our proposition. Note that an advantage of the adaptive MCMC over the consecutive training-then-sampling schemes with either reverse-KL [15, 18, 39] or forward-KL [11, 21] training objectives is to allow for real-time monitoring of the quality of training towards the final purpose of obtaining well-mixed samples. In the experiments that was done by monitoring, for instance, acceptance rates and auto-correlation of the chains across iterations.

The adaptive MCMC proposed here retains a local component in the sampling in the form of interleaved steps of a local sampler that brings robustness to the scheme. Albeit different, the adaptive MCMC proposed in [21] also defines an intermediary between a purely global and a purely local procedure. The proposals consist in local steps in the latent space of the normalizing flow, while our query of the generative model yield completely independent resampling. To encourage transition across modes, the algorithm of [21] was augmented with parallel-tempering in [40], a step that does not appear to be necessary in our scheme.

B. Outlook and Future Work

As the use of data-driven methods from machine learning becomes increasingly routine in the physical sciences, we must carefully assess the cost of data acquisition and training to ensure that we can leverage ML methods in a productive fashion. Sampling systems with complex local structure and multiple metastable basins is a generically challenging task in high-dimensional systems, and we have already seen that neural networks can contend with this challenge in nontrivial settings [5, 6, 15, 18, 21]. Nonlocal transport in MCMC algorithms can significantly enhance mixing and normalizing flows provide a compelling framework for designing adaptive schemes, even in cases where no statistically representative data set is available at first. Nevertheless, we do not find that these methods enable discovery of unknown modes of a target distribution, emphasizing the importance of having some a priori information about the metastable states of the system.

Many questions remain about how to ensure efficient learning in complex high-dimensional systems and encourage desirable properties of the map, such as locality and transferability. Incorporating known invariances and symmetries of target distributions into architectures is currently a key area of research, e.g. [46, 47], that will help scaling further applications of sampling methods enhanced by learning.
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Appendix A: Comparing the Various Methods of Training and Sampling

Let us briefly review the various methods of training a normalizing flow and using it for sampling, under different assumptions: specifically, we primarily distinguish situations in which data from the target density $\rho_*$ are available but no analytical information about this density is known, to those in which we have no or little preexisting data from $\rho_*$ but we know the shape of this density up to an unknown normalization factor, i.e. we know $U_*(x)$ in $\rho_*(x) = Z_*^{-1} e^{-U_*(x)}$ but not $Z_* = \int_{\Omega} e^{-U_*(x)} dx$. Both situations naturally lead to different procedures of training and sampling. We discuss how to blend these two procedures within the adaptive MCMC strategy that we propose.

1. Data available, $\rho_*$ unknown

Assume that we have at our disposal a training set $\{x_i^*\}_{i=1}^n$ made of samples drawn from $\rho_*$ but have no other information available about this target density. In this case:

   a. Training: To train the map $T$ it is natural to use the (direct) KL divergence of $\rho_*$ with respect to $\hat{\rho}$, $D_{KL}(\rho_*||\hat{\rho})$, since, up to a constant in the map, this divergence can be expressed as an expectation over $\rho_*$:

   $$D_{KL}(\rho_*||\hat{\rho}) = C_* - \frac{1}{n} \sum_{i=1}^{n} \log \hat{\rho}(x_i^*)$$

   with $\hat{\rho}(x)$ given by [5] (and hence a function of $T$) and $C_* = \int_{\Omega} \log \rho_*(x) \rho_*(x) dx$ (and hence independent of $T$). This leads to the following empirical loss, viewed as an objective for the map $T$,

   $$-\frac{1}{n} \sum_{i=1}^{n} \log \hat{\rho}(x_i^*)$$

   Minimizing this loss (possibly augmented by a regularizing term) over $T$ gives the optimal transport map given the data set.

   b. Sampling: Once the optimal map $T$ minimizing [A2] has been identified, new data can be generated by sampling points $x_B$ from the base density $\rho_B$ and pushing them through the map to obtain $T(x_B)$. Note that the quality of these new samples cannot be cross-validated without additional information, i.e. they are only as good as the map $T$ is (and in particular they cannot be added to the original data set to improve the quality of the map $T$ via training).

2. No pre-existing data, $\rho_*$ known up to a normalizing factor

Assume that we know $U_*(x)$ in $\rho_*(x) = Z_*^{-1} e^{-U_*(x)}$ but not $Z_* = \int_{\Omega} e^{-U_*(x)} dx$, and have no samples from this target density available. In this case:

   a. Training: To train the map $T$ it is natural to use the (reversed) KL divergence of $\hat{\rho}$ with respect to $\rho_*$, $D_{KL}(\hat{\rho}||\rho_*)$, since, up to a constant in the map, this divergence can be expressed as an expectation over $\hat{\rho}$:

   $$D_{KL}(\hat{\rho}||\rho_*) = \tilde{C} + \int_{\Omega} (\log \hat{\rho}(x) + U_*(x)) \hat{\rho}(x) dx$$

   with $\hat{\rho}(x)$ given by [5] (and hence a function of $T$) and $\tilde{C} = -\int_{\Omega} \log Z_* \hat{\rho}(x) dx = \log Z_*$ (and hence independent of $T$). This leads to the following empirical loss

   $$\frac{1}{n} \sum_{i=1}^{n} (\log \hat{\rho}(T(x_i^B)) + U_*(T(x_i^B)))$$

   where $\{x_i^B\}_{i=1}^n$ is set of data points sampled from the base density $\rho_B$. Minimizing this loss (possibly augmented by a regularizing term) over $T$ gives the optimal transport map given $U_*$. Note that in this situation, unlike in that considered in Sec. A 1, we can easily enlarge the data set $\{x_i^B\}_{i=1}^n$ using as large a $n \in \mathbb{N}$ as needed/possible, since generating samples from the base distribution is straightforward. This method has be sometimes called self-training.
b. Sampling: Once the optimal map $T$ minimizing $[A2]$ has been identified, new data can again be generated by sampling data points $x_B$ from the base density $\rho_B$ and pushing them through the map to obtain $T(x_B)$. Note that in this situation, unlike in that considered in Sec. A 1, we can assess the quality of these new samples, for example by integrating them in the MCMC nonlocal resampling strategy described in main text, i.e. by accepting or rejecting the new samples according to the Metropolis-Hastings criterion with probability given in [6]. These samples from $\rho_*$ can then potentially be used to further train the map by combining the estimator in [A2] based on the direct KL divergence with the one in [A4] based on the reversed KL divergence.

3. Blending both procedures in an augmented MCMC strategy for training and sampling

The procedure described in Sec. A 2 may at first sight look ideal when $U_\ast(x)$ is known since it seems to dispense us completely of the need for a pre-existing data set from the target density $\rho_*$. This simplicity is however illusory in complex situations. Indeed, the procedure in Sec. A 2 relies entirely on sampling in the latent space of the base density $\rho_B$ and pushing these sample through $T$. If the map $T$ that we use to initiate the training procedure is a poor approximation of the optimal $T_\ast$ such that $T_\ast(x_B) \sim \rho_*$, there is very small probability to generate samples that have any significant weight in the empirical loss [A4]: indeed these good samples have exponentially small weight in the base distribution initially. This implies that training will be hard or impossible unless we use prohibitively large data set from the bases density. In turn it also means that the new samples proposed in the MCMC resampling strategy will have a very small probability of being accepted.

What we propose is a way out of this conundrum. If $U_\ast$ is available, and we have some prior information about the location of the regions with significant statistical weight on $\rho_*$, we can use any standard MCMC sampling strategy such as MALA with walkers started in these regions to start producing samples from $\rho_*$. Because of the local nature of procedures like MALA, the quality of these samples will be locally good but globally poor: that is, the procedure will give us information conditional on being in regions of high likelihood on $\rho_*$ but not the relative statistical weight of these regions. This information, however, is sufficient to start the training of the map using the direct KL divergence in Eq. [A1]. In turn, this allows up to combine the local MCMC algorithm with a MCMC resampling step, thereby producing nonlocal moves. These nonlocal moves equilibrate the weights between the high likelihood regions on $\rho_*$, which in turns allow us to refine the quality of the map, thereby producing better (i.e. more likely to be accepted) non local moves, etc.

Note that if the map learned through this combined strategy becomes a good approximation of the optimal $T_\ast$ we could then forget altogether about the local MCMC sampling and revert to the procedure described in Sec. A 2. In practice however, getting such a high quality of the map may be a tall order, and it is beneficial to keep the local MCMC sampling to capture the fine details of the target $\rho_*$ (see Fig. 8).

Appendix B: Measure Theoretic Formulation of the Normalizing Flow augmented sampling algorithm

In the continuous limit, the models discussed in the main text do not have a well-defined probability density function. For the sake of precision and completeness, we reformulate the discussion Sec. III in terms of arbitrary probability measures on a set $\Omega$ with $\sigma$-algebra $\mathcal{F}$. Let $(\Omega, \mathcal{F}, \nu_\ast)$ be the probability space associated with the target probability measure $\nu_\ast$. Let us denote the transition kernel by $P(x, dy)$ (so that $P(x, dy) = \pi(x, y) dy$ if $P$ has a density) and write the detailed balance relation as (compare [2])

$$\nu_\ast(dx)P(x, dy) = \nu_\ast(dy)P(y, dx), \quad (B1)$$

meaning that for all suitable test functions $\chi : \Omega \times \Omega \to \mathbb{R}$ we have (compare [3])

$$\int_{\Omega \times \Omega} \chi(x, y) (\nu_\ast(dx)P(x, dy) - \nu_\ast(dy)P(y, dx)) = 0. \quad (B2)$$

In this general setup, the nonlocal map that we use to augment the local dynamics is an invertible transformation from $\Omega$ to itself, i.e $T : \Omega \to \Omega$. The map $T$ is used to transport a base measure $\nu_\ast$ from
which we can sample efficiently into the target measure \( \nu_s \). In the ideal case, the map \( T_s \) is constructed so that

\[
\nu_s = T_s \nu_B
\]

where the equality above holds in the weak sense, i.e. for a test function \( \phi : \Omega \to \mathbb{R} \),

\[
\int_{\Omega} \phi(x) \nu_s(dx) = \int_{\Omega} \phi(T_s(x)) \nu_B(dx).
\]

In practice, instead of \( T_s \) we only have at our disposal some approximation \( T : \Omega \to \Omega \), also invertible. In order to use this imperfect map in a Metropolis-Hastings procedure, we must require that the target measure, \( \nu_s \), and the push-forward of the base measure measure, \( T_\nu \nu_B \), be mutually absolutely continuous with respect to one another. If that is the case, denoting by \((d\nu_s/dT_\nu\nu_B)(x)\) and \((dT_\nu\nu_B/d\nu_s)(x) = 1/(d\nu_s/dT_\nu\nu_B)(x)\) the Radon-Nikodym derivatives of \( T_\nu \nu_B \) with respect to \( \nu_s \) and of \( \nu_s \) with respect to \( T_\nu \nu_B \), the MCMC algorithm that resamples from \( T_\nu \nu_B \) proceeds as follows

1. Given \( x(k) \), sample \( x_B \sim \nu_B \) and let \( y = T(x_B) \)
2. Set \( x(k + 1) = y \) with probability

\[
\text{acc}(x(k), y) = \min \left[ 1, \frac{d\nu_s}{dT_\nu\nu_B}(y) \frac{dT_\nu\nu_B}{d\nu_s}(x(k)) \right]
\]

and otherwise set \( x(k + 1) = x(k) \).

In our approach, the map \( T \) is evolved by minimizing some objective function, for example the KL divergence, measuring the discrepancy between the pushforward \( T_\nu \nu_B \) and the target \( \nu_s \) or its approximation after \( k \) step of MCMC sampling, \( \nu_k \). In this case it is crucial to choose a base measure \( \nu_B \) such that the KL divergence is well-defined initially: indeed if it is finite at the start of the procedure, it will remain so during optimization since the KL divergence can only decrease during gradient descent. Such a choice is not automatic for the SPDE examples we consider in text, because the infinite-dimensional measures associated with the solution of these equations have a strong propensity to be mutually orthogonal [48].

### 1. Stochastic AC equation

In the case of the stochastic Allen-Cahn equation, as base measure it is convenient to use the measure associated with the Hamiltonian [18]. This is the Gaussian measure of an Ornstein-Uhlenbeck bridge, i.e. the process with mean zero and covariance (this is the inverse of the operator \(-\beta a \partial_s^2 + \beta a^{-1}\) with zero Dirichlet boundary conditions):

\[
C_B(s, s') = \frac{a}{2\beta} \frac{e^{-|s-s'|/a+1} + e^{-|s-s'|/a-1} - e^{-(s+s')/a+1} - e^{(s+s')/a-1}}{(e^1 - e^{-1})}.
\]

Denoting a realization of this bridge by \( B \in C([0, 1], \mathbb{R}) \) we then have

\[
\frac{d\nu_s}{d\nu_B}(B) = Z_V^{-1} \exp \left( -\beta \int_0^1 V(B(s)) \, ds \right), \quad V(B) = \frac{1}{4a} (1 - B^2)^2
\]

where

\[
Z_V = \mathbb{E}_{\nu_B} \exp \left( -\beta \int_0^1 V(B(s)) \, ds \right)
\]

The Radon-Nikodym derivative [B7] is well-defined if \( Z_V < \infty \), which is the case for the potential energy \( V(B)[36] \). The KL divergence of \( \nu_s \) with respect to \( \nu_B \) can therefore be expressed as

\[
D_{KL}(\nu_s\|\nu_B) = -\log Z_V - \beta Z_V^{-1} \mathbb{E}_{\nu_B} \left( \hat{V}(B)e^{-\beta \hat{V}(B)} \right)
\]
where we denote $\bar{V}(B) = \int_0^1 V(B(s))ds$. We can also invert these relations and express them in terms of expectation over the target $\nu_*$. Denoting by $\phi \in C([0,1], \mathbb{R})$ a random sample of this measure, we have

$$Z_V = \left( \mathbb{E}_{\nu_*} \exp \left( \beta \int_0^1 V(\phi(s))ds \right) \right)^{-1}$$

(B10)

and

$$D_{KL}(\nu_* \| \nu_B) = - \log Z_V - \beta \mathbb{E}_{\nu_*} \left( \int_0^1 V(\phi(s))ds \right).$$

(B11)

The quantities in these last two formulas can be estimated by replacing the expectation over $\nu_*$ by an empirical average over samples drawn from this measure or, more generally, drawn from the current approximation of this measure in the MCMC, $\nu_k$. This allows us to start the training procedure of the map $T$. In practice, of course, the fields in the formula above are discretized on a grid with $N$ points and the integrals are replaced by Riemann sums. Correspondingly, the map $T$ is approximated by a map from $\mathbb{R}^N$ to $\mathbb{R}^N$, using the RealNVP described in Appendix F.

2. Transition Paths

A similar procedure can be used to construct the base measure in the context of transition path sampling. In this case, as base measure we can take the Gaussian measure associated with the bridge process connecting $x_A$ to $x_B$: this process can be expressed as

$$X_B(t) = x_A(1 - t/t_m) + x_B(t/t_m) + \sigma B(t/t_m)$$

(B12)

where $B \in C([0,1], \mathbb{R}^d)$ is the standard Brownian bridge in $\mathbb{R}^d$, i.e. the Gaussian process with mean zero and covariance

$$C(u, u') = \begin{cases} u'(1 - u) \text{Id} & \text{if } u' \leq u \\ u(1 - u') \text{Id} & \text{if } u \leq u' \end{cases}$$

(B13)

Using this bridge process as base measure leads to Radon-Nikodym derivative

$$\frac{d\nu_*}{d\nu_B}(X_B) = \exp \left( \frac{1}{\sigma^2} \int_0^{t_m} b(X_B(t))dX_B(t) - \frac{1}{2\sigma^2} \int_0^{t_m} |b(X_B(t))|^2 dt \right)$$

(B14)

which is a Martingale with respect to the filtration $\mathcal{F}_{t_m}$ whenever the drift satisfies the Novikov condition, namely,

$$\mathbb{E} \exp \left( - \frac{1}{2\sigma^2} \int_0^{t_m} |b(X_B(t))|^2 dt \right) < +\infty.$$ 

(B15)

Appendix C: Convergence analysis of the MCMC scheme in the continuous limit

1. Chapman-Kolmogorov equation

Written in terms of the densities $\rho_*(x)$ and $\hat{\rho}(y)$ (assumed to be fixed for now) the transition kernel in [10] reads

$$\pi_T(x, y) = a(x, y)\hat{\rho}(y) + (1 - b(x))\delta(x - y)$$

(C1)

where

$$a(x, y) = \min \left( \frac{\hat{\rho}(x)\rho_*(y)}{\hat{\rho}(y)\rho_*(x)}, 1 \right),$$

$$b(x) = \int_{\Omega} a(x, y)\hat{\rho}(y)dy.$$ 

(C2)
Denoting as \( \{ \rho_k(x) \}_{k \in \mathbb{N}} \) the updated probability density of the walker in the Markov chain associated with the kernel \( \pi_T(x, y) \) alone, this density satisfies the Chapman-Kolmogorov equation

\[
\rho_{k+1}(x) = \int_{\Omega} \rho_k(y) \pi_T(y, x) dy.
\]  

(C3)

Using the explicit form of \( \pi_T(x, y) \) in [C1], after some simple reorganization this equation can be written as

\[
\rho_{k+1}(x) = \rho_k(x) + \int_{\Omega} R(x, y) (\rho_*(x) \rho_k(y) - \rho_k(x) \rho_*(y)) dy
\]

(C4)

where we defined

\[
R(x, y) = R(y, x) = \min \left( \frac{\hat{\rho}(x)}{\rho_*(x)}, \frac{\hat{\rho}(y)}{\rho_*(y)} \right).
\]

(C5)

Note that if we had \( \hat{\rho} = \rho_* \), then \( R(x, y) = 1 \) and [C4] would reach equilibrium in one step, \( \rho_{k+1} = \rho_\ast \) whatever \( \rho_k \).

---

**Algorithm 2** MCMC with partial resampling steps, given an evolving map

1: **Sample** \( U, \{ T_i \}_{i \geq 0}, \{ x_i(0) \}_{i=1}^{n}, \tau, k_{\text{max}}, \alpha \)
2: **Inputs:** \( U \) target energy, \( \{ T_i \}_{i \geq 0} \) evolving maps, \( \{ x_i(0) \}_{i=1}^{n} \) initial data, \( \tau > 0 \) time step, \( T_{\text{max}} > 0 \) total duration, \( \alpha > 0 \)
3: \( k = 0 \)
4: **while** \( k < T_{\text{max}}/\tau \) **do**
5:  **for** \( i = 1, \ldots, n \) **do**
6:     **if** \( k \mod 2 = 0 \) **then**
7:         \( x'_{i,0} \sim \rho_\ast \)
8:         \( x'_i = T_{k\tau}(x'_{i,0}) \triangleright \) push-forward via \( T \)
9:         \( x_i(k+1) = x'_i \) with probability \( \min(\alpha \tau \text{acc}(x_i(k), x'_i), 1) \), otherwise \( x_i(k+1) = x_i(k) \triangleright \) partial resampling step
10:     **else**
11:         \( x_i(k+1) = x_i(k) - \tau \nabla U_\ast(x_i(k)) + \sqrt{2\tau} \eta_i \) with \( \eta_i \sim \mathcal{N}(0, I_d) \triangleright \) discretized Langevin step
12: \( k \leftarrow k + 1 \)
13: **return** \( \{ x_i(k) \}_{k=0, i=1}^{k_{\text{max}}, n} \)

---

### 2. Continuous limit

To take the continuous limit of [C4], we modify this equation in a way that the update of the density is only partial. Specifically, denoting \( \rho_t \) the value of the density at time \( t \geq 0 \), we turn this equation into

\[
\rho_{t+\tau}(x) = \rho_t(x) + \alpha \tau \int_{\Omega} R(x, y) (\rho_*(x) \rho_t(y) - \rho_t(x) \rho_*(y)) dy
\]

(C6)

where \( \alpha > 0 \) and \( \tau > 0 \) are parameters. This will allow us to make the MCMC resampling updates on par with those of MALA, using \( \tau > 0 \) as timestep in both (see Algorithm 2). Subtracting \( \rho_t(x) \) from both sides of [C6], dividing by \( \tau \), and letting \( \tau \to 0 \) gives

\[
\partial_t \rho_t(x) = \alpha \int_{\Omega} R(x, y) (\rho_*(x) \rho_t(y) - \rho_t(x) \rho_*(y)) dy.
\]

(C7)

We can now add the Langevin terms that arise in the continuous limit of the compounded MCMC scheme that we use, to arrive at

\[
\partial_t \rho_t = \nabla \cdot (\rho_t \nabla U_\ast + \nabla \rho_t) + \alpha \int_{\Omega} R(x, y) (\rho_*(x) \rho_t(y) - \rho_t(x) \rho_*(y)) dy
\]

(C8)
where $\alpha > 0$ measures the separation of time scale between the Langevin and the resampling terms. This equation arises in the limit as $\tau \to 0$ for the evolution specified in Algorithm 2. Written in term of $g_t = \rho_t/\rho_*$ and $\hat{\rho}_t = \hat{\rho}/\rho_*$ (now also allowed to vary with time) Eq. [C8] reads

$$
\partial_t g_t = -\nabla U_* \cdot \nabla g_t + \Delta g_t + \alpha \int_\Omega \min(\hat{\rho}_t(x), \hat{\rho}_t(y)) (g_t(y) - g_t(x)) \rho_*(y) dy
$$

(C9)

3. Convergence rate

Consider the evolution of the Pearson $\chi^2$-divergence of $\rho_t$ with respect to $\rho_*$ defined in [13] assuming that $D_0 < \infty$. Using [C9] we deduce

$$
\int_\Omega g_t(x) \partial_t g_t(x) \rho_*(x) dx = 2 \int_\Omega g_t(x) \nabla \cdot (\rho_*(x) \nabla g_t(x)) dx + 2\alpha \int_\Omega \min(\hat{\rho}_t(x), \hat{\rho}_t(y)) (g_t(y) - g_t(x)) g_t(x) \rho_*(x) \rho_*(y) dy dx
$$

(C10)

where we used $-\nabla U_* \cdot \nabla g_t + \Delta g_t \rho_* = \nabla \cdot (\rho_* \nabla g_t)$ to reexpress the first integral in the second equality. If we denote $\hat{G}_t = \inf_{x \in \Omega} \hat{g}_t(x) \in [0, 1]$, [C10] implies

$$
\int_\Omega g_t(x) \rho_*(x) dx = \int_\Omega \hat{g}_t(x) \rho_*(x) dx = 1.
$$

As a result, using Gronwall inequality we deduce

$$
D_t \leq D_0 e^{-\alpha \int_0^t \hat{G}_s ds}.
$$

(C12)

This equation indicates that $D_t \to 0$ as $t \to \infty$ as long as $\int_0^t \hat{G}_s ds \to \infty$. That is, convergence can only fail if $\hat{G}_t = o(t^{-1})$ as $t \to \infty$, and it is guaranteed otherwise. Convergence is also exponential asymptotically, as long as $\hat{G}_t$ remains bounded away from 0 as $t \to \infty$.

To get a more explicit convergence rate, let us analyze [C12] in two subcases. First let us assume that the map is not trained, i.e. $\hat{g}_t(x) = \hat{g}$ is fixed, and denote $\hat{G} = \inf_{x \in \Omega} \hat{g}(x) \in [0, 1]$. In this case, [C12] reduces to

$$
D_t \leq D_0 e^{-2\alpha \hat{G}_t} \quad (\hat{g}_t = \hat{g} \text{ fixed}).
$$

(C13)

Note that this bound is only nontrivial if $\hat{G} > 0$. Even if that is the case, the rate in [C13] can be pretty poor if $\hat{G}$ is very small (e.g. exponentially small in the input dimension $d$), which is to be expected if the map is not trained. The best case scenario is of course the idealized situation when $\hat{G} = 1$, which requires that $\hat{g}_t = \hat{g}$ because of the normalization conditions $\int_\Omega \hat{g}_t(x) \rho_*(x) dx = \int_\Omega \hat{g}(x) \rho_*(x) dx = 1$; this case is the continuous equivalent of the one step convergence of the discrete MCMC scheme with resampling from $\rho_*$.

Second let us assume that $\hat{g}_t = g_t$, that is the trained distribution instantaneously follows the walkers distribution at all times. In this case, [C12] reduces to

$$
D_t \leq D_0 e^{-2\alpha \int_0^t \hat{G}_s ds} \quad (\hat{g} = g_t),
$$

(C14)

where we denote

$$
G_t = \inf_{x \in \Omega} \left( \frac{\rho_t(x)}{\rho_*(x)} \right) = \inf_{x \in \Omega} g_t(x) \in [0, 1].
$$

(C15)
To make this bound explicit, let us consider the evolution of $G_t$. Denoting $x_t = \arg\min_{x \in \Omega} g_t(x)$ so that $G_t = g_t(x_t)$, and using $\min(g_t(x_t), g_t(y)) = g_t(x_t) = G_t$, $\nabla g_t(x_t) = 0$, and $\Delta g_t(x_t) \geq 0$ by definition of $x_t$, from [C9] we have

$$
\frac{dG_t}{dt} = \partial_t g_t(x_t) + \dot{x}_t \cdot \nabla g_t(x_t)
$$

$$
= \Delta g_t(x_t) + \alpha G_t \int_{\Omega} (g_t(y) - G_t) \rho_\ast(y) dy
$$

$$
= \Delta g_t(x_t) + \alpha G_t - \alpha G_t^2
$$

$$
\geq \alpha G_t - \alpha G_t^2
$$

where we used again the normalization conditions $\int_{\Omega} g_t(y) \rho_\ast(y) dy = \int_{\Omega} \rho_\ast(y) dy = 1$. Eq. [C16] implies that

$$
\frac{1}{G_t - G_t^2} \frac{dG_t}{dt} \geq \alpha
$$

which after integration gives

$$
\log \left( \frac{G_t(1 - G_0)}{G_0(1 - G_t)} \right) \geq \alpha t
$$

This means that we have

$$
G_t \geq \frac{G_0}{G_0 + (1 - G_0)e^{-\alpha t}}.
$$

Inserting this equation in [C14] and performing the integral explicitly gives

$$
D_t \leq \frac{D_0}{(G_0(e^{\alpha t} - 1) + 1)^2}.
$$

This bound is only nontrivial if $G_0 \in (0, 1]$. By performing all the time integration on $[t_0, t]$ we can obtain [15], which is now nontrivial if $G_{t_0} \in (0, 1]$.

**Appendix D: Augmentation by Resampling via Birth-Death**

In the augmented MCMC procedure described in main text, we mix Langevin and Metropolized resampling with the normalizing flow. Alternatively, we can perform this resampling via a birth-death process where mass is continuously transported non-locally by resampling configurations with the push-forward $\hat{\rho}$. This yields the following evolution equation for the sample density $\rho_t$

$$
\partial_t \rho_t = \nabla \cdot (\rho_t \nabla U_\ast + \nabla \rho_t) - \alpha (V(\rho_t) - \tilde{V}_t) \hat{\rho}_t
$$

where we defined

$$
V(\rho_t) = \frac{\rho_t}{\rho_\ast}, \quad \text{and} \quad \tilde{V}_t = \int_{\Omega} V(\rho_t) \hat{\rho}_t dx = \int_{\Omega} \frac{\rho_t \hat{\rho}_t}{\rho_\ast} dx.
$$

The interpretation of the added term proportional to $\alpha$ is somewhat subtle: this term amounts to adding or removing mass from $\rho_t$ when $\rho_t/\rho_\ast$ is respectively above or below its mean with respect to $\hat{\rho}_t$, a process that only stops when $V(\rho_t) = \tilde{V}_t$, i.e. $\rho_t = \rho_\ast$. In practice, this process can be implemented by:

1. removing samples from our empirical representation of $\rho_t$ with rate $\hat{\rho}_t/\rho_\ast$, which accounts for the effect of the term involving $V(\rho_t)$;

2. reinjecting into $\rho_t$ the mass lost this way by generating samples from $\hat{\rho}_t$, which accounts for the effect of the term involving $\tilde{V}_t$. 
In terms of \( g_t = \rho_t / \rho_* \) and \( \dot{g}_t = \dot{\rho}_t / \rho_* \), [D1] reads

\[
\partial_t g_t = -\nabla U_* \cdot \nabla g_t + \Delta g_t - \alpha (g_t - \bar{V}_t) \dot{g}_t, \quad \bar{V}_t = \int_{\Omega} \dot{g}_t \rho_* \, dx,
\]

which implies convergence as long as \( D \). Using this inequality in [D4] we deduce

\[
\frac{dD_t}{dt} \leq -2\alpha \int_{\Omega} (g_t - \bar{V}_t) g_t \rho_* \, dx = -2\alpha \int_{\Omega} g_t^2 \rho_* \, dx + 2\alpha \bar{V}_t^2 = -2\alpha \int |g_t - \bar{V}_t|^2 g_t \rho_* \, dx.
\]

(D4)

Since \( \int_{\Omega} \bar{V}_t (g_t - 1) \rho_* \, dx = 0 \), the Pearson \( \chi^2 \)-divergence can also be expressed as

\[
D_t = \int_{\Omega} (g_t - \bar{V}_t) (g_t - 1) \rho_* \, dx
\]

(D5)

using Cauchy-Schwartz inequality we obtain

\[
D_t^2 \leq E_t \int_{\Omega} |g_t - \bar{V}_t|^2 g_t \rho_* \, dx \quad \text{where} \quad E_t = \int_{\Omega} \frac{|g_t - 1|^2}{g_t} \rho_* \, dx.
\]

Using this inequality in [D4] we deduce

\[
\frac{dD_t}{dt} \leq -2\alpha E_t^{-1} D_t^2
\]

(D7)

which implies

\[
D_t \leq \frac{D_0}{1 + 2\alpha D_0 \int_0^t E_s^{-1} \, ds}.
\]

(D8)

This equation implies convergence as long as \( \int_0^t E_s^{-1} \, ds \to \infty \) as \( t \to \infty \). In particular, if \( \sup_{t \geq 0} E_t \leq M < \infty \), assuming \( M > 0 \), we have

\[
D_t \leq \frac{D_0}{1 + 2\alpha D_0 M^{-1} t}.
\]

(D9)

Since

\[
E_t \leq \int_{\Omega} \frac{g_t^2}{g_t} \rho_* \, dx + \int_{\Omega} \frac{1}{g_t} \rho_* \, dx = \int_{\Omega} \frac{\rho_t^2}{\rho_t} \, dx + \int_{\Omega} \frac{\rho_t^2}{\rho_t} \, dx
\]

(D10)

we see that Eq. [D9] holds as long as the Pearson \( \chi^2 \)-divergences of \( \rho_t \) with respect to \( \dot{\rho}_t \) and \( \rho_* \) with respect to \( \dot{\rho}_t \) remain bounded at all times.

A more concrete convergence rate can be obtained if we assume again that \( \dot{\rho}_t = \rho_t \) (i.e. \( \dot{g}_t = g_t \)). In this case

\[
E_t = \int_{\Omega} \frac{\rho_t}{g_t} \, dx - 1 = \int_{\Omega} \frac{\rho_t^2}{\rho_t} \, dx - 1
\]

(D11)

i.e. it is the Pearson \( \chi^2 \)-divergences of \( \rho_* \) with respect to \( \rho_t \). Since this divergence is known to be non-increasing if \( \rho_t \) solves a master equation with \( \rho_* \) as fixed point (see below for a proof), we have \( E_t \leq E_0 \) for \( t \geq 0 \), which implies that

\[
D_t \leq \frac{D_0}{1 + 2\alpha D_0 E_0^{-1} t}.
\]

(D12)

This bound is only nontrivial if \( D_0 < \infty \) and \( E_0 < \infty \). More generally if there exists a \( t_0 \geq 0 \) such that \( D_{t_0} < \infty \) and \( E_{t_0} < \infty \), a similar argument gives

\[
\forall t \geq t_0 : \quad D_t \leq \frac{D_{t_0}}{1 + 2\alpha D_{t_0} E_{t_0}^{-1} (t - t_0)}.
\]

(D13)
This uniform bound asymptotically reduces to
\[ D_t \leq \frac{1}{2} E_{t_0} \alpha t \] for \( 2 \alpha D_0 E_{t_0}^{-1} t \gg 1 \). \hspace{1cm} (D14)

The constant \( E_{t_0} \) emphasizes the importance of having initial samples close to metastable basins of the target distribution to guarantee that \( E_{t_0} < \infty \). This further highlights that the methods we explore here are not generically suitable for exploring distributions for which the metastable basins are not known (cf. Appendix E).

a. Verification that \( E_t = \int_{\Omega} \rho_t^2 / \rho_t dx \) is non-increasing. We have
\[
\frac{dE_t}{dt} = -2 \int_{\Omega} V^{-2}(\rho_t)|\nabla \rho_t| dx
= -2 \int_{\Omega} V^{-2}(\rho_t) \nabla \cdot (\rho_t \nabla V(\rho_t)) dx + 2\alpha \int_{\Omega} V^{-2}(\rho_t)(V(\rho_t) - \bar{V}_t) \rho_t dx
= -4 \int_{\Omega} V^{-3}(\rho_t)|\nabla V(\rho_t)|^2 \rho_t dx - 2\alpha \int_{\Omega} V^{-1}(\rho_t) \rho_t dx + 2\alpha \bar{V}_t \int_{\Omega} V^{-2}(\rho_t) \rho_t dx
\leq 2\alpha \int_{\Omega} V^{-1}(\rho_t) \rho_t dx - 2\alpha \bar{V}_t \int_{\Omega} V^{-2}(\rho_t) \rho_t dx.
\] Using Jensen’s inequality,
\[
\int_{\Omega} V^{-2}(\rho_t) \rho_t dx \geq \left( \int_{\Omega} V^{-1}(\rho_t) \rho_t dx \right)^2
\] and so we can deduce from the last inequality in (D15) that
\[
\frac{dE_t}{dt} \leq 2\alpha \int_{\Omega} V^{-1}(\rho_t) \rho_t dx - 2\alpha \bar{V}_t \left( \int_{\Omega} V^{-1}(\rho_t) \rho_t dx \right)^2
= 2\alpha \left( \int_{\Omega} V^{-1}(\rho_t) \rho_t dx \right) \left( 1 - \bar{V}_t \int_{\Omega} V^{-1}(\rho_t) \rho_t dx \right).
\] Using Jensen’s again,
\[
\int_{\Omega} V^{-1}(\rho_t) \rho_t dx \geq \left( \int_{\Omega} V(\rho_t) \rho_t dx \right)^{-1} = \bar{V}_t^{-1}
\] which implies
\[
1 - \bar{V}_t \int_{\Omega} V^{-1}(\rho_t) \rho_t dx \leq 0.
\] Using this equation in (D17), we deduce
\[
\frac{dE_t}{dt} \leq 0.
\] \hspace{1cm} (D20)

**Appendix E: Sampling unvisited metastable states**

Once the normalizing flow \( T \) is trained to sample a given metastable basin, it is generally not suitable to discover unvisited metastable basins (i.e., those not in the data set). We illustrate this phenomenon by considering the probability of sampling a configuration near \( \phi_- \), the negative spin solution of the stochastic Allen-Cahn model with a map \( T_+ \) that has been training only on samples from the \( \phi_+ \) metastable solution. First, we note that our analysis of the maps (Fig. 1) illustrates that the map is local; in this case, it means that when \( N \) is large (and hence we neglect the boundary terms, which will not change the overall scaling of the calculation that follows), the map will essentially be additive
\[
T_+(\phi_t) = \phi_t + 1.
\] \hspace{1cm} (E1)
FIG. 5. **Advantage of resampling and necessity of good initialization.** (a) Target 2d mixture of two Gaussians. In all other panels, the push-forward density modelled by the normalizing flow is shown in blue. The trajectory of representative walkers of the concurrent sampling and training is plotted in black from the initialization marked by a red star. See Appendix G 1 for details on the scenarios. (b) Relative weights of components are not recovered in final density learned using only local sampling with equal number of walkers starting in both components. (b1) through (b3) Early, middle, and later stage of training in this setting. The trajectory of walkers starting at the red star does not mix between modes. (c) Even if the combined sampling method is used, with nonlocal resampling, if walkers are initialized only in one mode, the second one is not learned by the flow. (c1) through (c3) As the flow learns to model one mode some non local moves are accepted by the walker but no proposition allows mixing with and modelling of the second mode. (d) When using the nonlocal resampling and proper initialization in both modes, the final learned density properly models the statistical weights of both modes. (d1) through (d3) The progressive learning of both modes by the flow allows more and more efficient mixing along the training.
With this trained map $T_+$, it is straightforward to see that the probability of sampling a configuration in the $\phi_-$ basin is actually worse than it would be with the untrained identity map. Denoting a configuration $\phi = \{\phi_i\}_{i=1}^N$, we have

$$P_\beta(T_+(\phi)) = \exp \left( -\frac{a_\beta}{2\Delta s} \sum_{i=1}^{N+1} (\phi_i - \phi_{i-1})^2 - \frac{\beta \Delta s}{4a} \sum_{i=1}^N (\phi_i - 1)^2 \right),$$

where the inverse map in this case simply subtracts 1 and has unit Jacobian. When $N$ is large, the probability of sampling in the $\phi_-$ metastable basin can be estimated by a Laplace approximation and it is easy to see that the integral over the possible states in the basin will be dominated by the configuration in which all the spins are aligned. Hence, we can estimate this probability by computing the probability of the configuration in which $u_1 = -1$ for all $i = 1, \ldots, N$, which we call $u_-$. This probability decays exponentially with the dimension,

$$P_\beta(T_+(\phi_-)) = \exp (-\beta a^{-1} \Delta s N).$$

In the stochastic Allen-Cahn model, we take $\Delta s = 1/N$ so that the free energy barrier between the two metastable configurations is intensive (it should be noted that free energy barriers are typically extensive with system size for phase transitions). When $\beta b$ is large ($\beta = 20$, $a = 1/10$ in our examples) it requires a rare event to spontaneously sample a configuration away from the metastable basin present in the original data. While this calculation is specific to the Allen-Cahn model, we have observed the same trends in other test systems, suggesting that, generically, learning about a given metastable basin reinforces bias for those samples and could hinder exploration of other basins of a target probability distribution. Taken together, these observations emphasize the importance of a priori identification of metastable states of interest.

**Appendix F: Normalizing flow architecture**

We parametrize the map $T$ as a RealNVP [31], for which inverse and Jacobian determinant can be computed efficiently. Its building block is an invertible affine coupling layer updating half of the variables,

$$x_{1:d/2}^{(k+1)} = e^{s(x_{d/2:d}^{(k)})} \ast x_{1:d/2}^{(k)} + t(x_{d/2:d}^{(k)})

where $s(\cdot)$ and $t(\cdot)$ are learnable neural networks from $\mathbb{R}^{d/2} \to \mathbb{R}^{d/2}$, $\ast$ is a component-wise multiplication, and $k$ indexes the depth of the network.

In all the scenarios of the Gaussian mixture model (Sec. G 1), we used RealNVPs with 6 pairs of coupling layers. All the translation $t(\cdot)$ and scaling neural networks $s(\cdot)$ are multi-layer perceptrons with depth 3 and hidden layers of size 100. For the optimization, we used batches of 400 samples from 40 independent walkers updated 10 times to compute gradients and update parameters with Adam for 1500 iterations with a learning rate of 0.005.

For the unimodal wiggle experiment (Sec. G 2), we wish to verify what happens when the normalizing flow parametrization lacks expressiveness. We used RealNVPs with 1 pair of coupling layers, each with 2 multilayer-perceptrons with 2 hidden layers of 10 units as translation and scaling networks. The base distribution is an Gaussian with small covariance compared to the scale of the wiggle bulk density. At initialization the wiggle is shifted from zero such that there is “no overlap” between push-forward and target.

Experiments reported on the Allen-Cahn model (‘Numerical experiments’ section in main text and Sec. H) use RealNVPs with 10 pairs of coupling layers and again ReLU multi-layer perceptrons with depth 3 and width 100 for scalings and translations. During concurrent training/sampling, we gather batches of 1000 samples from 100 independent walkers updated 10 times to compute each gradient step on the parameters of the normalizing flow. The optimization is done using Adam for $10^5$ iterations with a learning rate of 0.001. The parameters of the RealNVPS used to generate Fig. 1, Fig. 2, Fig. 6, Fig. 7 and Fig. 9 are given in the git repository listed below.

For the nonequilibrium transition path sampling experiments (‘Numerical experiments’ section in main text and Sec. 10 c), we used a RealNVP architecture with 10 pairs of coupling layers and MLPs of depth 3 with hidden layers of 100 neurons. The parameters of the models used to generate configurations in Fig. 10,
FIG. 6. Diagnostic of the learned map \( T \) to sample the stochastic Allen-Cahn model on Fourier modes. Correspondence between Fourier coefficients of base samples \( \hat{\phi}_k \) with Fourier coefficients of the corresponding mapped fields \( \hat{T}(\phi)_k \) at low \( k = 0 \), intermediate \( k = N\frac{\pi}{2} \) and high \( k = N\pi \) frequency. Plots are done with 1000 independent samples from the base measure.

FIG. 7. Failure of the uniformed prior. Push-forward samples from the “uniformed” base distribution through the map \( T \) at the beginning and at the end of training. The initial walkers where initialized at 10% in \( \phi_+ \) and 90% in \( \phi_- \). Final samples are roughly locating \( \phi_+ \) and \( \phi_- \). Yet there is no rebalancing of the modes (50% in each mode because of the Hamiltonian invariance to \( \phi \to -\phi \)) since almost no generated samples is accepted.

Fig. 11, and Fig. 11 are included in the git repository. We optimized the network using a batch size of 200 and 1 Langevin step per normalizing flow step. We optimized the parameters using the Adam optimizer with a learning rate of \( 5 \times 10^{-4} \) with parameters \( \beta_1 = 0.9, \beta_2 = 0.999 \) and \( \epsilon = 1 \times 10^{-8} \). We carried out the optimization for a total of \( 10^5 \) steps.

Appendix G: Additional tests

1. Two-dimensional Gaussian mixture example

We illustrate success and failures of concurrent training/sampling on the simple example of a Gaussian mixture in two dimensions with two modes (see Fig. 5(a)). Both components have covariance \( \sigma I \) with \( \sigma = 1 \).
and their means are separated by $10\sigma$. The rightmost component is twice as likely as the leftmost. We choose the standard normal distribution as base measure $\rho_B$. At initialization the push-forward $\hat{\rho}$ is approximately equal to $\rho_B$ and does not overlap with either of the target modes. We compare three scenarios: (b), (c) and (d) in Fig. 5. In scenario (b), we run Alg. 1 omitting lines 7-8, that is using exclusively the local sampling kernel, starting from an equal number of chains initialized in each mixture component. As the local chains fail to mix between modes, neither the learned density nor the samples reflect the relative statistical weights of the target. In scenario (c), Alg. 1 is run properly but with initial chains only in the left-most mode. The right-most mode is never sampled by the procedure. Finally in scenario (d) Alg. 1 is run with chains initialized in both modes and accurate and efficient sampling is achieved. For all cases above, batches of 400 samples from 40 independent walkers updated 10 times are used to compute each gradient step on the parameters of the normalizing flow. The optimization is done using Adam for 1500 iterations with a learning rate of 0.005. In scenario (d), acceptance rate of the push-forward proposals reaches $80 - 85\%$. The residual connection between modes in (d3) originates from the transformation of the uni-modal base measure into the bi-modal target. Additional iterations would make it thinner. These artefacts can be eliminated using stochastic normalizing flows [49], for which however the push-forward probability is not analytically tractable anymore.

2. Two-dimensional wiggle

To further investigate the benefit of combining the retaining update steps with a local sampler in between updates with the global samplers based on a normalizing flow we examine another visual two-dimensional example. The target distribution is a unimodal two-dimensional “wiggle” (see densities panels in Fig. 8). Using for each of them 10 walkers initialized at the middle of the “wiggle”, we compare again three scenarios: (MALA) where the walkers are evolving only under the local MALA kernel, (NF) where the MALA steps from the adaptive MCMC are switched off and any jump comes from proposals of a learning normalizing flow, and finally (MALA + NF) which corresponds our adaptive MCMC where the walkers are alternatively updated with MALA (1 iteration) and the normalizing flow proposal (1 iteration). The architecture and initialization of the normalizing flows used in (NF) and (MALA + NF) are identical and relatively modest with only one pair of coupling layers, and starting with a low variance initial push-forward that does not overlap the “wiggle” core probability-mass region. This configuration emulates the common situation in higher-dimensions that the learned push-forward density imperfectly matches the target density.

We monitor the quality of samples using Kolmogorov-Smirnov (KS) statistics, an estimated effective sample size (ESS) of the $y$-coordinate of the chains and 2d histograms of the empirical densities. We evaluate these observables at iteration $t$ by considering all the visited states up to $t$, discarding the first 100 iterations of the chains. The KS statistics corresponds to the absolute maximum difference between empirical 1d marginal densities and ground truth marginalized 1d densities (computed by quadrature) over 100 random projections. We report means and standard deviation over these random directions. A perfect sampling will correspond to KS statistics concentrating around 0.

Comparing the three scenarios, we can see that (MALA) more accurately samples the 2d distribution (KS statistics and empirical densities). Seemingly, (NF) has the largest effective sample size. However the estimation of the ESS is not stable until the chains become stationary and the ESS can be a biased measure of success. Looking at (NF) empirical densities, middle column, the walkers have only visited at first a lower portion of the wiggle and the ESS is overestimated. It drops when the walkers start visiting the upper region and the estimation gets corrected (orange line in ESS chart). On the other hand, (NF+MALA) allows a better coverage of the tails than (NF) at the same iteration number. As it gets close to stationarity, the ESS estimate gets more credible suggesting that (NF+MALA) produces effectively less correlated samples than (MALA).
FIG. 8. Advantage of keeping a local sampler along with the global normalizing flow based kernel. The performance of three sampling kernels for a 2d structured unimodal distribution: Metropolis Adjusted Langevin (MALA), adaptive MCMC with independent Metropolis normalizing-flow based kernel (NF), and finally (NF + MALA) which alternated between 1 MALA update and 1 NF update. At the top left, Kolmogorov-Smirnov statistics (KS) track absolute maximum difference between empirical 1d marginal densities and ground truth over 100 random projections. (NF + MALA) has lower KS than (NF) for same iteration number emphasizing the advantage of retaining a local part to the sampling when the learned push-forward is not precise enough. At the bottom left, the estimate of effective sample size ESS-y (keeping all samples expect first 100 burn-in samples) suggests that the nonlocal kernel decorrelates the samples faster than (MALA) even for unimodal distribution. However, note that estimating ESS before chains convergence can be misleading, as the correction experienced by the (NF) ESS when the upper half is discovered reminds us. We also report 2d histograms of samples for the three methods at three different iteration numbers. Color levels corresponds to number of samples per bin (see colorbars at the right for each iteration number), and dotted lines correspond to contour lines for target density. (NF) is taking many more iterations to visit the tails of the distribution compared to (NF + MALA).

Appendix H: Stochastic Allen-Cahn experiments

In our experiments the energy [17] is discretized on a grid with $N$ points. The configuration is then a set of coupled continuous spins $\{\phi_i\}_{i=1}^N$ according to the discretized Hamiltonian

$$U_*(\phi) = \frac{a \beta}{2 \Delta s} \sum_{i=1}^{N+1} (\phi_i - \phi_{i-1})^2 + \frac{b \Delta s}{4} \sum_{i=1}^N (1 - \phi_i^2)^2$$ (H1)

with $\Delta s = 1/N$, and Dirichlet boundary conditions $\phi_0 = \phi_{N+1} = 0$. The discretized Hamiltonian of the base distribution similarly reads

$$U_B(\phi) = \frac{b \Delta s}{2} \sum_{i=1}^{N+1} (\phi_i - \phi_{i-1})^2 + \frac{b \Delta s}{2} \sum_{i=1}^N \phi_i^2.$$ (H2)
FIG. 9. Concurrent training and sampling of the stochastic Allen-Cahn model with tilted Hamiltonian (H4). (a,b,c) 100 independent samples from the push-forward $\hat{\rho}$ at different stage of training. The map gradually adjusts from generating samples close to the base measure samples to generating samples featuring a domain wall corresponding to the two modes with $\phi = 0.7$. Colors are used to help distinguish between them. (d) In black, left axis, the negative log likelihood decreases rapidly along the gradient descent steps. In blue, right axis, the acceptance ratio features a drop in the middle of training when the map shifts from concentrating on a single mode to properly capture both states. The acceptance rate is of roughly 10% at the end of this run and could likely be further improved by pursuing the gradient descent.

with the same boundary conditions. Unless otherwise stated, we take $a = 0.1$, $b = 1/a = 10$, inverse temperature $\beta = 20$ and discretization $N = 100$.

During concurrent training/sampling, we gather batches of 1000 samples from 100 independent walkers updated 10 times to compute each gradient step on the parameters of the normalizing flow. The optimization is done using Adam for $10^5$ iterations with a learning rate of 0.001. In Fig. 2 we report the evolution of the objective function, the acceptance ratio in the Metropolis steps and the autocorrelation time of the sampling chains during training, as well as the configurations visited by a single walkers in 10 steps at the end of training, demonstrating fast mixing. Fig. 6 examines Fourier modes of samples from the push-forward $\hat{\rho}$, at low and high frequencies, with respect to the Fourier decomposition of the base measure sample from which they originate. At high frequencies, the map implements the identity.

The most common implementations of normalizing flow use instead a standard Gaussian distribution for the base. In the continuous limit, the Hamiltonian of this “uniformed” base distribution is

$$U_{BU} = \frac{\beta}{2a} \int_0^1 \phi^2(s) ds,$$

(H3)

with the coupling term of the target [17]. This defines a white-in-space process which gives back the standard multivariate Gaussian when discretized as $U_{BU}(\phi) = \frac{1}{2} \beta a^{-1} \Delta s \sum_{i=1}^{N} \phi_i^2$. Poor performance are obtained when using $U_{BU}$ as shown on Fig. 7 for $N = 100$. As the discretization is refined, it gets harder and harder for the map to account for the fine scale structure when it is not encoded in the base distribution. Even after a long run of Alg. 1 generated samples are not probable. As a result almost none is accepted in the resampling step and there is no mixing between modes.

Finally, we also demonstrate the possibility to sample unlikely configurations with the presented algorithm using a biased measure of the stochastic Allen-Cahn model. As an example we consider the Allen-Cahn Hamiltonian (17) tilted towards configurations with a given spatial average $\bar{\phi}$,

$$U_{*, \bar{\phi}}[\phi] = U_*[\phi] + \lambda \beta \left( \int_0^1 \phi(x) dx - \bar{\phi} \right)^2,$$

(H4)

where $\lambda$ is a positive Lagrange multiplier. By setting $\bar{\phi}$ away from $\pm 1$, the tilt favors configurations with domain walls. In the experiment displayed on Fig. 9, for which $a = 0.2$, $b = 1/a$, $\beta = 200$, $\bar{\phi} = 0.7$ and $\lambda = 10^4$, we can see that the normalizing flow learns to generate the two symmetric configurations with one domain wall thermodynamically favored by the tilted measure.
Figure 10. Sampling nonequilibrium transition paths over an entropic path-space barrier with augmented path-space MCMC. (a) 1000 paths (solutions to [I1] with end-point conditioning) sampled with \( \hat{\pi} \). The potential energy surface is shown as contours. (b) The acceptance rate of samples generated with the flow map as a function of optimization time is shown with the rolling average over the last 50 time steps plotted above.

Appendix I: Nonequilibrium transition path sampling experiments

The success of the algorithm on the Allen-Cahn SPDE model suggests that it could be a useful strategy for sampling transition paths on complex potential energy surfaces even in the presence of nonconservative driving forces. Transition path theory [50, 51] and path sampling techniques [1, 52] allow for space-time local sampling, but it is generically difficult to compute relative weights between transition paths, especially when multiple transition channels exist. Nevertheless, these problems are important for determining reaction mechanisms and reaction rates for chemical reactions, a topic which increasingly is being studied in nonequilibrium settings [53, 54]. Here, we investigate the ability of our augmented Monte Carlo dynamics to sample the transition paths of reactions involving multiple channels.

a. Path measure. We consider a system whose instantaneous position \( x \in \mathbb{R}^d \) is the solution of the stochastic differential equation

\[
dx(t) = b(x(t))dt + \sigma dW(t),
\]

where \( b \) is the drift, \( W(t) \in \mathbb{R}^d \) is a Wiener process, and \( \sigma > 0 \) is a parameters measuring the intensity of the noise. When \( b \) is non-conservative, the dynamics is not in detailed balance and the stationary distribution of the dynamics is non-Boltzmann. Few robust methods are currently available to compare relative path weights when there is metastability in space-time [55].

Denoting by \( x[0, t_m] \) a trajectory on \( t \in [0, t_m] \), we seek to sample such trajectories conditioning on the end points \( x(0) = x_A \) and \( x(t_m) = x_B \). Using a path integral type expression for the probability density in path space, we can formally write

\[
\mathbb{P}_*(x[0, t_m]) \propto \exp \left[ - \frac{1}{2\sigma^2} \int_0^{t_m} |\dot{x}(t) - b(x(t))|^2 dt \right].
\]

We emphasize here that while the above expression is only formal, the relative path measures that we work with can be made rigorous using the Girsanov theorem, cf. Appendix B. In fact, it is easy to see that the path measure in Eq. [12] is similar to the one for the random field considered in the previous section: the particle position \( x(t) \) plays the role of the field \( \phi(s) \) and the time \( t \in [0, t_m] \) that of the spatial-coordinate.
As in the case of the stochastic Allen-Cahn model, we must therefore take care to ensure that the base measure is well-adapted to the target. In the infinite-dimensional Hilbert space on which the path measure is defined, the naive base measure typically used for a normalizing flow will be orthogonal to Eq. [12]. As a consequence, the relative entropy used to train the map $T$ (Eq. [11]) can be infinite [48].

b. Brownian bridge as base measure. The probability measure associated with the Brownian bridge process offers a simple solution to this problem. We write the path integral expression for the statistical weight of a Brownian bridge path $x_{[0,T]}$:

$$P_B(x_{[0,t_m]}) \propto \exp \left[ -\frac{1}{2\sigma^2} \int_0^{t_m} |\dot{x}(t)|^2 dt \right],$$

with the boundary conditions $x_0 = x_A$ and $x_{t_m} = x_B$. The choice fulfills the key requirement that the nonequilibrium path measure is absolutely continuous with respect to the base measure (cf. Appendix B).

c. Numerical implementation and results. To carry out the simulations, we must discretize the path into $N$ points with a time step $\Delta t$. We then obtain the target path action

$$S_s = \frac{\Delta t}{2\sigma^2} \sum_{i=1}^{N-1} \left[ \frac{x_{i+1} - x_i}{\Delta t} - b(x_i) \right]^2$$

where the factor of $\Delta t$ in the effective temperature ensures proper scaling in the limit $\Delta t \to 0$; the action $S_s$ plays the role of $U_s$ in the example above. We impose the boundary conditions $x_0 = x_A$ and $x_N = x_B$. An analogous expression for the path action associated with the base measure simply lacks the contribution from the drift, $b(x_i)$. We update the paths locally in space-time by carrying out Langevin dynamics on the path action, which can be written pointwise for $i = 1, \ldots, N-1$ as

$$x_{i}(k+1) = x_{i}(k) - \frac{\partial S_s(x(k))}{\partial x_i} \tau + \sqrt{2\tau} \eta_i(k),$$

where $\tau > 0$ is the time step of the path-space Langevin dynamics. Just as in the examples considered above, if there is metastability in the space of paths, the space-time local Langevin dynamics is metastable and inter-conversion between transition paths will be prohibitively slow for a purely local sampling algorithm.

Fig. 10 shows that the adaptive MCMC algorithm can be used to efficiently and directly sample transition paths from separated metastable basins. This potential energy surface has been used as a model of entropic switching, originally in Ref. [56] (cf. Appendix 10 c). The drift term $b$ is the sum of a conservative force $-\nabla V$ and a nonconservative drift given by the vector field $c(-x_2, x_1)^T$, leading to a nonequilibrium dynamics. We condition on the endpoints $x_A = (-1, 0)$ and $x_B = (1, 0)$, which are the locations of the global minima of the potential and thereby also the center of the two most metastable states on this potential at low temperature. While techniques based on transition path theory typically require an equilibrium dynamics, the present method applies equally well to problems in which there is a nonequilibrium drift. The dimensionality of the underlying potential is low in this example, nevertheless, the normalizing flow accepts a 2$N$ dimensional input, where $N$ is the number of discretization points, leading to an effective dimension of 200 in this example. The results emphasize that metastability in path space can be probed directly even when there is an appreciable gap between the two basins in path space and a substantially different local structure to the typical transition paths.

The paths shown in Fig. 10 were obtained by training the normalizing flow with Langevin alone, the limit of slow resampling during the training. This was done to mitigate a potential failure mechanism of the algorithm in which a higher probability mode $A$ is learned by the normalizing flow before a lower probability mode $B$ (for a detailed discussion cf. Appendix 10 c and Fig. 11). With a finite batch size, if a $A$ is learned initially, the Langevin walkers from $B$ can be transported to $A$, potentially eliminating all data from $B$. Although it comes with a higher training cost, a systematic way to avoid this failure is to rely on a mixture of learned generators (one for each metastable basin), as we discuss in our interacting particle system example.

As in the case of the stochastic Allen-Cahn model, the map learns low frequency information and preserves high-frequency. We illustrate this fact by examining the behavior of the map on a truncated Karhunen-Loève expansion of the Brownian bridge, shown in Fig. 12. The low order terms of this expansion capture the large scale structure of the bridge process whereas higher order terms include higher frequency oscillations. The map recapitulates the overall structure of the paths for an expansion of the bridge process truncated at
FIG. 11. The map produces transition paths corresponding only to the lower channel when trained with resampling at each training step and a finite batch size (as discussed in the main text). The resulting generator produces samples shown in (a). The acceptance rate is shown as a function of training time in (b). The rate of increase in acceptance plateaus when the initial samples from the upper channel have been eliminated.

$k_{\text{max}} = 2$, but the paths themselves are comparatively smooth compared to solutions of the conditioned SDE \([I1]\). Including higher order terms does not change the overall shape of the paths, furthermore, doing so restores the higher frequency oscillations in the transition paths.

To sample \([I1]\), as described in the main text, we discretize the path into \(N\) points with a time step \(\Delta t\). We then carry out Langevin dynamics on the target path action

\[
S_* = \beta \Delta t \sum_{i=1}^{N-1} \left| \frac{x_{i+1} - x_i}{\Delta t} - b(x_i) \right|^2
\]

with an effective inverse temperature of \(\beta \Delta t\), where the factor of \(\Delta t\) in the effective temperature ensures the proper scaling in the limit \(\Delta t \to 0\) and the boundary conditions \(x_0 = x_A\) and \(x_N = x_B\) are imposed. The base measure has action

\[
S_B = \beta \Delta t \sum_{i=1}^{N-1} \left| \frac{x_{i+1} - x_i}{\Delta t} \right|^2.
\]

Langevin dynamics on the path action, written pointwise for \(i = 1, \ldots, N-1\) evolves as

\[
x_i(k+1) = x_i(k) - \frac{\partial S_*(x(k))}{\partial x_i} \tau + \sqrt{2\tau} \eta_i(k),
\]

where \(\tau > 0\) is the time step of the path-space Langevin dynamics. In all experiments \(\beta = 4, N = 100, \Delta t = 6 \times 10^{-3}, \tau = 5 \times 10^{-5}\) and

\[
b(x) = -\nabla V(x) + f(x)
\]

with

\[
V(x) = \sum_{i=1}^{4} A_i e^{(x - \mu_i)^2}
\]
FIG. 12. The first four terms of the stochastic Karhunen-Loève expansion of the Brownian bridge are plotted over 5 realizations in (a). The map $T$, with parameters optimized from the training procedure with no resampling (cf. Fig 10), applied to the terms of this expansion are shown in (b).

with $A_1 = 30$, $A_2 = -30$, $A_3 = -50$, $A_4 = -50$ and $\mu_1 = (0, 1/3)^T$, $\mu_1 = (0.5/3)^T$, $\mu_1 = (-1, 0)^T$, $\mu_1 = (1, 0)^T$. The nonconservative part is given by

$$f(x) = c(-x_2, x_1)^T$$

with $c = 2.5$. We examine transition paths conditioned with $x_A = (-1, 0)$ and $x_B = (0, 1)$ and take the Brownian bridge process connecting these two points as the corresponding base measure.

To assess the smoothness and locality of the map, we plotted $T(B_i^{(k_{\text{max}})})$ for a set of paths $B_i, i = 1, \ldots, 4$ which come from a truncated Karhunen-Loève expansion of the Brownian bridge process. Shown in Fig. 12,
the left hand side plots

\[ B^{(k_{\text{max}})}_i = \sum_{k=1}^{k_{\text{max}}} Z_k \frac{\sqrt{2} \sin(\pi k x)}{\pi k} \quad (\text{I12}) \]

with \( Z_k \sim \mathcal{N}(0, 1) \) for increasing values of \( k_{\text{max}} \). These plots illustrate that the high frequency fluctuations visible at larger values of \( k_{\text{max}} \) lead to path fluctuations of higher frequency.

**Appendix J: Interacting particle system experiments**

Given the instantaneous particles positions \( \{x_i(t)\}_{i=1}^N \) with \( x_i \in \Omega = [0, L]^d \), the microscopic particle density is defined as

\[ u^{(N)}(t, x) = \frac{1}{N} \sum_{i=1}^N \delta(x - x_i(t)) \quad (\text{J1}) \]

If the particle positions evolve according to Eq. [20], in the mean field limit as \( N \to \infty \), \( u^{(N)}(t, x) \to u(t, x) \) that satisfies the McKean-Vlasov equation

\[ \partial_t u = \nabla \cdot \left( u \int_{\Omega} \nabla W(x - y) u(t, y) dy \right) + \beta^{-1} \Delta u \quad (\text{J2}) \]

This equation in the Wasserstein gradient flow over the free energy \([\text{J4}]\), i.e. it can be written as

\[ \partial_t u = \nabla \cdot \left( u \frac{\delta F(u)}{\delta u} \right) \quad (\text{J3}) \]

where \( F(u) \) is the free energy for the local particle density \( u(x) \):

\[ F(u) = \frac{1}{2} \int_{\Omega \times \Omega} W(x - y) u(x) u(y) dxdy + \beta^{-1} \int_{\Omega} u(x) \log u(x) dx \quad (\text{J4}) \]

The second term proportional to \( \beta^{-1} \) in \( F(u) \) accounts for the entropy of the particle configurations. Writing Eq. [J2] as in Eq. [J3] shows that the local minimizers of the free energy \( F(u) \) are stable fixed points of these equations; these minimizers satisfy Euler-Lagrange equation

\[ \int_{\Omega} W(x - y) u(y) dy + \beta^{-1} \log u = K \quad (\text{J5}) \]

where the constant \( K \) comes from the Lagrange multiplier used to enforce \( \int_{\Omega} u(x) dx = 1 \). This equation can also be reorganized into

\[ u(x) = C \exp \left( -\beta \int_{\Omega} W(x - y) u(y) dy \right) \quad (\text{J6}) \]

where \( C \) is a constant ensuring that \( \int_{\Omega} u(x) = 1 \). Classifying all the minimizers of Eq. [J4] analytically via solution of Eq. [J6] is a complicated problem [57] but it can be done numerically (see below for details). These calculations show that at low enough \( \beta^{-1} \), the energy term in Eq. [J4] dominates, and the global minimizer of the free energy \( F(u) \) is a nonconstant solution \( u_d(x) \) to Eq. [J6]; when \( a \) is small enough compared to \( L \), this profile can be well approximated by replacing \( u \) at the right hand side of Eq. [J6] by a Dirac, which gives the droplet local density

\[ u_d(x) \simeq C \exp (-\beta W(x)) , \quad a \ll L . \quad (\text{J7}) \]

At high enough \( \beta^{-1} \), however, the global minimizer of Eq. [J4] is simply the homogeneous \( u_h(x) = L^{-d} \).

The transition between \( u_d \) and \( u_h \) arises at some critical \( \beta_c \) at which \( u_d \) and \( u_h \) switch role between global
FIG. 13. Upper panel: the interacting particle system’s energy along two trajectories obtained by brute-force simulation of [20] with $1/\beta = 0.08$, starting with initial positions at the center of the box (traj. 1) or drawn uniformly in it (traj. 2). Lower two panels: the $x$-coordinates of the 200 particle’s trajectories, showing that the particles started in the clustered state remain clustered, and those started in the homogeneous state remain homogeneous.

We performed the numerical simulations in $d = 2$ dimension using $L = 1$ and $a = 1/(2\pi) = 0.16$ in [21]. To obtain the phase diagram shown in Fig. 4 we first calculated $u_d(x)$ via iteration of Eq. [J6], i.e. starting from $u_0(x)$ given in Eq. [J7], and iterating upon

$$u_k(x) = C_k \exp \left( -\beta \int_{[0,1]^2} W(x - y) u_{k-1}(y) dy \right), \quad k = 1, \ldots$$

with $C_k = \int_{[0,1]^2} \exp \left( -\beta \int_{[0,1]^2} W(x - y) u_{k-1}(y) dy \right) dx$ until convergence. The stability of $u_d(x)$ and $u_h(x) = 1$ was assessed by using perturbations of these state as initial conditions for the McKean-Vlasov Eq. [J2] and solving this equation numerically using a pseudospectral code with an exponential integrator based on the diffusion term.

The molecular dynamics simulations were conducted with $n = 200$ particles. Fig. 13 shows the result of the brute-force simulations of [20] with time step $h = 1e^{-4}$ and $1/\beta = 0.08$, starting with initial positions at the center of the box or drawn uniformly in it. As can be seen, the system remains trapped in the homogeneous or droplet state it was started in.

In the adaptive simulations, we performed 4 steps of simulations of [20] with time step $h = 10^{-4}$ followed by one attempt of resampling. The gradient descent of $p$ was conducted simultaneously using a time step $dt = 10^{-3}$. The evolution of $p$ for the twenty temperatures shown in Fig. 4 is shown in Fig. 14: the average acceptance rate of the resampling steps was between 35% and 55% in all these runs.
FIG. 14. Left panel: The evolution of $p$ by gradient descent on $S(X) \approx \log \hat{\rho}(X)$ for the 20 temperatures shown in Fig. 4 (repeated here as right panel). Almost all $p$’s evolve either quickly to 1 or 0 (and their timeseries superpose). The number of iterations is the same here as in Fig. 13.). Right panel: repeat of Fig. 4.

a. Code availability  All code and model parameters are available under an MIT license in a github repository for this project: https://github.com/marylou-gabrie/flonaco, archived at https://doi.org/10.5281/zenodo.4783701.

Appendix K: Computing free energy differences

Once the normalizing flow has been learned to assist sampling, there are two possible methods for estimating expectations. Ref. [19] trains the map with a different procedure, but compares empirical averages from Metropolized unbiased samples with an importance sampling reweighing procedure with direct samples from the push-forward $\hat{\rho}$.

Here we focus on the special case of computing free energy differences between metastable states. Denoting by $A$ and $B$ two sets of configurations in $\Omega$, the difference between their free energies is given by

$$-\Delta F_{AB} = \log \frac{\int_{\mathcal{R}} I_A(x) e^{-U(x)} dx}{\int_{\mathcal{R}} I_B(x) e^{-U(x)} dx}.$$

(K1)

In Fig. 1 we used the set $A = \{ \phi : \int_0^1 \phi(s) ds > 0 \}$ and $B = \{ \phi : \int_0^1 \phi(s) ds < 0 \}$ and denote $F_+ - F_- = \Delta F_{AB}$.

We can obtain unbiased samples from $\rho_*$ by running a Metropolis-Hasting MCMC with the fast mixing kernel $\tilde{\pi}_T$ [10]. From $n$ samples $\{x_i\}_{i=1}^n$, an estimator of the partial partition function and its variance are

$$\mathbb{E}_*(\mathbb{1}_A) \approx \tilde{Z}_A^{MC} = \frac{1}{n} \sum_{i=1}^n \mathbb{1}_A(x_i),$$

$$\text{Var}(\tilde{Z}_A^{MC}) \approx \frac{\text{Var}_n(\mathbb{1}_A(x_i))}{n_{\text{eff}}} = \frac{\text{Var}_n(\mathbb{1}_A(x_i))}{n/\tau_{\text{eff}}}.$$  

(K2)

where $n_{\text{eff}}$ is the effective sample size deduced from the autocorrelation time of the chains $\tau_{\text{eff}}$ (see e.g. [8] for details). While the map allows fast mixing between modes, it need not be perfect as the local MCMC kernel can compensate when some mass is not well represented by the map.

Alternatively, we can use an importance sampling estimator drawing $\{x_i\}_{i=1}^n$ from $\hat{\rho}$,

$$\mathbb{E}_*(\mathbb{1}_A) \approx \frac{\tilde{Z}_A^{IS}}{Z_*} = \frac{1}{Z_*} \sum_{i=1}^n \mathbb{1}_A(x_i) \hat{w}(x_i),$$

(K3)
where we use unnormalized weights $\hat{w}_i = e^{-U_*(x_i)/\hat{\rho}(x)}$, and the unknown $Z_*$ cancels out in the free energy difference estimator:

$$ - \Delta F_{AB} \approx \log \left( \sum_{i=1}^{n} \mathbb{1}_A(x_i) \hat{w}_i \right) - \log \left( \sum_{i=1}^{n} \mathbb{1}_B(x_i) \hat{w}_i \right). \quad (K4) $$

Here again the quality of the estimator can be monitored using an estimate of the effective sample size

$$ n_{\text{eff}} = \frac{(\sum_{i=1}^{n} \hat{w}_i)^2}{\sum_{i=1}^{n} \hat{w}_i^2}. \quad (K5) $$

For both types of estimators, the map learned in certain thermodynamics conditions can be leveraged to sample in distinct conditions without relearning. This is possible thanks to the Metropolis-Hasting accept-reject in the MCMC and the importance sampling weights that correct mismatches between the target and push-forward distributions. As conditions are moved away from the training setting, quality of the Monte Carlo estimators can be assessed via the variance estimators above.