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Abstract

In this paper, we study some controllability and observability properties for a coupled system of time-discrete fourth- and second-order parabolic equations. This system can be regarded as a simplification of the well-known stabilized Kuramoto-Sivashinsky equation. Unlike the continuous case, we can prove only a relaxed observability inequality which yields a $\phi(\Delta t)$-controllability result. This result tells that we cannot reach exactly zero but rather a small target whose size goes to 0 as the discretization parameter $\Delta t$ goes to 0. The proof relies on a known Carleman estimate for second-order time-discrete parabolic operators and a new Carleman estimate for the time-discrete fourth-order equation.
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1 Introduction

The stabilized Kuramoto-Sivashinsky (SKS) equation was proposed in [FMK03] as a model of front propagation in reaction-diffusion phenomena and combines dissipative features with dispersive ones. This system consists of a Kuramoto-Sivashinsky-KdV (KS-KdV) equation linearly coupled to an extra dissipative equation. This model takes the form

\[
\begin{align*}
    u_t - \Gamma u_{xx} + u_x &= v_x, \\
    v_t + \gamma v_{xxx} + v_{xx} + av_{xx} + uu_x &= u_x,
\end{align*}
\]

(1.1)

where the coefficients $\gamma, a > 0$ take into account the long-wave instability and the short wave dissipation, respectively, $\Gamma > 0$ is the dissipative parameter and $c \in \mathbb{R} \setminus \{0\}$ is the group velocity mismatch between wave modes. This model applies to the description of surface waves on multilayered liquid films and serves as a one-dimensional model for turbulence and wave propagation, see [FMK03] for a more detailed discussion.

System (1.1) has been studied from the controllability point of view in the recent past. In [CMP12], the authors addressed for the first time the null-controllability of the SKS model when the control action is applied at the boundary of both equations. Later, in [CMP15], it has been proved the null-controllability of the coupled system with a single control applied at the interior of the fourth-order equation, while in [CuC16] the analogous result is proved by controlling from the heat equation. Stochastic versions for some of these results can be found in [HSP20] and some boundary control problems for simplified systems have been studied in [CuCM19] and [HSMV20].

In this paper, our main interest is to study some controllability and observability properties for time-discrete approximations of a simplified SKS model. As it is well-known, controllability/observability and numerical discretization do not commute well (see e.g. [Zua05]) but at least we expect to retain some properties.
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1.1 Problem formulation and main result

In this paper, we shall use the notation \([a, b] = [a, b] \cap \mathbb{N}\) for any real numbers \(a < b\).

We are interested in studying the controllability of a simplified time-discrete version of (1.1). To this end, let \(M \in \mathbb{N}^*\) and set \(\Delta t = T/M\). We introduce the following uniform discretization of the time variable

\[
0 = t_0 < t_1 < \ldots < t_M = T,
\]

with \(t_n = n\Delta t\) and \(n \in [0, M]\). We also introduce the midpoints \(t_{n+\frac{1}{2}} = (t_{n+1} + t_n)/2\) for \(n \in [0, M - 1]\), see Figure 1.

For any time-discrete control sequence \(h = \{h^{n+\frac{1}{2}}\}_{n \in [0, M - 1]} \subset L^2(\Omega)\), consider the sequence \((u, v) = \{u^n, v^n\}_{n \in [0, M]} \subset L^2(\Omega)\) verifying the recursive formula

\[
\begin{align*}
\frac{u^{n+1} - u^n}{\Delta t} &= -\Gamma_0xu^{n+1} + c\partial_xu^{n+1} = v^{n+1} & n \in [0, M - 1], \\
\frac{v^{n+1} - v^n}{\Delta t} &= \gamma_0\partial_xv^{n+1} + \partial_x^3v^{n+1} + a\partial_x^2v^{n+1} = u^{n+1} + \chi_0h^{n+\frac{1}{2}} & n \in [0, M - 1], \\
\frac{(v^{n+1} - v^n)}{\Delta t} &= (v^{n+\frac{1}{2}})^{n+1} = (\partial_xv^{n+\frac{1}{2}})^{n+1} = 0 & n \in [0, M - 1],
\end{align*}
\]

where \((u^n, v^n)\) (resp. \(h^{n+\frac{1}{2}}\)) denotes an approximation of \((u, v)\) (resp. \(h\)) at time \(t_n\) (resp. \(t_{n+\frac{1}{2}}\)). In fact, (1.3) is an implicit Euler discretization of a simplified model for (1.1). The main simplifications are that system (1.3) is linear and that the couplings on the right-hand side are through zero order couplings (see Section 5 for further remarks about this).

As in the continuous case, we can state a notion of null-controllability, that is, system (1.3) is said to be null-controllable for any \((u_0, v_0) \in [L^2(\Omega)]^2\) if there exists a sequence \(h = \{h^{n+\frac{1}{2}}\}_{n \in [0, M - 1]}\) such that the corresponding satisfies

\[
u^M = u^M = 0.
\]

However, it turns out that (1.4) is a very strong condition and in general cannot hold. In fact, as pointed out in [Zhe08], even for the simple case of the heat equation, time-discretization does not preserve null-controllability and not even approximate one.

For this reason, in this paper we shall pursue a different notion that captures some controllability properties and allows us to recover the known results in the continuous case. Our main result is the following.

**Theorem 1.1.** Let \(T \in (0, 1)\) and a discretization parameter \(\Delta t > 0\) small enough. Then, for any \((u_0, v_0) \in [L^2(\Omega)]^2\) and any function \(\phi\) verifying

\[
\liminf_{\Delta t \to 0} \frac{\phi(\Delta t)}{e^{-C_1/(\Delta t)^{1/\alpha}}} > 0,
\]

for some \(C_1 > 0\) uniform with respect to \(\Delta t\), there exists a time discrete control \(v\) such that

\[
\left(\sum_{n=0}^{M-1} \Delta t \int_\omega |v^{n+\frac{1}{2}}|^2\right)^{1/2} \leq C \|(u_0, y_0)\|_{[L^2(\Omega)]^2}
\]

and such that the associated solution \((u, v)\) to (1.3) verifies

\[
\|(u^M, v^M)\|_{[L^2(\Omega)]^2} \leq C \sqrt{\phi(\Delta t)} \|(u_0, y_0)\|_{[L^2(\Omega)]^2},
\]

where \(C > 0\) only depends on \(\phi, T, \Omega, \omega, \Gamma, \gamma, a, c\).
Condition (1.7) is the so-called $\phi(\Delta t)$-controllability. This definition, introduced in [BHLR10] (see also [Boy13, BLR14]) for studying semi-discrete (i.e., in space) approximations of parabolic control problems, tell us that we do not steer the solution exactly zero but rather we reach a small target whose size goes to zero at the rate $\sqrt{\Delta t}$. In fact, from (1.6) and (1.7), we can recover (up to a subsequence) the expected result in the continuous case.

The strategy we shall employ for controlling (1.3) relies on time-discrete Carleman estimates and some well-known methods adapted to the discrete case. In particular, we follow the strategy outlined in [CMP15] (see also [GBdT10]) in which suitable Carleman estimates with the same weight are applied to each equation and then, by local energy estimates, one of the observations is removed.

We shall mention that the time-discrete Carleman estimate for the second-order equation has been recently obtained in [BHS20], but the time-discrete Carleman estimate for the fourth-order operator was not available in the literature. In this regard, our second main contribution is Lemma 3.3 which states precisely this estimate. Looking at such result, one can readily see the classical structure of the Carleman estimate for fourth-order parabolic equations (see [Zho12, CMP15] for the 1-d case and [GK19] for the multi-d one) but, as for the time-discrete heat equation (see Lemma 3.2), several remainders appear. This is exactly why we can prove only (1.7).

We would like to finish this introduction by mentioning that there are other approaches for controlling time-discrete systems, see for instance, [Zhe08, EZZ09, ZZZ09, EV10, BHLR11], but they mainly rely on spectral techniques. Although some of these techniques have been used for controlling coupled systems of fourth- and second-order parabolic equations at the continuous level (see e.g. [Liu14, HSP20]), their application for controlling time-discrete coupled systems is yet to be studied.

1.2 Outline

The rest of the paper is organized as follows. In Section 2, we provide some useful notations and definitions that simplify greatly the presentation. With these, our results and proofs will resemble closely those at the continuous level. Section 3 is devoted to prove a Carleman estimate for the adjoint system (3.1) with only one observation which in turn yields a relaxed observability inequality (see eq. (3.2)). This result is then employed in Section 4 to obtain the proof of Theorem 1.1. We present some final comments in Section 5.

2 Some useful notation for the time-discrete scheme

We devote this section to introduce some notations and definitions that allows us to use a formalism as close as possible to the continuous case. In this way, our results and computations can be followed and carried out in a very intuitive manner.

From the discretization points (1.2), we denote by $\mathcal{P} := \{ t_n : n \in [1, M] \}$ the (primal) set of points excluding the first one and we write $\overline{\mathcal{P}} := \mathcal{P} \cup \{ t_0 \}$. To handle the approximation of time derivatives, we will work with the (dual) points $t_{n+\frac{1}{2}}$. Its collection is defined as $\mathcal{D} := \{ t_{n+\frac{1}{2}} : n \in [0, M-1] \}$. It will be convenient to consider also an extra point $\{ t_{M+\frac{1}{2}} \}$ which lies outside the time interval $[0, T]$ (see Figure 1) and to write $\overline{\mathcal{D}} := \mathcal{P} \cup \{ T_{M+\frac{1}{2}} \}$. Observe that both $\mathcal{P}$ and $\mathcal{D}$ have a total number of $M$ points.

We denote by $\mathbb{R}^p$ and $\mathbb{R}^p$ the sets of real-valued discrete functions defined on $\mathcal{P}$ and $\mathcal{D}$. If $u^p \in \mathbb{R}^p$ (resp. $u^p \in \mathbb{R}^p$), we denote by $u^n$ (resp. $u^{n+\frac{1}{2}}$) its value corresponding to $t_n$ (resp. $t_{n+\frac{1}{2}}$). For $u \in \mathbb{R}^p$ we define the time-discrete integral

$$\int_0^T u^p := \sum_{n=1}^M \Delta t \ u^n, \quad (2.1)$$

and for $u^p \in \mathbb{R}^p$ we define

$$\int_0^T u^p := \sum_{n=0}^{M-1} \Delta t \ u^{n+\frac{1}{2}}. \quad (2.2)$$

Remark 2.1. To ease the notation and thanks to the introduction of two different integral symbols, in what follows we shall write $u$ indistinctly to refer to functions $u^p$ or $u^p$. 
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Let \( X, \cdot \triangledown X \) be a real Banach space. We denote by \( X^p \) and \( X^\infty \) the sets of vector-valued functions defined on \( \mathcal{P} \) and \( \mathcal{D} \), respectively. Using definitions (2.1) and (2.2), we denote by \( L^p_0(0,T;X) \) (resp. \( L^\infty_0(0,T;X) \), \( 1 \leq p < \infty \), the space \( X^p \) (resp. \( X^\infty \)) endowed with the norm

\[
\|u\|_{L^p_0(0,T;X)} := \left( \int_0^T |u(t)|^p_X \right)^{1/p} \quad \text{(resp.} \ \|u\|_{L^\infty_0(0,T;X)} := \left( \int_0^T |u(t)|^\infty_X \right) \right).
\]

In the case where \( p = 2 \) and \( X \) is replaced by a Hilbert space \( \{ H, (\cdot, \cdot)_H \} \), \( H^p \) (resp. \( H^\infty \)) becomes a Hilbert space for the norm induced by the inner product

\[
\int_0^T (u,v)_H := \sum_{n=1}^M \triangle t (u^n,v^n)_H \quad \text{(resp.} \ \int_0^T (u,v)_H := \sum_{n=0}^{M-1} \triangle t (u^{n+\frac{1}{2}},v^{n+\frac{1}{2}})_H \right) \quad (2.3)
\]

**Remark 2.2.** Particularly, if \( H = L^2(\Omega) \) we shall use the notation

\[
\iint_Q uv := \int_0^T (u,v)_{L^2(\Omega)} \quad \text{(resp.} \ \iint_Q uv := \int_0^T (u,v)_{L^2(\Omega)} \right).
\]

Also, in accordance with the notation used in the continuous case, we denote the space \( L^2_\mathcal{P}(0,T;L^2(\Omega)) \) as \( L^2_\mathcal{D}(\Omega) \). Similar notation holds for functions defined on the dual grid \( \mathcal{D} \).

To manipulate time-discrete functions, we define translation operators \( t^+ : X^p \to X^p \) and \( t^- : X^p \to X^p \) as

\[
(t^+ u)^{n+\frac{1}{2}} := u^{n+1}, \quad (t^- u)^{n+\frac{1}{2}} := u^n, \quad n \in [0,M-1].
\]

With this, we can define a difference operator \( D_t \) as the map from \( X^p \) into \( X^p \) given by

\[
(D_t u)^{n+\frac{1}{2}} := \frac{u^{n+1} - u^n}{\triangle t} = \left( \frac{1}{\triangle t} (t^+ - t^-) u \right)^{n+\frac{1}{2}}, \quad n \in [0,M-1].
\]

In the same manner, we can define the translation operators \( \bar{t}^+ : X^{\overline{p}} \to X^{\overline{p}} \) and \( \bar{t}^- : X^{\overline{p}} \to X^{\overline{p}} \) as follows

\[
(\bar{t}^+ u)^n := u^{n+\frac{1}{2}}, \quad (\bar{t}^- u)^n := u^{n-\frac{1}{2}}, \quad n \in [1,M],
\]

as well as a difference operator \( \bar{D}_t \) (mapping \( X^{\overline{p}} \) into \( X^{\overline{p}} \)) given by

\[
(\bar{D}_t u)^n := \frac{u^{n+\frac{1}{2}} - u^{n-\frac{1}{2}}}{\triangle t} = \left( \frac{1}{\triangle t} (\bar{t}^+ - \bar{t}^-) u \right)^n, \quad n \in [1,M].
\]

These definitions, together with the integral symbols (2.1) and (2.2), help us to write formulas and systems in a more compact way. For instance, (1.6) can be rewritten as \( \|v\|_{L^2_\mathcal{P}(0,T;L^2(\omega))} \leq C \|(u_0, y_0)\|_{L^2(\Omega)^2} \) while system (1.3) can be written compactly as

\[
\begin{aligned}
(D_t u)^{n+\frac{1}{2}} - \Gamma \partial_x^2 (t^+ u)^{n+\frac{1}{2}} + c \partial_x (t^+ u)^{n+\frac{1}{2}} &= (t^+ v)^{n+\frac{1}{2}} \\
(D_t v)^{n+\frac{1}{2}} + \gamma \partial_x^2 (t^+ v)^{n+\frac{1}{2}} + a \partial_x^2 (t^+ v)^{n+\frac{1}{2}} + \chi \omega^2 q^{n+\frac{1}{2}} &= (t^+ u)^{n+\frac{1}{2}} + \chi \omega^2 q^{n+\frac{1}{2}} \quad n \in [0,M-1],
\end{aligned}
\]

\[
\begin{aligned}
u^0 &= u_0, \quad v^0 = v_0,
\end{aligned}
\]

where we can omit the boundary conditions since no other conditions will be used in this document.

Also, the above definitions allow us to handle the evaluation of continuous functions on the primal and dual meshes \( \mathcal{P} \) and \( \mathcal{D} \) and enable to present an integration-by-parts (in time) formula in a very natural way. For instance, in the case of (2.3), for functions \( u \in H^{\overline{p}} \) and \( v \in H^{\overline{p}} \) we have

\[
\int_0^T (D_t u, v)_H = -(u^0, v^0)_H + (u^M, v^{M+\frac{1}{2}})_H - \int_0^T (\bar{D}_t v, u)_H.
\]

A summary with useful formulas and estimates are presented in Appendix A.
3 A relaxed time-discrete observability inequality

As classical in control theory, the controllability of (1.3) can be reduced to study the observability of its adjoint system, which in this case is given by

\[
\left\{ \begin{array}{l}
\frac{p^{n+\frac{1}{2}} - p^{n+\frac{1}{2}}}{\Delta t} - \Gamma \partial_x^2 p^{n+\frac{1}{2}} - c \partial_x p^{n+\frac{1}{2}} = q^{n+\frac{1}{2}} \\
\frac{q^{n+\frac{1}{2}} - q^{n+\frac{1}{2}}}{\Delta t} + \gamma \partial_x^2 q^{n+\frac{1}{2}} - \partial_x q^{n+\frac{1}{2}} + a \partial_x^2 q^{n+\frac{1}{2}} = p^{n+\frac{1}{2}}
\end{array} \right. \quad n \in [1, M],
\]

\[
(p_{\partial \Omega})^{n+\frac{1}{2}} = (q_{\partial \Omega})^{n+\frac{1}{2}} = (q_{\partial \Omega})^{n+\frac{1}{2}} = 0 \quad n \in [1, M],
\]

\[
(p^{M+\frac{1}{2}} = p_T, \quad q^{M+\frac{1}{2}} = q_T).
\]

Since we are interested in small-time controllability, we shall always consider that \( T \in (0, 1) \). The main goal of this section is to prove the following.

**Proposition 3.1.** For and any \( \Delta t > 0 \) small enough, there exist positive constants \( C_T \) and \( C_1 \) such that for every \( (p_T, q_T) \in H_0^1(\Omega) \times H_0^2(\Omega) \), we have

\[
\|p^{\frac{1}{2}}\|^2_{L^2(\Omega)} + \|q^{\frac{1}{2}}\|^2_{L^2(\Omega)} \leq C_T \left( \iint_{\omega \times (0, T)} |q|^2 + e^{-\frac{C_1}{(\Delta t)^{1/\gamma}}} \left[ \|\partial_x p_T\|^2_{L^2(\Omega)} + \|\partial_x^2 q_T\|^2_{L^2(\Omega)} \right] \right),
\]

where \( C_T = e^{C_1/T} \) and the constants \( C, C_1 \) only depend on \( \Omega, \omega, M, \gamma, a, c, \) and \( e \).

Estimate (3.2) is precisely a relaxed observability inequality. It is weaker than a regular observability inequality due to the presence of the extra terms on the right-hand side. The study of relaxed observability estimates for discretized parabolic equations was initiated in [LT06]. We refer to [Boy13] for a further review and discussion. To obtain (3.2), we will use time-discrete Carleman estimates and well-known methodologies adapted to the discrete setting.

### 3.1 Preliminaries on Carleman estimates

In this part, we recall a known time-discrete Carleman estimate for the heat equation and present a new Carleman estimate for the fourth-order parabolic operator which, as mentioned before, is one of the main contributions of this paper.

Let \( \omega_0 \in \omega \) and consider a function \( \beta \in C^4([0, 1]) \) satisfying

\[
\begin{align*}
\beta(x) &> 0 \quad \forall x \in (0, 1), \\
\beta(0) &= \beta(1) = 0,
\end{align*}
\]

and

\[
|\beta'(x)| \geq \delta > 0 \quad \forall x \in [0, 1] \setminus \omega_0 \quad \text{for some} \quad \delta > 0.
\]

The existence and construction of such function is classical, see, e.g. [FI96, Lemma 2.1]. We observe that (3.3) and (3.4) imply that

\[
\beta'(0) > 0 \quad \text{and} \quad \beta'(1) < 0.
\]

In the spirit of [Gue07], for a parameter \( \lambda > 1 \), we define the weight function

\[
\varphi_m(x) = e^{\lambda(c_2 + \beta(x))} - e^{\lambda c_1},
\]

where \( c_2 = k \|\beta\|_\infty \) and \( c_1 = e^{\frac{\lambda m + 1}{m} \|\beta\|_\infty} \). Here, \( k > m > 0 \) are such that \( \varphi_m < 0 \). We also introduce the weight

\[
\theta_m(t) = \frac{1}{(t + \delta T)^m(T + \delta T - t)^m},
\]

where \( 0 < \delta < 1/2 \). The parameter \( \delta \) is introduced to avoid singularities at time \( t = 0 \) and \( t = T \). These singularities, which correspond to the case \( \delta = 0 \), are exploited in the continuous case, but are rather difficult to handle at the discrete level (for further discussion, see e.g. [BHS20, p. 6 and Remark 1.5]).
To avoid cumbersome notation and since at some point the parameter \( m \) will be fixed, we simply write \( \varphi \) and \( \theta \) instead of \( \varphi_m \) and \( \theta_m \).

In the remainder of this section, we use the following notation to abridge the estimates

\[
I_H(p) = \tau^{-1} \int_Q \bar{t}^-(e^{2\tau \theta \varphi \theta^{-1}}) (|D_1 p|^2 + \partial_x^2 (\bar{t}^- p)^2) + \tau \int_Q \bar{t}^-(e^{2\tau \theta \varphi \theta^{-1}}) \partial_x (\bar{t}^- p)^2 + \tau^3 \int_Q \bar{t}^-(e^{2\tau \theta \varphi \theta^{-1}}) (\bar{t}^- p)^2,
\]

\[
I_{KS}(q) = \tau^{-1} \int_Q \bar{t}^-(e^{2\tau \theta \varphi \theta^{-1}}) (|D_1 q|^2 + \partial_x^4 (\bar{t}^- q)^2) + \tau \int_Q \bar{t}^-(e^{2\tau \theta \varphi \theta^{-1}}) \partial_x^4 (\bar{t}^- q)^2 + \tau^3 \int_Q \bar{t}^-(e^{2\tau \theta \varphi \theta^{-1}}) \partial_x^4 (\bar{t}^- q)^2,
\]
and

\[
W_H(p) = \sum_{n \in \{0,M\}} \int_0^1 \left| (e^{\epsilon \varphi} p)^{n+\frac{1}{2}} \right|^2 + \int_0^1 \left| (e^{\epsilon \varphi} \partial_x p)^{M+\frac{1}{2}} \right|^2,
\]

\[
W_{KS}(q) = \sum_{n \in \{0,M\}} \left( \int_0^1 \left| (e^{\epsilon \varphi} q)^{n+\frac{1}{2}} \right|^2 + \int_0^1 \left| (e^{\epsilon \varphi} \partial_x q)^{n+\frac{1}{2}} \right|^2 + \int_0^1 \left| (e^{\epsilon \varphi} \partial_x^2 q)^{M+\frac{1}{2}} \right|^2.
\]

We state a uniform Carleman estimate for the time-discrete backward second-order parabolic operator defined on the dual grid

\[
(L_{\varphi} p)^n = -(\overline{\mathcal{M}}_1 p)^n - \Gamma \partial_x^2 (\bar{t}^- p)^n, \quad n \in [1,M].
\]  

**Lemma 3.2.** Let \( m \geq 1 \) and let \( \varphi \) and \( \theta \) be defined as in (3.6) and (3.7) with \( \beta \) verifying (3.3)–(3.4). For the parameter \( \lambda \geq 1 \) sufficiently large, there exist \( C > 0 \), \( \tau_0 \geq 1 \), \( \epsilon_0 > 0 \), depending on \( \omega \), \( \lambda \), \( \Gamma \), and \( m \), such that

\[
I_H(p) \leq C \left( \int_Q \bar{t}^- (e^{2\tau \theta \varphi \theta^{-1}}) |L_{\varphi} p|^2 + \tau^3 \int_{\omega \times (0,T)} \bar{t}^- (e^{2\tau \theta \varphi \theta^{-1}}) \partial_x (\bar{t}^- p)^2 \right) + C(\Delta t)^{-1} W_H(p)
\]

for all \( \tau \geq \tau_0 (T^{2m} + T^{2m-1}) \), and for all \( \Delta t > 0 \) and \( 0 < \delta \leq 1/2 \) satisfying the condition

\[
\frac{\Delta t \tau^4}{\delta^{4m \tau^{6m}}} \leq \epsilon_0.
\]  

(3.9)

and \( p \) is any time-discrete function in \( p \in (H^2(0,1) \cap H^3_0(0,1))^\Gamma \).

The proof Lemma 3.2 is essentially given in [BHS20]. Actually, the authors prove this result by considering a slightly different weight, more precisely, they take \( c_2 = 0 \) and \( c_1 = K > ||\beta||_\infty \) with \( K \) large enough. Nonetheless, a close inspection shows that the proof can be adapted to our case just by considering that

\[
\theta'(t) \leq C T \theta^{1+1/m} \quad \text{and} \quad \max_{t \in [0,T]} \theta(t) \leq (\delta^{m T^{2m}})^{-1}.
\]  

(3.10)

Even though it does not explicitly appear in the Carleman estimate since it is hidden in the definition of (3.7), the parameter \( \delta \) plays a crucial role. On one hand, it is possible to define continuously the weight outside \([0,T]\), since functions on the dual mesh \( \overline{\mathcal{M}} \) have one extra point lying outside this interval. On the other, it allows us to estimate the discrete derivative of \( \theta \) (see Appendix A.2) and perform several related computations.

Now, we present a new uniform Carleman estimate for the time-discrete backward fourth-order parabolic operator defined on the dual grid, that is,

\[
(P_{\varphi} q)^n = -(\overline{\mathcal{M}}_1 q)^n + \gamma \partial_x^4 (\bar{t}^- q)^n, \quad n \in [0,M],
\]  

(3.11)

where \( q \in (H^4(0,1))^\Gamma \). We have the following.


Lemma 3.3. Let $m \geq 1/3$ and let $\varphi$ and $\theta$ be defined as in (3.6) and (3.7) with $\beta$ verifying (3.3)–(3.4). For the parameter $\lambda \geq 1$ sufficiently large, there exist $C > 0$, $\tau_0 \geq 1$, $\epsilon_0 > 0$, depending on $\omega$, $\lambda$, $\gamma$, and $m$, such that

$$I_{KS}(q) \leq C \left( \int_{Q} \mathcal{E}((e^{2\tau \theta \varphi})|P_{\tau}q|^2 + \tau \int_{\omega \times (0,T)} \mathcal{E}(e^{2\tau \theta \varphi}|(e^{-\tau \theta \varphi})^2) + C(\triangle t)^{-1}W_{KS}(q) \right)$$

for all $\tau \geq \tau_0(T^{2m} + T^{2m-1/3})$, and for all $\triangle t > 0$ and $0 < \delta \leq 1/2$ satisfying the condition

$$\frac{\triangle t^5}{\delta^{10m}T^{14m}} \leq \epsilon_0. \quad (3.12)$$

and $q$ is any time-discrete function in $q \in (H^4(0,1) \cap H^2(0,1))^\mathbb{N}$.

The proof of this result follows the steps presented in [BHS20, Section 2] for the time-discrete Carleman estimate for second-order parabolic operators, together with some new computations specific to the fourth-order case. We give an abridged proof in Appendix B.

We readily observe that this new estimate has the same structure as in the continuous case (cf. [CMP15, Theorem 3.3]) but due to the discrete nature of the problem it has some remainder terms like the Carleman estimate for the second-order parabolic operator. Note that in this case, we have several extra terms corresponding to first and second order derivatives of the function $q$. As explained in [BHS20], it is not clear if these terms can be removed, even for the heat equation. Lastly, as discussed in [CuC16, Remark 3.4], $m = 1/3$ is the actual optimal power and improves the estimation of the cost of control of the linear KS equation (see [CuG16]). The same remark applies here.

3.2 A carleman estimate with only one observation

We present a Carleman estimate for the coupled adjoint system (3.1) with only one observation on the right-hand side. Using the notation of Section 2, we compactly rewrite (3.1) as

$$\left\{ \begin{array}{ll}
-(D_{t}p) - \Gamma \partial_{x}^{2}(\mathcal{E}^{r}p)^{n} - c\partial_{x}(\mathcal{E}^{r}p)^{n} = (\mathcal{E}^{r}q)^{n} & n \in [1,M], \\
-(D_{t}q) + \gamma \partial_{x}^{4}(\mathcal{E}^{r}q)^{n} - \partial_{x}^{2}(\mathcal{E}^{r}q)^{n} + a\partial_{x}^{2}(\mathcal{E}^{r}q)^{n} = (\mathcal{E}^{r}p)^{n} & n \in [1,M],
\end{array} \right. \quad (3.13)$$

We have the following.

Proposition 3.4. Let $m \geq 1$ and let $\varphi$ and $\theta$ be defined as in (3.6) and (3.7) with $\beta$ verifying (3.3)–(3.4). For the parameter $\lambda \geq 1$ sufficiently large, there exist $C > 0$, $\tau_1 \geq 1$, $\epsilon_1 > 0$, depending on $\omega$, $\lambda$, $\Gamma$, $\gamma$, and $m$, such that for any $(p_T,q_T) \in H^1(\Omega) \times H^2(\Omega)$, the solution $(p,q)$ to (3.13) satisfies

$$I_H(p) + I_{KS}(q) \leq C \left( \int_{\omega \times (0,T)} \mathcal{E}((e^{2\tau \theta \varphi} + \mathcal{E}(e^{2\tau \theta \varphi})|^2) + C(\triangle t)^{-1}W_{H}(p) + W_{KS}(q) \right), \quad (3.14)$$

for all $\tau \geq \tau_1(T^{2m} + T^{2m-1} + T^{2m-1/3})$, and for all $\triangle t > 0$ and $0 < \delta \leq 1/2$ verifying the condition

$$\frac{\triangle t^5}{\delta^{10m}T^{20m}} \leq \epsilon_1. \quad (3.15)$$

Proof. We follow the classical methodology of [GBdT10] (see also [CMP15]) adapted to the time-discrete case. For clarity, we have divided the proof in three steps.

Step 1. First estimates. We apply the corresponding Carleman estimate to each equation in the system. Note that the condition for $\epsilon_0$ is stronger for the fourth-order equation, thus conditions (3.9) and (3.12) can be put in a single one. More precisely, adding up the estimates, we obtain

$$I_H(p) + I_{KS}(q) \leq C \left( \int_{\omega \times (0,T)} \left[ (\mathcal{E}((e^{2\tau \theta \varphi} + \mathcal{E}(e^{2\tau \theta \varphi}))^2) \right] + \int_{Q} \mathcal{E}(e^{2\tau \theta \varphi}) |c\partial_{x}((e^{-\tau \theta \varphi})^2) + ((e^{-\tau \theta \varphi})^2)|^2 \right)
+ C \left( \int_{Q} \mathcal{E}(e^{2\tau \theta \varphi}) \left[ -a\partial_{x}^{2}((e^{-\tau \theta \varphi})^2) + \partial_{x}^{2}((e^{-\tau \theta \varphi})^2) - ((e^{-\tau \theta \varphi})^2) \right] \right) + C(\triangle t)^{-1}W_{H}(p) + W_{KS}(q), \quad (3.16)$$
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for all \( \tau \geq \tau_0(T^{2m} + T^{2m-1} + T^{2m-1/3}) \) and \( \Delta t r^5(\delta^{10m}T^{14m})^{-1} \leq \epsilon_0 \). Since \( 1 \leq CT^{2m} \), we can choose \( \tau_1 \geq \tau_0 \) large enough (depending on \( a \) and \( c \)) such that

\[
I_H(p) + I_{KS}(q) 
\leq C \left( \iint_{\omega_0 \times (0,T)} \left[ \bar{e}^{-e^{2s^3}q^2} + \bar{e}^{-e^{2s^3}q^3} \right] \right) + C(\Delta t)^{-1} \left( W_H(p) + W_{KS}(q) \right),
\]

for all \( \tau \geq \tau_1(T^{2m} + T^{2m-1} + T^{2m-1/3}) \) and

\[
\frac{\Delta t r^5}{\delta^{10m}T^{14m}} \leq \epsilon_0.
\]

**Step 2. A local energy estimate.** In this step, we will obtain an estimate for the local term for \( p \) in terms of several observations for \( q \) and its spatial derivatives. Let \( \omega_0 \subset \omega_1 \subset \omega \) and let \( \eta \in C_c^\infty(\omega_1) \) such that \( \eta = 1 \) in \( \omega_0 \). From the equation verified by \( p \) we have

\[
\iint_{\omega_0 \times (0,T)} \bar{e}^{-e^{2s^3}q^3}(\bar{e}^{-p})^2 \leq \iint_{\omega_1 \times (0,T)} \eta \bar{e}^{-e^{2s^3}q^3}(\bar{e}^{-p}) \left( -\bar{D}_tq + \partial_x^2(\bar{e}^{-q}) + \partial_x^3(\bar{e}^{-q}) + a\partial_x^4(\bar{e}^{-q}) \right)
\]

with

\[
I_1 = \iint_{\omega_1 \times (0,T)} \eta \bar{e}^{-e^{2s^3}q^3}(\bar{e}^{-p}) \left[ \partial_x^2(\bar{e}^{-q}) + \partial_x^3(\bar{e}^{-q}) + a\partial_x^4(\bar{e}^{-q}) \right],
\]

\[
I_2 = -\iint_{\omega_1 \times (0,T)} \eta \bar{e}^{-e^{2s^3}q^3}(\bar{e}^{-p}) \bar{D}_tq.
\]

We note that \( I_1 \) does not involve time-discrete derivatives. Thus, using the estimate \( |\partial_x(e^{2s^3}q^3)| \leq C e^{2s^3}q^4 \) in \( \omega_1 \times (0,T) \), we can integrate by parts in the fourth-order term and use Cauchy-Schwarz and Young inequalities to get

\[
|I_1| \leq \varrho \left( \iint_Q \left[ \bar{e}^{-e^{2s^3}q^3} \right] \left| \partial_x(\bar{e}^{-p}) \right|^2 + \bar{e}^{-e^{2s^3}q^3} \left| \partial_x^2(\bar{e}^{-q}) \right|^2 \right)
\]

\[
+ \frac{C}{\varrho} \left( \iint_{\omega_1 \times (0,T)} \left[ \bar{e}^{-e^{2s^3}q^3} \right] \left| \partial_x^3(\bar{e}^{-q}) \right|^2 + \bar{e}^{-e^{2s^3}q^3} \left| \partial_x^4(\bar{e}^{-q}) \right|^2 \right),
\]

for any \( 0 < \varrho < 1 \) and some \( C > 0 \) only depending on \( \omega_1 \) and \( a \).

To bound \( I_2 \) we argue as follows. Discrete integration by parts (see formula (A.6)) yields

\[
I_2 = \left( e^{s^3/2}q^{1/2} \right)_{L^2(\Omega)} - \left( e^{s^3/2}q^{1/2} \right)_{L^2(\Omega)} + \sum_{j=1}^3 I_2^{(j)}.
\]

A direct computation gives

\[
|I_2^{(1)}| + |I_2^{(2)}| \leq C \sum_{n \in \{0,M\}} \left( e^{s^3/2}q^{n+\frac{1}{2}} \right)_{L^2(\Omega)}^2 + \left( e^{s^3/2}q^{n+\frac{1}{2}} \right)_{L^2(\Omega)}^2.
\]

On the other hand, using formula (A.1), we have

\[
I_2^{(3)} = \iint_Q \eta \bar{e}^{-e^{2s^3}q^3}(\bar{e}^{-p}) \bar{D}_tq + \iint_Q \eta \bar{D}_t(e^{2s^3}q^3)(\bar{e}^{-p})(\bar{e}^{-q}),
\]
whence, using that $(\xi^+ q) = (\xi^- q) + \Delta t\mathcal{D}_t q$ and $\mathcal{D}_t(e^{2s\varphi}\theta^3) = (\xi^+ e^{2s\varphi})\mathcal{D}_t(\theta^3) + (\xi^- \varphi)\mathcal{D}_t(e^{2s\varphi})$ (which follows from (A.1)), we get

$$I_2^{(3)} = \int_Q \eta \xi^- (e^{2s\varphi s^3})(\xi^- q)\mathcal{D}_t p + \Delta t \int_Q \int_Q \eta \xi^- (e^{2s\varphi s^3})((\mathcal{D}_t p)(\mathcal{D}_t q))$$

$$+ \int_Q \eta (\xi^+ e^{2s\varphi})(\xi^+ p)(\xi^- q)\mathcal{D}_t(\theta^3) + \int_Q \eta (\xi^+ p)(\xi^- q)(\mathcal{D}_t(e^{2s\varphi})) : \sum_{i=1}^4 H_i. \tag{3.22}$$

Using Cauchy-Schwarz and Young inequalities, we readily get

$$|H_1| + |H_2| \leq \frac{\Delta t r^3}{\delta^{9m}{T}^{12m}} \leq \epsilon_1,$$  \quad \text{(3.23)}$$

we have

$$|H_1| + |H_2| \leq \frac{\Delta t r^3}{\delta^{9m}{T}^{12m}} \leq \epsilon_1.$$  \quad \text{(3.24)}$$

For the third term, using formula A.5(i) with $\ell = 3$ and the facts that $\theta(t) \leq CT^{2m}$ and $\tau \geq CT^{2m-1}$ we have

$$|H_3| \leq \int_Q \eta (\xi^+ p)(\xi^- q)(\xi^+ e^{2s\varphi} s^3)\frac{\Delta t r^3}{\delta^{9m}{T}^{12m}} \leq 1.$$  \quad \text{(3.25)}$$

we can use the properties of the function $\eta$ to deduce

$$|H_3| \leq 2\varrho \int_Q \xi^+ (e^{2s\varphi s^3})(\xi^+ p)^2 \frac{\Delta t r^3}{\delta^{9m}{T}^{12m}} \leq 1.$$  \quad \text{(3.26)}$$

From Lemma A.4 and Remark A.6, we can compute

$$|\mathcal{D}_t(e^{2s\varphi})| \leq C \left( (\xi^+ e^{2s\varphi})(\xi^+ s^3)^2 + (\xi^+ e^{2s\varphi})\frac{\Delta t r^2}{\delta^{9m}{T}^{12m}} \right).$$

This, together with Lemma A.5(ii) and arguments similar to the ones used for estimating $H_3$, yield that

$$|H_4| \leq 4\varrho \int_Q \xi^- (e^{2s\varphi s^3})(\xi^- p)^2 \frac{\Delta t r^3}{\delta^{9m}{T}^{12m}} \leq 1.$$  \quad \text{(3.27)}$$
provided (3.25) holds. Having reached this point, we observe that the smallness conditions (3.17), (3.23), and (3.25) can be combined into a single one verifying

$$\frac{\Delta t^{10}}{\delta^{10}m^{2m}} \leq \epsilon_1$$

(3.28)

with $\epsilon_1 > 0$ small enough as above. We have chosen these particular powers for $\tau$, $\delta$ and $T$ since they simplify the computations in the following section.

To conclude this step, we just have to combine expressions (3.19)–(3.22), (3.24), (3.26)–(3.27) into (3.18) to obtain

$$\int_{\omega \times (0,T)} \tilde{t}^{-1} (e^{2\nu_s} s^3) (\tilde{t}^{-1}) (\tilde{t}^{-1}) \leq 8 \epsilon_1 \left( \int_{Q} [\tilde{t}^{-1} (e^{2\nu_s} s^3) \partial_x (\tilde{t}^{-1})] + \tilde{t}^{-1} (e^{2\nu_s} s^3) (\tilde{t}^{-1}) (\tilde{t}^{-1}) \right) + C(\Delta t)^{-1} \left( W_{\epsilon} (p) + W_{KS} (q) \right)$$

(3.29)

for any $0 < \theta < 1$. In the last line, we have used (3.28) to remove the powers of $s$.

Step 3. Last arrangements and conclusion. Using estimate (3.29) in inequality (3.16), taking $\theta > 0$ small enough and recalling the definition of $\epsilon_1$, we readily get

$$I_{H} (p) + I_{KS} (q) \leq C \left( \int_{\omega \times (0,T)} [\tilde{t}^{-1} (e^{2\nu_s} s^3) \partial_x^2 (\tilde{t}^{-1})] + \tilde{t}^{-1} (e^{2\nu_s} s^3) (\tilde{t}^{-1}) (\tilde{t}^{-1}) \right) + C(\Delta t)^{-1} \left( W_{\epsilon} (p) + W_{KS} (q) \right),$$

(3.30)

for all $\tau \geq \tau_1 (T^{2m} + T^{2m-1} + T^{2m-1/3})$ and provided (3.28) holds. Notice that we have removed the local term of $p$ at the price of having observations of the space derivatives of $q$.

Now, we claim that for any $\theta > 0$, there exists a constant $C_\theta > 0$ uniform with respect to $\Delta t$ such that

$$\int_{\omega \times (0,T)} [\tilde{t}^{-1} (e^{2\nu_s} s^3) \partial_x^2 (\tilde{t}^{-1})] + \tilde{t}^{-1} (e^{2\nu_s} s^3) (\tilde{t}^{-1}) (\tilde{t}^{-1}) \leq \theta \left( \int_{Q} [\tilde{t}^{-1} (e^{2\nu_s} s^3) \partial_x^2 (\tilde{t}^{-1})] + \tilde{t}^{-1} (e^{2\nu_s} s^3) (\tilde{t}^{-1}) (\tilde{t}^{-1}) \right) + C_\theta \int_{\omega \times (0,T)} \tilde{t}^{-1} (e^{2\nu_s} s^3) (\tilde{t}^{-1})^2.$$  

(3.31)

If this inequality holds, we just have to use (3.31) in (3.30) and take $\theta > 0$ sufficiently small to discover the Carleman estimate (3.14).

To prove (3.31) we follow a standard procedure. Let $\omega_2$ an open set such that $\omega_1 \Subset \omega_2 \Subset \omega$ and $\zeta \in C^\infty (\omega_2)$ with $\zeta = 1$ in $\omega_1$. Then,

$$\int_{\omega_1 \times (0,T)} \tilde{t}^{-1} (e^{2\nu_s} s^3) \partial_x^2 (\tilde{t}^{-1}) \leq \int_{\omega_2 \times (0,T)} \zeta \tilde{t}^{-1} (e^{2\nu_s} s^3) \partial_x^2 (\tilde{t}^{-1}) = - \int_{\omega_2 \times (0,T)} \zeta \tilde{t}^{-1} (e^{2\nu_s} s^3) \partial_x^2 (\tilde{t}^{-1}) \partial_x^2 (\tilde{t}^{-1}) + \frac{1}{2} \int_{\omega_2 \times (0,T)} \tilde{t}^{-1} (e^{2\nu_s} s^3) \partial_x^2 (\tilde{t}^{-1})$$

(3.32)
and since $s$ only depends on time, in view of the estimate $|\partial_x^2 (e^{2s\varphi})| \leq C e^{2s\varphi} s^2$ in $\omega_2 \times (0,T)$, we have
\[
\int_{\omega_1 \times (0,T)} \xi_n (-e^{2s\varphi} \xi_n s^5 |\partial_x^2 (\xi_n (-e^{2s\varphi} s^5) |)\leq \theta \int_Q \xi_n (-e^{2s\varphi} s^{-1}) |\partial_x^2 (\xi_n (-e^{2s\varphi} s^5) |)\leq C \theta \int_{\omega_2 \times (0,T)} \xi_n (-e^{2s\varphi} s^11 |\partial_x^2 (\xi_n (-e^{2s\varphi} s^5) |). 
\]
(3.33)

Analogously, if $\omega_3$ is an open set such that $\omega_2 \subset \omega_1 \subset \omega$, we get
\[
\int_{\omega_2 \times (0,T)} \xi_n (-e^{2s\varphi} s^{11} |\partial_x (\xi_n (-e^{2s\varphi} s^5) |)\leq \theta \int_Q \xi_n (-e^{2s\varphi} s^3) |\partial_x^2 (\xi_n (-e^{2s\varphi} s^5) |)\leq C \theta \int_{\omega_3 \times (0,T)} \xi_n (-e^{2s\varphi} s^{21}) |\partial_x (\xi_n (-e^{2s\varphi} s^5) |), 
\]
(3.34)

and finally
\[
\int_{\omega_2 \times (0,T)} \xi_n (-e^{2s\varphi} s^{21} |\partial_x (\xi_n (-e^{2s\varphi} s^5) |)\leq \theta \int_Q \xi_n (-e^{2s\varphi} s^{39}) |\partial_x^2 (\xi_n (-e^{2s\varphi} s^5) |)\leq C \theta \int_{\omega_3 \times (0,T)} \xi_n (-e^{2s\varphi} s^{39}) (\xi_n (-e^{2s\varphi} s^5) |. 
\]
(3.35)

Thus, the claim follows from expressions (3.32)–(3.35). This ends the proof.

### 3.3 Proof of Proposition 3.1

Now, we are in position to obtain the observability inequality (3.2). The proof is divided into two steps: the first one resembles the continuous case and looks for estimating the weight functions, while the second one is exclusive to the discrete case and connects the Carleman parameters with the discretization ones.

In what follows, $C$ denotes a positive constant depending at most on $\Omega$, $\omega$, $m$, $\Gamma$, $\gamma$, $a$, and $c$, that may change from line to line.

**Step 1. Cleaning up the Carleman estimate.** In view of (A.3) and from our Carleman inequality with only one observation (3.14), we have
\[
\int_Q e^{2s\varphi} s^3 |p|^2 + \int_Q e^{2s\varphi} s^7 |q|^2 \leq C \left( \int_{\omega \times (0,T)} e^{2s\varphi} s^{39} |p|^2 \right) + C(\Delta t)^{-1} (\mathcal{W}_H(p) + \mathcal{W}_{KS}(q)) \tag{3.36}
\]
for all $\tau \geq \tau_0(2^n + T^{2m-1} + T^{2m-1}/3)$ and any $\Delta t > 0$ verifying (3.15).

Now, we will remove the weights in inequality (3.36). Since $\tau \geq 1$ and noting that $(e^{2s\varphi})^{n+\frac{1}{2}} \geq e^{-\frac{2m+1}{2m+2} K_n}$ for $n \in [M/4,3M/4]$, where $K_n := \max_{x \in \Gamma} [-\varphi(x)]$, we see that the left-hand side of the above expression can be bounded as
\[
\int_Q e^{2s\varphi} s^3 |p|^2 + \int_Q e^{2s\varphi} s^7 |q|^2 \geq \sum_{n \in [M/4,3M/4]} \Delta t r^3 e^{-\frac{2m+1}{2m+2} T^{-6m} (\|p_n \|^2 + \|q_n \|^2)} \tag{3.37}
\]
for some $C > 0$ uniform with respect to $\Delta t$. Using estimate (C.1) in Lemma C.1, we see that after iteration
\[
\|p_n \|^2 + \|q_n \|^2 \leq e^{2CT} \left( \|p_n \|^2 + \|q_n \|^2 \right) \tag{3.38}
\]
for all $n \in [1,M]$ and any $\Delta t > 0$ such that $2C\Delta t < 1$. Using this in the right-hand side of (3.37) and summing over $n$, we have
\[
\int_Q e^{2s\varphi} s^3 |p|^2 + \int_Q e^{2s\varphi} s^7 |q|^2 \geq \left( \frac{T}{2} - \Delta t \right) \tau^3 e^{-\frac{2m+1}{2m+2} CT T^{-6m} (\|p_n \|^2 + \|q_n \|^2)} \geq CT e^{-\frac{2m+1}{2m+2} CT} \left( \|p_n \|^2 + \|q_n \|^2 \right), \tag{3.39}
\]
where we have used that $\tau \geq \tau_0 T^{2m}$.

Let’s comeback to the right-hand side of (3.36). Using (B.32), we see that
\[
\mathcal{W}_H(p) + \mathcal{W}_{KS}(q) \leq e^{-\frac{2m+1}{2m+2} K_n} \sum_{n \in [0,M]} \left( \|p_n \|^2 + \|q_n \|^2 \right) + \|\partial_x q_n \|^2 \tag{3.40}
\]

where \( k_0 := \min_{x \in \Omega} \{-\varphi(x)\} \). Arguing as we did for (3.38), we can obtain from (C.2) and Poincaré inequality that
\[
\|\partial^2_x q^*\|^2_{L^2(\Omega)} \leq C e^{CT} \left( \|\partial_x p^{n+\frac{1}{2}}\|^2_{L^2(\Omega)} + \|\partial^2_x q^{n+\frac{1}{2}}\|^2_{L^2(\Omega)} \right), \quad \forall n \in [0, M - 1],
\]
(3.41)
since \( (p(x))^{n+\frac{1}{2}} = (q(x))^{n+\frac{1}{2}} = (\partial_x q(x))^{n+\frac{1}{2}} = 0 \) for all \( n \in [1, M] \). By assumption \((p_T, q_T) \in H^1(\Omega) \times H^2_0(\Omega)\), thus (3.38), (3.40) and (3.41) yield
\[
W_H(p) + W_{KS}(q) \leq e^{-C_{\text{pre}} CT} \left( \|\partial_x p_T\|^2_{L^2(\Omega)} + \|\partial^2_x q_T\|^2_{L^2(\Omega)} \right)
\]
(3.42)
for some \( C > 0 \) uniform with respect to \( \Delta t \) and \( \delta \).

We observe that \( e^{2m_s/30} \leq r^{39q / 2} e^{-T^2} \exp \left( -\frac{2m_s + k_0}{T^2} \right) \leq C \) for all \((x, t) \in Q\), uniformly for \( \tau \geq \frac{20}{2m_s k_0} T^{2m_s} \). Hence, putting together (3.36), (3.39) and (3.42), we get
\[
\|p^\tau\|^2_{L^2(\Omega)} + \|q^\tau\|^2_{L^2(\Omega)} \leq C T^{-1} e^{CT} \left( \frac{e^{C_{\text{pre}}}}{T^{2m_s}} \int_{\omega \times (0, T)} |q|^2 + (\Delta t)^{-1} e^{-\frac{C_{\text{pre}}}{T^{2m_s}}} \left( \|\partial_x p_T\|^2_{L^2(\Omega)} + \|\partial^2_x q_T\|^2_{L^2(\Omega)} \right) \right)
\]
for all \( \tau \geq \tau_2(T^{2m_s} + T^{2m_s - 1} + T^{2m_s - 1/3}) \) where \( \tau_2 \geq \max\{\tau_1, 39/(2m_s + k_0)\} \). For \( 0 < \delta \leq \delta_1 < 1 \) with \( \delta_1 \) small enough, we get
\[
\|p^\tau\|^2_{L^2(\Omega)} + \|q^\tau\|^2_{L^2(\Omega)} \leq e^{C/T} \left( \frac{e^{C_{\text{pre}}}}{T^{2m_s}} \int_{\omega \times (0, T)} |q|^2 + (\Delta t)^{-1} e^{-\frac{C_{\text{pre}}}{T^{2m_s}}} \left( \|\partial_x p_T\|^2_{L^2(\Omega)} + \|\partial^2_x q_T\|^2_{L^2(\Omega)} \right) \right).
\]
(3.43)

Step 2. Connection of the discrete parameters. To conclude the proof, we will connect the parameters associated to the discretization, i.e., \( \Delta t \) and \( \delta \). We recall that the condition \( \frac{\Delta t^{10}}{\delta^{10} T^{2m_s}} \leq \epsilon_1 \) should be fulfilled along with \( 0 < \delta \leq \delta_1 \) and \( 2C \Delta t < 1 \) for some \( C > 0 \).

Let us fix \( \tau = \tau_2(T^{2m_s} + T^{2m_s - 1} + T^{2m_s - 1/3}) \) and define \( \tilde{\Delta t} := \epsilon_0^{\frac{10}{72}} \left( 1 + \frac{1}{10} + \frac{1}{10} \right)^{-10} \). Hence, \( \tilde{\Delta t} \leq \epsilon_0 \). Now, we choose \( \Delta t \leq \min\{\tilde{\Delta t}, 1/2\} \) and set \( \delta = \left( \frac{\tilde{\Delta t}^{1/10} \Delta t}{\Delta t^{1/10} \Delta t^{1/10}} \right)^{1/10} \). We find that \( \frac{\Delta t^{10}}{\delta^{10} T^{2m_s}} = \epsilon_0 \) and \( \tau / (\Delta t^{10} T^{2m_s}) = \epsilon_0^{1/10} (\Delta t)^{1/10} \), hence from (3.43) we get
\[
\|p^\tau\|^2_{L^2(\Omega)} + \|q^\tau\|^2_{L^2(\Omega)} \leq e^{C/T} \left( e^{C(1+1/T+1/T^{1/3})} \int_{\omega \times (0, T)} |q|^2 + (\Delta t)^{-1} e^{-\frac{C_1}{(\omega \times (0, T))^2}} \left( \|\partial_x p_T\|^2_{L^2(\Omega)} + \|\partial^2_x q_T\|^2_{L^2(\Omega)} \right) \right),
\]
\[
\leq e^{C/T} \left( \int_{\omega \times (0, T)} |q|^2 + e^{-\frac{C_1}{(\omega \times (0, T))^2}} \left( \|\partial_x p_T\|^2_{L^2(\Omega)} + \|\partial^2_x q_T\|^2_{L^2(\Omega)} \right) \right)
\]
for some \( C_1 > 0 \) uniform with respect to \( \Delta t \) and where we have used that \( T \in (0, 1) \) to simplify in the first term. This ends the proof.

4 \( \phi(\Delta t) \)-controllability

This section is devoted to prove Theorem 1.1. Due to the presence of the spatial derivatives of the initial data in the right-hand of (3.2), we have to prove Theorem 1.1 in two steps. First, using the well-known penalized Hilbert Uniqueness Method (see, for instance, [GLH08, Boy13]) we build a time-discrete control providing a controllability result in the space \( H^{-1}(\Omega) \times H^{-2}(\Omega) \). Then, using classical elliptic arguments, we obtain the controllability in the \( L^2 \)-setting.
4.1 Controllability in $H^{-1} \times H^{-2}$

The goal here is to prove the following.

**Proposition 4.1.** Let $T \in (0, 1)$, $\Delta t > 0$ small enough and $\phi(\Delta t)$ verifying (1.5). Then, there exists a continuous and linear map $L^\Delta t_{H^2} : [L^2(\Omega)]^2 \to L^2_0(0, T; L^2(\omega))$ such that for all initial data $(u_0, v_0) \in [L^2(\Omega)]^2$, there exists a time-discrete control $h = L^\Delta t_{H^2}(u_0, v_0)$ such that the solution to (1.3) satisfies

$$
\| (u^M, v^M) \|_{H^{-1}(\Omega) \times H^{-2}(\Omega)} \leq C_T \sqrt{\phi(\Delta t)} \| (u_0, v_0) \|_{L^2(\Omega)^2}
$$

and

$$
\| h \|_{L^2(0, T; L^2(\omega))} \leq C_T \| (u_0, v_0) \|_{L^2(\Omega)^2},
$$

where $C_T > 0$ is the constant appearing in Proposition 3.1.

**Proof.** Consider the adjoint system (3.1) and the relaxed observability inequality of Proposition 3.1. We begin by proving the case where $\phi(\Delta t) = e^{-C_1/(\Delta t)}^{1/t}$.

We introduce the time-discrete functional

$$
J_{\Delta t}(p_T, q_T) = \frac{1}{2} \iint_{\omega \times (0, T)} |q|^2 + \frac{\phi(\Delta t)}{2} \|(p_T, q_T)\|^2_{H^1_0(\Omega) \times H^2_0(\Omega)} + (u_0, p_0)_{L^2(\Omega)} + (v_0, q_0)_{L^2(\Omega)},
$$

$$
\forall (p_T, q_T) \in H^1_0(\Omega) \times H^2_0(\Omega).
$$

Clearly, the above functional is continuous and strictly convex. Since $p_T \in H^1_0(\Omega)$ (resp. $q_T \in H^2_0(\Omega)$), we have from Poincaré inequality that $\|p_T\|_{H^1_0(\Omega)} = \int_0^T |\partial_s p_T|^2$ (resp. $\|q_T\|_{H^2_0(\Omega)} = \int_0^T |\partial^2_s q_T|^2$), and thus the observability inequality (3.2) implies the coerciveness of $J_{\Delta t}$. This guarantees the existence of a minimizer that we denote by $(\overline{p}_T, \overline{q}_T)$.

Now, consider $(\overline{p}, \overline{q})$ (resp. $(p, q)$) the solution to (3.1) with initial data $(\overline{p}_T, \overline{q}_T)$ (resp. $(p_T, q_T)$). The Euler-Lagrange equation associated with the minimization of the functional (4.3) reads as

$$
\iint_{\omega \times (0, T)} \overline{q} + \phi(\Delta t) \left[ (\partial_s \overline{p}, \partial_s p_T)_{L^2(\Omega)} + (\partial^2_s \overline{q}, \partial^2_s q_T)_{L^2(\Omega)} \right] + (u_0, p_0)_{L^2(\Omega)} + (v_0, q_0)_{L^2(\Omega)} = 0,
$$

$$
\forall (p_T, q_T) \in H^1_0(\Omega) \times H^2_0(\Omega).
$$

We set the control $h = L^\Delta t_{H^2}(u_0, v_0) = (\chi_{\omega} \overline{q}^{n+\frac{1}{2}})_{n \in [0, M-1]}$ and consider the solution $(u, v)$ of the controlled problem

$$
\begin{cases}
(Du)^{n+\frac{1}{2}} - \Gamma \partial^2_s (t^+ u)^{n+\frac{1}{2}} + c \partial_s (t^+ u)^{n+\frac{1}{2}} = (t^+ v)^n + \frac{1}{2} & n \in [0, M-1],

(Dv)^{n+\frac{1}{2}} + \gamma \partial^2_s (t^+ v)^{n+\frac{1}{2}} + \frac{1}{2} \partial^2_s (t^+ v)^{n+\frac{1}{2}} + a \partial^2_s (t^+ v)^{n+\frac{1}{2}} = (t^+ u)^n + \frac{1}{2} + \chi_{\omega} \overline{q}^{n+\frac{1}{2}} & n \in [0, M-1],

u^0 = u_0, & v^0 = v_0.
\end{cases}
$$

Multiplying this system by $(p^{n+\frac{1}{2}}, q^{n+\frac{1}{2}})$ at each point of $\mathcal{D}$ and integrating in $L^2(\Omega)$, we have after integration by parts and summing in $n \in [0, M-1]$ that

$$
\iint_{\omega \times (0, T)} \overline{q} = (u^M, p_T)_{-1, 1} + (v^M, q_T)_{-2, 2} - (u_0, p_0)_{L^2(\Omega)} - (v_0, q_0)_{L^2(\Omega)},
$$

(4.5)

where $\langle \cdot, \cdot \rangle_{s,s}$ denotes the duality pairing between $H^s_0(\Omega)$ and $H^{-s}(\Omega)$, $s \in \mathbb{N}^*$. With (4.4) and (4.5), we deduce that

$$
(u^M, v^M) = -\phi(\Delta t) \left[ (-\partial^2_s \overline{p}_T, \partial^2_s \overline{q}_T) \right].
$$

(4.6)

By taking $(p_T, q_T) = (\overline{p}_T, \overline{q}_T)$ in (4.4), we get

$$
\| h \|^2_{L^2(0, T; L^2(\omega))} + \phi(\Delta t) \| (\overline{p}_T, \overline{q}_T) \|^2_{H^1_0(\Omega) \times H^2_0(\Omega)} = - (u_0, p_0)_{L^2(\Omega)} - (v_0, q_0)_{L^2(\Omega)} \leq \| (u_0, v_0) \|_{L^2(\Omega)^2} \| (\overline{p}_T, \overline{q}_T) \|_{L^2(\Omega)^2},
$$
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thus, from (3.2), we have \( \| h \|_{L^\infty_T (0, T; L^2(\omega))} = \| \tilde{q} \|_{L^\infty_T (0, T; L^2(\omega))} \leq C_T \| (u_0, v_0) \|_{L^2(\Omega)}^2 \) and
\[
\sqrt{\phi(\Delta t)} \| (\tilde{f}_T, \tilde{q}_T) \|_{H^1(\Omega) \times H^1(\Omega)} \leq C_T \| (u_0, v_0) \|_{L^2(\Omega)}^2. \tag{4.7}
\]
In this way, the linear map \( L^\infty_T : [L^2(\Omega)]^2 \to L^\infty_T (0, T; L^2(\omega)) \) is well defined and continuous. Finally, expressions (4.6) and (4.7) together with the definition of the \( H^{-s} \)-norm, \( s \in \mathbb{N}^* \), yield (4.1). This ends the proof for \( \phi(\Delta t) = e^{-C_1(\Delta t)^{1/10}}. \)

The case of a general function \( \phi \) follows similarly. Indeed, for any given \( \phi(\Delta t) \) verifying (1.5), we see that there exists some \( \tilde{\Delta}T > 0 \) such that \( \phi(\Delta t) = e^{-C_1(\Delta t)^{1/10}} \leq \phi(h) \) for all \( 0 < \Delta t \leq \tilde{\Delta}T \) and, decreasing \( \Delta t \) if necessary, the observability inequality (3.2) also holds for the function \( \phi(\Delta t) \). The rest of the proof is the same. \( \square \)

### 4.2 Proof of Theorem 1.1: controllability in \( L^2 \)

The proof of Theorem 1.1 relies on Proposition 4.1. The idea is to steer the solution to a small target in \( H^{-1} \times H^{-2} \) and then let the solution evolve uncontrollable. Let \( \phi \) be a function satisfying (1.5) and set \( \hat{\phi}(\Delta t) = \Delta t \phi(\Delta t) \). Notice that \( \hat{\phi} \) also satisfies (1.5) for a (possibly) different constant \( C_1 > 0 \).

Let us fix \( T \in (0, 1) \), the initial data \((u_0, v_0) \in [L^2(\Omega)]^2 \) and the partition (1.2). We choose some \( T_0 < T \) and set \( M_0 = \left\lceil \frac{T_0}{\Delta t} \right\rceil \). From Proposition 4.1, there exists a time-discrete control \( h_0 = (h_0^{n+\frac{1}{2}})_{n \in [0, M_0-1]} \) with \( \| h_0 \|_{L^\infty_T (0, T; L^2(\omega))} \leq C_{T_0} \| (u_0, v_0) \|_{L^2(\Omega)}^2 \) and such that the solution to
\[
\begin{align*}
\frac{u^{n+1} - u^n}{\Delta t} - \Gamma_x^2 u^{n+1} + c \partial_x u^{n+1} &= v^{n+1} \\
\frac{v^{n+1} - v^n}{\Delta t} + \gamma \partial_x^2 v^{n+1} + \partial_x^2 v^{n+1} + a \partial_x^2 v^{n+1} &= u^{n+1} + \chi \omega_h^{n+\frac{1}{2}} \\
(\partial_x v^{n+1}, n) + (\partial_x h^{n+\frac{1}{2}}) &= (\partial_x v^{n+1}, n) = 0 \\
v^n &= v_0, \quad u^n = u_0,
\end{align*}
\tag{4.8}
\]
verifies
\[
\| (u^{M_0}, v^{M_0}) \|_{H^{-1}(\Omega) \times H^{-2}(\Omega)} \leq C_{T_0} \sqrt{\phi(\Delta t)} \| (u_0, v_0) \|_{L^2(\Omega)}^2, \tag{4.9}
\]
where \( C_{T_0} \) is the observability constant corresponding to the interval \((0, T_0)\) as given in Proposition 3.1. This defines the state \((u^n, v^n)\) for all \( n \in [0, M_0] \).

Now, we set \( h^{n+\frac{1}{2}} \equiv 0 \) for \( n \in [M_0, M - 1] \) and consider the uncontrollable system
\[
\begin{align*}
\frac{u^{n+1} - u^n}{\Delta t} - \Gamma_x^2 u^{n+1} + c \partial_x u^{n+1} &= v^{n+1} \\
\frac{v^{n+1} - v^n}{\Delta t} + \gamma \partial_x^2 v^{n+1} + \partial_x^2 v^{n+1} + a \partial_x^2 v^{n+1} &= u^{n+1} \\
(\partial_x v^{n+1}, n) + (\partial_x h^{n+\frac{1}{2}}) &= (\partial_x v^{n+1}, n) = 0 \\
v^n &= v_0, \quad u^n = u_0,
\end{align*}
\tag{4.10}
\]
with initial data \( y^{M_0} \) coming from the sequence (4.8). Observe that for \( n = M_0, (u^{M_0+1}, v^{M_0+1}) \) solves the elliptic system
\[
\begin{align*}
-\Delta t \Gamma_x^2 u^{M_0+1} + \Delta t c \partial_x u^{M_0+1} + u^{M_0+1} &= \Delta t v^{M_0+1} + u^{M_0} \\
\Delta t \gamma \partial_x^2 v^{M_0+1} + \Delta t a \partial_x^2 v^{M_0+1} + v^{M_0+1} &= \Delta t u^{M_0+1} + v^{M_0} \quad \text{in } (0, 1), \\
u^{M_0+1} &= v^{M_0+1} = 0 \\
v^{M_0+1} &= v^{M_0+1} = 0.
\end{align*}
\]
In view of Lax-Milgram lemma, (4.9) and a procedure similar to (C.1), we can deduce the regularity estimate
\[
\sqrt{\Delta t} \| (u^{M_0+1}, v^{M_0+1}) \|_{H^1(\Omega) \times H^2(\Omega)} \leq C \| (u^{M_0}, v^{M_0}) \|_{H^{-1}(\Omega) \times H^{-2}(\Omega)} \leq C \sqrt{\phi(\Delta t)} \| (u_0, v_0) \|_{L^2(\Omega)}^2
\]
for all \( \Delta t > 0 \) small enough and some \( C > 0 \) only depending on \( \Omega, \Gamma, \gamma, a, \) and \( c \). This, together with (4.9) yields
\[
\| (u^{M_0+1}, v^{M_0+1}) \|_{H^1(\Omega) \times H^2(\Omega)} \leq C \sqrt{\phi(\Delta t)} \| (u_0, v_0) \|_{L^2(\Omega)}^2.
\]
Arguing as we did in Proposition 3.1, we can iterate for indices \( n \in [M_0 + 1, M] \) and using Poincaré inequality we can deduce \( \| (u^M, v^M) \|_{[L^2(\Omega)]^2} \leq C \sqrt{\phi(t \Delta t)} \| (u_0, v_0) \|_{[L^2(\Omega)]^2} \) for some constant depending on \( T \) and \( T_0 \). Therefore, by means of the auxiliary problems (4.8) and (4.10), we have constructed a sequence \( \{u, v\} = \{u^n, v^n\}_{n \in [0, M]} \) such that \( \{u^M, v^M\} \) verifies a \( \phi(t \Delta t) \)-null controllability constraint in \( [L^2(\Omega)]^2 \). This ends the proof.

5 Concluding remarks

In this paper, we have studied the controllability of a time-discrete simplified stabilized Kuramoto-Sivashinsky equation. The main ingredient is a relaxed observability inequality which in turn is a consequence of time-discrete Carleman estimates with the same weight for the fourth- and second-order parabolic systems. Once this observability inequality is obtained, the controllability of the system is achieved in two steps: first we control to a small target in \( H^{-1} \times H^{-2} \) and then we use some regularity results to deduce the controllability in \( L^2 \).

As we have mentioned in the introduction, two important simplifications have been done to obtain our results. The first one is that the system is linear. Although the controllability of time-discrete semilinear systems is in fact possible (see e.g. [BLR14] in the semi-discrete case or [BHS20] for the time-discrete one), the nonlinearities in such works are regarded as globally Lipschitz, which is not the case for the nonlinearity \( u \cdot \partial_x u \) in (1.1). How to treat this type of nonlinearity in the discrete case remains as an open and interesting problem.

The second simplification concerns the coupling terms in the right-hand side of (1.3). As compared to (1.1), these couplings are easier to handle with the usual Carleman estimates and including them in our current framework require further investigation. One possible way to consider only first-order couplings is to argue as in [CMP15, Theorem 3.1], where the authors prove a Carleman inequality for the parabolic operator \( (L_\alpha \partial_x p) \) (see definition (3.8) in our case). Such estimate can be deduced from the Carleman estimate with Fourier boundary conditions shown in [FCGBGP06, Theorem 1.1] whose proof relies on the classical duality method introduced in [FI96]. A priori, it seems that this result can be deduced for the time-discrete case, but a close inspection to the proof of [FCGBGP06, Theorem 1.1] highlights some difficulties with our Carleman estimate in Lemma 3.2 (with the important change of Dirichlet to Neumann boundary conditions) and shows an incompatibility when considering the terms in \( W_H \) (particularly the one at \( n = \frac{1}{2} \)). In any case, this problem deserves further attention.

A Time-discrete calculus results

The goal of this section is to provide a summary of calculus rules for manipulating the time-discrete operators \( D_t \) and \( \overline{D_t} \), and also to provide estimates for the application of such operators on the weight functions.

To avoid introducing additional notation, we present the following continuous difference operator. For a function \( f \) defined on \( \mathbb{R} \), we set
\[
t^+ f(t) := f(t + \frac{\Delta t}{2}), \quad t^- f(t) := f(t - \frac{\Delta t}{2}), \quad D_t f := \frac{1}{\Delta t} (t^+ f - t^- f).
\]
In this way, discrete versions of the results given below will be natural. With the notation given in the introduction, for a function \( f \) continuously defined on \( \mathbb{R} \), the discrete function \( D_t f \) amounts to evaluate \( D_t f \) at the mesh points \( D \) and \( \overline{D_t} f \) is \( D_t f \) sampled at the mesh points \( \mathcal{P} \).

A.1 Time-discrete calculus formulas

Lemma A.1. Let the functions \( f_1 \) and \( f_2 \) be continuously defined over \( \mathbb{R} \). We have
\[
D_t (f_1 f_2) = t^+ f_1 D_t f_2 + D_t f_1 t^- f_2, \quad D_t f_1 f_2 = t^- f_1 D_t f_2 + D_t f_1 t^+ f_2.
\]
From the above formulas, if \( f_1 = f_2 = f \), we have the useful identities
\[
t^+ f D_t f = \frac{1}{2} D_t \left( f^2 \right) + \frac{1}{2} \Delta t (D_t f)^2, \quad t^- f D_t f = \frac{1}{2} D_t \left( f^2 \right) - \frac{1}{2} \Delta t (D_t f)^2.
\]
The translation of the result to discrete functions \( f, g_1, g_2 \in H^T \) is

\[
\mathcal{D}_t(g_1 g_2) = (\hat{t}^+ g_1) \mathcal{D}_t g_2 + \mathcal{D}_t g_1 (\hat{t}^- g_2), \quad \mathcal{D}_t(g_1 g_2) = (\hat{t}^- g_1) \mathcal{D}_t g_2 + \mathcal{D}_t g_1 (\hat{t}^+ g_2),
\]

(A.1)

and

\[
(\hat{t}^+ f) \mathcal{D}_t f = \frac{1}{2} \mathcal{D}_t (f^2) + \frac{1}{2} \Delta t (\mathcal{D}_t f)^2, \quad (\hat{t}^- f) \mathcal{D}_t f = \frac{1}{2} \mathcal{D}_t (f^2) - \frac{1}{2} \Delta t (\mathcal{D}_t f)^2.
\]

(A.2)

Of course, the above identities also hold for functions \( f, g_1, g_2 \in H^T \) and their respective translation operators and difference operator \( \hat{t}^\pm \) and \( D_t \).

The following result covers discrete integration by parts and some useful related formulas.

**Proposition A.2.** Let \( \{H, (\cdot, \cdot)_H\} \) be a real Hilbert space and consider \( u \in H^T \) and \( v \in H^T \). We have the following:

\[
\int_0^T (t^+ u, v)_H = \int_0^T (u, \hat{t}^- v)_H, \quad (A.3)
\]

\[
\int_0^T (t^- u, v)_H = \Delta t (u^0, v^1)_H - \Delta t (u^M, v^{M+\frac{1}{2}})_H + \int_0^T (u, \hat{t}^+ v)_H. \quad (A.4)
\]

Moreover, combining the above identities, we have the following discrete integration by parts formula

\[
\int_0^T (D_t u, v)_H = -(u^0, v^1)_H + (u^M, v^{M+\frac{1}{2}})_H - \int_0^T (\hat{t}^+ f, D_t g)_H. \quad (A.5)
\]

**Remark A.3.** If we consider two functions \( f, g \in H^T \), we can combine (A.3) and (A.5) to obtain the formula

\[
\int_0^T (D_t f, \hat{t}^- g)_H = -(f^+, g^1)_H + (f^{M+\frac{1}{2}}, g^{M+\frac{1}{2}})_H - \int_0^T (\hat{t}^+ f, D_t g)_H. \quad (A.6)
\]

Analogously, for \( f, g \in H^T \), the following holds

\[
\int_0^T (D_t f, t^+ g)_H = -(f^0, g^1)_H + (f^M, g^M)_H - \int_0^T (t^- f, D_t g)_H. \quad (A.7)
\]

Observe that in these formulas, the integrals are taken over the same discrete points.

### A.2 Time-discrete computations related to Carleman weights

We present some lemmas related to time-discrete operations applied to the Carleman weights. The proof of these results can be found in [BHS20, Appendix B]. We recall that \( r = e^{s\varphi} \) and \( \rho = r^{-1} \). We highlight the dependence on \( \tau, \delta, \Delta t \) and \( \lambda \) in the following estimates.

**Lemma A.4 (Time-discrete derivative of the Carleman weight).** Let \( T \in (0,1) \) and \( \tau \geq 1 \). Provided

\[
\Delta t \tau (\delta^{m+1} T^{2m+1})^{-1} \leq 1,
\]

we have

\[
t^- (r) D_t \rho = -r t^- (\theta') \varphi + \Delta t \left( \frac{\tau}{8 m+2 T 2m+2} + \frac{\tau^2}{8m+2 T^2 4m+2} \right) O_\lambda(1).
\]

**Proof.** The proof of this result can be done exactly as in [BHS20, Lemma B.4]. It relies on Taylor’s formula at order 2 and the estimate \( \max_{t \in [0,T]} \theta^{(j)}(t) \leq \frac{C_{\theta,\lambda}}{8m+2 T^{2m+2}}, \quad j = 1,2. \)

**Lemma A.5 (Discrete operations on the weight \( \theta \)).** There exists a universal constant \( C_{\ell,m} > 0 \) uniform with respect to \( \Delta t, \delta \) and \( T \) such that

(i) \( |D_t (\theta^j)| \leq C_{\ell,m} T^{-\ell}(\theta^{\ell + \frac{1}{2}}) + C_{\ell,m} \frac{\Delta t}{8m+2 T 2m+2}, \quad \ell = 1,2,\ldots \)

(ii) \( t^- (\theta^j) \leq t^+ (\theta^j) + C_{\ell,m} \frac{\Delta t}{8m+2 T 2m+2}, \quad \ell = 1,2,\ldots \)

**Proof.** The proof of this result can be done exactly as in [BHS20, Lemma B.5]. From the estimate \( \max_{t \in [0,T]} \theta_j(t) \leq \frac{C_{\ell,m}}{8m+2 T^{2m+2}}, \) for \( j, \ell = 1,2 \), inequality (i) follows for \( j = 2 \) and Taylor’s formula at order 2. Similarly, (ii) follows from such estimate at \( j = 1 \) and Taylor’s formula at order 1.

**Remark A.6.** As it will be of interest during the proof of Proposition 3.4, Lemma A.5 is also valid (for a possibly different universal constant) if we replace \( t^- \) by \( t^+ \) and \( t^+ \) by \( t^- \) everywhere.
B Carleman estimate for the time-discrete fourth-order parabolic operator

We devote this section to present the proof of Lemma 3.3. For clarity, we have divided the proof in several steps and we mainly focus in those containing time-discrete computations.

As in other works addressing Carleman estimates, we will keep track of the dependency of all the constants with respect to the parameters $\lambda$, $\tau$ and $T$. Also, in accordance with the nature of our problem, we pay special attention to the discrete parameters $\Delta t$ and $\delta$.

B.1 The change of variable

Without loss of generality, let $\gamma = 1$ and assume for the time being that $q \in (C^4([0, 1]) \cap H_0^2(0, 1))^\mathbb{F}$. Recalling (3.6) and (3.7), we introduce the following instrumental functions

$$s(t) = \tau \theta(t), \quad \tau > 0, \quad t \in (-\delta T, T + \delta T),$$

$$r(t, x) = e^{s(t)\varphi(x)}, \quad \rho(t, x) = (r(t, x))^{-1}, \quad x \in [0, 1], \quad t \in (-\delta T, T + \delta T),$$

and set the change of variables

$$z^{n+\frac{1}{2}} = r(t_{n+\frac{1}{2}}, \cdot) q^{n+\frac{1}{2}}, \quad n \in [0, M].$$

(B.1)

For the remainder of this section, we will simplify the notation in (B.1) by simply writing $z = rq$ which implicitly means that the (continuous) weight function $r$ is evaluated on the same time grid (in this case the dual grid $D$) and at the same time point as the one attached to the discrete variable. This will not lead to any ambiguity.

From the change of variables (B.1) and since $\beta \in C^4([0, 1])$ and $q \in C^4([0, 1])^\mathbb{F}$, we can obtain –after a very long, but straightforward computation-- that

$$r \partial_1^4 (\rho z) = \mathcal{L} T + \mathcal{R} T$$

where

$$\mathcal{L} T := -4s^3 \lambda^3(\beta_x)^3 \phi \beta \beta \beta \phi + s^4 \lambda^4(\beta_x)^4 \phi^4 \phi + 6s^2 \lambda^2(\beta_x)^2 \phi^2 \partial^2 z$$

$$- 4s \lambda \beta \phi \beta \beta \phi + \partial^2 z + 6s^2 \lambda (\beta_x)^2 \phi \phi \partial \beta \phi \beta \beta \phi$$

and

$$\mathcal{R} T := -8s \lambda \beta \phi \beta \beta \phi - 4s^2 \lambda \beta \beta \beta \beta \beta \phi + 4s^2 \lambda^2 \beta \beta \beta \beta \beta \beta \phi \phi \phi - 4s \lambda \beta \beta \beta \beta \beta \beta \beta \phi \phi \phi - 3s \lambda^2 (\beta_x)^2 \phi \phi \phi$$

$$- 6s \lambda (\beta_x)^2 \beta \beta \beta \beta \beta \beta \phi + 18s^3 \lambda (\beta_x)^2 \beta \beta \beta \beta \beta \beta \phi \phi \phi + 3s^2 \lambda (\beta_x)^2 \beta \beta \beta \beta \beta \beta \phi \phi \phi$$

$$- 6s \lambda \beta \beta \beta \beta \phi \beta \beta \beta \beta \beta \phi - s \lambda^2 (\beta_x)^4 \phi \phi \phi + 7s^2 \lambda^2 (\beta_x)^4 \phi \phi \phi$$

$$- 6s^3 \lambda^2 (\beta_x)^4 \phi \phi \phi$$

$$- 6s^2 \lambda^2 \beta \beta \beta \beta \phi \beta \beta \beta \beta \beta \phi - 4s \lambda^3 (\beta_x)^3 \phi \beta \beta \beta \beta \beta \beta \phi.$$

On the other hand, using (A.1), we have

$$-D_t (\rho z) = -(t-\rho)D_t z - D_t \rho (t^+ z).$$

Moreover, multiplying the above equation by $(t^- r)$ and taking into account Lemma A.4, we get

$$-(t^- r)D_t (\rho z) = -D_t z + \tau \varphi (t^- \theta') (t^+ z) - O_\lambda(1) \frac{\Delta t \tau^2}{\delta^{2m+2} T^{4m+2}} (t^+ z),$$

where we have used that $\tau \geq 1$ and $T \in (0, 1)$ to simplify the last term. From here, using that $\Delta t D_t z = (t^+ z) - (t^- z)$, we get

$$-(t^- r)D_t (\rho z) = -D_t z + \tau \varphi \cdot t^- (\theta' z) + \Delta t \tau \varphi (t^- \theta') D_t z - O_\lambda(1) \frac{\Delta t \tau^2}{\delta^{2m+2} T^{4m+2}} (t^+ z).$$

(B.3)
Since \( q = \rho z \) and both \( z \) and \( q \) are naturally attached to the dual time grid \( D \), we can see from (3.11) that
\[
- (\bar{e} r)^{T} D_{t}(\rho z) + (\bar{e} r)^{T} \partial_{x} \xi^{+} (\rho z) = (\bar{e} r)(P_{\rho}, q) \tag{B.4}
\]
thus, putting together (B.3), (B.2) (after an application of the discrete shift \( \bar{e}^{+} \)) and (B.4), we can conveniently write the Carleman identity
\[
Az + Bz = g, \tag{B.5}
\]
where \( A_{z} = \sum_{i=1}^{4} A_{i}z, B_{z} = \sum_{i=1}^{3} B_{i}z, \)
\[
g = (\bar{e} r)(P_{\rho}, q) - \bar{e}^{\tau} \bar{\xi}^{-(\rho z)} - \tau \varphi \bar{\xi}^{-(\rho z)}
- \Delta t \tau \varphi (\bar{\xi}^{-(\rho z)}) D_{t}z + O_{\lambda}(1) \frac{\Delta t^{2}}{\rho^{2m+2}T^{4m+2}}(\bar{e}^{+}z), \tag{B.6}
\]
and with
\[
A_{i}z = 6 \tau^{2}(\bar{e} \theta)^{2}(\rho z) \frac{\partial^{2}}{\partial z^{2}}(\bar{e} \xi^{2}), \quad A_{2}z = \tau^{4}(\bar{e} \theta)^{4}(\rho z)^{4} \frac{\partial}{\partial z}(\bar{e} \xi^{4}),
A_{3}z = \partial_{x}^{2}(\bar{e} \xi^{3}), \quad A_{4}z = 6 \tau^{2}(\bar{e} \theta)^{2}(\rho z) \frac{(\rho z)^{2}}{\rho^{2}} \partial_{x}(\bar{e} \xi^{2}), \tag{B.7}
\]
and
\[
B_{1}z = -D_{t}z, \quad B_{2}z = -4 \tau^{2}(\bar{e} \theta)^{3}(\rho z)^{3} \frac{\partial}{\partial z}(\bar{e} \xi^{3}), \quad B_{3}z = -4 \tau(\bar{e} \theta)(\rho z) \partial_{x}^{2}(\bar{e} \xi^{2}). \tag{B.8}
\]
At this point, we have used that \( s = \tau \theta \).

From (B.5), we readily identify the identity sought in the classical methodology developed in [F196]. The splitting we have used here is inspired by the work [CMP15]. Comparing to the identity shown there, we see that we have two additional terms on the right hand side of (B.5) with a factor \( \Delta t \) in front and, of course, we have the time discrete derivative \( D_{t}z \) instead of the continuous one in the term \( B_{1}z \).

**B.2 Estimate of the cross product**

Notice that equality (B.5) is written in the primal mesh \( \mathcal{P} \). Thus, following the classical method, we take the \( L_{2}^{2} \)-norm on both sides, which yields
\[
\|A_{z}\|_{L_{2}^{2}(Q)}^{2} + \|B_{z}\|_{L_{2}^{2}(Q)}^{2} + 2 \langle A_{z}, B_{z} \rangle_{L_{2}^{2}(Q)} = \|g\|_{L_{2}^{2}(Q)}^{2}. \tag{B.9}
\]
In this part, we will dedicate to estimate the term \( (A_{z}, B_{z})_{L_{2}^{2}(Q)} \). Developing further, we set \( I_{ij} := (A_{i}z, B_{j}z)_{L_{2}^{2}(Q)} \).

**B.2.1 Estimates that do not involve time-discrete operations**

As it can be noticed, some of the terms in the cross product \( (A_{z}, B_{z})_{L_{2}^{2}(Q)} \) do not require time-discrete computations. Indeed, only \( I_{11}, I_{21}, I_{31} \) and \( I_{41} \) require a time-discrete integration by parts. All of the others, can be carried out with a standard integration by parts in the space variable and just bearing in mind the notation for the shift \( \bar{e}^{-} \). To keep this step short, we only present the final result for such terms.

Employing the notation \( s(t) = \tau \theta(t) \), we have
\[
\begin{align*}
I_{12} &= 60 \int_{Q} (\bar{e} s)^{3} \lambda^{3}(\rho z)^{3} \beta_{x} \phi^{3} \partial_{x}(\bar{e} \xi^{3}) |^{2} + 60 \int_{Q} (\bar{e} s)^{5} \lambda^{5}(\rho z)^{5} \phi^{5} \partial_{x}(\bar{e} \xi^{5}) |^{2}, \\
I_{13} &= -12 \int_{0}^{T} (\bar{e} s)^{3} \lambda^{3}(\rho z)^{3} \phi^{3} \partial_{x}^{2}(\bar{e} \xi^{3}) |^{2} + 36 \int_{Q} (\bar{e} s)^{3} \lambda^{3}(\rho z)^{3} \beta_{xx} \phi^{3} \partial_{x}^{2}(\bar{e} \xi^{3}) |^{2} \\
&\quad + 36 \int_{Q} (\bar{e} s)^{3} \lambda^{4}(\rho z)^{4} \beta_{xx} \phi^{3} \partial_{x}^{2}(\bar{e} \xi^{3}) |^{2}, \\
I_{22} &= 14 \int_{Q} (\bar{e} s)^{3} \lambda^{3}(\rho z)^{3} \beta_{xx} \phi^{3} \partial_{x}^{2}(\bar{e} \xi^{3}) |^{2} + 14 \int_{Q} (\bar{e} s)^{3} \lambda^{3}(\rho z)^{3} \beta_{xx} \phi^{3} \partial_{x}^{2}(\bar{e} \xi^{3}) |^{2},
\end{align*}
\]
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We observe that the first two terms above have a prescribed sign. Note that the same is true for the

\[ P = 2 \int_{Q} (\epsilon^{-s})^5 \lambda^6 (\beta_x) 6 \phi^5 |\partial_x(\epsilon^{-z})|^2 - 30 \int_{Q} (\epsilon^{-s})^5 \lambda^5 (\beta_x) 4 \beta_x \phi^5 |\partial_x(\epsilon^{-z})|^2 \\
+ 2 \int_{Q} (\epsilon^{-s})^5 \lambda^5 \left( (\beta_x) 5 \phi^5 \right)_{xx} (\epsilon^{-z})^2, \]

\[ P = -6 \int_{Q} (\epsilon^{-s})^3 \lambda^3 (\beta_x) 2 \beta_{xx} \phi^3 |\partial_x^2(\epsilon^{-z})|^2 - 6 \int_{Q} (\epsilon^{-s})^3 \lambda^4 (\beta_x) 4 \phi^3 |\partial_x^2(\epsilon^{-z})|^2 \\
+ 2 \int_{0} (\epsilon^{-s})^3 \lambda^3 (\beta_x) 3 \phi^3 |\partial_x^2(\epsilon^{-z})|^2 \bigg|_0^1, \]

\[ P = -6 \int_{0} (\epsilon^{-s})^3 \lambda(\beta_x)^3 |\partial_x^2(\epsilon^{-z})|^2 \bigg|_0^1 + 2 \int_{Q} (\epsilon^{-s}) \lambda \beta_{xx} \phi |\partial_x^2(\epsilon^{-z})|^2 \]

\[ P = -2 \int_{Q} (\epsilon^{-s}) \lambda^2 (\beta_x) 2 \phi |\partial_x^2(\epsilon^{-z})|^2, \]

\[ \int_{Q} (\epsilon^{-s}) \lambda^2 (\beta_x) 2 \phi |\partial_x^2(\epsilon^{-z})|^2 = 0 \]

Adding up all the boundary terms above and using (A.3) with property (3.5), we see that

\[ -10 \int_{0}^T s^3 \lambda^3 (\beta_x)^3 \phi^3 |\partial_x^2 z|^2 \bigg|_0^1 - 2 \int_{0}^T s \lambda \beta_{xx} \phi |\partial_x^2 z|^2 \bigg|_0^1 \geq 0, \]

thus we shall drop them hereinafter.

**B.2.2 Estimates involving time-discrete computations**

- **Estimate of I_{11}**. This is the most delicate estimate. Integrating by parts in space we have

\[ I_{11} = 6 \int_{Q} \tau^2 (\epsilon^{-s}) 2 \lambda^2 (\beta_x)^2 \phi^2 |\partial_x(\epsilon^{-z})| \partial_x(z) \int_{Q} \tau^2 (\epsilon^{-s}) 2 \lambda^2 (\beta_x)^2 \phi^2 |\partial_x(\epsilon^{-z})| \partial_x(z) \]

\[ =: I_{11}^{(1)} + I_{11}^{(2)}. \]

We keep $I_{11}^{(1)}$ since it will be canceled in a subsequent step. For the second term, we have using formula (A.2) and then integrating in time that

\[ I_{11}^{(2)} = 3 \int_{Q} \tau^2 (\epsilon^{-s}) 2 \lambda^2 (\beta_x)^2 \phi^2 |\partial_x(\epsilon^{-z})|^2 - 3 \Delta t \int_{Q} \tau^2 (\epsilon^{-s}) 2 \lambda^2 (\beta_x)^2 \phi^2 (\partial_x z)^2 \\
= 3 \int_{0}^1 \tau^2 (\phi^M + \frac{1}{2})^2 \lambda^2 (\beta_x)^2 \phi^2 |\partial_x z|^2 \bigg|_0^1 - 3 \int_{0}^1 \tau^2 (\phi^M + \frac{1}{2})^2 \lambda^2 (\beta_x)^2 \phi^2 |\partial_x z|^2 \\
\begin{align*}
&\quad - 3 \Delta t \int_{Q} \tau^2 (\epsilon^{-s}) 2 \lambda^2 (\beta_x)^2 \phi^2 (\partial_x z)^2 .
\end{align*} \]

We observe that the first two terms above have a prescribed sign. Note that the same is true for the
term $\mathcal{P}$, nonetheless has the bad sign and cannot be dropped.

Let us find a bound for $\mathcal{P}$. Using Lemma A.5(i) with $\ell = 2$ we have

\[ |\mathcal{P}| \leq C \int_{Q} \left\{ T (\epsilon^{-s})^2 2^1 + \frac{\Delta t}{\delta 2^m + 2 T^m} + 2 \right\} \tau^2 (\epsilon^{-s}) 2 \lambda^2 (\beta_x)^2 |\partial_x(\epsilon^{-z})|^2. \]
Using the definitions of $\xi^-$ and $\xi^+$, we can shift the indices in the above equation to deduce

$$|P| \leq C \int_Q \left\{ T(\xi^- \theta)^{2+1/m} + \frac{\Delta t}{\delta_{2m+2} T^{4m+2}} \right\} \tau^2 (\partial_x (\xi^- z))^2$$

$$+ C \int_0^1 \left\{ T(\theta^M \xi^+ \theta)^{2+1/m} + \frac{\Delta t}{\delta_{2m+2} T^{4m+2}} \right\} \tau^2 (\partial_x z^{M+\frac{1}{2}})^2$$

$$- C \int_0^1 \left\{ T(\theta^\frac{1}{2})^{2+1/m} + \frac{\Delta t}{\delta_{2m+2} T^{4m+2}} \right\} \tau^2 (\partial_x z^{\frac{1}{2}})^2.$$

(B.11)

Now, we turn our attention to $Q$. Noting that $\overline{D}_t$ and $\partial_x$ commute, we can integrate by parts in the space variable to get

$$Q = 3 \Delta t \int_Q \tau^2 (\xi^- \theta)^2 \lambda^2 (\beta_x)^2 \phi^2 \overline{D}_t \partial_x^2 z$$

$$+ 3 \Delta t \int_Q \tau^2 (\xi^- \theta)^2 \lambda^2 ((\beta_x)^2 \phi^2)_x \overline{D}_t \partial_x z =: Q_1 + Q_2.$$

We observe that there are not boundary terms since $q \in (H^2_0(0,1))$ and thus $z^{n+\frac{1}{2}} = \partial_x z^{n+\frac{1}{2}} = 0$ for $n \in [1, M+1]$. Using Cauchy-Schwarz and Young inequalities, we get

$$|Q_1| \leq \theta \Delta t \int_Q (\overline{D}_t \partial_x^2 z)^2 + \frac{C}{\theta} \Delta t \int_Q \tau^4 (\xi^- \theta)^4 \lambda^4 (\beta_x)^4 \phi^4 \overline{D}_t z^2$$

for any $0 < \theta < 1$ and some $C > 0$ uniform with respect to $\Delta t$. For $Q_2$, we have after integration by parts in space

$$Q_2 = - \frac{3 \Delta t}{2} \int_Q \tau^2 (\xi^- \theta)^2 \lambda^2 ((\beta_x)^2 \phi^2)_{xx} \overline{D}_t z^2.$$

Once again, we do not have boundary terms since $q \in (H^2_0(0,1))$.

Overall, collecting the above terms, we have

$$I_{11} \geq I_{11}^{(1)} - C \int_Q T(\xi^- \theta)^{2+1/m} \tau^2 (\beta_x)^2 \phi^2 |\partial_x z (\xi^- z)|^2 - \theta \Delta t \int_Q (\overline{D}_t \partial_x^2 z)^2$$

$$- CX_{11} - C \left( 1 + \frac{1}{\theta} \right) Y_{11} - CW_{11},$$

(B.12)

for any $0 < \theta < 1$ and some constant $C > 0$, with

$$X_{11} := \frac{\Delta t}{\delta_{2m+2} T^{4m+2}} \int_Q \tau^2 (\beta_x)^2 \phi^2 |\partial_x z (\xi^- z)|^2$$

$$Y_{11} := \Delta t \int_Q \tau^2 (\xi^- \theta)^2 \lambda^2 ((\beta_x)^2 \phi^2)_{xx} |(\overline{D}_t z)|^2 + \Delta t \int_Q \tau^4 (\xi^- \theta)^4 \lambda^4 (\beta_x)^4 \phi^4 |(\overline{D}_t z)|^2$$

$$W_{11} := \int_0^1 \tau^2 (\theta^\frac{1}{2})^2 \lambda^2 (\beta_x)^2 \phi^2 |\partial_x z|^2 + \int_0^1 \left\{ T(\theta^{M+\frac{1}{2}})^{2+1/m} + \frac{\Delta t}{\delta_{2m+2} T^{4m+2}} \right\} \tau^2 (\beta_x)^2 \phi^2 |\partial_x z^{M+\frac{1}{2}}|^2.$$

- **Estimate of $I_{21}$**. Using formula (A.2) we have

$$I_{21} = - \int_Q \tau^4 (\xi^- \theta)^4 \lambda^4 (\beta_x)^4 \phi^4 (\xi^- z) \overline{D}_t z$$

$$= - \frac{1}{2} \int_Q \tau^4 (\xi^- \theta)^4 \lambda^4 (\beta_x)^4 \phi^4 \overline{D}_t z^2 + \frac{\Delta t}{2} \int_Q \tau^4 (\xi^- \theta)^4 \lambda^4 (\beta_x)^4 \phi^4 \overline{D}_t z^2$$

$$=: I_{21}^{(1)} + I_{21}^{(2)}.$$

(B.13)
We notice that $I_{21}^{(2)}$ is positive. On the other hand, discrete integration by parts in the first term yields
\begin{equation}
I_{21}^{(1)} = \frac{1}{2} \int_Q \partial_t (\theta^4) \tau^4 \lambda^4 (\beta_z)^4 \phi^4 (\vec{t} + z)^2 - \frac{1}{2} \int_0^1 \tau^4 (\theta^{M + \frac{1}{2}})^4 \lambda^4 (\beta_z)^4 \phi^4 |z^M + \frac{1}{2}|^2 \\
+ \frac{1}{2} \int_0^1 \tau^4 (\theta^z)^4 \lambda^4 (\beta_z)^4 \phi^4 |z^\frac{1}{2}|^2.
\end{equation}
(B.14)

Let us focus now on the first term of the above expression. Using Lemma A.5(i) with $\ell = 4$ we have
\begin{equation}
\left| \frac{1}{2} \int_Q \partial_t (\theta^4) \tau^4 \lambda^4 (\beta_z)^4 (\vec{t} + z)^2 \right| \leq C \int_Q \{ T(\vec{t} - \theta)^{4+1/m} + \frac{\Delta t}{\delta_{4m+2T^{8m+2}}} \} \tau^4 \lambda^4 (\beta_z)^4 \phi^4 (\vec{t} + z)^2
\end{equation}
whence, shifting the indices in the right-hand side, we get
\begin{equation}
\left| \frac{1}{2} \int_Q \partial_t (\theta^4) \tau^4 \lambda^4 (\beta_z)^4 (\vec{t} + z)^2 \right| \\
\leq C \int_Q \left\{ \frac{T(\vec{t} - \theta)^{4+1/m} + \frac{\Delta t}{\delta_{4m+2T^{8m+2}}} \} \tau^4 \lambda^4 (\beta_z)^4 \phi^4 (\vec{t} - z)^2 \\
+ \int_0^1 \left\{ \frac{T(\theta^{M + \frac{1}{2}})^4 + \frac{\Delta t}{\delta_{4m+2T^{8m+2}}} \} \tau^4 \lambda^4 (\beta_z)^4 \phi^4 (z^M + \frac{1}{2})^2 \\
- \int_0^1 \left\{ T(\theta^z)^{4+1/m} + \frac{\Delta t}{\delta_{4m+2T^{8m+2}}} \} \tau^4 \lambda^4 (\beta_z)^4 \phi^4 (z^\frac{1}{2})^2. \right. \right. \right. \right.
\end{equation}
(B.15)

Combining (B.13)–(B.15) and dropping the corresponding positive terms, we can bound $I_{21}$ from below as follows
\begin{equation}
I_{21} \geq -C \int_Q T(\vec{t} - \theta)^{4+1/m} \tau^4 \lambda^4 (\beta_z)^4 \phi^4 (\vec{t} - z)^2 - CX_{21} - CW_{21}
\end{equation}
(B.16)
for some $C > 0$ uniform with respect to $\Delta t$, with
\begin{align*}
X_{21} &:= \frac{\Delta t}{\delta_{4m+2T^{8m+2}}} \int_Q \tau^4 \lambda^4 (\beta_z)^4 \phi^4 (\vec{t} - z)^2, \\
W_{21} &:= \int_0^1 \left( \frac{(\theta^{M + \frac{1}{2}})^4 + T(\theta^{M + \frac{1}{2}})^{4+1/m} + \frac{\Delta t}{\delta_{4m+2T^{8m+2}}} \} \tau^4 \lambda^4 \phi^4 (z^M + \frac{1}{2})^2. \right.
\end{align*}

- **Estimate of $I_{31}$.** Since $q \in (H_0^2 (0, 1))^\mathbb{P}$ and thus $z^n - \frac{1}{4} = \partial_z z^n - \frac{1}{4} = 0$ for $n \in [1, M + 1]$, we can integrate by parts in the space variable twice and obtain
\begin{align*}
I_{31} &= -\int_Q \partial_t \partial_z^2 (\vec{t} - z) \partial_z z - \int_Q \partial_t \partial_z^2 (\vec{t} - z) \partial_z \partial_z^2 z \\
&= -\frac{1}{2} \int_Q \partial_t \partial_z^2 z + \frac{\Delta t}{2} \int_Q \left( \partial_t \partial_z^2 z \right)^2,
\end{align*}
and using discrete integration by parts in the first term we get
\begin{equation}
I_{31} \geq \frac{\Delta t}{2} \int_Q \left( \partial_t \partial_z^2 z \right)^2 - W_{31}
\end{equation}
(B.17)
with $W_{31} := \frac{1}{2} \int_0^1 \left| \partial_z^2 z^M + \frac{1}{2} \right|^2$.

**Remark B.1.** Unlike for the time-discrete heat equation (see [BHS20, Eq. (2.20)]), we keep the positive term in (B.17) since it will help to absorb the similar term coming from (B.12). We emphasize that in the continuous case $I_{31} \equiv 0$. 
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- Estimate of $I_{41}$. We readily have

$$I_{41} = -6 \int_Q \tau^2 (\bar{\xi} - \theta)^2 \lambda^2 ((\beta_s)^2 \phi^2)_x \partial_x (\bar{\xi} - z) \overline{D_t z} = - I_{41}^{(1)}. \quad (B.18)$$

Recalling the notation $s(t) = \tau \theta(t)$, we can put together estimates (B.12), (B.16), (B.17), (B.18) and fix $\vartheta > 0$ small enough to obtain

$$\sum_{i=1}^4 I_{41} \geq c \Delta t \int_Q (\overline{D_t \partial_x^2 z})^2 - C \int_Q T(\bar{\xi} - \theta)^{1/m}(\bar{\xi} - s)^2 \lambda^2 (\beta_s)^2 \phi^2 |\partial_x (\bar{\xi} - z)|^2$$

$$- C \int_Q T(\bar{\xi} - \theta)^{1/m} \lambda^4 (\beta_s)^4 \phi^4 |\bar{\xi} - z|^2 - C X - C Y - C W, \quad (B.19)$$

for some constants $c, C > 0$ uniform with respect to $\Delta t$, with $X := X_{11} + X_{21}$, $Y := Y_{11}$, and $W = W_{11} + W_{21} + W_{31}$.

**Remark B.2.** Estimate (B.19) resembles the one obtained in the continuous setting, in fact, the second and third terms the expected ones. All of the other terms are related to the time-discrete nature of our problem. The terms collected in $X$ and $Y$ depend directly on the parameter $\Delta t$, while the terms in $W$ appear since our Carleman weight does not blow up as $t \to 0^+$ and $t \to T^-$.

**B.3 Towards the Carleman estimate**

For a set $U \subset \Omega$, we define

$$I_U(z; \lambda) = \int_Q (\bar{\xi} - s)^7 \lambda^6 \phi^7 (\bar{\xi} - z)^2 + \int_Q (\bar{\xi} - s)^5 \lambda^6 \phi^7 |\partial_x (\bar{\xi} - z)|^2$$

$$+ \int_Q (\bar{\xi} - s)^3 \lambda^4 \phi^3 |\partial^2_x (\bar{\xi} - z)|^2 + \int_Q (\bar{\xi} - s)^2 \lambda^2 |\partial^3_x (\bar{\xi} - z)|^2. \quad (B.20)$$

As usual in other proofs for Carleman estimates, using the properties of the weight $\beta$ (see eq. (3.4)) and collecting the terms $I_{ij}$ from Sections B.2.1 and B.2.2, we have that for $\lambda \geq C$ and $\tau \geq CT^{2m-1/3}$ the following estimate holds

$$\sum_{i=1}^4 \sum_{j=1}^3 I_{ij} \geq C I_{\mathcal{M} \omega_0}(z; \tau, \lambda) = CI_{\Omega}(z; \tau, \lambda) - CI_{\omega_0}(z; \tau, \lambda),$$

for some $C > 0$ only depending on $\omega$. So far, from (B.9) and the above estimate, we have

$$I_{\Omega}(z; \tau, \lambda) + \|A_z\|^2_{L^2_{\ell^p}(Q)} + \|B_z\|^2_{L^2_{\ell^p}(Q)} \leq C \left( \|g\|^2_{L^2_{\ell^p}(Q)} + I_{\omega_0}(z; \tau, \lambda) + X + Y + Z \right) \quad (B.21)$$

for any $\lambda \geq C$ and $\tau \geq CT^{2m-1/3}$.

We will add terms containing $\overline{D_t z}$ and $\partial_x^4 (\bar{\xi} - z)$ in the left-hand side of the above equation. From (B.7), we have

$$\| (\bar{\xi} - s)^{-1/2} \phi^{-1/2} \partial_x^4 (\bar{\xi} - z) \|^2_{L^2_{\beta}(Q)}$$

$$\leq C \left( \| (\bar{\xi} - s)^{-1/2} A_z \|^2_{L^2_{\ell^p}(Q)} + \| (\bar{\xi} - s)^{3/2} \lambda^2 \phi^{3/2} \partial_x^2 (\bar{\xi} - z) \|^2_{L^2_{\beta}(Q)} \right)$$

$$+ C \left( \| (\bar{\xi} - s)^{7/2} \lambda^4 \phi^{7/2} (\bar{\xi} - z) \|^2_{L^2_{\beta}(Q)} + \| (\bar{\xi} - s)^{5/2} \lambda^2 \phi^{5/2} \partial_x (\bar{\xi} - z) \|^2_{L^2_{\beta}(Q)} \right),$$

where we have used that $\| (\beta_s)^2 \| x \| \leq C \lambda \phi^2$ and have taken $\lambda \geq 1$ and $\tau \geq C T^{2m}$. Similarly, from (B.8) we get

$$\| (\bar{\xi} - s)^{-1/2} \phi^{-1/2} \overline{D_t z} \|^2_{L^2_{\beta}(Q)} \leq C \| (\bar{\xi} - s)^{-1/2} \phi^{-1/2} B_z \|^2_{L^2_{\beta}(Q)} + C \| (\bar{\xi} - s)^{5/2} \lambda^3 \phi^{3/2} \partial_x (\bar{\xi} - z) \|^2_{L^2_{\beta}(Q)}$$

$$+ C \| (\bar{\xi} - s)^{1/2} \lambda \phi^{1/2} \partial_x^2 (\bar{\xi} - z) \|^2_{L^2_{\beta}(Q)}.$$
Thus, taking into account the above estimates and increasing (if necessary) the value of \( \tau \) such that \( s(t) \geq 1 \), estimate (B.21) becomes

\[
\int\int_Q \left( \mathbf{g}^{-1} \right) \left[ D_t z \right]^2 + \left| \partial_x^2 (\mathbf{g}^{-1} \mathbf{g}) \right|^2 + I_{\Omega}(\mathbf{g}) 
\leq C \left( \| \mathbf{g} \|_{L^\infty(Q)}^2 + I_{\omega_0}(\mathbf{g}) + X + Y + Z \right)
\]  \tag{B.22}

for all \( \lambda \geq C \) and \( \tau \geq C(T^{2m} + T^{-2m-1/3}) \).

### B.4 Absorbing discrete related terms

In this step, we will absorb the remaining terms in the right-hand side of (B.26) by choosing the Carleman parameters in a specific order. We begin by choosing \( \lambda_0 \geq 1 \) large enough (only depending on \( \omega_0 \) and \( \omega \)) and set \( \lambda = \lambda_0 \) for the rest of the proof.

We begin with the following result.

**Lemma B.3.** There exists \( C_{\lambda_0} > 0 \) such that

\[
\| \mathbf{g} \|_{L^\infty(Q)}^2 \leq C_{\lambda_0} \left( \int\int_Q \left( \mathbf{g}^{-1} \right) P_\sigma q \|^{2} + \tau^{-1} I_{\Omega}(\mathbf{g}) + X_\sigma + Y_\sigma + W_\sigma \right)
\]  \tag{B.23}

for all \( \tau \geq \tau_0(T^{2m} + T^{-2m-1/3}) \) where \( \tau_0 \) is a positive constant only depending on \( \lambda_0 \) and

\[
X_\sigma := \left( \frac{\Delta \tau^2}{\sigma^2 + 2T^{4m+1}} \right)^2 \int\int_Q \left( \mathbf{g}^{-1} \right) \left( \frac{\tilde{r}}{\sigma} \right)^2, \quad Y_\sigma := \left( \frac{\Delta \tau^2}{\sigma^2 + 2T^{4m+1}} \right)^2 \int\int_Q \left( \mathbf{g}^{-1} \right) \left( \frac{\tilde{r}}{\sigma} \right)^2 + T \int\int_Q \left( \mathbf{g}^{-1} \right) \left( \frac{\tilde{r}}{\sigma} \right)^2 \left( \frac{\tilde{r}}{\sigma} \right), \tag{B.24}
\]

\[
W_\sigma := \left( \frac{\Delta \tau^2}{\sigma^2 + 2T^{4m+1}} \right)^2 \int\int_Q \left| \frac{\tilde{r}}{\sigma} \right|^2. \tag{B.25}
\]

**Proof.** The proof follows by successive applications of triangle and Young inequalities. Looking at the definition of \( g \), see eq. (B.6), the first term of (B.23) is obvious. The second term comes from estimating the terms in \( RT \) in (B.6) by using the fact that \( \beta \in C^4([0, 1]) \) and \( \tau \geq C T^{2m} \) for some \( C > 0 \) only depending on \( \lambda_0 \). The third term in (B.6) can be incorporated on the second one in (B.23) by noting that \( \| \mathbf{g} \|_{C^4([0, 1])} \leq C T \| \mathbf{g} \|_{C^4([0, 1])} \) for \( \mathbf{g} \in C^4([0, 1]) \) and taking \( \tau \geq C T^{2m-1/3} \) for some \( C > 0 \) only depending on \( \lambda_0 \). The terms in \( X_\sigma, Y_\sigma \) and \( W_\sigma \) can be obtained straightforwardly. \( \square \)

Using inequality (B.23) in (B.26) and since \( \| \phi \|_{C^4([0, 1])} \leq C \lambda_0(1) \), we have

\[
\int\int_Q \left( \mathbf{g}^{-1} \right) \left[ D_t z \right]^2 + \left| \partial_x^2 (\mathbf{g}^{-1} \mathbf{g}) \right|^2 + I_{\Omega}(\mathbf{g}) 
\leq C \lambda_0 \left( \int\int_Q \left( \mathbf{g}^{-1} \right) P_\sigma q \|^{2} + I_{\omega_0}(\mathbf{g}) + X + Y + W \right)
\]  \tag{B.26}

for any \( \tau \geq \tau_0(T^{2m} + T^{-2m-1/3}) \), where \( \tau_0 \) is a positive constant only depending on \( \lambda_0 \). In (B.26), for \( U \subset \Omega \) we have abridged

\[
I_U(\mathbf{g}) = \int\int_U \left( \mathbf{g}^{-1} \right) \left[ D_t z \right]^2 + \int\int_U \left( \mathbf{g}^{-1} \right) \left[ \partial_x^2 (\mathbf{g}^{-1} \mathbf{g}) \right]^2 + \int\int_U \left( \mathbf{g}^{-1} \right) \left[ \partial_x (\mathbf{g}^{-1} \mathbf{g}) \right]^2
\]

for \( \lambda \geq C \) and \( \tau \geq C(T^{2m} + T^{-2m-1/3}) \).
and we have collected similar terms so

\[
\begin{align*}
X & := \frac{\Delta t^2}{\delta^{2m+2}T^{4m+2}} \int_{Q} |\partial_x (\tilde{t} - z)|^2 + \frac{\Delta t^4}{\delta^{4m+2}T^{8m+2}} \int_{Q} (\tilde{t} - z)^2 + \left( \frac{\Delta t^2}{\delta^{2m+2}T^{4m+2}} \right)^2 \int_{Q} (\tilde{t} - z)^2, \\
Y & := \Delta t \int_{Q} (\tilde{t} - s)^2 (\bar{D}_t z)^2 + \Delta t \int_{Q} (\tilde{t} - s)^4 (\bar{D}_t z)^2 + (\Delta t^2) z^2 T^2 \int_{Q} (\tilde{t} - \theta)^2 (1 + 1/m) (\bar{D}_t z)^2, \\
W & := \int_{0}^{1} \tau^2 (\tilde{t} - s)^2 |\partial_x \tilde{t}|^2 + \int_{0}^{1} \left\{ T (\tilde{t} - s)^2 + \frac{\Delta t}{\delta^{2m+2}T^{4m+2}} \right\} \tau^2 |\partial_x \tilde{t}|^2 + \frac{1}{2} \int_{0}^{1} |\partial_x^2 \tilde{t}|^2 + \left( \frac{\Delta t^2}{\delta^{2m+2}T^{4m+2}} \right)^2 \int_{0}^{1} |\partial_x \tilde{t}|^2.
\end{align*}
\]

As in [BHS20], using the parameter \( \Delta t \), we will estimate the terms in \( \mathbf{X} \) and \( \mathbf{Y} \). The results read as follows.

**Lemma B.4.** For any \( \tau \geq 1 \), there exists \( \epsilon = \epsilon(\lambda_0) \) such that for

\[
0 < \frac{\Delta t^5}{\delta^{10m+14m}} \leq \epsilon
\]

the following estimate holds

\[
\mathbf{X} + \mathbf{Y} \leq \epsilon \left( \int_{Q} (\tilde{t} - s)^7 (\tilde{t} - z)^2 + \int_{Q} (\tilde{t} - s)^5 |\partial_x (\tilde{t} - z)|^2 + \int_{Q} (\tilde{t} - s)^5 (\bar{D}_t z)^2 \right). \tag{B.28}
\]

**Proof.** We increase the value of \( \tau_0 \) so that \( \tau_0 \geq 1 \) and \( \tau \geq 1 \). In fact, notice that

\[
\tau_0 \leq \tau_0 \left( 1 + \frac{1}{T^{1/3}} \right) \leq \tau \theta = s(t), \quad \text{for all } t \in [0, T]. \tag{B.29}
\]

By assumption \( \delta \leq 1/2 \) and \( 0 < T < 1 \), thus using that \( m \geq 1/3 \), we have

\[
\frac{\Delta t^5}{\delta^{10m+14m}} + \frac{\Delta t^5}{\delta^{10m+14m}} \leq \frac{\Delta t^5}{\delta^{10m+14m}}. \quad \text{Hence, provided } \frac{\Delta t^5}{\delta^{10m+14m}} \leq \epsilon_1 \text{ with } \epsilon_1 > 0 \text{ small enough, we readily see that}
\]

\[
\mathbf{X} \leq 4(\epsilon_1 + \epsilon_1^2) \left( \int_{Q} (\tilde{t} - s)^5 |\partial_x (\tilde{t} - z)|^2 + \int_{Q} (\tilde{t} - s)^5 (\tilde{t} - z)^7 \right).
\]

On the other hand, recalling that \( \max_{t \in [0, T]} \theta(t) \leq \frac{1}{1 + 2 \tau_0} \), we have

\[
\mathbf{Y} \leq \left( \frac{\Delta t^3}{\delta^{3m+7m}} \right)^2 + \left( \frac{\Delta t^5}{\delta^{5m+13m}} \right)^2 \int_{Q} (\tilde{t} - s)^{-1} (\bar{D}_t z)^2 \leq (2\epsilon_2 + \epsilon_2^2) \int_{Q} (\tilde{t} - s)^{-1} (\bar{D}_t z)^2,
\]

provided \( \frac{\Delta t^5}{\delta^{10m+1m}} \leq \epsilon_2 \) for \( \epsilon_2 > 0 \) small enough. To conclude, it is enough to combine the above smallness conditions into (B.27) for some \( \epsilon > 0 \) small enough.

Using Lemma B.4 with \( \epsilon = 1/2C_{\lambda_0} \), where \( C_{\lambda_0} > 0 \) is the constant appearing in (B.26), we can absorb all the terms in \( \mathbf{X} \) and \( \mathbf{Y} \), thus obtaining

\[
\int_{Q} (\tilde{t} - s)^{-1} \left[ (\bar{D}_t z)^2 + |\partial_x^2 (\tilde{t} - z)|^2 \right] + I_{\Omega}(z) \leq C_{\lambda_0} \left( \int_{Q} (\tilde{t} - r)^2 |P\sigma q|^2 + I_{\omega_0}(z) + W \right). \tag{B.30}
\]

As in other discrete-Carleman works, we cannot remove the terms in \( W \), but just estimate them. The following result gives a bound.
Lemma B.5. Under the hypothesis of Lemma B.4, there exists $C > 0$ only depending on $m$ such that

$$W \leq C(1 + \epsilon)(\Delta t)^{-1} \left( \int_0^1 |z|^{M + \frac{1}{2}} |^2 + \int_0^1 |\partial_x z|^2 + |\partial_x z^{M + \frac{1}{2}}| |^2 \right).$$  \hspace{1cm} \text{(B.31)}

Proof. Under the hypothesis of the lemma and recalling that $\delta \leq 1/2$, we have $\Delta t \leq (\delta T)^m/2^m$ and hence

$$\max_{t \in [0,T + \Delta t]} \theta(t) \leq \frac{2^m}{\delta^m T^{2m}}. \hspace{1cm} \text{(B.32)}$$

Inequality (B.31) follows from this estimate and direct computations. \hfill \Box

Using estimate (B.31) in (B.30), we obtain

$$\int_Q (\bar{t} - s)^{-1} \left[ |D_t x|^2 + |\partial_t^4 (\bar{t} - z)|^2 \right] + I_0(z) \leq C_{\lambda_0} \left( \int_Q (\bar{t} - r)^2 |P_x q|^2 + I_w(z) \right)$$

$$+ C_{\lambda_0} (\Delta t)^{-1} \left( \int_0^1 |z|^{M + \frac{1}{2}} |^2 + \int_0^1 |\partial_x z|^2 + |\partial_x z^{M + \frac{1}{2}}| |^2 \right), \hspace{1cm} \text{(B.33)}$$

for $\tau \geq r_0(T^{2m} + T^{2m-1/3})$ and $\Delta t r^5(\delta^{10m}T^{14m})^{-1} \leq \epsilon_0$.

B.5 Conclusion

Once we have proved (B.33), the conclusion follows from standard arguments, so we present them briefly.

To have a Carleman estimate with only observation in $L^1$, let $\omega_1$ be an open set such that $\omega_0 \subseteq \omega_1 \subseteq \omega$ and a cut-off function $\rho \in C_c^\infty(\omega_1)$ such that $\rho = 1$ in $\omega_0$. Then, integrating by parts

$$\int_{\omega_0 \times (0,T)} (\bar{t} - s)^{-1} |D_t x|^2 \leq \int_{\omega_1 \times (0,T)} (\bar{t} - s)^2 |D_t x|^2$$

$$- \int_{\omega_1 \times (0,T)} (\bar{t} - s)^2 |D_t x|^2 + \frac{1}{2} \int_{\omega_1 \times (0,T)} (\bar{t} - s)^2 |\partial_x^2 (\bar{t} - z)|^2$$

$$\leq \gamma \int_Q (\bar{t} - s)^{-1} |D_t x|^2 + C \gamma \int_{\omega_1 \times (0,T)} (\bar{t} - s)^2 |D_t x|^2$$

for any $\gamma > 0$. Here, we have also used that $s(t) \geq 1$ (see eq. (B.29)) to adjust the powers of $s$ in the last term. By an analogous procedure, if $\omega_2$ is an open set such that $\omega_1 \subseteq \omega_2 \subseteq \omega$, then it is not difficult to see that

$$\int_{\omega_1 \times (0,T)} (\bar{t} - s)^2 |\partial_x^2 (\bar{t} - z)|^2 \leq \gamma \int_{\omega_1 \times (0,T)} (\bar{t} - s)^2 |\partial_x^2 (\bar{t} - z)|^2 + C \gamma \int_{\omega_2 \times (0,T)} (\bar{t} - s)^2 |\partial_x (\bar{t} - z)|^2$$

and

$$\int_{\omega_2 \times (0,T)} (\bar{t} - s)^2 |\partial_x (\bar{t} - z)|^2 \leq \gamma \int_{\omega_2 \times (0,T)} (\bar{t} - s)^2 |\partial_x^2 (\bar{t} - z)|^2 + C \gamma \int_{\omega_1 \times (0,T)} (\bar{t} - s)^2 |\partial_x (\bar{t} - z)|^2.$$

Combining the above inequalities, putting them into (B.33) and taking $\gamma > 0$ small enough yields

$$\int_Q (\bar{t} - s)^{-1} \left[ |D_t x|^2 + |\partial_t^4 (\bar{t} - z)|^2 \right] + I_0(z) \leq C_{\lambda_0} \int_Q (\bar{t} - r)^2 |P_x q|^2$$

$$+ C_{\lambda_0} (\Delta t)^{-1} \left( \int_0^1 |z|^{M + \frac{1}{2}} |^2 + \int_0^1 |\partial_x z|^2 + |\partial_x z^{M + \frac{1}{2}}| |^2 \right), \hspace{1cm} \text{(B.34)}$$

for $\tau \geq r_0(T^{2m} + T^{2m-1/3})$ and $\Delta t r^5(\delta^{10m}T^{14m})^{-1} \leq \epsilon_0$.

Finally, we shall come back to the original variable. Recalling identity (B.1), a straightforward computation gives

$$\frac{1}{C} r^2 \left( s^2 |q|^2 + s^2 |\partial_x q|^2 + s^3 |\partial_x^2 q|^2 + s |\partial_x^3 q|^2 + s^{-1} |\partial_x^4 q|^2 \right)$$

$$\leq s^2 |z|^2 + s^2 |\partial_x z|^2 + s^3 |\partial_x^2 z|^2 + s |\partial_x^3 z|^2 + s^{-1} |\partial_x^4 z|^2, \hspace{1cm} \text{(B.35)}$$
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for some $C > 0$ only depending on $\Omega$ and $\omega$. This estimate helps us to comeback to the original variable in the terms $I_1(z)$ of (B.34) and the one containing $\partial^2_x q$. To add the term corresponding to $D_t \varphi q$, we just have to notice that $-D_t \varphi q = P_{x} \varphi + \partial^2_x (t \varphi)$, hence
\[
\int_Q |\nabla (r^2 s^{-1})| D_t \varphi q |^2 \leq 2 \int_Q \nabla (r^2 s^{-1}) |P_{x} \varphi|^2 + 2 \int_Q \nabla (r^2 s^{-1}) |\partial^2_x (t \varphi)|^2.
\] (B.36)

Lastly, the terms evaluated at $n = \frac{1}{2}$ and $n = M + \frac{1}{2}$ can be estimated by noting that $\partial_x z = \partial_x r q + r \partial_x q$ and $\partial^2_x z = r \partial^2_x q + 20 r_r \partial_x q + r \partial^2_x r q$ and arguing similar to the proof of Lemma B.5. We skip the details. This ends the proof.

C  An auxiliary lemma

**Lemma C.1.** Let $\Delta t > 0$ such that $2C \Delta t < 1$ for some constant $C > 0$ only depending on $\Omega$, $\Gamma$, $\gamma$, $a$, and $c$. Then, we have
\[
\|p^{n+\frac{1}{2}}\|^2_{L^2(\Omega)} + \|q^{n-\frac{1}{2}}\|^2_{L^2(\Omega)} \leq e^{2C \Delta t} \left( \|p^{n+\frac{1}{2}}\|^2_{L^2(\Omega)} + \|q^{n+\frac{1}{2}}\|^2_{L^2(\Omega)} \right),
\] (C.1)
\[
\|\partial_x p^{n-\frac{1}{2}}\|^2_{L^2(\Omega)} + \|\partial^2_x q^{n-\frac{1}{2}}\|^2_{L^2(\Omega)} \leq e^{2C \Delta t} \left( \|\partial_x p^{n+\frac{1}{2}}\|^2_{L^2(\Omega)} + \|\partial^2_x q^{n+\frac{1}{2}}\|^2_{L^2(\Omega)} \right) + C \Delta t e^{2C \Delta t} \left( \|p^{n+\frac{1}{2}}\|^2_{L^2(\Omega)} + \|q^{n+\frac{1}{2}}\|^2_{L^2(\Omega)} \right),
\] (C.2)
for all $n \in [1, M]$.

**Proof.** Let us fix $n \in [1, M]$. Recalling the identity $(a - b)a = \frac{1}{4} a^2 - \frac{1}{2} b^2 + \frac{1}{2} (a - b)^2$, multiplying by $p^{n-\frac{1}{2}}$ in the first equation of (3.1) and integrating by parts, we have that
\[
\|p^{n-\frac{1}{2}}\|^2_{L^2(\Omega)} - \|p^{n+\frac{1}{2}}\|^2_{L^2(\Omega)} + \|p^{n-\frac{1}{2}} - p^{n+\frac{1}{2}}\|^2_{L^2(\Omega)} + 2 \Gamma \Delta t \int_\Omega |\partial_x p|^2
\]
\[
= 2 \Delta t \int_\Omega q^{n-\frac{1}{2}} p^{n-\frac{1}{2}} + 2c \Delta t \int_\Omega \partial_x p^{n-\frac{1}{2}} p^{n-\frac{1}{2}}
\]
whence
\[
\|p^{n-\frac{1}{2}}\|^2_{L^2(\Omega)} + \Gamma \Delta t \int_\Omega |\partial_x p^{n-\frac{1}{2}}|^2 \leq \|p^{n+\frac{1}{2}}\|^2_{L^2(\Omega)} + C \Delta t \left( \|q^{n-\frac{1}{2}}\|^2_{L^2(\Omega)} + \|p^{n-\frac{1}{2}}\|^2_{L^2(\Omega)} \right).
\] (C.3)

Similarly, multiplying by $q^{n-\frac{1}{2}}$ in the second equation of (3.1) and integrating by parts yields
\[
\|q^{n-\frac{1}{2}}\|^2_{L^2(\Omega)} - \|q^{n+\frac{1}{2}}\|^2_{L^2(\Omega)} + \|q^{n-\frac{1}{2}} - q^{n+\frac{1}{2}}\|^2_{L^2(\Omega)} + 2 \gamma \Delta t \int_\Omega |\partial^2_x q^{n-\frac{1}{2}}|^2
\]
\[
= 2 \Delta t \int_\Omega \partial_x q^{n-\frac{1}{2}} \partial_x q^{n-\frac{1}{2}} + 2 a \Delta t \int_\Omega \partial^2_x q^{n-\frac{1}{2}} q^{n-\frac{1}{2}} + 2 \Delta t \int_\Omega p^{n-\frac{1}{2}} q^{n-\frac{1}{2}}
\]
Thus, using that $\int_\Omega |u|^2 \leq \epsilon \int_\Omega |u_x|^2 + C \int_\Omega |u|^2$ for all $\epsilon > 0$ (which follows from Ehrling’s lemma), together with Cauchy-Schwarz and Young inequalities, we get
\[
\|q^{n-\frac{1}{2}}\|^2_{L^2(\Omega)} + \gamma \Delta t \int_\Omega |\partial^2_x q^{n-\frac{1}{2}}|^2 \leq \|q^{n+\frac{1}{2}}\|^2_{L^2(\Omega)} + C \Delta t \left( \|q^{n-\frac{1}{2}}\|^2_{L^2(\Omega)} + \|p^{n-\frac{1}{2}}\|^2_{L^2(\Omega)} \right)
\] (C.4)
for some $C > 0$ only depending on $\Omega$, $\gamma$, and $a$.

Now, define $E^{n-\frac{1}{2}} := \|p^{n-\frac{1}{2}}\|^2_{L^2(\Omega)} + \|q^{n-\frac{1}{2}}\|^2_{L^2(\Omega)}$. Then adding estimates (C.3) and (C.4), we have
\[
(1 - \Delta t C) E^{n-\frac{1}{2}} \leq E^{n+\frac{1}{2}}
\]
for some $C > 0$ only depending on $\Omega$, $\Gamma$, $\gamma$, $a$, and $c$. Using the inequality $e^{2x} > 1/(1 - x)$ for $0 < x < 1/2$ yields $E^{n-\frac{1}{2}} \leq e^{2C \Delta t} E^{n+\frac{1}{2}}$, $n \in [1, M]$, which is exactly (C.1).

To prove (C.2), we multiply by $\partial_x p^{n-\frac{1}{2}}$ in the first equation of (3.1) and arguing as before, we have
\[
\|\partial_x p^{n-\frac{1}{2}}\|^2_{L^2(\Omega)} + \Gamma \Delta t \int_\Omega |\partial^2_x p^{n-\frac{1}{2}}|^2 \leq \|\partial_x p^{n+\frac{1}{2}}\|^2_{L^2(\Omega)} + C \Delta t \left( \|\partial_x p^{n-\frac{1}{2}}\|^2_{L^2(\Omega)} + \|q^{n-\frac{1}{2}}\|^2_{L^2(\Omega)} \right).
\] (C.5)
In the same way, multiplying the second equation of (3.1) by $\partial_4^2 q^{n-\frac{1}{2}}$ and using that $\int_{\Omega} |u_{x}^{xxx}|^2 \leq \epsilon \int_{\Omega} |u_{xxx}|^2 + C\epsilon \int_{\Omega} |u|^2$ for all $\epsilon > 0$, we get
\[ \|\partial_4^2 q^{n-\frac{1}{2}}\|^2_{L^2(\Omega)} + \gamma \Delta t \int_{\Omega} |\partial_4^2 q^{n-\frac{1}{2}}|^2 \leq \|\partial_4^2 q^{n+\frac{1}{2}}\|^2_{L^2(\Omega)} + C\Delta t \left( \|\partial_4^2 q^{n-\frac{1}{2}}\|^2_{L^2(\Omega)} + \|q^{n-\frac{1}{2}}\|^2_{L^2(\Omega)} + \|p^{n-\frac{1}{2}}\|^2_{L^2(\Omega)} \right). \] 
(C.6)  

Estimate (C.2) follows from (C.1), (C.5), and (C.6). This ends the proof. \hfill \Box 
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