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Abstract

We describe an exploratory, data-oriented approach for identifying candidates for differential gene expression in cDNA microarray experiments in terms of α-outliers and outlier regions, using simultaneous tolerance intervals relative to the line of equivalence (Cy5 = Cy3). We demonstrate the improved performance of our approach over existing single-slide methods using public datasets and simulation studies.

Background

Multiple studies validate the utility of cDNA microarrays for comparing relative mRNA transcript levels between different biological samples. Both the biological systems under study and the technology itself contribute to the variability within and between microarrays [1-11]. A fundamental question is determining which of the potentially tens of thousands of genes assayed have transcript levels that differ significantly in the two samples. Experimental designs utilizing many levels of replication improve the ability to identify differentially-expressed genes [2-12]. However, the vast majority of studies utilize no or limited replication due to practical considerations of cost and feasibility. Thus, statistical techniques are needed for cDNA microarray studies with constraints on replication. A common strategy is to equate differentially-expressed genes with those genes having a ratio of hybridization intensity values greater, or less, than some user-defined threshold [13,14], such as two-fold change.

We describe a new approach for identifying differentially expressed gene candidates in cDNA microarray experiments without replication or with limited replication. We illustrate its utility by applying it to published data and demonstrate its advantages over current approaches. Microarray datasets are comprised of pairs of processed fluorescent intensity values, background corrected and normalized, for each of the N genes on the microarray. We discuss a model for such data in which the log2(Cy5) and log2(Cy3) values are linearly related and are samples drawn from a bivariate normal population ‘contaminated’ with outliers (see detailed definitions of the outlier-generating model in Methods) and possibly distorted due to heteroscedasticity. In a contaminated bivariate normal distribution, the main body of data is a sample from a bivariate normal distribution and constitutes the regular observations. The dataset also contains non-regular observations, ‘outliers’ or ‘contaminants’, which represent systematic deviations that, as we describe below, are candidates for differential expression. We check these underlying assumptions by applying exploratory data analysis tools (scatter plots with tolerance ellipses, Quantile-Quantile normal plots (QQNPs) with simulation envelopes and boxplots for residuals) to simulated and empirical datasets.

We formulate our method in terms of an α-outlier-generating model and outlier regions [15,16]. In a scatter plot of suitably normalized log2(Cy5) versus log2(Cy3) intensity values the
We subtract the fit from data to compute residuals \[\log_2(\text{Cy}_5) - \log_2(\text{Cy}_3)\] which represent the vertical distances from the line of equivalence to the data points and are equivalent to the log-transformed ratios \[\log_2(\text{Cy}_5/\text{Cy}_3)\]. After these steps, we apply robust scatter plot smoothers to quantify and take into account the distortion of the data, if any, by heteroscedasticity. Data points far from the line of equivalence, 'outliers', are considered to be of greatest interest since they correspond to genes having noticeably different hybridization intensity values. An outlier could represent one of five circumstances: a gene with higher individual variability than the majority of genes; an outlier by chance; a sporadic technical or biological outlier; a systematic technical outlier (due to, for example, heteroscedasticity); or a systematic biological outlier due to differential expression. We assume that the further away from the line of equivalence an outlier is located, the more likely that it is genuinely 'up-' or 'down-regulated'. We compare our approach with some existing single-slide methods [13,14,17-20] and demonstrate that it works well in practice.

**Results**

We examined 10 published cDNA microarray experiments that compared 6,295 transcript levels in wild-type *Saccharomyces cerevisiae* and single gene deletion mutants pertinent to copper and iron metabolism [18]. The deleted genes were *mac1/YMR021C* (experiment number 96), *cin5/YOR028C* (26), *cup5/YEL027W* (36), *fre6/YLL051C* (64), *sod1/YJR140C* (162), *spf1/YEL031W* (163), *vma8/YEL051W* (189), * Yap1/YML007W* (195), *yer033c* (214) and *ymr031c* (250).

**Exploratory data analysis supports model for cDNA microarray data**

We used exploratory data analysis tools to assess the assumptions underlying our method. We assume that biological and technical noise results in the majority of the measured expression levels changing randomly, independently, non-directionally and by a small amount. Thus, the log\(_2(\text{Cy}_3)\) and log\(_2(\text{Cy}_5)\) variables in cDNA microarray data should be linearly related and come from a contaminated bivariate normal distribution, possibly distorted due to heteroscedasticity. Using each tool, we compared the observed *mac1* data and datasets simulated as samples from a bivariate normal distribution with parameters corresponding to robust estimates of the location and variance-covariance matrix. Figure 1 shows concentration ellipses and QQNP for log\(_2(\text{Cy}_5/\text{Cy}_3)\) values for empirical and simulated datasets.

The log\(_2(\text{Cy}_5)\) versus log\(_2(\text{Cy}_3)\) scatter plots and concentration ellipses (Figure 1a,1b) provide a visual assessment of bivariate normality. The distribution of the *mac1* empirical data is similar to the simulated ('ideal') bivariate normal population except for the presence of strong outliers. The *mac1* data include significantly more unexpected events than might be expected for a sample from a bivariate normal population.

The QQNP for residuals (log\(_2(\text{Cy}_5/\text{Cy}_3)\)) compares the quantiles of the empirical data with the quantiles of the standard normal distribution (Figures 1c,d). The *mac1* simulated data points lie along a straight line (the line for the standard normal distribution) except for some heavy tails due to finite sample size (Figure 1d). The empirical *mac1* data points (Figure 1c) also conform to a normal distribution except for longer tails (increased incidence of outliers and possible heteroscedasticity). Examination of the empirical data using exploratory data analysis tools supports our premise that the log-transformed channel intensities (log\(_2(\text{Cy}_3)\) and log\(_2(\text{Cy}_5)\)) are linearly related and come from a contaminated bivariate normal distribution possibly distorted with heteroscedasticity.

The other nine datasets show a similar pattern (Figures 2,3,4,5,6,7,8,9,10). Figure 2 shows nine scatter plots with tolerance ellipses for the empirical log-transformed normalized channel intensities. There are strong bivariate outliers and differential gene expression candidates will be represented by Y-outliers. A data point which is an X-outlier or Y-X-outlier probably represents a technical gross error. Figure 3 represents scatter plots for simulated data produced using robust estimates of location and scale parameters for the corresponding empirical datasets. A 99.99% tolerance ellipse covers the simulated data points with no outliers. Figure 4 displays results after outlier removal from the empirical data using a simple cut-off and ignoring heteroscedasticity, if any. The majority of data points look like regular observations sampled from a bivariate normal population.

Ordinary QQNP results represented in Figures 5,6,7 are a different view of the data shown in Figures 2,3,4, comparing empirical, or simulated, quantiles with quantiles of the standard normal distribution. Outlying observations are all in the heavy tails. Figure 6 demonstrates the absence of strong outliers in the simulated data but heavy tails still persist due to finite sampling. Figure 7 shows that after the outlier removal, the main body of data ('regular observations') may be reasonably approximated with a normal distribution. Simulation envelopes for the QQNP support this conclusion, see text below.

Figures 8,9,10 illustrate the use of simulation envelopes. Clearly all simulated data points should be inside the envelopes as shown in Figure 9. Figure 10 confirms our expectations that after outlier removal the main body of regular data would be within the simulation envelopes. A hump-shaped deviation from the envelope limits in almost all the examples suggests a systematic technical error (the non-linear local bias is very reproducible and may be seen in the majority of
other scatter plots based on datasets from Hughes et al. [18]). Such a local non-linearity could be removed by applying a lowess-based normalization with appropriate smoothing parameters. The source of the systematic deviation is not known.

**Detection of residual heteroscedasticity**

In microarray data, the variance of residuals (log$_2$(Cy$_5$/Cy$_3$)) is not a constant (homoscedasticity) but rather varies (heteroscedasticity) with intensity level (log$_2$(Cy$_5$Cy$_3$)/2 or log$_2$(Cy$_3$) or log$_2$(Cy$_5$)). The presence of residual heteroscedasticity argues strongly against arbitrary threshold methods to identify candidates for differential expression [10,11,19,21-24]. Approaches for assessing the heterogeneity of residual variance [10,11,25,26] include graphical, parametric and non-parametric methods. Here, we use non-parametric regression smoothing in ‘absolute residuals versus log$_2$(Cy$_3$)’ scatter plots to quantify residual variance. We compared S-plus/R supsmu (super smoother) and lowess (robust locally weighted regression) with other methods (scatter plots with tolerance ellipses, QQP with simulation envelopes, boxplots for residuals) and found that our regression smoother approach for absolute residuals performs well. We used these smoothing methods to assess heteroscedasticity in the following way: grouping data into subsets of equal size and then applying regression smoothers to the median absolute residual in each group against median of log$_2$(Cy$_3$) for that group [25]; same as this method but using boxplot for each group. One benefit of the latter approach is the fact that it can be used directly not only for residual diagnostics but also to take into account heteroscedasticity and estimate the number of candidates for differential gene expression. We also used Spearman rank correlation coefficients of the absolute residuals versus log$_2$(Cy$_3$) to check the smoothing-based methods for consistency: positive values indicate increasing residual variance, negative ones indicate decreasing variance [25].
We show an example of the results in Table 1 and Figures 11,12,13,14,15,16 for the cup5 dataset. Figure 11 demonstrates the dependence between smoothed absolute residuals and smoothing parameters for supsmu and lowess procedures. As expected, supsmu procedure is more sensitive to prominent outliers in low intensity regions because it uses an automatically adjusted variable span. Prominent outliers in the low intensity area are both Y- and X-outliers and should be discarded. For the majority of cup5 data, supsmu and lowess generate similar results. Figure 12 shows supsmu and lowess smoothing for 20 median-based sequential intervals of equal size and using different values of smoothing parameters at 'higher' resolution. Figure 13 does the same using cup5 data in background. Figures 14 and 15 show boxplots for residuals using 10 and 20 equal size sequential intervals, respectively. They confirm the presence of heteroscedasticity as well. Boxplots for residuals with 20 subgroups of equal size using ±3IQR-based upper and lower extremes give an estimate for \( k = 75 \). This estimate is close to \( k = 61 \) identified by adjusted supsmu-based 99.998% simultaneous tolerance intervals (STIs) (Table 2). The difference in the estimates (14, or about 19%) can be explained by the fact that the ±3IQR rule generates about a 99.995% two-sided tolerance interval for a normally distributed population, while for a sample of finite size the corresponding upper and lower tolerance limits are wider (compare Equations 8 and 9) to cover 99.998% per residual group. Figure 16 is a smoothed version of Figure 14 using supsmu and lowess procedures for 3IQR-based extreme limits.

### Statistical significance of outliers: ordinary and smoothed STIs

Our method equates contaminants of bivariate normal distributions (outliers) with candidates for differential expression. The outlier identification method has been developed previously for other applications [16,27,28]. We employ an approach based on the perspective of \( \alpha \)-outliers and outlier regions [15,16]. In this approach, a point above the line of equivalence (that is, \( C_{Y3} = C_{Y5} \)) is viewed as a candidate for an up-regulated gene, one below the line as a down-regulated gene and one in the vicinity of the line as an unchanged gene. Intuitively, points further away from the line - stronger outliers - are most likely to represent differentially-expressed genes. In other words, the probability that the observed difference in transcript level between the two samples might have arisen by chance decreases. To quantify these qualitative ideas, we applied statistical criteria to decide when points might result from no actual difference in expression (for...
example, due to random fluctuations) versus those corresponding to genuine differential expression. We used a general $\alpha$-outlier model for residuals (log-transformed normalized ratios) to identify candidates for differential expression.

In order to estimate the statistical significance of outliers, we used simultaneous tolerance intervals (STIs) based on Scheffé simultaneous confidence principles [29,30]. This approach guarantees a desired confidence level across the whole range of the predictor variable $X = \log_2(Cy_3), \log_2(Cy_5)$ or $\log_2(Cy_3Cy_5)/2$ and for all $P = 100\% q$ (the portion of the normal distribution covered by a certain STI, see Methods). We modified the approach using robust regression smoothers ($supsmu$ or $lowess$) to approximate an unknown relationship, $s^2 = f(X)$, between residual variance and intensity. Five STIs for the $mac1$ empirical and simulated datasets are shown (Figure 17a,b). For ordinary STIs, random fluctuations are seen to contribute to data points located away from the line of equivalence. However, the empirical data contain more and stronger outliers than the simulated data (Figure 17b). The five ordinary STIs were constructed under the assumption that the residual variance is constant (homoscedasticity) across the entire range of values for the predictor variable. We notice that for a large sample size ($N = 6068$, see Methods) ordinary STIs appear as straight lines (for small and moderate datasets they appear as hyperbolas; see Equations 2, 8, and 9 in Methods). Figure 17c shows residuals ($\log_2(Cy_5/Cy_3)$) as a function of $X = \log_2(Cy_3)$ for the empirical $mac1$ dataset. This plot and residual plots for other nine experiments (Figure 18) reveal that residual variance is not a constant (heteroscedasticity). Residual variance is commonly high for small values of $X_i$; it decreases to a minimum and may increase for large values of $X_i$, that is, the empirical dependence appears hyperbolic. We account for the heteroscedasticity by the use of smoothed STIs (Figure 17d). Accordingly, smoothed STIs appear as curves that are wider at low and high $X_i$ values. Therefore, for a given portion of the normal distribution covered by a certain STI, points with $X_i$ values at either extreme are further away from the line of equivalence.

For $mac1$, the width of the smoothed STIs is somewhat greater at low intensities compared to those at high
intensities. In the mid-range of $X_i$ values, smoothed STIs lead to intervals that are narrower than ordinary STIs that do not consider heteroscedasticity. Therefore, candidates for differentially-expressed genes are more likely to be identified in the middle range of $X_i$ values and are less likely to be defined at the extremes.

We evaluated the lowess- and supsmu-smoothing procedures by applying them to a simulated dataset taken from an 'ideal' bivariate normal population with the same parameters as the empirical mac1 dataset. The robust scale estimates using the Huber $\tau$-estimator for scale, supsmu- and lowess-based scale estimators are shown in Figure 19a. The smoothed scale estimators generate approximately straight lines parallel to the Huber $\tau$-scale estimator.

Adjusted STI
An adjustment for Gaussian efficiency is necessary for the application of robust estimators [31] such as those we use for outlier identification in the presence of heteroscedasticity. We therefore adjust smoothed STIs to improve their accuracy. We calculate an adjustment constant (scale factor) to compensate for the difference between the Huber $\tau$-estimator for scale and supsmu- or lowess-based scale estimators (see Methods for details). The adjusted constant is used as a scale factor for the smoothed STIs for empirical data. Adjusted smoothed STIs are shown in Figure 18 and Figure 19b. The dramatically different STIs amongst the ten datasets reflect their individual patterns of residual variance and demonstrate the necessity of tailored analysis of a dataset.

Candidates for differential expression
We identify candidates for differential expression by using STIs containing the $P = 100(1 - \alpha)$ portion of normal distribution covered with probability at least 1 - $\gamma$ (see Methods). For mac1, no simulated data lies outside the 99.998% ordinary STIs ($\gamma$-level = 0.0001) suggesting that empirical data points outside the corresponding adjusted smoothed supsmu-based STIs are good candidates for differentially-expressed genes. For the mac1 analysis (Table 3), 41 candidate genes for up-regulation and 20 candidates for down-regulation are identified using a 99.998% ($\gamma$-level = 0.0001) adjusted supsmu-based STI. For the ten datasets examined, up to approximately 2% of the genes were candidates for differential expression.

Figure 4
Overlay of concentration ellipses for the bivariate standard normal on real data with prominent outliers removed. Scatter plots of nine datasets from Hughes et al. [18] after outlier removal with concentration ellipses for the standard bivariate normal distribution (see Figure 1 for the portions captured). Two-sided 99.9% cut-off and robust measure of scale (median absolute deviation) for residuals were used to identify outliers. Channel intensity values were log(base 2)-transformed, normalized and standardized.
expression (see Table 2, Table 3 and Table 4 for mact data and a comparative summary table for all ten datasets in Additional data). Overall, adjusted smoothed STIs provide a better balance between sensitivity and specificity across the whole range of predictor variable values \( \log_2(Cy_3) \) and are thus more reliable than ordinary STIs. The approach takes into consideration multiplicity of comparisons, variation in the experimental response around the line of equivalence (or around zero for residuals) and intensity dependent variation in residual variance.

**Differential expression in a single cDNA microarray: adjusted smoothed STIs and existing methods**

We compared the adjusted smoothed STI technique for identifying differentially-expressed genes with other methods for single cDNA microarray data [13,14,17-19]. Within the framework of outlier detection analysis, the primary difference amongst these methods is the means used to define statistical intervals (see Discussion for the details of each model). In the arbitrary ratio approach, \( Y_i/X_i = \log_2(Cy_5/Cy_3) = r_i \) defines a gene \( i \) as being differentially expressed if \( r_i > t \) where \( t \) is a user-defined threshold [13,14,17]. The most frequently used value \( t \) corresponds to residuals of -1 (two-fold down) and 1 (two-fold up). Figure 20 compares differential expression in three different experiments using a ratio threshold and adjusted supsmu-based STIs. For \( t = \pm 1 \), any gene outside this cut-off would be deemed as up- or down-regulated. However, employing the criterion of genes higher than the 99.998% \( (\gamma \text{-level} = 0.0001) \) adjusted supsmu-based STIs would yield additional candidates for differential expression. Although \( t = \pm 1 \) seems more conservative for these datasets, it may be overly liberal for others.

Hughes et al. [18] developed an error model that made use of additional information about the variability of each gene based on 63 'same versus same' control experiments. Figure 21a and Table 4 compare differential expression in the mact data as defined using the 'gene-specific' error model [18] and adjusted supsmu-based STIs. As we discuss below, some genes which were identified as differentially expressed using our adjusted supsmu-based STIs were not identified by the error model [18]. Our approach with four other models [17,19,20] (see also Discussion) in an outlier detection framework is compared in Figure 21a,b.
In general, our adjusted smoothed STI method generates narrower bands in the mid-range of gene expression levels and broader bands in low and higher intensity areas. For mac1, the bands for Newton et al.’s method [19] and our method appear similar qualitatively. The STI-based measure of statistical significance takes into consideration the unique features and properties of empirical microarray datasets.

Simulation studies
We carried out simulation studies using sample parameter estimates from the mac1 dataset to assess the performance of each of the single-slide methods. We created artificial datasets with 100 candidates (outliers) for differential expression. We simulated \( k = 100 \) non-regular observations and \( N - k = 6,068 - 100 = 5,968 \) regular observations (the main body of non-differentially-expressed genes). A random component was added to each outlier value using standard normal distribution with variance dependent on intensity. This set of 100 represents the ‘true’ outliers due to ‘differential expression’. We simulated heteroscedasticity present in many datasets by including intensity-dependent variability in the low and high intensity levels for both non-regular and regular data points. We then compared the performance of each method to identify candidates for differential expression in multiple repeat runs of the simulation. (R code and data used for the simulations can be obtained from the authors upon request.) Figure 22 shows a plot of the simulated data with true outliers shown in red. We compared the performance of several different single-slide methods at ten ‘cut-off’ levels of relatively equivalent stringency as shown in Table 5 (except for Chen et al. [17] which use only two levels of significance). We compared PPV (positive predictive value), NPV (negative predictive value), sensitivity, specificity and likelihood ratios at each cut-off for each method (please see definitions of the test accuracy measures in [32] and in Additional data). We plotted these results in Figure 23 as a receiver operating characteristic (ROC) curve, a PPV curve, and a likelihood ratio curve. These results clearly demonstrate that our method outperforms existing single-slide methods with improved positive predictive values, likelihood ratio and higher ROC curves (greater area under the curve). These improved performance differences are most apparent at the most stringent significance levels which are likely to be most relevant in the context of multiple comparisons.

Comparison of biological significance of mac1 results
The effects of the mac1Δ on the metabolism and gene expression in yeast are well documented. The absence of the Mac1p, a copper responsive transcription factor, results in down-regulation of copper uptake transporters and subsequent copper deficiency [33-36]. Copper is required for Fet3p which in turn is necessary for iron uptake in yeast. As a consequence,
copper deficiency results in secondary iron deficiency [37,38]. Iron deficiency leads to activation of iron responsive transcription factors, Aft1p and Aft2p, which induce transcription of a host of genes encoding proteins involved in iron uptake [39]. The identification of up-regulation of these target genes provides a reasonable biological standard for comparing the performance of the different methods. In addition, down-regulation of Mac1p targets might be expected in a mac1Δ. In Table 4, we present a comparison of the methods at relatively equivalently high levels of stringency for likely Aft1/2p and Mac1p targets present on the arrays and identified by at least one method as differentially expressed. We also include the two-fold cut-off for comparison. A total of 13 genes were not identified as up-regulated by Hughes et al. Two genes previously identified as a Mac1p target (YFR055W) [40] or down-regulated in mac1Δ (CTT1) [33] and MAC1 itself were not identified by the Hughes et al. method. While identifying many of the Aft1/2p targets excluded by Hughes et al., the other two methods did not identify MRS4 or SMF3, which are regulated in response to iron deficiency, nor did they identify YFR055W and CTT1 as down-regulated. We suggest that these results provide some biological validation of our approach and indicate increased performance of our method over the other methods at stringent significance levels - necessary given the multiplicity of comparisons.

**Discussion**

Multiple replications in the design of reagents (multiple spotting of each gene on a microarray) and experimental approach (multiple replicates of each hybridization) provide the soundest approach to confirm differential expression of genes (see, for example, [2-12]). However, experimental realities such as limited samples (for example, tumor specimen), a large number of samples (for example, time course experiments) and experimental cost have resulted in the vast majority of published cDNA microarray studies using limited or no replication. Several methods currently exist for the analysis of data from experiments with limited or no replication. Unfortunately, real microarray data generally violate the assumptions underlying these methods.

**Limitations of underlying assumptions of current single-slide methods**

Chen et al. [17] assumed that raw non-normalized and non log-transformed Cy5 and Cy3 intensities (raw intensities) are drawn from independent normal populations with common
coefficient of variation. An asymmetric density function for raw ratios was derived. This results in asymmetric bands with the identification of more up-regulated than down-regulated genes irrespective of the dataset (compare Figure 4 in [19] and Figure 7 in [8]).

Newton et al. [19] assumed that because raw Cy5 and Cy3 intensities are always positive they can be considered as observations from a Gamma distribution with the same coefficient of variation (if Cy3 and Cy5 are independent, their joint distribution is a bivariate Beta distribution). Hierarchical Gamma-Gamma and Gamma-Gamma-Bernoulli models were formulated in which the posterior odds of change in expression were an additive \((Cy5 + Cy3)\) and multiplicative \((Cy5/Cy3)\) functions of intensity. Contours of the posterior odds in \((X = \log{(Cy3)}, Y = \log{(Cy5)})\) scatter plots were used to identify differentially-expressed genes. In practical situations, it may be difficult to determine if data are log-normal or Gamma [41] but we argue that the former is more realistic for microarray data because the combination of biological and experimental noise results in the majority of the measured expression levels changing randomly, independently, non-directionally and for those changes to be small. The central limit theorem would therefore predict bivariate normality for the majority of log-transformed spot intensity values.

Sapir and Churchill [20] compute the posterior probability of differential expression using a mixture of orthogonal residuals derived from ordinary least squares regression of \((X = \log{(Cy3)}, Y = \log{(Cy5)})\). The approach assumes that differentially-expressed genes are drawn from populations with unknown distributions approximated with uniform distributions. This mixture model approach assumes that all outliers \((k\) non-regular observations) follow the same distribution \(D_0 = D_1 = \ldots = D_k\). Under a mixture model, contaminants are less separated from the regular observations than when using Ferguson-type model [16]. The method used to obtain orthogonal residuals in this approach is not resistant to outliers [42] and is redundant because the use of log-transformed ratios \(\log{(Cy5/Cy3)}\) assumes normalization by linear regression to enforce slope equal to 1 and intercept equal to 0 (compare [8]). This approach does not take into consideration residual heteroscedasticity. Similarly, Yue et al. [1] described a
method based on parametric two-sided tolerance intervals for ratios. This approach does not consider residual heteroscedasticity and the multiplicity of comparisons.

Hughes et al. [18] performed 63 control ‘same versus same’ hybridizations in addition to 300 ‘treatment versus control’ cDNA microarray experiments, many in duplicate. They filtered candidates for differential expression on the basis of the information about individual variability in expression levels, and genes with unusually high variation were discarded (Figure 21a). One possible drawback is the assumption that the expression variance is the same in both samples. Hughes et al. [18] quantified residual heteroscedasticity using weighted location and scale estimators for ‘same versus same’ replicates. Their method used non-robust versions for the estimators - consequently the location estimates may have a bias and the scale estimates would be significantly inflated in the presence of outliers [43]. In addition, since this method uses extensive ‘same versus same’ hybridizations, it cannot be considered to be a single-slide method.

**Advantages of α-outlier model and outlier identification method**

In this work, we have described a post hoc (data-oriented) method, which makes fewer assumptions about the nature of the data, tests the assumptions to ensure their validity and produces computationally reasonable results. We showed that a reasonable model is one where the processed fluorescent intensity values are samples drawn from a bivariate normal population contaminated with outliers and possibly distorted due to heteroscedasticity. After a normalization by a robust linear regression fit to make slope equal to 1 and intercept equal to 0, in general, most data points in the log₂(Cy5) versus log₂(Cy3) scatter plot lie close to the line of equivalence (log₂(Cy5) = log₂(Cy3)) while a limited number of data points, outliers, lie outside the vicinity. The outliers are good candidates for differentially-expressed genes. The further an outlier is located from the line of equivalence the more likely it is to represent a systematic outlier rather than a chance observation. The α-outlier-generating model approach for identifying differentially expressed gene

---

**Figure 9**

QQNP with simulation envelopes for Monte Carlo simulated data. QQNP with simulation envelopes (based on 1,000 random samples from a normal population) for residuals of nine simulated datasets (generated as random samples from a normal population). Channel intensity values were log(base 2)-transformed and normalized. The envelopes are depicted as dashed red lines.
Figure 10
QQNP with simulation envelopes (based on 1,000 random samples from a normal population) for residuals of nine datasets from Hughes et al. [18] after prominent outlier removal. Two-sided 99.9% cut-off and robust measure of scale (median absolute deviation) for residuals were used to remove outliers. Channel intensity values were log(base 2)-transformed and normalized. The envelopes are depicted as dashed red lines.

Table 1

| Dataset | $X_{\min}$ | $\rho_1$ | $\rho_1$ p-value | $\rho_2$ | $\rho_2$ p-value |
|---------|------------|----------|------------------|----------|------------------|
| mac1    | -1.50      | -0.08    | 1.36E-03         | 0.16     | 0.00E+00         |
| yer033c | -0.70      | -0.10    | 2.30E-08         | 0.11     | 3.70E-09         |
| cup5    | -0.93      | -0.17    | 0.00E+00         | 0.11     | 5.44E-10         |
| spf1    | -1.44      | -0.18    | 0.00E+00         | 0.20     | 0.00E+00         |
| ymr031c | -0.89      | -0.17    | 0.00E+00         | 0.11     | 3.43E-10         |
| vma8    | -0.82      | -0.10    | 7.98E-09         | 0.10     | 1.66E-08         |
| yap1    | -0.97      | -0.23    | 0.00E+00         | 0.12     | 1.59E-10         |
| sod1    | -1.54      | -0.09    | 3.68E-04         | 0.15     | 0.00E+00         |
| fre6    | -1.77      | -0.13    | 2.69E-10         | 0.06     | 2.46E-04         |
| cin5    | -0.28      | -0.12    | 2.17E-14         | 0.11     | 1.09E-07         |

Use of Spearman rank correlation for absolute residuals to detect heteroscedasticity [25] in ten datasets from Hughes et al. [18]. Empirical hyperbolas (here they are based on supsmu smoother) have minima around sample means. As a result, we use two subintervals to compute Spearman rank correlation coefficient: from minus infinity to $X_{\min}$ (log$_2$(Cy3) axis) and from $X_{\min}$ to plus infinity. We note that sign of Spearman rank correlation always coincides with the sign of first derivative for empirical hyperbolas at a given subinterval (compare Figure 20). $\rho_1$, Spearman coefficient of rank correlation for the former subinterval; $\rho_1$ p-value, p-values for values in column $\rho_1$; $\rho_2$, Spearman coefficient of rank correlation for the latter subinterval; $\rho_2$ p-value, p-values for values in column $\rho_2$ (p-values are given in scientific notation, 0.00E+00 means that the respective p-value was less than 10$^{-16}$).
| RN | ORF name      | STI1 | STI2 | smuSTI1 | smuSTI2 | adsmuSTI1 | adsmuSTI2 |
|----|---------------|------|------|---------|---------|-----------|-----------|
| 1  | YBR047W       | +    | +    | +       | +       | +         | +         |
| 2  | YBR207W       | +    | +    | +       | +       | +         | +         |
| 3  | YBR295W       | +    | +    | +       | +       | +         | +         |
| 4  | YDR264C       | +    | +    | +       | +       | +         | +         |
| 5  | YDR269C       | +    | +    | +       | +       | +         | +         |
| 6  | YDR270W       | +    | +    | +       | +       | +         | +         |
| 7  | YDR441C       | +    | +    | +       | +       | +         | +         |
| 8  | YDR476C       | +    | +    | +       | +       | +         | +         |
| 9  | YDR534C       | +    | +    | +       | +       | +         | +         |
| 10 | YEL065W       | +    | +    | +       | +       | +         | +         |
| 11 | YER145C       | +    | +    | +       | +       | +         | +         |
| 12 | YFO411W       | +    | +    | +       | +       | +         | +         |
| 13 | YFR023W       | +    | +    | +       | +       | +         | +         |
| 14 | YFR024C-A     | +    | +    | +       | +       | +         | +         |
| 15 | YGL015C       | +    | +    | +       | +       | +         | +         |
| 16 | YGL039W       | +    | +    | +       | +       | +         | +         |
| 17 | YGL055W       | +    | +    | +       | +       | +         | +         |
| 18 | YGR065C       | +    | +    | +       | +       | +         | +         |
| 19 | YGR079W       | +    | +    | +       | +       | +         | +         |
| 20 | YGR257C       | +    | +    | +       | +       | +         | +         |
| 21 | YHL035C       | +    | +    | +       | +       | +         | +         |
| 22 | YHL040C       | +    | +    | +       | +       | +         | +         |
| 23 | YHL047C       | +    | +    | +       | +       | +         | +         |
| 24 | YHR042W       | +    | +    | +       | +       | +         | +         |
| 25 | YHR175W       | +    | +    | +       | +       | +         | +         |
| 26 | YJL145W       | +    | +    | +       | +       | +         | +         |
| 27 | YJL153C       | +    | +    | +       | +       | +         | +         |
| 28 | YKL039W       | +    | +    | +       | +       | +         | +         |
| 29 | YKL220C       | +    | +    | +       | +       | +         | +         |
| 30 | YKR052C       | +    | +    | +       | +       | +         | +         |
| 31 | YLR051C       | +    | +    | +       | +       | +         | +         |
| 32 | YLR053C       | +    | +    | +       | +       | +         | +         |
| 33 | YLR034C       | +    | +    | +       | +       | +         | +         |
| 34 | YLR046C       | +    | +    | +       | +       | +         | +         |
| 35 | YLR056W       | +    | +    | +       | +       | +         | +         |
| 36 | YLR126C       | +    | +    | +       | +       | +         | +         |
| 37 | YLR127C       | +    | +    | +       | +       | +         | +         |
| 38 | YLR136C       | +    | +    | +       | +       | +         | +         |
| 39 | YLR192C       | +    | +    | +       | +       | +         | +         |
| 40 | YLR205C       | +    | +    | +       | +       | +         | +         |
| 41 | YLR214W       | +    | +    | +       | +       | +         | +         |
| 42 | YMR006C       | +    | +    | +       | +       | +         | +         |
| 43 | YMR011W       | +    | +    | +       | +       | +         | +         |
| 44 | YMR058W       | +    | +    | +       | +       | +         | +         |
| 45 | YMR251W       | +    | +    | +       | +       | +         | +         |
| 46 | YMR319C       | +    | +    | +       | +       | +         | +         |
| 47 | YNL237W       | +    | +    | +       | +       | +         | +         |
| 48 | YNL259C       | +    | +    | +       | +       | +         | +         |
| RN  | ORF name | STI1 | STI2 | smuSTI1 | smuSTI2 | adsmuSTI1 | adsmuSTI2 |
|-----|----------|------|------|---------|---------|-----------|-----------|
| 1   | YBR054W  | +    | +    | +       | +       | +         | +         |
| 2   | YBR145W  | +    | +    | +       | +       | +         | +         |
| 3   | YBR147W  | +    | +    | +       | +       | +         | +         |
| 4   | YCL030C  | +    |       | +       | +       | +         | +         |
| 5   | YDL171C  | +    |       | +       | +       | +         | +         |
| 6   | YDR035W  | +    |       | +       | +       | +         | +         |
| 7   | YDR234W  | +    |       | +       | +       | +         | +         |
| 8   | YEL039C  | +    | +    | +       | +       | +         | +         |
| 9   | YER001W  | +    | +    | +       | +       | +         | +         |
| 10  | YER156C  | +    | +    | +       | +       | +         | +         |
| 11  | YER174C  | +    | +    | +       | +       | +         | +         |
| 12  | YFL014W  | +    | +    | +       | +       | +         | +         |
| 13  | YFR030W  | +    | +    | +       | +       | +         | +         |
| 14  | YFR055W  | +    |       | +       | +       | +         | +         |
| 15  | YGL009C  | +    | +    | +       | +       | +         | +         |
| 16  | YGL117W  | +    | +    | +       | +       | +         | +         |
| 17  | YGR088W  | +    | +    | +       | +       | +         | +         |
| 18  | YGR286C  | +    | +    | +       | +       | +         | +         |
| 19  | YHL021C  | +    | +    | +       | +       | +         | +         |
| 20  | YHL028W  | +    | +    | +       | +       | +         | +         |
| 21  | YHR018C  | +    | +    | +       | +       | +         | +         |
| 22  | YHR029C  | +    | +    | +       | +       | +         | +         |
| 23  | YHR045W  | +    | +    | +       | +       | +         | +         |
| 24  | YIL111W  | +    | +    | +       | +       | +         | +         |
| 25  | YJL048C  | +    | +    | +       | +       | +         | +         |
| 26  | YJL088W  | +    | +    | +       | +       | +         | +         |
| 27  | YJL089W  | +    | +    | +       | +       | +         | +         |
| 28  | YJL200C  | +    | +    | +       | +       | +         | +         |
| 29  | YJR016C  | +    | +    | +       | +       | +         | +         |
| 30  | YJR025C  | +    | +    | +       | +       | +         | +         |
candidates makes no assumptions about outlier distribution and dependency structure of the candidates. The mixture model of Sapir and Churchill [20] assumes that all candidates have the same distribution \( D_0 = D_1 = \ldots = D_k \), see Methods). Other approaches (for example, [17,19]) assume independence of channel intensities. The individual distributions are usually not known and could be different for each gene, since only replication allows estimation of the distributions. Multiple levels of dependence, such as co-regulated genes, are expected rather than unlikely in gene expression analysis. Since our model and analysis approach does not require such assumptions, which are likely to be violated by the data, we would argue that our approach is more realistic and generally applicable.

**Accommodating heteroscedasticity in outlier identification**

We compensate for a source of reproducible systematic technical error, heteroscedasticity, by using robust non-parametric regression smoothers to quantify the differences in the variability of gene expression values as a function of spot intensity levels. STIs corrected for heteroscedasticity and
adjusted for Gaussian efficiency relative to the line of equivalence ($C_{Y5} = C_{Y3}$) serve as a probabilistic tool for identifying outliers. Our approach uses robust scatter plot smoothing techniques to simultaneously diagnose and quantify the variance structure of the data and allow natural accommodation of heteroscedasticity in the identification of outliers. This post hoc approach makes sense especially in view of the large sample size common in microarray experiments.

α-Outlier-generating model can be extended to multiple slide studies

We can extend our adjusted smoothed STI approach to datasets with multiple levels of replication. This provides a consistent method for experiments with and without replication. It is not clear how extant single-slide methods could be adapted for multiple-slide comparisons. Usually, two methods, each with their own data models and assumptions - one for single-slide and a second for a multiple-slide based sample size, are used.

Transformations versus interpretation of microarray datasets

Our method is based on limited data transformations (for example, background subtraction, log-transformation and global channel normalization) designed to preserve the data distribution and account for heteroscedasticity. A variety of non-linear transformation methods can be used to remove heteroscedasticity, for example, variance-stabilizing monotonic continuous non-linear transformations. Equalizing residual variance in this manner does not guarantee that bivariate normality will be preserved for the majority of genes which are not differentially expressed. A model distribution assumption is especially important for statistical inference in the case of limited or no replication in the data. Non-linear transformation methods require preliminary research and computational experimentation with different types of transformations for each specific microarray dataset in order to make a choice between different transformations. Although transformation methods could represent a valuable tool, they may not always be sufficient to address the complexity of real-world data.

**Reference**

[1-23,44]
approach to microarray data analysis, any complex non-linear data transformation calls into question the validity of the transformations. Therefore, the application of these transformation methods requires trial and error followed by validation of each transformation for a particular experimental dataset [44]. We suggest that our approach, which relies on interpretation of existing data distributions including any heteroscedasticity rather than application of methods to change distributions, provides a reasonable alternative to variance-stabilizing methods.

Multiple comparisons in microarray data analysis

Typically, microarray data involve thousands of genes so clearly there is a problem of multiplicity of comparisons. Other model-based single-slide approaches do not consider this issue explicitly (see single-slide procedures described in [1,13,14,17,18]). First, we identify candidate outliers without correction to obtain unadjusted p-values (Table 3). A p-value is a probability to reject the null hypothesis when the null hypothesis is true and represents a measure of statistical significance in terms of false positive rate. One way to obtain adjusted p-values is to apply a Bonferroni correction based on N (the sample size of the entire dataset) which may be too conservative, so we examine two alternative corrections. In one alternative approach, we apply a multiplicity of comparison correction based on an estimate of k (number of non-regular observations) rather than the sample size of the entire dataset. This approach emphasizes stable outliers at the expense of other possible outliers (that is, N-k) which are inliers in the current single-slide experiment. Clearly, this Bonferroni correction by k provides a much less conservative result than the correction by N and we would argue more reasonable correction to identify true outliers. Other robust exploratory tools (see Methods) can be used to estimate k. In a more sophisticated approach to address these issues, the q-value is calculated from the ordered list of unadjusted p-values [45,46] (Figure 24).

Figure 14

Boxplots for residuals using ten sequential intervals of equal size. A box corresponds to the IQR (inter-quartile range), the mid point is a sample median, and whiskers are 3IQR limits. Outliers (non-regular observations) are points outside the whiskers. Abscissa is based on medians for ten intervals of approximately equal size (the total sample size is 6,068, the first nine sets were 606, the tenth set was 614).
features [45,46]. The false discovery rate is the proportion of true null hypotheses among all null hypotheses which were found to be significant - for example, a false discovery rate of 1% means that among all candidates for differential expression found significant, 1% of these are true nulls on average [46].

**Exploratory and confirmatory differential gene expression analysis**

We suggest distinguishing explicitly between exploratory data analysis to identify candidates for differential gene expression and confirmatory analysis to identify differentially-expressed genes based on strict statistical inference. Exploratory differential gene expression analysis is appropriate for datasets with limited replication to identify the most likely candidates for differential expression. Clearly, additional independent experimental approaches or additional replicates are needed to confirm the exploratory analysis and distinguish outliers by chance from systematic outliers. Alternatively, confirmatory differential gene expression analysis with multiple layers of experimental and technical replication provides sound conclusions based solely on the microarray datasets. Nevertheless, exploratory microarray data analysis followed by independent confirmatory validation studies (for example, quantitative RT-PCR) represents a practical and cost effective solution for expression studies.

**Methods**

**Transcript profiling data**

The transcript profiling datasets examined in this study are from a published study that employed cDNA microarrays to compare gene expression in wild type *S. cerevisiae* and single gene deletion mutants [18]. Hughes *et al.* monitored 6,295 *S. cerevisiae* genes [18] in their study. For our analysis we used 6,068 of the 6,295 genes monitored. For each experiment, we used a Monte Carlo procedure to generate simulated datasets of *N* = 6,068 data points drawn from an ‘ideal’ bivariate...
normal population having the same parameters of location (means) and variance-covariance matrix as the empirical, observed data (the R/S-plus function rmnunorm()).

Data preprocessing
For each experiment, the observed data consisted of \( N = 6,068 \) pairs of \( C_Y \) and \( C_Y \) fluorescent intensity values which had been background corrected, tested for linearity, normalized by total signal intensity and log transformed [18], \( \log_2(C_Y) \), \( \log_2(C_Y) \), \( i = 1, \ldots, 6,068 \).

Exploratory data analysis
The empirical bivariate intensity data \( \{ \log_2(C_Y), \log_2(C_Y) \} \) and simulated datasets were examined using the following exploratory data analysis tools: concentration ellipses (ellipse() from package ellipse in R) and QQNP for residuals (qqnorm()).

Graphical tests for normality
Our approach assumes that the majority (more than 50\%) of genes under consideration are not differentially expressed. We posit that changes in the expression levels of these genes under consideration are not differentially expressed. Our approach assumes that the majority (more than 50\%) of genes exhibit bivariate normality, or univariate normality if \( \left| \log_2(C_Y) / \log_2(C_Y) \right| \) is used as a measure of differential expression. Since we assume linearity (additivity), the data generally need to be normalized to remove non-linearity, if any, using global or print-tip group lowess method [48].

In addition to \textit{mac1}, we examined data from nine other experiments, \textit{cin5/YOR028C, cup5/YEL027W, fre6/YLL051C, sod1/YJR104C, spf1/YEL031W, uma8/YEL051W, yap1/YML007W, yero323c} and \textit{ympo1ic}. We tested these data for normality using three tools: scatter plots with concentration ellipses (tolerance ellipses), ordinary QQNP for residuals, and QQNP with simulation envelopes. The first and the third tools could be used to identify candidates for differential expression if the data are homoscedastic. We note that homoscedasticity may be imposed by applying variance-stabilizing transformations as discussed above (see Discussion).

For each experiment, we examined empirical and simulated data: firstly, log-transformed normalized channel intensities, \( \log_2(C_Y) \) versus \( \log_2(C_Y) \); secondly, channel intensities simulated as random samples from a bivariate normal population with the same location and scale parameters as in the first set of data; and thirdly, the same as the first set of data but after removing outliers defined as data points outside the 99.9\% cut-off obtained using robust location and scale estimators. We used these tools rather than formal, analytical tests for univariate and bivariate normality [49,50] because the latter are sensitive to even small departures from normality if the sample size is large, that is, many thousands of data points.

Scatter plots with concentration ellipses (tolerance ellipses)
We overlay scatter plots of the experimental data with concentration ellipses for a bivariate normal distribution; the ellipses indicate curves of constant probability density for the standard bivariate normal population. The plots can be used as a visual test for bivariate normality and to investigate systematic and random deviations from it. As a diagnostic display for outliers [31], the plots can detect (projecting the data on the line \( Y = -X \) [43]) regular observations, with internal \( X \) and well-fitting \( Y \), and three types of outliers: only \( Y \)-outliers (vertical outliers with internal \( X \) and non-fitting \( Y \)), only \( X \)-outliers (outlying \( X \) and well-fitting \( Y \)) and both \( Y \)- and \( X \)-outliers (\( Y \)-outliers with outlying \( X \) and non-fitting \( Y \)).

In this work, we used sample medians and mads (medians of absolute deviations from the sample medians) to construct tolerance ellipses (Figures 2, 3, 4) but more sophisticated robust location and scale estimators can be utilized. For location, this includes a Huber M-estimator or Tukey’s bi-square robust location and scale estimators. We used these tools rather than formal, analytical tests for univariate and bivariate normality [49,50] because the latter are sensitive to even small departures from normality if the sample size is large, that is, many thousands of data points.

QQNP for residuals
QQNP is a plot of the data sorted in ascending order compared with the corresponding quantiles of the standard
normal distribution, that is, a normal distribution with mean zero and variance one [53,54]. An approximately linear plot signifies that the data are reasonably Gaussian. A U-shape suggests that the empirical distribution is skewed. A plot that is bent down on the left and bent up on the right denotes a distribution with 'heavier' (longer) tails than the standard normal. Although useful for the analysis of residual distribution, QQNP for residuals is not an effective tool for identifying outliers for three reasons. Firstly, there is no formal test to judge departures from the normal distribution [53]; secondly, residual heteroscedasticity, if any, is not considered; and thirdly, the residuals are linear combinations of random variables and tend to be more normal ('super-normality'), than the underlying error distribution. A possible solution for the latter is use of simulation envelopes [51,55,56].

**QQNP with simulation envelopes for residuals**

To enhance interpretation of QQNP, an approach based on simulation envelopes can be applied [51,55,56]. The simulation envelopes are obtained from randomly generated normal samples, which are standardized, sorted and then used to identify the maximum and minimum values to construct the upper and lower envelopes [51]. The simulation is repeated 1,000 times. For our implementation of the algorithm we used S-plus code developed by Venables and Ripley [51].

**Data structure and outlier model**

The term 'outlier' lacks a precise definition. Usually, outliers are interpreted as gross errors, or extreme, spurious, discordant, contaminating observations. In many contexts, outliers are undesirable data points. In our application, they are a
matter of considerable biological interest because they are candidates for differentially-expressed genes. Outlier-generating models [15,16] assume that a sample of size \( N \) contains \( N-k \) regular data points which are i.i.d. (independently and identically distributed) observations from a distribution \( F \). The remaining \( k \) non-regular observations come from other distributions \( D_1, \ldots, D_k \). If these distributions are defined as \( D_i = F(x - \mu_i) \), or \( D_i = F(x/\sigma_i) \) where \( \mu_i > 0, \sigma_i > 1, i = 1, \ldots, k \), then the resulting models are known as location-slippage (Ferguson-type model) or scale-slippage, respectively. An alternative approach [15] connects outliers with their surprisingly extreme nature. Such a definition makes sense due to a logical relationship between extreme observations, outliers and contaminants [28]: extreme observations may or may not be outliers, outliers are always extreme observations, outliers may or may not be contaminants, and contaminants may or may not be outliers.

The following types of outliers in microarray experiments are possible: outliers by chance (due to finite sample sizes used), sporadic technical or biological outliers, and systematic outliers. Systematic outliers can be divided into reproducible technical outliers (for example, outliers due to heteroscedasticity), and biological outliers which contain both differentially-expressed genes, and genes with unusual high individual variability in expression. In general, only sufficient replication can distinguish differentially-expressed genes from other types of outliers. However, some types of outliers can be quantified in a single-slide experiment as we have shown in this article, in ‘same versus same’ hybridizations, or using loop design [4,5,57].

**Data structure**

The distribution \( F \) can be any unimodal symmetric distribution with positive density. We require that \( F \) be reasonably approximated by a normal distribution \( N(0, \sigma(I)) \) with a zero mean and an unknown intensity-dependent variance. Generally, the extreme contaminants may differ from the regular observations by their distributions but their location in the sample may overlap the bulk of regular data points. Outliers may depend on each other as well as on the regular observations.

A single-slide cDNA microarray experiment without spot replication generates \( 2N \) channel intensity values that can be reduced to \( N \) log-transformed ratios. Therefore, we can...
consider each single-slide outcome as a sample of $N$ size. As a result, in single-slide experiments the number of genes is the sample size. In $M$ replicated cDNA microarray experiments we have a sample of size $M$ (log-transformed ratios) for every gene. Hence, we can consider a single-slide experiment without spot replication as a special case of the multiple-slide design with $M$ technical replicates when $M = 1$. In this case, each gene could be considered as the sampling unit rather than each array.

# Outlier model

We define the following outlier model [15,16], in which an observation is equivalent to $\log_2(Cy5/Cy3)$.

Consider a random sample of size $N$ consisting of $n$ regular observations and $k$ non-regular observations or $\alpha'$-outliers with respect to $H_0$, $N = n + k$, and $\alpha' = 1 - (1 - \alpha)^{n/N}$, and $k < N/2$. In other words, $\alpha$ is a significance level without adjustment for multiplicity of comparisons while $\alpha'$ is based on a correction for multiple comparisons. The $n = N - k$ regular observations are i.i.d. data points drawn from the same underlying distribution of a parametric family. For example, $H_0$ distribution could be normal $N(\mu, \sigma^2)$, for which the parameters $\mu$ and $\sigma^2$ are unknown, and $k$ is unknown as well (with the only restriction that $k < N/2$). The $k$ non-regular observations have unknown individual distributions: $D_1, ..., D_k$, that may depend on each other as well as the regular observations.

As an outlier identification rule we use a one-step procedure to detect an unknown number of outliers. The approach can be applied to univariate, bivariate and multivariate samples [16]. Given the random sample of $N$ observations, the task is to determine whether the point is an $\alpha'$-outlier with respect to the underlying normal distribution $N(\mu, \sigma^2)$. The estimated outlier region is specified by lower and upper bounds which are functions of $N$ and $\alpha'$. All points that are less (greater) than the lower (upper) bound will be in the outlier region being identified as $\alpha'$-outliers. For the 'normalizing condition' [15,16]:

$$P(\text{no outliers amongst } N \text{i.i.d. data points from a normal distribution}) = 1 - \alpha$$  \hspace{1cm} (1)

Therefore, a regular observation can be identified as an $\alpha$-outlier but with probability $\alpha$ only. For the univariate homoscedastic case, consider the value $t = |\log_2(Cy5/Cy3)| - m/s$, where $m$ and $s$ are location and scale estimators, respectively. An outlier can be defined as a point $i$ for which $t_i \geq c_\alpha(\alpha')$, where $c_\alpha(\alpha')$ is a cut-off that is a function of $N$ and $\alpha'$. The choice of $m$ and $s$ is highly important for the performance and robust versions of these estimators are preferable [15,16].

A comparison of some specific outlier identification rules based on performance criteria revealed that one-step procedures with robust estimates for location and scale (outlier resistant rules) are superior at identifying outliers [16].

The outlier model we used is only completely specified when we know distribution(s) for regular observations and distributions of the contaminants [16]. From this one can conclude that in the absence of information about the distributions of the contaminants, data analysis can be just explorative; for example, without replication it is impossible to differentiate between systematic outliers due to differential expression or other types of outliers.
### Table 3

Candidate differentially-expressed genes

| RN  | ORF differentially-expressed genes | Synonyms | CIN | log2(Cy3) | log2(Cy5/Cy3) | RSE | SR | p   | p'  | p'' | q   |
|-----|------------------------------------|----------|-----|-----------|---------------|-----|----|-----|-----|-----|-----|

#### Up-regulated genes

1. YBR207W
   - log2(Cy3) = -0.62
   - log2(Cy5/Cy3) = 1.06
   - RSE = 0.14
   - SR = 7.30
   - p = 3.30E-13
   - p' = 2.00E-09
   - p'' = 2.01E-11
   - q = 1.11E-10

2. YBR295W
   - ORF: PCA1, PAY2
   - log2(Cy3) = -2.30
   - log2(Cy5/Cy3) = 0.83
   - RSE = 0.16
   - SR = 5.26
   - p = 1.50E-07
   - p' = 9.13E-04
   - p'' = 9.18E-06
   - q = 2.47E-05

3. YDR264C
   - ORF: AKR1
   - log2(Cy3) = 0.10
   - log2(Cy5/Cy3) = 0.87
   - RSE = 0.17
   - SR = 5.22
   - p = 1.81E-07
   - p' = 1.10E-03
   - p'' = 1.11E-05
   - q = 2.95E-05

4. YDR270W
   - ORF: CCC2
   - log2(Cy3) = -2.98
   - log2(Cy5/Cy3) = 1.19
   - RSE = 0.21
   - SR = 5.75
   - p = 9.09E-09
   - p' = 5.52E-05
   - p'' = 5.54E-07
   - q = 1.62E-06

5. YDR476C
   - log2(Cy3) = -1.87
   - log2(Cy5/Cy3) = 0.84
   - RSE = 0.14
   - SR = 6.08
   - p = 1.24E-09
   - p' = 7.51E-06
   - p'' = 7.55E-08
   - q = 2.78E-07

6. YDR534C
   - log2(Cy3) = -3.83
   - log2(Cy5/Cy3) = 3.43
   - RSE = 0.25
   - SR = 13.66
   - p = 0.00E+00
   - p' = 0.00E+00
   - p'' = 0.00E+00
   - q = 0.00E+00

7. YL065W
   - ORF: SIT1
   - log2(Cy3) = -0.60
   - log2(Cy5/Cy3) = 2.46
   - RSE = 0.15
   - SR = 16.89
   - p = 0.00E+00
   - p' = 0.00E+00
   - p'' = 0.00E+00
   - q = 0.00E+00

8. YER145C
   - ORF: FTR1
   - log2(Cy3) = -0.49
   - log2(Cy5/Cy3) = 2.25
   - RSE = 0.15
   - SR = 15.11
   - p = 0.00E+00
   - p' = 0.00E+00
   - p'' = 0.00E+00
   - q = 0.00E+00

#### Down-regulated genes

1. YBR054W
   - ORF: YRO2
   - log2(Cy3) = 1.28
   - log2(Cy5/Cy3) = -0.95
   - RSE = 0.19
   - SR = 5.12
   - p = 3.11E-07
   - p' = 1.89E-03
   - p'' = 1.90E-05
   - q = 4.72E-05

2. YBR147W
   - log2(Cy3) = -1.68
   - log2(Cy5/Cy3) = -0.64
   - RSE = 0.13
   - SR = -4.87
   - p = 1.13E-06
   - p' = 6.86E-03
   - p'' = 6.90E-05
   - q = 2.47E-05

3. YCL030C
   - ORF: HIS4
   - log2(Cy3) = 1.80
   - log2(Cy5/Cy3) = -0.87
   - RSE = 0.19
   - SR = -4.50
   - p = 6.95E-06
   - p' = 4.22E-02
   - p'' = 4.24E-04
   - q = 7.95E-04

4. YDL171C
   - ORF: GLT1
   - log2(Cy3) = -0.59
   - log2(Cy5/Cy3) = -0.87
   - RSE = 0.15
   - SR = -5.95
   - p = 2.81E-09
   - p' = 1.70E-05
   - p'' = 1.71E-07
   - q = 5.86E-07
Table 3 (Continued)

| Candidate differentially-expressed genes | 5  | YEL039C | CYC7 | 1502 | -1.34 | -0.69 | 0.13 | -5.31 | 1.14E-07 | 6.91E-04 | 6.95E-06 | 1.92E-05 |
|------------------------------------------|----|---------|------|------|------|------|------|------|-------|--------|--------|--------|--------|
| 6 | YER174C | GRX4 | 1721 | 1.09 | -0.92 | 0.18 | -5.06 | 4.31E-07 | 2.61E-03 | 2.63E-05 | 6.25E-05 |
| 7 | YFL014W | HSP12, GLP1, HORS | 1751 | 1.18 | -0.91 | 0.18 | -4.95 | 7.57E-07 | 4.60E-03 | 4.62E-05 | 1.02E-04 |
| 8 | YFR030W | MET10 | 1836 | 0.54 | -1.01 | 0.17 | -5.79 | 7.61E-09 | 4.62E-05 | 4.64E-07 | 1.40E-06 |
| 9 | YFR055W | 1862 | -0.74 | -0.69 | 0.14 | -4.90 | 1.00E-06 | 6.07E-03 | 6.11E-05 | 1.27E-04 |
| 10 | YGL009C | 1873 | 4.10 | -1.27 | 0.23 | -5.58 | 2.54E-08 | 1.54E-04 | 1.55E-06 | 4.40E-06 |
| 11 | YGL117W | 1979 | 1.05 | -1.25 | 0.18 | -6.85 | 8.05E-12 | 4.91E-10 | 2.23E-09 |
| 12 | YGR088W | CTI1 | 2212 | -1.93 | -0.63 | 0.14 | -4.48 | 7.56E-06 | 4.57E-04 | 8.34E-04 |
| 13 | YGR286C | BIO2 | 2409 | 0.97 | -1.10 | 0.18 | -6.11 | 1.09E-09 | 6.16E-06 | 6.56E-08 | 2.54E-07 |
| 14 | YHL021C | 2440 | -0.19 | -0.97 | 0.16 | -6.17 | 7.25E-10 | 4.40E-06 | 4.42E-08 | 1.76E-07 |
| 15 | YJR137C | ECM17, MET5 | 3263 | 0.42 | -0.85 | 0.17 | -4.92 | 8.71E-07 | 5.28E-03 | 5.31E-05 | 1.12E-04 |
| 16 | YKL148C | SDH1 | 3436 | -1.12 | -0.77 | 0.13 | -5.91 | 3.56E-09 | 2.16E-05 | 2.17E-07 | 6.97E-07 |
| 17 | YLL041C | SDH2 | 3658 | -0.49 | -0.90 | 0.15 | -6.05 | 1.50E-09 | 9.10E-06 | 9.15E-08 | 3.25E-07 |
| 18 | YLR304C | ACO1, GLU1 | 3985 | 2.05 | -0.88 | 0.20 | -4.48 | 7.56E-06 | 4.59E-02 | 4.61E-04 | 8.34E-04 |
| 19 | YMR021C | MACI, CUA1 | 4301 | -0.43 | -1.83 | 0.15 | -12.17 | 0.00E+00 | 0.00E+00 | 0.00E+00 | 0.00E+00 |
| 20 | YOR356W | 5546 | -0.03 | -0.80 | 0.16 | -4.93 | 8.45E-07 | 5.13E-03 | 5.16E-05 | 1.12E-04 |

Candidates for differentially-expressed genes in the mac1 cDNA microarray experiment defined as those outside the adjusted supsmu-based 99.998%-STIs (unadjusted p-value ≤ 0.00002). The study monitored transcripts in a mac1 knockout and wild-type S. cerevisiae. RN, row number; ORF name, systematic name for open reading frame; Synonyms, alternative gene names (if any); CIN, case index numbers used in scatter plots to identify covered with the STI, distribution, residuals); RSE, residual scale estimator (for data points represented in the table it is based on formulae for sample mean and residual variance are:

\[ s^2 = \frac{1}{N} \sum_{i=1}^{N} X_i^2 / (N - 2) \] (4)

where \( \lambda(q) \) is a two-sided quantile for the standard normal distribution, \( P = 100\%q \) is portion of the population to be covered with the STI, \( \gamma \) is a confidence level, \( \chi^2(N - 2, \gamma/2) \) is the lower \( \gamma/2 \)-quantile of a \( \chi^2 \)-distribution with \( N - 2 \) degrees of freedom, \( F(2, N - 2, 1 - \gamma/2) \) is the upper \( 1 - \gamma/2 \)-quantile of \( F \)-distribution with 2 and \( N - 2 \) degrees of freedom. Equation 2 uses the Bonferroni inequality to evaluate how far out on the tail of its distribution each observation lies. It is based on formula 6.5 discussed in [29,30]. The corresponding formulae for sample mean and residual variance are:

\[ \bar{X} = \frac{1}{N} \sum_{i=1}^{N} X_i / N \] (3)

Ordinary STIs

The relationship between (residual) outlier test statistics and tolerance regions [27,29,30] has shown a need for using STIs to detect Y-outliers in regression. For probability at least (1 - \( \gamma \)), the central tolerance intervals (STIs) are centered about \( \sigma \) that are simultaneous in \( X \) and \( q \) can be determined using:

where \( \lambda(q) \) is a two-sided quantile for the standard normal distribution, \( P = 100\%q \) is portion of the population to be covered with the STI, \( \gamma \) is a confidence level, \( \chi^2(N - 2, \gamma/2) \) is the lower \( \gamma/2 \)-quantile of a \( \chi^2 \)-distribution with \( N - 2 \) degrees of freedom, \( F(2, N - 2, 1 - \gamma/2) \) is the upper \( 1 - \gamma/2 \)-quantile of \( F \)-distribution with 2 and \( N - 2 \) degrees of freedom. Equation 2 uses the Bonferroni inequality to evaluate how far out on the tail of its distribution each observation lies. It is based on formula 6.5 discussed in [29,30]. The corresponding formulae for sample mean and residual variance are:

\[ s^2 = \frac{1}{N} \sum_{i=1}^{N} X_i^2 / (N - 2) \] (4)

In our case, \( X_i = \log_2(Cy3_g) \) and residuals \( Y_i = \log_2(Cy5/Cy3) \), where \( i = 1, \ldots, N \). Because \( \log_2(Cy5_g) \) and \( \log_2(Cy3_g) \) are highly correlated, \( X_i = \log_2(Cy5_g) \) or \( X_i = \log_2(Cy3_g + Cy5_g)/2 \) could be used as well. We used scatter plots 'residuals versus average spot intensity' to compute \( p \)-values. For figures we used 'residuals versus log2(Cy3_g)' scatter plots.

We used robust estimators for the location (robust options: sample median, Huber M-estimator, Tukey's bi-square) and for the scale (supsmu or lowess fits for \( s^2 = f(X) \) adjusted with simple Monte Carlo simulations to guarantee approximate Gaussian efficiency). We computed five STIs with five different portions of the normal distribution: 95%, 99%, 99.8%, 99.98% and 99.998%, correspondingly, and covered with probability at least 1 - \( \gamma \) = 99.99%. The corresponding interval estimates for \( p \)-values using, for example, formula 8 to approximate sample distribution for residuals under the null hypothesis are: 0.05 < \( p \) < 0.01 < \( p \) < 0.05, 0.002 < \( p \) < 0.01, 0.0002 < \( p \) < 0.002, 0.00002 < \( p \) < 0.0002 and \( p \) < 0.00002. 'p-value' here is the chance or probability that the tolerance interval constructed from a single sample will not include the true inlier or regular observation. Alternatively, it is the
probability of having observed our data, or more extreme data, when the null hypothesis is true. Therefore, the null hypothesis here is: a data point is an inlier from i.i.d. random sample of size $N$, and we assume the corresponding null distribution for inlying residuals to be a normal distribution with mean $= 0$ and unknown variance, which may not be a constant.

Simultaneous tolerance intervals for data with replication
If replicated data are available, we have several (for example, $n_i$) observations on $Y$ at each point $X: Y_{ij} = \log_2(C_{ij5}/C_{ij3})$, $i = 1, ..., K$, $j = 1, ..., n_i$. In terms of ANOVA it can be described as two-way layout (if all $n_i$ are equal) [58,59].

Table 4
Comparison of genes identified as differentially expressed in mac1Δ

| Gene | ORF   | Loguinov et al. (this work) (0.0001) | Hughes et al. [18] (0.0001) | Churchill and Sapir [20] (0.9999) | Newton et al. [19] (0.9999) | 2FC | Reference |
|------|-------|-------------------------------------|-----------------------------|-----------------------------------|----------------------------|-----|----------|
| FTH1 | YBR207W | +                                   | +                           | +                                 | +                           | +   | [67]     |
| PCA1 | YBR295W | +                                   | a                           | +                                 | a                           |     | [68]     |
| AKR1 | YDR264C | +                                   | a                           | +                                 | a                           |     | [69]     |
| CCC2 | YDR270W | +                                   | +                           | +                                 | +                           | +   | [67]     |
| FIT1 | YDR534C | +                                   | a                           | +                                 | +                           | +   | [70]     |
| SIT1 | YEL065W | +                                   | +                           | +                                 | +                           | +   | [70]     |
| FTR1 | YER145C | +                                   | +                           | +                                 | +                           | +   | [67]     |
| FTE5 | YFL041W | +                                   | a                           | +                                 | +                           |     | [71]     |
| YFR055W* | -     | b                                   | b                           | b                                 | b                           |     | [72]     |
| CTT1 | YGR088W* | -                                   | b                           | b                                 | b                           |     | [33]     |
| VMR1 | YHL035C | +                                   | +                           | +                                 | +                           | +   | [69]     |
| ARN1 | YHL040C | +                                   | +                           | +                                 | +                           | +   | [70]     |
| ARN2 | YHL047C | +                                   | +                           | +                                 | +                           |     | [70]     |
| FRE2 | YKL220C | +                                   | a                           | +                                 | +                           | +   | [67]     |
| MRS4 | YKR052C* | +                                   | a                           | a                                 | a                           | a   | [73]     |
| FRE6 | YLL051C | +                                   | a                           | +                                 | a                           |     | [74]     |
| SMF3 | YLR034C* | +                                   | a                           | a                                 | a                           | a   | [75]     |
| TIS1 | YLR136C | +                                   | a                           | +                                 | +                           |     | [76]     |
| HMX1 | YLR205C | +                                   | +                           | +                                 | +                           |     | [77]     |
| FRE1 | YLR214W | +                                   | +                           | +                                 | +                           | +   | [67]     |
| MAC1 | YMR021C | -                                   | a                           | -                                 | -                           |     | [33]     |
| FET3 | YMR058W | +                                   | +                           | +                                 | +                           |     | [67]     |
| ATX1 | YNL259C | +                                   | a                           | +                                 | a                           |     | [78]     |
| BIOS | YNR056C | +                                   | a                           | +                                 | +                           |     | [69]     |
| FRE4 | YNR060W | +                                   | a                           | +                                 | +                           |     | [74]     |
| ARN4 | YOL158C | +                                   | +                           | +                                 | +                           |     | [70]     |
| FRE3 | YOR381W | +                                   | +                           | +                                 | +                           |     | [74]     |
| FIT2 | YOR382W | +                                   | +                           | +                                 | +                           |     | [74]     |
| FIT3 | YOR383C | +                                   | +                           | +                                 | +                           |     | [79]     |
| FRE5 | YOR384W | +                                   | +                           | +                                 | +                           |     | [74]     |

The performance of each method (except Chen et al. [17]) at equivalently high stringency levels is presented for selected genes likely to be differentially expressed in mac1Δ as described in text. For Sapir and Churchill [20], the cut-off (0.9999) corresponds to posterior probability of being differentially expressed and for Newton et al. [19], the cut-off 0.9999 is posterior probability of true differential expression. For this work, 0.0001 is a cut-off for q-values. For Hughes et al. [18], 0.0001 is a cut-off for p-values. 2FC is indicates two-fold change approach. A (+) sign indicates that a gene was identified as up-regulated by a method at this level of stringency while a (-) sign indicates that it was identified as down-regulated. Genes not identified by one method that were identified by other methods are indicated by a (+) or b (-) in the appropriate column. Genes identified only by this work are asterisked.
This information can be used when building STIs following an analogy with simultaneous prediction interval \([58,59]\) (see also Equations 12 and 13 below):

\[
\sum_{i=1}^{K} \frac{1}{N_i} \left( \frac{X_i - \bar{X}}{\sqrt{\sum_{i=1}^{K} (X_i - \bar{X})^2}} \right)^2 + 1.645 \left( \frac{(N-2)}{\sqrt{N-2,\gamma/2}} \right)^{1/2}
\]

where

\[
N = \sum_{i=1}^{K} N_i
\]
Table 5

Comparison of performance with simulated datasets with 100 true positives

| Cut-off points | PPV  | NPV  | Specificity | Sensitivity | Likelihood ratio |
|----------------|------|------|-------------|-------------|-----------------|
| Sapir and Churchill [20] |      |      |             |             |                 |
| 0.5            | 0.54 | 1.00 | 0.99        | 0.85        | 70.46           |
| 0.6            | 0.56 | 1.00 | 0.99        | 0.80        | 75.78           |
| 0.7            | 0.56 | 1.00 | 0.99        | 0.78        | 76.31           |
| 0.8            | 0.56 | 1.00 | 0.99        | 0.73        | 76.43           |
| 0.9            | 0.55 | 0.99 | 0.99        | 0.64        | 73.45           |
| 0.95           | 0.55 | 0.99 | 0.99        | 0.60        | 71.62           |
| 0.99           | 0.54 | 0.99 | 0.99        | 0.53        | 70.29           |
| 0.998          | 0.57 | 0.99 | 0.99        | 0.48        | 79.57           |
| 0.9998         | 0.58 | 0.99 | 0.99        | 0.43        | 82.78           |
| 0.99998        | 0.57 | 0.99 | 1.00        | 0.34        | 78.04           |
| Newton et al. [19] |      |      |             |             |                 |
| 0.43 (0.3)     | 0.62 | 1.00 | 0.99        | 0.76        | 96.50           |
| 0.67 (0.4)     | 0.61 | 0.99 | 0.99        | 0.70        | 92.84           |
| 1 (0.5)        | 0.61 | 0.99 | 0.99        | 0.66        | 91.60           |
| 2.33 (0.7)     | 0.61 | 0.99 | 0.99        | 0.59        | 95.17           |
| 4 (0.8)        | 0.60 | 0.99 | 0.99        | 0.52        | 91.28           |
| 5.67 (0.85)    | 0.60 | 0.99 | 0.99        | 0.50        | 90.42           |
| 9 (0.9)        | 0.61 | 0.99 | 0.99        | 0.49        | 94.33           |
| 19 (0.95)      | 0.62 | 0.99 | 0.99        | 0.49        | 97.48           |
| 99 (0.99)      | 0.63 | 0.99 | 1.00        | 0.44        | 101.00          |
| 499 (0.998)    | 0.60 | 0.99 | 1.00        | 0.36        | 89.52           |
| Loguinov et al. (this work) |      |      |             |             |                 |
| 0.5            | 0.40 | 1.00 | 0.98        | 0.99        | 39.65           |
| 0.25           | 0.60 | 1.00 | 0.99        | 0.93        | 90.99           |
| 0.2            | 0.63 | 1.00 | 0.99        | 0.91        | 102.47          |
| 0.15           | 0.58 | 1.00 | 0.99        | 0.90        | 127.89          |
| 0.1            | 0.72 | 1.00 | 0.99        | 0.87        | 157.34          |
| 0.05           | 0.76 | 1.00 | 1.00        | 0.82        | 188.22          |
| 0.01           | 0.79 | 1.00 | 1.00        | 0.76        | 226.78          |
| 0.002          | 0.80 | 0.99 | 1.00        | 0.60        | 238.72          |
| 0.0002         | 0.88 | 0.99 | 1.00        | 0.44        | 437.65          |
| 0.00002        | 0.89 | 0.99 | 1.00        | 0.40        | 477.44          |
| Chen et al. [17] |      |      |             |             |                 |
| 0.05           | 0.3  | 1.00 | .97         | 1.00        | 37.30           |
| 0.01           | 0.45 | 1.00 | .98         | 0.88        | 49.55           |

The first column lists the cut-off points used for each method for the performance comparison on simulated data as described in the text. For Sapir and Churchill [20] the cut-offs correspond to posterior probabilities of being differentially expressed. Similarly for Newton et al. [19] they correspond to posterior odds (probabilities) of true differential expression. For this work, the cut-offs for q-values are shown. Chen et al. [17] have two cut-offs which are approximated with a polynomial fit and are not shown in Figure 24 because there are no approximations available for other cut-offs. PPV is positive predictive value which equals TP (true positive)/TP + FP (false positive). NPV is negative predictive value which equals TN (true negative)/TN + FN (false negative). Sensitivity is TP/(TP + FN). Specificity is TN/(FP + TN). The likelihood ratio (Bayes’ factor) is Sensitivity/(1 - Specificity). For computations we used simulated data shown in Figure 22.
is the total number of observations, \( n_i \) is the number of replicates at point \( X_i \),

\[
\bar{X} = \frac{\sum_{i=1}^{K} n_i X_i}{\sum_{i=1}^{K} n_i} \tag{6}
\]

\[
s^2 = \frac{\sum_{i=1}^{K} n_i (Y_{ij} - \bar{Y})^2}{(\sum_{i=1}^{K} n_i - 2)} \tag{7}
\]

where \( X_i = \log_2(Cy3) \), and residuals \( Y_{ij} = \log_2(Cy5_{ij}/Cy3_{ij}) \), \( i = 1, ..., K \) and \( j = 1, ..., n_i \). If \( n_i = 1 \) then \( K = N \) and Equation 5 coincides with Equation 2.

Given replicated data, the fitted linear model can be checked by breaking the residual sum of squares into two components, lack of fit sum of squares and pure error sum of squares provided that the pure error is approximately the same throughout the data [58].

### Other approximations for tolerance intervals

A two-sided \( \beta \)-expectation tolerance interval is given by [60]:

\[
\pm (s(I) K(N, \beta)) \tag{8}
\]

where \( K(N, \beta) = (1 + 1/N)^{1/2} t(N-1,(1 - \beta)/2) \) and \( t(N-1,(1 - \beta)/2) \) is a Student variable with \( N - 1 \) degrees of freedom. As it is clear from tables for tolerance factors [60], \( \beta \)-expectation tolerance intervals defined by (8) coincide with \( \beta \)-content tolerance intervals for residuals of linear regression described with (2) if \( N \) is large (> 1000).

For very large sample sizes, the null distribution could be approximated by a normal approximation \( N(0,s(I)) \):

\[
\pm (s(I) \lambda(q)) \tag{9}
\]

where \( s(I) \) is intensity-dependent scale estimator and \( \lambda(q) \) is a two-sided quantile (100\% quantile is a portion of the population to be covered) of the \( N(0,1) \) defined by \( \Phi(\lambda) = (1 - \beta/2)^{1/N} (\Phi(\lambda) \) is a cumulative distribution function for the standard normal distribution). The goal is to quantify \( s(I) \) in the presence of strong outliers. Our solution is the use of robust scatter plot smoothers for absolute residuals which has been described previously [25] (see details of our implementation below).

### Relationships between STIs and simultaneous prediction intervals

In cDNA microarrays, the total number of predictions to be made is unknown or subject to chance, or the number of prediction intervals to be estimated simultaneously is large. Given such conditions, STIs are preferred over simultaneous prediction intervals (SPIs) [30]. When \( N \) is large, as in our case, the corresponding STIs and SPIs are indistinguishable on the scatter plots. If the majority of residuals are normally distributed, then using Bonferroni procedure [30] we have this expression for the residuals:

\[
\pm \sqrt{t(N-2,1-\alpha/2k)^2[1 + \frac{1}{N} \sum_{i=1}^{K} \frac{(X_i - \bar{X})^2}{(\sum_{i=1}^{K} n_i - 2)}]} \tag{10}
\]

where \( k \) is the number of 'future observations' or the number of the null hypotheses tested (we test \( k \) null hypotheses about \( k \) outliers). When \( N \) is large then the second term under the square root is about 1 and the following approximation holds:

\[
\pm \sqrt{t(N-2,1-\alpha/2k)^2 s^2} \tag{11}
\]

It is a horizontal band based on Bonferroni-corrected \( t \)-value and one can expect that (1 - \( \alpha/2 \))100\% of the residuals will lie in the interval in repeat runs under the same experimental conditions. Thus, observations with the residuals situated far from the horizontal band can be identified as outliers. Equations 10 and 11 assume an outside estimate for \( k \). We note that Equation 11 coincides with Equation 8 (within a degree of freedom) if one takes Bonferroni correction into account. In previous work, we used SPIs rather than STIs to identify candidates for differential expression [61].
If we have a replication (for example, we consider $K$ points $X_i$ with $n_i$ replicates in each point, $i = 1, \ldots, K$) then this information also may be incorporated while building SPIs [58,59]:

$$
\sum \frac{1}{n_i} \sum_n n_i (X_i - \bar{X})^2
$$

where: $q$ is the number of future observations to be averaged at point $X_i$, $n_i$ is the number of replicates at point $X_i$, residual variance

$$
s^2 = \frac{1}{\sum n_i} \sum_{i=1}^K \frac{n_i - 2}{n_i} \bar{X}^2 = \frac{n_i X_i}{\sum n_i} / \sum n_i
$$

and the total number of observations is

$$
N = \sum_{i=1}^K n_i
$$

If both $n_i = 1$ and $q = 1$ then Equation 12 coincides with Equation 10 ($K = N$). Equation 12 can be simplified if there is the same number of replicates in each point $n_i = M$ and $q = M$ (that is, we’ll predict mean values of future $M$ points for each $X_i$):

$$
= \frac{1}{M} \sum_{i=1}^K \frac{X_i - \bar{X}}{\sum (X_i - \bar{X})^2 / M}
$$

If $N$ is large and using approximation similar to Equation 11:

$$
= \frac{1}{\sqrt{N(1-1/2k)^2}} \frac{s^2}{M} = \frac{1}{2} \sqrt{N(1-1/2k)^2} (s/\sqrt{M})
$$

Figure 23
Comparison of performance of three single-slide methods on simulated data. (a) ROC curves for simulated data for each method. Each point represents one of the ten cut-offs used in Table 4 for each method. Area under curve is one in the case of an ideal method. ROC curves do not take prevalence into account and upper curves have better accuracy than lower ones (see text for details). (b) PPV curves which represent the probabilities that a gene identified as differentially expressed represents a true positive. (c) Likelihood ratio (or Bayes’ factor) curves are calculated as Sensitivity/(1-Specificity) and can also be defined as the ratio of posterior odds to prior odds. PPV values takes into account prevalence of being differentially expressed in the simulated population.
Therefore, for example, if we have spot duplicates on a slide and assume $M = 2$ for each spot then the corresponding SPIs would be narrower than ones for the case without the duplication by a factor $1/\sqrt{2} \approx 0.71$ if predicting averages of future spot duplicates.

**Smoothed STIs**

STIs computed using Equations 2 and 5 (or SPIs using Equations 10 and 12) assume residual homoscedasticity: $s^2$ is independent of $X_i$ and thus constant for all values $X_1,...,X_N$. We refer to these STIs as ordinary STIs. For microarray data used, however, residual variance versus predictor variable plots usually provided evidence for heteroscedasticity: $s^2$ is dependent on $X_i$ and thus not constant. To account for this relationship between $X$ and $s^2$, we smoothed the data $(X_i,|Y_i|)$, $i = 1,...,N$. The scatter plot smoothers $supsmu()$ and $lowess()$ perform locally linear (symmetric or containing the $k$-nearest neighbors) OLS-fit to point $X_i$ [51,52,62,63]. The span parameter is the fraction of data points used for smoothing - larger values result in smoother fits. We used $supsmu()$ with the span parameter $bass = 2-4$ and $lowess()$ with $f = 0.2-0.4$. These values provide a compromise between sensitivity to local variation and smoothness (compare [8]).

The function $lowess()$ computes a robust locally-weighted linear fit [63]. An extended version of the function, $loess()$, includes an option for locally-quadratic fitting [52]. A window dependent on $f$ is positioned around $X_i$. Data points inside the window are weighted and a robust weighted regression is used to compute $\hat{Y}_i$, the predicted value of $Y_i$ at $X_i$. No assumptions are made about the $X_i$ values being evenly spaced and the span parameter $f$ is constant across the entire range of the predictor variable $X$. A fixed span parameter, however, is problematic if the curvature of the underlying function varies; an increase in curvature would necessitate a decrease in the span, for example. The function $supsmu()$...
avoids this difficulty by automatically choosing the variable span with cross-validation [62] of residuals in the neighborhood of \( X_s \). The function \( \text{supsmu}() \) is faster than \( \text{lowess}() \) and whilst it is less robust for small sample sizes (\( N < 40 \)), cDNA data are large (here \( N = 6,068 \)) and so it is sufficiently robust. The choice between \( \text{supsmu}() \) and \( \text{lowess}() \) is a choice between more or less sensitivity to underlying curvature; \( \text{loess}() \) with locally-quadratic fitting also performs well recovering curvature in empirical data.

**Adjusting the smoothed STIs**

The scale estimate for the smoothed STIs, however, may be slightly different than the scale estimate for the ordinary STIs (Figure 19a) suggesting that smoothed STIs for real data require adjustments to improve their accuracy. Such adjusted STIs are determined by first generating simulated datasets assuming bivariate normality with the same parameters as in real data. Adjustments for STI scale estimator are calculated using the scale factor. The scale factor is defined as ratio in the simulated data of the Huber r-estimate for scale to the average scale estimate (based on the \( \text{supsmu} \) (or \( \text{lowess} \)) scale estimator). The scale factor is then applied as an adjustment to smoothed STIs to derive adjusted smoothed STIs for the real \( \text{mac1} \) (or any other) data (Figure 19a,b). For example, in Figure 19a the scale factors to adjust \( \text{supsmu} \) and \( \text{lowess} \)-based scale estimates are 1.25 and 1.35, respectively. Those estimates are very stable in repeat simulations: for example, their standard error based on ten repeat simulations for \( \text{mac1} \) dataset was 0.0008.

**Computing p- and q-values**

For every gene, we can compute the value of \( \log_2(C_{y5}/C_{y3})/s(I) \) for residuals, where \( s(I) \) is a robust scale estimator that depends on intensity level. Then one can calculate \( p \)-values as a measure of statistical significance for every gene, using any appropriate formulas mentioned above if \( N \) large. An easy and accurate way to do it is the use, for example, formula 11. Then, having a list of \( p \)-values, one can calculate the corresponding \( q \)-values using R software developed by John Storey [46].

**Calibrating q-values**

Calibrating plots help to choose a cut-off for \( q \)-values (Figure 24). For example, if we select the number of false positives less than one, on average, then the number of significant tests = 83, \( q \)-value cut-off = 0.011 that corresponds to \( p \)-value cut-off = 0.0016.

**Simulating differential expression**

We took sample parameters and the 100 most prominent residual outliers from \( \text{mac1} \) dataset. We then considered the non-regular log-transformed ratios (\( k = 100 \)) as location estimates, adding random component to simulate intensity-dependent variation. Heteroscedasticity for the main body of data (\( N-k = 6,068-100 = 5,968 \) regular observations) was also simulated using the same intensity dependence. Specifically, we define that heteroscedasticity takes place for \( \log_2(C_{y3}) \) intensity values \( \leq -3 \) or \( \geq +2 \).

For that intensity range, the scale estimator was considered as a linear function of \( \log_2(C_{y3}) \). For example, for regular observations:

\[
\text{simulated } \log_2(C_{y5}/C_{y3}) = \text{initial } \log_2(C_{y5}/C_{y3}) + e(I)
\]

where \( e(I) \) is intensity-dependent random variation generated using \( \text{rnorm()} \) function, \( e(I) = \text{rnorm}(k, \text{mean}=0, \text{sigma}=aI+b) \), where \( I = \log_2(C_{y3}) \).

We define \( a = -0.5, b = -1.5 \) for the lower intensity area (\( \log_2(C_{y3}) < -3 \)) and \( a = 0.5, b = -1 \) for the upper intensity area (\( \log_2(C_{y3}) > +2 \)).

Heteroscedasticity for outliers was simulated in a similar way. R code and datasets used for simulations are available from the authors upon request.

**Software implementation**

All data processing, analysis and visualization were performed using S-plus 2000® [64]. Routines were written that used standard S-plus procedures and functions wherever possible and which generated HTML output. The R version of the code (DIGEX.R) is available from [65]. R [66] is a language and environment for statistical computing and graphics similar to S-plus. The R equivalents of S-plus functions are given in the text.

**Additional data files**

A comparative summary table (in html format; Additional data file 1) coupled with an auxiliary legend file (Additional data file 2) shows candidates for differential gene expression in all ten experiments used in the paper. An Excel table (Additional data file 3) gives the test accuracy definitions that were used for simulations to evaluate method performance.
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