Semi-Supervised Graph Attention Networks for Event Representation Learning

Joao Pedro Rodrigues Mattos  
Institute of Mathematics and Computer Sciences (ICMC)  
University of São Paulo (USP)  
São Carlos, Brazil  
joao_pedro_mattos@usp.br

Ricardo M. Marcacini  
Institute of Mathematics and Computer Sciences (ICMC)  
University of São Paulo (USP)  
São Carlos, Brazil  
ricardo.marcacini@icmc.usp.br

Abstract—Event analysis from news and social networks is very useful for a wide range of social studies and real-world applications. Recently, event graphs have been explored to model event datasets and their complex relationships, where events are vertices connected to other vertices representing locations, people's names, dates, and various other event metadata. Graph representation learning methods are promising for extracting latent features from event graphs to enable the use of different classification algorithms. However, existing methods fail to meet essential requirements for event graphs, such as (i) dealing with semi-supervised graph embedding to take advantage of some labeled events, (ii) automatically determining the importance of the relationships between event vertices and their metadata vertices, as well as (iii) dealing with the graph heterogeneity. This paper presents GNEE (GAT Neural Event Embeddings), a method that combines Graph Attention Networks and Graph Regularization. First, an event graph regularization is proposed to ensure that all graph vertices receive event features, thereby mitigating the graph heterogeneity drawback. Second, semi-supervised graph embedding with self-attention mechanism considers existing labeled events, as well as learns the importance of relationships in the event graph during the representation learning process. A statistical analysis of experimental results with five real-world event graphs and six graph embedding methods shows that our GNEE outperforms state-of-the-art semi-supervised graph embedding methods.

Index Terms—network embeddings, event analysis, representation learning

I. INTRODUCTION

Event analysis from news and social networks is very useful for a wide range of social studies and real-world applications [1], such as the impact of epidemics, wars and urban violence, finance, elections, and sentiment analysis. Although machine learning methods have been recently explored to support event analysis, learning appropriate representations for event classification algorithms is a challenging task since events have different associated components, such as people, organizations, temporal and geographical information [2]. Traditionally, events have been represented using bag-of-words models, thereby focusing mainly on the textual information (e.g., terms and keywords) of the events [3]. However, such representation does not adequately capture more complex relationships between events and is often criticized for the lack of semantics [4].

Recent studies represent event components through journalistic “w” questions, such as what, when, where, and who [5]. In this sense, events and their components can be explicitly represented using event graphs [1] (Figure 1), where edges indicate relationships between events and component vertices. Although this is a rich representation for event data, it poses new challenges for graph-based machine learning, which raises the following question: how to extract useful knowledge from event graphs and their complex relationships?

Graph embeddings methods have been used to learn latent features capable of capturing complex graph relationships, mapping each vertex in a low dimensional vector space [7]–[9]. This new representation is an embedding space used as input for several other tasks, such as event classification. For example, DeepWalk [10] and Node2Vec [11] are methods based on short random walks to capture vertex neighborhood structures and learn features using a strategy similar to Word2Vec. Setty and Hose (2018) [2] proposed the Event2Vec method, which extends Node2Vec to respect event semantics through biased random walks. Graph Convolutional Networks (GCN) [12] and Graph Attention Networks (GAT) [13] have also been extended for deep representation learning to extract high-level features from graphs. Despite recent advances, existing methods fail to meet the following important requirements for event analysis:
• In event analysis tasks, a small amount of data can be labeled according to the user's feedback, such as the category or utility of the event. Previous graph embedding methods, such as DeepWalk and Node2Vec, are unsupervised and ineffective in integrating labeled data during the graph embedding process.

• Determining the importance level of the event components enables the extraction of complex patterns, for example, seasonal and geographical behaviors. Existing methods assume that such importance levels should be defined as parameters for edge weights between events and their components. However, it is impracticable for users to set these parameters manually.

• Although GCN and GAT are promising methods for semi-supervised graph embeddings, these methods are not suitable for graphs composed of different types of vertices and relationships, such as event graphs. Also, some vertices of event graphs have associated features, such as textual information. Both GAT and GCN are unrealistic to perform graph embeddings in these scenarios.

To address these limitations, we propose the GNEE (GAT Neural Event Embeddings), a new semi-supervised embedding method for event graphs using Graph Attention Networks (GAT) and Event Feature Regularization. Our GNEE innovates in incorporating both vertex labels and features to improve event representation learning. The key idea is to explore graph regularization to generate a textual-based representation for all vertex types, i.e., propagate semantic features extracted from event vertices. GNEE learns the final embeddings through graph neural networks with attention mechanisms. Our main contributions are two-fold:

• We present a graph regularization framework to propagate existing textual features from event vertices to neighboring component vertices. We compute a semantic representation of the events through BERT-based neural language models. These models allow the generation of textual embeddings considering context information and pre-trained models from a large textual corpus. During the propagation of textual embeddings from event vertices to component vertices, a fine-tuning of the BERT-based representation is performed according to the structure of the event graph. The graph regularization step ensures that all vertices get a regularized feature, even non-text component vertices representing people’s names, times, and locations. For example, the features of a location vertex will have semantic content similar to the event texts that occurred at that location.

• We propose a semi-supervised graph embedding process guided by both labeled vertices, regularized vertex features, and the graph topology. In particular, we explore a graph attention mechanism proposed by [13] to automatically learn different importance levels for each vertex, thereby automatically identifying when time, location, names of people, organizations, etc., are relevant for event embedding. Thus, GNEE performs graph embedding learning with an attention mechanism to obtain neural event embeddings according to the neighborhood structure of the component vertices. The expectation is that the model will identify which component event vertex are most important for event classification.

We carried out a thorough experimental evaluation on five real-world event datasets. Our GNEE was compared with two state-of-the-art semi-supervised graph embedding methods based on GAT and GCN and with three unsupervised graph embedding methods DeepWalk, Node2Vec, and Struc2Vec. A statistical analysis of the results reveals that the GNEE outperforms the previous GAT-based methods for neural event embeddings in classification tasks. Furthermore, GNEE proved to be competitive with existing methods based on GCN, DeepWalk, and Node2Vec.

II. GAT NEURAL EVENT EMBEDDINGS

Events are related to each other through a complex structure involving components such as people, organizations, locations, and particular time intervals. In this context, graphs allow identifying relationships between events and their components, which would not be possible using a representation model based only on texts, such as the traditional bag-of-words. In addition, it is also possible to enrich the representation by incorporating features and labels at each vertex, which is then used to improve the graph embedding process. However, even recent methods for semi-supervised graph embedding require that all graph vertices contain features, which is an unusual scenario in event graphs. Alternatively, such methods use the adjacency matrix itself as features, which discards essential event information. Ideally, a graph embedding method for events should (i) be semi-supervised to consider small sets of labeled events; (ii) consider existing features for event vertices, even if component vertices do not have associated features; and (iii) automatically learn the importance of the event components. Thus, we propose the GNEE method (GAT Neural Event Embeddings), which explores attention mechanisms and event features regularization to deal with these challenges.

Let $G = (V, E, W)$ be a graph where $V$ represents a set of vertices, $E$ a set of edges, and $W$ the weights between vertices and edges. We use a heterogeneous graph representation in which the vertices are composed of two types, $V = V_E \cup V_C$, where $V_E$ are event vertices and $V_C$ are component vertices. The latter represents information about people’s names, organizations, locations, times, and other metadata related to the events. In our graph-based representation, the textual information for each event vertex $v_i \in V_E$ is represented by a feature vector $\mathbf{g}_{v_i} \in \mathbb{R}^m$ in an $m$-dimensional space obtained by some text pre-processing technique, such as the BERT-based models (detailed later in this section). Moreover, the graph contains some labeled event vertices $V_L \subseteq V_E$ in $K$ classes $Y = \{1, \ldots, K\}$, thereby forming a training set $\{(v_1, y_1), \ldots, (v_n, y_n)\}$ for semi-supervised learning, with $n = |V_L|$ and $y_j = k \in Y$.

The neural event embedding can be formulated as a mapping function $h : G(V, E, W) \rightarrow \mathbb{R}^d$ from vertices to a $d$-
dimensional vector space (embedding space), where \( d \) is a predefined parameter. Our proposed GNEE explores both the existing features and labels of the vertices to improve the embedding learning process, as well as the graph topology. GNEE first performs a feature regularization from the event vertices to component vertices, followed by a semi-supervised learning based on graph neural attention networks.

The textual information of the event dataset is used mainly to extract the components and relationships between events. After constructing the graph, most methods discard textual information and perform graph embedding using only the graph structure. Our GNEE incorporates textual information as a feature vector in the event vertices. We propose propagating such feature vectors to component vertices according to the network topology through a graph regularization framework. For example, if a component vertex representing a location is connected to multiple events, then that vertex must receive a feature vector similar to the event feature vectors.

We use the BERT neural language model \(^{[14]}\) to semantically represent the event textual data. Let \( e = (t_1, \ldots, t_k) \) be an event in which textual information is a sequence of \( k \) tokens. BERT explores a masked language modeling procedure, where one of the training objectives is the noisy reconstruction defined in Equation \(^{[1]}\)

\[
p(\hat{e}|e) = \sum_{j=1}^{k} m_j p(t_j, c_j) \tag{1}
\]

where \( \hat{e} \) is a corrupted token sequence of the event \( e \), \( e \) is the masked tokens, \( m_j \) is equal to 1 when \( t_j \) is masked and 0 otherwise. \( c_j \) represents context information for the token \( t_j \), usually the neighboring tokens.

BERT uses a deep neural network based on the Transformer architecture to solve \( p(t, c) \) of Equation \(^{[1]}\). Typically, this strategy is reduced as conditional distribution modeling of the a token \( t \) given a context \( c \), according to Equation \(^{[2]}\)

\[
p(t|c) = \frac{\exp(h^T_{c}w_t)}{\sum_{t'} \exp(h^T_{c}w_{t'})} \tag{2}
\]

where \( h_c \) is a context embedding and \( w_t \) is a word embedding of the token \( t \). The term \( \sum_{t'} \exp(h^T_{c}w_{t'}) \) is a normalization factor using all tokens \( t' \) from a context \( c \). Both embeddings \( h_c \) and \( w_t \) are obtained during the BERT pre-training stage from a large textual corpus. In our approach, given an event \( e = (t_1, \ldots, t_k) \), we compute the initial event semantic feature \( g_e \) by taking the average vector of all token embeddings \( g_e = \frac{1}{k} \sum_{j=1}^{k} t_j \). The vertex \( v_i \in V \) representing the event \( e_i \) receives the vertex features \( g_{v_i} = g_e \). These features are used in the graph regularization process.

The GNEE graph regularization framework has two assumptions. First, neighboring vertices must have similar feature vectors. Second, event feature vectors must remain unchanged during regularization. Equation \(^{[3]}\) defines the objective function to be minimized for graph regularization. The first term is related to the first assumption, where two neighboring vertices with weight \( w_{v_i,v_j} \) must have a low similarity difference between their feature vectors. The second term is related to the second assumption, where the event vertices must preserve their feature vectors. The term \( \lim_{\mu \to \infty} \mu \) guarantees that a small difference \( (f_{v_i} - g_{v_i})^2 \) greatly penalizes the objective function \( Q(F) \).

\[
Q(F) = \frac{1}{2} \sum_{e_i, e_j \in V} w_{v_i,v_j} (f_{v_i} - f_{v_j})^2 + \lim_{\mu \to \infty} \mu \sum_{v_i \in V_L} (f_{v_i} - g_{v_i})^2 \tag{3}
\]

Equation \(^{[3]}\) is a particular case of graph regularization, which has theoretical proofs of convergence \(^{[15], [16]}\). It can be solved via minimization with quadratic programming or through iterative methods based on label propagation.

After the graph regularization step, all graph vertices will have features in the same event feature space \( F \), i.e., the vertex regularized features. Now, the next step of the GNEE is the semi-supervised graph embedding learning with attention mechanisms. The input of this step is a set of regularized vertex features \( F \in \mathbb{R}^{|V| \times m} \) (from the previous step), where \( m \) is the dimension of the event textual features and \( |V| \) is the total of vertices. GNEE aims to learn a new set of high-level features \( Z \in \mathbb{R}^{|V| \times d} \), where \( d \) is the dimension of the new learned space (graph embedding space). An innovation of GNEE in relation to the existing event analysis methods is to explore a shared self-attention mechanism \( att : \mathbb{R}^d \times \mathbb{R}^d \rightarrow \mathbb{R} \) proposed by \(^{[13]}\), defined in Equation \(^{[4]}\) where \( A \in \mathbb{R}^{d \times m} \) is a weight matrix, and \( z_i \) and \( z_j \) are feature vectors of the vertices \( v_i \) and \( v_j \), respectively.

\[
a_{v_i,v_j} = att(Az_{v_i}, Az_{v_j}) \tag{4}
\]

An important step of the graph attention networks is to consider relationships between events and components into the attention mechanism. In this case, \( a_{v_i,v_j} \) is only computed for the neighboring nodes \( N_{v_i} \) of the vertex \( v_i \), followed by a normalization via softmax function, according to Equation \(^{[5]}\).

\[
\alpha_{v_i,v_j} = \frac{\exp(a_{v_i,v_j})}{\sum_{v_k \in N_{v_i}} \exp(a_{v_i,v_k})} \tag{5}
\]

The attention coefficients \( \alpha_{v_i,v_j} \forall v_j \in N_{v_i} \) are used to learn the feature vector \( z_{v_i} \) through a linear combination from all neighboring vertex features, as defined in Equation \(^{[6]}\) where \( \sigma \) represents some non-linearity function. This process is applied to all vertices, thus obtaining the graph embedding space \( Z \).

\[
z_{v_i} = \sigma \left( \sum_{v_j \in N_{v_i}} \alpha_{v_i,v_j} Az_{v_j} \right) \tag{6}
\]

Equation \(^{[6]}\) represents the embedding calculation considering a single attention mechanism for the entire event graph.
However, previous studies show that multiple attention mechanisms can learn more appropriate representations [13], especially in graphs with complex structures. Thus, since an event graph is composed of different objects and relationships, our GNEE explores multiple and independent attention mechanisms. We argue that a minimum of $C$ attention mechanisms are sufficient to learn high-level event features, where $C$ represents the total of event components. The key idea is that each attention mechanism (hopefully) can learn the importance of each component vertices and their relationship to event vertices.

$$z_{v_j} = \left\|_{c=1} \sigma \left( \sum_{v_i \in \mathcal{A}_{v_j}} \alpha_{v_i,v_j}^{(c)} A^{(c)} z_{v_j} \right) \right. \tag{7}$$

Equation $7$ defines the GNEE multi-head attention mechanism. The $\|$ operator indicates the concatenation of the features obtained by each attention mechanism, where $\alpha_{v_i,v_j}^{(c)}$ is the attention coefficient of the $c$-th layer and the respective weight matrix $A^{(c)}$.

To exemplify the GNEE multi-head attention mechanism, Figure 2 presents an event graph containing 8 event vertices and 6 component vertices of 2 different types. For example, consider that there are 4 vertices of organizations and 2 geographic vertices. The colored vertices represent labeled events. Note that if we only consider organization vertices, then events can be classified as $\{1, 2, 3, 4\}$ and $\{5, 6, 7, 8\}$. On the other hand, if we consider only geographic vertices, events can be classified as $\{1, 6, 7, 8\}$ and $\{2, 3, 4, 5\}$. We run GNEE with two attention matrices and two hidden layers, where each attention matrix learns two latent features. Figures 3a and 3b show the embedding space learned by each attention matrix, which was able to properly identify how each event component acts in the classification problem (see decision boundaries). The GNEE source code to replicate this example, as well as to extract features from each attention mechanism, are available at https://github.com/joaopedromattos/GNEE.

![Fig. 2: Example of an event graph containing 8 events (two labeled events) and 6 components of two types.](image)

Finally, we highlight some GNEE capabilities concerning exploratory event analysis tasks. In GNEE, both confidence classification vectors and feature vectors (embeddings) are available for all graphs’ vertices. Thus, we can explore how important a specific component is for a given class, as well as calculate the similarity between pairs of events, pairs of components, and between events and components. In the next section, we discuss GNEE performance to learn event graph embeddings and present an experimental comparison involving other state-of-the-art graph embeddings methods.

### III. EXPERIMENTAL EVALUATION

#### A. Experimental Setup and Baselines

We carried out an experimental evaluation involving 5 real-world event datasets [17]. Table I shows an overview of each dataset, including the total of vertices, edges, the average degree of vertices, and the number of classes.

| Event Graph | $|V|$ | $|E|$ | Avg. Degree | #Classes |
|-------------|------|------|-------------|---------|
| GoogleNews  | 227  | 270  | 2.38        | 7       |
| BBC         | 392  | 453  | 2.31        | 5       |
| GoldStd     | 579  | 803  | 2.77        | 13      |
| CLNews      | 2191 | 3208 | 2.92        | 69      |
| 40ER        | 249  | 344  | 2.76        | 3       |

Our GNEE neural networks was configured with 8 attention matrices and 8 hidden layers. Each attention mechanism derives 8-dimensional embeddings. After the concatenation step, the graph-embedding space will consist of 64-dimensional feature vectors. We used the DistilBERT Multilingual model from SentenceTransformers tool[14] to generate features from event texts. These features were used in the event feature regularization step (Equation 3). We compared our GNEE with 5 graph embedding methods: DeepWalk, Node2Vec, Struct2Vec, GCN, and GAT.

In the GNEE experimental evaluation, we randomly selected 20% of event vertices as labeled vertices, thereby simulating a semi-supervised learning scenario. After the graph embedding step, the rest of the unlabeled events are classified considering the embeddings as input for a final layer with a logistic sigmoid activation. In order to evaluate the experimental results, we used the F1-Macro (F1) and Accuracy (ACC) measures [18]. The same semi-supervised scenario is used to evaluate the GCN and GAT methods. However, the event feature regularization step was not used for these two methods. DeepWalk, Node2Vec, Struct2Vec, GCN, and GAT.

![Fig. 3: Latent spaces obtained by two attention matrices. Dashed lines indicate decision boundaries.](image)
Node2Vec, and Struct2Vec methods learn embeddings in an unsupervised way. Then the labeled events are used only in the classification step. In this case, we used the Support Vector Machine with a linear kernel.

B. Results and Discussion

We analyze and discuss the experimental results considering two aspects. First, we present the F1 and ACC values achieved by GNEE in comparison with the existing methods. Second, we perform a visual comparison of the embeddings obtained by each method using a two-dimensional projection of the embeddings, thereby allowing to qualitatively compare the graph representation learning.

Tables II and III show the classification performance considering F1 and ACC measures, respectively. For both measures, GNEE achieved the best performance in four out of five datasets. In the datasets in which GNEE achieved better performance, GNEE showed a minimum improvement of 18% in the F1 measure and 3% in the ACC measure.

![Fig. 4: Critical difference diagram for the F1 measure.](image)

An important analysis is the comparison of GNEE and traditional GAT, in which we can compare the performance improvement obtained by the event feature regularization proposed in GNEE for event graphs. In the four datasets in which the GNEE obtained the best results, the event feature regularization led to improvements between 25% to 70% of the classification performance in both F1 and ACC measures. This result highlights the advantages of GNEE in incorporating textual event features for all vertices during graph embedding.

Figure 4 shows the critical difference diagram for F1 measure, computed by Friedman’s test with Nemenyi’s post-test with 95% of confidence level. The methods are ordered considering the average ranking from multiple executions. We connect two methods with a line if there is no statistically significant difference between them. Although GNEE obtained the first position in the ranking, there is no evidence of statistically superior performance in relation to the GCN and Node2Vec methods. However, GNEE statistically outperforms the GAT method, thereby favoring the event feature regularization. Node2Vec and DeepWalk present similar performance considering several event graphs. However, Node2Vec allows the adjustment of the walking bias and, consequently, selecting the best models according to the event graph.

Struct2Vec was unable to learn suitable embeddings for event graphs. In fact, Struct2Vec was hampered by using the highest degree component vertices to learn embedding space due to its representation learning bias based on the graph’s structural identity. We argue that Struct2Vec can be improved for event graphs if we restrict the search for structural identity using only events as the “target vertices” of the structure.

A second aspect of the experimental discussion is to visually analyze the embedding space learned by each method. We selected the GoldStd graph for this analysis. We use the t-SNE algorithm to project embeddings from 64-dimensions to a two-dimensional space, as shown in Figure 5. In addition, we color each event according to its label. Note that the separation of events according to their classes is visually perceptible in GNEE, as well as in GCN, indicating suitable representation of the learned embedding space. Node2Vec and DeepWalk present an intersection of events of different categories, which is expected since they are unsupervised methods. In this dataset, GAT was inefficient in learning embeddings in the absence of vertex features.

IV. CONCLUSION

We present, discuss and evaluate state-of-the-art methods for representation learning from event graphs. Moreover, we present important requirements for event representation learning: (i) allowing semi-supervised graph embedding to consider some labeled data; (ii) automatically learning the importance
of event components; and (iii) dealing with the absence of features for some vertices.

We propose the GNEE (GAT Neural Event Embeddings) method that meets the requirements presented above and obtains competitive performance compared to the existing methods. GNEE incorporates state-of-the-art techniques in graph learning to perform an event feature regularization and mitigate the challenge of learning embeddings from graphs with events and their components. Then, attention mechanisms are used to determine the importance of a vertex and its neighbors, which helps determine the importance of events and components. The GNEE source code is available in [https://github.com/joaopedromattos/GNEE](https://github.com/joaopedromattos/GNEE) as well as the datasets and source code to reproduce the experiments.

Directions for future work involve investigating how the attention mechanisms act on event graphs using an explainable AI methodology. The general idea is to incorporate the recent advances in interpretable models for event representation learning from graphs.
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