The Cognitive Philosophical Problems in Visual Attention and Its Influence on Artificial Intelligence Modeling

Jing-Jing Zhao

To cite this version:
Jing-Jing Zhao. The Cognitive Philosophical Problems in Visual Attention and Its Influence on Artificial Intelligence Modeling. 2nd International Conference on Intelligence Science (ICIS), Nov 2018, Beijing, China. pp.293-301, 10.1007/978-3-030-01313-4_31. hal-02118816

HAL Id: hal-02118816
https://hal.inria.fr/hal-02118816
Submitted on 3 May 2019

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License
The Cognitive Philosophical Problems in Visual Attention and Its Influence on Artificial Intelligence Modeling

Jing-jing Zhao

College of Liberal Arts and Science, National University of Defense Technology, Changsha, Hunan, China

jjzhao1983@126.com

ABSTRACT. Human perception of visual scenes has distinct initiative and purpose characteristics. Human beings can quickly extract information of their interest from massive visual input, giving priority to processing. This selective perception is visual attention. With the rise of artificial intelligence, studying the mechanism of human visual attention and establishing the computational model of visual attention has become a new research hotspot. What is the essence of visual attention? What are the basic units of visual attention? What are the factors that affect visual attention? The in-depth analysis of cognitive philosophy in visual attention helps to understand the mechanism of visual attention and to establish an effective artificial intelligence model. The fact shows that the performance of the computer simulation model can be improved by taking full account of the influence of high-level factors such as task, expectation, memory, knowledge and experience in modeling.
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1 Introduction

Most of human's perception of the world comes from vision. Compared with the massive visual information received by the retina, the neural resources of our visual system are very limited. So there is a contradiction, the total amount of information provided by the perceptual system is far beyond the maximum capacity of the cortex to store information[1]. However, this so-called bottleneck effect does not bring any discomfort to our visual perception. That's because the cognitive process of human vision is an active process of interacting with the outside world. Through eye scanning, it can make the region of interest to the retinal foveal feature to recognize the target priority, using high resolution foveal. The selective perception is visual attention, which can filter visual information, give priority to important information, and control behaviour based on the information.

As far as physiological characteristics are concerned, visual attention is the basic function developed by primates in the long term evolution process for survival needs.
Visual attention can help to find the enemy and from the primate class animal food real-time massive visual information, so the visual information is significant and the environment and memory are closely related. As far as the psychological characteristics are concerned, visual attention reflects the importance of human psychological activity initiative and consciousness, so most of the mathematical modeling of visual attention simulate the filtering operation in the human brain in the information process. As far as the characteristics of machine vision are concerned, the construction of machine vision system requires quick response to complex and changeable external environment through attention mechanism, so as to respond in real time. Therefore, visual attention is related to specific tasks. At present, the research on visual attention mechanism is mainly focused on the cognitive study of visual attention and the computer simulation modeling of visual attention. Scholars in the field of cognition mainly study the mechanism of visual attention mechanism and the construction of cognitive models. Scholars in the fields of computer vision, pattern recognition and artificial intelligence are mainly concerned with how to establish a computational model of visual attention by combining the research results of visual physiology and cognition. The effectiveness of the computer simulation model depends largely on the idea of modeling. The idea of modeling often comes from the understanding of the cognitive mechanism of visual attention. Therefore, the in-depth analysis of the cognitive mechanism of visual attention and the analysis of the cognitive philosophical problems have a great guiding role in improving the thinking of modeling and improving the performance of artificial intelligence model.

2 Cognitive philosophical problems of visual attention

Although we all know visual attention, so far, the cognitive mechanism of visual attention has not been conclusive. In terms of cognitive philosophy, the main philosophical issues discussed include: what is the essence of visual attention? What are the basic units of visual attention? What are the factors that affect the visual attention? Is there a conscious participation in the process of attention? How to understand the relationship between attention and recognition and so on.

2.1 What is the essence of visual attention?

At first, some theories suggest that visual attention function is the front end of the visual system, so it is necessary to find the area of interest first, and then carry on the more elaborate processing of the back end such as the target recognition. They have studied from the point of view of biological evolution\(^1\). The representative scholar is BroadBent, who emphasizes that the function of visual attention is actually a filter. When the external visual stimulation enters the filter, it passes through several channels to receive preliminary processing first, and then carries out fine processing
of object identification and semantic analysis through subsequent processing\textsuperscript{[2]}. Einhauser et al. pointed out that the correct relationship between visual attention and perception has not been solved to a large extent. Visual attention and perceptual models should be integrated, rather than simply taking visual attention as a preprocessing step for target recognition\textsuperscript{[3]}. Grossberg thinks that the basic unit of visual attention is the surface and boundary. He thinks that there is a link between attention and learning, expectation, competition and consciousness\textsuperscript{[4]}. Fazl et al. proposed the ARTSCAN neural model, and proposed the concept of attention coverage. The prediction results of the model have high consistency with the psychological experimental data\textsuperscript{[5]}. It provides a unified explanation for target attention and spatial attention on how to work together and how to learn content in the scene together. Chikkerur et al. believes that attention is part of the reasoning process that solves the visual task of "where there is"\textsuperscript{[6]}. They emphasize that the main role of the visual system is to infer the identity and position of the target in the visual scene. They introduced Bayesian inference theory for visual attention, and integrated the target identity information and target location information of the dorsal pathway.

### 2.2 What are the basic units of visual attention?

The basic unit of visual attention has always been a controversial issue. At present, there are several viewpoints on this issue. Based on the discernibility view, the attention system is restricted by the number of discernibility, so the unit of visual attention is related to the system resolved properties\textsuperscript{[7]}. According to the time view, visual attention selects the attributes that occur simultaneously in time\textsuperscript{[8,9]}. From the viewpoint of feature, visual salience is based on various characteristics of objects, which is the combination of these characteristics in guiding visual attention\textsuperscript{[10,11]}. The space based view believes that attention is like a "Spotlight" moving in the visual area. Attention needs to be focused on the specific space area in the visual scene, only the visual information falling into the area can be followed by subsequent analysis, and the information that is not in that area is ignored\textsuperscript{[12]}. From the viewpoint of objects, visual attention plays a role in perceiving units or objects that have been well organized in the pre attention stage. Visual attention can directly select discrete objects in the visual area, instead of concentrating attention on a certain spatial area in the visual scene\textsuperscript{[13-15]}. Therefore, when the attention is paid to a certain object, the various components of the object can be parallel processing in time, while other objects can only be processed in time sequence. At present, more and more psychological experimental results provide support for object-based visual attention theory. The process of attention is consciously involved. Attention is related to perception and recognition.
2.3 What are the factors that affect the visual attention?

At present, a hot topic in the field of visual cognition is to study the main factors that affect visual attention, that is, what affects our visual attention. According to the physiological research results, ventral pathways and dorsal pathways are involved in this process in different ways. Visual attention can be bottom-up and driven by image data. Visual attention can also be top-down and conceptually driven [16]. With the advent of the eye motion recorder, many experimental data sets related to visual attention have been set up. It is possible to obtain more information about attention from the human visual experience.

This paper takes the data set [17,18] released by Massachusetts Institute of Technology as an example to analyze the key factors that affect visual attention. The data set contains 1003 images. From the content point of view, the image of the data set covers natural landscape images, human scene images, and images related to portraits, characters, animals, buildings, and so on. The researchers invited 15 people to look at the images and record the focus distribution of each person's gaze when they watched the image through an eye motion recorder. The researchers recorded each of the 15 people watching the first 5 focuses of each image. Then, these focal points in the same image are labeled, and the overall distribution of the focus of each image is gotten, as shown in Figure 1.

![Figure 1](image)

By analyzing the focus distribution map of the dataset, we can find [17]: People tend to pay attention to faces, people and texts, followed by body parts, animals and cars. When there are portraits in the image scene, almost all observers observe the faces instinctively, regardless of whether the parts of the face are clear. When text information exists in the scene images, the observers tend to pay attention to these textual features. These data indicate that visual attention is related to the knowledge structure, personal experience and memory in our brain. Figure 2 is a schematic diagram of the relationship between human visual focus and image content provided...
by data set publishers. It can be seen from the Figure 2 that objects with high-level semantic features are more likely to arouse the attention of subjects, and this kind of attention is generally unified.

![Figure 2: The image content of the attention focus of people][17,18]

### 3 The computational model of visual attention

Human perception of visual scene has a distinct initiative and purpose, and the perceived content is closely related to the specific visual tasks and memory mechanisms. Therefore, visual perception can be regarded as an active process under certain conditions. As the new research direction and hot spot of computer vision, the core of bionic vision is to simulate the active perception ability of the biological vision system and accomplish the corresponding task or purpose from the mechanism. The establishment of visual attention computer simulation model is one of the important research contents, which can help us create a bionic visual system which is closer to the human visual cognitive process, in order to accomplish more computer vision tasks.

In the field of computer vision modeling, from the international conferences and periodicals published in the field of computer vision, it can be seen that the computational model of visual attention is one of the current research focus. At first, the research team of California Institute of Technology and the research team of University of Southern California presented their respective representative models respectively. In recent years, with the in-depth research, Massachusetts Institute of Technology and other institutions have carried out related research. The first theoretical framework for visual attention was put forward in 1985 [19]. After several years of exploration and efforts, Itti and Koch put forward the first computer simulation model of visual attention in 1998 [20]. The model has been universally...
recognized by the academic community, and has become the benchmark of performance evaluation for current visual attention computation models. Walther and others extended the above model, and extended the selected unit to the prototype by hierarchical feedback connection, and realized the continuous multi target recognition in the scene[21]. Navalpakkam and others integrated the bottom-up attention model and top-down statistical knowledge to further optimize the speed of target detection[22]. With the deepening of research, scholars have actively explored the mechanism of attention. Instead of sticking to the original model framework, scholars put forward a series of innovative models from other perspectives, such as: computational models based on spectrum analysis[23-25], computational models based on entropy[26], computational models based on area[27], computational models based on graph theory[28], computational models based on machine learning[29,30]. Machine learning based modeling is the current research hotspot.

4 Core issues and strategies for constructing visual attention computational models

Although the human visual system has evolved to a nearly perfect stage, our knowledge of our own visual system is very limited. Thankfully, science always advances and progresses. On the one hand, scientists have developed eye tracking system to obtain the focus distribution of attention when humans are free to watch, and to get "ground truth" through the analysis of the human visual focus. It reflects the response of human visual system to visual scene content, and describes the distribution of saliency in visual scenes. With the appearance of "ground truth", we have real experimental data. On the other hand, with the development of cognitive philosophy, it provides a good theoretical guidance for computer modeling. We can try to think about the core issues of the visual attention computational model from the perspective of cognitive philosophy, and give corresponding coping strategies.

4.1 The basic unit selection problem of visual attention computational model

The biggest difference in the basic unit selection of the visual attention computational model is that the visual attention calculation should be based on the basic unit of the object or the space position as the basic unit. In addition, the definition of "object" is also controversial. Does it refer to objects with strict semantic characteristics or some similar target areas? From a psychological point of view, several viewpoints have been supported by experiments. However, from the perspective of cognition, object based visual attention computing is more conducive to subsequent visual analysis. Theoretically, features with more semantic information are more conducive to subsequent identification and analysis. There is no semantic feature in the pure area, and it has no significant effect on the identification and analysis of subsequent dorsal pathways. Therefore, on the basic unit selection
4.2 Feature selection of visual attention computational model

In view of the problem of feature selection in visual attention modeling, different visual attention models are divided mainly in the need to add semantic information on the basis of primary visual features. From a physiological point of view, the computation of visual attention is actually a very complex neural activity, which is not only influenced by the current input signal, but also influenced by the prior knowledge of the memory. Brain science has shown that in the connections between the cerebral cortex and the thalamus, the information transmitted backward is more than an order of magnitude higher than the information transmitted forward. The prior knowledge in memory is a summary of the cerebral cortex for the historical input signal and its response. It has a high level of generality and is a high-level representation of the scene. In addition, cognitive studies show that in the long term memory, the coding of scene images is mainly semantic code. Therefore, from the point of view of physiological structure and cognitive experience, the establishment of visual attention computational model needs to take into account the effects of the primary visual features and the visual features of the semantic information. It is necessary to integrate the integrated effect of the current visual input signal and the historical input signal in memory.

4.3 Selection of multiple visual features fusion strategies for visual attention computational models

In view of the problem of feature selection in visual attention modeling, different visual attention models are divided mainly in the need to add semantic information on the basis of primary visual features. From a physiological point of view, the computation of visual attention is actually a very complex neural activity, which is not only influenced by the current input signal, but also influenced by the prior knowledge of the memory. Brain science has shown that in the connections between the cerebral cortex and the thalamus, the information transmitted backward is more than an order of magnitude higher than the information transmitted forward. The prior knowledge in memory is a summary of the cerebral cortex for the historical input signal and its response. It has a high level of generality and is a high-level representation of the scene. In addition, cognitive studies show that in the long term memory, the coding of scene images is mainly semantic code. Therefore, from the point of view of physiological structure and cognitive experience, the establishment of visual attention computational model needs to take into account the effects of the primary visual features and the visual features of the semantic information. It is
necessary to integrate the integrated effect of the current visual input signal and the historical input signal in memory [31].

5 Conclusion

Computer simulation modeling of visual attention has always been a fascinating research topic in the field of artificial intelligence. Therefore, we need to dig into and analyse the cognitive philosophical problems in visual attention, to recognize the basic elements that affect visual attention, to understand the relationship between attention and consciousness, to identify the basic units of visual attention and to understand the mechanism of visual attention. In this way, we can better extract effective visual features in artificial intelligence modeling, build a simulation model based on task and high-level semantic information, and calculate visual attention based on image data to solve more artificial intelligence problems.
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