New Constraints on the Supranuclear Equation of State and the Hubble Constant from Nuclear Physics – Multi-Messenger Astronomy
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(Dated:)

Neutron-star mergers are associated with violent phenomena that probe physical structures under extreme conditions that are not reproducible in any terrestrial laboratory. Thus, their multi-messenger analysis combining gravitational-wave and electromagnetic signatures from multiple wavelengths is not only of astrophysical interest but it also allows studying the behavior of supranuclear dense matter, testing the fabric of spacetime, probing the principles of general relativity, and measuring the expansion rate of the Universe. In this work, we perform a multi-messenger analysis of the gravitational wave signal GW170817 and its electromagnetic counterparts AT2017gfo and GRB170817A. By incorporating information from the NICER observation of PSR J0030+0451, the radio observations of PSR J0740+6620, and nuclear theory computations using chiral effective field theory, we provide new constraints on the neutron-star equation of state and the Hubble constant. For our analysis, we make also use of the new waveform approximant IMRPhenomPv2_NRTidalv2 for the interpretation of the gravitational wave signal, we employ a newly developed kilonova model, and we derive a new prediction for the debris disk mass surrounding the binary neutron star merger remnant. We determine the radius of a 1.4 solar mass neutron star to be $R_{1.4M_{\odot}} = 10.98^{+0.37}_{-0.38}$ km at 1σ uncertainty and $R_{1.4M_{\odot}} = 10.98^{+1.00}_{-0.69}$ km at 2σ uncertainty. In addition, we estimate the Hubble constant to be $H_0 = 68.3^{+3.2}_{-4.3}$ km/Mpc/s at 1σ uncertainty. We test the consistency of our results and the robustness of our methods by also analyzing the second binary neutron-star merger detection GW190425 and the fact that no electromagnetic counterpart was observed for this event.

Introduction: Recent progress in the field of multi-messenger astronomy allows to address some of the most fundamental questions of current astrophysics research. The multi-messenger observation of binary neutron-star (BNS) mergers allows to elucidate properties of matter under extreme conditions, by unraveling the internal structure of neutron stars, and to determine the expansion rate of the Universe. So far, the most prominent multi-messenger observation was the joined detection of gravitational waves (GWs), GW170817 \cite{GW170817}, a gamma ray burst (GRB), GRB170817A, a non-thermal GRB afterglow \cite{GRB170817A}, and a thermal kilonova in the optical and near-optical bands, AT2017gfo \cite{AT2017gfo}, from the same astrophysical source. This event enabled already a new, independent measurement of the Hubble constant via GWs \cite{H0GW170817} and the observed kilonova \cite{H0Kilonova} and it allowed to place new constraints on the equation of state of cold matter at supranuclear densities, e.g., \cite{H0GW170817, H0Kilonova, H0GRB170817}. While for the second GW observation of a BNS system, GW190425 \cite{GW190425}, no electromagnetic (EM) counterpart was observed \cite{GW190425_EM}, the event increased the evidence that BNS systems will be regularly detected. Moreover, GW190425 and GW170817 have different properties and distances what shows the great diversity of BNS events found by GWs. Very recently, also the dedicated observations of PSR J0030+0451 by the Neutron Star Interior Composition Explorer (NICER) \cite{NICER,J0030+0451} improved our understanding of neutron-star interiors and their surrounding spacetime.

In this article, we present a new nuclear physics – multi-messenger astronomy framework by combining knowledge from GW170817, AT2017gfo, GRB170817A, GW190425, PSR J0030+0451, and PSR J0740+6620 with nuclear-theory calculations of the equation of state using chiral effective field theory (EFT) predictions at low densities. In contrast to previous studies, in which the GW analysis has been connected to nuclear-physic predictions, e.g., \cite{H0Kilonova, H0GW170817, H0GRB170817}, and to Bayesian analyses of EM and GW signals, e.g., \cite{H0GRB170817, H0Kilonova, H0GW170817}, our study is the first to combine all approaches to allow a proper modelling of the kilonova signature of AT2017gfo incorporating constraints from nuclear physics theory. Thus,
we present the first multi-messenger – nuclear physics constraints that explain the observational lightcurves and spectra and also give an updated Hubble constant measurement. All analysis steps benefit from various improvements with respect to previous works, e.g., a new waveform model is employed to analyse the GW signals GW170817 and GW190425 [23], new and improved kilonova models are used to analyse the kilonova AT2017gfo [24], and upgraded phenomenological relations derived from a large set of full 3+1-dimensional numerical relativity simulations are employed to link the kilonova observation to source properties.

Multi-Messenger Analysis: We use a multi-step procedure, as outlined in Fig. 1 to incorporate known constraints from nuclear theory and different multi-messenger observations, i.e., we try to fill the gap of approximative knowledge from a single point of view analysis by combining different observables. Detailed descriptions about the methods used in each step are provided in the supplementary material.

Our analysis of the observational data starts from a large set of 5000 cold equations of state that describe the structure of neutron stars. At low densities, these equations of state are constrained by microscopic calculations using chiral effective-field theory (EFT) interactions and advanced many-body methods. Chiral EFT is a systematic theory for nuclear forces that describes the interactions in terms of nucleon and pion degrees of freedom and includes all interaction mechanisms consistent with the symmetries of Quantum Chromodynamics, the fundamental theory for strong interactions [25–29]. The resulting nuclear Hamiltonian is then inserted into the Schrödinger equation which is solved using quantum Monte Carlo methods [30]. The radius of convergence of this expansion is limited to momenta below approximately 600 MeV [31]. Beyond this so-called breakdown scale, chiral EFT interactions and their uncertainty estimates are not reliable anymore. While recent analyses suggest that chiral EFT might be valid up to twice the nuclear saturation density [32], \( n_{\text{sat}} = 0.16 \text{ fm}^{-3} \), we adopt a more conservative limit and constrain our equations of state with chiral EFT calculations up to densities of 1.5\( n_{\text{sat}} \). At densities above 1.5\( n_{\text{sat}} \), we employ a model-agnostic parametric expansion scheme that represents the equation of state in the speed of sound plane [17, 33, 34] and by design respects causality, i.e., the speed of sound is smaller than the speed of light. In addition, all equations of state support neutron stars with at least \( 1.9M_{\odot} \) [35]. The resulting set of equations of state is shown in the top row of Fig. 1.

In the next step (second row of Fig. 1), we discard all equations of state which are not in agreement with the 2\( \sigma \) mass-radius measurement of NICER [20], estimated with the three oval spot pulse waveform model (blue shaded region). As visible by comparing with the 2\( \sigma \) contour (orange shaded region) of the two oval spot pulse waveform model, systematic uncertainties are under control; similar constraints arise from the analysis of [21]. Furthermore, we enforce a maximum neutron-star mass within \([1.96M_{\odot}, 2.32M_{\odot}]\) (green shaded region). The lower bound on the maximum neutron-star mass is the 2\( \sigma \) bound of the radio observations of PSR J0740+6620 [36], while the upper bound is motivated by the consideration that the final merger remnant of GW170817 was a black hole [11, 37, 38] and corresponds to the maximum mass stated in [34]. The restricted set of equations of state is colored green in the second row of Fig. 1. By sampling over the obtained set of equations of state, we incorporate our previously derived constraints to analyse the GW events GW170817 and GW190425 [39]. The internal structure of the neutron star is inferred from GW signals due to the measurement of tidal effects, which are larger for neutron stars with smaller masses and larger radii. Due to the high total mass of GW190425, which generally suppresses tidal effects, we focus on GW170817, but the analysis of GW190425, the only other confirmed BNS GW detection to date, is included for completeness and as a cross-check for the outlined procedure. By using the parallel bilby framework [40], we can employ high-performance computing clusters so that final results are available within a few hours. We use the new waveform model IMRPhenomPv2_NRTidalv2 [23] for cross-correlation with the observed data and to infer the binary properties from the measured signal. This model is an upgrade of the waveform approximant IMRPhenomPv2_NRTidal, which has been used as the standard model in the analyses of GW170817 [11] and GW190425 [18].

Next, we analyze the equations of state with respect to AT2017gfo. Our EM analysis is based on an upgraded lightcurve model [21]. To draw conclusions about generic sources, we use the approach outlined in [15], i.e., a Gaussian-Process-Regression framework to compute generic lightcurves for various ejecta-mass properties. To connect the individual ejecta parameters to the properties of the system, we assume that the total ejecta mass, inferred from the analysis of the lightcurves, is a sum of multiple components, dynamical ejecta \( M_{\text{ej}}^{\text{dyn}} \) and disk wind ejecta \( \zeta M_{\text{disk}} \): \( m_{\text{ej}} = M_{\text{ej}}^{\text{dyn}} + \zeta M_{\text{disk}} + \alpha \). The parameters \( \alpha \), corresponding to a potentially unmodelled component of the total ejecta, and \( \zeta \), determining how much mass of the disk is ejected, are unknown and used as free parameters during our analysis. While our interpretation of the dynamical ejecta is based on previous work [22], we employ a new model for the disk wind ejecta component. This improved model is motivated by recent results outlining shortcomings of previous studies for systems with high mass ratios [14]. To overcome this issue, we include explicitly a mass-ratio dependence in the disk mass prediction. This upgrade reduces the uncertainty of the numerical relativity prediction and increases the
FIG. 1. Multi-step procedure to constrain the supranuclear EOS. We use a set of EOSs constrained by chiral EFT (top panel). This set of EOSs is restricted (only green EOSs remain valid) by incorporating information from the NICER observation of PSR J0030+0451, the mass measurement of PSR J0740+6620, and the remnant classification of GW170817/AT2017gfo (ruling out maximum masses in the red shaded region). This restricted set of EOSs is used to reanalyse GW170817 and GW190425, where we show in the third row the 1σ and 2σ contours for the primary star (blue) and the secondary star (red). Finally, we use the obtained results for the chirp mass, the mass ratio, and the EOS as a prior input to analyse AT2017gfo and to obtain our final multi-messenger constraints. For GW190425, we incorporate the fact that no-EM signal was observed but find that this additional information does not add further information beyond the GW analysis.

Following this procedure, we obtain the radius of a 1.4\(M_\odot\) neutron star of \(R_{1.4M_\odot} = 10.98_{-0.38}^{+0.47}\) km at 1σ uncertainty and \(R_{1.4M_\odot} = 10.98_{-0.69}^{+1.00}\) km with a 2σ uncertainty (Fig. 1 bottom row). Similarly, for GW190425, we include the fact that no compelling EM counterpart has been observed [19], but this additional information does not add extra constraints beyond the GW data (bottom right panel). Our analysis has the advantage that it explains simultaneously GW170817, 

accuracy of our predictions significantly. To make use of the multi-messenger nature of our analysis, we use the GW results as an input for the analysis of AT2017gfo, i.e., the chirp mass, the mass ratio, and the EOS determine the prior for our EM study.
AT2017gfo, GRB170817A, GW190425, the NICER observation of PSR J0030+0451, the radio observations of PSR J0740+6620, but on the other hand is still general and conservative as it allows for strong phase transitions and only employs robust 2σ bounds when observational constraints are incorporated.

Our multi-messenger interpretation of GW170817 and AT2017gfo does not only provide insights into the composition of the neutron-star interior, it also provides an independent measurement of the Hubble constant if we assume that measurable properties related to the time-scale and color evolution of the ejecta are connected to the intrinsic luminosity of the kilonova. References [45] recently showed that models could be used to standardize kilonovae lightcurves and thereby measure their distances. Combining this measurement with the redshift of the host, constraints on the Hubble constant are possible [4]. For this purpose, we can combine the distance and inclination measurement of the GW (green contour in Fig. 2) and kilonova analysis (red contour in Fig. 2). We find that the particular constraint arising from the kilonova observation is not very tight, which is caused by the increased complexity of our lightcurve model compared to previous works. In the supplementary material, we show the consistency with two other kilonova models and proof that our constraints are conservative. In addition, we include the inclination-distance measurement of the Very Long Baseline Interferometry presented in Ref. [5]. Ref. [5] found that within 2σ credible interval, the afterglow of GRB170817A can be explained if the inclination and source distance follows $0.25 < \theta \cdot (D/41\text{Mpc}) < 0.5$, see Fig. 2. Combining all measurements leads to an improved distance measurement, which can be related to an estimate of the Hubble constant of $H_0 = 68.4^{+5.2}_{-4.7}$ km/Mpc/s and $H_0 = 68.4^{+3.9}_{-3.4}$ km/Mpc/s at 1σ and 2σ uncertainty, respectively; see orange dataset in the inset of Fig. 2. Unfortunately, based on only one event, the final uncertainty is too large to solve the tension between measurements of Type Ia supernovae via the local distance ladder [43] (blue dataset in the inset of Fig. 2) and the Cosmic Microwave Background [42] (purple dataset in the inset of Fig. 2). However, since our analysis shows only minor systematic errors, we expect that with an increasing number of detections of multi-messenger signals, the measurement uncertainty will decrease as the square-root of the number of detections in the ideal scenario, cf. [4]. Therefore, our derived framework will be used to finally solve the existing Hubble tension.
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Supplementary materials

MATERIALS AND METHODS

Chiral effective-field theory and the neutron-star equation of state

From a microscopic viewpoint, nuclear interactions are governed by a multitude of processes, e.g., various longer-range meson-exchanges between two or more nucleons or short-range processes that are typically modeled by contact interactions. Given this large number of operator structures for nuclear interactions, a guiding principle which arranges these operators according to their importance is desirable. Nuclear effective field theories (EFT), like chiral EFT [25–29], allow to do that.

Nuclear EFTs start from the most general Lagrangian that is consistent with all symmetries of the fundamental theory of strong interactions, Quantum Chromodynamics, and that describes the various interaction mechanisms. In chiral EFT, this Lagrangian is written in terms of nucleon and pion degrees of freedom, and includes pion-exchange interactions as well as nucleon-contact interactions. The latter absorb short-range effects, e.g., exchanges of heavier mesons, and depend on coupling constants that have to be adjusted to experimental data. Since this Lagrangian contains an infinite number of terms, it is then expanded in powers of momenta \( p \) over the so-called breakdown scale \( \Lambda_b \). In addition to two-nucleon interactions, the chiral EFT expansion naturally includes also many-body forces, where three or more nucleons interact with each other. The result of this approach is a systematic and consistent expansion of two- and many-body nuclear forces, which can be truncated at a given order, allows for nuclear interactions to be systematically improved, and enables theoretical uncertainty estimates due to our incomplete understanding of nuclear interactions, see, e.g., Ref. [48].

As stated above, the determination of unknown coupling constants is performed by fitting the nuclear Hamiltonians order-by-order to experimental data. Usually, two-nucleon interactions are fit to two-nucleon scattering data, while many-body forces are adjusted in few- or many-body systems. However, new fitting protocols and other improvements are explored by the community, e.g., [49].

Chiral interactions allow a meaningful extrapolation of nuclear interactions away from experimentally accessible systems to systems that are difficult or impossible to measure in terrestrial laboratories, e.g., the neutron-rich matter in the core of neutron stars. However, chiral interactions are limited to momenta \( p \) over the so-called breakdown scale \( \Lambda_b \). At larger momenta, chiral interactions are not reliable because short-range (high-energy) physics that was absorbed by the coupling constants becomes important and needs to be explicitly included.

The equations of state used in this work are constrained at low densities by quantum Monte Carlo calculations of neutron matter [30], in particular with the auxiliary field diffusion Monte Carlo approach, using chiral interactions in their local formulation of Refs. [50–52]. These interactions were fit to two-nucleon scattering data, the \(^4\)He ground state energy, and neutron-\(\alpha\) scattering phase shifts. A recent review of this approach can be found in Ref. [53]. In the past, we have analyzed the order-by-order convergence of this approach and found that it remains reasonable up to densities of twice the nuclear saturation density [32]. To be more conservative, here we employ these constraints up to densities of \(1.5\,n_{\text{sat}}\).

These results, together with their uncertainty bands, allow us to constrain the neutron-star equation of state below \(1.5\,n_{\text{sat}}\). First, we extend the results to matter in \(\beta\)-equilibrium and add a crust [54]. We extend our EOS models to densities beyond \(1.5\,n_{\text{sat}}\) by employing a model-agnostic parametric expansion scheme that represents the equation of state in the speed of sound plane [17, 33, 34]. In particular, we sample a set of six randomly distributed points \(c_S^2(n)\) between \(1.5\,n_{\text{sat}}\) and \(12\,n_{\text{sat}}\) and connect them by line segments. We found that neutron-star properties are not very sensitive to the number of line segments when varying it between 5-10. This construction by design respects causality and stability, \(0 \leq c_S \leq c\), with the speed of light \(c\). For each sampled EOS, we construct a second EOS that includes a segment with \(c_S = 0\) with random onset density and width, to simulate EOS with strong first-order phase transitions.

This speed-of-sound extension does not make any assumptions about degrees of freedom at higher densities, and includes many possible density dependencies for the EOS at high densities. For example, this extension includes regions of sudden stiffening or sudden softening, as would be expected from a strong first-order phase transition. From the speed-of-sound curve, we reconstruct the EOS and solve the Tolman-Oppenheimer-Volkoff equations to extract neutron-star structure properties. In addition, all equations of state are required to support neutron stars with at least 1.9 solar masses [35]. In this work, we have sampled 5000 different EOS that give a uniform prior on the radius of a typical \(1.4\,M_\odot\) neutron star.
Incorporation of NICER data

For our inclusion of the recent NICER data [55], we use the results presented in [20] where a Bayesian inference approach is used to analyze the energy-dependent thermal X-ray waveform of PSR J0030+0451. Our study employs the publicly available samples obtained with the best-fit approximant of Ref. [20], namely a three oval, uniform-temperature spots model [56]. This model provides excellent agreement with the observed NICER data and allows to infer the mass and radius of PSR J0030+0451 to be $M = 1.44^{+0.15}_{-0.14} \, M_\odot$ and $R = 13.02^{+1.24}_{-1.08} \, \text{km}$ (both at 1σ uncertainty). As pointed out in [20, 21] the inferred mass-radius relations are not dominated by systematic uncertainties and inferred parameters are in good agreement for different models; as a comparison the results for the two oval spot model are also shown in Fig. 1 (orange contours).

As a conservative approach, we use the 2σ errors and discard all EOSs from our set of chiral EFT EOSs which do not overlap with the 2σ region presented in Fig. 1.

GW170817 and GW190425

We use the bilby infrastructure [57] to reanalyze GW170817 and GW190425. With the help of parallel bilby [40] we can run on 800 compute cores to obtain final posteriors within a few hours on the HPC clusters Minerva at the Max-Planck-Institute for Gravitational Physics or on SuperMUC-NG at the Leibniz Supercomputing Centre. The GW signals are analysed within a frequency interval of $f \in [23, 2048] \, \text{Hz}$ which covers the full inspiral of the binary neutron stars coalescence. Frequency-dependent spline calibration envelopes [58] are introduced into the waveform templates to counteract the potential systematics due to the uncertainties in the detectors’ calibrations [59, 60]. We also use the power spectral density, which is used by the gravitational-wave data analysis, estimated with BayesWave [61, 62]. We use for the first time the new IMRPhenomPv2_NRTidalv2 waveform model. The approximant augments the precessing binary black hole waveform model [63] with the description outlined in [23]. IMRPhenomPv2_NRTidalv2 has
For the assessment of systematic uncertainties, we compare different lightcurve models mainly based on [24] and [69].

**Model I (standard model):** Here we use Spectral Energy Distributions (SEDs) simulated using the multi-dimensional Monte Carlo radiative transfer code POSSIS [24]. In particular, we present a new modelled grid that differs from the one in Ref. [24] in terms of the underlying physics and the assumed geometry for the ejecta. In terms of physics, there are two main differences compared to simulations presented in Ref. [24]: thermalization efficiencies are taken from Ref. [70] and the temperature is no longer parametrized and uniform throughout the ejecta but rather estimated in each grid cell and at each time from the mean intensity of the radiation field (inferred from the density and local energy deposition from radioactive decay). In terms of the adopted geometry, we run calculations for a geometry (Fig. 5) more similar to the one described in, e.g., Refs. [71–73] and obtained from numerical relativity simulations. A first component represents the dynamical ejecta, extending from $v_{\text{min}} = 0.08c$ to $v_{\text{max}} = 0.3c$, characterised by an ejecta mass $m_{\text{ej}}^{\text{dyn}}$ and with lanthanide-rich composition within an angle $\pm \phi$ about the equatorial plane and lanthanide-free composition otherwise [74]. The opacities assumed in the dynamical ejecta have the same wavelength- and time-dependence as in Ref. [24], with $\kappa_{\text{bb}}[1\mu m,1.5\text{d}] = 1\text{ cm}^2\text{ g}^{-1}$ for the lanthanide-rich and $\kappa_{\text{bb}}[1\mu m,1.5\text{d}] = 5 \times 10^{-3}\text{ cm}^2\text{ g}^{-1}$ for the lanthanide-free portion of the ejecta (see Ref. [24] for more details). A second spherical component represents the
FIG. 5. Geometry employed in our Model I kilonova description, where different colors refer to the different lanthanide fractions of the individual ejecta components.

ejecta released from the merger remnant and debris disk, extending from $v_{\text{pm}}^\text{min} = 0.025c$ up to $v_{\text{pm}}^\text{max} = 0.08c$ and with an ejecta mass $m_{\text{ej}}^\text{pm}$. Opacities adopted for the post-merger ejecta are intermediate to those in the lanthanide-rich and lanthanide-free components of the dynamical ejecta ($\kappa_{\text{bb}}[1\mu\text{m},1.5\text{d}] = 0.1\text{cm}^2\text{ g}^{-1}$). SEDs and corresponding lightcurves are then controlled by four parameters: $m_{\text{ej}}^\text{dyn}$, $m_{\text{ej}}^\text{pm}$, $\phi$ and the observer viewing angle $\theta_{\text{obs}}$.

Model II: In addition to our updated kilonova model, we also include a version similar to the one in [24], i.e., a model without an additional wind ejecta component. This model has the advantage that a standardization and therefore an extraction of the Hubble constant is easier due to the smaller number of free parameters and that therefore more tighter constraints on the distance and inclination angle are extracted compared to our standard choice (Model I); cf. Fig. 9.

Model III: As an alternative approach and to validate our results, we use the radiative transfer model of Ref. [69]. This model employs a multi-dimensional Monte Carlo code to solve the multi-wavelength radiation transport equation for an expanding medium. We assume one spherical symmetric ejecta component characterized by the mass of the ejecta $m_{\text{ej}}$, the mass fraction of lanthanides $X_{\text{lan}}$, and the ejecta velocity $v_{\text{ej}}$. While using only one ejecta component reduces the consistency between the observational data and the model prediction, it allows an easier standardization and therefore puts a tighter constraint on the measured distance, but no information about inclination can be extracted due to the assumption of spherical symmetry.

Surrogate Construction

In order to draw conclusions about generic sources, we use the approach outlined in Refs. [75, 76], where a Gaussian-Process-Regression framework is employed; cf. Refs. [15, 19] for a detailed discussion. We present the performance of our standard model (Model I) in Fig. 6 and find that it is capable of describing the observed data.

The extracted properties of the ejecta are shown in Fig. 7. We find that the disk wind ejecta is about 10 times larger than the dynamical ejecta, unfortunately, the angle $\Phi$ (cf. Fig. 6) is not well constrained, while the observation angle $\theta$ peaks around 50°.

To connect the individual ejecta components to the different ejecta mechanisms, we assume that the total ejecta mass is a sum of multiple components. The first component is related to the dynamical ejecta $m_{\text{ej}}^\text{dyn}$, i.e., to the material released during the merger process via shocks and torque. The second component is caused by disk wind ejecta and proportional to the disk mass surrounding the final remnant $m_{\text{ej}}^\text{pm} = $ $\zeta m_{\text{disk}}$. To allow a conservative estimate, we also add a third component $\alpha$ that we keep as a free parameter during the sampling procedure.

For the dynamical ejecta, we use the description in Ref. [22], while we assume that the disk wind ejecta is proportional to the disk mass. Based on recent works outlining potential issues of previous relations predicting the disk mass for systems with high mass ratios, we have extended previous studies to include an explicit mass-ratio dependence, see discussion below.

The extracted binary properties are shown in Fig. 8, in which we report the chirp mass, the mass ratio, the deformability $\tilde{\Lambda}$, the fraction of the dynamical ejecta $\alpha$, the disk conversion factor $\zeta$, and the maximum TOV mass. We point out that the tidal deformability and the maximum TOV-mass are just reported as a crosscheck and that the
internal EOS index is used during the Bayesian Inference. Furthermore, we do find very good agreement between the three kilonova models. The biggest difference between all three models is visible in the measurement of the inclination and distance. Therefore, we show the inclination-distance measurement in Fig. 9. Model I is the least constraining due to the fact that the additional wind ejecta component increases the complexity of the model and therefore makes a standardization more complicated, cf. Model II. Model III is spherical symmetric and therefore only allows a distance measurement. In summary, all three models agree within their statistical error measurement, which shows that our analysis is dominated by statistical effects rather than systematics.

New disk mass prediction

We collect a set of results from 73 numerical relativity simulations performed by different groups [44, 77–79]. The full dataset is shown in Fig. 10 (left panel) in which we plot the disk mass versus the ratio of the total mass of the system and the threshold mass. The threshold mass determines when prompt collapse formation after the merger of the two stars happens. For the estimate of the threshold mass, we use the predictions of Ref. [80]. We compare the data with the estimate in Ref. [22] (solid black line) and it becomes evident that, as outlined in Ref. [44], an increasing mass ratio leads to an increased disk mass. To update the fit, we use a similar functional behavior as suggested in Ref. [22], but we incorporate mass-ratio dependent fitting parameters that are obtained by minimizing

$$\log_{10}(M_{\text{disk}}) = \max \left(-3, a \left(1 + b \tanh \left(\frac{c - M/M_{\text{threshold}}}{d}\right)\right)\right),$$

where $a, b$ are

$$a = a_o + \delta a \xi$$
$$b = b_o + \delta b \xi,$$
FIG. 7. Estimated ejecta parameters for Model I: the mass of the dynamical ejecta, the mass of the disk wind ejecta, the opening angle between lanthanide-rich and lanthanide-poor dynamical ejecta components, and the viewing angle.

where \(a_o, b_o, \delta a\) and \(\delta b\) are fitting coefficients and \(\xi\) is given by

\[
\xi = \frac{1}{2} \tanh (\beta (q - q_{\text{trans}})) .
\]

The right panel of Fig. 7 shows how the fitting changes as the mass ratio change. The plots shows that the updated fit is indeed able to capture the mass ratio dependence.

The best-fit parameters are given by minimizing \(r = \langle (\log_{10}(M_{\text{disk}}) - \log_{10}(M_{\text{fit disk}}))^2 \rangle: a_o = -1.581, \delta a = -2.439, b_o = -0.538, \delta b = -0.406, c = 0.953, d = 0.0417, \beta = 3.910, q_{\text{trans}} = 0.900.

Prior combination for distance measurement

Due to the strong correlation between the luminosity distance \(D\) and inclination \(\iota_0\) inference across different analysis, we combine the information on the \(D\)-\(\iota_0\) and then marginalize over the inclination. With Bayesian statistics in mind, we take the GRB170817A-VLBI measurement \(p_{\text{GRB}}(D, \iota_0)\) as the prior for the other two analysis. Therefore, the combined posterior \(p_{\text{com}}(D, \iota_0)\) is given by

\[
p_{\text{com}}(D, \iota_0) = L_{\text{GW}} \times L_{\text{EM}} \times p_{\text{GRB}}(D, \iota_0),
\]

where \(L_{\text{GW}}\) and \(L_{\text{EM}}\) are the likelihoods for the parameter \((D, \iota_0)\) with GW170817 and AT2017gfo analysis, respectively.
FIG. 8. Estimated parameters for Model I: chirp Mass, mass ratio, tidal deformability, free ejecta parameter $\alpha$, disk conversion factor $\zeta$, and maximum NS mass. Model II and Model III provide very similar results with respect to the binary properties.

Because we are combing the information in the post-processing stage, we do not have access to the likelihood but the posterior of GW170817 $p_{GW}$ and AT2017gfo $p_{EM}$ only. Therefore, we evaluate the combined posterior by

$$p_{\text{com}}(D, t_0) = \frac{p_{GW}}{\pi_{GW}} \times \frac{p_{EM}}{\pi_{EM}} \times p_{\text{GRB}}(D, t_0),$$

(5)

where $\pi_{GW}$ and $\pi_{EM}$ are the prior for the parameter $(D, t_0)$ used for analysing GW170817 and AT2017gfo, respectively.

The combined posterior on the distance is then given by

$$p_{\text{com}}(D) = \int dt_0 p_{\text{com}}(D, t_0)$$

(6)

which can be later related to the Hubble constant measurement.
FIG. 9. Distance and inclination measurement for Model I, Model II, and Model III. Model I is the least constraining, but used within the main text since it allows the best physical description of the binary neutron star merger and postmerger phase.

FIG. 10. Left panel: Data employed for the construction of the fit in comparison with the previous fit of [22]. Right panel: A few example cases for different mass ratios with the derived relation on top.

**Estimation of the Hubble constant \( H_0 \)**

The Hubble constant \( H_0 \) relates the center-of-mass recession velocity relative to the CMB \( v_r \) of a galaxy by

\[
v_r = H_0 D_c + v_p,
\]

where \( D_c \) and \( v_p \) are the comoving distance and the peculiar velocity, respectively. The distance between the Earth and GW170817 is small (\( \sim 40 \) Mpc), so that one can approximate the comoving distance with the luminosity distance \( D_l \).

According to Ref. [82], the collection of galaxies to which GW170817’s host galaxy NGC4993 belongs (ESO-508) has a radial velocity of \( v_r \) of 3327 \( \pm \) 72 km s\(^{-1}\) and according to Ref. [83] the peculiar velocity \( v_p \) of NGC4993 is 310 \( \pm \) 69 km s\(^{-1}\). In order to reduce the possible systematics introduced by the imperfectly modelling of the bulk flow motion in Ref. [83], we take the uncertainty on the \( v_p \) to be 150 km s\(^{-1}\).[84]

We model the likelihood of \( v_r \), \( \mathcal{L}(v_r) \), and \( v_p \), \( \mathcal{L}(v_p) \), to be a Gaussian, which are given by,

\[
\mathcal{L}(v_r) \propto \exp \left( -\frac{1}{2} \left( \frac{v_r - \langle v_r \rangle}{\sigma_{v_r}} \right)^2 \right), \quad \mathcal{L}(v_p) \propto \exp \left( -\frac{1}{2} \left( \frac{v_p - \langle v_p \rangle}{\sigma_{v_p}} \right)^2 \right),
\]

where \( \langle v_r \rangle = 3327 \) km s\(^{-1}\), \( \sigma_{v_r} = 72 \) km s\(^{-1}\), \( \langle v_p \rangle = 310 \) km s\(^{-1}\) and \( \sigma_{v_p} = 150 \) km s\(^{-1}\).
As a result, the posterior $p(H_0, D, v_p)$ is given by

$$
p(H_0, D, v_p) = L(H_0, D, v_p)\pi(H_0, D, v_p) \times \frac{1}{N_s(H_0)}
\propto \exp\left(-\frac{1}{2} \left(\frac{v_p - \langle v_p \rangle}{\sigma_{v_p}}\right)^2\right) \times \exp\left(-\frac{1}{2} \left(\frac{H_0D + v_p - \langle v_p \rangle}{\sigma_{v_p}}\right)^2\right)
\times p(D) \times \pi(H_0) \times \pi(v_p) \times \frac{1}{N_s(H_0)},
$$

where $p(D)$, $\pi(H_0)$ and $\pi(v_p)$ are the posterior of the distance, the prior on the Hubble constant, and the prior on the peculiar velocity, respectively. And $N_s(H_0)$ is the selection effect term as described in [4]. We take $\pi(H_0)$ to be uniform in $[20, 160]\text{km s}^{-1}\text{Mpc}^{-1}$, $\pi(v_p)$ to be uniform in $[-c, c]$ and $N_s(H_0) \propto H_0^3$. [85]

For the posterior of the distance, we take the posterior based on the combined analysis as described above. As we have a set of posterior samples $\{d_i\}$ which follows the posterior $p_{\text{com}}(D)$, we obtain the marginalized posterior $p(H_0, v_p)$ by

$$
p(H_0, v_p) = \int dD p(H_0, D, v_p)
= \int dD p_{\text{com}}(D) \frac{p(H_0, D, v_p)}{p_{\text{com}}(D)}
= \left\langle p(H_0, D, v_p) \right\rangle_{\{d_i\}},
$$

in which we approximate $\int dD p_{\text{com}}(D)$ by average over posterior sample $\langle \cdots \rangle_{\{d_i\}}$. We sample over the $p(H_0, v_p)$ with emcee [86] and obtain the corner plot shown in Fig. 11.
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FIG. 11. Corner plot of the inferred $H_0$-$v_p$ with the posterior on the distance with combined analysis given.