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The thermodynamic and transport properties of the unitary Fermi gas at finite temperature \( T \) are governed by a quantum critical point at \( T = 0 \) and zero density. We compute the universal shear viscosity to entropy ratio \( \eta/s \) in the high-temperature quantum critical regime \( T \gg \mu \) and find that this strongly coupled quantum fluid comes close to perfect fluidity \( \eta/s = \hbar/(4\pi k_B) \). Using a controlled large-\( N \) expansion we show that already at the first non-trivial order the equation of state and the Tan contact density \( C \) agree well with the most recent experimental measurements and theoretical Luttinger-Ward and Bold Diagrammatic Monte Carlo calculations.
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I. INTRODUCTION

The unitary Fermi gas is a basic many-body problem which describes strongly interacting fermions ranging from ultracold atoms near a Feshbach resonance \([1–3]\) to dilute neutron matter. The properties in the dilute limit are independent of the microscopic details of the interaction potential and share a common universal phase diagram. A quantum critical point (QCP) at zero temperature governs the critical behavior in the whole phase diagram as a function of temperature \( T \), chemical potential \( \mu \), detuning from the Feshbach resonance \( \nu \), and magnetic field \( h \) \([4–6]\). Whereas conventional QCPs separate two phases of finite density, in our case the density itself is the order parameter which vanishes for \( \mu < 0 \) and assumes a finite value for \( \mu > 0 \) \([3]\). In the spin balanced case \( h = 0 \), and at resonance \( \nu = 0 \) the Fermi gas is unitary and scale invariant. In terms of the thermal length \( \lambda_T = \hbar/(2\pi mk_B T)^{1/2} \) the density equation of state \( n\lambda_T^3 = f_n(\mu/k_B T) \) is a universal function which has been measured experimentally \([7–8]\). The unitary Fermi gas becomes superfluid at a universal \( T_c(\mu) \approx 0.4\mu \) \([8]\), see Fig. 1. In this work we focus on the quantum critical regime \( T > 0 \) above the QCP at \( h = 0 \), \( \nu = 0 \) and \( \mu = 0 \), where \( n\lambda_T^3 = f_n(0) \approx 2.9 \) is a universal constant. Since the thermal length \( \lambda_T \) is comparable to the mean particle spacing \( n^{-1/3} \), quantum and thermal effects are equally important. There is no small parameter, and it is a theoretical challenge to compute the critical properties. Recent measurements \([8]\) and computations \([9–10]\) of the equation of state now agree to the percent level. However, a precise determination of transport coefficients is much more demanding.

In order to reliably estimate transport coefficients we perform controlled calculations in a large-\( N \) expansion \([3–11]\). Due to the lack of an intrinsic small parameter we introduce an artificial small parameter, \( 1/N \), which organizes the different diagrammatic contributions, or scattering processes, into orders of \( 1/N \). The original theory is recovered in the limit \( N = 1 \). One can perform controlled calculations by including all diagrams up to a certain order in \( 1/N \), and these approximations can be systematically improved by going to higher order. This approach is similar to the \( \varepsilon \) expansion in the dimension of space. The advantage over perturbation theory is that it is controlled even at strong interaction, while in contrast to Quantum Monte Carlo it works directly in the thermodynamic limit and needs no finite size scaling.

We thus obtain new results for the Tan contact density \([12–14]\) and the transport properties in the quantum critical region. The shear viscosity \( \eta = \hbar\lambda_T^{-3} f_\eta(\mu/k_B T) \) assumes a universal value at \( \mu = 0 \). In kinetic theory \( \eta = \tau P \) is given by the pressure \( P \) times the viscous scattering time \( \tau \), which is related to the incoherent relaxation time of the gapless critical excitations above the QCP. The entropy density \( s = k_B \lambda_T^{-3} f_s(\mu/k_B T) \) at \( \mu = 0 \) is exactly proportional to the pressure, \( s = 5P/2T \), and the viscosity to entropy ratio \( \eta/s \) at \( N = 1 \)

\[
\frac{\eta}{s} = \frac{2}{5} T \tau \approx 0.74 \frac{\hbar}{k_B}
\]

is a universal number independent of temperature. A temperature independent ratio \( \eta/s = \hbar/(4\pi k_B) \) has been found in certain string theories \([15]\) and is conjectured to hold as a lower bound in other models \([16]\). Strongly interacting quantum fluids which saturate this bound are called perfect fluids \([17]\). Among real non-relativistic fluids the unitary Fermi gas comes closest to the bound and is almost perfect \([18–20]\), while for graphene the viscosity decreases logarithmically with temperature in the quantum critical regime \([21]\).
motions, while Appendix [3] provides technical details on the quantum kinetic equation.

II. PHASE DIAGRAM OF THE UNITARY FERMI GAS

The interacting two-component Fermi gas is described by the action

\[
S_F = \int d^4x \, d\tau \left\{ \sum_{\sigma} \psi_{\sigma}^\dagger \left( \partial_\tau - \frac{\nabla^2}{2m} - \mu_\sigma \right) \psi_\sigma + g_0 \psi_\uparrow^\dagger \psi_\downarrow^\dagger \psi_\downarrow \psi_\uparrow \right\}
\]

where the Grassmann variables \( \psi_\sigma \) are Grassmann variables representing fermion species \( \sigma = \uparrow, \downarrow \) of equal mass \( m \), and the imaginary time \( \tau = 0 \ldots \beta \) runs up to the inverse temperature \( \beta = 1/T \) (we use units where \( \hbar = 1 = k_B \)). \( \mu_\sigma \) is the chemical potential of species \( \sigma \), but we will only consider the spin-balanced case \( \mu = \mu_\uparrow = \mu_\downarrow \).

In \( d = 3 \) dimensions the scattering amplitude for small relative momenta \( k \) can be written in the form [2]

\[
f(k) = \frac{1}{-1/a - ik + r_c k^2/2}
\]

where the scattering length \( a \) can be varied experimentally by an applied magnetic field, and the effective range \( r_c \) depends on the details of the interatomic potential. By fine-tuning to a Feshbach resonance \( 1/a \to 0 \) the two-particle scattering remains strong at low energy \( k \to 0 \) and reaches the unitarity limit \( f(k) = i/k \) independent of \( r_c \). The low-energy properties remain universal at finite density \( n > 0 \) if \( r_c \) is much shorter than the mean particle spacing \( n^{-1/3} \). This condition \( k_F r_c \to 0 \) is realized physically for a dilute gas and near a broad Feshbach resonance as in \(^6\)Li [2].

A finite \( r_c \) regularizes the contact interaction at short distances (UV), and for a sharp momentum cutoff \( \Lambda \sim 1/|r_c| \) the detuning \( \nu \) is related to the bare coupling \( g_0 \) in [2] by

\[
\nu \equiv -\frac{1}{a} = -\frac{4\pi}{m} \left( \frac{1}{g_0} + \frac{m\Lambda}{2\pi^2} \right).
\]

Note that the resonance \( \nu = 0 \) can only be reached for attractive interactions \( g_0 < 0 \), when a bound state of the interatomic potential is at the continuum threshold.

More generally, this can be understood from an RG analysis of the model [2]: at zero temperature and density the running coupling \( g \) obeys the exact flow equation [4, 6]

\[
\frac{dg}{d\ell} = (2 - d)g - \frac{g^2}{2}
\]

which in \( 2 < d < 4 \) has an unstable fixed point at \( g_* = -2(d - 2) < 0 \) corresponding to the Feshbach resonance. For smaller \( g < g_* \) the fermions will form a BEC.
of fermion pairs; for larger \( g > g_* \) the flow runs toward the attractive fixed point \( g = 0 \) of the free Fermi gas (BCS limit). At the Feshbach resonance fixed point the detuning \( \nu \) is a relevant perturbation with scaling dimension \( \text{dim}[\nu] = d - 2 \).

The zero temperature phase diagram exhibits a quantum critical point at the Feshbach resonance \( \nu = 0 \), zero chemical potential \( \mu = 0 \), and zero spin imbalance \( h = 0 \), where the “magnetic field” \( h \) couples to the difference in chemical potential \( \mu_\uparrow - \mu_\downarrow \). This critical point determines a universal phase diagram for finite \( T, \nu, \mu \) and \( h \) [3, 6]. In this work we concentrate on the spin balanced gas \( h = 0 \) at unitarity \( \nu = 0 \); the phase diagram for finite \( T \) and \( \mu \) is depicted in Fig. 11.

On the lower right for \( \mu/T > (\mu/T)_c \) there is a superfluid phase of fermion pairs, while the left part is a normal Fermi liquid phase at finite density. The phase transition line \( T_c(\mu) \approx 0.4\mu \) is universal and strictly linear, in contrast to the corresponding phase diagram for a dilute Bose gas [4]. On the left for \( \mu/T \to -\infty \) the Fermi liquid crosses over to a dilute classical gas. The line \( T = 0, \mu < 0 \) has zero density (vacuum). Here we focus on the high-temperature quantum critical regime \( T \gg |\mu| \), and in the following we compute the thermodynamic and transport properties specifically for the representative value \( \mu = 0 \).

It is useful to perform a Hubbard-Stratonovich transformation to decouple the fermion interaction. We introduce a complex field \( \phi(x, \tau) \) representing a fermion pair and write the Bose-Fermi action

\[
S_{BF} = \int d^d x d\tau \left\{ \sum_\sigma \psi_\sigma^*(\partial_\tau - \frac{\nabla^2}{2m} - \mu_\sigma) \psi_\sigma - \frac{1}{g_0}|\phi|^2 - \phi \psi_\uparrow^* \psi_\downarrow^* - \phi^* \psi_\downarrow \psi_\uparrow \right\}.
\] (6)

Note that the pairing field \( \phi \) has a positive gap because \( g_0 < 0 \) near the Feshbach resonance. The action has the same critical behavior as the two-channel atom-molecule model at its zero-range fixed point [2, 3].

One can now proceed by integrating out the fermions to obtain an effective bosonic action for the pairing field \( \phi \). This action has bosonic vertices with any even number \( 2n \) of fields which are given by a bare fermion loop with \( 2n \) vertex insertions. In contrast to the repulsive Fermi gas, where these vertices are irrelevant in the RG sense, for the unitary Fermi gas these vertices all have marginal scaling. Already the particle-particle loop (\( n = 1 \)), which contributes to the self-energy of the \( \phi \) field, changes the bare scaling dimension \( \text{dim}[\phi] = d/2 \) of the \( \phi \) field by an anomalous contribution \( \eta_0 = 4 - d \) to the true scaling dimension \( \text{dim}[\phi] = (d + \eta_0)/2 = 2 \), which is independent of \( d \) (for \( 2 < d < 4 \)). Similarly, all higher bosonic vertices \( n > 1 \) are singular for small external frequencies and momenta and scale marginally in the RG sense. There is no small parameter to suppress these higher loop diagrams, and they are \( a \) priori equally important in the infrared (IR). At zero density the \( 2n > 2 \) particle \( \beta \) functions are decoupled from the \( 2n = 2 \) particle \( \beta \) function in Eq. (5), which is therefore exact. Nevertheless, there may also be a three-particle resonance (Efimov effect) in the three-particle \( \beta \) function depending on the mass ratio and whether the particles are fermions or bosons [29]. This changes the ground state from a two-particle to a three-particle bound state and leads to limit cycles in the RG flow [30].

At finite density all higher bosonic vertices couple back into the self-energy of the \( \phi \) field. In order to assess the quantitative importance of these higher vertices, one can introduce an artificial expansion parameter such as the dimension \( \epsilon = 4 - d \) for \( 2 < d < 4 \) [31] or \( 1/N \) for a large number of fermion flavors [5, 11]. Alternatively, one can use a Monte Carlo sampling of diagrams [3]. In this work we perform a large-\( N \) expansion and compare it with the results from other approaches.

### III. LARGE-\( N \) EXPANSION

We modify the Bose-Fermi action (6) by introducing \( N \) identical copies, or flavors, of \( \uparrow \) and \( \downarrow \) fermions, denoted by \( \psi_{\sigma a} \) with \( \sigma = \uparrow, \downarrow \) and the flavor index \( a = 1, \ldots, N \). The pairing field \( \phi \) is chosen to create an \( \uparrow \downarrow \) pair of any flavor, and we obtain the action [6, 11]

\[
S_{BF} = \int d^d x d\tau \left\{ \sum_{\sigma a} \psi_{\sigma a}^*(\partial_\tau - \frac{\nabla^2}{2m} - \mu_\sigma) \psi_{\sigma a} - \frac{N}{g_0} |\phi|^2 - \phi \sum_{a} \psi_{\uparrow a}^* \psi_{\downarrow a}^* - \phi^* \sum_{a} \psi_{\downarrow a} \psi_{\uparrow a} \right\}.
\] (7)

This action is \( O(N) \) invariant under rotations in flavor space. The Gaussian integral over the fermion field yields the effective bosonic action

\[
S_B = N \int d^d x d\tau \left\{ -\text{tr}_\sigma \ln \left[ \partial_\tau - \frac{\nabla^2}{2m} - \mu_\sigma - \frac{\phi}{\phi^*} \right] \right. \\
\left. - \frac{1}{g_0} |\phi|^2 \right\} = NT \sum_{\omega_m} \sum_\sigma \left\{ \ln G_{0\sigma}(k, \omega_m) - T^{-1}(k, \omega_m) |\phi(k, \omega_m)|^2 + O(|\phi|^4) \right\}
\] (8)

with the trace running over the spin index \( \sigma \). The bare Fermi propagator \( G_{0\sigma}(k, \omega_m) \) is given by

\[
G_{0\sigma}^{-1}(k, \omega_m) = -i\omega_m + \varepsilon_k - \mu_\sigma
\] (9)

with dispersion \( \varepsilon_k = k^2/(2m) \), and the bosonic propagator \( -T(k, \omega_m) \) is given by the regularized \( T \)-matrix in medium,

\[
T^{-1}(k, \omega_m) = \frac{1}{g_0} + T \sum_{\epsilon_n} \int \frac{d^dp}{(2\pi)^d} G_0(p, \epsilon_n) \\
\times G_{0\sigma}(k - p, \omega_m - \epsilon_n).
\] (10)
The number of flavors $N$ appears only as a global prefactor in the action $[8]$, hence a controlled loop expansion is possible $[8]$. Each closed fermion loop contributes a factor of $N$, while each $\phi$ propagator is suppressed by $1/N$. Even though the higher bosonic vertices still have marginal scaling, their contributions to the grand potential are now suppressed quantitatively by powers of $1/N$. For $T \gg \mu$ the system is in the normal phase, and the action $[8]$ has a saddle point at $\langle \phi \rangle = 0$. To order $O(1/N)$ the grand potential reads

$$\frac{\Omega}{N} = \sum_0 \{ 2 \ln G_0(k, \omega_m) - \frac{1}{N} \ln T(k, \omega_m) \}$$

(11)

Note that this order of the $1/N$ expansion extrapolated to $N = 1$ is exactly the Nozières–Schmitt-Rink (NSR) theory $[22]$. The Matsubara frequency summation can be continued analytically to real frequency,

$$\frac{\Omega}{N} = \sum_k \{ -2T \ln[1 + e^{-\beta(\epsilon_k - \mu)}] - \frac{1}{N} \int_{-\infty}^{\infty} \frac{d\omega}{\pi} b(\omega) \delta(k, \omega, \mu, \nu) \}$$

(12)

with the scattering phase shift $\delta(k, \omega, \mu, \nu) = \text{Im} \ln T(k, \omega, \mu, \nu)$ and the Bose function $b(\omega) = [\exp(\beta\omega) - 1]^{-1}$. Specifically in $d = 3$ the $T$-matrix reads (in the spin-balanced case $h = 0$)

$$T^{-1}(k, \omega) = \frac{m_\nu}{4\pi k^3} \frac{m^{3/2}}{4\pi} \sqrt{\frac{\xi_k}{2}} - \omega - i0 - 2\mu + \frac{m}{2\pi^2} \int_0^{\infty} \frac{dp}{1 + e^{\beta(\epsilon_p - \mu)}}$$

$$\times \ln \left[ \frac{\omega + i0 + 2\mu - \epsilon_p - \epsilon_{k-p}}{\omega + i0 + 2\mu - \epsilon_p - \epsilon_{k+p}} \right].$$

(13)

The integral is convergent and readily evaluated numerically.

**A. Thermodynamics**

Using (13) we obtain for the pressure $P = -\Omega/L^d$ (equation of state) at $\mu = 0, \nu = 0, h = 0$ and $T > 0$:

$$\frac{P}{N} = -\frac{\Omega}{NL^d} = P^{(0)} + \frac{1}{N} P^{(1)} + \cdots$$

$$\left( 1.734400 + \frac{1}{N} 0.747561 \right) T \lambda_T^{-3}$$

(14)

where

$$P^{(0)} = 2(1 - 2^{-3/2}) \zeta(5/2) T \lambda_T^{-3}$$

$$P^{(1)} = \int \frac{d^3k}{(2\pi)^3} \frac{d\omega}{\pi} b(\omega) \delta(k, \omega).$$

Since the unitary Fermi gas is scale invariant the internal energy density $\varepsilon$ is proportional to the pressure $[32]$

$$\frac{\varepsilon}{N} = \frac{3P}{2N} = \left( 2.601600 + \frac{1}{N} 1.121341 \right) T \lambda_T^{-3}.$$  

(15)

Also the entropy density $s = \partial P/\partial T = (\varepsilon + P - \mu n)/T$ at unitarity and $\mu = 0$ is proportional to the pressure,

$$\frac{s}{N} = \frac{5P}{2TN} = \left( 4.335999 + \frac{1}{N} 1.868902 \right) T \lambda_T^{-3}.$$  

(16)

The density at $\mu = 0$ to order $O(1/N)$ is

$$n = \frac{d(P/N)}{d\mu} = n^{(0)} + \frac{1}{N} n^{(1)} + \cdots$$

$$= \left( 1.530294 + \frac{1}{N} 1.143936 \right) T \lambda_T^{-3}$$

(17)

where

$$n^{(0)} = 2(1 - 2^{-1/2}) \zeta(3/2) T \lambda_T^{-3}$$

$$n^{(1)} = \int \frac{d^3k}{(2\pi)^3} \frac{d\omega}{\pi} b(\omega) \frac{\delta(k, \omega)}{d\mu}.$$  

If this order of the $1/N$ expansion is evaluated at $N = 1$ (NSR) we obtain for the density

$$n = 2.674230 \lambda_T^{-3} \quad (N = 1).$$

(18)

The ratio of thermal length to mean particle spacing, $\lambda_T^{-1/3} \approx 1.388$, is of order unity, hence quantum and thermal fluctuations are equally important in the high-temperature quantum critical region. The density determines the Fermi temperature

$$k_B T_F = \frac{k_F^2}{2m} = \frac{(3\pi^2 n)^{2/3}}{2m}$$

(19)

which is useful to compare with data given in terms of the reduced temperature

$$\theta = \frac{T}{T_F} = \left( \frac{3\sqrt{\pi}}{8} n \lambda_T^3 \right)^{-2/3} = 0.681496 \quad (N = 1).$$

(20)

Finally, the Tan contact density is defined as the total spectral weight (density) of the pairing field $[12 - 14]$

$$C = m^2 \langle \phi^* \phi \rangle = \frac{m^2}{N} \int \frac{d^3k}{(2\pi)^3} \frac{d\omega}{\pi} b(\omega) \text{Im} T(k, \omega)$$

$$= 26.840128 \lambda_T^{-4} \frac{N}{N}.$$  

(21)

At $N = 1$ the contact can be expressed in terms of $k_T$ using Eq. (19) which yields $C = 0.0789 k_F^2$. This is equivalent to the non-self-consistent $T$ matrix result $[33]$ and agrees with the BDMC calculation within 1.4% (see Table I), but it differs from the result in $[4]$ by a factor of two.

Note that the Tan adiabatic theorem $[13]$

$$\frac{d(-P/N)}{d\nu} = \frac{C}{4\pi m}$$

(22)
is fulfilled exactly in the $1/N$ expansion: the change of the pressure with detuning is
\[
\frac{d(-P/N)}{d\nu} = \frac{-1}{N} \int \frac{d^3k}{(2\pi)^3} \frac{d\omega}{\pi} b(\omega) \frac{d\delta(k, \omega)}{d\nu}
\]
\[
= -\frac{m}{4\pi N} \int \frac{d^3k}{(2\pi)^3} \frac{d\omega}{\pi} b(\omega) \text{Im} \mathcal{T}(k, \omega)
\]  \hspace{1cm} (23)
because the change of scattering phase shift with detuning is $d\delta(k, \omega)/d\nu = (m/4\pi) \text{Im} \mathcal{T}(k, \omega)$, and using Eq. (21) we obtain (22).

**B. Transport**

At $N = \infty$ the fermions are free: once a shear flow is excited in the infinite system it will continue forever, and the dynamic shear viscosity is
\[
\eta(\omega) = \pi P \delta(\omega). \quad (24)
\]
The Drude weight is proportional to the pressure, in accordance with the viscosity sum rule [18, 34, 35]. At order $1/N$ the fermions acquire a self-energy correction by scattering off pairing fluctuations, so for large $N$ the fermions are almost free quasi-particles with lifetime $\mathcal{O}(N)$ and an energy shift of the quasi-particle dispersion Re $\Sigma \sim 1/N$. In kinetic theory the dynamic viscosity becomes
\[
\eta(\omega) = \frac{P\tau}{1 + (\omega\tau)^2} \quad (25)
\]
with the viscous scattering time $\tau = \mathcal{O}(N)$: the $\delta(\omega)$ function in (24) is broadened to a peak of width $1/N$. At order $1/N$ the fermions acquire a self-energy correction by scattering off pairing fluctuations, so for large $N$ the fermions are almost free quasi-particles with lifetime $\mathcal{O}(N)$ and an energy shift of the quasi-particle dispersion Re $\Sigma \sim 1/N$. In kinetic theory the dynamic viscosity becomes
\[
\eta(\omega) = \frac{P\tau}{1 + (\omega\tau)^2} \quad (25)
\]

In order to compute transport properties for large $N$ it is justified to use the quantum Boltzmann equation [4, 36]: (i) the fermions propagate as free particles between collisions, up to subleading corrections, (ii) the collision integral $\text{Im} \Sigma \sim 1/N$ contains only particle-hole scattering described by the medium $T$-matrix $\mathcal{T}(k, \omega)$ [Eq. (10)] because particle-hole scattering appears at higher orders, and (iii) in addition to the collision (dynamic) term there is a shift of the dispersion (kinetic) term Re $\Sigma \sim 1/N$ of the same order. However, it is only a subleading correction to the leading real term $\Pi_{xy}/N \sim N^0$ (see below) and can be neglected.

Based on these considerations we arrive at the Boltzmann equation [36, 37]
\[
\frac{\partial f}{\partial t} + \mathbf{r} \cdot \frac{\partial f}{\partial \mathbf{r}} + \mathbf{p} \cdot \frac{\partial f}{\partial \mathbf{p}} = -\frac{1}{N} I[f]
\]  \hspace{1cm} (26)
for the distribution function $f(\mathbf{p}, \mathbf{r}, t)$, where $I[f]$ is the collision integral. For the shear viscosity we consider a velocity field $\mathbf{u} = u_x(y) \mathbf{k}$ with a small shear gradient $\partial u_x/\partial y$, and the local equilibrium distribution $f(\mathbf{p}) = f^0(\epsilon - \mathbf{u} \cdot \mathbf{p})$ with $\epsilon = p^2/2m$. In the stationary limit the Boltzmann equation (26) becomes [37]
\[
-\frac{\partial u_x}{\partial y} v_x p_x \frac{\partial f^0}{\partial \epsilon} = -\frac{1}{N} I[f].
\]  \hspace{1cm} (27)
The velocity gradient induces a momentum current density
\[
\Pi_{xy} = 2N \int \frac{d^3p}{(2\pi)^3} v_x p_x f(\mathbf{p}) = -\eta \frac{\partial u_x}{\partial y}
\]  \hspace{1cm} (28)
proportional to $\partial u_x/\partial y$, with the coefficient given by the shear viscosity $\eta$. We choose a deviation from the equilibrium distribution, $f = f^0 + \delta f$ with $\delta f = f^0(1 - f^0)\varphi(\mathbf{p})$ and $\varphi(\mathbf{p}) = v_x p_x/T$, such that the momentum current density is
\[
\Pi_{xy} = \frac{2N}{\eta} \int \frac{d^3p}{(2\pi)^3} v_x^2 p_x^2 (1 - f^0) = P.
\]  \hspace{1cm} (29)
This is equal to the pressure for free fermions ($N = \infty$) at arbitrary temperature, as can be seen by integrating by parts. We can now replace $-\partial u_x/\partial y = P/\eta$ in (27) and take moments of the Boltzmann equation by integrating both sides with $2N \int d^3p/(2\pi)^3 v_x p_x$. The left-hand side becomes
\[
\frac{2NP}{\eta T} \int \frac{d^3p}{(2\pi)^3} v_x^2 p_x^2 f^0(1 - f^0) = P^2
\]  \hspace{1cm} (30)
while the right-hand side yields the collision integral [37, 38]
\[
C_{xy} = 2 \int \frac{d^3p}{(2\pi)^3} v_x p_x I[\delta f]
\]  \hspace{1cm} (31)
for fermions with incoming momenta $\mathbf{p}$, $\mathbf{p}_1$ and the relative momenta $\mathbf{q} = \mathbf{p} + \mathbf{p}_1$ and the relative momenta $\mathbf{k} = (\mathbf{p} - \mathbf{p}_1)/2$ ($\mathbf{k}' = (\mathbf{p}' - \mathbf{p}'_1)/2$) of the incoming (outgoing) particles, with $|\mathbf{k}| = |\mathbf{k}'|$ by energy conservation. The occupation numbers give the probability that the incoming states are occupied, and the outgoing states are not. The differential cross section is given by the medium $T$-matrix
\[
\frac{d\sigma}{d\Omega} = \left| \frac{m}{4\pi} \mathcal{T}(\mathbf{p} + \mathbf{p}_1, \omega = \varepsilon_p + \varepsilon_{p_1} - 2\mu) \right|^2.
\]  \hspace{1cm} (32)
In the vacuum limit the center-of-mass scattering depends only on the relative momentum $k$,
\[
\frac{d\sigma}{d\Omega} = \frac{a^2}{1 + a^2 k^2} \quad \text{(vacuum)}
\]  \hspace{1cm} (33)
but at finite density there is an additional dependence on the
total momentum \( q \) in the medium T-matrix \( T(q, k) = T(q, \omega = 2k_\pi/\hbar + 2\epsilon_k - 2\mu) \). In relative coordinates the shear term in Eq. \( \text{(41)} \) is
\[
\varphi(p) + \varphi(p_1) - \varphi(p') - \varphi(p'_1) = \frac{k_xk_y - k'_xk'_y}{mT/2}.
\]  
(34)

The collision integral then reads
\[
C_{xy} = \frac{2}{\pi mT} \int \frac{d^2q}{(2\pi)^3} \int \frac{d^3k}{(2\pi)^3} k^2 |k_xk_y| T(q, k)|^2 \int f_{q/2+h} f_{q/2-k} \times \int \frac{d\Omega}{4\pi} (k_xk_y - k'_xk'_y)(1 - f_{q/2+k})(1 - f_{q/2-k})
\]
\[
= \frac{1}{30\pi^5 mT} \int dq q^2 \int dk k^2 |T(q, k)|^2 \times \left[ I_{\ell=0}(q, k) - I_{\ell=2}(q, k) \right]
\]  
(35)

with the \( \ell \)-wave angular average \( I_{\ell}(q, k) \) over the Fermi distribution functions derived analytically in appendix [2] (the \( d \)-wave average \( I_{d=2}(q, k) \) contributes only 0.2\% to the integral \((35)\)). Finally, only two integrals over the radial momenta \( q \) and \( k \) have to be performed. In the dilute classical regime the collision integral can be computed analytically,
\[
C_{xy}^{cl} = \frac{32\sqrt{2} T^2 \lambda_T^{-3}}{15\pi} \]  
(36)

with fugacity \( z = \exp(\beta\mu) \), and in the same limit the pressure is \( P_{cl} = 2zT\lambda_T^{-3}N \). The viscosity is then given by [37]
\[
\eta_{cl} = \frac{P_{cl}}{C_{xy}} = \frac{15\pi \lambda_T^{-3}N^2}{8\sqrt{2}} = 4.165 \times 203 \lambda_T^{-3}N^2. \]  
(37)

In the high-temperature quantum critical regime \( T > 0, \mu = 0 \) the collision integral has to be computed with the full medium T-matrix \( T(q, \omega) \) from Eq. \((10)\), which is done numerically and yields
\[
C_{xy} = 0.935 \times 10^3 T^2 \lambda_T^{-3} \]  
(38)

and together with the pressure at leading order in \( 1/N \), \( P = NP^{(0)} = 1.734 \times 10^4 T\lambda_T^{-3}N \), we obtain in the quantum critical regime
\[
\eta = \frac{P}{C_{xy}} = 3.214 \times 10^4 \lambda_T^{-3}N^2. \]  
(39)

This value is about 20\% lower than in the dilute classical limit \((37)\), which is mostly due to the reduced pressure, while the effects of reduced density and increased medium scattering almost cancel each other in \( C_{xy} \). With the viscous relaxation time \( \tau = P/C_{xy} \) and the entropy density \( s = 5P/(2T) \) we obtain the universal viscosity to entropy ratio independent of temperature,
\[
\eta \approx \frac{2}{5} T\tau = 0.741 \times 10^4 \frac{kN}{k_B}. \]  
(40)

A related computation of the viscosity using the medium T-matrix has been performed for large attractive interaction \( k_Fa = -11.8 \) which found \( \eta = 2.3\hbar n \) for \( \mu = 0 \) at \( T/T_F = 0.7 \) [38], slightly larger than our value \((39)\) at \( N = 1 \). Note that we have evaluated \( \eta \) using only a single moment of the Boltzmann equation \((27)\), but it has been shown that corrections to \( \eta \) from higher moments are less than 2\% [40]. A similar transport calculation using the medium T-matrix in two dimensions has been performed recently [41].

IV. LUTTINGER-WARD THEORY

The Luttinger-Ward theory provides a systematic way to obtain self-consistent and conserving approximations, such that the Green’s functions satisfy all symmetries and conservation laws of the model [42, 43]. The Luttinger-Ward functional \( \Phi[G_\sigma, G_B] \) can be defined in terms of full fermionic propagators \( G_\sigma \) and full bosonic propagators \( G_B = -T \). The exact theory is given by an infinite set of irreducible contributions to the \( \Phi \) functional which cannot be evaluated in practice, so typically one chooses a subclass of diagrams. For the unitary Fermi gas a very successful approximation is to use ladder diagrams with full fermionic Green’s functions [25, 26]. Then the full T-matrix is given by an expression similar to \((10)\) but with full Green’s functions,
\[
T^{-1}(k, \omega_m) = \frac{1}{g_0} + T \sum_{\epsilon_n} \int \frac{d^3p}{(2\pi)^3} G_\uparrow(p, \epsilon_n) \times G_\downarrow(k - p, \omega_m - \epsilon_n). \]  
(41)

Since we are interested in the high-temperature critical region we consider only the expressions valid in the normal phase. The Luttinger-Ward theory then prescribes that the \( \uparrow \) fermionic self-energy is given by scattering a \( \downarrow \) fermion off pair fluctuations described by the full T-matrix,
\[
\Sigma_\uparrow(k, \omega_m) = T \sum_{\epsilon_n} \int \frac{d^3p}{(2\pi)^3} G_\uparrow(p, \epsilon_n) \times G_\downarrow(k + p, \omega_m + \epsilon_n) \]  
(42)

and analogously for \( \Sigma_\downarrow \). The Dyson equation determines the full fermionic Green’s functions
\[
G_\sigma^{-1}(k, \omega_m) = -i\omega_m + \epsilon_k - \mu_\sigma - \Sigma_\sigma(k, \omega_m). \]  
(43)

This set of equations \((41) - (43)\) is solved self-consistently by iteration [25, 26]. The resulting Green’s functions in Matsubara frequency can be continued analytically to obtain the spectral functions in real frequency, which show substantial broadening near \( T_c \) and additional excitations beyond a single quasi-particle peak [44, 45]. Similar features are observed in the spin polarized case [46, 50].
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The pressure $P = -\Omega/L^d$ is obtained from the grand potential [26]

$$
\Omega = T \sum_{\omega_m} \sum_k \{ \sum_\sigma \ln G_\sigma(k, \omega_m) \\
+ \sum_\sigma [1 - G^{-1}_\sigma(k, \omega_m)] G_\sigma(k, \omega_m) \} - \ln T(k, \omega_m) \} \quad (44)
$$
evaluated using the self-consistent fermion propagator and the full $T$-matrix. We extract the high-temperature quantum critical behavior from the existing thermody-
damic data [26] interpolated at $\mu = 0$. Specifically, we make a cubic spline interpolation of $\mu(T)$ and find the solution of $\mu(T) = 0$ at $\theta = T/T_F = 0.6165$, which implies $n\lambda^3_T = 8/(3\sqrt{\pi})T^{-3/2} = 3.108$. Furthermore, we find $P = 0.8630 nk_BT$, $s = 2.177 nk_B$, and $C = 0.084353 k_F^2$, which can be recast in terms of $\lambda_T$. These values are summarized in Table II and are remarkably close to the experimental values.

The shear viscosity $\eta(T, \omega)$ has been computed in Luttinger-Ward theory as a function of temperature and frequency [18]; it has a Lorentzian peak at low frequency, followed by a universal tail $\eta(T, \omega) \sim C(T)/15\pi \sqrt{m\omega}$ proportional to the contact density. We make a cubic spline interpolation of $\mu(\eta) = 0$ and find the root at $\eta(T, \omega = 0) = 1.5409h\omega$, which yields $\eta/s = 0.7077h/k_B$. This result is slightly lower than the large-$N$ value in Eq. [40]. We note that in this self-consistent calculation the minimum of $\eta/s \approx 0.6h/k_B$ is found at a somewhat lower temperature $T/T_F \approx 0.4$ [18].

V. CONCLUSIONS

The unitary Fermi gas in the high-temperature quantum critical region is a challenging many-body problem. It is strongly interacting, with the density almost twice the non-interacting value at $\mu = 0$ [8], and has no small expansion parameter. Still, our large-$N$ results at the first non-trivial order beyond the free Fermi gas are already remarkably close to reliable experimental and theoretical results [8, 4]. A main result of the present paper is that this is true also for the transport properties $\eta/s$ once medium effects are included in the quantum kinetic equation. A possible reason for this good agreement is that large-$N$ and Luttinger-Ward approximations satisfy the Tan adiabatic and energy relations exactly, as we show in Appendix A. In addition, Luttinger-Ward theory exactly fulfills the scale invariance of the unitary Fermi gas [18]. For a better comparison between calculations for the homogeneous system and experiments it would be desirable to have local measurements in the spirit of Ref. [8] also for the contact and transport properties, since the comparison of trap averaged quantities is less sensitive to the details of the temperature dependence. A promising step in this direction is to selectively probe atoms near the center of the trap in order to extract the contact density from the tail of the momentum distribution [61].
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Appendix A: Exact Tan relations in Luttinger-Ward theory

Consider the fermionic action [2]: a small variation of the quadratic term, $\delta G^{-1}_\sigma$, will lead to a change in the grand potential

$$
\delta \Omega = - \text{tr}(\delta G^{-1}_\sigma) \quad (A1)
$$

with the trace running over space, time and possibly spin indices. However, this equation is often violated if approximations are made for the full Green’s function $G$. A unique feature of conserving approximations, which are derived from a Luttinger-Ward functional $\Phi[G]$, is that Eq. (A1) holds exactly even for approximate $\Omega$ and $G$ [52].

For the strongly interacting Fermi gas it is convenient to start from the Bose-Fermi action (6) and define a Luttinger-Ward functional $\Phi[G_\sigma, G_B]$ in terms of both fermionic and bosonic Green’s functions [18, 25, 26]. Then a variation of the microscopic parameters $\delta G^{-1}_\sigma$ and/or $\delta G^{-1}_B$ induces a change of the grand potential

$$
\delta \Omega = - \text{tr}(\delta G^{-1}_\sigma) + \text{tr}(\delta G^{-1}_B) \quad (A2)
$$

Again, this exact equation continues to hold within conserving approximations with full self-consistent propagators $G_\sigma$ and $G_B$.

We will now show that the Tan adiabatic theorem [13]

$$
\frac{d\Omega}{L^d} = \frac{C}{4\pi m} \quad (A3)
$$

and the Tan energy formula [12]

$$
\varepsilon = \sum_\sigma \int \frac{d^3k}{(2\pi)^3} e_k \left( n_{k\sigma} - \frac{C}{k^4} \right) + \frac{C}{4\pi ma} \quad (A4)
$$

are consequences of (A2) and therefore hold not only in the exact theory but in any conserving approximation, including the self-consistent $T$-matrix approximation introduced in section IV. A variation of detuning changes only the bosonic quadratic term

$$
G^{-1}_B(k, \omega_m) = \frac{1}{g_0} - \frac{m}{4\pi} \left( \frac{1}{a} - \frac{2a}{\pi} \right) \quad (A5)
$$
in the action (6),

$$
\frac{\partial G^{-1}_B(k, \omega_m)}{\partial(-1/a)} = 0 \quad \frac{\partial G^{-1}_B(k, \omega_m)}{\partial(-1/a)} = \frac{m}{4\pi} \quad (A6)
$$
The variation of the grand potential is then
\[
\frac{d\Omega}{d(-1/a)} = -\text{tr}\left(G_\sigma \frac{\partial G^{-1}_{\sigma a}}{\partial (-1/a)}\right) + \text{tr}\left(G_B \frac{\partial G^{-1}_{\partial a B}}{\partial (-1/a)}\right)
\]

with the density of bosons expressed by the Tan contact
density,
\[
L^{-3} \text{tr}(G_B) = T \sum_{\omega_m} \int \frac{d^3 k}{(2\pi)^3} G_B(k, \omega_m)e^{i\omega_m t}
\]

\[
= G_B(x = 0, \tau = -1) = \langle \phi^* \phi \rangle = C/m^2. \quad \text{(A8)}
\]

Inserting (A8) into (A7) directly yields the adiabatic theorem.

In order to derive the energy formula we consider a variation of mass,
\[
\varepsilon = m^{-1} \frac{d\Omega/L^3}{d(m^{-1})}. \quad \text{(A9)}
\]

Usually this yields only the kinetic energy (cf. Eq. (61) in [52]), but in our case the interaction term \(4\pi a/m\) also depends on mass, so (A9) is the full internal energy \(\varepsilon = \langle H \rangle\) including the potential term. Specifically,
\[
m^{-1} \frac{\partial G^{-1}_{\sigma a}(k, \omega_m)}{\partial m^{-1}} = \varepsilon_k \quad \text{(A10)}
\]

\[
m^{-1} \frac{\partial G^{-1}_{\partial a B}(k, \omega_m)}{\partial m^{-1}} = m \frac{1}{4\pi} \left( \frac{1}{a} - \frac{2\Lambda}{\pi} \right), \quad \text{(A11)}
\]

and with the momentum distribution function
\[-T \sum_{\omega_m} G_a(k, \omega_m) = n_{k\sigma}\]
we obtain the internal energy density
\[
\varepsilon = \frac{m^{-1}}{L^3} \text{tr}\left(G_\sigma \frac{\partial G^{-1}_{\sigma a}}{\partial m^{-1}}\right) + \frac{m^{-1}}{L^3} \text{tr}\left(G_B \frac{\partial G^{-1}_{\partial a B}}{\partial m^{-1}}\right)
\]

\[
= \sum_\sigma \int \frac{d^3 k}{(2\pi)^3} \varepsilon_k n_{k\sigma} + m \frac{1}{4\pi} \left( \frac{1}{a} - \frac{2\Lambda}{\pi} \right) \frac{C}{m^2} \quad \text{(A12)}
\]

where the \(k\) integral extends to the momentum cutoff \(\Lambda\).
The regularization term \(\Lambda C/(2\pi^2 m)\) can be written as
\[\sum_\sigma \int \frac{d^3 k}{(2\pi)^3} \varepsilon_k C/k^4\], and we arrive at the energy formula (A3). In a similar way the Tan pressure relation has been derived in the Luttinger-Ward theory by an infinitesimal scale transformation on the grand potential [18]. This confirms our proof that the Tan relations are fulfilled exactly in the self-consistent \(T\)-matrix approximation.

### Appendix B: Quantum kinetic equation

A useful feature of \(d = 3\) dimensions is that the angular averages of the distribution functions can be performed analytically. One can write the product of Fermi functions in (A3) with \(|k'| = |k|\) as

\[
f(\varepsilon_{q/2+k})f(\varepsilon_{q/2-k})[1 - f(\varepsilon_{q/2+k})][1 - f(\varepsilon_{q/2-k})]
\]

\[
= \frac{1}{4(cosh a + cosh bx)(cosh a + cosh bx)} \quad \text{(B1)}
\]

with \(x = \mathbf{k} \cdot \mathbf{q}, \quad x' = \mathbf{k'} \cdot \mathbf{q}\) and \(a = (\varepsilon_{q/2} + \varepsilon_{k} - \mu)/T, \quad b = kq/(2mT)\). The angular average over the solid angles of the vectors \(q, k, k'\) is then

\[
\int \frac{d\Omega_q}{4\pi} \int \frac{d\Omega_k}{4\pi} \int \frac{d\Omega_{k'}}{4\pi} k_z k_{y'} k_y (k_z k_{y'} - k_z' k_y') f f[f-1-f][1-f]
\]

\[
= \frac{k^4}{15} \left( P_{\ell=0}(q,k) - P_{\ell=2}(q,k) \right) \quad \text{(B2)}
\]

where we have defined the \(\ell\)-wave angular average of the distribution functions

\[
I_{\ell=0}(q,k) = \frac{1}{4} \int_{-1}^{1} dx \frac{P_{\ell}(x)}{cosh a + cosh bx} \quad \text{(B3)}
\]

with Legendre polynomials \(P_{\ell}(x)\). The \(s\)-wave average is given by

\[
I_{\ell=0}(q,k) = \frac{1}{2b \sinh a} \ln \frac{\cosh((a + b)/2)}{\cosh((a - b)/2)} \quad \text{(B4)}
\]

while the \(d\)-wave average can be expressed in terms of polylogarithms \(Li_z(z)\),

\[
I_{\ell=2}(q,k) = I_{\ell=0}(q,k) - \frac{1}{4b^2 \sinh a} \times \left( 6 Li_3(-e^{a+b}) - 6 Li_3(-e^{b-a}) - 6b Li_2(-e^{a+b}) + 6b Li_2(-e^{b-a}) + a(a^2 - 3ab + \pi^2) \right). \quad \text{(B5)}
\]

Thus, all angular integrations can be done analytically and only the two radial integrations over \(q\) and \(k\) in Eq. (33) need to be performed numerically.

---
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