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Abstract

If gravity is an emergent phenomenon, as suggested by several recent results, then the structure of the action principle for gravity should encode this fact. With this motivation we study several features of the Einstein-Hilbert action and establish direct connections with horizon thermodynamics. We begin by introducing the concept of holographically conjugate variables (HCVs) in terms of which the surface term in the action has a specific relationship with the bulk term. In addition to \( g^{ab} \) and its conjugate momentum \( \sqrt{-g} M^{ab} \), this procedure allows us to (re)discover and motivate strongly the use of \( f^{ab} = \sqrt{-g} g^{ab} \) and its conjugate momentum \( N^a_b \). The gravitational action can then be interpreted as a momentum space action for these variables. We also show that many expressions in classical gravity simplify considerably in this approach. For example, the field equations can be written in the form
\[
\partial_c f^{ab} = \partial H_g / \partial N^c_{ab}, \quad \partial_c N^c_{ab} = - \partial H_g / \partial f^{ab}
\]
(analogous to Hamilton’s equations) for a suitable Hamiltonian \( H_g \), if we use these variables. More importantly, the variation of the surface term, evaluated on any null surface which acts as a local Rindler horizon can be given a direct thermodynamic interpretation. The term involving the variation of the dynamical variable leads to \( T \delta S \) while the term involving the variation of the conjugate momentum leads to \( S \delta T \). We have found this correspondence only for the choice of variables \( (g^{ab}, \sqrt{-g} M^{ab}) \) or \( (f^{ab}, N^a_b) \). We use this result to provide a direct thermodynamical interpretation of the boundary condition in the action principle, when it is formulated in a spacetime region bounded by the null surfaces. We analyse these features from several different perspectives and provide a detailed description, which offers insights about the nature of classical gravity and emergent paradigm.

1 Introduction

The curious connection between gravity and thermodynamics first came to light with the work of Bekenstein [1–3], which ascribed to a black hole an entropy proportional to the surface area of its horizon. Soon, it was discovered that black hole horizons possess temperature as well [4, 5]. In the four decades since then, the intriguing connection between gravity and thermodynamics has been steadily becoming stronger (see e.g., [6, 7]).

One paradigm which has emerged from this connection considers the dynamics of gravity as not of fundamental nature, but emergent from the dynamics of a more fundamental theory, just as the thermodynamics of a material system emerges out of the basic dynamics of its molecules. (For a recent review, see [8, 9]; for other work similar in spirit, see e.g., [10–14]). This paradigm has obtained support from the following results:

a) Gravitational field equations in a wide class of theories – more general than Einstein gravity – lend themselves to a thermodynamical interpretation [15–17];

b) Gravitational equations of motion can be obtained from thermodynamical extremum principles [18, 19];
c) It has been possible to obtain the density of microscopic degrees of freedom through equipartition arguments [20, 21];

d) The action functional for gravitation in a class of theories has a thermodynamic interpretation [15, 22–24];

e) Einstein’s equations reduce to Navier-Stokes equations of fluid dynamics in any spacetime when projected on a null surface [25, 26]. This generalizes previous results for black hole spacetime [27–29].

f) The euclidean path integral of the gravitational action interpreted as a partition function has provided expressions for free energy, energy and entropy [30] in the Lanczos-Lovelock models generalizing previously known results [15, 31].

These results show that gravity could indeed be an emergent phenomenon, similar to elasticity or fluid mechanics.

Conventionally, however, one treats gravity like any other field and its dynamics is obtained from a standard action principle. The fact that the theory obtained by such a variational principle possesses an emergent description strongly suggests that the action functional itself must encode this information. The main purpose of this paper is to explore several aspects of gravitational action principle from the emergent gravity perspective and unravel these features to the extent possible.

In fact, it is well-known that general relativity has some peculiarities which introduces special difficulties (not encountered in other field theories, e.g. non-Abelian gauge theories) when we try to derive the Einstein equations from an action principle (see e.g., Chapter 6 of [32]). There does exist a scalar action, the Einstein-Hilbert action, which, when added to the matter action, can be varied with respect to the metric to obtain the Einstein equations. Based on the usual theoretical prejudice [33], the equations of motion which are second order in derivatives of the coordinates, are obtained from an action which is quadratic in the first derivatives of the dynamical variables. The generally covariant Lagrangian for gravity, however, is forced to be at least second order in derivatives of the metric since any scalar made of the metric and its first derivatives will have some constant value in the local inertial frame and, by virtue of being a scalar, has the same constant value in any other frame. The usual choice, \( R \), has a special structure (viz. linearity in second derivatives) which allows us to obtain the equations of motion which are only second order in the derivatives of the metric, if (and only if) we fix metric and its derivatives on the boundary. This is possible because we can separate out the the second derivatives in the Lagrangian into a total derivative which becomes a surface term in the action. Its variation does not contribute to the equations of motion if we set the variations of the metric and its derivatives to be zero on the boundary.

The main conceptual difficulty with this program — which makes gravitational action different from those in other field theories — is that the need to fix both the dynamical variable and its derivative at the boundary to obtain the equations of motion. There are some issues with this procedure. Suppose that the spacetime region we are considering is the region between two spacelike surfaces. Assume that all quantities go to zero at spatial infinities. If we now fix the metric and its derivative on the earlier time-slice, the Einstein equations would give us the corresponding values on the latter time-slice. Thus, we do not really have the freedom to fix arbitrary values for the metric and its derivatives on the boundaries. Also, setting our eyes on a quantum theory, we would not want to fix both the dynamical variable and its derivative at the same spacelike hypersurface. Another option would be to add a term to the action, the variation of which will cancel the terms with variation of the first derivative. A well-known example is the Gibbons-Hawking-York counterterm [31, 34] though it is not unique [35]. But this entire approach appears a little contrived and the resulting action, for the Gibbons-Hawking-York case, although generally covariant becomes foliation dependent.

There is, however, another aspect to this issue. If we use \( g_{ab} \) as the dynamical variables (with an associated canonical momenta), then it turns out that the surface variation involves only the variation of the canonical momenta. This is a nontrivial result and arises only because the surface and bulk terms of the Hilbert Lagrangian are connected in a peculiar manner [22]. This, in turn, implies that one can treat the Hilbert action as a momentum space action and the equations of motion can be obtained by fixing the canonical momenta at the boundary. Thus, gravity may be better dealt with in the space of the canonical momenta corresponding to the metric rather than in the space of the metric. Further, we will demonstrate that this program will work with the components of \( g_{ab} \) as variables, but will fail with
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The outline of the paper is as follows. In Section 2, we review some well-known results on the structure of the Einstein-Hilbert action to set the stage. In Section 3, we show why the variables \( g_{ab} \) and \( f^{ab} = \sqrt{-g}g^{ab} \) are preferable over \( g^{ab} \) in choosing the dynamical variables for formulating an action principle for general relativity. Section 4 provides some useful relations between known expressions in relativity and our canonical variables. In particular, the field equations can be written in the form \( \partial_{a}f^{ab} = \partial_{a}{\mathcal{H}}_{g}/\partial N_{ab}^{c}, \partial_{a}N_{ab}^{c} = -\partial{\mathcal{H}}_{g}/\partial f^{ab} \) (analogous to Hamilton’s equations) for a suitable Hamiltonian \( {\mathcal{H}}_{g} \), if we use these variables. Section 5 discusses the variation of the surface term in the action and explores its relation with the canonical variables. Finally, we present our conclusions in Section 6.

The conventions used in this paper are as follows. We use the metric signature \( (-,+,+,+,...,+) \). The fundamental constants \( G, h \) and \( c \) have been set to unity. The Latin indices run over all space-time indices while Greek indices will be used for purely spatial indices. The tensor density corresponding to a tensor will be denoted by the corresponding letter in calligraphic font. For example, the Lagrangian density will be denoted by \( L = \sqrt{-g}L \).

## 2 Preliminaries: The Structure of the Einstein-Hilbert Action

In this section, we shall rapidly review some ideas and relations known in the literature, in order to set the stage. As we said, there is an inherent difficulty in trying to build an action principle for general relativity from which the gravitational equations of motion can be derived, which sets it apart from all other theories. The dynamical equations of motion are not expected to contain derivatives of the variable of order greater than two. This normally requires the action to contain not more than the first derivatives of the dynamical variables. But in general relativity, we would like the Lagrangian to be a scalar and any such scalar built out of the first derivatives will have some constant value in the local inertial frame, and by virtue of being a scalar will have the same constant value in any other frame. The traditional way of dealing with this situation is to construct an action consisting of the metric and its first and second derivatives and then arrange matters such that the equations of motion are only second order in the derivatives of the metric. In fact, this demand alone is enough to uniquely identify the action in \( D = 4 \) dimensions. This action is the Einstein-Hilbert action, given by

\[
16\pi A_{EH} = \int_{V} d^{4}x {\mathcal{L}}_{EH} = \int_{V} d^{4}x \sqrt{-g} R. \tag{1}
\]
with $L_{EH} = R$ in our notation. It is useful to define a quantity $Q_{a}^{bcd}$ and write the Lagrangian density in an equivalent form as:

$$L_{EH} \equiv \sqrt{-g} Q_{a}^{bcd} R_{bcd}; \quad Q_{a}^{bcd} = \frac{1}{2} (\delta_{a}^{c} g^{bd} - \delta_{a}^{d} g^{bc}).$$

(2)

The advantage of this form is that it is readily generalized to gravitational theories in more than 4 dimensions where our conditions allow other terms in the action in addition to the Einstein-Hilbert term (see e.g., Chapter 15 in [32, 42]). It is a well-known result that $L_{EH}$ can be decomposed into a bulk term, which is quadratic in the derivatives of the metric, and a surface term which contains all the second derivatives (see [36, 37]). The variation of the bulk term alone can furnish the equations of motion (as explicitly shown in e.g., chapter 6 of [32]) while the surface term, when integrated over a horizon, is related to the entropy of the horizon. The decomposition into bulk and surface terms is given by

$$L_{EH} = L_{\text{quad}} + L_{\text{sur}},$$

(3)

where we have defined the bulk Lagrangian density and the surface Lagrangian density respectively as

$$L_{\text{quad}} \equiv 2 \sqrt{-g} Q_{a}^{bcd} \Gamma_{abc}^{d}; \quad L_{\text{sur}} \equiv 2 \partial_{c} \left[ \sqrt{-g} Q_{a}^{bcd} \Gamma_{abc}^{d} \right].$$

(4)

We will also require the expression for the bulk Lagrangian in terms of the derivatives of the metric. This is given by:

$$L_{\text{quad}} = \frac{1}{4} M^{abcijk} \partial_{a} g_{bc} \partial_{i} g_{jk},$$

(5)

where we have defined a 6–indexed tensorial object $M^{abcijk}$, given by:

$$M^{abcijk} = g^{ai} g^{bc} g^{jk} - \frac{1}{2} (g^{ai} g^{bj} g^{ck} + g^{ai} g^{cj} g^{bk})$$

$$+ \frac{1}{2} (g^{ak} g^{bj} g^{ci} + g^{aj} g^{bk} g^{ci}) + \frac{1}{2} (g^{ak} g^{cj} g^{bi} + g^{aj} g^{ck} g^{bi})$$

$$- \frac{1}{2} (g^{ak} g^{bc} g^{ij} + g^{aj} g^{bc} g^{ik} + g^{ab} g^{ik} g^{ac} + g^{ic} g^{jk} g^{ab}).$$

(6)

This has the following symmetry properties. It is symmetric in $b, c$ and $j, k$ and also under exchange of the index triplets ($abc$) and ($ijk$). Eq. (5) allows us to obtain the canonical momenta corresponding to $L_{\text{quad}}$ as

$$\sqrt{-g} M^{abc} = \frac{\partial \sqrt{-g} L_{\text{quad}}}{\partial (\partial_{a} g_{bc})} = \frac{1}{2} \sqrt{-g} M^{abcijk} \partial_{i} g_{jk}.$$

(7)

Note that $M^{abc}$ is not a tensor. Nevertheless, we can define a rule for raising and lowering of indices as in the case of tensors and lower the last two indices to define:

$$M_{bc}^{a} \equiv g_{bd} g_{ce} M^{a}^{bcd} = \frac{\partial L_{\text{quad}}}{\partial (\partial_{d} g^{a} g_{de})}.$$

(8)

Thus, $\sqrt{-g} M_{bc}^{a}$ is the negative of the canonical momentum corespondent to $g^{bc}$. The negative sign in the last term arises because $\partial_{a} g^{bc} = -g^{bd} g^{ce} \partial_{a} g_{de}$.

As we have stated already, the equations of motion can be derived from the bulk term alone. Once the equations of motion are obtained, we can find solutions to them, including black hole solutions, say, without ever bringing into discussion the surface term. If we now evaluate the surface term of the action, on the horizon, it will reproduce the entropy of the horizon in the Euclidean sector. (In general it gives $\tau T S$ where $\tau$ is the range of integration; we get $S$ when $\tau = \beta$, the inverse temperature.) The fact that the surface term, which is not supposed to know anything about the equations of motion, gives the entropy when integrated over a horizon demands an explanation. We stress that, this result — in fact — is a direct hint that gravitational action principle contains information about horizon thermodynamics.

The algebraic answer to this question lies in realizing that the bulk term $L_{\text{quad}}$ and the surface term $L_{\text{sur}}$ are not independent, but related to each other by the relation

$$L_{\text{sur}} = - \left[ \partial_{c} \left( g_{ab} \frac{\partial L_{\text{quad}}}{\partial (\partial_{c} g_{ab})} \right) \right].$$

(9)
Since it relates a quantity on the surface with a quantity in the bulk, this relation has been termed “holography” in the past [22-24]. It is the same $-\partial(pq)$ structure of the surface term that allows us to derive the equations of motion by fixing the canonical momentum at the boundary rather than the metric [23]. We shall discuss this issue in the next section.

Using the canonical momenta $M^{abc}$ as defined in Eq. (7), we can rewrite Eq. (9) as

$$L_{\text{sur}} = -[\partial_c (\sqrt{-g} M^{abc})] \equiv \partial_c (\sqrt{-g} V^c),$$

(10)

where we have defined a one-indexed non-tensorial object $V^c$ given by

$$V^c \equiv -g_{ab} M^{cab} = g^{ik} \Gamma_{ik}^c - g^{ckm} \Gamma_{km}^a = 2Q_a^{\text{cd}e} \Gamma_{de}^a = 2Q^{jkc} \partial_i g_{jk} = -\frac{1}{g} \partial_i (gg^{bc}).$$

(11)

Using the $V^c$ thus defined, we can write down the following expression for the canonical momentum $M^{abc}$:

$$M^{abc} = g^{bd} g^{ce} \Gamma_{de}^a - \frac{1}{2} g^{bd} g^{ac} \Gamma_{de}^e - \frac{1}{2} g^{ab} g^{cd} \Gamma_{de}^e = \frac{1}{2} g^{bc} V^a.$$  

(12)

Having thus set up the initial framework, we shall now turn to the discussion of how certain “holographically conjugate” variables (HCVs) are more suited for the variation of the gravitational action.

3 Holographically Conjugate Variables

3.1 Variation of the Action and the Holographically Conjugate Variables

Let us now consider the variation of the Einstein-Hilbert action. The variation of the Lagrangian in Eq. (3) is (see Chapter 6 in [32]) given by

$$\delta L_{\text{EH}} = \delta(\{L_{\text{quad}}\} + \{L_{\text{sur}}\}) = \{\sqrt{-g} G_{ab} \delta g^{ab} - \partial_c (\sqrt{-g} M_{ab}^c \delta g^{ab})\} - \delta (g^{ab} \sqrt{-g} M_{ab}) = \sqrt{-g} G_{ab} \delta g^{ab} - 2 \partial_c (\sqrt{-g} M_{ab}^c \delta g^{ab}) - \partial_c (g^{ab} \sqrt{-g} M_{ab}^c)$$

(13)

where $M_{ab}$ is as defined in Eq. (8). Note that the surface variation has two parts, one part arising out of the variation of the metric while the other part contains the variation of $\sqrt{-g} M_{ab}$, which is the negative of the canonical momentum corresponding to $g^{ab}$. Hence, in order to obtain the equations of motion we have to fix both $g^{ab}$ and its corresponding canonical momentum at the boundaries. But as we have argued in the introduction, there are some fundamental difficulties with this program.

On the other hand, if we write the variation in terms of $g_{ab}$, then a crucial sign flip leads to the cancellation of two terms (which added together in the previous case) and we find

$$\delta (\sqrt{-g} R) = -\sqrt{-g} C^{ab} \delta g_{ab} - \partial_c (g_{ik} \delta (\sqrt{-g} M^{ck})).$$

(14)

Thus we only need to fix the canonical momenta $\sqrt{-g} M^{ck}$, corresponding to $g_{ik}$, at the boundary to obtain the equations of motion. So, some of the concerns raised in the introduction about the variational principle in general relativity can be addressed by treating the action principle as a momentum space action and using the covariant components of the metric, $g_{ab}$ as dynamical variables. [The addition of the term $-\partial(pq)$ has a direct interpretation in quantum theory [22]. Usually, the propagator $G(q_2, q_1)$ for the dynamical variable $q$ can be obtained from a path integral using the action built from a quadratic Lagrangian $L_q(q, \partial q)$. The propagator $G(p_2, p_1)$ in momentum representation can be similarly obtained from a path integral using the action built from $L_q(q, \partial q) - \partial(pq)$]

Since we know that $M^{ck}$ is made of the metric and its first derivatives, it is natural to ask how the surface variation term in Eq. (14) looks like in terms of variations of the metric and the affine connection, in the spirit of Palatini. (We shall discuss the Palatini variational principle in Section 4.4.) The required expression is

$$-\partial_c [g_{ik} \delta (\sqrt{-g} M^{ck})] = -\partial_c [2 \sqrt{-g} g^{ik} \delta (Q_{kd}^{\text{cd}} \Gamma_{de}^a)] \equiv -\partial_c [\sqrt{-g} g^{ik} \delta N_{bc}^{\text{cd}}],$$

(15)

where $Q_{ab}^{cd} = \frac{1}{2} (g_{ik} \delta \Gamma - \delta g_{ik} \delta \Gamma)$ is obtained by lowering an index in $Q_{ab}^{cd}$ as defined in Eq. (2). We have introduced here a new object,

$$N_{bc}^{\text{cd}} = -\Gamma_{bc}^{de} + \frac{1}{2} (\Gamma_{bd}^{\text{cd}} g_{ac} + \Gamma_{cd}^{\text{de}} g_{ab}) = Q_{bc}^{\text{cd} e} + Q_{de}^{\text{cd} e}.$$  

(16)
which is made purely from the affine connection and does not involve the metric. The reason for introducing this object is not just aesthetics as will be clear later, in Section 3.3, along with the reason for the demand for symmetrisation in the lower indices.

Let us compare Eq. (15) with Eq. (14) and Eq. (13). We obtained some level of simplification in going from Eq. (13) to Eq. (14). But \( \sqrt{-g} M^{ab} \), in spite of its simple interpretation as the canonical momentum, is a complicated object in terms of the metric and its derivatives (Eq. (7)) or in terms of the metric and the affine connection (Eq. (12)). Hence, it is a pleasant surprise to find that the surface variation turns out to be a pure variation of the affine connection. As a consequence, we can let the metric be arbitrary at the boundary and fix just the connection at the boundary to obtain the equations of motion. If we consider the metric and the affine connection as two different fields à la Palatini, then this is a perfectly acceptable situation, although a little peculiar since we need to fix only one field out of the two that we are considering. The reason for this can be traced to the fact that the Einstein-Hilbert Lagrangian can be expressed in terms of the metric, the affine connection and the derivatives of the affine connection without involving the derivatives of the metric.

If one wants to think of the variation in terms of the metric and its derivatives instead, defining the affine connection a priori in terms of the metric and its derivatives, as we want to do, then it is more difficult to justify setting the surface variation to zero at the boundary. As regards the possibility of imposed boundary conditions being incompatible with the equations of motion, note that the momenta have the same number of components as the derivatives of the metric and hence we should be able to leave the metric components as arbitrary and achieve the momenta constraints just by manipulating the derivatives. Thus, that issue seems to have been addressed, at least at first sight. The second issue, related to the uncertainty principle, is not applicable here as we have to fix just the momenta among the canonically conjugate variables.

Thus, we can make a case for the use of \( g_{ab} \) as the dynamical variables as opposed to \( g^{ab} \). We shall call the pair \((g_{ab}, \sqrt{-g} M^{ab})\) as “holographically conjugate” variables (HCVs) in the spirit of the \(-\partial(p\dot{q})\) structure of the surface term in terms of these variables. In the next section, we will see that the same conclusion can be arrived in an simpler manner using some scaling arguments. In the subsection after that, these arguments will lead us to another pair of “holographically conjugate” variables with a symmetric, contravariant, two-indexed object taking the place of \( g_{ab} \).

### 3.2 Holographically Conjugate Variables through Scaling Arguments

In this section, we shall show that the results of the previous section can also be obtained using simple scaling arguments. There is an alternate method of arriving at Eq. (9) using scaling arguments (see Project 6.3 in [32]). We shall describe this method below since it elucidates the role played by the use of \( g_{ab} \) as the dynamical variable rather than \( g^{ab} \).

Consider a Lagrangian \( L(q_A, \partial_i q_A) \), where \( q_A \) is some dynamical variable and \( A \) denotes a collection of indices, such that the Lagrangian is a homogeneous function of degree \( \mu \) in \( q_A \) and degree \( \lambda \) in \( \partial_i q_A \). The Euler-Lagrange function (see Section 4.3) obtained from \( L \) for the variable \( q_A \) is

\[
F^A \equiv \frac{\partial L}{\partial q_A} - \partial_i \left( \frac{\partial L}{\partial (\partial_i q_A)} \right). \tag{17}
\]

Forming the contraction \( q_A F^A \) and using Euler’s theorem for homogeneous functions, one can easily show that

\[
q_A F^A = (\lambda + \mu) L - \partial_i \left( q_A \frac{\partial L}{\partial (\partial_i q_A)} \right). \tag{18}
\]

If we take \( L \) to be \( \sqrt{-g} L_{\text{quad}} \) and \( q_A \) to be \( g_{ab} \), we would have \( \mu = -1 \) and \( \lambda = +2 \). Also, \( F^A = -\sqrt{-g}(R^{ab} - \frac{1}{2} g^{ab} R) = -\sqrt{-g} G^{ab} \) and \( q_A F^A = \sqrt{-g} R \). Hence, Eq. (17) becomes

\[
\sqrt{-g} R = \sqrt{-g} L_{\text{quad}} - \partial_c \left( g_{ab} \frac{\partial \sqrt{-g} L_{\text{quad}}}{\partial (\partial_c g_{ab})} \right). \tag{19}
\]

\[
= \sqrt{-g} L_{\text{quad}} - \partial_c (g_{ab} \sqrt{-g} M^{ab}). \tag{20}
\]
On the other hand, for the case of $g^{ab}$ as the variable, we have $\mu = -3$, $\lambda = +2$, $F^A = \sqrt{-g}G^{ab}$ and $q_A F^A = -\sqrt{-g}R$. Thus, we obtain
\[
\sqrt{-g}R = \sqrt{-g}L_{\text{quad}} + \partial_c \left( g^{ab} \frac{\partial \sqrt{-g}L_{\text{quad}}}{\partial (\partial_c g^{ab})} \right) = \sqrt{-g}L_{\text{quad}} + \partial_c \left[ g^{ab}(-\sqrt{-g}M_{ab}^c) \right],
\]
with a crucial sign difference in the second term.

In both cases, the second derivatives are confined to the surface term. Hence, if the dynamical variables and their derivatives are fixed on the boundary of the volume under consideration, the equations of motion can be obtained by varying $L_{\text{quad}}$ alone and will be of second order in the derivatives of the metric. As has been explained in the introduction, we cannot both the dynamical variable and its corresponding momentum at the boundaries. Now, the surface term that arises from the variation of $L_{\text{quad}}$ alone will be of the form $\partial(pq)$ and can be eliminated by fixing the dynamical variable $q$ at the boundary. But $L_{\text{quad}}$ has the disadvantage that it is not a tensor density and, in fact, vanishes in a local inertial frame. A $-\partial(pq)$ term added to this Lagrangian density, as in the case of $q = g_{ab}$ in Eq. (19), will make it into a tensor density and also modify the surface term in the variation to the form $-\partial(q^p)$, allowing us to fix just the canonical momenta at the boundary and obtain the equations of motion (see section II in [23] for a detailed discussion). The explicit variation of Eq. (20) is
\[
\delta(\sqrt{-g}R) = -\sqrt{-g}G^{ab}\delta g_{ab} - \partial_c [g_{ik}\delta(\sqrt{-g}M^{ck})],
\]
showing that we only need to fix $\sqrt{-g}M^{ck}$ at the boundaries to obtain the equations of motion. This is equivalent to fixing the variation of the connection at the boundaries, as can be seen from Eq. (15). This insight suggests that Hilbert action is better considered as describing a theory in the space of the canonical momenta corresponding to $g_{ab}$.

On the other hand, Eq. (21) tells us that the surface term occurs with the wrong sign when the variable $g^{ab}$ is used. The explicit variation in this case leads to
\[
\delta(\sqrt{-g}R) = \sqrt{-g}G_{ab}\delta g^{ab} - \partial_c [g^{ik}\delta(\sqrt{-g}M^c_{ik})] - 2\partial_c [\sqrt{-g}M^m_{ik}\delta g^{cm}],
\]
and inverting the structure of this expression, we can solve for $g_{ab}$ as the variable. Hence, if the dynamical variables and their corresponding momentum at the boundaries, as can be seen from Eq. (15). This insight suggests that Hilbert action is better considered as describing a theory in the space of the canonical momenta corresponding to $g_{ab}$.

In the next section, we present another object which, along with its canonical momentum, forms a pair of HCVs (holoographically conjugate variables) and can be used in place of $g_{ab}$ for a variational approach to general relativity.

### 3.3 An Alternate Pair of Holographically Conjugate Variables

A natural question that arises is whether $g_{ab}$ is unique in providing us with a neat and clean variational principle for general relativity. In Appendix A, we have used scaling arguments to investigate if there are other variables which may be used in place of $g_{ab}$ in the variational approach to general relativity. Although $g^{ab}$ cannot be considered as a good variable for this purpose, we have found an object with two contravariant indices which appears suitable. This object is the tensor density $\sqrt{-g}f^{ab}$, denoted in this paper by $f^{ab}$ for typographical convenience. The variable $f^{ab}$ scales linearly with $g_{ab}$ i.e. $g_{ab} \rightarrow \alpha g_{ab}$ leads to $f^{ab} \rightarrow \alpha f^{ab}$. It is precisely this linear scaling that makes $f^{ab}$ a suitable substitute for $g_{ab}$, as demonstrated in Appendix A. We shall use the symbol $f^{ab}$ for the corresponding covariant tensor density, $\sqrt{-g}g_{ab}$. Note that $f_{ab}$ is not the inverse of $f^{ab}$. See Appendix B for some useful properties and relations pertaining to $f^{ab}$ and its variation.

As proved in Appendix A, writing the Einstein-Hilbert action in terms of the new variable $f^{ab}$ reproduces the structure of Eq. (19). We obtain
\[
\sqrt{-g}R = \sqrt{-g}L_{\text{quad}} - \partial_c [f^{ab} \frac{\partial (\sqrt{-g}L_{\text{quad}})}{\partial (\partial_c f^{ab})}] = \sqrt{-g}L_{\text{quad}} - \partial_c [f^{ab} N^{rc}_{ab}],
\]
where we have defined the object $N^c_{ik}$ to be the canonical momentum corresponding to $f^{ab}$ for $\mathcal{L}_{\text{quad}}$ by:

$$N^c_{ik} = \partial (\sqrt{-g} \mathcal{L}_{\text{quad}}) / \partial (\partial_k f^{ab}).$$

(25)

The explicit expression for $N^c_{ik}$ has already been written down in Eq. (16). The reason for the demand of symmetrisation in Eq. (16) is evident now. Note that it is a simpler object than $M^{cik}$ and is constructed from the affine connection alone.

Next, let us look at the expressions for variation of the Einstein-Hilbert action in terms of $f^{ab}$ and $N^c_{ab}$. As we have argued in Section 3.2, the $-\partial(qp)$ structure in Eq. (24) gives rise to a $-\partial(q\delta p)$ surface term, along with the bulk term which provides the equations of motion as usual. Using Eq. (14), Eq. (15) and Eq. (B.6), we can write down the variation as:

$$\delta(\sqrt{-g}R) = R_{ab}\delta f^{ab} + f^{ab}\delta R_{ab} = R_{ab}\delta f^{ab} - \partial_c [f^{ik}\delta N^c_{ik}],$$

(26)

In addition to their utility in simplifying the variation of the action, there are two main advantages to the HCVs (holographically conjugate variable pairs) $(g_{ab}, \sqrt{-g}M^{c}_{ab})$ and $(f^{ab}, N^c_{ab})$. The first one is that many known expressions and formulae simplify considerably when written in terms of these variables and make our theoretical life easier. The pair of variables $(f^{ab}, N^c_{ab})$ gives a particularly stellar performance in this regard and will be our variables of choice for most of the work in this paper. More importantly, the variations of these variables on a horizon will be shown to have a direct thermodynamical interpretation.

In the next section, we shall demonstrate the first point by writing down several well-known expressions and formulae in terms of the HCVs (holographically conjugate variables pairs).

Historically, it was indeed noted in the early days of general relativity that $f^{ab}$ is a good variable to use and was even given preference over $g_{ab}$ at times [36, 37]. The variables $f^{ab}, N^c_{ab}$ were later used, albeit the non-symmetrised version of $N^c_{ab}$, by Einstein in his work with Kauffman attempting to go beyond general relativity [39, 43]. A recent paper that uses these variables but does not make the identification of $N^c_{ab}$ as the canonical momentum corresponding to $f^{ab}$ is [44]. The paper [45] contains the analogues of some of the expressions in terms of these variables given in the next section, but the calculations have been done as perturbations on a flat metric. We believe the holographic relation between the bulk and the surface terms of the action gives a simple and elegant motivation for using the variables $(f^{ab}, N^c_{ab})$.

4 Gravity in terms of $f^{ab}$ and $N^c_{ab}$

In this section, we shall show that many objects of common use have simpler expressions in terms of $f^{ab}$ and $N^c_{ab}$ than in the conventional description. First, note that Eq. (B.4) allows us to write:

$$\partial_c f^{ab} = \sqrt{-g} B_{lm}^{ab} \partial_c g^{lm}, \quad B_{lm}^{ab} = \frac{1}{2} \left( \delta^a_l \delta^b_m + \delta^b_l \delta^a_m \right) - (1/2) g^{lm} g_{ab}$$

(27)

and since $B_{lm}^{ab}$ is independent of the derivatives of $g^{ab}$, we can write

$$\frac{\partial (\partial_c f^{ab})}{\partial (\partial_c g^{lm})} = \delta_c^d \sqrt{-g} B_{lm}^{ab}.$$ 

(28)

Using this relation and Eq. (8) and Eq. (25), we get the relation

$$\sqrt{-g} M^{c}_{ab} = -\sqrt{-g} B_{lm}^{ab} N^c_{lm},$$

(29)

which enables us to relate the canonical momenta corresponding to $g_{ab}$ and $f^{ab}$ by:

$$M^{c}_{ab} = -B_{de}^{ab} N^{c}_{de}.$$ 

(30)

This can be easily inverted using Eq. (B.3) to give

$$N^{c}_{ab} = -B_{de}^{ab} M_{cde} = -\left( M^{c}_{ab} + \frac{1}{2} g^{ab} V^c \right).$$

(31)

Looking at Eq. (12), we can see that $N^c_{bc}$ is related to the Christoffel symbols by the simple expression Eq. (16). Thus, we can infer that although $N^a_{bc}$ is not a tensor, $\delta N^c_{ab}$ is a tensor because $\delta \Gamma^c_{ab}$ is a tensor.
Eq. (31) can be readily converted to an expression in terms of the first derivatives of the metric using Eq. (7). This expression is

\[ N^{c(ab)} = -\frac{1}{2} B^b_{\text{de}} M^{cdeij} k_i \partial_j \partial_k. \]  

(32)

We can also write \( N^c_{ab} \) in terms of \( \partial_c f^{ab} \) using the inverse of Eq. (27), to obtain:

\[ N^c_{ab} = -\frac{1}{2\sqrt{-g}} \left[ g^{ca} B_{abrs} - \delta^c_r \left( \delta^r_s g_{as} + \delta^r_s g_{as} \right) \right] \partial_s f^r. \]  

(33)

To replace the first derivatives in the theory with canonical momenta, we need to invert Eq. (16). This is easily done by assuming the following ansatz for the Christoffel symbols:

\[ \Gamma^c_{ab} = a N^c_{ab} + b (N^d_{ad} \delta^c_b + N^d_{bd} \delta^c_a). \]  

(34)

and substituting back in Eq. (16) to solve for \( a \) and \( b \). We obtain

\[ \Gamma^c_{ab} = -N^c_{ab} + \frac{1}{3} (N^d_{ad} \delta^c_b + N^d_{bd} \delta^c_a). \]  

(35)

Now we can substitute for \( N^c_{ab} \) in terms of \( M^c_{ab} \). (We shall not display this equation explicitly as it does not appear to simplify further.) We can use the relation \( \partial_c g_{ab} = \Gamma^d_{abc} + \{ a \leftrightarrow b \} \) and obtain the derivatives of the metric to be:

\[ \partial_c g_{ab} = \{-g_{ab} N^c_{ab} - \frac{1}{3} (N^d_{ad} \delta^c_b + N^d_{bd} \delta^c_a)\} + \{ a \leftrightarrow b \}. \]  

(36)

and, further

\[ \partial_c f^{ab} = [f^{ad} (N_{de} - \frac{1}{3} \delta^e_b N_{de})] + \{ a \leftrightarrow b \}. \]  

(37)

We shall now make use of these expressions to express the Lagrangian, curvature tensor etc. in terms of the HCVs (holographically conjugate variables).

### 4.1 Riemann Tensor, Ricci Tensor and Ricci Scalar

We next give the formulas for the Riemann tensor, the Ricci tensor and the Ricci scalar in terms of \( N^c_{bc} \) for ready reference:

\[ R^c_{abcd} = \{-\partial_b \partial_c + N^c_{bc} \} (N^d_{ab} - \frac{1}{3} \delta^d_i N^f_{ij}) + \frac{1}{9} \delta^c_{a} N^e_{bc} N^f_{df} - [c \leftrightarrow d] \]  

(38)

\[ R_{ab} = -\partial_c N^c_{ab} + N^c_{ad} N^d_{bc} - \frac{1}{3} N^c_{ac} N^d_{bc} \]  

(39)

\[ R = -g^{ab} \partial_c N^c_{ab} - L_{\text{quad}} \]  

(40)

\[ \sqrt{-g} R = -f^{ab} \partial_c N^c_{ab} - \frac{1}{2} N^c_{ab} \partial_c f^{ab} \]  

\[ = \frac{1}{2} N^c_{ab} \partial_c f^{ab} - \partial_c (f^{ab} N^c_{ab}) \]  

\[ = \frac{1}{2} \left[ f^{ab} \partial_c N^c_{ab} + \partial_c (f^{ab} N^c_{ab}) \right]. \]  

(41)

Here, Eq. (42) is the usual decomposition of \( \sqrt{-g} R \) into a bulk term and a surface term as given in Eq. (3) while Eq. (43) is an alternate decomposition in which the bulk term contains second derivatives of the metric.

### 4.2 The Lagrangian

We can substitute for \( \Gamma^s \)’s in the bulk term in Eq. (4) in terms of \( N^c_{ab} \) from Eq. (35) and obtain the bulk part of the Lagrangian to be:

\[ L_{\text{quad}} = g^{bd} N^c_{dj} N^k_{bi} \delta^i_{d} \delta^j_{k} - \frac{1}{3} \delta^i_{d} \delta^j_{k} = g^{bd} \left( Tr[N_b N_d] - \frac{1}{3} Tr[N_b] Tr[N_d] \right) \]  

(44)
where we have taken $N_{ab}^c$ to be the $c$th element of a matrix $N_{ab}$, and $Tr[N_{ab}]$ is the trace of this matrix. This also allows us to write:

$$\mathcal{L}_{\text{quad}} = \frac{1}{2} N_{ab} \partial_c f^{ab},$$

with striking simplicity. Note that this exhibits a `'pq/2' structure, which is a consequence of the fact that the Lagrangian is quadratic in $\dot{q}$. We can also write $\mathcal{L}_{\text{quad}}$ in terms of $M_{ab}^c$ as

$$L_{\text{quad}} = g^{bd} M_{dk} M_{k}^b - \frac{2}{3} g^{ir} M_{ik} M_{dk} - \frac{1}{3} g^{bk} M_{ik} M_{dk}^i + \frac{1}{6} g_{dk} g^{ir} M_{ik} M_{dy}^y +$$

$$= g^{bd} Tr[M_{dk} M_{k}] - \frac{2}{3} g^{ir} Tr[M_{ik} M_{k}] - \frac{1}{3} g^{bk} Tr[M_{ik} M_{k}] + \frac{1}{6} g_{dk} g^{ir} V^k,$$

which, in comparison to Eq. (44), appears to be quite complicated. But, from Eq. (7), the `'pq/2' structure arises with the variables $(g_{ab}, \sqrt{-g} M^{cab})$ also, as given below:

$$\mathcal{L}_{\text{quad}} = \frac{\sqrt{-g}}{2} M^{cab} \partial_a g_{ab}.$$ (47)

The formulas for $L_{\text{sur}}$ have already been given in Eq. (10) and Eq. (24). We have

$$L_{\text{sur}} = \partial_c (\sqrt{-g} V^c) = - \partial_c [g_{ab} (\sqrt{-g} M^{cab})] = - \partial_c [f^{ab} N_{ab}].$$ (48)

In fact, the above relations hold even without the derivatives,

$$\sqrt{-g} V^c = - g_{ab} (\sqrt{-g} M^{cab}) = - f^{ab} N_{ab}.$$ (49)

This equation will be of use in the study of horizon thermodynamics.

### 4.3 Euler Derivative and the Equations of Motion

The Euler derivative of any function $K[\phi, \partial_i \phi, ...]$ with respect to the variable $\phi$ is defined as

$$\frac{\delta K}{\delta \phi} = \frac{\partial K}{\partial \phi} - \partial_b \left[ \frac{\partial K}{\partial \partial_b \phi} \right] + \partial_b \partial_b \left[ \frac{\partial K}{\partial (\partial_b \partial_b \phi)} \right] - ...$$ (50)

The function thus obtained is also called the Euler-Lagrange function resulting from $K$ for the variable $\phi$. We will use the notation $E[K, \phi]$ for this object. We have already made use of the Euler-Lagrange functions in Section 3.2.

The most general variation of $K$ can be written as

$$\delta K = \frac{\delta K}{\delta \phi} + \text{surface variations}$$ (51)

Thus, when the surface terms can be consistently put to zero, the equations of motion are obtained by equating the Euler derivative to zero (which is the origin of the nomenclature). We shall now list the Euler-Lagrange functions obtained from $\mathcal{L}_{\text{quad}}$ for the dynamical variables under our consideration, namely $g^{ab}$, $g_{ab}$, and $f^{ab}$. The functions are, respectively,

$$E[\mathcal{L}_{\text{quad}}, g^{ab}] = \sqrt{-g} G_{ab},$$ (52)

$$E[\mathcal{L}_{\text{quad}}, g_{ab}] = - \sqrt{-g} G^{ab}$$ and

$$E[\mathcal{L}_{\text{quad}}, f^{ab}] = R_{ab}.$$ (54)

The equations of motion in the absence of matter can be obtained by equating these functions to zero. In the presence of matter, the matter Lagrangian has to be added to $\mathcal{L}_{\text{quad}}$ and the Euler-Lagrange function of the total Lagrangian has to be obtained. We then get the equivalent expressions:

$$G_{ab} = 8\pi T_{ab}; \quad G^{ab} = 8\pi T_{ab}; \quad R_{ab} = 8\pi (T_{ab} - \frac{g_{ab}}{2} T).$$ (55)

From Eq. (39), we can write down the equations of motion as

$$\partial_c N_{ab}^c = - N_{ab}^{cd} N_{bc} + \frac{1}{3} N_{ac}^d N_{bd} - 8\pi (T_{ab} - \frac{g_{ab}}{2} T),$$ (56)
a first order differential equation in $N_{ab}^c$ with a matter source term. In the local inertial frame, the equation becomes

$$\partial_c N_{ab}^c = -8\pi (T_{ab} - \frac{\eta_{ab}}{2} T)$$

which gives a conservation law for the canonical momenta $N_{ab}^c$ valid in a space-time volume small enough to respect our local inertial frame. The corresponding equations of motion in terms of $M^{cab}$ look even nicer in the local inertial frame. They are $G^{ab} = \partial_c M^{cab} = 8\pi T^{ab}$ i.e.

$$\partial_c M^{cab} = 8\pi T^{ab}$$

Note that in the local inertial frame $\sqrt{-g}$ is unity and hence $M^{cab} = \sqrt{-g} M^{cab}$ plays the role of canonical momentum corresponding to the metric. Thus, if we take a region small enough for a local inertial frame to be enforced, the surface integral of the canonical momenta corresponding to the metric components gives the components of the matter energy-momentum tensor contained in that volume. Such a balance between gravitational variables and matter variables will again arise when we study horizon thermodynamics.

### 4.4 Palatini Variational Principle and Hamilton’s Equations for Gravity

In classical mechanics, the variation of the action is carried out regarding the dynamical variable $q$ and its first time-derivative, $\dot{q}$ as the independent variables, for the class of actions which do not depend on the higher time-derivatives of $q$. The momentum $p$ is then defined as the partial derivative of the Lagrangian with respect to $\dot{q}$. There is an alternate way of carrying out the variation considering $q$ and $p$ as independent variables, with the Lagrangian being defined as $L = p\dot{q} - H(q,p)$, where $H(q,p)$ is the Hamiltonian of the system [46, 47]. In this case, after fixing the variations of $q$ at the boundary, the variation with respect to $p$ gives the equation $\dot{q} = \partial H/\partial p$, the while variation with respect to $q$ gives $\dot{p} = -\partial H/\partial q$, which are the well-known Hamilton’s equations. This variational principle is referred to as modified Hamilton’s principle.

Analogously there are two well-known variational principles in general relativity: one in which the components of the affine connection are considered as given in terms of the derivatives of the metric and the variation of the Einstein-Hilbert action is carried out in terms of the variation of the metric and its first and second derivatives; and one in which the metric and the affine connection are considered as independent and varied separately. The second method is called the Palatini variational principle [48]. But, as we have been arguing the case for the use of the HCVs (holographically conjugate variables), we shall now outline a version of the Palatini variational principle in terms of the variables ($f^{ab}, N_{ab}^c$).

As these form a $(q,p)$ pair, this would be a direct analogue of our classical mechanics exposition of the alternate variational principle. This aspect is in contrast with the usual approach in which the metric and connection are treated as independent variables, because the connection $\Gamma_{bc}^a$ is not the canonically conjugate variable to the metric $g_{bc}$.

Using Eq. (39), the Einstein-Hilbert Lagrangian can be expressed as

$$\sqrt{-g} R = f^{ab} R_{ab} = f^{ab} (-\partial_c N_{ab}^c - N_{ad}^c N_{be}^d + \frac{1}{3} N_{ac}^d N_{bd}^c) .$$

We will now vary this Lagrangian considering $f^{ab}$ and $N_{ab}^c$ as independent variables. Note that $R_{ab}$ is a function only of $N_{ab}$ and independent of $f^{ab}$, which should not be surprising as we know $R_{ab}$ to be a function only of the affine connection. The variation of the action (Eq. (59)) with respect to $N_{ab}$ is given by

$$\delta \left( \sqrt{-g} R \right) f^{ab} = \delta R_{ab}$$

$$= \left[ \partial_c f^{ab} - 2 f^{ad} N_{cd}^b + \frac{2}{3} f^{am} N_{dm}^d \delta_b \right] \delta N_{ab}^c - \partial_c (f^{ab} \delta N_{ab}^c) .$$

Once we fix $N_{ab}^c$ at the boundary, we obtain the corresponding equations of motion by equating the symmetrised coefficient of $\delta N_{ab}^c$ to zero. These equations are

$$\partial_c f^{ab} = f^{ad} N_{cd}^b + f^{bd} N_{cd}^a - \frac{1}{3} f^{am} N_{dm}^d \delta_c + \frac{1}{3} f^{bm} N_{dm}^d \delta_c .$$
Note that Eq. (62) is identical with Eq. (37). Thus, the action principle dictates the connection between $N_{ab}^c$ and $(f^{ab}, \partial_c f^{ab})$. In order to connect this up with the standard result $\nabla_c g^{ab} = 0$ obtained from Palatini variational principle in its conventional form, we need to keep in mind that the covariant derivative is, as of now, defined as usual in terms of the affine connection but the affine connection is not related to the metric or its derivatives. Substituting $f^{ab} = \sqrt{-g}g^{ab}$ in Eq. (62) and contracting both sides with $g_{ab}$, we can obtain the relation $N_{cd}^e = (3/4)g^{ab}\partial_c g_{ab}$ which gives us:

$$\sqrt{-g}N_{cd}^e = \frac{3}{2}\partial_c\sqrt{-g} \text{; i.e., } \sqrt{-g}N_{cd}^e = \partial_c\sqrt{-g}$$

(63)

We shall now use this result to evaluate $\sqrt{-g}\nabla_c g^{ab}$. Expanding $\sqrt{-g}\nabla_c g^{ab}$, we find

$$\sqrt{-g}\nabla_c g^{ab} = \partial_c f^{ab} - g^{ab}\partial_c\sqrt{-g} + f^{mb}\Gamma_{cm}^a + f^{ma}\Gamma_{cm}^b$$

(64)

Next, using the identity $\partial_c\sqrt{-g} = (2/3)\sqrt{-g}N_{cd}^e$ from Eq. (63) and expressing the connections in terms of $N_{ab}^c$ variables by Eq. (16), we obtain

$$\sqrt{-g}\nabla_c g^{ab} = \partial_c f^{ab} - f^{cd}N_{ed}^c - f^{ed}N_{cd}^a + \frac{1}{3}f^{am}N_{md}^c \delta^b + \frac{1}{3}f^{bm}N_{md}^d \delta^c$$

(65)

which vanishes due to Eq. (62). Hence, the equation of motion (Eq. (62)) is precisely the metricity condition obtained by the variation of the connection in conventional Palatini formalism.

We shall now provide an alternate perspective on these results which would prove quite fruitful. Note that Eq. (62) can be written as

$$\partial_c f^{ab} = -\frac{\partial}{\partial N_{ab}^c} (\sqrt{-g}R + f^{ab}\partial_c N_{ab}^c)$$

(66)

We have obtained here an analogue of the Hamilton’s equation $\dot{q} = \partial H/\partial p$. The analogy can be made more precise as follows. Let us define:

$$\mathcal{H}_g = f^{ab}(N_{ad}^c N_{bc}^d - \frac{1}{3}N_{ac}N_{bd}^d)$$

(67)

Then, with the notional correspondence $f^{ab} \rightarrow q$ and $N_{ab}^c \rightarrow p$, we can establish:

$$\sqrt{-g}R \rightarrow -q\partial p - \mathcal{H}_g = \{p\partial q - \mathcal{H}_g\} - \partial(qp) = \mathcal{L}_{\text{quad}} + \mathcal{L}_{\text{sur}}$$

(68)

Comparing Eq. (67) with Eq. (44), we see that

$$\mathcal{H}_g = \mathcal{L}_{\text{quad}} \rightarrow \frac{1}{2}p\partial q$$

(69)

Thus, the quadratic Lagrangian density that is used to derive the equations of motion can be also be interpreted as a Hamiltonian density. The equation Eq. (66) can then be rewritten in the desired form as

$$\partial_c f^{ab} = \frac{\partial\mathcal{H}_g}{\partial N_{ab}^c}$$

(70)

Proceeding by analogy, our next stop would be the other Hamilton’s equation of motion, $\dot{p} = -\partial H/\partial q$. Consider the variation of the action (Eq. (59)) with respect to the $q$ variable $f^{ab}$, given by

$$\delta (\sqrt{-g}R)|_{N_{ab}^c} = R_{ab}\delta f^{ab} .$$

(71)

The equation of motion obtained on extremising the action with respect to variations in $f^{ab}$ is $R_{ab} = 0$ which is the same as:

$$- N_{ad}^c N_{bc}^d + \frac{1}{3}N_{ac}N_{bd}^d = \partial_c N_{ab}^c$$

(72)

Referring back to Eq. (67), we see that this equation can be expressed as

$$\partial_c N_{ab}^c = -\frac{\partial\mathcal{H}_g}{\partial f^{ab}}$$

(73)
giving the second of the Hamilton’s equations. But unlike the case in classical mechanics where the momentum would be conserved in the absence of external forces, we see that \( N^c_{ab} \) is capable of driving its own change, due to the nonlinear nature of gravity.

The next natural step is to consider the inclusion of the matter Lagrangian density \( \mathcal{L}_m = \sqrt{-g}L_m \). This can be accomplished by defining a total Hamiltonian as

\[
\mathcal{H}_{\text{tot}} = \mathcal{H}_g - \mathcal{L}_m
\]  

(74)

If the first term \( \mathcal{H}_g \), which is equal to \( \mathcal{L}_{\text{quad}} \), be considered as a kinetic term, then it is natural to think of \( \mathcal{L}_m \) as a potential term as far as gravity is concerned. We shall make here the assumption that the \( L_m \) under consideration depends only on \( f^{ab} \) and not on \( \mathcal{N}^{ab}_{\text{tot}} \). In such a case, Eq. (62) retains its form. Thus, if we choose to express everything in terms of the metric and its derivative, our assumption is tantamount to the assumption that \( \mathcal{L}_m \) does not depend on the derivatives of the metric. (This is similar to the case in classical mechanics when we consider velocity-independent potentials.)

If we now we take the usual definition of the matter energy-momentum tensor as

\[
T_{ab} = \frac{2}{\sqrt{-g}} \frac{\partial(\sqrt{-g}L_m)}{\partial g^{ab}},
\]  

(75)

we can obtain the following equality:

\[
\frac{\partial \mathcal{L}_m}{\partial f^{ab}} = -\frac{1}{2} \left[ T_{ab} - \frac{1}{2} T g_{ab} \right] = -\frac{1}{2} B^{lm}_{ab} T_{lm} \equiv -\frac{1}{2} \overline{T}_{ab},
\]  

(76)

where \( B^{lm}_{ab} \) was defined in Appendix B. We have defined a new object \( \overline{T}_{ab} \) here, which bears to \( T_{ab} \) the same relation as \( G_{ab} \) bears to \( R_{ab} \).

Eq. (73) is now modified to read

\[
\partial_c N^c_{ab} = -\frac{\partial \mathcal{H}_g}{\partial f^{ab}} + \frac{\partial (16\pi \mathcal{L}_m)}{\partial f^{ab}} = -N^c_{ad} N^d_{bc} + \frac{1}{3} N^c_{ac} N^d_{bd} - 8\pi T_{ab}
\]  

(77)

Thus, the presence of matter introduces an extra source term in the equations governing the evolution of \( N^c_{ab} \). Using Eq. (39), it is easy to verify that Eq. (77) is equivalent to the usual Einstein’s equation of motion, \( R_{ab} = 8\pi G \left( T_{ab} - (1/2) T g_{ab} \right) \).

Finally, note that the variation of the total Lagrangian, gravitational plus matter, on varying \( f^{ab} \) and \( N^c_{ab} \) is given by

\[
\delta(\sqrt{-g}R + 16\pi \mathcal{L}_m) = \left[ \partial_c f^{ab} - \frac{f^{ad} N^b_{ca} + f^{bc} N^d_{ab}}{3} \right] \delta N^c_{ab} - \left[ (\partial_c N^c_{ab} + N^c_{ad} N^d_{bc} - \frac{1}{3} N^c_{ac} N^d_{bd} + 8\pi T_{ab}) \right] \delta f^{ab}
\]  

(78)

The surface variation given in the second line of the above equation contains only variations of \( N^c_{ab} \) and not of \( f^{ab} \), which happened essentially because the Lagrangian with which we started does not have derivatives of \( f^{ab} \). Thus, we need to fix only the “momenta” \( N^c_{ab} \) at the boundary to obtain the equations of motion.

### 4.5 Noether Current

So far, we have introduced two sets of naturally conjugate variables and expressed some relevant quantities in general relativity in terms of them. The usual Einstein’s equations have also been derived from the variation of these variables. In this subsection, we shall relate the Noether current — which arises from the diffeomorphism invariance of the action — with the variations of \( N^c_{ab} \) and \( f^{ab} \). For a general covariant Lagrangian \( \mathcal{L}(g_{ab}, R_{abcd}) \), the Noether current, corresponding to the diffeomorphism \( x^{\alpha} \rightarrow x^{\alpha} + \xi^{\alpha} \), can be shown to be related to the Lie derivative of \( \Gamma^c_{bc} \) with a particular contraction of the indices with the quantity \( f^{abcd} \equiv \partial \mathcal{L}/\partial R_{abcd} \). Since \( \mathcal{N}^c_{ab} \) is a linear combination of the connections, we can easily convert this relation into the required relation.
To do this, we first recall the general form of the Noether current for a Lagrangian $L(g_{ab}, R_{abcd})$, corresponding to the diffeomorphism $x^a \rightarrow x^a + \xi^a$. It is given by (see, e.g., Project 8.1 of [32]),

$$J^a = 2E^a_b \xi^b + L \xi^a + \delta \xi v^a,$$

(79)

where $\delta \xi v^a$ is such that $\nabla_a (\delta \xi v^a)$ is the surface term in the variation of the Lagrangian under the diffeomorphism and $E^a_b$ is the equation of motion. For the Lanczos-Lovelock models of gravity, for example, $E^a_b = P^{aikj} \delta_{ik} \delta_{kj} - \frac{1}{2} \delta^a_b L$ and $\delta \xi v^i = 2P^{abcd} \nabla_b \delta \xi g_{di}$ (see Section 15.4 in [32]), where $P^{abcd}$ has the algebraic properties of the curvature tensor and, additionally, it is assumed to be divergence-free in Lanczos-Lovelock models: $\nabla_a P^{abcd} = 0$. Hence, for Lanczos-Lovelock models, the relation between the surface contribution of the variation of action and the Noether current is

$$\delta \xi v^a = J^a - 2R^a_b \xi^b,$$

(80)

where $R^a_b \equiv P^{aikj} \delta_{ik} \delta_{kj}$. We now switch to the language of Lie derivatives. For an indexed object $A$, while $\delta \xi A \equiv A'(x) - A(x)$ is the functional change in $A$ at the same value of the space-time coordinates under an infinitesimal coordinate transformation from $x^i$ to $x^i + \xi^i$, the Lie derivative of $A$ is defined as $\mathcal{L}_\xi A = A(x) - A'(x)$, thus giving $\mathcal{L}_\xi = -\delta \xi$. Now, we can use $\mathcal{L}_\xi g_{di} = \nabla_d \xi^i + \nabla_i \xi_d$ to find

$$\mathcal{L}_\xi v^i = -2P^{abcd} \nabla_b \nabla_d \xi_i - 4P^{abcd} \nabla_b \nabla_d \xi^i = -2P^{abcd} \nabla_b \nabla_d \xi_i + 2R^a_{bcd} \xi^m,$$

(81)

where, in the last step, we have used $P^{abcd} \nabla_b \nabla_d \xi^i = -(1/2)P^{abcd} R_{mbcd} \xi^m$. Therefore, the Noether current turns out to be

$$J^a = 2R^a_b \xi^b + \delta \xi v^a = 2R^a_b \xi^b - \mathcal{L}_\xi v^a = 2P^{abcd} \nabla_b \nabla_d \xi_i.$$

(82)

We will now re-express this in terms of the variation of the connection. We know that, although $\Gamma^a_{bc}$ is not a tensor, its Lie derivative is a tensor:

$$\mathcal{L}_\xi \Gamma^a_{bc} = \nabla_b \nabla_c \xi^a + R^a_{cme} \xi^m.$$

(83)

The Lie variation of $N^{ij}_{ab}$ is likewise a tensor. Using its definition Eq. (16) in terms of connection and Eq. (83), we obtain the explicit expression:

$$\mathcal{L}_\xi N^{ij}_{ab} = -\nabla_a \nabla_i \xi^j + \frac{1}{2} \left( \delta^a_j \nabla_m \xi^i + \delta^i_j \nabla_m \xi^m \right) - R^a_{ibm} \xi^m.$$

(84)

Now, contracting Eq. (83) with $P^{ibc}_{\ a}$ we find

$$2P^{ibc}_{\ a} \mathcal{L}_\xi \Gamma^a_{bc} = J^i - 2R^i_{m} \xi^m.$$

(85)

Therefore, from Eq. (80) and Eq. (85),

$$\delta \xi v^i = 2P^{ibc}_{\ a} \mathcal{L}_\xi \Gamma^a_{bc}. $$

(86)

It turns out that, in general relativity, we can easily write this expression in terms of $N^{a}_{bc}$. To do this, note that in the case of general relativity, $L = R$ and $P^{ibca} = \frac{1}{2} (g^{ic} g^{ab} - g^{ia} g^{bc}) = Q^{ibca}$. Now, since $N^{a}_{bc}$ is related to $\Gamma^a_{bc}$ by Eq. (16), it is easy to show that

$$2P^{ibc}_{\ a} \mathcal{L}_\xi \Gamma^a_{bc} = g^{xy} \mathcal{L}_\xi N^{i}_{xy}. $$

(87)

So, the surface term in the variation of the Lagrangian density $\sqrt{-g} R$ can be expressed in different ways as (compare with Eq. (15))

$$\sqrt{-g} \nabla_i (\delta \xi v^i) = 2\sqrt{-g} \nabla_i (P^{ibc}_{\ a} \mathcal{L}_\xi \Gamma^a_{bc}) = \sqrt{-g} \nabla_i (g^{xy} \mathcal{L}_\xi N^{i}_{xy}),$$

(88)

while the sought-after expression for the Noether current in terms of the variation of $N^{i}_{bc}$ is given by

$$J^i = 2R^i_{m} \xi^m + g^{xy} \mathcal{L}_\xi N^{i}_{xy}.$$

(89)
4.6 Canonical Energy-Momentum Pseudotensor

From the bulk part of the Lagrangian, one can define the canonical energy-momentum pseudotensor (up to overall factors, also known as the Einstein pseudotensor [36, 37, 49, 50]) as:

\[ t_k^i = \frac{\partial(\sqrt{-gL_{\text{quad}}})}{\partial \partial_{i}g_{ab}} \partial_k g_{ab} - \delta_k^i \sqrt{-gL_{\text{quad}}} \]

\[ = \frac{\partial(\sqrt{-gL_{\text{quad}}})}{\partial \partial_{i}f_{ab}} \partial_k f_{ab} - \delta_k^i \sqrt{-fL_{\text{quad}}} \]

\[ = N_{ab}^i \partial_k f_{ab} - \frac{1}{2} \delta_k^i (N_{bc}^e \partial_c f_{ab}) \]

which, when taken together with the matter energy-momentum tensor, satisfies the conservation law (see Appendix C for a proof):

\[ \partial_i (t_k^i - 16\pi \sqrt{-g} T_{k}^i) = 0. \]

Finally, we mention that the “trace” of the pseudotensor can be related to the Hamiltonian \( H_g \), defined by Eq. (67). From Eq. (92), after contracting with \( \delta_k^i \), we find \( t_i^i = -N_{ab}^c \partial_c f_{ab} \) which is \(-2L_{\text{quad}} \) (see, Eq. (45)). Therefore, using Eq. (69),

\[ t_i^i = -2H_g. \]

This concludes our discussion of standard features of general theory of relativity in terms of the canonically conjugate variables \( (f_{ab}, N_{ab}^c) \). We shall now discuss the connection between the HCVs (holographically conjugate variables) and the thermodynamics of horizons.

5 Thermodynamics with the Holographically Conjugate Variables

In this section, we shall show that the variations \( \rho \delta \eta \) and \( \rho \delta \rho \) obtained from our sets of HCVs (holographically conjugate variables) have direct thermodynamical interpretations when integrated over horizons. We shall first prove the results in a general static spacetime. Then, we shall specialize to the spherically symmetric case and examine Schwarzschild and Reissner-Nordstrom horizons in order to obtain a physical feel of our results. Finally, we shall show how our results generalize to integrals over any null surface which acts as a local Rindler horizon.

5.1 Preliminaries

We shall first set up a couple of relations involving the two canonical momenta before we proceed to the thermodynamic relations. From Eq. (22), Eq. (26) and Eq. (B.6), we see that

\[ \partial_c [g_{ik} \delta(\sqrt{-g} M^{ck})] = \partial_c [\sqrt{-g} g^{bk} \delta N_{bk}^c]. \]

Since \( V^c = -g_{ab}(\sqrt{-g} M^{cab}) = -f_{ab}^c N_{ab}^c \), we also have

\[ \delta g_{ik}(\sqrt{-g} M^{ck}) = \delta f_{ab}^c N_{ab}^c. \]

The variations \( \delta(\sqrt{-g} M^{cx}) \) and \( g^{bx} g^{cy} \delta N_{xb}^c \) are not equal but become equal on contraction with \( g_{xy} \). To characterize the difference, we define a tensorial quantity

\[ H_{\alpha \beta \gamma \delta} \equiv g^{\alpha \beta} g^{\gamma \delta} - 1/4 g^{\alpha \beta} g^{\gamma \delta} \]

which has the property that \( H_{\alpha \beta \gamma \delta} g_{ab} = 0 \). This quantity is also a projector since we have \( H_{\alpha \beta \gamma \delta} H_{\epsilon \zeta \eta \theta} = H_{\epsilon \zeta \eta \theta} \). In fact, any indexed quantity \( Q_{\alpha \beta} \) can be written as

\[ Q_{\alpha \beta} = \frac{1}{4} g^{\alpha \beta} g_{cd} Q^{cd} + H_{\epsilon \zeta \eta \theta} Q^{\epsilon \zeta \eta \theta}. \]
where dots indicate indices which are not displayed. A contraction with \( g_{ab} \) will pick up a contribution from the first term and a contraction with \( H^{\text{sur}}_{ab} \) will catch the second term. Using \( H^{ab,cd} \), we can write

\[
\delta(\sqrt{-g} M^{xy}) - \sqrt{-g} g^{kx} g^{ky} \delta N^c_{kb} = 2(H^{ik,xy} \delta^c_{iz} - H^{ik,cy} \delta^z_{xy}) \delta \Gamma^z_{xy},
\]

which makes it clear that \( \delta(\sqrt{-g} M^{xy}) \) and \( \sqrt{-g} g^{kx} g^{ky} \delta N^c_{kb} \) are not equal but become equal on contraction with \( g_{xy} \).

Having set up these relations which would allow us to easily hop between the two pairs of HCVs (holo-graphically conjugate variables) that we have, we shall now study the variations of the surface term of the Einstein-Hilbert action on a horizon in terms of our variables.

**5.2 Surface Term and its Variation**

In this section, we shall calculate the variation of the surface term for an infinitesimal change of the metric. It is a well-known result that the surface term integrated over a horizon in a static metric will give the entropy of the horizon [15, 22–24, 40, 41]. More specifically, it will give \( \tau T S \), where \( \tau \) is the range of time-integration, \( T \) is the Hawking temperature of the horizon and \( S \) is the Bekenstein-Hawking entropy of the horizon. Euclidean time arguments are used to replace \( \tau \) by \( \beta \), the inverse of the horizon temperature, to obtain just \( S \). We shall not use this approach. Instead, we shall get rid of the pesky factor of \( \tau \) hanging around by defining the surface Hamiltonian for a static metric [9, 40, 41] by

\[
H_{\text{sur}} = - (\partial A_{\text{sur}} / \partial \tau) = TS
\]

Then, we need to do our integrations only over the co-ordinates transverse to the horizon. If we then consider a variation of \( H_{\text{sur}} \), it can be split into two terms: one corresponding to the variation of the metric variable – like \( \delta g \); while the other one is like \( \delta \phi \), coming from the variation of the momentum variable \( N^c_{ab} \) or \( \sqrt{-g} M^{ab} \). We first give the general expressions for these terms in terms of metric coefficients and the perturbation \( h_{ab} \). Next, we shall explicitly calculate them on the horizon for a general static spacetime. Interestingly, the first term will lead to \( T \delta S \) while the other will give \( S \delta T \).

Finally, we will generalise this result to an arbitrary null surface.

As already described in Section 2, the surface term in the Einstein-Hilbert Lagrangian is given by \( L_{\text{sur}} = \partial_x (\sqrt{-g} V^c) \), where \( V^c \) is defined in Eq. (11). In order to look at the variations of \( H_{\text{sur}} \), we need to compute \( \delta(\sqrt{-g} V^c) \). From Eq. (49), we can split the variation of the surface term into two components as

\[
\delta(\sqrt{-g} V^c) = \begin{pmatrix} - N^c_{ab} \delta f^{ab} - \delta N^c_{ab} f^{ab} \\ - \sqrt{-g} M^{ab} \delta g_{ab} - \delta(\sqrt{-g} M^{ab} g_{ab}) \end{pmatrix}
\]

In fact, from Eq. (95) and Eq. (96), we know that \( N^c_{ab} \delta f^{ab} = \sqrt{-g} M^{ab} \delta g_{ab} \) and \( \delta N^c_{ab} f^{ab} = \delta(\sqrt{-g} M^{ab} g_{ab}) \).

We shall work with the variables \( f^{ab} \) and \( N^c_{ab} \) for the moment. In terms of these variables, it is clear that the first term in the above set of equations corresponds to variations of the metric while the second term corresponds to variations of the connection. The variation of the surface Hamiltonian \( H_{\text{sur}} \) in Eq. (100) can then be split into two terms as

\[
\delta H_{\text{sur}} = \frac{1}{16 \pi} \int d^2 x \perp N^a_{ab} \delta f^{ab} + \frac{1}{16 \pi} \int d^2 x \perp f^{ab} \delta N^a_{ab}
\]

where the integration is over the variables transverse to the horizon and the index \( a \) refers to the direction normal to the horizon (see Section 5.2.1 for an explicit example).

To facilitate the calculation, we shall write down expressions, up to linear order, for small changes in the metric. Suppose the change in the metric is of the form \( g_{ab} \rightarrow g_{ab} + h_{ab} \) with \( h_{ab} \) treated as a first order perturbation. (To be more precise, we should work with \( \epsilon h_{ab} \), and retain terms linear in \( \epsilon \) and finally set \( \epsilon = 1 \). We shall not bother to do this.) Under this change, the terms in Eq. (101) are evaluated up to linear order in \( h_{ab} \) as

\[
N^a_{jk} \delta f^{jk} = \sqrt{-g} N^a_{jk} \left( \frac{1}{2} h g^{jk} - h^{jk} \right);
\]
and

\[ \delta N_{jk}^a f^{jk} = f^{jk} \left[ -g^{ab} \partial_j h_{bk} + \frac{1}{2} g^{ab} \partial_b h_{jk} + h^{ab} \partial_j g_{bk} - \frac{1}{2} h^{ab} \partial_b g_{jk} \right] 
+ \frac{1}{2} f^{sk} \left[ g^{mn} \partial_k h_{mn} - h^{mn} \partial_k g_{mn} \right], \tag{105} \]

where \( h \equiv g^{ab} h_{ab} \). In the following, we shall evaluate the above terms on the horizon for a general static spacetime.

### 5.2.1 A general static spacetime

For any static spacetime with a horizon, we can choose an arbitrary 2-surface and write the line element in the form [51]:

\[ ds^2 = -N^2 dt^2 + dn^2 + \sigma_{AB} dy^A dy^B, \tag{106} \]

where the coordinate \( n \) corresponds to the spatial direction normal to the specified 2-surface and \( \sigma_{AB} \) is the transverse metric on the 2-surface. We shall assume that there exists a Killing horizon determined by the timelike Killing vector \( \xi = \partial_t \) with the location of the horizon given by the condition \( N^2 \to 0 \). We will choose the coordinates such that \( n = 0 \) on the horizon. Then, near the horizon, \( N \) and \( \sigma_{AB} \) have the expansion [51],

\[ N = \kappa n + \mathcal{O}(n^3); \quad \sigma_{AB} = [\sigma_{H} (y)]_{AB} + \frac{1}{2} \sigma_{2} (y)_{AB} n^2 + \mathcal{O}(n^3). \tag{107} \]

Here, \( \kappa \) is the surface gravity of the horizon. To evaluate Eq. (104) and Eq. (105) on the horizon, we shall first calculate them on the \( n \)-constant surface and then take the limit \( n \to 0 \). The non-zero components of \( h_{ab} \) are \( h_{tt} = -2N \delta N; \quad h_{AB} = \delta \sigma_{AB} \) and the relevant non-zero components of \( N^a \) are

\[ N^n_t = -N \partial_t N; \quad N^n_n = \frac{\partial_t N}{N} + \frac{1}{2} \sigma_{AB} \partial_t \sigma_{AB}; \quad N^n_A = \frac{1}{2} \partial_t \sigma_{AB} . \tag{108} \]

Using all these in Eq. (104) and Eq. (105) we find

\[ N^n_j \delta f^{jk} = \sqrt{\sigma} \sigma^{AB} \delta \sigma_{AB} \partial_t N - \frac{N}{2} \sqrt{\sigma} \sigma^{AC} \sigma^{BD} \delta \sigma_{CD} \partial_t \sigma_{AB} 
+ \frac{N}{2} \sqrt{\sigma} \sigma^{AB} \delta \sigma_{AB} \delta \sigma_{CD} \partial_t \sigma_{CD} + N \sqrt{\sigma} \sigma^{AB} \partial_t \sigma_{AB} \delta N; \tag{109} \]

and

\[ f^{jk} \delta N^n_j = 2 \sqrt{\sigma} \partial_t (\delta N) + N \sqrt{\sigma} \sigma^{AB} \partial_t (\delta \sigma_{AB}) - \frac{N}{2} \sqrt{\sigma} \sigma^{AC} \sigma^{BD} \delta \sigma_{CD} \partial_t \sigma_{AB} . \tag{110} \]

Note that the variations that we have considered here are such that the structure of the metric in Eq. (106) is preserved. We now take the horizon limit and specialize to variations which stay on the horizon, i.e. we take the limits \( N \to 0 \), i.e. the horizon limit \( n \to 0 \), and \( \delta N \to 0 \). (See the paragraph after Eq. (113) for a discussion of the nature of the variations considered.) Using the near-horizon expansion of \( N \) from Eq. (107), Eq. (109) and Eq. (110) become

\[ N^n_j \delta f^{jk} \mid_H = 2 \kappa (\sqrt{\sigma}); \quad f^{jk} \delta N^n_j \mid_H = 2 \sqrt{\sigma} \delta \kappa . \tag{111} \]

Integrating over the transverse variables and introducing the appropriate numerical factor, we find that the two terms in the variation of the surface Hamiltonian \( H_{\text{sur}} \) (see Eq. (103)) are given by

\[ \frac{1}{16\pi} \int d^2 x_{\perp} N^n_{ab} \delta f^{ab} = \frac{\kappa}{2\pi} \delta \left( \frac{A}{4} \right) = T \delta S; \tag{112} \]

\[ \frac{1}{16\pi} \int d^2 x_{\perp} f^{ab} \delta N^n_{ab} = \left( \frac{A}{4} \right) \delta \left( \frac{\kappa}{2\pi} \right) = S \delta T . \tag{113} \]

In obtaining these results, we have appealed to the zeroth law of black hole thermodynamics [52,53] (See also Eq. (61) in [51]) and taken \( \kappa \) and \( \delta \kappa \) to be independent of the transverse variables.
Let us now examine the nature of the variations we have used to obtain our results. As we have already mentioned, the variations are such that they preserve the nature of the metric in Eq. (106). So the variations cannot give rise to components of the metric that are zero in Eq. (106). Further, the variations that we are considering are differences between quantities evaluated on horizons, which means that we demand $\delta(N^2) = 0$ or equivalently $\delta N = 0$. The final horizon need not be at the same location as the initial horizon, as will be the case in the physical example we shall consider in the next section, Section 5.2.2.

Before proceeding further, we address, as an aside, the following question: We saw in Eq. (113) that there is a clear correspondence between the variations $p\delta q$ and $q\delta p$ on the one hand and $T\delta S$ and $S\delta T$ on the other hand. How special are the variables $(g_{ab}, \sqrt{-g}M^{ab})$ and $(f_{ab}, N_{ab}^{\alpha})$ with respect to this result? At first sight, it might seem that the separation of the $T\delta S$ term into $T\delta S$ and $S\delta T$ terms just corresponds to the separation of the terms with the variation of the metric and the terms with the variation of its first derivatives. We have explicitly verified that this is not the case by considering the splitting

$$
\delta(\sqrt{-g}V^c) = -\delta(\sqrt{-g}g^{ab}M_{ab}^c) = -M_{ab}^c\delta f^{ab} - f^{ab}\delta M_{ab}^c
$$

(114)

which did not provide us with the $T\delta S + S\delta T$ splitting. The next natural question would be whether the $\{T\delta S, S\delta T\}$ structure corresponds to the $\{p\delta q, q\delta p\}$ structure since $(g_{ab}, \sqrt{-g}M^{ab})$ and $(f_{ab}, \sqrt{-g}N_{ab})$ are canonically conjugate variables. To answer this question, we looked at another canonically conjugate pair $(g_{ab}, -\sqrt{-g}M_{ab}^c)$ (See Eq. (8)). The corresponding variation

$$
\delta(\sqrt{-g}V^c) = -\delta(g^{ab}\sqrt{-g}M_{ab}^c) = -\sqrt{-g}M_{ab}^c\delta g^{ab} - g^{ab}\delta(\sqrt{-g}M_{ab}^c)
$$

(115)

also failed to give us the $\{T\delta S, S\delta T\}$ splitting, proving that it is not a purely a result of the $\{p\delta q, q\delta p\}$ structure. Thus, $g_{ab}$ and $f^{ab}$ and the corresponding canonical momenta are indeed special for our purpose. Although we have not yet discovered a completely satisfactory reason as to why this must be so, we do have some indication that it must be related to the scaling arguments detailed in Appendix A.

We hope to return to this issue in a future work.

We can rewrite Eq. (112) in the form of the thermodynamic identity $T\delta S = dE + dW$. In order to obtain this identity, we shall borrow some of the results derived in [16]. To begin with, we need to find the variation of $\sqrt{\sigma}$. If $\Lambda$ is the affine parameter corresponding to the tangent vectors of the outgoing null geodesics, then near the horizon we find that

$$
\Lambda = \Lambda_H + \frac{1}{2}\kappa n^2 + O(n^3)
$$

(116)

where $\Lambda = \Lambda_H$ is the location of the horizon. Expressing Eq. (107) in terms of the affine parameter, we obtain

$$
N = \sqrt{2\kappa}(\Lambda - \Lambda_H)^{1/2} + O((\Lambda - \Lambda_H)^{3/4});
$$

$$
\sigma_{AB} = [\sigma_H(y, \Lambda_H)]_{AB} + \kappa^{-1}[\sigma_T(y, \Lambda_H)]_{AB}(\Lambda - \Lambda_H) + O((\Lambda - \Lambda_H)^{3/2}).
$$

(117)

Let us assume that the transverse metric is independent of whatever parameters are present in the metric. (An example is the Schwarzschild metric where the transverse metric is independent of the mass.) Then, the variation of $\sqrt{\sigma}$ would be purely due to a shift in the location of the horizon and can be written as

$$
\delta\sqrt{\sigma} \equiv \delta\Lambda \sqrt{\sigma} = \frac{\partial\sqrt{\sigma}}{\partial\Lambda} \delta\Lambda = \frac{1}{2\kappa}\sqrt{\sigma}_T\delta\Lambda
$$

(118)

where in the last step Eq. (117) has been used and $\sigma_2 \equiv \sigma^{AB}[\sigma_2]_{AB}$. Therefore, we have

$$
N^2_{jk}\delta f^{jk} = \sqrt{\sigma}\sigma_2\delta\Lambda
$$

(119)

Near the horizon, the $nn$ and $tt$ components of the Einstein equations can be written as [16,51]

$$
\frac{1}{2}(\sigma_2 - R_{||}) = 8\pi T^2_{n} = 8\pi T^2_{t}
$$

(120)

where $R_{||}$ denotes the Ricci scalar on the two-dimensional surfaces of constant $n$ and $t$. Substituting this in Eq. (119), we have

$$
N^2_{jk}\delta f^{jk}|_H = \sqrt{\sigma}(16\pi T^2_T + R_{||})\delta\Lambda
$$

(121)
Here, * can stand for either n or t because, in our case, $T^n_t = T^t_n$. Integrating over the transverse variables and using Eq. (112), we obtain

$$\frac{1}{16\pi} \int d^2 x_\perp N^a_{\perp b} \delta f^{ab} = \int d^2 x_\perp \sqrt{\sigma} (T^*_+ + \frac{R_+}{16\pi}) \delta \Lambda = T \delta S. \tag{122}$$

The first term in the above equation can be interpreted either as an $\int P dV$ term or an $\int (-\rho)dV$ term, where $P$ is the transverse pressure and $\rho$ is the energy density at the horizon, whereas the last term can be interpreted as the variation in energy associated with the horizon $\delta E$ (for details, see [16]):

$$\delta E = \int d^2 x_\perp \sqrt{\sigma} \frac{R_+}{16\pi} \delta \Lambda \tag{123}$$

Then, we arrive at either of the following two equations:

$$\delta E = T \delta S + \int \rho dV; \tag{124}$$
$$\delta E = T \delta S - \int P dV. \tag{125}$$

Thus, we see that the variations of the surface term on a horizon in a general static spacetime can be given a thermodynamical interpretation.

We shall now specialize to a spherically symmetric metric in order to gain some more physical insight into our results.

5.2.2 An application: spherically symmetric metric

In this subsection, we shall specialize the results of the last section for a spherically symmetric metric of the form

$$ds^2 = -f(r, \lambda)dt^2 + \frac{dr^2}{f(r, \lambda)} + r^2 d\theta^2 + r^2 \sin^2 \theta d\phi^2. \tag{126}$$

Here, $\lambda$ is a parameter in the system, like the mass $M$ for a Schwarzschild metric. We shall assume that there exists a horizon at $r = r_h$ such that $f(r_h) = 0$. In order to use the results in the last section, we need to write this metric in the form of Eq. (106). Define a parameter $n$ such that $dn^2 = dr^2 / f(r)$ and $n = 0$ at the horizon. Near the horizon, we can expand $f(r)$ as $f(r) \approx 2\kappa (r - r_h)$, where $\kappa$ is the surface gravity associated with the horizon at $r_h$. Taking square root and integrating from $r = r_h$ to $r = r$, we obtain $n = \sqrt{2/\kappa (r - r_h)}$. Comparing with Eq. (116), we see that $r$ plays the role of the affine parameter here. Having obtained this expression, if we now make the identification $N^2 = f(r)$ and note that $\sigma_{AB}$ is the metric on the surface of the sphere with radius $r_h$, we have made all the connections necessary to carry over the results in the previous section. But rather than referring back to the results in the last section, we shall rederive these results (in a slightly different manner) since many of the integrals in the last section can be explicitly evaluated in the current case. Also, it will be a good consistency check on our results from the last section.

For the spherically symmetric metric, the radial component of the surface term in the Einstein-Hilbert action $A_{\text{EH}}$ (see Eq. (1), Eq. (3) and Eq. (10)), i.e. $\sqrt{-g}V^r / 16\pi$ integrated over $\theta$ and $\phi$ at the 2-surface at $r = r_h$, gives us $-TS$.

$$\frac{1}{16\pi} \int_0^\pi \int_0^{2\pi} \sqrt{-g}V^r = -TS. \tag{127}$$

From Eq. (100), we can see that this is the negative of the surface Hamiltonian of the horizon.

We shall now look at the variation of the surface Hamiltonian, splitting the variation into a $q\delta p$ part and a $p\delta q$ part as in Eq. (103). Our aim is to give a physical example for the results we obtained in Section 5.2.1. We shall start by considering the variation as being due to the parameter $\lambda$ due to which the horizon will undergo a shift in position. The condition that the variation is between horizons then means that the variations $\delta \lambda$ and $\delta r_h$ are connected by the relation $f(r_h, \lambda) = f(r_h + \delta r_h, \lambda + \delta \lambda) = 0$, which implies

$$\frac{\partial f}{\partial \lambda} \delta \lambda = -f' \delta r_h, \tag{128}$$
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a condition that we shall use to simplify our expressions. The $p \delta q$ term in this case is given by
\[ 16 \pi \int_0^\pi d \theta \int_0^{2\pi} d \phi N_{ab}^r \delta f^{ab} \bigg|_{r=r_h} = \frac{r_h}{2} f' \delta r_h = \left( \frac{\kappa}{2\pi} \right) \left( \frac{\delta (4\pi r_h^2)}{4\pi} \right) = T \delta S, \]
where we have used the relations that Hawking temperature $T = \kappa/2\pi = f'/4\pi$ and Bekenstein-Hawking entropy $S = A_L/4$. As can be expected from Eq. (127), Eq. (101) and Eq. (129), we can obtain the $\delta \rho \delta p$ part as
\[ 16 \pi \int_0^\pi d \theta \int_0^{2\pi} d \phi f^{ab} \delta N_{ab}^r \bigg|_{r=r_h} = \left( \frac{4\pi r_h^2}{4} \right) \left[ \delta \lambda \frac{\partial}{\partial \lambda} + \delta r_h \frac{\partial}{\partial r_h} \left( \frac{f'}{4\pi} \right) \right] \bigg|_{r=r_h} = S \delta T. \]
Eq. (129) can be rewritten making use of the Einstein equations to provide a clearer physical picture. The Einstein equations for the spherically symmetric metric are given by
\[ G^r_\nu = G^\theta_\nu = r f' + f - 1 = 8\pi T^r_\nu = 8\pi T^\nu_r; \]
\[ G^\theta_\theta = \frac{2 f' + r f''}{2r} = 8\pi T^\nu_r = 8\pi T^r_r. \]
Substituting in Eq. (129) from Eq. (131), we obtain
\[ 16 \pi \int_0^\pi d \theta \int_0^{2\pi} d \phi N_{ab}^r \delta f^{ab} \bigg|_{r=r_h} = \frac{\delta r_h}{2} + T^r_\nu (4\pi r_h^2 \delta r_h) = \frac{\delta r_h}{2} + T^r_\nu (4\pi r_h^2 \delta r_h) = T \delta S. \]
The factor $4\pi r_h^2 \delta r_h$ is just $dV$, the change in volume when the horizon shifts outward by an amount $\delta r_h$. Let us assume that the region outside the horizon contains a perfect fluid at rest. The energy-momentum tensor will be given by
\[ T_{ab} = (\rho + P) u_a u_b + P g_{ab} \]
and we have $T^0_\nu = -\rho$ and $T^\nu_r = P$. Then, if $\delta r_h/2$ (which is $\delta M$ in Schwarzschild case) is interpreted as the change in energy $\delta E$, Eq. (133) can be written either as
\[ \delta E = T \delta S + \rho \delta V \]
\[ \text{(135)} \]
or
\[ \delta E = T \delta S - P \delta V. \]
\[ \text{(136)} \]
Among these two interpretations, Eq. (136) is in the familiar form of the first law of thermodynamics but Eq. (135) maybe physically more intuitive as it makes clear that there are two contributions to the change in the energy: one contribution from the change in the area of the horizon ($T \delta S$ term) and another from the energy density of the matter engulfed by the horizon when the horizon expands outward ($\rho \delta V$ term).

To understand this interpretation clearly, let us consider the special case of the Reissner-Nordstrom metric. We can rewrite Eq. (133) for this case by substituting for $\delta r_h$ in terms of $\delta M$ and $\delta Q$ using $r_h = r_\pm = M \pm \sqrt{M^2 - Q^2}$. We obtain
\[ \frac{1}{16 \pi} \int_0^\pi d \theta \int_0^{2\pi} d \phi N_{ab}^r \delta f^{ab} \bigg|_{r=r_h} = \delta M - \frac{Q \delta Q}{M \pm \sqrt{M^2 - Q^2}}, \]
where the left-hand side has already been identified with $T \delta S$. Further, with $\delta E = \delta r_h/2$, we can obtain
\[ \delta E - T \delta S = \frac{Q^2}{8\pi r_h^4} (4\pi r_h^2 \delta r_h) \]
\[ \text{(138)} \]
The energy-momentum tensor for an electromagnetic field, which is acting as the source, is given by the expression [54]
\[ T_{\mu \nu} = \frac{1}{4\pi} \left( F_{\mu \rho} F_{\nu}^\rho - \frac{1}{4} g_{\mu \nu} F_{\alpha \beta} F^{\alpha \beta} \right) \]
\[ \text{(139)} \]
For the electromagnetic field of a Reissner-Nordstrom metric, there is only one independent non-zero component of the field strength tensor, $F_{\nu r} = -Q/r^2$. Evaluating the $T^0_r$ component at the horizon, we see that Eq. (138) can be rewritten as
\[ \delta E - T \delta S = -T^0_r (4\pi r_h^2 \delta r_h) \]
\[ \text{(140)} \]
which leads to $\delta E - T\delta S = \rho dV$. Thus, we reproduce Eq. (135). Of course, we could also write this relation in the form of Eq. (136). But the current version seems easier to relate to as the right-hand side in Eq. (138) represents the contribution from the electromagnetic energy density that the horizon engulfs as it expands outward.

5.2.3 Generalization to an Arbitrary Null Surface

In the context of emergent gravity paradigm, one extensively uses the concept of a local Rindler frame and local Rindler horizon \[ 17 \]. A local Rindler horizon is essentially a patch of the null surface in the locally inertial frame. Every local Rindler observer would attribute a temperature and an entropy to the local Rindler horizon. Hence it is natural to extend the above analysis for the metric near an arbitrary null surface. We shall now discuss this formalism.

The metric in the neighbourhood of a null surface is given by

$$\begin{align*}
 ds^2 &= -2rdu^2 + 2drdu - 2r\beta_A dx^A du + \mu_{AB} dx^A dx^B ,
\end{align*}$$  
\hspace{1cm} (141)$$

where $r = 0$ corresponds to the null surface. (A detailed construction is presented in \[ 55, 56 \]). As usual, we will first calculate all the quantities on an $r$-constant surface and then take the $r = 0$ limit. The starting point is to find the normal to an $r$-constant surface, which is given by

$$n^a = N \nabla^a r$$

with $N = \left( 2\alpha r + r^2 \beta^2 \right)^{-1/2}$. The non-vanishing component of $n^a$ is $n^r = N$.

The surface term on the $r$-constant surface is given by

$$A_{\text{sur}} = \frac{1}{16\pi} \int d^3x \sqrt{h} n_r V^r ,$$  
\hspace{1cm} (142)$$

where $V^r = -(1/g)\partial_b (gg^{rb})$. For the given metric, it turns out that

$$\sqrt{h} = \frac{\sqrt{\mu}}{N} ; \quad V^r = -\frac{1}{\mu} \left[ \partial_u \mu + \partial_r \{ \mu \left( 2\alpha + r^2 \beta^2 \right) \} + \partial_A \left( \mu r \beta^A \right) \right] .$$  
\hspace{1cm} (143)$$

Therefore,

$$\sqrt{h} n_r V^r = -\frac{1}{\sqrt{\mu}} \partial_u \mu - \sqrt{\mu} \left( 2\alpha + 2r \partial_r \alpha + 2r \beta^2 + 2r^2 \beta_A \partial_r \beta^A \right)$$

$$- \frac{2r \alpha + r^2 \beta^2}{\sqrt{\mu}} \partial_r \mu - \frac{2r \lambda}{\sqrt{\mu}} \partial_A \beta^A - \frac{r \beta^A}{\sqrt{\mu}} \partial_A \mu .$$  
\hspace{1cm} (144)$$

Since, the integration variables in Eq. (142) are $u$ and the transverse coordinates $x^A$, it is convenient to take the $r = 0$ limit at this stage. This reduces the above equation to the following form:

$$\sqrt{h} n_r V^r = -\frac{1}{\sqrt{\mu}} \partial_u \mu - 2\sqrt{\mu} \alpha .$$  
\hspace{1cm} (145)$$

Assuming the Taylor series expansion:

$$\sqrt{\mu} = \sqrt{\mu^{(0)}}(x^A) + r f(u, x^A) + \mathcal{O}(r^2)$$  
\hspace{1cm} (146)$$

we have $\partial_u \sqrt{\mu} = r \partial_u f(u, x^A) + \mathcal{O}(r^2)$, and hence near the null surface we can write:

$$\frac{1}{\sqrt{\mu}} \partial_u \mu = 2\partial_u \sqrt{\mu} = 0; \quad \sqrt{\mu} = \sqrt{\mu^{(0)}} .$$  
\hspace{1cm} (147)$$

Therefore Eq. (145) reduces to $\sqrt{h} n_r V^r = -2\sqrt{\mu^{(0)}} \alpha$. Finally, substituting this in Eq. (142), we find

$$A_{\text{sur}} = \frac{1}{8\pi} \int du dx^A \sqrt{\mu^{(0)}} \alpha .$$  
\hspace{1cm} (148)$$

We next expand $\alpha$ in a Taylor series as

$$\alpha(r, u, x^A) = \alpha_0(x^A) + r g(u, x^A) + \ldots .$$  
\hspace{1cm} (149)$$
Using this in Eq. (148) and then performing the integration from \( u = 0 \) to \( u \) we find

\[
A_{\text{sur}} = -\frac{\bar{\alpha}_0 A_1}{8\pi} u ,
\]

where we defined an average surface gravity \( \bar{\alpha}_0 \) as

\[
\bar{\alpha}_0 = \frac{\int d^2x A \sqrt{\mu^{(0)}} \bar{\alpha}_0(x^A)}{A_1} .
\]

Thus the surface term, calculated on the null surface can be interpreted as \( A_{\text{sur}} = -uTS \), where \( T = \bar{\alpha}_0 / 2\pi \) and \( S = A_1 / 4 \).

Next we will calculate the terms in Eq. (105), which arise due to the metric variation, on the null surface. We only need to compute \( f^{jk} \delta N^r_{jk} \) since the other term can be identified using Eq. (150). Expanding \( f^{jk} \delta N^r_{jk} \) under the metric (Eq. (141)) we obtain,

\[
f^{jk} \delta N^r_{jk} = 2f^{ur} \delta N^r_{ur} + f^{rr} \delta N^r_{rr} + 2f^{rA} \delta N^r_{rA} + f^{AB} \delta N^r_{AB}
\]

\[
\begin{align*}
&= 2\sqrt{\mu} \left[ -\frac{1}{2} \partial_r \bar{\alpha} + \frac{1}{2} \bar{\beta} \partial_r \bar{\beta} + \frac{1}{4} \mu^{AC} \partial_{uA} \mu_{uC} \right] \\
&\quad + \sqrt{\mu} (2\pi r + r^2 \beta^2) \delta \left[ \frac{1}{2} \mu^{AC} \partial_r \mu_{AC} \right] \\
&\quad + 2r^3 \beta A \sqrt{\mu} \left[ -\frac{1}{2} \partial_A \bar{\beta} + \frac{1}{2} \beta C \partial_r \mu_{AC} + \frac{1}{4} \mu^{BD} \partial_A \mu_{BD} \right] \\
&\quad + \sqrt{\mu} \delta \left[ \frac{1}{2} \partial_u \mu_{AB} + \frac{1}{2} (\beta^2 - \bar{\alpha}) \partial_r \mu_{AB} - D_A \bar{\beta} B \right] ,
\end{align*}
\]

where

\[
\begin{align*}
N^r_{ur} &= \Gamma^r_{ur} + \frac{1}{2} \Gamma^a_{au} = \frac{1}{2} \left( \Gamma^u_{au} - \Gamma^r_{ur} + \Gamma^A_{Au} \right) \\
&= -\frac{1}{2} \partial_r \bar{\alpha} + \frac{1}{2} \bar{\beta} A \partial_r \bar{\beta} + \frac{1}{4} \mu^{AC} \partial_{uA} \mu_{uC} ;
\end{align*}
\]

\[
\begin{align*}
N^r_{rr} &= \Gamma^r_{rr} = \Gamma^A_{Ar} = \frac{1}{2} \mu^{AC} \partial_r \mu_{AC} ;
\end{align*}
\]

\[
\begin{align*}
N^r_{rA} &= \Gamma^r_{rA} + \frac{1}{2} \Gamma^a_{AA} = \frac{1}{2} \left( \Gamma^u_{AA} - \Gamma^r_{rA} + \Gamma^B_{AB} \right) \\
&= -\frac{1}{2} \partial_A \bar{\beta} A + \frac{1}{2} \beta C \partial_r \mu_{AC} + \frac{1}{4} \mu^{BD} \partial_A \mu_{BD} ;
\end{align*}
\]

\[
\begin{align*}
N^r_{AB} &= \Gamma^r_{AB} = \frac{1}{2} \partial_u \mu_{AB} + \frac{1}{2} (\beta^2 - \bar{\alpha}) \partial_r \mu_{AB} - \frac{1}{2} \left( D_A \bar{\beta} B + D_B \bar{\beta} A \right) .
\end{align*}
\]

with \( \bar{\alpha} = -2\pi r \) and \( \bar{\beta} A = -r \beta A \) being substituted in the expressions. (To calculate the components of \( N^r_{bc} \) we have used Eq. (16) and the expressions for the connections evaluated in [56].) Near the null surface \( (r = 0 \Rightarrow \delta r = 0) \), the above result reduces to

\[
f^{jk} \delta N^r_{jk} = 2\sqrt{\mu} \left[ -\frac{1}{2} \partial_r \bar{\alpha} + \frac{1}{4} \mu^{AC} \partial_{uA} \mu_{uC} \right] + \sqrt{\mu} \mu^{AB} \delta \left[ \frac{1}{2} \partial_u \mu_{AB} \right] .
\]

Finally, use of Eq. (146) and Eq. (149) lead to vanishing of last two terms near \( r = 0 \) and thus we find \( f^{jk} \delta N^r_{jk} \big|_{r=0} = 2\sqrt{\mu^{(0)}} \bar{\alpha}_0 \). Therefore, the analogue of Eq. (113) in this case would be

\[
\frac{1}{16\pi} \int d^3x f^{jk} \delta N^r_{jk} = \frac{1}{8\pi} \int d^3x \sqrt{\mu^{(0)}} \bar{\alpha}_0 ,
\]

which can be represented as

\[
\frac{1}{16\pi} \int d^3x f^{jk} \delta N^r_{jk} = uS = T .
\]

Now since \( A_{\text{sur}} = uTS \), the other term in the variation will be

\[
\frac{1}{16\pi} \int d^3x N^r_{jk} \delta f^{jk} = uT \delta S .
\]

Thus, we have generalized our thermodynamic interpretation to the case of the variation of the surface term in the Einstein-Hilbert action evaluated over an arbitrary null surface.
5.3 Connection with the ADM formalism

In this section, we shall make some comments relating our formalism with the standard ADM formalism [57]. We expect to find some parallels between the two, since the ADM formalism also uses the language of canonical variables. The major difference, of course, is that we have not assumed a particular foliation of the spacetime. In the ADM formalism, we assume a foliation of the spacetime with a family of non-intersecting spacelike hypersurfaces. The dynamics is then generally considered in the volume bounded by two such spacelike surfaces and two timelike hypersurfaces, with one of the timelike hypersurfaces assumed to be at spatial infinity. In the following treatment, we shall borrow the required expressions from Chapter 12 of [32].

The dynamical variables in the ADM formalism are the components of \( h_{\alpha\beta} = g_{\alpha\beta} \), the induced metric on the spacelike surfaces of the foliation. The definition of the term “canonical momenta” in the ADM context is different from the definition that we have adopted for our formalism in that the canonical momenta in ADM formalism refers to the the derivatives of the Lagrangian with respect to the \( \text{time} \) derivatives of the metric components and hence correspond to \( \sqrt{-g} M^{\alpha\beta} \) in our formalism. The ADM Lagrangian, \( L_{\text{ADM}} \), leads to non-zero canonical momenta conjugate to \( h_{\alpha\beta} \) while the momenta corresponding to the other metric components vanish. (This does not happen for \( L_{\text{quad}} \) and one can find that \( M^{00} \) and \( M^{0b} \) are in general non-zero.) The canonical momentum corresponding to \( h_{\alpha\beta} \) is given by

\[
p^{\alpha\beta} = \frac{\partial}{\partial(\delta h_{\alpha\beta})}(\sqrt{-g}L_{\text{ADM}}) = -\sqrt{h}(K^{\alpha\beta} - K h^{\alpha\beta}) .
\]  

(158)

Here, \( K^{\alpha\beta} \) represents the contravariant components of the extrinsic curvature \( K_{mn} = -h^{\alpha}_{m} \nabla_{\alpha} n_{m} \). The extrinsic curvature for this particular foliation is given by

\[
K_{mn} = -Nh^{\alpha m} h^{\beta n} \Gamma^{\alpha}_{\beta 0} = Nh^{\alpha m} h^{\beta n} N^{0}_{ab}
\]

(159)

Note that all the indices in the above expression can take only spatial values since \( h^{0m} = 0 \). Taking the trace, we obtain

\[
2\sqrt{h}K = -\sqrt{-g}V^{0} - 2\sqrt{-g}u_{\mu}n_{\mu}M^{0mn}
\]

(160)

which is the expression relating the Gibbons-Hawking-York counterterm [31, 34] with the surface term of the Einstein-Hilbert action (see e.g. Exe. 6.3 of [32]). We next write the expression for \( p^{\alpha\beta} \), given by

\[
p^{\alpha\beta} = 2\sqrt{-g}Q^{\alpha\beta}_{(h)} - 2\sqrt{-g}Q^{\alpha\beta}_{(h)} N^{0}_{\alpha\beta}
\]

(161)

where \( 2Q^{\alpha\beta}_{(h)} = h^{ac}k_{\beta}^{b} - h^{ab}k_{c}^{c} \), in analogy with Eq. (2).

Having thus made the necessary connections between the variables, we can look at the variations of the action in the two formalisms. In fact, the variation obtained in Section 12.4.3 of [32] (see Eq. 12.111) is similar in structure to the integrated version of Eq. (22) with a \( \phi \delta p \) surface term. This variation is given by

\[
\int d^{4}x \delta(\sqrt{-g}R) = \int_{\partial V} d^{3}x \sqrt{-g}G_{ab} \delta g^{ab} + \int_{\partial V} d^{3}x \epsilon h_{ab} \delta p^{ab}
\]

(162)

where \( \epsilon \) is \(-1\) on spacelike parts of the boundary \( \partial V \) and \(+1\) on the timelike parts. Here, \( h_{ab} \) is the induced metric on the surface of integration and \( p^{ab} = -\sqrt{h}(K^{ab} - K h^{ab}) \), where \( K_{ab} \) is the extrinsic curvature corresponding to that surface. Eq. (158) is a special case in which the surfaces are constant time slices. In obtaining this expression from the variation of the action, a surface term has been thrown away assuming that the surface of integration is compact. Comparing with the integrated version of Eq. (22), we obtain

\[
-\int_{\partial V} d^{3}x \ g_{ik} \bar{\Pi}_{e} \delta(\sqrt{-g}M^{0ik}) = \int_{\partial V} d^{3}x \ \epsilon h_{ab} \delta p^{ab} .
\]

(163)

Here, \( \bar{\Pi}_{e} \) is the unnormalized normal to the integration surface. For example, if we were integrating over the upper time slice of the boundary of a usual ADM integration volume, an \( x^{0} = \text{constant} \) surface, we would have \( \bar{\Pi}_{e} = -\delta^{0}_{e} \), where the minus sign ensures that \( \bar{\Pi}_{e} \) is in the direction of increasing time. The normalized normal in this case would be given by \( n_{e} = -N \delta^{0}_{e} \). On the other hand, if our integration volume was inside an \( r = \text{constant} \) surface, we would have \( \bar{\Pi}_{e} = \delta^{r}_{e} \) and the normalized normal would be given by \( n_{e} = (1/g^{rr})\delta^{0}_{e} \). Thus, we have obtained the correspondence for the \( \phi \delta p \) variation term.
For connecting up with the $p\delta q$ variation term, consider the following relation:

$$\int_\mathcal{V} d^4x \delta(\sqrt{-g} R) = \int_\mathcal{V} d^4x \sqrt{-g} G_{ab} \delta g^{ab} + \delta \left( \int_\partial \mathcal{V} d^3x \ 2\sqrt{\kappa} K \right) - \int_\partial \mathcal{V} d^3x \epsilon p^{ab} \delta h_{ab} \quad (164)$$

If the second term was the variation of our usual surface term in the Einstein-Hilbert action, we could have compared the last term directly with the integral of $N\delta f$ term or $M\delta g$. But we have here the Gibbons-Hawking-York counterterm instead of the surface term in Hilbert action. To obtain the desired relation, we first write down the structure of the usual variation of the Einstein-Hilbert action. This is given by

$$\int_\mathcal{V} d^4x \delta(\sqrt{-g} R) = \int_\mathcal{V} d^4x \sqrt{-g} G_{ab} \delta g^{ab} + \delta \left( \int_\partial \mathcal{V} d^3x \ n_i \sqrt{\kappa} V^i \right) - \int_\partial \mathcal{V} d^3x \ n_i \sqrt{\kappa} M^{iab} \delta g_{ab} \quad (165)$$

Comparing Eq. (165) with Eq. (164), we obtain

$$-\int_\partial \mathcal{V} d^3x \epsilon p^{ab} \delta h_{ab} = - \int_\partial \mathcal{V} d^3x \ n_i \sqrt{\kappa} M^{iab} \delta g_{ab} + \delta \left[ \int_\partial \mathcal{V} d^3x \ \epsilon \sqrt{\kappa} (n_i V^i - 2K) \right]. \quad (166)$$

We can now use the following result (see Exe. 6.3 in [32]):

$$V^a n_a - 2K = 2h^{ab} \partial_a n_b - n^m h^{ns} \partial_n g_{sm} = - n^m h^{ns} \partial_n g_{sm} \quad (167)$$

where we have used the result $\partial_k n_a = -(\epsilon/2)n_n n_k \partial_a \rho^j$ and $h^{ab} n_a = 0$ (see Section 12.4.3 in [32]). If the metric has no off-diagonal components with respect to the coordinate which labels the surfaces of foliation, the right-hand side of Eq. (167) vanishes on the foliation surfaces. In such a case, if we assume that the boundaries of our integration volume other than the foliation surfaces do not contribute, (i.e. in ADM formalism, for example, assuming the integration region is between two time-slices and a time-like surface at spatial infinity where all fields go to zero), we can write Eq. (166) as

$$\int_\partial \mathcal{V} d^3x \epsilon p^{ab} \delta h_{ab} = \int_\partial \mathcal{V} d^3x \ n_i \sqrt{\kappa} M^{iab} \delta g_{ab}. \quad (168)$$

This is the desired connection between the $p\delta q$ variations; but unlike Eq. (163), this relation is valid only when the coordinates are chosen such that $2K = n_i V^i$, which can be achieved by demanding a metric block diagonal with respect to the foliation coordinate. (If we take $t$ = constant surfaces for our foliation, for example, then the shift function should vanish.) Further, only the foliation surfaces should contribute to the surface integral. Hence, to summarise, we have a relation between the “$q\delta p$” variations in ADM formalism and our formalism, Eq. (163):

$$-\int_\partial \mathcal{V} d^3x \ g_{ik} \bar{n}_i \delta(\sqrt{-g} M^{ck}) = \int_\partial \mathcal{V} d^3x \ \epsilon h_{ab} \delta p^{ab}, \quad (169)$$

and, in coordinates in which the metric is block diagonal with respect to the foliation coordinate and non-zero contributions to the surface term come only from the foliation surfaces, we also have the corresponding relation between $p\delta q$ variations, Eq. (168):

$$\int_\partial \mathcal{V} d^3x \ n_i \sqrt{\kappa} M^{iab} \delta g_{ab} = \int_\partial \mathcal{V} d^3x \ \epsilon p^{ab} \delta h_{ab}. \quad (170)$$

### 5.4 Action Principle as a Thermodynamical Extremum Principle

In the previous analysis, we have shown that $\mathcal{L}_{quad}$ can be interpreted as a Hamiltonian (Section 4.4) – more precisely a Hamiltonian density – and the surface integral arising from $\mathcal{L}_{surf}$ leads to $-TS$ on a horizon (Section 5.2). This interpretation leads to the interpretation of the Einstein-Hilbert action as a free energy, $A_{EH} = \tau F = \tau(E - TS)$, where $\tau$ is the range of time integration in any static geometry, which has been explicitly demonstrated for static metrics in Einstein gravity [24] and also for Lanczos-Lovelock models [30]. We shall now use this interpretation to formulate the principle of extremisation of gravitational action as a thermodynamic extremum principle.
The variation of the action is given by integrating Eq. (26) over a spacetime volume. This variation is given by

\[ 16\pi \delta A_{EH} = \int_{V} d^{4}x \sqrt{-g} R = \int_{V} d^{4}x R_{ab} \delta f^{ab} = \int \frac{d^{3}x}{\partial V} d^{3}x \sqrt{h_{n} g^{jk} \delta N_{j}^{i}}, \tag{171} \]

where we have rewritten the volume integral of the total divergence as a surface integral.

Now consider the variation of the action on-shell. For pure gravity \((R_{ab} = 0)\), the above variation reduces to

\[ \delta A_{EH} = -\frac{1}{16\pi} \int_{\partial V} d^{3}x \sqrt{h_{n} g^{jk} \delta N_{j}^{i}} = -\frac{1}{16\pi} \int_{\partial V} d^{3}x f^{jk} \delta N_{j}^{X}, \tag{172} \]

on the \(X = \text{constant} \) surface. Here \(X = n \) for a static spacetime while \(X = r \) for null metric. From Section 5.2, we know that the right-hand side, when evaluated on a horizon, can be interpreted as a \(-\tau S \delta T \) term. Therefore, using \(A_{EH} = \tau (E - TS) \) as has been argued, we find that the Eq. (172) can be written as a thermodynamic identity:

\[ \delta(E - TS) = -S \delta T; \quad \text{i.e.,} \quad \delta E = T \delta S \tag{173} \]

Next we shall consider the inclusion of the matter action \(A_{m} \). The usual matter Lagrangians are independent of the derivatives of the metric and hence the variation with respect to the metric will not involve any surface terms. The variation of the matter Lagrangian on varying the metric is then written in the form

\[ \delta A_{m} = \frac{1}{2} \int_{V} d^{4}x \sqrt{-g} T^{ab} \delta g_{ab} = -\frac{1}{2} \int_{V} d^{4}x \sqrt{-g} T_{ab} \delta f^{ab}. \tag{174} \]

Here, \(T_{ab} = T_{ab} - \left(g_{ab}/2\right)T^{i} \) and \(T_{ab} \) is the energy momentum tensor corresponding to the matter field under consideration. Then, from Eq. (171) and Eq. (174), we can impose the on-shell condition \(R_{ab} = 8\pi G T_{ab} \) and obtain

\[ \delta [A_{EH} + A_{m}] = -\int_{\partial V} d^{3}x f^{jk} \delta N_{j}^{X}. \tag{175} \]

If the matter is perfect fluid, then the matter action, with the on-shell condition, can be expressed as

\[ A_{m} = \int \sqrt{-g} d^{4}x P \]

where \(P \) is the pressure of the fluid [58-60]. For the case of a static spacetime with \(P \) independent of \(f^{ab} \), the time integration can be performed to give a factor \(\tau \) and the variation of the matter action will reduce to \(\tau P \delta V \), where \(V \) stands for the three-dimensional volume of a time-constant slice. Hence, the left hand side of Eq. (175) can be given a thermodynamic interpretation as \(\tau \delta(E - TS) + \tau P \delta V \). Thus, Eq. (173), in a static space time with the inclusion of matter fields in the form of a perfect fluid with \(P = \text{constant} \), becomes \(\delta E = T \delta S - \tau P \delta V \), which is the thermodynamic identity on the horizon obtained earlier. We thus see that the variation of the Einstein-Hilbert action allows for a straightforward thermodynamic interpretation.

There is, however, a nicer way of interpreting the gravitational action principle in thermodynamic language, along the following lines. We first note that, if — instead of demanding \(\delta [A_{EH} + A_{m}] = 0 \) — we demand the condition in Eq. (175) we will get the field equations. In such a formulation, we can use any spacetime region \(V \) and its boundary \(\partial V \). Consider now a spacetime region bounded by null surfaces. Then the surface term on the right hand side of Eq. (175) can be interpreted as giving \(S \delta T \) based on our earlier result in Eq. (156). Hence, the condition that the surface term vanishes is equivalent to the condition that the variations keep the temperature of the null surfaces, as perceived by the local Rindler observers, constant during the variation. This gives a very direct thermodynamic interpretation of the gravitational action principle provided we formulate it in a region bounded by null surfaces. We hope to explore this in detail in a future publication.

6 Conclusions

The variational principle in general relativity is somewhat peculiar. The key reason is the presence of second derivatives of the metric in the Einstein-Hilbert action, which causes the surface term in the
variation to contain variations of the metric and its derivative. Thus, in order to get the Einstein’s equation by the usual variational method, we have to fix the metric as well as its normal derivative. The main problems with fixing both the metric and the normal derivatives are: (a) The values at which we fix the metric and its derivative at the boundaries might not turn out to be compatible with the equations of motion derived. (b) If we extend our theory to the quantum domain, we should refrain from fixing both the metric and its normal derivative on a spacelike hypersurface to avoid conflict with the uncertainty principle. One common method for dealing with this issue is to throw the second derivatives into a space Lagrangian and fixing the canonical momenta on the boundary. We can do this in terms of the metric \( g_{ab} \) and its canonical momenta with respect to the quadratic Lagrangian, \( \sqrt{-g} M^{ab} \), defined in Eq. (3). This suggests that general relativity is better represented as a theory in the space of the canonical momenta \( M^{ab} \). The immediate direction suggested by this realization is to apply the technique of momentum-space path integrals to general relativity, a direction which we intend to explore in the future.

In this paper, we discuss an alternate prescription. We may be in better shape conceptually by interpreting the generally covariant Lagrangian (viz. the Einstein-Hilbert Lagrangian) as a momentum space Lagrangian and fixing the canonical momenta on the boundary. We can do this in terms of the metric \( g_{ab} \) and its canonical momenta term with respect to the quadratic Lagrangian, \( \sqrt{-g} M^{ab} \), defined in Eq. (7). This suggests that general relativity is better represented as a theory in the space of the canonical momenta \( M^{ab} \). The immediate direction suggested by this realization is to apply the technique of momentum-space path integrals to general relativity, a direction which we intend to explore in the future.

In the process, we discovered the surprising fact that this approach works only with \( g_{ab} \) but not with \( M^{ab} \) and its corresponding canonical momenta. In the case of \( g^{ab} \), the surface variation is found to contain the variation of \( g^{ab} \) as well as its canonical momenta. We show how this is related to the \( -\partial (pq) \) structure of the surface term in the case of the variable \( g_{ab} \) and proceed to show how this structure can be obtained by simple scaling arguments applicable for homogeneous functions. These arguments also allow us to discover another variable \( f^{ab} = \sqrt{-g} g^{ab} \), with \( N^{ab} \) representing the corresponding canonical momenta. The use of \( N^{ab} \) makes it easy to see that we are actually fixing the variation of the connection on the boundary, a fact which needs nontrivial calculation to discover when working with \( g_{ab} \) and \( M^{ab} \). Further, as already noted in the literature before (see [36–38, 44]), many formulas simplify if we work with \( f^{ab} \) and \( N^{ab} \).

The most surprising result of our investigation was the connection between these holographically conjugate variables (HCVs) and thermodynamic quantities pertaining to the null surfaces which act as local Rindler horizons. The surface term in the Einstein-Hilbert action, when integrated over a horizon, gives us the Bekenstein-Hawking entropy of the horizon when the range of time integration is fixed by periodicity in Euclidean sector. Without using the Euclidean time integration, and in fact removing the time integration altogether, the integral of the surface term over the space variables on the horizon gives us [9, 40, 41] the heat content \( H_{ab} = TS \). In a variation of this integral, it was seen that the term \( TS \) is the term with the variation of \( g_{ab} \) (or \( f^{ab} \)) and the term with \( S T \) is the term with the variation of the corresponding canonical momentum. This result holds: (a) near a horizon in an arbitrary (i.e., not necessarily spherically symmetric) static spacetime and (b) near any null surface which acts as a local Rindler horizon.

We believe that this is a very strong result. We know that the variations of \( T \) and \( S \) are related to the variations of the surface gravity \( \kappa \) and the area of the horizon respectively. Since \( \kappa \) is related to the derivative of the \( g_{00} \) component of the metric along the direction normal to the horizon, it is clear that the variation of the temperature cannot be given by the term with the variation of \( g_{ab} \) or \( f^{ab} \) and must be contained in the term with the variation of the canonical momenta. But it is not clear why this canonical momenta term does not contribute to the variation of the entropy. To drive this point home, we carried out variations with certain other sets of variables (see Eq. (114) and Eq. (115) and the accompanying discussion) and observed that we do not obtain this separation between the entropy and the temperature. Although we do not yet have a clear line of reasoning to offer as to why this must be so, we think that the explanation might be related to the scaling properties that were used to arrive at the variable \( f^{ab} \). Further, we were able to obtain this result without using the Euclidean time method. This seems to suggest that the method of reducing the integral of surface term on a horizon to entropy using Euclidean time arguments might not be necessary.

There are many directions to proceed forward from the work in this paper. It is not clear to us why the special variables that we discovered through scaling turn out to be the ones that are related to thermodynamic variables. This connection should be further explored. As already mentioned, another
direction of work would be to try to develop a momentum space path integral approach to general relativity. Extension of our results to the case of stationary, or more ambitiously, time-dependent metrics and Lanczos-Lovelock models is another obvious line of attack. The simplicity of the scaling argument that led us to discover the special nature of the variables $g_{ab}$ and $f_{ab}$, the naturalness of our prescription for the variational approach to general relativity compared to prescriptions existing in the literature as well as the intriguing connection with thermodynamic variables on a horizon which is highly unlikely to be accidental, suggests that these directions of research would prove to be quite fruitful if pursued.
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A Finding Holographically Conjugate Variables through Scaling Arguments

In this section, we shall try to find alternatives to $g_{ab}$ for which a relation of the form in Eq. (19) holds. More explicitly, for Eq. (18) (which we reproduce below):

$$q_A F^A = (\lambda + \mu) L - \partial_t \left[ q_A \frac{\partial L}{\partial (\partial q_A)} \right],$$  \hspace{1cm} (A.1)

we should have $q_A F^A = \sqrt{-g} R$ and $\lambda + \mu = 1$. We shall restrict ourselves to variables that can be obtained by the so-called point transformations \[47\] i.e transformations where the new variables depend on the old variables, but not on their derivatives i.e

$$h = h(g_{ab}, x_i); \quad \frac{\partial h}{\partial (\partial g_{ab})} = 0. \hspace{1cm} (A.2)$$

Further, we shall assume that the transformation has no explicit dependence on spacetime coordinates i.e $h(g_{ab}, x_i) = h(g_{ab})$. Here we have not specified the index structure of the variable $h$, but it has to be a 2-indexed symmetric object in order to hold the degrees of freedom initially present in the metric. First, let us look at the left-hand side of Eq. (A.1). For a point transformation from the variable $q$ to the variable $s$, we have the result that

$$\frac{d}{dt} \left( \frac{\partial L}{\partial s_j} \right) - \frac{\partial L}{\partial s_j} = \left[ \frac{d}{dt} \left( \frac{\partial L}{\partial q_i} \right) - \frac{\partial L}{\partial q_i} \right] \frac{\partial q_i}{\partial s_j}. \hspace{1cm} (A.3)$$

Generalizing to our case, we have

$$\partial_c \left( \frac{\partial L}{\partial (\partial_c g_{ab})} \right) - \frac{\partial L}{\partial g_{ab}} = \left[ \partial_c \left( \frac{\partial L}{\partial (\partial_c h)} \right) - \frac{\partial L}{\partial h} \right] \frac{\partial h}{\partial g_{ab}}. \hspace{1cm} (A.4)$$

We shall now assume that $h$ is a homogeneous function of the components of $g_{ab}$ i.e if $g_{ab} \to \alpha g_{ab}$, then $h \to \alpha^k h$ for some constant $k$. If we now contract both sides of Eq. (A.4) with $g_{ab}$ and use Euler’s theorem for homogeneous functions, we obtain

$$g_{ab} \left[ \partial_c \left( \frac{\partial L}{\partial (\partial_c g_{ab})} \right) - \frac{\partial L}{\partial g_{ab}} \right] = kh \left[ \partial_c \left( \frac{\partial L}{\partial (\partial_c h)} \right) - \frac{\partial L}{\partial h} \right]. \hspace{1cm} (A.5)$$

In terms of the notation in Eq. (A.1), we can state this result as follows. If we transform from a set of variables $q_A$ to another set $f_A$, such that the $f_A$ do not dependent on the derivatives of $q_A$ and are homogeneous of degree $k$ in $q_A$, then

$$q_A F^A_q \to k f_A F^A_f, \hspace{1cm} (A.6)$$
where we have used the subscript in the Euler-Lagrange function to denote the variable that has been used.

Next we shall look at the right-hand side of Eq. (A.1). Under a point transformations, it is easy to see that the value of $\lambda$, the degree of derivatives of the variables, remains a constant. A fallacious argument for finding the change in $\mu$ is the following. $f_A$ being homogeneous in $q_A$ of degree $k$ and $L$ being homogeneous in $q_A$ of degree $\mu$, a change $q_A \to \alpha q_A$ would correspond to a change $f_A \to \alpha^k f_A$ and a change $L \to \alpha^\mu L$. Therefore, under a change $f_A \to \alpha f_A$, we should have $q_A \to \alpha^{1/k} q_A$ and $L \to \alpha^{\mu/k} L$ and we can conclude that the degree of $L$ in the variable $f_A$ is $\mu/k$. But as is clear from Section 3.2, this argument fails for the transformation $g_{ab} \to g^{ab}$. To find out the error in the above argument and to derive the correct result, consider a general term in the Lagrangian of the form $(q_A)^\mu (\partial q_B)^\lambda$. The notation $(q_A)^\mu$ here corresponds to a term of the form $(\{q_A q_B \ldots \} \to \mu$ terms) and $(\partial q_B)^\lambda$ corresponds to a term of the form $(\{\partial q_A \partial q_B \ldots \} \to \lambda$ terms). In terms of the new variables $f_A$, this term becomes

$$
(q_A)^\mu (\partial q_B)^\lambda = (q_A[f_c])^\mu (\partial q_B) (\partial f_c)^\lambda, \tag{A.7}
$$

where we have made use of the fact that $q_A$ does not depend on the derivatives of $f_B$. Now, this assumption also tells us that $(\partial q_B / \partial f_c)$ is a function of $f_A$ alone and not its derivatives. Thus, the factor containing derivatives of $f_A$ is $(\partial f_c)^\lambda$ confirming that the degree in derivatives does not change under the transformation. The factor that depends only on the variables $f_A$ and not on its derivatives is

$$
(q_A[f_c])^\mu (\partial q_B) (\partial f_c)^\lambda. \tag{A.8}
$$

We have considered $f_A$ to be a homogeneous function of $q_B$, and $q_B$ only, of degree $k$. Since we are conserving the degrees of freedom, we should be able to invert these functions and express $q_B$ in terms of $f_A$ as homogeneous functions of degree $1/k$ in $f_A$. Then, $(\partial q_B / \partial f_c)$ will be a homogeneous function of $f_A$ of degree $(1/k) - 1$. Hence, the above function will be a homogeneous function of $f_A$ alone, and of degree $(1/k)\mu + [(1/k) - 1]\lambda$.

It is straightforward to generalize our results for $(q_A)^\mu (\partial q_B)^\lambda$ to $L$ and conclude that, under a transformation from variables $q_A$ to variables $f_B$ homogeneous of degree $k$ in $q_A$ and independent of the derivatives of $q_A$, we shall have

$$
\mu \to \frac{\mu}{k} + \left(\frac{1}{k} - 1\right) \lambda; \quad \lambda \to \lambda; \quad \text{i.e.,} \quad \lambda + \mu \to \frac{\lambda + \mu}{k}. \tag{A.9}
$$

Thus, from Eq. (A.1), Eq. (A.6) and Eq. (A.9), the form of Eq. (19) is conserved only if we transform to a variable which is homogeneous of degree $k = 1$ in $g_{ab}$. This obviously breaks down for $g^{ab}$, which has $k = -1$. The determinant of $g_{ab}$, $g$, does not have the required number of degrees of freedom and has $k = 4$ in four dimensions and is also unsuitable. But the variable

$$
f^{ab} = \sqrt{-g} g^{ab}
$$

has the required number of degrees of freedom and has $k = 1$, thus providing a useful alternative, contravariant in its two indices, to $g_{ab}$.

## B Useful properties and relations pertaining to $f^{ab}$

In this appendix, we shall list out some useful properties and relations pertaining to $f^{ab} = \sqrt{-g} g^{ab}$. Its determinant is given by

$$
f = \det (f^{ab}) = \det (g_{ab}) = g. \tag{B.1}
$$

Hence, all the $\sqrt{-g}$ factors that hang around in expressions can be replaced by $\sqrt{-f}$. In order to use the well-known formulas used in variation of the gravitational action while working with $f^{ab}$, we need to relate the variation of $g^{ab}$ to the variation of $f^{ab}$. This relation is given by

$$
\delta g^{lm} = \frac{\delta f^{lm}}{\sqrt{-f}} - \frac{f^{lm} f_{ab} \delta f^{ab}}{2(\sqrt{-f})^3} = \frac{B_{ab}}{\sqrt{-f}}, \tag{B.2}
$$
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where \( B_{ab}^{lm} \equiv (1/2)(\delta^l_a \delta^m_b + \delta^m_a \delta^l_b) - (1/2)g^{lm}g_{ab} = \delta^l_a \delta^m_b - (1/2)g^{lm}g_{ab} \). We shall take \( B_{ab}^{lm} \) to be \( B_{ab}^{lm} \) so that \( B_{lmab} = g_{l(a}g_{mb)} - (1/2)g_{lm}g_{ab} \). \( B_{ab}^{lm} \) satisfies the relation

\[
B_{ab}^{lm}B_{cd} = \delta^l(c \delta^m_d).
\]

This relation is valid even if we remove the explicit symmetrisation in both \( B_{ab}^{lm} \) and the right-hand side of this relation. Using this relation, we can easily invert Eq. (B.2) and obtain (see Chapter 6 in \[32\])

\[
\delta f^{lm} = \sqrt{-g}B_{ab}^{lm} \delta g^{ab}.
\]

Hence, we have, for any two-indexed object \( X_{im} \)

\[
X_{im} \delta g^{im} = \frac{1}{\sqrt{-g}}[X_{ab} - \frac{1}{2}g_{ab}g^{lm}X_{lm}] \delta f^{ab}
\]

\[
= \frac{1}{\sqrt{-g}}[X_{ab} - \frac{1}{2}g_{ab}X] \delta f^{ab}
\]

Therefore,

\[
\sqrt{-g}G_{ab} \delta g^{ab} = R_{ab} \delta f^{ab}.
\]

The Euler-Lagrange function (see Section 4.3) \( F_{ab} \) for the variable \( f^{ab} \) is

\[
F_{ab} \equiv \frac{\partial (\sqrt{-g}L_{\text{quad}})}{\partial f^{ab}} - \partial_c \left[ \frac{\partial (\sqrt{-g}L_{\text{quad}})}{\partial (\partial_c f^{ab})} \right] = R_{ab}.
\]

This expression can be arrived at either by explicit computation or by staring at Eq. (26).

\[\text{C} \quad \text{Proof of the Conservation Equation} \quad \partial_i(t^i_k - 16\pi \sqrt{-g}T^i_k) = 0\]

Consider the object \( \partial_i t^i_k \). We have, using the definition in Eq. (91),

\[
\partial_i t^i_k = \partial_i \left[ \frac{\partial (\sqrt{-g}L_{\text{quad}})}{\partial (\partial_i f^{ab})} \partial_k f^{ab} - \delta^i_k \sqrt{-g}L_{\text{quad}} \right]
\]

\[
= \partial_i \left[ \frac{\partial (\sqrt{-g}L_{\text{quad}})}{\partial (\partial_i f^{ab})} \partial_k f^{ab} \right] - \partial_i \left[ \frac{\partial (\sqrt{-g}L_{\text{quad}})}{\partial f^{ab}} \right] \partial_k f^{ab}
\]

\[
= \left\{ \partial_i \left[ \frac{\partial (\sqrt{-g}L_{\text{quad}})}{\partial (\partial_i f^{ab})} \right] - \frac{\partial (\sqrt{-g}L_{\text{quad}})}{\partial f^{ab}} \right\} \partial_k f^{ab}
\]

\[
= -R_{ab} \partial_k f^{ab}
\]

(C.1)

It is clear from the above equation that, in the absence of matter, the object \( t^i_k \) will be conserved once we impose the equations of motion.

To generalize to the case with matter present, start from the Bianchi identity \( \sqrt{-g}\nabla_i G^i_k = 0 \). Then, we have \( \sqrt{-g}\nabla_i R^i_k = (\sqrt{-g}/2)\nabla_k R \), implying

\[
2\partial_i(\sqrt{-g}R^i_k) = \sqrt{-g}g^{ab}\nabla_k R_{ab} + \sqrt{-g}R_{ab} \partial_k g_{ab} = f^{ab} \partial_k R_{ab}.
\]

(C.2)

Hence, we have

\[
\partial_i t^i_k = -R_{ab} \partial_k f^{ab} = -\partial_k (\sqrt{-g}R) + f^{ab} \partial_k R_{ab}
\]

\[
= -\partial_k (\sqrt{-g}R) + 2\partial_i (\sqrt{-g}R^i_k) = 2\partial_i \left[ \sqrt{-g}(R^i_k - \frac{\delta^i_k}{2} R) \right]
\]

\[
= 2\partial_i \left[ \sqrt{-g}G^i_k \right] = 16\pi \partial_i (\sqrt{-g}T^i_k)
\]

(C.3)

where we have used the Einstein equations \( G^i_k = 8\pi T^i_k \) in the last step. Thus, we obtain the general conservation equation

\[
\partial_i (t^i_k - 16\pi \sqrt{-g}T^i_k) = 0
\]

(C.4)
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