LINEAR STABILITY OF HOMOGENEOUS AND QUASI-HOMOGENEOUS N-BODY PROBLEM BY SYMMETRY GROUPS
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Abstract. Motivated by Xia-Zhou’s recent work on applying symmetry groups to the N-body problem, we will study relative equilibria of the equilateral triangle and the square configurations under $\alpha$-homogeneous and quasi-homogeneous potentials with this method. After linearizing the corresponding second order equations, with appropriate coordinate transformations, we study the linear stability of the relative equilibria by decomposing each $2n \times 2n$ matrix into a series of $2 \times 2$ matrices.
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1. Introduction

In 2008, Xia [16] provided insights on how the symmetry groups can be utilized to the stability of the N-body problem. Recently, Xia-Zhou [17] successfully applied this method to the linear stability of equal mass of three and four body problems. In this paper, we will study the linear stability of the corresponding relative equilibria $\alpha$-homogeneous and quasi-homogeneous potentials by systematically applying this method.

The problem under $\alpha-$homogeneous potential is a natural generalisation of the Newtonian gravitational attraction, where $\alpha = 1$. Many properties of the Newtonian N-body problem (cf. [12] [14]) have comparable properties in the homogeneous case. Furthermore, we will extend them to quasi-homogeneous N-body problem.

In Newtonian N-body problem, it is well-known that a relative equilibrium possesses very special configuration, which is called a central configuration. It is hard to find central configurations as one needs to solve highly nonlinear algebraic equations [6]. There are many open problems about central configurations. For example, relative equilibria of the three-body problem were solved by Euler and Lagrange, whereas for more than three body problem even the finiteness of central configurations is still an open problem. (cf. [1] [2] [7])
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In Barutello [5], they use spectral flow [4] to prove the following theorem.

**Theorem 1.** [9] Let $\bar{x}$ be a critical point of the augmented potential and assume that it has even nullity. If the Morse index of $\bar{x}$ is odd, then the relative equilibrium corresponding to $\bar{x}$ is spectrally unstable.

For $\alpha$-homogeneous potential, they demonstrated that the first eight eigenvalues are always degenerate, if the relative equilibrium is non-degenerate, i.e., the remaining $4n-8$ eigenvalues are different from 0. In other words, the $4n-8$ eigenvalues are linked to the essential part of the dynamic. Take Lagrangian triangle with equal mass under $\alpha$-homogeneous potential as an example, they concluded that the equilateral triangle is spectrally unstable for any $\alpha \in (0, 2)$, this accords with the fact every regular polygon is linearly unstable in the gravitational case. (cf. [5] [11])

In Xia-zhou [17], they analysed the Newtonian N-body problem with certain symmetries, and the local stability of certain relative equilibria corresponding to symmetric central configurations. To be more specific, they considered two examples, the equilateral triangle with a fourth mass at the center and the square configurations with equal mass. After linearizing the second order equation, they used group representation theory to decompose the hessian matrix $H$ into several lower order matrices in appropriate coordinates, leading to a series of lower order equations. As a result, eigenvalue calculations are effectively simplified and accurate.

In Santoprete [13], they concisely proved that linear stability is achieved only when $a < 2$, which is based on the idea of Moeckel (1992) [10]. And they concluded that relative equilibria of the equilateral triangle configuration can be spectrally stable for $0 < a < 2$, when one of the masses is significantly larger than the others. Thus they inferred that if $a > 0$, the case, where $m_1 = m_2 = m_3$, is always unstable.

By applying the group representation theory, we systematically examine the linear stability of the equilateral triangle and the square configurations under $\alpha$-homogeneous potentials of relative equilibria with equal masses, and we obtain that for $\alpha > 0$, these relative equilibria are unstable.

For configurations with potential functions $U = U_1 + U_2$, where $U_1$ and $U_2$ are homogeneous functions of degree $-a$ and $-b$, respectively, with $0 < a < b$. This type of function $U$ is known as quasi-homogeneous potential. Since the Manev potential, defined as $U(r) \sim \frac{1}{r} + \frac{1}{r^2}$, where $r$ is the relative distance between two mass points, is an alternative to the Newtonian potential that has a wide variety of applications in astrophysics and mechanics [8]. And the Schwarzschild potential, defined as $U(r) \sim \frac{1}{r} + \frac{1}{r^2}$, models astrophysical and stellar dynamic systems in a classical context [3]. Therefore we choose these potentials to analyse the linear stability of the relative equilibria of the equilateral triangle and the
square configurations with these potentials, in order to see if a similar conclusion can be reached. As a result, we show that the linear stability of the equilateral triangle and the square configurations under the Manev and the Schwarzschild potentials of relative equilibria with equal mass are unstable.

The paper is organized as follows. In section 1 we give the background of the N-body problem and the linear stability of relative equilibria of three and four body problems. In addition, we compare the methods and results of various researches. In section 2 we review the basic concepts of central configuration, Hamiltonian of the N-body system and the group theory, all of which will be used in subsequent analysis.

In section 3, using the group representation theory, we analyse the linear stability of relative equilibria in the N-body problem. We obtain a second-order equation from the Hamilton system. Furthermore, with appropriate coordinates, we linearize the second-order equation, greatly simplifying our calculations. In section 3.2 and section 3.3, we calculate the linear stability of relative equilibria of the equilateral triangle and the square configurations under homogeneous potential. With initial values and corresponding potentials, we get the Hessian matrices $H_1$ and $H_2$. Applying the representation theory, we get different trace equations, which help us find new coordinates. After linearizing the second-order equations, we can solve all the eigenvalues. By analysing them, we conclude that these configurations are unstable.

From section 4.1 to section 4.4, we study the linear stability of the equilateral triangle and the square configurations of the Manev and Schwarzschild potentials, respectively, in detail. Unlike former homogeneous potential cases, we can not use Euler formula directly, but the original definition of central configurations to get the frequency $\omega^2$. Then we apply similar methods to calculate the Hessian matrices $H_i$, $i = 3, 4, 5, 6$. By analysing all the eigenvalues, we find these configurations are unstable.

2. Preliminaries

In this section, we briefly review central configuration and the group theory that we will use in subsequent sections.

2.1. Central configuration. We consider the equation

$$m_i \ddot{q}_i = \partial_i U = \alpha \sum_{1 \leq i < j \leq n} \frac{m_i m_j (q_j - q_i)}{\|q_i - q_j\|^{\alpha + 2}},$$

where $U = \sum_{1 \leq i < j \leq n} \frac{m_i m_j}{\|q_i - q_j\|}$. 
Let the location of particles be \( q_i \in \mathbb{R}^2, i = 1, 2, \ldots, n \), let \( q_i(t) = \phi(t)a_i \), where \( a_i \) is a constant vector and \( \phi(t) \) is a scalar vector. A solution of this form is known as a homothetic solution.

Then the equation is

\[
\lambda_\alpha m_i a_i = \nabla U(a_i), \alpha > 0,
\]

where \( \ddot{\phi} = -\frac{\lambda_\alpha}{\phi^{\alpha+1}}, \lambda_\alpha = \frac{\alpha U(\alpha)}{2I(\alpha)}. \)

**Definition 1.** A central configuration is a configuration satisfies equation (2).

It is well-known that central configuration is the critical point of function \( I^\frac{\alpha}{2}U \), where \( I \) satisfies

\[
I = \frac{1}{2} \sum_{i=1}^{n} m_i |q_i|^2.
\]

The function \( I \) is the moment of inertia of the N-body problem, the function \( U \) is the \( \alpha \)-homogeneous self-potential function.

In particular, on the set \( S = \{ \mathbf{q} = (q_1, \ldots, q_n) \in R^{2n} \mid I = 1 \} \), the central configuration is equivalent to the critical point of \( U \).

2.2. Hamiltonian of the N-body system. Let \( p_i = m_i \dot{q}_i \) be the momentum, the hamiltonian of the N-body problem is

\[
H = K - U,
\]

where

\[
K = \sum_{i=1}^{n} \frac{|p_i|^2}{2m_i}. \]

Thus the equation (1) is equal to

\[
\begin{cases}
\dot{q}_i = \frac{\partial H}{\partial p_i} = \frac{p_i}{m_i}, \\
\dot{p}_i = -\frac{\partial H}{\partial q_i} = \frac{\partial U}{\partial q_i}.
\end{cases}
\]

2.3. The group theory.

**Definition 2.** Let \( G \) be a group, a homomorphism \( \mathcal{D} \) of \( G \) into the group of \( n \times n \) invertible matrices is a representation of \( G \) of degree \( n \).

For any \( A \in G, \mathcal{D}(A) \) is \( n \times n \) non-singular matrix, \( \forall A_1, A_2 \in G \), we have \( \mathcal{D}(A_1) \mathcal{D}(A_2) = \mathcal{D}(A_1A_2) \).

**Definition 3.** \([13]\) Let \( \mathcal{D} \) be a representation of a group \( G \) of degree \( n \). \( \forall A \in G \), let \( \chi(A) = \text{Tr}(\mathcal{D}(A)) \), thus \( \chi \) defines a complex valued function on group \( G \), this function is called the character of the representation.

In particular, representations with the same character are necessarily equivalent.
Definition 4. \[16\] Character of irreducible representation form an orthonormal basis under suitable defined inner product. Let \(\chi_i\) and \(\chi_j\) be characters of representations of a finite group \(G\). We define the inner product by the formula

\[
(\chi_i, \chi_j) = \frac{1}{|G|} \sum_{A \in G} \overline{\chi_i(A)} \chi_j(A),
\]

where \(G\) is a finite group and \(|G|\) is the number of elements in \(G\).

Remark 1. \[16\] This definition can be extended to infinite groups.

With the above inner product of group representation, we have that if \(\chi_1, \chi_2, \ldots, \chi_k\) are characters of distinct irreducible representations, then

\[
(\chi_i, \chi_j) = \delta_{ij}, i, j = 1, 2, \ldots, k.
\]

Theorem 2. \[16\] Let \(D_1, D_2, \ldots, D_h\) be a set of irreducible representations of finite group \(G\) and \(h\) is the number of conjugacy classes of \(G\). Let \(D_1, D_2, \ldots, D_h\) be the characters of these representations, with character \(\chi\), any representation \(D\) of \(G\) satisfies

\[
D \sim n_1 D_1 \oplus n_2 D_2 \oplus \cdots \oplus n_h D_h.
\]

Definition 5. \[17\] Let \(G\) be the finite group, \(A\) is the element of \(G\), \(A\) acts on some vector space as a linear operator. We assume \(H\) is another linear operator defined on the same vector space, then \(H\) is invariant under the group \(G\), if

\[
\forall A \in G, HA = AH.
\]

We consider the eigenspace \(V_\lambda\) of \(H\), \(\forall \phi \in V_\lambda\), we obtain

\[
H\phi = \lambda\phi \Rightarrow AH\phi = \lambda A\phi \Rightarrow H(A\phi) = \lambda A\phi.
\]

\(A\phi\) is an eigenvector for \(H\) with the same eigenvalue. Denote \(\phi_1, \phi_2, \ldots, \phi_k\) as a basis of the eigenspace \(V_\lambda\), then

\[
A\phi_j = \sum_{i=1}^{k} D_{ij}(A)\phi_i, \quad j = 1, 2, \ldots, k.
\]

Let \(D(A)\) be a matrix that constitutes by \(D_{ij}(A)\), for \(A, B \in G\), we have

\[
D(BA) = D(B)D(A).
\]

So \(D\) is a group representation of \(G\). \[17\]

We assume that the \(n \times n\) matrix \(H\) is the Hessian matrix of a smooth function of \(n\) variables, and we choose \(n\) independent eigenvectors of \(H\) to form the basis
of \( \mathbb{R}^n \). There is an invertible matrix \( P \), fulfilling \( \forall A \in G, P \mathcal{D}(A)P^{-1} = \mathcal{D}'(A) \) and \( PHP^{-1} = H' \), where \( H' \) is formed by

\[
H' = \begin{pmatrix}
\lambda_1 & 0 & \ldots & 0 \\
0 & \lambda_2 & \ldots & 0 \\
0 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \lambda_n
\end{pmatrix}.
\]

In the new coordinate system, the group representation is

\[
\mathcal{D}'(A) = \begin{pmatrix}
\mathcal{D}_1(A) & 0 & \ldots & 0 \\
0 & \mathcal{D}_2(A) & \ldots & 0 \\
0 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \mathcal{D}_k(A)
\end{pmatrix}.
\]

In addition, it satisfies

\[
(11) \quad \deg(\mathcal{D}_1(A)) + \deg(\mathcal{D}_2(A)) + \cdots + \deg(\mathcal{D}_k(A)) = n.
\]

Thus we obtain

\[
H \mathcal{D}(A) = H' \mathcal{D}'(A) = \begin{pmatrix}
\lambda_1 \mathcal{D}_1(A) & 0 & \ldots & 0 \\
0 & \lambda_2 \mathcal{D}_2(A) & \ldots & 0 \\
0 & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & \lambda_k \mathcal{D}_k(A)
\end{pmatrix}.
\]

The group representation \( \mathcal{D} \) is equivalent to \( \mathcal{D}_1 \oplus \mathcal{D}_2 \oplus \cdots \oplus \mathcal{D}_k \). [17]

3. The Stability of Relative Equilibria of the N-body Problem

3.1. The stability of relative equilibrium of the N-body problem. In this section, we analyse the stability of relative equilibria of the N-body problem in detail.

When \( n \) particles move in concentric circles with the same angular velocity, then there is a series of special solutions known as relative equilibria. Let the center of concentric circle be at the origin, then

\[
\begin{align*}
q_i^* &= \exp(-\omega J t) a_i, \\
p_i^* &= -m_i \omega J \exp(-\omega J t) a_i,
\end{align*}
\]

where \( a_i \) is a constant vector.
While $J$ is the standard symplectic matrix
\[ J = \begin{pmatrix} 0 & 1 \\ -1 & 0 \end{pmatrix}. \]

And the form of $\exp(-\omega J t)$ is
\[ \exp(-\omega J t) = \begin{pmatrix} \cos(\omega t) & -\sin(\omega t) \\ \sin(\omega t) & \cos(\omega t) \end{pmatrix}, \]
where $\omega$ is a positive constant satisfying the following equation.
\[ \omega^2 a_i + \sum_{\substack{j=1 \\ j \neq i}}^n \frac{m_j (a_j - a_i)}{|a_j - a_i|} = 0. \]  
(13)

For the equation (13), we perform linear transformation
\[ \begin{aligned} q_i &= \exp(-\omega J t) x_i, \\ p_i &= \exp(-\omega J t) y_i. \end{aligned} \]
(14)

The equation is transformed as
\[ \begin{aligned} \dot{x}_i &= \omega J x_i + \frac{p_i}{m_i}, \\ \dot{y}_i &= \omega J y_i + \sum_{\substack{j=1 \\ j \neq i}}^n \frac{m_j m_i (x_j - x_i)}{|x_j - x_i|}. \end{aligned} \]
(15)

As we know, the Hamilton system satisfies
\[ \begin{aligned} \dot{x}_i &= \frac{\partial H}{\partial y_i}, \\ \dot{y}_i &= -\frac{\partial H}{\partial x_i}. \end{aligned} \]
(16)

Thus with the same angular velocity, the Hamilton system is
\[ \begin{aligned} H &= \sum_{i=1}^n \left( \frac{|y_i|^2}{2m_i} - \omega x_i^T J y_i \right) - \sum_{1 \leq i < j \leq n} \frac{m_i m_j}{|x_i - x_j|}. \end{aligned} \]
(17)

Both sides of this equation eliminate $y_i$ at the same time, which is transformed into the second-order equation
\[ \ddot{x}_i = 2\omega J \dot{x}_i + \omega^2 x_i + \frac{1}{m_i} \sum_{\substack{j=1 \\ j \neq i}}^n \frac{m_i m_j (x_j - x_i)}{|x_j - x_i|^\alpha}. \]
(18)

In order to simplify our calculation, we assume that the masses of all the particles are 1. By analysing this equation, we find that the first and second terms on the right-hand side of the equation are linear, thus we only need to linearize the last term, which is related to potential $U$. This term is equivalent to the gradient of the potential, hence we mark it $\nabla x_i U(x_i)$. 

Therefore the linearized second-order equation is
\[
\ddot{x}_i = 2\omega J\dot{x}_i + \omega^2 x_i + \nabla_{x_i} U, \quad x \in \mathbb{R}^2.
\]

Let \( X = \begin{pmatrix} x_1 \\ \vdots \\ x_n \end{pmatrix} \in \mathbb{R}^{2n} \), substituting this into the equation (19), we get
\[
\ddot{X} = 2\omega J\dot{X} + \omega^2 X + D^2 U(z_0) X,
\]
where \( z_0 \) is the corresponding central configuration.

We find that if \( \lambda \) is a double eigenvalue we can choose appropriate eigenvectors of \( \lambda \) satisfying \( J(V_1, V_2) = (V_1, V_2) \).

If the eigenspace \( E_{\lambda_i} = \text{span} \{ V_1, V_2 \} \) of \( \lambda \) satisfies \( J(V_1, V_2) = (V_1, V_2) \), then on each eigenspace, the linearized equation under this new basis is decomposed to
\[
\ddot{x} = 2\omega J\dot{x} + (\omega^2 I_2 + \Lambda_i) x,
\]
where \( \Lambda_i = \begin{pmatrix} \lambda_i & 0 \\ 0 & \lambda_i \end{pmatrix} \). If \( \lambda \) is a double eigenvalue, the index satisfies \( i = j \).

### 3.2. The stability of relative equilibria of equilateral triangle problem with equal mass.

Let \( z \in \mathbb{R}^6 \) satisfy \( z = (x_1, y_1, x_2, y_2, x_3, y_3)^T \), we choose the vertices of the equilateral triangle
\[
z_0 = (1, 0, -\frac{1}{2}, \frac{\sqrt{3}}{2}, -\frac{1}{2}, -\frac{\sqrt{3}}{2})^T
\]
as a critical point.

Then we assume that the corresponding relative equilibria are
\[
q_1 = \begin{pmatrix} \cos \omega t \\ \sin \omega t \end{pmatrix}, \quad q_2 = \begin{pmatrix} \cos (\omega t + \frac{2\pi}{3}) \\ \sin (\omega t + \frac{2\pi}{3}) \end{pmatrix}, \quad q_3 = \begin{pmatrix} \cos (\omega t + \frac{4\pi}{3}) \\ \sin (\omega t + \frac{4\pi}{3}) \end{pmatrix}.
\]

In \( \alpha \)-homogeneous three-body system, the degree of \( U \) is \( \alpha \), the degree of \( I \) is 2, thus we apply Euler formula to calculate
\[
\omega^2 = \frac{\alpha U(z_0)}{2I(z_0)} = 3^{-\frac{\alpha}{2}} \alpha.
\]

Then we obtain relative equilibria with initial configuration
\[
z_0 = (1, 0, -\frac{1}{2}, \frac{\sqrt{3}}{2}, -\frac{1}{2}, -\frac{\sqrt{3}}{2})^T.
\]

We write the Hessian matrix \( H_1 := \frac{\partial^2 U(z)}{\partial z^2} \) at \( z_0 \) as
representation theory to study the related eigenvalues and eigenvectors of $H$. Clearly, $H_1$ is invariant under the group action $S_3$. Therefore we use the group representation theory to study the related eigenvalues and eigenvectors of $H_1$.

Elements of the symmetric group $S_3$ are $3 \times 3$ matrices as follows.

$I = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}$, $T = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}$, $R = \begin{pmatrix} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}$.

$R^2 = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix}$, $TR = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}$, $TR^2 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}$.

Let $D_1(A) = I$, $D_2(A) = det(A)$, we deduce that $D_1(A)$ and $D_2(A)$ are both of degree 1.

And for the third group representation $D_3(A)$ of $S_3$, its degree is 2. Thus we define $D_3(A)$ as follows.

$D_3(I) = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}$, $D_3(T) = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}$.

$D_3(R) = \begin{pmatrix} -\frac{1}{2} & -\frac{\sqrt{3}}{2} \\ -\frac{\sqrt{3}}{2} & -\frac{1}{2} \end{pmatrix}$, $D_3(R^2) = \begin{pmatrix} -\frac{1}{2} & \frac{\sqrt{3}}{2} \\ -\frac{\sqrt{3}}{2} & -\frac{1}{2} \end{pmatrix}$.

$D_3(TR) = \begin{pmatrix} -\frac{1}{2} & -\frac{\sqrt{3}}{2} \\ -\frac{\sqrt{3}}{2} & \frac{1}{2} \end{pmatrix}$, $D_3(TR^2) = \begin{pmatrix} -\frac{1}{2} & \frac{\sqrt{3}}{2} \\ -\frac{\sqrt{3}}{2} & \frac{1}{2} \end{pmatrix}$.

The group representation $D_3(A)$ establishes an isomorphism between $S_3$ and $D_3$.

The character table of $S_3$ is

$$
\begin{array}{c|cccc}
A/\chi(A) & \chi_1 & \chi_2 & \chi_3 & \chi_4 \\
\hline
I & 1 & 1 & 2 & 3 \\
R & 1 & 1 & -1 & 0 \\
R^2 & 1 & 1 & -1 & 0 \\
T & 1 & -1 & 0 & 1 \\
TR & 1 & -1 & 0 & 1 \\
TR^2 & 1 & -1 & 0 & 1 \\
\end{array}
$$
For every element $A$ of group $S_3$, we apply linear transformation $\mathcal{D}(A)$ to express the effect of $A$ on $H_1$, thus the transformation can be stated as $\mathcal{D}(A)H_1$.

Since $H_1$ is invariant under the action of $S_3$, we obtain

$$\forall A \in S_3, \mathcal{D}(A)^{-1}H_1\mathcal{D}(A) = H'_1.$$ 

Then for the group representation $\mathcal{D}$ of group $S_3$, the degree is 6.

We list elements of the group representation $\mathcal{D}$ of group $S_3$, where the matrix $R$ represents the entire configuration rotating $\frac{2\pi}{3}$ clockwise.

$$\mathcal{D}(R) = \begin{pmatrix}
0 & 0 & 0 & 0 & -\frac{1}{2} & -\frac{\sqrt{3}}{2} \\
0 & 0 & 0 & 0 & \frac{\sqrt{3}}{2} & -\frac{1}{2} \\
-\frac{1}{2} & -\frac{\sqrt{3}}{2} & 0 & 0 & 0 & 0 \\
-\frac{\sqrt{3}}{2} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & -\frac{1}{2} & -\frac{\sqrt{3}}{2} & 0 & 0 \\
0 & 0 & \frac{\sqrt{3}}{2} & -\frac{1}{2} & 0 & 0 \\
\end{pmatrix}.$$ 

And the matrix $T$ is a reflection about $x$-axis.

$$\mathcal{D}(T) = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 \\
0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 \\
\end{pmatrix}.$$ 

Representations of other elements of $S_3$ are generated by $\mathcal{D}(R)$ and $\mathcal{D}(T)$. Let $\chi(I)$ be the character of $\mathcal{D}$, then the character table is

| $A/\chi(A)$ | $\chi_1$ | $\chi_2$ | $\chi_3$ | $\chi_4$ |
|------------|--------|--------|--------|--------|
| $I$        | 6      | 1      | 1      | 2      | 3      |
| $R$        | 0      | 1      | 1      | -1     | 0      |
| $R^2$      | 0      | 1      | 1      | -1     | 0      |
| $T$        | 0      | 1      | -1     | 0      | 1      |
| $TR$       | 0      | 1      | -1     | 0      | 1      |
| $TR^2$     | 0      | 1      | -1     | 0      | 1      |

From this character table, we obtain $\chi = \chi_1 + \chi_2 + 2\chi_3$, which means $\mathcal{D}$ is equivalent to $\mathcal{D}_1 \oplus \mathcal{D}_2 \oplus \mathcal{D}_3 \oplus \mathcal{D}_3$.

Now suppose the matrix $H_1$ is in its Jordan canonical form, with suitable co-ordinates. Using $S_3$ symmetries in $H_1$, we group all multiple eigenvalues into the Jordan canonical form. Rearranging the order of eigenvalues, we assume that with
new coordinates, the transformation $\mathcal{D}(A)$ is represented as

$$
\mathcal{D}'(A) = \begin{pmatrix}
\mathcal{D}_1(A) & 0 & 0 & 0 \\
0 & \mathcal{D}_2(A) & 0 & 0 \\
0 & 0 & \mathcal{D}_3(A) & 0 \\
0 & 0 & 0 & \mathcal{D}_3(A)
\end{pmatrix}.
$$

We write the Jordan canonical form $H'_1$ of matrix $H_1$ as follow.

$$
H'_1 = \begin{pmatrix}
\lambda_1 & 0 & 0 & 0 & 0 \\
0 & \lambda_2 & 0 & 0 & 0 \\
0 & 0 & \lambda_3 & 0 & 0 \\
0 & 0 & 0 & \lambda_3 & 0 \\
0 & 0 & 0 & 0 & \lambda_4
\end{pmatrix}.
$$

Then

$$
H_1 \mathcal{D}(A) = H'_1 \mathcal{D}'(A) = \begin{pmatrix}
\lambda_1 \mathcal{D}_1(A) & 0 & 0 & 0 \\
0 & \lambda_2 \mathcal{D}_2(A) & 0 & 0 \\
0 & 0 & \lambda_3 \mathcal{D}_3(A) & 0 \\
0 & 0 & 0 & \lambda_4 \mathcal{D}_3(A)
\end{pmatrix}.
$$

The trace of $H_1 \mathcal{D}(A)$ is

$$
\text{Tr}(H_1 \mathcal{D}(A)) = H'_1 \mathcal{D}'(A) = \lambda_1 \chi_1(A) + \lambda_2 \chi_2(A) + \lambda_3 \chi_3(A) + \lambda_4 \chi_3(A).
$$

For $A = I$, the corresponding trace of $H_1 \mathcal{D}(A)$ is

$$
\text{Tr}(H_1) = \lambda_1 + \lambda_2 + 2 (\lambda_3 + \lambda_4) = 2 \times 3^{-\frac{\alpha}{2}} \alpha^2.
$$

For $A = R$, the corresponding trace of $H_1 \mathcal{D}(R)$ is

$$
\text{Tr}(H_1 \mathcal{D}(R)) = \lambda_1 + \lambda_2 - (\lambda_3 + \lambda_4) = \frac{1}{2} \times 3^{-\frac{\alpha}{2}} \alpha^2.
$$

For $A = T$, the corresponding trace of $H_1 \mathcal{D}(T)$ is

$$
\text{Tr}(H_1 \mathcal{D}(T)) = \lambda_1 - \lambda_2 + 0 (\lambda_3 + \lambda_4) = 3^{-\frac{\alpha}{2}} \alpha (2 + \alpha).
$$

We solve the above equations by combining them.

$$
\lambda_1 = 3^{-\frac{\alpha}{2}} \alpha (1 + \alpha), \lambda_2 = -3^{-\frac{\alpha}{2}} \alpha, \lambda_3 + \lambda_4 = \frac{1}{2} \times 3^{-\frac{\alpha}{2}} \alpha^2.
$$

Since at least two eigenvalues are equal to 0, thus we assume $\lambda_3 = 0$.

Substituting this assumption to the characteristic polynomial, we obtain

$$
\lambda_4 = \frac{1}{2} \times 3^{-\frac{\alpha}{2}} \alpha^2.
$$

In conclusion, the eigenvalues of matrix $H_1$ are as follows.
where $\lambda_3$ and $\lambda_4$ are double eigenvalues, and others are simple eigenvalues.

The forms of $\Lambda_i (i = 1, 2, 3)$ are obtained by combining the eigenvalues.

$$\Lambda_1 = \begin{pmatrix} \lambda_1 & 0 \\ 0 & \lambda_2 \end{pmatrix}, \quad \Lambda_2 = \begin{pmatrix} \lambda_3 & 0 \\ 0 & \lambda_3 \end{pmatrix}, \quad \Lambda_3 = \begin{pmatrix} \lambda_4 & 0 \\ 0 & \lambda_4 \end{pmatrix}.$$

Applying the group theory, we choose a series of eigenvectors as follows.

For $\lambda_1$, we choose the eigenvector $v_1 = \begin{pmatrix} 1, 0, -\frac{1}{2}, \frac{\sqrt{3}}{2}, -\frac{1}{2}, -\frac{\sqrt{3}}{2} \end{pmatrix}^T$;

For $\lambda_2$, we choose the eigenvector $v_2 = \begin{pmatrix} 0, 1, -\frac{\sqrt{3}}{2}, -\frac{1}{2}, \frac{\sqrt{3}}{2}, -\frac{1}{2} \end{pmatrix}^T$;

The eigenvalue $\lambda_3$ is a double characteristic root, we choose two linearly independent eigenvectors, which are $v_3 = \begin{pmatrix} 0, 1, 0, 1, 0, 1 \end{pmatrix}^T, v_4 = \begin{pmatrix} 1, 0, 1, 0, 1, 0 \end{pmatrix}^T$;

The eigenvalue $\lambda_4$ is also a double characteristic root, we choose two linearly independent eigenvectors, which are

$$v_5 = \begin{pmatrix} 0, 1, -\frac{\sqrt{3}}{2}, -\frac{1}{2}, -\frac{\sqrt{3}}{2}, -\frac{1}{2} \end{pmatrix}^T, v_6 = \begin{pmatrix} 1, 0, -\frac{1}{2}, -\frac{\sqrt{3}}{2}, 1, \frac{\sqrt{3}}{2} \end{pmatrix}^T.$$

Therefore we choose these eigenvectors as a basis which satisfy

$$J (v_1 \ v_2) = \begin{pmatrix} 0 & 1 & 0 & 0 & 0 & 0 \\ -1 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & -1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 1 \\ 0 & 0 & 0 & 0 & -1 & 0 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ -\frac{1}{2} & -\frac{\sqrt{3}}{2} \\ -\frac{1}{2} & -\frac{\sqrt{3}}{2} \\ -\frac{1}{2} & -\frac{\sqrt{3}}{2} \end{pmatrix} \begin{pmatrix} 0 & 1 \\ -1 & 0 \\ \frac{\sqrt{3}}{2} & -\frac{1}{2} \\ -\frac{\sqrt{3}}{2} & -\frac{1}{2} \end{pmatrix} = \begin{pmatrix} 0 & 1 \\ -1 & 0 \\ \frac{\sqrt{3}}{2} & -\frac{1}{2} \\ -\frac{\sqrt{3}}{2} & -\frac{1}{2} \end{pmatrix} = (v_1 \ v_2) J.$$

We also find that for $\lambda_3 = 0$, we have $J (v_3 \ v_4) = (v_3 \ v_4) J$;
For $\lambda_4 = \frac{1}{2} \times 3^{-\frac{2}{3}}\alpha^2$, we have $J \begin{pmatrix} v_5 \\ v_6 \end{pmatrix} = \begin{pmatrix} v_5 \\ v_6 \end{pmatrix} J$.
In the new coordinate $E_\lambda = \{V_i, V_j\}, 1 \leq i, j \leq 6$, let $y_i = (x_i, \dot{x}_i)$, then the linearized second order equations are $\dot{y}_i = B_i y_i, i = 1, 2, 3$, where $B_i$ satisfy

$$B_i = \begin{pmatrix} 0 & 0 & 1 & 0 \\ \omega^2 & 0 & 0 & 1 \\ \omega^2 + \lambda_1 & 0 & 0 & 2\omega \\ 0 & \omega^2 + \lambda_2 & -2\omega & 0 \end{pmatrix} = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 3^{-\frac{2}{3}}\alpha + 3^{-\frac{2}{3}}\alpha(1 + \alpha) & 0 & 0 & 2\sqrt{3^{-\frac{2}{3}}\alpha} \\ 0 & 0 & -2\sqrt{3^{-\frac{2}{3}}\alpha} & 0 \end{pmatrix}.$$

By calculating eigenvalues of matrix $B_1$, we get

$$\begin{cases} 
\lambda'_1 = 0, \\
\lambda'_2 = 0, \\
\lambda'_3 = -i\sqrt{3^{-\frac{2}{3}}\alpha(2 - \alpha)} = -i\omega \sqrt{(2 - \alpha)}, \\
\lambda'_4 = i\sqrt{3^{-\frac{2}{3}}\alpha(2 - \alpha)} = i\omega \sqrt{(2 - \alpha)};
\end{cases}$$

Similarly, we calculate $B_2$ to obtain

$$B_2 = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ 3^{-\frac{2}{3}}\alpha & 0 & 0 & 2\sqrt{3^{-\frac{2}{3}}\alpha} \\ 0 & 3^{-\frac{2}{3}}\alpha & -2\sqrt{3^{-\frac{2}{3}}\alpha} & 0 \end{pmatrix}.$$

By calculating eigenvalues of $B_2$, we get

$$\begin{cases} 
\lambda'_5 = -i\sqrt{3^{-\frac{2}{3}}\alpha} = -i\omega, \\
\lambda'_6 = -i\sqrt{3^{-\frac{2}{3}}\alpha} = -i\omega, \\
\lambda'_7 = i\sqrt{3^{-\frac{2}{3}}\alpha} = i\omega, \\
\lambda'_8 = i\sqrt{3^{-\frac{2}{3}}\alpha} = i\omega;
\end{cases}$$
Then, for matrix $B_3$, we get

$$B_3 = \begin{pmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
3^{-\frac{\alpha}{2}} + \frac{1}{2} \times 3^{1-\frac{\alpha}{2}} & 0 & 0 & 2\sqrt{3^{-\frac{\alpha}{2}}}
\end{pmatrix}.$$  

By calculating eigenvalues of $B_3$, we get

$$\begin{cases}
\lambda'_9 = -\frac{\omega\sqrt{(3\alpha - 2\sqrt{6\alpha - 2})}}{\sqrt{2}}, \\
\lambda'_10 = \frac{\omega\sqrt{(3\alpha - 2\sqrt{6\alpha - 2})}}{\sqrt{2}}, \\
\lambda'_11 = -\frac{\omega\sqrt{(3\alpha + 2\sqrt{6\alpha - 2})}}{\sqrt{2}}, \\
\lambda'_12 = \frac{\omega\sqrt{(3\alpha + 2\sqrt{6\alpha - 2})}}{\sqrt{2}}.
\end{cases}$$

By analysing the above 12 eigenvalues, we find that for $\alpha > 0$, $\lambda'_1, \lambda'_2$ are equal to zero;

- When $\alpha \in (0, 2)$, $\lambda'_3, \lambda'_4$ are pure imaginary characteristic roots;
- When $\alpha = 2$, $\lambda'_3, \lambda'_4$ are zero roots;
- When $\alpha > 2$, $\lambda'_3, \lambda'_4$ are real characteristic roots;
- For $\alpha > 0$, $\lambda'_5, \lambda'_6, \lambda'_7, \lambda'_8$ are pure imaginary characteristic roots;
- For $\alpha > 0$, $\lambda'_9, \lambda'_10, \lambda'_11, \lambda'_12$ have nonzero real parts, since there are positive real parts, therefore the corresponding solutions are unstable.

In conclusion, the relative equilibria of equal masses of the equilateral triangle configuration under $\alpha$-homogeneous potential is unstable.

### 3.3. The stability of relative equilibria of four-body problem with equal mass.

Let $z \in \mathbb{R}^8$ be $z = (x_1, y_1, x_2, y_2, x_3, y_3, x_4, y_4)^T$, we choose the vertices of the square

$$z_0 = (1, 0, 0, 1, -1, 0, 0, -1)^T$$

as a critical point.

Then we assume the corresponding relative equilibria are

$$q_i = \begin{pmatrix}
\cos \left(\omega t + \frac{i-1}{2}\pi\right) \\
\sin \left(\omega t + \frac{i+1}{2}\pi\right)
\end{pmatrix}, i = 1, 2, 3, 4.$$

In $\alpha$-homogeneous four-body system with equal masses, the degree of $U$ and $I$ are $\alpha$ and 2 respectively, we apply Euler formula

$$\omega^2 = \frac{\alpha U(z_0)}{2I(z_0)} = (2^{-1-\alpha} + 2^{1-\alpha})\alpha.$$
Then we obtain relative equilibria with initial configuration

\[ z_0 = (1, 0, 0, 1, -1, 0, 0, -1)^T . \]

We write the Hessian matrix \( H_2 := D^2 U(z_0) \) as follows.

\[
H_2 = \begin{pmatrix} A' & C' \\ B' & D' \end{pmatrix},
\]

where the matrices \( A', B', C', D' \) are

\[
A' = \begin{pmatrix}
\frac{2^{-\alpha}(1+\alpha+2^1+\sharp\alpha)}{4} & 0 & -2^{-\frac{3}{2}+\sharp\alpha} \alpha^2 & 2^{-\frac{3}{2}+\sharp\alpha} \alpha(2+\alpha) \\
0 & \frac{2^{-\alpha}(1+2^1+\sharp\alpha)}{4} & -2^{-\frac{3}{2}+\sharp\alpha} \alpha^2 & 2^{-\frac{3}{2}+\sharp\alpha} \alpha(2+\alpha) \\
-2^{-2-\frac{3}{2}\alpha} \alpha^2 & 2^{-2-\frac{3}{2}\alpha} \alpha(2+\alpha) & \frac{2^{-\alpha}(1+2^1+\sharp\alpha)}{4} & -2^{-\frac{3}{2}+\sharp\alpha} \alpha^2 \\
2^{-2-\frac{3}{2}\alpha} \alpha(2+\alpha) & -2^{-2-\frac{3}{2}\alpha} \alpha^2 & 0 & \frac{2^{-\alpha}(1+\alpha+2^1+\sharp\alpha)}{4}
\end{pmatrix},
\]

\[
B' = \begin{pmatrix}
-2^{-2-\alpha} \alpha(1+\alpha) & 0 & -2^{-\frac{3}{2}+\sharp\alpha} \alpha^2 & 2^{-\frac{3}{2}+\sharp\alpha} \alpha(2+\alpha) \\
0 & \frac{2^{-\alpha}(1+\alpha+2^1+\sharp\alpha)}{4} & -2^{-\frac{3}{2}+\sharp\alpha} \alpha(2+\alpha) & -2^{-\frac{3}{2}+\sharp\alpha} \alpha^2 \\
-2^{-2-\frac{3}{2}\alpha} \alpha(2+\alpha) & -2^{-2-\frac{3}{2}\alpha} \alpha^2 & 2^{-\alpha}(1+\alpha+2^1+\sharp\alpha) & 0 \\
-2^{-2-\frac{3}{2}\alpha} \alpha(2+\alpha) & -2^{-2-\frac{3}{2}\alpha} \alpha^2 & 0 & 2^{-2-\alpha} \alpha(1+\alpha)
\end{pmatrix},
\]

\[
C' = \begin{pmatrix}
-2^{-2-\alpha} \alpha(1+\alpha) & 0 & -2^{-\frac{3}{2}+\sharp\alpha} \alpha^2 & 2^{-\frac{3}{2}+\sharp\alpha} \alpha(2+\alpha) \\
0 & \frac{2^{-\alpha}(1+\alpha+2^1+\sharp\alpha)}{4} & -2^{-\frac{3}{2}+\sharp\alpha} \alpha(2+\alpha) & -2^{-\frac{3}{2}+\sharp\alpha} \alpha^2 \\
-2^{-2-\frac{3}{2}\alpha} \alpha^2 & -2^{-2-\frac{3}{2}\alpha} \alpha(2+\alpha) & 2^{-\alpha}(1+\alpha+2^1+\sharp\alpha) & 0 \\
-2^{-2-\frac{3}{2}\alpha} \alpha(2+\alpha) & -2^{-2-\frac{3}{2}\alpha} \alpha^2 & 0 & -2^{-2-\alpha} \alpha(1+\alpha)
\end{pmatrix},
\]

\[
D' = \begin{pmatrix}
\frac{2^{-\alpha}(1+\alpha+2^1+\sharp\alpha)}{4} & 0 & -2^{-\frac{3}{2}+\sharp\alpha} \alpha^2 & 2^{-\frac{3}{2}+\sharp\alpha} \alpha(2+\alpha) \\
0 & \frac{2^{-\alpha}(1+2^1+\sharp\alpha)}{4} & -2^{-\frac{3}{2}+\sharp\alpha} \alpha(2+\alpha) & 2^{-\frac{3}{2}+\sharp\alpha} \alpha(2+\alpha) \\
-2^{-2-\frac{3}{2}\alpha} \alpha^2 & 2^{-2-\frac{3}{2}\alpha} \alpha(2+\alpha) & \frac{2^{-\alpha}(1+2^1+\sharp\alpha)}{4} & -2^{-\frac{3}{2}+\sharp\alpha} \alpha^2 \\
2^{-2-\frac{3}{2}\alpha} \alpha(2+\alpha) & -2^{-2-\frac{3}{2}\alpha} \alpha^2 & 0 & \frac{2^{-\alpha}(1+\alpha+2^1+\sharp\alpha)}{4}
\end{pmatrix},
\]

We find that \( \forall A \in H_2 \), the equation \( AH_2 = H_2 A \) is established with the effect of linear transformation, we obtain the results.

The trace of \( H_2 D(A) \) is

\[
\text{Tr}(H_2 D(A)) = \lambda_1 \chi_1(A) + \lambda_2 \chi_2(A) + \lambda_3 \chi_3(A) + \lambda_4 \chi_4(A) + \lambda_5 \chi_5(A) + \lambda_6 \chi_5(A).
\]
Substituting the elements of $A$ to calculate the corresponding traces.

\[
\begin{align*}
\text{Tr} (H_2 D(e)) &= \lambda_1 + \lambda_2 + \lambda_3 + \lambda_4 + 2 (\lambda_5 + \lambda_6) = 2^{-\alpha} (1 + 2^{2+\frac{\alpha}{2}}) \alpha^2, \\
\text{Tr} (H_2 D(a)) &= \lambda_1 + \lambda_2 - \lambda_3 - \lambda_4 = 0, \\
\text{Tr} (H_2 D(a^2)) &= \lambda_1 + \lambda_2 + \lambda_3 + \lambda_4 - 2 (\lambda_5 + \lambda_6) = 2^{-\alpha} \alpha^2, \\
\text{Tr} (H_2 D(r)) &= \lambda_1 - \lambda_2 + \lambda_3 - \lambda_4 = 2^{-\alpha}(2 + \alpha), \\
\text{Tr} (H_2 D(ar)) &= \lambda_1 - \lambda_2 - \lambda_3 + \lambda_4 = 2^{1-\frac{\alpha}{2}}(2 + \alpha).
\end{align*}
\]

To solve the eigenvalues, we combine the aforementioned equations.

\[
\begin{align*}
\lambda_1 &= 2^{-1-\alpha} (1 + 2^{1+\frac{\alpha}{2}}) \alpha(1 + \alpha), \\
\lambda_2 &= -2^{-1-\alpha} (1 + 2^{1+\frac{\alpha}{2}}) \alpha, \\
\lambda_3 &= -2^{-1-\alpha} (-1 + 2^{1+\frac{\alpha}{2}} - \alpha) \alpha, \\
\lambda_4 &= 2^{-1-\alpha} (-1 + 2^{1+\frac{\alpha}{2}} + 2^{1+\frac{\alpha}{2}} \alpha), \\
\lambda_5 + \lambda_6 &= 2^{-\frac{\alpha}{2}} \alpha^2.
\end{align*}
\]

We calculate the characteristic polynomial $det(H_2 + I)$ as follows.

\[
det(H_2 + I) = (\lambda_3 + 1)(\lambda_4 + 1)(\lambda_5 + 1)^2(\lambda_6 + 1)^2 \\
= 2^{4-5\alpha} \left(2^{\alpha/2} + \alpha^2\right)^2 \left[16^{1+\alpha} + 2^{3+2\alpha} \left(-1 - 2^{1+\alpha} + 2^{2+\frac{\alpha}{2}}\right) \alpha^2\right] \\
+ 2^{4-5\alpha} \left(2^{\alpha/2} + \alpha^2\right)^2 \left[\left(1 - 3 \times 2^{2+\alpha} - 2^{3+3\alpha} - 2^{3+2\alpha} + 2^{4+3\alpha} + 4^{1+\alpha}\right) \alpha^4\right] \\
- 2^{4-5\alpha} \left(2^{\alpha/2} + \alpha^2\right)^2 \left[2 \left(-1 + 5 \times 2^{1+\alpha} + 2^{2+\frac{3\alpha}{2}} - 2^{3+2\alpha} + 2^{4+2\alpha}\right) \alpha^5\right] \\
- 2^{4-5\alpha} \left(2^{\alpha/2} + \alpha^2\right)^2 \left[\left(1 - 2^{1+\frac{\alpha}{2}} - 2^{4+\alpha} - 2^{2+3\alpha} + 3 \times 2^{3+2\alpha}\right) \alpha^6\right] \\
- 2^{4-5\alpha} \left(2^{\alpha/2} + \alpha^2\right)^2 \left[2^{1+\frac{\alpha}{2}} \left(1 + 2^{1+\frac{\alpha}{2}}\right) \alpha^7 + 2^{3+2\alpha} \left(1 + 2^{2+\alpha}\right) \alpha^3\right].
\]

Since there are double eigenvalues equal to 0, thus we assume $\lambda_5 = 0$, by combining the above equations, we solve

\[
\lambda_5 = 0, \quad \lambda_6 = 2^{-\frac{\alpha}{2}} \alpha^2.
\]
In conclusion, all the eigenvalues of $H_2$ are

\[
\begin{align*}
\lambda_1 &= 2^{-1-\alpha} \left( 1 + 2^{1+\frac{\alpha}{2}} \right) \alpha (1 + \alpha), \\
\lambda_2 &= -2^{-1-\alpha} \left( 1 + 2^{1+\frac{\alpha}{2}} \right) \alpha, \\
\lambda_3 &= -2^{-1-\alpha} \left( -1 + 2^{1+\frac{\alpha}{2}} - \alpha \right) \alpha, \\
\lambda_4 &= 2^{-1-\alpha} \alpha \left( -1 + 2^{1+\frac{\alpha}{2}} + 2^{1+\frac{\alpha}{2}} \alpha \right), \\
\lambda_5 &= 0, \\
\lambda_6 &= 2^{-\frac{\alpha}{2}} \alpha^2.
\end{align*}
\]

(37)

Where the eigenvalues $\lambda_5$ and $\lambda_6$ are double characteristic roots, others are simple roots.

By using our conclusion in section 3.1,

For $\lambda_1$, we choose the eigenvector $u_1 = \{1, 0, 0, 1, -1, 0, 0, -1\}^T$;

For $\lambda_2$, we choose the eigenvector $u_2 = \{0, 1, -1, 0, 0, -1, 1, 0\}^T$;

For $\lambda_3$, we choose the eigenvector $u_3 = \{1, 0, 0, -1, 0, 0, 1\}^T$;

For $\lambda_4$, we choose the eigenvector $u_4 = \{0, 1, 1, 0, 0, -1, -1, 0\}^T$;

Since $\lambda_5$ is a double eigenvalue, thus we select two linearly independent eigenvectors, $u_5 = \{1, 0, 1, 0, 1, 0, 1, 0\}^T$, $u_6 = \{0, 1, 0, 1, 0, 1, 0, 1\}^T$;

The eigenvalue $\lambda_6$ is also a double eigenvalue, thus we choose two linearly independent eigenvectors, $u_7 = \{1, 0, -1, 0, 1, 0, -1, 0\}^T$, $u_8 = \{0, 1, 0, -1, 0, 1, 0, -1\}^T$.

Hence we choose these eigenvectors as a basis satisfying

\[
J (u_1 \quad u_2) = \begin{pmatrix}
1 & 0 \\
0 & 1 \\
0 & -1 \\
1 & 0 \\
-1 & 0 \\
0 & 1 \\
-1 & 0
\end{pmatrix}
\begin{pmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & -1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & -1
\end{pmatrix} = \begin{pmatrix}
0 & 1 \\
-1 & 0 \\
0 & 1 \\
0 & -1 \\
1 & 0 \\
-1 & 0 \\
0 & -1
\end{pmatrix}
\]

(38)

\[
J (u_1 \quad u_2) = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
-1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & -1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & -1 & 0
\end{pmatrix}
\begin{pmatrix}
1 & 0 \\
0 & 1 \\
0 & -1 \\
1 & 0 \\
-1 & 0 \\
0 & 1 \\
0 & -1
\end{pmatrix} = (u_1 \quad u_2) J.
\]
Similarly, we find for \( \lambda_3 \) and \( \lambda_4 \), we have \( J \begin{pmatrix} u_3 & u_4 \end{pmatrix} = \begin{pmatrix} u_3 & u_4 \end{pmatrix} J \), for \( \lambda_5 = 0 \), we have \( J \begin{pmatrix} u_5 & u_6 \end{pmatrix} = \begin{pmatrix} u_5 & u_6 \end{pmatrix} J \), for \( \lambda_6 = 2^{-\frac{\alpha}{2}} \alpha^2 \), \( J \begin{pmatrix} u_7 & u_8 \end{pmatrix} = \begin{pmatrix} u_7 & u_8 \end{pmatrix} J \).

In the new coordinate \( E_\lambda = \{ V_i, V_j \} \), let \( y_i = (x_i, \dot{x}_i) \), then the linearized second order equation is \( \dot{y}_i = B_i y_i, \ i = 1, 2, 3, 4 \), where \( B_i \) satisfy

\[
B_i = \begin{pmatrix} 0 & I_2 \\ \omega^2 I_2 + \frac{1}{m_i} \Lambda_i & 2\omega J \end{pmatrix}, \ i = 1, 2, 3, 4,
\]

the \( \Lambda_i \), \( i = 1, 2, 3, 4 \) are

\[
\Lambda_1 = \begin{pmatrix} \lambda_1 & 0 \\ 0 & \lambda_2 \end{pmatrix}, \quad \Lambda_2 = \begin{pmatrix} \lambda_3 & 0 \\ 0 & \lambda_4 \end{pmatrix}, \quad \Lambda_3 = \begin{pmatrix} \lambda_5 & 0 \\ 0 & \lambda_6 \end{pmatrix}, \quad \Lambda_4 = \begin{pmatrix} \lambda_6 & 0 \\ 0 & \lambda_6 \end{pmatrix}.
\]

Thus we calculate all the eigenvalues of equations \( \dot{y}_i = B_i y_i, \ i = 1, 2, 3, 4 \).

Firstly, we calculate the matrix \( B_1 \).

\[
B_1 = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ \omega^2 + \lambda_1 & 0 & 0 & 2\omega \\ 0 & \omega^2 + \lambda_2 & -2\omega & 0 \end{pmatrix},
\]

where \( \omega^2 = (2^{-1-\alpha} + 2^{-\frac{\alpha}{2}}) \alpha, \lambda_1 = 2^{-1-\alpha} \left( 1 + 2^{1+\frac{\alpha}{2}} \alpha \right)(1+\alpha), \lambda_2 = -2^{-1-\alpha} \left( 1 + 2^{1+\frac{\alpha}{2}} \alpha \right). \)

By calculating eigenvalues of \( B_1 \), we get

\[
\begin{cases}
\lambda_1' = 0, \\
\lambda_2' = 0, \\
\lambda_3' = -i\sqrt{(2^{-1-\alpha} + 2^{-\frac{\alpha}{2}})\alpha(2 - \alpha)} = -i\omega \sqrt{(2 - \alpha)}, \\
\lambda_4' = i\sqrt{(2^{-1-\alpha} + 2^{-\frac{\alpha}{2}})\alpha(2 - \alpha)} = i\omega \sqrt{(2 - \alpha)}.
\end{cases}
\]

Then, we calculate the matrix \( B_2 \).

\[
B_2 = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ \omega^2 + \lambda_3 & 0 & 0 & 2\omega \\ 0 & \omega^2 + \lambda_4 & -2\omega & 0 \end{pmatrix},
\]

where \( \lambda_3 = -2^{-1-\alpha} \left( -1 + 2^{1+\frac{\alpha}{2}} - \alpha \right) \alpha, \lambda_4 = 2^{-1-\alpha} \alpha \left( -1 + 2^{1+\frac{\alpha}{2}} + 2^{1+\frac{\alpha}{2}} \alpha \right). \)

By calculating eigenvalues of \( B_2 \), we get

\[
\begin{cases}
\lambda_5 = \lambda_6 = -\sqrt{-\frac{2-\alpha}{2} \omega^2 + 2^{-2-\alpha} \alpha \sqrt{m}}, \\
\lambda_7 = \lambda_8 = -\sqrt{\left(-\frac{2-\alpha}{2} \omega^2 - 2^{-2-\alpha} \alpha \sqrt{m} \right)},
\end{cases}
\]

where \( m = -2^{4+\frac{\alpha}{2}}(1 + 3\alpha) + 2^{4+\alpha}(1 - \alpha) + (\alpha - 2)^2 - 2^{2+\frac{\alpha}{2}} \alpha^2(1 - 2^{\frac{\alpha}{2}}). \)
We calculate the matrix $B_3$.

\[ B_3 = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ (2^{-1-\alpha} + \frac{3}{2})\alpha + 4^{-\alpha} & 0 & 0 & 2\omega \\ (2^{-1-\alpha} + \frac{3}{2})\alpha + 4^{-\alpha} & -2\omega & 0 & 0 \end{pmatrix}. \]

Calculating the eigenvalues of $B_3$, we get

\[
\begin{align*}
\lambda_9 &= -i\sqrt{(2^{-1-\alpha} + \frac{3}{2})\alpha} = -i\omega, \\
\lambda_{10} &= -i\sqrt{(2^{-1-\alpha} + \frac{3}{2})\alpha} = -i\omega, \\
\lambda_{11} &= i\sqrt{(2^{-1-\alpha} + \frac{3}{2})\alpha} = i\omega, \\
\lambda_{12} &= i\sqrt{(2^{-1-\alpha} + \frac{3}{2})\alpha} = i\omega.
\end{align*}
\]

We calculate the matrix $B_4$ to obtain

\[ B_4 = \begin{pmatrix} 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \\ (2^{-1-\alpha} + \frac{3}{2})\alpha + 2^{-\alpha}\alpha^2 & 0 & 0 & 2\omega \\ 0 & (2^{-1-\alpha} + \frac{3}{2})\alpha + 2^{-\alpha}\alpha^2 & -2\omega & 0 \end{pmatrix}. \]

Calculating eigenvalues of $B_4$, we get

\[
\begin{align*}
\lambda_{13} &= -2^{-\frac{1}{2}-\alpha}\sqrt{-2^\alpha\alpha - 2^{1+\frac{3}{2}}\alpha + 2^{1+\frac{3}{2}}\alpha^2 - 2\sqrt{2}\sqrt{-2^{\frac{5}{2}} \left(1 + 2^{1+\frac{3}{2}}\right)\alpha}}^3, \\
\lambda_{14} &= 2^{-\frac{1}{2}-\alpha}\sqrt{-2^\alpha\alpha - 2^{1+\frac{3}{2}}\alpha + 2^{1+\frac{3}{2}}\alpha^2 - 2\sqrt{2}\sqrt{-2^{\frac{5}{2}} \left(1 + 2^{1+\frac{3}{2}}\right)\alpha}}^3, \\
\lambda_{15} &= -2^{-\frac{1}{2}-\alpha}\sqrt{-2^\alpha\alpha - 2^{1+\frac{3}{2}}\alpha + 2^{1+\frac{3}{2}}\alpha^2 + 2\sqrt{2}\sqrt{-2^{\frac{5}{2}} \left(1 + 2^{1+\frac{3}{2}}\right)\alpha}}^3, \\
\lambda_{16} &= 2^{-\frac{1}{2}-\alpha}\sqrt{-2^\alpha\alpha - 2^{1+\frac{3}{2}}\alpha + 2^{1+\frac{3}{2}}\alpha^2 + 2\sqrt{2}\sqrt{-2^{\frac{5}{2}} \left(1 + 2^{1+\frac{3}{2}}\right)\alpha}}^3.
\end{align*}
\]

By analysing the above 16 eigenvalues, we find that for $\alpha > 0$, eigenvalues $\lambda_1, \lambda_2$ are trivial solutions;
When $\alpha \in (0, 2)$, $\lambda_3, \lambda_4$ are pure imaginary characteristic roots;
When $\alpha = 2, \lambda_5, \lambda_6$ are zero roots;
When $\alpha > 2, \lambda_7, \lambda_8$ are real characteristic roots;
For $\alpha > 0$, eigenvalues $\lambda_9, \lambda_{10}, \lambda_{11}, \lambda_{12}$ are pure imaginary roots;
For $\alpha > 0$, eigenvalues $\lambda_{13}, \lambda_{14}, \lambda_{15}, \lambda_{16}$ all have nonzero real parts.

In conclusion, the relative equilibria of equal mass of the square configuration under $\alpha$-homogeneous potential is unstable.
4. THE LINEAR STABILITY OF REGULAR POLYGON UNDER QUASI-HOMOGENEOUS POTENTIAL WITH EQUAL MASS

4.1. The linear stability of equilateral triangle problem under the Manev potential with equal mass. In this section, we consider the stability of equal masses of equilateral triangle problem in $\mathbb{R}^2$, $U$ satisfies

$$U = \sum_{1 \leq i < j \leq 3} \frac{1}{\left[ (x_i - x_j)^2 + (y_i - y_j)^2 \right]^\frac{3}{2}}$$

Let the center of mass be at the origin, and $z \in \mathbb{R}^6$ be $z = (x_1, y_1, x_2, y_2, x_3, y_3)^T$, we choose the vertices of equilateral triangle

$$z_0 = (1, 0, -\frac{1}{2}, \frac{\sqrt{3}}{2}, -\frac{1}{2}, -\frac{\sqrt{3}}{2})^T,$$

to solve the equation $\nabla(U + \omega^2 I) = 0$, $\omega \neq 0$, we obtain $\omega^2 = \frac{2}{3} + \frac{1}{\sqrt{3}}$.

At the point $z_0$, the Hessian matrix of $H_3$ at $z_0$ is

$$H_3 = \begin{bmatrix}
\frac{1}{18}(16 + 5\sqrt{3}) & 0 & -\frac{8}{9} - \frac{5}{9\sqrt{3}} & \frac{1}{6\sqrt{3}}(9 + 8\sqrt{3}) & -\frac{8}{9} - \frac{5}{9\sqrt{3}} & \frac{1}{6\sqrt{3}}(9 - 8\sqrt{3}) \\
0 & \frac{1}{18}(9 + 8\sqrt{3}) & \frac{1}{18}(9 + 8\sqrt{3}) & \frac{1}{18}(9 - 8\sqrt{3}) & \frac{1}{6\sqrt{3}}(9 - 8\sqrt{3}) & 0 \\
-\frac{8}{9} - \frac{5}{9\sqrt{3}} & \frac{1}{6\sqrt{3}}(9 + 8\sqrt{3}) & \frac{1}{18}(9 + 8\sqrt{3}) & \frac{1}{6\sqrt{3}}(9 - 8\sqrt{3}) & \frac{1}{6\sqrt{3}}(9 - 8\sqrt{3}) & \frac{1}{6\sqrt{3}}(9 + 8\sqrt{3}) \\
\frac{1}{18}(9 - 8\sqrt{3}) & \frac{1}{6\sqrt{3}}(9 - 8\sqrt{3}) & \frac{1}{18}(9 - 8\sqrt{3}) & \frac{1}{6\sqrt{3}}(9 + 8\sqrt{3}) & \frac{1}{6\sqrt{3}}(9 + 8\sqrt{3}) & \frac{1}{6\sqrt{3}}(9 - 8\sqrt{3}) \\
\frac{1}{6\sqrt{3}} & \frac{1}{6\sqrt{3}}(9 + 8\sqrt{3}) & \frac{1}{18}(9 + 8\sqrt{3}) & \frac{1}{6\sqrt{3}}(9 - 8\sqrt{3}) & \frac{1}{6\sqrt{3}}(9 - 8\sqrt{3}) & \frac{1}{6\sqrt{3}}(9 + 8\sqrt{3}) \\
\frac{1}{6\sqrt{3}} & \frac{1}{6\sqrt{3}}(9 - 8\sqrt{3}) & \frac{1}{18}(9 - 8\sqrt{3}) & \frac{1}{6\sqrt{3}}(9 + 8\sqrt{3}) & \frac{1}{6\sqrt{3}}(9 + 8\sqrt{3}) & \frac{1}{6\sqrt{3}}(9 - 8\sqrt{3}) \\
\end{bmatrix}$$

Applying the previous theory, we compute the traces of $H_3 \mathcal{D}(A)$ for different irreducible group representations, and we find that the eigenvalues of the matrix $H_3$ are as follows.

$$\begin{cases} 
\lambda_1 = \frac{4}{3}(3 + \sqrt{3}), \\
\lambda_2 = -\frac{2}{3}(2 + \sqrt{3}), \\
\lambda_3 = 0, \\
\lambda_4 = \frac{1}{3}(4 + \sqrt{3}). 
\end{cases}$$

Then linearize the second order equation

$$\ddot{x}_i = 2\omega J \dot{x}_i + \omega^2 x_i + \nabla_x U, x \in \mathbb{R}^2.$$

In the new coordinate $E_\lambda = \{V_i, V_j\}$, let $y_i = (x_i, \dot{x}_i)$, therefore the linearized second order equations are $\ddot{y}_i = B_i y_i, i = 1, 2, 3$, where $B_i, i = 1, 2, 3, \text{ satisfy}$

$$B_i = \begin{pmatrix} 0 & \frac{1}{m_i} \Lambda_i & I_2 \\
\omega^2 I_2 + \frac{1}{m_i} \Lambda_i & \frac{1}{2\omega J} 
\end{pmatrix}, i = 1, 2, 3.$$
The $\Lambda_i$, $i=1,2,3$ are

$$
\Lambda_1 = \left( \begin{array}{cc} \lambda_1 & 0 \\ 0 & \lambda_2 \end{array} \right), \quad \Lambda_2 = \left( \begin{array}{cc} \lambda_3 & 0 \\ 0 & \lambda_3 \end{array} \right), \quad \Lambda_3 = \left( \begin{array}{cc} \lambda_4 & 0 \\ 0 & \lambda_4 \end{array} \right).
$$

By calculating the eigenvalues of matrix $B_1$, we get

$$
\begin{align*}
\lambda_1' &= -\sqrt{\frac{5}{6}(5 - \sqrt{3} + 2\sqrt{49 + 18\sqrt{3}})}, \\
\lambda_2' &= \sqrt{\frac{5}{6}(5 - \sqrt{3} + 2\sqrt{49 + 18\sqrt{3}})}, \\
\lambda_3' &= -i\sqrt{\frac{5}{6}(5 - \sqrt{3} + 2\sqrt{49 + 18\sqrt{3}})}, \\
\lambda_4' &= i\sqrt{\frac{5}{6}(5 - \sqrt{3} + 2\sqrt{49 + 18\sqrt{3}})};
\end{align*}
$$

By calculating the eigenvalues of $B_2$, we get

$$
\begin{align*}
\lambda_5' &= \lambda_6' = -i\sqrt{\frac{1}{2}(1 + \sqrt{3})}, \\
\lambda_7' &= \lambda_8' = i\sqrt{\frac{1}{2}(1 + \sqrt{3})};
\end{align*}
$$

By calculating the eigenvalues of $B_3$, we get

$$
\begin{align*}
\lambda_9' &= -\sqrt{\frac{5}{6} - \frac{1}{2\sqrt{3}} - \frac{1}{6}i\sqrt{168 + 120\sqrt{3}}}, \\
\lambda_{10}' &= \sqrt{\frac{5}{6} - \frac{1}{2\sqrt{3}} - \frac{1}{6}i\sqrt{168 + 120\sqrt{3}}}, \\
\lambda_{11}' &= -\sqrt{\frac{5}{6} - \frac{1}{2\sqrt{3}} + \frac{1}{6}i\sqrt{168 + 120\sqrt{3}}}, \\
\lambda_{12}' &= \sqrt{\frac{5}{6} - \frac{1}{2\sqrt{3}} + \frac{1}{6}i\sqrt{168 + 120\sqrt{3}}};
\end{align*}
$$

By analysing the above 12 eigenvalues, we conclude that $\lambda_1', \lambda_2'$ are real roots; $\lambda_3',\lambda_4',\lambda_5',\lambda_6',\lambda_7',\lambda_8'$ are pure imaginary characteristic roots, $\lambda_9',\lambda_{10}',\lambda_{11}',\lambda_{12}'$ are imaginary roots with nonzero real parts, thus the corresponding solutions are unstable.

In conclusion, the relative equilibria of the equilateral triangle configuration with equal mass under the Manev potential is unstable.

### 4.2. The stability of equilateral triangle problem under the Schwarzschild potential with equal mass.

In this section, we consider the stability with equal mass of equilateral triangle configuration under the Schwarzschild potential in $\mathbb{R}^2$, $U$ satisfies

$$
U = \sum_{1 \leq i < j \leq 3} \frac{1}{\left[ (x_i - x_j)^2 + (y_i - y_j)^2 \right]^\frac{3}{2}} + \frac{1}{\sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}}.
$$
Let the center of mass be at the origin, and \( z \in \mathbb{R}^6 \) be \( z = (x_1, y_1, x_2, y_2, x_3, y_3)^T \), we choose the vertices of equilateral triangle
\[
\begin{pmatrix}
1 & 0 & -1/2 & \sqrt{3}/2 & -1/2 & -\sqrt{3}/2
\end{pmatrix}^T
\]
as an initial point to solve the equation \( \nabla (U + \omega^2 I) = 0, \omega \neq 0 \), we obtain \( \omega^2 = \frac{2}{\sqrt{3}} \).

At the point \( z_0 \), the Hessian matrix of \( H_4 \) at \( z_0 \) is
\[
H_4 = \begin{pmatrix}
\frac{8}{3\sqrt{3}} & 0 & -\frac{4}{3\sqrt{3}} & \frac{2}{3} & -\frac{4}{3\sqrt{3}} & -\frac{2}{3} \\
0 & 0 & \frac{2}{3} & 0 & -\frac{2}{3} & 0 \\
-\frac{4}{3\sqrt{3}} & \frac{2}{3} & -\frac{2}{3} & \frac{2}{3\sqrt{3}} & 0 & -\frac{2}{3} \\
-\frac{4}{3\sqrt{3}} & -\frac{2}{3} & \frac{2}{3\sqrt{3}} & 0 & -\frac{2}{3} & 0 \\
-\frac{4}{3\sqrt{3}} & -\frac{2}{3} & \frac{2}{3\sqrt{3}} & 0 & -\frac{2}{3} & 0 \\
-\frac{4}{3\sqrt{3}} & -\frac{2}{3} & \frac{2}{3\sqrt{3}} & 0 & -\frac{2}{3} & 0
\end{pmatrix}.
\]

As before, we calculate the traces of \( H_4D(A) \) to solve the eigenvalues of matrix \( H_4 \)
\[
\begin{align*}
\lambda_1 &= \frac{29}{6\sqrt{3}}, \\
\lambda_2 &= -\frac{19}{6\sqrt{3}}, \\
\lambda_3 &= 0, \\
\lambda_4 &= -\frac{1}{3\sqrt{3}}.
\end{align*}
\]

Then we linearize the second-order equation
\[
\ddot{x}_i = 2\omega J \dot{x}_i + \omega^2 x_i + \nabla_{x_i} U, x \in \mathbb{R}^2.
\]
In the new coordinate \( E_{\lambda} = \{V_i, V_j\} \), let \( y_i = (x_i, \dot{x}_i) \), the linearized second order equations are \( \dot{y}_i = B_i y_i \), \( i = 1, 2, 3 \).

The matrices \( B_i, i = 1, 2, 3 \), satisfy
\[
B_i = \begin{pmatrix}
0 & I_2 \\
\omega^2 I_2 + \frac{1}{m_i} \Lambda_i & 2\omega J
\end{pmatrix}, i = 1, 2, 3.
\]

The \( \Lambda_i, i=1,2,3 \) are
\[
\begin{align*}
\Lambda_1 &= \begin{pmatrix}
\lambda_1 & 0 \\
0 & \lambda_2
\end{pmatrix}, \\
\Lambda_2 &= \begin{pmatrix}
\lambda_3 & 0 \\
0 & \lambda_3
\end{pmatrix}, \\
\Lambda_3 &= \begin{pmatrix}
\lambda_4 & 0 \\
0 & \lambda_4
\end{pmatrix}.
\end{align*}
\]

By calculating eigenvalues of matrix \( B_1 \), we get
\[
\lambda_1^I = \lambda_2^I = \lambda_3^I = \lambda_4^I = 0;
\]

By calculating eigenvalues of \( B_2 \), we get
\[
\begin{align*}
\lambda_5^I &= \lambda_6^I = -(\sqrt{2}) \times (3^{-1/4})i, \\
\lambda_7^I &= \lambda_8^I = (\sqrt{2}) \times (3^{-1/4})i;
\end{align*}
\]
By calculating eigenvalues of $B_3$, we get

\[
\begin{align*}
\lambda'_6 &= -2\left(-\frac{1}{3}\right)^{\frac{1}{2}}, \\
\lambda'_{10} &= 2\left(-\frac{1}{3}\right)^{\frac{1}{4}}, \\
\lambda'_{11} &= -2\left(-\frac{1}{3}\right)^{\frac{3}{4}}, \\
\lambda'_{12} &= 2\left(-\frac{1}{9}\right)^{\frac{3}{4}}.
\end{align*}
\]

(61)

By analysing the above 12 eigenvalues, we find that $\lambda'_1, \lambda'_2, \lambda'_3, \lambda'_4$ are zero roots, $\lambda'_5, \lambda'_6, \lambda'_7, \lambda'_8$ are pure imaginary characteristic roots, $\lambda'_9, \lambda'_{10}, \lambda'_{11}, \lambda'_{12}$ are imaginary characteristic roots with nonzero real parts, thus the corresponding solutions are unstable.

In conclusion, the relative equilibria of the equilateral triangle configuration with equal mass under the Schwarzschild potential is unstable.

4.3. The stability of square problem under the Manev potential with equal mass. In this section, we consider the stability of equal mass of equilateral triangle problem in $\mathbb{R}^2$, $U$ satisfies

\[
U = \sum_{1 \leq i < j \leq 4} \frac{1}{(x_i - x_j)^2 + (y_i - y_j)^2} + \frac{1}{(x_i - x_j)^2 + (y_i - y_j)^2}.
\]

(62)

Let the center of mass be at the origin, and $z \in \mathbb{R}^8$ be $z = (x_1, y_1, x_2, y_2, x_3, y_3, x_4, y_4)^T$ we choose the vertices of square $z_0 = (1, 0, 0, 1, -1, 0, 0, -1)^T$ to solve the equation $\nabla(U + \omega^2 I) = 0, \omega \neq 0$, we obtain $\omega^2 = -\frac{2}{3} + \frac{1}{\sqrt{3}}$.

At the point $z_0$, the Hessian matrix of $H_5$ at $z_0$ is

\[
H_5 = \begin{pmatrix}
\frac{1}{8}(13+2\sqrt{2}) & 0 & \frac{1}{8}(-4-\sqrt{2}) & 1+\frac{3}{4\sqrt{2}} & -\frac{5}{8} & 0 & \frac{1}{8}(-4-\sqrt{2}) & -1-\frac{3}{4\sqrt{2}} \\
0 & \frac{1}{8}(3+\sqrt{2}) & 1+\frac{3}{\sqrt{2}} & \frac{1}{8}(-4-\sqrt{2}) & 0 & \frac{1}{8}(-4-\sqrt{2}) & 0 & \frac{1}{8}(13+2\sqrt{2}) \\
\frac{1}{8}(-4-\sqrt{2}) & \frac{1}{8}(3+\sqrt{2}) & 0 & \frac{1}{8}(-4-\sqrt{2}) & -1\frac{3}{4\sqrt{2}} & \frac{1}{8}(-4-\sqrt{2}) & 0 & \frac{1}{8}(13+2\sqrt{2}) \\
1+\frac{3}{\sqrt{2}} & \frac{1}{8}(-4-\sqrt{2}) & 0 & \frac{1}{8}(13+2\sqrt{2}) & -1\frac{3}{4\sqrt{2}} & \frac{1}{8}(-4-\sqrt{2}) & 0 & \frac{1}{8}(13+2\sqrt{2}) \\
-\frac{5}{8} & -1\frac{3}{4\sqrt{2}} & \frac{1}{8}(-4-\sqrt{2}) & 0 & \frac{1}{8}(3+\sqrt{2}) & 1+\frac{3}{\sqrt{2}} & \frac{1}{8}(-4-\sqrt{2}) & 0 \\
0 & \frac{1}{4} & -\frac{1}{4\sqrt{2}} & \frac{1}{8}(-4-\sqrt{2}) & 0 & \frac{1}{4}(3+\sqrt{2}) & 1+\frac{3}{\sqrt{2}} & \frac{1}{8}(13+2\sqrt{2}) \\
\frac{1}{8}(-4-\sqrt{2}) & -1\frac{3}{4\sqrt{2}} & \frac{1}{4} & 0 & \frac{1}{8}(-4-\sqrt{2}) & 1+\frac{3}{\sqrt{2}} & \frac{1}{8}(3+\sqrt{2}) & 0 \\
-1\frac{3}{4\sqrt{2}} & \frac{1}{8}(-4-\sqrt{2}) & 0 & -\frac{5}{8} & 1+\frac{3}{\sqrt{2}} & \frac{1}{8}(-4-\sqrt{2}) & 0 & \frac{1}{8}(13+2\sqrt{2})
\end{pmatrix}.
\]

To solve the eigenvalues of matrix $H_5$, we calculate the traces of $H_5D(A)$ for different irreducible group representations.
\[
\begin{align*}
\lambda_1 &= \frac{17}{4} + \sqrt{2}, \\
\lambda_2 &= -\frac{3}{2} - \frac{1}{\sqrt{2}}, \\
\lambda_3 &= \frac{1}{4} - \frac{1}{\sqrt{2}}, \\
\lambda_4 &= \frac{5}{2} + \sqrt{2}, \\
\lambda_5 &= 0, \\
\lambda_6 &= 2 + \frac{1}{\sqrt{2}}.
\end{align*}
\] (63)

Furthermore, we linearize the second-order equation
\[
\ddot{x}_i = 2\omega J \dot{x}_i + \omega^2 x_i + \nabla_{x_i} U, x \in \mathbb{R}^2.
\] (64)

In the new coordinate \( E_\lambda = \{V_i, V_j\} \), let \( y_i = (x_i, \dot{x}_i) \), the linearized second order equation are \( \dot{y}_i = B_i y_i, i = 1, 2, 3, 4 \).

The \( B_i, i = 1, 2, 3, 4, \) satisfy
\[
B_i = \begin{pmatrix}
0 & I_2 \\
\omega^2 I_2 + \frac{1}{m_i} \Lambda_i & 2\omega J
\end{pmatrix}, i = 1, 2, 3, 4.
\] (65)

The \( \Lambda_i, i = 1, 2, 3, 4, \) are
\[
\Lambda_1 = \begin{pmatrix}
\lambda_1 & 0 \\
0 & \lambda_2
\end{pmatrix}, \quad \Lambda_2 = \begin{pmatrix}
\lambda_3 & 0 \\
0 & \lambda_4
\end{pmatrix}, \quad \Lambda_3 = \begin{pmatrix}
\lambda_5 & 0 \\
0 & \lambda_5
\end{pmatrix}, \quad \Lambda_4 = \begin{pmatrix}
\lambda_6 & 0 \\
0 & \lambda_6
\end{pmatrix}.
\]

By calculating the eigenvalues of matrix \( B_1 \), we get
\[
\begin{align*}
\lambda_1' &= 0, \\
\lambda_2' &= 0, \\
\lambda_3' &= -\frac{1}{2}i\sqrt{1 + 2\sqrt{2}}, \\
\lambda_4' &= \frac{1}{2}i\sqrt{1 + 2\sqrt{2}}.
\end{align*}
\] (66)

By calculating the eigenvalues of \( B_2 \), we get
\[
\begin{align*}
\lambda_5' &= -\frac{1}{2}\sqrt{\frac{1}{2}(-1 - 2\sqrt{2} - i\sqrt{439 + 164\sqrt{2}})}, \\
\lambda_6' &= \frac{1}{2}\sqrt{\frac{1}{2}(-1 - 2\sqrt{2} + i\sqrt{439 + 164\sqrt{2}})}, \\
\lambda_7' &= -\frac{1}{2}\sqrt{\frac{1}{2}(-1 - 2\sqrt{2} + i\sqrt{439 + 164\sqrt{2}})}, \\
\lambda_8' &= \frac{1}{2}\sqrt{\frac{1}{2}(-1 - 2\sqrt{2} - i\sqrt{439 + 164\sqrt{2}})}.
\end{align*}
\] (67)

By calculating the eigenvalues of \( B_3 \), we get
\[
\begin{align*}
\lambda_9' &= \lambda_{10}' = -i\sqrt{\frac{1}{2}(3 + \sqrt{2})}, \\
\lambda_{11}' &= \lambda_{12}' = i\sqrt{\frac{1}{2}(3 + \sqrt{2})}.
\end{align*}
\] (68)
By calculating the eigenvalues of $B_4$, we get

$$
\begin{align*}
\lambda'_{13} &= -\sqrt{\frac{1}{2} - i \sqrt{7(2 + \sqrt{2})}}, \\
\lambda'_{14} &= \sqrt{\frac{1}{2} - i \sqrt{7(2 + \sqrt{2})}}, \\
\lambda'_{15} &= -\sqrt{\frac{1}{2} + i \sqrt{7(2 + \sqrt{2})}}, \\
\lambda'_{16} &= \sqrt{\frac{1}{2} + i \sqrt{7(2 + \sqrt{2})}}.
\end{align*}
$$

(69)

By analysing the above 16 eigenvalues, we find that $\lambda_1, \lambda_6'$ are zero roots; The eigenvalues $\lambda_5', \lambda_6', \lambda_7', \lambda_{13}', \lambda_{14}', \lambda_{15}', \lambda_{16}'$ are imaginary roots with nonzero real parts;

The eigenvalues $\lambda_4', \lambda_7', \lambda_9', \lambda_{10}', \lambda_{11}', \lambda_{12}'$ are pure imaginary characteristic roots; hence the corresponding solutions are unstable.

In conclusion, the relative equilibria of the square configuration with equal masses under the Manev potential is unstable.

4.4. The stability of square problem under the Schwarzschild potential with equal mass. In this section, we consider the stability with equal mass of square problem in $\mathbb{R}^2$, $U$ satisfies the equations as follows

$$
U = \sum_{1 \leq i < j \leq 4} \frac{1}{\left((x_i - x_j)^2 + (y_i - y_j)^2\right)^{3/2}} + \frac{1}{\left((x_i - x_j)^2 + (y_i - y_j)^2\right)^{3/2}}.
$$

(70)

Let the center of mass be at the origin, and $z \in \mathbb{R}^8$ be $z = (x_1, y_1, x_2, y_2, x_3, y_3, x_4, y_4)^T$, we choose the vertices of square

$$
z_0 = (1, 0, 0, 1, -1, 0, 0, -1)^T
$$

to solve the equation $\nabla (U + \omega^2 I) = 0$, we obtain $\omega^2 = \frac{7}{16} + \frac{5}{2\sqrt{2}}$.

At the point $z_0$, the Hessian matrix of $H_6$ at $z_0$ is

$$
H_6 = 
\begin{pmatrix}
\frac{1}{2}(5+11\sqrt{2}) & 0 & \frac{-11}{8\sqrt{2}} & \frac{21}{8\sqrt{2}} & -\frac{5}{8} & 0 & -\frac{11}{8\sqrt{2}} & -\frac{21}{8\sqrt{2}} \\
0 & \frac{1}{12}(7+44\sqrt{2}) & -\frac{21}{8\sqrt{2}} & \frac{21}{8\sqrt{2}} & 0 & \frac{7}{8\sqrt{2}} & \frac{21}{8\sqrt{2}} & -\frac{11}{8\sqrt{2}} \\
-\frac{11}{8\sqrt{2}} & \frac{21}{8\sqrt{2}} & \frac{7}{8\sqrt{2}} & \frac{1}{8}(5+11\sqrt{2}) & -\frac{21}{8\sqrt{2}} & \frac{7}{8\sqrt{2}} & \frac{21}{8\sqrt{2}} & 0 \\
\frac{21}{8\sqrt{2}} & \frac{7}{8\sqrt{2}} & -\frac{1}{8\sqrt{2}} & -\frac{21}{8\sqrt{2}} & \frac{7}{8\sqrt{2}} & \frac{1}{8}(7+44\sqrt{2}) & 0 & -\frac{11}{8\sqrt{2}} \\
-\frac{5}{8} & 0 & \frac{11}{8\sqrt{2}} & -\frac{21}{8\sqrt{2}} & \frac{7}{8\sqrt{2}} & 0 & \frac{21}{8\sqrt{2}} & -\frac{11}{8\sqrt{2}} \\
\frac{7}{8\sqrt{2}} & \frac{1}{8\sqrt{2}} & -\frac{21}{8\sqrt{2}} & \frac{21}{8\sqrt{2}} & 0 & \frac{1}{8}(5+11\sqrt{2}) & 0 & \frac{21}{8\sqrt{2}} \\
0 & \frac{5}{8} & \frac{7}{8\sqrt{2}} & -\frac{1}{8\sqrt{2}} & -\frac{21}{8\sqrt{2}} & \frac{7}{8\sqrt{2}} & \frac{1}{8}(7+44\sqrt{2}) & 0 \\
\frac{21}{8\sqrt{2}} & \frac{7}{8\sqrt{2}} & 0 & \frac{11}{8\sqrt{2}} & -\frac{21}{8\sqrt{2}} & -\frac{1}{8\sqrt{2}} & \frac{21}{8\sqrt{2}} & \frac{1}{8}(5+11\sqrt{2})
\end{pmatrix}
$$

As before, we calculate the traces of $H_6D(A)$ for different irreducible group representations to solve the eigenvalues of matrix $H_6$ as follows.
\[ \lambda_1 = \frac{5+16\sqrt{2}}{4}, \]
\[ \lambda_2 = \frac{1}{16}(-7 - 20\sqrt{2}), \]
\[ \lambda_3 = \frac{1}{4}(5 - 5\sqrt{2}), \]
\[ \lambda_4 = \frac{1}{16}(-7 + 64\sqrt{2}), \]
\[ \lambda_5 = 0, \]
\[ \lambda_6 = \frac{11\sqrt{2}}{4}. \]

(71)

Then linearize the second-order equation
\[ \ddot{x}_i = 2\omega J\dot{x}_i + \omega^2 x_i + \nabla_{x_i} U, \quad x \in \mathbb{R}^2. \]

(72)

In the new coordinate \( E = \{V_1, V_2\} \), let \( y_i = (x_i, \dot{x}_i) \), then the linearized second order equation are \( \dot{y}_i = B_i y_i, \quad i = 1, 2, 3, 4. \)

The \( B_i, i = 1, 2, 3, 4 \) satisfy
\[ B_i = \begin{pmatrix} 0 & I_2 \\ \omega^2 I_2 + \frac{1}{m_i} \Lambda_i & 2\omega J \end{pmatrix}, \quad i = 1, 2, 3, 4. \]

(73)

By calculating the eigenvalues of matrix \( B_1 \), we get
\[ \lambda'_1 = 0, \quad \lambda'_2 = 0, \quad \lambda'_3 = -\frac{1}{4}\sqrt{1 + 4\sqrt{2}}, \quad \lambda'_4 = \frac{1}{4}\sqrt{1 + 4\sqrt{2}}; \]

(74)

By calculating the eigenvalues of \( B_2 \), we get
\[ \lambda'_5 = -\frac{1}{4}\sqrt{\frac{1}{2}(-1 + 4\sqrt{2} - i\sqrt{-33 + 9080\sqrt{2}})}, \]
\[ \lambda'_6 = \frac{1}{7}\sqrt{\frac{1}{2}(-1 + 4\sqrt{2} - i\sqrt{-33 + 9080\sqrt{2}})}, \]
\[ \lambda'_7 = -\frac{1}{4}\sqrt{\frac{1}{2}(-1 + 4\sqrt{2} + i\sqrt{-33 + 9080\sqrt{2}})}, \]
\[ \lambda'_8 = \frac{1}{7}\sqrt{\frac{1}{2}(-1 + 4\sqrt{2} + i\sqrt{-33 + 9080\sqrt{2}})}; \]

(75)

By calculating the eigenvalues of \( B_3 \), we get
\[ \lambda'_9 = \lambda'_{10} = -\frac{1}{4}i\sqrt{23 + 12\sqrt{2}}, \]
\[ \lambda'_{11} = \lambda'_{12} = \frac{1}{4}i\sqrt{23 + 12\sqrt{2}}; \]

(76)
By calculating the eigenvalues of $B_4$, we get

\[
\begin{align*}
\lambda'_{13} &= -\sqrt{-\frac{7}{16} + \frac{3}{\sqrt{2}}} - \frac{1}{4}i\sqrt{440 + 77\sqrt{2}}, \\
\lambda'_{14} &= \sqrt{-\frac{7}{16} + \frac{3}{\sqrt{2}}} - \frac{1}{4}i\sqrt{440 + 77\sqrt{2}}, \\
\lambda'_{15} &= -\sqrt{-\frac{7}{16} + \frac{3}{\sqrt{2}}} + \frac{1}{4}i\sqrt{440 + 77\sqrt{2}}, \\
\lambda'_{16} &= \sqrt{-\frac{7}{16} + \frac{3}{\sqrt{2}}} + \frac{1}{4}i\sqrt{440 + 77\sqrt{2}}.
\end{align*}
\]

By analysing the above 16 eigenvalues, we find that $\lambda'_1, \lambda'_2$ are zero roots; $\lambda'_3, \lambda'_4$ are real roots; $\lambda'_5, \lambda'_6, \lambda'_7, \lambda'_8, \lambda'_9, \lambda'_{10}, \lambda'_{11}, \lambda'_{12}$ are imaginary roots with nonzero real parts; $\lambda'_9, \lambda'_{10}, \lambda'_{11}, \lambda'_{12}$ are pure imaginary characteristic roots, hence the corresponding solutions are unstable.

In conclusion, under the Schwarzschild potential, the relative equilibria of the square configuration with equal mass is unstable.
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