Robust portfolio selection based on Gaussian rank correlation estimator
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Abstract. Estimating the covariance matrix of stock returns is a fundamental question in empirical finance with implications for portfolio selection. In the presence of outliers, classical estimates of covariance and correlation matrices are not reliable. For this reason, many robust estimator methods are given. However, high dimensional data poses great challenges to the traditional estimation, the merit of robust estimator cannot retain and improved robust estimator is required. In this paper, we proposed a robust pairwise covariance matrix with Gaussian rank correlation, which is acting an input to Markowitz portfolio model. There are two main advantages of the proposed way. The first is that the final covariance estimator is positive semidefinite, we need not to transform the estimator. The second is that the covariance estimator can be computed fast because of the pairwise covariance and the Gaussian rank correlation estimation. Moreover, our numerical results on empirical data show that the proposed estimation is much better than the traditional method. Through empirical studies, we also found that estimation error in sample mean should be considered in Mean-variance portfolios.

1. Introduction

Markowitz's mean-variance analysis sets the basis for modern portfolio optimization theory. In the Markowitz portfolio selection model, the "return" on a portfolio is measured by the expected value of the random portfolio return, and the associated "risk" is quantified by the variance of the portfolio return[1]. This model showed that, given either an upper bound on the risk that the investor is willing to take or a lower bound on the return the investor is willing to accept, the optimal portfolio can be obtained by solving a convex quadratic problem. To implement these portfolios in practice, one has to estimate the mean and the covariance matrix of asset returns from historical data.

However, the classical sample covariance estimator is highly sensitive to outlying observations. For the aberrant observation, robust estimators of covariance matrices are desired. Robust estimation of covariance matrices have received much attention by statistician in the past. Classical robust covariance matrix estimators include $M$-estimators[2,3], minimum volume ellipsoid(MVE)[4] and minimum covariance determinant(MCD) estimators[5-7], $S$-estimators[8], and the Stahel-Donoho estimate (SDE) based on projection [9]. These estimators are almost specifically designed for data with very low dimensions and large sample sizes. Simultaneously, to overcome the sensitivity to outliers, robust correlation estimator is investigated widely by researchers. Such as the Spearman correlation[10], Kendall correlation[11], quadrant correlation[12], Gaussian rank correlation (GRCor)[13] and so on. Compared with the Pearson correlation, these proposed correlation have a lot of advantages. It is worth mentioning that correlation matrices constructed from the Spearman or Kendall correlation or GRCor are robust and computing very fast. Nevertheless, to obtain consistently, the first two need to transformate and are not guaranteed to be positive semidefinite anymore[14].

In recent years, both economic and financial applications have encountered very large data sets which high-dimensional variables[15-17]. For example, the World Bank has data for about two hundred countries over forty years; in portfolio allocation, the number of stocks can be in thousands.
and be large or of the same order of the sample size[18]. Analysis of high-dimensional data pose many challenges, for instance covariance estimation will face with burdensome computation. Clearly, all of these estimates mentioned above are facing a serious computational challenge. Realizing the limitation of the classical robust estimators in high-dimensional setting, some faster estimators with high breakdown points are researched and given in the past years[19,20].

Intuitively, it is simply to calculate a robust location estimate to each individual variable for multivariate location. In the case of multivariate scatter, we can similarly apply a robust covariance or correlation estimate to each pair of variables. Estimates of this way are called “coordinatewise” and “pairwise”[21-23]. The simplest pairwise methods are based on pairwise robust correlation or covariance estimates, for example the Spearman’s $\rho$, kendall’s $\tau$, the quadrant correlation and so on.

Unfortunately, those pairwise matrix estimates are not guaranteed to be positive definite. Recently, [24] proposed a new way to obtain positive-definite estimator based on pairwise robust method. In this article we will use the similar technique to solve the trouble of portfolio selection.

The remainder of this paper is structured as follows. Section 2 provides a brief review of the mean-variance portfolio selection model. The pairwise covariance matrix estimation and Gaussian rank correlation estimators are shown in section 3. In section 4 the results of simulation are given. In section 5, we compare the proposed estimator to the Classical and FMCD estimators under empirical asset returns. Finally, a brief discussion is given to conclude this work.

2. The mean-variance portfolio selection model

The objective of seminal work by Markowitz[1] is to seek a optimal portfolio that ensure the minimal variance with a given expected return. In this section, we review the mean-variance optimization problem. Given p stocks whose returns are distributed with the expected returns vector $\mu$ and covariance matrix $\Sigma$. We consider the mean-variance model defined as follows:

$$\begin{align*}
\min_{\omega} & \quad \omega \Sigma \omega \\
\text{st.} & \quad \omega e = 1, \\
& \quad \omega' \mu = q,
\end{align*}$$

(1)

where, $q$ is the expected rate of return which is required on the portfolio, $l=(1,1,1,\ldots,1)$ denotes a conformable vector of ones.

Solving Eq.(1), the well-known solution is:

$$\omega = \frac{C - qN}{MC - B^2} \hat{\Sigma}^{-1} + qM - N \hat{\Sigma}^{-1} \hat{\mu},$$

(2)

where $\hat{\Sigma}$ is the estimated covariance matrix of return, $\hat{\mu}$ is the estimated of expection vector. $M = 1' \hat{\Sigma}^{-1} 1'$, $N = 1' \hat{\Sigma}^{-1} \hat{\mu}$ and $C = \mu' \hat{\Sigma}^{-1} \hat{\mu}$. From the Eq.(2), it is clearly that the ideal portfolio weights depend on the inverse of the estimated covariance matrix and vector of expected returns, which are estimated from historical data available in the empirical implementation. In other words, if the covariance matrix estimator is not invertible or if it is numerically ill-conditioned, the model did not work at all. For this reason, the resulting estimator matrix $\hat{\Sigma}$ requires be positive semidefinite.

3. Robust covariance matrix estimation

Gnanadesikan and Kettenring[25] use a simple method for turning scale estimators into covariance estimators to obtain a robust, pairwise covariance estimate. A modified version of the Gnanadesikan-Kettenring robust covariance estimate was introduced by Ma and Zamar[20], which is to prominence in the context of robust estimation with shorter computer times. The idea is based on the identity,

$$\text{cov}(X,Y) = (4\alpha\beta)^{-1}[\text{Var}(\alpha X + \beta Y) - \text{Var}(\alpha X - \beta Y)],$$

(3)

where $X$ and $Y$ are random variable. In general, $X$ and $Y$ may have different scales, hence it is standard to let $\alpha = (\text{var}(X))^{\frac{1}{2}}$ and $\beta = (\text{var}(Y))^{\frac{1}{2}}$. A robust covariance estimator is found by replacing the variance in Eq. (3) with (squared) robust scale estimator. With identity Eq. (3), a symmetric matrix full
of pairwise covariances can be constructed simply, however the changed estimator is not necessarily positive semidefinite.

Following the similar spirit of Ma and Zamar[20], Öllerer and Croux[24] studied a modification that using the Gaussian rank correlation to estimate the pairwise covariance matrix. This approach has two virtue. On the one hand, it compute fast and easily. On the other hand, the resulting covariance matrix is positive definiteness, thus we do not need to require a transformation to ensure the result be positive semidefinite. To achieve this goal, tow elements-correlation and scale matrix estimators are considered in the following.

It is well known that the classical Pearson correlation estimator is sensitive to the outliers, even only a small amount of atypical observations may seriously affect it. In view of the outliers, many proposals for the robust estimation correlation of variables were given. For example, the Spearman and Kendall correlation estimators[10,11] which are based on ranks; the quadrant correlation estimator based on winsorizing data. All of those estimators are robust and efficient to compute, even in high dimensions. Unfortunately, the resulting correlation matrix is no longer guaranteed to be positive semidefinite. To avoid the problem, Boudt et al. [13] proposed the Gaussian rank correlation $GR(\cdot)$, which is defined as the sample correlation estimator from the Van Der Waerden scores (or normal scores):

$$GR_{cor} = \sum_{i}^{n} \Phi^{-1} \left( \frac{R(x_i)}{n+1} \right) \sum_{j}^{n} \Phi^{-1} \left( \frac{R(y_j)}{n+1} \right) \Phi^{-1} \left( \frac{R(x_i)}{n+1} \right) \Phi^{-1} \left( \frac{R(y_j)}{n+1} \right)$$

where $R(x_i)$ and $R(y_j)$ denote the rank of $x_i$ and $y_j$, respectively, for $1 \leq i, j \leq n$. Specifically, the corresponding Gaussian (or normal) scores are obtained by plugging these ranks in the quantile function $\Phi^{-1}$ of the standard normal distribution.

Consequently, we use the $GR(\cdot)$ as a valuable robust correlation estimator to estimate the pairwise covariance matrix $(s_{jk})_{j, k=1, \ldots, p} \in \mathbb{R}^{p \times p}$. Concretely, we use the following equation:

$$\sigma_{jk} = scale(X^i)scale(X^j) r(X^i, X^j), j, k = 1, \ldots, p$$

from the data $X = (X^1, \ldots, X^p) \in \mathbb{R}^{n \times p}$, where scale $(\cdot)$ is replaced by a robust scale estimation, such as the $\text{Q}_n$ estimator or the median absolute deviation. Both the two mentioned scale estimators are equally robust with a breakdown point of 50%. To simplify, we opt for the median absolute deviation as scale estimate.

It is worth mentioning the pairwise covariance estimator matrix $\hat{\Sigma}$ using Gaussian rank correlation is positive semidefinite. We study estimating a robust and positive semidefinite covariance matrix are performed by one step. Therefore, we do not need to apply Nearest positive definite matrix procedure(NPD) or Orthogonalised Gnanadesikan Kettenriing procedure(OGK) to obtain a positive semidefinite covariance estimate. In the other words, the proposed method not only saves computation time, but also simplifies the final precision matrix estimator.

4. Numerical simulation

4.1. The simulated data set

In this section we run a simulation to comparing the FMCD and the pairwise robust covariance (PRC) estimates. To evaluate these statistical performance, we need the situations in which the “true values” are known. Considering the heavy-tailed of the returns, the simulated data generated by a multivariate Student-T distribution. Concretely, the simulated data following a distribution is a multivariate Student-T distribution with the degrees freedom 3, and we let $\hat{\Sigma}$ be the covariance matrix process, where $\Sigma = a^{-H}$ characterizes the entry of in the row $i$ and column $j$, $a = 0.7$ in this simulation. For each sample $i$, the covariance is estimated by $\hat{\Theta}_i$, and the Mean Squared error(MSE) is computed as

$$MSE = \frac{1}{n} \sum_{i=1}^{n} (\hat{\Theta}_i - \Theta_i)^2.$$
4.2. Discussion of the simulation

In our experiments, to study the effect of dimension on the performance of various estimators, we considered different cases \( n = 200, 600, 1000 \) with \( p \) taking the values 20, 60, 100, 150, 300 respectively. The MSE results are reported for different estimation methods in Table 1. In small \( p \) case, for \( p = 20 \) and \( p = 60 \), we find that the classical sample covariance (CSM) method substantially outperforms the PRC method, and markedly surpass the FMCD method. That means in relatively low dimension, the CSM method presents a promising alternative, the PRC is the second one. It can be found that the PRC estimator performs significantly better than the classical method when the value of \( p \) is large, see Table 1, for \( p = 300, p = 600 \). That means the PRC estimator is more robust than the CSM method in high dimension case. Note that the number of stocks are often large in practice, the high dimension often happen with the Age of Big Data. Focussing on the robust approach FMCD and PRC, we observed that FMCD perform better than the PRC in the case of large \( p \) and small \( n \). However, the procedure of FMCD is required huge values of subsample, this method cannot run when \( n \) is not large enough (see Table 1). Obviously, when \( n \) is not large we cannot get the estimator of FMCD. Moreover, from the simulation, we also find that the FMCD estimator is not ensure be positive definite in higher dimensions.

We also compared the running time of the two robust estimators in this simulation. Table 2 gives the simulation time in seconds. When \( n = 200 \), we let \( p = 20, 40, 200 \) and run separately. The time of FMCD are 11 and 25 times for the time of PRC.

### Table 1. Simulation results

| Estimate | \( p = 20 \) | \( p = 60 \) | \( p = 100 \) | \( p = 150 \) | \( p = 300 \) | \( p = 600 \) |
|----------|-------------|-------------|-------------|-------------|-------------|-------------|
| \( n = 200 \) |             |             |             |             |             |             |
| FMCD     | 0.024       | 0.029       | **0.018**   | ---         | ---         | ---         |
| PRC      | 0.012       | 0.027       | 0.039       | **0.052**   | **0.086**   | **0.156**   |
| Classical| 0.010       | 0.020       | 0.037       | 0.054       | 0.107       | 0.214       |
| \( n = 600 \) |             |             |             |             |             |             |
| FMCD     | 0.007       | 0.018       | 0.014       | ---         | ---         | ---         |
| PRC      | 0.003       | 0.008       | 0.011       | 0.014       | 0.022       | **0.036**   |
| Classical| 0.002       | 0.004       | 0.006       | 0.010       | 0.020       | 0.041       |
| \( n = 1000 \) |             |             |             |             |             |             |
| FMCD     | 0.004       | 0.020       | 0.025       | ---         | ---         | ---         |
| PRC      | 0.002       | 0.004       | 0.006       | 0.008       | 0.012       | **0.019**   |
| Classical| 0.001       | 0.002       | 0.003       | 0.005       | 0.009       | **0.019**   |

Simulated MSE (the Mean Squared error). ---represent simulation result NAN.

### Table 2. Times for simulation data

| Estimate | \( p = 20 \) | \( p = 40 \) | \( p = 100 \) |
|----------|-------------|-------------|--------------|
| FMCD     | 14.5        | 25.6        | 109          |
| PRC      | 0.13        | 0.7         | 4.4          |

Simulated time with \( n = 200 \).

5. Real data

5.1. The real data set

In this section we use the real data to show the superior performance of the proposed robust portfolio selection approach in this paper. This datasets containing 20 assets were extracted from Yahoo Web-Finance-Stocks data library database composing the S&P500 index. The data span from the sixth of December 2013 to the sixth of December 2016. Deleting the missing data in the sample, all same trading days are 163. This is that \( n = 163, p = 20 \) in the following.

5.2. Result
In order to detect whether the returns are normal distribution or not, we computed the Skewness and Kurtosis of each stock. For simplicity, we denoted the twenty stocks $S_i (i=1,2,\ldots,20)$ respectively. To simplify discussion, we selected the first 10 to study their distributions. It is clearly from Table 1 that each stock $S_i$’s ($i=1,2,\ldots,10$) Skewness and Kurtosis have different extent compared with standard normal distribution. Moreover, the Skewness and Kurtosis are differ considerably (see Table 3).

Another method to identify the difference between the return’s distribution and the normal ones is frequency chart. Figure 1 displays frequency chart of $S_6$. Finally, we also presented boxplots of some stock return (see figure 2). Similar to Table 3, Figure 1 provide that the distributions of returns of risky assets have fat tail nature and are noticeably leptokurtic. For the mean-variance model, the properties of normal distribution are important hypothesis. In the tradeoff between income and risk, the variance and the mean of the securities return are best statistics if the stock return data is normally distributed. Many empirical researches have shown that if the return of risky assets no longer accord with normal distribution, variance is not the best risk. Furthermore, the influence of outliers are shown in Figure 2. We selected six stocks from the twenty stocks stochastically, then given the boxplots of the six stocks. Apparently, the outliers have impact on each stock more or less in Figure 2.

To check the estimation error from sample mean estimator, we came up with the adjust pairwise robust covariance way, which is replace the sample mean with robust mean estimator from the FastMCD (FMCD) and used the robust covariance estimator from the pairwise covariance estimator based on Gaussian rank correlation. Next, we used the classical, FMCD, pairwise robust covariance (PRC) and adjust pairwise robust covariance (APRC) estimator as input into portfolio selection model (1). Figure 4 plots the Mean-Variance Efficient Frontier of the four estimators, the horizontal axis and vertical axis represents the standard deviation and expected return of portfolio selection separately. It is clearly that the FMCD, the PRC, the APRC are better than the classical estimator. With the same level of expected, the risk with robust estimation way is lower than the traditional way. Overall, both the adjust pairwise robust covariance way and the FMCD provide competitive performance relative to the pairwise robust covariance way. However, the FMCD has three drawbacks can not be neglect: (i) the FMCD requires substantial running time for large $p$, it means that if we need compute a few stocks, the FMCD is ineffective; (ii) it no longer retains its robust nature better anymore when $n$ is large, it means that no high breakdown point; (iii) the result covariance estimator cannot ensure positive semidefinite when $n$ is large, which is important in this paper. Note that the APRC estimation is better than the PRC, it verifies that sample mean estimator in mean-variance portfolios should be not overlooked. With the same robust covariance estimator, the robust mean estimator show a better quality than sample mean.

To compare the computing times of different estimates, the running times in seconds is given in Table 4. Clearly, pairwise robust covariance compute fast than the others.

### Table 3. Skewness and Kurtosis of the stock return

| Name | Skewness | Kurtosis | Name | Skewness | Kurtosis |
|------|----------|----------|------|----------|----------|
| S1   | -0.44    | 4.33     | S6   | -0.45    | 3.99     |
| S2   | 0.34     | 4.13     | S7   | 0.33     | 3.35     |
| S3   | 0.29     | 5.45     | S8   | 0.95     | 4.69     |
| S4   | 0.05     | 4.58     | S9   | 0.17     | 3.36     |
| S5   | 0.22     | 8.50     | S10  | 0.08     | 4.31     |

### Table 4. Time(seconds) for real data

| Estimate | Times |
|----------|-------|
| FMCD     | 11.7  |
| PRC      | 0.6   |
| APRC     | 10.2  |
Figure 1. Frequency chart of stock S6. Performance comparison normal distribution density curve.

Figure 2. The boxplots of the stocks for S2, S4, S6, S7 S9, S10.
Figure 3. The Efficient-Frontier of the four estimators.

6. Conclusion
Markowitz portfolio selection model has had a profound impact on the economic modeling of financial markets and the pricing of assets. It makes the optimal portfolio can be obtained by solving a convex quadratic programming problem. Consequently, we can study the optimal portfolio quantitatively and qualitatively. The curse of dimensionality and the influence of perturbations in practice make the classical estimation perform poorly. Various aspects of those phenomenon have been discussed extensively, generally can be divided into re-established model, renewed the estimation method.

In this paper we developed a robust estimation into a large dimensional. Motivated by the well-known solution Eq.(2), we consider a pairwise approach to covariance estimation, which is based on Gaussian rank correlation estimator. The proposed way have main advantage focus on the following:
- The estimator is robust. As we all know, the stock returns is non-normal distribution, and is fat-tail. The returns are sensitive to outliers, robust estimator can ease the disturbance from outliers.
- The final covariance estimator is straightforward positive semidefinite without transforming. From Eq.(2), the solution rely on the inverse of covariance matrix. The estimator we studied above-pairwise covariance and Gaussian rank correlation-are all positive semidefinite, therefore it is invertible. Furthermore, we need not special way to change the final estimator positively, which improves the efficiency in some degree.
- The estimation can be computed much faster than others. On account of the pairwise method and the rank correlation, the complexity of calculation is more simply, especially in the high dimension.

We compared the performance of the pairwise robust approach with the FMCD and classical non-robust method for the covariance estimation of stock returns. Overall, the PRA method performs better than the others from the simulation and real data set. The numerical results also show that the
improved PRA estimation perform well in the mean-variance model. Additional, we verified that
errors of mean sample estimation also manipulate the result of the portfolio selection in our method.
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