Investigating Indirect Impacts of TCP Connection on IMS Network
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Abstract

The IP Multimedia Subsystem (IMS) has the major architectural framework to be involved in the Next Generation Network. IMS works to bridge multimedia communication among a variety of applications over the Internet. IMS bears its multimedia signals and streams through different means of transport protocols; TCP, UDP, and SCTP. TCP is a connection-oriented protocol that provides reliable data delivery and congestion control. To setup connection with TCP, IMS entities require extra operations to be completed, and those operation processes called (worker process) cost the multimedia server extra overload and delay. This paper investigates the indirect impacts of TCP connections that result from the Call Session Control Function (CSCF) servers when dealing with video communication using a local network setup with wired connection. Two parameters are evaluated in the experiment: CPU usage and response time, in two different scenarios. The experimental results show that the outbound scenario performs better than the inbound scenario due to the extra operations required to setup new TCP connection for the inbound.

Keyword: IMS, TCP, Video Communication, Call Session Control Function

التحقيق في التأثيرات الغير مباشرة لاتصال بروتوكول TCP على شبكة الIMS
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الخلاصة:

من المتوقع حديثاً أن تصبح أنظمة الوسائط المتعددة الهيكل الأساسي في تطوير شبكات الجيل القادم. تعمل أنظمة الوسائط المتعددة كموصل بين اتصالات الوسائط المتعددة مع اتباع عدة من تطبيقات الإنترنت، من الناحية التقنية تتحمل أنظمة الوسائط المتعددة أشارتها
1. Introduction

The Internet has grown rapidly in the last decade with a big involvement of multimedia communication in the use of end user devices. Multimedia communication has become a daily requirement through the continuous increase of user communication via social media, education, businesses, applications, among others. To control multimedia communication there should be a control system that can handle video communication, video conferencing, and video streaming [1]. The Internet Protocol multimedia subsystem (IMS) is an architecture that has been used to work and handle the most usable services and applications on the Internet [2].

IMS is a standard found by the Third Generation Partnership Project (3GPP), which is considered one of the major standards of organizations that utilize 3G networks. IMS systems allow service providers to provide multimedia communication (video, audio, messages), security, and multisession applications between end users [3]. In addition, IMS systems provide quality, roaming, and authentication in real time communications. In order to provide acceptable service and flexibility between end to end devices IMS networks can work with application layer, control layer, and access connectivity layer [4].

IMS systems provide the fundamental concepts of a multimedia session including registration, user location, media capability, presence service, and session negotiation and management. Devices in the IMS systems are connected through different means of networks and transmit data using transport protocol such as TCP or UDP [5] (See IMS architecture layers in Figure 1).
Call Session Control Function (CSCF) servers, which is the element that handles the control layer, uses different means of transport protocols, including UDP and TCP to provide end to end data transmission [6]. TCP is known as connection-oriented protocol that can provide reliable delivery and congestion control, while UDP (not considered) is connectionless protocol. It is worth mentioning that each of (TCP and UDP) have their own advantage. In most common practice, UDP is widely utilized in IMS communication instead of TCP, due to the additional complexity nature of TCP [7]. TCP connection uses an extra operation process for handling end to end connectivity, that is, end up with significantly lower overhead and throughput caused from the direct TCP structure expenses and/or indirect from the system that the TCP implemented in. It is still an issue that the indirect factor of TCP effects the quality of multimedia communication. In literature, there are a number of studies that have been conducted on TCP and video communication [1], UDP and TCP in signaling messages [7], and transport protocol performance in multimedia communication [12]. In sum, TCP is used for signaling and UDP for media transfer.

The aim of this paper is to investigate the indirect impacts of TCP connection that result from the Call Session Control Function (CSCF) servers when dealing with video communication. The investigation is conducted by evaluating two relative parameters: video call response time and CPU usage as CPU can directly show the performance of the device itself. Previous studies have already tested other network parameters such as throughput, delay, and packet delivery ratio.

The following section is a background of IMS. Section 3 presents TCP structure in general. Section 4 describes the relation between IMS and TCP connectivity. Experimental setup along with investigation scenarios are discussed in Section 5. Finally, Section 6 concludes the paper.

2. IP multimedia subsystem (IMS)
IMS is found to be an IP-based overlay network which provides the access and control for IP-based signaling. The major concern of IMS is involved in fixed-networks, WiMAX, or Wireless LAN to provide a guaranteed end-to-end service with acceptable quality due to several problems such as mobile handover and wireless signal fading. [8][9].

The IMS signaling core is architected from the CSCF (Call Session Control Function). As shown in Figure 2, P-CSCF (Proxy CSCF) is one of the important parts of IMS which is located at the edge of the IMS network. Also, P-CSCF is used to handle user authentication, receive requests, and send responses. P-
CSCF also plays a role of security by parsing all messages arrived from the upstream and match them with the standard [10].

Another logical component is called S-CSCF (Serving CSCF) which is used for routing all incoming requests and provides the main service in that system. The S-CSCF is connected with a direct links to the backend database and end user. Additionally, it is responsible for handling other kind of services such as video call charging and billing systems.

The I-CSCF (Interrogating CSCF) serves as the entity for handling peering between two different service providers. S-CSCF co-works with DNS server when there is a requirement to route requests to another service provider at a different network. In other words, I-CSCF queries the assigned local database and retrieves the desired address for further actions.

In this paper, Kamailio server [11] is used as CSCF to control video signaling setup with the ability to use all kinds of transport protocols. By nature, Kamailio server supports TCP connection.

3. Transmission Control Protocol (TCP)

In this paper only the main TCP processes related to CSCF are discussed. The real structure of TCP code is neglected as other researches have already discussed it in detail [12]. TCP is a connection-based protocol meaning that all connections will be ready first for further message communication. TCP also maintains connections across one or multiple transactions, one transaction can be shared by multiple workers. TCP is managed by Supervisor Process which is mainly responsible for managing and controlling all TCP connections. In order to make the connections synchronous with session messages, a shared hash table is used to handle all connection objects [13].

![Figure 2. IMS Components](image)
Once the supervisor accepts a new connection it eventually creates a new TCP connection object to be added into the hash table. The new object is ready to receive new messages through the already opened worker process, as illustrated in Figure 3. From this point, all the messages will be sent and received at the same specified worker until the connection is idle and closed [14].

![Figure 3. TCP workers process and supervisor](image)

4. Indirect TCP Impacts

In this section indirect impacts that are caused by the use of TCP connection are illustrated as follows:

**Shared Transaction:** one complete communication may be achieved by two or more transactions each of which can use a separate worker process. To synchronize the transactions a Shared Transaction status is used to control the complete call. However, these operations will cost the CSCF server time and overhead.

**Socket file descriptor:** the worker needs to request the socket file descriptor which corresponds to the current TCP connection object directly from the supervisor. Immediately, the supervisor process makes a copy of all the opened TCP connection files for synchronization. The copy and synchronous operations are time consuming and require extra CPU calculation.

**Idle and close connection:** Closing a TCP connection in Kamailio server is achieved through two operations; closing all descriptor files of each open socket and terminating the TCP connection objects. Frequent checks for idle state also require the server to use some operations which in turn require extra CPU usage.

5. Experimental and Investigation

In this section an experimental setup is presented to show the hardware and parameter setup. Also, in this section an investigation discusses the results found from the conducted experiment to show the indirect factors that affect Kamailio server, Figure 4 shows the network topology for the experiment. To investigate
and test the Kamailio server two parameters use video Call Response Time and CPU utilization in two different scenarios; inbound and outbound. In this research video stream is used in TCP rather than UDP, because TCP connection has many different operations which affect the performance of network device; To achieve the desired results a lab setup is conducted with the major network element involved in this research. It is worth to mention that the conducted video calls are handled only with session setup time and there is no video stream exchange between end users. Table 1 presents the hardware specifications.

Figure 4. Network topology for the experiment

| Table 1. Hardware specifications |
|----------------------------------|
| Entity                           | CSCF Server                  | User Agent                     |
| Machine Model                    | Dell-Vostro (PC)             | Dell-Vostro Laptop             |
| Operating System                 | Debian Stretch v9            | Ubuntu 18.04 server            |
| Kernel                           | 4.9                          | 4.15                           |
| RAM                              | 2 Giga Byte                  | 2 Giga Byte                    |
| CPU                              | 3.00GHz (deactivate other core processors) | 900@ 2.20GHz |
| SIP software                     | Kamailio 5.3                 | Traffic Generator              |
| Ethernet                         | 100Mb/s                      | 100Mb/s                        |

The structure of TCP is different from the one in UDP connection, so this paper performs the impact of TCP operations only. Figure 5 shows the CPU percentage that has been utilized by the CSCF server during video call handling. Note that in this experiment there is only one CPU core active, the remaining cores available in the machine are deactivated for better results gain from CPU usage.

In this figure inbound calls at the 200 cps use 1.7% of total CPU for both inbound and outbound video calls and when the load increases to 600 cps the CPU starts to hit the 2.4% because it is run in local
network and it is isolated from the external factors. This is because the new connection setup for TCP and the supervisor process require extra operations to open the connection for each transaction. For inbound call the CPU usage reaches 2.65% to handle 800 cps while it reaches 2.60% for outbound that is because for outbound call the connections of calls are already open and no authentication is required that means the CPU will require to handle less operations to settle. In case of a higher call load 1000 cps, the inbound call spend 2.88% of CPU to use for handling 1000 calls. For outbound call the CPU hit 2.69% at the same amount of calls.

In figure 6 the video call response time is calculated from the moment the call is generated from the source traveling to destination and back again to source. That time includes all the processes that have been taken to open TCP connection and received signaling messages. The time spent for handling 200 cps (for one call) for inbound call is 20 ms. When the number of calls increase the time also increases by 2ms, which means for the extra 200 call there is only 2 ms penalty of the operation of TCP connections. For inbound all the connection have to be created and open for the messages that arrive from the upstream. From the figure, the state of 800 calls will require 26 ms to handle the individual call. When the heavy load is applied to the server the call starts to spend 28 ms. In figure 7 the 200 call takes 15 ms to handle individual call which is 5ms less than the inbound call that due to the already opened TCP connection. When the call is 400 and 600 the server is able to handle the calls in only 16 ms as for outbound call. The supervisor process have ready description files to be used in outbound that is due to the already opened TCP connection when the first call setup is made.

Figure 5. CPU usage for inbound and outbound
6. Conclusion

IMS technologies have witnessed a wide deployment in the last decade, involved as a control system for all multimedia communication. CSCF server is a main element in the IMS network which is responsible for controlling all the sessions between client and server. This kind of network element resides at the edge
of their network and has been responsible to handle inbound and outbound calls using different means of transport protocols. TCP is a connection-oriented protocol that has been utilized to carry multimedia data from source to destination. This protocol by nature requires extra operations compared to UDP in order to handle the connection. The extra operation is costly in term of CPU utilization and the time spent for call handling. This paper investigates the indirect impacts caused by the CSCF server and TCP supervisor. The experiments have been conducted with the multimedia server Kamailio 5.3 to be tested with two different parameters; CPU utilization and video call response time. The investigation uses one CPU core to avoid distribution processing and thread scaling which impacts CPU usage in real-time. Results show that for inbound video calls at the 200 cps use 1.7% of total CPU for both inbound and outbound video calls. The CPU also uses 2.65% to handle 800 cps while it reached 2.60% for outbound. For inbound scenario, the time spent for handling 200 cps (for one call) for inbound call is 20 ms. At the other side when the number of calls increase, the time also increases by an average of 2ms. To conclude, Kamailio server performs well when the outbound scenario is used in both parameters CPU and call response time. The limitation of this paper is in the test of TCP only, no UDP connections have been used. Also, there is no video stream in the connection, it only tests the signaling messages of the connection.
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