Using CMB polarization to constrain the anomalous nature of the Cold Spot with an incomplete-sky coverage
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ABSTRACT
Recent results of the ESA Planck satellite have confirmed the existence of some anomalies in the statistical distribution of the cosmic microwave background (CMB) anisotropies. One of the most intriguing anomalies is the cold spot, first detected in the Wilkinson Microwave Anisotropy Probe (WMAP) data by Vielva et al. In a later paper, Vielva et al. (2011) developed a method to probe the anomalous nature of the cold spot by using the cross-correlation of temperature and polarization of the CMB fluctuations. Whereas this work was built under the assumption of analysing full-sky data, in this paper we extend such approach to deal with realistic data sets with a partial-sky coverage. In particular, we exploit the radial and tangential polarization patterns around temperature spots. We explore the capacity of the method to distinguish between a standard Gaussian CMB scenario and an alternative one, in which the cold spot arises from a physical process that does not present correlated polarization features (e.g. topological defects), as a function of the instrumental-noise level. Moreover, we consider more in detail the case of an ideal noise-free experiment and the ones with the expected instrumental-noise levels in QUIJOTE and Planck experiments. We also present an application to the 9-year WMAP data, without being able to obtain firm conclusions, with a significance level of 32 per cent. In the ideal case, the alternative scenario could be rejected at a significance level of around 1 per cent, whereas for expected noise levels of QUIJOTE and Planck experiments the corresponding significance levels are 1.5 and 7.4 per cent, respectively.
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1 INTRODUCTION

Under the current inflationary frame (Starobinsky 1980; Guth 1981; Linde 1982) of the cosmological concordance model, the statistical properties of the cosmic microwave background (CMB) anisotropies are a reflection of the features of the primordial density fluctuations. In particular, standard models of inflation predict that these anisotropies are described by an almost Gaussian, homogeneous and isotropic random field. However, some hints of anomalous behaviour regarding this Gaussian pattern have been observed first by Wilkinson Microwave Anisotropy Probe (WMAP; Spergel et al. 2003; Schwarz et al. 2004; Vielva et al. 2004; Land & Magueijo 2005; Rossmanith et al. 2009) and, more recently, by Planck (Planck Collaboration XXIII 2013). These findings become crucial in order to discard alternative proposals, since non-standard inflation scenarios (Linde & Mukhanov 1997; Bernardeau & Uzan 2002; Gangui, Martin & Sakellariadou 2002; Gupta et al. 2002; Acquaviva et al. 2003; Bartolo et al. 2004) and cosmological defect models (Turok & Spergel 1990; Durrer 1999) usually predict non-Gaussian fields. One of the most relevant topics in the context of these anomalies was the detection of a non-Gaussian cold spot (CS) in the Southern hemisphere (l = 209°, b = 57°) using a wavelet analysis of the WMAP data (Vielva et al. 2004; Cruz et al. 2005). Its existence was confirmed by several authors (Mukherjee & Wang 2004; Cayón, Jin & Treaster 2005; McEwen et al. 2005; Räth, Schuecker & Banday 2007; Vielva et al. 2007; Pietrobon et al. 2008; Gurzadyan et al. 2009; Rossmanith et al. 2009) through different techniques, and, recently, in Planck data (Planck Collaboration XXIII 2013).

Many theoretical explanations have been proposed to justify the presence of the CS, namely second-order gravitational effects (Tomita 2005; Tomita & Inoue 2008), contamination from foreground residuals (Coles 2005; Liu & Zhang 2005), a finite universe model (Adler, Bjorken & Overduin 2006), large voids (Inoue & Silk 2006; Rudnick, Brown & Williams 2007; Garcia-Bellido &
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2 CHARACTERIZATION OF THE CROSS-CORRELATION $T\ E$

The main problem that arises in this work is to distinguish between two different scenarios that are called null and alternative hypotheses. On the one hand, we denote as null hypothesis (H$_0$), the case in which all the CMB fluctuations (including the CS) are caused by a standard Gaussian and isotropic random field. On the other hand, the alternative hypothesis (H$_1$) is associated with the case where the CMB fluctuations are generated by the standard-model mechanisms, but there is a non-negligible contribution due to a physical process that does not produce a correlated pattern between temperature and polarization, such as topological defects.

As shown in Vielva et al. (2011), the cross-correlation between the temperature and the E mode of polarization around the location of the CS can be used to discriminate between these two hypotheses. The H$_1$ scenario would show a lack of correlation between the temperature spot and the associated polarization as compared to H$_0$. In this case, it is assumed that the CS is generated by a secondary anisotropy of the CMB, modified by a non-linear evolution of the gravitational potential. This evolution could be due to, for instance, a collapsing cosmic texture.

In practice, obtaining a reliable E-mode map is very complicated, since the full-sky information cannot be recovered. Therefore, instead of considering directly the cross-correlation as the product of temperature and polarization radial profiles, as done in Vielva et al. (2011), we use a locally defined rotation of the Stokes parameters:

$$
\begin{align*}
Q_\theta &= -Q(\theta) \cos(2\phi) - U(\theta) \sin(2\phi), \\
U_\theta &= Q(\theta) \sin(2\phi) - U(\theta) \cos(2\phi),
\end{align*}
$$

where $\theta = \theta(\cos \phi, \sin \phi)$ and $\phi$ is the angle defined by the line that connects the temperature spot at the centre of the reference system and a position at an angular distance $\theta$ from the centre, as shown in Fig. 1.

The new Stokes parameters are expressed in another coordinate system that is rotated by $\phi$ with respect to the $Q$ and $U$ frames. This definition was first introduced by Kamionkowski, Kosowsky & Stebbins (1997), and it is a way to decompose the polarization signal into a radial and a tangential component in a local frame (note that the Stokes parameter axes live in the tangential plane).

The previous expressions are a flat-sky approximation, valid in a region of $\sim 5^\circ$ of radius from the reference centre (Komatsu et al. 2011). To overcome this difficulty, we transform $Q$ and $U$ equivalently by rotating the map such that the temperature spot is located in Fig. 1.

![Figure 1. Parametrization of the $Q$ and $U$ Stokes parameters’ rotation.](https://academic.oup.com/mnras/article/435/4/3096/1027475/1027475)
on the north pole. In this particular configuration, the angle $\phi$ coincides with the longitude of the sphere and the polarization axes of $Q_i$ are naturally radial or tangential with respect to the origin of the reference system at the north pole. Therefore, we can make the identification $Q \equiv \mu_Q$.

A sky map of $Q_i$ is always referred to a centre position, so it is meaningless beyond the local interpretation. The $Q_i$ radial profile $\mu_{Q_i}$, with respect to a centre position $x$, is defined as

$$\mu_{Q_i}(x, \theta) = \frac{1}{N_0} \sum_{i} Q_i(x_i),$$

where the sum is extended over the positions $x_i$, which are at an angular distance $[\theta - \frac{\Delta \theta}{2}, \theta + \frac{\Delta \theta}{2}]$ from the centre position $x$. The total number of positions considered in the equidistant ring of width $\Delta \theta$ is denoted by $N_0$.

The stacked $Q_i$ radial profiles, $\bar{\mu}_{Q_i}$, are related to the cross-power spectrum $C_{ij}^{TE}$ by an integral with a kernel $f(\ell, \theta)$ that depends on the angular distance and the multipole index (see Komatsu et al. 2011, appendix B, for more details):

$$\bar{\mu}_{Q_i}(\theta) = \int f(\ell, \theta) C_{ij}^{TE} d\ell.$$

The most important point to justify our approach is this dependence, i.e. that the cross-correlation information between temperature and E-mode polarization is contained in a quantity calculated as the stacked $Q_i$ radial profiles.

We show in Fig. 2, the mean value and dispersion of the $Q_i$ radial profiles for two different cases computed with CMB simulations. The first one represents a selection of profiles associated with positions $x_{\text{ext}}$, where a hotspot, at least as extreme as the CS, is identified in the CMB temperature field. The selection criteria is a threshold over $4.45$ times the dispersion of the spherical Mexican hat wavelet (SMHW) coefficients at a wavelet scale $R = 250$ arcmin in absolute value (see Vielva et al. 2004 for details). This limit value is calculated as the amplitude (in absolute value) of the CS in the wavelet coefficient of the combined map of two different frequency bands ($Q + V$) of the 9-year WMAP data, degraded to a HEALPix resolution of $N_{\text{side}} = 64$ (Görski et al. 2005). The second case corresponds to the $Q_i$ radial profiles referred to randomly selected central positions $x_{\text{rnd}}$ in the CMB field. The highest discriminatory power regime seems to be about a scale of $\theta \sim 7^\circ$.

In Fig. 3, we show the stacked patterns for the standard Stokes parameters, as well as $Q_i$ and $U_i$ for both cases: the upper panels correspond to hotspot positions as intense in absolute value as the CS and in the bottom ones random locations are plotted. Note that similar but symmetric results would be obtained for CS.

The mean radial profiles are obtained by averaging over 11 000 simulations in both cases: in one case using a set of simulations centred in a feature as extreme as the CS and in another one taking random positions. To compute these radial profiles, the first step we make is to filter the temperature map of the CMB Gaussian simulations with the SMWH at a scale $R = 250$ arcmin. Then, we search a feature as intense as the CS in the wavelet coefficient map. If such a trait is not present, we discard this simulation and generate a new one. Nevertheless, if a CS-like feature is found, we compute the $Q_i$ maps centred in its location $x_{\text{ext}}$ and calculate the radial profile $\mu_{Q_i}(x_{\text{ext}}, \theta)$ referred to this certain position. Moreover, the radial profile $\mu_{Q_i}(x_{\text{ext}}, \theta)$ is computed taking a random position as reference.

3 METHODOLOGY

In this section, we adapt the formalism used in Vielva et al. (2011) to distinguish between the two hypotheses that we are considering: the standard Gaussian and isotropic option (as null hypothesis, $H_0$) and a non-standard model proposed as a superposition of a contribution due to a physical mechanism which does not produce correlation between temperature and polarization, such as topological defects, and the CMB fluctuations of the standard model (as alternative hypothesis, $H_1$).

3.1 The estimator

Under the null-hypothesis assumption $H_0$, the cross-correlation pattern between temperature and the polarization $E$ mode at positions $x_{\text{ext}}$ (as mentioned, where a CS-like feature is located in the CMB temperature map) is reflected in the $Q_i$ radial profile $\mu_{Q_i}$. We can represent the hypothesis with a vector $\xi_{H_0}$ of $n_i$ components, where $n_i$ is the number of rings considered at different distances $\theta_i$ from the centre $x_{\text{ext}}$:

$$\xi_{H_0}(i) = \mu_{Q_i}(x_{\text{ext}}, \theta_i).$$

We use values of $\theta$ from $1^\circ$ to $5^\circ$, separated by $0.5$, and from $5^\circ$ to $25^\circ$, separated by $1^\circ$, which represent a total of 29 rings with $\Delta \theta = 0.5$ of width. Note that the first five rings have been chosen to overlap in order to have a smoother characterization of the inner signal.

Under the assumption of the alternative hypothesis $H_1$, the CS is not generated by the standard Gaussian and isotropic field but arises due to a secondary anisotropy (e.g. a cosmic texture). In this scenario, there is not any expected correspondence between the temperature extreme and the polarization signal. We can translate this fact considering random field values (mutually consistent) in $Q$ and $U$ Stokes parameters. Therefore, the alternative hypothesis can be expressed as

$$\xi_{H_1}(i) = \mu_{Q_i}(x_{\text{ext}}, \theta_i).$$
In both cases \((\gamma = 0, 1)\), we can compute the mean value of these radial profiles \(\bar{x}_{\text{H}0}\) and a covariance matrix \(C_{\text{H}0}\) as

\[
\bar{x}_{\text{H}0}(i) = \frac{1}{N_s} \sum_{n=1}^{N_s} \bar{x}_{\text{H}0,n}(i) 
\]

\[
C_{\text{H}0}(j, k) = \frac{1}{N_s} \sum_{n=1}^{N_s} [\bar{x}_{\text{H}0}(j) - \bar{x}_{\text{H}0}(j)] [\bar{x}_{\text{H}0}(k) - \bar{x}_{\text{H}0}(k)],
\]

where \(N_s\) is the number of simulations considered to compute these estimators. In particular, we take \(N_s = 10\,000\) per hypothesis.

### 3.2 The discriminator

Following the description in Vielva et al. (2011), we adopt the Fisher discriminant to distinguish between the two scenarios. In the current analysis, different possibilities could be taken into account in order to distinguish between the two hypotheses, such as the use of a \(\chi^2\). However, the Fisher discriminant is preferable because this procedure is the optimal linear function of the measured quantities that maximizes the separation between the two probability distributions, \(g(\tau|H_0)\) and \(g(\tau|H_1)\), where \(\tau\) is the value of the discriminant.

All required information to characterize both hypotheses is synthesized in the two vectors \(\xi_{\text{H}0}\) and \(\xi_{\text{H}1}\), so they are the estimators that we use as a starting point. The discriminator mechanism applied to \(N\) signals corresponding, for instance, to the null hypothesis leads to a set of \(N\) numbers (called \(\tau_{\text{H}0}\)). They are the result of combining all the properties of \(H_0\) (i.e. \(\xi_{\text{H}0}\), \(\bar{x}_{\text{H}0}\) and \(C_{\text{H}0}\)), but taking into account the information related to \(H_1\) (i.e. \(\bar{x}_{\text{H}1}\) and \(C_{\text{H}1}\)). Conversely, the Fisher discriminant applied to \(N\) signals described by the alternative hypothesis provides a set of \(N\) numbers (called \(\tau_{\text{H}1}\)) that are computed with the information of \(H_1\), but accounts for the overall properties of \(H_0\).

In particular, we use the following expressions to calculate the \(\tau_{\text{H}0}\) values (see e.g. Barreiro & Hobson 2001; Martínez-González et al. 2002):

\[
\tau_{\text{H}0} = (\bar{x}_{\text{H}0} - \bar{x}_{\text{H}1})^\top C_{\text{H}0}^{-1} \bar{x}_{\text{H}0}
\]

\[
\tau_{\text{H}1} = (\bar{x}_{\text{H}0} - \bar{x}_{\text{H}1})^\top C_{\text{H}0}^{-1} \bar{x}_{\text{H}1},
\]

where \(C_{\text{H}0} = C_{\text{H}0} + C_{\text{H}1}\).

In our case, \(N = 1000\) is the dimension of the sample considered to construct the distribution of the Fisher discriminant for each hypothesis \(\bar{x}_{\text{H}1}\). Moreover, the estimators \(\bar{x}_{\text{H}0}\) and \(C_{\text{H}0}\) are computed using \(10\,000\) simulations, as we mentioned in the previous section.

### 4 FORECAST FOR DATA SETS

In this section, we explore the scope of the methodology using simulations. We have used the 9-year best-fitting model of WMAP to generate two sets of CMB simulations (that address both cases: extrema and random) following the steps described in Section 2. As we are only interested in angular scales larger than 1\(^\circ\), the computation of \(Q, U\) maps and radial profiles has been performed at \(N_{\text{side}} = 64\).

As mentioned, two sets of 10\,000 simulations have been employed to estimate the mean value of the vectors \(\bar{x}_{\text{H}1}\), which contains the information of the \(Q\), radial profiles \(\mu_{ij}\), and the covariance matrices \(C_{\text{H}1}\). Other two sets of 1000 simulations for each hypothesis have been considered in order to compute the distribution of the Fisher discriminants \(\tau_{\gamma}\).

Let us recall some basic notions of statistical hypothesis testing. The significance level (or type I error), \(\alpha\), is the probability of rejecting a given null hypothesis, \(H_0\), when \(H_0\) is true. The power of the test is the probability of not making a type II error, i.e. the probability of rejecting the null hypothesis when the null hypothesis is false. Ideally, a good test would have a low significance level and high power. Furthermore, the \(p\)-value is the probability of obtaining an at least as extreme observation as the data when \(H_0\) is true. The null hypothesis is rejected if, and only if, the \(p\)-value obtained from the data is lower than the a priori established significance level.

We have quantified the discrimination power between the two hypotheses by considering the significance level for a fixed power of the test of \((1 - \beta) = 0.5\), i.e. the fraction of the \(\tau_{\text{H}1}\) values that are greater than the median value of the \(\tau_{\text{H}1}\) distribution.

We have computed the significance level in the noise-free case considering different maximum angular distances \(\theta_{\text{max}}\) for the profiles. We concluded that the significance level decreases drastically until an angular distance around 20\(^\circ\), where it reaches a value of approximately 1 per cent for larger angular scales.

In Fig. 4, we show the distributions of the Fisher discriminants for three different cases. First of all, we present the noise-free case (noise amplitude \(\sigma_{\text{pol}} = 0\)) in the left-hand panel. Secondly, we plot a case with a noise level as expected in the QUIJOTE experiment (Rubíñio-Martín et al. 2012) \((\sigma_{\text{pol}} \approx 0.3\,\mu\text{K per pixel of }N_{\text{side}} = 64\)) in the middle panel. And, finally, we represent a third case considering the expected noise level in Planck (Planck Collaboration I 2013).
Figure 4. Fisher discriminants for different levels of white noise, from left to right: noise-free case, QUIJOTE-like and Planck-like levels. The solid blue lines correspond to the distribution of the Fisher discriminant for the null hypothesis ($H_0$). The alternative hypothesis ($H_1$) is represented by dotted red lines. The vertical lines mark the median values of each distribution. The significance levels at a power of the test of 0.5 are 0.010, 0.015 and 0.074, respectively.

Figure 5. Evolution of the significance level to reject the $H_1$ hypothesis at a power of the test of 0.5 with increasing instrumental noise. The vertical lines, from left to right, correspond to the expected instrumental-noise levels of QUIJOTE, Planck and the 9-year WMAP data.

(σpol ≈ 1 µK per pixel of $N_{	ext{side}} = 64$). The significance levels for a power of the test of 0.5 are 0.010, 0.015 and 0.074, respectively.

5 APPLICATION TO THE 9-YEAR WMAP DATA

In this section, we show the results of applying the methodology to the case of 9-year WMAP data. We have already mentioned that the CS is detected in the WMAP temperature data with an SMHW filter at a wavelet scale of $R = 250$ arcmin and has an amplitude of 4.45σ in the wavelet coefficient map outside an extended version of the temperature mask. As in previous sections, we have considered a limit value of 4.45σ to select CMB realizations with a spot as extreme as the CS. However, the main difference between ideal simulations and those that we have used in this application is that the instrumental-noise pattern is not uniform. Therefore, we must ensure that the feature of our simulations has the same instrumental-noise pattern as that surrounded the CS position.

Hence, we adopt a similar procedure to perform these simulations as in Section 2. The only difference with respect to the previous case is that, when we find a spot as extreme as the CS, we rotate the original ($T$, $Q$, $U$) simulation in such a way that the feature is located at the CS coordinates ($l = 209^\circ$, $b = 57^\circ$). Furthermore, we take into account the WMAP beam window functions of the $Q_1$, $Q_2$, $V_1$ and $V_2$ differencing assemblies (DAs). Maps for different DAs are optimally combined into a single map using the $N_{\text{obs}}$ matrices supplied by the WMAP team at the LAMBDA webpage\(^1\) (see, for instance, Jarosik 2011).

For the treatment of the data, we use a degraded version of the masks supplied by the WMAP team: the KQ75 and the polarization analysis one, respectively. These masks only account for diffuse contamination. However, as the wavelet filter is applied over the masked temperature map, it is necessary to employ an extended version of this latter mask to exclude the contaminated regions before calculating the dispersion. The procedure used to extend the temperature mask is very similar to that described in section 4.5 of Planck Collaboration XXIII (2013). We construct a first temporary mask by extending the borders of the previous mask by a distance of 500 arcmin (twice $R$). A second temporary mask is obtained in two steps (this procedure was first suggested in McEwen et al. 2005): first of all, the auxiliary mask is convolved with the SMHW at a wavelet scale of $R = 250$ arcmin, and secondly, we impose that any pixel of this second temporary mask with an absolute value lower than 0.01 is masked, whereas the remaining ones are set to 1. Finally, the extended temperature mask is computed by multiplying these two temporary masks.

We show the $Q_i$ mean radial profiles computed with 11 000 simulations in Fig. 6. The profile predicted by the null hypothesis ($H_0$) is plotted by the solid blue line, whereas the dashed red line corresponds to the profile expected in $H_1$. The dot--dashed green line represents the $Q+V$ WMAP data profile.

The results of applying the Fisher discriminant methodology are shown in Fig. 7. The distribution of the Fisher discriminant for the null hypothesis ($H_0$) is represented by a solid blue line. The dashed red line corresponds to the distribution of the alternative hypothesis $H_1$. The significance level (at a power of the test of 0.5) is 0.32, which indicates that the hypothesis test is really bad in this case. The instrumental-noise level is too high to obtain a strong

\(^1\) http://lambda.gsfc.nasa.gov/
other hand, the proposal which considers the CS as due to a contribution that does not present a correlated pattern between temperature and polarization (such as topological defects), and is superimposed to the standard Gaussian field. The basis of the method consists in optimizing the differences in the cross-correlation patterns between the temperature and the polarization E mode, estimated via the $Q_l$ Stokes parameter.

We have explored the possibilities of this methodology in terms of the instrumental-noise levels. For experimental sensitivities that can be reached at present, we have obtained promisingly low significance levels (at a power of the test of 0.5) to reject the alternative hypothesis. In particular, the estimation of this value is 0.010, 0.015 and 0.074 for an ideal noise-free experiment, Planck-like and QUIJOTE-like noise levels, respectively. These results are very similar to those obtained by Vielva et al. (2011) in the case where full-sky coverage is assumed, so we are not losing effectiveness due to the considering of an exclusion mask.

Furthermore, we have applied the method to the particular case of WMAP data, obtaining a significant level of 0.32. The instrumental-noise level is too high to discriminate between the two hypotheses. The estimated significance levels have been computed assuming that the temperature is anomalous, but, in this case, the analysis of the polarization data does not add anything else with respect to the result obtained by considering only temperature data. However, it is expected that this method will be useful when dealing with data sets provided by the current generation of CMB polarization experiments.

ACKNOWLEDGEMENTS

The authors thank Rita Belén Barreiro and Airmar Marcos-Caballero for comments and useful discussions. We acknowledge partial financial support from the Spanish Ministerio de Economía y Competitividad Projects AYA2010-21766-C03-01, AYA2012-39475-C02-01 and Consolider-Ingenio 2010 CSD2010-00064. RFC thanks financial support from Spanish CSIC for a JAE-predoc fellowship, cofinanced by the European Social Fund. The authors acknowledge the computer resources, technical expertise and assistance provided by the Spanish Supercomputing Network (RES) node at Universidad de Cantabria. We acknowledge the use of Legacy Archive for Microwave Background Data Analysis (LAMBDA). The HEALPix package was used throughout the data analysis (Górski et al. 2005).

REFERENCES

Acquaviva V., Bartolo N., Matarrese S., Riotto A., 2003, Nucl. Phys. B, 667, 119
Adler R. J., Bjorken J. D., Overduin J. M., 2006, Gen. Relativ. Quantum Cosmol., preprint (arXiv:gr-qc/0602102)
Barreiro R. B., Hobson M. P., 2001, MNRAS, 327, 813
Bartolo N., Komatsu E., Matarrese S., Riotto A., 2004, Phys. Rep., 402, 103
Bernardeau F., Uzan J.-P., 2002, Phys. Rev. D, 66, 103506
Bevis N., Hindmarsh M., Kunz M., 2004, Phys. Rev. D, 70, 043508
Cayón L., Jin J., Treaster A., 2005, MNRAS, 362, 826
Cembranos J. A. R., de la Cruz-Dombriz A., Dobado A., Maroto A. L., 2008, J. Cosmol. Astropart. Phys., 10, 39
Chang S., Kleban M., Levi T. S., 2009, J. Cosmol. Astropart. Phys., 4, 25
Coles P., 2005, Nat, 433, 248
Cruz M., Martínez-González E., Vielva P., Cayón L., 2005, MNRAS, 356, 29
Cruz M., Tucci M., Martínez-González E., Vielva P., 2006, MNRAS, 369, 57
Cruz M., Turok N., Vielva P., Martínez-González E., Hobson M., 2007, Sci, 318, 1612
Das S., Spergel D. N., 2009, Phys. Rev. D, 79, 043007
Durrer R., 1999, New Astron. Rev., 43, 111
Feeney S. M., Johnson M. C., Mortlock D. J., Peiris H. V., 2012a, Phys. Rev. Lett., 108, 241301
Feeney S. M., Johnson M. C., McEwen J. D., Mortlock D. J., Peiris H. V., 2012b, preprint (arXiv:1210.2725)
Gangui A., Martin J., Sakellariadou M., 2002, Phys. Rev. D, 66, 083502
García-Bellido J., Haugbølle T., 2008, J. Cosmol. Astropart. Phys., 4, 3
Gorski K. M., Hivon E., Banday A. J., Wandelt B. D., Hansen F. K., Reinecke M., Bartelmann M., 2005, ApJ, 622, 759
Granett B. R., Neyrinck M. C., Szapudi I., 2008, ApJ, 683, L99
Gupta S., Berera A., Heavens A. F., Matarrese S., 2002, Phys. Rev. D, 66, 043510
Gurzadyan V. G. et al., 2009, A&A, 497, 343
Guth A. H., 1981, Phys. Rev. D, 23, 347
Inoue K. T., Silk J., 2006, ApJ, 648, 23
Jarosik N. et al., 2011, ApJS, 192, 14
Kamionkowski M., Kosowsky A., Stebbins A., 1997, Phys. Rev. D, 55, 7368
Komatsu E. et al., 2011, ApJS, 192, 18
Land K., Magueijo J., 2005, Phys. Rev. Lett., 95, 071301
Linde A. D., 1981, Phys. Lett. B, 108, 389
Linde A., Mukhanov V., 1997, Phys. Rev. D, 56, 535
Liu X., Zhang S. N., 2005, ApJ, 633, 542
Martínez-González E., Gallegos J. E., Argüeso F., Cayón L., Sanz J. L., 2002, MNRAS, 336, 22
Masina I., Notari A., 2009, J. Cosmol. Astropart. Phys., 7, 35
McEwen J. D., Hobson M. P., Lasenby A. N., Mortlock D. J., 2005, MNRAS, 359, 1583
Mukherjee P., Wang Y., 2004, ApJ, 613, 51
Naselsky P. D., Christensen P. R., Coles P., Verkhodanov O. V., Novikov D. L., Kim J., 2010, Astrophys. Bull., 65, 101
Pietrobon D., Ambard A., Balbi A., Cabella P., Cooray A., Marinucci D., 2008, Phys. Rev. D, 78, 103504
Planck Collaboration I, 2013, A&A, submitted
Planck Collaboration XXIII, 2013, A&A, submitted
Räihä C., Schuecker P., Banday A. J., 2007, MNRAS, 380, 466
Rathaus B., Fialkov A., Itzhaki N., 2011, J. Cosmol. Astropart. Phys., 6, 33
Rossmannith G., Räihä C., Banday A. J., Morfill G., 2009, MNRAS, 399, 1921
Rubino-Martín J. A. et al., 2012, in Proc. SPIE Conf. Ser. Vol. 8444, The QUIJOTE-CMB Experiment: Studying the Polarization of the Galactic and Cosmological Microwave Emissions. SPIE, Bellingham, p. 84442
Rudnick L., Brown S., Williams L. R., 2007, ApJ, 671, 40
Schwarz D. J., Starkman G. D., Huterer D., Copi C. J., 2004, Phys. Rev. Lett., 93, 221301
Smith K. M., Huterer D., 2010, MNRAS, 403, 2
Spergel D. N. et al., 2003, ApJS, 148, 175
Starobinsky A. A., 1980, Phys. Lett. B, 91, 99
Tomita K., 2005, Phys. Rev. D, 72, 103506
Tomita K., Inoue K. T., 2008, Phys. Rev. D, 77, 103522
Turok N., Spergel D., 1990, Phys. Rev. Lett., 64, 2736
Urrestilla J., Bevis N., Hindmarsh M., Kunz M., Liddle A. R., 2008, J. Cosmol. Astropart. Phys., 7, 10
Valkenburg W., 2012, J. Cosmol. Astropart. Phys., 1, 47
Vielva P., Martínez-González E., Barreiro R. B., Sanz J. L., Cayón L., 2004, ApJ, 609, 22
Vielva P., Wiaux Y., Martínez-González E., Vanderheynst P., 2007, MNRAS, 381, 932
Vielva P., Martínez-González E., Cruz M., Barreiro R. B., Tucci M., 2011, MNRAS, 410, 33

This paper has been typeset from a TeX/\LaTeX\ file prepared by the author.