We study the spatial interference effects appearing during the ionization of atoms (H, He, Ne, and Ar) by few-cycle laser pulses using single-electron \textit{ab initio} calculations. The spatial interference is the result of the coherent superposition of the electronic wave packets created during one half cycle of the driving field following different spatial paths. This spatial interference pattern may be interpreted as the hologram of the target atom. With the help of a wave-function analysis (splitting) technique and approximate (strong-field and Coulomb-Volkov) calculations, we directly show that the hologram is the result of the electronic-wave-packet scattering on the parent ion. On the He target we demonstrate the usefulness of the wave-function splitting technique in the disentanglement of different interference patterns. Further, by performing calculations for the different targets, we show that the pattern of the hologram does not depend on the angular symmetry of the initial state and it is strongly influenced by the atomic species of the target: A deeper bounding potential leads to a denser pattern.
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\section{I. INTRODUCTION}

When intense and ultrashort laser pulses interact with atoms, depending on the Keldysh parameter, the dominant induced processes are above-threshold, tunneling, or over-the-barrier ionization \cite{1}. The momentum distribution of the continuum electrons produced by such ionization processes is modulated by interference effects, which are created by the superposition of electronic wave packets following different paths \cite{2}. From the possible wave-packet interference scenarios \cite{2}, in the present work we focus on the spatial interference and discuss briefly also the temporal interference.

Temporal interference occurs when electronic wave packets emitted at different parts of the driving laser pulse are coherently added, leading to an interference pattern in the momentum distribution of the continuum electrons \cite{3–8}. The structure of the formed interference pattern can be understood in a simple semiclassical picture \cite{2,3,5}, where the electronic wave packets with the same asymptotic momentum are considered to be emitted at different time moments. Then, under the combined action of the external laser field and the Coulomb potential of the parent ion, these wave packets follow different paths, accumulating different final phases. Finally, at the end of the laser field the wave packets are coherently added and, depending on their relative phase, they can amplify or reduce the intensity, leading to a measurable \cite{2–4} interference pattern in the electron spectrum.

In the case of spatial interference, the interference pattern is the result of the coherent superposition of the electronic wave packets emitted at about the same time (i.e., during the same pulse quarter cycle), but following different spatial pathways. Along these different paths each wave packet accumulates a different phase, which due to the coherent superposition leads to the formation of a radial fringe structure in the electron spectra \cite{2,5–9,15}. The formation of this pattern can be understood with the help of a simple two-path model \cite{2,9,10}, where the radial fringe structure emerges as the result of the interference between the direct (i.e., weakly scattered by the parent ion) and indirect (i.e., strongly scattered) wave packets. The existence of these two distinct wave packets was confirmed by more elaborate classical trajectory Monte Carlo simulations \cite{13} for the ground-state hydrogen target, where it was shown that electrons can reach a continuum state with a well-defined momentum following one of the two distinct types of trajectories: Along the first type of trajectory the electrons returned by the laser field are only weakly scattered by the core (i.e., the minimum distance between the returning electron and the parent ion is larger than 5 a.u.), while along the second type of trajectory the returning electrons are strongly scattered by the core (i.e., the minimum distance between the returning electron and the parent ion is ∼1 a.u.). In this picture, by considering the scattered wave packet as the signal and the direct wave packet as the reference wave, the spatial interference pattern can be interpreted as the holographic mapping (HM) \cite{10,13} of the target atom’s state.

The holographic mapping is closely related to the laser-induced electron diffraction (LIED) \cite{16–20}, where the electron wave packets induced by the ultrashort laser pulse are scattered by the parent ion during their quiver motion. From the final electron momentum distribution resulting from this electronic-wave-packet diffraction, both structural \cite{16–19} and temporal \cite{20} information regarding the target atom or molecule can be extracted using laborious procedures \cite{18}. In contrast to LIED, in HM the scattered electronic wave packet (signal) is coherently added to a reference wave
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packet, and the interference between these two leads to a more structured electron momentum distribution with interference minima and maxima. Since the phase of the scattered wave packet is strongly influenced by the short-range part of the bounding potential encoding the structure of the target atom or molecule, the HM has the potential of becoming a powerful tool to investigate the internal structure of atoms and molecules [14,21–23].

As a result of previous experimental [9–11,14] and our theoretical [13,24,25] investigations, the influence of the laser pulse parameters on the shape of the HM pattern is well understood. The density of the interference pattern (i.e., the pulse parameters on the shape of the HM pattern is well known. Theoretical [13,24,25] investigations, the influence of the laser pulse. We will show the results for single ionization of H, He, Ne, and Ar targets. We consider the single-active-electron approximation, where the interaction between the active electron and the residual ion is described by a model central potential [26]. In the investigation of these interference effects the laser pulse parameters are chosen in such a way that only one type of interference (spatial or temporal) can be dominant [2–7,9–11,13]. Even in these ideal situations other types of interference patterns are also present and become entangled with the dominant one. The coherent superposition of different interference patterns makes the interpretation of the experimental electron spectrum cumbersome. In several cases [2,14], the different interference patterns can be identified using semiclassical or approximate models, but most of these models provide only qualitative agreement with the experimental data. In a large number of experiments the measured data can be reproduced best by ab initio models based on the numerical solution of the TDSE, which lacks a detailed explanation of the physics leading to the final results. In the present paper we provide a solution for these problems by applying a wave-function analysis technique in parallel to the numerical solution of the TDSE. Applying this approach, we are able to disentangle the different interference patterns, which provides valuable information regarding the physics of the processes leading to the formation of the interference patterns.

The present paper is structured as follows. This section is followed by Sec. II (Theory), where our approach for the numerical solution of the TDSE for the H, He, Ne, and Ar targets is presented along with the wave-function analysis tool and the Coulomb-Volkov approximation. Section III (Results) is divided into two parts. In Sec. III A we investigate the physics behind the formation of the HM pattern for the H target using the introduced wave-function analysis technique and the Coulomb-Volkov model. In Sec. III B we investigate how the atomic species of the target influences the HM pattern.

### Table I. Parameters of the model potential [see Eq. (2)] for each target atom. The last column contains the value of the first ionization energies.

| Target atom | $Z_e$ | $a_1$ | $a_2$ | $a_3$ | $a_4$ | $a_5$ | $a_6$ | $I_p$ |
|-------------|------|------|------|------|------|------|------|------|
| H           | 1.0  | 0.000| 0.000| 0.000| 0.000| 0.000| 0.000| 0.500 |
| He          | 1.0  | 1.231| 0.662| −1.325| 1.236| −0.231| 0.480| 0.904 |
| Ne          | 1.0  | 8.069| 2.148| −3.570| 1.986| 0.931| 0.602| 0.793 |
| Ar          | 1.0  | 16.039| 2.007| −25.543| 4.525| 0.961| 0.443| 0.579 |

The results presented here are based on the solution of the TDSE for atoms interacting with a few-cycle XUV laser pulse. The Hamiltonian of this system in the framework of the single-active-electron (SAE) approximation can be written as

$$
\hat{H} = \frac{\hat{p}^2}{2} + V_{\text{eff}}(r) + \vec{r} \cdot \vec{E}(t).
$$

where $\hat{p}^2/2$ is the kinetic energy operator, $V_{\text{eff}}(r)$ is the effective interaction potential between the active electron and the residual ion, and $\vec{r} \cdot \vec{E}(t)$ is the interaction potential between the active electron and the external laser field expressed in the length gauge using the dipole approximation. The $V_{\text{eff}}(r)$ potential for the H target is the pure $-1/r$ Coulomb potential, while for the noble-gas targets (He, Ne, and Ar) the following model potential was used:

$$
V_{\text{eff}}(r) = -\frac{Z_e + a_1 e^{-\alpha r} + a_2 e^{-\alpha r} + a_3 e^{-\alpha r}}{r}. 
$$

The potential parameters corresponding to each considered target are chosen according to Tong and Lin [26] and they are shown in Table I along with the ionization energies $I_p$.

The electric component of our two-cycle laser pulse is described by a simple plane wave modulated by a sine-square envelope

$$
\vec{E}(t) = \begin{cases} 
\hat{\epsilon} E_0 \sin^2\left(\frac{\pi t}{\tau}\right) \sin(\omega t + \phi_0) & \text{for } t \in (0, \tau) \\
0 & \text{otherwise},
\end{cases}
$$

where $\hat{\epsilon}$ is the polarization direction of the laser field, $\omega$ is the frequency of the carrier wave, $\phi_0$ is the carrier-envelope phase, and $\tau$ is the pulse duration. As in our previous calculations [13,24], we have used a time-symmetric (cosine-shaped) laser pulse (see Fig. 1), which was obtained by choosing the carrier-envelope phase as

$$
\phi_0 = -\frac{\omega \tau}{2} - \frac{\pi}{2}.
$$

The cosine-shaped pulse ensures that the dominant interference pattern corresponds to the HM [5,13]. Due to the short duration of the laser field (two optical cycles of the...
driving field) only one (H and Ar) or at most two (He and Ne) dominant continuum electronic wave packets are created. Consequently, the photoelectron momentum distribution is dominated by a single or at most two HM interference patterns. This allows for a detailed study on how the HM pattern is influenced by the laser pulse parameters and by the bounding potential of the target. In experiments the use of such a short laser pulse with stable carrier-envelope phase is difficult, thus the case of many-cycle laser pulses should also be considered. Based on previous experiments [10–12,14], we expect that the formation of the HM interference pattern is dominated by a single or at most two HM interference patterns. This allows for a detailed study on how the HM interference pattern is influenced by the laser pulse parameters and by the bounding potential of the target.

The time evolutions are governed by the TDSE

\[ i \frac{\partial}{\partial t} \Psi(\vec{r}, t) = \hat{H} \Psi(\vec{r}, t), \]

where \( \Psi(\vec{r}, t) \) is the time-dependent wave function. In the present work the numerical solution of Eq. (4) is considered in the framework of the time-dependent close-coupling (TDCC) method along with its approximate solution employing the Coulomb-Volkov model.

**A. The TDCC model**

In the present TDCC approach the time-dependent wave function is expanded in the basis of spherical harmonics \( Y_{lm}(\Omega_r) \) as

\[ \Psi(\vec{r}, t) = \sum_{l,m} R_{lm}(r, t) Y_{lm}(\Omega_r), \]

where \( R_{lm}(r, t) \) are the partial radial wave functions. After substituting this ansatz into Eq. (4) and after projecting the resulting equation onto spherical harmonics, the coupled partial differential equations are obtained for the radial wave functions

\[ i \frac{\partial}{\partial t} R_{lm}(r, t) = \sum_{lm'} \left( T_{lm'm'} + V_{lm'm'}^{CP} + V_{lm'm'}^{C} + V_{lm'm'}^{EL} \right) \times R_{lm'}(\vec{r}, t), \]

where

\[ T_{lm'm'} = -\frac{\delta_{ll'}}{2} \frac{\partial^2}{\partial r^2} \]

is the kinetic energy matrix element,

\[ V_{lm'm'}^{CP} = \delta_{ll'} \delta_{mm'} V_{CP}(r) \]

is the centrifugal potential energy matrix element,

\[ V_{lm'm'}^{C} = \delta_{ll'} \delta_{mm'} V_{\text{eff}}(r) \]

is the Coulomb potential matrix element, and

\[ V_{lm'm'}^{EL} = r E(t) \sqrt{\frac{3(2l + 1)}{4\pi(2l'+1)}} C_{lm}^{\text{001}} C_{lm'}^{\text{000}} \]

is the electron-laser interaction matrix element, with \( C \) being the Clebsch-Gordan coefficient.

For the discretization of the radial wave functions the finite-element discrete-variable representation (FEDVR) method [13,27–29] was employed. In the present FEDVR approach the radial coordinate is divided into finite elements (i.e., segments with variable length), and inside each finite element the radial wave functions \( R_{lm}(r, t) \) are represented on a local polynomial basis built on top of a local grid. The local grid points were chosen to be Gauss-Lobatto quadrature points, which ensure the continuity of the wave functions at the finite-element boundaries.

The wave functions propagate in time [i.e., the close-coupling equations (6) are solved] by using the short iterative Lanczos method [30,31] with adaptive time-step control. Before the time propagation, the wave function is initialized as an eigenstate of the atomic target. For the H and He targets the 1s eigenstate, for the Ne target the 2p eigenstate, and for the Ar target the 3p eigenstates of the SAE Hamiltonian are used to describe the outermost electron of the targets. These eigenstates are obtained by the direct diagonalization of the field-free Hamiltonian on the FEDVR grid, which is later used during the time propagation. In the case of the Ne and Ar targets, after each time propagation step, the time-dependent wave function is orthogonalized to the 1s and 2s states (Ne and Ar) and the 2p and 3s (only Ar) states. In the SAE this orthogonalization prevents the deexcitation of the electron into these states, which are occupied by the inner electrons in the modeled atoms.

Throughout the calculations only linearly polarized laser pulses are used, thus the Hamiltonian [see Eq. (1)] has a cylindrical symmetry around the laser polarization axis \( \hat{\varepsilon} \). As a consequence, during the transitions induced by the laser pulse, the magnetic quantum number does not change \( (\Delta m = 0) \). Since the initial states \( \psi_i \) are prepared with \( m = 0 \), in the partial wave expansion (5) of the wave function only partial waves with \( m = 0 \) will be populated, which considerably reduces the size of the angular basis. During the numerical convergence tests, we find that converged results are obtained.
by using the following numerical parameters: angular basis size \( l_{\text{max}} = 90 \), radial simulation box size \( r_{\text{max}} = 100 \) a.u. with 80 finite elements (i.e., segments with variable length ranging from 0.5 a.u. up to 1.0 a.u.), and nine basis functions in each finite element.

Electron momentum distributions can be calculated as

\[
\frac{dP}{dk} = |T_{i/f}|^2, \tag{7}
\]

where \( T_{i/f} \) is the \( T \)-matrix element corresponding to the transition \( \psi_i \rightarrow \psi_f \). After the end of the laser pulse \( T_{i/f} \) is obtained by projecting the time-dependent wave function onto exact continuum eigenstates \( \psi_f \) of the field-free Hamiltonian. These eigenstates are obtained by integrating the radial stationary Schrödinger equation for the given continuum electron energies using the Numerov method [32].

**B. Wave-function splitting technique**

In the time moments \( t_k \) when the \( \vec{r} \cdot \vec{E}(t) \) interaction term in the Hamiltonian (1) vanishes (these time moments are indicated by vertical dashed lines in Fig. 1), the time-dependent wave function can be split into two parts \( \Psi(\vec{r}, t_i) = \Psi_B(\vec{r}, t_i) + \Psi_C(\vec{r}, t_i) \), where

\[
\Psi_B(\vec{r}, t_i) = \sum_{nlm} c_{nlm}(t_i) \psi_{nlm}(\vec{r})
\]

describes the bound part of the wave function [with \( \psi_{nlm}(\vec{r}) \) being the bound eigenfunctions of the field-free Hamiltonian] and \( \Psi_C(\vec{r}, t_i) \) the continuum part. In practice, this wave-function splitting can be performed by subtracting from the full wave function the contribution of the bound eigenstates via the Gram-Schmidt orthogonalization algorithm.

In the proposed wave-function splitting technique the studied system propagates in time from the beginning of the laser pulse \( (t = 0) \) until the first zero point of the electric field \( (t = t_1) \). At this moment the wave function splits into the continuum \( [\Psi_C(t_1)] \) and bound \( [\Psi_B(t_1)] \) partial wave functions. Then these two partial wave functions independently propagate further in time until the next zero point of the electric field \( (t = t_2) \). During the time propagation between \( t_1 \) and \( t_2 \) further ionization from \( \Psi_B \) and electron recapture from \( \Psi_C \) can occur. In order to account for this, from \( \Psi_C(t_1) \) the bound part is extracted and added to \( \Psi_B \) and from \( \Psi_B(t_1) \) the continuum part is extracted and stored at \( t = t_2 \) in a newly created partial wave function \( \Psi_{C2} \). This procedure is continued until the end of the laser pulse, as it is shown in Fig. 2. The partial wave functions are independently propagated (indicated by red solid arrows in Fig. 2) between the zero points of the laser field. At each zero point of the laser field \( (t_i) \) the partial wave functions are rearranged: From the continuum partial wave functions the bound parts are extracted and added to the bound partial wave function \( \Psi_B \), and from \( \Psi_B \) the continuum part is extracted and stored in a newly created continuum wave packet \( \Psi_{C1} \).

As a result of this procedure, at the end of the time propagation (i.e., at the end of the laser pulse) we end up with a partial wave function \( \Psi_B \) containing the bound part of the full wave function and a set of partial wave functions \( \Psi_{C1} (i \in [1, N]) \), where \( N \) is the number of time intervals in the driving laser field. The continuum partial wave function \( \Psi_{C1} \) contains the continuum electron wave packet created during the \( i \)th time interval of the laser field (i.e., between the \( t_{i-1} \) and \( t_i \)) zero points of the electric component with \( t_0 = 0 \) corresponding to the beginning of the pulse and \( t_N = \tau \) to the end of the pulse).

The momentum distribution of the continuum electrons can be calculated separately for each partial wave function \( \Psi_{C1} \). The interference pattern appearing in these spectra can be clearly identified as spatial interference, since each continuum partial wave function describes electron wave packets created during the same time interval of the driving laser field. Then the partial wave functions can be gradually summed. The pattern in the electron spectrum obtained from the summation of the wave functions can be identified as temporal interference, since they appeared as the result of coherent superposition of electron wave packets created during different time intervals of the driving laser field.

**C. The strong-field approximation and the Coulomb-Volkov model**

The time-dependent strong-field approximation (SFA) was developed a long time ago to assess atomic photoionization. The well-known Keldysh-Faisal-Reiss theory of intense-field processes was developed based on the strong-field approximation [1,33,34], while further modifications take into account the important residual Coulomb interaction in the presence of the field [35]. Alternatively, the SFA can be derived within the time-dependent distorted-wave theory [36], where the transition amplitude in the post form is expressed as

\[
T_{i/f} = -i \int_{-\infty}^{+\infty} dt \ f(t) \langle \chi_{-E}(t) | \zeta E(t) | \psi_i(t) \rangle, \tag{8}
\]

where \( \psi_i \) is the initial atomic state with energy \( -I_p \) and \( \chi_{-E}(t) \) is the final distorted-wave function with momentum \( k \) and energy \( E = k^2/2 \). In Eq. (8) the factor \( f(t) \) accounts for depletion of the ground state and is chosen as

FIG. 2. Illustration of the wave splitting technique. Solid red arrow indicate the time propagation and the dotted blue arrows the wave function splitting. Here \( \Psi_B \) is the bound part of the wave function, while \( \Psi_{C1} \) are the continuum partial wave functions created during different time intervals of the laser field.
\[ f(t) = [1 - P_{\text{ion}}(t)]^{1/2}, \] where \( P_{\text{ion}}(t) \) is the time-dependent ionization probability calculated \textit{ad hoc}, i.e., within the TDCC model. If \( f(t) = 1 \), as in the vast majority of the bibliography, depletion of the ground state is neglected.

Different distorted-wave approximations result from different choices of the distortion potential to be included in \( \chi_k^{(V)} \) [37]. One of the most used choices of \( \chi_k^{(V)} \) is the solution of the Hamiltonian \( H_f = \frac{\hat{p}^2}{2m} + eE(t) \), corresponding to a free electron in the time-dependent electric field (exit-channel distorted Hamiltonian), with eigenenergy \( k^2/2 \). These solutions are the Volkov states [38]

\[ \chi_k^{(V)}(\vec{r}, t) = \frac{\exp[i(\vec{k} + \vec{A}(t)) \cdot \vec{r}]}{(2\pi)^{3/2}} \times \exp\left[-i \int_{t_0}^{t_\infty} dt' \left| \vec{k} + \vec{A}(t') \right|^2 \right], \quad (9) \]

where the exponent is the Volkov action and \( \vec{A}(t) = -\int_{t_0}^{t_\infty} dt' \vec{E}(t') \) is the vector potential of the field multiplied by the speed of light. The inclusion of Eq. (9) in Eq. (8) leads to the well-known continuum distorted-wave SFA. Accordingly, the influence of the atomic core potential on the continuum state is neglected and therefore the momentum distribution is a constant of motion after the completion of the laser pulse.

For a symmetric electric field [i.e., \( E(t) = E(t - t) \)], when the depletion of the ground state is neglected [i.e., \( f(t) = 1 \)], it is easy to derive that the final momentum distribution is an even function in the longitudinal momentum [37]

\[ \frac{dP(k_z)}{dk_z} = \frac{dP(-k_z)}{dk_z}, \quad (10) \]

where we have assumed that the initial state has even parity, i.e., \( \psi_i(\vec{r}) = \psi_i(-\vec{r}) \). It is well known that the SFA fails to describe ionization for moderately weak fields as well as the slow electron yield even for strong fields [37,39].

The time-dependent distorted-wave Coulomb-Volkov approximation (CVA) improves this deficiency by combining the atomic eigenstate of the continuum \( \psi^\text{C} \) with the final-channel wave function of Eq. (9). For one-electron atoms, i.e., \( V(r) = -Z_T/r \) with \( Z_T \) the nucleus charge, it results in the Coulomb-Volkov final state first proposed by Jain and Tzoar [40] and later extensively used for ionization by monochromatic low-intensity lasers [33,34,41–44], i.e.,

\[ \chi_k^{(CV)}(\vec{r}, t) = \chi_k^{(V)}(\vec{r}, t) D_C(Z_T, \vec{k}, \vec{r}), \quad (11) \]

where

\[ D_C(Z_T, \vec{k}, \vec{r}) = N_T(k) \Gamma(1 + i Z_T/k, 1 - i k r - i \vec{k} \cdot \vec{r}), \quad (12) \]

The Coulomb normalization factor \( N_T(k) = \exp(\pi Z_T/2k) \) \( \Gamma(1 + i Z_T/k) \) coincides with the value of the Coulomb wave function at the origin and \( \Gamma_1 F_1 \) denotes the confluent hypergeometric function. Inserting Eq. (11) into Eq. (8) leads to the CVA, which can be evaluated in closed form [45,46], except for the depletion factor \( f(t) \). In the CVA, the simultaneous interactions of the released electron with the residual ionic core and the external field are considered nonperturbatively, although only approximately since the Coulomb-Volkov states are not exact continuum states. The forward-backward symmetry of Eq. (10) is inherent to the SFA with no depletion, but is broken in the CVA because of the inclusion of the Coulomb distortion in the exit channel [37,47], even if depletion is neglected [i.e., \( f(t) = 1 \)].
FIG. 3. Distribution of the continuum electrons as a function of the parallel ($k_{\text{par}}$) and perpendicular ($k_{\text{per}}$) momentum components for a H atom, which interacts with a two-cycle laser pulse [Eq. (3)] with the following parameters: $\omega = 0.4445$ a.u., $E_0 = 1$ a.u., and $\tau = 28.26$ a.u.  

(a)–(e) Momentum distributions for the electronic wave packets created during each half cycle of the driving laser field: (a) $\Psi_{C1}$, (b) $\Psi_{C2}$, (c) $\Psi_{C3}$, (d) $\Psi_{C4}$, and (e) $\Psi_{C5}$.  

(f)–(i) Results of the gradual coherent summation of these wave packets: (f) $\Psi_{C1} + \Psi_{C2}$, (g) $\Psi_{C1} + \Psi_{C2} + \Psi_{C3}$, (h) $\Psi_{C1} + \Psi_{C2} + \Psi_{C3} + \Psi_{C4}$, and (i) $\Psi_{C1} + \Psi_{C2} + \Psi_{C3} + \Psi_{C4} + \Psi_{C5}$.

electronic wave packets created during the last two time intervals of the laser pulse ($\Psi_{C4}$ and $\Psi_{C5}$) do not show any trace of interference, which can be explained by the fact that they do not return to the vicinity of the parent ion, thus they are not rescattered.

Figures 3(f)–3(i) present the momentum distributions obtained as the result of gradual summation of the electronic wave packets of Figs. 3(a)–3(e). After a careful examination of the results, one can observe that the dominant features present in Fig. 3(g) are a simple sum of the features present in the momentum distributions of the dominant wave packets $\Psi_{C2}$ [Fig. 3(b)] and $\Psi_{C3}$ [Fig. 3(c)]. The further addition of wave packets $\Psi_{C4}$ and $\Psi_{C5}$ does not modify significantly the momentum distribution of the continuum electrons [Figs. 3(g)–3(i) are nearly identical]. This means that in our case, the temporal interference does not play an important role in the formation of the final momentum distribution of the continuum electrons. This is the direct consequence of the laser pulse shape, which was chosen in such a way to minimize the role of temporal interference. In the momentum distributions of Fig. 3 one can see some spurious circular patterns centered at $k_{\text{per}} = 0$ a.u. and $k_{\text{par}} = \pm 2.18$ a.u. (this coincides with the value of the vector potential at the wavefunction splitting time moments $t_2$ and $t_3$). They appear due to the imperfect separation of the bound and continuum parts of the wave function during the splitting technique. This is strengthened by the fact that they completely disappear after the coherent addition of the partial wave packets.

In Fig. 5, the ab initio results of the TDCC model are compared to the predictions of the SFA and CVA models. We observed that both approximate models reproduce the main features of the TDCC ionization probability density: The electrons are predominantly ejected along the laser polarization axis in the forward direction ($k_{\text{par}} > 0$). Beyond this agreement, the interference pattern modulating the ionization probability densities are completely different. In the case of the SFA and CVA models the ionization probability is modulated by interference maxima and minima consisting of quasiparallel arcs, while in the case of the TDCC model...
PHOTOELECTRON HOLOGRAPHY OF ATOMIC TARGETS

FIG. 5. Ionization probability density of the H atom as a function of electron momentum components. Calculations were performed in the framework of (a) the strong-field approximation, (b) the Coulomb-Volkov approximation, and (c) the time-dependent close coupling model. The laser pulse parameters are the same as in Fig. 3.

The modulating pattern consists of radial interference maxima and minima. The observed interference pattern in the SFA and CVA is a typical temporal interference pattern [5–7]. Both the SFA and CVA are first-order models, therefore they can describe accurately the ionization, but they do not take into account second-order processes like electron wave-packet rescattering by the parent ion. As a consequence, the ionization probability densities obtained in the framework of the SFA and CVA cannot contain modulations originating from spatial interference (i.e., from the scattering of the returning electronic wave packets by the parent ion). The fact that SFA and CVA completely miss the radial pattern observed in the TDCC results is a good indication that the radial pattern is the result of electronic-wave-packet rescattering on the parent ion.

B. Holographic mapping of noble-gas targets

In order to investigate how the atomic species of the target influences the HM interference pattern, we have performed calculations (besides for H) also for He, Ne, and Ar targets interacting with the same laser pulse with the following parameters: \( \omega = 0.4445 \) a.u., \( E_0 = 1 \) a.u., and \( \tau = 28.26 \) a.u., which are identical to the ones used in our previous studies [13]. As it was also shown in Sec. III A, the use of this two-cycle driving pulse ensures that the spatial interference (HM pattern) is dominant. The TDCC calculations were performed in the framework of the SAE approximation, where the interaction between the active electron and the rest of the target atom is modeled by the effective potential given by Eq. (2). Figure 6 shows the model potentials for our targets with the respective ionization energies.

The obtained ionization probability densities as a function of the electron momentum components parallel and perpendicular to the laser polarization axis \( \hat{\varepsilon} \) are shown in Fig. 7. At first glance one can observe significant differences among the probability densities, which indicates that the obtained hologram characterizes the target. Upon a deeper look one can observe that the HM patterns for the H and Ar targets and for

FIG. 6. Model potential \( V_{\text{eff}}(r) \) as a function of the radial coordinate \( r \) for the H, He, Ne, and Ar targets. For each potential curve (thick lines) the ground-state energy of the active electron is shown (thin horizontal lines), while the ionization energy \( I_p \) for each target is specified in the legend.

FIG. 7. Ionization probability density as a function of electron momentum components parallel and perpendicular to the laser polarization axis. The TDCC results for the H, He, Ne, and Ar targets are compared. The laser pulse parameters are the same as in Fig. 3.
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the He and Ne targets are very similar in structure: In the case of the Ar and H atoms the probability density is dominated by a single interference pattern, while in the case of the He and Ne targets the more complex interference pattern is composed of two distinct regions. We have different interference patterns for small and for high electron velocities, and a transition between these two regions is clearly observable at $|\mathbf{k}| \sim 1.5$ a.u.

In order to investigate the roots of these similarities we have calculated the total ionization probability (i.e., the norm of the wave function’s continuum part) and the expectation value of the $z$ coordinate according to

$$
\langle z(t) \rangle \equiv \frac{\langle \Psi(\mathbf{r}, t) | z | \Psi(\mathbf{r}, t) \rangle}{\langle \Psi(\mathbf{r}, t) | \Psi(\mathbf{r}, t) \rangle}.
$$

The obtained values as a function of time are presented in Fig. 8, where it can be seen that the ionization probability and $\langle z(t) \rangle$ curves in the (H,Ar) and (He,Ne) pairs are very similar. This indicates that the size and the trajectory of the continuum electronic wave packets for the (H,Ar) and (He,Ne) target pairs are also similar. This observation is not surprising, since it is known that in the tunneling and in the over-the-barrier ionization regimes the size of the continuum electronic wave packets is mainly determined by the parameters of the driving laser field and by the ionization energy of the target [48]. In our case the driving laser field is the same, while the ionization energies for the H and Ar targets and for the He and Ne targets are close (see Fig. 6 or Table I).

The density of the HM interference pattern is determined by the phase difference between the direct and scattered electron trajectories, which is dominantly influenced by the shape and size of the trajectories and by the strength of the scattering potential. In the case of the H and Ar (He and Ne) targets where the electron trajectories are similar (see Fig. 8) the significant quantitative differences between their HM pattern can be attributed to the different scattering potentials. In order to further explore these quantitative differences, the angular distributions of the photoelectrons were calculated. Figure 9 shows the angular distribution of the photoelectrons at $k = 2.6$ a.u. For an easier comparison, the angular distributions are normalized, while the electron ejection angle is measured from the laser polarization axis $\hat{\varepsilon}$.

Deep interference minima were observed for each target, however the location of these minima significantly differs from target to target. Comparing the H and Ar results [see Fig. 9(a)], it can be observed that for the Ar target the density of the interference minima is higher (i.e., the distance between the interference minima is smaller) than that of H. This quantitative difference between the H and Ar HM patterns can be explained based on simple physical arguments: Since the trajectories of the continuum electronic wave packets in the presence of the laser field for the H and Ar targets are similar, the root of the observed differences must be sought in

---

**FIG. 8.** (a) Laser field, (b) total ionization probability, and (c) expectation value of the $z$ coordinate $\langle z(t) \rangle$ as a function of time for the H, He, Ne, and Ar targets. The laser pulse parameters are the same as in Fig. 3.

**FIG. 9.** Angular distribution of the continuum electrons at fixed $k = 2.6$ a.u. electron momentum for different atomic targets: (a) H and Ar and (b) He and Ne. For an easier comparison the angular distributions are normalized. The electron ejection angle is measured from the laser polarization axis. The laser pulse parameters are the same as in Fig. 3.
the phases accumulated by the direct and indirect (scattered) electron paths. We know from our previous classical simulations [13] that during the scattering of the electronic wave packets, the typical minimum distance between the returning electron and the target is about 1 a.u. for the indirect paths and 8 a.u. for the direct paths. For both targets the electron on the direct path experiences the same potential since the bounding potentials for the H and Ar targets are practically the same for $r > 5$ a.u. (see Fig. 6). As a consequence, the phase of the direct electronic wave packets (reference phase) are nearly the same in both cases. In contrast, the electron along the indirect (strongly scattered) path experiences a much deeper bounding potential for the Ar target than for H, consequently it has a larger velocity in the vicinity of the target core. A larger velocity along the same path means that the indirect wave packet accumulates a larger phase for the Ar atom compared to the H atom. During the formation of the HM pattern when the interference between the direct and indirect electronic wave packets occurs, a larger phase accumulated by the signal wave (indirect wave packet) translates to a denser interference pattern for the Ar target.

When the H and Ar targets are compared the different angular symmetry of their initial states ($s$ state for H and $p$ state for Ar) should be mentioned. At first glance, the denser HM pattern in the case of the Ar target might be caused by the higher angular momentum of the initial state (i.e., by the higher angular momentum channel reachable for the final state). However, in the following we show that this explanation is not valid. In order to explore the influence of the initial state’s angular momentum on the HM pattern we have performed calculations for the same target with different initial states. In order to ensure similar electron trajectories the ionization energy corresponding to the different initial states should be the same, which can be ensured by choosing as the target a H-like atom, since in this case the ionization energy does not depend on the angular momentum of the initial state. In the present case the effective charge of the H-like core is set to $Z_{\text{eff}} = 2.152$, which ensures that the ionization energy of the $2s$ and $2p$ states (0.579) coincides with the ionization energy of the ground-state Ar.

The momentum distributions of the photoelectrons resulting from the interaction of the H-like target with different initial states and the two-cycle laser pulse used throughout this paper are shown in Fig. 10. It can be observed that the momentum distribution of the photoelectron is strongly influenced by the angular momentum of the initial state. However, the location of the interference minima in the HM pattern is not influenced by the angular symmetry of the initial state. This can be shown by analyzing the angular distribution of the photoelectrons for a fixed photoelectron momentum in Fig. 11. There it can be clearly observed that the location of the interference minima does not depend on the angular momentum of the initial state.

For the He and Ne targets (see Fig. 9) the difference in the location of the interference minima is less pronounced, but the interference pattern for the Ne target is slightly denser than for He, which can be explained by the deeper bounding potential in the case of the Ne target. In the $k = 2.6$ a.u. cut (Fig. 9) the density of the interference minima in the case of the H and He targets is similar. This similarity is the result of the balance between the effect of the electron trajectories and of the scattering potential. In the case of the He target compared to the H target the $z_0$ parameter is smaller, which decreases the density, while the scattering potential is deeper, which increases the density of the HM pattern.

In order to investigate the origin of the qualitative differences between the ionization probability densities obtained for the H and He (Ar and Ne) targets we have performed the wave-function splitting technique for the He target. Figure 12 shows the partial momentum distribution of the continuum wave packets created during each half cycle of the driving laser field [Figs. 12(a)–12(e)] along with the momentum distribution of the coherently summed wave packets [Figs. 12(f)–12(i)]. According to Fig. 12, the wave packets created during the second ($\Psi_{C2}$) and third ($\Psi_{C3}$) time intervals of the laser field are significantly larger than the other partial wave packets. This is also confirmed in Fig. 8, where the total ionization probability (i.e., norm of the continuum wave packets) significantly increases during the second and third time intervals.
As for the case of the H atom, the interference pattern in the momentum distribution of the $\Psi_{C3}$ shows good agreement with the prediction of the simple two-path model \[10\], since the $\Psi_{C3}$ wave packet is scattered only once by the parent ion. In contrast, the interference pattern for the $\Psi_{C2}$ wave packet is modified by multiple scattering on the parent ion.

The final momentum distribution of the continuum electrons is obtained after the coherent summation of the partial wave packets, the two dominant ones being $\Psi_{C2}$ and $\Psi_{C3}$ [see Figs. 12(g)-12(i)]. The momentum space center of each partial wave packet can be calculated from their momentum distribution as

$$
\langle k_{\text{par}} \rangle_{C_i} = \left[ \int \left( \frac{dP}{dk} \right)_{C_i} k \cos(\theta_k) dk \right] / \left[ \int \left( \frac{dP}{dk} \right)_{C_i} dk \right],
$$

where $\theta_k$ is the angle between the polarization axis and the electron momentum vector. Figures 12(b) and 12(c) show that in momentum space the $\Psi_{C2}$ and $\Psi_{C3}$ wave packets are shifted compared to each other: The $\Psi_{C2}$ wave packet is centered around $\langle k_{\text{par}} \rangle_{C2} = 0.16 \text{ a.u.}$, while $\Psi_{C3}$ is centered around $\langle k_{\text{par}} \rangle_{C3} = 0.49 \text{ a.u.}$ As a consequence, the coherent addition of these wave packets does not lead to the appearance of new features. Thus, the small electron momentum region of the final ionization probability density is dominated by the $\Psi_{C2}$ wave packet and the HM pattern associated with it, while the large electron momentum region is dominated by the $\Psi_{C3}$ wave packet. There is a small transitional region between these two domains, where the temporal interference shows up, smearing out the HM patterns. The qualitative difference between the H and He photoelectron momentum distributions originates from the fact that the H momentum distribution is dominated by the HM pattern of the partial wave packet $\Psi_{C2}$, while the He momentum distribution is a composite of the HM patterns of the $\Psi_{C2}$ and $\Psi_{C3}$ wave packets.

IV. CONCLUSION AND OUTLOOK

We have studied the ionization of atoms (H, He, Ne, and Ar) by few-cycle laser pulses in the framework of the SAE approximation using \textit{ab initio} calculations based on the numerical solution of the time-dependent Schrödinger equation. During the ionization of these targets secondary processes are also present, which can be attributed to the interference between different electronic wave packets. From the various possible interference scenarios we focused our attention on the spatial interference effects, which occur as a result of the coherent superposition of electronic wave packets created during the same half cycle of the driving laser field, resulting in a hologram (HM pattern) of the target atom.

With the help of a wave-packet splitting tool, we have provided evidence that the photoelectron hologram is formed as a result of scattering of the returning electronic wave packets by the parent ion, confirming the conclusions of the simple two-path model \[10\] and our previous classical simulations \[13,24\]. Furthermore, we showed that the SFA and CVA ionization probability densities do not contain the HM pattern. Since both of these models omit the scattering of returning electronic wave packets by the parent ion, the absence of the HM pattern in these leads to the conclusion that
the interference pattern obtained by the TDCC calculation is a hologram, the result of electronic-wave-packet scattering on the residual ion.

We have also investigated the influence of the target atom species on the formation of the HM pattern. We have shown that, for atomic targets with a similar ionization energy (H-Ar and He-Ne), the created continuum wave packets have similar magnitudes and follow similar trajectories in space. For the case of the H and Ar (He and Ne) targets, despite the similar wave-packet magnitudes and spatial paths followed, the formed HM patterns differ significantly, namely, for the Ar (Ne) target the density of the interference pattern is larger than that of the H (He). The difference in the density of the HM pattern can be attributed to the different potential wells experienced by the scattered electronic wave packets in the vicinity of the target atoms. These observations lead us to the conclusion that the shape of the HM pattern is strongly influenced by the shape of the target’s potential, i.e., by the atomic species of the target. Furthermore, by comparing the momentum distribution of photoelectrons ejected by the H-like species of the target. Furthermore, by comparing the momentum distribution of photoelectrons ejected by the H-like target from different initial states (2s and 2p) we showed that, while the momentum distribution is significantly influenced by the angular momentum of the initial state, the density of the HM pattern (which modulates the momentum distribution) is independent of the angular symmetry of the initial state.

In the case of He and Ne targets the obtained ionization probability density contained a complicated interference pattern, with an inner (small electron momentum) and outer (large electron momentum) pattern. With the help of the wave-function splitting technique we were able to disentangle this complex interference pattern, and we have identified both the inner and outer pattern as the result of the different wave packets scattered by the parent ion. This illustrates the potential of the introduced wave-packet splitting technique in the identification of different interference patterns in ab initio simulations.

Since the HM interference pattern is formed as the result of the scattering of the electronic wave packets created independently by each time interval of the driving field, the photoelectron holography has the potential to become a powerful structure analysis tool, with a temporal resolution comparable to the period of the laser field. Due to the present and previous works we have a good understanding of the processes leading to the formation of the HM interference pattern. We know that the photoelectron hologram is sensitive to the short-range potential (i.e., internal structure) of the target atoms. In this sense, the problem of extracting the shape of the target’s short-range potential from HM pattern should be solved. A step forward in solving this inverse scattering problem can be the use of the presented wave-function splitting technique, which in the framework of an ab initio calculation gives us information about the form of each wave packet before and after its scattering.
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