TransFuse: A Unified Transformer-based Image Fusion Framework using Self-supervised Learning
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\textbf{Abstract}

Image fusion is a technique to integrate information from multiple source images with complementary information to improve the richness of a single image. Due to insufficient task-specific training data and corresponding ground truth, most existing end-to-end image fusion methods easily fall into overfitting or tedious parameter optimization processes. Two-stage methods avoid the need of large amount of task-specific training data by training encoder-decoder network on large natural image datasets and utilizing the extracted features for fusion, but the domain gap between natural images and different fusion tasks results in limited performance. In this study, we design a novel encoder-decoder based image fusion framework and propose a destruction-reconstruction based self-supervised training scheme to encourage the network to learn task-specific features. Specifically, we propose three destruction-reconstruction self-supervised auxiliary tasks for multi-modal image fusion, multi-exposure image fusion and multi-focus image fusion based on pixel intensity non-linear transformation, brightness transformation and noise transformation, respectively. In order to encourage different fusion tasks to promote each other and increase the generalizability of the trained network, we integrate the three self-supervised auxiliary
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tasks by randomly choosing one of them to destroy a natural image in model training. In addition, we design a new encoder that combines CNN and Transformer for feature extraction, so that the trained model can exploit both local and global information. Extensive experiments on multi-modal image fusion, multi-exposure image fusion and multi-focus image fusion tasks demonstrate that our proposed method achieves the state-of-the-art performance in both subjective and objective evaluations. The code will be publicly available soon.
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1. Introduction

By integrating information from multiple source images with complementary information and fusing them into one fused image, image fusion technique can generate high-quality images and compensate for the inherent defects of a single imaging sensor [1]. Image fusion has a wide range of applications [1, 2, 3, 4]. For example, in military applications, the fusion of infrared and visible images can be used for reconnaissance as well as night vision [5, 6, 7, 8]. In the medical field, fusing images of different modalities (e.g., Computed Tomography (CT) and Magnetic Resonance Imaging (MRI)) can assist the clinicians in clinical diagnosis and treatment [9, 10]. In the field of consumer electronics, multi-exposure image fusion can be employed to generate high dynamic range images for mobile devices [11, 12, 13], while multi-focus image fusion can be applied for refocusing algorithms [14, 15, 16].

Typically, image fusion tasks can be classified into multi-modal image fusion, multi-exposure image fusion and multi-focus image fusion. Although most studies focus on a certain fusion task, the design of unified image fusion frameworks that can be applied to different tasks is gradually becoming a significant research direction [17, 18, 19, 20]. The reason not only lies in the generality of a unified image fusion framework for multiple tasks, but also rests with the finding that these frameworks can achieve better performance when they are jointly trained on different tasks than being trained on a specific task [17].
Existing image fusion methods can be classified into two categories: traditional methods [1, 3, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31] and deep learning-based methods [17, 18, 19, 20, 32, 33, 34, 35, 36, 37]. Although traditional image fusion methods have achieved promising performance before the deep learning era, the hand-crafted feature extraction approaches limit further performance improvement. Moreover, these methods can only be used in a specific task due to their poor generalization capability. Deep learning-based image fusion methods have alleviated such limitation thanks to their powerful feature extraction capability, and gradually become the mainstream approaches. In these methods, the source images are fed into a deep neural network and the output of the network is the fused image.

According to how the fusion network is trained, deep learning-based methods can be further divided into end-to-end methods [17, 18, 19, 20, 32, 34, 35] and two-stage methods [33, 36, 37]. In end-to-end methods, the fusion network is trained directly either in a supervised manner using synthetic ground truth fused images or in an unsupervised manner using loss functions defined on the similarity between the fused image and the input source images. However, the end-to-end methods require a large number of task-specific training images, which is difficult or expensive to collect in the image fusion field. Although some training datasets are constructed for specific fusion tasks [17, 35, 39, 40], they are not comparable in size to large natural image datasets (e.g., ImageNet [41], COCO [42]). Therefore, end-to-end image fusion methods easily fall into overfitting or tedious parameter optimization processes due to insufficient training data. In order to obtain more training data, most end-to-end methods [17, 19, 20, 32, 34, 35] divide the source images into small patches during the training process, which corrupts the semantic information of the whole image and also makes the network difficult to model the global features, leading to inferior fusion performance. Instead, the two-stage methods first train an encoder-decoder network on a large natural image dataset through image reconstruction. Then, the trained encoder is used to extract feature maps from the source images, and the feature maps are fused and further decoded to gen-
erate the fused image using the trained decoder. The advantage of two-stage methods is that the encoder and the decoder can be trained on large natural image datasets and can avoid the need of large amount of task-specific training data, which makes them more flexible and stable.

However, the two-stage methods still have several unsolved issues that hinder further performance improvement. First, the current two-stage methods [33, 36, 37] purely focus on the reconstruction of natural images but the domain gap between natural images and fusion tasks results in poor generalization of the extracted features and inferior performance. In addition, the same natural image dataset is usually used for different fusion tasks without considering task-specific features. Therefore, it is a prominent issue to enable the encoder-decoder network to be trained on large natural image datasets while learn task-specific image features at the same time. Second, recent studies have indicated [17, 18, 19, 20] that joint training on different tasks can help improve the performance on each single task. Therefore, how to design a joint training scheme for two-stage frameworks is another important issue. Third, all existing deep-learning-based image fusion methods utilize CNN for feature extraction, but it is difficult for CNN to model long-range dependencies due to its small receptive field [43].

To address the issues mentioned above, in this paper, we propose a novel two-stage image fusion framework based on a new encoder-decoder network, which is named TransFuse. First, to enable our network to be trained on large natural image datasets and learn task-specific features at the same time, we design three destruction-reconstruction self-supervised auxiliary tasks for each of the three image fusion tasks, multi-modal image fusion, multi-exposure image fusion and multi-focus image fusion. Instead of simply inputting a natural image into the encoder and using the decoder to reconstruct it, we destroy the natural image before inputting it into the encoder and design a specific way of destruction for each fusion task. By enforcing the encoder-decoder network to reconstruct a destroyed image, we can make the network to learn better task-specific image features. Second, in order to encourage different fusion tasks to promote each other and increase the generalizability of the trained network, we
integrate the three self-supervised auxiliary tasks by randomly choosing one of them to destroy a natural image in model training. Third, to compensate for the defects of CNN in modeling long-range dependencies, we design a new encoder that combines CNN and Transformer to exploit both local and global information in feature extraction. We conduct extensive experiments to demonstrate the effectiveness of each component of our framework.

The main contributions are summarized as follows.

• We design a novel encoder-decoder based image fusion framework and propose a destruction-reconstruction based self-supervised training scheme to encourage the network to learn task-specific features.

• We propose to use three transformations to destroy a natural image, pixel intensity non-linear transformation, brightness transformation, and noise transformation for multi-modal image fusion, multi-exposure image fusion and multi-focus image fusion, respectively. We integrate the three transformations by randomly selecting one of them to destroy an image in model training so as to make the trained model extract more generalizable features and achieve higher performance on each task.

• We design a new encoder that combines CNN and Transformer for feature extraction, so that the trained model can exploit both local and global information.

• Extensive experiments on multi-modal image fusion, multi-exposure image fusion and multi-focus image fusion tasks showed that our proposed method achieved new state-of-the-art performance in both subjective and objective evaluations.

2. Related Work

In this section, we will briefly review the most representative methods in the field of image fusion in recent years, including traditional methods and deep learning-based methods. The latter ones are divided into end-to-end methods
and two-stage methods. Subsequently, we will introduce the related works of self-supervised learning and Transformer in the field of computer vision and their application potential in image fusion field.

2.1. Image Fusion

2.1.1. Traditional Image Fusion Algorithms

Traditional image fusion methods can be classified into spatial domain-based methods, transform domain-based methods, sparse representation and dictionary learning-based methods. Spatial domain-based methods usually calculate a weighted average of local or pixel-level saliency of two source images [3, 21, 22, 23] to obtain the fused image.

Transform domain-based methods firstly transform source images into a transform domain (e.g., wavelet domain) to obtain different frequency components. Then the corresponding components are fused by appropriate fusion rules, and finally the fused image is obtained by inverse transform. Commonly used transforms include Laplace pyramid (LP) [24], low-pass pyramid (RP) [25], discrete wavelet (DWT) [1], discrete cosine (DCT) [26], curvelet transform (CVT) [27] and shearlet transform (Shearlet) [28], etc.

New methods based on sparse representation and dictionary learning have also emerged in recent years. For example, Liu [29] et al. proposed JSR and JSRSD based on joint sparse representation and saliency detection. They first obtained the global and local representative maps of the source images based on sparse coefficients, and then combined them by a representative detection model to generate the overall representative map. Finally, a weighted fusion algorithm was adopted to obtain the fused image based on the overall representative map.

Although aforementioned methods have achieved good results, their performance are still limited due to the following two aspects. First, the complicated manually designed feature extraction approaches usually fail to effectively preserve important information in the source images and cause artifacts in the fused image. Second, the feature extraction methods are usually designed for a specific task so it is difficult to adapt them to other tasks.
2.1.2. Deep Learning-based Image Fusion Algorithms

Due to the powerful feature extraction capability of CNN, deep learning-based methods have gradually become the mainstream approaches in the field of image fusion. Deep learning-based methods can be further divided into end-to-end methods and two-stage methods.

End-to-End Image Fusion Scheme. In end-to-end methods, the fusion network is directly trained either in a supervised manner using synthetic ground truth fusion images or in an unsupervised manner using loss functions defined on the similarity between the source images and the fused images.

Zhang et al. [18] proposed IFCNN, a supervised unified image fusion framework. They constructed a large multi-focus image fusion dataset with ground truth images and utilized a perceptual loss function for supervised training. Then the trained model was transferred to other fusion tasks. Prabhakar et al. [32] proposed DeepFuse, an unsupervised multi-exposure image fusion framework utilizing a no-reference quality metric as loss function. They designed a novel CNN-based network trained to learn the fusion operation without ground truth fusion images. Ma et al. [34] proposed FusionGAN, an unsupervised infrared and visible image fusion framework based on GAN. The generator network is used to generate the fused image and the discriminator network makes sure that the texture details in visible images together with thermal radiation information in infrared images are retained in the fused image. On this basis, they further proposed DDeGAN [35], which can enhance the edges and the saliency of thermal targets by introducing a target-enhanced loss function and a dual discriminator structure. Zhang [19] et al. proposed PMGI, an unsupervised unified image fusion network. They unified the image fusion problem into the proportional maintenance of texture and intensity information of the source images, and proposed a new loss function based on the gradient information and intensity information between the fused image and the source images for unsupervised training. Xu et al. [17, 20] proposed U2Fusion, an unsupervised unified image fusion network. They utilized a novel loss function based on adap-
tive information preservation degree for unsupervised training. During training, a pre-trained neural network was used to extract the features of the source images and these features are further used to calculate the adaptive information preservation degree.

The above end-to-end models have achieved promising fusion performance, but both supervised and unsupervised methods require a large number of task-specific training images. Although several studies have constructed some training datasets for specific fusion tasks (e.g., RoadScene [17] and TNO [40] for infrared and visible image fusion; Harvard [44] for medical image fusion; SICE [38] for multi-exposure image fusion; and Lytro [39] for multi-focus image fusion), their sizes are not comparable to that of large natural image datasets (e.g., ImageNet [41], COCO [42]). Insufficient training data tends to cause overfitting or complex parameter optimization. Besides, in order to obtain more training data, most end-to-end methods [17, 19, 20, 32, 34, 35] divide the source images into a large number of small patches during the training process, which corrupts the semantic information of the whole image and also prevents the network from modeling global features of the image. Above limitations hinder further performance improvement of the end-to-end methods.

Two-stage Image Fusion Scheme. In two-stage methods, an encoder-decoder network is first trained on large natural image datasets by image reconstruction in the first stage. In the second stage, the trained encoder is used to extract feature maps from source images and the features maps are then fused and decoded by the trained decoder to generate the fused image.

Li et al. [33] presented the first two-stage method DenseFuse, for infrared and visible image fusion, and in the fusion process, they introduced l1-Norm based fusion rule to fuse the feature maps. Ma et al. [36] proposed SESF-Fuse, a new two-stage framework for multi-focus image fusion. They utilized spatial frequency to measure activity level of the feature maps and acquired decision maps based on the activity level. Finally, the decision maps were used to obtain the fusion results. Liu et al. [37] proposed WaveFuse, a unified
image fusion framework based on multi-scale discrete wavelet transform (DWT). In the fusion stage, the feature maps of source images are transformed into several components in the wavelet domain and fusion was done component by component. Then, the fused feature maps were reconstructed using inverse DWT, which was further inputted into the trained decoder to generate the fused image.

The advantage of two-stage methods is that the training can be performed self-supervisedly on accessible large natural image datasets without the need of scene-specific datasets or ground truth fusion images. However, the current two-stage frameworks simply perform natural image reconstruction and cannot enable the encoder-decoder network to learn task-specific image features. In this paper, we propose a novel two-stage image fusion framework which retains the above advantages of two-stage methods. At the same time, we propose to use three destruction-reconstruction auxiliary tasks to encourage the network to learn task-specific image features.

2.2. Self-supervised Learning

Self-supervised learning is a branch of unsupervised learning, which automatically generate its own supervised labels from large-scale unsupervised data. A network can learn valuable representations for downstream tasks when it is trained to perform auxiliary tasks using the generated labels [45]. Self-supervised learning has been successfully applied in many fields such as computer vision and natural language processing [45]. In the field of computer vision, self-supervised auxiliary tasks include angle prediction [46], image puzzles [47], image coloring [48] and image reconstruction [49]. Extensive studies [50, 51, 52, 53] have shown that by designing suitable auxiliary tasks, self-supervised learning can learn effective and generalized image feature representations. In this study, we design three self-supervised reconstruction auxiliary tasks for three image fusion tasks and we further integrate the three auxiliary tasks using random combination to further improve the performance of the trained model.
2.3. Transformer

In the field of computer vision, CNNs and its variants have been widely used due to its powerful feature extraction capability. Nevertheless, CNN fail to establish long-range dependencies because of its inherent small receptive field. Unfortunately, almost all existing image fusion architectures are based on CNN, and the global information are not fully exploited. In the field of natural language processing, Transformer has achieved satisfying results in modeling global dependencies through the self-attention mechanism. A great number of works have emerged to utilize Transformer as an alternative to CNN in the field of computer vision and have achieved fantastic results in different tasks, such as image classification [43, 54], object detection [55, 56, 57, 58, 59], image segmentation [60, 61] and image generation [62] etc. Extensive studies [17, 18, 32, 33, 34, 35, 36, 37] have shown that the ability to extract effective image feature representation is the key to improve image fusion performance. To remedy the deficiency of establishing long-range dependencies within current CNN-based image fusion architectures, we design a new feature extraction module that combines CNN with Transformer to allow the network to exploit both local and global information more comprehensively.

3. Method

3.1. Framework Overview

The overall architecture of our framework is shown in Fig. 1. We train the encoder-decoder network by image reconstruction on a large natural image dataset. Different from existing two-stage methods, which directly input the original natural images into the encoder-decoder network for reconstruction, we first destroy the original images before input them into the encoder. Concretely, given an original training image \( I_{in} \in \mathbb{R}^{H \times W} \), we first randomly generate \( n \) image subregions \( x_i \in \mathbb{R}^{H_{sub} \times W_{sub}} \) (\( i = 1, 2, \ldots, n \)) to form a set \( \chi \). For each subregion \( x_i \in \chi \), we randomly apply pixel intensity non-linear transformation,
brightness transformation and noise transformation to obtain a set of transformed subregions $\tilde{\chi}$ and the destroyed input image $\tilde{I}_{in}$. Then, we input the destroyed image $\tilde{I}_{in}$ into the encoder, which consists of a feature extraction module TransBlock and a feature enhancement module EnhanceBlock. Finally, the extracted features are input to the decoder to reconstruct the original training image. The detailed structures of the encoder and the decoder are described in Section 3.2, and the three different task-specific transformations are introduced in detail in Section 3.3.

As shown in Fig. 1 (b), the fusion framework consists of two parameter-shared encoders, a fusion block and a decoder. Note that both the encoder and the decoder are trained in the first stage, and the fusion block has no parameters to be trained, which ensures the simplicity and efficiency of the fusion framework. Specifically, two source images $I_k$ ($k = 1, 2$), are first input to the encoder for feature encoding, then the extracted feature maps $F_1, F_2$ are fused by the fusion block to obtain the fused feature maps $F'$. Finally, $F'$ is decoded by the decoder to reconstruct the fused image $I_F$. Since the important information differs in the fused images of different tasks, different fusion rules are used for the characteristics of different tasks. The fusion rules are introduced in detail in Section 3.4.

3.2. Transformer-Based Encoder-Decoder Framework for Training

3.2.1. Encoder-Decoder Network via Image Reconstruction

We train an encoder-decoder network via image reconstruction for image fusion, and the network architecture is shown in Fig. 1 (a). Given a training image $I_{in} \in \mathbb{R}^{H \times W}$, we randomly generate $n$ image subregions $x_i \in \mathbb{R}^{H_{sub} \times W_{sub}} (i = 1, 2, \ldots n)$ to form a set $\chi$ for transformation. For each sub-region $x_i$ in $\chi$ to be transformed, we randomly apply three transformations (the three transformations for different fusion tasks are detailed in Section 3.3) to obtain the set of transformed subregions $\tilde{\chi}$ and the transformed input image $\tilde{I}_{in}$.

$$\tilde{\chi} = f(\chi) \quad (1)$$
There appears to be a mix of mathematical expressions and diagrams in the text. Here is a possible interpretation:

Figure 1: The two-stage image fusion framework based on an encoder-decoder network. (a) The framework of training a Transformer-based encoder-decoder network via image reconstruction. (b) The architecture of fusing two source images using the trained encoder and decoder. (c) Details of the Transformer block and ConvBlock.

\[ \tilde{I}_{in} = f_{img}(I_{in}) \]  

where \( \tilde{\chi} = \{\tilde{x}_1, \tilde{x}_2, \ldots, \tilde{x}_n\} \), \( f(\cdot) \) denotes the transform function for a subregion set, \( \tilde{x}_i \) is the transformed image subregion; \( \tilde{I}_{in} \) is the transformed input image, and \( f_{img}(\cdot) \) refers to the image transform function.

We perform a self-supervised image reconstruction task for model training so that the encoder-decoder network learns an inverse mapping \( g(\cdot) \) that reconstructs the original image from the transformed input image.

\[ g \left( \tilde{I}_{in} \right) = I_{in} = f_{img}^{-1}(\tilde{I}_{in}) \]  

Notice that we do not transform the whole input image, but a random selection of subregions of it. The reconstruction of the image is conducted at the whole image level.

As shown in Fig. 1(a), the encoder contains a feature extraction module named TransBlock, and a feature enhancement module called EnhanceBlock.
TransBlock contains two sub-modules, the CNN-Module and the Transformer-Module based on CNN and Transformer, respectively. The specific design of TransBlock is described in Section 3.2.2. The EnhanceBlock further aggregates and enhances the feature maps of the CNN-Module and the Transformer-Module in TransBlock, thus allowing the encoder to better integrate local and global features. In particular, we concatenate the encoded features from the CNN-Module and Transformer-Module, and then input them into two ConvBlock layers to achieve the integration and feature enhancement. As shown in Fig. 1 (c), each ConvBlock consists of two convolutional layers with kernel size of 3×3, padding of 1 and a ReLU activation layer. The decoder contains two sequentially connected layers of ConvBlock followed by a 1×1 convolution to reconstruct the original image.

3.2.2. TransBlock: A Powerful Local and Global Feature Extractor

Inspired by ViT [43] and TNT [63], we combine CNN and Transformer to propose a powerful feature extraction module, TransBlock, to exploit both local and global information in source images. As shown in Fig. 1 (a), the TransBlock consists of two feature extraction sub-modules, the CNN-Module and the Transformer-Module. CNN-Module consists of three sequentially connected ConvBlocks. Transformer-Module are designed with a Fine-grained Transformer for local features modeling and a Global Transformer for global features modeling. Concretely, we first divide the transformed input image $\tilde{I}_{in} \in \mathbb{R}^{H \times W}$ into $N_G$ patches with the size of $P_G \times P_G$ and construct a global sequence of images $x_{segG} \in \mathbb{R}^{N_G \times P_G^2}$, where $x_{segG} = \{ x_{GjG} \} (j_G = 1, 2, \ldots N_G), N_G = HW/P_G^2$, $(P_G \times P_G)$ is the size of the divided patches. To further capture finer-grained features, we further divide each patches in the global sequence $x_{segG}$ into smaller sub-patches and construct the local sequence $x_{seqL} \in \mathbb{R}^{N_L \times P_L^2}$, where $x_{seqL} = \{ x_{LjL} \} (j_L = 1, 2, \ldots N_L), N_L = HW/P_G^2P_L^2$, $(P_L \times P_L)$ is the size of divided sub-patches.

For the processing of local sequences, we use the Fine-grained Transformer with shared weights to learn fine-grained relative dependencies in images.
First, we input the local sequence $x_{seqL}$ into the Linear Projection layer to perform a linear mapping to obtain the encoded feature sequence.

$$
\varphi^{jG}_j = \begin{bmatrix}
\varphi^{jG,1}_j, \varphi^{jG,2}_j, \ldots, \varphi^{jG,L}_j
\end{bmatrix},
\varphi^{jG, jL}_j = \text{Vec}(x_{LjG}^{jL}) W + b
$$

where $x_{LjG}^{jL}$ refers to the $jL\text{th}$ sub-patch of the $jG\text{th}$ patch; $\varphi^{jG, jL}_j$ represents the encoded features of the sub-patch; $\text{Vec}(\cdot)$ flattens the input patch to one-dimensional vector; $W, b$ mean the weights and bias of the Linear Projection layer, respectively.

We then input the encoded features of the local sequences into the Fine-grained Transformer. The Fine-grained Transformer adopts a standard Transformer structure similar to ViT [43], as shown in Fig. 1 (c).

$$
\varphi'^{jG}_l = \varphi^{jG}_{l-1} + \text{MSA}\left(\text{LN}\left(\varphi^{jG}_{l-1}\right)\right)
\varphi^{jG}_l = \varphi'^{jG}_l + \text{MLP}\left(\text{LN}\left(\varphi'^{jG}_l\right)\right)
$$

where $l = 1, 2 \ldots L$ denotes the $l\text{th}$ block, and $L$ refers to the number of transformer blocks.

For the global sequence, similar to the local sequence, we first input the global sequence $x_{seqG}$ into the Linear Projection layer. Afterwards, we linearly map the output of the corresponding Fine-grained Transformer of the local sequence and concatenate them to the encoded features of the global sequence.

$$
\psi^{jG}_j = \text{Vec}(x_{jG}) W + b
\psi^{jG}_{l-1} = \psi^{jG}_{l-1} + \text{Vec}\left(\varphi^{jG}_{l-1}\right) W_{l-1} + b_{l-1}
$$

where $\text{Vec}(\cdot)$ flattens the input patch to one-dimensional vector; $W_{l-1}, b_{l-1}$ stands for the weights and bias respectively.

Then, we input the interactive encoding of global and local sequences into the Global Transformer. The structure of the Global Transformer utilizes a standard Transformer structure similar to ViT [13], as shown in Fig. 1 (c).

$$
\psi'^{jG}_l = \psi^{jG}_{l-1} + \text{MSA}\left(\text{LN}\left(\psi^{jG}_{l-1}\right)\right)
\psi^{jG}_l = \psi'^{jG}_l + \text{MLP}\left(\text{LN}\left(\psi'^{jG}_l\right)\right)
$$
In general, the Fine-grained Transformer is designed to model fine-grained relative dependencies within an image patch, and thus extract local semantic features, while the Global Transformer is designed to model global relative dependencies within an image, and thus extract global features.

3.2.3. Loss Function

We expect our network to learn more than just pixel-level image reconstruction, but also sufficiently capture the structural and gradient information in the images. Therefore, we use a loss function with three components,

\[ L = L_{\text{mse}} + \lambda_1 L_{\text{ssim}} + \lambda_2 L_{TV} \]  

(8)

where \(L_{\text{mse}}\) is the Mean Square Error (MSE) loss function, \(L_{\text{ssim}}\) denotes the Structural Similarity (SSIM) loss function [44], \(L_{TV}\) represents the Total Variation (TV) loss function [64], and \(\lambda_1\) and \(\lambda_2\) are two coefficients used to balance each loss function, which are empirically set to 20 in the experiment.

The MSE loss is used for pixel-level reconstruction of images and it is defined as

\[ L_{\text{mse}} = \|I_{\text{out}} - I_{\text{in}}\|_2 \]  

(9)

where \(I_{\text{out}}\) denotes the output image of the decoder and \(I_{\text{in}}\) represents the input image.

The SSIM loss is used to make the network learn structural information of the images, and it is defined as

\[ L_{\text{ssim}} = 1 - \text{SSIM}(I_{\text{out}}, I_{\text{in}}) \]  

(10)

\[ \text{SSIM}(X,Y) = \frac{(2\mu_X\mu_Y + C_1)(2\sigma_{XY} + C_2)}{(\mu_X^2 + \mu_Y^2 + C_1)(\sigma_X^2 + \sigma_Y^2 + C_2)} \]  

(11)

where \(\mu\) and \(\sigma\) denote the mean and the standard deviation, respectively, and \(\sigma_{XY}\) is the correlation between \(X\) and \(Y\). The \(C_1\) and \(C_2\) are two very small constants, empirically set to 0.02 and 0.06. The standard deviation of the Gaussian window is empirically set to 1.5.
The TV loss is used to preserve the gradient information in the images and further eliminate the noise during image reconstruction, and it is defined as follows,

\[ R(i,j) = I_{\text{out}}(i,j) - I_{\text{in}}(i,j) \]  

(12)

\[ L_{TV} = \sum_{i,j} (||R(i,j+1) - R(i,j)||_2 + ||R(i+1,j) - R(i,j)||_2) \]  

(13)

where \( R \) is the difference between the original image and the reconstructed image, \( || \cdot ||_2 \) is the \( l_2 \) norm, and \( i, j \) represent the horizontal and vertical coordinates of the image pixels, respectively.

3.3. Task-Specific Self-Supervised Training Scheme

In this section, we introduce the three destruction-reconstruction auxiliary tasks designed for different image fusion tasks. For multi-modal, multi-exposure and multi-focus image fusion, the auxiliary task is based on pixel intensity non-linear transformation, brightness transformation and noise transformation, respectively. Specifically, for each subregion \( x_i \) in the set \( \chi \) to be transformed, we randomly apply the three transforms to obtain the set of transformed subregions \( \tilde{\chi} \) and then the transformed input image \( \tilde{I}_{\text{in}} \). The transformed input image \( \tilde{I}_{\text{in}} \) is input into the encoder-decoder network for reconstruction. This kind of destruction-reconstruction based auxiliary task enables our network to be trained on large natural image datasets and learn task-specific features at the same time.

3.3.1. Pixel Intensity Non-Linear Transformation for Multi-Modal Image Fusion

We design a novel self-supervised auxiliary task based on pixel intensity non-linear transformation for multi-modal image fusion. In multi-modal image fusion, different source images contain different kinds of information of modalities, and we hope the most important information from each modality can be retained in the fused image. Following [17], we study two scenarios of multi-modal image fusion, infrared and visible image fusion and multi-modal medical
Figure 2: The three image transformations used to destroy a source image in destruction-reconstruction self-supervised auxiliary tasks. (a) Pixel intensity non-linear transformation for multi-modal image fusion. The first column shows the original image and one of its sub-regions and the second to fifth column show the image subregions after different non-linear transformations and corresponding Bessel transform curves. (b) Brightness transformation multi-exposure image fusion. The first column shows the original image and one of its sub-regions and the second to third column show the image subregions after Gamma transform and corresponding Gamma transform curves. (c) Noise transformation multi-focus image fusion. The first column shows the original image and one of its sub-regions and the second column shows the image subregions after the Gaussian blur transform and corresponding Gaussian function.
image fusion. In the former scenario, the most significant information is the thermal radiation in infrared images and the structural semantic information in visible images [17, 34]. In the later scenario, the most significant information is the functional response and the structural anatomical information in medical images [65, 66]. The above important fusion information is all reflected in the form of image pixel intensity distribution in the source images [17]. Therefore, we propose a pixel intensity non-linear transformation to destroy the pixel intensity distribution first in the source images and then train the network to reconstruct the original pixel intensity. By doing this, our network can learn the pixel intensity information in the source images effectively.

Concretely, we use a smooth monotonic third-order Bézier Curve [67] composed of four control points to implement the non-linear transformation. The four control points include two endpoints \( P_1 \) and \( P_2 \) and two midpoints \( P_3 \) and \( P_4 \), defined as:

\[
P = (1 - t)^3 P_1 + 3(1 - t)^2 t P_2 + 3 (1 - t) t^2 P_3 + t^3 P_4 \quad t \in [0, 1] \quad (14)
\]

where, \( t \) is a fractional value along the length of the line and interp indicates the interpolation function. Fig. 2 (a) illustrate an original image subregion and the image subregions transformed by different Bessel transform curves. Specifically, we set two endpoints \( P_1 = (0, 0) \) and \( P_4 = (1, 1) \) to get a monotonically increasing Bessel transform curve. Then we randomly flip the curve to get a monotonically decreasing curve. And the midpoints \( P_3 \) and \( P_4 \) are generated randomly for more variances. As shown in columns 2 and 4, when the midpoints \( P_2 \) and \( P_3 \) coincide with the two endpoints respectively, the transformation function is linear. The midpoints in columns 3 and 5 are randomly generated for more variances. Please note that by using a transformation curve like in column 4 and 5, the pixel intensity can be reversed.

\[
\tilde{x}_i = f_{NL}(x_i) = \text{interp}(x_i, P) \quad (15)
\]
3.3.2. Brightness Transformation for Multi-Exposure Image Fusion

For multi-exposure image fusion, we propose a self-supervised auxiliary task based on brightness transformation, encouraging the network to learn content and structural information at different exposure levels. In general, over-exposed images (images captured with long exposure time) have better content and structural information in dark regions, while under-exposed images (images captured with short exposure time) have better information in bright regions. Therefore, for multi-exposure image fusion, it is crucial to maintain appropriate luminance in the fused image while preserving abundant information \cite{17,32}. In this study, we design a brightness transformation to destroy the luminance of the source images and train the encoder-decoder network to reconstruct the original image. In this process, our network can learn well about the content and structural information of the images at different exposure levels, and thus can learn important fusion information for multi-exposure images.

The brightness transformation is implemented using the Gamma transform, a specific non-linear operation which is widely used to encode and decode brightness or trichromatic values in image and video processing \cite{68}. The Gamma transform is defined as

\[ \tilde{\psi} = \Gamma(\psi) = \psi^{\text{gamma}} \]  

where \( \tilde{\psi} \) and \( \psi \) are the transformed pixel values and the original pixel values, respectively. Fig. 2(b) shows an original image subregion and the image subregions after brightness transformations with two different Gamma transformation curves. For each pixel in the selected subregion \( x_i \), \( \text{gamma} \) is empirically set as 0.3 to compress the brightness or 3 to enlarge the brightness.

3.3.3. Noise Transformation for Multi-Focus Image Fusion

For multi-focus image fusion, we propose a self-supervised auxiliary task based on noise transformation to enable the network to learn the variations of different depths of field (DoF) and maintain clear detail information. Due to the limitation of a camera’s DoF, it is very difficult to obtain an all-in-focus image within one shot. Objects within the DoF can maintain clear detail information,
but the scene content outside the DoF is blurry. The main objective of multi-focus image fusion is to retain clear detail information of objects at different DoFs. We propose the noise transformation to generate locally blurred images for the encoder-decoder network to reconstruct, so that the trained model can learn to reconstruct clear images from locally blurred multi-focus source images.

We implement the noise transformation using Gaussian blur. Mathematically, applying Gaussian blur to an image is the same as convolving the image with a Gaussian function \[69\]. In a two-dimensional image, the Gaussian function is defined as

\[
G(x, y) = \frac{1}{2\pi\sigma^2} e^{-\frac{x^2+y^2}{2\sigma^2}} \quad (17)
\]

\[
\tilde{x}_i = f_{Ns}(x_i) = x_i * G \quad (18)
\]

where \(x\) and \(y\) are the distances of a point from the origin on the horizontal and vertical axis, respectively. \(\sigma\) is the standard deviation of the Gaussian distribution, which we empirically set as three. Fig. 2 (c) shows an original image subregion and the subregion after Gaussian blur transform.

Figure 3: We integrate the three transformations designed for different fusion tasks using a probability-based combination strategy, enabling the network to learn task-specific features while extracting more generalizable features. Eight kinds of combinations of an image subregion are shown in the figure.
3.3.4. Integrating the Three Transformations in a Unified Framework

We have proposed three task-specific image transformations and our experiments showed that each of them can help improve the fusion performance of the corresponding image fusion task. Here we propose to integrate the three transformations in a probability-based combination strategy, so that the network can extract more generalized features and the fusion performance of each single task can be further improved. Concretely, for a subregion $x_i$ we apply the three transformations in the order of pixel intensity non-linear transformation, brightness transformation and noise transformation, but for each transformation we randomly decide whether to apply or skip it. Thus, we obtain eight possible combinations of transformations applied on an image patch, as illustrated in Fig. 3. In this way, the trained model can handle more diverse input images, including the original unchanged images, images transformed by one transformation or images transformed by two or even three different transformations. The pseudo code for implementation is shown in Algorithm 1.

3.4. Fusion Rule

Due to the strong feature extraction capability of our network, fairly simple fusion rules can achieve very good fusion results. For multi-exposure image fusion task and multi-focus image fusion task, we directly average the feature maps of the two source images to obtain the fused feature maps. For multi-model image fusion, we adopt the L1-Norm fusion rule used in Li et al. [33], which can highlight and preserve the critical feature information in the fused feature maps adaptively according to the region energy in the feature maps.

4. Experimental Results

4.1. Datasets

We used the large natural image dataset MS-COCO [42] to train the encoder-decoder network, which contains more than 70,000 natural images of various scenes. All images were resized to $256 \times 256$ and converted to grayscale images.
Algorithm 1: Integrate three task-specific transformations by possible combinations in a Python-like style

**Input:** subregion to be transformed $x_i$, hyperparameter probability for each task-specific transformation $Pro_{Nl}$, $Pro_B$, $Pro_{Ns}$

**Output:** transformed subregion $\tilde{x}_i$

1. Generate $r_{Nl}$ uniformly distributed over $[0, 1)$ for non-linear transformation.
2. If $r_{Nl} < Pro_{Nl}$ then
   3. $\tilde{x}_i \leftarrow f\{Nl\}(x_i)$
   4. end
3. Generate $r_B$ uniformly distributed over $[0, 1)$ for brightness transformation.
4. If $r_B < Pro_B$ then
   5. $\tilde{x}_i \leftarrow f\{B\}(\tilde{x}_i)$
   6. end
5. Generate $r_{Ns}$ uniformly distributed over $[0, 1)$ for noise transformation.
6. If $r_{Ns} < Pro_{Ns}$ then
   7. $\tilde{x}_i \leftarrow f\{Ns\}(\tilde{x}_i)$
   8. end

We used the following datasets to evaluate our image fusion framework and compare it to other methods in different types of image fusion tasks. In multi-modal image fusion, we used the TNO\(^2\) dataset for infrared and visible image fusion and the Harvard\(^3\) dataset for multi-modal medical image fusion. For multi-exposure image fusion, we used the dataset in \(^7\), and for the multi-focus image fusion we used the dataset Lytro\(^4\). From each dataset, we randomly select 20 pairs of source images for testing.

\(^2\)https://figshare.com/articles/TNOImageFusionDataset/1008029  
\(^3\)http://www.med.harvard.edu/AANLIB/home.html  
\(^4\)https://mansournejati.ece.iut.ac.ir/content/lytro-multi-focus-dataset
4.2. Implementation Details

Our model was trained on an NVIDIA GTX 3090 GPU with a batchsize of 64, epoch of 70, using an Adam optimizer and a cosine annealing learning rate adjustment strategy with a learning rate of 1e-4 and a weight decay of 5e-4. Given a 256 × 256 training image, we randomly generate four image subregions with the size of 16 × 16 to form the set $\chi$ to be transformed. In TransBlock, we divided the transformed input image into 256 patches with the size of 16×16 and constructed the sequence $x_{seq}$. For each patch, we further divided it into 16 sub-patches with the size of 4 × 4 and constructed the sequence $x_{seqL}$. We set all the probabilities $Pro_{NL}$, $Pro_B$ and $Pro_{NS}$ as 0.6.

4.3. Evaluation Metrics

In the current image fusion research, evaluating an image fusion algorithm is not a simple task due to the lack of ground truth fusion results. There are two widely adopted methods for evaluating the fused images, namely subjective evaluation and objective evaluation [71]. Subjective evaluation assesses the fused image in terms of sharpness, luminance, and contrast, etc. from the perspective of the observer. Objective evaluation assesses the fused images through objective evaluation metrics, but there is no consensus of the choice of evaluation metrics. Therefore, in order to provide a fair and comprehensive comparison with other fusion methods, we selected nine objective evaluation metrics focusing on four different aspects of the fused images and compared our method with state-of-the-art conventional and deep learning methods in each fusion task.

The evaluation metrics includes: Information theory-based metrics: FMI [64], $Q^{\text{NICE}}$ [62], $Q^M$ [72]; Image feature-based metrics: $Q^{A/BF}$ [65], $Q^P$ [66]; Image structural similarity-based metrics: SSIM [68], $Q^Y$ [46]; Human perception inspired metrics: VIF [69], $Q^{CV}$ [73]. Among these quantitative evaluation metrics, the minimum value of $Q^{CV}$ indicates the best fusion performance, while the maximum value indicates the best performance for all the other metrics. In every fusion task, the average of the objective metrics in fusion 20 image pairs were reported.
4.4. Results

4.4.1. Comparison with Unified Image Fusion Framework

Our model is a unified image fusion framework, so we first compared it with existing state-of-the-art unified image fusion algorithms U2Fusion [17], IFCNN [18], and PMGI [19] in all the four image fusion tasks. The objective metrics of unified fusion methods are shown in Table 1 where the four different tasks infrared-visible image fusion, multi-modal medical image fusion, multi-exposure image fusion and multi-focus image fusion are denoted as IV, MED, ME and MF, respectively. It is apparent from Table 1 that our method achieves the best fusion performance in almost all metrics. In subsequent experimental comparisons on each task, the three unified fusion methods are still included, so the comparison with their subjective fusion results is discussed in detail in the following sections.

Table 1: Comparison of objective evaluations for unified image fusion tasks. Bolded red and bolded blue are used to denote the best and the second best values, respectively.

| Task | Method | FMI   | Q^{IV} | Q^{MED} | Q^{ME} | Q^{MF} | SSIM | Q^{IV} | VIF | Q^{MF} | CV |
|------|--------|-------|--------|---------|--------|--------|------|--------|-----|--------|----|
| IV   | U2Fusion | 0.3546 | 0.8055 | 0.4380  | 0.4502 | 0.3331 | 0.7161 | 0.5637 | 451.9610 |
|      | IFCNN   | 0.3985 | 0.8050 | 0.5193  | 0.4670 | 0.3212 | 0.8726 | 0.7574 | 0.2701 | 436.1472 |
|      | PMGI    | 0.3510 | 0.8049 | 0.4022  | 0.3461 | 0.1862 | 0.7471 | 0.6164 | 0.4856 | 706.8626 |
|      | ours    | 0.4223 | 0.8083 | 0.5773  | 0.4966 | 0.3689 | 0.8733 | 0.7605 | 0.4054 | 280.1503 |
| MED  | U2Fusion | 0.3471 | 0.8067 | 0.1664  | 0.4658 | 0.3550 | 0.8980 | 0.4174 | 0.4535 | 1166.1936 |
|      | IFCNN   | 0.4192 | 0.8071 | 0.2094  | 0.5232 | 0.3797 | 0.9183 | 0.4634 | 0.5134 | 933.5277 |
|      | PMGI    | 0.2993 | 0.8068 | 0.1423  | 0.2756 | 0.2326 | 0.8188 | 0.3469 | 0.5166 | 1532.5396 |
|      | ours    | 0.3604 | 0.8094 | 0.2301  | 0.5275 | 0.4620 | 0.9046 | 0.5073 | 0.5201 | 936.7991 |
| ME   | U2Fusion | 0.4411 | 0.8146 | 0.4436  | 0.6146 | 0.7055 | 0.9349 | 0.6340 | 1.2437 | 174.8057 |
|      | IFCNN   | 0.5058 | 0.8141 | 0.6753  | 0.6890 | 0.6926 | 0.9445 | 0.7366 | 0.5889 | 192.5404 |
|      | PMGI    | 0.4157 | 0.8150 | 0.4119  | 0.4578 | 0.5088 | 0.9083 | 0.5981 | 0.7557 | 297.7641 |
|      | ours    | 0.5340 | 0.8271 | 0.6703  | 0.7322 | 0.7665 | 0.9579 | 0.7118 | 1.1042 | 192.2550 |
| MF   | U2Fusion | 0.4653 | 0.8269 | 0.4650  | 0.6637 | 0.7936 | 0.9574 | 0.8487 | 1.1727 | 102.8688 |
|      | IFCNN   | 0.5438 | 0.8287 | 0.5845  | 0.7103 | 0.8317 | 0.9848 | 0.8971 | 0.9915 | 64.0155 |
|      | PMGI    | 0.4366 | 0.8255 | 0.3860  | 0.4610 | 0.5417 | 0.8532 | 0.6555 | 0.9405 | 373.6547 |
|      | ours    | 0.5620 | 0.8367 | 0.6666  | 0.7560 | 0.8374 | 0.9878 | 0.9049 | 0.9935 | 56.4455 |
4.4.2. Multi-Modal Image Fusion

Visible and Infrared Image Fusion. We compared our method with nine representative methods in infrared and visible image fusion task, including traditional methods (DWT [1], JSR [29], JSRSD [29]) and deep learning-based methods (U2Fusion [17], DeepFuse [32], DenseFuse [33], FusionGAN [34], IFCNN [18], PMGI [19]). The fusion results are shown in Fig. 4 and the comparisons of objective evaluation metrics are shown in Table 2.

![Image Fusion Results](image)

Figure 4: Infrared and visible source images and their fusion results, where (a1)-(b1), (a2)-(b2), (a3)-(b3), (a4)-(b4) are the infrared visible source image pairs respectively. (c1)-(l1), (c2)-(l2), (c3)-(l3), (c4)-(l4) are the fusion results of the comparative methods.

Subjective Evaluation In Fig. 4, JSR, JSRSD, FusionGAN and PMGI show relatively disappointing fusion results due to noise and artifacts. DWT, DeepFuse and DenseFuse show relatively similar fusion results, where the fused images have low contrast and blurred details and blurred edges. U2Fusion, IFCNN and our method all achieve satisfying fusion results, while our method preserves sharper texture details with higher contrast and sharpness. As can be seen from the red box in Fig. 4, our method highlights the key targets (the humans in (a1)-(b1), (a2)-(b2) and (a3)-(b3) and the house in (a4)-(b4)) and has the best visual effect.
Objective Evaluation  As can be seen in Table 2, our method achieves the best results in four metrics and the second best results in other four metrics among all nine objective metrics, which is the best in all comparing methods. DenseFuse is specially designed for this task and it also shows strong performance.

Table 2: Comparison of objective metrics on the infrared and visible image fusion dataset.
The best values are bolded in red the second best values are bolded in blue.

| Method | FMI | Q\text{NIRC} | Q\text{IL} | Q\text{VNF} | Q\text{F} | Q\text{SSIM} | Q\text{Y} | VIF | Q\text{CV} ↓ |
|--------|-----|--------------|----------|-------------|---------|-------------|-------|-----|-----------|
| DWT    | 0.3544 | 0.8050 | 0.4991 | 0.4005 | 0.3038 | 0.8401 | 0.7051 | 0.2321 | 457.8833 |
| JSR    | 0.2166 | 0.8055 | 0.3754 | 0.4060 | 0.2121 | 0.8475 | 0.5992 | 0.3448 | 350.9396 |
| JSRSD  | 0.1924 | 0.8056 | 0.3089 | 0.3746 | 0.1524 | 0.7636 | 0.5219 | 0.2778 | 391.0290 |
| U2Fusion | 0.3546 | 0.8055 | 0.4502 | 0.3331 | 0.9196 | 0.7161 | 0.5637 | 451.9610 |
| DeepFuse | 0.3718 | 0.8051 | 0.4317 | 0.3746 | 0.3034 | 0.8473 | 0.6782 | 0.2523 | 458.7481 |
| FusionGAN | 0.2937 | 0.8080 | 0.3555 | 0.1923 | 0.0859 | 0.3963 | 0.3362 | 0.0797 | 2291.7420 |
| IFCNN  | 0.3985 | 0.8050 | 0.5193 | 0.4670 | 0.3212 | 0.8726 | 0.7574 | 0.2701 | 436.1472 |
| PMGI   | 0.3510 | 0.8049 | 0.4022 | 0.3461 | 0.1862 | 0.7471 | 0.6164 | 0.4896 | 280.1503 |
| ours   | 0.4223 | 0.8083 | 0.5773 | 0.4986 | 0.3689 | 0.8733 | 0.7605 | 0.4054 | 150.8503 |

Medical Image Fusion. We compared our method with five current state-of-the-art methods in medical image fusion task, which contain the traditional methods DWT [11], NSCT [74], PAPCNN [75] and the deep learning methods U2Fusion [17], IFCNN [18], PMGI [19]. The fusion results are shown in Fig. 5, and the comparison of objective evaluation metrics are shown in Table 3.

Subjective Evaluation  The fusion results in Fig. 5 show that DWT, NSCT and PMGI obtain blurred fused images with low contrast and sharpness. PAPCNN introduces severe artifacts and noise. Although U2Fusion and IFCNN enhance the edges and detail information, their fused images have low contrast and inferior visual effect. In contrast, our method retains the best texture and functional information, while showing the optimal contrast and details.

Objective Evaluation  As can be seen in Table 3, our method achieves the best performance in six metrics and the second best performance in three
metrics with a small difference from the best ones on the medical Harvard test dataset. In general, our method achieves the best fusion performance.

| Task   | Method  | FMI   | Q_{\text{NICE}} | Q_{\text{M}} | Q_{\text{A}}/BF | Q_{\text{P}} | SSIM | Q_{\text{V}} | VIF  | Q_{\text{CV}} |
|--------|---------|-------|----------------|-------------|----------------|-------------|-------|------------|------|-------------|
| MED    | DWT     | 0.3588| 0.8072         | 0.1858      | 0.4336         | 0.3409      | 0.8827 | 0.4960    | 0.4684| 1143.3950   |
|        | PAPCNN  | 0.3518| 0.8066         | 0.1634      | 0.4821         | 0.3299      | 0.8796 | 0.4250    | 0.5039| 1078.2390   |
|        | U2Fusion| 0.3471| 0.8067         | 0.1664      | 0.4658         | 0.3550      | 0.8980 | 0.4174    | 0.4535| 1166.1936   |
|        | IFCNN   | 0.4192| 0.8071         | 0.2094      | 0.5232         | 0.3797      | 0.9183 | 0.4634    | 0.5134| 933.5277    |
|        | PMGI    | 0.2993| 0.8068         | 0.1423      | 0.2756         | 0.2326      | 0.8188 | 0.3469    | 0.5166| 1532.5396   |
|        | ours    | 0.3604| 0.8094         | 0.2301      | 0.5275         | 0.4620      | 0.9046 | 0.5073    | 0.5201| 936.7991    |

**Multi-Exposure Image Fusion.** We compared our method with five current state-of-the-art methods in multi-exposure image fusion task, including traditional methods (DWT [1], JSRSD [29]) and deep learning-based methods (DeepFuse [32], U2Fusion [17], IFCNN [18], PMGI [19]). The fusion results are shown in
Figure 6: Multi-exposure source images and their fusion results, where (a1)-(b1), (a2)-(b2), (a3)-(b3), (a4)-(b4) are multi-exposure source image pairs and (c1)-(l1), (c2)-(l2), (c3)-(l3), (c4)-(l4) are fusion results of the comparative methods respectively.

Subjective Evaluation  
Fig. 6 show that JSRSD introduces severe noise and artifacts. DWT, DeepFuse and IFCNN fail to maintain appropriate luminance with contrast and details lost. U2Fusion, PMGI and our method achieve better fusion results. However, U2Fusion over-sharpens the details and edge information, resulting in unnatural visual effect and PMGI lose more details. In contrast, our fused images maintain the best luminance and have high contrast and sharpness. Overall, our fused images are more natural and achieved optimal visual effect.

Objective Evaluation  
As can be seen in Table 4, our method achieves the best performance in five metrics and the second best performance in other four metrics on the multi-exposure image fusion dataset. In comparison, our method achieves the best fusion performance.
Table 4: Comparison of objective metrics on the multi-exposure image fusion dataset. The best values are bolded in red the second best values are bolded in blue.

| Task | Method       | FMI  | Q^100HE | Q^M  | Q^A/BF | Q^Y  | SSIM | Q^V  | VIF  | Q^CV  |
|------|--------------|------|---------|------|--------|------|------|------|------|-------|
| ME   | DWT          | 0.4727 | 0.8174  | 0.6077 | 0.5978 | 0.9227 | 0.6933 | 0.4952 | 223.4195 |
|      | JSRSD        | 0.3026 | 0.8150  | 0.5428 | 0.6174 | 0.4463 | 0.9001 | 0.6771 | 0.8074  | 307.0123 |
|      | U2Fusion     | 0.4411 | 0.8146  | 0.4436 | 0.6146 | 0.7055 | 0.9349 | 0.6771 | 0.8074  | 1.2437 | 174.8057 |
|      | DeepFuse     | 0.4462 | 0.8163  | 0.4289 | 0.5253 | 0.6330 | 0.9115 | 0.6501 | 0.6306  | 217.6652 |
|      | IFCNN        | 0.5058 | 0.8141  | 0.6753 | 0.6890 | 0.6926 | 0.9445 | 0.7366 | 0.5889  | 192.5404 |
|      | PMGI         | 0.4157 | 0.8150  | 0.4119 | 0.4578 | 0.5088 | 0.9083 | 0.5981 | 0.7557  | 297.7641 |
| ours |              | 0.5340 | 0.8271  | 0.6703 | 0.7665 | 0.9579 | 1.1042 | 0.7118 | 192.2550 |

**Multi-Focus Image Fusion.** We compared our method with six representative methods in multi-focus image fusion task, including traditional methods (DWT [1], JSRSD [29]) and deep learning-based methods (DeepFuse [32], SESF-Fuse [30], U2Fusion [17], IFCNN [18], PMGI [19]). The fusion results are shown in Fig. 7 and the comparison of objective evaluation metrics are shown in Table 5.

![Multi-focus source images and their fusion results](image-url)

Figure 7: Multi-focus source images and their fusion results, where (a1)-(b1), (a2)-(b2), (a3)-(b3), (a4)-(b4) are multi-focus source image pairs and (c1)-(j1), (c2)-(j2), (c3)-(j3), (c4)-(j4) are fusion results of the comparative methods.
Subjective Evaluation  From Fig. 7, JSRSD and PMGI introduces some noise and obtain unsatisfactory fusion results. Although DWT, DeepFuse and SESF-Fuse successfully fuse the images, they still lose detailed information, such as the flag or the edge contours of the child marked in red boxes, etc. U2Fusion, IFCNN and our method all achieves satisfying fusion results.

Objective Evaluation  We did not compare the objective metric of JSRSD owing to the artifacts in its fusion images. As can be seen in Table 5, our method achieves the best performance in six metrics and the second best performance in other three metrics on the multi-exposure image fusion dataset. In comparison, our method achieves the best fusion performance.

Table 5: Comparison of objective metrics on the multi-focus image fusion dataset. The best values are bolded in red the second best values are bolded in blue.

| Task | Method | FMI | QC | QM | QA | SSIM | QY | VIF | CV | ↓ |
|------|--------|-----|----|----|----|------|----|-----|----|---|
| MF   | U2Fusion | 0.4653 | 0.8269 | 0.4650 | 0.6637 | 0.7936 | 0.9574 | 0.8487 | 1.1727 | 102.8688 |
|      | DeepFuse  | 0.4868 | 0.8292 | 0.4960 | 0.7104 | 0.7757 | 0.9812 | 0.8608 | 0.9033 | 71.3387 |
|      | IFCNN    | 0.5438 | 0.8287 | 0.5345 | 0.7103 | 0.8317 | 0.9848 | 0.8971 | 0.9915 | 64.0155 |
|      | SESF-Fuse| 0.5565 | 0.8328 | 0.7138 | 0.7473 | 0.8357 | 0.9877 | 0.9039 | 0.8613 | 49.1273 |
|      | PMGI     | 0.4366 | 0.8255 | 0.3860 | 0.4610 | 0.5417 | 0.8532 | 0.6555 | 0.9405 | 373.6547 |
|      | ours     | 0.5620 | 0.8367 | 0.6666 | 0.7560 | 0.8374 | 0.9878 | 0.9049 | 0.9935 | 56.4455 |

5. Ablation Study

5.1. Ablation Study for TransBlock

To solve the difficulties in establishing long-range relational dependencies of CNN-based image fusion architectures, we design TransBlock that combines CNN with Transformer to enable the network to exploit both local and global information. To verify the effectiveness of TransBlock, we perform ablation experiments on all fusion tasks using 20% of the training data and the results are shown in Table 6. "3 Transformations" in the table denotes that using proposed three task-specific image transformations and the probability-based combination
strategy for training. As shown in Fig. 1 (a), we remove the Transformer-Module in TransBlock along with the lower branch of the EnhanceBlock and use only the CNN-Module and the upper branch of the EnhanceBlock for comparison. As shown in Table 6, almost in all fusion tasks, no matter whether the three transformations are used or not, adding TransBlock always improves the performance, which shows its effectiveness.

| Task | TransBlock | 3 Transformations | FMI | Q | NICE | Q | M | Q | A/BF | Q | P | SSIM | Q | Y | VIF | CV |
|------|------------|-------------------|-----|---|------|---|---|---|------|---|---|------|---|---|-----|----|
| IV   | ✓          | 0.2775 0.8075 0.4669 0.4092 0.3265 0.8745 0.7158 0.3873 0.295 0.299 | ✓ 0.3135 0.8095 0.5172 0.4993 0.3606 0.8208 0.7773 0.3888 0.291 0.294 | ✓ 0.3284 0.8079 0.5035 0.4657 0.3592 0.8748 0.7484 0.3879 0.291 0.294 | ✓ 0.4151 0.8086 0.5852 0.5068 0.3693 0.8650 0.7792 0.3714 0.283 0.286 |
| MED  | ✓          | 0.2373 0.8087 0.1837 0.5254 0.4156 0.8891 0.4661 0.4999 0.680 0.235 | ✓ 0.2373 0.8087 0.2049 0.3117 0.4500 0.8891 0.4865 0.4998 0.923 0.668 | ✓ 0.2838 0.8084 0.1971 0.5177 0.4491 0.9088 0.4997 0.5347 0.868 0.114 | ✓ 0.3583 0.8093 0.2214 0.5280 0.4665 0.9009 0.4997 0.5147 0.938 0.183 |
| ME   | ✓          | 0.3269 0.8178 0.4540 0.6446 0.6345 0.9538 0.6381 1.0803 1.920 0 | ✓ 0.3723 0.8185 0.5179 0.6896 0.6973 0.9628 0.7670 1.0418 1.854 0 | ✓ 0.3917 0.8201 0.5162 0.4911 0.7497 0.9606 0.6962 1.0959 1.776 0 | ✓ 0.5199 0.8262 0.2214 0.5280 0.4665 0.9009 0.4997 0.5147 0.938 0.183 |
| MF   | ✓          | 0.3656 0.8305 0.4660 0.4930 0.7464 0.9262 0.4822 0.9903 0.790 0 | ✓ 0.4063 0.8315 0.5017 0.7196 0.7530 0.9629 0.6669 0.9950 0.720 0 | ✓ 0.4241 0.8324 0.5167 0.7244 0.8032 0.9445 0.8797 1.0108 68.7 0 | ✓ 0.5478 0.8361 0.6391 0.7530 0.8357 0.9875 0.6931 0.9928 58.7 0 |

To further explain the effectiveness of TransBlock, we visualize the image reconstruction results of using the CNN architecture (only the CNN-Module in TransBlock) and using TransBlock in Fig. 8. We can see that the reconstructed image with solely CNN lost some texture and detail information of the original image, such as the typical areas shown in the red box. In contrast, the reconstructed image with TransBlock has higher resolution and more detail information, which indicates that the encoding network with TransBlock performs better in extracting local and global features of the image.
5.2. Ablation Study for Task-specific Self-Supervised Training Scheme

We design task-specific self-supervised auxiliary tasks for multi-modal image fusion, multi-exposure image fusion, and multi-focus image fusion, which are respectively based on pixel intensity non-linear transformation, brightness transformation, and noise transformation. In this experiment, we evaluate the effectiveness of each auxiliary task and study if the performance is further improved by combing all the three transformation in our proposed model. The results are shown in Table 7. Most of the fusion metrics are improved by using the corresponding self-supervised auxiliary tasks, which indicates the effectiveness of every single one of them. The effectiveness of our proposed combination strategy is demonstrated by the fact that most of the objective fusion metrics can be further improved by the proposed model.

5.3. Ablation Study for the Number and Area of Transformed Subregion

In our proposed method, we randomly generate four image subregions with the size of 16×16 from a 256×256 training image to form the set $\chi_i$ for transfor-
Table 7: Results of ablation tests on the auxiliary tasks using 20% training data

| Task | Nonlinear | Brightness | Noise | FMI | Q | NICE Q | M Q | A/BF Q | P SSIM Q | Y VIF Q | CV ↓ |
|------|-----------|------------|-------|-----|---|--------|-----|--------|--------|--------|      |
| IV   | ✓         |            |       | 0.3135 | 0.8085 | 0.5172 | 0.4993 | 0.3060 | 0.8298 | 0.7773 | 0.3088 | 301.0812 |
| ✓    | ✓         | ✓          |       | 0.3522 | 0.8086 | 0.5040 | 0.5061 | 0.3674 | 0.8489 | 0.7773 | 0.3431 | 296.2997 |
| ✓    | ✓         | ✓          |       | 0.4153 | 0.8086 | 0.5812 | 0.5068 | 0.3693 | 0.8650 | 0.7792 | 0.3714 | 283.3448 |
| MED  | ✓         |            |       | 0.2373 | 0.8087 | 0.2049 | 0.3117 | 0.4500 | 0.8891 | 0.4865 | 0.4998 | 923.1668 |
| ✓    | ✓         | ✓          |       | 0.2810 | 0.8088 | 0.2203 | 0.5329 | 0.4653 | 0.8985 | 0.4961 | 0.5187 | 915.8077 |
| ✓    | ✓         | ✓          |       | 0.3583 | 0.8093 | 0.2214 | 0.5280 | 0.4665 | 0.9009 | 0.4997 | 0.5147 | 938.6183 |
| ME   | ✓         |            |       | 0.3723 | 0.8185 | 0.5159 | 0.6886 | 0.6973 | 0.9628 | 0.7070 | 1.0048 | 185.4562 |
| ✓    | ✓         | ✓          |       | 0.4141 | 0.8208 | 0.5406 | 0.7084 | 0.7298 | 0.9598 | 0.6991 | 1.0903 | 184.2343 |
| ✓    | ✓         | ✓          |       | 0.5199 | 0.8262 | 0.6482 | 0.7318 | 0.7642 | 0.9594 | 0.7155 | 1.0930 | 191.1575 |
| MF   | ✓         |            |       | 0.4063 | 0.8315 | 0.5017 | 0.7146 | 0.7956 | 0.9839 | 0.4689 | 0.9504 | 72.6904 |
| ✓    | ✓         | ✓          |       | 0.4561 | 0.8334 | 0.5539 | 0.7387 | 0.8235 | 0.9857 | 0.8904 | 1.0081 | 64.0137 |
| ✓    | ✓         | ✓          |       | 0.5478 | 0.8361 | 0.6391 | 0.7530 | 0.8357 | 0.9875 | 0.9031 | 0.9928 | 58.7026 |

Information. Obviously, both the number and size of transform subregions will affect the efficiency of trained network. For example, when the size of the subregion is too large (even transforming the whole image), it will be very difficult for the network to reconstruct the original image. At the same time, because most of the original image is destroyed, the network cannot learn useful features. On the contrary, when the subregions are too small, the effect of the transformation will also be small and may not be able to encourage the network to learn better task-specific features. We conducted the ablation experiments on different combinations of the number and size of the subregions, and the results are shown in Table 8. In this experiment, we used 20% of the training data with 30 epochs.

In Table 8, N represents the number of transformed regions and R represents the size of transformed subregions. For example, N1_R256 represents the transformation of the whole image, and N4_R16 represents the transformation of four randomly selected 16×16 regions. It can be seen that N4_R16 achieves the best performance overall.
Table 8: Results of ablation tests on the number and size of the transformed subregions.

| Task Method | FM | $\Delta M$ | $\Delta F$ | $\Delta Q$ | $\Delta CV$ | SSIM | $Q^2$ | VF | $Q^2_{\text{rel}}$ |
|-------------|----|-----------|-----------|-----------|-----------|-------|-------|---|----------------|
| N1/8         | 0.1947 | 0.8054 | 0.3667 | 0.3852 | 0.1986 | 0.8284 | 0.3382 | 0.6073 | 392.0450 |
| N2/8         | 0.3017 | 0.8087 | 0.2530 | 0.5199 | 0.3639 | 0.8435 | 0.3423 | 0.7116 | 297.5007 |
| N2/16        | 0.3119 | 0.8085 | 0.5377 | 0.5053 | 0.3625 | 0.8225 | 0.3273 | 0.7067 | 300.5845 |
| N2/32        | 0.3200 | 0.8085 | 0.5055 | 0.3618 | 0.4846 | 0.3363 | 0.7266 | 305.3576 |
| N2/64        | 0.3122 | 0.8081 | 0.5010 | 0.4952 | 0.5511 | 0.8414 | 0.3214 | 0.7174 | 286.8083 |
| N4/8         | 0.1613 | 0.8083 | 0.5222 | 0.5007 | 0.5633 | 0.8224 | 0.3313 | 0.7070 | 301.0193 |
| N4/16        | 0.3405 | 0.8088 | 0.5055 | 0.3642 | 0.8087 | 0.3270 | 0.7872 | 303.4703 |
| N4/32        | 0.3169 | 0.8083 | 0.3562 | 0.4793 | 0.3538 | 0.8467 | 0.3128 | 0.7621 | 300.4295 |
| N8/8         | 0.2702 | 0.8080 | 0.4390 | 0.4528 | 0.3021 | 0.8646 | 0.3448 | 0.7247 | 341.9861 |
| N8/16        | 0.3702 | 0.8080 | 0.5336 | 0.4528 | 0.3613 | 0.8646 | 0.3448 | 0.7247 | 341.9861 |
| N8/32        | 0.3702 | 0.8080 | 0.5336 | 0.4528 | 0.3613 | 0.8646 | 0.3448 | 0.7247 | 341.9861 |
| N8/64        | 0.3702 | 0.8080 | 0.5336 | 0.4528 | 0.3613 | 0.8646 | 0.3448 | 0.7247 | 341.9861 |
| N16/8        | 0.3702 | 0.8080 | 0.5336 | 0.4528 | 0.3613 | 0.8646 | 0.3448 | 0.7247 | 341.9861 |
| N16/16       | 0.3702 | 0.8080 | 0.5336 | 0.4528 | 0.3613 | 0.8646 | 0.3448 | 0.7247 | 341.9861 |
| N16/32       | 0.3702 | 0.8080 | 0.5336 | 0.4528 | 0.3613 | 0.8646 | 0.3448 | 0.7247 | 341.9861 |
| N16/64       | 0.3702 | 0.8080 | 0.5336 | 0.4528 | 0.3613 | 0.8646 | 0.3448 | 0.7247 | 341.9861 |
| N32/8        | 0.3702 | 0.8080 | 0.5336 | 0.4528 | 0.3613 | 0.8646 | 0.3448 | 0.7247 | 341.9861 |
| N32/16       | 0.3702 | 0.8080 | 0.5336 | 0.4528 | 0.3613 | 0.8646 | 0.3448 | 0.7247 | 341.9861 |
| N32/32       | 0.3702 | 0.8080 | 0.5336 | 0.4528 | 0.3613 | 0.8646 | 0.3448 | 0.7247 | 341.9861 |
| N32/64       | 0.3702 | 0.8080 | 0.5336 | 0.4528 | 0.3613 | 0.8646 | 0.3448 | 0.7247 | 341.9861 |
| N64/8        | 0.3702 | 0.8080 | 0.5336 | 0.4528 | 0.3613 | 0.8646 | 0.3448 | 0.7247 | 341.9861 |
| N64/16       | 0.3702 | 0.8080 | 0.5336 | 0.4528 | 0.3613 | 0.8646 | 0.3448 | 0.7247 | 341.9861 |
| N64/32       | 0.3702 | 0.8080 | 0.5336 | 0.4528 | 0.3613 | 0.8646 | 0.3448 | 0.7247 | 341.9861 |
| N64/64       | 0.3702 | 0.8080 | 0.5336 | 0.4528 | 0.3613 | 0.8646 | 0.3448 | 0.7247 | 341.9861 |

Note: The table entries are incorrect and need to be corrected.
6. Discussion

In this study, we propose TransFuse, a unified Transformer-based image fusion framework by self-supervised learning, which can be effectively used to different image fusion tasks, including multi-modal, multi-exposure and multi-focus image fusion. We propose three destruction-reconstruction self-supervised auxiliary tasks for multi-modal, multi-exposure and multi-focus image fusion and integrate the three tasks by randomly choosing one of them to destroy a natural image during model training, thus enabling our network to be trained on accessible large natural image datasets and can learn task-specific features at the same time. In addition, we design a new encoder that combines CNN and Transformer for feature extraction, so that the model can exploit both local and global information more comprehensively. Extensive experiments have shown that our framework achieves new state-of-the-art performance in both subjective and objective evaluations in all common image fusion tasks.

Notably, in different fusion tasks, the vital information to be fused varies largely as source images contain different characteristics. The three destruction-reconstruction self-supervised auxiliary tasks are specially designed according to the characteristics of source images in different fusion tasks, so that our framework can learn task-specific features during reconstruction. Furthermore, we integrate the three tasks in model training to encourage different fusion tasks to promote each other and increase the generalization of the trained network, enabling our framework to handle different image fusion tasks in a unified way.

Our framework also has some limitations. First, although we utilize parameter-shared Fine-grained Transformers, introducing Transformer for feature extraction still makes our model (with 43.18 MB parameters) larger than the existing methods (generally with 0.3-3 MB parameters). Fortunately, a common GPU NVIDIA 1080Ti is still sufficient for model training. Second, we do not propose new fusion rules for different fusion tasks and more effective task-specific fusion rules can be specially designed in the future to further improve the fusion performance.
In future work, more effective Transformer-based feature extraction methods can be explored for image fusion tasks. Moreover, since both CNN-based architectures and Transformer-based architectures have their advantages, how to further combine the two architectures is another promising research direction. On the other hand, more effective self-supervised auxiliary tasks may also be proposed to enforce the network learn more useful features according to the characteristics of different source images.

In addition, our proposed self-supervised tasks and training scheme can help the model learn more robust and generalized features, and our proposed Transformer-based feature extraction modules can exploit both local and global information more comprehensively, hence, we expect that our method has a broad application prospect and a large development potential in both image fusion field and related computer vision fields.
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