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Abstract

This paper considers the deployment of intelligent reflecting surfaces (IRSs) technology for wireless multi-hop backhauling of multiple basestations (BSs) connected in a mesh topology. The performance of the proposed architecture is evaluated in terms of outage and symbol error probability in Rician fading channels, where closed-form expressions are derived and demonstrated to be accurate for several cases of interest. The analytical results corroborated by simulation, show that the IRS-mesh backhauling architecture has several desired features that can be exploited to overcome some of the backhauling challenges, particularly the severe attenuation at high frequencies. For example, using IRS with four elements, $N = 4$, provides a symbol error rate of about $10^{-5}$ at a signal-to-noise ratio of about $0\,\text{dB}$, even for a large number of hops. Moreover, the obtained analytical results corroborated by Monte Carlo simulation show that the gain obtained by increasing $N$ decreases significantly for $N > 5$. For example, increasing $N$ from 1 to 2 provides about $8\,\text{dB}$ of gain, while the increase from 3 to 4 provides about $4\,\text{dB}$. Moreover, the degradation caused by the relaying process becomes negligible when the number of IR elements $N = 3$.
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I. INTRODUCTION

Current wireless communication networks such as the fourth and fifth generations, (4G) and (5G) respectively, have to support more than 6 billion users with a considerable proportion running applications that require high data rates [1], [2], that severely strain the available spectrum. Moreover, the demand for data services is continuously increasing as shown by the latest statistics of wireless networks, which revealed that data traffic for mobile users grew 68% in 2019, reaching 38 Exabytes (EB) per month as compared to 27 EB per month in 2018 [1], [2]. Ericsson predicts that the mobile data traffic will show an upsurge of 27% annually till 2025. Network densification (NeDe) is one of the prominent techniques that can be used to improve the capacity of wireless networks, and it is an integral part of the 5G architecture [3]. The main concept of NeDe is to deploy a large number of small cells with low power to complement the macro cell functionality in areas with poor signal quality, such as indoor environments and urban areas with tall buildings [4], [5]. The term small-cell covers a variety of cell types such as mini-cells, micro-cells, pico-cells, femto-cells, and mobile-small cell. While indoor small-cell backhauling is typically based on wired technologies, outdoor small cells backhauling is mostly performed through wireless technologies, which may increase the marco cell backhauling traffic rate to several giga bits per second (Gpibs) [6].

Wireless backhauling is an integral technology of the current 5G, future sixth generation (6G) and 6G+ cellular communication networks. The main advantages of wireless backhauling over traditional wired backhauling are the implementation flexibility, cost efficiency, and low-complexity maintenance processes. Moreover, integrated access and backhauling is considered as a promising approach to reduce the deployment cost in ultra-dense networks [7]–[9]. Therefore, wireless backhauling has attracted extensive research attention to develop efficient backhauling solutions. One of the prominent efforts is the Telecom Infra Project (TIP), which consists of more than 500 member organizations that devote their efforts to accelerate the development of new infrastructure solutions for future networks [10]-[14]. Wireless backhauling can be realized with several network topologies such as ring, tree and mesh, with the later being the most attractive because it provides backhauling with low-cost, flexible configuration, maintainable, and long distance coverage[15]-[18]. However, wireless backhauling suffers from some limitations
as compared to optical fiber, particularly the relatively low capacity, disruptive interference, and severe signal attenuation at high frequencies. Therefore, several researchers have proposed transmission schemes and technologies to overcome one or more of the wireless backhauling limitations. Examples for such solutions include millimeter-wave (mmWave) transmission, free-space optical (FSO), interference management protocols [19]-[21] and massive multiple-input-multiple-output (mMIMO) [22]-[26].

The lack of spectrum supporting wide channel bandwidths has been identified as a potential bottleneck for wireless backhaul. This has given spectrum administrators the opportunity to introduce wider channels in currently used frequencies. An additional possibility is to open new frequency bands such as the 90 GHz band [6]. The European Telecommunications Standards Institute (ETSI) and TIP recommend mmWave communications as a core technology [10]-[12]. Realistic experiments have been conducted for one giga bits per second (Gbps) average peak user throughput for a maximum range of 250 m [11]. In addition, the TIP backhaul team has proposed different methods for assessing the performance of mmWave, and provided a guidance for the installation process [13], [14].

Intelligent reflecting surfaces (IRSs), also called metasurfaces, have been introduced recently with the aim of controlling the propagation medium to enhance the quality of service (QoS) by boosting the energy and spectral efficiencies of wireless networks. The IRS technology is expected to play a significant role in the future, where smartness, energy efficiency and spectral efficiency are the main requirements for the forthcoming wireless networks. IRS applies a large number of passive antenna elements which introduce a phase-shift to the received signals, and reflect them back to the destination. For efficient transmission, multiple reflectors are used for a certain destination, and the introduced phase shifts are selected to ensure that the reflected signals add coherently in the channel. As a result, the signal-to-noise ratio (SNR) increases considerably, and consequently, the spectral efficiency is boosted [27]-[46].

A. Related Work

IRS has recently attracted extensive research attention. For example, the authors of [27], [28] presented detailed IRS technology overview, and discussed state-of-art solutions and theoreti-
metrical performance limits. Energy-efficient approaches for the transmit power allocation and the phase shifts of the IRS elements is introduced in [29], where an accurate model for IRS power consumption is presented. A realistic implementation in outdoor environments has shown that the methods proposed in [29] for IRS power allocation may provide up to 300% higher energy efficiency when compared to multi-antenna and amplify-and-forward systems. Joint active and passive beamforming is considered in [30], where some recommendations are provided for optimal deployment. Other research efforts are dedicated to study the performance of IRS with other existing signalling and communication technologies such as index modulation (IM) [31], space-shift-keying (SSK) [32], and non-orthogonal multiple access (NOMA) [46]. In [33], IRS assisted MIMO is investigated, where efficient algorithms for the phase shifts at the IRS and precoding at the transmitter are proposed to minimize the symbol error rate (SER). Since the optimum values for the phase shifts depend on the instantaneous channel side information (CSI), channel modeling and estimation are considered in [34]–[36]. In [47], the far-field pathloss model is derived for IRS based links using optical physics techniques, and it is shown that each reflecting element acts as a diffuse scatterer. A practical IRS implementation is introduced in [48], where a high-gain and low-cost IRS with 256 reflecting elements is designed, in which positive intrinsic negative (PIN) diodes are used to design 2-bit phase shifters, and it was shown that a gain of 19.1 dBi can be achieved using mmWave.

B. Motivation and Contribution

Future mobile networks are expected to confine more of the radio communication needs of current users, and support many new users and industries, with applications that require ultra high data rates. Examples for such applications include holographic communication, online gaming, and streaming of super high definition immersive 3D videos, etc. To be able to support such applications for a large number of users, the network should be able to handle traffic volumes in the range of Tbytes/s per square, coming from a massive simultaneous connections [6]. Consequently, the backhaul traffic between the base stations (BSs) is expected to experience enormous data rate and traffic volume increase. Therefore, the design of a backhaul that satisfies such scenarios is indispensable. Although IRSs have been considered widely in the recent literature [27], [28], to
the best of the authors’ knowledge, there is no work reported in the literature that considers the application of IRS to wireless mesh backhauling with multiple hops, where BSs relay the traffic until it arrives to the core network. Because wireless backhauling typically requires line-of-sight (LoS) connectivity to avoid severe signal fading, the channel gain is assumed to follow the Rician fading model, where an accurate approximation for the probability density function (PDF) of the received SNR is derived. Moreover, analytical expressions are derived for the SER and outage probability (OP). The obtained analytical results corroborated by Monte Carlo simulation demonstrate that the gain achieved by increasing the number of IRS elements is inversely proportional to the number of IRS elements $N$, particularly for $N > 5$. Moreover, the degradation caused by the relaying process becomes negligible when the number of IRS elements is more than 3.

C. Paper organization

The rest of the paper is organized as follows. Section II presents the system model with IRS based wireless backhauling. A derivation for an accurate approximation for the PDF of the received SNR per hop is introduced in Section III. The derivations for the SER and OP for each hop are provided in Sections IV and V, respectively. The derivations of the SER and OP are extended to multiple hop mesh backhauling in Section VI. Section VII shows the numerical results for the proposed system whereas the conclusions and future work are provided in Section VIII.
II. SYSTEM MODEL

This work considers a heterogenous wireless network where a macro cell is overlaid with multiple small cells. The macro BS (mBS) and small-cells BS (sBS) are configured in a mesh topology. The sBS cooperate, act as relays, to route the backhauling traffic to the mBS, and then to the core network. Therefore, the traffic of a particular sBS may arrive to the mBS through multiple hops, where the signal in each hop is decoded and forwarded to the next sBS, or to the mBS. To provide LoS links between adjacent sBSs, IRS panels, each of which consists of \( N \) reflecting elements, are placed between each two BSs. The backhaul links are realized using a single broadband antenna at each BS. Using the region three-dimensional maps, advanced ray tracing techniques [65] can be used to predict the CSI between adjacent BSs and the IRS, which allow selecting the optimum location for the IRS panels'. The channel fading is considered to be Rician to capture the LoS signal component and other small reflections from the surrounding environment. The LoS is considered only between the BSs and the IRS, while the direct path between BSs is typically blocked by large buildings or other obstacles.

In each hop, a sBS transmits its backhaul traffic to one of the adjacent sBSs, or to the mBS, through an IRS panel, where each reflecting element introduces a phase shift \( \varphi_n \) and amplitude gain \( \beta_n \). The process is repeated \( L \) times until the data arrive at the core network or mBS. It is worth noting that an IRS panel can be shared by multiple BSs simultaneously, where the available reflecting elements can be assigned to BSs that have LoS link with the IRS panel. However, an IRS element can be assigned only to one BS to avoid interference.

A. Single hop received signal model

In this work, we initially consider the single hop scenario, and then the model is extended to multiple hops. Consequently, the hop index is dropped unless it is necessary to include it. Given that a particular sBS transmits a data symbol \( s \), the signal reflected from the \( n \)th IRS element can be expressed as

\[
x_n = \sqrt{P_0 H_n h_n} s, \quad n \in \{1, 2, \ldots, N\}
\]
where $H_n = \beta_n e^{j\varphi_n}$, $\varphi_n$ is the phase shift and $\beta_n \leq 1$ is the reflection coefficient of the $n$th IRS element, $P_0$ is the sBS transmission power, and the channel coefficient $h_n \triangleq |h_n| e^{j\theta_n} \sim \mathcal{CN}(m_n, 2\sigma_n^2)$. Due to the LoS signal, the average channel fading $m_n \neq 0$, the PDF of the channel envelop $\alpha_n \triangleq |h_n|$ can be considered Rician [49],

$$
\alpha_n \sim \mathcal{R}(\alpha_n, K_n, \Omega_n) \text{ where } f(\alpha_n) = \frac{2(1 + K_n)}{\Omega_n} \alpha_n e^{-K_n} e^{-\frac{(1+K_n)\alpha^2}{2\Omega_n}} I_0\left(2\alpha_n \sqrt{\frac{K_n(1+K_n)}{\Omega_n}}\right)
$$

where $I_0(\cdot)$ is the modified Bessel function of the first kind and zero order, $\Omega_n \triangleq \mathbb{E}[\alpha_n^2] = \mu_n^2 + 2\sigma_n^2$, $\mu_n = |m_n|$ and $K_n = \frac{\mu_n^2}{2\sigma_n^2}$ is the Rician factor that determines the link quality, $K_n \in (0, \infty)$. For small values of $K_n$, the channel fading becomes severe, which indicates that the LoS signal component is weak. Strong links are typically achieved when $K_n \gtrsim 9$ dB [56], [57]. The first moment of $\alpha_n$ with parameters $K_n$ and $\Omega_n$ is given by [54]

$$
\mathbb{E}[\alpha_n] = \frac{1}{2} \sqrt{\frac{\pi\Omega_n}{1 + K_n}} \left\{ \frac{1}{2} F_1 \left( -\frac{1}{2}, 1, -K_n \right) \right\}
$$

where $_1F_1(a, b, c)$ is the confluent hypergeometric function of the first kind.

In the reflecting phase, the signal will go through a second fading channel $h_n$ before arriving to the destination BS. Therefore, the received signal at the destination BS is given by

$$
y = \sqrt{P_0} \sum_{n=1}^{N} \beta_n h_n h_n e^{j\varphi_n} s + w
$$

where the channel coefficient $h_n \triangleq |h_n| e^{j\zeta_n} \sim \mathcal{CN}(\bar{m}_n, 2\bar{\sigma}_n^2)$ and $w$ is the additive white Gaussian noise (AWGN), $w \sim \mathcal{CN}(0, \sigma_w^2)$. By selecting $\varphi_n = -(\theta_n + \zeta_n)$, all the reflected signal components are added coherently in the channel, and thus, the received signal BS can be rewritten as

$$
y = \sqrt{P_0} \sum_{n=1}^{N} \beta_n \omega_n s + w.
$$

where $|h_n| \sim \omega_n$. Therefore, $\omega_n$ is formed by the product of two Rician random variables,
and hence, its PDF is given by [66, eq. 6.67]

\[ f_{\omega_n}(\omega_n) = \frac{e^{-(\tilde{K}_n+K_n)}}{\sigma_n^2 \sigma_n^2} \omega_n \sum_{i=0}^{\infty} \sum_{l=0}^{\infty} \frac{1}{(i!)^2} \left( \frac{K_n}{2 \sigma_n^2} \right)^i \left( \frac{\tilde{K}_n}{2 \sigma_n^2} \right)^l \left( \frac{\sigma_n}{\sigma_n \sigma_n} \right)^{i-l} \omega_n^{i+l} K_{i-l} \left( \frac{\omega_n}{\sigma_n \sigma_n} \right) \]

(6)

where \( \tilde{K} \) is the Rician factor for channel \( h_n \) and \( K_m(\cdot) \) is the modified Bessel function of the second kind with order \( m \).

\[ \text{III. SNR DISTRIBUTION} \]

To derive the SER and OP, the SNR distribution should be evaluated. Towards this goal, the following two subsections present the PDF derivation of the instantaneous SNR at the destination BS for a single and multiple reflectors, respectively.

\[ \text{A. Single reflector (} N = 1 \text{)} \]

Based on the received signal in (5), the instantaneous SNR of the received signal at the BS for a signal reflected from the \( n \)th reflector, can be written as

\[ \gamma_n = \mathcal{P} \beta_n^2 \omega_n^2. \]

(7)

where \( \mathcal{P} \triangleq P_0/\sigma_w^2 \). Using \( f_{\omega_n}(\omega_n) \) given in (6), the PDF of \( \gamma_n \) can be obtained by applying random variable transformation. Consequently, \( f_{\gamma_n}(\gamma_n) \) can be written as

\[ f_{\gamma_n}(\gamma_n) = C_n \sum_{i=0}^{\infty} \sum_{l=0}^{\infty} D_{i,l}^{n} \gamma_n^{i+l} K_{i-l} \left( E_n \sqrt{\gamma_n} \right) \]

(8)

where

\[ E_n = \frac{2}{\beta_n} \sqrt{\frac{(1+K_n)(1+\tilde{K}_n)}{\Omega_n \Omega_n \mathcal{P}}} \]

(9)

\[ C_n = \frac{E_n^2}{2} e^{-(K_n+\tilde{K}_n)} \]

(10)

\[ D_{i,l}^{n} = \frac{K_n^i \tilde{K}_n^l}{(i!)^2} \left( \frac{E_n}{2} \right)^{i+l} \]

(11)
B. Multiple Reflectors ($N > 1$)

Based on the received signal in (5), the instantaneous SNR for $N > 1$ can be written as

$$\gamma = \left( \sqrt{P} \sum_{n=1}^{N} \beta_n \nu_n \right)^2.$$  \hspace{1cm} (12)

Unlike the single reflector case, deriving a closed-form expression for the PDF of $\gamma$ is intractable. Consequently, an approximate PDF will be derived to enable analytical performance evaluation. To this end, the cascaded channels for the $n$th reflector can be written as $Z_n = h_nh_n \triangleq Z_n^I + jZ_n^Q$, where $Z_n^I = h_n^I h_n^I - h_n^Q h_n^Q$ and $Z_n^Q = h_n^I h_n^Q + h_n^Q h_n^I$, \{h_n^I, h_n^Q, h_n^I, h_n^Q\} \sim \mathcal{N} \left( \{\bar{m}_n^I, \bar{m}_n^Q, m_n^I, m_n^Q\}, \{\bar{\sigma}_n^2, \bar{\sigma}_n^2, \sigma_n^2, \sigma_n^2\} \right)$. In general, the product of two independent Gaussian random variables $X \sim \mathcal{N} (m_X, \sigma_X^2)$ and $Y \sim \mathcal{N} (m_Y, \sigma_Y^2)$ is not Gaussian [50]. However, if $\left\{ \frac{m_X}{\sigma_X}, \frac{m_Y}{\sigma_Y} \right\} \gg 1$, then PDF of the product can be approximated by $\mathcal{N} (m_Z \sigma_Z^2, m_Z^2 \sigma_Z^2 + m_Z^2 \sigma_Z^2)$ [51], [52]. For Rician fading channels, such condition can be satisfied when the Rician factors $\{K, \bar{K}\} \gg 1$ dB. Consequently, the PDFs of $Z_n^I$ and $Z_n^Q$ can be approximated as $Z_n^I \sim \mathcal{N} \left( m_{Z_n^I}, \sigma_{Z_n^I}^2 \right)$ and $Z_n^Q \sim \mathcal{N} \left( m_{Z_n^Q}, \sigma_{Z_n^Q}^2 \right)$. Given that $\bar{\sigma}_n^I = \sigma_n^I = \sigma_n$ and $\bar{\sigma}_n^Q = \sigma_n^Q = \sigma_n$, the statistics of $Z_n^I$ and $Z_n^Q$ are given by

$$m_{Z_n^I} = m_n^I \bar{m}_n^I - m_n^Q \bar{m}_n^Q \hspace{1cm} (13)$$

$$\sigma_{Z_n^I}^2 = \mu_n^2 \bar{\sigma}_n^2 + \bar{\mu}_n^2 \sigma_n^2 \hspace{1cm} (14)$$

$$m_{Z_n^Q} = m_n^I \bar{m}_n^I + m_n^Q \bar{m}_n^I \hspace{1cm} (15)$$

$$\sigma_{Z_n^Q}^2 = \mu_n^2 \bar{\sigma}_n^2 + \bar{\mu}_n^2 \sigma_n^2. \hspace{1cm} (16)$$

Therefore, $\sqrt{P} \beta_n Z_n^I \sim \mathcal{N} \left( \sqrt{P} \beta_n m_{Z_n^I}, \beta_n^2 \mathcal{P} \sigma_{Z_n^I}^2 \right)$ and $\sqrt{P} \beta_n Z_n^Q \sim \mathcal{N} \left( \beta_n \sqrt{P} m_{Z_n^Q}, \beta_n^2 \mathcal{P} \sigma_{Z_n^Q}^2 \right)$. Consequently, the PDF of $Z_n$ can be approximated as $Z_n \sim \mathcal{CN} \left( m_{Z_n}, 2 \sigma_{Z_n}^2 \right)$, where $m_{Z_n} = m_{Z_n^I} + j m_{Z_n^Q}$ and $\sigma_{Z_n}^2 = \sigma_{Z_n^I}^2 = \sigma_{Z_n^Q}^2$. In addition, as can be noted from the statistics of $Z_n^I$ and $Z_n^Q$ in (13)-(16), $Z_n^I$ and $Z_n^Q$ have the same variance but different mean values. Consequently, the distribution of $\nu_n$ can be approximated by a Rician PDF with mean and variance that are given
by
\[ \mu_{Z_n} = |m_{Z_n}|^2 \]
\[ = \mu_n m_n \]  
\[ (17) \]
\[ \sigma_{Z_n}^2 = \mu_n^2 \sigma_n^2 + \bar{\mu}_n^2 \sigma_n^2. \]
\[ (18) \]

Consequently, the Rician PDF parameters $\Omega_{\omega_n}$ and $K_{\omega_n}$ can be written as
\[ \Omega_{\omega_n} = \mu_{Z_n}^2 + 2 \sigma_{Z_n}^2 \]
\[ = \mu_n^2 \mu_n^2 + 2 \left( \mu_n^2 \sigma_n^2 + \bar{\mu}_n^2 \sigma_n^2 \right) \]  
\[ (19) \]
\[ K_{\omega_n} = \frac{\bar{K}_n K_n}{\bar{K}_n + K_n}. \]
\[ (20) \]

Based on (20), a cascaded channel of two Rician channels having Rician factors $\bar{K}$ and $K$ can be approximated as a Rician channel with Rician factor $K_{\omega_n} < \min (\bar{K}_n, K_n)$ given that $\bar{K}_n$ and $K_n$ are large.

By simple random variable transformation, the PDF of $\lambda_n = \sqrt{P} \beta_n \omega_n$ can be found as Rician with the following distribution.
\[ f_{\lambda_n} (\lambda_n) = 2 \left( 1 + K_{\lambda_n} \right) \Lambda \frac{\left( 1 + K_{\lambda_n} \right) \lambda_n}{\Omega_{\lambda_n}} e^{\frac{-\left( 1 + K_{\lambda_n} \right) \lambda_n}{\Omega_{\lambda_n}}} I_0 \left( 2 \lambda_n \sqrt{\frac{K_{\lambda_n} (1 + K_{\lambda_n})}{\Omega_{\lambda_n}}} \right) \]  
\[ (21) \]

where $K_{\lambda_n} = K_{\omega_n}$ and $\Omega_{\lambda_n} = \Omega_{\omega_n} P \beta_n^2$. However, the distribution of the sum of multiple Rician random variables, $\Lambda = \sum_n \lambda_n$, does not have a closed form expression. Therefore, an accurate closed-form approximation will be used as described in [61] to enable analytical performance evaluation. It is worth noting that there is a typo in [61, Eq. 5], where the first term should be $1/\sqrt{2\pi \sigma_{\lambda_n}^2}$ instead of $1/\sqrt{2\pi}$. To simplify the discussion, it is assumed that $\beta_n = \beta \forall n$, and a new variable is defined as $\bar{P}_0 \triangleq \beta^2 P_0$ and $\bar{P} \triangleq \bar{P}_0/\sigma_n^2$, to simplify the notation. Finally, by simple random variable transformation for the distribution of $\Lambda$ given in [61], the distribution of $\gamma = \Lambda^2$ can be provided as
\[ f_\gamma (\gamma) = \frac{1}{\sigma_{\lambda_n} \sqrt{8\pi N \bar{P} \gamma}} e^{-\left( \sqrt{\frac{\pi}{2 N \sigma_{\lambda_n}^2}} \right)^2} + f_c (\gamma) \]  
\[ (22) \]
where \( \mu_{\lambda_n} \) and \( \sigma^2_{\lambda_n} \) are the mean and variance of \( \lambda_n \), respectively, and \( f_c(\gamma) \) is a correction

\[
f_c(\gamma) = \frac{a_0}{2a_1 \sqrt{P_\gamma}} \Psi(\gamma) \left( \Psi^2(\gamma) - 3 \right) e^{-\frac{1}{2} \Psi^2(\gamma)}
\] (23)

where \( \Psi(\gamma) = \left( \sqrt{\frac{2}{\sigma^2}} - \sqrt{Na_2} \right) / \sqrt{Na_1} \), and the coefficients \( a_0, a_1 \) and \( a_2 \) are used to control the amplitude, spread and shift, respectively. In [61], the values of these coefficients depend on the Rician factor \( K \) and the number of random variables \( N \). The method for evaluating the coefficients is introduced in [61], which is based on the least squares fitting with the exact cumulative distribution function (CDF). A table is provided in [61] for certain cases, however, these coefficients can be evaluated using nonlinear curve-fitting in least-squares sense, where the exact CDF can be obtained by convolving \( N \) Rician PDFs and then performing numerical integration.

IV. SYMBOL ERROR RATE (SER) ANALYSIS

To evaluate the SER of signalling over fading channels, the general method is to model the channel as conditionally Gaussian, obtain the SER, and then to eliminate the conditioning by averaging the conditional SER over the instantaneous SNR \( \gamma \). Therefore, the average SER \( \bar{P}_S \) can be computed as

\[
\bar{P}_S = \int_0^\infty P_S(\gamma) f_\gamma(\gamma) d\gamma.
\] (24)

For most widely used modulation schemes such as quadrature amplitude modulation (QAM) and phase shift keying (PSK), the conditional SER for a given \( \gamma \) in the presence of AWGN can be approximated as

\[
P_S(\gamma) \approx AQ\left( \sqrt{B\gamma} \right)
\] (25)

where \( Q(\cdot) \) is the complementary cumulative distribution function of the Gaussian distribution, and the values of \( A \) and \( B \) depend on the modulation scheme [53, Table 6.1, pp. 167]. The values of \( A \) and \( B \) can be selected such that (25) can be used to evaluate the bit error rate (BER).
A. Single reflector \((N = 1), \text{ single hop } (L = 1)\)

The SER for the single reflector case can be obtained by substituting (8) and (25) into (24), and defining \(\sqrt{\gamma} \triangleq y\), which yields

\[
\bar{P}_S = 2AC_n \sum_{i=0}^{\infty} \sum_{l=0}^{\infty} D_{i,l} \int_0^{\infty} y^{i+l+1} Q\left(\sqrt{B}y\right) K_{i-l} (Ey) \, dy.
\]  

As can be seen that closed form for the integral is very difficult to obtain. Therefore, approximating either the \(Q\)-function or the modified Bessel function can result in a solvable integration. However, to make the integration feasible, tight and tractable approximation for \(Q(x)\), which has been proposed in [60], is applied. The approximation is based on a truncated series and given by

\[
Q(x) \approx \frac{e^{-x^2}}{1.135 \sqrt{\pi}} \sum_{i=1}^{n_a} \frac{(-1)^{i+1} 1.98^i}{i! \left(2^{i+1} / 2\right)} x^{i-1}
\]  

where the number of terms in the summation \(n_a\) can be selected depending on the desired tightness. Substituting (27) in (26) yields

\[
\bar{P}_S = \frac{2AC_n}{1.135 \sqrt{\pi}} \sum_{i=0}^{\infty} \sum_{l=0}^{\infty} D_{i,l} \sum_{k=1}^{n_a} \frac{(-1)^{k+1} 1.98^k B^{k-1 / 2}}{2^{k+1 / 2} k!} \int_0^{\infty} y^{i+l+k} e^{\frac{-by^2}{2}} K_{i-l} (E_n y) \, dy.
\]  

The integral can be solved as described in [59, eq. (2.16.8.4)], which yields the SER in (29), where \(W\) is the Whittaker hypergeometric function.

\[
\bar{P}_S = \frac{AC_n e^{\frac{k^2}{2B}}}{1.135 \sqrt{\pi} E_n} \sum_{i=0}^{\infty} \sum_{l=0}^{\infty} D_{i,l} \sum_{k=1}^{n_a} \frac{(-1)^{k+1} 1.98^k B^{k-1 / 2}}{2^{k+1 / 2} k!} \Gamma \left(i + \frac{k+1}{2}\right) \Gamma \left(l + \frac{k+1}{2}\right) W_{i+l+k, i-l} \left(\frac{E_n y}{2B}\right)
\]

B. Multiple reflectors \((N \geq 2), \text{ single hop } (L = 1)\)

The average SER \(\bar{P}_S\) for this case can be derived by substituting (25) and (22) into (24), which after some manipulations, as shown in Appendix I, gives

\[
\bar{P}_S = A \left(\frac{1}{\sigma_{\lambda_n} \sqrt{2\pi N}} T_1 + \frac{a_0}{a_1} [T_2 - 3T_3]\right)
\]  

(30)
where the integrals $T_1$, $T_2$ and $T_3$ are evaluated in Appendix I and the final solutions are given by

$$T_1 = \frac{e^{-\frac{n^2}{2\pi \lambda_0}}}{1.135 \sqrt{\pi}} \sum_{k=1}^{n_0} \frac{(-1)^{k+1} 1.98^k}{2^{k+1/2} k!} \left( B \mathcal{P} \right)^{1/2} \left( \frac{\nu}{\rho \mu} \right) \mathcal{D}_{-k} \left( \frac{-\mu \lambda_0}{\sigma^2 \rho_n} \right)$$

(31)

$$T_2 = \sqrt{\frac{N}{2\pi}} a_1 e^{-\frac{1}{2} \hat{a}} \left( \sqrt{\frac{n}{2}} (2 + \hat{a}) - e^{\frac{1}{2} \hat{a}} \sum_{k=1}^{3} \omega_k \mathcal{D}_{-k} \left( \frac{\nu}{\sqrt{2}\delta} \right) \right)$$

(32)

$$T_3 = \frac{1}{2} \sqrt{\frac{N}{\pi}} a_1 e^{-\frac{1}{2} \hat{a}} \left( \sqrt{\frac{n}{2}} - \sqrt{\frac{1}{\delta}} e^{\frac{1}{2} \hat{a}} \mathcal{D}_{-1} \left( \frac{\nu}{\sqrt{2}\delta} \right) \right)$$

(33)

where $\hat{a} = a_2^2/a_1^2$, $\rho_n = \sqrt{\frac{1}{\sigma^2 N} + B \mathcal{P}}$, $\delta = \frac{1}{2} \left( 1 + \frac{1}{Na_2^2 B \mathcal{P}} \right)$, $\nu = \frac{-a_2}{a_1^2 \sqrt{N B \mathcal{P}}}$, $\omega_1 = (2 + \hat{a}) \frac{1}{\sqrt{2}\delta}$, $\omega_2 = \frac{2\nu}{2\delta}$ and $\omega_3 = \frac{\delta^2}{2 a_1^2 N B \mathcal{P}}$, and $\mathcal{D}_{-n} (\cdot)$ is the parabolic cylindrical function.

C. Single and multiple reflectors ($N \geq 1$), multiple hops ($L \geq 2$)

To extend the SER analysis for the general case where $\{N, L\} \geq 2$, we define the vector $\hat{s} = [\hat{s}_1, \hat{s}_2, \cdots, \hat{s}_L]$, which contains the decoded symbols of each hop. Given that symbol $s_0$ is transmitted, the SER can be expressed as

$$\bar{P}_S = \Pr (s_0 \neq \hat{s}_L) = \sum_{s_0} \Pr (\hat{s}_L \neq s_0 | s_0) \Pr (s_0) = \frac{1}{M} \sum_{s_0} \sum_{\hat{s} \in \mathcal{S}} \Pr (\hat{s}_L | s_0) \prod_{l=2}^{L} \Pr (\hat{s}_l | \hat{s}_{l-1})$$

(34)

where $M$ is the modulation order, $\Pr (\hat{s}_1 | s_0)$ is the conditional probability for the first hop, and $\Pr (\hat{s}_l | \hat{s}_{l-1})$ is the conditional probability for the remaining $L - 1$ hops. The vector $\hat{s} \in \mathcal{S}$, where $\mathcal{S}$ is the set of all vectors that has $\hat{s}_L \neq s_0$. Evaluating (34) can be performed using the approach described in [67], [68], which for the special case of BPSK is given by

$$\bar{P}_S = \frac{1}{2} - \frac{1}{2} \prod_{l=1}^{L} (1 - 2 \bar{P}_{S,l})$$

(35)

where $\bar{P}_{S,l}$ is the average symbol/bit error rate for the $l$th hop.
V. Outage Probability

The OP is defined as the probability that the SNR is below a certain threshold $\gamma_{\text{th}}$, will be also denoted as $\chi$ for notational simplicity,

$$P_O = \int_0^\chi f_\gamma(\gamma) d\gamma. \quad (36)$$

A. Single reflector ($N = 1$), single hop ($L = 1$)

By substituting (8) into (36), and applying the series expansion of the modified Bessel function, the OP can be found as

$$P_O = C_n \sum_{i=0}^\infty \sum_{l=0}^\infty D_{i,l}^n \int_0^\chi \gamma^{i+l+1} K_{i-l}(E_n \sqrt{\gamma}) d\gamma. \quad (37)$$

By substituting $y = \gamma/\chi$, and after some simplifications $P_{O,1}$ can be expressed as

$$P_O = C_n \sum_{i=0}^\infty \sum_{l=0}^\infty D_{i,l}^n \chi^{i+l+1} \int_0^1 y^{i+l+1} K_{i-l}(E_n \sqrt{y\chi}) dy. \quad (38)$$

Based on [62, Eq. 6.592.2], $P_O$ can be solved in a closed-form in terms of the Meijer G function,

$$P_O = C_n \sum_{i=0}^\infty \sum_{l=0}^\infty \frac{2^{i-l-1}}{E_n^{l-i}} D_{i,l}^n \chi^{i+l+1} G_{1,3}^{2,1} \left( \frac{\chi E_n^2}{4} \right)_{-l}^{i-l \, 0 \, -l-1}. \quad (39)$$

B. Multiple reflectors ($N \geq 2$), single hop ($L = 1$)

The OP for this case is derived by substituting (22) in (36) and evaluating the integral. The resultant expression can be written as

$$P_O = P_O^{(a)} + P_O^{(b)} - P_O^{(c)}. \quad (40)$$

where the expressions of $P_O^{(a)}$, $P_O^{(b)}$ and $P_O^{(c)}$ are given by

$$P_O^{(a)} = \frac{1}{2} \left[ \text{erf} \left( \frac{\mu_{\lambda_n} \sqrt{N}}{\sqrt{2\sigma_{\lambda_n}}} \right) - \text{erf} \left( \frac{-\tilde{\chi} + \mu_{\lambda_n} N}{\sqrt{2N\sigma_{\lambda_n}}} \right) \right] \quad (41)$$

$$P_O^{(b)} = \frac{a_0 e^{-\frac{1}{2}a_0^2}}{a_1^2 \sqrt{N}} \left\{ N \left( a_2^2 + 2a_1^2 \right) + \Gamma_{\text{th}} e^{-\frac{\chi^2 - 2\chi \tilde{\chi} + 2\chi \tilde{\chi}}{2N a_1^2}} \right\} \quad (42)$$
\[ \tilde{P}_O^{(c)} = 3a_0 \sqrt{N} e^{-\frac{1}{2}\tilde{\chi}} \left( 1 - e^{-\tilde{\chi} \left( \frac{2\sqrt{N\alpha_2}}{2N\alpha_1^2} \right)} \right) \]  

(43)

where erf (\cdot) is the error function, \( \tilde{\chi} = \sqrt{\frac{\bar{x}}{P}} \) and \( \Gamma_{th} = -Na_2^2 + 2\sqrt{Na_2\bar{x}} - \bar{x}^2 - 2Na_1^2 \).

C. Multiple reflectors (N \geq 2), multiple hops (L \geq 2)

Given that the signal will undergo \( L \) hops, the outage event occurs if one or more of the \( L \) hops go through an outage. Therefore, OP can be formulated as \([63],[64],\)

\[ \tilde{P}_O = 1 - \prod_{l=1}^{L} (1 - \tilde{P}_{O,l}) \]  

(44)

where \( \tilde{P}_{O,l} \) is the OP for the \( l \)th hop, which is given by (39) and (40) for \( N = 1 \) and \( N \geq 2 \), respectively.

VI. Numerical Results

This section presents the analytical and simulation results for OP and SER of the considered system. The simulation results are obtained using Monte Carlo simulation, where each simulation run consists of \( 10^7 \) realizations. The links TxBS-IRS and IRS-RxBS are considered independent identically distributed (i.i.d.) flat Rician fading channels where \( K_n = \bar{K}_n = K \), unless mentioned otherwise. The average transmission power of the TxBS \( P_0 \) and the reflection coefficient \( \beta \) are normalized to unity, i.e., \( \beta = P_0 = 1 \), and the SNR is defined as \( \mathcal{P} = P_0 / \sigma_w^2 \).

Figs. 2 and 3 show the SER for the single hop case, \( L = 1 \), using various values of \( N \) using BPSK and QPSK, respectively, and using \( K = 10 \) dB. As can be noted from the two figures, the analytical and simulation results for the single reflector case, \( N = 1 \), match very well for the considered range of SNR because the cascaded channel PDF is exact, and the only approximation used is for the Q-function. For the multiple reflectors case, the PDF approximation of the cascaded channel resulted in some discrepancies for the \( N = 2,3 \) cases, at high SNRs. Such results are obtained because the approximation error is relatively more significant for \( N < 4 \), particularly at high SNRs where the effect of the AWGN is small when compared to the approximation error. As can be noted from the figures, increasing the number of reflectors \( N \) effectively improves the SNR, or equivalently, it enhances the SER considerably. Nevertheless, the improvement gained
Fig. 2. SER using BPSK for various values of $N$, $K = 10$ dB and $L = 1$.

Fig. 3. SER using QPSK using various values of $N$, $K = 10$ dB and $L = 1$. 
by increasing $N$ decreases for large values of $N$. For example, the gain obtained using $N = 2$ as compared to the case of $N = 1$ is about 8 dB at $P_S = 10^{-4}$, increasing $N$ from 2 to 3 provides only and additional 6 dB, and so forth. Interestingly, increasing $N$ to 30 provides about 36 dB of SNR improvement. The significant SNR improvement can be exploited to increase the modulation order, and thus enhance the spectral efficiency.

Fig. 4 shows the analytical and simulated SER versus SNR using QPSK for various values of $N$ and $K$, $L = 1$. As can be noted from the figure, the derived approximation matches the simulation results very well for high values of $K$ for the considered SNR range. For small $K$ values, the difference between the approximated and simulation results is noticeable for $N = 10$, and it decreases by increasing $N$. It can be also noted that the approximation error becomes less significant at low SNRs because the performance in such regions is dominated by the AWGN. The impact of the channel quality on SER decreases by increasing $N$, which is demonstrated by the condensed SER curves for large values of $N$.

Fig. 5 presents the analytical and simulated SER using BPSK for various values of $N$ and $L$, where the transmitted power per each TxBS and the Rician factor $K$ are fixed at 0 and 10 dB, respectively. The results show the high accuracy of the approximations used because $K \gg 1$ dB.
According to the figure, the main difference between the IRS and a conventional multihop system in Rayleigh fading channels is that the SER degradation obtained by increasing $L$ from 1 to 2 is about $0.35$ dB at $10^{-5}$, while it is about $3$ dB for a conventional multihop system. Increasing the value of $L$ beyond 4 has very limited effect on the SER.

Fig. 6 presents the results of the OP for various values of $\gamma_{th}$, i.e., $\chi$, and $N$. The Rician factor $K = 10$ dB, $\gamma_{th} = [5, 10, 15]$ dB, and $N = [10, 20]$. As the figure shows, derived OP shows an excellent match with simulation results for all of the considered scenarios. Clearly, increasing $\gamma_{th}$ for a given value of $N$ deteriorates OP, however, the degradation can be compensated by increasing $N$. It is interesting to note that increasing $\gamma_{th}$ by a certain value degrades $P_O$ approximately by the same value. For example, when $N = 10$, increasing $\gamma_{th}$ from 5 to 10 dB increases the SNR required to achieve $P_O = 10^{-5}$ from $-5$ to $-10$ dB.

Fig. 7 shows the OP versus SNR for various values of $K$, where $N = 10$, $L = 1$, and $\gamma_{th} = 10$ dB. As shown in the figure, the difference between the analytical and simulation results is about $0.3$ dB at $P_O = 10^{-4}$, it decreases by decreasing SNR. The approximation becomes more accurate for larger values of $K$. The figure also shows the impact of $K$ on $P_O$, where increasing $K$ can significantly improve $P_O$, particularly when $K$ has originally small values. For example, the SNR
Fig. 6. The OP for various values of $N$ and $\gamma_{th}$, $K = 10$ dB and $L = 1$.

Fig. 7. OP for various values of $K$, where $N = 10$, $\gamma_{th} = 10$ dB and $L = 1$. 
required to obtain $P_O = 10^{-5}$ can be reduced by about 2.5 dB when $K$ increases from 4 dB to 7 dB, while the gain is reduced to less than 1 dB when $K$ increases from 16 dB to 20 dB.

Fig. 8 presents the analytical and simulated OP for various values of $L$ and $N$, $K = 10$ dB and $\gamma_{th} = 5$ dB. As can be noticed from the figure, the analytical and simulation results match very well for $N = 1$ because $\bar{P}_O$ is exact for this case, and for $N \geq 5$ because the approximation accuracy improves versus $N$. Moreover, it can be noted that increasing $N$ improves $\bar{P}_O$ significantly, and dilutes the degradation caused by increasing $L$. More specifically, the effect of $N$ becomes negligible for $N \geq 10$.

VII. CONCLUSION AND FUTURE WORK

This paper have investigated the performance of the promising IRS technology for wireless mesh backhauling, where data traffics for each BS reaches the corenetwork through multiple wireless hops. The proposed system model was analyzed for single hop, and then generalized to multiple hops. The system performance was evaluated in terms of SNR, SER and OP were exact and approximated analytical expressions were derived for IRS systems over Rician fading channels. The analytical results were verified using Mote Carlo simulation, and the extensive comparisons
confirmed the accuracy of the derived solutions, particularly when the number of reflectors \( N \) and the Rician \( K \) factors are high. In addition, the results showed that the proposed IRS based backhauling can be considered as an attractive solution for wireless backhauling because it can boost the effective SNR, and reduce OP and SER considerably. Consequently, IRS is an energy and spectrum efficiency enabler for wireless backhauling.

Our future work will focus on investigating the IRS backhauling system in multihop scenarios where the channel estimation and compensation at each hop is imperfect, and the limitations for the timing alignment and its impact on the bandwidth will be evaluated. Moreover, the use of multi IRS between adjacent BSs will be considered.

**APPENDIX I: EVALUATING \( T_1, T_2 \) AND \( T_3 \)**

The SER for \( N \geq 2 \) is obtained by substituting (23) in (22), and then substituting the result and (25) in (24). After some mathematical manipulations, the resulting integral can be expressed in the form of (30) with \( T_1, T_2 \) and \( T_3 \) given by

\[
T_1 = \frac{1}{2\sqrt{\mathcal{P}}} \int_0^\infty \frac{Q\left(\sqrt{\mathcal{B}\gamma}\right)}{\sqrt{\gamma}} \, e^{-\frac{\left(\sqrt{\frac{\mathcal{P}}{2N\sigma^2\lambda N}}\right)^2}{2\mathcal{B}^2}} \, d\gamma
\]  

(45)

\[
T_2 = \frac{1}{2\sqrt{\mathcal{P}}} \int_0^\infty \frac{\Psi_{(\gamma)}^3}{\sqrt{\gamma}} \, Q\left(\sqrt{\mathcal{B}\gamma}\right) \, e^{-\frac{1}{2}\psi_{(\gamma)}^2} \, d\gamma
\]  

(46)

\[
T_3 = \frac{1}{2\sqrt{\mathcal{P}}} \int_0^\infty \frac{\Psi_{(\gamma)}^3}{\sqrt{\gamma}} \, e^{-\frac{1}{2}\psi_{(\gamma)}^2} \, d\gamma
\]  

(47)

These three integrals are solved in the three subsections below.

**A. Evaluating the Integral \( T_1 \)**

By substituting \( y = \sqrt{\frac{\gamma}{\mathcal{P}}} \), the integral \( T_1 \) in (45) is reduced to

\[
T_1 = \int_0^\infty Q\left(\sqrt{\mathcal{B}\mathcal{P}y}\right) \, e^{-\frac{1}{2N}\left(\frac{y-N\mu\mathcal{P}}{\sigma^2\lambda N}\right)^2} \, dy.
\]  

(48)
The approximation of the Q-function provided in (27) is applied, and then the resulting integral can be written as

\[
T_1 = \frac{\mu_{\lambda_n}^2}{2\pi \lambda_n} \sum_{i=1}^{n_n} \frac{(-1)^{i+1} 1.98^i}{2^{(i+1)} i!} \left( B\bar{P} \right)^{i+1} \int_0^\infty y^{i-1} e^{-\frac{1}{2} \left( \frac{1}{N\lambda_n^2} + B\bar{P} \right) y^2 + \frac{\mu_{\lambda_n}^2}{2\lambda_n} y} dy
\] (49)

which can be solved as [62, 3.462.1]

\[
T_1 = \frac{\mu_{\lambda_n}^2}{2\pi \lambda_n} \sum_{i=1}^{n_n} \frac{(-1)^{i+1} 1.98^i}{2^{(i+1)} i!} \left( B\bar{P} \right)^{i+1} \frac{\Gamma (i)}{\rho_n^i} e^{\frac{\mu_{\lambda_n}^2}{\sigma^2_{\lambda_n}}} D_{-i} \left( \frac{-\mu_{\lambda_n}}{\sigma^2_{\lambda_n}\rho_n} \right)
\] (50)

where \( \rho_n = \sqrt{\frac{1}{\sigma^2_{\lambda_n}} + B\bar{P}} \), \( \Gamma (\cdot) \) is the Gamma function, and \( D_{-n} (\cdot) \) is the parabolic cylinder function.

B. Evaluating the Integral \( T_2 \)

By substituting \( x = \sqrt{\gamma} \), the integral \( T_2 \) in (46) is reduced to

\[
T_2 = \frac{1}{\sqrt{\bar{P}}} \int_0^\infty \Psi^3_{(x^2)} e^{-\frac{1}{2} \Psi^2_{(x^2)}} Q \left( \sqrt{\bar{B}x} \right) dx.
\] (51)

The definition of the Q-function is then substituted in (51), i.e., \( Q (x) \triangleq \frac{1}{\sqrt{2\pi}} \int_x^\infty e^{-y^2/2} dy \), and subsequently, the order of the resulting double integration is changed. Consequently, \( T_2 \) can be written as

\[
T_2 = \frac{1}{\sqrt{2\pi \bar{P}}} \int_0^\infty e^{-\frac{y^2}{2\bar{P}}} T_{2,1} dy
\] (52)

where \( T_{2,1} \) is given by

\[
T_{2,1} = \int_{\sqrt{\bar{P}}}^{\infty} \Psi^3_{(x^2)} e^{-\frac{1}{2} \Psi^2_{(x^2)}} dx.
\] (53)

Therefore, \( T_{2,1} \) should be solved first, then the result is substituted in (52) to solve \( T_2 \). By the change of variables \( \Psi_{(x^2)} = \left( \sqrt{\frac{\bar{P}}{\bar{P}}} - \sqrt{N} a_2 \right) / \left( \sqrt{N} a_1 \right) \) in (53), \( T_{2,1} \) can be written as

\[
T_{2,1} = \sqrt{N \bar{P} a_1} \int_{-\frac{a_2}{a_1}}^{\Psi^2_{(x^2)/\bar{P}}} \Psi^3_{(x)} e^{-\frac{1}{2} \Psi^2_{(x^2)}} d\Psi_{(x^2)}
\] (54)
which can be solved as [62]

$$T_{2,1} = \sqrt{N\hat{P}}a_1 \left[ (2 + \hat{\alpha}) e^{-\frac{1}{2}\hat{\alpha}} \left( 2 + \Psi^2 \left( \frac{\nu^2}{\pi} \right) \right) - e^{-\frac{1}{2}\Psi^2} \left( \frac{\nu^2}{\pi} \right) \right]$$

(55)

Consequently, (??) is substituted in (52), $T_2$ is reduced to

$$T_2 = \sqrt{\frac{N}{2\pi}} a_1 \left[ (2 + \hat{\alpha}) e^{-\frac{1}{2}\hat{\alpha}} \int_0^\infty e^{-\frac{\nu^2}{2}} dy - \int_0^\infty \left( 2 + \Psi^2 \left( \frac{\nu^2}{\pi} \right) \right) e^{-\frac{\nu^2}{2} - \frac{1}{2}\Psi^2} \left( \frac{\nu^2}{\pi} \right) dy \right]$$

(56)

By using the definition of the Q-function, it can be easily shown that $\int_0^\infty e^{-\frac{\nu^2}{2}} = \sqrt{\frac{\pi}{2}}$. After some algebraic operations, $T_2$ can be simplified to

$$T_2 = \sqrt{\frac{N}{2\pi}} a_1 e^{-\frac{1}{2}\hat{\alpha}} \left[ \sqrt{\frac{\pi}{2}} (2 + \hat{\alpha}) - (2 + \hat{\alpha}) \int_0^\infty e^{-\delta y^2 - \nu y} dy \right]$$

$$- 2\nu \int_0^\infty y e^{-\delta y^2 - \nu y} dy - \frac{1}{Na_1^2 B\hat{P}} \int_0^\infty y^2 e^{-\delta y^2 - \nu y} dy$$

(57)

Thereafter, the integration can be evaluated in closed form as [62, 3.462.1]

$$T_2 = \sqrt{\frac{N}{2\pi}} a_1 e^{-\frac{1}{2}\hat{\alpha}} \left[ \frac{\sqrt{\pi}}{(2 + \hat{\alpha})} - e^{\frac{\nu^2}{\pi}} \left[ \frac{(2 + \hat{\alpha})}{\sqrt{\delta}} D_{-1} \left( \frac{\nu}{\sqrt{2\delta}} \right) + \frac{\nu}{\delta} \frac{\sqrt{\pi}}{N a_1^2 B \hat{P}} D_{-3} \left( \frac{\nu}{\sqrt{2\delta}} \right) \right] \right]$$. 

(58)

Finally, the expression in (??) can be written using the summation notation, where the result is expressed in (32) where $\delta$ and $\nu$ are defined below (33).

C. Evaluating the Integral $T_3$

The steps followed to evaluate $T_3$ is very quiet similar to the procedure used to evaluate $T_2$, and therefore the derivation of $T_3$ is not included for the sake of brevity.
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