Improved isotope-shift-based bounds on bosons beyond the Standard Model through measurements of the $^2D_{3/2} - ^2D_{5/2}$ interval in Ca$^+$
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We perform high-resolution spectroscopy of the 3d $^2D_{5/2} - 3d ^2D_{3/2}$ interval in all stable even isotopes of $^4\text{Ca}^+$ ($A = 40, 42, 44, 46$ and 48) with an accuracy of $\sim 20$ Hz using direct frequency-comb Raman spectroscopy. Combining these data with isotope shift measurements of the 4s $^2S_{1/2} \leftrightarrow 3d ^2D_{5/2}$ transition, we carry out a King plot analysis with unprecedented sensitivity to coupling between electrons and neutrons by bosons beyond the Standard Model. Furthermore, we estimate the sensitivity to such bosons from equivalent spectroscopy in Ba$^{+1}$ and Yb$^{+}$. Finally, the data yield isotope shifts of the 4s $^2S_{1/2} \leftrightarrow 3d ^2D_{3/2}$ transition at 10 part-per-billion through combination with recent data of Knollmann et al. [1].

The Standard Model of particle physics (SM) cannot be complete since, e.g., it lacks a Dark Matter candidate, cannot produce the observed matter-antimatter asymmetry of the universe and does not explain the hierarchy between the Higgs mass and the Planck scale. Because the masses of new particles are unknown, searches for New Physics (NP) beyond the SM involve multiple frontiers (see e.g. Refs. [2–4] and references therein) ranging from high-energy colliders, high-intensity beam dumps, astrophysical and cosmological observations to high-precision table-top experiments. In the search for new long-range interactions, high-resolution spectroscopy of atoms and molecules is a driving force [5]. A recent example is to probe the existence of new bosons that couple to both nucleons and electrons from precisely measured isotope shifts. Conversely, agreement between the prediction based on the SM and experiments within their uncertainties allows for placing bounds on the coupling strength of the potential new interaction depending on the mass of the new boson. Except for few-electron systems [6], the main limitation in translating the experimental accuracy to a stringent bound is the theory uncertainty. To mitigate this problem, Delaunay et al. [7] proposed to measure isotope shifts of two different transitions of the same element and to look for a non-linearity of the so-called King Plot [8]. This allows to place bounds on long-range mediators [9], and thus to test various particle physics models [10]. For instance, the protophobic model [11, 12] of a new boson at 17 MeV/$c^2$ for the Be anomaly [13] is in reach of near-future Sr/Sr$^+$ and Yb$^+$ King plot analyses [9, 10]. This data-driven method requires only theory input for the new interaction, but is independent of SM multi-electron and nuclear calculations - unless a non-linearity from higher-order SM effects is predicted at the level of experimental precision. After subtracting the predicted SM non-linearity, the residual non-linearity can be used to constrain a NP contribution. A King plot, however, requires at least four isotopes (preferably with zero nuclear spin) in order to test the linearity of the isotope shifts of the resulting three independent isotope pairs. Calcium is in this respect a good candidate with the five stable, spin-0 isotopes $A = 40, 42, 44, 46$ and 48. Previously, Gebert et al. reported measurements of two dipole allowed transitions, 4s $^2S_{1/2} \leftrightarrow 4p ^2P_{1/2}$ (397-nm) and 3d $^2D_{3/2} \leftrightarrow 4p ^2P_{1/2}$ (866-nm), in the four $^{40,42,44,48}\text{Ca}^+$ isotopes with an accuracy of $O(100)$ kHz corresponding to a fractional accuracy in the isotope shifts in the $10^{-5} - 10^{-4}$ range [14]. In principle, far better accuracy can be achieved on narrow-optical transitions [15] such as the two 4s - 3d quadrupole transitions. While the 4s $^2S_{1/2} \leftrightarrow 3d ^2D_{5/2}$ (729-nm) transition has been measured at the Hz level in $^{40}\text{Ca}^+$ [16], measurement of the 4s $^2S_{1/2} \leftrightarrow 3d ^2D_{3/2}$ (732-nm) transition at the same level is more challenging since the electron-shelving technique [17] cannot directly be used for state detection.

In this letter, we report isotope shift measurements of the 3d $^2D_{3/2} - 3d ^2D_{5/2}$ interval (i.e. the D-fine-structure splitting isotope shift (DSIS)) on all five stable even isotopes of $^4\text{Ca}^+$ (with $A = 40$ as the reference isotope) using direct frequency-comb Raman spectroscopy [18]. Combining these with isotope shift measurements of the 4s $^2S_{1/2} \leftrightarrow 3d ^2D_{5/2}$ transition (729-IS), we deduce the isotope shift of the 4s $^2S_{1/2} \leftrightarrow 3d ^2D_{3/2}$ transition (732-IS). This leads to a King plot analysis with unprecedented sensitivity to NP bosons coupling to both electrons and neutrons. In addition, the analysis yields a field shift ratio of the 729-nm and 732-nm transitions with an unprecedented fractional accuracy of $2 \times 10^{-7}$. We achieve an absolute accuracy on the DSIS at the 20 Hz level corresponding to a fractional accuracy in the
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FIG. 1. Schematic of the experimental setup and the relevant electronic levels of the Ca$^+$ ion. The isotope shift of the 732-nm transition can be deduced from the isotope shifts of the 729-nm transition and of the D-fine-structure splitting. The D-fine-structure splitting is measured successively on the different calcium isotopes by direct frequency-comb Raman spectroscopy [18]. The transition frequency is deduced from the measurement of the comb repetition rate on a frequency counter referenced to a GPS-disciplined rubidium standard. The 729-nm laser used to probe the $4S_{1/2} \leftrightarrow 3D_{3/2}$ transition is locked to an ultra-stable high-finesse cavity providing a short-term linewidth $< 1 \text{ kHz}$. The absolute laser frequency is deduced from a measurement on the frequency counter of the beating between the laser and the frequency comb with the latter locked to an ultra-stable laser at 1.5 $\mu$m.

10^{-6}$ range, and on the 729-IS at the 2 kHz level corresponding to a fractional accuracy in the 10^{-7} range. We show that, with respect to bounds on NP bosons, our measurements are in fact equally precise as measuring the isotope shift of the two 4s - 3d transitions with the same 20 Hz level accuracy, since the limiting fractional accuracy is the DSIS measurement. In particular, the King plot analysis is not improved through combination with recent 729-IS measurements at the 10^{-9} level by Knollmann et al. [1]. It is neither limited by the 729-IS involving the isotope $^{40}\text{Ca}^+$ that was not measured in Ref. [1]. However, the combined data yield isotope shifts of the 732-nm transition with fractional accuracy below the 10^{-8} level.

The splitting isotope shift of the 3d $^2D_{3/2}$ and 3d $^2D_{5/2}$ states $\delta \nu_{\text{DSIS}}^{A,40}$ was measured using direct frequency-comb Raman spectroscopy, as described in details in [18]. In brief, a single Ca$^+$ isotope is loaded into a linear Paul trap via isotope-selective photoionization in a neutral calcium beam [19, 20]. An external magnetic field of 6.500(3) G lifts the Zeeman degeneracy of the involved electronic energy levels by a few MHz, allowing for Zeeman-resolved spectroscopy of the $D_{3/2}$-$D_{5/2}$ interval. The experimental cycle is initialized by Doppler cooling, followed by sideband cooling and finally optical pumping of the Ca$^+$ ion into one of its $|4s, 2S_{1/2}, m_j = \pm 1/2\rangle$ states. Next, the ion is prepared to the $|D_{5/2}, m_j = \pm 1/2\rangle$ state using rapid adiabatic passage (RAP) [21, 22].

Finally, direct frequency-comb Raman spectroscopy of the two $|D_{5/2}, m_j = \pm 1/2\rangle \leftrightarrow |D_{3/2}, m_j' = \pm 1/2\rangle$ symmetric transitions is carried out [18]. The state of the ion is read out by the electron-shelving technique [17]. The first-order differential Zeeman shift induced by the static magnetic field is canceled by averaging the two transition frequencies. The differential AC-Stark shift induced by the frequency comb is reduced by taking advantage of the existence of a “magic polarization” [18], and the unshifted transition frequency is obtained by extrapolating the measured frequencies to zero light intensity.

The measured absolute D-splitting isotope shifts $\delta \nu_{\text{DSIS}}^{A,40}$ corrected for systematic effects (i.e. second-order Zeeman shift and electric-quadrupole shift mainly [18]) are presented table I. The achieved relative accuracy ranges from 2 to 7 x 10^{-6}.

The 4s $^2S_{1/2} \leftrightarrow 3d \; ^2D_{5/2}$ transition near 729 nm was measured by Rabi spectroscopy [23]. In an experimental sequence similar to the one described above, after the optical pumping stage, the two $|S_{1/2}, \pm 1/2\rangle \leftrightarrow |D_{5/2}, \mp 3/2\rangle$ transitions are probed consecutively with $\pi$ pulses. The interrogation laser is locked to an ultra-stable high-finesse cavity providing a sub-kHz linewidth at short term (see figure 1). The absolute laser frequency is measured by beating this laser with one tooth of the frequency comb with the latter locked to an acetylene-stabilized ultra-stable fiber laser (Stabilaser from Denmark’s National Metrology Institute [24, 25]). The differential first-order Zeeman shift is once again canceled by averaging the two transition frequencies. These measurements are limited by the relative inaccuracy of our GPS-disciplined rubidium standard which was measured against the Stabilaser to be 5 x 10^{-12}. This corresponds to a 2 kHz accuracy on the $S_{1/2}$-$D_{5/2}$ transition and a relative accuracy on $\delta \nu_{29}^{A,40}$ ranging from 2 to 7 x 10^{-7}. The deduced isotope shifts $\delta \nu_{29}^{A,40}$ are given table I together with part-per-billion measurements of $\delta \nu_{29}^{A,1,44,48,40}$ reported by Knollmann et al. [1]. Combined with our DSIS measurements, the data of Ref. [1] are further used to calculate the isotope shifts of the 4s $^2S_{1/2} \leftrightarrow 3d \; ^2D_{3/2}$ transition near 732 nm with a fractional accuracy better than 10^{-8}, as also presented in table I.

The two leading contributions to the isotope shift in atomic transition frequencies are the mass shift (MS) and the field shift (FS) [26]. The MS originates from the difference of the nuclear mass which leads to differences in the nuclear recoil energy. The FS originates from the change in the effective nuclear charge radius, which leads to different electronic potentials near the origin. With these two contributions, the isotope shift of a transition $i$ between isotope $A$ and $A'$ can be written to leading order as:

$$\delta \nu_i^{AA'} = \nu_i^A - \nu_i^{A'} = \delta \nu_{i,\text{MS}} + \delta \nu_{i,\text{FS}} = \frac{K_i}{\mu} + F_i \delta \langle r_c^2 \rangle^{AA'}$$

(1)

where $K_i$ and $F_i$ are the mass and field shift constants respectively, $\delta \langle r_c^2 \rangle^{AA'} = \langle r_c^2 \rangle^A - \langle r_c^2 \rangle^{A'}$ is the difference of the mean squared nuclear charge radii, and $\mu$ is the
where the electronic NP coefficient $X$ is the electron mass, and $m_A$ and $m_{A'}$ are the masses of the nuclei of the two isotopes respectively. The nuclear masses can be deduced from the precisely determined masses of the neutral atomic calcium isotopes [28], the total mass of the electrons, and the sum of the electrons binding energies $E_n^i$: \[ m_A = m_{A,\text{neutral atom}} - 20m_e + \sum_{n=1}^{20} E_n^b \] where the electron binding energies have been extracted from the NIST database [29]. If the isotope shifts are measured for more than one transition, the equation 1 allows one to eliminate the typically poorly known $\delta \langle r^2_e \rangle_{AA'}$ and to write the so-called King relation [8]: \[ \mu \delta \nu_{AA'} = K_i - \frac{F_i}{F_{ij}} K_j + \frac{F_i}{F_{ij}} \mu \delta \nu_{A'A'} \] which, to leading order within the SM, is a linear relation between the modified isotope shifts $\mu \delta \nu_{AA'}$ and $\mu \delta \nu_{A'A'}$ of the two transitions $i$, $j$. A NP interaction mediated by a boson $\phi$ of spin $s$ with coupling strengths $y_e$ and $y_n$ to electrons and neutrons, respectively, modifies the isotope shift predictions of Eq. 1 as \[ \delta \nu_{i}^{AA'} = \frac{K_i}{\mu} + F_i \delta \langle r^2_e \rangle_{AA'} + (-1)^s \frac{\hbar c y_e y_n}{4\pi \hbar c} X_i \gamma_{AA'} \] where the electronic NP coefficient $X_i$ characterizes the overlap of the wave-functions of the lower and upper states of transition $i$ with the potential mediated by the boson, independent of the isotopes, and $\gamma_{AA'}$ depends on the isotopes only, independent of the transition. If $\phi$ couples linearly to the nucleus, then $\gamma_{AA'} = A - A'$. As a consequence, the King relation in Eq. 4 is in this case not linear anymore. Therefore, searching for non-linearities of the corresponding King plot provides sensitivity to a NP interaction mediated by such a boson.

The King plot of the modified isotope shift of the 732-nm transition against the modified isotope shift of the 729-nm transition, using our experimental data only, is shown figure 2. The blue line is a linear fit of the data using the King relation Eq. 4 and a Weighted Orthogonal Distance Regression [30]. We emphasize that $\delta \nu_{732}$ is deduced from measurements of $\delta \nu_{729}$ and $\delta \nu_{DSIS}$, and that $\delta \nu_{729} \approx \delta \nu_{DSIS}$. Consequently, the measurement uncertainties on $\delta \nu_{729}$ and $\delta \nu_{DSIS}$ translate into error bars essentially parallel and perpendicular to the fitted line, illustrating that the analysis is limited by the achieved fractional accuracy on $\delta \nu_{DSIS}$. The King plot of the modified isotope shift of the 729-nm transition against the modified isotope shift of the 729-nm transition, using our experimental data only, is shown figure 2. The blue line is a linear fit of the data using the King relation Eq. 4 and a Weighted Orthogonal Distance Regression [30]. We emphasize that $\delta \nu_{732}$ is deduced from measurements of $\delta \nu_{729}$ and $\delta \nu_{DSIS}$, and that $\delta \nu_{729} \approx \delta \nu_{DSIS}$. Consequently, the measurement uncertainties on $\delta \nu_{729}$ and $\delta \nu_{DSIS}$ translate into error bars essentially parallel and perpendicular to the fitted line, illustrating that the analysis is limited by the achieved fractional accuracy on $\delta \nu_{DSIS}$. In fact, as long as the fractional accuracy on $\delta \nu_{729}$ is smaller than the fractional accuracy on $\delta \nu_{DSIS}$, measuring the DSIS at, e.g., the 20 Hz level is equivalent to measuring both the 729-IS and the 732-IS with the same 20 Hz accuracy. This is a consequence of the King plot analysis being sensitive to the difference of isotope shifts of the D$_{3/2}$ and D$_{5/2}$ states, and this demonstrates the potential of measuring the DSIS directly using direct frequency-comb Raman spectroscopy.

The reduced $\chi^2$ of the fit is 0.89 and the King plot is thus linear within our measurement uncertainty. The non-linearity (defined in the Supplemental Material [31])
is 1.26σ. This allows for translating our measurement uncertainty into a constraint on the coupling strength of a hypothetical boson φ. For a Yukawa potential \( V_{NP} = -(1)^{\gamma}(A-Z) \frac{hc y_{e} y_{n}}{2\pi} e^{-r m_{\phi}/h} \), where \( Z \) is the number of protons, we calculate the electronic NP coefficients \( X_{i} \) using Brueckner orbitals and including relativistic random phase approximation corrections to the operator (see [31]). By constraining the nonlinear term from data (see [9, 31]) and using the theory calculation of \( X_{i} \), we evaluate the bounds on \( y_{e} y_{n} \) as a function of the new mediator’s mass \( m_{\phi} \) which are shown in Fig. 3. The red solid curve corresponds to the bound using our experimental data only, yielding \( y_{e} y_{n}/hc < 6.9 \cdot 10^{-11} \) at the 2σ level in the mass-less limit (\( m_{\phi} = 1 \text{ eV} \)). The combination of the 729-IS measurements of Ref. [1] with our measurements of the DSIS and of \( \delta \nu_{729}^{40, 46} \), however, does not improve the bound despite the thousand times better accuracy on \( \delta \nu_{729}^{42, 44, 48-40} \), confirming that the accuracy on the DSIS is the limiting one (as long as \( \sigma_{S-D_{5/2}}: F_{DSIS}/F_{S-D_{5/2}} < \sigma_{DSIS} \)) and illustrating the potential of measuring the DSIS directly. The combined bound coincides with the bound using purely our data (up to a relative difference of 1%) and is therefore not displayed. The black curve corresponds to the previous best bound set by measurements of the isotope shift of the two \( S_{1/2-P_{1/2}} \) and \( D_{3/2-P_{1/2}} \) dipole-allowed transitions by Gebert et al. [14] limiting \( y_{e} y_{n}/hc < 2 \cdot 10^{-9} \) for \( m_{\phi} = 0 \). We note that despite the hundred times better relative accuracy on the two 4s - 3d transition isotope shifts achieved in this work, the bounds on \( y_{e} y_{n} \) are improved by less than a factor 100. This is because the electronic configurations of the \( D_{1/2} \) and \( D_{5/2} \) states are more similar than the ones of the relevant \( S_{1/2} \) and \( D_{3/2} \) states of Ref. [14]. More stringent bounds could be placed by constraining King plot non-linearities with heavier elements provided that one can correct for the non-linearities already predicted at higher order within the SM [32]. Two promising elements are \( Ba^{+} \) or \( Yb^{+} \) which both have five spin-0 isotopes and D-splittings of 24 and 42 THz, respectively. The projected constraints imposed by measuring the DSIS at the 20 Hz level and the \( S_{1/2-D_{5/2}} \) transition isotope shifts at the kHz level in \( Ba^{+} \) (green, dashed) and \( Yb^{+} \) (dark blue, dashed) are also plotted in Fig. 3 (see [31]). Furthermore, we estimate the sensitivity of \( Ca^{+}, Ba^{+} \) and \( Yb^{+} \) for measurements of the DSIS with 10 mHz accuracy and of the \( S_{1/2-D_{5/2}} \) transition isotope shifts with \( \sim 1 \text{ Hz} \) accuracy, under the condition that the uncertainty is limited by the isotope shift measurements and not by the uncertainty on the masses. The current constraints on \( y_{e} y_{n} \) from King plot analyses, included the new bound derived in this work, are weaker than the astrophysical bound from star cooling of globular clusters [33–37] for \( m_{\phi} \lesssim 0.3 \text{ MeV/c}^{2} \) and weaker than constraint on \( y_{e} \) from the magnetic dipole moment \((g-2)\) of the electron [38, 39] combined with the constraint on \( y_{n} \) from neutron scattering [40–43]. In contrast, the improved accuracy of the DSIS and \( S_{1/2-D_{5/2}} \) measurements have the potential to probe so far unconstrained parameter space for \( m_{\phi} \gtrsim 0.3 \text{ MeV/c}^{2} \) and in particular the range of \( y_{e} y_{n} \) at \( m_{\phi} = 17 \text{ MeV/c}^{2} \) needed to explain the Be anomaly [9–13].

![FIG. 3. Current and projected constraints (2σ) on the coupling strength \( y_{e} y_{n} \) of electrons and neutrons to a new boson \( \phi \) of mass \( m_{\phi} \). Existing bound [9] from measurements of the \( S_{1/2-P_{1/2}} \) and \( D_{3/2-P_{1/2}} \) transition isotope shifts in \( Ca^{+} \) with an accuracy of \( O(100 \text{ kHz}) \) [14] (black, labelled as P). Constraint imposed by this work (red, solid), limited by the \( \sim 20 \text{ Hz} \) measurement uncertainty of the DSIS. Projection for a 10 mHz uncertainty on the DSIS (red, dotted). Projected constraints from measurements in \( Ba^{+} \) (DSIS at 20 Hz level, green dashed; 10 mHz, green dotted) and in \( Yb^{+} \) isotopes (dark blue, also for 20 Hz and 10 mHz) (for details see [31]). The curves end at \( m_{\phi} \) corresponding to the corresponding inverse nuclear radii. For comparison, constraints from other experiments are shown as shaded areas [9]: fifth force [44, 45] (dark orange), \((g-2)\) measurements [38, 39] combined with neutron scattering data [40–43] (light blue), or SN 1987A (orange) and star cooling in globular clusters [33–37] (orange). The gray bar represents the range of \( y_{e} y_{n} \) needed to explain the Be anomaly [9–13].](image-url)
isotopes considered here [48].

In summary, we have reported measurements of the D-fine-structure splitting isotope shift using direct frequency-comb Raman spectroscopy on all stable even isotopes of $^{40}\text{Ca}^+$ ($A = 40, 42, 44, 46,$ and $48$) with an accuracy of $\sim 20$ Hz. Combined with isotope shift measurements of the $4s^2\Sigma_{1/2} \leftrightarrow 3d^2\Sigma_{5/2}$ transition at the 2 kHz level, we performed a King plot analysis of the $4s^2\Sigma_{1/2} \leftrightarrow 3d^2\Sigma_{3/2}$ and $4s^2\Sigma_{1/2} \leftrightarrow 3d^2\Sigma_{1/2}$ transitions with unprecedented accuracy and extracted the field shift ratio with a fractional accuracy of $2 \times 10^{-7}$. Furthermore, the achieved uncertainty on the King plot linearity was used to improve isotope-shift-based bounds on the coupling strength of a New Physics boson to both electrons and neutrons. More stringent bounds could be placed by looking for King plot non-linearities with heavier elements, such as Ba$^+$ or Yb$^+$ applying direct frequency-comb Raman spectroscopy. Finally, NP interactions mediated by bosons with masses $m_\phi \geq 0.3$ MeV/c$^2$ and so far unconstrained by experiments, could be probed by measuring, with existing techniques for optical atomic clocks, the DSIS at the 10 mHz level and one of the S-D isotope shifts at the $\sim$ Hz level.
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I. CALCULATION OF THE ELECTRONIC NP COEFFICIENTS

Electronic coefficients of the Yukawa potential \( X_i \) are calculated using the combination of Brueckner orbitals and random phase approximation (see [40] for details) implemented in the AMBiT code [50]. Briefly, we start with the Dirac-Fock method to generate core electrons and their potential. Valence and virtual orbitals are constructed by diagonalizing \( B \) splines over the Dirac-Fock operator. To include the effects of core-valence correlations we use the Brueckner orbitals to create an operator \( \hat{\Sigma} \) such that the second-order correlation correction to the energy of a valence orbital \( |n\rangle \) is \( \delta E_n^{(2)} = \langle n | \hat{\Sigma} | n \rangle \). This operator is then added to the Dirac-Fock operator \( \hat{h}_{\text{DF}} \) to create Brueckner orbitals defined by

\[
(\hat{h}_{\text{DF}} + \hat{\Sigma})|\psi_n^{\text{Br}}\rangle = E_n^{\text{Br}}|\psi_n^{\text{Br}}\rangle.
\]

At lowest order, the electronic coefficients \( X_i \) are simply the matrix elements \( X_i = \langle \psi_i^{\text{Br}} | V_{\text{NP}} | \psi_i^{\text{Br}} \rangle \). However the potential \( V_{\text{NP}} \) also polarises the core, and the resulting modification of the Dirac-Fock potential is a dominant effect for the valence \( d \) orbitals, particularly in the limit of large mediator mass \( m_{\phi} \). These core polarization effects are taken into account in the random phase approximation, which leads to a modified Dirac Fock potential \( \delta V_{\text{DF}} \) and electronic coefficients

\[
X_i = \langle \psi_i^{\text{Br}} | V_{\text{NP}} + \delta V_{\text{DF}} | \psi_i^{\text{Br}} \rangle.
\]

II. GEOMETRIC PROJECTION METHOD FOR 4 ISOTOPE PAIRS

In this work, we make – along with [51] – for the first time use of the New Physics implications of isotope shift measurements at high precision in five isotopes, i.e. four independent isotope pairs. While Ref. [9] developed the
data-driven method for three isotope pairs and two transitions, and Ref. [10] performed a fit to measurements of either more isotopes (four isotope pairs of neutral Yb at MHz precision) or transitions (three transitions in Ca⁺ without the A' = 46), here we take the four isotope pairs AA' with A = 40 and A' = 42, 44, 46, 48 into account by a geometric projection. The vectors of the measured isotope shifts

\[ \vec{\mu}_0 \equiv \{ \mu^{(1)} \delta v_i^{AA'}, \mu^{(2)} \delta v_i^{AA''}, \mu^{(3)} \delta v_i^{AA''}, \mu^{(4)} \delta v_i^{AA'''} \} \]  

where \( \mu^{AA'} = \mu^{AA''} \), are of dimension four. Hence a cross product as in Ref. [9] cannot be applied. Therefore, here we construct the measure of the non-linearity based on scalar products. We define the 4 \( \times 4 \) matrix of isotope shift data as \( D = (\mu \delta v_1, \mu \delta v_2) \). Then the projection of the (four-dimensional) modified mass shift vector \( \mu = \{1, 1, 1, 1\} \) onto the plane spanned by the isotope shift vectors \( \mu \delta v_1, \mu \delta v_2 \) is given by

\[ \vec{p} = \left[ D \cdot (D^T D)^{-1} D^T \right] \vec{\mu}. \]  

This allows us to calculate the volume of the parallelepiped spanned by the data vectors and the mass shift direction, which is proportional to the area spanned by the four points in the King plot, as

\[ V = |\vec{\mu} - \vec{p}| \sqrt{\left( \mu \delta v_1 \right)^2 \left( \mu \delta v_2 \right)^2 - (\mu \delta v_1 \cdot \mu \delta v_2)}. \]  

By error propagation of the measurements, we obtain the uncertainty \( \sigma_V \) of \( V \). The significance of the non-linearity of a King plot, \( NL = V/\sigma_V \), is therefore determined purely from the measured isotope shifts and their uncertainties, independent of theory input. The non-linearity of the Ca⁺ isotope shifts presented in this work is \( V/\sigma_V = 1.26 \).

The bound plotted in Fig. 3 represents as \( y_{e,y_n} + 2\sigma_{y_{e,y_n}} \), the approximate 95\%CL upper bound on

\[ y_{e,y_n} (m_\phi) = \frac{V}{|X_2 (m_\phi) - F_{211} X_1 (m_\phi)| V_h}, \]

where \( V_h \) is \( V \) with \( \mu \delta v_2 \) replaced by the NP direction \( \vec{h} \) with \( h_{AA'} = \gamma_{AA'}/\mu_{AA'}. \) For a linear coupling of \( \phi \) to the nucleus, \( \vec{h} \approx -A\vec{A}' \) ann. The uncertainty \( \sigma_{y_{e,y_n}} \) is obtained by error propagation of \( V/V_h \). For further details about the data-based non-linearity measure see Ref. [9].

### III. ESTIMATING NEAR-FUTURE SENSITIVITIES OF CA⁺, BA⁺ AND YB⁺

We estimate bounds from improved isotope-shift measurements in Ca⁺, Ba⁺ and Yb⁺ by two different methods. First, with Eq. (12) we use the analytic ‘best-case’ projection from Ref. [9] that does not require prior isotope shift measurements, but only depends on the absolute uncertainties of the isotope shifts, \( \sigma_1, \sigma_2 \). It neglects a possible alignment of the field shift with the NP and assumes perfect linearity. Therefore the bound is entirely determined by the uncertainty on \( y_{e,y_n} \)

\[ [\sigma_{y_{e,y_n}}]_{proj} \sim 4\pi \frac{\sqrt{\sigma_1^2 + \sigma_2^2} F_{21}}{\Delta F_j \Delta A_j} \frac{A}{X_2 - X_1 F_{21}}. \]

As stated in [9], this projection will always indicate a stronger constraint than a bound from data at the same level of frequency uncertainties \( \sigma_1 \).

As the second method, in order to allow for a non-linearity of about 1\% expected in any future measurement, we generate a mock data set with the targeted precision. We take \( S-D_{5/2} \) as the first transition \( (i = 1) \) from previous data (high precision is not required and at least two isotope pairs are sufficient) to predict the second transition \( (i = 2) \) \( D_{3/2} - D_{5/2} \),

\[ \mu \delta v_2^{AA'} = K_{21} + F_{21} \mu \delta v_2^{AA'} \pm \delta \cdot \mu^{AA'}, \]

where \( \delta \) [Hz] is a possible displacement from the straight line. \( K_{21} \) and \( F_{21} \) can be taken from available data or from theory. The generated data set \( \{ [\mu \delta v_1^{AA'}]_{data}, [\mu \delta v_2^{AA'}]_{mock} \} \) and its uncertainty \( \{ \sigma_1 \mu^{AA'}, \sigma_2 \mu^{AA'} \} \) then yields via Eq. (11) a bound on \( y_{e,y_n} \).
In the following paragraphs we provide element-specific information.

Ca\textsuperscript{+}: We use $\mu \delta\nu_{S-D_{5/2}}$ and electronic coefficients from this paper.

Ba\textsuperscript{+}: From Refs. [52, 53] we calculate the isotope shifts $\delta\nu_{S-D_{5/2}}$, $\delta\nu_{S-D_{3/2}}$ for $A = 134, 136$ and obtain $F_{21}^{\text{Ba}} = -0.00491734$ and $K_{21} = -17.454$ GHz/amu to calculate the approximated isotope shifts of the pairs with $A = 130, 132$ assuming perfect linearity. The Ba masses are taken from [28]. In the evaluation of the bound on $y_y$, according to Eq. (11), we use the theory value $F_{21}^{\text{Ba}} = -0.0141905$ from our calculation with Eq. (7) in order to ensure convergence of $X_2/X_1$ in the limit of large $m_\phi$.

Yb\textsuperscript{+}: We use $\delta\nu_{S-D_{5/2}}$ from the recent Counts et al. [51] with $A = A + 2$ for the four pairs of $A = 168, 170, 172, 174$. Hence the elements of the NP vector $\vec{h}$ are given by $h_n = -A_n(A_{n+1} \text{ amu} = -A_n(A_n + 2) \text{ amu}$. From [51] we calculate $K_{21} = -65.8224$ GHz/amu.

As two benchmarks we choose $\sigma_2 = \sigma_{SD} = 20$ Hz (the current level achieved for Ca\textsuperscript{+} in this work) and 10 mHz (achieved already for Sr\textsuperscript{+} [15]) and set $\sigma_{SD} < \sigma_{DD}/F_{21}$ such that the bound will be determined by $\sigma_{DD}$ whereas an improvement of $\sigma_{SD}$ would not improve the bound significantly. We consider two options, see Tab. II: (i) all points are on the straight line (i.e. the non-linearity vanishes by construction); (ii) we choose the displacement $\delta$ such that the significance of the resulting non-linearity is $V/\sigma_V = 1$ where $V$ is the volume defined in Eq. 10 and $\sigma_V$ its uncertainty.

TABLE II. Upper limits $y_y + 2\sigma_y$ expected in the massless limit ($m_\phi = 1\text{eV}/c^2$) in two benchmarks. Comparison of limit from mock data from Eq. (13) with $V/\sigma_V = \sigma$ nonlinearity, exact linearity ($\delta = 0$) and from the simplified estimate of Eq. (12). Ca\textsuperscript{+} with isotope pairs {42, 44, 46, 48} $- 40$, Ba\textsuperscript{+} with {130, 132, 134, 136} $- 138$ and Yb\textsuperscript{+} with neighboring pairs of {168, 170, 172, 174, 176}. The last lines contains the field shift ratio from theory and the sensitivity factor $X_2 - F_{21}X_1$ for $m_\phi = 1\text{eV}/c^2$. The example of Ca\textsuperscript{+} with $\sigma = 20$ Hz is for comparison only, instead the bound from real data is plotted.

| $\delta, \sigma_1, \sigma_2$ [Hz] | Ca\textsuperscript{+} | Ba\textsuperscript{+} | Yb\textsuperscript{+} |
|---------------------------------|-----------------|-----------------|-----------------|
| $V/\sigma_V$                    | 12, 2000, 20    | 12, 100, 20     | 10, 100, 20     |
| $y_y/y_c$, $\delta = 0$         | 5.4·10$^{-11}$  | 4.8·10$^{-12}$  | 3.2·10$^{-12}$  |
| $y_y/y_c$, $\delta = 0$, Eq. (12)| 4.3·10$^{-12}$  | 1.74·10$^{-12}$ | 3.9·10$^{-13}$  |
| $y_y/y_c$, $\delta = 0$, Eq. (12)| 3.8·10$^{-12}$  | 1.72·10$^{-12}$ | 8.05·10$^{-13}$ |
| $F_{21} = F_2/F_1$              | -0.001795       | -0.01419        | -0.02152        |
| $X_2 - F_{21}X_1$ [Hz]          | 3.353·10$^{14}$ | $-2.527·10^{15}$| $-6.908·10^{15}$|

Tab. II shows that the mock data method with vanishing non-linearity reproduces the limit obtained from the analytic estimate where all points are assumed to be on a perfect line (apart from a difference in Yb\textsuperscript{+}). Furthermore it shows that a non-linearity of $1\sigma$ weakens the bound by up to an order of magnitude. In Fig. 3 we plot the bounds corresponding to a $1\sigma$ non-linearity as a more realistic estimate.

For Ca\textsuperscript{+}, we note that the mock data method with $\sigma_{SD} = 2 \text{kHz}$, $\sigma_{DD} = 27 \text{Hz}$ and $\delta = 19 \text{Hz}$ ($V/\sigma_V = 1.2$) yields $y_y/y_c < 7.6·10^{-11}$, i.e. it reproduces the bound from real data accurately. Furthermore, we compare the bound based on $\sigma_{DD} = 27 \text{Hz}$ to the bound from measuring S-D$_{3/2}$ and S-D$_{3/2}$ both at 20 Hz precision, obtaining for the example of zero non-linearity and $m_\phi = 1\text{eV}/c^2$, {5.3, 5.1}·10$^{-12}$, respectively, hence confirming their equivalence.