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Abstract—This paper discusses nonlinear discrete-time maps of the form \( x(k+1) = F(x(k)) \), focusing on equilibrium points of such maps. Under some circumstances, Lefschetz fixed-point theory can be used to establish the existence of a single locally attractive equilibrium (which is sometimes globally attractive) when a general property of local attractivity is known for any equilibrium. Problems in social networks often involve such discrete-time systems, and we make an application to one such problem.

I. INTRODUCTION

Recursive equations of the form

\[ x(k+1) = F(x(k)), \tag{1} \]

are fundamental to control and signal processing. Very often \( F \) is linear or affine, but in this paper, \( F \) is not so restricted, though we do require it to be suitably smooth. Usually also, \( x(k) \) resides in a Euclidean space of known dimension, though this is not always the case, and indeed will not always be the case in this paper.

In many situations, it is possible to examine local behavior of the nonlinear map \( (1) \) around an equilibrium point, through a linearization process. If \( \bar{x} \) is an equilibrium point, i.e., a fixed point of the mapping \( F \) satisfying \( \bar{x} = F(\bar{x}) \), then the Jacobian \( J(\bar{x}) = \frac{\partial F}{\partial x}(\bar{x}) \) provides guidance as to behavior in the vicinity of \( \bar{x} \). If \(|x(k) - \bar{x}|\) is small, then approximately

\[ x(k+1) - \bar{x} = J(\bar{x})(x(k) - \bar{x}) \tag{2} \]

If the eigenvalues of \( J(\bar{x}) \) do not lie on the unit circle, then the asymptotic stability or instability of the linear equation \( (2) \) implies the same property for the nonlinear equation \( (1) \), albeit locally.

Recent work in the area of social networks \cite{1} introduced what amounts to a particular version of \( (1) \), and established by a rather specialized calculation, tailored to the specific algebraic form of \( F \), that under normal circumstances, the equation possessed a single globally attractive equilibrium. For completeness, we note that in the application, the entries of \( x(k) \) were restricted to lie in \([0, 1]\) and to satisfy \( \sum_j x_j(k) = 1 \), \( \forall k \).

It is natural to speculate whether the conclusion that there is a single attractive equilibrium is indeed intrinsic to the algebraic form of \( F \), or whether rather, it is a consequence of some more general property, and consequently also one that will follow for a whole class of \( F \) of which that in \cite{1} is just a special case.

Indeed we show that the conclusion is a general one, and we use Lefschetz fixed point theory to show this. The method advanced here may have application to other situations than those considered in the paper \cite{1}, since they are more general in character, i.e., will apply in a much wider variety of situations than those contemplated in the paper \cite{1}.

II. BACKGROUND ON LEFSCHETZ FIXED POINT THEORY

Lefschetz fixed-point theory applies to smooth maps \( F : X \to X \) where \( X \) is a compact oriented manifold \cite{3}, \cite{4} or a compact triangulable space \cite{5}. Thus \( X = \mathbb{R}^n \) is excluded, but if \( X \) is a compact subset of \( \mathbb{R}^n \) such as a simplex, then it is allowed. This also means that if a map \( F : \mathbb{R}^n \to \mathbb{R}^n \) is known to have no fixed points for large values of its argument, the theory can be applied by considering the
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restriction of $F$ to a compact subset of $\mathbb{R}^n$ such as a ball of large enough radius.

Lefschetz fixed-point theory involves derivatives. Any smooth map has the property that at any point $x \in X$, there is a linear derivative mapping, call it $dF_x$, and if $X$ looks locally like $\mathbb{R}^n$, then the derivative map can be represented by the $m \times m$ Jacobian matrix in the local coordinate basis.

Interest is centered for our purposes on those maps which have a finite number of fixed points (including possibly zero) in $X$, though of course, maps with an infinite set of fixed points exist, for example $F(x) = x$, the identity map. A fixed point $x$ is called a Lefschetz fixed point of $F$ if the eigenvalues of $dF_x$ are unequal to 1. A fixed point being a Lefschetz fixed point is sufficient but not necessary to ensure that $x$ is an isolated fixed point of $F$, i.e. there is an open neighborhood around $x$ in which no other fixed point occurs. Because $X$ is compact, and if it is known that all fixed points of $F$ are isolated, say because they are all Lefschetz fixed points, it easily follows that the number of fixed points is necessarily finite. For completeness, we record an argument by contradiction, which seems standard. If there were an infinite number of fixed points, $x_i, i = 1, 2, \ldots$, compactness of $X$ implies there is a convergent subsequence $x_{i_1}, x_{i_2}, \ldots$, with limit point $\bar{x}$, and again by compactness $\bar{x} \in X$. Now $F$ is continuous so $F(x_{ij}) \to F(\bar{x})$ since $x_{ij} \to \bar{x}$ as $j \to \infty$. Then $x_{ij} - F(x_{ij}) \to \bar{x} - F(\bar{x})$ as $j \to \infty$. Since $x_{ij} - F(x_{ij}) = 0 \forall j$, it is evident that $\bar{x}$ is a fixed point of $F$. However, being a limit point it is not isolated, hence the contradiction.

The Lefschetz property holding at a particular fixed point $x$ also implies that at the point $x$, the linear mapping $I - dF_x$ is an isomorphism of the tangent space $T_x(X)$ at $x$. If it preserves orientation, then its determinant is positive, while if it reverses orientation, its determinant is negative. The local Lefschetz number of $F$ at a fixed point $x$, written $L_x(F)$, is defined as +1 or -1 according as the determinant of $I - dF_x$ is positive or negative.\footnote{Reference [3] uses $dF_x - I$ rather than $I - dF_x$, which is used by [4]. We require the latter form.}

The map $F$ is termed a Lefschetz map if and only if all its fixed points are Lefschetz fixed points (and there are then, as noted above, a finite number of fixed points). The Lefschetz number of $F$, written $L(F)$, is defined as

$$L(F) = \sum_{F(x) = x} L_x(F)$$

(3)

There is an alternative definition of the Lefschetz number not provided here which can be shown to be equivalent to that appearing here, based on topological considerations, and provided in [3], [4]. It is not restricted to maps with a finite number of fixed points. Moreover, using this alternative definition, one sees that $L(F)$ is a homotopy invariant.\footnote{Smooth maps $F : X \to X$ and $G : X \to X$ are said to be homotopic if there exists a smooth map $H : X \times I \to X \times I$ with $H(x, 0) = F(x), H(x, 1) = G(x)$. Saying $L(F)$ is a homotopy invariant means $L(F) = L(G)$ for any $G$ which is homotopic to $F$.} and this particular property does not require limitation to those maps with a finite number of fixed points. Further, the alternative approach yields a connection between the Lefschetz number of the identity map (which has an infinite number of fixed points) and another topological invariant, of the underlying space $X$, viz the Euler characteristic.\footnote{The Euler characteristic is an integer number associated with a topological space, including a space that in some sense is a limit of a sequence of multidimensional polyhedra, e.g. a sphere, and a key property is that distortion or bending of the space leaves the number invariant. Euler characteristics are known for a great many topological spaces.} [3], [4], [6].

The key result (see e.g. [4] for the case of a compact oriented manifold and [5] for the case of a compact triangulable space) is as follows:

**Theorem 1.** The Lefschetz number of the identity map $\mathcal{I}_d : X \to X$ where $X$ is a compact oriented manifold or a compact triangulable space is $\chi(X)$, the Euler characteristic of $X$.

A key consequence of this theorem is that if a map $F$ is homotopically equivalent to $\mathcal{I}_d$, i.e. if there exists a smooth map $H : X \times I \to X$ such that $F(x, 0) = F(x)$ and $H(x, 1) = \mathcal{I}_d(x) = x$ then

$$L(F) = \chi(X)$$

(4)

Hence we have the following theorem:

**Theorem 2.** Let $X$ be a compact oriented manifold or a compact triangulable space, and suppose $F : X \to X$ is a Lefschetz map, i.e. there is a finite number of fixed points at each of which $I - dF_x$ is an isomorphism, and is homotopically equivalent to the identity map. Then there holds

$$L(F) = \sum_{F(x) = x} L_x(F) = \chi(X)$$

(5)

where $L_x(F)$ is +1 or -1 according as $\text{det}(I - dF_x)$ has positive or negative sign, and $\chi(X)$ is the Euler characteristic of $X$.

### III. MAIN RESULT

In this section, we establish that certain properties of the mapping $F$ and the associated space $X$ guarantee that $F$ has a unique fixed point. The main result, proved using the Lefschetz theory, is as follows.

**Theorem 3.** Consider a smooth map $F : X \to X$ where $X$ is a compact, oriented and convex manifold or a convex triangulable space of arbitrary dimension. Suppose that the eigenvalues of $dF_x$ have magnitude less than 1 for all fixed points of $F$. Then $F$ has a unique fixed point, and in a local neighborhood about the fixed point, it converges to the fixed point exponentially fast.

**Proof.** Observe first that the compactness and convexity properties of $X$ guarantee it is homotopy equivalent to the unit $m$-dimensional disk $D^m$ and accordingly then homotopy equivalent to a single point. This means that $\chi(X) = 1$, see e.g. [6], see p. 140.
Next, observe that, because $X$ is convex, $H = t\mathcal{I}_d + (1-t)F$ which maps $x$ to $tx + (1-t)F(x)$, is a mapping from $X$ to $X$ for every $t \in [0,1]$ and the smoothness properties of $H$ (which come from the smoothness of $F$ and the specific dependence on $t$) then guarantee that $F$ and $\mathcal{I}_d$ are homotopically equivalent. By Theorem 2 there holds

$$L(F) = 1$$

(6)

Now for any real matrix $A$ for which the eigenvalues are less than one in magnitude, it is easily seen that the matrix $I - A$ has eigenvalues all with positive real part, from which it follows that the determinant of $I - A$ is positive, since the determinant is equal to the product of the eigenvalues. Hence for any fixed point $x$ of $F$, we see by identifying $A$ with $DF_x$ that there necessarily exists $L_x(F) = 1$. By (3) and (6), it follows that

$$1 = \sum_{F(x) = x} 1$$

or that there is precisely one fixed point.

Convergence of (1) to the unique fixed point from any initial value in its region of attraction is necessarily exponentially fast. In a neighborhood $\mathcal{D}$ around the unique fixed point, the eigenvalue property of $DF_x$ guarantees exponential convergence. The region of attraction for the fixed point is in most instances larger than $\mathcal{D}$, and we denote as $\mathcal{U} \subset X$ an arbitrary compact space within the region of attraction and containing $\mathcal{D}$. For any initial $x \in \mathcal{U}$, the sequence $x, F(x), F(F(x)), \ldots$ converges to the neighborhood $\mathcal{D}$ in a finite number of steps, and because the set $U$ is compact, there is a number of steps, $N < \infty$ say, such that from all initial conditions in $\mathcal{U}$, the neighborhood is reached in no more than $N$ steps. The finiteness of $N$ then implies that exponentially fast convergence occurs for all initial conditions $x \in \mathcal{U}$.

Remark 1. We stress that a key feature of our result is that Remark 1. We stress that a key feature of our result is that we need not consider norms; we need not consider eigenvalue properties at all points; we only need to consider the eigenvalues of $DF_x$ at fixed points $x = F(x)$ to simultaneously obtain a unique fixed point conclusion and local exponential convergence.

In this paper, we need not consider norms; we need not consider eigenvalue properties at all points; we only need to consider the eigenvalues of $DF_x$ at fixed points $x = F(x)$ to simultaneously obtain a unique fixed point conclusion and local exponential convergence.

Remark 2. The proof of the theorem using Lefschetz ideas will clearly generalize in the following way. Suppose that $F$ is homotopic to the identity and $X$ is not homotopic to the unit ball, while all fixed points are Lefschetz with the property that $I - DF_x$ has positive determinant. Then the number of fixed points will be $\chi(X)$. If for example $F$ mapped $S^2$ to $S^2$ and never mapped a point to its antipodal point, i.e. there was no $x$ for which $F(x) = -x$, it will be homotopic to the identity map and then there will be two fixed points, since $\chi(S^2) = 2$. To construct the homotopy, observe that, because of the exclusion that $F$ can map any point to an antipodal point, there is a well-defined homotopy provided by

$$H(x, t) = \frac{(1 - t)x + tF(x)}{||(1 - t)x + tF(x)||}$$

IV. APPLICATION TO A SOCIAL NETWORK PROBLEM

We now apply the above results to a recent problem in social networks, which studied the evolution of individual self-confidence, $x_i(k)$, as a social network of $n$ individuals discusses a sequence of issues, $k = 0, 1, 2, \ldots$. For simplicity, we consider $n \geq 3$ individuals. We provide a brief introduction to the problem here, including the techniques used to study stability, and refer the reader to [1], [2] for details. The map $F$ in question is given as

$$F(x(k)) = \begin{cases} \frac{\gamma_1}{1 - x_1(k)} & \text{if } x(k) = e_i \text{ for any } i \\ \alpha(x(k)) & \text{otherwise} \\ \frac{\gamma_n}{1 - x_n(k)} \end{cases}$$

(7)

with $\alpha(x(k)) = 1/\sum_{i=1}^{n} \frac{\gamma_i}{1 - x_i(k)}$ where the vector $\gamma = [\gamma_1, \gamma_2, \ldots, \gamma_n]^T$ is constant, has strictly positive entries $\gamma_i$ and satisfies $\gamma^T1 = 1$. It can be verified that $F : \Delta_n \to \Delta_n$ where $\Delta_n = \{x_i : \sum_i x_i = 1, x_i \geq 0\}$ is the $n$-dimensional unit simplex. Thus, $\Delta_n$ satisfies all the requirements on compactness, orientability, and convexity. Moreover, $F$ is smooth everywhere on $\Delta_n$, including at the corners $x_i = 1$, even given the $1/(1 - x_i)$ term in the $i^{th}$ entry of $F$. In [1] it is proved that $F$ is continuous using a complex calculation to obtain the Lipschitz constant at the corners of the simplex, but smoothness is not shown. As later shown, it follows easily however that $F$ is in fact of class $C^\infty$ in $\Delta_n$.

Let us also make the important point that the above definition (7) of $F$ can be regarded as defining a map $\mathbb{R}^n \to \mathbb{R}^n$, or as defining a map on an $(n - 1)$-dimensional triangular space $\Delta_n \to \Delta_n$, with the $n$-dimensional vector $x = [x_1, x_2, \ldots, x_n]^T$ providing a convenient parametrization of the space given imposition of the constraints $\sum_{i=1}^{n} x_i = 1, x_i \geq 0$. 


Remark 3. It was proved in [1] that, in the context of the social network problem, \( \gamma_i \leq 1/2 \). Since \( \gamma_i > 0 \) and \( n \geq 3 \), if \( \exists k : \gamma_k = 1/2 \) then \( \gamma_j < 1/2 \) for all \( j \neq k \). It was also proved that \( \gamma_i = 1/2 \) if and only if the graph \( G \), describing the relative interpersonal relationships between the individuals, is a strongly connected “star graph” with center node \( v_i \). In this paper, we will not consider the special case of the strongly connected star graph.

A. Existing Results

In the paper [1], which first proposed the dynamical system, with \( F \) given in (1), the following analysis was provided. Firstly, because \( F \) is continuous and \( \Delta_n \) is convex and compact, Brouwer’s Fixed Point Theorem is used to conclude there exists at least one interior fixed point. Next, the authors used a series of inequality calculations, exploiting the algebraic form of \( F \), to show that the fixed point \( \bar{x} \) is unique, and importantly, that \( \bar{x} \) is in the interior of \( \Delta_n \). Following this, the authors showed that the trajectories of \( x(k) \) had specific properties, again by exploiting the algebraic form of \( F \). Lastly, a Lyapunov function is proposed and the properties of the trajectories of \( x(k) \) are used to show the Lyapunov function is nonincreasing; LaSalle’s Invariance principle is used to conclude asymptotic convergence to the unique interior fixed point \( \bar{x} \) for all initial conditions \( x(0) \) that are not a corner of the simplex \( \Delta_n \).

The paper [2] takes a different approach, and looks at the Jacobian of \( F \) both as a map \( \mathbb{R}^n \to \mathbb{R}^n \) and its restriction (after choice of an appropriate coordinate basis for \( \Delta_n \)) as a map \( \Delta_n \to \Delta_n \). (Note that in any fixed coordinate basis, the second Jacobian is of dimension \((n - 1) \times (n - 1)\), with the two Jacobians necessarily related, as described further below. It is this second Jacobian which represents the mapping \( dF \) defined in earlier sections.) However, rather than using the results in this paper, [2] uses nonlinear contraction analysis. A differential transformation is involved, and the transformation exploited the algebraic form of \( F \) (and specifically the form of the relevant Jacobian). The 1-norm of the transformed Jacobian is shown to be less than one, and thus exponential convergence to a unique fixed point is ensured, for all \( x(0) \in \Delta_n \).

B. Proof of a Unique Fixed Point Which Is Locally Exponentially Stable

Before we provide the result establishing there is a single fixed point, and further that it is locally exponentially stable, we compute the Jacobian of \( F \) : \( \mathbb{R}^n \to \mathbb{R}^n \) and then the related Jacobian of \( F : \Delta_n \to \Delta_n \) in a coordinate basis we define, and establish some properties of the two Jacobians. For convenience, and when there is no risk of confusion, we drop the argument \( k \) from \( x(k) \) and \( x \) from \( \alpha(x(k)) \). It is straightforward to obtain that

\[
\frac{\partial F_i}{\partial x_j} = \frac{\gamma_i \alpha}{(1-x_i)^2} - \frac{\gamma_j^2 \alpha^2}{(1-x_j)^3} = F_i \frac{1-F_j}{1-x_i} \tag{8}
\]

Similarly, we obtain, for \( j \neq i \),

\[
\frac{\partial F_i}{\partial x_j} = -\frac{\gamma_i \gamma_j \alpha^2}{(1-x_i)(1-x_j)^2} = -\frac{F_i F_j}{1-x_j} \tag{9}
\]

We now show as a preliminary calculation that the corners of the simplex \( \Delta_n \) are unstable equilibria for all social networks that are not star graphs, and the argument simultaneously allows us to show that \( F \) is of class \( C^\infty \).

Lemma 1. Suppose that \( 0 < \gamma_i < 1/2 \), i.e. \( G \) is strongly connected but is not a star graph. Then \( x = e_i \), where \( e_i \) is the \( i \)-th canonical unit vector, is an unstable equilibrium of (1) with map \( F \) given in (7).

Proof. Without loss of generality, consider \( i = 1 \). Observe that

\[
F_1(x) = \frac{\gamma_1}{\gamma_1 + \sum_{i=2}^n \frac{(1-x_i)\gamma_i}{1-x_i}} \tag{10}
\]

and for \( j \neq 1 \),

\[
F_j(x) = \frac{\gamma_j}{(1-x_j)(\gamma_1 + \sum_{i=2}^n \frac{\gamma_i(1-x_i)}{1-x_i})} \tag{11}
\]

and it is evident that these expressions are analytic in \( x_1 \) for all \( x \in \Delta_n \), and indeed for an open set enclosing \( \Delta_n \). The same is then necessarily true of all their derivatives. Hence we conclude that \( F \) is of class \( C^\infty \) in \( \Delta_n \).

At \( x = e_1 \), the expressions above yield that \( F(e_1) = e_1 \) and differentiating the expressions yields a value for the Jacobian at \( x = e_1 \) in which \( \frac{\partial F_1}{\partial x_1} = \frac{1-\gamma_1}{\gamma_1} \), \( \frac{\partial F_1}{\partial x_i} = -\frac{\gamma_i}{\gamma_1} \), \( \frac{\partial F_j}{\partial x_1} = 0 \) for all \( i,j \neq 1 \). It follows that the Jacobian \( \frac{\partial F}{\partial x} \) associated with \( F : \mathbb{R}^n \to \mathbb{R}^n \) at the point \( x = e_1 \) has a single eigenvalue at \( 1 - 1/2 \) and all other eigenvalues are 0. Since \( \gamma_1 < 1/2 \), then \( (1 - 1/2)/\gamma_1 > 1 \) and the fixed point \( e_1 \) is unstable. The associated eigenvector is \( e_1 \). This eigenvector has a nonzero projection onto \( \Delta_n \), so that the instability is also an instability of the fixed point of \( F : \Delta_n \to \Delta_n \). No matter what \((n-1)\)-vector coordinatization we use for \( \Delta_n \), the representation of \( dF \) will be an \((n-1) \times (n-1)\) matrix with an eigenvalue greater than 1.

Since \( e_i \) for all \( i = 1, \ldots, n \) are unstable equilibria, we exclude them by defining an entity, distinct from \( \Delta_n \), as \( \Delta_n = \{ x : \sum_{i=1}^n x_i = 1, 0 \leq x_i \leq 1 - \delta \} \), where \( \delta > 0 \) is sufficiently small to ensure that any fixed point of \( F \) in \( \Delta_n \), save the unstable \( e_i \), is contained in \( \Delta_n \). This ensures that \( \Delta_n \) is a compact, convex, and oriented manifold, which will allow us to use the results developed in Section III. In other words, we now study the map in (7) as \( F : \Delta_n \to \Delta_n \). Now as already noted the above computed \( n \times n \) Jacobian \( \frac{\partial F}{\partial x} \), which is in fact not what we require to apply Theorem 3. This is because \( \frac{\partial F}{\partial x} \) is the Jacobian computed in the coordinates of the Euclidean space in which \( \Delta_n \) is embedded. We require the Jacobian on the manifold \( \Delta_n \), which we will now obtain. We introduce a new coordinate basis \( y \in \mathbb{R}^{n-1} \) where \( y_1 = x_1, y_2 = x_2, \ldots, y_{n-1} = x_{n-1} \).
and thus on the manifold \( \tilde{\Delta}_n \), we have \( x_n = 1 - \sum_{k=1}^{n-1} y_k \).

On the manifold, and in the new coordinates, we define \( G \) as the map with \( G_1(y) = F_1(x), \ldots, G_{n-1}(y) = F_{n-1}(x) \), which means that \( F_n = 1 - \sum_{k=1}^{n-1} G_k \). The Jacobian on the manifold of \( \tilde{\Delta}_n \) is in fact \( \partial G/\partial y \), which we now compute. For any \( G_{i}(y_{1}, \ldots, y_{n-1}) = F_{i}(y_{1}, \ldots, y_{n-1}, 1 - \sum_{k=1}^{n-1} y_{k}) \), we have by the Chain rule that:

\[
\frac{\partial G_i}{\partial y_j} = \sum_{k=1}^{n} \frac{\partial F_i}{\partial x_k} \frac{\partial x_k}{\partial y_j} = \frac{\partial F_i}{\partial x_j} + \frac{\partial F_i}{\partial x_n} \frac{\partial x_n}{\partial y_j}
\]

(12)

because \( \partial x_k/\partial y_j = 0 \) for \( k \neq j, n \). In fact, we have from the definition of \( y \), \( \partial x_j/\partial y_j = 1 \) and \( \partial x_n/\partial y_j = -1 \). Thus,

\[
\frac{\partial G_i}{\partial y_j} = \frac{\partial F_i}{\partial x_j} - \frac{\partial F_i}{\partial x_n}
\]

(13)

In matrix form, it is straightforward to show that

\[
\left[ \begin{array}{c}
\frac{\partial G_1}{\partial y_1} \\
\vdots \\
\frac{\partial G_{n-1}}{\partial y_1}
\end{array} \right] = \left[ \begin{array}{c}
\frac{\partial F_1}{\partial x_1} \\
\vdots \\
\frac{\partial F_{n-1}}{\partial x_1}
\end{array} \right] \left[ \begin{array}{c}
\frac{\partial x_1}{\partial y_1} \\
\vdots \\
\frac{\partial x_{n-1}}{\partial y_1}
\end{array} \right] = \left[ \begin{array}{c}
I_{n-1} \\
\vdots \\
I_{n-1}
\end{array} \right] - \left[ \begin{array}{c}
1 \\
\vdots \\
1
\end{array} \right]
\]

(15)

where \( I_{n-1} \) is the \( n-1 \) dimensional identity matrix and \( 1_{n-1} \) is the \( n-1 \) dimensional column vector of all ones.

Before we introduce the main result of this section, we state a linear algebra result which will be used in the proof.

**Lemma 2** (Corollary 7.6.2 in [8]). Let \( A, B \in \mathbb{R}^{n \times n} \) be symmetric. If \( A \) is positive definite, then \( AB \) is diagonalizable and has real eigenvalues. If, in addition, \( B \) is positive definite or positive semidefinite, then the eigenvalues of \( AB \) are all strictly positive or nonnegative, respectively.

**Theorem 4.** Suppose that \( \gamma_i < 1/2 \) for all \( i \). Then the map \( F \) given in (7) has a unique fixed point in \( \tilde{\Delta}_n \), and this fixed point is locally exponentially stable.

**Proof.** While we will need to use \( \partial G/\partial y \), for convenience we begin by studying certain properties of \( \partial F/\partial x \), because it has certain properties which allow for easier delivery of specific conclusions in relation to \( \partial G/\partial y \). In summary, we will prove that at any fixed point \( \bar{x} \in \tilde{\Delta}_n \), \( \partial F/\partial x \) has a single eigenvalue at zero and all other eigenvalues are real, positive, with magnitude less than one. We then show that the eigenvalues of \( \partial G/\partial y \) are the nonzero eigenvalues of \( \partial F/\partial x \), which allows us to use Theorem 3.

Let us denote an arbitrary fixed point of \( F \) as \( \bar{x} \). Then clearly \( F_i(\bar{x}) = \bar{x}_i \) for any \( i \). Then it is straightforward to obtain that

\[
\frac{\partial F_1}{\partial x_i} = \bar{x}_i
\]

(16)

\[
\frac{\partial F_1}{\partial x_j} = -\frac{\bar{x}_i \bar{x}_j}{1 - \bar{x}_j}
\]

(17)

In addition, it was shown in [1], [9] that \( \bar{x}_i > 0 \) for all \( i \). Since \( \bar{x} \in \tilde{\Delta}_n \), we immediately conclude that the diagonal entries of \( \partial F/\partial \bar{x} \) are strictly positive and the off-diagonal entries strictly negative. Moreover, it is straightforward to verify using [8] and [9] that the column sum of \( \partial F/\partial \bar{x} \) is equal to zero for every column. In other words, \( [\partial F/\partial \bar{x}]_i \) is the Laplacian matrix associated with a strongly connected graph, which implies that \( \partial F/\partial \bar{x} \) has a single eigenvalue at zero and all other eigenvalues have positive real part [10]. We now show that the other eigenvalues are strictly real and less than one in magnitude.

Define \( A = \text{diag}[1 - \bar{x}_i] \) as a diagonal matrix with the \( i \)th diagonal entry being \( 1 - \bar{x}_i \). Since \( \bar{x}_i \in \tilde{\Delta}_n \), all diagonal entries of \( A \) are strictly positive. The matrix \( B = \partial F/\partial x \) is symmetric, with diagonal entry \( b_{ii} = \bar{x}_i(1 - \bar{x}_i) > 0 \) and off-diagonal entries \( b_{ij} = -\bar{x}_i \bar{x}_j < 0 \). Verify that, for any \( i \), there holds

\[
\sum_{j=1}^{n} b_{ij} = \bar{x}_i(1 - \bar{x}_i) = \bar{x}_i \sum_{j=1,j\neq i}^{n} \bar{x}_j
\]

(18)

\[
= \bar{x}_i(1 - \bar{x}_i) - \sum_{j=1,j\neq i}^{n} \bar{x}_j
\]

(19)

\[
= 0
\]

(20)

where the last equality was obtained by using the fact that \( \bar{x} \in \tilde{\Delta}_n \iff \sum_{j=1}^{n} \bar{x}_j = 1 \iff 1 - \bar{x}_i = \sum_{j=1,j\neq i}^{n} \bar{x}_j \).

In other words, the row sum of \( B \) is equal to zero for every row. It follows that \( B \) is the Laplacian matrix of an undirected, complete graph; \( B \) has a single eigenvalue at zero and all other eigenvalues are positive real [10]. Using Lemma 2 we thus conclude that \( \partial F/\partial \bar{x} = (A^{-1}B)^\top \) has all real eigenvalues (because \( A^{-1} \) is positive definite and \( B \) is positive semidefinite). Notice that trace \( \partial F/\partial \bar{x} \) = \( \sum_{i=1}^{n} \bar{x}_i = 1 = \sum_{j=1}^{n} \lambda_j |\partial F/\partial \bar{x}_i| \), where \( \lambda_j \) is an eigenvalue of \( \partial F/\partial \bar{x} \).

Since \( n \geq 3 \) and \( \partial F/\partial \bar{x} \) has only a single zero eigenvalue, it follows that all other eigenvalues of \( \partial F/\partial \bar{x} \) are strictly less than one (and real).

Define the matrix

\[
T = \left[ \begin{array}{c}
I_{n-1} & 0_{n-1} \\
-1_{n-1} & 1
\end{array} \right], \quad T^{-1} = \left[ \begin{array}{c}
I_{n-1} & 0_{n-1} \\
1_{n-1} & 1
\end{array} \right]
\]

(21)

where \( 0_{n-1} \) is the \( n-1 \) dimensional vector of all zeros. We established earlier that \( \partial F/\partial \bar{x} \) has column sum equal to zero, i.e. \( 1^\top \partial F/\partial \bar{x} = 0^\top \). Combining this column sum fact with (15), observe then, that

\[
\begin{bmatrix}
\partial G/\partial \bar{x}
\end{bmatrix}
\begin{bmatrix}
\partial F/\partial \bar{x}
\end{bmatrix}
\begin{bmatrix}
1_{n-1} & 0_{n-1} \\
0_{n-1} & 1
\end{bmatrix}
= T^{-1} \partial F/\partial \bar{x} T
\]

(22)

where \( \partial F/\partial \bar{x} \) is a column vector with \( i \)th element \( \partial F/\partial \bar{x}_i \). The similarity transform in (22) tells us that the matrix on the left of (22) has the same eigenvalues as \( \partial F/\partial \bar{x} \), and since the matrix is block triangular, it follows that \( \partial G/\partial \bar{x} \) has the same nonzero eigenvalues as \( \partial F/\partial \bar{x} \).

Since we assumed that \( \bar{x} \) was an arbitrary fixed point it follows that all eigenvalues of \( \partial F/\partial \bar{x} \) at any fixed point in \( \tilde{\Delta}_n \) are real and strictly less than one, which in turn
implies that the eigenvalues of $dG_y$, at any fixed point $\bar{y} = [\bar{x}_1, \ldots, \bar{x}_{n-1}]^T$, are inside the unit circle. By Theorem 3, $G$ has a unique fixed point $\bar{y}$ in $\Delta_n$, and thus $F$ in (7) has a unique fixed point $\bar{x}$ in $\Delta_n$.

**Remark 4.** The fact that the eigenvalues of $dG_y$ at a point in $\Delta_n$ are a subset of those of $\frac{\partial F}{\partial x}$ is not a surprise. Because $\Delta_n$ is invariant under $F$, the translation of the affine space enclosing the set to define a linear space (including the origin) must have the property that this linear space is an invariant subspace for $\frac{\partial F}{\partial x}$. As such, linear algebra tells us that the eigenvalues of $\frac{\partial F}{\partial x}$ restricted to the invariant subspace are a subset of the full set of eigenvalues of $\frac{\partial F}{\partial x}$. We have chosen above to give a more “explicit” proof of the relation, in the process identifying the eigenvalue of $\frac{\partial F}{\partial x}$ that drops out in restricting to the invariant subspace.

**Remark 5.** We note that it is straightforward to prove $\frac{\partial F}{\partial x}$, for all $x \in \Delta_n$, has strictly real eigenvalues with a single zero eigenvalue and all others positive. This property holds not only at the fixed point of $F$. However, via simulations, we have observed that the eigenvalues of $\frac{\partial F}{\partial x}$ can be greater than one (other than at a fixed point), and this may occur near the boundary of $\Delta_n$. In [2], the authors were therefore motivated to introduce a differential coordinate transform and show the transformed Jacobian had 1-norm strictly less than one; nonlinear contraction analysis was then used to conclude exponential convergence to a unique fixed point $\bar{x}$. It is not always assured that such a transform exists; the one proposed in [2] and the proof of the norm upper bound were nontrivial and not intuitive. In this paper, we have greatly simplified the analysis by looking at the Jacobian at only the fixed points of $F$ (which we initially assumed were not unique). However, the method of this paper guarantees only local convergence, in the sense that although there can be only one fixed point, the existence of trajectories which are not convergent to a fixed point but rather for example converge to an orbit is not precluded. Moreover, the technique of this paper cannot be easily extended to treat non-autonomous versions of (1), which in this example application, occur when the social network topology is dynamic. For the nonautonomous case, the paper [2] uses the techniques of nonlinear contraction to conclude there is a unique limiting trajectory $\bar{x}(k)$, see [2, Section IV] for details.

V. **Concluding Remarks**

This paper studies discrete-time nonlinear maps. We show that if the map operates in a compact, oriented manifold and the map itself is homotopically equivalent to the identity map (a condition satisfied if the manifold is convex) then evaluation of the Jacobian at the fixed points of the map can yield substantial results. Specifically, if the Jacobian has eigenvalues strictly inside the unit disk at all fixed points, then the map has a unique fixed point, and the fixed point is locally exponentially stable. This result is proved using Lefschetz fixed point theory. We then apply this result to a recent problem in social network analysis, simplifying existing proofs. Future work will focus on unifying the Lefschetz approach by obtaining a similar result with a proof using Morse theory; preliminary results are encouraging. In addition, we will seek to determine whether any additional properties of $F$ would be needed to conclude a global convergence result.
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