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ABSTRACT. For flow-enhanced crystallization in fiber spinning, the viscoelastic two-phase fiber models by Doufas et al. (J. Non-Newton. Fluid Mech., 2000) and Shrikhande et al. (J. Appl. Polym. Sci., 2006) are state of the art. However, the boundary conditions associated to the onset of crystallization are still under discussion, as their choice might cause artificial boundary layers and numerical difficulties. In this paper we show that the model class of ordinary differential equations is singularly perturbed in a small parameter belonging to the semi-crystalline relaxation time and derive asymptotically justified boundary conditions. Their effect on the overall solution behavior is restricted to a small region near the onset of crystallization. But their impact on the performance of the numerical solvers is huge, since artificial layering, ambiguities and parameter tunings are avoided. The numerics becomes fast and robust and opens the field for simulation-based process design and material optimization.
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1. INTRODUCTION AND MODEL CLASS

In the technical textile industry melt spinning is one of the most important processes for manufacturing long slender polymer fibers. Spinning semi-crystalline polymers like polyamide (Nylon) or polyethylene terephthalate (PET), crystallization occurs along the spinline which crucially affects the properties of the produced fabrics. Thus, for simulation-based process design and material optimization the flow-enhanced crystallization has to be taken into account in the mathematical model.

The trending model comes from Doufas et al., [5, 6, 7]. It is a stationary one-dimensional viscoelastic two-phase fiber model that describes the two phases occurring in melt spinning along the spinline, – the amorphous phase and the semi-crystalline phase –, by separate constitutive equations. The equations are coupled via balance laws and an evolution equation for the degree of crystallization. Comparisons with experimental data show that the model is suitable for successfully simulating melt spinning of various polymers under low and high speed spinning conditions. The boundary value problem of ordinary differential equations, however, creates artificial discontinuities in the solution at the point of crystallization onset and at the point of complete crystallization. Thus, Shrikhande et al. [11] proposed a modified model by introducing a crystallization rate that depends on the stored free energy of the molten phase, including a respective additional evolution equation for the free energy and exchanging the boundary conditions that address the crystallization onset.

An other model variant can be found in [3] where the original system of equations is supplemented by modified boundary conditions that are based on a force balance at the point of crystallization onset. In all mentioned works the choice of the boundary conditions addressing the onset of crystallization is heuristically motivated. As it crucially affects the solution behavior concerning the possible rising of artificial boundary layers or even discontinuities, it has an immense impact on the performance of the numerical solvers.
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Aiming for simulation and optimization of industrial spinning processes with thousands of fibers interacting with a surrounding airflow, a robust and efficient numerics is required which goes with an analytical understanding of the underlying boundary value problem. In this paper we show that the two-phase fiber models by Doufas et al. and Shrikhande et al. are mathematically of similar structure and can be treated in a common model class. Our investigations reveal that the underlying system of ordinary differential equations is perturbed by a small model parameter $\delta$ associated to the semi-crystalline relaxation time. In the limit $\delta = 0$, the system degenerates to a system of differential-algebraic equations. The algebraic relations prescribe the orientational tensor component and the velocity changes which are associated with the onset of crystallization.

We propose a regular perturbation and use asymptotically derived relations to provide suitable boundary conditions for the two-phase fiber model. They are consistent to all models variants from literature and yield boundary value problems with smooth solutions. In the numerical simulations the effects of our asymptotically justified boundary conditions on the overall solution behaviors – that are known from [7] and [11] – seem to be marginal, as they are restricted to very small regions near the point of crystallization onset. But the improvement of the performance of the numerical solvers is huge, since artificial boundary layers, ambiguities and parameter tunings are avoided. The numerics becomes fast and robust. We comment on the advantages of our collocation-continuation method over the shooting approach used in the cited literature.

The paper is structured as follows. The focus is on the well-established two-phase fiber models by Doufas et al. and Shrikhande et al. that we briefly summarize in the following introductory subsection. In Section 2 we analyze the mathematical structure of the underlying equation system in a non-dimensional form and derive asymptotically justified boundary conditions, which enable the formulation of regularly perturbed model problems. The impact of our modifications on the numerical solvers and the simulation results are discussed for melt spinning of Nylon-66 in Section 3. The appendix provides further details to the asymptotic derivation, the used closure models (such as for material properties, heat transfer, air drag), the test case setup and our numerical treatment.

1.1. Two-phase fiber model class for flow-enhanced crystallization. The two-phase fiber model originally proposed by Doufas et al. in [6] and modified by Shrikhande et al. in [11] assumes a stationary uniaxial spinning setup with a circular-shaped viscoelastic fiber under gravity immersed in an airflow. It combines radially averaged balance laws for mass, momentum and energy with constitutive equations for the amorphous melt phase and the semi-crystalline phase that are coupled via an evolution equation for the degree of crystallization. The unknown variables are the cross-sectional area $A$, the axial velocity $v_z$, the temperature $T$, the conformation tensor components $c_{zz}$ and $c_{rr}$ related to the amorphous phase, the orientational tensor component $S_{zz}$ related to the semi-crystalline phase as well as the crystallinity $x$ along the spinline $z \in [0, L]$. In [11] the stored free energy $a$ of the molten phase enters as additional unknown.

The model system is given by

\[
\frac{d}{dz}(v_z \rho A) = 0, \quad (1.1a)
\]

\[
v_z \rho A \frac{dv_z}{dz} = \frac{d}{dz} \left( A \left( \tau_{zz} - \tau_{rr} \right) \right) - \pi B \mu_a \left( v_z - v_a^\parallel \right) + \rho A g + \frac{\pi}{2} \gamma \left( \frac{dD}{dz} \right), \quad (1.1b)
\]

\[
v_z \rho A C_p \frac{dT}{dz} = -\pi D h(T - T_a) + A \left( \tau_{zz} - \tau_{rr} \right) \frac{dv_z}{dz} + \rho A \Phi_e \Delta H_f v_z \frac{dx}{dz}. \quad (1.1c)
\]

\[
\lambda_{am} \left( v_z \frac{dc_{zz}}{dz} - 2 c_{zz} \frac{dv_z}{dz} \right) = - \left( 1 - \alpha + \frac{\alpha c_{zz}}{1 - x} \right) \left( c_{zz} - \zeta (1 - x) \right), \quad (1.1d)
\]

\[
\lambda_{am} \left( v_z \frac{dc_{rr}}{dz} + c_{rr} \frac{dv_z}{dz} \right) = - \left( 1 - \alpha + \frac{\alpha c_{rr}}{1 - x} \right) \left( c_{rr} - \zeta (1 - x) \right), \quad (1.1e)
\]

\[
\lambda_{sc} \left( v_z \frac{dS_{zz}}{dz} - 2 S_{zz} \frac{dv_z}{dz} \right) = -\sigma S_{zz} + \lambda_{sc} \left( \frac{2}{5} - 2 \mu_z (S_{zz}) \right) \frac{dv_z}{dz}, \quad (1.1f)
\]

\[
v_z \frac{dx}{dz} = K (1 - x) \quad (1.1g)
\]
with

\[
\tau_{zz} = G \left( \frac{1}{\zeta} \frac{c_{zz}}{1-x} - 1 + 3S_{zz} + 6\lambda_{am} \mathcal{U}_z(S_{zz} \frac{dv_z}{dz}) \right), \\
\tau_{rr} = G \left( \frac{1}{\zeta} \frac{c_{rr}}{1-x} - 1 - 3 \frac{S_{zz}}{2} + 6\lambda_{am} \mathcal{U}_r(S_{zz} \frac{dv_z}{dz}) \right), \\
\lambda_{am} = \frac{1}{2}(1-x)^2, \\
\lambda_{sc} = \delta \lambda \exp(Fx), \\
\lambda = \frac{\mu(T)}{G},
\]

where \(\tau_{zz}, \tau_{rr}\) are the stress tensor components and \(\lambda_{am}\) and \(\lambda_{sc}\) the amorphous and semi-crystalline relaxation times, respectively. The crystallization rate \(K\) is modeled by Doufas et al. [6] as

\[
K(T, \tau_{zz}, \tau_{rr}) = K_{\max} \exp \left( -4 \ln(2) \frac{(T - T_{\max})^2}{(\Delta T)^2} + \frac{\xi}{G} (\tau_{zz} + 2\tau_{rr}) \right)
\]

and by Shrikhande et al. [11] as

\[
\lambda_{am}v_z \frac{da}{dz} = -a + \lambda_{am} G \left( \frac{c_{zz}}{1-x} \frac{dv_z}{dz} \right), \tag{1.1h}
\]

\[
K(T, a) = K_{\max} \exp \left( -4 \ln(2) \frac{(T - T_{\max})^2}{(\Delta T)^2} + 2 \frac{\xi}{G} a \right).
\]

In (1.1) fiber density \(\rho(T, x)\), dynamic viscosity \(\mu(T)\), specific heat capacity \(C_p(T, x)\) and specific latent heat of crystallization \(\Delta H_f(T, x)\) might be chosen as temperature and crystallinity dependent functions. The aerodynamic forces on the fibers are formulated in terms of the Bingham function \(B(v_z, D, T)\), the viscosity \(\mu_a(T)\) and tangential velocity component \(v_z^\parallel\) of the air. The heat transfer between fiber and air is prescribed by means of heat transfer coefficient \(h(v_z, D, T)\) and air temperature \(T_a\), where \(D\) denotes the fiber diameter (i.e., \(A = \pi D^2/4\)). Furthermore, \(g\) denotes the gravitational acceleration, \(\gamma\) the surface tension and \(G\) the melt shear modulus. In the amorphous constitutive equations \(\alpha\) is the Giesekus mobility parameter and \(\zeta = N_0 l^2/3\) with \(N_0\) number of flexible statistical links of length \(l\) of one polymer chain. As for the semi-crystalline phase, the terms \(\mathcal{U}_z(S_{zz})\) and \(\mathcal{U}_r(S_{zz})\) are closure approximations arising from the underlying microstructural model, see Appendix B. Moreover, \(\sigma\) is the anisotropic drag coefficient, \(F\) and \(\delta\) model parameters for the semi-crystalline relaxation time, \(\xi\) a parameter for the flow-enhanced crystallization and \(\Phi_\infty\) the ultimate degree of crystallization.

The two-phase model degenerates to a one-phase model for the amorphous melt if \(S_{zz} = x \equiv 0\), \(\lambda_{sc} = 0\) are set. The one-phase model is a system of ordinary differential equations of first order, where the equation for the stored free energy \(a\) decouples from the others. The two-phase model, in contrast, contains a second derivative in \(v_z\) entering via the stress tensor components. In a reformulation as first order system this implies the introduction of a new variable \(\omega = dv_z/dz\). In Doufas et al. [6] the one-phase model is coupled to the two-phase model as an interface problem where the interface corresponds to the point of onset of crystallization that is determined by a certain melt temperature. In Shrikhande et al. [11] the two-phase model is considered along the whole spinline which implies the nozzle to act as point of onset of crystallization.

The spinning setup provides indisputable boundary conditions at the nozzle for \(A, v_z, T\) (and \(a\)) and at the outlet for \(v_z\). At the point of onset of crystallization \(x = 0\). In [6] continuity of the unknowns appearing in the one-phase model is required at the interface. In addition, the acceleration \(\omega\) is initialized with the momentum balance of the one-phase model and \(S_{zz}\) with zero at the point of onset of crystallization. For the conformation tensor components, a viscous relation is prescribed at the nozzle. In [11] the initialization of the acceleration \(\omega\) is kept, whereas the other two conditions are replaced by expressions that are based on a force balance at the point of onset of crystallization. One of these expressions particularly contains a free parameter that has been chosen as suitable guess for the respective value of \(dv_z/dz\). So far, the posing of the last three boundary conditions has been rather heuristically motivated in all model variants available in literature and is under discussion. As the choice crucially affects the performance of the numerical solvers, we
aim for boundary conditions that are mathematically consistent to the model class and prevent the occurrence of artificial layers.

2. Asymptotic Consideration of Two-Phase Fiber Model Class

The focus of this section is on the derivation of asymptotically justified boundary conditions and the formulation of boundary value problems (BVP) for the two-phase fiber model class.

2.1. Non-dimensionalization. The two-phase fiber model class (1.1) assumes a steady spinning-setup. Thus, the mass flux is constant, i.e., \( W = (v_z A) \text{ const} \) for all \( z \in [0, L] \), and the cross-sectional area \( A \) can be expressed by the axial velocity \( v_z \) and is no longer an unknown. Our strategy to make the fiber model dimensionless is essentially for the subsequent asymptotic consideration. In particular it differs from the one in [6, 11]. For each dimensional quantity \( y \) we introduce a dimensionless one \( y^* \) as \( y^*(z^*) = y(z_0 z^*) / y_0 \) with reference value \( y_0 \). The respective reference values and the resulting dimensionless numbers are listed in Table 2.1. Consequently, \( z^* \in [0, 1] \) and \( W^* = 1 \) hold. To simplify the notation we suppress the index * from now on.

| Reference values |
|------------------|
| Description      | Formula          | Unit   |
| Length           | \( z_0 = L \)   | m      |
| Cross-sectional area | \( A_0 = A_{in} = \pi D_{in}^2 / 4 \) | m²     |
| Diameter         | \( D_0 = \sqrt{A_0} \) | m      |
| Velocity         | \( v_0 = v_{in} \) | m/s    |
| Temperature      | \( T_0 = T_{in} \) | K      |
| Configuration    | \( c_0 = \zeta \) | m²     |
| Free energy      | \( a_0 = G \)    | Pa     |
| Density          | \( \rho_0 = \rho(T_{in}, 0) \) | kg/m³  |
| Viscosity        | \( \mu_0 = \mu(T_{in}) \) | Pa s   |
| Heat capacity    | \( C_{p,0} = C_p(T_{in}, 0) \) | J/(kg K) |
| Heat of fusion   | \( \Delta H_{f,0} = \Delta H_f(T_{in}, 0) \) | J/kg   |
| Heat transfer coefficient | \( h_0 = h(v_{in}, D_{in}, T_{in}) \) | W/(m² K) |
| Stress           | \( \tau_0 = \mu_0 v_0 / z_0 \) | Pa     |
| Relaxation time  | \( \lambda_0 = \mu_0 / G \) | s      |
| Crystallization rate | \( K_0 = K_{max} \) | 1/s    |

| Dimensionless numbers |
|-----------------------|
| Description          | Formula               |
| Slenderness          | \( \epsilon = D_0 / z_0 \) |
| Reynolds             | \( Re = \rho_0 v_0 z_0 / \mu_0 \) |
| Froude               | \( Fr = v_0 / \sqrt{z_0 g} \) |
| Capillary            | \( Ca = \mu_0 v_0 / \gamma \) |
| Stanton              | \( St = h_0 / (C_{p,0} \rho_0 v_0) \) |
| Eckert               | \( Ec = v_o^2 / (C_{p,0} T_0) \) |
| Jakob                | \( Ja = C_{p,0} T_0 / (\Delta H_{f,0}) \) |
| Deborah              | \( De = \lambda_0 v_0 / z_0 \) |
| Damköhler           | \( Da_1 = K_0 z_0 / v_0 \) |
| Draw ratio           | \( Dr = v_{out} / v_{in} \) |

Table 2.1. Reference values used for non-dimensionalization and resulting characteristic dimensionless numbers. The indices in and out indicate boundary data at inlet and outlet, respectively.
dimensionless model system is then given by

\[
\begin{align*}
\text{Re} \frac{dv_z}{dz} &= \frac{d}{dz} \left( \frac{\tau_{zz} - \tau_{rr}}{\rho v_z} \right) - \pi \frac{1}{\epsilon^2} B \mu_a \left( v_z - v_z^\parallel \right) + \text{Re} \frac{1}{Fr^2} \frac{1}{v_z} + \sqrt{\pi} \frac{1}{\epsilon C_a} \frac{d}{dz} \left( \frac{1}{\sqrt{\rho v_z}} \right), \quad (2.2a) \\
\frac{dT}{dz} &= -2 \sqrt{\frac{\pi}{\epsilon}} \frac{St}{C_p} \left( T - T_{\infty} \right) + \frac{Ec}{\text{Re}} \frac{\tau_{zz} - \tau_{rr}}{C_p \rho v_z} \frac{dv_z}{dz} + \frac{1}{Ja} \frac{\Phi_{\infty} \Delta H_f}{C_p} \frac{d}{dz}, \quad (2.2b) \\
\frac{dc_{zz}}{dz} &= \frac{2}{v_z} \frac{c_{zz}}{dz} - \frac{1}{\text{De} \lambda \nu_z} \left( 1 - 1 + \alpha \frac{c_{zz}}{1 - x} \right) \left( \frac{c_{zz}}{(1 - x)^2} - 1 - x \right), \quad (2.2c) \\
\frac{dc_{rr}}{dz} &= \frac{c_{rr}}{v_z} \frac{dv_z}{dz} - \frac{1}{\text{De} \lambda \nu_z} \left( 1 - 1 + \alpha \frac{c_{rr}}{1 - x} \right) \left( \frac{c_{rr}}{(1 - x)^2} - 1 - x \right), \quad (2.2d) \\
\frac{\delta}{dz} \frac{dS_{zz}}{dz} &= - \frac{\sigma}{\text{De} \lambda \exp(Fx)v_z} + \delta \frac{1}{v_z} \left( 2S_{zz} + \frac{2}{3} - 2U_z(S_{zz}) \right) \frac{dv_z}{dz}, \quad (2.2e) \\
\frac{dx}{dz} &= Da_1 K \frac{1 - x}{v_z}, \quad (2.2f) \\
\frac{da}{dz} &= - \frac{1}{\text{De} \lambda \nu_z (1 - x)^2} \frac{c_{zz} - c_{rr}}{v_z (1 - x)} \frac{dv_z}{dz}, \quad (2.2g)
\end{align*}
\]

with

\[
\begin{align*}
\tau_{zz} &= \frac{1}{\text{De}} \left( \frac{c_{zz}}{1 - x} - 1 + 3S_{zz} \right) + 6 \delta \lambda \exp(Fx) U_z(S_{zz}) \frac{dv_z}{dz}, \quad (2.2h) \\
\tau_{rr} &= \frac{1}{\text{De}} \left( \frac{c_{rr}}{1 - x} - 1 - \frac{3}{2} S_{zz} \right) + 6 \delta \lambda \exp(Fx) U_r(S_{zz}) \frac{dv_z}{dz}, \quad (2.2i)
\end{align*}
\]

The system contains a second derivative of \( v_z \), when inserting the equations for the stress tensor components \( \tau_{zz} \) and \( \tau_{rr} \) into the momentum equation (2.2a). We reformulate it as an explicit first order system by introducing the new independent variable, the acceleration, \( \omega = \frac{dv_z}{dz} \). Equation (2.2a) then becomes

\[
\begin{align*}
\frac{dv_z}{dz} &= \omega, \quad (3.3a) \\
\delta \mathcal{R}(T, S_{zz}, x) \frac{d\omega}{dz} &= \text{Re} \rho v_z \omega + \pi \frac{1}{\epsilon^2} B \mu_a \rho v_z \left( v_z - v_z^\parallel \right) - \text{Re} \frac{1}{Fr^2} \rho \\
&+ \left( \frac{\sqrt{\pi}}{2} \frac{1}{\epsilon C_a} \frac{1}{\sqrt{\rho v_z}} \right) \left( \omega + \frac{d\rho}{dz} v_z \right) \\
&+ \left( \frac{1}{\text{De}} \left( \frac{c_{zz} - c_{rr}}{1 - x} + \frac{9}{2} S_{zz} \right) + \delta \omega \mathcal{R}(T, S_{zz}, x) \right) \left( \frac{\omega}{v_z} + \frac{d\rho}{dz} \rho \right) \\
&- \frac{1}{\text{De}} \left( \frac{d}{dz} \left( \frac{c_{zz} - c_{rr}}{1 - x} \right) + \frac{9}{2} \frac{dS_{zz}}{dz} \right) - \delta \omega \frac{d}{dz} \mathcal{R}(T, S_{zz}, x) \quad (3.3b)
\end{align*}
\]

with \( \mathcal{R}(T, S_{zz}, x) = 6 \lambda(T) \exp(Fx) (U_z(S_{zz}) - U_r(S_{zz})) \).

2.2. Asymptotically justified boundary conditions. The dimensionless first order differential system contains a small model parameter \( \delta \), \( 0 < \delta \ll 1 \), we make use of in our asymptotic consideration. The parameter enters via the semi-crystalline relaxation time. According to [4, 6], it is chosen very small to achieve small relaxation times for the infinitesimal semi-crystalline phase at the beginning. The parameter occurs explicitly in the equations (2.2e) and (2.3b) for the orientation tensor component \( S_{zz} \) and the acceleration \( \omega \), respectively. We expand \( S_{zz} \) in a regular power series with respect to \( \delta \), i.e., \( S_{zz} = S_{zz}^{(0)} + \delta S_{zz}^{(1)} + O(\delta^2) \). Inserting this expansion into (2.2e), we find \( S_{zz}^{(0)} = 0 \) in leading order. Hence, we introduce the scaled variable \( S = S_{zz}/\delta \). We collect the variables as

\[
\mathbf{x} = (v_z, T, c_{zz}, c_{rr}, x, a), \quad \mathbf{y} = (S, \omega)
\]
and rearrange the equation system (2.2) under consideration of (2.3) in the form
\[
\begin{aligned}
\frac{dx}{dz} &= F(x, y; \delta), \\
\delta \begin{pmatrix} 1 \\ 0 \end{pmatrix} &= \mathcal{G}(x, y; \delta),
\end{aligned}
\]
(2.4a)

with \( \mathcal{R}(x, y; \delta) = 6\lambda(T)\exp(Fx) \) (\( \mathcal{U}(\delta S) - \mathcal{U}(\delta S) \)). In the asymptotic limit \( \delta \to 0 \), the fiber model degenerates to a differential-algebraic system of index 1, where the equations (2.4b) for \( y = (S, \omega) \) become algebraic relations, i.e.,
\[
0 = \mathcal{G}(x, y; 0).
\]
(2.5)

So, \( x \) are the dynamic variables and \( y \) the algebraic ones.

In the context of perturbation theory, the fiber model is described by a \( \delta \)-perturbed differential system of first order. Boundary layers or even discontinuities in the solutions are to be expected in the case of a singular perturbation, when the posed boundary conditions are not consistent to the algebraic relations (2.5). This can be observed in, e.g., [6], where a vanishing orientation tensor component is prescribed. We propose a regular perturbation. To set up suitable boundary conditions we use the asymptotic derivation presented in Appendix A. Imposing the algebraic relations (2.5) as boundary conditions yields a regular perturbation of zeroth order. We impose the \( \delta \)-extended relations
\[
0 = \delta \frac{\partial x}{\partial x} \mathcal{G}(x, y; 0) \cdot F(x, y; \delta) + \frac{\partial y}{\partial x} \mathcal{G}(x, y; 0) \cdot \begin{pmatrix} 1 \\ 0 \end{pmatrix} = \begin{pmatrix} 1 \\ 1/\mathcal{R}(x, y; \delta) \end{pmatrix} \cdot \mathcal{G}(x, y; \delta)
\]
as boundary conditions which implies a regular perturbation of first order in \( \delta \) (i.e., consistency up to terms of \( \mathcal{O}(\delta^2) \)) and results in regular solutions without any layers as we will show.

**Remark 1.** The function \( \mathcal{G} \) in (2.4b) has a special structure in \( \delta \), i.e.,
\[
\mathcal{G}(x, y; \delta) = \left( \begin{array}{c} S_0(x, y) + \delta S_1(x, y; \delta) \\ \Omega_0(x, y) + \delta \Omega_1(x, y; \delta) \end{array} \right)
\]
(2.7)

with
\[
\begin{aligned}
S_0(x, y) &= -\frac{\sigma S}{\text{De}} \lambda \exp(Fx) v_z + \frac{2 \omega}{5 v_z}, \\
S_1(x, y; \delta) &= 2(S - \mathcal{U}(S; \delta)) \frac{\omega}{v_z}, \\
\mathcal{U}(S; \delta) &= -\frac{81}{8} \delta^4 S^5 + \frac{675}{56} \delta^3 S^4 - \frac{36}{35} \delta^2 S^3 - \frac{9}{10} \delta S^2 + \frac{11}{14} S, \\
\Omega_0(x, y) &= \text{Re} \left( \rho \omega + \frac{1}{\epsilon} B \rho v_z \left( v_z - v_z^0 \right) \right) - \frac{\sqrt{\pi}}{2 \epsilon} \frac{1}{\text{De}} \frac{S}{\sqrt{\rho v_z}} \\
&\quad+ \frac{1}{\text{De}} \left( \frac{c_{zz} - c_{rr}}{1 - x} \left( \frac{\omega}{v_z} + \frac{1}{\text{De}} \frac{\rho v_z}{dz} \right) - \frac{d}{dz} \frac{S_1(x, y; \delta)}{1 - x} \right) - \frac{9}{2 \text{De}} S_0(x, y), \\
\Omega_1(x, y; \delta) &= \left( \frac{9}{2 \text{De}} S + \mathcal{R}(x, y; \delta) \right) \left( \frac{\omega}{v_z} + \frac{1}{\text{De}} \frac{\rho v_z}{dz} \right) - \frac{9}{2 \text{De}} S_1(x, y; \delta) - \frac{d}{dz} (x, y; \delta) \omega.
\end{aligned}
\]

Note that in \( \Omega_0 \) and \( \Omega_1 \) the notation of the derivative is used as abbreviation for the respective expression in terms of the variables \( (x, y) \).

In the asymptotic limit \( (\delta = 0) \) the algebraic relations particularly read
\[
0 = \mathcal{G}(x, y; 0) = (S_0(x, y), \Omega_0(x, y))^T.
\]
(2.8)

The asymptotic consideration reveals that for small semi-crystalline relaxation times (for small \( \delta \)) the orientation tensor component is proportional to the acceleration which mainly arises from the amorphous melt,
\[
S_{zz} = \delta S = \frac{2 \text{De}}{5} \lambda \exp(Fx) \omega + \mathcal{O}(\delta^2), \quad \omega = \omega^{(0)} + \mathcal{O}(\delta).
\]

Here, \( \omega^{(0)} \) denotes the acceleration associated to \( \Omega_0(x, y) = 0 \).
2.3. Regularly perturbed boundary value problems. For the flow-enhanced crystallization in fiber spinning we adjust the model variants of Doufas et al. [6] and Shrikhande et al. [11]. We present regularly perturbed boundary value problems and discuss their differences and advantages over the models from the original literature.

Non-crystallizing fiber. A non-crystallizing fiber model results from the two-phase model (2.2) in the limit for vanishing semi-crystalline relaxation time and Damköhler number, i.e., $\delta = 0$ and $\text{Da}$ = 0. In the limit the algebraic relations (2.8) and $dx/dz \equiv 0$ hold, moreover the equation for the stored free energy $a$ decouples from the system. The crystallinity $x$ and the orientation tensor component $S_{zz}$ are zero along the spinline. The remaining first order differential system for $v_z$, $T$, $c_{zz}$ and $c_{rr}$ embedded in a boundary value problem for fiber spinning reads as follows.

System 1 (BVP for non-crystallizing fiber).

\[
\begin{align*}
\frac{dv_z}{dz} &= \omega_{am}, \\
\frac{dT}{dz} &= -2\sqrt{\pi} \frac{St}{\varepsilon} \frac{\rho}{C_p \sqrt{\rho v_z}} (T - T_a) + \frac{Ec}{Re \, De} \frac{c_{zz} - c_{rr}}{\sqrt{\rho v_z}} \omega_{am}, \\
\frac{dc_{zz}}{dz} &= \frac{2}{v_z} \omega_{am} - \frac{1}{De \, \lambda v_z} (1 - \alpha + \alpha c_{zz})(c_{zz} - 1), \\
\frac{dc_{rr}}{dz} &= \frac{1}{De \, \lambda v_z} (1 - \alpha + \alpha c_{rr})(c_{rr} - 1).
\end{align*}
\]

Boundary conditions at inlet $z = 0$ and outlet $z = 1$:

\[
v_z(0) = 1, \quad v_z(1) = Dr, \quad T(0) = 1, \quad c_{zz}(0) + 2c_{rr}(0) = 3.
\]

We assume here the resolvability of the algebraic relation $\Omega_0(x, y) = 0$ for $\omega$ (cf. Remark 1). With $S_0(x, y) = 0$, the expression $\omega_{am}$ stands for the acceleration arising in the amorphous melt, i.e.,

\[
\omega_{am} = \left( \frac{Re \, \rho v_z - \frac{1}{De} \frac{c_{zz}}{v_z} + \sqrt{\pi} \frac{1}{2} \frac{1}{\varepsilon \, Ca} \sqrt{\frac{\rho}{v_z}} + \frac{dp}{dT} \V_1}{1 + \frac{1}{De^2} \frac{1}{\lambda v_z} \left( (1 - \alpha + \alpha c_{rr})(c_{rr} - 1) - (1 - \alpha + \alpha c_{zz})(c_{zz} - 1) \right)} \right),
\]

\[
\begin{align*}
\V_1 &= \frac{Ec}{Re \, De \, C_p \rho} \left( \frac{\sqrt{\pi}}{2} \frac{1}{\varepsilon \, Ca} + \frac{1}{De} \frac{c_{zz} - c_{rr}}{\sqrt{\rho v_z}} \frac{1}{\sqrt{\rho v_z}} \right), \\
\V_2 &= \sqrt{\pi} \frac{h}{C_p \rho} \frac{h}{(T - T_a)} \left( \frac{\sqrt{\pi}}{2} \frac{1}{\varepsilon \, Ca} + \frac{2}{De} \frac{c_{zz} - c_{rr}}{\sqrt{\rho v_z}} \frac{1}{\sqrt{\rho v_z}} \right).
\end{align*}
\]

The boundary value problem is obviously unperturbed. The boundary conditions reflect the spinning set-up with prescribed velocities at inlet and outlet (with draw ratio Dr). The stated relation for the conformation tensor components accounts for the viscous fiber behavior at the inlet, cf. [6]. System 1 with constant fiber density $\rho$ particularly coincides with the one-phase model that is used in [6] before the onset of crystallization. The consideration of a temperature-dependent fiber density results here in the additional expressions $V_1$ and $V_2$.

Flow-enhanced stress-driven crystallization with variable onset along the spinline. For the fiber spinning model with stress-driven crystallization with variable onset, we propose two regularly perturbed boundary value problems with a free interface. The interface is the point of crystallization onset $z^0 \in [0, 1]$ that is an unknown of the problem and implicitly determined by a certain reached melt temperature, i.e., $T(z^0) = T^0$. The further variables are $v_z$, $T$, $c_{zz}$ and $c_{rr}$ before as well as after onset of crystallization, and additionally $x$, $S$ and $\omega$ after onset of crystallization.
System 2 (Free interface-BVP for two-phase flow with variable onset of crystallization).

Before onset of crystallization, \( z \in [0, z^\circ) \):

\[
\begin{align*}
\frac{dv_z}{dz} &= \omega_{am}, \\
\frac{dT}{dz} &= -2\sqrt{\pi} \frac{h}{C_p \sqrt{\rho v_z}} (T - T_a) + \frac{Ec}{Re} \frac{c_{zz} - c_{rr}}{C_p \rho v_z} \omega_{am}, \\
\frac{dc_{zz}}{dz} &= \frac{2c_{zz} \omega_{am}}{v_z} - \frac{1}{De \lambda v_z} (1 - \alpha + \alpha c_{zz})(c_{zz} - 1), \\
\frac{dc_{rr}}{dz} &= -\frac{c_{rr} \omega_{am}}{v_z} - \frac{1}{De \lambda v_z} (1 - \alpha + \alpha c_{rr})(c_{rr} - 1).
\end{align*}
\]

After onset of crystallization, \( z \in (z^\circ, 1] \):

\[
\begin{align*}
\frac{dv_z}{dz} &= \omega, \\
\delta \mathcal{R}(x, y; \delta) \frac{d\omega}{dz} &= \Omega_0(x, y) + \delta \Omega_1(x, y; \delta), \\
\frac{dT}{dz} &= -2\sqrt{\pi} \frac{h}{C_p \sqrt{\rho v_z}} (T - T_a) + \frac{Ec}{Re} \frac{\tau_{zz} - \tau_{rr}}{C_p \rho v_z} \omega + \frac{Da_t}{\lambda a} \Phi \Delta h K \frac{1 - x}{v_z}, \\
\frac{dc_{zz}}{dz} &= \frac{2c_{zz} \omega}{v_z} - \frac{1}{De \lambda v_z} \left(1 - \alpha + \alpha \frac{c_{zz}}{1 - x}\right) \left(\frac{c_{zz}}{(1 - x)^2} - \frac{1}{1 - x}\right), \\
\frac{dc_{rr}}{dz} &= -\frac{c_{rr} \omega}{v_z} - \frac{1}{De \lambda v_z} \left(1 - \alpha + \alpha \frac{c_{rr}}{1 - x}\right) \left(\frac{c_{rr}}{(1 - x)^2} - \frac{1}{1 - x}\right), \\
\delta \frac{dS}{dz} &= S_0(x, y) + \delta S_1(x, y; \delta), \\
\frac{dx}{dz} &= Da_t K(T, \tau_{zz}, \tau_{rr}) \frac{1 - x}{v_z}
\end{align*}
\]

with \( \omega_{am} \) of (2.9), the asymptotic \( \delta \)-associated expressions of (2.7) and

\[
\begin{align*}
\tau_{zz} &= \frac{1}{De} \left(\frac{c_{zz}}{1 - x} - 1 + 3\delta S\right) + 6\delta \lambda \exp(Fx) U_z(\delta S) \omega, \\
\tau_{rr} &= \frac{1}{De} \left(\frac{c_{rr}}{1 - x} - 1 - 3\delta S\right) + 6\delta \lambda \exp(Fx) U_z(\delta S) \omega.
\end{align*}
\]

Interface condition for onset of crystallization: \( T(z^\circ) = T^0 \).

Boundary conditions at inlet \( z = 0 \), outlet \( z = 1 \) and interface \( z = z^\circ \):

\[
\begin{align*}
v_z(0) &= 1, & v_z(1) &= Dr, & T(0) &= 1, & c_{zz}(0) + 2c_{rr}(0) &= 3, \\
x(z^\circ) &= 0, & \lim_{z \uparrow z^\circ} (v_z, T, c_{zz}, c_{rr})(z) &= \lim_{z \downarrow z^\circ} (v_z, T, c_{zz}, c_{rr})(z), \\
\text{Case A:} & & \omega(z^\circ) &= \lim_{z \uparrow z^\circ} \frac{dv_z}{dz}(z), & S_0(x(z^\circ), y(z^\circ)) &= 0, \\
\text{Case B:} & & 0 &= \delta \partial_x G(x, y; 0) \cdot F(x, y; \delta) + \partial_y G(x, y; 0) \cdot \begin{pmatrix} 1 & 0 \\ 0 & 1/Re \end{pmatrix} \cdot \mathbf{G}(x, y; \delta) \bigg|_{(x, y) = (x(z^\circ), y(z^\circ))}.
\end{align*}
\]

The boundary conditions at inlet and outlet reflect the spinning set-up. The conditions at the interface ensure the continuity of the quantities that occur along the whole spine line and the consistent initialization of the crystallinity. Note that as for the asymptotically justified conditions at the interface we distinguish two cases. Case A represents zeroth-order boundary conditions that coincide with the algebraic relations (2.5). Acceleration and orientation stress tensor are initialized with respect to the state before onset of crystallization where \( \delta = 0 \) and \( Da_t = 0 \). From \( \Omega_0(x(z^\circ), y(z^\circ)) = 0 \) and \( S_0(x(z^\circ), y(z^\circ)) = 0 \) with \( Da_t = 0 \) and \( x(z^\circ) = 0 \), we conclude that

\[
\begin{align*}
\omega(z^\circ) &= \omega_{am}(z^\circ), & S_{zz}(z^\circ) &= \delta \frac{2}{5} \frac{De}{\sigma} \lambda(T^0) \omega_{am}(z^\circ).
\end{align*}
\]
Thus, acceleration and orientation tensor component at the point of crystallization onset are determined by the acceleration of the amorphous melt (cf. (2.9) and Remark 1). As continuity of the acceleration is imposed, continuous derivatives for all quantities that occur along the whole spinline can be expected. However, this might go with a moderate layering in the derivatives of the algebraic variables, since terms of the order $O(\delta)$ are ignored in the conditions. Case B represents first-order boundary conditions where higher order terms are taken into account by imposing (2.6). We expect no layering in the derivatives of the algebraic variables, while discontinuities in the derivatives of the other quantities can occur at the interface. These jumps are (mathematically) reasonable due to the switching of the model equations at the interface (from $\delta = \text{Da}_1 = 0$ to $\delta \neq 0$, $\text{Da}_1 \neq 0$), they are common in interface problems in literature. We point out that both cases are viable possibilities to close the interface-boundary value problem, both imply regularly perturbed systems. The resulting differences in the solutions are investigated in Section 3.

In Doufas et al. [5, 6, 7] the flow-enhanced crystallization is handled via a switching approach in a numerical shooting method. At first, the one-phase model is used until $z^0$ is found via $T(z^0) = T^0$. Then, the two-phase model with stress-driven crystallization is applied to the spinline part $z$, using $\omega(z^0) = \omega_{am}(z^0)$ and $S_{zz}(z^0) = 0$. This procedure involves inaccuracies regarding the position of onset of crystallization, since effects of the two-phase flow do not enter equally in the determination of $z^0$. Moreover, the condition $S_{zz}(z^0) = 0$ yields layering due to the present small $\delta$.

**Remark 2.** Due to the stress-dependent crystallization rate $K(T, \tau_{zz}, \tau_{rr})$, the crystallinity $x$ can approach one in certain spinning setups. The raising singularities in the right hand side of the model equations cause then the break-down of the numerical solvers. Whereas Doufas et al. performed a model switching by setting $K \equiv 0$ for $x \geq x_{\text{crit}}$ and accepted a non-differentiable solution at the switching point, we propose a regularization to ensure smooth solutions and, consequently, good solver convergence behavior. Moreover, it is beneficial for the numerical treatment to transform System 2 such that the free interface becomes a fixed boundary and the unknown $z^0$ is shifted into the differential equations. See Appendix D.2 for details.

**Flow-enhanced crystallization driven by free stored energy with onset at inlet.** For the spinning of the two-phase fiber flow with free stored energy-driven crystallization with onset at the inlet, we propose the following regularly perturbed boundary value problem for $v_z$, $T$, $c_{zz}$, $c_{rr}$, $x$, $S$, $\omega$ and the free stored energy $a$.

**System 3** (BVP for two-phase flow with onset of crystallization at inlet).

\[
\frac{dv_z}{dz} = \omega, \\
\delta R(x, y; \delta) \frac{d\omega}{dz} = \Omega_0(x, y) + \delta \Omega_1(x, y; \delta), \\
\frac{dT}{dz} = \frac{2}{\sqrt{\pi}} \alpha \frac{\text{St}}{\epsilon} \frac{h}{C_p \rho v_z} (T - T_0) + \frac{\text{Ec} \tau_{zz} - \tau_{rr}}{\text{Re} C_p \rho v_z} \omega + \frac{\text{Da}_1}{C_p} \frac{\Phi_{\infty} \Delta H_1 K}{v_z} 1 - x, \\
\frac{dc_{zz}}{dz} = \frac{2 c_{zz}}{v_z} \omega - \frac{1}{\text{De} \lambda v_z} \left(1 - \alpha + \alpha \frac{c_{zz}}{1 - x} \right) \left(\frac{c_{zz}}{(1 - x)^2} - \frac{1}{1 - x}\right), \\
\frac{dc_{rr}}{dz} = \frac{c_{rr}}{v_z} \omega - \frac{1}{\text{De} \lambda v_z} \left(1 - \alpha + \alpha \frac{c_{rr}}{1 - x} \right) \left(\frac{c_{rr}}{(1 - x)^2} - \frac{1}{1 - x}\right), \\
\frac{dS}{dz} = S_0(x, y) + \delta S_1(x, y; \delta), \\
\frac{dx}{dz} = \text{Da}_1 \frac{K(T, a)}{v_z} \frac{1 - x}{v_z}, \\
\frac{da}{dz} = -\frac{1}{\text{De} \lambda v_z (1 - x)^2} + \frac{c_{zz} - c_{rr}}{v_z (1 - x)} \omega
\]
with the asymptotic \( \delta \)-associated expressions of \((2.7)\) and
\[
\begin{align*}
\tau_{zz} &= \frac{1}{\text{De}} \left( \frac{c_{zz}}{1 - x} - 1 + 3\delta S \right) + 6\delta \lambda \exp(Fx) U_z(\delta S) \omega, \\
\tau_{rr} &= \frac{1}{\text{De}} \left( \frac{c_{rr}}{1 - x} - 1 - \frac{3}{2} \delta S \right) + 6\delta \lambda \exp(Fx) U_r(\delta S) \omega.
\end{align*}
\]

Boundary conditions at inlet \( z = 0 \) and outlet \( z = 1 \):
\[
\begin{align*}
v_z(0) &= 1, & v_z(1) &= Dr, & T(0) &= 1, \\
x(0) &= 0, & a(0) &= 0, & c_{zz}(0) + 2c_{rr}(0) &= 3,
\end{align*}
\]

\[
0 = \delta \partial_x G(x, y; 0) \cdot F(x, y; \delta) + \partial_y G(x, y; 0) \cdot \begin{pmatrix} 1 \\ 0 \end{pmatrix} \cdot G(x, y; \delta) \bigg|_{(x, y) = (x(0), y(0))}.
\]

The spinning setup provides the boundary conditions for \( v_z, T \) and \( a \). As the point of crystallization onset is assumed to be in the nozzle, the crystallinity \( x \) is zero here. The viscous relation for the conformation tensor components accounts for the microstructural behavior before spinning as in System 1 and System 2. The two asymptotically justified boundary conditions of first order ensure a regular solution behavior for small \( \delta \).

In Shrikhande et al. [11] the following boundary conditions are imposed in place of our three last described ones, i.e.,
\[
C_i(x(0), y(0); P^*) = 0, \quad i = 1, 2, 3
\]
with the parameter \( P^* \) chosen as a guess for the unknown quantity \( \text{d}\omega/\text{d}z(0) \) and
\[
\begin{align*}
C_1(x, y) &= \text{Re} \rho v_z \omega - \frac{\text{Re}}{\text{Fr}^2} \rho + \sqrt{\pi} \frac{1}{2} \frac{\rho}{v_z} \omega + \frac{1}{\text{De}} \left( (c_{zz} - c_{rr}) \omega \right) - \frac{d}{dz}(c_{zz} - c_{rr}), \\
C_2(x, y; P) &= \omega \left( \frac{\omega}{v_z} - \frac{d \lambda}{\lambda dz} \right) - P, \\
C_3(x, y) &= \frac{9}{2} \frac{1}{\text{De}} \left( S_{zz} \frac{\omega}{v_z} - \frac{d S_{zz}}{dz} \right) - 6\delta \lambda \omega \frac{d}{dz} \left( \exp(Fx) \left( U_z(S_{zz}) - U_r(S_{zz}) \right) \right).
\end{align*}
\]

Note that the fiber density \( \rho \) is taken as constant in [11]. The boundary conditions are motivated from a partitioning of \((2.3b)\) under some simplifying assumptions on the flow at the inlet. We point out that the two-phase fiber model is not closed with \((2.10)\) due to the additionally introduced parameter \( P \). Its choice crucially affects the solution behavior as we will show. Moreover, when considering \((2.10)\) with fixed \( P^* \) as an equation system for the unknown inlet boundary values \((c_{rr}, \omega, S_{zz})(0)\), e.g., in the context of a numerical shooting method as in [11], the nonlinear fully coupled system allows for several solutions.

**Remark 3** (Shrikhande-like boundary conditions). As for \((2.10)\), the mentioned problems can be also overcome when closing the model system by help of an additional equation for the free parameter \( P \). Including the viscous relation for the conformation tensor components at the inlet, \( C_2(x(0), y(0); P) = 0 \) becomes an equation for \( P \) and can be eliminated. Since
\[
\begin{align*}
C_1(x, y) &= \left[ \Omega_0(x, y) + \frac{9}{2} \frac{1}{\text{De}} S_0(x, y) \right]_{\rho=\text{const}, B=\text{Da}=0} = \omega_{am} \bigg|_{\rho=\text{const}, B=0}, \\
C_3(x, y) &= \left[ -\frac{9}{2} \frac{1}{\text{De}} S_0(x, y) + \delta \left( \Omega_1(x, y; \delta) - R(x, y; \delta) \right) \omega \left( \frac{\omega}{v_z} - \frac{1}{\lambda dz} \right) \right]_{\rho=\text{const}}.
\end{align*}
\]
(cf. (2.7)), the resulting equation system partially decouples and yields a unique expression for $(c_{rr}, \omega, S_{zz})(0)$. Rejecting the simplifications $\rho = \text{const}$, $B = 0$ motivates the following Shrikhande-like boundary conditions, i.e.,

$$c_{zz}(0) + 2c_{rr}(0) = 3, \quad \left[ \Omega_0 + \frac{9}{2} \frac{1}{\Delta e} S_0 \right]_{\Omega(0)} (x(0), y(0)) = 0,$$

$$-\frac{9}{2} \frac{1}{\Delta e} S_0 + \delta \left( \Omega_1 - \mathcal{R} \omega \left( \frac{\omega}{v_z} - \frac{1}{\lambda} \frac{d \lambda}{dz} \right) \right)_{(x,y)=(x(0),y(0))} = 0$$

(2.11)

where the acceleration is initialized with respect to the amorphous melt, i.e., $\omega_{\text{am}}(0) = 0$, cf. (2.9). Since the last condition contains additional terms of $\mathcal{O}(\delta)$, more appropriate approximations of $d \omega / dz$ near the inlet than with our zeroth-order boundary conditions (i.e., $S_0(x(0), y(0)) = 0$ and $\Omega_0(x(0), y(0)) = 0$) can be expected for small $\delta$. However, the approximation quality of our first-order boundary conditions cannot be reached due to the incomplete asymptotics (see Section 3).

3. IMPACT ON NUMERICAL SOLVERS AND RESULTS

In this section we investigate the impact of our asymptotically justified boundary conditions on the simulations and their performance. We discuss the effect on the solution behavior and highlight the computational improvements.

As test case we consider the high-speed melt spinning setup of Nylon-66 from Doufas et al. (labeled as S01 in [7]), where rapid crystallization occurs along the spinline due to the cooling quench air. It has also served as a test example by Shrikhande et al. in [11]. All relevant physical, rheological and model parameters as well as the setup-specific reference values can be found in Appendix C. For the numerical treatment of the boundary value problems we employ a continuation-collocation scheme which has been successfully used in various fiber formation processes, see, e.g., [1, 2, 12, 13]. For further information on the numerics we refer to Appendix D. We note that our collocation-continuation method has some advantages over the shooting approach in [7, 11]. However, the computational improvements gained by our boundary conditions are independent of the used method.

All computations have been performed in MATLAB (version R2020a) on a system with an Intel Core i7-8665u CPU (4 cores, 8 threads) and 16GBytes of RAM.

3.1. RESULTS AND BOUNDARY LAYERS. For the melt spinning setup the stress-driven model (System 2) predicts a crystallinity value of one at the end of the spinline, whereas the (free stored) energy-driven model (System 3) provides a significantly lower value at the take-up. The more rapid crystallization process results in a steeper curvature of the velocity profile as well as a higher temperature increase due to crystallization. Our simulation results are in accordance with literature and presented below in the dimensionless fiber quantities. Our asymptotically justified boundary conditions lead to the same fiber behavior on the macro (fiber) scale as the original boundary conditions presented below in the dimensionless fiber quantities. Our asymptotically justified boundary conditions cannot be reached due to the incomplete asymptotics (see Section 3).

Stress-driven model. For the stress-driven model (StMod) the (dimensionless) derivatives of $\omega$, $S_{zz}$, $c_{zz}$ and $c_{rr}$ are shown in Fig. 3.2. In agreement with [11], the original boundary conditions by Doufas et al. lead to the formation of a strong boundary layer with large derivatives at the point of crystallization onset, here $z^0 \approx 0.0485$. This is the interface location along the spinline where the fiber model switches between the describing non-crystallizing and crystallizing equations. Both sets of our asymptotically justified boundary conditions (Case A and Case B) drastically reduce the layering and avoid the occurrence of high derivatives in the vicinity of the point of crystallization onset, as the values in this region are consistent to the values outside of it. The differences of Case A and Case B are illustrated in Fig. 3.3. Case A is related to a zeroth-order asymptotics in $\delta$. It uses a continuous initialization of $\omega$ and $S_{zz}$ at the interface with respect to the states before onset of crystallization. Consequently, the quantities that exists along the entire spinline (e.g., the
conformation tensor components) are smooth, i.e., they have continuous derivatives. The quantities $\omega$ and $S_{zz}$ themselves imprint a slight layering in the derivatives due to the switching from the non-crystallizing equations $\delta = D_{\alpha I} = 0$ to the crystallizing equations $\delta \neq 0$, $D_{\alpha I} \neq 0$. Case B, in contrast, accounts for the model switching by handling the point of crystallization onset as a non-smooth interface. Considering $\omega$ and $S_{zz}$ exclusively as quantities of the crystallizing equations, the first-order asymptotics provides initializations for which $\omega$ and $S_{zz}$ have constant derivatives without any layer formation, i.e., the proposed boundary conditions match very well the global behavior. But in this case the other quantities compensate the model switching with a jump in the derivatives at the interface (cf. $d c_{zz}/dz$, $d c_{rr}/dz$ in Fig. 3.3). From the mathematical point of view, the two cases demonstrate the possible treatment of the interface, i.e., smooth versus non-smooth. They are equal in importance.
In the considered melt spinning setup the crystallinity $x$ of the stress-driven model approaches one and its derivative zero. As discussed in Remark 2, the numerics may break down due to raising singularities. Doufas et al. [6] overcame this problem by introducing a stopping criterion and performing a model switching. The price to pay is a non-differentiable solution at the switching point and an error-prone numerics. We propose a regularization to ensure smooth solutions and good solver properties. In particular, our reformulation of System 2 as a boundary value problem with fixed interface and regularization allows its very robust and efficient simulation as one cohesive model without any "switch-like conditions", see Appendix D.2 for details to the numerical treatment and Section 3.2 for the solver performance.
**Energy-driven model.** In the energy-driven model (EnMod) the point of crystallization onset is located at the inlet \( z = 0 \). Figure 3.4 illustrates the influence of the parameter \( P^* \) that has to be chosen in the original boundary conditions by Shrikhande et al. (2.10). Already small moderate variations in \( P^* \) involve pronounced changes in the boundary layer behavior. If the parameter is chosen poorly, this leads to an uncontrollable layering at the inlet due to the lack of a suitable boundary condition with respect to the conformation tensor components. In an attempt to minimize the occurring boundary layer by parameter tuning we found that \( P^* = 97.2095 \) yields the best results for Shrikhande’s boundary conditions in this special test case (cf. original work [11]). But even these boundary conditions produce a significant layering in the considered quantities. The behavior can be improved by the Shrikhande-like conditions (2.11) (cf. Remark 3), where the free parameter \( P^* \) is determined by the viscous relation for the conformation tensor components, i.e., \( c_{zz}(0) + 2c_{rr}(0) = 3 \), see Fig. 3.5. As expected, the Shrikhande-like conditions also lead to better results than our asymptotically justified zeroth-order conditions, as they contain some additional first-order terms in \( \delta \). However, the complete elimination of artificial layering (especially in \( \omega \) and \( S_{zz} \)) is guaranteed only by our first-order boundary conditions. They prescribe the boundary conditions consistently up to an error of \( O(\delta^2) \), here \( \delta = 0.02 \).
3.2. **Solver performance.** The elimination of artificial layering by means of our asymptotically justified boundary conditions has an impact on the computational performance of the numerical solvers. For prescribed error tolerances the required resolution significantly reduces. The number of grid points required in the boundary region as well as for the entire fiber are listed in Tab. 3.2. For the stress-driven model the number of grid points is reduced by about 55% in the boundary region compared to the conditions by Doufas et al., for the energy-driven model by about 35% compared to the conditions by Shrikhande et al. The total number of grid points is less in both model setups.

As another indication for an improvement to the numerics we point to the run time of the solver. The total run time for the stress-driven model is reduced by approximately 15%, from 367 seconds using Doufas’ boundary conditions to 311 seconds using our boundary conditions. For the energy-driven model there is no notable speed-up, when using the best fit parameter \( P^* = 97.2095 \).

However, note that this parameter must be readjusted for each test case which leads to a massive overhead in computing time. Moreover, the parameter tuning makes the numerics error-prone.

4. **Conclusion**

The focus of this paper was on the establishment of appropriate boundary conditions for the viscoelastic two-phase fiber model class by Doufas et al. [6] and Shrikhande et al. [11]. Our asymptotic analysis revealed that the model system of ordinary differential equations reduces to a system of differential-algebraic equations in the limit of a vanishing semi-crystalline relaxation time and that boundary layers might arise due to a singular perturbation. By deducing asymptotically justified boundary conditions for the point of crystallization onset, we formulated regularly
Figure 3.5. EnMod with our first-order and zeroth-order (red □; solid and dashed line) as well as Shrikhande’s and Shrikhande-like (blue ○; solid and dashed line) boundary conditions.

|                                | boundary region | entire spinline |
|--------------------------------|-----------------|-----------------|
| Interval length                |                 |                 |
| **Stress-driven model**        |                 |                 |
| Case A (zeroth-order boundary conditions) | 26              | 517             |
| Case B (first-order boundary conditions) | 26              | 517             |
| Doufas’ boundary conditions    | 58              | 558             |
| **Energy-driven model**        |                 |                 |
| First-order boundary conditions| 35              | 318             |
| Zeroth-order boundary conditions| 36              | 305             |
| Shrikhande’s boundary conditions| 57              | 334             |
| Shrikhande-like boundary conditions| 37              | 316             |

Table 3.2. Required resolution (number of grid points) using our numerical solver with relative error tolerance $O(10^{-5})$ and absolute error tolerance $O(10^{-10})$.

perturbed boundary value problems. In the application for high-speed melt spinning of Nylon-66 our simulation results are in good agreement with literature. The effects of our boundary conditions on the overall solution behavior are restricted to a small region near the crystallization onset, while the achieved computational improvements are remarkably large. Since the occurrence of large boundary layers and artificial discontinuities are prevented, the resolution (number of grid points) required for the same accuracy is reduced. This is accompanied by less computational effort and faster run times. Moreover, the numerics becomes robust, as ambiguities and parameter tunings are avoided. The achieved performance enhancement enables design and optimization of industrial spinning processes that feature thousands of fibers and two-way coupled fiber-air-interactions.
APPENDIX A. ASYMPTOTIC DERIVATION OF BOUNDARY CONDITIONS

The task to find appropriate closing boundary conditions for the viscoelastic fiber model class can be embedded in the following general asymptotic consideration. Given a $\delta$-perturbed system of first-order ordinary differential equations on $I = (0, 1)$ of the form

\[
\frac{dx}{dz} = F(x, y; \delta), \quad 0 < \delta \ll 1, \quad (A.1a)
\]
\[
\delta \frac{dy}{dz} = G(x, y; \delta), \quad (A.1b)
\]
\[
0 = H(x(0), x(1)) \in \mathbb{R}^N \quad (A.1c)
\]

for the unknowns $x : I \to \mathbb{R}^N$ and $y : I \to \mathbb{R}^M$. The question is how to choose the remaining $M$ boundary conditions to obtain a regularly perturbed boundary value problem.

In the asymptotic limit $\delta = 0$ the equations degenerate to a differential-algebraic system, where (A.1b) become algebraic relations. In case of a singular perturbation, the remaining boundary conditions to be posed are not consistent to the algebraic relations, which causes the raising of boundary layers or even the occurrence of discontinuities in the solution for $\delta \geq 0$. A regular perturbation preventing this can be derived as follows.

Assuming a regular expansion of the unknowns in $\delta$, i.e., $x = \sum_i \delta^i x^{(i)}$ and $y = \sum_i \delta^i y^{(i)}$, we formally expand (A.1b) in $\delta$ and search for boundary conditions that satisfy (A.1b) up to an error of $O(\delta^{p+1})$ for $p \in \mathbb{N}_0$. We refer to them as $p$th-order boundary conditions. They yield regular perturbations of $p$th order. In zeroth order, we find from (A.1b)

\[
0 = G(x^{(0)}, y^{(0)}; 0), \quad (A.2)
\]

consequently, the algebraic relations $0 = G(x, y; 0)$ themselves give zeroth-order boundary conditions. For first-order boundary conditions we proceed from (A.1b) in the form

\[
\delta \frac{dy^{(0)}}{dz} + O(\delta^2) = G(x, y; \delta) \quad (A.3)
\]

and derive a $\delta$-consistent expression for $dy^{(0)}/dz$. Differentiating (A.2) with respect to $z$ and using (A.1a) yields

\[
0 = \partial_x G(x^{(0)}, y^{(0)}; 0) \cdot F(x^{(0)}, y^{(0)}; 0) + \partial_y G(x^{(0)}, y^{(0)}; 0) \cdot \frac{dy^{(0)}}{dz}.
\]

Assuming the invertibility of $\partial_y G$, this involves an explicit expression for $dy^{(0)}/dz$ that keeps its accuracy in leading order even when in the function arguments the zeroth-order quantities are replaced by the full expansions and the $\delta$-dependence of $F$ is considered. Inserting it in (A.3), the relations

\[
0 = \delta \partial_x G(x, y; 0) \cdot F(x, y; \delta) + \partial_y G(x, y; 0) \cdot G(x, y; \delta)
\]

give first-order boundary conditions.

APPENDIX B. CLOSURE APPROXIMATION FOR SEMI-CRYSTALLINE PHASE

The closure approximations $U_z(S_{zz})$ and $U_r(S_{zz})$ for the semi-crystalline phase in (1.1) result from microstructural considerations (see [6]). They can be expressed as polynomials in the orientational tensor component $S_{zz}$, i.e.,

\[
U_z(S_{zz}) = -\frac{81}{8} S_{zz}^5 + \frac{675}{56} S_{zz}^4 - \frac{36}{35} S_{zz}^3 - \frac{9}{10} S_{zz}^2 + \frac{11}{14} S_{zz} + \frac{2}{15},
\]
\[
U_r(S_{zz}) = \frac{81}{16} S_{zz}^5 - \frac{675}{112} S_{zz}^4 + \frac{18}{35} S_{zz}^3 + \frac{9}{20} S_{zz}^2 + \frac{5}{14} S_{zz} - \frac{1}{15}.
\]
APPENDIX C. MELT SPINNING OF NYLON-66: CLOSING MODELS AND PARAMETERS

The test case, the melt spinning setup of Nylon-66, comes from [7], see also [11]. It is characterized by a high take-up velocity (large draw ratio) and a rapid crystallization due to the cooling quench air. The closing models and parameters used for the two-phase fiber models are briefly summarized in the following.

Material properties. The models for the fiber density \( \rho \), dynamic viscosity \( \mu \), specific heat capacity \( C_p \) and specific latent heat of crystallization \( \Delta H_t \) of a Nylon-66 fiber are taken from [6, 11]. The fiber density \( \rho \) is considered to be constant;

\[
\mu(T) = \mu_{\text{ref}} \exp \left( \frac{E_A}{E_1} T_1 + T_2 - T \right),
\]

\[
C_p(T, x) = C_{p}^{\text{ct}}(T) x \Phi_{\infty} + C_{p}^{\text{am}}(T) (1 - x \Phi_{\infty}),
\]

\[
C_{p}^{\text{ct}}(T) = C_{s1} + C_{s2}(T - T_1),
\]

\[
C_{p}^{\text{am}}(T) = C_{11} + C_{12}(T - T_1),
\]

\[
\Delta H_t(T) = \Delta H_{\text{ref}} + (C_{11} - C_{s1})(T - T_1) + (C_{12} - C_{s2}) \frac{(T - T_1)^2}{2}.
\]

For the values of referential viscosity \( \mu_{\text{ref}} \) [Pa s], activation energy \( E_A \) [J/mol], referential heat of crystallization \( \Delta H_{\text{ref}} \) [J/kg] and ultimate degree of crystallization \( \Phi_{\infty} \) see Table C.1, the other parameters are

\[
T_1 = 273.15 \text{ K}, \quad T_2 = 280 \text{ K}, \quad E_1 = 4599.05 \text{ J/mol},
\]

\[
C_{s1} = 1.255 \cdot 10^3 \text{ J/(kg K)}, \quad C_{s2} = 8.368 \text{ J/(kg K^2)},
\]

\[
C_{11} = 2.092 \cdot 10^3 \text{ J/(kg K)}, \quad C_{12} = 1.946 \text{ J/(kg K^2)}.
\]

The relaxation time \( \lambda \) is described with a constant shear modulus \( G \) as

\[
\lambda(T) = \frac{\mu(T)}{G}, \quad \frac{d\lambda}{dz} = -\lambda \frac{E_A}{E_1} \frac{T_1 + T_2}{T^2} \frac{dT}{dz}.
\]

The chosen values for the remaining model parameters that are associated to the two phases and the crystallization are listed in Table C.2.

Aerodynamic drag and heat transfer. The density \( \rho_a \), dynamic viscosity \( \mu_a \) and thermal conductivity \( k_a \) of the quench air are modeled as dependent on the temperature of fiber \( T \) and air \( T_a \), according to [6, 8],

\[
\rho_a(T) = \frac{2P}{(T + T_a)R_s},
\]

\[
\mu_a(T) = \beta_1 (0.5(T + T_a))^{1.5}
\]

\[
0.5(T + T_a) + \beta_2 ^{1.5}.
\]

\[
k_a(T) = \beta_3 (0.5(T + T_a))^{0.866}
\]

with pressure \( P = 1 \text{ atm} = 101325 \text{ Pa} \), specific gas constant of dry air \( R_s = 287.05 \text{ J/(kg K)} \) and the parameters

\[
\beta_1 = 1.446 \cdot 10^{-6} \text{ Pa s K}^{-0.5}, \quad \beta_2 = 113.9 \text{ K}, \quad \beta_3 = 1.880 \cdot 10^{-4} \text{ W/(mK)}^{1.866}.
\]

The dimensionless Bingham function \( B \) is related to the aerodynamic drag and can be interpreted as a local Bingham number,

\[
B(v_z, D, T) = 0.185 \left( \frac{\rho_a(T)}{\mu_a(T)} v_z D \right)^{0.39}.
\]

The heat transfer coefficient \( h \) is described by

\[
h(v_z, D, T) = 0.42k_a(T) \left( \frac{\rho_a(T)}{\mu_a(T)} v_z D \right)^{1/3} \left( 1 + \left( \frac{v_z}{v_z} \right)^{1/2} \right)^{1/6}.
\]
Physical and rheological parameters

| Description                                           | Symbol | Value     | Unit     |
|-------------------------------------------------------|--------|-----------|----------|
| Density                                               | $\rho$ | 1106      | kg/m$^3$ |
| Referential viscosity at 280°C                        | $\mu_{\text{ref}}$ | 126.05    | Pa s     |
| Activation energy                                     | $E_A$  | $5.6484 \cdot 10^4$ | J/mol    |
| Referential heat of crystallization                    | $\Delta H_{\text{ref}}$ | $2.0920 \cdot 10^5$ | J/kg     |
| Ultimate degree of crystallization                    | $\Phi_\infty$ | 0.5       | -        |
| Maximum crystallization rate                          | $K_{\text{max}}$ | 1.64      | 1/s      |
| Temperature of maximum crystallization rate            | $T_{\text{max}}$ | 423.15    | K        |
| Temperature half-width in crystallization rate         | $\Delta T$ | 80        | K        |
| Melt temperature at onset of crystallization           | $T^o$  | 538.15    | K        |
| Shear modulus                                         | $G$    | $1.1 \cdot 10^5$ | Pa       |
| Surface tension                                       | $\gamma$ | 0.036     | N/m      |

Table C.1. Physical and rheological parameters for Nylon-66 melt, [6, 11]. Note that no value for $\zeta = N_0 l^2 / 3 \text{ [m}^2\text{]}$ is given in the literature. Since it does not play a role in the dimensionless model variants, we also do not specify it.

Model parameters for two-phase flow

| Description                                           | Symbol | Value |
|-------------------------------------------------------|--------|-------|
| Giesekus mobility parameter                           | $\alpha$ | 0.5   |
| Anisotropic drag coefficient                          | $\sigma$ | 1.0   |
| Parameter for semi-crystalline relaxation time        | $F$    | 20    |
| Parameter for semi-crystalline relaxation time        | $\delta$ | 0.005 |
| for stress-driven model                               | $\delta$ | 0.02  |
| for energy-driven model                               | $\delta$ | 0.02  |
| Parameter for flow-enhanced crystallization           | $\xi$  | 0.06  |
| for stress-driven model                               | $\xi$  | 0.072 |
| for energy-driven model                               | $\xi$  | 0.072 |

Table C.2. Model parameters associated to the two phases and the crystallization for melt spinning of Nylon-66, [11].

Process parameters

| Description                                           | Symbol | Value     | Unit     |
|-------------------------------------------------------|--------|-----------|----------|
| Fiber length                                          | $L$    | 1.6       | m        |
| Nozzle diameter                                       | $D_{\text{in}}$ | $2.159 \cdot 10^{-4}$ | m        |
| Temperature at inlet                                  | $T_{\text{in}}$ | 563.15    | K        |
| Velocity at inlet                                     | $v_{\text{in}}$ | 0.9272    | m/s      |
| Take-up velocity at outlet                            | $v_{\text{out}}$ | 95        | m/s      |
| Air temperature                                       | $T_a$  | 294.15    | K        |
| Air velocity, cross component                         | $v_{\perp}^a$ | 0.3048    | m/s      |
| Air velocity, tangential component                    | $v_{\parallel}^a$ | 0         | m/s      |

Table C.3. Process parameters for melt spinning of Nylon-66, (setup S01 in [7]).

with cross component $v_{\perp}^a$ of the air velocity, i.e., component that is perpendicular to the fiber. Both models stem from [8], the last one is particularly based on the work of [9].

In the considered melt spinning setup, velocity and temperature of the quench air are constant. For the specific values and the other process parameters used in the test case see Table C.3.
APPENDIX D. Numerical treatment

D.1. Collocation-continuation method for boundary value problems. Consider a boundary value problem of ordinary differential equations of the form

\[
\frac{\text{d}y}{\text{d}z} = f(y), \quad g(y(0), y(1)) = 0 \tag{D.4}
\]
on the domain \( I = (0, 1) \), where \( y : I \to \mathbb{R}^N \) denotes the unknowns. The right hand side function \( f : \mathbb{R}^N \to \mathbb{R}^N \) and the boundary value function \( g : \mathbb{R}^N \times \mathbb{R}^N \to \mathbb{R}^N \) depend not only on the unknowns, but also on multiple parameters describing the dynamics of the underlying process. These parameters often make it difficult to solve the BVP without a good initial guess, which can be hard to find for given parameter settings. In this work we employ a collocation-continuation scheme that has been successfully used in various fiber formation problems, like glass wool production [2], melt blowing [13], dry spinning [12] or electrospinning [1].

Collocation scheme. The collocation scheme is based on the three-stage Lobatto IIIa formula and can be interpreted as an implicit Runge-Kutta method of fourth order. It can be written as

\[
y_{i+1} - y_i - \frac{h_{i+1}}{6} \left( f(y_i) + 4f(y_{i+1/2}) + f(y_{i+1}) \right) = 0, \quad g(y_0, y_M) = 0,
\]

with \( y_{i+1/2} = \frac{1}{2}(y_{i+1} + y_i) - \frac{h_{i+1}}{8} \left( f(y_{i+1}) - f(y_i) \right) \),

with collocation points \( 0 = z_0 < z_1 < \ldots < z_M = 1 \), mesh size \( h_i = z_i - z_{i-1} \) and the abbreviation \( y_i = y(z_i), \ i = 0, \ldots, M \). The resulting nonlinear system of \( M + 1 \) equations is solved using a Newton method with analytically given or numerically computed Jacobian. For initialization, an initial mesh and an initial guess for the solution are required. The mesh is adapted by evaluating the residuals of the continuous solution to obtain a robust and effective algorithm. The residuals also serve as a stopping criterion to get an accurate approximation, [10]. The collocation scheme is available in MATLAB as the routine bvp4c.m. We use the default settings.

Continuation procedure. Since the performance of the collocation method crucially relies on the initial guess, we use a continuation approach and embed (D.4) into a family of problems by introducing a continuation parameter vector \( p \in [0, 1]^n, n \in \mathbb{N} \),

\[
\frac{\text{d}y}{\text{d}z} = \hat{f}(y; p), \quad \hat{g}(y(0), y(1); p) = 0,
\]

with \( \hat{f}(\cdot; 1) = f \), \( \hat{g}(\cdot, \cdot; 1) = g \), \( \hat{f}(\cdot; 0) = f_0 \), \( \hat{g}(\cdot, \cdot; 0) = g_0 \).

We choose a right hand side function \( f_0 \) and a boundary value function \( g_0 \) for which the analytical solution is known. This is the starting point to find a sequence of parameter vectors \( 0 = p_0, p_1, p_2, \ldots, p_t = 1 \), where the solution for \( p_t \) corresponds to the desired solution of (D.4). With this procedure we can enable or disable different contributions to the system as well as modify the boundary conditions along the continuation path. Success or failure of the continuation is determined by the choices of the step size and the path.

Solving the BVP to \( p_{t+1} \) by using the solution belonging to \( p_t \) as initial guess is not alway possible such that step-size control is required. We use the approach of [12] which is briefly explained here for a one-dimensional parameter \( p \in [0, 1] \). Starting with an initial step size \( \Delta p_0 \), the BVP is solved twice by using one full step and two half steps, respectively. The step size is then adapted by comparing the resulting mesh sizes and the number of evaluations of the right hand side function. If the mesh size of the full step solution is greater than \( k_1 \)-times the mesh size of the second half step, or if the number of evaluations in the full step is \( k_2 \)-times more than the combined evaluations in both half steps, the step size is decreased by a factor \( k_3 \). Otherwise, if the full step evaluations are less than \( k_4 \)-times the combined half step evaluations, the step size is increased by a factor \( k_5 \). Moreover, the steps size is also decreased by a factor \( k_6 \), if any call of the collocation routine fails. To handle continuation paths that do not contain existing intermediate solutions, the algorithm has a stopping criterion for too small step sizes, i.e., \( \Delta p < \Delta p_{\text{min}} \). The parameters for all performed
simulations are chosen as $\Delta p_0 = 0.1$, $\Delta p_{\text{min}} = 10^{-14}$, $k_1 = 1.1$, $k_2 = 0.9$, $k_3 = 1.5$, $k_4 = 0.7$, $k_5 = 1.5$, $k_6 = 10$.

The choice of the path is problem-specific, since there are mostly many ways to navigate through a parameter space and the existence of an intermediate solution is generally not known a priori. For this model class, we use the stress-free, non-crystallizing fiber with constant temperature and velocity as starting solution to the parameter vector $p = 0$, i.e.,

\[
\begin{align*}
u & \equiv 1, \quad T \equiv 1, \quad c_{zz} \equiv 1, \quad c_{rr} \equiv 1 \\
w & \equiv 0, \quad S \equiv 0, \quad x \equiv 0, \quad \alpha \equiv 0.
\end{align*}
\]

As continuation parameters we introduce $p_{\text{Dr}}, p_s \in [0, 1]$ for draw ratio Dr and model parameter $\delta$. In particular, Dr and $\delta$ are replaced by $p_{\text{Dr}} \text{Dr} + (1 - p_{\text{Dr}}) \text{Dr}_0$ and $p_s \delta + (1 - p_s) \delta_0$ with $\text{Dr}_0 = 1$ and $\delta_0 = 0.05$. Moreover, to exclude air drag and gravitational effects we introduce $p_B, p_{\text{Fr}} \in [0, 1]$ and replace the Bingham number $B$ by $p_B B$ and the inverse Froude number $1/\text{Fr}$ by $p_{\text{Fr}} / \text{Fr}$ in all equations. Finally, we include $p_T, p_s, p_x \in [0, 1]$ to control the effect of heat transfer, phase orientation and crystallization. These parameters are added to the right hand side function of the differential equations for temperature, orientational tensor and crystallinity. This yields a seven-dimensional parameter space $p = (p_{\text{Dr}}, p_T, p_{\text{Fr}}, p_B, p_T, p_s, p_x) \in [0, 1]^7$ for the embedding of the energy-driven model (System 3; EnMod) into a family of boundary value problems. For the interface boundary value problem (System 2; StMod) we even use two more continuation parameters, see Appendix D.2.

To navigate from $p = 0$ to $p = 1$ we perform a three-staged solution strategy for System 3:

(A) From $p = 0$ to $p^A = (1, 1, 1, 1, 0, 0, 0)$:

Increasing $p_{\text{Dr}}, p_T, p_{\text{Fr}}$ and $p_B$ includes effects related to drawing, temperature, gravity and air drag.

(B) From $p^A$ to $p^B = (1, 1, 1, 1, 1, 1, 0)$:

Increasing $p_x$ and $p_s$ includes all effects related to crystallization.

(C) From $p^B$ to $p = 1$:

The model parameter $\delta$ is decreased to its correct value.

In (A) and (B) we follow the diagonal path through the parameter space, thus $p_{\text{Dr}} = p_T = p_{\text{Fr}} = p_B$ and $p_s = p_x$. Step (C) has numerical reasons since we observe a better convergence behavior of the approach using this procedure. At the end, after (C), we call the MATLAB routine $\text{bvp4c.m}$ with relative error tolerance of $10^{-5}$ and absolute error tolerance of $10^{-10}$ to improve the accuracy of the solution. For System 2 we apply a slightly different continuation path, see Appendix D.2.

D.2. Treatment of System 2.

Interface transformation. System 2 is a boundary value problem with a free interface. For the numerical treatment it is convenient to transform it in the form of (D.4). Hence, we introduce for $\tilde{z} \in [0, 1]$

\[
\begin{align*}
y^{\text{am}}(\tilde{z}) & = y(\tilde{z} z^0), & y & \in \{v_z, T, c_{zz}, c_{rr}\}, \\
y^{\text{cr}}(\tilde{z}) & = y(\tilde{z} (z^0 - 1) + 1), & y & \in \{v_z, T, c_{zz}, c_{rr}, S, x, \omega\},
\end{align*}
\]

where $y^{\text{am}}$ and $y^{\text{cr}}$ denote the unknown fiber functions before and after onset of crystallization, respectively. Then, the original boundary conditions are posed at $\tilde{z} = 0$ and the interface conditions at $\tilde{z} = 1$. This yields a boundary value problem with eleven equations on $[0, 1]$. The unknown point $z^0$ of crystallization onset enters the equation system via the derivatives of the variables. It is determined by the additional condition $T^{\text{am}}(1) = T^{\text{cr}}(1) = T^0$.

Regularization. In System 2 multiple singularities arise if the crystallinity $x$ approaches one ($x \to 1$), which causes numerical difficulties. We use a regularization. In the right hand side of the system we replace the expressions

\[
f(x) = \frac{1}{1 - x} \quad \text{by} \quad \hat{f}(x) = \frac{1}{1 - f_x(x)}.
\]
where \( f_x : [0, 1] \to [0, x_{\text{crit}}], x_{\text{crit}} < 1 \), is a continuously differentiable smoothing function

\[
f_x(x) = \begin{cases} 
  x, & x < x_{\text{crit}} - \varepsilon \\
  x + \frac{\varepsilon}{10} (-3 + 8 \left( \frac{x_{\text{crit}} - x}{\varepsilon} \right) - 6 \left( \frac{x_{\text{crit}} - x}{\varepsilon} \right)^2 + \left( \frac{x_{\text{crit}} - x}{\varepsilon} \right)^4), & x_{\text{crit}} - \varepsilon \leq x < x_{\text{crit}} + \varepsilon \\
  x_{\text{crit}} + \varepsilon, & x_{\text{crit}} + \varepsilon \leq x
\end{cases}
\]

with critical crystallinity \( x_{\text{crit}} \) and regularization parameter \( \varepsilon \). For the performed simulations, the parameters are \( x_{\text{crit}} = 0.997 \) as in [6] and \( \varepsilon = 1 - x_{\text{crit}} = 0.003 \).

**Continuation strategy.** To handle the interface condition as well as the stress-dependent crystallization rate we apply a slightly different continuation strategy than described in Appendix D.1. We extend the parameter space by two additional continuation parameters \( p_I, p_K \), yielding \( p = (p_D, p_T, p_F, p_B, p_x, p_S, p_\delta, p_I, p_K) \in [0, 1]^9 \). The parameter \( p_I \) controls the position of the interface. As long as \( p_T = 0 \), the considered fiber model is isothermal such that the interface condition cannot be satisfied and is hence replaced by \( z^0 = \hat{z} \) with \( \hat{z} = 0.1 \). When \( p_T \) is increased to one, we pose \( T(z^0) = p_I T^0 + (1 - p_I) T \) where \( T = T(z) \) for \( p_I = 0 \). To control the effect of flow-enhanced crystallization, we replace the crystallization rate \( K \) by

\[
\min(K, p_K K_1 + (1 - p_K) K_2)
\]

with \( K_1 = 100 \) and \( K_2 = 10^6 \). To navigate from \( p = 0 \) to \( p = 1 \) we use the following strategy:

(A) From \( p = 0 \) to \( p^A = (0, 1, 0, 0, 0, 0, 0, 0, 0) \):

- Increasing \( p_T \) includes temperature effects.
(B) From \( p^A \) to \( p^B = (0, 1, 0, 0, 0, 0, 1, 0, 0) \):

  - This step imposes the correct interface condition by increasing \( p_I \).
(C) From \( p^B \) to \( p^C = (1, 1, 1, 1, 0, 0, 0, 1, 0) \):

  - Increasing \( p_D, p_F, p_B \), and \( p_H \) includes the effects of drawing, gravity and air drag.
(D) From \( p^C \) to \( p^D = (1, 1, 1, 1, 1, 1, 1, 1, 0) \):

  - Increasing \( p_x \) and \( p_S \) includes crystallization. Furthermore, \( \delta \) is changed to its actual value.
(E) From \( p^D \) to \( p = 1 \):

  - Increasing \( p_K \), all effects of flow-enhanced crystallization are incorporated.

In (C) and (D) we follow the diagonal path through the parameter space, i.e., \( p_D = p_F = p_B \) and \( p_x = p_S = p_\delta \). After (E) we call the MATLAB routine \texttt{bvp4c.m} with relative error tolerance of \( 10^{-5} \), absolute error tolerance of \( 10^{-10} \) and without condition (D.5) to improve the accuracy of the solution and remove any restrictions on the crystallization rate.
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