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ABSTRACT

With the popularity of 3D sensors in self-driving and other robotics applications, extensive research has focused on designing novel neural network architectures for accurate 3D point cloud completion. However, unlike in point cloud classification and reconstruction, the role of adversarial samples in 3D point cloud completion has seldom been explored. In this work, we show that training with adversarial samples can improve the performance of neural networks on 3D point cloud completion tasks. We propose a novel approach to generate adversarial samples that benefit both the performance of clean and adversarial samples. In contrast to the PGD-\(k\) attack, our method generates adversarial samples that keep the geometric features in clean samples and contain few outliers. In particular, we use principal directions to constrain the adversarial perturbations for each input point. The gradient components in the mean direction of principal directions are taken as adversarial perturbations. In addition, we also investigate the effect of using the minimum curvature direction. Besides, we adopt attack strength accumulation and auxiliary Batch Normalization layers method to speed up the training process and alleviate the distribution mismatch between clean and adversarial samples. Experimental results show that training with the adversarial samples crafted by our method effectively enhances the performance of PCN on the ShapeNet dataset.

Keywords  Point Cloud · Shape Completion · Adversarial Learning · Geometric Features

1 Introduction

Modern deep learning models are vulnerable to adversarial examples [Szegedy et al., 2014]. The existence of adversarial examples is often treated as a threat to the safety-critical application of deep learning models. For example, in point cloud classification or reconstruction, adversarial samples can mislead the model to predict the wrong class or reconstruct different types of objects. Thus, it has triggered a large amount of research focusing on attack/defense techniques in these two fields. However, very few efforts have been made to investigate how the adversarial samples affect the 3D point cloud completion.

In this paper, we investigate adversarial samples and adversarial training in 3D point completion tasks. Xie et al. [Xie et al., 2020] demonstrate that training with adversarial samples does help image recognition. Thus, rather than focusing on defending the adversarial samples, we pay attention to use adversarial features to boost the performance of the model on shape completion tasks. However, not all adversarial features are beneficial. Outliers are parts of adversarial features, but they are noise that may distort the original shapes of the point clouds. Training with adversarial samples that have many outliers will let the neural networks learn the noise features instead of geometric properties of the objects that may benefit the performance. Widely applied attack methods, including FGSM [Goodfellow et al., 2015] and PGD-\(k\) [Papernot et al., 2017], usually generate adversarial samples that contain many outliers. Thus, developing a method to craft strong adversarial samples with few outliers becomes an essential task.

To resolve the outliers issue, various algorithms [Xiang et al., 2019; Liu et al., 2019a; 2020a; Yang et al., 2021] have attempted to achieve imperceptible adversarial perturbations. These methods constrain adversarial point clouds to be close to clean ones under specific distance metrics. More recently, in [Wen et al., 2020], the authors point out that sharp inconsistencies exist between the human perception of 2D images and that of 3D shapes. They suggest that adversarial...
point clouds should satisfy the surface properties of the clean ones. Technically, they make the magnitudes of local curvatures between adversarial and benign point clouds close to each other. Inspired by their work, we also take the consistency of surface properties into account. We use directions of curvatures on each point to maintain the surface properties. Our approach can be more computation-efficient under some training schemes.

At each point on the surface, along with different directions, we can obtain different curvatures. The gradient can be decomposed in different curvature directions. We notice that moving a point in the direction of minimum curvature will likely introduce imperceptible changes. However, considering the some special cases, we propose to use gradient components in the mean direction of maximum and minimum curvatures as adversarial perturbations. Our method produces adversarial point clouds without introducing noticeable modifications. We name this attack PMPD-\(k\), short for \(k\)-iteration projection on mean principle attack. Besides, the auxiliary batch normalization method [Xie et al., 2020] is applied to migrate distribution mismatch between adversarial and clean samples, and attack strength accumulation [Zheng et al., 2020] is applied to reduce time consumption for adversarial samples generation.

To our best knowledge, our work is the first to show that adversarial samples can improve the performance of deep learning models in the 3D point cloud completion task. Compared to the results of vanilla PCN [Yuan et al., 2018], the average chamfer distance is reduced by 5.2% when we test PCN trained with PMPD-1 on clean samples in the seen categories. The improvement of robustness is also notable. PMPD-1 helps PCN decrease 4.2% on average chamfer distance when we test the model with adversarial samples in the seen categories.

## 2 Related Work

### 2.1 3D Point Cloud Completion

Traditional methods adopt voxel grids or distance fields to represent 3D objects [Dai et al., 2017a, Han et al., 2017, Stutz and Geiger, 2018]. Based on these representations, convolution neural networks achieve outstanding performances in the tasks of 3D reconstruction [Choy et al., 2016, Girdhar et al., 2016] and shape completion [Dai et al., 2017a, Han et al., 2017, Z. Wu, 2015]. However, the group of methods based on 3D convolution suffers significant memory consumption and computational cost. Thus, in recent years, researchers have shifted their attention to unstructured point clouds. Compared to voxel grids or distance fields, 3D point cloud representations need less memory consumption and have a strong ability to represent fine-grained details. Point clouds are unordered point sets, so the convolution operation is no longer applicable. For point cloud completion, PCN [Yuan et al., 2018] is the first learning-based architecture. It contains an encoder that summarizes the geometric information in the input point cloud. A folding-based operation that maps the 2D points onto a 3D surface is adopted in the decoder to approximate a smooth surface representing a shape’s local geometry. After PCN, many other methods [Wang et al., 2020, Huang et al., 2020, Liu et al., 2020b] are proposed to achieve higher resolution. Most recent work, PointTr [Yu et al., 2021] reformulates point cloud completion as a set-to-set translation. It achieves state-of-art results by employing a transformer encoder-decoder architecture.

### 2.2 Data Augmentation

Data augmentation applies a set of transformations to training samples. It is regarded as an essential and effective role to alleviate the overfitting of deep learning models. Traditional data augment methods include translation, random flipping, shifting, scaling, and rotation. Many works [Wang and Jia, 2019, Shi et al., 2020] present that data augmentation methods improve the performance of neural networks on 3D object detection. Besides these traditional methods, for the 3D point cloud completion task, researchers suggest sampling different partial points clouds from the ground truth during training [Yu et al., 2021]. Given a center, they remove the furthest \(n\) points from the center and take the remaining points as the input partial point cloud. The partial point cloud changes as the center changes. However, training samples generated by this method are always part of the ground truth. No perturbations are added to the coordinates of each point. The arrangement of points remains the same.

### 2.3 PGD-\(k\) Attack based Adversarial Training

Adversarial training is an effective approach to increase the robustness of models against adversarial attacks. In adversarial training, adversarial attacks are taken as a data augmentation method. Models trained with adversarial samples can achieve considerable robustness. Adversarial training can be formulated as a min-max optimization problem [Madry et al., 2018].

\[
\min_{f \in \mathcal{H}} \mathbb{E}_{(x, y) \sim \mathcal{D}} \left[ \max_{\delta \in \mathcal{S}} L(f(x + \delta), y) \right]
\]

where \(\mathcal{H}\) is the hypothesis space, \(\mathcal{D}\) is the distribution of the training dataset, \(L\) is a loss function, \(f\) is the neural network, and \(S\) is the allowed perturbation space. A clean sample \(x\) will be turned into a perturbed sample by adding
adversarial perturbations $\delta$ that maximizes the loss with respect to the ground truth result during the adversarial training process. Models are trained on adversarial samples.

Solving the inner maximization problem is very difficult. PGD-$k$ ($k$-step projected gradient descent [Kurakin et al., 2017]) is an iterative attack algorithm that finds an approximate solution for the inner maximization problem. It takes multi-step projected gradient descent on a negative loss function and projects adversarial perturbations outside the allowed perturbation space $S$ back to $S$:

$$x_{t+1} = \Pi_{x+S}(x_t + \alpha\text{sign}(\nabla x_t L(f(x_t), y)))$$

In the above equation, $x_t$ is the adversarial sample in the $t$-th attack iteration and $\alpha$ is the attack step size. $\Pi$ is the projection function that projects adversarial samples back to the allowed perturbation space $S$. Our proposed adversarial samples generation method is inspired by the PGD-$k$ attack.

3 Methodology

Our geometric-aware adversarial training method includes three major techniques:

- A novel geometric-aware attack method (PMPD-$k$) is used to generate adversarial samples with very few outliers and maintain the surface properties of clean samples.
- We reuse adversarial perturbations from the previous epoch to achieve attack strength accumulation across epochs.
- The model is trained with both adversarial and clean samples. Adversarial samples and clean samples are normalized by different Batch Normalization layers.

The pipeline of the whole training method is shown in Figure 1, and the details about the algorithm are formally presented in Algorithm 2. The overall idea is as follows. The algorithm first loads the adversarial samples generated from the last epoch and passes them to PMPD-$k$ to compute the adversarial samples in the current epoch. Then, the loss on clean samples is computed with main BN layers, and the loss on adversarial samples is computed with auxiliary BN layers. The parameters of the neural networks are optimized with respect to the sum of two losses.

3.1 PMPD-$k$ Attack

Our novel attack method, PMPD-$k$ Attack ($k$-iteration projection on the mean of principal directions attack), is formally presented in Algorithm 1. Its most notable feature is constraining the adversarial perturbations with geometric properties of clean samples. It projects the gradient of an input point on the mean direction of the principal directions at that point and uses the projection as the adversarial perturbations. The adversarial samples generated by this method maintain the geometric features of the clean samples and contain very few outliers.
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Figure 2: PMPD-\(k\) Attack. \(n_p\) is the normal vector of the tangent plane at point \(p\). \(D\) and \(D'\) are principal directions at point \(p\). \(D_m\) is the mean direction of minimum and maximum curvature directions. \(g\) is the gradient of the \(p\). \(g'\) is component of \(g\) in direction of \(D_m\). We use \(g'\) as the perturbations for \(p\).

Algorithm 1 PMPD-\(k\) Attack

**Input:** Training sample \(x\), Ground truth \(gt\), Mean direction of principal directions \(d_m\)

**Parameter:** Movement multiplier \(\beta\), Maximum iteration \(k\), Network parameter \(\theta\), Allowed perturbations space \(S\)

**Output:** Adversarial sample \(x_{adv}\)

1: Initialize \(x_{adv}\) by cloning \(x\)
2: for \(i=1\) to \(k\) do
3: Compute loss \(l = L(\theta, x_{adv}, gt)\)
4: Compute gradient \(g = \nabla_{x_{adv}} l\)
5: Compute projection \(p = \text{rowMulti}(g, d_m)\)
6: Compute perturbation \(\delta = \text{rowMulti}(p, d_m)\)
7: \(x_{adv} = \Pi_{x+S}(x_{adv} + \beta \cdot \delta)\)
8: end for
9: return \(x_{adv}\)

3.1.1 Benefits of Principal Directions

We observe that, in the direction of the curvature with minimum absolute value, the surface may bend most slightly compared to other directions. In other words, the surface is closest to the tangent plane in this direction. If we add perturbations to the point along this direction on the tangent plane, the point will still be close to the original surface. It is hard to determine the direction of curvature with minimum absolute value directly. However, since the normal vector will always point toward the side of concavity on a curve, when the surface is upward or downward concave, the curvature with minimum absolute value is equivalent to minimum curvature. The direction of minimum curvature can be easily determined by calculating the principal directions. Real-world 3D objects usually have complicated shapes. Saddle points appear very frequently. Thus, instead of solely using the minimum curvature direction, we use the mean direction of maximum and minimum curvature so that fewer gradient components will be added in the direction of the minimum curvature direction at the saddle points. Figure 2 illustrates our idea.

Using principal directions can be computation-efficient. Wen et al. [Wen et al., 2020] demonstrate that magnitudes of local curvatures can also effectively describe the bending condition of a surface. However, directly using magnitude differences between adversarial and clean samples as a restriction or regularization term is not very computation-efficient. The magnitudes of the local curvatures need to be recomputed once new perturbations are added to the adversarial samples. For a training scheme that clean samples are fixed during the training process, principal directions of clean samples can be pre-computed and saved before the training process begin. In this way, significant computation consumption can be reduced.

\footnote{rowMulti denotes row-wise dot product operation.}
We adopt the approaches in previous works \cite{He2013,Wen2020} to compute the estimation of the minimum curvature direction. Let \( P \) represents the surface of an input point cloud. For every point \( p \in P \), the unit normal vector \( n_p \) of the surface at \( p \) is estimated first. We find closest point \( p' \in P \) by \( p' = \arg\min_{q \in P} \|q - p\|_2^2 \). We can obtain a local neighborhood \( N_p \subset P \) for each \( p \). The number of points in \( N_p \) is represented by \( k_p \). We use \( k_p = 20 \). A positive semidefinite covariance matrix \( C_p \) can be constructed by

\[
C_p = \sum_{q \in N_p} (p - q) \otimes (p - q)
\]

where \( \otimes \) denotes the outer product operation. The estimated \( n_p \) is the eigenvector corresponding to the smallest eigenvalue of \( C_p \). Thus, we can obtain the estimated \( n_p \) through applying eigen-decomposition to \( C_p \).

For every point \( p \in P \), we collect the normal vectors of its \( k_n \)-nearest neighbors. We set \( k_n \) to be 10. This set of normal vectors is represented by \( M_p \). Since the principal directions at point \( p \) are orthogonal to the normal vector \( n_p \), we pick a pair of orthogonal directions in the tangent plane of point \( p \) to start. We generate \( k_d \) pairs orthogonal directions by rotating this pair of directions on the tangent plane. The \( k_d \) we use is 18. All pair of directions are equally spaced. The rotation angle is \( \pi/k_n \). For each pair of orthogonal directions \( (D_i, D_i') \), we compute the normal variation. In direction \( D_i \), we find two normal vectors \( n_1, n_2 \in M_p \) that have smallest angles with \( D_i \). We calculate \( d_{12} \), the direction of the intersection line of the plane determined by \( n_1 \) and \( n_2 \) and the plane determined by \( D_i \) and \( n_p \).

\[
d_{12} = (n_1 \otimes n_2) \otimes D_i'
\]

Then, we use two vectors \( n_3, n_4 \in M_p \) that have largest angles with \( D_i \) to calculate \( d_{34} \) in the same way. The angle between \( d_{12} \) and \( d_{34} \) is \( \Delta \alpha_i \), as shown in Figure 3. We repeat the process for \( D_i' \) to obtain angle \( \Delta \beta_i \). The normal variation for \( D_i \) and \( D_i' \) is \( \Delta \theta_i = |\alpha_i - \beta_i| \). The estimated principal directions are the pair of orthogonal directions with largest normal variation. We set the mean direction of minimum and maximum curvature directions to be \( D_i + D_i' \). Then, we normalize mean direction by dividing its magnitude.

\subsection{3.2 Attack Strength Accumulation}

PGD-\( k \) generates adversarial samples with higher loss when the value of \( k \) is larger \cite{Madry2018}. However, with large \( k \), the training process can be very slow. As shown in \cite{Zheng2020}, PGD-\( k \) based adversarial training may require close to 100x more training time until the model converges than the natural training process does. Like PGD-\( k \), PMPD-\( k \) also has a huge time consumption problem.

The key insight of \cite{Zheng2020} is that models from neighboring epochs have high transferability between each other. The adversarial images for the model in the previous epoch will also be the adversarial images for the model in the current epoch. They conclude that the attack strength can be accumulated across epochs. Inspired by their results, we use attack strength accumulation in our training algorithm to let PMPD-\( k \) Attack achieve higher attack strength with much fewer attack iterations in each epoch. However, in the early stages of training, model parameters tend to vary drastically. Hence, the adversarial perturbations in early epochs will be less useful for subsequent epochs. To reduce the impact of early perturbation, we let the accumulation restart from the beginning periodically.
Algorithm 2 Geometric-Aware Adversarial Training

**Input:** Clean training set $X$ with ground truth, Mean direction of principal directions $d_m$ for clean samples, The number of epochs to reset perturbation $reset$

**Parameter:** Network parameter $\theta$

**Output:** Network parameter $\theta$

1: Initialize $\theta$
2: Initialize adversarial training set $X_{adv}$ by cloning $X$
3: for epoch $= 1, \ldots, N$ do
4:   for each training step do
5:     Sample a mini-batch $x^b \subset X$, $x^b_{adv} \subset X_{adv}$ with ground truth $gt^b$ and $d_m^b$
6:     if epoch $\% reset == 0$ then
7:         $x^b_{adv} = x^b$
8:     end if
9:     Compute $x^b_{adv} = \text{PMPD-}k(\theta, x^b_{adv}, gt^b, d_m^b)$ with the auxiliary BNs
10:    Compute loss $L(\theta, x^b, gt^b)$ with the main BNs
11:    Compute loss $L(\theta, x^b_{adv}, gt^b)$ with the auxiliary BNs
12:    $\theta = \text{argmin}_\theta L(\theta, x^b, gt^b) + L(\theta, x^b_{adv}, gt^b)$
13: end for
14: end for
15: return $\theta$

3.3 Auxiliary Batch Normalization

To improve performance on clean samples, we train with both clean and adversarial point clouds. However, adding adversarial samples to the clean training set may lead to performance degradation on clean samples. Very limited amount of researches in the point cloud processing community address this issue. Here we refer to a study for image classification. In [Xie et al., 2020], the authors demonstrate that adversarial images and clean images have different underlying distributions. Maintaining the same Batch Normalization layers for adversarial images and clean images will lead to inaccurate statistics estimation. Inaccurate estimations will cause performance degradation. The distribution mismatch could also be a problem in our case. Therefore, we adapt their auxiliary Batch Normalization method to avoid performance degradation caused by this factor.

4 Experiments

We conduct our test on the PCN model [Yuan et al., 2018]. We train the PCN with a similar training scheme as described in its original papers as the baseline of our experiments. To show that the direction of perturbations is essential, we also train a PCN model with the widely used PGD-$k$ method and the gradient projection method proposed by Liu et al. [Liu et al., 2019b]. This method directly projects the gradients of a point on the tangent plane at that point. Unlike PMPD-$k$, it does not constrain the direction of the gradient components lying on the tangent plane. The gradient components can be in arbitrary directions. We use GD-$k$ to denote this method. Additionally, we test adding the perturbations solely in the minimum curvature direction. This method we name PMCD-$k$ ($k$-iteration projection on minimum curvature direction attack). Among the above methods, except the training process for baselines, auxiliary batch normalization method and attack strength accumulation method are applied to all other training processes. To speed up the training process, we set the hyper-parameter $k$ to be 1. For brevity, we denote PMDP-1, PMCD-1, GD-1 and PGD-1 as PMDP, PMCD, GD, and PGD.

4.1 Dataset

We use the dataset provided by the authors of the PCN model. They use synthetic CAD models from ShapeNet to create the PCN dataset. They choose to use a synthetic dataset to generate training data since they can obtain complete, detailed 3D models of objects. The real-world datasets lose a lot of detailed information about the objects. They also found that real-world datasets such as ScanNet [Dai et al., 2017b] or S3DIS [Armeni et al., 2017] have missing regions due to the limitations of the scanner’s view. Thus, both are not qualified options for ground truth data. The PCN dataset contains pairs of partial and complete 3D point clouds. There are 30974 models from 8 categories: airplane, cabinet, car, chair, lamp, sofa, table, vessel. The complete point clouds are 16384 points uniformly sampled on the mesh surfaces. The partial point clouds are generated by back-projecting 2.5D depth images into 3D. The distributions of the partial point clouds created in this way are closer to the real-world sensor data. For every model, eight randomly distributed
viewpoints are selected. Eight partial point clouds corresponding to the eight viewpoints are generated, respectively. The size of each partial point cloud is not fixed. Each generated partial point cloud may contain a different number of points. Among the 30974 models, 150 models are reserved for evaluation, and 100 models are reserved for validation. Another test set contains 150 models from 8 novel categories that are not in the training set. Four out of eight categories are similar to the training set, and the rest four categories are dissimilar to the training set.

4.2 Evaluation Metric

In original papers of PCN and PoinTr, Chamfer Distance is used as evaluation metrics. We follow these two works. Chamfer Distance can measure the average closest point distance between the prediction point cloud and the ground-truth point cloud. Given two point sets $P$ and $P'$, the Chamfer distance between $P$ and $P'$ can be computed as

$$CD = \frac{1}{n'} \sum_{p' \in P'} \min_{p \in P} \| p - p' \|_2 + \frac{1}{n} \sum_{p \in P} \min_{p' \in P'} \| p' - p \|_2$$  \hspace{1cm} (5)$$

where $n'$ represents the number of points in $P'$ and $n$ represents the number of points in $P$. To calculate Chamfer Distance, $P$ and $P'$ can have different sizes.

4.3 Training Schemes

The optimizer for training PCN models is Adam [Kingma and Ba, 2017] optimizer. The models are trained for 30 epochs and a batch size of 64. For the baseline, the initial learning rate is 0.001, while for adversarial training, the initial learning rate is set to be 0.0005. The learning rate is decayed by 0.7 every 5 epochs. We reset the accumulation of attack strength every 15 epochs.

4.4 Results

Figure 4 provides the visualization of completion results of each method on clean samples. Figure 5 illustrate the visualization results for adversarial samples generated by different methods. We evaluate both performances on clean samples and adversarial samples. The adversarial samples are generated by PGD-5. All results in the six tables are mean chamfer distance per point. Table 1, 3, and 5 are results for clean samples. Table 2, 4, and 6 are results for adversarial samples.
Table 4: Unseen and Similar Categories (with Attack)

| Method  | Bed     | Bench    | Bookshelf | Bus  |
|---------|---------|----------|-----------|------|
| Baseline| 0.03057 | 0.03957  | 0.02852   | 0.03007 | 0.02413 |
| PGD     | 0.02607 | 0.03340  | 0.02607   | 0.02384 | 0.02096 |
| GD      | 0.02810 | 0.03738  | 0.02701   | 0.02575 | 0.02227 |
| PMCD    | 0.02841 | 0.03727  | 0.02692   | 0.02548 | 0.02395 |
| PMPD    | 0.02845 | 0.03767  | 0.02708   | 0.02607 | 0.02296 |

Table 5: Unseen and Dissimilar Categories

| Method  | Guitar | Motorbike | Pistol | Skateboard |
|---------|--------|-----------|--------|------------|
| Baseline| 0.01408| 0.01242   | 0.01483| 0.01610    | 0.01298   |
| PGD     | 0.01558| 0.01748   | 0.01493| 0.01582    | 0.01410   |
| GD      | 0.01523| 0.01547   | 0.01529| 0.01699    | 0.01318   |
| PMCD    | 0.01456| 0.01424   | 0.01516| 0.01621    | 0.01262   |
| PMPD    | 0.01517| 0.01629   | 0.01464| 0.01726    | 0.01250   |

4.4.1 Performance on Adversarial Samples

As shown in Table 2, Table 4, all three attack methods perform better than the baseline. In Table 6, PMCD performs slightly worse than the baseline, while PMPD, GD, and PGD still outperform the baseline. PGD performs the best since the adversarial samples generated by it have higher strength. It takes the whole gradients as the adversarial perturbations. The other three methods only take the components of gradient lie on the tangent plane. GD outperforms PMCD and PMPD for a similar reason. Compared with PMCD and PMPD, GD allows the adversarial perturbations have arbitrary direction on the tangent plane so that the input points are perturbed more freely. Thus, the adversarial samples generated by GD may have higher attack strength than the ones generated by PMPD and PMCD.

4.4.2 Performance on Clean Samples

From Table 1, baseline performs worst on seen categories among all methods. The other methods are all trained with adversarial samples. This shows that adversarial samples may provide beneficial features to the models and boost the performances. PMPD performs the best. It beats baseline, GD, and PGD on all seen categories. Especially, PMPD outperforms baseline with a considerable decrease in chamfer distance. In addition, PMCD also beats baseline, GD, and PGD in most of the categories. Compared with PMPD and PMCD, GD and PGD lack sophisticated geometric constraints on adversarial perturbations. These results prove the effectiveness of our novel attack method on seen categories.

In Table 3, PMCD has the smallest average value and performs best on bookshelf and bus categories. PMPD performs best on the bench category and has the second smallest average value. Though PMCD and PMPD have smaller gaps with other methods on unseen categories that are similar to the training set compared to seen categories, these two methods still bring the most improvement.

When tested on unseen categories that are not similar to seen categories, as shown in Table 5, PMPD achieves better performances than the baseline on bench and skateboard categories. However, it does not generalize well on guitar and pistol categories. We compare the baseline with other methods in Table 5, and we found other three methods also do not generalize well on guitar and pistol categories. Thus, we hypothesize that the performance degradation may be caused by the trade-off between robustness and generalization [Raghunathan et al., 2019]. Adversarial samples can improve the robustness of the model but meanwhile can cause performance degradation on examples that are very dissimilar.

Table 6: Unseen and Dissimilar Categories (with Attack)

| Method  | Guitar | Motorbike | Pistol | Skateboard |
|---------|--------|-----------|--------|------------|
| Baseline| 0.02880| 0.02526   | 0.03250| 0.03112    | 0.02633   |
| PGD     | 0.02606| 0.02834   | 0.02520| 0.02587    | 0.02486   |
| GD      | 0.02850| 0.03011   | 0.02677| 0.03266    | 0.02445   |
| PMCD    | 0.02911| 0.02573   | 0.03075| 0.03263    | 0.02736   |
| PMPD    | 0.02856| 0.02915   | 0.02783| 0.03240    | 0.02486   |
Figure 4: Sample Visualization Results of each Method. The first three categories are airplane, car, and chair. These three categories are seen in the training set. The last three categories are bench, guitar, and skateboard. These three categories are not in the training set.

from the training ones. However, PMCD and PMPD still have better results than PGD and GD. This result also shows that constraining the adversarial perturbations with geometric properties is crucial.

5 Conclusion

We introduce a new approach to craft adversarial samples that can benefit deep learning models on shape completion tasks. The key component in our new algorithm is that we constrain the adversarial perturbations by choosing the
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Figure 5: Adversarial samples generated by different attack methods. The category we choose is chair. We use 15 iterations to generate adversarial samples. We can see samples generated by PGD or GD contain a lot of outliers, while samples generated by PMCD or PMPD contain very few outliers.

The gradient component in the mean direction of principal directions as the adversarial perturbations. Our approach effectively improves the robustness of the model and the performance of the model on seen categories and unseen categories that are similar to the training samples. For future study, the effect of different weighted combinations of principal directions can be investigated. There may exit a more sophisticated way to mitigate the problems caused by saddle points. Besides, we may further explore methods to reduce the degradation of generalization ability on unseen categories that are dissimilar to the training set.

References

Christian Szegedy, Wojciech Zaremba, Ilya Sutskever, Joan Bruna, Dumitru Erhan, Ian Goodfellow, and Rob Fergus. Intriguing properties of neural networks, 2014.

Cihang Xie, Mingxing Tan, Boqing Gong, Jiang Wang, Alan L. Yuille, and Quoc V. Le. Adversarial examples improve image recognition. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), June 2020.

Ian J. Goodfellow, Jonathon Shlens, and Christian Szegedy. Explaining and harnessing adversarial examples, 2015.

Nicolas Papernot, Patrick McDaniel, Ian Goodfellow, Somesh Jha, Z. Berkay Celik, and Ananthram Swami. Practical black-box attacks against machine learning. In Proceedings of the 2017 ACM on Asia Conference on Computer and Communications Security, ASIA CCS ’17, page 506–519, New York, NY, USA, 2017. Association for Computing Machinery. ISBN 9781450349444. doi:10.1145/3052973.3053009. URL https://doi.org/10.1145/3052973.3053009.

Chong Xiang, Charles R. Qi, and Bo Li. Generating 3d adversarial point clouds. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), June 2019.

Daniel Liu, Ronald Yu, and Hao Su. Extending adversarial attacks and defenses to deep 3d point cloud classifiers. In 2019 IEEE International Conference on Image Processing (ICIP), pages 2279–2283, 2019a. doi:10.1109/ICIP.2019.8803770.

Daniel Liu, Ronald Yu, and Hao Su. Adversarial shape perturbations on 3d point clouds, 2020a.

Jiancheng Yang, Qiang Zhang, Rongyao Fang, Bingbing Ni, Jinxian Liu, and Qi Tian. Adversarial attack and defense on point sets, 2021.

Yuxin Wen, Jiehong Lin, Ke Chen, C. L. Philip Chen, and Kui Jia. Geometry-aware generation of adversarial point clouds. IEEE Transactions on Pattern Analysis and Machine Intelligence, pages 1–1, 2020. doi:10.1109/TPAMI.2020.3044712.

Haizhong Zheng, Ziqi Zhang, Juncheng Gu, Honglak Lee, and Atul Prakash. Efficient adversarial training with transferable adversarial examples. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), June 2020.
Wentao Yuan, Tejas Khot, David Held, Christoph Mertz, and Martial Hebert. Pcn: Point completion network. In 2018 International Conference on 3D Vision (3DV), pages 728–737, 2018.

Angela Dai, Charles Ruizhongtai Qi, and Matthias Niessner. Shape completion using 3d-encoder-predictor cnns and shape synthesis. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), July 2017a.

Xiaoguang Han, Zhen Li, Haibin Huang, Evangelos Kalogerakis, and Yizhou Yu. High-resolution shape completion using deep neural networks for global structure and local geometry inference. In Proceedings of the IEEE International Conference on Computer Vision (ICCV), Oct 2017.

David Stutz and Andreas Geiger. Learning 3d shape completion from laser scan data with weak supervision. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), June 2018.

Christopher B Choy, Danfei Xu, JunYoung Gwak, Kevin Chen, and Silvio Savarese. 3d-r2n2: A unified approach for single and multi-view 3d object reconstruction. In Proceedings of the IEEE Conference on Computer Vision (ECCV), 2016.

Rohit Girdhar, David F. Fouhey, Mikel Rodriguez, and Abhinav Gupta. Learning a predictable and generative vector representation for objects. CoRR, abs/1603.08637, 2016. URL http://arxiv.org/abs/1603.08637.

A. Khosla F. Yu L. Zhang X. Tang J. Xiao Z. Wu, S. Song. 3d shapenets: A deep representation for volumetric shapes. In Computer Vision and Pattern Recognition, 2015.

Xiaogang Wang, Marcelo H. Ang Jr., and Gim Hee Lee. Cascaded refinement network for point cloud completion. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), June 2020.

Zitian Huang, Yikuan Yu, Jiawen Xu, Feng Ni, and Xinyi Le. Pf-net: Point fractal network for 3d point cloud completion. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), June 2020.

Minghua Liu, Lu Sheng, Sheng Yang, Jing Shao, and Shi-Min Hu. Morphing and sampling network for dense point cloud completion. Proceedings of the AAAI Conference on Artificial Intelligence, 34(07):11596–11603, Apr. 2020. doi:10.1609/aaai.v34i07.6827. URL https://ojs.aaai.org/index.php/AAAI/article/view/6827.

Rao Yongming Yu, Xumin, Ziyi Wang, Zuyan Liu, Jiwen Lu, and Jie Zhou. Pointr: Diverse point cloud completion with geometry-aware transformers. In ICCV, 2021.

Zhixin Wang and Kui Jia. Frustum convnet: Sliding frustums to aggregate local point-wise features for amodal 3d object detection. In 2019 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), pages 1742–1749. IEEE, 2019.

Shaoshuai Shi, Chaoxu Guo, Li Jiang, Zhe Wang, Jianping Shi, Xiaogang Wang, and Hongsheng Li. Pv-rcnn: Point-voxel feature set abstraction for 3d object detection. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, pages 10529–10538, 2020.

Aleksander Madry, Aleksandar Makelov, Ludwig Schmidt, Dimitris Tsipras, and Adrian Vladu. Towards deep learning models resistant to adversarial attacks. In International Conference on Learning Representations, 2018. URL https://openreview.net/forum?id=rJzIBfZAb.

Alexey Kurakin, Ian J. Goodfellow, and Samy Bengio. Adversarial machine learning at scale. 2017. URL https://arxiv.org/abs/1611.01236.

Chen He, Yan Zhang, and Xueqing Li. Principal directions estimation on point set surfaces. In 2013 Seventh International Conference on Image and Graphics, pages 217–220, 2013. doi:10.1109/ICIG.2013.49.

Daniel Liu, Ronald Yu, and Hao Su. Extending adversarial attacks and defenses to deep 3d point cloud classifiers. In 2019 IEEE International Conference on Image Processing (ICIP), pages 2279–2283. IEEE, 2019b.

Angela Dai, Angel X Chang, Manolis Savva, Maciej Halber, Thomas Funkhouser, and Matthias Nießner. Scannet: Richly-annotated 3d reconstructions of indoor scenes. In Proceedings of the IEEE conference on computer vision and pattern recognition, pages 5828–5839, 2017b.

Iro Armeni, Sasha Sax, Amir R Zamir, and Silvio Savarese. Joint 2d-3d-semantic data for indoor scene understanding. arXiv preprint arXiv:1702.01105, 2017.

Diederik P. Kingma and Jimmy Ba. Adam: A method for stochastic optimization, 2017.

Aditi Raghu Nathan, Sang Michael Xie, Fanny Yang, John C. Duchi, and Percy Liang. Adversarial training can hurt generalization. ArXiv, abs/1906.06032, 2019.