Malware Detection Based on Multidimensional Time Distribution Features
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Abstract: Language detection models based on system calls suffer from certain false negatives and detection blind spots. Hence, the normal behavior sequences of some malware applications for a short period can become malicious behavior within a certain time window. To detect such behaviors, we extract a multidimensional time distribution feature matrix on the basis of statistical analysis. This matrix mainly includes multidimensional time distribution features, multidimensional word pair correlation features, and multidimensional word frequency distribution features. A multidimensional time distribution model based on neural networks is built to detect the overall abnormal behavior within a given time window. Experimental evaluation is conducted using the ADFA-LD dataset. Accuracy, precision, and recall are used as the measurement indicators of the model. An accuracy rate of 95.26% and a recall rate of 96.11% are achieved.
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1 Introduction

With the advent of the big data era, the types and quantities of malware have exploded. Traditional host-based intrusion detection systems are thus facing unprecedented challenges [1,2]. At the same time, as the convenience and functionality of mobile devices continue to increase, the use of mobile software has also become the norm. Statistics indicate that in the third quarter of 2017, 16 million users were attacked by mobile malware; the number of mobile workers is expected to reach 1.75 billion by 2020 [3]. However, users generally have little understanding of malicious software, and their ability to recognize abnormal software behaviors is limited. Such abnormal software, through various means and methods, seriously threaten the data privacy and property security of users and enterprises [4]. Therefore, a software is urgently needed. An abnormal behavior analysis system can detect the abnormal behavior of software in real time and prevent losses.

Good data features are the prerequisite for the development of intrusion detection systems based on machine learning. System calls are the most widely used features. A large number of intrusion detection systems based on machine learning use system call names to build detection models, and a few studies have built detection models on the basis of system call parameters. Although detection models based on call names or parameters have achieved good results, their detection performance requires improvement. Therefore, the simultaneous use of system call names, parameters, and return values can be considered to inherit their advantages and improve the performance of intrusion detection systems. However, no research has explored the idea of combining applicable system call names, parameters, and return values to improve the performance of systems’ detection modules. This deficiency may be attributed to the
difficulty of processing a large number of complex system call parameters and return values and to the time overhead involved. Therefore, we construct a modern intrusion detection dataset that contains complete system call information and processes data to complete system call vectorization.

2 Related Work

At present, applying deep learning to the field of intrusion detection is an important topic. Deep learning has achieved good results in the fields of speech recognition, image recognition, and natural language processing. Deep learning can extract high-level abstract features from original features, and it does not require feature selection based on experts’ experience. Consider the advantages of deep learning, scholars at home and abroad have attempted to apply deep learning technology to the field of network security. Creech et al. proposed a new host-based abnormal intrusion detection method, which uses a discontinuous system call mode to improve the detection rate while reducing the false alarm rate [5]. Marteau [6] proposed a new sequence similarity measure called “covering similarity,” which uses a suffix tree data structure to calculate coverage similarity, evaluate the minimum number of subsequences required to construct a complete coverage of a given sequence, and distinguish between normal sequences and attack sequences. Chan [7] classified system call sequences by using a linear support vector machine optimized by stochastic gradient descent and reported excellent results. Aafer et al. proposed the idea that the bytecode of an Android application contains information that can be used to describe its behavior [8]. Dimjašević et al. proposed a fully automated method for Android malware detection that is based on machine learning system call tracking and the classification of application libraries [9]. Saracino et al. proposed a behavior-based multilevel Android malware detection system called MADAM [10]. Vidal et al. proposed an Android malware detection system [11] that collects core system call sequence data during the startup phase of Android applications.

Although the behavior sequences of some malware in a short period may be normal for deep learning, they can present malicious behavior within a certain time window. To detect such behaviors, we conduct statistical analysis and extract a multidimensional time distribution feature matrix. This matrix mainly includes multidimensional time distribution features, multidimensional word pair correlation features, and multidimensional word frequency distribution features. A multidimensional time distribution model (MTDM) based on neural networks is built to detect overall abnormal behavior within a given time window.

3 Design and Construction of Multidimensional Time Features

This section mainly introduces the construction and extraction of multidimensional behavior features and provides data feature support for the subsequent building and training of neural network models with multidimensional time distribution.

3.1 Multidimensional Feature Design

The multidimensional behavior characteristics proposed in this work mainly refer to multidimensional time distribution characteristics, multidimensional word pair correlation characteristics, and multidimensional word frequency distribution characteristics. We define the total number of word pairs in the sample set as \( k \), the timestamp of any system call word as \( t_i \), the cumulative time interval between a certain system call word and any system call word as \( WT_{ij} \), and the time point value function as \( f \). Then,

\[
WT_{ij} = \sum_{j=1}^{k} (t_i - t_j)
\]  

\[
f_m = < \min | \max | \text{mean} | \text{median} | ... >
\]

We define the dictionary size of the system call as \( n \), the dimension of time distribution as \( m \), and the time distribution set as \( T_m \).

\[
T_m = \{ f_m(WT_{ij}) | i, j \in n \}
\]

We define the threshold set of the time distribution points as \( P \). Then,
\[ P = \{ f_m (T_m) \} \]  \hspace{1cm} (4)

**Table 1:** Statistical table of the time interval distribution of normal sample

| Type      | Max       | Min | Mean     | Median    |
|-----------|-----------|-----|----------|-----------|
| Max Set   | 378.293   | 0   | 57.606   | 3.880     |
| Min Set   | 38.481    | 0   | 0.204    | 0         |
| Mean Set  | 38.481    | 0   | 0.285    | 0.00125   |
| Median Set| 38.481    | 0   | 0.210    | 0.00013   |

In this work, the time interval set of all system calls of the normal sample is calculated according to the maximum value Max, minimum value Min, average value Mean, and median Median to obtain the maximum value set Max Set, minimum value set Min Set, average value set Mean Set, and Median Set Median Set, respectively.

To analyze the distribution of each set, we calculate the maximum value Max, minimum value Min, average Mean, and median Median of each set (Tab. 1).

The time interval collection of all system calls of the abnormal sample is the same as that in Tab. 1. Statistical analysis is conducted according to the maximum value Max, minimum value Min, average value Mean, and median Median (Tab. 2).

**Table 2:** Statistical table of time interval distribution of abnormal sample

| Type      | Max       | Min | Mean     | Median    |
|-----------|-----------|-----|----------|-----------|
| Max Set   | 349.926   | 0   | 25.588   | 0.0715    |
| Min Set   | 0.0079    | 0   | 5.9533   | 0         |
| Mean Set  | 5.7166    | 0   | 0.0674   | 0.00025   |
| Median Set| 1.071     | 0   | 0.0101   | 0.00012   |

Through the statistical analysis of Tabs. 1 and 2, we can find that the time interval distributions of the system call of the normal sample and abnormal sample are different. The maximum value of the time interval between the system calls of the normal sample, Max Set, is generally much larger than that of the abnormal sample, Max Set. The minimum value of the time interval between the system calls of the abnormal sample, Min Set, is generally greater than that of the normal sample. The minimum value of the time interval between system calls, Min Set, is relatively small. Similarly, the distributions of the average Value Set Mean Set and the Median Set Median Set of the normal sample and those of the abnormal sample obviously differ. Therefore, the multidimensional time distribution feature used by the MTDM in this work is one of the effective features to distinguish between normal samples and abnormal samples.

The multidimensional word pair association feature refers to the association feature between different system call words. That is, any system call word will be adjacent to multiple system calls and non-adjacent to other system calls. Therefore, the MTDM is used to monitor multidimensional behavior characteristics within a period of time to evaluate abnormal behavior during this period. The full amount of system call data is used, thereby benefiting the extraction of the subsequent multidimensional word frequency distribution features.

The dictionary size of the system call is defined as \( n \), and any set of word pairs is \( WP_k \). Then,

\[ WP_k = \{ (w_i, w_j) \mid i, j \in n \} \]  \hspace{1cm} (5)

The multidimensional word frequency distribution feature is the word frequency distribution feature of all system calls. That is, the collection of word frequency features is performed by monitoring the system call within a period of time. The multidimensionality of the multidimensional word frequency distribution feature refers to the multidimensionality of the time interval between different system call
words. The multidimensional word frequency distribution feature can effectively capture the quantitative information of different time intervals between different system calls, that is, the quantitative information of the correlation between a certain system call and any other system call words.

This study builds a neural network model with a multidimensional time distribution. The MTDM adopts multidimensional time distribution features, multidimensional word pair correlation characteristics, and multidimensional word frequency distribution characteristics. It can effectively learn the time dimension, word pair correlation dependence, and word frequency distribution. It can also enhance the detection of abnormal behaviors of Android malware.

3.2 Multidimensional Time Eigenvectors

Normal Android software and abnormal Android software invoke system calls at different speeds and frequencies at runtime, and multidimensional features present distribution differences. This section establishes the feature vector by counting the frequency distribution of the time interval between adjacent system call words in the system call sequence in each time range.

We define a sequence as \( S \) and the dictionary defining system calls as \( D \). Then,

\[
S = \{w_1, w_2, w_3, \ldots w_n | w_i \in D\} \tag{6}
\]

The time series of system calls corresponding to the definition sequence \( S \) is \( T \). Then,

\[
T = \{t_1, t_2, t_3 \ldots t_n\} \tag{7}
\]

The time interval sequence between system call words corresponding to the definition sequence \( S \) is \( G \). Then,

\[
G = \{t_1 - t_0, t_2 - t_1, t_3 - t_2 \ldots t_n - t_{n-1}\} \tag{8}
\]

The calculation of the time gap between different system call word pairs is shown in Tab. 3.

| Table 3: Time gap calculation matrix between different system call word pairs |
|---------------------------|----------------|----------------|----------------|----------------|
| Word | \( w_1 \) | \( w_2 \) | \( w_3 \) | \ldots | \( w_n \) |
| Time | \( t_1 \) | \( t_2 \) | \( t_3 \) | \ldots | \( t_n \) |
| Gap | \( t_1 - t_0 \) | \( t_2 - t_1 \) | \( t_3 - t_2 \) | \ldots | \( t_n - t_{n-1} \) |

Assume that the dimension of the time gap frequency distribution is \( M \). Then, the value of dimension \( M \) will also be different in different data scenarios. The appropriate \( M \) can be set by calculating the distribution of the time gap between words. The index number of a system call is \( \text{Idx} \), and the time interval distribution between word pairs \( (w_i, w_j) \) is \( \text{TGD}(w_i, w_j) \), as shown in Tab. 4.

| Table 4: Time interval distribution of word pairs |
|---------------------------|----------------|----------------|
| \( \text{Idx} \) | 1 | 2 | 3 | \ldots | \( n \) |
| Time range | <1 ms | 1~2 ms | 2~3 ms | \ldots | \( >n \) |
| \( \text{TGD}(w_i, w_j) \) | 5 | 2 | 1 | \ldots | 9 |

The value of each \( \text{TGD}(w_i, w_j) \) represents the frequency of occurrence of the system call word pair \( (w_i, w_j) \) in this time interval distribution. On the basis of the statistics and analysis of the time interval distribution of all system calls in the normal and abnormal samples, we set \( M = 4 \) of the MTDM.

In a real Android running environment, the order of system call words is irregular. For example, the word \( w_i \) may appear before or after the word \( w_j \), and the words \( w_i \) and \( w_j \) may be the same system call word. To effectively describe the correlation dependence of this type of word pair \( (w_i, w_j) \) and record the distribution characteristics of multidimensional behavior features, we use the adjacency matrix in constructing the feature vectors in this work.
Assume that the dictionary size of the entire dataset is $k$. Then, the eigenvectors of each sample can be represented by a three-dimensional adjacency matrix, as shown in Tab. 5.

**Table 5: Adjacency matrix of multidimensional time distribution features**

| $w_n$ | $TGD(w_1,w_n)$ | $TGD(w_1,w_n)$ | $\ldots$ | $TGD(w_n,w_n)$ |
|-------|----------------|----------------|--------|----------------|
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| $w_2$ | $TGD(w_1,w_2)$ | $TGD(w_2,w_2)$ | $\ldots$ | $TGD(w_n,w_2)$ |
| $w_1$ | $TGD(w_1,w_1)$ | $TGD(w_2,w_1)$ | $\ldots$ | $TGD(w_n,w_1)$ |
| $w_1$ | $w_2$ | $\ldots$ | $w_n$ |

If no adjacent relationship exists between any pair of words $(w_i,w_j)$, then the default value of $TGD(w_i,w_j)$ can be set to $[0,0,0,\ldots,0]$.

The feature vector designed in this work not only retains the frequency information of system call words but also stores the information of the correlation between system call words and the time interval distribution between adjacent system call words. Information about system call behavior differences in normal and abnormal samples can be stored to improve the accuracy of subsequent model training.

### 3.3 Time Distribution Model

The multidimensional behavior characteristic constructed in this work is a three-dimensional adjacency matrix. This adjacency matrix is similar to the three channels of the picture in the data dimension, and the time interval distribution of each system call corresponds to a channel number. In view of the great success of CNNs in image recognition [12], we adopt a CNN to perform multidimensional feature learning.

CNNs are calculated by multilayer convolutions and use nonlinear activation functions, such as ReLU and tanh. The convolution of each layer is shared by the parameters of the convolution kernel filters, and local iterative learning is performed according to the set number of sliding steps. During the training phase, the CNN automatically learns the parameter values of the filters on the basis of the provided training set.

In image classification, the CNN in the first layer of the edge can be detected from the original pixels [13], and that in the second layer can find a number of simple shapes. These shapes are used on a higher layer to find similar high-level characteristics, such as hull, that is, “from pixel to edge, from edge to shape, and from out of shape into a more complex object”. For the multidimensional behavior characteristics based on system calls, the CNN is used to learn local behavior characteristics first and is then applied to a higher level of feature learning. Multiple convolutional layers can be used to obtain a deep feature map. The last layer involves the use of these high-level features for classification.

The specific architecture of the designed MTDM based on neural networks is shown in Fig. 1.
The MTDM designed in this work includes the input, conv2d layer * 2 of convolutional layer, MaxPooling2D layer of maximum pooling layer, conv2d layer * 2 of convolutional layer, MaxPooling2D layer of maximum pooling layer, MaxPooling2D layer of maximum pooling layer, dense layer * 2 of full connection layer, and output.

4 MTDM Performance Test and Evaluation

4.1 Evaluation Metrics

To evaluate the quality of the proposed model, we use TP, FN, FP, and TN. TP means that the true label of the sample is positive and that the number of samples predicted by the model is positive. FN means that the true label of the sample is positive and that the number of samples predicted by the model is negative. FP means that the true label of the sample is negative and that the number of samples predicted by the model is positive. TN means that the true label of the sample is negative and that the number of samples predicted by the model is negative.

Accuracy denotes the proportion of correct results that is judged by the classification model in the total number of results.

\[
\text{Accuracy} = \frac{\text{TP} + \text{TN}}{\text{TP} + \text{FP} + \text{FN} + \text{TN}}
\]  

Precision is the proportion of TP results judged by the classification model in the proportion of positive results.

\[
\text{Precision} = \frac{\text{TP}}{\text{TP} + \text{FP}}
\]
correct.

\[ \text{Sensitivity} = \text{Recall} = \frac{TP}{(TP + FN)} \]  

Specificity is the proportion of the results with TN values judged by the classification model as correct.

\[ \text{Specificity} = \frac{TN}{(FP + TN)} \]  

The F1-score is an index used in statistics to measure the accuracy of binary classification models. It considers the accuracy and recall of classification models. The F1-score can be regarded as a harmonic average of model accuracy and recall. Its maximum value is 1, and its minimum value is 0.

\[ F1\text{-score} = \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \]  

### 4.2 Dataset

To verify the model’s malware detection based on multidimensional time distribution characteristics, we use the ADFA-LD dataset [5,14,15] of intrusion detection released by the Australian National Defence Academy for testing and comparative evaluation.

The dataset is divided into three subsets: training set, attack set, and verification set. The training set and verification set are system calls generated by the operation of benign samples, and the attack set collects the data of eight malicious samples. Each data file records the system call sequence within a period of time, and each system call is represented by a number. The basic composition of the specific ADFA-LD dataset is shown in Tab. 6.

**Table 6: Basic composition of ADFA-LD dataset**

| Type         | Nums | Label      | Use type            |
|--------------|------|------------|---------------------|
| Training     | 833  | Normal     | Normal              |
| Validation   | 4373 | Normal     | Normal              |
| Hydra-FTP    | 162  | Abnormal   | Abnormal            |
| Adduser      | 91   | Abnormal   | Abnormal            |
| Java-Meterpreter | 125 | Abnormal   | Abnormal            |
| Meterpreter  | 75   | Abnormal   | Abnormal            |
| Hydra-SSH    | 148  | Abnormal   | Unknown-abnormal    |
| WebShell     | 118  | Abnormal   | Unknown-abnormal    |

To verify the learning ability of the model against unknown attacks, we use only four attack types, namely, Hydra-FTP, Adduser, Java-Meterpreter, and Meterpreter, as the negative samples of the training set in the dataset processing stage. This type of attack is regarded as an unknown attack type, and the unknown attack test set is obtained after cross deduplication, that is, a completely unknown malicious behavior sequence. Part of the data is extracted from the validation dataset and then separated. After cross deduplication, an unknown positive sample test set is obtained.

### 4.3 Results and Analysis

The MTDM designed in this work uses the Android dataset for training and verification. The LOSS and ACC changes of the MTDM during the training process are shown in Fig. 2.

Fig. 1 indicates that the LOSS value of the MTDM training set converges as the number of training iterations in one epoch continues to increase and then gradually becomes stable. The LOSS of the
validation set is also near the LOSS of the training set as the number of training iterations in one epoch increases. The LOSS value fluctuates up and down and gradually converges. The accuracy of the MTDM also rises and eventually becomes stable.

![TGM LOSS and TGM ACC trends](image)

**Figure 2:** MTDM’s LOSS and ACC trends

The specific index results of the MTDM obtained through test evaluation after the completion of MTDM training are shown in Tab. 7.

**Table 7:** MTDM index evaluation

| Model | Precision | Recall | Specificity | F1-score |
|-------|-----------|--------|-------------|----------|
| MTDM  | 0.95263   | 0.94988 | 0.86766     | 0.96117  |

**5 Conclusion**

This work highlights the differences in the time distributions between positive and negative system call samples through statistical analysis. Statistical analysis is used to propose the differences in the multidimensional characteristics of positive and negative samples. These differences are mainly manifested as multidimensional time distribution features, multidimensional word pair association features, and multidimensional word frequency features. On the basis of these differences, the design, construction, and extraction of multidimensional behavior features are proposed. The design ideas, methods, and extraction algorithms for constructing feature matrices are also introduced in detail. On the basis of the aforementioned typical features, a feature matrix is constructed, and the MTDM based on neural networks is built by setting a specific time window to detect abnormal behaviors.
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