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Abstract

Essential Regression is a new type of latent factor regression model, where unobserved factors $Z \in \mathbb{R}^K$ influence linearly both the response $Y \in \mathbb{R}$ and the covariates $X \in \mathbb{R}^p$ with $K \ll p$. Its novelty consists in the conditions that give $Z$ interpretable meaning and render the regression coefficients $\beta \in \mathbb{R}^K$ relating $Y$ to $Z$ – along with other important parameters of the model – identifiable. It provides tools for high dimensional regression modelling that are especially powerful when the relationship between a response and essential representatives $Z$ of the $X$-variables is of interest.

Since in classical factor regression models $Z$ is often not identifiable, nor practically interpretable, inference for $\beta$ is not of direct interest and has received little attention. We bridge this gap in E-Regressions models: we develop a computationally efficient estimator of $\beta$, show that it is minimax-rate optimal (in Euclidean norm) and component-wise asymptotically normal, with small asymptotic variance. Inference in Essential Regression is performed after consistently estimating the unknown dimension $K$, and all the $K$ subsets of the $X$-variables that explain, respectively, the individual components of $Z$. It is valid uniformly in $\beta \in \mathbb{R}^K$, in contrast with existing results on inference in sparse regression after consistent support recovery, which are not valid for regression coefficients of $Y$ on $X$ near zero.

Prediction of $Y$ from $X$ under Essential Regression complements, in a low signal-to-noise ratio regime, the battery of methods developed for prediction under different factor regression model specifications. Similarly to other methods, it is particularly powerful when $p$ is large, with further refinements made possible by our model specifications.

Moreover, Essential Regression provides a statistical platform for analysis in regression with clustered covariates, with or without overlap. This allows us to address possible inferential questions in post clustering-inference, and subsequently provide guidelines regarding the use and misuse of cluster averages as popular dimension reduction devices in high-dimensional regression.

We benchmark the Essential Regression methodology on a recently collected data set for the study of the effectiveness of a new SIV vaccine. Our analysis enables the determination of the most important antibody-centric mechanisms associated with the vaccine response.
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1 Introduction

We introduce the Essential Regression (E-Regression) model, as an alternative to the ubiquitous sparse high-dimensional linear regression on \( p \) variables. It is a class of regression models tailored to applications where the relation between the dependent variable \( Y \) and representatives of groups of components of the independent variables \( X \), rather than between \( Y \) and the components of \( X \), is of main interest. A specific challenge addressed within the E-Regression framework is the definition of representatives in a mathematically coherent and practically interpretable way.

Formally, E-Regression is a new variant of the more classical factor regression model, introduced by Stock and Watson (2002a,b), which postulates the existence of an unobserved, zero mean, random vector \( Z \in \mathbb{R}^K \), for some unknown \( K < p \), that is connected to the observed pair \((X,Y) \in \mathbb{R}^p \times \mathbb{R} \) via the model

\[
Y = Z^T \beta + \varepsilon \\
X = AZ + W.
\]

The dimension \( K \), matrix \( A \in \mathbb{R}^{p \times K} \) and vector \( \beta \in \mathbb{R}^K \) are unknown, and \( Z, \varepsilon \) and \( W \) are independent. Furthermore, \( \varepsilon \) and \( W \) have zero mean, and unknown variance \( \sigma^2 \) and diagonal covariance matrix \( \Sigma^w \), respectively. In contrast to sparse regression, where only few components of the observable \( X \) are assumed to directly influence \( Y \), our framework allows for all \( p \)-components of \( X \) to influence \( Y \), but mediated through the lower dimensional random vector \( Z \). The mediator \( Z \) is not observed, and made interpretable via a modeling assumption through which each component of \( Z \) is given the physical meaning of a small group of the \( X \)-variables.

Factor regression models, and their many variants (Stock and Watson, 2002a,b; Bai and Ng, 2006; Bair et al., 2006; Boivin and Ng, 2006; Blei and McAuliffe, 2007; Bai and Ng, 2008; Hahn et al., 2013; Kelly and Pruitt, 2015; Fan et al., 2017) have been introduced to improve the prediction of \( Y \in \mathbb{R} \) from \( X \in \mathbb{R}^p \), when \( p \) is very large and the components of \( X \) are highly correlated. For this purpose, the matrix \( A \) in (2) need only be unique up to generic invertible matrix transformations. This no longer suffices for the primary goal of this work, inference on the lower dimensional vector \( \beta \), when two other aspects become important:

- \( Z \) must be interpretable so that regression model (1) is interpretable;
- \( \beta \) must be uniquely defined.

Both desiderata are met by placing the following assumptions on \( A \) and the covariance matrix \( \Sigma^z \) of \( Z \), which differ from popular assumptions in the factor analysis literature, such as, for instance, Assumption 5 in Section 3.1.

Assumption 1.

\((A0)\) \( \|A_j\|_1 \leq 1 \) for all \( j \in [p] \).

\((A1)\) For every \( k \in [K] \), there exists at least two \( j \neq \ell \in [p] \), such that \( |A_{jk}| = |A_{\ell k}| = 1 \) and \( A_{jk'} = A_{\ell k'} = 0 \) for any \( k' \neq k \).

\((A2)\) The covariance matrix \( \Sigma^z := \text{Cov}(Z) \) is positive definite. There exists a constant \( \nu > 0 \) such that

\[
\min_{1 \leq a < b \leq K} \left( \Sigma^z_{aa} \wedge \Sigma^z_{bb} - |\Sigma^z_{ab}| \right) > \nu.
\]
Assumption 1, first introduced in Bing et al. (2017), guarantees that $A$ and $\Sigma^z$ are identifiable, up to signed permutations. We refer to this work for an in-depth comparison with the rich literature on factor models of type (2) and detailed explanation of assumptions $(A0) – (A2)$, and only offer a short summary here. The first assumption is a scale assumption, and helps interpret $A$ as a membership matrix, for the applications to clustering that we consider below in Sections 4 and 6. It further allows for $X_j = E_j$ for some components $X_j$ of $X$ that are not related to $Z$. The third assumption allows us to depart from the widely used, and restrictive, assumption of independence among the latent factors, and it implies the minimal requirement that the factors must be different. The second assumption, called the pure variable assumption, is crucial for our model interpretation. It states that every $Z_k$, $k \in [K]$, must have at least two components of $X$, the pure variables, solely associated with it, up to additive noise with possibly different variance levels. These pure variables impart on each $Z_k$ their meaning and the regression model (1) becomes interpretable.

An illustration of our model specifications is given in Figure 1 below. Three latent factors $(Z_1, Z_2, Z_3)$ are connected to $(X_1, \ldots, X_{10})$. The numbers on the edges denote the strength of this connection quantified by the corresponding entries in $A$. $X_1$ and $X_2$ are only connected to $Z_1$, and as such, are pure variables.

Figure 1: An illustrative example of Essential Regression

A similar, data-driven, figure is presented in Section 6, in which we show that the E-Regression model fits the data collected in a new SIV-study (SIV is the non-human primate equivalent of HIV), and offers important insights into mechanisms driving the vaccine response. E-Regression provides a novel and scientifically-desirable way of modeling a response $Y$ directly at the mechanism ($Z$) level, a task that is difficult to accomplish via a traditional regression of $Y$ on $X$.

To the best of our knowledge, factor regression models under Assumption 1 have not been studied. However, factor models of type (2), under assumptions similar in spirit to ours have appeared as early as the 1950’s in the statistical literature. An instance is Anderson and Rubin.
(1956), who provide practical interpretations of the pure variable assumption, but only consider the situation when both the pure variable set and $K$ are known. Related models of type (2) have been more recently revived in the theoretical computer science literature (Arora et al., 2012, 2013; Bittorf et al., 2012). These works make use of the pure variable assumption, do not require their set be known, but do require that $K$ is a priori known. While this is a relaxation of the assumptions proposed by Anderson and Rubin (1956), it has only been studied in the context of the specific class of topic models, when the matrices $X$, $A$ and $Z$ all have positive and appropriately scaled entries. We refer again to (Bing et al., 2017, Section 4.4) for an in-depth comparison with this, and other related literature on factor models (2).

The study of factor regression models satisfying (1) and (2), under Assumption 1, brings as a novel element, relative to classical factor regression models, not only the fact that the assumption leads to parameter identifiability and interpretability of $Z$, but also that it can be used constructively for estimation in this model, as detailed in the following section.

1.1 Our contributions

We begin by summarizing the model parameters, the nature of the data, as well as the relation between parameter dimensions and sample size. Throughout this work we assume that we have access to an i.i.d. sample $(X_1,Y_1),\ldots,(X_n,Y_n)$ of $(X,Y)\in\mathbb{R}^p \times \mathbb{R}$.

We denote by $I \subseteq \{1,\ldots,p\}$ the index set of the pure $X$-variables. The following quantities are unknown and will be estimated from the data, under the Essential Regression model: $A$, $I$, $K$, $\beta$, $\sigma^2$, $\Sigma^w$, $\Sigma^z$. We allow for $p>n$, while $K<p$. In this work, we consider the case of non-sparse $\beta$, and $K<n$, but allow $K$ to grow with the sample size $n$. The complementary cases of $K>n$ and $\beta$ sparse will be studied in a follow-up work.

1.1.1 Estimation and inference for $\beta$

In any factor regression model the regression coefficient vector is given by the expression

$$\beta = (\Sigma^z)^{-1}(A^T A)^{-1} A^T \text{Cov}(X,Y).$$

(3)

This representation is not unique, if $A$ and $\Sigma^z$ are not uniquely defined. For independent latent factors $Z$, (Anderson and Rubin, 1956) provide assumptions similar to Assumption 5 reviewed in Section 3.1 below under which $A$ is uniquely defined. They refer to these assumptions as mathematically convenient, and acknowledge that they do no lead to a practically interpretable model. Indeed, as shown in Lemma 9 in Section 3.1 below, under the classical factor model and factor regression model identifiability assumptions, the latent factors $Z$ mimic the principal components of $X$, making them difficult to interpret as covariates in (1).

To the best of our knowledge, the asymptotic distribution of estimators of $\beta$ from an i.i.d. sample $(X_1,Y_1),\ldots,(X_n,Y_n)$ in classical factor regression models has not been investigated, primarily because when $Z$ lacks interpretability, so does $\beta$. Moreover, the rate-optimality of estimators of $\beta$ in factor regression, and estimation procedures that adapt to it, have also not been studied.

We bridge this gap, under the Essential Regression framework. The pure variable assumption $A I$ is at the heart of our solution, and is the reason $Z$ can be interpreted to begin with. It also allows us to show that $\beta$ is uniquely defined, making inferential questions about $\beta$ well-posed.

We show in Section 2.1 that the generic expression (3) of $\beta$ simplifies to

$$\beta = (\Sigma^z)^{-1}(A_I^T A_I)^{-1} A_I^T \text{Cov}(X_I,Y).$$

(4)
in our Essential Regression framework. Here \( A_I \) is the sub-matrix of \( A \) with row indices corresponding to indices in the pure variable set \( I \).

Under (A1) of Assumption 1, \( \Sigma = \text{Cov}(X) \) contains a sub-matrix with off-diagonal block structure, and averages of the block entries equal the entries of \( \Sigma_z \). The position of these blocks within \( \Sigma \) is given by the partition of the index set \( I \subseteq [p] \) of pure variables. We showed in Bing et al. (2017) that the set of pure variables \( I \) and its partition can be uniquely reconstructed from \( \Sigma \). Therefore, \( \Sigma_z \) and \( A_I \) are uniquely defined, and so is \( \beta \). The details of this derivation are given in Section 2.1. In Section 2.2 we use the representation (4) and plug-in estimators of the unknown quantities to construct our proposed estimator \( \hat{\beta} \), analyzed in Sections 2.5 and 2.6. We employ the LOVE algorithm developed in Bing et al. (2017) to estimate \( I \), its partition, and \( K \).

To benchmark the quality of estimation of \( \beta \), under the Essential Regression framework, we prove in Theorem 3 of Section 2.4 that the minimax optimal rate of estimating \( \beta \) in the \( \ell_2 \)-norm in \( \mathbb{R}^K \) is \((1 \lor \|\beta\|/\sqrt{m})\sqrt{K/n}\) in our model with \( K < n \). The quantity \( m \) is the size of the smallest group of pure variables. The factor \( \sqrt{K/n} \) is the standard minimax rate of estimation in linear regression with observed \( Z \), and sub-Gaussian errors. The factor multiplying it can be viewed as the price to pay for not observing \( Z \). It quantifies the trade-off between not observing \( Z \), with strength \( \|\beta\| \), the \( \ell_2 \) norm of \( \beta \), and the number of times, \( m \), each component of \( Z \) is partially observed, up to additive error. The ratio \( \|\beta\|/\sqrt{m} \) indicates that, under the Essential Regression framework, the fact that \( Z \) is not observed is alleviated by the existence of pure variables, and the quality of estimation is expected to increase as \( m \) increases. Our minimax results are new in the literature on factor regression models. In Section 2.4 we explain how they connect to recent results obtained in errors-in-variables models Belloni et al. (2017), which correspond to \( K = p \), and \( A = I_p \).

We show in Theorem 4 of Section 2.5 that the proposed estimator \( \hat{\beta} \) is minimax rate optimal, up to logarithmic factors in \( n \) and \( p \). Our result uses the fact that only the estimation of the sub-matrix \( A_I \), instead of the entire \( p \times K \) matrix \( A \), is involved in the construction of \( \hat{\beta} \). In Section 2.5 we present a detailed rate comparison with other natural competitors, including an estimator of \( \beta \) that utilizes estimators of the full matrix \( A \).

In Section 2.6, we show that our estimator \( \hat{\beta} \) is component-wise asymptotically normal. Its asymptotic variance agrees in order with the information bound in our Essential Regression model and can be consistently estimated (Proposition 7). The analysis of \( \hat{\beta} \) relies on being able to consistently identify the pure variables. This is done by using the sample \( X_1, \ldots, X_n \) alone, without using \( Y_1, \ldots, Y_n \), and consequently, inference for \( \beta \), at the coarser resolution level provided by the essence \( Z \), is valid uniformly over \( \beta \). This is in contrast with inference in direct sparse regression of \( Y \) on \( X \), after consistently estimating the support of \( \beta \), which is valid only for regression coefficients above the minimax optimal \( O(\sqrt{\log p/n}) \) level (Bunea, 2008; Bühlmann and van de Geer, 2011; Giraud, 2015).

### 1.1.2 Prediction of \( Y \) from \( X \) via Essential Regression

In general factor regression (FR) models (1) – (2), at the population level, the best linear predictor of \( Y \) takes the form

\[
Y_{FR}^* = X^T A [\text{Cov}(A^T X)]^{-1} \text{Cov}(A^T X, Y).
\]

It is uniquely defined for any matrix \( A \), modulo invertible transformations \( Q \). Since the matrix \( A \) is identifiable up to a trivial orthogonal transformation (a signed permutation matrix) in our
Essential Regression model, we use the above expression, combined with a plug-in estimate of $A$, to construct in-sample predictors $\hat{Y}$ of the observed data vector $Y \in \mathbb{R}^n$. Details are given in Section 3, where we state in Theorem 8 the in-sample prediction risk bound

$$\frac{1}{n} \mathbb{E} \left[ \| \hat{Y} - Z\beta \|_2^2 \right] \lesssim \frac{K}{n} \sigma^2 + \frac{\| \beta \|_2^2 \Lambda_{\min}}{1 + s_J \log (p \vee n)} \right \}$$

(6)

In Theorem 8, we additionally prove an almost identical bound for the risk of predictors $\hat{Y}_\ast$ of the response $Y_\ast \in \mathbb{R}$ for a single new data vector $X_\ast \in \mathbb{R}^p$. The quantity $\Lambda_{\min}$ in (6) denotes the smallest eigenvalue of $A^T A$ and $s_J$ is the size of the support of the sub-matrix $A_J$ of $A$, corresponding to the set $J \subseteq [p]$ of non-pure variables. The first term in the above rate $K\sigma^2/n$ reflects the dimension reduction (from $p$ to $K$) and the second term is the price to pay for not observing $Z$. Once again, we observe the trade-off between the strength of the non-observed signal $Z$, quantified by $\| \beta \|_2^2$, and the amount of information given by partially observing it, quantified by $\Lambda_{\min}$. Furthermore, when non-pure variables are associated with fewer than $K$ latent factors, the prediction risk becomes smaller, as in that case $A_J$ is sparse and $s_J$ is small. The sparsity of $A_J$ is also a desired feature for the applications of E-Regression to regression with clustered variables described in Section 1.1.3 below. Our illustration, Figure 1, reflects this situation as the non-pure variables $X_3, X_4, X_7, X_8$ are associated to only two of the three latent factors. More generally, the sparsity of $A_J$ is supported by the data analysis presented in Section 6.

In Section 3.1 we contrast our model-based prediction strategy with Principal Component Regression (PCR), a popular model-free method that predicts $Y$ from the first $K$ principal components of $X$. PCR dates several decades back to Kendall (1957); Hotelling (1957), with more recent overviews in Cook (2007); Izenman (2008). At the population level, the predictor is given by

$$Y_{\ast PCR} := X^T U_K [\text{Cov}(U_K^T X)]^{-1} \text{Cov}(U_K^T X, Y),$$

(7)

an expression analogous to (5), when $A$ is replaced by the matrix $U_K$ that has the first $K$ eigenvectors of $\Sigma$ as its columns.

We establish the population level asymptotic equivalence between the predictors (5) and (7) in Lemma 9 in Section 3.1. This result shows, at the population level, that any factor regression model provides a platform that justifies this popular dimension reduction scheme, provided either the variances in $\Sigma^w$ are all equal, or a suitable condition based on $\lambda_K(A\Sigma^z A^T)/\lambda_1(\Sigma^w)$ is placed. The repercussions of this fact have been exploited in the classical factor regression literature, in which sample based prediction is given by $\hat{Y}_{PCR}$ corresponding to estimating the principal components in $Y_{PCR}$. A short list of references of works devoted to analyzing the quality of this predictor includes Stock and Watson (2002a,b), who gave sufficient assumptions on $A$, $\Sigma^z$ and $\Sigma^w$ that allowed for consistent prediction of $Y$, with further results established by Boivin and Ng (2006); Bair et al. (2006); Bai and Ng (2008, 2006); Fan et al. (2017). In Section 3.1 we review the assumptions under which PCR-based prediction is consistent, and show that under structural model assumptions, such as those provided by Essential Regression, a model-based predictor is consistent under weaker assumptions. Moreover, to the best of our knowledge, our analysis is the first to allow the number of factors $K$ to increase with $n$, and to state a finite sample risk upper bound that reveals the interplay among the quantities that govern prediction accuracy in this regime.
1.1.3 Essential Regression as Regression with Clustered Predictors

The purpose of Section 4 is to show that E-Regression can be used as a vehicle for model-based clustering and subsequent regression on cluster-related quantities. A routinely used strategy in practical applications that involve a very large number of covariates, is first to employ an algorithm that returns clusters of the \(X\)-variables, typically non-overlapping, then to regress a response vector \(Y\) on cluster averages, and finally to perform analysis on the resulting model (Bühlmann et al., 2013). Oftentimes it is unclear how the response \(Y\) depends on clusters of \(X\) that are determined independently of \(Y\). More generally, an approach for conducting post-clustering inference in regression is under-explored, as the few existing results focus on prediction. With Essential Regression we provide a model-based framework for such analyses.

Clusters of the \(X\)-variables are obtained relative to the support of the columns of \(A\), with index sets given by

\[
G_k := \{j \in [p] : |A_{jk}| > 0\}, \quad \text{for } k \in [K],
\]

and are allowed to overlap. This program, regarding the clustering of \(X\), without the regression step, has been carried out in Bing et al. (2017). They showed that clusters can be estimated consistently under weak signal strength conditions.

Within our E-Regression framework, we distinguish between two post-clustering problems: inference and prediction. We can interpret the matrix \(A\) as a cluster allocation matrix and the inference carried out at the level of the latent factors \(Z\), as inference carried out at the level of the cluster centers, but caution against replacing components of \(Z\) by cluster averages. Indeed, we prove in Section 4 that replacing \(Z\) by the weighted averages

\[
\bar{X} := (A^T A)^{-1} A^T X,
\]

and subsequently regressing on \(\bar{X}\), would not estimate \(\beta\). However, this can be immediately corrected by regression on predictors \(\tilde{Z}\) of \(Z\), obtained from appropriate cluster averages, exercising care when clusters overlap. With this correction, we obtain exactly the estimator of \(\beta\) analyzed in Section 2.5, and we can interpret the inferential tools developed in Section 2.6 as tools for post-clustering inference in regression. Prediction of \(Y\) requires less care as the cluster (weighted) averages \(\bar{X}\) in (8) has the same prediction error as that performed from \(\tilde{Z}\). The resulting predictor corresponds to the one already analyzed in Section 3 and our model formally justifies prediction from cluster averages. The prediction error adapts to the unknown reduced dimension \(K\), and becomes smaller not only when \(n\) increases, but typically also when \(p\) grows, in agreement with all prior results on prediction via factor regression models, irrespective of their specifications. Moreover, prediction with clustered variables, whenever appropriate, provides an alternative to prediction via sparse regression in high dimensions, with differences particularly pronounced whenever the level of sparsity is not high and when the multi-collinearity among the \(X\)-variables is strong, as further verified empirically in Section 5.2, for a general assignment matrix \(A\) that allows for cluster overlap.

1.2 Organization of the paper

Identifiability of \(\beta\) is studied in Section 2.1. The estimation procedure of \(\beta\) is proposed in Section 2.2. We state our main assumptions, in addition to model specification Assumption 1, in Section 2.3. Sections 2.4 and 2.5 provide the lower bound and upper bound of the \(\ell_2\)-norm convergence rate of \(\hat{\beta}\), respectively. The asymptotic normality of \(\hat{\beta}\) is studied in Section 2.6. In Section 3, we
propose our prediction procedure and provide the rate of its in-sample and new-data prediction risks. Section 3.1 contains detailed comparison with factor regression model. The application of Essential Regression to clustered predictors is discussed in Section 4. The simulation result is included in Section 5, followed by a real data analysis in Section 6. All proofs are deferred to the supplement.

1.3 Notation

For any positive integer \( q \), we let \([q] = \{1, 2, \ldots, q\}\). For two numbers \( a \) and \( b \), we write \( a \lor b := \max\{a, b\} \) and \( a \land b := \min\{a, b\} \). For a set \( S \), we use \( |S| \) to denote its cardinality. For a generic vector \( v \), we let \( \|v\|_q = (\sum_i |v_i|^q)^{1/q} \) denote its \( \ell_q \) norm for \( 1 \leq q \leq \infty \) with the convention that \( s^{1/q} = 1 \) for \( q = \infty \). In particular, we write \( \|v\| = \|v\|_2 \). We also write \( \|v\|_0 = |\text{supp}(v)| \). Let \( Q \) be any matrix. We use \( \|Q\|_{op} = \sup_{v \in S^{d-1}} \|Qv\| \), \( \|Q\| = (\sum_{i,j} Q_{ij}^2)^{1/2} \) and \( \|Q\|_\infty = \max_{i,j} |Q_{ij}| \) for its operator norm, Frobenius norm and element-wise maximum norm, respectively. We write \( \|Q\|_0 \) for its vectorized \( \ell_0 \) norm. For a symmetric matrix \( Q \in \mathbb{R}^{d \times d} \), we denote by \( \lambda_k(Q) \) its \( k \)th largest eigenvalue for \( k \in [d] \). For a positive semi-definite symmetric matrix, we will frequently use the fact that \( \lambda_1(Q) = \|Q\|_{op} \).

We use \( \mathcal{H}_d \) to denote the set of all \( d \times d \) signed permutation matrices and \( S^{d-1} \) to represent the space of the unit vectors in \( \mathbb{R}^d \). We denote by \( I_d \) the \( d \times d \) identity matrix, by \( 1_d \) the \( d \)-dimensional vector with entries equal to 1 and by \( \{e_j\}_{1 \leq j \leq d} \) the canonical basis in \( \mathbb{R}^d \). For any two sequences \( a_n \) and \( b_n \), \( a_n \preceq b_n \) (or \( a_n = O(b_n) \)) stands for there exists constant \( C > 0 \) such that \( a_n \leq Cb_n \). We write \( a_n \asymp b_n \) if \( a_n \preceq b_n \) and \( b_n \preceq a_n \). We also use \( a_n = o(b_n) \) to denote \( a_n/b_n \to 0 \) as \( n \to \infty \).

Based on (A1) of Assumption 1, we denote the set of pure variables as

\[
I = \bigcup_{k=1}^K I_k, \quad I_k = \{i \in [p] : |A_{ik}| = 1, A_{ik'} = 0, \text{ for any } k' \neq k\}.
\]

(9)

Its complement set is called the non-pure variable set \( J := [p] \setminus I \). We then partition the \( p \times K \) matrix \( A \) as \( A_I \in \mathbb{R}^{|I| \times K} \) and \( A_J \in \mathbb{R}^{|J| \times K} \) corresponding to \( I \) and \( J \), respectively. Finally, we let \( m := \min_k |I_k| \) denote the size of the smallest group of pure variables.

2 Estimation and inference in Essential Regression

2.1 Identifiability of \( \beta \)

Under model (1), we have \( Y = Z^T \beta + \varepsilon \), and thus the coefficient \( \beta \) satisfies

\[
\beta = [\text{Cov}(Z)]^{-1} \text{Cov}(Z, Y) = (\Sigma^z)^{-1} \text{Cov}(Z, Y).
\]

(10)

Since under model (2) we also have \( X = AZ + W \), which implies \( X_I = A_I Z + W_I \), then

\[
\text{Cov}(Z, Y) = (A_I^T A_I)^{-1} A_I^T \text{Cov}(X_I, Y),
\]

as under our assumptions \( \text{rank}(A_I) = K \), leading to the following equivalent expressions for \( \beta \):

\[
\beta = (\Sigma^z)^{-1} (A_I^T A_I)^{-1} A_I^T \text{Cov}(X, Y)
\]

(11)

\[
= (\Sigma^z)^{-1} (A_I^T A_I)^{-1} A_I^T \text{Cov}(X_I, Y).
\]

(12)
Theorem 1 in Bing et al. (2017) shows that, under Assumption 1, the matrices \(A\) and \(\Sigma_z\) can be uniquely determined from \(\Sigma\), up to a signed permutation matrix \(P\). As a result, \(\beta\) can also be recovered from (12) up to \(P^T\), as summarized in the proposition below. The proof can be found in the supplement.

**Proposition 1.** The quantities \(\Sigma\) and \(\text{Cov}(X,Y)\) define \(\beta\) uniquely, via (12), up to the permutation matrix \(P^T\).

The permutation matrix \(P\) will not affect either inference or the prediction of \(Y\). Indeed, writing \(\tilde{A} = AP\), \(\tilde{Z} = P^T Z\) and \(\tilde{\beta} = P^T \beta\), one still has \(Y = \tilde{Z}^T \tilde{\beta} + \varepsilon\) and \(X = \tilde{A} \tilde{Z} + W\).

### 2.2 Estimation of \(\beta\)

We assume that the data consists of \(n\) independent observations \((X_1,Y_1),\ldots,(X_n,Y_n)\) of \((X,Y)\) that satisfies (1) and (2). Let \(\hat{\Sigma} = n^{-1} \sum_{i=1}^{n} X_i X_i^T\) denote the sample covariance matrix. Motivated by equation (12), we consider a plug-in estimator of \(\beta\) via the following steps:

1. Obtain estimates \(\hat{K}, \{\hat{I}_1,\ldots,\hat{I}_K\}, \hat{A}_{\hat{I}}\) and \(\hat{\Sigma}_z\) from \(\hat{\Sigma}\) with tuning parameter \(\delta\) by using Algorithm 1 in Bing et al. (2017). For the reader’s convenience, the procedure is stated in Appendix A of 6.

2. Compute
   \[
   \hat{h} = \frac{1}{n} \left(\hat{A}_{\hat{I}}^T \hat{A}_{\hat{I}}\right)^{-1} \hat{A}_{\hat{I}}^T X_{\hat{I}}^T Y. \tag{13}
   \]

Provided \(\hat{\Sigma}_z\) is non-singular, estimate \(\beta\) by
   \[
   \hat{\beta} = \left(\hat{\Sigma}_z\right)^{-1} \hat{h}. \tag{14}
   \]

The procedure requires a single tuning parameter \(\delta\), and that \(K < n\). We show in Section 4 that \(\hat{\beta}\) coincides with the ordinary least squares estimator that minimizes \(\|Y - \hat{Z}_{(\hat{I})} \beta\|^2\) over \(\beta\), based on an appropriately constructed predictor \(\hat{Z}_{(\hat{I})}\) of \(Z\). We further discuss other possible estimators, including the cases \(K > n\) and \(\hat{\Sigma}_z\) singular, in Section 2.5, and contrast their rate performance with that of our recommended estimator.

### 2.3 Assumptions

The implementation of the above procedure is free of distributional assumptions. We evaluate it under three additional assumptions. First, we make the following distributional specifications for \(\varepsilon, W\) and \(Z\) defined in model (1) – (2):

**Assumption 2.** Let \(\gamma_{\varepsilon}, \gamma_{W}, \gamma_z\) and \(B_z\) be positive finite constants. Assume \(\varepsilon\) is \(\gamma_{\varepsilon}\)-subgaussian\(^1\) and \(W\) has independent \(\gamma_{W}\)-subgaussian entries. Further assume \(\|\Sigma_z\|_\infty \leq B_z\) and the random vector \((\Sigma_z)^{-1/2} Z\) is \(\gamma_z\)-subgaussian\(^2\).

---

\(^1\)A mean zero random variable \(x\) is called \(\gamma\)-subgaussian if \(\mathbb{E}[\exp(tx)] \leq \exp(t^2 \gamma^2 / 2)\) for all \(t \in \mathbb{R}\).

\(^2\)A mean zero random vector \(x\) is called \(\gamma\)-subgaussian if \(\langle x, v \rangle\) is \(\gamma\)-subgaussian for any unit vector \(v\).
The quality of our estimator $\hat{\beta}$ depends on how well we estimate $K$, $I$, its partition $\{I_k\}_{1 \leq k \leq K}$, as well as $(\Sigma^z)^{-1}$. Optimal estimation of these quantities can be performed under the conditions presented and discussed below.

Assumption 2 implies that $X_j$ is $\gamma_x$-subgaussian with $\gamma_x = (\gamma_z \sqrt{B_z} + \gamma_w)$, as shown in Lemma 3 in the supplement, and it is well known that in this case,

$$\mathbb{P}\left\{ \max_{1 \leq j < \ell \leq p} |\Sigma_{j\ell} - \Sigma_{j\ell}| \leq \delta \right\} \geq 1 - (p \vee n)^{-c'}$$

for some constant $c' > 0$ and

$$\delta = c \sqrt{\log(p \vee n)/n}$$

with $c = c(\gamma_x) > 0$ sufficiently large (see, for instance, (Bien et al., 2016, Lemma 1)). The leading constant $c$ can be chosen via cross-validation by the criterion on page 25 of Bing et al. (2017). With this form of $\delta$, the following theorem gives the statistical guarantees of the estimates $\hat{K}$ and $I_k$.

**Theorem 2** (Theorem 3 in Bing et al. (2017)). Under Assumptions 1 and 2, assume $\log p = o(n)$. Then, with probability greater than $1 - (p \vee n)^{-c}$, for some constant $c > 0$, we have

1. $\hat{K} = K$;
2. $I_k \subseteq \hat{I}_{\pi(k)} \subseteq I_k \cup J^k_1$, for all $k \in [K]$.

Here $\pi : [K] \rightarrow [K]$ is a permutation and $J^k_1 := \{j \in J : |A_{jk}| \geq 1 - 4\delta/\nu\}$ with constant $\nu$ defined in Assumption 1.

Since we do not impose any separation condition between $A_I$ and $A_J$, we cannot expect to recover $I$ perfectly in the presence of quasi-pure variables defined in the set $J_1 := \bigcup_{k=1}^K J^k_1$. Indeed, when $\log p = o(n)$, for any $j \in J^k_1$ we have $|A_{jk}| \approx 1$ and $A_{jk'} \approx 0$ for any $k' \neq k$, so variables corresponding to $J^k_1$ are very close to the pure variables in $I_k$, and possibly indistinguishable from one another.

Our estimator $\hat{\beta}$ depends on $\hat{I}$, and its performance is likely affected by the cardinality of $J_1$. Fortunately, if $|J_1|$ is small relative to $|I|$, the influence of misclassified $X$-variables with entries in $J_1$ becomes negligible. We introduce

$$\rho := \max_k \frac{|J^k_1|}{|I_k| + |J^k_1|} \in [0, 1)$$

(17)

to quantify the influence of quasi-pure variables on the quality of our estimation. Theorem 4 shows that optimal estimation of $\beta$ is possible in the presence of quasi-pure variables as long as their number is negligible relative to the number of pure variables in the same group, in that the following assumption holds.

**Assumption 3.** $\rho = O(1/\sqrt{mK})$ as $n \rightarrow \infty$, with $m := \min_{k \in [K]} |I_k|$.

This assumption holds if $\max_k |J^k_1| = O(\sqrt{mK})$. For fixed $K$ and $m$, we expect $|J^k_1| \rightarrow 0$ and $|J_1| \rightarrow 0$ whenever $\log p = o(n)$, while Assumption 3 merely requires $|J^k_1| = O(1)$. For $K \rightarrow \infty$, we allow the number of quasi-pure variables $|J_1|$ to grow, but no faster than $O(\sqrt{mK})$.

Another quantity that needs to be controlled is the covariance matrix $\Sigma^z$. It plays the same role as the Gram matrix in classical linear regression with random design.
Assumption 4. Assume $C_{\text{min}} < \lambda_{\text{min}}(\Sigma^z) \leq \lambda_{\text{max}}(\Sigma^z) < C_{\text{max}}$ for some constants $C_{\text{min}}$ and $C_{\text{max}}$ bounded away from 0 and $\infty$.

These assumptions, in addition to Assumption 1, allow for a cleaner presentation of our results. We can trace explicitly the dependency of the estimation rate for $\beta$ on $\rho$, $C_{\text{min}}$ and $C_{\text{max}}$ in the proofs. An important feature of this framework is that under Assumptions 1 – 4 and

$$K = O\left(n/\log(p \lor n)\right),$$

the matrix $\hat{\Sigma}^z$ satisfies the strict inequality

$$\|\hat{\Sigma}^z - \Sigma^z\|_{\text{op}} < \lambda_{\text{min}}(\Sigma^z),$$
in probability, as $n \to \infty$.

This is proved in Lemma 11 of the supplement and in turn guarantees, via Weyl’s inequality, that $\hat{\Sigma}^z$ can be inverted, with probability tending to 1.

2.4 Minimax lower bounds for estimators of $\beta$ in Essential Regression

To benchmark our estimator of $\beta$, we derive the minimax optimal rate of $\|\hat{\beta} - \beta\|$ over the parameter space $(\beta, \Sigma^z, A) \in S(R, m)$ with

$$S(R, m) := \left\{ (\beta, \Sigma^z, A) : \|\beta\| \leq R, \Sigma^z \text{ satisfies Assumption 4}, \right.$$  

$$A \text{ satisfies Assumption 1 with } \min_k |I_k| = m \right\},$$

where $I_k$ is defined in (9). For the purpose of the minimax result, it suffices to consider the joint distribution of $(X, Y)$ as

$$\begin{bmatrix} X \\ Y \end{bmatrix} \sim N_{p+1}\left(0, \begin{bmatrix} A\Sigma^z A^T + \tau^2 I_p & A\Sigma^z \beta \\ \beta^T \Sigma^z A^T & \sigma^2 \end{bmatrix}\right)$$

for $(\beta, \Sigma^z, A) \in S(R, m)$ and some positive constants $\sigma^2$ and $\tau^2$.

Theorem 3. Let $K \leq \bar{c}(R^2 \lor m)n$ for some positive constant $\bar{c}$. Let $(X_1, Y_1), \ldots, (X_n, Y_n)$ be i.i.d. random variables from the normal distribution in (20). Then, there exist constants $c' > 0$, $c'' \in (0, 1]$ depending only on $\bar{c}$, $C_{\text{max}}$, $C_{\text{min}}$, $\sigma^2$ and $\tau^2$, such that

$$\inf_{\hat{\beta}} \sup_{(\beta, \Sigma^z, A) \in S(R, m)} \mathbb{P}\left\{\|\hat{\beta} - \beta\| \geq c' \left(1 \lor \frac{R}{\sqrt{m}}\right) \cdot \sqrt{\frac{K}{n}}\right\} \geq c''.$$

The inf is taken over all estimators $\hat{\beta}$ of $\beta$.

To the best of our knowledge, this is a new result in the factor regression model literature and it is interesting to place our results in a broader, related, context. For this, note that under the Essential Regression framework, if $I$ and $A_I$ were known, the pure variable assumption implies

$$Y = Z^T \beta + \varepsilon, \quad X_I = Z + W_I$$

with $X_I := \Pi_I^T X := (A_I^T A_I)^{-1} A_I^T X_I$ and $W_I = \Pi_I^T W_I$. The covariance structure of the error term $W_I$ is diagonal, as $\text{Cov}(W_I) = \Pi_I^T \Sigma^w_I \Pi_I$, when $\Sigma^w = \tau^2 I_p$ and $|I_k| = m$ for all $k \in [K]$. 
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When \( I \), and thus \( A_I \), are known, \( \bar{X}_I \) is observable, and model (22) becomes an instance of an errors in variables model. The minimax optimal lower bound for estimating \( \beta \) in such models has been derived recently in Belloni et al. (2017), under sparsity assumptions on \( \beta \). In the particular case of non-sparse \( \beta \), which we treat here, their lower bound agrees with that given by our Theorem 3, although their bound is derived over a larger class, and can only be compared with (21) when \( I \) is known.

Theorem 3 above shows that, from the point of view of estimating \( \beta \) consistently in Essential Regression and, as we will show below, also for consistent prediction, the number of factors \( K \) can grow with \( n \), a scenario not treated in the more classical factor regression literature summarized in Section 3.

It also reveals that, as in the classical regression set-up, although \( K \) can grow with \( n \) in Essential Regression, consistent estimation of unstructured \( \beta \) cannot be guaranteed when \( K > n \). We discuss briefly estimation of \( \beta \) under sparsity assumptions in Remark 3 of the next section, but a full analysis of this scenario is beyond the scope of the current paper, and will be treated in follow-up work.

### 2.5 Consistency of \( \hat{\beta} \) in \( \ell_2 \)-norm: Rates of convergence and optimality

The following theorem states the convergence rate of \( \min_{P \in \mathcal{H}_K} \| \hat{\beta} - P\beta \| \).

**Theorem 4.** Assume Assumptions 1 – 4 hold. Let \( K \log(p \vee n) = O(n) \). Then, with probability greater than \( 1 - \frac{1}{n} \) for some constant \( c > 0 \), the matrix \( \hat{\Sigma}^z \) is non-singular and the estimator \( \hat{\beta} \) given by (14) satisfies:

\[
\min_{P \in \mathcal{H}_K} \| \hat{\beta} - P\beta \| \lesssim \left( 1 \vee \frac{\| \beta \|}{\sqrt{m}} \right) \sqrt{\frac{K \log(p \vee n)}{n}}. \tag{23}
\]

**Remark 1.** The estimator \( \hat{\beta} \) achieves the minimax rate in Theorem 3 up to a \( \log(p \vee n) \) term. Inspection of the proof, when \( K \to \infty \), tells us that the \( \log(p \vee n) \) terms in the condition \( K \log(p \vee n) = O(n) \) and the upper bound in inequality (23) can be improved to \( K \) correspondingly. This additional log \( K \) is the price to pay for not observing \( Z \). On the other hand, comparing (23) with the convergence rate of the least squares estimator (OLS) when \( Z \) is observable, the additional \( \| \beta \| / \sqrt{m} \) is due to the design error \( W \). This additional error becomes negligible when \( \| \beta \| = O(1) \) and \( K = o(m) \). In the worst case scenario the rate of \( \hat{\beta} \) is slower than the OLS by a factor of \( \sqrt{K} \).

**Remark 2.** Expression (11) suggests that, in addition to our proposed estimator \( \hat{\beta} \), one can also consider the following estimator of \( \beta \), that uses the estimated allocation matrix \( \hat{A} \):

\[
\hat{\beta}_{full} = \frac{1}{n} \left( \hat{\Sigma}^z \right)^{-1} \left[ \hat{A}^T \hat{A} \right]^{-1} \hat{A}^T X^T Y. \tag{24}
\]

However, we recommend \( \hat{\beta} \) over \( \hat{\beta}_{full} \) as it has better theoretical and numerical performance. The construction of (24) involves the estimation of the full matrix \( A \in \mathbb{R}^{p \times K} \), while (14) only requires the estimation of the sub-matrix \( A_I \in \mathbb{R}^{|I| \times K} \), with \( |I| \) possibly much smaller than \( p \). As a result, the consistency of \( \hat{\beta} \) can be obtained at a much faster (minimax optimal) rate than that for \( \hat{\beta}_{full} \). This is verified in the simulation study presented in Section 5. Proposition 19 in 6 shows that the rate of \( \hat{\beta}_{full} \) is slower than that of the proposed \( \hat{\beta} \) by a substantial factor of \( \sqrt{(p / K) \vee \| A_I \|} \).
Remark 3. Assumption 4 on the eigenvalues of $\Sigma^z$ becomes increasingly restrictive if $K$ increases. Instead, as in Bing et al. (2017), one can use the notion of $\ell_q$-sensitivities $\kappa_q(\Sigma^z, s)$, that combines sparsity $s = \|\beta\|_0$ of the vector $\beta$ and restricted eigenvalues of $\hat{\Sigma}^z$. We will address this setting in a different paper. As a short preview, we propose in the case of large $\hat{K}$ to estimate $\beta$ by

$$\hat{\beta}_d = \arg \min_{\beta \in \mathbb{R}^K} \left\{ \|\beta\|_1 : \|\hat{\Sigma}^z \beta - \hat{h}\|_\infty \leq \lambda + \mu \|\beta\|_1 \right\}$$

for some parameters $\lambda$ and $\mu$. Explicit forms of $\lambda$ and $\mu$ are given in 6, where we prove that with probability tending to one, as $(p \lor n) \to \infty$, for $1 \leq q \leq +\infty$,

$$\min_{P \in \mathcal{H}_K} \|\hat{\beta}_d - P \beta\|_q \lesssim \left[ \kappa_q(\Sigma^z, s) \right]^{-1} (1 \lor \|\beta\|_1) \sqrt{\log (p \lor n) / n}$$

and the $\ell_q(\Sigma^z, s)$-sensitivities can be bounded via the inequality

$$\left[ \kappa_q(\Sigma^z, s) \right]^{-1} \leq s^{1/q} \|\Sigma^z\|^{-1}_\infty, 1.$$  

Hence, $\hat{\beta}_d$ adapts to the unknown sparsity $s$ of $\beta$. Finally, using the connection between our model and the errors in variables model mentioned in Section 2.4 above, one can adapt the conic programming approach of Belloni et al. (2017) to construct an alternative sparse estimator, that can be shown to attain the same rate as in (26), but at increased computational cost. A full analysis of sparse estimators in Essential Regression is deferred to future work.

2.6 Inference for $\beta$: Asymptotic normality of $\hat{\beta}$

In this section, for ease of presentation, we assume that the signed permutation matrix $P$ is identity and we consider $\Sigma^w = \tau^2 I_p$ and $|I_k| = m$ for all $k \in [K]$, but our proof holds for the general case.

The component-wise asymptotic normality of $\hat{\beta}$ is proved under the challenging, but realistic, scenario in which some of the non-pure variables are very close to the pure variables, justifying their name, quasi-pure variables, introduced in Section 2.3 above. Allowing for this situation is similar to relaxing the signal strength conditions used in the literature on support recovery. In our context, they would correspond to requiring that the pure and non-pure variables are well separated, in that

$$\min_{j \in J} \min_{P \in \mathcal{H}_K} \|A_{j_1} - Pe_1\|_1 \geq c \sqrt{\log (p \lor n) / n}$$

for some universal constant $c > 0$, an assumption that we do not make. We note that it would be equivalent to requiring $\rho = 0$, for $\rho$ defined in (17).

In Section 2.3 we established the convergence rate of $\hat{\beta}$ when $\rho \neq 0$, but satisfies Assumption 3. For the asymptotic normality result, we can still allow $\rho \neq 0$, but require it to be of the smaller size given in Assumption 3'.

Assumption 3'. $\rho = o(1/\sqrt{mK^2 \log (p \lor n)})$ as $n \to \infty$.

The assumption is implied by $\max_k |J^k_1| = o(\sqrt{mK^2 \log (p \lor n)})$, which in turn implies that the number $|J^1|$ of quasi-pure variables is of order $o(\sqrt{m/ \log (p \lor n)})$.  

**Theorem 5.** Under Assumptions 1, 2, 3, 4 and $K \log(p \lor n) = o(\sqrt{n})$, $\hat{\Sigma}^z$ is non-singular with probability tending to one, and for any $1 \leq k \leq K$,

$$\sqrt{n}Q^{-1/2}_{kk}(\hat{\beta}_k - \beta_k) \overset{d}{\to} N(0, 1), \quad \text{as } n \to \infty,$$

where

$$Q_{kk} = \left(\sigma^2 + \frac{\tau^2}{m} \|\beta\|^2 \right) \left(\Omega_{kk} + \frac{\tau^2}{m} \|\Omega_k\|^2 \right) + \frac{\tau^4}{m^2(m - 1)} \sum_{a=1}^K \beta_a^2 \Omega_{ka}^2.$$

**Remark 4.** The proof of Theorem 5 is based on an application of the Lyapunov central limit theorem and on the appropriate control of two remainder terms, given below, via Lemmas 7 – 12 stated and proved in 6. Specifically, in display (B.27) of the supplement, we prove, for any $k$ and on the appropriate control of two remainder terms, given below, via Lemmas 7 – 12 stated and proved in 6. Specifically, in display (B.27) of the supplement, we prove, for any $k \in [K]$, the decomposition

$$\sqrt{n}(\hat{\beta}_k - \beta_k) = \frac{1}{\sqrt{n}} \sum_{t=1}^n \Omega_{kk}^T U_t + \sqrt{n} \left[ \text{Rem}_1 \right]_k + \sqrt{n} \left[ \text{Rem}_2 \right]_k$$

and show that $(nQ_{kk})^{-1/2} \sum_{t=1}^n \Omega_{kk}^T U_t$ converges, in distribution, to $N(0, 1)$. The first remainder term is associated with errors induced by the presence of quasi-pure variables. It is exactly zero, if no such variables exist or, equivalently, if $\rho = 0$. We do allow for $\rho \neq 0$ and impose instead Assumption 3’. Our analysis reveals that the scaled version $\sqrt{n}/Q_{kk}[\text{Rem}_1]_k$ still vanishes asymptotically. The second remainder term is associated with the error of estimating $(\Sigma^z)^{-1}$ by $(\hat{\Sigma}^z)^{-1}$. Under no sparsity conditions on $(\Sigma^z)^{-1}$, condition $K \log(p \lor n) = o(\sqrt{n})$ ensures $\sqrt{n}/Q_{kk}[\text{Rem}_2]_k = o_p(1)$, as desired.

To benchmark the order of magnitude of our asymptotic variance of $\hat{\beta}_k$, we calculate the Fisher information matrix with respect to $\beta$ for a known choice of $A$, $\Sigma^z$, $\tau^2$ and $\sigma^2$.

**Proposition 6.** Consider (20) with $A$ and $\Sigma^z$ chosen from $\mathcal{S}(R, m)$. Let $G = \Omega + \tau^{-2} A^T A$ and $c_0 := \tau^2/\lambda_K(A \Sigma^z A^T)$. For any unbiased estimator $\hat{\beta}$ and $k \in [K]$,

$$\text{Var}(\beta_k) \geq \frac{1}{1 + 3c_0} (\sigma^2 + \beta^T G^{-1}\beta) \left[\Omega_{kk} + \tau^2 \Omega_{kk}^T (A^T A)^{-1} \Omega_k \right].$$

In particular, when $\lambda_1(A^T A) = c_1 m$ for some $c_1 \geq 1$ and $c_0 = \tau^2/(mc_{\text{min}})$, we have, for any $k \in [K]$,

$$\text{Var}(\beta_k) \geq \frac{1}{1 + 3c_0} \left(\sigma^2 + \frac{\tau^2}{(c_0 + c_1)m} \|\beta\|^2 \right) \left(\Omega_{kk} + \frac{\tau^2}{c_1 m} \|\Omega_k\|^2 \right).$$

When (i) $\lambda_1(A^T A) = o(\lambda_1(A^T A))$ (non-pure rows $A_j$ have small signal); and (ii) $\max_k |I_k| \times \min_k |I_k|$ (the pure variables are balanced), we have $\lambda_1(A^T A) = O(m)$ and the asymptotic variance of our estimator $\hat{\beta}$ agrees with the Cramér-Rao lower bound, in order of magnitude, even though $\tau^2$, $\sigma^2$, $A$ and $\Sigma^z$ are unknown.

In practice, one needs to estimate $Q_{kk}$ in order to construct a valid confidence interval for a coordinate of $\beta$. We use the plug-in estimator $\hat{Q}_{kk}$ by replacing $\sigma^2$, $\tau^2_i := \Sigma_{ii}^w$, $|I_k|$, $\beta$ and $\Omega$ by their estimates. Specifically, we use $\hat{\Omega} = (\hat{\Sigma}^z)^{-1}$ and

$$\tau^2_i = \frac{1}{n} X_i^T X_i - \hat{A}_i^T \hat{\Sigma}^z \hat{A}_i, \quad \text{for all } i \in [p];$$

$$\hat{\sigma}^2 = \frac{1}{n} Y^T Y - 2\hat{\beta}^T \hat{h} + \hat{\beta}^T \hat{\Sigma}^z \hat{\beta}.$$
If $\hat{\tau}^2$ or $\hat{\sigma}^2$ is negative, we set it to 0. Armed with these estimates, the following proposition shows that the plug-in estimator $\hat{Q}_{kk}$ consistently estimates the asymptotic variance $Q_{kk}$ of $\hat{\beta}_k$.

**Proposition 7.** Under Assumptions 1 – 4 and $K \log(p \vee n) = o(n)$, we have

$$\left| \frac{\hat{Q}_{kk}^{1/2}}{Q_{kk}^{1/2}} - 1 \right| = o_p(1).$$

Consequently, if additionally Assumption 3' and $K \log(p \vee n) = o(\sqrt{n})$ hold, we have

$$\sqrt{n}\hat{Q}_{kk}^{-1/2}(\hat{\beta}_k - \beta_k) \xrightarrow{d} N(0, 1), \quad \text{as } n \to \infty, \quad k \in [K].$$

To place our inference results in the context of regression problems with an embedded $K$-dimensional structure, we compare the nature of our results with those obtained in $K$-sparse regression models on $p$ variables. Within those, we distinguish between two inferential goals: (i) Inference in $K$ dimensions and (ii) Inference in $p$ dimensions.

To meet goal (i), a standard approach is to employ a method of selecting $\hat{K}$ of the $p$ variables and provide conditions that guarantee that $\hat{K} = K$ and that the selected set coincides with the true variable subset. On the positive side, under such conditions, inference can be performed in the non-random dimension $K$, see, for instance, Bunea (2004). However, this analysis requires that (a) $\min_j |\beta_j| \gg \sqrt{\log p/n}$, the minimax-optimal threshold for support recovery; and (b) the set of the assumed true $K$ variables can be only weakly correlated, as shown in, for instance, Bunea (2008); Bühlmann and van de Geer (2011); Giraud (2015). Since inferential tools are most needed for near-zero values of the regression coefficients, and typically the active variables are correlated, these restrictions on the parameter space and on the covariates render inference after consistent support recovery, such as uniform (in $\beta_j$) confidence intervals, problematic for practical use.

To meet goal (ii) and alleviate the issues posed by the above approach, one continues to select $\hat{K}$ of the $p$ regression variables and estimate their associated regression coefficients, but follows this by a one-step correction (Bickel, 1975) that leads to an estimator in $p$-dimensions. This estimator can be used for component-wise inference of the $p$ true regression coefficients, valid uniformly over $\mathbb{R}^p$. This approach no longer insists on consistent support recovery and the assumptions on the design matrix can be relaxed considerably. Without further assumptions, this approach is valid when, out of the total $p$ measured $X$ variables, only $K \lesssim \sqrt{n}$ are active in the model. This program has been developed by, among others, Zhang and Zhang (2014); van de Geer et al. (2014); Javanmard and Montanari (2014); Dezeure et al. (2017); Zhang and Cheng (2017); Javanmard and Montanari (2018).

Inference in Essential Regression reaches a compromise between (i) and (ii).

1. It provides valid inference in $K \lesssim \sqrt{n}$ dimensions, but $K$ is the dimension of the vector of latent factors $Z$, and in E-Regression all $p$ regression variables contribute to the response $Y$, albeit indirectly.

2. Theorem 5 uses the fact that $K$ and the partition of pure variables can be consistently estimated. The latter is proved in Theorem 2, which holds under sufficient conditions that do not involve $\beta$, and therefore is uniform over $\beta$, thus alleviating the issues posed by approach (i). Moreover, the conditions of Theorem 2 allow for highly correlated $X$-covariates, unlike the conditions required by approach (i), and to a lesser extent (ii).

Collectively, 1 and 2 summarize the net gain of performing inference at the interpretable $Z$-resolution level relative to inference at the $X$-level, via sparse regression, whenever the former is of interest.
3 Prediction with Essential Regression

The challenge of predicting $Y = Z^T \beta + \varepsilon$ can be met via a two-step procedure, which at the population level is as follows: First predict $Z$ from the observable $X$ to construct $\tilde{Z}$, then predict $Y$ by $\tilde{Y}$ from $\tilde{Z}$. To predict $Z$, recall that model (2) implies

$$X = Z + W,$$

with $X := \Pi^T X := (A^T A)^{-1} A^T X$ and $W := \Pi^T W$, which suggests the construction of the best linear predictor (BLP) of $Z$ from $X$ given by

$$\tilde{Z} = \text{Cov}(Z, X)\text{Cov}(X)^{-1}X = \Sigma^z (\Sigma^z + \Pi^T \Sigma^w \Pi)^{-1} X.$$ 

We make the simple observation that

$$\beta = \arg \min_{\alpha} E(Y - Z^T \alpha)^2 = \arg \min_{\alpha} E(Y - \tilde{Z}^T \alpha)^2,$$

which justifies predicting $Y$ by $\tilde{Y} = \tilde{Z}^T \beta$. A further exploitation of (10) simplifies $\tilde{Y}$ to

$$\tilde{Y} = X^T \Pi [\Sigma^z + \Pi^T \Sigma^w \Pi]^{-1} \Sigma^z \beta = X^T A \text{Cov}(A^T X)^{-1} \text{Cov}(A^T X, Y).$$

Based on this population level expression of $\tilde{Y}$, we use the data $(X_1, Y_1), \ldots, (X_n, Y_n)$ to predict $Y$ by

$$\hat{Y} = X \hat{A} \left[ \hat{A}^T X^T X \hat{A} \right]^{-1} \hat{A}^T X^T Y := X \hat{\theta}$$

where $M^+$ denotes the Moore-Penrose inverse of matrix $M$ and $\hat{A}$ is defined in display (A.2) – (A.4) of Appendix A in the supplement.

The prediction for a single new data point $X_*$ (with corresponding $Z_*$) is given by

$$\hat{Y}_* = X_*^T \hat{\theta} = X_*^T \hat{A} \left[ \hat{A}^T X^T X \hat{A} \right]^{-1} \hat{A}^T X^T Y.$$ (33)

In the following theorem, we present bounds for the in-sample prediction risk $E[\|\hat{Y} - Z^T \beta\|^2]$ and the new-data prediction risk $E[(\hat{Y}_* - Z_*^T \beta)^2 \wedge T]$ for all $T > 0$. We need some additional notation. We write $C_W = \max_{i \in [p]} \Sigma^w_i, \kappa_A = \lambda_1(A^T A) / \lambda_K(A^T A), \Lambda_{\min} = \lambda_K(A^T A)$, and define

$$R_A = \|A_J\|_0 \frac{\log(p \vee n)}{n}$$

(34)

**Theorem 8.** Under Assumptions 1, 2, 4 and $K \log(p \vee n) = O(n)$, we have

$$\frac{1}{n} E \left[ \|\hat{Y} - Z^T \beta\|^2 \right] \lesssim \frac{K}{n} \sigma^2 + \frac{\|\beta\|^2}{\Lambda_{\min}} C_W \left\{ 1 + \kappa_A R_A + \frac{R_A^2}{\Lambda_{\min}} \right\}.$$ (35)

Additionally, if $R_A / \Lambda_{\min} = o(1)$ holds, we have

$$\frac{1}{n} E \left[ \|\hat{Y} - Z^T \beta\|^2 \right] \lesssim \frac{K}{n} \sigma^2 + \frac{\|\beta\|^2}{\Lambda_{\min}} C_W (1 + R_A),$$ (36)

and, for any $T > 0$,

$$E \left[ (\hat{Y}_* - Z_*^T \beta)^2 \wedge T \right] \lesssim \frac{K}{n} \sigma^2 + \frac{\sigma^2 \vee \|\beta\|^2}{\Lambda_{\min}} C_W (1 + R_A).$$ (37)
We explain this result below, and defer a detailed discussion on simplifications of the bound to Section 4, where we connect prediction with Essential Regression to prediction in regression with clustered variables.

Remark 5 (Oracle prediction risk). We emphasize that the loss functions in Theorem 8 differ from \( \|Z\beta - Z\hat{\beta}\|^2 \), which corresponds to the unobserved matrix \( Z \), in which case \( Z\hat{\beta} \) is not bona fide predictor of \( Y \). A bound on this loss can be easily derived from Theorem 4:

\[
\frac{1}{n} \|Z\beta - Z\hat{\beta}\|^2 \lesssim \left( 1 + \frac{\|\beta\|^2}{m} \right) \frac{K \log(p \lor n)}{n},
\]  

with probability tending to one. This inequality is proved in Section B.4 of the supplement. Bound (38) is overly optimistic, as it obscures the main difficulty in prediction via factor regression models, that of predicting the unobserved \( Z \). We have included this bound as a benchmark, and for completeness of exposition.

Remark 6 (Interpretation of the prediction rate). The first term \( K\sigma^2/n \) in the right-hand side of (36) is the typical prediction error of \( Y \) in \( K \) dimensions, had we observed \( Z \), while the second term \((C_W\|\beta\|^2/\Lambda_{\min})(1 + R_A)\) is the price to pay for predicting \( Z \) and estimating \( A \). Lemma 21 in the supplement shows that \( C_W\|\beta\|^2/\Lambda_{\min} \) is the irreducible error of (linearly) predicting \( Z \) via \( \hat{X} \), even at the population level:

\[
\min_{\eta} \mathbb{E} \left[ (\beta^T Z - \eta^T \hat{X})^2 \right] = \mathbb{E} \left[ (\beta^T Z - \hat{\beta}^T \tilde{Z})^2 \right] = O \left( C_W\|\beta\|^2/\Lambda_{\min} \right).
\]

Furthermore, predicting \( Z \) necessitates the estimation of \( A \), and Lemma 15 in the supplement shows that \( \|\hat{A} - A\|^2 = O_p(R_A) \). This is the minimax optimal rate for estimating \( A \) in this model, see Bing et al. (2017).

Remark 7 (Conditions of Theorem 8). The quantity \( \Lambda_{\min} \) is the smallest eigenvalue of the matrix \( A^T A = A_J^T A_I + A_J^T A_J \). The matrix \( A_J^T A_I \) is diagonal with the smallest eigenvalue \( m = \min_k |I_k| \). Hence

\[
\Lambda_{\min} \geq \lambda_{\min}(A_J^T A_J) + \lambda_{\min}(A_J^T A_J) \geq m + \lambda_{\min}(A_J^T A_J)
\]  

using the min-max theorem for the first inequality. A limit case of the condition \( R_A/\Lambda_{\min} = o(1) \) corresponds to \( \lambda_{\min}(A_J^T A_J) = o(m) \), in which case we require that the sub-matrix \( A_J \) corresponding to non-pure variables have support that satisfies \( \|A_J\|_0 \log(p \lor n) = o(nm) \). In Section 3.1, we further contrast this condition, and the results of this section, with conditions and results obtained for prediction in principal component regression. As a last point of comparison, conditions on the sparsity of \( A \) simply mean that not all \( p \) variables in the vector \( X \) contribute to explaining a particular \( Z_k \), for each \( k \), which is the main premise of Essential Regression. However, all \( p \) variables are allowed to participate in prediction, indirectly via \( Z \). Our sparsity requirement is quite different than that in prediction via sparse regression. In the latter case, prediction is ultimately based on a subset of \( X \), and a strong sparsity requirement limits the overall number of variables \( X \) used for prediction, thereby potentially increasing the bias.

Remark 8. We use the bounded loss \( (\tilde{Y}_* - Z\beta)^2 \wedge T \) in (37), with arbitrarily large \( T \), for technical convenience, in order to avoid having infinite prediction risk for a new observation, as \( \hat{A}^T X^T X \hat{A} \) may not invertible, on an event with probability converging to zero. Alternatively, we may set our estimate to zero in such cases, see, for instance, Baraud (2002). Such a truncation will not affect the risk. This problem does not arise for the in-sample prediction risk \( \mathbb{E}[\|\tilde{Y} - Z\beta\|^2] \), since \( \tilde{Y} \) utilizes the projection matrix onto \( X \hat{A} \), given in (32), which is uniquely defined.
We close this section by briefly discussing alternative predictors. A natural candidate employs only $X_I$, the vector of pure variables. Using analogous reasoning as above, included for completeness in 6, the population level predictor has the expression

$$\tilde{Y}_I := X_I^T A_I [\text{Cov}(A_I^T X_I)]^{-1} \text{Cov}(A_I^T X_I, Y),$$

and the in-sample prediction risk of its sample counterpart is $K\sigma^2/n + C_W\|\beta\|^2/m$, as stated and proved in Theorem 20 in Appendix C of the supplement. Although this predictor only involves $A_I$, which can be estimated with lower error than $A$, the irreducible prediction error, arising from predicting $\beta^T Z$ via $X_I$, dominates. Indeed, Lemma 21 in the supplement shows that at the population level

$$0 \leq \mathbb{E}[(\beta^T Z - \tilde{Y}_I)^2] - \mathbb{E}[(\beta^T Z - \hat{Y})^2] = O(C_W\|\beta\|^2/m) .$$

Finally, if, in the argument presented at the beginning of this section, we predict $Z$ from $X$ instead of $\bar{X}$, then we arrive at a weighted (by an estimate $\hat{\Omega}^w$ of $[\Sigma^w]^{-1}$) version of the predictor $\hat{Y}$ in (32), given by

$$\hat{Y}_w = X \hat{\Omega}^w A [\hat{A}^T \hat{\Omega}^w X^T X \hat{\Omega}^w A]^+ \hat{A}^T \hat{\Omega}^w Y .$$

The analysis of its prediction risk is almost identical to that of $\hat{Y}$, and the resulting risk bounds are the same, but require the extra assumption that $\min_{1 \leq i \leq p} \Sigma^{w}_{ii} > 0$.

### 3.1 Comparison with principal-component based prediction

A model-free, widely used, predictor of $Y$ in regression problems with high dimensional, highly correlated, design is based on the first $K$ principal components of $X$ (PCR). As mentioned in the Introduction, its population level expression is

$$Y_{PCR}^* = X^T U_K [\text{Cov}(U_K^T X)]^{-1} \text{Cov}(U_K^T X, Y)$$

(42)

where $U_K$ is the $p \times K$ matrix with columns equal to the $K$ eigenvectors of $\text{Cov}(X)$ corresponding to its $K$ largest eigenvalues. It is interesting to note that, when the factor regression model

$$Y = \beta^T Z + \varepsilon, \quad X = BZ + W,$$

holds, with the same $K$, and when $\Sigma^w = \tau^2 I_p$, for some $\tau$, then

$$Y_{PCR}^* = Y_{FR}^*,$$

where

$$Y_{FR}^* = X^T B [\text{Cov}(B^T X)]^{-1} \text{Cov}(B^T X, Y)$$

(44)

is the best linear predictor of $Y$ from $B^T X$ in any factor regression model (43). We could not find this simple result in the literature, and prove it in the first part of Lemma 9 below. This result suggests that prediction via $K$ principal components can be justified within the factor regression framework, with $K$ factors. We strengthen it, in Lemma 9 below, with conditions under which $Y_{PCR}^*$ and $Y_{FR}^*$ are close, for a general noise matrix $\Sigma^w$. It is clear that, although $Y_{FR}^*$ remains unchanged after we replace $B$ in the previous expression by $\tilde{B} = BQ$ for any invertible matrix $Q$ (keeping $X = BZ + W$), we have $Y_{PCR}^* \neq Y_{FR}^*$ in general. However, these two quantities can be close, depending on the size of the signal-to-noise ratio defined as

$$\xi = \lambda_K(B \Sigma^w B^T) / \|\Sigma^w\|_{op} .$$

(45)
Lemma 9. Under model (43), let $Y_{PCR}^*$ and $Y_{FR}^*$ be defined as above.

1. If $\Sigma^w = \tau^2 I_p$, then $Y_{PCR}^* = Y_{FR}^*$ almost surely.

2. Suppose $B\Sigma^zB^T$ has decreasing eigenvalues $\lambda_1 > \lambda_2 > \cdots > \lambda_K$ and

$$\min_{1 \leq k \leq K-1} (\lambda_k - \lambda_{k+1}) \geq c_* \lambda_K, \quad \xi > 1, \quad \xi \to \infty$$

for some constant $c_* > 1$. Then there exists an invertible matrix $Q$ such that

$$\|U_K - BQ\|^2 = O(K/\xi^2).$$

Furthermore, if (46) holds with some constant $c_* > 2$ and

$$\xi > \kappa \sqrt{K}, \quad \xi/(\kappa \sqrt{K}) \to \infty,$$

with $\kappa := \lambda_1(B\Sigma^zB^T)/\lambda_K(B\Sigma^zB^T)$, we have

$$\mathbb{E} [Y_{PCR}^* - Y_{FR}^*]^2 \lesssim \beta^T \Sigma^z \beta \left(\frac{\kappa K}{\xi}\right)^2.$$

Lemma 9 shows that the model-free $Y_{PCR}^*$ can approximate the best linear predictor of $Y$, in any factor regression model, including Essential Regression, at least at the population level, when either $\Sigma^w$ is proportional to the identity matrix, or the signal-to-noise ratio $\xi \to \infty$ sufficiently fast as $p \to \infty$. The latter is implicitly assumed in the existing literature on factor regression models, see Assumption 5 below.

Under the Essential Regression model, the best linear predictor of $Y$, has the same generic form as (44), with $B = A$, but $A$ has the structure postulated in Assumption 1. The model-tailored, sample-based, predictor (32) defined above makes use of this structure, with the net benefit of a reduction in the prediction risk, which is provably small under weaker signal strength assumptions than those required by PCR-type prediction, in unstructured factor regression models. This is verified by our simulations in Section 5, and formalized below.

If $K$ is fixed and, moreover, known, Stock and Watson (2002a,b) consider model (43), under some additional conditions, and prove that $Y_{FR}^*$ and $Y_{PCR}^*$, and their estimates, are close as $n,p \to \infty$, while Bai and Ng (2006) further provides asymptotic prediction intervals for $Y_{PCR}^*$. The latter are constructed relative to an asymptotically normal estimator of, in our notation, $Q\beta$, for a particular, and unknown, invertible matrix $Q$, which differs considerably from our asymptotic results in Theorem 5 in Section 2.6.

A fully data-driven prediction scheme requires the estimation of $K$, and Bai and Ng (2002) provides several AIC/BIC selection type criteria for this purpose. Lam and Yao (2012); Ahn and Horenstein (2013) propose a different approach, based on the ratio of adjacent eigenvalues of the sample covariance matrix. Under suitable conditions, both approaches consistently select $K$ as $n,p \to \infty$. The second criterion tends to have better finite sample performance, and is the one we use in our simulation comparison in Section 5.

All the aforementioned results are proved under conditions that are commonly used in classical factor models (Chamberlain and Rothschild, 1983; Connor and Korajczyk, 1986; Bai and Ng, 2008; Bai, 2003; Fan et al., 2011, 2013). The main assumptions are summarized below:
Assumption 5. Under model (43), assume $K$ is fixed, $\|\beta\|_\infty = O(1)$, $\|\Sigma^w\|_{op} = O(1)$ and all eigenvalues of $p^{-1}B^TB$ and $\Sigma^z$ are of constant order.

We make the important observation that Assumption 5 assumes that $K$ is fixed and implies that the signal-to-noise ratio $\xi$ in (45) satisfies

$$\xi = \frac{\lambda_K(B\Sigma^zB^T)}{\lambda_1(\Sigma^w)} \asymp p,$$

(48)

where we write $a_n \asymp b_n$ if $a_n = O(b_n)$ and $b_n = O(a_n)$. Meanwhile, in the context of Essential Regression, using Assumptions 2 and 4 and the fact that $\Sigma^w$ is diagonal, we have instead

$$\xi = \frac{\lambda_K(A\Sigma^zA^T)}{\lambda_1(\Sigma^w)} \asymp \Lambda_{\min} := \lambda_K(A^TA).$$

Under the structural assumptions on model parameters made by Essential Regression:

(1) $K$ is allowed to grow with $n$ and $p$ and can be estimated consistently (Theorem 2), for sub-Gaussian data and $\log(p) = o(n)$;

(2) precise expressions (35), (36) and (37) for the error bounds elucidate how various quantities in the model, influence the quality of prediction. These quantities are (i) the number of factors $K$ via the norm of $\beta$, (ii) the amount of shared information between the components of $X$, via their common factors $Z$, quantified by the size $s_J = \|A_J\|_0$ of the support of the coefficient sub-matrix $A_J$ corresponding to non-pure variables, (iii) the sample size $n$, and (iv) the signal-to-noise ratio $\xi$.

To illustrate the second point, for consistent prediction, (36) in Theorem 8 together with (34) requires that

$$\frac{\xi}{\|\beta\|^2[1 \lor \log(p \lor n)s_J/n]} \to \infty, \text{ as } n \to \infty.$$ (49)

In the worst case scenario of $s_J \asymp Kp$ (no sparsity in $A_J$) and $\|\beta\|^2 = O(K)$ (assuming $\|\beta\|_\infty = O(1)$ as in Assumption 5), (49) boils down to $\xi \gg PK^2\log(p \lor n)/n$. This required rate for $\xi$ becomes less restrictive if $A_J$ and/or $\beta$ is sparse.

Furthermore, consistent prediction can be established under a smaller signal-to-noise ratio $\xi$ than (48) for PCR. To make a fair comparison, we consider the case that $K$ is fixed and $\|\beta\|_\infty = O(1)$ as assumed in Assumption 5 for PCR, and $A_J$ is not sparse. From (49), consistent prediction in Essential Regression is then guaranteed by

$$\xi \gg p\log(p \lor n)/n.$$

This is a weaker assumption on $\xi$ than (48), required by PCR, a fact verified in our simulation studies in Section 5.2 (see Figure 2).

4 Essential Regression as regression with clustered predictors

The decomposition (2) in our model formulation can be used as a model for possibly overlapping clustering. For this, we interpret $A$ as an allocation matrix that assigns the $X$-variables to possibly overlapping groups $G_k$ corresponding to the components of $Z$ via

$$G_k = \{j \in [p] : A_{jk} \neq 0\}.$$
This approach was first proposed in Bing et al. (2017), and their algorithm, called LOVE, was shown to estimate clusters consistently. With this interpretation, the quantities introduced above, 

$$\tilde{X} := \Pi^T X := (A^T A)^{-1} A^T X, \quad \hat{X}_I := \Pi_I^T X_I := (A_I^T A_I)^{-1} A_I^T X_I,$$

can be viewed as weighted cluster averages and averages of pure variables, respectively. As discussed in Section 1.1.3 of the Introduction, Essential Regression provides a framework within which we can analyze when the commonly used cluster averages can be used for downstream analysis, with statistical guarantees. While these quantities are appropriate for prediction purposes, we need the best linear predictors

$$\tilde{Z} = \text{Cov}(Z, \tilde{X}) [\text{Cov}(\tilde{X})]^{-1} \tilde{X} = \Sigma^z (\Sigma^z + \Pi^T \Sigma^w \Pi)^{-1} \tilde{X}.$$  (50)

$$\tilde{Z}_{(I)} = \text{Cov}(Z, \tilde{X}_I) [\text{Cov}(\tilde{X}_I)]^{-1} \tilde{X}_I = \Sigma^z (\Sigma^z + \Pi_I^T \Sigma_I^w \Pi_I)^{-1} \tilde{X}_I.$$  (51)

of $Z$ from $\tilde{X}$ and $\tilde{X}_I$, respectively, for inference of $\beta$. We remark that, at the population level,

$$\beta = \begin{cases} 
\arg\min_\alpha \mathbb{E} [Y - \alpha^T \tilde{Z}]^2 & \neq \arg\min_\alpha \mathbb{E} [Y - \alpha^T \tilde{X}]^2 \\
\arg\min_\alpha \mathbb{E} [Y - \alpha^T \tilde{Z}_{(I)}]^2 & \neq \arg\min_\alpha \mathbb{E} [Y - \alpha^T \tilde{X}_I]^2
\end{cases}$$

suggesting that estimation of $\beta$ should not be based on cluster (weighted) averages. On the other hand,

$$\min_\eta \mathbb{E} \left[ Y - \eta^T \tilde{Z}_{(I)} \right]^2 = \min_\eta \mathbb{E} \left[ Y - \eta^T \tilde{X}_I \right]^2 \geq \min_\eta \mathbb{E} \left[ Y - \eta^T \tilde{Z} \right]^2 = \min_\eta \mathbb{E} \left[ Y - \eta^T \tilde{X} \right]^2.$$  (52)

Thus, while the minimizers of $\mathbb{E} [Y - \eta^T \tilde{X}]^2$ and $\mathbb{E} [Y - \eta^T \tilde{Z}]^2$ differ, the minimal risk corresponding to $\tilde{X}$ and $\tilde{Z}$ are the same. Moreover, (52) informs us that using $\tilde{X}$ (or $\tilde{Z}$) is to be preferred over $\tilde{X}_I$ (or $\tilde{Z}_{(I)}$).

Summarizing, the practical implications of the above discussion are as follows:

1. Regressing $Y$ onto the vector of cluster averages, be they weighted or unweighted, will not result in a consistent estimator for $\beta$;

2. Regressing $Y$ onto the corrected averages will estimate $\beta$. The estimator $\hat{\beta}$ proposed and analyzed in Section 2.2 has the latter interpretation, in the following sense:

**Lemma 10.** Let $\hat{Z}_{(I)}$ be the plug-in estimator of $\tilde{Z}_{(I)}$. Then $\hat{\beta}$ in (14) minimizes $\|Y - \hat{Z}_{(I)} \hat{\beta}\|^2$.

We can view the estimator of $\beta$ as a post-clustering estimator, and the results of Theorem 4 as post-clustering inference, at the $Z$-level.

3. For prediction, one should project onto $\tilde{X}$ (or, equivalently, $\tilde{Z}$) rather than $\tilde{X}_I$ (or $\tilde{Z}_{(I)}$). This is precisely what we propose for $\hat{Y}$ defined in (32) above.

**Remark 9** (Regression with non-overlapping clusters). We distinguish between non-overlapping and overlapping clustering. If the clusters do not overlap, then each component of $X$ is related to only one component of $Z$, so $I = \{ p \} = \{ 1, \ldots, p \}$ and $A = A_I \in \{ 0, 1 \}^{p \times K}$, and therefore $\tilde{X}_I = \tilde{X}$ and $\tilde{Z}_{(I)} = \tilde{Z}$. The clusters are given by the uniquely defined partition of $I$, namely $G_k = I_k$ for $k \in [K]$. This model was first proposed and analyzed in Bunea et al. (2019) for a different algorithm, but
the LOVE algorithm adapts to the non-overlapping setting. If the clusters are balanced in that \( \min_k |I_k| \asymp \max_k |I_k| \), and the regression coefficients are bounded, \( \|\beta\|_{\infty} = O(1) \), the convergence rate of \( \hat{\beta} \) in Theorem 4 becomes

\[
\min_{P \in \mathcal{H}_K} \|\hat{\beta} - P\beta\| \lesssim \left( 1 + \sqrt{\frac{K}{n}} \right) \sqrt{\frac{K \log(p \vee n)}{n}}.
\]

Large values of \( p \) relative to \( K \) help in this case, and if \( K^2 \log(p \vee n) = O(p) \), the above rate is essentially the rate of the least squares estimator obtained by regressing \( Y \) on an observable \( Z \), although in our setup \( Z \) is not observed. The in-sample prediction error of \( \hat{Y} \) can be further simplified in the non-overlapping cluster setting with balanced clusters. In this case, we obtain

\[
\frac{1}{n} E \left[ \|\hat{Y} - Z\beta\|^2 \right] \lesssim \frac{K}{n} + \frac{K^2}{p}.
\]

Again, large \( p \) helps – a phenomenon inherent to prediction in factor models.

**Remark 10** (Regression with overlapping clusters). Different phenomena are exhibited when clusters overlap. By Lemma 10, our proposed estimator \( \tilde{\beta} \) is the least squares estimator of \( Y \) on \( \tilde{Z}^{(I)} \).

Another possibility is \( \tilde{\beta} = \arg\min_{\beta} \|Y - \tilde{Z}\beta\|^2 \), the least squares estimator relative to a plug-in estimator \( \tilde{Z} \) of the population-level \( Z \) given in (50). However, we advise against this estimator, as the performance of \( \tilde{\beta} \) is in general worse than that of \( \hat{\beta} \). A simple explanation is that, similarly to \( \tilde{\beta}_{full} \), such an estimate is based on an estimate of \( A^T A \), which in turn accumulates the noise of estimating the full \( p \times K \) matrix \( A \). In contrast, in the estimation of \( \hat{\beta} \) we only require the estimation of the much simpler submatrix \( A_I \). This is further verified in Section 5.1 of the simulation study.

For prediction, the situation is more nuanced, and the degree of overlap is important. Recall that \( J \) is the index set of all variables that belong to more than one group. Again, for simplicity of presentation, we assume that the clusters are balanced in that \( \min_k |I_k| \asymp \max_k |I_k| \) and \( \|\beta\|_{\infty} = O(1) \). This implies that \( m \asymp |I|/K \), and

\[
\Lambda_{\text{min}} \gtrsim \frac{|I|}{K} + |J| \lambda_{\text{min}} \left( \frac{1}{|J|} A_j^T A_j \right) := \frac{|I|}{K} + |J| \psi_J
\]

by (39). We take a closer look at the upper bound

\[
\frac{1}{n} E \left[ \|\hat{Y} - Z\beta\|^2 \right] \lesssim \frac{K}{n} + \frac{\|\beta\|^2}{\Lambda_{\text{min}}} \left\{ 1 + \|A_J\|_0 \frac{\log(p \vee n)}{n} \right\}
\]

\[
\lesssim \frac{K}{n} + \frac{K^2}{|I| + K |J| \psi_J} \left\{ 1 + |J| \max_j \|A_{J_j}\|_0 \frac{\log(p \vee n)}{n} \right\}
\]

for the in-sample prediction risk in Theorem 8. In the moderate overlap scenario of \( |J| = O(|I|) \), or equivalently, \( |I| \asymp p \), and the super-overlap scenario of \( |I| = o(|J|) \), or \( |I| = o(p) \) and \( |J| \asymp p \), this bound reads as

\[
\frac{1}{n} E \left[ \|\hat{Y} - Z\beta\|^2 \right] \lesssim \frac{K}{n} + \frac{K^2}{|I|} + \left( \frac{K^2 \wedge}{\psi_J} \right) \left( \max_j \|A_{J_j}\|_0 \right) \frac{\log(p \vee n)}{n}, \quad \text{moderate-overlap};
\]

\[
\lesssim \frac{K}{n} + \frac{K}{p \psi_J} + \frac{K}{\psi_J} \left( \max_j \|A_{J_j}\|_0 \right) \frac{\log(p \vee n)}{n}, \quad \text{super-overlap}.
\]
Interestingly, large values of $p$ continue to be a blessing in the moderate overlap scenario, but they may become a curse in the super overlap scenario, depending on the behavior of $\psi_J$ as $p \to \infty$.

5 Simulations

In this section, we complement and support our theoretical findings with simulations, focusing on two main areas:

1. The $\ell_2$ convergence rate of $\hat{\beta}$ and the coverage of its 95% confidence interval (CI) of $\beta$;
2. The prediction performance of candidate predictors.

Data generating mechanism: We first describe how we generate $A, \Sigma^z, \Sigma^w$, and $\beta$. Recall that $A$ can be partitioned into $A_I$ and $A_J$. To generate $A_I$, we set $|I_k| = m$ for each $k \in [K]$ and choose $A_I = I_K \otimes 1_m$, where $\otimes$ denotes the kronecker product. Each row of $A_J$ is generated by first randomly selecting its support with cardinality drawn from $\{2, 3, \ldots, \lfloor K/2 \rfloor\}$ and then by sampling its non-zero entries from $\text{Unif}(0, 1)$ with random signs. In the end, we rescale $A_J$ such that the $\ell_1$ norm of each row is no greater than 1. To generate $\Sigma^z$, we set $\text{diag}(\Sigma^z)$ to a $K$-length sequence from 2.5 to 3 with equal increments. The off-diagonal elements of $\Sigma^z$ are then chosen as $\Sigma^z_{ij} = (-1)^{(i+j)(\Sigma^z_{ii} \wedge \Sigma^z_{jj})}(0.3)^{|i-j|}$ for any $i \neq j \in [K]$. Finally, $\Sigma^w$ is chosen by randomly sampling its diagonal elements from $\text{Unif}(2, 3)$.

Then we generate the $n \times K$ matrix $Z$ and the $n \times p$ noise matrix $W$ whose rows are i.i.d. from $N_K(0, \Sigma^z)$ and $N_p(0, \Sigma^w)$, respectively. Then we set $X = ZA^T + W$ and $Y = Z\beta + \varepsilon$ where the $n$ components of $\varepsilon$ are i.i.d. $N(0, 1)$. For each setting, we repeat generating $(X, Y)$ 100 times and record the corresponding results.

5.1 Convergence rate of $\beta$ and the coverage of the 95% confidence interval

We consider the following two settings:

1. Fix $p = 500$, $K = 10$, $m = 10$, and vary $n \in \{200, 400, 600, 800, 1000\}$;
2. Fix $n = 300$, $p = 500$, $K = 10$ and vary $m \in \{5, 10, 20, 30, 40\}$.

The entries of $\beta$ are independently sampled from $\text{Unif}(1, 2)$. For each setting, we calculate the averaged $\ell_2$ errors $\|\hat{\beta} - \beta\|$ of the following four estimators and report them in Table 1:

- $\hat{\beta}$ constructed in (14);
- $\hat{\beta}_{\text{full}}$ defined in (24);
- $\tilde{\beta} := \arg \min_\beta \|Y - \hat{Z}\beta\|^2$ where $\hat{Z}$ is the plug-in type estimator of (50) by using $\hat{\Sigma}^z$, $\hat{\Sigma}^w$ and $\hat{A}$ obtained from (A.1), (27), (A.2), (A.3) and (A.4) in 6.
- $\hat{\beta}_{\text{oracle}} = (Z^T Z)^{-1} Z^T Y$, the oracle least square estimator by using the true $Z$.

For the inference of $\beta$, we calculate the 95% confidence interval (CI) of $\beta_1$ based on Theorem 5 and Proposition 7. Their coverage is shown in Table 1.

Summary: Naturally, $\hat{\beta}_{\text{oracle}}$ is the best since it uses the true $Z$. Among the other estimators, $\hat{\beta}$ has the closest performance to $\hat{\beta}_{\text{oracle}}$ and outperforms the other two estimators in all cases.
The gap between $\hat{\beta}$ and $\hat{\beta}_{\text{oracle}}$ decreases as $m$ increases. The estimation errors of $\hat{\beta}$, $\tilde{\beta}$ and $\hat{\beta}_{\text{full}}$ decrease as $n$ or $m$ increases. These findings support Theorem 4. The average coverage, over 100 repetitions, is 95% or higher for the 95% confidence intervals, which further supports the results of Section 2.6.

Table 1: $\ell_2$ error of different estimators and the coverage of the 95% CI of $\beta_1$.

|       | $\hat{\beta}$ | $\tilde{\beta}$ | $\hat{\beta}_{\text{full}}$ | $\hat{\beta}_{\text{oracle}}$ | coverage(%) |
|-------|----------------|------------------|-----------------------------|-------------------------------|-------------|
| Vary $n$ with $p = 500$, $m = K = 10$ |               |                  |                             |                               |             |
| $n = 200$ | 0.52       | 0.76             | 1.02                        | 0.16                          | 98          |
| $n = 400$ | 0.32       | 0.51             | 0.75                        | 0.11                          | 99          |
| $n = 600$ | 0.26       | 0.45             | 0.63                        | 0.08                          | 100         |
| $n = 800$ | 0.22       | 0.41             | 0.51                        | 0.08                          | 100         |
| $n = 1000$ | 0.20      | 0.36             | 0.49                        | 0.07                          | 98          |
| Vary $m$ with $n = 300$, $p = 500$, $K = 10$ |       |                  |                             |                               |             |
| $m = 5$    | 0.57       | 0.71             | 1.10                        | 0.12                          | 96          |
| $m = 10$   | 0.35       | 0.56             | 0.83                        | 0.12                          | 99          |
| $m = 20$   | 0.25       | 0.37             | 0.43                        | 0.12                          | 100         |
| $m = 30$   | 0.21       | 0.27             | 0.29                        | 0.12                          | 98          |
| $m = 40$   | 0.20       | 0.22             | 0.22                        | 0.12                          | 98          |

5.2 Prediction with E-Regression: a comparative study

In this section we study the numerical performance of our prediction strategy relative to principal component regression (PCR) and the Lasso. We consider the following candidates:

- ER: the Essential Regression predictor $\hat{Y}_* = X^T\hat{\theta}$ from (32). We also considered the weighted predictor defined in (41) and since these two have similar performance, we only present the result of $\hat{Y}_*$.
- PCR-oracle: the principal component regression (PCR) in (42) using the true $K$;
- PCR: the above PCR with $K$ selected via the criterion proposed in Lam and Yao (2012); Ahn and Horenstein (2013). We have also implemented the selection criterion suggested by Bai and Ng (2002), but it had inferior performance, and is for this reason not included in our comparison here.
- Lasso: the “least absolute shrinkage and selection operator” (Tibshirani, 1996) with the tuning parameter chosen via cross-validation.

The Lasso is developed for predicting $Y$ from $X$ when we expect that the best predictor of $Y$ is well approximated by a sparse linear combination of the components of $X$. Under our model specifications, the best linear predictor of $Y$ from $X$ is given by

$$X^T\bar{\theta} = X^T[\text{Cov}(X)]^{-1}\text{Cov}(X,Y) = X^T\Omega^wA[\Omega + A^T\Omega^wA]^{-1}\beta,$$
where \( \Omega = [\Sigma^2]^{-1}, \Omega^w = [\Sigma^w]^{-1} \) and the last equality uses Fact 1 in Appendix B of the supplement. Although \( \hat{\theta} \) is not sparse in general, we observe that \( \|\hat{\theta}\|^2 \leq \beta^T[\Omega + A^T\Omega^wA]^{-1}\beta \). Hence its \( \ell_2 \)-norm may be small if \( \|\beta\| \) is small and/or \( \Lambda_{\min} \) is large. Our simulation design allows for these possibilities.

In Section 5.2.1 below we investigate how the prediction errors of these four procedures change as we vary \( p, K \) and the signal-to-noise ratio (SNR) one at a time.

In Section 5.2.2, we consider a limit case of our model (1), corresponding to \( W \approx 0 \), as this set-up favors PCR-type prediction, and also allows for a better understanding of the behavior of the Lasso-based prediction, under our model specification.

The performance metric is based on the new data prediction risk. To calculate it, we independently generate a new dataset \((X_{\text{new}}, Y_{\text{new}})\) containing \( n \) i.i.d. samples drawn according to our data generating mechanism. The prediction risk of the predictor \( \hat{Y}_{\text{new}} \) is calculated as \( \|\hat{Y}_{\text{new}} - Z_{\text{new}}\beta\|^2 / n \).

### 5.2.1 Varying \( p, K \) and SNR one at a time

In order to vary the signal-to-noise ratio, we use a slightly different generating mechanism for \( A_J \). For each row \( A_j \) of \( A_J \), after randomly selecting its support, with cardinality drawn from \( s_j \in \{2, 3, \ldots, K\} \), we sample its non-zero entries from \( N_{s_j}(0, D) \) with \( \text{diag}(D) = (1/s_j, \ldots, 1/s_j) \) and \( D_{ab} = \frac{\zeta|i-j|}{s_j} \) for any \( a \neq b \) and given parameter \( \zeta \in [0, 1] \). In addition, we sample the diagonal entries of \( \Sigma^w \) from \( \text{Unif}(3, 5) \) and the entries of \( \beta \) from \( \text{Unif}(0, 1) \).

To vary \( p \) and \( K \) one at a time, we first set \( n = 300, K = 10, m = 5 \) and choose \( p \) from \( \{200, 400, 600, 800, 1000\} \), then fix \( n = 300, p = 600, m = 5 \) and vary \( K \) in \{10, 20, 30, 40, 50\}. Both settings use \( \zeta = 0.5 \). The prediction risks of the four predictors listed above are shown in Figure 2.

To vary the signal-to-noise ratio \( \xi = \lambda_K(A\Sigma^2A^T)/\lambda_1(\Sigma^w) \), we fix \( \Sigma^2 \) and \( \Sigma^w \), and generate \( A_J \) by choosing \( \zeta \in \{0.1, 0.3, 0.5, 0.7, 0.9, 0.95, 0.99\} \). We set \( n = 300, p = 400, K = 10 \) and \( m = 3 \). For each \( \zeta \), we calculate the SNR and plot the prediction risks of each predictor in Figure 2.

![Figure 2: Prediction risks of different predictors as \( p, K \) and SNR vary separately](image)

**Summary:** When \( W \neq 0 \), we do not expect the Lasso to perform well. It is thus surprising that in some regimes its prediction performance is not worse than the methods tailored to this model. The reason is that \( \|\hat{\theta}\| \) is small in some settings. However, the gap between the Lasso and the other methods increases with the size of \( \|\beta\| \), as further illustrated in Section 5.2.2.
Overall, the prediction error for all four methods deteriorates as \( K \) increases or the SNR decreases. This indicates that prediction becomes more difficult for large \( K \) and small SNR. On the other hand, all methods perform better as \( p \) increases. This contradicts the classical understanding that having more features increases the degrees of freedom of the model, hence inducing larger variance. By contrast, in our setting, increasing the number of features provides information that can be used to predict \( Z \) more accurately. This can be seen from our prediction risk in Theorem 8 by noting that \( \Lambda_{\text{min}} \) increases as \( p \) increases. This phenomenon has been observed in the classical factor (regression) model, see, for instance, Stock and Watson (2002a); Bai (2003); Bai and Ng (2008, 2006); Fan et al. (2013).

Among the four candidates, ER has the smallest prediction error in all settings. Furthermore, PCR fails to detect \( K \) and tends to select \( \hat{K} < K \). It is clear that using \( \hat{K} < K \) leads to a large loss in prediction accuracy. This also indicates that, for principal component regression approaches, detecting \( K \) requires larger SNR than making consistent prediction with true \( K \) given. In the first plot, we are in a moderate SNR regime and as expected from Lemma 9, the PCR-oracle approaches have comparable performance to ER. In the second plot, as \( K \) increases, the advantage of ER becomes considerable, which supports the fact that PCR only has guarantees for fixed \( K \).

Finally, in the third plot, all PCR approaches, including the PCR-oracle, are affected the most by a smaller SNR.

5.2.2 Prediction when \( W \approx 0 \)

In this section, we focus on a particular setting in which \( W \approx 0 \). Note that, when \( W = 0 \), model (1) implies \( X = AZ \) and

\[
Y = X^T A (A^T A)^{-1} \beta + \varepsilon := X^T \eta + \varepsilon \implies \mathbb{E}[Y|X] = X^T \eta.
\]

Although \( \eta \) is not entry-wise sparse in general, we see that its \( \ell_2 \) norm is small when \( \Lambda_{\text{min}} \) is large from the inequality \( \|\eta\|^2 \leq \|\beta\|^2 / \Lambda_{\text{min}} \). We thus expect that taking \( W = 0 \) will improve the performance of the Lasso.

In the following, we first consider \( W = 0 \) and compare different predictors for various choices of \( \eta \). Then, we consider \( W \approx 0 \) by adding some small noise to \( W \) and investigate how the predictors change correspondingly.

**Case 1: \( W = 0 \)** We consider both a low-dimension setting \((n = 600, p = 400)\) and a high-dimensional setting \((n = 200, p = 400)\). For both cases, we set \( K = 10, m = 5 \) and consider an initial \( \beta_0 \) whose entries are drawn from Unif(1,2). We generate \( A, \Sigma^x \) and \( \Sigma^w \) according to the data generating mechanism. Then for a fixed \( A \), we choose \( \eta = A (A^T A)^{-1} (\beta_0 + \Delta) \) with \( \Delta \) in \{1, 3, 5, 7, 9\} (the addition is element-wise). For each \( \Delta \), we calculate the prediction risks of different predictors as shown in Table 2. Since PCR-oracle, PCR and ER have the same prediction error, we only present one of them. In fact, since \( X = AZ \), both PCR and PCR-oracle are regressing \( Y \) on the true \( Z \). So is the ER when \( I \) is estimated consistently.

**Summary:** Since ER regresses \( Y \) on the true \( Z \), as we consistently estimate \( I \), ER works very well regardless of the choice of \( \eta \). On the other hand, the Lasso clearly has inferior performance and the gap becomes considerable as \( \|\eta\| \) increases. This is due to the collinearity among \( X \). Indeed, from \( X = AZ \), we observe that all the pure variables in the same group are perfectly correlated. It is well known that the Lasso isn’t stable in the presence of multi-collinearity. This phenomenon is slightly alleviated in the low-dimension case.
Table 2: Table of prediction risks for different \( \Delta \)

| \( \Delta \) | \( p < n \) | \( p > n \) | \( \| \eta \| \) |
|------------|-----------|-----------|---------|
| \( \Delta = 1 \) | 0.015 0.022 | 0.054 0.076 | 2.1     |
| \( \Delta = 3 \) | 0.016 0.033 | 0.055 0.317 | 3.7     |
| \( \Delta = 5 \) | 0.017 0.251 | 0.054 1.394 | 5.3     |
| \( \Delta = 7 \) | 0.017 1.038 | 0.052 2.651 | 6.9     |
| \( \Delta = 9 \) | 0.016 1.997 | 0.058 4.885 | 8.6     |

**Case 2:** \( W \approx 0 \)  When \( W = 0 \), the collinearity of \( X \) may lead to inconsistent estimation via the Lasso, which becomes highly apparent for large values of \( \| \eta \| \). We investigate whether adding noise to \( W \) changes this phenomenon. We consider the high-dimensional setting, \((n = 200, p = 400)\), set \( \Delta = 5 \) and sample \( W \) from \( N(0, \Sigma_w^\rho) \) for a diagonal matrix \( \Sigma_w^\rho \) with each entry sampled from \( \text{Unif}(0, \rho) \) and \( \rho \in \{0, 0.2, 0.4, 0.6, 0.8, 1.0\} \). The case \( \rho = 0 \) corresponds to \( W = 0 \). Note that the data is still generated from model (1). For each \( \rho \), the prediction risks of different predictors are shown in Figure 3. Adding noise to \( W \) clearly makes all predictors deteriorate. Lasso is outperformed over the entire range of \( \rho \).

![Figure 3: The prediction risks for different values of \( \rho \)](image)

6 Analysis of SIV-vaccine data

We tested E-Regression on a high-dimensional dataset of vaccine-induced humoral immune responses, from a recently published study that demonstrated multiple antibody-centric mechanisms of vaccine-induced protection against SIV (Ackerman et al., 2018), the non-human primate equivalent of HIV. The dataset comprised \( p = 191 \) antibody functional and biophysical properties, including Fc effector functions, glycosylation profiles and binding to Fc receptors. The properties were measured for \( n = 60 \) non-human primates (NHPs). For each NHP, the level of protection offered by the vaccine (number of intra-rectal SIV challenges after which the NHP got infected or
whether the NHP remained uninfected after the maximum number of challenges for the study (12), normalized by the total number of challenges) was used as the outcome \( Y \) we regressed to.

Figure 4: Left panel: The prediction mean square errors of E-Regression (ER), Lasso and Principal Component Regression (PCR) from 50 repetitions of 5-fold cross-validation. Right panel: Two representative clusters with their pure variables. (The overlapping variables between these two clusters are more than the plot shows.)

E-Regression was very accurate at predicting outcome and performed better than Lasso and Principal Component Regression in a 5-fold cross-validation framework as shown in Figure 4. Perhaps more interestingly, E-Regression used cluster centers to predict outcome rather than using a sparse set of predictive variables (for instance, via the Lasso). This framework is especially appropriate as vaccine-induced protection is mediated by coordinated immunological mechanisms, rather than a sparse set of antibody properties (variables). While the sparsity assumption is commonly made to avoid overfitting on a high-dimensional dataset, it merely allows the identification of predictive markers, and not actual mechanisms. To gain mechanistic insights, the authors in the original manuscript Ackerman et al. (2018) reconstructed correlation blocks around the Lasso-selected variables. E-Regression already uses cluster centers instead of individual variables to predict outcome. By identifying cluster centers with significant non-zero regression coefficients, our method directly allows the identification of concerted antibody-centric mechanisms that determine outcome. Further, our clustering algorithm uses the notion of pure and mixed variables, which agrees with the notion that some antibody properties work in tandem with several other properties (mixed variables), while others are part of individual immunological signatures (pure variables) (Bournazos and Ravetch, 2017; Nimmerjahn and Ravetch, 2007). For this dataset, of the 191 variables, our clustering algorithm gave an initial estimator \( \hat{K} = 10 \) of the number of factors. We then used the asymptotic normality of \( \hat{\beta} \), established in Section 2.6, to retain the most relevant factors, given in the above picture, under FDR control. As further practical validation, our algorithm identified the only 3 markers of degranulation of natural killer (NK) cells – CD107a, MIP1b and IFNg as pure variables, and placed them in the same cluster, consistent with a-priori expectation. Most of the glycan features were also assigned to the same cluster. This is illustrated in Figure 4. As this pilot data analysis yielded highly interpretable results, we use it as motivation for a full investigation of
this data set, that will be conducted in subsequent work. For now we conclude that E-Regression can be a very useful tool for regression problems in which the influence on $Y$ of representatives of groups of the $X$-variables is of primary interest, and not directly that of the components of $X$.
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A The LOVE algorithm

For the reader’s convenience, we give the specifics of estimating \( I \) and \( K \) developed by Bing et al. (2017).

Algorithm 1 Estimate the partition of the pure variables \( I \) by \( \hat{I} \)

\[
\begin{align*}
1: & \quad \text{procedure PureVar}(\hat{\Sigma}, \delta) \\
2: & \quad \hat{I} \leftarrow \emptyset. \\
3: & \quad \text{for all } i \in [p] \text{ do} \\
4: & \quad \hat{I}^{(i)} \leftarrow \{ l \in [p] \setminus \{i\} : \max_{j \in [p] \setminus \{i\}} |\hat{\Sigma}_{ij}| \leq |\hat{\Sigma}_{il}| + 2\delta \} \\
5: & \quad Pure(i) \leftarrow \text{True}. \\
6: & \quad \text{for all } j \in \hat{I}^{(i)} \text{ do} \\
7: & \quad \text{if } |\hat{\Sigma}_{ij}| - \max_{k \in [p] \setminus \{j\}} |\hat{\Sigma}_{jk}| > 2\delta \text{ then} \\
8: & \quad Pure(i) \leftarrow \text{False}, \\
9: & \quad \text{break} \\
10: & \quad \text{if } Pure(i) \text{ then} \\
11: & \quad \hat{I}^{(i)} \leftarrow \hat{I}^{(i)} \cup \{i\} \\
12: & \quad \hat{I} \leftarrow \text{Merge}(\hat{I}^{(i)}, \hat{I}) \\
13: & \quad \text{return } \hat{I} \text{ and } \hat{K} \text{ as the number of sets in } \hat{I} \\
14: & \quad \text{function Merge}(\hat{I}^{(i)}, \hat{I}) \\
15: & \quad \text{for all } G \in \hat{I} \text{ do} \quad \triangleright \hat{I} \text{ is a collection of sets} \\
16: & \quad \text{if } G \cap \hat{I}^{(i)} \neq \emptyset \text{ then} \quad \triangleright \text{Replace } G \in \hat{I} \text{ by } G \cap \hat{I}^{(i)} \\
17: & \quad G \leftarrow G \cap \hat{I}^{(i)} \\
18: & \quad \text{return } \hat{I} \\
19: & \quad \hat{I}^{(i)} \in \hat{I} \quad \triangleright \text{add } \hat{I}^{(i)} \text{ in } \hat{I} \\
20: & \quad \text{return } \hat{I}
\end{align*}
\]

Next, for each \( a \in [\hat{K}] \) and \( b \in [\hat{K}] \setminus \{a\} \), we compute

\[
\hat{\Sigma}_a^z = \frac{1}{|\hat{I}_a|(|\hat{I}_a| - 1)} \sum_{i,j \in \hat{I}_a, i \neq j} |\hat{\Sigma}_{ij}|, \quad \hat{\Sigma}_{ab}^z = \frac{1}{|\hat{I}_a||\hat{I}_b|} \sum_{i \in \hat{I}_a, j \in \hat{I}_b} \hat{A}_{ia}\hat{A}_{ib}\hat{\Sigma}_{ij},
\]

(53)
to form the estimator \( \hat{\Sigma}^z \) of \( \Sigma^z \).

Furthermore, we restate the estimation of \( A_I \) in Bing et al. (2017). For each \( k \in [\hat{K}] \) and the estimated pure variable set \( \hat{I}_k \),

Pick an element \( i \in \hat{I}_k \) at random, and set \( \hat{A}_i = e_k \);

For the remaining \( j \in \hat{I}_k \setminus \{i\} \), set \( \hat{A}_j = \text{sign}(\hat{\Sigma}_{ij}) \cdot e_k \).

(54)
(55)

For the estimation of \( A_J \), we use the Dantzig-type estimator \( \hat{A}_D \) proposed in Bing et al. (2017) given by

\[
\hat{A}_j = \arg \min_{\beta_j} \left\{ \| \beta_j \|_1 : \| \hat{\Sigma}^z \beta_j - (\hat{A}_I^T \hat{A}_I)^{-1} \hat{A}_I^T \hat{\Sigma}_{Ij} \|_\infty \leq \mu \right\}
\]

(56)
for any \( j \in \mathcal{I} \), with tuning parameter \( \mu = O(\sqrt{\log(p \lor n)/n}) \). The estimator \( \hat{A} \) enjoys the optimal convergence rate of \( \max_{j \in [p]} \| \hat{A}_j - A_j \|_q \) for any \( 1 \leq q \leq \infty \) (Bing et al., 2017, Theorem 5).

### B Main proofs

#### B.1 Proof of Proposition 1: the identifiability of \( \beta \)

From the structure of \( \Sigma \) together with Assumption 1, Theorem 1 in Bing et al. (2017) can be directly invoked to show that \( I \) and its partition \( \mathcal{I} \) are identifiable up to a label permutation. In addition, \( A \) is identifiable up to a signed permutation. Suppose we identify \( \tilde{A} = A P \) for some signed permutation \( P \) and, in particular, \( \tilde{A}_I = A_I P \).

First observe that for any \( a, b \in [K] \), \( \Sigma^{z}_{ab} \) is recovered by

\[
\Sigma^{z}_{ab} = A_{ia} A_{jb} \Sigma_{ij}, \quad \text{for } i \in \mathcal{I}_a, \ j \in \mathcal{I}_b, \ i \neq j. \tag{57}
\]

We prove this as follows. Since \( \Sigma = A \Sigma^{z} A^T + \Sigma^w \) with \( \Sigma^w \) diagonal,

\[
\Sigma_{ij} = \sum_{c,d=1}^{K} A_{ia} \Sigma^{z}_{cd} A_{jc} = A_{ia} A_{jb} \Sigma^{z}_{ab},
\]

where in the second step we use that \( i \in \mathcal{I}_a, \ j \in \mathcal{I}_b \). Then (57) follows from \( |A_{ia}| = |A_{jb}| = 1 \).

From \( \tilde{A} \) and the corresponding partition \( \{ \mathcal{I}_a \}_{a \in [K]} \), we can define \( \tilde{\Sigma}^{z} \) to be the matrix with elements \( \tilde{\Sigma}^{z}_{ab} = \tilde{A}_{ia} \tilde{A}_{jb} \Sigma_{ia,jb} \) for some \( i_a \in \tilde{\mathcal{I}}_a, \ j_b \in \tilde{\mathcal{I}}_b \), and \( i_a \neq j_b \). Let \( \pi : [K] \to [K] \) be the permutation mapping corresponding to \( P \). Specifically, \( \pi(a) \) equals the unique \( b \in [K] \) such that \( |P_{ba}| = 1 \). Then for any \( i \in [p] \) and \( a \in [K] \), \( A = AP \) implies \( \tilde{A}_{ia} = P_{\pi(a)} A_{\pi(a)} \) and \( \tilde{I}_a = I_{\pi(a)} \), so

\[
\tilde{\Sigma}^{z}_{ab} = P_{\pi(a)} A_{\pi(b)} P_{\pi(b)} \Sigma_{ia,jb} = P_{\pi(a)} A_{\pi(b)} \Sigma_{ia,jb} = P_{\pi(a)} A_{\pi(b)},
\]

where we use (57) in the second equality since \( i_a \in I_{\pi(a)}, \ j_b \in I_{\pi(b)}, \ i_a \neq j_b \). This shows \( \tilde{\Sigma}^{z} = P^T \Sigma^{z} P \). Finally, we have

\[
\tilde{\beta} = (\tilde{\Sigma}^{z})^{-1} (\tilde{A}^T_{I} \tilde{A}_{I})^{-1} \tilde{A}^T_{I} \text{Cov}(X_I, Y) = (\tilde{\Sigma}^{z})^{-1} (\tilde{A}^T_{I} \tilde{A}_{I})^{-1} \tilde{A}^T_{I} A_I \Sigma^{z} \beta = P^T \beta
\]

by using \( \tilde{A}_I = A_I P \) and \( \tilde{\Sigma}^{z} = P^T \Sigma^{z} P \) in the last step. This concludes the proof.

#### B.2 Proof of Theorem 3: the minimax lower bounds for estimators of \( \beta \)

We first give two lemmas. Lemma 11 is proved in Section B.13 while Lemma 12 is proved in (Klopp et al., 2017, Lemma 16).

Let \( \mathbb{P}_{\beta} \) and \( \mathbb{P}_{\beta'} \) denote the joint distribution of \( (X_i, Y_i) \) for \( i = 1, \ldots, n \), parametrized by the same \( (A, \Sigma^{z}) \) but different \( \beta \) and \( \beta' \), respectively. Denote by \( \text{KL}(\mathbb{P}_{\beta}, \mathbb{P}_{\beta'}) \) the Kullback-Leibler divergence between these two distributions.

**Lemma 11.** Suppose that \( (X_i, Y_i) \) are i.i.d. Gaussian from model (1). Then, for any \( \beta, \beta' \in \mathbb{R}^K \),

\[
\frac{1}{n} \text{KL}(\mathbb{P}_{\beta}, \mathbb{P}_{\beta'}) \leq \frac{|\beta^T G^{-1} \beta - \beta'^T G^{-1} \beta'| + \| \Sigma^{z} - G^{-1} \|_{op} \| \beta - \beta' \|^2}{\sigma^2 + \min(\| \beta \|^2, \| \beta' \|^2) / \| G \|_{op}}.
\]
Lemma 12. Let $k \geq 2$ and $s \geq 1$ be integers, $s \leq k$. There exists a subset $S_0$ of the set of binary sequences $\{0,1\}^K$ such that

(i) $\log|S_0| \geq c_1 s \log(ek/s)$,

(ii) $c_2 s \leq \|a\|_0 \leq s$, for all $a \in S_0$, and all $\|a\|_0 = s$ for $a \in S_0$, if $s \leq k/2$,

(iii) $\|a - b\|^2 \geq c_3 s$, for all $a, b \in S_0$ and $a \neq b$,

where $c_j > 0$, $j = 1, 2, 3$ are absolute constants.

Proof of Theorem 3. Since

$$\sup_{(\beta,A,\Sigma^\beta) \in \mathcal{S}(R,m)} \mathbb{P}_A,\Sigma^\beta \left\{ \|\hat{\beta} - \beta\| \geq \epsilon' \left( 1 \vee \frac{R}{\sqrt{m}} \right) \cdot \sqrt{\frac{K}{n}} \right\} \geq \sup_{\|\beta\| \leq R} \mathbb{P}_A,\Sigma^\beta \left\{ \|\hat{\beta} - \beta\| \geq \epsilon' \left( 1 \vee \frac{R}{\sqrt{m}} \right) \cdot \sqrt{\frac{K}{n}} \right\},$$

for any fixed $A^*$ and $\Sigma_z^\ast$, we let $\mathbb{P}_\beta := \mathbb{P}_{A^*,\Sigma_z^\ast,\beta}$ for $A^*$ and $\Sigma_z^\ast$ defined below and aim to prove

$$\inf_{\beta} \sup_{\|\beta\| \leq R} \mathbb{P}_\beta \left\{ \|\hat{\beta} - \beta\| \geq \epsilon' \left( 1 \vee \frac{R}{\sqrt{m}} \right) \cdot \sqrt{\frac{K}{n}} \right\} \geq c''.$$

We choose $\Sigma_z^\ast$ such that $0 < C_{min} \leq \lambda_{min}(\Sigma_z^\ast) \leq \lambda_{max}(\Sigma_z^\ast) \leq C_{max} < \infty$ and

$$A^* := \begin{bmatrix} 1_m \otimes I_K & \\ 0 & \end{bmatrix}$$

with $\otimes$ denoting the kronecker product and $I_d$ denoting the vector in $\mathbb{R}^d$ with all ones.

We start by constructing a set of hypothesis $S$ for $\beta$. From Lemma 12 with $s = k = K - 1$, we can find a subset $S_0$ of the set of binary sequences $\{0,1\}^{K-1}$ such that

(i) $\log|S_0| \geq c_1 (K - 1),$

(ii) $c_2 (K - 1) \leq \|a\|_0 \leq (K - 1)$, for all $a \in S_0$.

(iii) $\|a - b\|^2 \geq c_3 (K - 1)$, for all $a, b \in S_0$ and $a \neq b$,

where $c_1, c_2, c_3 > 0$ are absolute constants. Let $v^{(0)} = (1,0,\ldots,0) \in \mathbb{R}^K$ and $v^{(j)} = (0,a) \in \mathbb{R}^K$ for all $a \in S_0$ so that $j \in \{1,\ldots,|S_0|\}$. We then define $\beta^{(0)} = (R,0,\ldots,0)$ and

$$\beta^{(j)} := \frac{R}{\sqrt{1 + \eta^2(K - 1)}} \left( v^{(0)} + \eta v^{(j)} \right) \text{ for all } j \in \{1,\ldots,|S_0|\},$$

with $\eta$ to be chosen later.

It is easy to verify that $\|\beta^{(j)}\| \leq R$ so that $(\beta^{(j)},\Sigma_z^\ast,A^*) \in \mathcal{S}(R,m)$ for $j \in \{0,1,\ldots,|S_0|\}$. Moreover, (iii) above implies that, for any $j, \ell \geq 1$ with $j \neq \ell$,

$$\|\beta^{(j)} - \beta^{(\ell)}\|^2 = \frac{R^2 \eta^2}{1 + \eta^2(K - 1)} \|v^{(j)} - v^{(\ell)}\|^2 \geq c_3 \frac{R^2 \eta^2}{1 + \eta^2(K - 1)}.$$
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and (ii) above guarantees that, for any \( j \geq 1 \),
\[
\|\beta(j) - \beta(0)\|^2 \geq \frac{R^2(\sqrt{1 + \eta^2(K - 1)} - 1)^2}{1 + \eta^2(K - 1)} + \frac{R^2\eta^2}{1 + \eta^2(K - 1)}\|v(j)\|^2
\]
\[
\geq \frac{R^2\eta^2}{1 + \eta^2(K - 1)}\|v(j)\|^2
\]
\[
\geq c_2\frac{R^2\eta^2(K - 1)}{1 + \eta^2(K - 1)}.
\]  
(61)

On the other hand, for any \( j \in \{1, \ldots, |S_0|\} \), Lemma 11 implies
\[
\frac{1}{n}\text{KL}(P_{\beta(j)}, P_{\beta(0)}) \leq \frac{\|\beta(j)\|^2}{\sigma^2 + \min(\|\beta(j)\|^2, \|\beta(0)\|^2)/\|G\|_{\text{op}}}
\]
with \( G = \Omega + \tau^2 A^T A \). By using (59), the definition of \( \beta(0) \) and (ii), we further have
\[
\|\beta(j)\|^2 = R^2
\]
\[
\|\beta(j)\|^2 = \frac{R^2}{1 + \eta^2(K - 1)}\|v(0) + \eta v(j)\|^2 = \frac{R^2(1 + \eta^2\|v(0)\|^2)}{1 + \eta^2(K - 1)} \geq cR^2.
\]
Together with
\[
\|\beta(j) - \beta(0)\|^2 \leq \frac{R^2\eta^2(K - 1)}{4(1 + \eta^2(K - 1))} + \frac{R^2\eta^2}{1 + \eta^2(K - 1)}\|v(j)\|^2 \leq \frac{5R^2\eta^2(K - 1)}{4(1 + \eta^2(K - 1))},
\]  
from (61) and the fact that \( f(x) = \sqrt{x} \) is concave for \( x > 0 \), we obtain
\[
\text{KL}(P_{\beta(j)}, P_{\beta(0)}) \leq \frac{5}{4} \cdot \frac{nR^2\eta^2(K - 1)}{1 + \eta^2(K - 1)} \cdot \frac{\|G^{-1}\|_{\text{op}} + \|\Sigma^z - G^{-1}\|_{\text{op}}}{\sigma^2 + \min(\|\beta(j)\|^2, \|\beta(0)\|^2)/\|G\|_{\text{op}}} \leq 3n\eta^2(K - 1) \cdot \frac{R^2C_{\text{max}}}{\sigma^2 + cR^2/\|G\|_{\text{op}}},
\]
where in the second line we use
\[
\|G^{-1}\|_{\text{op}} \leq \|\Sigma^z\|_{\text{op}} \left\|\left[I_K + (\Sigma^z)^{1/2} A^T \Omega^w A(\Sigma^z)^{1/2}\right]^{-1}\right\|_{\text{op}} \leq \|\Sigma^z\|_{\text{op}}.
\]  
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Further note that
\[ \|G\|_{op} \leq \|\Omega\|_{op} + \tau^{-2}\|A^T A\|_{op} \leq C^{-1}_{\min} + m/\tau^2 \leq c'm/\tau^2. \] (63)

Choosing
\[ \eta^2 = c \cdot \frac{\sigma^2 + c\tau^2 R^2/(c'm)}{nR^2 C_{\max}} \] (64)
yields
\[ KL(\mathbb{P}_{\beta(j)}, \mathbb{P}_{\beta(\ell)}) \leq c \log |S_0| \]
for any \( j \geq 1 \), and
\[ \|\beta(j) - \beta(\ell)\|^2 \geq c \left( \frac{\sigma^2}{C_{\max}} \vee \frac{\tau^2 R^2}{c'C_{\max} m} \right) \frac{(K - 1)}{n} \cdot \frac{1}{1 + \eta^2(K - 1)} \]
for any \( j \neq \ell \), from (60) and (62). Since condition \( K \leq c(R^2 \vee m)n \) guarantees that \( \eta^2(K - 1) \leq c = c(\bar{c}) \), invoking Theorem 2.5 in Tsybakov (2009) concludes
\[ \inf_{\beta} \sup_{||\beta|| \leq R} \mathbb{P}_{\beta} \left\{ \|\hat{\beta} - \beta\| \geq c \left( 1 \vee R \frac{\sqrt{K - 1}}{n} \right) \right\} \geq c', \]
which completes the proof. \( \square \)

### B.3 Notation and preliminary lemmas

In the sequel, we let \( X, Z, A, W \) and \( \varepsilon \) be the corresponding parts of the following model:
\[ Y = Z\beta + \varepsilon, \quad X = ZA^T + W, \] (65)
where \( X = (x_1, \ldots, x_n)^T = (X_1, \ldots, X_p), Z = (z_1, \ldots, z_n)^T = (Z_1, \ldots, Z_K) \) and \( W = (W_1, \ldots, W_p) \).

Define the event
\[ \mathcal{E} := \left\{ \max_{k \in [K]} \frac{1}{n} \sum_{i=1}^{n} Z^2_{ik} \leq B_z \right\} \bigcap \left\{ \max_{1 \leq j < \ell \leq p} |\bar{\Sigma}_{j\ell} - \Sigma_{j\ell}| \leq \delta \right\} \] (66)
with \( B_z \) defined in Assumption 2 and \( \delta \asymp \sqrt{\log(p \vee n)/n} \). Note that, under \( \log p = o(n) \), Lemma 1 in Bien et al. (2016) together with Lemmas 13 and 15 below guarantee that \( \mathbb{P}(\mathcal{E}) \geq 1 - (p \vee n)^{-c} \) for some constant \( c > 0 \). Moreover, Bing et al. (2017) guarantees that, on the event \( \mathcal{E} \), Theorem 2 holds.

Let \( \hat{I} := \{\hat{I}_1, \ldots, \hat{I}_K\} \) be the output from Algorithm 1. For simplicity, we assume the identity group permutation \( \pi \) in Theorem 2 and \( A_{ik} = 1 \) for any \( i \in I_k \) and \( k \in [K] \) (for the general case, the signed permutation \( P \) can be traced throughout the proofs). We write
\[ \hat{X} := X_{\hat{I}}\hat{A}_{\hat{I}}(\hat{A}_{\hat{I}}^T \hat{A}_{\hat{I}})^{-1}, \quad \hat{Z} := ZA^T_{\hat{I}}\hat{A}_{\hat{I}}(\hat{A}_{\hat{I}}^T \hat{A}_{\hat{I}})^{-1}, \quad \hat{W} := W_{\hat{I}}\hat{A}_{\hat{I}}(\hat{A}_{\hat{I}}^T \hat{A}_{\hat{I}})^{-1}, \] (67)
such that \( \hat{X} = \hat{Z} + \hat{W} \). For all \( k \in [K] \), let \( \hat{m}_k := |\hat{I}_k|, \| \hat{m}_k := |I_k|, m := \min_k m_k \) and define
\[ \hat{\eta}_k = \frac{1}{\hat{m}_k} \sum_{i \in \hat{I}_k} W_{ti}, \quad \eta_k = \frac{1}{m_k} \sum_{i \in I_k} W_{ti}, \quad \tau^2_k := \frac{1}{m_k^2} \sum_{i \in I_k} \tau^2_{i}. \] (68)
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We further let $L_k := \hat{I}_k \setminus I_k \subseteq J_k$ such that $\hat{m}_k = m_k + |L_k|$. Finally, the following is repeatedly used in the proof, which follows directly from the definition of $J_k^1$:

$$\max_{k \in [K], j \in J_k^1} \| A_j - e_k \|_1 \leq 8\delta/\nu. \tag{69}$$

with $\nu$ defined in Assumption 1. We use $c, c'$ to denote positive absolute constants which may vary line by line.

We next give three preliminary lemmas that will be used throughout the proofs that follow, specifically, in the proofs of Theorems 4 and 5 and Proposition 7. Their proofs are deferred to Section B.12.

**Lemma 13.** Suppose Assumptions 2 and 4 hold.

(1) For any fixed $v$, $\langle Z, v \rangle$ is $(\gamma_z \sqrt{v^T \Sigma v})$-subgaussian, hence $(\|v\| \gamma_z \sqrt{C_{\text{max}}})$-subgaussian. In particular, $Z_k$ is $\gamma'_z$-subgaussian with $\gamma'_z := \gamma_z \sqrt{B_z}$ for any $k \in [K]$.

(2) $X_j$ is $(\gamma'_z + \gamma_w)$-subgaussian for any $j \in [p]$.

**Lemma 14.** Suppose Assumption 2 holds and let $\eta_{tk}$ be defined as in (68). Then $\eta_{tk}$ is $(\gamma_w / \sqrt{m})$-subgaussian. Moreover, for any vector $v \in \mathbb{R}^K$ with $\|v\| \leq 1$, $\sum_{k \in [K]} v_k \eta_{tk}$ is also $(\gamma_w / \sqrt{m})$-subgaussian.

**Lemma 15.** Let $\{X_t\}_{t=1}^n$ and $\{Y_t\}_{t=1}^n$ be any two sequences, each with zero mean independent $\gamma_x$-subgaussian and $\gamma_y$-subgaussian elements. Then, for some constants $c, c' > 0$, we have

$$\mathbb{P} \left\{ \frac{1}{n} \sum_{t=1}^n (X_t Y_t - \mathbb{E}[X_t Y_t]) \leq c \gamma_x \gamma_y t \right\} \geq 1 - 2 \exp \{ -c' \min (t^2, t) n \} .$$

In particular, when $\log p = o(n)$, one has

$$\mathbb{P} \left\{ \frac{1}{n} \sum_{t=1}^n (x_t y_t - \mathbb{E}[x_t y_t]) \leq c \gamma_x \gamma_y \sqrt{\frac{\log p}{n}} \right\} \geq 1 - 2 p^{-c'} .$$

**B.4 Proof of Theorem 4 (convergence rate of $\hat{\beta}$) and statement (38) in Section 3**

We work on the event $\mathcal{E}$, defined in (66), intersected with the event

$$\mathcal{E}_1 := \left\{ \| \hat{\Sigma}^{\frac{1}{2}} - \Sigma^{\frac{1}{2}} \|_{op} \leq c (C_{\text{max}} \vee \rho \sqrt{K}) \sqrt{\frac{K \log (p \vee n)}{n}} \right\} \tag{70}$$

where $c > 0$ is a constant such that by Lemma 21 in Section B.7, $\mathbb{P}(\mathcal{E}_1) \geq 1 - (p \vee n)^{-c'}$. Since Assumption 3 and $K \log (p \vee n) = O(n)$ imply

$$c''(1 \vee \rho^2 K) K \log (p \vee n) \leq n \tag{71}$$

for a sufficiently large $c'' > 0$, by using Weyl's inequality, we have

$$\lambda_{\min}(\hat{\Sigma}^{\frac{1}{2}}) \geq C_{\min} - \| \hat{\Sigma}^{\frac{1}{2}} - \Sigma^{\frac{1}{2}} \|_{op} \geq (1 - c_0) C_{\min} \tag{72}$$
for some constant $c_0 \in (0, 1)$. Hence $\hat{\Sigma}^z$ is invertible.

Recall that $\hat{\Sigma}^z \hat{\beta} = \hat{h}$. It follows from (65) and (13) that

$$
\hat{\Sigma}^z (\hat{\beta} - \beta) = \frac{1}{n} (\hat{A}^T \hat{A})^{-1} \hat{A}^T X^T (Z \beta + \varepsilon) - \hat{\Sigma}^z \beta
$$

$$
= \frac{1}{n} \bar{X}^T Z \beta - \hat{\Sigma}^z \beta + \frac{1}{n} \bar{X}^T \varepsilon. \tag{67}
$$

We observe that the definition of $\hat{\Sigma}^z$ in (53) yields

$$
\hat{\Sigma}^z_{aa} = \frac{1}{n} \bar{X}_a^T \bar{X}_a - d_a, \forall a \in [K]; \quad \hat{\Sigma}^z_{ab} = \frac{1}{n} \bar{X}_a^T \bar{X}_b, \forall a \neq b \in [K] \tag{73}
$$

with $\bar{X}_a$ being the $a$th column of $\bar{X}$, and

$$
d_a = \frac{1}{m_a} \sum_{i \in I_a} \frac{1}{n} X_i^T X_i - \frac{1}{m_a (m_a - 1)} \sum_{i \neq j \in I_a} \frac{1}{n} X_i^T X_j. \tag{74}
$$

Let $D = \text{diag}(d_1, \ldots, d_K)$ so that $\hat{\Sigma}^z = n^{-1} \bar{X}^T \bar{X} - D$. Plugging it into $\hat{\Sigma}^z (\hat{\beta} - \beta)$ and using $\bar{X} = \bar{Z} + \bar{W}$ twice yield

$$
\hat{\Sigma}^z (\hat{\beta} - \beta) = \frac{1}{n} \bar{X}^T (Z - \bar{X}) \beta + \frac{1}{n} \bar{X}^T \varepsilon + D \beta
$$

$$
= \frac{1}{n} \bar{X}^T (Z - \bar{Z}) \beta - \frac{1}{n} \bar{X}^T \bar{W} \beta + \frac{1}{n} \bar{X}^T \varepsilon + D \beta;
$$

$$
= \frac{1}{n} \bar{X}^T (Z - \bar{Z}) \beta - \frac{1}{n} \bar{Z}^T \bar{W} \beta + \frac{1}{n} \bar{X}^T \varepsilon + \left(D - \frac{1}{n} \bar{W}^T \bar{W}\right) \beta.
$$

We now bound the sup-norm of each term separately. Recall that $\hat{K} = K$ on the event $E$.

$$
\left| \frac{1}{n} \bar{X}_k^T \varepsilon \right| = \left| \frac{1}{m_k} \sum_{i \in I_k} \frac{1}{n} X_i^T \varepsilon \right| \leq \max_{i \in I_k} \frac{1}{n} \sum_{t=1}^{n} X_{ti} \varepsilon_t \right|.
$$

Note that $X_{ti}$ is $\gamma_x$-subgaussian from part (2) of Lemma 13. From the result of Theorem 2 that $I_k \subseteq I_k \cup J_k^c$, invoking Lemma 15 and taking the union bounds over $i \in I_k \cup J_k^c$ and $k \in [K]$ give

$$
P \left\{ \frac{1}{n} \| \bar{X}^T \varepsilon \|_\infty \leq c \left( \log (p \vee n) \right) \right\} \geq 1 - (p \vee n)^{-c}. \tag{75}
$$

The upper bounds of $\| \bar{Z}^T \bar{W} \beta \|_\infty$ and $n^{-1} \| \bar{X}^T (Z - \bar{Z}) \beta \|_\infty$ are given, respectively, in Lemma 17 by taking $v = \beta$ and Lemma 19 in Section B.7. Moreover, choosing $u = e_k$, $v = \beta$ and taking the union bounds over $k \in [K]$ in Lemma 18 in Section B.7 yield

$$
P \left\{ \| (D - n^{-1} \bar{W}^T \bar{W}) \beta \|_\infty \leq c \left( \frac{\| \beta \|}{\sqrt{m}} + \rho \| \beta \|_1 \right) \sqrt{\frac{\log (p \vee n)}{n}} \right\} \geq 1 - (p \vee n)^{-c}. \tag{76}
$$

Combining the results of the three terms gives

$$
P \left\{ \| \hat{\Sigma}^z (\hat{\beta} - \beta) \| \leq c \left( 1 \vee \frac{\| \beta \|}{\sqrt{m}} \vee \rho \| \beta \|_1 \right) \sqrt{\frac{K \log (p \vee n)}{n}} \right\} \geq 1 - (p \vee n)^{-c}. \tag{77}
$$
Since \( \| \Sigma^z(\hat{\beta} - \beta) \| \geq \lambda_{\min}(\Sigma^z)\| \hat{\beta} - \beta \| \geq (1 - c_0)C_{\min}\| \hat{\beta} - \beta \| \) from (72), we conclude
\[
\min_{P \in \mathcal{H}_K} \| \hat{\beta} - P\beta \| \lesssim C_{\min}^{-1} \left( 1 \lor \frac{\| \beta \|}{\sqrt{m}} \lor \rho \| \beta \|_1 \right) \sqrt{\frac{K \log(p \lor n)}{n}}
\]
with probability greater than \( 1 - (p \lor n)^{-c} \). Using \( \| \beta \|_1 \leq \sqrt{K}\| \beta \| \) and \( \rho = O(1/\sqrt{mK}) \) from Assumption 3 finishes the proof of (23).

We proceed to show (38). By writing \( \Delta = \hat{\beta} - \beta \), we have
\[
\frac{1}{n} \| Z\Delta \|^2 \leq \left| \Delta^T \left( \frac{1}{n} Z^T Z - \hat{\Sigma}^z \right) \Delta \right| + \left| \Delta^T \hat{\Sigma}^z \Delta \right|
\]
\[
\leq \| \Delta \|^2 \left( \| n^{-1} Z^T Z - \Sigma^z \|_{\text{op}} + \| \hat{\Sigma}^z - \Sigma^z \|_{\text{op}} \right) + \| \Delta \| \| \hat{\Sigma}^z \|.
\]
Using Lemma 21 in Section B.7, the rate of \( \| \hat{\beta} - \beta \| \), (77) and \( K \log(p \lor n) = O(n) \) completes the proof.

\[\square\]

### B.5 Proof of (26): convergence rate of \( \hat{\beta}_d \)

We recall the definition of the \( \ell_q \)-sensitivity
\[
\kappa_q(\Sigma^z, s) := \inf_{|S| \leq s} \inf_{v \in C_S} \frac{\| \Sigma^z v \|_\infty}{\| v \|_q}.
\]
The first inf is taken over index sets \( S \subseteq \{1, \ldots, K\} \) of size \( |S| \) at most \( s \), while the second inf is taken over vectors \( v \) in the set \( C_S := \{ v \in \mathbb{R}^K : \| v_{S^c} \|_1 \leq \| v_S \|_1 \} \). We first give the precise statement of (26).

**Theorem 16.** Assume Assumptions 1 – 2 hold. Let \( s = |\text{supp}(\beta)| = \| \beta \|_0 \). Then \( \hat{\beta}_d \) constructed as (25) by choosing \( \mu \asymp \lambda \asymp \sqrt{\log(p \lor n)/n} \) satisfies:
\[
\min_{P \in \mathcal{H}_K} \left\| \hat{\beta}_d - P\beta \right\|_q \lesssim [\kappa_q(\Sigma^z, s)]^{-1} (1 \lor \| \beta \|_1) \sqrt{\frac{s \log(p \lor n)}{n}}
\]
with probability greater than \( 1 - (p \lor n)^{-c} \) for some constant \( c > 0 \).

**Proof.** We first show that the true \( \beta \) lies in the feasible set with high probability by verifying that
\[
\| \Sigma^z \beta - \tilde{h} \|_\infty \lesssim (1 \lor \| \beta \|_1) \sqrt{\log(p \lor n)/n}
\]
holds with high probability. This follows from the proof of Theorem 4 by observing that
\[
\tilde{h} - \Sigma^z \beta = \frac{1}{n} X^T \varepsilon - \frac{1}{n} Z^T W \beta + \frac{1}{n} X^T (Z - \bar{Z}) \beta + \left( D - \frac{1}{n} W^T W \right) \beta
\]
and, to bound the sup-norm of the right hand side with high probability, using (75), Lemmas 17 and 19 in Section B.7 with \( v = \beta \), and (76) on each of the four terms respectively. This gives
\[
P \left\{ \| \Sigma^z \beta - \tilde{h} \|_\infty \leq c (1 \lor \frac{\| \beta \|}{\sqrt{m}} \lor \rho \| \beta \|_1) \sqrt{\frac{\log(p \lor n)}{n}} \right\} \geq 1 - (p \lor n)^{-c},
\]
\[
\hat{\beta}_d
\]
\[
\frac{1}{n} \| Z\Delta \|^2 \leq \left| \Delta^T \left( \frac{1}{n} Z^T Z - \hat{\Sigma}^z \right) \Delta \right| + \left| \Delta^T \hat{\Sigma}^z \Delta \right|
\]
\[
\leq \| \Delta \|^2 \left( \| n^{-1} Z^T Z - \Sigma^z \|_{\text{op}} + \| \hat{\Sigma}^z - \Sigma^z \|_{\text{op}} \right) + \| \Delta \| \| \hat{\Sigma}^z \|.
\]
Using Lemma 21 in Section B.7, the rate of \( \| \hat{\beta} - \beta \| \), (77) and \( K \log(p \lor n) = O(n) \) completes the proof.
and (80) follows from using $\rho \leq 1$ and $\|\beta\| \leq \|\beta\|_1$. On the event that $\beta$ is feasible, we have $\|\hat{\beta}_d\|_1 \leq \|\beta\|_1$ by construction, whence $\|((\hat{\beta}_d - \beta)_{S^c})_1 \leq \|(\hat{\beta}_d - \beta)_{S^c}\|_1$ for $S = \text{supp}(\beta)$ and we further obtain,

\[
\kappa_q(\Sigma^z, s)\|\hat{\beta}_d - \beta\|_q \leq \|\Sigma^z \hat{\beta}_d - \Sigma^z \beta\|_\infty \\
\leq \|\Sigma^z \hat{\beta}_d - \Sigma^z \beta - \hat{h}\|_\infty \\
\leq \|\Sigma^z - \Sigma^z\|_\infty \|\hat{\beta}_d - \beta\|_1 + 2\lambda + 2\mu \|\beta\|_1 \\
\leq 2\|\beta\|_1 \|\Sigma^z - \Sigma^z\|_\infty + 2\lambda + 2\mu \|\beta\|_1.
\]

Invoking Lemma 20 in Section B.7 with $u = v = e_k$ and taking the union bounds over $k \in [K]$, we conclude that

\[
\kappa_q(\Sigma^z, s)\|\hat{\beta}_d - \beta\|_q \lesssim (1 \lor \|\beta\|_1) \sqrt{\log(p \lor n)/n}
\]

with probability greater than $1 - (p \lor n)^{-c}$.

\[
\square
\]

### B.6 Proof of Theorem 5: asymptotic normality of $\hat{\beta}$

We work on the event $E \cap E_1$ defined in (66) and (70), respectively. Thus $\hat{\Sigma}^z$ is invertible, as shown in the proof of Theorem 4. We further have $\tilde{A}_f = A_f$. From (14), we have

\[
\hat{\beta} = (\hat{\Sigma}^z)^{-1} \tilde{h} = (\hat{\Sigma}^z)^{-1} \left( \tilde{A}_f^T \tilde{A}_f \right)^{-1} \tilde{A}_f^T X^T Y \overset{(67)}{=} (\hat{\Sigma}^z)^{-1} \frac{1}{n} X^T Y.
\]

Write $\tilde{X} := X_f A_f (A_f^T A_f)^{-1}$ and $\tilde{W} := W_f A_f (A_f^T A_f)^{-1}$. Analogous to (73) and (74), further write $\Sigma^z = \frac{1}{n} \tilde{X}^T \tilde{X} - \tilde{D}$ with $\tilde{D} = \text{diag}(\tilde{d}_1, \ldots, \tilde{d}_K)$ and

\[
\begin{align*}
\tilde{d}_a &= \frac{1}{m_a} \sum_{i \in I_a} \frac{1}{n} X_i^T X_i - \frac{1}{m_a(m_a - 1)} \sum_{i \neq j \in I_a} \frac{1}{n} X_i^T X_j, \quad \text{for any } a \in [K].
\end{align*}
\]

Notice that model (1) implies $Y = Z \beta + \varepsilon$ and $\tilde{X} = Z + \tilde{W}$. Plugging these into the above expression of $\hat{\beta}$ and adding and subtracting terms give

\[
\begin{align*}
\hat{\beta} - \beta &= (\hat{\Sigma}^z)^{-1} \left[ \frac{1}{n} \tilde{X}^T Z \beta + \frac{1}{n} \tilde{X}^T \varepsilon - \Sigma^z \beta + \frac{1}{n} (\tilde{X} - \tilde{X})^T Y - (\hat{\Sigma}^z - \Sigma^z) \beta \right] \\
&= (\hat{\Sigma}^z)^{-1} \left[ \frac{1}{n} \tilde{X}^T (\tilde{X} - \tilde{W}) \beta + \frac{1}{n} (Z + \tilde{W})^T \varepsilon - (\hat{\Sigma}^z - \Sigma^z) \beta \right] \\
&\quad + (\hat{\Sigma}^z)^{-1} \left[ \frac{1}{n} (\tilde{X} - \tilde{X})^T Y - (\hat{\Sigma}^z - \Sigma^z) \beta \right] \\
&\overset{\text{Rem}_1}{=} (\hat{\Sigma}^z)^{-1} \left[ \Sigma^w \beta + \frac{1}{n} (Z + \tilde{W})^T \varepsilon - \frac{1}{n} Z^T \tilde{W} \beta \right] + \text{Rem}_1 \\
&= (\Sigma^z)^{-1} \left[ \Sigma^w \beta + \frac{1}{n} (Z + \tilde{W})^T \varepsilon - \frac{1}{n} Z^T \tilde{W} \beta \right] + \text{Rem}_1 + \text{Rem}_2,
\end{align*}
\]

with $\Sigma^w = n^{-1} \tilde{X}^T \tilde{X} - \Sigma^z - n^{-1} \tilde{W}^T \tilde{W}$ and

\[
\begin{align*}
\text{Rem}_2 &= \left[ (\hat{\Sigma}^z)^{-1} - (\Sigma^z)^{-1} \right] \left[ \Sigma^w \beta + \frac{1}{n} (Z + \tilde{W})^T \varepsilon - \frac{1}{n} Z^T \tilde{W} \beta \right].
\end{align*}
\]
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We first simplify the first term in (81). Using (73) with $\tilde{X} = \bar{X}$ and $\tilde{I} = I$, we have

$$\Sigma^w_{ab} = -\frac{1}{n} W^T_a W_b = -\frac{1}{m_a m_b} \sum_{i \in I_a, j \in I_b} \frac{1}{n} W_i^T W_j,$$

(82)

for any $a \neq b \in [K]$, and, by using $X_i = Z_a + W_i$ for any $i \in I_a$ and $a \in [K]$,

$$\Sigma^w_{aa} = \frac{1}{m_a^2} \sum_{i,j \in I_a} \frac{1}{n} X_i^T X_j - \frac{1}{m_a(m_a - 1)} \sum_{i \neq j \in I_a} \frac{1}{n} X_i^T X_j - \frac{1}{m_a^2} \sum_{i,j \in I_a} \frac{1}{n} W_i^T W_j$$

$$= \frac{1}{m_a^2} \sum_{i,j \in I_a} \frac{1}{n} (Z_a^T Z_a + Z_a^T W_j + Z_a^T W_i + W_i^T W_j) - \frac{1}{m_a(m_a - 1)} \sum_{i \neq j \in I_a} \frac{1}{n} (Z_a^T W_j + Z_a^T W_i + W_i^T W_j)$$

$$- \frac{1}{m_a(m_a - 1)} \sum_{i \neq j \in I_a} \frac{1}{n} W_i^T W_j$$

$$= -\frac{1}{m_a(m_a - 1)} \sum_{i \neq j \in I_a} \frac{1}{n} W_i^T W_j,$$

for any $a \in [K]$. Therefore, for any $k \in [K]$, it follows that

$$\sqrt{n} (\tilde{\beta}_k - \beta_k) = \frac{1}{\sqrt{n}} \sum_{i=1}^n \Omega^T_k U_i + \sqrt{n} [Rem_1)_k + \sqrt{n} [Rem_2]_k$$

(83)

where we write $U_i := u^T \beta + (Z_t + \tilde{W}_t) \varepsilon_t - Z_t (\tilde{W}_t', \beta) \in \mathbb{R}^K$ with

$$u^T_{aa} = -\frac{1}{m_a(m_a - 1)} \sum_{i \neq j \in I_a} W_i^T W_j, \quad \text{for any } a \in [K]$$

(84)

$$u^T_{ab} = -\frac{1}{m_a m_b} \sum_{i \in I_a, j \in I_b} W_i^T W_j, \quad \text{for any } a \neq b \in [K].$$

From (83), we aim to apply the Liapunov central limit theorem (see for instance, ?) to the first term and control the two remainder terms afterwards.

Note that $\Omega^T_k U_t$ is independent across $t$ and $\mathbb{E}[U_t] = 0$ from our model specifications. Moreover,

$$\mathbb{E}[U^2_{tk}] = \mathbb{E} \left[ (u^T_t, \beta)^2 + (Z_t + \tilde{W}_{tk})^2 \varepsilon_t^2 + Z_{tk}^2 (\tilde{W}_t', \beta)^2 \right], \quad \forall k \in [K]$$

by using the independence among $\varepsilon$, $Z$ and $W$ to cancel the cross terms. To calculate the three expectations on the right-hand-side, recall that $W_{ti} \perp W_{tj}$ for any $i \neq j \in [p]$. It implies $\tilde{W}_{ta} \perp \tilde{W}_{tb}$ for any $a \neq b \in [K]$ and

$$\mathbb{E} [\tilde{W}^2_{ta}] = \mathbb{E} \left[ \frac{1}{m_a^2} \left( \sum_{i \in I_a} W_{ti} \right)^2 \right] = \mathbb{E} \left[ \frac{1}{m_a^2} \sum_{i \in I_a} W^2_{ti} \right], \quad \text{(68)}$$

$$= \pi_a^2.$$
for any $a \in [K]$. It is straightforward to verify that

$$
\mathbb{E} \left[ (Z_{tk} + \bar{W}_{tk})^2 \epsilon_t^2 \right] = \sigma^2 \left( \sum \tau_i^2 \right) = \sigma^2 \left( \sum \tau_k^2 \right),
$$

(85)

$$
\mathbb{E} \left[ Z_{tk}^2 (W_t, \beta)^2 \right] = \sum \frac{\beta^2}{m^2} \sum \tau_i^2 = \sum \beta^2 \tau_k^2.
$$

(86)

From (84), using the independence of the entries of $W$ again gives $\mathbb{E}[u_{tb} u_{tc}] = 0$, for any $b \neq c \in [K]$ and $\mathbb{E}[W_{ti} u_{tb}] = 0$, for any $a, b \in [K], t \in [n]$ and $i \in [p]$. This further gives

$$
\mathbb{E} \left[ (u_{tk}, \beta)^2 \right] = \sum \beta^2 \mathbb{E} \left[ (u_{ka})^2 \right]
$$

$$
= \beta^2 \mathbb{E} \left[ \sum \frac{m^2}{m^2 (m - 1)^2} \right] + \sum \beta^2 \mathbb{E} \left[ \sum \frac{W_t^2 W_i^2}{m^2 m^2} \right]
$$

$$
= \frac{\beta^2}{m^2 (m - 1)^2} \sum \tau_i \tau_j + \sum \beta^2 \tau_k \tau_a
$$

(87)

Collecting (85) – (87) yields

$$
\mathbb{E}[U_{tk}]
$$

$$
= \sum \frac{\beta^2}{m^2} \mathbb{E} \left[ (u_{ka})^2 \right]
$$

$$
= \sum \frac{\beta^2}{m^2} \left( \sigma^2 + \sum \beta^2 \tau_k \right) + \sigma^2 \left( \sum \tau_i \tau_j \right) + \sum \beta^2 \tau_k \left( \sum \frac{\beta^2}{m^2 (m - 1)^2} \right)
$$

$$
= \sum \frac{\beta^2}{m^2} \left( \sigma^2 + \sum \beta^2 \tau_a \right) + \sigma^2 \left( \sum \beta^2 \tau_a \right) + \sum \beta^2 \tau_k \left( \sum \frac{\beta^2}{m^2 (m - 1)^2} \right)
$$

$$
= \sum \frac{\beta^2}{m^2} \left( \sigma^2 + \sum \beta^2 \tau_a \right)
$$

for any $k \in [K]$. Similarly, one can derive, for any $k \neq \ell \in [K]$,

$$
\mathbb{E}[U_{tk} U_{\ell \ell}] = \mathbb{E} \left[ (Z_{tk} + \bar{W}_{tk})(Z_{\ell \ell} + \bar{W}_{\ell \ell}) \epsilon_t^2 \right] - \mathbb{E}[Z_{tk} Z_{\ell \ell} (\bar{W}_{t}, \beta)^2]
$$

$$
= \sum \frac{\beta^2}{m^2} \left( \sigma^2 + \sum \beta^2 \tau_a \right)
$$
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Let $D = \text{diag}(D_1, \ldots, D_K)$ and recall $\Omega = (\Sigma^2)^{-1}$. It follows that
\[
\frac{1}{n} \sum_{t=1}^{n} \Omega_k^T \mathbb{E}[U_t U_t^T] \Omega_k = \Omega_k^T \left( \sum_{a=1}^{K} \beta_a^2 \tau_a^2 \right) \Omega_k + \sum_{a=1}^{K} \Omega_{ka}^2 \Omega_{ka} D_a
\]
\[
= \left( \sum_{a=1}^{K} \beta_a^2 \tau_a^2 \right) \Omega_{kk} + \sum_{a=1}^{K} \Omega_{ka}^2 \Omega_{ka}
\]
\[
+ \sum_{a=1}^{K} \Omega_{ka}^2 \beta_a^2 \left[ \frac{\sum_{i \neq j \in I_a} \tau_i^2 \tau_j^2}{m_a^2 (m_a - 1)^2} - \tau_i^2 \right].
\]

When $\tau_i^2 = \tau^2$ and $m_k = m$ for all $i \in I$ and $k \in [K]$, the above is equal to $Q_{kk}$ as desired.

It remains to check the Liapunov condition, for which it suffices to show
\[
\lim_{n \to \infty} \sum_{t=1}^{n} \mathbb{E}[\|\Omega_k^T U_t|\|^3] / (nQ_{kk})^{3/2} = 0. \quad (88)
\]

Recall that
\[
\Omega_k^T U_t = \sum_{a=1}^{K} \Omega_{ka} \{ (u_{a, \cdot}, \beta) + W_{ta} \varepsilon_t + Z_{ta} (\varepsilon_t - (W_t, \beta)) \}.
\]

By using the inequality $|x + y|^3 \leq 4(|x|^3 + |y|^3)$ twice, we immediately obtain
\[
\mathbb{E}[\|\Omega_k^T U_t|^3]
\leq 16 \left\{ \mathbb{E} \left[ \|\Omega_k^T (u^t, \beta)\|^3 \right] + \mathbb{E} \left[ \|\Omega_k^T W_t, \varepsilon_t\|^3 \right] + \mathbb{E} \left[ \|\Omega_k^T Z_t (\varepsilon_t - (W_t, \beta))\|^3 \right] \right\}.
\]

We upper bound the first two terms via their respective $\| \cdot \|_{\psi_1}$ norms. Since (84) implies
\[
\langle u^t, \beta \rangle = -\frac{\beta_a}{m(m-1)} \sum_{i \neq j \in I_a} W_{ti} W_{tj} - \sum_{b \neq a} \beta_b W_{ta} W_{tb}
\]
\[
= -\frac{\sum_{b=1}^{K} \beta_b W_{ta} W_{tb} + \beta_a W_{ta}^2}{m(m-1)} - \frac{\beta_a}{m^2 (m-1)} \sum_{i \neq j \in I_a} W_{ti} W_{tj}
\]
\[
= -\bar{W}_{ta} \sum_{b=1}^{K} \beta_b W_{tb} - \frac{\beta_a}{m^2 (m-1)} \sum_{i \neq j \in I_a} W_{ti} W_{tj} + \frac{\beta_a}{m^2} \sum_{i \in I_a} W_{ti}^2, \quad (89)
\]

we obtain
\[
\| \Omega_k^T \langle u^t, \beta \rangle \|_{\psi_1}
\leq \| (\Omega_k^T \bar{W}_t) (\beta^T \bar{W}_t) \|_{\psi_1} + \frac{|\Omega_k^T \beta|}{m} \left( \max_{a \in [K]} \| W_{ta} W_{tj} \|_{\psi_1} + \max_{a \in [K]} \| W_{ti} \|_{\psi_1} \right).
\]
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Note that $\bar{W}_t$ is independent with $\bar{W}_b$ for any $b \neq a$. Also note that $\|\bar{W}_t\|_{\psi_2} \leq c(g)\sqrt{m}$ for some constant $c > 0$, from the subgaussianity of $W$. We then have

$$
\|\Omega^T_k \bar{W}_t\|_{\psi_2} \leq c\|\Omega_k\| \frac{\gamma}{\sqrt{m}}, \quad \|\beta^T \bar{W}_t\|_{\psi_2} \leq c\|\beta\| \frac{\gamma}{\sqrt{m}}.
$$

By triangle inequality and using $\|XY\|_{\psi_2} \leq \|X\|_{\psi_2} \|Y\|_{\psi_2}$ for any two subgaussian random variables $X$ and $Y$, we conclude

$$
\|\Omega^T_k \langle u^t, \beta \rangle\|_{\psi_1} \leq c\|\Omega_k\| \frac{\|\beta\|}{m},
$$

from which, the definition of $\| \cdot \|_{\psi_1}$ further yields

$$
\mathbb{E} \left[ |\Omega^T_k \langle u^t, \beta \rangle|^3 \right] \leq c \frac{\|\Omega_k\|^3 \|\beta\|^3}{m^3}.
$$

Similarly, $\|\Omega^T_k \bar{W}_t \varepsilon_t\|_{\psi_1}$ can be upper bounded by

$$
\|\Omega^T_k \bar{W}_t\|_{\psi_2} \|\varepsilon_t\|_{\psi_2} \leq c\|\Omega_k\| \frac{\gamma}{\sqrt{m}},
$$

such that

$$
\mathbb{E} \left[ |\Omega^T_k \bar{W}_t \varepsilon_t|^3 \right] \leq c \frac{\|\Omega_k\|^3}{m^3/2}.
$$

Finally, we bound the third term. The independence of $Z$, $W$ and $\varepsilon$ guarantees

$$
\mathbb{E} \left[ |\Omega^T_k \zeta_t (\varepsilon_t - \langle \bar{W}_t, \beta \rangle)|^3 \right] \leq \mathbb{E} \left[ |\Omega^T_k \zeta_t|^3 \right] \mathbb{E} \left[ |\varepsilon_t - \langle \bar{W}_t, \beta \rangle|^3 \right].
$$

Note that $\|\varepsilon_t - \langle \bar{W}_t, \beta \rangle\|_{\psi_2} \leq c(\gamma \varepsilon + \|\beta\| \gamma\sqrt{m})$ and part (1) of Lemma 13 implies that $\langle \Omega_k, \zeta_t \rangle$ is $(\gamma \varepsilon \sqrt{\Omega_{kk}})$-subgaussian. The definition of $\| \cdot \|_{\psi_2}$ implies

$$
\mathbb{E} \left[ |\Omega^T_k \zeta_t|^3 \right] \mathbb{E} \left[ |\varepsilon_t - \langle \bar{W}_t, \beta \rangle|^3 \right] \leq c \left( 1 + \frac{\|\beta\|}{\sqrt{m}} \right)^3 \Omega_{kk}^{3/2}.
$$

Collecting (90) - (92) yields

$$
n^{-3/2} \sum_{t=1}^n \mathbb{E} \left[ |\Omega^T_k U_t|^3 \right] \leq c \frac{\Omega_{kk} \vee \|\Omega_k\|^2}{m} \left( 1 + \frac{\|\beta\|^2}{m} \right)^{3/2}.
$$

Recall that

$$
Q_{kk}^{3/2} \geq \left( \sigma^2 + \frac{\tau^2 \|\beta\|^2}{m} \right)^{3/2} \left( \Omega_{kk} \vee \frac{\tau^2 \|\Omega_k\|^2}{m} \right)^{3/2}.
$$

We thus conclude that

$$
\lim_{n \to \infty} \frac{\sum_{t=1}^n \mathbb{E} \left[ |\Omega^T_k U_t|^3 \right]}{(n Q_{kk})^{3/2}} \leq \lim_{n \to \infty} \frac{1}{\sqrt{n}} = 0.
$$

Invoking Liapunov central limit theorem, we have

$$
\frac{1}{\sqrt{n}} \sum_{t=1}^n \Omega^T_k U_t \to N(0, Q_{kk}), \quad \text{as } n \to \infty.
$$
From (83), it remains to control the two remainder terms by showing

\[ \sqrt{n}\|\text{Rem}_1\|_\infty + \sqrt{n}\|\text{Rem}_2\|_\infty = o_p\left(\sqrt{Q_{kk}}\right). \]

First, using \((\tilde{\Sigma}^z)^{-1} - (\Sigma^z)^{-1} = (\tilde{\Sigma}^z - \Sigma^z)(\Sigma^z)^{-1}\) bounds \(\sqrt{n}\|\text{Rem}_2\|_\infty\) from above by

\[ \sqrt{n}\|\tilde{\Sigma}^z - \Sigma^z\|_{op} = O_p\left(1\right). \]

From display (75) and Lemmas 17 and 18 in Section B.7, applied with \(\rho = 0, u = e_k\) and \(v = \beta\), and by replacing \(\tilde{\Sigma}\) with \(\Sigma\), we obtain

\[ \sqrt{n}\|\tilde{\Sigma}^w\beta + \hat{X}^T\varepsilon - \frac{1}{n}Z^T\tilde{\Sigma}\beta\|_\infty = O_p\left(1\right). \]

On the other hand, write \(\Omega = (\tilde{\Sigma}^z)^{-1}\). For any \(k \in [K]\), we have

\[ \|\Omega(\tilde{\Sigma}^z - \Sigma^z)\Omega_k\|_1 \leq \sqrt{K}\|\Omega(\tilde{\Sigma}^z - \Sigma^z)\Omega_k\|_1 \leq \sqrt{K}\|\Omega\|_{op}\|\tilde{\Sigma}^z - \Sigma^z\|_{op}\|\Omega_k\|. \]

Note that \(\|\Omega\|_{op} = C^{-1}_{\min}\) and \(\|\Omega_k\| \leq \|\Omega\|_{op} = \lambda^{-1}_{\min}(\tilde{\Sigma}^z) = O_p(C^{-1}_{\min})\) from (72). Invoking Lemma 21 in Section B.7 and Assumption 3 concludes

\[ \|\Omega(\tilde{\Sigma}^z - \Sigma^z)\Omega_k\|_1 = O_p\left(C_{\max}C_{\min}^{-2}K\sqrt{\log(p \vee n)/n}\right). \]

Hence, we have

\[ \sqrt{n}\|\text{Rem}_2\|_\infty = O_p\left(C_{\max}^{-1}\sqrt{K}\log(p \vee n)/n\right). \]

For the term \(\text{Rem}_1\), invoking Lemma 22 in Section B.7 yields

\[ \sqrt{n}\|\text{Rem}_1\|_\infty = O_p\left(C_{\min}^{-1}\left(1 \vee \sqrt{\frac{\|\beta\|}{m}}\right)\sqrt{K}\log(p \vee n)/n\right). \]

Finally, using \(\Omega_{kk} \geq \lambda_{\min}(\Omega) = C^{-1}_{\max}\) and \(\kappa(\Sigma^z) = C_{\max}/C_{\min}\), we have

\[ \sqrt{n}\|\text{Rem}_2\|_\infty/\sqrt{Q_{kk}} = O_p\left(\kappa^2(\Sigma^z)K\log(p \vee n)/\sqrt{n}\right) = o_p(1) \]

provided that \(K\log(p \vee n) = o(\sqrt{n})\), and

\[ \sqrt{n}\|\text{Rem}_1\|_\infty/\sqrt{Q_{kk}} = O_p\left(\kappa(\Sigma^z)\rho K\sqrt{m}\log(p \vee n)\right) = o_p(1), \]

by Assumption 3'. This completes the proof.

**B.7 Lemmas used in the proof of Theorems 4, 5 and 16**

**Lemma 17.** Let \(\tilde{Z}\) and \(\tilde{W}\) be defined in (67) for any given output \(\hat{f}\). Let \(u, v \in \mathbb{R}^K\) be any fixed vectors. Under the conditions of Theorem 2, with probability \(1 - (p \vee n)^{-1/2}\), one has

\[ \frac{1}{n}\|\tilde{Z}^T\tilde{W}v\|_\infty \lesssim \left(\frac{\|v\|}{\sqrt{m}} \vee \rho\|v\|_1\right) \sqrt{\frac{\log(p \vee n)}{n}}. \]  
\[ \frac{1}{n}\|u^T\tilde{Z}^T\tilde{W}v\| \lesssim \left(\frac{\|v\|}{\sqrt{m}} \vee \rho\|u\|_1\|v\|_1\right) \sqrt{\frac{\log(p \vee n)}{n}}. \]
Proof. This lemma is proved in Section B.14.1.

**Lemma 18.** Let \( \widetilde{W} \) and \( D = \text{diag}(d_1, \ldots, d_K) \) be defined in (67) and (74), respectively. Under the conditions of Theorem 2, for any fixed vectors \( u, v \in \mathbb{R}^K \), with probability \( 1 - (p \vee n)^{-c} \),

\[
\left| u^T \left( \frac{1}{n} \widetilde{W}^T \widetilde{W} - D \right) v \right| \lesssim \left( \frac{\|u\|}{\sqrt{m - 1}} + \rho \|u\|_1 \right) \left( \frac{\|v\|}{\sqrt{m}} + \rho \|v\|_1 \right) \sqrt{\frac{\log(p \vee n)}{n}}.
\]

**Proof.** This lemma is proved in Section B.14.2.

**Lemma 19.** Let \( \widetilde{X} \) and \( \widetilde{Z} \) be defined as (67). Under the conditions of Theorem 2, one has

\[
\mathbb{P} \left\{ \frac{1}{n} \| \widetilde{X}^T (Z - \widetilde{Z}) \beta \|_\infty \lesssim \frac{\rho \| \beta \|_1}{\sqrt{\log(p \vee n)}} \frac{\log(p \vee n)}{n} \right\} \geq 1 - (p \vee n)^{-c}.
\]

**Proof.** This lemma is proved in Section B.14.3.

**Lemma 20.** Under the conditions of Theorem 2, for any fixed vector \( v, u \in \mathbb{R}^K \), we have

\[
\left| u^T (\hat{\Sigma}^z - \Sigma^z) v \right| \lesssim \left( \sqrt{u^T \Sigma^z u} \sqrt{v^T \Sigma^z v} + \rho \|u\|_1 \|v\|_1 \right) \sqrt{\frac{\log(p \vee n)}{n}}
\]

with probability greater than \( 1 - (p \vee n)^{-c} \) for some constant \( c > 0 \).

**Proof.** This lemma is proved in Section B.14.4.

**Lemma 21.** Under the conditions of Theorem 2, we have

\[
\mathbb{P} \left\{ \| \hat{\Sigma}^z - \Sigma^z \|_{op} \lesssim \left( C_{\max} \vee \rho \sqrt{K} \right) \sqrt{\frac{K \log(p \vee n)}{n}} \right\} \geq 1 - (p \vee n)^{-c},
\]

\[
\mathbb{P} \left\{ \left\| \frac{1}{n} Z^T Z - \Sigma^z \right\|_{op} \lesssim C_{\max} \sqrt{\frac{K \log(p \vee n)}{n}} \right\} \geq 1 - O(p^{-K}).
\]

**Proof.** This lemma is proved in Section B.14.5.

**Lemma 22.** Under conditions of Theorem 5, let \( \bar{X} \) and \( \bar{\Sigma}^z \) be defined in the proof of Theorem 5. Then, with probability greater than \( 1 - (p \vee n)^{-c} \) for some constant \( c > 0 \),

\[
\left\| (\hat{\Sigma}^z)^{-1} \left[ \frac{1}{n} (\bar{X} - \bar{X})^T Y - (\hat{\Sigma}^z - \Sigma^z) \beta \right] \right\|_\infty \lesssim C_{\min}^{-1} \rho (1 \vee \sqrt{K} \| \beta \|) \sqrt{\frac{K \log(p \vee n)}{n}}.
\]

**Proof.** This lemma is proved in Section B.14.6.
B.8 Proof of Proposition 6: Fisher information bound

We start with the following joint distribution of \((X,Y)\) from model (1),

\[
\begin{bmatrix} X \\ Y \end{bmatrix} \sim N_{p+1} \left( 0, \begin{bmatrix} \Sigma & A \Sigma^z \beta \\ \beta^T \Sigma^z A^T & \beta^T \Sigma^z \beta + \sigma^2 \end{bmatrix} \right).
\]

This implies \(Y|X \sim N(\mu_{y|x}, \sigma^2_{y|x})\) where \(\mu_{y|x} = X^T \Sigma^{-1} A \Sigma^z \beta\) and

\[
\sigma^2_{y|x} = \sigma^2 + \beta^T \Sigma^z \beta - \beta^T \Sigma^z A \Sigma^{-1} A \Sigma^z \beta = \sigma^2 + \beta^T G^{-1} \beta
\]

from Fact 1. Since the probability density of \(X\) does not depend on \(\beta\), we have \(I_{X,Y}(\beta) = I_{Y|X}(\beta)\) for the Fisher information. Using the log-likelihood of \(Y|X\),

\[
2 \ell_{Y|X}(\beta) = -\log \sigma^2_{y|x} - \sigma^2_{y|x} (Y - \mu_{y|x})^2 + \text{constant},
\]

a basic calculation shows that

\[
I_{Y|X}(\beta) = \sigma^2_{y|x} \left[ \Sigma^z A^T \Sigma^{-1} A \Sigma^z + 2 \sigma^2_{y|x} G^{-1} \beta \beta^T G^{-1} \right].
\]

Let \(M = \Sigma^z A^T \Sigma^{-1} A \Sigma^z\) and \(v = G^{-1} \beta\). An application of Woodbury matrix identity gives

\[
\left[ M + 2 \sigma^2_{y|x} G^{-1} \beta \beta^T G^{-1} \right]^{-1} = M^{-1} - \frac{2M^{-1} \sigma^2_{y|x} G^{-1} \beta \beta^T G^{-1}}{\sigma^2_{y|x} + 2v^T M^{-1} v}
\]

\[
= M^{-1} \left[ I_K - \frac{2M^{-1/2} vv^T M^{-1/2}}{\sigma^2_{y|x} + 2v^T M^{-1} v} \right].
\]

For any \(k \in [K]\), this implies

\[
\left[ I_{X,Y}^{1}(\beta) \right]_{kk} = \sigma^2_{y|x} [M^{-1}]_{kk} \left[ 1 - \frac{2e_k^T M^{-1/2} vv^T M^{-1/2} e_k}{\sigma^2_{y|x} + 2v^T M^{-1} v} \right]
\]

\[
\geq \sigma^2_{y|x} [M^{-1}]_{kk} \frac{\sigma^2 + \beta^T G^{-1} \beta}{\sigma^2 + \beta^T G^{-1} \beta + 2v^T M^{-1} v}
\]

where in the second line we use

\[
e_k^T M^{-1/2} vv^T M^{-1/2} e_k \leq \|M^{-1/2} vv^T M^{-1/2}\|_{op} = v^T M^{-1} v
\]

and plug in \(\sigma^2_{y|x} = \sigma^2 + \beta^T G^{-1} \beta\). Observe that Fact 1 yields

\[
M^{-1} = (\Sigma^z - G^{-1})^{-1} = (\Omega^{-1}(G - \Omega)G^{-1})^{-1} = \Omega + \Omega(A^T \Omega^w A)^{-1} \Omega.
\]

Then to prove the first result, it suffices to upper bound \(v^T M^{-1} v\). Since

\[
v^T M^{-1} v = \beta^T G^{-1/2} \left( G^{-1/2} M^{-1} G^{-1/2} \right) G^{-1/2} \beta
\]

\[
\leq \beta^T G^{-1} \beta \left[ \lambda_{\min}(G^{1/2} MG^{1/2}) \right]^{-1}.
\]
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and, by using $M = \Sigma - G^{-1}$ from Fact 1 and $G = \Omega + A^T\Omega^w A$,

$$
\lambda_{\min}(G^{1/2}MG^{1/2}) = \lambda_{\min}(G^{1/2}\Sigma G^{1/2}) - 1 = \lambda_{\min}\left((\Sigma^{1/2})A^T\Omega^w A(\Sigma^{1/2})\right),
$$

the first result follows by observing that

$$
\lambda_{\min}\left((\Sigma^{1/2})A^T\Omega^w A(\Sigma^{1/2})\right) \geq \frac{\lambda_K(A\Sigma^z A^T)}{||\Sigma^w||_{op}}.
$$

When $\lambda_1(A^T A) = c_1 m$, we first notice that $\lambda_K(A\Sigma^z A^T) \geq C_{\min}\lambda_K(A^T A) \geq C_{\min}\lambda_K(A_I^T A_I) = mC_{\min}$. Then the result follows by

$$
||G||_{op} \leq ||\Omega||_{op} + ||A^T\Omega^w A||_{op} = C_{\min} - 1 + c_1 m/\tau^2 = (c_0 + c_1)m/\tau^2
$$

and $\beta^T G^{-1} \beta \geq ||\beta||^2 ||G||_{op}^{-1}$.

\[\Box\]

**B.9 Proof of Proposition 7: consistent estimation of $Q_{kk}$**

We only need to show the consistency of $\widehat{Q}_{kk}$ since the rest of the proof follows from Theorem 5 and an application of the Slutsky’s theorem.

By Taylor expansion, we have

$$
\left|\frac{\widehat{Q}_{kk}^{1/2}/Q_{kk}^{1/2} - 1}{Q_{kk}^{-1}}\right| = Q_{kk}^{-1} \left|\widehat{Q}_{kk} - Q_{kk}\right| (1 + o_p(1)),
$$

provided that $Q_{kk}^{-1} \widehat{Q}_{kk} - Q_{kk} = o_p(1)$. Thus, to show $\left|\frac{\widehat{Q}_{kk}^{1/2}/Q_{kk}^{1/2} - 1}{Q_{kk}^{-1}}\right| = o_p(1)$ it suffices to show $Q_{kk}^{-1} \widehat{Q}_{kk} - Q_{kk} = o_p(1)$. To this end, begin by recalling that

$$
Q_{kk} = \left(\sigma^2 + \frac{\tau^2||\beta||^2}{m}\right)\left(\Omega_{kk} + \frac{\tau^2\|\Omega_k^*\|^2}{m}\right) + \frac{\tau^4\sum a \Omega_{ka}^2 \beta_a^2}{m^2(m-1)}.
$$

Note that the last term is obviously smaller than $\Delta_1\Delta_2$ since it is a product of two term, each of which is smaller than $\Delta_1$ and $\Delta_2$, respectively. It suffices to bound $|\Delta_1\Delta_2 - \Delta_1\Delta_2|$ with

$$
\Delta_1 := \hat{\sigma}^2 + \frac{\tau^2||\beta||^2}{m}, \quad \Delta_2 := \hat{\Omega}_{kk} + \frac{\tau^2\|\hat{\Omega}_k^*\|^2}{m}
$$

where we can take $\hat{m} = [\hat{I}_k]$ and $\hat{\tau}^2 = \hat{\tau}_i^2$ for any arbitrary $1 \leq k \leq K$ and $1 \leq i \leq p$. We thus have

$$
\left|\frac{\widehat{Q}_{kk} - Q_{kk}}{Q_{kk}}\right| \leq \frac{|\Delta_1 - \Delta_1|}{\Delta_1} + \frac{|\Delta_2 - \Delta_2|}{\Delta_2} + \frac{|\Delta_1 - \Delta_1||\Delta_2 - \Delta_2|}{\Delta_1\Delta_2}, \quad (97)
$$

On the one hand, from the definition of $\rho$ in (17),

$$
|\Delta_1 - \Delta_1|
\leq |\sigma^2 - \hat{\sigma}^2| + \frac{\tau^2||\beta||^2}{m} \left|\frac{m - \hat{m}}{m}\right| + \frac{||\beta||^2}{m} |\tau^2 - \hat{\tau}^2| + \frac{\tau^2}{m} (||\beta|| + ||\beta||)||\hat{\beta} - \beta||
\leq |\sigma^2 - \hat{\sigma}^2| + \frac{\tau^2||\beta||^2}{m} \rho + \frac{||\beta||^2}{m} |\tau^2 - \hat{\tau}^2| + \frac{\tau^2}{m} (||\beta|| + ||\beta||)||\hat{\beta} - \beta||.
$$
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Note that (23), $K \log(p \lor n) = o(n)$ and the rate of $\max_{i \in [p]} |\hat{\tau}_i^2 - \tau_i^2|$ in Lemma 23 in Section B.10 guarantee that
\begin{equation}
\|\hat{\beta}\| = O(1 \lor \|\beta\|), \quad \hat{\tau}^2 = O(\tau^2)
\end{equation}
with probability greater than $1 - (p \lor n)^{-c}$. Invoking Lemmas 23 and 24 in Section B.10 together with the rate of $\|\hat{\beta} - \beta\|$ from (23) further gives
\[
\mathbb{P}\left\{|\hat{\Delta}_1 - \Delta_1| \lesssim \left(1 \lor \frac{\|\beta\|^2}{m}\right) \left(\rho + C_{\min}^{-1} \sqrt{\frac{K \log(p \lor n)}{n}}\right)\right\} \geq 1 - (p \lor n)^{-c}.
\]
With the same probability, under $K \log(p \lor n) = o(n)$ and Assumption 3, plugging $\Delta_1$ into the above display yields
\[
\Delta_1^{-1}|\hat{\Delta}_1 - \Delta_1| \lesssim \rho + C_{\min}^{-1} \sqrt{K \log(p \lor n)/n} = o(1).
\]
On the other hand,
\[
|\hat{\Delta}_2 - \Delta_2| \leq |\hat{\Omega}_{kk} - \Omega_{kk}| + \hat{\tau}^2 \frac{\|\hat{\Omega}_k\|^2}{m} \rho + \frac{\|\Omega_k\|^2}{m} |\hat{\tau}^2 - \tau^2| + \frac{\hat{\tau}^2}{m} (\|\Omega_k\| + \|\hat{\Omega}_k\|) \|\hat{\Omega}_k - \Omega_k\|.
\]
Recall that $\hat{\Omega} - \Omega = \Omega(\Sigma^2 - \hat{\Sigma}^2)\hat{\Omega}$. We thus have
\[
\|\hat{\Omega}_k - \Omega_k\| \lesssim \|\Omega\|_{op} \|\Sigma^2 - \hat{\Sigma}^2\| \Omega_k \| \leq \lambda_{\min}^{-1}(\hat{\Sigma}^2) \sqrt{K} \|\Sigma^2 - \Sigma^2\| \Omega_k \|_{\infty}.
\]
From Lemma 20 in Section B.7 with $\rho$ satisfying Assumption 3 and by choosing $u = e_a$ and $v = \Omega_k$ for any $a, k \in [K]$, we obtain
\[
\mathbb{P}\left\{|e_a^T (\Sigma^2 - \hat{\Sigma}^2) \Omega_k | \lesssim \sqrt{\Omega_{kk} \Sigma_{aa}^z} \sqrt{\log(p \lor n)/n}\right\} \geq 1 - (p \lor n)^{-c}.
\]
Since $\Omega_{kk} \leq \|\Omega\|_{op} \leq C_{\min}^{-1}$, $\Sigma_{aa}^z = O(1)$ from Assumption 2 and $\lambda_{\min}^{-1}(\hat{\Sigma}^2) \lesssim C_{\min}^{-1}$ with the same probability, taking the union bound over $a \in [K]$ and invoking (72) give
\[
\mathbb{P}\left\{\|\hat{\Omega}_k - \Omega_k\| \lesssim C_{\min}^{-3/2} \sqrt{K \log(p \lor n)/n}\right\} \geq 1 - (p \lor n)^{-c},
\]
which also upper bounds $|\hat{\Omega}_{kk} - \Omega_{kk}|$. By noting that $\|\Omega_k\| \geq \lambda_{\min} (\Omega) = C_{\max}^{-1}$, under $K \log(p \lor n) = o(n)$, from the previous display we also find
\[
\|\hat{\Omega}_k\| \leq \|\Omega_k\| + \|\hat{\Omega}_k - \Omega_k\| = O_p(\|\Omega_k\|).
\]
Therefore, invoking Lemma 23 in Section B.10, using $\hat{\tau}^2 = O_p(\tau^2)$ from (98) and collecting (100) – (101) give
\[
\Delta_2^{-1}|\hat{\Delta}_2 - \Delta_2| \lesssim \rho + C_{\min}^{-3/2} \left(\sqrt{\frac{\|\Omega\|_{\infty}}{m}} + \sqrt{\frac{\|\Omega\|_{\infty, 2}}{m}}\right) \sqrt{\frac{K \log(p \lor n)}{n}} = o(1)
\]
provided that $\|\Omega\|_{\infty} \leq \|\Omega\|_{\infty, 2} \leq C_{\min}^{-1}$. Since the third term in (97) is the product of the first and second terms, which we have shown converging to zero, this concludes $Q_{kk}^{-1}|\hat{Q}_{kk} - Q_{kk}| = o_p(1)$ and completes the proof. \qed
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B.10 Lemmas used in the proof of Proposition 7

Lemma 23. Under the same conditions of Theorem 2, assume \( \min_i \tau_i^2 \geq C_W > 0 \) for some constant \( C_W \). Let \( \hat{\tau}_i^2 \) be defined in (27). With probability greater than \( 1 - (p \lor n)^{-c} \) for some constant \( c > 0 \), we have

\[
\max_{i \in [p]} |\hat{\tau}_i^2 - \tau_i^2| \lesssim \sqrt{\frac{\log(p \lor n)}{n}}, \quad \max_{i \in [p]} |\hat{\tau}_i - \tau_i| \lesssim C_W^{-2} \sqrt{\frac{\log(p \lor n)}{n}}.
\]

Proof. This lemma is proved in Section B.15.1. \( \square \)

Lemma 24. Let \( \hat{\sigma}^2 \) be defined as in (28). Under the conditions of Theorem 4, one has

\[
P \left\{ |\hat{\sigma}^2 - \sigma^2| \leq C^{-1}_{\min} \left( 1 \lor \frac{\|\beta\|^2}{m} \right) \sqrt{\frac{K \log(p \lor n)}{n}} \right\} \geq 1 - (p \lor n)^{-c},
\]

for some constant \( c > 0 \).

Proof. This lemma is proved in Section B.15.2 \( \square \)

Lemma 25. Under the same conditions of Theorem 2, let \( \hat{\Sigma}^z \) be constructed as (53) and \( \hat{A} \) as in display (56) together with (54) - (55). Let \( s_j = \|A_j\|_0 \) for any \( j \in [p] \) and \( C_W = \max_{i \in [p]} \Sigma_{ii}^w \). With probability greater than \( 1 - (p \lor n)^{-c} \) for some constant \( c > 0 \),

\[
\|\hat{A}_j - A_j\| \lesssim C^{-1}_{\min} \sqrt{\frac{C_W s_j \log(p \lor n)}{n}}, \quad \|\hat{\Sigma}^z(\hat{A}_j - A_j)\|_\infty \lesssim \sqrt{\frac{C_W \log(p \lor n)}{n}}
\]

hold for all \( 1 \leq j \leq p \).

Proof. Write \( s := s_j \). The rate of \( \hat{A}_j - A_j \) follows immediately from (Bing et al., 2017, Theorem 5 display (36)) by observing that

\[
\kappa_2(\Sigma^z, s) := \inf_{|S| \leq s} \inf_{\|v\|=1} \|\Sigma^z v\|_\infty \geq \inf_{|S| \leq s} \inf_{\|v\|=1} \frac{\|\Sigma^z v\|_\infty}{\|S v_S\|_\infty} \geq \inf_{|S| \leq s} \inf_{\|v\|=1} \frac{\|\Sigma^z v_S\|_\infty}{\|S v_S\|_\infty} \geq \inf_{|S| \leq s} \inf_{\|v\|=1} \frac{\|\Sigma^z v_S\|_\infty}{\sqrt{s}} \geq C_{\min}/\sqrt{s}
\]

with \( C_S := \{ v \in \mathbb{R}^K : \|v_S\|_1 \leq \|v_S\|_1 \} \) and \( S \subseteq [K] \) with \( |S| \leq s \). Letting \( \hat{H}^j = (\hat{A}_j^T \hat{A}_j)^{-1} \hat{A}_j^T \hat{\Sigma}_j^w \), the proof of \( \|\hat{\Sigma}^z(\hat{A}_j - A_j)\|_\infty \) follows from

\[
\|\hat{\Sigma}^z(\hat{A}_j - A_j)\|_\infty \leq \|\hat{\Sigma}^z \hat{A}_j - \hat{H}^j\|_\infty + \|\hat{\Sigma}^z A_j - \hat{H}^j\|_\infty = O \left( \sqrt{C_W \log(p \lor n) / n} \right)
\]

by using the feasibility of both \( \hat{A}_j \) and \( A_j \). \( \square \)
\textbf{B.11 Proof of Theorem 8: the in-sample and new-data prediction risks}

We first need some notations. Define the quantities
\begin{equation}
R_A := C_{\min}^{-1} \sqrt{C_W \|A_I\|_O \log (p \lor n)/n}, \quad R_M := R_A \Lambda_{\min}^{-1/2}.
\end{equation}
\begin{equation}
C_{w,j} = C_W [1 \lor (|J| \log (p \lor n))/n],
\end{equation}
by recalling that \( \Lambda_{\min} := \lambda_\nu(A^T A) \) and \( C_W = \max_{1 \leq i \leq \nu} \Sigma_{ii}^w \). We further write \( M_I = A_I^T A_I \) and \( M = A^T A \) in the sequel for notational simplicity.

We then give three crucial lemmas which are used repeatedly in this section. Their proofs are deferred to Section B.16.1, B.16.2 and B.16.3.

\textbf{Lemma 26.} Let Assumption 1 holds. We have
\begin{enumerate}[(i)]
\item \( \lambda_\nu(M_I) = m, \|A_I M_I^{-1}\|_{op} = \sqrt{m}; \)
\item \( \|AM^{-1}\|_{op} = \Lambda_{\min}^{-1/2}, \|AM^{-1/2}\|_{op} = 1. \)
\end{enumerate}

\textbf{Lemma 27.} Let Assumption 4 and \( K \log (p \lor n) = O(n) \) hold. With probability greater than \( 1 - (p \lor n)^{-c} \) for some constant \( c > 0 \), we have
\begin{enumerate}[(i)]
\item \( nC_{\min} \lesssim \lambda_\nu(Z^T Z) \lesssim \lambda_{\max}(Z^T Z) \lesssim nC_{\max}; \)
\item \( \lambda_{\min}(M^{-1} A_1 X^T XAM^{-1}) \gtrsim nC_{\min}; \)
\item \( \|W_I\|_{op} \lesssim nC_{w,j}; \)
\item \( \|WAM^{-1/2}\|_{op} \lesssim nC_W. \)
\end{enumerate}

\textbf{Lemma 28.} Let \( \hat{M} = \hat{A}^T \hat{A} \). Under the conditions of Theorem 8 and \( s_J \log (p \lor n) = o(n\Lambda_{\min}) \), on the event \( \mathcal{E}_f \) defined in (105), we have
\begin{enumerate}[(i)]
\item \( \|\hat{M}^{-1}\|_{op} \lesssim \Lambda_{\min}^{-1}, \|\hat{A}M^{-1}\|_{op} \lesssim \Lambda_{\min}^{-1/2}; \)
\item \( \|WAM^{-1} - WAM^{-1}\|_{op} \lesssim nR_M^2; \)
\item \( \|X \hat{A} \hat{M}^{-1} - XAM^{-1}\|_{op} \lesssim nC_{\max}R_M^2. \)
\end{enumerate}

We first prove the result in (35) and then, under \( s_J \log (p \lor n) = o(n\Lambda_{\min}) \), prove (36) for both \( \mathbb{E}\|\hat{Y} - Z\hat{\beta}\|^2 \) and \( \mathbb{E}[(\hat{Y}_* - Z^T_* \hat{\beta})^2 \land T] \).

\textbf{B.11.1 Proof of in sample prediction risk in (35)}

We write \( \hat{Z} := X \hat{A} \) and \( \hat{\beta}^{LS} = (\hat{Z}^T \hat{Z})^+ \hat{Z}^T Y \) such that \( \hat{Y} = \hat{Z} \hat{\beta}^{LS} \), where \( M^+ \) denotes the Moore-Penrose inverse of any matrix \( M \). Let \( \hat{P} = \hat{Z}(\hat{Z}^T \hat{Z})^+ \hat{Z}^T \) be the orthogonal projection onto the column space of \( \hat{Z} \) and \( \hat{P}^\perp = I_n - \hat{P} \). Using \( Y = Z\beta + \varepsilon \) gives
\begin{equation}
\mathbb{E}\|Z\beta - \hat{Z} \hat{\beta}^{LS}\|^2 = \mathbb{E}\|Z\beta - \hat{P} Y\|^2 = \mathbb{E}\|\hat{P} \perp Z\beta\|^2 + \mathbb{E}\|\hat{P}\varepsilon\|^2.
\end{equation}
Recalling that (102) and (103), define the event
\[ \mathcal{E}_f = \left\{ \tilde{K} = K, \ I_k \subseteq \tilde{I}_k \subseteq I_k \cup J_k, \forall k \in [K], \ \|\tilde{A} - A\|_{op} \lesssim R_A \right\} \]
(105)
\[ nC_{min} \lesssim \lambda_{min}(Z^T Z) \leq \lambda_{max}(Z^T Z) \lesssim nC_{max}, \ \lambda_{min}(\hat{\Sigma}) \gtrsim C_{min}, \]
\[ \|WM^{-1/2}\|_{op}^2 \lesssim nC_W, \ \lambda_{max}(W_{J}^T W_{J}) \lesssim nC_{wJ}. \]
We have \( \mathbb{P}(\mathcal{E}_f) \geq 1 - (p \lor n)^{-c} \) for some constant \( c > 0 \), from Theorem 2, Lemma 21 in Section B.7, Lemma 25 and Lemma 27.

We first study \( \mathbb{E}\|\hat{P} Z\beta\|^2 \) on the event \( \mathcal{E}_f \). Recalling that \( M = A^T A \) and using \( \hat{Z} = X\hat{A} = ZA^T\hat{A} + W\hat{A} \) give
\[
\|\hat{P} Z\beta\|^2 = \|\hat{P} (Z - \hat{Z}M^{-1})\beta\|^2 \\
\leq 2\|Z - ZA^T\hat{A}M^{-1}\|\beta\|^2 + 2\|W\hat{A}M^{-1}\|\beta\|^2 \\
\leq 2\|Z\|^2_{op}\|\hat{A}\|_{op}^2\|\hat{A} - A\|^2_{op}\|\beta\|^2 + 4\|WAM^{-1}\|\beta\|^2 + 4\|W(\hat{A} - A)M^{-1}\|\beta\|^2 \\
\leq 2\|Z\|^2_{op}\|\hat{A}\|_{op}^2\|\beta\|^2 + 4\|WAM^{-1}\|\beta\|^2 + 4\|WAM^{-1}\|\beta\|^2 \\
+ 4\|Wj\|_{op}^2\|\hat{A} - A\|^2_{op}\|\beta\|^2 \quad (\text{by } \hat{A}_I = A_I) \\
\lesssim nC_{max}\|\beta\|^2 R_M^2 \kappa_A + 4\|WAM^{-1}\|\beta\|^2 + nC_{wJ}\|\beta\|^2 R_M^2 \Lambda_{min}^{-1}
\]
by invoking \( \mathcal{E}_f \) in the last line, where \( \kappa_A = \lambda_1(A^T A) / \lambda_K(A^T A) = \|A\|_{op}^2 \|M^{-1}\|_{op} \). By taking the expectation, we thus have
\[
\mathbb{E}\left[ \|\hat{P} Z\beta\|^2_{1_{\mathcal{E}_f}} \right] \lesssim n\|\beta\|^2 R_M^2 (C_{max}\kappa_A + C_{wJ} \Lambda_{min}^{-1}) + n\beta^2 M^{-1} A^T \Sigma^w A M^{-1}\beta,
\]
which, by \( \|\Sigma^w\|_{\infty} \leq C_W \), further yields
\[
\mathbb{E}\left[ \|Z\beta - \hat{Z} \beta^{LS}\|^2_{1_{\mathcal{E}_f}} \right] \leq \mathbb{E}\left[ \|\hat{P}\| E_1\|X\| \right] \leq \sigma^2 \mathbb{E}\left[ \|\tilde{K} \|_{1_{\mathcal{E}_f}} \right] \leq K \sigma^2.
\]
Noting that \( \mathcal{E}_f \) and \( \hat{P} \) only depend on \( X \), the first term can be analyzed as
\[
\mathbb{E}\left[ \|\hat{P}\| E_1\|X\| \right] = \mathbb{E}\left[ \text{trace}\left( \hat{P} E_1\|X\| \right) \right] \leq \sigma^2 \mathbb{E}\left[ \|\tilde{K} \|_{1_{\mathcal{E}_f}} \right] \leq K \sigma^2.
\]
We finally obtain
\[
\left( \frac{1}{n} \mathbb{E}\left[ \|Z\beta - \hat{Z} \beta^{LS}\|^2_{1_{\mathcal{E}_f}} \right] \right) \lesssim \frac{K}{n} \sigma^2 + \frac{\|\beta\|^2}{\Lambda_{min}} C_W + \|\beta\|^2 R_M^2 (C_{max}\kappa_A + C_{wJ} \Lambda_{min}^{-1}).
\]
To conclude the proof, from (104), we have
\[
\mathbb{E}\left[ \|Z\beta - \hat{Z} \beta^{LS}\|^2_{1_{\mathcal{E}_f}} \right] \leq \mathbb{E}\left[ \|\hat{P} Z\beta\|^2_{1_{\mathcal{E}_f}} \right] + \mathbb{E}\left[ \|\hat{P}\| E_1\|X\| \right] \\
\leq \mathbb{E}\left[ \|Z\beta\|^2_{1_{\mathcal{E}_f}} \right] + \mathbb{E}\left[ \|\epsilon\|^2_{1_{\mathcal{E}_f}} \right] \\
\leq (\mathbb{E}\left[ \|Z\beta\|^3 \right] )^{2/3} (\mathbb{P}(\mathcal{E}_f^c)^{1/3} + n\sigma^2 \mathbb{P}(\mathcal{E}_f^c).}
The last inequality uses the independence between \(1_{E_f}\) and \(\varepsilon\) and the Hölder’s inequality. Note that

\[
\|Z\beta\| = \left(\sum_{i=1}^{n} U_i^2\right)^{1/2} = \left(\sum_{i=1}^{n} (z_i, \beta)^2\right)^{1/2}.
\]

The fact that, \(U_1, \ldots, U_n\) are independent and \((\|\beta\|\gamma \sqrt{C_{max}})-\)subgaussian, implies that that \(\|Z\beta\| = \left(\sum_{i=1}^{n} U_i^2\right)^{1/2}\) is \((nc')\gamma \sqrt{C_{max}})-\)subgaussian, for a constant \(c' > 0\) (see Lemmas 5.9 and 5.14 in Vershynin (2012)). We thus obtain that

\[
E\|Z\beta\|^3 \lesssim \gamma^3 C_{max}^3 \|\beta\|^3 n^{3/2} = O(K^{3/2} n^{3/2}), \quad (by \ |\beta\| = O(\sqrt{K}))
\]

which, together with \(P(E_f^c) = (p \lor n)^{-c}\), concludes

\[
\frac{1}{n} E \left[\|Z\beta - \hat{Z}\beta LS\|^2 1_{E_f}\right] \lesssim C_{max} K (p \lor n)^{-c/3} + \sigma^2 (p \lor n)^{-c}.
\]

Taking \(c\) large enough completes the proof for \(\hat{Y}\).

\[\Box\]

**B.11.2 Proof of in sample prediction risk in (36)**

We use the same arguments as before under the additional assumption, \(s_f \log(p \lor n) = o(n \Lambda_{min})\), which further implies

\[
R_M = C_{W}^{1/2} \sqrt{s_f \log(p \lor n) \over n \Lambda_{min}} = o(1).
\]

(106)

To prove (36), by the previous arguments of the proof of (35) and writing \(\hat{M} = \hat{A}^T \hat{A}\), one can derive

\[
\begin{align*}
\|\hat{P} Z\beta\|^2 &= \|\hat{P}^\perp (Z - \hat{Z} \hat{M}^{-1}) \beta\|^2 \\
&\leq 2\|(Z - Z A^T \hat{A} \hat{M}^{-1}) \beta\|^2 + 2\|W \hat{A} \hat{M}^{-1} \beta\|^2 \\
&\leq 2\|Z (A - \hat{A})^T \hat{A} \hat{M}^{-1} \beta\|^2 + 4\|W A M^{-1} \beta\|^2 + 4\|W (\hat{A} \hat{M}^{-1} - A M^{-1}) \beta\|^2 \\
&\leq 2\|Z T Z \|_{op} \|\hat{A} - A\|_{op}^2 \|\hat{A} M^{-1} \|_{op}^2 \|\beta\|^2 + 4\|W A M^{-1} \beta\|^2 + nR_M^2 \|\beta\|^2 \\
&\lesssim nC_{max} \|\beta\|^2 2R_M^2 + 4\|W A M^{-1} \beta\|^2
\end{align*}
\]

where we use part (ii) of Lemma 28 in the fourth line and invoke \(E_f\) with part (i) of Lemma 28 in the last line. This further leads to

\[
E \left[\|Z\beta - \hat{Z}\beta LS\|^2 1_{E_f}\right] \leq E \left[\|\hat{P} \varepsilon\|^2 1_{E_f}\right] + nC_{max} \|\beta\|^2 2R_M^2 + n\|\beta\|^2 \Lambda_{min}^{-1} C_W
\]

\[
\leq K \sigma^2 + nC_{max} \|\beta\|^2 2R_M^2 + n\|\beta\|^2 \Lambda_{min}^{-1} C_W.
\]

The same arguments can be used to upper bound \(E[\|Z\beta - \hat{Z}\beta LS\|^2 1_{E_f}]\) from which we complete the proof for (36).

\[\Box\]
B.11.3 Proof of (36) for $\mathbb{E}[Z_\ast \beta - \hat{Y}_\ast]^2$

Recall that $M = A^T A$ and $\hat{Y}_\ast = \hat{\theta}^T X_\ast$ with $\hat{\theta}$ defined in (32). Define the event

$$\mathcal{E}_p = \mathcal{E}_f \cap \left\{ \lambda_{\min}(M^{-1}A^T X^T X A M^{-1}) \gtrsim n C_{\min}, \quad \|W A M^{-1}\|_{op} \lesssim n \frac{C_W}{\Lambda_{\min}} \right\}$$

with the event $\mathcal{E}_f$ defined in (105). From (ii) and (iv) of Lemma 27, we know $\mathbb{P}(\mathcal{E}_p) = (p \lor n)^{-c}$ for some constant $c > 0$, which yields

$$\mathbb{E}\left[ \left( \|Z_\ast \beta - \hat{Y}_\ast\| \right) \cdot 1_{\mathcal{E}_p} \right] \leq T \cdot \mathbb{P}(\mathcal{E}_p) \lesssim (p \lor n)^{-c}. \quad (107)$$

Thus, it suffices to upper bound $\mathbb{E}[\|Z_\ast \beta - \hat{Y}_\ast\|^2 1_{\mathcal{E}_p}]$. From $X_\ast = AZ_\ast + W_\ast$ and the independence of $Z_\ast$ and $W_\ast$, by writing $\Delta = \beta - A^T \hat{\theta}$, we have

$$\mathbb{E}[\|Z_\ast \beta - \hat{Y}_\ast\|^2 1_{\mathcal{E}_p}] = \mathbb{E}\left[ (\beta - A^T \hat{\theta})^T Z_\ast \cdot 1_{\mathcal{E}_p} \right]^2 + \mathbb{E}\left[ \hat{\theta}^T W_\ast \cdot 1_{\mathcal{E}_p} \right]^2$$

$$= \mathbb{E}\left[ \Delta^T \Sigma Z \cdot 1_{\mathcal{E}_p} \right] + \mathbb{E}\left[ \hat{\theta}^T \Sigma W \cdot 1_{\mathcal{E}_p} \right]$$

$$\leq C_{\max} \mathbb{E}\left[ \|\Delta\|^2 \cdot 1_{\mathcal{E}_p} \right] + C_W \mathbb{E}\left[ \|\hat{\theta}\|^2 \cdot 1_{\mathcal{E}_p} \right].$$

We take the expectation with respect to $Z_\ast$ and $W_\ast$ to derive the second line. We proceed to upper bound the terms $\mathbb{E}[\|\Delta\|^2 1_{\mathcal{E}_p}]$ and $\mathbb{E}[\|\hat{\theta}\|^2 1_{\mathcal{E}_p}]$.

To study $\mathbb{E}[\|\hat{\theta}\|^2 1_{\mathcal{E}_p}]$, recalling that $\hat{M} = \hat{A}^T \hat{A}$, we have

$$\|\hat{\theta}\| = \|\hat{A}(\hat{A}^T X^T X A)^{-1} \hat{A}^T X^T Y\|$$

$$\leq \|\hat{A} \hat{M}^{-1}\|_{op} \|\hat{A}^T X^T X A \hat{M}^{-1}\|_{op} \|\hat{A}^T X^T Y\|$$

$$\leq \Lambda_{\min}^{-1/2} \|\hat{A}^T X^T X A \hat{M}^{-1}\|_{op}^{-1/2} \|\hat{A}^T X^T Y\| / \sqrt{n}. \quad (108)$$

The third line uses $\|(H^T H)^{1/2} H\|_{op}^2 = \|(H^T H)^{1/2}\|_{op}$ for any matrix $H$ and the last line holds on the event $\mathcal{E}_p$, by (i) of Lemma 28. We then upper bound the operator norm above. From Weyl’s inequality, (ii) of Lemma 27, and $\lambda_{\min}(M^{-1}A^T X^T X A M^{-1}) \gtrsim n C_{\min}$ on the event $\mathcal{E}_p$, we have

$$\frac{1}{\sqrt{n}} \sigma_{\min}(X \hat{A} M^{-1}) \geq \frac{1}{\sqrt{n}} \sigma_{\min}(X A M^{-1}) - \frac{1}{\sqrt{n}} \|X(\hat{A} M^{-1} - A M^{-1})\|_{op}$$

$$\gtrsim C_{\min}^{1/2} - C_{\max}^{1/2} R_M \gtrsim C_{\min}^{1/2} \quad (109)$$

where we use condition (106) to derive the last inequality. Since

$$\mathbb{E}[\|Y\|^2 / n] = \sigma^2 + \beta^T \Sigma \beta \leq \sigma^2 + \|\beta\|^2 C_{\max}, \quad (110)$$

we further have

$$C_W \mathbb{E}[\|\hat{\theta}\|^2 1_{\mathcal{E}_p}] \lesssim \frac{C_W}{\Lambda_{\min}} C_{\min}^{-1} (\sigma^2 + \|\beta\|^2 C_{\max}). \quad (111)$$
To upper bound $\mathbb{E}[\|\Delta\|^2 1_{E_p}]$, we use the result of Theorem 8. For any constant $a \in (0, 1)$, using $X = ZA^T + W$, the reverse triangle inequality, and the basic inequality $2xy \leq ax^2 + y^2/a$ yields

$$
\|Z\beta - X\hat{\theta}\|^2 \geq (\|Z\Delta\| - \|W\hat{\theta}\|)^2 \geq (1 - a)\|Z\Delta\|^2 + \left(1 - \frac{1}{a}\right)\|W\hat{\theta}\|^2.
$$

Thus, using that $\lambda_{\min}(Z^T Z) \gtrsim nC_{\min}$ on the event $E_p$,

$$
C_{\max}\mathbb{E}[\|\Delta\|^2 1_{E_p}] \lesssim \kappa(\Sigma^z) \frac{1}{n} \mathbb{E}\|Z\beta - X\hat{\theta}\|^2 + \kappa(\Sigma^z) \frac{1}{n} \mathbb{E}\|W\hat{\theta}\|^2 1_{E_p}.
$$

What remains is to upper bound the second term on the right hand side. On the event $E_p$, using (108) – (109), (iv) of Lemma 27 and (ii) of Lemma 28 gives

$$
\|W\hat{\theta}\| \leq \|W\hat{M}^{-1}\|_{op}(\hat{M}^{-1}A^T(X^T X/n)\hat{M}^{-1}A^T)^{1/2}\|Y\|/\sqrt{n}
\leq C_{\min}^{-1/2} (\|WAM^{-1}\|_{op} + \|W(\hat{M}^{-1}A - AM^{-1})\|_{op})\|Y\|/\sqrt{n}
\lesssim C_{\min}^{-1/2} \left(\Lambda_{\min}^{-1/2} C_W + R_M\right)\|Y\|.
$$

Therefore, by using (110) again, we obtain

$$
\frac{1}{n} \mathbb{E}\|W\hat{\theta}\|^2 1_{E_p} \lesssim C_{\min}^{-1}(\sigma^2 + \|\beta\|^2 C_{\max}) (\Lambda_{\min}^{-1} C_W + R_M^2).
$$

Finally, combining the result of Theorem 8 and (112) concludes

$$
C_{\max}\mathbb{E}[\|\Delta\|^2 1_{E_p}] \lesssim \kappa(\Sigma^z) \left[C_{\min}^{-1}(\sigma^2 + \|\beta\|^2 C_{\max}) \left(\frac{C_W}{\Lambda_{\min}} + R_M^2\right) + \frac{K}{n}\sigma^2\right]
$$

which together with (111) further yields

$$
\mathbb{E}\left[(Z^T\beta - \hat{\theta}^T X)\right]^2 1_{E_p}
\leq \kappa(\Sigma^z) \left[C_{\min}^{-1}(\sigma^2 + \|\beta\|^2 C_{\max}) \left(\frac{C_W}{\Lambda_{\min}} + R_M^2\right) + \frac{K}{n}\sigma^2\right]
$$

This completes the proof for $\mathbb{E}[(Z^T\beta - \hat{\theta})^2 1_{E_p}]$.

**B.12 Proof of lemmas 13, 14 and 15**

**B.12.1 Proof of Lemma 13**

Without loss of generality, we assume $\|v\| = 1$. Observe that

$$
\mathbb{E}\left[\exp(t\langle Z, v \rangle)\right] = \mathbb{E}\left[\exp\left(t\langle (\Sigma^z)^{-1/2} Z, (\Sigma^z)^{1/2} v \rangle\right)\right]
\leq \mathbb{E}\left[\exp\left(t^2\gamma^2 z v^T \Sigma^z v / 2\right)\right], \quad \forall t \in \mathbb{R}.
$$

This and the definition of the operator norm proves the statement of $\langle Z, v \rangle$. Choosing $v = e_k$ and using $\|\Sigma^z\|_{\infty} \leq B z$ conclude the proof of (1). Part (1) together with the independence between $Z$ and $W$ yields

$$
\mathbb{E}\left[\exp(tX)\right] = \mathbb{E}\left[\exp(t\langle A_j, Z \rangle)\right] \mathbb{E}\left[\exp(tW)\right]
\leq \exp\left(t^2\gamma^2 z A_j^T \Sigma^z A_j / 2\right) \exp\left(t^2\gamma^2 w / 2\right)
\leq \exp\left(t^2(\gamma^2 z \|\Sigma^z\|_{\infty} + \gamma^2 w / 2\right) \quad (\|A_j\|_1 \leq 1)
$$

for any $t \in \mathbb{R}$ and any $1 \leq j \leq p$. This completes the proof.
B.12.2 Proof of Lemma 14

By Assumption 2, $W_{tj}$ is $\gamma_w$ sub-Gaussian for all $t \in [n]$ and $j \in [p]$, so

$$E[\exp(tW_{ti})] \leq \exp(t^2 \gamma_w^2/2), \quad \forall t \in \mathbb{R}.$$ 

Again by Assumption 2, $W_{ti}$ is independent across index $i$, so using the previous display we find

$$E[\exp(t\eta_{tk})] = \prod_{i \in I} E[\exp(tW_{ti}/m_k)]$$

$$\leq \prod_{i \in I} \exp \left[ t^2 \gamma_w^2/(2m_k^2) \right]$$

$$\leq \exp \left[ t^2 \gamma_w^2/(2m) \right],$$

proving that $\eta_{tk}$ is $\gamma_w/\sqrt{m}$-subgaussian. Similarly, since $\eta_{tk}$ is independent across index $k$, we have $\sum_k v_k \eta_{tk}$ is $\gamma_w/\sqrt{m}$ by using $\|v\|^2 \leq 1$. This concludes the proof. 

B.12.3 Proof of Lemma 15

Let $\|\cdot\|_{\psi_1}$ and $\|\cdot\|_{\psi_2}$ denote, respectively, the sub-exponential norm and the sub-gaussian norm (Definitions 5.7 and 5.13 in Vershynin (2012)) as

$$\|X\|_{\psi_1} = \sup_{p \geq 1} p^{-1} (E[|X|^p])^{1/p}, \quad \|X\|_{\psi_2} = \sup_{p \geq 1} p^{-1/2} (E[|X|^p])^{1/p}$$

for any random variable $X$. Then, $\|X_t\|_{\psi_2} \leq c\gamma_x$ and $\|Y_t\|_{\psi_2} \leq c\gamma_y$ and an application of the Hölder’s inequality yields $\|X_tY_t\|_{\psi_1} \leq \|X_t\|_{\psi_2} \|Y_t\|_{\psi_2} \leq c\gamma_x\gamma_y$. The proof follows by Corollary 5.17 in Vershynin (2012). 

B.13 Proof of lemmas for proving Theorem 3

Before proving Lemma 11, we first give a useful fact.

**Fact 1.** Let $\Sigma = A\Sigma^z A^T + \Sigma^w$, $G = \Omega + A^T \Omega^w A$ with $\Omega = (\Sigma^z)^{-1}$ and $\Omega^w = (\Sigma^w)^{-1}$. 

$$\Sigma^{-1} A \Sigma^z = \Omega^w A G^{-1}, \quad \Sigma^z - \Sigma^z A^T \Sigma^{-1} A \Sigma^z = G^{-1}.$$ 

**Proof.** The Sherman-Morrison-Woodbury formula gives

$$\Sigma^{-1} A \Sigma^z = [\Omega^w - \Omega^w A(\Omega + A^T \Omega^w A)^{-1} A^T \Omega^w] A \Sigma^z$$

$$= \Omega^w A \Sigma^z - \Omega^w A(\Omega + A^T \Omega^w A)^{-1}(\Omega + A^T \Omega^w A - \Omega) \Sigma^z$$

$$= \Omega^w A(\Omega + A^T \Omega^w A)^{-1},$$

which concludes the proof of the first statement. The second part follows immediately by noting that 

$$\Sigma^z - \Sigma^z A^T \Sigma^{-1} A \Sigma^z = \Sigma^z - \Sigma^z A^T \Omega^w A(\Omega + A^T \Omega^w A)^{-1} = (\Omega + A^T \Omega^w A)^{-1}. $$
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Proof of Lemma 11. By the additivity of the Kullback-Leibler divergence, it suffices to consider one data pair \((X_i, Y_i)\). We remove the subscript \(i\) for simplicity. Note that, for given \(\beta\) with \(j = 1, 2\), model (1) implies
\[
\begin{bmatrix}
Y \\
X
\end{bmatrix} \sim N_{p+1} \left( 0, \begin{bmatrix}
\beta^T \Sigma \beta_j + \sigma^2 & \beta_j^T \Sigma z A^T \\
A \Sigma z \beta_j & \Sigma
\end{bmatrix} \right)
\]
with \(\Sigma = A \Sigma z A^T + \Sigma^w\). This further yields
\[
Y|X \sim N(\beta^T \Sigma z A^T \Sigma^{-1} X, \sigma^2 + \beta_j^T (\Sigma z - \Sigma z A^T \Sigma^{-1} A \Sigma z) \beta_j)
\]
\[= N(\mu_j, \sigma^2_j). \tag{113} \]
Since the marginal distribution of \(X\) does not depend on \(\beta\), we observe that
\[
\frac{1}{n} \text{KL}(P_{\beta_1}, P_{\beta_2}) = E_{\beta_1} [\log f_{\beta_1}(Y|X)] - E_{\beta_1} [\log f_{\beta_2}(Y|X)]
\]
\[= -\frac{1}{2} \log \sigma_1^2 - \frac{1}{2\sigma_1^2} E_{\beta_1} [(Y - \mu_1)^2] + \frac{1}{2} \log \sigma_2^2 + \frac{1}{2\sigma_2^2} E_{\beta_1} [(Y - \mu_2)^2]
\]
\[= \frac{1}{2} (\log \sigma_2^2 - \log \sigma_1^2) + \frac{1}{2\sigma_2^2} E_{\beta_1} [(Y - \mu_2)^2 - (Y - \mu_1)^2] + \frac{\sigma_1^2 - \sigma_2^2}{2\sigma_2^2} \cdot E_{\beta_1} [(Y - \mu_1)^2]
\]
where the last inequality uses \(E_{\beta_1} [(Y - \mu_1)^2] = \sigma_1^2\) from (113). To calculate the expectation, it follows from \(E[X X^T] = \Sigma\) and (113) that
\[
E_{\beta_1} [(Y - \mu_2)^2 - (Y - \mu_1)^2] = E_{\beta_1} [\mu_2^2 - \mu_1^2 + 2Y(\mu_1 - \mu_2)]
\]
\[= \beta_2^T \Sigma z A^T \Sigma^{-1} A \Sigma z \beta_2 - \beta_1^T \Sigma z A^T \Sigma^{-1} A \Sigma z \beta_1 + 2E_{\beta_1} [Y(\beta_1 - \beta_2)^T \Sigma z A^T \Sigma^{-1} X]
\]
\[= \beta_2^T \Sigma z A^T \Sigma^{-1} A \Sigma z \beta_2 - \beta_1^T \Sigma z A^T \Sigma^{-1} A \Sigma z \beta_1 + 2E [(\beta_1 - \beta_2)^T \Sigma z A^T \Sigma^{-1} A Z T \beta_1]
\]
\[= (\beta_1 - \beta_2)^T \Sigma z A^T \Sigma^{-1} A \Sigma z (\beta_1 - \beta_2),
\]
where in the fourth line we use model (1). Plugging this into the KL-divergence yields
\[
\frac{1}{n} \text{KL}(P_{\beta_1}, P_{\beta_2}) = \frac{1}{2} (\log \sigma_2^2 - \log \sigma_1^2) + \frac{\sigma_1^2 - \sigma_2^2}{2\sigma_2^2}
\]
\[+ \frac{1}{2\sigma_2^2} (\beta_1 - \beta_2)^T \Sigma z A^T \Sigma^{-1} A \Sigma z (\beta_1 - \beta_2).
\]
Note that \(\Sigma z - \Sigma z A^T \Sigma^{-1} A \Sigma z = G^{-1}\) from Fact 1. Recalling that \(\sigma_j^2 = \sigma^2 + \beta_j^T G^{-1} \beta_j\) from (113) and Fact 1 and using the inequality
\[
|\log(\sigma^2 + t_2) - \log(\sigma^2 + t_1)| \leq \frac{|t_2 - t_1|}{\min(\sigma^2 + t_1, \sigma^2 + t_2)}
\]
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for $t_1, t_2 > 0$ gives
\[
\frac{1}{n} \text{KL}(\mathbb{P}_{\beta_1}, \mathbb{P}_{\beta_2}) \leq \frac{|\beta_1^T G^{-1} \beta_1 - \beta_2^T G^{-1} \beta_2|}{\min(\sigma_1^2, \sigma_2^2)} + \frac{(\beta_1 - \beta_2)^T (\Sigma^z - G^{-1})(\beta_1 - \beta_2)}{2\sigma_2^2}.
\]
Using $\sigma_j^2 \geq \sigma^2 + \|\beta_j\|^2 \lambda_{\min}(G^{-1}) = \sigma^2 + \|\beta_j\|^2/\|G\|_op$ completes the proof.

\section*{B.14 Proof of lemmas for proving Theorem 4}

\subsection*{B.14.1 Proof of Lemma 17}

For any $a \in [K]$, by using $\hat{m}_a = m_a + |L_a|$, we have
\[
\hat{Z}_a = \frac{1}{m_a} \sum_{i \in \hat{I}_a} Z_{A_i} = \frac{m_a}{m_a} Z_a + \frac{1}{m_a} \sum_{i \in \hat{I}_a} Z_{A_i} = Z_a + \frac{1}{m_a} \sum_{i \in L_a} Z_{(A_i - e_a)}.
\]

The above display gives
\[
\frac{1}{n} u^T \bar{Z}^T \bar{W} v = \frac{1}{n} \sum_{a,b=1}^K u_a v_b \bar{Z}_a^T \bar{W}_b + \frac{1}{n} \sum_{a,b=1}^K u_a v_b \frac{1}{m_a \hat{m}_b} \sum_{i \in \hat{I}_a} (A_i - e_a)^T Z_i \sum_{j \in \hat{I}_b} W_j.
\]

We first bound $\Delta_2$ by
\[
|\Delta_2| \leq \|u\|_1 \max_{a \in [K]} \left| \frac{|L_a|}{m_a} \left( \frac{1}{n} (A_i - e_a)^T Z_i^T \sum_{b} \frac{v_b}{\hat{m}_b} \sum_{j \in \hat{I}_b} W_j \right) \right|
\leq \frac{8\delta}{\nu} \rho \|u\|_1 \|v\|_1 \left\{ \max_{a,b \in [K]} \left| \frac{1}{n} \sum_{t=1}^n Z_{ta} \left( \sum_{j \in L_b} W_{tj} + \sum_{j \in \hat{I}_b} W_{tj} \right) \right| \right\},
\]

where we use (68) and $|I_b| \leq \hat{m}_b$ in the last inequality. Recall that, for any $t \in [n]$ and $a \in [K]$, $Z_{ta}$ is $\gamma'_\nu$-subgaussian from Lemma 13. Since $\log(p \vee n) = o(n)$ guarantees that $\delta = o(1)$, applying Lemmas 14 - 15 and taking the union bounds over $a, b \in [K], j \in J_1^b$ (recall that $L_b \subseteq J_1^b$) give
\[
\mathbb{P} \left\{ |\Delta_2| \lesssim \gamma'_w \left( \frac{1}{\sqrt{m}} + \rho \|u\|_1 \|v\|_1 \sqrt{\frac{\log(p \vee n)}{n}} \right) \right\} \geq 1 - (p \vee n)^{-c}.
\]
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Regarding $\Delta_1$, recall that

$$
\tilde{W}_b = \frac{1}{m_b} \left( \sum_{i \in I_b} W_{ti} + \sum_{i \in L_b} W_{ti} \right) = \frac{m_b}{m_b} \eta_b + \frac{1}{m_b} \sum_{i \in L_b} W_{ti}
$$

$$
= \eta_b + \frac{|L_b|}{m_b} \left( \frac{1}{|L_b|} \sum_{i \in L_b} W_{ti} - \eta_b \right)
$$

(118)

from $\tilde{I}_b = I_b \cup L_b$ and the definition of $\eta_{tk}$ in (68). This together with $\rho \geq \max_b |L_b|/\bar{m}_b$ gives

$$
|\Delta_1| \leq \frac{1}{n} \sum_{t=1}^{n} \sum_{b=1}^{K} v_b \eta_b \left| + \rho \|v\|_1 \max_{b \in [K]} \frac{1}{n} \sum_{t=1}^{n} \sum_{b=1}^{K} v_b \eta_b \right|
$$

$$
\leq \frac{1}{n} \sum_{t=1}^{n} \sum_{b=1}^{K} v_b \eta_b \left| + \rho \|u\|_1 \|v\|_1 \left\{ \max_{a,b \in [K]} \frac{1}{n} \sum_{t=1}^{n} Z_{ta} W_{ti} \right. + \max_{a,b \in [K]} \frac{1}{n} \sum_{t=1}^{n} Z_{ta} \eta_b \right\}.
$$

(119)

Take $u = e_k$ in (119) for some $k \in [K]$. Invoking Lemmas 13 – 15 and taking the union bounds yield

$$
P \left\{ \max_{k} \frac{1}{n} \sum_{b} v_b Z^T_k \tilde{W}_b \right\} \lesssim \gamma'_w \left( \frac{\|v\|}{\sqrt{m}} + \rho \|v\|_1 \right) \sqrt{\log(p \lor n)} \geq 1 - (p \lor n)^{-c}.
$$

(120)

Noting that $m \geq 2$ and $\rho \leq 1$, combining (117) with (120) concludes the proof of (95). Similarly, since $\langle z_t, u \rangle$ is $(\gamma_z \sqrt{u^T \Sigma z} u)$-subgaussian from Lemma 13, using Lemmas 13 – 15 again concludes

$$
\frac{1}{n} \sum_{a,b} u_a v_b Z^T_a \tilde{W}_b \lesssim \gamma_w \left( \gamma_z \frac{\|v\|}{\sqrt{m}} \sqrt{u^T \Sigma z} u \right) \sqrt{\log(p \lor n)}
$$

with probability greater than $1 - (p \lor n)^{-c}$. This and (117) concludes the proof of (96).

\[ \square \]

B.14.2 Proof of Lemma 18

Write $\tilde{W} := WA_I(A^T_J A_J)^{-1}$. For any $a \in [K]$, similar as (118), we write

$$
\tilde{W}_a = \frac{1}{m_a} \sum_{i \in I_a} W_i + \frac{1}{m_a} \sum_{i \in L_a} W_i = \tilde{W}_a + \frac{|L_a|}{m_a} \left( \frac{1}{|L_a|} \sum_{i \in L_a} W_i - \tilde{W}_a \right).
$$

(121)
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Then we can expand the quadratic term as
\[
u^T \left( \frac{1}{n} \tilde{W}^T \tilde{W} - D \right) v = \sum_a u_a v_a \left( \frac{1}{n} \tilde{W}^T_a \tilde{W}_a - d_a \right) + \frac{1}{n} \sum_{a \neq b} u_a v_b (\tilde{W}_a^T \tilde{W}_b + \tilde{W}_a^T R_b + \tilde{W}_b^T R_a + R_a^T R_b) .
\]

By using \(X_i = ZA_i + W_i\) and the definition of \(d_a\) in (74), we observe that
\[
d_a = \frac{1}{m_a^2} \sum_{i \in \tilde{I}_a} \frac{1}{n} X_i^T X_i - \frac{1}{m_a^2 (m_a - 1)} \sum_{i \neq j \in \tilde{I}_a} \frac{1}{n} X_i^T X_j
\]
\[+ \frac{1}{m_a^2} \sum_{i \in \tilde{I}_a} \frac{1}{n} A_i^T Z^T Z A_i + \frac{1}{n} W_i^T W_i + \frac{2}{n} A_i^T Z^T W_i\]
\[+ \frac{1}{m_a^2 (m_a - 1)} \sum_{i \neq j \in \tilde{I}_a} \left[ \frac{1}{n} A_i^T Z^T Z A_j + \frac{1}{n} W_i^T W_j + \frac{2}{n} A_i^T Z^T W_j \right].
\]

Rearranging terms yields
\[
d_a = \frac{1}{m_a^2} \sum_{i,j \in \tilde{I}_a} \frac{1}{n} W_i^T W_j - \frac{1}{m_a (m_a - 1)} \sum_{i \neq j \in \tilde{I}_a} \frac{1}{n} W_i^T W_j
\]
\[+ \frac{1}{m_a^2} \sum_{i \in \tilde{I}_a} \frac{1}{n} A_i^T Z^T Z A_i - \frac{1}{m_a (m_a - 1)} \sum_{i \neq j \in \tilde{I}_a} \frac{1}{n} A_i^T Z^T Z A_j.
\]
\[+ \frac{2}{m_a^2} \sum_{i \in \tilde{I}_a} \frac{1}{n} A_i^T Z^T W_i - \frac{2}{m_a (m_a - 1)} \sum_{i \neq j \in \tilde{I}_a} \frac{1}{n} A_i^T Z^T W_j.
\]

Note the first term on the RHS is equal to \(n^{-1} \tilde{W}_a^T \tilde{W}_a\). We further obtain
\[
\left| u^T \left( n^{-1} \tilde{W}^T \tilde{W} - D \right) v \right| \leq \|u\| \|v\| \max_a (|T_1^a| + |T_2^a| + |T_3^a|)
\]
\[+ \frac{1}{n} \sum_{a \neq b} u_a v_b (\tilde{W}_a^T \tilde{W}_b + \tilde{W}_a^T R_b + \tilde{W}_b^T R_a + R_a^T R_b)
\]
\[:= \Delta_1 + \Delta_2
\]

**To bound \(\Delta_1\):** We first study \(T_1^a\), \(T_2^a\) and \(T_3^a\), separately. For \(T_1^a\), expanding \(\tilde{I}_a = I_a \cup L_a\) upper
bounds it by

\[
\frac{1}{\hat{m}_a(\hat{m}_a - 1)} \left\{ \left| \sum_{i \neq j \in I_a} \frac{1}{n} W_i^T W_j \right| + 2 \left| \sum_{i \in I_a, j \in L_a} \frac{1}{n} W_i^T W_j \right| + \left| \sum_{i \neq j \in L_a} \frac{1}{n} W_i^T W_j \right| \right\}
\leq \frac{1}{\hat{m}_a(\hat{m}_a - 1)} \left\{ \left| \sum_{i \neq j \in I_a} \frac{1}{n} W_i^T W_j \right| + \frac{2|I_a||L_a|}{\hat{m}_a(\hat{m}_a - 1)} \max_{j \in L_a} \left| \sum_{i \in I_a} \frac{1}{n} W_i^T W_j \right| \right.
\left. + \frac{|L_a||I_a|}{\hat{m}_a(\hat{m}_a - 1)} \max_{i \neq j \in I_a} \left| \frac{1}{n} W_i^T W_j \right| \right\}.
\]

For the first term, note that it is no greater than

\[
\frac{1}{n} \left| \sum_{i = 1}^n m_a \sum_{i \in I_a} W_{ti} \frac{1}{m_a - 1} \sum_{j \in I_a \setminus \{i\}} W_{tj} \right| = \frac{1}{n} \left| \sum_{i = 1}^n \eta_a \frac{1}{m_a - 1} \sum_{j \in I_a \setminus \{i\}} W_{tj} \right|.
\]

Since \((m_a - 1)^{-1} \sum_{j \in I_a \setminus \{i\}} W_{tj}\) is \((\gamma_w / \sqrt{m_a - 1})\)-subgaussian by the arguments of Lemma 14 and

\[
\mathbb{E} \left[ \sum_{i \in I_a} W_{ti} \sum_{j \neq i} W_{tj} \right] = 0,
\]

invoking Lemma 15 gives

\[
\mathbb{P} \left\{ \frac{1}{\hat{m}_a(\hat{m}_a - 1)} \left| \sum_{i \neq j \in I_a} \frac{1}{n} W_i^T W_j \right| \leq c_{\gamma_w}^2 \sqrt{\frac{\log(p \lor n)}{nm_a(m_a - 1)}} \right\} \geq 1 - (p \lor n)^{-c'}.
\]

Note that \(|L_a|/\hat{m}_a \leq \rho\) and \(\hat{m}_a - 1 \geq m_a\) when \(L_a \neq \emptyset\). We further obtain

\[
|T_{1a}^q| \leq \frac{1}{\hat{m}_a(\hat{m}_a - 1)} \left| \sum_{i \neq j \in I_a} \frac{1}{n} W_i^T W_j \right| + 2\rho \max_{j \in L_a} \frac{1}{n} \sum_{t = 1}^n W_{tj} \eta_a
\left. + \rho^2 \max_{i \neq j \in I_a} \left| \frac{1}{n} W_i^T W_j \right| \right\}.
\]

Invoking Lemma 15 and taking the union bound conclude

\[
\max_a |T_{1a}^q| \leq c_{\gamma_w}^2 \left( \frac{1}{\sqrt{m(m - 1)}} \lor \frac{\rho}{\sqrt{m}} \lor \rho^2 \right) \sqrt{\frac{\log(p \lor n)}{n}},
\] (123)
with probability greater than 1 \( - (p \lor n)^{-c} \). We bound \( T_2^a \) by writing

\[
T_2^a = \frac{m_a}{m_a^2} \frac{1}{n} Z_a^T Z_a + \frac{1}{m_a^2} \sum_{i \in L_a} \frac{1}{n} A_i^T Z_a^T Z A_i \]

\[
- \frac{1}{m_a^2 (m_a - 1)} \left\{ m_a (m_a - 1) \frac{1}{n} Z_a^T Z_a + 2 m_a \sum_{i \in L_a} \frac{1}{n} Z_a^T Z A_i \right\} \]

\[
+ \sum_{i \neq j \in L_a} \frac{1}{m_a^2 (m_a - 1)} \left\{ A_i^T Z_a^T Z A_j \right\} \]

\[
= \frac{1}{m_a^2} \sum_{i \in L_a} \left( \frac{1}{n} A_i^T Z_a^T Z A_i - \frac{1}{n} Z_a^T Z A_i \right) - \frac{2 m_a}{m_a^2 (m_a - 1)} \sum_{i \in L_a} \frac{1}{n} Z_a^T Z (A_i - e_a) \]

\[
- \frac{1}{m_a^2 (m_a - 1)} \sum_{i \neq j \in L_a} \left( A_i^T Z_a^T Z A_j - \frac{1}{n} Z_a^T Z_a \right). \]

Note that (69) and the event \( \mathcal{E} \) in (66) gives

\[
\left| \frac{1}{n} Z_a^T Z (A_i - e_a) \right| \leq \frac{8 \delta}{\nu} \max_{\ell} \left| \frac{1}{n} Z_a^T Z_{\ell} \right| \leq \frac{8 B_z}{\nu} \delta, \quad (124) \]

for any \( i \in L_b \) and \( a \in [K] \), which in conjunction with \( \|A_j\|_1 \leq 1 \) further gives

\[
\left| \frac{1}{n} A_i^T Z_a^T Z A_j - \frac{1}{n} Z_a^T Z_a \right| \leq \left| \frac{1}{n} (A_i - e_a)^T Z_a^T Z A_j \right| + \left| \frac{1}{n} Z_a^T Z (A_j^T - e_a) \right| \]

\[
\leq \frac{16 B_z}{\nu} \delta. \]

We thus obtain, on the event \( \mathcal{E} \),

\[
\max_a |T_2^a| \leq \max_a \left\{ \frac{|L_a|}{m_a^2} + \frac{m_a |L_a|}{m_a^2 (m_a - 1)} + \frac{|L_a| (|L_a| - 1)}{m_a^2 (m_a - 1)} \right\} \frac{16 B_z}{\nu} \delta \]

\[
\leq \frac{32 B_z \rho \delta}{\nu m} \leq \rho \sqrt{\frac{\log(p \lor n)}{nm^2}}. \quad (125) \]

Regarding \( T_3^a \), notice that

\[
|T_3^a| \leq \frac{2}{m_a^2} \sum_{i \in I_a} \frac{1}{n} |A_i^T Z_a^T W_i| + \frac{2}{m_a^2 (m_a - 1)} \sum_{i \neq j \in I_a} \frac{1}{n} |A_i^T Z_a^T W_j| \]

\[
\leq \frac{2}{m_a} \max_{i \in I_a} \frac{1}{n} \sum_{t=1}^{n} |\langle z_t, A_i \rangle W_{ti}| + \frac{2}{m_a} \max_{i \neq j \in I_a} \frac{1}{n} \sum_{t=1}^{n} |\langle z_t, A_i \rangle W_{tj}| \]

\[
\leq \frac{2}{m_a} \max_{a \in [K]} \frac{1}{n} \sum_{t=1}^{n} |Z_{tk} W_{ti}| + \frac{2}{m_a} \max_{a \in [K]} \frac{1}{n} \sum_{t=1}^{n} |Z_{tk} W_{tj}| \]
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by using \( \|A_i\|_1 \leq 1 \) to derive the last inequality. Invoking Lemmas 14–15 and taking the union bounds over \( a \in [K], i, j \in I_k \cup J_1^k \) yield

\[
P \left\{ \max_a |T_3^a| \lesssim \gamma' w \sqrt{\frac{\log(p \wedge n)}{nm^2}} \right\} \geq 1 - (p \wedge n)^{-c}. \tag{126}
\]

Collecting displays (123) - (126) concludes

\[
\Delta_1 \lesssim \|u\|_1 \|v\|_w \gamma' z \left( \frac{1}{\sqrt{m(m-1)}} \vee \frac{\rho}{\sqrt{m}} \vee \rho^2 \right) \sqrt{\frac{\log(p \wedge n)}{n}}, \tag{127}
\]

with probability greater than \( 1 - (p \vee n)^{-c} \).

**To bound \( \Delta_2 \):** We study the first term

\[
\frac{1}{n} \sum_{a \neq b} u_a v_b W_a^T W_b = \frac{1}{n} \sum_{a=1}^n \sum_{b \neq a} u_a \eta_a \sum_{b \neq a} v_b \eta_b.
\]

Since Lemma 14 guarantees \( \sum_{a} u_a \eta_a \) is \( (\|u\|_w / \sqrt{m}) \)-subgaussian and, similarly, \( \sum_{b \neq a} v_b \eta_b \) is \( (\|v\|_w / \sqrt{m}) \)-subgaussian, invoking Lemma 15 and noting that

\[
E \left[ \sum_a u_a \eta_a \sum_{b \neq a} v_b \eta_b \right] = \sum_{a \neq b} u_a v_b E[\eta_a \eta_b] = 0
\]

gives

\[
P \left\{ \frac{1}{n} \sum_{a \neq b} u_a v_b W_a^T W_b \leq \|u\|_1 \|v\|_w \gamma^2 \sqrt{\frac{\log(p \wedge n)}{nm^2}} \right\} \geq 1 - (p \wedge n)^{-c}. \tag{128}
\]

We then bound the rest term by term. By recalling that (121), we obtain

\[
\frac{1}{n} \left| \sum_{a \neq b} u_a v_b W_a^T R_b \right| \\
= \frac{2}{n} \sum_{b=1}^K \sum_{t=1}^n \left| \sum_{b \neq a} v_b \sum_{\ell=1}^t \frac{L_b \eta_{b\ell} - \sum_{i \in L_b} W_{ti}}{|L_b|} \sum_{a \neq b} u_a \eta_a \right| \\
\leq 2 \|v\|_1 \max_{b \in [K]} \left| \frac{L_b}{m_b} \right| \frac{1}{n} \sum_{t=1}^n \left| \sum_{a \neq b} u_a \eta_a \right| + 2 \|v\|_1 \max_{b \in [K]} \left| \frac{1}{n} \sum_{t=1}^n W_{ti} \right| \frac{1}{n} \sum_{t=1}^n \left| \sum_{a \neq b} u_a \eta_a \right|.
\]

Invoking Lemmas 14 and 15 and taking union bounds conclude

\[
P \left\{ \frac{1}{n} \left| \sum_{a \neq b} u_a v_b W_a^T R_b \right| \leq C p \|u\|_1 \|v\|_w^2 \sqrt{\frac{\log(p \wedge n)}{nm}} \right\} \geq 1 - (p \vee n)^{-c}. \tag{129}
\]
A similar bound can be obtained for $|\sum_{a \neq b} u_a v_b \tilde{W}_b^T R_a|$. Finally, to bound the last term, we have

$$
\frac{1}{n} \left| \sum_{a \neq b} u_a v_b \tilde{R}_b^T R_a \right|
= \frac{1}{n} \left| \sum_{a \neq b} \frac{u_a v_b}{m_b \eta_{b_a}} \sum_{t=1}^{n} \left( |L_b| \eta_{b_t} - \sum_{i \in L_b} W_{ti} \right) \left( |L_a| \eta_{a_t} - \sum_{i \in L_a} W_{ti} \right) \right|.
$$

Thus, it can be upper bounded by

$$
\rho^2 \|u\|_1 \|v\|_1 \max_{a \neq b} \left| \frac{1}{n} \sum_{t=1}^{n} \left( \eta_{b_t} - \frac{1}{|L_b|} \sum_{i \in L_b} W_{ti} \right) \left( \eta_{a_t} - \frac{1}{|L_a|} \sum_{i \in L_a} W_{ti} \right) \right| 
\leq \rho^2 \|u\|_1 \|v\|_1 \max_{a \neq b} \left| \frac{1}{n} \sum_{t=1}^{n} \eta_{b_t} \eta_{a_t} \right| + 2 \rho^2 \|u\|_1 \|v\|_1 \max_{a \neq b \in [K]} \left| \frac{1}{n} \sum_{t=1}^{n} W_{ti} \eta_{a_t} \right| 
+ \rho^2 \|u\|_1 \|v\|_1 \max_{a \neq b \in [K]} \left| \frac{1}{n} \sum_{t=1}^{n} W_{ti} W_{tj} \right|.
$$

Invoking Lemmas 14 and 15 and taking the union bounds yield

$$
P \left\{ \frac{1}{n} \left| \sum_{a \neq b} u_a v_b \tilde{R}_b^T R_a \right| \leq \gamma_w^2 \rho^2 \|u\|_1 \|v\|_1 \sqrt{\log(p \vee n)} \right\} \geq 1 - (p \vee n)^{-c}.
$$

Combining (128), (129) and (131) concludes

$$
P \left\{ \Delta_2 \leq \gamma_w^2 \left( \frac{\|u\|}{\sqrt{m}} + \rho \|u\|_1 \right) \left( \frac{\|v\|}{\sqrt{m}} + \rho \|v\|_1 \right) \sqrt{\log(p \vee n)} \right\} \geq 1 - (p \vee n)^{-c}.
$$

Displays (127) and (132) complete the proof.

**B.14.3 Proof of Lemma 19**

From (67), by noting that

$$Z - \tilde{Z} = Z - Z A_f^T \hat{A}_f (\hat{A}_f^T \hat{A}_f)^{-1} = Z \left[ I - A_f^T \hat{A}_f (\hat{A}_f^T \hat{A}_f)^{-1} \right] := Z \Delta_{\hat{f}}
$$

we obtain

$$
\frac{1}{n} \|X^T (Z - \tilde{Z}) \beta\|_{\infty} \leq \frac{1}{n} \|X^T Z\|_{\infty} \|\Delta_{\hat{f}} \beta\|_1 \leq \frac{1}{n} \|X^T Z\|_{\infty} \|\Delta_{\hat{f}}\|_{1,\infty} \|\beta\|_1.
$$
For any $k, \ell \in [K]$, we have
\[
\frac{1}{n} \hat{X}_{\ell}^T Z_{\ell} = \frac{1}{m_k} \sum_{i \in \hat{I}_k} \frac{1}{n} X_i^T Z_{\ell} \leq \max_{i \in \hat{I}_k} \frac{1}{n} |X_i^T Z_{\ell}|
\]
\[
\leq \max_{i \in \hat{I}_k} \frac{1}{n} \sum_{t=1}^{n} (A_i^T z_t) Z_{\ell t} + \max_{i \in \hat{I}_k} \frac{1}{n} |W_i^T Z_{\ell}| \quad \text{(since $X_i = ZA_i + W_i$)}
\]
\[
\leq \max_{k \in [K]} \frac{1}{n} \sum_{t=1}^{n} Z_{ik} Z_{\ell t} + \max_{i \in \hat{I}_k} \frac{1}{n} |W_i^T Z_{\ell}|. \quad \text{(since $\|A_i\| \leq 1$)}
\]

Since $W_i$ is $\gamma_w$-subgaussian and $Z_{\ell t}$ is $\gamma'_w$-subgaussian from Lemma 13, invoking the event $E$ in (66), Lemma 15 and taking the union bounds yield
\[
\frac{1}{n} \|\hat{X}^T Z\|_\infty \lesssim B_z + \gamma'_w \sqrt{\frac{\log(p \vee n)}{n}} = O(1) \tag{134}
\]
with probability greater than $1 - (p \vee n)^{-c}$, where we use $\log p = o(n)$ and $B_z = O(1)$ in the last inequality. On the other hand, observing that
\[
\Delta_{\hat{f}} = (\hat{A}_{\hat{f}} - A_{\hat{f}})^T \hat{A}_{\hat{f}} \cdot \text{diag} (\hat{\gamma}_1^{-1}, \ldots, \hat{\gamma}_K^{-1})
\]
and $\hat{A}_{ik} = 1$ for any $i \in \hat{I}_k$ and $k \in [K]$, we have
\[
\|\Delta_{\hat{f}}\|_{1,\infty} = \max_{k \in [K]} \frac{1}{m_k} \sum_{\ell=1}^{K} \sum_{i \in \hat{I}} (\hat{A}_{i\ell} - A_{i\ell}) \hat{A}_{ik}
\]
\[
= \max_{k \in [K]} \frac{1}{m_k} \sum_{\ell=1}^{K} \sum_{i \in \hat{I}_k} (\hat{A}_{i\ell} - A_{i\ell}) \hat{A}_{ik} \quad \text{(since $\hat{A}_{ik} = 0$, $\forall i \in \hat{I} \setminus \hat{I}_k$)}
\]
\[
= \max_{k \in [K]} \frac{1}{m_k} \sum_{\ell=1}^{K} \sum_{i \in \hat{I}_k} (\hat{A}_{i\ell} - A_{i\ell}) \hat{A}_{ik} \quad \text{(since $\hat{A}_{i\ell} = A_{i\ell}$, $\forall i \in I_k$)}
\]
\[
\leq \max_{k \in [K]} \frac{|L_k|}{m_k} \max_{i \in L_k} \|\hat{A}_{i\ell} - A_{i\ell}\|_1.
\]
Using the definition of $\rho$ and (69) concludes, on the event $\mathcal{E}$,
\[
\|\Delta_{\hat{f}}\|_{1,\infty} \lesssim \rho \sqrt{\log(p \vee n)/n}. \tag{135}
\]
Combining this with (134) completes the proof. \hfill \qed

B.14.4 Proof of Lemma 20

We work on the event $\mathcal{E}$ defined in (66) which implies $\hat{K} = K$. Let $\hat{\mathcal{I}} = \{\hat{I}_1, \ldots, \hat{I}_K\}$ be the estimated partition of pure variables. Recall that, from the proof of Theorem 4, $\hat{\Sigma} = n^{-1} \hat{X}^T \hat{X} - D$ with
\[ D = \text{diag}(d_1, \ldots, d_K) \text{ and } d_k \text{ defined in (74). By } \tilde{X} = \tilde{Z} + \tilde{W}, \text{ we obtain} \]

\[
u^T(\tilde{\Sigma}^z - \Sigma^z)v = \nu^T \left( \frac{1}{n} \tilde{X}^T \tilde{X} - \Sigma^z \right)v - \nu^T Dv = \nu^T \left( \frac{1}{n} \tilde{Z}^T \tilde{Z} - \Sigma^z \right)v + \nu^T \left( \frac{1}{n} \tilde{W}^T \tilde{W} - D \right)v + \frac{1}{n} \nu^T \tilde{W}v + \frac{1}{n} \nu^T \tilde{W}u \]

\[ := T_1 + T_2 + T_3 + T_4. \]

Plugging (114) into \( T_1 \) yields

\[
T_1 = \nu^T \left( \frac{1}{n} Z^T Z - \Sigma^z \right)v + \sum_{a,b} u_a v_b \left[ \frac{1}{\tilde{m}_b} \sum_{i \in \mathcal{L}_b} \frac{1}{n} Z_a^T Z(A_i - e_b) \right] + \frac{1}{\tilde{m}_a} \sum_{i \in \mathcal{L}_a} \frac{1}{n} Z_b^T Z(A_i - e_a) + \frac{1}{\tilde{m}_a \tilde{m}_b} \sum_{i \in \mathcal{L}_a, j \in \mathcal{L}_b} \frac{1}{n} (A_i - e_a)^T Z^T Z(A_j - e_b) \]

\[ := \nu^T \left( \frac{1}{n} Z^T Z - \Sigma^z \right)v + T_{11}. \quad (136) \]

Since Lemma 13 guarantees that \( \langle z_t, v \rangle \) and \( \langle z_t, u \rangle \) are \( (\gamma_z \sqrt{u^T \Sigma^z v}) \)-subgaussian and \( (\gamma_z \sqrt{u^T \Sigma^z u}) \)-subgaussian, respectively, by recalling that \( n^{-1} \sum[Z^T Z] = \Sigma^z \) and invoking Lemma 15 give

\[
\mathbb{P} \left\{ \left| \nu^T \left( \frac{1}{n} Z^T Z - \Sigma^z \right)v \right| \leq \sqrt{u^T \Sigma^z u \sqrt{v^T \Sigma^z v} \sqrt{\log(p \land n)}} \right\} \geq 1 - (p \land n)^{-c}. \quad (137) \]

To bound \( T_{11} \), for any \( i \in \mathcal{L}_a, j \in \mathcal{L}_b \) and \( a, b \in [K] \), using (124) and \( \|A_i\|_1 \leq 1 \) yields

\[
\left| \frac{1}{n} (A_i - e_a)^T Z^T Z(A_j - e_b) \right| \leq \frac{1}{n} A_i^T Z^T Z(A_j - e_b) + \frac{1}{n} Z_a^T Z(A_j - e_b) \leq \frac{16 B}{\nu} \delta. \quad (138) \]

Recall that \( \max_a |\mathcal{L}_a| / \tilde{m}_a \leq \rho \). Displays (124) and (138) imply

\[
|T_{11}| \leq \|u\|_1 \|v\|_1 \max_{a,b} \left( \frac{|L_b|}{\tilde{m}_b} + \frac{|L_a|}{\tilde{m}_a} + \frac{2|L_a||L_b|}{\tilde{m}_a \tilde{m}_b} \right) \frac{8B}{\nu} \delta \]

\[ \leq \rho \|u\|_1 \|v\|_1 \sqrt{\log(p \land n)} \frac{1}{n}. \quad (139) \]

Therefore, together with the result in (137), we conclude

\[
\mathbb{P} \left\{ |T_1| \leq c \left( \gamma_z^2 \sqrt{u^T \Sigma^z u \sqrt{v^T \Sigma^z v}} \lor \rho \|u\|_1 \|v\|_1 \right) \sqrt{\log(p \land n)} \frac{1}{n} \right\} \geq 1 - (p \land n)^{-c}. \quad (140) \]

The proof is completed by invoking Lemmas 17 – 18 for \( T_2 - T_4 \) and using \( u^T \Sigma^z u \geq C_{\min} \|u\|^2 \) to simplify expressions.
B.14.5 Proof of Lemma 21

To show the upper bound of \(\|n^{-1} Z^T Z - \Sigma^z\|_{op}\), in light of (137), we use the classical discretization method to prove the uniformity over \(v \in S^{K-1}\). Let \(\mathcal{N}_\varepsilon \subset S^{K-1}\) be a minimal \(\varepsilon\)-net of \(S^{K-1}\), i.e. a set with minimum cardinality such that the collection of \(\varepsilon\)-balls centered at points in \(\mathcal{N}_\varepsilon\) covers \(S^{K-1}\). From Lemma 5.4 in Vershynin (2012), for any \(\varepsilon \in (0, 1/2)\), we know

\[
\sup_{v \in S^{K-1}} \left| v^T \left( \frac{1}{n} Z^T Z - \Sigma^z \right) v \right| \leq (1 - 2\varepsilon)^{-1} \max_{v \in \mathcal{N}_\varepsilon} \left| v^T \left( \frac{1}{n} Z^T Z - \Sigma^z \right) v \right|.
\]

Taking \(\varepsilon = 1/3\) yields

\[
\mathbb{P} \left\{ \sup_{v \in S^{K-1}} \left| v^T \left( \frac{1}{n} Z^T Z - \Sigma^z \right) v \right| \geq t \right\} \leq |\mathcal{N}_{1/3}| \cdot \mathbb{P} \left\{ \left| v^* T \left( \frac{1}{n} Z^T Z - \Sigma^z \right) v^* \right| \geq \frac{t}{3} \right\},
\]

for some \(v^* \in \mathcal{N}_{1/3}\). By using \(|\mathcal{N}_{1/3}| \leq 7^K\) from Lemma 5.2 in Vershynin (2012), choosing \(u = v = v^*\) in (137) together with the definition of \(\lambda_1\), we obtain

\[
|\mathcal{N}_{1/3}| \cdot \mathbb{P} \left\{ \left| v^* T \left( \frac{1}{n} Z^T Z - \Sigma^z \right) v^* \right| \geq c C_{\text{max}} \sqrt{\frac{K \log(p \vee n)}{n}} \right\} \leq (p \vee n)^{-c'} K.
\]

This completes the proof of the upper bound on \(\|n^{-1} Z^T Z - \Sigma^z\|_{op}\).

To prove the upper bound on \(\|\hat{\Sigma}^z - \Sigma^z\|_{op}\), as in the proof of Lemma 20, we consider the terms \(T_1 - T_4\) separately (except here \(T_3 = T_4\) since \(u = v\)). Specifically, we will upper bound

\[
T'_1 + T'_2 + T'_3 := \sup_{v \in S^{K-1}} \left| v^T \left( \frac{1}{n} Z^T \hat{Z} - \Sigma^z \right) v \right| + \sup_{v \in S^{K-1}} \left| v^T \left( \frac{1}{n} \tilde{W}^T \tilde{W} - D \right) v \right| + \sup_{v \in S^{K-1}} \left| \frac{2}{n} v^T \tilde{Z}^T \tilde{W} v \right|.
\]

For \(T'_1\), (136) implies

\[
T'_1 \leq \sup_{v \in S^{K-1}} \left| v^T \left( \frac{1}{n} Z^T Z - \Sigma^z \right) v \right| + \sup_{v \in S^{K-1}} |T_{11}|
\]

\[
\overset{(139)}{\leq} \left\| \frac{1}{n} Z^T Z - \Sigma^z \right\|_{op} + c \rho K \sqrt{\frac{\log(p \vee n)}{n}},
\]

by using \(\|v\|_2^2 \leq K\), where the last inequality holds on the event \(\mathcal{E}\) defined in (66). Invoking the above result on \(\|n^{-1} Z^T Z - \Sigma^z\|_{op}\) and the fact that \(\mathbb{P}(\mathcal{E}) \geq 1 - (p \vee n)^{-c'}\), we find that

\[
\mathbb{P} \left\{ T'_1 \leq c \left( C_{\text{max}} \vee \rho \sqrt{K} \right) \sqrt{\frac{K \log(p \vee n)}{n}} \right\} \geq 1 - (p \vee n)^{-c'}.
\]
To bound $T'_2$, from (122), it suffices to bound $\sup_{v \in \mathcal{S}^{K-1}} \Delta_2$ since the bound of $\Delta_1$ is uniformly in $v$. Display (122) gives

$$
\sup_{v \in \mathcal{S}^{K-1}} \Delta_2 = \sup_{v \in \mathcal{S}^{K-1}} \frac{1}{n} \left| \sum_{a \neq b} v_a v_b W_a^T \tilde{W}_b \right| + \sup_{v \in \mathcal{S}^{K-1}} \frac{1}{n} \left| \sum_{a \neq b} v_a v_b \left( 2 W_a^T R_b + R_a^T R_b \right) \right|.
$$

By repeating a discretization argument similar to the above, one can show from (128) that

$$
\mathbb{P} \left\{ \sup_{v \in \mathcal{S}^{K-1}} \frac{1}{n} \left| \sum_{a \neq b} v_a v_b W_a^T \tilde{W}_b \right| \leq c \sqrt{\frac{K \log(p \vee n)}{nm^2}} \right\} \geq 1 - (p \vee n)^{-c' K} \tag{142}
$$

and that, from (129) with $\|v\|_1 \leq \sqrt{K}$ uniformly,

$$
\mathbb{P} \left\{ \sup_{v \in \mathcal{S}^{K-1}} \frac{2}{n} \left| \sum_{a \neq b} v_a v_b W_a^T R_b \right| \leq c p K \sqrt{\frac{\log(p \vee n)}{nm}} \right\} \geq 1 - (p \vee n)^{-c' K}. \tag{143}
$$

From (130) by using $\|v\|_1^2 \leq K$, the last term $\frac{1}{n} \sum v_a v_b R_a^T R_b$ can be upper bounded by

$$
\sup_{v \in \mathcal{S}^{K-1}} \frac{1}{n} \left| \sum_{a \neq b} v_a v_b R_a^T R_b \right| \leq \rho^2 K \max_{a \neq b} \left\{ \frac{1}{n} \sum_{t=1}^n \eta_{tb} \eta_{ta} + \rho^2 K \max_{i \in L_a} \frac{1}{n} \sum_{t=1}^n W_{ti} \eta_{ta} \right\}
$$

$$
+ \rho^2 K \max_{i \in L_a} \left\{ \frac{1}{n} \sum_{t=1}^n W_{ti} \eta_{tb} + \rho^2 K \max_{a \neq b \in [K]} \frac{1}{n} \sum_{t=1}^n W_{tb} W_{tj} \right\}.
$$

Invoking Lemmas 14 - 15 and taking the union bound conclude that

$$
\mathbb{P} \left\{ \sup_{v \in \mathcal{S}^{K-1}} \frac{1}{n} \left| \sum_{a \neq b} v_a v_b R_a^T R_b \right| \leq c \rho^2 K \sqrt{\frac{\log(p \vee n)}{n}} \right\} \geq 1 - (p \vee n)^{-c'}. \tag{144}
$$

Finally, collecting (142) - (144) and invoking the bound of $\Delta_1$ via (123), (125) and (126) yield

$$
\mathbb{P} \left\{ T'_2 \leq c \left( \frac{1}{m} \vee \rho^2 \sqrt{K} \right) \sqrt{\frac{K \log(p \vee n)}{n}} \right\} \geq 1 - (p \vee n)^{-c'}. \tag{145}
$$

We then proceed to bound $T'_3$. From (115), (116) and (119), by using $\|v\|_1 \leq \sqrt{K}$, $\rho \leq 1$ and $\delta = o(1)$, we have

$$
T'_3 \leq \sup_{v \in \mathcal{S}^{K-1}} \frac{2}{n} \left| \sum_{t=1}^n \langle z_t, v \rangle \sum_{b} v_b \eta_{tb} \right| + \rho \sqrt{K} \max_{a,b \in [K]} \frac{2}{n} \sum_{t=1}^n Z_{ta} W_{ti}
$$

$$
+ \rho K \max_{a,b \in [K]} \frac{1}{n} \left| \sum_{t=1}^n Z_{ta} \eta_{tb} \right|.
$$
The discretization arguments together with Lemmas 13 - 15 give
\[
P \left\{ T'_3 \leq c \left( \sqrt{\frac{C_{\text{max}}}{m}} \lor \rho \lor \frac{K}{m} \right) \sqrt{\frac{K \log(p \lor n)}{n}} \right\} \geq 1 - (p \lor n)^{-\epsilon}. \tag{146}\]
Collecting the bounds for \( T'_1, T'_2 \) and \( T'_3 \) completes the proof. \hfill \box

**B.14.6 Proof of Lemma 22**

We work on the event \( E \cap E_1 \) such that \( \hat{\Omega} = (\hat{\Sigma}^2)^{-1} \) exists and \( \|\hat{\Omega}\|_{op} = \lambda_{\text{min}}^{-1}(\hat{\Sigma}^2) = O(C_{\text{min}}^{-1}) \) (see the proof of Theorem 4). Note that it suffices to upper bound
\[
\|\hat{\Omega}\|_{\infty,1} \cdot \frac{1}{n} \left\| \frac{1}{n}(\tilde{X} - \hat{X})^T Y \right\|_{\infty} + \|\hat{\Omega}_k\|_{\infty,1} \left\| (\hat{\Sigma}^2 - \hat{\Sigma}^2) \beta \right\|_{\infty}.
\]
First, we have \( \|\hat{\Omega}\|_{\infty,1} \leq \sqrt{K} \|\hat{\Omega}\|_{op} = O(\sqrt{K}C_{\text{min}}^{-1}). \) Since \( \tilde{X} = \hat{Z} + \hat{W} \) and \( \hat{X} = Z + \hat{W} \), we have
\[
\frac{1}{n} \left\| \frac{1}{n}(\tilde{X} - \hat{X})^T Y \right\|_{\infty} \leq \frac{1}{n} \left\| (\hat{Z} - Z)^T Y \right\|_{\infty} + \frac{1}{n} \left\| (\hat{W} - W)^T Y \right\|_{\infty}.
\]
Fix any \( k \in [K] \). Display (114) yields
\[
\frac{1}{n} \left\| (\hat{Z}_k - Z_k)^T Y \right\| = \frac{1}{m_k} \left| \sum_{i \in L_k} (A_k - e_k)^T \frac{1}{n} Z^T Y \right| \leq \left\| \hat{L}_k \right\|_{\max} \left\| A_i - e_k \right\|_{\max} \frac{1}{n} \left\| Z^T Y \right\|.
\]
Since Lemma 15 together with \( \|Y_i\|_{\psi_2} = O(1 \lor \|\beta\|) \) for \( 1 \leq i \leq n \) and \( \log p = o(n) \) gives, with probability greater than \( 1 - (p \lor n)^{-\epsilon} \),
\[
\frac{1}{n} \max_{a \in [K]} \left| Z^T Y \right| \lesssim \|\Sigma^2 \beta\|_{\infty} + (1 \lor \|\beta\|) \sqrt{\frac{\log(p \lor n)}{n}} \lesssim C_{\text{max}}(1 \lor \|\beta\|),
\]
using \( \rho \geq |L_k|/\hat{m}_k \) and (69) concludes
\[
P \left\{ \frac{1}{n} \left| (\hat{Z}_k - Z_k)^T Y \right| \lesssim C_{\text{max}}(1 \lor \|\beta\|) \rho \sqrt{\frac{\log(p \lor n)}{n}} \right\} \geq 1 - (p \lor n)^{-\epsilon}. \tag{147}\]
Similarly, using (121) gives
\[
\frac{1}{n} \left| (\hat{W} - W_k)^T Y \right| \leq \rho \max_{i \in J_k} \frac{1}{n} |W_i^T Y| + \rho \frac{1}{n} |\hat{W}_k^T Y|.
\]
Lemma 15 thus yields
\[
P \left\{ \frac{1}{n} \left| (\hat{W}_k - \hat{W}_k)^T Y \right| \lesssim C_{\text{max}}(1 \lor \|\beta\|) \rho \sqrt{\frac{\log(p \lor n)}{n}} \right\} \geq 1 - (p \lor n)^{-\epsilon}. \tag{148}\]
Combining (147) and (148) concludes the rate of \( n^{-1}\| (\bar{X} - X)^T Y \|_\infty \).

It remains to upper bound \( \| (\hat{\Sigma} - \Sigma)^\beta \|_\infty \). By taking \( u = e_k, v = \beta \) in Lemmas 20, 17, 18 and inspecting their proofs, one can derive

\[
P \left\{ \| (\hat{\Sigma} - \Sigma)^\beta \|_\infty \lesssim \rho \| \beta \|_1 \sqrt{\frac{\log(p \lor n)}{n}} \right\}.
\]

In conjunction with the previous displays and \( \| \beta \|_1 \leq \sqrt{K} \| \beta \|_2 \), we conclude the proof. \( \square \)

B.15 Proof of lemmas for proving Proposition 7

B.15.1 Proof of Lemma 23

We work on the event \( E \cap E_1 \) defined in (66) and (70). To show the rate of \( \tau_i^2 - \tau_i^2 \), fix any \( i \in [p] \). Using \( X_i = ZA_i + W_i \) gives

\[
|\tau_i^2 - \tau_i^2| \leq \left| \frac{1}{n} A_i^T Z^T Z A_i - \hat{A}_i^T \hat{\Sigma} \hat{A}_i \right| + \frac{1}{n} W_i^T W_i - \tau_i^2 + \frac{2}{n} A_i^T Z^T W_i
\]

Since \( E[n^{-1} W_i^T W_i] = \tau_i^2 \) and \( |A_i^T Z^T W_i| \leq \| Z^T W_i \|_\infty \) by \( \| A_i \|_1 \leq 1 \), invoking Lemma 15 and taking the union bound yield

\[
P \left\{ \left| \frac{1}{n} W_i^T W_i - \tau_i^2 \right| + \frac{2}{n} A_i^T Z^T W_i \lesssim \sqrt{\frac{\log(p \lor n)}{n}} \right\} \geq 1 - (p \lor n)^{-c}.
\]

(149)

It remains to bound the first term. Note that, for any \( i \in I_k \) and \( k \in [K] \), \( \hat{A}_i = A_i \). Hence

\[
\left| \frac{1}{n} A_i^T Z^T Z A_i - \hat{A}_i^T \hat{\Sigma} \hat{A}_i \right| = \left| \frac{1}{n} \hat{Z}_k Z_k - \Sigma_{kk} \right|.
\]

Since \( Z_{kk} \) is \( \gamma'_z \)-subgaussian from Lemma 13, invoking Lemma 15 yields

\[
P \left\{ \left| \frac{1}{n} \hat{Z}_k Z_k - \Sigma_{kk} \right| \lesssim \gamma'_z \sqrt{\frac{\log(p \lor n)}{n}} \right\} \geq 1 - (p \lor n)^{-c}.
\]

This proves the rate of \( \tau_i^2 - \tau_i^2 \) for \( i \in I \). For any \( i \in J \),

\[
\left| \frac{1}{n} A_i^T Z^T Z A_i - \hat{A}_i^T \hat{\Sigma} \hat{A}_i \right| \leq \left| (\hat{A}_i - A_i)^T \hat{\Sigma} \hat{A}_i \right| + \left| (\hat{A}_i - A_i)^T \hat{\Sigma} A_i \right| + \left| A_i^T \left( \frac{1}{n} Z^T Z - \hat{\Sigma} \right) A_i \right|.
\]

Using Cauchy Schwarz inequality, \( \| \hat{A}_i \|_1 \leq 1 \) and Lemma 25 gives

\[
\left| (\hat{A}_i - A_i)^T \hat{\Sigma} \hat{A}_i \right| \leq \| \hat{\Sigma}(\hat{A}_i - A_i) \|_\infty = O_p(\sqrt{\log(p \lor n)/n}).
\]

The same bound can be obtained for the second term by noting \( \| A_i \|_1 \leq 1 \). Regarding the third term, using \( \| \hat{A}_i \|_1 \leq 1 \) again with (137) and Lemma 20 yields

\[
\| n^{-1} Z^T Z - \hat{\Sigma} \|_\infty \leq \| n^{-1} Z^T Z - \Sigma \|_\infty + \| \hat{\Sigma} - \Sigma \|_\infty = O_p(\sqrt{\log(p \lor n)/n}).
\]
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Collecting (149) and the bounds of $R_1 - R_3$ concludes the proof of $|\bar{\tau}_i^2 - \tau_i^2|$ for any $i \in J$. This bound and $\log p = o(n)$ imply

$$\mathbb{P}\{\bar{\tau}_i^2 \geq \tau_i^2 - o(1)\} \geq 1 - (p \lor n)^{-c}.$$  

The proof of $|\bar{\tau}_i^{-2} - \tau_i^{-2}|$ follows by using the bound of $|\bar{\tau}_i^2 - \tau_i^2|$, $\tau_i^2 \geq C_W$ and noting that

$$|\bar{\tau}_i^{-2} - \tau_i^{-2}| = \frac{|\bar{\tau}_i^2 - \tau_i^2|}{\tau_i^2 \tau_i^2}.$$  

Taking the union bounds over $1 \leq i \leq p$ completes the proof.  

\[\Box\]

**B.15.2 Proof of Lemma 24**

We work on the event that the results of Theorems 2 and 4 hold intersecting with $\mathcal{E} \cap \mathcal{E}_1$ defined in (66) and (70). Thus, $\hat{\Sigma}$ is invertible. Recall that, $\hat{h}$ defined in (13) is equivalent to

$$\hat{h} = \frac{1}{n}(\hat{A}_i^T \hat{A}_i)^{-1} \hat{A}_i^T X_i^T Y \overset{(67)}{=} \frac{1}{n} \tilde{X}^T Y.$$  

Further, recall that $\tilde{\Sigma} = n^{-1} \tilde{X}^T \tilde{X} - D$ with $D = \text{diag}(d_1, \ldots, d_K)$ defined in (74). Using $Y = Z \beta + \varepsilon$ and $\tilde{X} = \tilde{Z} + \tilde{W}$ gives

$$\hat{\sigma}^2 = \frac{1}{n} Y^T Y - \frac{2}{n} \tilde{X}^T \tilde{X} Y + \tilde{X}^T \hat{\Sigma} \tilde{X}$$

$$= \frac{1}{n} \|Y - \tilde{X} \hat{\beta}\|^2 - \hat{\beta}^T \left(\frac{1}{n} \tilde{X}^T \tilde{X} - \hat{\Sigma}\right) \hat{\beta}$$

$$= \frac{1}{n} \|Z \beta + \varepsilon - (\tilde{Z} + \tilde{W}) \hat{\beta}\|^2 - \hat{\beta}^T D \hat{\beta}$$

$$= \frac{1}{n} \|\Delta\|^2 + \frac{1}{n} \varepsilon^T \varepsilon + \frac{2}{n} \varepsilon^T \Delta - \frac{2}{n} \varepsilon^T \tilde{W} \hat{\beta} - \frac{2}{n} \beta^T \tilde{W}^T \Delta + \hat{\beta}^T \left(\frac{1}{n} \tilde{W}^T \tilde{W} - D\right) \hat{\beta}$$

where $\Delta := Z \beta - \hat{Z} \hat{\beta}$. We thus have

$$|\hat{\sigma}^2 - \sigma^2| \leq \frac{1}{n} \varepsilon^T \varepsilon - \sigma^2 + \left\|\frac{1}{n} \tilde{W}^T \tilde{W} - D\right\|_{ap} \|\hat{\beta}\|^2 + \frac{2}{n} |\varepsilon^T \tilde{W} \hat{\beta}|$$

$$+ \frac{1}{n} \|\Delta\|^2 + \frac{2}{n} |\varepsilon^T \Delta| + \frac{2}{n} |\beta^T \tilde{W}^T \Delta|.$$  

We upper bound the first three terms on the RHS. Note that the rate of $\|\hat{\beta} - \beta\|$ in Theorem 4 implies

$$\mathbb{P}\left\{|\|\hat{\beta}\| \leq 1 \lor \|\beta\|\right\} \geq 1 - (p \lor n)^{-c}.$$  

(150)

From Lemma 15 and Lemma 18 with the same discretization arguments in the proof of Lemma 21, we obtain

$$\frac{1}{n} \varepsilon^T \varepsilon - \sigma^2 \lesssim \sqrt{\log(p \lor n) \frac{n}{p}}, \quad \left\|\frac{1}{n} \tilde{W}^T \tilde{W} - D\right\|_{ap} \lesssim \sqrt{K \log(p \lor n) \frac{n}{nm^2}},$$  

(151)
with probability greater than \(1 - (p \lor n)^{-c}\). For the third term, using the analogous arguments of proving Lemma 17 by replacing \(Z_k\) by \(\varepsilon\), we can derive

\[
P \left\{ \frac{1}{n} |\hat{\beta}^T \tilde{W} v| \leq \left( \frac{\|v\|}{\sqrt{m}} + \rho \|v\|_1 \right) \sqrt{\frac{K \log (p \lor n)}{n}} \right\} \geq 1 - (p \lor n)^{-c}
\]

for any fixed \(v \in \mathbb{R}^K\). By choosing \(v = \beta\) and \(v = e_k\) for \(k \in [K]\) and noting that

\[
\frac{1}{n} |\hat{\beta}^T \tilde{W} \beta| \leq \frac{1}{n} |\varepsilon^T \tilde{W} \beta| + \frac{1}{n} \|\varepsilon^T \tilde{W}\|_\infty \sqrt{K} \|\beta - \beta\|,
\]

we have

\[
P \left\{ \frac{1}{n} |\hat{\beta}^T \tilde{W} \beta| \leq C_{\min}^{-1} \left( 1 \lor \frac{\|\beta\|}{\sqrt{m}} \right) \sqrt{\frac{K \log (p \lor n)}{n}} \right\} \geq 1 - (p \lor n)^{-c}.
\]

(152)

We proceed to bound the remaining three terms by studying \(\Delta\) first. From (133), recall that

\[\Delta = Z(\beta - \hat{\beta}) + Z \Delta \hat{\beta}.\]

Since

\[
\frac{1}{n} \|\Delta\|^2 \leq \frac{1}{n} \|Z(\hat{\beta} - \beta)\|^2 + \frac{1}{n} \|Z^T Z\|_\infty \|\Delta \hat{\beta}\|_1 \|\hat{\beta}\|_1,
\]

\[
\frac{1}{n} |\tilde{W} \Delta| \leq \frac{1}{n} |\varepsilon^T \hat{\beta} - \beta| + \frac{1}{n} \|\varepsilon^T Z\|_\infty \|\Delta \hat{\beta}\|_1 \|\hat{\beta}\|_1,
\]

using (135), (38), \(\|\hat{\beta}\|_1 \leq \sqrt{K} \|\beta\|\), (150), \(K \log (p \lor n) = O(n)\) and invoking the event \(\mathcal{E}\), Lemma 15 and Assumption 3 yield

\[
P \left\{ \frac{1}{n} \|\Delta\|^2 + \frac{2}{n} |\tilde{W} \Delta| \leq C_{\min}^{-1} \left( 1 \lor \frac{\|\beta\|}{m} \right) \sqrt{\frac{K \log (p \lor n)}{n}} \right\} \geq 1 - (p \lor n)^{-c}.
\]

(153)

Finally, noting that

\[
\frac{1}{n} |\tilde{W} \Delta|^2 \\
\leq \frac{1}{n} |\hat{\beta}^T \tilde{W}^T \Delta| + \frac{1}{n} |(\hat{\beta} - \beta)^T \tilde{W}^T \Delta| \\
\leq \frac{1}{n} \|\hat{\beta}^T \tilde{W}^T Z\|_\infty \sqrt{K} \|\beta - \beta\| + \frac{1}{n} \|\hat{\beta}^T \tilde{W}^T Z\|_\infty \|\Delta \hat{\beta}\|_1 \|\hat{\beta}\|_1 \\
+ \frac{1}{n} |(\hat{\beta} - \beta)^T \tilde{W}^T Z(\hat{\beta} - \beta)| + \frac{1}{n} \|\tilde{W}^T Z\|_\infty \sqrt{K} \|\beta - \beta\| \|\Delta \hat{\beta}\|_1 \|\hat{\beta}\|_1,
\]

using the same arguments with Lemma 17 bounds from above the terms on the RHS except \(n^{-1} |(\hat{\beta} - \beta)^T \tilde{W}^T Z(\hat{\beta} - \beta)|\). We control this remaining term by noting that

\[
\frac{1}{n} |(\hat{\beta} - \beta)^T Z^T \tilde{W} (\hat{\beta} - \beta)| \leq \|\hat{\beta} - \beta\|^2 \sup_{v \in \mathcal{S}^{K-1}} \frac{1}{n} |v^T Z^T \tilde{W} v|.
\]

(154)

The sup term is handled by display (146). Therefore, collecting (151) – (154) gives the desired result. \(\Box\)
B.16 Proof of lemmas for proving Theorem 8

B.16.1 Proof of Lemma 26

The result for \(\lambda_K(A_T^T A_I)\) follows by using the definition of \(I\) and observing that
\[
\lambda_K(A_T^T A_I) = \inf_{v \in S^{K-1}} \|A_I v\|^2 \\
= \inf_{v \in S^{K-1}} \sum_{k=1}^K \sum_{i \in I_k} (A^T_{ki} v)^2 \\
= \inf_{v \in S^{K-1}} \sum_{k=1}^K |I_k| v_k^2 = \min_k |I_k|.
\]

The proof of \(|A_I M_I^{-1}|_{op}^2\) follows from
\[
|A_I M_I^{-1}|_{op}^2 = |M_I^{-1} A_T^T A_I M_I^{-1}|_{op} = |M_I^{-1}|_{op} = \lambda_K^{-1}(A_T^T A_I).
\]

Similarly, \((ii)\) follows from the fact that
\[
|AM^{-1}|_{op}^2 = |M^{-1} A^T A M^{-1}|_{op} = |M^{-1}|_{op} = \Lambda_\min^{-1}
\]

and
\[
|AM^{-1/2}|_{op}^2 = |M^{-1/2} A^T A M^{-1/2}|_{op} = 1.
\]

\[\square\]

B.16.2 Proof of Lemma 27

By Weyl’s inequality, we have
\[
\frac{1}{n} \lambda_{\min}(Z^T Z) \geq C_{\min} - \|\Sigma^z - n^{-1} Z^T Z\|_{op}
\]
\[
\frac{1}{n} \lambda_{\max}(Z^T Z) \leq C_{\max} + \|\Sigma^z - n^{-1} Z^T Z\|_{op}.
\]

Under Assumption 4 and \(K \log(p \vee n) = O(n)\), invoking Lemma 21 concludes the proof of \((i)\).

We proceed to prove \((ii)\) by letting \(U_i := M^{-1} A^T X_i\), for all \(1 \leq i \leq n\) and noting that
\[
\text{Cov}(U_i) = M^{-1} A^T (\Sigma^z A^T + \Sigma^w)AM^{-1} = \Sigma^z + M^{-1} A^T \Sigma^w A M^{-1}.
\]

Thus, invoking (Vershynin, 2012, Theorem 5.39, Remark 5.40) yields
\[
P \left\{ \left\| \frac{1}{n} U^T U - (\Sigma^z + M^{-1} A^T \Sigma^w A M^{-1}) \right\|_{op} \lesssim C_{\max} \sqrt{\frac{K \log(p \vee n)}{n}} \right\} \geq 1 - p^{-K},
\]
where we also use \(|\Sigma^z + M^{-1} A^T \Sigma^w A M^{-1}|_{op} \leq C_{\max} + C_W \Lambda_{\min}^{-1} \lesssim C_{\max}\) from Lemma 26. Invoking \(K \log(p \vee n) = O(n)\) and Weyl’s inequality concludes the proof of \((ii)\).

To prove \((iii)\), from (Vershynin, 2012, Theorem 5.39, Remark 5.40), we have, with probability greater than \(1 - p^{-|J|}\),
\[
\left\| \frac{1}{n} W_J^T W_J - \Sigma_{J,J}^w \right\|_{op} \lesssim C_W \left( \sqrt{\frac{|J| \log(p \vee n)}{n}} + \frac{|J| \log(p \vee n)}{n} \right).
\]

With the same probability, applying Weyl’s inequality gives \(\lambda_{\max}(W_J^T W_J) \lesssim nC_{w,J}\) as desired. Finally, the proof of \((iv)\) follows from the same arguments of \((ii)\).
B.16.3 Proof of Lemma 28

To prove (i), note that \( \| \hat{M}^{-1} \|_{op} = \lambda_{\min}^{-1}(\hat{M}) \) and

\[
\hat{M} = M + \hat{M} - M = M^{1/2} \left[ I_K + M^{-1/2}(\hat{M} - M)M^{-1/2} \right] M^{1/2}.
\]

It follows from an application of Weyl’s inequality that

\[
\lambda_{\min}(\hat{M}) \geq \lambda_{\min}(M) \Lambda_{\min} \left( I_K + M^{-1/2}(\hat{M} - M)M^{-1/2} \right)
\geq \lambda_{\min}(M) \left[ 1 - \| M^{-1/2}(\hat{M} - M)M^{-1/2} \|_{op} \right].
\]

It then suffices to upper bound the operator norm. Note that

\[
\| M^{-1/2}(\hat{M} - M)M^{-1/2} \|_{op}
\leq \| M^{-1/2}(\hat{A} - A)T(\hat{A} - A)M^{-1/2} \|_{op} + 2\| M^{-1/2}A^T(\hat{A} - A)M^{-1/2} \|_{op}
\leq \| \hat{A} - A \|_{op} \| M^{-1} \|_{op} + 2\| \hat{A} - A \|_{op} \| AM^{-1/2} \|_{op} \| M^{-1/2} \|_{op}.
\]

On the event \( E_f \) defined by (105), invoking (ii) of Lemma 26 yields

\[
\| M^{-1/2}(\hat{M} - M)M^{-1/2} \|_{op} \lesssim R_M^2 + R_M \overset{(106)}{=} o(1).
\]

Thus, we conclude \( \| \hat{M}^{-1} \|_{op} \lesssim \Lambda_{\min}^{-1} \). The second statement of (i) follows from

\[
\| \hat{A} \hat{M}^{-1} \|_{op}^2 = \| \hat{M}^{-1} \|_{op} \lesssim \Lambda_{\min}^{-1}.
\]

To prove (ii), we have

\[
\| W A \hat{M}^{-1} - W A M^{-1} \|_{op}^2 \leq 2\| W(\hat{A} - A) \hat{M}^{-1} \|_{op}^2 + 2\| W A(\hat{M}^{-1} - M^{-1}) \|_{op}^2
\]

On the event \( E_f \), using \( \hat{A}_I = A_I \) and part (i) gives

\[
\| W(\hat{A} - A) \hat{M}^{-1} \|_{op}^2 \leq \| W \|_{op}^2 \| \hat{A}_I - A_I \|_{op}^2 \| \hat{M}^{-1} \|_{op}^2 \lesssim nC_{wJ} \Lambda_{\min}^{-1} R_M^2,
\]

(157)

On the other hand, we have

\[
\| W A(\hat{M}^{-1} - M^{-1}) \|_{op}^2
= \| W A M^{-1}(\hat{M} - M)\hat{M}^{-1} \|_{op}^2
\leq 2\| W A M^{-1}(\hat{A} - A) \hat{A} \hat{M}^{-1} \|_{op}^2 + 2\| W A M^{-1}A^T(\hat{A} - A)\hat{M}^{-1} \|_{op}^2
\leq 2\| W A M^{-1/2} \|_{op}^2 \Lambda_{\min}^{-1} R_M^2 \| \hat{A} \hat{M}^{-1} \|_{op}^2
+ 2\| W A M^{-1/2} \|_{op}^2 \| AM^{-1/2} \|_{op}^2 \| R_A \| \hat{M}^{-1} \|_{op}^2.
\]

Using the fact that \( \| W A M^{-1/2} \|_{op}^2 \lesssim nC_W \) on the event \( E_f \), together with (i) above and (ii) of Lemma 26, we conclude

\[
\| W A(\hat{M}^{-1} - M^{-1}) \|_{op}^2 \lesssim n\Lambda_{\min}^{-1} R_M^2.
\]

(158)
The proof of (ii) is finished by combining (157) and (158) and noting that condition (106) implies
\[ \frac{|J|}{\Lambda_{\min}} \log(p \vee n) \leq \frac{\|A_J\|_0 \log(p \vee n)}{\Lambda_{\min} n} = o(1). \]

Finally, the proof of (iii) follows by part (ii), invoking \( E_f \) and noting that
\[ \|X \hat{A} M^{-1} - X A M^{-1}\|_{op}^2 \]
\[ \leq 2\|Z(A - \hat{A})^T \hat{A} M^{-1}\|_{op}^2 + 2\|W \hat{A} M^{-1} - W A M^{-1}\|_{op}^2 \]
\[ \lesssim nC_{\max} R_M^2. \]

\[ \square \]

C Auxiliary results

C.1 Convergence rate of \( \hat{\beta}_{\text{full}} \) defined in (24)

Proposition 29. Under the same conditions of Theorem 4, assume \( s_J \log(p \vee n) = o(n \Lambda_{\min}) \) holds with \( s_J := \|A_J\|_0 \) and \( \Lambda_{\min} := \lambda_K(A^T A) \). Then, with probability greater than \( 1 - (p \vee n)^{-c} \) for some constant \( c > 0 \), \( \hat{\beta}_{\text{full}} \) in (24) satisfies
\[ \min_{P \in H_K} \|\hat{\beta}_{\text{full}} - P \beta\| \]
\[ \lesssim \left( 1 \vee \frac{\|\beta\|}{\sqrt{m}} \right) \sqrt{\frac{K \log(p \vee n)}{n}} + (1 \vee \|\beta\|) \sqrt{\left( \frac{(p \vee s_J K) \log(p \vee n)}{\Lambda_{\min} n} \right)}. \]

Proof. We only give a brief sketch of the proof. Suppose \( P = I_K \). From the expression of (24) and using model (1), one can easily derive
\[ \hat{\Sigma}^z(\hat{\beta}_{\text{full}} - \beta) = \left( \frac{1}{n} Z^T Z - \hat{\Sigma}^z \right) \beta + \frac{1}{n} Z^T \varepsilon \]
\[ + (\hat{A}^T \hat{A})^{-1} \hat{A}^T \left[ (A - \hat{A}) \frac{1}{n} Z^T Y + \frac{1}{n} W^T Y \right]. \]

The \( \ell_2 \)-norm of the first term can be upper bounded by a slight modification of Lemma 21 and the analysis of the second term follows immediately from Lemmas 13 and 15. Finally, we can upper bound the \( \ell_2 \) norm of the last term by
\[ \| (\hat{A}^T \hat{A})^{-1/2} \|_{op} \left[ \|A - \hat{A}\|_{op} \frac{\sqrt{K}}{n} \|Z^T Y\|_{\infty} + \frac{\sqrt{p}}{n} \|W^T Y\|_{\infty} \right]. \]

The result then can be derived by invoking Lemmas 15, 25 and 28. \[ \square \]
Continuing the same reasoning as before, we conclude that with the difference that we now choose \( M \) arguments as in the proof of Theorem 8 and use the fact that \( Z \). This display suggests to predict \( Y \) and predict \( Y \) by

\[
\tilde{Y}_I = \tilde{Z}_I^T \beta = X_I^T A_I \left[ \text{Cov}(A_I^T X_I) \right]^{-1} \text{Cov}(A_I^T X_I, Y).
\]

This display suggests to predict \( Y \) from the data \((X_i, Y_i)_{i=1}^n\) by

\[
\hat{Y}_I = X_I^T \tilde{A}_I \left( \tilde{A}_I^T X_I^T X_I \tilde{A}_I \right)^{-1} \tilde{A}_I^T X_I^T Y := X_I^T \hat{\theta}_I
\]

where \( \tilde{A}_I \) is obtained from (54) – (55) and \( M^+ \) denotes the Moore-Penrose inverse of any matrix \( M \). The following theorem establishes the in-sample prediction risk \( E\|Z \beta - \hat{Y}_I\|^2 \) and new data prediction risk \( E\|Z \beta - \hat{Y}_*(I)\|^2 \) where \( \hat{Y}_*(I) = X_I^T \hat{\theta}_I \) for a new data point \( X_* \).

**Theorem 30.** Let model (1) and Assumptions 1 – 4 hold. Further assume \( J_1 = \emptyset \). One has

\[
\frac{1}{n} \mathbb{E} \left[ \|Z \beta - \hat{Y}_I\|^2 \right] \lesssim \frac{K}{n} \sigma^2 + \frac{\|\beta\|^2}{m} C_W.
\]

**Proof.** We write \( \tilde{Z} := X_I^T \tilde{A}_I \) and \( \beta^{LS} := (\tilde{Z}^T \tilde{Z})^+ \tilde{Z}^T Y \) such that \( \hat{Y}_I = \tilde{Z} \beta^{LS} \). Also let \( \tilde{P} = \tilde{Z} (\tilde{Z}^T \tilde{Z})^+ \tilde{Z}^T \) and \( \tilde{P}^\perp = I_n - \tilde{P} \). Consider the event \( \mathcal{E}_f \) defined in (105). We follow the same arguments as in the proof of Theorem 8 and use the fact that \( \tilde{A}_I = A_I \) on \( \mathcal{E}_f \) together with \( J_1 = \emptyset \), with the difference that we now choose \( M_I = A_I^T A_I \) such that

\[
\|\tilde{P}^\perp Z \beta\| = \|\tilde{P}^\perp (Z - \tilde{Z} M_I^{-1}) \beta\|
\]

\[
= \|\tilde{P}^\perp (Z - Z A_I^T A_I M_I^{-1} - W_I A_I M_I^{-1}) \beta\|
\]

\[
\leq \|W_I A_I (A_I^T A_I)^{-1} \beta\|^2.
\]

Continuing the same reasoning as before, we conclude that

\[
\frac{1}{n} \mathbb{E} \left[ \|Z \beta - \hat{Y}_I\|^2 1_{\mathcal{E}_f} \right] \lesssim \frac{K}{n} \sigma^2 + \frac{\|\beta\|^2}{m} C_W,
\]

which finishes the proof.

**C.3 An auxiliary lemma**

**Lemma 31.** Let \( \tilde{Z}_I \) and \( \tilde{Z} \) be defined in (159) and (50), respectively. Then

\[
\mathbb{E} \left[ \beta^T Z - \beta^T \tilde{Z}_I \right]^2 = \beta^T \left[ \Omega + A_I^T A_I (A_I^T \Sigma_I^w A_I)^{-1} A_I^T A_I \right]^{-1} \beta \leq \frac{C_W \|\beta\|^2}{\lambda_{\min}(A_I^T A_I)},
\]

\[
\mathbb{E} \left[ \beta^T Z - \beta^T \tilde{Z} \right]^2 = \beta^T \left[ \Omega + A^T A (A^T \Sigma^w A)^{-1} A^T A \right]^{-1} \beta \leq \frac{C_W \|\beta\|^2}{\lambda_{\min}(A^T A)}.
\]
Proof. Let \( \bar{\Theta}(I) = (\Sigma^w + \Pi_I^T \Sigma_I^w \Pi_I)^{-1} \Sigma^w \) as (159). Using \( \tilde{X}_I = Z + \tilde{W}_I \) and the independence of \( Z \) and \( W \) give

\[
\mathbb{E} \left[ \beta^T Z - \beta^T \bar{Z}(I) \right]^2 = \mathbb{E} \left[ \beta^T Z - \beta^T \bar{\Theta}(I)^T Z \right]^2 + \mathbb{E} \left[ \beta^T \bar{\Theta}(I) \tilde{W}_I \right]^2 \\
= \beta^T (I_K - \bar{\Theta}(I))^T \Sigma^w (I_K - \bar{\Theta}(I)) \beta + \beta^T \bar{\Theta}(I)^T \Pi_I^T \Sigma_I^w \Pi_I \bar{\Theta}(I) \beta.
\]

Plugging in the expression of \( \bar{\Theta}(I) \) and simplifying (here applying the Woodbury matrix identity to \( \bar{\Theta}(I) \)), we find

\[
\mathbb{E} \left[ \beta^T Z - \beta^T \bar{Z}(I) \right]^2 = \beta^T \left[ \Omega + A_I^T A_I (A_I^T \Sigma_I^w A_I)^{-1} A_I^T A_I \right]^{-1} \beta,
\]

which is upper bounded by

\[
\frac{\|\beta\|^2}{\lambda_{\min}(A_I^T A_I)} \frac{1}{\lambda_{\min}(A_I (A_I^T \Sigma_I^w A_I)^{-1} A_I^T)} \leq C_W \frac{\|\beta\|^2}{\lambda_{\min}(A_I^T A_I)}
\]

The same arguments can be used to prove the second display. \( \square \)

C.4 Proof of lemma 9 and lemma 10

C.4.1 Proof of Lemma 9

We write the eigen-decomposition of \( \Sigma \) as

\[
\Sigma = U D U^T = \sum_{k=1}^K d_k u_k u_k^T + \sum_{k>K} d_k u_k u_k^T := U_K D_K U_K^T + \sum_{k>K} d_k u_k u_k^T
\]

with \( d_1 \geq d_2 \geq \cdots \geq d_p \). When \( \Sigma^w = \tau^2 I_p \), we have \( d_k = \tau^2 \) for \( k \geq K + 1 \). Thus, we obtain

\[
B \Sigma^w B^T = U (D - \tau^2 I_p) U^T = U_K (D_K - \tau^2 I_K) U_K^T
\]

such that \( U_K = B(\Sigma^w)^{1/2} Q (D_K - \tau^2 I_K)^{-1/2} \) for any orthogonal matrix \( Q \), the result of part (1) then follows.

We proceed to prove (2) and write \( B \Sigma^w B^T = V_K \text{diag}(\lambda) V_K^T = \sum_{k=1}^K \lambda_k v_k v_k^T \) with \( \lambda_1 > \lambda_2 > \cdots > \lambda_K \) that satisfy condition (46). We first prove the statement of \( \|U_K - B Q\| \). By the sin(\( \theta \)) theorem (Davis and Kahan, 1970; Yu et al., 2014), we can choose the signs of \( V_K = (v_1, \ldots, v_K) \) such that, for any \( 1 \leq k \leq K \),

\[
\|u_k - v_k\| \leq \frac{\sqrt{2} \|\Sigma^w\|_{op}}{\min(|d_{k-1} - \lambda_k|, |\lambda_k - d_{k+1}|)}.
\]

with \( d_0 := \infty \). On one hand, by the reverse triangle inequality followed by Weyl’s inequality we have

\[
|d_{k-1} - \lambda_k| \geq |\lambda_{k-1} - \lambda_k| - |d_{k-1} - \lambda_{k-1}|
\]

(46)

\[
\geq c_* \lambda_K - \|\Sigma^w\|_{op}
\]

\[
= (c_* \xi - 1) \|\Sigma^w\|_{op}
\]

\[
\geq \xi \|\Sigma^w\|_{op},
\]
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where we recall that \( \xi = \lambda_K(B\Sigma^2B^T)/\|\Sigma^w\|_{op} \) and in the last two steps use \( c_\ast, \xi > 1 \). On the other hand, a similar argument yields

\[
|\lambda_k - d_{k+1}| \geq |\lambda_k - \lambda_{k+1}| - |d_{k+1} - \lambda_{k+1}| \gtrsim \xi\|\Sigma^w\|_{op}
\]

for \( 1 \leq k \leq K - 1 \). For \( k = K \), we have

\[
|\lambda_k - d_{k+1}| \geq \lambda_K - \|\Sigma^w\|_{op} \gtrsim \xi\|\Sigma^w\|_{op}.
\]

We thus conclude \( \|u_k - v_k\| = O(\xi^{-1}) \) hence \( \|U_K - V_K\| = O(\sqrt{K}/\xi) \). Since there exists an invertible matrix \( Q \) such that \( V_K = BQ \), we conclude that \( \|U_K - BQ\| = O(\sqrt{K}/\xi) \).

Finally, we upper bound \( \mathbb{E}[Y_{PCR} - Y_{FR}]^2 \) by first recalling that

\[
Y_{PCR}^* = X^TU_K(U_K^T\Sigma U_K)^{-1}U_K^T\beta, \quad Y_{FR}^* = X^TV_K(V_K^T\Sigma V_K)^{-1}V_K^T\beta
\]

from \( B = V_KQ \) and the fact that \( Q \) is invertible. Letting \( \bar{\beta} = B\Sigma^z\beta \), we then have

\[
\mathbb{E}[Y_{PCR}^* - Y_{FR}^*]^2 = \left\| \Sigma^{1/2} [U_K(U_K^T\Sigma U_K)^{-1}U_K^T - V_K(V_K^T\Sigma V_K)^{-1}V_K^T] \bar{\beta} \right\|^2
\]

where in the third line we use

\[
\Sigma^{1/2}U_K(U_K^T\Sigma U_K)^{-1}U_K^T = UD^{1/2}U^TU_KD_K^{-1}U_K^TU^2U^T = U_KU_K^T
\]

and define \( \bar{U}_K = \Sigma^{1/2}V_K(V_K^T\Sigma V_K)^{-1/2} \). Recalling that \( \bar{\beta} = B\Sigma^z\beta, \\|\Sigma^{-1/2}\bar{\beta}\|_{op} \) can be upper bounded by

\[
\|\Sigma^{-1/2}\bar{\beta}\|^2 \leq (\beta^T\Sigma^z\beta)\|\Sigma^{1/2}B\Sigma^2B^T\Sigma^{-1/2}\|_{op}
\leq (\beta^T\Sigma^z\beta)\|\Sigma^{-1/2}B\Sigma^2\Sigma B^T\Sigma^{-1/2}\|_{op}
\leq (\beta^T\Sigma^z\beta)(1 + \|\Sigma^w\|_{op}/d_K) \quad \text{(by } \Sigma = B\Sigma^2B^T + \Sigma^w\)
\leq \beta^T\Sigma^z\beta
\]

(161)

where the last line uses \( \xi \to \infty \) and

\[
d_K \geq \lambda_K - \|\Sigma^w\|_{op} \gtrsim \xi\|\Sigma^w\|_{op}
\]

(162)

from Weyl’s inequality. What remains is to bound \( \|U_KU_K^T - \bar{U}_K\bar{U}_K^T\|^2 \). Recall that the columns of \( U_K \) and \( \bar{U}_K \) are, respectively, the first \( K \) eigenvectors of \( \Sigma^{1/2}U_KU_K^T\Sigma^{1/2} \) and \( \Sigma^{1/2}V_KV_K^T\Sigma^{1/2} \). Without loss of generality, we can assume \( u_k^T\bar{u}_k \geq 0 \) for \( 1 \leq k \leq K \) since \( \|U_KU_K^T - \bar{U}_K\bar{U}_K^T\|^2 \) is invariant to orthogonal transformations of the columns of \( \bar{U}_K \). Thus, an application of \( \sin(\theta) \) Theorem yields

\[
\|u_k - \bar{u}_k\| \leq \sqrt{2}\|\Sigma^{1/2}(U_KU_K^T - V_KV_K^T)\Sigma^{1/2}\|_{op} \min\left(\frac{d_k}{|d_{k-1} - d_k|, |d_k - d_{k+1}|}\right), \quad 1 \leq k \leq K
\]
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where \( \tilde{d}_k \) for \( 1 \leq k \leq K \) are the eigenvalues of \( \Sigma^{1/2}V_KV_K^T\Sigma^{1/2} \) and we denote \( \tilde{d}_{K+1} = 0 \). The numerator is bounded by

\[
2\sqrt{2}\|\Sigma\|_{op}\|U_K - V_K\|_{op} \leq 2\sqrt{2}d_1\|U_K - V_K\|.
\]

Since \( d_1 \leq \lambda_1 + \|\Sigma^w\|_{op} \leq \lambda_1 \) from Weyl’s inequality, the previous result of \( \|U_K - V_K\| \) yields

\[
\|\tilde{A}\|_{op} := \|\Sigma^{1/2}(U_KU_K^T - V_KV_K^T)\Sigma^{1/2}\|_{op} \lesssim \sqrt{K}\lambda_1/\xi = \kappa\sqrt{K}\|\Sigma^w\|_{op},
\]

with \( \kappa := \lambda_1/\lambda_K \). By similar arguments as before, we can lower bound the denominator as

\[
|\tilde{d}_{k-1} - d_k| \geq |d_{k-1} - d_k| - |\tilde{d}_{k-1} - d_{k-1}|
\]

\[
\geq |\lambda_{k-1} - \lambda_k| - 2\|\Sigma^w\|_{op} - \|\tilde{A}\|_{op} \gtrsim \xi\|\Sigma^w\|_{op},
\]

for \( 1 \leq k \leq K \), and

\[
|d_k - \tilde{d}_{k+1}| \geq |d_k - d_{k+1}| - |\tilde{d}_{k+1} - d_{k+1}| \gtrsim \xi\|\Sigma^w\|_{op}
\]

for \( 1 \leq k \leq K - 1 \) together with \( |d_K - \tilde{d}_{K+1}| = d_K \gtrsim \xi\|\Sigma^w\|_{op} \) from (162). Combining these three lower bounds with (163) concludes \( \|u_k - \tilde{u}_k\| = O(\kappa\sqrt{K}/\xi) \) hence \( \|U_k - \tilde{U}_k\| = O(K\kappa/\xi) \). In conjunction with (161) and \( \|U_KU_K^T - \tilde{U}_K\tilde{U}_K^T\| \leq \|U_K - \tilde{U}_K\|^2 \), we obtain

\[
E\left[|Y^*_{PCR} - Y^*_{FR}|^2 \lesssim (\beta^T\Sigma^z\beta)(K\kappa/\xi)^2 \right].
\]

This completes the proof. \qed

### C.4.2 Proof of Lemma 10

We work on the event on which the inverses in the formula for \( \tilde{Z}_{(i)} \) exist, so \( \tilde{Z}_{(i)} \) is well defined. By writing \( \tilde{X} = X_\hat{I}_\hat{A}_\hat{T}(\hat{A}_\hat{T}\hat{A}_\hat{T})^{-1} \), the least squares solution satisfies

\[
\tilde{\beta} = \left( \tilde{Z}_{(i)}\tilde{I}_{(i)} \right)^{-1} \tilde{Z}_{(i)} \tilde{Y} = (\tilde{\Sigma}^z)^{-1} \left( \tilde{\Sigma}^z + \tilde{\Pi}_\hat{I}_\hat{T}\tilde{\Sigma}^w\tilde{\Pi}_\hat{I} \right) \left( \tilde{X}^T\tilde{X} \right)^{-1} \tilde{X}^T\tilde{Y}.
\]

Recall from (14) that \( \tilde{\beta} = (\tilde{\Sigma}^z)^{-1}n^{-1}\tilde{X}^T\tilde{Y} \). We only need to show

\[
\tilde{\Sigma}^z + \tilde{\Pi}_\hat{I}_\hat{T}\tilde{\Sigma}^w\tilde{\Pi}_\hat{I} = \frac{1}{n}\tilde{X}^T\tilde{X}.
\]

Since our estimation of \( \tilde{\Sigma}^z \) gives

\[
\frac{1}{n}\tilde{X}^T\tilde{X} = \tilde{\Sigma}^z + D
\]

where \( D = \text{diag}(d_1, \ldots, d_K) \) with \( d_k \) defined in (74) for \( k \in [\hat{K}] \). It then suffices to show \( D = \tilde{\Pi}_\hat{I}_\hat{T}\tilde{\Sigma}^w\tilde{\Pi}_\hat{I} \). Note that \( \tilde{\Pi}_\hat{I}_\hat{T}\tilde{\Sigma}^w\tilde{\Pi}_\hat{I} \) is also diagonal. We conclude the proof by computing

\[
\left[ \tilde{\Pi}_\hat{I}_\hat{T}\tilde{\Sigma}^w\tilde{\Pi}_\hat{I} \right]_{kk} = \frac{1}{|\hat{I}_k|^2} \sum_{i \in \hat{I}_k} \tilde{\Sigma}^w_{ii} \overset{\text{(27)}}{=} \frac{1}{|\hat{I}_k|^2} \sum_{i \in \hat{I}_k} \left[ \frac{1}{n}X_i^TX_i - \hat{\Sigma}^z_{kk} \right] \overset{\text{(53)}}{=} d_k
\]