CORRECTION TO PARTIAL FRACTION DECOMPOSITION COEFFICIENTS FOR CHEBYSHEV RATIONAL APPROXIMATION ON THE NEGATIVE REAL AXIS

MARIA PUSA

Abstract. Chebyshev rational approximation can be a viable method to compute the exponential of matrices with eigenvalues in the vicinity of the negative real axis, and it was recently applied successfully to solving nuclear fuel burnup equations. Determining the partial fraction decomposition (PFD) coefficients of this approximation can be difficult and they have been provided (for approximation orders 10 and 14) by Gallopoulos and Saad in “Efficient solution of parabolic equations by Krylov approximation methods”, SIAM J. Sci. Stat. Comput., 13(1992). It was recently discovered that the order 14 coefficients contain errors and result in $10^2$ times poorer accuracy than expected by theory. The purpose of this note is to provide the correct PFD coefficients for approximation orders 14 and 16 and to briefly discuss the approximation accuracy resulting from the erroneous coefficients.

1. Chebyshev rational approximation

This note concerns the computation of matrix exponential based on the Chebyshev rational approximation method (abbreviated CRAM in [7]) on the negative real axis. In this approach, the matrix exponential $e^{At}$ is approximated by a rational matrix function $\hat{r}(At)$, where the rational function $\hat{r}(z)\,$ is chosen as the best rational approximation of the exponential function on the negative real axis $\mathbb{R}_{-}$. Let $\pi_{k,k}$ denote the set of rational functions $r_{k,k}(x) = p_k(x)/q_k(x)$ where $p_k$ and $q_k$ are polynomials of order $k$. The CRAM approximation of order $k$ is defined as the unique rational function $\hat{r}_{k,k} = \hat{p}_k(x)/\hat{q}_k(x)$ satisfying

$$\sup_{x \in \mathbb{R}_{-}} |\hat{r}_{k,k}(x) - e^x| = \inf_{r_{k,k} \in \pi_{k,k}} \left\{ \sup_{x \in \mathbb{R}_{-}} |r_{k,k}(x) - e^x| \right\} .$$

The asymptotic convergence of this approximation on the negative real axis is remarkably fast with the convergence rate $O(H^{-k})$, where $H = 9.28902549\ldots$ is called the Halphen constant [4]. It was recently discovered by Stahl and Schmelzer [11] that this convergence extends to compact subsets on the complex plane and also to Hankel contours in $\mathbb{C} \setminus \mathbb{R}_{-}$. The application of this approximation to computing the matrix exponential was originally made famous by Cody, Meinardus, and Varga in 1969 in the context of rational approximation of $e^{-x}$ on $[0, \infty)$ and it was recently resurfaced by Trefethen, Weideman, and Schmelzer [12]. For self-adjoint and negative semi-definite matrices, the method is...
guaranteed to yield an error bound in 2-norm that corresponds to the maximum
error of the rational approximation on the negative real axis. This has also been
the main context for scientific applications [2, 9, 10]. Recently, the method has
also been successfully applied to non-self-adjoint matrices with eigenvalues near
the negative real axis [7, 6]. These specific matrices arise from a reactor physics
application, where the changes in nuclide concentrations due to radioactive decay
and neutron-induced reactions are governed by a linear system \( \mathbf{x}' = \mathbf{A}\mathbf{x} \) known as
the burnup equations.

2. Partial fraction decomposition form

The main difficulty in using CRAM for computing the matrix exponential is de-
termining the coefficients of the rational function for a given \( k \). In principle, the
polynomial coefficients of \( \hat{p}_k \) and \( \hat{q}_k \) can be computed with Remez-type methods but
this requires delicate algorithms combined with high-precision arithmetics. Fortu-
nately, these coefficients have been computed to a high accuracy by Carpenter et al.
for approximation orders \( k = 0, 1, \ldots, 30 \) and they are provided in [1]. In practical
applications, however, it is usually advantageous to employ CRAM in the partial
fraction decomposition (PFD) form. For simple poles, this composition takes the form

\[
\hat{r}_{k,k}(z) = \alpha_0 + \sum_{j=1}^{k} \frac{\alpha_j}{z - \theta_j},
\]

where \( \alpha_0 \) is the limit of the function \( \hat{r}_{k,k} \) at infinity, and \( \alpha_j \) are the residues at the
poles \( \theta_j \):

\[
\alpha_j = \frac{\hat{p}_k(\theta_j)}{\hat{q}_k'(\theta_j)}.
\]

Since the coefficients of \( \hat{r}_{k,k} \) are real, its poles form conjugate pairs, so the computa-
tional cost can be reduced to half for a real variable \( x \)

\[
\hat{r}_{k,k}(x) = \alpha_0 + 2 \text{Re} \left( \sum_{j=1}^{k/2} \frac{\alpha_j}{x - \theta_j} \right)
\]

and the matrix exponential solution may be approximated as

\[
\mathbf{x} = \alpha_0 \mathbf{x}_0 + 2 \text{Re} \left( \sum_{j=1}^{k/2} \alpha_j (\mathbf{A}t - \theta_j \mathbf{I})^{-1} \mathbf{x}_0 \right)
\]

for a real matrix \( A \in \mathbb{R}^{n \times n} \).

Although the PFD coefficients can in principle be computed from the polynomial
coefficients, the computation of the polynomial roots may be ill-conditioned and
requires great care. The PFD coefficients for approximation orders 10 and 14 have
been provided in [3], and the given coefficients for \( k = 14 \) have been used in several
applications including the matrix exponential computing package EXPKIT [10] and
the reactor physics code Serpent [5]. However, in the latter context, it was recently
observed that these reported coefficients contain errors and do not correspond to
the true best approximation [6]. To illustrate this, Figure 1 shows the error of
order 14 approximation on the negative real axis computed using two different sets
of coefficients: the partial fraction coefficients from [3], with the corresponding
approximation denoted by $\hat{r}_{14,14}$, and the polynomial coefficients from [1], with the corresponding approximation denoted by $\hat{r}_{14,14}$. According to theory, a necessary and sufficient condition for the best approximation is that the corresponding error function equioscillates, i.e. there exists a set of points where it attains its maximum absolute value with alternating signs. Notice that the approximation computed with the coefficients from [3] does not exhibit this behavior and in addition results in a $10^2$ times poorer accuracy than expected by theory.

After discovering the erroneous behavior induced by the coefficients from [3], partial fraction coefficients for approximation orders $k = 14$ and $k = 16$ were computed from the polynomial coefficients provided in [1] and subsequently reported in [6]. The computed PFD coefficients are repeated here in Tables 1 and 2. The computations were performed with MATLAB’s Symbolic Toolbox using high-precision arithmetics with 200 digits to ensure a sufficient accuracy. In Tables 1 and 2, the coefficients have been rounded off to 20 digits. The coefficients in [1] have been also given with 20 digits’ accuracy, and based on our experience, the approximation order $k = 16$ is the highest for which this accuracy is sufficient for computing the PFD coefficients. For lower approximation orders, $1 \leq k \leq 13$, the PFD coefficients can be accurately computed with the approximative Carathéodory–Fejér method and a MATLAB script is provided for this purpose in [8].
### Table 1. Recomputed values for the partial fraction decomposition coefficients for CRAM approximation of order 14.

| Coefficient | Real part | Imaginary part |
|-------------|-----------|----------------|
| $\theta_1$  | $-8.897773186468888199 \times 10^9$ | $+1.6630982619902085304 \times 10^4$ |
| $\theta_2$  | $-3.7032750494234480603 \times 10^9$ | $+1.3656371871483268171 \times 10^4$ |
| $\theta_3$  | $-0.2087586382501301251 \times 10^9$ | $+1.09912605619012606913 \times 10^3$ |
| $\theta_4$  | $+3.9933697105785685194 \times 10^9$ | $+6.0048316422350373178 \times 10^3$ |
| $\theta_5$  | $+5.0893450605806245066 \times 10^9$ | $+3.588824029027065012 \times 10^3$ |
| $\theta_6$  | $+5.6231425727459771218 \times 10^9$ | $+1.9410690463439669766 \times 10^3$ |
| $\theta_7$  | $+2.269783829231127097 \times 10^9$ | $+8.4617379736402214019 \times 10^3$ |
| $\alpha_1$  | $-7.1542880635896972853 \times 10^{-5}$ | $+1.436104334954130011 \times 10^{-4}$ |
| $\alpha_2$  | $+9.439025310736168779 \times 10^{-3}$ | $-1.7184791953843017511 \times 10^{-2}$ |
| $\alpha_3$  | $-3.7636003878226968717 \times 10^{-1}$ | $+3.3518347029450104214 \times 10^{-1}$ |
| $\alpha_4$  | $-2.349823209108270119 \times 10^1$ | $-5.8083591297142074004 \times 10^0$ |
| $\alpha_5$  | $+6.93237448883293047 \times 10^1$ | $+4.5613649768827760791 \times 10^1$ |
| $\alpha_6$  | $-2.78751619401564688 \times 10^1$ | $-1.0214733909041434 \times 10^2$ |
| $\alpha_7$  | $+4.8071120988325088907 \times 10^0$ | $-1.3209793837428723881 \times 10^0$ |
| $\alpha_0$  | $+1.8321743872540412751 \times 10^{-14}$ | $+0.0000000000000000000 \times 10^0$ |

### Table 2. Computed values for the partial fraction decomposition coefficients for CRAM approximation of order 16.

| Coefficient | Real part | Imaginary part |
|-------------|-----------|----------------|
| $\theta_1$  | $-1.084391707669688026 \times 10^1$ | $+1.9277446167185162284 \times 10^1$ |
| $\theta_2$  | $-5.264971343442646895 \times 10^1$ | $+1.6220221473167927305 \times 10^1$ |
| $\theta_3$  | $+5.9481522689517174808 \times 10^1$ | $+3.5874573620183222829 \times 10^0$ |
| $\theta_4$  | $+3.509103608441980974 \times 10^0$ | $+8.4361989858843750826 \times 10^0$ |
| $\theta_5$  | $+6.4161776990994341923 \times 10^0$ | $+1.1941223933701386874 \times 10^0$ |
| $\theta_6$  | $+1.4193758971856659786 \times 10^0$ | $+1.0925363484496722585 \times 10^0$ |
| $\theta_7$  | $+4.9931743777179963991 \times 10^0$ | $+5.9968817136039422260 \times 10^0$ |
| $\theta_8$  | $-1.4139284624888682114 \times 10^0$ | $+1.3497725698892745389 \times 10^0$ |
| $\alpha_1$  | $-5.990152186522491560 \times 10^{-7}$ | $-2.42200176528287970 \times 10^{-5}$ |
| $\alpha_2$  | $+2.1151742182466030907 \times 10^{-4}$ | $+4.389296947380673918 \times 10^{-3}$ |
| $\alpha_3$  | $+1.133977517843930527 \times 10^{-2}$ | $+1.019472170421585645 \times 10^0$ |
| $\alpha_4$  | $+1.505958527004347528 \times 10^1$ | $-5.7514052776421819979 \times 10^0$ |
| $\alpha_5$  | $-6.450087802553964595 \times 10^1$ | $-2.245944076265206065 \times 10^0$ |
| $\alpha_6$  | $-1.479307113557997918 \times 10^0$ | $+1.7686588323782937906 \times 10^0$ |
| $\alpha_7$  | $-6.25183924632079882 \times 10^2$ | $-1.1190391094283228480 \times 10^1$ |
| $\alpha_8$  | $+4.102313683541002127 \times 10^{-2}$ | $-1.5743466173455468191 \times 10^{-1}$ |
| $\alpha_0$  | $+2.124853710495223748 \times 10^{-16}$ | $+0.0000000000000000000 \times 10^0$ |
3. Analysis of Inaccurate PFD Coefficients for \( k = 14 \)

To analyze the effect of inaccurate PFD coefficients denoted by \( \{\theta_j\} \) and \( \{\bar{\theta}_j\} \), let \( \hat{r} \) denote the corresponding rational approximation. The error caused by the inaccuracies in the PFD coefficients may be estimated

\[
|\hat{r}_{k,k}(z) - \tilde{r}_{k,k}(z)| \lesssim |\alpha_0 - \tilde{\alpha}_0| + \sum_{j=1}^{k} \frac{|\alpha_j|}{|z - \theta_j|^2} |\theta_j - \bar{\theta}_j| + \frac{1}{|z - \theta_j|} |\alpha_j - \tilde{\alpha}_j| ,
\]

indicating that the error is the greatest in the vicinity of the poles. It can also be seen from Eq. (6) that the inaccuracy related to the poles has a greater impact near the poles, whereas the error related to the residues should begin to dominate the total error farther away from the poles. By comparing the old and the recomputed PFD coefficients for \( k = 14 \), it can be seen that the poles all agree to about 6 digits whereas the residues agree to about 5 digits. The most dramatic discrepancy occurs for the coefficient \( \alpha_0 \) for which the significands agree to 5 digits but the exponent value given in [3] is \(-12\), although the correct value is \(-14\).

On the grounds of Eq. (6), it can be estimated that coefficients with 6 correct digits should produce a rational function whose deviation from \( \hat{r}_{14,14}(z) \) is at most of the order of \( 10^{-3} \) on the negative real axis. Figure 2 shows the difference between \( \hat{r}_{14,14}(z) \) and a rational function \( \tilde{r}_{14,14}(z) \) that was formed by truncating the PFD coefficients of \( r_{14,14} \) to 6 significant digits. Interestingly, as can be seen from Fig. 2, the approximation \( \hat{r}_{14,14}(x) \), corresponding to the PFD coefficients from [3], yields a significantly better accuracy of order \( 10^{-12} \) than is expected based on the accuracy of the coefficients alone.

\[1\] Notice that the PFD coefficients in [3] are given for the rational approximation of \( e^{-x} \) on \([0, \infty)\) and that they have been multiplied by a factor of two making Eq. (37) in [3] equivalent to Eq. (5).
To investigate the matter further, let us now take the poles \( \{ \hat{\theta}_j \} \) reported in \([3]\) as a starting point for constructing a rational approximation of order 14. The poles \( \{ \hat{\theta}_j \} \) define a polynomial

\[
\hat{q}_{14}(x) = \prod_{j=1}^{14} (x - \hat{\theta}_j)
\]

whose values agree to about 6 digits with the values of the correct polynomial \( \hat{q}_{14}(x) \) on the negative real axis. The residues at the poles \( \{ \hat{\theta}_j \} \) cannot be computed in a fully consistent manner, since the poles do not correspond to the true zeros of \( \hat{q}_{14} \). However, two alternative approaches for computing the residues can be considered. One possibility is to use the correct rational function \( \hat{r}_{14,14} \) and Eq. (3) to compute the residues, but this is inconsistent as Eq. (3) only holds at the true poles. Another option is to define a new rational function using \( \hat{q}_{14} \) as the denominator and the correct polynomial \( \hat{p}_{14} \) as the numerator, after which the residues can be computed exactly using symbolic arithmetics. With both of these approaches we obtain a rational approximation, whose accuracy is of the order of \( 10^{-6} \) on the negative real axis. It is also worth mentioning that forming the rational function based on the poles \( \{ \hat{\theta}_j \} \) and the correct residues \( \{ \alpha_j \} \) from Table 1 yields an approximation whose accuracy is of the order of \( 10^{-7} \) on the negative real axis.

The article \([3]\) by Gallopoulos and Saad does not indicate, how the reported PFD coefficients were computed, but based on the observations regarding the accuracy of the resulting approximation, it is evident that the values given for the residues somehow compensate for the inaccuracies in the poles \( \{ \hat{\theta}_j \} \) and it seems likely that they have been optimized to minimize the deviation from \( \hat{r}_{14,14} \) on the negative real axis. In fact, using the poles \( \{ \hat{\theta}_j \} \) and standard least squares optimization in MATLAB with \( 10^7 \) points chosen from the interval \([-10^3, -10^{-10}]\), we were able to produce residues yielding only a slightly worse accuracy of order \( 10^{-11} \). In any case, it should be noted that optimizing the residues properly in the Chebyshev sense would essentially form a problem of comparable difficulty as the original problem of determining \( \hat{r}_{14,14} \).
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