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\section*{ABSTRACT}

Three-dimensional convolutional neural networks (3DCNNs), a rapidly evolving modality of deep learning, has gained popularity in many fields. For oral cancers, CT images are traditionally processed using two-dimensional input, without considering information between lesion slices. In this paper, we established a 3DCNNs-based image processing algorithm for the early diagnosis of oral cancers, which was compared with a 2DCNNs-based algorithm. The 3D and 2D CNNs were constructed using the same hierarchical structure to profile oral tumors as benign or malignant. Our results showed that 3DCNNs with dynamic characteristics of the enhancement rate image performed better than 2DCNNS with single enhancement sequence for the discrimination of oral cancer lesions. Our data indicate that spatial features and spatial dynamics extracted from 3DCNNs may inform future design of CT-assisted diagnosis system.

\section*{INDEX TERMS}

2DCNNs, 3DCNNs, CT images, spatial features, spatial dynamics extracted.

\section*{I. INTRODUCTION}

Oral cancer is a common type of cancer today, which occurs mostly in people over 40 years of age. At present, the early diagnosis methods of oral cancer include toluidine blue staining, tetracycline fluorescence detection, hematoporphyrin photometry and resonance isotope labeling. Currently, there is a necessary process in the diagnosis of oral cancer, which is to obtain oral CT (Computed Tomography) images.

The oral CT image sequence contains images of different levels of the body. Each slice is stacked and approximated by a reconstruction algorithm to form a three-dimensional volume object \cite{1}–\cite{3}. In the general image classification problem, convolutional neural network (CNN) can process directly on the original input image. Although it is powerful, it usually deals with two-dimensional images or RGB color images, which is limited by two-dimensional input \cite{4}. If the oral CT image is also treated with two-dimensional slices, the three-dimensional related information between the lesion slices may be lost, and the three-dimensional CNN (3DCNN) is used to identify the early oral cancers with 3DCT image data, and the general two-dimensional volume. The neural network is then compared \cite{5}, \cite{6}.

At present, two-dimensional CNN (2DCNN) are widely used in deep learning, but some scholars have studied 3DCNN and applied them to the recognition of human behavior in video data \cite{7}. In the literature, the authors have proposed a multi-modal 3DCNN feature extraction method which is applied to CT segmentation of brain tumor. This method can tell the difference between brain tumors of different patients at various modes, improving the accuracy of CT segmentation of brain tumor \cite{8}.
Moreover, brain micro-bleeds in MRI images can be automatically detected by 3DCNN. 3DCNN has also been used to automatically detect and segment the CT images of human liver organs. Finally, the images of human liver organs are finely segmented via the Graph Cut algorithm [9], [10]. In this paper, 2DCNN and 3DCNN structures were constructed to judge the benign and malignant oral cancers. In order to compare the advantages and disadvantages of the two methods, the convolutional network used in the experiment has the same hierarchical structure. Because of the individual differences in tumor morphology, a large number of samples are generated by means of data expansion such as translational rotation mirroring, which are used to train these two CNNs.

II. CONSTRUCTION OF CNN

A. CONSTRUCTION OF 2DCNN

CNN is a feed-forward neural network with convolutional computation and deep structure. It is one of the representative algorithms of deep learning. CNN have the ability of representation learning, and can get shift-invariant classification of input information according to their hierarchical structure. Therefore, it is also called ‘Shift-Invariant Artificial Neural Networks (SIANN)’.

The study of CNN began in the 1980s and 1990s. The time delay network and LeNet-5 were the earliest CNN. After the 21st century, with the introduction of deep learning theory and numerical calculations, and with the improvement of numerical calculation equipment, the CNN has been rapidly developed and applied to fields such as computer vision and natural language processing.

The CNN constructs the visual perception mechanism of the creature, which can perform supervised learning and unsupervised learning. The convolutional kernel parameter sharing and the sparseness of the inter-layer connection in the hidden layer enable the CNN to smaller computational tasks for grid-like topology features such as pixel and audio, have a stabilizing effect and have no additional feature engineering requirements for the data.

LeNet-5 is a CNN applied to image classification problems. Its learning goal is to identify and distinguish 0-9 from a series of handwritten digits represented by $32 \times 32 \times 1$ grayscale images. The hidden layer of LeNet-5 consists of two convolutional layers, two pooled layers, and two fully connected layers, constructed as follows [11]:

1. $(3 \times 3) \times 1 \times 6$ convolutional layer (step size 1, no padding), $2 \times 2$ mean pooling (step size 2, no padding), TANH excitation function
2. $(5 \times 5) \times 6 \times 16$ convolutional layer (step size 1, no padding), $2 \times 2$ mean pooling (step size 2, no padding), TANH excitation function
3. 2 fully connected layers, the number of neurons is 120 and 84, the process is as shown in FIGURE 1.

The 2DCNN hierarchy used in this paper is slightly more complicated than the LeNet network. There are four pairs of convolution pooling layers, and the regularization layer is added. The activation function of the middle layer is the Relu unit, and then uses the Softmax classifier [12], [13].

B. OVERVIEW OF 3DCNN

Three-dimensional convolution is to form a three-dimensional solid by stacking multiple consecutive slices, and then use 3D convolution kernel in this three-dimensional stereo. In the 3D convolution structure, each feature map is connected with multiple adjacent serial slices in the upper layer. As a result, one can capture three-dimensional spatial information and adjacent layer change information [14]. A 3D convolutional network based on a 3D convolution kernel...
A three-dimensional convolution is a three-dimensional filter that computes a low-dimensional feature representation from three dimensions \((x, y, z)\), and the output is a three-dimensional convolution space. It is very useful in video event detection, 3D medical image pictures and more. Of note, its use is not limited to three-dimensional space, but can be applied to two-dimensional input as well, as shown in FIGURE 2.

FIGURE 2. Three-dimensional convolutional neural network (3DCNN).

C. CONSTRUCTION OF 3DCNN

Three-dimensional data (or spatial data) has a variety of expressions, such as voxel images, three-dimensional point clouds, and RGB-D images. These information carriers add depth information in three-dimensional space based on the expression of planar image information, so that the three-dimensional data points are uniquely determined in space, which greatly enriches the dimension of acquiring spatial information. The voxel image can visually observe the shape and posture of the three-dimensional object. In addition, it is easier to transplant the processing and analysis method of the ordinary two-dimensional image onto the voxel image than the three-dimensional point cloud data and the RGB-D image. At the same resolution, 3D point cloud data occupy less spatial resources and are easy to express complex textures. RGB-D images simultaneously record RGB images and depth images through RGB-D cameras. RGB images contain object surface color and texture information. Depth images contain spatial shape information of objects. By combining 2 images to detect and identify 3D models. Due to the portability of voxel images, therefore, this paper uses voxel images as a carrier for three-dimensional data.

The complete 3DCNN in this experiment consists of 10 layers and consists of two modules: automatic feature learning module and tumor classification module [16], [17]. The feature extraction module is composed of 8 layers of networks and can be divided into 4 pairs, each of which is followed by a down-sampling layer. We use the 3D convolution kernel as the feature extractor to extract the training volume data space information. The following formula represents a three-dimensional convolution operation:

\[
u^l_{ki}(x, y, z) = \sum_{m, n, t} h^{l-1}_{ki}(x-m, y-n, z-t) \ast W^l_{ki}(m, n, t)
\]

(1)

In the above formula, the \(W^l_{ki}\) represents the kernel in which the 3-dimensional volume space \(h^{l-1}_{ki}\) is convoluted. And the \(W^l_{ki}(m, n, t)\) represents the weights of each voxel in the convoluted kernel. The output value of the corresponding feature space node is:

\[
h^l_i = \sigma \left( \sum_k u^l_{ki} + b^l_i \right)
\]

(2)

The entire 3DCNN network model is shown in FIGURE 3 [18].

D. DATA SOURCE AND PROCESSING

All oral images in this article were identified and described by a rich oral oncologist and confirmed by a radiologist. The specific information is shown in FIGURE 4.

E. TRAINING OF 3DCNN

The training of 3DCNN is similar to which with 2DCNN. The training process is as follows [18]–[22]:

(1) Using the batch training method, first randomly select \(N\) samples from the sample set as a batch group;

(2) Random initialization, setting the weight of the network to a value close to zero in the interval \([-0.5, 0.5]\], initializing the learning rate \(\eta\) (generally \(\eta = 0.1\) or 0.01) and the training error threshold \(\epsilon\);

(3) Calculating the error loss for the selected sample set;

(4) Using the batch random gradient descent method to back propagate the error value and update the network parameters;

(5) It is judged whether the total error \(E\) of the model after the adjustment of the weight is smaller than \(\epsilon\). If \(E < \epsilon\), proceed to the next step; if not, return to the third step to continue training.

(6) At the end of the training, save the network parameters and get an optimized convolution network. The specific information is shown in FIGURE 5.

In order to solve the problem of weak generalization and easy over-fitting of the model trained in the small sample dataset, this paper also uses the 3DCNN network model to be pre-trained on the big dataset, and then migrates the model to our own dataset. A supervised method is to adjust the parameters of the network. There are two main steps: 3DCNN model pre-training and pre-training model migration, fine-tuning network parameters.

The migration learning model migrates 3DCNN models pre-trained on other datasets to other datasets and relearns the characteristics of the target dataset. Training a deep learning model requires a large amount of labeled data, otherwise there will be over-fitting problems, resulting in a high accuracy of the model on the training set and poor performance on the test set. It is very difficult to manually collect a large amount of data and label it for a new task, which requires
Migration learning uses the commonality between different learning tasks to transfer knowledge between tasks, and can apply existing data or knowledge learned by the environment to new environments and data.

III. EXPERIMENTAL RESULTS AND ANALYSIS

A. DATA EXPANSION METHOD

In general, increasing the number of training sets will result in better training results for an over-fitting network. Data expansion allows us to artificially increase the number of training cases by certain means (Rotation, Scaling, Random translation, and Gamma correction).

There are too few existing dataset samples. The current sample set is about 7,000 CT images of early oral cancers. These images include early oral cancer images of the hospital over the past 20 years, and each sample is labeled with the labelme software. In this paper, before the network training, the data is expanded according to the data processing method in [23], [24] and slightly changed. In the previous study, we have extracted three scale ROIs, of which the smallest scale ROI is the smallest rectangular box that contains the lesion. For irregular lesions, we cut the ROI according to the vertical and horizontal sides of the lesion, and then cut the ROI by 1.5 times and 2.0 times with the primary ROI, respectively. The specific information is shown in FIGURE 6.

Because the sample data is too small and the positive and negative samples are unbalanced, we extend the extracted ROI by translational rotation and mirroring. Then, a random number of positive and negative samples are randomly selected from these samples to form a training set for training a two-dimensional convolution network. The expansion of three-dimensional data is similar to the two-dimensional data expansion method, except that the expansion of the three-dimensional data should pay attention to the ROI before and after the largest cross section. The expanded data stack together corresponds to a three-dimensional object.

The specific expansion method: for the ROI or VOI to translate \( N_t \) times in any direction, and then rotate the translated ROI around the center at any angle \( \alpha = [0^\circ, \ldots, 360^\circ] \), then rotate \( N_r \) times, then in the translation and the ROI after rotation is adjusted to a different scale \( N_m \). So the final result produces a \( N = N_t \times N_r \times N_m \) sample for each ROI. In this experiment, we translated the ROI of 1.5 times and 2.0 times by 4 times, rotated by 10 times, and mirrored by 2 times. Finally, each ROI or VOI was expanded by \( 80 = 4 \times 10 \times 2 \) times.
B. ENHANCEMENT RATE IMAGE CALCULATION

DCE-CT can reflect the dynamic characteristics of the lesion, and the diffusion and absorption characteristics of the enhancer in different types of tumor tissue may be different. According to the dynamic enhancement characteristics of tumors, it has a certain reference value for the early diagnosis of oral cancers and the prediction of tumor pathological properties. Based on the acquired oral CT image data, we calculated the dynamic enhancement rate images for three time periods and augmented the data using the same method as above. The following formula represents the enhancement rate:

\[ R_{en} = \frac{s_i - s_j}{s_i} \quad i = 1, 2; \quad j = 0, 1; \quad i \neq j \quad (3) \]

C. EXPERIMENTAL RESULTS AND ANALYSIS

1. The Experimental Results and Analysis of Enhanced Image 2DCNN and 3DCNN

The experimental content of this paper mainly studies the ability of 2DCNN and 3DCNN to discriminate early oral tumors in S1 single-sequence original grayscale images. The results of Table 1 and FIGURE 7 reveal that the AUC value of the 3DCNN experiment is about 9% higher than which of the 2DCNN experimental and the sensitivity is also improved by nearly 10%. Traditional 2DCNN only uses the structural information of the two-dimensional plane of the image, ignoring the three-dimensional structure of the oral CT image. The 3DCNN combines the slice of different levels of lesion ROI, which not only retains the ability of general CNN to extract two-dimensional planar features, but also takes advantage of the three-dimensional spatial information of CT images to extract the structural features of lesions in three-dimensional space. These indicate that the spatial structure information of oral cancers plays a certain role in distinguishing the benign and malignant early oral cancers. The ROC curves of the two experimental methods are depicted in FIGURE 8.

2. The Experimental Results and Analysis of The Enhancement Rate Image 2DCNN and 3DCNN

The experimental results in Table 2 and FIGURE 9 reveal that the three-dimensional enhancement rate image at t1 distinguishes the benign and malignant oral cancers and the performance indexes of the 3DCNN experimental results are significantly better than the 2DCNN network.
model under the same modal image data. Accuracy ACC and AUC values reached 0.754 and 0.796, sensitivity increased to 0.818, and specificity increased to 0.739. The ROC curve of the two models of the enhanced rate image is shown in FIGURE 10. The enhancement rate three-dimensional image reflects the different enhancement characteristics of the lesion in the spatial extent. For different types of oral cancers, the internal space of the tumor is unlikely to be isotropic, and their response to the enhancer is also different. 3DCNN can extract the spatial dynamic characteristics of tumors with enhanced rate imaging. Using this feature can thus significantly improve the ability of the model to distinguish between benign and malignant tumors.

IV. RESULTS

Through the experiments in this paper, we found that 3DCNN performed better in the diagnosis of benign and malignant oral cancers than the 2DCNN. Since oral CT can acquire the three-dimensional structure of the tumor, 3DCNN uses the oral CT to obtain the three-dimensional spatial information...
of the tumor, and sequentially processes the single CT image, and can extract the tumor features from multiple angles. The accuracy and sensitivity of the 3DCNN classification results in the single-sequence enhanced image were higher than the 2DCNN by more than five percentage points. Using the multiple sequences of DCE-CT images to calculate the absorption state of the contrast agent at different times of the tumor; indirectly reflects the difference in the spatial dynamic changes of the tumor. We calculated the ROI of the lesions extracted by the enhancement rate image and combined the 3DCNN network model to identify the early malignant and malignant tumors. From the experimental results, the dynamic characteristics of the enhancement rate image are more distinguishable than the single enhancement sequence. This gives a certain reference value for the design

**TABLE 1.** The experiment results of single sequence enhanced image classification.

| Network Model | AUC    | Sens  | Spec  | ACC    |
|---------------|--------|-------|-------|--------|
| 2DCNN         | 0.714± | 0.752±| 0.624±| 0.663± |
| 3DCNN         | 0.798± | 0.847±| 0.647±| 0.759± |

**TABLE 2.** The classification experiment results of t1-t0 enhancement rate image.

| Network Mode | AUC    | Sens  | Spec  | ACC    |
|--------------|--------|-------|-------|--------|
| 2DCNN        | 0.734± | 0.707±| 0.632±| 0.687± |
| 3DCNN        | 0.796± | 0.818±| 0.739±| 0.754± |
of oral CT-assisted diagnosis system and feature extraction. By combining the spatial features extracted by 3DCNN and the spatial dynamic change information, the diagnostic accuracy of the oral CT-assisted diagnosis system can be improved. Due to space limit, this paper only discusses a single sequence of images, without combining different imaging modalities.

V. CONCLUSION
The main research content of this paper firstly proposes the early diagnosis of oral cancers using 3DCNN, and then constructs a deep 2DCNN and 3DCNN. Secondly, because the amount of existing sample data is too small, we carry out image data expansion and calculation. Enhancement rate images of DCE-CT images; then we applied our own 2D and 3D network models to the enhanced image ROI and enhancement rate image ROI experiments, and then evaluated the ability to identify the two models for early lesions on different data modalities. The results show that 3DCNN can better identify benign and malignant lesions of early oral cancers, which is more than 6 percentage points higher than 2DCNN. To diagnose the nature of tumor lesions using information on the dynamic changes of enhancers in tumors of different natures, we applied CNN to the enhancement rate image classification experiment. The results of the study show that the AUC of any convolution model is significantly improved compared to the enhanced image. The 3DCNN network model has an AUC value of 0.801 in the enhancement rate image, which is about 5% higher than the AUC value of the single enhanced image experiment.
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