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In this paper, we propose and discuss a stochastic logistic model with delay, Markovian switching, Lévy jump, and two-pulse perturbations. First, sufficient criteria for extinction, nonpersistence in the mean, weak persistence, persistence in the mean, and stochastic permanence of the solution are gained. Then, we investigate the lower (upper) growth rate of the solutions. At last, we make use of Matlab to illustrate the main results and give an explanation of biological implications: the large stochastic disturbances are disadvantageous for the persistence of the population; excessive impulsive harvesting or toxin input can lead to extinction of the population.

1. Introduction

It is universally known that the logistic model is one of the most significant and classical models in mathematical biology. Many scholars have studied it and achieved fruitful results (see [1–8]). The classical logistic equation is expressed by

\[ \frac{dX(t)}{dt} = X(t)[r - a_1 X(t)] \]  

where \( X \) denotes the population size and \( r \) and \( a_1 \) stand for the intrinsic growth rate and the intraspecific competition rate, respectively. With the improvement of the understanding of biological mathematical models, some factors have been considered, such as random interference, time delay, and so on. Compared with the classical original model, stochastic models (see [9–16]) can better reflect the actual situation. Based on model (1), we obtain the following stochastic model:

\[ \frac{dX(t)}{dt} = X(t)\left(r - a_1 X(t) + a_2 X(t - \tau) + a_3 \int_{-\infty}^{0} X(t + \theta) d\zeta(\theta) \right) dt + \sigma X(t) dB(t) + X(t^-) \int_{Y}^{c} N(\nu) \tilde{N}(d\nu, d\nu) \]  

where \( r \) and \( a_i \) \((i = 1, 2, 3)\) are non-negative constants, \( \tau \geq 0 \) is the time delay, \( \zeta(\theta) \) stands for a probability measure on \((-\infty, 0]\), \( B(t) \) is the independent standard Brownian motion defined on a complete probability space \((\Omega, \mathcal{F}, \{\mathcal{F}_t\}_{t \geq 0}, \mathbb{P})\) and \( \sigma \geq 0 \) is the intensity of the white noise. \( X(t^-) \) is the left limit of \( X(t) \). \( N(\nu, d\nu) \) is a Poisson random measure with characteristic measure \( \lambda \) on a measurable bounded below subset \( Y \) of \( \mathbb{R} \) with \( \lambda(Y) < \infty \), \( \gamma \) is a Lévy measure such that \( \tilde{N}(d\nu, d\nu) = N(d\nu, d\nu) - \lambda(d\nu) dt \).

In addition to the white noise and Lévy noise mentioned above, there are other noises in nature, such as telegraph noise, which can be expressed by continuous-time Markov
chain that mainly describes the random switching between two or more environment states [17] and which is different due to rainfall, nutrition, and other factors [18, 19]. Thus, a series of articles about Markovian switching have been investigated (see [20–28]). We focus on the stochastic logistic model with Markovian switching:

\[
X(t) = X(t) \left[ r(\xi(t)) - a_1(\xi(t))C_c(t) - a_2(\xi(t))X(t) + a_2(\xi(t))X(t) - \tau + a_3(\xi(t)) \right] + \sigma(\xi(t))X(t)dB(t) + X(t - \tau) \int_\gamma \gamma((\xi(t), v))N(dt, dv),
\]

where \( \xi(t) \) is a continuous-time Markov chain with values in finite state space \( \mathbb{N} = \{1, 2, \ldots, N\} \). We assume that \( B(t) \) and \( \xi(t) \) are independent.

As we all know human activities will have a significant impact on the population system, we must pay attention to the growing influence of human beings on population systems. The main manifestation of human activities is the regular harvesting of species or the regular stocking for the protection of endangered species, which cannot be considered continuously. Therefore, these phenomena can be described more accurately by the stochastic models with impulsive effects (see [29–34]).

On the other hand, human activities not only have a direct impact on the population but also have an indirect impact. The toxin produced by environmental pollution has an indirect impact on the species. Environmental pollution caused by human activities has become an important issue that the world has to consider. Environmental pollution not only pollutes the atmosphere but also produces toxins that can enter into animals and plants, causing unimaginable harm to them; the light ones can make some populations die, and the heavy ones may cause species extinction. And these toxins will also accumulate in animals and plants. People transfer toxins in their bodies by eating the animals and plants, which can cause harm to human health. Therefore, it has become an inevitable trend to consider the influence of environmental toxins on the population (see [35–38]).

Based on the above discussion, we first consider the following stochastic hybrid logistic model with two-pulse perturbations:

\[
\begin{align*}
dX(t) = & X(t) \left[ r(\xi(t)) - a_1(\xi(t))C_c(t) - a_2(\xi(t))X(t) + a_2(\xi(t))X(t - \tau) + a_3(\xi(t)) \right] + \sigma(\xi(t))X(t)dB(t) + X(t - \tau) \int_\gamma \gamma((\xi(t), v))N(dt, dv), \\
dC_c(t) = & [kC_c(t) - (g + m)C_c(t)]dt, \\
dC_c(t) = & -hC_c(t)dt, \\
\Delta X(t) = & \delta_1 \Delta X(t), \Delta C_c(t) = 0, \Delta C_c(t) = 0, \quad t = t_n, n \in \mathbb{Z}^+, \\
\Delta X(t) = & 0, \Delta C_c(t) = 0, \Delta C_c(t) = \mu, \quad t = n\tau, n \in \mathbb{Z}^+,
\end{align*}
\]

where \( C_c(t) \) and \( C_c(t) \) represent the concentration of toxins in organism and in environment at time \( t \), respectively, \( 0 \leq 0 \) is the decreasing rate of the growth rate associated with the uptake of the toxins, \( k > 0 \) stands for the uptake rate of toxicant in the environment, \( g > 0 \) and \( m > 0 \) are the excretion rate and depuration rate, respectively, \( h > 0 \) is the loss rate of toxicant in the environment, and \( u \) stands for the toxin input amount at every time. Let \( 0 < t_1 < t_2 < \cdots, \lim_{n \to \infty} t_n = +\infty, n \in \mathbb{Z}^+ \), where \( \mathbb{Z}^+ \) is the set of positive integers. When \( \delta_1 > 0 \), the impulsive effects imply releasing population, while if \( \delta_1 < 0 \), the impulsive effects indicate harvesting for population. In this paper, we always suppose that \( 1 + \delta_1 > 0 \) for all \( n \in \mathbb{Z}^+ \).

The rest of the paper is organized as follows. In Section 2, we give some preliminaries. The existence and uniqueness of the global positive solution of the model are given in Section 3. The sufficient conditions for the stochastic permanence and extinction are studied in Section 4. Some asymptotic properties of the solution are proved in Section 5. Finally, we give some numerical simulations to illustrate our results.

2. Preliminaries

Denote the generator \( \Gamma = (\gamma_{kl})_{N \times N} \) of the Markov chain \( \xi(t) \) given by

\[
\mathbb{P} (\xi(t + \Delta) = l | \xi(t) = k) = \begin{cases} 
\gamma_{kl} \Delta + o(\Delta), & \text{if } k \neq l, \\
1 + \gamma_{kl} \Delta + o(\Delta), & \text{if } k = l,
\end{cases}
\]

where \( \Delta > 0, \gamma_{kl} \geq 0 \) if \( k \neq l \) while \( \sum_{l=1}^{N} \gamma_{kl} = 0 \). When \( \xi(t) \) is irreducible, then \( \xi(t) \) has a unique stationary distribution \( \pi = \{\pi_1, \pi_2, \ldots, \pi_N\} \) which is the solution of

\[
\begin{align*}
\sum_{l=1}^{N} \pi_l \gamma_{kl} \Delta + o(\Delta) = & 0, \\
\sum_{l=1}^{N} \pi_l = & 1, \\
\pi_l > 0, & l = 1, 2, \ldots, N.
\end{align*}
\]
Consider a stochastic differential delay equation (SDDE) with Markovian switching and Lévy noise (see [12]) as follows:

\[
\begin{align*}
\dot{x}(t) &= f(x(t), x(t - \tau(t)), t, \xi(t))dt + g(x(t), x(t - \tau(t)), t, \xi(t))dB(t) + \int_{\mathcal{Y}} f(x(t^-), t, \xi(t), v)\tilde{N}(dr, dv), \\
x(0) &= x_0 \in L_{2, \mathbb{R}}([-\tau, 0]; \mathbb{R}^n), \\
\xi(0) &= \xi_0 \in \mathbb{M},
\end{align*}
\]

where \(x(t) = (x_1(t), x_2(t), \ldots, x_n(t))^T \in \mathbb{R}^n\) is the state vector and \(x(t - \tau(t)) = (x_1(t - \tau(t)), x_2(t - \tau(t)), \ldots, x_n(t - \tau(t)))^T \in \mathbb{R}^n\) is the delayed state vector. \(x(t^-) = \lim_{s \to t^-} x(s)\). The time-varying delay \(\tau(\cdot): \mathbb{R}_+ \to [0, \tau]\) is a Borel measurable function. \(f(\cdot, \cdot, \cdot, \cdot): \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}_+ \times \mathbb{M} \to \mathbb{R}^n\) is the drift coefficient vector, \(g(\cdot, \cdot, \cdot, \cdot): \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{M} \to \mathbb{R}\) is the diffusion coefficient matrix, and \(J(\cdot, \cdot, \cdot)\) is any twice continuously differentiable function.

\[
\mathcal{L}V(x, y, t, k) = V_t(x, t, k) + V_x(x, t, k)f(x, t, y, k)
\]

\[
\quad + \frac{1}{2} \text{trace} \left[ g^T(x, y, t, k)V_{xx}(x, t, k)g(x, y, t, k) \right] + \int_{\mathcal{Y}} \left[ V(x + f(x, t, k, v), t, k) - V(x, t, k) - f(x, t, k, v)V_x(x, t, k)1\lambda(dv) \right] + \sum_{l=1}^{N} \eta_l V(x, t, k),
\]

where

\[
\begin{align*}
V_t(x, t, k) &= \frac{\partial V(x, t, k)}{\partial t} \\
V_x(x, t, k) &= \begin{pmatrix}
\frac{\partial V(x, t, k)}{\partial x_1} \\
\frac{\partial V(x, t, k)}{\partial x_2} \\
\vdots \\
\frac{\partial V(x, t, k)}{\partial x_n}
\end{pmatrix}, \\
V_{xx}(x, t, k) &= \begin{pmatrix}
\frac{\partial^2 V(x, t, k)}{\partial x_i \partial x_j}
\end{pmatrix}_{mn}.
\end{align*}
\]

Then, one has the generalized Itô's formula:

\[
\begin{align*}
\dot{V}(x, y, t, k) &= \mathcal{L}V(x, y, t, k)dt + V_x(x, t, k)f(x, y, t, k)dB(t) \\
&\quad + \int_{\mathcal{Y}} \ln(1 + J(x, t, k, v))\tilde{N}(dr, dv).
\end{align*}
\]

**Hypothesis 1** (locally Lipschitz condition). For any integer \(h \geq 1\), there exists a constant \(L_h > 0\) such that

\[
|f(x, y, t, k) - f(x', y, t, k)| \leq L_h |x - x'|^{h}.
\]

**Hypothesis 2** (linear growth condition). There is a constant \(L > 0\) such that

\[
|f(x, y, t, k)| \leq L (1 + |x| + |y|),
\]

for any \((x, y, t, k) \in \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}_+ \times \mathbb{M}\).

**Hypothesis 3.** For each \(\xi > 0\), there is a constant \(L_\xi\) that depends on \(\xi\) such that

\[
\int_{\mathcal{Y}} |f(x, t, k, v) - J(y, t, k, v)|^2\lambda(dv) \leq L_\xi |x - y|^2,
\]

with \(|x|, |y| \leq \xi\).

Here, Hypotheses 1–3 are the conservative conditions to check the existence and uniqueness of the global solution of (7). In this paper, Hypotheses 1–3 are always satisfied.

For simplicity, denote some notations:
In order to give the proof in this paper, we provide some assumptions.

A.1: there exists a constant $K_1 > 0$ such that

$$\int \gamma \ln (1 + \gamma ((\xi(t)), v)) \lambda (dv) \leq K_1. \quad (15)$$

A.2: $1 + \gamma ((\xi(t)), v) > 0$, and there exists constant $K_2 > 0$ such that

$$\int \gamma ((\xi(t)), v) - \ln (1 + \gamma ((\xi(t)), v)) \lambda (dv) < K_2. \quad (16)$$

A.3: let the initial value $X = \beta$ be positive and $\beta \in C_g$ (see [31, 39]), which is defined by

$$C_g = \left\{ \psi \in C([-\infty, 0]; R_+): \|\psi\|_{C_g} = \sup_{-\infty < 0} e^{\alpha} \phi (\theta) < +\infty \right\}. \quad (17)$$

There exists a probability measure $\rho$ and a constant $r > 0$ such that

$$\rho_r = \int_{-\infty}^{0} e^{-2\alpha r} d\sigma (\theta) < +\infty. \quad (18)$$

A.4: $a = (\bar{a}_1 - \bar{a}_2 - \bar{a}_3) > 0.$

A.5: there exist two positive constants $m$ and $M$ such that

$$m \leq \prod_{0 < t < T} (1 + \delta_n) \leq M. \quad (19)$$

A.6: $m\bar{a}_1 > \max\{M (\bar{a}_2 + \bar{a}_3), M (\bar{a}_2 e^T + \bar{a}_3 \rho T)\}.$

We give some useful inequality in [40].

(1) (Exponential martingale inequality) Let $T, \alpha, \beta$ be any positive numbers. Then,

$$P \left\{ \sup_{t \in [T]} \left[ \int_0^t g(s) dB(s) - \frac{\alpha}{2} \int_0^t |g(s)|^2 ds \right] > \beta \right\} \leq e^{-\gamma \beta}. \quad (20)$$

(2) (Chebyshev’s inequality) If $c > 0$, $p > 0$, $x \in L^p (\Omega, R^d)$ which is the family of $R^d$-valued random variables $X$ with $E|X|^p < \infty$. Then,

$$P \left\{ \omega : |X(\omega)| \geq c \right\} \leq e^{-\gamma p} E|X|^p. \quad (21)$$

Next, we consider the following subsystem of system (4):

$$\begin{align*}
dC_o (t) &= [kC_o (t) - (g + m)C_o (t)] dt, \\
dC_e (t) &= -hC_e (t) dt, \\
\Delta C_o (t) &= 0, \Delta C_e (t) = u, t \neq nT, n \in Z^+, \\
\Delta C_o (t) &= 0, \Delta C_e (t) = u, t = nT, \quad n \in Z^+. \quad (22)
\end{align*}$$

From [38], we can get the following lemma.

Lemma 1 (see [38]). System (22) has a unique globally asymptotically stable positive $T$-periodic solution $(\bar{C}_o (t), \bar{C}_e (t))^T$. If $C_0 (0) > \bar{C}_0 (0), C_e (0) > \bar{C}_e (0)$, then $C_0 (t) > \bar{C}_0 (t), C_e (t) > \bar{C}_e (t)$ for all $t \geq 0$, where
For any initial data \((X(0), \xi(0))\) \(\in \mathbb{R} \times \mathbb{M}\), system (25) has a unique positive solution \((X(t), \xi(t))\) \(\in \mathbb{R} \times \mathbb{M}\) with probability one.

\[
\begin{align*}
\tilde{C}_0(t) &= \tilde{C}_0(0)e^{-(g+m)(t-nT)} + \frac{ku(e^{-(g+m)(t-nT)} - e^{-h(t-nT)})}{(h-g-m)(1-e^{-hT})}, \\
\tilde{C}_0(0) &= \frac{ku(e^{-(g+m)T} - e^{-hT})}{(h-g-m)(1-e^{-hT})}, \\
\tilde{C}_e(t) &= \frac{ue^{-h(t-nT)}}{1-e^{-hT}}, \\
\tilde{C}_e(0) &= \frac{u}{1-e^{-hT}},
\end{align*}
\]

(23)

\[
\begin{align*}
\frac{dX(t)}{dt} &= X(t) \left[ r(\xi(t)) - \alpha(\xi(t))C_0(t) - a_1(\xi(t))X(t) + a_2(\xi(t))X(t-\tau) + a_3(\xi(t)) \right] \\
&\quad + \sigma(\xi(t))X(t)dB(t) + X(t^-) \int_{\mathbb{V}} Y((\xi(t)), v)\tilde{N}(dt, dv), \\
\Delta X(t) &= \delta(X(t), t = t_n), \quad n \in \mathbb{Z}^+.
\end{align*}
\]

(25)

### 3. Positive and Global Solutions

**Theorem 1.** For any initial data \((X(0), \xi(0))\) \(\in \mathbb{R} \times \mathbb{M}\), system (25) has a unique positive solution \((X(t), \xi(t))\) \(\in \mathbb{R} \times \mathbb{M}\) with probability one.

Proof. Consider the following SDDEs with Markovian switching and without impulses:

\[
\frac{dY(t)}{dt} = Y(t) \left[ r(\xi(t)) - \alpha(\xi(t))C_0(t) - a_1(\xi(t)) \prod_{0 < \tau < t} (1 + \delta_n)Y(t) \\
+ a_2(\xi(t)) \prod_{0 < \delta_n < t} (1 + \delta_n)Y(t-\tau) \\
+ a_3(\xi(t)) \int_{-\infty}^{0} \prod_{0 < \delta_n < t + \theta} (1 + \delta_n)Y(t + \theta) d\varsigma(\theta) \
\right] dt \\
+ \sigma(\xi(t))Y(t)dB(t) + Y(t^-) \int_{\mathbb{V}} Y((\xi(t)), v)\tilde{N}(dt, dv),
\]

(26)

with initial value \((Y(0), \xi(0))\). By the theory of SDDEs with Markovian switching and Lévy jump, we refer the reader to [12]. System (26) has a unique global positive solution \((Y(t), \xi(t))\).

Let \(X(t) = \prod_{0 < \delta_n < t} (1 + \delta_n)Y(t)\) with initial value \((X(0), \xi(0))\).

Since \(X(t)\) is continuous on each interval \((t_n, t_{n+1}) \subset \mathbb{R}_+\), then

\[
\begin{align*}
\frac{dX(t)}{dt} &= \prod_{0 < \delta_n < t} (1 + \delta_n)Y(t) \\
&= \prod_{0 < \delta_n < t} (1 + \delta_n)Y(t) \left[ r(\xi(t)) - \alpha(\xi(t))C_0(t) - a_1(\xi(t)) \prod_{0 < \tau < t} (1 + \delta_n)Y(t) \\
+ a_2(\xi(t)) \prod_{0 < \delta_n < t} (1 + \delta_n)Y(t-\tau) + a_3(\xi(t)) \int_{-\infty}^{0} \prod_{0 < \delta_n < t + \theta} (1 + \delta_n)Y(t + \theta) d\varsigma(\theta) \
\right] dt \\
&\quad + \sigma(\xi(t))Y(t)dB(t) + Y(t^-) \int_{\mathbb{V}} Y((\xi(t)), v)\tilde{N}(dt, dv).
\end{align*}
\]
\[ \begin{aligned}
+ \sigma(\xi(t)) \left( \prod_{0 < t_n < t} (1 + \delta_n)Y(t)dB(t) + \prod_{0 < t_n < t} (1 + \delta_n)Y(t^-) \right) & \int_\gamma Y((\xi(t)), v)N(dt, dv) \\
= X(t)[r(\xi(t)) - \alpha(\xi(t))C_0(t) - a_1(\xi(t))X(t) + a_2(\xi(t))X(t - \tau) \\
+ a_3(\xi(t)) \int_{-\infty}^0 X(t + \theta) \mu(\theta) \, d\theta] dt + \sigma(\xi(t))X(t)dB(t) + X(t^-) \int_\gamma Y((\xi(t)), v)N(dt, dv),
\end{aligned} \]

for \( t \neq t_n, n \in \mathbb{Z}^+ \).

And for \( \forall t_n \in \mathbb{R}_+ \), we get

\[ X(t_n^+) = \lim_{t \to t_n^+} X(t) = \prod_{0 < t_n < t} (1 + \delta_n)Y(t_n^+) = (1 + \delta_n)Y(t_n). \]

Moreover,

\[ X(t_n) = \lim_{t \to t_n} X(t) = \prod_{0 < t_n < t} (1 + \delta_n)Y(t_n) = (1 + \delta_n)Y(t_n). \]

Thus, system (25) has the unique global positive solution \((X(t), \xi(t))\).

\section*{4. Extinction and Persistence}

\textbf{Theorem 2.} When A.1–A.4 hold, if \( \eta^* < \tilde{a}C_0 \), then

\[ \lim_{t \to \infty} X(t) = 0, \quad \text{a.s.} \]

Namely, the population \( X(t) \) of system (25) is extinct.

\textbf{Proof.} Applying Itô’s formula to system (26), we have

\[ \begin{aligned}
\frac{d \ln Y(t)}{dt} = & \left[ r(\xi(t)) - \frac{\sigma^2(\xi(t))}{2} - \int_\gamma Y((\xi(t)), v) - \ln(1 + Y((\xi(t)), v)) \lambda( dv) \\
- & \alpha(\xi(t))C_0(t) - a_1(\xi(t)) \prod_{0 < t_n < t} (1 + \delta_n)Y(t) \\
+ & a_2(\xi(t)) \prod_{0 < t_n < t-\tau} (1 + \delta_n)Y(t - \tau) \\
+ & a_3(\xi(t)) \int_{-\infty}^0 \prod_{0 < t_n < t+\theta} (1 + \delta_n)Y(t + \theta) d\mu(\theta) \right] dt \\
+ & \sigma(\xi(t))dB(t) + \int_\gamma \ln(1 + Y((\xi(t)), v))N(dt, dv).
\end{aligned} \]

Integrating both sides of (31) from 0 to \( t \) yields

\[ \begin{aligned}
\ln Y(t) - \ln Y(0) = & \int_0^t \left[ b(\xi(s)) - \alpha(\xi(s))C_0(s) - a_1(\xi(s)) \prod_{0 < t_n < s} (1 + \delta_n)Y(s) \\
+ & a_2(\xi(s)) \prod_{0 < t_n < s-\tau} (1 + \delta_n)Y(s - \tau) \\
+ & a_3(\xi(s)) \int_{-\infty}^0 \prod_{0 < t_n < s+\theta} (1 + \delta_n)Y(s + \theta) d\mu(\theta) \right] ds \\
+ & \sigma(\xi(s))dB(s) + \int_\gamma \ln(1 + Y((\xi(s)), v))N(ds, dv)
\end{aligned} \]
\[
= \int_0^t \left[ b(\xi(s)) - \alpha(\xi(s))C_0(s) - a_1(\xi(s))X(s) + a_2(\xi(s))X(s - \tau) \right. \\
\left. + a_3(\xi(s)) \int_0^s X(s + \theta) \sqrt{\xi(\theta)} ds + \int_0^t \sigma(\xi(s)) dB(s) \right] ds \\
+ \int_0^t \int_Y \ln(1 + \gamma(\xi(s), \nu)) \tilde{N}(ds, dv),
\]

owing to

\[
\int_0^t a_3(\xi(s)) \int_{-\infty}^0 X(s + \theta) d\xi(\theta) ds = \int_0^t a_3(\xi(s)) \left[ \int_{-\infty}^{s-} X(s + \theta) d\xi(\theta) + \int_0^s X(s + \theta) d\xi(\theta) \right] ds \\
= \int_0^t a_3(\xi(s)) ds \int_{-\infty}^{s-} e^{r(s+\theta)} X(s + \theta) e^{-r(s+\theta)} d\xi(\theta) \\
+ \int_0^s d\xi(\theta) \int_{-\theta}^t a_3(\xi(s)) X(s + \theta) ds \\
\leq \tilde{a}_3 \Vert \phi \Vert_{C^0} \int_0^t e^{-r\tau} ds \int_{-\infty}^{s-} e^{-2r\theta} d\xi(\theta) + \tilde{a}_3 \int_{-\infty}^{s-} d\xi(\theta) \int_0^t X(s) ds \\
\leq \frac{1}{r} \tilde{a}_3 \Vert \phi \Vert_{C^0, \theta} (1 - e^{-r\tau}) + \tilde{a}_3 \int_0^t X(s) ds.
\]

Then, we have

\[
\ln Y(t) - \ln Y(0) = \int_0^t \left[ b(\xi(s)) - \alpha(\xi(s))C_0(s) - a_1(\xi(s))X(s) + a_2(\xi(s))X(s - \tau) \right. \\
\left. + a_3(\xi(s)) \int_{-\infty}^0 X(s + \theta) d\xi(\theta) \right] ds + \int_0^t \sigma(\xi(s)) dB(s) \\
+ \int_0^t \int_Y \ln(1 + \gamma(\xi(s), \nu)) \tilde{N}(ds, dv) \\
\leq \int_0^t \left[ b(\xi(s)) - \alpha(\xi(s))C_0(s) - (\tilde{a}_1 - \tilde{a}_2 - \tilde{a}_3)X(s) \right] ds \\
+ \frac{1}{r} \tilde{a}_3 \Vert \phi \Vert_{C^0, \theta} (1 - e^{-r\tau}) + \int_{-\tau}^0 a_2(\xi(s + \tau)) X(s) ds \\
+ \int_0^t \sigma(\xi(s)) dB(s) + \int_0^t \int_Y \ln(1 + \gamma(\xi(s), \nu)) \tilde{N}(ds, dv) \\
\leq \int_0^t \left[ b(\xi(s)) - \alpha(\xi(s))C_0(s) - aX(s) \right] ds + \frac{1}{r} \tilde{a}_3 \Vert \phi \Vert_{C^0, \theta} (1 - e^{-r\tau}) \\
+ \int_{-\tau}^0 a_2(\xi(s + \tau)) X(s) ds + M_1(t) + M_2(t),
\]

(34)
where
\[
M_1(t) = \int_0^t \sigma(\xi(s))dB(s),
\]
\[
M_2(t) = \int_0^t \int_Y \ln(1 + \gamma(\xi(s), v))\bar{N}(ds, dv).
\]

Since \(M_1(t)\) and \(M_2(t)\) are local martingales, the quadratic variations are
\[
\langle M_1(t), M_1(t) \rangle = \int_0^t \sigma^2(\xi(s))ds \leq (\delta_0)^2 t,
\]
\[
\langle M_2(t), M_2(t) \rangle = \int_0^t \int_Y \ln(1 + \gamma(\xi(s), v))^2 \lambda(dv)ds \leq K_t.
\]

Making use of the strong law of large numbers for local martingales (see [41]) yields
\[
\lim_{t \to +\infty} \frac{M_1(t)}{t} = 0,
\]
\[
\lim_{t \to +\infty} \frac{M_2(t)}{t} = 0,
\]
\[\text{a.s.}\]

From (34), we can get that
\[
\ln X(t) \leq \sum_{0 < t_n < t} \ln(1 + \delta_n) + \int_0^t b(\xi(s))ds - \int_0^t a(\xi(t))C_0(s)ds - \int_0^t aX(s)ds + \frac{1}{r}\bar{a}_k \|\varphi\|_{C^0_r} \left(1 - e^{-rt}\right)
\]
\[+ \int_{-\tau}^0 a_2(\xi(s + \tau))X(s)ds + \ln Y(0) + M_1(t) + M_2(t).
\]

Thus,
\[
\ln X(t) \leq \sum_{0 < t_n < t} \ln(1 + \delta_n) + \int_0^t b(\xi(s))ds - \int_0^t a(\xi(t))C_0(s)ds
\]
\[+ \int_{-\tau}^0 a_2(\xi(s + \tau))X(s)ds + \ln Y(0) + M_1(t) + M_2(t).
\]

Taking superior limit on both sides of (39) and applying the ergodicity of \(\xi(\cdot)\) and (37), we obtain
\[
\limsup_{t \to +\infty} \frac{1}{t} \ln X(t) \leq \frac{1}{t} \left[ \sum_{0 < t_n < t} \ln(1 + \delta_n) \right]
\]
\[+ \sum_{k \in \mathbb{Z}} \pi_k b(k) - \bar{a}C_0 = \eta^* - \bar{a}C_0 < 0, \quad \text{a.s.}
\]

(40)

**Theorem 3.** When A.1–A.4 hold, if \(\eta^* \geq \bar{a}C_0\), then

\[
\text{Proof: For } \forall \varepsilon > 0, \text{ there exists a constant } T > 0, \text{ for all } 0 < T < n - 1 \leq t \leq n, \text{ such that}
\]
\[
\frac{1}{t} \left[ \ln Y(0) + \int_0^1 \alpha_1(\xi(\tau))X(s)ds + M_1(t) + M_2(t) \right] \leq \frac{\epsilon}{2}.
\]

Substituting above inequalities into (39), we have
\[
\ln X(t) \leq \sum_{0<\tau<t} \ln(1+\delta_\tau) + \int_0^t \left( b(\xi(s)) - \alpha \right) X(s)ds - \tilde{\alpha} \int_0^t C_0(s)ds
\]
\[
- \frac{1}{t} \sum_{0<\tau<t} \int_0^t b(\xi(s)) \alpha_2(\xi(s))X(s)ds + \ln Y(0) + M_1(t) + M_2(t)
\]
\[
\leq \left( \eta^* - \tilde{\alpha}C_0 + \epsilon \right) t - a \int_0^t X(s)ds, \quad \text{a.s.}
\]

Denote \( g(t) = \int_0^t X(s)ds \); then, we have \( (dg(t)/dt) = X(t) \). Taking exponent on both sides of (43) yields
\[
e^{ag(t)} \left( \frac{dg(t)}{dt} \right) = e^{\left( \eta^* - \tilde{\alpha}C_0 + \epsilon \right) t}.
\]

Integrating (44) from \( T \) to \( t \), we can show that
\[
e^{ag(t)} \leq a \left( \frac{\eta^* - \tilde{\alpha}C_0 + \epsilon}{\eta^*} \right) e^{\left( \eta^* - \tilde{\alpha}C_0 + \epsilon \right) T} + e^{ag(T)}
\]
\[
- \frac{a}{\eta^*} e^{\left( \eta^* - \tilde{\alpha}C_0 + \epsilon \right) T}.
\]

Taking logarithm of (45) yields
\[
\frac{\ln X(t) - \ln X(0)}{t} \leq \frac{1}{t} \left[ \sum_{0<\tau<t} \ln(1+\delta_\tau) + \int_0^t b(\xi(s)) \alpha_2(\xi(s))X(s)ds + \ln Y(0) + M_1(t) + M_2(t) \right] - \frac{a}{t} \int_0^t X(s)ds - \frac{1}{rt} \tilde{\alpha} \int_0^t \alpha_1(\xi(\tau))X(s)ds
\]
\[
+ \frac{1}{rt} \alpha_2(\xi(s))X(s)ds + \left( \frac{M_1(t)}{t} + \frac{M_2(t)}{t} \right).
\]

(49)

For \( \forall \omega \in L \), we have \( \lim_{t \to \infty} X(t, \omega) = 0 \). As a result,
\[
\limsup_{t \to \infty} \frac{\ln X(t, \omega) - \ln X(0)}{t} \leq 0,
\]
(50)

\[
\limsup_{t \to \infty} a \int_0^t X(s)ds = 0.
\]

From (49), one has
\[
0 \geq \limsup_{t \to \infty} \ln X(t, \omega) = \eta^* - \tilde{\alpha}C_0 > 0,
\]
(51)

\[\frac{\int_0^t C_0(s)ds}{t} \leq \eta^* - \tilde{\alpha}C_0 + \frac{\epsilon}{2}.\]

(42)

Taking superior limit on (46) elicits that
\[
\limsup_{t \to \infty} \frac{1}{t} \int_0^t X(s)ds \leq \limsup_{t \to \infty} \frac{1}{t} \ln \left( \frac{\eta^* - \tilde{\alpha}C_0 + \epsilon}{\eta^* - \tilde{\alpha}C_0 + \epsilon} \right) + e^{ag(T)}
\]
\[
- \frac{a}{\eta^*} e^{\left( \eta^* - \tilde{\alpha}C_0 + \epsilon \right) T}.
\]

(47)

Utilizing L’Hospital’s rule results in
\[
\limsup_{t \to \infty} \frac{1}{t} \int_0^t X(s)ds = \limsup_{t \to \infty} \frac{\eta^* - \tilde{\alpha}C_0 + \epsilon}{\eta^* - \tilde{\alpha}C_0} = \frac{\eta^* - \tilde{\alpha}C_0}{\eta^* - \tilde{\alpha}C_0} = X^*.
\]

(48)

\[\square\]

**Theorem 4.** When A.1–A.4 hold, if \( \eta^* > \tilde{\alpha}C_0 \), then the population \( X(t) \) of system (25) is weakly persistent a.s.

**Proof.** Denote \( L = \{ \omega \mid \limsup_{t \to \infty} X(t, \omega) = 0 \} \); suppose that \( \mathbb{P}(L) > 0 \). Then, it follows from (39) that

which is a contradiction. \[\square\]

**Remark 1.** Through Theorems 2–4, we find an interesting biological phenomenon: when \( \eta^* > \tilde{\alpha}C_0 \), the population \( X(t) \) is weakly persistent; when \( \eta^* < \tilde{\alpha}C_0 \), the population \( X(t) \) goes to extinction, which means that the persistence and extinction of \( X(t) \) depend on \( \eta^* \) and the absorption intensity of toxins \( \tilde{\alpha}C_0 \).

**Theorem 5.** When A.1–A.3 hold, if \( \eta^* > \tilde{\alpha}C_0 \), then
\[
\liminf_{t \to +\infty} \frac{1}{t} \int_0^t X(s)ds \geq \frac{\eta_* - \tilde{a}C_0}{\tilde{a}_1} = \dot{X}_*, \quad \text{a.s.} \tag{52}
\]

That is, the population \( X(t) \) of system (25) is persistent in the mean a.s.

**Proof.** Applying Itô’s formula to (26) yields

\[
d\ln Y(t) = \left[ r(\xi(t)) - \frac{\sigma^2(\xi(t))}{2} - \int_Y [y((\xi(t)), v) - \ln(1 + y((\xi(t)), v))] \lambda(\mathrm{d}v) \right. \\
- \alpha(\xi(t))C_0(t) - a_1(\xi(t)) \prod_{0 < c_{s} < t} (1 + \delta_{s})Y(t) \tag{53}
+ a_2(\xi(t)) \prod_{0 < c_{s} < t} (1 + \delta_{s})Y(t - \tau) \\
+ a_3(\xi(t)) \int_{-\infty}^0 \prod_{0 < c_{s} < t + \theta} (1 + \delta_{s})Y(t + \theta)d\xi(\theta) \right.] \mathrm{d}t \\
+ \sigma(\xi(t)) \mathrm{d}B(t) \tag{53}
+ \int_Y \ln(1 + y((\xi(t)), v))\tilde{N}(\mathrm{d}t, \mathrm{d}v) \\
\geq \left[ b(\xi(t)) - \tilde{a}C_0(t) - \tilde{a}_1 X(t) \right] \mathrm{d}t + \sigma(\xi(t)) \mathrm{d}B(t) \\
+ \int_Y \ln(1 + y((\xi(t)), v))\tilde{N}(\mathrm{d}t, \mathrm{d}v).
\]

Calculating inequality (53), one has

\[
\ln X(t) \geq \sum_{0 < c_{s} < t} \ln(1 + \delta_{s}) + \int_0^t b(\xi(s))\mathrm{d}s - \tilde{a}_1 \int_0^t C_0(s)\mathrm{d}s \\
- \tilde{a}_1 \int_0^t X(s)\mathrm{d}s + \ln Y(0) + M_1(t) + M_2(t). \tag{54}
\]

According to the properties of the limit, there exists \( T_1 > 0 \) such that for \( \forall \varepsilon > 0 \),

\[
\sum_{0 < c_{s} < t} \ln(1 + \delta_{s}) + \int_0^t b(\xi(s))\mathrm{d}s - \tilde{a}_1 \int_0^t C_0(s)\mathrm{d}s \geq \left( \eta_* - \tilde{a}C_0 - \frac{\varepsilon_1}{4} \right) t, \\
\ln y(0) \geq -\frac{\varepsilon_1}{4} t, \\
M_1(t) \geq -\frac{\varepsilon_1}{4} t, \\
M_2(t) \geq -\frac{\varepsilon_1}{4} t. \tag{55}
\]

Then, inequality (54) becomes

\[
\ln X(t) \geq \left( \eta_* - \tilde{a}C_0 - \varepsilon_1 \right) t - \tilde{a}_1 \int_0^t X(s)\mathrm{d}s, \tag{56}
\]

for \( t > T_1 \). By using a method similar to Theorem 3, we can obtain that

\[
\liminf_{t \to +\infty} \frac{1}{t} \int_0^t X(s)ds \geq \liminf_{t \to +\infty} \frac{\eta_* - \tilde{a}C_0 - \varepsilon_1}{\tilde{a}_1} = \frac{\eta_* - \tilde{a}C_0}{\tilde{a}_1} = \dot{X}_*. \tag{57}
\]

**Theorem 6.** When A.1–A.3, A.5, and A.6 hold, if \( \sum_{k=1}^N p_k b(k) > 0 \), then the population \( X(t) \) of system (25) is stochastically permanent.

**Proof.** First, we prove that for \( \forall \varepsilon > 0 \), there exists a constant \( b_1 > 0 \) such that

\[
\liminf_{t \to +\infty} \mathbb{P}\{X(t) \geq b_1\} \geq 1 - \varepsilon. \tag{58}
\]

Define

\[
V_1(Y) = \frac{1}{Y^\varphi}, \\
V_2(Y) = \varphi_b (1 + V_1(Y))^\varphi, \tag{59}
V_3(Y) = e^{\varphi} V_2(Y),
\]

where \( \varphi \) and \( \kappa \) are sufficiently small positive constants and satisfy

\[
\varphi_b (\varphi b(k) - 2\varphi^2 \sigma^2(k)) - \sum_{k=1}^N y_{k\ell} \beta_{k\ell} > 0, \quad 1 \leq k \leq N, \tag{60}
\]

From (26), we can calculate that
\[ dV_1(Y) = 2V_1(Y) \left[ -r(\xi(t)) + \frac{3}{2} \sigma^2(\xi(t)) + a(\xi(t))C_0(t) + a_1(\xi(t)) \prod_{0 < \tau < t} (1 + \delta_n)Y(t) \right. \\
\left. \\
- a_2(\xi(t)) \prod_{0 < \tau < t} (1 + \delta_n)Y(t - \tau) - a_3(\xi(t)) \int_0^\tau \prod_{0 < \tau < t + \theta} (1 + \delta_n)Y(t + \theta) \, d\zeta(\theta) \right] \\
+ \frac{1}{2} \int \left( \frac{1}{(1 + y((\xi(t)), v))^2} - 1 + 2y((\xi(t)), v) \right) \lambda(\, d\nu) \, dt \\
- 2V_1(Y)\sigma(\xi(t))dB(t) + V_1(Y) \int \lambda(\, d\nu(\, d\nu, v)) - 1 \right) \, \tilde{N}(\, dt, \, d\nu). \] 

(61)

Applying the generalized Itô's formula yields:

\[ dV_2(Y) \leq (1 + V_1(Y))^{\theta - 2} \left[ \theta \theta_k(1 + V_1(Y)^{\theta - 2} \left[ \\
\frac{1}{2} \int \left( \frac{1}{(1 + y((\xi(t)), v))^2} - 1 + 2y((\xi(t)), v) \right) \lambda(\, d\nu) \, dt \\
+ 2a_2(\xi(t)) \prod_{0 < \tau < t} (1 + \delta_n)Y_1^{1/2}(Y) \right] \\
+ 2q(1 + V_1(Y)^{\theta - 1}V_1(Y) \int \lambda(\, d\nu(\, d\nu, v)) - 1 \right) \, \tilde{N}(\, dt, \, d\nu) \right]. \]
and we use the following equation:

\[
\int_Y \left( 1 + V_1(Y) + V_1(Y) \left( \frac{1}{(1 + \gamma((k), \nu)^2)} \right) \right)^{\xi} \cdot (1 + V_1(Y))^{\eta} \cdot N(dt, d\nu) - (1 + V_1(Y))^{\eta} \cdot \lambda(d\nu) < 0.
\]

Therefore, we obtain that

\[
dV_3(Y) = \kappa e^{e^2} \cdot V_2(Y) dt + e^{e^2} \cdot dV_2(Y) \leq e^{e^2} \cdot (1 + V_1(Y))^{\eta - 2} \left\{ - \left( \theta_k(\varphi(k) - 2\varphi_2(k)) - \sum_{i=1}^N \gamma_{kl}\theta_i - \kappa \theta_k \right) V_1^2(Y) \right\} \cdot (1 + V_1(Y))^{\eta} \cdot N(dt, d\nu).
\]

\[
+ 2a_1(k)MV_1^{1/2}(Y) + \sum_{i=1}^N \gamma_{kl}\theta_i \cdot \kappa \theta_k \\right\} \cdot \gamma_{kl}\theta_i - 2x\theta_k \right\} V_1^2(Y)
\]

\[
+ 2a_1(k)MV_1^{3/2}(Y) - \left( \theta_k(\varphi(k) - 2\varphi_2(k)) - \sum_{i=1}^N \gamma_{kl}\theta_i - 2x\theta_k \right) V_1^2(Y)
\]

\[
+ 2a_1(k)MV_1^{1/2}(Y) + \sum_{i=1}^N \gamma_{kl}\theta_i + \kappa \theta_k \\right\} \cdot (1 + V_1(Y))^{\eta - 1} V_1(Y) dB(t)
\]

\[
\left[ \left( 1 + V_1(Y) + V_1(Y) \left( \frac{1}{(1 + \gamma((k), \nu)^2)} \right) \right)^{\eta} \cdot (1 + V_1(Y))^{\eta} \right] \cdot N(dt, d\nu) + \theta_k e^{e^2} \left[ \left( 1 + V_1(Y) + V_1(Y) \left( \frac{1}{(1 + \gamma((k), \nu)^2)} \right) \right)^{\eta} \cdot (1 + V_1(Y))^{\eta} \right] \cdot N(dt, d\nu),
\]

where

\[
H(Y) = (1 + V_1(Y))^{\eta - 2} \left\{ - \left( \theta_k(\varphi(k) - 2\varphi_2(k)) - \sum_{i=1}^N \gamma_{kl}\theta_i - \kappa \theta_k \right) V_1^2(Y) + 2a_1(k)MV_1^{1/2}(Y)
\]

\[
\left( \theta_k(\varphi(k) - 2\varphi_2(k)) - \sum_{i=1}^N \gamma_{kl}\theta_i - 2x\theta_k \right) V_1^2(Y) + 2a_1(k)MV_1^{3/2}(Y) + \sum_{i=1}^N \gamma_{kl}\theta_i + \kappa \theta_k \right\}.
\]
Calculating (66), it is not difficult to show that
\[ \mathbb{E}\left[ 8_k (1 + V_1(Y))^6 \right] \leq 8_k V_2(Y_0) \mathbb{E}[e^{-xt}] + \frac{H}{\kappa} \mathbb{E}\left[ 1 - e^{-xt} \right]. \] (67)

Thus,
\[ \limsup_{t \to \infty} \mathbb{E}\left[ Y(t)^{-2q} \right] \leq \limsup_{t \to \infty} \mathbb{E}\left[ (1 + V_1(Y(t)))^6 \right] \leq \limsup_{t \to \infty} \left\{ \begin{array}{l} V_2(Y_0) + \frac{H(1 - e^{-xt})}{\kappa \min_{k \in \mathbb{N}}[8_k]} \end{array} \right\} = \overline{H}. \] (68)

Consequently,
\[ \limsup_{t \to \infty} \mathbb{E}\left[ X(t)^{-2q} \right] = \limsup_{t \to \infty} \mathbb{E}\left\{ \prod_{0 < t \leq t} \left( 1 + \delta_n \right)^{-2q} Y(t)^{-2q} \right\} \leq M^{-2q} \overline{H}. \] (69)

Then, for \( \forall \epsilon > 0 \), let \( b_1 = M(\epsilon/\overline{H})^{1/2q} \); using Chebyshev's inequality, we have
\[ \limsup_{t \to \infty} \mathbb{P}\{|X(t)| < b_1\} = \limsup_{t \to \infty} \mathbb{P}\{|X(t)^{-2q} > b_1^{-2q}\} \leq \lim_{t \to \infty} \frac{\mathbb{E}\left[ |X(t)|^{-2q} \right]}{b_1^{-2q}} \leq \epsilon. \] (70)

In other words,
\[ \liminf_{t \to \infty} \mathbb{P}\{|X(t)| \geq b_1\} \geq 1 - \epsilon. \] (71)

Next, we prove that for \( \forall \epsilon > 0 \), there exists \( b_2 > 0 \) such that
\[ \liminf_{t \to \infty} \mathbb{P}\{|X(t) \leq b_2\} \geq 1 - \epsilon. \] (72)

Applying generalized Itô's formula to (26):
\[ d(Y(t)) = Y(t) \left[ r(\xi(t)) - \alpha(\xi(t))C_0(t) - \alpha_1(\xi(t)) \prod_{0 < t \leq t} \left( 1 + \delta_n \right) Y(t) + \alpha_2(\xi(t)) \prod_{0 < t \leq t} (1 + \delta_n) Y(t - \tau) + \right. \]
\[ + \alpha_3(\xi(t)) \int_{-\infty}^{0} \prod_{0 < t \leq t} (1 + \delta_n) Y(t + \theta) d\xi(\theta) \right] dt + \sigma(\xi(t)) Y(t) dB(t) \]
\[ + \sigma(\xi(t)) Y(t) dB(t) + Y(t^-) \int \mathbb{F}\{\mathbb{F}(\xi(t)), \nu\} \mathbb{N}(dt, d\nu) \]
\[ \leq \left[ \left( r(\xi(t)) - \alpha C_0(t) \right) Y(t) - m\overline{1} Y(t) + 2 M\overline{a} Y(t) Y(t - \tau) + M\overline{\alpha}_1 Y(t) \int_{-\infty}^{0} Y(t + \theta) d\xi(\theta) \right] dt + \sigma(\xi(t)) Y(t) dB(t) + \right. \]
\[ + \sigma(\xi(t)) Y(t) dB(t) + Y(t^-) \int \mathbb{F}\{\mathbb{F}(\xi(t)), \nu\} \mathbb{N}(dt, d\nu) \]
\[ \leq \left( r(\xi(t)) - \alpha C_0(t) \right) Y(t) - m\overline{1} Y(t) + 2 M\overline{a} Y(t) + \right. \]
\[ + M\overline{\alpha}_1 Y(t) \int_{-\infty}^{0} Y(t + \theta) d\xi(\theta) + M\overline{\alpha}_1 Y(t - \tau) + M\overline{\alpha}_2 Y(t) + M\overline{\alpha}_3 Y(t) \int_{-\infty}^{0} Y^2(t + \theta) d\xi(\theta) \right] dt + \sigma(\xi(t)) Y(t) dB(t) + Y(t^-) \int \mathbb{F}\{\mathbb{F}(\xi(t)), \nu\} \mathbb{N}(dt, d\nu). \] (73)
Thus,

\[ d(e'Y(t)) \leq e' \left[ (1 + r(\xi(t)) - \bar{a}C_0(t))Y(t) - \bar{m}_aY^2(t) + \frac{\bar{M}_a}{2}Y^2(t) \right. \]

\[ + \frac{\bar{M}_a}{2}Y^2(t - \tau) + \frac{\bar{M}_a}{2} \int_{-\infty}^{0} Y^2(t + \theta)d\zeta(\theta) \right] dt \]

\[ + e' \sigma(\xi(t))Y(t)dB(t) + e'Y(t^{-}) \int_{\gamma} \gamma((\xi(t)),\nu)\bar{N} \left( dt, dv \right) \]

\[ = e' \left[ G(Y(t)) - \frac{\bar{m}_a}{2}Y^2(t) + \frac{\bar{M}_a}{2}Y^2(t - \tau) + \frac{\bar{M}_a}{2} \int_{-\infty}^{0} Y^2(t + \theta)d\zeta(\theta) \right] dt \]

\[ + e' \sigma(\xi(t))Y(t)dB(t) + e'Y(t^{-}) \int_{\gamma} \gamma((\xi(t)),\nu)\bar{N} \left( dt, dv \right) \]

(74)

where

\[ G(Y(t)) = (1 + r(\xi(t)) - \bar{a}C_0(t))Y(t) \]

\[ - \frac{\bar{m}_a}{2}Y^2(t) + \frac{\bar{M}_a}{2}Y^2(t) + \frac{\bar{M}_a}{2}Y^2(t). \]

According to \( \bar{m}_a > M(\bar{a}_2 + \bar{a}_3) \), we get

\[ G = \sup_{Y \in \mathbb{R}} G(Y) < + \infty. \]

(75)

Then,

\[ e'Y(t) - Y(0) \leq G(e' - 1) - \frac{\bar{m}_a}{2} \int_{0}^{t} e'Y^2(s)ds + \frac{\bar{M}_a}{2} \int_{0}^{t} e'y^2(s - \tau)ds \]

\[ + \frac{\bar{M}_a}{2} \int_{0}^{t} e' \int_{-\infty}^{0} Y^2(s + \theta)d\varsigma(\theta)ds + \int_{0}^{t} e' \sigma(\xi(s))Y(s)dB(s) \]

\[ + \int_{0}^{t} e' \int_{\gamma} \gamma((\xi(s)),\nu)Y(t^{-})\bar{N}(ds, dv). \]

(77)

On the one hand,

\[ \frac{\bar{M}_a}{2} \int_{0}^{t} e'Y^2(s)ds = \frac{\bar{M}_a}{2} \int_{-\tau}^{t} e'^{s+\tau}Y^2(s)ds \]

\[ \leq \frac{\bar{M}_a}{2} \int_{-\tau}^{t} e'^{s+\tau}Y^2(s)ds + \frac{\bar{M}_a}{2} \int_{0}^{t} e'y^2(s)ds, \]

\[ + \frac{\bar{M}_a}{2} \int_{0}^{t} e' \int_{-\infty}^{0} Y^2(s + \theta)d\varsigma(\theta)ds \]

\[ = \frac{\bar{M}_a}{2} \int_{0}^{t} e' \left[ \int_{-\infty}^{s} Y^2(s + \theta)d\varsigma(\theta) + \int_{s}^{0} Y^2(s + \theta)d\varsigma(\theta) \right] ds \]

\[ = \frac{\bar{M}_a}{2} \int_{0}^{t} e'Y^2(s + \theta) \int_{-\infty}^{s} e^{2r(s+\theta)}Y^2(s + \theta)e^{-2r(s+\theta)}d\varsigma(\theta) \]

\[ + \frac{\bar{M}_a}{2} \int_{0}^{t} \varsigma(\theta) \int_{-\theta}^{t} e'y^2(s + \theta)ds \]
\[
\begin{align*}
&= \frac{M\hat{a}_3}{2} \int_0^t e^s ds \int_{-\infty}^{-3} e^{2r(s+\theta)}Y^2(s+\theta)e^{-2r(s+\theta)}d\zeta(\theta) \\
&\quad + \frac{M\hat{a}_3}{2} \int_{-t}^0 \zeta(\theta) \int_0^{t+\theta} e^{(s-\theta)}Y^2(s)ds \\
&\leq \frac{M\hat{a}_3\|\xi\|_{C^2_t}}{2} \int_0^t e^{(1-2r)}ds \int_{-\infty}^{-3} e^{-2r\theta}d\zeta(\theta) \\
&\quad + \frac{M\hat{a}_3}{2} \int_{-\infty}^{-3} e^{-\theta}d\zeta(\theta) \int_0^t e^sY^2(s)ds \\
&\quad \leq \frac{M\hat{a}_3\|\xi\|_{C^2_t}^2}{2}t + \frac{M\hat{a}_3\rho_\tau}{2} \int_0^t e^sY^2(s)ds.
\end{align*}
\]

Therefore,

\[
\begin{align*}
&= \frac{M\hat{a}_3}{2} \int_0^t e^s ds \int_{-\infty}^{-3} e^{2r(s+\theta)}Y^2(s+\theta)e^{-2r(s+\theta)}d\zeta(\theta) \\
&\quad + \frac{M\hat{a}_3}{2} \int_{-t}^0 \zeta(\theta) \int_0^{t+\theta} e^{(s-\theta)}Y^2(s)ds \\
&\leq \frac{M\hat{a}_3\|\xi\|_{C^2_t}}{2} \int_0^t e^{(1-2r)}ds \int_{-\infty}^{-3} e^{-2r\theta}d\zeta(\theta) \\
&\quad + \frac{M\hat{a}_3}{2} \int_{-\infty}^{-3} e^{-\theta}d\zeta(\theta) \int_0^t e^sY^2(s)ds \\
&\quad \leq \frac{M\hat{a}_3\|\xi\|_{C^2_t}^2}{2}t + \frac{M\hat{a}_3\rho_\tau}{2} \int_0^t e^sY^2(s)ds.
\end{align*}
\]

Taking expectations on both sides of (79) yields

\[
\limsup_{t \to \infty} E[Y(t)] \leq G.
\]

(80)

This leads to

\[
\limsup_{t \to \infty} E[X(t)] \leq \limsup_{t \to \infty} E\left[ \prod_{0 < t_n < t} (1 + \delta_n)Y(t) \right] \leq MG.
\]

(81)

Then, for \( \forall \varepsilon > 0 \), let \( b_2 = (MG/\varepsilon) \), and we have

\[
\limsup_{t \to \infty} P[|X(t)| > b_2] \leq \lim_{t \to \infty} \frac{E[|X(t)|]}{b_2} = \varepsilon.
\]

(82)

That is,

\[
\limsup_{t \to \infty} P[|X(t)| \leq b_2] \geq 1 - \varepsilon.
\]

(83)

From (71) and (83), \( X(t) \) of system (25) is stochastically permanent.

\[\square\]

5. Asymptotic Properties

Theorem 7. When A.1–A.3, A.5, and A.6 hold and any solution \( X(t) \) of system (25) have the property that

\[
\limsup_{t \to \infty} \frac{\ln |X(t)|}{\ln t} \leq 1, \quad \text{a.s.,}
\]

and if \( \sum_{k=1}^{\infty} \pi_k \beta(k) > 0 \),

\[
\liminf_{t \to \infty} \frac{\ln |X(t)|}{\ln t} \geq -\frac{1}{2\theta}, \quad \text{a.s.}
\]

Proof. From (73), we have

\[
dY(t) = Y(t)\left[ r(\xi(t)) - a(\xi(t))C_2(t) - a_1(\xi(t)) \prod_{0 < t_n < t} (1 + \delta_n)Y(t) \\
+ a_2(\xi(t)) \prod_{0 < t_n < t} (1 + \delta_n)Y(t - t) \\
+ a_3(\xi(t)) \int_{-\infty}^{0} \prod_{0 < t_n < t - \theta} (1 + \delta_n)Y(t - \theta)d\zeta(\theta) \right] dt \\
+ \sigma(\xi(t))Y(t)dB(t) + Y(t) \int_{V} \gamma((\xi(t)), v)N(dt, dv).
\]

(86)
Then,
\[
\mathbb{E}\left[\limsup_{t \leq t_1, t_1 \to \infty} Y(t)\right] \leq \mathbb{E}[Y(t)] + \mathbb{E}\left[\limsup_{t \leq t_1, t_1 \to \infty} \int_t^{t_1} \sigma(\xi(s)) Y(s) ds\right]
\]
\[
+ \mathbb{E}\left[\limsup_{t \leq t_1, t_1 \to \infty} \int_t^{t_1} \gamma((\xi(s)), v) Y(s) N(ds, dv)\right],
\]
(87)

By the Burkholder–Davis–Gundy inequality (see [40]), one has
\[
\mathbb{E}\left[\limsup_{t \leq t_1, t_1 \to \infty} \int_t^{t_1} \sigma(\xi(s)) Y(s) dB(s)\right]
\]
\[
\leq \sqrt{2}\mathbb{E}\left[\left(\int_t^{t_1} \sigma^2(\xi(s)) Y^2(s) ds\right)^{1/2}\right]
\]
\[
\leq 4\sqrt{2}\sigma \mathbb{E}\left[\sup_{t \leq t_1, t_1 \to \infty} Y(s)\right],
\]
(88)

\[
\mathbb{E}\left[\limsup_{t \leq t_1, t_1 \to \infty} \int_t^{t_1} \gamma((\xi(s)), v) Y(s) N(ds, dv)\right]
\]
\[
\leq \sqrt{2}\mathbb{E}\left[\left(\int_t^{t_1} \gamma^2((\xi(s)), v) Y^2(s) N(ds, dv)\right)^{1/2}\right]
\]
\[
\leq 4\sqrt{2}\gamma \mathbb{E}\left[\sup_{t \leq t_1, t_1 \to \infty} Y(v)\right].
\]
(89)

Substituting (80), (88), and (89) into (87) yields
\[
\mathbb{E}\left[\limsup_{t \leq t_1, t_1 \to \infty} Y(t)\right] \leq \mathbb{E}[Y(t)] + B \mathbb{E}\left[\sup_{t \leq t_1, t_1 \to \infty} Y(t)\right],
\]
(90)

where \(B = G + 4\sqrt{2}\sigma + 4\sqrt{2}(\int_0^\infty \gamma d\nu)^{1/2}\).

In view of (90), we have
\[
\mathbb{E}\left[\limsup_{t \leq t_1, t_1 \to \infty} Y(t)\right] \leq \mathcal{H}.
\]
(91)

By Chebyshev's inequality, for \(\forall \varepsilon > 0\), we can obtain
\[
\mathbb{P}\left\{\omega \mid \sup_{t \leq t_1, t_1 \to \infty} Y(t) > \zeta^{1+\varepsilon}\right\} \leq \frac{\mathcal{B}}{\zeta^{1+\varepsilon}}, \quad \zeta = 1, 2, \ldots
\]
(92)

By using the Borel–Cantelli lemma [27], we get
\[
\sup_{t \leq t_1, t_1 \to \infty} Y(t) \leq \zeta^{1+\varepsilon}.
\]
(93)

Therefore, for \(\xi \leq t \leq \zeta + 1\) and \(\zeta \geq \zeta_0(\omega)\), if \(t \to \infty\), then \(\zeta \to \infty\).

\[
\limsup_{t \to \infty} \frac{\ln|Y(t)|}{\ln t} \leq \limsup_{t \to \infty} \frac{\ln(\sup_{t \leq t_1, t_1 \to \infty} Y(t))}{\ln t} \leq \frac{\ln \zeta^{1+\varepsilon}}{\ln t} \leq 1 + \varepsilon.
\]
(94)

Let \(\varepsilon \to 0\); then, \(\limsup_{t \to \infty} (\ln Y(t)/\ln t) \leq 1\), that is,
\[
\limsup_{t \to \infty} \frac{\ln|X(t)|}{\ln t} = \limsup_{t \to \infty} \frac{\sum_{0 \leq t_n < t} \ln(1 + \delta_n) + \ln|Y(t)|}{\ln t} \leq 1.
\]
(95)

Now, we prove the lower growth rate of the solution. From (68), we obtain
\[
\limsup_{t \to \infty} \mathbb{E}\left[(1 + V_1(Y))^{\theta}\right] \leq \mathcal{H},
\]
(96)

where \(\mathcal{H}\) is a positive constant.

Similarly,
where

\[
D_1 = -2 \left[ r(\xi(t)) - \frac{1}{2} \sigma^2(\xi(t)) - \varphi \sigma^2(\xi(t)) - \alpha(\xi(t))C_0(t) - \int_\gamma (\gamma((\xi(t)), v)) \lambda(\mathrm{d}v) \right],
\]

\[
D_2 = 2Ma_1(\xi(t)),
\]

\[
D_3 = -2 \left[ r(\xi(t)) - \frac{3}{2} \sigma^2(\xi(t)) - \alpha(\xi(t))C_0(t) - \int_\gamma (\gamma((\xi(t)), v)) \lambda(\mathrm{d}v) \right].
\]

Let \( D > 0 \) be sufficiently large for

\[
\varrho(D_1 V_1^2(Y) + D_2 V_1^{3/2}(Y) + D_3 V_1(Y) + D_2 V_1^{1/2}(Y)) \leq D(1 + V_1(Y))^2.
\]

Then,

\[
\varrho\left(D_1 V_1^2(Y) + D_2 V_1^{3/2}(Y) + D_3 V_1(Y) + D_2 V_1^{1/2}(Y)\right) \leq D(1 + V_1(Y))^2.
\]

Then,

\[
d\left[(1 + V_1(Y))^\theta\right] \leq D(1 + V_1(Y))^\theta + 2\sigma(\xi(t))(1 + V_1(Y))^{\theta-1}V_1(Y)dB(t)
\]

\[
+ \int_\gamma \left[ \left(1 + V_1(Y) + V_1(Y)\left(\frac{1}{1 + \gamma((\xi(t)), v))} - 1 \right) \right]^\theta - (1 + V_1(Y))^\theta \right] \tilde{N}(\mathrm{d}r, \mathrm{d}v).
\]

Let \( \zeta = 1, 2, \ldots, \) and making use of (100) gives

\[
\mathbb{E}\left[ \limsup_{(k-1)\zeta \leq \varepsilon \leq k} (1 + V_1(Y(t)))^\theta \right] \leq \mathbb{E}\left[ (1 + V_1(Y((k-1)\zeta)))^\theta \right] + D\mathbb{E}\left[ \limsup_{(k-1)\zeta \leq \varepsilon \leq k} \int_{(k-1)\zeta}^t (1 + V_1(Y(t)))^\theta \mathrm{d}s \right]
\]

\[
+ \mathbb{E}\left[ \limsup_{(k-1)\zeta \leq \varepsilon \leq k} \int_{(k-1)\zeta}^t 2\varphi(\xi(t))(1 + V_1(Y))^{\theta-1}V_1(Y)dB(t) \right]
\]

\[
+ \mathbb{E}\left[ \limsup_{(k-1)\zeta \leq \varepsilon \leq k} \int_{(k-1)\zeta}^t \varrho(1 + V_1(Y))^{\theta-1}V_1(Y)\int_\gamma \left(\frac{1}{1 + \gamma((\xi(t)), v))} - 1 \right) \tilde{N}(\mathrm{d}r, \mathrm{d}v) \right].
\]

We compute that

\[
DE\left[ \limsup_{(k-1)\zeta \leq \varepsilon \leq k} \int_{(k-1)\zeta}^t (1 + V_1(Y(s)))^\theta \mathrm{d}s \right] \leq DE\left[ \int_{(k-1)\zeta}^t (1 + V_1(Y(s)))^\theta \mathrm{d}s \right]
\]

\[
\leq D\zeta \mathbb{E}\left[ \limsup_{(k-1)\zeta \leq \varepsilon \leq k} (1 + V_1(Y(t)))^\theta \right],
\]
Substituting (102)–(104) into (101) results in
\[
\mathbb{E} \left[ \limsup_{t \to +\infty} \left( 1 + V_1(Y(t)) \right)^g \right] \\
\leq \mathbb{E} \left[ \left( 1 + V_1(Y((k-1)\zeta)) \right)^g \right] \\
+ C \mathbb{E} \left[ \limsup_{t \to +\infty} \left( 1 + V_1(Y(t)) \right)^g \right],
\]
(105)
where
\[ C = D \zeta + 8 \sqrt{2} \varphi \sigma + 4 \sqrt{2} \varphi \left( \int Y \left( \frac{1}{1+\bar{p}} \right) - 1 \right)^2 \lambda (dv) 1/2. \]
Then, from (96) and the above inequality, we get
\[
\mathbb{E} \left[ \limsup_{t \to +\infty} \left( 1 + V_1(Y(t)) \right)^g \right] \leq \mathcal{C}. \tag{106}
\]
Then, for \( \forall \epsilon > 0 \), we have
\[
P \left\{ \omega \mid \sup_{t \leq k\zeta} \left( 1 + V_1(Y(t)) \right)^g > (k\zeta)^{1+\epsilon} \right\} \\
\leq \frac{\mathcal{C}}{(k\zeta)^{1+\epsilon}} \quad k = 1, 2, \ldots .
\tag{107}
\]
Thus,
\[
\frac{\ln \left( 1 + V_1(Y(t)) \right)^g}{\ln t} \leq \frac{1 + \epsilon}{\ln \left( (k-1)\zeta \right)} \tag{108}
\]
That is,
\[
\limsup_{t \to +\infty} \frac{\ln \left( 1 + V_1(Y(t)) \right)^g}{\ln t} \leq 1 + \epsilon . \tag{109}
\]
Letting \( \epsilon \to 0 \) gives
\[
\limsup_{t \to +\infty} \frac{\ln \left( 1 + V_1(Y(t)) \right)^g}{\ln t} \leq 1 . \tag{110}
\]
Consequently,
\[
\liminf_{t \to +\infty} \frac{\ln \left( 1 + V_1(Y(t)) \right)^g}{\ln t} \geq - \frac{1}{2g} \geq - \frac{1}{2g} . \tag{111}
\]
That is,
\[
\liminf_{t \to +\infty} \frac{\ln \left( 1 + V_1(Y(t)) \right)^g}{\ln t} \geq - \frac{1}{2g} . \tag{112}
\]

6. Numerical Simulations

Now, we use Matlab to analyze our results. We choose the same initial value \( (X(0), C_0(0), C_e(0)) = (1, 0.3, 0.6) \) and the same parameter value as follows:
\[
\begin{align*}
& r(1) = 1, \\
& \alpha(1) = 0.2, \\
& (a_1(1), a_2(1), a_3(1)) = (0.25, 0.1, 0.02), \\
& r(2) = 0.8, \\
& \alpha(2) = 0.3, \\
& (a_1(2), a_2(2), a_3(2)) = (0.3, 0.03, 0.05), \\
& k = 0.6, \\
& g = 0.26, \\
& m = 0.05, \\
& h = 0.23, \\
& T = 4, \\
& \tau_1 = 2, \\
& \lambda(\gamma) = 1.
\end{align*}
\tag{113}
\]
In system (4), let $\xi(t) \in S = \{1, 2\}$ and the generator
\[ \Gamma = \begin{pmatrix} -7 & 7 \\ 3 & -3 \end{pmatrix}. \]

By solving (6), we get a stationary distribution $\pi = (\pi_1, \pi_2) = (0.3, 0.7)$.

Now, we discuss the effects of different parameters on the population.

Example 1. Let $\gamma(1) = 0.5, \gamma(2) = 1.1, \sigma(1) = 0.04, \sigma(2) = 0.1, \mu = 1, \delta_n = e^{0.3} - 1$. Then, we obtain $\eta^* = 0.8771 > 0.4208 = \tilde{a}C^c_0$. According to Theorem 4, we know that $X(t)$ is weakly persistent (see Figure 1(a)). It can be seen from Figures 1(b) and 1(c) that the toxins in the organism $C_0(t)$ and the toxins in the environment $C_e(t)$ have a periodic solution.

6.1. Effect of the White Noise $\sigma$. Choosing the same parameters as in Example 1 but $\sigma$: by comparing Figure 1(a) and Figures 2(a) and 2(b), we found that the disturbance of population in the stochastic model is positively correlated
Figure 3: Effect of the Lévy noise: (a) $\gamma(1) = 3, \gamma(2) = 3$; (b) $\gamma(1) = 10, \gamma(2) = 10$.

Figure 4: Effect of telegraph noise.
Figure 5: Effect of the exogenous total toxicant input: (a) \( u = 1 \); (b) \( u = 2 \); (c) \( u = 3 \).

Figure 6: Effect of impulse: (a) \( \delta_n = e^{-0.3} - 1 \); (b) \( \delta_n = e^{-0.7} - 1 \); (c) \( \delta_n = e^{-2} - 1 \).
with the intensity of white noise. By comparing Figures 2(a)–2(c), the population will go extinct with increasing intensity of white noise. When the intensity of white noise is less than a certain level, the population still be persistent, while the white noise with large intensity may cause population extinction.

6.2. Effect of the Lévy Noise $\gamma$. Choosing the same parameters as in Example 1 but $c = 0.1$, $\sigma(2) = 0.4$, and $\gamma$: from Figure 3, it is concluded that the Lévy noise has a large impact on the persistence of population. It is shown that the number of the population will decrease when the intensity of the Lévy noise increases. When the intensity of the Lévy noise became larger, the population became extinct. Therefore, Lévy noise will not only reduce the number of species but also lead to population extinction.

6.3. Effect of Telegraph Noise. Choosing the same parameters as in Example 1 but $\delta_n = 0$: from Figure 4, we find that all parameter values are the same except the Markov chain. Since telegraph noise is described by a Markov chain, choosing a different Markov chain will produce different results.

6.4. Effect of the Exogenous Total Toxicant Input $u$. Choosing the same parameters as in Example 1 but $c = 0.1$; from Figure 5, we find that the population can still be persistent when the total input of exogenous toxicant is small (see Figures 5(a) and 5(b)), while the population will go extinct when the total input of exogenous toxicant is strong (see Figure 5(c)).

6.5. Effect of Impulse $\delta_n$. Choosing the same parameters as in Example 1 but $\delta_n$: in Figure 6, we describe the impact of pulse harvest on the population. By comparing Figures 6(a)–6(c), we find that with the increase of the harvest, the population will gradually decrease until it becomes completely extinct.

7. Conclusion

In this paper, we explore the dynamics of a stochastic delay hybrid logistic model with two-pulse perturbations. First, by using Itô’s formula, exponential martingale inequality, Chebyshev’s inequality, and other mathematical skills, we establish some sufficient conditions for extinction, non-persistence in the mean, weak persistence, persistence in the mean, and stochastic permanence. Then, the asymptotic properties of the lower growth rate and the upper growth rate of the solution are estimated.

Now, we give the key results as follows:

1. (1) If $\eta^* < \tilde{a}C_0$, then the population $X(t)$ is extinct.
   (2) If $\eta^* = \tilde{a}C_0$, then the population $X(t)$ is non-persistent in the mean.
   (3) If $\eta^* > \tilde{a}C_0$, then the population $X(t)$ is weakly persistent.

2. (4) If $\eta_0 > \tilde{a}C_0$, then the population $X(t)$ is persistent in the mean.
   (5) If $\sum_{k=1}^{N} \eta_k \beta(k) > 0$, then the population $X(t)$ is stochastically permanent.

II. The solution $X(t)$ obeys

\[
\dot{X} = \eta_0 - \tilde{a}C_0 \leq \lim \inf \frac{1}{t} \int_0^t X(s) ds \\
\leq \lim \sup \frac{1}{t} \int_0^t X(s) ds \leq \frac{\eta^* - \tilde{a}C_0}{a} = \bar{X}^*, \text{ a.s.}
\]

III. The solution satisfies

\[
\lim \sup \frac{\ln |X(t)|}{\ln t} \leq 1, \\
\lim \inf \frac{\ln |X(t)|}{\ln t} \geq \frac{1}{2e}, \text{ a.s.}
\]

From our results and analysis, we can obtain the following conclusions. (1) Both white noise and Lévy noise tend to have negative effects on the persistence of population. However, the Lévy jump may have a greater influence than white noise on the persistence of population. (2) If the choice of telegraph noise is different, the persistence of the population will produce different results. (3) The total input of exogenous toxicant has a great disadvantageous influence on persistence of the population. With the increase of the total input of exogenous toxicant, the number of population will decrease, which enlightens us to reduce pollutant emissions to protect the ecological system. (4) The pulse release of the population is beneficial to the growth of the population; the pulse harvest of the population is beneficial to the growth of the population under reasonable conditions, but once overharvested, it will cause the population to become extinct.

These give us significant enlightenment: (1) When fishermen are fishing, they must maintain reasonable fishing to avoid overfishing that can lead to population extinction; (2) the discharge of factory sewage, exhaust gas, domestic sewage, etc., should be strictly controlled, and we should do our best to reduce the discharge of polluted toxins; and (3) humans should reduce interference with populations.
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