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ABSTRACT: A recently introduced family of globally optimal water models, OPC, has shown promise in a variety of biomolecular simulations, but properties of these water models outside of the liquid phase remain mostly unexplored. Here, we contribute to filling the gap by reporting melting temperatures of ice Ih of OPC and OPC3 water models. Through the direct coexistence method, which we make available in the AMBER package, the melting points of OPC and OPC3 are estimated as 242 and 210 K, similar to TIP4P-Ew and SPC/E models, respectively, and appreciably below the experimental value of 273.15 K under 1 bar pressure. Water models of the OPC family were optimized to best reproduce water properties in the liquid phase where these models offer noteworthy accuracy advantages over many models of previous generations. It is not surprising that the accuracy of OPC models in describing the phase transition to the solid state does not appear to offer similar improvements. The new anisotropic barostat option implemented in AMBER may benefit system preparation and simulation outside of the direct coexistence applications, such as modeling of membranes or very long DNA strands.

1. INTRODUCTION

Water is one of the most important substances on earth. The water molecule has a deceptively simple structure H2O, yet many anomalies remain unexplained despite decades of efforts.1−5 Computational water models are helpful, but water is known to be difficult to simulate accurately with simplified atomistic water models in a mechanical force field, which tend to be the most computationally efficient. Many water models have been designed dating back at least 50 years ago, yet none is perfect.6 Phase transitions of water are one of the properties of interest, and water has a rather complex phase diagram, considering the existence of its various solid phases such as ice-Ih, ice-II, and ice-III.

Even a single point on the phase diagram, the melting point under 1 bar pressure, is not reproduced accurately by most of the existing simple atomistic water models. For example, among the widely used n-point fixed charge models (Figure 1), the classical TIP3P water model7 (Figure 1a) has a melting point (of ice Ih) as low as 146 K,8 while TIP4P model7 (Figure 1b) is not much better in that respect, 232 K,8 compared with the experimental 273.15 K ice Ih melting point. On the one hand, these discrepancies may not be too critical for the main purpose for which these water models were originally designed, namely, simulations at around 300 K and 1 bar pressure. However, if one wants to model the aqueous environment outside of the “biological range” of ambient conditions, the melting point of a water model can be a very important aspect of its performance. More generally, the fact that a water model cannot reproduce some of the most basic properties of real water should be a concern, as it points to potential problems lurking in the dark, even when the model is used under standard conditions.

Efforts to estimate the melting temperature of a water model have a long history.8,10−23 Among the relatively modern approaches are the Hamiltonian Gibbs–Duhem integration and direct coexistence method. In the Hamiltonian Gibbs–Duhem integration, the energy of liquid–solid coexistence
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state can be calculated, and thus, the melting point is found. The direct coexistence method, which is applied in this work, is a method where molecular dynamic simulations (NPT ensemble) are carried out for a box of ice and a box of water in direct contact with each other. The upper and lower bounds of the water models melting point can be determined by observing at what temperature the box turns completely solid or completely liquid. This method is straightforward and has become popular in recent years with the increasing computing power available. In this work, we apply the direct coexistence method to calculate the melting points of two novel water models developed in our group, OPC (a four-point model, Figure 1b) and OPC3 (a three-point model, Figure 1a). OPC and OPC3 water models were developed differently from the most other common water models. Utilizing the electric multipole moment parameter space, OPC water model was constructed as a global optimum in reproducing six important bulk water properties; similar global optimization was used to develop the OPC3 model, which has three interaction sites instead of four for the OPC model. With better liquid water properties, better accuracy has been observed in simulations with OPC or OPC3 used as the solvent in several types of biomolecular simulations at ambient temperature. Still, very little is known about the performance of these models outside of the liquid phase. There is a recent study where OPC and OPC3 were benchmarked in surface tension calculations, and the results show good agreement with the experiment result. To add a small, but important piece to the overall picture, here, we examine the performance of OPC family models in simulating the liquid–solid phase change.

2. RESULTS AND DISCUSSION

Through the direct coexistence method (Figure 2), the melting point of a water model is calculated within an uncertainty range. In what follows, we consider ice to be an \( I_h \) phase, unless otherwise specified. The temperature at which the whole simulation box becomes ice is the lower bound of the melting point, while the temperature where the whole box melts is the upper bound. The temperature difference between the two systems is the uncertainty for the calculated melting point.

The melting or freezing process is monitored through the total energy of the simulation system (Figure 3). During the direct coexistence simulation, if the temperature is higher than the actual melting point of the water model, the total energy of the system will increase until the whole box melts. Similarly, for the simulations with a temperature lower than the water model melting points, the total energy decreases until the whole box becomes ice.

We begin by reproducing previously published melting points for TIP4P-Ew and TIP4P/2005 water models (Table 1). From an earlier direct coexistence method studied by Vega et al., the estimated melting points of models TIP4P-Ew and TIP4P/2005 are 242 ± 2 and 249 ± 2 K, respectively. These numbers match closely with the melting points of the same two water models as estimated in this work (241.0 ± 1.0 and 248.25 ± 0.75 K, Table 1, Figure 3a,b), even though fine details of the corresponding simulation protocols were not the same, see “Methods”.

Here, we demonstrate that (despite being quite accurate in reproducing bulk water properties) OPC and OPC3 models still have melting points far away from the experimental value, 273.15 K. The melting point of the OPC model is estimated as 242.15 K (Table 1, Figure 3c), 31 K lower than the experiment, and close to that of the TIP4P-Ew model, which is 241 K. For the OPC3 model, the estimated melting point is 210 K (Table 1, Figure 3d), 63.15 K lower than the experiment, and it is in the vicinity of the melting points of SPC (190 K) and SPC/E (215 K) models but still closer to the experiment than the TIP3P model whose melting point is even lower, 146 K. The two comparisons above are within the same types of water models: OPC and TIP4P-Ew are both four-point fixed charge models, while OPC3, SPC, and SPC/E are all three-point fixed charge models. Therefore, we can argue that there may exist intrinsic defects in the three- and four-point fixed charge water models such that even globally optimal models still show relatively large errors in their melting points.

One possible explanation for the lack of accuracy of three- and four-point fixed charge rigid models in reproducing the melting point temperature may have to do with a particular feature of these models’ geometry. In ice \( I_h \) water molecules organize in a well-structured form (Figure 4), and the melting point reflects the amount of energy needed to break the formation. Compared to a real water molecule three-dimensional electron cloud, both three- and four-point fixed charge water models have their point charges confined to the H-O-H plane, facilitating movements of the entire structure along

![Figure 1. Overall geometry of classical n-point fixed charge water models. (a) A three-point model, mimicking an H-O-H structure; (b) a four-point model, offsetting oxygen charge on the 4th point; (c) a five-point model, with two extra charges emulating lone pairs.](image1)

![Figure 2. Simulation box for the direct coexistence method (93 Å × 56 Å × 45 Å).](image2)
directions out of the H-O-H plane. The relative ease of these movements means that less energy is needed to break the fairly rigid ice structure, thus lowering the melting point. We stress that the above discussion applies to "general purpose" models not specifically fitted to reproduce the water–ice transition. On the other hand, TIP5P, a five-point fixed charge "general purpose" water model (developed without training for the solid phase), has two out-of-plane extra point charges forming a tetrahedron with the two hydrogen atoms.37 This five-point

Table 1. Calculated Melting Points (Ice Ih) of TIP4P/2005,TIP4P-Ew, OPC, and OPC3 Water Models

| water model | melting point (K, this work) | melting point (K, previous work) |
|-------------|-----------------------------|---------------------------------|
| TIP4P-Ew    | 241.0 ± 1.0                 | 242 ± 1                         |
| TIP4P/2005  | 248.25 ± 0.75               | 249 ± 1                         |
| OPC         | 242.15 ± 0.85               |                                 |
| OPC3        | 210 ± 10                    |                                 |

Figure 3. Total energy (per mole) of the ice-liquid coexistence system for (a) TIP4P-Ew, (b) TIP4P/2005, (c) OPC, and (d) OPC3 models. The blue, green, and red curves represent total energy recorded for simulations at each model’s low, medium, and high temperatures, respectively. The peak at the end of a red curve shows the point where the whole simulation box becomes liquid. The flat "tail" region at the end of a blue curve corresponds to the state where the whole box is frozen. In (c), additional curves (yellow and black) at different temperatures are shown. With the temperature farther away from the melting point, the phase transition is faster. In (d), the pink and light blue curves are OPC3 simulations with the ice secondary prism (1210) plane as the interface. Also note in (d), the blue and light blue curves of OPC3 model do not have the flat "tail", but we still observed the whole box becoming ice at the last few time steps of the simulation.

Figure 4. Hexagonal unit cell formed by 12 water molecules in ice Ih: (a) side view; (b) top view.
structure makes up for the lack of out-of-plane charge distribution in three- and four-point models, and it was estimated that the TIPSP model melting point is 274 K, matching the experimental value of 273.15 K very well.

It is also worth noting that the time it takes for the whole direct coexistence box to completely freeze or melt is different for each water model studied here especially when comparing the three-point model (OPC3) and the four-point models (OPC, TIP4P-Ew, and TIP4P/2005). For the three-four point water models studied here, the simulation box completely freezes or melts within 1000 ns, with a no larger than a 2 K temperature range around the melting point. The three-point model OPC, however, takes longer for the complete phase transition to occur, especially the freezing process, which takes 3400 ns. To observe the complete range of behaviors, from the freezing to the melting, a much larger temperature range is needed, 20 K instead of 2 K for the four-point models, making the error bar for OPC3 model’s melting point considerably larger than the four-point models estimated in this work. Even with the secondary prism (1210) plane (the fastest ice growth plane)\(^\text{16,17}\) as the solid–liquid interface, the complete melting or freezing process of the OPC3 box is only marginally faster (Figure 3d). This phenomenon, phase changes are much slower with three-point models than with four-point ones, was also observed in a previous study by García Fernández et al. with the SPC/E model.\(^\text{19}\) A plausible explanation is that OPC3 and SPC/E models both have very low melting points at which simulation systems are of low kinetic energy, leading to a much slower speed of the phase transition. It may be possible that much longer simulation times, tens of microseconds, might reduce the uncertainty of the calculated melting point.

3. CONCLUSIONS

In this work, we applied the direct coexistence method to calculate melting points of ice \(I_0\) of two novel fixed charge water models, OPC and OPC3. The calculations were performed within AMBER molecular dynamic simulation software suite where we implemented a new option for anisotropic pressure scaling along a specified axis. This added feature may benefit the preparation and simulation of certain molecular systems, such as the direct coexistence simulations, membrane systems, and infinitely long DNA strands. Because implementations of some relevant algorithms (e.g., thermostat options) in AMBER are not exactly the same as those in other packages used in previous melting point studies, we first tested TIP4P-Ew and TIP4P/2005 models and the results match previous findings. This agreement has validated the direct coexistence method in AMBER. With the OPC3 model, we also compared the phase transition speed between two solid–liquid interface choices, the primary prism plane (1010) and the secondary prism plane (1210) where the latter leads to only marginally faster phase transition than the former.

The calculated melting points of OPC and OPC3 models at 1 bar are 242.15 \(\pm 0.85\) and 210 \(\pm 10\) K, respectively. These clearly deviate from the experimental value of 273.15 K. Despite having better liquid properties and relatively more accurate simulation outcomes in various contexts, the accuracies in the melting points of OPC and OPC3 are on par with their respective four- and three-point counterparts TIP4P-Ew and SPC/E and inferior to that of a five-point model TIPSP whose estimated melting point (274 K) is very close to the experimental value. Since OPC and OPC3 models are globally optimal, the remaining errors imply the existence of an intrinsic limitation in the ability of three- and four-point fixed charge water models to reproduce the water melting point (unless optimized specifically to reproduce the ice phase). Note that for many properties of super-cooled liquids OPC3 and OPC are quite accurate, including density, heat of vaporization, self-diffusion, and dielectric constant. Thus, it is likely that it is the solid state where these models are in error (which is not surprising, given that they were optimized to best reproduce the liquid state). From the results, we can conclude that OPC and OPC3 may not perform as well in simulating the liquid–solid transition as they do in describing the pure liquid state. Also, considering that the five-point model TIPSP has a rather accurate melting point, one likely intrinsic defect of the three- and four-point fixed charge models with respect to reproducing the liquid-to-solid transition is that these models lack any out-of-HOH-plane charge distribution, which is present in a real water molecule, as well as in the five-point model. Without the out-of-plane charges, it is easier for the ice structure of three- and four-point water models to break due to the weaker out-of-plane interaction between adjacent water molecules, hence the lower melting temperature.

At the same time, the TIPSP model, while being able to simulate the experimental melting point accurately, does not perform well when evaluated on its bulk liquid properties.\(^\text{39}\) Thus, TIPSP may not be optimal to simulate the liquid–solid phase change either. However, with the out-of-plane charge distribution accounted for, we conjecture that a globally optimal five-point fixed charge water model may be found that performs well in both liquid–solid phase change simulations and liquid bulk simulations.

A polarizable water model\(^\text{40–42}\) is another promising direction, although the relative computational cost of the corresponding simulations remains a concern, especially in light of the very long equilibration time that may be needed to study phase transitions. The computational expense is arguably the lowest for algorithmically efficient Drude-based polarizable water models.\(^\text{43}\) Not only that the Drude water models are relatively efficient, our recent study has demonstrated that a globally optimal three-point Drude polarizable water model can, in principle, be as accurate as a five-point nonpolarizable model (over liquid bulk properties) when compared in a carefully controlled optimization procedure.\(^\text{44}\) However, it is not yet proven whether the added polarizability via the Drude oscillator can make a three- or four-point water model accurately reproduce the liquid–solid phase change. Although the Drude charge can move out of the H-O-H plane, which should be beneficial for reproducing the melting point, the distance it moves out-of-plane is very small and likely not enough to alleviate the intrinsic defect of three- and four-point models. For example, two well-established Drude polarizable water models, COS/G245 and SWM-DP,\(^\text{45,46}\) have rather poor melting points, 215 and 186 K, respectively.\(^\text{47}\) More sophisticated polarizable models such as those of an AMOEBA family\(^\text{48,49}\) deliver better performance in that respect (e.g., iAMOEBA model: \(T_m = 261 \pm 1\) K)\(^\text{50}\) but at a considerable computational cost.

It is still yet to be seen whether a globally optimal Drude polarizable water model or globally optimal five-point nonpolarizable model can accurately simulate the melting point without compromising on bulk water properties at ambient temperature.
4. METHODS

4.1. Direct Coexistence. We apply the direct coexistence method to calculate the melting point of water models. In this method, a fluid–solid interface is created by combining a liquid water box and ice box together. With the fluid–solid interface, the molecular dynamic simulation will not suffer from super-cooling- or super-heating-like simulating pure liquid water or ice.

First, we prepare a box of ice, which satisfies the ice rules. The ice rules describe how water molecules are arranged in the “ordinary” ice phase, i.e., each oxygen accepts at most two hydrogen atoms from other water molecules through hydrogen bonding, forming a tetrahedron where a water molecule is surrounded by four others. Further, every 12 water molecules form a hexagonal unit cell that can be stacked together periodically, which is the building block to construct an ice box (Figure 4). By construction, the ice box built in this manner has a highly ordered proton arrangement; thus, it is different from ice $I_h$ that exists in nature, which is not “perfect”. Fortunately, it was shown earlier that the initial ice configuration with different proton arrangements does not significantly affect the estimate of the melting point. We note that as the ice is being heated in the simulation, a certain amount of disorder is introduced naturally.

A recent study on the direct coexistence method by Conde et al. has shown that the accuracy (error bar size) of the calculated melting point is affected by the simulation box size. Here, we chose the box size of 3456 (liquid) + 3456 (solid) water molecules for all the four water models calculated in this work, which according to Conde’s study, results in a reasonable accuracy of ∼1 K error bar for a four-point water model. We consider this box size as an acceptable compromise between accuracy and speed for the purpose of this work.

To create the liquid part of the coexistence box, we heat the ice $I_h$ box to a complete melt; then cool it down to a preselected temperature that is near the estimated water model melting point (temperatures where the ice part does not melt during its equilibration process, see below). For the ice part, we equilibrate the same ice $I_h$ box at the same temperature near melting point. The fluid–solid interface is then created by attaching the liquid water and ice box together where the interface is on the primary prism plane (1010) of the ice part (Figures 5,6). Ice grows fast on the primary prism plane (1010) but not as fast as the secondary prism plane (1210). We compared the full phase change time of the OPC3 model between the two prism plane interface choices, the results show only marginal speed difference where using the 1210 interface is about 10% faster (Figure 3d).

The simulations were carried out using a modified version of AMBER 2018, with a new barostat feature for anisotropic box rescaling, see below. A Monte Carlo barostat was used with this new anisotropic pressure scaling setting. The temperature was controlled by a Langevin thermostat with the coupling constant $\gamma_{\text{nt}} = 1.0$. For the liquid part of the box, the heating process is a 2 ns NVT simulation at 340 K, the cooling process is a 2 ns NPT simulation at a lower temperature near the estimated melting point (varies for different runs). During the cooling process, we apply the anisotropic pressure scaling to the simulation box where the box size is allowed to adjust to maintain the pressure only along the $x$ direction (normal to the primary prismatic plane (1010) of the ice before heating). By applying this anisotropic pressure scaling, the $y$ and $z$ dimensions of the liquid box remain unchanged, and thus, the liquid water and ice boxes can be easily put in contact along the $x$-axis, Figure 6, so that their $y$–$z$ faces match exactly. After combining the liquid box and ice box, we perform a short equilibration of the direct coexistence box at the selected temperature (for example, the simulation runs shown in Figure 3c are at temperatures 241.3, 242.0, and 243.0 K, respectively) for a short period (10 ns). Then, we start a longer simulation under the same conditions, in increments of 100 ns, until the whole box melts or freezes. We found that the farther away the temperature is from the melting point, the faster the phase transition completes, (Figure 3c). To find the upper and lower bounds of the melting temperature, we start with testing temperatures with 10 K intervals (e.g., 240 K, 250 K, 260 K, …) then stop when, at the given temperature, the whole box freezes or melts within 100 ns; we refine that temperature by exploring the transition with 1 K temperature intervals. We stop when the complete phase change takes longer than 1000 ns. If the temperature found in the previous step still has fast phase change, then we further refine the last step by testing 0.1 K intervals. For OPC3 model’s lower bound, temperatures lower than 200 K do not result in faster freezing, and we settled on 200 K where the whole box becomes frozen after 3400 ns of simulation.
the simulation three times for each of the boundary temperatures and only accepted the one at which a complete phase change was observed in all of the three runs. For the direct coexistence box, the simulations are NPT with the default anisotropic pressure scaling option where the three dimensions of the box can freely adjust independently to each other. The independence between the box size changes along the chosen direction to maintain pressure.

For certain molecular systems and simulation types, such as the atomic-level simulations of water and organic and biomolecular systems.

The independence between the box size changes along the chosen direction to maintain pressure.

with cut = 8.5 Å (AMBER input parameter, nonbonded cutoff distance), and all other settings set to their default values. It is worth noting that in AMBER default settings, the option to account for the van der Waals interactions beyond the cutoff (8.5 Å in this study) via a continuum model is enabled (vdwmeth = 1), which is critical for OPC and OPC3.52,55 The AMBER input files are included in the Supporting Information.

The exact barostat and thermostat algorithms employed in this work are different from some of the previous studies using the AMBER default settings, the option to account for the van der Waals interactions beyond the cutoff (8.5 Å in this study) via a continuum model is enabled (vdwmeth = 1), which is critical for OPC and OPC3.52,55 The AMBER input files are included in the Supporting Information.

The independence between the box size changes along the chosen direction to maintain pressure.

4.2. New Anisotropic Pressure Scaling Option in AMBER. This anisotropic pressure scaling feature where a user can choose one dimension to allow the simulation box to extend or shrink was not available in AMBER 2018 or any earlier version. The first author of this work implemented the pressure scaling option based on AMBER 2018,5 and it is now available in AMBER 2019.56 With this new option, the user can choose x, y, or z direction such that the simulation box only adjusts its size along the chosen direction to maintain pressure.

For certain molecular systems and simulation types, such as the direct coexistence, infinitely long DNA strands, and membranes, this option should provide the convenience in system preparations, and it is very important for correctly reflecting the natural anisotropy of these simulations.
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