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Abstract. This paper concerns the approximation of a Cauchy problem for the elliptic equation. The inverse problem is transformed into a PDE-constrained optimal control problem and these two problems are equivalent under some assumptions. Different from the existing literature which is also based on the optimal control theory, we consider the state equation in the sense of very weak solution defined by the transposition technique. In this way, it does not need to impose any regularity requirement on the given data. Moreover, this method can yield theoretical analysis simply and numerical computation conveniently. To deal with the ill-posedness of the control problem, Tikhonov regularization term is introduced. The regularized problem is well-posed and its solution converges to the non-regularized counterpart as the regularization parameter approaches zero. We establish the finite element approximation to the regularized control problem and the convergence of the discrete problem is also investigated. Then we discuss the first order optimality condition of the control problem further and obtain an efficient numerical scheme for the Cauchy problem via the adjoint state equation. The paper is ended with numerical experiments.
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1. Introduction. The inverse Cauchy problem for elliptic partial differential equations, which consists in recovering data on the whole boundary of the domain from partial but over-determined measurements, is a typical ill-posed problem of mathematical physics. Specially, we consider a regular bounded domain with Lipschitz boundary and assume that the boundary of this domain is partitioned into two parts. One part is over-specified since both the Dirichlet and Neumann conditions of an elliptic PDE are given on it. The other part is under-specified because of no conditions are prescribed on this part of the boundary. One needs to solve the elliptic PDE and then reconstruct the corresponding conditions on the second part of the boundary. The Cauchy problem, a special boundary value problem for elliptic PDE, arises in electrostatic and has a large number of applications in many fields such as thermal inspection, electrical prospecting, geophysics and medical imaging and so on. Taking the detection of pipeline corrosion by electrical field as an example, this process can be modeled by a Cauchy problem for a Laplace equation in an annulus domain under the assumption that the thickness of the pipeline is relatively small compared with its radius. The purpose is to determine the information about the corrosion that occurs on the interior surface of the pipeline, but the only accessible data are the electrostatic measurements on the exterior surface. In the field of image processing, image inpainting techniques based on crack detection can reconstruct a damaged part of an image through solving an inverse Cauchy problem. More practical examples may be listed in a broader catalogue (see, e.g., [2, 3, 4, 10, 16, 20, 23, 27, 28, 32, 38]).

Before introducing a model Cauchy problem for a linear second order elliptic PDE, we firstly give some notations. Let $\Omega \subset \mathbb{R}^d$ ($d = 2, 3$) be a bounded domain with a Lipschitz boundary $\Gamma = \partial \Omega$ and consider the elliptic differential operator

$$A y = - \sum_{i,j=1}^{d} \frac{\partial}{\partial x_i} (a_{ij}(x) \frac{\partial y}{\partial x_j}) + a_0(x)y,$$

where

- $a_0 \in L^\infty(\Omega)$, $a_0(x) \geq 0$ a.e. $x \in \Omega$;
- $a_{ij}$ is Lipschitz on $\overline{\Omega}$ ($1 \leq i, j \leq d$);
- $\sum_{i,j=1}^{d} a_{ij}(x)\xi_i \xi_j \geq c|\xi|^2$, $c > 0$, $\forall \, x \in \Omega$, $\forall \, \xi \in \mathbb{R}^d$;
- $\partial_{n_A} = \sum_{i,j=1}^{d} a_{ij} n_i \partial x_j$, $n \in \mathbb{R}^d$ is the unit outward normal to $\Gamma$;

$\Gamma = \Gamma_1 \cup \Gamma_2$, $\Gamma_1$, $\Gamma_2$ are nonempty closed subsets of $\Gamma$, $\hat{\Gamma}_1 \cap \Gamma_2 = \emptyset$.

The model Cauchy problem we consider in the present paper takes the form

$$\begin{cases}
Ay = f & \text{in } \Omega, \\
y = g_D & \text{on } \Gamma_1, \\
\partial_{n_A} y = g_N & \text{on } \Gamma_1.
\end{cases}
$$

Here $f$, $g_D$ and $g_N$ are given functions.

The Cauchy problem for elliptic PDE is well known to be highly ill-posed. In many cases, this kind of problem does not have a solution. Even though the solution exists it is not stable with respect to the given data. That means the solution
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does not depend continuously on the given data and any small perturbation in the
given data may cause large change to the solution. Theories on such kind of prob-
lem have been extensively studied for decades and are the subject of numerous
references (see, e.g., [6, 21, 22, 28, 40]). On the other hand, investigating numer-
ical issues of this problem also be a common concern due to the fact that many
engineering processes can be modeled by the Cauchy problem. There are two large
groups of numerical approaches to the solution of this kind of problem. The first
kind comprises the methods based on regularization which transforms the ill-posed
problem into a well-posed one using some regularization techniques. The solution
of the regularized problem can approximate the corresponding ill-posed problem
well by tuning the regularisation parameters. The lack of stability has promoted an
important activity to develop relevant regularization schemes. In [41], the authors
developed a scheme which is now widely used and known as Tikhonov regulariza-
tion method (see [5, 15, 39] and the references therein). Another regularization
method known as quasi-reversibility attributes to Latter and Lions [34]. Pertinent
literatures dedicated to this topic are available in [8, 31]. The other group consists
of iterative methods which have received much attention in recent years. Among
them, we should mention a convergent iterative method based on an alternating
procedure proposed by Kozlov et al. [33]. One may refer to [13, 18, 29, 42] for more
details about the iterative methods.

In this paper, we study a numerical method for solving the Cauchy problem.
The numerical method is based on a reformation of the Cauchy problem via PDE-
constrained optimal control theory [26] coupling with Tikhonov regularization
method. The objective functional, the state equation and the control variable in a
boundary control problem provide an appropriate way to handle the over-specified
and under-specified parts of the boundary in the Cauchy problem. The first result
based on optimal control approach for problem (1) is given in [30]. The authors used
the unknown solution value on \( \Gamma_2 \) as a control variable \( u \) and then the following
Dirichlet boundary control problem is derived

\[
\min_{u \in U_{ad}} J(y, u) = \frac{1}{2} \int_{\Gamma_1} (\partial_n A y - g_N)^2 ds
\]

subject to

\[
\begin{align*}
Ay &= f & \text{in } \Omega, \\
y &= g_D & \text{on } \Gamma_1, \\
y &= u & \text{on } \Gamma_2,
\end{align*}
\]

where \( U_{ad} \) is the admissible set for the control variable. Note that the compati-
bility of state equation (3) requires that \( u - g_D \in H^1_{00}(\Gamma_2) \) (the set of functions
in \( H^1(\Gamma) \) that vanish on \( \Gamma_1 \)). This restriction causes difficulty for the purpose of
developing efficient numerical methods. After that Chakib et al. [12] adopted the
following Neumann boundary control approach to solve the Cauchy problem. In
this reformation, the unknown flux \( \partial_n A y \) on \( \Gamma_2 \) is used as the control variable

\[
\min_{u \in U_{ad}} J(y, u) = \frac{1}{2} \int_{\Gamma_1} (y - g_D)^2 ds
\]

subject to
They also proved that problem (4)-(6) is equivalent to the original problem (1) under some regularity assumptions on the data, and thus the ill-posedness of the original problem is inherited. Subsequently, Han et al. [24] improved the result of [12] by introducing a regularization term to deal with the ill-posedness, which minimizes

\[ J(\gamma, u) = \frac{1}{2} \int_{\Gamma_1} (\gamma - g_D)^2 ds + \frac{\epsilon}{2} \int_{\Gamma_2} u^2 ds \]  

instead of (4). It is evident that two state equations are involved in this scheme, which leads to more complexities in theoretical analysis and numerical computation. Moreover, the above two mentioned approaches all require that \( g_D \in H^{1/2}(\Gamma_1) \) to ensure the well-definition of the optimal control problems.

A more natural formulation which will be exploited in this paper is to use the unknown solution value on \( \Gamma_2 \) as the control variable and (4) as the objective functional. In this case the state equation should not be understood in the classical weak sense, which requires \( H^{1/2}(\Gamma_2) \)-Dirichlet boundary data to ensure the existence of a solution. Instead, we consider the state equation in the context of very weak solution defined by the transposition technique (see e.g., [7, 37]). Compared with the above two schemes, our scheme has two obvious advantages. Firstly, it does not need to impose more regularity assumptions on the data \( f, g_D, g_N \). For \( g_D, g_N \in L^2(\Gamma_1) \), which are commonly encountered in applications, the new scheme is well-defined. Secondly, only one state equation is involved in the new scheme which makes the analysis and computation conveniently.

The rest of the paper is organized as follows. In section 2, we introduce the very weak solution to the elliptic Dirichlet boundary value problem and formulate our PDE-constrained optimal control problem. The equivalence between the control problem and the Cauchy problem is proved. To obtain a well-posed control problem, a Tikhonov regularization term is introduced. The convergence of the regularized control problem to the non-regularized one is also proved as the regularization parameter approaches zero. In section 3, we establish the finite element approximation to the state equation and the regularized control problem. The a priori error analysis for the finite element approximation posed on convex, polygonal or polyhedral domains is studied. In section 4, an efficient numerical scheme for the Cauchy problem is obtained through an adjoint state equation. Finally, some numerical experiments are carried out in section 5 to support the theoretical results.

Some notations. Let \( \Omega \subset \mathbb{R}^d \), \( 2 \leq d \leq 3 \) be either convex and polyhedral or \( \partial \Omega \) belong to \( C^2 \). For a bounded domain \( \Omega \) we adopt the standard notation \( W^{m,s}(\Omega) \) for Sobolev spaces (see [1]) on \( \Omega \) with norm \( \| \cdot \|_{m,s,\Omega} \) and seminorm \( | \cdot |_{m,s,\Omega} \), and the standard modification for \( s = \infty \). We denote by \( H^m(\Omega) \) with norm \( \| \cdot \|_{m,\Omega} \) and seminorm \( | \cdot |_{m,\Omega} \) for \( s = 2 \). The space \( H^{1/2}(\Gamma) \) is the set of traces over \( \Gamma \) of all the
functions of $H^1(\Omega)$ whereas $H^{-\frac{1}{2}}(\Gamma)$ is the dual space of $H^\frac{1}{2}(\Gamma)$. Denote the $L^2$-inner product in $\Omega$ and on $\Gamma$ by $(\cdot, \cdot)$ and $(\cdot, \cdot)_\Gamma$, respectively. Furthermore, the space $H^1_1(\Omega) = \{ v \in H^1(\Omega) : v = 0 \text{ on } \Gamma_i \}, \ H^2_1(\Omega) = \{ v \in H^2(\Omega) : \partial_{\nu A^*} v = 0 \text{ on } \Gamma_i \}, i = 1, 2.$ Here $\partial_{\nu A^*}$ is similar to $\partial_{\nu A}$ and $A^*$ is the adjoint operator of $A$ such that

$$A^* w = - \sum_{i,j=1}^d \frac{\partial}{\partial x_j} (a_{ij}(x) \frac{\partial w}{\partial x_i}) + a_0(x)w.$$  

In addition, $c$ and $C$ denote generic positive constants.

2. Problem reformulation. The formulation based on optimal control approach we utilize in this paper is to use the unknown solution value on $\Gamma_2$ as the control variable. The objective functional is the same as (4). Thus, we can obtain a Dirichlet boundary control problem which takes the form

$$\min_{u \in U_{ad}} J(y, u) = \frac{1}{2} \int_{\Gamma_1} (y - g_D)^2 ds$$  

subject to

$$\begin{cases} 
Ay = f & \text{in } \Omega, \\
\partial_{\nu A} y = g_N & \text{on } \Gamma_1, \\
y = u & \text{on } \Gamma_2. 
\end{cases}$$  

Here the state equation (9) should not be understood in the classical weak sense, where $u \in H^\frac{1}{2}(\Gamma_2)$ is required to ensure the existence of a solution. Instead, we consider its very weak solution based on the transposition technique (see e.g., [7, 37]). The very weak solution can be defined as follows.

**Lemma 2.1.** Given $f \in L^2(\Omega), \ g_N \in L^2(\Gamma_1)$ and $u \in L^2(\Gamma_2)$, the boundary value problem (9) admits a unique solution $y \in L^2(\Omega)$ which is denoted by $y = y(u)$ in the sense that

$$\int_{\Omega} y A^* w dx + \int_{\Omega} f w dx + \int_{\Gamma_1} g_N w ds$$

$$- \int_{\Gamma_2} u \partial_{\nu A^*} w ds \ \forall \ w \in H^2_1(\Omega) \cap H^1_2(\Omega).$$  

Moreover, $y \in H^\frac{1}{2}(\Omega)$ and the following Lipschitz property holds:

$$\|y(u) - y(v)\|_{\frac{1}{2}, \Omega} \leq L_1 \|u - v\|_{0, \Gamma_2} \ \forall \ u, v \in L^2(\Gamma_2),$$  

where $L_1$ is the Lipschitz constant. Finally, if $u_n \rightharpoonup u$ in $L^2(\Gamma_2)$, then $y_n := y(u_n) \rightharpoonup y$ in $H^\frac{1}{2}(\Omega)$.

**Proof.** For the proof we refer to [11] and [37]. Here a proof following the idea of [17] is included. Let us briefly sketch the existence of $y$ in the case of $f \equiv 0$ and $g_N \equiv 0$. For each $\psi \in L^2(\Omega)$, let $w \in H^2_1(\Omega) \cap H^1_2(\Omega)$ be the solution of the following equation

$$\begin{cases} 
A^* w = \psi & \text{in } \Omega, \\
\partial_{\nu A} w = 0 & \text{on } \Gamma_1, \\
w = 0 & \text{on } \Gamma_2. 
\end{cases}$$
and $T : L^2(\Omega) \to L^2(\Gamma_2)$ the linear operator which is defined by $T \psi := -\partial_{n,\alpha} w|_{\Gamma_2}$. Denote $T^*$ the adjoint of $T$ and $y = T^* u$, then

$$(y, A^* w) = (T^* u, A^* w) = (u, T(A^* w))_{\Gamma_2} = -\int_{\Gamma_2} u \partial_{n,\alpha} w ds,$$

which verifies that $y$ satisfies (10). Note that $L^2(\Omega)$ embeds continuously into $H^{-\frac{1}{2}}(\Omega)$, from the trace theorem and regularity of elliptic equation, we have

$$||\partial_{n,\alpha} w||_{0, \Gamma_2} \leq C ||w||_{\frac{1}{2}, \Omega} \leq C ||\psi||_{-\frac{1}{2}, \Omega}.$$

It follows

$$||(y, \psi)|| = ||(y, A^* w)|| \leq ||u||_{0, \Gamma_2} ||\partial_{n,\alpha} w||_{0, \Gamma_2} \leq C ||u||_{0, \Gamma_2} ||\psi||_{-\frac{1}{2}, \Omega}.$$

Thus $y \in H^{-\frac{1}{2}}(\Omega)$ follows immediately from the inequality above for each $\psi \in L^2(\Omega)$. Moreover, we have

$$||y||_{\frac{1}{2}, \Omega} \leq C ||u||_{0, \Gamma_2}. \quad (12)$$

The uniqueness of the solution can be obtained from (12) and the proof of (11) is similar to (12).

Note that the solution operator $y = y(u)$ from $L^2(\Gamma_2)$ to $H^{-\frac{1}{2}}(\Omega)$ is affine linear and continuous, and thus is weakly sequentially continuous, we conclude that $y_n := y(u_n) \to y := y(u)$ in $H^{-\frac{1}{2}}(\Omega)$ if $u_n \to u$ in $L^2(\Gamma_2)$. \hfill \Box

In the remainder of this section, we explore the properties of the Cauchy problem (1), the control problem (8)-(9) and its regularization as well as the relations among them. In general, problem (8)-(9) may not admit a solution, and if solution exists it may be not unique. However, we can show the following two theorems about the solution of the control problem which are similar to the results in [24].

**Theorem 2.2.** Let $K$ be the solution set of the problem (8)-(9). Suppose $U_{ad} \subset L^2(\Gamma_2)$ is bounded and weakly closed, then $K$ is nonempty, closed and convex in $U_{ad}$. Moreover, if $U_{ad}$ is bounded, closed and convex, then any solution $u \in K \subset U_{ad}$ with corresponding state $y = y(u)$ satisfies the following first order optimality condition

$$\int_{\Gamma_1} (y(u) - g_D)(y(v) - y(u)) ds \geq 0 \quad \forall \ v \in U_{ad}. \quad (13)$$

**Proof.** The problem (8)-(9) can be equivalently rewritten in the form

$$\min_{u \in U_{ad}} J(u) = J(y(u), u) = \frac{1}{2} ||y(u) - g_D||_{\Omega, \Gamma_1}^2. \quad (14)$$

By the definition of infimum, there is a sequence $\{u_n\} \subset U_{ad}$ such that

$$J(u_n) \to m := \inf_{u \in U_{ad}} J(u) \quad \text{as} \quad n \to \infty.$$

The sequence $\{u_n\} \subset U_{ad}$ is bounded, thus a subsequence can be extracted which is still denoted by $\{u_n\}$ such that

$$u_n \to u^* \text{ in } L^2(\Gamma_2).$$

Since $U_{ad}$ is weakly closed in $L^2(\Gamma_2)$, we have $u^* \in U_{ad}$. Note that the norm is weakly lower semicontinuous (see, [43, Thm. 1 in Chap. V]) and thus the functional $J$ is also weakly lower semi-continuous such that

$$m = \lim_{n \to \infty} \inf J(u_n) \geq J(u^*) \geq m,$$
which implies that \( u^* \in K \) and \( K \) is nonempty.

\( K \) is clearly a closed subset of \( U_{ad} \). To prove convexity, if \( u^*_1, u^*_2 \in K \), then
\[
m = \hat{J}(u^*_i) \leq \hat{J}(u) \quad \forall u \in U_{ad}, \ i = 1, 2.
\]

Note that \( \hat{J} \) is convex, if \( \theta \in (0, 1) \),
\[
\hat{J}(\theta u^*_1 + (1 - \theta)u^*_2) \leq \theta \hat{J}(u^*_1) + (1 - \theta) \hat{J}(u^*_2) = m \leq \hat{J}(u) \quad \forall u \in U_{ad},
\]
and hence \( \theta u^*_1 + (1 - \theta)u^*_2 \in K \).

Under the additional assumption that \( U_{ad} \) is closed and convex, the solution set \( K \) is nonempty. Let \( u \in K \), we have
\[
\hat{J}'(u) \cdot (v - u) \geq 0 \quad \forall v \in K.
\]

Note that the solution operator \( u \to y(u) \) is affine, we can obtain (13) by a simple calculation.

Regarding the relationship between the Cauchy problem (1) and the optimal control problem (8)-(9), we have the following result.

**Theorem 2.3.** Assume that the Cauchy problem (1) admits a solution \( \bar{y} \) with \( \bar{y}|_{\Gamma_2} \in U_{ad} \). Then the optimal control problem (8)-(9) is equivalent to (1).

**Proof.** Define \( \bar{u} = \bar{y}|_{\Gamma_2} \). Then \( \bar{y} = y(\bar{u}) \) is the solution of problem (9). Note that \( \bar{y} = g_D \) on \( \Gamma_1 \), which in turn implies that \( \bar{y} \) is a solution of problem (8)-(9).

On the other hand, if \( u \in U_{ad} \) is a solution of problem (8)-(9) with associated \( y = y(u) \), we have \( 0 \leq \hat{J}(y, u) \leq \hat{J}(\bar{y}, \bar{u}) = 0 \), so \( y = g_D \) on \( \Gamma_1 \) and \( y \) is a solution of (1).

From the above equivalence we know that the optimal control problem (8)-(9) inherits the ill-posedness of the Cauchy problem (1). To stabilize the control problem a Tikhonov regularization term is introduced, then the regularized control problem reads
\[
\min_{u \in U_{ad}} J^\epsilon(y, u) = \frac{1}{2} \int_{\Gamma_1} (y - g_D)^2 ds + \frac{\epsilon}{2} \int_{\Gamma_2} u^2 ds
\]
subject to
\[
\begin{align*}
A y &= f \quad \text{in } \Omega, \\
\partial_n A y &= g_N \quad \text{on } \Gamma_1, \\
y &= u \quad \text{on } \Gamma_2.
\end{align*}
\]

In regard to the existence and uniqueness of solution to the regularized problem (15)-(16), we have the following result.

**Theorem 2.4.** Suppose \( U_{ad} \subset L^2(\Gamma_2) \) is closed and convex, then for each fixed \( \epsilon > 0 \), problem (15)-(16) admits a unique solution \( u^\epsilon \). Moreover, the solution \( u^\epsilon \) with corresponding state \( y^\epsilon := y(u^\epsilon) \) can be characterized by the following first order optimality condition
\[
\int_{\Gamma_1} (y(u^\epsilon) - g_D)(y(v) - y(u^\epsilon)) ds + \epsilon \int_{\Gamma_2} u^\epsilon(v - u^\epsilon) ds \geq 0 \quad \forall v \in U_{ad}.
\]

**Proof.** It is evident that (15)-(16) can be equivalently rewritten in the form
\[
\min_{u \in U_{ad}} \hat{J}'(u) = J^\epsilon(y(u), u).
\]
Let $m = \min_{u \in U_{ad}} \hat{J}^*(u)$. For a fixed $\epsilon > 0$, we have

$$\hat{J}^*(u) \to +\infty, \quad \text{if } \|u\|_{0, r_2} \to +\infty, \quad u \in U_{ad}.$$ 

If $U_{ad}$ is unbounded, from the above condition, there exists a constant $C > 0$ such that

$$\hat{J}^*(u) > m \quad \forall \ u : \|u\|_{0, r_2} \geq C.$$ 

We can thus define a bounded, closed and convex subset $U_{ad}^{C} = \{u \in U_{ad} : \|u\|_{0, r_2} \leq C\}$. Then (18) is equivalent to

$$\min_{u \in U_{ad}^{C}} \hat{J}^*(u) = J^*(y(u), u).$$

Similar to the proof of Theorem 2.2, the existence of a solution to the problem (19) can be obtained. By the strict convexity of $\hat{J}^*$, the solution is unique. In fact, let $u_1^\epsilon, u_2^\epsilon$ be two different solutions of (19), then $\frac{1}{2}(u_1^\epsilon + u_2^\epsilon) \in U_{ad}$ and

$$\hat{J}^*(u_1^\epsilon) \leq \hat{J}^*(\frac{1}{2}(u_1^\epsilon + u_2^\epsilon)),$$

$$\hat{J}^*(u_2^\epsilon) \leq \hat{J}^*(\frac{1}{2}(u_1^\epsilon + u_2^\epsilon)).$$

Thus,

$$\hat{J}^*(u_1^\epsilon) + \hat{J}^*(u_2^\epsilon) \leq 2\hat{J}^*(\frac{1}{2}u_1^\epsilon + \frac{1}{2}u_2^\epsilon).$$

This is in contrast to the strict convexity of $\hat{J}^*$. The first order optimality condition (17) follows immediately from the standard arguments (see e.g., [36]), we omit it here.

We can also show that the solution $u^\epsilon$ with corresponding state $y^\epsilon$ of the regularized problem (15)-(16) is stable with respect to the perturbations of data $f$, $g_D$ and $g_N$.

**Theorem 2.5.** Assume that $U_{ad} \subset L^2(\Gamma_2)$ is closed and convex and $f_n \to f$ in $L^2(\Omega)$, $g_{D,n} \to g_D$ in $L^2(\Gamma_1)$, $g_{N,n} \to g_N$ in $L^2(\Gamma_1)$. Let $u_n^\epsilon$ and $u^\epsilon$ be the unique solutions of problem (15)-(16) with the functions $f_n$, $g_{D,n}$, $g_{N,n}$ and $f$, $g_D$, $g_N$, respectively. The corresponding states are $y_n^\epsilon = y(u_n^\epsilon)$ and $y^\epsilon = y(u^\epsilon)$, respectively. Then the following result holds.

$$u_n^\epsilon \to u^\epsilon \text{ in } L^2(\Gamma_2), \quad y_n^\epsilon \to y^\epsilon \text{ in } H^\frac{1}{2}(\Omega), \quad y_n^\epsilon \to y^\epsilon \text{ in } L^2(\Omega).$$

**Proof.** Note that $U_{ad}$ is closed and convex, $\{u_n^\epsilon\}$ is bounded in $L^2(\Gamma_2)$, there is a subsequence of $\{u_n^\epsilon\}$, still denote by $\{u_n^\epsilon\}$, and some $\bar{u}^\epsilon \in U_{ad}$ such that

$$u_n^\epsilon \to \bar{u}^\epsilon \text{ in } L^2(\Gamma_2).$$

Using (10), similar to Lemma 2.1, we can obtain

$$y_n^\epsilon \to \bar{y}^\epsilon \text{ in } H^\frac{1}{2}(\Omega),$$

where $\bar{y}^\epsilon = y(\bar{u}^\epsilon)$. Using embedding theorem (see [1, Thm.7.58]), (22) implies that

$$g_n^\epsilon \to \bar{y}^\epsilon \text{ in } L^2(\Omega), \quad y_n^\epsilon \to \bar{y}^\epsilon \text{ in } L^2(\Gamma_1).$$

Let us show that $\bar{u}^\epsilon$ is the solution of problem (15)-(16). It follows from (17) that

$$\int_{\Gamma_1} (y(u_n^\epsilon) - g_{D,n})(y(v) - y(u_n^\epsilon))ds + \epsilon \int_{\Gamma_2} u_n^\epsilon (v - u_n^\epsilon)ds \geq 0 \quad \forall \ v \in U_{ad}.$$
Taking $n \to \infty$, (21) and (23) lead to
\[
\int_{\Gamma_1} (y(\bar{u}^\epsilon) - g_D)(y(v) - y(\bar{u}^\epsilon)) ds + \epsilon \int_{\Gamma_2} \bar{u}^\epsilon (v - \bar{u}^\epsilon) ds \geq 0 \quad \forall \ v \in U_{ad}.
\]
Thus, $\bar{u}^\epsilon$ is a solution of problem (15)-(16) with the functions $f$, $g_D$ and $g_N$. Therefore, $\bar{u}^\epsilon = u^\epsilon$ with corresponding state $y^\epsilon = y^\epsilon$ because that (15)-(16) has a unique solution. Since the limit $u^\epsilon$ is unique, the entire sequence converges, i.e., (20) holds.

Now we are in the position to investigate the solution behavior of problem (15)-(16) as $\epsilon \to 0$. The following convergence result can be proved.

**Theorem 2.6.** Assume that $U_{ad} \subset L^2(\Gamma_2)$ is bounded, closed and convex. Let $u^\epsilon$ be the solution of problem (15)-(16). Then
\[
u^\epsilon \to u^0 \text{ in } L^2(\Gamma_2), \quad y^\epsilon \to y^0 \text{ in } H^{1/2}(\Omega), \quad y^\epsilon \to y^0 \text{ in } L^2(\Omega), \quad \text{as } \epsilon \to 0,
\]
where $u^0 \in K$ is defined by
\[
u_i^0 ||_{0,\Gamma_2} = \inf_{u \in K} \nu_i||_{0,\Gamma_2}.
\]
Here $K$ is the solution set of problem (8)-(9).

**Proof.** Setting $v = u^\epsilon$ in (13) and $v = u^0$ in (17), adding these two inequalities yields
\[
u_i(u^\epsilon, u^0 - u^\epsilon)_{\Gamma_2} \geq ||y(u^0) - y(u^\epsilon)||_{0,\Gamma_1},
\]
which means $\nu_i(u^\epsilon, u^0 - u^\epsilon)_{\Gamma_2} \geq 0$ and so $u^\epsilon||_{0,\Gamma_2} \leq ||u^0||_{0,\Gamma_2}$ i.e., the sequence $\{u^\epsilon\}$ is bounded in $L^2(\Gamma_2)$ uniformly. Then there exists a subsequence, still denote by $\{u^\epsilon\}$, converges weakly to $\bar{u}$ in $L^2(\Gamma_2)$. Since $U_{ad}$ is closed convex and thus weakly closed, $\bar{u} \in U_{ad}$ and
\[
u_i||_{0,\Gamma_2} \leq \liminf_{\epsilon \to 0} \nu_i||_{0,\Gamma_2} \leq ||u^0||_{0,\Gamma_2}.
\]
We need to prove that $\bar{u}$ is a solution of problem (8)-(9). Using Lemma 2.1, $y^\epsilon \to \bar{y}$ in $H^{1/2}(\Omega)$ and thus $y^\epsilon \to \bar{y}$ in $L^2(\Omega)$. Here $y^\epsilon = y(u^\epsilon)$ and $\bar{y} = y(\bar{u})$. Since $u^\epsilon$ is the solution of (15)-(16), for all $v \in U_{ad}$
\[
\frac{1}{2} \int_{\Gamma_1} (y(u^\epsilon) - g_D)^2 ds + \frac{\epsilon}{2} \int_{\Gamma_2} (u^\epsilon)^2 ds \leq \frac{1}{2} \int_{\Gamma_1} (y(v) - g_D)^2 ds + \frac{\epsilon}{2} \int_{\Gamma_2} v^2 ds.
\]
Letting $\epsilon \to 0$, the above inequality yields
\[
\frac{1}{2} \int_{\Gamma_1} (y(u) - g_D)^2 ds \leq \frac{1}{2} \int_{\Gamma_1} (y(v) - g_D)^2 ds \quad \forall \ v \in U_{ad}.
\]
Thus, $\bar{u}$ is a solution of problem (8)-(9). From (25)-(26), we know that $\bar{u} = u^0$. The limit $u^0$ does not depend on the subsequence selected; consequently, the entire family $u^\epsilon$ converges weakly to $u^0$ in $L^2(\Gamma_2)$ as $\epsilon \to 0$.

Strong convergence is the direct consequence of the following properties
\[
\nu_i(u^\epsilon - u^0)_{0,\Gamma_2} = \nu_i(u^\epsilon)^2_{0,\Gamma_2} - 2(u^\epsilon, u^0)_{\Gamma_2} + ||u^0||_{0,\Gamma_2}^2 \leq 2||u^\epsilon||_{0,\Gamma_2} - 2(u^\epsilon, u^0)_{\Gamma_2} \to 0, \quad \nu_\Omega(y^\epsilon - y^0)_{1/2,\Omega} \leq C||u^\epsilon - u^0||_{0,\Gamma_2} \to 0
\]
as $\epsilon \to 0$. This completes the proof.
3. Finite element approximation. In this section, we assume that $\Omega$ is a polygonal or polyhedral domain for simplicity. Let $T^h$ be a triangulation of $\Omega$ such that $\bar{\Omega} = \cup_{\tau \in T^h} \tau$, and any element side on $\partial \Omega$ belongs entirely to $\Gamma_1$ or $\Gamma_2$. We suppose that the triangulation is shape regular and quasi-uniform, such that $h_{\tau} \leq c \rho_{\tau}$, where $h_{\tau}$ is the diameter of element $\tau \in T^h$ and $\rho_{\tau}$ the diameters of inscribed circle of $\tau$, and $\max_{\tau \in T^h} h_{\tau} \leq c \min_{\tau \in T^h} h_{\tau}$. Denote the maximum mesh size $h = \max_{\tau \in T^h} h_{\tau}$.

Associated with $T^h$ is a finite dimensional subspace $Y^h$ of $C(\bar{\Omega})$, which consists of piecewise linear polynomials. We set $Y^h_{T^h} = Y^h \cap H^1_{T^h}(\Omega)$, $T^h$ is the restriction of $T^h$ on the boundary $\Gamma$, and $V^h$ is the restriction of $Y^h$ on boundary $\Gamma_2$.

Let $Q_h : L^2(\Gamma_2) \to V^h$ be the $L^2$-projection on $\Gamma_2$, i.e., for $v \in L^2(\Gamma_2)$

\[ \int_{\Gamma_2} Q_h v w_h ds = \int_{\Gamma_2} v w_h ds \quad \forall \ w_h \in V^h. \]

Then one can show that (see [9])

\[ ||v - Q_h v||_{0, \Gamma_2} \leq C h^s ||v||_{s, \Gamma_2} \quad \forall \ v \in H^s(\Gamma_2), \ 0 \leq s \leq 1. \]

Moreover,

\[ ||v - Q_h v||_{0, \Gamma_2} \to 0 \quad \text{as} \ h \to 0 \quad \forall \ v \in L^2(\Gamma_2). \]

The present section is divided into two subsections. Firstly, we analyze the finite element approximation to the state equation. The a priori error bound for the solution of the state equation and its approximation is derived. Based on these results, we investigate the discrete scheme of the regularized optimal control problem in second subsection.

3.1. Finite element approximation to the state equation. We introduce the finite element approximation to the state equation (10) as follows. For a given function $u \in L^2(\Gamma_2)$, let $y_h(u) \in Y^h$ be the unique solution of

\[ \begin{cases} a(y_h(u), w_h) = (f, w_h) + (g_N, w_h)_{\Gamma_1} & \forall \ w_h \in Y^h_{\Gamma_2}, \\ y_h(u) = Q_h u & \text{on } \Gamma_2, \end{cases} \]

where

\[ a(q, w) = \sum_{i,j=1}^d \int_{\Omega} a_{ij}(x) \frac{\partial q}{\partial x_j} \frac{\partial w}{\partial x_i} dx + \int_{\Omega} a_0(x)q(x)w(x)dx. \]

The goal of this subsection is to obtain the error estimates of the approximation $y_h(u)$ given by (29) to the solution $y(u)$ of (10). Firstly, we present two lemmas which will be used later.

Lemma 3.1. ([11, Lemma 5.1]) For each $v_h \in V^h$, let $z_h \in Y^h$ be the solution of

\[ \begin{cases} a(z_h, w_h) = 0 & \forall \ w_h \in Y^h_{\Gamma_2}, \\ z_h = v_h & \text{on } \Gamma_2. \end{cases} \]

Then, the following result holds for $1 < r < \infty$.

\[ ||z_h||_{1, r, \Omega} \leq C ||v_h||_{1, \frac{r}{r-1}, \Omega}. \]

Lemma 3.2. Let $y = y(u) \in H^s(\Omega)$ ($\frac{1}{2} \leq s \leq \frac{3}{2}$) and $y_h(u) \in Y^h$ be the solutions of (10) and (29), respectively. If $1 \leq s \leq \frac{3}{2}$, then

\[ ||y - y_h(u)||_{0, \Omega} + h ||y - y_h(u)||_{1, \Omega} \leq C h^s ( ||f||_{0, \Omega} + ||g_N||_{0, \Gamma_1} + ||u||_{s-\frac{1}{2}, \Gamma_2} ). \]
error estimates (see e.g., [9, Thm. 14.3.12]). Here we only consider (33) and (34).

Proof. The statement (32) is a direct consequence of (31) (see [19]) and the interpolation error estimates (see e.g., [9, Thm. 14.3.12]). Here we only consider (33) and (34). In view of the linearity of $A$, it is sufficient to consider the problems where either $f \equiv 0$ and $g_N \equiv 0$ or $u \equiv 0$. Let us first assume that $f \equiv 0$ and $g_N \equiv 0$.

For each $\psi \in L^2(\Omega)$ let $\phi \in H^2(\Omega) \cap H^1_2(\Omega)$ be the solution of

$$
\begin{cases}
A^*\phi = \psi & \text{in } \Omega, \\
\partial_n A^* \phi = 0 & \text{on } \Gamma_1, \\
\phi = 0 & \text{on } \Gamma_2,
\end{cases}
$$

then we have $\|\phi\|_{2,\Omega} \leq C\|\psi\|_{0,\Omega}$. Note that from (10) and (29) we have

$$
(y - y_h(u), \psi) = (y - y_h(u), A^* \phi) = -\langle u, \partial_n A^* \phi \rangle_{\gamma_2} - \langle A_h(u), \partial_n A^* \phi \rangle_{\gamma_2} + \langle Q_h u, \partial_n A^* \phi \rangle_{\gamma_2} = a(y_h(u), \phi - \phi) + \langle \partial_n A^* \phi, Q_h u - u \rangle_{\gamma_2},
$$

where $\phi_{\Gamma}$ is the linear Lagrange interpolation of $\phi$. Then standard interpolation error estimates (see, e.g., [9, 14]) lead to

$$
(y - y_h(u), \psi) \leq Ch\|y_h(u)\|_{1,\Omega} \|\phi\|_{2,\Omega} + Ch^2 \|u\|_{0,\Gamma_2} \|\phi\|_{2,\Omega}
\leq Ch\|Q_h u\|_{2,\Omega} \|\phi\|_{2,\Omega} + Ch^2 \|u\|_{0,\Gamma_2} \|\phi\|_{2,\Omega}
\leq Ch^2 \|u\|_{0,\Gamma_2} \|\phi\|_{2,\Omega},
$$

and

$$
(y - y_h(u), \psi) \leq a(y_h(u), \phi_{\Gamma} - \phi) + \langle \partial_n A^* \phi, Q_h u - u \rangle_{\gamma_2}
\leq Ch^2 \|y_h(u)\|_{1,\Omega} \|\phi\|_{2,\Omega} + C\|u\|_{0,\Gamma_2} \|\phi\|_{2,\Omega}
\leq Ch^2 \|Q_h u\|_{2,\Omega} \|\phi\|_{2,\Omega} + C\|u\|_{0,\Gamma_2} \|\phi\|_{2,\Omega}
\leq C\|u\|_{0,\Gamma_2} \|\phi\|_{2,\Omega},
$$

where we have used the estimate (30) and inverse inequality (see, e.g., [9, 14]). This implies

$$
\|y - y_h(u)\|_{0,\Omega} \leq Ch^2 \|u\|_{0,\Omega},
$$

and

$$
\|y_h(u) - y\|_{\frac{1}{2},\Omega} \leq C\|u\|_{0,\Gamma_2},
$$

Moreover, one can derive

$$
\|y_h(u)\|_{\frac{1}{2},\Omega} \leq \|y_h(u) - y\|_{\frac{1}{2},\Omega} + \|y\|_{\frac{1}{2},\Omega} \leq C\|u\|_{0,\Gamma_2}.
$$

If $u \equiv 0$, $f \in L^2(\Omega)$, $g_N \in L^2(\Gamma_1)$ and thus $y \in H^\frac{1}{2}(\Omega)$, (31) and (36) lead to (33). The proof of Lipschitz property (34) is similar to (37).
From the above theorem, it is obvious that there is no convergence order under norm $\| \cdot \|_{\frac{3}{2}, \Omega}$ when the solution $y = y(u) \in H^{\frac{3}{2}}(\Omega)$ of (10). However, we have following convergence property which will be indispensable for further analysis.

**Theorem 3.3.** Let $y = y(u) \in H^{\frac{3}{2}}(\Omega)$ and $y_h(u) \in Y^h$ be the solutions of (10) and (29), respectively. Then

$$\| y - y_h(u) \|_{\frac{3}{2}, \Omega} \to 0 \quad \text{as} \quad h \to 0.$$  

*Proof.* Let $L = \max \{ L_1, L_2 \}$ and $L_1, L_2$ are Lipschitz constants in (11), (34). Note that $H^{\frac{3}{2}}(\Gamma_2)$ is dense in $L^2(\Gamma_2)$, thus for any $\sigma > 0$, there exists $\tilde{u} \in H^{\frac{3}{2}}(\Gamma_2)$ such that

$$\| u - \tilde{u} \|_{0, \Gamma_2} < \frac{\sigma}{3L}.$$  

We set $\tilde{y} := y(\tilde{u})$, i.e. $\tilde{y}$ is the solution of

$$\begin{cases}
A\tilde{y} = f & \text{in } \Omega, \\
\partial_{nA}\tilde{y} = g_N & \text{on } \Gamma_1, \\
\tilde{y} = \tilde{u} & \text{on } \Gamma_2.
\end{cases}$$

It is obvious that $\tilde{y} \in H^{1}(\Omega)$ and (32) implies that

$$\| y(\tilde{u}) - y_h(\tilde{u}) \|_{\frac{3}{2}, \Omega} \leq C\tilde{h}^{\frac{3}{2}}.$$  

Setting $h$ small enough such that $h < \frac{\sigma^2}{12C^2}$ and using the Lipschitz properties (11), (34), we have

$$\begin{align*}
\| y(u) - y_h(u) \|_{\frac{3}{2}, \Omega} & \leq \| y(u) - y(\tilde{u}) \|_{\frac{3}{2}, \Omega} + \| y(\tilde{u}) - y_h(\tilde{u}) \|_{\frac{3}{2}, \Omega} + \| y_h(\tilde{u}) - y_h(u) \|_{\frac{3}{2}, \Omega} \\
& \leq L_1\| u - \tilde{u} \|_{0, \Gamma_2} + C\tilde{h}^{\frac{3}{2}} + L_2\| u - \tilde{u} \|_{0, \Gamma_2} \\
& < \frac{\sigma}{3} + \frac{\sigma}{3} + \frac{\sigma}{3} = \sigma.
\end{align*}$$

Then for $\forall \sigma > 0$, there exists $h_0 := \frac{\sigma^2}{12C^2}$ such that $\| y - y_h(u) \|_{\frac{3}{2}, \Omega} < \sigma$, $\forall h < h_0$. We can conclude (38) from the above results. \qed

### 3.2. Finite element approximation to the control problem.

Now we introduce the finite element approximation to the regularized optimal control problem (15)-(16). For simplicity, the variational discretization approach developed in [25] is used to discretize the control problem. The discrete scheme takes the form

$$\min_{u \in U_{ad}} J^*_h(y_h(u), u) = \frac{1}{2} \int_{\Gamma_1} (y_h(u) - g_D)^2 ds + \frac{\epsilon}{2} \int_{\Gamma_2} u^2 ds$$

subject to

$$\begin{cases}
a(y_h(u), w_h) = (f, w_h) + \langle g_N, w_h \rangle_{\Gamma_1} & \forall w_h \in Y^h_{\Gamma_1}, \\
y_h(u) = Q_h u & \text{on } \Gamma_2.
\end{cases}$$

Similar to Theorem 2.4, we have the following result for the discrete control problem (39)-(40).

**Theorem 3.4.** Suppose $U_{ad} \in L^2(\Gamma_2)$ is closed and convex, then for each fixed $\epsilon > 0$, problem (39)-(40) admits a unique solution $u^*_h$. Moreover, the solution $u^*_h$
with corresponding state $y_h' := y_h(u_h')$ can be characterized by the following first order optimality condition

$$
(42) \int_{\Omega_1} (y_h(u_h') - g_D)(y_h(v) - y_h(u_h'))ds + \epsilon \int_{\Gamma_2} u_h'(v - u_h')ds \geq 0 \quad \forall \ v \in U_{ad}.
$$

The goal of this subsection is to obtain the convergence of the problem (39)-(40) to the problem (15)-(16). The main results are given in the following theorem.

**Theorem 3.5.** Assume $f \in L^2(\Omega)$, $g_N \in L^2(\Gamma_1)$ and $g_D \in L^2(\Gamma_1)$. Let $u^\epsilon$ and $u_h^\epsilon$ be the solutions of problems (15)-(16) and (39)-(40) with corresponding states $y^\epsilon = y(u^\epsilon)$ and $y_h^\epsilon = y_h(u_h^\epsilon)$, respectively. Then for each fixed $\epsilon > 0$,

$$
(43) \quad \|y^\epsilon - y_h^\epsilon\|_{1,\Omega} \to 0 \quad \text{as} \quad h \to 0,
$$

$$
(44) \quad \|y^\epsilon - y_h^\epsilon\|_{0,\Omega} \to 0 \quad \text{as} \quad h \to 0.
$$

**Proof.** Setting $v = u_h^\epsilon$ in (17) and $v = u^\epsilon$ in (41), we have

$$
\int_{\Omega_1} (y(u^\epsilon) - g_D)(y(u_h^\epsilon) - y(u^\epsilon))ds + \epsilon \int_{\Gamma_2} u^\epsilon(u_h^\epsilon - u^\epsilon)ds \geq 0
$$

and

$$
\int_{\Omega_1} (y_h(u_h^\epsilon) - g_D)(y_h(u_h^\epsilon) - y_h(u_h^\epsilon))ds + \epsilon \int_{\Gamma_2} u_h^\epsilon(u_h^\epsilon - u_h^\epsilon)ds \geq 0.
$$

Adding the two inequalities leads to

$$
\epsilon \|u^\epsilon - u_h^\epsilon\|_{0,\Gamma_2}^2
$$

$$
\leq \int_{\Omega_1} (y(u^\epsilon) - g_D)(y(u_h^\epsilon) - y(u^\epsilon))ds + \int_{\Gamma_1} (y_h(u_h^\epsilon) - g_D)(y_h(u^\epsilon) - y_h(u_h^\epsilon))ds
$$

$$
= \int_{\Omega_1} (y(u^\epsilon) - g_D)(y(u_h^\epsilon) - y(u^\epsilon))ds + \int_{\Gamma_1} (y_h(u_h^\epsilon) - y(u^\epsilon))(y(u^\epsilon) - y_h(u_h^\epsilon))ds + \int_{\Gamma_1} (y_h(u_h^\epsilon) - y(u^\epsilon))(y_h(u^\epsilon) - y(u^\epsilon))ds
$$

$$
= -\|y^\epsilon - y_h^\epsilon\|_{0,\Gamma_1}^2 + \int_{\Gamma_1} (y_h(u_h^\epsilon) - y(u^\epsilon))(y(u^\epsilon) - y(u^\epsilon))ds
$$

$$
+ \int_{\Gamma_1} (y(u^\epsilon) - g_D)(y(u_h^\epsilon) - y_h(u_h^\epsilon))ds + \int_{\Gamma_1} (y(u^\epsilon) - g_D)(y_h(u^\epsilon) - y(u^\epsilon))ds
$$

$$
\leq -\frac{3}{4}\|y^\epsilon - y_h^\epsilon\|_{0,\Gamma_1}^2 + \|y(u^\epsilon) - y_h(u^\epsilon)\|_{0,\Gamma_1}^2 + \|y^\epsilon - g_D\|_{0,\Gamma_1}\|y_h(u^\epsilon) - y_h(u_h^\epsilon)\|_{0,\Gamma_1} + \|y^\epsilon - g_D\|_{0,\Gamma_1}\|y(u^\epsilon) - y_h(u^\epsilon)\|_{0,\Gamma_1},
$$

which in turn implies that

$$
(45) \quad \epsilon \|u^\epsilon - u_h^\epsilon\|_{0,\Gamma_2}^2 + \|y^\epsilon - y_h^\epsilon\|_{0,\Gamma_1}^2
$$

$$
\leq C\|y(u^\epsilon) - y_h(u^\epsilon)\|_{\frac{1}{2},\Omega}^2 + C\|y(u_h^\epsilon) - y_h(u_h^\epsilon)\|_{\frac{1}{2},\Omega}^2 + C\|y(u^\epsilon) - y_h(u^\epsilon)\|_{\frac{1}{2},\Omega}.
$$

Note that $y_h(u^\epsilon)$ and $y_h(u_h^\epsilon)$ are the finite element approximations to $y(u^\epsilon)$ and $y(u_h^\epsilon)$, respectively. Thus, (42) can be obtained from (45) and (38) directly. Here we have used the embedding result $H^\frac{1}{2}(\Omega) \hookrightarrow L^2(\Gamma)$ (see, [1, Thm.7.58]).
Using embedding theorem, (44) can be deduced from (43). Thus, we only need to prove (43). For each fixed $\epsilon > 0$, (42) leads to
\[
\|u^\epsilon - u_h^\epsilon\|_{0,\Gamma_2} \to 0 \quad \text{as} \quad h \to 0.
\]
It follows
\[
\|y^\epsilon - y_h^\epsilon\|_{1,\Omega} \leq \|y(u^\epsilon) - y_h(u^\epsilon)\|_{1,\Omega} + \|y_h(u^\epsilon) - y_h(u_h^\epsilon)\|_{1,\Omega} + L_2\|u^\epsilon - u_h^\epsilon\|_{0,\Gamma_2} \to 0 \quad \text{as} \quad h \to 0,
\]
where we have used (38) and (34). This gives the results.

**Remark 1.** In section 2 and 3, we discussed the convergence when the solution of the Cauchy problem belongs to $H^{1/2}(\Omega)$. Combining results of Theorem 2.6 and Theorem 3.5, we can obtain a good approximation to the solution of the Cauchy problem (1) with appropriate regularization parameter $\epsilon$ and mesh size $h$ (see numerical examples in section 5). Moreover, assuming that the solution of the Cauchy problem has higher regularity, i.e., $y \in H^1(\Omega)$ and then $y|_{\Gamma_2} \in H^{1/2}(\Gamma_2)$, all conclusions in the above two sections still hold if one substitutes $L^2(\Gamma_2)$, $H^{1/2}(\Gamma_2)$, $H^1(\Omega)$, respectively.

4. **Discrete scheme for the Cauchy problem.** In this section, we discuss the numerical approximation to the Cauchy problem (1) through the discrete control problem (39)-(40). The superscript $\epsilon$ is omitted for convenience in the next two sections. To derive a numerical algorithm, further investigations of the optimality conditions (17) and (41) are required. Given a control $u \in U_{ad}$, there is a corresponding state $y(u)$ in control problem (8)-(9). Now, we introduce the so-called adjoint state variable $p := p(u)$ and the corresponding adjoint equation,
\[
\begin{cases}
A^*p = 0 & \text{in } \Omega, \\
\partial_{n,A^*} p = y(u) - g_D & \text{on } \Gamma_1, \\
p = 0 & \text{on } \Gamma_2.
\end{cases}
\]
(46)

With the help of the adjoint state equation and integration by part, it is not difficult to see that the optimality condition (17) has a simpler expression:
\[
\int_{\Gamma_2} (\epsilon u - \partial_{n,A^*} p)(v - u) ds \geq 0 \quad \forall \ v \in U_{ad}.
\]
(47)

Let $P_{U_{ad}}$ denote the orthogonal projection in $L^2(\Gamma_2)$ onto the admissible set of controls $U_{ad}$ (see, [26, Lemma 1.10 in Chap. 1]). Then the variational inequality (47) can be equivalently written as a nonsmooth operator equation
\[
u = P_{U_{ad}}\left( \frac{1}{\epsilon} \partial_{n,A^*} p \right).
\]
(48)

Similar to (46), we can introduce the discrete adjoint state variable. For discrete state variable $y_h = y_h(u_h)$, let the corresponding discrete adjoint state $p_h := p_h(u_h) \in Y_{h,\Gamma_2}$ be the solution of the discrete adjoint equation
\[
a(q_h, p_h) = (y_h - g_D, q_h)_\Gamma_1 \quad \forall \ q_h \in Y_{h,\Gamma_2}.
\]
(49)

Note that the discrete state $y_h$ and adjoint state $p_h$ are piecewise linear polynomials, so it might be not meaningful to prescribe boundary values for $y_h$ by piecewise
constant functions. However, the discrete analogous of optimality condition (47) exactly proposes this, since $\partial_n h, p_h$ is a piecewise constant function on $\Gamma 2$. In order to circumvent this difficulty and obtain the analogous expression to (47), we define a discrete normal derivative $\partial_n h, p_h$ as follows

$$\langle \partial_n h, p_h, q_h \rangle_{\Gamma 2} = a(q_h, p_h) - (y_h - g_D, q_h\rangle_{\Gamma 1}, \forall q_h \in Y_h.$$  

It is obvious that $\partial_n h, p_h \Gamma 2 \in V^h$. From the above equation and (40), we have

$$\langle \partial_n h, p_h, v - u_h \rangle_{\Gamma 2} = \langle \partial_n h, p_h, Q_h (v - u_h) \rangle_{\Gamma 2},$$

$$= \langle \partial_n h, p_h, y_h (v) - y_h (u_h) \rangle_{\Gamma 2},$$

$$= a(y_h (v) - y_h (u_h), p_h) - (y_h (u_h) - g_D, y_h (v) - y_h (u_h))_{\Gamma 1},$$

$$= - (y_h (u_h) - g_D, y_h (v) - y_h (u_h))_{\Gamma 1},$$

where $y_h (v)$ is the solution of (29) with $u$ substituted by $v$. It follows from (41) and (51) that the discrete optimality condition possesses the form

$$\int_{\Gamma 2} (eu_h - \partial_n h, p_h) (v - u_h) ds \geq 0, \forall v \in U_{ad}.$$  

Similar to (48), (52) is equivalent to the nonsmooth operator equation

$$u_h = P_{U_{ad}} \left( \frac{1}{\epsilon} \partial_n h, p_h \right).$$

With above preparations, the solution $u_h \in U_{ad}$ of problem (39)-(40) with corresponding state $y_h \in Y^h$ and adjoint state $p_h \in Y^h_{\Gamma 2}$ can be characterized by the following system:

$$\begin{aligned} &a(y_h, w_h) = (f, w_h) + \langle g_N, w_h \rangle_{\Gamma 1}, \forall w_h \in Y^h_{\Gamma 2}, \\
y_h = Q_h u_h &\quad \text{on} \ \Gamma 2, \ \\
q_h = a(q_h, p_h) = \langle y_h - g_D, q_h \rangle_{\Gamma 1}, &\forall q_h \in Y^h_{\Gamma 2}, \\
\langle \partial_n h, p_h, q_h \rangle_{\Gamma 2} = a(q_h, p_h) - (y_h - g_D, q_h)_{\Gamma 1}, &\forall q_h \in Y^h, \end{aligned}$$

$$u_h = P_{U_{ad}} \left( \frac{1}{\epsilon} \partial_n h, p_h \right) \quad \text{on} \ \Gamma 2.$$

A crucial issue in the above system is how to calculate $u_h$, in other words, how to calculate the projection $P_{U_{ad}}$. From the viewpoint of Dirichlet boundary control problem with control constraints [11, 17], the discrete problem (39)-(40) is solved on an infinite dimensional admissible control set $U_{ad}$ if one adopts the variational discretization concept to discretize the control variable $u$. It is worth emphasizing that the discrete control variable $u_h$ which depends on $U_{ad}$ is not usually a finite element function in most cases. Recall the discussions in section 2 and 3, to ensure the existence of a solution for the unregularized problem (8)-(9), the boundedness of $U_{ad}$ is indispensable (Theorem 2.2). However, this restriction is not necessary regarding the regularized scheme (15)-(16) as well as its discrete counterpart (39)-(40) (Theorem 2.4, 3.4). Therefore, there are two choices about $U_{ad}$, i.e. it can be a bounded, closed, convex subset of $L^2(\Gamma 2)$ or $U_{ad} = L^2(\Gamma 2)$. Generally speaking, it is difficult to give a concrete form of the projection $P_{U_{ad}}$ if $U_{ad}$ is a general subset of $L^2(\Gamma 2)$. Fortunately, the projection has an explicit expression and is numerically
implementable if $U_{ad}$ is of bilateral obstacle type. So in the computation of (57), we can set

$$U_{ad} = \{ u \in L^2(\Gamma_2) : a \leq u \leq b \text{ a.e. on } \Gamma_2 \},$$

where $a, b \in L^\infty(\Gamma_2)$. Then it is easy to verify that (see [25])

$$P_{U_{ad}}(v(x)) = P_{[a,b]}(v(x)) = \max \left( a, \min(v(x),b) \right) \text{ a.e. on } \Gamma_2. \tag{58}$$

An alternative choice of the admissible control set is $U_{ad} = L^2(\Gamma_2)$. In this case, $P_{U_{ad}}$ is an identity operator and (57) takes the form

$$u_h = \frac{1}{\epsilon} \delta_{hA}^n, p_h \text{ on } \Gamma_2. \tag{59}$$

It follows from (56), (59) and $y_h = Q_h u_h$ on $\Gamma_2$ that

$$\langle \epsilon y_h, q_h \rangle_{\Gamma_2} = a \langle y_h, w_h \rangle_{\Gamma_1} - \langle g_D, q_h \rangle_{\Gamma_1} \quad \forall \ q_h \in Y^h. \tag{60}$$

Thus, under this choice the system (54)-(57) can be rewritten as the following system: Solve $(y_h, p_h) \in Y^h \times Y^h_{\Gamma_2}$ such that

$$a(y_h, w_h) = \langle f, w_h \rangle_{\Gamma_1} \quad \forall \ w_h \in Y^h_{\Gamma_2}, \tag{61}$$

$$\langle y_h, q_h \rangle_{\Gamma_1} + \langle \epsilon y_h, q_h \rangle_{\Gamma_2} - a(q_h, p_h) = \langle g_D, q_h \rangle_{\Gamma_1} \quad \forall \ q_h \in V^h, \tag{62}$$

To sum up, the discrete systems (54)-(57) and (60)-(62) are the numerical schemes for the Cauchy problem. On a mesh with $N$ nodes, we only need to solve an about $2N$-order linear algebraic system to obtain the approximate solution $y_h$ of the Cauchy problem. Extensive numerical experiments show that one can get satisfactory results from the above two schemes.

5. **Numerical experiments.** In this section we carry out some numerical experiments to support our theoretical findings. For simplicity, the Cauchy problem for Laplace equation is considered as a model problem. Let $\Omega = (0, 1)^2$. The boundary $\Gamma$ is split into two disjoint parts such that $\Gamma_2 = \{0\} \times [0, 1]$ and $\Gamma_1$ the rest. The model problem takes the form

$$\begin{cases}
-\Delta y = f & \text{in } \Omega, \\
y = g_D & \text{on } \Gamma_1, \\
\frac{\partial y}{\partial n} = g_N & \text{on } \Gamma_1.
\end{cases} \tag{63}$$

In the next two numerical examples, two different sets of data for $f, g_D, g_N$ are described. The effect of noisy data is investigated in the second example. The admissible control set $U_{ad}$ is chosen as $L^2(\Gamma_2)$. For our computation the C++ software library AFEPack [35], supporting the creation of finite element codes, is used.

**Example 5.1.** This example can be found in [24]. We choose

$$f = -2(x_1 - 1)^2(6x_2^2 - 6x_2 + 1) - 2x_1^2(x_2 - 1)^2,$$

$$g_D = g_N \equiv 0,$$

so that the model problem (63) has the unique solution

$$y = (x_1 - 1)^2 x_2^2(x_2 - 1)^2.$$
The $L^2$-norm error $||y - y_h||_{0, \Omega}$ and $H^1$-norm error $||y - y_h||_{1, \Omega}$ between the exact solution and numerical solution for different values of mesh size $h$ (number of mesh nodes $N$) and regularization parameter $\epsilon$ are reported in TABLE 1-2. We explore the changes of errors from two aspects. Firstly, the regularization parameter $\epsilon$ is fixed. For a given $\epsilon$, the error decreases slowly as the mesh size gets smaller if the regularization parameter has a larger value; while the trend downward accelerates if the regularization parameter is small. In particular when $\epsilon \leq 10^{-7}$, the $L^2$-norm error decreases with convergence order $O(h^2)$ which is optimal for linear finite elements. Secondly, we investigate the error behavior when the mesh size $h$ is fixed. For a given mesh size $h$, as the regularization parameter $\epsilon$ gets smaller, the error initially decreases but then increases once $\epsilon$ is smaller than a threshold value depending on $h$. How to select a proper regularization parameter is known to be an important and difficult problem for regularization method. In many cases, the regularization parameter is set as a matter of experience. It is worth further investigation on the choice of an optimal regularization parameter coupling with the mesh size to minimize the approximation error.

The influence of the regularization parameter and mesh size on the solution of the Cauchy problem on the under-specified part of boundary $\Gamma_2$ is illustrated in FIG. 1-4. It is shown that one can obtain a satisfactory approximate solution even on a coarse mesh ($N = 2001$) with $\epsilon = 10^{-2}$ or $10^{-3}$ which is sufficient for many practical applications. As the regularization parameter decreases and mesh refinement proceeds the approximate solution and exact solution are almost the same.

**Table 1.** $L^2(\Omega)$ error of the numerical solutions for Example 5.1.

| $N$   | 141     | 521     | 2001    | 7841    | 31041   |
|-------|---------|---------|---------|---------|---------|
| $\epsilon = 10^{-2}$ | 1.91843e-3 | 1.80682e-3 | 1.72461e-3 | 1.71580e-3 | 1.70941e-3 |
| $\epsilon = 10^{-3}$ | 1.13381e-3 | 7.67441e-4 | 6.82346e-4 | 6.65745e-4 | 6.59069e-4 |
| $\epsilon = 10^{-4}$ | 6.94958e-4 | 3.70700e-4 | 2.72670e-4 | 2.47128e-4 | 2.40651e-4 |
| $\epsilon = 10^{-5}$ | 5.71364e-4 | 2.03356e-4 | 8.50727e-5 | 8.34556e-5 |
| $\epsilon = 10^{-6}$ | 6.22790e-4 | 3.06083e-4 | 6.62601e-5 | 6.59069e-5 |
| $\epsilon = 10^{-7}$ | 5.71364e-4 | 2.03356e-4 | 8.50727e-5 | 8.34556e-5 |

**Table 2.** $H^1(\Omega)$ error of the numerical solutions for Example 5.1.

| $N$   | 141     | 521     | 2001    | 7841    | 31041   |
|-------|---------|---------|---------|---------|---------|
| $\epsilon = 10^{-2}$ | 2.93746e-2 | 2.64246e-2 | 2.39629e-2 | 2.46175e-2 | 2.38098e-2 |
| $\epsilon = 10^{-3}$ | 2.35950e-2 | 1.62617e-2 | 1.24426e-2 | 1.25849e-2 | 1.19282e-2 |
| $\epsilon = 10^{-4}$ | 1.69832e-2 | 1.03247e-2 | 6.94217e-3 | 5.88191e-3 | 5.42433e-3 |
| $\epsilon = 10^{-5}$ | 1.64869e-2 | 9.57237e-3 | 3.72152e-3 | 2.54502e-3 | 2.29821e-3 |
| $\epsilon = 10^{-6}$ | 1.98818e-2 | 1.59102e-2 | 4.90976e-3 | 1.75661e-3 | 1.02247e-3 |
| $\epsilon = 10^{-7}$ | 5.83080e-2 | 1.72318e-2 | 9.18088e-3 | 3.94151e-3 | 1.20356e-3 |
| $\epsilon = 10^{-8}$ | 0.339323  | 4.07371e-2 | 2.55464e-2 | 8.38536e-3 | 1.92693e-3 |
| $\epsilon = 10^{-9}$ | 0.680833  | 0.196674  | 0.104899  | 1.79524e-2 | 7.53784e-3 |
Figure 1. The influence of the mesh size (number of mesh nodes) and regularization parameter for Example 5.1, the regularization parameter value is $\epsilon = 10^{-2}$.

Figure 2. The influence of the mesh size (number of mesh nodes) and regularization parameter for Example 5.1, the regularization parameter value is $\epsilon = 10^{-4}$. 
Figure 3. The influence of the mesh size (number of mesh nodes) and regularization parameter for Example 5.1, the regularization parameter value is $\epsilon = 10^{-6}$.

Figure 4. The influence of the mesh size (number of mesh nodes) and regularization parameter for Example 5.1, the regularization parameter value is $\epsilon = 10^{-8}$. 
Example 5.2. Choose \( f = -2e^{x_1 + x_2} \),

\[
g_N = \begin{cases} 
-e^{x_1} & \text{on } [0, 1] \times \{0\}, \\
e^{1+x_2} & \text{on } \{1\} \times [0, 1], \\
e^{x_1+1} & \text{on } [0, 1] \times \{1\}
\end{cases}
\]

and \( g_D \) such that the model problem (63) has the unique solution \( y = e^{x_1 + x_2} \).

The \( L^2 \)-norm and \( H^1 \)-norm errors of this example are given in TABLE 3-4. Similar phenomena as Example 5.1 can be observed. To further investigate the robustness of our method, the noise effect is considered in this example. We perturb \( g_D \) and \( g_N \) to get the noisy data \( g_D^\delta \) and \( g_N^\delta \) in the form

\[
g_D^\delta(x) = g_D(x)(1 + \delta \cdot \text{rand}(-1, 1)) \quad \forall \ x \in \Gamma_1,
\]

\[
g_N^\delta(x) = g_N(x)(1 + \delta \cdot \text{rand}(-1, 1)) \quad \forall \ x \in \Gamma_1,
\]

where \( \delta \geq 0 \) denotes the noise level (the extent to which the measured data is disturbed) and \( \text{rand}(-1, 1) \) is the uniform distribution on the closed interval \([-1, 1]\).

We mentioned the importance of choosing regularization parameter in the above example. This is particularly true for the data with noise. Extensive experiments and some references (see e.g., [8, 24]) indicated that too small \( \epsilon \) may lead to strong oscillation of the numerical solution and is not a good choice for the Cauchy problem in the presence of noisy data. Our numerical experiments reveal that \( \epsilon > 10^{-3} \) is appropriate which coincides with the results in [8, 24]. We illustrate in FIG. 5-6 the influence of the regularization parameter and noise level on the numerical solution. From this figure, one can observe that the oscillations caused by noise is small. Numerical results show that the relative error is almost no more than 7% with regularization parameter \( \epsilon = 10^{-2} \) which is an appropriate choice. In addition, a striking scenario is worthy of note. Let \( y_h^{\epsilon_1}, y_h^{\epsilon_2} \) be numerical solutions in FIG. 5 and FIG. 6, respectively. It is apparent that \( y_h^{\epsilon_1} \geq y_h^{\epsilon_2} \) initially, then \( y_h^{\epsilon_1} \leq y_h^{\epsilon_2} \), then \( y_h^{\epsilon_1} \geq y_h^{\epsilon_2} \) and the exact solution \( y \) falls in between. In order to further reduce the error and to obtain higher accuracy, one can average these numerical solutions. The mean value of these two solutions is shown in FIG. 7. It is worth emphasizing that the method of average is often used in practical applications although the exact solution is unknown.

**Table 3.** \( L^2(\Omega) \) error of the numerical solutions for Example 5.2.

| \( \epsilon \) | 141    | 521    | 2001   | 7841   | 31041  |
|----------------|--------|--------|--------|--------|--------|
| \( 10^{-4} \)  | 3.58510e-2 | 6.88735e-3 | 1.20255e-3 | 2.22282e-4 | 4.84992e-4 |
| \( 10^{-5} \)  | 7.48033e-2 | 1.96459e-2 | 4.80315e-3 | 1.09582e-3 | 1.81955e-4 |
| \( 10^{-6} \)  | 0.333765  | 6.58363e-2 | 1.44649e-2 | 3.47269e-3 | 8.39206e-4 |
| \( 10^{-7} \)  | 0.893903  | 0.156900  | 4.08380e-2 | 1.00453e-2 | 2.47453e-3 |
| \( 10^{-8} \)  | 1.08029   | 0.561834  | 0.113544  | 2.84390e-2 | 7.05103e-3 |
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The influence of the regularization parameter and noise level with $N = 2001$ for Example 5.2, the regularization parameter value is $\epsilon = 10^{-1}$.

The influence of the regularization parameter and noise level with $N = 2001$ for Example 5.2, the regularization parameter value is $\epsilon = 10^{-2}$.
Table 4. $H^1(\Omega)$ error of the numerical solutions for Example 5.2.

| $N$          | 141   | 521   | 2001  | 7841  | 31041 |
|--------------|-------|-------|-------|-------|-------|
| $\epsilon = 10^{-4}$ | 0.789056 | 0.176409 | 4.75767e-2 | 2.06136e-2 | 1.37713e-2 |
| $\epsilon = 10^{-5}$ | 1.63557  | 0.463995 | 0.126456  | 3.47195e-2 | 1.12251e-2  |
| $\epsilon = 10^{-6}$ | 9.87587   | 2.15979   | 0.478852   | 0.111392   | 2.77816e-2  |
| $\epsilon = 10^{-7}$ | 27.5707 | 4.84727 | 1.47820 | 0.374481 | 8.87448e-2 |
| $\epsilon = 10^{-8}$ | 33.4480 | 23.1252 | 4.26419 | 1.15659 | 0.284669 |

Figure 7. The mean value of the numerical solutions $y_h^{\epsilon_1}$ and $y_h^{\epsilon_2}$ with noise level = 0.05 and $N = 2001$ for Example 5.2, where $\epsilon_1 = 10^{-1}$, $\epsilon_2 = 10^{-2}$.
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