Robustness of the concatenated quantum error-correction protocol against noise for channels affected by fluctuation
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In quantum error correction, the description of noise channel cannot be completely accurate, and fluctuation always appears in noise channel. It is found that when fluctuation of physical noise channel is considered, the average effective channel is dependent only on the average of physical noise channel, and the average of physical noise channel here plays the role of the independent error model in the previous works. Now, one may conclude that in the independent error model, the results in previous works are also valid for average channel where fluctuation exists. In some typical cases, our numerical simulations in the concatenated QEC protocol with 5-qubit code, 7-qubit Steane code and 9-qubit Shor confirm this conjecture. For 5-qubit code, the effective channels are approximate to depolarizing channel as the concatenated level increases. For Steane code, the effective channels are approximate to one Pauli channel as the concatenated level increases. For Shor code, the effective channels are approximate to one of Pauli- $X$ and Pauli- $Z$ channels in each level, and in next concatenated level, the effective channels are approximate to the other. Meanwhile, for these codes, the numerical results indicate that the degree of approximation increases with the concatenated level increases, and the fluctuation of noise channel decays exponentially as concatenated QEC performed. On the error-correction threshold, attenuation ratio of standard deviation of channel fidelity roughly has a stable value. On the other hand, standard deviations of off-diagonal elements of quantum process matrix (Pauli Form) decay more quickly than standard deviations of diagonal elements.

PACS numbers: 03.67.Lx, 03.67.Pp

I. INTRODUCTION

In quantum computation and communication, quantum error correction (QEC) was developed from classic schemes to preserve coherent states from noise and other unexpected interactions. Shor [1] introduced a strategy to store a bit of quantum information in an entanglement state of nine qubits, and Steane [2] proposed a protocol that uses seven qubits. The 5-qubit code was discovered by Bennett et al. [3] and independently by Laflamme et al. [4]. Meanwhile, QEC conditions were proven independently by Bennett and co-authors [3] and by Knill and Laflamme [5]. All the protocols with quantum error correction codes (QECCs) can be viewed as active error correction. Another way, the decoherence-free subspaces [6–8] and noiseless subsystem [9–11] are passive error-avoiding techniques. Recently, it has been proven that both the active and passive QEC methods can be unified [12–14].

The standard QEC procedure in Refs. [2–4] is designed according to the principle of perfect correction for arbitrary single-qubit errors, where one postulates that single-qubit errors are the dominant terms in the noise process [15]. Recently, rather than correcting arbitrary single-qubit errors, the error recovery scheme was adapted to model for the noise to maximize the fidelity of the operation [16–19]. When the uncertainty of the noise channel is considered, robust channel-adapted QEC protocols have also been developed [20–22]. When the fidelity obtained from error correction is not high enough, the further increase in levels of concatenation is necessary. In the previous works [23–25], the concatenated code was discussed for the Pauli channel, where the depolarizing channel as the most important example is included, and quite recently, universal concatenated quantum codes have been well discussed by Chamberland et. al [26, 27]. In realization of QEC, it was revealed that non-degenerate stabilizer code with a complete set of fault-tolerant one-qubit Clifford gates always has a universal set of fault-tolerant gates [28]. Moreover, error rates and resource overheads of some of the universal concatenated codes were analyzed [29], and however, in this work, the ideal condition is considered, where errors do not exist in encoding and decoding operations. Before applying specific QEC operation for maximize the fidelity, we need to get the noise model by measuring Choi matrix [30–35]. The standard quantum process tomography (QPT) [36–43] can be employed to determine Choi matrix of the effective channel, and the exact performance of concatenated QEC can be denoted by the effective Choi matrix.

One should notice that it is not effective enough to alter operations at each level of concatenated QEC for every measured noise model. Fortunately, concatenated QEC with 5-qubit code is general for correcting common noise models such as depolarizing, bit-flip, amplitude damping, even arbitrary kinds of noise model [44]. On the other hand, the noise in QEC is always approximately known [45], and the estimations for noise process in experiments indicate that fluctuation exists in physical noise channel. Meanwhile, the interaction between the system and environment cannot be fully accurate due to its complexity [22] and the fluctuation in noise channel does exist based on experiment measurements [46].
Therefore, the physical noise channel may be appropriately described by both the average and fluctuation of noise channels. So, it is necessary to consider the fluctuation of quantum noise channel in concatenated QEC protocol.

In this work, we study the performance of concatenated QEC protocol with 5-qubit code, 7-qubit Steane code and 9-qubit Shor code for noise channels with fluctuation, and the exact performance of QEC is represented by the quantum process matrix (QPM) in Pauli form, which is equivalent to Choi matrix. It is found that when fluctuation of physical noise channel is considered, the average effective channel is dependent only on the average of physical noise channel. In the following, we progress numerical simulations with specific noise models, and the results show that the average effective channel is indeed dependent only on the average of physical noise channel. Meanwhile, numerical results also indicate that the fluctuation of noise channel decays exponentially as concatenated QEC performed.

To be specific, the numerical simulations indicate that the standard deviations (SDs) of both the effective channel fidelity and diagonal elements of QPM decay exponentially as the concatenated level increases, and the SDs of off-diagonal elements of QPM (Pauli Form) decay even more quickly. For 5-qubit code, SDs of off-diagonal elements of QPM (Pauli form) decay at least 70 times faster than SDs of diagonal elements, and the effective channels are approximate to a Pauli channel as the concatenated level increases. For Shor code, SDs of off-diagonal elements of QPM (Pauli Form) decay at least 50 times faster than SDs of diagonal elements, and the effective channels are approximate to a Pauli channel as the concatenated level increases. For Steane code, SDs of off-diagonal elements of QPM (Pauli form) decay at least 30 times faster than those of diagonal elements. The effective channels are approximate to either of Pauli-X and Pauli-Z channels in each level, and in next concatenated level, the effective channels are approximate to the other. Meanwhile, for these codes, the numerical results indicate that the degree of approximation increases as the concatenated level increases. On the error-correction threshold, attenuation ratio of SD of channel fidelity roughly has a stable value. On the other hand, for 5-qubit code and Steane code, different models of physical noise almost have no influence on the attenuation ratios of the SDs of channel fidelity, which are nearly only dependent on the average effective channel fidelity. While, for Shor code, different models of physical noise have obvious influence on the attenuation ratios of the SDs of channel fidelity.

The content of the present work is organized as follows. In Sec. II, QEC protocol is introduced. In Sec. III, we review QPT and characterize fluctuation in noise without QEC. In Sec. IV, we will show that the average effective channel after performing QEC is only dependent on the average of initial noise channels. In Sec. V, an exact noise model for numerical calculation is performed and the main results for 5-qubit code could be obtained. In Sec. VI, the main conclusions for 7-qubit Steane code and 9-qubit Shor code could be obtained. In Sec. VII, the analysis of numerical results has been given. We end this work with some remarks and discussion in Sec. VIII.

II. QUANTUM ERROR CORRECTION PROTOCOL

In recent works, QEC is developed to preserve coherent states from noise and other unexpected interactions. As depicted in Fig. 1 (a), the standard way to obtain the effective noise channel contains the following steps: (i) A unitary transformation $U$ for encoding process $U$; (ii) The noise evolution denoted by $\Lambda$; (iii) The recovery operation described by a process $R$; (iv) The decoding process $U^{-1}$ realized by $U^\dagger$.

In this paper, the protocol shown in Fig. 1 (b) is used, we start the QEC protocol with 5-qubit code in Ref. [3],

$$|0_L\rangle = \frac{1}{4} \left( |00000\rangle + |10010\rangle + |01001\rangle + |10100\rangle \right. \\
+ |01010\rangle - |11011\rangle - |00110\rangle - |11000\rangle \\
- |11101\rangle - |00011\rangle - |11110\rangle - |01111\rangle \\
- |10001\rangle - |01100\rangle - |10111\rangle + |00101\rangle \right),$$

and

$$|1_L\rangle = \frac{1}{4} \left( |11111\rangle + |01101\rangle + |10110\rangle + |01011\rangle \right. \\
+ |10101\rangle - |00100\rangle - |11001\rangle - |00111\rangle \\
- |00010\rangle - |11100\rangle - |00001\rangle - |10000\rangle \\
- |01110\rangle - |10011\rangle - |01000\rangle + |11010\rangle \right].$$

In this scheme, the special parts are the unitary process $U$ and its associated process $U^{-1}$, which work not only as encoding and decoding, but also as error correction. [The process $U^{-1}$ here is just the $U_2$ used in Eq. (87) of the original work in Ref. [3]]. The specific unitary process $U$ is designed as

$$U|a_m\rangle \otimes |0\rangle = E_m|0_L\rangle,$$
$$U|a_m\rangle \otimes |1\rangle = E_m|1_L\rangle,$$
$$U^\dagger E_m|0_L\rangle = |a_m\rangle \otimes |0\rangle,$$
$$U^\dagger E_m|1_L\rangle = |a_m\rangle \otimes |1\rangle,$$

where $m = 0, 1, ..., 15$, $E_0$ is the identity operator, and for $m \neq 0$, $E_m$ is one of the Pauli operators $\sigma^z_j(i = 1, ..., 5, j = 1, 2, 3)$.

According to the analysis in Ref. [3], the recovery process $R$ in Fig. 1 (a) is not necessary and can be moved away, since the $U^{-1}$ defined in Eq. (1) is sufficient for correcting the errors.
of the principle system. One can observe that the following two processes are equivalent
\[ \mathcal{R} \circ U^{-1} \equiv U^{-1} \circ \tilde{R}, \]
with the new process,
\[ \tilde{R} = U \circ \mathcal{R} \circ U^{-1}. \]
Furthermore, it can be expressed in a more explicit way as
\[ \tilde{R}(\rho^S_A) = \sum_{m=0}^{15} \tilde{R}_m \rho^S_A \tilde{R}^\dagger_m, \]
with the Kraus operators \( \tilde{R}_m = |a_m\rangle \langle a_m| \otimes I \), and the state of the principle system remains unchanged. Therefore, when the protocol is applied in quantum information storage and transmission, the recovery of auxiliary qubits \( \tilde{R}_m \) can be abandoned. In this work, the encoding process \( U \) and the decoding (recovery) process \( U^{-1} \) are fixed in every level of the concatenated QEC.

### III. Quantum Process Matrix for Noise with Fluctuation

In this work, QPT can be an accurate tool to characterize the performance of QEC protocol in Sec. II. Before giving a brief review of the general theory about QPT, one can first introduce a convenient tool where a bounded operator on a Hilbert space can be associated with a vector in an extended Hilbert space. Let \( A \) be a bounded operator in a \( d \)-dimensional Hilbert space \( H_d \), with \( A_{ij} = \langle i|A|j \rangle \) the matrix elements, and an isomorphism between \( A \) and a vector \( |A \rangle \) in \( H^\otimes 2 \) is defined as
\[ |A \rangle = \sqrt{d} A \otimes I_d |S_+ \rangle = \sum_{i,j=1}^{d} A_{ij} |i \rangle |j \rangle, \]
where \( |S_+ \rangle = \frac{1}{\sqrt{d}} \sum_{k=1}^{d} |k k \rangle \) is a maximally entangled state in \( H^\otimes 2 \), and \( |i j \rangle = |i \rangle \otimes |j \rangle \). This isomorphism offers a one-to-one map between an operator and its vector form. Suppose that \( A, B \) and \( \rho \) are three arbitrary bounded operators in \( H_d \), and then
\[ \text{Tr}[A^T B] = \langle \langle A|B \rangle \rangle, \quad |A \rho B \rangle = A \otimes B^T |\rho \rangle, \]
with \( B^T \) the transpose of \( B \).

For a noise channel with fluctuation, a set of parameters \( \omega = \{\omega_1, \omega_2, ..., \omega_n\} \) can be introduced to represent the noise, and the quantum channel can be described by a set of Kraus operators \( \{E_m(\omega)\} \),
\[ \varepsilon(\omega)[\rho] = \sum_{m} E_m(\omega) \rho E^\dagger_m(\omega). \]
For instance, a unitary channel on a one-qubit system can be expressed as
\[ \varepsilon(\omega)[\rho] = U(\omega) \rho U^\dagger(\omega), \]
where \( U(\omega) = \cos \theta I + i \sin \theta \sigma \cdot \hat{n}(\gamma, \phi), \ \omega = \{\theta, \gamma, \phi\}, \ \theta, \gamma, \phi \in [0, 2\pi], \ \phi \in [0, \pi], \) and \( \hat{n} = (\sin \phi \cos \gamma, \sin \phi \sin \gamma, \cos \phi) \).

Now, for a quantum channel \( \varepsilon(\omega) \), Choi-Jamiolkowski isomorphism is a useful connection between a quantum channel and a bipartite state
\[ \hat{\chi}(\omega) = d \cdot \varepsilon(\omega) \otimes I_d |S_+ \rangle \langle S_+ | \]
\[ = \sum_{m} |E_m(\omega)\rangle \langle E_m(\omega)|, \]
where \( \hat{\chi}(\omega) \) is the so-called Choi matrix, and it can be measured in experiment with assistant channel. Therefore, according to Eq. (2) and Eq. (3), Eq. (4) can be rewritten as
\[ |\varepsilon(\omega)[\rho]\rangle = \sum_{m} |E_m(\omega) \rho E^\dagger_m(\omega)| \]
\[ = \sum_{m} E_m(\omega) \otimes E^\dagger_m(\omega) |\rho\rangle \]
\[ = \hat{\lambda}(\omega)[\rho], \]
with
\[ \hat{\lambda}(\omega) = \sum_{m} E_m(\omega) \otimes E^\dagger_m(\omega) \]
the quantum process matrix (QPM). So, in the general theory of QPT, a quantum channel can be equivalently represented by the corresponding QPM. From Ref. [47], the relationship between Choi matrix \( \hat{\chi}_{abcd}(\omega) = \langle ab|\hat{\chi}(\omega)|cd \rangle \) and QPM \( \hat{\lambda}_{abcd}(\omega) = \langle a|\varepsilon(\omega)[c]\rangle [d]|b \rangle (a, b, c, d = 0, 1) \) can be expressed as
\[ \hat{\chi}_{abcd}(\omega) = \hat{\lambda}_{acbd}(\omega). \]
For one-qubit case, a quantum state can be repressed in Bloch representation
\[ \rho = \frac{1}{2} (\hat{\sigma}_0 + \mathbf{r} \cdot \hat{\sigma}), \]
where \( \hat{\sigma}_0 \) is the identity operator, \( \hat{\sigma} = (\hat{\sigma}_1, \hat{\sigma}_2, \hat{\sigma}_3) \) are Pauli operators, and \( \mathbf{r} \) is Bloch vector. Meanwhile, the quantum process in Eq. (4) for qubit system can now be represented in Bloch representation as
\[ \rho'(\omega) = \hat{M}(\omega) \mathbf{r} + \mathbf{c}(\omega), \]
with \( \mathbf{r}'(\omega) \) a new Bloch vector, \( \hat{M}(\omega) \) a \( 3 \times 3 \) real matrix, and \( \mathbf{c}(\omega) \) a constant vector. Now, QPM in Pauli basis can be introduced to character the quantum noise process more clearly,
\[ \eta_{\mu \nu}(\omega) = \langle \langle \sigma_\mu | \varepsilon(\omega) | \sigma_\nu \rangle \rangle = \langle \langle \sigma_\mu | \hat{\lambda}(\omega) | \sigma_\nu \rangle \rangle, \]
where \( \sigma_\mu, \sigma_\nu = \frac{\sqrt{\gamma}}{2} \hat{\sigma}_0, \frac{\sqrt{\gamma}}{2} \hat{\sigma}_1, \frac{\sqrt{\gamma}}{2} \hat{\sigma}_2, \frac{\sqrt{\gamma}}{2} \hat{\sigma}_3 \) for \( \mu, \nu = 0, 1, 2, 3 \). With the fact that the quantum channel \( \varepsilon(\omega) \) is always trace-preserving, it is easy to obtain
\[ \eta(\omega) = \begin{pmatrix} 1 & 0 \\ \mathbf{c}(\omega) & \hat{M}(\omega) \end{pmatrix}. \]
Since the QPM in Pauli basis is more compact than that in Eq. (7), we mainly discuss the QPM in Eq. (10) in the following.
In experiments, the measurements of QPM are not fully accurate, and the fluctuation always exists in the measurements [46]. Therefore, in QEC, one should take fluctuation of noise into account. In statistics, the average of the element \( \eta_{\mu \nu}(\omega) \) of QPM \( \eta(\omega) \) can be obtained

\[
\eta_{\mu \nu}^{\text{avg}} = \int p(\omega) d\omega \eta_{\mu \nu}(\omega)
= \int p(\omega) d\omega \text{Tr}(\sigma_{\mu}^{\dagger} \varepsilon(\omega) \sigma_{\nu})
= \text{Tr}(\sigma_{\mu}^{\dagger} \varepsilon^{\text{avg}}(\sigma_{\nu})),
\]

(11)

where \( p(\omega) = p(\omega_1)p(\omega_2)\ldots p(\omega_n) \), \( d\omega = d\omega_1 d\omega_2 \ldots d\omega_n \), and the average QPM \( \eta^{\text{avg}} \) corresponds to the average noise channel \( \varepsilon^{\text{avg}} = \int p(\omega) d\omega \varepsilon(\omega) \). For the example in Eq. (5), \( p(\omega) = \sin \phi/8\pi^2 \), \( d\omega = d\theta d\gamma d\phi, \theta, \gamma \in [0, 2\pi], \phi \in [0, \pi] \).

The average QPM can be obtained

\[
\eta^{\text{avg}} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & \frac{1}{3} & 0 & 0 \\
0 & 0 & \frac{1}{3} & 0 \\
0 & 0 & 0 & \frac{1}{3}
\end{pmatrix},
\]

(12)

and the average channel \( u^{\text{avg}} \) can be represented by a set of Kraus operators:

\[
\{ \sqrt{\frac{2}{3}} \hat{\sigma}_0, \sqrt{\frac{1}{3}} \hat{\sigma}_1, \sqrt{\frac{1}{3}} \hat{\sigma}_2, \sqrt{\frac{1}{3}} \hat{\sigma}_3 \}.
\]

In order to characterize the fluctuation in noise channels, the SD of element \( \sqrt{\eta_{\mu \nu}(\omega)} \) is defined

\[
\delta \eta_{\mu \nu} = \sqrt{\int \int p(\omega) d\omega |\eta_{\mu \nu}(\omega)|^2 - \eta_{\mu \nu}^{\text{avg}}|^2}.
\]

(13)

Meanwhile, as an important characterization of noise channel \( \varepsilon(\omega) \), channel fidelity \( F(\omega) \) [48] can be obtained from QPM \( \eta(\omega) \).

\[
F(\omega) = \frac{1}{4} \text{Tr}[\eta(\omega)].
\]

(14)

In statistics, the average channel fidelity \( F^{\text{avg}} \) can be obtained

\[
F^{\text{avg}} = \int \int p(\omega) d\omega F(\omega)
= \frac{1}{4} \text{Tr}[\eta^{\text{avg}}],
\]

(15)

and the fluctuation of channel fidelity \( F(\omega) \) is characterized by the SD of channel fidelity

\[
\delta F = \sqrt{\int \int p(\omega) d\omega [F(\omega) - F^{\text{avg}}]^2}.
\]

(16)

In the following, to show the changes of SD of channel fidelity and SDs of elements of QPM, we define the SDs for the effective channel after performing QEC.

\[
\text{FIG. 2. The effective quantum process with QEC.}
\]

IV. THE AVERAGE EFFECTIVE CHANNEL AFTER PERFORMING QEC

In this section, we will show that the average effective channel is only dependent on the average of initial noise channels. The effective quantum process for QEC is shown in Fig. 2. The assistant qubits system is denoted by \( A \), and \( |a_0\rangle \) is the ground state of 4 assistant qubits. The transformation \( U \) is the encoding operation, and it is shown in Sec. II that \( U^{-1} \) is both the decoding and error correcting operation. \( \omega_i \) is a set of parameters of the physical channel for each qubit, and \( \omega = \{\omega_1, \omega_2, \omega_3, \omega_4, \omega_5\} \) is a set of independent parameters of noise channels for five qubits. \( \Lambda(\omega) = \otimes_{i=1}^{5} \varepsilon(\omega_i) \) represents the noise process on five physical qubits. Now, the effective channel after QEC is denoted by \( \varepsilon^{(1)}(\omega) \).

As shown in Fig. 2, after QEC is performed, the element \( \eta_{\mu \nu}^{(1)}(\omega) \) in the QPM \( \eta^{(1)}(\omega) \) of effective channel \( \varepsilon^{(1)}(\omega) \) is defined as

\[
\eta_{\mu \nu}^{(1)}(\omega) = \text{Tr}[\sigma_{\mu}^{\dagger} \text{Tr}_A[U^{-1} \circ \Lambda(\omega) \circ U(|a_0\rangle\langle a_0| \otimes \sigma_{\nu})]]
= \text{Tr}[\sigma_{\mu}^{\dagger} \text{Tr}_A[U^{-1} \circ \otimes_{i=1}^{5} \varepsilon(\omega_i) \circ U(|a_0\rangle\langle a_0| \otimes \sigma_{\nu})]].
\]

(17)

In statistics, the average element \( \eta_{\mu \nu}^{\text{avg}(1)} \) of effective QPM \( \eta^{(1)}(\omega) \) is
\[ \eta_{\mu\nu}^{\text{avg}(1)} = \int p(\bar{w}) d\bar{w} \eta_{\mu\nu}^{(1)}(\bar{w}) = \int p(\bar{w}) d\bar{w} \text{Tr}[\sigma_\mu^l \text{Tr}_A[U^{-1} \circ \Lambda(\bar{w}) \circ U(|a_0\rangle \langle a_0| \otimes \sigma_\nu)]] \]

\[ = \prod_{i=1}^5 \left[ \int p(\omega_i) d\omega_i \right] \text{Tr}[\sigma_\mu^l \text{Tr}_A[U^{-1} \circ \bigotimes_{j=1}^5 \varepsilon(\omega_j) \circ U(|a_0\rangle \langle a_0| \otimes \sigma_\nu)]] \]

\[ = \text{Tr}[\sigma_\mu^l \text{Tr}_A[U^{-1} \circ (\varepsilon^{\text{avg}})^{\otimes 5} \circ U(|a_0\rangle \langle a_0| \otimes \sigma_\nu)]] , \tag{18} \]

where \( p(\bar{w}) = \prod_{i=1}^5 p(\omega_i) \) and \( d\bar{w} = \prod_{i=1}^5 d\omega_i \). Similarly, for any quantum code, the average effective channel is dependent only on average of the initial noise channel.

Now, the SD of element \( \eta_{\mu\nu}^{(1)}(\bar{w}) \) is defined as

\[ \delta \eta_{\mu\nu}^{(1)} = \sqrt{\int p(\bar{w}) d\bar{w} [\eta_{\mu\nu}^{(1)}(\bar{w}) - \eta_{\mu\nu}^{\text{avg}(1)}]^2} . \tag{19} \]

Meanwhile, channel fidelity \( F^{(1)}(\bar{w}) \) of effective noise channel \( \varepsilon^{(1)}(\bar{w}) \) can be obtained from \( \eta^{(1)}(\bar{w}) \),

\[ F^{(1)}(\bar{w}) = \frac{1}{N} \text{Tr}[\eta^{(1)}(\bar{w})] , \tag{20} \]

In statistics, the average effective channel fidelity \( F^{\text{avg}(1)} \) is

\[ F^{\text{avg}(1)} = \int p(\bar{w}) d\bar{w} F^{(1)}(\bar{w}) \]

\[ = \int p(\bar{w}) d\bar{w} \frac{1}{N} \text{Tr}[\eta^{(1)}(\bar{w})] \]

\[ = \frac{1}{N} \text{Tr}[\eta^{\text{avg}(1)}] , \tag{21} \]

and the SD of effective channel fidelity \( F^{(1)}(\bar{w}) \) is defined

\[ \delta F^{(1)} = \sqrt{\int p(\bar{w}) d\bar{w} [F^{(1)}(\bar{w}) - F^{\text{avg}(1)}]^2} . \tag{22} \]

The strict results for Eq. (19) and Eq. (22) are difficult to obtain. However, in Eq. (18), we have proved the average elements of effective QPM \( \eta_{\mu\nu}^{\text{avg}(1)} \) are just determined by the average of 5 independent initial noise channels, and the strict results for Eq. (18) and Eq. (21) can be obtained. Obviously, in concatenated QEC protocol, the average elements of effective QPM and the average effective channel fidelity are just determined by the average of \( n = 5^l \) independent initial noise channels, where \( l \) is the concatenated level. Due to the assumption of independent noise model, the average of independent initial noise channels in each qubit have the same expression, and \( n = 5^l \) sets of parameters \( \{\omega_1, \omega_2, ..., \omega_{5^l}\} \) also belong to the same distribution. When the \( n = 5^l \) initial noise channels are set as \( \varepsilon^{\text{avg}}^{\otimes 5^l} \), the average effective channel \( \varepsilon^{\text{avg}(l)} \) (with channel fidelity \( F^{\text{avg}(l)} \) and QPM \( \eta^{\text{avg}(l)} \)) in the \( l \)-th level of concatenation can be obtained strictly.

The initial noise channels are set as \( \varepsilon^{\text{avg}} \) in [44], and it is indicated that the effective channels can be transformed to depolarizing channel quickly (after a two or three-level concatenated QEC), which behaves like twirling procedure [49]. According to this, one could conjecture that the fluctuation of initial noise channels will decay as the concatenated QEC performed, and in the following, numerical simulations for typical noise model are performed to affirm this conjecture.

V. QUANTUM NOISE MODEL AND MAIN RESULTS OF 5-QUBIT CODE

In the section, before performing numerical simulations with 5-qubit code, it should be noted that the noise in QEC is always approximately known, and the estimations for noise process in experiments indicate that fluctuation exists in physical noise channel. Therefore, it is more appropriate to describe physical noise channel by both the average and fluctuation of noise channels. To investigate the fluctuation of noise channels in concatenated 5-qubit QEC protocol, a perturbed noise model can be introduced.

\[ \varepsilon(\omega)[\rho] = (1 - k)N[\rho] + k u(\omega)[\rho] , \tag{23} \]

where \( N \) is a one-parameter noise model with channel fidelity \( f \in [0, 1], k \in [0, 1] \) is a small constant, and the unitary channel \( u(\omega) \) is expressed in Eq. (5). This model is a simplified version of the noise model used to discuss the robustness of hard decoding algorithm in Ref. [45], and the fluctuation is from the randomly distributed parameters \( \omega \) in \( u(\omega) \). On the other hand, based on estimations for fidelity in Ref. [46], the fluctuation of physical noise channel is small. Here, the fluctuation of physical noise channel is mainly determined by the constant \( k \). Therefore, in our numerical simulations, \( k \) is set below 10% to ensure the fluctuation is small enough.

Now, from the definition in Eq. (9), the QPM of \( \varepsilon(\omega) \) can be obtained,

\[ \eta(\omega) = (1 - k)\eta(N) + k \eta[u(\omega)] . \tag{24} \]

When averaged on the parameters \( \theta, \gamma, \phi \), as shown in Eq. (12), the average QPM of \( u(\omega) \) can be obtained, and the average QPM of \( \varepsilon(\omega) \) can be expressed as

\[ \eta^{\text{avg}(0)} = (1 - k)\eta(N) + k \left( \begin{array}{ccc} 1 & 0 & 0 & 0 \\ 0 & \frac{1}{2} & 0 & 0 \\ 0 & 0 & \frac{1}{2} & 0 \\ 0 & 0 & 0 & \frac{1}{4} \end{array} \right) . \tag{25} \]

Meanwhile, the average of the perturbed noise channels in Eq. (23) can be obtained,

\[ \varepsilon^{\text{avg}(0)} = (1 - k)N + k u^{\text{avg}} . \tag{26} \]

Now, as shown in Fig. 2, one can perform QEC in each concatenated level \( l \), and the average effective channel \( \varepsilon^{\text{avg}(l)} \) (with channel fidelity \( F^{\text{avg}(l)} \) and QPM \( \eta^{\text{avg}(l)} \)) can be obtained, which can be used as the contrast in our numerical calculation.
More specifically, in our numerical calculation, \( N_0 \) is the number of sample noise channels in Eq. (23), which is generated independently and randomly according to Eq. (5). By performing concatenated 5-qubit QEC protocol, in the \( l \)-th level of concatenation, there are \( N_l = N_0/5^l \) effective noise channels, where the average element \( \bar{\eta}_{\mu\nu}^{(l)} \) and SD of element \( \delta \eta_{\mu\nu}^{(l)} \) can be calculated by

\[
\bar{\eta}_{\mu\nu}^{(l)} = \frac{1}{N_l} \sum_{i=1}^{N_l} [\eta_{\mu\nu}^{(l)}], \tag{27}
\]
\[
\delta \eta_{\mu\nu}^{(l)} = \sqrt{\frac{1}{N_l} \sum_{i=1}^{N_l} [\sqrt{[\bar{\eta}_{\mu\nu}^{(l)} - \eta_{\mu\nu}^{(l)}]_\text{avg}}]^2}. \tag{28}
\]

Here, \( \eta_{\mu\nu}^{(l)} \) represents the \( i \)-th \((i = 1, 2, ..., N_l)\) QPM of effective noise channels in the \( l \)-th level of concatenation.

Meanwhile, the average effective channel fidelity \( \overline{F}^{(l)} \) and SD of channel fidelity \( \delta F^{(l)} \) can be calculated according to

\[
\overline{F}^{(l)} = \frac{1}{N_l} \sum_{i=1}^{N_l} F_{\text{avg}}^{(l)} = \frac{1}{4N_l} \sum_{i=1}^{N_l} \text{Tr}[\eta_{\mu\nu}^{(l)}], \tag{29}
\]
\[
\delta F^{(l)} = \sqrt{\frac{1}{N_l} \sum_{i=1}^{N_l} [F_i^{(l)} - F_{\text{avg}}^{(l)}]^2}. \tag{30}
\]

Here, we should note the average element of QPM used in Eq. (28) and the average channel fidelity used in Eq. (29) are obtained from concatenated QEC protocol for average initial noise channel in Eq. (26), and both of them are strict, therefore the sample freedom should be \( N_l \) rather than \( N_l - 1 \).

To show changes of the fluctuation of sample noise channels under concatenated QEC protocol, we define attenuation ratio of SDs,

\[
R_{\delta F}^{(l)} = \frac{\delta F^{(l)-1}}{\delta F^{(l)-0}}, \quad R_{\bar{\eta}}^{(l)} = \frac{\bar{\eta}_{\mu\nu}^{(l)-1}}{\bar{\eta}_{\mu\nu}^{(l)-0}}. \tag{31}
\]

For the noise channel in Eq. (23), there are 4 variable factors: the noise model of \( N \), channel fidelity \( f \), the proportionality constant \( k \), and an arbitrary unitary channel \( u(\omega) \). In the following, by generating unitary channels independently and randomly (the three parameters of \( u(\omega) \) are picked uniformly at random, and \( \theta, \gamma \in [0, 2\pi], \phi \in [0, \pi] \)) in concatenated 5-qubit QEC, the influences of the first three factors and the level \( l \) in concatenated QEC on the fluctuation of noise channels are studied.

(i) For studying the impact of the noise model of \( N \) on the fluctuation, we set \( f = 0.98, k = 0.02 \), and the noise model of \( N \) is chosen as depolarizing noise, amplitude damping noise, and other 20 arbitrarily generated numerical noises, respectively. In each case \( N_0 = 50000 \) unitary channels are generated independently and randomly, and then one-level QEC are performed and numerical results are obtained.

Numerical results indicate that the noise model of \( N \) has nearly no influence on both the SDs in Eqs. (28,30) and the average channel fidelity in Eq. (29). In all cases, the SD of channel fidelity decays with attenuation ratio \( R_{\delta F}^{(1)} \approx 4 \), and the SDs of diagonal elements \( \delta \eta_{11}^{(1)}, \delta \eta_{22}^{(1)}, \delta \eta_{33}^{(1)} \) in QPM decay with attenuation ratio \( R_{\eta}^{(1)} \approx 5(\mu = 1, 2, 3) \). The SDs of off-diagonal elements \( \delta \eta_{12}^{(1)}, \delta \eta_{21}^{(1)}, \delta \eta_{13}^{(1)}, \delta \eta_{31}^{(1)}, \delta \eta_{12}^{(1)}, \delta \eta_{21}^{(1)}, \delta \eta_{13}^{(1)}, \delta \eta_{31}^{(1)} \) decay more quickly (at least 200 times faster) than the SDs of diagonal elements, and the SDs of first column elements \( \delta \eta_{10}^{(1)}, \delta \eta_{20}^{(1)}, \delta \eta_{30}^{(1)} \) transform from 0 to a small amount (about \( 10^{-6} \)) except the case where \( N \) is chosen as depolarizing noise.

(ii) On the other hand, we study the impact of \( f \) and \( k \) on the fluctuation. First, the noise model of \( N \) is chosen as an amplitude damping noise, and then we set \( f = 0.94, 0.95, 0.96, 0.97, 0.98 \) respectively, and for each \( f, k \) increases from 0.01 to 0.06 with a step 0.01. In each case, \( N_0 = 50000 \) unitary channels are generated independently and randomly, and then one-level QEC are performed and numerical results can be obtained.

Numerical results for the SD of channel fidelity are shown in Fig. 3, and all results indicate that for initial noise channels, the SD of channel fidelity and the SDs of elements of QPM are almost only dependent on \( k \). For fixed \( f \), attenuation ratios of SDs after QEC are decreasing as \( k \) increases. For fixed \( k \), attenuation ratios of SDs after QEC are increasing.
as \( f \) increases. In all cases, the SDs of off-diagonal elements of QPM decay more quickly (at least 70 times faster) than the SDs of diagonal elements (the minimum attenuation ratio of the SDs of diagonal elements is about 2.15), and the SDs of first column elements transform from 0 to a small amount (from \( 10^{-4} \) to \( 10^{-6} \)).

(iii) Moreover, one can study the impact of average channel fidelity \( F_{\text{avg}}(0) = (1 - k)f + 0.5k \) on the fluctuation. First, the noise model of \( \mathcal{N} \) is also chosen as amplitude damping noise, and then we set \( F_{\text{avg}}(0) = 0.92, 0.93, 0.94, 0.95, 0.96 \) respectively. For each fixed \( F_{\text{avg}}(0) \), \( k \) increases from 0.01 to 0.06 with a step 0.01, and \( f \) can be obtained by \( f = (F_{\text{avg}}(0) - 0.5k)/(1 - k) \) (the value of \( F_{\text{avg}}(0) \) and \( k \) should ensure \( f \in [0, 1] \)). In each case, \( N_0 = 50000 \) unitary channels are generated independently and randomly. In all cases, it indicates that attenuation ratio of SD of channel fidelity and attenuation ratios of SDs of diagonal elements of QPM are almost only dependent on the value of \( F_{\text{avg}}(0) \).

(iv) Finally, we study the impact of level \( l \) and the average effective channel fidelity \( F(l) \) on the fluctuation in concatenated QEC protocol. We consider three typical cases \( (f = 0.98, k = 0.02; f = 0.98, k = 1/15; f = 0.94, k = 0.05) \), and for each case we choose three different noise models (depolarizing noise, amplitude damping noise, and arbitrary generated numerical noise) for \( \mathcal{N} \). In each case, \( N_0 = 50000 \) unitary channels are generated independently and randomly, and then 3-level QEC are performed and numerical results can be obtained.

Numerical results for attenuation ratio of the SD of channel fidelity and the SD of channel fidelity are shown in Fig. 4. As a result of attenuation ratio of SD of channel fidelity in Eq. (31) \((l = 1)\) are depicted.

Numerical results for attenuation ratio of SD of channel fidelity are shown in Fig. 4. The results indicate that for fixed \( F_{\text{avg}}(0) \), attenuation ratio of SD of channel fidelity and attenuation ratios of SDs of diagonal elements of QPM almost have no change for different \( f \) and \( k \), and attenuation ratios of SDs of off-diagonal elements are increasing as \( k \) increases. Meanwhile, attenuation ratios of all SDs (except the first column elements of QPM) are increasing with the increase of \( F_{\text{avg}}(0) \). In all cases, it indicates that attenuation ratio of SD of channel fidelity and attenuation ratios of SDs of diagonal elements of QPM are almost only dependent on the value of \( F_{\text{avg}}(0) \).

Numerical results for attenuation ratio of the SD of channel fidelity and the SD of channel fidelity are shown in Fig. 5, and numerical results for the SDs of elements of QPM are obtained in Appendices A, B, and C. From the numerical results obtained, one can indicate that the noise model chosen for \( \mathcal{N} \) has almost no impact on the fluctuation in each concatenated level. In first two levels, the SDs of off-diagonal elements of QPM decay more quickly (at least 80 times faster) than those of diagonal elements (the minimum attenuation ratio of the SDs of diagonal elements is about 2.28), and the SDs of off-diagonal elements approach to 0 when level \( l \) increases to 2. With the increase of level \( l \), attenuation ratio of the SD of channel fidelity and attenuation ratios of the SDs of elements of QPM are increasing exponentially, and meanwhile the effective channels are approximately approximate to depolarizing channel after performing 2 levels concatenated QEC, the effective channels transform to a set of Pauli channels, and after one more level concatenated QEC, the effective channels transform to a
set of depolarizing channels).

Moreover, as shown in Fig. 5, attenuation ratio of the SD of channel fidelity is increasing exponentially with the increase of average effective channel fidelity \( \bar{F}(l) \) rather than the increase of level \( l \). In order to test the relationship, we use the data of Fig. 3(a) and other 42 points as checkpoints (\( N \) is set as amplitude damping noise, and \( f = 0.9825, 0.985, 0.9875, 0.99, 0.9925, 0.995, \) and 0.9975, respectively. For each \( f \), the number \( k \) increases from 0.01 to 0.06 with a step 0.01). These results indicate that attenuation ratio of the SD of channel fidelity is almost only dependent on the average effective channel fidelity \( \bar{F}(l) \) (note that in all cases considered in this work, attenuation ratio of the SD of channel fidelity has a significant linear correlation with attenuation ratios of the SDs of diagonal elements of QPM, and the correlation coefficient is about 0.8).

In summary, based on the data shown in Fig. 3(b), the relationship between SD of initial channel fidelity and proportionality constant \( k \) could be

\[
\delta F^{(0)} = 0.354143k - 0.0112724k^2, \tag{32}
\]

and based on the data shown in Fig. 6, the relation between attenuation ratio of SD of channel fidelity and the average effective channel fidelity \( \bar{F}(l) \) (approximately equal to \( F^{\text{avg}}(l) \)) could be

\[
R_F^{(l)} = 0.861795 + \frac{0.300709}{\sqrt{1 - \bar{F}(l)}}
\approx 0.861795 + \frac{0.300709}{\sqrt{1 - F^{\text{avg}}(l)}}. \tag{33}
\]

With Eq. (32) and Eq. (33), a rough estimation of the SD of channel fidelity in concatenated QEC protocol can be given. As an example, consider a case \( f = 0.99, k = 0.04 \), and the noise model of \( N \) is chosen as an arbitrarily generated numerical noise. After 3-level concatenated QEC is performed, the set of average channel fidelity defined in Eq. (21) can be obtained,

\[
F^{\text{avg}}(0) = 0.9704, \quad F^{\text{avg}}(1) = 0.991801, \quad F^{\text{avg}}(2) = 0.99934, \quad F^{\text{avg}}(3) = 0.999996.
\]

Then, the SD of channel fidelity can be obtained according to

\[
\delta F^{(l)} = \frac{\delta F^{(l-1)}}{R_F^{(l)}}, \tag{34}
\]

and the rough estimations of the SD of channel fidelity are obtained,

\[
\delta F^{(0)} = 0.0141477, \quad \delta F^{(1)} = 0.00338237, \quad \delta F^{(2)} = 0.00026915, \quad \delta F^{(3)} = 1.7799 \times 10^{-6}.
\]

Meanwhile, in numerical simulation one can obtain the set of average channel fidelity defined in Eq. (29),

\[
\bar{F}^{(0)} = 0.970407, \quad \bar{F}^{(1)} = 0.991808, \quad \bar{F}^{(2)} = 0.999341, \quad \bar{F}^{(3)} = 0.999996,
\]

and obtain the SD of channel fidelity,

\[
\delta F^{(0)} = 0.0141059, \quad \delta F^{(1)} = 0.00341827, \quad \delta F^{(2)} = 0.00024509, \quad \delta F^{(3)} = 1.56462 \times 10^{-6}.
\]

Now, one can indicate that the deviation between rough estimation and numerical simulation is increasing with the increase of concatenated level, because the rough estimation in next level is based on the value of the rough estimation in current level. There are 4 rough estimations when the concatenated level increases from 0 to 3, and the deviation between final rough estimation SD and final numerical simulation SD is about 13.8%, while the average deviation for each rough estimation is about 3.3%, which is acceptable. This example indicates that the relationships derived in Eq. (32) and Eq. (33) are convincible.

In fact, the numerical calculations have been performed under the condition that the average initial channel fidelity is obviously above the error-correction threshold. Hence, there arise interesting questions whether the SD of channel fidelity has a threshold, and whether it is the same as the error-correction threshold. For 5-qubit code, the noise model of \( N \) and the value of \( k \) have a little influence on the value of error-correction threshold. In numerical calculations, we choose depolarizing noise, amplitude damping noise, and arbitrary generated numerical noise for \( N \), and for each noise model of \( N \), \( k \) increases from 0.01 to 0.06 with a step 0.01. Then, we adjust the average initial channel fidelity \( F^{\text{avg}}(0) \) to ensure \( F^{\text{avg}}(3) \approx F^{\text{avg}}(2) \approx F^{\text{avg}}(1) \approx F^{\text{avg}}(0) \) (absolutely equality cannot be reached except \( N \) is chosen as depolarizing noise). Finally, the numerical results of all different cases indicate
that the values of attenuation ratio of SD of channel fidelity are almost the same, and the attenuation ratio of SD of channel fidelity in each concatenated level almost stabilize at 1.35. In short, the attenuation ratio of SD of channel fidelity has a stable value about 1.35 on the error-correction threshold.

After the main results of 5-qubit code, it is necessary to introduce the specific numerical simulations in detail. Because the numerical simulations are similar, we just give one specific numerical simulation as an example.

Now, Let us consider a typical case, where the average initial channel fidelity $F_{\text{avg}}(0) = 0.9704$ (the channel fidelity $f = 0.98$ for $N$, and the proportionality constant $k = 0.02$). There are 3 different noise models (depolarizing noise, amplitude damping noise, and arbitrary numerical noise) chosen for $N$, and for each noise model, $N_0 = 50000$ unitary channels are generated independently and randomly. Here, we just discuss one case in detail, where $N$ is set as a depolarizing noise channel. From the definition in Eq. (25), one can obtain the average QPM of initial noise channels,

$$\bar{\eta}(0) = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix},$$

and from Eq. (28) we can obtain the SDs of elements of QPM of initial noise channels,

$$\delta\eta(0) = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}.$$

After performing 3-level concatenated QEC protocol constructed in Fig. 2, the average QPMs $\bar{\eta}(l)$ ($l = 0, 1, 2, 3$) and the SDs of elements of QPM $\delta\eta(l)$ ($l = 0, 1, 2, 3$) are obtained in Eq. (A2) and Eq. (A3).

Meanwhile, in 3-level concatenated 5-qubit QEC, by Eq. (29), one can obtain the average channel fidelity in each concatenated level,

$$F(0) = 0.970385, F(1) = 0.991792,$$
$$F(2) = 0.999339, F(3) = 0.999996,$$

and by Eq. (30), one can obtain one set of SD of channel fidelity,

$$\delta F(0) = 0.00706234,$$
$$\delta F(1) = 0.00168564,$$
$$\delta F(2) = 0.000119716,$$
$$\delta F(3) = 8.24922 \times 10^{-7}.$$
TABLE I. Results of 3-level concatenated QEC, where $F^{\text{avg}(0)} = 0.9704$, $f = 0.98$, $k = 0.02$, and $\mathcal{N}$ is set as depolarizing (DEP) noise, amplitude damping (AD) noise and arbitrary numerical (AN) noise, respectively.

| $\mathcal{N} - l$ | $F^{\text{avg}(f)}$ | $F^{(f)}$ | $\delta F^{(f)}$ |
|-------------------|----------------------|----------|-----------------|
| DEP-0             | 0.9704               | 0.970385 | 0.00706234      |
| DEP-1             | 0.991801             | 0.991792 | 0.00168564      |
| DEP-2             | 0.99934              | 0.999339 | 0.00019176      |
| DEP-3             | 0.999996             | 0.999996 | 8.24922 $\times 10^{-7}$ |
| AD-0              | 0.9704               | 0.970367 | 0.00706883      |
| AD-1              | 0.991803             | 0.991785 | 0.00171158      |
| AD-2              | 0.99934              | 0.999337 | 0.000124737     |
| AD-3              | 0.999996             | 0.999996 | 8.28466 $\times 10^{-7}$ |
| AN-0              | 0.9704               | 0.970393 | 0.0070998       |
| AN-1              | 0.991801             | 0.991795 | 0.00171625      |
| AN-2              | 0.99934              | 0.999339 | 0.000122539     |
| AN-3              | 0.999996             | 0.999996 | 7.77169 $\times 10^{-7}$ |

The distribution of channel fidelity of each concatenated level are shown in Fig. 7 and Fig. 8. The distribution of channel fidelity indicates that our numerical simulations are credible.

After introducing one specific numerical simulation, in the following we list the main numerical results for 5-qubit code.

When $F^{\text{avg}(0)} = 0.9704$, $f = 0.98$, and $k = 0.02$, we consider two cases where the noise model $\mathcal{N}$ is set as amplitude damping noise and randomly generated noise, respectively. For each case, $N_0 = 50000$ unitary channels are generated independently and randomly, and after performing 3-level concatenated 5-qubit QEC, the QPMs are obtained in Appendix A. For the case $F^{\text{avg}(0)} = 0.9704$, $f = 0.98$, $k = 0.02$, the results of channel fidelity are obtained in Table I.

In addition, we also consider another two typical cases: $F^{\text{avg}(0)} = 0.948$, $f = 0.98$, $k = 1/15$ and $F^{\text{avg}(0)} = 0.918$, $f = 0.94$, $k = 0.05$. For each case, 3 different noise models (depolarizing noise, amplitude damping noise, and arbitrary numerical noise) are chosen for $\mathcal{N}$, and then $N_0 = 50000$ arbitrary unitary channels are generated independently and randomly. After 3-level concatenated 5-qubit QEC, the QPMs of the case $F^{\text{avg}(0)} = 0.948$, $f = 0.98$, $k = 1/15$ are obtained in Appendix B, and the results of channel fidelity are obtained in Table II.

For the case $F^{\text{avg}(0)} = 0.918$, $f = 0.94$, $k = 0.05$, the QPMs are obtained in Appendix C, and the results of channel fidelity are obtained in Table III.

For the three cases $F^{\text{avg}(0)} = 0.9704$, $f = 0.98$, $k = 0.02$, $F^{\text{avg}(0)} = 0.948$, $f = 0.98$, $k = 1/15$, $F^{\text{avg}(0)} = 0.918$, $f = 0.94$, $k = 0.05$), the ranges of channel fidelity are shown in Table IV.

TABLE II. Results of 3-level concatenated QEC, where $F^{\text{avg}(0)} = 0.948$, $f = 0.98$, $k = 1/15$, and $\mathcal{N}$ is set as depolarizing (DEP) noise, amplitude damping (AD) noise and arbitrary numerical (AN) noise, respectively.

| $\mathcal{N} - l$ | $F^{\text{avg}(f)}$ | $F^{(f)}$ | $\delta F^{(f)}$ |
|-------------------|----------------------|----------|-----------------|
| DEP-0             | 0.948                | 0.948098 | 0.0236263       |
| DEP-1             | 0.975956             | 0.976057 | 0.000923149     |
| DEP-2             | 0.994522             | 0.994569 | 0.00182526      |
| DEP-3             | 0.999704             | 0.999708 | 0.0000898125    |
| AD-0              | 0.948                | 0.947807 | 0.0236122       |
| AD-1              | 0.975958             | 0.975832 | 0.00923754      |
| AD-2              | 0.994523             | 0.994462 | 0.00188335      |
| AD-3              | 0.999704             | 0.999697 | 0.0000893871    |
| AN-0              | 0.948                | 0.948126 | 0.0235602       |
| AN-1              | 0.975956             | 0.976061 | 0.00917266      |
| AN-2              | 0.994522             | 0.994565 | 0.00185332      |
| AN-3              | 0.999704             | 0.999708 | 0.0000881663    |

TABLE III. Results of the case $F^{\text{avg}(0)} = 0.918$, $f = 0.94$, $k = 0.05$, $\mathcal{N}$ is set as depolarizing (DEP) noise, amplitude damping (AD) noise and arbitrary numerical (AN) noise respectively, and 3-level concatenated QEC protocol performed.

| $\mathcal{N} - l$ | $F^{\text{avg}(f)}$ | $F^{(f)}$ | $\delta F^{(f)}$ |
|-------------------|----------------------|----------|-----------------|
| DEP-0             | 0.918                | 0.917987 | 0.0176449       |
| DEP-1             | 0.944226             | 0.944207 | 0.00069132      |
| DEP-2             | 0.972579             | 0.97256  | 0.00400429      |
| DEP-3             | 0.999292             | 0.999216 | 0.00009553      |
| AD-0              | 0.918                | 0.917932 | 0.0176952       |
| AD-1              | 0.944263             | 0.944193 | 0.00970563      |
| AD-2              | 0.972613             | 0.972552 | 0.00394378      |
| AD-3              | 0.999294             | 0.999215 | 0.00086634      |
| AN-0              | 0.918                | 0.917966 | 0.0176512       |
| AN-1              | 0.944226             | 0.944208 | 0.0006211       |
| AN-2              | 0.972579             | 0.972555 | 0.00404136      |
| AN-3              | 0.999292             | 0.999218 | 0.000892863     |

VI. MAIN RESULTS OF 7-QUBIT AND 9-QUBIT CODE

In this section, we perform concatenated QEC with 7-qubit Steane code and 9-qubit Shor code for the noise in Eq. (23), and the numerical simulations are obtained in subsections VIA and VIB.

In the error correction with the Steane code, encoding process $\mathcal{V}$ is a unitary transformation $V$ in a $2^l$-dimensional
TABLE IV. Channel fidelity ranges of the three cases, $N$ is set as: depolarizing noise, amplitude damping noise, arbitrary numerical noise respectively.

| Level | Depolarizing | Amplitude damping | Arbitrary numerical |
|-------|--------------|--------------------|---------------------|
| Case 0 | $F_{\text{avg}}(0) = 0.9704, f = 0.98, k = 0.02$ |                      |                     |
| 3 - 0 | 0.960874, 0.97996, 0.960662, 0.97988, 0.960659, 0.960847 |                      |                     |
| 3 - 1 | 0.957961, 0.96164, 0.958563, 0.960173, 0.960637, 0.956193 |                      |                     |
| 3 - 2 | 0.958327, 0.95624, 0.958876, 0.956662, 0.958829, 0.956659 |                      |                     |
| 3 - 3 | 0.959903, 0.959997, 0.959992, 0.959998, 0.959993, 0.959997 |                      |                     |

Hilbert space, and its inverse $V^\dagger$ is the decoding process. The set of correctable errors $\{E_m\}_{m=0}^{255}$ consists of the identity operator $E_0 = I_2^\otimes G$, all the weight-one Pauli operators $\sigma_j^s (i = 1, 2, 3, j = 1, 2, ..., 7)$ and 42 weight-two Pauli operators such as $\sigma_1^s \otimes \sigma_2^s, \sigma_3^s \otimes \sigma_4^s, ..., \sigma_{22}^s \otimes \sigma_{23}^s$, etc. However, there are more than one choices for the correctable weight-two errors, and the typical one is the set of Pauli operators with exactly one $\sigma_1$ and one $\sigma_3$ error. In the error correction with the Shor code, encoding process $T$ is a unitary transformation $T$ in a $2^N$-dimensional Hilbert space, and its inverse $T^\dagger$ is the decoding process. The set of correctable errors $\{E_m\}_{m=0}^{255}$ consists of the identity operator $E_0 = I_2^\otimes G$, and other 255 weight-one to weight-three Pauli operators.

From Sec. IV, for any quantum code, the average effective channel is dependent only on average of the initial noise channel. For the average noise channel in Eq. (26), when performing concatenated QEC with 5-qubit code, the average effective channel will be approximate to depolarizing channel quickly. When performing concatenated QEC with Steane code, the average effective channel will be approximate to a Pauli channel, and one can note that the weights of $\sigma_1, \sigma_2, \sigma_3$ operators in this Pauli channel are dependent on the noise model of $N$ and the proportionality constant $k$. When performing concatenated QEC with Shor code, the average effective channel will be approximate to one of Pauli-X and Pauli-Z channels, and in next concatenated level, the average effective channel will be approximate to the other. Meanwhile, for these codes, the degree of approximation increases with the concatenated level increases.

A. Main results of 7-qubit Steane code

In our numerical simulations for Steane code, the SDs of elements of QPM have similar behavior as 5-qubit code: The SDs of diagonal elements of QPM have a significant linear correlation with SD of channel fidelity, and the SDs of off-diagonal elements of QPM decay more quickly (at least 50 times faster) than those of diagonal elements. SDs of off-diagonal elements approach to 0 after 2 levels concatenated QEC. In the following, we mainly focus on the SD of channel fidelity.

For QEC with the Steane code, 4 variables in Eq. (23) are considered: the noise model of $N$, $f$ (channel fidelity of $N$), the proportionality constant $k$, and an arbitrary unitary channel $u(\omega)$.

(i) To study the impact of the noise model of $N$ on the fluctuation, we set $f = 0.98, k = 0.02$, and the noise model of $N$ is chosen as depolarizing noise, amplitude damping noise, and other 20 arbitrarily generated numerical noises. In each case $N_0 = 70000$ unitary channels are generated independently and randomly, and then one-level QEC are performed and numerical results are obtained.

Numerical results indicate that the noise model of $N$ has nearly no influence on the SDs of channel fidelity. In all cases, the SD of channel fidelity decays with attenuation ratio $R_F^{(1)} \approx 3.1$.

(ii) Next, we study the impacts of $f$ and $k$ on the fluctuation. The noise model of $N$ is chosen as amplitude damping noise, and then we set $f = 0.966, 0.972, 0.978, 0.984, 0.99$.
respectively, and for each $f$, $k$ increases from 0.01 to 0.06 with a step 0.01. In each case $N_0 = 70000$ unitary channels are generated independently and randomly, and then one-level QEC are performed and numerical results can be obtained.

Numerical results for the SD of channel fidelity are shown in Fig. 9, and the results indicate that for initial noise channels, the SD of channel fidelity is almost only dependent on $k$. For a fixed $f$, attenuation ratios of SDs after QEC are decreasing as $k$ increases, while for a fixed $k$, attenuation ratios of SDs after QEC are increasing as $f$ increases.

(iii) Moreover, one can study the impact of average channel fidelity $F^{\text{avg}}(0)$ on the fluctuation. Now, the noise model of $\mathcal{N}$ is also chosen as amplitude damping noise, and we set $F^{\text{avg}}(0) = 0.945, 0.95, 0.955, 0.96, 0.965$ respectively. For each fixed $F^{\text{avg}}(0)$, $k$ increases from 0.01 to 0.06 with a step 0.01, and $f$ can be obtained via $f = (F^{\text{avg}}(0) - 0.5k) / (1 - k)$, where the values of $F^{\text{avg}}(0)$ and $k$ should ensure $f \in [0, 1]$. In each case, $N_0 = 70000$ unitary channels are generated independently and randomly ($F^{\text{avg}}(0) \approx \tilde{F}(0)$, as $N_0 = 70000$), and then, one-level QEC are performed and numerical results can be obtained.

Numerical results for attenuation ratio of the SD of channel fidelity are shown in Fig. 10. The results indicate that for a fixed $F^{\text{avg}}(0)$, attenuation ratios of SDs after QEC fidelity almost has the same value for different $f$ and $k$. Meanwhile, attenuation ratios of the SDs are increasing with the increase of $F^{\text{avg}}(0)$. In all cases, it is indicated that attenuation ratio of SD of channel fidelity is almost dependent only on the value of $F^{\text{avg}}(0)$.

(iv) Finally, we study the influences of level $l$ and the average effective channel fidelity $\tilde{F}(l)$ on the fluctuation in concatenated QEC protocol. We consider five typical cases, where $f = 0.98$, and $k$ increases from 0.02 to 0.06 with a step 0.01. In all these cases, the noise model of $\mathcal{N}$ is chosen as amplitude damping noise. In each case, $N_0 = 268912$ unitary channels are generated independently and randomly, and then 3-level QEC are performed and numerical results can be obtained.

As shown in Fig. 11, attenuation ratio of the SD of channel fidelity is increasing exponentially with the increase of average effective channel fidelity $\tilde{F}(l)$ rather than the increase of level $l$. In order to make this conclusion more reliable, we set $\mathcal{N}$ as an amplitude damping noise, $f = 0.9825, 0.985, 0.9875, 0.99, 0.9925, 0.995, 0.9975$ respectively, where $k$ increases from 0.01 to 0.06 with a step 0.01 for each $f$, and then one-level QEC is performed. From the numerical calculation, 42 points can be obtained and together with the data in Fig. 9(a), one can have 72 checkpoints. As shown in in Fig. 12, all checkpoints are almost situated on the curve in Fig. 11(b). The results indicate that attenuation ratio of the SD of channel fidelity is almost only dependent on the average effective channel fidelity $\tilde{F}(l)$.

In addition, one can investigate the performance of channel fidelity’s SD at the error-correction threshold for the Steane code. For the Steane code, the noise model of $\mathcal{N}$ and the value of $k$ have a little influence on the value of error-correction threshold. In numerical calculations, we choose depolarizing noise, amplitude damping noise, and arbitrary generated numerical noise for $\mathcal{N}$, and for each noise model of $\mathcal{N}$, $k$ increases from 0.01 to 0.06 with a step 0.01. Then, we adjust the average initial channel fidelity $F^{\text{avg}}(0)$ to ensure $F^{\text{avg}}(3) \approx F^{\text{avg}}(2) \approx F^{\text{avg}}(1) \approx F^{\text{avg}}(0)$. Finally, the numerical results of all different cases indicate that the values of
in Eq. (31) and the average effective channel fidelity in Eq. (29) are depicted. A part of the data in this figure come from Fig. 9(a) and Fig. 11(b), and we also add another 42 points for one-level QEC, where \( f \) is set as 0.9825, 0.985, 0.9875, 0.99, 0.9925, 0.995, and 0.9975, respectively. For each \( f \), the number \( k \) increases from 0.01 to 0.06 with a step 0.01).

attenuation ratio of SD of channel fidelity are almost the same, and the attenuation ratio of SD of channel fidelity in each concatenated level almost stabilize at 1.62. In summary, the attenuation ratio of SD of channel fidelity has a stable value about 1.62 on the error-correction threshold.

**B. Main results of 9-qubit Shor code**

In our numerical simulations for Shor code, there are similar behaviors with 5-qubit code and Steane code. The SDs of \( \eta_{kl}^{(l)} \) in QPM have a significant linear correlation with SD of channel fidelity, and the SDs of off-diagonal elements of QPM decay more quickly (at least 30 times faster) than those of diagonal elements. SDs of off-diagonal elements approach to 0 after 2 levels concatenated QEC. However, there are also different behaviors from 5-qubit code or Steane code. The noise model of \( \mathcal{N} \) in Eq. (23) has obvious influence on attenuation ratios of SDs of channel fidelity. The effective channels are approximate to one of Pauli-X and Pauli-Z channels in each level, and in next concatenated level, the effective channels are approximate to the other. Meanwhile, the degree of approximation increases with the concatenated level increases. Therefore, in the following, we mainly focus on the performance of SDs of channel fidelity and diagonal elements in QPM.

(i) To study the impact of the noise model of \( \mathcal{N} \) on the fluctuation, one can set \( f = 0.98, k = 0.02 \), and the noise model of \( \mathcal{N} \) is chosen as depolarizing noise, amplitude damping noise, and other 20 arbitrarily generated numerical noises. In each case \( N_0 = 90000 \) unitary channels are generated independently and randomly, and then one-level QEC are performed and numerical results are obtained. Numerical results indicate that the noise model of \( \mathcal{N} \) has obvious influence on attenuation ratios of SDs of channel fidelity. In all cases, the SDs of channel fidelity decay with attenuation ratio about 3.4 ~ 4.7.

(ii) To clear the relationship between attenuation ratios of SD of channel fidelity and average effective channel fidelity, the noise model of \( \mathcal{N} \) is fixed as amplitude damping noise, and we set \( f = 0.98, k = 0.02, 0.04, 0.06 \), respectively. In each case, \( N_0 = 72900 \) unitary channels are generated independently and randomly, and then three-level QEC are performed and numerical results are obtained. As shown in Fig. 13, numerical results indicate that attenuation ratio of SD of channel fidelity is almost only dependent on the average effective channel fidelity \( \bar{F}^{(l)} \).

(iii) In our numerical simulations, it indicates that the effective channels are approximate to one of Pauli-X and Pauli-Z channels in each level, and in next concatenated level, the effective channels are approximate to the other. Meanwhile, the degree of approximation increases with the concatenated level increases, and the fluctuation of noise channel decays exponentially as concatenated QEC performed.

For the two cases in Appendix D, the weight of \( \tilde{\sigma}_2 \) decays rapidly, and the relative weights of \( \tilde{\sigma}_1 \) and \( \tilde{\sigma}_3 \) are oscillating in adjacent concatenated levels. Meanwhile, SDs of \( \eta_{11}^{(l)} \) and \( \eta_{22}^{(l)} \) are oscillating and decaying in adjacent concatenated levels. Moreover, other arbitrarily generated numerical noise models of \( \mathcal{N} \) are also simulated, where for each fixed
\( \mathcal{N}, f = 0.98, k = 0.02, 0.04, 0.06, \) respectively. The numerical results show that the SDs of diagonal elements in QPM have similar behaviors.

In addition, one can investigate the performance of channel fidelity’s SD at the error-correction threshold for Shor code. When performing QEC for the average of physical noise channel in Eq. (26), the noise model of \( \mathcal{N} \) and the value of \( k \) have obvious influence on the value of error-correction threshold. Therefore, for different \( \mathcal{N} \) and \( k \), we adjust the average initial channel fidelity \( F_{\text{avg}}(0) \) to ensure \( F_{\text{avg}}(3) \approx F_{\text{avg}}(2) \approx F_{\text{avg}}(1) \approx F_{\text{avg}}(0) \). In numerical calculations, we choose depolarizing noise, amplitude damping noise, and arbitrary generated numerical noise for \( \mathcal{N} \), and for each noise model of \( \mathcal{N} \), \( k \) increases from 0.02 to 0.06 with a step 0.02. Finally, the numerical results of all different cases indicate that the values of attenuation ratio of SD of channel fidelity are roughly the same, and the attenuation ratio of SD of channel fidelity in each concatenated level roughly stabilize at 2. In summary, the attenuation ratio of SD of channel fidelity has a stable value about 2 around the error-correction threshold.

**VII. THE ANALYSIS OF NUMERICAL RESULTS**

Lots of numerical results have been obtained in Sec. V and Sec. VI, and in order to test the robustness of concatenated QEC protocol, different \( \mathcal{N}, f \) and \( k \) in Eq. (23) have been chosen. As shown in the two sections, 5-qubit code is more robust than 7-qubit and 9-qubit code. More specifically, the initial SDs of channel fidelity and SDs of elements in QPM are determined by \( k \), and the SDs decreases exponentially with consecutive levels of concatenation. When \( \mathcal{N}, f \) and \( k \) are fixed, it seems that the attenuation ratio of SD of channel fidelity has linear relationship with the attenuation ratio of average error rate. However, for different codes, the specific processes of decreasing of fluctuation have a little difference. Finally, the numerical results indicate that there is no threshold below which the standard deviation does not decrease.

In order to understand the numerical results, further analysis is necessary. For noise channel \( \varepsilon \), the error rate \( r \) is

\[
    r = 1 - F,
\]

and here, \( F \) is the channel fidelity of \( \varepsilon \), then \( \delta r = \delta F \). Now, for noise channel \( \varepsilon \), there always are relationship between the element \( \eta_{\mu\nu}(\mu, \nu = 0, 1, 2, 3) \) of QPM and \( r \),

\[
    \eta_{\mu\nu}(r) = C_{\mu\nu}(r),
\]

where \( C_{\mu\nu} \) is a function depends on noise model. If \( \eta_{\mu\nu}(r) \) expressed with Taylor expansion

\[
    \eta_{\mu\nu}(r) = \sum_{n=0}^{\infty} c_{\mu\nu,n} r^n,
\]

here, \( c_{\mu\nu,n} \) is the coefficient of the \( n \)-th order \( r (\mu, \nu = 0, 1, 2, 3) \), and it is dependent on the specific noise model of \( \varepsilon \). When the noise channels belong to the same distribution of one independent error model, the coefficient \( c_{\mu\nu,n} \) can be viewed fixed,

\[
    \delta \eta_{\mu\nu}(r) = \frac{1}{N} \sum_{N=1}^{N} (\eta_{\mu\nu,N} - \eta_{\mu\nu}^{\text{avg}})^2
\]

\[
    = \frac{1}{N} \sum_{N=1}^{N} \sum_{n=0}^{n} c_{\mu\nu,n} r_n^N - \sum_{n=0}^{n} c_{\mu\nu,n} (r_{\text{avg}})^n)^2
\]

\[
    = \sum_{n=0}^{n} (c_{\mu\nu,n} \delta r^n)^2 = \sum_{n=1}^{n} (c_{\mu\nu,n} \delta r^n)^2,
\]

here, \( N \) is the number of the noise channels of the same distribution. It is indicated in Eq. (41) that SDs of elements of QPM have approximate linear relationship with SD of error rate when \( r \) is small.

Similarly with Eq. (26), the average QPM of \( l \)-th level effective channel can be expressed as

\[
    \eta_{\text{avg}}^{\text{l}} = (1 - k^{(l)}) \eta_{\alpha}^{(l)} + k^{(l)} \eta_{\beta}^{(l)},
\]

where \( k^{(l)} \) is a proportionality coefficient, \( \eta_{\alpha}^{(l)} \) is the QPM of fixed noise model, and \( \eta_{\beta}^{(l)} \) is the average QPM of noise with fluctuation.

Then, the numerical results can be divided into three cases. (i) In the case when average channel fidelity set above error-correction threshold, after \( l \)-level concatenated QEC, the average error rate of effective channels \( r_{\text{avg}}^{(l)} \) approaches 0. So, the error rate of every effective channel approaches 0, either. The effective QPMs will approach the constant matrix

\[
    r^{(l)} \rightarrow 0, \eta^{(l)} \rightarrow \left( \begin{array}{cccc} 1 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{array} \right),
\]

and based on Eq. (41), it is expected that the fluctuation of noise channels would approach 0 and attenuation ratios of the SDs have approximate linear correlation with attenuation ratio of error rate.

For 5-qubit code, when choosing different specific noise model, average error rate is almost the same in each concatenated level, as is the SD of channel fidelity. For 7-qubit code and 9-qubit code, when choosing different specific noise model, average error rate in each concatenated level is different and dependent on the initial noise model, and so is the SD of channel fidelity. In this case, average error rate can be used as an important index to judge the fluctuation. Meanwhile, 5-qubit code is more robust than 7-qubit and 9-qubit codes when against different noise.

(ii) In another case when average channel fidelity set below error-correction threshold, after \( l \)-level concatenated QEC in
our numerical simulations, the effective QPMs will approach the constant matrix

$$r^{(l)} \rightarrow 0.75, \eta^{(l)} \rightarrow \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix},$$

and based on Eq. (41), one may think that the coefficient $c_{\mu\nu,n}$ approaches 0 is the reason why the fluctuation is decreased in noise channels.

(iii) In the third case when average channel fidelity equals error-correction threshold, there is a typical case for 5-qubit code where $\eta_\alpha^{(0)}$, $\eta_\beta^{(0)}$ are set as depolarizing noise. In this case,

$$\eta_{\text{avg}}^{(l)} = \eta_{\text{avg}}^{(l-1)} = \eta_{\text{avg}}^{(0)},$$

so,

$$\eta_{\text{avg}}^{(l)} = \eta_{\text{avg}}^{(0)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & \frac{\sqrt{3}}{3} & 0 & 0 \\ 0 & 0 & \frac{\sqrt{3}}{3} & 0 \\ 0 & 0 & 0 & \frac{\sqrt{3}}{3} \end{pmatrix},$$

and the numerical results indicate the attenuation ratio of SD of channel fidelity has a stable value for different $k^{(0)}$. So, it is expected that $k^{(l)}$ decreases with consecutive levels of concatenation. Because diagonal elements of $\eta_\alpha^{(0)}$ are larger than $\eta_{\text{avg}}^{(0)}$’s, and diagonal elements of $\eta_\beta^{(0)}$ are smaller than $\eta_{\text{avg}}^{(0)}$’s, when $k^{(l)}$ decreases, it is required that $\eta_\alpha^{(l)}$ and $\eta_\beta^{(l)}$ approach $\eta_{\text{avg}}^{(l)}$ with consecutive levels of concatenation to ensure Eq. (42) and Eq. (46).

$$\eta^{(0)}_{\alpha,\mu \nu} = \frac{4f - 1}{3} > \eta^{\text{avg}}_{\mu \nu}, \eta^{(0)}_{\beta,\mu \nu} = \frac{1}{3} < \eta^{\text{avg}}_{\mu \nu}, \mu = 1, 2, 3.$$  

Based on the results of 5-qubit code, we guess 5-qubit code had the ability to make both $\eta_\alpha^{(l)}$ and $\eta_\beta^{(l)}$ approach $\eta_{\text{avg}}^{(l)}$, and then result in decreasing of the SD on error-correction threshold. In addition, we guess it is similar for 7-qubit code and 9-qubit code, with different details.

In summary, we conjecture that the ability of error correct codes concentrate effective channels to the fixed channel is the reason decreasing of fluctuation.

**VIII. REMARKS AND DISCUSSION**

In this work, we consider fluctuation because the noise in QEC is always approximately known, and the estimations for noise process in experiments indicate that fluctuation exists in physical noise channel. Therefore, the physical noise channel may be appropriately described by the average noise channel and fluctuation. So, it is necessary to consider the general and realistic case that each noise channel in every qubit is generated randomly and independently from one distribution.

In the previous work [22], robustness of stabilizer codes for mixed channels was discussed, and for arbitrary noise models with fixed channel fidelity, the efficient of QEC with 5-qubit code was discussed in Ref. [50]. However, the fluctuation of noise channels was not considered in these two works, and in the present work, the robustness of concatenated QEC protocol against noise with fluctuation is studied. On the other hand, the authors in Ref. [45] introduced the robustness of hard decoding optimization algorithm against noise with perturbations, and it is indicated that the fixed concatenated QEC protocol is also robust to noise with fluctuation in our work.

For the cases we have considered, the numerical results indicate that concatenated QEC protocols with 5-qubit code, Steane code and Shor code are efficient and robust to noise with fluctuation. More specifically, SD of channel fidelity and SDs of diagonal elements of QPM always decay exponentially with the increase of concatenated level. Meanwhile, SDs of off-diagonal elements of QPM decay more quickly than those of diagonal elements, and SDs of off-diagonal elements approach to 0 after 2 levels concatenated QEC. For 5-qubit code and Steane code, different noise model of physical noise almost has no influence on the attenuation ratios of the SDs of channel fidelity, which are almost only dependent on the average effective channel fidelity. For Shor code, different noise model of physical noise has obvious influence on the attenuation ratios of the SDs of channel fidelity. For 5-qubit code, the effective channels are approximate to depolarizing channel as the concatenated level increases. For Steane code, the effective channels are approximate to one Pauli channel as the concatenated level increases. For Shor code, the effective channels are approximate to one of Pauli-X and Pauli-Z channels, and in the next concatenated level, the effective channels are approximate to the other. Moreover, for these three codes, the degree of approximation increases with the concatenated level increases. On the error-correction threshold, the attenuation ratio of SD of channel fidelity roughly has a stable value, for 5-qubit code it is about 1.35, for Steane code it is about 1.62, and for Shor code it is about 2.

In the recent works [51–54], it is indicated that the effective noise channels approach Pauli-like channels and the off-diagonal elements of QPM disappear in the concatenated QEC protocol. In the work [44], the effective noise channels are approximate to depolarizing channel as the concatenated 5-qubit QEC performed. In the work [32], off-diagonal elements of an error process matrix decay more quickly than the diagonals in a quantum error correcting code. In this paper, numerical calculations show that the results of these works are also valid for average channel when considering fluctuation, and in Sec. IV, it is proved that when considering fluctuation of physical noise channel, the average effective channel is dependent only on the average of physical noise channel. Note that the average of physical noise channel here plays the role of the independent error model in the previous works, and now, one may conclude that in the independent error model, the results in previous works are also valid for average channel where fluctuation exists. Our numerical simulations with fluctuating noise do confirm this conjecture. Meanwhile, the numerical simulations also show that, in the concatenated QEC, one can
suppress physical noise channels with fluctuation, and obtain effective channel with higher fidelity and smaller fluctuation. In addition, we believe this conjecture is valid in general, not limited to the noise in Eq. (23).

Appendix A: QPM for the case when average initial channel fidelity is 0.9704

(i) Consider the case where $F_{\text{avg}} = 0.9704$ ($f = 0.98, k = 0.02$), the noise model of $N$ is set as a depolarizing noise. Now, the initial noise channels is a case as in Eq. (26). With QPT in 3-level concatenated 5-qubit QEC protocol, and from the definition in Eq. (18), the average QPM in each concatenated level ($l = 0, 1, 2, 3$) can be obtained,

$$
\eta_{\text{avg}}^{(0)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.960533 & 0 & 0 \\ 0 & 0 & 0.960533 & 0 \\ 0 & 0 & 0 & 0.960533 \end{pmatrix}, \eta_{\text{avg}}^{(1)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.989068 & 0 & 0 \\ 0 & 0 & 0.989068 & 0 \\ 0 & 0 & 0 & 0.989068 \end{pmatrix}, \eta_{\text{avg}}^{(2)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \eta_{\text{avg}}^{(3)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.999994 & 0 & 0 \\ 0 & 0 & 0.999994 & 0 \\ 0 & 0 & 0 & 0.999994 \end{pmatrix}.
$$

Moreover, from the definition in Eq. (28), the SDs of elements of QPM in each concatenated level can be obtained,

$$
\delta \eta^{(0)} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0.0119545 & 0.0102918 & 0.0103645 \\ 0 & 0.0103015 & 0.0119311 & 0.0103342 \\ 0 & 0.0103549 & 0.0103438 & 0.0119042 \end{pmatrix}, \delta \eta^{(1)} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0.00225611 & 1.6228 \times 10^{-6} & 1.61845 \times 10^{-6} \\ 0 & 1.6426 \times 10^{-6} & 0.0022524 & 1.61305 \times 10^{-6} \\ 0 & 1.61442 \times 10^{-6} & 1.6371 \times 10^{-6} & 0.00225269 \end{pmatrix},
$$

$$
\delta \eta^{(2)} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0.000159632 & 0 & 0 \\ 0 & 0 & 0.000159636 & 0 \\ 0 & 0 & 0 & 0.000159644 \end{pmatrix}, \delta \eta^{(3)} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 1.0298 \times 10^{-6} & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 1.0298 \times 10^{-6} \end{pmatrix}.
$$
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(ii) Consider the case where $F^{\text{avg}(0)} = 0.9704 (f = 0.98, k = 0.02)$, and the noise model of $\mathcal{N}$ is set as amplitude damping noise. Similar to Eq. (A1), one can obtain,

$$
\eta^{\text{avg}(0)} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0.966968 & 0 & 0 \\
0 & 0 & 0.966968 & 0 \\
0.039002 & 0 & 0 & 0.947665
\end{pmatrix}, \\
\eta^{\text{avg}(1)} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0.989356 & 0 & 0 \\
0 & 0 & 0.989356 & 0 \\
-2.25619 \times 10^{-8} & 0 & 0 & 0.988501
\end{pmatrix}, \\
\eta^{\text{avg}(2)} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0.999121 & 0 & 0 \\
0 & 0 & 0.999121 & 0 \\
0 & 0 & 0 & 0.999119
\end{pmatrix}, \\
\eta^{\text{avg}(3)} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0.999994 & 0 & 0 \\
0 & 0 & 0.999994 & 0 \\
0 & 0 & 0 & 0.999994
\end{pmatrix}.
$$

Meanwhile, similar to Eq. (A2), one can obtain,

$$
\tilde{\eta}^{(0)} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0.96693 & 3.92608 \times 10^{-6} & -0.0000258762 \\
0 & 0.0000231165 & 0.96693 & 0.0000427746 \\
0.039002 & -0.000044545 & -0.0000644307 & 0.947603
\end{pmatrix}, \\
\tilde{\eta}^{(1)} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0.999335 & -1.3483 \times 10^{-8} & 1.61674 \times 10^{-7} \\
-2.33067 \times 10^{-8} & -1.73751 \times 10^{-9} & 0.98933 & -1.30353 \times 10^{-7} \\
-9.14585 \times 10^{-8} & -9.4923 \times 10^{-8} & 8.72084 \times 10^{-9} & 0.988474
\end{pmatrix}, \\
\tilde{\eta}^{(2)} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0.999117 & 0 & 0 \\
0 & 0 & 0.999117 & 0 \\
0 & 0 & 0 & 0.999115
\end{pmatrix}, \\
\tilde{\eta}^{(3)} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0.999994 & 0 & 0 \\
0 & 0 & 0.999994 & 0 \\
0 & 0 & 0 & 0.999994
\end{pmatrix}.
$$

Similar to Eq. (A3), one can obtain,

$$
\delta \eta^{(0)} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0.0119593 & 0.0103135 & 0.0103279 \\
0 & 0.0103322 & 0.0119385 & 0.010331 \\
0 & 0.0103092 & 0.0103496 & 0.0119574
\end{pmatrix}, \\
\delta \eta^{(1)} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0.00230821 & 1.65042 \times 10^{-6} & 8.47241 \times 10^{-6} \\
4.51878 \times 10^{-6} & 1.65422 \times 10^{-6} & 0.00230987 & 8.51862 \times 10^{-6} \\
4.48766 \times 10^{-6} & 8.12115 \times 10^{-6} & 8.23066 \times 10^{-6} & 0.00230203
\end{pmatrix}, \\
\delta \eta^{(2)} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0.000166349 & 0 & 0 \\
0 & 0 & 0.000166318 & 0 \\
0 & 0 & 0 & 0.000166307
\end{pmatrix}, \\
\delta \eta^{(3)} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1.05564 \times 10^{-6} \\
0 & 0 & 1.05564 \times 10^{-6} & 0 \\
0 & 0 & 0 & 1.05564 \times 10^{-6}
\end{pmatrix}.
$$

(iii) Consider the case where $F^{\text{avg}(0)} = 0.9704 (f = 0.98, k = 0.02)$, and the noise model of $\mathcal{N}$ is set as arbitrary numerical noise. The set of Kraus operators $\{A_0, A_1, A_2, A_3\}$ are generated randomly as

$$
A_0 = \begin{pmatrix}
0.756784 & -0.0493575 + 0.0480098i \\
-0.0493575 - 0.0480098i & 0.78349
\end{pmatrix}, \quad A_1 = \begin{pmatrix}
0.0267779 - 0.0260467i & -0.00125374 + 0.0452789i \\
0.0308079 & -0.0267779 + 0.0260467i
\end{pmatrix}, \\
A_2 = \begin{pmatrix}
0.0349194 + 0.0339659i & 0.0401748 \\
-0.00163493 - 0.0590456i & -0.0349194 - 0.0339659i
\end{pmatrix}, \quad A_3 = \begin{pmatrix}
0.0599647 + 0.0583273i & 0.605781 \\
0.0599647 + 0.0583273i & 0.605781
\end{pmatrix}.
$$
Similar to Eq. (A1), one can obtain,

\[
\eta^{\text{avg}(0)} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
-0.0027981 & 0.963156 & 0.00780802 & 0.00217159 \\
-0.00272169 & 0.00780802 & 0.962724 & 0.00211229 \\
-0.000756966 & 0.00217159 & 0.00211229 & 0.955716
\end{pmatrix},
\]

\[
\eta^{\text{avg}(1)} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
5.66186 \times 10^{-7} & 0.9891 & -7.71093 \times 10^{-10} & -2.18793 \times 10^{-7} \\
5.56773 \times 10^{-7} & -8.85474 \times 10^{-10} & 0.989115 & -2.10952 \times 10^{-7} \\
4.56715 \times 10^{-7} & -2.18543 \times 10^{-7} & -2.10678 \times 10^{-7} & 0.988988
\end{pmatrix},
\]

\[
\eta^{\text{avg}(2)} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0.99912 & 0 & 0 \\
0 & 0 & 0.99912 & 0 \\
0 & 0 & 0 & 0.99912
\end{pmatrix}, \eta^{\text{avg}(3)} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0.999994 & 0 & 0 \\
0 & 0 & 0.999994 & 0 \\
0 & 0 & 0 & 0.999994
\end{pmatrix}.
\]

Meanwhile, similar to Eq. (A2), one can obtain,

\[
\bar{\eta}^{(0)} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
-0.0027981 & 0.963166 & 0.00782901 & 0.00217924 \\
-0.00272169 & 0.00780882 & 0.962688 & 0.00201543 \\
-0.000756966 & 0.00217252 & 0.00210951 & 0.955716
\end{pmatrix},
\]

\[
\bar{\eta}^{(1)} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
5.65903 \times 10^{-7} & 0.989093 & -3.14165 \times 10^{-8} & -2.30899 \times 10^{-7} \\
5.62561 \times 10^{-7} & -1.15879 \times 10^{-8} & 0.989102 & -2.14612 \times 10^{-7} \\
4.62737 \times 10^{-7} & -2.10859 \times 10^{-7} & -2.17221 \times 10^{-7} & 0.988986
\end{pmatrix},
\]

\[
\bar{\eta}^{(2)} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0.999119 & 0 & 0 \\
0 & 0 & 0.999119 & 0 \\
0 & 0 & 0 & 0.999119
\end{pmatrix}, \bar{\eta}^{(3)} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0.999994 & 0 & 0 \\
0 & 0 & 0.999994 & 0 \\
0 & 0 & 0 & 0.999994
\end{pmatrix}.
\]

Moreover, similar to Eq. (A3), one can obtain,

\[
\delta \eta^{(0)} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0.0119532 & 0.0103064 & 0.0103111 \\
0 & 0.0103195 & 0.0119472 & 0.0103344 \\
0 & 0.0102979 & 0.0103475 & 0.011935
\end{pmatrix},
\]

\[
\delta \eta^{(1)} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
5.86592 \times 10^{-7} & 0.00229476 & 2.18785 \times 10^{-6} & 2.24794 \times 10^{-6} \\
5.78341 \times 10^{-7} & 2.18117 \times 10^{-6} & 0.00230084 & 2.29403 \times 10^{-6} \\
6.43318 \times 10^{-7} & 2.26602 \times 10^{-6} & 2.25332 \times 10^{-6} & 0.00229437
\end{pmatrix},
\]

\[
\delta \eta^{(2)} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0.000163399 & 0 & 0 \\
0 & 0 & 0.000163398 & 0 \\
0 & 0 & 0 & 0.000163387
\end{pmatrix}, \delta \eta^{(3)} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 1.02346 \times 10^{-6} & 0 & 0 \\
0 & 0 & 1.02346 \times 10^{-6} & 0 \\
0 & 0 & 0 & 1.02346 \times 10^{-6}
\end{pmatrix}.
\]
Appendix B: QPM for the case when average initial channel fidelity equals 0.948

(i) Consider the case where $F^{\text{avg}(0)} = 0.948 \,(f = 0.98, \, k = 1/15)$, and the noise model of $\mathcal{N}$ is set as depolarizing noise. Similar to Eq. (A1), one can obtain,

$$\eta^{\text{avg}(0)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.930667 & 0 & 0 \\ 0 & 0 & 0.930667 & 0 \\ 0 & 0 & 0 & 0.930667 \end{pmatrix}, \quad \eta^{\text{avg}(1)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.967942 & 0 & 0 \\ 0 & 0 & 0 & 0.967942 \\ 0 & 0 & 0 & 0.967942 \end{pmatrix},$$

$$\eta^{\text{avg}(2)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.992696 & 0 & 0 \\ 0 & 0 & 0.992696 & 0 \\ 0 & 0 & 0 & 0.992696 \end{pmatrix}, \quad \eta^{\text{avg}(3)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.999605 & 0 & 0 \\ 0 & 0 & 0 & 0.999605 \\ 0 & 0 & 0 & 0.999605 \end{pmatrix}.$$

Meanwhile, similar to Eq. (A2), one can obtain,

$$\bar{\eta}^{(0)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.93102 & 0.000221614 & 0.000193132 \\ 0 & -0.0000653772 & 0.930593 & -0.0000294828 \\ 0 & -0.0000187266 & 0.000180216 & 0.930778 \end{pmatrix},$$

$$\bar{\eta}^{(1)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.968083 & 4.90894 \times 10^{-7} & -7.15038 \times 10^{-7} \\ 0 & 1.85508 \times 10^{-8} & 0.968058 & -2.12155 \times 10^{-7} \\ 0 & 1.18343 \times 10^{-6} & -1.83959 \times 10^{-7} & 0.968088 \end{pmatrix},$$

$$\bar{\eta}^{(2)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.992758 & 0 & 0 \\ 0 & 0 & 0.992758 & 0 \\ 0 & 0 & 0 & 0.992758 \end{pmatrix}, \quad \bar{\eta}^{(3)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.999611 & 0 & 0 \\ 0 & 0 & 0.999611 & 0 \\ 0 & 0 & 0 & 0.999611 \end{pmatrix}.$$

Moreover, similar to Eq. (A3), one can obtain,

$$\delta\eta^{(0)} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0.0397003 & 0.0343901 & 0.0342946 \\ 0 & 0.0343729 & 0.038946 & 0.0343628 \\ 0 & 0.0343119 & 0.0343456 & 0.038951 \end{pmatrix}, \quad \delta\eta^{(1)} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0.0124017 & 0.0000572596 & 0.0000580205 \\ 0 & 0.0000568981 & 0.0124559 & 0.0000582792 \\ 0 & 0.0000575347 & 0.000057466 & 0.0124273 \end{pmatrix},$$

$$\delta\eta^{(2)} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0.00243353 & 0 & 0 \\ 0 & 0 & 0.00243383 & 0 \\ 0 & 0 & 0 & 0.0024337 \end{pmatrix}, \quad \delta\eta^{(3)} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0.000119704 & 0 & 0 \\ 0 & 0 & 0.000119704 & 0 \\ 0 & 0 & 0 & 0.000119704 \end{pmatrix}.$$

(ii) Consider the case where $F^{\text{avg}(0)} = 0.948 \,(f = 0.98, \, k = 1/15)$, and the noise model of $\mathcal{N}$ is set as amplitude damping noise. Similar to Eq. (A1), one can obtain,

$$\eta^{\text{avg}(0)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.936795 & 0 & 0 \\ 0 & 0 & 0.936795 & 0 \\ 0.0371448 & 0 & 0 & 0.918411 \end{pmatrix}, \quad \eta^{\text{avg}(1)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.968187 & 0 & 0 \\ 0 & 0 & 0.968187 & 0 \\ -1.76777 \times 10^{-8} & 0 & 0 & 0.967458 \end{pmatrix},$$

$$\eta^{\text{avg}(2)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.992697 & 0 & 0 \\ 0 & 0 & 0.992697 & 0 \\ 0 & 0 & 0 & 0.992696 \end{pmatrix}, \quad \eta^{\text{avg}(3)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.999605 & 0 & 0 \\ 0 & 0 & 0.999605 & 0 \\ 0 & 0 & 0 & 0.999605 \end{pmatrix}.$$
Meanwhile, similar to Eq. (A2), one can obtain,

$$\bar{\eta}^{(0)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.936585 & 0.0000710796 & -0.00015667 \\ 0 & -0.0000462149 & 0.936586 & 0.000262721 \\ 0.0371448 & 0.000226651 & -0.000278215 & 0.918057 \end{pmatrix},$$

$$\bar{\eta}^{(1)} = \begin{pmatrix} 1 & 0 \\ -2.6476 \times 10^{-7} & 0.968004 \\ 1.51358 \times 10^{-7} & 6.72634 \times 10^{-8} \\ 5.51091 \times 10^{-7} & 3.39781 \times 10^{-7} \end{pmatrix},$$

$$\bar{\eta}^{(2)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.992616 & 0 & 0 \\ 0 & 0 & 0.992616 & 0 \\ 0 & 0 & 0 & 0.992616 \end{pmatrix}, \bar{\eta}^{(3)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.999597 & 0 & 0 \\ 0 & 0 & 0.999597 & 0 \\ 0 & 0 & 0 & 0.999597 \end{pmatrix}.$$

Moreover, similar to Eq. (A3), one can obtain

$$\delta\eta^{(0)} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0.0398053 & 0.034424 & 0.0345028 \\ 0 & 0.0344167 & 0.039859 & 0.0344479 \\ 0 & 0.0345101 & 0.0344406 & 0.0398652 \end{pmatrix}, \delta\eta^{(1)} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0.004443976 & 0.0124843 & 0.0000582924 \\ 0 & 0.00447759 & 0.000057945 & 0.0124882 \\ 0 & 0.00445216 & 0.0000618792 & 0.0000623155 \end{pmatrix},$$

$$\delta\eta^{(2)} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0.00251103 & 0 & 0 \\ 0 & 0 & 0.00251094 & 0 \\ 0 & 0 & 0 & 0.00251149 \end{pmatrix}, \delta\eta^{(3)} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0.000119213 & 0 & 0 \\ 0 & 0 & 0.000119213 & 0 \\ 0 & 0 & 0 & 0.00011922 \end{pmatrix}. $$

(iii) Consider the case where $F^{\text{avg}(0)} = 0.948 (f = 0.98, k = 1/15)$, and the noise model of $\mathcal{N}$ is set as an arbitrary numerical noise. The set of Kraus operators $\{A_0, A_1, A_2, A_3\}$ are generated randomly as

$$A_0 = \begin{pmatrix} -0.524991 & 0.0326596 + 0.0688087i \\ 0.0326569 - 0.0688087i & -0.41504 \end{pmatrix}, A_1 = \begin{pmatrix} -0.0197012 - 0.0145073i & 0.0567946 - 0.0695926i \\ 0.0235008 & 0.0197012 + 0.0415073i \end{pmatrix},$$

$$A_2 = \begin{pmatrix} 0.0120814 - 0.0254537i & -0.0144115 \\ -0.0348284 - 0.0426766i & -0.0120814 + 0.0254537i \end{pmatrix}, A_3 = \begin{pmatrix} 0.842943 & 0.0168194 + 0.0354358i \\ 0.0168194 - 0.0354358i & 0.899567 \end{pmatrix}. $$

Similar to Eq. (A1), one can obtain,

$$\eta^{\text{avg}(0)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ -0.00260038 & 0.927991 & -0.00320695 & -0.00256223 \\ 0.00547861 & -0.00320695 & 0.933226 & 0.00539822 \\ 0.00437719 & -0.00256223 & 0.00539822 & 0.930782 \end{pmatrix},$$

$$\eta^{\text{avg}(1)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 9.11371 \times 10^{-7} & 0.967925 & -1.65265 \times 10^{-7} & -2.03343 \times 10^{-7} \\ -9.56857 \times 10^{-7} & -1.65205 \times 10^{-7} & 0.967929 & 2.64089 \times 10^{-7} \\ -9.2898 \times 10^{-7} & -2.02772 \times 10^{-7} & 2.62992 \times 10^{-7} & 0.967972 \end{pmatrix},$$

$$\eta^{\text{avg}(2)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.992696 & 0 & 0 \\ 0 & 0 & 0.992696 & 0 \\ 0 & 0 & 0 & 0.992696 \end{pmatrix}, \eta^{\text{avg}(3)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.99960 & 0 & 0 \\ 0 & 0 & 0.99960 & 0 \\ 0 & 0 & 0 & 0.99960 \end{pmatrix}. $$
Meanwhile, similar to Eq. (A2), one can obtain,

\[ \tilde{\eta}^{(0)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ -0.00260038 & 0.928045 & -0.00308538 & -0.00240647 \\ 0.00547861 & -0.00324119 & 0.933364 & 0.00538546 \\ 0.00437719 & -0.00266455 & 0.00516673 & 0.931096 \end{pmatrix}, \]

\[ \tilde{\eta}^{(1)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 8.82276 \times 10^{-7} & 0.96808 & -6.73593 \times 10^{-7} & 3.20803 \times 10^{-7} \\ -9.60968 \times 10^{-7} & 6.91649 \times 10^{-7} & 0.968072 & 9.9162 \times 10^{-7} \\ -8.23116 \times 10^{-7} & -3.22704 \times 10^{-7} & 1.90669 \times 10^{-7} & 0.968091 \end{pmatrix}, \]

\[ \tilde{\eta}^{(2)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.992753 & 0 & 0 \\ 0 & 0.992753 & 0 & 0 \\ 0 & 0 & 0 & 0.992753 \end{pmatrix}, \]

\[ \tilde{\eta}^{(3)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.999611 & 0 & 0 \\ 0 & 0.999611 & 0 & 0 \\ 0 & 0 & 0 & 0.999611 \end{pmatrix}. \]

Moreover, similar to Eq. (A3), one can obtain,

\[ \delta \eta^{(0)} = \begin{pmatrix} 0 & 0.0397408 & 0.0343724 & 0.0344593 \\ 0 & 0.0344591 & 0.0397235 & 0.0343378 \\ 0 & 0.0343726 & 0.0344246 & 0.039625 \end{pmatrix}, \]

\[ \delta \eta^{(1)} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0.00247113 & 0 & 0 \\ 0 & 0 & 0.002471 & 0 \\ 0 & 0 & 0 & 0.00247116 \end{pmatrix}, \]

\[ \delta \eta^{(2)} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0.00247113 & 0 & 0 \\ 0 & 0 & 0.002471 & 0 \\ 0 & 0 & 0 & 0.00247116 \end{pmatrix}, \]

\[ \delta \eta^{(3)} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0.000117587 & 0 & 0 \\ 0 & 0 & 0.000117587 & 0 \\ 0 & 0 & 0 & 0.000117586 \end{pmatrix}. \]

**Appendix C: QPM for the case when average initial channel fidelity equals 0.918**

(i) Consider the case where \( F^{\text{avg}}(0) = 0.918 \) (\( f = 0.94, k = 0.05 \)), and the noise model of \( N \) is set as a depolarizing noise. Similar to Eq. (A1), one can obtain,

\[ \eta^{\text{avg}(0)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.890667 & 0 & 0 \\ 0 & 0 & 0.890667 & 0 \\ 0 & 0 & 0 & 0.890667 \end{pmatrix}, \]

\[ \eta^{\text{avg}(1)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.925635 & 0 & 0 \\ 0 & 0 & 0 & 0.925635 \\ 0 & 0 & 0 & 0.925635 \end{pmatrix}, \]

\[ \eta^{\text{avg}(2)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.963439 & 0 & 0 \\ 0 & 0 & 0.963439 & 0 \\ 0 & 0 & 0 & 0.963439 \end{pmatrix}, \]

\[ \eta^{\text{avg}(3)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.990572 & 0 & 0 \\ 0 & 0 & 0 & 0.990572 \\ 0 & 0 & 0 & 0.990572 \end{pmatrix}. \]
Meanwhile, similar to Eq. (A2), one can obtain,
\[
\bar{\eta}^{(0)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.890553 & 0.000080485 & 0.0000668321 \\ 0 & -0.0000760708 & 0.890553 & 0.000266967 \\ 0 & 0.000203702 & 9.53205 \times 10^{-7} & 0.890841 \end{pmatrix},
\]
\[
\bar{\eta}^{(1)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.925605 & -1.56384 \times 10^{-7} & 2.93121 \times 10^{-7} \\ 0 & 3.04631 \times 10^{-8} & 0.925611 & -1.35025 \times 10^{-8} \\ 0 & 3.57819 \times 10^{-7} & 1.32895 \times 10^{-7} & 0.925613 \end{pmatrix},
\]
\[
\bar{\eta}^{(2)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.963414 & 0 & 0 \\ 0 & 0 & 0.963414 & 0 \\ 0 & 0 & 0 & 0.963414 \end{pmatrix},
\]
\[
\bar{\eta}^{(3)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.990555 & 0 & 0 \\ 0 & 0 & 0.990555 & 0 \\ 0 & 0 & 0 & 0.990555 \end{pmatrix}.
\]

Moreover, similar to Eq. (A3), one can obtain,
\[
\delta\eta^{(0)} = \begin{pmatrix} 0 & 0.0298597 & 0.0258286 & 0.0258319 \\ 0 & 0.0259 & 0.0298154 & 0.0258115 \\ 0 & 0.0257602 & 0.02583 & 0.0297133 \end{pmatrix}, \quad \delta\eta^{(1)} = \begin{pmatrix} 0 & 0.0129621 & 0.0000229349 & 0.0000229077 \\ 0 & 0.0000229552 & 0.0129462 & 0.0000229223 \\ 0 & 0.0000226716 & 0.0000233086 & 0.0129497 \end{pmatrix},
\]
\[
\delta\eta^{(2)} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0.00533908 \\ 0 & 0 & 0 & 0.85443 \\ 0 & 0 & 0.85443 & 0 \\ 0.112237 & 0 & 0 & 0 \end{pmatrix}, \quad \delta\eta^{(3)} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0.00125278 \\ 0 & 0 & 0 & 0.00125278 \\ 0 & 0 & 0 & 0.00125278 \\ 0 & 0 & 0 & 0.00125278 \end{pmatrix}.
\]

(ii) Consider the case where \( F_{\text{avg}}^{(0)} = 0.918 \) (\( f = 0.94, k = 0.05 \)), and the noise model of \( \mathcal{N} \) is set as an amplitude damping noise. Similar to Eq. (A1), one can obtain,
\[
\eta^{\text{avg}}^{(0)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.908785 & 0 & 0 \\ 0 & 0 & 0.908785 & 0 \\ 0 & 0 & 0 & 0.85443 \end{pmatrix}, \quad \eta^{\text{avg}}^{(1)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ -4.45261 \times 10^{-6} & 0 & 0 & 0.921814 \end{pmatrix},
\]
\[
\eta^{\text{avg}}^{(2)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.963508 & 0 & 0 \\ 0 & 0 & 0.963508 & 0 \\ 0 & 0 & 0 & 0.963436 \end{pmatrix}, \quad \eta^{\text{avg}}^{(3)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0.900595 \end{pmatrix},
\]

Meanwhile, similar to Eq. (A2), one can obtain,
\[
\bar{\eta}^{(0)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.908843 & -0.000108809 & 0.000133326 \\ 0 & 0.000143222 & 0.90861 & -8.66705 \times 10^{-7} \\ 0.112237 & -0.0000533846 & -0.0000456332 & 0.854275 \end{pmatrix},
\]
\[
\bar{\eta}^{(1)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ -4.47766 \times 10^{-7} & 0.927539 & -2.2819 \times 10^{-7} & -1.09219 \times 10^{-6} \\ 4.21439 \times 10^{-7} & 2.30118 \times 10^{-9} & 0.927533 & -1.07714 \times 10^{-6} \\ -3.66889 \times 10^{-6} & 1.27916 \times 10^{-6} & 1.09296 \times 10^{-6} & 9.217 \end{pmatrix},
\]
\[
\bar{\eta}^{(2)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.963427 & 0 & 0 \\ 0 & 0 & 0.963427 & 0 \\ 0 & 0 & 0 & 0.963355 \end{pmatrix}, \quad \bar{\eta}^{(3)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.990554 & 0 & 0 \\ 0 & 0 & 0.990554 & 0 \\ 0 & 0 & 0 & 0.990554 \end{pmatrix}.
Moreover, similar to Eq. (A3), one can obtain,

\[ \delta\eta^{(0)} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0.0296858 & 0.025823 & 0.0259269 \\ 0 & 0.0257851 & 0.0299674 & 0.02579 \\ 0 & 0.0259645 & 0.0257521 & 0.0298341 \end{pmatrix}, \delta\eta^{(1)} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0.0000699147 & 0.0131219 & 0.0000230966 & 0.000151832 \\ 0.0000698661 & 0.0000229212 & 0.0131392 & 0.000152937 \\ 0.0000674748 & 0.000134124 & 0.000134663 & 0.0130151 \end{pmatrix}, \delta\eta^{(2)} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix}, \delta\eta^{(3)} = \begin{pmatrix} 0 & 0 & 0 & 0 \\ 0 & 0.00118219 & 0 & 0 \\ 0 & 0 & 0.00118219 & 0 \\ 0 & 0 & 0 & 0.00118219 \end{pmatrix}. \]

(iii) Consider the case where \( F^{\text{avg}(0)} = 0.918 \) \((f = 0.94, k = 0.05)\), and the noise model of \( \mathcal{N} \) is set as an arbitrary numerical noise. The set of Kraus operators \( \{ A_0, A_1, A_2, A_3 \} \) are generated randomly as

\[ A_0 = \begin{pmatrix} 0.55782 & 0.0184139 - 0.0299884i \\ 0.0184139 + 0.0299884i & 0.264979 \end{pmatrix}, A_1 = \begin{pmatrix} 0.0135882 - 0.0221294i & 0.0991524 + 0.195463i \\ 0.00307679 & -0.135882 + 0.0221294i \end{pmatrix}, \]
\[ A_2 = \begin{pmatrix} 0.00812856 + 0.0132379i & 0.00184055 \\ 0.0593135 - 0.116927i & -0.00812856 - 0.0132379i \end{pmatrix}, A_3 = \begin{pmatrix} 0.818093 & -0.00752438 + 0.012254i \\ -0.00752438 - 0.012254i & 0.937755 \end{pmatrix}. \]

Similar to Eq. (A1), one can obtain,

\[ \eta^{\text{avg}(0)} = \begin{pmatrix} 0.00368465 & 0.884802 & 0.000448593 & 0.00219029 \\ 0.00600072 & 0.000448593 & 0.885257 & 0.00356704 \\ 0.0292989 & 0.00219029 & 0.00356704 & 0.901943 \end{pmatrix}, \eta^{\text{avg}(1)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ -4.52835 \times 10^{-6} & 0.92581 & 1.53159 \times 10^{-6} & 2.1369 \times 10^{-6} \\ -6.92152 \times 10^{-6} & 1.53082 \times 10^{-6} & 0.925841 & 3.2845 \times 10^{-6} \\ -2.89255 \times 10^{-6} & 2.20405 \times 10^{-6} & 3.40018 \times 10^{-6} & 0.925252 \end{pmatrix}, \]
\[ \eta^{\text{avg}(2)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.963438 & 0 & 0 \\ 0 & 0 & 0.963438 & 0 \\ 0 & 0 & 0 & 0.963438 \end{pmatrix}, \eta^{\text{avg}(3)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0.990572 & 0 & 0 \\ 0 & 0 & 0.990572 & 0 \\ 0 & 0 & 0 & 0.990572 \end{pmatrix}. \]

Meanwhile, similar to Eq. (A2), one can obtain,

\[ \bar{\eta}^{(0)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0.00368465 & 0.884772 & 0.00025835 & 0.00219175 \\ 0.00600072 & 0.000473319 & 0.885072 & 0.00366004 \\ 0.0292989 & 0.0020815 & 0.00360263 & 0.902019 \end{pmatrix}, \bar{\eta}^{(1)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0.0000192865 & 0.925037 & 0.0000193851 & 0.0000198019 \\ -0.0000194766 & 0.0000212745 & 0.925795 & -0.0000155139 \\ -0.0000191295 & 0.000019264 & -0.0000153212 & 0.926001 \end{pmatrix}, \]
\[ \bar{\eta}^{(2)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0.963407 & 0 & 0 & 0 \\ 0 & 0.963407 & 0 & 0 \\ 0 & 0 & 0.963407 & 0 \end{pmatrix}, \bar{\eta}^{(3)} = \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0.990558 & 0 & 0 & 0 \\ 0 & 0.990558 & 0 & 0 \\ 0 & 0 & 0.990558 & 0 \end{pmatrix}. \]
Moreover, similar to Eq. (A3), one can obtain,

\[
\delta\eta^{(0)} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0.0297525 & 0.0260041 & 0.0257256 \\
0 & 0.0258935 & 0.0297769 & 0.0259085 \\
0 & 0.0258368 & 0.0257975 & 0.0297762
\end{pmatrix},
\]

\[
\delta\eta^{(1)} = \begin{pmatrix}
0.0000260314 & 0.0128923 & 0.0000525842 & 0.0000522695 \\
0.0000159412 & 0.0000525246 & 0.0128662 & 0.0000509399 \\
0.0000189584 & 0.0000518149 & 0.0000504288 & 0.0129182
\end{pmatrix},
\]

\[
\delta\eta^{(2)} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0.00538844 & 0 & 0 \\
0 & 0 & 0.00538858 & 0 \\
0 & 0 & 0 & 0.00538841
\end{pmatrix}, \delta\eta^{(3)} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0.00119051 & 0 & 0 \\
0 & 0 & 0.00119051 & 0 \\
0 & 0 & 0 & 0.00119051
\end{pmatrix}.
\]

**Appendix D: For 9-qubit code, some cases when average initial channel fidelity equals 0.9704**

In our numerical simulations, it indicates that the effective channels are approximate to one of Pauli-\(X\) and Pauli-\(Z\) channels in each level, and in next concatenated level, the effective channels are approximate to the other. As an example, in the case where \(f = 0.98\), \(k = 0.02\), and \(\mathcal{N}\) is fixed as amplitude damping noise, from the definition in Eq. (27), the average QPMs in \(l\)-th level \((l = 0, 1, 2, 3)\) are

\[
\bar{\eta}^{(0)} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0.966927 & 0.0000251476 & 0.000156073 \\
0 & -4.08948 \times 10^{-6} & 0.966966 & -0.000038168 \\
0.039002 & 8.68128 \times 10^{-6} & -0.0000162909 & 0.947644
\end{pmatrix},
\]

\[
\bar{\eta}^{(1)} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
2.0898 \times 10^{-7} & 0.98151 & 0 & 0 \\
0 & 0 & 0.976365 & 4.82745 \times 10^{-7} \\
0 & 0 & -5.87662 \times 10^{-7} & 0.994331
\end{pmatrix},
\]

\[
\bar{\eta}^{(2)} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0.999856 & 0 & 0 \\
0 & 0 & 0.995482 & 0 \\
0 & 0 & 0 & 0.995624
\end{pmatrix}, \bar{\eta}^{(3)} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0.999914 & 0 & 0 \\
0 & 0 & 0.999914 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}.
\]

Moreover, from the definition in Eq. (28), the SDs of elements of QPM in each concatenated level are

\[
\delta\eta^{(0)} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0.0119553 & 0.0103716 & 0.010276 \\
0.010334 & 0.0118923 & 0.0103618 \\
0.010314 & 0.010326 & 0.0119529
\end{pmatrix}, \delta\eta^{(1)} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
4.58789 \times 10^{-8} & 0.00175784 & 1.8762 \times 10^{-6} & 0 \\
1.93633 \times 10^{-9} & 1.88581 \times 10^{-6} & 0.00291518 & 0.000551025 \\
0 & 5.03582 \times 10^{-9} & 0.000633488 & 0.00236694
\end{pmatrix},
\]

\[
\delta\eta^{(2)} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0.0000415446 & 0 & 0 \\
0 & 0.000281703 & 0 \\
0 & 0 & 0.000272073
\end{pmatrix}, \delta\eta^{(3)} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 2.903 \times 10^{-6} & 0 & 0 \\
0 & 0 & 2.91276 \times 10^{-6} & 0 \\
0 & 0 & 0 & 5.71822 \times 10^{-8}
\end{pmatrix}.
\]

Similarly, for the case where \(f = 0.98\), \(k = 0.02\), and \(\mathcal{N}\) is an arbitrarily generated numerical noise, the average QPMs in \(l\)-th
level \( l = 0, 1, 2, 3 \) are

\[
\bar{\eta}^{(0)} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
-0.0000108114 & 0.948612 & -0.0000450975 & 0.00694767 \\
-3.72968 \times 10^{-6} & -6.47179 \times 10^{-6} & 0.948466 & 0.00374404 \\
-0.000476769 & 0.000861642 & 0.00264038 & 0.984534 \\
\end{pmatrix},
\]

\[
\bar{\eta}^{(1)} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0.998913 & 2.63852 \times 10^{-8} & 0 \\
0 & -2.21341 \times 10^{-8} & 0.969132 & 1.33141 \times 10^{-9} \\
0 & 0 & -1.39275 \times 10^{-9} & 0.970081 \\
\end{pmatrix},
\]

\[
\bar{\eta}^{(2)} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0.996018 & 0 & 0 \\
0 & 0 & 0 & 0.995986 \\
0 & 0 & 0 & 0.999966 \\
\end{pmatrix},
\]

\[
\bar{\eta}^{(3)} = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0.999789 & 0 \\
0 & 0 & 0 & 0.999789 \\
\end{pmatrix}.
\]

The SDs of elements of QPM in each concatenated level are

\[
\delta\bar{\eta}^{(0)} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0.011925 & 0.0103388 & 0.0103094 \\
0 & 0.0102404 & 0.0120343 & 0.0130647 \\
0 & 0.0104072 & 0.0102665 & 0.0118446 \\
\end{pmatrix},
\]

\[
\delta\bar{\eta}^{(1)} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0.000590257 & 1.92707 \times 10^{-6} & 0 \\
0 & 1.71956 \times 10^{-6} & 0.00425712 & 1.63097 \times 10^{-6} \\
0 & 0 & 1.62991 \times 10^{-6} & 0.00404986 \\
\end{pmatrix},
\]

\[
\delta\bar{\eta}^{(2)} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{pmatrix},
\]

\[
\delta\bar{\eta}^{(3)} = \begin{pmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{pmatrix}.
\]
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