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Abstract— Missions for autonomous systems often require agents to visit multiple targets in complex operating conditions. This work considers the problem of visiting a set of targets in minimum time by a team of non-communicating agents in a Markov decision process (MDP). The single-agent problem is at least NP-complete by reducing it to a Hamiltonian path problem. We first discuss an optimal algorithm based on Bellman's optimality equation that is exponential in the number of target states. Then, we trade-off optimality for time complexity by presenting a suboptimal algorithm that is polynomial at each time step. We prove that the proposed algorithm generates optimal policies for certain classes of MDPs. Extending our procedure to the multi-agent case, we propose a target partitioning algorithm that approximately minimizes the expected time to visit the targets. We prove that our algorithm generates optimal partitions for clustered target scenarios. We present the performance of our algorithms on random MDPs and gridworld environments inspired by ocean dynamics. We show that our algorithms are much faster than the optimal procedure and more optimal than the currently available heuristic.
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I. INTRODUCTION

A common high-level motion planning problem [1], [2] is for a team of non-communicating agents to visit multiple target states in minimal time. Complex environmental conditions, e.g., underwater regions [3] and planetary bodies [4] may make it difficult for agents to communicate with each other in real time. Motivated by the scenario of non-communicating agents, the high-level planning problem is naturally decoupled to a problem of assigning targets to each agent, and a subsequent single agent path planning problem with multiple target states. Namely, we first seek to find a strategy for a single agent to visit a set of target states in minimum time. Then, we consider a task allocation problem of assigning multiple targets to multiple agents such that the joint travel time to visit the targets by a team of agents is minimal.

The complex and partly unknown environment in many path planning scenarios has motivated the use of stochastic dynamics [5] that model the motion of an agent as a Markov decision process (MDP) [1]. An MDP is a mathematical framework that accounts for the lack of knowledge or complexity of the system dynamics by allowing for stochastic transitions between system states [6]. We interpret the problem of visiting multiple targets by a single agent in an MDP as an extension of a stochastic shortest path (SSP) problem [7]. An SSP problem seeks to find a policy that drives the agent operating on an MDP to a target state with minimal expected cost. Classical dynamic programming methods can be adopted for SSP problems [8]. Since our objective is to visit multiple target states instead of a single target state, a modified approach is required. Hence, we propose a strategy that depends on the history of visited target states.

By pursuing a dynamic programming approach exploited in classical SSP problems [8], we solve our problem for global optimality on a product MDP [9] that includes the history of visited states in the state space. However, we show that our problem is at least NP-complete because it is a generalization of the Hamiltonian path problem [10]. Existing approaches based on approximate dynamic programming are computationally expensive to solve the multi-target problem and are tailored for model-free scenarios [11]. One novel contribution of this work is solving a planning problem that is locally optimal at each time step to trade-off optimality and time complexity, while utilizing the known stochastic model of the environment. We also prove that our algorithm is optimal for some classes of MDPs. A similar approach based on value iteration is used in [12] to explore a set of targets on a gridworld environment with local sensor information. However, our approach is for a general MDP rather than a gridworld without any local sensor data.

Extending to the multi-agent case, we formulate a task allocation problem [13] with the objective of minimizing the time to visit the targets assigned to each agent. The combined target assignment and path planning problem on an MDP is a generalization of the multiple traveling salesman problem (m-TSP) [14] with stochastic transition dynamics. The m-TSP asks to find the shortest possible path for m agents to visit a set of nodes on a complete weighted graph. The objective of task allocation in the m-TSP with stochastic transitions is to assign targets to each agent such that the expected time to visit the targets assigned to each agent is minimized. Existing work [15] related to m-TSP have considered only graphs and minimize the sum of costs between the agents, but we focus on MDPs and minimize the maximum cost between the agents. In our work, we propose a novel partitioning algorithm that
builds upon a heuristic presented in [16] which attempts to solve the task allocation problem in the m-TSP. We compute a complete weighted model graph whose nodes are the states of the original MDP and the weights are the optimal expected time to reach every pair of states. We then adopt the algorithm in [16] for the model graph to generate a partition of the target states that attempts to minimize the time to visit the target states by multiple agents. Each agent then visits the targets assigned to them by following our suboptimal single agent policy to minimize the expected time to visit the target states. Though our partitioning algorithm is suboptimal in general, one contribution of our work is providing conditions of optimality for our heuristic procedure on MDPs where targets are clustered. Clusters are defined based on the optimal expected time to reach a state from another state. The presence of clustered target states in an environment is a common scenario in various multi-agent missions [17], [18].

The rest of the paper is organized as follows. Section II provides the necessary mathematical background. In Section III, we formally state the planning problem and the partitioning problem. In Section IV, we discuss the optimal policy for the single agent case. We propose a novel suboptimal single agent planning procedure in Section V and prove that it is optimal for certain classes of MDPs. In Section VI, we propose a partitioning algorithm for the multi-agent case and provide conditions of optimality for our heuristic procedure on clustered target states. Finally, we present the numerical results of our proposed algorithms in Section VII on random graphs, MDPs, and stochastic gridworld environments. In Section VII, we also compare the performance of our single agent heuristic to the nearest neighbor algorithm for graphs and conclude the paper with possible future directions in Section VIII.

II. PRELIMINARIES

In this paper, |S| denotes the cardinality of set S and 2\(^S\) indicates the set of all subsets of S. Notation \(E[X]\) denotes the expectation of a random variable X when an agent on a Markov decision process (MDP) follows policy \(\pi\), whereas \(E[X|Y=y]\) denotes the expectation of X given a value y for another random variable Y.

A. Markov Decision Process

An MDP is a mathematical framework to model the motion of agents in a stochastic environment as defined below [6].

**Definition 1.** A finite Markov decision process is a tuple \(\mathcal{M} = (S, A, \mathcal{T})\), where S is a finite set of states, A is a finite set of actions and \(\mathcal{T}: S \times A \times S \to [0, 1]\) is a transition probability function where \(\sum_{s' \in S} \mathcal{T}(s, a, s') = 1\) for all \(s \in S, a \in A\).

The dynamics of an agent operating in a Markov decision process \(\mathcal{M}\) are given as follows. The agent in state \(s \in S\) chooses an action \(a \in A\) and transitions to a state \(s' \in S\) in one time step with probability \(\mathcal{T}(s, a, s')\).

A **policy** \(\pi\) for an agent is defined by the probability \(\pi_t(a|s)\) that the agent in state \(s\) takes action \(a\) at time \(t\). A policy \(\pi\) applied on an MDP \(\mathcal{M}\) generates a random process [19] with transition probabilities \(\pi_t(a|s)\mathcal{T}(s, a, s')\) for all \(a \in A, s \in S\), at every time \(t\). A policy is **deterministic** if at every time \(t\) and for all states \(s \in S\), there exists some \(a \in A\) such that \(\pi_t(a|s) = 1\). A policy is **stationary** when it is time-independent, i.e., \(\pi_t = \pi_t\) for all \(t, t'\). A stationary policy applied on an MDP \(\mathcal{M}\) induces a Markov chain [19]. Every policy generates many possible paths on the MDP. A sample path of an agent is a sequence of states \(s_0 s_1 \ldots\), where \(\pi_t(a|s_t)\mathcal{T}(s_t, a, s_{t+1}) > 0\) for all \(t \geq 0\).

B. Value Function

In order to encode the task objective, an MDP is often associated with a reward function \(R: S \times A \times S \to \mathbb{R}\) [6] and the objective is to maximize the long-term expected reward. A value function quantitatively describes how good a state is to satisfy the objective. The value function of a discounted reward infinite horizon MDP for a stationary deterministic policy \(\pi\) [6] is

\[
V^\pi(s) = E^\pi_{t=0} \sum_{t=0}^{\infty} \gamma^t R(s_t, \pi(s_t), s_{t+1}) | s_0 = s,
\]

where \(\gamma\) is the discount factor and \(\pi(s_t) = a_t\). The objective of maximizing the long-term expected reward is the optimization problem \(\max_{\pi} V^\pi(s)\) for all \(s \in S\), which returns the optimal value function \(V^*\). We define an operator \(T^\pi\) [6] for the policy \(\pi\) on some arbitrary value function \(V(s)\) by

\[
T^\pi(V(s)) = \sum_{s' \in S} \mathcal{T}(s, \pi(s'), s') (R(s, \pi(s'), s') + \gamma V(s')).
\]

A function \(V(s)\) is the true value function \(V^\pi(s)\) for policy \(\pi\) if and only if \(V(s) = T^\pi(V(s))\). Similar to (2), an operator \(T\) is given by

\[
T(V(s)) = \max_{a \in A} \sum_{s' \in S} \mathcal{T}(s, a, s') (R(s, a, s') + \gamma V(s')).
\]

From Bellman’s optimality principle [7], \(V(s)\) is the optimal value function \(V^*\) if and only if \(V(s) = T(V(s))\). The operators \(T^\pi\) and \(T\) are monotonic, i.e., if \(V^1(s) \geq V^2(s)\) for every \(s \in S\), then \(T^\pi(V^1(s)) \geq T^\pi(V^2(s))\) and \(T(V^1(s)) \geq T(V^2(s))\) [6]. The optimal policy \(\pi^*\) that maximizes the long-term expected reward can be obtained from the optimal value function \(V^*\) as given below [7]:

\[
\pi^*(s) = \arg \max_{a \in A} \sum_{s' \in S} \mathcal{T}(s, a, s') (R(s, a, s') + \gamma V^*(s')).
\]
C. Cover Time

In simple terms, the cover time for a discrete-time finite-state random process is the time required by an agent to visit all the states, while the hitting time is the time required to visit a particular state. In this subsection, we formally define hitting time and cover time for a discrete-time finite-state random process $X = \{X_t\}$, where $X_t \in S$ for all $t \geq 0$ [19].

**Definition 2.** Hitting time of a state $s \in S$ is the first time the agent visits $s$, starting from $s_0 \in S$. We denote it by the random variable $H_{X,s_0}^s$ and is defined by

$$H_{X,s_0}^s = \min\{t : X_t = s|X_0 = s_0\}. \quad (5)$$

We denote $H_{\pi,s_0}^s$ as the hitting time of state $s$ starting from $s_0$ for the MDP $M$ with policy $\pi$, and $E[\pi | H_{M,s_0}^s] = E[H_{M,s_0}^s]$ as the expected hitting time.

**Definition 3.** Cover time of a set of states $\mathcal{V} \subseteq S$ is the time required by the agent to visit all the states $s \in \mathcal{V}$, starting from $s_0 \in S$. We denote it by the random variable $C_{X,s_0}^\mathcal{V}$ and is defined as

$$C_{X,s_0}^\mathcal{V} = \min\{t : H_{X,s_0}^s \leq t \text{ for all } s \in \mathcal{V}\}. \quad (6)$$

The equation for cover time (6) is equivalent to $C_{X,s_0}^\mathcal{V} = \max_{s \in \mathcal{V}} H_{X,s_0}^s$. Similar to hitting time, we denote $C_{\pi,M,s_0}^{\mathcal{V}}$ as the cover time of $\mathcal{V}$ starting from $s_0$ for the MDP $\mathcal{M}$ with policy $\pi$, and $E[\pi | C_{\pi,M,s_0}^{\mathcal{V}}] = E[C_{\pi,M,s_0}^{\mathcal{V}}]$ as the expected cover time. Since the MDP $\mathcal{M}$ is known in our work, we use the notation $H_{\pi,s}^{\pi,s} = H_{\pi,s_0}^{\pi,s}$ and $C_{\pi,s}^{\mathcal{V}} = C_{\pi,M,s_0}^{\mathcal{V}}$. A Markov chain is irreducible if the agent can reach $s'$ starting from $s$ in a finite number of steps with non-zero probability, for every pair of states $s, s' \in S$. If the Markov chain induced by a stationary policy $\pi$ and MDP $\mathcal{M}$ is irreducible, then the expected cover time is finite [21].

Utilizing the above preliminaries, we formulate the problem of optimal cover time in the subsequent section.

III. PROBLEM FORMULATION

The objective considered in this work is for multiple agents to jointly visit multiple target states in minimal expected time. We make the following assumption on a priori known MDP $\mathcal{M}$.

**Assumption 1.** There exists some stationary policy $\pi$ such that the resulting Markov chain induced by $\pi$ is irreducible.

If Assumption 1 does not hold, then there exists some $s \in S$ and $\mathcal{V} \subseteq S$ such that the expected cover time $E[\pi | C_{s}^{\mathcal{V}}]$ is infinite for all policies [21].

We consider the following problem statement for a single agent to visit multiple targets.

**Problem 1.** Let an agent operate in an MDP $\mathcal{M}$. Let $s_0 \in S$ be its initial state, $\mathcal{V}$ be the set of target states to be covered, and $E[\pi | C_{s_0}^{\mathcal{V}}]$ be the expected cover time of $\mathcal{V}$ for an agent starting from state $s_0$ and acting under policy $\pi$. Under Assumption 1, find a control policy $\pi^*$ that solves the optimization problem

$$\pi^* = \arg\min_{\pi} \left( E[\pi | C_{s_0}^{\mathcal{V}}] \right). \quad (7)$$

The expected cover time $E[\pi | C_{s_0}^{\mathcal{V}}]$ depends both on the initial state $s_0 \in S$ and the target set $\mathcal{V}$. Hence, it is appropriate to consider the motion of the agent on the product state space $S_p = S \times 2^\mathcal{V}$ which is often used in the theory of model checking [9]. The agent’s extended state $(s, \mathcal{V}) \in S_p$ encodes its current location $s \in S$ and the remaining set of states $\mathcal{V} \subseteq \mathcal{V}$ to be visited. Hence, a transition in the product space $S_p$ changes the state $s \in S$ of the agent and a change in the remaining set of states $\mathcal{V}$ to be visited. The transition probabilities $T_p : S_p \times A \times S_p \rightarrow [0, 1]$ are defined as

$$T_p ((s_1, \mathcal{V}_1), a, (s_2, \mathcal{V}_2)) = \begin{cases} T(s_1, a, s_2), & \text{if } \mathcal{V}_2 = \mathcal{V}_1 \setminus \{s_2\}, \\ 0, & \text{otherwise,} \end{cases}$$

for all $(s_1, \mathcal{V}_1), (s_2, \mathcal{V}_2) \in S_p, a \in A$. \quad (8)

The key takeaway from (8) is that the agent can never shrink the remaining set of states to be visited by more than one in a single transition. Then, a stationary deterministic policy $\pi$ on the product MDP $\mathcal{M}_p = (S_p, A, T_p)$ is a mapping from the product space to the action space given by $\pi : S_p \rightarrow A$.

In our problem, the objective is to visit all states in $\mathcal{V}$. Thus, the target set is $T_p = \{S \times \{\emptyset\}\}$ and we wish to compute a policy that leads the agent to any state $t_p \in T_p$ in minimal expected time.

Using (6) and [21], given a set $\mathcal{V} \subseteq S$ to be covered, the expected cover time $E[\pi | C_{s}^{\mathcal{V}}]$ when the agent starts from state $s \in S$ with policy $\pi$ is given by

$$E[\pi | C_{s}^{\mathcal{V}}] = 1 + \sum_{s' \in S} T_p ((s, \mathcal{V}), \pi(s, \mathcal{V}), (s', \mathcal{V} \setminus \{s'\})) E[\pi | C_{s'}^{\mathcal{V}(\{s'\})}].$$

(9)

Since we consider only states $(s', \mathcal{V} \setminus \{s'\})$ in (9), all the zero probabilities mentioned in the second condition of (8) are not included in (9). Based on (9), we interpret one unit of time as the cost incurred for the immediate one-step state transition and $E[\pi | C_{s}^{\mathcal{V}(\{s'\})}]$ as the future expected cost for each possible state $s' \in S$ until the agent covers the set $\mathcal{V}$. If $\mathcal{V} = \emptyset$ or $\mathcal{V} = \{s\}$, then the agent has already covered the required set and cover time is zero: $E[\pi | C_{s}^\emptyset] = E[\pi | C_{s}^{\{s\}}] = 0$ for all $s \in S$. By Assumption 1, there exists a policy $\pi^* : S \rightarrow A$ which generates an irreducible Markov chain. We can define a policy $\pi : S_p \rightarrow A$ as $\pi(s, \mathcal{V}) = \pi^*(s)$ for all $(s, \mathcal{V}) \in S_p$ so that the expected cover times $E[\pi | C_{s}^{\mathcal{V}}]$ are finite for all $(s, \mathcal{V}) \in S_p$.

Since we introduced the MDP problem in Section II-B as maximizing the long term expected reward, we multiply (9) by $-1$ to convert cost into reward. We interpret value function (2) as negative of the expected cover time. The reward function $R_p : S_p \rightarrow \mathbb{R}$ is

$$R_p(s, \mathcal{V}) = \begin{cases} 0, & \text{if } \mathcal{V} \in \{\emptyset, \{s\}\}, \\ -1, & \text{otherwise.} \end{cases}$$

(10)
The reward function described in Section II-B for the product space $S_p$ is $R : S_p \times A \times S_p \to \mathbb{R}$, but the reward function in (10) is $R_p : S_p \to \mathbb{R}$. All notions introduced in Section II can be analogously stated for the reward function in (10) as well. From (9) and (10), the recursive value function equation for a given policy $\pi$ is

$$V^\pi(s, \mathcal{V}) = -1 + \sum_{s' \in S} T_p((s, \mathcal{V}), \pi(s, \mathcal{V}), (s', \mathcal{V} \setminus \{s'\})) V^\pi(s', \mathcal{V} \setminus \{s'\})$$

for all $(s, \mathcal{V}) \in S_p$, (11)

where $V^\pi(s, \mathcal{V}) = -\mathbb{E}_{\pi}^s[C^\mathcal{V}]$ is the value function. Therefore, problem (7) produces the same solution as $\pi^* = \arg\max_{\pi} (V^\pi(s_0, \mathcal{V}))$. Analogously, we can interpret expected cover time (9) as the expected cost and solve the optimization problem (7) to minimize the expected cost.

Once the agent reaches a target state $t_p \in T_p$, from (8), it does not transition anymore, and from (10), the cost is 0. Comparing (2) and (11), $\gamma = 1$ in our work, which matches the SSP problem defined in Section 2.1 of [7]. Therefore, Problem 1 is an extended version of the SSP problem on the product space $S_p$, with a target set $T_p$ instead of one target state.

Extending the problem from a single agent to a team, we now consider multiple agents operating on the MDP $\mathcal{M}$. All the agents follow the same transition dynamics $T$. We first define a partition of multiple targets, and then introduce the problem of optimal target assignment to multiple agents before the start of the mission.

**Definition 4.** Let there be $m$ agents operating in an MDP $\mathcal{M}$ and $\mathcal{V}$ be the set of target states to be covered. Then, $\mathcal{P} = \{P_1, P_2, \ldots, P_m\}$ is a partition of the target states $\mathcal{V}$ for $m$ agents such that $\bigcup_{i=1}^m P_i = \mathcal{V}$, $P_i \cap P_j = \emptyset$ for all $i, j \in \{1, 2, \ldots, m\}$, $i \neq j$.

For a fixed partition $\mathcal{P}$, the optimal expected time for $m$ agents to jointly visit the target states $\mathcal{V}$ is

$$\min_{(\pi_1, \pi_2, \ldots, \pi_m)} \mathbb{E}_{\pi_1} \left[ \max_{P_i} \left( C^\mathcal{V}_{s_0, \pi_1} \right) \right],$$

where the policy for agent $i \in \{1, 2, \ldots, m\}$ is $\pi_i$. Solving the problem in (12) would require us to compute the expectation of the maximum of random variables $C^\mathcal{V}_{s_0, \pi_1}$ and then jointly optimize over the policies $\{\pi_1, \pi_2, \ldots, \pi_m\}$. Since it is hard to jointly optimize over the expected value of the maximum of random variables [22], we assume that each agent $i$ uses the policy $\pi_i^* \pi_1$ from Problem 1 that minimizes the expected cover time for targets $P_i$. Hence, we implicitly make the approximation

$$\min_{(\pi_1, \pi_2, \ldots, \pi_m)} \mathbb{E}_{\pi_1} \left[ \max_{P_i} \left( C^\mathcal{V}_{s_0, \pi_1} \right) \right] \approx \max_{P_i} \left( \min_{\pi_1} \mathbb{E}_{\pi_1} \left[ C^\mathcal{V}_{s_0, \pi_1} \right] \right) \quad (13)$$

by fixing the policy $\pi_i^* = \arg\min_{\pi_i} \mathbb{E}_{\pi_i} \left[ C^\mathcal{V}_{s_0, \pi_i} \right]$ for each agent $i$ so that we can take the maximum out of the expectation as given in (13) and then solve for the partition $\mathcal{P}$. Since we interchanged the order of minimizing over the policies and maximizing over the target sets $P_i$, (13) is not an equality in general and establishing the relationship between the two values remains a topic for future work.

The formal problem statement of allocating targets to multiple agents is given below after making the approximation in (13).

**Problem 2.** Let there be $m$ agents operating in an MDP $\mathcal{M}$. Let $s_0 \in S$ be the initial state of the $m$ agents, and $\mathcal{V}$ be the set of target states to be covered. Let $\mathcal{P}$ be a partition of the target states $\mathcal{V}$ for $m$ agents. Let $\pi_i^*$ and $\mathbb{E}_{\pi_i} \left[ C^\mathcal{V}_{s_0, \pi_i} \right]$ be the optimal policy and optimal expected cover time for agent $i \in \{1, 2, \ldots, m\}$, respectively. Find a partition $\mathcal{P}^*$ that solves the optimization problem

$$\mathcal{P}^* = \arg\min_{\mathcal{P}} \max_{i} \left( \mathbb{E}_{\pi_i} \left[ C^\mathcal{V}_{s_0, \pi_i} \right] \right). \quad (14)$$

In subsequent sections, we present the solution methodologies that approximately minimize the expected cover time.

**IV. Optimal Policy for Single Agent**

The objective of Problem 1 is to find a policy that results in minimal expected cover time for a single agent. In this section, we adopt policy iteration [11] to solve for $\pi^*$ of the SSP problem we discussed in Section III. We describe the optimal policy iteration procedure below, which also serves as the motivation for our heuristic method.

It is shown in [8] that policy iteration — when starting with a proper policy — can be adopted for SSP problems. Assumption 1 guarantees the existence of a stationary policy such that the agent can reach $s'$ starting from $s$ in a finite number of steps with non-zero probability, for every pair of states $s, s' \in S$. Hence, we can use Lemma 3 in [23] to start with a proper policy that chooses an action uniformly at random for all $(s, \mathcal{V}) \in S_p$ where $\mathcal{V} \neq \emptyset$.

The first step of policy iteration is to recursively compute the value function for the policy $\pi^*(s, \mathcal{V})$ using (11). Since the policy is proper, as shown in Proposition 1.1(a) of [7], recursively computing the value function using (11) converges to the actual value function for policy $\pi$. Then, the new policy is computed using (4) where $\gamma = 1$ for SSP problems. The two steps of value function computation and policy update are repeated until the old policy and new policy are exactly same.

**Proposition 1.** Under Assumption 1 and starting from a proper policy, policy iteration on the product MDP $\mathcal{M}_p$, with reward function (10) returns an optimal stationary deterministic policy $\pi^* : S_p \to A$ for Problem 1.

**Proof.** We showed in Section III that Problem 1 is a SSP problem on the product MDP $\mathcal{M}_p$ with multiple target states. In this section, we described the policy iteration procedure to solve for the optimal policy of a SSP problem. As shown in Proposition 3.5 of [7], the new updated policy is strictly better if the old policy is not optimal. Since the number of proper deterministic policies is finite, policy iteration on the MDP $\mathcal{M}_p$ with reward function (10) always returns the optimal policy to reach a target state with $\mathcal{V} \in \{\emptyset, \{s\}\}$. □
Though Proposition 1 returns the optimal policy, finding it comes at a high computational cost as we will show that Problem 1 is NP-complete by reducing it to a Hamiltonian path problem [10]. A graph is a deterministic MDP, where the transition probability function satisfies $T(s, a, s') \in \{0, 1\}$ for all $s$, $s' \in S$, $a \in A$. A Hamiltonian path [10] visits all the states of a graph exactly once. If a Hamiltonian path exists for a graph and the set of targets is the state space $S$, then Problem 1 seeks to find a Hamiltonian path on the graph. However, the problem of determining whether a Hamiltonian path exists for a graph is NP-complete [10] in the number of states. Hence, Problem 1 is at least as hard as minimizing the cover time on a graph. Since the value function is computed for all states, the problem of determining whether a Hamiltonian path exists for a graph is NP-complete [10] in the number of states. Hence, Problem 1 is at least as hard as minimizing the cover time on a graph. Since the value function is computed for all states, the problem of determining whether a Hamiltonian path exists for a graph is NP-complete [10] in the number of states. Hence, Problem 1 is at least as hard as minimizing the cover time on a graph.

In the next section, we propose a method with polynomial time complexity at each time step.

V. SUBOPTIMAL VALUE ITERATION FOR SINGLE AGENT

In this section, we present a heuristic method for Problem 1 by adopting an approximate value function. We prove that our procedure optimally reaches an unvisited target state at every time step and also prove the optimality of our algorithm on a small class of deterministic MDPs.

The intuition behind our procedure is to, at every time $t$, compute a policy that drives the agent to an unvisited state in $V$ in minimum expected time. We use the computational procedure in policy iteration as a motivation to compute an approximate value function based on value iteration. Let, at time $t$, the remaining set of states to be visited be $\bar{V}_t$. We propose a reward function $\bar{R}_t : S \to \mathbb{R}$ by

$$\bar{R}_t(s) = \begin{cases} -|\bar{V}_t| & \text{if } s \notin \bar{V}_t, \\ -|\bar{V}_t| + 1 & \text{if } s \in \bar{V}_t. \end{cases}$$

(15)

At every time $t$, we aim to find a policy that yields maximum long-term expected reward using (15) for the MDP $M$. The optimal value function $\bar{V}_t^*(s)$ for such a problem is

$$\bar{V}_t^*(s) = \max_{\pi_t} E_{\pi_t}^{\bar{R}_t} \left[ \sum_{k=0}^{\infty} \gamma^k \bar{R}_t(s_k) \mid s_0 = s \right].$$

(16)

where $\pi_t : S \to A$ is the deterministic stationary policy generated at time $t$. Let the optimal policy which maximizes (16) be $\bar{\pi}_t^*$. Then, using Bellman’s optimality principle [7], $\bar{V}_t^*(s)$ and $\bar{\pi}_t^*(s)$ can be computed as

$$\bar{V}_t^*(s) = \max_{a \in A} \sum_{s' \in S} T(s, a, s') \left( \bar{R}_t(s') + \gamma \bar{V}_t^*(s') \right),$$

for all $s \in S$, (17)

$$\bar{\pi}_t^*(s) = \arg \max_{a \in A} \sum_{s' \in S} T(s, a, s') \left( \bar{R}_t(s') + \gamma \bar{V}_t^*(s') \right),$$

for all $s \in S$. (18)

The discount factor is $\gamma \in [0, 1]$. Note that we used a discount factor of $\gamma = 1$ in Section IV to solve for the optimal policy since it was a SSP problem on the product MDP $M_p$. We can’t use a discount factor of $\gamma = 1$ in this section because the infinite sum in (16) will have a finite value only if $\gamma \in (0, 1)$. Let at time $t$ the state of the agent be $s_t \in S$. If $\gamma = 0$, (18) returns an action that transitions the agent to a state in $\bar{V}_t$ in exactly one transition with maximal probability. If there is no such one-step transition, i.e., $T(s_t, a, s') = 0$ for all $s' \in \bar{V}_t, a \in A$ when $\gamma = 0$, then $\bar{\pi}_t^*(s_t)$ has multiple solutions. We use the convention that if $\bar{\pi}_t^*(s_t)$ is not unique, then the agent chooses one of the actions selected at random since all such actions return the optimal value function $\bar{V}_t^*(s)$ for $\gamma = 0$. Thus, if $\gamma = 0$ and the MDP is a graph, then (18) is exactly the nearest neighbor heuristic [24]. However, our heuristic presented in this section aims to find a path of minimal length to an unvisited state. As we increase $\gamma$, the emphasis on rewards of future time steps also increases.

From (16) and (15), we note that the approximate value function $\bar{V}_t^*(s)$ changes if and only if $\bar{V}_t$ changes. Therefore, the benefit of (17) is that the value function depends only on the states $s \in S$ and we recompute $V_{t+1}^*(s)$ only when the agent visits an unvisited state $s \in \bar{V}_t$. Unlike the policy iteration procedure described in Section IV, where we need to compute the value function for all states $S$ and all subsets of $V$, our new proposed procedure computes the value function only for all states $S$.

We present our procedure in Algorithm 1. The value function $\bar{V}_t(s)$ is computed for all states in lines 6–12 using value iteration and (17). The policy is computed in line 14 as given in (18). Lines 14–17 are repeated until the agent visits a state in $\bar{V}_t$. Once the agent visits a state in $\bar{V}_t$, the set of states to be covered is updated and denoted by $\bar{V}_{t+1}$. Then, the new value function is computed for $\bar{V}_{t+1}$. The iterative procedure repeats until the agent has visited all the states in $V$.

Now, we seek to prove that Algorithm 1 will terminate in finite time. We use the following claim.

**Proposition 2.** Under Assumption 1, there exists some $\varepsilon > 0$ such that for all $\varepsilon \in (0, \varepsilon)$ and any $\gamma \in (0, 1)$, at every time $t \geq 0$, Algorithm 1 generates a policy that drives the agent starting from state $s_t \in S$ to eventually reach some state $s \in \bar{V}_t$ with probability 1, and reach it with minimal expected time.

**Proof.** In Algorithm 1, we use a stopping criterion $\varepsilon$ which returns an estimate $\bar{V}_t(s)$ of the optimal value function $\bar{V}_{t+1}^*(s)$ that solves $T(\bar{V}_t(s)) = \bar{V}_t^*(s)$. The value function computed based on value iteration in lines 7–11 uses the optimal Bellman operator $T$ as described in Section II-B. Since the operator $T$ is monotone [6], the value function computed using value iteration converges to the optimal value function. Thus, as shown on page 27 of [7], there exists a small enough $\varepsilon > 0$ such that for all $\varepsilon \in (0, \varepsilon)$, the policy computed in line 14 is optimal after a finite number of iterations of value iteration present in lines 7–11 of Algorithm 1. The computed policy is optimal with respect to the reward function defined in (15). From (15), at every time $t$, all states $s \in \bar{V}_t$ have the same reward $-|\bar{V}_t| + 1$, which is higher than the reward $-|\bar{V}_t|$. So, the value function $\bar{V}_t(s)$ computed in lines 6–12 of Algorithm 1 is the optimal value function. Hence, Algorithm 1 will terminate in finite time.
Algorithm 1: Suboptimal Value Iteration

1. Input: \( S, A, \mathcal{T}, V, \varepsilon, s_0, \gamma; \)
2. Initialize: \( t = 0, \overline{V}_0 = V \setminus \{s_0\}; \)
3. \( \overline{V}(s) = -\infty \) for all \( s \in S; \)
4. while \( \overline{V}_t \neq \emptyset \) do
   5. while \( \Delta \geq \varepsilon \) do
      6. for all \( s \in S \) do
         7. \( \overline{V}'(s) \leftarrow \overline{V}_t(s); \)
         8. \( \overline{V}_t(s) \leftarrow \max_{a \in A} \sum_{s' \in S} \mathcal{T}(s, a, s') \left( \overline{R}_t(s') + \gamma \overline{V}_t(s') \right); \)
      9. end
   10. \( \Delta \leftarrow \max_s |\overline{V}_t(s) - \overline{V}'(s)| \)
   11. end
   12. repeat
      13. \( \pi_t(s_t) \leftarrow \arg \max_{a \in A} \sum_{s' \in S} \mathcal{T}(s_t, a, s') \left( \overline{R}_t(s') + \gamma \overline{V}_t(s') \right); \)
      14. Implement action \( \pi_t(s_t); \)
      15. \( t = t + 1; \)
      16. Update set to be covered: \( \overline{V}_t = \overline{V}_{t-1} \setminus \{s_t\}; \)
   17. until \( |\overline{V}_t| = |\overline{V}_{t-1}| - 1; \)
end

assigned for the states \( s \in S \setminus \overline{V}_t \). Hence, the optimal policy computed in line 14 will eventually drive the agent to some state \( s \in \overline{V}_t \) with probability 1, in minimal expected time. □

Corollary 1. Under Assumption 1 and any \( \gamma \in (0, 1) \), Algorithm 1 will eventually cover the given set of states \( V \) with probability 1.

Proof. As shown in Proposition 2, the agent reaches a state in \( \overline{V}_t \) in minimal expected time, i.e., \( |\overline{V}_t| = |\overline{V}_1| = t \) for some finite time \( t' > t \), eventually leading to \( |\overline{V}_t| = 0 \). □

The value function update in line 9 of Algorithm 1 has time complexity \( O(|S||A|) \). Lines 7-11 iterates over all possible states and hence it requires \( O(|S|^2|A|) \) operations. Then, the time complexity to compute the policy in line 14 is \( O(|S||A|) \). Therefore, in a single time step, Algorithm 1 consumes only \( O(|S|^2|A| + |S||A|) \) operations, in comparison to \( O \left( |S|^2 \left( 2^{V} \right) \right) \) operations consumed by the optimal policy iteration procedure described in Section IV.

The inherent suboptimality of Algorithm 1 is a consequence of the value function \( \overline{V}_t(s) \) which does not always capture the complete information about the minimal expected cover time. However, as we will show in Section VII using numerical results that \( \overline{V}_t(s) \) often produces a reasonable approximation of the minimal expected cover time. Additionally, we can prove that the policy from (18) is optimal for path graphs, cycle graphs, and complete graphs. These undirected graphs are illustrated in Fig. 1; we define them as follows. If the states (vertices) are denoted by \( S = \{1, 2, \ldots, n\} \) and the terminal vertices are 1 and \( n \), the path graph has edges \( E_p = \{(i, i+1) \mid i = 1, 2, \ldots, n-1\} \), and the cycle graph has edges \( E_c \cup \{\{1, n\}\} \), whereas the complete graph has an edge between every pair of vertices.

Theorem 1. Algorithm 1 always produces optimal paths with any \( \gamma \in (0, 1) \) for Problem 1 to cover any given set of targets for the following deterministic MDPs: (i) path graphs with initial state as either of the terminal vertices, (ii) cycle graphs, and (iii) complete graphs.

Proof. The result follows directly from Proposition 2 by noting that Algorithm 1 updates the target set each time the agent visits a target. For complete graphs, since the agent can reach any state from any other state in exactly one step, Algorithm 1 trivially visits the target states optimally, without visiting any state that is not a target. In path graphs with terminal initial conditions, there is only one direction the agent can start to move and hence that path is optimal. In cycle graphs, the agent has two options for the initial direction of motion. From Proposition 2, the agent chooses the direction which takes it to the nearest unvisited target. Once that target is visited, the rest of the problem is like a path graph. □

In the next section, we consider the task of jointly visiting multiple targets by a team of agents. We discuss the optimal solution to the problem of partitioning targets to multiple agents as defined in Problem 2 and propose a suboptimal procedure.

VI. PARTITIONING TARGETS TO MULTIPLE AGENTS

Multi-agent planning in our framework has two stages. The first stage partitions the targets to agents as defined in Problem 2, and the second stage consists of optimal planning for each agent described in Problem 1. In Section IV, we showed that optimal planning for single agent is NP-complete. However, even if Problem 1 is solved to optimality for all agents operating on a deterministic MDP, Problem 2 reduces to a graph partitioning problem, which is provably NP-hard [25].

Previous work [16] which solves a partitioning problem similar to Problem 2 deals with a multi-agent traveling salesman problem on a complete graph. Though our work also aims to solve a partitioning problem, it deals with a Markov decision process and not necessarily a complete graph. Hence, we base our approach to Problem 2 on ideas from [16], but substantially adapting their method for a stochastic environment. We also
present some theoretical conditions under which our algorithm generates optimal partitions on an environment with clustered targets.

A. Average length of a Hamiltonian path

Since the traveling salesman problem is defined on a weighted complete graph, we compute a weighted complete directed graph $\mathcal{G} = (S, E)$ for the MDP $\mathcal{M}$ such that the weights are $w(s_1, s_2) = \min_x E_x^x C_{s_1}^{s_2}$ for all $s_1, s_2 \in S$. The weights $w(s_1, s_2)$ are the optimal expected hitting times for every pair of states $s_1, s_2 \in S$ and all the weights are finite because of Assumption 1. The weights can be computed using the policy iteration procedure described in Section IV with $\mathcal{V} = \{s_2\}$ and $s_0 = s_1$ for all $s_1, s_2 \in S$ which requires $O(|S|^3 |A|)$ number of operations. Hence, the time to compute graph $\mathcal{G}$ is polynomial in the number of states and actions.

As discussed in Section IV, since computing the optimal cover time is NP-complete, we adopt the idea used in [16] to approximate the optimal cover time. Let $\mathcal{G}_i$ be the sub-graph of $\mathcal{G}$ induced by $P_i$, where $P_i$ are the target states assigned to agent $i$ as defined in Problem 2. We denote the average length of a Hamiltonian path which covers all the states in $\mathcal{G}_i$ starting from $s_0 \in S$ by $L_a(\mathcal{G}_i)$. We use the average length of a Hamiltonian path as a heuristic for the optimal cover time $E_x^x C_{s_1}^{s_2}$ for all $i \in \{1, 2, \ldots, m\}$. Since we consider $s_0 \in S$ as the initial state throughout this work, we don’t explicitly mention $s_0$ in $L_a(\mathcal{G}_i)$. Let $|P_i| = n_i$ for all $i \in \{1, 2, \ldots, m\}$. Since there are $n_i(n_i - 1)$ edges on the sub-graph induced by the states $P_i$, and there are $n_i - 1$ edges on a path to cover all the states in $P_i$,

$$L_a(\mathcal{G}_i) = (n_i - 1) \left( \frac{\sum_{s_1 \in P_i} \sum_{s_2 \in P_i} w(s_1, s_2)}{n_i(n_i - 1)} \right) + \frac{\sum_{s \in P_i} w(s, 0)}{n_i},$$

$$\Rightarrow L_a(\mathcal{G}_i) = \sum_{s_1 \in P_i} \sum_{s_2 \in P_i} w(s_1, s_2) + \frac{\sum_{s \in P_i} w(s, 0)}{n_i}. \quad (19)$$

Using (19), we can compute $L_a(\mathcal{G}_i)$ for each $i \in \{1, 2, \ldots, m\}$ in $O(n_i^2)$. Since $\sum_{i=1}^m n_i = |\mathcal{V}|$ and $\sum_{i=1}^m n_i^2 < |\mathcal{V}|^2$, we can compute $L_a(\mathcal{G}_i)$ for all $i \in \{1, 2, \ldots, m\}$ in $O(|\mathcal{V}|^2)$. Hence, instead of attempting to solve (14) in Problem 2, we try to find a partition $\mathcal{P}'$ that solves the below optimization problem using $L_a(\mathcal{G}_i)$ from (19):

$$\mathcal{P}' = \arg \min_\mathcal{P} \max_i (L_a(\mathcal{G}_i)). \quad (20)$$

The problem in (20) is the same problem in (14), but replaces the optimal cover time $E_x^x C_{s_1}^{s_2}$ with the average length of the Hamiltonian path $L_a(\mathcal{G}_i)$ on the sub-graph $\mathcal{G}_i$.

The optimization problem in (20) is NP-hard because it reduces to the popular number partition problem (NPP) [26], which is NP-hard as shown in [16]. The NPP seeks to divide a set $S$ of positive integers with a fixed even sum $K$ into two subsets $\{S_1, S_2\}$ such that the sum of numbers in each subset is exactly $\frac{K}{2}$. Similarly, given a complete graph $\mathcal{G}$ and $\mathcal{V} \subseteq S \setminus \{s_0\}$, (20) asks us to find a partition $\{\mathcal{G}_1, \mathcal{G}_2\}$ where $\mathcal{G}_1 \cup \mathcal{G}_2 = \mathcal{V}$ such that $\max\{L_a(\mathcal{G}_1), L_a(\mathcal{G}_2)\} = \frac{K}{2}$ for $m = 2$ agents. Thus, Problem (20) is NP-hard and we adopt the heuristic presented in [16] for the graph $\mathcal{G}$.

B. Partitioning by transfers and swaps

The heuristic partitioning procedure searches for a series of transfers and swaps of states between pairs of sub-graphs $(\mathcal{G}_i, \mathcal{G}_k)$ to decrease $\max\{L_a(\mathcal{G}_i), L_a(\mathcal{G}_k)\}$. We denote the sum of edge weights of a sub-graph $\mathcal{G}_i$ by

$$W(\mathcal{G}_i) = \sum_{s_1 \in P_i} \sum_{s_2 \in P_i} w(s_1, s_2) + \sum_{s \in P_i} w(s_0, s), \quad (21)$$

and the contribution of a state $s \in S$ to $W(\mathcal{G}_i)$ by

$$\Delta W(\mathcal{G}_i, s) = \sum_{s_1 \in P_i} w(s_1, s) + \sum_{s_2 \in P_i} w(s_1, s_2) + w(s_0, s). \quad (22)$$

From (21) and (19), we can write the average length of Hamiltonian path on a sub-graph $\mathcal{G}_i$ by

$$L_a(\mathcal{G}_i) = \frac{W(\mathcal{G}_i)}{n_i}, \quad (23)$$

and the maximum average length of Hamiltonian path for a partition $\mathcal{P}$ by

$$M_a(\mathcal{P}) = \max_i L_a(\mathcal{G}_i). \quad (24)$$

Let us analyze the transfer of a state $s_i \in P_i$ from $\mathcal{G}_i$ to $\mathcal{G}_k$. After the transfer, for the sub-graphs $\mathcal{G}'_i$ and $\mathcal{G}'_k$,

$$L_a(\mathcal{G}'_i) = \frac{W(\mathcal{G}_i) - \Delta W(\mathcal{G}_i, s_i)}{n_i - 1}, \quad (25)$$

and

$$L_a(\mathcal{G}'_k) = \frac{W(\mathcal{G}_k) + \Delta W(\mathcal{G}_k, s_i)}{n_k + 1}.$$  

Transfers from $\mathcal{G}_i$ to $\mathcal{G}_k$ are more useful when $L_a(\mathcal{G}_i) \gg L_a(\mathcal{G}_k)$. A transfer might still be beneficial if $\max\{L_a(\mathcal{G}_i), L_a(\mathcal{G}_k)\}$ is reduced. However, when $L_a(\mathcal{G}_i)$ and $L_a(\mathcal{G}_k)$ are nearly equal, then a transfer might not reduce $\max\{L_a(\mathcal{G}_i), L_a(\mathcal{G}_k)\}$. In this case, swapping two states between the sub-graphs might reduce $\max\{L_a(\mathcal{G}_i), L_a(\mathcal{G}_k)\}$. Let $s_i \in P_i$ be moved from $\mathcal{G}_i$ to $\mathcal{G}_k$, and $s_k \in P_k$ be moved from $\mathcal{G}_k$ to $\mathcal{G}_i$ simultaneously. Then, the sum of the edge weights of the new sub-graphs $\mathcal{G}'_i$ and $\mathcal{G}'_k$ are

$$W(\mathcal{G}'_i) = W(\mathcal{G}_i) - \Delta W(\mathcal{G}_i, s_i) + \Delta W(\mathcal{G}_i, s_k) - w(s_i, s_k),$$

$$W(\mathcal{G}'_k) = W(\mathcal{G}_k) + \Delta W(\mathcal{G}_k, s_i) - w(s_i, s_k) - w(s_k, s_i). \quad (26)$$

From (26), $L_a(\mathcal{G}'_i)$ and $L_a(\mathcal{G}'_k)$ can be computed using (23). Since there are $n_i$ potential transfers from $\mathcal{G}_i$, and $n_k$ potential swaps between $\mathcal{G}_i$ and $\mathcal{G}_k$, the best transfer and swap can be computed in $O(|\mathcal{V}|^2)$. We present our heuristic partitioning algorithm in Algorithm 2. In practice, we use a heuristic procedure [27] to generate the initial partition $\mathcal{P}$ which will be described in Section VII when presenting the numerical results. A substantial difference of our procedure from the algorithm
presented in [16] is the computation of model graph \( G(S, E) \). Also, [16] does either a swap or a transfer at every iteration, but Algorithm 2 could possibly do both swaps and transfers at each iteration. Since there are only finite number of swaps and transfers possible, and we recheck a partition \( \mathcal{P} \) only if \( M_n(\mathcal{P}) \) has strictly reduced in the previous iteration. Algorithm 2 terminates in finite time, generating a local optimum for the problem in (20).

We will prove that Algorithm 2 will generate optimal partitions \( \mathcal{P}^* \) in Problem 2 for MDPs with clustered target states as defined below. The clusters are defined based on the hitting time between states. We denote \( w_c \) to be the worst case hitting time for pairs of target states within the same cluster, and \( w_t \) to be the best case hitting time for pairs of target states in different clusters.

**Definition 5.** Given an MDP \( \mathcal{M}(S, A, T) \), we define a set of target states \( \mathcal{V} \) to be clustered if \( \mathcal{V} \) can be partitioned to \( m \) clusters as \( \mathcal{R}(w_c, w_t, \mathcal{V}) = \{ R_1, R_2, \ldots, R_m \} \) where each cluster \( R_i = \{ s_1^i, s_2^i, \ldots, s_n^i \} \) has \( n \) targets, \( \bigcup_{i=1}^m R_i = \mathcal{V} \subseteq S \), and \( R_i \cap R_j = \emptyset \) for all \( i, j \in \{1, 2, \ldots, m\}, i \neq j \). Additionally,

\[
H_{s_1^i \pi^*_1 \rightarrow s_2^i} \in [w_c', w_c] \quad \text{for all} \quad s_1, s_2 \in R_i, s_1 \neq s_2,
\]

\[
H_{s_1^i \pi^*_1 \rightarrow s_2^j} \in [w_l, w_t] \quad \text{for all} \quad s_1 \in R_i, s_2 \in R_j,
\]

where policy \( \pi_1^* : S \times S \to A \) is the optimal policy that solves Problem 1 with \( \mathcal{V} = \{ s_2 \} \) and \( w_0 = w_t \). We also define \( w_1 \) and \( w_2 \) so that

\[
H_{s_0 \pi_{0}^* \rightarrow s} = [w_1, w_2] \quad \text{for all} \quad s \in \mathcal{V}.
\]

On graph \( G(S, E) \), since the weights are defined as

\[
w(s_1, s_2) = \min_a \mathbb{E} \left[ H_{s_1 \pi \rightarrow s_2} \right] = \mathbb{E} \left[ H_{s_1 \pi^*_1 \rightarrow s_2^i} \right]
\]

for all \( s_1, s_2 \in S \), the bounds in (27), (28) and (29) also apply to the weights \( w(s_1, s_2) \). From (27) and (28), the bound for weights of states within the same cluster is

\[
w(s_1, s_2) \in [w_c', w_c] \quad \text{for all} \quad s_1, s_2 \in R_i, s_1 \neq s_2,
\]

and the bound for weights of states in different clusters is

\[
w(s_1, s_2) \in [w_l, w_t'] \quad \text{for all} \quad s_1 \in R_i, s_2 \in R_j,
\]

where \( i, j \in \{1, 2, \ldots, m\}, i \neq j \).

In Fig. 2, we depict a deterministic MDP (graph) with \( m = 3 \) clusters and \( n = 4 \) targets in each cluster which satisfies the bounds in Definition 5 where \( w_c = 2, w_l = 26, w_t = 13, w_0 = 15 \). Such large difference between \( w_c \) and \( w_l \) will be more clear from the below theorem. Having defined an MDP with clustered target states, we expect the partition \( \mathcal{R} \) to be optimal for Problem 2 when \( w_t \) is sufficiently larger than \( w_c \). Indeed, we prove this claim in the following theorem.

**Theorem 2.** Under Assumption 1, let the set of target states \( \mathcal{V} \) on an MDP \( \mathcal{M}(S, A, T) \) be clustered as given in Definition 5 and

\[
w_l > (n-1)w_c + (w_2 - w_1).
\]

Then, the clustered partition \( \mathcal{R} \) is the optimal partition \( \mathcal{P}^* \) for Problem 2.

**Proof.** We first consider the hitting time between states in a partition as given in Definition 5, but a pair of states are in the “wrong clusters”. Let that partition be \( \mathcal{R}' = \{ R_1, R_2, \ldots, R_i, R_j, \ldots, R_m \} \) where

\[
R_i' = \{ s_1^i, s_2^i, \ldots, s_k^i \} \quad \text{and} \quad R_j' = \{ s_1^j, s_2^j, \ldots, s_l^j \}.
\]

The state \( s_i^j \) denotes a state that belongs to cluster \( i \) as given in Definition 5 for
all $i, j \in \{1, 2, \ldots, m\}$. The set of targets $R_i^j$ and $R_j^i$ each contain a state that belongs to cluster $j$ and $i$, respectively. All partitions other than $\mathcal{R}$ can be represented by assigning more pairs of states to the wrong clusters. We denote $\pi_{s_0,V} : S \times 2^V \rightarrow A$ to be the optimal policy that solves Problem 1 with target set $V \subseteq S$ and initial state $s_0 \in S$. From (27) and (28), the bounds on cover times are

$$C_{s_0}^{R_i,s_0,R_j} \leq w_2 + (n - 1)w_c \quad \text{for all } j \in \{1, 2, \ldots, m\},$$

(33)

$$C_{s_0}^{R_i^j,s_0,R_j^i} \geq w_1 + (n - 2)w_c + w_l > w_1 + w_l,$$

(34)

$$C_{s_0}^{R_j^i,s_0,R_i^j} \geq w_1 + (n - 2)w_c + w_l > w_1 + w_l.$$

Since hitting time and cover time are random variables, the above bounds also hold in expectation. For $\mathcal{R}$ to be a partition with expected cover time less than that of $\mathcal{R}'$, the following should hold. From (33) and (34), if

$$w_1 + w_l \geq w_2 + (n - 1)w_c,$$

then the expected cover time of partition $\mathcal{R}$ is less than that of $\mathcal{R}'$. There may exist two pairs of states in two wrong clusters such that the partition is $\mathcal{R}'' = \{R_1, R_2, \ldots, R_i^j, R_j^i, \ldots, R_m\}$ where $R_i^j = \{s_1^i, s_2^i, \ldots, s_j^i, s_j^i, \ldots, s_m^i\}$ and $R_j^i = \{s_1^j, s_2^j, \ldots, s_j^j, s_j^j, \ldots, s_m^j\}$. Then,

$$C_{s_0}^{R_i^j,s_0,R_j^i} \geq w_1 + (n - 3)w_c + 2w_l > w_1 + w_l,$$

(35)

$$C_{s_0}^{R_j^i,s_0,R_i^j} \geq w_1 + (n - 3)w_c + 2w_l > w_1 + w_l.$$ 

Similarly, from (35), the condition in (35) should hold for the expected cover time of $\mathcal{R}$ to be less than the expected cover time of any partition with at least a pair of states in the wrong cluster. Since all partitions other than $\mathcal{R}$ can be represented by assigning more pairs of states to the wrong clusters, $\mathcal{R}$ is the optimal partition for Problem 2 if (35) is satisfied.

Having proved that the clustered partition $\mathcal{R}$ is the optimal partition, we prove that Algorithm 2 generates $\mathcal{R}$ under certain conditions.

**Theorem 3.** Under Assumption 1, given an initial partition $\mathcal{P}$ of the target states $V$ where $|P_i| = n$ for all $i, j \in \{1, 2, \ldots, m\}$, if there exists a clustered partition $\mathcal{R}$ as in Definition 5 and

$$w_1 > 3nw_c + w_c + \frac{w_2 - w_l}{2},$$

(37)

then Algorithm 2 will generate the partition $\mathcal{R}$ from an initial partition $\mathcal{P}$.

**Proof.** We are operating on the complete graph $G = (S,E)$ computed in line 2 of Algorithm 2. Let the set of targets associated with agent $i$ be

$$P_i = \bigcup_{j=1}^{n} Q_i^j \quad \text{where} \quad Q_i^j \subseteq R_j, \quad \bigcup_{j=1}^{n} Q_i^j = R_j, \quad \sum_{j=1}^{n} |Q_i^j| = n,$$

$$Q_i^j \cap Q_k^l = \emptyset, \quad \text{for all } i, j, k, l \in \{1, 2, \ldots, m\}, i \neq j \neq k \neq l.$$ 

(38)

The set $Q_i^j$ is the set of target states which belong to cluster $j$ and are associated with agent $i$. Consider a swap operation between two arbitrary sets $P_i, P_k \in \mathcal{P}$ and two target states $s_i^j \in Q_i^j, s_k^l \in Q_k^l$. Let the sets after the swap operation be $P_i', P_k'$ and the change in the sum of weights be given by $\Delta W(G_i) = W(G_i') - W(G_i)$. Therefore, from (26),

$$\Delta W(G_i) = -\Delta W(G_i, s_i^j) + \Delta W(G_i, s_k^l) - w(s_i^j, s_k^l),$$

(39)

$$\Delta W(G_k) = -\Delta W(G_k, s_k^l) + \Delta W(G_k, s_i^j) - w(s_i^j, s_k^l).$$

The contribution of a state $s_i^j$ to a sub-graph $G_i$ can be written from (22) as

$$\Delta W(G_i, s_i^j) = \sum_{s_j \in Q_i^j} w(s_j, s_i^j) + \sum_{s_k \in P_i \setminus Q_i^j} w(s_k, s_i^j) + \sum_{s_k \in P_i \setminus Q_i^j} w(s_k, s_i^j) + w(s_0, s_i^j).$$

(40)

For ease of writing, let us denote $|Q_i^j| = n_i^j$ for all $i, j \in \{1, 2, \ldots, m\}$. Thus, from (29), (40) and (31),

$$\Delta W(G_i, s_i^j) \geq 2 \left(w_c(n_i^j - 1) + w_l(n - n_i^j)\right) + w_1.$$ 

(41)

Similarly, from (29), (30) and (40),

$$\Delta W(G_i, s_i^j) \leq 2 \left(w_c(n_i^j - 1) + w_l(n - n_i^j)\right) + w_2.$$ 

(42)

Thus, from (29), (30), (31) and (40), we can write the bounds for sub-graph $G_k$ as

$$\Delta W(G_k, s_k^l) \geq 2 \left(w_c(n_k^l - 1) + w_l(n - n_k^l)\right) + w_1,$$

(43)

$$\Delta W(G_k, s_k^l) \leq 2 \left(w_c(n_k^l - 1) + w_l(n - n_k^l)\right) + w_2.$$ 

(44)

Using Fig. 2 as an illustration, if we fix $w_2$ to be the smallest weight between states of different clusters, and $w_c$ to be the largest weight between states of same clusters, then the bound for $w_i'$ is

$$w_i' \leq w_1 + 2w_c.$$ 

(45)

From (44) and (45),

$$\frac{\Delta W(G_i)}{2} \leq 2nw_c - n_i^j(w_i' - w_c) + n_k^l(w_i' - w_c) + \frac{w_2 - w_1}{2},$$

(46)

$$\frac{\Delta W(G_k)}{2} \leq 2nw_c - n_i^j(w_i' - w_c) + n_k^l(w_i' - w_c) + \frac{w_2 - w_1}{2}.$$ 

(47)
Adding and subtracting \( n_i^j w_c \) to (47),
\[
\frac{\Delta W(G_i)}{2} \leq 2n w_c - n_i^j (w_l - w_c) + n_i^j (w_l - w_c) + n_i^j w_c + \frac{w_c^j - w_c + \frac{w_c^j - w_c}{2}}{2}. \quad (48)
\]
Since \( n_i^j \leq n \), (48) can be written as
\[
\frac{\Delta W(G_i)}{2} \leq 3n w_c - w_l + (n_i^j - n_i^k) (w_l - w_c) + \frac{w_c^j + \frac{w_c^j - w_c}{2}}{2}. \quad (49)
\]
Similarly, using the same argument as (46), (47), and (48),
\[
\frac{\Delta W(G_k)}{2} \leq 3n w_c - w_l + (n_i^k - n_i^j) (w_l - w_c) + \frac{w_c^j - w_c + \frac{w_c^j - w_c}{2}}{2}. \quad (50)
\]
From (49) and (50),
\[
n_i^j \leq n_i^j \text{ and } n_i^k \leq n_i^k \text{ and } w_l > 3n w_c + w_c^j + \frac{w_c^j - w_c}{2} \Rightarrow \\
\Delta W(G_i) < 0 \text{ and } \Delta W(G_k) < 0. \quad (51)
\]
From (38), since \( \sum_{j=1}^{m} n_i^j = \sum_{j=1}^{m} n_i^j = n \) for all \( i, j \in \{1, 2, \ldots, m\} \), there always exists some \((i, j, k, l)\) such that \( n_i^j \leq n_i^k \) and \( n_i^k \leq n_i^l \). If \( w_l > 3n w_c + w_c^j + \frac{w_c^j - w_c}{2} \), then (51) is satisfied, and from Algorithm 2 and (26), the states \( s_i^j \) and \( s_i^k \) are swapped between \( G_i \) and \( G_k \). After the swap, \( n_i^j \) and \( n_i^k \) are decremented by one, whereas \( n_i^j \) and \( n_i^k \) are incremented by one. Therefore, from (49) and (50), \( \Delta W(G_i^j) < \Delta W(G_i) \) and \( \Delta W(G_i^k) < \Delta W(G_k) \) where \( G_i^j \) and \( G_i^k \) are the sub-graphs after the swap. Hence, the states are swapped until \( n_i^j = n_i^k = 0 \) or \( n_i^j = n_i^k = n \). If \( n_i^j = n \), then all the states of cluster \( i \) are associated with agent \( i \). If \( n_i^j = 0 \), then all the states \( s_i^j \in Q_i^j \) which belong to cluster \( j \) and were initially associated with agent \( i \) are now with agent \( k \). The states are swapped for all \( i, j, k, l \in \{1, 2, \ldots, m\} \) until the boundary cases of \( n_i^j = n_i^k = 0 \) or \( n_i^j = n_i^k = n \) are reached. Since \( \sum_{j=1}^{m} n_i^j = \sum_{j=1}^{m} n_i^j = n \) for all \( i, j \in \{1, 2, \ldots, m\} \), all the states of each cluster \( j \) are associated with only one agent \( i \), thus resulting in the partition \( R \). An agent cannot have two clusters because the initial partition has \( n \) targets associated with each agent which is the same as the number of targets in each cluster. Hence, only swap operations happen between agents because a transfer operation increases \( W(G_i) \) for some agent \( i \).

Therefore, Algorithm 2 generates optimal partitions \( P^* = R \) for Problem 2 if the bounds on the hitting time of the states in the MDP independently satisfy the conditions in Theorem 2 and Theorem 3. One such MDP was illustrated in Fig. 2.

We assumed in Theorem 3 that the number of targets assigned to each agent in the initial partition are all equal. If we do not have any prior knowledge about the MDP dynamics and location of targets, one naive way to partition would indeed be to assign equal number of targets to each agent. We expect a partition with equal sized target assignments to be optimal for Problem 2 if the optimal hitting times and cover times are independent and uniformly distributed. However, this question formally remains open for future work.

We also assume in our work that the clusters defined in Definition 5 have equal number of targets. We believe the ideas presented in our proof of Theorem 3 can be extended to clusters with different number of targets. We could bound the change in sum of weights \( \Delta W(G_i), \Delta W(G_k) \) for every pair of sub-graphs \( (G_i, G_k) \) in terms of the number of targets \( n_i \) in cluster \( i \) where \( i, j, k \in \{1, 2, \ldots, m\} \). We could then derive conditions for a swap operation between the sub-graphs similar to (51). We reserve this more detailed analysis for future work.

Though Theorem 2 and Theorem 3 apply only to MDPs with clustered targets, we show in the subsequent section with numerical experiments that Algorithm 2 generates optimal partitions \( P^* \) which solves Problem 2 for some MDPs that not necessarily have clustered targets. We also validate the algorithms for single agent described in Section IV and Section V using numerical experiments.

### VII. Numerical Results

In this section, we validate our algorithms on different environments for both single-agent and multi-agent scenarios. Since previous work was on heuristics for single agent planning on graphs [24], we compare the performance and results of our single agent planning algorithm on random graphs. Our work is primarily motivated by stochastic dynamics and hence we present the numerical results of our algorithms on random MDPs. We also validate our algorithm on more realistic gridworld environment motivated by ocean dynamics.

#### A. Random graphs

In this section, we implement our heuristic procedure on graphs for single agent path planning and partitioning of targets to multiple agents.

1) **Single agent:** In this section, we present our results for the single agent case. The paths produced by Algorithm 1 to cover all states of some deterministic MDPs are given in Fig. 3. We compare the performance of Algorithm 1 and the nearest neighbor heuristic [24]. We use policy iteration to compute the optimal cover time, but we could use any algorithm that solves the SSP problem to optimality on the product MDP [8]. We compute the average value of the cover time by performing 1000 runs of the nearest neighbor heuristic. However, we do not need to run policy iteration and Algorithm 1 1000 times to get the cover time; instead, just running it once produces the cover time of the deterministic policy. We use \( \varepsilon = 10^{-20} \) and \( \gamma = 0.01 \) for Algorithm 1. We choose such an \( \varepsilon \) close to zero so that the computation of value function terminates after some reasonable number of iterations, while at the same time the computed approximate value function is close to the actual value function. If \( \varepsilon = 0 \), the iterative procedure might not stop in reasonable time because of floating point errors, although the value function has converged. We choose \( \gamma = 0.01 \) in Algorithm 1 so that the algorithm incorporates some look-ahead on how good the states are in future time. If \( \gamma = 0 \), there is no look-ahead as described in Section V.
Hence, Algorithm 1 would perform exactly as the nearest neighbor heuristic. As we increase $\gamma$, the rate of convergence to the optimal value function at each time step decreases considerably without much gain in the overall optimality of the cover time for the MDPs presented in this section.

We choose the graphs in Fig. 3 to be significantly different than those in Fig. 1 to show that Algorithm 1 is optimal for a larger class of graphs like those in Figs. 3b and 3c. The runtime of Algorithm 1 for the graphs in Fig. 3 is 100-1000 times faster than the optimal algorithm, with just a 5% suboptimality on average. Though the nearest neighbourhood heuristic is 10 times faster than our heuristic, the average suboptimality is approximately 72%.

To illustrate our heuristic on more general graphs, we simulate 1000 runs of the nearest neighborhood heuristic and Algorithm 1, with $\varepsilon = 10^{-20}$, $\gamma = 0.01$, for random connected graphs. We present the cover time values and the average runtime for 1000 system runs of Algorithm 1 and nearest neighbor heuristic in Table I. The policy iteration procedure consumes an immense amount of runtime in MATLAB to compute the optimal cover time for larger than 11 target states, which we denote as ‘timeout’ in Table I. However, Algorithm 1 and the nearest neighbor heuristic run much quicker than the optimal algorithm. The nearest neighborhood heuristic naturally has a better runtime than Algorithm 1, however, it yields significantly worse cover times. On the other hand, the cover times of Algorithm 1 are always optimal or almost-optimal, whereas the average runtime is still on the order of 100-1000 times faster than the optimal algorithm. The average variance of the cover time for nearest neighbour heuristic is 54.84 for the graphs in Table I. We performed all the numerical experiments using MATLAB R2020a on a computer with an Intel Core i7 2.6 GHz processor and 16GB RAM.

2) Multiple agents: In this section, we present our results of the partitioning algorithm for the multi-agent case. We use the greedy vertex $m$–center algorithm [27] to generate the initial partition $\mathcal{P}$ in line 3 of Algorithm 2 for $m$ agents.

In Fig. 3, we present the partitions generated by Algorithm 2 for the same graphs discussed in Section VII-A.1 with $m = 2$ agents. In Fig. 4, we illustrate Algorithm 2 for random graphs with $m = 3$ agents and $\mathcal{V} = \mathcal{S}$. In Table II, we compare the cover time $\max_i C_{s_{max}}^{\mathcal{P}^{*}, \pi_i}$ between the optimal partition $\mathcal{P}^{*}$ for Problem 2 and the partition $\mathcal{P}$ generated by Algorithm 2 for the graph scenarios in Fig. 3 and Fig. 4. We use a naive method to obtain the optimal partition $\mathcal{P}^{*}$ by brute-force search of the optimal cover time of all possible subsets of $\mathcal{V}$. The optimal cover time can be computed using policy iteration or any other algorithm that solves the SSP problem to optimality on a product MDP [8]. From Table II, the partition generated by Algorithm 2 is optimal for graphs in Figs. 3b, 3c, 4b and 4d. The average runtime of brute-force search is 61.292 seconds, whereas Algorithm 2 consumes 0.01 seconds on average for the graphs in Table II.

![Fig. 3: Paths produced by Algorithm 1 to cover all states of some graphs and illustration of Algorithm 2 with $m = 2$ agents.](image1)

![Fig. 4: Illustration of Algorithm 2 on random graph scenarios with $|\mathcal{V}| = 10$ for $m = 3$ agents. The initial state is in red, and the states assigned to each agent are shown in green, blue and violet, respectively.](image2)
TABLE II: Cover time comparison for multiple agents for the graphs in Fig. 3 and Fig. 4.

| Graph | Optimal partition $P^*$ | Partition $P$ by Algorithm 2 |
|-------|------------------------|------------------------------|
|       | Cover $\max_i C_{P^*_i}$ time (sec) | Runtime (sec) | Cover $\max_i C_{P_{ij}}$ time (sec) | Runtime (sec) |
| Fig. 3a | 3 | 31.21 | 4 | 0.003 |
| Fig. 3b | 3 | 32.13 | 3 | 0.003 |
| Fig. 3c | 3 | 40.213 | 5 | 0.005 |
| Fig. 4a | 3 | 81.213 | 4 | 0.019 |
| Fig. 4b | 3 | 80.15 | 3 | 0.013 |
| Fig. 4c | 3 | 79.91 | 4 | 0.009 |
| Fig. 4d | 3 | 84.217 | 3 | 0.021 |

B. Random MDPs

In this section, we implement our algorithms on MDPs for single agent path planning and target assignment to multiple agents.

1) Single agent: In this section, we validate Algorithm 1 for the single-agent case with $\varepsilon = 10^{-20}$ and $\gamma = 0.01$, on general MDPs. We test the algorithms on MDPs where the number of states and targets are selected at random, and for each state $s \in S$ and action $a \in A$, the transition probabilities $\mathcal{T}(s, a, s')$ form a discrete uniform distribution with all $s' \in S$ as the support. We select the initial state and the set to be covered at random. We present the optimal expected cover time computed using policy iteration, and the average cover time and average runtime for 1000 system runs of Algorithm 1 in Table III. The average variance of the cover time obtained by Algorithm 1 for the MDPs in Table III is 10.48. The average suboptimality of Algorithm 1 for the MDPs in Table III is 19.658%. This suboptimality is offset by a considerable reduction in runtime. The average runtime of the MDPs in Table III for the optimal algorithm using policy iteration is 13404.225 sec, and Algorithm 1 is 22.262 sec.

2) Multiple agents: In this section, to illustrate the heuristic partitioning procedure on more general MDPs, we implement Algorithm 2 on the random MDPs presented in Table III. In Table IV, we present the optimal expected cover time computed using the naive method described in Section VII-A, and the expected cover time of the partitions generated by Algorithm 2 for random MDPs with $m = 3$ agents. We implement Algorithm 1 for each agent using the partition generated by Algorithm 2 as well as the optimal partition. We present the average cover time and average runtime for 1000 system runs of Algorithm 1 in Table IV. The cover time for one run of Algorithm 1 for multiple agents is computed as $\max_i (C_{P_{ij}}^*)$ where $P_i$ are the targets assigned to agent $i$ and $C_{P_{ij}}^*$ is the cover time of agent $i$.

We present the results only for 3 agents because of the saturation of cover time with a larger number of agents for the number of targets in Table IV. In Fig. 5, we plot the ratio of the average cover time for the multi-agent case to the single-agent case for three MDP scenarios, when the number of agents are increased. The average cover time is computed for 1000 system runs of Algorithm 1 on the partition $P$ generated by Algorithm 2. The average runtime of Algorithm 2 marginally increases with an increase in the number of agents $m$, but it also eventually saturates. We keep the full analysis of the effect of number of agents on the cover time and performance of Algorithm 2 for future work.

From Table IV, the expected cover time of the optimal single-agent algorithm on the partition $P$ generated by Algorithm 2 is either optimal or almost-optimal when compared to the optimal partition $P^*$. The average cover time is similar when Algorithm 1 is implemented on the partition generated by Algorithm 2 and the optimal partition. Hence, the partition generated by Algorithm 2 is the same or similar to the optimal partition. Since Algorithm 1 is implemented independently for each agent in the multi-agent case, there is a slight increase of suboptimality in the cover time of Algorithm 1 when compared to the single agent case. Though the average cover time when implementing Algorithm 1 is more than one half of the optimal cover time for $m = 3$ agents, the runtime of our heuristic partitioning and path planning procedure is $10^5$ times faster than the optimal partitioning and optimal path planning method.

C. Ocean dynamics

In this section, we implement our heuristic procedures for single agent path planning, and assignment of multiple targets to multiple agents on stochastic gridworlds modeled by realistic ocean currents [1].

Fig. 5: Effect of saturation of average cover time with increasing number of agents when Algorithm 1 is implemented on the partition $P$ by Algorithm 2.
1) Single agent: In this section, we simulate Algorithm 1 with transition dynamics motivated by an autonomous underwater vehicle operating in an oceanic environment [1], modeled as a $20 \times 20$ grid. The vehicle’s transitions are to move one step north, west, south, or east of its current state, except at the edges of the environment. The set to be covered constitutes regions associated with formation and evolution of algal blooms [1]. The uncertainty and high variability of ocean currents in space and time demand the use of stochastic transition dynamics. We use the MDP environment in [28] to generate realistic transition probabilities from a Gaussian distribution of ocean models [1]. We illustrate Problem 1 on the resulting gridworld using Algorithm 1 with $\varepsilon = 10^{-20}, \gamma = 0.4$ in Fig. 6. We increase the value of $\gamma$ compared to previous experiments because there is a considerable decrease in suboptimality for the MDPs considered in this section, even though there is a slight decrease in rate of convergence to the optimal value function at each time step. The cover time for the path presented in Fig. 6 is 88. The two “blips” in the final stretch of the path before completing the mission are a consequence of stochastic dynamics. The average cover time for 1000 runs of Algorithm 1 for the problem in Fig. 6 is 84.87 with a variance of 21.267, and the average runtime is 9.0119 sec. The optimal expected cover time for the scenario in Fig. 6 is 71.8534 which is computed using policy iteration with a runtime of 5760 sec.

2) Multiple agents: In this section, we implement Algorithm 2 to assign targets to agents motivated by a team of autonomous underwater vehicles operating in an ocean [1], with the same environment and agents used in Section VII-C.1. We illustrate Problem 2 on the resulting gridworlds using Algorithm 2 in Fig. 7 and Fig. 8.

In Fig. 7, we depict the assignment of targets to agents on a $10 \times 10$ stochastic gridworld using Algorithm 2. The scenario in Fig. 7a has clustered target states, and the initial state of the agents is approximately equidistant from all the clusters. Therefore, Algorithm 2 has naturally generated the clustered partition which is also verified to be the optimal partition. The optimal partition is obtained by doing a brute-force search of all possible optimal expected cover times computed using policy iteration. In Fig. 7b, the initial state and the set of target states are selected at random. Algorithm 2 has again generated the optimal partition for the scenario in Fig. 7b where the optimality is verified by brute-force search.

In Fig. 8, we illustrate the assignment of targets to agents on $20 \times 20$ stochastic gridworlds using Algorithm 2 and also implement Algorithm 1 with $\varepsilon = 10^{-20}, \gamma = 0.7$ to synthesize each agent’s policy to visit the targets assigned to them. In Fig. 8a, we depict the same scenario presented in Fig. 6 but with $m = 3$ agents. Algorithm 2 has generated the optimal partition for Fig. 8a. The optimal partition can be verified by a brute force method which requires 1586 sec whereas Algorithm 2 requires 3.742 sec. The cover time for the paths presented in Fig. 8a is 27. In Table IV, we present the expected cover time of the optimal partition and the partition generated by Algorithm 2 for the scenarios in Fig. 7 and Fig. 8. We also implement Algorithm 1 as described in Section VII-B.2 for multiple agents and compare the respective runtime. From Table IV, Algorithm 2 is $10^4$ times faster than the naive procedure, but generating the optimal partition for the gridworld scenarios of Fig. 7 and Fig. 8a. We note that the average cover time of Algorithm 1 on the heuristic partition generated by Algorithm 2 is better than the average cover time of Algorithm 1 on the optimal

---

Fig. 6: A representative path produced by Algorithm 1 to cover 10 states on a $20 \times 20$ gridworld with stochastic dynamics. The red dot is the initial state, green squares are the targets, and the path of the agent is denoted by brown lines.

(a) $m = 4$ agents with $|V| = 9$ targets.  (b) $m = 3$ agents with $|V| = 10$ targets.

Fig. 7: Illustration of Algorithm 2 on $10 \times 10$ gridworld environments with stochastic transition dynamics. The black dot is the initial state, and the target assignment for each agent are denoted by blue, violet, red, and brown squares.

(a) $m = 3$ agents with $|V| = 10$ targets. (b) $m = 4$ agents with $|V| = 40$ targets.

Fig. 8: A representative path generated by Algorithm 1 after the partitioning by Algorithm 2 on $20 \times 20$ gridworld environments with stochastic dynamics. The black dot is the initial state, the path and targets for each agent are denoted by blue, violet, red and brown lines and squares, respectively.
partition for the scenario in Fig. 8a. This could be because the suboptimality of Algorithm 1 on the optimal partition might be worse than the suboptimality of Algorithm 1 on the partition generated by Algorithm 2 for the planning mission in Fig. 8a. Algorithm 1 has an average suboptimality of $24\%$ for the gridworld environments in Table IV when compared to a $50\%$ suboptimality for the random MDPs in Table IV. Most of the real-world environments have sparse dynamics [1], [5] like the gridworld environment, and our algorithms have a lower suboptimality for such scenarios when compared to random MDPs. In particular, for the scenario in Fig. 8a, the average cover time using Algorithm 1 for $m = 3$ agents is only $5\%$ greater than the optimal expected cover time. This suboptimality is offset by a considerable reduction in runtime as given in Table IV.

In Fig. 8b, we depict a scenario with $|V| = 40$ clustered target states and $m = 4$ agents. Since some clusters are farther from the initial state than other clusters, assigning just one agent to the farthest cluster and one other agent to the nearest cluster might not be optimal. Accordingly, the target assignment obtained by Algorithm 2 is not the clustered partition. Two agents (brown and violet) are assigned some targets in the cluster closer to the initial state, along with some targets in clusters that are further away. The cover time results given below validate our argument that the clustered partition might not be optimal for the scenario in Fig. 8b. The cover time for the paths presented in Fig. 8b is 48. The average cover time for 100 runs of Algorithm 1 for the partition in Fig. 8b is 53.52 and the variance is 18.832. The average cover time for 100 runs of Algorithm 1 for the partition with natural clustering is 61.97 and the variance is 17.821. The average runtime for 100 runs of the complete mission to jointly visit the targets by multiple agents is 16.82 sec. On the other hand, it is infeasible to solve Problem 2 by a brute force procedure. The size of the MDP and target set in Fig. 8b requires $1.0995 \times 10^{12}$ expected cover time values to be computed at every step of the optimal policy iteration procedure to solve Problem 1. Then, all the $1.0995 \times 10^{12}$ expected cover time values and the corresponding subsets of the target set should be searched for the optimal partition that solves Problem 2.

VIII. CONCLUSION AND FUTURE WORK

In this paper, we formulated a path planning problem for a team of agents to jointly visit a set of target states in minimum expected time on a Markov decision process. We showed that the decision version of the planning problem on a graph for the single-agent case is the Hamiltonian path problem which is NP-complete. We also showed that the path planning problem with multiple targets is a SSP problem on a product MDP and thus policy iteration can be adopted as the optimal algorithm that is exponential in the number of target states. We utilized policy iteration as a motivation to propose a suboptimal algorithm based on an approximate value function which consumes polynomial number of operations at each time step. We proved that our heuristic algorithm eventually visits the target states with probability 1, and generates optimal solutions for certain classes of deterministic MDPs, i.e., graphs.

For the multi-agent case, we formulated a problem of assigning multiple targets to multiple agents such that the largest optimal expected cover time among the multiple agents is minimal. The average length of a Hamiltonian path on a model graph was used as a heuristic to approximate the optimal cover time. We adopted a heuristic partitioning procedure that attempts to solve the $m$-TSP on the model graph, which also solves our multi-agent problem on the original MDP. We proved that the heuristic procedure generates optimal

### TABLE IV: Cover time comparison on the random MDPs presented in Table III with $m = 3$ agents, and the gridworld environments in Fig. 7 and Fig. 8.

| MDP | $|\mathcal{P}|$ | Expected cover time max, $E_{\pi^*}^{\mathcal{P}}(c_{\pi^*(s)})$ (sec) | Average cover time (sec) | Average runtime (sec) | Expected cover time max, $E_{\pi^*}^{\mathcal{P}}(c_{\pi^*(s)})$ (sec) | Average cover time (sec) | Average runtime (sec) |
|-----|----------|-------------------------------------------------|------------------------|----------------------|-------------------------------------------------|------------------------|----------------------|
| 150 | 8        | 25.037                                          | 12.875                 | 7.61                 | 150                                             | 25.037                 | 12.875               |
| 100 | 10       | 24.957                                          | 12.875                 | 7.61                 | 100                                             | 24.957                 | 12.875               |
| 150 | 8        | 25.037                                          | 12.875                 | 7.61                 | 150                                             | 25.037                 | 12.875               |
| 100 | 10       | 24.957                                          | 12.875                 | 7.61                 | 100                                             | 24.957                 | 12.875               |
| 150 | 8        | 25.037                                          | 12.875                 | 7.61                 | 150                                             | 25.037                 | 12.875               |
| 100 | 10       | 24.957                                          | 12.875                 | 7.61                 | 100                                             | 24.957                 | 12.875               |
partitions for clustered target states. We validated our heuristic procedures on more general MDPs, as well as gridworld environments motivated by realistic considerations of ocean currents.

In subsequent work we aim to provide theoretical guarantees on the suboptimality of our heuristic algorithms. An interesting direction is to find the relationship between jointly optimizing for the policies of multiple agents and implementing the optimal policy for each agent using the optimal partition. One immediate extension of our work would be to derive conditions of optimality with our heuristic algorithm for clusters with different number of targets. It would be interesting to explore how the initial partition could affect the partition generated by our heuristic procedure. The optimality of equal sized initial partition when the hitting times are assumed to be uniformly distributed is another interesting theoretical question. We think an analysis in the decrease in cover time with increasing number of agents is an interesting direction. We also see a need for developing a unified framework to integrate our partitioning algorithm and the path planning heuristic for complex real-life problems. Such problems could have different features in the optimization objective such as resilience, dynamic travel time and different initial state for each agent.
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