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Abstract

We describe all polarizations for all abelian varieties over a finite field in a fixed isogeny class corresponding to a squarefree Weil polynomial, when one variety in the isogeny class admits a canonical lifting to characteristic zero, i.e., a lifting for which the reduction morphism induces an isomorphism of endomorphism rings. Categorical equivalences between abelian varieties over finite fields and fractional ideals in étale algebras enable us to explicitly compute isomorphism classes of polarized abelian varieties satisfying some mild conditions. We also implement algorithms to perform these computations.

1 Introduction

Polarizations, and in particular principal polarizations, play a key role in the study of abelian varieties. Elliptic curves are for instance canonically principally polarized. Among higher-dimensional varieties, the same holds true for Jacobians of curves, which are extensively studied. But while any abelian variety admits a polarization of some degree, the existence and abundance of polarizations of a prescribed degree are less clear.

The extra data provided by polarizations introduce a geometrical rigidification which is necessary to define and study the moduli space $\mathcal{A}_{g,d}$ of $g$-dimensional abelian varieties with a polarization of degree $d^2$.

Over any field, polarizations can be defined as isogenies from the abelian variety to its dual that are induced from ample line bundles. Although very precise, this definition in general does not translate into an explicit description. Over the complex numbers however, and by extension over any field of characteristic zero, the definition can be made explicit in terms of Riemann forms, which is very convenient for performing computations. Such a description is currently lacking in positive characteristic.

As a result, there are many open problems about polarized abelian varieties in characteristic $p$, such as determining which isogeny classes over finite fields that are principally polarizable, and also about their moduli spaces $\mathcal{A}_{g,d} \otimes \mathbb{F}_p$, such as determining the Hecke orbits, maximal subvarieties, and Newton polygon strata.

In this paper we aim to determine and compute polarizations for abelian varieties over finite fields. When such a variety lifts to characteristic zero, in such a way that all of its endomorphisms also lift, we again have the full description of polarizations in characteristic zero at our disposal. This type of lifting is called a canonical lifting.

This idea has been exploited by Howe [16], building on work by Deligne [11], to describe polarizations for ordinary abelian varieties; that is, abelian varieties $A$ with $p$-rank equal to
dim(\(A\)). Namely, it follows from Serre-Tate theory that every ordinary abelian variety over a finite field has a canonical lifting. Under some assumptions, the same holds for \textit{almost-ordinary} abelian varieties \(A\), that is, those whose \(p\)-rank equals \(\dim(A) - 1\), see Oswal-Shankar [35]. We generalize their results in Proposition 2.10 and Theorem 2.12 Using these results, we compute isomorphism classes of principally polarized almost-ordinary abelian varieties in Example 5.10.

It is known that abelian varieties of lower \(p\)-rank generally do not have canonical liftings. Our main theorem (Theorem 4.10, paraphrased as Theorem A below) nevertheless gives a complete description of all polarizations (up to polarized isomorphisms) of abelian varieties over a finite field in a fixed isogeny class, as long as there exists at least one variety in this isogeny class which admits a canonical lifting. This description crucially relies on an identification between the polarizations in characterstics zero and \(p\), which is expressed in terms of a totally real unit element \(\alpha\) of the endomorphism ring of the variety.

In order to effectively and algorithmically compute the polarizations, we further need a functorial description of the fixed isogeny class in terms of computable algebraic objects. The results of this paper are built on the equivalence of categories provided by Centeleghe-Stix [4]. This equivalence is used in Theorem A but notably also in Proposition 5.2, paraphrased here as Proposition B.

\textbf{Theorem A.} Fix an isogeny class over \(\mathbb{F}_p\) corresponding to a squarefree Weil polynomial \(h\) and a CM-type \(\Phi\) for the CM-algebra \(L = \mathbb{Q}[x]/(h)\). Suppose that the isogeny class contains an abelian variety \(A_0\), which admits a canonical lifting with CM by \(L\) through \(\Phi\) over a \(p\)-adic field, and whose endomorphism ring \(S = \text{End}(A_0)\) is Gorenstein and stable under the canonical involution of \(L\), i.e., \(S = \mathfrak{S}\). There exists a totally real unit element \(\alpha \in S^*\) with the following property: If \(B_0\) is any other abelian variety in the isogeny class with dual \(B_0^\vee\), let \(\mu : B_0 \to B_0^\vee\) be any isogeny and \(\lambda \in L\) its image under the Centeleghe-Stix equivalence. Then \(\mu\) is a polarization if and only if \(\gamma = \alpha^{-1}\lambda\) satisfies \(\overline{\gamma} = -\gamma\) ("totally imaginary") and \(\Re(\varphi(\gamma)) > 0\) for every \(\varphi \in \Phi\) ("\(\Phi\)-positive").

We note here that we need the assumptions on the endomorphism ring \(S\) to ensure that \(\alpha\) is not just any invertible element in \(L\) but that it is contained in \(S^*\), which is important for the following proposition and theorems.

\textbf{Proposition B.} We use the notation and assumptions of Theorem A. To any endomorphism ring \(T\) of an abelian variety isogenous to \(A_0\) we can associate a finite set \(\mathcal{T} \subseteq L\). Suppose that we have an abelian variety \(B_0\) isogenous to \(A_0\), with endomorphism ring \(T\). If \(B_0\) is isomorphic to its dual, then there exists an element \(i_0 \in L^*\) such that the image under the Centeleghe-Stix equivalence of a complete set of representatives of principal polarizations of \(B_0\) up to isomorphism is the set

\[ \{i_0u : u \in \mathcal{T} \text{ such that } \alpha^{-1}i_0u \text{ is totally imaginary and } \Phi\text{-positive} \}. \quad (1) \]

Moreover, the element \(i_0\) and finite set \(\mathcal{T}\) can be explicitly computed.

Using the Centeleghe-Stix equivalence, combined with a construction due to the third author [30], we show how to describe the abelian varieties (and their polarizations) in a squarefree isogeny class (i.e., abelian varieties whose characteristic polynomial of Frobenius has no repeated factors) in terms of fractional ideals in an étale algebra over \(\mathbb{Q}\). This functorial description has the benefit of allowing many more isogeny classes than those considered in [11], [16] and [35], but has the drawback that it only applies to varieties defined over the prime field \(\mathbb{F}_p\). In future work, we plan to investigate how to extend our
results to abelian varieties defined over more general finite fields. And while we restrict ours-elves to squarefree isogeny classes in the current paper, mostly to simplify the computations, we also aim to study how to generalize the results to other isogeny classes.

Via complex uniformization, abelian varieties (and their polarizations) in characteristic zero can also be described by fractional ideals; comparing these with the ideals obtained through the categorical equivalence is done using the element $\alpha$ (in Theorem A) which can pose an obstruction to explicit computations. Notably, Example 5.13 shows that such an obstruction actually occurs. In Subsection 5.2 we describe exactly when $\alpha = 1$ or when we can compute polarizations regardless of its value. The main result in Subsection 5.2 is Theorem 5.5, stated here in a less general form:

**Theorem C.** We use the notation and assumptions of Proposition B. Denote by $S^*_R$ (resp. $T^*_R$) the group of totally real units of $S$ (resp. $T$). If $S^*_R \subseteq T^*_R$, then the set in Equation (1) is in bijection with the set

$$\{i_0 u : u \in T \text{ such that } i_0 u \text{ is totally imaginary and } \Phi\text{-positive}\},$$

which does not depend on $\alpha$.

Sometimes, even when the hypotheses of Theorem C (or Theorem 5.5) do not hold, we can still compute the number of isomorphism classes of principally polarized abelian varieties with a given endomorphism ring; for instance, this happens when the numerical outcomes from all different CM-types agree. We refer the reader to Theorem 5.9, which is simplified here as Theorem D:

**Theorem D.** We use the notation and assumptions of Proposition B. Assume that there are $r$ isomorphism classes of abelian varieties isogenous to $A_0$ with endomorphism ring $T$, represented by abelian varieties $B_1, \ldots, B_r$. If each $B_k$, $k = 1, \ldots, r$, is isomorphic to its dual, there exist elements $i_k \in L^*$ as in Proposition B. For any CM-type $\Phi'$, we put

$$\mathcal{D}_{\Phi'}^1(B_k) = \{i_k u : u \in T \text{ such that } i_k u \text{ is totally imaginary and } \Phi'\text{-positive}\}.$$

If there exists a non-negative integer $N$ such that for every CM-type $\Phi'$ we have

$$|\mathcal{D}_{\Phi'}^1(B_1)| + \ldots + |\mathcal{D}_{\Phi'}^1(B_r)| = N,$$

then there are exactly $N$ isomorphism classes of principally polarized abelian varieties with endomorphism ring $T$.

In Example 5.12 we describe in detail how to apply Theorems C and D.

While in this paper we study the application of the categorical equivalence due to Cen-teleghe and Stix to squarefree abelian varieties, we believe our results can be extended to apply to more general abelian varieties over more general finite fields, as alluded to above. For instance, we could adapt our techniques to other functorial equivalences, such as those given by Serre [25, Appendix], Kani [21], Amir-Khosravi [3], and Jordan et al. [20], which all focus on abelian varieties which are isogenous to a power. In fact, for powers of ordinary elliptic curves, an algorithm to compute polarizations based on the equivalence in [20] was recently given in [23] by Kirschmer et al.

This paper fits into a larger programme to systematically study isogeny classes of abelian varieties (with or without polarizations) over finite fields. For ordinary principally polarized abelian varieties, these studies have also been carried out in terms of product formulas and
orbital integrals, cf. [2] for elliptic curves and [1] for abelian surfaces. For supersingular abelian varieties, lattices in (free) modules over quaternion algebras have been employed, e.g. in [40, 41, 42] for superspecial abelian surfaces. The special case of studying the existence of Jacobian varieties in a fixed isogeny class has been addressed, using a variety of tools, in e.g. [28, 17, 18, 19, 9].

The paper is structured as follows. Since all abelian varieties over finite fields have complex multiplication (CM), in Section 2 we first collect some useful results on CM abelian varieties, namely on homomorphisms (in Subsection 2.1) and on canonical liftings (in Subsection 2.2). The latter include the aforementioned lifting results for ordinary and almost-ordinary abelian varieties (Propositions 2.8 and 2.10), the residual reflex condition (Definition 2.14) – which, by a result of Chai, Conrad and Oort [5], is a sufficient condition for a canonical lifting to exist (cf. Theorem 2.16) – and a result (Proposition 2.22) stating that abelian varieties which are separably isogenous to a liftable variety are liftable.

In Section 3 we introduce the algebraic and functorial descriptions of abelian varieties that facilitate the computation of polarizations; Subsection 3.1 contains the description for varieties in characteristic zero, based on complex uniformization, while Subsections 3.2 and 3.3 contain that for varieties in positive characteristic. In particular, in Proposition 3.17 we prove how the functor behaves with respect to duality. Finally, Subsection 3.4 compares the compatibility of these descriptions under reduction of the varieties considered.

Section 4 contains the main result (Theorem 4.10) characterizing polarizations. Beforehand, in Subsection 4.1 we discuss how polarizations of a given abelian variety induce polarizations on all abelian varieties in its isogeny class.

Section 5 contains our computational results. In Subsection 5.1 we implement a verification of the residual reflex condition, and in Subsection 5.2 we describe an algorithm to find a complete set of representatives of the principal polarizations of an abelian variety in a fixed isogeny class (Proposition 5.2). Finally, Subsection 5.3 contains a number of explicit examples to illustrate the scope and strength of our algorithms.

The code to compute polarizations in a squarefree isogeny class is available at https://github.com/stmar89/PolsAbVarFpCanLift. At the same link one can also find the code to compute isomorphism classes and polarizations for squarefree almost-ordinary isogeny classes over an arbitrary finite field \( \mathbb{F}_q \). Moreover, at additional_examples.pdf on GitHub we have summarized our computations of the principal polarizations for all squarefree isogeny classes of abelian varieties of dimension two and three over the finite fields \( \mathbb{F}_3, \mathbb{F}_5 \) and \( \mathbb{F}_7 \), and of dimension four over \( \mathbb{F}_2 \) and \( \mathbb{F}_3 \).

**Notational conventions.** When considering abelian varieties \( A, A' \) over a field \( K \), we drop the suffix \( K \) and write \( \text{End}(A), \text{End}^0(A) := \text{End}(A) \otimes \mathbb{Q}, \text{Hom}(A, A'), \) and \( \text{Hom}^0(A, A') := \text{Hom}(A, A') \otimes \mathbb{Q} \) instead of \( \text{End}_K(A), \text{End}_K^0(A), \text{Hom}_K(A, A'), \text{Hom}_K^0(A, A') \), respectively.
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2 Abelian varieties with complex multiplication

In this section, we consider abelian varieties with complex multiplication, either defined over fields of characteristic zero or over finite fields $F_q$ of characteristic $p$. In Subsection 2.1, we study endomorphisms of and homomorphisms between such varieties. Secondly, in Subsection 2.2, we study liftings of abelian varieties over finite fields and state results that guarantee the existence of such liftings.

2.1 Homomorphisms of CM abelian varieties

Definition 2.1.

1. A number field $L/\mathbb{Q}$ is a CM-field if it is totally complex and quadratic over a totally real subfield. It is equipped with a canonical involution $x \mapsto \overline{x}$. A CM-algebra is a finite product of CM-fields.

2. An abelian variety $A$ over a field $K$ is of CM-type (or admits sufficiently many complex multiplications) if there exists a commutative semisimple $\mathbb{Q}$-subalgebra $L$ in $\text{End}^0(A)$ with rank 2 over $\mathbb{Q}$, which can be taken to be a CM-algebra. In the situation where $L$ is given, we will also say that $A$ has CM by $L$. As an equivalent definition, each of the simple factors $B_i$ of $A$ satisfies that its endomorphism algebra $\text{End}^0(B_i)$ contains a field $L_i$ of degree $[L_i : \mathbb{Q}] = 2\dim(B_i)$. It is known that every abelian variety over a finite field is of CM-type.

Notation 2.2.

Let $A$ and $A'$ be abelian varieties defined over a field $K$ and with CM by an algebra $L$. Fix embeddings $i : L \hookrightarrow \text{End}^0(A)$ and $i' : L \hookrightarrow \text{End}^0(A')$. We denote by $\text{Hom}_L(A, A')$ the group of $L$-linear homomorphisms with respect to the fixed embeddings, that is, the homomorphisms $f : A \rightarrow A'$ such that for every $\alpha \in i^{-1}(\text{End}(A)) \cap i'^{-1}(\text{End}(A'))$ we have

$$i'(\alpha) \circ f = f \circ i(\alpha).$$

We will also write $\text{Hom}^0_L(A, A') = \text{Hom}_L(A, A') \otimes \mathbb{Q}$, $\text{End}_L(A) = \text{Hom}_L(A, A)$, and $\text{End}^0_L(A) = \text{End}^0_L(A) \otimes \mathbb{Q}$. In what follows, an $L$-linear map (between groups of $L$-linear homomorphisms) will mean a map which is compatible with the $L$-linear structures.

Lemma 2.3. Let $A$ and $A'$ be abelian varieties defined over a field $K$ and with CM by an algebra $L$. Fix embeddings $i : L \hookrightarrow \text{End}^0(A)$ and $i' : L \hookrightarrow \text{End}^0(A')$. Then base change from $K$ to its algebraic closure $\overline{K}$ induces an $L$-linear bijection

$$\text{Hom}_L(A, A') \leftrightarrow \text{Hom}_L(A_{\overline{K}}, A'_{\overline{K}}).$$

This bijection also holds when $\text{Hom}$ is replaced with $\text{Hom}^0$.

Proof. See [5, Example 1.7.4.1], which works without any assumptions on the endomorphism rings of $A$ and $A'$.

Lemma 2.4. Let $K$ be a field with algebraic closure $\overline{K}$ such that there exists an embedding $j : K \hookrightarrow \mathbb{C}$, and let $A$ and $A'$ be abelian varieties defined over $K$. Then the base change induces a bijection

$$\text{Hom}(A_{\overline{K}}, A'_{\overline{K}}) \leftrightarrow \text{Hom}(A_{\mathbb{C}}, A'_{\mathbb{C}}).$$

This bijection also holds when $\text{Hom}$ is replaced with $\text{Hom}^0$. 
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Proof. See [5, Lemma 1.2.1.2].

Lemmas 2.3 and 2.4 immediately imply the following corollary.

**Corollary 2.5.** Let \( K \) be a number field and \( K_p \) be its completion at a prime \( p \). Suppose that \( A \) and \( A' \) are defined over \( K \) and have CM by an algebra \( L \). Then there are \( L \)-linear bijections

\[
\text{Hom}_L(A, A') \leftrightarrow \text{Hom}_L(A_K, A'_K) \leftrightarrow \text{Hom}_L(A_C, A'_C) \leftrightarrow \text{Hom}_L(A_{K_p}, A'_{K_p}).
\]

These bijections also hold when \( \text{Hom} \) is replaced with \( \text{Hom}^0 \).

### 2.2 CM-liftings

Throughout this subsection, we let \( A_0 / \mathbb{F}_q \) be a \( g \)-dimensional abelian variety whose Frobenius endomorphism \( \pi_{A_0} \) has characteristic polynomial \( h \). If \( h \) is squarefree, that is, its irreducible factors \( h = h_1 \cdots h_t \) are all distinct, then \( L = \mathbb{Q}[x]/(h) \simeq \mathbb{Q}(\pi_1) \times \cdots \times \mathbb{Q}(\pi_t) =: L_1 \times \cdots \times L_t \) is a CM-algebra. If \( h \) is irreducible, then \( A_0 \) is simple (over \( \mathbb{F}_q \)), meaning that it has no nonzero proper abelian subvariety. Some of the results we recall in this subsection were originally, and more generally, stated for isotypic abelian varieties, for which \( h \) has a unique irreducible factor.

**Definition 2.6.** Let \( A_0 / \mathbb{F}_q \) be a \( g \)-dimensional abelian variety. We say that \( A_0 / \mathbb{F}_q \) has a CM-lifting if there exist both a local domain \( R \) of characteristic zero with residue field \( \mathbb{F}_q \) and fraction field \( K \), and a \( g \)-dimensional abelian scheme \( A \) over \( R \), such that \( A_0 \otimes \mathbb{F}_q \simeq A_0 \) and \( A \otimes K =: A \), where \( \text{End}^0(A) \) contains a CM-algebra \( L \) of degree \( [L : \mathbb{Q}] = 2g \). We also say that \( A / K \) (or \( A / R \)) is a canonical lifting of \( A_0 / \mathbb{F}_q \). The scheme \( A / R \) is a canonical lifting of \( A_0 / \mathbb{F}_q \) if \( \text{End}(A) = \text{End}(A_0) \).

To recall some first results from the literature on the existence of canonical liftings, we need the following definition.

**Definition 2.7.**

1. The \( p \)-rank \( f(A_0) \) of \( A_0 / \mathbb{F}_q \) is defined through

\[
|A_0(\mathbb{F}_p)|^{|f(A_0)|} = p^{f(A_0)},
\]

and \( 0 \leq f(A_0) \leq g \). The \( p \)-rank is an isogeny invariant.

2. \( A_0 \) is ordinary if \( f(A_0) = g \) and almost ordinary if \( f(A_0) = g - 1 \).

**Proposition 2.8** ([22, Theorem 2.1], [31, Theorem V.3.3]). Let \( A_0 \) be an ordinary abelian variety over \( \mathbb{F}_q \). Then \( A_0 \) admits a canonical lifting to the Witt vectors \( W(\mathbb{F}_q) \).

**Remark 2.9.** The canonical lifting of Proposition 2.8 is called a Serre-Tate lifting. The Serre-Tate liftings (cf. [11, Théorème 7]) provide an equivalence of categories sending an ordinary abelian variety over \( \mathbb{F}_q \) to its associated Deligne module, i.e., a free finitely generated \( \mathbb{Z} \)-module equipped with a semisimple endomorphism which plays the role of the Frobenius endomorphism.

The Centeleghe-Stix equivalence, which we will introduce in Subsection 3.2 and will use throughout this paper, does not make use of liftings. Nevertheless, on the subcategory of ordinary abelian varieties over \( \mathbb{F}_p \) this equivalence is isomorphic to Deligne’s equivalence, cf. [4, 7.4].
Proposition 2.10. Let $A_0$ be an almost-ordinary abelian variety over a finite field $F_q$ with commutative endomorphism ring. Then $A_0$ admits a canonical lifting to a quadratic ramified extension of the Witt vectors $W(F_q)$. If $q$ is odd, then this extension can be taken to be generated by $\sqrt{p}$.

Proof. For the first statement, see [5, Remark 3.5.7] and the references therein. For the second statement, see [35, Section 2]. The result in the latter reference is shown for simple abelian varieties of dimension greater than two. On the other hand, those assumptions are only used to ensure that the endomorphism ring of $A_0$ is commutative, and hence the endomorphism ring of its $p$-divisible group has a supersingular part of rank two. This argument also holds when $W(F_q)$ is replaced with $W(F_q^p)$; alternatively, one may use a descent argument following, e.g., [5, Theorem 1.7.2.1 (Shimura-Taniyama)].

Remark 2.11. As in the ordinary case, cf. Remark 2.9, the canonical liftings of Proposition 2.10 provide an equivalence of categories which associates with any almost-ordinary abelian variety over $F_q$ an almost-ordinary Deligne module, cf. [35, Definition 3.1]. These modules again have a semisimple endomorphism playing the role of the Frobenius endomorphism; in particular, the characteristic polynomial of the endomorphism is equal to the characteristic polynomial of the Frobenius endomorphism of the abelian variety.

More precisely, in [35] the following is shown for a simple almost-ordinary abelian variety $A_0$ over $F_q$ whose Frobenius endomorphism has characteristic polynomial $h$: If the quadratic extension $L_{1/2}/Q_p$ corresponding to the slope 1/2 part of the variety is ramified (resp. inert), the map from almost-ordinary abelian varieties isogenous to $A_0$ to almost-ordinary Deligne modules with characteristic polynomial $h$ is bijective (resp. two-to-one), cf. [35, Proposition 3.8] (resp. [35, Proposition 3.3]).

We generalize some results in [35] – in particular Propositions 3.3 and 3.8 mentioned in Remark 2.11 and Theorem 4.5 which concerns polarizations – as follows:

Theorem 2.12. Let $q$ be any odd prime power and consider any almost-ordinary isogeny class corresponding to a squarefree characteristic polynomial of Frobenius. Then the straightforward generalizations of Proposition 3.3, Proposition 3.8 and Theorem 4.5 in [35] hold.

Proof. The statements in [35] are shown for simple abelian varieties of dimension greater than two. Just as in the proof of Proposition 2.10, the arguments in [35] generalize as long as the endomorphism rings of the abelian varieties are commutative, which in turn holds if and only if the characteristic polynomial is squarefree.

For an abelian variety $A_0/F_q$ which is not ordinary nor almost ordinary, a CM-lifting need not exist. For instance, [34, Theorem B] shows that for any prime $p$ and integers $f, g$ such that $0 \leq f \leq g - 2$, there exists an abelian variety $B$ over $\overline{F}_p$ with $\dim(B) = g$ and $f(B) = f$ which does not have a CM-lifting. In particular, this implies that even after a field extension of $F_q$, there are varieties which do not have a CM-lifting.

On the other hand, any abelian variety $A_0/F_q$ is $F_q$-isogenous to an abelian variety which does admit a CM-lifting: The classical results by Honda and Tate (cf. [38, Théorème 2] and [15, §2, Theorem 1], also see [6] for a proof avoiding complex uniformization), may require a finite extension of $F_q$ for this, while [5, Theorem 4.1.1] does not.

However, we will insist on lifting $A_0/F_q$ to a scheme $\mathcal{A}$ over a normal domain $\mathcal{R}$. Only in this case, constructing the generic fiber $A_K$ of $\mathcal{A}$ is a fully faithful functor, cf. [5, Lemma 1.8.4]. This implies we can identify $\text{End}(A_K) = \text{End}(\mathcal{A})$ and $\text{Hom}(A_K, A_K^\vee) = \text{Hom}(\mathcal{A}, \mathcal{A}^\vee)$, which will be crucial when we consider polarizations in Section 4.
There are obstructions to the existence of a CM-lifting to a normal domain up to isogeny. In [5, Theorem 2.1.6], recalled in Theorem 2.16 below, it is proven that such CM-liftings exist if some arithmetic conditions, recalled in Definition 2.14, are satisfied. To state the conditions, we first need another definition.

**Definition 2.13.**

1. A CM-type for $L = L_1 \times \ldots \times L_t$ is a subset $\Phi = \Phi_1 \times \ldots \times \Phi_t$ of the embeddings $\text{Hom}(L, \mathcal{O}) = \bigcup_{i=1}^t \text{Hom}(L_i, \mathcal{O})$ of cardinality $g$ such that $\Phi \cup (\Phi \circ \iota) = \text{Hom}(L, \mathcal{O})$, where $\iota$ denotes complex conjugation. Via the inclusions $\mathcal{O} \subseteq \mathcal{O}_p \subseteq \mathbb{C}$, we may analogously consider $\mathcal{O}_p$-valued (or $p$-adic) and complex-valued CM-types for $L$.

2. For an abelian variety $A/\mathbb{Q}$ with CM by $L$ we have an induced action of $L$ on $\text{Lie}(A)$. This action has $g = \dim(A)$ one-dimensional eigenspaces on which $L$ acts via some embedding $\varphi \in \text{Hom}(L, \mathcal{O})$. These $g$ embeddings make up a CM-type $\Phi$, see [5, Lemma 1.5.2], and we will say that $A$ has CM by $L$ through $\Phi$. We may analogously consider $\mathcal{O}_p$-valued or $\mathbb{C}$-valued CM-types.

3. For a $K$-valued CM-type of $L$, with $K = \mathcal{O}_p, \mathcal{O}_p, \mathbb{C}$, the reflex field $E = E(L, \Phi) \subseteq \mathcal{O} \subseteq K$ of $(L, \Phi)$ is defined as the number field such that $\text{Gal}(K/E)$ stabilizes $\Phi$. Equivalently, we have

$$E = \mathcal{O} \left( \sum_{\varphi \in \Phi} \varphi(\alpha) : \alpha \in L \right).$$

We see that $E$ is the compositum $E_1 \cdots E_t$, where

$$E_i = \mathcal{O} \left( \sum_{\varphi \in \Phi_i} \varphi(\alpha) : \alpha \in L_i \right)$$

for $i \in \{1, \ldots, t\}$ is the reflex field of the induced CM-type $\Phi_i$ of $L_i$.

The following definition and theorem are generalizations to squarefree characteristic polynomials of their analogues for irreducible characteristic polynomials found in [5]. Definition 2.14 will be implemented in Section 5.

**Definition 2.14** (cf. [5, Section 2.1.5]). Let $A_0/\mathbb{F}_q$ be a $g$-dimensional abelian variety whose Frobenius endomorphism $\pi_{A_0}$ has squarefree characteristic polynomial $h = h_1 \cdots h_t$, with CM by the algebra $L = \mathbb{Q}[x]/(h) \cong \mathbb{Q}(\pi_1) \times \ldots \times \mathbb{Q}(\pi_t) =: L_1 \times \ldots \times L_t$, and write $\pi_{A_0} = \pi = (\pi_1, \ldots, \pi_t)$. Let $\Phi = \Phi_1 \times \ldots \times \Phi_t$ be a $p$-adic CM-type for $L$ and let $v$ be any place of $L$ above $p$; then $v$ is nontrivial on exactly one factor $L_j$ of $L$. In particular, the completion $L_v = (L_j)_v$ and the valuation $\text{ord}_v(\pi) = \text{ord}_v(\pi_j)$ are well-defined.

The pair $(L, \Phi)$ satisfies the **generalized residual reflex condition** with respect to $\pi$ if the following conditions are met:

1. The **Shimura-Taniyama formula** holds for $\pi$. That is, for every place $v$ of $L$ above $p$,

$$\frac{\text{ord}_v(\pi)}{\text{ord}_v(q)} = \frac{\# \{ \varphi \in \Phi \text{ s.t. } \varphi \text{ induces } v \} }{[L_v : \mathcal{O}_p]}.$$  

2. Let $E \subseteq \mathcal{O} \subseteq \mathcal{O}_p$ be the reflex field attached to $(L, \Phi)$, and let $v_p$ be the induced $p$-adic place of $E$. Then the residue field $k_{v_p}$ of the ring of integers of $E_{v_p}$ can be realized as a subfield of $\mathbb{F}_q$.
Remark 2.15. In Definition 2.14, it is possible for each of the pairs \((L_i, \Phi_i)\) to satisfy the generalized residual reflex condition with respect to \(\pi_i\), while \((L, \Phi)\) does not satisfy it with respect to \(\pi\); see Example 5.11.

Theorem 2.16 (cf. [5, Theorem 2.1.6, Theorem 2.5.3]). Let \(A_0/\mathbb{F}_q\) be an abelian variety such that the characteristic polynomial \(h\) of its Frobenius endomorphism is squarefree. Let \(L = \mathbb{Q}[x]/(h)\), and let \(\Phi\) be a \(p\)-adic CM-type for \(L\) with associated reflex field \(E\). Suppose that \((L, \Phi)\) satisfies the generalized residual reflex field condition of Definition 2.14 with respect to \(\pi_{A_0}\). Then there exists a finite extension \(E \subseteq E' \subseteq \overline{\mathbb{Q}}_p\), with induced \(p\)-adic place \(v'\) and residue field \(k_{v'} \cong \mathbb{F}_q\), and a \(g\)-dimensional abelian variety \(A/E'\) with good reduction at \(v'\) and with CM by \(L\) through \(\Phi\), such that there exists an \(L\)-linear isogeny

\[ A \otimes k_{v'} \sim_L A_0. \]

Remark 2.17. By [5, Proposition 1.7.4.5], any abelian variety \(A\) defined over a field \(K\), with CM by an algebra \(L\) and \(i_A : L \rightarrow \text{End}^0(A)\), is \(L\)-linearly isogenous to an abelian variety \(A'/K\) such that \(\Theta_L \subseteq i_A^{-1}(\text{End}(A'))\), where \(\Theta_L\) is the ring of integers of \(L\); for ease of notation, for the rest of the remark we suppress the inclusion maps.

In particular, an abelian variety \(A_0/\mathbb{F}_q\) satisfying the hypotheses of Theorem 2.16 is \(L\)-linearly isogenous to a \(A'_0/\mathbb{F}_q\) with \(\text{End}(A'_0) = \Theta_L\). Suppose that \(A'_0\) lifts to an abelian scheme \(\mathcal{A}'\) over a normal domain \(\mathcal{R}\) (e.g. a Dedekind domain) with fraction field \(K\) and let \(A' = \mathcal{A}' \otimes K\). Then \(A'\) may not satisfy that \(\Theta_L \subseteq \text{End}(A')\); however, the same result implies that this holds after another \(L\)-linear isogeny \(A' \sim_L A''\). (Note on the other hand that if \(\Theta_L \subseteq \text{End}(C)\) for some \(C/K\) with good reduction, then its reduction \(\overline{C}\) will satisfy \(\Theta_L \subseteq \text{End}(\overline{C})\).) By \(\mathcal{R}\)-flatness, \(\Theta_L \subseteq \text{End}(A)\) implies that \(\Theta_L \subseteq \text{End}(\mathcal{A}')\), cf. [5, 2.1.4.1–2.1.4.3].

This property plays a key role in the proof of Theorem 2.16 and allows us to rephrase its statement in the following form.

Corollary 2.18. Let \(A_0/\mathbb{F}_q\) be an abelian variety such that the characteristic polynomial \(h\) of its Frobenius endomorphism \(\pi_{A_0}\) is squarefree, with CM by \(L = \mathbb{Q}[x]/(h)\) through a \(p\)-adic CM-type \(\Phi\). Suppose that \((L, \Phi)\) satisfies the generalized residual reflex field condition of Definition 2.14 with respect to \(\pi_{A_0}\). Then there exists an abelian variety \(A'_0/\mathbb{F}_q\) such that \(A'_0 \sim_L A_0\) and such that \(\Theta_L \subseteq \text{End}(A'_0)\), which has a CM-lifting \(A'\) over a number field \(E'\) satisfying \(\Theta_L \subseteq \text{End}(A')\). In particular, after an \(L\)-linear isogeny the variety \(A_0/\mathbb{F}_q\) admits a CM-lifting to a \(p\)-adic field, namely, to the completion of \(E'\) at the induced \(p\)-adic place.

Remark 2.19. All of Propositions 2.8 and 2.10 and Theorem 2.16 provide CM-liftings of abelian varieties over finite fields to characteristic zero. In fact, all results provide liftings to \(p\)-adic fields: namely, Theorem 2.16 lifts to a number field and hence to its completion, which is a \(p\)-adic field, and Propositions 2.8 and 2.10 lift to a finite extension of the Witt vectors \(W(\mathbb{F}_q)\) and hence to its fraction field, which is also a \(p\)-adic field.

Remark 2.20. While Theorem 2.16 shows that the residual reflex condition is sufficient for a CM-lifting (up to isogeny) to a normal domain to exist, this condition is also necessary when the variety is simple, see [5, 2.1.4, 2.1.5]. In particular, simple ordinary abelian varieties and simple almost-ordinary abelian varieties in odd characteristic, which admit CM-liftings by Propositions 2.8 and 2.10, all satisfy the residual reflex condition.

We conclude this section with some lifting results that will allow us, in Proposition 4.8, to improve on Corollary 2.18.
Let $A_0$ be any abelian variety over a field $\mathbb{F}_q$. The Dieudonné module $T_\mathfrak{p}(A_0)$ splits into a direct sum of an étale part and a local part:

$$T_\mathfrak{p}(A_0) = T_\mathfrak{p}^{\text{ét}}(A_0) \oplus T_\mathfrak{p}^{\text{loc}}(A_0). \quad (2)$$

An isogeny $f : A_0 \to B_0$ of abelian varieties over $\mathbb{F}_q$ induces an injective morphism $f_\mathfrak{p} : T_\mathfrak{p}(B_0) \to T_\mathfrak{p}(A_0)$ which respects the decomposition (2).

**Lemma 2.21** ([39 Proof of Thm 5.2]). If $f : A_0 \to B_0$ is a separable isogeny between abelian varieties over $\mathbb{F}_q$, then the induced map $f_\mathfrak{p}^{\text{loc}} : T_\mathfrak{p}^{\text{loc}}(B_0) \to T_\mathfrak{p}^{\text{loc}}(A_0)$ is an isomorphism.

**Proposition 2.22.** Let $A_0$ and $A'_0$ be abelian varieties over $\mathbb{F}_q$ with CM by an algebra $L$. Assume that $A_0$ admits a CM-lifting $\mathcal{A}$ to $\mathcal{R}$ (cf. Definition 2.6) such that $\text{End}_L(A_0)$ also lifts. Moreover, assume that there exists a separable isogeny $f : A_0 \to A'_0$. Then $A'_0$ also admits a CM-lifting to $\mathcal{R}$ such that $\text{End}_L(A'_0)$ also lifts. In particular, if $\text{End}(A'_0) = \text{End}_L(A'_0)$ then such a lifting is canonical.

**Proof.** By the Serre-Tate deformation theorem (cf. [22 Theorem 1.2.1]), there is a lifting $\mathcal{A}[p^\infty]$ of the $p$-divisible group $A_0[p^\infty]$ to $\mathcal{R}$; in particular, there is a lifting of its local part $A_0[p^\infty]^{\text{loc}}$. Further, by [14] 18.3.2, there is a lifting $\mathcal{A}'[p^\infty]^{\text{ét}}$ of the étale part of $A_0'[p^\infty]$ to $\mathcal{R}$. Moreover, both lifting results are equivalences of categories. Define

$$G := \mathcal{A}'[p^\infty]^{\text{ét}} \oplus \mathcal{A}[p^\infty]^{\text{loc}}.$$ 

By Lemma 2.21, the separable isogeny $f : A_0 \to A'_0$ induces an isomorphism of Dieudonné modules $T_\mathfrak{p}^{\text{loc}}(A'_0) \cong T_\mathfrak{p}^{\text{loc}}(A_0)$. Hence, by the categorical equivalence between $p$-divisible groups and Dieudonné modules, the reduction $G_0$ of $G$ to $\mathbb{F}_q$ satisfies

$$G_0 = A'_0[p^\infty]^{\text{ét}} \oplus A_0[p^\infty]^{\text{loc}} \cong A'_0[p^\infty].$$

That is, we can lift $A'_0[p^\infty]$ to $\mathcal{R}$. Therefore, again by the Serre-Tate deformation theorem $A'_0$ lifts to $\mathcal{R}$, as well. By fully faithfulness of the lifting constructions, we also have that

$$\text{End}_L(A'_0[p^\infty]) \cong \text{End}_L(A'_0[p^\infty]^{\text{ét}} \oplus \text{End}_L(A_0[p^\infty]^{\text{loc}})$$

lifts to $\mathcal{R}$. Hence, we conclude that

$$\text{End}_L(A'_0) \cong \text{End}_L(\mathcal{A}').$$

\[ \square \]

### 3 Algebraic descriptions of abelian varieties

In this section, we describe an algebraic construction and two categorial equivalences which we will use to study abelian varieties. In Subsection 3.1 we explain how to associate a fractional ideal to any CM abelian variety over a $p$-adic field. On the other hand, the equivalences in Subsections 3.2 (from [4]) and 3.3 (from [30]) together yield a functor $\mathcal{G}$ from certain abelian varieties over finite fields to certain fractional ideals. In Subsection 3.4 we discuss the compatibility of these descriptions under reductions.
3.1 Complex uniformization and fractional ideals

In this subsection, we consider abelian varieties over $p$-adic fields with complex multiplication, and provide an association with fractional ideals.

Let $A$ be an abelian variety defined over a $p$-adic field $K$ and with CM by an algebra $L$ through a CM-type $\Phi$. Fix an inclusion $i : L \hookrightarrow \text{End}^0(A)$ and identifications $K \hookrightarrow \overline{K} \cong \mathbb{C}$, and consider the complex abelian variety $A_\mathbb{C} := A \otimes \mathbb{C}$. By complex uniformization, there exists a fractional $S$-ideal $I$ in $L$, where $S := i^{-1}(\text{End}(A))$, such that

$$A_\mathbb{C}(\mathbb{C}) \cong \mathbb{C}^\ell / \Phi(I).$$  \hspace{1cm} (3)

In particular, $S = (I : I) := \{x \in L : xI \subseteq I\}$.

Let $A'$ be a second abelian variety over $K$ with the same CM-type $\Phi$ and fix an inclusion $i' : L \hookrightarrow \text{End}^0(A')$, so that $A'_\mathbb{C}(\mathbb{C}) \cong \mathbb{C}^\ell / \Phi(I')$ for some fractional $S'$-ideal $I'$ in $L$, with $S' := (i')^{-1}(\text{End}(A'))$. From the description of $A_\mathbb{C}(\mathbb{C})$ and $A'_\mathbb{C}(\mathbb{C})$ as tori we get a bijection

$$\text{Hom}_L(A_\mathbb{C}, A'_\mathbb{C}) \leftrightarrow (I' : I) := \{x \in L : xI \subseteq I\}.$$  

We now use the language of ideal multiplications and transforms, see e.g. [24] Chapter 3.2, p.57, to give another description of $\text{Hom}_L(A, A')$ that will be used in Lemma 3.19 and Proposition 3.21. Put $a = (I : I')$ and assume that $(S : a)I = I'$. Then there exists an $a$-multiplication $\lambda = \lambda_a : A_\mathbb{C} \rightarrow A'_\mathbb{C}$. In other words, $A'_\mathbb{C}$ may be identified with the $a$-transform of $A_\mathbb{C}$. Assume further that $a = (I : I')$ is invertible in $S$, that is, $(S : a)a = S$. It then follows that

$$S' = (I' : I') = ((S : a)I) : (S : a)I = (I : I) = S,$$  \hspace{1cm} (4)

see [29] Proposition 4.1, and that $(S : a) = a^{-1} = (I' : I)$, see [29] Corollary 4.5. We again obtain a bijection

$$\text{Hom}_L(A_\mathbb{C}, A'_\mathbb{C}) = \lambda \circ i \circ (a^{-1}) \leftrightarrow (I' : I),$$  \hspace{1cm} (5)

by arguing as in the proof of [24] Chapter 3, Proposition 2.4, p.58]. In that proof it is assumed that $S$ is maximal, a condition that can be replaced with $a$ being invertible in $S$. It follows from Lemmas 2.3 and 2.4 that also

$$\text{Hom}_L(A, A') \leftrightarrow (I' : I).$$  \hspace{1cm} (6)

**Definition 3.1.**  
1. For $I \in \mathcal{I}(R_w)$ denote by $I'$ the *trace dual ideal of $I$*, defined by

$$I' := \{a \in L : \text{Tr}_{L/Q}(aI) \subseteq \mathbb{Z}\}.$$ 

We see that $I'$ is also a fractional $R_w$-ideal.

2. Further denote

$$\overline{I} := \{x : x \in I\},$$ 

where $x \mapsto \overline{x}$ denotes the involution of $L$. Clearly, $\overline{I}$ is again a fractional $R_w$-ideal.

**Remark 3.2.** If $A' = A^\vee$ is the dual variety of $A$, we have that

$$A^\vee_\mathbb{C}(\mathbb{C}) \cong \mathbb{C}^\ell / \Phi(\overline{I'})$$  \hspace{1cm} (7)

is the dual of the complex torus, by [32] II.9, p.86]. If $S = i^{-1}(\text{End}(A))$ satisfies $S = \overline{S}$, then Equation (6) reads

$$\text{Hom}_L(A, A^\vee) \leftrightarrow (\overline{I'} : I).$$
With this in mind, we define the following notation.

**Definition 3.3.** For $A$ as above, satisfying Equation (3), we write
\[ \mathcal{H}(A) = I. \] (8)

For abelian varieties $A, A'$ over $K$ with the same CM-type $(L, \Phi)$ and such that $\mathcal{H}(A) = I$ and $\mathcal{H}(A') = I'$, in view of (6) we define
\[ \mathcal{H}(\text{Hom}_L(A, A')) := \text{Hom}_L(\mathcal{H}(A), \mathcal{H}(A')) = (I' : I). \] (9)

**Remark 3.4.** The ideal $I$ in (8), and hence the notation $\mathcal{H}$, are well-defined up to $L$-isomorphism, since (3) is so. In addition, since the construction of the dual abelian variety is compatible with base change, Equation (7) implies that $\mathcal{H}(A^\vee) = I$. Thus, despite the fact that the association $A \mapsto I$ is not categorical, it will suffice for our purpose of computing polarizations.

### 3.2 The Centeleghe-Stix equivalence

Before stating the equivalence, we collect some definitions and notation from [4], which will also be used in the next subsections.

**Notation 3.5.** Let $A\text{V}(q)$ denote the category of abelian varieties over the finite field $\mathbb{F}_q$ of characteristic $p$.

For $A \in A\text{V}(q)$ of dimension $g$, let $h = h_A$ be the characteristic polynomial of its Frobenius endomorphism. Then $h \in \mathbb{Z}[x]$ has degree $2g$, and the set $w = w_A$ of its complex roots consists of Weil $q$-numbers, i.e., algebraic integers with complex absolute value $\sqrt{q}$ under any complex embedding (up to conjugacy). By Honda-Tate theory, every such $h$ is the characteristic polynomial of Frobenius for some $A \in A\text{V}(q)$.

Moreover, let $A\text{V}_h(q)$ be the full subcategory of $A\text{V}(q)$ consisting of abelian varieties $A$ whose Frobenius endomorphism $\pi_A$ has characteristic polynomial $h$. Then the objects of $A\text{V}_h(q)$ form exactly the isogeny class corresponding to $h$; we also call $A\text{V}_h(q)$ the isogeny class corresponding to the Weil $q$-polynomial $h$.

For a set $w$ of Weil $p$-numbers, we also define the full subcategory $A\text{V}_w(q)$ of $A\text{V}(q)$ consisting of abelian varieties $A$ for which $w_A \subseteq w$.

Throughout this subsection (and the next), we specialize to prime fields, i.e., we consider $\mathbb{F}_q = \mathbb{F}_p$. Let $A\text{V}^{cs}(p)$ be the full subcategory of $A\text{V}(p)$ whose objects $A$ satisfy that $w_A$ does not contain the real Weil $p$-numbers $\pm \sqrt{p}$. For a Weil $p$-polynomial $h$ with roots $w \not\in \{ \pm \sqrt{p} \}$, we have the inclusions of subcategories $A\text{V}_h(p) \subseteq A\text{V}_w(p) \subseteq A\text{V}^{cs}(p)$.

Let $w$ be any set of non-real Weil $p$-numbers, which we identify with the set of roots of some Weil $p$-polynomial $h$, and choose representatives $w = \{ \pi_1, \ldots, \pi_r \}$. Define the ring homomorphism
\[ \mathbb{Z}[x, y]/(xy - p) \rightarrow \prod_{i=1}^r \mathbb{Q}(\pi_i), \]
\[ x \mapsto (\pi_1, \ldots, \pi_r). \]
It factors through a minimal central order denoted by $R_w$, cf. [4] Definition 2.

For the remainder of this subsection, we only consider Weil polynomials $h$ satisfying the following condition:

\((\dagger)\) $h$ is a squarefree Weil $p$-polynomial that does not have real roots.
Squarefree means that \( h \) is a finite product of distinct irreducible monic polynomials. In this case, \( \mathcal{A}V_h(p) = \mathcal{A}V_w(p) \).

Denote by \( L = \mathbb{Q}[x]/(h) \) the étale algebra over \( \mathbb{Q} \). Then equivalently, \( R_w \) is the order in \( L \) generated by \( \pi = x \mod h \) and \( p/\pi \), so we identify \( \pi \) with the image of \( F \) and \( p/\pi \) with that of \( V \). The order \( R_w \) has finite index in \( \mathcal{O}_L \), the integral closure of \( \mathbb{Z} \) in \( L \).

We now briefly recall the main definitions and results of [4].

**Definition 3.6.** Define the category
\[
\mathcal{M}^\cs(p) := \left\{ (T, F), \text{ where } T \text{ is a free finitely generated } \mathbb{Z}\text{-module and } F \in \text{End}_\mathbb{Z}(T) \text{ is such that} \right. \\
\left. \begin{array}{l}
- F \otimes \mathbb{Q} \text{ is semisimple with eigenvalues of absolute value } \sqrt{p} \\
- \text{the characteristic polynomial of } F \otimes \mathbb{Q} \text{ does not have real roots} \\
- \text{there exists } V \in \text{End}_\mathbb{Z}(T) \text{ such that } FV = VF = p
\end{array} \right\},
\]
and for each set \( w \) of non-real Weil \( p \)-numbers, define the subcategory \( \mathcal{M}^\cs(p)_w \) whose objects satisfy that \( F \otimes \mathbb{Q} \) has eigenvalues in \( w \).

**Theorem 3.7 ([4] Theorem 1).** For each set \( w \) of non-real Weil \( p \)-numbers, there exists an antiequivalence of categories
\[
\mathcal{F}_w : \mathcal{A}V_w(p) \rightarrow \mathcal{M}^\cs(p)_w.
\]
These induce an antiequivalence of categories
\[
\mathcal{F} : \mathcal{A}V^{\cs}(p) \rightarrow \mathcal{M}^\cs(p).
\]

**Sketch of proof.** Let \( w \) be any finite set of non-real Weil \( p \)-numbers. By Honda-Tate theory, there exists an isogeny class of abelian varieties \( B \) with \( w_B = w \). In particular, there exists an abelian variety \( A_w \) in this class whose endomorphism ring is minimal, i.e., with \( \text{End}_{\mathcal{O}_L}(A_w) = \mathbb{Z}[\pi_A, p/\pi_A] \approx R_w \) [4 Proposition 21].

On \( \mathcal{A}V_w(p) \) the subfunctor
\[
\mathcal{F}_w := \text{Hom}(\_ , A_w)
\]
(11)
furnishes an antiequivalence between \( \mathcal{A}V_w(p) \) and reflexive \( R_w \)-modules, [4 Theorem 25]. The latter category is in turn equivalent with the subcategory \( \mathcal{M}^\cs(p)_w \), [4 Proposition 14]; by abuse of notation we again denote the resulting functor from \( \mathcal{A}V_w(p) \) to \( \mathcal{M}^\cs(p)_w \) by \( \mathcal{F}_w \).

Moreover, the varieties \( A_w \) can be chosen in such a way that they yield an ind-system, so that the direct limit of the subfunctors over subsets \( w \) of the set of non-real Weil \( p \)-numbers \( \mathcal{W}(p) \)
\[
T(A) := \lim_{w \subseteq \mathcal{W}(p)} \text{Hom}(A, A_w)
\]
stabilizes for any \( A \in \mathcal{A}V^{\cs}(p) \). That is, for \( w(A) \subseteq w \subseteq w' \) we have \( \text{Hom}(A, A_w) \rightarrow \text{Hom}(A, A_{w'}) \), cf. [4 Proposition 26]. Finally, the linear map \( F := T(\pi_A) : T(A) \rightarrow T(A) \) is induced from the action of \( F \) in \( R_w \), as \( w \) ranges over the finite subsets of \( \mathcal{W}(p) \). This concludes the construction of the ind-representable functor \( \mathcal{F} : A \rightarrow (T(A), F) \).

**Remark 3.8.** In the Proof of Theorem 3.7 we fix an isomorphism \( i_{A_w} : R_w \rightarrow \text{End}(A_w) \). For any other abelian variety \( A \in \mathcal{A}V_w(p) \), we may and do choose an isomorphism \( i_A : S \rightarrow \text{End}(A) \), where \( S \) is an order in \( L \) containing \( R_w \), such that
\[
i_A^{-1}(\pi_A) = \pi = i_{A_w}^{-1}(\pi_{A_w}).
\]
In this way the left \( S \)-module structure and right \( R_w \)-module structure on \( \mathcal{F}_w(A) \) are compatible.
The varieties $A_w$ with minimal endomorphism ring $R_w$ play an important role in the proof of Theorem 3.7. The following fact about these varieties will be crucial later.

**Lemma 3.9** ([4, Remark 23, Theorem 37]). For any finite set $w$ of non-real Weil $p$-numbers, the set of isomorphism classes of abelian varieties $A_w$ with minimal endomorphism ring $R_w$ is equipped with a free and transitive action by Pic($R_w$).

Consider the functor $F_w$ in (10), which depends on an abelian variety $A_w$ with minimal endomorphism ring $R_w$ through (11). We may modify the functor $F_w$ by choosing instead another abelian variety $A'_w$ with endomorphism ring $R_w$. Denoting the action given in Lemma 3.9 by a tensor product, we get that there exists a choice of $A'_w = J \otimes_{R_w} A_w$ for each ideal class $[J] \in \text{Pic}(R_w)$. We prove the following lemma for the modified functor.

**Lemma 3.10.** Let $h$ be a Weil polynomial as in (†) with set of roots $w$. Let $J$ be an invertible ideal with $[J] \in \text{Pic}(R_w)$, and choose $A_w$ with minimal endomorphism ring $R_w$. Modifying the functor $F_w$ by replacing $A_w$ with another abelian variety $A'_w = J \otimes_{R_w} A_w$ gives a new functor $F'_w$, which satisfies $F'_w(A) \cong J \otimes_{R_w} F_w(A)$ for any $A \in AV_w$.

**Proof.** The result follows from Equation (11) and the fact that $\text{Hom}(A, A_w) \cong \text{Hom}(A, J \otimes_{R_w} A'_w) \cong J \otimes_{R_w} \text{Hom}(A, A'_w)$, cf. [4, Proposition 34].

**Remark 3.11.** There is a relation between the tensor construction and $J$-multiplication. Namely, let $A$ be a CM abelian variety over a field with $R = \text{End}(A)$ and let $J$ be an invertible $R$-ideal. If $A \rightarrow A'$ is a $J$-multiplication, then $A'$ is isomorphic to $J^{-1} \otimes_{R} A$. This follows from [39, Corollary A.4] together with the fact that $J \otimes_{R} N \cong \text{Hom}_{R}(J^{-1}, N)$ for any $R$-module $N$.

### 3.3 Finite fields and fractional ideals

Using Notation 3.5 again, in particular, specializing to finite prime fields $F_p$ and using condition (†), we now recall the main definitions and results of [30].

**Definition 3.12.** Define the category

$$\mathcal{I}(R_w) := \left\{ \text{fractional } R_w\text{-ideals} \right\},$$

whose morphisms are $R_w$-linear morphisms.

**Theorem 3.13** ([30, Corollary 4.4]). For any Weil polynomial $h$ as in (†), there exists an antiequivalence of categories

$$\mathcal{G} : AV_h(p) \rightarrow \mathcal{I}(R_w).$$

The functor $\mathcal{G}$ is linear over $L = Q[x]/(h)$.

The construction of the functor consists of choosing, for a choice of $A_w$ in (11), an embedding into $L$ of $\mathcal{G}(A) = \mathcal{F}_w(A)$ as an $R_w$-module. In Subsection 3.4, we will discuss this embedding in much more detail.

Recall from Lemma 3.10 and the comments preceding it that we may modify the functor $\mathcal{F}_w$ by choosing a different abelian variety $A_w$ with endomorphism ring $R_w$. Such a modification also affects the functor $\mathcal{G}$. 


Lemma 3.14. Let \( h \) be a Weil polynomial satisfying \((\dagger)\) with set of roots \( w \). Let \( J \) be an invertible ideal with \([J] \in \text{Pic}(R_w)\), let \( A \in \mathcal{A}_w \), and choose \( A_w \) with minimal endomorphism ring \( R_w \). Modifying the functor \( \mathcal{F}_w \) by replacing \( A_w \) with another abelian variety \( A'_w = A_w \otimes_{R_w} J \) with minimal endomorphism ring is equivalent to replacing \( \mathcal{G}(A) \) with \( f\mathcal{G}(A) \).

Remark 3.15. Let \( A, A' \in \mathcal{A}_w(p) \) with CM by an algebra \( L \). Applying the functor \( \mathcal{G} \), we obtain fractional ideals \( \mathcal{G}(A) \) and \( \mathcal{G}(A') \), which are respective embeddings into \( L \) of \( \text{Hom}(A, A_w) \) and \( \text{Hom}(A', A_w) \). Moreover, we obtain

\[
\mathcal{G}(\text{Hom}(A, A')) = (\mathcal{G}(A) : \mathcal{G}(A'))
\]

as an embedding of \( \text{Hom}(\text{Hom}(A', A_w), \text{Hom}(A, A_w)) \) into \( L \).

Note that by Lemma 3.14, Equation (12), and hence the ideal \((\mathcal{G}(A) : \mathcal{G}(A'))\), is independent of the choice of functor \( \mathcal{G} \); a different choice of functor \( \mathcal{G}' \) would yield \( \mathcal{G}'(A) = f\mathcal{G}(A) \) and \( \mathcal{G}'(A') = f\mathcal{G}(A') \) for some invertible ideal \( f \) with \([f] \in \text{Pic}(R_w)\), and hence

\[
\mathcal{G}'(\text{Hom}(A, A')) = (\mathcal{G}'(A) : \mathcal{G}'(A')) = (f\mathcal{G}(A) : f\mathcal{G}(A')) = (\mathcal{G}(A) : \mathcal{G}(A')).
\]

Since \( \mathcal{G} \) is an equivalence, there is a bijection \( \text{Hom}(A, A') \twoheadrightarrow (\mathcal{G}(A) : \mathcal{G}(A')) \).

Remark 3.16. As a special case of Remark 3.15, we see that

\[
\mathcal{G}(\text{End}(A)) = (\mathcal{G}(A) : \mathcal{G}(A')), \quad \text{and} \quad \mathcal{G}(\text{Aut}(A)) = (\mathcal{G}(A) : \mathcal{G}(A'))^*,
\]

cf. [30, Corollary 4.6].

The following proposition describes the isomorphism class of the image of the dual variety under \( \mathcal{G} \). Recall from Definition 3.1 that for a fractional ideal \( I \) we denote its trace dual by \( I^\dagger \) and its image under the CM-involution of \( L \) by \( \overline{I} \).

Proposition 3.17. There exists an invertible ideal \( H \) with \([H] \in \text{Pic}(R_w)\) such that

\[
\mathcal{G}(A^\vee) \simeq H \mathcal{G}(A)^\dagger
\]

for any \( A \in \mathcal{A}_w(p) \).

Proof. Fix an abelian variety \( A_w \) with minimal endomorphism ring \( R_w \). We will repeatedly use that \( R_w = \overline{R_w} \) and \( R_w \simeq R'_w \), cf. [15, Proof of Proposition 9.4].

By [4, Proposition 21], the \( \ell \)-adic Tate module of \( A_w \) satisfies

\[
T_\ell(A_w) \simeq R_w \otimes \mathbb{Z}_\ell
\]

for all \( \ell \neq p \), while at \( \ell = p \) its Dieudonné module satisfies

\[
T_p(A_w) \simeq R'_w \otimes \mathbb{Z}_p \simeq R_w \otimes \mathbb{Z}_p.
\]

For the remainder of the proof, we fix the isomorphisms of (14) and (15).

First consider \( \ell \neq p \). Let \( M := \mathcal{F}_w(A) \). Combining (14) with [4, Proposition 27], for any \( A \in \mathcal{A}_w(p) \) we have an identification

\[
T_\ell(A) \simeq \text{Hom}_{R_w \otimes \mathbb{Z}_\ell}(M \otimes \mathbb{Z}_\ell, T_\ell(A_w)).
\]
Furthermore, for any prime $\ell \neq p$ we have
\[
F_w(A^\vee) \otimes Z_\ell = \Hom_{F_w}(A^\vee, A_w) \otimes Z_\ell \approx \Hom_{Z_{\ell}(\Gal_{F_p})}(T_\ell(A^\vee), T_\ell(A_w)) \\
\approx \Hom_{R_w \otimes Z_\ell}(T_\ell(A^\vee), T_\ell(A_w)) \\
\approx \Hom_{R_w \otimes Z_\ell}(\Hom_{Z_\ell}(T_\ell(A), Z_\ell), T_\ell(A_w)) \\
\approx \Hom_{R_w \otimes Z_\ell}(\Hom_{Z_{\ell}(\Gal_{F_p})}(M \otimes Z_{\ell}, T_\ell(A_w)), Z_{\ell}), T_\ell(A_w)) \\
\approx \Hom_{R_w \otimes Z_\ell}(\Hom_{Z_{\ell}(\Gal_{F_p})}(M \otimes Z_{\ell}, R_w \otimes Z_{\ell}), R_w \otimes Z_{\ell}) \\
\approx \Hom_{R_w}(\Hom_{Z_{\ell}(\Gal_{F_p})}(M, R_w), Z_{\ell}) \otimes Z_\ell;  
\]
the first line is due to Tate’s theorem [37], the second is [4] Remark 20, the third is an identification $T_\ell(A^\vee) \approx T_\ell(A)^i(1) \approx T_\ell(A)^i$ of $R_w$-modules induced from a non-canonical isomorphism $Z_{\ell}(1) \approx Z_{\ell}$ of group schemes (which does not affect the module structure), the fourth is [16], and the fifth is [14].

We remark that for any ideals $I$ and $J$ in $L$, with $J^i$ invertible, we have $(I : J) = (J^i : J^j) = (J^j)^{-1}I^j$. Moreover, applying the CM-involution of $L$ commutes with taking inverses and trace duals. Applying these rules, we obtain
\[
(J^j)^{-1}(J^j)^{-1}J^j = ((J^j)^{-1}J^j) = ((J^{-1}J)^{-1}J^j = \\
= ((J : J^j) = (J : J^{-1}J^j) = \\
\approx \Hom_{R_w}(\Hom_{Z_{\ell}(\Gal_{F_p})}(I, J), Z_{\ell}), J).
\]

Recall that $R_w$ is a Gorenstein order. Hence $R_w^{1}$ is an invertible fractional $R_w$-ideal, i.e., $R_w^{1}$ is locally principal. By choosing embeddings into $L$ such that (17) becomes an equality, we obtain from (19) (with $I = \mathcal{G}(A)$ and $J = R_w$) that
\[
\mathcal{G}(A^\vee) \otimes Z_\ell \approx \mathcal{G}(A)^i \otimes Z_\ell
\]
for any $\ell \neq p$. We stress that the local isomorphism in (19) is multiplication by $(x_0^{-1})^{-1}$, where $x_0$ is the local generator at $\ell$ of $R_w$; in particular, it does not depend on the choice of $A \in \mathcal{A}_w$.

Now consider the prime $p$. Combining (15) with [4] Proposition 28 yields an identification
\[
T_p(A) \approx (F_w(A) \otimes Z_p) \otimes (R_w \otimes Z_p) T_p(A_w) \approx (M \otimes R_w R_w) \otimes Z_p.
\]
Instead of (17) we find by analogous arguments (and by contravariance of the Dieudonné functor) that
\[
F_w(A^\vee) \otimes Z_p = \Hom_{F_w}(A^\vee, A_w) \otimes Z_p \approx \Hom_{\mathcal{G}_p}(T_p(A_w), T_p(A^\vee)) \\
\approx \Hom_{R_w \otimes Z_p}(T_p(A_w), T_p(A^\vee)) \\
\approx \Hom_{R_w \otimes Z_p}(T_p(A_w), \Hom_{Z_p}(T_p(A), Z_p)) \\
\approx \Hom_{R_w \otimes Z_p}(T_p(A_w), \Hom_{Z_p}(M \otimes R_w R_w \otimes Z_p, Z_p)) \\
\approx \Hom_{R_w \otimes Z_p}(R_w \otimes Z_p, \Hom_{Z_p}(M \otimes R_w R_w \otimes Z_p, Z_p)) \\
\approx \Hom_{R_w}(R_w \otimes Z_p, \Hom_{Z_p}(M \otimes R_w R_w, Z)) \otimes Z_p;
\]
the first line is due to Tate, cf. [39] Section 1.2), the second is [4] Remark 20 again, the third is an identification $T_p(A^\vee) \approx T_p(A)^i(1) \approx T_p(A)^i$ induced from an isomorphism $Z_p(1) \approx Z_p$, the fourth follows from [4] Proposition 28, and the fifth is [15].
We also remark that for any ideals $I$ and $J$ in $L$, with $J^t$ invertible, we have that $(J^t I)^t = (J : I) = (I^t : J) = (J')^{-1} I'$. Using these rules, again together with the fact that the CM-involution commutes with inverses and trace duals, we obtain, cf. (19),

\[
\begin{align*}
(J')^{-1} (J^t)^{-1} I' &= (J')^{-1} (J^t : J') = (J^t : J') = \\
&= ((J^t I') : J') = \text{Hom}_{R_w}(J^t, \text{Hom}_Z(I \otimes_{R_w} J', Z)).
\end{align*}
\]

So embedding $F_w(A) = M$ into $L$ as above, we obtain from (20) and (21) with $I = \mathcal{G}(A)$ and $J = R_w$ that

\[
\mathcal{G}(A^\vee) \otimes \mathcal{Z}_p \cong \mathcal{G}(A) \otimes \mathcal{Z}_p.
\]

As in Equation (19), the local isomorphism in (22) is the composition of the isomorphisms from (20) with multiplication by $(x_0 \overline{x_0})^{-1}$, where $x_0$ is the local generator at $p$ of the invertible $R_w$-ideal $R_w^t$. Thus, again it does not depend on the choice of $A \in \text{AV}_w(p)$.

Equations (19) and (22) are equivalent to the statement that $\mathcal{G}(A^\vee)$ and $\mathcal{G}(A)\vee$ are locally isomorphic at every prime ideal $p$ of $\text{End}(A^\vee)$, see [26, Section 5]. This is in turn equivalent to the existence of an ideal $H'$ which is invertible in $\text{End}(A^\vee) = (\mathcal{G}(A) : \mathcal{G}(A))$ such that

\[
\mathcal{G}(A^\vee) = H' \mathcal{G}(A)\vee,
\]

see [10] for the case when $\text{End}(A^\vee)$ is an integral domain and [29, Proposition 4.1] for a general order in an étale algebra. Replacing $H'$ with an isomorphic ideal $H''$ which is coprime to $(R_w : \mathcal{G}(L))$ if necessary, cf. [7, Corollary 1.2.11], we set $H := H'' \cap R_w$; then $H$ is invertible in $R_w$ by construction and satisfies (13), as required. As we observed throughout the proof, the isomorphism class of $H$ does not depend on the variety $A \in \text{AV}_w(p)$.

\section*{3.4 Compatibility under reduction}

The functor $\mathcal{G}$ identifies abelian varieties over finite fields with fractional ideals, while $\mathcal{H}$ makes such an identification for abelian varieties over $p$-adic fields. The reduction map provides a relation between abelian varieties (and homomorphisms between them) in characteristic zero and those in characteristic $p$. In this subsection, we prove in Propositions 3.19 under some conditions how the corresponding fractional ideals are related.

\begin{notation}
Let $K$ be a $p$-adic field with residue field $k$. For an abelian variety $A$ over $K$ with good reduction, we denote its reduction by $A_k = A \otimes k$.

If $A, A'$ are abelian varieties over $K$ with good reduction and with the same endomorphism ring, whose respective reductions $A_k, A'_k$ are elements of $\text{AV}_h(p)$ for a polynomial $h$ satisfying (†) (cf. Notation 3.5), then we recall from the previous subsections (cf. [6] and [9]), and Remark 3.15 that there are bijections

\[
\text{Hom}_L(A, A') \leftrightarrow \mathcal{H}(\text{Hom}_L(A, A')) \quad \text{and} \quad \text{Hom}_L(A_k, A'_k) \leftrightarrow \mathcal{G}(\text{Hom}_L(A_k, A'_k)).
\]

A further bijection is given by the following lemma.

\begin{lemma}
Let $A, A'$ be abelian varieties over $K$ with good reduction, and $\mathcal{C}$ be an algebra $L$ through a CM-type $\Phi$. Denote their respective reductions by $A_k$ and $A'_k$. Suppose that $\text{End}(A) \cong \text{End}(A'_k)$ and that $\text{End}(A') \cong \text{End}(A'_k)$. Define $I = \mathcal{H}(A)$ and $I' = \mathcal{H}(A')$ and suppose that $(I : I')$ is invertible and that $(I' : I)$ is invertible. Then $\text{End}(A) \cong \text{End}(A')$ and the $L$-linear reduction map

\[
\text{Hom}_L(A, A') \leftrightarrow \text{Hom}_L(A_k, A'_k)
\]

is a bijection. Furthermore, both sets are in bijection with $(I' : I)$.
\end{lemma}
Proof. Fix an embedding $i : L \hookrightarrow \text{End}^0(A)$. Using ideal multiplications and transforms, in Subsection 3.1 we constructed an isomorphism $\text{End}(A) \cong \text{End}(A')$ (cf. Equation (11)) and obtained a bijection

$$\text{Hom}_L(A, A') = \lambda \circ i ((I') : I) \mapsto (I') : I),$$

where $\lambda$ is an $a$-multiplication for $a = (I : I')$. It follows from e.g. [24, Chapter 3, Proof of Lemma 3.1, p. 61], which immediately generalizes from the case of $S$ being maximal, that the reduction of an $a$-multiplication is again an $a$-multiplication. Denote the reduction of $\lambda$ by $\lambda_k$ and fix an embedding $i_k : L \hookrightarrow \text{End}^0(A_k)$. Since $\text{End}(A) \cong \text{End}(A_k)$, we obtain a similar bijection

$$\text{Hom}_L(A_k, A'_k) = \lambda_k \circ i_k ((I') : I) \mapsto (I') : I).$$

Equations (23) and (24) show that the injective reduction map $\text{Hom}_L(A, A') \hookrightarrow \text{Hom}_L(A_k, A'_k)$ is a bijection as well, as required.

Since our goal is to compute polarizations, from now on we consider the special case where $A' = A'$. Then if $A$ reduces to $A_k$ over $F_p$, the previous subsections yield bijections

$$\text{Hom}_L(A, A') \hookrightarrow (\mathcal{H}(A') : \mathcal{H}(A)) \quad \text{and} \quad \text{Hom}_L(A_k, A'_k) \hookrightarrow (\mathcal{B}(A_k) : \mathcal{B}(A'_k)),$$

and if the hypotheses of Lemma 3.19 are satisfied, there is a bijection between these two colon ideals.

To characterize polarizations we do not just need bijections but $L$-linear isomorphisms. To obtain these, we determine the $L$-linear structures on the objects we are considering.

Remark 3.20.

1. An inclusion $i : L \hookrightarrow \text{End}^0(A)$ induces an inclusion $i_k : L \hookrightarrow \text{End}^0(A_k)$ such that the following diagram commutes:

$$\begin{array}{ccc}
L & \xrightarrow{i} & \text{End}^0(A) \\
\downarrow & & \downarrow \\
L & \xrightarrow{i_k} & \text{End}^0(A_k)
\end{array} (25)
$$

Now let $A/K$ be an abelian variety with complex multiplication by a CM-algebra $L$. Suppose that we $\text{End}^0(A_k)$ is a free module of rank one over $L$, which happens in particular when $A_k$ is squarefree. Then we can identify $L = \text{End}^0(A_k)$, and it follows from diagram (25) that we can also identify

$$\text{End}^0(A) = \text{End}^0(A_k).$$

2. Similarly, an inclusion $i : L \hookrightarrow \text{End}^0(A)$ induces an $L$-linear structure $i^\vee : L \hookrightarrow \text{End}^0(A')$ on the dual variety satisfying

$$i^{-1}(\text{End}(A)) = (i^\vee)^{-1}(\text{End}(A')).$$

3. It follows from the previous two remarks that if $A$ is squarefree, then there are compatible identifications $i : L \cong \text{End}^0(A)$, $i_k : L \cong \text{End}^0(A_k)$, $i^\vee : L \cong \text{End}^0(A')$, and $i^\vee_k : L \cong \text{End}^0(A'_k)$. Compatibility may be expressed by identifying the respective Frobenius endomorphisms. Through these identifications, we may also identify the respective endomorphisms rings with orders in $L$. 
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4. Now consider \( \text{Hom}^0(A, A') \); it carries both a left \( L \)-module structure (induced from the isomorphism \( l \)) and a right \( L \)-module structure (induced from \( i' \)), which are compatible by our assumptions. The analogous statements for \( \text{Hom}^0(A_k, A'_k) \) also hold. For any isogenies \( f : A \to A' \) and \( g : A_k \to A'_k \), we obtain \( L \)-linear isomorphisms

\[
\Psi_f : L \to \text{Hom}^0_k(A, A'), \quad \text{and} \quad \Psi_g : L \to \text{Hom}^0_k(A_k, A'_k),
\]

where \( l \to f \circ i(l) = i'(l) \circ f \) and \( l \to g \circ i_k(l) = i'_k(l) \circ g \).

Through these isomorphisms, we may identify both

\[
\Psi_f^{-1}(\text{Hom}_L(A, A')) \quad \text{and} \quad \Psi_g^{-1}(\text{Hom}_L(A_k, A'_k))
\]

with fractional ideals in \( L \). Equations (23) and (24) suggest that \( f = \lambda \) and \( g = \lambda_k \) are natural choices.

5. Let \( A_0 \) and \( B_0 \) be squarefree abelian varieties over a finite field \( k \) with CM by an algebra \( L \) so that \( \text{End}^0(A_0) = L \) and \( \text{End}^0(B_0) = L \). Suppose that there exists an isogeny \( f : A_0 \to B_0 \). Since \( f \circ \pi_{A_0} \circ f^{-1} = \pi_{B_0} \), the \( L \)-linear structures of \( \text{Hom}^0(A_0, A'_0) = L \) and \( \text{Hom}^0(B_0, B'_0) \approx L \) may be identified as well, via the map

\[
\text{Hom}^0(B_0, B'_0) \to \text{Hom}^0(A_0, A'_0)
\]

\[
\phi \mapsto f' \circ \phi \circ f.
\]

6. Consider the notation \( \mathcal{H} \) defined in Subsection 3.1 with \( \mathcal{H}(A) = I \) and \( \mathcal{H}(A') = T' \).

Equation (5) implies that if we take the basis element \( f \) in 4. to be the \( \alpha \)-multiplication \( \lambda : A \to A' \), where \( \alpha = (I : T') \), and where we assume that \( \alpha \) is invertible and that \( \alpha^{-1} I = T' \), then \( \Psi_\lambda \) and \( \mathcal{H} \) are inverse to each other. In particular

\[
\Psi_\lambda^{-1}(\text{Hom}_L(A, A')) = (T' : I)
\]

is an equality of fractional ideals in \( L \).

Recall the definition of \( R_\alpha \) from Notation 3.5. The following proposition is a strengthening of Lemma 3.19 (in the case that \( A' = A' \)) and Remark 3.20.4, using the notation of Remark 3.20.

**Proposition 3.21.** Let \( A/K \) be an abelian variety with good reduction and with CM by an algebra \( L \), and let \( A_k \) denote its reduction. Then \( i^{-1}(\text{End}(A)) = S \) is an order in \( L \); suppose that \( S \) is Gorenstein and satisfies \( S = \overline{S} \). Suppose that \( i_k^{-1}(\text{End}(A_k)) = S_k \), as well. Then there exists an \( \alpha \in S^* \) such that the reduction map \( \text{Hom}_L(A, A') \to \text{Hom}_L(A_k, A'_k) \) is multiplication by \( \alpha \in S^* \).

**Proof.** Say that \( \mathcal{H}(A) = I \). Then \( (T' : T') = \overline{S} \), which by assumption is equal to \( S \). Furthermore, since \( S = \overline{S} \) is assumed to be Gorenstein, it follows that \( (I : T') \) is invertible and that \( (T' : I) = \overline{T'} \), see [29] Proposition 2.11, Proposition 4.1, and Corollary 4.5]. Remark 3.20.6 then implies that

\[
(T' : I) = \mathcal{H}(\text{Hom}_L(A, A')) = \Psi_\lambda^{-1}(\text{Hom}_L(A, A')).
\]

In addition, it follows from [23] and (24) in Lemma 3.19 that the reduction map

\[
\text{Hom}_L(A, A') = \lambda \circ i \left( (T' : I) \right) \to \text{Hom}_L(A_k, A'_k) = \lambda_k \circ i_k \left( (T' : I) \right)
\]
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is an $L$-linear isomorphism, where $\lambda_k$ denotes the reduction of $\lambda$. That is,

$$
\Psi_{\lambda_k}^{-1}(\text{Hom}_L(A, A^\vee)) = \Psi_{\lambda_k}^{-1}(\text{Hom}_L(A_k, A_k^\vee)) = (T^I : I).
$$

(27)

More precisely, we obtain a commutative diagram

\[
\begin{array}{ccc}
\text{Hom}_L(A, A^\vee) & \longrightarrow & \text{Hom}_L(A_k, A_k^\vee) \\
\downarrow \Psi_{\lambda_k}^{-1} & & \downarrow \Psi_{\lambda_k}^{-1} \\
(T^I : I) & \longrightarrow & (T^I : I)
\end{array}
\]

where the top horizontal map is the reduction map and the induced dotted arrow is an isomorphism of $(T^I : I)$ onto itself. Since

\[
\left((T^I : I) : (T^I : I)\right) = \left(I(T^I : I) : I\right) = (T^I : I^I) = S = S,
\]

this isomorphism is the multiplication-by-$\alpha$ map for some $\alpha \in S^*$. \qed

**Remark 3.22.** Note that in Proposition 3.21 the assumptions that $S$ is Gorenstein and satisfies $S = S$ are used to show that $(I : T^I)$ is invertible and $(T^I : I)I = T^I$, for any $S$-ideal $I$ such that $(T^I : T^I) = S$. Hence, instead of requiring $S = S$ to be Gorenstein, we could impose the slightly weaker conditions that $(I : T^I)$ is invertible and $(T^I : I)I = T^I$.

**Remark 3.23.** Let $A/K$ be an abelian variety with good reduction and with CM by an algebra $L$, and let $A_k$ denote its reduction. Suppose that $S = i^{-1}(\text{End}(A))$ is a Gorenstein order in $L$ which satisfies $S = S$. By [13, Corollary 6.2], the condition $i^{-1}(\text{End}(A)) = i_k^{-1}(\text{End}(A_k))$ of Proposition 3.21 holds if the cardinality $|\Omega_L / S|$ is coprime to $p$. That is, in this case we have $i_k^{-1}(\text{End}(A_k)) = S$, as well.

Throughout the remainder of this subsection, we specialize to prime fields $F_p$ and let $h$ be a squarefree polynomial satisfying $(\dagger)$ (cf. Notation 3.5). We now study the $L$-linear structures associated with the $L$-linear functor $\mathcal{G}$, given in Theorem 3.13 as an embedding into $L = Q[x]/(h) = Q[\pi]$ obtained from the functor $\mathcal{F}_w$ of Theorem 3.7.

Namely, for every abelian variety $A_0$ in the isogeny class $\text{AV}_h(p)$ there exist $\lambda_{A_0} \in \mathcal{F}_w(A_0) = \text{Hom}(A_0, A_w)$ and an embedding $i_{A_0} : L \hookrightarrow \text{End}^0(A_0)$ such that

\[
\mathcal{F}_w(A_0) = \text{Hom}(A_0, A_w) = \lambda_{A_0} \circ i_{A_0}(\mathcal{G}(A_0))
\]

(28)

and

\[
i_{A_0}(\pi) = \pi_{A_0};
\]

(29)

cf. Remark 3.8. It follows from the definition of $\mathcal{F}_w$ in (11) that for every pair of abelian varieties $A_0$ and $A_0'$ in $\text{AV}_h(p)$ we have

\[
\mathcal{F}_w(\text{Hom}(A_0, A_0')) = \text{Hom}_{\mathcal{F}_w}(\text{Hom}(A_0, A_0'), \text{Hom}(A_0, A_w)).
\]

(30)

Identifying these with homomorphisms $A_0 \rightarrow A_0'$ by precomposition, we may view

\[
\mathcal{F}_w(\text{Hom}(A_0, A_0')) \hookrightarrow \text{Hom}(A_0, A_0').
\]

By fully faithfulness of the equivalence $\mathcal{F}_w$ this inclusion is a canonical bijection of sets. In particular, it follows from (28), (29), and (30) that

\[
\mathcal{G}(\text{End}(A_0)) = i_{A_0}^{-1}(\text{End}(A_0)).
\]

Now suppose that $A_0 = A_k$ is the reduction of some $A/K$ satisfying the hypotheses of Proposition 3.21 and choose $A_0' = A_k^\vee$. We prove the following lemma.
Lemma 3.24. Let $A_k \in AV_h(p)$ be the reduction of an abelian variety $A/K$ which satisfies the hypotheses of Proposition 3.21. For an appropriate choice of basis elements, the natural map

$$
\Psi_{A_k}^{-1}(\text{Hom}_L(A_k, A_k)) \longrightarrow \mathcal{G}(\text{Hom}_L(A_k, A_k))
$$

is the identity map. That is, $\mathcal{G}(f) = \Psi_{A_k}^{-1}(f)$ for every $f : A_k \rightarrow A_k$. 

Proof. Choosing basis elements $\lambda_{A_k} \in \text{Hom}(A_k, A_w)$ and $\lambda_{A_k'} \in \text{Hom}(A_k', A_w)$, Equation (32) reads

$$
\begin{align*}
\text{Hom}(A_k, A_w) &= \lambda_{A_k} \circ i_k(\mathcal{G}(A_k)), \\
\text{Hom}(A_k', A_w) &= \lambda_{A_k'} \circ i_k' (\mathcal{G}(A_k')).
\end{align*}
$$

Now we have two descriptions of $\text{Hom}_L(A_k, A_k')$ in terms of fractional ideals in $L$, namely, $\mathcal{G}(\text{Hom}_L(A_k, A_k')) = \mathcal{G}(A_k) : \mathcal{G}(A_k')$ and $\Psi_{A_k}^{-1}(\text{Hom}_L(A_k, A_k')) = (T : I)$; the latter equality is Equation (27). (Recall from Remark 3.15 that the $L$-isomorphism class of $\mathcal{G}(\text{Hom}_L(A_k, A_k'))$ does not depend on the choice of functor $\mathcal{G}$.) If we choose

$$
\lambda_{A_k} = \lambda_{A_k'} \circ \lambda_k
$$

then it follows from (32) that the natural map (31) is actually the identity. Indeed, the map factors through

$$
(T : I) \xrightarrow{\Psi_{A_k}} \text{Hom}(A_k, A_k') \longrightarrow \mathcal{G}(\text{Hom}(A_k, A_k')) \longrightarrow \mathcal{G}(A_k) : \mathcal{G}(A_k')
$$

Hence, the image of $z \in (T : I)$ is

$$
\begin{align*}
g \rightarrow & i_k^{-1} \circ \lambda_{A_k} \circ i_k(z) \circ \lambda_{A_k'} \circ i_k'(g) = i_k^{-1} \circ \lambda_{A_k} \circ \lambda_{A_k'} \circ i_k'(g) \circ \lambda_k \circ i_k(z) \\
&= i_k^{-1} \circ \lambda_{A_k} \circ i_k'(g) \circ \lambda_k \circ i_k(z) = i_k^{-1} \circ \lambda_k \circ i_k(g) \circ \lambda_k \circ i_k(z) \\
&= i_k^{-1} \circ i_k(g) \circ i_k(z) = gz,
\end{align*}
$$

that is, multiplication by $z$, as required.

The following corollary of Lemma 3.24 is a strengthening of Proposition 3.17.

Corollary 3.25. Assume that the hypotheses of Lemma 3.24 hold. Then there exists an invertible ideal $J$ with $[J] \in \text{Pic}(R_w)$ such that

$$
\mathcal{G}(B') = \mathcal{G}(B)^J
$$

for any $B \in AV_w(p)$. 

Proof. By Proposition 3.17 it suffices to show that the invertible ideal $H$ appearing in that proposition is of the form $H \simeq \mathcal{G}(A_k)$. Since $H$ is fixed for all varieties in $AV_w(p)$, we determine it by considering the variety $A_k \in AV_w(p)$ which is the reduction of $A/K$. It follows from Equation (26) and Lemma 3.24 if we choose basis elements as in (33), that

$$(\mathcal{G}(A_k) : H \mathcal{G}(A_k')) \simeq \mathcal{G}(\text{Hom}(A_k, A_k')) = \Psi_{A_k}^{-1}(\text{Hom}(A_k, A_k')) = (T : I).$$
This implies that (after tensoring with $Q$) if $f: A \to B$ is any invertible $R_w$-ideal, choose an abelian variety $A_w$ with minimal endomorphism ring $R_w$ which determines the functor $\mathcal{F}_w$ as in (11) and hence determines $\mathcal{G}$. Then there exists an invertible $R_w$-ideal $J_2$ such that the modification $\mathcal{G}'$ of $\mathcal{G}$, obtained by replacing $A_w$ with $A_w' = A_w \otimes_{R_w} J_2$ as in Lemma 3.14, satisfies

$$
\mathcal{G}'(A^\vee) \simeq \left( J_1 J_2 \right) \mathcal{G}'(A)^i
$$

for any $A \in \text{AV}_h(p)$.

**Proof.** By Corollary 3.25, we have

$$
\mathcal{G}(A^\vee) \simeq \left( J_3 J_3 \right) \mathcal{G}(A)^i,
$$

for some invertible $R_w$-ideal $J_3$. Let $J_2 = J_1 J_3^{-1}$ and let $\mathcal{G}'$ be the corresponding modified functor. Then by Lemma 3.14, we have

$$
\mathcal{G}'(A^\vee) \simeq J_2 \mathcal{G}(A^\vee) \simeq J_2 \left( J_3 J_3 \right) \mathcal{G}(A)^i \simeq \left( J_2 J_2 \right) \left( J_3 J_3 \right) \mathcal{G}'(A)^i \simeq \left( J_1 J_1 \right) \mathcal{G}'(A)^i,
$$

as required. □

The following proposition shows how the $L$-linear structures for $\mathcal{G}$ behave with respect to duals of homomorphisms.

**Proposition 3.27.** Fix a map $\eta \in \text{Hom}(A_w', A_w)$. For every $A \in \text{AV}_h(p)$, we choose embeddings $i_A, i_{A'}$ and basis elements $\lambda_A, \lambda_{A'}$ such that

$$
\mathcal{F}_w(A) = \text{Hom}(A, A_w) = \lambda_A \circ i_A(\mathcal{G}(A)),
$$

$$
\mathcal{F}_w(A^\vee) = \text{Hom}(A^\vee, A_w) = \lambda_{A'} \circ i_{A'}(\mathcal{G}(A^\vee)),
$$

$$
\lambda_{A'} \circ \lambda_A^{-1} = \eta.
$$

If $f: A \to B$ is a morphism between two abelian varieties in $\text{AV}_h(p)$, then for the dual morphism $f^\vee: B^\vee \to A^\vee$ we obtain

$$
\mathcal{G}(f^\vee) = \mathcal{G}(f).
$$

**Proof.** Recall that $\mathcal{F}_w(f): \mathcal{F}_w(B) \to \mathcal{F}_w(A)$ sends $h \mapsto h \circ f$. Since $\lambda_B$ is the basis element of $\mathcal{F}_w(B)$, we have that $\lambda_B = \lambda_B \circ i_B(\mathcal{G}(\lambda_B))$, which implies that $\mathcal{G}(\lambda_B) = i_B^{-1}(1) = 1$. Hence we have $i_A(\mathcal{G}(\lambda_B)) = \text{id}_A$, because $i_A$ is a ring isomorphism. In particular, we obtain

$$
\mathcal{F}_w(f)(\lambda_B) = \lambda_B \circ f = \lambda_A \circ i_A(\mathcal{G}(\lambda_B))
$$

$$
= \lambda_A \circ i_A(\mathcal{G}(f)) \circ i_A(\mathcal{G}(\lambda_B))
$$

$$
= \lambda_A \circ i_A(\mathcal{G}(f)).
$$

This implies that (after tensoring with $Q$) we have an expression

$$
f = \lambda_B^{-1} \circ \lambda_A \circ i_A(\mathcal{G}(f)). \quad (34)
$$
Starting from $\mathcal{F}_w(f^\vee)$, by the same construction we obtain
\[
\begin{align*}
f^\vee &= \lambda^{-1}_{A'} \circ \lambda_{B'} \circ i_{B'}(\mathcal{G}(f^\vee)) \\
    &= \lambda^{-1}_{A'} \circ i_{A'}(\mathcal{G}(f^\vee)) \circ \lambda_{B'} \\
    &= i_{A'}(\mathcal{G}(f^\vee)) \circ \lambda^{-1}_{A'} \circ \lambda_{B'},
\end{align*}
\]
where the second and third equalities hold because of Remark 3.8. Equations (34) and (35) yield
\[
\begin{align*}
\mathcal{G}(f) &= i_{A}^{-1} \circ \lambda^{-1}_{A} \circ \lambda_{B} \circ f; \\
\mathcal{G}(f^\vee) &= i_{A'}^{-1} \circ f^\vee \circ \lambda^{-1}_{B'} \circ \lambda_{A'}.
\end{align*}
\]
Observe that by Remark 3.20.2 we have
\[
\begin{align*}
\mathcal{G}(f) &= i_{A}^{-1} \circ \lambda^{-1}_{A} \circ \lambda_{B} \circ f \\
\mathcal{G}(f^\vee) &= i_{A'}^{-1} \circ f^\vee \circ \lambda^{-1}_{B'} \circ \lambda_{A'} \circ (\lambda^\vee_B)^{-1}.
\end{align*}
\]
Comparing (36) and (37), we see that $\mathcal{G}(f) = \mathcal{G}(f^\vee)$ if and only if $\lambda^{-1}_{B'} \circ \lambda_{A'} = \lambda^\vee_B \circ (\lambda^\vee_A)^{-1}$, or equivalently
\[
\lambda^{-1}_{A'} \circ \lambda^\vee_A = \lambda_{B'} \circ \lambda^\vee_B.
\]
By our assumption both sides of this equality are equal to $\eta$. \qed

Remark 3.28. The upshot of the preceding results is as follows:

1. Corollaries 3.25 and 3.26 show that we can modify the functor $\mathcal{G}$ such that $\mathcal{G}(A^\vee) \simeq \mathcal{G}(A)$. By modifying the basis elements if necessary, we can therefore moreover ensure that $\mathcal{G}(A^\vee) = \mathcal{G}(A^\vee)$. 

2. The choice of basis elements $\lambda_A = \lambda_{A'} \circ \lambda_k$ in Lemma 3.24 for a variety in the isogeny class which admits a canonical lifting, and the choices of basis elements $\lambda_B \circ \lambda^\vee_B = \eta$ in Proposition 3.27 for any variety $B$ in the isogeny class can be made simultaneously.

That is, both $\Psi^{-1}_A(\text{Hom}_L(A_k, A_k^\vee)) = \mathcal{G}(\text{Hom}_L(A_k, A'_k))$ and $\mathcal{G}(f^\vee) = \mathcal{G}(f)$ for any $f \in \text{Hom}(A, B)$ hold.

For the remainder of the paper, we will assume to have made the choices of Remark 3.28.

Choose an abelian variety $A/K$ with CM by an algebra $L$ and with (good) reduction to $A_k/k$, satisfying $i_k^{-1}(\text{End}(A_k)) = i^{-1}(\text{End}(A)) = S$ for a Gorenstein order $S$ such that $S = \overline{S}$ (as in Proposition 3.21 cf. Remark 3.22). Then the following diagram summarizes the notation and choices made throughout this section, where red denotes the reduction map and where all arrows have been shown to be bijections:

```
\begin{align*}
\text{Hom}(A, A^\vee) \quad &\text{red} \quad \Psi^H \quad \mathcal{H} \\
\text{Hom}(A_k, A_k^\vee) \quad &\Psi_A \quad (\overline{I} : I) \\
(\mathcal{G}(A_k): \mathcal{G}(A_k^\vee)) \quad &\Psi_{\overline{k}} \quad a \quad (\overline{I} : I)
\end{align*}
```
4 Polarizations

In this section we prove the main result of this paper (Theorem 4.10), which describes all polarizations of a given isogeny class in characteristic \( p \) when one variety in the isogeny class admits a CM lifting.

In Subsection 4.1, we formally define polarizations and explain how to produce polarizations of varieties in a fixed isogeny class from one given polarization, reducing the problem to that of finding one polarization in characteristic \( p \). The latter is carried out in Subsection 4.2, where we exploit the connections to characteristic zero provided by CM-liftings and reduction discussed in Sections 2 and 3, together with the fact that polarizations in characteristic zero admit a very nice characterization (see Lemma 4.5).

4.1 Spreading polarizations within isogeny classes

In this subsection we study isogenies between, and polarizations of, abelian varieties over an arbitrary field \( K \).

For an abelian variety \( A \) over a field \( K \), let \( A^\vee \) be its dual, as before. Since there exists a canonical isomorphism \( A \cong (A^\vee)^\vee \), we will identify these below.

**Definition 4.1.** A homomorphism \( \mu : A \to A^\vee \) is self-dual if the dual homomorphism \( \mu^\vee : A \to A^\vee \) satisfies \( \mu = \mu^\vee \).

Alternatively, for a line bundle \( \mathcal{L} \) on \( A \), let \( \varphi_{\mathcal{L}} : A \to A^\vee \) be the homomorphism which on points is given by \( x \mapsto (t_x^* \mathcal{L} \otimes \mathcal{L}^{-1}) \), where \( t_x \) is the translation-by-\( x \) map. Then \( \mu \) is self-dual if there exist a finite field extension \( K \subseteq K' \) and a line bundle \( \mathcal{L} \) on \( A_{K'} \) such that \( \mu_{K'} = \varphi_{\mathcal{L}} \), cf. [36, Theorem 13.7].

**Definition 4.2.** An isogeny \( \mu : A \to A^\vee \) is a polarization of \( A \) if there exist a finite field extension \( K \subseteq K' \) and an ample line bundle \( \mathcal{L} \) on \( A_{K'} \) such that

\[
\mu_{K'} = \varphi_{\mathcal{L}}. \tag{38}
\]

In particular, polarizations are self-dual isogenies.

The following lemma will be used in the main theorem of this section (Theorem 4.10).

**Lemma 4.3.** Let \( A \) and \( B \) be abelian varieties over a field \( K \) and let \( f : A \to B \) and \( \mu : B \to B^\vee \) be isogenies. Put \( f^* \mu := (f^\vee \circ \mu \circ f) \). Then \( \mu \) is self-dual if and only if \( f^* \mu \) is self-dual. Moreover, \( \mu \) is a polarization of \( B \) if and only if \( f^* \mu \) is a polarization of \( A \).

**Proof.** The first statement follows by direct computation, making use of the fact that \( \text{End}(B) \) is torsion-free. A proof for the second statement can be found in [12, Propositions 11.8 and 11.25(ii)]. It uses the first statement, as well as the fact that \( f^* \) preserves ampleness (for the forward implication) and effectiveness (for the reverse implication).

4.2 Characterizing polarizations

In this subsection, we revert to Notation 3.18. We let \( K \) be a \( p \)-adic field with residue field \( k \) and let an abelian variety \( A/K \) (with good reduction) have reduction \( A_k = A \otimes k \). Let \( h \) be a squarefree Weil \( p \)-polynomial without real roots.

We start with two useful results from the literature that characterize polarizations.
Lemma 4.4. Let $A/K$ and $A_k/k$ be as above. Let $\mu_K : A \to A^\vee$ be an isogeny and consider its reduction $\mu_k : A_k \to A_k^\vee$. Then $\mu_K : A \to A^\vee$ is a polarization if and only if $\mu_k : A_k \to A_k^\vee$ is a polarization.

Proof. See e.g. [5, p. 46 and Lemma 2.1.1.1]. \qed

For the remainder of this subsection, we further assume that $A/K$ has CM by an algebra $L$.

Lemma 4.5. Let $A/K$ be as above with CM by an algebra $L$. Let $\mu_K : A \to A^\vee$ be an $L$-linear isogeny. Put $\lambda = \mathcal{H}(\mu_k) \in L$. Then $\mu_K$ is a polarization if and only if $\lambda$ is totally imaginary (that is, $\lambda = -\lambda$) and $\Phi$-positive (that is, $S(\varphi(\lambda)) > 0$ for every $\varphi \in \Phi$).

Proof. An isogeny $\mu_K$ is a polarization if and only if there is a field extension $K \subseteq K'$ and an ample line bundle over $K'$ that induces the extension $\mu_K'$, see for instance [8, p. 126]. Let $\mu_C$ be the image of $\mu_K$ under the isomorphism from Corollary 2.5. Then, in particular, $\mu_C$ is induced by an ample line bundle if and only if $\mu_K'$ is.

Put $I = \mathcal{H}(A)$. We follow the proof of [16, Proposition 4.9], noting that this part of the proof holds for any complex abelian variety with CM by $L$, and get a sesquilinear form $S : I \times I \to L$ with $S(s, t) = \overline{\lambda} S(s, t)$ (see also the proof of [30, Theorem 5.4]).

It is then shown that $\mu_C$ is a polarization if and only if $S$ is skew-symmetric and $-S(t, t)$, and hence $-\overline{\lambda} = \lambda$, are $\Phi$-positive. \qed

In order to be able to characterize polarizations over the finite field in the main theorem, we will need to get the best possible control over the element $\alpha$ in Proposition 3.21 which realizes the reduction map on the level of fractional ideals.

Proposition 4.6. Let $A/K$ be an abelian variety with CM by an algebra $L$ that reduces to $A_k$ with $S \cong \text{End}(A) \cong \text{End}(A_k)$ and let $\alpha \in S^*$, as in Proposition 3.21. Then $\alpha = \overline{\alpha}$; that is, $\alpha$ is totally real.

Proof. Let $\mu : A \to A^\vee$ be a polarization of $A$ (of any degree). By Lemma 4.5 we have that $\mathcal{H}(\mu) = -\mathcal{H}(\mu)$. So by Proposition 3.21 we obtain

$$\mathcal{G}(\mu_k) = \alpha \mathcal{H}(\mu) = -\alpha \mathcal{H}(\mu).$$

(39)

By Lemma 4.4, the reduction $\mu_k$ of $\mu$ is a polarization of $A_k$, and in particular it is self-dual, i.e. $\mu_k = \mu_k^\vee$ (via double duality for abelian varieties). From the proof of Proposition 3.17 we see that its induced action $T_p(\mu_k)$ on $T_p(A)$ is multiplication by $\mathcal{G}(\mu_k)$. By [5, Theorem 1.4.3.4], using the categorical equivalence between $p$-divisible groups and Dieudonné modules, self-duality of $\mu_k$ is equivalent to the statement that $T_p(\mu_k) = -T_p(\mu_k^\vee)$ via double duality for $p$-divisible groups or Dieudonné modules, which in this case is the identity. It follows that $\mathcal{G}(\mu_k) = -\mathcal{G}(\mu_k^\vee)$. By Proposition 3.27 we have $\mathcal{G}(\mu_k^\vee) = \mathcal{G}(\mu_k)$, which gives us

$$\mathcal{G}(\mu_k) = -\mathcal{G}(\mu_k^\vee) = -\mathcal{G}(\mu_k) = -\alpha \mathcal{H}(\mu).$$

(40)

Comparing (39) and (40), we deduce that $\alpha = \overline{\alpha}$. \qed

Using the characterizations in the previous two lemmas, we now proceed to the main result. To state it, we need one additional definition.

Definition 4.7. Let $\Phi$ be a CM-type for $L$. Define $\mathcal{H}_\Phi$ to be the set of orders $S$ in $L$ which are Gorenstein and satisfy $\overline{S} = S$, and for which there exists an abelian variety $A_0 \in AV_k(p)$ with CM-type $\Phi$ and $\text{End}(A_0) = S$ that admits a canonical lifting $A$ to a $p$-adic field $K$. 
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Proposition 4.8. Assume that $\mathcal{O}_L \in \mathcal{S}_\Phi$. Let $S \subseteq \mathcal{O}_L$ be an order such that the cardinality $N = |\mathcal{O}_L|/S|$ is coprime to $p$. Then there exists an abelian variety $B_0 \in \mathcal{A}_{h}(p)$, with $\text{End}(B_0) = S$, that admits a canonical lifting to a $p$-adic field $K$. In particular, if $S$ is also Gorenstein and satisfies $S = \overline{S}$, then $S \in \mathcal{S}_\Phi$.

Proof. Since $\mathcal{O}_L \in \mathcal{S}_\Phi$, there exists an abelian variety $A_0$ admitting a CM-lifting with $\text{End}(A_0) = \mathcal{O}_L$. Put $\mathcal{G}(A_0) = I$. Let $A_0'$ and $B_0$ be such that $\mathcal{G}(A_0') = \mathcal{O}_L$ and $\mathcal{G}(B_0) = S$. Since the argument of [39, Theorem 5.1] generalizes from the simple to the squarefree case, there is a separable isogeny $f_1 : A_0 \rightarrow A_0'$. By assumption, $N$ is coprime to $p$ and $\mathcal{O}_L \subseteq S$, that is, $N \in (S : \mathcal{O}_L)$. It follows from [4] Proposition 29.2 that $f_2 := \mathcal{G}^{-1}(N) : B_0 \rightarrow A_0'$ is a separable isogeny. By [39, Theorem 5.2], separable isogeny is an equivalence relation, so there exists an isogeny $f_2' : A_0' \rightarrow B_0$. In particular, $f_2' \circ f_1 : A_0 \rightarrow B_0$ is also a separable isogeny. By Proposition 2.22, we can then lift $B_0$ with its action by $\text{End}(B_0) = S$ to $K$.

Corollary 4.9.

1. If $\mathcal{A}_{h}(p)$ is an isogeny class of ordinary or almost-ordinary abelian varieties (in odd characteristic), then $R_{w} \in \mathcal{S}_\Phi$.

2. If $(L, \Phi)$ satisfies the generalized residual reflex condition of Definition 2.14, then we have $\mathcal{O}_L \in \mathcal{S}_\Phi$.

3. If $(L, \Phi)$ satisfies the generalized residual reflex condition of Definition 2.14, then every overorder $S$ of $R_{w}$ such that $S$ is Gorenstein, $S = \overline{S}$ and $|\mathcal{O}_L|/S|$ is coprime to $p$ is in $\mathcal{S}_\Phi$.

Proof.

1. Choose $A_0 \in \mathcal{A}_{h}(p)$ with $\text{End}(A_0) = R_{w}$. By Propositions 2.8 and 2.10, this variety admits a canonical lifting $A_K$, so $\text{End}(A_0) = \text{End}(A_K)$. Moreover, $R_{w}$ is Gorenstein and satisfies $\overline{R_{w}} = R_{w}$ by [4, Theorem 11].

2. It follows from Corollary 2.18 that there exists an $A_0 \in \mathcal{A}_{h}(p)$ such that $\mathcal{O}_L \subseteq \text{End}(A_0)$, which has a CM-lifting $A_K$ satisfying $\mathcal{O}_L \subseteq \text{End}(A_K)$. Hence, $\mathcal{O}_L = \text{End}(A_0) = \text{End}(A_K)$ by maximality. In addition, $\mathcal{O}_L$ is Gorenstein and satisfies $\overline{\mathcal{O}_L} = \mathcal{O}_L$.

3. This follows directly by Part 2. and Proposition 4.8.

Theorem 4.10. For any $S \in \mathcal{S}_\Phi$, there exists a totally real unit $\alpha \in S^*$ (provided by Proposition 4.6) such that for any abelian variety $B_0 \in \mathcal{A}_{h}(p)$, and any isogeny $\mu : B_0 \rightarrow B_0^\vee$, the following are equivalent:

1. The isogeny $\mu$ is a polarization of $B_0$;

2. The element $\alpha^{-1}\mathcal{G}(\mu) \in L$ is totally imaginary and $\Phi$-positive.

Moreover, we have $\deg \mu = \# \{\mathcal{G}(B_0)/\mathcal{G}(\mu)\mathcal{G}(B_0^\vee)\}$. 
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Proof. Let $A_0 \in AV_h(p)$ admitting a canonical lifting $A/K$ with $\text{End}(A_K) = S$. Fix an isogeny $f : A_0 \to B_0$. The previous results yield the following commutative diagram, where red denotes the reduction map:

$$
\begin{array}{ccc}
\text{Hom}(A, A^\vee) & \xrightarrow{\text{red}} & \mathcal{H} \\
\downarrow \phi & & \downarrow \phi \\
\text{Hom}(B_0, B_0^\vee) & \xrightarrow{f^*} & \text{Hom}(A_0, A_0^\vee) \\
\downarrow \psi & & \downarrow \psi \\
(\mathcal{G}(B_0) : \mathcal{G}(B_0^\vee)) & \xrightarrow{\mathcal{G}(f^*)} & (\mathcal{G}(A_0) : \mathcal{G}(A_0^\vee)) \\
(\mathcal{T'} : I) & & (\mathcal{T'} : I)
\end{array}
$$

Let $\mu : B_0 \to B_0^\vee$ be an isogeny. By Lemma 4.3, the isogeny $\mu$ is a polarization of $B_0$ if and only if $f^* \mu$ is a polarization of $A_0$, which by Lemma 4.4 happens if and only if $\text{red}^{-1}(f^* \mu)$ is a polarization of $A$. By Lemma 4.5, this is the case if and only if

$$
\mathcal{H}(\text{red}^{-1}(f^* \mu)) = \Psi^{-1}_A(\text{red}^{-1}(f^* \mu))
$$

is totally imaginary and $\Phi$-positive. By commutativity of the diagram we see that

$$
\mathcal{H}(\text{red}^{-1}(f^* \mu)) = \frac{1}{\alpha} (\mathcal{G}(f^* \mu)).
$$

By Proposition 3.27 we have that $\mathcal{G}(f^* \mu) = \mathcal{G}(f) \mathcal{G}(f^*) \mathcal{G}(\mu)$, which implies that $\alpha^{-1}(f^* \mathcal{G}(\mu))$ is totally imaginary and $\Phi$-positive if and only if $\alpha^{-1} \mathcal{G}(\mu)$ is so. The degree statement follows from [4] Proposition 29.2. \qed

Proposition 4.11. Let $B_0 \in AV_h(p)$; let $T \subseteq L$ denote the embedded order $\text{End}(B_0)$. Let $\mu, \mu'$ be two polarizations of $B_0$. Then $(B_0, \mu)$ and $(B_0, \mu')$ are isomorphic (as polarized abelian varieties) if and only if there exists $v \in T^*$ such that $\mathcal{G}(\mu) = v \mathcal{G}(\mu')$. In particular, $\text{Aut}((B_0, \mu)) = \text{Tors}(T^*)$.

Proof. The existence of an isomorphism $f : (B_0, \mu) \to (B_0, \mu')$ is equivalent to the commutativity of the following diagram:

$$
\begin{array}{ccc}
B_0 & \xrightarrow{\mu} & B_0^\vee \\
\downarrow f & & \downarrow f' \\
B_0 & \xrightarrow{\mu'} & B_0^\vee
\end{array}
$$

If $\mathcal{G}(f) = v \in T$, then $\mathcal{G}(f^*) = v^* \in T$ by Proposition 3.27 proving the first statement.

When $\mathcal{G}(\mu) = \mathcal{G}(\mu')$, the diagram shows that $v^* = 1$. Since $L$ is a CM-algebra, this is the case if and only if $v \in \text{Tors}(T^*)$: We use that $\text{Tors}(T^*) = \text{Tors}(L^*) \cap T^*$ and study $\text{Tors}(L^*)$. By [33] Chapter I, Proposition 7.1, we have

$$
\text{Tors}(L^*) = \{ v \in \mathcal{O}_L^* : |\phi(v)| = 1 \text{ for all } \phi \in \text{Hom}(L, \mathbb{C}) \}.
$$

Now $|\phi(v)| = 1$ if and only if $1 = |\phi(v)|^2 = \phi(v) \overline{\phi(v)} = \phi(v) \phi(\overline{v}) = \phi(v \overline{v})$; for the third equality we use that $L$ is a CM-algebra. And $\phi(v \overline{v}) = 1$ for all $\phi$ is equivalent to $v \overline{v} = 1$. \qed
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5 Algorithmic implementations

In this section we describe algorithms we developed to apply the theoretical results obtained in the previous sections. More precisely, in Subsection 5.1 we explain how to verify that in a suitable isogeny class there exists an abelian variety admitting a canonical lifting and, given this, in Subsection 5.2 we describe how to effectively compute the principally polarized abelian varieties. Finally, in Subsection 5.3 we give some illustrative examples.

The implementation of the algorithms described and the code to reproduce the examples can be found at https://github.com/stmar89/PolsAbVarFpCanLift. As mentioned in the introduction, we computed the principal polarizations for all squarefree isogeny classes of abelian varieties of dimensions two and three over the finite fields \( \mathbb{F}_3, \mathbb{F}_5 \) and \( \mathbb{F}_7 \), and of dimension four over \( \mathbb{F}_2 \) and \( \mathbb{F}_3 \). These computations show that the generalized residual reflex condition produces a lifting in the vast majority of cases and that in most cases we can ignore the contribution given by \( \alpha \). Tables summarizing these results can be found in the file additional_examples.pdf on GitHub.

5.1 The generalized residual reflex condition

Recall from Definition 2.13 that a CM-type \( \Phi \) for us can be \( \mathbb{C} \)-valued or \( \overline{\mathbb{Q}}_p \)-valued. Since these fields are abstractly isomorphic, one can theoretically pass from one to the other; for algorithmic implementations however, making an identification \( \overline{\mathbb{Q}}_p \cong \mathbb{C} \) is not straightforward.

Note that Section 2 requires the usage of \( p \)-adic CM-types, since the generalized residual reflex condition of Definition 2.14 is a \( p \)-adic condition, while in Section 4 we need to work with complex CM-types in order to evaluate the conditions in Theorem 4.10.

In this section, we will explain how to implement an algorithm that determines, given a squarefree characteristic polynomial of Frobenius \( h \) and any \( \mathbb{C} \)-valued CM-type \( \Phi \) for \( L = \mathbb{Q}(x)/(h) \), an associated \( \mathbb{Q}_p \)-valued CM-type on which we can check whether the generalized residual reflex condition is satisfied.

First we construct splitting fields \( M/\mathbb{Q} \) and \( N/\mathbb{Q}_p \) for \( h \) and fix embeddings \( q_0 : M \rightarrow \mathbb{C} \) and \( N \rightarrow \overline{\mathbb{Q}}_p \). Observe that there exists an embedding \( j' : M \rightarrow N \), which extends to an isomorphism \( j : \mathbb{C} \rightarrow \overline{\mathbb{Q}}_p \). Factor the polynomial \( h = h_1 \cdots h_t \) into irreducible factors and write \( (L, \Phi) = (L_1 \times \cdots \times L_t, \Phi_1 \times \cdots \times \Phi_t) \), where \( L_i = \mathbb{Q}(x)/(h_i) = \mathbb{Q}(\pi_i) \) and \( \Phi_i \) is the induced CM-type on \( L_i \). Denote by \( \Pi_i = \{\pi_{i,1}, \ldots, \pi_{i,2g_i}\} \) the roots of \( h_i \) in \( M \), where \( 2g_i = \deg(h_i) \). The embeddings \( j' \) and \( q_0 \) allow us to identify \( \Phi_i \) with a subset \( \Pi_{\phi_i} \), of \( \Pi_i \), say, after possibly relabelling, \( \Pi_{\phi_i} = \{\pi_{i,1}, \ldots, \pi_{i,g_i}\} \). It follows from Definition 2.13 that the reflex field associated to \( \Phi_i \) is equal to

\[
E_i = \mathbb{Q}\left\{\pi_{i,1}^n + \cdots + \pi_{i,g_i}^n : 0 \leq n \leq g_i - 1\right\},
\]

and the compositum \( E = E_1 \cdots E_t \) equals

\[
E = \mathbb{Q}\left\{\pi_{1,1}^{n_1} + \cdots + \pi_{i,g_i}^{n_i} : 0 \leq n_i \leq g_i - 1, \ 0 \leq i \leq t\right\} \subseteq M.
\] (41)

Note that \( j' \) induces a \( p \)-adic valuation \( v \) on \( E \). The image \( j'(E) \) does not contain \( \mathbb{Q}_p \), so we consider its completion \( j'(\overline{E}) \) with respect to \( v \). By construction, the residue field of \( E \) at \( v \)
is isomorphic to that of \( \tilde{j}'(E) \). The maps fit together in the following commutative diagram:

\[
\begin{array}{ccc}
C & \xrightarrow{j} & Q_p \\
\uparrow \phi_0 & & \uparrow \\
M & \xrightarrow{j'} & N \\
\uparrow & & \uparrow \\
E & \xrightarrow{j'(E)} & \tilde{j}'(E) \\
\uparrow & & \uparrow \\
Q & \xrightarrow{j} & Q_p
\end{array}
\]  

(42)

To check whether the residue field of \( E \) at \( v \) is a subfield of \( \mathbb{F}_q \), as needed for Condition 2. of Definition 2.14, we can work inside \( C \) (i.e., using the left vertical maps in Diagram (42)). This would require the following expensive computations:

1. An explicit factorization of \( p \in \mathbb{Q} \) in \( M \) in order to compute the prime ideal \( p \subseteq M \) corresponding to \( v \);
2. A presentation of \( E \) as a subfield of \( M \), as in (41);
3. An integral basis of \( E \) in order to calculate \( \mathcal{O}_E/(p \cap E) \).

The upshot of Diagram (42) however is that, given the generators of \( E \) as in (41), we can instead work inside \( Q_p \) (i.e., using the right vertical maps in Diagram (42)). Computations 1.-3. become faster in \( p \)-adic fields.

To summarize, using this \( p \)-adic approach, our algorithm for checking Condition 2. of Definition 2.14 works as follows:

1. Compute a presentation \( M = \mathbb{Q}[x]/(f) \);
2. Construct the embeddings \( j' : M \to N \) and \( \phi_0 : M \to C \) by computing a root of \( f \) in \( N \) and \( C \), respectively;
3. Construct \( \tilde{j}'(E) \) as the extension of \( Q_p \) generated by the images of the generators of \( E \) under \( j' \);
4. Compute the residue field of \( \tilde{j}'(E) \);
5. Check whether this residue field is contained in \( \mathbb{F}_q \).

Observe that if the residue field of \( N \) is contained in \( \mathbb{F}_q \), then the same will be true for the residue field of any subfield of \( N \). In particular, in this situation, we can skip Steps 3, 4, and 5 of the algorithm above.

Next, we check Condition 1. of Definition 2.14. Recall that we need to have that the Shimura-Taniyama formula

\[
\frac{\text{ord}_v(\pi)}{\text{ord}_v(q)} = \frac{\# \{ \varphi \in \Phi \text{ s.t. } \varphi \text{ induces } v \}}{[L_v : Q_p]} \tag{43}
\]

holds for every place \( v \) of \( L \) above \( p \). There exists a bijection between the primes \( p \) of \( L \) above \( p \) and the irreducible factors of \( h \) over \( Q_p \), cf. [33 II.8.2]. Explicitly, we associate to every prime \( p \) of \( L \) above \( p \) the minimal polynomial \( h_p \) over \( Q_p \) of the image of \( \pi \) in the
completion $L_p$. Denote by $\Pi$ the union of the sets $\Pi_i$, and by $\Pi_\Phi$ the union of the sets $\Pi_{\Phi_i}$. Checking whether (43) holds for all $\nu$ above $p$ is now equivalent to checking whether
\[
\frac{\operatorname{ord}_p(\pi)}{\operatorname{ord}_p(q)} = \# \{ \pi_i \in \Pi_{\Phi_i} \text{ s.t. } h_p(j'(\pi_i)) = 0 \} \bigg/ [L_p : Q_p], \tag{44}
\]
holds for primes $p$ of $L$ above $p$. Note that $[L_p : Q_p] = \# \{ \pi_i \in \Pi_{\Phi_i} \text{ s.t. } h_p(j'_{\Phi_i}(\pi_i)) = 0 \} = \deg(h_p)$.

Hence, our algorithm for checking Condition 1. of Definition 2.14 checks whether Equation (44) is satisfied for every prime $p$ of $L$ above $p$.

**Remark 5.1.** A $\mathbb{C}$-valued CM-type $\Phi$ for $L = \mathbb{Q}[\pi]$ is determined by a totally imaginary element $b \in L$. Indeed, using $\phi_0$ as in Diagram (42), we can build a bijection between homomorphisms $\phi_i : L \to \mathbb{C}$ and the $2g$ roots of $h$ in $M$ through $\phi_i(\pi) = \pi_i$. Then a CM-type $\Phi$ determines a totally imaginary element $b = \sum_k b_k \pi^k$ with $b_k \in \mathbb{Q}$ via the following rule:
\[
\phi_i \in \Phi \iff \Im(\phi_i(b)) > 0 \\
\iff \sum_{k=0}^{2g-1} b_k \Im(\phi_i(\pi^k)) > 0 \\
\iff \sum_{k=0}^{2g-1} b_k \Im(\pi^k) > 0.
\]

This element $b$ is unique up to a totally positive element of $L$. Conversely, every totally imaginary element determines a unique CM-type of $L$.

### 5.2 Explicit computations of principal polarizations

We will use the results of the previous sections to compute all principal polarizations of an arbitrary abelian variety in a fixed isogeny class determined by a squarefree Weil polynomial $h$. Set $L = \mathbb{Q}[x]/(h)$ and denote by $L_\mathbb{R}$ the unique totally real subalgebra of $L$. Moreover let $L^+$ denote the of totally positive elements of $L_\mathbb{R}$. Let $b$ be a totally imaginary element of $L$ and let $\Phi_b$ be the associated $\mathbb{C}$-valued CM-type of $L$, as in Remark 5.1. Suppose that the set $\mathcal{S}_{\Phi_b}$, cf. Definition 4.7, is non-empty. Fix $S \in \mathcal{S}_{\Phi_b}$ and let $\alpha \in S^*$ be the totally real element appearing in Proposition 4.6. Define $S_{\mathbb{R}}^* = S^* \cap L_\mathbb{R}$ to be the subgroup of $S^*$ consisting of totally real elements. It follows from Remark 5.1 that for $u \in S_{\mathbb{R}}^*$, the association
\[
(u, \Phi_b) \mapsto \Phi_{ub}
\]
induces a free action of the finite group
\[
G_S := \frac{S_{\mathbb{R}}^*}{S^* \cap L^+}
\]
on the set of CM-types of $L$. Denote the orbit of $\Phi_b$ by
\[
\Phi_b \cdot G_S = \{ \Phi_{ub} : u \in S_{\mathbb{R}}^* \}.
\]

Now let $B_0$ be an arbitrary abelian variety in $\text{AV}_h(p)$; put $\mathcal{S}(B_0) = I$ and $T = (I : I)$. Denote by $\mathcal{T}$ a transversal of the finite group $T^* / (v\mathcal{T} : v \in T^*)$. A necessary condition for $B_0$
being principally polarized is the existence of an isomorphism \( B_0 \simeq B_0^\vee \), or equivalently, the existence of an element \( i_0 \in L^* \) such that \( i_0^T = I \). Assume now that such an \( i_0 \) exists. For an arbitrary \( \mathbb{C} \)-valued CM-type \( \Phi \) of \( L \), we define

\[
\mathcal{P}_\Phi^a(I) := \{ i_0 u : u \in \mathcal{T} \text{ such that } a^{-1}i_0 u \text{ is totally imaginary and } \Phi\text{-positive} \}
\]

and

\[
\mathcal{P}_\Phi^b(I) := \{ i_0 u : u \in \mathcal{T} \text{ such that } i_0 u \text{ is totally imaginary and } \Phi\text{-positive} \}.
\]

If \( B_0 \) is not isomorphic to \( B_0^\vee \), that is, if \( i_0 \) as above does not exist, then we formally set \( \mathcal{P}_\Phi^a(I) = \mathcal{P}_\Phi^b(I) = \emptyset \), for all \( \Phi \). Observe that if we replace \( \mathcal{T} \) with another transversal in (45) (resp. (46)), we will obtain a set which is in bijection with \( \mathcal{P}_\Phi^a(I) \) (resp. \( \mathcal{P}_\Phi^b(I) \)). The same holds true if we replace the element \( i_0 \) with another element \( i_0' \) satisfying \( i_0'^T = I \), since we would then have \( i_0 = u i_0' \) for some \( u \in T^* \).

**Proposition 5.2.** For any choice of a transversal \( \mathcal{T} \), the set \( \mathcal{P}_\Phi^a(I) \) is the image under \( \Phi \) of a complete set of representatives of principal polarizations of \( B_0 \) up to isomorphism. Moreover, if \( \mathcal{P}_\Phi^a(I) \) is non-empty, then it contains precisely \( |T_R^*|/|v^T : v \in T^*| \) elements, where \( T_R^* = T^* \cap L_R \).

**Proof.** By Theorem 4.10 and Proposition 4.11, the elements of \( \mathcal{P}_\Phi^a(I) \) are images under \( \Phi \) of pairwise non-isomorphic principal polarization of \( B_0 \). Conversely, let \( \mu \) be a principal polarization of \( B_0 \) and put \( \lambda = \Phi(\mu) \). Then \( \lambda i_0^{-1} = u \) is in \( T^* \). There exist a unique element \( u_0 \in \mathcal{T} \) and an element \( v \in T^* \) such that \( u_0 = u v^T \). Now \( \lambda' = v^T \lambda = i_0 u_0 \in \mathcal{P}_\Phi^a(I) \) represents a principal polarization of \( B_0 \), which is isomorphic to \( \lambda \) by Proposition 4.11. The last statement follows from the fact that if \( \lambda \) and \( \lambda' \) are in \( \mathcal{P}_\Phi^a(I) \) then \( \lambda/\lambda' \in T_R^* \).

The obstruction that prevents Proposition 5.2 from being effective is that the set \( \mathcal{P}_\Phi^a(I) \) depends on the element \( \alpha \), which, a priori, can be any totally real element of \( S^* \). In the rest of this section we will explain when and how we can compute a set in bijection with \( \mathcal{P}_\Phi^a(I) \) without any further knowledge about \( \alpha \).

**Lemma 5.3.** Let \( \Phi_b \) be a CM-type defined by a totally imaginary element \( b \in L \). Then

\[
\mathcal{P}_{\Phi_b}^a(I) = \mathcal{P}_{\Phi_{ab}}^b(I).
\]

**Proof.** Let \( i_0 u \in \mathcal{P}_{\Phi_b}^a(I) \). Since the element \( \alpha \) is totally real, the element \( \alpha^{-1}i_0 u \) is totally imaginary if and only if \( i_0 u \) is. Moreover,

\[
\alpha^{-1}i_0 u \text{ is } \Phi_b\text{-positive } \iff \frac{\alpha^{-1}i_0 u}{b} \in L^+ \iff i_0 u \text{ is } \Phi_{ab}\text{-positive} ,
\]

which concludes the proof.

**Lemma 5.4.** Let \( \Phi_b \) be a CM-type of \( L \) and let \( c \in S_R^* \cap T_R^* \). Put \( d := cb \), so that \( \Phi_d \in \Phi_b G_S \). Then there exists a bijection

\[
\mathcal{P}_{\Phi_b}^1(I) \leftrightarrow \mathcal{P}_{\Phi_d}^1(I).
\]

**Proof.** Pick \( i_0 u \in \mathcal{P}_{\Phi_b}^1(I) \). Observe that

\[
i_0 u \text{ is } \Phi_b\text{-positive } \iff \frac{i_0 u}{b} = \frac{i_0 u c}{d} \in L^+ \iff i_0 u \text{ is } \Phi_d\text{-positive} .
\]
Hence, we have
\[ \mathcal{P}_{\Phi_b}^1(I) = \{ i_0 u : u \in c \mathcal{T} \text{ such that } i_0 u \text{ is totally imaginary and } \Phi_d \text{-positive} \}. \quad (47) \]
Since \( c \in T^* \) by assumption, the set \( c \mathcal{T} \) is another transversal of \( T^*/\langle v \mathcal{T} : v \in T^* \rangle \). Hence, we have a bijection
\[ \{ i_0 u : u \in c \mathcal{T} \text{ such that } i_0 u \text{ is totally imaginary and } \Phi_d \text{-positive} \} \leftrightarrow \mathcal{P}_{\Phi_b}^1(I), \]
which together with Equation (47) yields the desired bijection.

**Theorem 5.5.** Let \( \Phi_b \) be a CM-type for \( L \) for which \( \mathcal{P}_{\Phi_b} \) (cf. Definition 4.7) is non-empty. Let \( S \) be an order in \( \mathcal{L}_{\Phi_b} \) with group of totally real units \( S^*_R \). Let \( \alpha \in S^*_R \) be the element representing the reduction map, cf. Proposition 4.3. Let \( L^+ \) be the set of totally positive elements of \( L \). Write \( G_S \) for the quotient \( S^*_R/(S^* \cap L^+) \) which acts on the set of CM-types for \( L \) and let \( \Phi_b \cdot G_S \) be the orbit of \( \Phi_b \). Let \( I \) be a fractional ideal with multiplicator ring \( T = (I : I) \). Denote a transversal of the quotient \( T^*/\langle v \mathcal{T} : v \in T^* \rangle \) by \( \mathcal{T} \). Finally, for a CM-type \( \Phi \) for \( L \), let \( \mathcal{P}_{\Phi}^1(I) \) and \( \mathcal{P}_{\Phi}^a(I) \) be as in Equations (45) and (46).

Consider the following statements:

1. There is an inclusion \( S^*_R \subseteq T^* \).
2. For every \( \xi \in S^*_R \), we have \( \xi L^+ \cap \mathcal{T} \neq \emptyset \).
3. There exists a bijection \( \mathcal{P}_{\Phi_b}^a(I) \leftrightarrow \mathcal{P}_{\Phi_b}^1(I) \).
4. For every \( \Phi_d \in \Phi_b G_S \), there exists a bijection \( \mathcal{P}_{\Phi_b}^1(I) \leftrightarrow \mathcal{P}_{\Phi_d}^1(I) \).
5. For every \( \Phi_d \in \Phi_b G_S \), there exists a bijection \( \mathcal{P}_{\Phi_b}^a(I) \leftrightarrow \mathcal{P}_{\Phi_d}^a(I) \).

We have the following implications:

\begin{align*}
1 & \Rightarrow 2 \\
2 & \Rightarrow 3 \\
3 & \Rightarrow 4 \\
4 & \Rightarrow 5 \\
5 & \Rightarrow \square
\end{align*}

**Proof.** The implications (1) \( \Rightarrow \) (2) and (5) \( \Rightarrow \) (3) are clear. For (2) \( \Rightarrow \) (3), observe that \( (\alpha^{-1} \cdot L^+) \cap \mathcal{T} \neq \emptyset \) since \( \alpha \in S^*_R \). Hence there exist \( u' \in \mathcal{T} \) and \( r \in L^+ \) such that \( \alpha^{-1} = u'/r \). Pick \( i_0 u \in \mathcal{P}_{\Phi_b}^a(I) \). Then \( \alpha^{-1} i_0 u \) is totally imaginary and \( \Phi_b \)-positive, which is equivalent to saying that \( i_0 u u' \) is so. Since \( u' \mathcal{T} \) is another transversal of \( T^*/\langle v \mathcal{T} : v \in T^* \rangle \), we get the required bijection. For the implication (1) \( \Rightarrow \) (4), let \( \Phi_d \in \Phi_b G_S \). That is, there exists \( c \in S^*_R \) such that \( d = cb \). By assumption we also have that \( c \in T^*_R \), so we conclude by Lemma 5.3. Finally, in order to prove (4) \( \Rightarrow \) (5), observe that by definition \( \Phi_{ab} \in \Phi_b G_S \). That is, by assumption \( \mathcal{P}_{\Phi_b}^1(I) \) is in bijection with \( \mathcal{P}_{\Phi_{ab}}^1(I) \) for any \( \Phi_d \in \Phi_b G_S \). By Lemma 5.3 we have \( \mathcal{P}_{\Phi_{ab}}^1(I) = \mathcal{P}_{\Phi_d}^a(I) \).

**Remark 5.6.** To check whether the intersection \( \xi L^+ \cap \mathcal{T} \) in Theorem 5.5 (2) is non-empty for every \( \xi \in S^*_R \), it is sufficient to check this for any generator \( \xi \) of \( S^*_R \). This is a finite process; a straightforward implementation searches, for each generator \( \xi \) of \( S^*_R \), whether there exists an element \( u \in \mathcal{T} \) such that \( u/\xi \) is totally positive.
Remark 5.7. Conditions 1, 2, and 4 of Theorem 5.5 can be checked algorithmically on a computer. If they hold, they respectively imply Conditions 3 and 5 which do not involve the element $\alpha$. In this way, Theorem 5.5 yields concrete conditions under which we can compute the set $P_{\Phi}^S(I)$ in terms of sets not involving the element $\alpha$. This yields an effective version of Proposition 5.2.

Remark 5.8. If Condition 1 resp. Condition 2 of Theorem 5.5 holds when $T = R_w$, then it holds for every order in $L$. That is, we can compute the principal polarizations for the whole isogeny class. This is the case when the isogeny class is ordinary or almost ordinary (in odd characteristic), since in these cases we can take $S = R_w$ by Corollary 4.9.1.

Theorem 5.9. Assume that there are $r$ isomorphism classes of abelian varieties in $\mathcal{A}(h(p))$ with endomorphism ring $T$, represented by $B_{0,1}, \ldots, B_{0,r}$, say. Put $I_i = G(B_{0,i})$ for $i = 1, \ldots, r$.

Consider the following statements:

1. There exists a non-negative integer $N$ such that for every $\Phi'$ in $\Phi G_S$ we have

$$|P_{\Phi'}^1(I_1)| + \ldots + |P_{\Phi'}^1(I_r)| = N.$$ 

2. There exist non-negative integers $N_1, \ldots, N_r$ such that for every $\Phi'$ in $\Phi G_S$ the sequence

$$(|P_{\Phi'}^1(I_1)|, \ldots, |P_{\Phi'}^1(I_r)|)$$

is a permutation of $(N_1, \ldots, N_r)$.

Then Statement 1 holds if and only if Statement 2 holds. If this is the case, then there exists a permutation $\sigma$ of $\{1, \ldots, r\}$ such that for each $i = 1, \ldots, r$ the abelian variety $B_{0,i}$ has $C_{\sigma(i)}$ non-isomorphic principal polarizations. Moreover, for each $i = 1, \ldots, r$ the integer $N_i$ is either 0 or $|T_{S'}^w / \langle v \bar{v} : v \in T^* \rangle|$.

**Proof.** Observe that Statement 1 trivially implies Statement 2. For the converse, note that by definition, for any $\Phi'$, the set $P_{\Phi'}^1(I_i)$ has cardinality equal to either 0 or $N_0 := |T_{S'}^w / \langle v \bar{v} : v \in T^* \rangle|$. By Proposition 5.2 and Lemma 5.3, there are exactly $r_0$ abelian varieties among the $B_{0,i}$ admitting exactly $N_0$ non-isomorphic principal polarizations and $r - r_0$ which are not principally polarized. So if Statement 1 holds, then $N = r_0 N_0$, and hence Statement 2 holds for the sequence on integers defined by

$$N_i = \begin{cases} N_0 & \text{for } i = 1, \ldots, r_0, \\ 0 & \text{for } i = r_0 + 1, \ldots, r. \end{cases}$$

\[\square\]

5.3 Examples

In the following example we compute the principal polarizations of all abelian varieties in a fixed non-simple almost-ordinary isogeny class. This illustrates the use of Theorem 2.12 (rather than Proposition 2.10 together with Theorem 4.10 since the finite field in the example is not a prime field.).
Example 5.10. Consider the Weil polynomial $h = (x^2 + 9)(x^4 - 6x^3 + 19x^2 - 54x + 81)$. It defines an isogeny class $AV_h(9)$ of almost-ordinary threefolds over $\mathbb{F}_9$, which split up to isogeny into a supersingular elliptic curve and an ordinary surface. See the LMFDB label $[27] \text{ag} \_bc\_aee$. One verifies that the endomorphism algebra $L$ of the isogeny class is commutative. We compute that there are two overorders of $R_w$ which are maximal at the supersingular part of $L$: the maximal order $\mathcal{O}_L$ and an order $S$ of index $4$ in $\mathcal{O}_L$. The algebra $L$ has an inert supersingular part, hence $AV_h(9)$ is partitioned into two full subcategories $AV_{h,\Phi_1}(9)$ and $AV_{h,\Phi_2}(9)$, where $\Phi_1$ and $\Phi_2$ are the two CM-types of $L$ satisfying the Shimura-Taniyama formula, cf. Definition $[2.14]$. By [35, Proposition $3.3$], cf. Theorem $[2.12]$ for the non simple case, for each $i = 1, 2$, there is a bijection between the isomorphism classes in $AV_{h,\Phi_i}(9)$ and the isomorphism classes of fractional $S$-ideals. Since $S$ is Gorenstein, we see that such ideal classes are in

$$\text{Pic}(S) \sqcup \text{Pic}(\mathcal{O}_L) \approx \mathbb{Z}/2\mathbb{Z} \sqcup \{1\}.$$ 

Therefore, each subcategory $AV_{h,\Phi_i}(9)$ contains three isomorphism classes of abelian varieties; two with endomorphism ring $S$ and one with endomorphism ring $\mathcal{O}_L$. We compute that for each $\Phi_i$, only one of the abelian varieties with endomorphism ring $S$ is principally polarizable, with two non-isomorphic principal polarizations, while the abelian variety with maximal endomorphism ring admits a unique principal polarization (up to polarized isomorphisms).

The following example shows the need for a generalized residual reflex condition, by showing that it is possible for all the simple factors of a non-simple variety to satisfy the generalized residual reflex condition of Definition $[2.14]$ while the variety itself does not, as claimed in Remark $[2.15]$.

Example 5.11. Consider the Weil 3-polynomials $h_1 = x^2 + 3$ and $h_2 = x^4 + 9$ and the isogeny class $AV_{h_1,h_2}(3)$ of abelian threefolds over $\mathbb{F}_3$, see the LMFDB label $[27] \text{a} \_d\_a$. Using that both number fields $K_1 = \mathbb{Q}[x]/(h_1)$ and $K_2 = \mathbb{Q}[x]/(h_2)$ are Galois with a unique prime above 3, one verifies that all CM-types of $AV_{h_1}(3)$ and $AV_{h_2}(3)$ satisfy the Shimura-Taniyama formula, cf. Condition $[1]$ of Definition $[2.14]$. Moreover, since $K_1$ is a quadratic number field with a unique prime above 3 with residue class field $F_3$, both CM-types of $AV_{h_1}(3)$ also satisfy Condition $[2]$ of Definition $[2.14]$ For $K_2$ one computes that only two out of the four possible CM-types satisfy Condition $[2]$ of Definition $[2.14]$. In particular, by Theorem $[2.16]$ in both isogeny classes $AV_{h_1}(3)$ and $AV_{h_2}(3)$ there exists an abelian variety that admits a canonical lifting to characteristic zero. On the other hand, our algorithm shows that all CM-types of $AV_{h_1,h_2}(3)$ satisfy Condition $[1]$ of Definition $[2.14]$ but no CM-type satisfies Condition $[2]$ of Definition $[2.14]$.

The following examples illustrate in detail how to apply the results from Section $5.2$. In Example $5.12$ we fully determine the number of principally polarized abelian varieties, showing that in fact we can ignore the contribution given by $\alpha$ for this isogeny class.

Example 5.12. Consider the isogeny class $AV_h(3)$ defined by $x^6 - x^5 + 6x^4 - 6x^3 + 18x^2 - 9x + 27$, see the LMFDB label $[27] \text{ag} \_bc\_aee$. It has $p$-rank 1 and it factors up to isogeny into a supersingular elliptic curve and an almost-ordinary surface. Our computation shows that
there exists a CM-type $\Phi$ of the endomorphism algebra $L = \mathbb{Q}(x)/h$ satisfying the generalized residue reflex condition, cf. Definition 2.14.

The order $R_w$ has index 18 in the maximal order $\mathcal{O}_L$. We found that for each divisor $d$ of 18 there exists an unique order $S_d$ of index $d$ in $\mathcal{O}_L$. In particular, by Corollary 4.9 we can deduce that $\mathcal{I}_h$ contains $\mathcal{O}_L$ and $S_2$. By applying Theorem 5.5.2 we compute the principal polarizations of the isomorphism classes with endomorphism ring $S_2$ and $S_1 = \mathcal{O}_L$, and find that each is the endomorphism ring of two non-isomorphic abelian varieties admitting a unique principal polarization (up to polarized isomorphism).

Since Theorem 5.5.2 fails for the other overorders, we attempt to use Theorem 5.5.3. It turns out that the orbit $\Phi G_{S_2}$ consists of all eight CM-types of $L$. Our computation returns that for every $\Phi' \in \Phi G_{S_2}$ and for every fractional ideal $I$ with $(I : I) = S_6$ or $(I : I) = S_3$ the set $\mathcal{P}_{\Phi'}(I)$ is empty. We conclude that there is no principally polarized abelian variety with endomorphism ring $S_6$ or $S_3$.

Next, we consider $S_{18}$. Up to isomorphism, there are eight fractional ideals $I_1, \ldots, I_8$ with $(I_1 : I_1) = S_{18}$. We observe that for any $\Phi' \in \Phi G_{S_2}$ there are precisely four classes $I_i$ such that the set $\mathcal{P}^1_{\Phi'}(I_i)$ is empty and four for which it contains one single element. In other words, for any $\Phi' \in \Phi G_{S_2}$, the integer tuple

$$\left(\left|\mathcal{P}^1_{\Phi'}(I_1)\right|, \ldots, \left|\mathcal{P}^1_{\Phi'}(I_8)\right|\right)$$

is a permutation of

$$(1, 1, 1, 1, 0, 0, 0, 0).$$

This means that we cannot apply Theorem 5.5.3 to compute the principal polarizations of a single $I_i$. But by Theorem 5.9 we can conclude that 4 of the 8 isomorphism classes with endomorphism ring $S_{18} = R_w$ admit a unique principal polarization (up to polarized isomorphism). Applying the same reasoning to the order $S_9$ we can also deduce that 4 of the 8 isomorphism classes with endomorphism ring $S_{18} = R_w$ admit a unique principal polarization (up to polarized isomorphism).

Contrary to Example 5.12 in Example 5.13 below, we will see that we cannot ignore the contribution given by $\alpha$ for all endomorphism rings. Indeed, we find a finite set of possibilities for some endomorphism rings.

**Example 5.13.** Consider the isogeny class $AV_n(2)$ defined by $h = x^8 + 16$, see the LMFDB 27 label 4.2.a_a_a_a_a. The number field $L = \mathbb{Q}(x)/h = \mathbb{Q}(F)$ is Galois, and it is easy to verify that the residue field of $\mathcal{O}_L$ at the unique prime above 2 is $\mathbb{F}_2$. In particular we deduce that all CM-types satisfy the residual reflex condition. In Table 1 we summarize the output of the computation of the principal polarizations. The order $R_w = \mathbb{Z}[F, V]$ has 19 overorders. Each overorder $T$ is generated by 1 and the conductor $(T : \mathcal{O}_L)$, which is always a principal $\mathcal{O}_L$ ideal. Moreover, the index of each $T$ in $\mathcal{O}_L$ is a power of 2. Hence, we deduce that the set $\mathcal{I}$ contains only $\mathcal{O}_L$. Notice that 15 overorders $T$ satisfy $T = \mathcal{O}_L$. Among those, only 3 overorders satisfy Theorem 5.5.2 and for 7 others we can compute the number of isomorphism classes of principally polarized abelian varieties using Theorem 5.9. For the remaining 5 overorders we have two possibilities. For example, there are 4 (unpolarized) isomorphism classes of abelian varieties with endomorphism ring $R_w$: either all of them are not principally polarizable, or two of them admit 4 non-isomorphic principal polarizations each while the other two are not principally polarizable.

This shows that $\alpha$ is a real obstruction in the following sense. We can construct a lifting using any of the CM-types (since they all satisfy the residual reflex condition). However,
if we could put $\alpha = 1$ for all these different CM-types, then we would have contradictory answers for the number of principally polarized abelian varieties in this isogeny class.

| order $T$ | $[\mathcal{O}_T : T]$ | $T = \mathbb{T}$ | number of ppav |
|-----------|------------------------|-----------------|----------------|
| $\mathcal{O}_T$ | 1 | true | true | 1 |
| $Z + \left(1 + \frac{1}{2} F^6\right) \mathcal{O}_L$ | 2 | true | true | 1 |
| $Z + \frac{1}{2} F^6 \mathcal{O}_L$ | 4 | true | false | 0 |
| $Z + \left(1 + \frac{1}{2} F^4\right) \mathcal{O}_L$ | 4 | true | true | 1 |
| $Z + \left(1 - \frac{1}{2} F + \frac{1}{2} F^3 - \frac{1}{2} F^5 + \frac{1}{12} F^8 + \frac{1}{12} F^7\right) \mathcal{O}_L$ | 4 | true | false | 0+0 |
| $Z + \left(\frac{1}{2} F^2 + \frac{1}{2} F^6\right) \mathcal{O}_L$ | 8 | true | false | 0+2+0+0 |
| $Z + \left(F - \frac{1}{2} F^3\right) \mathcal{O}_L$ | 8 | false | – | 0 |
| $Z + \left(1 + \frac{1}{2} F^2 - \frac{1}{2} F^3 - \frac{1}{2} F^6\right) \mathcal{O}_L$ | 8 | false | – | 0 |
| $Z + \frac{1}{2} F^4 \mathcal{O}_L$ | 16 | true | false | 0 |
| $Z + 2 \mathcal{O}_L$ | 16 | true | false | 2 or 0 |
| $Z + \left(F - \frac{1}{2} F^3\right) \mathcal{O}_L$ | 16 | true | false | 0+0+0+0 |
| $Z + \left(2 + \frac{1}{2} F^6\right) \mathcal{O}_L$ | 32 | true | false | 0+2+0+0 |
| $Z + \left(F + \frac{1}{2} F^3 + \frac{1}{2} F^5 - \frac{1}{2} F^7\right) \mathcal{O}_L$ | 32 | true | false | 1+1 or 0+0 |
| $Z + \frac{1}{2} F^6 \mathcal{O}_L$ | 32 | true | false | 0+2+0+0 or 0+0+0+0 |
| $Z + \left(2 + \frac{1}{2} F^4\right) \mathcal{O}_L$ | 64 | false | – | 0 |
| $Z + \left(F - \frac{1}{2} F^3 + \frac{1}{2} F^5 + \frac{1}{2} F^7\right) \mathcal{O}_L$ | 64 | true | false | 0+0+0+0 |
| $Z + \frac{1}{2} F^4 \mathcal{O}_L$ | 64 | false | – | 0 |
| $Z + F^3 \mathcal{O}_L$ | 128 | true | false | 0+0+0+0 |
| $R_{\omega}$ | 256 | true | false | 0+0+4+4 or 0+0+0+0+0 |

Table 1: For a conjugate stable order $T$, $[\mathcal{O}_T : T]$ is true if and only if Theorem 5.5.2 holds for the order $T$. It is left blank if $T$ does not satisfy $T = \mathbb{T}$. The number of isomorphism classes of principally polarized abelian varieties with each endomorphism ring is given as an unordered sum where each summand is a distinct (unpolarized) isomorphism class. Note that in certain cases we have two possibilities.
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