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Abstract. A record in a permutation is a maximum or a minimum, from the left or from the right. The entries of a permutation can be partitioned into two types: the ones that are records are called external points, the others are called internal points. Permutations without internal points have been studied under the name of square permutations. Here, we explore permutations with a fixed number of internal points, called almost square permutations. Unlike with square permutations, a precise enumeration for the total number of almost square permutations of size $n+k$ with exactly $k$ internal points is not known. However, using a probabilistic approach, we are able to determine the asymptotic enumeration. This allows us to describe the permuton limit of almost square permutations with $k$ internal points, both when $k$ is fixed and when $k$ tends to infinity along a negligible sequence with respect to the size of the permutation. Finally, we show that our techniques are quite general by studying the set of 321-avoiding permutations of size $n$ with exactly $k$ additional internal points ($k$ fixed). In this case we obtain an interesting asymptotic enumeration in terms of the Brownian excursion area. As a consequence, we show that the points of a uniform permutation in this set concentrate on the diagonal and the fluctuations of these points converge in distribution to a biased Brownian excursion.

1. Introduction

We look at permutations as diagrams, that is, if $n$ denotes the size of a permutation $\sigma$, we identify $\sigma$ with the set of points $\{(i, \sigma(i))\}_{i=1}^{n}$. The points of a permutation can be divided into two types, internal and external. The external points are the records of the permutation, either maximum or minimum, from the left or from the right. The internal points are the points that are not external. Square permutations are permutations where every point is external. Almost square permutations are permutations with some fixed number of internal points. We use the notation $Sq(n)$ to denote the set of square permutations of size $n$ and $ASq(n, k)$ to denote the set of almost square permutations of size $n+k$ with exactly $n$ external points and $k$ internal points.

Square permutations were first studied in [29], and later in [14] and [1], where several approaches were used to find their generating function and to derive from it an explicit expression for $|Sq(n)|$, specifically

$$|Sq(n)| = 2(n + 2)4^{n-3} - 4(2n - 5)\binom{2n - 6}{n - 3}.$$ 

More recently in [13] the second author of the present paper devised an enumerative approach through generating trees which highlights a fast sampling procedure for uniform random elements in $Sq(n)$. Finally, a probabilistic exploration in [8] by the first and the third author of the present paper, found many interesting limiting objects for uniform random permutations in $Sq(n)$.

In [1] square permutations were referred to as convex permutations and were described by pattern-avoidance. In particular, square permutations are permutations that avoid the sixteen permutations of size 5 that have an internal point.

We recall the definition of pattern avoidance for permutations. Let $S_n$ denote the set of permutations of size $n$. For $\pi \in S_n$ and $\omega \in S_k$ we say that $\pi$ contains an occurrence of $\omega$ if there exists a subsequence $i_1 < \ldots < i_k$ such that $(\pi(i_1), \ldots, \pi(i_k))$ has the same relative order as $\omega$. We say
that π avoids the pattern ω if it contains no occurrences of ω. We let \( A_{\tau_n}(\omega) \) denote the set of permutations of size \( n \) that avoid \( \omega \) and for a collection of patterns \( \mathcal{B} \) we let \( A_{\tau_n}(\mathcal{B}) \) denote the set of permutations of size \( n \) that avoid every pattern in \( \mathcal{B} \). See [1,20,32] for a proper introduction to the wide range of topics related to patterns in permutations.

Almost square permutations were studied for the first time in [12]. It was shown that, for fixed \( k > 0 \), the generating function with respect to the size for \( ASq(n,k) \) is algebraic of degree 2, and this generating function was explicitly computed for \( k = 1,2,3 \) (see Theorem 2.1). However, computations become intractable for \( k > 3 \).

Permutations that almost avoid a pattern were considered in [9,16] from an enumerative point of view. A permutation is said to \( k \)-almost avoid a pattern (or set of patterns) if \( k \) or fewer points can be deleted so that the resulting permutation avoids the pattern (or set of patterns). The notion of almost avoiding permutations has a deep relation with sorting algorithms (we refer to the introduction of [9] for more details) which are widely studied in computer science and combinatorics. The notion of almost avoidance used in [9,16] differs slightly from our definition of almost square permutations. A permutation is \( k \)-almost square if removing exactly \( k \) internal points one obtains a square permutation. On the contrary, a permutation is a \( k \)-almost avoiding permutation if, removing \( k \) or fewer points, either internal or external, one obtains a permutation that belongs to the appropriate class.

We finally point out that problems similar to the ones mentioned above, this is, involving the removal of some specific atoms from a discrete structure, have been extensively considered in graph theory. Classes of graphs, defined as follows, have been studied: for a graph class \( \mathcal{G} \) and an integer \( k \), define \( A_k(\mathcal{G}) \) as the class of all graphs in which the removal of \( k \) well-chosen vertices leads to \( \mathcal{G} \). We refer to the introduction of [27] for a nice overview of the literature on graph classes of the form \( A_k(\mathcal{G}) \) and related problems. We mention that probably the most famous instance of this kind of problems is the study of \( k \)-apex graphs, i.e. graphs that can be made planar by the removal of exactly \( k \) vertices.

The first main result of this paper uses the approach in [8,13] to give the asymptotic enumeration of \( ASq(n,k) \).

We write \( a_n \sim b_n \) if \( \lim_{n \to \infty} a_n/b_n = 1 \), and \( a_n = o(b_n) \) if \( \lim_{n \to \infty} a_n/b_n = 0 \).

**Theorem 1.1.** For \( k = o(\sqrt{n}) \), as \( n \to \infty \),

\[
|ASq(n,k)| \sim \frac{k! 2^k + 1 n^{2k+1} 4^{n-3} }{(2k+1)!} \sim \frac{k! 2^k n^{2k} }{(2k+1)!} |Sq(n)|.
\]

When \( k \) grows at least as fast as \( \sqrt{n} \) the above result fails. Nevertheless, when \( k = o(n) \), we can still obtain the following weaker asymptotic expansion that determines the behavior of the exponential growth.

**Theorem 1.2.** For \( k = o(n) \), as \( n \to \infty \),

\[
\log (|ASq(n,k)|) = \log \left( \frac{k!}{(2k+1)!} 2^{k+1} n^{2k+1} 4^{n-3} \right) + o(k).
\]

In order to determine the above asymptotic enumerations, we use an understanding of the geometric structure of a typical square permutation. Specifically, we use some previous results (established in [8]) about the precise description of the typical shape of a large square permutation and then we find bounds on the different possible ways of adding internal points. These two results lead to the desired asymptotic enumeration, and also give the description of the typical shape of a large almost square permutation.

For the latter, we utilize the language of permutons [20]. A permuton is a probability measure on the unit square with uniform marginals. Every permutation \( \sigma \) can be associated with the permuton


\( \mu_\sigma \) representing a scaled version of its diagram (see Section 6 for a precise definition). Permuton limits have been widely studied in recent years, see for instance [2, 6, 24] (we refer to our previous article [8] for a detailed description of the literature on permutons).

Given \( z \in (0, 1) \) we denote with \( \mu^z \) the permuton corresponding to a rectangle in \([0, 1]^2\) with corners at \((z, 0), (0, z), (1 - z, 1)\) and \((1, 1 - z)\) (for a rigorous construction we refer to Section 6.1). In [8] it was shown that the permuton limit of a uniform random square permutation is given by the random permuton \( \mu^z \), where \( z \) is chosen uniformly in the interval \((0, 1)\). Permutations in \( ASq(n, k) \) can be constructed starting from a permutation in \( Sq(n) \) and adding internal points (shifting points appropriately). Intuitively, this suggests that the permuton limit of \( ASq(n, k) \) is biased toward rectangles with larger area. This is confirmed by the following result.

**Theorem 1.3.** Fix \( k > 0 \). Let \( z^{(k)} \) denote the random variable in \((0, 1)\) with density

\[
    f_{z^{(k)}}(t) = (2k + 1) \binom{2k}{k} (t(1 - t))^k,
\]

i.e., \( z^{(k)} \) is beta distributed with parameters \((k + 1, k + 1)\). If \( \sigma_n \) is uniform in \( ASq(n, k) \), then as \( n \to \infty \),

\[
    \mu_{\sigma_n} \xrightarrow{d} \mu^{z^{(k)}}.
\]

The distribution of \( z^{(k)} \), when \( k \) increases, gives more weight around the value 1/2 (see Fig. 1). We therefore expect that, in the regime when \( k \to \infty \) together with \( n \) and \( k = o(n) \), a uniform random permutation with \( k \) internal points tends to \( \mu^{1/2} \). The following theorem shows exactly this concentration result.

**Figure 1.** The chart displays the density of the distribution of \( z^{(k)} \) for different values of \( k \).

**Theorem 1.4.** Let \( k \) and \( n \) both tend to infinity with \( k = o(n) \). If \( \sigma_n \) is uniform in \( ASq(n, k) \) then

\[
    \mu_{\sigma_n} \xrightarrow{d} \mu^{1/2}.
\]

The probabilistic approach used to obtain our results has a wide range of possible applications and does not apply only to the set of square permutations. For example, in Section 7 of this paper, we apply our techniques to establish the asymptotic enumeration for permutations avoiding the pattern 321 with \( k \) additional internal points. Permutations avoiding a decreasing sequence of length three are extensively studied in the literature, see for instance [5, 10, 17, 18, 19, 22, 28, 30, 31]. We recall that the points of a 321-avoiding permutation can be partitioned into two increasing
subsequences, one weakly above the diagonal and one strictly below the diagonal. Therefore 321-
avoiding permutations are particular instances of square permutations.

Let \( ASq(Av_n(321), k) \) denote the set of permutations avoiding the pattern 321 with \( n \) external points and \( k \) additional internal points or, equivalently, the subset of permutations \( \sigma \) in \( ASq(n,k) \) where the pattern induced by the records of \( \sigma \) is in \( Av_n(321) \). For fixed \( k \), we show (Theorem 2.2) that the generating function of these permutations is again algebraic of degree 2, and more precisely rational in the Catalan generating series. Explicit expressions are derived for \( k = 1, 2, 3 \). As in the case of square permutations, for \( k > 3 \), the computations to determine the generating function become intractable (see Section 2). Nevertheless, using our new probabilistic approach, we are able to compute the first order approximation of the enumeration.

Let \( c_n \) denote the \( n \)-th Catalan number, \( c_n = \frac{1}{n+1} \binom{2n}{n} \), so that \( |Av_n(321)| = c_n \).

**Theorem 1.5.** Fix \( k > 0 \). Then as \( n \to \infty \),

\[
|ASq(Av_n(321), k)| \sim \frac{(2n)^{3k/2}}{k!} \cdot c_n \cdot E \left[ \left( \int_0^1 e_t \, dt \right)^k \right],
\]

where \( e_t \) denotes the standard Brownian excursion on the interval \([0,1]\). The evaluation on the right-hand side of the \( k \)-th moment of the Brownian excursion area is derived in Section 2 of [21] where the author shows that

\[
E \left[ \left( \int_0^1 e_t \, dt \right)^k \right] = (36\sqrt{2})^{-k} \frac{2\sqrt{\pi}}{\Gamma((3k - 1)/2)} \xi_k,
\]

where \( \xi_k \) satisfies the recurrence

\[
(2) \quad \xi_r = \frac{12r}{6r - 1} \frac{\Gamma(3r + 1/2)}{\Gamma(r + 1/2)} - \sum_{j=1}^{r-1} \binom{r}{j} \frac{\Gamma(3j + 1/2)}{\Gamma(j + 1/2)} \xi_{r-j}, \quad r \geq 1.
\]

The final result of our paper is a generalization of Theorem 1.2 in [17] where the authors proved that the points of a uniform random 321-avoiding permutation concentrate on the diagonal and the fluctuations of these points converge in distribution to a Brownian excursion. We are able to generalize this result for uniform random permutations in \( ASq(Av_n(321), k) \).

We define for a permutation \( \tau_n \in ASq(Av_n(321), k) \) (with the convention that \( \tau_n^k(0) = 0 \) and \( t \in [0,1] \),

\[
F_{\tau_n^k}(t) := \frac{1}{\sqrt{2(n+k)}} |\tau_n^k(s(t)) - s(t)|,
\]

where \( s(t) = \max \{ m \leq \lfloor (n+k)t \rfloor | r_n^k(m) \) is an external point \}. Note that heuristically the function \( F_{\tau_n^k}(t) \) is interpolating only the external points of \( \tau_n^k \), forgetting the internal ones. We also introduce the following biased Brownian excursion.

**Definition 1.6.** Let \( k > 0 \). The \( k \)-biased Brownian excursion \( \left( e_t^k \right)_{t \in [0,1]} \) is a random variable in the space of right-continuous functions \( D([0,1], \mathbb{R}) \) with the following law: for every continuous bounded functional \( G : D([0,1], \mathbb{R}) \to \mathbb{R}, \)

\[
E \left[ G \left( e_t^k \right) \right] = E \left[ \left( \int_0^1 e_t \, dt \right)^k \right]^{-1} E \left[ G(e_t) \cdot \left( \int_0^1 e_t \, dt \right)^k \right],
\]

where \( e_t \) is the standard Brownian excursion on \([0,1]\).

**Theorem 1.7.** Fix \( k > 0 \). Let \( \tau_n^k \) be a uniform random permutation in \( ASq(Av_n(321), k) \). Then

\[
\left( F_{\tau_n^k}(t) \right)_{t \in [0,1]} \overset{d}{\to} \left( e_t^k \right)_{t \in [0,1]},
\]
where \( e^k_t \) is the \( k \)-biased Brownian excursion on \([0,1]\), and the convergence holds in the space of right-continuous functions \( D([0,1], \mathbb{R}) \).

**Further questions.** We collect here some problems and open questions that we would like to investigate in future projects.

1. We studied the permuton limit for permutations with no internal points ([8] Theorem 4.4), with a fixed number of internal points (Theorem 1.3) and with an increasing but negligible number of internal points (Theorem 1.4). What can we say about the permuton limit of \( ASq(n,k) \) when \( k \) has order \( n \) (or is larger than \( n \))? We expect a phase transition in the permuton limit from the permuton \( \mu^{1/2} \) to the permuton given by the Lebesgue measure on the unit square (which is the limit of uniform permutations). We believe that the precise analysis of this phase transition is an interesting and challenging question to address.

2. In Section 7 we investigate 321-avoiding permutations with \( k \) additional internal points for \( k \) fixed. What about the case when \( k \to \infty \)? We believe that in this regime the fluctuations of the points for a uniform permutation are not of order \( \sqrt{n} \) any more, drastically changing the behavior of the limiting shape of the permutation.

3. The \( k \)-th moment of the Brownian excursion area appearing in Theorem 1.5 is known to be the continuous limit of the normalized \( k \)-th moment of the area under large Dyck paths: it would be interesting to establish a bijection between \( ASq(Av_n(321), k) \) and some specific set of Dyck paths covering \( k \) marked points.

**Outline of the paper.** Section 2 briefly explores the explicit generating functions for \( ASq(n,k) \) and \( ASq(Av_n(321), k) \). Even for small \( k \), the generating functions become quite complicated. Section 3 explains how to construct permutations in \( ASq(n,k) \) starting from a permutation in \( Sq(n) \). Section 4 recalls useful results from [8] that are necessary in the subsequent sections. Section 5 contains the proof of Theorems 1.1 and 1.2, while Section 6 considers permutons and contains the proof of Theorems 1.3 and 1.4. Finally Theorems 1.5 and 1.7 are proved in Section 7.

2. Generating Functions for small values of \( k \).

In [12], Disanto et al. extended the linear recursive construction of square permutations that was given in [14] in order to enumerate the class \( ASq(n,k) \). In particular they proved the following theorem for the generating function \( ASq^{(k)}(t) = \sum_{n \geq 4} |ASq(n,k)| \cdot t^n \) of almost square permutations with \( n \) external points and \( k \) internal points:

**Theorem 2.1 ([12]).** For all \( k \geq 0 \), the generating function \( ASq^{(k)}(t) \) of almost square permutations with \( k \) internal points is algebraic of degree 2 and there exists a rational function \( R^{(k)}(u) \) such that

\[
ASq^{(k)}(t) = R^{(k)}(C(t)),
\]

where \( C(t) \) is the Catalan generating function: \( C(t) = \frac{1 - \sqrt{1 - 4t}}{2t} \). In particular\footnote{The expression of \( R^{(k)}(u) \) in [12] differs by a factor \( f(u) = ((u-1)u^{-2})^{k-1} \), or equivalently by a factor \( f(C(t)) = t^{k-1} \), from the one in (3) due to the fact that the authors of [12] considered permutations of size \( n \) with \( k \) internal points (we consider permutations of size \( n+k \) with \( k \) internal points) and moreover, a factor \( t \) is missing in their expression.} for \( k = 1, 2, 3 \),

\[
R^{(k)}(u) = \frac{8(u-1)^4 u^{k-3}}{(2-u)^{4+4k}} P^{(k)}(u),
\]

where \( P^{(1)}(u), P^{(2)}(u) \) and \( P^{(3)}(u) \) are explicit polynomials given in [12].

It is tempting to conjecture that (3) holds for all \( k \) with some polynomial \( P^{(k)}(u) \), but we would like to stress that finding an explicit expression for \( R^{(k)}(u) \) is still an open problem. Indeed, even if the solution of the system requires only subtle substitutions and applications of the kernel method,
it turns out that the computations are heavy because they involve derivatives and specializations of series in 6 variables, and the authors of [12] were not able to push them further than the case \( k = 3 \). However, assuming \([3]\), they conjectured that \( P^k(C(\frac{1}{4})) = 2^{4k-1}k! \) where \( C(\frac{1}{4}) = 2 \). Via singularity analysis \([13]\), this conjecture would imply Theorem [1.1] for the asymptotic enumeration of almost square permutations with \( k \) internal points (for \( k \) fixed). In particular it proves the cases \( k = 1, 2, 3 \) of the theorem. However, as mentioned earlier, this direct approach appears to be intractable, as opposed to the probabilistic approach discussed in the rest of the present paper.

We now discuss the case of \( \text{ASq}(Av_n(321), k) \), that was not considered in [12]. Since the strategy is similar to the one used in [12], we do not furnish here all the details and we simply explain how to adapt the computations in [12] to obtain our result. The explicit computations can be found in the Maple files in [7].

In the case of \( \text{ASq}(Av_n(321), k) \), the system of equations used in [12] takes a slightly simpler form. Let \( \text{ASq}(Av(321), k)(t) \) denote the generating function for the enumeration sequence \( |\text{ASq}(Av_n(321), k)| \). This generating function decomposes according to the five relevant subclasses of permutations identified in [12] as

\[
\text{ASq}(Av(321), k)(t) = F_A^{(k)}(t) + F_{B_α}^{(k)}(t) + F_{B_{α,u}}^{(k)}(t) + F_{B_{α,c}}^{(k)}(t) + F_{B_{d,c}}^{(k)}(t).
\]

Introducing five catalytic variables \( u, v, x, y, z \), the multivariate power series \( F_E^{(k)}(u, v; x, y, z) = F_E^{(k)}(t; u, v; x, y, z) \), \( E \in \{A, B_α, B_{α,u}, B_{α,c}, B_{d,c}\} \), satisfy a system of linear equations of the form (see below for the notation)

\[
F_E^{(0)}(u, v; x, y, z) = t \cdot \Phi_E(\mathcal{G}^{(0)}(u, v); x, y, z) + t^2 u v \cdot \delta_{E=A} + t^2 \cdot \delta_{E=B_α},
\]

and for \( k \geq 1 \)

\[
F_E^{(k)}(u, v; x, y, z) = t \cdot \Phi_E(\mathcal{G}^{(k)}(u, v); x, y, z) + \nabla(F_E^{(k-1)})(u, v; x, y, z).
\]

We now explain the various terms appearing in the previous equations (noting that the system is very similar to the one obtained in [12 Proposition 2.1]). We denote with \( \delta_P \) the indicator function of a property \( P \). For \( k \geq 0 \),

\[
\mathcal{G}^{(k)}(u, v) = \left\{ G_A^{(k)}(u, v), G_{B_α}^{(k)}(u, v), G_{B_{α,u}}^{(k)}(u, v), G_{B_{α,c}}^{(k)}(u, v), G_{B_{d,c}}^{(k)}(u, v) \right\} ,
\]

where \( G_E^{(k)}(u, v) = F_E^{(k)}(u, v; 1, 1, 1) \) depends only on \( u \) and \( v \). Additionally, \( \Phi_E(\mathcal{G}^{(k)}(u, v); x, y, z) \) is a linear combination with rational coefficients in \( u, v, x, y, z \) of the series in the family \( \mathcal{G}^{(k)}(a, b) \) using combinations of the substitutions \( a \in \{uxy, u, xy, 1\} \) and \( b \in \{vz, v, z, 1\} \). Finally, \( \nabla \) is a mixed differential and divided difference operator,

\[
\nabla(f)(u, v; x, y, z) = \frac{x^2 y^2 z}{1 - z} \left( (\partial_x f)|_{x=xy, y=1, z=1} - (\partial_x f)|_{x=xyz^{-1}} \right) + \frac{xy^2}{1 - xy^{-1}} \left( \partial_y f - xz^{-1}(\partial_x f)|_{x=xyz^{-1}, y=z} \right) + \frac{xy^2 z^{-1}}{(1 - yz^{-1})^2} \left( f - f|_{x=xyz^{-1}, y=z} \right),
\]

where \( \partial_x \) (resp. \( \partial_y \)) denotes the partial derivative w.r.t. \( x \) (resp. \( y \)).

The first system for the series \( F_E^{(0)} \) can be solved explicitly using the kernel method and yields as expected a refinement of the Catalan generating series. In order to deal with \( k \geq 1 \) we first set \( x = y = z = 1 \) and build a generic system where the terms \( \nabla(F_E^{(k-1)})(u, v, 1, 1, 1) \) are considered as parameters \( h_E^{(k-1)}(u, v) \):

\[
G_E^{(k)}(u, v) = t \cdot \Phi_E(\mathcal{G}^{(k)}(u, v); 1, 1, 1) + h_E^{(k-1)}(u, v).
\]
We solve this system of equations using the kernel method on the series \(G_E^{(k)}(u, v)\). This yields an explicit expression of the form
\[
G_E^{(k)}(u, v) = \sum_{a,b,D} g_{a,b,D}^E(U, u, v) \cdot h_D^{(k-1)}(a, b),
\]
with \(D \in \{A, B_a, B_{a,u}, B_{a,c}, B_{d,c}\}, b \in \{v, 1\}\) and \(a \in \{V, U, u, 1\}\), with \(V = 1/(1 - v(1 - U)/U^2)\), and \(U = 1 + tU^2\), and where the coefficients \(g_{a,b,D}^E(U, u, v)\) are rational in \(U, u, v\).

Returning to the original problem we have that
\[
F_E^{(k)}(u, v; x, y, z) = t \cdot \Phi_E \left( \sum_{a,b,D} g_{a,b,D}^E(U, u, v) \cdot h_D^{(k-1)}(a, b); x, y, z \right) + \nabla(F_E^{(k-1)})(u, v; x, y, z),
\]
where
\[
h_D^{(k-1)}(a, b) = \lim_{x, y, z \to 1} \nabla(F_D^{(k-1)})(a, b; x, y, z) = \left( \partial_x (\partial_y + \partial_z - 1) - \frac{1}{2}(\partial_x^2 + \partial_y^2) \right) (F_D^{(k-1)})(a, b; 1, 1, 1).
\]
This equation implies a result similar to Theorem 2.1 above and it can be iterated from the initial terms \(F_E^{(0)}\) to get the successive series \(F_E^{(k)}\) for \(k \geq 1\).

**Theorem 2.2.** For all \(k \geq 0\), the generating function \(ASq(Av(321), k)(t)\) of square permutations avoiding 321 with \(k\) additional internal points is algebraic of degree 2 and there exists a rational function \(R^{(k)}(u)\) such that
\[
ASq(Av(321), k)(t) = R^{(k)}(C(t)),
\]
where \(C(t)\) is the Catalan generating function: \(C(t) = \frac{1 - \sqrt{1 - 4t}}{2t}\). In particular, for \(k = 1, 2, 3\),
\[
R^{(k)}(u) = \frac{(u - 1)^4}{(u^2 + 1 - u)^{2k(u - 2)3k-1}} P^{(k)}(u),
\]
where \(P^{(1)}(u)\), \(P^{(2)}(u)\) and \(P^{(3)}(u)\) are explicit polynomials given in [7].

Via singularity analysis, this theorem implies the cases \(k = 1, 2, 3\) of Theorem 1.5. But again, for \(k > 3\), the computations become intractable.

### 3. Internal insertions and deletions for permutations

To understand permutations in \(ASq(n, k)\) we investigate how they can be obtained by adding points to a permutation in \(Sq(n)\). Each permutation \(\pi \in ASq(n, k)\) has a unique exterior, \(\sigma = \text{ext}(\pi)\), obtained by removing the internal points in \(\pi\) and appropriately shifting the remaining points (keeping the relative position among them) so that the resulting set of points corresponds to a (square) permutation.

**Example 3.1.** Consider the permutation \(\pi = 4752316 = \) highlighted in red the two internal points. Then the exterior of \(\pi\) is the permutation
\[
\sigma = \text{ext}(\pi) = 35214 = \]

\[\begin{array}{cccccc}
\bullet & & & & & \\
\bullet & & & & & \\
\bullet & & & & & \\
\bullet & & & & & \\
\bullet & & & & & \\
\bullet & & & & & \\
\bullet & & & & & \\
\end{array}
\]
In this section we define the insertion and deletion operation on permutations. These operations will allow us to grow certain classes of permutations from other well-understood classes.

For $n \in \mathbb{N}$, we denote with $[n]$ the set $\{1, 2, \ldots, n\}$. For a permutation $\sigma$ of size $n$ and a pair $(i, j) \in [n + 1]^2$, the insertion of $(i, j)$ in $\sigma$ gives the permutation obtained by adding a point at $(i, j)$ and shifting the points in $\sigma$ at or to the right of column $i$ to the right by 1 and shifting the points in $\sigma$ at or above row $j$ up by 1. We denote the permutation by $\text{insert}(\sigma, (i, j))$. For a permutation $\sigma'$ that contains the point $(i', j')$, the deletion of $(i', j')$ in $\sigma'$ gives the permutation obtained by removing the point $(i', j') = (i', \sigma(i'))$ and shifting points to the right of column $i'$ to the left by 1 and points above row $j'$ down by 1. We denote this permutation $\text{delete}(\sigma', (i', j'))$. If $\sigma'$ is obtained by inserting $(i, j)$ in $\sigma$, then $\sigma$ is obtained by deleting $(i, j)$ from $\sigma'$. Note that any pair $(i, j) \in [n + 1]^2$ is a valid insertion for $\sigma \in \mathcal{S}_n$, whereas only the points of the form $(i', \sigma(i'))$ make for valid deletions in $\sigma'$.

**Example 3.2.** We consider the permutation $\pi = 215684793$ and we insert on it the point $(6, 6)$, obtaining (as shown in Fig. 2) the permutation $\sigma = \text{insert}(\sigma, (6, 6)) = 21579648103$.

![Figure 2. Insertion of the point (6, 6) (highlighted with a red circle) in the permutation $\pi = 215684793$.](image)

For a sequence of points, $J = \{(i_\ell, j_\ell)\}_{\ell=1}^k$, and a permutation $\sigma$ of size $n$, we call $J$ a valid insertion sequence for $\sigma$ if $(i_\ell, j_\ell) \in [n + \ell]^2$ for $\ell \in [k]$. A valid insertion sequence, $J$, gives a corresponding sequence of permutations, $(\sigma^0, \ldots, \sigma^k)$, defined by $\sigma^0 = \sigma$ and $\sigma^\ell = \text{insert}(\sigma^{\ell-1}, (i_\ell, j_\ell))$ for $1 \leq \ell \leq k$. We denote the final permutation obtained in the sequence by $\text{insert}(\sigma, J) = \sigma^k$.

Similarly, for a permutation $\rho \in \mathcal{S}_{n+k}$ and a sequence, $J' = \{(i'_\ell, j'_\ell)\}_{\ell=1}^k$ with $(i'_\ell, j'_\ell) \in [n + k + 1 - \ell]^2$, we say $J'$ is a valid deletion sequence if there is a sequence of permutations $(\rho^0, \ldots, \rho^k)$ with $\rho^0 = \rho$ and, for $1 \leq \ell \leq k$, $\rho^\ell = \text{delete}(\rho^{\ell-1}, (i'_\ell, j'_\ell))$. If for some $\ell$, $(i'_\ell, j'_\ell)$ is not a valid deletion in $\rho^{\ell-1}$, we say $J'$ is an invalid deletion sequence for $\rho$. If $J'$ is a valid sequence of deletions we let $\text{delete}(\rho, J') = \rho^k$. If $J$ is an insertion sequence for $\sigma$ and $\pi = \text{insert}(\sigma, J)$, then the reverse of $J$, denoted $\text{reverse}(J)$, is a valid deletion sequence for $\pi$, with $\text{delete}(\pi, \text{reverse}(J)) = \sigma$.

We say an insertion, $(i, j)$, is internal for $\sigma$ if the point $(i, j)$ is internal in $\text{insert}(\sigma, (i, j))$. A sequence of insertions, $J$, is internal for $\sigma$ if for each $1 \leq \ell \leq |J|$ the point $(i_\ell, j_\ell) \in J$ is internal in $\sigma^\ell$. If $J$ is internal for $\sigma$, the corresponding sequence $(\sigma^0, \ldots, \sigma^{|J|})$ has permutations whose external points are exactly the appropriate shifts of the external points of $\sigma$. In particular, if $\sigma$ is a square permutation, then the external points of the permutations in the sequence are exactly the points of $\sigma$. Lastly, we say a deletion sequence is internal if every deletion in the sequence comes from an internal point of the corresponding permutation in the sequence.

For a permutation $\sigma$, let $I(\sigma)$ denote the set of possible internal insertions for $\sigma$ and let $J(\sigma, k)$ denote the set of possible internal insertion sequences of length $k$ for $\sigma$. 
Lemma 3.3. Let $\pi \in S_{n+k}$ and let $M$ be a collection of $k$ marked points in $\pi$. There are precisely $k!$ deletion sequences starting from $\pi$ that remove only the $k$ marked points.

Proof. The order in which the points of $M$ are removed uniquely determines the deletion sequence. There are $k!$ possible orders. ☐

Corollary 3.4. Let $\pi \in ASq(n,k)$ and let $\sigma = \text{ext}(\pi)$. There are precisely $k!$ internal insertion sequences, $J$, such that $\pi = \text{insert}(\sigma, J)$.

It is important to highlight that the insertion sequences in Corollary 3.4 are internal. For example, the permutation $\sigma = 4132$ has a unique internal insertion (the point $(3,3)$) that gives the permutation $51342$, while the insertion of $(4,4)$ in $4132$ also gives $51342$ but is not internal (see Fig. 3).

![Figure 3](image.png)

**Figure 3.** Two different insertions (highlighted with a red circle) that give the same permutation. The first insertion is internal, the second one it is not.

4. **Projection for square permutations and Petrov conditions**

We recall in this section some results from [8] that are useful for the next sections.

4.1. **Projections for square permutations.** We recall the following key definition.

**Definition 4.1.** An anchored pair of sequences of size $n$ is a triplet $(X,Y,z_0)$, where $X \in \{U,D\}^n$, $Y \in \{L,R\}^n$ and $z_0 \in [n]$. We say that the pair $(X,Y)$ is anchored at $z_0$.

Given a square permutation $\sigma \in Sq(n)$, we associate to it an anchored pair of sequences $(X,Y,z_0)$ of size $n$ (cf. Fig. 4) where the labels of $(X,Y)$ are determined by the record types (the sequence $X$ records if a point is a maximum ($U$) or a minimum ($D$) and the sequence $Y$ records if a point is a left-to-right record ($L$) or a right-to-left record ($R$)) and the anchor $z_0$ is equal to the value $\sigma^{-1}(1)$. As a convention, if a point is both a maximum and a minimum (resp. a left-to-right and a right-to-left record) we assign a $D$ (resp. a $L$). For a precise and rigorous definition we refer to [8, Section 2].

We denote with $\phi$ the injective map that associates to every square permutation the corresponding anchored pair of sequences, therefore

$$\phi : Sq(n) \to \{U,D\}^n \times \{L,R\}^n \times [n].$$

2The injectivity of the map $\phi$ was proved in [13].
We say that an anchored pair of sequences \((X, Y, z_0)\) of size \(n\) is good if \(X_1 = X_n = X_{z_0} = D\) and \(Y_1 = Y_n = L\). Note that \(\phi(Sq(n))\) is contained in the set of good anchored pairs of size \(n\). Note also that the total number of possible good anchored pairs \((X, Y, z_0)\) of size \(n\) is

\[
2^{n-2}(2 \cdot 2^{n-2} + (n-2) \cdot 2^{n-3}) = 2(n+2)4^{n-3}.
\]

This map \(\phi\) is not surjective, but we can identify subsets of good anchored pairs of sequences (called regular) and of square permutations where the projection map is a bijection. In order to do that we need to introduce the Petrov conditions.

### 4.2. Petrov conditions

Let \(X \in \{U, D\}^n\) and \(Y \in \{L, R\}^n\). Let \(ct_D(i)\) denote the number of \(D\)s in \(X\) up to (and including) position \(i\). Similarly define \(ct_U(i), ct_L(i)\) and \(ct_R(i)\) for the number of \(U\)s in \(X\) and the number of \(L\)s or \(R\)s in \(Y\), respectively. Let \(pos_D(i)\) denote the position of the \(i\)-th \(D\) in \(X\) with \(pos_D(i) = n\) if there are fewer than \(i\) indices labeled with \(D\) in \(X\). Similarly define \(pos_U(i), pos_L(i)\) and \(pos_R(i)\) for the location of the indices of the other labels.

**Definition 4.2** (Petrov conditions). We say that the labels \(D\) in \(X\) satisfy the Petrov conditions if the following are true:

1. \(|ct_D(i) - ct_D(j) - \frac{1}{2}(i-j)| < n^4\), for all \(|i-j| < n^6\);
2. \(|ct_D(i) - ct_D(j) - \frac{1}{2}(i-j)| < \frac{1}{2}|i-j|^6\), for all \(|i-j| > n^3\);
3. \(|pos_D(i) - pos_D(j) - 2(i-j)| < n^4\), for all \(|i-j| < n^6\) and \(i, j \leq \text{ct}_D(n)\);
4. \(|pos_D(i) - pos_D(j) - 2(i-j)| < 2|i-j|^6\), for all \(|i-j| > n^3\) and \(i, j \leq \text{ct}_D(n)\).

A similar definition holds for the labels \(U\) in \(X\) and the labels \(L\) and \(R\) in \(Y\) for the functions \(ct_U, ct_L, ct_R\), and \(pos_U, pos_L, pos_R\). We say the Petrov conditions hold for the pair of sequences \(X\) and \(Y\) if the Petrov conditions hold for the four types of labels of \(X\) and \(Y\).

Given a permutation \(\sigma \in Sq(n)\), we say that \(\sigma\) has regular projections if the Petrov conditions hold for the corresponding pair of sequences \(X\) and \(Y\). For each \(z_0 \in [n]\), let \(R(z_0)\) denote the subset of \(Sq(n)\) consisting of permutations anchored at \(z_0\) and having regular projections.

Given a sequence \(k = k_n = o(n)\) (resp. \(k = k_n = o(\sqrt{n})\)), we fix now some sequence \(\delta_n = \delta_n(k)\) such that

\[
\delta_n = o(n), \quad \delta_n \geq n^9, \quad \text{and} \quad k = o(\delta_n) \quad (\text{resp.} \; k = o(\sqrt{\delta_n})).
\]

Note that this is always possible taking for example \(\delta_n = \max\{\sqrt{n^k}, n^9\}\) (resp. \(\delta_n = \max\{\sqrt{n^k}, n^9\}\)).
Let $\mathcal{R}_{irr}$ denote the permutations of $Sq(n)$ that either do not have regular projections or such that the anchor $z_0$ belongs to $[n]\setminus(\delta_n, n - \delta_n)$.

For $z_0$ in $(\delta_n, n - \delta_n)$, a uniform square permutation anchored at $z_0$ is in $\mathcal{R}_{irr}$ with probability at most $Ce^{-n^\varepsilon}$ for some positive constants $c$ and $C$ independent of $z_0$ (this follows from the classical bounds for Petrov conditions, see for instance the proof of [8, Lemma 3.4]). Thus, for $n$ large enough, we have the following bound

$$|\mathcal{R}_{irr}| \leq 2\delta_n4^{n^2} + 2n4^{n^2}Ce^{-n^\varepsilon} \leq 2\delta_n4^n.$$  

We also say that a good anchored pair of sequences $(X, Y, z_0)$ is regular\footnote{In [8] a regular anchored pair of sequences $(X, Y, z_0)$ satisfies $z_0 \in (n^9, n - n^9)$ instead of $z_0 \in (\delta_n, n - \delta_n)$. One can check that all the statements of [8] are also true for this slightly more general definition.} if the Petrov conditions hold for $X$ and $Y$ and $z_0 \in (\delta_n, n - \delta_n)$ In [8, Section 3.2] we constructed a simple algorithm to produce a square permutation from regular anchored pairs of sequences and we showed that the map $\phi^{-1}$ restricted to this set is bijective. We also showed (see [8, Lemma 3.8]) that asymptotically almost all square permutations can be constructed from regular anchored pairs of sequences, thus a permutation sampled uniformly from the set of regular anchored pairs of sequences will produce, asymptotically, a uniform square permutation.

5. ASYMPTOTIC ENUMERATION OF ALMOST SQUARE PERMUTATIONS

For $\sigma \in Sq(n)$, let $ASq(\sigma, k)$ denote the set of permutations in $ASq(n, k)$ that are of the form insert($\sigma, J$) for some valid insertion sequence $J$ that is internal with respect to $\sigma$. For a collection of permutations $S \in Sq(n)$, let $ASq(S, k) = \bigcup_{\sigma \in S} ASq(\sigma, k)$, i.e. the set of permutations in $ASq(n, k)$ whose exterior lies in $S$. By Corollary 3.4, for each $\pi \in ASq(\sigma, k)$, there are exactly $k!$ internal insertion sequences $J \in J(\sigma, k)$ such that insert($\sigma, J$) = $\pi$. These are the only ways to reach $\pi$ by an internal insertion sequence from a square permutation. Thus

$$|ASq(n, k)| = \sum_{\sigma \in Sq(n)} |ASq(\sigma, k)| = \sum_{\sigma \in Sq(n)} \frac{1}{k!} |J(\sigma, k)|.$$  

We proceed by finding upper and lower bounds for $|J(\sigma, k)|$ for $\sigma \in Sq(n)$. The following lemma gives bounds on the size of $I(\sigma)$ for $\sigma \in \mathcal{R}(z_0)$ for some $z_0 \in (\delta_n, n - \delta_n)$.

**Lemma 5.1.** There exists $c > 0$ such that for every $z_0 \in (\delta_n, n - \delta_n)$, and every $\sigma \in \mathcal{R}(z_0)$,

$$2(z_0 - cn^6)(n - z_0 - cn^6) \leq |I(\sigma)| \leq 2(z_0 + cn^6)(n - z_0 + cn^6).$$

As a consequence, there exists $\varepsilon > 0$ such that $|I(\sigma)| \geq \varepsilon n\delta_n$, for every $z_0 \in (\delta_n, n - \delta_n)$ and every $\sigma \in \mathcal{R}(z_0)$.

**Proof.** By [8, Lemma 3.6], square permutations with regular projections anchored at $z_0 \in (\delta_n, n - \delta_n)$ have points which are contained between the lines

- $x + y = z_0 \pm cn^6$,
- $x + y = 2n - z_0 \pm cn^6$,
- $x - y = z_0 \pm cn^6$,
- $y - x = z_0 \pm cn^6$.

The upper and lower bounds of [8] are given by the area of the smallest and largest rectangle given by these bounded lines.

The existence of $\varepsilon > 0$ such that $|I(\sigma)| \geq \varepsilon n\delta_n$, for every $z_0 \in (\delta_n, n - \delta_n)$ and every $\sigma \in \mathcal{R}(z_0)$, is a consequence of [8].
Note that, for \( \sigma \in \mathcal{R}_{irr} \), we have the bound
\[
0 \leq |I(\sigma)| \leq (n+1)^2.
\]

For insertion sequences, the number of possible insertions at each step in the sequence increases.

**Lemma 5.2.** Let \( \sigma \in \mathcal{S}_n \). Let \( \sigma' \) be obtained by the insertion in \( \sigma \) of some point in \( I(\sigma) \). Then
\[
|I(\sigma)| \leq |I(\sigma')| \leq |I(\sigma)| + 2n.
\]

**Proof.** For the lower bound let \((i,j)\) be a point in \( I(\sigma)\) that is inserted into \( \sigma \) and let \( \sigma' = \text{insert}(\sigma, (i,j)) \). For \((i',j') \in I(\sigma)\) with \(i' < i\) and \(j' < j\) then \((i',j') \in I(\sigma')\). On the other hand, if \((i',j') \in I(\sigma)\) with \(i' \geq i\) and/or \(j' \geq j\), the points \((i' + 1, j'), (i', j' + 1)\) or \((i' + 1, j' + 1)\) are in \( I(\sigma') \) depending on whether \(i' > i\), \(j' > j\) or both. Thus for every point in \( I(\sigma) \) there is a unique corresponding point in \( I(\sigma') \). All other points of \( I(\sigma') \) will have the form \((i',j')\) or \((i',j)\), giving the upper bound since there are at most \(2n\) such points. \(\square\)

Thus subsequent insertions give the following bounds on the size of \( J(\sigma,k) \).

**Lemma 5.3.** Let \( \sigma \in \mathcal{S}_n \) and \( k \in \mathbb{Z}_{>0} \). It holds that
\[
|I(\sigma)|^k \leq |J(\sigma,k)| \leq (|I(\sigma)| + 2nk + k^2)^k.
\]

**Proof.** Let \( i \leq k \) and \( \sigma^i \) be a permutation obtained by the insertions of \( i \) internal point in \( \sigma \). From Lemma 5.2 we have
\[
|I(\sigma)| \leq |I(\sigma^i)| \leq |I(\sigma)| + 2n + \cdots + 2(n+i-1) = |I(\sigma)| + i(2n+i-1).
\]

Therefore
\[
|I(\sigma)|^k \leq |J(\sigma,k)| \leq \prod_{i=1}^{k} (|I(\sigma)| + i(2n+i-1)).
\]

Noting that \( i(2n+i-1) \leq 2nk + k^2 \), for all \( i \leq k \), we obtain \( \prod_{i=1}^{k} (|I(\sigma)| + i(2n+i-1)) \leq (|I(\sigma)| + 2nk + k^2)^k \) and we conclude the proof. \(\square\)

Fix now \( \varepsilon > 0 \) and assume that \( |I(\sigma)| \geq \varepsilon n \delta_n \). Then for \( k \leq n \),
\[
|I(\sigma)| + 2nk + k^2 \leq |I(\sigma)|^k \left(1 + \frac{2nk + k^2}{\varepsilon n \delta_n}\right)^k \leq |I(\sigma)|^k \cdot \exp\left(\frac{3k^2}{\varepsilon n}\right),
\]
where in the last equality we used that \((1 + x) \leq e^x\) and \(k \leq n\). Furthermore for \( k = o(\sqrt{n}) \),
\[
(|I(\sigma)| + 2nk + k^2)^k \leq |I(\sigma)|^k \cdot \exp(3/\varepsilon \cdot o(1)).
\]

**Corollary 5.4.** Let \( \sigma \in \mathcal{S}_n \), \( \varepsilon > 0 \), \( k = o(\sqrt{n}) \). If \( |I(\sigma)| \geq \varepsilon n \delta_n \) then
\[
|ASq(\sigma,k)| \sim \frac{|I(\sigma)|^k}{k!}.
\]

**Proof.** Note that from Corollary 3.4 \( |ASq(\sigma,k)| = \frac{1}{k!} J(\sigma,k) \). We conclude combining the bounds in (10) and (12) (recalling that from [5] we have that \( k = o(\sqrt{n}) \) since \( k = o(\sqrt{n}) \)). \(\square\)

We can now prove the main result of this section, that is, when \( k = o(\sqrt{n}) \) then
\[
|ASq(n,k)| \sim \frac{k!2^{k+1}n^{2k+1}4^{n-3}}{(2k+1)!}.
\]
Proof of Theorem 1.1. For \( \sigma \in \mathcal{R}_{irr} \), we have from [9] the rough bounds of

\[
0 \leq |J(\sigma, k)| \leq (n + k)^{2k}.
\]

Therefore the contribution from \( \mathcal{R}_{irr} \) to \( ASq(n, k) \) is bounded above by

\[
\sum_{\sigma \in \mathcal{R}_{irr}} |ASq(\sigma, k)| = \sum_{\sigma \in \mathcal{R}_{irr}} \frac{1}{k!} |J(\sigma, k)| \leq \frac{1}{k!} 2\delta_n^4 n + k)^{2k} \leq \frac{1}{k!} 2\delta_n^4 n^{2k} n^{2k},
\]

where in the first inequality we also used the bound for \( |\mathcal{R}_{irr}| \) obtained in [6] and in the second inequality the fact that \( k = o(\sqrt{n}) \).

We now focus on the contribution of

\[
\sum_{\sigma \in S(n) \setminus \mathcal{R}_{irr}} |ASq(\sigma, k)| = \sum_{z_0 \in (\delta_n, n - \delta_n)} \sum_{\sigma \in \mathcal{R}(z_0)} \frac{1}{k!} |J(\sigma, k)|.
\]

Using the bounds in Lemma 5.3, we have

\[
\sum_{\sigma \in S(n) \setminus \mathcal{R}_{irr}} |ASq(\sigma, k)| \leq \sum_{\sigma \in S(n) \setminus \mathcal{R}_{irr}} \frac{1}{k!} \left( |I(\sigma)| + 2nk + k^2 \right)^k.
\]

From Lemma 5.1 we know that there exists \( \varepsilon > 0 \) such that \( |I(\sigma)| \geq \varepsilon n\delta_n \), for every \( z_0 \in (\delta_n, n - \delta_n) \) and every \( \sigma \in \mathcal{R}(z_0) \). Therefore, using (12), the right-hand side of the above inequality is bounded by

\[
\exp(3/\varepsilon \cdot o(1)) \cdot \sum_{z_0 \in (\delta_n, n - \delta_n)} \sum_{\sigma \in \mathcal{R}(z_0)} \frac{1}{k!} |I(\sigma)|^k.
\]

For any fixed anchor \( z_0 \) in \((\delta_n, n - \delta_n)\), the total number of permutations in \( \mathcal{R}(z_0) \) is asymptotically \( 2 \cdot 4^{n-3} \cdot (1 + o(1)) \), where the error term is uniform in \( z_0 \) (again this follows from the classical bounds for Petrov conditions, see for instance the proof of [8, Lemma 3.4]). Using this result and the estimate in Lemma 5.1, we obtain that

\[
\sum_{\sigma \in S(n) \setminus \mathcal{R}_{irr}} \sum_{\sigma \in \mathcal{R}(z_0)} \frac{1}{k!} |I(\sigma)|^k \sim \frac{1}{k!} 2^{k+1} n^{2k+1} 4^{n-3} \int_0^1 (t(1 - t))^k dt,
\]

where we used the standard Riemann integral approximation with the substitution \( z_0 = [nt] \) for \( t \in (0, 1) \). Combining (14), (15) and (16), we conclude that

\[
\sum_{\sigma \in S(n) \setminus \mathcal{R}_{irr}} |ASq(\sigma, k)| \sim \frac{1}{k!} 2^{k+1} n^{2k+1} 4^{n-3} \int_0^1 (t(1 - t))^k dt.
\]

The integral in (17) evaluates to \( (k!)^2/(2k + 1)! \). Thus combining this with the (negligible) contribution from \( \mathcal{R}_{irr} \) (since \( \delta_n = o(n) \)) we have

\[
|ASq(n, k)| \sim \frac{k!}{(2k + 1)!} 2^{k+1} n^{2k+1} 4^{n-3}.
\]

A consequence of the proof of (17) is the following
Corollary 5.5. For $k = o(\sqrt{n})$ and $s \in (0, 1)$,

$$\sum_{z_0 \in (S_n, nS_n)} |ASq(\mathcal{R}(z_0), k)| \sim \frac{1}{k^2} 2^{k+1} n^{2k+1} 4^{n-3} \int_0^s (t(1-t))^k dt.$$

We finally investigate the case when $k = o(n)$, proving that

$$\log (|ASq(n, k)|) = \log \left( \frac{k!}{(2k+1)!} 2^{k+1} n^{2k+1} 4^{n-3} \right) + o(k).$$

Proof of Theorem 1.2. Similarly as before, from (13), (14), (11), (16) and $\int_0^1 (t(1-t))^k dt = \frac{(k!)^2}{(2k+1)!}$, we have that

$$|ASq(n, k)| = \sum_{\sigma \in Sq(n) \backslash \mathcal{R}_{irr}} |ASq(\sigma, k)| + \sum_{\sigma \in \mathcal{R}_{irr}} |ASq(\sigma, k)| \leq \exp \left( \frac{3k^2}{\varepsilon \delta_n} \right) \cdot \frac{k!}{(2k+1)!} 2^{k+1} n^{2k+1} 4^{n-3} (1 + o(1)).$$

Applying the logarithm we obtain

$$\log (|ASq(n, k)|) \leq \frac{3k^2}{\varepsilon \delta_n} + \log \left( \frac{k!}{(2k+1)!} 2^{k+1} n^{2k+1} 4^{n-3} \right) + o(1),$$

and so

$$(18) \quad \frac{\log (|ASq(n, k)|)}{k} - \log \left( \frac{k!}{(2k+1)!} 2^{k+1} n^{2k+1} 4^{n-3} \right) \leq \frac{3k^2}{\varepsilon \delta_n} + o(1).$$

On the other hand, using again (14), (16) and $\int_0^1 (t(1-t))^k dt = \frac{(k!)^2}{(2k+1)!}$, we have

$$|ASq(n, k)| \geq \sum_{\sigma \in Sq(n) \backslash \mathcal{R}_{irr}} |ASq(\sigma, k)| \geq \frac{k!}{(2k+1)!} 2^{k+1} n^{2k+1} 4^{n-3} (1 + o(1))$$

and so

$$\frac{\log (|ASq(n, k)|)}{k} - \log \left( \frac{k!}{(2k+1)!} 2^{k+1} n^{2k+1} 4^{n-3} \right) \geq o(1).$$

Putting together the last bound with the bound in (18) and recalling that when $k = o(n)$ then $\delta_n$ is a sequence such that $k = o(\delta_n)$ we obtain the desired result. \qed

6. The permuton limit of almost square permutations

We recall the minimal notions on permutons limits that we need for this section. For a complete introduction to permutons see [2] Section 2.

A permuton $\mu$ is a Borel probability measure on the unit square $[0, 1]^2$ with uniform marginals, that is

$$\mu([0, 1] \times [a, b]) = \mu([a, b] \times [0, 1]) = b - a,$$

for all $0 \leq a \leq b \leq 1$. Any permutation $\sigma$ of size $n \geq 1$ may be interpreted as a permuton $\mu_\sigma$ given by the sum of Lebesgue area measures

$$(19) \quad \mu_\sigma = n \sum_{i=1}^n \text{Leb} \left( [(i-1)/n, i/n] \times [(\sigma(i) - 1)/n, \sigma(i)/n] \right).$$

Let $\mathcal{M}$ be the set of permutons. We recall that a sequence of (deterministic) permutons $(\mu_n)_n$ converges weakly to $\mu$ (simply denoted $\mu_n \to \mu$) if

$$\int_{[0,1]^2} f \, d\mu_n \to \int_{[0,1]^2} f \, d\mu,$$
for every bounded and continuous function \( f : [0, 1]^2 \to \mathbb{R} \). With this topology, \( \mathcal{M} \) is compact and metrizable by the metric \( d_{\Box} \), defined, for every pair of permutons \((\mu, \mu')\), by

\[
d_{\Box}(\mu, \mu') = \sup_{R \in \mathcal{R}} |\mu(R) - \mu'(R)|,
\]

where \( \mathcal{R} \) denotes the set of rectangles contained in \([0, 1]^2\).

The convergence for random permutons is defined as follows.

**Definition 6.1.** We say that a random permutation \( \sigma_n \) converges in distribution to a random permuton \( \mu \) as \( n \to \infty \) if the random permuton \( \mu_{\sigma_n} \) converges in distribution to \( \mu \) with respect to the topology defined above.

### 6.1. Permutoon convergence for square permutations with a fixed number of internal points

We prove in this section Theorem 1.3. We recall here the rigorous construction of the permuton \( \mu^z \) mentioned in the introduction.

Let \( z \) be a point in \([0, 1]\). Let \( L_1 \) and \( L_4 \) denote the line segments with slope \(-1\) connecting \((0, z)\) to \((z, 0)\) and \((1 - z, 1)\) to \((1, 1 - z)\), respectively. Similarly let \( L_2 \) and \( L_3 \) denote the line segments with slope \(1\) connecting \((0, z)\) to \((1 - z, 1)\) and \((z, 0)\) to \((1, 1 - z)\), respectively. The union of \( L_1, L_2, L_3 \) and \( L_4 \) forms a rectangle in \([0, 1]^2\). For each of the line segments \( L_i \) \((i = 1, 2, 3, 4)\) we will define a measure \( \mu^z \) as a rescaled Lebesgue measure. Let \( \nu \) be the Lebesgue measure on \([0, 1]\). Let \( S \) be a Borel measurable set on \([0, 1]^2\). For each \( i \), let \( S_i = S \cap L_i \). Finally let \( \pi_x(S_i) \) be the projection of \( S_i \) onto the \( x \)-axis and \( \pi_y(S_i) \) the projection onto the \( y \)-axis. As each line has slope \(1\) or \(-1\), the measures of the projections satisfy \( \nu(\pi_x(S_i)) = \nu(\pi_y(S_i)) \). For each \( i = 1, 2, 3, 4 \), define \( \mu^z(S) := \frac{1}{2} \nu(\pi_x(S_i)) = \frac{1}{2} \nu(\pi_y(S_i)) \). Finally we define the measure \( \mu^z = \mu_1^z + \mu_2^z + \mu_3^z + \mu_4^z \). The measure \( \mu^z \) is a permuton (see [8, Lemma 4.2]).

Before proving our main result we need two technical lemmas.

**Lemma 6.2.** Let \( \sigma \) be a permutation of size \( n \) and \( \sigma' \) be a permutation obtained from \( \sigma \) by adding a point (not necessarily internal) to the diagram of \( \sigma \). Then

\[
d_{\Box}(\mu_\sigma, \mu_{\sigma'}) \leq \frac{6}{n}.
\]

**Proof.** Fix a rectangle \( R \subset [0, 1]^2 \). Recall that by definition \( \mu_\sigma \) is the permuton induced by the sum of area measures on points of \( \sigma \) scaled to fit within \([0, 1]^2\) (see [19]). Suppose that there are \( \ell \) points of \( \sigma \) contained in \( R \). Therefore, keeping track of the possible area measures intersecting the boundaries of \( R \), we have that \( |\mu_\sigma(R) - \frac{\ell}{n}| \leq \frac{2}{n} \). Now, noting that the addition of one point to the diagram of \( \sigma \), can change the number of points inside \( R \) by at most \( 2 \), we obtain that \( |\mu_{\sigma'}(R) - \frac{\ell}{n}| \leq \frac{4}{n} \). Therefore \( |\mu_\sigma(R) - \mu_{\sigma'}(R)| \leq \frac{6}{n} \). Since the latter bound does not depend on the choice of \( R \) we can conclude the proof. \( \square \)

In [8, Lemma 4.3] we showed that for \( \sigma_n \in Sq(n) \setminus \mathcal{R}_{irr} \) the permutons, \( \mu_{\sigma_n} \) and \( \mu^{z_n} \) with \( z_n = \sigma_n^{-1}(1)/n \), have distance \( d_{\Box}(\mu_{\sigma_n}, \mu^{z_n}) \) that tends to zero as \( n \) tends to infinity, uniformly over all choices of \( \sigma_n \). We prove here that the same result holds for permutations in \( ASq(Sq(n) \setminus \mathcal{R}_{irr}, k) \) whenever \( k = o(n) \).

**Lemma 6.3.** Let \( k = o(n) \). The following limit holds

\[
\sup_{\sigma_n \in ASq(Sq(n) \setminus \mathcal{R}_{irr}, k)} d_{\Box}(\mu_{\sigma_n}, \mu^{z_n}) \to 0.
\]

**Proof.** We have the following bound for every \( \sigma_n \in ASq(Sq(n) \setminus \mathcal{R}_{irr}, k) \)

\[
d_{\Box}(\mu_{\sigma_n}, \mu^{z_n}) \leq d_{\Box}(\mu_{\sigma_n}, \mu_{\text{ext} (\sigma_n)}) + d_{\Box}(\mu_{\text{ext} (\sigma_n)}, \mu^{z_n})
\]

where \( \mathcal{R}_{irr} \) denotes the set of rectangles contained in \([0, 1]^2\).
that translates into
\[ \sup_{\sigma_n \in \text{ASq}(S(n) \setminus \mathcal{R}_{\text{irr}}, k)} d(\mu_{\sigma_n}, \mu_{z_n}^k) \leq \sup_{\sigma_n \in \text{ASq}(S(n) \setminus \mathcal{R}_{\text{irr}}, k)} d(\mu_{\sigma_n}, \mu_{\text{ext}(\sigma_n)}) + \sup_{\sigma_n \in S(n) \setminus \mathcal{R}_{\text{irr}}} d(\mu_{\sigma_n}, \mu_{z_n}^k). \]

The second term in the right-hand side of the above equation tends to zero thanks to the aforementioned [8, Lemma 4.3] and the first term tends to zero because the addition of \( k = o(n) \) internal points cannot modify the permuton limit of a sequence of permutations, as shown in Lemma 6.2. \( \square \)

We can now prove the main result of this section, that is, if \( k > 0 \) is fixed and \( \sigma_n \) is uniform in \( \text{ASq}(n, k) \), then \( \mu_{\sigma_n} \xrightarrow{d} \mu_{z(k)} \) as \( n \to \infty \).

**Proof of Theorem 1.3.** With the asymptotic formula for the cardinality of \( \text{ASq}(n, k) \) (obtained in Theorem 1.1) and Corollary 5.5, we can determine the distribution for the value of \( \sigma_n^{-1}(1) \), for a uniform permutation \( \sigma_n \) in \( \text{ASq}(n, k) \) when \( k \) is fixed. Specifically,
\[
P(\sigma_n^{-1}(1) \leq n) \sim \frac{1}{(2k)!} \exp \left( \frac{\kappa_2}{\delta_n} \right) \frac{1}{k!} \sum_{n,k} \left( \frac{2^{k+1}n^{2k+4n-3}}{(2k+1)!} \int_0^s (t(1-t))^k dt \right),
\]
where we used again the fact that the contribution to the numerator of permutations in \( \mathcal{R}_{\text{irr}} \) is negligible w.r.t. the cardinality of \( \text{ASq}(n, k) \) (see (13)). Therefore \( z_n = \frac{\sigma_n^{-1}(1)}{n} \xrightarrow{d} z(k) \).

The map \( z \to \mu_z \) is continuous as a function from \( (0, 1) \) to \( M \), and thus \( \mu_{z_n} \) converges in distribution to \( \mu_{z(k)} \). By Lemma 6.3, and again the fact that \( |\mathcal{R}_{\text{irr}}| \) is negligible w.r.t. \( |\text{ASq}(n, k)| \), we also have that \( d(\mu_{\sigma_n}, \mu_{z_n}^k) \) converges almost surely to zero. Therefore, combining these results, we can conclude that \( \mu_{\sigma_n} \) converges in distribution to \( \mu_{z(k)} \). \( \square \)

### 6.2. Permuton convergence for square permutations with a growing number of internal points

We prove in this section Theorem 1.4. When the number \( k \) of internal points tends to infinity, we have the following result.

**Lemma 6.4.** Let \( k = o(n) \) and assume that \( k \to \infty \). Then for \( \sigma_n \) uniform in \( \text{ASq}(n, k) \) it holds
\[
\frac{\sigma_n^{-1}(1)}{n} \xrightarrow{d} 1/2.
\]

**Proof.** Note that for every \( 0 < \lambda < \frac{1}{2} \),
\[
P(\sigma_n^{-1}(1) \leq n(1/2 - \lambda)) \leq \frac{1}{k!} \sum_{n \in (\delta_n, n(1/2 - \lambda))] \left( A(\sigma, k) \right) + \frac{1}{|\mathcal{J}(\sigma, k)|} \sum_{\sigma \in \mathcal{R}(z_0)} |\mathcal{J}(\sigma, k)| \leq \frac{1}{k!} \sum_{n \in (\delta_n, n(1/2 - \lambda))] \left( A(\sigma, k) \right).
\]
We focus on the term \( \sum_{n \in (\delta_n, n(1/2 - \lambda))] \sum_{\sigma \in \mathcal{R}(z_0)} \frac{1}{k!} |\mathcal{J}(\sigma, k)| \). From Lemma 5.1 we know that \( |I(\sigma)| \geq \epsilon n \delta_n \). Therefore, using Lemmas 5.1 and 5.3, the estimates in (11) and the fact that \( |\mathcal{R}(z_0)| \leq 2^{2n-5} \), we obtain
\[
\sum_{n \in (\delta_n, n(1/2 - \lambda))] \sum_{\sigma \in \mathcal{R}(z_0)} \frac{1}{k!} |\mathcal{J}(\sigma, k)| \leq \frac{1}{k!} 2^{2n-5} \exp \left( \frac{3 \kappa_2}{\epsilon \delta_n} \right) \sum_{z_0 \in (\delta_n, n(1/2 - \lambda))] \left( 2(z_0 + cn^6)(n - z_0 + cn^6) \right)^k.
\]
We also have the following asymptotic estimate
\[
\frac{1}{k!} 2^{2n-5} \exp \left( \frac{3 \kappa_2}{\epsilon \delta_n} \right) \sum_{z_0 \in (\delta_n, n(1/2 - \lambda))] \left( 2(z_0 + cn^6)(n - z_0 + cn^6) \right)^k \sim \frac{1}{k!} 2^{2n-5} \exp \left( \frac{3 \kappa_2}{\epsilon \delta_n} \right) 2^k n^{2k+1} \int_0^{1/2-\lambda} (t(1-t))^k dt,
\]
where we used again the standard Riemann integral approximation with the substitution \( z_0 = \lfloor nt \rfloor \) for \( t \in (0, 1/2 - \lambda) \). Noting that for \( t \leq 1/2 - \lambda \) we have \((t(1-t))^k \leq 4^{-k}(1 - 4\lambda^2)^k \leq 4^{-k}e^{-4\lambda^2 k}\), from the two equations above we obtain that

\[
\sum_{z_0 \in \{\delta_{n, n(1/2-\lambda)}\}} \sum_{\sigma \in \mathcal{R}(z_0)} \frac{1}{k!} |J(\sigma, k)| \leq \frac{1}{k!} 2^{2n-5} \exp \left( \frac{3k^2}{5\delta_n} \right) 2^k n^{2k+1} 4^{-k} e^{-4\lambda^2 k} (1 + o(1)).
\]

Using that \(|ASq(n, k)| \sim \frac{k^{2k+1} 4^{k+1} n^{-3}}{(2k+1)!}\) and the bound in \([13]\) we can conclude from \((21)\) and \((22)\) that

\[
\mathbb{P}(\sigma^{-1}_n(1) \leq n(1/2 - \lambda)) \leq \left( \frac{2k + 1}{\sqrt{k\pi}} \right)^{-k} \exp \left( \frac{3k^2}{5\delta_n} \right) (1 + o(1)).
\]

Therefore we can conclude that \(\mathbb{P}(\sigma^{-1}_n(1) \leq n(1/2 - \lambda)) \to 0\), for every \(0 < \lambda < 1/2\).

Since \(\sigma^{-1}_n(1) \overset{d}{=} n + 1 - \sigma^{-1}_n(1)\) then the probability that \(\mathbb{P}(\sigma^{-1}_n(1) \geq n(1/2 + \lambda))\) is also equally small and this concludes the proof. \(\square\)

**Proof of Theorem 7.4.** The proof is identical to the proof of Theorem 1.3 above, using the concentration result for \(\sigma^{-1}_n(1)\) obtained in Lemma 6.4. \(\square\)

### 7. Insertions in 321-avoiding permutations

Permutations in \(Av_n(321)\) are in bijection with Dyck paths of size 2n. A Dyck path of size 2n is a path with two types of steps: (1, 1) or (1, -1), that is conditioned to start at (0, 0), end at (2n, 0), and remain non-negative in between. There are many possible bijections to choose from between these two sets. One particular bijection comes from \([3]\), which we refer to as the Billey–Jockusch–Stanley (or BJS) bijection. For a Dyck path, \(\gamma_n\), of size 2n, we let \(\tau_n = \tau_{\gamma_n}\) denote the corresponding permutation in \(Av_n(321)\) under the BJS-bijection. In the other direction, for a permutation \(\tau_n \in Av_n(321)\) we let \(\gamma_n = \gamma_{\tau_n}\) denote the corresponding Dyck path under the inverse bijection. This bijection is used in \([17]\) to show that the points of a permutation that avoid a decreasing sequence of size three converge to the Brownian excursion when properly scaled.

Specifically, extend the definition of the permutation \(\tau_n\) so that \(\tau_n(0) = 0\) and for \(t \in [0, 1]\), let

\[
F_{\tau_n}(t) := \frac{1}{\sqrt{2n}} |\tau_n(\lfloor nt \rfloor) - \lfloor nt \rfloor|.
\]

**Theorem 7.1 (Theorem 1.2 in [17]).** Let \(\tau_n\) be a uniformly random permutation in \(Av_n(321)\). Then

\[
(F_{\tau_n}(t))_{t \in [0, 1]} \overset{d}{\to} (e_t)_{t \in [0, 1]},
\]

where \(e_t\) is the Brownian excursion on \([0, 1]\) and the convergence holds in the space of right-continuous functions \(D([0, 1], \mathbb{R})\).

The main step in the proof of Theorem 7.1 is showing that the function \(F_{\tau_n}(t)\) is often close to the corresponding scaled Dyck path \(\gamma_{\tau_n}\), which converges in distribution to the Brownian excursion \([23]\).

The proof uses an alternative version of the Petrov conditions stated in terms of Dyck paths. We denote the Petrov conditions for Dyck paths with \(PC'\) and the Petrov conditions for permutations used in this paper with \(PC\) (see Definition 1.2). \(PC'\) can be translated to permutations obtaining a slightly modified version of \(PC\). We say \(\tau_n \in Av_n(321)\) satisfies \(PC'\) if, using the BJS bijection, the corresponding Dyck path, \(\gamma_n\), satisfies \(PC'\).

In what follow we say that \(\tau_n \in Av_n(321)\) satisfies the Petrov conditions if it satisfies both \(PC\) and \(PC'\) (and we do the same for Dyck paths). The exact version of \(PC'\) is not important for our results, though we point out that a uniform random permutation in \(Av_n(321)\) has exponentially small probability to satisfy only one set of conditions among \(PC\) and \(PC'\). This together with Corollary 5.5 and Proposition 5.6 and 5.7 of \([17]\), implies that there exist positive constants \(C\)
and $\delta$ such that the probability that the Petrov conditions are not satisfied for a uniform random permutation $\tau_n$ in $Av_n(321)$ is bounded above by $Ce^{-n^3}$.

**Lemma 7.2** (Lemma 2.7 in [17]). Let $\gamma_n$ be a Dyck path of size $2n$ that satisfies the Petrov conditions, and let $\tau_n$ be the corresponding permutation in $Av_n(321)$. If $(j, \tau_n(j))$ is a left-to-right maximum, then

$$|\tau_n(j) - j - \gamma_n(2j)| \leq 10n^4,$$

and if $(j, \tau_n(j))$ is a right-to-left minimum, then

$$|\tau_n(j) - j + \gamma_n(2j)| \leq 10n^4.$$

Therefore for all $j \leq n$,

$$\gamma_n(2j) - 10n^4 \leq |\tau_n(j) - j| \leq \gamma_n(2j) + 10n^4.$$

Let $M(\gamma_n) = \max_{1 \leq j \leq n} \gamma_n(2j)$ be the maximum of $\gamma_n$ and $D(\tau_n) = \max_{1 \leq j \leq n} |\tau_n(j) - j|$ be the maximum absolute displacement.

**Corollary 7.3.** Let $\tau_n$ be a permutation in $Av_n(321)$ and let $\gamma_n = \gamma_{\tau_n}$ be the corresponding Dyck path of size $2n$. If $\tau_n$ (and thus $\gamma_n$) satisfies the Petrov conditions, then $D(\tau_n) \leq M(\gamma_n) + 10n^4$.

Let $E^+(\tau_n)$ denote the set of left-to-right maxima of $\tau_n$ and $E^-(\tau_n)$ the complement of $E^+(\tau_n)$ (thus the points of $E^-(\tau_n)$ are all the right-to-left minima of $\tau_n$ that are not fixed points). For $1 \leq i \leq n$ let

$$i^+ = \max_{j \leq i} \{j : (j, \tau_n(j)) \in E^+(\tau_n)\}.$$

Similarly let

$$i^- = \min_{j \geq i} \{j : (j, \tau_n(j)) \in E^-(\tau_n)\},$$

with the exception that if $i$ is a fixed point, then $i^- = i$.

**Lemma 7.4.** Let $\tau_n \in Av_n(321)$ satisfy the Petrov conditions. For $1 \leq i \leq n$,

$$|\tau_n(i^+) - i^+| - |\tau_n(i) - i| < 25n^4,$$

and

$$|\tau_n(i^-) - i^-| - |\tau_n(i) - i| < 25n^4.$$

**Proof.** By [17] Lemma 2.5, any interval of length $n^3$ must contain both a point in $E^+(\tau_n)$ and $E^-(\tau_n)$, and therefore

$$\max\{i - i^+, i^- - i\} \leq n^3.$$

By the Petrov conditions for Dyck paths, if $|x - y| < 2n^6$ then $|\gamma_n(x) - \gamma_n(y)| < n^4$. Therefore both $|\gamma_n(2i^+) - \gamma_n(2i)| < n^4$ and $|\gamma_n(2i^-) - \gamma_n(2i)| < n^4$. By Lemma 7.2

$$|\tau_n(i^+) - i^+| - |\tau_n(i) - i| \leq |\gamma_n(2i^+) + 10n^4 - \gamma_n(2i) + 10n^4|$$

$$\leq |\gamma_n(2i^+) - \gamma_n(2i)| + 20n^4$$

$$< 25n^4,$$

and similarly,

$$|\tau_n(i^-) - i^-| - |\tau_n(i) - i| \leq |\gamma_n(2i^-) + 10n^4 - \gamma_n(2i) + 10n^4|$$

$$\leq |\gamma_n(2i^-) - \gamma_n(2i)| + 20n^4$$

$$< 25n^4.$$

This ends the proof.
Lemma 7.5. Let \( \tau_n \) be a permutation in \( \mathcal{A}_n(321) \) that satisfies the Petrov conditions. Then

\[
\frac{1}{(2n)^{3/2}} |I(\tau_n)| = \int_0^1 F_{\tau_n}(t)dt + O(n^{-1}).
\]

Proof. Since \((i, j) \in I(\tau_n)\) if and only if \(\tau_n(i^-) < j \leq \tau_n(i^+)\) then

\[
|I(\tau_n)| = \sum_{i=1}^n \tau_n(i^+) - \tau_n(i^-).
\]

For each \(i\) we may use Lemma 7.4 and (23) to obtain the upper bound

\[
\tau_n(i^+) - \tau_n(i^-) = (\tau_n(i^+) - i^+) + (i^+ - i^-) + (i^- - \tau_n(i^-))
\]

\[
\leq |\tau_n(i) - i| + 25n^4 + 2n^3 + |\tau_n(i) - i| + 25n^4
\]

\[
\leq 2|\tau_n(i) - i| + 100n^4
\]

as well as the lower bound

\[
\tau_n(i^+) - \tau_n(i^-) \geq 2|\tau_n(i) - i| - 100n^4.
\]

In terms of \(F_{\tau_n}(\cdot)\), the above estimate rewrites as \(|\tau_n(i^+) - \tau_n(i^-) - 2\sqrt{2n}F_{\tau_n}(i/n)| \leq 100n^4\) and so

\[
|I(\tau_n)| = \sum_{i=1}^n \left(2\sqrt{2n}F_{\tau_n}(i/n) + O(n^4)\right).
\]

For \(t \in [\frac{i}{n}, \frac{i+1}{n}]\), \(F_{\tau_n}(t) = F_{\tau_n}(i/n)\) and therefore the above sum can be expressed exactly as an integral plus an error term that is at most \(O(n^{1.4})\) giving

\[
|I(\tau_n)| = (2n)^{3/2} \int_0^1 F_{\tau_n}(t)dt + O(n^{1.4}).
\]

Dividing by \((2n)^{3/2}\) finishes the proof. \(\square\)

Most permutations in \(\mathcal{A}_n(321)\) satisfy the Petrov conditions and therefore Lemma 7.5 applies to most permutations. This helps in determining the asymptotic behavior of \(\text{ASq}(\mathcal{A}_n(321), k)\).

Lemma 7.6. Fix \(k > 0\). Let \(\tau_n \in \mathcal{A}_n(321)\) satisfy the Petrov conditions. Then

\[
\frac{1}{(2n)^{3k/2}} |J(\tau_n, k)| = \left(\int_0^1 F_{\tau_n}(t)dt\right)^k + O(n^{-1})
\]

and thus

\[
\frac{k!}{(2n)^{3k/2}} |\text{ASq}(\tau_n, k)| = \left(\int_0^1 F_{\tau_n}(t)dt\right)^k + O(n^{-1}).
\]

Proof. This follows exactly from the previous lemma together with Lemma 5.3. \(\square\)

Proof of Theorem 1.3. Partition \(\mathcal{A}_n(321)\) into two sets \(A_n\) and \(B_n\), where permutations in \(A_n\) satisfy the Petrov conditions and permutations in \(B_n\) do not. Let \(c_n\) denote the \(n\)-th Catalan number \(\frac{1}{n+1} \binom{2n}{n} \sim \frac{4^n}{\sqrt{2n}}\). Let \(a_n\) and \(b_n\) denote the size of \(A_n\) and \(B_n\) respectively. For a uniform permutation in \(\mathcal{A}_n(321)\), the Petrov conditions fail with probability at most \(Ce^{-n^\delta}\) for some \(C, \delta > 0\), thus we have that \(b_n \leq Ce^{-n^\delta}c_n\).

For any \(\tau_n \in \mathcal{A}_n(321)\) we always have the upper bound \(\text{ASq}(\tau_n, k) \leq (n + k)^{2k}\). Thus the contribution to \(\text{ASq}(\mathcal{A}_n(321), k)\) from permutations with external points in \(B_n\), i.e. permutations
in \( ASq(B_n, k) \), is at most \( c_n(n+k)^{2k}Ce^{-n^\delta} \leq c_n(2n)^{2k}Ce^{-n^\delta} = o(c_n) \). Using Lemma 7.6 we obtain

\[
|ASq(Av_n(321), k)| = \sum_{\tau_n \in Av_n(321)} |ASq(\tau_n, k)|
= c_n \mathbb{E} [ |ASq(\tau_n, k)|]
= \frac{(2n)^{3k/2}c_n}{k!} \mathbb{E} \left[ \left( \int_0^1 F_{\tau_n}(t) dt \right)^k \bigg| \tau_n \in A_n \right] \mathbb{P}(\tau_n \in A_n) + o\left( c_n n^{3k/2-1} \right).
\]

(24)

Using that \( \mathbb{P}(\tau_n \in B_n) \leq Ce^{-n^\delta} \) and \( F_{\tau_n}(t) \leq n^{1/2} \), we have

\[
\mathbb{E} \left[ \left( \int_0^1 F_{\tau_n}(t) dt \right)^k \bigg| \tau_n \in B_n \right] \mathbb{P}(\tau_n \in B_n) \leq Cn^{k/2}e^{-n^\delta}.
\]

(25)

Rewriting the expectation \( \mathbb{E} \left[ \left( \int_0^1 F_{\tau_n}(t) dt \right)^k \bigg| \tau_n \in A_n \right] \mathbb{P}(\tau_n \in A_n) + \mathbb{E} \left[ \left( \int_0^1 F_{\tau_n}(t) dt \right)^k \bigg| \tau_n \in B_n \right] \mathbb{P}(\tau_n \in B_n)
we have that convergence of the \( k \)-th moment of \( (\int_0^1 F_{\tau_n}(t) dt | \tau_n \in A_n) \) is equivalent to the convergence of the \( k \)-th moment of \( \int_0^1 F_{\tau_n}(t) dt \). Moreover, if the limits exist, they must agree. Suppose this is the case, then (24) becomes

\[
|ASq(Av_n(321), k)| = \frac{(2n)^{3k/2}c_n}{k!} \mathbb{E} \left[ \left( \int_0^1 F_{\tau_n}(t) dt \right)^k \bigg| \tau_n \in A_n \right] + o\left( c_n n^{3k/2-1} \right).
\]

(27)

It remains to show the existence of the limit of the \( k \)-th moment of the area \( \int_0^1 F_{\tau_n}(t) dt \). We have the simple upper bound

\[
\int_0^1 F_{\tau_n}(t) dt \leq \sup_{t \in [0,1]} F_{\tau_n}(t) = \frac{1}{\sqrt{2n}} D(\tau_n).
\]

(28)

For each \( k > 0 \) and for \( n \) large enough, from Corollary 7.3

\[
\mathbb{E} \left[ \left( \int_0^1 F_{\tau_n}(t) dt \right)^k \bigg| \tau_n \in A_n \right] \leq \mathbb{E} \left[ \left( \frac{1}{\sqrt{2n}} D(\tau_n) \right)^k \bigg| \tau_n \in A_n \right]
\leq \mathbb{E} \left[ \left( \frac{1}{\sqrt{2n}} (M(\gamma_n) + 10n^4) \right)^k \bigg| \tau_n \in A_n \right]
\leq \mathbb{E} \left[ \left( \frac{1}{\sqrt{2n}} M(\gamma_n) \right)^k \bigg| \tau_n \in A_n \right]
\leq \frac{2}{\mathbb{P}(\tau_n \in A_n)} \mathbb{E} \left[ \left( \frac{1}{\sqrt{2n}} M(\gamma_n) \right)^k \right].
\]

(29)

Therefore, from (25) and (26) we obtain the following bound

\[
\mathbb{E} \left[ \left( \int_0^1 F_{\tau_n}(t) dt \right)^k \right] \leq 2 \cdot \mathbb{E} \left[ \left( \frac{1}{\sqrt{2n}} M(\gamma_n) \right)^k \right] + Cn^{k/2}e^{-n^\delta}.
\]
By [25] Theorem 1] the exponential moment of $(2n)^{-1/2}M(\gamma_n)$ is uniformly bounded in $n$, thus for any $k > 0$, the $k$-th moment of $\int_0^1 F_{\tau_n}(t) dt$ is uniformly bounded in $n$. This along with the convergence in distribution of $\int_0^1 F_{\tau_n}(t) dt$ to $\int_0^1 e_t dt$ implies convergence of the $k$-th moments:

$$
\mathbb{E} \left[ \left( \int_0^1 F_{\tau_n}(t) dt \right)^k \right] \longrightarrow \mathbb{E} \left[ \left( \int_0^1 e_t dt \right)^k \right] \tag{29}
$$

(see [11] Theorem 4.5.2, for instance).

Dividing both sides of (27) by $(2n)^{3k/2} c_n/k!$ gives

$$
\frac{|ASq(Av_n(321), k)|}{(2n)^{3k/2} c_n/k!} = \mathbb{E} \left[ \left( \int_0^1 F_{\tau_n}(t) dt \right)^k \right] + o(1), \tag{30}
$$

and letting $n$ tend to infinity finishes the proof. \hfill \Box

We conclude this section proving Theorem 1.7. We recall that for a permutation $\tau_n \in Av_n(321)$ (with the convention that $\tau_n(0) = 0$) we defined

$$
F_{\tau_n}(t) := \frac{1}{\sqrt{2n}} |\tau_n([nt]) - [nt]|, \quad t \in [0, 1]. \tag{31}
$$

We also generalized this definition, by setting, for a permutation $\tau_n^k \in ASq(Av_n(321), k)$ (with the convention that $\tau_n^k(0) = 0$),

$$
F_{\tau_n^k}(t) := \frac{1}{\sqrt{2(n+k)}} |\tau_n^k(s(t)) - s(t)|, \quad t \in [0, 1], \tag{32}
$$

where $s(t) = \max \{ m \leq [(n+k)t] | \tau_n^k(m) \text{ is an external point} \}$. Note that, for permutations in $Av_n(321)$, the definition given in (31) coincides with the definition given in (32).

We need the following technical result.

**Lemma 7.7.** Let $Reg_n^k$ be the set of permutations in $ASq(Av_n(321), k)$ such that the exterior satisfies the Petrov conditions. As $n \to \infty$,

$$
\sup_{\tau_n^k \in Reg_n^k} ||F_{\tau_n^k}(t) - F_{ext(\tau_n^k)}(t)||_\infty \to 0,
$$

where, for a function $f : [0, 1] \to \mathbb{R}$, we denote $||f||_\infty = \sup_{t \in [0, 1]} |f(t)|$.

**Proof.** Fix $t \in [0, 1]$ and $\tau_n^k \in Reg_n^k$. Set $\tau_n = ext(\tau_n^k)$. When we add an internal point to a permutation, we shift the points of the permutation diagram above and/or to the right by at most one cell. So, there exist two integers $m(t)$ and $\ell(t)$ such that

$$
\tau_n^k(s(t)) = \tau_n(m(t)) + \ell(t), \quad \text{with } |m(t) - s(t)| \leq k \text{ and } |\ell(t)| \leq k.
$$

Therefore

$$
\left| F_{\tau_n^k}(t) - F_{\tau_n}(t) \right| = \frac{1}{\sqrt{2(n+k)}} \left| \tau_n^k(s(t)) - s(t) \right| - \frac{1}{\sqrt{2n}} |\tau_n([nt]) - [nt]| \\
= \frac{1}{\sqrt{2(n+k)}} \left| \tau_n(m(t)) + \ell(t) - s(t) \right| - \frac{1}{\sqrt{2n}} |\tau_n([nt]) - [nt]| \\
\leq \frac{1}{\sqrt{2n}} \left| \tau_n(m(t)) - m(t) \right| - \left| \tau_n([nt]) - [nt] \right| + \frac{2k}{\sqrt{2n}}.
$$

Let $\gamma_n$ be the Dyck path corresponding to $\tau_n$. By Lemma 7.2

$$
\left| \tau_n(m(t)) - m(t) \right| - \left| \tau_n([nt]) - [nt] \right| \leq |\gamma_n(m(t)) - \gamma_n([nt])| + 20n^4.
$$
By the Petrov conditions for Dyck paths, if $|x - y| < 2n^6$ then $|\gamma_n(x) - \gamma_n(y)| < n^4$. Noting that $|m(t) - [nt]| \leq |m(t) - s(t)| + |s(t) - [nt]| \leq 3k$, then we obtain that, for $n$ large enough,

$$\left| \tau_n(m(t)) - m(t) \right| - \left| \tau_n([nt]) - [nt] \right| \leq 25n^4$$

and so

$$\left| F_{\tau_n}(t) - F_{\tau_n}(t) \right| \leq \frac{25n^4}{\sqrt{2n}} \to 0.$$

This bound is independent of $t$ and $\tau_n^k$, concluding the proof. \qed

**Proof of Theorem 1.4** It is enough to show that for every continuous bounded functional $G : D([0, 1], \mathbb{R}) \to \mathbb{R}$,

$$E \left[ G \left( F_{\tau_n}(t) \right) \right] \to E \left[ G \left( e_t^k \right) \right].$$

Note that

$$\left| E \left[ G \left( F_{\tau_n}(t) \right) \right] - E \left[ G \left( e_t^k \right) \right] \right| \leq E \left[ \left| G \left( F_{\tau_n}(t) \right) - G \left( F_{\text{ext}}(\tau_n^k)(t) \right) \right| \right] + E \left[ \left| G \left( F_{\text{ext}}(\tau_n^k)(t) \right) \right| - E \left[ G \left( e_t^k \right) \right] \right].$$

We first show that

$$E \left[ \left| G \left( F_{\tau_n}(t) \right) - G \left( F_{\text{ext}}(\tau_n^k)(t) \right) \right| \right] \to 0. \quad (33)$$

We have that

$$E \left[ \left| G \left( F_{\tau_n}(t) \right) - G \left( F_{\text{ext}}(\tau_n^k)(t) \right) \right| \right] = \sum_{\tau_n^k \in \text{ASq}(A_n(321), k)} \left| G \left( F_{\tau_n}(t) \right) - G \left( F_{\text{ext}}(\tau_n^k)(t) \right) \right| \mathbb{P} \left( \tau_n = \tau_n^k \right).$$

The continuity of $G$ and Lemma 1.7 show that the contribution to the sum vanishes as $n \to \infty$ for $\tau_n^k \in \text{Reg}_n$. Since $G$ is bounded and $\mathbb{P}(\tau_n \notin \text{Reg}_n) \to 0$, we can conclude that the contribution to the sum for $\tau_n^k \notin \text{Reg}_n$ also vanishes as $n \to \infty$, and thus (33) holds.

It remains to prove that

$$E \left[ G \left( F_{\text{ext}}(\tau_n^k)(t) \right) \right] - E \left[ G \left( e_t^k \right) \right] \to 0. \quad (34)$$

Note that

$$E \left[ G \left( F_{\text{ext}}(\tau_n^k)(t) \right) \right] = \sum_{\tau_n^k \in \text{ASq}(A_n(321), k)} G \left( F_{\text{ext}}(\tau_n^k)(t) \right) \cdot \mathbb{P} \left( \tau_n = \tau_n^k \right).$$

From Theorem 1.5 we have that, uniformly for every $\tau_n^k \in \text{ASq}(A_n(321), k)$,

$$\mathbb{P} \left( \tau_n = \tau_n^k \right) \sim \frac{k!}{(2n)^{3k/2}} \cdot \frac{1}{c_n} \cdot \mathbb{E} \left[ \left( \int_0^1 e_t dt \right)^k \right]^{-1},$$

and so, setting $A_{rk} = E \left[ \left( \int_0^1 e_t dt \right)^k \right]^{-1}$, we obtain

$$E \left[ G \left( F_{\text{ext}}(\tau_n^k)(t) \right) \right] \sim A_{rk} \cdot \sum_{\tau_n^k \in \text{ASq}(A_n(321), k)} G \left( F_{\text{ext}}(\tau_n^k)(t) \right) \cdot \frac{k!}{(2n)^{3k/2}} \cdot \frac{1}{c_n},$$

$$= A_{rk} \cdot \sum_{\sigma_n \in \text{Av}_n(321)} G \left( F_{\sigma_n}(t) \right) \cdot |\text{ASq}(\sigma_n, k)| \cdot \frac{k!}{(2n)^{3k/2}} \cdot \frac{1}{c_n}.$$
From Lemma 7.6, for every $\sigma_n \in Av_n(321)$ that satisfies the Petrov conditions, it holds that

$$|ASq(\sigma_n, k)| = \left(\frac{(2n)^{3k/2}}{k!} \left(\left(\int_0^1 F_{\sigma_n}(t) dt\right)^k + O(n^{-1})\right)\right).$$

Therefore, using the asymptotic result above and recalling that the number of 321-avoiding permutations that do not satisfy the Petrov conditions is bounded by $Ce^{-n^\delta}c_n$, we obtain

$$\mathbb{E}\left[G\left(F_{\text{ext}(\tau_k)}(t)\right)\right] \sim Ar_k \cdot \sum_{\sigma_n \in Av_n(321)} G\left(F_{\sigma_n}(t)\right) \cdot \left(\int_0^1 F_{\sigma_n}(t) dt\right)^k \cdot \frac{1}{c_n},$$

where $\sigma_n$ is a uniform permutation in $Av_n(321)$. Using similar arguments to the ones used for proving the result in (29), we have that

$$\mathbb{E}\left[G\left(F_{\sigma_n}(t)\right) \cdot \left(\int_0^1 F_{\sigma_n}(t) dt\right)^k\right] \to \mathbb{E}\left[G\left(e_t\right) \cdot \left(\int_0^1 e_t dt\right)^k\right].$$

Finally, recalling the definition of $k$-biased excursion given in Definition 1.6, we can conclude that (34) holds, finishing the proof. □

Acknowledgements

The authors are very grateful to Mathilde Bouvel and Valentin Féray for the various discussions during the preparation of the paper.

The first author is supported by the SNF grant number 200021-172536, “Several aspects of the study of non-uniform random permutations”. The second author is supported by the ANR “COMBInÉ” number 193951. The third author is supported by ERC Starting Grant 680275 “MALIG”.

References

[1] M. H. Albert, S. Linton, N. N. Ruškuc, V. Vatter, and S. Waton. On convex permutations. *Discrete Mathematics*, 311(8):715-722, 2011.
[2] F. Bassino, M. Bouvel, V. Féray, L. Gerin, M. Maazoun, and A. Pierrot. Universal limits of substitution-closed permutation classes. *J. Eur. Math. Soc. (JEMS)*, 22(11):3565-3639, 2020.
[3] S. C. Billey, W. Jockusch, and R. P. Stanley. Some combinatorial properties of Schubert polynomials. *Journal of Algebraic Combinatorics*, 2(4):345-374, 1993.
[4] M. Bóna. *Combinatorics of permutations*. Discrete Mathematics and its Applications (Boca Raton). CRC Press, Boca Raton, FL, second edition, 2012. With a foreword by Richard Stanley.
[5] J. Borga. Local convergence for permutations and local limits for uniform $\rho$-avoiding permutations with $|\rho| = 3$. *Probab. Theory Related Fields*, 176(1-2):449-531, 2020.
[6] J. Borga, M. Bouvel, V. Féray, and B. Stufler. A decorated tree approach to random permutations in substitution-closed classes. *Electron. J. Probab.*, 25:Paper No. 67, 52, 2020.
[7] J. Borga, E. Duchi, and E. Slivken. Maple computations for 321-avoiding permutations with internal points. *https://www.irif.fr/~duchi/AlmostSquare*, 2019.
[8] J. Borga and E. Slivken. Square permutations are typically rectangular. *Ann. Appl. Probab.*, 30(5):2196-2233, 2020.
[9] R. Brignall, S. B. Ekhad, R. Smith, and V. Vatter. Almost avoiding permutations. *Discrete Mathematics*, 309(23-24):6626-6631, 2009.
[10] D. Callan. Bijections from Dyck paths to 321-avoiding permutations revisited. *arXiv preprint:0711.2684*, 2007.
[11] K. L. Chung. *A course in probability theory*. Academic Press, Inc., San Diego, CA, third edition, 2001.
[12] F. Disanto, E. Duchi, S. Rinaldi, and G. Schaeffer. Permutations with few internal points. *Electronic Notes in Discrete Mathematics*, 38:291-296, 2011.
[13] E. Duchi. A code for square permutations and convex permutominoes. *Discrete Math. Theor. Comput. Sci.*, 21(2):Paper No. 2, 18, 2019.
[14] E. Duchi and D. Poulalhon. On square permutations. In Uwe Roesler, editor, Fifth Colloquium on Mathematics and Computer Science, volume DMTCS Proceedings vol. AI, Fifth Colloquium on Mathematics and Computer Science of DMTCS Proceedings, pages 207–222, Kiel, Germany, 2008. Discrete Mathematics and Theoretical Computer Science.

[15] P. Flajolet and R. Sedgewick. Analytic combinatorics. Cambridge University Press, Cambridge, 2009.

[16] W. Griffiths, R. Smith, and D. Warren. Almost avoiding pairs of permutations. Pure Mathematics and Applications, 22(2):129–139, 2011.

[17] C. Hoffman, D. Rizzo, and E. Slivken. Pattern-avoiding permutations and Brownian excursion part I: shapes and fluctuations. Random Structures & Algorithms, 50(3):394–419, 2017.

[18] C. Hoffman, D. Rizzo, and E. Slivken. Pattern-avoiding permutations and Brownian excursion, part II: fixed points. Probability Theory and Related Fields, 169(1):377–424, Oct 2017.

[19] C. Hoffman, D. Rizzo, and E. Slivken. Fixed points of 321-avoiding permutations. Proceedings of the American Mathematical Society, 2018.

[20] C. Hoppen, Y. Kohayakawa, C. G. Moreira, B. Ráth, and R. Menezes Sampaio. Limits of permutation sequences. J. Combin. Theory Ser. B, 103(1):93–113, 2013.

[21] S. Janson. Brownian excursion area, Wright’s constants in graph enumeration, and other Brownian areas. Probability Surveys, 4:80–145, 2007.

[22] S. Janson. Patterns in random permutations avoiding the pattern 321. Random Structures Algorithms, 55(2):249–270, 2019.

[23] W. D. Kaigh. An invariance principle for random walk conditioned by a late return to zero. Ann. Probability, 4(1):115–121, 1976.

[24] R. Kenyon, D. Král, C. Radin, and P. Winkler. Permutations with fixed pattern densities. Random Structures Algorithms, 56(1):220–250, 2020.

[25] O. Khorunzhiy and J.-F. Marckert. Uniform bounds for exponential moment of maximum of a Dyck path. Electron. Commun. Probab., 14:327–333, 2009.

[26] S. Kitaev. Patterns in permutations and words. Monographs in Theoretical Computer Science. An EATCS Series. Springer, Heidelberg, 2011. With a foreword by Jeffrey B. Remmel.

[27] A. Leivaditis, A. Singh, G. Stamoulis, D. M. Thilikos, K. Tsatsanis, and V. Velona. Minor-obstructions for apex sub-unicyclic graphs. Discrete Appl. Math., 284:538–555, 2020.

[28] N. Madras and L. Pehlivan. Large deviations for permutations avoiding monotone patterns. Electron. J. Combin., 23(4):Paper 4.36, 20, 2016.

[29] T. Mansour and S. Severini. Grid polygons from permutations and their enumeration by the kernel method. In 19th Intern. Conf. on Formal Power Series and Algebraic Combinatorics, Center for Combin., July 2007.

[30] S. Miner and I. Pak. The shape of random pattern-avoiding permutations. Adv. in Appl. Math., 55:86–130, 2014.

[31] S. Miner, D. Rizzo, and E. Slivken. Asymptotic distribution of fixed points of pattern-avoiding involutions. Discrete Math. Theor. Comput. Sci., 19(2):Paper No. 5, 15, 2017.

[32] V. Vatter. Permutation classes. In Handbook of enumerative combinatorics, Discrete Math. Appl. (Boca Raton), pages 753–833. CRC Press, Boca Raton, FL, 2015.

(J. Borga) Institut fur Mathematik, Universitat Zurich, Winterthurerstr. 190, CH-8057 Zurich, Switzerland
Email address: jacopo.borga@math.uzh.ch

(E. Duchi) Université de Paris Diderot, IRIF, Batiment Sophie Germain, 75013, Paris, France
Email address: duchi@irif.fr

(E. Slivken) Université de Paris Diderot, LPSM, Batiment Sophie Germain, 75013, Paris, France
Email address: eslivken@lpsm.paris