A NEW METHOD TO PROVE THE COLLATZ CONJECTURE

DANIAL KARAMI

Abstract. The Collatz conjecture is a famous math problem that was introduced by Lothar Collatz in 1937, and nobody has yet succeeded in proving or disproving it. In this article, I will analyze this problem with a new approach and I will discuss my important findings that are helpful in getting closer to the proof of this unsolved problem in mathematics.

1. Introduction

The Collatz conjecture, also known as Syracuse conjecture, involves a sequence where we start with any positive integer. If it is odd, triple it and add one to get the next number in the sequence. However, if it is even, divide it by 2 instead. The conjecture claims that the value of the original selected number is not important because the sequence will always reach one.

As of today, this conjecture has been checked by computer tests up to $2.95 \times 10^{20}$ and most of the mathematicians believe that this conjecture is true for all natural numbers. However, nobody has yet succeeded in providing a proof that can convince us of whether this is correct or not.

Lemma 1.1. The configuration of the Collatz conjecture can be viewed as any chosen number $\rightarrow 1$

Theorem 1.2. We can define this conjecture as a function $f$:

$$f(n) = \begin{cases} 
\frac{n}{2} & \text{if } n \equiv 0 \pmod{2} \\
3n + 1 & \text{if } n \equiv 1 \pmod{2}
\end{cases}$$

In fact, we form a sequence by performing this action many times. Begin with any natural number and take the result of each step as the input for the next step, In notation:

$$a_i = \begin{cases} 
n & \text{for } i = 0 \\
f(a_{i-1}) & \text{for } i > 0
\end{cases}$$

Where $a_i$ is equivalent to $f$ being applied to $n$ $i$ times ($a_i = f^i(n)$) [1].

Example 1.3. Here is an example with 17 as the selected first number:

$$17 \rightarrow 52 \rightarrow 26 \rightarrow 13 \rightarrow 40 \rightarrow 20 \rightarrow 10 \rightarrow 5 \rightarrow 16 \rightarrow 8 \rightarrow 4 \rightarrow 2 \rightarrow 1$$

Definition 1.4. Below, the modified form of Collatz function is discussed:

$$f(n) = \begin{cases} 
\frac{n}{2} & \text{if } n \equiv 0 \pmod{2} \\
\frac{3n + 1}{2} & \text{if } n \equiv 1 \pmod{2}
\end{cases}$$

It is clear that $3n + 1$ is always an even number when $n$ is odd such that $n \in \mathbb{N}$, and this is the reason why we can write it in this way.
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2-adic extension Consider the following function $T$:

$$T(x) = \begin{cases} 
  x/2 & \text{if } x \equiv 0 \pmod{2} \\
  (3x + 1)/2 & \text{if } x \equiv 1 \pmod{2}
\end{cases}$$

It is clear that due to the 2-adic measure, the loop of 2-adic integers, $\mathbb{Z}_2$, is persistent and preserves measure. In fact, its dynamics has recognized to be ergodic. We can show the parity vector function $Q$ which perform on $\mathbb{Z}_2$ as:

$$Q(x) = \sum_{k=0}^{\infty} (T^k(x) \pmod{2}) 2^k$$

As a result, the function $Q$ is a 2-adic isometry. All of the infinite and unlimited parity sequence occur for one 2-adic integer so that in $\mathbb{Z}_2$, almost all of the routes are acyclic. An equivalent formulation of this problem in mathematics is $Q(\mathbb{Z}^+) \subset \frac{1}{3} \mathbb{Z}.$ This area has been widely studied in [3].

**Iteration on the real or complex digits:** As restriction to the numbers of the smooth real and complex map, Collatz conjecture map can be seen as

$$f(z) = \frac{1}{2} z, \cos^2 \left( \frac{\pi}{2} z \right) + (3z + 1) \sin^2 \left( \frac{\pi}{2} z \right)$$

If it is the standard Collatz map explained above, we can improve it by replacing $3n + 1$ with $(3n + 1)/2$. Therefore, this map can be shown as

$$f(z) = \frac{1}{2} z, \cos^2 \left( \frac{\pi}{2} z \right) + \frac{(3z + 1)}{2} \sin^2 \left( \frac{\pi}{2} z \right)$$

Chamberland examined the repetition on the real number line in 1996. He demonstrated that when there are infinitely many fixed points, the Collatz conjecture doesn’t hold for the real numbers. Furthermore, the orbits and cycles escape monotonously and are boundless.” For more details study [4].

**Definition 1.5.** The result of $3^k + 1$ is always equal to an even number, unless the case is $k = 2^a \cdot \hat{k}$. So with $a \geq 1$ and $\hat{k}$ odd, $3^k + 1 = 2^a \cdot \hat{k}$. From the set $I$ of odd integers into function $f$ such that $f(k) = \hat{k}$, syracuse function will appear. Some properties of this function are:

- $\forall k \in I : f(4k + 1) = f(k)$ Because $3(4k + 1) + 1 = 12k + 4 = 4(3k + 1)$
- We can generalize more: $\forall p \geq 1, h = 2k + 1 ; f^{p-1}(2^p h - 1) = 2 \times 3^{p-1} h - 1$. (Here $f^{p-1}$ is function iteration notation)

The Collatz conjecture is commensurate to express that, for every $k \in I$, there is an integer $n \geq 1$, s.t. $f^n(k) = 1.$” More information can be found in [5].

Anyway, in the main result of this paper, particular patterns of the numbers that approach 1 are mentioned. In fact, it has been discovered that in contrast with the fact that each number has its own algorithm, they have to follow some same particular edict in their journey to 1.

## 2. Main result

In order to find the steps before 1, lets lead 1 to other numbers by doing the formulation of the conjecture backward.

**Theorem 2.1.** One step before 1, there are numbers of the form $2^n$, where $n \in \mathbb{N}.$

**Proof.** If we reach a number of the form $2^n$, we will keep dividing it by 2 until we reach 1. It is also guaranteed that we will reach $2^1 = 2$ as it is the step before 1.
Note that we are not able to reach 1 with $3n + 1$ because then $n = 0$, which should never occur! In summary: $2^n \overset{2 \times \cdots \times 2^n}{\rightarrow} 2^n - 1 \overset{2^{n-1} - \cdots - (\text{for } n \times \text{times})}{\rightarrow} 2^n - n = 2^0 = 1 \qed$

**Definition 2.2.** Let "$2^n$s" be numbers of the form $2^n$. In this conjecture, the numbers before 1 are in two categories. The first category is \{2^n \mid n \in \mathbb{N}\}, while the second one is \{x \in \mathbb{N} \mid x \neq 2^n, x \neq 1\}.

The numbers in the first group reach 1 just after being divided by 2 for $n$ times (proof in theorem 2.1). As a result, it is necessary to find a connection between the numbers in the second category with $2^n$s since $2^n$s arrive at 1 directly.

Now let us try leading $2^n$s to other numbers by doing the formulation of the conjecture backward. Multiplying a $2^n$ by 2 for $i$ times only yields another number of the form $2^n$ and this is useless. Hence, the only way to relate $2^n$s to other numbers is to subtract 1 from $2^n$s, and then divide them by 3 (except $2^2$ because $\frac{4-1}{3} = 1$ and 1 is our destination, not a step before $2^n$s).

**Proposition** To identify the step before $2^n$s, we can divide any $2^n - 1$ by 3. Always the result would be an odd number.

**Proof.** We proceed with proof by contradiction. Thus, instead of considering that $(2k + 1)/3 = 2k + 1$, lets consider that $(2k + 1)/3 \neq 2k + 1$ so $(2k + 1)/3 = 2k$. Now we have $\frac{2k+1}{3} = 2k \Rightarrow 2k+1 = 6k \Rightarrow 2k+1 = 2(3k) \Rightarrow 2k+1 = 2k''$

Exactly the last stage has a contradiction. It shows that $\neg(\frac{2k+1}{3} = 2k+1)$ is false because $2k+1 \neq 2k''$, so the phrase $\frac{2k+1}{3} = 2k+1$ is true. \qed

**Remark 2.3.** There is an important question regarding definition 2.2. Is every number of the form $2^n - 1$ divisible by 3? To answer this question, let’s first analyze the following algorithm for having a better understanding:

\{2^1 - 1 \neq 3a, 2^2 - 1 = 3b, 2^3 - 1 \neq 3c, 2^4 - 1 = 3d, 2^5 - 1 \neq 3e, \ldots\}

As it can be seen in the above set of numbers, just $2^{2k} - 1$, which is $4^m - 1$, is divisible by 3, not $2^{2k+1} - 1$. Let’s confirm this claim!

**Proposition** $2^{2k} - 1 = 4^m - 1$ is divisible by 3, for any integer $n \in \mathbb{N}$.

**Proof.** Let $S_m = 4^m - 1 = 3r$ where $r \in \mathbb{N}$. In the condition that $k = m$, we would have $S_k = 4^k - 1 = 3r$. We must show that for the next turn, which is $S_{k+1}$, $4^{k+1} - 1 = 3t$ such that $t \in \mathbb{N}$. The reason is that $m$ represents the natural numbers. Let’s multiply $S_k$ by 4 and then add 3 to the consequence:

$$4 \times (4^k - 1) + 3 = 4 \times (3r) + 3 \Rightarrow 4^{k+1} + 3 = 12r + 3 \Rightarrow 4^{k+1} - 1 = 12r + 3$$

By factoring out a 3, the result can be viewed as $4^{k+1} - 1 = 3(4r + 1) \Rightarrow t = 4r + 1$.

Clearly, $4^{k+1} - 1 = 3(4r + 1)$ is divisible by 3, and the proof is over. \qed

**Proposition** $2^{2k+1} - 1$ is not divisible by 3 for any integer $k \in \mathbb{N}$.

**Proof.** According to the previous proof, $2^{2k} - 1 = 3r$ and it is divisible by 3 such that $r \in \mathbb{N}$. Anyway lets multiply the whole equality by 2:

$$2 \times (2^{2k} - 1) = 2 \times (3r) \Rightarrow 2^{2k+1} - 2 = 6r$$

Then, we can add 1 to the both sides of the equality.

$$2^{2k+1} - 2 + 1 = 6r + 1 \Rightarrow 2^{2k+1} - 1 = 6r + 1$$

As a result, $2^{2k+1} - 1$ is not divisible by 3 because $\frac{6r+1}{3} \neq j$ such that $j \in \mathbb{N}$. Here the proof comes to an end. \qed
Based on the details written in remark 2.3, the odd number $2k + 1$ is the step before $2^n$ if an only if $3 \times (2k + 1) + 1 = 2^{2k} = 4^m$. However, there is an exception which is 1, and the reason is that we do not perform any math operation on it since 1 is our final target in this conjecture.

**Definition 2.4.** According to all of the above discussions, the simplified template of the Collatz conjecture can viewed as

$$\ldots \rightarrow 2^{k+1} \xrightarrow{3 \times 1 + 1} 4^m = 2^n \xrightarrow{\text{(+2) for n time}} 1$$

Furthermore, it should be pointed out that odd numbers are the result of dividing the even numbers by 2 until it is not possible. Because if $3n + 1 = 2^{2k} + 1$, $n = 2t$ and this is not acceptable due to the rules of the Collatz conjecture which prevent us to do $3n + 1$ when $n$ is even. All in all, it can be concluded that there is an even number before any odd number in this conjecture; so lets improve the above configuration by adding a $2k$ before $2^{k+1}$:

$$\ldots \rightarrow 2^{k} \xrightarrow{\text{for several times}} 2^{k+1} \xrightarrow{3 \times 1 + 1} 4^m = 2^n \xrightarrow{\text{(+2) for n time}} 1$$

Here we mentioned that there always exist a $2k$ before any $2^{k+1}$. So currently we need to be able to prove why every even number will always reach an odd number after being divided by 2 for many times.

**Theorem 2.5.** All even numbers will eventually arrive at odd numbers.

**Proof.** To begin, choose a natural even number and divide it by 2 once. Assuming that $2k \div 2 = 2k + 1$, we are done because the result is an odd number fortunately. But, if $2k \div 2 = 2k$, we have to keep dividing it by 2 until we reach an odd number. In fact, even numbers can be defined as $2k = 2^n \times x$ where $x = 2k + 1$. Here $n$ describes how many times the $2k$ needs to be divided by 2 until it reaches an odd number like $x$. For instance, 48 will reach 3, after we divide it 4 times by 2; in notation: $48 = 2^4 \times 3$.

**Remark 2.6.** Pursuant to the content of definition 2.4, up to 2 stages before $2^n$ ($4^m$)s are going to be specified in this section.

First of all, find all values of $4^m - 1$, the reverse form of $3n + 1$, for all $m \in \mathbb{N}$ albeit we must draw our attention to exclude $4^1 - 1$ since 1 is our destination. A set of numbers can formed which can be represented as

$$A = \{5, 21, 85, 341, 1365, 5461, \ldots \}.$$  

Whenever $2k + 1 \xrightarrow{3 \times 1 + 1} 4^n$, odd number $2k + 1$ is surely a member of set $A$.

We can further examine the second stage before $2^n$'s. As we discussed in definition 2.4, there exists an even number before any odd number in this conjecture. So by multiplying numbers in $A$ by 2 (backward form of the $n/2$), we can form a sequence, which is a step before the set of $A$, and sequentially define it as:

$$B = \{10, 42, 170, 682, 2730, 10922, \ldots \}$$

So if $2k \xrightarrow{3 \times 2} 2k + 1$ where $2k + 1 \in A$, even number $2k$ is a member of set $B$.

**Theorem 2.7.** Sets $A$ and $B$ follow their own rule to get the next number. The algorithm of set $A$ can be defined as

$$A = \{5, 21, 85, 341, 1365, 5461, \ldots \} \Rightarrow t_n = \frac{3^{n+1} - 1}{3}$$

And the algorithm of set $B$ is defined as

$$B = \{10, 42, 170, 682, 2730, 10922, \ldots \} \Rightarrow t_n = \frac{3^{n+1} - 1}{3}$$
Corollary 2.8. From the results obtained in this paper until now, the configuration of this problem can be illustrated as

\[
\cdots \rightarrow \{x \mid x \in B\} \rightarrow \{y \mid y \in A\} \rightarrow 4^n \rightarrow 1
\]

However this is a general style of this conjecture, so it is intellectual that probably your entry number could be in middle of the above configuration.

Anyhow, lets clarify and summarize the results of this paper in the below section so that we can have a better understanding of the Collatz conjecture!

Corollary 2.9. The starting integer can be an even number or an odd number. Assuming that the starting integer is even, it will eventually reach an odd number according to theorem 2.5. Hence, it is better to consider that the consequence of primary steps is certainly an odd number. If the obtained odd number is 1, we have just reached our destination. On the other hand, if the achieved odd number is in \(A\), it will arrive at \(4^m = 2^n\) in the next step (proof in remark 2.6) and then it will arrive at 1 easily as we proved in theorem 2.1. In condition that neither is the case, by tripling it and adding 1, we will gain an even number which will lead us to another odd number with respect to theorem 2.5.

All in all, this loop between odd and even numbers before the sets \(A\) or \(B\), will repeat again and again. It is not going to stop until it reaches one of the numbers in \(A\) or \(B\). So by considering all the results, the general and final form of the Collatz conjecture can be viewed as

\[
2k \rightarrow 2k + 1 \rightarrow \{x \mid x \in B\} \rightarrow \{y \mid y \in A\} \rightarrow 4^m = 2^n \rightarrow 1
\]

In case that the starting integer is not an even number, omit \(2k\) from the above configuration. However, the loop between odd and even number is undeniable, so by making a little change in the above configuration, we get

\[
2k + 1 \rightarrow 2k \rightarrow \{x \mid x \in B\} \rightarrow \{y \mid y \in A\} \rightarrow 4^m = 2^n \rightarrow 1
\]

Generally, the above configurations are telling us that as time goes by in the calculations using the Collatz function, numbers that exist in the loop between odd numbers \(2k + 1\) and even numbers \(2k\), gradually become smaller until they reach 1. However, sometimes numbers get bigger intermittently as they approach 1.

Corollary 2.10. Because each number has its own path to 1, we can not write any specific algorithm that is appropriate for all numbers. But, it is logical that alternation between odd and even numbers is providing a good chance for the selected integer to reach one of the special class of numbers that we mentioned in this paper, and after that, everything is clear about the way it takes to arrive at 1.

From the results of this article, we conclude that because the result of the primary steps is odd, if somebody were to explain that how odd integers finally arrive at numbers in \(A\) or \(B\), the conjecture will be proven. In fact, the thing which need to be proven is that, how the loop between odd and even numbers introduced in corollary 2.9, would reach the numbers in set \(A\) or \(B\). So far, this has been the last approach to prove the Collatz conjecture.
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