We propose a simple quantum algorithm for simulating highly oscillatory quantum dynamics, which does not require complicated quantum control logic for handling time-ordering operators. To our knowledge, this is the first quantum algorithm that is both insensitive to the rapid changes of the time-dependent Hamiltonian and exhibits commutator scaling. Our method can be used for efficient Hamiltonian simulation in the interaction picture. In particular, we demonstrate that for the simulation of the Schrödinger equation, our method exhibits superconvergence and achieves a surprising second order convergence rate, of which the proof rests on a careful application of pseudo-differential calculus. Numerical results verify the effectiveness and the superconvergence property of our method.
1 Introduction

Hamiltonian simulation is of immense importance in characterizing the dynamics for a diverse range of systems in quantum physics, chemistry, and materials science. It is also used as a subroutine in many other quantum algorithms. Let $H(t) \in \mathbb{C}^{2^{n_s} \times 2^{n_s}}$ be a time-dependent Hamiltonian on the time interval $[0,T]$, where $n_s$ denotes the number of system qubits. The problem of Hamiltonian simulation is to solve the time-dependent Schrödinger equation

$$i \partial_t |\psi(t)\rangle = H(t) |\psi(t)\rangle, \quad |\psi(0)\rangle = |\psi_0\rangle.$$  \hfill (1)

The exact evolution operator is given by $U(t,0) = \mathcal{T} \exp \left(-i \int_0^t H(s) ds \right)$ where $\mathcal{T}$ is the time-ordering operator. When $H(t) \equiv H$ does not depend on time, this is a time-independent Hamiltonian simulation problem, and $U(t,0) = \exp \left(-i H t \right)$. If the time evo-
Solution operator \( U(t, 0) \) varies slowly with respect to \( t \) (for both time-independent and time-dependent Hamiltonian simulations), many numerical integrators can yield satisfactory performance. On the other hand, if \( U(t, 0) \) is highly oscillatory with respect to \( t \), the numerical integrator must be carefully chosen to reduce the computational cost. The high oscillation of \( U(t, 0) \) has two main sources: (1) the Hamiltonian \( H(t) \) itself oscillates rapidly in time, i.e., the spectral norm of the time derivative, \( \|H'(t)\| \), is large. (2) \( H(t) \) has high energy modes, i.e. the spectral norm \( \|H(t)\| \) is large. This can result in highly oscillatory wavefunctions even if \( H \) itself is time-independent.

A wide range of applications falls into one or both categories. For example, highly oscillatory wave functions or Hamiltonian with large spectral norm are commonly observed in adiabatic quantum computation [1, 24], \( k \)-local Hamiltonians (with a large number of sites) [20, 36, 37], and the electronic structure problem (with a real space discretization) [2, 32, 33, 49]. On the other hand, in quantum control problems with ultrafast lasers [23, 42, 43], and interaction picture Hamiltonian simulation [38, 45], the Hamiltonian itself typically contains highly oscillatory component. We remark that under certain assumptions, a Hamiltonian of large spectral norm can be more effectively simulated in terms of a fast oscillatory Hamiltonian in the interaction picture, which will be further discussed later.

There have been remarkable progresses in the recent years on designing new algorithms as well as establishing improved theoretical complexity estimate of existing algorithms for time-independent Hamiltonian simulation [3, 4, 5, 6, 7, 9, 13, 15, 17, 18, 19, 20, 35, 36, 38, 46]. However, for time-dependent Hamiltonian simulation, there are considerably fewer quantum algorithms available, including Monte Carlo method [44], truncated Dyson series method [6, 31, 38], permutation expansion based Dyson series methods [16], continuous qDRIFT [8], and rescaled Dyson series methods [8] 1. Among these algorithms, the high order truncated Dyson series method achieves so far the best asymptotic complexity for general time-dependent Hamiltonian simulation as well as unbounded Hamiltonian simulation in the interaction picture [38]. Despite the advantages in terms of asymptotic scaling, the implementation of truncated Dyson series method beyond the first order expansion requires the explicit monitoring of the time ordering operations of the form \[ \int_0^t \int_0^{t_1} \int_0^{t_2} \cdots \int_0^{t_k} T[H(t_1)H(t_2)\cdots H(t_k)]dt_k \cdots dt_2 dt_1 dt_0 \]. This leads to complicated quantum control logic [38], and significant overheads as well as large constant factors [45, 49]. Such operations are also incompatible with efficient simulation methods such as qubitization [37] and quantum singular value transformation (QSVT) [25]. These drawbacks significantly hinder the practical efficiency of high order truncated Dyson series methods, and inspire the recent development of hybridized interaction picture Hamiltonian simulation methods that do not rely on complicated quantum control logic [45]. Our work follows the same trajectory and focuses on practical methods that do not require complicated clock construction circuits. To the extent of our knowledge, all methods within this category [8, 45] achieve first order accuracy.

**Contribution:**

In this work, we propose a simple quantum algorithm, called quantum Highly Oscillatory Protocol (qHOP). The derivation of qHOP can be succinctly summarized as follows (see Section 3.1 for more details). On each short time interval \([j+1)h, jh]\) (\(h\) is the time step), we simply replace the time-ordered matrix exponential with the standard ma-

---

1When the Hamiltonian can be split into the sum of several simpler Hamiltonians, standard and generalized Trotter methods [2, 29, 44, 53, 54] can also be applied. For now we only focus on the simulation for general time-dependent Hamiltonian \( H(t) \), and we postpone the discussion of Trotter type methods later when we discuss the Hamiltonian simulation in the interaction picture.
matrix exponential. This is a time-independent Hamiltonian simulation problem and can be performed with QSVT. We approximate the integral \( \int_j^{(j+1)h} H(s) ds \) by a numerical quadrature with a large number of quadrature points \( M \), which can depend polynomially on \( \|H'(t)\| \). We remark that the generous use of quadrature points here is distinctly different from that in any classical integrators used in practice, of which the number of quadrature points must be judiciously chosen to reduce the computational cost [10, 28, 50]. The quantum computer can leverage the efficiency of the linear combination of unitaries (LCU) technique [21, 26], and the additional cost only scales logarithmically with respect to \( M \).

The effectiveness of qHOP for highly oscillatory dynamics can be intuitively understood as follows. First, qHOP can be derived by truncating the Magnus expansion [40] up to the first order. Thanks to the efficiency of the LCU technique, we can choose a relatively large number of quadrature nodes with a logarithmic overhead, and the dominant part of the qHOP approximation error is due to that of the truncated Magnus expansion, which can be expressed in terms of the integral of the time-dependent Hamiltonian or its commutators and is independent of the derivatives of the Hamiltonian. As a result, even when \( \|H'\| \) becomes very large, as long as the numerical quadrature is performed sufficiently accurately, the cost of qHOP scales almost linearly with respect to the norm of the commutator \( \sup_{s,t} \| [H(s), H(t)] \| \), and is independent of \( \|H'\| \). In many applications, the norm of the commutator can be smaller than \( \sup_t \|H(t)\|^2 \) [20].

Second, when \( \|H'\| \) is bounded and \( \|H\| \) is large, we prove that qHOP can in fact achieve second order accuracy. This leads to better scalings than first order truncated Dyson series method in almost all parameters, namely the norm \( \|H\| \), the evolution time \( T \) and the simulation error \( \epsilon \). This is because the local time discretization error of qHOP explores local commutator scaling \( \max_{|s-t| \leq h} \| [H(s), H(t)] \| \) for small time step size \( h \), and this can offer an extra order of \( h \) when the time derivative \( \|H'\| \) is bounded.

Third, we show that qHOP can also achieve the \( L^1 \)-norm scaling if the time step sizes can be dynamically chosen in the same fashion as that of the continuous qDRIFT method [8]. More specifically, we derive an alternative complexity upper bound which scales almost quadratically in the average performance of \( \|H(s)\| \), namely \( T^{-1} \int_0^T \|H(s)\| ds \). Such an \( L^1 \)-norm scaling demonstrates that qHOP can be efficient for certain fast oscillatory Hamiltonians, whose spectral norm can be large at certain time \( t \) but is relatively small on average. Therefore the performance of qHOP is at least comparable to that of continuous qDRIFT. Our numerical results indicate that qHOP can significantly outperform the continuous qDRIFT method in practice.

To the extent of our knowledge, qHOP is the first quantum algorithm that simultaneously exhibits commutator scaling and is insensitive to fast oscillations of \( H(t) \). Table 1 compares qHOP with the Monte Carlo method, the first order truncated Dyson series method and the continuous qDRIFT method. The results demonstrate that the scaling of qHOP is better than the existing three algorithms in both scenarios.

As an application, qHOP can be used to accelerate time-dependent Hamiltonian simulation in the interaction picture. Consider the dynamics

\[
\rmi \partial_t |\psi(t)\rangle = (A + B(t)) |\psi(t)\rangle. \tag{2}
\]

Here \( A \in \mathbb{C}^{2^n \times 2^n} \) is a time-independent Hamiltonian operator and \( B(t) \in \mathbb{C}^{2^n \times 2^n} \) is a time-dependent Hamiltonian. We assume that \( A \) has large spectral norm and can be fast-forwarded. One example of wide applications is the electronic structure problem in the real space formulation [2, 49], where \( A \) comes from spatial discretization of the Laplacian operator \(-\Delta\) and \( B(t) \) is the discretized time-dependent potential. Since \( H \) can be split
into two parts and $A$ is fast-forwardable, Trotter splitting [20] can be directly used to simulate Eq. (2). However, the number of Trotter steps still depends on $\|A\|$ or at least norms of the commutators involving $A$.

The dynamics can be simulated in the interaction picture with a time-dependent Hamiltonian

$$H_I(t) = e^{iAt} B(t) e^{-iAt}. \quad (3)$$

Note that $\|H_I(t)\| = \|B(t)\| \ll \|A\|$, but $H_I(t)$ oscillates rapidly in time. Table 2 summarizes the results of using different methods to simulate the generic dynamics Eq. (2) as well as the digital simulation of the Schrödinger equation with a smooth time-independent potential. Note that the query complexity of all methods in the interaction picture scales only logarithmically with respect to $\|A\|$. For the Schrödinger equation, this means that the query complexity is only proportional to $\log(N)$, where $N$ is the number of grid points. This significantly reduces the overhead caused by spatial discretization, which is known to be a major concern for efficient simulation of electronic structure problems [33].

Table 2 suggests that for the interaction picture Hamiltonian simulation, the performance of qHOP is at least comparable to that of the first order truncated Dyson method and the continuous qDRIFT method. However, if the commutator $\|[A, B]\|$ and the norm of the derivative $\|B'(t)\|$ are small, then qHOP can achieve second order convergence rate. In fact, more detailed analysis shows that the condition for second order convergence can be weakened to be $\max_{|s-t| \leq h} \left\| B(t) e^{iA(s-t)} B(s) e^{-iA(s-t)} \right\| \leq C_{AB} h$ and the preconstant $C_{AB}$ is small (see Theorem 3 and Lemma 9).

For the Schrödinger equation, we prove that this is indeed the case (see Lemma 10), where the constant $C_{AB}$ only depends on the potential $V$ and can thus scale logarithmically with respect to $N$. This implies that qHOP exhibits superconvergence property for simulating the Schrödinger equation. In numerical analysis, the term “superconvergence” refers
| Methods                          | Query complexities                                      | Schrödinger                                      |
|---------------------------------|-------------------------------------------------------|--------------------------------------------------|
| First order Trotter            | $O\left(\frac{\|A,B\|^2 T^2}{\epsilon}\right)$      | $O\left(\frac{NT^2}{\epsilon}\right)$          |
| Second order Trotter           | $O\left(\left(\frac{\|A\| + \|B\|}{\epsilon^{1/2}}\right)^{1/2} T^{3/2}\right)$ | $O\left(\frac{NT^{3/2}}{\epsilon^{1/2}}\right)$ |
| Monde Carlo method             | $O\left(\min\left\{\frac{\alpha_B^4 T^4}{\epsilon^{1/2}}, \frac{\alpha_B^2 (\alpha_{AB} + \beta_B)^{1/2} T^{7/2}}{\epsilon^{3/2}}\right\}\right)$ | $O\left(\frac{T^{7/2}}{\epsilon^{5/2}}\right)$ |
| Dyson series (interaction picture) | $O\left(\frac{\alpha_B^2 T^2 \log((\alpha_{AB} + \beta_B)/\alpha_B)}{\epsilon}\right)$ | $O\left(\frac{T^2 \log(N)}{\epsilon}\right)$ |
| Continuous qDRIFT (interaction picture) | $O\left(\frac{\alpha_B^2 T^2}{\epsilon}\right)$ | $O\left(\frac{T^2}{\epsilon}\right)$ |
| qHOP (interaction picture)     | $\tilde{O}\left(\min\left\{\frac{\alpha_B^2 T^2 \log(\alpha_{AB} + \beta_B)}{\epsilon}, \frac{\alpha_B T^2 (\alpha_{AB} + \beta_B)^{1/2} T^{3/2}}{\epsilon^{1/2}}\right\}\right)$ | $\tilde{O}\left(\frac{T^{3/2} \log(N)}{\epsilon^{7/2}}\right)$ |

Table 2: Comparison of query complexities of using different methods to simulate Eq. (2) on the time interval $[0,T]$ within $O(\epsilon)$ error. The column “General” refers to the scenario where $A$ and $B(t)$ are two arbitrary Hamiltonians such that $\|A\| \leq \alpha_A$ is large but $e^{-iA\epsilon}$ can be fast-forwarded, $\max_{t \in [0,T]} \|B(t)\| \leq \alpha_B$, $\max_{t \in [0,T]} \|B'(t)\| \leq \beta_B$, and $\max_{t \in [0,T]} (\|A(t)\|) \leq \alpha_{AB}$. For simplicity, in first order Trotter and second order Trotter methods, we further assume $B(t) \equiv B$ is time-independent. The column “Schrödinger” refers to the digital simulation of the Schrödinger equation where the Hamiltonian $H$ is discretized from the operator $-\Delta + V(x)$ for a smooth bounded potential function $V(x)$, where $\Delta$ is the Laplacian operator. Specifically, $A$ corresponds to the discretization of $-\Delta$, and $B$ corresponds to the potential. Here $N$ denotes the number of basis functions used in spatial discretization. Query complexities are measured by numbers of the queries to the fast-forwarding implementation of $e^{-iA\epsilon}$ and the input model of $B(t)$. The query complexity of continuous qDRIFT is measured with respect to the oracle $e^{-iB(t)/\rho B(t)}$ and the error is measured in the diamond norm of quantum channels, instead of the operator norm of unitaries.
to the scenario when a method converges faster than the generally expected convergence rate (see e.g. [52]). In physics, this is sometimes attributed to effects of error interference (see e.g. [51]). Compared to the Monte Carlo method, the continuous qDRIFT method and the first order truncated Dyson method, qHOP improves the scaling in both $\epsilon$ and the simulation time $T$. The superconvergence property is a surprising result, and its proof rests on a careful application of pseudo-differential calculus (see e.g., [47, 55] for an introduction). Our analysis reveals that $\| [V(x), e^{is\Delta}V(x)e^{-is\Delta}] \|$ (here $A = -\Delta$, $B = V$) can be estimated by $\| [V, \text{op}(V(x - 2ps))] \|$, which is determined by the potential $V$ only, and is independent of the discretization. Here $\text{op}(\cdot)$ stands for the Weyl quantization operator (see Section 4.3).

Related works:

In a different context of classical optimal control simulations for quantum systems with multiple coupled degrees of freedom, Ref. [39] recently proposed to simulate the interaction picture Hamiltonian in Eq. (3) as $\widetilde{U}(T, 0) = \exp \left( -i \int_0^T H_I(s) ds \right)$, and the integral is approximated by a numerical quadrature. This is the same as qHOP for interaction picture simulation with a single time segment. Therefore, it is surprising that even with such a crude approximation, the resulting numerical scheme can still achieve good accuracy for quantum control applications. This can be viewed as supporting evidence of the effectiveness of qHOP for simulating more general quantum dynamics.

The efficiency of the truncated Dyson series also rests on the accurate numerical quadrature for approximating certain integrals. As a result, the query complexity depends only logarithmically on $\| H'(t) \|$. This logarithmic dependence can be removed by considering the permutation expansion based approach [16], which evaluates the integrals analytically using divided differences, provided that the Hamiltonian can be written in a finite sum of the permutation expansion with its time-dependent components in the form of exponential sums. These methods are particularly appealing when $\| H'(t) \|$ is large. However, the cost of the truncated Dyson series still depends polynomially on $\| H(t) \|$, instead of the commutators.

The continuous qDRIFT method is an intrinsically probabilistic method, i.e. it approximates the unitary evolution in the weak sense, and the accuracy should be measured by the diamond norm in terms of the corresponding quantum channels [49]. The cost is also insensitive to $\| H'(t) \|$ but depends on $\| H(t) \|$. It is worth noting that an efficient implementation of the continuous qDRIFT method requires a priori information of the norm $\| H(t) \|$ at each time $t$ (relative to the overall $L^1$ norm $\int_0^T \| H(t) \| dt$). In the interaction picture Hamiltonian simulation, $\| H_I(t) \|$ is a constant with respect to $t$, which facilitates the implementation of the continuous qDRIFT method for interaction picture simulation [45]. Another randomized algorithm is the Monte Carlo method proposed in [44]. It is worth noting that its query complexity has a multiplicative dependence on the number of quadrature points $M$, while ours scales as $O(\log M)$ thanks to the efficiency of the LCU procedure.

In order to simulate the dynamics in Eq. (2), the cost of Trotter methods depend on the norm of the commutator $\| [A, B(t)] \|$ or that of nested commutators such as $\| [A, [A, B(t)]] \|$. Such a commutator scaling is already a significant improvement over the polynomial dependence on $\| A \|$ in the time-independent case [20]. However, this still leads to the polynomial dependence on $N$ for the digital simulation of the Schrödinger equation. It is worth noting that the $N$-independent error bound can also be achieved for Trotter-type algorithms, if the error is measured in terms of the vector norm rather than the operator norm, and if the initial vector satisfies certain regularity assumptions [2]. On the other hand, the error
of qHOP is measured in the operator norm, and therefore is applicable to arbitrary initial vectors. It is interesting to observe that in the interaction picture Hamiltonian simulation, if we use the mid-point rule to approximate the integral in qHOP, then we exactly recover the second order Trotter method (see Section 3.2.4). Our numerical results verify the advantage of qHOP over Trotter methods when applied to oscillatory initial wavepackets.

2 Preliminaries

In this section, we briefly introduce the concept and the properties of the block-encoding that we will use throughout the paper. The definition and the results presented here mostly follow the work [26].

Definition 1 (Block-encoding). Suppose $A$ is a matrix in $\mathbb{C}^{2^{n_a} \times 2^{n_a}}$, $\alpha > 0$ such that $\|A\| \leq \alpha$, $\epsilon > 0$ and $n_a$ is a non-negative matrix. Then a unitary matrix $U \in \mathbb{C}^{2^{n_a+n_a} \times 2^{n_a+n_a}}$ is an $(\alpha, n_a, \epsilon)$-block-encoding of the matrix $A$, if

$$\|A - \alpha \langle 0 | \otimes n_a U | 0 \rangle \otimes n_a\| \leq \epsilon. \quad (4)$$

Intuitively, the main idea of the block-encoding is to represent the matrix $A$ as the upper-left block of a unitary, i.e.,

$$U \approx \begin{pmatrix} A/\alpha & \ast \\ \ast & \ast \end{pmatrix}. \quad (5)$$

Block-encoding is a powerful input model for computing functions of matrices beyond unitaries. Although it is not totally clear how to build a block-encoding circuit for an arbitrarily given matrix, there exist efficient approaches to construct block-encodings for a large subset of matrices of practical interest, including unitaries, density operators, POVM operators and sparse-access matrices [26]. In this work we simply assume that block-encodings of certain matrices are available and take them as our input models.

Now we discuss the computations of block-encoded matrices. In general it is allowed to add, subtract and multiply two block-encoded matrices. Smooth functions of a block-encoded Hermitian matrix can also be efficiently implemented using the quantum singular value transformation (QSVT) technique. In particular, in this work, we need the multiplication of block-encodings and the implementation of the function $e^{-iHt}/2$, and then using robust oblivious amplitude amplification (OAA) [6] to get a block-encoding of $e^{-iHt}$. The corresponding results are summarized in the following two lemmas, of which the proof can be found in [26].

Lemma 1 (Multiplication of block-encoded matrices). For two matrices $A, B \in \mathbb{C}^{2^{n_a} \times 2^{n_a}}$, if $U_A$ is an $(\alpha, n_a, \delta)$-block-encoding of $A$ and $U_B$ is a $(\beta, n_b, \epsilon)$-block-encoding of $B$, then $(I_{n_b} \otimes U_A)(I_{n_a} \otimes U_B)$ is an $(\alpha \beta, n_a + n_b, \alpha \epsilon + \beta \delta)$-block-encoding of $AB$.

Lemma 2 (Time-independent Hamiltonian simulation via QSVT and OAA). Let $\epsilon \in (0,1)$, $t = \Omega(\epsilon)$ and let $U$ be an $(\alpha, n_a, 0)$-block-encoding of a time-independent Hamiltonian $H$. Then a unitary $V$ can be implemented such that $V$ is a $(1, n_a + 2, \epsilon)$-block-encoding of $e^{-iHt}$, with $\mathcal{O}(\alpha t + \log(1/\epsilon))$ uses of $U$, its inverse or controlled version, $\mathcal{O}(n_a(\alpha t + \log(1/\epsilon)))$ two-qubit gates and $\mathcal{O}(1)$ additional ancilla qubits.
3 Quantum highly oscillatory protocol

In this section, we first show how to derive the qHOP for general time-dependent Hamiltonian simulation of Eq. (1). Our method can be established by truncating the Magnus expansion [40] to the first order. A major difference of the qHOP from the classical Magnus methods [50] is that qHOP can estimate the integral of fast oscillatory function in a high accuracy with low cost, as being elaborated later in this section. Then we show how qHOP can be applied to simulate Hamiltonian which can be written as the sum of a fast-forwardable unbounded part and a bounded part, in which the original Hamiltonian in the Schrödinger picture is transformed to the interaction picture and the corresponding Hamiltonian becomes a bounded time-dependent one with fast oscillations.

3.1 qHOP for time-dependent Hamiltonian simulation

3.1.1 Input model

In this work we use the same input model as that in [38]. Assume that we are given the unitary oracle $H_{AM-T}$ which encodes the Hamiltonian evaluated at different discrete time steps. More specifically, given the time-dependent Hamiltonian $H(t)$ with $\|H(t)\| \leq \alpha$, two non-negative integers $j, M$, and a time step size $h$, let $H_{AM-T_j}$ be a $(n_s + n_a + n_m)$-qubit unitary oracle with $n_m = \log_2 M$ such that

$$\langle 0 |_{a} H_{AM-T_j} | 0 \rangle_{a} = \frac{1}{\alpha} \sum_{k=0}^{M-1} |k\rangle \langle k| \otimes H(jh + kh/M). \quad (6)$$

Here $M$ is the number of nodes used in numerical integration, $h$ is the time step size in the time discretization, $j$ represents the current local time step, and $n_s, n_a$ denote the number of the state space qubits and ancilla qubits, respectively. The meanings of the parameters will be further clarified later.

3.1.2 Derivation of the method

We now derive qHOP for simulating the dynamics Eq. (1). The exact evolution operator of Eq. (1) can be represented as

$$U(T, 0) = T e^{-i \int_{0}^{T} H(s)ds} \quad (7)$$

where $T$ is the time-ordering operator. In order to discretize and approximate the exact evolution operator, we first divide the entire time interval $[0, T]$ into $L$ equi-length segments. Let the time step size $h = T/L$, then

$$U(t, 0) = \prod_{j=0}^{L-1} U((j + 1)h, jh) = \prod_{j=0}^{L-1} T e^{-i \int_{jh}^{(j+1)h} H(s)ds}. \quad (8)$$

On each segment, the time-ordered evolution operator can be approximated by truncating the Magnus expansion. Specifically, Magnus expansion [30, 40] tells that, for sufficiently small $h$ such that $h\alpha \leq 1/2$, we have

$$U((j + 1)h, jh) = e^{\Omega((j+1)h, jh)}. \quad (9)$$

We remark that although the construction of qHOP can be interpreted as truncating the Magnus expansion, effectiveness of qHOP does not require the time step size to be very small because in the error analysis we do not use Magnus expansion. This will be demonstrated in Section 4.
Here
\[ \Omega(s, t) = \sum_{k=1}^{\infty} \Omega_k(s, t) \] (10)
with
\[ \Omega_1(s, t) = -i \int_t^s H(\tau) d\tau \] (11)
and for \( k \geq 2 \)
\[ \Omega_k(s, t) = -i \sum_{l=1}^{k-1} \frac{B_l}{l!} \sum_{p_1 + \ldots + p_l = k-1, p_1 \geq 1, \ldots, p_l \geq 1} \int_t^s \text{ad}_{\Omega_{p_1}(\tau, t)} \cdots \text{ad}_{\Omega_{p_l}(\tau, t)} H(\tau) d\tau \] (12)
where \( B_l \) are the Bernoulli numbers. Approximating \( \Omega(s, t) \) by the single first order term \( \Omega_1(s, t) \) gives the approximation
\[ U((j + 1)h, jh) \approx e^{-ijh(j+1)h} H(s) ds. \] (13)
Notice that this is equivalent to directly ignoring the time-ordering operator. The integral can be further approximated using standard first order quadrature [12] with \( M \) nodes as
\[ \int_{jh}^{(j+1)h} H(s) ds \approx \frac{h}{M} \sum_{k=0}^{M-1} H(jh + (kh/M)). \] (14)
Then the short-time qHOP can be written as
\[ U_1((j + 1)h, jh) = e^{-ih \frac{1}{M} \sum_{k=0}^{M-1} H(jh + (kh/M))}. \] (15)
Long-time evolution can thereby be approximated by the multiplication of short-time qHOP evolution operator as
\[ U(T, 0) \approx \prod_{j=0}^{L-1} U_1((j + 1)h, jh). \] (16)

The unitary operator \( U_1 \) can be simply implemented on a quantum computer by using a particular case of the linear combination of unitary technique [21] with HAM-T as select oracle and the quantum singular value transform technique for Hamiltonian simulation [26]. More precisely, by applying \( \otimes_m \text{HAD} \) on the \( n_m \) qubits where \( \text{HAD} \) represents the single qubit Hadamard gate, applying HAM-T and then uncomputing, a block-encoding of the quadrature formula can be constructed such that
\[ \left( |0\rangle_a \otimes (0|_{\otimes_m}) \right) (I_a \otimes (\otimes_m \text{HAD}) \otimes I_s) \text{HAM-T}_{j} (I_a \otimes (\otimes_m \text{HAD}) \otimes I_s) (|0\rangle_a \otimes |0\rangle_{\otimes_m}) = \frac{1}{M\alpha} \sum_{k=0}^{M-1} H(jh + kh/M). \] (17)

The quantum circuit of implementing Eq. (17) is described in Fig. 1. We then implement Hamiltonian simulation of this block-encoding matrix with time \( h \) using the result of Lemma 2, then it gives a block-encoding of \( U_1((j + 1)h, jh) \). Finally, the long-time qHOP evolution operator can be block-encoded by the multiplication of the block-encodings \( U_1((j + 1)h, jh) \) for \( j \) from 0 to \( M-1 \).

While we leave the rigorous complexity analysis to the next section, we would like to briefly explain why the cost of qHOP is not severely affected by the fast oscillation
Figure 1: Quantum circuit of implementing a block-encoding of the Hamiltonian formulated in Eq. (17). The short-time qHOP evolution operator can then be implemented according to Lemma 2 using the circuit described here as the input block-encoding model. Here HAD represents the single qubit Hadamard gate.

within $H(t)$. This is because the approximation error of truncating the Magnus expansion is independent of $H'(t)$ and, although the number of the quadrature nodes $M$ depends polynomially on $\|H'(t)\|$, the cost of the linear combination of $M$ matrices scales logarithmically in $M$. Such an accurate implementation of the numerical integral for fast oscillatory function with poly-logarithmic cost is the key reason why qHOP can significantly reduce the overhead brought by the oscillations, and we are not aware of any classical analog of this feature. In particular, generic classical numerical solvers for fast oscillatory differential equation, such as Runge-Kutta method, multistep method and classical Magnus method, can only approximate the integral using a small number of quadrature nodes and thus have polynomial cost in terms of $\|H'(t)\|$. We remark that the accurate quantum implementation of the numerical quadrature is also a key component of the truncated Dyson method, of which the cost depends poly-logarithmically on $\|H'(t)\|$. 

3.2 qHOP for unbounded Hamiltonian simulation in the interaction picture

As an application of the general qHOP, we now discuss how to apply qHOP to simulate Hamiltonian specified in Eq. (2) with large but fast-forwardable $A$ and bounded $B(t)$. This idea is to first transfer the dynamics into the interaction picture with the resulting time-dependent Hamiltonian $H_I(t)$, which is bounded but oscillates rapidly in time. This regime can be efficiently handled by qHOP.

3.2.1 Input model

We assume access to a fast-forwarded Hamiltonian simulation subroutine for the matrix $A$ with a large spectral radius, and the HAM-T oracle for $B(t)$. Specifically, we assume that the following two oracles are given:

1. $O_A(s)$ which can fast-forward $e^{iAs}$ for any $s \in \mathbb{R}$.

2. $O_B(j)$, which is the HAM-T oracle for $B(t)$ on the interval $[j\hbar, (j+1)\hbar]$, namely an $(n_A + n_B + n_m)$-qubit unitary oracle with $n_m = \log_2 M$ and $n_B$ denoting the number of ancilla qubits such that

$$\langle 0|_a O_B(j)|0\rangle_a = \sum_{k=0}^{M-1} |k\rangle \langle k| \otimes \frac{B(j\hbar + kh/M)}{\alpha_B}. \quad (18)$$

Here $\alpha_B$ is the block-encoding factor such that $\max_{t \in [0,T]} \|B(t)\| \leq \alpha_B$.

$^3$With some slight abuse of notation, the subscript $a$ is short for ancilla, and the number of the ancilla qubits is $n_B$. 
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3.2.2 Interaction picture

To avoid possible polynomial complexity dependence on the large norm $\|A\|$, we need first transform to the interaction picture. Let

$$|\psi_I(t)\rangle = e^{iAt} |\psi(t)\rangle,$$

then

$$i\partial_t |\psi_I(t)\rangle = H_I(t) |\psi_I(t)\rangle,$$

where

$$H_I(t) = e^{iAt} B(t) e^{-iAt}.$$  \hspace{1cm} (21)

Notice that Eq. (21) describes a bounded Hamiltonian. However, it becomes time-dependent and its derivative still depends on the norm of the matrix $A$. The exact evolution operator of Eq. (20) is given as

$$U(t, 0) = T e^{-i\int_0^t H_I(s) ds}.$$  \hspace{1cm} (22)

3.2.3 qHOP for interaction picture simulation

After the dynamics is formulated in the interaction picture, local qHOP evolution operator in Eq. (15) can readily be applied, which leads to the operator

$$U_1((j+1)h, jh) = e^{-ih \frac{1}{M} \sum_{k=0}^{M-1} H_I(jh + kh/M)}.$$  \hspace{1cm} (23)

According to the definition of $H_I$, we can further plug the equation $H_I(jh + kh/M) = e^{iAh/M} e^{i(2kh/M)} B(jh + kh/M) e^{-iAk/M} e^{-iAkh/M}$ into the propagator and obtain

$$U_1((j+1)h, jh) = e^{iAh} \exp \left( -ih \frac{1}{M} \sum_{k=0}^{M-1} e^{iAh/M} B(jh + kh/M) e^{-iAk/M} \right) e^{-iAkh}.$$  \hspace{1cm} (24)

The reason for rewriting the qHOP propagator is that within the summation in Eq. (24) we only need to implement $e^{-iAs}$ for $|s| \leq h$. Therefore, the evolution time of $A$ is independent of the choice of $j$, and thus the controlled evolution operator regarding $A$ is the same for every step of propagation.

Now we describe how to implement qHOP for interaction picture Hamiltonian simulation. Here we only focus on the procedure of constructing the circuit, and we leave the error and complexity analysis to the next section. First, the HAM-T oracle encoding $H_I(t)$ can be constructed following the procedure detailed in [38]. Specifically, according to the binary encoding of each $0 \leq k < M$, we can use controlled unitaries of $e^{iAh/M}, e^{iA2h/M}, e^{iA4h/M}, \ldots, e^{iA2^{\log_2(M)}h/M}$ to implement the controlled-evolution operator

$$R_A = \sum_{k=0}^{M-1} |k\rangle \langle k| \otimes e^{iAh/M}.$$  \hspace{1cm} (25)

Next, we multiply it on the right with $O_B(j)$ and the adjoint of the previous controlled-evolution operator, then apply $e^{iAh}$ and $e^{-iAkh}$ at the beginning and the end, we have the
the short time evolution operator of interaction picture Hamiltonian is summarized in Fig. 2. Finally, according to Lemma 2, the entire quantum circuit for constructing a block-encoding for such a linear combination of Hamiltonians can be block-encoded as

\[ = \sum_{k=0}^{M-1} |k\rangle \otimes H^j(jh + kh/M) \alpha_B \]

Figure 2: Quantum circuit of implementing the block-encoding of the linear combination of interaction picture Hamiltonians for \( H = A + B(t) \). The short-time qHOP evolution operator can then be implemented according to Lemma 2 using the circuit here as the input block-encoding of the Hamiltonian. Here HAD represents the single qubit Hadamard gate. Here \( k \) is a dummy variable used in Eq. (27).

Here \( O_B \) represents a block-encoding of the matrix \( B \). Here HAD represents the single qubit Hadamard gate. Here \( k \) is a dummy variable used in Eq. (27).

\[
\langle 0_a | \text{HAM-T}_j | 0_a \rangle = \langle 0_a | (I_a \otimes I_m \otimes e^{i\alpha_A}) (I_a \otimes R_B) | 0_a \rangle = \langle 0_a | (I_a \otimes e^{i\alpha_A}) (I_a \otimes I_m \otimes e^{-i\alpha_A}) | 0_a \rangle
\]

\[
= \left( I_m \otimes e^{i\alpha_A} \right) \left( \sum_{k=0}^{M-1} |k\rangle \otimes \frac{e^{i\alpha_kh/M} B(jh + kh/M) e^{-i\alpha_kh/M}}{\alpha_B} \right) (I_m \otimes e^{-i\alpha_A})
\]

\[
= \sum_{k=0}^{M-1} |k\rangle \otimes \frac{H^j(jh + kh/M)}{\alpha_B}.
\]

Then, the same as the general scenario, the linear combination of the interaction Hamiltonian can be block-encoded as

\[
(\langle 0_a | \otimes \langle 0_m |) (I_a \otimes (\otimes m \text{HAD}) \otimes I_a) \text{HAM-T}_j (I_a \otimes (\otimes m \text{HAD}) \otimes I_a) (\langle 0_a | \otimes \langle 0_m |)
\]

\[
= \frac{1}{M \alpha_B} \sum_{k=0}^{M-1} H^j(jh + kh/M).
\]

The entire quantum circuit for constructing a block-encoding for such a linear combination of interaction picture Hamiltonian is summarized in Fig. 2. Finally, according to Lemma 2, the short time evolution operator \( U((j + 1)h, jh) \) can be implemented using this circuit as the input block-encoded Hamiltonian. The long-time qHOP evolution operator can then be block-encoded by the multiplication of the short-time block-encoding qHOP operators.

As a special case, when the matrix \( B(t) \equiv B \) is time-independent, the input model can be simplified. Specifically, the right hand side of Eq. (18) becomes \( I_m \otimes (B/\alpha_B) \). The \( O_B(j) \) oracle becomes a standard block-encoding of the matrix \( B \), and the \( n_m \) ancilla qubits are no longer needed to implement \( O_B(j) \). Therefore, in this case, we can change the input model for \( B \) to an \((\alpha_B, n_B, 0)\)-block-encoding oracle, denoted by \( \tilde{O}_B \). The qHOP evolution operator can then be constructed in the same way as the time-dependent case.
only with replacing $O_B(j)$ there by $\hat{O}_B$. For clarity, we give the circuit for implementing a linear combination of $H_I$ with time-independent $B$ in Fig. 3.

### 3.2.4 Connection to Trotter formulae

It is worth noting that in the context of interaction picture simulation, qHOP naturally generalizes the Trotter formulae. In particular, when a quantum protocol for the quadrature was not applied, the application of the mid-point quadrature rule provides the second-order Trotter formula, while the first-order Trotter formula correspond to the end-point quadrature rule. For simplicity here we restrict our discussion with a time-independent matrix $B$.

As mentioned in the construction of qHOP Eq. (8) and Eq. (13), the exact dynamics is first approximated by the dynamics without time-ordering

$$e^{-iA L h} e^{-i \int_{(L-1)h}^{Lh} H_I(s) \, ds} \cdots e^{-i \int_{0}^{h} H_I(s) \, ds},$$

where $Lh = T$ and then followed by a quantum numerical quadrature. We now apply the midpoint quadrature rule instead [12]

$$\int_{a}^{b} f(x) \, dx \approx f \left( \frac{(a + b)}{2} \right) (b - a),$$

and obtain

$$e^{-iA L h} e^{-i H_I(Lh-h/2)h} \cdots e^{-i H_I(h/2) h}$$

$$= e^{-i A L h} e^{-i A (Lh-h/2)h} e^{-i A (Lh-h/2)h} \cdots e^{-i A (h/2)h} e^{-i A (h/2)h}$$

$$= e^{-i A h/2} e^{-i B h} e^{-i A h/2} \cdots e^{-i A h/2} e^{-i B h} e^{-i A h/2},$$

which recovers the second-order Trotter formula. Similarly, the first-order Trotter formula can be derived via the end-point quadrature rule

$$\int_{a}^{b} f(x) \, dx \approx f (a) (b - a),$$

and we do not detail here.

### 4 Complexity analysis

In this section we study the complexity of qHOP to obtain an $\epsilon$-approximation of the exact evolution operator up to time $T$. We first analyze the complexity of qHOP for general time-dependent Hamiltonian simulation Eq. (1), then study the scenario of Hamiltonian simulation in the interaction picture Eq. (20).

#### 4.1 General complexity

The proof of the theorem relies on the error bound of qHOP, which can be further decomposed into two parts: the time discretization error and the error in constructing the block-encodings. We will first establish the time discretization error in a single time step, then use this error bound to analyze the complexity of constructing short-time qHOP evolution operator, and finally study the long-time scenario.
4.1.1 Time discretization errors

The error of the time discretization can be established by combining standard error bounds of the classical Magnus method and numerical quadrature.

**Lemma 3 (Time discretization errors of qHOP).** Let $U((j+1)h, jh)$ denote the exact evolution operator $Te^{-i\int_0^{j+1} H(s)ds}$, and $U_1((j+1)h, jh)$ denote the qHOP operator defined in Eq. (15). Then we have

\[
\|U((j+1)h, jh) - U_1((j+1)h, jh)\| \leq \frac{T^2}{2L^2} \left( \frac{1}{2} \max_{s,\tau \in [jh, (j+1)h]} \|[H(\tau), H(s)]\| + \frac{1}{M} \max_{s \in [jh, (j+1)h]} \|H'(s)\| \right).
\]

**(Proof.** We first study the approximation error brought by truncating the Magnus expansion. Let

\[
\tilde{U}_1(t, jh) = e^{-i\int_{jh}^t H(s)ds}.
\]

For any $t \in [jh, (j+1)h]$, by differentiating $\tilde{U}_1(t, jh)$ with respect to $t$, we have

\[
i\partial_t \tilde{U}_1(t, jh) = \int_0^1 e^{-i\beta \int_{jh}^t H(s)ds} H(t)e^{i\beta \int_{jh}^t H(s)ds} d\beta \tilde{U}_1(t, jh).
\]

By the variation of parameters formula [27, 34], we have

\[
\tilde{U}_1(t, jh) - U(t, jh) = \int_{jh}^t U(t, \tau) \left( \int_0^1 e^{-i\beta \int_{jh}^\tau H(s)ds} H(\tau)e^{i\beta \int_{jh}^\tau H(s)ds} d\beta - H(\tau) \right) d\tau.
\]

Using fundamental theorem of calculus in terms of $\beta$ that

\[
\left\| e^{-i\beta \int_{jh}^\tau H(s)ds} H(\tau)e^{i\beta \int_{jh}^\tau H(s)ds} \right\| = \left\| e^{-i\beta \int_{jh}^\tau H(s)ds} H(\tau)e^{i\beta \int_{jh}^\tau H(s)ds} - H(\tau) \right\|
\]

\[
= \int_0^\beta e^{-i\gamma \int_{jh}^\tau H(s)ds} \left[ H(\tau), \int_{jh}^\tau H(s)ds \right] e^{i\gamma \int_{jh}^\tau H(s)ds} d\gamma
\]

\[
\leq \beta \int_{jh}^\tau \|[H(\tau), H(s)]\| ds,
\]

we obtain

\[
\left\| \tilde{U}_1((j+1)h, jh) - U((j+1)h, jh) \right\| \leq \int_{jh}^{(j+1)h} \int_0^1 \beta \int_{jh}^\tau \|[H(\tau), H(s)]\| dsd\beta d\tau
\]

\[
= \frac{1}{2} \int_{jh}^{(j+1)h} \int_{jh}^\tau \|[H(\tau), H(s)]\| dsd\tau
\]

\[
\leq \frac{h^2}{4} \max_{s,\tau \in [jh, (j+1)h]} \|[H(\tau), H(s)]\| .
\]

The quadrature error can be bounded by standard result [12] such that

\[
\left\| \int_{jh}^{(j+1)h} H(s)ds - \frac{h}{M} \sum_{k=0}^{M-1} H(jh + kh/M) \right\| \leq \frac{h^2}{2M} \max_{s \in [jh,(j+1)h]} \|H'(s)\|.
\]
Therefore, by the inequality $\|e^{-iH_1} - e^{-iH_2}\| \leq \|H_1 - H_2\|$ for two Hermitian matrices $H_1$ and $H_2$ [14], we have

$$\|\tilde{U}_1((j + 1)h, jh) - U_1((j + 1)h, jh)\| \leq \frac{\hbar^2}{2M} \max_{s \in [jh,(j+1)h]} \|H'(s)\|,$$  \hspace{1cm} (36)

and thus

$$\|U((j + 1)h, jh) - U_1((j + 1)h, jh)\| \leq \frac{\hbar^2}{4} \max_{s, \tau \in [jh,(j+1)h]} \|[H(\tau), H(s)]\| + \frac{\hbar^2}{2M} \max_{s \in [jh,(j+1)h]} \|H'(s)\|$$

$$= \frac{T^2}{2L^2} \left( \frac{1}{2} \max_{s, \tau \in [jh,(j+1)h]} \|[H(\tau), H(s)]\| + \frac{1}{M} \max_{s \in [jh,(j+1)h]} \|H'(s)\| \right).$$ \hspace{1cm} (37)

\[\square\]

Note that $M$ can be chosen to be sufficiently large such that the second part in the error bound becomes negligible, and the additional cost is $O(\log M)$. The complexity of qHOP is then significantly influenced by the commutator $\max_{s, \tau \in [jh,(j+1)h]} \|[H(\tau), H(s)]\|$. This can be trivially bounded by $2\alpha^2$, which becomes the error bound of the first order truncated Dyson method. Furthermore, in many cases of practical interests, the scaling of the commutator can be much better in terms of $\|H\|, \|H'|, h$, or even a combination of several parameters, which demonstrates the advantage of qHOP over first order truncated Dyson method. For technical simplicity, we will first assume an upper bound that $\max_{s, \tau \in [jh,(j+1)h]} \|[H(\tau), H(s)]\| \leq C_H h^\theta$ in the next subsection to establish the complexity estimate in the general case, and specify the parameters $C_H$ and $\theta$ in different scenarios after the generic complexity estimate.

### 4.1.2 Short-time and Long-time complexity

Now we are ready to estimate the complexity scaling of qHOP. We first estimate the cost of constructing a block-encoding of short-time evolution operator, then analyze the global cost for long-time simulation.

**Lemma 4** (Short-time complexity of qHOP). Assume that $\max_{s, \tau \in [jh,(j+1)h]} \|[H(\tau), H(s)]\| \leq C_H h^\theta$ for a non-negative real number $\theta$ and a constant $C_H$ which might depend on $H$. Then for any $0 < \delta < h$, qHOP gives a $(1, n', \delta')$-block-encoding of $U((j + 1)h, jh)$ with

$$n' = n_a + \log_2 M + 2, \quad M = 2^{\max_{s \in [0,\tau]} \|H'(s)\| / C_H h^\theta},$$ \hspace{1cm} (38)

$$\delta' = \frac{\delta}{2} + \frac{1}{2} C_H h^{2+\theta},$$ \hspace{1cm} (39)

and the following cost:

1. $O(a h + \log(1/\delta))$ uses of HAM-$T_j$, its inverse or controlled version,
2. $O((n_a + \log M)(a h + \log(1/\delta)))$ one- or two-qubit gates,
3. $O(1)$ additional ancilla qubits.
Proof. We start with Eq. (17), which is a (α, n_a+n_m, 0)-block-encoding of M^{-1} \sum_{k=0}^{M-1} H(jh+kh/M) with 1 query to HAM-T_j and O(n_m) one-qubit gates. According to Lemma 2, a (1, n_a+n_m+2, \delta/2)-block-encoding of U_1((j+1)h, jh) can then be implemented by QSVT, with O(\alpha h + (\log(1/\delta)) \leq 2 \max_{s,\tau} \|H'(s)\|/C_H H^\theta \| for all \alpha, \|

Then the previous circuit becomes a block-encoding of U((j+1)h, jh) with the desired error.

Now we are ready to establish the total cost for long-time simulation.

**Theorem 1** (Long-time complexity of qHOP). Let the Hamiltonian H(s) satisfies \|H(s)\| \leq \alpha for all 0 \leq s \leq T, and assume that max_{s,\tau} \|H(s)\| \leq C_H h^\theta for a non-negative real number \theta and a constant C_H which might depend on H. Then for any 0 < \epsilon < 1, T > \epsilon, qHOP can implement an operation W such that \|W-U(T,0)\| \leq \epsilon with failure probability \O(\epsilon) and the following cost:

1. \O\left(\alpha T + C_H^{1/(1+\theta)} T^{1+1/(1+\theta)} / \epsilon^{1/(1+\theta)} \right) \log\left( \frac{C_H T}{\epsilon} \right) \text{ uses of HAM-T}_j, its inverse or controlled version,

2. \O\left(\left(\max_{s,\tau} \|H'(s)\|/T\right)^{3/2} \left(\max_{s,\tau} \|H'(s)\|/C_H \epsilon \right) \left(\alpha T + C_H^{1/(1+\theta)} T^{1+1/(1+\theta)} / \epsilon^{1/(1+\theta)} \right) \right) one- or two-qubit gates,

3. \O(1) additional ancilla qubits.

Proof. The idea of the proof mostly follows the proof of [38, Corollary 4]. Let \delta' = \delta/2 + C_H h^{2+\theta}/2, n_0 = n_a + \log_2 M + 2 and M = 2 \max_{s,\tau} \|H'(s)\|/(C_H h^{2+\theta}). Let V_j denote the circuit constructed in Fig. 1, and W_j = \langle 0_b | V_j | 0_b \rangle, then Lemma 4 tells that

\|W_j - U((j+1)h, jh)\| \leq \delta'.

(40)

Notice that \|W_j\| \leq 1 and \|U((j+1)h, jh)\| = 1, we have

\left| \prod_{j=0}^{L-1} W_j - U(T,0) \right| \leq L \delta'.

(41)

Each W_j is obtained by applying V_j on |0_b⟩ and then projecting back onto |0_b⟩. Since W_j is \delta'-close to a unitary operator, the norm of W_j is at least (1 - \delta'). Therefore the failure probability at each single step is bounded by 1 - (1 - \delta')^2 \leq 2\delta'. This leads the global failure probability to be bounded by 1 - (1 - 2\delta')^L = \O(L\delta'). Therefore, in order to bound the error and the failure probability by \O(\epsilon), we can choose L\delta' \leq \epsilon and thus

\frac{L \delta'}{2} + C_H T^{2+\theta} \leq \epsilon.

(42)

By bounding each term on the left hand side by \epsilon/2, it suffices to choose

\begin{align*}
L &= \frac{C_H^{1/(1+\theta)} T^{1+1/(1+\theta)}}{\epsilon^{1/(1+\theta)}}, \\
\delta &= \frac{\epsilon^{1+1/(1+\theta)}}{C_H^{1/(1+\theta)} T^{1+1/(1+\theta)}}.
\end{align*}

(43)
and correspondingly

\[ M = \frac{2 \max_{s \in [0, T]} \|H'(s)\|L^\theta}{C_H T^\theta} = \frac{2 \max_{s \in [0, T]} \|H'(s)\|T^{\theta/(1+\theta)}}{C_H^{1/(1+\theta)} \epsilon^{\theta/(1+\theta)}} \]  

(44)

The proof is completed by multiplying the cost in Lemma 4 by \( L \) and then plugging in the choices of \( L \) and \( \delta \).

4.1.3 Scaling of the commutator

Now we establish the bound for the commutator, i.e. estimation of the parameters \( C_H \) and \( \theta \). In particular, there are two possible sets of choices of \((C_H, \theta)\), corresponding to two scenarios of the fast oscillations we have discussed in the introduction. We then can obtain two corresponding bounds of the asymptotic complexity. One of the bounds is independent of \( \|H'(s)\| \) and scales linearly with respect to \( 1/\epsilon \). The other one can give a second order convergence, leading to a quadratic speedup in terms of \( \epsilon \). This is at the expense of introducing a polynomial dependence on the commutator \( \|H'(s), H(\tau)\| \). The final complexity estimate can be viewed as the minimum of these two bounds, which indicates that qHOP in the worst case is still at least comparable to the first order truncated Dyson method, and can automatically achieve better complexity without knowing the source of the oscillations in the Hamiltonian.

We start with the estimate of the commutator, which can be established in the following lemma.

**Lemma 5** (Bounds for commutators). For any \( h > 0 \), \( 0 \leq j < M \), we have

\[
\max_{s, \tau \in [jh, (j+1)h]} \| [H(\tau), H(s)] \| \leq \min \left\{ \max_{|s-u| \leq h} \| [H(u), H(s)] \|, \max_{|s-u| \leq h} \| [H'(u), H(s)] \| h \right\}. 
\]

(45)

**Proof.** It suffices to show that the commutator is bounded by both terms in the bracket on the right hand side. The first bound follows trivially. To prove the second bound, we use the fundamental theorem of calculus to obtain

\[ H(\tau) = H(s) + \int_s^\tau H'(u) du \]

and thus,

\[
\max_{s, \tau \in [jh, (j+1)h]} \| [H(\tau), H(s)] \| = \max_{s, \tau \in [jh, (j+1)h]} \left\| \int_s^\tau H'(u) du, H(s) \right\| \leq \max_{|s-u| \leq h} \| [H'(u), H(s)] \| h. 
\]

(47)

**Corollary 1** (Long-time complexity of qHOP). Let \( \|H(s)\| \leq \alpha, \max_{s,u \in [0,T]} \| [H(u), H(s)] \| \leq \tilde{\alpha}^2 \), and \( \max_{s,u \in [0,T]} \| [H'(u), H(s)] \| \leq \tilde{\beta} \). Then for any \( 0 < \epsilon < 1, T > \epsilon \), qHOP can implement an operation \( W \) such that \( \| W - U(T, 0) \| \leq \epsilon \) with failure probability \( O(\epsilon) \) and the following cost:
1. $\mathcal{O} \left( \alpha T + \min \left\{ \frac{\alpha^2 T^2}{\epsilon}, \frac{\alpha^{1/2} T^{3/2}}{\epsilon^{1/2}} \log \left( \frac{\beta T}{\epsilon} \right) \right\} \right)$ uses of HAM-T$_j$,

2. $\mathcal{O} \left( n_a + \log \left( \frac{\max_{s \in [0, T]} \| H(s) \| T}{\min \left\{ \frac{\alpha^2, \beta}{\epsilon^2} \right\} \epsilon} \right) \right) \left( \alpha T + \min \left\{ \frac{\alpha^2 T^2}{\epsilon}, \frac{\alpha^{1/2} T^{3/2}}{\epsilon^{1/2}} \log \left( \frac{\beta T}{\epsilon} \right) \right\} \right)$

3. $\mathcal{O}(1)$ additional ancilla qubits.

4.1.4 $L^1$ norm scaling

In this section, we discuss the $L^1$-norm scaling of qHOP for the long time evolution. Note that taking the maximum over the whole time interval in our commutator scaling $\max_{s,t \in [0,T]} \|[H(s), H(t)]\|$ can lead to overly pessimistic results. In Eq. (34), the short time error indeed follows a local $L^1$ scaling. In fact, following the same strategy as continuous qDRIFT [8], we can show that the commutator error bound leads to a global $L^1$-norm scaling of the error.

The idea is to vary time step sizes in the propagation according to the average performance of the Hamiltonian. To be specific, let $0 = t_0 < t_1 < \cdots < t_j < \cdots < t_L = T$ where $L$ is the number of time steps and $t_1, \cdots, t_{L-1}$ are chosen such that

$$\int_0^{t_1} \| H(s) \| \, ds = \cdots = \int_{t_j}^{t_{j+1}} \| H(s) \| \, ds = \frac{1}{L} \int_0^T \| H(s) \| \, ds, \quad 0 \leq j \leq L - 1.$$  

We approximate the exact evolution operator $U(T, 0)$ by $\prod_{j=0}^{L-1} U_1(t_{j+1}, t_j)$ where

$$U_1(t_{j+1}, t_j) = e^{-i(t_{j+1} - t_j)H} \frac{1}{M} \sum_{k=0}^{M-1} H(t_j + k(t_{j+1} - t_j)/M).$$  

(49)

Since the small time steps in the numerical quadrature are different among different time intervals, we require an adaptive version of the HAM-T oracle, which is an $(n_a + n_m)$-qubit unitary oracle with $n_m = \log_2 M$ such that

$$\langle 0_a | \text{HAM-T}_j | 0_a \rangle = \frac{1}{\alpha} \sum_{k=0}^{M-1} |k\rangle \langle k| \otimes H(t_j + k(t_{j+1} - t_j)/M).$$  

(50)

We see that this adaptive version of HAM-T can also be efficiently constructed in the interaction picture following a similar circuit in Fig. 3.

**Lemma 6** (Time discretization errors of qHOP with $L^1$-norm scaling). Let $0 = t_0 < t_1 < \cdots < t_j < \cdots < t_L = T$ be chosen such that Eq. (48) holds, $U(t_{j+1}, t_j)$ denote the exact evolution operator $Te^{-i\int_{t_j}^{t_{j+1}} H(s) \, ds}$, and $U_1(t_{j+1}, t_j)$ denotes the qHOP operator defined in Eq. (49). Then we have

$$\|U((j + 1)h, jh) - U_1((j + 1)h, jh)\| \leq \frac{1}{L^2} \left( \int_0^T \| H(s) \| \, ds \right)^2 + \frac{(t_{j+1} - t_j)^2}{2M} \max_{s \in [t_j, t_{j+1}]} \| H'(s) \|.$$  

(51)

**Proof.** This lemma can be proved by a slight modification of the proof of Lemma 3. Following the same notations as those in Lemma 3, according to the second line of Eq. (34),
we have
\[
\|U(t_{j+1}, t_j) - \tilde{U}_1(t_{j+1}, t_j)\| \leq \frac{1}{2} \int_{t_j}^{t_{j+1}} \int_{t_j}^{T} \|H(\tau), H(s)\| ds d\tau \\
\leq \int_{t_j}^{T} \int_{t_j}^{t_{j+1}} \|H(\tau)\| \|H(s)\| ds d\tau \\
= \left( \int_{t_j}^{T} \|H(s)\| ds \right)^2 \\
= \frac{1}{L^2} \left( \int_{0}^{T} \|H(s)\| ds \right)^2. \tag{52}
\]

Combining this estimate with Eq. (36), we obtain
\[
\|U(t_{j+1}, t_j) - U(t_{j+1}, t_j)\| \\
\leq \|U(t_{j+1}, t_j) - \tilde{U}_1(t_{j+1}, t_j)\| + \|\tilde{U}_1(t_{j+1}, t_j) - U(t_{j+1}, t_j)\| \\
\leq \frac{1}{L^2} \left( \int_{0}^{T} \|H(s)\| ds \right)^2 + \frac{(t_{j+1} - t_j)^2}{2M} \max_{s \in [t_j, t_{j+1}]} \|H'(s)\|. \tag{53}
\]

\[
\]

Using the same strategy as that in Lemma 4 and Theorem 1 with the error bound in $L^1$-scaling as specified in Lemma 6, we can obtain another version of the complexity estimates with $L^1$-norm scaling for short-time and long-time propagation.

**Lemma 7** (Short-time complexity of qHOP with $L^1$-norm scaling). Let $\|H(s)\| \leq \alpha$ and $T^{-1} \int_{0}^{T} \|H(s)\| ds \leq \pi$. Then for any $0 < \delta < t_{j+1} - t_j$, qHOP gives a $(n', \delta')$-block-encoding of $U(t_{j+1}, t_j)$ with
\[
n' = n_a + \log_2 M + 2, \quad M = \frac{L^2 \max_{s \in [0, T]} \|H'(s)\|}{2\pi^2}, \tag{54}
\]
\[
\delta' = \frac{\delta}{2} + \frac{2\pi^2 T^2}{L^2}, \tag{55}
\]
and the following cost:
1. $O(\alpha(t_{j+1} - t_j) + \log(1/\delta))$ uses of HAM-$T_j$, its inverse or controlled version,
2. $O((n_a + \log M)(\alpha(t_{j+1} - t_j) + \log(1/\delta)))$ one- or two-qubit gates,
3. $O(1)$ additional ancilla qubits.

**Theorem 2** (Long-time complexity of qHOP with $L^1$-scaling). Let $\|H(s)\| \leq \alpha$ for any $0 \leq s \leq T$, and $T^{-1} \int_{0}^{T} \|H(s)\| ds \leq \pi$. Then for any $0 < \epsilon < 1, T > \epsilon$, qHOP can implement an operation $W$ such that $\|W - U(T, 0)\| \leq \epsilon$ with failure probability $O(\epsilon)$ and the following cost:
1. $O\left(\alpha T + \frac{\pi^2 T^2}{\epsilon} \log\left(\frac{\pi T}{\epsilon}\right)\right)$ uses of HAM-$T_j$, its inverse or controlled version,
2. $O\left(\left(n_a + \log\left(\frac{\pi T \max_{s \in [0, T]} \|H'(s)\|}{\epsilon}\right)\right) \left(\alpha T + \frac{\pi^2 T^2}{\epsilon} \log\left(\frac{\pi T}{\epsilon}\right)\right)\right)$ one- or two-qubit gates,
3. $O(1)$ additional ancilla qubits.
Proof. Following exactly the proof of Theorem 1, we need to bound the error and the failure probability by $O(\epsilon)$ by choosing $L\delta' \leq \epsilon$ and thus
\[
\frac{L\delta}{2} + \frac{2\pi^2 T^2}{L} \leq \epsilon.
\] (56)

By letting each term on the left hand side equal $\epsilon/2$, it suffices to choose
\[
L = \frac{4\pi^2 T^2}{\epsilon}, \quad \delta = \frac{\epsilon^2}{4\pi^2 T^2},
\] (57)
and correspondingly
\[
M = \frac{L^2 \max_{s \in [0,T]} \|H'(s)\|}{2\pi^2} = \frac{8\pi^2 T^4 \max_{s \in [0,T]} \|H'(s)\|}{\epsilon^2}.
\] (58)

The proof is completed by taking the summation of the local costs in Lemma 7 over the entire $[0,T]$ and then plugging in the choices of $L$, $\delta$ and $M$.

4.2 Complexity of the Hamiltonian simulation in the interaction picture

The complexity estimate of qHOP applied to Hamiltonian simulation in the interaction picture can be obtained by directly applying Theorem 1 in the generic case. The difference is that, under the interaction picture, we can get a more concrete expression of the commutator $\|[H(u), H(s)]\|$ and $\|[H'(u), H(s)]\|$, which leads to improved scaling in various scenarios and examples. We will first give the generic complexity estimates for short-time and long-time simulation in the interaction picture.

4.2.1 Complexity

Lemma 8 (Short-time complexity of qHOP in the interaction picture). Assume that
\[
\max_{t \in [0,T]} \|B(t)\| \leq \alpha_B, \quad \max_{t \in [0,T]} \|B'(t)\| \leq \beta_B, \quad \max_{t \in [0,T]} \|[A, B(t)]\| \leq \alpha_{AB}, \quad \text{and that}
\]
\[
\max_{|s-t| \leq h} \left\| [B(t), e^{iA(s-t)}B(s)e^{-iA(s-t)}] \right\| \leq C_{AB}h^\theta
\]
for a non-negative real number $\theta$ and a constant $C_{AB}$ which might depend on $A$ and $B(t)$. Then for any $0 < \delta < h$, qHOP gives a $(1, n', \delta')$-block-encoding of $U((j+1)h, jh)$ with
\[
n' = n_B + 2 + O(\log M), \quad M = \frac{2(\alpha_{AB} + \beta_B)}{C_{AB}h^\theta},
\] (59)
\[
\delta' = \delta/2 + C_{AB}h^{2+\theta}/2,
\] (60)
and the following cost:

1. $O((\alpha_B h + \log(1/\delta)) \log M)$ uses of $O_A$, its inverse or controlled version,
2. $O(\alpha_B h + \log(1/\delta))$ uses of $O_B(j)$, its inverse or controlled version,
3. $O((n_B + \log M)(\alpha_B h + \log(1/\delta)))$ one- or two-qubit gates,
4. $O(1)$ additional ancilla qubits.
Proof. This is a direct consequence of Lemma 4. As discussed in Section 3.1, the circuit for HAM-T can be constructed with $O(\log M)$ uses of controlled $O_A$ and $O(1)$ use of $O_B(j)$,

$$
\| [H_I(t), H_I(s)] \| = \left\| e^{iAt}B(t)e^{-iAt}e^{iAs}B(s)e^{-iAs} - e^{iAs}B(s)e^{-iAs}e^{iAt}B(t)e^{-iAt} \right\|
$$

$$
= \left\| e^{iAt} \left( B(t)e^{iA(s-t)}B(s)e^{-iA(s-t)} - e^{iA(s-t)}B(s)e^{-iA(s-t)}B(t) \right) e^{-iAt} \right\|
$$

$$
\leq \left\| \left[ B(t), e^{iA(s-t)}B(s)e^{-iA(s-t)} \right] \right\| ,
$$

and

$$
\| H'_I(s) \| = \left\| i e^{iAs}[A, B(s)]e^{-iAs} + e^{iAs}B'(s)e^{-iAs} \right\| \leq \| [A, B(s)] \| + \| B'(s) \|. \tag{61}
$$

The complexity for long-time simulation directly follows from Theorem 1 for the same reason.

Theorem 3 (Long-time complexity of qHOP in the interaction picture). Assume that

$$
\max_{t \in [0,T]} \| B(t) \| \leq \alpha_B, \max_{t \in [0,T]} \| B'(t) \| \leq \beta_B, \max_{t \in [0,T]} \| [A, B(t)] \| \leq \alpha_{AB}, \text{ and that}
$$

$$
\max_{t \in [0,T]} \left\| \left[ B(t), e^{iA(s-t)}B(s)e^{-iA(s-t)} \right] \right\| \leq C_{AB}h^\theta
$$

for a non-negative real number $\theta$ and a constant $C_{AB}$ which might depend on $A$ and $B(t)$. Then for any $0 < \epsilon < 1$, $T > \epsilon$, qHOP can implement an operation $W$ such that

$$
\| W - U(T, 0) \| \leq \epsilon
$$

with failure probability $O(\epsilon)$ and the following cost:

1. $O \left( \left( \alpha_B T + \frac{C_{AB}^{1/(1+\theta)} T^{1+1/(1+\theta)}}{\epsilon^{1/(1+\theta)}} \log \left( \frac{C_{AB}T}{\epsilon} \right) \right) \log \left( \frac{(\alpha_{AB} + \beta_B)T}{C_{AB} \epsilon} \right) \right)$ uses of $O_A$, its inverse or controlled version,

2. $O \left( \left( \alpha_B T + \frac{C_{AB}^{1/(1+\theta)} T^{1+1/(1+\theta)}}{\epsilon^{1/(1+\theta)}} \log \left( \frac{C_{AB}T}{\epsilon} \right) \right) \right)$ uses of $O_B(j)$, its inverse or controlled version,

3. $O \left( \left( n_B + \log \left( \frac{(\alpha_{AB} + \beta_B)T}{C_{AB} \epsilon} \right) \right) \left( \alpha_B T + \frac{C_{AB}^{1/(1+\theta)} T^{1+1/(1+\theta)}}{\epsilon^{1/(1+\theta)}} \log \left( \frac{C_{AB}T}{\epsilon} \right) \right) \right)$ one- or two-qubit gates,

4. $O(1)$ additional ancilla qubits.

4.2 Scaling of the commutator

Now we establish the bound for the commutator, i.e. estimation of the parameters $C_{AB}$ and $\theta$. We again first study the most general case where we only assume that the norm of $A$ is much larger than the norm of $B(t)$. Error bound of this case can be directly obtained by applying Theorem 3 and plugging in the concrete forms of the commutators.

Lemma 9 (Bounds for commutators in the interaction picture Hamiltonian simulation). For any $h > 0$, if

$$
\max_{t \in [0,T]} \| B(t) \| \leq \alpha_B, \max_{t \in [0,T]} \| B'(t) \| \leq \beta_B \text{ and } \max_{t \in [0,T]} \| [A, B(t)] \| \leq \alpha_{AB}, \text{ then we have}
$$
\[
\max_{|s-t| \leq h} \left\| [B(t), e^{iA(s-t)} B(s) e^{-iA(s-t)}] \right\| \leq \min \left\{ 2\alpha_B^2, 2\alpha_B (\alpha_{AB} + \beta_B)h \right\}.
\]  

(62)

**Proof.** It suffices to show that the commutator is bounded by both terms in the bracket on the right hand side. The first bound follows trivially by

\[
\left\| [B(t), e^{iA(s-t)} B(s) e^{-iA(s-t)}] \right\|
\leq \left\| B(t) e^{iA(s-t)} B(s) e^{-iA(s-t)} \right\| + \left\| e^{iA(s-t)} B(s) e^{-iA(s-t)} B(t) \right\|
\leq 2\alpha_B^2.
\]  

(63)

To prove the second bound, we use the fundamental theorem of calculus to obtain

\[
B(t) = B(s) + \int_s^t B'(\tau) d\tau.
\]  

(64)

Then

\[
\left\| [B(t), e^{iA(s-t)} B(s) e^{-iA(s-t)}] \right\|
\leq \left\| [B(s), e^{iA(s-t)} B(s) e^{-iA(s-t)}] \right\| + \left\| \left[ \int_s^t B'(\tau) d\tau, e^{iA(s-t)} B(s) e^{-iA(s-t)} \right] \right\|
\leq \left\| [B(s), e^{iA(s-t)} B(s) e^{-iA(s-t)}] \right\| + 2\alpha_B \beta_B h.
\]  

(65)

To further bound the first term, we view \( s \) as a fixed time, denote \( t' = s - t \) and use the fundamental theorem of calculus with respect to \( t' \) to get

\[
e^{iAt'} B(s) e^{-iAt'} = B(s) + i \int_0^{t'} e^{iA\tau} [A, B(s)] e^{-iA\tau} d\tau,
\]  

(66)

and thus

\[
\left\| [B(t), e^{iA(s-t)} B(s) e^{-iA(s-t)}] \right\| \leq \left\| [B(s), i \int_0^{t'} e^{iA\tau} [A, B(s)] e^{-iA\tau} d\tau] \right\| + 2\alpha_B \beta_B h
\leq 2\alpha_B \alpha_{AB} h + 2\alpha_B \beta_B h.
\]  

(67)

Lemma 9 implies two possible sets of parameters \((C_{AB}, \theta) \): \( C_{AB} = 2\alpha_B^2, \theta = 0 \), or \( C_{AB} = 2\alpha_B (\alpha_{AB} + \beta_B), \theta = 1 \). The following result can then be proved by plugging these two possible choices back into Theorem 3.

**Corollary 2** (Long-time complexity of qHOP in the interaction picture). For any \( 0 < \epsilon < 1, T > \epsilon \), if \( \max_{t \in [0,T]} \|B(t)\| < \alpha_B, \max_{t \in [0,T]} \|B'(t)\| < \beta_B \) and \( \max_{t \in [0,T]} \|[A, B(t)]\| < \alpha_{AB} \), then qHOP can implement an operation \( W \) such that \( \|W - U(T, 0)\| \leq \epsilon \) with failure probability \( O(\epsilon) \) and

\[
O \left( \min \left\{ \frac{\alpha_B^2 T^2}{\epsilon} \log \left( \frac{\alpha_B T}{\epsilon} \right), \alpha_B T + \frac{\alpha_B^{1/2}(\alpha_{AB} + \beta_B)^{1/2} T^{3/2}}{\epsilon^{1/2}} \log \left( \frac{\alpha_B (\alpha_{AB} + \beta_B) T}{\epsilon} \right) \right\} \right.
\times \log \left( \frac{(\alpha_{AB} + \beta_B)T}{\epsilon} \right).
\]

(68)

uses of \( O_A \) and \( O_B(j) \).
the continuous linear functional on acting on be of order denote its dual space – the space of tempered distributions – as written as a pseudo-differential operator, whose commutator with Taylor expansion for the fundamental theorem of calculus, the whole time-dependent part of the cancellation resulting from the oscillations. Different from the Taylor expansion and equation simulation, the dependence of is an unbounded operator, and one cannot directly perform the 

\[
\Delta e^{-iAt} = I - iAt - \frac{A^2}{2}s^2 + \cdots
\]

or the fundamental theorem of calculus Eq. (66) can provide a linear scaling in terms of \( h \), the resulting bound depends on the norm of the commutator \( ||[A, B]|| \). Another way to view this is that \( \Delta \) is an unbounded operator, and one cannot directly perform the Taylor expansion for \( e^{i\Delta s} \) for any \( s > 0 \). Nevertheless, in the case of the Schrödinger equation simulation, the dependence of \( A \) can be removed by leveraging the tools from pseudo-differential calculus (see e.g. [47, 55]).

For simplicity of the analysis, here we consider the Schrödinger equation in the continuous space. Numerical experiments indicate that similar results can hold for the discretized version, as well as for other boundary conditions. On an intuitive level, the idea is to keep the full information of the unitary \( e^{-iAt} \) and rewrite it in a special way, which makes use of the cancellation resulting from the oscillations. Different from the Taylor expansion and the fundamental theorem of calculus, the whole time-dependent part \( e^{iAs}Be^{-iAs} \) can be written as a pseudo-differential operator, whose commutator with \( B = V \) can be shown to be of order \( h \) with scaling only dependent on \( V \) and the dimension \( d \).

We consider the Schwartz space \( S(\mathbb{R}^m) \) defined as the space of all smooth functions acting on \( \mathbb{R}^m \) that are rapidly decreasing at infinity along with all partial derivatives, and denote its dual space – the space of tempered distributions – as \( S'(\mathbb{R}^m) \) that consists of the continuous linear functional on \( S(\mathbb{R}^m) \) [47, 48]. Despite the technicality, the Schwartz

Finally, for the special case when the original Hamiltonian \( H = A + B \) with time-independent \( B \), we can choose \( \beta_B = 0 \) and the complexity estimates can be slightly simplified as follows.

**Corollary 3** (Long-time complexity of qHOP in the interaction picture with time-independent \( B \)). For any \( 0 < \epsilon < 1, T > \epsilon \), if \( \|B\| \leq \alpha_B \) and \( ||[A, B]|| \leq \alpha_{AB} \), then qHOP can implement an operation \( W \) such that \( \|W - U(T, 0)\| \leq \epsilon \) with failure probability \( O(\epsilon) \) and

\[
O\left( \min \left\{ \frac{\alpha_B^2T^2}{\epsilon} \log \left( \frac{\alpha_B T}{\epsilon} \right), \alpha_B T + \frac{\alpha_B^{1/2}}{\epsilon^{1/2}} \log \left( \frac{\alpha_B \alpha_{AB} T}{\epsilon} \right) \right\} \right.
\]

\[
\times \log \left( \frac{\alpha_{AB} T}{\epsilon} \right) \right) \right)
\]

\[
(69)
\]

uses of \( O_A \) and \( \tilde{O}_B \).

### 4.3 Superconvergence for simulating the Schrödinger equation in the interaction picture

Now we focus on the improved error bound for the commutator in the case of simulating the Schrödinger equation in the interaction picture, i.e. when \( A = -\Delta \) and \( B = V(x) \). Generically, the preconstant for the second order convergence is proportional to \( ||[A, B]|| \), which is \( O(N) \) in the spatially discretized setting (see [2, Appendix A]), and \( N \) is the number of the spatial grid points. In the case of the Schrödinger equation, the commutator \( [B, e^{iAs}Be^{-iAs}] \) provides further cancellation, and we have \( C_{AB} = C_B (= C_V) \) independent of \( A \) and \( \theta = 1 \). In other words, qHOP exhibits superconvergence for the Schrödinger equation simulation. This leads to a surprising second order convergence rate in the operator norm, and the preconstant is independent of \( ||[A, B]|| \). This significantly reduces the overhead cause by the a large \( N \), which can be in many cases the bottleneck for such real-space Hamiltonian simulation [2, 33].

Recall the general cases of \( A \) and \( B \), though a naive application of the Taylor expansion

\[
e^{-iAs} = I - iAs - \frac{A^2}{2}s^2 + \cdots
\]
functions and tempered distributions are natural objects to work with for the Fourier integral operators, because the Fourier transform is an automorphism of the Schwartz space and also of its dual space due to duality. Intuitively, one can think of a tempered distribution as a distribution (generalized function) that grows no faster than polynomials at infinity. To prepare for the proof, we introduce the Weyl quantization [55], a type of pseudo-differential operator as a useful tool simplifying the calculations. Given \( a(x, p) \in \mathcal{S}'(\mathbb{R}^{2d}) \), the Weyl quantization \( \text{op}(a) \) of the symbol \( a(x, p) \) acting on \( u \in \mathcal{S}(\mathbb{R}^d) \) is defined by the formula

\[
\text{op}(a)(x) := (2\pi)^{-d} \int_{\mathbb{R}^{2d}} a \left( \frac{x + y}{2}, p \right) e^{ip(x-y)} u(y) \, dy \, dp.
\]

(70)

Such a quantization procedure in fact agrees well with physical intuitions. For example, the quantization of \( x \) is the position operator \( \hat{x} \) acting on \( u \) as \( \text{op}(x)u = xu = \hat{x}u \), a multiplication operator and the quantization of \( p \) is the momentum operator \( \text{op}(p) = -i\nabla = \hat{p} \). More generally, one has

\[
\text{op}(a(x))u(x) = a(x)u(x), \quad \text{op}(p^\alpha) = (-i\nabla)^\alpha u,
\]

for any multi-index \( \alpha \). In particular, when \( a(x, p) \) is a smooth function bounded together with all of its derivatives, \( \text{op}(a) \) defines a bounded operator mapping from \( L^2(\mathbb{R}^d) \) to \( L^2(\mathbb{R}^d) \). To be specific, the operator norm of such a linear transformation \( \mathcal{A} : L^2(\mathbb{R}^d) \to L^2(\mathbb{R}^d) \) is defined as

\[
\|\mathcal{A}\|_{\mathcal{L}(L^2)} := \inf_{u \in L^2(\mathbb{R}^d), u \neq 0} \frac{\|\mathcal{A}u\|_{L^2}}{\|u\|_{L^2}}.
\]

Thanks to the Calderón-Vaillancourt theorem (see [55, Theorem 4.23] for Weyl quantization and [41, Theorem 2.8.1] for more general pseudo-differential operators), \( \text{op}(a) \) can be estimated as

\[
\|\text{op}(a)\|_{\mathcal{L}(L^2)} \leq C \sum_{|\alpha| \leq Md} \|\partial^\alpha a\|_{L^\infty},
\]

(71)

for some constant \( C \) and \( M \), and the bound depends on a finite number of derivatives of \( a \), growing linearly with the dimension \( d \). Therefore, one can work with test functions \( u \in L^2(\mathbb{R}^d) \). Note that regularity assumption of \( a(x, p) \) ensures that it belongs to the symbol class \( S_{2d}(1) \). The definition of the quantization can be extended to other symbol classes (see, e.g., [55, Chapter 4.4] and [41, Chapter 2]) and the \( L^2 \) boundedness may also be relaxed without assuming all derivatives bounded [11, 22]. For simplicity, we work with symbols that are smooth functions bounded together with all of their derivatives.

**Lemma 10** (Bound for the commutator for the Schrödinger equation in the interaction picture). For a smooth function \( V \) bounded together with all of its derivatives and \( 0 < h \leq 1 \), we have

\[
\max_{a \in [-h, h]} \left\| [V(x), e^{i\Delta}V(x)e^{-i\Delta}] \right\|_{\mathcal{L}(L^2)} \leq C_V h,
\]

(72)

where \( C_V \) is some constant depending only on \( V \) and the dimension \( d \).

**Proof.** We divide the presentation of the proof into three steps. First, we calculate the commutator \([\Delta, \text{op}(a)]\) for any \( a(x, p) \) smooth and bounded together with all of its deriv-
tives, for any \( u \in S(\mathbb{R}^d) \) using integration by parts:

\[
[\Delta, \text{op}(a)] u(x) = (2\pi)^{-d} \int_{\mathbb{R}^d} \Delta_x \left( a \left( \frac{x+y}{2}, p \right) e^{ip(x-y)} \right) u(y) \, dy \, dp
\]

\[
- (2\pi)^{-d} \int_{\mathbb{R}^d} a \left( \frac{x+y}{2}, p \right) e^{ip(x-y)} \Delta_y u(y) \, dy \, dp
\]

\[
= (2\pi)^{-d} \int_{\mathbb{R}^d} \Delta_x \left( a \left( \frac{x+y}{2}, p \right) e^{ip(x-y)} \right) u(y) \, dy \, dp
\]

\[
- (2\pi)^{-d} \int_{\mathbb{R}^d} \Delta_y \left( a \left( \frac{x+y}{2}, p \right) e^{ip(x-y)} \right) u(y) \, dy \, dp.
\]

A straightforward calculation reveals that

\[
\Delta_x \left( a \left( \frac{x+y}{2}, p \right) e^{ip(x-y)} \right) = \Delta_x a \left( \frac{x+y}{2}, p \right) e^{ip(x-y)} + i \nabla_x a \left( \frac{x+y}{2}, p \right) \cdot pe^{ip(x-y)} - a \left( \frac{x+y}{2}, p \right) |p|^2 e^{ip(x-y)},
\]

\[
\Delta_y \left( a \left( \frac{x+y}{2}, p \right) e^{ip(x-y)} \right) = \Delta_y a \left( \frac{x+y}{2}, p \right) e^{ip(x-y)} - i \nabla_x a \left( \frac{x+y}{2}, p \right) \cdot pe^{ip(x-y)} - a \left( \frac{x+y}{2}, p \right) |p|^2 e^{ip(x-y)}.
\]

This shows that

\[
[\Delta, \text{op}(a)] = 2i \text{op}(\nabla_x a \cdot p).
\]

Therefore, one can then calculate the following difference

\[
e^{is\Delta} V e^{-is\Delta} - \text{op}(V(x - 2ps))
\]

\[
= \int_0^s \frac{d}{d\tau} \left( e^{i\tau\Delta} \text{op}(V(x - 2p(s - \tau))) e^{-i\tau\Delta} \right) d\tau
\]

\[
= \int_0^s e^{i\tau\Delta} \left( [i\Delta, \text{op}(V(x - 2p(s - \tau)))] + 2 \text{op}(p \cdot \nabla V(x - 2p(s - \tau))) \right) e^{-i\tau\Delta} d\tau = 0,
\]

where in the last line we used Eq. (73) with the symbol \( a \) chosen as \( V(x - 2p(s - \tau)) \). Thanks to the assumption of \( V \) and the Calderón-Vaillancourt theorem Eq. (71), \( \text{op}(V(x - 2ps)) \) now defines a bounded operator mapping from \( L^2(\mathbb{R}^d) \) to \( L^2(\mathbb{R}^d) \).

The second step of the proof is to estimate the commutator \( [V,e^{is\Delta} V e^{-is\Delta}] \), namely,

\[
[V, \text{op}(V(x - 2ps))] u(x) = (2\pi)^{-d} \int_{\mathbb{R}^d} (V(x) - V(y)) V \left( \frac{x+y}{2} - 2ps \right) e^{ip(x-y)} u(y) \, dy \, dp,
\]

for all \( u \in L^2(\mathbb{R}^d) \). Note that

\[
V(x) - V(y) = \int_0^1 \frac{d}{d\tau} V(y + \tau(x-y)) \, d\tau = \int_0^1 \left( x - y \right) \cdot \nabla V(y + \tau(x-y)) \, d\tau,
\]

together with integration by parts in \( p \) we have

\[
[V, \text{op}(V(x - 2ps))] u(x)
\]

\[
= (2\pi)^{-d} \int_{\mathbb{R}^d} \int_0^1 \left( x - y \right) \cdot \nabla V(y + \tau(x-y)) V \left( \frac{x+y}{2} - 2ps \right) e^{ip(x-y)} u(y) \, d\tau \, dy \, dp
\]

\[
= (2\pi)^{-d} 2s \int_{\mathbb{R}^d} \int_0^1 \nabla V(y + \tau(x-y)) \cdot \nabla V \left( \frac{x+y}{2} - 2ps \right) u(y) e^{ip(x-y)} \, d\tau \, dy \, dp.
\]
Therefore, it suffices to show the $L^2$-norm of

$$
\Theta := (2\pi)^{-d} \int_{\mathbb{R}^d} \int_0^1 \nabla V(y + \tau (x - y)) \cdot \nabla V\left(\frac{x + y}{2} - 2ps\right) u(y) e^{ip(x-y)} d\tau dy dp
$$

is bounded by some constant, which is the third step of the proof. Note that $\Theta$ is a pseudo-differential operator of the symbol

$$
b(x, y, p) := \int_0^1 \nabla V(y + \tau (x - y)) \cdot \nabla V\left(\frac{x + y}{2} - 2ps\right) d\tau.
$$

acting on $u$, which can be written as

$$
\Theta = \tilde{\Theta}(b)u := (2\pi)^{-d} \int_{\mathbb{R}^d} b(x, y, p)u(y) e^{ip(x-y)} dy dp.
$$

Thanks to the assumption on $V$, we can apply the Calderón-Vaillancourt theorem [41, Theorem 2.8.1]

$$
\|\tilde{\Theta}(b)\|_{L^2} \leq C \sum_{|\alpha| \leq M} \|\partial^\alpha b\|_{L^\infty},
$$

where the constant $M$ depends only on the dimension, yielding the bound only depending on the dimension $d$ and $V$ together with its derivatives. This completes the proof. \qed

Though the proof is based on continuous operators, we remark that this commutator error bound is also preserved in the discretized setting (see Section 5), namely it is bounded by $C_{BS}$, where $C_B$ only depends on the matrix $B$. This yields an available choice of parameters $(C_{AB}, \theta)$ specified in Theorem 3 for simulating the Schrödinger equation, i.e. $C_{AB} = C_B, \theta = 1$. Plugging such a choice back to Theorem 3 gives the cost estimate of qHOP to simulate the Schrödinger equation as follows\(^4\):

1. $O\left(\frac{T^{3/2}}{\epsilon^{1/2}} \log \left(\frac{T}{\epsilon}\right) \log \left(\frac{NT}{\epsilon}\right)\right)$ uses of $O_A$, its inverse or controlled version,
2. $O\left(\frac{T^{3/2}}{\epsilon^{1/2}} \log \left(\frac{T}{\epsilon}\right)\right)$ uses of $O_B$, its inverse or controlled version,
3. $O\left(\frac{T^{3/2}}{\epsilon^{1/2}} \log \left(\frac{T}{\epsilon}\right) \left(n_B + \log \left(\frac{NT}{\epsilon}\right)\right)\right)$ one- or two-qubit gates,
4. $O(1)$ additional ancilla qubits.

5 Numerical results

In this section, we demonstrate the numerical results for the Schrödinger equation simulation in the interaction picture. For simplicity, we consider the following Hamiltonian

$$
H = -\Delta + V(x), \quad V(x) = \cos(4x), \quad x \in [-\pi, \pi]
$$

with periodic boundary conditions. Here $A$ corresponds to the discretized $-\Delta$ using a second order finite difference scheme, and $B$ the discretized $V(x)$, respectively.

First, we verify the statement in Lemma 10 numerically for this periodic Hamiltonian. Fig. 4 plots the norm of the commutator $[B, e^{iAs}Be^{-iAs}]$ in terms of the time $s$ for $N = 128, 256, 512, 1024$ in the log-log scale. It can be seen that the norm of this commutator grows at most linearly in $s$, and its preconstant is independent of $N$ as in Lemma 10.

\(^4\)Here we absorb constants related to $B$ or $V(x)$ to the $O$ notation since they are bounded due to the regularity of the function $V(x)$.
We then present the convergence rate with respect to the time step \( h \). Fig. 5 plots the operator norm error versus \( h \) in the log-log scale. Here the values of \( h \) are chosen as \( 2^{-3}, 2^{-4}, \ldots, 2^{-10} \) and \( M \) is fixed to be a sufficiently large number \( 2^{24} h \), so that the quadrature error becomes negligible. The system is simulated until the final time \( t = 0.5 \) and the number of spatial discretization \( N \) is fixed as 128. It can be seen that both qHOP and the second-order Trotter formula exhibit the second order convergence in \( h \). However, the error of qHOP is an order of magnitude smaller than that of the second-order Trotter formula, in particular, the Trotter error grows with respect to the increase of \( N \) while qHOP remains the same.

The third numerical example compares the scaling of the vector norms and the operator norms, respectively. To evaluate the vector norm error, we take the initial vector \( \vec{v} \) as the discretization of a low-frequency Gaussian wavepacket

\[
\exp(-4(x+1)^2) \exp(i(x+1)).
\]

The time step size \( h \) is fixed to be 1/64. The number of spatial grids \( N \) are chosen as 8, 16, 32, 64, 128, 256 and 512. We remark that the first order numerical quadrature requires a potentially large number of quadrature points. This can significantly increase the cost of the classical computation, but only introduces a logarithmic factor to the cost of the quantum simulation. In the numerics of this and the next example, we use the second order trapezoidal quadrature rule to approximate the integral Eq. (14) instead with 512 quadrature points. Note that this is comparable to take \( M \) to be around \( 2^{18} \) for a first order quadrature implementation. We compare the performance of qHOP, continuous qDRIFT (c-qDRIFT), the second-order Trotter formula (Trotter2) and first-order truncated Dyson (Dyson1) up to a final time \( t = 0.5 \). The number of quadrature points used in truncated Dyson series is the same as that in qHOP. We measure the one-instance error for the continuous qDRIFT method, where the probability distribution to be sampled from is a uniform distribution (this is because the norm \( \|H_I(s)\| = \|B\| \) is a constant). The errors for both the operator and vector norms are plotted in Fig. 6. We find that qHOP exhibits
Figure 5: Log-log plot of the errors in the operator norm for various time step sizes $h$. The spatial discretization is finite difference. Both qHOP and the second-order Trotter formula exhibit second order convergence. However, the error of qHOP is smaller than that of the second-order Trotter formula, and does not grow as the number of the grid points in spatial discretization $N$ increases. The reference line demonstrates the asymptotic scaling.

the smallest error (sometimes orders of magnitude smaller) measured both in the operator norm and in the vector norm. In terms of the operator norm, the errors of both qHOP and Dyson1 does not grow with respect to $N$, while the error of Trotter2 grows with respect to $N$. Furthermore, the error of qHOP is much smaller than that of Dyson1, because the latter is a first order scheme while qHOP is of second order. As for the vector norm, with respect to a low-frequency initial condition, Trotter2 does not grow with respect to $N$ which agrees with the result shown in [2].

In the last example, we demonstrate more carefully the performance of both qHOP and Trotter2 when measuring the vector norm errors. Note that $N$-independent vector norm error bounds can be achieved (see [2]), but the preconstant of the error bound can still depend on the smoothness of the initial condition. On the other hand, qHOP has $N$-independent operator norm error bounds, and hence its vector norm error can be upper bounded by the operator norm error independent of the smoothness of the initial vector. To illustrate this point, we consider a series of initial vectors obtained by discretizing the Gaussian wavepacket with various frequencies $k$ given as

$$\exp\left(-20(x + 1)^2\right) \exp(ik(x + 1)).$$

(76)

The time step size $h$ is fixed to be $1/64$ and the grid number $N$ is fixed to be 512. The system is simulated till the final time $t = 0.5$. It can be seen in Fig. 7 that as the frequency $k$ of the initial vector increases, the vector norm error of qHOP does not grow while that of Trotter2 increases significantly.

6 Conclusion and discussion

In this work, we proposed the quantum highly oscillatory protocol (qHOP), a simple quantum algorithm for the time-dependent Hamiltonian simulation that provides a unified solution to treat the fast variation and/or the large operator norm of a time-dependent
Figure 6: Log-log plot of the errors in both the operator norm and the vector norm for various numbers of grid points used in spatial discretization denoted by $N$. The spatial discretization is finite difference. The error in operator norm is labeled as “ope” while the one in vector norm as “vec”. The vector norm is computed using a low-frequency Gaussian wavepacket Eq. (75) as the initial wavefunction. The number of quadrature points used in qHOP and that of the truncated Dyson series are the same.

Figure 7: The errors in the vector norm for the initial wavepacket Eq. (76) with various frequency $k$. The spatial discretization is finite difference. It can be seen that qHOP outperforms Trotter2 in the vector norm scaling.
Hamiltonian. The resulting algorithm explores the commutator scaling like the Trotter-type algorithm, exhibits $L^1$-norm scaling like the continuous qDRIFT method, and remains insensitive to the rapid change of $H(t)$ as the truncated Dyson series. The construction of the method can be interpreted as a first order truncation of the Magnus series, followed by a quantum numerical quadrature implemented via the linear combination of unitary technique. In this case, the prepare oracle is simply a set of Hadamard gates. This converts the time-dependent Hamiltonian simulation into a series of time-independent Hamiltonian simulation problems, which can in turn be efficiently performed using techniques such as the quantum singular value transformation (QSVT).

As an application, qHOP provides an alternative approach to simulate in the interaction picture. Though we mainly focus on the scenario of $H(t) = A + B(t)$, the extension of our qHOP formulation to the more general case $H(t) = a(t)A + B(t)$ is also possible. Assuming that $A$ is fast-forwardable and $a(t)$ is a scalar function whose antiderivative can be accurately computed with negligible extra cost, the interaction Hamiltonian can be taken as

$$H_I(t) = e^{iA\int_0^t a(s) \, ds} B(t) e^{-iA\int_0^t a(s) \, ds}.$$ 

Plugging in Eq. (23) yields the desired formulation, and the quantum circuit of implementing the block encoding of the linear combination of interaction picture Hamiltonians needs to be changed accordingly, which we do not detail here. The advantage is particularly prominent for simulating the Schrödinger equation, where qHOP exhibits superconvergence and achieves a second order convergence rate. The query complexity is only logarithmic in the number of grids $N$. Numerical results indicate that qHOP can be much more accurate than the first order truncated Dyson method and the continuous qDRIFT method, and can outperform the Trotter methods both in operator norms, as well as in vector norms with oscillatory initial vectors.

Similar to the widely used second order Trotter formula, we think that qHOP provides a suitable balance between efficiency and accuracy, and can be a useful quantum algorithm for practical treatment of highly oscillatory problems in a wide range of scenarios. Although the $L^1$-norm scaling of qHOP we establish in this work is in terms of the time average of Hamiltonian spectral norm, it may be possible to obtain an improved error bound that depends on the average of the commutators. This is because the one-step error of qHOP indeed follows a local $L^1$ scaling in terms of the commutators, and it would be interesting to study whether qHOP equipped with the $L^1$-norm scaling in commutators can provide further speedup for certain physical systems. We also remark that the high order generalization of qHOP is also possible, by means of truncating the Magnus series to higher orders. This however inevitably re-introduces the time-ordering operator, and its implementation requires quantum control logic. In certain scenarios, the efforts may be compensated by the higher order of accuracy. Our preliminary numerical results indicate that by truncating the Magnus series to second order and by adopting a sufficiently accurate numerical quadrature, the resulting method can again exhibit superconvergence for simulating the Schrödinger equation, and achieves a fourth order convergence rate. Following this strategy to high orders, we expect that the cost of the resulting method can be insensitive to $\|H'(t)\|$, exhibit commutator scalings, and depend poly-logarithmically on the precision parameter $\epsilon$.
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A Existing algorithms for time-dependent Hamiltonian simulation

We summarize several existing quantum algorithms for time-dependent Hamiltonian simulation and briefly discuss their scalings. For completeness, we reintroduce the notations that will be used in showing the scalings of existing algorithms. We consider both the general time-dependent Hamiltonian simulation problem and the simulation in the interaction picture with a specific focus on the Schrödinger equation.

For the general problem, we consider

$$i\partial_t |\psi(t)\rangle = H(t) |\psi(t)\rangle, \quad 0 \leq t \leq T,$$

where $H(t)$ is a time-dependent Hamiltonian. The exact evolution operator is given as

$$U(T, 0) = Te^{-i \int_0^T H(s) ds}$$

where $T$ is the time-ordering operator. Our goal is to construct another unitary operator $U_{\text{num}}(T, 0)$ such that $\|U_{\text{num}}(T, 0) - U(T, 0)\| \leq \epsilon$ where $\| \cdot \|$ denotes the spectral norm. Typical approaches include dividing the entire interval $[0, T]$ into $L$ equi-distant segments and approximating the exact operator by local numerical propagator, and we will use $h = T/L$ to denote the time step size whenever applicable. The same as those in Table 1, we assume $\max_{s \in [0, T]} \|H(s)\| \leq \alpha, T^{-1} \int_0^T \|H(s)\| ds \leq \sigma$, $\max_{s,t \in [0, T]} \|[H(s), H(t)]\| \leq \tilde{\alpha}^2$, and $\max_{s,t \in [0, T]} \|[H'(s), H(t)]\| \leq \tilde{\beta}$.

The second model we consider is

$$i\partial_t |\psi(t)\rangle = (A + B(t)) |\psi(t)\rangle, \quad 0 \leq t \leq T$$

where $A$ possibly has a large spectral norm but can be fast-forwarded, and $B(t)$ is bounded. The same as those in Table 2, we assume $\|A\| \leq \alpha_A$ is large but $e^{-iAt}$ can be fast-forwarded, $\max_{t \in [0, T]} \|B(t)\| \leq \alpha_B$, $\max_{t \in [0, T]} \|B'(t)\| \leq \beta_B$, and $\max_{t \in [0, T]} \|[A, B(t)]\| \leq \alpha_{AB}$. In the interaction picture, we transform the state by $|\psi_I(t)\rangle = e^{iAt} |\psi(t)\rangle$ and solve

$$i\partial_t |\psi_I(t)\rangle = H_I(t) |\psi_I(t)\rangle,$$

where $H_I(t) = e^{iAt}B(t)e^{-iAt}$. In the case of the Schrödinger equation, $A$ is the discretized Laplacian operator $(-\Delta)$ and $B(t)$ is the discretized potential operator, with $N$ denoting the number of basis functions (grid points) used in spatial discretization.

A.1 Trotter and generalized Trotter methods

We discuss the generalized Trotter formulas for the time-dependent Hamiltonian simulation, and the (standard) Trotter formulae for the time-independent case. In order to apply Trotter-type algorithms, the Hamiltonian needs to be in the form of $H(t) = \sum_{j=1}^S H_j(t)$. For simplicity, we consider the case of two terms. $H(t) = H_1(t) + H_2(t)$. The generalized Trotter formulae [29] is given by

$$Te^{-i \int_{t}^{t+h} H(s) ds} \approx Te^{-i \int_{t}^{t+h} H_1(s) ds}Te^{-i \int_{t}^{t+h} H_2(s) ds},$$

and [29, Eq (2.3)] provides the error bound for this short time evolution

$$\int_t^{t+h} ds \int_t^s du \|[H_1(s), H_2(u)]\| \leq \frac{1}{2} \max_{s,u \in [t,t+h]} \|[H_1(s), H_2(u)]\| h^2.$$
Hence the long time error for the evolution till time $T$ can be estimated as

$$\frac{1}{2} \max_{s, u \in [t, t+h]} \|[H_1(s), H_2(u)]\| \frac{T^2}{L}$$

where $L$ is the number of the equi-length segments dividing the time interval $[0, T]$. However, it is worth pointing out that the generalized Trotter formulae Eq. (81) by itself is not an algorithm, in the sense that some further treatment – such as qHOP, continuous qDRIFT and truncated Dyson series – is still required to implement the time-ordering operators. One exception is that $H(t)$ is of the form of a controlled Hamiltonian

$$H(t) = f_1(t)H_1 + f_2(t)H_2,$$

where $f_1(t)$ and $f_2(t)$ are some control functions, in which case the resulting unitaries are free of the time ordering operator.

For the time-independent Hamiltonian $H = A + B$, time-independent Trotter-type formulae [20] can be directly applied. In particular, the first order Trotter formula is

$$e^{-i(A+B)h} \approx e^{-iBh}e^{-iAh}.$$

The one-step local Trotter error bound given by [20, Proposition 15] reads

$$\frac{h^2}{2} \|[A, B]\|,$$

and thus the global Trotter error is bounded by

$$\frac{\|[A, B]\| T^2}{2L}.$$

Therefore, to achieve the $\epsilon$-approximation of the unitary evolution in the operator norm, the query complexity for the first order Trotter formula is [20, Corollary 12]

$$O\left(\frac{\|[A, B]\| T^2}{\epsilon}\right)$$

and in the case of the real-space Hamiltonian simulation becomes

$$O\left(\frac{NT^2}{\epsilon}\right),$$

because $\|[A, B]\| = O(N)$ [2, Appendix A].

For the second order Trotter formula

$$e^{-i(A+B)h} \approx e^{-iAh/2}e^{-iBh}e^{-iAh/2},$$

the cost to achieve an $\epsilon$-approximation can be estimated in a similar way, which gives the query complexity for the second order Trotter formula as [20, Corollary 12]

$$O\left(\left(\frac{\|[B, [B, A]]\| + \|[A, [A, B]]\|}{\epsilon^{1/2}}\right)^{1/2} T^{3/2}\right)$$

and in the case of the real-space Hamiltonian simulation becomes

$$O\left(\frac{NT^{3/2}}{\epsilon^{1/2}}\right),$$

because $\|[B, [B, A]]\| = O(N)$ and $\|[A, [A, B]]\| = O(N^2)$ [2, Appendix A].
A.2 Monte Carlo method

The idea of the Monte Carlo method proposed in [44] is to approximate the exact evolution operator first by first-order generalized Trotter and then to approximate the resulting integral by Monte Carlo sampling. The goal of this algorithm is to get rid of the dependence on the time-derivatives of $H(t)$.

For a single Hamiltonian $H(t)$, the local evolution operator can be approximated as

$$
\mathcal{T} e^{-i \int_{t}^{t+h} H(s) ds} \approx e^{-i \int_{t}^{t+h} H(s) ds} \\
\approx e^{-\frac{h}{m} \sum_{j=1}^{m} H(s_j)} \\
\approx \prod_{j=1}^{m} e^{-\frac{h}{m} H(s_j)},
$$

where $s_j$’s are random variables sampled uniformly in $[t, t+h]$. According to the proof of our Lemma 3, the approximation error of the first approximation is bounded by

$$
\mathcal{O}(h^2 \max_{s,\tau \in [t, t+h]} \| [H(\tau), H(s)] \|).
$$

According to [44], the error due to the second step of the Monte Carlo approximation is bounded by

$$
h \max_{s \in [t, t+h]} \| H(s) \| / \sqrt{m},
$$

and the error of the third step is the standard Trotter error bounded by

$$
\mathcal{O}(h^2 \max_{s,\tau \in [t, t+h]} \| [H(\tau), H(s)] \|).
$$

Summarizing all these together, we can bound the local error by

$$
\mathcal{O}(h^2 \max_{s,\tau \in [t, t+h]} \| [H(\tau), H(s)] \| + h \max_{s \in [t, t+h]} \| H(s) \| / \sqrt{m}).
$$

According to Lemma 5, we can further bound the local error by

$$
\mathcal{O}(h^2 \min \{ \tilde{\alpha}^2, \tilde{\beta}h \} + h\alpha/\sqrt{m}),
$$

and the corresponding global error by

$$
\mathcal{O} \left( \min \left\{ \tilde{\alpha}^2 T^2 / L, \tilde{\beta} T^3 / L^2 \right\} + \alpha T / \sqrt{m} \right).
$$

To bound the error by $\epsilon$, it suffices to choose

$$
L = \mathcal{O} \left( \min \left\{ \frac{\alpha^2 T^2}{\epsilon}, \frac{\tilde{\beta} 2/3 T^{3/2}}{\epsilon^{1/2}} \right\} \right), \quad m = \mathcal{O} \left( \frac{\alpha^2 T^2}{\epsilon^2} \right),
$$

and the total number of queries to $e^{-iH(s)}$ is $\mathcal{O}(Lm)$. Note that the number of quadrature points $m$ contributes a multiplicative factor to the query complexity.

Now we consider the complexity of the Monte Carlo method in the interaction picture for general $A$ and $B(t)$. The under the interaction picture, $H_I(t) = e^{iAt} B(t) e^{-iAt}$ and thus the local error can be bounded by

$$
\mathcal{O}(h^2 \max_{s,\tau \in [t, t+h]} \| [H_I(\tau), H_I(s)] \| + h \max_{s \in [t, t+h]} \| H_I(s) \| / \sqrt{m}).
$$

\footnote{We remark that here we use our improved error estimate for the first step of approximation. In [44] this step is directly bounded by $\mathcal{O}(h^2 \max \| H(t) \|^2)$.}
According to Lemma 9, we can further bound the local error by
\[ O(h^2 \min \left\{ \alpha_B^2, \alpha_B(\alpha_{AB} + \beta_B)h \right\} + h \alpha_B / \sqrt{m}), \tag{88} \]
and the corresponding global error by
\[ O(\min \left\{ T^2 \alpha_B^2 / L, T^3 \alpha_B(\alpha_{AB} + \beta_B) / L^2 \right\} + T \alpha_B / \sqrt{m}). \tag{89} \]
To bound the error by \( \epsilon \), it suffices to choose
\[ L = O \left( \min \left\{ \frac{T^2 \alpha_B^2}{\epsilon}, \frac{T^{3/2} \alpha_B^{1/2}(\alpha_{AB} + \beta_B)^{1/2}}{\epsilon^{1/2}} \right\} \right), \quad m = O \left( \frac{T^2 \alpha_B^2}{\epsilon^2} \right), \tag{90} \]
and the total number of queries to \( e^{-iA\tau} \) and the input model of \( B(t) \) is \( O(Lm) \).

Finally, in the case of Schrödinger equation where \( B(t) \) is assumed to be smoothly bounded, we can use Lemma 10 to directly bound the local error by
\[ O \left( h^3 + h / \sqrt{m} \right), \tag{91} \]
which gives the global error bound as
\[ O \left( T^3 / L^2 + T / \sqrt{m} \right). \tag{92} \]
Therefore it suffices to choose
\[ L = O \left( \frac{T^{3/2}}{\epsilon^{1/2}} \right), \quad m = O \left( \frac{T^2}{\epsilon^2} \right). \tag{93} \]

### A.3 Continuous qDRIFT

The idea of the continuous qDRIFT is to approximate the exact quantum channel by certain stochastic protocol. Assume the spectral norm \( \| H(\tau) \| \) is known apriori or can be accurately upper bounded, the algorithm approximates the ideal quantum channel corresponding to the exact evolution \( U(t,0) \) defined as
\[ \mathcal{E}(t,0)(\rho) = U(t,0)\rho U^\dagger(t,0) = \mathcal{T} \exp \left( -i \int_0^t d\tau \, H(\tau) \right) \rho \mathcal{T} \exp \left( -i \int_0^t d\tau \, H(\tau) \right). \]

by a mixed unitary channel given by
\[ \mathcal{E}(t,0)(\rho) \approx \mathcal{U}(t,0)(\rho) = \int_0^t d\tau \, p(\tau) e^{-i \frac{\mathcal{H}(\tau)}{m(\tau)}} \rho e^{i \frac{\mathcal{H}(\tau)}{m(\tau)}}, \]
where \( p(\tau) \) is a probability density function defined for \( 0 \leq \tau \leq t \),
\[ p(\tau) := \frac{\| H(\tau) \|}{\int_0^t \| H(\tau) \| \, d\tau}. \]
The quantum channel \( \mathcal{U}(t,0)(\rho) \) is then implemented via a classical sampling protocol: for any input state \( \rho \), one randomly sample \( \tau \) from the distribution \( p(\tau) \) and perform \( e^{-iH(\tau)/p(\tau)} \). [8, Theorem 7] shows that one can divide the interval \( [0,T] \) into \( 0 = t_0 < t_1 < \cdots < t_L = T \) such that when the continuous qDRIFT protocol is performed on each
sub-interval, the long time simulation error in the diamond norm for the quantum channels is bounded by

$$4 \left( \int_0^T \| H(\tau) \| \, d\tau \right)^2.$$  

To obtain an $\epsilon$-approximation of the ideal quantum channel using continuous qDRIFT protocol, the query complexity is

$$O \left( \frac{\left( \int_0^T \| H(\tau) \| \, d\tau \right)^2}{\epsilon} \right),$$

where $n$ is the number of qubits that $H$ acts on, assuming the probability distribution $p(\tau)$ can be efficiently sampled. Therefore, the query complexity in $T$ and $\epsilon$ is given as

$$O \left( \frac{1}{T} \int_0^T \| H(\tau) \| \, d\tau \right)^2 \frac{T^2}{\epsilon}.$$  

Now we consider the complexity of the continuous qDRIFT in the interaction picture for general $A$ and $B(t)$. Straightforward calculations show that

$$\frac{1}{T} \int_0^T \| H_I(\tau) \| \, d\tau = \frac{1}{T} \int_0^T \| B(t) \| \, d\tau \leq \max_{t \in [0, T]} \| B(t) \|,$$

which gives the query complexity $O \left( \alpha^2 T^2 / \epsilon \right)$. In the case of the real-Hamiltonian simulation, $\| B \| = O(1)$ and hence the query complexity becomes $O(T^2 / \epsilon)$. Note that Eq. (94) also shows that for the time-independent Hamiltonian simulation in the interaction picture, the $L^1$ norm scaling is the same as the maximum norm scaling $T \max_{\tau \in [0, T]} \| H(\tau) \|$. 

A.4 Truncated Dyson series method

Truncated Dyson series method utilizes the Dyson series

$$U(t, 0) = I - i \int_0^t H(t_1) dt_1 - i \int_0^t \int_0^{t_2} H(t_2) H(t_1) dt_1 dt_2 + \cdots$$

$$= \sum_{k=0}^\infty \frac{(-i)^k}{k!} \int_0^t dt_1 \int_0^{t_2} \cdots \int_0^{t_k} dt_k T \{ H(t_1) H(t_2) \cdots H(t_k) \}.$$  

The complexity of higher order truncated Dyson series method has been carefully analyzed in [38] for both general simulation and the Hamiltonian simulation in the interaction picture. In particular, to simulate the dynamics on $[0, T]$ within $\epsilon$ error for a time-dependent Hamiltonian satisfying $\max_t \| H(t) \| \leq \alpha$, query complexity to the HAM-T$_j$ input model is given as ([38, Corollary 4])

$$O \left( \alpha T \log(\alpha T / \epsilon) \right).$$

As we have mentioned in the introduction, truncated Dyson series method beyond first order contains time-ordering and hence requires clocking done by quantum control logic. Therefore, instead of adaptively selecting the truncated order according to the error level, we will restrict ourselves on the first order truncated Dyson series method.
The only difference in the complexity analysis of the first order method from the higher order method is the choice of the segments used to divide the time interval $[0,T]$. Specifically, we start with the Dyson series expansion on a short time interval $[0,h]$ that

$$U(h,0) = I - i \int_0^h H(t_1)dt_1 - \int_0^h \int_0^{t_2} H(t_2)H(t_1)dt_1dt_2 + \cdots.$$ 

The approximation error by truncating at the first order can be bounded as

$$\|U(h,0) - \left( I - i \int_0^h H(t_1)dt_1 \right)\| \leq O(\alpha^2 h^2).$$

Following the proof of [38, Theorem 3], for any $\alpha h \leq 1/2$, using the construction in Eq. (17), we can implement a circuit with $O(1)$ query to HAM-T such that it is an $O(\alpha^2 h^2 + h^2 \max_{s\in[0,T]} \|H'(s)\|/M)$ approximation of $U(h,0)$. Notice that the second part of the error is due to the approximation of the integral, and $M$ is the number of quadrature nodes. By choosing $M = O \left( \max_{s\in[0,T]} \|H'(s)\|/\alpha^2 \right)$, the local approximation error can then be bounded by $O(\alpha^2 h^2)$. Finally, following the proof of [38, Corollary 4], the approximation of the long-time evolution operator $U(T,0)$ can be constructed with error $O(L\alpha^2 h^2)$, where $L$ is the number of the segments dividing $[0,T]$. Plugging $h = T/L$ into the error estimate, the global approximation error can then be bounded by $O(\alpha^2 T^2/L)$. Therefore, in order to bound the error by $\epsilon$, it suffices to choose $L = O(\alpha^2 T^2/\epsilon)$, which leads to

$$O \left( \frac{\alpha^2 T^2}{\epsilon} \right)$$

queries to HAM-T$_j$.

The cost of applying truncated Dyson series method to the interaction picture example can be analyzed similarly, by noticing that the corresponding HAM-T$_j$ oracle can be implemented using $O(\log(M))$ queries to $O_A$ and $O(1)$ query to $O_B$, and that $M = O((\alpha_{AB} + \beta_B)/\alpha_B^2)$, which leads to

$$O \left( \frac{\alpha^2 T^2 \log((\alpha_{AB} + \beta_B)/\alpha_B)}{\epsilon} \right)$$

queries to $O_A$. 
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