Statistical mechanics of a Feshbach coupled Bose-Fermi gas in an optical lattice
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We consider an atomic Fermi gas confined in a uniform optical lattice potential, where the atoms can pair into molecules via a magnetic field controlled narrow Feshbach resonance. The phase diagram of the resulting atom-molecule mixture in chemical and thermal equilibrium is determined numerically in the absence of interactions under the constraint of particle conservation. In the limiting cases of vanishing or large lattice depth we derive simple analytical results for important thermodynamic quantities. One such quantity is the dissociation energy, defined as the detuning of the molecular energy spectrum with respect to the atomic one for which half of the atoms have been converted into dimers. Importantly we find that the dissociation energy has a non-monotonic dependence on lattice depth.

I. INTRODUCTION

The use of Feshbach resonances with ultracold atoms in optical lattices provides a new avenue for creating molecules. This system has seen experimental realizations in a variety of systems with bosonic and fermionic species [1, 2, 3, 4, 5]. For the case of fermionic atoms the Feshbach assisted conversion is to molecular bosons with strikingly different behavior in the degenerate regime. In this article we study the statistical mechanics of such a degenerate gas of fermionic atoms confined in an optical lattice and subject to a Feshbach resonance. Our interest is the chemical equilibrium between the fermionic atoms and their dimerized, bosonic counterparts.

For an ultracold atomic gas a Feshbach resonance is observed when a closed channel bound state is coupled to the scattering continuum of an energetically open channel. The position of this resonance is tunable, since the different channels correspond to different combinations of internal atomic states and hence experience different Zeeman shifts in an applied magnetic field. As the closed channel bound state is tuned from above to below the open channel threshold, the resonance becomes a true molecular bound state of the two-body system [6]. The parameter controlling the position of the resonance as the magnetic field is varied is the resonance energy $E_{\text{res}}$, which is the detuning of the closed channel bound state from the open channel threshold.

Previously the thermodynamics of an atomic Fermi gas with Feshbach resonant atom-molecule conversion has been studied both in free space [1] and in a harmonic confining potential [8, 9]. For $E_{\text{res}} < 0$ the dimers are stable against dissociative decay and hence are real molecules. For $E_{\text{res}} > 0$ the dimers have a finite lifetime, but we can still discuss chemical equilibration of the gas in the steady state limit, where a detailed balance is established between molecule formation and decay. In this respect we also use the term molecules for the unstable dimer states, which in an ensemble will have a finite occupation at any instant. Note that this implies a narrow Feshbach resonance, for which the scattering resonance is a consequence of a long-lived quasi-stationary state embedded in the continuum [11]. In the structured continuum of the optical lattice the molecular states may also be stable against dissociative decay at energies above the continuum threshold, if their energies lie in the band gaps [12, 13, 14, 15].

For a narrow Feshbach resonance it has been established that the existence of a small parameter facilitates a quantitatively correct description of the many-body physics based on a perturbative expansion [10, 11]. Building on this insight, we consider for simplicity an ideal gas mixture, such that the only effect of the Feshbach resonance is to maintain the chemical equilibrium between the two species. Even this simple model captures the essential physics of atom-molecule conversions in experiments [16], and it is exact in the limit where the resonance is infinitely narrow [11]. With a finite atom-molecule coupling an effective atom-atom interaction arises upon the elimination of the molecular degrees of freedom. We emphasize that even though this effective interaction may diverge as the magnetic field is varied across the resonance, all thermodynamic quantities such as the chemical potential and the condensate fraction remain well behaved (see e.g. [17, 18]). In particular, for a narrow Feshbach resonance the ideal gas thermodynamics remains qualitatively correct when the atom-molecule coupling is small but finite [11].

We believe that the optical lattice introduces considerable new physics, and that the best way to understand the resulting changes in the thermodynamics is to consider the ideal case first. Thus, for a narrow Feshbach resonance we anticipate that the inclusion of interactions will only impact our results quantitatively. Notwithstanding, for a broad Feshbach resonance interactions play a crucial role, and hence in that case the thermodynamics of the BCS-BEC crossover requires more advanced modelling than presented here, i.e. a full many-body theory for resonantly interacting Fermi atoms [19, 20, 21, 22, 23, 24]. For a deep lattice this has been studied at zero temperature by Koetsier et al. [25]. However, even for a broad resonance a thermodynamic description based only on the molecular binding energy, the temperature and the total number of atoms can give a molecule fraction which agrees well with experimental data across the Feshbach resonance [26].

The thermal properties of ultracold atoms in optical lattices
have received considerable recent attention. In the degenerate regime ideal Bose and Fermi gases have been investigated in the uniform lattice [27, 28] and in the presence of additional external harmonic confinement [29, 30, 31]. Interactions play an important role in deep lattices, and more recent work has examined the effect these interactions have on the thermal excitation generated during the preparation of bosonic Mott-insulating states [32, 33], and on the feasibility of achieving the fermionic Neel state [34]. Finite temperature mixtures of atomic Bose and Fermi gases in lattices have been studied [35] in an attempt to explain recent experiments [36].

Our system has several parameters which can be varied independently in a numerical calculation. We only show results for half filling which is of the greatest interest in relation to current experiments. However, we have found that systems with filling fractions less than or equal to unity have much the same behavior. For filling fraction larger than unity the excited bands play a larger role, and some of the conclusions presented here have to be amended. For simplicity we restrict our analysis to the case of a spin-balanced Fermi gas. There are many interesting effects associated with spin polarization, but these do not play a major role in the transition between atoms and molecules which we intend to study here. Instead the essential quantities governing the phase diagram are the resonance energy, i.e. the energy offset between atoms and molecules with respect to the ground state. Importantly, the molecular chemical potential is bounded from above by the lowest possible single-particle energy states for atoms and molecules, respectively, where $E^\text{res}$, with $r = 0, 1, 2, \ldots$, with $r = 0$ corresponding to the ground state. Importantly, the molecular chemical potential is bounded from above by the lowest possible single-molecule energy

$$\mu_m \leq E^\text{res}_m + E^\text{res}, \quad (6)$$

since the molecules are governed by Bose-Einstein statistics. The density of states for atoms and molecules are given by

$$\rho_a(E) = 2 \sum_{r=0}^{\infty} \delta(E - E^r_a), \quad (7a)$$

$$\rho_m(E) = \sum_{r=0}^{\infty} \delta(E - E^r_m), \quad (7b)$$

where the factor of two in each arises because there are two types of atoms with identical energy spectra. The total number of atoms and molecules for given values of $E^\text{res}$, $\mu$ and $T$ can be found by integrating the density of states weighted by the occupation over all energies. Because the energy levels are discrete, this becomes a sum

$$N_a = \int dE \rho_a(E) f_a(E) = 2 \sum_r f_a(E^r_a), \quad (8a)$$

$$N_m = \int dE \rho_m(E) f_m(E) = \sum_r f_m(E^r_m). \quad (8b)$$

Given the energy levels and the total particle number the chemical potential is determined at any temperature and resonance energy by the constraint \[3\].

II. FORMALISM

We consider a simple cubic optical lattice with $M^3$ sites containing $N_\text{tot}$ identical fermionic atoms of mass $m_a$ with two internal states labeled $|\uparrow\rangle$ and $|\downarrow\rangle$, which we will refer to as spin-up and spin-down respectively. In this paper we restrict our attention to the case of an equal number of atoms in the two internal states

$$N_\text{tot}^\uparrow = N_\text{tot}^\downarrow = N_\text{tot} / 2, \quad (1)$$

and we define the filling fraction $\eta$ to be the average number of each kind of atom per site

$$\eta \equiv \frac{N_\text{tot}^\uparrow}{M^3} = \frac{N_\text{tot}^\downarrow}{M^3} = \frac{N_\text{tot}}{2M^3}. \quad (2)$$

With the Feshbach resonance a spin-up and a spin-down atom can couple to a bosonic dimer with mass $m_m = 2m_a$. In the following we determine the phase diagram of the system under the assumption that the only interaction between the atoms is the Feshbach resonance, which maintains chemical equilibrium between unbound atoms and diatomic molecules. Since we are assuming thermodynamic equilibrium, it is then meaningful to define the number of molecules $N_m$ and the number of atoms $N_a$ as the average number of molecules and atoms, respectively, in a long time period where all the external parameters are kept constant. At all times particle conservation leads to

$$N_\text{tot} = N_a + 2N_m = N_a^\uparrow + N_a^\downarrow + 2N_m, \quad (3)$$

where $N_a^\uparrow$ and $N_a^\downarrow$ are the numbers of unbound spin-up and spin-down atoms respectively.

In thermal equilibrium the temperatures of the atoms and the molecules are the same, $T$, while the condition of chemical equilibrium can be expressed from the atomic and molecular chemical potentials as

$$\mu_m = \mu_m^\uparrow + \mu_m^\downarrow. \quad (4)$$

Since, in the spin-balanced case, the spin-up and spin-down atoms have identical thermal behavior, we have $\mu_m^\uparrow = \mu_m^\downarrow \equiv \mu$ and therefore $\mu_m = 2\mu$.

Our choice of energy convention is to measure all single particle states from the lattice potential zero of energy, and furthermore, we subtract the magnetic field shift $E^\text{res}$ from the molecular states. Thus the distribution functions take the form

$$f_a(E) = \frac{1}{e^{(E - \mu)/k_BT} + 1}, \quad (5a)$$

$$f_m(E) = \frac{1}{e^{(E + E^\text{res} - 2\mu)/k_BT} - 1}. \quad (5b)$$

As we discuss in further detail below $E^r_a$ and $E^r_m$ are the available single particle energy states for atoms and molecules, respectively, where $r = 0, 1, 2, \ldots$, with $r = 0$ corresponding to the ground state. With $\rho_a(E)$ and $\rho_m(E)$ the number of states in the interval $[E, E + dE]$ and $[E^r_m, E^r_m + dE^r_m]$ for atoms and molecules respectively, we have

$$\rho_a(E) dE = \int dE' f_a(E') \rho_a(E') = 2 \sum_r f_a(E^r_a) \rho_a(E^r_a) dE^r_a, \quad (6a)$$

$$\rho_m(E) dE = \int dE' f_m(E') \rho_m(E') = \sum_r f_m(E^r_m) \rho_m(E^r_m) dE^r_m. \quad (6b)$$

Given the energy levels and the total particle number the chemical potential is determined at any temperature and resonance energy by the constraint $[3]$. 


There is a simple relationship between the atomic and molecular potentials that is twice as deep. As the lattice potential zero, rather than the atomic ground-state, is to emphasize the differential lattice confinement effects on the atoms and the molecules.

Figure 1: (Color online) The density of states of a 3D optical lattice calculated by binning the energy levels into intervals of length $\Delta E = 0.13E_{R,a}$. The blue (dark gray) and red (light gray) curves show the density of the atomic and molecular states, respectively.

### A. Energy levels in the lattice

We consider a simple cubic optical lattice created by the overlap of three orthogonal pairs of counterpropagating lasers with wavelength $\lambda_L = 2\pi/k_L$. This gives rise to the potential

$$V_\sigma(x) = V_{0,\sigma}L(x),$$

for the particle type $\sigma$ (corresponding to atoms “$a$” or molecules “$m$”), where $L$ is the dimensionless shape of the potential

$$L(x) = \left[ \sin^2(k_Lx) + \sin^2(k_Ly) + \sin^2(k_Lz) \right].$$

The molecules experience a lattice potential twice as deep as that in which the atoms move, $V_{0,m} = 2V_{0,a} = 2V_0$, since the Stark shift of a molecule is the sum of those for each atom.

Now the problem is to understand how the difference in particle mass and apparent lattice depth for atoms and molecules affects the behavior of their respective single particle states, obtained by solving the time-independent Schrödinger equation

$$\left\{ -\frac{\hbar^2\nabla^2}{2m_\sigma} + V_{0,\sigma}L(x) \right\} \psi_{\sigma}^r(x) = E_{\sigma}^r \psi_{\sigma}^r(x).$$

There is a simple relationship between the atomic and molecular spectra, which is revealed by transforming (11) for each species into their respective recoil energies, $E_{R,\sigma} \equiv \hbar^2k^2_L/2m_\sigma$:

$$\left\{ -\frac{\nabla^2}{k^2_L} + \bar{V}_{0,\sigma}L(x) \right\} \psi_{\sigma}^r(x) = \bar{E}_{\sigma}^r \psi_{\sigma}^r(x),$$

where barred quantities are in recoil units. The advantage of Eq. (12) is that, since the left hand side operator only depends on $\sigma$ via the quantity $V_{0,\sigma}$, the spectrum is of the form

$$\bar{E}_{\sigma}^r = \bar{E}^r(\bar{V}_{0,\sigma}).$$

The relationship between $V_{0,a}$ and $V_{0,m}$ is quite simple: the molecules are twice as heavy as the atoms and see a lattice that is twice as deep as the one experienced by the atoms. As a result the atomic and molecular potentials are related as

$$\bar{V}_{0,m} = 4\bar{V}_{0,a},$$

i.e. in the respective recoil units the molecules see a lattice that is four times deeper. In general, an optical lattice with depth exceeding one recoil unit has a considerable effect on the spectral properties of the confined particles. Therefore, the difference in lattice depth for the atoms and the molecules has a rather profound effect on the properties of our system.

We note that our choice to define the atomic energy origin as the lattice potential zero, rather than the atomic ground-state, is to emphasize the differential lattice confinement effects on the atoms and the molecules.

### III. NUMERICS

Because we are considering a separable potential (10), the 3D spectrum of the time-independent Schrödinger equation is most efficiently calculated via the 1D eigenvalues, which are easily determined by numerical diagonalization. For the data presented here we have used a lattice with $31 \times 31 \times 31$ sites; this is sufficiently large that this system can be regarded as being approximately in the thermodynamic limit. We only exemplify results for $\eta = \frac{1}{2}$ since these represent the generic behaviour of the systems with a filling fraction less than unity.

We numerically determine the chemical potential as a function of $T$ and $E_{\text{res}}$ under the condition of conservation of the total number of particles, $\mathcal{N}$. For a given point $(\mu, E_{\text{res}}, T)$ in the phase diagram any thermodynamic quantity, such as the energy or the entropy, may then be calculated as the sum of an atomic and a molecular contribution.
A. Density of states

The exact 3D energy levels can be found by making all possible combinations of three 1D energy levels. However, for the purposes of calculation the number of individual states needed is unwieldy, and it is desirable to construct a binned density of states by gathering the energy levels in small energy intervals and representing them by the centre of the interval. Doing this we obtain the graphs shown in Figure 1(a). The reliability of the binning procedure is confirmed in Figure 1(a), where we recover the usual \( \sqrt{E} \) dependence of the densities of states in the limit of vanishing lattice depth. By comparing Figures 1(b) and (d) one sees that the molecular density of states for \( V_0 = 2E_{R,a} \) and the atomic density of states for \( V_0 = 8E_{R,a} \) have the exact same shape, though the latter is scaled on both axes by a factor of two (see Eqs. (13) and (14)). To simplify the numerical task without losing effects due to details in the energy spectrum we have used the exact energy levels for the lowest energy bands only and the binned density of states for the higher energy levels. The justification for this approximation is that the high energy domain is only relevant if the temperature is high, in which case the distributions \( f_\sigma(E) \) are sufficiently slowly varying that we can consider them constant over small energy intervals.

As the lattice depth is increased, band gaps emerge in the 3D density of states due to the gaps in the 1D energy spectrum. With reference to results shown in Figure 1 we make the following observations of the spectral properties:

1. The molecular density of states has clear characteristics of a being in a much deeper lattice than the atomic system, i.e. for a given \( V_0 \) the molecular spectrum has smaller band widths and larger band gaps than the atomic system. Most importantly, even for shallow lattices (e.g. \( V_0 = 2E_{R,a} \)), the molecule ground band is very narrow compared to the atomic ground band. These observations are consistent with the discussion below Eq. (14).

2. There is a positive offset in the ground state energy of the molecules relative to the atom states. As shown in Appendix A this shift arises from anharmonic effects in the lattice, and for the deep lattice limit it is given by

\[
E^0_m - E^0_a \approx \frac{3}{8} \left( 1 + \frac{1}{8} \frac{1}{\sqrt{V_0/a/E_{R,a}}} \right) E_{R,a}.
\] (15)

Such shifts should be measurable in experiments as a displacement of the magnetic field position where half of the atoms have been converted to molecules in an adiabatic sweep across the Feshbach resonance (see section IV).

**IV. PHASE DIAGRAM**

The phase diagram is characterized by the molecule fraction, defined as

\[
\chi(E_{\text{res}}, T, V_0, \eta) = \frac{2N_m}{N_{\text{tot}}}
\] (16)
ranging from zero (all atoms) to unity (all molecules). In this section we first examine the molecule fraction as a function of the position of the resonance and the temperature of the system. We then consider how the low temperature chemical equilibrium is affected by changing the lattice depth.

A convenient energy scale is the Fermi energy \( E_F(\eta, V_0) \), which is taken to be the highest occupied energy level, when all the atoms are unbound. We note that for our choice of energy origin the relevant Fermi temperature for characterizing degeneracy is given by \( T_F = (E_F - E^0_a)/k_B \), with \( E^0_a \) the atomic ground state energy.

A. Properties at fixed lattice depth

The molecular fraction is shown in Figure 2 as a function of \( E_{\text{res}} \) and \( T \) for a fixed lattice depth. Those results show that tuning the Feshbach resonance, i.e. \( E_{\text{res}} \), provides a direct way of varying the composition of the gas. For large and positive values of \( E_{\text{res}} \), the molecular states are at much higher energy than the atomic states and are not thermally accessible, thus realizing a pure atomic gas. Conversely, for large and negative values of \( E_{\text{res}} \), the system exists as a pure molecular gas. At low temperature the transition between these two limiting regimes occurs when \( E_{\text{res}} \) is close to \( E_F \) (see Figure 2). We remark that for a free system or a gas trapped in a harmonic potential the transition from atoms to molecules starts at \( E_{\text{res}} \approx 2E_F \).

![Figure 2: (Color online) Molecule fraction in a \((E_{\text{res}}, T)\) phase diagram for \( V_0 = 5E_{R,a} \) and \( \eta = \frac{1}{2} \).](image)
The characteristic asymmetric fan-shape of the χ-contours occurs because when the temperature increases, molecules will dissociate as two separate atoms are entropically favorable over a single molecule. Thus if we follow vertical lines in the phase diagram in Figure 2(a) towards higher temperatures, the fraction of molecules must decrease eventually.

The chemical potentials for degenerate Bose and Fermi gases exhibit markedly different behavior, the former being constrained by the lowest available single particle level, while the latter depends explicitly on the number of particles in the system. Furthermore, in our system chemical equilibrium constrains the molecular chemical potential to be twice that of the atoms. Thus it is clear that the change in atomic and molecular populations induced by varying the applied magnetic field must be accompanied by a change in the behavior of the chemical potential. This can be described qualitatively by considering how the atoms and molecules are distributed over their respective energy levels when $E_{\text{res}}$ is swept across the Feshbach resonance as sketched in Figure 3. We identify three separate regimes:

(a) Pure Fermi gas limit, $E_{\text{res}} \rightarrow \infty$: If $E_{\text{res}}$ is sufficiently high, the lowest molecular energy level $E_0^m + E_{\text{res}}$ is nearly unoccupied and all atoms are unbound. We then have

$$\mu \approx E_F \quad \text{for} \quad T \approx 0. \quad (17)$$

This corresponds to Figure 3(a) where the narrow energy bands are sketched as peaks. For filling fraction $\eta \leq 1$ the Fermi energy lies in the ground band. In the limit of a deep lattice the lowest band becomes sufficiently narrow that we can make the approximation $E_F \approx E_0^a$ (see Appendix A).

(b) Intermediate region, $E_{\text{res}} \approx E_F$: When $E_0^m + E_{\text{res}}$ approaches $\mu_m$ from above, molecules will start to form while the number of atoms decreases as shown in Figure 3(b). When $E_{\text{res}}$ decreases further, $\mu_m$ also has to decrease due to the condition $E_0^a \approx E_F$ (see Appendix A). Since $\mu_m = 2\mu$, the atomic chemical potential therefore also starts to decrease.

(c) Pure Bose gas limit, $E_{\text{res}} \rightarrow -\infty$: Finally, when the resonance energy becomes low enough, $\mu$ has decreased so much that almost no atomic states are occupied, and the result is a nearly pure molecular gas corresponding to Figure 3(c). In this limit we have $\mu_m \approx E_0^m + E_{\text{res}}$ at low temperatures, i.e.,

$$\mu = \frac{E_0^m + E_{\text{res}}}{2} \quad \text{for} \quad T \approx 0, \quad (18)$$

From this description it is clear that the transition from atoms to molecules is more abrupt the narrower the lowest energy bands are.

The low temperature behaviour of $\mu$ at half filling is shown in Figure 4 for a range of different potential depths and the effects discussed above are evident. Linear fits to $\mu$ in the molecular regime turns out to be in excellent agreement with the pure Bose gas limit estimate (18) and the $\mu$-plateaus in
the pure Fermi gas limit reveals the dependence of $E_F$ on the lattice depth. Note that the arguments above do not tell us anything about the behaviour in the transition zone between the constant and the linear regime, but merely that at sufficiently high $E_{\text{res}}$ the chemical potential must be constant, while for $E_{\text{res}}$ tuned sufficiently below the resonance the chemical potential is linear. The fact that the transitions between these two regimes is so sharp as in Figure A is a consequence of the very low temperature. However, the general behaviour of plateaus on the atomic side of the resonance and a linear variation of $\mu$ on the molecular side remain also at higher temperatures in the limits $E_{\text{res}} \to \pm \infty$ as illustrated in the inset of Figure A.

V. DISSOCIATION ENERGY

A noticeable feature in Figure A is that the transition point where the atoms start to form molecules varies with the potential depth. In the absence of the optical lattice potential it lies at $E_{\text{res}} \approx 2E_F$, as is well-known from BCS-BEC cross-over theories for a narrow Feshbach resonance [11]. As the lattice depth is increased the resonance energy corresponding to the onset of the transition first decreases and then increases slightly towards a limiting value of $E_{\text{res}} \approx E_F$ in the deep lattice limit. We will elaborate on these effects in the following and explain the behavior for deep lattice potentials.

To quantify the location of the chemical transition we define the dissociation energy $E_{\text{dis}}$ as the value of the resonance energy where half of the atoms have been converted to molecules, $\chi(E_{\text{dis}}) = \frac{1}{2}$ [8]. In addition, we introduce the quantities $E_{\text{dis}}^0$, delineating the zero temperature conversion boundary, such that no unbound atoms are found for $E_{\text{res}} < E_{\text{dis}}^0$ and no molecules exist for $E_{\text{res}} > E_{\text{dis}}^+$. The lower limit is defined by the condition

$$E_{\text{dis}}^0 + E_{\text{dis}}^-= 2E_F,$$  \hspace{1cm} (19)

which specifies where the first molecules start to break up as the resonance energy is increased from the molecular side of the resonance. The other end of the transition zone, where the first molecules are formed as the resonance energy is decreased starting with a pure atomic gas, is defined by the condition that the lowest molecular level passes twice the energy of the highest occupied atomic state, i.e.,

$$E_{\text{dis}}^0 + E_{\text{dis}}^+ = 2E_F.$$  \hspace{1cm} (20)

A. Free space limit

These estimates simplify in the limit $V_0 = 0$ where the lowest atomic and molecular energy levels are only separated by $E_{\text{res}}$, i.e., $E_0 = E_{\text{dis}}^0 = 0$. We then have

$$E_{\text{dis}}^-= 0 \quad \text{and} \quad E_{\text{dis}}^+ = 2E_F \quad \text{for} \quad V_0 = 0.$$  \hspace{1cm} (21)

To find $E_{\text{dis}}$ for a vanishing potential we note that in this case the density of states has a square-root dependence on the energy

$$\rho_a(E) = C \sqrt{E}$$  \hspace{1cm} (22)

with $C = \pi M^3/2E_{R,a}^3$. The following argument applies at zero temperature: the number of unbound fermionic atoms, found by integrating the atomic density of states from zero to the chemical potential, is $N_a = \frac{2}{3}C \mu^{3/2}$. If $\mu = E_F$, this equals the total number of atoms in the system, and in general we obtain the expression

$$\chi = 1 - \frac{N_a}{N_{\text{tot}}} = 1 - \left( \frac{\mu}{E_F} \right)^{3/2},$$  \hspace{1cm} (23)

for the molecule fraction (at $T = 0$). In the transition zone $E_{\text{res}} = 2\mu$ (since $E_{\text{dis}}^0 = 0$), such that

$$\chi = 1 - \left( \frac{E_{\text{res}}}{2E_F} \right)^{3/2},$$  \hspace{1cm} (24)

and the dissociation energy in this limit then follows from the condition $\chi = \frac{1}{2}$:

$$E_{\text{dis}} = 2^{1/3}E_F \approx 1.26E_F \quad \text{for} \quad V_0 = 0.$$  \hspace{1cm} (25)

This is confirmed by the numerical calculations, see Figure B. Similar arguments can be used to show that $E_{\text{dis}} = 2^{2/3}E_F$ for a gas trapped in a harmonic potential [8]. For a harmonic trap one also finds $E_{\text{dis}} = 0$ and $E_{\text{dis}}^+ = 2E_F$ since $E_0 = E_0^0 \ll E_F$. 
B. Deep lattice limit

In the opposite limit of a deep optical lattice the 3D energy bands become increasingly narrow and \( E_{\text{dis}}^0 \) and \( E_{\text{dis}}^0 \) approach each other. It is therefore reasonable to estimate \( E_{\text{dis}} \) to lie halfway between them, and inserting (19) and (20) yields

\[
E_{\text{dis}} \rightarrow E_F - (E_{m}^0 - E_a^0) \quad \text{for} \quad V_0 \rightarrow \infty. \quad (26)
\]

In the deep lattice limit the narrow ground band is well-described by a tight-binding approach (see Appendix A), which gives an analytic expression for \( E_{m}^0 - E_a^0 \) [A13]. We then have that

\[
E_{\text{dis}} \approx E_F - \frac{3}{8} \left( 1 + \frac{3}{8} \frac{1}{\sqrt{V_{0,a}/E_{R,a}}} \right) E_{R,a}. \quad (27)
\]

This estimate, valid for a deep lattice, is plotted in Figure 5 where we also show the numerical halfway mark for the atom-molecule conversion, \( E_{\text{dis}} \), and there is good agreement between the numerical results and (27) in the deep lattice limit. Note that since \( E_F \approx E_{0}^0 \) for a deep lattice, (A12) indicates that in this limit \( E_F/E_{R,a} \approx 3 \sqrt{V_0}/E_{R,a} \), and hence that \( E_{\text{dis}} \) eventually approaches \( E_F \) as the lattice depth increases

\[
E_{\text{dis}} \rightarrow E_F \quad \text{for} \quad V_0 \rightarrow \infty, \quad (28)
\]

since the first term in (27) is then the dominant one. The deviation from this limit in a deep lattice is given by the anharmonic corrections in (27).

C. Lattice induced resonance shift

These results demonstrate that the lattice induced energy shift between atomic and molecular degrees of freedom alters the dissociation condition for the Feshbach resonance. In an adiabatic sweep of the magnetic field across the resonance the effect of the lattice is to modify the molecule formation curve (\( \chi \) vs. \( B \)). In particular, the magnetic field corresponding to conversion of half of the atoms to molecules, \( B_{\text{dis}}^0 \), is shifted with respect to its value in the absence of the optical lattice, \( B_{\text{dis}}^0 \), by an amount \( \delta B_{\text{dis}}^0 = B_{\text{dis}}^0 - B_{\text{dis}}^0 \), which in the deep lattice limit may be estimated from

\[
\delta B_{\text{dis}}^0 \approx E_{\text{dis}}^0 - E_{\text{dis}}^0 \approx \frac{E_F^0 - 1.26 E_0^0}{\Delta \mu}. \quad (29)
\]

Here we have used that \( E_{\text{res}} \) varies linearly with \( B \) with a slope \( \Delta \mu \) given by the magnetic moment difference between the open and the closed channels. The Fermi energy with no lattice is \( E_F^0 = \left( \frac{\mu_B}{2} \right)^{2/3} E_{R,a} \), and for deep lattices we can approximate \( E_F^0 \approx 3 \sqrt{V_0} E_{R,a} \). Inserting this we get

\[
\delta B_{\text{dis}}^0 \approx \frac{3 \sqrt{V_0} E_{R,a} - 1.26 \left( \frac{\mu_B}{2} \right)^{2/3}}{\left( \frac{\lambda d}{\mu_B} \right)} \left( \frac{\Delta \mu}{\Delta \mu} \right)^2 \cdot 1.43 \times 10^{-5} \text{G}. \quad (30)
\]

Figure 5: (Color online) Dissociation energy vs. optical lattice depth. For deep lattice potentials \( E_{\text{dis}} \) can be approximated by Eq. (27) (white line), while the limiting behavior for a vanishing lattice depth is given by Eq. (25) (dashed white line). Note that since the Fermi energy increases with increasing lattice depth, the scaling on the vertical axis depends on \( V_0 \).

For \( ^6\text{Li} \) in a lattice with wavelength \( \lambda_L = 1032 \text{ nm} \) and taking \( \Delta \mu = 2 \mu_B \), we find that \( B_{\text{dis}}^0 - B_{\text{dis}}^0 \approx 0.11 \text{ G} \) for a lattice depth of \( V_0 = 15 E_{R,a} \) assuming a filling fraction of \( \eta = \frac{1}{2} \). This is comparable to the magnetic field width of the resonance \( \Delta B = 0.23 \text{ G} \) at resonance at 543.26 G [37]. A similar expression has been found experimentally for the lattice induced shift of the magnetic position where the Feshbach molecule enters the continuum [15].

VI. CONCLUSION

We have presented results for the thermodynamics of an atom-molecule mixture in an optical lattice potential under the condition of chemical equilibrium adjusted by a Feshbach resonance which controls the energy offset between the atomic and molecular levels.

The phase diagram has been determined and we have analyzed the behavior of the chemical potential and the fraction of molecules with emphasis on the low-temperature regime. In particular we have identified the dissociation energy defined as the energy offset where 50% of the atoms have been dimerized into molecules. The chemical conversion takes place in a transition zone of the magnetic field controlled resonance energy, which narrows and shifts as the lattice depth is increased and the Bloch bands approach discrete energy levels. Furthermore, the dissociation energy shifts with the lattice depth, as the molecules and the free atoms experience different lattice potentials, and hence their energy levels are displaced with respect to one another as the lattice depth is changed. In the deep lattice limit an analytic, precise expression for the center of the transition zone was obtained by treating anharmonic corrections to the energy levels in the lattice wells perturba-
respectively.
Our results thus show that in an optical lattice potential the position and width of the Feshbach resonance, as indicated by the conversion of atoms into dimers and vice versa, depends on the lattice depth. We have shown that the lattice induced shift should be measurable for an atom with a narrow resonance such as $^6\text{Li}$.

By focusing on the ideal gas case we have been able to clarify the effect of the uniform optical lattice potential on the atom-molecule equilibrium. The inclusion of interactions and an inhomogenous trap potential will be areas of future development to completely describe this system and make quantitative comparison with experiments possible.
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Appendix A: THE DEEP LATTICE LIMIT

When the optical lattice is very deep, we can make a tight-binding approximation and regard the potential as a collection of $M^3$ independent wells. The lowest energy levels are then those for one well with a degeneracy equal to the number of sites. A Taylor expansion of the 1D potential ($V_{0,\sigma} \sin^2(kLx)$) at $x = 0$ to 6th order gives

$$V_{1D}^{1D}(x) \approx V_{0,\sigma} \left( (kLx)^2 - \frac{1}{3}(kLx)^4 + \frac{2}{45}(kLx)^6 \right), \quad (A1)$$

so each lattice well can be described as a harmonic oscillator with the frequency

$$\omega_\sigma = \sqrt{\frac{2kL^2V_{0,\sigma}}{m_\sigma}}, \quad (A2)$$

with two anharmonic terms

$$\hat{H}_4 = -\frac{V_{0,\sigma}}{3} (kL\hat{x})^4, \quad (A3)$$

$$\hat{H}_6 = \frac{2V_{0,\sigma}}{45} (kL\hat{x})^6, \quad (A4)$$

that we will treat with perturbation theory. The unperturbed energy levels for the harmonic oscillator are

$$E^{(0)}_{\sigma} = \left( n + \frac{1}{2} \right) \hbar \omega_\sigma = (2n + 1) \sqrt{V_{0,\sigma} E_{R,\sigma}}, \quad (A5)$$

and the first order corrections

$$\Delta E^{(1)}_{\sigma,i} = \langle n | \hat{H}_i | n \rangle, \quad i = 4, 6 \quad (A6)$$

can be calculated by expressing the factor $(kL\hat{x})^i$ in terms of the ladder operators for the harmonic oscillator

$$(kL\hat{x})^i = \left( \frac{E_{R,\sigma}}{4V_{0,\sigma}} \right)^{1/4} (\hat{a}_i^\dagger \hat{a}_i). \quad (A7)$$

We thus obtain the anharmonic first order energy shifts

$$\Delta E^{(1)}_{\sigma,4} = -\frac{E_{R,\sigma}}{4} \left( 2n^2 + 2n + 1 \right), \quad (A8)$$

$$\Delta E^{(1)}_{\sigma,6} = \frac{1}{36} \frac{E_{R,\sigma}}{\sqrt{V_{0,\sigma}/E_{R,\sigma}}} \left( 4n^3 + 6n^2 + 8n + 3 \right), \quad (A9)$$

but we also need to consider the second order perturbation contributions from $\hat{H}_4$ to the $n$'th energy level

$$\Delta E^{(2)}_{\sigma,4} = \sum_{m \neq n} \frac{\langle m | \hat{H}_4 | n \rangle^2}{E_{\sigma,2} - E_{\sigma,2}} \quad (A10)$$

since this contribution is of the same order as the first order perturbation contribution from $\hat{H}_4$. In the general case the sum only gets contributions from $m = n \pm 2$ and $m = n \pm 4$, and in the simplest case $n = 0$, where the contributions from $m = n - 4$ and $m = n - 2$ vanish, we get

$$\Delta E_{\sigma,4}^{(2)} = -\frac{7}{48} \frac{E_{R,\sigma}}{\sqrt{V_{0,\sigma}/E_{R,\sigma}}} \quad (A11)$$

resulting in the approximation

$$E_{\sigma}^{0} \approx \left( \sqrt{\frac{V_{0,\sigma}}{E_{R,\sigma}}} - \frac{1}{4} \frac{3}{48} \frac{1}{\sqrt{V_{0,\sigma}/E_{R,\sigma}}} \right) E_{R,\sigma} \quad (A12)$$

for the lowest 1D energy level.

This derivation is valid for both atoms and molecules, and therefore the splitting between $E_{m}^{0}$ and $E_{a}^{0}$ in three dimensions is given by $E_{m}^{0} - E_{a}^{0} = 3(\epsilon_{m}^{0} - \epsilon_{a}^{0})$, i.e.

$$E_{m}^{0} - E_{a}^{0} \approx \left( 1 + \frac{3}{8} \frac{1}{\sqrt{V_{a}/E_{R,a}}} \right) E_{R,a} \quad (A13)$$

where we have used the relation $E_{R,m} = E_{R,a}/2$. The last term in (A13) can be made as small as desired by choosing a deep enough lattice potential, but the first term always remains resulting in an unavoidable energy difference between the lowest energy band of the two components. As discussed in section IV this offset has observable consequences for the onset of molecule production in sweeps of the magnetic field across the resonance.
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