Abstract—Mobile edge computing (MEC) is a promising technique for providing low-latency access to services at the network edge. The services are hosted at various types of edge nodes with both computation and communication capabilities. Due to the heterogeneity of edge node characteristics and user locations, the performance of MEC varies depending on where the service is hosted. In this paper, we consider such a heterogeneous MEC system, and focus on the problem of placing multiple services in the system to maximize the total reward. We show that the problem is NP-hard via reduction from the set cover problem, and propose a deterministic approximation algorithm to solve the problem, which has an approximation ratio that is not worse than \((1 - e^{-\gamma})/4\). The proposed algorithm is based on two subroutines that are suitable for small and arbitrarily sized services, respectively. The algorithm is designed using a novel way of partitioning each edge node into multiple slots, where each slot contains one service. The approximation guarantee is obtained via a specialization of the method of conditional expectations, which uses a randomized procedure as an intermediate step. In addition to theoretical guarantees, simulation results also show that the proposed algorithm outperforms other state-of-the-art approaches.

I. INTRODUCTION

Many emerging applications such as the Internet of Things (IoT), virtual/augmented reality, etc. require low-latency access to services at the network edge. Mobile edge computing (MEC) has emerged as a key technology to make this possible [1], [2]. In MEC, services are hosted at edge nodes with communication, computation, and storage capabilities. The edge nodes can include micro servers, IoT gateways, routers, mobile devices, etc. They are connected to the wide-area network (WAN) and provide low-latency service to users that are within a suitable communication distance. An example of an MEC system is shown in Fig. 1.

A major challenge in MEC is to decide which services each edge node should host in order to satisfy the user demand, which we refer to as the service placement problem. The service placement has to take into account the heterogeneity of edge nodes, services, and users. For example, the response time of edge services can vary significantly depending on the network interface and hardware configuration of edge nodes [3]. Users can have different communication latencies to different edge nodes. Different services may consume different amount of resource and are compatible with different operating systems and hardware. All these aspects pose significant challenges to solving the service placement problem.

Due to these challenges, existing work on service placement often has limitations in terms of practicality and performance guarantee. Heuristic algorithms without approximation guarantees are proposed in [4]–[7]. Among those approaches that provide approximation/optimality guarantees, [8]–[11] focus on offloading decisions, which do not consider the placement of services onto multiple edge nodes that can host services for other users. The work in [12] focuses on job scheduling for multiple edge nodes, but does not incorporate parallel execution of multiple services at the same edge node. Others consider the trade-off between delay and energy [13], [14], which neglect the heterogeneity of edge node platforms where some service may require hardware that only exists on some specific edge nodes. Elastic services that can be partitioned in arbitrary ways is considered in [15], which can be unrealistic in practice because it is usually impossible to split a computer program arbitrarily. The work in [16]–[18] does not consider concrete capacity limits, which therefore cannot capture the strict resource limitation of edge nodes. The work in [19] proposes a greedy service placement algorithm that can be shown to have a constant approximation ratio when all services have the same size and the reward is homogeneous. No approximation guarantee is shown for the heterogeneous setting. In addition, many of the existing algorithms, other than [19], only guarantee non-constant approximation ratios.

Different from the above existing work, in this paper, we consider an MEC system with 1) non-splittable service entities that are shareable among multiple users, 2) heterogeneous

![Fig. 1: Example of an MEC system with heterogeneous edge nodes that are arbitrarily interconnected with each other. The numbers below each edge node indicate some capacity notion (such as storage capacity for service programs) of the node. The user can connect to the system via any edge node.](image-url)
service and edge node sizes, 3) heterogeneous rewards of serving users, and 4) strict capacity limits of edge nodes. There are an arbitrary number of edge nodes, services, and users, where each user requires a service. We propose a constant factor approximation algorithm to find a feasible service placement that maximizes the total system reward.

The challenge in our problem is that many standard techniques for approximation algorithms, such as those used in [19], are either not applicable or can only provide a bad approximation ratio. For example, as we will show in Section II-C, the greedy algorithm used in [19] can perform arbitrarily badly for our problem. We design our algorithm based on a novel approach that partitions each node into multiple slots, together with a highly non-trivial way of applying the idea of the method of conditional expectations [20]. Our main contributions in this paper are as follows:

1) We formulate the general service placement (GSP) problem as described above, and convert it to an equivalent problem that we call service placement with set constraints (SPSC) which is easier to approximate. We show that both GSP and SPSC are NP-hard.

2) For the case where all services are small compared to the capacities of edge nodes, we propose an algorithm that solves SPSC with an approximation ratio of \( 1 - e^{-\frac{1}{\beta}} \), where \( \beta \) is the maximum size of any service divided by the minimum capacity of any node.

3) For the general case with arbitrary service sizes and node capacities, we propose an algorithm that solves SPSC with an approximation ratio of \( \frac{1}{e} \).

4) We combine the above two algorithms and propose an algorithm that works for the general case and has an approximation ratio of \( \max \left\{ 1 - e^{-\frac{1}{\beta}}, \left( 1 - e^{-1} \right) / 4 \right\} \).

5) We present simulation results that show the effectiveness of our proposed algorithms empirically.

II. PROBLEM FORMULATION

A. General Service Placement (GSP)

In this paper, we aim at solving the GSP defined as follows.

1) Input: Let \( S \) denote the set of services, \( V \) denote the set of nodes, and \( U \) denote the set of users. For all \( i \in S \), we define some \( s_i \in \mathbb{R}^+ \) as the size of service \( i \). For all \( j \in V \), we define some \( c_j \in \mathbb{R}^+ \) as the capacity of node \( j \). For all \( k \in U \), we define some \( \xi_k \in S \) as the service required by user \( k \). For all \( k \in U \), we define a map \( \hat{r}_k : V \to \mathbb{R}^+ \), where \( \hat{r}_k(j) \) is the reward obtained for serving user \( k \) if its service \( \xi_k \) is provided by node \( j \). The size and capacity definitions can be related to storage or any other type of resource that can be shared among multiple users. Users that require non-shareable resource can be considered as requiring different services. The reward can be defined as related to the service quality (such as response time) perceived by the user, and its value can differ by users, services, and service placement configurations. Such a reward definition can capture the heterogeneity in the operation system, hardware, and networking aspects. We also note that a user does not need to be a “real” user, it can be any instance of service request.

2) Service Placement: A service placement \( X \) is an indexed set \( \{ X_i : i \in S \} \), where, for every \( i \in S \), we have \( X_i \subseteq V \), and \( X_i \) is the set of nodes that service \( i \) is placed on. A service placement \( X \) is feasible if and only if (iff):

\[
\sum_i s_i \cdot \mathcal{I}(j \in X_i) \leq c_j
\]

for all \( j \in V \), where we define \( \mathcal{I} (\cdot) \) to be the indicator function, i.e., \( \mathcal{I}(E) := 1 \) if \( E \) is true and \( \mathcal{I}(E) := 0 \) otherwise. Condition (1) states that the total size of services hosted at a node does not exceed its capacity.

3) Objective: In our system, if there are multiple nodes containing service \( \xi_k \), then the service of user \( k \) is provided by a node \( j \) that gives the maximum reward \( \hat{r}_k(j) \). If no node contains \( \xi_k \) then we obtain no reward from user \( k \). With this definition, given a service placement \( X \), the reward given to us by a user \( k \) is equal to \( \max_{j \in X_k} \hat{r}_k(j) \), where \( \max_{j \in \emptyset} \hat{r}_k(j) := 0 \). The objective of GSP to find a feasible service placement \( X \) that maximizes the total reward, i.e.:

\[
\max_X \sum_{k \in U} \max_{j \in X_k} \hat{r}_k(j)
\]

s.t. Condition (1).

B. Service Placement with Set Constraints (SPSC)

We first introduce the SPSC problem as follows. Then, we will show that both GSP and SPSC are NP-hard. Afterwards, we show how to convert any GSP to an equivalent SPSC and focus on approximation algorithms for SPSC.

In SPSC, we reuse the definitions in Section II-A1 except for the reward. The reward for each user in SPSC is defined by a subset of nodes as follows. For all \( k \in U \), we define some \( W_k \subseteq V \) to represent a set of nodes, one of these nodes must contain service \( \xi_k \) in order for user \( k \) to be satisfied. For all \( k \in U \), we define some \( r_k \in \mathbb{R}^+ \) to represent the reward received by the system if user \( k \) is satisfied.

Given a service placement \( X \), a user \( k \) is satisfied (so the system receives reward \( r_k \)) iff \( W_k \cap X_{\xi_k} \neq \emptyset \), i.e., service \( \xi_k \) is placed on some node in \( W_k \). Our objective is to find a feasible service placement that maximizes the total reward:

\[
\max_X \sum_{k \in U} r_k \cdot \mathcal{I} (W_k \cap X_{\xi_k} \neq \emptyset)
\]

s.t. Condition (1).

Let \( R \) denote the true (but unknown) optimal value of the objective in (3).

Theorem 1. Both GSP and SPSC are NP-hard.

Proof. The proof is based on reduction from the decision version of the set cover problem, which is NP-complete [21]. See Appendix A for details. \( \square \)
Algorithm 1 Converting GSP to SPSC

1: For all \( l \in U \):
   2: Order \( V \) as \( j;1; j;2; \ldots; j;\|V| \) so that \( \hat{r}_i(j;b) \geq \hat{r}_i(j;b+1) \), \( \forall b \leq |V| \);
   3: For all \( b \leq |V| \):
      4: Create a restricted user \( k_i(b) \) with:
         5: \( \xi_{k_i(b)} = \xi_i \);
         6: \( W_{k_i(b)} = \{ j; \in V : b' \leq b \} \);
         7: If \( b < |V| \) then \( r_{k_i(b)} = \hat{r}_i(j;b) - \hat{r}_i(j;b+1) \);
         8: If \( b = |V| \) then \( r_{k_i(b)} = \hat{r}_i(j;b) \);
   9: Output \( U' = \{ k_i(b) : l \in U, b \leq |V| \} \);

C. Converting GSP to SPSC

Because GSP is NP-hard, we seek for approximate solutions. It is difficult to approximate GSP directly. Therefore, we transform GSP to an equivalent SPSC problem, and propose approximation algorithms for SPSC.

Suppose we have a GSP instance. We will now construct an equivalent instance of SPSC. For clarity we will, in this subsection, refer to the users we construct for the SPSC instance as “restricted users” and define \( U' \) to be the set of restricted users we construct. Note that \( U \) is the set of users in the original GSP instance. The sets \( S \) and \( V \), as well as the values \( \{ s_i : i \in S \} \) and \( \{ \xi_j : j \in V \} \) in the SPSC instance are the same as in the GSP instance. This implies that a service placement is feasible for the SPSC instance if it is feasible for the GSP instance.

The set of restricted users, as well as their associated sets, services and rewards, is constructed in Algorithm 1. In the rest of this subsection, we will use the notation introduced in Algorithm 1 to show that the two problems are equivalent.

**Theorem 2.** If we have a feasible service placement \( X \), then for all \( l \in U \) we have:

\[
\max_{j \in X_j} \hat{r}_j(i) = \sum_{b \leq |V|} r_{k_i(b)} \cdot I \left( W_{k_i(b)} \cap X_{\xi_i(b)} \neq \emptyset \right).
\]

**Proof.** Define \( \hat{b} := \min \{ b : j;b \in X_j \} \). For all \( b' < \hat{b} \) we have \( j;b', \notin X_j \). Also for all \( b < \hat{b} \) we have, by Line 6 of Algorithm 1, that \( W_{k_i(b)} \subseteq \{ j; : b' < b \} \) which hence does not intersect with \( X_j \). On the other hand, if \( b \geq \hat{b} \) then, by Line 6 of Algorithm 1, we have \( j; \notin W_{k_i(b)} \). By definition \( j; \) is also in \( X_j \), so \( W_{k_i(b)} \) intersects with \( X_j \).

Since for all \( b \leq |V| \) we have \( X_{\xi_i(b)} = X_j \), we have shown that for any \( b \leq |V| \) we have \( W_{k_i(b)} \cap X_{\xi_i(b)} \neq \emptyset \) if and only if \( b \geq \hat{b} \). This implies:

\[
\sum_{b \leq |V|} r_{k_i(b)} \cdot I \left( W_{k_i(b)} \cap X_{\xi_i(b)} \neq \emptyset \right) = \sum_{b \leq |V|} r_{k_i(b)} = \hat{r}_i(j;|V|) + \sum_{b < \hat{b}} (\hat{r}_i(j;b) - \hat{r}_i(j;b+1)) = \hat{r}_i(j;),
\]

where the second equality follows from Lines 7 and 8 of Algorithm 1. Note that there exists some node \( j' \in V \) which satisfies \( \hat{r}_i(j') \geq \hat{r}_i(j;|V|) \). Let \( b' \) be such that \( j' = j;b' \). By the ordering in Line 2 we then have \( b' < \hat{b} \) and hence \( j;b' \notin X_j \). This shows that \( \max_{j \in X_j} \hat{r}_i(j) = \hat{r}_i(j;b) \) (as \( j;b \in X_j \)) which, combining with above, proves the theorem.

By Theorem 2 we have:

\[
\sum_{i \in U} \max_{H \subseteq \{ V \}} \hat{r}_i(j) = \sum_{i \in U} \sum_{b \leq |V|} r_{k_i(b)} \cdot I \left( W_{k_i(b)} \cap X_{\xi_i(b)} \neq \emptyset \right) = \sum_{k \in U'} r_k \cdot I (W_k \cap X_{\xi_k} \neq \emptyset).
\]

Thus, for any feasible service placement \( X \), the reward of the GSP instance is the same as the reward of the SPSC instance. This shows that with the conversion given in Algorithm 1, the two problems are equivalent.

**Outline:** In the following, we present algorithms to solve SPSC with approximation guarantees. The approximation algorithm starts with solving a linear program (LP) presented in Section III. Then, the algorithm is based on a notion of “slot allocation” that will be explained later. We present two slot allocation algorithms, referred to as SA1 and SA2, in Sections IV and V respectively. Then, in Section VI we present an algorithm that combines SA1 and SA2 which is the final algorithm for solving SPSC (and thus GSP). Section VII presents simulation results. Section VIII discusses some further related work, and Section IX draws conclusion.

III. LINEAR PROGRAMMING STEP

Define indexed sets \( \{ \omega_{i,j} : i \in S, j \in V \} \subseteq \mathbb{R}^+ \) and \( \{ \alpha_k : k \in U \} \subseteq \mathbb{R}^+ \). Both SA1 and SA2 for solving SPSC solve the following LP as a first step:

\[
\begin{align*}
\max_{\{ \omega_{i,j}, \alpha_k \}} \quad & \hat{R} := \sum_{k \in U} \alpha_k r_k, \\
\text{s.t.} \quad & \alpha_k \leq \sum_{j \in V} \omega_{j,k}, \quad \forall k \in U, \\
& \alpha_k \leq 1, \quad \forall k \in U, \\
& \sum_{i \in S} \omega_{i,j} s_i \leq c_j, \quad \forall j \in V, \\
& \omega_{i,j} = 0, \quad \forall i \in S, j \in V : s_i > c_j, \\
& 0 \leq \omega_{i,j} \leq 1, \quad \forall i \in S, j \in V.
\end{align*}
\]

**Theorem 3.** We have \( \hat{R} \geq R \).

**Proof.** Choose a feasible service placement \( X \) which has a total reward of \( R \). If we then define \( \omega_{i,j} := I (j \in X_j) \) and \( \alpha_k := I (W_k \cap X_{\xi_k} \neq \emptyset) \) it is clear that all the above constraints are satisfied and \( \sum_{k \in U} \alpha_k r_k = R \). Hence, if we choose \( \omega_{i,j} : i \in S, j \in V \subseteq \mathbb{R}^+ \) and \( \{ \alpha_k : k \in U \} \subseteq \mathbb{R}^+ \) that satisfy the constraints and maximize \( \sum_{k \in U} \alpha_k r_k \) we must have \( \sum_{k \in U} \alpha_k r_k \geq R \).

IV. FIRST SLOT ALLOCATION ALGORITHM (SA1)

For both SA1 and SA2, we define:

\[
\gamma := 1 - \sqrt{\beta}; \quad \delta := (1 - \sqrt{\beta})^2
\]

for some given \( \beta < 1 \). We use \( \mathbb{N} \) to denote the set of natural numbers (excluding zero) throughout the paper.

\footnote{Note that a service placement \( X \) that is feasible for GSP is also feasible for SPSC, and vice versa, because the feasibility of both GSP and SPSC are specified by \( \xi_i \).}
Algorithm 2 Slot Creation of SA1
1: For all $j \in V$ and $q \in \mathbb{N}$ such that $\Omega_{j,q} \neq \emptyset$:
2: Create $\eta_{j,q}$ slots $\sigma$ with $\mu(\sigma) \leftarrow j$ and $\lambda(\sigma) \leftarrow q$;
3: Output $\Lambda$ as the set of all slots created;

Algorithm 3 Service Placement
1: Receive $\Lambda$ from the slot creation algorithm;
2: For every $\sigma \in \Lambda$: set $\tau(\sigma) \leftarrow \emptyset$;
3: For every $\sigma \in \Lambda$:
4: For every $i \in \Omega_{\mu(\sigma),\lambda(\sigma)}$:
5: $\tau_i(\sigma) \leftarrow \emptyset$;
6: For all $\sigma' \neq \{\sigma\}$: set $\tau(\sigma') \leftarrow \tau(\sigma)$;
7: $\nu' \leftarrow \arg\max_{\sigma \in \Omega_{\mu(\sigma),\lambda(\sigma)}} E(\tau_i(\sigma))$
8: $\nu(\sigma) \leftarrow \nu'$;
9: $\psi(\sigma) \leftarrow \nu$;
10: For all $i \in S$:
11: Output $X(\psi) \leftarrow \{j \in V: \exists \sigma$ with $\mu(\sigma) = j, \tau(\sigma) = i\}$;

Our first algorithm, SA1, for solving SPSC is used in the case that we have $\max_{i \in S} s_i \leq \beta(\min_{j \in V} c_j)$ for some given $\beta < 1$. SA1 has an approximation ratio of $1 - e^{-(1-\sqrt{1-\beta})^2}$, which will be shown in Theorem 7 later.

Definition 1. After solving the LP in (3), we define the following for SA1. For all $j \in V$, $q \in \mathbb{N}$:

$$\Omega_{j,q} := \{i \in S: \gamma^q c_j \beta < s_i \leq \gamma^q - 1(c_j \beta)\}$$

$$\Delta_{j,q} := \sum_{i \in \Omega_{j,q}} \omega_{i,j};$$

$$\delta_j := \frac{\delta_c}{\sum_{i \in S} \omega_{i,j}};$$

$$\eta_{j,q} := [\delta_j \Delta_{j,q}]$$.

Procedure of SA1: First, we solve the LP in (4) to obtain $\{\omega_{i,j}\}$. Then, Algorithm 2 creates a set, $\Lambda$, of slots (see Section 5-A). After we have the set $\Lambda$, Algorithm 3 computes the service placement $X(\psi)$. In Algorithm 3, the objects $\tau'$ and $\psi$ are maps from $\Lambda$ into $\mathbb{N} \cup \{0\}$. The algorithm has a function $E(\cdot)$ which takes, as input, a map from $\Lambda$ into $\mathbb{N} \cup \{0\}$. This function $E(\cdot)$ is computed in Algorithm 4.

In the rest of this section, we give a description of the mechanics of the algorithm and a proof of the approximation ratio and feasibility of the computed service placement $X(\psi)$.

A. Slots Allocations

A slot $\sigma$ is an object that has two associated values: $\mu(\sigma) \in V$ and $\lambda(\sigma) \in \mathbb{N}$. Intuitively, a slot $\sigma$ is a space, with capacity $\gamma^\lambda(\sigma)$, that holds a single service in $\Omega_{\mu(\sigma),\lambda(\sigma)}$. For all $j \in V$ and $q \in \mathbb{N}$, Algorithm 2 creates $\eta_{j,q}$ slots $\sigma$ with $\mu(\sigma) := j$ and $\lambda(\sigma) := q$. $\Lambda$ is the set of all slots created.

A slot allocation $\tau$ is a function from $\Lambda$ into $S$ such that, given a slot $\sigma \in \Lambda$, we have $\tau(\sigma) \in \Omega_{\mu(\sigma),\lambda(\sigma)}$. A slot allocation $\tau$ is an assignment of services to slots such that given a slot $\sigma$, the service $\tau(\sigma)$ assigned to it is in $\Omega_{\mu(\sigma),\lambda(\sigma)}$, implying that $\tau(\sigma)$ does not exceed the capacity of $\sigma$.

A partial slot allocation $\tau'$ is a function from $\Lambda$ into $S \cup \{\emptyset\}$ such that, given a slot $\sigma \in \Lambda$, we have $\tau'(\sigma) \in \Omega_{\mu(\sigma),\lambda(\sigma)} \cup \{\emptyset\}$. A partial slot allocation $\tau'$ is a partial assignment of services to slots: given a slot $\sigma$, $\tau'(\sigma) = \emptyset$ means that no service has been assigned to $\sigma$ (i.e. the slot is empty), and $\tau'(\sigma) \neq \emptyset$ means that service $\tau'(\sigma)$ has been assigned to $\sigma$ (and, as for slot allocations, we have $\tau'(\sigma) \in \Omega_{\mu(\sigma),\lambda(\sigma)}$).

Algorithm 4 Computing $E(\tau)$
1: Receive $\Lambda$ from the slot creation algorithm;
2: For all $k \in U$ such that $\exists \sigma \in \Lambda$ with $\mu(\sigma) \in W_k, \tau(\sigma) = \xi_k$:
3: $\theta_k \leftarrow 1$;
4: For all $k \in U$ such that $\beta\xi_k \in \Lambda$ with $\mu(\sigma) \in W_k, \tau(\sigma) = \xi_k$:
5: $p \leftarrow 1$;
6: For all $\sigma \in \Lambda$ such that $\mu(\sigma) \in W_k, \tau(\sigma) = \emptyset, \xi_k \in \Omega_{\mu(\sigma),\lambda(\sigma)}$:
7: $p \leftarrow (1 - \omega_{k,\mu(\sigma)} \Delta_{\mu(\sigma),\lambda(\sigma)}) p$;
8: $\theta_k = 1 - p$;
9: Output $E(\tau(\sigma)) \leftarrow \sum_{k \in U} \theta_k \tau(\sigma)$;

Given a partial slot allocation $\tau'$ we define $T_{\tau'}$ as the set of all slot allocations $\tau$, where $\tau(\sigma) = \tau'(\sigma)$ for all $\sigma \in \Lambda$ with $\tau'(\sigma) \neq \emptyset$. $T_{\tau'}$ is the set of all slot allocations that can be obtained by assigning services to all the empty slots of $\tau'$.

Given any slot allocation $\tau$ we define its associated service placement, $X(\tau)$, by:

$$X(\tau) := \{j \in V: \exists \sigma \in \Lambda$ with $\mu(\sigma) = j$ and $\tau(\sigma) = i\}$$

for all $i \in S$. This means that service $i$ is placed on node $j$ iff there exists a slot on node $j$ which contains service $i$.

Given a slot allocation $\tau$ and a user $k \in U$, we define $f_{\tau,k} := 1$ if there exists a node $j$ in $W_k$ and a slot $\sigma \in \Lambda$ with $\mu(\sigma) = j$ and $\tau(\sigma) = \xi_k$, and $f_{\tau,k} := 0$ otherwise. Note that:

$$f_{\tau,k} = \mathbb{I}(W_k \cap X_{\tau,k} \neq \emptyset).$$

Theorem 4. For any slot allocation $\tau$ (with sets of slots $\Lambda$), its associated service placement $X(\tau)$ is feasible.

Proof. First note that for all $j \in V$ and $i \in S$ we have:

$$\mathbb{I}(j \in X(\tau)) = \mathbb{I}(\exists \sigma \in \Lambda$ with $\mu(\sigma) = j$ and $\tau(\sigma) = i)$

so for all $j \in V$ we have:

$$\sum_{i \in S} s_i \cdot \mathbb{I}(j \in X(\tau)) \leq \sum_{i \in S} \sum_{\sigma : \mu(\sigma) = j, \tau(\sigma) = i} s_i = \sum_{\sigma : \mu(\sigma) = j} s_{\sigma} \leq \sum_{q \in \mathbb{N}} \sum_{\sigma : \mu(\sigma) = j, \lambda(\sigma) = q} \gamma^q - 1 c_j \beta$$

$$\leq \sum_{q \in \mathbb{N}} \left( \delta_j \sum_{i \in \Omega_{j,q}} \omega_{i,j} + 1 \right) \gamma^q - 1 c_j \beta$$

$$= c_j \beta \left( \sum_{q \in \mathbb{N}} \gamma^q - 1 \right) + \delta_j \left( \sum_{q \in \mathbb{N}} \sum_{i \in \Omega_{j,q}} \omega_{i,j} \gamma^q \beta c_j \right)$$

$$= c_j \beta \left( 1 - \frac{\delta_j}{\gamma} \right) \left( \sum_{q \in \mathbb{N}} \sum_{i \in \Omega_{j,q}} \omega_{i,j} \gamma^q \beta c_j \right) \leq c_j \beta \left( 1 - \frac{\delta_j}{\gamma} \right) \sum_{q \in \mathbb{N}} \sum_{i \in \Omega_{j,q}} \omega_{i,j} \gamma^q$$

$$= c_j \beta \left( 1 - \frac{\delta_j}{\gamma} \right) \sum_{q \in \mathbb{N}} \sum_{i \in \Omega_{j,q}} \omega_{i,j} \gamma^q \leq c_j \beta \left( 1 - \frac{\delta_j}{\gamma} \right) + \delta_j = c_j$$

which proves the feasibility of $X(\tau)$. In the above, step 3 is because for all $\sigma \in \Lambda$ with $\mu(\sigma) = j$ and $\lambda(\sigma) = q$, we have $\tau(\sigma) \in \Omega_{j,q}$; step 4 is because $|\{\sigma \in \Lambda : \mu(\sigma) = j, \lambda(\sigma) = q\}| = \eta_{j,q} \leq \delta_j \sum_{i \in \Omega_{j,q}} \omega_{i,j} + 1$. The other steps are mainly from the definitions in [5] and Definition 4.

B. Probability Distribution for SA1

For the analysis of SA1, we define a probability distribution on the set of possible slot allocations. This will guide, via the method of conditional expectations [20], the construction of
the slot allocation \( \psi \) in Algorithm 3. The probability distribution on slot allocations \( \tau \) is defined as follows: for every slot \( \sigma \in \Lambda \) independently, draw a service \( i \) from \( \Omega_{\mu(\sigma),\lambda(\sigma)} \) with probability \( \omega_{i,\mu(\sigma)/\Delta_{\mu(\sigma),\lambda(\sigma)}} \) and set \( \tau(\sigma) \leftarrow i \).

**Definition 2.** Given a partial slot allocation \( \tau' \), define:

\[
E(\tau') := E\left( \sum_{k \in U} f_{\tau,k} r_k \mid \tau \in T_{\tau'} \right)
\]

where \( E \) denotes the expectation. \( E(\cdot) \) appears in Algorithm 3 and is computed in Algorithm 2 (see Theorem 3).

The next theorem shows that when we draw \( \tau \) from the above probability distribution, the expected total reward of its associated service placement is bounded below by \((1-\epsilon^{-\delta})R\).

**Theorem 5.** Under our probability distribution for SA1, the expected total reward of Algorithm 4, given a partial slot allocation \( \tau \), is

\[
E\left( \sum_{k \in U} f_{\tau,k} r_k \right) \geq (1-\epsilon^{-\delta})R.
\]

**Proof.** First note that:

\[
E\left( \sum_{k \in U} f_{\tau,k} r_k \right) = \sum_{k \in U} r_k E(f_{\tau,k}) = \sum_{k \in U} r_k P(f_{\tau,k} = 1)
\]

where the last equality is since \( f_{\tau,k} \) is boolean. We shall now bound \( P(f_{\tau,k} = 1) \). Note first that if \( f_{\tau,k} = 1 \) then there exists a slot \( \sigma \in \Lambda \) with \( \mu(\sigma) \in W_k \) and \( \tau(\sigma) = \xi_k \), so, since \( \tau(\sigma) \) is drawn independently for every slot \( \sigma \), we have, by Lemma 2 in Appendix B, that:

\[
P(f_{\tau,k} = 1) \geq \left( 1 - \exp\left( - \sum_{\sigma \in \Lambda, \mu(\sigma) \in W_k} P(\tau(\sigma) = \xi_k) \right) \right).
\]

Given a node \( j \in V \) define \( q_{j,k} \) such that \( \xi_k \in \Omega_{j,q_{j,k}}. \) We then have

\[
\sum_{\sigma \in \Lambda, \mu(\sigma) \in W_k} P(\tau(\sigma) = \xi_k) = \sum_{j \in W_k, \sigma \in \Lambda, \mu(\sigma) = j} \sum_{k \in U} P(\tau(\sigma) = \xi_k)
\]

whence:

\[
E\left( \sum_{k \in U} f_{\tau,k} r_k \right) \geq (1-\epsilon^{-\delta})R.
\]

We now prove the correctness of Algorithm 4. Remark: The randomized step is only needed for theoretical analysis. It does not exist in the algorithm. Our algorithm (See Algorithms 2 and 3) only needs to compute the expected value given in Definition 2 and does not include any randomized step. Hence, our algorithm SA1 is deterministic.

The same applies to SA2 and other algorithms presented later.

**C. Placing Services**

We now describe and analyze Algorithm 3 which uses the idea of the method of conditional expectations [20]. In Algorithm 3 we maintain a partial slot allocation \( \tau' \) where, initially, all slots are empty. Every time we go around the loop in Lines 4 and 8 of Algorithm 3 we do the following:

1. Pick an empty slot \( \sigma \).
2. For all \( i \in \Omega_{\mu(\sigma),\lambda(\sigma)} \) define \( \tau'_{i} \) to be the partial slot allocation formed from \( \tau' \) by assigning the service \( i \) to the slot \( \sigma \).
3. Choose \( i' \in \Omega_{\mu(\sigma),\lambda(\sigma)} \) that maximizes \( E(\tau'_{i'}) \).
4. Update \( \tau' \) by assigning service \( i' \) to the slot \( \sigma \).

We loop through the above until all slots have been assigned services (i.e., \( \tau' \) is a slot allocation). We let \( \psi \) be the slot allocation that has now been constructed and output its associated service placement \( X^\psi \). Theorem 4 shows that \( X^\psi \) is feasible. We now prove the approximation ratio.

**Theorem 6.** The service placement \( X^\psi \), computed by Algorithm 3 with slot creation computed by Algorithm 2, has a total reward of at least \((1-\epsilon^{-\delta})R\). The randomized step is only needed for theoretical analysis. It does not exist in the algorithm. Our algorithm (See Algorithms 2 and 3) only needs to compute the expected value given in Definition 2 and does not include any randomized step. Hence, our algorithm SA1 is deterministic.

The same applies to SA2 and other algorithms presented later.

**Proof.** We maintain the inductive hypothesis that \( E(\tau') \geq (1-\epsilon^{-\delta})R \) throughout the algorithm.

Initially we have \( \tau'(\sigma) = \emptyset \) for every \( \sigma \in \Lambda \), thus \( \mathcal{T}_r \) is the set of all possible slot allocations and hence \( E(\tau') = \mathbb{E}\left( \sum_{k \in U} f_{\tau,k} r_k \right) \), so the inductive hypothesis holds.

Now suppose that the inductive hypothesis holds at some point during the algorithm. After Line 7 and before Line 8 of Algorithm 3 we have:

\[
E(\tau'_{i}) = \max_{i \in \Omega_{\mu(\sigma),\lambda(\sigma)}} E(\tau'_{i}) = \max_{i \in \Omega_{\mu(\sigma),\lambda(\sigma)}} \mathbb{E}\left( \sum_{k \in U} f_{\tau',k} r_k \mid \tau \in \mathcal{T}_{\tau'} \right) \geq \mathbb{E}\left( \sum_{k \in U} f_{\tau,k} r_k \mid \tau \in \mathcal{T}_{\tau'} \right) = E(\tau')
\]

where the inequality is because \( \{\mathcal{T}_{\tau'} : i \in \Omega_{\mu(\sigma),\lambda(\sigma)}\} \) is a partition of \( \mathcal{T}_{\tau'} \). By the inductive hypothesis, this is bounded below by \( \mathbb{E}\left( \sum_{k \in U} f_{\tau,k} r_k \right) \). The fact that \( \tau' \) is then updated by \( \tau'_{i} \) in Line 8 of Algorithm 3 proves the inductive hypothesis.

The inductive hypothesis hence holds always which means, as \( \mathcal{T}_{\psi} = \{\psi\} \), we have \( \sum_{k \in U} f_{\psi,k} r_k = E(\psi) \geq \mathbb{E}\left( \sum_{k \in U} f_{\tau,k} r_k \right) \). which proves the result.

**Theorem 7.** The service placement \( X^\psi \), computed by Algorithm 3 with slot creation computed by Algorithm 2, has a total reward of at least \((1-\epsilon^{-\delta})R\).

**Proof.** The result is direct from Theorems 5 and 6.

We now prove the correctness of Algorithm 4.

**Theorem 8.** Algorithm 4 computes \( E(\tau^*) \) correctly.
Proof. Algorithm 4 first computes the value:
\[ \theta_k := \mathbb{P}(f_{\tau,k} = 1 | \tau \in \mathcal{T}_\tau) . \]

The fact that the algorithm computes the correct value of \( \theta_k \) can be seen as follows:

If there exists a node \( j \in W_k \) and a slot \( \sigma \) with \( \mu(\sigma) = j \) and \( \tau^*(\sigma) = \xi_k \), then by definition of \( \mathcal{T}_\tau \), every service placement \( \tau \) in \( \mathcal{T}_\tau \) has \( \tau(\sigma) = \xi_k \). Therefore, by definition of \( f_{\tau,k} \), we have \( f_{\tau,k} = 1 \) for all \( \tau \in \mathcal{T}_\tau \). This implies that \( \theta_k = \mathbb{P}(f_{\tau,k} = 1 | \tau \in \mathcal{T}_\tau) = 1 \).

We now consider the situation where there does not exist a node \( j \in W_k \) and a slot \( \sigma \) with \( \mu(\sigma) = j \) and \( \tau^*(\sigma) = \xi_k \). For all \( \tau \in \mathcal{T}_\tau \), we have \( f_{\tau,k} = 1 \) iff there exists some \( j \in W_k \) and slot \( \sigma \) with \( \tau(\sigma) = \xi_k \). Thus, since each slot is filled independently (even under the condition \( \tau \in \mathcal{T}_\tau \)) we have, by Lemma 1 in Appendix B that:
\[ \theta_k = \mathbb{P}(f_{\tau,k} = 1 | \tau \in \mathcal{T}_\tau) = 1 - \prod_{\sigma \in \Lambda, \mu(\sigma) \in W_k} (1 - \mathbb{P}(\tau(\sigma) = \xi_k | \tau \in \mathcal{T}_\tau)). \]

For any slot \( \sigma \in \Lambda \) with \( \tau^*(\sigma) \neq \emptyset \) or \( \xi_k \notin \Omega_{j,\lambda(\sigma)} \), we have \( 1 - \mathbb{P}(\tau(\sigma) = \xi_k | \tau \in \mathcal{T}_\tau) = 1, \) thus we can remove it from the product noting that then for all other \( \sigma \) we have \( 1 - \mathbb{P}(\tau(\sigma) = \xi_k | \tau \in \mathcal{T}_\tau) = 1 - \omega_{i,j}/\Delta_{j,\lambda(\sigma)}, \) we have shown the correctness of the computation of \( \theta_k \) by Algorithm 4.

We now have:
\[ \mathcal{E}(\tau^*) = \mathbb{E} \left( \sum_{k \in \mathcal{U}} f_{\tau,k} r_k \middle| \tau \in \mathcal{T}_\tau \right) = \sum_{k \in \mathcal{U}} \mathbb{E}(f_{\tau,k} | \tau \in \mathcal{T}_\tau) = \sum_{k \in \mathcal{U}} \mathbb{E} f_{\tau,k} \theta_k \]
which proves the correctness of Algorithm 4.

V. SECOND SLOT ALLOCATION ALGORITHM (SA2)

The second algorithm, SA2, for solving SPSC is for the case where services can be arbitrarily large. We fix \( \beta \) equal to 1/4. From [5], we immediately get \( \gamma = 1/2 \) and \( \delta = 1/4 \). SA2 has an approximation ratio of \( (1 - e^{-1})/4 \), which will be given by Theorem 13 later.

Definition 3. After solving the LP in [4] we define the following for SA2, for all \( j \in V \):
\[ \Omega_{j,\emptyset} := \{ i \in S : \frac{1}{2} c_j < s_i \leq c_j \}; \]
\[ \Omega_{j,q} := \{ i \in S : \gamma^q c_j < s_i \leq \frac{1}{2} c_j \}; \]
\[ \Delta_{j,q} := \sum_{i \in \Omega_{j,q}} \omega_{i,j}, \quad \forall q \in \mathbb{N}; \]
\[ \delta'_{j} := \frac{\delta c_j}{\sum_{i \in \{S:s_i \leq \frac{1}{2} c_j \}} s_i \omega(i,j)}, \quad \forall q \in \mathbb{N}. \]

We also define, for all \( j \in V \), the quantity \( Q_j \) as follows:
- If \( \Delta_{j,\emptyset} < 2 \), then \( Q_j := \Delta_{j,\emptyset} \).
- If \( \Delta_{j,\emptyset} \geq 2 \), then \( Q_j := \Delta_{j,\emptyset}/2 \).

The only difference between SA1 and SA2 is in the slots created by the respective slot creation algorithms. In SA2, a slot \( \sigma \) is again an object with two associated values: \( \mu(\sigma) \) and \( \lambda(\sigma) \), except that in SA2, we now have \( \lambda(\sigma) \in \mathbb{N} \cup \{\emptyset, \emptyset\} \).

Procedure of SA2: First, we solve the LP in [4] to obtain \( \{\omega_i\} \). Then, Algorithm [5] creates a set, \( \Lambda \), of slots. After we have the set \( \Lambda \), Algorithm 3 (in Section IV) computes the service placement \( X^\psi \). In Algorithm 5, the objects \( \zeta' \) and \( \lambda \) are maps from \( V \) into \( \{1, 2, 3, \emptyset\} \). The algorithm has a function \( \Delta(\cdot) \) which takes, as input, a map from \( V \) into \( \{1, 2, 3, \emptyset\} \). This function \( \Delta(\cdot) \) is computed in Algorithm 6.

Next, we give a description of the mechanics of the algorithm and present theoretical results on the approximation ratio and feasibility of the computed service placement \( X^\psi \).

A. Construction Maps

A construction map, \( \zeta \), is a map from \( V \) to \( \{1, 2, 3\} \). Intuitively, a construction map \( \zeta \) is a labelling of all nodes by the label 1, 2 or 3.

A partial construction map, \( \zeta' \), is a map from \( V \) to \( \{1, 2, 3, \emptyset\} \). Intuitively a partial construction map \( \zeta' \) is a partial labelling of the nodes by labels 1, 2, 3. If, for node \( j \in V \), \( \zeta'(j) = \emptyset \), then \( j \) has no label. Otherwise, \( j \) has label \( \zeta'(j) \).

Given a partial construction map \( \zeta' \), we define \( \lambda_{\zeta'} \) to be the set of all construction maps \( \zeta \) such that \( \zeta(j) = \zeta'(j) \) for all \( j \in V \) with \( \zeta'(j) \neq \emptyset \). Intuitively, \( \lambda_{\zeta'} \) is the set of all construction maps that can be obtained from \( \zeta' \) by assigning labels to the unlabelled nodes.

Every construction map has an associated set of slots defined as follows, for all \( j \in V \):
- If \( \zeta(j) = 1 \), we have a single slot \( \sigma \) with \( \mu(\sigma) := j \) and \( \lambda(\sigma) := \emptyset \). There are no other slots \( \sigma' \) with \( \mu(\sigma') = j \).
- If \( \zeta(j) = 2 \), we have two slots \( \sigma \) with \( \mu(\sigma) := j \) and \( \lambda(\sigma) := \emptyset \). There are no other slots \( \sigma' \) with \( \mu(\sigma') = j \).
- If \( \zeta(j) = 3 \), then for all \( q \in \mathbb{N} \), we have \( \eta_{j,q} \) slots \( \sigma \) with \( \mu(\sigma) := j \) and \( \lambda(\sigma) := q \). There are no other slots \( \sigma' \) with \( \mu(\sigma') = j \).

B. Probability Distribution for SA2

For the theoretical analysis of SA2, we define a probability distribution over the set of slots \( \Lambda \) as well as the slot allocation. Similar to the analysis of SA1, this probability distribution will guide the construction of the set, \( \Lambda \), of slots in Algorithm 5.

We first define a probability distribution over a map \( \zeta : V \rightarrow \{1, 2, 3\} \) as follows: for each \( j \in V \) independently, set \( \zeta(j) \leftarrow \)}
Algorithm 6 Computing $D(\zeta')$

1: For all $i \in S$, $j \in V$: 
2: If $s_i > c_j$ then: $\epsilon_{i,j,a} \leftarrow 0$ for all $a \in \{1, 2, 3\}$; 
3: If $i \in \Omega_{j,a}$ then: 
4: $\epsilon_{i,j,a} \leftarrow (1 - \omega_{i,j}/\Delta_{j,a})$; 
5: For all $a \in \{2, 3\}$: set $\epsilon_{i,j,a} \leftarrow 0$; 
6: If $i \in \Omega_{j,a}$ then: 
7: $\epsilon_{i,j,2} \leftarrow (1 - (1 - \omega_{i,j}/\Delta_{j,2})^2)$; 
8: For all $a \in \{1, 3\}$: set $\epsilon_{i,j,a} \leftarrow 0$; 
9: If $\exists i \in \mathbb{N}$ with $i \in \Omega_{j,a}$ then: 
10: $\omega_{i,j,a} \leftarrow (1 - \omega_{i,j}/\Delta_{j,a})^{(1+\theta)}$; 
11: For all $a \in \{1, 2\}$: set $\epsilon_{i,j,a} \leftarrow 0$; 
12: $\epsilon_{i,j,0} \leftarrow \delta \Delta_{j,0} \epsilon_{i,j,1} + \delta Q_{j} \epsilon_{i,j,2} + (1 - \delta \Delta_{j,0} - \delta Q_{j}) \epsilon_{i,j,3}$; 
13: For all $k \in U$: 
14: $p_i \leftarrow 1$; 
15: For all $j \in W_k$: 
16: $p \leftarrow p(1 - \epsilon_{k,j,\zeta'}(j))$; 
17: $\theta' = 1 - \theta p$; 
18: Output $D(\zeta') \leftarrow \sum_{k \in U} \theta' r_k$;

1 with probability $\delta \Delta_{j,0}$, set $\zeta(j) \leftarrow 2$ with probability $\delta Q_{j}$, and set $\zeta(j) \leftarrow 3$ with probability $1 - \delta \Delta_{j,0} - \delta Q_{j}$. Once $\zeta$ has been sampled from this probability distribution, we let $\Lambda$ be its associated set of slots (defined in Section V-A). For the selected $\Lambda$, we define the probability distribution over slot allocations, $\tau$, in the same way as for SA1 in Section [IV-B]

Definition 4. Define:

$$D(\zeta') := \sum_{k \in U} f_{r,k} r_k \mid \zeta \in Y'_t$$

where $f_{r,k}$ is defined as in [6], $D(\cdot)$ appears in Algorithm 5 and is computed in Algorithm 6 (see Theorem 14).

Theorem 9. Under our probability distribution for SA2, for any slot allocation $\tau$ of non-zero probability, its associated service placement, $X\tau'$, is feasible.

Proof. See Appendix C

Theorem 10. Under our probability distribution for SA2, the expected total reward $E(\sum_{k \in U} f_{r,k} r_k) \geq (1 - e^{-1}) \delta R$.

Proof. See Appendix D

C. Creating Slots

In Algorithm 5 we maintain a partial construction map $\zeta'$ where, initially, all nodes are unlabelled. Every time we run the loop in Lines 3-7 of Algorithm 5 we do the following:

1) Pick an unlabelled node $j$.
2) For all $a \in \{1, 2, 3\}$, define $\zeta'_a$ as the partial construction map formed from $\zeta'$ by labelling $j$ with $a$.
3) Choose $\zeta'' \in \{1, 2, 3\}$ that maximizes $D(\zeta''_t)$.
4) Update $\zeta'$ by labelling $j$ with $\zeta''$.

We loop through the above until all nodes have been labelled. Then, let $\lambda$ be the construction map we have made. Lines 9-13 of Algorithm 5 then create its associated set of slots, $\Lambda$.

Theorem 11. $E(\sum_{k \in U} f_{r,k} r_k \mid \zeta = \lambda) \geq E(\sum_{k \in U} f_{r,k} r_k)$.

Proof. See Appendix E

Theorem 12. The service placement $X\psi$, computed by Algorithm 5 with slot creation computed by Algorithm 5 has a total reward of at least $E(\sum_{k \in U} f_{r,k} r_k \mid \zeta = \lambda)$.

Algorithm 7 Repeated slot allocation (RSA)

1: For all $i \in S$: set $Y_i \leftarrow 0$; 
2: Set $U' \leftarrow U$; 
3: For all $j \in V$: set $c_j' \leftarrow c_j$; 
4: Repeat the following until $Y_i$ does not change for all $i \in S$: 
5: Run CSA with user set $U'$ and capacities $\{c_j' : j \in V\}$; 
6: Let $X$ be the output service placement from CSA; 
7: Set $U' \leftarrow \{k \in U' : X_k \cap W_k = \emptyset\}$; 
8: For all $j \in V$: set $c_j' \leftarrow c_j' - \sum_{i \in S \cap X_j} s_i$; 
9: For all $i \in S$: set $Y_i' \leftarrow Y_i \cup X_i$; 
10: Output service placement $Y$;

Proof. As in the proof of Theorem 8 noting that the service placement is computed, from $\Lambda$, by Algorithm 5.

Theorem 13. The service placement $X\psi$, computed by Algorithm 5 with slot creation computed by Algorithm 5 has a total reward of at least $(1 - e^{-1}) \delta R$.

Proof. Directly from Theorems 10, 11, and 12.

Theorem 14. Algorithm 6 computes $D(\zeta')$ correctly.

Proof. See Appendix F

VI. OVERALL ALGORITHM

A. Combining the Algorithms and Repeating

We now present the overall algorithm for SPSC, which has better empirical performance than SA1 and SA2 alone. First, we note that SA1 and SA2 can be combined as follows. Find the minimum $\beta$ such that $\max_{i \in S} s_i \leq \beta \min_{j \in V} c_j$. If $\beta \geq 1$ or $(1 - e^{-1})/4 > 1 - e^{-1/(1-\sqrt{2})^2}$, run SA2; else, run SA1. We call this the combined slot allocation algorithm (CSA).

We found empirically that after running CSA, many nodes have an excessive amount of capacity remaining, i.e., $\sum_{i,j \in X_s} s_i$ is significantly smaller than $c_j$. This is because SA1 and SA2, thus CSA, both guarantee feasibility and may under-utilize the nodes. We now give a repeated slot allocation algorithm (RSA) which utilizes the remaining capacity by repeating CSA, as shown in Algorithm 7.

In essence, RSA runs CSA and then, with the remaining users and remaining space on the nodes, runs CSA again to place new services in addition to those placed originally. It keeps repeating this with the remaining users and remaining space on the nodes until the combined service placement does not change. Because SA1 and SA2 respectively guarantee feasibility, CSA and RSA also guarantee feasibility.

We can easily see that the approximation ratio of CSA and RSA is $\max \{1 - e^{-1/(1-\sqrt{2})^2}; (1 - e^{-1})/4 \}$, because CSA adaptively chooses between SA1 and SA2 according to the one that gives the better approximation ratio, and the repeating step in RSA can only increase the reward which does not make the approximation ratio worse.

B. Computational Complexity

We first derive the time complexity of SA1/SA2/CSA. The construction of the sets $\Omega_{j,q}$ (for all $q \in \{\oplus, \ominus\}$) takes a total time of $O(|S| \cdot |V|)$ since, for every pair $(i, j) \in S \times V$, determining $q$ such that $i \in \Omega_{j,q}$ takes constant time.
Algorithm 3 takes a time of $O(|\mathcal{A}| \cdot |U|)$ which means Algorithm 5 takes a time of $O(|\mathcal{A}| \cdot |S| \cdot ((|\mathcal{A}| \cdot |U|)$ which, since $|\mathcal{A}| \in O(|S| \cdot |V|)$, is equal to $O(|S|^3 \cdot |V|^2 \cdot |U|)$.

Algorithm 4 takes a time of $O(|S| \cdot |V| + |U| \cdot |V|) = O(|U| \cdot |V|)$, which means Algorithm 5 takes a time of $O(|U|^2 \cdot |V|^2)$.

For the LP step, we have an input size of $O(|U| \cdot |V| + |S| \cdot |V|) = O(|U| \cdot |V|)$ and $O(|S| \cdot |V| + |U|)$ variables. Karmarkar's algorithm [22] takes a time of $O\left(\left(|S| \cdot |V| + |U|\right)^{3.5} \left(|U| \cdot |V|\right)^{2}\right)$, which is equal to:

$$\tilde{O}\left(\left(|S|^{3.5} \cdot |V|^{5.5} \cdot |U|\right) + \left(|V|^{2} \cdot |U|^{4.5}\right)\right).$$

The conversion from GSP to SPSC multiplies the number of users by $|V|$. Hence, the overall time complexity for converting GSP to SPSC and then solving the resulting SPSC (thus also solving the original GSP) using RSA has a complexity of:

$$\tilde{O}\left(\left(|S|^{3.5} \cdot |V|^{7.5} \cdot |U|\right) + \left(|V|^{7.5} \cdot |U|^{5.5}\right)\right).$$

C. Bad Example of Greedy Algorithm

We consider a greedy algorithm that greedily places services starting with the highest reward. Such an algorithm has been shown to have a constant approximation ratio for the homogeneous setting with identical service sizes [19]. In the heterogeneous setting we consider in this paper, the following example shows that it can have an arbitrarily bad approximation ratio for the GSP and SPSC problems.

Consider an example where we have $n+1$ services, $n+1$ users, and a single node with capacity $c_1 := 1$. Service $i = 1$ has size $s_i := 1$, all the other services $i > 1$ have size $s_i := \frac{1}{i}$. Each user $k$ requires service $\xi_k := k$. The reward of user $k = 1$ is $r_1(1) := 2$, and the reward of all the other users $k > 1$ is $r_k(1) := 1$. The greedy algorithm will simply place service $i = 1$ to the node, giving a reward of 2. The optimal solution will place all the other $n$ services with $i > 1$ on the node, giving a reward of $n$. This is true for all $n$. Hence, the approximation ratio of the greedy algorithm can be arbitrarily bad (close to zero) as $n \to \infty$ in this example.

VII. Simulation Results

We evaluate the performance of the proposed final algorithm, RSA (Algorithm 7), via simulations. Inspired by practical measurements of mobile app popularity [23] as well as related work [19], we assume that the service required by each user follows a Zipf distribution with parameter $\kappa$ and $|S| = 1000$. The size of each service is $\phi \cdot (1 + Z_1/14.13)$, where $Z_1$ is an exponentially distributed random variable with rate parameter 0.12 and $\phi$ is a scaling parameter. These values are estimated from the results given in [23] for the 33% largest apps and normalized by the lower bound, because we consider that only large enough services need to be offloaded to other edge nodes, and the size of edge services can be on a different scale compared to mobile apps thus we do not directly use the mobile app sizes. The size of each node is randomly chosen from \{4, 8, 16, 32\}, to take into account that capacities of computational devices are usually integer powers of 2.

We randomly partition all nodes into two subsets, each service can either run on the first subset of nodes, the second subset of nodes, or both, with equal probability, to represent platform dependency of services. If user $k$ requires a service that cannot be run on node $j$, then we set the reward $\hat{r}_k(j)$ to zero. Otherwise, we set $\hat{r}_k(j)$ as $Z_u + Z_n$, where $Z_u$ follows a uniform distribution within $[0,0.1]$ to represent the importance of the service to the user, $Z_n$ follows a uniform distribution within $[-d, d]$ to represent the difference in rewards at different nodes. We also enforce that $Z_u + Z_n \in [0,1]$ and re-sample the values of $Z_u$ and $Z_n$ until this is satisfied. We convert the GSP problem to its equivalent SPSC problem and present results for the SPSC problem.

We compare the proposed RSA algorithm (Algorithm 7) with the following baselines: 1) the optimal solution that has exponential time complexity; 2) the greedy algorithm proposed in [19]; 3) an LP rounding mechanism that randomly rounds the solution $\{\omega_{i,j}\}$ in \{\{\{\{\{\{\{\}\}\}\}\}\} to integers (with $\{\{\{\{\{\{\{\}\}\}\}\}\}$ as probabilities) until the node capacity has reached.

By default, we choose $|U| = 1000$, $|V| = 10$, $\phi = 1$, $\kappa = 1.3$, $d = 0$. We vary one parameter while keeping the others fixed at the default value. The average results of 10 different simulation runs are shown in Fig. 2. In addition to the total reward, which is the objective we consider in this paper, we also plot the percentage of satisfied users (i.e., users that provide non-zero reward to the system) for comparison. We see that in all cases, both the total reward and the percentage of satisfied users of our proposed algorithm perform very close to the optimal, and better than the greedy and LP rounding baselines. This aligns with our theoretical result that shows our algorithm gives a good approximation ratio.

VIII. Related Work

In addition to the MEC-related work mentioned in Section I, our work is also related to virtual network embedding (VNE) [24], which studies the scheduling of distributed tasks to multiple machines. However, service components that are shareable among multiple users is usually not considered in VNE, which is an important characteristic in MEC [19].

Our problem bears some similarities with the data caching problem. However, a fundamental difference between data files and service programs is that data files can be partitioned in arbitrary ways without affecting the cache efficiency. Therefore, existing work on data caching usually considers identically sized files/contents [25], [26], which is inadequate for the placement of service programs. Mathematically, the data caching problem has been extended to consider non-partitionable files of different sizes in [27], which requires that the cost (opposite of the reward) is related to distances between
nodes defined on a metric space. Such a distance metric is also a common assumption in facility location problems [20]. As discussed in [28], network delays often do not satisfy the triangle inequality, thus approaches based on metric assumptions [20, 27] are not practical. The generalized assignment assignment problem [29] does not have metric assumptions, but it does not allow the replication of a service (item) into multiple copies that are placed in multiple edge nodes (bins).

Our problem is a special case of the $k$-column sparse packing problem studied in [30], where a randomized approximation algorithm is proposed. Applying the approach in [30] to our case, one can get an algorithm with an approximation ratio of $(1 - e^{-1})/7.25$ (see Appendix G for details). We improve on this result in two ways. First, we have a deterministic algorithm, which is more preferred due to its predictable behavior. Second, we have an approximation ratio that is at least $(1 - e^{-1})/4$, which is better.

Our problem is also a special case of the separable assignment problem (SAP) [31], by considering users as items and nodes as bins in SAP. A subset of items (users) is feasible for a bin if the sum size of all services requested by these users is within the capacity of the node, where there is only one service instance for multiple users sharing the same service. Two approximation algorithms for SAP are proposed in [31]. The first one has an approximation ratio of $1 - e^{-1}$ and uses the ellipsoid method which has, when the number of users is much larger than the number of nodes, a higher complexity bound than our method (when solved with an efficient LP-solver) [32]. The ellipsoid method has also shown to be much slower than other LP-solvers in practice. Note that the approximation ratio of our approach also tends to $1 - e^{-1}$ as $\beta$ tends to zero. The second algorithm in [31] gives an approximation ratio (upper bound) of $\frac{1}{2}$ with lower complexity than the ellipsoid method. Compared to this, our approach has a better approximation ratio when $\beta$ is small enough such that $1 - e^{-(1-\sqrt{3})^2} > \frac{1}{2}$, whereas we do not perform better when $\beta$ is large. Nevertheless, our work is based on a completely different algorithmic technique compared to [31]. Detailed investigation of the advantages and disadvantages of both approaches is left for future work.

IX. CONCLUSION

We have proposed an approximation algorithm for solving the service placement problem in MEC systems with heterogeneous service/node sizes and rewards. The algorithm has a constant approximation ratio, and has been shown to perform very close to optimum and better than baseline approaches in simulations. The algorithm includes a novel construction of slots on nodes. The design of the algorithm and the proof of the approximation guarantee is based on a highly non-trivial application of the method of conditional expectations.
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Consider the decision version of the set cover problem (which is NP-complete [21]): We have a set \( Z \), a set \( A \) of subsets of \( Z \), and a number \( c \in \mathbb{N} \). The goal is to determine if a subset \( B \) of \( A \) exists that satisfies \(|B| \leq c\) and \( \bigcup B = Z \).

We define the following SPSC problem: We have \(|A| - c + 1\) services. One of these is special and denoted \( i' \). Let \( S' := S \setminus \{i'\} \). We define \( V := A \). So every node is a subset of \( Z \).

For every \( i \in S' \) we have a user \( k_i \). For such a user we define \( \xi_{k_i} := i' \) and \( W_{k_i} := \{Y \in A : z \in Y\} \). Every service \( i \) has size \( s_i := 1 \). Every node \( j \) has capacity \( c_j := 1 \). Every user \( k \) has reward \( r_k := 1 \).

If there exists a solution, \( B \), to the set cover problem, we construct the following service placement \( X \): For each service \( i \in S' \) choose an node \( j_i \in A \setminus B \) in such a way that \( j_i \neq j_i' \) for \( i' \in S' \) with \( i' \neq i \). This can indeed be done as \(|A \setminus B| \geq |A| - c = |S'| \). For each service \( i \in S' \) define \( X_i := \{j_i\} \). Define \( X_j = B \). It is clear that this service placement is feasible as there is at most one service placed on each node.

The fact that every user is satisfied can be seen as follows: Given a service \( i \in S' \), the user \( k_i \) is satisfied as \( X_{\xi_{k_i}} \cap W_{k_i} = X_i \cap V = X_i \neq \emptyset \). Given an element \( z \in Z \), the user \( k_z' \) is satisfied as there exists a set \( Y' \in B \) with \( z \in Y' \) and hence \( X_{\xi_{k_z'}} \cap W_{k_z'} = X_{j_z'} \cap \{Y \in A : z \in Y\} = |B| \neq 0 \). That is, every element \( z \in Z \) is served by some service.

If there exists a solution to the above-defined SPSC in which every user is satisfied, we know that for every \( i \in S' \), the user \( k_i \) is satisfied, so \( \xi_{k_i} = i \) must be placed on some node. Let \( C \) be the set of all nodes \( j \) on which a service in \( S' \) is placed. Since only one service can be placed on each node, we have \(|C| \geq |S'| \), which is bounded below by \(|A| - c = |V| - c \). Define \( B = V \setminus C \) which, by above, has cardinality at most \( c \).

For any \( z \in Z \), we know that the user \( k_z' \) is satisfied so there must be some node in \( W_{k_z'} = \{Y \in A : z \in Y\} \) on which service \( \xi_{k_z'} = i' \) is placed. Let this node be denoted by \( Y' \). Note that \( Y' \in C \), because \( i' \) is placed there (thus, as only one service can fit on each node, no node in \( S' \) can be placed there). This implies \( Y' \in B \) so \( z \in \bigcup B \). Since this holds for any \( z \in Z \), we have that \( \bigcup B = Z \), showing that there is a solution, \( B \), to the set cover problem.

Our proofs will require the following lemmas.

**Lemma 1.** Suppose we have \( T \) independent draws in which the probability of an event \( E \) happening on the \( t \)-th draw is \( \rho_t \). Then the probability of event \( E \) happening on either of the draws is equal to:

\[
1 - \prod_{t=1}^{T} (1 - \rho_t)
\]

**Proof.** This is a straightforward result in elementary probability theory.

**Lemma 2.** Suppose we have \( T \) independent draws in which the probability of an event \( E \) happening on the \( t \)-th draw is
The result then follows from Lemma 1.

Proof. Let \( \Phi := \{ t \in \{1, 2, \ldots, T\} : \rho_t < 1 \} \). From \[3\], we know that for any \( t \in \Phi \), we have \( \log(1 - \rho_t) \leq -\rho_t \). Thus,

\[
\log \left( \prod_{t \in \Phi} (1 - \rho_t) \right) = \sum_{t \in \Phi} \log(1 - \rho_t) \leq - \sum_{t \in \Phi} \rho_t.
\]

Taking exponentiation on both sides, we get

\[
\prod_{t \in \Phi} (1 - \rho_t) \leq \exp \left( - \sum_{t \in \Phi} \rho_t \right).
\]

For any \( t \notin \Phi \), where \( \rho_t = 1 \), it is easy to see that \( 1 - \rho_t = 0 \leq e^{-1} = \exp(-\rho_t) \). Multiplying with the above and rearranging the inequality, we get

\[
1 - \prod_{t=1}^{T} (1 - \rho_t) \geq 1 - \exp \left( - \sum_{t=1}^{T} \rho_t \right).
\]

The result then follows from Lemma 1. \(\square\)

Lemma 3. For any \( a > 0 \) and \( x \in [0, 1] \) we have:

\[
1 - e^{-ax} \geq x(1 - e^{-a})
\]

Proof. Let

\[
g(a) := 1 - e^{-ax} - x(1 - e^{-a})
\]

Taking the first-order derivative of \( g(a) \), we get

\[
g'(a) = x(e^{-ax} - e^{-a}) \geq 0
\]

where the last inequality is because \( ax \leq a \) due to \( x \in [0, 1] \) and \( a > 0 \), thus \( e^{-ax} \geq e^{-a} \). Therefore, \( g(a) \) is non-decreasing with \( a \) for any \( a > 0 \). Combining this with the fact that \( g(0) = 0 \), we have \( g(a) \geq 0 \) and the result follows immediately. \(\square\)

Lemma 4. Suppose we have \( T \) independent draws in which the probability of an event \( E \) happening on the \( t \)-th draw is \( a \rho_t \) for some \( a \). Then the probability of event \( E \) happening on either of the draws is at least:

\[
(1 - e^{-a}) \min \left( 1, \sum_{t=1}^{T} \rho_t \right)
\]

Proof. Let \( x := \sum_{t=1}^{T} \rho_t \). From Lemma 1 we have that the probability of event \( E \) happening on either one of the draws is at least:

\[
1 - \exp \left( - \sum_{t=1}^{T} a \rho_t \right) = 1 - e^{-ax}.
\]

If \( x \leq 1 \) then by Lemma 3 this is bounded below by \( x(1 - e^{-a}) \) and if \( x \geq 1 \) this is bounded below by \( (1 - e^{-a}) \). The result follows. \(\square\)

Lemma 5. Suppose we have \( T \) independent draws in which the probability of an event \( E \) happening on the \( t \)-th draw is \( a(1 - \exp(-\rho_t)) \) for some \( a \leq 1 \). Then the probability of event \( E \) happening on either of the draws is at least:

\[
a \left( 1 - \exp \left( - \sum_{t=1}^{T} \rho_t \right) \right)
\]

Proof. For \( t' \leq T \) let \( x_{t'} = \exp(-\rho_{t'}) \). The inductive hypothesis clearly holds for \( t = 1 \) as \( x_{t+1} \geq a \exp(-\rho_{t+1}) \).

Now suppose the inductive hypothesis holds for some \( t \).

Then we have:

\[
x_{t+1} = x_{t} + (1 - x_{t}) \left( a \left( 1 - e^{-\rho_{t+1}} \right) \right)
\]

\[
= 1 - (1 - x_{t}) \left( 1 - a \left( 1 - e^{-\rho_{t+1}} \right) \right)
\]

\[
\geq 1 - \left( 1 - a \left( 1 - e^{-\rho_{t+1}} \right) \right) \left( 1 - a \left( 1 - e^{-\rho_{t+1}} \right) \right)
\]

\[
= a \left( 1 - e^{-\rho_{t+1}} \right) + \left( 1 - a \left( 1 - e^{-\rho_{t+1}} \right) \right) a \left( 1 - e^{-\rho_{t+1}} \right)
\]

which proves the inductive hypothesis. Hence, the probability of event \( E \) happening on either of the trials is equal to \( x_T \) which, by the inductive hypothesis, is bounded below by \( a(1 - \exp(-\rho_T)) \). This proves the result. \(\square\)

APPENDIX C

PROOF OF THEOREM 2

As in the proof of Theorem 1 we have, for all \( j \in V \):

\[
\sum_{i \in S} s_i \cdot x_{i} \leq \sum_{\sigma \in \Lambda \mu(\sigma) = j} s_{\tau(\sigma)}
\]

We then have three cases:

- If \( \zeta(j) = 1 \) then we have a single slot \( \sigma \), with \( \mu(\sigma) = j \). We have, by definition of a slot allocation, that \( \tau(\sigma) \in \Omega_{j,\emptyset} \) so \( s_{\tau(\sigma)} \leq c_j \).
- If \( \zeta(j) = 2 \) then we have a two slots \( \sigma \) and \( \sigma' \), with \( \mu(\sigma) = j \) and \( \mu(\sigma') = j \). We have, by definition of a slot allocation, that \( \tau(\sigma), \tau(\sigma') \in \Omega_{j,\emptyset} \) so \( s_{\tau(\sigma)}, s_{\tau(\sigma')} \leq c_j/2 \) and hence \( s_{\tau(\sigma)} + s_{\tau(\sigma')} \leq c_j \).
- If \( \zeta(j) = 3 \) then the result follows from Theorem 1 using \( \{i \in S : s_i \leq c_j\beta\} \) instead of \( S \) in the proof, and noting that all services on \( j \) are in the set \( \{i \in S : s_i \leq c_j\beta\} \). In all cases we have \( \sum_{\tau(\sigma) = j} s_{\tau(\sigma)} \leq c_j \) which proves the feasibility of \( X^\tau \).
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To prove Theorem 10, we first introduce the following additional theorems.

Theorem 15. For any node \( j \in V \) we have:

\[
\delta_j' \geq \frac{\delta}{P(\zeta(j) = 3)}
\]

Proof. Note that \( \delta \Delta_{j,\partial} + \delta Q_j = \delta(\Delta_{j,\partial} + Q_j) \leq \delta(\Delta_{j,\partial} + \Delta_{j,\partial}) \) which is equal to \( \delta \sum_{i \in S: s_i \geq \beta_c} \omega_i, j \) and hence bounded above by \( (\delta/\beta_c) \sum_{i \in S: s_i \geq \beta_c} \omega_i, j \) which, since \( \delta = \beta = 1/4 \), is equal to \((1/\beta_c) \sum_{i \in S: s_i \geq \beta_c} \omega_i, j \). We then have:

\[
c_j \geq \sum_{i \in S} s_i \omega_i, j \geq c_j \delta \Delta_{j,\partial} + \delta Q_j + \sum_{i \in S: s_i \leq \beta_c} s_i \omega_i, j
\]

which gives us

\[
\sum_{i \in S: s_i \leq \beta_c} s_i \omega_i, j \leq c_j \left(1 - (\delta \Delta_{j,\partial} + \delta Q_j)\right)
\]

Plugging this into the definition of \( \delta_j' \) i.e.:

\[
\delta_j' := \frac{\delta c_j}{\sum_{i \in S: s_i \leq \beta_c} s_i \omega_i, j}
\]

gives us the result.

\[\square\]

Theorem 16. For all nodes \( j \in V \) we have \( \delta / P(\zeta(j) = 3) \leq 1 \)

Proof. We now bound \( P(\zeta(j) = 3) \) below by \( \delta \). We first note that \( Q_j \leq 2 \), this can be seen because if \( \Delta_{j,\partial} < 2 \) then \( Q_j = \Delta_{j,\partial} < 2 \) and if \( \Delta_{j,\partial} \geq 2 \) then:

\[
Q_j \geq \frac{1}{2} \Delta_{j,\partial}
\]

so in either case we have \( Q_j \leq 2 \). Note also that \( \Delta_{j,\partial} \geq Q_j \) so:

\[
c_j \geq \sum_{i \in S} s_i \omega_i, j
\]

\[
\geq \sum_{i \in S: s_i \leq \beta_c} s_i \omega_i, j
\]

\[
\geq \frac{c_j}{2} \sum_{i \in S: s_i \leq \beta_c} \omega_i, j + \frac{c_j}{4} \sum_{i \in S: s_i \geq \beta_c} \omega_i, j
\]

\[
= \frac{c_j}{2} \Delta_{j,\partial} + \frac{c_j}{4} \Delta_{j,\partial}
\]

\[
\geq \frac{c_j}{2} \Delta_{j,\partial} + \frac{c_j}{4} Q_j
\]

and hence \( \Delta_{j,\partial} \leq 2 - 2Q_j/2 \). Putting together gives us:

\[
P(\zeta(j) = 3) = 1 - \delta(\Delta_{j,\partial} + Q_j)
\]

\[
\geq 1 - \delta(2 + Q_j/2)
\]

\[
\geq 1 - \delta(2 + 1)
\]

\[
= 1 - 3/4
\]

\[
= \delta
\]

which implies the result.

\[\square\]

Theorem 17. For all services \( i \in S \) and all nodes \( j \in V \), the probability that service \( i \) is placed on node \( j \) (that is, \( P(\zeta(j) = X_i^-) \)) is bounded below by \( \delta(1 - \exp(-\omega_i, j)) \).

Proof. First note that:

\[
I(j \in X_i^-) = I(\exists \sigma \in \Lambda : \mu(\sigma) = j \text{ and } \tau(\sigma) = i)
\]

We have five cases:

- \( s_i > c_j \). In this case we have \( \omega_i, j = 0 \) so the result holds trivially.
- \( i \in \Omega_{j,\partial} \). In this case \( j \in X_i^- \) only if \( \zeta(j) = 1 \) which occurs with probability \( \delta \omega_i, j \). Conditioned on the event that \( \zeta(j) = 1 \) the probability that the single slot \( \sigma \) with \( \mu(\sigma) = j \) contains service \( i \) (i.e. \( \tau(\sigma) = i \)) is equal to \( \omega_i, j / \Delta_{j,\partial} \). Putting together we have:

\[
P(\zeta(j) = 1 - \delta \omega_i, j / \Delta_{j,\partial})
\]

\[
\geq \delta(1 - \exp(-\omega_i, j))
\]

so the result holds.
- \( i \in \Omega_{j,\partial} \) and \( \Delta_{j,\partial} < 2 \). In this case \( j \in X_i^- \) only if \( \zeta(j) = 2 \) which occurs with probability \( \delta \Delta_{j,\partial} / \Delta_{j,\partial} \). Conditioned on the event that \( \zeta(j) = 2 \) the probability that a given slot \( \sigma \) with \( \mu(\sigma) = j \) contains service \( i \) (i.e. \( \tau(\sigma) = i \)) is equal to \( \omega_i, j / \Delta_{j,\partial} \). Putting together we have:

\[
P(\zeta(j) = 2 - \delta \omega_i, j / \Delta_{j,\partial})
\]

\[
\geq \delta(1 - \exp(-\omega_i, j))
\]

so the result holds.
- \( i \in \Omega_{j,\partial} \) and \( \Delta_{j,\partial} \geq 2 \). In this case \( j \in X_i^- \) only if \( \zeta(j) = 2 \) which occurs with probability \( \delta \Delta_{j,\partial} / \Delta_{j,\partial} \). Conditioned on the event that \( \zeta(j) = 2 \) the probability that a given one of the two slots \( \sigma \) with \( \mu(\sigma) = j \) contains service \( i \) (i.e. \( \tau(\sigma) = i \)) is equal to \( \omega_i, j / \Delta_{j,\partial} \) so we have, by Lemma 4 with \( a := \omega_i, j \), \( T := 2 \) and \( p_t := 1 / \Delta_{j,\partial} \), that the probability that at least one of the two slots contains service \( i \) is bounded below by:

\[
(1 - e^{-\omega_i, j}) \min(1, 2 / \Delta_{j,\partial})
\]
which, since $\Delta_{j,\sigma} \geq 2$, is equal to

$$(1 - e^{-\omega_{i,j}})/2 \Delta_{j,\sigma} = (1 - e^{-\omega_{i,j}})/Q_j$$

Putting together we have $P(j \in X_i^I) \geq (\delta Q_j)(1 - e^{-\omega_{i,j}})/Q_j$ so the result holds.

- $i \in \Omega_{j,q}$ for some $q \in \mathbb{N}$. In this case $j \in X_i^I$ only if $\zeta(j) = 3$. Conditioned on the event $\zeta(j) = 3$ the probability that any given slot $\sigma$ with $\mu(\sigma) = j$ and $\lambda(\sigma) = q$ contains service $i$ (that is, $P(j \in X_i^I)$) is equal to $\omega_{i,j}/\Delta_{j,q}$ so, as there are $n_{j,q}$ (which is at least $\delta'_{j,\Delta_{j,q}}$) such slots we have, by Lemma 3, bounded below by

$$P(j \in X_i^I) \min (1, \delta/P(\zeta(j) = 3)) = \eta_{j,q}/\Delta_{j,q}$$

Noting that $\eta_{j,q} \geq \delta'_{j,\Delta_{j,q}}$ and hence $\eta_{j,q}/\Delta_{j,q} \geq \delta'_{j}$ which, by Theorem 14 is bounded below by $\delta/P(\zeta(j) = 3)$, Equation 41 is bounded below by:

$$(1 - e^{-\omega_{i,j}}) \min (1, \delta/P(\zeta(j) = 3))$$

which, by Theorem 10 is equal to:

$$(1 - e^{-\omega_{i,j}}) \min (1, \delta/P(\zeta(j) = 3))$$

Putting together we have $P(j \in X_i^I) \geq P(\zeta(j) = 3)(1 - e^{-\omega_{i,j}}) \delta/P(\zeta(j) = 3)$ so the result holds.

So in either case the probability that service $i$ is placed on node $j$ is bounded below by $\delta(1 - e^{-\omega_{i,j}})$.

**Proof (Proof of Theorem 10).** Too see this first note that:

$$E\left(\sum_{k \in U} f_{r,k}r_k\right) = \sum_{k \in U} r_kE(f_{r,k})$$

which, since $f_{r,k}$ is boolean, is equal to

$$\sum_{k \in U} r_kP(f_{r,k} = 1)$$

We shall now bound $P(f_{r,k} = 1)$. Note first that $f_{r,k} = 1$ if there exists a node $j \in W_k$ such that $j \in X_i^\perp$ so, since the existence of such a slot is independent for every node $j$, we have, by Theorem 17 and Lemma 5 with $a := \delta$ that:

$$P(f_{r,k} = 1) \geq \delta \left(1 - \exp\left(-\sum_{j \in W_k} \omega_{k,j}\right)\right)$$

which is bounded below by $\delta(1 - e^{-\alpha_k})$. Since $\alpha_k \leq 1$ this is, by Lemma 3 bounded below by $\delta \alpha_k(1 - e^{-1})$ Putting together gives us an expected total reward that is bounded below by:

$$\sum_{k \in U} r_k \delta \alpha_k(1 - e^{-1}) = (1 - e^{-1})\delta \hat{R}$$

Theorem 3 then gives us the result.
\[ = 1 - \prod_{j \in W_k} (1 - \epsilon_{i,j,\zeta^* (j)}) \quad (51) \]

So we have shown that the algorithm correctly computes \( \theta'_k \) for all users \( k \in U \). The result then follows by noting:

\[
D(\zeta^*) = \mathbb{E} \left( \sum_{k \in U} f_{\tau,k} r_k \mid \zeta \in \mathcal{Y}_{\zeta^*} \right) = \sum_{k \in U} r_k \mathbb{E} \left( f_{\tau,k} \mid \zeta \in \mathcal{Y}_{\zeta^*} \right) = \sum_{k \in U} r_k P \left( f_{\tau,k} = 1 \mid \zeta \in \mathcal{Y}_{\zeta^*} \right) = \sum_{k \in U} r_k \theta'_k \quad (55)
\]

**APPENDIX G**

**FURTHER DISCUSSIONS ON [30]**

In [30] they give a randomized approximate algorithm for this problem when each element appears in at most \( K \) of the knapsack constraints. Their algorithm has a parameter \( \alpha \) and their approximation ratio (in expectation) is dependent on \( \alpha \) and \( K \). In the GSP case we have \( K := 1 \) and for \( K = 1 \) the optimal tuning of \( \alpha \) gives an approximation ratio of \( (1 - e^{-1})/7.25 \). This is obtained by combining [30] Lemma 3.9] with [30] Corollary 4.4] and [30] Lemma 4.2], and then maximizing over \( \alpha \). We improve on this result by having a deterministic algorithm with an approximation ratio of \( (1 - e^{-1})/4 \). Also in [30] they consider separately the case where the coefficients in the knapsack constraints are small compared to the minimum knapsack capacity. In the GSP case this means that the maximum service size is small compared to the minimum node capacity. However, for the case that \( K = 1 \) the approximation ratio they prove is no better than the one for the general case whilst our approximation ratio is much better – limiting to \( (1 - e^{-1}) \) as the ratio of the services sizes to node capacities limits to zero.