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The deep connections between braids and dynamics by way of the Nielsen-Thurston classification theorem have led to a wide range of practical applications. Braids have been used to detect coherent structures and mixing regions in oceanic flows, drive the design of industrial mixing machines, contextualize the evolution of taffy pullers, and characterize the chaotic motion of topological defects in active nematics. Mixing plays a central role in each of these examples, and the braids naturally associated with each system come equipped with a useful measure of mixing efficiency, the topological entropy per operation (TEPO). This motivates the following questions. What is the maximum mixing efficiency for braids, and what braids realize this? The answer depends on how we define braids. For the standard Artin presentation, well-known braids with mixing efficiencies related to the golden and silver ratios have been proven to be maximal. However, it is fruitful to consider surface braids, a natural generalization of braids, with presentations constructed from Artin-like braid generators on embedded graphs. In this work, we introduce an efficient and elegant algorithm for finding the topological entropy and TEPO of surface braids on any pairing of orientable surface and planar embeddable graph. Of the myriad possible graphs and surfaces, graphs that can be embedded in $\mathbb{R}^2$ as a lattice are a simple, highly symmetric choice, and the braids that result more naturally model the motion of points on the plane. We extensively search for a maximum mixing efficiency braid on planar lattice graphs and examine a novel candidate braid, which we conjecture to have this maximal property.

I. INTRODUCTION

Much of the allure of braid theory comes from the co-existence of deep, multi-disciplinary mathematical problems alongside numerous practical applications. This is particularly evident with aspects of braid theory that can be viewed from the perspective of dynamical systems.

Fluid dynamics has been a large source of inspiration for applications, starting with the work of Boyland, Aref, and Stremler¹, and continuing with the work of Thiffeault²–⁵. In this context, the mixing of a 2D fluid (a fluid surface, or a bulk fluid where disparate characteristic time-scales result in effective 2D motion) is encoded in the braid formed from the space-time trajectories of stirring rods or passively advected particles. For example, the trajectories of data-collection buoys can help reveal regions of the ocean in which the flow enhances mixing or help identify coherent structures in which mixing is minimized⁶,⁷. These structures⁸ play a central role in the transport of nutrients, oxygenation, temperature, and pollutants.

More broadly, ideas from braid theory have been used to characterize the periodic orbits of point vortex motion⁹,¹⁰, to investigate mixing in lid-driven cavity flow¹¹ and channel flow¹², and have been extended to include almost-invariant sets¹³,¹⁴.

In many industrial applications, mixing is a desirable outcome. A whole class of machines, those which create mixing using the motion of stirring rods embedded in the fluid, are designed based off of braids which maximize mixing efficiency¹⁵. These are especially useful for fluids in the Stokes regime (low Reynolds number, e.g. high viscosity), where turbulent mixing is negligible¹⁶.

A more whimsical application looks at the evolution of taffy-pulling machines¹⁷. Taffy is a soft candy made from repeatedly stretching melted sugar; in this process air is folded in, resulting in a softer, more desirable texture. Curiously, many of the machines designed in the late 19th and early 20th centuries have movements consistent with braids of high mixing efficiency.

As a final application, braids have been used to analyze the dynamics of topological defects in an active nematic microtubule system¹⁸. Here, biologically-derived microtubule bundles confined to 2D define a director field; defects in this field are topologically protected and can be treated as particles. As energy is injected into the system (at small scales, using ATP), the bundles extend in length causing a flow on the large scale. Interestingly, the extensile dynamics ensure that the braids formed by the motion of topological defects have very particular mixing efficiencies.

In each of these examples the movement of a set of point-like objects, whether they are oceanic buoys, mixing rods, or topological defects, define trajectories which wind about one another to form mathematical braids. In some applications the braids are passively formed, and we use them as a way of discretely encoding the salient aspects of the flow’s complexity¹⁹. In other applications the braids are actively created, and we use them to impose a lower bound on the flow’s complexity. In both cases, we appeal to one of the great pieces of mathematical insight pertaining to braids, the Nielsen-Thurston classification theorem²⁰–²³. With this tool we can precisely define what we mean by simple or complex braids, as well as any combination of these categories. Complex braids, called pseudo-Anosov, have an important topological invariant, the braid dilation (or the log of this, the topological entropy²⁴–²⁶). Roughly speaking, the topological entropy, which we introduce in section IV, captures the exponential rate of stretching of material curves due to the mo-
tion of the points forming the braid. Since stretching and folding underlie all kinematic mixing mechanisms in fluid dynamics, the topological entropy constitutes an important measure of mixing.

As the braid dilation is an algebraic number, many researchers have considered the interesting question of what braids give minimal, though non-zero, topological entropy. While the analogous maximization question is more important to applications, as it concerns maximizing mixing, it does require additional assumptions to make it well-posed. We can increase the topological entropy of a braid without limit, simply by making the braid longer. What is needed is a way to normalize the topological entropy to get a quantity that reflects the efficiency of topological entropy production, or the rate of mixing. For braids that arise from dynamical systems, we can normalize by the time it takes for the trajectories to form the braid. Alternatively, we could normalize by the path-length of trajectories, by the work done on the system, or to suit the optimization requirements of an engineering problem. While physically meaningful, these normalizations are not intrinsic to the braid itself. By rescaling time, e.g. by increasing particle speeds, we can change the time-normalized topological entropy without changing the underlying complexity of the braid. We would like a normalization which is intrinsic to the braid (or at least the braid presentation).

A standard way to represent braids algebraically is to use Artin braid generators. Given a set of points equally spaced along a line in the plane, each generator represents a clock-wise or counter clock-wise switch of two adjacent points. A braid word is a sequence of these generators. We can normalize the topological entropy of a braid word by the number of generators it contains, giving the topological entropy per generator (TEPG). However, given that multiple generators can be executed simultaneously if no two of them are pair-wise adjacent (share a point), the TEPG doesn’t really capture normalization by an intrinsic and discrete notion of time. A better normalization starts with braid operations, which consist of sets of generators that can be executed simultaneously. The topological entropy per operation (TEPO) follows from normalizing by the minimal number of operations needed to define a given braid word. We will try to find braids that maximize mixing efficiency as expressed by the TEPO in section VII.

Part of the appeal of the Artin presentation of braids lies in the relatively small number of braid relations needed to relate braids and braid words. However, from the perspective of modeling point movement on the plane, there are some distinct disadvantages. Chief among them is the fact that the canonical way of associating geometric movement in the plane with Artin generators requires that the points lie on a line. The resulting movement does not fully take advantage of the two-dimensionality of the plane. To remedy this, we consider a generalization of the Artin algebraic presentation using planar graphs embedded in orientable surfaces. With this presentation of surface braids, introduced in section II, we can analogously define our measure of mixing efficiency, the TEPO.

Computing the topological entropy and TEPO for a given braid is a non-trivial problem, which has inspired an interesting history of algorithm development. In section V we layout the key ideas for our algorithm. In short, we use a triangulation to create a coordinate system for closed curves, calculate the action of braid generators on these coordinates, and obtain the exponential increase in curve length which constitutes topological entropy. This approach is very flexible, allowing for any combination of orientable surface and graph presentation. It is also fast, enabling brute force searches for maximum TEPO braids.

As an example of how our algorithm works, we consider braids on planar lattice graphs in $\mathbb{R}^2$. In particular, we look at minimal torus models of these lattice graphs. These models, introduced in section III, constitute a more natural starting point for generating point motion throughout the plane as compared to Artin braids. We walk through our algorithm for the case of the two point square lattice graph embedded in a torus in section VI.

Furthermore, we show our search results for maximal TEPO braids on the six simplest torus models in section VII. From this search we identify one simple braid which we conjecture to have the maximum TEPO for all braids on planar lattice graphs. In section VIII, we introduce various properties of this braid, including an analytical form for its TEPO, its measured invariant train tracks, and its veering triangulation structure.

Finally, in section IX, we come back to the connection with applications. We see that the max TEPO braid forms the basis for an efficient stirring rod mixing mechanism, and that it might be seen in the motion of topological defects in active nematics. In appendix X A, we fill in some of the details of the other torus models included in the search, and share where to get the python implementation of the braiding algorithm for the six torus models. In appendix X B, we introduce the algorithm for the general torus model of the square lattice graph. We also highlight some of the difficulties, like finding perfect matchings on the graph, that arise when considering larger torus embeddings.

II. BRAIDS

The classic braid group, $B_n$, has many different realizations; as the fundamental group of certain configuration spaces, as the mapping class group of the $n$-punctured disk, as homotopy classes of geometric braids, and as algebraic braids with the Artin presentation. Here we consider a generalization of geometric braids - surface braids. In particular, we are interested in algebraic presentations of surface braids based on surface-embedded graphs and Artin-like generators.
Consider the orientable surface, $S$, and a set of $n$ distinguishable points $\mathcal{P} = \{P_1, P_2, \ldots, P_n\}$ in $S$. A geometric surface braid on $S$ is defined by a set of paths $\Gamma = \{\gamma_1, \gamma_2, \ldots, \gamma_n\}$, $\gamma_i: [0, 1] \to S$, such that for $i, j \in \{1, 2, \ldots, n\}$, $\gamma_i(0) = P_i$, $\gamma_i(1) \in \mathcal{P}$, and $\gamma_i(t) \neq \gamma_j(t)$ for all $i \neq j$ and all $t \in [0, 1]$. When $S = \mathbb{R}^2$, we recover the usual geometric braids. Here we can treat $t$ as an orthogonal spatial dimension, where the paths $\gamma_i$ are geometric strands, just like strands of hair entwining to form what most non-mathematicians associate with the word “braid”. Alternatively, $t$ can be a time parameter, where the paths now describe the movement of points on the given surface. We will take this point of view, which directly connects braids and dynamics.

Since we are interested in the topological features of how points wind about each other, and not the specific geometry of their paths, $\gamma_i$, we will focus on surface braid groups. To move from geometric surface braids to surface braid groups, we consider homotopy classes of geometric surface braids, where any two geometric surface braids in a class can be connected by a one-parameter family of geometric surface braids. In other words, a homotopy class represents all collections of paths, $\Gamma$, that can be continuously deformed into one another without path intersections. This, along with the natural notion of a product from path concatenation, defines a group structure. The resultant surface braid groups, $\mathbf{B}(n, S)$ (e.g. $\mathbf{B}_n = \mathbf{B}(n, \mathbb{R}^2)$), do not depend on the specific set of points, $\mathcal{P}$. We will simply refer to an element of a surface braid group, i.e. a homotopy class, as a braid.

Surface braid groups capture the topological aspects of point motion that we are interested in, but are not easy to work with computationally. To help with this, we will develop an algebraic presentation of surface braid groups that is amenable to computational manipulations. We start with the standard Artin algebraic presentation\(^{38}\), which gives $\mathbf{B}_n$ in terms of $n-1$ braid generators $\sigma_1, \ldots, \sigma_{n-1}$ (as well as their inverses, $\sigma_i^{-1}$), and a small set of “braid relations”: $\sigma_i \sigma_i^{-1} = 1$, $\sigma_i \sigma_j = \sigma_j \sigma_i$ for $|i - j| \geq 2$, and $\sigma_i \sigma_{i+1} \sigma_i = \sigma_{i+1} \sigma_i \sigma_{i+1}$. A braid word is an ordered sequence of braid generators, $\beta = \sigma_{i_1} \sigma_{i_2} \cdots \sigma_{i_k}$, where $i_j \in \{1, 2, \ldots, n-1\}$ and $\epsilon_j \in \{+1,-1\}$. Two braid words represent the same braid if there exists a sequence of braid relations that connect the two. This braid word problem has been solved in many different ways\(^{38}\), though its solution does not concern us here.

Before introducing the graph-based algebraic presentation for surface braids, we point out that the group isomorphism between geometric braid groups and Artin algebraic braid groups mirrors the ways in which braids have generally been applied to dynamical systems. Associating an Artin algebraic braid word with a given geometric braid involves projecting the strand positions onto an axis and encoding changes in the strand ordering, noting how strands cross, with a sequence of Artin generators. This is precisely the process used to go from trajectory data passively generated by a dynamical system to an Artin braid word as a discrete encoding of the flow. In the opposite direction, there is a canonical way to assign a geometric braid to each Artin algebraic braid word. Consider $n$ points equally spaced out on the $x$-axis in $\mathbb{R}^2$, starting on the left at the origin. For each generator $\sigma_i$, we rigidly rotate the $i^{th}$ pair of points by half a turn about their geometric center in a counter clockwise (CCW) manner (or clockwise for $\sigma_i^{-1}$). These half Dehn twists, ordered in time as they appear left to right in the braid word, generate a set of point trajectories. In this way we can impose geometric motion, of e.g. mixing rods in a fluid, that is consistent with an algebraic braid word.

However, these two constructions pose some problems for using braids to model or generate motion in 2D. First of all, the linear projection step results in Artin generators that do not model motion locally: Two points that switch positions along the projection axis might actually be on opposite sides of the system. Furthermore, the Artin representation of two points that switch positions locally depends on the relative location of other points in the system. In the other direction, going from algebraic braid words to geometric braids, the restriction to colinear points precludes generating patterns of movement that are fully two dimensional.

We would like a braid presentation whose generators are local, and which could encode local point motions. As a first step, consider the pair-wise rotations of points on a line associated with Artin generators. We can conceive of these points on a line as a graph, where the points are vertices and the sections of the line between points are the edges. Now each edge in the graph is associated with a generator (and its inverse); the graph encodes which pairs of points may swap places in one move. As a natural extension of this idea, we consider analogously defined braids using more complex graphs\(^{39}\). For example, an annular braid is defined on a graph similar to the one above, but with one extra edge connecting the two end points. These graphs need not lie on the plane, but can be embedded in various surfaces\(^{40}\), see fig. 1 for examples.

More formally, consider the graph $G = (V, E)$, where $V$ is the vertex set (|$V$| = $n$), and $E$ is the edge set. An embedding of $G$ in an orientable surface $S$, associates each vertex, $v_i$, with a point $P_i \in S$ and each edge $e_j$ with a curve $\eta_j : [0, 1] \to S$, such that for each edge $e_j$ with adjacent vertices, $v_a$ and $v_b$, we have $\{\eta_j(0), \eta_j(1)\} = \{P_a, P_b\}$. We consider graphs that are planar relative to $S$, i.e. there exists an embedding such that $\eta_j(t) \neq \eta_j(s)$ for $i \neq j$ and all $0 < t < 1$, $0 < s < 1$. Again, we are not interested in the geometric particulars of the embeddings, and so consider all homotopically equivalent embeddings to be the same. For brevity, we will simply refer to a homotopy class of surface-embedded planar graphs as just graphs.

In this context, a braid generator, $\sigma_i$ (or $\sigma_i^{-1}$), is defined to be a CCW (resp. CW) switch of the two points, $P_a$ and $P_b$, whose associated graph vertices, $v_a$ and $v_b$, are adjacent to the graph edge $e_i$; e.g. see the left side of fig. 1. Again, a braid word is an ordered sequence of
these braid generators. For this to constitute an algebraic presentation of the surface braid group \( B(n,S) \), we also require a set of braid relations. There is such a set, but for our purposes we need only the identity relation, \( \sigma_i \sigma_i^{-1} = 1 \), and the commutation relation, \( \sigma_i \sigma_j = \sigma_j \sigma_i \) if \( \mathcal{V}(e_i) \cap \mathcal{V}(e_j) = \emptyset \), where \( \mathcal{V}(e_k) \) is the set of vertices adjacent to edge \( e_k \).

This presentation is much more flexible than Artin braids for modeling point motion on various surfaces. However, there is a trade-off, as there no longer exists a general canonical procedure for passing from geometric braids to algebraic braid words, like there is with the projection step for Artin braids. The opposite procedure is possible, and we can always go from a braid word to a movement of points that geometrically realizes this braid on the embedded graph. In light of this, we mainly treat braids as a discrete model of the possibilities for point motion in the plane.

Finally, braid operations are defined as sets of generators that pairwise commute, and therefore can be executed simultaneously. We consider maximal braid operations, where as many vertices as possible participate in swaps. Enumerating the number of possible operations for a given graph is an interesting combinatorial problem (related to matchings in graph theory), which is explored further in appendix X B. Each braid word can be written as a time-ordered sequence of braid operations. The minimum number of operations needed to express a braid word constitutes a discrete notion of the time it takes to execute the braid word. Indeed, this “topological time” should be a braid invariant if, for a given surface braid, we minimize over all compatible braid words in every graph presentation with the same number of vertices. We will be using the number of braid operations to normalize the topological entropy.

III. LATTICE GRAPHS AND TORUS MODELS

In section V we introduce an algorithm to compute the topological entropy of surface braids expressed using graph generators. While this method applies generally, we would like to concretely illustrate how it works using some specific examples that are both intrinsically interesting and important for applications. In this section we introduce and motivate these examples.

We will focus on \( \mathbb{R}^2 \) as an example surface, since the majority of braid applications mentioned in section I involve the movement of points on the plane. Though later we will use the torus to model spatially periodic motion on the plane. For the sake of simplicity, and to allow for motion that is as isotropic and homogeneous as possible, we require the graphs to be maximally symmetric. More specifically, we choose graphs that are arc-transitive, also called symmetric graphs (or regular maps if referring to the embedding). A graph is symmetric, if for every two pairs of adjacent vertices, say \( v_a - v_b \) and \( v_c - v_d \), there is a graph automorphism, \( \Psi \), such that \( \Psi(v_a) = v_c \) and \( \Psi(v_b) = v_d \). Thus, we can map every edge to every other edge two ways, while mapping the graph back onto itself.

Fig. 1 shows two example symmetric graphs, though they are embedded on the sphere and two torus respectively. For the moment, we consider infinite graphs, acknowledging that these are computationally infeasible and that we will later need to introduce finite models for them. Finally, we require that the geometric embedding itself is just as symmetric as the graph. That is to say, each graph automorphism can be realized on the embedded graph through rigid rotations and translations of the plane. As a consequence, every edge has the same length, and the generators will model points moving with constant speed.

In short, we consider the simplest, most symmetric, infinite graphs embedded in the plane. We will refer to these as lattice graphs, which come in three types: square, triangular, and hexagonal, as seen in fig. 2.

Braids on lattice graphs have a countably infinite number of braid generators, and so any practical attempt to write down a braid must necessarily consider spatially periodic braids. For this, we consider a fundamental domain, on which the finite number of braid generators are defined, and each translated copy of this domain used to tile over the entire embedded lattice graph replicates these generators. Since we are tiling the plane with trans-
FIG. 3. Torus embedding models for lattice graphs. The smallest two dynamically non-trivial ways to embed square, triangular, and hexagonal lattice graphs on the torus are shown. Square fundamental domains are shown with blue and red sides, while hexagonal fundamental domains have an additional green side (for each, identify like sides to get the torus).

lations only, we can only use square and hexagonal fundamental domains. Furthermore, there are a discrete number of ways to pick a fundamental domain such that the lattice graph structure within the fundamental domain is itself preserved upon translation to every tile in the covering. These are distinguished by the number of vertices contained in the fundamental domain. For instance, for the square lattice graph, the two smallest (dynamically interesting) fundamental domains are themselves squares, and enclose 2 and 4 points, see fig. 3. Both the triangular and hexagonal lattice graphs require a hexagonal fundamental domain, and the two smallest fundamental domains for each contain 3 and 4 points, and 2 and 6 points respectively, see fig. 3.

Since the periodicity of the tilings allow us to identify the opposite sides of the square fundamental domain and separately the hexagon fundamental domain, the natural space that these periodically restricted lattice graph braids live on is the torus. Indeed, the six examples in fig. 3 are well known from the study of regular maps on the torus. From this viewpoint, we are simply considering braids defined on the two smallest embeddings of the three different lattice graphs in the torus. We will refer to these as braids on torus lattice graphs, or more succinctly lattice braids. Others have previously investigated the topological entropy of torus braids, though they used a different braid presentation and different method for finding topological entropy.

Now, for each choice of lattice graph type and embedding type, we have a small set of edges in the fundamental domain, and therefore a small set of braid generators. Using the graphs structure to determine generator adjacency, we can enumerate the braid operations. As a reminder, braid operations are matchings of the graph (with the additional information about CW/CCW swaps), collections of edges that do not share any vertices. While any such collection of generators constitutes an operation, we will only consider operations that correspond to perfect matchings, where each point is matched. The number of possible braid operations draws on the combinatorics of perfect matchings. As an example, consider the square lattice graph. For the torus embedding with two points, there are four edges, and therefore four generators (as well as the four inverses). Since a single generator involves both of the points, it is also an operation, and there are 8 possible braid operations. For the 4 point torus embedding, there are 8 edges/generators. There are 8 distinct matchings, which, with 4 possible CCW/CW combinations for the two constituent generators, gives a total of 32 possible braid operations. These
operations form the alphabet which we use to build braid words.

IV. MIXING

As we have seen, the topologically relevant features of the motion of points in the plane are represented algebraically by braids. This motion stretches and folds the the surrounding medium in which the points are embedded, and the amount of mixing can be gleaned from attributes of the braid. In particular, we will be able to associate with each braid a topological invariant, the topological entropy, that serves as a measure of mixing.

As a starting point, we go back to Artin braids and their realization as the mapping class group of the punctured disk. The mapping class group of a surface consists of elements, each corresponding to a class of homeomorphisms of the surface to itself (potentially permuting any punctures), that are equivalent under homotopy. The main tool for making sense of mapping class groups is the Nielsen-Thurston classification theorem. Roughly, this says that for each element of the mapping class group, we can choose a representative map (homeomorphism) with well defined properties. These representative maps are either finite order, pseudo-Anosov (pA), or reducible. We will only be concerned with pA maps, though briefly, finite-order maps are those for which some power of the representative map is the identity, and reducible maps can be cut up into combinations of finite order and pA maps.

Pseudo-Anosov maps have particularly rich behavior, and the braids associated with them (for the punctured disk) have good mixing properties. For the representative pA map, there exists two measured foliations, transverse to one another, and a positive real number - the dilation. Under the action of the map, the unstable foliation's transverse measure is multiplied by λ, and that of the stable foliation is multiplied by 1/λ.

We will recast this property of pA maps in terms of measured train-tracks (instead of foliations), which will underpin our algorithm for calculating the mixing efficiency for braids. For our purposes, a train track, τ, consists of a geometrically realized graph, (typically vertices are called switches, v_i ∈ V(τ), and edges are called branches, b_i ∈ E(τ)), with the condition that three branches meet at each switch and are tangent (two branches on one side of the switch and one branch on the other), see fig. 4. Measured train tracks assign to each branch, b_i, a real number, its weight - µ(b_i), such that at each switch the weights are conserved (“switch conditions”) - weights of the two branches on one side combine to give the weight of the branch on the other side, or µ(b_1) + µ(b_2) = µ(b_3). Train tracks were created to represent non-overlapping sets of closed curves on surfaces, where parallel sections of curves are bunched together into a train track branch with the edge weight representing the number of curves that were bunched together, fig. 4. Measures with non-negative real valued weights can also be used, provided they satisfy the switch conditions.

The main operations on train tracks are splits, folds, and slides, as can be seen in fig. 5. Folds and splits are the inverse of one another, while a slide can be undone by another slide. Slides and folds do not require any knowledge of the branch weights, while choosing between the three topologically distinct splitting options requires the measure.

For a representative pA map, there exists a measured train track such that a series of folding, splitting, and slide operations, as well as movements, map the train track graph back onto itself, and the weight of each branch has increased by a multiplicative factor of λ, the braid dilation. This is a combinatorially efficient way of representing the unstable measured foliation; there is likewise a train track representing the stable measured foliation.
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curves that stretch out by a factor at least as large as the braid dilation.

Our measure of mixing, the topological entropy, is very closely related to the dilation. For a homeomorphism, the topological entropy is, loosely, the exponential rate of increase in distinguishable orbits with mapping iteration \( \lambda \). More intuitively, it is the asymptotic exponential stretching rate of material lines that non-trivially enclose the points which correspond to the braid strands. This suggests a practical method for finding the topological entropy of a braid \( \beta \), assuming that we know how to calculate the action of this braid on a train track, as well as reliably encode the train track information. We start with a measured train track, \( \tau_0 \), which represents some simple essential closed curve. The action of the braid results in a new measured train track, \( \tau_1 = \beta(\tau_0) \), and by repeated application of the braid we get a sequence of train tracks \( (\tau_0, \tau_1, \cdots) \). Say \( W_k = \Sigma_{b_i \in \tau_k} \mu(b_i) \) is the sum of the weights over every branch of \( \tau_k \). Then

\[
\tau = \lim_{k \to \infty} \log(W_k) - \log(W_{k-1})
\]

Practically speaking, this will converge within some tolerance after a relative small number of steps for \( \sigma \) braids. In the next section we will see how to represent the train track and how to calculate the action of a braid.

Now, the topological entropy is extensive in that \( h(\beta^n) = n \times h(\beta) \), and therefore is not a good measure of mixing efficiency. Executing a braid twice will double the mixing efficiency. Executing a braid twice will double the number of moves needed to execute this braid. A measure of mixing efficiency which is intensive, i.e. \( \tau(\beta^n) = \tau(\beta) \), is given by normalizing the topological entropy by the minimum number of braid operations, \( \|\beta\| \), needed to write the braid word. As a reminder, braid operations consist of sets of pairwise commuting braid generators. The topological entropy per operation \( (\text{TEPO} = \frac{\tau}{\|\beta\|}) \) is our measure of mixing efficiency.

For the Artin braid group \( B_3 \) (the smallest braid group with \( \sigma \) braids), the braid with maximal TEPO is\( \beta_\phi = \sigma_1 \sigma_2^{-1} \). It has \( \tau(\beta_\phi) = \log(\phi) \), where \( \phi = \frac{1+\sqrt{5}}{2} \) is the golden ratio. Similarly, for braids on an annulus with an even number of points, \( 2n \), the max TEPO braid is\( \beta_{\delta_e} = \sigma_{\text{odd}} \sigma_{\text{even}}^{-1} \), where \( \sigma_{\text{odd}} = \sigma_1 \sigma_3 \cdots \sigma_{2n-1} \) and \( \sigma_{\text{even}} = \sigma_2 \sigma_4 \cdots \sigma_{2n} \) are braid operations. Here the value of the topological entropy per operation is \( \tau(\beta_{\delta_e}) = \log(\delta_e) \), where \( \delta_e = 1 + \sqrt{2} \) is the silver ratio. We will find that our candidate maximal TEPO lattice graph braid also has a very pleasing analytical form for its mixing efficiency.

V. CALCULATING MIXING EFFICIENCY

In order to calculate the topological entropy per operation for an arbitrary braid, we must establish a way to represent measured train tracks and the rules for updating train tracks due to the action of braid generators. In this section we give an overview of a general algorithm to achieve this for surface braids with braid generators defined by embedded graphs. In the subsequent section we will work through this method using a concrete example.

The classical computational approach to this problem involves the Bestvina-Handel algorithm, which is itself an algorithmic proof of the Nielsen-Thurston classification theorem of mapping class groups. This algorithm gives maximal information (the invariant train track, the dilation, as well as reduction curves for the reducible case), but is very slow, making the analysis of braids with even moderate numbers of strands impractical. A much faster approach uses a special coordinate system, Dynnikov coordinates, to encode loops in the \( n \) punctured disk. Braid generators then have fairly straight-forward update rules for their action on the Dynnikov coordinates. While fast, this method applies to the Artin presentation of braids on the disk, and does not directly apply to the surface braids that we are interested in. Another approach, the E-tec algorithm, creates a dynamic triangulation of ensembles of moving points, and represents loops by edge weights on this triangulation. E-tec is more suited to the analysis of geometric trajectory data, and not movement defined by discrete generators. Our approach here takes ideas from Dynnikov coordinates and E-tec, which results in a fast, elegant algorithm that can be applied to surface braids with graph generators.

The starting point for our algorithm is a coordinate system for encoding an arbitrary measured train track, \( \tau \), which in turn represents a set of non-overlapping closed curves. This is achieved by promoting the embedded graph, \( G \), to a triangulation of the surface, \( T \), by adding extra edges. In the case of the triangular lattice graphs, the graph is already a triangulation, but for the square and hexagonal lattice graphs, extra edges are needed. The exact way in which this is achieved is not very important, though triangulations that retain as many of the symmetries of the lattice graph itself are easiest to work with.

Once we have a triangulation, we can associate with each edge in the triangulation, \( e_i \in E(T) \), an intersection coordinate, \( E_i \). This coordinate is given as \( E_i = \frac{1}{\tau_0} \sum_{b \in I(e_i, e')} \mu(b) \), where \( I(e_i, e') \) is the set of branches in \( e' \) that transversely intersect the edge \( e_i \). Here, the minimum is taken over all train tracks, \( \tau' \), which are equivalent to \( \tau \) after a finite number of folding, splitting, and slide operations as well as homotopies where the triangulation vertices act as obstructions. In terms of closed curves, this simply states that if we pull the curves taught, so that they have minimum intersections with each triangulation edge, then the intersection coordinate for a triangulation edge counts the number of curves that intersect this edge.

Now we can represent the measured train track, \( \tau \), with the coordinate system \( \bar{E} = (E_1, E_2, \cdots, E_{|E(T)|}) \). Note
that the coordinates can take values from the positive integers (to represent sets of closed curves), as well as from the non-negative real numbers (to represent asymptotic projective measured train tracks). Also, note that, just as possible measures on the train track are restricted by the switch conditions, so too are the intersection coordinates restricted to those that satisfy triangle inequalities, \( E_a \leq E_b + E_c \), for the coordinates of each edge in a triangle (and all three inequalities for each triangle). This means that the cardinality of these intersection coordinates is not minimal, and that the train track could be represented by a smaller set of coordinates. Indeed, for a particular triangulation of the punctured disk, just such a reduction leads to Dynnikov coordinates. We are trading a minimal representation for a simpler representation, which is easier to apply to general surfaces. For a closed surface of genus \( g \), with \( n \) points, there will be \(|E(T)| = 3(n + 2g - 2)\) intersection coordinates.

While many possible measured train tracks correspond to the same set of intersection coordinates, we can construct one canonical representative measured train track directly from the intersection coordinates. Fig. 6 shows a generic triangle in the triangulation, with intersection coordinates \( E_1, E_2, E_3 \). We draw one train track branch crossing each edge (labeled \( b_1, b_2, b_3 \), with measure \( \mu(b_1) = E_1 \), \( \mu(b_2) = E_2 \), \( \mu(b_3) = E_3 \) ), a switch on each branch interior to the triangle, and three new branches connecting the three switches (labeled \( c_1, c_2, c_3 \)). If these are valid coordinates, i.e. they obey the triangle inequalities, then we have

\[
\begin{align*}
\mu(c_1) &= \frac{(E_2 + E_3 - E_1)}{2} \\
\mu(c_2) &= \frac{(E_1 + E_3 - E_2)}{2} \\
\mu(c_3) &= \frac{(E_2 + E_1 - E_3)}{2}.
\end{align*}
\]  

This canonical train track is unique for a given triangulation, and can be used as a representative of the class of measured train tracks related by train track operations and homotopies (relative to the points). Thus, in order to describe the action of a braid generator on a measured train track class, it suffices to find this action on a canonical train track. Furthermore, as a convention, we choose a reference triangulation so that we can compare canonical train tracks before and after the point movement associated with a braid generator. Now, the generator’s action can be captured by simple update rules for the reference triangulation edge weights.

![Fig. 6. Constructing the canonical train track from intersection coordinates. If the intersection coordinates obey the triangle inequalities, then we can calculate how each incoming train track branch splits and specify the measure for each connecting branch, eq. 2.](image)

\[ E' = \max(A + C, B + D) - E. \]  

We derive this simple formula by relating the canonical train tracks before and after the flip using the train track moves shown in fig. 8. On the far left of this figure are two adjacent triangles, shown before the flip operation, and the local canonical measured train track corresponding to the edge weights \( (A, B, C, D, E) \). The measure on the train track branches interior to each triangle is given by the weights \( (x_1, x_2, x_3) \) and \( (y_1, y_2, y_3) \), which are themselves completely determined by the edge weights using eq. 2. For move 1, \( M_1 \), we execute a split. The new train track will have a branch, labeled \( z \), which is oriented diagonally like “/” (solid red line), oriented diagonally like “\" (dashed red line), or has a weight of zero (no line), depending on the weights. A quick inspection tells us that \( z = \max(y_3 - x_1, y_1 - x_3) \) encapsulates these three possibilities. Next, \( M_2 \) simply flips the triangulation edge to its new, vertical, orientation. In \( M_3 \), we execute two slide moves. For clarity, we have dropped the dashed line and concentrated on only one of the split configurations from \( M_1 \) (the other two configurations are easy to

![Fig. 7. A triangulation flip. The intersection coordinates A,B,C,D remain unchanged, while E \to E' according to eq. 3.](image)
FIG. 8. Derivation of the edge weight update rule, eq. 3, for a flip operation, using a sequence of train track operations (splits, slides, and folds) on the canonical train track. See eq. 4 and the accompanying discussion for details.

draw). Finally, $M_4$ executes a fold and gives us a measured train track that is in the canonical configuration for the new triangulation. From inspection, $E' = z + y_2 + x_2$.

To obtain eq. 3, we execute a few simple algebraic manipulations using max-plus algebra notation, where $\max(x, y) \equiv \max(x, y)$ and $\max(x, y) \equiv x + y$ (with this notation we can use the normal distributive rules of algebra).

$$E' = z + x_2 + y_2$$
$$= \max(y_3 - x_1, y_1 - x_3) + x_2 + y_2$$
$$= \left[ \frac{y_3}{x_1} + \frac{y_1}{x_3} \right] x_2 y_2$$
$$= \left[ x_2 x_3 y_2 y_3 + x_1 x_2 y_1 y_2 \right] x_1 x_3$$
$$= \max(x_2 + x_3 + y_2 + y_3, x_1 + x_2 + y_1 + y_2)$$
$$- (x_1 + x_3)$$
$$= \max(B + D, A + C) - E.$$  

Here, the last step has used the train track switch conditions ($x_1 + x_2 = A$, etc.). Depending on the edge weights, this flip move can describe the standard folding, splitting, and sliding train track operations on the canonical train track (see fig. 9).

The flip operator has some interesting algebraic properties that warrant a few remarks. First, the max operation keeps eq. 3 from being a linear equation, and therefore prevents the braid generator updating rules from being simple linear algebra. However, for invariant train tracks, we can use the appropriate linear equation for each flip, and get an overall transition matrix for the action of the braid on the train track. We will have more to say about this when we evaluate a particular braid in section VIII. Next, using the max-plus notation, the flip update rule can be written:

$$[E' = AC + BD]$$

Curiously, this equation has the same form as the Ptolemy relation for a quadrilateral. Given any four points that lie on a circle forming a quadrilateral, the lengths of the two diagonals are related to the lengths of the four sides just as in eq. 5. This, of course, is more than coincidence, and there are deep connections here that lead to tropical algebra, cluster algebras, and Teichmüller spaces.

Now that we can represent a measured train track in canonical form (relative to a triangulation) using intersection coordinates, and can update these coordinates due to local retriangulation flips, we outline how to specify the action of a braid generator on triangulation coordinates. In short we must produce a time ordered set of flip operations and point movements that map the original triangulation to itself and realize the point switching movement of the braid generator. Any such set will work, but there is often a general procedure for creating this set. Consider the set of triangles that are adjacent to either of the two points involved in the switch, as can be seen in fig. 10. If this set contains no duplicates (e.g., duplicates can happen for small triangulations on the torus due to the wrap-around boundaries), then we can implement the following flip sequence (for a CCW switch $\sigma$): $(A_1, A_2, \cdots, A_{n-1}, B_1, B_2, \cdots, B_{n-1})$. Here, the label associated with an edge is used to represent a flip with this edge as the initial diagonal. When this flip sequence is followed by a CCW swap of the points A and B, then the resultant triangulation will coincide with the
original triangulation, and the associated intersection coordinates encode the action of this braid generator. We will see an example in the next section where this procedure does not apply, yet we will still be able to come up with an appropriate flip sequence.

For a concrete example of this procedure, consider fig. 11. Here we have a tetrahedral triangulation of the sphere (edge D wraps around the other side; $B_2 - B_1 - D$ and $A_2 - A_1 - D$ are both triangles). Any measured train track can be represented in canonical form by the intersection coordinates $(A_1, A_2, B_1, B_2, C, D)$. For the example loop shown in red, the coordinates are $(1, 1, 1, 1, 2)$. There are two flips, $(A_1, B_1)$, in the flip sequence: flipping edge $A_1$ with quadrilateral edges $C, B_2, D, A_2$ and flipping edge $A_2$ with quadrilateral edges $C, A_2, D, B_2$. These flips can be executed simultaneously and result in the middle triangulation. The new edges have intersection coordinates which can be found using eq. 3: $A'_1 = \max(C + D, B_2 + A_2) - A_1$ and $B'_1 = \max(C + D, B_2 + A_2) - B_1$. For the example loop we have: $A'_1 = \max(2 + 2, 1 + 1) - 1 = 3$ and similarly $B'_1 = 3$. In the final step, we move the points A and B counter clockwise about each other to realize the desired braid generator. Comparing the intersection coordinates before and after these actions gives the update rules: $(A_1, A_2, B_1, B_2, C, D) \rightarrow (B_2, A_1, A_2, B'_1, C, D)$, with $A'_1$ and $B'_1$ defined above. Note that the final configuration of the example loop is consistent with the calculated new intersection coordinates.

For symmetric graphs (i.e. regular maps), it is sufficient to find the action of only one braid generator on the intersection coordinates. The action of all other braid generators will be given by conjugating the action of this example generator with the action of various symmetries, such as translations, rotations, and mirror inversions. For less symmetric graphs, the action of more braid generators will have to be directly calculated. Once we have the action of each braid generator, we can build up the action of each braid operation, and from there, the action of an entire braid word.

VI. EXAMPLE: 2 POINT SQUARE LATTICE GRAPH ON A TORUS

The procedure from the last section allows us to find the topological entropy per operation for braids defined on graphs which are embedded in compact orientable surfaces. Here we implement this idea for the two point regular embedding of the square lattice graph on the torus. As we have seen, the torus embeddings for a lattice graph represent a restriction of possible braid operations to those comprised of a spatially periodic pattern of braid generators. This particular embedding has the smallest possible fundamental square domain while also allowing for non-trivial braids. The fundamental square domain, with opposite edges identified, for this torus is shown against the background lattice graph in fig. 3 (upper left).

There are four positive braid generators, $\{\sigma_1, \sigma_2, \sigma_3, \sigma_4\}$, (and four inverses, $\sigma_i^{-1}$) corresponding to CCW switches (resp. CW switches) of the two points about the four labeled edges in this graph, (see left side of fig. 13). Since there are only two points, only one braid generator at a time can be executed, and there is no distinction between braid generators and braid operations. We now build up braid words using an alphabet of these 8 braid operations.

In order to set up the intersection coordinate system, we put a triangulation on the torus. This triangulation is constructed from the four existent graph edges and two additional edges, (see right side of fig. 13). Train tracks or closed curves are now uniquely represented by the col-
FIG. 12. This flip-chart shows the sequence of flips and point movements which take the initial triangulation (center left) to the final triangulation (bottom left) under the action of the braid generator, $\sigma_2$. The boxed inset shows a larger domain for the point movement step. To determine the action of the generator on the intersection coordinates, we compare the final and initial triangulation and write down the intervening flips, eq. 6.

FIG. 13. Left: The fundamental domain for the two point torus model of the square lattice. The blue and red arrows remind us that the top and bottom edges are identified, as are the left and right edges. The four labeled edges correspond to the braid generators. Right: The two additional labeled edges make this a triangulation. These six labeled edges correspond to the intersection coordinates used to encode the train track.

The sequence of flips shown in Fig. 12 provide the rules to update an initial train track, given by intersection coordinates $\vec{E} = (E_1, E_2, \ldots, E_6)$, where $E_i$ counts the minimum number of intersections between the loop and the $i^{th}$ edge in the triangulation. Note that some indices are shared between the braid generator labeling and the intersection coordinates; the use should be clear from context.

We now want to find the action of our braid generators on the loop intersection coordinates. We will specify the action of one generator, $\sigma_2$, and give the action of the rest through conjugation with symmetries of the triangulation. Consider the sequence of flips shown in fig. 12. As a reminder, the formula for the new edge after a flip is $E' = \max(A+C, B+D) - E \equiv \Delta(A, B, C, D; E)$, where $E$ is the edge between the two triangles, and $A, B, C, D$ are the edges of the quadrilateral in cyclic order (see fig. 7).

The sequence of flips shown in Fig. 12 provide the rules to update an initial train track, given by intersection coordinates $\vec{E} = (E_1, E_2, \ldots, E_6)$, due to the action of braid generator $\sigma_2$. The updated coordinates, $\vec{E}' = \sigma_2 \vec{E}$,
are $\vec{E}^u = (E_1', E_2', E_3', E_4', E_5'', E_6'')$, where

$$
\begin{align*}
E'_6 &= \Delta(E_1, E_3, E_2, E_4; E_6) \\
E'_3 &= \Delta(E_2, E_3, E_2, E'_6; E_3) \\
E''_5 &= \Delta(E_4, E_1, E_2, E'_3; E_5) \\
E''_6 &= \Delta(E_4, E_1, E_3, E'_3; E'_6) \\
E'_1 &= \Delta(E_2, E'_5, E_2, E''_6; E_1) \\
E'_5 &= \Delta(E_2, E'_1, E'_3, E'_4; E'_5) \\
E''_4 &= \Delta(E_2, E''_5, E_2, E''_6; E_4) \\
E''_5 &= \Delta(E_2, E_4, E'_1, E'_3; E''_5)
\end{align*}
$$

(6)

To get the action of the remaining braid generators, we define three symmetry operators, which act on the triangulation: $R$ for a CCW rotation by $\pi/2$ about the center point (A), $R^{-1}$ for a CW rotation by $\pi/2$, and a mirror inversion $M$ about the “/” diagonal line through the central point A. For $i \in \{1, 2, 3, 4, 5, 6\}$, we give the action of each symmetry by the permutation $\pi(i)$, where e.g. $[R\vec{E}_i] = E_{\pi(i)}$. The permutations are defined for the six triangulation edges, but the restriction to the first four edges give the action of the symmetries on the braid generators.

$$
\begin{align*}
R : \pi &= (3, 4, 2, 1, 6, 5) \\
R^{-1} : \pi &= (4, 3, 1, 2, 6, 5) \\
M : \pi &= (1, 2, 4, 3, 6, 5)
\end{align*}
$$

(7)

Conjugating $\sigma_2$ with $M$ gives its inverse: $\sigma_2^{-1} = M\sigma_2 M$ (note that $M^{-1} = M$). The remaining CCW generators can be readily obtained by conjugation with the rotation operators (the order of operator actions is right to left):

$$
\begin{align*}
\sigma_1 &= R^{-1}R_{-1}\sigma_2 RR \\
\sigma_3 &= R\sigma_2 R^{-1} \\
\sigma_4 &= R^{-1}\sigma_2 R
\end{align*}
$$

(8)

The remaining CW operators are obtained from eq. 8 by replacing $\sigma_2$ with its inverse, $\sigma_2^{-1}$.

We have defined the action of each of the 8 braid operations on the intersection coordinates. To computationally find the topological entropy per operation (TEPO), we start with an initial set of intersection coordinates, $\vec{E}_0 = (2, 2, 1, 1, 4, 1)$, which correspond to a closed curve that spirals around the torus four times in one direction for every one time in the other direction. For pseudo Anosov braids, the specific initial intersection coordinates do not matter, as all non-trivial loops will lead to the same stretching rate. For a given braid $\beta$, composed of $N$ braid operations, we can use equations 6-8 to find the updated intersection coordinates, $\vec{E}_1 = \beta\vec{E}_0$, and indeed a sequence of intersection coordinates $(\vec{E}_0, \vec{E}_1, \cdots, \vec{E}_k, \cdots)$. Define $W_k = \Sigma_i[\vec{E}_i]$, as the sum of the intersection coordinates for the $k^{th}$ set of coordinates in this sequence. Then we can define the TEPO, $\overline{h}$, for $\beta$ as

$$
\overline{h} = \lim_{k \to \infty} \frac{1}{N} \log(W_k/W_{k-1}).
$$

(9)

Computationally, we calculate $\overline{h}_k = \frac{1}{N} \log (\frac{W_k}{W_{k-1}})$, and stop iterating after $|\overline{h}_k - \overline{h}_{k-1}|$ drops below a desired tolerance.

**VII. SEARCH FOR MAXIMUM TEPO BRAIDS**

For both torus models of each lattice graph, we have an algorithm (see section VI and Appendix X A) which computes the TEPO for a given braid. We turn now to finding the maximum value of TEPO possible and the lattice graph braid which achieves it.

We proceed by exhaustively testing each braid word of a given length. If there are $N_o$ operations for a given lattice graph model, then there are $N_o^N$ braid words composed of $k$ operations. The number of braid words to test becomes untenable as we increase the braid word length, and there is a practical upper limit to this length, set by the acceptable computational time. Of course, many of the braid words would represent the same braid, but as we do not have the full set of braid relations, we have not sought to reduced the set of braid words this way. However, we can reduce this set by considering how different braids are connected by the symmetries of the lattice. Any two braids related by such symmetries will have the same TEPO, and only one will need its TEPO computed. Instead of mapping out the full symmetry relations between all braid words, we simply restrict the first operation in each braid word to a minimal set of braid operations which generate all braid operations through symmetries. For example, for the 8 operations of the 2 points square lattice case, see fig. 13, $\sigma_1$ and $\sigma_1^{-1}$ are related to the rest through rotations. Furthermore, $\sigma_1$ is related to its inverse via a mirror inversion symmetry along the diagonal. So, we can start all braid words, in this case, with $\sigma_1$ as the first braid operation. This reduces the overall run-time by a factor of 8, and allows us to test longer braid words. The maximum lengths of braid words that we have checked in this manner for each lattice graph model are listed in table I ("Checked Braids Up To Length", row A). We further reduced the number of braid words to check by requiring that adjacent braid operations in a braid word not share any edges in the graph. This has the effect of excluding braid words that contain adjacent braid generators which are each other’s inverses, as well as excluding repeated braid generators. While this reduced set does exclude some unique braid words (these have non-maximal TEPO), it allows us to check longer braid words, see ("Checked Braids Up To Length", row B, in table I).

Table I also contains the max TEPO values found for each lattice graph model. There is a clear maximum TEPO value of $\overline{h} = 1.061275062$, which appears for
TABLE I. Max TEPO braid search results. For the three lattice types and six torus models, we list the following quantities: the number of braid generators (2x the number of graph edges), the number of braid operations (the alphabet that our braid words are composed of), the max TEPO found for braids of short length, the maximum length of braid words checked (A - exhaustively, B - with some common-sense restrictions, see text for discussion), and finally the max TEPO found. Some useful algebraic representations for TEPO values are also shown.

![Table](image.png)

square lattices and the 4 point triangular lattice, starting with braids of length 4. This persists as the maximum TEPO value through all braid words that we have checked. In the next section, we will have a close look at the braids which realize this max TEPO value.

**VIII. CANDIDATE MAXIMUM TEPO BRAID**

We searched through hundreds of millions of braid words (see table I) and found a very small number of braid words that attained the maximum TEPO value of $\phi = 1.061275062$. Furthermore, all such braid words on a given lattice graph model are related by symmetries (rotations and time-reversals), and can be considered the same braid. Though these braids are different for the 2 point square, 4 point square, and 4 point triangular lattice graph models (e.g. incompatible number of moving points), there is a way in which they can all be considered essentially the same braid. If you extend each of these lattice model braids to the full lattice in $R^2$ through the periodicity of the torus (e.g. see the bottom of fig. 14), then the braids which result are isotopic.

Let us refer to this general max TEPO braid as $\beta^*$. In this section we will investigate a particular braid word example of $\beta^*$ (see eq. 10). However, the properties that result are either universal to $\beta^*$ or are easy to generalize to other braid word instantiations of $\beta^*$.

In terms of the braid generators introduced in section VI for the 2 point square lattice model, this braid can be written as

$$\beta^*_{2PtSq} = \sigma_1 \sigma_3 \sigma_2 \sigma_4. \quad (10)$$

For completeness, we also give braid words corresponding to $\beta^*$ on the 4 point square and triangular lattice models:

$$\beta^*_{4PtSq} = (\sigma_1 \sigma_9)(\sigma_4 \sigma_8)(\sigma_3 \sigma_8)(\sigma_2 \sigma_7)$$

$$\beta^*_{4PtTri} = (\sigma_1 \sigma_4)(\sigma_3 \sigma_9)(\sigma_2 \sigma_12)(\sigma_4 \sigma_{10}). \quad (11)$$

Here, pairs of generators comprising a braid operator are grouped with parentheses and the indexing for braid generators is given by the labeled edges in the relevant diagrams of fig. 22 in appendix X A.

We now focus on $\beta^*_{2PtSq}$. The only other braid words that give the same TEPO value on this lattice graph model are those related by cyclic shifts (e.g. $\sigma_3 \sigma_4 \sigma_1 \sigma_3$) or time reversal symmetry (e.g. $\sigma_4^{-1} \sigma_2^{-1} \sigma_3^{-1} \sigma_1^{-1}$), and therefore constitute essentially the same braid. This braid is rotational symmetric, and rotating the underlying lattice by $\pi/2$ or separately by $-\pi/2$, see eq. 7, is equivalent to a cyclic shift of the braid word. Indeed, if $R$ represents a CCW rotation of the lattice by $\pi/2$, then we can represent this braid by alternating rotations with the braid generator $\sigma_1$: $\beta^*_{2PtSq} = \sigma_1 R \sigma_1 R \sigma_1 R \sigma_1 R$ (read left to right).

![Diagram](image.png)

**FIG. 14.** The max TEPO braid, eq. 10, shown as point-pair switches (left to right). The top row shows this on the two point torus model of the square lattice graph, while the bottom row depicts this on a larger domain.

The series of pair-wise switches which make up this braid can be seen in fig. 14. On the top, the max TEPO braid is realized on the 2 point torus model of the square lattice. On the bottom we show this braid over a larger domain.
portion of the square lattice. Here the spatial periodicity is more visually manifest, and we can see that this braid is relatively simple.

This representation of the braid is still purely algebraic, and it is helpful to articulate a simple model of specific geometric motions that have this braiding topology. First note that if you follow the path of any one point, it is periodic after one application of the braid, making this a pure braid (braids for which the induced permutation of strands is the identity). Furthermore this point traverses the sides of one of the square lattice faces (CCW). We simply make this circular motion. Now we have a set of circular oscillators, each centered on the faces of the square lattice, all of which are moving CCW. These oscillators are separated into two groups by a checker-board coloring of this square lattice, and the rotation of each group is out of phase by $\pi$. See fig. 15 for a view of this movement.

Repeated action of the maximum TEPO braid on any initial, non-trivial train track, along with normalizing the measure (dividing by the largest intersection coordinate), will lead to a sequence of train tracks which asymptotically approach the projective invariant measured train track for $\beta^*_{2PtSq}$. This invariant measured train track can be seen on the left side of fig. 16, and has normalized intersection coordinates $\bar{\vec{E}} = (1.0, 0.5723076, 0.89005364, 0.34601434, 0.65398566, 0.91831709)$. The action of $\beta^*_{2PtSq}$ on these coordinates give

$$\beta^*_{2PtSq} \bar{\vec{E}} = \lambda \bar{\vec{E}},$$

where the braid dilation, $\lambda = \exp(4\bar{h}) = 69.7627534$, is obtained from the TEPO value, $\bar{h} = 1.061275062$. Eq. 12 is an eigenvalue equation for $\beta^*_{2PtSq}$, considered as an operator. Indeed, given the intersection coordinates of the invariant measured train track, i.e. the eigenvector $\bar{\vec{E}}$, we can replace the max operation in each triangulation flip, eq. 3, with the corresponding linear operator. All the flips in each braid generator of our max TEPO braid then combine to give a single matrix with $\lambda$ as its largest eigenvalue. This method can be used to find an analytical form for the TEPO value. However, we will use another method to find the analytical form for $\bar{h}$, which will additionally provide us with a total conjugacy invariant of the braid $\beta^*_{2PtSq}$.

We will construct a Veering triangulation for the max TEPO braid. The full definition of a Veering triangulation concerns 3D triangulations of the mapping torus of closed surface mapping classes, but we will not need the full machinery. For our purposes, a Veering triangulation consists of a periodic sequence of 2D triangulations of our torus, related by triangulation flips, which admit a certain edge coloring structure. We should be able to color each edge black or blue such that for each edge flip, the four non-diagonal edges of the associated quadrilateral alternate colors when ordered cyclically, and the two black edges form a “Z” with the pre-flipped diagonal edge. Fortunately, there is an automatic method for generating this structure. We first must start with a slightly modified invariant train track. This procedure requires that each component of the surface, cut by the invariant train track, contain a vertex of the triangulation. We have two one-cusp regions which already have a vertex (the black and white circles in the left part of fig. 16), and two three-cusp regions without vertices. We introduce two new vertices in these three-cusp regions to get the new triangulation and train track seen on the right side of...
**FIG. 17.** The eventually periodic train track splitting sequence for $\beta^*_2\text{PsSq}$. The Veering triangulation structure is given by the black/blue coloring of edges.

**fig. 16.** Here the train track measure is completely specified by just four intersection coordinates, $(w, x, y, z) = (0.16811739, 0.34601434, 0.40418537, 0.48586828)$. The other intersection coordinates can be found from the train track switch conditions. Note that each triangle in this triangulation now satisfies a triangle equality, and therefore contains only one switch (train track vertex).

Starting with this new triangulation and its intersection coordinates, we generate the next triangulation in the sequence by flipping the edge with the largest intersection coordinate (whose associated train tracks operation is a split). Repeating this procedure, we obtain a splitting sequence of triangulations, as seen in fig. 17, which is eventually periodic. As our braid has rotational symmetry, we can stop the splitting sequence after $1/4$th of its length and connect beginning and ending triangulations by a rotation. This symmetry reduction will simplify the analysis. Note that we have also colored the edges of each triangulation in the eventually periodic portion of the splitting sequence with black and blue in the manner described above. Thus, this sequence of triangulations is a total conjugacy invariant, and could be used to definitively differentiate this pseudo-Anosov braid from others which might have the same topological entropy (though we have found no others in our survey).

If we reverse the splitting sequence we have a folding sequence, fig. 18, from which we can construct the Perron-Frobenius matrix, $A$, used to update the intersection coordinates. In particular, we construct this transition matrix for a minimal generating subset of intersection coordinates, $\vec{E}_m = (a, b, c, d)$ on the left side of fig. 18 (all other intersection coordinates can be calculated from this minimal set, and the train track switch conditions).

**FIG. 18.** The beginning and end states of the folding sequence. The Perron-Frobenius transition matrix, eq. 13, relates the final coordinates (starred) to the initial coordinates.

Each flip (corresponding to a train track folding move) in the sequence gives a linear operator on the intersection coordinates. Accumulating the effect of each flip and the permutation needed to map the final train track onto the initial one, gives the new coordinates, $\vec{E}'_m = A\vec{E}_m$, where

$$A = \begin{bmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 \\ 0 & 1 & 1 & 1 \\ 1 & 1 & 2 & 1 \end{bmatrix}$$

(13)

This transition matrix has a characteristic polynomial of $\lambda^4 - 2\lambda^3 - 2\lambda^2 - 2\lambda + 1$. The largest root of this polynomial is

$$\lambda = \phi + \sqrt{\phi},$$

(14)

where $\phi = (1 + \sqrt{5})/2$ is the golden ratio. The TEPO value is therefore $\bar{h} = \log(\phi + \sqrt{\phi})$. Curiously, this characteristic polynomial is palindromic, and $\phi + \sqrt{\phi}$ is a Salem
number, algebraic numbers with particularly interesting properties.

In a satisfying connection, \( \phi + \sqrt{\phi} \) is directly related to the braid dilation of a particular historical taffy stretching device (see table 1 from reference\(^{17}\), and fig. 16 from the arxiv version of that article). Indeed, a potential mixing device (which we introduce in fig. 20) based on the max TEPO braid, has point movements that are the natural 2D generalization of the rod movement in this taffy stretching device.

All of these properties, the Veering triangulation, the invariant projective measured train track, the transition matrix, and the TEPO value, naturally extend to the full square lattice, just as \( \beta^*_2 \in SP \) can be thought of as the braid \( \beta^* \) on this larger domain, see fig. 14. Fig. 19 shows the invariant track for a larger section of the square lattice. This braid can also be found on triangular lattices, though confined to a square lattice sub-graph.

**FIG. 19.** And extended section of the invariant track for \( \beta^* \), in red. Note that some edges in the original square lattice graph are not present, as this triangulation arises from the Veering structure.

Given the computational evidence we have accumulated and the relative simplicity of the braid \( \beta^* \), we conjecture that \( \beta^* \) is the unique braid which maximizes the topological entropy per operation on all planar lattice graphs:

**Conjecture.** Let \( \mathcal{G} \) be the countably infinite set of regular maps on the torus (i.e. \( \mathcal{G} \subseteq \mathcal{G} \) is an embedded graph in the torus that is arc-transitive), let \( B_\mathcal{G} \) be the set of braid words formed from any number of braid generators defined on \( \mathcal{G} \), and let \( \overline{h}(\beta) \) be the topological entropy per operation of the braid word \( \beta \in B_\mathcal{G} \). Then

\[
\max_{\beta \in B_\mathcal{G}, \mathcal{G} \subseteq \mathcal{G}} \overline{h}(\beta) = \log(\phi + \sqrt{\phi}),
\]

where \( \phi = \frac{1 + \sqrt{5}}{2} \). Furthermore, when extended to the plane using the periodicity of the pertinent torus model, all braid words \( \beta \), for which \( \overline{h}(\beta) = \log(\phi + \sqrt{\phi}) \), represent the same braid up to conjugacy and time-reversal symmetry.

**IX. CONNECTIONS AND CONCLUSIONS**

We started this paper by highlighting a number of applications that connect the topological entropy of braids with the mixing characteristics of dynamical systems. Motivated by this, we have put forward a general method for finding the topological entropy and TEPO for graph generated surface braids (of which regular braids are a special case), and we have found numerical evidence for a unique braid which, we conjecture, maximizes the TEPO for all lattice graph braids on the plane. Circling back, here we consider this particular max TEPO braid in terms of potential applications.

First, the max TEPO braid can be realized as a rod-based stirring device with a particularly simple mechanism that should be easy to implement. Consider the geometric motion shown in fig. 15. To be clear, we are considering some finite subset of the infinite lattice of points, say the points within a circle of a given radius. These points, now thought of as stirring rods, come in two groups, each arranged as a square lattice (the chessboard coloring subsets of the original square lattice). Each group moves rigidly, and irrotationally, in a circle of radius half that of the group lattice spacing. The circular motion of the two groups are half a rotation out of phase with each other. To realize this rod motion in a cylindrical mixing vessel, one group could be attached at the bottom and the other at the top, each driven by a separate motor mechanism. However, a simpler realization takes the bottom-anchored mixing rod group as stationary, and drives the top group to execute circles that are twice as large as before, see fig. 20. This would require only one driving motor, and the same amount of work would be done on the fluid (half the rods moving twice the distance) and therefore the same energy expenditure. However, assuming similar rod speeds, this would take twice as long for the same mixing effect.

As a second application, we consider the connection between max TEPO braids and the movement of topological defects in systems of 2D active nematic microtubule bundles. These systems exhibit uniform extensile dynamics, as microtubule bundles slide past each other, driven by micro-molecular motors.\(^{53}\) The injection of energy at this small scale leads to a uniform stretching rate for microtubule bundle material curves. As opposed to rod-based stirring devices, where the braid is specified and the stretching is what results, here the stretch-
This association is also dynamically meaningful, as it is the three-cusp regions, see fig. 21. In both cases, the corresponding map, as well as between the (also thought of as a one-prong singularity in the correspondence map), an image of a $-\frac{1}{2}$ defect, train-track surrounding a three-prong singularity. The train-track images are details from fig. 19, while the microtubule bundle images, from the topological chaos in active nematics study\textsuperscript{18}, are courtesy of Amanda Tan and the Hirst lab at UC Merced.

To realize our max TEPO braid in an active nematic microtubule system, we would likely need to pin down the $-\frac{1}{2}$ defects at lattice sites. Efforts are underway to find evidence for the existence of the max TEPO braid in an active nematic microtubule system.

FIG. 20. A potential mixing device based on the max TEPO braid. In this top-down view, the large black circle is the boundary of the cylindrical vessel. The square array of black dots are mixing rods fixed to the bottom, while the smaller square array of white dots (inside the highlighted disk) are the moving mixing rods affixed to a motor mechanism on the top of the vessel. The arrows show the rigid irrotational motion of the rods, while the small circle shows the path of one rod (center of the moving array, with bold arrow) over the course of one cycle of the motion. It is straight-forward to adapt this geometry to more dense arrays of rods.

FIG. 21. From left to right: an experimental image of a $+\frac{1}{2}$ topological defect, a section of a train-track surrounding a one-prong singularity in the map, an image of a $-\frac{1}{2}$ defect, train-track surrounding a three-prong singularity. The train-track images are details from fig. 19, while the microtubule bundle images, from the topological chaos in active nematics study\textsuperscript{18}, are courtesy of Amanda Tan and the Hirst lab at UC Merced.
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X. APPENDICES

A. Other Lattice Graphs

In section V we introduced a method for calculating the topological entropy and TEPO for braids defined on any choice of orientable surface and embedded graph. In section VI, we highlighted how this works for the 2 point regular embedding of the square lattice on the torus. For the max TEPO search results in section VII, we included five more torus models for lattice braids. Here we provide some of the information needed to work through these other five examples.

First of all, the code used to execute the max TEPO search for each of the six cases can be found at GITHUB (DOI: https://doi.org/10.5281/zenodo.4779103). There is a separate Jupyter notebook, written in python, for each case. These include a careful explanation of how to apply our procedure.

Instead of replicating the full analysis for each of the five extra cases, we will relay enough information to re-construct the flip sequences, and therefore the intersection coordinate update rules, for a single generator. The update rules for each of the other generators and their inverses can be found after conjugating by the appropriate group symmetries (rotations, translations, and reflections). The action of these symmetries on the intersection coordinates are simple enough to find through inspection. The only difficulty arises for graphs that are not already a triangulation, and the graph symmetry doesn’t automatically extend to a symmetry of the triangulation. In these cases, the usual permutation of intersection coordinates must also be combined with triangulation flips (and the attendant coordinate updates) so as to map the whole triangulation back onto itself after the symmetry.

The minimal information needed to specify a flip sequence consists of the triangulation with labeled edges (representing the indices for the intersection coordinates), and a time-ordered sequence of edges to be flipped. The labeled triangulations for each of the six torus models we have considered are shown in fig. 22. The edges that are part of the original graph are shown as black lines, while the extra edges needed to create a triangulation are shown as dotted black lines. The time-ordered (left to right) set of edges in the flip sequence are shown in table II. Each edge in this sequence represents the edge that will be flipped in a Whitehead move. The labeling convention is for the new edge to take the index of the flipped edge and accrue a prime (e.g. 4 → 4'). The flip sequence is to be followed by a geometric move of the two points (bounding the edge given by the index of the example generator listed in the table), which realizes the topological swap.
pairs of points connected by more than one edge. Indeed, this difficulty is present in five of our six examples (see fig. 22). For larger lattice graphs, this algorithm works well. We have implemented this idea for square lattice graphs with $M$ rows and $N$ columns, $M,N \geq 3$. This code, with example usage, can also be found at GITHUB (DOI: https://doi.org/10.5281/zenodo.4779103).

Here, we would like to highlight the combinatorial complexity of exhaustively searching for max TEPO braids defined on $M \times M$ square lattice graphs, as $M$ increases. As a reminder, braid operations - what we build our braid words out of - are sets of braid generators that pairwise commute, and therefore can be executed simultaneously. For simplicity, we consider maximal braid operations where, with $M$ even, every vertex is paired up in a generator. From the perspective of graph theory, where lattice points are vertices and graph edges represent possible generator switches, a maximal braid operation is a complete matching on the graph, along with a CW/CCW designation for each edge in the matching. We will refer to a complete matching as a braid operation template, or template for short.

To get a feel for the combinatorial complexity of braid operations for square lattices, there are 272 unique templates for the $4 \times 4$ square lattice on a torus. Again, these templates only set which vertices each generator acts on; we must also consider whether the generator is acting in a clockwise or counterclockwise direction. For this $4 \times 4$ lattice, a template is comprised of 8 generators, so we now have $272(2^8) = 69632$ possible maximal operations.

To simplify things, we can separate these templates into subgroups based on the flux of a matching. The flux, part of the machinery used to enumerate perfect matchings on a torus, is an ordered pair of integers that describes how the graph edges cross over the fundamental domain of the torus in each direction. The first value, the horizontal flux, is the number of graph edges crossing over the left/right fundamental domain edge, counted positively if they are in an odd row (starting from the top), and counted negatively if in an even row. The second value, the vertical flux, analogously counts the number of graph edges crossing over the top/bottom fundamental domain edge; again counted positively if in an odd column (starting from the left), and negatively if in an even column.

For the $4$ by $4$ square lattice on a torus, there are 132 maximal operations in the $(0,0)$ flux group, 32 operations in each of the four $(0, \pm 1), (\pm 1, 0)$, flux groups, 2 operations in each of the $(\pm 1, 1), (\pm 1, -1)$ flux groups, and 1

| Lattice Types | Square | Triangular | Hexagonal |
|---------------|--------|------------|-----------|
| Torus Model   | 2 pt.  | 4 pt.      | 3 pt.     |
|               | 4 pt.  | 3 pt.      | 4 pt.     |
|               | 2 pt.  | 6 pt.      |           |

| Example Generator | $\sigma_2$ | $\sigma_1$ | $\sigma_2$ | $\sigma_2$ | $\sigma_1$ | $\sigma_1$ |
|-------------------|-----------|------------|-----------|------------|-----------|------------|
| Flip Sequence     | 6, 3, 5, 6', 1, 5', 6, 4, 5' | 4, 6, 8, 10 | 1, 3, 6, 9 | 1, 5, 8, 3 | 2, 4, 3, 6, 5, 2, 3, 4 | 11, 17, 18, 6, 7, 9 |

**TABLE II. Flip Sequences**

![Fig. 22. Torus models with labeled graph edges (solid black lines) and labeled extra edges (dashed black lines) to form triangulations. Top: square lattice, 2 point (left) and 4 point (right), Middle: triangular lattice, 3 point (left) and 4 point (right), and Bottom: 2 point (left) and 6 point (right).](image-url)
operation in each of the $(0, \pm 2), (\pm 2, 0)$ flux groups. Notably, our candidate maximum TEPO braid is composed of braid operations with templates exclusively from this last set of flux groups. Indeed, for the $2M \times 2M$ case, the analogue of our max TEPO braid is created from the $(0, \pm M)$ and $(\pm M, 0)$ flux groups, which have only one representative each. This points to the uniqueness of our candidate max TEPO braid.

For an arbitrarily sized square lattice, there are far too many potential operations for us to be able to verify the max TEPO braid through the brute force method of testing all possible combinations. For the $4 \times 4$ square lattice alone, there are 69632 maximal operations, so if we only tested braids of length 4, we would need to calculate the TEPO for $69632^4 = 2.35 \times 10^{19}$ braids. If we increased the size of the lattice or the length of the braid, this number would grow exponentially. As noted, our candidate maximum TEPO braid has operations entirely in the $(0, \pm 2), (\pm 2, 0)$ flux groups, so creating braids from specific flux groups may be a good way to approach this problem. This strategy reduces the complexity of our search, but is still combinatorially challenging. For the $4 \times 4$ square lattice, we could choose to look at braids composed entirely of operations pulled from the $(0, \pm 2), (\pm 2, 0)$ flux groups. In this case, there are 4 operation templates, and $4^{2^8} = 1024$ maximal operations. So, if we only check braids of length 4, we must calculate the TEPO for $1024^4 = 1.1 \times 10^{12}$ braids. This strategy has significantly reduced the scale of our calculations, but on its own will not solve the combinatorial challenges of a larger lattice. Flux groups can help us organize braid templates and potentially reduce some of the combinatorial difficulties inherent in an exhaustive search for max TEPO braids.