New results about the canonical transformation for boson operators
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The Bogoliubov transformation for a monopole boson induces an unitary transformation connecting the Fock spaces of initial and correlated boson-s. Here we provide a very simple method for deriving the analytical expression for the overlap matrix of the basis states generating the two boson spaces.

I. INTRODUCTION

The boson operators are widely used in various branches of Physics. In particular, Nuclear Physics benefited of this concept in many respects. Thus, in the many body theories the particle-hole or particle-particle operator are approximated with boson-s which results in having by far a more tractable method, known under the name of the Random Phase Approximation (RPA) [1]. Going beyond RPA, one has been introduced the concept of the boson expansion method where pairs of fermion operators are replaced by boson series, afterwards truncated such that their algebra be conserved [2-4]. Concerning phenomenological methods, all of them are using in a way or another the boson-s as a device for tackling various physical problems. To give only a few examples we mention the Interacting Boson Approximation [5, 6], the Coherent State Model [7], the boson description of the triaxial rotor [8-10]. In some of the mentioned cases, for simplicity reasons, the model boson Hamiltonian is truncated at second order. To treat this form, in order to get rid of the cross terms, which raise convergence difficulties, one uses a canonical transformation defining new boson-s in terms of which the dangerous terms do not show up. To each type of boson-s, initial or transformed, one associates a basis generating two boson spaces, respectively. Long time ago, the unitary transformation connecting the mentioned bases was analytically expressed [11,13].

The present letter provides this analytical expression by a distinct method, much simpler than the previous solutions. To do this goal we organized the paper as follow. In section 2 we treat a second order boson Hamiltonian H, through the Bogoliubov (B) transformation. In section 3 we use the Bargmann representation, where the eigenvalue equation for H is transformed into a Schrödinger equation for a harmonic oscillator, whose wave-function belongs to the correlated boson-s basis. Going back to the boson picture the matrix, we are looking for, is readily obtained. A short summary of the procedure is presented in section 4.

II. THE BOSON HAMILTONIAN

Here we aim at finding the eigenstates and corresponding eigenvalues of the following boson Hamiltonian:

$$H = \epsilon b^\dagger b - X (b^\dagger b)^2 + b^2, \quad (2.1)$$

where $b^\dagger$ and $b$ are boson operator,i.e. obey the commutation relation:

$$[b, b^\dagger] = 1. \quad (2.2)$$

The properties of $H$ are studied within the boson space generated by the basis:

$$|k\rangle = \frac{b^\dagger k}{\sqrt{k!}}|0\rangle, \quad k = 1, 2, 3, \ldots \quad (2.3)$$

with $|0\rangle$ denoting the vacuum state for the boson operators, obeying the equation $b|0\rangle = 0$. The boson operator satisfy the equations of motion:

$$[H, b^\dagger] = \epsilon b^\dagger - 2Xb, \quad [H, b] = -\epsilon b + 2Xb^\dagger. \quad (2.4)$$

Since the equations of motion are linear in the boson operators, one can define the linear combination

$$b^\dagger = Ub^\dagger - Vb, \quad (2.5)$$

such that the following equations hold:

$$[H, b^\dagger] = \omega b^\dagger, \quad [b, b^\dagger] = 1. \quad (2.6)$$

These equations assert that the new operators are also of boson type and moreover, in terms of the new operators the Hamiltonian is harmonic. The first equation [2.6] provides a homogeneous system of equations, for the amplitudes $U$ and $V$, whose compatibility condition leads to the following expression for the energy $\omega$:

$$\omega = \epsilon \sqrt{1 - 4\kappa^2}, \quad \text{with} \quad \kappa = \frac{X}{\epsilon}. \quad (2.7)$$

Noticeable the fact that the defined excitation energy $\omega$ exists if $|\kappa| \leq 1/2$. For $\epsilon = \pm 2X$ the solution is vanishing which results a critical value for a phase transition [14]. The system becomes unstable for $X > \frac{\epsilon}{2}$ or $X < -\frac{\epsilon}{2}$. As for the unknowns $U$ and $V$, they are determined up to a
expression for the overlap matrix:

The goal of the present paper is to provide an analytical alternative form:
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This objective will be accomplished in the next section. Note that the transformation (2.5) can be written in an alternative form:

The transformation (2.5) can be reversed, and thus

H

can be expressed in terms of the new boson operators. The result is:

Note that in terms of the new boson-s the cross term \( \hat{b}^\dagger \hat{b}^2 + b^2 \) does not show up. The transformation (2.5) is known under the name of the Bogoliubov transformation.

III. AN ALTERNATIVE TREATMENT OF \( H \)

For what follows it is useful to introduce the Bargmann representation for the boson \( \hat{b}^\dagger \) and \( b \), through the mapping

where \( x \) denotes a real variable. Thus, the eigenvalue equation associated to \( H \) becomes a differential equation:

By a suitable change of function:

one gets rid of the first order derivative term and (3.2) acquires the Schrödinger form:

\[
- \frac{1}{2m} \frac{d^2 \Phi}{dx^2} + \frac{m\omega^2}{2} x^2 \Phi = (E + \frac{\epsilon}{2}) \Phi, \tag{3.4}
\]

where

\[
m = \frac{1}{2V} \tag{3.5}
\]

and the unit system of \( \hbar = c = 1 \) has been used. We recognize in Eq. (3.4), the Schrödinger equation for a linear oscillator of mass \( m \) and frequency \( \omega \). The oscillator energies are:

\[
E_n + \frac{\epsilon}{2} = \omega(n + \frac{1}{2}), \; n = 0, 1, 2, \ldots \tag{3.6}
\]

By comparison, one finds out that these are just the eigenvalues of \( H \), derived in the previous section. Correspondingly, the eigenfunction \( |\tilde{n}\rangle \) coincides with the function:

\[
\Psi_n = C_n H_n(\sqrt{\frac{V}{r}}) e^{(-\frac{1}{2}m\omega + \frac{\epsilon}{2})x^2} = C_n H_n(\sqrt{\frac{V}{r}}) e^{Vx^2}. \tag{3.7}
\]

Here \( H_n \) denotes the Hermite polynomial of rank \( n \), \( C_n \) is the normalization factor, while \( r \) stands for the oscillator length defined by:

\[
r^2 = \frac{1}{m\omega} = 2UV. \tag{3.8}
\]

One can check that:

\[
- \frac{1}{2} m \omega + \frac{1}{4\kappa} = \frac{V^2}{r^2}. \tag{3.9}
\]

Using the analytical expression for the Hermite polynomial and the Taylor expansion for the exponential function one obtains:

\[
|\tilde{n}\rangle = C_n \sum_{m,p} \frac{(-1)^{\frac{m+p}{2}} n! 2^n V^m}{(\frac{m-p}{2})! (\frac{m+p}{2})!} \langle \hat{b}^m \hat{b}^p \rangle. \tag{3.10}
\]

The constant \( C_n \) can be determined either by brute calculations, restricting the norm of \( |\tilde{n}\rangle \) be equal to unity or by the more elegant procedure described in Appendix A. Using the result from there, (A.8), and the obvious relation

\[
\langle 0|\tilde{n}\rangle = \frac{(-1)^{\frac{n+1}{2}}}{\frac{1}{2}!} C_n = \frac{T_{0,n}}{\sqrt{n!}}, \tag{3.11}
\]

one arrives at:

\[
C_n = \frac{V^{\frac{n+1}{2}} U^{-\frac{m+1}{2}}}{\frac{1}{2}! \sqrt{n!}}. \tag{3.12}
\]

We recall that we use the Bargmann representation and therefore the vacuum state normalized to unity is \( |0\rangle = 1 \)
and $|m\rangle = \frac{1}{\sqrt{m!}}|0\rangle$. Multiplying, to the left, the equation (3.10) with $|m\rangle$, and replacing $C_n$ with the expression just obtained, we get:

$$
\langle m|\hat{n} = \sqrt{m!n!}U^{-\frac{m+n+1}{2}} \sum_p (-1)^{\frac{m-p}{2}} \left(\frac{V}{2}\right)^{\frac{m+n-p}{2}} \frac{(m-p)!}{(n-p)!} p!
$$

(3.13)

Obviously, the summation index $p$ is subject to the restrictions:

$$m - p = \text{even}, \quad n - p = \text{even}, \quad p \leq \min\{m, n\}.$$ (3.14)

Moreover, $|m - n| = \text{even}$.

This expression (3.13) is identical to those obtained in Refs. [11–13] by more tedious methods.

**IV. SUMMARY**

In the present paper we derived analytical expression for eigenvalues and eigenstates of a second order boson Hamiltonian by using two alternative methods: a) through a canonical transformation the Hamiltonian is brought to a diagonal form. The eigenstates are correlated multiphonon states. We looked for analytical expression for the overlap matrix of correlated and non-correlated bosons. b) In the Bargmann representation the eigenvalue relation associated to $H$ becomes the Schrödinger equation for a harmonic oscillator. The wavefunction, which is a product of an exponential function and a Hermite polynomial, provides the searched overlap matrix as coefficients of the associated Taylor series. The result is identical with that previously obtained by one of us (A.A.R.) by a different likewise more tedious method. Concluding the main result consists in the expression (3.13) describing the mentioned overlap matrix. As mentioned already, this expression is very useful in many formalisms dealing with monopole bosons.

**V. APPENDIX A**

Here we shall derive the analytical expression for the constant $C_n$ involved in Eq. (3.10).

Let us denote by $T_{m,n}$ the matrix elements of the canonical transformation (2.12) in the basis (2.3):

$$T_{m,n}(y) = \langle 0| b^{m} T b^{n} |0\rangle.$$ (A.1)

From here, one easily obtains the iterative equations:

$$T_{0,n} = -VT_{1,n-1},$$

$$T_{1,n-1} = U(n-1)T_{0,n-2} - VT_{0,n}.$$ (A.2)

which leads to:

$$T_{0,n} = -\frac{V}{U}(n-1)T_{0,n-2}.$$ (A.3)

Applying successively this iterative relation, one finds:

$$T_{0,n} = \left(-\frac{V}{U}\right)^{\frac{3}{2}} \frac{n!}{2^\frac{n}{2} \left(\frac{n}{2}\right)!} T_{0,0}.$$ (A.4)

As for $T_{0,0}$ it satisfies the differential equation

$$\frac{d}{dy} T_{0,0} = T_{0,2} = -\frac{V}{2U} T_{0,0}.$$ (A.5)

and the initial condition:

$$T_{0,0}(0) = 1.$$ (A.6)

The solution is:

$$T_{0,0} = U^{-1/2}. $$ (A.7)

Consequently:

$$T_{0,n} = \left(-\frac{V}{U}\right)^{\frac{3}{2}} \frac{n!}{2^\frac{n}{2} \left(\frac{n}{2}\right)!}.$$ (A.8)
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