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Abstract

Causal mediation analysis is routinely conducted by applied researchers in a variety of disciplines. The goal of such an analysis is to investigate alternative causal mechanisms by examining the roles of intermediate variables that lie in the causal paths between the treatment and outcome variables. In this paper, we first prove that under a particular version of sequential ignorability assumption, the average causal mediation effect (ACME) is nonparametrically identified. We compare our identification assumption with those proposed in the literature. Some practical implications of our identification result are also discussed. In particular, the popular estimator based on the linear structural equation model (LSEM) can be interpreted as an ACME estimator once additional parametric assumptions are made. We show that these assumptions can easily be relaxed within and outside of the LSEM framework and propose simple nonparametric estimation strategies. Second, and perhaps most importantly, we propose a new sensitivity analysis that can be easily implemented by applied researchers within the LSEM framework. Like the existing identifying assumptions, the proposed sequential ignorability assumption may be too strong in many applied settings. Thus, sensitivity analysis is essential in order to examine the robustness of empirical findings to the possible existence of an unmeasured confounder. Finally, we apply the proposed methods to a randomized experiment from political psychology. We also make easy-to-use software available to implement the proposed methods.
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1 Introduction

Causal mediation analysis is routinely conducted by applied researchers in a variety of scientific disciplines including epidemiology, political science, psychology, and sociology (see MacKinnon, 2008). The goal of such an analysis is to investigate causal mechanisms by examining the role of intermediate variables thought to lie in the causal path between the treatment and outcome variables. Over fifty years ago, Cochran (1957) pointed to both the possibility and difficulty of using covariance analysis to explore causal mechanisms by stating: “Sometimes these averages have no physical or biological meaning of interest to the investigator, and sometimes they do not have the meaning that is ascribed to them at first glance” (p. 267). Recently, a number of statisticians have taken up Cochran’s challenge. Robins and Greenland (1992) initiated a formal study of causal mediation analysis, and a number of articles have appeared in more recent years (e.g., Pearl, 2001; Robins, 2003; Geneletti, 2007; Joffe et al., 2007; Ten Have et al., 2007; Albert, 2008; Jo, 2008; Joffe et al., 2008; Glynn, 2008; Sobel, 2008; VanderWeele, 2008, 2009).

What do we mean by a causal mechanism? The aforementioned paper by Cochran gives the following example. In a randomized experiment, researchers study the causal effects of various soil fumigants on eelworms that attack farm crops. They observe that these soil fumigants increase oats yields but wish to know whether the reduction of eelworms represents an intermediate phenomenon that mediates this effect. In fact, many scientists across various disciplines are not only interested in causal effects but also in causal mechanisms because competing scientific theories often imply that different causal paths underlie the same cause-effect relationship.

In this paper, we contribute to this fast-growing literature in several ways. After briefly describing our motivating example in the next section, we prove in Section 3 that under a particular version of the sequential ignorability assumption, the average causal mediation effect (ACME) is nonparametrically identified. We compare our identifying assumption with those proposed in the literature, and discuss practical implications of our identification result. In particular, Baron and Kenny’s (1986) popular estimator (Google Scholar records over 17 thousand citations for this paper), which is based on a linear structural equation model (LSEM), can be interpreted as an ACME estimator under the proposed assumption if additional parametric assumptions are satisfied. We show that these additional assumptions can be easily relaxed within and outside of the LSEM framework. In particular, we propose a simple nonparametric estimation strategy in Section 4. We conduct a Monte Carlo experiment to investigate the finite-sample performance of the proposed nonparametric estimator and its asymptotic confidence interval.

Like many identification assumptions, the proposed assumption may be too strong for the typical situations in which causal mediation analysis is employed. For example, in experiments where the treatment is randomized but the mediator is not, the ignorability of the treatment assignment holds but the ignorability of the mediator may not. In Section 5, we propose a new sensitivity analysis that can be implemented by applied researchers within the standard LSEM framework. This method directly evaluates the robustness of empirical findings to the possible existence of
unmeasured pre-treatment variables that confound the relationship between the mediator and the outcome. Given the fact that the sequential ignorability assumption cannot be directly tested even in randomized experiments, sensitivity analysis must play an essential role in causal mediation analysis. Finally, in Section 6, we apply the proposed methods to the empirical example, to which we now turn.

2 An Example from the Social Sciences

Since the influential article by Baron and Kenny (1986), mediation analysis has been frequently used in the social sciences and psychology in particular. A central goal of these disciplines is to identify causal mechanisms underlying human behavior and opinion formation. In a typical psychological experiment, researchers randomly administer certain stimuli to subjects and compare treatment group behavior or opinions with those in the control group. However, to directly test psychological theories, estimating the causal effects of the stimuli is typically not sufficient. Instead, researchers choose to investigate psychological factors such as cognition and emotion that mediate causal effects in order to explain why individuals respond to a certain stimulus in a particular way. Another difficulty faced by many researchers is their inability to directly manipulate psychological constructs. It is in this context that causal mediation analysis plays an essential role in social science research.

In Section 6, we apply our methods to an influential randomized experiment from political psychology. Nelson et al. (1997) examine how the framing of political issues by the news media affects citizens’ political opinions. While the authors are not the first to use causal mediation analysis in political science, their study is one of the most well-known examples in political psychology and also represents a typical application of causal mediation analyses in the social sciences. Media framing is the process by which news organizations define a political issue or emphasize particular aspects of that issue. The authors hypothesize that differing frames for the same news story alter citizens’ political tolerance by affecting more general political attitudes. They conducted a randomized experiment to test this mediation hypothesis.

Specifically, Nelson et al. (1997) used two different local newscasts about a Ku Klux Klan rally held in central Ohio. In the experiment, student subjects were randomly assigned to watch the nightly news from two different local news channels. The two news clips were identical except for the final story on the Klan rally. In one newscast, the Klan rally was presented as a free speech issue. In the second newscast, the journalists presented the Klan rally as a disruption of public order that threatened to turn violent. The outcome was measured using two different scales of political tolerance. Immediately after viewing the news broadcast, subjects were asked two seven-point scale questions measuring their tolerance for the Klan speeches and rallies. The hypothesis was that the causal effects of the media frame on tolerance are mediated by subjects’ attitudes about the importance of free speech and the maintenance of public order. In other words, the media frame influences subjects’ attitudes towards the Ku Klux Klan by encouraging them to consider the
Treatment Media Frames

|                    | Public Order | Free Speech | ATE (s.e.) |
|--------------------|--------------|-------------|------------|
| Response Variables | Mean  S.D.   | Mean  S.D.  |            |
| Importance of Free Speech | 5.25  1.43   | 5.49  1.35   | −0.231 (0.239) |
| Importance of Public Order | 5.43  1.73   | 4.75  1.80   | 0.674 (0.303) |
| Tolerance for the KKK | 2.59  1.89   | 3.13  2.07   | −0.540 (0.340) |
| Sample Size        | 69           | 67          |            |

Table 1: Descriptive Statistics and Estimated Average Treatment Effects from the Media Framing Experiment. The middle four columns show the means and standard deviations of the mediator and outcome variables for each treatment group. The last column reports the estimated average causal effects of the public order frame as opposed to the free speech frame on the three response variables along with their standard errors. The estimates suggest that the treatment affected each of these variables in the expected directions.

Klan rally as an event relevant for the general issue of free speech or public order. The researchers used additional survey questions and a scaling method to measure these hypothesized mediating factors after the experiment was conducted.

Table 1 reports descriptive statistics for these mediator variables as well as the treatment and outcome variables. The sample size is 136 with 67 subjects exposed to the free speech frame and 69 subjects assigned to the public order frame. As is clear from the last column, the media frame treatment appears to influence both types of response variables in the expected directions. For example, being exposed to the public order frame as opposed to the free speech frame significantly increased the subjects’ perceived importance of public order, while decreasing the importance of free speech (although the latter effect is not statistically significant). Moreover, the public order treatment decreased the subjects’ tolerance toward the Ku Klux Klan speech in the news clips compared to the free speech frame.

It is important to note that the researchers in this example are primarily interested in the causal mechanism between media framing and political tolerance rather than various causal effects given in the last column of Table 1. Indeed, in many social science experiments, researchers’ interest lies in the identification of causal mediation effects rather than the total causal effect or controlled direct effects (these terms are formally defined in the next section). Causal mediation analysis is particularly appealing in such situations.

One crucial limitation of this study, however, is that like many other psychological experiments the original researchers were only able to randomize news stories but not subjects’ attitudes. This implies that there is likely to be unobserved covariates that confound the relationship between the mediator and the outcome. As we formally show in the next section, the existence of such confounders represents a violation of a key assumption for identifying the causal mechanism. For example, it is possible that subjects’ underlying political ideology affects both their public order attitude and their tolerance for the Klan rally within each treatment condition. This scenario is of particular concern since it is well established that politically conservative citizens tend to be more
concerned about public order issues and also, in some instances, be more sympathetic to groups like the Klan. In Section 5, we propose a new sensitivity analysis that partially addresses such concerns.

3 Identification

In this section, we propose a new nonparametric identification assumption for the ACME and discuss its practical implications. We also compare the proposed assumption with those available in the literature.

3.1 The Framework

Consider a simple random sample of size \( n \) from a population where for each unit \( i \) we observe \((T_i, M_i, X_i, Y_i)\). We use \( T_i \) to denote the binary treatment variable where \( T_i = 1 \) (\( T_i = 0 \)) implies unit \( i \) receives (does not receive) the treatment. The mediating variable of interest, i.e., the mediator, is represented by \( M_i \), whereas \( Y_i \) represents the outcome variable. Finally, \( X_i \) denotes the vector of observed pre-treatment covariates, and we use \( \mathcal{M}, \mathcal{X}, \) and \( \mathcal{Y} \) to denote the support of the distributions of \( M_i, X_i, \) and \( Y_i \), respectively.

What qualifies as a mediator? Since the mediator lies in the causal path between the treatment and the outcome, it must be a post-treatment variable that occurs before the outcome is realized. Beyond this minimal requirement, what constitutes a mediator is determined solely by the scientific theory under investigation. Consider the following example, which is motivated by a referee’s comment. Suppose that the treatment is parents’ decision to have their child receive the live vaccine for H1N1 flu virus and the outcome is whether the child develops flu or not. For a virologist, a mediator of interest may be the development of antibodies to H1N1 live vaccine. But, if parents sign a form acknowledging the risks of the vaccine, can this act of form signing also be a mediator? Indeed, social scientists (if not virologists!) may hypothesize that being informed of the risks will make parents less likely to have their child receive the second dose of the vaccine, thereby increasing the risk of developing flu. This example highlights the important role of scientific theories in causal mediation analysis.

To define the causal mediation effects, we use the potential outcomes framework. Let \( M_i(t) \) denote the potential value of the mediator for unit \( i \) under the treatment status \( T_i = t \). Similarly, we use \( Y_i(t, m) \) to represent the potential outcome for unit \( i \) when \( T_i = t \) and \( M_i = m \). Then, the observed variables can be written as \( M_i = M_i(T_i) \) and \( Y_i = Y_i(T_i, M_i(T_i)) \). Similarly, if the mediator takes \( J \) different values, there exist \( 2^J \) potential values of the outcome variable, only one of which can be observed.

Using the potential outcomes notation, we can define the causal mediation effect for unit \( i \) under treatment status \( t \) as (see \[ Robins and Greenland 1992; Pearl 2001 \]),

\[
\delta_i(t) \equiv Y_i(t, M_i(1)) - Y_i(t, M_i(0)),
\]

for \( t = 0, 1 \). \[ Pearl 2001 \] called \( \delta_i(t) \) the natural indirect effect, while \[ Robins 2003 \] used the term
the pure indirect effect for \( \delta_i(0) \) and the total indirect effect for \( \delta_i(1) \). In words, \( \delta_i(t) \) represents the difference between the potential outcome that would result under treatment status \( t \), and the potential outcome that would occur if the treatment status is the same and yet the mediator takes a value that would result under the other treatment status. Note that the former is observable (if the treatment variable is actually equal to \( t \)) whereas the latter is by definition unobservable (under the treatment status \( t \) we never observe \( M_i(1 - t) \)). This notation implicitly assumes that the potential outcome depends only on the values of the treatment and mediating variables and, in particular, not on how they are realized. For example, this assumption would be violated if the outcome variable responded to the value of the mediator differently depending on whether it was directly assigned or occurred as a natural response to the treatment, i.e., for \( t = 0, 1 \) and all \( m \in M \), \( Y_i(t, M_i(t)) = Y_i(t, M_i(1 - t)) = Y_i(t, m) \) if \( M_i(1) = M_i(0) = m \).

Thus, equation (1) formalizes the idea that the mediation effects represent the indirect effects of the treatment through the mediator. In this paper, we focus on the identification and inference of the average causal mediation effect (ACME), which is defined as,

\[
\hat{\delta}(t) = \mathbb{E}(\delta_i(t)) = \mathbb{E}\{Y_i(t, M_i(1)) - Y_i(t, M_i(0))\},
\]

for \( t = 0, 1 \). In the potential outcomes framework, the causal effect of the treatment on the outcome for unit \( i \) is defined as \( \tau_i \equiv Y_i(1, M_i(1)) - Y_i(0, M_i(0)) \), which is typically called the total causal effect. Therefore, the causal mediation effect and the total causal effect have the following relationship,

\[
\tau_i = \delta_i(t) + \zeta_i(1 - t),
\]

where \( \zeta_i(t) = Y_i(1, M_i(t)) - Y_i(0, M_i(t)) \) for \( t = 0, 1 \). This quantity \( \zeta_i(t) \) is called the natural direct effect by Pearl (2001) and the pure/total direct effect by Robins (2003). This represents the causal effect of the treatment on the outcome when the mediator is set to the potential value that would occur under treatment status \( t \). In other words, \( \zeta_i(t) \) is the direct effect of the treatment when the mediator is held constant. Equation (3) shows an important relationship where the total causal effect is equal to the sum of the mediation effect under one treatment condition and the natural direct effect under the other treatment condition. Clearly, this equality also holds for the average total causal effect so that, \( \bar{\tau} \equiv \mathbb{E}\{Y_i(1, M_i(1)) - Y_i(0, M_i(0))\} = \delta(t) + \zeta(1 - t) \) for \( t = 0, 1 \) where \( \bar{\zeta}(t) = \mathbb{E}(\zeta_i(t)) \).

The causal mediation effects and natural direct effects differ from the controlled direct effect of the mediator, i.e., \( Y_i(t, m) - Y_i(t, m') \) for \( t = 0, 1 \) and \( m \neq m' \), and that of the treatment, i.e., \( Y_i(1, m) - Y_i(0, m) \) for all \( m \in M \). Unlike the mediation effects, the controlled direct effects of the mediator are defined in terms of specific values of the mediator, \( m \) and \( m' \), rather than its potential values, \( M_i(1) \) and \( M_i(0) \). While causal mediation analysis is used to identify possible causal paths from \( T_i \) to \( Y_i \), the controlled direct effects may be of interest, for example, if one wishes to understand how the causal effect of \( M_i \) on \( Y_i \) changes as a function of \( T_i \).
In other words, the former examines whether $M_i$ mediates the causal relationship between $T_i$ and $Y_i$ whereas the latter investigates whether $T_i$ moderates the causal effect of $M_i$ on $Y_i$ (Baron and Kenny [1986]).

### 3.2 The Main Identification Result

We now present our main identification result using the potential outcomes framework described above. We show that under a particular version of sequential ignorability assumption, the ACME is nonparametrically identified. We first define our identifying assumption,

**Assumption 1 (Sequential Ignorability)**

\[
\{Y_i(t', m), M_i(t)\} \perp \perp T_i | X_i = x, \quad (4)
\]

\[
Y_i(t', m) \perp \perp M_i | T_i = t, X_i = x, \quad (5)
\]

for $t, t' = 0, 1$, and all $x \in X$ where it is also assumed that $0 < \Pr(T_i = t | X_i = x)$ and $0 < p(M_i = m | T_i = t, X_i = x)$ for $t = 0, 1$, and all $x \in X$ and $m \in M$.

Thus, the treatment is first assumed to be ignorable given the pre-treatment covariates, and then the mediator variable is assumed to be ignorable given the observed value of the treatment as well as the pre-treatment covariates. We emphasize that unlike the standard sequential ignorability assumption in the literature (e.g., Robins [1999]), the conditional independence given in equation (5) of Assumption 1 must hold without conditioning on the observed values of post-treatment confounders. This issue is discussed further below.

The following theorem presents our main identification result, showing that under this assumption the ACME is nonparametrically identified.

**Theorem 1 (Nonparametric Identification)** Under Assumption 1, the ACME and the average natural direct effects are nonparametrically identified as follows for $t = 0, 1$,

\[
\delta(t) = \int \int \mathbb{E}(Y_i | M_i = m, T_i = t, X_i = x) \{dF_{M_i | T_i = t, X_i = x}(m) - dF_{M_i | T_i = t, X_i = x}(m)\} \, dF_X(x),
\]

\[
\zeta(t) = \int \int \{\mathbb{E}(Y_i | M_i = m, T_i = 1, X_i = x) - \mathbb{E}(Y_i | M_i = m, T_i = 0, X_i = x)\} \, dF_{M_i | T_i = t, X_i = x}(m) \, dF_X(x).
\]

where $F_Z(\cdot)$ and $F_{Z|W}(\cdot)$ represent the distribution function of a random variable $Z$ and the conditional distribution function of $Z$ given $W$.

A proof is given in Appendix A. Theorem 1 is quite general and can be easily extended to any types of treatment regimes, e.g., a continuous treatment variable. In fact, the proof requires no change except letting $t$ and $t'$ take values other than 0 and 1. Assumption 1 can also be somewhat relaxed by replacing equation (5) with its corresponding mean independence assumption. However, as mentioned above, this identification result does not hold under the standard sequential ignorability assumption. As shown by Avin et al. [2005] and also pointed out by Robins [2003], the nonparametric identification of natural direct and indirect effects is not possible without an additional
assumption if equation (5) holds only after conditioning on the post-treatment confounders $Z_i$ as well as the pre-treatment covariates $X_i$, i.e., $Y_i(t', m) \perp M_i | T_i = t, Z_i = z, X_i = x$, for $t, t' = 0, 1$, and all $x \in \mathcal{X}$ and $z \in \mathcal{Z}$ where $\mathcal{Z}$ is the support of $Z_i$. This is an important limitation since assuming the absence of post-treatment confounders may not be credible in many applied settings. In some cases, however, it is possible to address the main source of confounding by conditioning on pre-treatment variables alone (see Section 6 for an example).

3.3 Comparison with the Existing Results in the Literature

Next, we compare Theorem 1 with the related identification results in the literature. First, Pearl (2001, Theorem 2) makes the following set of assumptions in order to identify $\bar{\delta}(t^*)$,

\[ p(Y(t, m) | X_i = x) \text{ and } p(M_i(t^*) | X_i = x) \text{ are identifiable,} \]

\[ Y_i(t, m) \perp M_i(t^*) | X_i = x, \]

for all $t = 0, 1, m \in \mathcal{M}$, and $x \in \mathcal{X}$. Under these assumptions, Pearl arrives at the same expressions for the ACME as the ones given in Theorem 1. Indeed, it can be shown that Assumption 1 implies equations (6) and (7). While the converse is not necessarily true, in practice the difference is only technical (see e.g., Robins, 2003, p.76). For example, consider a typical situation where the treatment is randomized given the observed pre-treatment covariates $X_i$ and researchers are interested in identifying both $\bar{\delta}(1)$ and $\bar{\delta}(0)$. In this case, it can be shown that Assumption 1 is equivalent to Pearl’s assumptions.

Moreover, one practical advantage of equation (5) of Assumption 1 is that it is easier to interpret than equation (7), which represents the independence between the potential values of the outcome and the potential values of the mediator. Pearl himself recognizes this difficulty, and states “assumptions of counterfactual independencies can be meaningfully substantiated only when cast in structural form” (p. 416). In contrast, equation (5) simply means that $M_i$ is effectively randomly assigned given $T_i$ and $X_i$.

Second, Robins (2003) considers the identification under what he calls a FRCISTG model, which satisfies equation (4) as well as,

\[ Y_i(t, m) \perp M_i(t) | T_i = t, Z_i = z, X_i = x, \]

for $t = 0, 1$ where $Z_i$ is a vector of the observed values of post-treatment variables that confound the relationship between the mediator and outcome. The key difference between Assumption 1 and a FRCISTG model is that the latter allows conditioning on $Z_i$ while the former does not. Robins (2003) argued that this is an important practical advantage over Pearl’s conditions, in that it makes the ignorability of the mediator more credible. In fact, not allowing for conditioning on observed post-treatment confounders is an important limitation of Assumption 1.

Under this model, Robins (2003, Theorem 2.1) shows that the following additional assumption is sufficient to identify the ACME,

\[ Y_i(1, m) - Y_i(0, m) = B_i, \]
where $B_i$ is a random variable independent of $m$. This assumption, called the no-interaction assumption, states that the controlled direct effect of the treatment does not depend on the value of the mediator. In practice, this assumption can be violated in many applications and has sometimes been regarded as “very restrictive and unrealistic” (Petersen et al. 2006, p.280). In contrast, Theorem 1 shows that under the sequential ignorability assumption that does not condition on the post-treatment covariates, the no-interaction assumption is not required for the nonparametric identification. Therefore, there exists an important tradeoff; allowing for conditioning on observed post-treatment confounders requires an additional assumption for the identification of the ACME.

Third, Petersen et al. (2006) present yet another set of identifying assumptions. In particular, they maintain equation (5) but replace equation (4) with the following slightly weaker condition,

$$Y_i(t,m) \perp T_i | X_i = x, \text{ and } M_i(t) \perp T_i | X_i = x,$$

for $t = 0, 1$ and all $m \in \mathcal{M}$. In practice, this difference is only a technical matter because for example in randomized experiments where the treatment is randomized, equations (4) and (10) are equivalent. However, this slight weakening of equation (4) comes at a cost, requiring an additional assumption for the identification of the ACME. Specifically, Petersen et al. (2006) assume that the magnitude of the average direct effect does not depend on the potential values of the mediator, i.e., $\mathbb{E}\{Y_i(1,m) - Y_i(0,m) | M_i(t^*) = m, X_i = x\} = \mathbb{E}\{Y_i(1,m) - Y_i(0,m) | X_i = x\}$ for all $m \in \mathcal{M}$. Theorem 1 shows that if equation (10) is replaced with equation (4), which is possible when the treatment is randomized, then this additional assumption is unnecessary for the nonparametric identification. In addition, this additional assumption is somewhat difficult to interpret in practice because it entails the mean independence relationship between the potential values of the outcome and the potential values of the mediator.

Fourth, in the appendix of a recent working paper, Hafeman and VanderWeele (2008) show that if the mediator is binary, the ACME can be identified with a weaker set of assumptions than Assumption 1. However, it is unclear whether this result can be generalized to cases where the mediator is non-binary. In contrast, the identification result given in Theorem 1 holds for any type of mediator, whether discrete or continuous. Both identification results hold for general treatment regimes, unlike some of the previous results.

Finally, Rubin (2004) suggests an alternative approach to causal mediation analysis, which have been adopted recently by other scholars (e.g., Egleston et al. 2006, Gallop et al. 2009, Elliott et al. 2010). In this framework, the average direct effect of the treatment is given by $\mathbb{E}(Y_i(1,M_i(1)) - Y_i(0,M_i(0)) | M_i(1) = M_i(0))$, representing the average treatment effect among those whose mediator is not affected by the treatment. Unlike the average direct effect $\bar{\zeta}(t)$ introduced above, this quantity is defined for a principal stratum, which is a latent subpopulation. Within this framework, there exists no obvious definition for the mediation effect unless the direct effect is zero (in this case, the treatment affects the outcome only through the mediator). Although some estimate $\mathbb{E}(Y_i(1,M_i(1)) - Y_i(0,M_i(0)) | M_i(1) \neq M_i(0))$ and compare it with the above av-
verage direct effect, as VanderWeele (2008) points out, the problem of such comparison is that two quantities are defined for different subsets of the population. Another difficulty of this approach is that when the mediator is continuous the population proportion of those with \( M_i(1) = M_i(0) \) can be essentially zero. This explains why the application of this approach has been limited to the studies with a discrete (often binary) mediator.

### 3.4 Implications for Linear Structural Equation Model

Next, we discuss the implications of Theorem 1 for LSEM, which is a popular tool among applied researchers who conduct causal mediation analysis. In an influential article, Baron and Kenny (1986) proposed a framework for mediation analysis, which has been used by many social science methodologists (see MacKinnon (2008) for a review and Imai et al. (2009a) for a critique of this literature). This framework is based on the following system of linear equations,

\[
Y_i = \alpha_1 + \beta_1 T_i + \epsilon_{i1}, \tag{11}
\]
\[
M_i = \alpha_2 + \beta_2 T_i + \epsilon_{i2}, \tag{12}
\]
\[
Y_i = \alpha_3 + \beta_3 T_i + \gamma M_i + \epsilon_{i3}. \tag{13}
\]

Although we adhere to their original model, one may further condition on any observed pre-treatment covariates by including them as additional regressors in each equation. This will change none of the results given below so long as the model includes no post-treatment confounders.

Under this model, Baron and Kenny (1986) suggested that the existence of mediation effects can be tested by separately fitting the three linear regressions and testing the null hypotheses (1) \( \beta_1 = 0 \), (2) \( \beta_2 = 0 \), and (3) \( \gamma = 0 \). If all of these null hypotheses are rejected, they argued, then \( \beta_2 \gamma \) could be interpreted as the mediation effect. We note that equation (11) is redundant given equations (12) and (13). To see this, substitute equation (12) into equation (13) to obtain,

\[
Y_i = (\alpha_3 + \alpha_2 \gamma) + (\beta_3 + \beta_2 \gamma) T_i + (\gamma \epsilon_{i2} + \epsilon_{i3}). \tag{14}
\]

Thus, testing \( \beta_1 = 0 \) is unnecessary since the ACME can be non-zero even when the average total causal effect is zero. This happens when the mediation effect offsets the direct effect of the treatment.

The next theorem proves that within the LSEM framework, Baron and Kenny’s interpretation is valid if the Assumption 1 holds.

**Theorem 2 (Identification under the LSEM)** Consider the LSEM defined in equations (11), (12), and (13). Under Assumption 1, the ACME is identified and given by, \( \hat{\delta}(0) = \hat{\delta}(1) = \beta_2 \gamma \), where the equality between \( \hat{\delta}(0) \) and \( \hat{\delta}(1) \) is also assumed.

A proof is in Appendix B. The theorem implies that under the same set of assumptions, the average natural direct effects are identified as \( \zeta(0) = \zeta(1) = \beta_3 \) where the average total causal effect is \( \bar{\tau} = \beta_3 + \beta_2 \gamma \). Thus, Assumption 1 enables the identification of the ACME under the
LSEM. Egleston et al. (2006) obtain a similar result under the assumptions of Pearl (2001) and Robins (2003), which were reviewed in Section 3.3.

It is important to note that under Assumption 1, the standard LSEM defined in equations (12) and (13) makes the following no-interaction assumption about the ACME,

**Assumption 2 (No-interaction between the Treatment and the ACME)**

\[ \bar{\delta}(1) = \bar{\delta}(0). \]

This assumption is equivalent to the no-interaction assumption for the average natural direct effects, \( \bar{\zeta}(1) = \bar{\zeta}(0) \). Although Assumption 2 is related to and implied by Robins’ no-interaction assumption given in equation (9), the key difference is that Assumption 2 is written in terms of the ACME rather than controlled direct effects.

As Theorem 1 suggests, Assumption 2 is not required for the identification of the ACME under the LSEM. We extend the outcome model given in equation (13) to,

\[ Y_i = \alpha_3 + \beta_3 T_i + \gamma M_i + \kappa T_i M_i + \epsilon_i, \]

(15)

where the interaction term between the treatment and mediating variables is added to the outcome regression while maintaining the linearity in parameters. This formulation was first suggested by Judd and Kenny (1981) and more recently advocated by Kraemer et al. (2002, 2008) as an alternative to Barron and Kenny’s approach. Under Assumption 1 and the model defined by equations (12) and (15), we can identify the ACME as \( \bar{\delta}(t) = \beta_2(\gamma + t\kappa) \) for \( t = 0, 1 \). The average natural direct effects are identified as \( \bar{\zeta}(t) = \beta_3 + \kappa(\alpha_2 + \beta_2 t) \), and the average total causal effect is equal to \( \bar{\tau} = \beta_2 \gamma + \beta_3 + \kappa(\alpha_2 + \beta_2) \). This conflicts with the proposal by Kraemer et al. (2008) that the existence of mediation effects can be established by testing either \( \gamma = 0 \) or \( \kappa = 0 \), which is clearly neither a necessary nor sufficient condition for \( \bar{\delta}(t) \) to be zero.

The connection between the parametric and nonparametric identification becomes clearer when both \( T_i \) and \( M_i \) are binary. To see this, note that \( \bar{\delta}(t) \) can be equivalently expressed as (dropping the integration over \( P(X_i) \) for notational simplicity),

\[ \bar{\delta}(t) = \sum_{m=0}^{J-1} \mathbb{E}(Y_i \mid M_i = m, T_i = t, X_i) \{ \Pr(M_i = m \mid T_i = 1, X_i) - \Pr(M_i = m \mid T_i = 0, X_i) \}, \]

(16)

when \( M_i \) is discrete. Furthermore, when \( J = 2 \), this reduces to,

\[ \bar{\delta}(t) = \{ \Pr(M_i = 1 \mid T_i = 1, X_i) - \Pr(M_i = 1 \mid T_i = 0, X_i) \} \]

\[ \times \{ \mathbb{E}(Y_i \mid M_i = 1, T_i = t, X_i) - \mathbb{E}(Y_i \mid M_i = 0, T_i = t, X_i) \} \]

(17)

Thus, the ACME equals the product of two terms representing the average effect of \( T_i \) on \( M_i \) and that of \( M_i \) on \( Y_i \) (holding \( T_i \) at \( t \)), respectively.
Finally, in the existing methodological literature, Sobel (2008) explores the identification problem of mediation effects under the framework of LSEM without assuming the ignorability of the mediator (see also Albert, 2008; Jo, 2008). However, Sobel (2008) maintains, among others, the assumption that the causal effect of the treatment is entirely through the mediator and applies the instrumental variables technique of Angrist et al. (1996). That is, the natural direct effect is assumed to be zero for all units a priori, i.e., \( \zeta_i(t) = 0 \) for all \( t = 0, 1 \) and \( i \). This assumption may be undesirable from the perspective of applied researchers, because the existence of the natural direct effect itself is often of interest in causal mediation analysis. See Joffe et al. (2008) for an interesting application.

4 Estimation and Inference

In this section, we use our nonparametric identification result above and propose simple parametric and nonparametric estimation strategies.

4.1 Parametric Estimation and Inference

Under the LSEM given by equations (12) and (13) and Assumption 1, the estimation of the ACME is straightforward since the error terms are independent of each other. Thus, one can follow the proposal of Baron and Kenny (1986) and estimate equations (12) and (13) by fitting two separate linear regressions. The standard error for the estimated ACME, i.e., \( \hat{\delta}(t) = \hat{\beta}_2 \hat{\gamma} \), can be calculated either approximately using the Delta method (Sobel, 1982), i.e., \( \text{Var}(\hat{\delta}(t)) \approx \beta_2^2 \text{Var}(\hat{\gamma}) + \gamma^2 \text{Var}(\hat{\beta}_2) \), or exactly via the variance formula of Goodman (1960), i.e., \( \text{Var}(\hat{\delta}(t)) = \beta_2^2 \text{Var}(\hat{\gamma}) + \gamma^2 \text{Var}(\hat{\beta}_2) + \text{Var}(\hat{\gamma}) \text{Var}(\hat{\beta}_2) \). For the natural direct and total effects, standard errors can be obtained via the regressions of \( Y_i \) on \( T_i \) and \( M_i \) (equation 13) and \( Y_i \) on \( T_i \) (equation 11), respectively.

When the model contains the interaction term as in equation (15) (so that Assumption 2 is relaxed), the asymptotic variance can be computed in a similar manner. For example, using the delta method, we have \( \text{Var}(\hat{\delta}(t)) \approx (\gamma + t\kappa)^2 \text{Var}(\hat{\beta}_2) + \beta_2^2 \{ \text{Var}(\hat{\gamma}) + t \text{Var}(\hat{\kappa}) + 2t \text{Cov}(\hat{\gamma}, \hat{\kappa}) \} \) for \( t = 0, 1 \). Similarly, \( \text{Var}(\hat{\zeta}(t)) \approx \text{Var}(\hat{\beta}_3) + (\alpha_2 + t\beta_2)^2 \text{Var}(\hat{\kappa}) + 2(\alpha_2 + t\beta_2) \text{Cov}(\hat{\beta}_3, \hat{\kappa}) + \kappa^2 \{ \text{Var}(\hat{\alpha}_2) + t \text{Var}(\hat{\beta}_2) + 2t \text{Cov}(\hat{\alpha}_2, \hat{\beta}_2) \} \). For the average total causal effect, the variance can be obtained from the regression of \( Y_i \) on \( T_i \).

4.2 Nonparametric Estimation and Inference

Next, we consider a simple nonparametric estimator. Suppose that the mediator is discrete and takes \( J \) distinct values, i.e., \( \mathcal{M} = \{0, 1, \ldots, J - 1\} \). The case of continuous mediators is considered further below. First, we consider the cases where we estimate the ACME separately within each stratum defined by the pre-treatment covariates \( X_i \). One may then aggregate the resulting stratum-specific estimates to obtain the estimated ACME. In such situations, a nonparametric estimator can be obtained by plugging in sample analogues for the population quantities in the expression
given in Theorem 1

\[
\hat{\delta}(t) = \sum_{m=0}^{J-1} \left\{ \frac{\sum_{i=1}^{n} \mathbb{1}\{T_i = t, M_i = m\}}{n} \left( \frac{1}{n_1} \sum_{i=1}^{n} \mathbb{1}\{T_i = 1, M_i = m\} - \frac{1}{n_0} \sum_{i=1}^{n} \mathbb{1}\{T_i = 0, M_i = m\} \right) \right\},
\]

(18)

where \(n_t = \sum_{i=1}^{n} \mathbb{1}\{T_i = t\}\) and \(t = 0, 1\). By law of large numbers, this estimator asymptotically converges to the true ACME under Assumption 1. The next theorem derives the asymptotic variance of the nonparametric estimator defined in equation (18) given the realized values of the treatment variable.

**Theorem 3 (Asymptotic Variance of the Nonparametric Estimator)** Suppose that Assumption 2 holds. Then, the variance of the nonparametric estimator defined in equation (18) is asymptotically approximated by,

\[
\text{Var}(\hat{\delta}(t)) \approx \frac{1}{n_t} \sum_{m=0}^{J-1} \nu_{1-t,m} \left\{ \left( \frac{\nu_{1-t,m}}{\nu_{t,m}} - 2 \right) \text{Var}(Y_i \mid M_i = m, T_i = t) + \frac{n_t(1 - \nu_{1-t,m})\mu_{tm}^2}{n_1-t} \right\}
- \frac{2}{n_{1-t}} \sum_{m'=m+1}^{J-1} \sum_{m=0}^{J-2} \nu_{1-t,m}\nu_{1-t,m'}\mu_{tm}\mu_{tm'} + \frac{1}{n_t} \text{Var}(Y_i \mid T_i = t),
\]

for \(t = 0, 1\) where \(\nu_{tm} \equiv \Pr(M_i = m \mid T_i = t)\) and \(\mu_{tm} \equiv \mathbb{E}(Y_i \mid M_i = m, T_i = t)\).

A proof is based on a tedious but simple application of the Delta method and thus is omitted. This asymptotic variance can be consistently estimated by replacing unknown population quantities with their corresponding sample counterparts. The estimated overall variance can be obtained by aggregating the estimated within-strata variances according to the sample size in each stratum.

The second and perhaps more general strategy is to use nonparametric regressions to model \(\mu_{tm}(x) \equiv \mathbb{E}(Y_i \mid T_i = t, M_i = m, X_i = x)\) and \(\nu_{tm}(x) \equiv \Pr(M_i = m \mid T_i = t, X_i = x)\), and then employ the following estimator,

\[
\hat{\delta}(t) = \frac{1}{n} \left\{ \sum_{i=1}^{n} \sum_{m=0}^{J-1} \hat{\mu}_{tm}(X_i)(\hat{\nu}_{1m}(X_i) - \hat{\nu}_{0m}(X_i)) \right\},
\]

(19)

for \(t = 0, 1\). This estimator is also asymptotically consistent for the ACME under Assumption 1 if \(\hat{\mu}_{tm}(x)\) and \(\hat{\nu}_{tm}(x)\) are consistent for \(\mu_{tm}(x)\) and \(\nu_{tm}(x)\), respectively. Unfortunately, in general, there is no simple expression for the asymptotic variance of this estimator. Thus, one may use a nonparametric bootstrap (or a parametric bootstrap based on the asymptotic distribution of \(\hat{\mu}_{tm}(x)\) and \(\hat{\nu}_{tm}(x)\)) to compute uncertainty estimates.

Finally, when the mediator is not discrete, we may nonparametrically model \(\mu_{tm}(x) \equiv \mathbb{E}(Y_i \mid T_i = t, M_i = m, X_i = x)\) and \(\psi_t(x) = p(M_i \mid T_i = t, X_i = x)\). Then, one can use the following estimator,

\[
\hat{\delta}(t) = \frac{1}{nK} \sum_{i=1}^{n} \sum_{k=1}^{K} \left\{ \hat{\mu}_{tm_{i1}^{(k)}}(X_i) - \hat{\mu}_{tm_{i0}^{(k)}}(X_i) \right\},
\]

(20)
where \( \tilde{m}_i^{(k)} \) is the \( k \)th Monte Carlo draw of the mediator \( M_i \) from its predicted distribution based on the fitted model \( \tilde{\psi}_T(X_i) \).

These estimation strategies are quite general in that they can be applied to a wide range of statistical models. [Imai et al., 2009a] demonstrate the generality of these strategies by applying them to common parametric and nonparametric regression techniques often used by applied researchers. By doing so, they resolve some confusions held by social science methodologists; for example, how to estimate mediation effects when the outcome and/or the mediator is binary. Furthermore, the proposed general estimation strategies enable [Imai et al., 2010] to develop an easy-to-use R package, mediation, that implements these methods and demonstrate its use with an empirical example.

4.3 A Simulation Study

Next, we conduct a small-scale Monte Carlo experiment in order to investigate the finite-sample performance of the estimators defined in equation (18) and (19) as well as the proposed variance estimator given in Theorem 3. We use a population model where the potential outcomes and mediators are given by \( Y_i(t, m) = \exp(Y_i^*(t, m)) \), \( M_i(t) = 1 \{ M_i^*(t) \geq 0.5 \} \) and \( Y_i^*(t, m), M_i^*(t) \) are jointly normally distributed. The population parameters are set to the following values: \( \text{E}(Y_i^*(1, 1)) = 2; \ E(Y_i^*(1, 0)) = 0; \ E(Y_i^*(0, 1)) = 1; \ E(Y_i^*(0, 0)) = 0.5; \ E(M_i^*(1)) = 1; \ E(M_i^*(0)) = 0; \ Var(Y_i^*(t, m)) = \text{Var}(M_i^*(t)) = 1 \) for \( t \in \{0, 1\} \) and \( m \in \{0, 1\} \); Corr\( (Y_i^*(t, m), Y_i^*(t', m')) = 0.5 \) for \( t, t' \in \{0, 1\} \) and \( m, m' \in \{0, 1\} \); Corr\( (Y_i^*(t, m), M_i^*(t')) = 0 \) for \( t \in \{0, 1\} \) and \( m \in \{0, 1\} \); and Corr\( (M_i^*(1), M_i^*(0)) = 0.3 \).

Under this setup, Assumption 1 is satisfied. Thus, we can consistently estimate the ACME by applying the nonparametric estimator given in equation (18). Also, note that this data generating process implies the following parametric regression models for the observed data,

\[
\text{Pr}(M_i = 1 \mid T_i) = \Phi(\alpha_2 + \beta_2 T_i), \tag{21}
\]

\[
Y_i \mid T_i, M_i \sim \text{lognormal}(\alpha_3 + \beta_3 T_i + \gamma M_i + \kappa T_i M_i, \sigma_3^2), \tag{22}
\]

where \( (\alpha_2, \beta_2, \alpha_3, \beta_3, \gamma, \kappa, \sigma_3^2) = (-0.5, 1, 0.5, -0.5, 0.5, 1.5, 1) \) and \( \Phi(\cdot) \) is the standard normal distribution function. We can then obtain the parametric maximum likelihood estimate of the ACME by fitting these two models via standard procedures and estimating the following expression based on Theorem 1 (see equation (17)),

\[
\delta(t) = \{ \exp(\alpha_3 + \beta_3 t + \gamma + \kappa t + \sigma_3^2/2) - \exp(\alpha_3 + \beta_3 t + \sigma_3^2/2) \} \{ \Phi(\alpha_2 + \beta_2) - \Phi(\alpha_2) \}, \tag{23}
\]

for \( t = 0, 1 \).

We compare the performances of these two estimators via Monte Carlo simulations. Specifically, we set the sample size \( n \) to 50, 100, and 500 where half of the sample receives the treatment and the other half is assigned to the control group, i.e., \( n_1 = n_0 = n/2 \). Using equation (23), the true values of the ACME are given by \( \bar{\delta}(0) = 0.675 \) and \( \bar{\delta}(1) = 4.03 \).
Table 2: Finite-Sample Performance of the Proposed Estimators and Their Variance Estimators.

The table presents the results of a Monte Carlo experiment with varying sample sizes and fifty thousand iterations. The upper half of the table represents the results for $\hat{\delta}(0)$ and the bottom half for $\hat{\delta}(1)$. The columns represent (from left to right): sample sizes, estimated biases, root mean squared errors (RMSE) and the coverage probabilities of the 95% confidence intervals of the nonparametric estimators, and the same set of quantities for the parametric estimators. The true values of $\bar{\delta}(0)$ and $\bar{\delta}(1)$ are 0.675 and 4.03, respectively. The results indicate that nonparametric estimators have smaller bias than the parametric estimator though its variance is much larger. The confidence intervals converge to the nominal coverage as the sample size increases. The convergence occurs much more quickly for the parametric estimator.

Table 2 reports the results of the experiments based on fifty thousand iterations. The performance of the estimators turns out to be quite good in this particular setting. Even with sample size as small as 50, estimated biases are essentially zero for the nonparametric estimates. The parametric estimators are slightly more biased for the small sample sizes, but they converge to the true values by the time the sample size reaches 500. As expected, the variance is larger for the nonparametric estimator than the parametric estimator. The 95% confidence intervals converge to the nominal coverage as the sample size increases. The convergence occurs much more quickly for the parametric estimator. (Although not reported in the table, we confirmed that for both estimators the coverage probabilities fully converged to their nominal values by the time the sample size reached 5000.)

5 Sensitivity Analysis

Although the ACME is nonparametrically identified under Assumption 1, this assumption, like other existing identifying assumptions, may be too strong in many applied settings. Consider randomized experiments where the treatment is randomized but the mediator is not. Causal mediation analysis is most frequently applied to such experiments. In this case, equation (4) of Assumption 1 is satisfied but equation (5) may not hold for two reasons. First, there may exist unmeasured pre-treatment covariates that confound the relationship between the mediator and the outcome. Second, there may exist observed or unobserved post-treatment confounders. These possibilities, along with other obstacles encountered in applied research, have led some scholars to warn against the abuse of mediation analyses (e.g., Green et al., 2010). Indeed, as we formally show below, the data generating process contains no information about the credibility of the sequential
To address this problem, we develop a method to assess the sensitivity of an estimated ACME to unmeasured pre-treatment confounding (The proposed sensitivity analysis, however, does not address the possible existence of post-treatment confounders). The method is based on the standard LSEM framework described in Section [3.4] and can be easily used by applied researchers to examine the robustness of their empirical findings. We derive the maximum departure from equation (5) that is allowed while maintaining their original conclusion about the direction of the ACME (see Imai and Yamamoto [2010]). For notational simplicity, we do not explicitly condition on the pre-treatment covariates $X_i$. However, the same analysis can be conducted by including them as additional covariates in each regression.

### 5.1 Parametric Sensitivity Analysis based on the Residual Correlation

The proof of Theorem 2 implies that if equation (4) holds, $\epsilon_{i2} \perp \perp T_i$ and $\epsilon_{i3} \perp \perp T_i$ hold but $\epsilon_{i2} \perp \perp \epsilon_{i3}$ does not unless equation (5) also holds. Thus, one way to assess the sensitivity of one’s conclusions to the violation of equation (5) is to use the following sensitivity parameter,

$$\rho \equiv \text{Corr}(\epsilon_{i2}, \epsilon_{i3})$$

(24)

where $-1 < \rho < 1$. In Appendix C, we show that Assumption 1 implies $\rho = 0$. (Of course, the contrapositive of this statement is also true; $\rho \neq 0$ implies the violation of Assumption 1). A non-zero correlation parameter can be interpreted as the existence of omitted variables that are related to both the observed value of the mediator $M_i$ and the potential outcomes $Y_i$ even after conditioning on the treatment variable $T_i$ (and the observed covariates $X_i$). Note that these omitted variables must causally precede $T_i$. Then, we vary the value of $\rho$ and compute the corresponding estimate of the ACME. In a quite different context, Roy et al. [2008] take this general strategy of computing a quantity of interest at various values of an unidentifiable sensitivity parameter.

The next theorem shows that if the treatment is randomized, the ACME is identified given a particular value of $\rho$.

**Theorem 4 (Identification with a Given Error Correlation)** Consider the LSEM defined in equations (11), (12), and (13). Suppose that equation (4) holds and the correlation between $\epsilon_{i2}$ and $\epsilon_{i3}$, i.e., $\rho$, is given. If we further assume $-1 < \rho < 1$, then the ACME is identified and given by,

$$\bar{\delta}(0) = \bar{\delta}(1) = \frac{\beta_2 \sigma_1}{\sigma_2} \left\{ \hat{\rho} - \rho \sqrt{(1 - \hat{\rho}^2)/(1 - \rho^2)} \right\},$$

where $\sigma_j^2 \equiv \text{Var}(\epsilon_{ij})$ for $j = 1, 2$ and $\hat{\rho} \equiv \text{Corr}(\epsilon_{i1}, \epsilon_{i2})$.

A proof is in Appendix D. We offer several remarks about Theorem 4. First, the unbiased estimates of $(\alpha_1, \alpha_2, \beta_1, \beta_2)$ can be obtained by fitting the equation-by-equation least squares of equations (11) and (12). Given these estimates, the covariance matrix of $(\epsilon_{i1}, \epsilon_{i2})$, whose elements
are \((\sigma_1^2, \sigma_2^2, \hat{\rho}\sigma_1\sigma_2)\), can be consistently estimated by computing the sample covariance matrix of the residuals, i.e., \(\hat{\epsilon}_{i1} = Y_i - \hat{\alpha}_1 - \hat{\beta}_1T_i \) and \(\hat{\epsilon}_{i2} = M_i - \hat{\alpha}_2 - \hat{\beta}_2T_i\).

Second, the partial derivative of the ACME with respect to \(\rho\) implies that the ACME is either monotonically increasing or decreasing in \(\rho\), depending on the sign of \(\beta_2\). The ACME is also symmetric about \((\rho, \bar{\delta}(t)) = (0, \hat{\beta}_2\hat{\rho}\sigma_1/\sigma_2)\).

Third, the ACME is zero if and only if \(\rho\) equals \(\check{\rho}\). This implies that researchers can easily check the robustness of their conclusion obtained under the sequential ignorability assumption via correlation between \(\epsilon_{i1}\) and \(\epsilon_{i2}\). For example, if \(\hat{\delta}(t) = \hat{\beta}_2\hat{\gamma}\) is negative, the true ACME is also guaranteed to be negative if \(\rho < \check{\rho}\) holds.

Fourth, the expression of the ACME given in Theorem 4 is cumbersome to use when computing the standard errors. A more straightforward and general approach is to apply the iterative feasible generalized least square algorithm of the seemingly unrelated regression (Zellner, 1962), and use the associated asymptotic variance formula. This strategy will also work when there is an interaction term between the treatment and mediating variables as in equation (15) and/or when there are observed pre-treatment covariates \(X_i\).

Finally, Theorem 4 implies the following corollary, which shows that under the LSEM the data generating process is not informative at all about either the sensitivity parameter \(\rho\) or the ACME without equation (5). This result highlights the difficulty of causal mediation analysis and the importance of sensitivity analysis even in the parametric modeling setting.

**Corollary 1 (Bounds on the Sensitivity Parameter)** Consider the LSEM defined in equations (11), (12), and (13). Suppose that equation (4) holds but equation (5) may not. Then, the sharp, i.e., best possible, bounds on the sensitivity parameter \(\rho\) and ACME are given by \((-1, 1)\) and \((-\infty, \infty)\), respectively.

The first statement of the corollary follows directly from the proof of Theorem 4 while the second statement can be proved by taking a limit of \(\delta(t)\) as \(\rho\) tends to \(-1\) or \(1\).

### 5.2 Parametric Sensitivity Analysis based on the Coefficients of Determination

The sensitivity parameter \(\rho\) can be given an alternative definition which allows it to be interpreted as the magnitude of an unobserved confounder. This alternative version of \(\rho\) is based on the following decomposition of the error terms in equations (12) and (13),

\[\epsilon_{ij} = \lambda_jU_i + \epsilon'_{ij},\]

for \(j = 2, 3\), where \(U_i\) is an unobserved confounder and the sequential ignorability is assumed given \(U_i\) and \(T_i\). Again, note that \(U_i\) has to be a pre-treatment variable so that the resulting estimates can be given a causal interpretation. In addition, we assume that \(\epsilon'_{ij} \perp \perp U_i\) for \(j = 2, 3\). We can then express the influence of the unobserved pre-treatment confounder using the following coefficients.
of determination,
\[ R^2_M \equiv 1 - \frac{\text{Var}(\epsilon'_2)}{\text{Var}(\epsilon_{i2})} \quad \text{and} \quad R^2_Y \equiv 1 - \frac{\text{Var}(\epsilon'_3)}{\text{Var}(\epsilon_{i3})}, \]

which represent the proportion of previously unexplained variance (either in the mediator or in the outcome) that is explained by the unobserved confounder (see Imbens, 2003).

Another interpretation is based on the proportion of original variance that is explained by the unobserved confounder. In this case, we use the following sensitivity parameters,
\[ \tilde{R}^2_M \equiv \frac{\text{Var}(\epsilon_{i2}) - \text{Var}(\epsilon'_{i2})}{\text{Var}(M_i)} = (1 - R^2_M)R^2_M \quad \text{and} \quad \tilde{R}^2_Y \equiv \frac{\text{Var}(\epsilon_{i3}) - \text{Var}(\epsilon'_{i3})}{\text{Var}(Y_i)} = (1 - R^2_Y)R^2_Y, \]

where \( R^2_M \) and \( R^2_Y \) represent the coefficients of determination from the two regressions given in equations (12) and (13). Note that unlike \( R^2_M \) and \( R^2_Y \) (as well as \( \rho \) given in Corollary 1), \( \tilde{R}^2_M \) and \( \tilde{R}^2_Y \) are bounded from above by \( \text{Var}(\epsilon_{i2})/\text{Var}(M_i) \) and \( \text{Var}(\epsilon_{i3})/\text{Var}(Y_i) \), respectively.

In either case, it is straightforward to show that the following relationship between \( \rho \) and these parameters holds, i.e.,
\[ \rho = \frac{\text{sgn}(\lambda_2\lambda_3)R^*_M R^*_Y}{\sqrt{(1 - R^2_M)(1 - R^2_Y)}}, \]

where \( R^*_M, R^*_Y, \tilde{R}_M \) and \( \tilde{R}_Y \) are in \([0, 1]\). Thus, in this framework, researchers can specify the values of \((R^2_M, R^2_Y)\) or \((\tilde{R}^2_M, \tilde{R}^2_Y)\) as well as the sign of \( \lambda_2\lambda_3 \) in order to determine values of \( \rho \) and estimate the ACME based on these values of \( \rho \). Then, the analyst can examine variation in the estimated ACME with respect to change in these parameters.

5.3 Extensions to Nonlinear and Nonparametric Models

The proposed sensitivity analysis above is developed within the framework of the LSEM, but some extensions are possible. For example, Imai et al. (2009a) show how to conduct sensitivity analysis with probit models when the mediator and/or the outcome are discrete. In Appendix E, while it is substantially more difficult to conduct such an analysis in the nonparametric setting, we consider sensitivity analysis for the nonparametric plug-in estimator introduced in Section 4.2.

6 Empirical Application

In this section, we apply our proposed methods to the influential randomized experiment from political psychology we described in Section 2.

6.1 Analysis under Sequential Ignorability

In the original analysis, Nelson et al. (1997) used a LSEM similar to the one discussed in Section 3.4 and found that subjects who viewed the Klan story with the free speech frame were significantly more tolerant of the Klan than those who saw the story with the public order frame. The researchers also found evidence supporting their main hypothesis that subjects’ general attitudes mediated the
Table 3: Parametric and Nonparametric Estimates of the ACME under Sequential Ignorability in the Media Framing Experiment. Each cell of the table represents an estimated average causal effect and its 95% confidence interval. The outcome is the subjects’ tolerance level for the free speech rights of the Ku Klux Klan, and the treatments are the public order frame ($T_i = 1$) and the free speech frame ($T_i = 0$). The second column of the table shows the results of the parametric LSEM approach, while the third column of the table presents those of the nonparametric estimator. The lower part of the table shows the results of parametric mediation analysis under the no-interaction assumption ($\hat{\delta}(1) = \hat{\delta}(0)$), while the upper part presents the findings without this assumption thereby showing the estimated average mediation effects under the treatment and the control, i.e. $\hat{\delta}(1)$ and $\hat{\delta}(0)$.

As we showed in Section 3.4, the original results can be given a causal interpretation under sequential ignorability, i.e., Assumption [1]. Here, we first make this assumption and estimate causal effects based on our theoretical results. Table 3 presents the findings. The second and third columns of the table show the estimated ACME and average total effect based on the LSEM and the nonparametric estimator, respectively. The 95% asymptotic confidence intervals are constructed using the Delta method. For most of the estimates, the 95% confidence intervals do not contain zero, mirroring the finding from the original study that general attitudes about public order mediated the effect of the media frame.

As shown in Section 3.4 we can relax the no-interaction assumption (Assumption [2]) that is implicit in the LSEM of Baron and Kenny (1986). The first and second rows of the table present estimates from the parametric and nonparametric analysis without this assumption. These results show that the estimated ACME under the free speech condition ($\hat{\delta}(0)$) is larger than the effect under the public order condition ($\hat{\delta}(1)$) for both the parametric and nonparametric estimators. In fact, the 95% confidence interval for the nonparametric estimate of $\hat{\delta}(1)$ includes zero. However,
Figure 1: Sensitivity Analysis for the Media Framing Experiment. The figure presents the results of the sensitivity analysis described in Section 5. The solid line represents the estimated ACME for the attitude mediator for differing values of the sensitivity parameter $\rho$, which is defined in equation (24). The gray region represents the 95% confidence interval based on the Delta method. The horizontal dashed line is drawn at the point estimate of $\bar{\delta}$ under Assumption 1.

we fail to reject the null hypothesis of $\tilde{\delta}(0) = \tilde{\delta}(1)$ under the parametric analysis, with a $p$-value of 0.238.

Based on this finding, the no-interaction assumption could be regarded as appropriate. The last two rows in Table 3 contain the analysis based on the parametric estimator under this assumption. As expected, the estimated ACME is between the previous two estimates, and the 95% confidence interval does not contain zero. Finally, the estimated average total effect is identical to that without Assumption 2. This makes sense since the no-interaction assumption only restricts the way the treatment effect is transmitted to the outcome and thus does not affect the estimate of the overall treatment effect.

6.2 Sensitivity Analysis

The estimates in Section 6.1 are identified if the sequential ignorability assumption holds. However, since the original researchers randomized news stories but subjects’ attitudes were merely observed, it is unlikely this assumption holds. As we discussed in Section 2, one particular concern is that subjects’ preexisting ideology affects both their attitudes toward public order issues and their tolerance for the Klan within each treatment condition. Thus, we next ask how sensitive these estimates are to violations of this assumption using the methods proposed in Section 5. We consider political ideology to be a possible unobserved pre-treatment confounder. We also maintain Assumption 2.

Figure 1 presents the results for the sensitivity analysis based on the residual correlation. We plot the estimated ACME of the attitude mediator against differing values of the sensitivity parameter $\rho$, which is equal to the correlation between the two error terms of equations (28) and (29)
for each. The analysis indicates that the original conclusion about the direction of the ACME under Assumption 1 (represented by the dashed horizontal line) would be maintained unless \( \rho \) is less than \(-0.68\). This implies that the conclusion is plausible given even fairly large departures from the ignorability of the mediator. This result holds even after we take into account the sampling variability, as the confidence interval covers the value of zero only when \(-0.79 < \rho < -0.49\). Thus, the original finding about the negative ACME is relatively robust to the violation of equation 5 of Assumption 1 under the LSEM.

Next, we present the same sensitivity analysis using the alternative interpretation of \( \rho \) which is based on two coefficients of determination as defined in Section 5; (1) the proportion of unexplained variance that is explained by an unobserved pre-treatment confounder (\( R^2_M \) and \( R^2_Y \)) and (2) the proportion of the original variance explained by the same unobserved confounder (\( \tilde{R}^2_M \) and \( \tilde{R}^2_Y \)). Figure 2 shows two plots based on the types of coefficients of determination. The lower left quadrant of each plot in the figure represents the case where the product of the coefficients for the unobserved confounder is negative, while upper right quadrant represents the case where the product is positive.

For example, this product will be positive if the unobserved pre-treatment confounder represents subjects’ political ideology, since conservatism is likely to be positively correlated with both public order importance and tolerance for the Klan. Under this scenario, the original conclusion about the direction of the ACME is perfectly robust to the violation of sequential ignorability, because the estimated ACME is always negative in the upper right quadrant of each plot. On the other hand, the result is less robust to the existence of an unobserved confounder that has opposite effects on the mediator and outcome. However, even for this alternative situation, the ACME is still guaranteed to be negative as long as the unobserved confounder explains less than 27.7\% of the variance in the mediator or outcome that is left unexplained by the treatment alone, no matter how large the corresponding portion of the variance in the other variable may be. Similarly, the direction of the original estimate is maintained if the unobserved confounder explains less than 26.7\% (14.7\%) of the original variance in the mediator (outcome), regardless of the degree of confounding for the outcome (mediator).

7 Concluding Remarks

In this paper, we study identification, inference, and sensitivity analysis for causal mediation effects. Causal mediation analysis is routinely conducted in various disciplines, and our paper contributes to this fast-growing methodological literature in several ways. First, we provide a new identification condition for the ACME, which is relatively easy to interpret in substantive terms and also weaker than existing results in some situations. Second, we prove that the estimates based on the standard LSEM can be given valid causal interpretations under our proposed framework. This provides a basis for formally analyzing the validity of empirical studies using the LSEM framework. Third, we propose simple nonparametric estimation strategies for the ACME. This allows researchers to
Figure 2: An Alternative Interpretation of the Sensitivity Analysis. The plot presents the results of the sensitivity analysis described in Section 5. Each plot contains various mediation effects under an unobserved pre-treatment confounder of various magnitudes. The left plot contains the contours for $R^2_M$ and $R^2_Y$ which represent the proportion of unexplained variance that is explained by the unobserved confounder for the mediator and outcome, respectively. The right plot contains the contours for $\tilde{R}^2_M$ and $\tilde{R}^2_Y$ which represent the proportion of the variance explained by the unobserved pre-treatment confounder. Each line represents the estimated ACME under proposed values of either $(R^2_M, R^2_Y)$ or $(\tilde{R}^2_M, \tilde{R}^2_Y)$. The term $\text{sgn}(\lambda_2\lambda_3)$ represents the sign on the product of the coefficients of the unobserved confounder.
avoid the stronger functional form assumptions required in the standard LSEM. Finally, we offer a parametric sensitivity analysis that can be easily used by applied researchers in order to assess the sensitivity of estimates to the violation of this assumption. We view sensitivity analysis as an essential part of causal mediation analysis because the assumptions required for identifying causal mediation effects are unverifiable and often are not justified in applied settings.

At this point, it is worth briefly considering the progression of mediation research from its roots in the empirical psychology literature to the present. In their seminal paper, Baron and Kenny (1986) supplied applied researchers with a simple method for mediation analysis. This method has quickly gained widespread acceptance in a number of applied fields. While psychologists extended this LSEM framework in a number of ways, little attention was paid to the conditions under which their popular estimator can be given a causal interpretation. Indeed, the formal definition of the concept of causal mediation had to await the later works by epidemiologists and statisticians (Robins and Greenland 1992; Pearl 2001; Robins 2003). The progress made on the identification of causal mediation effects by these authors has led to the recent development of alternative and more general estimation strategies (e.g., VanderWeele 2009; Imai et al. 2009a). In this paper, we show that under a set of assumptions this popular product of coefficients estimator can be given a causal interpretation. Thus, over twenty years later, the work of Baron and Kenny has come full circle.

There are a number of possible future generalizations of the proposed methods. First, the sensitivity analysis can potentially be extended to various nonlinear regression models. Some of this has been done by Imai et al. (2009a). Second, an important generalization would be to allow multiple mediators in the identification analysis. This will be particularly valuable since in many applications researchers aim to test competing hypotheses about alternative causal mechanisms via mediation analysis. For example, the media framing study we analyzed in this paper included another measurement (on a separate group randomly split from the study sample) which was purported to test an alternative causal pathway. The formal treatment of this issue will be a major topic of future research. Third, implications of measurement error in the mediator variable have yet to be analyzed. This represents another important research topic as mismeasured mediators are quite common, particularly in psychological studies. Fourth, an important limitation of our framework is that it does not allow the presence of a post-treatment variable that confounds the relationship between mediator and outcome. As discussed in Section 3.3, some of the previous results avoid this problem by making additional identification assumptions (e.g., Robins 2003). The exploration of alternative solutions is also left for future research. Finally, it is important to develop new experimental designs that help identify causal mediation effects with weaker assumptions. Imai et al. (2009b) present some new ideas on the experimental identification of causal mechanisms.
Appendix

A Proof of Theorem 1

First, note that equation (4) in Assumption 1 implies,

\[ Y_i(t', m) \perp T_i \mid M_i(t) = m', X_i = x. \]  \hspace{1cm} (25)

for all \( t, t' = 0, 1, m, m' \in \mathcal{M} \), and \( x \in \mathcal{X} \). Next, equation (5) can be rewritten as,

\[ Y_i(t', m) \perp M_i(t) \mid T_i = t, X_i = x. \]  \hspace{1cm} (26)

Now, for any \( t, t' \), we have,

\[
\begin{align*}
\mathbb{E}(Y_i(t, M_i(t')) \mid X_i = x) &= \int \mathbb{E}(Y_i(t, m) \mid M_i(t') = m, X_i = x) dF_{M_i(t')|X_i=x}(m) \\
&= \int \mathbb{E}(Y_i(t, m) \mid M_i(t') = m, T_i = t', X_i = x) dF_{M_i(t')|X_i=x}(m) \\
&= \int \mathbb{E}(Y_i(t, m) \mid T_i = t', X_i = x) dF_{M_i(t')|X_i=x}(m) \\
&= \int \mathbb{E}(Y_i(t, m) \mid T_i = t, X_i = x) dF_{M_i(t')|T_i=t',X_i=x}(m) \\
&= \int \mathbb{E}(Y_i \mid M_i = m, T_i = t, X_i = x) dF_{M_i|T_i=t',X_i=x}(m) \\
&= \int \mathbb{E}(Y_i \mid M_i = m, T_i = t', X_i = x) dF_{M_i|T_i=t',X_i=x}(m),
\end{align*}
\]  \hspace{1cm} (27)

where the second equality follows from equation (25), equation (26) is used to establish the third and fifth equalities, equation (4) is used to establish the fourth and last equalities, and the sixth equality follows from the fact that \( M_i = M_i(T_i) \) and \( Y_i = Y_i(T_i, M_i(T_i)) \). Finally, equation (27) implies, \( \mathbb{E}(Y_i(t, M_i(t'))) = \int \mathbb{E}(Y_i \mid M_i = m, T_i = t, X_i = x) dF_{M_i|T_i=t',X_i=x}(m) dF_{X_i}(x) \). Substituting this expression into the definition of \( \tilde{\delta}(t) \) given by equations (1) and (2) yields the desired expression for the ACME. In addition, since \( \tilde{\tau} = \tilde{\zeta}(t) + \tilde{\delta}(t') \) for any \( t, t' = 0, 1 \) and \( t \neq t' \) under Assumption 1, the result for the average natural direct effects is also immediate. \( \Box \)

B Proof of Theorem 2

We first show that under Assumption 1 the model parameters in the LSEM are identified. Rewrite equations (12) and (13) using the potential outcome notation as follows,

\[ M_i(T_i) = \alpha_2 + \beta_2 T_i + \epsilon_{i2}(T_i), \]  \hspace{1cm} (28)

\[ Y_i(T_i, M_i(T_i)) = \alpha_3 + \beta_3 T_i + \gamma M_i(T_i) + \epsilon_{i3}(T_i, M_i(T_i)), \]  \hspace{1cm} (29)
sequential ignorability assumption. In the case of binary mediator and outcome, we can derive the future research.

Here, we examine the special case of binary mediator and outcome where some progress can be made and leave the development of sensitivity analysis in a more general nonparametric case for Section 4.2. Unfortunately, sensitivity analysis is not as straightforward as the parametric settings.

\[ E(\epsilon_{i2}(t)) = E(\epsilon_{i3}(t, m)) = 0 \text{ for } t = 0, 1 \text{ and } m \in M. \]

Then, equation \([4]\) of Assumption 1 implies \( \epsilon_{i2}(t) \perp T_i \), yielding \( E(\epsilon_{i2}(T_i) \mid T_i = t) = E(\epsilon_{i2}(t)) = 0 \) for any \( t = 0, 1 \). Similarly, equation \([5]\) implies \( \epsilon_{i3}(t, m) \perp M_i \mid T_i = t \) for all \( t \) and \( m \), yielding \( E(\epsilon_{i3}(T_i, M_i(T_i)) \mid T_i = t, M_i = m) = E(\epsilon_{i3}(t, m)) \mid T_i = t) = E(\epsilon_{i3}(t, m)) = 0 \) for any \( t \) and \( m \) where the second equality follows from equation \([4]\). Thus, the parameters in equations \([12]\) and \([13]\) are identified under Assumption 1. Finally, under Assumption 1 and the LSEM, we can write \( E(M_i \mid T_i) = \alpha_2 + \beta_2 T_i \) and \( E(Y_i \mid M_i, T_i) = \alpha_3 + \beta_3 T_i + \gamma M_i \). Using these expressions and Theorem 1, the ACME can be shown to equal \( \beta_2 \gamma \).

\[ \text{C Proof that } \rho = 0 \text{ under Assumption 1} \]

First, as shown in Appendix B, Assumption 1 implies \( E(\epsilon_{i2}(T_i) \mid T_i) = 0 \) and \( E(\epsilon_{i3}(T_i, M_i(T_i)) \mid T_i, M_i) = 0 \) where the (potential) error terms are defined in equations \([28]\) and \([29]\). These mean independence relationships (together with the law of iterated expectations) imply,

\[
0 = E(\epsilon_{i3}(T_i, M_i(T_i)))M_i = E\{\epsilon_{i3}(T_i, M_i(T_i))(\alpha_2 + \beta_2 T_i + \epsilon_{i2}(T_i))\} = E\{\epsilon_{i3}(T_i, M_i(T_i))\epsilon_{i2}(T_i)\}.
\]

Thus, under Assumption 1, we have \( \rho = 0 \iff E\{\epsilon_{i2}(T_i)\epsilon_{i3}(T_i, M_i(T_i))\} = 0. \)

\[ \text{D Proof of Theorem 4} \]

First, we write the LSEM in terms of equations \([12]\) and \([14]\). We omit possible pre-treatment confounders \( X_i \) from the model for notational simplicity, although the result below remains true even if such confounders are included. Since equation \([4]\) implies \( E(\epsilon_{ji} \mid T_i) = 0 \) for \( j = 2, 3 \), we can consistently estimate \( (\alpha_1, \alpha_2, \beta_1, \beta_2) \), where \( \alpha_1 = \alpha_3 + \alpha_2 \gamma \) and \( \beta_1 = \beta_3 + \beta_2 \gamma \), as well as \( (\sigma_1^2, \sigma_2^2, \tilde{\rho}) \). Thus, given a particular value of \( \rho \), we have \( \tilde{\rho}\sigma_1 \sigma_2 = \gamma \sigma_3^2 + \tilde{\rho}\sigma_2 \sigma_3 \) and \( \sigma_1^2 = \gamma^2 \sigma_3^2 + \sigma_2^2 + 2\gamma \rho \sigma_2 \sigma_3 \). If \( \rho = 0 \), then \( \gamma = \tilde{\rho}\sigma_1 / \sigma_2 \) provided that \( \sigma_3^2 = \sigma_1^2(1 - \rho^2) \geq 0 \). Now, assume \( \rho \neq 0 \). Then, substituting \( \sigma_3 = (\tilde{\rho}\sigma_1 - \gamma \sigma_2) / \rho \) into the above expression of \( \sigma_1^2 \) yields the following quadratic equation, \( \gamma^2 - 2\gamma \tilde{\rho}\sigma_1 / \sigma_2 + (\sigma_1^2(\tilde{\rho} - \rho^2))/\sigma_3^2(1 - \rho^2) = 0 \). Solving this equation and using \( \sigma_3 \geq 0 \), we obtain the following desired expression, \( \gamma = \sigma_1^2 (\tilde{\rho} \rho \sqrt{(1 - \tilde{\rho} - \rho^2)/(1 - \rho^2)}/\sigma_3^2 \). Thus, given a particular value of \( \rho \), \( \tilde{d}(t) \) is identified.

\[ \text{E Nonparametric Sensitivity Analysis} \]

We consider a sensitivity analysis for the simple plug-in nonparametric estimator introduced in Section 4.2. Unfortunately, sensitivity analysis is not as straightforward as the parametric settings. Here, we examine the special case of binary mediator and outcome where some progress can be made and leave the development of sensitivity analysis in a more general nonparametric case for future research.

We begin by the nonparametric bounds on the ACME without assuming equation \([5]\) of the sequential ignorability assumption. In the case of binary mediator and outcome, we can derive the
following sharp bounds using the result of [Sjölander (2009)],

\[
\max \left\{ \begin{array}{c}
-P_{001} - P_{011} \\
-P_{000} - P_{001} - P_{100} \\
-P_{011} - P_{010} - P_{110}
\end{array} \right\} \leq \bar{\delta}(1) \leq \min \left\{ \begin{array}{c}
P_{101} + P_{111} \\
P_{000} + P_{100} + P_{101} \\
P_{010} + P_{110} + P_{111}
\end{array} \right\},
\]

(30)

\[
\max \left\{ \begin{array}{c}
-P_{100} - P_{110} \\
-P_{001} - P_{000} - P_{101} \\
-P_{011} - P_{010} - P_{111}
\end{array} \right\} \leq \bar{\delta}(0) \leq \min \left\{ \begin{array}{c}
P_{000} + P_{010} \\
P_{010} + P_{011} + P_{111} \\
P_{000} + P_{001} + P_{101}
\end{array} \right\},
\]

(31)

where \( P_{gmt} \equiv \Pr(Y_i = y, M_i = m \mid T_i = t) \) for all \( y, m, t \in \{0, 1\} \). These bounds always contain zero, implying that the sign of the ACME is not identified without an additional assumption even in this special case.

To construct a sensitivity analysis, we follow the strategy of [Imai and Yamamoto (2010)] and first express the second assumption of sequential ignorability using the potential outcomes notation as follows,

\[
\Pr(Y_i(1, 1) = y_{11}, Y_i(1, 0) = y_{10}, Y_i(0, 1) = y_{01}, Y_i(0, 0) = y_{00} \mid M_i = 1, T_i = t') = \Pr(Y_i(1, 1) = y_{11}, Y_i(1, 0) = y_{10}, Y_i(0, 1) = y_{01}, Y_i(0, 0) = y_{00} \mid M_i = 0, T_i = t')
\]

(32)

for all \( t', y_{tm} \in \{0, 1\} \). The equality states that within each treatment group the mediator is assigned independent of potential outcomes. We now consider the following sensitivity parameter \( \nu \), which is the maximum possible difference between the left and right hand side of equation (32). That is, \( \nu \) represents the upper bound on the absolute difference in the proportion of any principal stratum that may exist between those who take different values of the mediator given the same treatment status. Thus, this provides one way to parametrize the maximum degree to which the sequential ignorability can be violated. (Other, potentially more intuitive, parametrization are possible, but as shown below this parametrization allows for easier computation of the bounds).

Using the population proportion of each principal stratum, i.e., \( \pi_{ym1ym0}^{m1m0} \equiv \Pr(Y_i(1, 1) = y_{11}, Y_i(1, 0) = y_{10}, Y_i(0, 1) = y_{01}, Y_i(0, 0) = y_{00}, M_i(1) = m_1, M_i(0) = m_0) \), we can write this difference as follows,

\[
\left| \frac{\sum_{m=0}^{1} \pi_{ym1ym0}^{m1m0}}{\sum_{y=0}^{1} P_{y11}} - \frac{\sum_{m=0}^{1} \pi_{ym0ym0}^{m0m0}}{\sum_{y=0}^{1} P_{y01}} \right| \leq \nu,
\]

(33)

\[
\left| \frac{\sum_{m=1}^{1} \pi_{ym1ym0}^{m1m1}}{\sum_{y=0}^{1} P_{y10}} - \frac{\sum_{m=0}^{1} \pi_{ym0ym0}^{m1m0}}{\sum_{y=0}^{1} P_{y00}} \right| \leq \nu,
\]

(34)

where \( \nu \) is bounded between 0 and 1. Clearly, if and only if \( \nu = 0 \), the sequential ignorability assumption is satisfied.

Finally, note that the ACME can be written as the following linear function of unknown parameters \( \pi_{ym1ym0}^{m1m1} \).

\[
\bar{\delta}(t) = \sum_{m=0}^{1} \sum_{y_{1-t,m}=0}^{1} \sum_{y_{01-m}=0}^{1} \sum_{y_{00-m}=0}^{1} \left( \sum_{m=0}^{1} \pi_{ym1ym0}^{m1m0} - \sum_{m=1}^{1} \pi_{ym1ym0}^{m1m1} \right),
\]

(35)
Figure 3: Nonparametric Sensitivity Analysis for the Media Framing Experiment. In each panel, the solid curves show the sharp upper and lower bounds on the ACME as a function of the sensitivity parameter \( \nu \), which represents the degree of violation of the sequential ignorability assumption. The horizontal dashed lines represent the point estimates of \( \bar{\delta}(1) \) (upper panel) and \( \bar{\delta}(0) \) (lower panel) under Assumption 1. In contrast to the parametric sensitivity analysis reported in Section 6.2, the estimates are shown to be rather sensitive to the violation of Assumption 1.

where one of the subscripts of \( \pi \) corresponding to \( y_{tm} \) is equal to 1. Then, given a fixed value of sensitivity parameter \( \nu \), you can obtain the sharp bounds on the ACME by numerically solving the linear optimization problem with the linear constraints implied by equations (33) and (34) as well as the following relationship implied by the ignorability of the treatment assignment,

\[
P_{y_{mt}} = \sum_{y_1-t,m=0}^{1} \sum_{y_1-t,m=0}^{1} \sum_{y_1-t,m=0}^{1} \sum_{y_1-t,m=0}^{1} \pi_{y_11,y_10,y_01,y_00}^{m1m0},
\]

for each \( y, m, t \in \{0,1\} \). In addition, we use the linear constraint that all \( \pi_{y_11,y_10,y_01,y_00}^{m1m0} \) sum up to 1.

We apply this framework to the media framing example described in Sections 2 and 6. For the purpose of illustration, we dichotomize both the mediator and treatment variables using their sample medians as cutpoints. Figure 3 shows the results of this analysis. In each panel, the solid curves represent the sharp upper and lower bounds on the ACME for different values of the sensitivity parameter \( \nu \). The horizontal dashed lines represent the point estimates of \( \bar{\delta}(1) \) (upper panel) and \( \bar{\delta}(0) \) (lower panel) under Assumption 1. This corresponds to the case where the sensitivity parameter is exactly equal to zero (i.e. \( \nu = 0 \)), so that equation (32) holds. The
sharp bounds widen as we increase the value of $v$, until they flatten out and become equal to the no-assumption bounds given in equations \([30]\) and \([31]\).

The results suggest that the point estimates of the ACME are rather sensitive to the violation of the sequential ignorability assumption. For both $\bar{\delta}(1)$ and $\bar{\delta}(0)$, the upper bounds sharply increase as we increase the value of $v$ and cross the zero line at small values of $v$ (0.019 for $\bar{\delta}(1)$ and 0.022 for $\bar{\delta}(0)$). This contrasts with the parametric sensitivity analyses reported in Section 6.2, where the estimates of the ACME appeared quite robust to the violation of Assumption [1]. Although the direct comparison is difficult because of different parametrization and variable coding, this stark difference illustrates the potential importance of parametric assumptions in causal mediation analysis; a significant part of identification power could in fact be attributed to such functional form assumptions as opposed to empirical evidence.
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