An Optimization-Based IMU/Lidar/Camera Co-calibration Method
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Abstract—Recently, multi-sensors fusion has achieved significant progress in the field of autonomy to improve navigation and position performance. As the prerequisite of the fusion algorithm, the demand for the extrinsic calibration of multi-sensors is growing. To calculate the extrinsic parameter, many researches have been dedicated to the two-step method, which integrates the respective calibration in pairs. It is inefficient and incompliant because of losing sight of the constrain of all sensors. With regard to remove this burden, an optimization-based IMU/Lidar/Camera co-calibration method is proposed in the paper. Firstly, the IMU/camera and IMU/Lidar online calibrations are conducted, respectively. Then, the corner and surface feature points in the chessboard are associated with the coarse result and the camera/lidar constraint is constructed. Finally, construct the co-calibration optimization to refine all extrinsic parameters. We evaluate the performance of the proposed scheme in simulation and the result demonstrates that our proposed method outperforms the two-step method.
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I. INTRODUCTION

Intelligent mobility plays a more and more important role in the field of autonomous driving, disaster relief, exploration, life service, and so on. To establish a high-precision and robust perception and localization system, multi-sensor fusion technology has been widely applied in intelligent mobility [1]. Especially, camera, Lidar, and IMU occupy very important positions with their complementing advantages. Camera can provide rich, colorful but unstable semantic information and Lidar gives accurate, robust but sparse depth information, which is resistant to illumination. IMU is high-autonomy but its error accumulates over time. To achieve reciprocal advantages, the information from different sensors is delicately fused to construct an accurate and robust fusion system [2]. Now, IMU/Camera/Lidar integrated system is increasingly becoming the focus of multi-sensor systems for intelligent mobility.

To fuse sensors precisely, information from all sensors should be unified in one coordinate system by calculating the relative 6-Dimension pose of each sensor in the procedure of calibration. Calibration is the prerequisite of location and perception for intelligent mobility and has been widely and deeply researched recently. Especially, plentiful researches focus on the calibration of pairwise sensors, such as IMU/camera, IMU/Lidar and Lidar/camera [3]. But there are fewer researches focusing on more than two sensors, especially for three different sensors. The usual calibration method for more than two sensors is based on the simple combination of pairwise sensor, ignoring the constrain crossing all sensors, which will lead to unstable and inaccurate result in complex environments. In order to solve this problem, a more accurate co-calibration IMU/Camera/Lidar algorithm is proposed in this paper. The contributions of this paper are as follows:

1) Improve accuracy of IMU/Camera/Lidar calibration by the mutual constraints of IMU/camera, IMU/Lidar and Lidar/camera;

2) Provide initial value for Lidar/camera calibration by IMU/camera and IMU/Lidar sub-calibration system;

3) Lidar/camera calibration was carried out based on the line and surface features of the chessboard to improve the observability of the calibration system;

4) Provide a real-time IMU/Camera/Lidar co-calibration method.

The remainder of this paper is organized as follows. Section II gives a brief review of related work. Section III presents the detail of the proposed algorithm. Section IV provides the experimental results to show the precise of the proposed method. Finally, conclusions and open issues are discussed in Section V.

II. RELATIVE WORK

A. IMU/Camera Calibration

Thanks to the advancement of IMU and camera, IMU/camera integrated navigation system has been widely applied in autonomous mobility. And the calibration of the two sensors has been researched as it affects the accuracy of the integrated system. IMU/camera calibration can be divided into offline calibration and online calibration. Offline calibration needs to be carried out in advance but it is high-precision. Faraz M et al. proposed a chessboard-based IMU/camera calibration method with the time correlations of the IMU and uncertainties computing [4]. Rehder, J et al. published kalibr, an open-source calibration tool for IMU/camera, which is based on a chessboard and can simultaneously calibrate intrinsic and extrinsic parameters of IMU and camera [5].
Online calibration is convenient, robust and fast. Nevertheless, the accuracy is lower than the offline calibration because of the IMU’s error accumulation. To deal with the external disturbances in the application of Visual-Inertial Odometry (VIO), Xiao et al. proposed an online calibration monitor to recalibrate the extrinsic parameter as it changes [6].

B. IMU/Lidar Calibration

Lidar, as a 3D perception sensor, is the pioneer to solve the 3D simultaneous, location and mapping (SLAM) problem. To introduce the IMU to improve the performance of Lidar-based SLAM, the calibration of IMU/Lidar is of great importance. Similar to IMU/camera calibration, IMU/Lidar calibration can be divided into offline and online calibration. Offline calibration needs to be carried out in advance, which is accurate but inconvenient. Lv et al. developed a continuous-time-based IMU/Lidar calibration method to deal with the Lidar distortion in the high maneuver condition, and then introduced the observability-aware modules of segmentation and degeneration to improve the accuracy and robustness of this system [7][8].

Online calibration is convenient and fast but the accuracy is lower because of IMU’s error accumulation. Cedric Le Gentil et al. researched the unsampled pre-integrated of IMU information to deal with the motion distortion in the IMU/Lidar online calibration system [9]. Liu et al. proposed a target-less-based multi-feature online calibration method, which detects the point/sphere, line/cylinder and plane features for Lidar registration [10]. Zuo et al. published the LIC-Fusion system, an MSCKF-based Lidar/IMU/camera online calibration and location system [11]. Then, they creatively introduced a sliding window filter and outlier rejection to the system to improve the accuracy and robustness [12].

C. Camera/Lidar Calibration

In the field of autonomous mobility, camera and Lidar based 3D perception has been extensively applied subsequent to the wide use of Lidar and camera. And plenty of research strived on the calibration of camera and Lidar, which greatly affects the precision and robustness of the 3D perception. Camera/Lidar calibration can be divided into the target-based and target-less methods. Target-based calibration needs to prepare the targets to generate the relation formulation of the two sensors for calibration. Verma S et al. researched a line and plane based camera/Lidar calibration with a checkboard and demonstrated that parallel boundaries substantially degraded the calibration system [13]. Kümmerle et al. constructed an estimation problem to calculate the intrinsic and extrinsic parameters simultaneously with a spherical calibration target [14]. Kim et al. converted the 2D-3D registration to 3D-3D registration calibration problem with a planar chessboard [15]. Xie et al. developed a novel circular-holes-based chessboard and proposed a new detection algorithm for Lidar and camera calibration. Choi et al. developed a 3D calibration target to calibrate the thermal infrared camera and Lidar [16].

The target-less method is convenient and useful. Pandey et al. utilized the surface intensities of Lidar and camera to construct the target-less estimation problem for camera and Lidar. But the unknown initial value results in slower convergence. Zhen et al. proposed a camera/Lidar-based structure from motion problem with the online IMU/Lidar calibration simultaneously [17]. Nagy et al. converted 2D-3D calibration problem to 3D-3D registration problem by structure from motion of camera[18]. Yuan et al. proposed a target-less-based Lidar/camera calibration method in the natural environment by matching the natural edge features of Lidar and camera [19].

D. Multi-sensors

With the omnidirectional localization and perception requirements of autonomous driving, more and more sensors are introduced, such as Lidar, camera, radar, sonar, wheel odometry, IMU and so on. Generally, with the increase of the sensors, the performance of the multi-sensor system becomes better. The performance of the multi-sensor system extremely depends on the calibration. To apply the multi-sensor system, it is necessary to calibrate them simultaneously. There are many researches about multi-camera, multi-Lidar, multi-IMU, multi-camera and Lidar, multi-Lidar and camera, IMU and multi-camera while rare researches emphasize the simultaneous calibration of more than three kinds of sensors [20][21][22] [23] [24] [25]. Domhof et al. developed an IMU/Lidar/radar co-calibration system and demonstrated the robustness of this system[26]. Pentek et al. presents a target-less Lidar-GNSS/IMU-camera joint calibration system for the unmanned aerial vehicle by estimating Lidar-GNSS/IMU and GNSS/IMU-camera extrinsic in sequence[27]. The only method about IMU/Lidar/camera calibration based on Kalman filter, which is imprecise to deal with the linear problem in SLAM, is mentioned in the preprint paper[28]. All of these researches demonstrate that the co-calibration of all sensors is more accurate and robust than the divide calibration. Therefore, an optimization-based IMU/Lidar/camera calibration is imperative for autonomous mobility.

In this paper, an optimization-based joint calibration algorithm with the geometric constraint of three pairs of sensors is proposed. At the same time, the calibration results of IMU/camera and IMU/Lidar are utilized as the initial value of camera/Lidar to facilitate the detection of a chessboard. Then the line and plane feature points are introduced to improve the observability of the calibration system. Finally, the co-calibration problem is proposed and solved.

III. Method

This paper developed a high-precision joint calibration algorithm and the overall framework of the proposed algorithm is shown in Fig. 1. There are mainly four steps to deal with the information from three sensors: IMU/camera online sub-calibration system, IMU/Lidar online sub-calibration system, Lidar/camera line/plane association, and IMU/Lidar/camera co-calibration system.

![Fig. 1. The system structure of the proposed method.](image-url)
As shown in Fig. 2, at first, the extrinsic parameter of IMU/camera is introduced as a state vector to VIO system, which is inspired by VINS-MONO. Similarly, the extrinsic parameter of IMU/Lidar is introduced as a state vector to Lidar inertial odometry system and the Lidar deskew is performed based on the constant velocity assumption but not the IMU because of the unknown transformation matrix. Third, based on the results of the IMU/Lidar and IMU/camera sub-calibration systems, the initial transformation matrix from camera to Lidar is calculated. Then, the line and surface feature points in the calibration board from the two sensors are extracted and associated. Finally, the overall IMU/Lidar/camera system is constructed based on the estimation results of the IMU/Lidar and IMU/camera subsystems and the line and surface features to construct the joint optimization of the three sensors. The feature association based on the initial estimation improves the accuracy of line-surface feature matching, and the point-surface feature association establishes calibration constraints for each sensor, which improves the accuracy of the calibration system.

![Diagram](image)

**Fig. 2. The system structure of the proposed method.**

**A. IMU/Camera Calibration**

To ensure the fast convergence of the online calibration of IMU/camera, the hand-eye calibration method is applied to roughly estimate the rotation of IMU and camera:

\[ T_{C0}^L T_{Cn}^L T_{I_n}^L = T_{I_0}^L \]

(1)

where, \( T_{C0}^L \), \( T_{Cn}^L \), and \( T_{I_n}^L \) represent the transformation matrix from Camera to IMU at t0, Camera at tn to Camera at t0, and IMU at tn to IMU at t0, respectively.

Then, construct the critical online IMU/camera calibration system with the initial rotation. The state vector is set as:

\[ X_{IC} = [x_0 \ \ldots \ \ x_m \ \ s_0 \ \ldots \ \ s_n \ \ q_f^C \ \ p_f^C] \]

(2)

where, \( x_k \) includes the pose and velocity of the vehicle at time k and the bias of acceleration and gyroscope. \( s_0 \) represents the inverse depth of the n-th feature points in the environment. \( q_f^C \) is the rotation quaternion from IMU to Camera and \( p_f^C \) is the translation from IMU to Camera.

The optimization objective function of the tight-integrated online calibration IMU/camera system is set according to VINS-MONO [29]:

\[ f(\xi_{CI}) = \arg \min \{ \| p_f - J_p X \|^2 + \| y_{IMU}(z, X) \|^2 + \| y_{C}(z, X) \|^2 \} \]

(3)

where the three error items are residual of marginalization, IMU measurement and reprojection error of camera, respectively. Especially, the residual of the camera is composed of the extrinsic parameter of IMU and camera. By optimizing the objective function in Eq. (3), the extrinsic of IMU/camera and the pose of mobility vehicle can be estimated online and real time. In addition the initialization of gravity and velocity is also introduced as the same as VINS-MONO.

**B. IMU/Lidar Calibration**

To ensure the fast convergence of the online calibration of IMU/Lidar, the hand-eye calibration method is applied to roughly estimate the rotation of IMU and Lidar:

\[ T_{I_0}^L T_{I_n}^L T_{I_n}^L = T_{I_0}^L \]

(4)

where, \( T_{I_0}^L \), \( T_{I_n}^L \), \( T_{I_n}^L \), and \( T_{I_0}^L \) represent the transformation matrix from Lidar to IMU at t0, Lidar at tn to Camera at t0, IMU at tn to Lidar at tn, and IMU at tn to IMU at t0. With the estimated rotation of IMU/Lidar, we can undistort the Lidar points by the large motion.

Then, construct the critical online IMU/Lidar calibration system with the initial rotation. The state vector is set as:

\[ X_{IL} = [x_0 \ \ldots \ \ x_m \ \ q_f^L \ \ p_f^L] \]

(5)

where, \( x_k \) includes the pose and velocity of the vehicle at time k and the bias of acceleration and gyroscope. \( q_f^L \) is the rotation quaternion from IMU to Lidar and \( p_f^L \) is the translation from IMU to Lidar. \( T_{I_n}^L \) is composed of \( q_f^L \) and \( p_f^L \).

The optimization objective function is set according to LIO-SAM[30]:

\[ f(\xi_{LI}) = \arg \min \{ \| y_{IMU}(z, X) \|^2 + \| y_{Plane}(z, X) \|^2 + \| y_{Line}(z, X) \|^2 \} \]

(6)

where the three error items are residual of IMU measurement, the distance of Lidar plane point to map and distance of Lidar line point to map, respectively. Especially, the residual of plane and line point between Lidar and map is composed of the external parameter of IMU and Lidar. By optimizing the objective function in Eq. (3), the extrinsic of IMU/Lidar and the pose of mobility vehicle can be estimated online and real time. In addition, the initialization result of gravity and velocity in Sec III-C is introduced for the initial value of Lidar/IMU online calibration.

**C. Camera/Lidar Association**

In order to add the constrain of camera and Lidar, the line and plane feature points-based camera/lidar association is proposed. At first, calculate the initial transformation matrix from Lidar to camera with the estimated matrix of IMU/camera and IMU/Lidar:
where, $T^C_L$, $T^I_L$, and $T^C_I$ represents the transformation matrix from IMU to camera, Lidar to IMU, and Lidar to camera, respectively.

Then, extract the 3D line and plane feature points in the chessboard from image and Lidar. The introduce of the line feature points can improve the observability of the calibration system. Finally, we can translate the feature points from Lidar to camera and find the associate of the Lidar and camera points by the nearest principle. Fig. 3 shows the extracted points from Lidar and camera.

![Fig. 3. The extracted points from Lidar and camera.](image)

### D. IMU/Camera/Lidar Calibration

We can construct the constrain problem of Lidar and camera with the chessboard in Fig 3. The state vector is set as:

$$X_{ICL} = [x_0 \ \ldots \ \ x_m \ \ q^c_I \ \ p^f_I \ \ q^f_I \ \ p^f_I]$$  \hspace{1cm} (8)

where, $x_k$ includes the pose and velocity of the vehicle at time k and the bias of acceleration and gyroscope. $q^c_I$ is the rotation quaternion from IMU to Camera and $p^f_I$ is the translation from IMU to Camera. $T^C_{i_n}$ is composed of $q^c_I$ and $p^f_I$. $q^f_I$ is the rotation quaternion from IMU to Lidar and $p^f_I$ is the translation from IMU to Lidar. $T^C_{i_n}$ is composed of $q^f_I$ and $p^f_I$.

The optimization objective function is:

$$f(\xi_{ICL}) = \arg\min \left\{ \|y_{IMU}(z,X)\|^2 + \|y_{chessboard,L}(z,X)\|^2 \right\}$$  \hspace{1cm} (9)

where, the three error items are residual of IMU measurement, distance of lidar plane point to map and distance of lidar line point to map, respectively. Especially, the residual of plane and line point between Lidar and map is composed of the extrinsic parameter of IMU and Lidar. By optimizing the objective function in Eq. (9), the extrinsic of IMU/camera, IMU/Lidar and Lidar/camera can be estimated online and real time. The detail of the residual of the chessboard is:

$$y_L(\chi_{chessboard,L}(z,X)) = \arg\min \left\{ \|q^c_I q^f_I P^C_{Plane} - P^L_{Plane}\|^2 + \right\}$$  \hspace{1cm} (10)

Finally, with the refined calibration result we can undistort Lidar points continually to improve the location and calibration precision.

### IV. Experiments

We conduct the simulation test to show the accuracy of the proposed IMU/camera/Lidar co-calibration method with Lidar VLP-16, MEMS-IMU and camera in a simulated quadrotor. The parameters of the sensors are set as Table I. To calibrate the 6D pose for the three sensors, the 3D rotation and translation movements is necessary and the chessboard is arranged in the environment as shown in Fig. 4.

![Fig. 4. Simulation environment.](image)

#### TABLE I. SENSOR PARAMETERS

| Sensors                  | Parameter          | Frequency |
|--------------------------|--------------------|-----------|
| Accelerometer noise density | 60 μg/√Hz          | 400Hz     |
| Accelerometer in-run bias stability | 15 μg               | 400Hz     |
| Gyroscope noise density  | 0.01°/s/√Hz        | 400Hz     |
| Gyroscope bias           | 10 deg/h           | 400Hz     |
| Lidar noise              | 0.03m              | 10Hz      |
| Camera Pixel Size        | 2μm x 2μm          | 50Hz      |

![Fig. 5. The results of Lidar/camera calibration of the two-step method and the proposed co-calib method.](image)

#### TABLE II. CALIBRATION RESULTS

| Sensors                  | Calibration value |
|--------------------------|-------------------|
|                           | True value | Two-step | Co-calib |
| IMU/Lidar                |            |         |
| Rotation x(rad)           | 0.16       | 0.172   | 0.164   |
| Rotation y(rad)           | 0.16       | 0.167   | 0.158   |
| Rotation z(rad)           | 0.16       | 0.165   | 0.158   |
| Translation x (m)         | 0.1        | 0.109   | 0.102   |
| Translation y (m)         | 0.08       | 0.071   | 0.081   |
| Translation z (m)         | 0.04       | 0.046   | 0.044   |
| IMU/Camera               |            |         |
| Rotation x (rad)          | 0.16       | 0.165   | 0.165   |
| Rotation y (rad)          | 0.16       | 0.159   | 0.161   |
| Rotation z (rad)          | 0.04       | 0.046   | 0.044   |
| Translation x (m)         | 0.1        | 0.123   | 0.103   |
| Translation y (m)         | 0.04       | 0.011   | 0.001   |
| Translation z (m)         | 0.02       | 0.023   | 0.003   |

The proposed method is compared with the two-step method. In the two-step method, we calibrate the IMU and camera with kalibr and then calibrate IMU and Lidar with the open source
method in [8], which is modified to only one iteration for real test. Afterwards, the translation matrix from Lidar to camera can be calculated. Finally, project the Lidar point to the image to show the efficiency of the proposed method, as shown in Fig. 5. The calibration result of IMU/Lidar and IMU/camera are shown in Table II and we can see that the accuracy of the proposed method is improved greatly.

V. CONCLUSION

To improve the accuracy of IMU/Lidar/Camera calibration, an optimization-based Co-calibration method is proposed in the paper. To fuse the mutual constraints of IMU/camera, IMU/Lidar and Lidar/camera, the IMU/camera and IMU/Lidar online calibration is conducted first. And then the corner and surface feature points in the chessboard are associated with the coarse calibration result of IMU/camera and IMU/Lidar to construct the camera/Lidar constraint. Finally, the co-calibration optimization is constructed to refine all extrinsic parameters. In the simulation test, it is demonstrated that our proposed method outperforms the normal two-step method.
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