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ON THE INDEX OF A NON-FREDHOLM MODEL OPERATOR
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ABSTRACT. Let \( \{A(t)\}_{t \in \mathbb{R}} \) be a path of self-adjoint Fredholm operators in a Hilbert space \( \mathcal{H} \), joining endpoints \( A_+ \) as \( t \to \pm \infty \). Computing the index of the operator \( DA = \partial / \partial t + A \) acting on \( L^2(\mathbb{R}; \mathcal{H}) \), where \( A \) denotes the multiplication operator \( (Af)(t) = A(t)f(t) \) for \( f \in L^2(\mathbb{R}; \mathcal{H}) \), and its relation to spectral flow along this path, has a long history, but it is mostly focussed on the case where the operators \( A(t) \) all have purely discrete spectrum.

Introducing the operators \( H_1 = DA \) and \( H_2 = DA^2 \), we consider spectral shift functions, denoted by \( \xi(\cdot; A_+; A_-) \) and \( \xi(\cdot; H_2; H_1) \) associated with the pairs \( (A_+, A_-) \) and \( (H_2, H_1) \). Under the restrictive hypotheses that \( A_+ \) is a relatively trace class perturbation of \( A_- \), a relationship between these spectral shift functions was proved in [13], for certain operators \( A_\pm \) with essential spectrum, extending a result of Pushnitski [22]. Moreover, assuming \( A_{\pm} \) to be Fredholm, the value \( \xi(0; A_{\pm}, A_{\pm}) \) was shown to represent the spectral flow along the path \( \{A(t)\}_{t \in \mathbb{R}} \) while that of \( \xi(0; H_1, H_2) \) yields the Fredholm index of \( DA \). The fact, proved in [14], that these values of the two spectral functions are equal, resolves the index = spectral flow question in this case. This relationship between spectral shift functions was generalized to non-Fredholm operators in [2] again under the relatively trace class perturbation hypothesis. In this situation it asserts that the Witten index of \( DA \), denoted by \( W_r(DA) \), a substitute for the Fredholm index in the absence of the Fredholm property of \( DA \), is given by

\[
W_r(DA) = \xi_L(0; H_2, H_1) = \frac{\xi_L(0; A_+, A_-) + \xi_L(0; A_-, A_-)}{2}.
\]

Here one assumes that \( \xi(\cdot; A_-, A_) \) possesses a right and left Lebesgue point at 0 denoted by \( \xi_L(0; A_-, A-) \) (and similarly for \( \xi_L(0; H_2, H_1) \)).

When the path \( \{A(t)\}_{t \in \mathbb{R}} \) consists of differential operators, the relatively trace class perturbation assumption is violated. The simplest assumption that applies (to differential operators in 1+1 dimensions) is to admit relatively Hilbert–Schmidt perturbations. This is not just an incremental improvement. In fact, the method we employ here is of interest in any dimension. Moreover we consider \( A_\pm \) which are not necessarily Fredholm and we establish that the relationships between the two spectral shift functions found in all of the previous papers [9], [13], and [22], can be proved, even in the non-Fredholm case. The significance of our new methods is that, besides being simpler, they also allow a wide class of examples such as pseudodifferential operators in higher dimensions. Most importantly, we prove the above formula for the Witten index in the most general circumstances to date.

Date: September 8, 2015.

2010 Mathematics Subject Classification. Primary 47A53, 58J30; Secondary 47A10, 47A40.

Key words and phrases. Fredholm and Witten index, spectral shift function.

To appear in Operators and Matrices.
1. **Introduction**

Typical Hamiltonians in quantum mechanical models have some essential spectrum and this is true more generally for differential operators on non-compact manifolds. Much less is known about Fredholm theory and spectral flow in these situations. Our objective in this paper is to investigate operators for which zero is in the essential spectrum and for which Fredholm theory is not applicable.

This paper is motivated by [9] where results on an index theory for certain non-Fredholm operators are described using the model operator formalism in [14]. The latter paper was inspired by [22] which, in turn, was motivated by [24], where the relationship between the Fredholm index and spectral flow for operators with discrete spectrum is studied. The model operators considered there provide prototypes for more complex situations. They arise in connection with investigations of the Maslov index, Morse theory, Floer homology, Sturm oscillation theory, etc.

The principal aim in [22] and [14] was to extend the discrete spectrum results of [24], relating the Fredholm index and spectral flow, to a relatively trace class perturbation theory approach, permitting essential spectra. However the relatively trace class assumption rules out standard differential operators such as Dirac-type operators and thus, in order to incorporate this important class of examples, we need a more general framework. In this paper we introduce a new approach that enables us to handle relatively Hilbert–Schmidt perturbations. This improvement incorporates 1+1 dimensional differential operators while the methods introduced here are also applicable in more general situations. Moreover we prove the main result of [14] by a shorter and simpler method at the same time as generalizing it substantially so that it applies to non-Fredholm operators.

To introduce the model, let \( \{A(t)\}_{t \in \mathbb{R}} \) be a family of self-adjoint operators in the complex, separable Hilbert space \( \mathcal{H} \), subject to the assumption that self-adjoint limiting operators
\[
A_+ = \lim_{t \to +\infty} A(t), \quad A_- = \lim_{t \to -\infty} A(t)
\]  
exist in \( \mathcal{H} \) in the norm resolvent sense. We denote by \( \mathbf{A} \) the operator in \( L^2(\mathbb{R}; \mathcal{H}) \) defined by
\[
(\mathbf{A}f)(t) = A(t)f(t) \quad \text{for a.e. } t \in \mathbb{R},
\]
\[
f \in \text{dom}(\mathbf{A}) = \left\{ g \in L^2(\mathbb{R}; \mathcal{H}) \mid g(t) \in \text{dom}(A(t)) \text{ for a.e. } t \in \mathbb{R}; \right. 
\]
\[
t \mapsto A(t)g(t) \text{ is (weakly) measurable; } \int_{\mathbb{R}} dt \|A(t)g(t)\|_{\mathcal{H}}^2 < \infty \right\}.
\]
Next, we introduce the model operator

\[ D_A = \frac{d}{dt} + A, \quad \text{dom}(D_A) = \text{dom}(d/dt) \cap \text{dom}(A_-), \]  

and the associated nonnegative, self-adjoint operators

\[ H_1 = D_A^* D_A, \quad H_2 = D_A D_A^*, \]  

in \( L^2(\mathbb{R}; \mathcal{H}) \). (Here \( A_- \) in \( L^2(\mathbb{R}; \mathcal{H}) \) represents the self-adjoint constant fiber operator defined according to (1.2), with \( A(t) \) replaced by the asymptote \( A_- \).

Assuming that \( A_- \) and \( A_+ \) are boundedly invertible, we also recall (cf. [14]) that \( D_A \) is a Fredholm operator in \( L^2(\mathbb{R}; \mathcal{H}) \). Under the additional relatively trace class assumption, that is, \((A_+ - A_-)(A_+^2 + I_{\mathcal{H}})^{-1/2}\) is trace class, it is shown in [14] (and earlier in [22] under a more stringent set of hypotheses on the family \( A(\cdot) \)), that the Fredholm index of \( D_A \) may then be computed as follows,

\[ \text{index}(D_A) = \xi(0_+; H_2, H_1) = \xi(0; A_+, A_-). \]  

Here \( \xi(\cdot; S_2, S_1) \) denotes the spectral shift function for the pair of self-adjoint operators \( (S_2, S_1) \). Whenever \( S_j, j = 1, 2 \), are bounded from below, we adhere to the normalization

\[ \xi(\lambda; S_2, S_1) = 0 \quad \text{for} \quad \lambda < \inf(\sigma(S_1) \cup \sigma(S_2)), \]  

in particular, \( \xi(\lambda; H_2, H_1) = 0, \lambda < 0 \).

The new direction developed in [9] focuses on the model operator \( D_A \) in \( L^2(\mathbb{R}; \mathcal{H}) \) whenever the latter ceases to be Fredholm. First, we recall the definition of the Witten index as studied in [3] and [18]:

\[ W_r(D_A) = \lim_{\lambda \to 0} (-\lambda) \text{tr}_{L^2(\mathbb{R}; \mathcal{H})} \left( (H_1 - \lambda I)^{-1} - (H_2 - \lambda I)^{-1} \right), \]  

whenever the limit exists (where \( \text{tr}_{\mathcal{K}}(\cdot) \) abbreviates the trace in the Hilbert space \( \mathcal{K} \)). Here, the subscript “r” refers to the resolvent regularization used; other regularizations, for instance, semigroup (heat kernel) based ones, are possible (cf., [9]).

If \( D_A \) is Fredholm (and of course the necessary trace class conditions in (1.7) are satisfied), one has consistency with the Fredholm index of \( D_A \). In addition, under appropriate spectral assumptions the following connection between Fredholm, respectively, Witten indices and the underlying spectral shift function applies

\[ W_r(D_A) = \xi(0_+; H_2, H_1). \]  

Most importantly, \( W_r(D_A) \) exhibits invariance properties under additive, relatively trace class perturbations (apart from some additional technical hypotheses). This is sometimes dubbed topological invariance of the Witten index in the pertinent literature (see, e.g., [3], [2], [14], [18], and the references therein).

Originally, index regularizations such as (1.7) were studied in the context of supersymmetric quantum mechanics in the physics literature in the 1970’s and 1980’s, see, [3] for details.

The results of [3] for the specific model operator \( D_A \) in \( L^2(\mathbb{R}; \mathcal{H}) \) are as follows. Assuming that \( 0 \) is a right and a left Lebesgue point of \( \xi(\cdot; A_+, A_-) \) (denoted by \( \xi_{L}(0_+; A_+, A_-) \)), then it is also a right Lebesgue point of \( \xi(\cdot; H_2, H_1) \) (denoted by \( \xi_{L}(0_+; H_2, H_1) \)). Under this right/left Lebesgue point assumption on \( \xi(\cdot; A_+, A_-) \), the analog of (1.3) and (1.4) in the general case...
where $D_A$ ceases to be Fredholm, the principal new result of [9], then reads as follows,

$$W_r(D_A) = \xi_L(0_+; H_2, H_1) = [\xi_L(0_+; A_+, A_-) + \xi_L(0_-; A_+, A_-)]/2. \quad (1.9)$$

Recalling our earlier mention of Dirac operators, let $A_-$ be the flat space Dirac operator on spinor valued functions on $\mathbb{R}^n$ and perturb it by a multiplication operator by a function $\phi : \mathbb{R}^n \to \mathbb{R}$ (matrix-valued functions also provide examples) to define the operator $A_+ = A_- + \phi$. It follows from the discussion in Remark (c) of [25, Chapter 4] that, for $\phi$ of sufficiently rapid decay at $\pm \infty$, we can show that $(A_+ - A_-)(A_+^2 + I_H)^{-s/2}$ is trace class for $s > n$ but for no lesser value of $s$. Thus, even in one dimension the relatively trace class perturbation assumption is violated for geometric examples based on Dirac-type operators.

Our main objective in this paper is to extend the results described above to situations in which the relatively trace class perturbation assumption no longer holds, replacing it by Hypothesis 3.10 below. The new technique described here is an approximation argument that amounts, for differential operators, to using pseudodifferential approximating operators. Then, for the approximants, the relatively trace class perturbation condition is restored and the results of our earlier papers on spectral shift functions ([8], [9]) are available for use. So we obtain strong information on the spectral shift functions for the approximants. Then we find that they may be shown to converge to the spectral shift functions for the original operators, as the pseudodifferential approximating operators converge in an appropriate (strong resp., norm resolvent) sense. This leads to one of our main results, (1.9) under the most general Hypothesis 3.10 to date, which generalizes the main theorem of [14] and the subsequent [9].

While the strategy of this paper applies in higher dimensions (where the relatively Hilbert–Schmidt condition is replaced by a relatively Schatten class condition) further additional ideas are needed to make our approximation scheme work there. Examples in [10] illustrate some of the issues. This matter is a part of ongoing investigations. We remark that the topological meaning of the Witten index is explored in [18] and [11] while its geometric significance is still under investigation.

2. The Strategy Employed

In this section we briefly outline the principal new strategy employed in this paper that permits us to circumvent the relative trace class Hypothesis 2.1 used in [14] and [9]. Throughout this section we assume that Hypothesis 3.10 is valid.

1. Consider the family of self-adjoint operators $A(t)$, $t \in \mathbb{R}$, with asymptotes $A_\pm$ as well as $B(t)$, $t \in \mathbb{R}$, and $B_\pm$, such that

$$A(t) = A_- + B(t), \quad t \in \mathbb{R}. \quad (2.1)$$

Introduce $D_A = -\partial + A$ in $L^2(\mathbb{R}; H)$ as in (3.3), and define $A_-$ in $L^2(\mathbb{R}; H)$ as the self-adjoint (constant fiber) operator defined in (3.11). Next, introduce the operators $H_j$, $j = 1, 2$, in $L^2(\mathbb{R}; H)$ by $H_1 = D_A^*D_A$, $H_2 = D_A^2$ as in (1.3). In addition, assuming continuous differentiability of the family $B(\cdot)$ and introducing $B$ and $B'$ in terms of the bounded operator families $B(t)$, $B'(t)$, $t \in \mathbb{R}$, in analogy to (2.10), one can decompose $H_j$, $j = 1, 2$, as follows:

$$H_j = H_0 + BA_- + A_-B + B^2 + (-1)^jB', \quad j = 1, 2. \quad (2.2)$$
with
\[ A = A_+ + B, \quad \text{dom}(A) = \text{dom}(A_+). \]  

\[ (2.3) \]

II. Use the approximation
\[ A_n(t) = A_- + \chi_n(A_-)B(t)\chi_n(A_-), \quad n \in \mathbb{N}, \quad t \in \mathbb{R}, \]
with
\[ \chi_n(\nu) = \frac{n}{(\nu^2 + n^2)^{1/2}}, \quad \nu \in \mathbb{R}, \quad n \in \mathbb{N}, \]  

\[ (2.4) \]

\[ (2.5) \]

such that \( s\text{-lim}_{n \to \infty} \chi_n(A_-) = I. \)

Given our assumptions on \( B(\cdot) \) (cf. Hypothesis [3.10]) one infers that
\[ A_{-n} = A_-, \quad A_{+n} = A_- + \chi_n(A_-)B_+\chi_n(A_-), \quad n \in \mathbb{N}, \]

\[ (2.6) \]

\[ A_{+n} - A_- = \chi_n(A_-)B_+\chi_n(A_-) \in B_1(H), \quad n \in \mathbb{N}, \]

\[ (2.7) \]

\[ A_n'(t) = B_n'(t) = \chi_n(A_-)B_+\chi_n(A_-) \in B_1(H), \quad n \in \mathbb{N}, \quad t \in \mathbb{R}, \]

\[ (2.8) \]

\[ \int_{\mathbb{R}} \| A_n'(t) \|_{B_1(H)} < \infty. \]

\[ (2.9) \]

(We denote by \( B_p(H) \) the standard \( \ell^p \)-based trace ideals, \( p \geq 1 \).) Thus, one also obtains,
\[ H_{j,n} = H_0 + B_nA_- + A_-B_n + B_n^2 + (-1)^jB_n', \quad \text{dom}(H_{j,n}) = \text{dom}(H_0), \]

\[ n \in \mathbb{N}, \quad j = 1, 2, \]  

\[ (2.10) \]

with
\[ B_n = \chi_n(A_-)B\chi_n(A_-), \quad B_n' = \chi_n(A_-)B'\chi_n(A_-), \quad n \in \mathbb{N}. \]  

\[ (2.11) \]

III. As a consequence of step II, the spectral shift functions \( \xi(\cdot; A_{+n}, A_-) \) and \( \xi(\cdot; H_{2,n}, H_{1,n}) \), \( n \in \mathbb{N} \), exist and are uniquely determined by
\[ \xi(\cdot; A_{+n}, A_-) \in L^1(\mathbb{R}; d\nu), \quad \xi(\cdot; H_{2,n}, H_{1,n}) = 0, \quad \lambda < 0, \quad n \in \mathbb{N}. \]

\[ (2.12) \]

Moreover, employing [8] or [22], one obtains the approximate trace formula,
\[ \int_{[0, \infty)} \frac{\xi(\lambda; H_{2,n}, H_{1,n}) d\lambda}{(\lambda - z)^2} = \frac{1}{2} \int_{\mathbb{R}} \frac{\xi(\nu; A_{+n}, A_-) d\nu}{(\nu^2 - z)^{3/2}}, \quad n \in \mathbb{N}, \quad z \in \mathbb{C}\setminus[0, \infty). \]

\[ (2.13) \]

IV. The main result. Now we take the limits \( n \to \infty \) in (2.13). We use the trace norm convergence result in Theorem [5.13] in combination with some Fredholm determinant facts to control the limit \( n \to \infty \) of the left-hand and right-hand side of (2.13) to arrive at
\[ \int_{[0, \infty)} \frac{\xi(\lambda; H_2, H_1) d\lambda}{(\lambda - z)^2} = \frac{1}{2} \int_{\mathbb{R}} \frac{\xi(\nu; A_+, A_-) d\nu}{(\nu^2 - z)^{3/2}}, \quad z \in \mathbb{C}\setminus[0, \infty). \]

\[ (2.14) \]

Relation (2.13) combined with a Stieltjes inversion argument then implies the main formula of the paper (a Puslnitski-type relation between spectral shift functions):
\[ \xi(\lambda; H_2, H_1) = \frac{1}{\pi} \int_{-\lambda^{1/2}}^{\lambda^{1/2}} \frac{\xi(\nu; A_+, A_-) d\nu}{(\lambda - \nu^2)^{1/2}} \text{ for a.e. } \lambda > 0. \]

\[ (2.15) \]

As a result, one of the principal theorems proven in this paper then proves the equalities in (1.9). In particular, Equations (2.13), (2.15), and (1.9) represent the analog of the principal results in [13] and [14] for the model operator \( D_A \), but now under considerably more general hypotheses.
Notation. We briefly summarize some of the notation used in this paper: Let $\mathcal{H}$ be a separable complex Hilbert space, $(\cdot, \cdot)_\mathcal{H}$ the scalar product in $\mathcal{H}$ (linear in the second argument), and $I_\mathcal{H}$ the identity operator in $\mathcal{H}$.

Next, if $T$ is a linear operator mapping (a subspace of) a Hilbert space into another, then $\text{dom}(T)$ and $\ker(T)$ denote the domain and kernel (i.e., null space) of $T$. The closure of a closable operator $T$ is denoted by $\overline{T}$. The spectrum, essential spectrum, discrete spectrum, point spectrum, and resolvent set of a closed linear operator in a Hilbert space will be denoted by $\sigma(\cdot)$, $\sigma_{\text{ess}}(\cdot)$, $\sigma_d(\cdot)$, $\sigma_p(\cdot)$, and $\rho(\cdot)$, respectively.

The convergence of bounded operators in the strong operator topology (i.e., pointwise limits) will be denoted by $s$-$\lim$, similarly, norm limits of bounded operators will be denoted by $n$-$\lim$.

The Banach spaces of bounded and compact linear operators on a separable complex Hilbert space $\mathcal{H}$ are denoted by $\mathcal{B}(\mathcal{H})$ and $\mathcal{B}_\infty(\mathcal{H})$, respectively; the corresponding $p$-based trace ideals will be denoted by $\mathcal{B}_p(\mathcal{H})$, $p > 0$. Moreover, $\det_\mathcal{H}(I_K - A)$, and $\text{tr}_\mathcal{H}(A)$ denote the standard Fredholm determinant and the corresponding trace of a trace class operator $A \in \mathcal{B}_1(\mathcal{H})$.

Linear operators in the Hilbert space $L^2(\mathbb{R}; dt; \mathcal{H})$, in short, $L^2(\mathbb{R}; \mathcal{H})$, will be denoted by calligraphic boldface symbols of the type $T$, to distinguish them from operators $T$ in $\mathcal{H}$. In particular, operators denoted by $T$ in the Hilbert space $L^2(\mathbb{R}; \mathcal{H})$ typically represent operators associated with a family of operators $\{T(t)\}_{t \in \mathbb{R}}$ in $\mathcal{H}$, defined by

$$ (Tf)(t) = T(t)f(t) \text{ for a.e. } t \in \mathbb{R}, $$

$$ f \in \text{dom}(T) = \left\{ g \in L^2(\mathbb{R}; \mathcal{H}) \mid g(t) \in \text{dom}(T(t)) \text{ for a.e. } t \in \mathbb{R} \right\}, $$

$$ t \mapsto T(t)g(t) \text{ is (weakly) measurable: } \int_{\mathbb{R}} dt \|T(t)g(t)\|_{\mathcal{H}}^2 < \infty. $$

In the special case, where $\{T(t)\}$ is a family of bounded operators on $\mathcal{H}$ with $\sup_{t \in \mathbb{R}} \|T(t)\|_{\mathcal{B}(\mathcal{H})} < \infty$, the associated operator $T$ is a bounded operator on $L^2(\mathbb{R}; \mathcal{H})$ with $\|T\|_{\mathcal{B}(L^2(\mathbb{R}; \mathcal{H}))} = \sup_{t \in \mathbb{R}} \|T(t)\|_{\mathcal{B}(\mathcal{H})}$.

For brevity we will abbreviate $I := I_\mathcal{H}$ and $I := I_{L^2(\mathbb{R}; \mathcal{H})}$.

3. The Basic Setup

In this section we set the stage for an extension of [14] that circumvents the apparently fundamental relative trace class condition in Hypothesis 2.1 in [14], and [9].

We start by collecting our principal assumptions:

**Hypothesis 3.1.** Suppose $\mathcal{H}$ is a complex, separable Hilbert space.

(i) Assume $A_-$ is self-adjoint on $\text{dom}(A_-) \subseteq \mathcal{H}$.

(ii) Suppose we have a family of bounded operators $\{B(t)\}_{t \in \mathbb{R}} \subset \mathcal{B}(\mathcal{H})$, continuously differentiable in norm on $\mathbb{R}$ such that

$$ \|B'(\cdot)\|_{\mathcal{B}(\mathcal{H})} \in L^1(\mathbb{R}; dt). \quad (3.1) $$

Given Hypothesis 3.1, we introduce the family of self-adjoint operators $A(t)$, $t \in \mathbb{R}$, in $\mathcal{H}$, by

$$ A(t) = A_- + B(t), \quad \text{dom}(A(t)) = \text{dom}(A_-), \quad t \in \mathbb{R}. \quad (3.2) $$
Moreover, writing
\[ B(t) = B(t_0) + \int_{t_0}^{t} ds B'(s), \quad t, t_0 \in \mathbb{R}, \]  
(3.3)
one infers that the self-adjoint asymptotes
\[ \lim_{t \to \pm \infty} B(t) := B_{\pm} \in \mathcal{B}(\mathcal{H}) \]  
(3.4)
exist. In particular, we will make the choice
\[ B_{-} = 0 \]  
(3.5)
in the following and also introduce the asymptote,
\[ A_+ = A_- + B_+, \quad \text{dom}(A_+) = \text{dom}(A_-). \]  
(3.6)
Assumption 3.1 also yields,
\[ \sup_{t \in \mathbb{R}} \|B(t)\|_{\mathcal{B}(\mathcal{H})} \leq \int_{\mathbb{R}} dt \|B'(t)\|_{\mathcal{B}(\mathcal{H})} < \infty. \]  
(3.7)
A simple application of the resolvent identity yields (with \( t \in \mathbb{R}, z \in \mathbb{C}\setminus\mathbb{R} \))
\[ (A(t) - zI)^{-1} = (A_{\pm} - zI)^{-1} - (A(t) - zI)^{-1}[B(t) - B_{\pm}](A_{\pm} - zI)^{-1}, \]  
(3.8)
\[ \|[(A(t) - zI)^{-1} - (A_{\pm} - zI)^{-1}]_{\mathcal{B}(\mathcal{H})} \leq |\text{Im}(z)|^{-2}\|B(t) - B_{\pm}\|_{\mathcal{B}(\mathcal{H})}, \]  
(3.9)
and hence proves that
\[ \lim_{t \to \pm \infty} (A(t) - zI)^{-1} = (A_{\pm} - zI)^{-1}, \quad z \in \mathbb{C}\setminus\mathbb{R}. \]  
(3.10)
At this point we need to introduce additional hypotheses to those in Hypothesis 3.1. These additional requirements can be accommodated for differential operators in low dimensions. We know that a weakening of the next hypothesis is needed for higher-dimensional geometric examples such as those provided by Dirac-type operators.

**Hypothesis 3.2.** In addition to Hypothesis 3.1 assume the following conditions on \( B_+, B(t), t \in \mathbb{R} \):
(i) Suppose that \( |B_{+}|^{1/2}(A_{-} - z_0I)^{-1} \in \mathcal{B}_2(\mathcal{H}) \) for some (and hence for all) \( z_0 \in \rho(A_{-}) \).
(ii) Assume that \( \sup_{t \in \mathbb{R}} \|B'(t)\|_{\mathcal{B}(\mathcal{H})} < \infty. \)

**Remark 3.3.** For Dirac-type operators, the Hilbert–Schmidt condition in Hypothesis 3.2 is directly tied to the fact that we are considering differences of resolvents in (3.31). We know from [10] that we need to consider differences of higher powers of resolvents in higher-dimensional examples whose treatment is deferred to future investigations.

Assuming Hypothesis 3.2 in the following, the resolvent identity
\[ (A_+ - zI)^{-1} = (A_- - zI)^{-1} - (A_+ - zI)^{-1}B_+(A_- - zI)^{-1}, \quad z \in \mathbb{C}\setminus\mathbb{R}, \]  
(3.11)
combined with Hypothesis 3.2(i) yields
\[ (A_+ - zI)^{-1} - (A_- - zI)^{-1} = [(A_- - zI)(A_+ - zI)^{-1}]^{*}[|B_{+}|^{1/2}(A_- - zI)^{-1}]^{*} \times \text{sgn}(B_+) \|B_{+}||^{1/2}(A_- - zI)^{-1} \]  
(3.12)
and hence
\[ [(A_+ - zI)^{-1} - (A_- - zI)^{-1}]_{\mathcal{B}(\mathcal{H})} \in \mathcal{B}_1(\mathcal{H}), \quad z \in \mathbb{C}\setminus\mathbb{R}. \]  
(3.13)
Next, we turn to the pair \((H_2, H_1)\), assuming Hypothesis 3.2. First, we recall that \(A, B, A' = B'\), are defined in terms of the families \(A(t), B(t)\), and \(B'(t), t \in \mathbb{R}\), as in (2.10). In addition, \(A_-\) in \(L^2(\mathbb{R}; \mathcal{H})\) represents the self-adjoint (constant fiber) operator defined by 
\[
(A_- f)(t) = A_- f(t) \quad \text{for a.e. } t \in \mathbb{R},
\]

where we used that (3.7) implies 

\[\|B\|_{\mathcal{B}(L^2(\mathbb{R}; \mathcal{H}))} = \sup_{t \in \mathbb{R}} \|B(t)\|_{\mathcal{B}(\mathcal{H})} < \infty\]  
(3.16)

and hence

\[A = A_- + B, \quad \text{dom}(A) = \text{dom}(A_-).\]  
(3.17)

Here the operator \(d/dt\) in \(L^2(\mathbb{R}; \mathcal{H})\) is defined by 

\[
\left(\frac{d}{dt} f\right)(t) = f'(t) \quad \text{for a.e. } t \in \mathbb{R},
\]

\[
f \in \text{dom}(d/dt) = \left\{ g \in L^2(\mathbb{R}; \mathcal{H}) \mid g \in AC_{\text{loc}}(\mathbb{R}; \mathcal{H}), g' \in L^2(\mathbb{R}; \mathcal{H}) \right\} = W^{1,2}(\mathbb{R}; \mathcal{H}).
\]  
(3.18)

Clearly (cf. [14] Lemma 4.4, which also holds for our more general setting), \(D_A\) is densely defined and closed in \(L^2(\mathbb{R}; \mathcal{H})\) and the adjoint operator \(D_A^*\) of \(D_A\) is given by 

\[D_A^* = -\frac{d}{dt} + A, \quad \text{dom}(D_A^*) = W^{1,2}(\mathbb{R}; \mathcal{H}) \cap \text{dom}(A_-).\]  
(3.19)

This enables one to introduce the nonnegative, self-adjoint operators \(H_j, j = 1, 2\), in \(L^2(\mathbb{R}; \mathcal{H})\) by 

\[H_1 = D_A^* D_A, \quad H_2 = D_A D_A^*\]  
(3.20)

In order to effectively describe the domains of \(H_j, j = 1, 2\), we need to decompose the latter as follows: First, we introduce \(B'\) in terms of the bounded operator families \(B'(t), t \in \mathbb{R}\), in analogy to (2.10), and observe that Hypothesis 3.2(ii) implies that 

\[\|B'(t)\|_{\mathcal{B}(L^2(\mathbb{R}; \mathcal{H}))} = \sup_{t \in \mathbb{R}} \|B'(t)\|_{\mathcal{B}(\mathcal{H})} < \infty.\]  
(3.21)

Next, we strengthen our hypothesis on \(B(t), t \in \mathbb{R}\), as follows. Introduce \(H_0\) in \(L^2(\mathbb{R}; \mathcal{H})\) by 

\[H_0 = \frac{d^2}{dt^2} + A^2, \quad \text{dom}(H_0) = W^{2,2}(\mathbb{R}; \mathcal{H}) \cap \text{dom}(A_-^2).\]  
(3.22)

Then \(H_0\) is self-adjoint by Theorem VIII.33 of [23].

Again we need to make some additional hypotheses motivated by differential operator examples.
Hypothesis 3.4. In addition to Hypotheses 3.2 assume the following conditions on $B(t)$, $t \in \mathbb{R}$:

(i) Suppose that $A \cdot B$ is bounded with respect to $H_0$ with bound strictly less than one, that is, there exists $a \in (0, 1)$ and $b \in (0, \infty)$ such that

$$\| A \cdot B f \|_{L^2(\mathbb{R}; \mathcal{H})} \leq a \| H_0 f \|_{L^2(\mathbb{R}; \mathcal{H})} + b \| f \|_{L^2(\mathbb{R}; \mathcal{H})}, \quad f \in \text{dom}(H_0).$$

(3.23)

(ii) Assume that for some (and hence for all) $z_0 \in \mathbb{C} \setminus \mathbb{R}$,

$$| B' |^{1/2}(H_0 - z_0 I)^{-1} \in \mathcal{B}_2(L^2(\mathbb{R}; \mathcal{H}))$$

(3.24)

Remark 3.5. While it is clear that $BA_-$ is infinitesimally bounded with respect to $H_0$, to prove this it suffices to note that

$$\| BA_- (H_0 - z I)^{-1} \|_{\mathcal{B}(L^2(\mathbb{R}; \mathcal{H}))} \leq | \text{Im}(z) |^{-1/2} \| B \|_{\mathcal{B}(L^2(\mathbb{R}; \mathcal{H}))}, \quad z \in \mathbb{C} \setminus [0, \infty),$$

(3.25)

it is not obvious that $A \cdot B$ is bounded with respect to $H_0$. For later purpose we note that (3.26) implies the existence of $a' \in (a, 1)$ such that

$$\| A \cdot B(H_0 - z I)^{-1} \|_{\mathcal{B}(L^2(\mathbb{R}; \mathcal{H}))} \leq a' < 1$$

(3.26)

for $0 < | \text{Im}(z) |$ sufficiently large.

Assuming Hypothesis 3.4 in the following, (3.27) combined with (3.26) imply that the operator $BA_- + A_- B$ is $H_0$-bounded with bound less than one, and therefore, by [21, Theorem VI.4.3] the following decomposition of the operators $H_j$, $j = 1, 2$ holds

$$H_j = \frac{\partial^2}{\partial t^2} + A^2 + (-1)^j A'$$

$$= H_0 + BA_- + A_- B + B^2 + (-1)^j B', \quad j = 1, 2.$$  

(3.27)

In addition,

$$(H_2 - z I)^{-1} - (H_1 - z I)^{-1} = -(H_1 - z I)^{-1} [2B'](H_2 - z I)^{-1},$$

$$= -2[| B' |^{1/2}(H_1 - z I)^{-1}]^* \text{sgn}(B') | B' |^{1/2}(H_2 - z I)^{-1},$$

(3.28)

and using that

$$[(H_1 - z I)^{-1}(H_0 - z I)]^* \in \mathcal{B}(L^2(\mathbb{R}; \mathcal{H})), \quad z \in \rho(H_1) \cap \rho(H_0),$$

(3.29)

and assumption of Hypothesis 3.4 (ii) one concludes that

$$[(H_2 - z I)^{-1} - (H_1 - z I)^{-1}] \in \mathcal{B}_1(L^2(\mathbb{R}; \mathcal{H})), \quad z \in \rho(H_1) \cap \rho(H_2).$$

(3.30)

The fact (3.31) implies that the spectral shift function $\xi(\cdot; H_2, H_1)$ for the pair $(H_2, H_1)$ is well-defined, satisfies

$$\xi(\cdot; H_2, H_1) \in L^1(\mathbb{R}; (\lambda^2 + 1)^{-1} d\lambda),$$

(3.32)

and since $H_j \geq 0$, $j = 1, 2$, one uniquely introduces $\xi(\cdot; H_2, H_1)$ by requiring that

$$\xi(\lambda; H_2, H_1) = 0, \quad \lambda < 0,$$

(3.33)
implying the Krein–Lifshitz trace formula,
\[ \text{tr}_{L^2(\mathbb{R}; H)} \left( (H_2 - z I)^{-1} - (H_1 - z I)^{-1} \right) = - \int_{(0, \infty)} \frac{\xi(\lambda; H_2, H_1)}{(\lambda - z)^2} d\lambda, \quad z \in \mathbb{C} \setminus [0, \infty). \] (3.34)

Next, we deviate from the approximation procedure originally employed in [14] and [22]. We now introduce Lemma 3.7. Let
\[ \chi_n(\nu) = \frac{n}{(\nu^2 + n^2)^{1/2}}, \quad \nu \in \mathbb{R}, \quad n \in \mathbb{N}, \] (3.35)
and hence obtain
\[ \text{s-lim}_{n \to \infty} \chi_n(A_-) = I, \] (3.36)
by an elementary application of the spectral theorem for \( A_- \). The precise form of \( \chi_n \) is of course immaterial, we just need property (3.36) and property (3.67) below.

We introduce
\[ A_n(t) = A_- + \chi_n(A_-)B(t)\chi_n(A_-) = A_- + B_n(t), \]
\[ \text{dom}(A_n(t)) = \text{dom}(A_-), \quad n \in \mathbb{N}, \quad t \in \mathbb{R}, \] (3.37)
where
\[ B_n(t) = \chi_n(A_-)B(t)\chi_n(A_-), \quad n \in \mathbb{N}, \quad t \in \mathbb{R}. \] (3.38)
In addition, we introduce
\[ A_{+,n} = A_+, \quad \text{dom}(A_{+,n}) = \text{dom}(A_-), \quad n \in \mathbb{N}, \] (3.39)
and conclude that
\[ A_{+,n} = A_- + \chi_n(A_-)B_+\chi_n(A_-), \quad \text{dom}(A_{+,n}) = \text{dom}(A_-), \quad n \in \mathbb{N}, \] (3.40)
\[ A_{+,n} - A_- = \chi_n(A_-)B_+\chi_n(A_-) \in B_1(\mathcal{H}), \quad n \in \mathbb{N}, \] (3.41)
\[ A_0'(t) = B_n'(t) = \chi_n(A_-)B'(t)\chi_n(A_-) \in B_1(\mathcal{H}), \quad n \in \mathbb{N}, \quad t \in \mathbb{R}. \] (3.42)

As a consequence of (3.41), the spectral shift functions \( \xi(\cdot; A_{+,n}, A_-), \quad n \in \mathbb{N}, \) exist and are uniquely determined by
\[ \xi(\cdot; A_{+,n}, A_-) \in L^1(\mathbb{R}; d\nu), \quad n \in \mathbb{N}. \] (3.43)

As a preparation to study various limits in Schatten–von Neumann ideals, we now recall the following standard convergence property for trace ideals:

**Lemma 3.6.** Let \( p \in [1, \infty) \) and assume that \( R, R_n, T, T_n \in B(\mathcal{H}), \quad n \in \mathbb{N}, \) satisfy s-lim_{n \to \infty} \( R_n = R \) and s-lim_{n \to \infty} \( T_n = T \) and that \( S, S_n \in B_p(\mathcal{H}), \quad n \in \mathbb{N}, \) satisfy lim_{n \to \infty} \( \|S_n - S\|_{B_p(\mathcal{H})} = 0. \) Then lim_{n \to \infty} \( \|R_nS_nT_n^* - RST^*\|_{B_p(\mathcal{H})} = 0. \)

As a first of several convergence results we state the following useful fact.

**Lemma 3.7.** Assume Hypotheses [3.1] and [3.2](i). Then,
\[ \lim_{n \to \infty} \| (A_{+,n} - z I)^{-1} - (A_+ - z I)^{-1} \|_{B_1(\mathcal{H})} = 0, \quad z \in \mathbb{C} \setminus \mathbb{R}. \] (3.44)

**Proof.** One writes
\[ (A_{+,n} - z I)^{-1} - (A_+ - z I)^{-1} = [(A_{+,n} - z I)^{-1} - (A_- - z I)^{-1}] \]
\[ - [(A_+ - z I)^{-1} - (A_- - z I)^{-1}] \]
\[ = -\chi_n(A_-)(A_- - z I)^{-1}B_+\chi_n(A_-)(A_- - z I)^{-1} + (A_+ - z I)^{-1}B_+(A_+ - z I)^{-1}\]
\[ = (A_+ - z I)^{-1}B_+(A_+ - z I)^{-1} - (A_- - z I)(A_+ - z I)^{-1} \]
\[ + (A_- - z I)^{-1}B_+(A_+ - z I)^{-1} \]
\[ = (A_+ - z I)^{-1}B_+(A_+ - z I)^{-1} - (A_- - z I)(A_+ - z I)^{-1} \]
\[ + (A_- - z I)^{-1}B_+(A_+ - z I)^{-1} \]
\(-\chi_n(A_-)(A_- - zI)^{-1}B_+(A_- - zI)^{-1}\chi_n(A_-)\)
\times [I - \chi_n(A_-)B_+\chi_n(A_-)(A_{+,n} - zI)^{-1}]
+ (A_- - zI)^{-1}B_+(A_- - zI)^{-1}[I - B_+(A_- - zI)^{-1}], \ z \in \mathbb{C}\setminus\mathbb{R}.
\quad (3.45)

Thus, relying on Lemma 3.6 and (3.36) it suffices to prove that
\[ s\text{-lim}_{n \to \infty}(A_{+,n} - zI)^{-1} = (A_+ - zI)^{-1}, \quad z \in \mathbb{C}\setminus\mathbb{R}, \quad (3.46) \]
but this immediately follows from
\[
(A_{+,n} - zI)^{-1} = [I + (A_- - zI)^{-1}\chi_n(A_-)B_+\chi_n(A_-)]^{-1}(A_- - zI)^{-1}, \quad (3.47)
\]
\[
(A_+ - zI)^{-1} = [I + (A_- - zI)^{-1}B_+]^{-1}(A_- - zI)^{-1}, \quad (3.48)
\]
employing the fact that strong convergence for a sequence of bounded operators is equivalent to strong resolvent convergence, initially, for \(|\text{Im}(z)|\) sufficiently large, and subsequently, for all \(z \in \mathbb{C}\setminus\mathbb{R}\) by analytic continuation with respect to \(z\).

Next, going beyond the approximation \(A_{+,n}\) of \(A_+\), we now introduce the following path \(\{A_+(s)\}_{s \in [0,1]}\), where
\[
A_+(s) = A_- + \tilde{x}_s(A_-)B_+\tilde{x}_s(A_-), \quad \text{dom}(A_+(s)) = \text{dom}(A_-), \ s \in [0,1], \quad (3.49)
\]
\[
\tilde{x}_s(\nu) = [(1 - s)\nu^2 + 1]^{-1/2}, \ s \in [0,1], \quad (3.50)
\]
in particular,
\[
A_+(0) = A_{+,1} \quad (\text{cf. (3.40)} \text{ with } n = 1) \text{ and } A_+(1) = A_+. \quad (3.51)
\]
Moreover, in complete analogy to (3.42), the family \(A_+(s)\) depends continuously on \(s \in [0,1]\) with respect to the metric
\[
d(A, A') = \| (A - iI)^{-1} - (A' - iI)^{-1} \|_{B_1(\mathcal{H})} \quad (3.52)
\]
for \(A, A'\) in the set of self-adjoint operators which are resolvent comparable with respect to \(A_-\) (equivalently, \(A_+)\), that is, \(A, A'\) satisfy for some (and hence for all) \(\zeta \in \mathbb{C}\setminus\mathbb{R}\),
\[
[(A - \zeta I)^{-1} - (A_- - \zeta I)^{-1}], \ [(A' - \zeta I)^{-1} - (A_- - \zeta I)^{-1}] \in B_1(\mathcal{H}). \quad (3.53)
\]
Thus, the hypotheses of [28 Lemma 8.7.5] are satisfied and hence one obtains the following result:

**Theorem 3.8.** Assume Hypotheses 3.1 and 3.2 (i) and introduce the path \(A_+(s), s \in [0,1]\), as in (3.39), with \(A_+(0) = A_{+,1}\) (cf. (3.40) with \(n = 1\)) and \(A_+(1) = A_+\). Then for each \(s \in [0,1]\), there exists a unique spectral shift function \(\xi(\cdot; A_+(s), A_-)\) for the pair \((A_+(s), A_-)\), depending continuously on \(s \in [0,1]\) in the \(L^1(\mathbb{R}; (\nu^2 + 1)^{-1}\text{d}\nu)\)-norm, satisfying \(\xi(\cdot; A_+(0), A_-) = \xi(\cdot; A_{+,1}, A_-)\), and (cf. (A.14)),
\[
2i \int_{\mathbb{R}} \frac{\xi(\lambda; A_+(s), A_-)\text{d}\lambda}{\lambda^2 + 1} = \text{tr}_\mathcal{H}(\ln(U_+(s)U_-^{-1})), \quad (3.54)
\]
where
\[
U_- = (A_- - iI)(A_- + iI)^{-1}, \quad U_+(s) = (A_+(s) - iI)(A_+(s) + iI)^{-1}, \ s \in [0,1]. \quad (3.55)
\]

In addition (cf. (A.34))
\[
\xi(\cdot; A_+(s), A_-) \in L^1(\mathbb{R}; \text{d}\nu), \ s \in [0,1]. \quad (3.56)
\]
Thus, observing the equality $\chi_n(\cdot) = \tilde{\chi}_{(1-n^{-2})}(\cdot)$, Theorem 3.8 implies

$$0 = \lim_{s \to 1} \|\xi(\cdot; A_+(s), A_-) - \xi(\cdot; A_+, A_-)\|_{L^1(\mathbb{R};(\nu^2+1)^{-1}\, d\nu)}$$

$$= \lim_{s \to 1} \|\xi(\cdot; A_+(s), A_-) - \xi(\cdot; A_+(1), A_-)\|_{L^1(\mathbb{R};(\nu^2+1)^{-1}\, d\nu)}$$

$$= \lim_{n \to \infty} \|\xi(\cdot; A_{n+}, A_-) - \xi(\cdot; A_+(1), A_-)\|_{L^1(\mathbb{R};(\nu^2+1)^{-1}\, d\nu)}$$  \hspace{1cm} (3.57)

$$\hspace{1cm} (3.58)$$

In particular, a subsequence of $\{\xi(\cdot; A_{n+}, A_-)\}_{n \in \mathbb{N}}$ converges pointwise a.e. to $\xi(\cdot; A_+, A_-)$ as $n \to \infty$. Thus, the sequence $\xi(\cdot; A_{n+}, A_-) \in L^1(\mathbb{R}; d\nu)$, $n \in \mathbb{N}$, naturally enforces a choice for the open constant inherent in $\xi(\cdot; A_+, A_-)$ determined by $\xi(\cdot; A_+, A_-) = \xi(\cdot; A_+(0), A_-)$, which will henceforth be adopted for the remainder of this paper.

We continue with an elementary but useful consequence of Theorem 3.8.

**Corollary 3.9.** Assume Hypotheses 3.1 and 3.2(i) and suppose that $f \in L^\infty(\mathbb{R})$. Then

$$\lim_{n \to \infty} \|\xi(\cdot; A_{n+}, A_-)f - \xi(\cdot; A_+, A_-)f\|_{L^1(\mathbb{R};(\nu^2+1)^{-1}\, d\nu)} = 0,$$  \hspace{1cm} (3.59)

in particular,

$$\lim_{n \to \infty} \int_{\mathbb{R}} \xi(n; A_{n+}, A_-)d\nu g(\nu) = \int_{\mathbb{R}} \xi(\cdot; A_+, A_-)d\nu g(\nu)$$  \hspace{1cm} (3.60)

for all $g \in L^\infty(\mathbb{R})$ such that $\text{ess.sup}_{\nu \in \mathbb{R}} |(\nu^2 + 1)g(\nu)| < \infty$.

**Proof.** Relation (3.59) is clear from Theorem 3.8 and

$$\|\xi(\cdot; A_{n+}, A_-)f - \xi(\cdot; A_+, A_-)f\|_{L^1(\mathbb{R};(\nu^2+1)^{-1}\, d\nu)} \leq \|f\|_{L^\infty(\mathbb{R})} \|\xi(\cdot; A_{n+}, A_-) - \xi(\cdot; A_+, A_-)\|_{L^1(\mathbb{R};(\nu^2+1)^{-1}\, d\nu)},$$  \hspace{1cm} (3.61)

and (3.60) is obvious from (3.59) and decomposing the (complex) measures

$$\xi(\nu; A_{n+}, A_-)d\nu g(\nu)$$

$$\xi(\nu; A_+, A_-)d\nu g(\nu)$$  \hspace{1cm} (3.62)

into

$$(\nu^2 + 1)^{-1}\xi(\nu; A_{n+}, A_-)d\nu (\nu^2 + 1)g(\nu)$$

$$\text{and}$$

$$(\nu^2 + 1)^{-1}\xi(\nu; A_+, A_-)d\nu (\nu^2 + 1)g(\nu).$$  \hspace{1cm} (3.63)

At this point we introduce one more assumption regarding $B'_n(t)$, $n \in \mathbb{N}$, $t \in \mathbb{R}$, and for convenience now collect all our hypotheses at one place:

**Hypothesis 3.10.** Suppose $\mathcal{H}$ is a complex, separable Hilbert space.

(i) Assume $A_-$ is self-adjoint on $\text{dom}(A_-) \subseteq \mathcal{H}$.

(ii) Suppose we have a family of bounded operators $\{B(t)\}_{t \in \mathbb{R}} \subseteq \mathcal{B}(\mathcal{H})$, continuously differentiable in norm on $\mathbb{R}$ such that

$$\|B'(\cdot)\|_{\mathcal{B}(\mathcal{H})} \in L^1(\mathbb{R}; dt).$$  \hspace{1cm} (3.64)

(iii) Suppose that $|B_+|^{1/2}(A_- - z_0I)^{-1} \in \mathcal{B}_2(\mathcal{H})$ for some (and hence for all) $z_0 \in \rho(A_-)$. (Here $B_+ = n\text{-}\lim_{t \to +\infty} B(t)$.)

(iv) Assume that $\sup_{t \in \mathbb{R}} \|B'(t)\|_{\mathcal{B}(\mathcal{H})} < \infty$.

(v) Suppose that $A_- B$ is bounded with respect to $\mathcal{H}_0$ with bound strictly less than one, that is, there exists $0 \leq a < 1$ and $b \in (0, \infty)$ such that

$$\|A_- B f\|_{L^2(\mathbb{R}; \mathcal{H})} \leq a\|H_0 f\|_{L^2(\mathbb{R}; \mathcal{H})} + b\|f\|_{L^2(\mathbb{R}; \mathcal{H})}, \quad f \in \text{dom}(\mathcal{H}_0).$$  \hspace{1cm} (3.65)
(vi) Assume that for some (and hence for all) \( z_0 \in \mathbb{C} \\setminus \mathbb{R} \),

\[ |B'|^{1/2}(H_0 - z_0 I)^{-1} \in B_2(L^2(\mathbb{R}; \mathcal{H})) \]  

(3.66)

(vii) Assume that

\[ B'_n(t) \in \mathcal{B}_1(\mathcal{H}), \quad \|B'_n(t)\|_{\mathcal{B}_1(\mathcal{H})} \in L^1(\mathbb{R}; dt), \quad n \in \mathbb{N}, t \in \mathbb{R}. \]  

(3.67)

Remark 3.11. We note that the final two assumptions (vi) and (vii) in Hypothesis 3.10 can be derived from the stronger condition

\[ |B'(t)|^{1/2}(|A_-| + I)^{-1} \in B_2(\mathcal{H}), \quad \|B'(t)|^{1/2}(|A_-| + I)^{-1}\|_{B_2(\mathcal{H})} \in L^2(\mathbb{R}; dt). \]  

(3.68)

Indeed, repeating the argument in [14, Lemma 4.6], one can obtain the inclusion

\[ |B'|^{1/2}(H_0 - z_0 I)^{-1} \in B_2(L^2(\mathbb{R}; \mathcal{H})). \]  

In addition, with regard to Hypothesis 3.10(vii), one obtains

\[
\int_{\mathbb{R}} dt \|B'_n(t)\|_{\mathcal{B}_1(\mathcal{H})} = \int_{\mathbb{R}} dt \|\chi_n(A_-)B'(t)\chi_n(A_-)\|_{\mathcal{B}_1(\mathcal{H})} \\
\leq \int_{\mathbb{R}} dt \|\chi_n(A_-)(|A_-| + I)\|_{\mathcal{B}(\mathcal{H})} \|B'(t)|^{1/2}(|A_-| + I)^{-1}\|_{B_2(\mathcal{H})}^2 \\
\times \|(|A_-| + I)\chi_n(A_-)\|_{\mathcal{B}(\mathcal{H})},
\]

and since \( \chi_n(A_-)(|A_-| + I) \) is in \( \mathcal{B}_1(\mathcal{H}) \), one infers that

\[
\int_{\mathbb{R}} dt \|B'_n(t)\|_{\mathcal{B}_1(\mathcal{H})} \leq \int_{\mathbb{R}} dt \|B'(t)|^{1/2}(|A_-| + I)^{-1}\|_{B_2(\mathcal{H})}^2 < \infty.
\]  

(3.70)

Assuming Hypothesis 3.10 from now on, one obtains the decompositions,

\[
H_{j,n} = \frac{d^2}{dt^2} + A_n^2 + (-1)^j A'_n = H_0 + B_n A_- + A_- B_n + B_n^2 + (-1)^j B'_n,
\]

(3.71)

\dom(H_{j,n}) = \dom(H_0) = W^{2,2}(\mathbb{R}; \mathcal{H}), \quad n \in \mathbb{N}, \ j = 1, 2,

with

\[
B_n = \chi_n(A_-)B\chi_n(A_-), \quad B'_n = \chi_n(A_-)B'\chi_n(A_-), \quad n \in \mathbb{N}.
\]

(3.72)

Lemma 3.12. Assume Hypothesis 3.10 and let \( z \in \mathbb{C} \\setminus [0, \infty) \). Then the following assertions hold:

(i) The operators \( H_{j,n} \) converge to \( H_j \), \( j = 1, 2 \), in the strong resolvent sense,

\[
s\lim_{n \to \infty}(H_{j,n} - z I)^{-1} = (H_j - z I)^{-1}, \quad j = 1, 2.
\]  

(3.73)

(ii) The operators

\[
(H_0 - z I)(H_{j,n} - z I)^{-1}, \quad n \in \mathbb{N}, \ j = 1, 2,
\]

\[
(H_{j,n} - z I)^{-1}(H_0 - z I) = [(H_0 - z I)(H_{j,n} - z I)^{-1}]^*, \quad n \in \mathbb{N}, \ j = 1, 2,
\]

are uniformly bounded with respect to \( n \in \mathbb{N} \), that is, there exists \( C \in (0, \infty) \) such that

\[
\|((H_0 - z I)(H_{j,n} - z I)^{-1})\|_{B(L^2(\mathbb{R}; \mathcal{H}))} \leq C, \quad n \in \mathbb{N}, \ j = 1, 2.
\]  

(3.75)
In addition,

\[
\lim_{n \to \infty} (H_{j,n} - z I)^{-1}(H_0 - z I) = (H_j - z I)^{-1}(H_0 - z I), \quad j = 1, 2, \quad (3.76)
\]

\[
\lim_{n \to \infty} (H_0 - z I)(H_{j,n} - z I)^{-1} = (H_0 - z I)(H_j - z I)^{-1}, \quad j = 1, 2. \quad (3.77)
\]

\[\text{Proof.}\] Since the proof for the operators \(H_{2,n}, H_2\) is a verbatim repetition of the proof for \(H_{1,n}, H_1\), we exclusively focus on the latter.

(i) By \((3.27)\) and the analogous equation for \(H_{1,n}\), the operators \(H_1\) and \(H_{1,n}\) have a common core dom(\(H_1\)). Since

\[
B' - B'_n = B' - \chi_n(A_-)B\chi_n(A_-) = (I - \chi_n(A_-))B' + \chi_n(A_-)B'(I - \chi_n(A_-)),
\]

and \(B'\) is a bounded operator, the convergence

\[
\lim_{n \to \infty} B'_n = B'
\]

holds, employing

\[
\lim_{n \to \infty} \chi_n(A_-) = I
\]

(applying the spectral theorem, see also \((3.30)\)). Arguing analogously, one also obtains that

\[
\lim_{n \to \infty} B_n = B.
\]

Next, rewriting

\[
B^2 - B^2_n = B^2 - \chi_n(A_-)B\chi_n(A_-)B\chi_n(A_-)
\]

\[
= (I - \chi_n(A_-))B^2 + \chi_n(A_-)B(B(I - \chi_n(A_-)) + (I - \chi_n(A_-))B\chi_n(A_-)),
\]

one also obtains

\[
\lim_{n \to \infty} B^2_n = B^2.
\]

Thus, it remains to show that for all \(f \in \text{dom}(H_1)\), \(\lim_{n \to \infty} B_n A - f = BA - f\) and \(\lim_{n \to \infty} A - B_n f = A - Bf\). Indeed, one verifies

\[
BA - B_n A = BA - \chi_n(A_-)B\chi_n(A_-)A_- = (I - \chi_n(A_-))BA_- + \chi_n(A_-)B(I - \chi_n(A_-))A_-,
\]

and

\[
A_-B - A_-B_n = A_-B - A_-\chi_n(A_-)B\chi_n(A_-)
\]

\[
= (I - \chi_n(A_-))A_-B + A_-\chi_n(A_-)B(I - \chi_n(A_-)),
\]

implying the required convergence. Consequently,

\[
\lim_{n \to \infty} H_{1,n}f = H_1 f, \quad f \in \text{dom}(H_1).
\]

Since \(H_{1,n}\) and \(H_1\) are self-adjoint operators with a common core, \[\text{Theorem VIII.25}\] (see also \[\text{Theorem 9.16}\]) implies that \(H_{1,n}\) converges to \(H_1\) in the strong resolvent sense.

(ii) Fix \(z \in \mathbb{C}\setminus[0, \infty)\). First, one observes that

\[
[H_{1,n} - z I]^{-1} = (H_0 - z I)(H_{1,n} - z I)^{-1} = [(H_0 - z I)(H_1 - H_0)(H_0 - z I)^{-1}]^*.
\]

Using the standard resolvent identity one obtains

\[
(H_{1,n} - z I)^{-1} = -(H_{1,n} - z I)^{-1}[(H_1 - H_0)(H_0 - z I)^{-1}],
\]

\[\text{where the second equality holds for } z \neq \text{all } \lambda = \text{roots of } \det(H_0 - z I).\]
As in (3.25) one estimates
\[ (H_0 - z I)(H_{1,n} - z I)^{-1} \]
\[ = [I + (A_- B_n + B_n A_- + B^2_n - B'_n)(H_0 - z I)^{-1}]^{-1}. \]  
(3.89)

Because of (3.79) and (3.83), it suffices to focus on the terms \( B_n A_- \) and \( A_- B_n \). As in (3.26), one estimates
\[ \|B_n A_-(H_0 - z I)^{-1}\|_{\mathcal{B}(L^2(\mathbb{R};\mathcal{H}))} \leq \|\text{Im}(z)\|^{-1/2}\|B\|_{\mathcal{B}(L^2(\mathbb{R};\mathcal{H}))}, \quad n \in \mathbb{N}, \]  
(3.90)

employing \( B_n = \chi_n(A_-)B\chi_n(A_-) \), \( \|\chi_n(A_-)\|_{\mathcal{B}(L^2(\mathbb{R};\mathcal{H}))} \leq 1, \quad n \in \mathbb{N} \), and commutativity of \( \chi_n(A_-) \) and \( (H_0 - z I)^{-1} \), that is,
\[ [\chi_n(A_-), (H_0 - z I)^{-1}] = 0, \quad n \in \mathbb{N}. \]  
(3.91)

Similarly, utilizing the estimate (3.26), one concludes
\[ \|A_- B_n(H_0 - z I)^{-1}\|_{\mathcal{B}(L^2(\mathbb{R};\mathcal{H}))} \leq \|A_- B(H_0 - z I)^{-1}\|_{\mathcal{B}(L^2(\mathbb{R};\mathcal{H}))} \]  
(3.92)

for \( 0 < |\text{Im}(z)| \) sufficiently large. Thus, choosing \( 0 < |\text{Im}(z)| \) sufficiently large, the operator in (3.89) is uniformly bounded in norm, proving (3.83). In fact, using \( B_n = \chi_n(A_-)B\chi_n(A_-) \) again, and repeatedly employing commutativity of \( \chi_n(A_-) \) and \( (H_0 - z I)^{-1} \), (3.83) also proves the strong convergence of \( (A_- B_n + B_n A_- + B^2_n - B'_n)(H_0 - z I)^{-1} \) to \( (A_- B + B A_- + B^2 - B')(H_0 - z I)^{-1} \) as \( n \to \infty \) for \( 0 < |\text{Im}(z)| \) sufficiently large. Using the fact that strong convergence of a sequence of uniformly bounded operators is equivalent to strong resolvent convergence of the sequence, one obtains the asserted strong convergence in (3.77) for \( 0 < |\text{Im}(z)| \) sufficiently large. An application of (3.77) together with the bound (3.75) permits one to extend this to all \( z \in \mathbb{C}\setminus[0,\infty) \), completing the proof of (3.77).

Finally, to prove (3.75) it suffices to combine the strong resolvent convergence in (3.73), the uniform boundedness in (3.75) with equality (3.74), the strong convergence
\[ \text{s-lim}_{n \to \infty} (H_{1,n} - z I)^{-1}(H_0 - z I)f = (H_1 - z I)^{-1}(H_0 - z I)f, \quad f \in \text{dom}(H_0), \]  
(3.93)

and the fact that \( \text{dom}(H_0) \) is dense in \( L^2(\mathbb{R};\mathcal{H}) \). Here we used that uniformly bounded sequences of bounded operators in a Hilbert space converge strongly if they converge pointwise on a dense subset of the Hilbert space. \( \Box \)

Next, we recall that
\[ H_2 - H_1 = 2B', \]  
(3.94)
\[ H_{2,n} - H_{1,n} = 2B'_n = 2\chi_n(A_-)B'\chi_n(A_-), \quad n \in \mathbb{N}, \]  
(3.95)

and in analogy to (3.28)–(3.31) one concludes that
\[ [(H_{2,n} - z I)^{-1} - (H_{1,n} - z I)^{-1}] \in \mathcal{B}_1(L^2(\mathbb{R};\mathcal{H})), \quad n \in \mathbb{N}, \quad z \in \mathbb{C}\setminus[0,\infty), \]  
(3.96)

since
\[ (H_{2,n} - z I)^{-1} - (H_{1,n} - z I)^{-1} = -[(H_{1,n} - z I)^{-1}(H_0 - z I)]\chi_n(A_-) \]
\[ \times [(H_0 - z I)^{-1}2B'(H_0 - z I)^{-1}]\chi_n(A_-)\chi_n(A_-)\chi_n(A_-) \]  
(3.97)
Proof. by (3.24) and the polar decomposition \((3.77)\). Thus, (3.103) is a consequence of Lemma 3.6 combined with \((3.80)\) and employing once again commutativity of \((3.10)\).

Finally, we proceed to some crucial convergence results to be used in Section 4.

**Theorem 3.13.** Assume Hypothesis [3.10]. Then

\[
\lim_{n \to \infty} \|[H_{2,n} - z I]^{-1} - (H_{1,n} - z I)^{-1}\|_{B_1(L^2(\mathcal{H}))} = 0, \quad z \in \mathbb{C}\setminus \mathbb{R}.
\]

Proof. Equations (3.28) and (3.93) yield

\[
\begin{align*}
\left\| [H_{2,n} - z I]^{-1} - (H_{1,n} - z I)^{-1} \right\|_{B_1(L^2(\mathcal{H}))} &= \left\| -2[H_{2,n} - z I]^{-1}(H_{0} - z I) \right\|_{B_1(L^2(\mathcal{H}))} \\
&\quad \times \{ \chi_n(A_-)I_0, \chi_n(A_-) \} \\
&\quad \times \left\| (H_{0} - z I)(H_{1,n} - z I)^{-1} \right\|_{B_1(L^2(\mathcal{H}))} \\
&\quad + 2[H_{2,n} - z I]^{-1}(H_{0} - z I) \\
&\quad \times \{ (H_{0} - z I)^{-1}B'_{0}(H_{0} - z I)^{-1} \} \\
&\quad \times \left\| (H_{0} - z I)(H_{1,n} - z I)^{-1} \right\|_{B_1(L^2(\mathcal{H}))}.
\end{align*}
\]

By Lemma 3.6 and (3.66), the term \(\{ \chi_n(A_-)I_0, \chi_n(A_-) \}\) converges to \(\{ (H_{0} - z I)^{-1}B'_{0}(H_{0} - z I)^{-1} \}\) in \(B_1(L^2(\mathcal{H}))\)-norm as \(n \to \infty\).

Another application of Lemma 3.12(iii) for \(n \to \infty\), one has

\[
\text{s-lim}_{n \to \infty} \begin{pmatrix} (H_{0} - z I)(H_{1,n} - z I)^{-1} \end{pmatrix} = \begin{pmatrix} (H_{0} - z I)(H_{1} - z I)^{-1} \end{pmatrix},
\]

\[
\text{s-lim}_{n \to \infty} \begin{pmatrix} (H_{2,n} - z I)^{-1}(H_{0} - z I) \end{pmatrix} = \begin{pmatrix} (H_{2} - z I)^{-1}(H_{0} - z I) \end{pmatrix}.
\]

**Theorem 3.14.** Assume Hypothesis [3.10] and let \(z, z' \in \mathbb{C}\setminus \mathbb{R}\). Then

\[
\lim_{n \to \infty} \left\| B'_{n}(H_{j,n} - z I)^{-1} - B'(H_{j} - z I)^{-1} \right\|_{B_2(L^2(\mathcal{H}))} = 0, \quad j = 1, 2,
\]

\[
\lim_{n \to \infty} \left\| (H_{j,n} - z I)^{-1}2B'_{n}(H_{j,n} - z I)^{-1} - (H_{j} - z I)^{-1}2B'(H_{j} - z I)^{-1} \right\|_{B_1(L^2(\mathcal{H}))} = 0, \quad j = 1, 2.
\]

Proof. Fix \(z, z' \in \mathbb{C}\setminus \mathbb{R}\). To prove (3.103) one writes

\[
B'_{n}(H_{j,n} - z I)^{-1} = \chi_n(A_-)[B'(H_{0} - z I)^{-1}]
\]

\[
\times \chi_n(A_-)[(H_{0} - z I)(H_{j,n} - z I)^{-1}], \quad j = 1, 2, \quad n \in \mathbb{N},
\]

employing once again commutativity of \(\chi_n(A_-)\) and \((H_{0} - z I)^{-1}\) (cf. [3.91]). Since

\[
B'(H_{0} - z I)^{-1} = [U_{B'}|B'|^{1/2}]|B'|^{1/2}(H_{0} - z I)^{-1} \in B_2(L^2(\mathcal{H})),
\]

by (3.24) and the polar decomposition \(B' = U_{B'}B'\) of \(B' \in B(L^2(\mathcal{H}))\) (cf. [3.21]). Thus, (3.103) is a consequence of Lemma 3.16 combined with (3.80) and (3.77).
Relation (3.104) follows along exactly the same lines upon decomposing
\[
(H_{j,n} - z I)^{-1} 2B'_n (H_{j,n} - z' I)^{-1} = \left[ (H_{j,n} - z I)^{-1} (H_0 - z I) \right] \chi_n(A_-) \\
\times \left[ (H_0 - z I)^{-1} 2B'(H_0 - z' I)^{-1} \right] \chi_n(A_-) \left[ (H_0 - z' I) (H_{j,n} - z' I)^{-1} \right],
\]
\[ j = 1, 2, n \in \mathbb{N}, \quad (3.107) \]
applying once more Lemma 3.6, (3.76), (3.77), (3.80), (3.91), and
\[
(H_0 - z I)^{-1} B'(H_0 - z' I)^{-1} = \left[ (H_0 - z I)^{-1} |B'|^{1/2} \right] \text{sgn}(B') \\
\times \left[ |B'|^{1/2} (H_0 - z' I)^{-1} \right] \in \mathcal{B}_2(L^2(\mathbb{R}; \mathcal{H})),
\]
\[ (3.108) \]
since $|B'|^{1/2}(H_0 - z I)^{-1} \in \mathcal{B}_2(L^2(\mathbb{R}; \mathcal{H}))$ by (4.24). \[ \square \]

4. Computing $\xi(\cdot; H_2, H_1)$ In Terms Of $\xi(\cdot; A_+, A_-)$

Given the results of Section 3 and Appendix A we now determine $\xi(\cdot; H_2, H_1)$ in terms of $\xi(\cdot; A_+, A_-)$. This represents one of the principal results of this paper.

**Theorem 4.1.** Assume Hypothesis 3.10. Then,
\[
\int_{[0, \infty)} \xi(\lambda; H_2, H_1) \, d\lambda \left[ (\lambda - z)^{-1} - (\lambda - z_0)^{-1} \right] \\
= \int_{\mathbb{R}} \xi(\nu; A_+, A_-) \, d\nu \left[ (\nu^2 - z)^{-1/2} - (\nu^2 - z_0)^{-1/2} \right], \quad z, z_0 \notin \mathbb{C}\setminus[0, \infty). \quad (4.1)
\]
Moreover,
\[
\xi(\lambda; H_2, H_1) = \frac{1}{\pi} \int_{\lambda \sim 1/2} \xi(\nu; A_+, A_-) \, d\nu \quad \text{for a.e. } \lambda > 0. \quad (4.2)
\]

**Proof.** Due to relation (3.67), [8] and [22] apply and one concludes the approximate trace formula,
\[
\text{tr}_{L^2(\mathbb{R}; \mathcal{H})} \left[ (H_{2,n} - z I)^{-1} - (H_{1,n} - z I)^{-1} \right] \\
= \frac{1}{2\pi} \text{tr}_{\mathcal{H}} (g_z(A_{+,n}) - g_z(A_-)), \quad n \in \mathbb{N}, \ z \in \mathbb{C}\setminus[0, \infty), \quad (4.3)
\]
with
\[
g_z(x) = x(x^2 - z)^{-1/2}, \quad z \in \mathbb{C}\setminus[0, \infty), \ x \in \mathbb{R}. \quad (4.4)
\]
Relation (4.3) and the Krein–Lifshitz trace formula yield
\[
\int_{[0, \infty)} \frac{\xi(\lambda; H_{2,n}, H_{1,n}) \, d\lambda}{(\lambda - z)^2} = \frac{1}{2} \int_{\mathbb{R}} \frac{\xi(\nu; A_{+,n}, A_-) \, d\nu}{(\nu^2 - z)^{3/2}}, \quad n \in \mathbb{N}, \ z \in \mathbb{C}\setminus[0, \infty). \quad (4.5)
\]
As shown in the course of the proof of Theorem 8.2 in [14], (4.5) implies the relation
\[
\int_{[0, \infty)} \xi(\lambda; H_{2,n}, H_{1,n}) \, d\lambda \left[ (\lambda - z)^{-1} - (\lambda - z_0)^{-1} \right] \\
= \int_{\mathbb{R}} \xi(\nu; A_{+,n}, A_-) \, d\nu \left[ (\nu^2 - z)^{-1/2} - (\nu^2 - z_0)^{-1/2} \right], \quad n \in \mathbb{N}, \ z, z_0 \in \mathbb{C}\setminus[0, \infty). \quad (4.6)
\]
Combining Theorem 3.13 with the Krein–Lifshitz trace formula (3.34) (for the pair \((H_2, H_1)\) as well as the pairs \((H_{2,n}, H_{1,n}), n \in \mathbb{N}\), yields

\[
\lim_{n \to \infty} \int_{(0,\infty)} \frac{\xi(\lambda; H_{2,n}, H_{1,n}) \, d\lambda}{(\lambda - z)^2} = -\lim_{n \to \infty} \text{tr}_{L^2(\mathbb{R}; H)} \left( (H_{2,n} - z I)^{-1} - (H_{1,n} - z I)^{-1} \right) = -\text{tr}_{L^2(\mathbb{R}; H)} \left( (H_2 - z I)^{-1} - (H_1 - z I)^{-1} \right) = \int_{(0,\infty)} \frac{\xi(\lambda; H_2, H_1) \, d\lambda}{(\lambda - z)^2}, \quad z \in \mathbb{C}\setminus\mathbb{R}.
\]  

(4.7)

Lemma 3.12(i) and Theorem 3.13 imply that the pairs of self-adjoint operators \((H_{2,n}, H_{1,n}), n \in \mathbb{N}\), and \((H_2, H_1)\) satisfy the hypotheses (A.45), (A.51), (A.52), (A.54), (identifying the pairs \((A_n, A_0,n)\) with \((A, A_0)\) with the pairs \((H_{2,n}, H_{1,n})\) and \((H_2, H_1)\), respectively). Thus, an application of (A.58) to the pairs \((H_{2,n}, H_{1,n})\) and \((H_2, H_1)\) implies

\[
\lim_{n \to \infty} \int_{(0,\infty)} \xi(\lambda; H_{2,n}, H_{1,n}) \, d\lambda \left[ (\lambda - z)^{-1} - (\lambda - z_0)^{-1} \right] = \int_{(0,\infty)} \xi(\lambda; H_2, H_1) \, d\lambda \left[ (\lambda - z)^{-1} - (\lambda - z_0)^{-1} \right], \quad z, z_0 \in \mathbb{C}\setminus\mathbb{R}.
\]  

(4.8)

On the other hand, since

\[
\left[ (\nu^2 - z)^{-1/2} - (\nu^2 - z_0)^{-1/2} \right]_{\nu \to \infty} = O(|\nu|^{-3}), \quad z, z_0 \in \mathbb{C}\setminus\mathbb{R},
\]  

(4.9)

and hence \((\nu^2 + 1)[(\nu^2 - z)^{-1/2} - (\nu^2 - z_0)^{-1/2}]\) is uniformly bounded for \(\nu \in \mathbb{R}\), yields

\[
\lim_{n \to \infty} \int_{\mathbb{R}} \xi(\nu; A_{+n}, A_-) \, d\nu \left[ (\nu^2 - z)^{-1/2} - (\nu^2 - z_0)^{-1/2} \right] = \int_{\mathbb{R}} \xi(\nu; A_{+}, A_-) \, d\nu \left[ (\nu^2 - z)^{-1/2} - (\nu^2 - z_0)^{-1/2} \right], \quad z, z_0 \in \mathbb{C}\setminus[0, \infty).
\]  

(4.10)

Thus, combining (4.6), (4.8), and (4.10) one finally obtains

\[
\int_{(0,\infty)} \xi(\lambda; H_2, H_1) \, d\lambda \left[ (\lambda - z)^{-1} - (\lambda - z_0)^{-1} \right]
\]

\[
\lim_{n \to \infty} \int_{(0,\infty)} \xi(\lambda; H_{2,n}, H_{1,n}) \, d\lambda \left[ (\lambda - z)^{-1} - (\lambda - z_0)^{-1} \right] = \lim_{n \to \infty} \int_{\mathbb{R}} \xi(\nu; A_{+n}, A_-) \, d\nu \left[ (\nu^2 - z)^{-1/2} - (\nu^2 - z_0)^{-1/2} \right]
\]

\[
= \int_{\mathbb{R}} \xi(\nu; A_{+}, A_-) \, d\nu \left[ (\nu^2 - z)^{-1/2} - (\nu^2 - z_0)^{-1/2} \right], \quad z, z_0 \in \mathbb{C}\setminus[0, \infty),
\]  

(4.11)

and hence (4.11).

Applying the Stieltjes inversion formula (see the discussion in [2] and in [26, Appendix B]) to (4.11) then proves (1.2) precisely along the lines detailed in the proof of [13, Theorem 8.2].

Equation (4.2) now represents a far reaching extension of Pushnitski’s formula originally obtained in [22] and considerably generalized in [13]. In particular, the relative trace class assumption employed in [13] has now been removed.
5. The Witten Index

In this section we briefly discuss the notion of the Witten index for $D_A$ following the detailed treatment in [9]. The results of the present paper now enable us to remove the “relatively trace class perturbation assumption” in [9] as well as the Fredholm hypothesis in [13].

**Definition 5.1.** Let $T$ be a closed, linear, densely defined operator in $H$ and suppose that for some (and hence for all) $z \in \mathbb{C}\setminus[0, \infty)$,

$$[(T^*T - zI_H)^{-1} - (TT^* - zI_H)^{-1}] \in \mathcal{B}_1(H).$$

(5.1)

Then introducing the resolvent regularization

$$\Delta_r(T, \lambda) = (-\lambda) \text{tr}_H \left((T^*T - \lambda I_H)^{-1} - (TT^* - \lambda I_H)^{-1}\right), \quad \lambda < 0,$$

(5.2)

the resolvent regularized Witten index $W_r(T)$ of $T$ is defined by

$$W_r(T) = \lim_{\lambda \to 0} \Delta_r(T, \lambda),$$

(5.3)

whenever this limit exists.

Here, in obvious notation, the subscript “$r$” indicates the use of the resolvent regularization (for a semigroup or heat kernel regularization we refer to [9]; the heat kernel regularization yields results consistent with the resolvent regularization, see, [9]). Before proceeding to compute the Witten index we recall the known consistency between the Fredholm and Witten index whenever $T$ is Fredholm:

**Theorem 5.2.** ([8], [15]) Suppose that $T$ is a Fredholm operator in $H$. If (5.1) holds, then the resolvent regularized Witten index $W_r(T)$ exists, equals the Fredholm index, index($T$), of $T$, and

$$W_r(T) = \text{index}(T) = \xi(0; TT^*, T^*T).$$

(5.4)

The following result is proved in [9, Theorem 2.6] under the assumption of a relatively trace class perturbation, however, the argument can be adapted to the present setting.

**Theorem 5.3.** Assume Hypothesis 3.1 Then the operator $D_A$ is Fredholm if and only if $0 \in \rho(A_+) \cap \rho(A_-)$.

Since generally, $D_A$ is not a Fredholm operator in $L^2(\mathbb{R}; H)$, we now determine the resolvent regularized Witten index of $D_A$ as follows:

**Theorem 5.4.** Assume Hypothesis 3.10 and assume that $0$ is a right and a left Lebesgue point of $\xi(\cdot; A_+, A_-)$ (denoted by $\xi_L(0_+; A_+, A_-)$ and $\xi_L(0_-; A_+, A_-)$). Then $0$ is a right Lebesgue point of $\xi(\cdot; H_2, H_1)$ (denoted by $\xi_L(0_+; H_2, H_1)$) and $W_r(D_A)$ exists and equals

$$W_r(D_A) = \xi_L(0_+; H_2, H_1) = [\xi_L(0_+; A_+, A_-) + \xi_L(0_-; A_+, A_-)]/2.$$  

(5.5)

In particular, if $0 \in \rho(A_+) \cap \rho(A_-)$, then $D_A$ is Fredholm and

$$\text{index}(D_A) = W_r(D_A) = \xi(0; A_+, A_-).$$

(5.6)

**Proof.** One can closely follow the argument as used in [9]. First, one rewrites (4.2) in the form,

$$\xi(\lambda; H_2, H_1) = \frac{1}{\pi} \int_0^{\lambda^{1/2}} \frac{d\nu \{\xi(\nu; A_+, A_-) + \xi(-\nu; A_+, A_-)\}}{(\lambda - \nu^2)^{1/2}}, \quad \lambda > 0.$$  

(5.7)
Applying [9] Lemma 4.1 (i) to the function \( f(\nu) = [\xi(\nu, A_+, A_-) + \xi(-\nu, A_+, A_-)] \), \( \nu > 0 \), yields the Lebesgue point statement for \( \xi(\cdot; H_2, H_1) \) and also proves that

\[
\xi_L(0_+; H_2, H_1) = [\xi_L(0_+; A_+, A_-) + \xi_L(0_-; A_+, A_-)]/2.
\]

Next, we note that combining Corollary 3.9, (4.5), (4.7) yields

\[
-x \text{tr}_{L^2(\mathbb{R}^2; \mathcal{H})} \left( (H_2 - zI)^{-1} - (H_1 - zI)^{-1} \right) = z \int_{(0, \infty)} \frac{\xi(\lambda'; H_2, H_1) d\lambda'}{(\lambda' - z)^2}.
\]

Thus, one obtains existence of \( W_r(D_A) \) (cf. (5.3)) and its equality with the expression \( [\xi_L(0_+; A_+, A_-) + \xi_L(0_-; A_+, A_-)]/2 \) upon applying [9] Lemma 4.2] to the last term in (5.8), with \( z = \lambda < 0 \).

In the case where \( A_\pm \) are boundedly invertible, the equality \( \text{ind}(D_A) = W_r(D_A) \) immediately follows from Theorems 5.2 and 5.3. In addition, since \( 0 \in \rho(A_+) \cap \rho(A_-) \), the function \( \xi(\cdot; A_+, A_-) \) is constant on some interval \((-\varepsilon, \varepsilon)\) for some \( \varepsilon > 0 \) (see, e.g., [28] p. 300)], and hence \( \xi_L(0_+; A_+, A_-) = \xi_L(0_-; A_+, A_-) = \xi_L(0; A_+, A_-) \) yields (5.6). □

In general (i.e., if \( T \) is not Fredholm), \( W_r(T) \) is not necessarily integer-valued; in fact, it can take on any prescribed real number (cf., e.g., the analysis in [11], [14]). In this context we recall the crucial fact that \( W_r(T) \) has stability properties with respect to additive perturbations analogous to the Fredholm index, as long as one replaces the familiar relative compactness assumption on the perturbation in connection with the Fredholm index, by appropriate relative trace class conditions in connection with the Witten index, as shown in [4] and [18]. In this context we also refer to [12].

6. A \((1 + 1)\)-Dimensional Example

In our final section we briefly illustrate our formalism in terms of a concrete \((1 + 1)\)-dimensional example treated in great detail in [6] and [7].

**Hypothesis 6.1.** Suppose the real-valued functions \( \phi, \theta \) satisfy

\[
\phi \in \mathcal{A}(\mathbb{R}) \cap L^\infty(\mathbb{R}) \cap L^1(\mathbb{R}), \quad \phi' \in L^\infty(\mathbb{R}),
\]

\[
\theta \in \mathcal{A}(\mathbb{R}) \cap L^\infty(\mathbb{R}), \quad \theta' \in L^\infty(\mathbb{R}) \cap L^1(\mathbb{R}),
\]

\[
\lim_{t \to -\infty} \theta(t) = 1, \quad \lim_{t \to -\infty} \theta(t) = 0.
\]

Given Hypothesis 6.1, we introduce the family of self-adjoint operators \( A(t), t \in \mathbb{R}, \) in \( L^2(\mathbb{R}) \),

\[
A(t) = -i \frac{d}{dx} + \theta(t) \phi, \quad \text{dom}(A(t)) = W^{1,2}(\mathbb{R}), \quad t \in \mathbb{R}.
\]

Its asymptotes as \( t \to \pm \infty \) are given by

\[
\lim_{t \to \pm \infty} (A(t) - zI)^{-1} = (A_\pm - zI)^{-1}, \quad z \in \mathbb{C} \setminus \mathbb{R},
\]

\[
A_+ = -i \frac{d}{dx} + \phi, \quad A_- = -i \frac{d}{dx}, \quad \text{dom}(A_\pm) = W^{1,2}(\mathbb{R}).
\]
(For simplicity, we adopt the abbreviation $I = I_{L^2(\mathbb{R})}$ throughout this section.)

In addition, it is convenient to introduce the family of bounded operators $B(t)$, $t \in \mathbb{R}$, in $L^2(\mathbb{R})$, where

$$B(t) = \theta(t)\phi, \quad \text{dom}(B(t)) = L^2(\mathbb{R}), \quad t \in \mathbb{R},$$

(6.6)
implying

$$A(t) = A_- + B(t), \quad t \in \mathbb{R}.$$  

(6.7)
The asymptotes of $B(t)$, $t \in \mathbb{R}$, as $t \to \pm \infty$ are then given by

$$B_+ = \lim_{t \to +\infty} B(t) = \phi, \quad B_- = \lim_{t \to -\infty} B(t) = 0.$$  

(6.8)
Introducing the operator $d/dt$ in $L^2(\mathbb{R}; dt; L^2(\mathbb{R}; dx))$ by

$$\left(\frac{d}{dt}f\right)(t) = f'(t) \text{ for a.e. } t \in \mathbb{R},$$

$$f \in \text{dom}(d/dt) = \{g \in L^2(\mathbb{R}; dt; L^2(\mathbb{R})) \mid g \in AC_{\text{loc}}(\mathbb{R}; L^2(\mathbb{R})), \quad g' \in L^2(\mathbb{R}; dt; L^2(\mathbb{R}))\}$$

(6.9)
and $W^{1,2}(\mathbb{R}; dt; L^2(\mathbb{R}; dx))$. One now defines $A, B, A_-, A' = B', D_A, H_0$, and the pair $(H_2, H_1)$ in the Hilbert space $L^2(\mathbb{R}; dt; L^2(\mathbb{R}; dx))$ as in Section 3 and for notational simplicity we agree to identify $L^2(\mathbb{R}; dt; L^2(\mathbb{R}; dx))$ with $L^2(\mathbb{R}^2; dt dx)$ in the following. In particular, $D_A$ in $L^2(\mathbb{R}^2)$ is of the form

$$D_A = \frac{d}{dt} + A, \quad \text{dom}(D_A) = W^{1,2}(\mathbb{R}^2),$$

(6.11)
with $A$ defined as in (6.2) identifying $H = L^2(\mathbb{R})$ and $A(t)$, $t \in \mathbb{R}$, is given by (6.3).

Similarly, mimicking the approximation setup described in (6.3)-(6.6) one introduces $A_n(t)$, its asymptotes $A_{-n}$ as $t \to \pm \infty$, $B_n(t)$, $t \in \mathbb{R}$, $n \in \mathbb{N}$, and then also defines $A_n, B_n, A'_n = B'_n$, and the pair $(H_{2,n}, H_{1,n})$ in $L^2(\mathbb{R}^2; dt dx)$ as in Section 3.

As shown in [6], the assumptions on $\phi$ and $\theta$ made in Hypothesis 6.1 guarantee that all conditions in Hypothesis 5.10 are met and the following results can be derived:

$$[(A_+ - zI)^{-1} - (A_- - zI)^{-1}] \in B_1(L^2(\mathbb{R})), \quad z \in \mathbb{C}\setminus \mathbb{R},$$

(6.12)
and thus, the spectral shift function $\xi(\cdot; A_+, A_-)$ for the pair $(A_+, A_-)$ exists and is well-defined up to an arbitrary additive real constant, satisfying

$$\xi(\cdot; A_+, A_-) \in L^1(\mathbb{R}; (\nu^2 + 1)^{-1}d\nu).$$

(6.13)
Introducing $\chi_n(A_-) = n(A_n^2 + n^2I)^{-1/2}, n \in \mathbb{N}$, according to (5.34), the fact

$$A_{+,n} - A_- = \chi_n(A_-)B_+\chi_n(A_-) \in B_1(L^2(\mathbb{R})), \quad n \in \mathbb{N},$$

(6.14)
implies that the spectral shift functions $\xi(\cdot; A_{+,n}, A_-)$, $n \in \mathbb{N}$, exist and are uniquely determined by

$$\xi(\cdot; A_{+,n}, A_-) \in L^1(\mathbb{R}; d\nu), \quad n \in \mathbb{N}.$$  

(6.15)
In fact, one can derive the expressions

$$\xi(\nu; A_{+,n}, A_-) = \pi^{-1}\Im(\ln(\det_{L^2(\mathbb{R})}((I + \text{sgn}(\phi))^{1/2}\chi_n(A_-)(A_- - (\nu + i0)I)^{-1}}$$

$$= \pi^{-1}\Im(\ln(\det_{L^2(\mathbb{R})}((I + |\phi|^{1/2}\chi_n(A_-)(A_- - (\nu + i0)I)^{-1}}}$$

$$= \pi^{-1}\Im(\ln(\det_{L^2(\mathbb{R})}((I + \text{sgn}(\phi))^{1/2}\chi_n(A_-)(A_- - (\nu + i0)I)^{-1}}.$$
and when studying the limit \( n \to \infty \) of \( \xi(\cdot; A_{+,n}, A_-) \) one can prove that

\[
\lim_{n \to \infty} \xi(\nu; A_{+n}, A_-) = \frac{1}{2\pi} \int_{\mathbb{R}} dx \, \phi(x), \quad \nu \in \mathbb{R}.
\]

In addition, one can show that Theorem 3.8 applies and hence \( \xi(\cdot; A_{+}, A_-) \) associated with the pair \( (A_{+}, A_-) \), normalized according to (6.16) (see also the discussion in Appendix A, particularly, (A.14)) is determined via

\[
\lim_{n \to \infty} \xi(\nu; A_{+n}, A_-) = \frac{1}{2\pi} \int_{\mathbb{R}} dx \, \phi(x) = \xi(\nu; A_{+}, A_-), \quad \nu \in \mathbb{R}.
\]

Thus, one obtains the remarkable fact that \( \xi(\cdot; A_{+}, A_-) \) turns out to be constant in this example. (This phenomenon is explored and explained in detail in [6] in terms of scattering theoretic notions).

Similarly, the facts,

\[
[(H_2 - z I)^{-1} - (H_1 - z I)^{-1}] \in B_1(L^2(\mathbb{R}^2)), \quad z \in \mathbb{C}\setminus[0, \infty),
\]

\[
[(H_{2,n} - z I)^{-1} - (H_{1,n} - z I)^{-1}] \in B_1(L^2(\mathbb{R}^2)), \quad n \in \mathbb{N}, \quad z \in \mathbb{C}\setminus[0, \infty),
\]

show that the spectral shift functions \( \xi(\cdot; H_2, H_1) \) and \( \xi(\cdot; H_{2,n}, H_{1,n}) \) for the pairs \( (H_2, H_1) \) and \( (H_{2,n}, H_{1,n}) \), \( n \in \mathbb{N} \), respectively, are well-defined. In particular, they satisfy

\[
\xi(\cdot; H_2, H_1), \xi(\cdot; H_{2,n}, H_{1,n}) \in L^1(\mathbb{R}; (\lambda^2 + 1)^{-1} d\lambda), \quad n \in \mathbb{N},
\]

and since \( H_j \geq 0, H_{j,n} \geq 0, n \in \mathbb{N}, j = 1, 2, \) one uniquely introduces \( \xi(\cdot; H_2, H_1) \) and \( \xi(\cdot; H_{2,n}, H_{1,n}) \), \( n \in \mathbb{N} \), by requiring that

\[
\xi(\lambda; H_2, H_1) = 0, \quad \xi(\cdot; H_{2,n}, H_{1,n}) = 0, \quad \lambda < 0, \quad n \in \mathbb{N}.
\]

As shown in [6], one can now prove the following intimate connection between \( \xi(\cdot; A_{+n}, A_-) \) and \( \xi(\cdot; H_{2,n}, H_{1,n}) \), \( n \in \mathbb{N} \), the pushnitski-type formula,

\[
\xi(\lambda; H_{2,n}, H_{1,n}) = \frac{1}{\pi} \int_{-\lambda^{1/2}}^{\lambda^{1/2}} \frac{\xi(\nu; A_{+n}, A_-) d\nu}{(\lambda - \nu^2)^{1/2}} \quad \text{for a.e. } \lambda > 0, \quad n \in \mathbb{N}.
\]

A careful investigation in [6] establishes the analog of (6.23) in the limit \( n \to \infty \). However, we emphasize the following formula is not derived in [6] by attempting to take the limit \( n \to \infty \) of either side in (6.23); instead it is derived via a careful application of various trace formulas and the Stieltjes inversion formula resulting in

\[
\xi(\lambda; H_2, H_1) = \xi(\nu; A_{+}, A_-) = \frac{1}{2\pi} \int_{\mathbb{R}} dx \, \phi(x)
\]

for a.e. \( \lambda > 0 \) and a.e. \( \nu \in \mathbb{R} \). As a consequence of (6.24), the Witten index \( W_r(D_A) \) of the non-Fredholm operator \( D_A \) exists and equals

\[
W_r(D_A) = \xi(0_+; H_2, H_1) = \xi(0; A_{+}, A_-) = \frac{1}{2\pi} \int_{\mathbb{R}} dx \, \phi(x).
\]
Appendix A. Some Facts on Spectral Shift Functions, Trace Formulas, and Modified Fredholm Determinants

We recall a few basic facts on spectral shift functions employed in the bulk of this paper and provide results on trace formulas in terms of modified Fredholm determinants.

Closely following [3, Sects. 2–6] and [28, Ch. 8], we provide a brief discussion of how to restrict the open constant in the definition of the spectral shift function $\xi(\cdot; A, A_0)$ up to an integer for a pair of self-adjoint operators $(A, A_0)$ in $\mathcal{H}$ satisfying for some (and hence for all) $\rho(A) \cap \rho(A_0)$,

$$[(A - z_0 I_\mathcal{H})^{-1} - (A_0 - z_0 I_\mathcal{H})^{-1}] \in \mathcal{B}_1(\mathcal{H}). \quad (A.1)$$

Motivated by the unitary Cayley transforms of $A$ and $A_0$, one introduces the modified perturbation determinant,

$$\tilde{D}_{A/A_0}(z; z_0) = \det_H((A - z I_\mathcal{H})(A - \overline{z_0} I_\mathcal{H})^{-1}(A_0 - \overline{z_0} I_\mathcal{H})(A_0 - z I_\mathcal{H})^{-1}), \quad z \in \rho(A) \cap \rho(A_0), \ Im(z_0) > 0, \quad (A.2)$$

and notes that (cf. [28, p.270])

$$\tilde{D}_{A/A_0}(z; z_0) = D_{A/A_0}(\overline{z}; \overline{z_0})/D_{A/A_0}(z_0; z_0), \quad \tilde{D}_{A/A_0}(\overline{z}; \overline{z_0}) = 1, \quad (A.3)$$

and

$$\text{tr}_H\left[(A - z I_\mathcal{H})^{-1} - (A_0 - z I_\mathcal{H})^{-1}\right] = \frac{d}{dz}\ln(\tilde{D}_{A/A_0}(z; z_0)), \quad z \in \rho(A) \cap \rho(A_0), \ Im(z_0) > 0. \quad (A.4)$$

In addition,

$$\frac{D_{A/A_0}(z_0; z)}{D_{A/A_0}(\overline{z}; \overline{z_0})} = D_{A/A_0}(\overline{z}; \overline{z_0}), \quad z \in \rho(A) \cap \rho(A_0), \ Im(z_0) > 0, \ Im(z_1) > 0. \quad (A.5)$$

Then, defining

$$\xi(\lambda; A, A_0; z_0) = (2\pi)^{-1} \lim_{z \downarrow 0} \left[\ln(\tilde{D}_{A/A_0}(\lambda + i\varepsilon; z_0)) - \ln(\tilde{D}_{A/A_0}(\lambda - i\varepsilon; z_0))\right] \text{ for a.e. } \lambda \in \mathbb{R}, \quad (A.6)$$

one obtains for $z \in \rho(A) \cap \rho(A_0), \ Im(z_0) > 0, \ Im(z_1) > 0,$

$$\xi(\cdot; A, A_0; z_0) \in L^1(\mathbb{R}; (\lambda^2 + 1)^{-1} d\lambda), \quad (A.7)$$

$$\ln(\tilde{D}_{A/A_0}(z; z_0)) = \int_{\mathbb{R}} \xi(\lambda; A, A_0; z_0) d\lambda \left[(\lambda - z)^{-1} - (\lambda - \overline{z_0})^{-1}\right], \quad (A.8)$$

$$\xi(\lambda; A, A_0; z_0) = \xi(\lambda; A, A_0; z_1) + n(z_0, z_1) \text{ for some } n(z_0, z_1) \in \mathbb{Z}, \quad (A.9)$$

$$\text{tr}_H\left[(A - z)^{-1} - (A_0 - z I_\mathcal{H})^{-1}\right] = -\int_{\mathbb{R}} \frac{\xi(\lambda; A, A_0; z_0) d\lambda}{(\lambda - z)^2}, \quad (A.10)$$

$$[f(A) - f(A_0)] \in \mathcal{B}_1(\mathcal{H}), \quad f \in C^\infty_0(\mathbb{R}), \quad (A.11)$$

$$\text{tr}_H(f(A) - f(A_0)) = \int_{\mathbb{R}} \xi(\lambda; A, A_0; z_0) d\lambda f'(\lambda), \quad f \in C^\infty_0(\mathbb{R}) \quad (A.12)$$

(the final two assertions can be greatly improved).

Up to this point $\xi(\cdot; A, A_0; z_0)$ has been introduced via (A.6) and hence by (A.9), it is determined only up to an additive integer. It is possible to remove this integer.
ambiguity in $\xi(\cdot; A, A_0; z_0)$ by adhering to a specific normalization as follows: One introduces

$$
U_0(z_0) = (A_0 - z_0 I_H)(A_0 - \overline{z_0} I_H)^{-1}, \quad U(z_0) = (A - z_0 I_H)(A - \overline{z_0} I_H)^{-1}, \quad z_0 \in C_+,
$$

(A.13)

and then determines a normalized spectral shift function, denoted by $\hat{\xi}(\cdot; A, A_0; z_0)$, with the help of fixing the branch of $\ln(D_{A/A_0}(z_0; z_0))$ by the equation,

$$
i\text{Im}(\ln(D_{A/A_0}(z_0; z_0))) = 2i\text{Im}(z_0) \int_{\mathbb{R}} \frac{\hat{\xi}(\lambda; A, A_0; z_0)d\lambda}{|\lambda - z_0|^2} = \text{tr}_H(\ln(U(z_0)U_0(z_0)^{-1})).
$$

(A.14)

Here $\ln(W)$, with $W$ unitary in $\mathcal{H}$, is defined via the spectral theorem,

$$
W = \int_{\mathbb{S}^1} \mu dE_W(\mu), \quad \ln(W) = i \arg(W) = i \int_{\mathbb{S}^1} \arg(\mu) dE_W(\mu),
$$

arg(\mu) \in (-\pi, \pi],

(A.15)

with $E_W(\cdot)$ the spectral family for $W$, and

$$
\ln(U(z_0)U_0(z_0)^{-1}) = \ln(I_H + [U(z_0) - U_0(z_0)]U_0(z_0)^{-1}) \in \mathcal{B}_1(\mathcal{H}),
$$

since

$$
U(z_0) - U_0(z_0) = -2i\text{Im}(z_0)[(A - \overline{z_0} I_H)^{-1} - (A_0 - \overline{z_0} I_H)^{-1}] \in \mathcal{B}_1(\mathcal{H}).
$$

(A.16)

In conjunction with (A.14) we also mention the estimate,

$$
\int_{\mathbb{R}} \frac{\hat{\xi}(\lambda; A, A_0; z_0)d\lambda}{|\lambda - z_0|^2} \leq \frac{\pi}{2}\| (A - z_0 I_H)^{-1} - (A_0 - z_0 I_H)^{-1} \|_{\mathcal{B}_1(\mathcal{H})}.
$$

(A.17)

Moreover, if there exists $\alpha_0 > 0$ such that

$$
\alpha\| (A - i\alpha I_H)^{-1} - (A_0 - i\alpha I_H)^{-1} \|_{\mathcal{B}_1(\mathcal{H})} < 1, \quad \alpha > \alpha_0,
$$

then (cf. [28], p. 300–303),

$$
\hat{\xi}(\cdot; A, A_0; i\alpha) = \hat{\xi}(\cdot; A, A_0) \text{ is independent of } \alpha \text{ for } \alpha > \alpha_0.
$$

(A.18)

We also note that if

$$
\text{dom}(A) = \text{dom}(A_0), \quad (A - A_0)(A_0 - z_0 I_H)^{-1} \in \mathcal{B}_1(\mathcal{H})
$$

(A.19)

holds for some (and hence for all) $z_0 \in \rho(A_0)$, then (A.19) is valid for $0 < \alpha_0$ sufficiently large, and (cf. [28], p. 303–304),

$$
\hat{\xi}(\cdot; A, A_0) \in L^1(\mathbb{R}; (|\lambda| + 1)^{-1-\varepsilon}d\lambda), \quad \varepsilon > 0.
$$

(A.20)

Since different spectral shift functions only differ by a constant, the inclusion (A.22) remains valid for all spectral shift functions under the assumptions (A.21).

Finally, if

$$
B = B^* \in \mathcal{B}_1(\mathcal{H}) \text{ and } A = A_0 + B,
$$

(A.21)

then (A.19) holds with $\alpha_0 = 0$ and (cf. [28], p. 303–304)

$$
\hat{\xi}(\cdot; A, A_0) \in L^1(\mathbb{R}; d\lambda).
$$

(A.22)

Assuming (A.23), one usually introduces the (standard) perturbation determinant,

$$
D_{A/A_0}(z) = \det_H((A - z I_H)(A_0 - z I_H)^{-1}) = \det_H(I_H + B(A_0 - z I_H)^{-1}), \quad z \in \rho(A) \cap \rho(A_0),
$$

(A.24)
Thus, the normalization employed in (A.14) is consistent with the normalization
Theorem A.1.
under slightly different hypotheses:

\[ \xi(\lambda; A, A_0) = (2\pi)^{-1} \lim_{\varepsilon \to 0} \text{Im}(\ln(D_{A/A_0}(\lambda + i\varepsilon))) \text{ for a.e. } \lambda \in \mathbb{R}, \quad (A.26) \]

and hence obtains the following well-known facts for \( z \in \rho(A) \cap \rho(A_0), \text{Im}(z_0) > 0, \)

\[ \overline{D_{A/A_0}(z)} = D_{A/A_0}(\overline{z}), \quad \lim_{|\text{Im}(z)| \to \infty} D_{A/A_0}(z) = 1, \quad (A.27) \]

\[ \xi(\lambda; A, A_0) = (2\pi)^{-1} \lim_{\varepsilon \to 0} \left[ \text{Im}(\ln(D_{A/A_0}(\lambda + i\varepsilon))) - \text{Im}(\ln(D_{A/A_0}(\lambda - i\varepsilon))) \right] \text{ for a.e. } \lambda \in \mathbb{R}, \quad (A.28) \]

Combining the facts \( (A.10), (A.28), \) and \( (A.29) \) at first only yields for some \( n(z_0) \in \mathbb{Z}, \)

\[ \xi(\lambda; A, A_0; z_0) = \xi(\lambda; A, A_0) + n(z_0) \text{ for a.e. } \lambda \in \mathbb{R}. \quad (A.33) \]

However, also taking into account \( (A.20) \) and \( (A.24) \) finally yields

\[ \tilde{\xi}(\lambda; A, A_0) = \xi(\lambda; A, A_0) \text{ for a.e. } \lambda \in \mathbb{R}. \quad (A.34) \]

Thus, the normalization employed in \( (A.14) \) is consistent with the normalization implied by \( (A.21) \) in the case of trace class perturbations.

We continue this appendix with the following result, originally derived in \[17\] under slightly different hypotheses:

**Theorem A.1.** (i) Suppose \( A_0 \) and \( A \) are self-adjoint operators with \( \text{dom}(A) = \text{dom}(A_0) \subseteq \mathcal{H}, \text{ with } B = (A - A_0) \in \mathcal{B}(\mathcal{H}). \)

(ii) Assume that for some (and hence for all) \( z_0 \in \rho(A_0), \)

\[ |B|^{1/2}(A_0 - z_0 I_{\mathcal{H}})^{-1} \in \mathcal{B}_2(\mathcal{H}), \quad (A.35) \]

and that

\[ \lim_{z \to \pm i \infty} \| |B|^{1/2}(A_0 - z I_{\mathcal{H}})^{-1}|B|^{1/2} \|_{\mathcal{B}_2(\mathcal{H})} = 0. \quad (A.36) \]

(iii) Suppose that

\[ \text{tr}_\mathcal{H}\left((A_0 - z I_{\mathcal{H}})^{-1}B(A_0 - z I_{\mathcal{H}})^{-1}\right) = \eta'(z), \quad z \in \rho(A_0), \quad (A.37) \]

where \( \eta(\cdot) \) has normal limits, \( \lim_{\varepsilon \to 0} \eta(\lambda + i\varepsilon) := \eta(\lambda + i0) \text{ for a.e. } \lambda \in \mathbb{R}. \)

Then

\[ \int_{\mathbb{R}} \xi(\lambda; A, A_0) d\lambda \left[ (\lambda - z)^{-1} - (\lambda - z_0)^{-1} \right] = \eta(z) - \eta(z_0) \]

\[ + \ln \left( \frac{\det_{\mathcal{H}}\left( I_{\mathcal{H}} + s\text{gn}(B)\right)|B|^{1/2}(A_0 - z I_{\mathcal{H}})^{-1}|B|^{1/2}}{\det_{\mathcal{H}}\left( I_{\mathcal{H}} + s\text{gn}(B)\right)|B|^{1/2}(A_0 - z_0 I_{\mathcal{H}})^{-1}|B|^{1/2}} \right), \quad z, z_0 \in \rho(A) \cap \rho(A_0), \quad (A.38) \]
and for some constant $c \in \mathbb{R}$,
\[
\xi(\lambda; A, A_0) = \pi^{-1} \operatorname{Im} \left( \ln \left( \det_{2, \mathcal{H}} (I_\mathcal{H} + sgn(B)|B|^{1/2}(A_0 - (\lambda + i0)I_\mathcal{H})^{-1}|B|^{1/2}) \right) \right) + c \text{ for a.e. } \lambda \in \mathbb{R}.
\]  
(A.39)

Remark A.2. (i) We note that Theorem A.1 was derived in [17] for unbounded quadratic form perturbations $B$ of $A_0$ and hence $A_0$ was assumed to be bounded from below. Since we here assume that $B$ is bounded, boundedness from below of $A_0$ is no longer needed and the proof of [17, Theorem 2.3] applies line by line to the current setting. We also note that since $B|_{\text{dom}(A_0)}$ is symmetric and bounded, $B = (A - A_0)$ is self-adjoint on $\mathcal{H}$. The basic identity underlining Theorem A.1 is, of course,
\[
\text{tr}_\mathcal{H} ((A - zI_\mathcal{H})^{-1} - (A_0 - zI_\mathcal{H})^{-1}) + \text{tr}_\mathcal{H} ((A_0 - zI_\mathcal{H})^{-1} B (A_0 - zI_\mathcal{H})^{-1}) \quad (A.40)
\]
\[
= -\frac{d}{dz} \ln \left( \det_{2, \mathcal{H}} (I_\mathcal{H} + sgn(B)|B|^{1/2}(A_0 - zI_\mathcal{H})^{-1}|B|^{1/2}) \right), \quad z \in \rho(A) \cap \rho(A_0).
\]

(ii) One can show (cf. (A.51)) that
\[
\eta(z) - \eta(z_0) = (z - z_0) \text{tr}_\mathcal{H} ((A_0 - zI_\mathcal{H})^{-1} B (A_0 - z_0I_\mathcal{H})^{-1}), \quad z, z_0 \in \rho(A) \cap \rho(A_0).
\]  
(A.41)

We will use this fact later in this appendix.

For modified Fredholm determinants and their properties, we refer, for instance, to [13 Sect. XI.9], [20 Sect. IV.2] and [25 Ch. 9]. Here we just note that
\[
\det_{2, \mathcal{H}} (I_\mathcal{K} - A) = \prod_{n \in \mathcal{J}} (1 - \lambda_n(A))e^{\lambda_n(A)}, \quad A \in \mathcal{B}_2(\mathcal{H}),
\]  
(A.42)
where $\{\lambda_n(A)\}_{n \in \mathcal{J}}$ is an enumeration of the non-zero eigenvalues of $A$, listed in non-increasing order according to their moduli, and $\mathcal{J} \subseteq \mathbb{N}$ is an appropriate indexing set, and
\[
\det_{2, \mathcal{H}} (I_\mathcal{K} - A) = \det_{\mathcal{H}} ((I_\mathcal{K} - A) \exp(A)), \quad A \in \mathcal{B}_2(\mathcal{H}),
\]  
(A.43)
\[
\det_{2, \mathcal{H}} ((I_\mathcal{K} - A)(I_\mathcal{H} - B)) = \det_{2, \mathcal{H}} (I_\mathcal{K} - A) \det_{2, \mathcal{H}} (I_\mathcal{H} - B) e^{-\text{tr}_{\mathcal{H}}(AB)}, \quad A, B \in \mathcal{B}_2(\mathcal{H}).
\]  
(A.44)

In addition, we recall the fact, that $\det_{2, \mathcal{H}} (I_\mathcal{H} + \cdot)$ is continuous on $\mathcal{B}_2(\mathcal{H})$, explicitly, for some $c > 0$, one has the estimate (cf. [25 Theorem 9.2 (c)])
\[
|\det_{2, \mathcal{H}} (I_\mathcal{H} + T) - \det_{2, \mathcal{H}} (I_\mathcal{H} + S)| \leq \|T - S\|_{\mathcal{B}_2(\mathcal{H})}e^{c\|S\|_{\mathcal{B}_2(\mathcal{H})}^2 + \|T\|_{\mathcal{B}_2(\mathcal{H})}^2},
\]  
(A.45)
\[
S, T \in \mathcal{B}_2(\mathcal{H}).
\]

In addition, we need some results concerning the connection between trace formulas and modified Fredholm determinants (cf., eg., [20 Sect. IV.2], [25 Ch. 9], [28 Sect. 1.7]). Suppose that $A_0$ is self-adjoint in the complex, separable Hilbert space $\mathcal{H}$, and assume that the self-adjoint operator $B$ in $\mathcal{H}$, satisfies
\[
\text{dom}(B) \supseteq \text{dom}(A_0),
\]
\[
B \text{ is infinitesimally bounded with respect to } A_0,
\]  
(A.46)
and for some (and hence for all) $z_0, z_1 \in \rho(A_0),$
\[
B(A_0 - z_0I_\mathcal{H})^{-1} \in \mathcal{B}_2(\mathcal{H}), \quad (A_0 - z_0I_\mathcal{H})^{-1} B(A_0 - z_1I_\mathcal{H})^{-1} \in \mathcal{B}_1(\mathcal{H}).
\]  
(A.47)
(We recall that $B$, with $\text{dom}(B) \supseteq \text{dom}(A_0)$, is called infinitesimally bounded with respect to $A_0$, if for all $\varepsilon > 0$, there exists $\eta(\varepsilon) > 0$, such that for $f \in \text{dom}(A_0)$, $\|Bf\|_{\mathcal{H}} \leq \|A_0f\|_{\mathcal{H}} + \eta(\varepsilon)\|f\|_{\mathcal{H}}$). Then by assumption (A.46),

$$A = A_0 + B, \quad \text{dom}(A) = \text{dom}(A_0),$$

is self-adjoint in $\mathcal{H}$, and

$$[(A - zI_\mathcal{H})^{-1} - (A_0 - zI_\mathcal{H})^{-1}] = [(A_0 - zI_\mathcal{H})^{-1}B(A_0 - zI_\mathcal{H})^{-1}] \times [(A_0 - zI_\mathcal{H})(A - zI_\mathcal{H})^{-1}] \in \mathcal{B}_1(\mathcal{H}), \quad z \in \rho(A) \cap \rho(A_0).$$

(4.49)

Given this setup, one concludes the trace formula (cf., e.g., [28, p. 44])

$$\text{tr}_\mathcal{H}((A - zI_\mathcal{H})^{-1} - (A_0 - zI_\mathcal{H})^{-1})
= -\frac{d}{dz}\ln(\text{det}_2,\mathcal{H}(I_\mathcal{H} + B(A_0 - z_0I_\mathcal{H})^{-1}))
- \text{tr}_\mathcal{H}((A_0 - zI_\mathcal{H})^{-1}B(A_0 - zI_\mathcal{H})^{-1})
= -\int_\mathbb{R} \frac{\xi(\lambda; A, A_0)d\lambda}{(\lambda - z)^2}, \quad z \in \rho(A) \cap \rho(A_0),$$

and consequently, also

$$\ln(\frac{\text{det}_2,\mathcal{H}(I_\mathcal{H} + B(A_0 - zI_\mathcal{H})^{-1})}{\text{det}_2,\mathcal{H}(I_\mathcal{H} + B(A_0 - z_0I_\mathcal{H})^{-1})})
+ (z - z_0)\text{tr}_\mathcal{H}((A_0 - zI_\mathcal{H})^{-1}B(A_0 - zI_\mathcal{H})^{-1})
= \int_\mathbb{R} \frac{\xi(\lambda; A, A_0)d\lambda[(\lambda - z)^{-1} - (\lambda - z_0)^{-1}]}{(\lambda - z)^2}, \quad z, z_0 \in \rho(A) \cap \rho(A_0).$$

(4.51)

(To verify (4.51) it suffices to differentiate either side of (4.51) w.r.t. $z$, comparing with the final three lines of relation (4.50), and observing that either side of (4.51) vanishes at $z = z_0$.)

At this point we recall that $\text{det}_2,\mathcal{H}(I_\mathcal{H} + \cdot)$ is continuous on $\mathcal{B}_2(\mathcal{H})$, as recorded earlier in (A.44).

Next, suppose that $A_{0,n}, B_n, A_n = A_{0,n} + B_n, n \in \mathbb{N}$, and $A_0, B, A = A_0 + B$ satisfy hypotheses (A.46) and (A.47). Moreover, assume that for some (and hence for all) $z_0 \in \mathbb{C}\setminus\mathbb{R}$,

$$\begin{aligned}
\text{w-lim}_{n \to \infty} (A_{0,n} - z_0I_\mathcal{H})^{-1} &= (A_0 - z_0I_\mathcal{H})^{-1}, \\
\lim_{n \to \infty} \|B_n(A_{0,n} - z_0I_\mathcal{H})^{-1} - B(A_0 - z_0I_\mathcal{H})^{-1}\|_{\mathcal{B}_2(\mathcal{H})} &= 0, \\
\lim_{n \to \infty} \|(A_{0,n} - z_0I_\mathcal{H})^{-1}B_n(A_{0,n} - z_0I_\mathcal{H})^{-1}
- (A_0 - z_0I_\mathcal{H})^{-1}B(A_0 - z_0I_\mathcal{H})^{-1}\|_{\mathcal{B}_1(\mathcal{H})} &= 0.
\end{aligned}$$

(4.52) (4.53) (4.54)

One notes that due to self-adjointness of $A_{0,n}, A_0, n \in \mathbb{N}$, relation (4.52) is actually equivalent to strong resolvent convergence, that is,

$$\text{s-lim}_{n \to \infty} (A_{0,n} - zI_\mathcal{H})^{-1} = (A_0 - zI_\mathcal{H})^{-1}, \quad z \in \mathbb{C}\setminus\mathbb{R}.$$  

(4.55)

Moreover, the well-known identity (see, e.g., [26, p. 178]),

$$\begin{aligned}
(T_1 - zI_\mathcal{H})^{-1} - (T_2 - zI_\mathcal{H})^{-1} &= (T_1 - z_0I_\mathcal{H})(T_1 - zI_\mathcal{H})^{-1} \\
\times [(T_1 - z_0I_\mathcal{H})^{-1} - (T_2 - z_0I_\mathcal{H})^{-1}](T_2 - z_0I_\mathcal{H})(T_2 - zI_\mathcal{H})^{-1},
\end{aligned}$$

(4.56)
where $T_j$, $j = 1, 2$, are linear operators in $\mathcal{H}$ with $\rho(T_1) \cap \rho(T_2) \neq \emptyset$, together with Lemma 3.6 \[A.54\] and \[A.55\] imply
\[
\lim_{n \to \infty} \|(A_{0,n} - z_0 I_H)^{-1} B_n (A_{0,n} - z_1 I_H)^{-1}
- (A_0 - z_0 I_H)^{-1} B (A_0 - z_1 I_H)^{-1}\|_{B_1(H)} = 0, \quad z_0, z_1 \in \mathbb{C} \setminus \mathbb{R}. \quad (A.57)
\]

Then \[A.51\] applied to the self-adjoint pairs $(A_n, A_{0,n})$, $n \in \mathbb{N}$, and $(A, A_0)$, in combination with \[A.45\] and \[A.57\] implies the continuity result,
\[
\lim_{n \to \infty} \int_{\mathbb{R}} \xi(\lambda; A_n, A_{0,n}) d\lambda \left[ (\lambda - z)^{-1} - (\lambda - z_0)^{-1} \right] 
= \lim_{n \to \infty} \left\{ \ln \left( \frac{\det_2(\mathcal{H}(I_H + B_n(A_{0,n} - z_1 I_H)^{-1}))}{\det_2(\mathcal{H}(I_H + B_n(A_{0,n} - z_0 I_H)^{-1}))} \right) \right. \\
+ (z - z_0) \text{tr}_\mathcal{H}( (A_{0,n} - z_1 I_H)^{-1} B_n (A_{0,n} - z_0 I_H)^{-1}) \right\} \\
= \ln \left( \frac{\det_2(I_H + B(A_0 - z_1 I_H)^{-1})}{\det_2(I_H + B(A_0 - z_0 I_H)^{-1})} \right) \\
+ (z - z_0) \text{tr}_\mathcal{H}( (A_0 - z_1 I_H)^{-1} B (A_0 - z_0 I_H)^{-1}) \\
= \int_{\mathbb{R}} \xi(\lambda; A, A_0) d\lambda \left[ (\lambda - z)^{-1} - (\lambda - z_0)^{-1} \right], \quad z, z_0 \in \mathbb{C} \setminus \mathbb{R}. \quad (A.58)
\]
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