Tailoring WRF and Noah-MP to Improve Process Representation of Sierra Nevada Runoff: Diagnostic Evaluation and Applications
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Abstract Watersheds at the western margin of the Sierra Nevada mountains in California are regulated by large dams providing crucial water supply, flood control, and electricity generation. Runoff in these basins is snowmelt dominated and therefore vulnerable to alteration due to climate change. Regional climate models coupled to land surface models can be used to study the hydrologic impacts of climate change, but there is little evidence that they accurately simulate watershed-scale runoff in complex terrain. This study evaluates capabilities of the Weather Research and Forecasting (WRF) regional climate model, coupled to the Noah-multiparameterization (MP) land surface model, to simulate runoff into nine Sierra Nevada reservoirs over the period 2007–2017. Default parameterizations lead to substantial inaccuracy in results, including median bias of 61%. Errors can be traced to process representations; specifically, we modify the representation of snowmelt generation in the Thompson microphysics scheme and subsurface runoff generation in the Noah-MP land surface model, including a correction representing effects of groundwater storage. The resulting parameterization improves Nash-Sutcliffe efficiency to above 0.7 across all basins and reduces median bias to 21%. To assess capabilities of the modified WRF/Noah-MP system in supporting analysis of human-altered hydrology, we use its streamflow projections to force a reservoir operations model, results of which maintain high accuracy in predicting reservoir storage and releases (mean Nash-Sutcliffe efficiency > 0.41). This diagnostic analysis indicates that coupled climate and land surface models can be used to study climate change effects on reservoir systems in mountain regions via dynamical downscaling, when adequate physical parameterizations are used.

Plain Language Summary In California, reservoirs are a critical component of hydroelectric power generation and flood control, in addition to storing water used by farms and cities. Much of the water that flows into the reservoirs comes as snowmelt from the Sierra Nevada mountains each spring. Wintertime snow accumulation and springtime snowmelt are likely to be impacted by rising temperatures and shifting precipitation patterns. However, little research has addressed whether regional climate models (RCMs) can accurately simulate runoff for California's reservoirs. Here we make multiple changes to a commonly used RCM, including improvements to how water is processed in the soil and how groundwater is represented. These changes improve the modeled runoff estimates when compared to values based on observations. We use 11 years of modeled runoff to drive a reservoir operations model. Though the modeled water system behavior using RCM runoff is not as realistic as a version of the model using observed runoff, the results predict many of the same variations in reservoir storage. The combined RCM and reservoir operations model can be used to project how reservoir inflows and storage may be impacted by future climate change.

1. Introduction

In many parts of the world, mountain regions function as natural reservoirs, storing water as snow during winter and releasing it in the warm season (Viviroli et al., 2007). This function is especially important in areas such as California, where little precipitation falls in the summer, and mountain snowmelt becomes the primary source of summer streamflow. Many of the rivers draining the west side of the Sierra Nevada...
mountains in California flow into reservoirs used for generating hydroelectric power and providing a consistent water supply for agriculture and urban areas (Waliser et al., 2011). Since these basins are snowmelt dominated, they are vulnerable to climate change altering their flow timing, and such changes have been described extensively in the recent scientific literature. Over the past few decades, the fraction of precipitation in western North America that falls as snow has been decreasing (Knowles et al., 2006; Pederson et al., 2011). Many rivers, including some in the Sierra Nevada, are transitioning from snowmelt dominated to rain dominated (Fritze et al., 2011; Kampf & Leesky, 2016). Barnett et al. (2008) attributed most of the decrease in peak snow water equivalent (SWE) and movement toward earlier river flow centroid time across the western United States to anthropogenic climate change.

Trends toward increased temperature and decreased snowfall are expected to continue throughout the 21st century, particularly in mountain regions, due to snow albedo and other feedbacks (Pepin et al., 2015; Sun et al., 2018; Walton et al., 2017). Regardless of changes in total precipitation amount, in the future, snow will likely melt earlier in the Sierra Nevada. When snow melts earlier, it also tends to melt more slowly (Musselman et al., 2017), leading to lower flows overall as there is less water partitioned to subsurface lateral flow and more water accessible to evapotranspiration (Barnhart et al., 2016). Decreased snow fraction of precipitation is also associated with decreased streamflow (Berghuijs et al., 2014). Thus, it is important to understand how hydroclimatic changes in California may impact reservoir inflow.

Since global climate models (GCMs) are generally too coarse to accurately represent regions with complex topography (Schwartz et al., 2017), numerous studies have dynamically downscaled GCM estimates of runoff for western North America, where many watersheds have headwaters in the mountains. However, previous work estimates runoff on a monthly, or even annual, time step (Christensen & Lettenmaier, 2007; Harding et al., 2012; Pagán et al., 2016; Rasmussen et al., 2014), which does not capture extreme flow events that impact human systems. It is therefore insufficient for modeling reservoir operations (Naz et al., 2016). Other studies focus on runoff timing rather than runoff amount (e.g., Schwartz et al., 2017).

Here we present what is, to our knowledge, the first attempt to evaluate daily runoff in the mountains of the western United States from a coupled land surface model (LSM) and regional climate model (RCM), which can be used to drive operational reservoir models. We assess the capability of the Noah-multiparameterization (MP) LSM coupled with the Weather Research and Forecasting (WRF) RCM to simulate daily basin-scale runoff in California. We compare simulated runoff to full natural flow (FNF, or what the river discharge would be absent upstream human modifications) estimates based on historical observations, assessing model accuracy under default parameter settings over two 1-year periods. Based on this diagnostic analysis, we incorporate several process-based modifications to precipitation schemes within WRF and to runoff generation schemes in Noah-MP, which we test using an 11-year simulation experiment. Finally, we compare the performance of the resulting simulations and FNF as inputs to the Operation of Reservoirs in California (ORCA) reservoir operations model.

Our goal is to modify the WRF/Noah-MP system so that, when properly parameterized, it can be used for dynamical downscaling of GCMs to characterize climate change impacts on runoff, reservoir operations, and water resources management in California. Unlike what is often done with hydrologic models (Refsgaard, 1997), we do not attempt to perform a rigorous calibration of any parameters. Such an undertaking for a coupled RCM/LSM would require much more computing power than we had access to. Instead, our philosophy was to perturb a few parameters in a small number of ways, within realistic ranges and based on knowledge of the Sierra Nevada area. The final parameterized version of WRF/Noah-MP that developed represents the aggregate of those perturbations that produced the most accurate outputs in terms of runoff and snow. Our research does not seek to completely optimize WRF for the Sierra Nevada; in terms of calibration it is more qualitative than quantitative. Rather, we demonstrate that the model’s default parameter values produce inaccurate results and that those results can be markedly improved by nudging the parameters in the right direction, within the bounds of physically realistic parameter values.

2. Methods

2.1. Experimental Design

Our geographic setup for WRF v3.8.1 is the same used by Wrzesien et al. (2015): a 9-km resolution inner nest covering California within a 27-km resolution outer domain (Figure 1). Initial and 3-hourly boundary
Meteorological conditions were taken from the North American Regional Reanalysis (NARR) at 32-km resolution (Mesinger et al., 2006). NARR was used as the boundary condition because of its high resolution compared to other available reanalyses. Daily sea surface temperature within the model domain was taken from the National Centers for Environmental Prediction Real Time Global analysis at 0.5° resolution (Thiébaux et al., 2003). The physics parametrizations chosen included the Kain-Fritch convection scheme, Thompson microphysics scheme and Noah-MP LSM, based on their demonstrated accuracy at simulating snow accumulation and ablation in the Sierra Nevada (Hughes et al., 2017; Wrzesien et al., 2015). We do not expect the choice of convective scheme to have a strong impact on snowfall accumulation in the Sierra Nevada, because most precipitation there occurs in the wet season of winter and early spring and is not convectively driven. Within Noah-MP, we used the original Noah runoff scheme with free drainage, which is the default scheme beginning in WRF v3.9.

In our setup, WRF outputs surface and subsurface runoff at 3-hr time steps for each grid cell. To evaluate the simulation results against observational data, we identified 10 locations at which suitable flow data are available, spanning the length of the Sierra Nevada. One of the locations is a U.S. Geological Survey gauge station on the Cosumnes River, which has no large dams. The other nine locations are served by California Data Exchange Center (CDEC) stations, for which daily FNF was available. FNF represents the discharge for a location without human modifications to the river system. It is derived from actual gauged discharge by appropriately adding or subtracting upstream diversions and storage changes in upstream reservoirs (Huang, 2016). Since there are numerous reservoirs upstream of the stations we chose, and WRF simulations do not include human modifications such as reservoir storage, we must compare to FNF and not to unadjusted gauged discharge. Eight of the CDEC stations we used are located at dams and directly measure the FNF upstream of reservoirs. We also used one CDEC station, Yuba River at Smartville, that is less than 1 km downstream of Englebright Lake. Table 1 provides more information on the 10 stations and their watersheds.

Figure 1. Watersheds of eight reservoirs and two stream gauges in California. Boundary of 9-km inner WRF domain shown as blue box. Major cities shown for reference.
We used the HydroSHEDS flow direction raster at 3-arc sec \((1/1,200)^\circ\) resolution (Lehner et al., 2008) to delineate each station’s watershed (Figure 1), which we then transferred to the WRF inner domain grid. By summing the WRF subsurface and surface runoff output over each watershed and averaging, we estimate runoff on a daily time scale. We first ran WRF for one water year (WY), 1 October 2006 to 30 September 2007.

Table 1

| Station   | Basin area \((\text{km}^2)\) | Mean FNF \((\text{m}^3/\text{s})\) | Annual specific runoff \((\text{mm/yr})\) | Median elevation in WRF \((\text{m})\) | Default WRF runoff % bias | Modified WRF runoff % bias |
|-----------|-------------------------------|-------------------------------|---------------------------------|---------------------------------|---------------------------|----------------------------|
| Shasta    | 17,848                        | 6,819                         | 502                             | 1,455                           | −5                        | −25                       |
| Oroville  | 9,043                         | 5,192                         | 754                             | 1,609                           | 28                        | −7                        |
| Yuba      | 3,397                         | 2,686                         | 1,039                           | 1,317                           | 59                        | 30                        |
| Folsom    | 4,671                         | 3,332                         | 937                             | 1,412                           | 46                        | 13                        |
| Cosumnes  | 1,369                         | 430                           | 413                             | 857                             | 53                        | 30                        |
| New Melones | 2,302                        | 1,366                         | 780                             | 1,875                           | 63                        | −2                        |
| Don Pedro | 3,898                         | 2,443                         | 823                             | 1,869                           | 72                        | 2                         |
| Millerton | 4,121                         | 2,121                         | 676                             | 2,268                           | 110                       | 3                         |
| Pine Flat | 3,902                         | 2,036                         | 686                             | 2,532                           | 106                       | −6                        |
| Isabella  | 5,175                         | 830                           | 211                             | 2,117                           | 128                       | −47                       |

Figure 2. Modifications to Noah-MP improve WRF runoff accuracy. (a) Off-line Noah-MP-only simulation forced with WRF outputs. (b and c) Fully coupled WRF/Noah-MP.
with the default values for all physics parameters. We compared the resulting model output to FNF values to assess accuracy (Table 1 and Figure 2). To improve snowfall and runoff accuracy, we made changes to the microphysics scheme and the runoff scheme, which are described in section 3.1. With the resulting modified setup, we ran WRF for WY 2007–2017. In lieu of a routing scheme, we imposed a 6-hr delay on runoff for each station; for all 10 stations in two WYs tested, 6 hr produced a Nash-Sutcliffe efficiency (NSE) within 0.05 of the maximum value tested (Nash & Sutcliffe, 1970), while longer or shorter delay times produced lower NSE values. NSE is an accuracy metric with values ranging from negative infinity for an inaccurate model to 1 for a perfect model. An NSE value greater than 0 indicates a model that is more accurate than simply outputting a constant value equal to the observed mean at all times. The WRF-Hydro modeling system could alternatively be used to implement more physically based flow routing, but we thought that its added complexity was not necessary given the size of the basins we used (all less than 20,000 km²). We used several metrics (percent bias, correlation, and NSE) and visualizations of both runoff amount and runoff timing to assess simulated runoff accuracy relative to FNF (Table 3 and Figures 2–4). We tested whether simulated runoff accuracy in certain basins can be further improved by using a statistical correction that approximates the effects of groundwater storage. Finally, we studied the accuracy of using our WRF outputs as inputs to models of reservoir management, described in section 2.2.

| Category                                    | Default assumption                                                                 | Modification                                                                 |
|---------------------------------------------|----------------------------------------------------------------------------------|-----------------------------------------------------------------------------|
| Snow capacitance in the Thompson microphysics scheme | Varied linearly from 0.15 at −1.5 °C to 0.5 at −30 °C                           | Constant value of 0.2                                                       |
| Soil type                                   | Default soil texture map with large initial soil moisture values                  | Sand and ice grid cells changed to sandy loam                               |
| Soil porosity for sandy loam                | 0.434                                                                           | 0.52                                                                        |
| Slope parameter to calculate subsurface flow | 0.1                                                                             | 0.5                                                                         |
| Depth of subsurface runoff generation       | Deepest soil layer, from 1 to 2 m below the surface                               | Second-from-top soil layer, from 10 to 30 cm below the surface              |
| Rain-snow partitioning                      | A function of 2-m air temperature (opt_snf = 1)                                  | Allow the microphysics scheme to partition the precipitation (opt_snf = 4) |

2.2. Water Resources Model

The newly developed ORCA model simulates operations of Shasta, Oroville, and Folsom reservoirs in the foothills of the Sierra Nevada at the edge of the Sacramento Valley, as well as management of water supply infrastructure in the Sacramento-San Joaquin Delta. Written in Python, the model is open source and can be found at the GitHub (https://github.com/jscohen4/orca). It uses daily hydrologic input data that can be obtained from the CDEC: reservoir inflows and FNF, basin-averaged SWE, temperature, and basin-averaged precipitation. The model uses monthly SWE values to forecast future reservoir inflows in the dry season, mimicking the seasonal streamflow forecasting strategy used in the California water system. Model results are generated at a daily time step. The primary results of interest for this study are reservoir releases and water supply pumping through the Sacramento-San Joaquin Delta (“Delta pumping”).

ORCA simulates how major reservoirs in the Central Valley Project and State Water Project operate in conjunction with water supply exports south of the Delta, primarily for agricultural water supply. These exports are strongly influenced by available storage in Shasta, Oroville, and Folsom reservoirs, the forecasted seasonal inflow for each reservoir, and the ability to meet environmental requirements in the Delta. Reservoir releases are determined based on minimum environmental flow requirements, flood control, and water supply demand. ORCA can be used to explore flood control, water supply, and water system planning under many hydrologic scenarios.

In this study we evaluated ORCA simulations for WYs 2007–2018, comparing hydrologic inputs from WRF and CDEC (historical), including temperature, precipitation, and SWE. Because ORCA uses SWE data from CDEC-reported snow pillows or snow courses, which are at a much smaller spatial scale than the 9-km WRF
Figure 3. Weekly runoff from modified WRF compared to FNF.
grid, the WRF SWE outputs were downscaled using the following procedure: We first identified the WRF grid cell that contains a snow station used by ORCA. Next, by linearly regressing maximum annual observed SWE and modeled SWE, we calculated an empirical factor that allows us to transform WRF grid cell SWE to a time series similar in magnitude to the station observation. By applying the empirical factor to the modeled daily SWE time series, we downscale it to the station level.

2.3. Evaluation Data Sets

We use two gridded data sets to evaluate WRF estimates of SWE and precipitation. For SWE, we compare against the Sierra Nevada Snow Reanalysis (SNSR) (Margulis et al., 2016). By constraining modeled snow depth and snow density by Landsat observations of fractional snow-covered area, the SNSR produces estimates of SWE at a spatial resolution of 90 m. As of the time of this study, SWE estimates of the Sierra Nevada mountain range are available from the SNSR from 1985 through 2016. To evaluate precipitation, we use the Parameter-elevation Regressions on Independent Slopes Model (PRISM) (Daly et al., 1994; PRISM Climate Group, 2018), which is derived by interpolating a combination of gauges and satellite precipitation products. Daily precipitation estimates from PRISM are available from 1981 to 2018; here we use the 4-km PRISM data to evaluate WRF estimates of precipitation.

3. Diagnostic Evaluation of WRF/Noah-MP

Using the default WRF/Noah-MP parameterizations, we observed large positive biases in runoff for nine of the 10 stations (Table 1). To assess whether snow accumulation errors contributed to this bias, we compared WRF snow on 1 April 2016 with the SNSR (a relatively average snow accumulation year where 1 April SWE is within <10% of peak SWE), finding a 20% bias in total grid-cell-wise peak SWE over our basins of interest. This bias agrees with the findings of Wrzesien et al. (2017), who also noted that WRF overestimates SWE in the Sierra Nevada compared to the best available data sets. The SWE bias was especially large in high elevation grid cells and those with large values of SWE, which are important for generating late-season runoff. Although WRF and Noah-MP represent many processes using physically based equations, parameterization based on empirical data is still common, such as for defining soil porosity for each soil class (Clapp & Hornberger, 1978). Past studies of snowpack and runoff using WRF and Noah-MP have maintained default parameter values (e.g., Rasmussen et al., 2014; Schwartz et al., 2017) when running the model to assess its accuracy. However, many of these parameters should vary in space and have significant spread in acceptable values. In order to address the bias observed in snowpack and runoff, we identified parameters in WRF and Noah-MP that controlled snowfall and runoff processes: snow capacitance in the Thompson microphysics scheme, the matchup between initial soil moisture values from NARR and soil porosity, the slope value used to calculate subsurface flow, and the depth at which runoff is generated in the subsurface. We also consider how rain-snow partitioning impacts snowfall and snow accumulation. All changes to WRF/Noah-MP are summarized in Table 2.
Figure 4. (a) annual total specific runoff in WRF compared to FNF for 10 stations, (b) WRF runoff timing compared to FNF for each lake and WY, (c) WRF runoff timing compared to FNF averaged over 11 WY for each lake, (d) anomaly of (b) minus (c), and (e) WRF runoff elasticity to snowfall compared to FNF and SNSR with 2-standard-error intervals from regression.
According to the default option in Noah-MP, precipitation is partitioned between rain and snow through a function of 2 m air temperature that does not vary spatially. However, the optimal temperature threshold to perform this partitioning has been found to vary by region (Jennings et al., 2018). Thus, we tested allowing the microphysics scheme from WRF to partition the precipitation, which is referred to as “opt_snf = 4” in the WRF namelist. This change reduced the peak SWE bias in 2016 compared to SNSR from 20% to 16%. To further reduce the snow accumulation bias, we altered the value of snow capacitance within the Thompson microphysics scheme (Thompson et al., 2008). Snow capacitance is a dimensionless value associated with a snowflake's shape that describes how efficiently the snowflake can attract water vapor. In the original parameterization, the snow capacitance varied linearly with temperature from 0.15 at −1.5 °C to 0.5, the value for a sphere, at −30 °C. Based on the assumption that heavily rimed snow or graupel crystals are not perfect spheres, we instead used a constant capacitance of 0.2, which is a typical value for aggregates of snow crystals (Westbrook et al., 2008). Changing the snow capacitance reduced 2016 SWE bias over our basins of interest to 11%.

Even with these changes to snowpack, positive runoff biases remained, as shown in Table 1 and Figure 2. Some of this bias occurs at the beginning of the WY in our evaluation runs (e.g., Figure 2c). A small number of grid cells produced extremely high runoff at the beginning of the simulation, prior to any precipitation. These anomalous cells had a soil type of either sand or ice. In these cases, the initial soil moisture from NARR was too large for the assigned soil type to hold. To remedy this issue, we changed the soil type of all cells that were sand, loamy sand, or ice to sandy loam, as this was the most common soil type (74% of grid cells in the basins of interest were sandy loam or loam). To further increase the runoff accuracy, we made changes to the subsurface runoff scheme. We did not change the surface (infiltration excess) runoff scheme because in our area of interest it generates relatively little runoff compared to the subsurface. With the free drainage option (opt_run = 3), Noah-MP calculates subsurface runoff as a product of soil hydraulic conductivity and a slope parameter (Skamarock et al., 2008). However, when Noah-MP is coupled with WRF v3.8.1, a single value of the slope parameter is used for the entire domain. We chose 0.5 as the slope parameter, instead of the default value of 0.1 (which is simply the first value in the list of possible values provided with Noah-MP), as 0.5 gave better results in an off-line version of Noah-MP (e.g., NSE of 0.59 instead of 0.49 for WY 2016 in Don Pedro Lake, comparing versions with modified runoff depth and porosity as discussed below, only differing in the slope parameter).

By default, subsurface runoff in Noah-MP is generated at the lowest soil layer, which extends from 1 to 2 m deep. At higher elevations in the Sierra Nevada, the depth to weathered bedrock is often less than 2 m, so modeled runoff should come from closer to the surface (Dahlgren et al., 1997; Meyer et al., 2007). A recent high-resolution study of a catchment in the Alps found that simulated snowmelt runoff accuracy was maximized when the Alpine3D model generated subsurface runoff at a soil depth of 30 cm (Wever et al., 2017). We decided to test implementing a similar scheme in Noah-MP; although soils in the Sierra Nevada are certainly not the same as those in the Alps, they are likely similarly shallow in many places. We modified the Noah-MP runoff scheme to produce subsurface runoff from the second-from-top soil layer, which extends from 10 to 30 cm. This change lowered melt-season runoff and produced hydrographs with both peak runoff values and recessional limbs closer to the FNF (Figure 2).

In Noah-MP, soil permeability is proportional to porosity and to a power function of soil moisture content. The porosity of each soil type in Noah-MP is assigned a single value, which is determined by the mean soil type value from the range identified by Clapp and Hornberger (1978). However, real soils exhibit a wide range of porosities (and other hydraulic characteristics) within each soil type, as indicated by the standard deviations that accompany the mean values. To reduce runoff, we increased the porosity of the predominant soil type, sandy loam, by 1 standard deviation from 0.434 to 0.52. Figure 2a shows the effects on runoff into Don Pedro Lake of the major changes we made to Noah-MP. In order to allow efficient testing of different parameterizations, we used an off-line version of Noah-MP forced with WRF atmospheric outputs for WY 2016, an average WY. The NSEs relative to FNF are 0.19, 0.37, and 0.59 for Noah-MP with default settings, Noah-MP with shallow runoff generation, and the fully modified Noah-MP (shallow runoff generation, higher slope parameter, and higher porosity), respectively. The NSE for the same station and year for the fully modified version of WRF coupled with Noah-MP is 0.66, which demonstrates the advantage of coupling the atmospheric and LSMs. For all stations except Shasta, bias decreased by between 21 and more than 100 percentage points from the default to the fully modified version of Noah-MP within WRF (Table 1) for WY 2007,
the first year of our planned multiyear run. Thus, the changes we implemented make WRF/Noah-MP runoff much more accurate in the Sierra Nevada region.

4. Results
4.1. Modified WRF/Noah-MP Model Accuracy

Comparison of simulated runoff time series from our modified WRF/Noah-MP against FNF for 10 stations over WY 2007–2017, shown in Figure 3, suggests that the runoff simulations have considerable skill. An interactive visualization of the same data is available at the website (https://nholtzman.shinyapps.io/pre-sapp_v2). Model accuracy compared to FNF is summarized in the left half of Table 3. The runoff bias generally decreases from north to south, which may be related to the increasing proportion of precipitation that falls as snow in the higher-elevation southern regions of the Sierra Nevada. Cosumnes, the station where our model is by far the least accurate, has both the smallest basin area and the lowest basin elevation (Table 1). To further improve performance in northern and lower-elevation parts of the Sierra Nevada, it may be necessary to make changes to WRF affecting rainfall, not just snowfall as we did in this study. Our revised Noah-MP subsurface runoff model does not model groundwater, a weakness that impairs the modeled runoff accuracy, particularly in the northern three reservoirs where FNF has higher baseflow in the dry season than WRF. Furthermore, in the southern Sierra Nevada, WRF runoff recedes faster than FNF; both the absence of groundwater and the possibility of modeled snow melting too quickly may contribute to this difference.

To assess the accuracy of modeled runoff timing without regard to absolute runoff amount, we calculated the days at each station when 25%, 50%, and 75% of each WY’s runoff had occurred (Figures 4b–4d), which we refer to as d25, d50, and d75, respectively. The climatological 11-year averages of d50 are similar, with a root-mean-square error of 6.0 days, indicating that WRF realistically captures differences between watersheds in overall runoff timing. Subtracting the climatological d50 value from the lake-year data gives the d50 anomaly for each lake year; for the d50 anomaly values, there is a correlation between WRF and FNF with a slope that is not significantly different from 1 (0.93 with a standard error of 0.05), suggesting that WRF models interannual variability in runoff timing well. We can repeat the analysis for runoff centroid date, or the day of the WY with the center of mass of streamflow (Stewart et al., 2004). WRF produces earlier centroids than FNF by 5.7 days on average, while WRF d50 dates are 3.3 days earlier that the corresponding days obtained from FNF. Analysis of d25 shows similar patterns to d50. However, d75 shows more bias, with WRF dates 8.5 days earlier than FNF. This bias is related to WRF flow levels receding too quickly, which may be related to the absence of groundwater storage in the model or to modeled snow melting too quickly. The number of days it takes for SWE aggregated over all 10 basins to melt to half of its maximum value in each year is on average 8.2 days earlier in WRF than in SNSR, with a standard deviation of 22 days (averaged over WYs 2007 to 2016). Thus, inaccurate snowmelt rate might play a role in runoff timing bias for particular years, but there is no clear overall snowmelt rate bias.

In addition to runoff timing, we also compare annual runoff amounts between WRF and FNF for all stations (Figure 4a), with varying results. In some WYs (2010 and 2017), WRF has a clear positive bias in all reservoirs, while in other years WRF is much more accurate. With only eleven years of simulations, it is difficult to discern a pattern in these annual differences. Interestingly, WYs 2010 and 2011 have nearly the same WRF runoff amounts, and the same WRF rain and snow, but very different FNF runoff amounts. Compared to observation-based data, WRF produces too much precipitation in WY 2010. WRF snow accumulation biases relative to SNSR are 19% and −5% in WY 2010 and 2011, respectively, while WRF total precipitation biases relative to the PRISM data set are 33% and −4%. WY 2010 was an especially dry one in California, and it is possible that the NARR forcing did not capture this dry extreme well. We also compare WRF outputs to a combination of FNF and SNSR to assess runoff elasticity to snowfall (Figure 4e). For each basin, we fit a linear relationship between annual runoff and annual SWE accumulation, using the 10 WYs, 2007–2016. WY 2017 was not used because it is not included in SNSR. We define the elasticity as the slope of this relationship. There is good agreement between the elasticities found in WRF and those derived from FNF and SNSR.

The Airborne Snow Observatory (ASO) is another source of remotely sensed snow data over part of the Sierra (Painter et al., 2016). Most of the currently available ASO data are from the Tuolumne basin, over which our WRF output shows a positive bias on the order of 50% compared to ASO SWE (Figure S2).
However, we believe that this basin is not representative of WRF performance over the whole Sierra; the SWE bias is negative in the majority of other years for the other ASO basins. SNSR SWE agrees well with ASO in the year 2016, showing a correlation of 0.99 and a $-5.6\%$ bias. So we have high confidence in using SNSR to evaluate WRF over basins and years where ASO data is not available. Figure S3 shows that the bias of WRF SWE relative to SNSR is much closer to 0 when aggregated over all 10 basins we studied, compared to when it is calculated over just the drainage basin of Lake Don Pedro (which contains the portion of the Tuolumne River Basin observed using ASO).

### 4.2. Adding a Simple Groundwater Model

One possible reason for the error characteristics described in section 3.1 is that WRF/Noah-MP does not adequately model groundwater storage and release. Including such a capability could increase the runoff accuracy of our modeling system for all parts of the Sierra Nevada. Although the high-mountain areas that experience the snowfall may have little potential for groundwater storage, the stations studied here are all below 400 m in elevation, so it is reasonable to expect significant groundwater storage upstream of the stations. Though Noah-MP includes an optional water table parametrization, this scheme may take many model years to spin up (Niu et al., 2007). To avoid this issue, we implemented a more conceptually simple groundwater model. Based on schemes found in the Regional Hydro-Ecologic Simulation System and other modeling systems (Tague & Band, 2004), our parametrization models aquifer storage volume but does not explicitly model a water table.

In each time step of our scheme, a fraction $b$ of infiltrating water bypasses the soil column and enters the aquifer; the aquifer then discharges a small fraction $k$ of its volume. Details of the implementation are described in supporting information section S1. For WY 2007 there were four stations (Oroville, Yuba, New Melones, and Isabella) where the fully coupled WRF/Noah-MP model with aquifer parametrization improved on the soil-only configuration by simulating Fall 2007 FNF baseflow with less than 25% bias, while at these stations the soil-only version simulated very low baseflow with a negative bias of over 62% (Figure 5). In one station (Shasta), the aquifer configuration did not produce enough baseflow; $b$ and $k$ may need to be larger to accurately represent the aquifers in this basin. For the remaining five stations, baseflow from the soil-only WRF simulation was similar to FNF, and adding the aquifer produced too much baseflow. Decreasing $b$ and $k$ in these basins, representing less influence of from groundwater, might improve accuracy. Adding the aquifer model did not have much effect on the incorrectly rapid recession events in the southern Sierra Nevada, which may stem from errors with snow melt rate. Thus, a simple groundwater model shows promise for simulating persistent baseflow, but its parameters need to be set on a regional basis, perhaps based on bedrock types. The northern Sierra Nevada is underlain by volcanic rocks that are more permeable than the granite in the southern portion of the range, so it would make sense to assign the northern Sierra Nevada a larger $b$ value. However, we leave the detailed parameterization of such a model to future efforts.

For each station, the modeled runoff with the aquifer model was approximately a linear function of the modeled runoff without the aquifer model. The regression slopes were the same (0.83) for all 10 stations, while the y intercepts were different, presumably due to the different initial aquifer value in each grid cell. After accounting for the differing intercepts, the overall correlation of daily modeled station runoff with and without the aquifer was 0.9987. This strong linear relationship suggests that the addition of the aquifer model can be approximated statistically without rerunning WRF. The advantage of this approach is that the parameters of the relationship for each station can be easily estimated by comparing to the station FNF. Estimating the parameters of the aquifer model in Noah-MP would be more difficult: While the spatial variation might generally correspond with rock types as discussed above, the parameters are still conceptual. They do not clearly correspond to physical quantities measurable in nature, and actual values would have to be empirically determined by comparing to FNF. Such a calibration for an off-line Noah-MP implementation is much more computationally expensive than calibrating the parameters of a linear relationship as a postprocessing step. Thus, we chose to approximate the effect of the aquifer model for the full 11-year run by applying a simple linear relationship.

To account for long-term memory in the aquifer, we let the intercept of this relationship vary by introducing a term proportional to the previous year’s mean runoff. For the first year of the simulation, the 11-year runoff
Figure 5. Results of fully coupled WRF/Noah-MP for WY 2007 with aquifer model.
Table 4
Parameters of Aquifer Correction, Derived From Linear Regression

| Station          | c   | d   | 1−c·d |
|------------------|-----|-----|-------|
| Shasta           | 0.59| 0.09| 0.32  |
| Oroville         | 0.79| 0.05| 0.15  |
| Yuba             | 0.86| 0.08| 0.07  |
| Folsom           | 0.95| 0.05| 0.00  |
| Cosumnes         | 0.97| 0.03| 0.00  |
| New Melones      | 0.73| 0.14| 0.13  |
| Don Pedro        | 0.90| 0.00| 0.10  |
| Millerton        | 0.87| 0.11| 0.01  |
| Pine Flat        | 0.86| 0.12| 0.03  |
| Isabella         | 0.73| 0.24| 0.04  |

For all 10 stations, the aquifer correction does not dramatically change the correlation between modeled runoff and FNF. For the stations with c parameters nearly equal to 1, the correction has only a small effect on modeled flow and accuracy. For stations with lower c parameters, the correction uniformly improves the NSE (Table 3), though the original correlations were already high (≥0.9). Figures 6a and 6b show the effect of the aquifer correction on modeled runoff into Lakes Shasta and Isabella, the most northern and southern lakes in our study: The low flows increase, and the high flows decrease. For most years in Lake Shasta and some years in Lake Isabella, the postcorrection low flows are higher than the FNF low flows because overall WRF runoff for those years has a high bias already. We can understand the elasticity of low flow to total flow by studying the annual minimum runoff (approximated as the minimum weekly mean runoff in the second half of the WY) as a function of the annual mean runoff, normalized by the climatological annual mean runoff. From this perspective, the aquifer-corrected WRF output agrees with FNF, while the uncorrected WRF output is too low for the lakes where the correction is important (Figures 6c and 6d).

4.3. A Water Resources Model Forced With WRF Outputs

When outputs from WRF, including the linear aquifer correction, are used as inputs for the ORCA water resources model, the results are mixed. Figure 7 compares model output from simulations forced with WRF (blue), CDEC FNF (yellow), and observed (black). Discrepancies between the CDEC simulations and observed data can be attributed to errors in the water resources model, while discrepancies between the CDEC and WRF simulations can be attributed to errors in WRF. The primary errors of interest are in simulating streamflow, but also in SWE, which is used in the ORCA model as an input to seasonal forecasts for reservoir operations. In general, NSEs are lower for all ORCA simulations when WRF is the input (Figure 7). This comparison enables us to use ORCA as a diagnostic tool to pinpoint how relatively small errors in WRF might propagate to produce large errors in reservoir management, with implications for water supply, flood control, and environmental benefits.

We first focus on results for Shasta Reservoir, where the greatest model differences occur in simulation of operations during the 2012–2016 drought (Figure 7). This discrepancy can be explained by two factors in the WRF output. First, WRF overestimates streamflow into Lake Shasta during the winter season (Figure 3). However, SWE values during this period are relatively accurate compared to SNSR (bias = 12.0 mm, RMSE = 29.1 mm), especially for WYs 2014 and 2015. Low snowpack leads to a dry seasonal forecast in the ORCA model, so the reservoir is operated to maintain high storage levels by curtailing water releases despite the biased inflow. Thus, excess inflows cause a high bias in Lake Shasta storage during this time period. Oroville Reservoir shows similar issues for 2008–2011 (Figure 7). For WY 2011, WRF snowpack is less than SNSR (bias = −31.8 mm, RMSE = 56.0 mm), causing ORCA to misclassify the WY as dry. This leads to unnecessary cutback in the model followed by unexpected higher inflows.

In ORCA simulations driven by WRF/Noah-MP, water supply pumping through the Sacramento-San Joaquin Delta is biased low during the wetter period of 2009–2012 (Figure 7). Over this period, WRF-estimated SWE in the Oroville basin is low compared to SNSR, causing unnecessary cutbacks in Oroville releases. Agricultural water supply would be the first objective to be lost because of this.
curtailment, thus creating more restrictions on pumping. The biased inflows, along with misrepresentation of pumping requirements based on WY type and reservoir inflow forecasts, lead to reduced Delta pumping during this period.

Though there are differences between the simulations forced by WRF and CDEC, the WRF results are promising. Despite differences in scale of many orders of magnitude (9-km WRF grid cells versus point CDEC observations), the WRF/ORCA simulation captures seasonality for both Shasta and Oroville storage and for Delta pumping. WRF/ORCA does overestimate storage compared to historical operations for some time periods, but for other points during the study period, such as 2010 through 2013 for Shasta and 2013 and 2016 for Oroville, the WRF/ORCA simulation demonstrates skill in reproducing historical observations, indicated by NSE values well above 0. This suggests that WRF estimates can then be used to project how future climate conditions may impact water management for the region.

In addition to predicting reservoir inflows and Delta pumping, combining WRF and ORCA allows us to study how errors propagate between the two models. Errors in the WRF-forced ORCA model serve as an opportunity to understand how small errors in hydrologic and atmospheric model output may unexpectedly lead to greater errors in water supply planning. The techniques in this study can help future work formally categorize, analyze, and understand error propagation between hydrologic and planning models.

Figure 6. Effect of linear correction imitating aquifer (labeled as WRF_aq) on weekly hydrograph (a, b) and on relationship between annual mean and annual minimum flows (c, d).
5. Discussion and Conclusion

The primary outcome of this work is that the WRF/Noah-MP modeling system can accurately simulate runoff into Sierra Nevada reservoirs when it is suitably parameterized; we also introduce a simple groundwater model to improve baseflow simulation. We have shown that a spatial resolution of 9 km is adequate in the Sierra Nevada for modeling daily runoff into individual reservoirs. There has been little previous work using RCMs to simulate runoff at fine temporal and spatial scales. Past work has often relied on bias correction of model outputs, which can distort the modeled effects of climate change (Liersch et al., 2018). Instead, we sought to alter process representations within the model itself, which may make the model more suitable for simulating future changes in runoff. The runoff parametrization changes we made (related to soil depth and porosity) do not necessarily apply directly to other mountain regions, as runoff processes may be influenced by spatially variable soil and geologic properties. It is possible that, in the future, suitable parameterizations could be developed based on high-resolution soil and bedrock geology maps. The optimal precipitation parametrization may also vary by region for complex reasons related to local atmospheric dynamics. However, our findings suggest that, in mountainous regions, default parameterizations may require modification in order to suitably simulate runoff generation processes.

The default parametrizations within a LSM are not necessarily the most appropriate for simulating runoff in mountain areas. Using the default settings of Noah-MP, runoff in the Sierra Nevada was biased high, and variability was underestimated, so we modified parametrizations that describe soil hydraulic properties
and effective soil depth. The parameterizations of snow formation and accumulation on the ground also produced high runoff bias in the default configuration. Our changes made model runoff more accurate, but further work is necessary to determine whether these modifications fully match the intermediate physical processes they represent. For example, though it is unlikely that runoff generation in the Sierra Nevada occurs at 1- to 2-m depth, as in the default Noah-MP parameterization, it is unclear if approximately 30-cm depth in the soil column is the most physically accurate parameterization. Furthermore, more detailed experiments are needed to disentangle errors in modeled precipitation from errors in modeled runoff generation. Due to limited computational resources, we did not systematically test each change we made to WRF/Noah-MP in isolation and in each possible combination.

For rivers with significant baseflow, modeling runoff generation in the soil alone is not sufficiently accurate; some representation of an aquifer is needed. We have implemented a simple aquifer model into Noah-MP, and we present a simple statistical correction that can be applied as a postprocessing step to runoff generated from a model without an aquifer. However, the simple conceptual model may not accurately replicate the long-term multイヤr dynamics of low flows. More research is needed on developing aquifer models that can represent these dynamics accurately, can be calibrated easily, and can be integrated in a climate model without requiring long model spin up. Schlemmer et al. (2018) have presented such a model, although its runoff output has not been extensively validated. Their model considers subgrid orography, an important influence on subsurface runoff that we neglected here. The WRF-Hydro model can also be used to incorporate rate groundwater, overland flow, and streamflow routing into WRF, with promising results in mountain regions (Arnault et al., 2019; Rummler et al., 2019). The Terrestrial Systems Modeling Platform is another example of integrating groundwater into an RCM/LSM (Kollet et al., 2018; Shrestha et al., 2018). One more approach to improving hydrologic predictions from an RCM is to take a distributed hydrologic model that has already been calibrated for the region of interest and couple that to an RCM (Larsen, Christensen, et al., 2016; Larsen, Refsgaard, et al., 2016).

When simulated runoff from our modified WRF/Noah-MP system is used as an input to the ORCA water resources model, simulated planning objectives including reservoir storage and pumping in the Sacramento/San Joaquin Delta are reasonably accurate for most periods. Seasonality is generally simulated correctly, and NSE values are well above 0, indicating considerable skill. Periods where WRF-forced ORCA output varies significantly from observed-forced output likely result from snowpack and runoff bias in WRF compared to observations. Further refinement of LSMs is needed to produce runoff outputs that are fully compatible with water resource models. However, the research we described here is a first step in that direction. To advance on previous efforts to dynamically downscale runoff in the Sierra Nevada (Pagán et al., 2016; Schwartz et al., 2017), our work explicitly validates daily runoff magnitude, and thus is better suited to interfacing with water resources models. As such, we have presented a more extensive validation of runoff from a RCM, which in future work could be used to downscale GCM projections with more confidence.
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