Strained graphene structures: from valleytronics to pressure sensing

Slaviša P. Milovanović1,† and François M. Peeters1,‡

1University of Antwerp, Groenenborgerlaan 171, B-2020 Antwerp
†slavisa.milovanovic@uantwerpen.be
‡francois.peeters@uantwerpen.be

Abstract

Due to its strong bonds graphene can stretch up to 25% of its original size without breaking. Furthermore, mechanical deformations lead to the generation of pseudo-magnetic fields (PMF) that can exceed 300 T. The generated PMF has opposite direction for electrons originating from different valleys. We show that valley-polarized currents can be generated by local straining of multi-terminal graphene devices. The pseudo-magnetic field created by a Gaussian-like deformation allows electrons from only one valley to transmit and a current of electrons from a single valley is generated at the opposite side of the locally strained region. Furthermore, applying a pressure difference between the two sides of a graphene membrane causes it to bend/bulge resulting in a resistance change. We find that the resistance changes linearly with pressure for bubbles of small radius while the response becomes non-linear for bubbles that stretch almost to the edges of the sample. This is explained as due to the strong interference of propagating electronic modes inside the bubble. Our calculations show that high gauge factors can be obtained in this way which makes graphene a good candidate for pressure sensing.

1 Introduction

Graphene is the first ever two-dimensional material to be synthesized in a laboratory [1]. Before K. Novoselov and A. Geim used mechanical exfoliation to isolate one layer of carbon atoms from a piece of graphite, it was firmly believed that two-dimensional (2D) materials can not exist in nature except as part of three dimensional structures. This belief was based on various experiments with thin films and on theoretical considerations, i.e. the Mermin-Wagner theorem [2]. These experimental studies showed that the melting temperature of thin films rapidly decreases with decreasing thickness [3][4]. Hence, it was believed that thermal fluctuations would lead to segregation and decomposition of 2D materials.
"Material that shouldn’t exist" triggered a lot of attention in the scientific community. Graphene showed that the two-dimensional (2D) crystals are not only feasible but turn out to be high quality structures with unique properties and numerous potential applications. This caused an enormous interest in 2D materials and a quest for new atomic thin materials started. Dozens of them have been discovered and together with materials created by stacking different 2D materials, i.e. heterostructures, the number goes well above a hundred. It is expected that there are around 500 different two-dimensional materials [5].

Monolayer graphene consists of carbon atoms arranged in a two-dimensional honeycomb crystal structure, as shown in Fig. 1. The honeycomb structure consists of the triangular Bravais lattice with a basis of two atoms, labeled A and B. All the atoms from the same sublattice can be reached with primitive lattice vectors

\[
a_1 = \left( \frac{1}{2}, \frac{\sqrt{3}}{2} a \right), \quad \text{and} \quad
a_2 = \left( \frac{1}{2}, -\frac{\sqrt{3}}{2} a \right),
\]

where \(a\) is the lattice constant and for graphene its value is \(a = 2.46 \text{ Å}\).

![Graphene lattice with basis vectors](image)

Figure 1: a) Graphene lattice with basis vectors \(a_1\) and \(a_2\). We also show the space vectors that connect two sublattices (A and B) \(\delta_1\), \(\delta_2\), and \(\delta_3\). Yellow rhombus represents the primitive unit cell. b) First Brillouin zone with reciprocal lattice vectors \(b_1\) and \(b_2\). Taken from Ref. [6].

The first Brillouin zone defined by these vectors is shown in Fig. 1(b). Of particular interest in the physics of graphene are the six corners of the first Brillouin zone which consist of three pairs of inequivalent points \(K\) and \(K'\). The position of these points in momentum space is given by

\[
K = \frac{4\pi}{3\sqrt{3}a_{cc}}(1,0) \quad \text{and} \quad K' = \frac{4\pi}{3\sqrt{3}a_{cc}}(-1,0).
\]

The remaining corners can be connected to one of these points via translation by a reciprocal lattice vector. Note that the \(K\) and \(K'\) points are not related...
to the different sublattices of the graphene lattice but are a consequence of the two-dimensional hexagonal lattice structure.

Due to its strong covalent bonds, graphene exhibits excellent mechanical properties. Enormous values of Young's modulus and intrinsic strength of a defect-free graphene sheet were reported in Ref. [7]. In this paper, Lee et al. measured the elastic properties and intrinsic breaking strength of free-standing monolayer graphene membranes through nanoindentation by an atomic force microscope (AFM). They found a Young modulus of \( E \approx 1 \) TPa. This value is very close to the theoretical value \( E = 1.05 \) TPa [8]. Experiment further showed that the brittle fracture of graphene occurs at a critical stress equal to its intrinsic strength of \( \sigma_{int} = 130 \) GPa. This is the highest value ever measured for a material.

2 Strain engineering

To describe graphene one can use the standard nearest-neighbor tight-binding Hamiltonian given by

\[
H = \sum_i \epsilon_i c_i^\dagger c_i + \sum_{i,j} t_{ij} c_i^\dagger c_j, \tag{3}
\]

where \( c_i^\dagger (c_i) \) is the creation (annihilation) operator for an electron at site \( i \), \( \epsilon_i \) is the onsite potential at site \( i \), and \( t_{ij} \) is the hopping energy between sites \( i \) and \( j \). Stretching graphene results in changes of the bond length between neighboring atoms in its lattice. The new positions of the carbon atoms are given by \( r_i = r_{eq}^i + u_i \), where \( r_{eq}^i \) is the equilibrium position of atom \( i \) and \( u_i \) is the displacement field. This change results in a modification of the hopping energy given by

\[
t_{ij} = t_0 e^{-\beta (d_{ij}/a_0 - 1)}, \tag{4}
\]

where \( t_0 = 2.8 \) eV is the equilibrium hopping energy, \( a_0 = 0.142 \) nm is the length of the unstrained C–C bond, and \( d_{ij} \) is the length of the strained bond between atoms \( i \) and \( j \). The decay factor \( \beta = \partial \log t / \partial \log a \mid_{a=a_0} \approx 3.37 \) [9] is the strained hopping energy modulation factor and has been extracted from experiment. As a check, one can calculate the energy of the next-nearest neighbour in graphene which gives \( t' = 0.23 \) eV and agrees well with estimates obtained from other techniques [10, 11]. On the other hand, \( d_{ij} \) can be calculated from the strain tensor as

\[
d_{ij} = \frac{1}{a_0} r_{ij} x r_{ij} = \frac{1}{a_0} \left( a_0^2 + \varepsilon_{xx} x_{ij}^2 + \varepsilon_{yy} y_{ij}^2 + 2 \varepsilon_{xy} x_{ij} y_{ij} \right), \tag{5}
\]

where \( \varepsilon \) is the strain tensor obtained from classical continuum mechanics and given by [12]

\[
\varepsilon_{ij} = \frac{1}{2} \left( \partial_j u_i \partial_i u_j + (\partial_i u_z)(\partial_j u_z) \right), \quad i, j = x, y. \tag{6}
\]
The spatial variation of the hopping energy is equivalent to the generation of a magnetic vector potential, \( \mathbf{A} = (A_x, A_y, 0) \), which can be evaluated around the \( \mathbf{K} \) point using

\[
A_x - i A_y = -\frac{1}{e v_F} \sum_j \delta t_{ij} e^{i \mathbf{K} \cdot \mathbf{r}_{ij}},
\]

(7)

where the sum runs over all neighboring atoms of atom \( i \), \( v_F \) is the Fermi velocity, \( \delta t_{ij} = (t_{ij} - t_0) \), and \( \mathbf{r}_{ij} = \mathbf{r}_i - \mathbf{r}_j \). We can obtain \( \delta t_{ij} \) by expanding Eq. (4) to e.g. linear order

\[
t_{ij} = t_0 \left( 1 - \frac{\beta}{a_0} (d_{ij} - a_0) \right),
\]

(8)

which using Eq. (5) transforms into

\[
t_{ij} = t_0 \left( 1 - \frac{\beta}{a_0^2} \delta_i \delta_j \right).
\]

(9)

Inserting Eq. (9) into Eq. (7) one can show that the vector potential has the following form

\[
\mathbf{A} = -\frac{\hbar \beta}{2 e a_{cc}} \begin{pmatrix} \varepsilon_{xx} - \varepsilon_{yy} \\ -2 \varepsilon_{xy} \end{pmatrix}.
\]

(10)

Eq. (10) leads to an effective low-energy Hamiltonian \( (\mathbf{k} = \mathbf{K} + \mathbf{q} \text{ and } |\mathbf{q}| \to 0) \) given by

\[
H_{\pm \mathbf{K}}(\mathbf{q}) = v_f \sigma (\mathbf{q} \pm e \mathbf{A}).
\]

(11)

The pseudo-magnetic field (PMF) is then obtained as

\[
\mathbf{B}_{ps} = \nabla \times \mathbf{A} = (0, 0, \partial_x A_y - \partial_y A_x) = (0, 0, B_{ps}).
\]

(12)

Here we use the subscript "ps" to differentiate between the pseudo-magnetic field generated by strain from the applied external magnetic field. It is important to mention that the PMF calculated for the \( \mathbf{K'} \) point has the opposite direction compared to the one in the \( \mathbf{K} \) point (see Eqs. (11)).

It is obvious from Eq. (7) that different strain configurations result into different profiles of the pseudo-magnetic field. This is illustrated in Fig. 2 where we show a few PMF profiles (bottom panel) generated by displacement fields shown in the top panel of the same figure. Guinea et al. showed that a triaxial (triagonal) stretch results into a quasi-uniform PMF (See Fig. 2(a)). A similar type of field is generated if one bends a graphene nanoribbon as in Ref. [16]. Unfortunately, uniaxial stretch does not produce a pseudo-magnetic field. However, Zhu et al. showed that in the case of graphene ribbons of a non-uniform width uniaxial stretch will result in a quasi-uniform PMF profile (See Fig. 2(b)). The first experimental observation of the generation of Landau levels by a pseudo-magnetic field in graphene was reported in Ref. [18]. In their experiment, authors grew graphene on a Pt(111)
substrate and found that a few triangular bubbles appear where graphene is stretched. In the strained region, Levy et al. measured \( \frac{dI}{dV} \) curves that exhibit well-defined Landau levels. From the Landau levels spacing, authors were able to extract a value of the magnetic field which was higher than 300 T. Obtaining a real magnetic field of such a high intensity in a laboratory is probably an impossible task.

Figure 2: (a - d) Different strain configurations (top panel) with the corresponding PMF profiles (bottom panel). Figures taken from Refs. [15,17,19,20].

On the other hand, most of the out-of-plane deformations, e.g. bumps and bubbles, result in a non-uniform distribution of the PMF. Numerous studies [19–25] showed that these types of strain result in alternating regions of positive and negative magnetic field, as shown in Figs. 2(c-d). Of course, all the pseudo-magnetic field profiles shown in Fig. 2 are calculate for one valley (at \( K \) point). The PMF in the other valley (at \( K' \) point), is similar to the one shown in Fig. 2 with the difference that positive and negative regions are now switched. Hence, half of the electrons feel magnetic field in one direction and the other half feel a magnetic field of the same strength but with opposite sign. Thus, the total average magnetic field in the whole structure is zero.

In a recent paper by Jones and Pereira, a numerical recipe was given how to design a particular PMF profile by patterning the substrate on which a graphene layer is deposited [26]. When external pressure is applied, graphene stretches following the topology of the substrate. The presented method relies on a PDE (partial differential equations) - constrained optimization strategy to minimize the generic objective function which penalizes significant deviations between the induced and target PMFs [26]. In Fig. 3 we show the results of their calculations. Left column shows targeted PMF. Middle column shows the field profile calculated from the deformation field shown in the right column. Recently, those authors and co-workers used the same technique to optimize a graphene Corbino device for valley filtering applications [27].
Figure 3: Patterning a substrate can be used to engineer various PMF profiles. Left panel: targeted PMF; middle panel: calculated PMF profile; right panel: required substrate topology. Left color scale: PMF value in Tesla. Right color scale: out-of-plane deformation in units of 10 nm. Figure taken from Ref. [26].
3 Valleytronics

After the discovery of graphene, one of the major tasks was to use this material for electronic circuitry. Low dimensionality, high conductivity, and electron mobility makes this material ideal for high-frequency logic operations. Unfortunately, graphene is a semimetal. It has no band gap which severely limits its application in electronic industry. Hence, many groups tried to find a way to overcome this problem by opening a gap in the graphene spectrum. One of the most popular routes to do this is by enhancing the spin-orbit interaction in graphene [28]. Another route envolves using graphene for spintronics. Exploiting the spin degree of freedom proved to be a very challenging task. Graphene has extremely long spin diffusion length (of order of few micrometers at room temperature [29][31]) making this material suitable as a spin channel material. However, graphene is diamagnetic which means that in order to have spin-polarized current one would need either to inject it from a ferromagnetic leads or to induce spin ordering in graphene using e.g. ferromagnetic defects. Both approaches have a number of limitations [32]. In the former case, injection efficiency is strongly limited by the conduction mismatch between graphene and a ferromagnetic lead [33]. In the latter case, transport properties of graphene would be highly affected by the presence and density of adatoms and/or vacancies.

Figure 4: (a) Energy spectrum of a graphene constriction. By tuning the Fermi level inside the constriction one is able to create valley polarized current. Figure taken from Ref. [35]. (b) (Top) The sublattice symmetric |+⟩ and antisymmetric |−⟩ components of the incident state |Φτ⟩ are transmitted and reflected, respectively. The thickness of each arrow indicates the probability the electron will follow the respective path. (Bottom) The probability that an incident electron at the Fermi level with valley index τ and angle of incidence α will transmit through the line defect. Figure taken from Ref. [37]. (c) Graphene nanoribbon with a stretched region (yellow) and a deposited ferromagnetic stripe (brown region). Bottom plot shows the profile of the gauge field along the ribbon for electrons from two valleys. Figure taken from Ref. [44].
Opening a band gap in graphene and exploiting its spin degree of freedom are both very challenging tasks. Efficiency of these devices would be very low and the implementation of the above mentioned proposals require extremely complex device geometries. However, graphene has one additional degree of freedom that we didn’t make use of - two valleys. Recently, there has been a lot of interest to use the valley degree of freedom to encode information. The idea is similar as for spintronics where the spin degree of freedom is used as a bit of information, however, valleytronic devices would require less complex device designs. Using two valleys to encode information was first proposed in Ref. [34] for the AlAs quantum point contact (QPC) structure. In this study authors were able to create valley polarized currents due to the fact that the lowest energy levels of a QPC are occupied by heavy mass states along the QPC lateral dimension. Hence, depending on the orientation of the QPC one is able to filter either electrons from the Y or X valley.

The first proposal to use graphene for valleytronics was given in Ref. [35] where Rycerz et al. showed that graphene nano-constrictions can be used to create valley polarized currents. The idea relies on the fact that the lowest energy sub-band in the case of a zigzag graphene nanoribbon is valley polarized. Thus, if one tunes the Fermi level in such a way that in the region of the constriction only this sub-band is occupied electrons from different valleys would propagate in opposite direction and consequently, current becomes valley polarized (See Fig. 4(a)). By adding a gate in the constriction region one can move the Fermi region to the valence band and even completely block the current flow (valley valve). This was later on explained as a consequence of parity of the lowest mode under the switch of the sublattice, i.e. the incident and transmitted modes have opposite parity for even number of atoms across the ribbon, leading to a complete reflection, while they have the same parity for odd number of atoms, leading to a complete transmission [36].

Since then, there have been numerous different proposals to use graphene for valleytronics applications. Several of them rely on the usage of line defects in graphene. In these systems, electron transmission through the defect depends on the valley degree of freedom [37–40]. Electrons approaching the line defect are reflected or transmitted by it depending on the angle of incidence (See top part of Fig. 4(b)). Hence, for some angles transmission of electrons from one valley is completely blocked while the electrons from the opposite valley transmit without loss, as shown in the bottom part of Fig. 4(b). Other proposals are based on the addition of the specific mass term to the Hamiltonian that controls the valley isospin [41,42]. Combination of strain and an external magnetic field is also a very popular choice to obtain a valley filter [43,44]. Here, the pseudo-gauge field is used to break valley degeneracy and the external magnetic field to filter electrons from one valley (See Fig. 4(c)). In the rest of this section, we discuss the most interesting valley filters that rely solely on the use of strain for the generation of valley polarized currents and the first experimental realizations of valley filters.

Controlling the edges of the sample is an extremely difficult task. Easier route to separate electrons from different valleys is by the use of strain. As
Figure 5: (a) Sketch of flow of electrons from different valleys through the strained region. (b) Schematics of a cross shaped Hall bar with a bump in the center. (c) Transmission probabilities $T_K$, $T_{K'}$, $\tau_K$ versus the width of the bump, $\sigma$. Calculations are performed for $E_F = 0.1$ eV and $h_0 = 20$ nm. Figure taken from Ref. [46].

mentioned in Sec. 2, straining the graphene lattice results in the appearance of a PMF. This field has opposite direction for electrons that originate from different valleys (See Eqs. (7) and (12)). We can use this fact to separate electrons from the two valleys. The idea is sketched in Fig. 5(a). Current carried by both, K and $K'$ electrons, flows towards a bump region. Here, electrons from one valley, e.g. K, feel the magnetic field as plotted in Fig. 5(a) and move along the zero-PMF line towards the other end of the bump. Electrons from $K'$ valley, feel a magnetic field of opposite sign and consequently move in opposite direction, i.e. they are reflected by the bump. Hence, on the opposite side of the bump a valley-polarized current is generated. We tested this on a four-terminal structure with a bump in the middle, as shown in Fig. 5(b). The bump has a Gaussian-like profile given by $z(r) = h_0 \exp(-r^2/2\sigma^2)$. Current is injected at lead i and collected at the opposite side of the bump, lead c. The two perpendicular leads are added to collect any current reflected from the bump. The results of our calculations are shown in Fig. 5(c). Here we show how the transmission of electrons from K, $K'$, as well as the polarization $t_K$ ($t_K = T_K/(T_K + T_{K'})$), change with the width of the bump. One notices that as $\sigma$ increases the total transmission first goes down which simply means that the current is heavily scattered by the bump. However, after a certain value of $\sigma$, transmission probability $T_K$ starts to increase while $T_{K'}$ stays low. In this regime the bump works as a valley filter. Conducting channels inside the bump open and valley polarized current is generated at the opposite side of the bump [46].

Similar observations were made in Ref. [47]. In this paper authors calculated the spectral density for each $k$ value at the two opposite sides of the Gaussian bump for an infinitely extending graphene sheet. Fourier maps showed contributions from both valleys for the region before the bubble while in the region after the bubble only electrons from a single valley were detected, as shown in Fig. 6(a). Furthermore, upon a change of the sign of the Fermi energy one can switch between the two valleys in the filtered region.
Cavalcante et al. studied snake states transport in a graphene nanoribbon with a bended region as in Ref. \[15\]. This type of strain, shown in Fig. 6(b), generates a (pseudo-) magnetic barrier which allows snake state transport along the length of the ribbon. In their study (Ref. \[48\]), authors use the fact that electrons from opposite valleys propagate in opposite direction to generate valley dependent snake state transport. The efficiency of this valley filter can be improved by carefully tuning the Fermi energy.

In Ref. \[49\] Carillo-Bastos et al. used a graphene nanoribbon with a Gaussian fold, as shown in Fig. 6(c). Enhanced LDOS around the fold region was noticed as a consequence of the sublattice symmetry breaking. LDOS plots revealed a current split in this region. Namely, part of the current along the center of the strained fold was coming from states from one valley. The region around sides of the fold, on the other hand, is filled with states from the other valley. Thus, using a fold-like structure one is able to spatially separate electrons from different valleys. If edge disorder is present in the structure, the edge states as well as states further away from the center of the ribbon would be destroyed. In this way, one is able to generate valley polarized currents at a given point \[49\].

Figure 6: (a) Top panel shows the \(k\)-space occupation of the magenta and green square from the bottom panel. Bottom panel shows local current map in the sample. Figure taken from Ref. \[47\]. (b) Sketch of the strained graphene ribbon. Figure taken from Ref. \[48\]. (c) Graphene nanoribbon with a Gaussian fold. Figure taken from Ref. \[49\]. (d) Change of the first Brillouin zone of graphene with strain. The black, blue, and orange line show the unstrained case, using linear approximation of Eq. \(7\), and using Eq. \(7\), respectively. Figure taken from Ref. \[24\].

The results of Rycerz et al. were recently confirmed experimentally in Ref. \[50\] where authors used a graphene ribbon with a non-uniform width (in)conjunction with a p-n junction. The p-n interface can be moved along the length of the ribbon by means of electrostatic gating. Authors observed that the conductance changed as the p-n interface crosses the point where the width of the junction change. They argue that this is due to the change of the isospin configuration of the edges. Namely, if the bottom and the top edge of the ribbon have the same isospin, reflection is forbidden. This will change as
the p-n interface is moved along the ribbon and a drop in the conductance will occur. A set of oscillations (of order of $e^2/h$) appear in the conductance plot which are sensitive to the position of the p-n interface but do not change with doping or magnetic field. This suggests that these conductance oscillations are the first experimental confirmation of the effect of the local isospin configuration of the edges on transport in graphene.

Recently, Georgi et al. observed sublattice polarization in a strained graphene sample [51]. Authors used an STM tip to locally deform the graphene lattice and at the same time map changes in the LDOS. By carefully tuning the strain they were able to observe up to 50% difference in the LDOS at different sublattices. Although, sublattice polarization itself does not directly imply valley polarization, results of Georgi et al. showed that the PMF generated by the STM tip indeed shows regions with positive and negative pseudo-magnetic field. Furthermore, the strength of this field is large enough to cause valley dependent deflection of electrons. Hence, this result represents an important advance towards the experimental realization of valley filters.

4 Strain sensing

Straining graphene locally results in a change of the global electronic properties of the system, e.g. resistance changes. This is due to the fact that the $K$ point changes position [52] in the strained region resulting in electron scattering due to the mismatch of the Dirac points in the strained and unstrained region (See Fig. 6(d)). The efficiency of electron scattering is proportional to the amount of applied strain. This provides the possibility to use a resistance measurement to calculate the amount of strain. Furthermore, if straining of the graphene sheet is a consequence of external pressure we can use such a resistance measurement to get information about the pressure, i.e. realize a pressure sensor.

Graphene membranes are ideal candidates for pressure sensing applications due to their large stretchability and their electrical conducting properties. Graphene is an impermeable membrane for almost all standard gases including helium [53–55]. It clamps firmly to almost all substrates achieving extremely large adhesion energies [19]. Kleshtanova et al. showed that graphene membranes with small radius (less than 10 nm) can sustain up to 1 GPa of pressure without rupture [56]. This makes graphene a suitable candidate for extremely high pressure sensing applications.

To test this we calculated the resistance of a graphene membrane shown in Fig. 7(a). The system consists of a substrate with a small chamber of radius $r_0$ etched in it. Over the substrate a graphene layer is deposited. Thus, above the etched part the graphene sheet is not supported by a substrate, i.e. behaves as a free-standing membrane of radius $r_0$. The difference between the pressure inside and outside the chamber causes a bending/bulging of the graphene membrane. This will generate a pseudo-magnetic field and electrons will be scattered by the strained region. All relevant formulas regarding the problem of straining circular graphene membranes are given in Ref. [57]. We assume that due to
the strong adhesion energy graphene clamps firmly to the substrate, hence, the bending stiffness of graphene can be neglected. The resulting PMF has a threefold symmetry with alternating positive and negative regions similar to the case of Gaussian-like bumps (See Figs. 2(c-d) and 5(a)).

The results of our calculations are shown in Fig. 7(b). Here we used $L = 2W = 200 \text{ nm}$ and $E_F = 0.2 \text{ eV}$. Notice that for membranes of small radius the resistance changes linearly with pressure. This is clearly shown in Fig. 7(c) where we plot the resistance of the three smallest bubbles with their corresponding linear fits (gray dashed lines). Sensitivity, on the other hand, increases with the size of the bubble. For the largest bubble, $r_0 = 40 \text{ nm}$, resistance increases 3 times when pressure of 300 MPa is applied. The curve shows a highly non-linear trend versus the applied pressure. This is explained by the fact that in the case of large bubbles, interference between different propagating modes occurs which differs from the case of small bubbles where only a few modes are affected by the bubble [58]. The calculations of the resistance were repeated for a few graphene stripes of different widths (in the range from 80 nm to 200 nm), and the results always showed a linear dependence on the pressure for bubbles with $r_0 < 0.15W$. This opens the possibility of scaling our results due to the fact that the ratio $r_0 = W$ is the important quantity for defining the behavior of the resistance [58]. Efficiency of the sensor is characterized by the gauge factor given by

$$GF = \frac{\Delta R/R}{\varepsilon},$$  

where $\Delta R/R$ is the relative change of the resistance with the strain and $\varepsilon$ is the maximal strain in the structure. Our simulations reveal that for $r_0 = 20 \text{ nm}$ we obtain $GF \approx 8$, while for $r_0 = 30 \text{ nm}$ we have $GF \approx 18$. However, linearity is lost in the latter case.

Figure 7: (a) Schematics of a graphene pressure sensor. (b) Resistance versus applied pressure for different values of the bubble radius, $r_0$. Circles show the pressure at which the bubble height reaches 10% of its radius (membrane model is not valid below this value [57]). (c) The resistances for the three smallest bubbles from (b) together with the corresponding linear fits (gray dashed lines). Figure taken from Ref. [58].
In Ref. [59] authors measured the resistance of a suspended graphene nanoribbon in a nanoindentation experiment. Here, they used a wedge indentation tip to uniaxially strain a graphene ribbon and at the same time measure the change in the resistance. Measured Young’s modulus was of the order of 335 N/m, which is in good agreement with previous experiments, and a gauge factor of $GF = 1.9$ was obtained. The low gauge factor can be due to the fact that uniaxial stretch does not generate a pseudomagnetic field. Similar results were obtained in Ref. [60] with $GF = 1.6$. On the other hand, Lee et al. measured a gauge factor of 6.1 in their device made of printed graphene films [61]. They observe a resistance increase from $\approx 492$ to $\approx 522 \text{k}\Omega$ when the graphene film was strained up to 1%. Experiment showed that the resistance change is reproducible even after hundreds of repetitions. This value of gauge factor is higher than for conventional strain gauges based on metal alloys and thus shows a great potential for application of graphene in strain sensing.
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