Using the Weather Research and Forecasting model with Chemistry (WRF-Chem), we explored the impacts of nonlocal aerosol plumes transported at three different altitudes on a summertime convective system developed in a clean environment over the northeastern United States. Idealized aerosol plumes from forest fire and volcano emissions, which are known to be frequently transported in this region, were prescribed at three separate altitudes on the upstream boundary of WRF-Chem. The low-altitude (1.5–2.5 km) plume characteristic of forest fire emissions intersects the water clouds, resulting in optically thicker clouds and about a 30% decrease in accumulated...
precipitation. The precipitation response to the idealized aerosol plume is attributed to the aerosol “second indirect effect” and aerosol-induced enhancement in evaporation efficiency. Convection also significantly impacted this low-altitude aerosol plume because wet removal scavenges up to 70% of plume aerosols over regions where deep convection and precipitation occur. In stark contrast, mid-altitude (5.6–6.6 km) and high-altitude (11.5–12.5 km) plumes exerted a negligible effect on clouds and precipitation. The apparent highly nonlinear sensitivity of simulated convection to the vertical positioning of nonlocal aerosol plumes is explained in terms of the dominant controls influencing this convection regime and limitations in the microphysics currently implemented in WRF-Chem.
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[1] Using the Weather Research and Forecasting model with Chemistry (WRF-Chem), we explored the impacts of nonlocal aerosol plumes transported at three different altitudes on a summertime convective system developed in a clean environment over the northeastern United States. Idealized aerosol plumes from forest fire and volcano emissions, which are known to be frequently transported in this region, were prescribed at three separate altitudes on the upstream boundary of WRF-Chem. The low-altitude (1.5–2.5 km) plume characteristic of forest fire emissions intersects the water clouds, resulting in optically thicker clouds and about a 30% decrease in accumulated precipitation. The precipitation response to the idealized aerosol plume is attributed to the aerosol “second indirect effect” and aerosol-induced enhancement in evaporation efficiency.

Convection also significantly impacted this low-altitude aerosol plume because wet removal scavenges up to 70% of plume aerosols over regions where deep convection and precipitation occur. In stark contrast, midaltitude (5.6–6.6 km) and high-altitude (11.5–12.5 km) plumes exerted a negligible effect on clouds and precipitation.

The apparent highly nonlinear sensitivity of simulated convection to the vertical positioning of nonlocal aerosol plumes is explained in terms of the dominant controls influencing this convection regime and limitations in the microphysics currently implemented in WRF-Chem.
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1. Introduction

[2] Effects from long-range transport of aerosols on regional hydrometeorology are poorly understood. Although high-resolution mesoscale modeling systems now include many physical and chemical processes, pollution plumes originating outside the modeled domain are not typically included in regional simulations [e.g., Giorgi et al., 2002, 2003; Huang et al., 2007; Chapman et al., 2009; Ntelekos et al., 2009]. Analysis is instead confined to aerosol-cloud interactions from local pollution and the resulting effects on clouds and climate. Such studies have shown that depending on convection regime and environmental conditions, the precipitation response to an increase in local aerosol loading can be either suppression or enhancement [Rosenfeld et al., 2008; Khain et al., 2008b].

[3] Aerosols transported across long distances, usually in discrete layers confined to narrow altitude regimes, can significantly alter the aerosol loading in remote locations. For instance, summer smoke plumes caused by boreal forest fires in Alaska and western Canada are frequently observed in both the boundary layer and free troposphere over the coastal northeast of the United States [Wotawa and Trainer, 2000; Colarco et al., 2004; Warneke et al., 2006; D. J. Miller et al., Evolution of a Canadian biomass burning aerosol smoke plume transported to the U.S. East Coast, submitted to Journal of Geophysical Research, 2011]. This occurs when a significant fraction of forest fire emissions are injected into the free troposphere [Leung et al., 2007]. If synoptic conditions are favorable, the elevated plumes are transported eastward and entrained to the boundary layer, affecting mesoscale meteorology and air quality over the East Coast. Miller et al. (submitted manuscript, 2011) showed that carbonaceous aerosols (organic and black carbon) and sulfate aerosols are important components of forest fire plumes by synthesizing ground-based in situ and remote aerosol observations (e.g., photometer, lidar, Interagency Monitoring of Protected Visual Environments (IMPROVE), Environmental Protection Agency AIRNow), as well as analyzing satellite measurements (e.g., Moderate Resolution Imaging Spectroradiometer, Ozone Monitoring Instrument, Multiangle Imaging Spectroradiometer, Cloud-Aerosol Lidar and Infrared Pathfinder Satellite Observation, Atmospheric Infrared Sounder). The concentration ratio of black carbon to sulfate varies from about 1:5 to 1:12 at three IMPROVE sites over the northeastern United States during summer boreal forest fire episodes (Miller et al., submitted manuscript, 2011).

[4] During the summer of 2004, the International Consortium for Atmospheric Research on Transport and Transformation...
(ICARTT) coordinated several separate atmospheric field campaigns over North America to facilitate understanding of regional air quality and pollutant transport [Fehsenfeld et al., 2006]. Within this time, wildfires in Alaska and western Canada burned 5.8 million hectares of boreal forest, an overall area much greater than the long-term annual average [Stohl et al., 2006; French et al., 2003; Stocks et al., 2003]. Satellite and in situ observations showed that black carbon from these boreal wildfires was transported to Chebogue Point, Nova Scotia, about a week after the fire events. In addition, fire aerosols were detected both in the free troposphere (~8 km altitude) and in the boundary layer [Duck et al., 2007]. Boreal forest fire plumes were also detected by Proton-Transfer-Reaction Mass Spectrometer aboard the NOAA WP-3 research aircraft [de Gouw et al., 2006]. Also, the NOAA research vessel Ronald H. Brown situated in the Gulf of Maine detected aerosols using Proton-Transfer Ion-Trap Mass Spectrometry and online gas chromatography–mass spectrometer [de Gouw et al., 2006; Warneke et al., 2006].

[5] Adding to the complexity, aerosol plumes are also transported long distances in the stratosphere, frequently at altitudes between 10 and 20 km altitude [Dean et al., 1994; Ellrod, 2004]. These volcanic aerosols are the main natural sources of sulfate aerosols [Graf et al., 1997; Allen et al., 2002]. The high injection height allows these plumes to sustain a long residence time and travel long distances. These aerosols impact climate globally by reducing the amount of solar radiation that reaches the ground and thus, lower the overall temperature in the troposphere [Lamb, 1970; Dickinson, 1996; Robock, 2000]. Some studies imply that volcanic aerosols alter the microphysics of cirrus clouds [Jensen and Toon, 1992; Sassen et al., 1995].

[6] Numerical simulations and theoretical experiments focusing on strong, local aerosol emissions emphasize that the aerosol-induced precipitation response depends on both the convection regime and environmental conditions, such as atmospheric humidity [Tao et al., 2007; Khain et al., 2008b] and vertical wind shear [Fan et al., 2009]. Several competing factors come into play. The aerosol-induced decrease in cloud droplet size slows the autoconversion of cloud droplets into raindrops (“aerosol second indirect effect”) [Albrecht, 1989]. This precipitation suppression process is thought to dominate the overall aerosol effects on rainfall from shallow convection or continental clouds in a relatively dry environment [Radke et al., 1989; Rosenfeld, 2000; Khain et al., 2008b]. In contrast, for deep convection in a moist environment, aerosols have the capacity to invigorate the convection as less precipitation allows more cloud water to ascend to altitudes above the freezing level, leading to enhancement in upward heat transport and greater amounts of precipitation during the later stage of the cloud cycle [Rosenfeld et al., 2008; Wang, 2005]. Fan et al. [2009] pointed out that vertical wind shear also plays a key role in regulating aerosol effects on isolated deep convective clouds, and it is shown that an increase in aerosol loading under strong wind shear leads to convection suppression, and vice versa. Note that the invigorating process only occurs when deep convective clouds develop in a moist environment with a warm cloud base (greater than ~15°C) [Rosenfeld et al., 2008] and when ice-phase processes play a major role in rain production [Molinié and Pontikis, 1995; Williams et al., 2002].

[7] Explicit atmospheric simulations with online chemistry present an opportunity to explore the ways convective systems are impacted by aerosols of distant origin. The Weather Research and Forecasting model with Chemistry (WRF-Chem) [Grell et al., 2005] makes for an ideal testbed because local and nonlocal aerosols are treated separately. Although previous WRF-Chem studies on aerosol-cloud interactions have been undertaken, they focus almost exclusively on the effects of locally emitted aerosols: Fast et al. [2006] predicted a 30 to 40 W m⁻² aerosol radiative forcing because of local emissions in the vicinity of Houston, Texas. Chapman et al. [2009] explored the meteorological impact of local emissions above the surface layer of western Pennsylvania. Compared to the base case with local emissions from both surface and elevated sources, their simulations showed that excluding elevated point emissions results in optically thinner clouds and a 31% increase in domain-average total rainfall [Chapman et al., 2009]. Ntelekos et al. [2009] emphasized that local emissions could lead to precipitation suppression or enhancement, depending on aerosol concentration and meteorological conditions.

[8] Highly simplified aerosol and trace—gas boundary conditions are commonly applied in regional modeling studies on aerosol-cloud interactions. Temporal-spatial invariant vertical profiles, representing either the mean conditions for the simulation period [Winner et al., 1995; Fast et al., 2006; Gustafson et al., 2007] or typical clean conditions [Grell et al., 2010; Sessions et al., 2010], are used as chemical boundary conditions. Some recent studies [Fast et al., 2009; Pfister et al., 2011] use a coarse global chemical transport model, such as Model for Ozone and Related Tracers [Horowitz et al., 2003], to provide boundary conditions for regional simulations. Although the time-dependent boundary conditions from the global chemical transport model are a big improvement over constant profiles, they still do not contain much of the detailed plume information due to the coarse spatial and temporal resolution of the global model.

[9] The following idealized study was designed to probe the uncertainties that are introduced by neglecting nonlocal aerosol plumes in previous explicit simulations of aerosol impacts on regional meteorology. WRF-Chem was applied to investigate the sensitivity of an explicitly simulated summertime convective system over the northeastern United States with the height of nonlocal aerosol plumes. Idealized aerosol plumes were added on the upstream lateral boundary of the modeled domain at three different altitudes, where long-range transported aerosols are often observed over this region during summertime. In accordance with observations from regional field campaigns like ICARTT, the plumes were made up of (1) a mixture of sulfate and black carbon, to represent boreal forest fire emissions; and (2) sulfate only, to represent volcanic aerosols. We then investigated
the impacts of these nonlocal plumes on the WRF-Chem simulated clouds, precipitation, and temperature.

2. WRF-Chem Model and Experimental Design

[10] WRF-Chem version 3.2 (V3.2) is applied in this study. Section 2.1 briefly describes the WRF-Chem model. Section 2.2 describes the model configuration, including domain setup and model physics. Section 2.3 lays out the design of the numerical experiments that structured this study.

2.1. WRF-Chem Model

[11] Weather Research and Forecasting model (WRF) [Skamarock et al., 2008] is a fully compressible, non-hydrostatic, mesoscale model. The governing equations are written in flux form to conserve mass and dry entropy. WRF-Chem [Grell et al., 2005] is the chemistry version of WRF. Trace gases and aerosols are simulated online with meteorological fields to allow explicit interaction between chemistry and dynamics.

[12] The WRF-Chem V3.2 has several gas-phase chemistry and aerosol treatments. In this study, the Regional Acid Deposition Model, version 2 [Stockwell et al., 1990] gas-phase chemistry is used in combination with the Modal Aerosol Dynamics Model for Europe (MADE) [Ackermann et al., 1998]/Secondary Organic Aerosol Model (SORGAM) [Schell et al., 2001] aerosol module. Three lognormal-distributed modes (Aitken, accumulation and coarse modes), two of which are for submicrometer aerosols, are used in the MADE/SORGAM aerosol module to represent particle size distribution. The aerosol “direct effect” can be activated by transferring the prognostic aerosol optical properties (i.e., aerosol optical thickness, single-scattering albedo, and asymmetry parameters) to the Goddard shortwave radiation scheme [Chou et al., 1998], where aerosol absorption and scattering of incoming solar radiation are calculated [Fast et al., 2006]. (Note that the aerosol effect on longwave radiation is not included in this version of WRF-Chem).

[13] Aerosol “indirect effects,” aerosol activation and resuspension, aqueous-phase chemistry, and particle scavenging are implemented in this version of WRF-Chem [Chapman et al., 2009]. A prognostic cloud droplet number concentration is included in the modified, double-moment version of Lin microphysics (hereinafter referred as “double-moment Lin”) [Lin et al., 1983], whereby simulated aerosol particles can be activated to form cloud droplets. Aerosol activation is based on maximum supersaturation as calculated from explicitly resolved updraft velocities and aerosol properties [Abdul-Razzak and Ghan, 2002]. Cloud droplet number concentration and droplet size are linked to the autoconversion of cloud droplets to rain droplets [Liu et al., 2005]. In this way, the aerosol “second indirect effect” is also implemented. Nevertheless, because aerosol-cloud-radiation interaction pathways described previously are currently only implemented for water clouds in this version of WRF-Chem, a cautious approach is prudent when simulating mixed-phase and ice clouds.

2.2. Model Configuration

[14] Three nested domains (Figure 1) with two-way nesting are configured with horizontal grid resolutions of 27, 9, and 3 km. The innermost domain (Figure 1, d3) covers most of the continental U.S. portion of the ICARTT field campaign study area. Each of the three domains employs 35 stretched vertical layers, with the top of the model extending to 100 mb (~16 km). Vertical spacing of the model cells increases with altitude, beginning with eight levels contained from the first kilometer to the surface to capture boundary layer processes.

[15] The model was integrated from 5 August 2004 00:00 UTC to 9 August 2004 00:00 UTC. During this time period, the remnants of tropical storm Bonnie [Atlas et al., 2005] passed through the northeastern section of the outermost domain with a high pressure to the West (Figure 1, d1). The associated flow provided a coherent pathway to transport idealized plumes injected into the northern boundary of the outermost domain as a way to arrive at the innermost domain (Figure 1). A combined orographic and frontal lifting produced deep convection and precipitation within the innermost domain.

[16] Initial and lateral boundary conditions for the meteorological fields, as well as initial sea surface temperature, soil temperature, and soil moisture, were obtained from the National Centers for Environmental Prediction (NCEP) North American Regional Reanalysis (NARR) with a spatial resolution of 32 km and a temporal resolution of 3 hours.

[17] A vertical profile for each gas-phase and aerosol species, based on results from NOAA Aeronomy Lab Regional Oxidant Model (NALROM) [Liu et al., 1996], was used to initialize the simulation. These profiles represented clean background midlatitude conditions in the Northern Hemisphere and were also used as chemical boundary conditions for the outermost domain in the base simulation. Details for modifying these background conditions to represent idealized long-range transported aerosol plumes are described in section 2.3. Lateral boundary conditions (meteorological conditions and chemical concentrations) for the interior domains (Figure 1, d2 and d3) were derived from the surrounding domains (Figure 1, d1 and d2).

[18] Anthropogenic emissions within all three domains were turned off to isolate the aerosol’s effects from the prescribed nonlocal aerosol plumes. By excluding anthropogenic emissions and using idealized profiles that represent a clean environment for initial and boundary chemical conditions, the base simulation represents cleaner conditions than what is typical for the northeastern United States. For example, in the base case simulation, cloud condensation nucleus (CCN) concentration at 0.4% supersaturation is ~160 cm~3 when averaged over the innermost domain. This concentration is within a range typically observed only in remote continental regions [Andreae, 2009]. In this respect, our idealized study was carried out in an environment with low particle concentration.

[19] Table 1 summarizes the configuration options for physical and chemical processes in the simulation. We applied the Grell 3D cumulus parameterization [Grell and Devenyi, 2002] solely for the two exterior domains. For the high-resolution (3 km) interior domain, WRF-Chem was allowed to explicitly resolve the convective eddies. Four-dimensional data assimilation (also called analysis nudging) was applied to the outermost domain using NARR to prevent the simulated synoptic-scale features from drifting. The aerosol direct and indirect effects were activated by turning on the aerosol-radiation interactions in the Goddard shortwave radiation
scheme and the aerosol-cloud-radiation interactions in the double-moment Lin microphysics. Feedback from the parameterized convection to radiation was turned on as well. By convention, the first two days of integration (model spin-up) was not analyzed. All analyses were based on simulation results from the interior domain with explicit convection (Figure 1, d3).

2.3. Experiment Design

[20] A suite of plume-height sensitivity tests was designed to probe the potential roles played by nonlocal aerosol plumes to influence a diurnal convective system occurring over northeastern New York during an ICARTT period. Plumes were introduced by modifying upstream aerosol boundary conditions of the outermost domain (Figure 1). The simulations were carried out with continuous aerosol fluxes at the northern boundary representing plumes of different compositions transported at three discrete altitudes (“low-altitude plume,” “midaltitude plume,” and “high-altitude plume”; Table 2). Vertical profiles for gas-phase species and aerosols obtained from the NALROM (section 2.2) were used as the chemical boundary conditions for the no-plume simulation (CNTL). For the plume cases, the chemical boundary conditions were set as a superposition of the idealized vertical profiles and prescribed aerosols

![Figure 1. WRF-Chem domains overlaid with geopotential height (shaded, in meters) and wind vectors at 850 mb on 7 August 2004 18:00 UTC in CNTL no-plume simulation. Release location of aerosol plumes at low altitude, midaltitude, and high altitude are indicated by a thick line and “Plume” on the northern boundary of the outermost domain. Release heights of these aerosol plumes are listed in Table 2.](image)

Table 1. Selected WRF-Chem Configuration Options

| Atmospheric Process                      | WRF-Chem Option                  |
|-----------------------------------------|----------------------------------|
| Microphysics                            | Double-moment Lin                |
| Longwave radiation                      | RRTM [Mlawer et al., 1997]       |
| Shortwave radiation                     | Goddard [Chou et al., 1998]      |
| Surface layer                           | Monin-Obukhov [Janjic, 1996]     |
| Land surface                            | Noah LSM [Chen and Dudhia, 2001] |
| Boundary layer                          | YSU [Hong and Lim, 2006]         |
| Cumulus clouds                          | Grell 3D [Grell and Devenyi, 2002], domains 1 and 2 only |
| Aerosol-radiation interaction           | On                               |
| Aqueous-phase chemistry                  | On                               |
| Aerosol-cloud-radiation interaction     | On                               |
| Advection                               | Monotonic                        |
| Analysis nudging                        | Applied to the outermost domain only |

*RRTM, Rapid Radiation Transfer Model; LSM, Land Surface Model; YSU, Yonsei University.
3. Results

[23] Thermodynamic meteorology and precipitation from the base case simulation were compared with in situ observations and precipitation analysis, followed by analyses of the transport of nonlocal elevated aerosol plumes to the explicitly simulated convection in the innermost domain. Impacts of these nonlocal plumes on cloud properties, precipitation, and temperature associated with convection were then determined. Finally, we looked at the scavenging of plume particles because of the wet removal processes in the convective system.

3.1. Base Case Validation

[24] The CNTL no-plume simulation reproduced the thermodynamic meteorology realistically (Figure 2). Simulated 2 m temperature, 2 m relative humidity, and 10 m wind speed from the innermost domain with explicit convection are validated against hourly surface observations from Meteorological Aviation Reports available from approximately 50 stations. The closest model cell is identified for each station, with Figure 2 showing the averages of the three variables for all stations and the adjacent model cells. The base simulation reproduced the observed 2 m temperature throughout the simulation reasonably well (Figure 2a). The model performance in replicating the 2 m relative humidity was better during late morning and afternoon, when the temperature (relative humidity) was high (low), than during other times of the day. A dry bias (within 10%) existed during the night and early morning (Figure 2b). The model underpredicted daytime wind speed and overpredicted nighttime wind speed (Figure 2c). The simulated bias (within 1 m s⁻¹, Figure 2c) for the 10 m wind speed was reasonable, considering a cyclone was passing through the domain during the simulation period, and any imprecise prediction of its intensity, position, and timing may contribute to wind bias. Note that although local emissions were excluded from this base simulation, the results (2 m temperature, relative humidity and 10 m wind, etc.) from the CNTL no-plume case were in good agreement with those from a test case that includes local emissions based on the National Emission Inventory 2005 (NEI-05). This suggests that local emissions did not play a significant role in modifying the overall atmospheric conditions over this region for this specific case study. Thus, the model biases shown in Figure 2 are mostly attributed to either the model’s internal problem or the driving reanalysis data, rather than the exclusion of local and nonlocal aerosols. In summary, the close correspondence of the modeled and measured time series suggests that the CNTL no-plume simulation adequately captured the regional thermodynamic meteorology within the innermost domain during the simulation period.

[25] Figure 3 demonstrates the space-time structure of the observed and simulated diurnal rainfall cycle during the first day of the 2 day simulation. Rainfall cycles on the subsequent day were similar. In the NCEP stage IV precipitation analysis [Lin and Mitchell, 2005], which is based on radar/gauge observations, rainfall was centered at 43.5°N and 74°W (Figure 3d), an area of complex terrain (Figure 3a)
Figure 3. Accumulated precipitation (mm) from 7 August 07:00 to 13:00 LST from (a) the CNTL no-plume simulation, and (b) the NCEP stage IV 6 hourly precipitation analyses; from 7 August 13:00 to 19:00 LST from (c) the CNTL no-plume simulation, and (d) the NCEP stage IV precipitation analyses; and from 7 August 19:00 LST to 8 August 01:00 LST from (e) the CNTL no-plume simulation, and (f) the NCEP stage IV precipitation analyses. Terrain heights (green contours) are shown in Figure 3a with intervals of 200 m. The red box in Figures 3a, 3c, and 3e shows the AREA location. The portions grayed out in Figures 3b, 3d, and 3f indicate areas with missing observations. The blue line in Figure 3c indicates the location of the vertical cross section in Figures 7 and 9.
well known to produce convection from morning chimney flows near mountain peaks [e.g., Lu and Turco, 1994]. Upscale enhancement of this orographic convection progressed into the afternoon and early evening with substantial afternoon rainfall (Figure 3d). After sunset, a few localized small-scale nocturnal systems also contributed some precipitation (Figure 3f). Figures 3a, 3c, and 3e show that in the interior domain with explicit convection, the CNTL no-plume simulation successfully captured a similar diurnal convection sequence in the vicinity of the topographic feature discussed previously.

Some forecast biases were evident. For example, the modeled orographic afternoon convection east of Lake Erie was too weak compared to the NCEP stage IV data (Figure 3c vs. Figure 3d), and the simulated precipitation pattern was less organized with respect to observations. However, the overall progression of diurnal rainfall was realistic. In contrast, the simulation chronology to the Southwest did not agree well with the NCEP stage IV analysis. Nearby (42°N, 77°W), WRF-Chem produced unrealistic long-lived convective features, evidenced by rainfall streaks aligned with free tropospheric flow (cf. Figure 1). The rainfall streaks also showed up in the aforementioned test case that included local emissions based on NEI-05 emission inventory. This suggests that even though the simulation excluded local emissions, it was not responsible for this unrealistic convection. Analyses of variables over the region with unrealistic rainfall features (Figure 3) suggested that these convection features may be somewhat related to the modeled moisture over this region. For example, the model underestimated 2 m relative humidity when averaged over all stations within the modeled domain (Figure 2b), however, there were some overestimates (within 7%) when averaged only over stations in the region with these unrealistic rainfall features.

To evaluate the effects of prescribed aerosol plumes on the diurnal orographic convection in the successfully simulated region east of Lake Erie, we focused on a subregion of interest in the northeast sector of the innermost domain, which we named “AREA” (Figures 3a, 3c, and 3e, red rectangle). The flow patterns shown in Figure 1 suggest that aerosol plumes prescribed between 70°W and 80°W along the northern boundary flow into AREA followed the northwesterly wind, whereas the unrealistically simulated rainfall streaks over Pennsylvania are located to the southwest of AREA (Figure 3c). Therefore, the parts of the

Figure 4. Skew-T diagram shows atmospheric stability characteristics of the innermost domain with explicit convection, averaged in space over the convection zone (AREA), and in time over the period of maximum rainfall (14:00–17:00 LST) on 7 August 2004. The dashed line shows the moist adiabatic buoyant ascent pathway for parcels raised to the lifting condensation level. The positive area between the dashed line and solid line for temperature indicates the ambient convective available potential energy.
aerosol plumes that flow into AREA do not interact with the unrealistic convection in the western portion of the domain. For this reason, the poor representation of rainfall over Pennsylvania (Figure 3) is unlikely to affect the reliability of the inferences on the effects of elevated aerosol plumes on the convective system over AREA. In the subsequent sensitivity analysis, we focused exclusively on this subregion.

[28] Figure 4 shows the dominant thermodynamic and stability characteristics averaged over AREA during the time of maximum precipitation (14:00–17:00 local standard time (LST)) on 7 August 2004. During this time, the 2 m relative humidity was around 60% (Figure 2b), indicating that convection develops in a relatively dry environment. Nevertheless, the atmosphere was conditionally unstable, providing lift through the subsaturated boundary layer. Potential buoyancy was available above a lifting condensation level at approximately 860 hPa, with maximum convective available potential energy (CAPE) values of 144 J. On average, convectively buoyant parcels are expected to reach maximum height at a neutral buoyancy level near 500 hPa. Because half the potential buoyancy is available above the 0° isotherm, ice-phase processes are involved.

3.2. Effects of Idealized Nonlocal Aerosol Plumes
3.2.1. Plume Transport to Explicit Convection Zone
[29] The prescribed nonlocal aerosol plumes successfully intercepted (horizontally) the convective AREA in all plume cases on 8 August 2004 13:00 LST (Figures 5a–5c). Low-level winds were generally weak with capricious wind directions caused by the impacts of surface friction and topography. In contrast, winds at higher altitudes were organized by the synoptic-scale system (a midlatitude cyclone in this case), providing a more conducive environment for the coherent transport of aerosol plumes to the

Figure 5. The outermost WRF-Chem domain simulated differences (relative to the CNTL no-plume case) in column-integrated PM$_{2.5}$ concentration (mg m$^{-2}$) for (a) low-altitude, (b) midaltitude, and (c) high-altitude plume cases on 8 August 2004 13:00 LST. The black rectangle in Figures 5a–5c shows the AREA location. (d–f) Vertical profile of AREA mean PM$_{2.5}$ concentration anomalies relative to the CNTL no-plume case (µg m$^{-3}$, solid black line) on 8 August 2004 13:00 LST are shown in Figures 5d–5f for low-altitude, midaltitude, and high-altitude plume cases, respectively. The CNTL no-plume case simulated cloud water and cloud ice-mixing ratio profile (mg kg$^{-1}$, dashed blue line) is shown in Figures 5d and 5e, respectively. Note that the x axes used in Figures 5d–5f are different; and the scale for cloud water mixing ratio in Figure 5d is an order of magnitude higher than that in Figure 5e for cloud ice.
innermost domain. As a result, the low-altitude plume (Figure 5a) was weak and disorganized, especially when transported over land, with a relatively short transport distance compared to plumes prescribed at midaltitude (Figure 5b) and high-altitude (Figure 5c).

All three prescribed nonlocal plumes encountered the convective region with different horizontal structure at different altitudes (Figure 5). The CNTL no-plume case simulated cloud water (Figure 5d) and cloud ice-mixing ratios (Figure 5e) indicate a cloud base of about 1 km, with the cloud top extending to 9 km. Clouds in a water and ice phase existed below and above about 4 km, respectively. Low-altitude (Figure 5d) and midaltitude (Figure 5e) plumes intersected water and ice clouds over the AREA, respectively. The high-altitude plume existed above the cloud top (Figure 5f). Figure 5 illustrates that maximum aerosol concentrations within the AREA occurred at about 1, 6, and 12 km in the low-altitude, midaltitude, and high-altitude plume cases, respectively.

By staggering the injections of nonlocal plumes, we were mostly successful in achieving their coincident arrival times at different altitudes into the convective AREA, as shown by the time evolution of AREA mean sulfate and black carbon concentrations at altitudes with maximum aerosol concentration (Figures 6a and 6b). Yet because wind speed and direction vary at different altitudes, the arrival times of the plumes at different heights are still slightly offset. However, as of 6 August 2004 19:00 LST, the aerosol plume in each sensitivity experiment was clearly present in the AREA simultaneously (Figures 6a and 6b).

3.2.2. Nonlocal Plume Interaction With Convective Clouds

The simulations of AREA mean column-integrated cloud droplet number concentration, cloud liquid water path, cloud optical depth, and accumulated precipitation (Figures 6c–6f) illustrate the diurnal characteristics of this convective system. The following analysis focuses on the impacts of these nonlocal aerosol plumes on clouds over the AREA during the two plume-influenced convective intervals (Figure 6, shaded areas) from 10:00 to 19:00 LST on 7 and 8 August 2004 (hereafter these convective time periods of interest are named P1 and P2, respectively).

The low-altitude plume induced a substantial microphysical perturbation to the convective system, an almost threefold increase in the simulated daily maximum cloud droplet number with respect to the CNTL no-plume case (Figure 6c, shaded areas). However, this plume induced only a modest increase in the cloud liquid water path (Figure 6d).
More aerosols served as CCN, resulting in overall smaller cloud droplet size and larger surface area-to-volume ratios in the low-altitude plume case than those in the CNTL no-plume case. Thus, in the low-altitude plume case, cloud droplets evaporated more efficiently in the relatively dry environment. This may contribute to why the low-altitude plume and CNTL no-plume cases varied little in the cloud liquid water path. Compared to the CNTL no-plume case,
the low-altitude plume case simulated almost doubled daily maximum AREA mean cloud optical depth during both P1 and P2 (Figure 6e), which can be attributed to substantial increases in the cloud droplet number (Figure 6c). For the mid- and high-altitude plume cases, AREA mean cloud properties were almost identical to those for the CNTL no-plume case (Figures 6c–6e).

[34] The low-altitude plume produced the only substantial cloud-property response because it was the sole plume intersecting water clouds (Figure 5d), which then led to an increase in CCN concentration. As ice nuclei are not linked to the prognostic aerosol concentration in WRF-Chem V3.2, the midaltitude plume intersection of ice clouds (Figure 5e) did not affect the simulated cloud microphysical properties. Further discussion about changes to cloud properties and precipitation that may be induced by the midaltitude plume, if ice crystal formation is connected with prognostic aerosols, is provided in section 3.2.3.

[35] Response of cloud droplet number concentration to the low-altitude plume (Figures 7a and 7b) shows that the aerosol-induced increase of cloud droplet number concentration peaks at 120 cm$^{-3}$. Interestingly, although the aerosol plume extends vertically to approximately 3 km, especially to the west of 74°W where the PM$_{2.5}$ concentration increases to 3 µg m$^{-3}$, the boost in cloud droplet number concentration is confined to a thin layer between 1 and 2 km. This can be explained by considering the structure of the ambient relative humidity. Significant increases in cloud droplet number concentration only occur where the relative humidity is greater than 90% (Figures 7a and 7b), as aerosols can only be activated to form cloud droplets when the air parcel is supersaturated.

[36] The CNTL no-plume case represents a cleaner environment than the actual conditions that exist over this region (discussed in section 2.2). Previous studies [e.g., Ramanathan et al., 2001; Wang, 2005] suggest that increases in CCN concentration generate a stronger response of cloud droplet number concentration in an environment with lower particle concentration. Thus, the impacts of the low-altitude plume on various cloud properties, as well as precipitation (discussed in section 3.2.3), may be overpredicted in this study relative to what would be expected with local emissions.

3.2.3. Nonlocal Plume Impact on Precipitation

[37] To investigate whether a precipitation suppression or enhancement signal can be detected by comparatively weak, nonlocal aerosol perturbations at the lateral boundary, we plotted time evolutions of AREA mean accumulated precipitation (Figure 6f). The low-altitude plume case produced considerably less precipitation (~30% reduction) compared to the CNTL no-plume case. In contrast, overall precipitation was minimally altered by aerosol plumes that intersected the ice clouds (midaltitude plume case) or that overlay the cloud-bearing layer (high-altitude plume case).

[38] The apparent reduction in precipitation is a consequence of the aerosol impact rather than changes in chronology of the simulated convection. Spatial distributions of the total surface precipitation during P1 and P2, for both the CNTL no-plume and the low-altitude plume cases (Figure 8), show that positioning of simulated rainfall is generally unchanged by the low-altitude plume. However, both the spatial extent and strength of precipitation over the AREA in the CNTL no-plume case (Figures 8a and 8c) are reduced considerably by the low-altitude plume (Figures 8b and 8d). This consistency suggests that the reduction in composite storm intensity (Figure 6f) is not an artifact of the repositioning of major storms relative to the averaging region.

[39] Is the mechanism supporting the significant precipitation response to the nonlocal low-altitude plume consistent with what has been synthesized by others in response to more extreme local emissions [e.g., Cotton et al., 2007; Khain et al., 2008a, 2008b; Lim et al., 2011; Zhang et al., 2007]? In this convective system, about 20% of the condensed mass is in the ice phase above 4 km (Figures 5d and 5e), rendering it active in this cloud system. However, this system developed in a drier environment (e.g., ~60% 2 m relative humidity during the convective periods, Figure 2b) than for the cases where convection invigoration was generally observed and simulated [Rosenfeld et al., 2008; Khain et al., 2008b]. The vertical wind shear associated with this convective system, which is calculated as the maximum minus the minimum wind component (U and V) within 7 km from the ground following the study of Fan et al. [2009], is ~5.3 and ~7.4 m s$^{-1}$ for U-component and V-component, respectively. Therefore, this convective system is developed under relatively strong vertical wind shear, which is conducive to aerosol-induced convection suppression. Furthermore, according to Rosenfeld et al. [2008], our cloud base temperature (~10°C) is colder than the minimum cloud base temperature (~15°C) required for aerosol-induced invigoration of deep convective clouds to occur. These considerations suggest that for this simulated convection regime, an aerosol-induced precipitation suppression is more likely to occur. In this sense, our results showing suppression effects of a nonlocal low-altitude plume are consistent with mechanisms documented in other experiments that increase local aerosol emissions.

[40] Note that the modeling studies discussed previously [Cotton et al., 2007; Khain et al., 2008a, 2008b; Lim et al., 2011; Zhang et al., 2007; Fan et al., 2009] are for single deep convective clouds, and the aerosol radiative effect is not considered. Yet for strongly absorbing aerosols, such as black carbon, the aerosol radiative effect can significantly impact convection and precipitation. For example, Fan et al. [2007] first showed aerosol-induced convection invigoration and precipitation enhancement when using a 2D cloud model but when Fan et al. [2008] used the same model and took into account the radiative effect of absorbing aerosols, an opposite overall aerosol effect on convection and precipitation was obtained for the same convective system. Both aerosol “indirect effect” and radiative effect are taken into account for simulations in this study. The absorbing aerosols in the low-altitude plume heats the atmosphere at the plume level, while simultaneously reducing sunlight from reaching the ground and resulting in a temperature reduction close to surface (figure not shown). These temperature variations caused by the aerosol radiative effect of the low-altitude plume tend to stabilize the atmosphere and consequently suppress the convection. Therefore, the ~30% precipitation reduction in the low-altitude plume case (compared to the CNTL no-plume case; Figure 6f) might be attributed to both the aerosol “indirect effect” and radiative effect.

[41] The interpretation of the simulated response to the midaltitude plume is necessarily limited by the lack of a
prognostic treatment of ice nuclei in WRF-Chem V3.2 [Chapman et al., 2009]. First, the lack of sensitivity of the convective system to the midaltitude plume is consistent with the study of Fan et al. [2010a], which shows that midtropospheric CCN have almost negligible effects on convection and cloud properties. Second, Fan et al. [2010a] and others [e.g., Fridlind et al., 2004; van den Heever et al., 2006; Leroy et al., 2009] report that midtropospheric ice nuclei can modify the anvil properties of deep convective clouds and enhance glaciation of convective clouds in a humid environment. Although ice clouds were limited to only about 20% of the total cloud mass, the midtroposphere is relatively humid for the convective system in this case study (Figure 4). For example, the relative humidity averaged horizontally over AREA and vertically over 5 to 7 km altitudes is ~50% and ~35% during P1 and P2, respectively, which is close to the humid case discussed in the study of Fan et al. [2010a, 2010b]. Thus, if the ice nuclei formation is linked to prognostic aerosols in a future version of WRF-Chem, some modifications in convection and cloud properties caused by this midaltitude plume can be expected.

3.2.4. Nonlocal Plume Impact on Temperature

The low-altitude plume resulted in an overall cooling below about 2.5 km (Figures 7c and 7d). This implies that the enhanced cooling below clouds because of optically thicker clouds in the low-altitude plume case (Figure 6e), which reflected more incoming sunlight back to space, took precedence over the heating effect of the absorbing black

**Figure 8.** Accumulated precipitation (mm) during (a, b) P1 and (c, d) P2 from CNTL no-plume simulation (Figures 8a and 8c) and low-altitude plume simulation (Figures 8b and 8d). AREA is shown with black box in Figures 8a–8d.
carbon in the plume. However, during periods of considerable variation in rainfall, temperature differences between the low-altitude plume and CNTL no-plume cases become more complicated (Figure 7d). In spite of an overall cooling below 2.5 km, warming occurs between 72°W and 73°W with a temperature increase up to 1 K close to surface, which approximately collocates to areas with rainfall suppression (Figure 7d, dashed contour lines). This suggests that the warming was caused by a decrease in evaporative cooling associated with the reduction of falling raindrops. The horizontal collocation (between 72°W and 73°W) of the ~1 K increase close to the surface and ~1 K decrease 2 to 3 km above the surface (Figure 7d) implies a potential modification to atmospheric stability and convection intensity, considering these temperature perturbations occur at altitudes with ambient environmental CAPE (Figure 4).

The atmosphere’s thermal response to the midaltitude plume was a heated layer in the plume arrival area, as well as a cooling layer above the aerosol layer (Figure 7e). As the midaltitude plume did not interact with water clouds (sections 3.2.2 and 3.2.3 discussion), the sunlight absorption of black carbon resulted in an obvious warming in the plume arrival areas (Figure 7e). This heated layer promoted stronger upward motion within and above the aerosol layer, compared to the CNTL no-plume case (Figure 7f). The intensified adiabatic cooling associated with stronger upward motion resulted in a distinct cooling layer atop the heated layer (Figure 7e) [Chen et al., 2010]. Furthermore, the vertical gradient of θ (potential temperature) was much stronger above 8 km (Figure 7f), which may relate to the upper-level cyclone passing through, magnifying plume-induced adiabatic cooling above the aerosol layer. Note that aerosol-induced warming or cooling accumulates with time, so the pattern of the aforementioned cooling layer (Figure 7e) does not necessarily match the anomalies seen in the instantaneous upward motion (Figure 7f). Although the midaltitude plume considerably modified the atmospheric temperature within and above the aerosol layer, the impacts of this midaltitude plume on the instability of the atmosphere are small. The skew-T diagram averaged spatially over AREA and temporally over 14:00–17:00 LST on 7 August 2004 for the mid-altitude plume case (figure not shown) is similar to that for the CNTL no-plume case (Figure 4), and the corresponding CAPE is 140 and 144 J kg$^{-1}$ for the mid-altitude plume case and CNTL no-plume case, respectively. The possible reason for such negligible changes on atmospheric instability can be that these temperature perturbations took place above ~5 km altitude (Figure 7e), which is more than where the maximum CAPE is reached (Figure 4). This also explains the almost unaltered cloud properties and convection intensity from the midaltitude plume case compared to the CNTL no-plume case (Figures 6c–6f).

There was no evidence of thermal response to the sulfate-only high-altitude plume (not shown), despite the higher-aerosol concentration in the high-altitude plume case (20 µg m$^{-3}$ pure sulfate) than that seen in the low-altitude and midaltitude plume cases (mix of 6 µg m$^{-3}$ sulfate and 1 µg m$^{-3}$ black carbon, Table 2). The multiple directions of scattering of sunlight by sulfate aerosols are likely the reason. The atmosphere’s contrasting thermal response to mid- and high-altitude plumes emphasizes that the composition and optical properties of the plumes are important to aerosol-radiation interactions in regional WRF-Chem simulations.

3.2.5. Particle Scavenging of Convection on Aerosol Plumes

Both in-cloud and below-cloud aerosol wet removal processes are treated in WRF-Chem V3.2 [Chapman et al., 2009]. The removal of cloud-borne aerosols within clouds uses the first-order loss rate of cloud water. Again, this version of WRF-Chem does not treat aerosol removal within
ice clouds. On the basis of the previous discussions, aerosol scavenging is expected to occur only in the low-altitude plume, which existed within and below water clouds over the AREA. To examine the scavenging impact of the convective system on the low-altitude plume, a sensitivity simulation, named LOW-NS, was conducted using the same configuration as that for the low-altitude plume case, except both in-cloud and below-cloud scavenging of aerosols were turned off in double-moment Lin microphysics.

The difference in aerosol mass from the LOW-NS plume simulation relative to that from the low-plume simulation yields the aerosol mass removed by the scavenging processes. Figure 9 illustrates the column-integrated sulfate and black carbon mass temporally averaged over P1 from the LOW-NS simulation (Figure 9a), as well as the sulfate and black carbon mass removed by scavenging processes during that period over the AREA (Figure 9b). By comparing Figures 9a and 9b, the fraction of plume aerosols removed by clouds and precipitation can be as high as 70% over regions where deep convection and precipitation occur (Figure 8b). However, the convection is also altered considerably in the nonscavenging case (LOW-NS) as compared to the case with it (low-altitude plume case). The exclusion of aerosol scavenging in the LOW-NS
non-scavenging case results in higher concentration of aerosols in this simulation compared to the low-altitude plume (with scavenging) case. This leads to more cloud droplets in the LOW-NS non-scavenging case than in the low-altitude plume case (~20% increase in the column-integrated cloud droplet number concentration during the convective periods), and consequently smaller droplet sizes in the LOW-NS case as the cloud liquid water path is almost identical in the two simulations. The smaller cloud droplet sizes slow the autoconversion from cloud droplets to rain droplets in Lin microphysics, leading to remarkable reductions in the convection intensity (total precipitation is reduced by ~50% in the LOW-NS non-scavenging case compared to the low-altitude plume case). More than 95% of the aerosols in the LOW-NS plume were in accumulation mode over the AREA, although equal concentrations were originally prescribed for aerosols in Aitken and accumulation modes along the upstream boundary (e.g., 3 and 0.5 μg m⁻³ were assigned to sulfate and black carbon, respectively, in each mode). In this case, most of the aerosols were converted to accumulation mode by coagulation and/or collision before being transported over the AREA. Therefore, particle scavenging mostly arose from aerosols in the accumulation mode in our case study.

[47] Interactions of nonlocal aerosol plumes with convection, precipitation, and temperature have proven rather complicated, particularly in the low-altitude plume case. Figure 10 provides a summary for the three plume cases to clarify the simulated responses to each as discussed in this section.

4. Conclusions and Discussion

[48] In this idealized case study, the upstream lateral boundary of the outermost WRF-Chem domain was modified to introduce idealized nonlocal aerosol plumes at three discrete altitudes (low, mid, and high) to evaluate the uncertainties introduced by excluding nonlocal, elevated aerosol plumes in conventional regional aerosol-climate sensitivity simulations.

[49] After transport to the convection region, the low-altitude and midaltitude plumes intersected water and ice segments of the cloud system, respectively. The high-altitude plume arrived well above the cloud-bearing layer. A significant amount of aerosols in the low-altitude plume were activated to form cloud droplets. As a result, compared with the CNTL no-plume simulation, the low-altitude plume case predicted optically thicker clouds (almost double the daily maximum depth), along with a small increase in the cloud liquid water path. Furthermore, the low-altitude plume demonstrated a significant precipitation response (~30% reduction in 2 day accumulated precipitation over the CNTL no-plume case), which is equal in magnitude to the rainfall modification projected from simulations that excluded all local, above-surface emissions [Chapman et al., 2009]. The mechanism behind the precipitation suppression response of this simulated convection to the nonlocal low-altitude forest fire plume is qualitatively similar to behavior observed in experiments with enhanced local emissions.

[50] This suggests that neglecting lateral inflow plumes can indeed represent a significant omission in regional aerosol-climate simulations for areas impacted by the transport of substantial low-altitude plumes. In contrast, the midaltitude and high-altitude plume cases showed negligible sensitivity, emphasizing this potential source of error depends on the relative height of plumes transported from outside the modeled domain, as well as on how or where the plumes intersect the convective system. The insensitivity reflects the small cooling impact from the overlying high-altitude and mid-altitude plumes at this late stage of the convection, as opposed to the significant impact of the low-altitude plume on cloud droplet number.

[51] Results showing negligible sensitivity in the mid-altitude plume case should be treated with caution, as this plume intersected the ice phase of the cloud system, and the ice crystal formation is not linked to prognostic aerosols in the model. Although only ~20% of the cloud condensate existed in ice form in the simulated convective system, the atmosphere is relatively humid at the midaltitude plume arrival heights in this study, which is favorable for the activation of midtropospheric ice nuclei [Fan et al., 2010a]. Therefore, the midaltitude plume might lead to some modifications in cloud properties, such as cloud anvil and convection intensity if ice microphysics were simulated explicitly.

[52] An increase in cloud albedo in the low-altitude plume case led to an overall temperature decrease below about 2.5 km, despite the heating effect of black carbon. The temperature modification of the low-altitude plume was more complicated for areas with considerable rainfall suppression because of reduced evaporative cooling of rain droplets. The sunlight absorption of the black carbon in the midaltitude plume resulted in a layer of increased temperature (up to 0.6 K). Atop this warm layer was a cool layer, the outcome of adiabatic cooling associated with an enhanced upward motion. However, most temperature perturbations in the midaltitude plume occurred above the ambient environmental CAPE; thus, their impact on convection was negligible. The sulfate-only plume in the high-altitude plume case did not induce apparent temperature changes at either the aerosol layer or the surface, suggesting that a moderate volcanic plume is likely to result in only minimal surface cooling within a short time period (3 days in this study).

[53] In all, this idealized study showed that when nonlocal aerosol plumes flowing laterally into a WRF-Chem domain are introduced at certain altitudes, they confer a detectible and significant effect on convection and surface precipitation, not unlike that observed or simulated to occur in experiments with enhanced local emissions. For the summertime orographic convection over northeastern United States analyzed here, the forest fire plume from Alaska and western Canada suppressed precipitation when synoptic flows brought the plume to the boundary layer during long-range transport. Applying the same aerosol composition, a 4 km difference in the plume’s vertical position along the upstream lateral boundary (low-altitude vs. midaltitude plume) led to considerably different impacts on precipitation (30% reduction vs. no detectable signal). Although the detailed response is dependent on the convection regime, this study emphasizes the importance of vertical positioning and composition of nonlocal aerosol plumes at model lateral boundaries in regional climate simulations with explicit convection.
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