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Abstract
For a lineage to survive over long time periods, it must sometimes change. This has given rise to the term evolvability, meaning the tendency to produce adaptive variation. One lineage may be superior to another in terms of its current standing variation, or it may tend to produce more adaptive variation. However, evolutionary outcomes depend on more than standing variation and produced adaptive variation: deleterious variation also matters. Evolvability, as most commonly interpreted, is not predictive of evolutionary outcomes. Here, we define a predictive measure of the evolutionary success of a lineage that we call the k-survivability, defined as the probability that the lineage avoids extinction for k generations. We estimate the k-survivability using multiple experimental replicates. Because we measure evolutionary outcomes, the initial standing variation, the full spectrum of generated variation, and the heritability of that variation are all incorporated. Survivability also accounts for the decreased joint likelihood of extinction of sub-lineages when they 1) disperse in space, or 2) diversify in lifestyle. We illustrate measurement of survivability with in silico models, and suggest that it may also be measured in vivo using multiple longitudinal replicates. The k-survivability is a metric that enables the quantitative study of, for example, the evolution of 1) mutation rates, 2) dispersal mechanisms, 3) the genotype-phenotype map, and 4) sexual reproduction, in temporally and spatially fluctuating environments. Although these disparate phenomena evolve by well-understood microevolutionary rules, they are also subject to the macroevolutionary constraint of long-term survivability.

Introduction
O species, stunned by your terror of chill death, why fear the Styx, why fear the ghosts and empty names, the stuff of poets, the species of a phantom world? […] Everything changes, nothing dies: the spirit wanders, arriving here or there, and occupying whatever body it pleases, passing from a wild beast into a human being, from our body into a beast, but is never destroyed. As phable wax, stamped with new designs, is no longer what it was; does not keep the same form; but is still one and the same.
- Ovid, Metamorphoses, book XV: 143–175

Evolvability
“Evolvability” has been much discussed in the last 20 years, but there is no agreement over what this term should mean [1]. Kirschner and Gerhart [2] call evolvability, “an organism’s capacity to generate heritable phenotypic variation,” without reference to the fitness of that variation. Houle [3] associates evolvability with current standing variation in the population (described by the “G-matrix”), which relates it to the immediate response to selection of a population. In contrast, Wagner and Altenberg [4] propose that the qualitative meaning of evolvability should reflect the “the genome’s ability to produce adaptive variants when acted upon by the genetic system.” In this sense, evolvability is about the adaptive variation that may be produced, rather than the current standing variation. Jones et al. [5] note that the capacity to produce variation is related to the “M-matrix” used in quantitative genetics; however, like Wagner and Altenberg, they restrict evolvability to the production of adaptive variation only, and offer no quantitative definition of evolvability.

The above authors refer to many different entities as possessing evolvability: Kirschner and Gerhart [2] see it as a property of organisms. Houle [3] and Jones et al. [5] see it as a property of populations. Draghi and Wagner [6,7] and Palmer and Feldman [8] see genotypes as the entities that possess evolvability. Wagner and Altenberg [4] in one place call evolvability a property of “the genome” and in another they suggest that it is a property of the evolutionary “system”.

Attempts to define evolvability quantitatively are few, and have been applicable only to a particular model. For example, Draghi and Wagner [6] measure evolvability as the mean decrease in “Hamming distance” between a binary vector phenotype and all 16 possible target vectors in their model, within a time span of 25 generations. Similarly, Griswold [9] defines evolvability as the “rate of evolution of a phenotypic character,” in units specific to the phenotypic character, and invokes a specific time span of 10,000 generations. In another model with a genotype comprising two genetic vectors, evolvability is measured as the tendency for these vectors to be oriented perpendicular to one another [7,9] after a fixed number of generations.

None of the above definitions of evolvability can be used to predict evolutionary outcomes. If only standing variation is considered, then new variation, which is clearly important to long-term outcomes, is ignored. If only new variation is considered, then the importance of standing variation in the short term is neglected. A lineage may have excellent potential to produce
adaptive variation, given sufficient time, but may go extinct in the short term due to inappropriate initial standing variation. While the production of adaptive variation may be important, the production of deleterious variation should also be taken into account. If any of these factors is left out, it may be impossible to predict evolutionary outcomes.

**Predictive Metrics of Short-term and Long-term Evolutionary Success**

We suggest that the underlying goal of research on evolvability has been to distinguish predicted evolutionary success in the short term from that in the long term. Rather than attempting to quantify evolvability using the above definitions, we define two quantitative metrics that do predict evolutionary outcomes, and do permit us to distinguish short- and long-term predicted evolutionary success.

The first of these metrics, called the *k*-fitness, measures the predicted “success” of a lineage as the expected factor of increase in number of members, over *k* generations; this the standard absolute fitness of a lineage extended to multiple generations. The second metric, called the *k*-survivability, measures the predicted “success” of a lineage as the likelihood that it will survive (avoid extinction) for *k* generations. Because these metrics summarize a set of realized evolutionary outcomes, they include the effects of: 1) initial standing variation, 2) produced variation, 3) adaptive, deleterious, and neutral variation.

The standard, one-generation, absolute fitness is defined as the expected factor of increase in the number of copies of (for example) a genotype, over a single generation. The fitness of a genotype can be estimated using multiple replicate experiments, under “similar conditions” (defined precisely below) in each replicate. Importantly, the fitness is (sometimes) predictive. We will call the fitness predictive if, in a new replicate of the experiment, we have a certain confidence that the factor of increase will be near the previously estimated mean. Otherwise, we cannot be confident that the factor of increase in another replicate experiment will be near the previously measured mean. For many interesting traits and situations, the standard one-generation fitness is predictive.

The *k*-fitness, the expected factor of increase in the membership of a lineage over *k* generations, can also be estimated in multiple replicate experiments. Like the one-generation fitness, the *k*-fitness may sometimes be predictive. If so, then a new replicate of the experiment in a sufficiently similar evolutionary context (defined precisely, below) is again expected to increase in membership by a similar factor. Our second metric, the *k*-survivability, the probability that a lineage will survive for *k* generations, may also be predictive, depending on the context. Below, we describe an entropy-based metric of predictability.

**Lineages**

Following Hull [10], we focus on the lineage as the entity that evolves. A lineage may persist indefinitely (until it goes extinct). The individual members of a lineage at one generation give rise to its individual members at the next generation. A lineage may accumulate genetic change, yet still retain its identity through the relationship of descent. We define a lineage as a founding population of organisms (or a single founding individual, in asexuals) and zero or more generations of its descendant populations (or descendant individuals, in asexuals). Thus a lineage is monophyletic.

For sexuals, we assume that a lineage begins at an irreversible speciation event. The founders of a sexual lineage are all the members of one of the nascent species. This definition implies that *two distinct lineages cannot fuse together*. A lineage can continue to speciate, however, and all members of sub-lineages thus formed remain members of the original lineage. (This assumption clarifies the assignment of “credit” for numerical increase, or for survival: if we permitted two lineages A and B to fuse, then a vanishing genetic contribution from lineage A would allow it to “hitchhike” on the success of lineage B.) Thus a sexual lineage at its foundation consists of exactly one population, but may later include multiple distinct populations and/or species. The founding requirement is automatically satisfied for asexuals: every asexual individual is the founder of a lineage (as well as a member of each lineage to which its parent belonged).

**Persistence of the Lineage is Fundamental; Number of Members is Not**

Although increase in the number of individual members of a lineage may lower its chance of extinction, this is only one of several possible ways to enhance survivability. The genetic and spatial distributions of the individual members of a lineage are both important to its survivability. Random mutation sometimes leads to a phenotype that is well suited to the environment. Similarly, random migration, or dispersal, may result in an organism moving to an environment where its phenotype has a higher probability of survival. When a lineage disperses in space, or diversifies in lifestyle, the likelihood that all its members will die may be decreased, tending to increase the survivability of the lineage. The more dispersed and diversified the lineage, the less it will matter that some of its members have low fitness at some places and times.

Gould and Lloyd [11] have insisted that entities that experience selection “must generate offspring (in potentially differential numbers...),” but we disagree on this technical detail. Two lineages have experienced relative selection if the “winner” survives, and the “loser” goes extinct. It is not important whether either lineage produces many sub-lineages, or many individual members, but it is fundamental that the extinction of one, and the survival of the other, are realized. Long-term “successful” lineages are not necessarily those that speciated into many distinct sub-lineages, but *those that avoided extinction*.

**Levels of Selection; Must there be Only One?**

The “Lloyd-Vrba debate” [12] concerned what phenomena should qualify as selection at the species level (in this article, the lineage level), as distinguished from selection at the individual level. Lloyd [13] requires that species fitness not be reducible to the effects of individual fitnesses; Vrba’s [14] definition is even more restrictive. Since we are primarily concerned with the survival probability of lineages, and not with distinguishing between selection at the individual, versus lineage, levels, we use “lineage selection” even if the fitness effect is reducible to effects on individuals. It is not necessary to attribute such selection *exclusively* to the individual level [15]; it may simultaneously be considered as aggregate selection on the lineage. For example, when the ornithischians went extinct, the deaths of the individual members were not statistically independent events. As a lineage, they shared aggregate risk, and suffered a shared catastrophe. Thus when we refer to “selection on a lineage” we will include both what Lloyd [13] would call strict, irreducible “species selection” and what Grantham [12], calls “effect macroevolution”, namely, the aggregate effect on a lineage of selection on its individuals.

**Selection at Different Timescales**

Most previous authors have considered selection on individuals, and selection on lineages (or species), as distinct “levels” of selection. We feel it is more appropriate to consider selection on
lineages, and vary the number of generations, \( k \), that are considered. In the immediate term (\( k = 1 \)), only the standing phenotypic variation in the lineage is selected. In the short term (\( k > 1 \)), the standing variation in the lineage may still dominate; however, a lineage may also produce new variation at each generation, and this may also be subject to selection. In the long term (\( k \gg 1 \)), the lineage phenotype may change dramatically; thus the variation that arises in a lineage during the evolutionary process becomes increasingly important, relative to the initial standing variation. Clearly, however, immediate-term selection can never be entirely ignored: a lineage must survive in the immediate term if it is to survive in the long term.

Thus, what some authors would prefer to think of as selection at the “individual” level, we would describe as selection acting on the lineage in the immediate term (\( k = 1 \)). Even if the lineage consists of multiple individuals, or multiple populations, at a particular moment in time, we still consider the aggregate immediate selection on these larger collections to be immediate-term selection on the lineage. Framing immediate-term selection in this way permits a natural extension to longer time scales.

Migration Versus Mutation: Two Strategies for Matching the Phenotype to the Environment

Random mutation may produce a phenotype that is well suited to the environment. Similarly, random migration, or dispersal, may move the organism to an environment that suits its phenotype. Dispersal is similar to random mutation in that too high a rate of dispersal (or mutation) to unfavorable geographic (or genetic) “neighborhoods” can reduce the chance that the lineage will survive. However, dispersal may enhance the survivability of the lineage if: 1) it moves individuals to where they are more fit, or 2) it decreases the joint likelihood of extinction among related individuals and sub-lineages. Even if each local population has a similar risk of extinction per unit time, these local extinctions are likely to be less correlated if they are geographically separated, making it less likely that all members of the lineage will die.

Results

Definitions: The \( k \)-generation Fitness and Survivability of Lineages

We define the \( k \)-generation fitness and \( k \)-generation survivability of lineages as follows:

\[ \pi[N(t) = n] \] is defined as the probability that a lineage has \( n \) members at generation \( t \).

\[ N(t) \] is the expected number of members of the lineage at generation \( t \), namely, \( N(t) = \sum n \pi[N(t) = n] \).

\[ W_k(t) \] is the “\( k \)-fitness” at generation \( t \), namely, the ratio of the expected number of members of the lineage at generation \( t+k \), to the expected number at generation \( t \). \( W_k(t) = \frac{N(t+k)}{N(t)} \).

\[ S_k(t) \] is the “\( k \)-survivability” at generation \( t \), namely, the probability that the lineage will survive to generation \( t+k \), given that it has survived to generation \( t \):

\[ S_k(t) = \pi[N(t+k) \neq 0|N(t) \neq 0] \]

Because selection on lineages is ultimately determined by extinction, the \( k \)-survivability, \( S_k(t) \), is the more fundamental measure of evolutionary success. Nonetheless, \( W_k(t) \) is considered here because, for short time spans, extinctions of lineages may be rare, providing little statistical power to measure the \( k \)-survivability. In this case, the \( k \)-fitness is a practical proxy for the \( k \)-survivability.

\[ W_k(t) \] and \( S_k(t) \) will be estimated in multiple experimental replicates, each of which begins at generation 0, and continues to generation \( t+k \). These replicates have distribution \( I \) of initial states of the lineages at generation 0 (one “initial state” specifies the initial genotypes and the spatial distribution of the individual members of the lineages). \( E \) represents the distribution of environmental conditions experienced between generation 0 and generation \( t+k \). Thus \( W_k(t) \) and \( S_k(t) \) each measures the expected “evolutionary success” of a lineage by comparing the distribution of the number of members at time \( t \) with the distribution at time \( t+k \), under the distributions \( I \) and \( E \).

I and \( E \) define the evolutionary context in which we determine whether the metrics are predictive. For example, with all else being equal, \( W_k(t) \) and \( S_k(t) \) might be predictive if the initial number of members (described by the distribution \( I \)) varied within a narrow range, but not if that range were wide. Indeed, in one of our examples below, the outcomes do depend on population size. Thus we might find predictability for some distributions \( I \) and \( E \), but not for others.

As a measure of predictability, we propose \( H^\text{joint}(k) \), the entropy of the “joint survival state”, computed as follows. Call \( s(i, j, k) \) the survival state of lineage \( i \) in replicate experiment \( j \) at time step \( k \). \( s(i, j, k) = 1 \) if lineage \( i \) has any living members at time step \( k \) of replicate \( j \), and 0 otherwise. (Thus the \( k \)-survivability for lineage \( i \), \( S_k^i(0) \), is simply the average of \( s(i, j, k) \) over all replicates \( j \).) The “joint survival state” \( M(j, k) \) is a binary vector composed of elements \( s(i, j, k) \), ordered by \( i \). If there are \( L \) lineages, there are \( 2^L \) possible values of the vector \( M(j, k) \). By averaging over the replicates, we can estimate \( p_m(k) \), the probability that each particular joint survival state \( m \) will occur at time step \( k \). We then compute the entropy of joint survival state:

\[ H^\text{joint}(k) = - \sum_m p_m(k) \log_2(p_m(k)). \quad 0 \leq H^\text{joint}(k) \leq L \] (in units of bits).

The entropy is also called the “surprisal”, \( H^\text{joint}(k) \) measures, on average, how surprised we will be to see the joint outcome (one of the \( 2^L \) possible states) of a replicate. If \( H^\text{joint}(k) = 0 \), then the same state always occurs at time step \( k \); the outcome is perfectly predictable; we are never surprised.

We also compute \( H(k) \), the entropy of the survival state of each individual lineage \( i \). Below, we show that the individual entropies, \( H(k) \), are useful for interpreting the variation in the joint entropy, \( H^\text{joint}(k) \), over time. \( H(k) \) turns out to be a simple function of \( S_k^i(0) \), the \( k \)-survivability of lineage \( i \):

\[ H(k) = - S_k^i(0) \log_2(S_k^i(0)) - (1 - S_k^i(0)) \log_2(1 - S_k^i(0)). \]

Because there are only two possible states of an individual lineage, \( 0 \leq H(k) \leq 1 \). The joint entropy and the individual entropies obey the following inequalities:

\[ H^\text{joint}(k) \geq \sum_i H(i), \quad H^\text{joint}(k) \leq \sum_i H(i). \]
We refer to \( k = 1 \) as the immediate term. For example, \( W_1(t) \) (which is the standard fitness used in population genetics) is the immediate fitness at generation \( t \), and \( S_1(t) \) is the immediate survivability at generation \( t \). We will refer to \( k \) slightly greater than one (\( k > 1 \)) as the short term, and \( k \gg 1 \) as the long term. For the immediate term (\( k = 1 \)), the evolutionary outcome depends only on the standing variation in the lineage at generation \( t \). As \( k \) increases, the spectrum of variation produced by each lineage becomes increasingly important to the outcome.

Here, we illustrate the measurement and use of \( W_k(t) \) and \( S_k(t) \) with in silico population genetic models. However, in principle, they may also be measured for in vitro and in vivo systems. An important requirement is that a sufficient number of replicates experiments must be conducted to estimate \( \pi(N(t)=n) \), over particular distributions of both \( I \) and \( E \), in which case we can estimate \( W_k(t) \) and \( S_k(t) \). In practice, this may be possible with bacterial, yeast, nematode, or fruit fly models; for longer-lived organisms there are obvious experimental difficulties.

**Example 1: \( W_k(0) \) and \( S_k(0) \) for Modifiers of Mutation and Migration Rate**

**Model 1: a simple two-locus model.** We examine the behavior of \( W_1(0) \) and \( S_1(0) \) with a simple and well-studied model [16,17,18,19], providing a straightforward illustration of several factors that influence survivability. In the model, the genotype is asexual and has two loci: 1) a major locus with possible alleles \( A \) and \( a \); and 2) a mutator locus that controls the mutation rate at the major locus. The mutator locus has seven possible alleles \( M_1 \) through \( M_7 \), where allele \( M_6 \) sets the symmetric mutation rate between \( A \) and \( a \) at the major locus to \( 1 \times 10^{-7} \). There are two possible environments, \( E_A \) and \( E_a \). In environment \( E_A \), allele \( A \) is favored, and in environment \( E_a \), allele \( a \) is favored. A genotype with the favored allele has fitness \( f_+ \), and a genotype with the disfavored allele has fitness \( f_- \). The selection coefficient \( s \) is set to 0.1 in all the experiments below. The population size, \( N \), is fixed in any given experiment, but we also investigate its role in the evolutionary dynamics.

**A baseline for comparison: infinite population size, with no environmental switching.** Figure 1 plots the results of an experiment with infinite population size, and no environmental switching, which we use as a baseline for comparison with later cases. The environment is \( E_A \) at the beginning of each experiment, and remains constant at \( E_A \). The population is initially equally divided into seven (out of the possible 14) genotypes: the seven mutator alleles are present at the mutator locus, but only allele \( a \) (the disfavored allele) occurs at the major locus.

At the left of Figure 1, we plot \( W_1(0) \), the \( k \)-fitness at \( t = 0 \) (the factor of increase \( k \) generations after \( t = 0 \)) of the seven mutator lineages. All individuals are initially maladapted (since all possess allele \( a \) at the major locus, but the environment is \( E_A \)). Lineage \( M_2 \) (which has the highest mutation rate, \( 1 \times 10^{-2} \)) initially converts its members to the favored \( A \) allele most rapidly; thus, by generation \( k = 100 \), lineage \( M_2 \) (red) dominates. However, by approximately this time, most of the members of lineage \( M_2 \) (green) also possess \( A \), and are mutating back to \( a \) at a slower rate than lineage \( M_5 \). Thus, both lineages are well adapted, but \( M_2 \) now has a smaller load of deleterious mutations, and overtakes \( M_5 \), peaking by generation \( k = 1,000 \). This pattern (i.e., lineage \( M_2 \) superseding the current dominant lineage \( M_{a,1} \), and peaks around generation \( 10^6 \)) repeats throughout the end of the experiment at generation \( k = 5 \times 10^7 \).

At right, the frequency of the two major alleles \( \{A \text{ or } a\} \) at generation \( k \) is shown. However, because the major allele is mutable, this frequency is not the frequency of descendents of individuals that initially possessed allele \( A \) or \( a \). Indeed, no individuals initially possessed allele \( A \). At the right of the figure, we see that the \( A \) alleles (green) gradually decrease in frequency, as 1) they mutate to \( A \) (red) – more rapidly for higher mutation rate lineages, and 2) the \( A \) alleles mutate ever more slowly back to \( a \) – as the lower mutation rate lineages eventually come to dominate.

**The effect of population size.** With finite population size, the short-term fitness becomes more important to long-term survivability. Each row of Figure 2 averages 250 experimental replicates. The environment is constant at \( E_A \) and all individuals are initially maladapted (possessing allele \( a \) at the major locus). Three values of the population size, \( N = 1,000,000 \), \( N = 100,000 \), \( N = 10,000 \), are arranged in the three rows. In the left column, we plot the \( k \)-fitness at generation zero, \( W_k(0) \). In the middle column, we plot the \( k \)-survivability at generation zero, \( S_k(0) \). The right column plots our metric of predictability, \( H^{\text{joint}}(k) \), the joint survival entropy of all lineages, as well as the individual survival entropies, \( H^i(k) \).

The left panel of the top row of Figure 2 (\( N = 1,000,000 \)) is similar to the infinite population case (Figure 1, left) until \( k \)
approaches generation $5 \times 10^5$. At this time, lineage $M_6$ (cyan) superseded $M_5$ (magenta) in the infinite population case, but it fails to do so here. The reason is that, early in the experiment when lineage $M_2$ (red) sweeps to dominance, $M_6$ approaches a very low expected count of members ($\frac{1}{C_2^2 N k}$ not shown). In some replicates, lineage $M_6$ drifts to extinction, which decreases its $W_k(0)$ in the long term (at high $k$), so much that its $W_k(0)$ is lower than that of $M_5$ in the long term. In the center panel of the top row, the survival probability, $S_k(0)$, of lineage $M_6$ (cyan) drops drastically around generation 200, to about 40%, concurrent with the initial increase of $M_2$ (red). This sweep produces in $M_6$ about a 60% chance of going extinct early.

Extinction due to early maladaptation is even more apparent in the second row ($N = 100,000$) of the figure. In the left panel, $M_8$ (black) and $M_7$ (yellow) would be expected to dominate by generation 108, and 107, respectively, in an infinite population. Instead, both $M_8$ and $M_7$ go extinct in nearly all replicates by around generation 200. In the center panel of the second row, we see not only that $M_8$ and $M_7$ go extinct by around generation 200, but also that $M_6$ (cyan) drops drastically around generation 200, to about 40%, concurrent with the initial increase of $M_2$ (red). This sweep produces in $M_6$ about a 60% chance of going extinct early.

In the third row of the figure ($N = 10,000$), a qualitatively similar dynamic obtains, with the net result that $M_3$ (green) is the lineage that 1) adapts rapidly enough in the short term to avoid short-term extinction, but 2) has a low enough mutation rate that its mutational load is less than all other surviving lineages (i.e., $M_2$ (red)). Thus, at low population sizes, short-term fitness ($W_k(0)$ for low $k$) is important in determining the long-term dominant lineages, since lineages can be driven irreversibly extinct in the short term.

Extinction due to early maladaptation is even more apparent in the second row ($N = 100,000$) of the figure. In the left panel, $M_8$ (black) and $M_7$ (yellow) would be expected to dominate by generation $10^5$, and $10^6$, respectively, in an infinite population. Instead, both $M_8$ and $M_7$ go extinct in nearly all replicates by around generation 200. In the center panel of the second row, we see not only that $M_8$ and $M_7$ go extinct by around generation 200, but also that $M_6$ (cyan) survives less than 5% of the time, and even $M_5$ (magenta) survives past generation 200 only about 40% of the time. In the center panel of the middle row, $M_2$ (red) and $M_3$ (green) go extinct around generation 2,000, and 20,000, respectively; this is due to high mutational load (relative to contemporary surviving lineages). The net result is that $M_8$ (blue) dominates in both expected fitness and survival probability before generation $1 \times 10^5$.

Note that in this example, all lineages had the same immediate ($k = 1$) fitness at $t = 0$ (i.e., $W_1(0)$): they were all initialized with the disfavored $a$ allele. However, even if lineage $M_2$ had an initial fitness advantage by starting with, for example, 10% $A$ and 90% $a$ at the major locus, this initial “head start” would not cause it to dominate in the long term in all cases; it would still be “outrun” (in most cases) by other lineages due to its relatively high mutational load (not shown). Furthermore, in this example, all mutator lineages began with equal numbers of members; however, an
initial population size advantage can also serve as a buffer against an initial decline due to poor short-term fitness (not shown).

The right column of Figure 2 contains plots of survival entropy. The entropy of the joint survival state, $H^{\text{joint}}(k)$, is plotted with orange triangles. In the long term, $H^{\text{joint}}(k)$ attains a value of just over 1 bit in the first row; note in the middle column (which plots $S_0(0)$), there are two lineages with a high chance of surviving in the long term: $M_5$ about 85% of the time, and $M_6$ about 15% of the time. One additional lineage, $M_7$, survives a few percent of the time. This yields a “surprisal” in the joint outcome of about 1 bit in the long term; we are about as surprised as we are to see the outcome of a fair coin flip. Considering the variation of $H^{\text{joint}}(k)$ over time, we see several transient increases in uncertainty; the plots of $H^*(k)$ for the 7 lineages (other colors besides orange) make it clear that these increases are associated with the extinctions of individual lineages, which are temporarily blurred across replicates. The right-hand plots in the second and third rows are qualitatively similar: $H^{\text{joint}}(k)$ shows transient increases as one or more lineages go extinct, and a surprisal of about 1 bit in the long term. In the bottom right panel, the first jump (between generations 100 and 200) in surprisal is particularly large: this is because multiple lineages are simultaneously tending to extinction at this time, with uncertain ordering of the extinction events.

The Effect of Environmental Switching at Mean Period $T$

We next consider the effect of stochastic switching of environment at mean period $T$. In the following experiments, the length of each environmental “epoch” is $\tau$ generations, where $\tau$ is an exponentially distributed random variable with mean $T$. The environment switches from $E_0$ to $E_m$ or vice versa, at the end of each epoch. In Figure 3, we plot $W_k(0)$ (left column), $S_0(0)$ (middle column) and the entropies (right column) for three values of $T$: 100,000, 10,000, and 1,000. Previous work indicates that a lineage with mutation rate of approximately $1/10^{200}$ will eventually dominate [16,17] if selection is strong enough [18] and “symmetric” [19,20], or close to equal in the two environments, as it is here. The dynamic can be understood intuitively by considering that lineage $M_\infty$, which produces mutation rate $10^{-\infty}$, strikes the correct balance of mutation rate between the early and late phases of each epoch of mean duration $T=10^\infty$, as follows: 1) early in each epoch, when most individuals in a lineage are maladapted at the major locus (because an environmental switch has just occurred), a high mutation rate will rapidly generate the alternate, adapted allele; however, 2) late in each epoch, when most individuals in a lineage are already adapted, a low mutation rate will generate fewer copies of the now-deleterious alternate allele at the major locus. The lineage with a correctly balanced mutation rate (approximately $1/T$) repeatedly gains on its competitors during each epoch. Lineages with a low mutation rate (i.e., $10^{-\infty}<1/T$) do not switch to the favored allele rapidly enough early on; and lineages with a high mutation rate (i.e., $10^{-\infty}>1/T$) suffer late in the epoch from a high load of deleterious mutations.

Any particular replicate run will be qualitatively similar to the case of no environmental switches, until the first switch occurs, which is expected at generation $T=10^\infty$. Lineage $M_\infty$ is expected to see a net gain on its competitors up to this point. At this moment, a new epoch begins, again with expected length $T=10^\infty$, which will again cause an expected gain for lineage $M_\infty$. These repeated epochs of expected length $T$ repeatedly favor lineage $M_\infty$ (in expectation), until all other lineages are driven extinct. Thus, in the three rows, lineages $M_3$ (magenta), $M_7$ (blue), and $M_5$ (green), respectively, dominate in the long term, for $T=100,000$, 10,000, and 1,000. The population is large enough here ($N=1,000,000$) that the long-term winner expected for the infinite population case is also the winner here, for each of the three rows. Note that in the top, center panel of Figure 3, lineage $M_\infty$ ($m=5$ in this case) does not attain exactly 100% survival probability; this is due to the finite population size. For $N=10,000,000$, it comes closer (not shown).

In the second and third rows of the right column of Figure 3, $H^{\text{joint}}(k)$ is very close to zero after a certain point. There is essentially no uncertainty in the population state in the long term in these runs: exactly one state is seen, with near-perfect repeatability. In the second row, this state is the fixation of lineage $M_5$, and in this third row, it is the fixation of lineage $M_3$. Note that in this model, a single lineage always fixes eventually (if the population is finite). However, in a more complex model that allowed multiple lineages to survive indefinitely, $H^{\text{joint}}(k)=0$ would still indicate perfect repeatability if, for example, the same two lineages always survived (comprising a single joint survival state).

Behavior of $W_k(0)$ and $S_0(0)$ for a modifier of migration rate.

In the next set of experiments, we construct a metapopulation of $D$ demes. Each deme starts with a random environment, with equal probabilities of $E_0$ or $E_m$. With probability $1/T$ per generation, each deme may switch to the other environment; the mean waiting period between switches is thus $T$ generations. At any generation, we expect half of the demes to have environment $E_0$, and half $E_m$. Interestingly, just as a certain mean period of environmental switching can produce long-term selection for a certain mutation rate, it can also produce long-term selection for a certain migration rate [21,22], in this spatially-structured setting. Here, the mutation rate is zero, and the migration rate is controlled by a modifier locus. Alleles $m_{ig_2}$, where $m$ ranges from two to eight, produce a migration rate of $10^{-m}$ per individual per generation in their carriers. Initially there are equal fractions of the seven lineages, $m_{ig_2}$ through $m_{ig_8}$ in each deme, with all individuals possessing the maladapted allele for their local deme at the major locus. Individuals carrying allele $m_{ig_2}$ migrate from their current deme to any other deme with probability $10^{-m}$ per generation. In Figure 4, the migrator allele $m_{ig_2}$ producing migration rate $10^{-m}$, where $T=10^m$, dominates in all three rows ($T=100,000, 10,000, 1,000$) in the long term. The migration rate of $10^{-m}$ produces the appropriate balance between remaining in the current environment, and reaching a new one. The repeated environmental epochs at expected period $T$ cause the lineage with the highest survivability over an epoch of length $T$ to also have the highest long-term survivability, very repeatably.

Example 2: $W_k(0)$ and $S_0(0)$ for a modifier of the Genotype-phenotype Map

Modifiers of the genotype-phenotype map. In a previous paper [8], we distinguished between genes that vary rapidly (e.g., those that have a high mutation rate), and those that vary slowly (or not at all). The latter can be considered part of the genotype-phenotype (GP) map, which provides a long-lived context for the fast varying genes, fixing their phenotypic “meaning”, which is produced by epistatic interaction among all genes (slow and fast). Variation in the genes defining the GP map also alters the distribution of phenotypic variation, but because these genes vary only slowly, they provide an averaged evolutionary response over the long term [8]. We provide an example of a modifier of the GP map in a second computational model.

Model 2: two genetic vectors contributing to two phenotypic components.

In the two-dimensional “angles and magnitudes” model [7,8], the phenotype is a two-dimensional point on the plane. Two genetic factors – two two-dimensional vectors on the plane specified by the angle-magnitude pairs $(\theta_1,$ $m_{ig_2}$).
m1) and (θ2, m2) – are summed to produce the phenotype. Thus each genetic factor can be considered to have a pleiotropic effect on two distinct phenotypic traits. We define \( a \) as the smaller of the two angles described by lines parallel to the two genetic vectors. Thus, \( a \) ranges from 0 to 90 degrees; an \( a \) of 90 indicates no overlap of gene action, and an \( a \) of 0 indicates complete overlap. A target point defines the optimal phenotype in a given environment and the target points are chosen from the uniform distribution over the unit disc. In the simulations described here, we select a different target point for each of 16 demes, and hold the targets fixed for the duration of a simulation run. Fitness \( (W) \) increases as the distance \( (d) \) decreases between the phenotype and the target point in its deme according to 

\[
W = \frac{1}{ss + d}
\]

where \( ss \) modulates selection, and is here fixed at \( ss = 0.01 \).

Each deme initially contains only cloned copies of a random low-\( a \) \( (a = 5) \) individual, one distinct clone per deme. The population size is \( N = 64 \) per deme, and there are \( D = 16 \) demes, for a total \( ND = 1024 \) individuals. With no migration among demes, the clones pre-adapt to their local targets for a certain number of generations. The angles of the genetic vectors are not permitted to mutate, \( μ_1 = 0.0 \); the magnitudes mutate at rate \( μ_m = 0.04 \). After the pre-adaptation phase, 50% of the existing low-\( a \) individuals in each deme are replaced by clones of a random high-\( a \) \( (a = 85) \) individual, one distinct clone per deme. Migration begins and the system evolves for 100,000 generations. In Figure 5, the \( a = 5 \) strain (red) is higher for \( t \geq 5 \). However, the \( a = 85 \) strain (green) produces more high-fitness mutants and its fitness, \( W_1(t) \), becomes higher for \( 5 < t < 200 \). Note that in Figure 5, the X-axis indicates a range of \( t \) (while \( k \) is fixed at 1), unlike other figures.

In contrast, in Figure 6, the X-axis indicates a range of \( k \) (while \( t \) is fixed at 0). In Figure 6, the left column plots \( W_2(0) \), the \( k \)-fitness for \( t = 0 \), and the middle column \( S_t(0) \), the \( k \)-survivability for \( t = 0 \). The right column plots \( H^l(k) \) for each lineage and \( H^\text{joint}(k) \). The two rows of Figure 6 contrast two situations. In the first row, the initial \( a = 5 \) individuals pre-adapt

![Figure 3. Effect of environmental switching on evolutionary dynamics of the seven mutator lineages.](https://www.plosone.org/figure/10.1371/journal.pone.0038025.g003)
for 30 generations. Then 50% of each deme is replaced by clones of sixteen individuals with $\alpha = 85$, one distinct clone per deme. Migration occurs and the system evolves for 100,000 generations. The title “no extinctions” over each panel in the top row indicates that there are no periodic extinction events that wipe out all individuals in a deme. At left, we see that $W_{k}(0)$ for the $\alpha = 5$ lineage (red) initially increases; this is due to the high initial 1-fitness ($W_{1}(t)$) for low $t$ of the $\alpha = 5$ lineage (which was pre-adapted to its local target in each deme); however, the $\alpha = 85$ (green) lineage adapts more rapidly. By generation 100,000, the $\alpha = 85$ strain has attained a slightly higher $W_{100,000}(0)$ value than the $\alpha = 5$ strain, on average over 300 replicates. The benefit of the superior distribution of variation produced by the $\alpha = 85$ lineage was approximately matched by the benefit of 30 generations of pre-adaptation of the $\alpha = 5$ lineage, such that their average long-term fitnesses, $W_{k}(0)$ for high $k$, are roughly equal. Interestingly, as shown by $S_{100,000}(0)$ in the top right panel, both lineages avoid long-term extinction in the metapopulation in all replicates: in each replicate, each lineage has fixed in some of the $D = 16$ demes (not indicated in figure), thereby avoiding extinction in the metapopulation; this joint survival state (survival of both lineages) is very repeatable (zero joint entropy).

Figure 4. Effect of environmental switching on seven migrator lineages, mig$_{2}$ through mig$_{8}$. In rows: three values of $T$ ($T = 100,000, 10,000, 1,000$). Left column: $W_{k}(0)$. Middle column: $S_{k}(0)$. Right column: $H(k)$. $D = 16$ demes, total population $N_{D} = 10,000,000$. Mutation rate $\mu = 0.0$. doi:10.1371/journal.pone.0038025.g004

Figure 5. An initially better-adapted lineage (red, $\alpha = 5$) has a higher 1-fitness, $W_{1}(t)$, for $t \leq 5$. However, a lineage that produces more high-fitness mutants (green, $\alpha = 85$) attains a higher 1-fitness, $W_{1}(t)$, for $5 < t < 200$. doi:10.1371/journal.pone.0038025.g005
In the second row, there is a longer pre-adaptation period for the $a=5$ lineages: 500 generations, but each deme also experiences an extinction after an exponentially distributed waiting time with mean $T=64$ generations, which eliminates all adapted incumbent individuals; new migrants must adapt to the target of their new deme. This decreases the pre-adaptation advantage of the $a=5$ lineage over the long term; the production of new variation after $t=0$ becomes more important because the individuals that survive over the long term are those that are able to repeatedly migrate and adapt to a new target. Thus, despite the longer pre-adaptation period of 500 generations, the two lineages end up again with (fairly) similar long-term fitness, $W_{100,000}(0)$. Indeed, the two plots of $W_k(0)$ in the two rows are qualitatively similar; the two curves cross each other in $k$-fitness in both cases. However, the two plots of $S_k(0)$ are quite dissimilar. At bottom right, because the $a=5$ lineages are initially very well adapted, the $a=85$ (green) lineages go extinct in the entire metapopulation early on in many replicates; for example by generation 1000, the $a=85$ lineages survive in only about 70% of replicates. However, the repeated extinctions force all individuals to migrate and adapt, or die. The $a=85$ lineages tend to adapt faster, by producing a superior spectrum of variation (see [8]). Thus between generation 1,000 and 10,000, the $a=85$ (green) lineages go extinct in the entire metapopulation early on in many replicates; they survive in only about 35% of replicates in the long term. There are about 0.9 bits of uncertainty in the long term: either the $a=5$ lineage eliminates the $a=85$ lineage in the short term; or it fails to do so, and is subsequently outcompeted by the faster-adapting $a=85$ lineage. Thus, although the two sets of conditions (two rows) appear superficially similar in terms of $W_k(0)$, their different dynamics are revealed by the plots of $S_k(0)$ and $H(k)$.

**Discussion**

Other authors have considered the survivability of lineages. Whereas Thoday [23] suggests that one should pick an arbitrary, long time duration, "such as 10^8 years", Slobodkin [24] insists that the, "short-term probability of survival is in fact the only legitimate measure of evolutionary health." Cooper [25] proposes that one should consider the Expected Time to Extinction (ETE). Each of these proposals throws away information. There is no single $k$ that is natural to prefer in general, and retaining $S_k(t)$ for all $k \geq 0$ illuminates the evolutionary dynamic, as shown by our examples above.

**Barriers to the Increase of Long-term Survivability, and How they are Sometimes Overcome**

There are two major barriers to the evolutionary increase of the long-term survivability of a lineage. First, sub-lineages (and also individuals, in sexual populations) may compete. Second, selection in the short-term may act against the long-term survival of the lineage.

**Competition between sub-lineages.** Sub-lineages may compete to the extent that one drives the other extinct. This may be to the detriment of the lineage, which would, in general, benefit from numerically large and genetically diverse sub-lineages. A more favorable outcome for the lineage would be for one of the sub-lineages to migrate elsewhere, or for either to diversify so that they would not be in direct competition. On the other hand, the churning of short-term evolution will sometimes produce variation that improves survivability in the long term for "exaptive" reasons. This is analogous to a "random" mutation producing variation at the organismal level. As Gould and Lloyd [11] state, “The species-individual, by not suppressing selection at lower levels within itself, thereby maintains a large reservoir of… traits that are built at these lower levels but provide potential exaptive benefit to the species.”
Conflict between selection at different timescales. If a lineage possesses variation that is short-term-adaptive, but is longterm-maladaptive, sub-lineages may respond to short-term selection, but in such a way as to produce long-term decline in the lineage. For example, consider a lineage that may reproduce either sexually or asexually. A sub-lineage might begin to reproduce exclusively asexually, which benefits it in the short-term; however, in the long run, asexual lineages are more likely to go extinct in a changing environment than sexual lineages [26]. The asexual sub-lineage may even exclude other sexual sub-lineages, and then subsequently go extinct, causing the extinction of the entire parent lineage.

A higher-level entity (e.g., a lineage) can influence the short-term evolution of a lower level entity (e.g., a sub-lineage) by depriving the lower-level entity of short-term-adaptive variation that is long-term-maladaptive. Some (parent) lineages, by chance, will evolve genetic barriers that prevent easy switching to asexual reproduction; this effectively “enslaves” [27] their members to reproduce only sexually. (For example, a mutation might disable one of the molecular systems needed for asexual reproduction, and compensatory mutations could be slow to repair a complex mechanism.) This short-term “barrier” could equally well be considered a long-term “adaptation”. Over the long term, selection among lineages eventually removes those that failed to evolve genetic systems that properly balance long- and short-term adaptation.

A Relevant in vivo Experiment

Woods et al. [28] isolated strains of bacteria from a long-term bacterial evolution experiment [29] in which one strain, named EW (for “eventual winner”), was at one point less fit, but later more fit, than another strain, named EL (or “eventual loser”). When they “replayed” evolution in multiple replicates, they found this pattern was consistent. They isolated random clones of each strain, propagated them independently for 883 generations, and measured the short-term fitness (over one day, or approximately seven generations) of the two strains at two time points, \( t = 0 \) and \( t \approx 883 \). Using our terminology, they found that at \( t = 0 \) EL was 6.3% fitter in terms of relative 7-fitness (\( k = 7 \) generations). At \( t \approx 883 \), EW was 2.1% fitter in terms of relative 7-fitness. Thus, they measured \( W_7(0) \) and \( W_7(883) \), establishing that EW initially had a lower short-term fitness, and later had a higher short-term fitness, repeatedly. However, the long-term (e.g., \( k = 883 \)) fitnesses are not measurable from the experiments reported. The long-term fitness could be measured in principle, e.g., by genetically tagging two lineages, and then counting the frequency of tags at some \( k \geq 1 \), in replicate experiments.

Survivability is Fundamental

Lineages do not always succeed because they acquire new adaptations; sometimes it is advantageous to remain the same. Sometimes it is more important to physically disperse, or to diversify genetically. Survivability can describe and predict long-term outcomes. The lineages we observe today can be mapped, 4) sexual reproduction, 5) epistatic inheritance, and 6) niche construction [31], as they evolve in temporally and spatially varying environments. Although the evolution of these disparate phenomena involves well-understood microevolutionary rules, they are also subject to the macroevolutionary constraint of long-term survivability.

Methods

For both model 1 (the two-locus model) and model 2 (the angles and magnitudes model), generations do not overlap, and the order of operations is: change of environment (if any); extinctions (if any); computation of fitness; reproduction; mutation; migration (if any). The expected number of offspring (fitness) is proportional to the
“raw fitness” as specified for the respective model, with the mean fitness normalized to one.

Acknowledgments

Many thanks to Richard Lewontin, Elisabeth Lloyd, Anthony Blaom, Hunter Fraser, Marc Lipsitch, and Michael McLaren for constructive comments on the manuscript.

References

1. Pigliucci M (2008) Opinion - Is evolvability evolvable? Nature Reviews Genetics 9: 75–82.
2. Kirschner M, Gerhart J (1998) Evolvability. Proc Natl Acad Sci U S A 95: 8420–8427.
3. Houle D (1992) Comparing evolvability and variability of quantitative traits. Genetics 130: 195–204.
4. Wagner GP, Altenberg L (1996) Complex adaptations and the evolution of evolvability. Evolution 50: 967–976.
5. Jones AG, Arnold SJ, Burger R (2007) The mutation matrix and the evolution of evolvability. Evolution 61: 727–745.
6. Draghi J, Wagner GP (2009) The evolutionary dynamics of evolvability in a gene network model. Journal of Evolutionary Biology 22: 599–611.
7. Draghi J, Wagner GP (2008) Evolution of evolvability in a developmental model. Evolution 62: 301–315.
8. Palmer ME, Feldman MW (2011) Spatial environmental variation can select for evolvability. Evolution 65: 2345–2356.
9. Griswold CK (2006) Pleiotropic mutation, modularity and evolvability. Evolution & Development 8: 81–93.
10. Hull DL (1980) Individuality and Selection. Annual Review of Ecology and Systematics 11: 311–332.
11. Gould SJ, Lloyd EA (1999) Individuality and adaptation across levels of selection: How shall we name and generalize the unit of Darwinian? Proceedings of the National Academy of Sciences of the United States of America 96: 11904–11909.
12. Grantham TA (1995) Hierarchical approaches to macroevolution - recent work on species selection and the effect hypothesis. Annual Review of Ecology and Systematics 26: 301–321.
13. Lloyd EA, Gould SJ (1993) Species selection on variability. Proceedings of the National Academy of Sciences of the United States of America 90: 595–599.
14. Vrba ES (1984) What is Species Selection? Systematic Zoology 33: 318–328.
15. Gregory TR (2004) Macroevolution, hierarchy theory, and the C-Value enigma. Paleobiology 30: 179–202.
16. Ishii K, Matsuda H, Iwasa Y, Sasa A (1989) Evolutionarily Stable Mutation Rate in a Periodically Changing Environment. Genetics 121: 163–174.
17. Leigh EG (1970) Natural selection and mutability. American Naturalist 104: 301–305.
18. Palmer ME, Lipsitch M (2006) The influence of hitchhiking and deleterious mutation upon ascension mutation rates. Genetics 173: 461–472.
19. Salathé M, Van Cleve J, Feldman MW (2009) Evolution of stochastic switching rates in asymmetric fitness landscapes. Genetics 182: 1159–1164.
20. Liberman U, Van Cleve J, Feldman MW (2011) On the evolution of mutation in changing environments: recombination and phenotypic switching. Genetics 187: 837–851.
21. Balkau BJ, Feldman MW (1973) Selection for migration modification. Genetics 74: 171–174.
22. Feldman MW, Liberman U (1986) An evolutionary reduction principle for genetic modifiers. Proc Natl Acad Sci U S A 83: 4824–4827.
23. Thoday JM (1953) Components of fitness. Symposia of the Society for Experimental Biology 7: 96–113.
24. Stobowski LB, Rapoport A (1974) An optimal strategy of evolution. Quarterly Review of Biology 49: 181–200.
25. Cooper WS (1984) Expected time to extinction and the concept of fundamental fitness. Journal of Theoretical Biology 107: 603–629.
26. Wynnman D, Prok JR (1999) Sex and adaptation in a changing environment. Genetics 153: 1041–1053.
27. Sterelny K (2001) Niche Construction, Developmental Systems, and the Extended Replicator. In: Oyama S, Griffiths PE, Gray RD, editors. Cycles of Contingency: Developmental Systems and Evolution. Cambridge, MA: The MIT Press.
28. Woods RJ, Barrick JE, Cooper TF, Shesha U, Kauth MR, et al. (2011) Second-Order Selection for Evolvability in a Large Escherichia coli Population. Science 331: 1433–1436.
29. Lenski RE, Rose MR, Simpson SC, Tadler SC (1991) Long-term experimental evolution in Escherichia coli. 1. Adaptation and divergence during 2,000 generations. American Naturalist 138: 1315–1341.
30. Gould SJ (1989) Wonderful life: the Burgess Shale and the nature of history. New York: W.W. Norton.
31. Odling-Smee EJ, Laland KN, Feldman MW (2003) Niche construction: the neglected process in evolution. Princeton: Princeton University Press.

Author Contributions

Conceived and designed the experiments: MEP. Performed the experiments: MEP. Wrote the paper: MEP MWF.