Non-Markovian quantum state diffusion for absorption spectra of molecular aggregates
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In many molecular systems one encounters the situation where electronic excitations couple to a quasi-continuum of phonon modes. That continuum may be highly structured e.g. due to some weakly damped high frequency modes. To handle such a situation, an approach combining the non-Markovian quantum state diffusion (NMQSD) description of open quantum systems with an efficient but abstract approximation was recently applied to calculate energy transfer and absorption spectra of molecular aggregates [Roden, Eisfeld, Wolff, Strunz, PRL 103 (2009) 058301]. To explore the validity of the used approximation for such complicated systems, in the present work we compare the calculated (approximative) absorption spectra with exact results. These are obtained from the method of pseudomodes, which we show to be capable of determining the exact spectra for small aggregates and a few pseudomodes. It turns out that in the cases considered, the results of the two approaches mostly agree quite well. The advantages and disadvantages of the two approaches are discussed.

I. INTRODUCTION

There is growing interest in systems composed of individual monomers that interact via resonant dipole-dipole interaction. Upon electronic excitation this transition dipole-dipole interaction between the monomers is responsible for a collective behaviour of these systems. Besides the classical examples like Van-der-Waals crystals [1, 2], aggregates of organic dyes [3, 4], and light harvesting units of plants, algae, and bacteria [5–11] many new systems have emerged. Examples are ultra-cold Rydberg atoms [12–16], quantum dots [17, 18], assemblies of nano-particles [19, 20], and recently also hybrid systems [21].

The common approach to describe these aggregates is to treat the monomers as electronic two-level systems. Besides the electronic degrees of freedom, however, one often has to take into account nuclear degrees of freedom explicitly. For instance in the case of molecular aggregates [7, 22, 23], which will serve as the primary example in this work, the electronic excitation of a monomer couples strongly to internal vibrational modes of the monomer and to modes of the surroundings.

Often, the monomer spectrum is dominated by one vibrational progression which is considerably broadened. A commonly applied approximation is then to only consider one effective mode corresponding to this progression [24, 25] and to take the broadening into account by convoluting with some lineshape function which is usually assumed to be Gaussian. It has been shown that using this approach already important features of experimental spectra can be reproduced [28, 32]. Although the resulting spectra reveal many characteristics of the aggregates, important aspects like the detailed shapes of the J-band [34] and the H-band [35] cannot adequately be described by considering only one vibrational mode. On the other hand, the exact inclusion of only one vibrational mode already complicates the treatment of molecular aggregates considerably, so that this approach is restricted to small aggregates. This problem becomes even more serious when one attempts to include more modes in this manner.

When the interaction of the chromophore monomers with the environment is negligible (e.g. in high resolution spectroscopy in helium nanodroplets [24, 36]), then the explicit inclusion of vibrational modes is of great importance. However, for typical spectra in solution or in a solid state matrix (where a strong coupling between the chromophores and the environment is present) it seems better to use a continuum of vibrations that couple to the electronic excitation to account for the large number of environmental degrees of freedom.

This interaction between the electronic excitation and the vibrations is conveniently encoded in the so-called spectral density. It describes the frequency-dependent coupling between the system (the electronic degrees of freedom) and the (continuum of) harmonic oscillators. In the Markov case the spectral density is assumed to be flat in the relevant frequency regions. Clearly, for the considered monomers this assumption does not hold. Due to strong interaction with some internal vibrational modes, the spectral density will be highly structured (i.e. frequency-dependent), indicating that a non-Markovian theoretical framework is required.

An approach to tackle this complicated problem was recently presented in Ref. [37]. The method is based on the non-Markovian quantum state diffusion (NMQSD) description of open quantum systems [38]. Here, the system part is chosen to contain only the electronic degrees of freedom which interact with a non-Markovian environment (the bath) comprising all vibrations (internal modes of the monomers as well as external modes). One
then can derive a stochastic evolution equation for states in the (small) space of the system part. However, solving the exact evolution equation turns out to be very difficult due to the appearance of a functional derivative w.r.t. functionals containing the bath degrees of freedom. To overcome these difficulties, in an approximation only the zeroth order of a functional expansion (we will refer to it as ZOFE approximation) of the problematic term is taken into account. For several (simple) problems this procedure has been shown to give the exact result. However, for more complex problems like the molecular aggregates studied in this work, the range of validity of the approximation is not clear. It should be noted that the NMQSD approach in combination with the ZOFE approximation provides a very efficient calculation scheme: in order to obtain the absorption spectrum of the aggregate and the energy transfer between the monomers, the equations one has to solve are in the small Hilbert space of the electronic degrees of freedom alone.

One aim of the present paper is to examine the validity of the ZOFE approximation leading to the calculation scheme presented in Ref. To this end, we compare with an approach where so-called pseudomodes are included into the system part together with the electronic degrees of freedom. The electronic degrees of freedom now couple only to the pseudomodes, the pseudomodes in turn are then coupled to a Markovian bath. For a spectral density consisting of a sum of Lorentzians the pseudomode method is exact (taking one pseudomode for each Lorentzian). This allows to directly compare the approximative NMQSD-ZOFE treatment with exact calculations. However, due to the inclusion of the pseudomodes into the system part, the numerical solution of the corresponding evolution equation is limited to a rather small number of monomers in the aggregate with only a few pseudomodes, i.e. only a few Lorentzians in the spectral density.

Besides the possibility of comparing the NMQSD-ZOFE approach with exact calculations, the pseudomode method has also some physical significance: one can think of the pseudomodes as internal vibrational modes of a chromophore that strongly couple to the electronic excitation and which are damped by the coupling to the remaining vibrations.

The comparison between zero temperature absorption spectra of small aggregates calculated using the NMQSD-ZOFE approach and spectra obtained from the exact pseudomode approach shows that in the cases considered there is mostly quite good agreement between the two approaches. We will discuss in which situations the approximative result of the NMQSD-ZOFE approach is expected to deviate from the exact solution.

The structure of this paper is as follows: In Section II we introduce the Hamiltonian of the aggregate. The Hamiltonian is written as the sum of a system part (containing only electronic degrees of freedom), an environmental part (containing all vibrational modes), and the part of the interaction between electronic degrees of freedom and vibrations. In the following Section III the basic formulas that are used to calculate the absorption spectrum are given by specifying the initial state and introducing the dipole correlation function. In Section IV the general Non-Markovian Schrödinger Equation (NMQSD) approach is applied to the case of an aggregate. It is shown how the absorption spectrum can be obtained in this approach. Next, in Section V the ZOFE approximation is introduced. Then, in Section VI the pseudomode (PM) approach is presented. In Section VII the NMQSD-ZOFE absorption spectra are compared with exact PM spectra. We conclude in Section VIII by summarizing our findings. Details of the calculations and minor results have been placed in the appendices. In Appendix A two exactly solvable cases (namely that of non-interacting monomers and the case where the coupling to the vibrations can be considered to be Markovian) are discussed. In Appendix B it is shown how to obtain the absorption spectrum using the PM approach. The numerical implementation is discussed. Finally, in Appendix C it is shown that for a Lorentzian spectral density the absorption spectrum obtained from the exact NMQSD approach is equal to the spectrum obtained from the PM method.

II. THE AGGREGATE HAMILTONIAN

We consider an aggregate consisting of N monomers, labelled by \( n = 1, \ldots, N \). For each monomer \( n \) we take into account its electronic ground state \( | \phi^g_n \rangle \) and one excited electronic state \( | \phi^e_n \rangle \). The transition energy between these two states (whose wave functions we take to be real) is denoted by \( \varepsilon_n \). Apart from the two electronic states, each monomer has a collection of vibrational modes comprising internal modes as well as modes of the local environment of the monomer. We will refer to these degrees of freedom as “nuclear coordinates”. The electronic excitation of monomer \( n \) couples to its vibrations and we choose the vibrational modes to be harmonic and the coupling to be linear (making contact to previous work). The Hamiltonian of monomer \( n \) is then given by

\[
H_n = H^g_n + H^e_n,
\]

with the Hamiltonian of the vibrations in the electronic ground state

\[
H^g_n = \sum_{\lambda} \hbar \omega_{n \lambda} a_{n \lambda}^{\dagger} a_{n \lambda}
\]

(1)

(2)

(3)
Here $a_{n\lambda}$ denotes the annihilation operator of mode $\lambda$ of monomer $n$ with frequency $\omega_{n\lambda}$. The coupling strength with which electronic excitation of monomer $n$ couples to mode $\lambda$ of this monomer is denoted by $\kappa_{n\lambda}$.

For the aggregate we assume that the electronic wave functions of the monomers do not overlap. The electronic ground state of the aggregate is then taken as the product

$$|g_{el}\rangle = \prod_{m=1}^{N} |\phi_{m}^{g}\rangle$$

of the electronic ground states $|\phi_{m}^{g}\rangle$ of all monomers. A state of the aggregate in which only monomer $n$ is electronically excited and all other monomers are in their electronic ground state we denote by

$$|\pi_{n}\rangle = |\phi_{n}^{g}\rangle \prod_{m \neq n} |\phi_{m}^{g}\rangle.$$  \hspace{1cm} (4)

We expand the aggregate Hamiltonian w.r.t. the states Eqs. (4) and (5) and neglect states with more than one electronic excitation on the aggregate. Thus we obtain the Hamiltonian

$$H = H^{g}|g_{el}\rangle \langle g_{el}| + H^{e} \sum_{n=1}^{N} |\pi_{n}\rangle \langle \pi_{n}|$$

for the aggregate, with the part

$$H^{g} = \sum_{n=1}^{N} H_{n}^{g}$$

for the electronic ground state and the part

$$H^{e} = \sum_{n=1}^{N} \left( H_{n}^{e} + \sum_{m \neq n}^{N} H_{nm}^{g} \right) |\pi_{n}\rangle \langle \pi_{n}|$$

for the electronically excited state. The matrix element $V_{nm}$, causing electronic excitation to be transferred from monomer $n$ to monomer $m$ via transition dipole-dipole interaction, is taken to be independent of nuclear coordinates (note that $H_{n}^{g}$ and $H_{n}^{e}$ depend on nuclear coordinates through Eqs. (2) and (3)). With the Hamiltonians of the monomers Eqs. (2) and (3) we can write Eq. (5) as

$$H^{e} = H_{sys} + H_{int} + H_{env},$$

with the purely electronic “system” part

$$H_{sys} = \sum_{n=1}^{N} \varepsilon_{n} |\pi_{n}\rangle \langle \pi_{n}| + \sum_{n,m=1}^{N} V_{nm} |\pi_{n}\rangle \langle \pi_{m}|$$

and a part $H_{env}$ describing the “environment” of vibrational modes

$$H_{env} = \sum_{n=1}^{N} \sum_{\lambda} \hbar \omega_{n\lambda} a_{n\lambda}^{\dagger} a_{n\lambda}.$$ \hspace{1cm} (11)

The coupling of electronic excitation to these vibrations is expressed through

$$H_{int} = -\sum_{n=1}^{N} |\pi_{n}\rangle \langle \pi_{n}| \sum_{\lambda} \kappa_{n\lambda}(a_{n\lambda}^{\dagger} + a_{n\lambda}).$$ \hspace{1cm} (12)

We emphasize that with Eqs. (10)-(12) we make a special choice of the three parts, system, interaction and environment, of the aggregate Hamiltonian. In particular the system part Eq. (10) contains only electronic degrees of freedom. In Section VI, where we will introduce the pseudomode approach, we will include also vibrational modes (pseudomodes) into the system part.

A useful quantity describing many aspects of the coupling of the system degrees of freedom to the vibrational environment is the so-called spectral density [51], which for monomer $n$ is given by

$$J_{n}(\omega) = \sum_{\lambda} |\kappa_{n\lambda}|^{2} \delta(\omega - \omega_{n\lambda})$$ \hspace{1cm} (13)

and which will be used later, generalized to a continuum of vibrational modes.

III. ABSORPTION OF THE AGGREGATE

We consider absorption of light by the aggregate at zero temperature. Initially, the aggregate is taken to be in its total ground state

$$|\Phi(t = 0)\rangle = |g_{el}\rangle |0\rangle,$$ \hspace{1cm} (14)

which is a product of the electronic ground state $|g_{el}\rangle$ defined in Eq. (4) and the ground state $|0\rangle = \prod_{n\lambda} |0_{n\lambda}\rangle$ of $H_{env}$, i.e. all vibrational modes of all monomers are in their ground state $|0_{n\lambda}\rangle$. The absorption of light with frequency $\nu$ and polarization $\vec{E}$ is then given by [51]

$$A(\nu) = \text{Re} \int_{0}^{\infty} dt \ e^{i\nu t} M(t).$$ \hspace{1cm} (15)

Here,

$$M(t) = \langle \Phi(t = 0) | \hat{\mu} \cdot \vec{E} \ e^{-iHt/\hbar} \hat{\mu} \cdot \vec{E}^{*} | \Phi(t = 0) \rangle$$ \hspace{1cm} (16)

is the dipole correlation function where $\hat{\mu}$ denotes the total dipole operator of the aggregate, given by the sum

$$\hat{\mu} = \sum_{n=1}^{N} \hat{\mu}_{n}$$ \hspace{1cm} (17)
of all monomer dipole operators $\hat{\mu}_n$. Note that the Hamiltonian $H$ in the exponent of the propagator in Eq. (10) is the aggregate Hamiltonian of Eq. (6). We take $\hat{\mu}_n$ to be independent of nuclear coordinates. Then the correlation function Eq. (15) with Eq. (14) reads

$$M(t) = \sum_{n,m=1}^{N} (\bar{\mu}_m \cdot \bar{E}) (\pi_m | 0 \rangle e^{-iHt/\hbar} | 0 \rangle | \pi_n \rangle (\bar{\mu}_n \cdot \bar{E}^*) ,$$

with the monomer transition dipoles

$$\bar{\mu}_n \equiv \langle \phi_n^| \hat{\mu}_n | \phi_n \rangle .$$

Defining

$$\mu_{\text{tot}} \equiv \sqrt{\sum_{n=1}^{N} (\bar{\mu}_n \cdot \bar{E}^*)^2}$$

equation (18) can be written as

$$M(t) = \mu_{\text{tot}}^2 \langle \Psi(t = 0) | \Psi(t) \rangle$$

with

$$| \Psi(t) \rangle = \exp(-iH^c t/\hbar) | \Psi(t = 0) \rangle ,$$

where $H^c$ is given by Eq. (5) and the initial state is

$$| \Psi(t = 0) \rangle = | \psi_0 \rangle | 0 \rangle .$$

The normalized initial electronic state $| \psi_0 \rangle$ in Eq. (23) is given by

$$| \psi_0 \rangle = \frac{1}{\mu_{\text{tot}}} \sum_{n=1}^{N} (\bar{\mu}_n \cdot \bar{E}^*) | \pi_n \rangle$$

and contains explicitly the geometry of the aggregate via the orientation of the transition dipoles $\hat{\mu}_n$ of the monomers. In the following, our goal will be to obtain the state $| \Psi(t) \rangle$ to be able to calculate the absorption spectrum according to Eqs. (15) and (21).

### IV. THE GENERAL NMQSD APPROACH

The correlation function $M(t)$ of Eq. (24) can be obtained using the framework of stochastic Schrödinger equations, here the non-Markovian quantum state diffusion (NMQSD) approach (Ref. [38]). Note, however, that no stochasticity will enter in the following calculations due to the fact that for a zero temperature absorption spectrum considered in this work, one has to project on the environmental ground state (see section VII B). For energy transfer between monomers, however, the full stochasticity of the non-Markovian quantum state diffusion (NMQSD) approach (Ref. [38]) resurfaces [37].

### A. NMQSD evolution equation for system states

We briefly summarize the NMQSD approach as applied to molecular aggregates. First, we transform $H^e$ to the interaction representation w.r.t. $H_{\text{env}}$, yielding

$$H^e(t) = H_{\text{sys}} + \sum_{n=1}^{N} (L_n A_n^\dagger(t) + L_n^\dagger A_n(t))$$

with

$$L_n \equiv -| \pi_n \rangle \langle \pi_n | = L_n^\dagger$$

and

$$A_n(t) \equiv \sum_{\lambda} \kappa_{n\lambda} \alpha_{n\lambda} e^{-i\omega_{n\lambda} t} .$$

Thus, we have the time-dependent Schrödinger equation

$$i\hbar \partial_t | \Psi(t) \rangle = H^e(t) | \Psi(t) \rangle$$

in the interaction picture. In the next step we expand the total wave function $| \Psi(t) \rangle$ w.r.t. Bargmann coherent states $| z_{n\lambda} \rangle = \exp(\sum_{\lambda} \alpha_{n\lambda}^\dagger z_{n\lambda}) | 0 \rangle [52]$ of the vibrations, where $| 0 \rangle$ is the ground state of vibrational mode $\lambda$ of monomer $n$ and the $z_{n\lambda}$ are complex numbers. One then obtains

$$| \Psi(t) \rangle = \int \frac{d^2z}{\pi} e^{-|z|^2} | \psi(t, z^\dagger) \rangle | z \rangle ,$$

with states $| \psi(t, z^\dagger) \rangle$ in the space of the electronic system $H_{\text{sys}}$, $| z \rangle = \prod_{n} \prod_{\lambda} | z_{n\lambda} \rangle$, and $d^2z = d\text{Re}(z) d\text{Im}(z)$. Inserting Eq. (29) into Eq. (28) one finds [38] that the states $| \psi(t, z^\dagger) \rangle$ appearing in Eq. (29) obey an evolution equation

$$\partial_t | \psi(t, z^\dagger) \rangle = -i H_{\text{sys}} | \psi(t, z^\dagger) \rangle + \sum_{n} L_n z_{n\lambda}^* | \psi(t, z^\dagger) \rangle$$

$$- \frac{i}{\hbar} \sum_{n} L_n^\dagger \int_{0}^{t} ds \alpha_{n}(t-s) \frac{\delta \psi(t, z^\dagger)}{\delta z_{n\lambda}^*}$$

in the small Hilbert space of the electronic degrees of freedom alone, with time-dependent complex numbers

$$z_{t,n}^* = -\frac{i}{\hbar} \sum_{\lambda} \kappa_{n\lambda} z_{n\lambda}^* e^{i\omega_{n\lambda} t}$$

and where

$$\alpha_{n}(t-s) = \langle A_n(t) A_n^\dagger(s) \rangle_{T=0} = \langle 0 | A_n(t) A_n^\dagger(s) | 0 \rangle$$

$$= \sum_{\lambda} | \kappa_{n\lambda} |^2 e^{-i\omega_{n\lambda} (t-s)}$$

is the zero temperature bath correlation function of monomer $n$, which encodes the interaction of an electronic excitation with the environment of vibrations.
Note that in this case of zero temperature, $\alpha_n(t-s)$ is just the Fourier transform of the spectral density Eq. [13], i.e.
\[ \alpha_n(\tau) = \int d\omega \, e^{-i\omega\tau} J_n(\omega). \]

For a non-Markovian bath, the solution of Eq. [30] is complicated due to the appearance of the memory integral over $\alpha_n(t-s)$ and the appearance of a functional derivative as an integrand. To deal with the functional derivative we follow Ref. [14] and write
\[ \frac{\delta}{\delta z^*_n} \langle \psi(t, z^*) \rangle = O^{(n)}(t, s, z^*) \langle \psi(t, z^*) \rangle \]
(33)
with an operator $O^{(n)}$ acting in the space of the electronic system part $H_{\text{sys}}$ only. The operators $O^{(n)}(t, s, z^*)$ have to obey the consistency condition
\[ \partial_t \left( O^{(n)}(t, s, z^*) \langle \psi(t, z^*) \rangle \right) = \frac{\delta}{\delta z^*_n} \partial_t \langle \psi(t, z^*) \rangle, \]
(34)
which leads, using Eq. [30] and introducing the abbreviation
\[ \tilde{O}^{(n)}(t, z^*) = \frac{1}{\hbar^2} \int_0^t ds \, \alpha_n(t-s) O^{(n)}(t, s, z^*), \]
(35)
to an evolution equation
\[ \partial_t O^{(m)}(t, s, z^*) = \left[ -\frac{i}{\hbar} H_{\text{sys}}, O^{(m)}(t, s, z^*) \right] \]
\[ + \sum_n \left[ L_n z^*_n - L^*_n \tilde{O}^{(n)}(t, z^*), O^{(m)}(t, s, z^*) \right] \]
\[ - \sum_n L^*_n \frac{\delta \tilde{O}^{(n)}(t, z^*)}{\delta z^*_n}. \]
(36)
The latter has to be solved with initial condition
\[ O^{(n)}(s, s, z^*) = L_n. \]
(37)
Finally, using Eq. [30] and [35], the evolution equation [36] turns into the linear non-Markovian QSD equation
\[ \partial_t \langle \psi(t, z^*) \rangle = \left[ -\frac{i}{\hbar} H_{\text{sys}}, \langle \psi(t, z^*) \rangle \right] \]
\[ + \sum_n \left[ L_n z^*_n - L^*_n \tilde{O}^{(n)}(t, z^*), \langle \psi(t, z^*) \rangle \right]. \]
(38)

Due to the functional derivative appearing in Eq. [36], the operator $\tilde{O}^{(n)}(t, z^*)$ Eq. [35] cannot be evaluated in the general case. However, it can be obtained in some special cases, e.g. in the Markovian case [see Appendix A2] and the case of non-interacting monomers [see Appendix A1].

B. Absorption in the NMQSD approach

Using the NMQSD approach, the correlation function $M(t)$ of Eq. [21] can be calculated as follows. Inserting the expansion Eq. [29] into Eq. [21] yields
\[ M(t) = \mu^2 \int \frac{d^2 \mathbf{z}}{\pi} e^{-i\mathbf{z}^2} \langle \psi_0 | \psi(t, \mathbf{z}^*) \rangle \langle 0 | \mathbf{z} \rangle, \]
(39)
where $|\psi_0\rangle$ is given by Eq. [41]. Here we used that $\langle 0 | e^{-i\mathbf{H}_{\text{tot}} t/\hbar} | 0 \rangle$ which appears through the transformation to the interaction representation – is equal to $\langle 0 |$. From equation [39] we get
\[ M(t) = \mu^2 \langle \psi_0 | \psi(t, \mathbf{z}^* = 0) \rangle \]
(40)
where $|\psi(t, \mathbf{z}^* = 0)\rangle$ can be obtained using Eq. [35] with $\mathbf{z}^* = 0$, i.e.
\[ \partial_t \langle \psi(t, \mathbf{z}^* = 0) \rangle = \left( -\frac{i}{\hbar} H_{\text{sys}} - \sum_n L^*_n \tilde{O}^{(n)}(t, \mathbf{z}^* = 0) \right) \langle \psi(t, \mathbf{z}^* = 0) \rangle \]
(41)
with the initial condition $\langle \psi(0, \mathbf{z}^* = 0) \rangle = |\psi_0\rangle$. Note that due to the appearance of the functional derivative in Eq. [30] the determination of $\tilde{O}^{(n)}(t)$ is still a formidable task.

V. THE ZEROTH ORDER FUNCTIONAL EXPANSION (ZOFE) APPROXIMATION

The main task in the NMQSD approach is to obtain the operator $O^{(n)}(t, z^*)$ (and $O^{(n)}(t, s, z^*)$ respectively) being defined in Eq. [35] (and Eq. [33]). An evolution equation for $O^{(n)}(t, s, z^*)$ is given by Eq. [36]. Although for the calculation of the zero temperature absorption spectrum from Eq. [11] only the values of $O^{(n)}(t, s, z^*)$ for $z^* = 0$ are needed, Eq. [36] contains the $z^*$ dependence via the functional derivative in a non-local way. To simplify Eq. [36], we follow Ref. [39] expanding the operator $O^{(n)}(t, s, z^*)$ w.r.t. $z^*_n$ in a functional way and keep only the zeroth order term of the functional expansion. In other words, we approximate
\[ O^{(n)}(t, s, z^*) \approx \tilde{O}^{(n)}_0(t, s) \]
(42)
to be independent of $z^*$ and refer to Eq. [42] as the zeroth order functional expansion (ZOFE) approximation. Then, from Eq. [36] one obtains an approximate evolution equation
\[ \partial_t \tilde{O}^{(n)}_0(t, s) = \left[ -\frac{i}{\hbar} H_{\text{sys}}, \tilde{O}^{(n)}_0(t, s) \right] \]
\[ - \sum_m \left[ L^*_m \tilde{O}^{(m)}_0(t, s), \tilde{O}^{(n)}_0(t, s) \right] \]
(43)
with initial condition $O^{(n)}_0(s, s) = L_n$ (where we obtain $\tilde{O}^{(n)}_0(t)$ from $O^{(n)}_0(t, s)$ via Eq. [35]). Inserting the approximate operator $\tilde{O}^{(n)}_0(t)$ into Eq. [11] gives
\[ \partial_t \langle \psi(t, z^* = 0) \rangle = \left( -\frac{i}{\hbar} H_{\text{sys}} - \sum_n L^*_n \tilde{O}^{(n)}_0(t) \right) \langle \psi(t, z^* = 0) \rangle \]
(44)
whose numerical implementation is straightforward [67]. To obtain the absorption spectrum of the aggregate, we solve equation (43) for the initial condition $|\psi(0, z^* = 0)\rangle = |\psi_0\rangle$ given by Eq. (24). Then, we calculate the spectrum via Eqs. (40) and (15).

VI. PSEUDOMODE METHOD

As we will show in subsequent sections, the NMQSD approach in combination with the ZOFE approximation presented in Section IV offers a highly efficient method to calculate absorption spectra of molecular aggregates. However, it relies on the rather abstract ZOFE approximation made in Eq. (42). To obtain information about the accuracy of the approximation, in the following we will compare with exact calculations. It is clear that in general, an exact determination of aggregate spectra is a formidable task, impossible for arbitrary spectral densities and an arbitrary number $N$ of monomers. In this section we review a method [42–44] that allows a numerically exact calculation of spectra for small aggregates for bath correlation functions of the form

$$\alpha_n(t-s) = \sum_j \Gamma_{nj} e^{-i\Omega_{nj}(t-s)} - \gamma_{nj}|t-s|$$

(45)

which corresponds to the spectral density

$$J_n(\omega) = \frac{1}{\pi} \sum_j \Gamma_{nj} \frac{\gamma_{nj}}{(\omega - \Omega_{nj})^2 + \gamma_{nj}^2}$$

(46)

being a sum of Lorentzians centered at $\Omega_{nj}$ with width $\gamma_{nj}$. For the numerical implementation of the method, the number of Lorentzians which can be taken into account is limited (see examples in section XIII). As a special case, the limit $\gamma_{nj} \to 0$ is included, i.e. the case of undamped vibrational modes, which has been extensively studied in the literature [33, 13, 16, 50, 54, 57]. From the point of view of open system dynamics, the memory time of the environment is clearly infinite in such a case.

We want to point out that the NMQSD-ZOFE approach is not restricted to the special form (43) for the bath correlation function. However, note also that in principle an arbitrary bath correlation function can be approximated by a sum of exponentials in the form of Eq. (45) as discussed in Refs. [42, 43, 57].

A. The pseudomode (PM) Hamiltonian

In the pseudomode approach (see e.g. [42, 43]) the system part of the aggregate Hamiltonian is enlarged. Apart from the electronic degrees of freedom, auxiliary vibrational degrees of freedom (pseudomodes) are included in the “system”, each coupled to a Markovian bath in a way specified below.

The Hamiltonian of the aggregate is written as

$$\hat{H} = \hat{H}^g|g_{el}\rangle \langle g_{el}| + \hat{H}^e \sum_{n=1}^N |\pi_n\rangle \langle \pi_n|$$

(47)

where $\hat{H}^g$ is the vibrational Hamiltonian in the electronic ground state. The relevant Hamiltonian $\hat{H}^e$ of the aggregate in the excited electronic state is given by

$$\hat{H}^e = \hat{H}_{\text{sys}} + \hat{H}_{\text{int}} + \hat{H}_{\text{env}}$$

(48)

with the following choice of system, interaction and environment: the system part is chosen to be

$$\hat{H}_{\text{sys}} = H_{\text{sys}} + \sum_{n=1}^N \sum_j h\Omega_{nj} b_{nj}^\dagger b_{nj}$$

(49)

$$+ \sum_{n=1}^N \sum_j \sqrt{\Gamma_{nj}} (L_n b_{nj}^\dagger + L_n^* b_{nj})$$

Here, as before, the Hamiltonian $H_{\text{sys}}$ is that of the purely electronic system given by Eq. (10). Additionally, for each monomer we include a set of vibrational modes (second term of Eq. (49)), where mode $j$ of monomer $n$ has a frequency $\Omega_{nj}$ (see Eq. (15)) and annihilation operator $b_{nj}$. These modes, enumerated with index $j$, are referred to as pseudomodes (PM). The third term of Eq. (49) describes the coupling of electronic excitation on monomer $n$ to its PM $j$ with coupling strength $\Gamma_{nj}$ (see Eq. (15)). Each of the PMs has its own environment whose modes are enumerated with index $\rho$, so that in obvious notation,

$$\hat{H}_{\text{env}} = \sum_{n=1}^N \sum_{\rho} \sum_j \hbar \omega_{nj}\rho \hat{a}_{nj}\rho^\dagger \hat{a}_{nj}\rho.$$ (50)

The PMs interact with their environments through

$$\hat{H}_{\text{int}} = \sum_{n=1}^N \sum_j \sum_{\rho} \left( \tilde{\kappa}_{nj}\rho^\dagger \hat{a}_{nj}\rho^\dagger + \tilde{\kappa}_{nj}\rho \hat{a}_{nj}\rho \right),$$ (51)

where $\tilde{\kappa}_{nj}\rho$ denotes the coupling strength between PM $j$ of monomer $n$ to mode $\rho$ of its local environment.

We now take the bath correlation functions of the PMs to read

$$\hat{a}_{nj}(t-s) = \sum_{\rho} |\tilde{\kappa}_{nj}\rho|^2 e^{-i\omega_{nj}\rho (t-s)} = 2\hbar^2 \gamma_{nj} \delta(t-s),$$ (52)

i.e. the PMs couple to a Markovian environment (the parameter $\gamma_{nj}$ is that of Eq. (15)). For a Markovian environment, however, we are in the regime of the standard Markov QSD of Section IV and find an exact solution (i.e. without applying the ZOFE approximation) for the time-dependent aggregate state and the absorption spectrum. Clearly, the price to pay is the need to propagate in the much larger Hilbert space of electronic and PM degrees of freedom.
We show in Appendix C that for a bath correlation function of the type of Eq. (45), the exact NMQSD approach without ZOFE approximation of Section IV and the PM method result in the same absorption spectra.

B. Absorption spectrum within the PM approach

As in Eq. (15) the absorption spectrum is calculated from

\[ A(\nu) = \text{Re} \int_0^\infty dt \, e^{i\nu t} \hat{M}(t), \quad (53) \]

where now instead of Eq. (10) we have

\[ \hat{M}(t) = \mu^2 \text{Re} \langle \tilde{\psi}_0 | \tilde{\psi}(t) \rangle \quad (54) \]

with

\[ | \tilde{\psi}_0 \rangle = | \psi_0 \rangle \text{grPM} \quad (55) \]

Here, the initial electronic state \( | \psi_0 \rangle \) contains the action of the dipole operator, see Eq. (24) and \( | \text{grPM} \rangle \) is a product of the ground states of all PMs. As shown in detail in Appendix B, the state \( | \tilde{\psi}(t) \rangle \) in Eq. (54) is obtained by solving the Schrödinger equation

\[ \partial_t | \tilde{\psi}(t) \rangle = \left( -\frac{i}{\hbar} \hat{H}_\text{sys} - \sum_{n=1}^N \sum_j \gamma_{nj} b_n^\dagger b_{nj} \right) | \tilde{\psi}(t) \rangle \quad (56) \]

with the initial state \( | \tilde{\psi}_0 \rangle \) and \( \hat{H}_\text{sys} \) from Eq. (49). We describe in Appendix B how this differential equation is solved numerically. There, we see that its solution becomes quite involved for large aggregates due to the explicit inclusion of the PMs into the “system”.

We note that Eq. (50) is just the Markov QSD equation with zero noise, and for the PM method takes the role of Eq. (11) in the NMQSD approach.

VII. COMPARISON BETWEEN ZOFE AND EXACT PM SPECTRA

In this section, we will compare absorption spectra calculated using the ZOFE approximation with numerically exact calculations obtained in the PM approach for spectral densities of the form Eq. (10). While being exact in the PM approach, the price one has to pay here is the increase of the number of degrees of freedom of the system part due to the inclusion of the PM into the system. This entails a rapid growth of the Hamiltonian matrix as the number \( M \) of PMs or the number \( N \) of monomers of the aggregate is increased. Thus, using the PM approach computer capabilities limit us to absorption spectra of aggregates with roughly \( N = 2 \) and \( M \approx 6 \) or \( N = 3 \) and \( M \approx 5 \) etc. The values of \( N \) and \( M \) we can handle, depend also on the coupling strength \( \Gamma_{nj} \) of the PM to the electronic excitation: the larger the coupling \( \Gamma_{nj} \), the more basis states have to be taken into account.

In the following, we consider a linear arrangement of monomers with identical properties, i.e. \( \Gamma_{nj} = \Gamma_j \), \( \Omega_{nj} = \Omega_j \), \( \gamma_{nj} = \gamma_j \) for the \( j \)th PM of all monomers. For simplicity, we take all transition dipole moments of the monomers to be equal and consider only nearest neighbour interaction between the monomers, which we denote by \( V \). We follow Simpson and Peterson and speak of strong/intermediate/weak interaction, if \( V \) is larger/similar/smaller than the width of the monomer spectrum. As a parameter for the strength of the coupling of electronic excitation to the PMs we use the dimensionless Huang-Rhys factor \[ X_j = \Gamma_j/(\hbar \Omega_j)^2 \quad (57) \]

This Huang-Rhys factor together with the ratios of the energies \( \hbar \Omega_j \), \( \hbar \gamma_j \) and \( V \) determines the shape of the absorption spectra.

First, we consider a spectral density that is a single Lorentzian centered at a frequency \( \Omega \). Here and in the following, we choose \( h \Omega \) as the unit of energy. Consequently, we express \( \gamma_j \) and \( \Omega_j \) in units of \( \Omega \) and \( V \) is given in units of \( h \Omega \). As a criterion for the agreement between a ZOFE spectrum and the corresponding PM spectrum we use the overlap of the areas of the two spectra. An overlap of 100% then means, that the two spectra are in perfect agreement. In Figure 1, this overlap is plotted against the monomer-monomer interaction \( V \) for the case of a dimer \( (N = 2) \) for a single Lorentzian spectral density with Huang-Rhys factor \( X = 0.64 \) and width \( \gamma = 0.25 \). From this plot we see, that the overlap has minima at roughly \( V = \pm 0.4 \). It increases rapidly going from there to smaller \( |V| \) and increases (more slowly) going to larger \( |V| \). At \( V = 0 \), the case of independent monomers, the overlap reaches 100%, since in this case the ZOFE is no approximation, but gives the exact result (see Appendix A 1). This can also be seen in Figure 4, where the ZOFE (dashed line) and PM (solid line) monomer spectrum \( (V = 0) \) are shown for the considered spectral density \( J(\omega) \) displayed in the inset of the figure. There, the dashed and the solid line are indistinguishable, since they lie exactly on top of each other, showing the perfect agreement between ZOFE and PM monomer spectrum.

The monomer spectrum consists of broadened peaks separated by the vibrational energy \( h \Omega \) of the PM. We have chosen the zero of the energy axis to be located at the mean of the monomer spectrum. The values of the overlap in Figure 1 converge to 100% also for large \( |V| \), showing that in the case of strong monomer-monomer interaction the ZOFE approximation becomes accurate too. In Figure 1, the values of \( V \), for which the overlap is minimal, are indicated by two dashed vertical lines. Further vertical lines mark the four values of \( V \), where the overlap reaches 97%. The corresponding dimer ZOFE (dashed line) and PM (solid line) spectra for the marked values of \( V \) are shown in Figure 1c-h. Figure 1i shows the ZOFE and PM spectrum for \( V = -1.5 \), having an over-
FIG. 1: Left column: (a) Overlap of ZOFE spectrum with PM spectrum over \( V \) for a dimer for a single Lorentzian spectral density centered at \( \Omega \) with \( A = 0.64 \) and width \( \gamma = 0.25 \Omega \). (b) Monomer spectrum and spectral density \( J(\omega) \) in units of \( 0.1 \hbar^2\Omega \) (inset). (c)-(h) Corresponding dimer ZOFE spectra (dashed) and PM spectra (solid) for the values of \( V \) indicated by the dashed vertical lines in (a). Right column: same as left column, but with \( \gamma = 0.5 \Omega \).

An overlap of 97% corresponding to the left most vertical line in Figure 1(a). As we can see here, this overlap value of 97% represents nearly perfect agreement between the spectra. The spectrum is much narrower than the monomer spectrum (note the different scales of the absorption axes). This narrowing in the case of strong interaction \( V \) (usually termed exchange narrowing) has also appeared in the investigation of Gaussian disorder \([50, 60, 61]\), single vibrational modes \([51]\) and in semi-empirical theories \([31, 34]\). Apparently, as for the monomer, in this case of strong negative \( V \) the ZOFE approximation is quite accurate. Upon increasing \( V \), one enters the intermediate interaction regime where discrepancies between ZOFE and PM spectra appear. At \( V = -0.41 \), where the overlap has a pronounced dip (see vertical line in Figure 1(b)), the agreement between the spectra is worst, shown in Figure 1d. However, when \( V \) is slightly changed from this value the agreement increases rapidly. Upon increasing \( V \), at \( V = -0.1 \) the overlap reaches again 97% (see Figure 1d) owing to the fact, that in the region of weak inter-monomer interaction, where the spectra are similar to the monomer spectrum, the ZOFE approximation gives again accurate results. This also holds true for the case of positive weak interaction, as is demonstrated in Figure 1f and as can be seen from the overlap values in Figure 1f. Increasing \( V \) further to positive intermediate \( V \) again leads to discrepancies between the spectra as in the case of negative intermediate \( V \). However, for positive \( V \) the largest deviation between ZOFE and PM spectrum at \( V = +0.44 \) (see Figure 1f), where the overlap is 88%, is not as large as the deviation at the overlap minimum for negative \( V \). For strong positive interaction, there is again perfect agreement between ZOFE and PM spectra, as is shown in Fig. 1f for \( V = +1.5 \). These spectra have a strong blue shift w.r.t. the monomer spectrum and have become narrower again.

For a larger \( \gamma \), which leads to a faster decay of the bath correlation function \( \alpha(\tau) \) (see Eq. (15)), we expect that the agreement between ZOFE and PM spectra becomes better, since for infinitely fast decay (the Markov limit) ZOFE is exact (see Appendix A.2). That this reasoning is indeed correct is demonstrated in the right column of Fig. 1, where \( \gamma = 0.5 \), i.e. twice as large as in the left column. In the right column, the minimum values of the overlap of ZOFE and PM spectra are not as small as in the left column and the deviations between the spectra overall have become smaller compared to the left column.

Next, we consider the dependence of the agreement between the spectra on the Huang-Rhys factor \( X \) (and thus on the coupling strength \( \Gamma \)). In Fig. 2, overlap values and spectra are shown for a \( X \) roughly twice as large as in Fig. 1 the values of all other parameters are the same. The stronger coupling of the PM to the electronic excitation can clearly be seen in the monomer spectra (Fig. 2b, j) by an increase of the intensity of the second peak (located roughly at energy 0). The overlap of ZOFE and PM spectra in Fig. 2a shows a similar behaviour as before, but now the minimum has a very singular character for \( \gamma = 0.25 \). The agreement between ZOFE and PM spectra at the overlap minimum (see Fig. 2d) becomes worse compared to the case of \( X = 0.64 \) in Fig. 1d. However, for \( \gamma = 0.5 \) the largest deviation of the \( X = 1.2 \) spectra is smaller than the largest deviation of the \( X = 0.64 \) spectra. Comparing the overlap plots for \( X = 0.64 \) and \( X = 1.2 \) (Fig. 1i, i and Fig. 2i, i), one sees that the agreement between ZOFE and PM spectra in the case of \( X = 0.64 \) increases faster when going from the overlap minima to larger \( |V| \) than in the case
of $X = 1.2$ (for both values of $\gamma$). This is also reflected in the larger values of $|V|$ to which one has to go in the case of $X = 1.2$ compared to $X = 0.64$ (for the respective $\gamma$), to achieve perfect agreement between the spectra (see Fig. 12, h, k, p and Fig. 22, h, k, p). These observations show that the quality of the ZOFE approximation depends on the magnitude of the inter-monomer interaction $V$ relative to the magnitude of the coupling $\Gamma = (h\Omega)^2X$ of the electronic excitation to the PM.

In Figure 3, overlap values and absorption spectra for the same spectral densities as in Figure 1 are shown, but now for a trimer ($N = 3$). Here, the plots of the overlap against $V$ show a greater number of local extrema. The trimer spectrum for the strong negative coupling $V = -1.5$ looks similar to the respective dimer spectrum, but is slightly narrower and has an additional small peak located roughly at an energy of $+2.1$, due to a second allowed electronic transition. In this case, ZOFE and PM spectrum agree perfectly. Upon increasing $V$, as for the dimer we can identify the cases of strong and weak negative and positive interaction $V$, where there is good agreement between the spectra and the cases of negative and positive intermediate $V$, where the ZOFE and PM spectra show deviations. However, for the trimer we observe, that in the region of strong positive $V$ to achieve perfect agreement between the spectra, we have to go to larger $V$, namely $V \approx +2.7$, compared to $V \approx +1.5$ for the dimer. Broadening of the spectral density by a factor of two (see right column) leads for the trimer spectra basically to the same effects and to the better agreement between solid and dashed spectra as for the dimer.

Our findings from the comparison of ZOFE spectra with exact PM spectra for the case of a spectral density with a single Lorentzian can be summarized as follows:

Fig. 2: Same as Fig. 1 but with $X = 1.2$.

Fig. 3: Same as Fig. 1 but for the case of a trimer ($N = 3$).
1) We always observe perfect agreement between ZOFE and PM spectra for strong and weak negative and positive inter-monomer interaction $V$.

2) There are deviations between the spectra in the intermediate $V$ region (and clear resonance-like local minima in the overlap plots), that become smaller upon increasing the width $\gamma$ of the spectral density.

3) Increasing the coupling $V$ of the electronic excitation to the PM leads to a slower ascent of the agreement between the spectra when going from intermediate $|V|$ to larger $|V|$. 

4) For the trimer, we find more local minima in the plots of the overlap against $V$ than for the dimer.

5) To achieve perfect agreement between the spectra in the region of strong positive interaction $V$, in the case of the trimer $V$ has to be larger than in the case of the dimer.

We have also performed exact calculations for more complex spectral densities, that are the sum of several Lorentzians. Here, we have observed similar trends as described above for the case of the single Lorentzian spectral density. As an example, in Fig. 4 ZOFE and PM monomer and dimer spectra are shown for a spectral density, that is the sum of six Lorentzians centered at different frequencies $\Omega_j$ with different Huang-Rhys factors $X_j$ and widths $\gamma_j$. The six frequencies, where the Lorentzians are centered, range from $\Omega_1 = 0.23$ to $\Omega_6 = 1.61$ and the corresponding Huang-Rhys factors have different values $X_j = 0.4 \ldots 0.24$. In the left column of Fig. 4 each Lorentzian has a width $\gamma_j = 0.25 \Omega_j$ and in the right column this width is increased by a factor two, i.e. $\gamma_j = 0.5 \Omega_j$. The calculation of a ZOFE dimer or trimer spectrum for the single Lorentzian spectral densities of the Figures 1-3 as well as for the spectral densities of Fig. 4 consisting of six Lorentzians, can be done within a few seconds on a standard PC. However, while the calculation of a PM dimer or trimer spectrum for the single Lorentzian spectral densities considered above also takes only a few seconds, the calculation of a PM dimer spectrum for the spectral densities consisting of six Lorentzians considered here took about six hours. This increase of the computational effort makes investigations involving hundreds of spectra like the evaluation of the overlap against $V$ in Figures 1-3 very time-consuming. Therefore, in Fig. 4 we simply choose values for the interaction $V$, that in the case of a single Lorentzian spectral density considered before are typical for the V regions of perfect agreement and deviations between ZOFE and PM spectra. We see from Fig. 4 that as for the single Lorentzian spectral densities also in this case of a more complex spectral density we obtain perfect agreement between ZOFE and PM spectra for strong and weak negative and positive interaction $V$ and deviations in the intermediate negative and positive $V$ regions. And also here, the deviations become smaller when we go from the left column of Fig. 4 to the right column, i.e. increase the width of the Lorentzians of the spectral density from $\gamma_j = 0.25 \Omega_j$ to $\gamma_j = 0.5 \Omega_j$.

![Figure 4](image)

**FIG. 4:** Left column: (a) monomer spectrum for spectral density (shown in inset) that is a sum of six Lorentzians centered at different frequencies $\Omega_j$ and with different Huang-Rhys factors $X_j$ and widths $\gamma_j$. In the left column of Fig. 4 each Lorentzian has a width $\gamma_j = 0.25 \Omega_j$ and in the right column this width is increased by a factor two, i.e. $\gamma_j = 0.5 \Omega_j$. The calculation of a ZOFE dimer or trimer spectrum for the single Lorentzian spectral densities of the Figures 1-3 as well as for the spectral densities of Fig. 4 consisting of six Lorentzians, can be done within a few seconds on a standard PC. However, while the calculation of a PM dimer or trimer spectrum for the single Lorentzian spectral densities considered above also takes only a few seconds, the calculation of a PM dimer spectrum for the spectral densities consisting of six Lorentzians considered here took about six hours. This increase of the computational effort makes investigations involving hundreds of spectra like the evaluation of the overlap against $V$ very time-consuming. Therefore, in Fig. 4 we simply choose values for the interaction $V$, that in the case of a single Lorentzian spectral density considered before are typical for the $V$ regions of perfect agreement and deviations between ZOFE and PM spectra. We see from Fig. 4 that as for the single Lorentzian spectral densities also in this case of a more complex spectral density we obtain perfect agreement between ZOFE and PM spectra for strong and weak negative and positive interaction $V$ and deviations in the intermediate negative and positive $V$ regions. And also here, the deviations become smaller when we go from the left column of Fig. 4 to the right column, i.e. increase the width of the Lorentzians of the spectral density from $\gamma_j = 0.25 \Omega_j$ to $\gamma_j = 0.5 \Omega_j$.

**VIII. SUMMARY AND CONCLUSIONS**

In this work we presented two different methods to calculate zero temperature absorption spectra of molecular aggregates, suited for situations in which the electronic excitation of a monomer couples to a structured phonon environment. Both methods are based on an open system approach, where the full Hamiltonian is divided into a “system” part, an “environment” and the interaction between them.

In the first method, we use the non-Markovian quantum state diffusion (NMQSD) approach, where the system contains only electronic degrees of freedom. To
tackle functional derivatives that appear in the NMQSD evolution equation the zeroth order functional expansion (ZOFE) approximation has been utilized. Although the NMQSD is based on a stochastic Schrödinger equation, we have shown that in the calculation of the zero temperature absorption spectrum the stochastic processes do not enter explicitly, so that only a deterministic equation has to be solved. Since in this method the system part contains only electronic degrees of freedom, i.e. the dimension of the considered single-exciton Hamiltonian is \( N \) for an \( N \)-mer, this approach can be applied to quite large systems with complex structured environments. The absorption spectrum of a 15-mer with a highly complex spectral density of the environmental modes for instance can be calculated within several minutes on a standard PC.

To calculate the absorption spectrum exactly and find out the accuracy of the ZOFE approximation used by the first method, we applied a second method, the method of pseudomodes (PM) described in section VI. Here, vibrational modes (pseudomodes) are included into the system part, which couple to the electronic excitation. The electronic excitation now is not coupled directly to an environment anymore, but each PM couples to its own Markovian bath of vibrational modes. This allows for a description of the problem via a Markovian quantum state diffusion (QSD) evolution equation, that can be solved numerically exact. For the practically important case of a spectral density of the environmental modes that is a sum of Lorentzians \( \text{[42, 43, 57, 62]} \), the absorption spectrum of the first method without applying the ZOFE approximation is equal to the absorption spectrum provided by the PM method (as we show in Appendix C). However, in the PM method the price one has to pay is that for each Lorentzian in the spectral density one PM is included into the system part, leading to a rapid growth of the dimension of the system Hamiltonian as the number \( N \) of monomers or the number of Lorentzians in the spectral density is increased. Thus, using the PM method we are at most able to calculate absorption spectra for a dimer with a spectral density of about six Lorentzians or a trimer with about five Lorentzians etc. due to limited computer capabilities. Here, the use of the Markovian QSD is advantageous over a propagation of a density matrix, having a size that is the square of the dimension of the used basis. In the QSD, for the calculation of the zero temperature absorption spectrum, only a system of differential equations with the size of the basis has to be solved. The spectrum is then found by a simple Fourier transformation. For our choice of the basis, the Hamiltonian becomes very sparse, allowing an efficient numerical propagation.

To investigate the applicability of the first method, that uses the ZOFE approximation, in section VII we compared the calculated spectra with spectra calculated using the PM method for small aggregates consisting of \( N = 2 \) or \( N = 3 \) monomers for spectral densities consisting of one and six Lorentzians. We always found perfect agreement between ZOFE and PM spectra in the cases of strong or weak inter-monomer interaction (that is, when the interaction energy is large or small compared to the width of the monomer spectrum). However, we observed deviations between the spectra in the intermediate interaction regime, but these deviations become small upon increasing the width of the spectral density. In particular, for some narrow regions of the interaction energy, where we found a resonance-like decrease of the agreement between the spectra, the deviations became relevant. But also for these values of the interaction energy, the agreement becomes good again when the width of the spectral density is increased. When going from intermediate to strong inter-monomer interaction \( V \), the agreement between the spectra increases. We found that in order to obtain the same degree of agreement for a stronger coupling \( \Gamma \) of the electronic excitation to the vibrations, \( V \) has to be chosen larger. For more complex spectral densities consisting of several Lorentzians we basically observed the same trends as for a single Lorentzian. Let us finally stress that over the entire range of the inter-monomer interaction \( V \), the NMQSD-ZOFE approach leads to spectra with an overlap of more than 80–90% with the exact spectra, as can be seen in Figs. 1–3.

The NMQSD approach with the ZOFE approximation seems to be well suited to bridge the gap between the dimer case, which can be treated numerically exact for a large range of spectral densities (e.g. via the PM approach) and very large aggregates where semi-empirical approximations (like the coherent exciton scattering (CES) approximation \( \text{[31, 51, 63]} \)) lead to excellent agreement between theory and experiment.

As shown in Ref. \( \text{[51]} \), the NMQSD-ZOFE approach is not restricted to the calculation of absorption spectra, but allows also the calculation of fully time dependent quantities like the probability to find excitation on a certain monomer. Then however, in contrast to the present situation, stochastic processes will explicitly enter into the calculations.

**Appendix A: Exactly solvable cases**

1. **Non-interacting monomers**

Here we demonstrate that ZOFE leads to the exact spectrum for non-interacting monomers. To this end we show that the approximate zeroth order operator \( \hat{O}_0^{(n)}(t, s) \), which appears within ZOFE (see Eq. \( \text{(12)} \)), satisfies the fundamental consistency condition Eq. \( \text{(24)} \) or equivalently the evolution equation Eq. \( \text{(55)} \).

We insert \( \hat{O}_0^{(n)}(t, s) \) into Eq. \( \text{(50)} \). For non-interacting monomers, i.e. for \( V_{nm} = 0 \), we find

\[
\partial_t \hat{O}_0^{(n)}(t, s) = 0, \quad (A1)
\]

since the commutators vanish and the functional deriva-
tive yields zero. Equation (A1) together with the initial condition $O_0^{(n)}(s, s) = L_n$ (Eq. (37)) yields the constant
\[ O_0^{(n)}(t, s) = L_n \] (A2)
without any approximation. Thus, ZOFE is exact for non-interacting monomers.

2. Markovian environment

Within the QSD approach of section [IV], we choose the bath correlation function $\alpha_n(t - s)$ to be delta-like, i.e.
\[ \alpha_n(t - s) = 2\hbar^2\theta_n\delta(t - s) \] (A3)
which amounts to a Markovian environment. Inserting Eqs. (A3) and (37) into Eq. (35) yields
\[ O^{(n)}(t, z^*) = \theta_n L_n. \] (A4)
We see that in this Markov limit, the exact operator $O^{(n)}(t, z^*)$ is independent of $z^*$ and constant w.r.t. $t$. Thus, we find that ZOFE also contains the Markov limit. We insert Eq. (A4) into Eq. (38) and obtain the evolution equation
\[ \partial_t |\psi(t, z^*)\rangle = -\frac{i}{\hbar}H_{\text{sys}} |\psi(t, z^*)\rangle + \sum_n \left( L_n z^-_{t,n} - \theta_n L^+_n L_n \right) |\psi(t, z^*)\rangle. \] (A5)
which is the well-known linear Markov QSD equation [64].

Appendix B: Absorption in the pseudomode approach

In this section, we show how we obtain the absorption spectrum using the approach of pseudomodes of Section [IV]. As the initial state of the aggregate we take
\[ |\tilde{\Psi}(t = 0)\rangle = |g_{\text{el}}\rangle|g_{\text{PM}}\rangle|\tilde{0}\rangle, \] (B1)
where $|g_{\text{el}}\rangle$ is the product of all monomer electronic ground states given by Eq. [4]. The state $|g_{\text{PM}}\rangle$ denotes the product of the ground states of all PMs and $|\tilde{0}\rangle$ is the bath state in which all bath modes are in their ground states. Analogously to Section [II], the cross section for absorption of light can be obtained from Eq. (53) with the normalized aggregate states
\[ |\tilde{\Psi}(t = 0)\rangle = |\tilde{\psi}_0\rangle|\tilde{0}\rangle \] (B4)
and with $|\tilde{\psi}_0\rangle$ given by Eq. (54) and
\[ |\tilde{\Psi}(t)\rangle = \exp(-i\tilde{H}^\text{env}t/\hbar)|\tilde{\psi}(t = 0)\rangle. \] (B5)
The prefactor $\mu_{\text{tot}}$ in Eq. (B3) is defined in Eq. (20). Similarly as in Section [IV] we use the expansion
\[ |\tilde{\psi}(t)\rangle = \int \frac{d^2\tilde{z}}{\pi} e^{-|\tilde{z}|^2} |\tilde{\psi}(t, \tilde{z}^*)\rangle|\tilde{z}\rangle. \] (B6)
Here, $|\tilde{\psi}(n_{\text{j}}, \tilde{z})\rangle = \exp(\tilde{z}_{n_{\text{j}}} a^\dagger_{n_{\text{j}}})|\tilde{0}_{n_{\text{j}}}\rangle$ denote Bargmann coherent bath states, and $|\tilde{z}\rangle = \prod_n \prod_j \prod_{\rho} |\tilde{z}_{n_{\text{j}}}\rangle$. From Eqs. (B4), (B6), and (B3), we obtain
\[ \tilde{M}(t) = \mu_{\text{tot}}^2 \langle \tilde{\psi}_0 |\tilde{\psi}(t, \tilde{z}^* = 0)\rangle. \] (B7)
We may determine the state $|\tilde{\psi}(t, \tilde{z}^* = 0)\rangle$ using the QSD approach analogously to Section [IV] now for a memory-less (Markovian) environment (see also appendix [A2]). First, $\tilde{H}^\text{c}$ of Eq. (15) is transformed to the interaction representation w.r.t. $H_{\text{env}}$ Eq. (40) to find
\[ \tilde{H}^\text{c}(t) = \tilde{H}_{\text{sys}} + \sum_{n=1}^{N} \sum_j \left( \tilde{L}_{n_{\text{j}}} \tilde{A}_{n_{\text{j}}}^\dagger(t) + \tilde{L}_{n_{\text{j}}}^\dagger \tilde{A}_{n_{\text{j}}}(t) \right) \] (B8)
with
\[ \tilde{A}_{n_{\text{j}}}(t) = \sum_{\rho} \tilde{\kappa}_{n_{\text{j}}\rho} e^{-i\omega_{n_{\text{j}}} t} \tilde{a}_{n_{\text{j}}\rho} \] (B9)
and where
\[ \tilde{L}_{n_{\text{j}}} \equiv b_{n_{\text{j}}}. \] (B10)
From the definition of $\tilde{A}_{n_{\text{j}}}(t)$ Eq. (19), we get the bath correlation function
\[ \tilde{\alpha}_{n_{\text{j}}}(t - s) \equiv \langle \tilde{0} | \tilde{A}_{n_{\text{j}}}(t) \tilde{A}_{n_{\text{j}}}^\dagger(s) |\tilde{0}\rangle \] (B11)
where $|\tilde{0}\rangle$ denotes the state in which all bath modes are in their ground states.

We want to solve the Schrödinger equation
\[ i\hbar \partial_t |\tilde{\Psi}(t)\rangle = \tilde{H}^\text{c}(t) |\tilde{\Psi}(t)\rangle. \] (B12)
Inserting the expansion Eq. (B6) into Eq. (B12) we obtain
\[ \partial_t |\tilde{\psi}(t, \tilde{z}^*)\rangle = \frac{i}{\hbar} \tilde{H}_{\text{sys}} |\tilde{\psi}(t, \tilde{z}^*)\rangle + \sum_{n_{\text{j}}} \tilde{L}_{n_{\text{j}}} \tilde{z}_{n_{\text{j}}}^* |\tilde{\psi}(t, \tilde{z}^*)\rangle \] (B13)
with time-dependent complex numbers

\[ z_{\nu,nj}^* = -\frac{i}{\hbar} \sum_{\rho} \tilde{k}_{nho,j} z_{\nu,nj}^* e^{\omega_{n\rho,j}t}. \]  

(B14)

From Eq. (52) we have \( \tilde{\alpha}_{nj}(t-s) \propto \delta(t-s) \), i.e. the environment of the pseudomodes is Markovian. Now, we make use of this fact by inserting Eq. (52) into Eq. (B13) and obtain

\[ \partial_t \langle \tilde{\psi}(t, \tilde{z}^*) \rangle = -\frac{i}{\hbar} \hat{H}_{\text{sys}} \langle \tilde{\psi}(t, \tilde{z}^*) \rangle + \sum_{n,j} \tilde{L}_{nj} \tilde{z}_{\nu,nj}^* \langle \tilde{\psi}(t, \tilde{z}^*) \rangle - \sum_{n,j} \gamma_{nj} \tilde{L}_{nj}^\dagger \tilde{L}_{nj} \langle \tilde{\psi}(t, \tilde{z}^*) \rangle. \]  

(B15)

In the case \( \tilde{z}^* = 0 \) equation (B15) yields the evolution equation (50) of Section VI.B i.e.

\[ \partial_t \langle \tilde{\psi}(t, \tilde{z}^* = 0) \rangle = -\frac{i}{\hbar} \hat{H}_{\text{sys}} \langle \tilde{\psi}(t, \tilde{z}^* = 0) \rangle - \sum_{n,j} \gamma_{nj} \tilde{L}_{nj}^\dagger \tilde{L}_{nj} \langle \tilde{\psi}(t, \tilde{z}^* = 0) \rangle. \]  

(B16)

In order to obtain the absorption spectrum, this equation is solved for the initial state \( | \tilde{\psi}_0 \rangle \).

\[ | \Theta_\beta^\alpha \rangle \equiv | \tau_\alpha \rangle \prod_{n=1}^N \prod_j | \beta_{nj} \rangle \]  

(B17)

with vibrational eigenstates \( | \beta_{nj} \rangle \) of PM \( j \) in the electronic ground state of monomer \( n \), i.e. the states \( | \beta_{nj} \rangle \) satisfy

\[ \hbar \Omega_{nj} b_{nj}^\dagger b_{nj} | \beta_{nj} \rangle = \hbar \Omega_{nj} \beta_{nj} | \beta_{nj} \rangle. \]  

(B18)

From the Schrödinger equation Eq. (50) we obtain a system of coupled differential equations for the components \( \langle \Theta_\beta^\alpha | \tilde{\psi}(t) \rangle \) w.r.t. the states Eq. (B17)

\[ \partial_t \langle \Theta_\beta^\alpha | \tilde{\psi}(t) \rangle = -\frac{i}{\hbar} \left( \varepsilon_n + \sum_{m=1}^N \sum_j (\hbar \Omega_{mj} - i\hbar \gamma_{mj}) | \beta_{mj} \rangle \right) \langle \Theta_\beta^\alpha | \tilde{\psi}(t) \rangle + i \sum_j \sqrt{\Gamma_{nj}} \langle \beta_{nj} | \tilde{\psi}(t) \rangle \]  

\[ + \frac{i}{\hbar} \sum_j \sqrt{\Gamma_{nj}} \langle \beta_{mj} | \tilde{\psi}(t) \rangle + \frac{i}{\hbar} \sum_j \sqrt{\Gamma_{nj}} \langle \beta_{mj} | \tilde{\psi}(t) \rangle + \sum_{j} \sum_{n,j} \sum_{\rho} \left( \tilde{k}_{n\rho,j} \tilde{\alpha}_{nj\rho,j} b_{nj}^\dagger + \tilde{k}_{n\rho,j} \tilde{\alpha}_{nj\rho,j} b_{nj} \right) \]  

\[ + \sum_{j} \sum_{n,j} \sum_{\rho} \left( \tilde{\omega}_{nj\rho,j} \tilde{\alpha}_{nj\rho,j}^\dagger \tilde{\alpha}_{nj\rho,j} \right) \]  

(B19)

Since the corresponding matrix is very sparse, we are able to calculate the absorption spectrum taking into account a few PMs per monomer. For the calculation of the dipole correlation function Eq. (54), we choose the initial state Eq. (55) to be real-valued. On that condition and by using the fact that the Hamiltonian corresponding to the system of equations Eq. (B19) is symmetric (it is equal to its transpose), we can calculate the value of the dipole correlation function at time \( 2t \) through Eq. (56).

\[ \tilde{M}(2t) = \mu_t^2 \langle \tilde{\psi}(t) | \tilde{\psi}(t) \rangle, \]  

(B20)

where the star \( \ast \) denotes the complex conjugate. That is, the time we need to propagate the wavefunction numerically shortens by a factor of two. Note, that for complex initial wavefunctions the efficient calculation scheme Eq. (B20) is no longer applicable.

**Appendix C: Equality of NMQSD spectrum and PM spectrum**

In this section, we show that the absorption spectrum obtained from the NMQSD approach is equal to the spectrum obtained from the PM method for a bath correlation function consisting of a sum of exponentials as in Eq. (45). This equivalence holds true provided the parameters \( \Omega_{nj}, \gamma_{nj}, \) and \( \Gamma_{nj} \) of the pseudomode description are taken from the corresponding bath correlation function of the NMQSD approach.

We start with the Hamiltonian of the PM approach defined by Eqs. (18)–(21). It can be written as

\[ \hat{H}^\varepsilon = H_{\text{sys}} + \sum_{n=1}^N \sum_j \sqrt{\Gamma_{nj}} \left( L_{nj} b_{nj}^\dagger + L_{nj}^\dagger b_{nj} \right) + H_{\text{vib}}. \]  

(C1)

Here, \( H_{\text{sys}} \) is the Hamiltonian containing only electronic degrees of freedom and

\[ H_{\text{vib}} \equiv \sum_{n=1}^N \sum_j \hbar \Omega_{nj} b_{nj}^\dagger b_{nj} \]  

\[ + \sum_{n=1}^N \sum_j \sum_{\rho} \left( \tilde{k}_{n\rho,j} \tilde{\alpha}_{nj\rho,j} b_{nj}^\dagger + \tilde{k}_{n\rho,j} \tilde{\alpha}_{nj\rho,j} b_{nj} \right) \]  

\[ + \sum_{n=1}^N \sum_j \sum_{\rho} \left( \tilde{\omega}_{nj\rho,j} \tilde{\alpha}_{nj\rho,j}^\dagger \tilde{\alpha}_{nj\rho,j} \right) \]  

(C2)

contains the pseudomodes, their Markovian environments, and their respective couplings. We diagonalize \( H_{\text{vib}} \), i.e. we write

\[ H_{\text{vib}} = \sum_{n=1}^N \sum_j \sum_{\sigma} \hbar \tilde{\omega}_{nj\sigma} c_{nj\sigma}^\dagger c_{nj\sigma}, \]  

(C3)
with new frequencies $\tilde{\omega}_{nj\sigma}$ and new annihilation operators $c_{nj\sigma}$ that are a linear combination

$$c_{nj\sigma} = \chi_{nj\sigma} b_{nj} + \sum_{\rho} \zeta_{nj\rho\sigma} \tilde{a}_{nj\rho}$$  \hspace{1cm} (C4)

of the original ones and with

$$b_{nj} = \sum_{\sigma} \chi_{nj\sigma} c_{nj\sigma},$$  \hspace{1cm} (C5)

where the $\chi_{nj\sigma}$ and $\zeta_{nj\rho\sigma}$ are complex coefficients (this is shown in Ref. [60] for real coefficients and can be extended easily to the present case). With Eqs. (C3) and (C5) $\tilde{H}^c$ Eq. (C1) has the form of $H^c$ Eqs. (10-12) and we can derive a Schrödinger equation in the reduced space of $H_{sys}$ analogously to section IV. Transforming $\tilde{H}^c$ from Eq. (C1) to the interaction representation w.r.t. $H_{vib}$ yields

$$\tilde{H}^c(t) = H_{sys} + \sum_{n=1}^{N} (L_n B_n(t) + L_n^* B_n(t)),$$  \hspace{1cm} (C6)

with

$$B_n(t) = \sum_{j} \sqrt{\Gamma_{nj}} b_{nj}(t)$$  \hspace{1cm} (C7)

and

$$b_{nj}(t) \equiv e^{iH_{vib}t/\hbar} b_{nj} e^{-iH_{vib}t/\hbar}.$$  \hspace{1cm} (C8)

Note that Eq. (C6) has the same structure as Eq. (25). Using Eqs. (C5) and (C3), from Eq. (C8) we obtain

$$b_{nj}(t) = \sum_{\sigma} \chi_{nj\sigma} c_{nj\sigma} e^{-i\tilde{\omega}_{nj\sigma} t}.$$  \hspace{1cm} (C9)

From Eqs. (C9) and (C7), we get

$$B_n(t) = \sum_{j} \sqrt{\Gamma_{nj}} \sum_{\sigma} \chi_{nj\sigma} c_{nj\sigma} e^{-i\tilde{\omega}_{nj\sigma} t}.$$  \hspace{1cm} (C10)

Next we insert the expansion

$$\tilde{\Psi}(t) = \int \frac{d^2 \tilde{z}}{\pi} e^{-|\tilde{z}|^2} |\varphi(t, \tilde{z}^*) \rangle \langle \tilde{z}|$$  \hspace{1cm} (C11)

w.r.t. Bargmann coherent states $\langle \tilde{z}_{nj\sigma} | = \exp(\hat{z}_{nj\sigma} \hat{a}_{nj\sigma}^\dagger) | \tilde{z}_{nj\sigma} \rangle$, where $| \tilde{z} \rangle = \prod_s \prod_\sigma \tilde{z}_{nj\sigma}$, into the Schrödinger equation

$$i\hbar \partial_t | \tilde{\Psi}(t) \rangle = \tilde{H}^c(t) | \tilde{\Psi}(t) \rangle$$  \hspace{1cm} (C12)

for the total state $| \tilde{\Psi}(t) \rangle$. This leads to an evolution equation

$$\partial_t |\varphi(t, \tilde{z}^*)\rangle = -i \frac{\hbar}{\epsilon} H_{sys} |\varphi(t, \tilde{z}^*)\rangle + \sum_{n} L_n \tilde{z}_{t,n}^* |\varphi(t, \tilde{z}^*)\rangle$$

$$- \frac{1}{\hbar^2} \sum_{n} L_n^\dagger \int_0^t ds \beta_n(t-s) \frac{\delta |\varphi(t, \tilde{z}^*)\rangle}{\delta \tilde{z}_{s,n}}$$  \hspace{1cm} (C13)

for the state $|\varphi(t, \tilde{z}^*)\rangle$ in the Hilbert space of the original “system” with Hamiltonian $H_{sys}$. In Eq. (C13), the time-dependent complex numbers

$$\tilde{z}_{t,n}^* = -i \frac{\hbar}{\epsilon} \sqrt{\Gamma_{nj}} \sum_{\sigma} \chi_{nj\sigma}^* \tilde{z}_{nj\sigma} e^{i\tilde{\omega}_{nj\sigma} t}$$  \hspace{1cm} (C14)

and the correlation functions

$$\beta_n(t-s) = \langle B_n(t) B_n^*(s) \rangle_{T=0} = \langle 0 | B_n(t) B_n^*(s) | 0 \rangle$$

$$= \sum_j \Gamma_{nj} \sum_{\sigma} |\chi_{nj\sigma}|^2 e^{-i\tilde{\omega}_{nj\sigma} (t-s)}$$  \hspace{1cm} (C15)

are used.

The NMQSD absorption spectrum is equal to the PM spectrum if the corresponding time correlation functions $M(t)$ of the NMQSD approach and $\tilde{M}(t)$ of the PM approach are equal (see Eqs. (14) and (53)). From Eqs. (13) and Eq. (C11) we get

$$\tilde{M}(t) = \mu_{tot}^2 \langle 0 | g_{PM} | \psi_0 \rangle \int \frac{d^2 \tilde{z}}{\pi} e^{-|\tilde{z}|^2} |\varphi(t, \tilde{z}^*)\rangle |\tilde{z}\rangle,$$  \hspace{1cm} (C16)

similar to Eq. (39). Because of equation (C4), we have

$$| g_{PM} \rangle \langle 0 | = | \tilde{0} \rangle.$$  \hspace{1cm} (C17)

Using Eq. (C17), equation (C16) yields

$$\tilde{M}(t) = \mu_{tot}^2 \langle 0 | \varphi(t, \tilde{z}^* = 0) \rangle$$  \hspace{1cm} (C18)

with the initial state

$$| \varphi(t = 0, \tilde{z}^* = 0) \rangle = | \psi_0 \rangle.$$  \hspace{1cm} (C19)

The time correlation function $\tilde{M}(t)$ Eq. (C18) of the PM method is equal to $M(t)$ Eq. (10) of the NMQSD approach, if the state $|\varphi(t, \tilde{z}^*)\rangle$ is equal to $|\psi(t, \tilde{z}^* = 0)\rangle$ for all times $t$. Thus, we next show that Eq. (C13) for $\tilde{z}^* = 0$ is equivalent to Eq. (30) for $\tilde{z}^* = 0$. According to Eq. (38), we replace the functional derivative in Eq. (30) by the operator $O^{(n)}(t, s, \tilde{z}^*)$ and the functional derivative in Eq. (C13) by an operator $\tilde{O}^{(n)}(t, s, \tilde{z}^*)$. Note, however, that we do not make the ZOFE approximation, so that our treatment remains exact. Following Ref. [33], one can expand the operators $O^{(n)}(t, s, \tilde{z}^*)$ and $\tilde{O}^{(n)}(t, s, \tilde{z}^*)$ w.r.t. the functions $z_{t,n}$ and $\tilde{z}_{t,n}$ and obtain a hierarchy of differential equations for the different orders $\tilde{O}^{(n)}_1, O^{(n)}_1, \ldots$ of the expansion. These differential equations do not contain $z_{t,n}$ (and $\tilde{z}_{t,n}$ respectively) anymore and they are the same for $\tilde{O}^{(n)}_1(t, s, \tilde{z}^*)$ and $\tilde{O}^{(n)}_1(t, s, \tilde{z}^*)$. Thus we have

$$O^{(n)}_1 = \tilde{O}^{(n)}_1, O^{(n)}_1 = \tilde{O}^{(n)}_1, \ldots$$

Now it only remains to show that in Eqs. (30) and (C13) $\alpha_{n}(t-s) = \beta_n(t-s)$. This we will show in the following. We consider the time derivative of Eq. (C5)

$$\partial_t b_{nj}(t) = \frac{i}{\epsilon} e^{iH_{vib}t/\hbar} [H_{vib}, b_{nj}].$$  \hspace{1cm} (C20)
Inserting the definition of \( H_{\text{vib}} \), Eq. (C22) into Eq. (C20) yields
\[
\partial_t b_{nj}(t) = -i \Omega_{nj} b_{nj}(t) - \frac{i}{\hbar} \sum_\rho \tilde{\kappa}_{nj \rho} \tilde{a}_{nj \rho}(t),
\]
(C21)
with
\[
\tilde{a}_{nj \rho}(t) = e^{i H_{\text{vib}} t / \hbar} a_{nj \rho} e^{-i H_{\text{vib}} t / \hbar}. \tag{C22}
\]

Taking the time derivative of Equation (C22) and inserting the definition of \( H_{\text{vib}} \), Eq. (C22) yields
\[
\partial_t \tilde{a}_{nj \rho}(t) = -i \tilde{\omega}_{nj \rho} \tilde{a}_{nj \rho}(t) - \frac{i}{\hbar} \tilde{\kappa}_{nj \rho} b_{nj}(t). \tag{C23}
\]

We integrate Eq. (C23) and obtain
\[
\tilde{a}_{nj \rho}(t) = e^{-i \tilde{\omega}_{nj \rho} t} \tilde{a}_{nj \rho}(0) - \frac{i}{\hbar} \tilde{\kappa}_{nj \rho} t \int_0^t ds e^{-i \tilde{\omega}_{nj \rho} (t-s)} b_{nj}(s). \tag{C24}
\]

Inserting \( \tilde{a}_{nj \rho}(t) \) Eq. (C24) into Eq. (C21) yields
\[
\partial_t b_{nj}(t) = -i \Omega_{nj} b_{nj}(t)
- \frac{i}{\hbar} \Gamma_{nj} t \int_0^t ds \sum_\rho |\tilde{\kappa}_{nj \rho}|^2 e^{-i \tilde{\omega}_{nj \rho} (t-s)} b_{nj}(s)
- \frac{i}{\hbar} \tilde{A}_{nj}(t), \tag{C25}
\]
with \( \tilde{A}_{nj}(t) \) given by Eq. (B9). The \( \tilde{A}_{nj}(t) \) are correlated with the function \( \tilde{a}_{nj}(t-s) \) given by Eq. (B11).

Using the PM method the bath is Markovian, so that \( \tilde{a}_{nj}(t-s) \) is proportional to a delta function Eq. (B2).

Inserting Eq. (B2) into Eq. (C25) leads to
\[
\partial_t b_{nj}(t) = -i \Omega_{nj} b_{nj}(t) - \gamma_{nj} b_{nj}(t) - \frac{i}{\hbar} \tilde{A}_{nj}(t). \tag{C26}
\]

Integration of Eq. (C26) yields
\[
b_{nj}(t) = e^{-i \Omega_{nj} t - \gamma_{nj} t} b_{nj}(0)
- i \int_0^t ds e^{-i \Omega_{nj} (t-s) - \gamma_{nj} (t-s)} \tilde{A}_{nj}(s). \tag{C27}
\]

We now insert \( b_{nj}(t) \) Eq. (C27) into the correlation function
\[
\langle b_{nj}(t)b_{nj}^\dagger(s) \rangle_{T=0} = \langle 0 \mid b_{nj}(t)b_{nj}^\dagger(s) \mid 0 \rangle \tag{C28}
\]
and obtain (by separately considering the cases \( t < s \) and \( t > s \))
\[
\langle b_{nj}(t)b_{nj}^\dagger(s) \rangle_{T=0} = e^{-i \Omega_{nj} (t-s) - \gamma_{nj} |t-s|}. \tag{C29}
\]

Finally, Eq. (C29) together with the definition of \( B_{nj}(t) \) from Eq. (C7) and Eq. (C15) yields the result
\[
\beta_{nj}(t-s) = \sum_j \Gamma_{nj} e^{-i \Omega_{nj} (t-s) - \gamma_{nj} |t-s|}, \tag{C30}
\]
which is equal to the special bath correlation function \( \alpha_{nj}(t-s) \) given by Eq. (45) for the NMQSD approach.

Thus, we have shown that the absorption spectrum we obtain from the PM method of section [VI] is equal to the spectrum we get by using the NMQSD approach according to section [IV].
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