Non-Cooperative Indirect Energy Trading with Energy Storage Systems for Mitigation of Demand Response Participation Uncertainty
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Abstract: This work focuses on the demand response (DR) participation using the energy storage system (ESS). A probabilistic Gaussian mixture model based on market operating results Monte Carlo Simulation (MCS), is required to respond to an urgent DR signal. However, there is considerable uncertainty in DR forecasting, which occasionally fails to predict DR events. Because this failure is attributable to the intermittency of the DR signals, a non-cooperative game model that is useful for decision-making on DR participation is proposed. The game is conducted with each player holding a surplus of energy but incomplete information. Consequently, each player can share unused electricity during DR events, engaging in indirect energy trading (IET) under a non-cooperative game framework. The results of the game, the Nash equilibrium (N.E.), are verified using a case study with relevant analytical data from the campus of Gwangju Institute of Science and Technology (GIST) in Korea. The results of the case study show that IET is useful in mitigating the uncertainty of the DR program.
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1. Introduction

Advancements in technology are always accompanied by changes, and the energy arena is no exception. These changes, such as an increase in distributed energy resources and renewable energy (RE), introduced the concepts of transactive energy (TE) for effecting electricity democratization [1]. According to the GridWise Architecture Council, TE is “a set of economic and control mechanisms that allow the dynamic balance of supply and demand across the entire electrical infrastructure using value as a key operational parameter” [2]. Likewise, the use of RE is rapidly spreading in Korea following the Renewable Energy 3020 Plan, which was announced by the Ministry of Trade, Industry & Energy in 2017. The goal of this plan is to increase the capacity of RE by 20% of the total generation capacity by 2030; the current status of RE capacity in Korea is about 178 GW [3]. Under these conditions, flexible resources, such as Energy Storage Systems (ESS), high ramping rate generators, and demand response (DR) have become essential for handling the intermittency of RE generation. Among these candidates, DR can be deployed to handle this flexibility efficiently [4].

Generally, DR is divided into two parts: the first involves the use of tariffs and the other is operated as an incentive-based system [5]. Korea operates a DR market using some incentives, and this study will deal primarily with incentive-based DRs. Furthermore, there are two sub-programs in the DR market and they are operated for different purposes: the first is meant to reduce the system marginal price by replacing peak generation, and is referred to as economic DR. The other, reliability DR, is designed to secure reliable capacity for entire power systems, meaning that reliability DR can substitute other generators as needed. However, the operation performance of the DR market in
Korea remains unsatisfactory. By way of illustration, in 2018, seven DR dispatch signals were ignored, even though they satisfied the dispatch conditions. This uncertainty makes potential participants reluctant to join the market, and current market operation results show less activity than that observed last year [6]. However, global trends leave little doubt that DR is an indispensable resource. Accordingly, there are studies providing precedents for the use of DR in Korea [7–9]. Kang and Lee [7] studied the capacity for participation in the DR program in Korea. In [8,9] there are suggestions regarding the ESS algorithm needed for participation in the economic DR. However, this approach is very limited, and the effects of participation are minimal. Thus, this suggestion is unlikely to appeal to potential participants.

The Guide to the expression of Uncertainty in Measurement (GUM) is one of the well-established approaches toward evaluating the uncertainty problem [10]. However, GUM approach has some critical limitations [11] and as a way of overcoming the limitations of GUM, Monte Carlo Simulation (MCS) is being considered as an advanced approach toward evaluating uncertainty [11–14]. For this reason, MCS is used to handle uncertainty in the electric field [15–17]. In [15,16], MCS is used to deal with the uncertainty problem in DR, and Shi [17] estimated uncertainty from household energy data with MCS.

As rational decision-makers agree that game theory is a powerful mechanism for coping with complex interactions [18], this theory is a fitting approach to solving the many decision-making problems encountered in the power industry [19]. In fact, game theory is already used for decision-making processes in various fields in the power system. Prior work [20] suggests that game theory consists of two segments, the cooperative game and the non-cooperative game. A cooperative game is mainly used by groups of players to achieve shared joint objectives, and this game is applied in the power system to model allocations of shared energy [21–23]. In non-cooperative games, each self-regulating player makes its own determination and this may serve the interests of each player suitably [20]. This advantage supports the implementation of the non-cooperative game to model the interactions of the prosumer’s behavior [24–28]. Reference [24] introduces a non-cooperative game that shows the ESS scheduling pattern resulting from Nash equilibrium (N.E.). In addition, [25] uses the game to suggest purchasing strategies from a retailer’s perspective. Finally, other studies show that the non-cooperative game constitutes an effective method of handling DR decision-making [26–28]. These results support the notion that the non-cooperative game could provide a satisfactory way of responding to problems with DR.

An ESS algorithm for participating in economic DR is suggested in [8], but the results show that there is no economic rationale for participating in the DR with ESSs because of the low-level benefits of economic DR. Thus, this work proposes suggestions on ways to use the ESS to participate in a reliability DR program that ensures greater benefits exhibiting uncertainties. Furthermore, a non-cooperative game allowing the DR participants to use indirect energy trading (IET) to share surplus electricity and to decrease the uncertainties in the current DR conditions in Korea is described. As a result, the DR participation of ESS is profitable through IET.

2. Demand Response Participation of Buildings with ESS in South Korea

2.1. Demand Response in Korea

As mentioned earlier, the DR market is operated using two sub-programs. Unlike economic DR, which is operated on the principle of day-ahead bidding, reliability DR is operated on more of a real-time basis. For example, in reliability DR, the Korea Power Exchange (KPX) dispatches a signal to all participants one hour ahead of the projected need, and the participants must respond to the signal. Thus, predicting the dispatching of a signal is difficult and, because this uncertainty is directly related to the participants’ anticipated benefits, the uncertainty causes them to hesitate using their ESS to cooperate with the DR program [8]. Likewise, participants can receive two types of payments if they participate in the reliability DR. The first is based on actual performance, and the other is proportional to the register capacities, and is a type of capacity payment. However, if they fail to respond to a signal on more than three occasions in a year, they cannot receive any payment even when they
respond to the other signals. This response is calculated relative to the historical load data, which is called the Customer’s Base Line (CBL).

2.2. Operational Strategy of ESS for DR Participation

For the prediction of DR operations, we must consider two elements: the day on which the DR event occurs, and the time at which the DR signal is dispatched. There are a set of conditions that trigger a reliability DR dispatch, and they are related to demand level and supply reserve, so it is possible to predict the day of an upcoming dispatch to a certain extent by considering the demand and supply. Thus, we assume a prediction rate for the day of a DR event. Meanwhile, we can sample the DR event time by developing a probabilistic model based on performance results. Table 1 shows the operational results in the Korean DR market, which is used to construct a model that forecasts the time of the DR event.

| Table 1. Reliability DR operation results in Korea, in 12-month increments. |
|---------------------------------|-----------------|-----------------|-----------------|-----------------|-------|
| Year                            | 1st Year (14.12–15.11) | 2nd Year (15.12–16.11) | 3rd Year (16.12–17.11) | 4th Year (17.12–18.11) | Total |
| Total dispatch time [h]         | 8                | 9                | 14               | 30.5             | 61.5  |
| Average dispatch time (duration) [h] | 2.334            | 2.25             | 2.143            | 1.961            | 2.098 |
| Capacity [GW]                   | 2.44             | 3.27             | 4.35             | 4.12             | -     |

As shown in Table 1, the number of samples are insufficient, so we use Bayesian estimation to infer the probabilistic model because it is reliable even with small samples [29]. The estimated model is a Gaussian Mixture Model (GMM), and the appearance of the probability distribution function calculated from Equation (1) is as shown in Figure 1.

\[
\sigma(t) = 0.3449e^{-\frac{(t-9.895)^2}{0.8773^2}} + 0.2503e^{-\frac{(t-16.03)^2}{0.9101^2}} \tag{1}
\]

![Figure 1. Probabilistic model of reliability demand response (DR) prediction.](image)

The performance in a reliability DR call is calculated using the CBL, which is estimated by considering the average load profile during the five days before the signal is dispatched. Thus, the ESS operational strategy involves consideration of the time of the DR event, as well as the customer’s pattern of load in the CBL.

Consequently, two ESS scheduling patterns are suggested, and they are developed using the probabilistic model and the CBL. The ESS specifications are assumed to be 500 kWh capacity, with an 80% depth of discharge 80%; meaning that the lower limit of the ESS state of charge (SOC) is 10% and the upper limit is 90%. Moreover, the wear-out cost is not considered here. The first pattern is the probabilistic method; according to the probabilistic model (Figure 1); 10 a.m. has the highest
potential for the occurrence of a morning DR event, and 4 p.m. exhibits the highest potential for an event in the evening. As the probability of a DR event is relatively higher, if the ESS is expected to discharge relatively less power during this time, the remainder of the capacity can be used for DR situations. For example, if the ESS discharge pattern for a CBL is 40 kWh at 10 a.m., as shown in Figure 2, about 360 kWh can be used in a DR event, while approximately 350 kWh is available at 9 a.m. Thus, the high probability of a DR event leads to low discharge patterns for the CBL; Figure 2 confirms that the results reflect these expectations. Another method involves shutting down the ESS for five days before the CBL, it means there is no variation in ESS scheduling during five days. This strategy necessitates a participant to refrain from operating the ESS when a DR event day is predicted. In this case, the opportunity cost should be considered because the participants would have derived benefits from arbitrage if they had not chosen this method.

Figure 2. Energy Storage Systems (ESS) scheduling with Gaussian Mixture Model (GMM).

2.3. Uncertainty of DR Participation from Monte Carlo Simulation (MCS)

The operational results (Table 1) allow us to assume that every DR event will last for approximately two hours, and in the last year of the dataset, DR events were recorded for about 30 h. Therefore, we set a scenario wherein a DR signal occurred on 15 days during the year (Scenario 2 in Table 2). Furthermore, according to KPX (ISO in Korea), there is an upper bound on the total time of DR events equaling 60 h per year. Thus, a high frequency of DR signals would correspond to 25 days during a year, and a low frequency of DR signals would correspond to five days in a year, as seen for years 1–3 in Table 1. Furthermore, the DR event could be forecasted as mentioned earlier, so the ability to predict the day of a DR event is assumed to exhibit 50% accuracy. With these parameters, we generated 500,000 prediction profiles for each scenario, and the parameters are as shown in Table 2.

| Parameters                                      | Values |
|-------------------------------------------------|--------|
| DR event duration time [h]                      | 2      |
| Day of DR signal in scenario 1 [day/year]       | 5      |
| Day of DR signal in scenario 2 [day/year]       | 15     |
| Day of DR signal in scenario 3 [day/year]       | 25     |
| Prediction Probability of DR event day [%]      | 50     |

The uncertainty of DR participation means that DR participants will not receive payments because of non-compliance with the DR signal from failure of DR prediction. This is where the concept of marginal capacity, which is similar to the marginal generator in economic dispatch, is introduced. It means if the DR register capacity of ESS is slightly increased over the marginal capacity, the uncertainties of DR participation are dramatically increased. Figure 3 show this concept well.
Method 1 is showed in Figure 3a, and if participants participate in DR at 50% or 51% of their ESS capacity, the uncertainty is similar. However, if they choose the marginal capacity, which is 52% in method 1, their uncertainty jumps (yellow bar in Figure 3). Likewise, Figure 3b shows that the marginal capacity of method 2 is 72%. In scenario three, the meaning of marginal capacity is removed by the high uncertainty.

At this point, a trade-off relationship has occurred; if registered capacity is high, both benefits and uncertainty are high. Thus, we suggest three strategies for considering the trade-off relationship. The first one is a very conservative type. Although the marginal capacity of the method 1 is 52%, they participate with 30% of their ESS capacity, and there is a low uncertainty. The next strategy involves participating with 50% of ESS capacity, an amount close to the marginal capacity of method 1. Finally, an aggressive producer may choose the high risk-high return strategy of participating with 70% of ESS capacity, which is again close to the marginal capacity of method 2. The results of each strategy are conducted by MCS with 500,000 samples.

As Strategy 1 is the most conservative, its uncertainty is lowest; since Strategies 2 and 3 both operate close to the marginal capacity, their uncertainties are similar and high.

In summary, each participant can predict the DR event day on a yearly basis, and the three scenarios show the prediction results. Five days before the DR event, the participants control their ESS scheduling patterns to comply with their participation method. On the day of the DR event, they guess the DR event time by sampling from the GMM probabilistic model. If their predictions are correct, then their participation in the DR ends successfully. However, as the process of DR participation through ESS is based on a series of forecasts, the uncertainty from forecast failure is not negligible. Figure 4 shows the process of DR participation through the ESS.
3. Indirect Energy Trading with the Non-Cooperative Game

3.1. Indirect Energy Trading with Incomplete Information

The results of the suggested strategies exhibit relatively high uncertainties, except for the condition with rare DR signals (Scenario 1), and this shows that, if a DR event happens more frequently than is typical, a rational participant would choose Strategy 1. Even though the results could encourage producers to participate in the DR program with their ESS, it would not be especially tempting to participants in light of the high uncertainty.

Kim et al. [23] suggested that prosumers could trade their electricity in a microgrid (MG) under peer-to-peer (P2P) conditions. However, in the case of IET as suggested in this work, surplus electricity is only shared through ESS systems. Moreover, IET does not affect the utility or retailer, but only the distribution system. Thus, if the prosumers make reasonable payments to the distributed system operator, such as those for connection charges, IET could feasibly be profitable.

The IET is based on the game that is conducted by considering the needs of each player who complies with the DR signal. Furthermore, the DR prediction for each player will be different, so some participants whose prediction are accurate will profit by complying with the DR signal, and others will fail to respond. The object of the game is derived from this mismatch. A failing actor might want to obtain some surplus electricity from other players in order to comply with the DR signal, even though the price is a little high. In this manner, participants who predict the DR signal successfully will sell their unused electricity during the DR event if they have any extra electricity after responding to the DR signal. Success and failure rates would be comparable for participants.
whose prediction ability is equal. Thus, each participant would choose to play the game if it could reduce uncertainty, since that would ensure that total benefits are increased.

From an economic perspective, each DR participant becomes a prosumer who could be both seller and buyer, meaning that, if they need more electricity for their DR signal response, they will function as a buyer. In contrast, they will become a seller if they have surplus electricity. Thus, if the indirect trading fee is slightly higher than the retail price, IET becomes feasible from an economic standpoint. For example, if the prosumer could lessen the uncertainty of DR participation by participating in IET, and the entire expected payoff after IET is increased, they would gladly buy the electricity despite the slightly higher price. Likewise, when they become a seller, they are willing to participate in energy trading, as the price is higher than the retail price. In short, a rational player will participate in the energy trading game if the condition in Equation (2) is satisfied:

$$\pi_{DR, game} - C_{game} > \pi_{DR}$$

where $\pi_{DR, game}$ is the expected payoff with the game, $\pi_{DR}$ is the expected payoff without the game, and $C_{game}$ is the additional cost from participating in the game.

To sum up, an IET occurs when a DR signal is dispatched, where some participants are unlikely to respond to the DR. Furthermore, since each participant’s DR prediction success rate is assumed to be the same, each participant becomes either a buyer or a seller every time a DR event occurs. The overall schematic of the IET is illustrated in Figure 5, and the DR event $n$ is determined by the scenario. For example, $n = 5$ for scenario 1, $n = 15$ for scenario 2, and $n = 25$ for scenario 3.

![Figure 5. Schematic of Indirect Energy Trading.](image)

3.2. Non-Cooperative Game Framework

3.2.1. Components of the Non-Cooperative Game
In general, a game is made up of the set of players, the payoff, and the strategy. At first, DR participants will play this game to realize a better-than-expected payoff by decreasing the uncertainty of DR participation. Thus, the payoff for each player will be the incremental payoff for DR engagement. Finally, the strategy set is defined as \( s_i^m \), which means that player \( i \) will choose the strategy \( m \) (\( s \in S \)) and the strategy is related to the amount of the DR register capacity with the ESS.

3.2.2. Probability Distribution

For the game, we consider the scenario conditions for MC simulation noted as \( \sigma_d \), and the probability of the scenario is:

\[
\sum_d P(\sigma_d) = 1, \text{for } d = 1, 2, 3
\]  
(3)

As the game is incomplete, the player will choose a strategy without knowing the other players’ strategies and the strategic probability player \( i \) and \( j \) will choose each strategy \( m \) and \( n \) with scenario \( \sigma \) is defined as \( \psi_i^\sigma(m) \), \( \psi_j^\sigma(n) \) and the probability set is:

\[
\psi_i^\sigma = [\psi_i^\sigma(1), \psi_i^\sigma(2), \ldots, \psi_i^\sigma(m)]
\]  
(4)

\[
\psi_j^\sigma = [\psi_j^\sigma(1), \psi_j^\sigma(2), \ldots, \psi_j^\sigma(n)]
\]  
(5)

In addition, we define the strategy profile in which player \( i \) will choose strategy \( m \) and player \( j \) will choose strategy \( n \), regardless of the scenarios, and \( \eta_{mn} \) and \( \eta_{mm} \) are calculated as:

\[
\eta_{mn} = \sum_d P(\sigma_d) \psi_i^\sigma(m) \psi_j^\sigma(n),
\]  
(6)

where

\[
\sum_{m \in M} \eta_{mn} = 1
\]  
(7)

3.2.3. Expected Payoff

From the Probability Distribution, we can define the expected payoff function for each player when their strategy is \( m \) or \( n \), and this payoff function will be used to find the N.E.:

\[
E_{i}^\sigma = \sum_{n \in N} \vartheta_{im}^\sigma(n) \cdot B_i^\sigma(s_i^m, s_j^n)
\]  
(8)

where \( n \) is the other player’s strategy \( (n \in N) \). The conditional probability \( \vartheta_{im}^\sigma \) is defined for a player \( i \) using the strategy \( m \) and player \( j \) using the strategy \( n \):

\[
\vartheta_{im}^\sigma(n) = \text{prob}(s_i^m \mid s_j^n) = \frac{\eta_{mn}}{\sum_{n \in N} \eta_{mn}}
\]  
(9)

The conditional payoff of a player \( i \) is defined as \( B_i^\sigma \):

\[
B_i^\sigma(s_i^m, s_j^n) = \begin{bmatrix}
\varphi_{i,1,1}^\sigma & \varphi_{i,1,2}^\sigma & \cdots & \varphi_{i,1,m}^\sigma \\
\varphi_{i,2,1}^\sigma & \varphi_{i,2,2}^\sigma & \cdots & \varphi_{i,2,m}^\sigma \\
\vdots & \vdots & \ddots & \vdots \\
\varphi_{i,m,1}^\sigma & \varphi_{i,m,2}^\sigma & \cdots & \varphi_{i,m,m}^\sigma
\end{bmatrix}
\]  
(10)

where \( h_r^\sigma \) is the additional expected payoff resulting from participating in the game, and \( \varphi_{mn,\text{total}}^\sigma \) is the transaction fee resulting when player \( i \) buys from player \( j \). Similarly, \( \varphi_{mn,\text{total}}^\sigma \) is the transaction fee resulting when player \( i \) sells to player \( j \). Those fees should satisfy these constraints:

\[
\varphi_{mn,\text{total}}^\sigma + \varphi_{mn,\text{total}}^\sigma = 0
\]  
(11)

\[
\varphi_{mn,\text{total}}^\sigma = \sum_{d \in D} \sum_{t=1}^{24} \varphi_{mn,t}^\sigma
\]  
(12)

\[
\varphi_{mn,t}^\sigma = P_{mn,t}^\sigma(\delta_{1,\text{utility}} + \epsilon), \ \epsilon > 0
\]  
(13)

As two players incur the transaction fees, the total transaction fee should be zero, as shown by (11). Next, the total transaction fee should be the sum of transaction fees for total time periods and
DR event days (12). Finally, the transaction amount during a specific time slot should be determined by multiplying the amount of energy conveyed and the price at that time (13). $P_{mn,t}$ signifies the amount of energy traded in time slot $t$, and the price is slightly higher than is the retail price, $\delta_{\text{utility}}$, as mentioned in Section 3.1.

Likewise, we can find the expected payoff for player $j$ with strategy $n$ as:

$$EP_j^\sigma = \sum_{m \in M} \vartheta_j^\sigma(m) \cdot B_j^\sigma(s_j^n, s_l^m)$$  \hspace{1cm} (14)

where,

$$\vartheta_j^\sigma(m) = \text{prob}(s_l^m|s_j^n) = \frac{\eta_{mn}}{\sum_{m \in M} \eta_{mn}}$$ \hspace{1cm} (15)

$$B_j^\sigma(s_j^n, s_l^m) = \begin{bmatrix}
    b_{j,11}^\sigma + \varphi_{11,\text{total}}^\sigma - \varphi_{11,\text{total}}^\sigma \\
    \vdots \\
    b_{j,3n}^\sigma + \varphi_{3n,\text{total}}^\sigma - \varphi_{3n,\text{total}}^\sigma
\end{bmatrix}$$ \hspace{1cm} (16)

4. Case Study and Results

For the N.E. of the non-cooperative IET, consider that two players are under symmetric conditions for convenience. Furthermore, only three strategies are used (as described in Section 2.3), i.e., $m = n = 3$. The load data used are from buildings on the campus of Gwangju Institute of Science and Technology (GIST) in the Republic of Korea. The participation and settlement of the DR market are based on the electricity market rules of Korea [30].

Two players participate in the reliability DR program with 500 kWh ESS capabilities, and their uncertainty without the game is as shown in Table 3. Thus, the expected payoff without a non-cooperative game is calculated from the product of uncertainty and payments.

Table 3. Uncertainty determined for strategies 1–3.

| Frequency | Scenario 1 (rare) | Scenario 2 (average) | Scenario 3 (frequent) |
|-----------|------------------|----------------------|-----------------------|
| Strategy 1 (30%) | 0.011 | 0.227 | 0.535 |
| Strategy 2 (50%) | 0.156 | 0.862 | 0.988 |
| Strategy 3 (70%) | 0.157 | 0.862 | 0.992 |

As Strategy 3 did not allow operation of the ESS for five days before the DR signal was dispatched, opportunity costs should be considered. This means that, if it did not participate in the DR with its ESS, the producer will receive the opportunity costs through arbitrage. Thus, their expected payoff is negative for frequent DR signals with Scenario 3 because they did not operate their ESS in preparation for 25 days of DR events.

4.1. Simulation Condition and Expected Payoff

The probability of each scenario is assumed based on the operational results (Table 1), and each probability is:

$$P(\sigma_1) = 0.2, P(\sigma_2) = 0.6, P(\sigma_3) = 0.2$$ \hspace{1cm} (17)

From Equations (4), (5), (8), (10), (14), and (16), each player has equal probability conditions due to the symmetry:

$$\psi_i^\sigma = \psi_j^\sigma = \psi_{i,j}^\sigma$$ \hspace{1cm} (18)

$$B_i^\sigma = B_j^\sigma = B_{i,j}^\sigma$$ \hspace{1cm} (19)
Furthermore, the results of the case study (Table 4) show that if $\sigma = 1$, almost any player will choose Strategy 3 and, if $\sigma = 3$, almost any player will choose Strategy 1. However, the characteristics of the players also influence their strategy. For example, a conservative actor will prefer Strategy 1.

Table 4. Expected payoff for each strategy in the Korean Republic Won (KRW).

| Frequency | Scenario 1 (KRW) | Scenario 2 (KRW) | Scenario 3 (KRW) |
|-----------|-----------------|-----------------|-----------------|
| Strategy 1 | 5,035,314       | 3,939,188       | 2,369,467       |
| Strategy 2 | 7,168,387       | 1,175,245       | 101,870         |
| Strategy 3 | 9,217,954       | −1,032,858      | −4,443,921      |

Therefore, from two probability conditions, we can express $\eta_{mn}$ as:

$$\eta_{mn} = \begin{bmatrix} \eta_{11} & \eta_{12} & \eta_{13} \\ \eta_{21} & \eta_{22} & \eta_{23} \\ \eta_{31} & \eta_{32} & \eta_{33} \end{bmatrix} = \begin{bmatrix} 0.089 & 0.087 & 0.054 \\ 0.087 & 0.171 & 0.132 \\ 0.054 & 0.132 & 0.194 \end{bmatrix}$$

(24)

The conditional payoff can be obtained through MCS based on the assumed parameters.

$$B_{ij}^1 = \begin{bmatrix} 59,238 \\ 1,246,698 \\ 1,100,017 \end{bmatrix}$$

(25)

$$B_{ij}^2 = \begin{bmatrix} 1,000,316 \\ 6,445,572 \\ 6,301,467 \end{bmatrix}$$

(26)

$$B_{ij}^3 = \begin{bmatrix} 2,176,410 \\ 5,879,331 \\ 3,730,081 \end{bmatrix}$$

(27)

Finally, we can calculate the expected payoff for each player:

$$EP_{ij}^1 = \begin{bmatrix} 23,157 \\ 270,118 \\ 146,669 \end{bmatrix}$$

(28)

$$EP_{ij}^2 = \begin{bmatrix} 391,033 \\ 1,396,541 \\ 840,196 \end{bmatrix}$$

(29)

$$EP_{ij}^3 = \begin{bmatrix} 850,779 \\ 1,273,855 \\ 497,344 \end{bmatrix}$$

(30)

4.2. Results in Strategic Form for N.E.

As the game is symmetric for each player the results of each player is same, and the results of each scenario are showed in (28)-(30). Thus, we can generalize the results of each player’s expected payoff with a strategic game form.

Table 5. Results of the game with Scenario 1, Scenario 2, and Scenario 3.
Table 5 shows the expected payoffs for each strategy $s_i^\sigma$ of player $i$ and player $j$ for scenario $\sigma$, and results also show that the Nash equilibrium (N.E.) strategy is Strategy 2, and Table 6 shows the results of participating in indirect energy trading (IET).

| Player $j$ | $s_1^j$ (KRW) | $s_2^j$ (KRW) | $s_3^j$ (KRW) |
|-----------|----------------|----------------|----------------|
| $s_1^i$   | (23,157, 23,157) | (29,921, 270,118) | (30,470, 146,669) |
| $s_2^i$   | (270,118, 29,921) | (421,574, 421,574) | (299,486, 177,413) |
| $s_3^i$   | (146,669, 30,470) | (177,413, 299,486) | (48,626, 48,626) |

Table 6. Comparison of uncertainties.

| Frequency Capacity | Scenario 1 | Scenario 2 | Scenario 3 |
|--------------------|------------|------------|------------|
| Without IET        | 0.1556     | 0.8616     | 0.9880     |
| With IET           | 0.0240     | 0.3865     | 0.7370     |

Thus, we can derive the results of Tables 6 and 7 through the process of MCS. As MCS is a very effective tool for dealing with the uncertainty problem, we can confirm the validity of results in Tables 6 and 7 by reflecting the actual performance in Korea to the parameters assumed in MCS.

Table 7. Comparison of expected payoff.

| Frequency Capacity | Scenario 1 (KRW) | Scenario 2 (KRW) | Scenario 3 (KRW) |
|--------------------|------------------|------------------|------------------|
| Without IET        | 7,168,387        | 1,175,245        | 101,870          |
| With IET           | 8,285,459        | 5,208,124        | 2,232,660        |

The results show that participants could improve their expected payoff by participating in IET, and the results show reliability in decreasing uncertainty. The uncertainty is decreased by 0.1316, 0.4751, and 0.2510, respectively, for Scenarios 1–3, and these reductions are related to the amounts of the expected payoffs. The payoff shows the most significant rise in Scenario 2, which models the average situation in Korea, and the payoff increase is about 4,032,879 Korean Republic Won (KRW). Furthermore, the total increment in expected payoff resulting from IET is 7,280,741 KRW.

Thus, the proposed DR participation using ESS and IET methods as a valuable complement would be economically feasible under the DR market conditions in Korea, and could consequently help stimulate the DR market.

5. Conclusions

We have implemented the MCS technique to handle the uncertainty from randomness of DR dispatch. At first, we generated a probabilistic model to predict DR event times, and strategies were suggested for participation in DR using ESS. Proposed strategies are related to the CBL and the discharging pattern occurring before a DR event, and they utilize operational results. However, these
strategies, except for the first one, have relatively high uncertainties (Table 3) when DR events occur on more than 15 days during a year. A high level of uncertainty is inevitable because of the low DR prediction performance; owing to uncertainty, the potential DR participants are reluctant to participate in a DR program. Therefore, as an alternative to the relatively high uncertainty, the IET method is proposed to allow the sharing of the extra energy contained in ESS. IET was used with the partially symmetric non-cooperative game, meaning that each player is unaware of the other’s DR participation strategy or DR prediction success. Moreover, a case study based on the MCS was conducted with GIST building data and a set of reasonable starting assumptions. The results of the case study show that the uncertainty is effectively reduced by using the IET method, despite the poor DR prediction performance. Thus, prosumers can participate in the DR program with their ESS and via IET, even though they are unable to predict the occurrence of the DR event reliably. However, as IET is conducted under P2P conditions, further study on the operation of the P2P-based market in Korea should be undertaken.
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