LOCAL VECTOR MEASURES

CAMILLO BRENA AND NICOLA GIGLI

Abstract. Consider a BV function on a Riemannian manifold. What is its differential? And what about the Hessian of a convex function? These questions have clear answers in terms of (co)vector/matrix valued measures if the manifold is the Euclidean space. In more general curved contexts, the same objects can be perfectly understood via charts. However, charts are often unavailable in the less regular setting of metric geometry, where still the questions make sense.

In this paper we propose a way to deal with this sort of problems and, more generally, to give a meaning to a concept of ‘measure acting in duality with sections of a given bundle’, loosely speaking. Despite the generality, several classical results in measure theory like Riesz’s and Alexandrov’s theorems have a natural counterpart in this setting. Moreover, as we are going to discuss, the notions introduced here provide a unified framework for several key concepts in nonsmooth analysis that have been introduced more than two decades ago, such as: Ambrosio-Kirchheim’s metric currents, Cheeger’s Sobolev functions and Miranda’s BV functions.

Not surprisingly, the understanding of the structure of these objects improves with the regularity of the underlying space. We are particularly interested in the case of RCD spaces where, as we will argue, the regularity of several key measures of the type we study nicely matches the known regularity theory for vector fields, resulting in a very effective theory.

We expect that the notions developed here will help creating stronger links between differential calculus in Alexandrov spaces (based on Perelman’s DC charts) and in RCD ones (based on intrinsic tensor calculus).
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Introduction

This paper is about further developing differential calculus in the nonsmooth setting of metric (measure) spaces. The starting point is the paper [Gig14] of the second author, where the concept of $L^p(m)$-normed $L^\infty(m)$-module has been introduced as a means to interpret what $m$-a.e. defined
tensor fields should be on a given metric measure space \((X, d, m)\). A typical object that is well defined in such framework is that of differential \(df\) of a Sobolev function \(f \in W^{1,p}(X)\): shortly said, this is possible because such differential is, even in the smooth world, an a.e. defined 1-form.

Still, when taking distributional derivatives it might very well be that one ends up with objects more singular than these. Typical instances where this occurs are:

A) In dealing with the differential of a BV function.

B) In dealing with the Hessian of a convex function.

C) In dealing with the Ricci curvature tensor on RCD spaces: this is a sort of measure defined in duality with smooth vector fields whose properties are not yet well understood (see [Gig14, Section 3.6]).

In all these cases, the relevant concept should be something possibly concentrated on a negligible set: as such, the notion of \(L^p(m)\)-normed \(L^{\infty}(m)\)-modules does not really suffice. It is our goal here to propose a more general theory capable of dealing, in particular, with the cases above. As it will turn out, the framework we develop is fully compatible even with objects conceptually far from the examples mentioned, like metric currents as developed by Ambrosio-Kirchheim in [AK00].

The theory, as well as the manuscript, is divided in two parts: in the first we develop the concept of ‘local vector measure’ in the general setting of Polish spaces, while in the second we discuss how the general framework fits in the more regular environment of RCD spaces.

Polish theory. Measures are defined as functionals over other objects: either sets or functions or both. As such, if we want to give an abstract notion of ‘measure’ capable of giving a meaning to the examples above, we should at the same time be ready to specify the space of objects where it is acting. Example A) above is particularly illuminating: consider a BV function on a Riemannian manifold. Then its differential, whatever it is, should be something acting in duality with continuous vector fields; as such one should have at disposal such vector fields before defining the differential.

With this in mind, we build our theory by modelling it on the duality

\[
\{\text{functions in } C_b(X)\} \quad \text{in duality with} \quad \{\text{finite Radon measures on } X\}
\]

(for comparison, notice that the duality theory in [Gig14] was modelled upon the duality between \(L^p\)-functions and \(L^q\)-functions, \(\frac{1}{p} + \frac{1}{q} = 1\)).

We thus begin our presentation introducing the concept of ‘normed \(C_b(X)\)-module’ that aims at being an abstract version of the space of continuous (or, more generally, bounded) sections of a normed bundle. By definition, a normed \(C_b(X)\)-module is a normed space \((\mathcal{V}, \| \cdot \|)\) that is also a module over \(C_b(X)\) in the algebraic sense and for which the inequality

\[
\|f_1v_1 + \cdots + f_nv_n\| \leq \max_i \|f_i\|_\infty \|v_i\| \tag{0.1}
\]

holds for any \(n \in \mathbb{N}\) and choice of \(v_i \in \mathcal{V}\) and \(f_i \in C_b(X)\) with pairwise disjoint supports. The structure of \(C_b(X)\)-module gives the possibility of inspecting the ‘local behaviour’ of elements in \(\mathcal{V}\). For instance, for \(v \in \mathcal{V}\) and \(A \subseteq X\) open we can define the seminorm \(\|v\|_A\) of \(v\) in \(A\) as \(\sup \|fv\|\), the sup being taken among all \(f \in C_b(X)\) with support in \(A\) and norm bounded by 1. Then for \(C \subseteq X\) closed we say that the support of \(v\) is contained in \(C\) provided \(\|v\|_{|X\setminus C} = 0\). With these definitions it is easy to see that the compatibility condition (0.1) can be read as a way of saying that the norm of \(\mathcal{V}\) is a sort of ‘sup’ norm, as it implies that

\[
\|v_1 + \cdots + v_n\| = \max_i \|v_i\| \quad \text{provided the } v_i\text{'s have disjoint support}
\]

(here having disjoint supports means that there are disjoint closed sets \(C_i\) with \(\text{supp } v_i \subseteq C_i\)).

For example, even though for every metric measure space \((X, d, m)\) and \(p \in [1, \infty]\) the space \(L^p(X)\) is a module over \(C_b(X)\) in the algebraic sense, condition (0.1) only holds in the case \(p = \infty\).

Now recall that a vector measure on the topological dual \(\mathcal{V}'\) of \(\mathcal{V}\) as Banach space is a \(\sigma\)-additive function taking Borel subsets of \(X\) and returning functionals in \(\mathcal{V}'\). Then a local vector
measure defined on $\mathcal{V}$ (i.e. acting in duality with elements of $\mathcal{V}$) is a vector measure $\mathbf{N}$ on $\mathcal{V}'$ that is compatible with the module structure in the sense that
\[
\mathbf{N}(A)(v) = 0 \quad \forall A \subseteq X \text{ open and } v \in \mathcal{V} \text{ such that } \|v\|_A = 0. \tag{0.2}
\]
We refer to property (0.2) as ‘locality’ (or ‘weak locality’, to distinguish it from the stronger notion discussed below). The basic example here is: $\mathcal{V} := C_b(X)$, $\mu$ finite (possibly signed) Radon measure on $X$ and $\mathbf{N}$ given by the formula
\[
\mathbf{N}(B)(f) := \int_B f \, d\mu \quad \forall B \subseteq X \text{ Borel and } f \in C_b(X). \tag{0.3}
\]
Section 1.1 is devoted to the study of this sort of measures. Among others, a relevant result that we obtain is a rather abstract version of Riesz’s representation theorem, see Theorem 1.27. In the case of $X$ compact can be stated as: for any $F \in \mathcal{V}'$ there is a unique local vector measure $\mathbf{N}$ on $\mathcal{V}$ such that
\[
\mathbf{N}(X)(v) = F(v) \quad \forall v \in \mathcal{V}. \tag{0.3}
\]
Notice that in the case $\mathcal{V} = C(X)$ this easily reduces to the standard Riesz’s theorem. In the non-compact case we prove that for $F \in \mathcal{V}'$ there exists $\mathbf{N}$ as in (0.3) if and only if
\[
F(f_n, v) \to 0 \quad \forall v \in \mathcal{V} \text{ and } \{f_n\}_n \subseteq C_b(X) \text{ with } f_n(x) \downarrow 0 \text{ for any } x \in X. \tag{0.4}
\]
This is reminiscent of the analogue condition appearing in the study of Daniell’s integral.

Another relevant property of local vector measures concerns their total variation, that for a generic vector measure $\mathbf{N}$ on $\mathcal{V}'$ is defined as $|\mathbf{N}|(E) := \sup \sum_i \|\mathbf{N}(E_i)\|'$, the sup being taken among at most countable partitions of the Borel set $E$. As it turns out, for local vector measures the total variation is always finite and the identity
\[
|\mathbf{N}|(E) = \|\mathbf{N}(E)\|' \quad \forall E \subseteq X \text{ Borel}
\]
holds. In particular, $|\mathbf{N}|$ is always a Radon measure and it is therefore natural to ask whether any sort of polar decomposition is in place. As it turns out, this is always the case, meaning that for any local vector measure $\mathbf{N}$ there is a unique $L : X \to \mathcal{V}'$ such that
\[
\mathbf{N} = L|\mathbf{N}| \quad \text{in the sense that} \quad \mathbf{N}(B)(v) = \int_B L(x)(v) \, d|\mathbf{N}|(x) \quad \forall B \subseteq X \text{ Borel and } v \in \mathcal{V},
\]
and it holds $\|L(x)\|' = 1$ for $|\mathbf{N}|$-a.e. $x$ (see Proposition 1.21 for the precise formulation). The locality of $\mathbf{N}$ implies the following locality property of $L$:
\[
L(x)(v) = 0, \quad |\mathbf{N}| \text{-a.e. on } A \quad \forall A \subseteq X \text{ open such that } \|v\|_A = 0, \tag{0.5}
\]
that we can also interpret by saying that $L(x)(v)$ depends only on the germ of $v$ at $x$.

At this level of generality we cannot say much more than this, but still these concepts turn out to be flexible enough to be naturally compatible with various pre-existing notions in metric geometry. Given the conceptual proximity of the definition of $L^\infty$-module and $C_b$-module, it is not surprising that the notion of differential of a Sobolev function as given in [Gig14] can be reinterpreted in this framework (see Section 1.2.2). On the other hand, one thing that we gain from the studies conducted here, and that in fact motivates them, is the possibility to give a meaning to the differential $Df$ of a BV function $f$ on arbitrary metric measure spaces. This notion of differential comes with some non-trivial calculus rule, for instance the Leibniz formula
\[
D(fg) = gDf + fDg
\]
holds for any couple $f, g$ of bounded continuous functions of bounded variation (see Section 1.2.3).

As mentioned above, also the concept of metric current naturally fits in this framework, let us briefly mention how. By the definition and the results in [AK00], an $n$ current acts on the space
\[
\mathcal{D}^n(X) := C_b(X) \otimes \bigwedge^n \text{LIP}(X)
\]
whose elements are sums of objects formally written as $f \, d \varphi_1 \wedge \cdots \wedge d \varphi_n$. Thus, by also looking at the Euclidean case, it is natural to equip $\mathcal{D}^n(X)$ with the seminorm
\[ \|v\| := \sup_T \|v(T)\| \quad \text{for every } v \in \mathcal{D}^n(X) \]
where the supremum is taken among all currents $T$ with $\|T\|_{AK}(X) \leq 1$ (here $\|T\|_{AK}$ is the mass of the current as defined in [AK00]). Then, tautologically, an $n$ current $T$ can be seen as an element of $\mathcal{D}^n(X)'$ and the theories in [AK00] and in here quite nicely match, meaning that:

- The results in [AK00] show that $\mathcal{D}^n(X)'$ can naturally be equipped with the structure of a normed $C_b(X)$-module.

- An $n$ current $T$ always satisfies (0.4) when seen as element of $\mathcal{D}^n(X)'$ and thus it induces a unique local vector measure $N_T$ on $\mathcal{D}^n(X)$. Also, the total variation $|N_T|$ of $N_T$ as defined above coincides with the mass $\|T\|_{AK}$ of $T$ as introduced in [AK00].

- The map sending $(f \, d \varphi_1 \wedge \cdots \wedge d \varphi_n, g \, d \psi_1 \wedge \cdots \wedge d \psi_m)$ to $f \, g \, d \varphi_1 \wedge \cdots \wedge d \varphi_n \wedge d \psi_1 \wedge \cdots \wedge d \psi_m$ induces a unique bilinear and continuous map from $\mathcal{D}^n(X) \times \mathcal{D}^m(X)$ to $\mathcal{D}^{n+m}(X)$ of norm $\leq 1$.

- In particular, the collection of normed $C_b(X)$-modules $\{\mathcal{D}^n(X)\}_{n \in \mathbb{N}}$ possesses a natural algebra structure and - reading in this language some of the results in [AK00] - we see that the ‘differentiation’ map $\text{LIP}(X) \ni f \mapsto 1 \, df \in \mathcal{D}^1(X)$ satisfies Leibniz and chain rules and it is closed in a natural sense.

See Section 1.2.1.

The concept of locality as expressed in (0.2) and in (0.5) is the most we can expect for local vector measures defined on arbitrary $C_b(X)$-modules. It is so because, in some sense, for an element of such a module we are capable of saying whether it is 0 on an open set, but we cannot give a reasonable meaning to it being 0 on a Borel set. Still, in many practical situations a relevant normed $C_b(X)$-module $\mathcal{V}$ is given as suitable space of bounded elements of a larger $L^p(\mathbb{m})$-normed $L^\infty(\mathbb{m})$-module $\mathcal{M}$ equipped with the norm
\[ \|v\| := \|v\|_{L^\infty(\mathbb{m})} \quad \forall v \in \mathcal{V}. \]
If this is the case it is important to understand how the structure of $L^\infty(\mathbb{m})$-module and that of local vector measures on $\mathcal{V}$ interact. We are going to see in Section 1.2.4 that a local vector measure $\mathcal{N}$ on such a module $\mathcal{V}$ with $|\mathcal{N}| < \mathbb{m}$ satisfies the stronger locality property
\[ \mathcal{N}(B)(v) = 0 \quad \forall B \subseteq X \text{ Borel and } v \in \mathcal{V} \text{ such that } |v| = 0 \text{ m-a.e. on } B \]
if and only if there is an element $M_\mathcal{N} \in \mathcal{M}^*$ (the dual in the sense of modules) with $|M_\mathcal{N}| = 1$ $|\mathcal{N}|$-a.e. such that
\[ L_\mathcal{N}(v) = M_\mathcal{N}(v) \quad |\mathcal{N}|\text{-a.e.} \quad \forall v \in \mathcal{V}. \]
We shall call measures of this kind strongly local measures. Notice that if $\mathcal{M}$ is an Hilbert module, then the writing above (and Riesz’s theorem for Hilbert modules) means that we can represent a strongly local measure $\mathcal{N}$ as $v|\mathcal{N}|$ for some $v \in \mathcal{M}$ with $|v| = 1$ $|\mathcal{N}|$-a.e., i.e. that
\[ \mathcal{N}(B)(v) = \int_B v \cdot v \, d|\mathcal{N}|. \]
This closely corresponds to the usual intuition that wants a ‘vector valued measure’ to be writable via polar decomposition as its mass times a vector field of norm 1.

RCD theory. In this part of the paper we focus the attention on RCD spaces, whose study actually motivated this manuscript: here the starting observation is about a ‘coincidence’ occurring when handling certain non-smooth objects. It is indeed the case that:

- In all of the three examples mentioned at the beginning of the introduction, the measure does not see sets of null 2-capacity: this is easily seen for Examples A and B at least if the underlying space is the Euclidean one, for the Ricci curvature tensor on RCD spaces we refer to [Gig14]. To be more concrete: the polar decomposition of the differential $Df$ of a real valued BV function on the Euclidean space takes the form $v |Df|$ for some Borel vector field $v$ of norm 1 $|Df|$-a.e. and some non-negative Radon measure $|Df|$ giving 0 mass to
sets of null 2-capacity. Notice that in fact the total variation measure of a function of bounded variation is well defined on arbitrary metric measure spaces [Mir03] and does not see sets of null 2-capacity [BG22].

- On RCD spaces vector fields can be defined up to sets of null 2-capacity (unlike general metric measure spaces, where they typically are only defined up to sets of measure zero - at least in the axiomatization proposed in [Gig14]). More precisely, the analysis carried out in [DGP20] shows that Sobolev vector fields have a unique ‘quasi-continuous representative’ defined up to sets of null 2-capacity: the analogy here is with the well known case of Sobolev functions, but in this case all the concepts are built upon functional analytic foundation, as no topology on the tangent module is given, so one cannot speak of continuity of vector fields in the classical sense.

The coincidence is in the fact that the best known regularity for vector fields matches the known regularity for the relevant (mass of the) measure, suggesting the existence of a good duality theory. Of course, we don’t think this is a coincidence at all, but rather an instance of the not infrequent phenomenon that sees the presence of solid analytic foundations for geometrically relevant objects.

This second part of the work is devoted to exploring the generalities of the theory in this setting and to tailoring it to the study of the differential of BV functions. In particular we shall mostly rely on the concept of strongly local measure discussed in Section 1.2.4. We cover also the case of vector valued BV functions, that presents additional difficulties and seems intractable over general metric measure spaces. The outcome of the analysis is that such distributional differential $Df$ can always be represented as $\nu[Df]$, where $\nu$ is a suitable quasi-continuous vector field of norm 1 $|Df|$-a.e. and $|Df|$ is the classical total variation measure of $f$ as introduced in [Mir03], at least in the scalar case. This description, finer than the one available on arbitrary spaces, is consistent with all the recent fine calculus tools and integration by parts developed on finite dimensional RCD spaces. For instance, the Gauss-Green formula established in [BPS22] can now be interpreted as the representation, in the sense above, of the distributional differential of the characteristic function of a set of finite perimeter. In this sense also the Leibniz rule for the product of two bounded (but not necessarily continuous) BV functions recently obtained in [BG22] naturally fits in this framework, meaning that we have

$$D(fg) = fDg + gDf, \quad \forall f \in BV(X) \cap L^\infty(X),$$

where $\bar{f} := \frac{\nu[Df]}{|Df|}$ is the precise representative of $f$ (here $f^{\vee}(x) := \text{ap lim sup}_{y \rightarrow x} f(y)$ and $f^{\wedge}(x) := \text{ap lim inf}_{y \rightarrow x} f(y)$, see (2.14)), similarly for $g$ and the differentials are defined as strongly local vector measures in the sense discussed here. We recall this fact in Proposition 2.19.

In this manuscript we are not going to study the Hessian of convex functions and the Ricci curvature tensor: this will be the main goal of an upcoming paper.

**Acknowledgments.** The first author acknowledges the support of the PRIN 2017 project ‘Gradient flows, Optimal Transport and Metric Measure Structures’.

1. **The theory for Polish spaces**

1.1. **Definitions and results.** In the first part of this note, our framework is a Polish space $(X, \tau)$, which means that there exists a distance $d : X \times X \to \mathbb{R}$ inducing the topology $\tau$ and such that $(X, d)$ is a complete and separable metric space. For simplicity of exposition, we fix such distance $d$ and hence we will often consider the Polish space $(X, \tau)$ as the complete and separable metric space $(X, d)$. We point out that for what concerns this part of the work, the choice of the distance is immaterial and what is important is the topology $\tau$. However, having a fixed distance is natural if one reads the first part of the work in perspective of the second part, where we will work with metric measure spaces, which are triplets $(X, d, m)$ where $(X, d)$ is a complete separable distance on $X$ and $m$ is a Borel measure, finite on balls.

We denote the Borel $\sigma$-algebra of $X$ by $\mathcal{B}(X)$ and we adopt the standard notation for the various function spaces.
In the following definition, we introduce the concept of normed $C_b(X)$-module. Recall that from the algebraic perspective there is a well defined concept of module over the commutative ring with unity $C_b(X)$, it being a commutative group with unity $\mathcal{V}$ equipped with an operation $\cdot : C_b(X) \times \mathcal{V} \rightarrow \mathcal{V}$ satisfying

$$
\begin{align*}
  f \cdot (v + w) &= f \cdot v + f \cdot w, \\
  (f + g) \cdot v &= f \cdot v + g \cdot v, \\
  (fg) \cdot v &= f \cdot (g \cdot v), \\
  1 \cdot v &= v,
\end{align*}
$$

for any $f, g \in C_b(X)$ and $v, w \in \mathcal{V}$. Here 1 is the multiplicative identity of $C_b(X)$, i.e. the function identically equal to 1. In what follow we shall omit the ‘dot’ and write the product of $f$ and $v$ simply as $fv$.

The space $C_b(X)$ is also a Banach space when equipped with its natural ‘sup’ norm $\| \cdot \|_{\infty}$. We shall then consider normed spaces that are also modules over $C_b(X)$ in the algebraic sense and for which a certain compatibility between the normed and algebraic structure is present:

**Definition 1.1 (Normed $C_b(X)$-modules).** Let $(\mathcal{V}, \| \cdot \|)$ be a normed space that is also a module over the ring $C_b(X)$ in the algebraic sense. We say that $(\mathcal{V}, \| \cdot \|)$ is a normed $C_b(X)$-module if

$$
\| f_1 v_1 + \cdots + f_n v_n \| \leq \max_i \| f_i \|_{\infty} \max_i \| v_i \|,
$$

(1.1)

whenever $\{ f_i \}_{i=1,\ldots,n} \subseteq C_b(X)$ have pairwise disjoint supports and $\{ v_i \}_{i=1,\ldots,n} \subseteq \mathcal{V}$.

Even though the expression ‘normed $C_b(X)$-module’ has an algebraic meaning (i.e. a normed vector space that is also a module over $C_b(X)$), in what follows when we write ‘normed $C_b(X)$-module’, we always refer to the notion introduced in the definition above.

Simple examples of normed $C_b(X)$-modules are:

- The space $(C_b(X), \| \cdot \|_{\infty})$ itself.
- Let $(X, d, m)$ be a metric measure space and $\mathcal{M}$ a $L^0(m)$-normed $L^0(m)$-module. Then any subspace $\mathcal{V}$ of $\mathcal{M}$ closed under multiplication by $C_b(X)$ and made of elements with pointwise norm in $L^\infty(m)$ is a normed $C_b(X)$-module once endowed with the norm $\| \cdot \|_{L^\infty(m)}$.

Here are two simple consequences of our standing assumptions for $C_b(X)$-modules that we are going to use with no reference.

**Remark 1.2.** The following properties hold:

1. If $f(x) = \lambda \in \mathbb{R}$ for every $x \in X$, then $fv = \lambda v$ for every $v \in \mathcal{V}$. Indeed, this holds for $\lambda = 1$ by the algebraic definition of module, then extends to $\lambda \in \mathbb{Q}$ by algebra and then to $\lambda \in \mathbb{R}$, by the continuity granted by (1.1);
2. If $\{ f_i \}_{i=1,\ldots,n} \subseteq C_b(X)$ have pairwise disjoint support and $\{ v_i \}_{i=1,\ldots,n} \subseteq \mathcal{V}$, then

$$
\| f_1 v_1 + \cdots + f_n v_n \| \leq \max_i (\| f_i \|_{\infty} \| v_i \|).
$$

To show this, just divide each non zero $f_i$ by $\| f_i \|_{\infty}$ and multiply each $v_i$ by the same quantity.

Occasionally we shall consider modules over appropriate subrings of $C_b(X)$:

**Definition 1.3 (Normed $\mathcal{R}$-modules).** Let $\mathcal{R} \subseteq C_b(X)$ be a subring (hence, contains the unity). We say that $\mathcal{R}$ approximates open sets if $\mathcal{R}$ is a lattice closed under multiplication by constant functions and such that for every open subset $A \subseteq X$, there exists a sequence $\{ f_k \}_{k} \subseteq \mathcal{R}$ such that $f_k(x) \nearrow \chi_A(x)$ for every $x \in X$.

A normed $\mathcal{R}$-module is a normed vector space $(\mathcal{V}, \| \cdot \|)$ that is also a module over $\mathcal{R}$ in the algebraic sense such that property (1.1) holds for any $\{ v_i \}_{i=1,\ldots,n} \subseteq \mathcal{V}$ and $\{ f_i \}_{i=1,\ldots,n} \subseteq \mathcal{R}$ with pairwise disjoint supports.

When speaking about normed $\mathcal{R}$-modules we shall always refer to this sort of structure and always assume that $\mathcal{R}$ approximates open sets.
Definition 1.7. Let \( \mathcal{R} \subseteq C_0(X) \) that approximates open sets and let \( A \subseteq X \) open. Then:

1. by the lattice property of \( \mathcal{R} \) we can find \( \{f_k\}_k \subseteq \mathcal{R} \) such that \( f_k(x) \nearrow \chi_A(x) \) for every \( x \in X \) and also \( f_k(x) \in [0,1] \) for every \( x \in X \) and \( k \in \mathbb{N} \). Also, we can assume that \( \text{supp} f_k \subseteq A \) for every \( k \), using again the properties of \( \mathcal{R} \);
2. if \( K \subseteq A \) is compact, we can modify \( \{f_k\}_k \), still remaining in \( \mathcal{R} \), in such a way that, in addition to the properties stated in (1), it holds that for every \( k \in \mathbb{N} \) \( f_k = 1 \) on a neighbourhood of \( K \). This is due to Dini’s monotone convergence Theorem and the lattice property of \( \mathcal{R} \). In particular we have

Let \( K \subseteq X \) compact and \( A \subseteq X \) open with \( K \subseteq A \). Then there exists a function
\[
\varphi \in \mathcal{R} \text{ valued in } [0,1] \text{ such that } \varphi = 1 \text{ on a neighbourhood of } K \text{ and supp } \varphi \subseteq A. \tag{1.2}
\]

(3) For every \( f \in C_0(X) \) there exists a sequence \( \{f_n\}_n \subseteq \mathcal{R} \) with \( f_n \searrow f \). Notice that by Dini’s monotone convergence Theorem, this approximation is uniform on compact sets.

Indeed, take \( f \in C_0(X) \), say \( f(x) \in [0,1] \) for every \( x \in X \). Take \( k \in \mathbb{N} \). For every \( j = 0, \ldots, k-1 \), consider a sequence \( \{\chi_{j,k}^n\}_n \subseteq \mathcal{R} \) taking values in \( [0,1] \) and such that \( \chi_{j,k}^n \searrow \chi(j>\frac{2^j}{2^k}) \); then let
\[
g_k^n := \frac{1}{k} \sum_{j=0}^{k-1} \chi_{j,k}^n \in \mathcal{R}. \]

Notice that \( g_k^n \leq f \) for every \( k, n \), then let \( (n_i, k_i)_{i \in \mathbb{N}} \) be an enumeration of \( \mathbb{N}^2 \) and, finally, set \( f_0 := 0 \) and for \( i \geq 1 \), \( f_i := g_{k_i}^{n_i} \vee f_{i-1} \). It is easy to verify that \( \{f_i\}_i \subseteq \mathcal{R} \) provides a suitable approximating sequence.

We recall that functions in \( C_0(X) \) have the following separation property, stronger than (1.2):

Let \( C \subseteq X \) closed and \( A \subseteq X \) open with \( C \subseteq A \). Then there exists a function
\[
\varphi \in C_0(X) \text{ valued in } [0,1] \text{ such that } \varphi = 1 \text{ on a neighbourhood of } C \text{ and supp } \varphi \subseteq A. \tag{1.3}
\]

This is an instance of Urysohn’s lemma in the normal space \((X, \tau)\). More concretely, using the distance \( d \) we can post-compose the function \( \frac{d(\cdot, X \setminus A)}{d(\cdot, X \setminus A) + d(\cdot, A)} \) with a continuous function \( \psi : \mathbb{R} \rightarrow [0,1] \) identically 1 on a neighbourhood of 1 and identically 0 on a neighbourhood of 0.

The presence of both a norm and a product with functions allows to localize the concept of norm and to give some notion of ‘support’ as follows:

Definition 1.6 (Local seminorms). Let \( \mathcal{V} \) be a normed \( \mathcal{R} \)-module. Then for \( A \subseteq X \) open and \( v \in \mathcal{V} \), we define
\[
\|v\|_A := \sup \{ \|fv\| : f \in \mathcal{R}, \text{ supp } f \subseteq A \text{ and } \|f\|_{\infty} \leq 1 \}.
\]

Then define the germ seminorm of \( v \), \( \|v\|_g : X \rightarrow \mathbb{R} \), by
\[
\|v\|_g(x) := \inf_A \|v\|_A,
\]

where the infimum is taken among all open neighbourhoods of \( x \).

Definition 1.7 (‘Supports’). Let \( \mathcal{V} \) be a normed \( \mathcal{R} \)-module. Then for \( C \subseteq X \) closed and \( v \in \mathcal{V} \) we say \( \text{supp } v \subseteq C \) provided \( \|v\|_{X \setminus C} = 0 \).

More generally, for \( B \subseteq X \) Borel we say that \( \text{supp } v \subseteq B \) provided \( \text{supp } v \subseteq C \) for some \( C \subseteq B \) closed.

Let us collect few simple properties of these definitions:
The concepts of local seminorm, germ seminorm and support all depend also on the ring \( \mathcal{R} \), so that if \( \mathcal{V} \) is both a normed \( \mathcal{R} \)-module and \( \mathcal{R}' \)-module, then the associated notions of seminorm and support may depend on which ring we are using in the definitions above. Nevertheless, this will not make much difference when considering local vector measures, see Remark 1.23.

(2) For every \( A \subseteq X \) open and \( x \in X \) both \( \| \cdot \|_A \) and \( | \cdot |_g(x) \) are seminorms on \( \mathcal{V} \).

(3) If \( \{x_n\} \) is converging to \( x \), then eventually \( x_n \) belongs to any given neighbourhood of \( x \), hence

\[
|v|_g(x) := \inf_A \|v\|_A \geq \inf_A \limsup_n \|v|_g(x_n) = \limsup_n \|v|_g(x_n).
\]

Thus \( |v|_g \) is upper semicontinuous, hence Borel measurable.

(4) For every \( \varphi \in \mathcal{R} \), \( v \in \mathcal{V} \) we have

\[
|\varphi v|_g = |\varphi| |v|_g \quad \text{on } X.
\]  
(1.4)

To see this, let \( \varepsilon > 0 \), \( x \in X \) and \( A \subseteq X \) be an open neighbourhood of \( x \) so small that \( \|v\|_A \leq |v|_g(x) + \varepsilon \) and \( |\varphi - \varphi(x)| \leq \varepsilon \) on \( A \). Then letting \( f \) vary in the set of functions in \( \mathcal{R} \) with support in \( A \) we get

\[
\|\varphi v\|_A = \sup_f \|f v\| \leq \sup_f \left( \|(\varphi - \varphi(x)) f v\| + |\varphi(x)| \|f v\| \right) \leq \varepsilon \|v\| + |\varphi(x)| \|v\|_A,
\]

where in the last inequality we used the fact that \( \|\varphi - \varphi(x)\|_A \leq \varepsilon \) and the compatibility condition (1.1). This proves \( \leq \) in (1.4). The opposite inequality follows along the same lines starting from \( \|f v\| \geq -\|\varphi - \varphi(x)\| f v\| + |\varphi(x)| \|f v\| \).

(5) A direct consequence of Definition 1.7 is that

\[
supp v \subseteq B \quad \Rightarrow \quad supp (\varphi v) \subseteq supp \varphi \cap B.
\]  
(1.5)

Indeed the inclusion \( supp (\varphi v) \subseteq B \) is obvious from the definition. On the other hand, for any \( f \in \mathcal{R} \) with \( supp f \subseteq X \setminus supp \varphi \) we have \( f(\varphi v) = 0 \), which is the same as to say \( \|\varphi v\|_{X \setminus supp \varphi} = 0 \).

(6) The inclusion (1.5) gives

\[
f \in \mathcal{R} \quad \text{and} \quad supp v \subseteq \{\text{interior of } \{f = 1\}\} \quad \Rightarrow \quad f v = v.
\]  
(1.6)

Indeed, the conclusion is equivalent to \( (1-f)v = 0 \), i.e. to \( supp ((1-f)v) = \emptyset \). Now let \( C \subseteq \{\text{interior of } \{f = 1\}\} \) be closed such that \( supp v \subseteq C \), notice that \( C \cap supp (1-f) = 0 \) and conclude by (1.5).

(7) If \( \mathcal{V} \) is a normed \( C_b(X) \)-module (i.e. if \( \mathcal{R} = C_b(X) \)) we have

\[
\{v_i\}_{i=1,\ldots,n} \subseteq \mathcal{V} \quad \text{with disjoint supports} \quad \Rightarrow \quad \|v_1 + \cdots + v_n\| = \max_i \|v_i\|,
\]

where having disjoint supports means that there are pairwise disjoint closed sets \( C_i \) such that \( supp v_i \subseteq C_i \) for every \( i \).

Indeed, we use the metric \( d \) to see that \( (X, \tau) \) is normal, and hence find (iteratively) \( A_1, \ldots, A_n \) open and pairwise disjoint such that \( C_i \subseteq A_i \) for every \( i \). Then, take \( f_i \) for \( C_i \subseteq A_i \) as in (1.3) and use (1.1) to conclude that \( \leq \) holds in (1.7). On the other hand, with this choice of functions \( f_i \) we see that (1.5) and (1.6) imply \( f_j \sum_i v_i = v_j \) and therefore \( \|v_j\| \leq \|f_j\|_{\sup} \sum_i \|v_i\| \) by (1.1) (applied with \( n = 1 \)).

(8) Definition 1.7 does not identify the support of an element of \( \mathcal{V} \) as a subset of \( X \), but rather defines when an element of \( \mathcal{V} \) has support contained in a set. It is tempting to set

\[
supp v := \{|v|_g > 0\}.
\]  
(1.8)

The problem with this definition is that it might be that

\[
\|v\|_{X \setminus supp v} > 0,
\]  
(1.9)

which violates the intuitive idea behind concept of support and of locality of the norm, see Example 1.8.

Nevertheless, we point out that on one hand that in all the practical examples we have in mind, the definition of support as in (1.8) works as well as the one in Definition 1.7.
and on the other that in order for an example like the one below one needs $X$ to be non compact and to use some version of the Axiom of Choice strictly stronger than the Axiom of Countable Dependent choice.

**Example 1.8.** Let $X := \mathbb{N}$ be endowed with the compete and separable distance $d(n, m) := 1 - \delta^m_n$, notice that $C_b(X) = \ell^\infty$ and let $\mathcal{V} := C_b(X)' = (\ell^\infty)'$. It is readily verified that the natural product operation defined as $f \cdot L(g) := L(fg)$ for any $L \in \mathcal{V}$, $f, g \in \ell^\infty = C_b(X)$ endow $\mathcal{V}$ with the structure of normed $C_b(X)$-module.

Let $W \subseteq \ell^\infty$ the subspace of sequences having limit and $L \in \mathcal{V}$ be an element of the dual of $C_b(X)$ that is obtained by extending - via Hahn-Banach - the functional that associates to $f \in W$ its limit.

We claim that $L \mid g(x) = 0 \quad \forall x \in X$. (1.10)

Indeed, since the singleton $\{x\}$ is open, it is sufficient to prove that $f \cdot L = 0$ for every $f \in \ell^\infty$ that is identically 0 outside $\{x\}$. But this is trivial by definition of product, because for any such $f$ and any $g \in \ell^\infty$ we have $fg \in W$ with limit 0, hence $f \cdot L(g) = 0$ proving our claim (1.10).

It follows that the support as defined in (1.8) is empty and thus, since clearly $L \neq 0$, that (1.9) holds.

Let now $(\mathcal{V}', \| \cdot \|')$ denote the dual space of $(\mathcal{V}, \| \cdot \|)$ (as normed vector space). It is well known that $(\mathcal{V}', \| \cdot \|')$ is a Banach space.

We recall now the definition of $(\sigma$-additive) vector valued measure, see e.g. [DU77, Chapters 1 and 2].

**Definition 1.9.** A $\mathcal{V}'$-valued measure is a map

$$N : \mathcal{B}(X) \to \mathcal{V}'$$

that is $\sigma$-additive, in the sense that if $\{A_k\}_{k \in \mathbb{N}}$ is a sequence of pairwise disjoint sets in $\mathcal{B}(X)$, then

$$N \left( \bigcup_k A_k \right) = \sum_k N(A_k),$$

where the convergence of the series has to be understood as convergence in norm in $\mathcal{V}'$.

Notice that in particular the convergence of the series in the above equation is unconditional i.e. it is independent of the ordering of the terms.

In this paper we are concerned with a particular type of such measures, where the measure and the module structure interact in the following way:

**Definition 1.10 (Local vector measures).** Let $\mathcal{V}$ be a normed $\mathbb{R}$-module. A local vector measure defined on $\mathcal{V}$ is a $\mathcal{V}'$-valued measure $N : \mathcal{B}(X) \to \mathcal{V}'$ that is weakly local, in the sense that

$$N(A)(v) = 0 \quad \text{for every } A \subseteq X \text{ open and } v \in \mathcal{V} \text{ such that } \|v\|_A = 0.$$

We denote the set of such local vector measures by $\mathcal{M}_\mathcal{V}$.

In what follows, we are going to consider local vector measures defined on the space $\mathcal{V}$ fixed, unless it is specified otherwise. Notice that one may always assume that $\mathcal{V}$ is complete, as the dual of the completion coincides with $\mathcal{V}'$, the completion naturally carries the structure of normed $C_b(X)$-module and such structure remains compatible with the weak locality imposed above.

If $N$ is a local vector measure and $v \in \mathcal{V}$, we will often consider the finite signed Borel measure

$$v \cdot N := N(\cdot)(v).$$

By the the regularity of $v \cdot N$ it trivially follows that

$$A \subseteq X \text{ open, } B \subseteq A \text{ Borel, } \|v\|_A = 0 \quad \Rightarrow \quad N(B)(v) = 0$$

(1.11)

and this further implies that

$$\text{supp } v \subseteq B \subseteq B' \text{ with } B, B' \subseteq X \text{ Borel} \quad \Rightarrow \quad N(B)(v) = N(B')(v).$$

(1.12)
Indeed, for $C \subseteq B$ closed such that $\text{supp} \, v \subseteq C$ we have $\|v\|_{\mathcal{X}\backslash C} = 0$. Since $\mathcal{X} \backslash C$ is open, the weak locality of $\mathcal{N}$ gives $\mathcal{N}(\mathcal{X} \backslash C)(v) = 0$ and thus (1.11) and the trivial inclusion $\mathcal{B}' \backslash B \subseteq \mathcal{X} \backslash C$ imply (1.12).

We also notice that for $B \subseteq \mathcal{X}$ Borel, $w \in \mathcal{V}$ and $f \in \mathcal{R}$ equal to 1 on an open neighbourhood $A$ of $B$, we have $\|(1 - f)w\|_A = 0$ and thus $\mathcal{N}(A)(fw) = \mathcal{N}(A)(w)$ by weak locality. Hence (1.11) gives

$$\mathcal{N}(B)(w) = \mathcal{N}(B)(fw). \quad (1.13)$$

We recall the definition of total variation of a vector valued measure, that we are going to use specialized to the case of local vector measures.

**Definition 1.11.** Let $\mathcal{V}$ be a normed $\mathcal{R}$-module and $\mathcal{N}$ be a $\mathcal{V}'$-valued measure. Its total variation is the (countably additive) extended real valued Borel measure defined by

$$|\mathcal{N}|(E) := \sup_{\pi} \sum_{A \in \pi} |\mathcal{N}(A)|',$$

where the supremum is taken over all finite Borel partitions $\pi$ of $E$. If $|\mathcal{N}|(X) < \infty$, we say that $\mathcal{N}$ has bounded variation.

We will see with the following Proposition 1.14 that the local vector measures we have just defined have automatically bounded variation. From the definition of total variation, it immediately follows

$$|\mathcal{N}(E)(v)| \leq |\mathcal{N}|(E)||v|| \quad \text{for every } E \text{ Borel and } v \in \mathcal{V}. \quad (1.14)$$

**Remark 1.12.** We remark that there is no effort in taking the (measure theoretic) completion of $\mathcal{N}$, defining it to be $0$ on all the subsets of $|\mathcal{N}|$-negligible sets. Therefore, if we write $\mathcal{N} := \{Z \subseteq \mathcal{X} : \text{there exists } Z' \subseteq \mathcal{X} \text{ Borel such that } |\mathcal{N}|(Z') = 0 \text{ and } Z \subseteq Z'\}$, $\mathcal{N}$ is well defined on the $\sigma$-algebra generated by the union of $\mathcal{B}(\mathcal{X})$ and $\mathcal{N}$.

**Lemma 1.13.** Let $\mathcal{V}$ be a normed $\mathcal{R}$-module and $\mathcal{N}$ be a local vector measure on it.

Then for every $A \subseteq \mathcal{X}$ open we have

$$|\mathcal{N}(A)(v)| \leq |\mathcal{N}(A)||v||_A \quad \text{for every } v \in \mathcal{V}, \quad (1.15)$$

where the right hand side is intended as $0$ in the case $\infty \cdot 0$.

**Proof.** If $||v||_A = 0$ the conclusion follows by weak locality. Thus we can assume $||v||_A > 0$ and then $|\mathcal{N}|(A) < \infty$ (as otherwise the conclusion is obvious). Then the restriction of $|\mathcal{N}|$ to $A$ is inner regular and thus for any fixed $\varepsilon > 0$ we can find $K \subseteq A$ compact set such that $|\mathcal{N}|(A \backslash K) \leq \varepsilon$. Take $\varphi \in C_b(\mathcal{X})$ as in (1.2) for $K \subseteq A$. Then,

$$|\mathcal{N}(A)(v)| \leq |\mathcal{N}(K)(\varphi v)| + \varepsilon ||v|| \overset{(1.13)}{=} |\mathcal{N}(K)(\varphi v)| + \varepsilon ||v|| \overset{(1.14)}{\leq} |\mathcal{N}(K)||\varphi v|| + \varepsilon ||v||$$

and, as $\varepsilon > 0$ is arbitrary, the claim is proved recalling that $||\varphi v|| \leq ||v||_A$.

We then have the following general result:

**Proposition 1.14.** Let $\mathcal{V}$ be a normed $\mathcal{R}$-module and $\mathcal{N}$ be a local vector measure on it.

Then $\mathcal{N}$ has bounded variation. More precisely

$$|\mathcal{N}|(A) = |\mathcal{N}(A)||' \quad \text{for any } A \subseteq \mathcal{X} \text{ Borel.} \quad (1.16)$$

**Proof.** We divide the proof in several steps.

**Step 1.** Let $A \subseteq \mathcal{X}$ Borel with $|\mathcal{N}|(A) = \infty$ let and $m \in \mathbb{R}$. Taking into account the very definition of total variation, the definition of the dual norm and the inner regularity of the finite signed measure $v \cdot \mathcal{N}$ for $v \in \mathcal{V}$, we can take $\{v_l\}_{l=1,\ldots,L} \subseteq \mathcal{V}$ with $||v_l|| \leq 1$ and $\{K_l\}_{l=1,\ldots,L}$ pairwise disjoint compact subsets of $A$ such that

$$m < \sum_{l=1}^L \mathcal{N}(K_l)(v_l).$$
Then by (1.2) we can take \( \{\psi_l\}_{l=1}^{L} \subseteq \mathcal{R} \) with values in \([0,1]\) such that \( \psi_l = 1 \) on a neighbourhood of \( K_l \) and \( \{\supp \psi_l\} \) are pairwise disjoint. We set then \( v := \sum_{l=1}^{L} \psi_l v_l \in \mathcal{V} \) and we notice that by weak locality \( N(K_l)(v_l) = N(K_l)(v) \). Hence, if we set \( B := \bigcup_{l=1}^{L} K_l \),

\[
m < \sum_{l=1}^{L} N(K_l)(v_l) = \sum_{l=1}^{L} N(K_l)(v) = N(B)(v) \leq \|N(B)\|',
\]

where the last inequality follows as \( \|v\| \leq 1 \) by (1.1). To sum up, we have proved in this step that given \( A \subseteq X \) Borel with \( |N(A)| = \infty \) and \( m \in \mathbb{R} \), we can find a (compact) set \( B \subseteq A \) such that \( |N(B)|'' \geq m \).

**Step 2.** Assume by contradiction \( |N|(X) = \infty \). We construct two sequences \( \{A_k\}_k \) and \( \{B_k\}_k \) of Borel subsets of \( X \) iteratively, starting from \( A_0 := X \) and \( B_0 := X \). Precisely, given \( k \in \mathbb{N}, k \geq 1 \), assume that we have defined \( A_0, \ldots, A_k \) and \( B_0, \ldots, B_k \). Notice that by the construction we are going to do, \( |N|(A_k) = \infty \) and \( B_k \subseteq A_k \). Then, by additivity, either \( |N|(B_k) = \infty \) or \( |N|(A_k \setminus B_k) = \infty \). In the former case we set \( A_{k+1} := B_k \), in the latter \( A_{k+1} := A_k \setminus B_k \). In either case we then take \( B_{k+1} \subseteq A_{k+1} \) such that \( |N(B_{k+1})|'' \geq k + 1 \), using step 1.

Now notice that for every \( k \), \( |N(B_{k+1})|'' \geq k + 1 \) and either \( B_{k+1} \subseteq B_k \) or \( B_k \cap B_l = \emptyset \) for every \( l \in \mathbb{N}, l \geq k + 1 \) (this possibility may depend on \( k \)). If the second possibility occurs infinitely often, we can find a subsequence of pairwise disjoint subsets of \( X \), \( \{B_{k_l}\}_l \) such that \( |N(B_{k_l})|'' \to \infty \). Otherwise, we can find a decreasing sequence of Borel subsets of \( X \), \( \{B_k\}_k \), such that \( |N(B_k)|'' \to \infty \). But in both cases this leads to a contradiction with the countable additivity of \( N \) (that involves the convergence in norm).

**Step 3.** We show (1.16). By regularity, there is no loss of generality in assuming \( A \) open. Let \( \varepsilon > 0 \). With the same notation as in step 1, we find

\[
|N|(A) - \varepsilon \leq \sum_{l=1}^{L} N(K_l)(v_l).
\]

Being \( |N| \) a finite measure, we can find pairwise disjoint open sets \( \{A_l\}_l \) such that \( K_l \subseteq A_l \subseteq A \) and \( |N|(A_l \setminus K_l) < \varepsilon/L \) for every \( l \). Take then \( \psi_l \subseteq C_b(X) \) as in step 1, but with the additional constraint that \( \supp \psi_l \subseteq A_l \) for every \( l \). Then, by weak locality,

\[
\sum_{l=1}^{L} N(K_l)(\psi_l v_l) \leq \sum_{l=1}^{L} N(A_l)(\psi_l v_l) + \varepsilon = \sum_{l=1}^{L} N(A)(\psi_l v_l) + \varepsilon = N(A)(v) + \varepsilon
\]

where \( v := \sum_{l=1}^{L} \psi_l v_l \in \mathcal{V} \). Being \( \varepsilon > 0 \) arbitrary, we can conclude the proof. \( \square \)

From the finiteness of the total variation we easily get the following:

**Proposition 1.15.** Let \( \mathcal{V} \) be a normed \( \mathcal{R} \)-module. Then the space \( (\mathcal{M}, \cdot \upharpoonright (X)) \) is a Banach space.

**Proof.** It is trivial to verify that \( \cdot \upharpoonright (X) \) is indeed a norm. Let now \( \{N_n\}_n \) be a Cauchy sequence. Then, if \( B \) is Borel and \( v \in \mathcal{V} \), also \( \{N_n(B)(v)\}_n \subseteq \mathbb{R} \) is a Cauchy sequence, so that we can define (notice that in this way we get immediately weak locality)

\[
N(B)(v) := \lim_n N_n(B)(v). \tag{1.17}
\]

We have

\[
|N(B)(v)| = \lim_n |N_n(B)(v)| \leq \liminf_n |N_n|(B)||v||
\]

for every \( B \) Borel. In particular, \( N(B) \in \mathcal{V}' \) and

\[
\|N(B)\|'' \leq \liminf_n |N_n|(B).
\]

Clearly, \( N \) is finitely additive, but the equation above implies also \( \sigma \)-additivity: indeed, if \( \{B_k\}_k \) is a sequence of pairwise disjoint Borel sets, setting \( B^k := \bigcup_{j=1}^{k} B_j \) we can compute, for any \( m \),

\[
\|N(B^\infty) - N(B^k)\|'' \leq \liminf_n |N_n|(B^\infty \setminus B^k) \leq \liminf_n |N_n - N_m|(X) + |N_m|(B^\infty \setminus B^k)
\]
and notice that taking first $m$ big enough and then $k$ big enough, the right hand side of the above inequality converges to 0. Therefore $N$ is a local vector measure.

Now if $B$ is Borel and $v \in \mathcal{V}$ with $\|v\| \leq 1$, similar computations as above show that

$$\|\left(N - N_n\right)(B)\|' \leq \liminf_m |N_m - N_n|(B)$$

and then, thanks to the definition of total variation and the super additivity of the $\liminf$, 

$$|N - N_n|(X) \leq \liminf_m |N_m - N_n|(X).$$

This implies convergence in norm of $N_n$ to $N$. □

Justified by this proposition, here and below, when we write $\mathcal{M}_V$, we mean the Banach space $(\mathcal{M}_V, \cdot |(X))$.

In view of the following definition, we briefly recall the definition of Bartle integral that we take from [DU77, P. 5] (see also the original article [Bar56]). If $N$ is a vector valued measure and $f = \sum_{i=1}^{n} c_{i} \chi_{A_{i}}$ is a simple function, where $\{c_{i}\}_{i} \subseteq \mathbb{R}$ and $\{A_{i}\}_{i}$ are pairwise disjoint Borel subsets, then we consider the map

$$A \mapsto \int_{A} f \, dN := \sum_{i=1}^{n} c_{i} N(A \cap A_{i}) \in \mathcal{V}'.$$  \tag{1.18}

It is clear that for any such $f$ and at most countable disjoint family $\{B_{j}\}_{j} \subseteq X$ we have

$$\left\| \sum_{j} \int_{B_{j}} f \, dN \right\|' \leq \|f\|_{L^{\infty}(|N|)} \sum_{j} |N|(B_{j}) = \|f\|_{L^{\infty}(|N|)} |N|(\bigcup_{j} B_{j}),$$

having used also (1.16). This inequality shows that (1.18) defines a linear and continuous map from the space of simple functions (endowed with the supremum norm) to the space of $\mathcal{V}'$-valued measures, which therefore can be extended to a linear and continuous map from $L^{\infty}(|N|)$ to the space of $\mathcal{V}'$-valued measures (see also Bartle’s bounded convergence theorem [DU77, Theorem 2.4.1]). Also, recalling (1.11) for the case of simple $f$’s and then arguing by approximation we see that the measures in the image are weakly local, i.e. are local vector measures defined on $\mathcal{V}$.

We summarize all this in the following definition:

**Definition 1.16.** Let $V$ be a normed $\mathcal{R}$-module, $N$ be a local vector measure defined on it and let $f : X \rightarrow \mathbb{R}$ be a bounded Borel function. We define $fN$ as the local vector measure given by

$$fN(A) := \int_{A} f \, dN$$

where the integral has to be understood as a Bartle integral, i.e. in the sense described above.

We point out that Bartle’s bounded convergence theorem (see e.g. [DU77, Theorem 2.4.1]) ensures that

$$\sup_{n} \|f_{n}\|_{L^{\infty}(|N|)} < \infty, \quad f_{n} \rightarrow f \quad |N|\text{-a.e.} \quad \Rightarrow \quad f_{n}N(A) \rightarrow fN(A) \quad \text{in} \quad \mathcal{V}' \quad \forall A \subseteq X \text{ Borel.} \tag{1.19}$$

We notice the following general fact:

**Proposition 1.17.** Let $V$ be a normed $\mathcal{R}$-module, $N$ be a local vector measure defined on it and let $f : X \rightarrow \mathbb{R}$ be a bounded Borel function. Then it holds, as measures,

$$|fN| = |f||N|. \tag{1.20}$$

**Proof.** We show first that $|fN| \leq |f||N|$. Clearly it suffices to show that if $B$ is Borel, then $\|fN(B)||' \leq \int_{B} |f| \, d|N|$. This follows from the triangle inequality if $f$ is a simple function and then the claim is proved by approximation.

Therefore, we conclude if we show that

$$\int_{X} |f| \, d|N| \leq |fN|(X).$$
As Proposition 1.14 shows that $|N|(X) < \infty$, an approximation argument justified by the inequality in (1.20) that we have just proved yields that we can assume that $f$ is simple, say $f = \sum_j c_j \chi_{B_j}$, where $c_j \in \mathbb{R}$ for every $j$ and $\{B_j\}_j$ is a finite Borel partition of $B$. Now we can compute

$$\int_B |f| \, d|N| = \sum_j |c_j| |N|(B_j) = \sum_j |c_j| N(B_j) \overset{(1.18)}{=} \sum_j |f N|(B_j) = |f N|(B). \quad \square$$

Lemma 1.18. Let $\mathcal{V}$ be a normed $\mathcal{R}$-module, and let $N$ be a local vector measure.

Then, for every $f \in \mathcal{R}$ and $v \in \mathcal{V}$, we have

$$(f v) \cdot N = f(v \cdot N) = v \cdot (f N). \quad (1.21)$$

Proof. The second equality in (1.21) follows directly from the definition of $f N$ (and an approximation argument), so it is enough to prove the equality of the first and last term. By regularity of the signed measures $(f v) \cdot N$ and $v \cdot (f N)$ we can just show that

$$N(A)(f v) = f N(A)(v)$$

when $A$ is open. Recall that Proposition 1.14 implies that $N$ and $f N$ have bounded variation. As $f$ is bounded, we can assume that $|f(x)| \leq 1$ for every $x$. Fix now $\varepsilon > 0$ and let

$$-1 - \varepsilon = t_0 < t_1 < \cdots < t_n = 1 + \varepsilon$$

be a collection of real numbers such that for every $i = 1, \ldots, n$, $t_i - t_{i-1} \leq \varepsilon$ and

$$|N|((f = t_i)) = 0 \quad \text{and} \quad |f N|((f = t_i)) = 0 \quad \text{for every } i = 0, \ldots, n. \quad (1.22)$$

Consider now the open sets $\{A_i := A \cap \{f \in (t_{i-1}, t_i]\}\}_{i=1,\ldots,n}$ and notice that, for every $i = 1, \ldots, n$,

$$f N(A_i)(v) = t_i N(A_i)(v) + (f - t_i) N(A_i)(v)$$

and also

$$N(A_i)(f v) = t_i N(A_i)(v) + N(A_i)(f v - t_i v).$$

Subtracting these two equalities term by term and summing over $i$, recalling (1.22),

$$|N(A)(f v) - f N(A)(v)| \leq \sum_{i=1}^n |N(A_i)(f v - t_i v)| + |(f - t_i) N(A_i)(v)|. \quad (1.23)$$

We then use (1.20) and (1.15) to deduce from (1.23) that

$$|N(A)(f v) - f N(A)(v)| \leq \sum_{i=1}^n 2\varepsilon |N|((A_i))|v| \leq 2\varepsilon |N|(X)|v|.$$ 

As $\varepsilon > 0$ is arbitrary, this concludes the proof. \square

Having a notion of ‘total variation’ naturally leads to the following definition:

**Definition 1.19 (Polar decomposition).** Let $\mathcal{V}$ be a normed $\mathcal{R}$-module, and let $N$ be a local vector measure. We say that $N$ admits a polar decomposition if there exists a weakly∗ $|N|$-measurable map $L_N : X \to \mathcal{V}$ such that $N = L_N|N|$, in the sense that for every $v \in \mathcal{V}$, we have $L_N(v) \in L^1(|N|)$ and

$$N(A)(v) = \int_A L_N(v) \, d|N| \quad \text{for every } A \subseteq X \text{ Borel,} \quad (1.24)$$

where here and in what follows we write $L_N(v)$ for the map $x \mapsto L_N(x)(v)$. We require moreover that for every $x \in X$ it holds that

$$|L_N(x)(v)| \leq |v|_g(x) \quad \text{for every } v \in \mathcal{V}. \quad (1.25)$$

It easily follows from the above definition that the polar decomposition is ‘weakly unique’, in the sense that if $N = L_N|N| = L_N'||N|$, then for every $v \in \mathcal{V}$,

$$L_N(v) = L_N'(v) \quad |N|\text{-a.e.}$$

Also, if $f : X \to \mathbb{R}$ is a bounded Borel function, then

$$f N(A)(v) = \int_A f L_N(v) \, d|N|. $$
Finally, we remark that if \( L_N \) satisfies (1.25), then for every \( x \in X \), \( L_N(x) \) is tight.

In view of the following proposition, it is useful to recall the definition of essential supremum (see e.g. [GP20, Lemma 3.2.1] for the well known proof of existence and uniqueness and [MN91, Section 2.4] for much more on the topic).

**Lemma 1.20.** Let \((X, \mu)\) be a measure space with \( \mu \) \( \sigma \)-finite. If \( \{f_\alpha\}_{\alpha \in A} \) is a collection of extended real valued \( \mu \)-measurable functions, then there exists a unique (up to equality \( \mu \)-a.e.) \( \mu \)-measurable function \( g : X \to \{-\infty, \infty\} \), called the essential supremum of \( \{f_\alpha\}_{\alpha \in A} \) and denoted by \( \text{ess sup}_{\alpha \in A} f_\alpha \) (or \( \mu - \text{ess sup}_{\alpha \in A} f_\alpha \) when we want to stress the dependence on the measure), such that

i) \( f_\alpha \leq g \) \( \mu \)-a.e. for every \( \alpha \in A \),

ii) \( f_\alpha \leq h \) \( \mu \)-a.e. for every \( \alpha \in A \), then \( h \geq g \) \( \mu \)-a.e.

**Proposition 1.21.** Let \( \mathcal{N} \) be a normed \( \mathcal{R} \)-module, and let \( N \) be a local vector measure.

Then \( N \) admits the ('weakly unique') polar decomposition \( L_N|N| \), where \( L_N \) satisfies the ‘weak’ identity

\[
L_N(v) = \frac{d(v \cdot N)}{d|N|} \quad |N|-\text{a.e. for every } v \in \mathcal{N}.
\]

Moreover, it holds that

\[
|N| - \text{ess sup}_{v \in \mathcal{N}, \|v\| \leq 1} L_N(v) = 1.
\]

**Proof.** For every \( v \in \mathcal{N} \) (1.15) grants that \( v \cdot N \ll |N| \), so that we can define

\[
\rho_v(x) := \frac{d(v \cdot N)}{d|N|} \in L^1(|N|)
\]

and notice that

\[
N(A)(v) = \int_A \rho_v \, d|N| \quad (1.27)
\]

whenever \( A \subseteq X \) is Borel.

To define the map \( L_N \) we follow the argument given in [GH13, Lemma 3.2]. Let the maps \( \text{Leb} : L^1_{\text{loc}}(|N|) \to \mathcal{B}(X) \) and \( \text{BorRep} : L^1_{\text{loc}}(|N|) \to \{f : X \to \mathbb{R} \text{ Borel}\} \) be given by Corollary A in the Appendix. For every \( x \in X \), define

\[
\mathcal{V}_x := \{v \in \mathcal{N} : x \in \text{Leb}(\rho_v)\}.
\]

Property iii) in Corollary A and the linearity of the map \( v \mapsto \rho_v \) grant that for every \( x \in X \), \( \mathcal{V}_x \) is a vector subspace of \( \mathcal{N} \) and that

\[
L_N(x)(v) := \text{BorRep}(\rho_v)(x) \quad \text{for } v \in \mathcal{V}_x
\]

is linear in \( v \). Now, (1.15), (1.27) and an immediate approximation argument easily yield that for every \( x \in X \)

\[
\|\rho_v\|_{L^\infty(N, L^1_{\text{loc}}(B_r(x)))} \leq \|v\|_{L^1(B_r(x))}
\]

so that, using also (A.2) we get that for every \( x \in X \),

\[
|L_N(x)(v)| \leq |v|_{g}(x) \quad \text{for every } v \in \mathcal{V}_x. \quad (1.28)
\]

Fix \( x \in X \) and consider the equivalence relation on \( \mathcal{V} \) given by the seminorm \( |\cdot|_g(x) \). Let then \( \mathcal{W}_x \) be the quotient space, endowed with the factorization of \( |\cdot|_g(x) \). Also, by (1.28), \( L_N(x) \) factorizes to the projection of \( \mathcal{V}_x \) in \( \mathcal{W}_x \). Then, using Hahn-Banach Theorem, we can extend the factorization of \( L_N(x) \) to \( \mathcal{W}_x \) and then, taking the composition with the projection, we have an extension of \( L_N(x) \) to a map defined on \( \mathcal{V} \) which still satisfies (1.28) for every \( v \in \mathcal{V} \).

Property i) in Corollary A implies that for any \( v \in \mathcal{V} \), we have \( x \in \text{Leb}(\rho_v) \) for \( |N|\)-a.e. \( x \), so that, using also property ii),

\[
L_N(v) = \rho_v \quad |N|\text{-a.e.}
\]

This implies for every \( v \in \mathcal{V} \), \( L_N(v) \) is \( |N|\)-measurable and satisfies

\[
N(A)(v) = \int_A \rho_v \, d|N| = \int_A L_N(v) \, d|N| \quad \text{for every } A \subseteq X \text{ Borel.}
\]
Now we prove the last claim. Set for brevity $g := \text{ess sup}_{v \in \mathcal{V}, \|v\| \leq 1} L(v)$. As for every $B \subseteq \mathcal{X}$ Borel and $v \in \mathcal{V}$ it holds

$$
\int_B L(v) \, d|N| = |N(B)(v)| \leq |N|(B)\|v\|,
$$

we see that $g \leq 1 |N|$-a.e. Now, let $B \subseteq \mathcal{X}$ Borel such that $|N|(B) < \infty$ and let $\pi$ be a finite Borel partition of $B$. If $\varepsilon > 0$, we can find $\{v_A\}_{A \in \pi} \subseteq \mathcal{V}$ such that $\|v_A\| \leq 1$ for every $A \in \pi$ and

$$
\sum_{A \in \pi} \|N(A)\| \leq \sum_{A \in \pi} N(A)(v_A) + \varepsilon = \sum_{A \in \pi} \int_A L_N(v_A) \, d|N| + \varepsilon \leq \sum_{A \in \pi} \int_A g \, d|N| + \varepsilon.
$$

Being $\varepsilon$ and $\pi$ arbitrary, it follows

$$
|N|(B) \leq \int_B g \, d|N|
$$

that, combined with $g \leq 1 |N|$-a.e. and the fact that $|N|$ is finite, implies $g = 1 |N|$-a.e. \hfill \Box

**Remark 1.22.** As the proof shows, rather than imposing (1.25) to hold, we could only ask for the bound

$$
|L_N(x)(v)| \leq \|v\| \quad |N|$-a.e. $x \in \mathcal{X}$

to hold for every $v \in \mathcal{V}$. Nevertheless, even with this weaker requirement, all the conclusions of the proposition remain in place, up to the fact that (1.25) has to be interpreted as

$$
|L_N(x)(v)| \leq |v| g(x) \quad |N|$-a.e. $x$, for every $v \in \mathcal{V},$

where this last inequality is a consequence of (A.2) of Corollary A in the Appendix, as in the proof of Proposition 1.21.

We also point out that the use of Hahn-Banach theorem is not really required in the proof. In fact, the rather constructive argument gives a collection $(\mathcal{V}_x, L_N(x))$ indexed by $x \in \mathcal{X}$ with $\mathcal{V}_x$ subspace of $\mathcal{V}$ and $L_N(x) \in \mathcal{V}'_x$ for every $x \in \mathcal{X}$ with the following properties:

i) For every $v \in \mathcal{V}$ the set of $x \in \mathcal{X}$ such that $v \in \mathcal{V}_x$ is Borel and with complement $|N|$-negligible,

ii) The map $x \mapsto L_N(x)(v)$ set, say, to 0 if $v \notin \mathcal{V}_x$ is Borel and bounded in norm by $\|v\|$

iii) The identity (1.24) (that makes sense thanks to the above and $|N|(\mathcal{X}) < \infty$) holds for every $v \in \mathcal{V}$.

These properties could also be used as definition of polar decomposition: the price one pays for doing so is to keep track of the subspaces $\mathcal{V}_x$ where the operators $L_N(x)$ are defined, but in doing so it gains the Borel regularity stated in i) - ii) above, in place of $|N|$-measurability, and a Choice-free proof. Notice in particular that the Axiom of Choice in a form stronger than Countable Dependent Choice - i.e. in the form of the general Hahn-Banach theorem - is used in the proof once for each point $x \in \mathcal{X}$ in order to extend the operators $L_N(x)$ to regions where almost surely they won’t be applied and that such extensions are irrelevant from the perspective of the defining formula (1.24). \hfill \blacksquare

**Remark 1.23.** Let $\mathcal{V}$ be both a normed $\mathcal{R}$-module and a normed $\mathcal{R}'$-module, where $\mathcal{R}$ and $\mathcal{R}'$ approximate open sets. Assume also $\mathcal{R} \subseteq \mathcal{R}'$. Let $N : B(\mathcal{X}) \to \mathcal{V}'$ be a $\mathcal{V}'$-valued measure. Then the following assertions are equivalent (notice that the local seminorm $\|\cdot\|_{A}$ may not be independent of the choice of the subring $\mathcal{R}$ or $\mathcal{R}'$):

1. $N$ is weakly local, considering $\mathcal{V}$ as a normed $\mathcal{R}$-module,
2. $N$ is weakly local, considering $\mathcal{V}$ as a normed $\mathcal{R}'$-module.

We prove now this assertion. Let us denote with $\|\cdot\|_{A, \mathcal{R}}$ and $\|\cdot\|_{A, \mathcal{R}'}$ the local seminorms induced by the structure of normed $\mathcal{R}$-module and normed $\mathcal{R}'$-module, respectively. Clearly, $\|\cdot\|_{A, \mathcal{R}} \leq \|\cdot\|_{A, \mathcal{R}'}$ as $\mathcal{R} \subseteq \mathcal{R}'$, so that it is immediate to see that (1) $\Rightarrow$ (2). Conversely, assume that $N$ is weakly local, considering $\mathcal{V}$ as a normed $\mathcal{R}'$-module. Take $v \in \mathcal{V}$ with $\|v\|_{A, \mathcal{R}} = 0$, for some open set $A$. Now we write, exploiting Proposition 1.21, $N(A)(v) = \int_A L_N(v) \, d|N|$. Take
now \( \{f_k\}_k \subseteq \mathcal{R} \) as in item (1) of Remark 1.5 and we use Lemma 1.18 together with dominated convergence to compute
\[
N(A)(v) = \lim_k \int_A f_k L_N(v) \, d|N| = \lim_k \int_A L_N(f_k v) \, d|N| = \lim_k N(A)(f_k v) = 0,
\]
where we used that \( \|v\|_{A, \mathcal{R}} = 0 \) in the last equality. The conclusion follows.

Notice that we indeed showed what follows: if \( N \) satisfies one of the equivalent conditions above, then, for every \( A \subseteq X \) open,
\[
|N(A)(v)| \leq |N|(A) \|v\|_{A, \mathcal{R}} \leq |N|(A) \|v\|_{A, \mathcal{R}'}
\]
(the total variation of \( N \) is by definition independent of the choice of the subring \( \mathcal{R} \) or \( \mathcal{R}' \)). This is due to the fact that we assume that \( \mathcal{R} \) approximates open sets.

We point out that if \( N = L_N|N| \) is the polar decomposition given by Proposition 1.21 for the \( \mathcal{R}' \)-normed module \( \mathcal{V} \), it may be false that (with the obvious notation) for every \( x \in X \),
\[
|L_N(x)(v)| \leq |v|_{\mathcal{R}}(x) \quad \text{for every } v \in \mathcal{V}.
\]
Clearly, this issue can be immediately solved building the polar decomposition for the \( \mathcal{R} \)-normed module \( \mathcal{V} \) instead of considering the polar decomposition for the \( \mathcal{R}' \)-normed module \( \mathcal{V} \).

If \( \mu \) is a finite (signed) measure on the Polish space \( X \), then
\[
\varphi \mapsto F(\varphi) := \int \varphi \, d\mu
\]
is a continuous linear functional on \( C(X) \) with operator norm equal to \( |\mu|(X) \). The classical and celebrated Riesz-Markov-Kakutani theorem ensures that if \( X \) is compact, then all linear functionals on \( C(X) \) can be represented this way. The non-compact case is more delicate, and handled by the Daniell-Stone theorem: if \( X \) is Polish then finite measures correspond, via the map (1.29), to those functionals \( F : C_b(X) \to \mathbb{R} \) such that
\[
F(\varphi_n) \to 0 \quad \text{whenever } (\varphi_n) \subseteq C_b(X) \text{ is such that } \varphi_n(x) \searrow 0 \text{ for every } x \in X.
\]
We shall call property (1.30) \( \text{tightness} \) (in the literature it is also called ‘continuity in 0’). Given that we are now going to investigate the validity of a Riesz-like theorem in our setting, it is natural to look for a counterpart of tightness in the framework we are working now. We propose the following:

**Definition 1.24 (Tightness).** Let \( \mathcal{V} \) be a normed \( \mathcal{R} \)-module, and \( F \in \mathcal{V}' \). We say that \( F \) is tight with respect to \( \mathcal{R} \) if for every \( v \in \mathcal{V} \) and every sequence
\[
\{\varphi_n\}_n \subseteq \mathcal{R} \quad \text{with } \varphi_n(x) \searrow 0 \text{ for every } x \in X,
\]
we have \( F(\varphi_n v) = 0 \).

We will dispense with specifying the ring \( \mathcal{R} \) if it is clear from the context and in the case \( \mathcal{R} = C_b(X) \).

**Remark 1.25.** Notice that, if every \( v \in \mathcal{V} \) has compact support (i.e. contained in a compact set - this occurs in particular if the space is compact), then every functional \( F \in \mathcal{V}' \) is tight. This follows easily from Dini’s monotone convergence theorem.

In general, already the case \( \mathcal{V} = C_b(X) \) shows that (if one assumes a sufficiently strong version of Choice, then) not every functional \( F \in \mathcal{V}' \) is tight: see e.g. the functional \( \ell \in \mathcal{V}' \) defined in Example 1.8.

The link between the concept of tightness and that of measure (positive real-valued for the moment - but this will later be further clarified) is given in the following key lemma. Notice that here the assumption that \( \mathcal{R} \) approximates open sets is crucial.

**Lemma 1.26.** Let \( \mathcal{V} \) be a normed \( \mathcal{R} \)-module and \( F \in \mathcal{V}' \). Then \( F \) is tight with respect to \( \mathcal{R} \) if and only if
\[
\mu(A) := \sup \{ F(v) : v \in \mathcal{V}, \|v\| \leq 1 \text{ and } \text{supp} v \subseteq A \}
\]
is the restriction to open sets of a finite Borel measure.
Proof. Assume that \( \mu \) as in (1.32) is the restriction to open sets of a finite Borel measure. We prove that \( F \) is tight with respect to \( \mathcal{R} \). Fix then \( v \in \mathcal{V} \) and let \( \{ \varphi_n \}_n \) be as in (1.31). Fix also \( \varepsilon > 0 \). We use the regularity of \( \mu \) to find a compact set \( K \subseteq X \) such that \( \mu(X \setminus K) \leq \varepsilon \). By Dini’s monotone convergence theorem, up to discarding finitely many functions in \( \{ \varphi_n \}_n \), we can assume that \( \varphi_n(x) < \varepsilon \) for every \( x \in K \). By (1.2) we can take a sequence \( \{ \phi_n \}_n \in \mathcal{R} \) valued in \([0, 1]\) such that for every \( n \), \( \text{supp} \phi_n \subseteq \{ \varphi_n < \varepsilon \} \) and \( \phi_n = 1 \) on a neighbourhood of \( K \). Then,
\[
|F(\varphi_n, v)| \leq |F(\varphi_n(1 - \phi_n, v))| + |F(\varphi_n \phi_n, v)| \leq \|v\|(\mu(X \setminus K) + \varepsilon) \leq 2\varepsilon\|v\|,
\]
where we used the definition of \( \mu \) as supp \( (\varphi_n(1 - \phi_n, v)) \subseteq X \setminus K \). Then the conclusion follows as \( \varepsilon > 0 \) is arbitrary.

Conversely, assume that \( F \) is tight with respect to \( \mathcal{R} \). We prove that \( \mu \) as defined in (1.32) is the restriction to open sets of a finite Borel measure. To this aim, we can use Carathéodory criterion (see e.g. [AFP00]) and is then enough to verify (all the sets in consideration are assumed to be open):

1. \( \mu(A) \leq \mu(B) \) if \( A \subseteq B \).
2. \( \mu(A \cup B) \geq \mu(A) + \mu(B) \) if \( d(A, B) > 0 \).
3. \( \mu(A) = \lim_k \mu(A_k) \) if \( A_k \nearrow A \).
4. \( \mu(A \cup B) \leq \mu(A) + \mu(B) \).

We notice that (1) and (2) follow trivially from the definition of \( \mu \) and that (2) does not even need the sets to be well separated (so that we do not even need to consider the distance \( d \)).

We prove now property (3). Take \( v \in \mathcal{V} \) with \( \|v\| \leq 1 \) and supp \( v \subseteq A \). Let then \( C \subseteq A \) be a closed set with supp \( v \subseteq C \). By the fact that \( \mathcal{R} \) approximates open sets, take \( \{ \psi_n \}_n \subseteq \mathcal{R} \) and, for every \( k \), \( \varphi_n^k \subseteq \mathcal{R} \) that are valued in \([0, 1]\) such that \( \psi_n \nearrow \chi_X \setminus C \) and such that for every \( k \), \( \varphi_n^k \nearrow \chi_{A_k} \). We can, and will, assume that supp \( \psi_n \subseteq X \setminus C \) and that supp \( \varphi_n^k \subseteq A_k \) for every \( n, k \).

Let now \( (k_i, n_i)_{i \in \mathbb{N}} \) be an enumeration of \( \mathbb{N}^2 \) and define
\[
\xi_i := \psi_i \lor \varphi_i \in \mathcal{R} \quad \text{where} \quad \varphi_i := \bigvee_{j \leq i} \varphi_{n_j}^k.
\]
It is clear that \( \xi_i \nearrow 1 \), hence by tightness we have
\[
F(v) = \lim_i F(\xi_i v).
\]
Also, the identity \( \xi_i = \hat{\varphi}_i + (\psi_i - \hat{\varphi}_i)^+ \), the inclusion supp \( ((\psi_i - \hat{\varphi}_i)^+) \subseteq \text{supp} \psi_i \subseteq X \setminus C \) and (1.5) give supp \( (\xi_i v) \subseteq A_{k_i} \), where \( k_i := \max_{j \leq i} k_j \). Therefore recalling (1.33) we have
\[
F(v) = \lim_i F(\xi_i v) \leq \lim_i \sup \mu(A_{k_i}) = \lim_k \mu(A_k)
\]
and since this holds for every \( v \in \mathcal{V} \) with \( \|v\| \leq 1 \), we proved \( \mu(A) \leq \lim_k \mu(A_k) \) and the claim.

We pass to (4). Take \( v \in \mathcal{V} \) with supp \( v \subseteq A \cup B \), say supp \( v \subseteq C \subseteq A \cup B \) for some \( C \subseteq X \) closed. As \( \mathcal{R} \) approximates open sets, take functions \( \{ \psi_n^A \}_n, \{ \psi_n^B \}_n \subseteq \mathcal{R} \) that are valued in \([0, 1]\), such that \( \psi_n^A \nearrow A \) and for every \( n \), supp \( \psi_n^A \subseteq A \) and such that the corresponding properties hold for \( \{ \psi_n^B \}_n \). Take \( \{ \psi_n \}_n \subseteq \mathcal{R} \) valued in \([0, 1]\) such that \( \psi_n \nearrow \chi_X \setminus C \) and for every \( n \), supp \( \psi_n \subseteq X \setminus C \).

Finally, let \( \{ \xi_n \}_n \subseteq \mathcal{R} \) be defined by \( \xi_n := \psi_n \lor \psi_n^A \lor \psi_n^B \). It is easy to verify that \( \xi_n \nearrow 1 \) and - arguing as before - that for every \( n \), we can write
\[
\xi_n v = (\psi_n^A \lor \psi_n^B) v + (\psi_n \lor (\psi_n^A \lor \psi_n^B))^+ v = \psi_n^A v + (\psi_n^B - \psi_n^A)^+ v.
\]
Hence
\[
F(v) = \lim_n F(\xi_n v) \leq \lim_n F(\psi_n^A v + F((\psi_n^B - \psi_n^A)^+ v) \leq \mu(A) + \mu(B)
\]
and taking the supremum among all \( v \) as above we conclude. \( \square \)

We then have the following version of the Riesz representation theorem (compare e.g. with [Bog07, Section 7.10]):
Theorem 1.27 (Riesz’s theorem for local vector measures). Let \( \mathcal{V} \) be a normed \( \mathcal{R} \)-module and \( F \in \mathcal{V}' \) be tight. There exists a unique local vector measure \( N_F \) defined on \( \mathcal{V} \) such that

\[
N_F(X)(v) = F(v) \quad \text{for every } v \in \mathcal{V}.
\] (1.34)

Moreover, it holds that \( |N_F| = \mu \), where \( \mu \) is the finite Borel measure given by Lemma 1.26.

Proof. Let \( \mu \) be the finite Borel measure given by Lemma 1.26. Let \( B \subseteq X \) Borel. Given \( \varepsilon > 0 \), take \( K_\varepsilon \subseteq B \subseteq A_\varepsilon \), with \( K_\varepsilon \) compact and \( A_\varepsilon \) open such that \( \mu(A_\varepsilon \setminus K_\varepsilon) \leq \varepsilon \). Let \( \varphi_\varepsilon \in \mathcal{R} \) be as in (1.2) for \( K_\varepsilon \subseteq A_\varepsilon \). Notice that

\[
|F(\varphi_\varepsilon v)| \leq \mu(A_\varepsilon) \|\varphi_\varepsilon v\| \leq \mu(A_\varepsilon)\|v\|. \tag{1.35}
\]

We define the linear functional

\[
N_F(B)(v) := \lim_{\varepsilon \to 0} F(\varphi_\varepsilon v) \tag{1.36}
\]

where \( \varphi_\varepsilon \) is any function as above for that given \( \varepsilon > 0 \). We claim that this limit exists and is independent of the choice of \( \{K_\varepsilon, A_\varepsilon, \varphi_\varepsilon\}_{\varepsilon > 0} \). Indeed, take \( \varepsilon > 0 \) and let \( \varphi_\varepsilon \) and \( \varphi'_\varepsilon \) as above. Then, with the obvious notation, \( \varphi_\varepsilon = \varphi'_\varepsilon = 1 \) on a neighbourhood of \( K_\varepsilon \cap K'_\varepsilon \). Thus \( \sup(\varphi_\varepsilon - \varphi'_\varepsilon) \subseteq ((A_\varepsilon \cup A'_\varepsilon) \setminus (K_\varepsilon \cap K'_\varepsilon)) \)

implies

\[
|F(\varphi_\varepsilon v) - F(\varphi'_\varepsilon v)| \leq \|v\|\mu((A_\varepsilon \cup A'_\varepsilon) \setminus (K_\varepsilon \cap K'_\varepsilon)) \leq 2\|v\|\varepsilon. \tag{1.37}
\]

Notice that the very definition of \( N_F \) implies that (1.34) holds (too see this, just argue as for (1.37) with 1 in place of \( \varphi'_\varepsilon \)). We show now that \( N_F \), as just defined, is indeed a local vector measure. By (1.35), it holds

\[
|N_F(B)(v)| \leq \mu(B)\|v\| \quad \text{for every } B \subseteq \text{Borel},
\]

so that \( N_F(B) \in \mathcal{V}' \) with

\[
\|N_F(B)(v)\|' \leq \mu(B) \quad \text{for every } B \subseteq X \text{ Borel.} \tag{1.38}
\]

Finite additivity of \( N_F(\cdot) \) follows easily from its definition using a suitable choice of cut-off functions, while to prove \( \sigma \)-additivity one only has to use (1.38) noticing that if \( \{B_k\}_k \) is a sequence of pairwise disjoint Borel sets, it holds that \( \sum_{k=n}^{\infty} \mu(B_k) \to 0 \) as \( n \to \infty \). Therefore \( N_F \) is a \( \mathcal{V}' \)-valued measure.

To show weak locality we pick \( A \subseteq X \) open, \( v \in \mathcal{V} \) with \( \|v\|_A = 0 \) and notice that in the construction above we can pick \( A_\varepsilon = A \) for every \( \varepsilon > 0 \). With this choice we have \( \varphi_\varepsilon v = 0 \) and thus \( N(A)(v) = 0 \), as desired.

Also, by (1.38), \( |N_F| \leq \mu \) and, by (1.34), it is clear that \( \mu(X) \leq |N_F|(X) \) so that we have indeed \( \mu = |N_F| \).

Uniqueness follows immediately from (1.34) and (1.16) as they grant that

\[
|N - \tilde{N}|(X) = \|N - \tilde{N}\|(X) = \sup_{\|v\| \leq 1} (N - \tilde{N})(X)(v) = 0
\]

for every \( N, \tilde{N} \) satisfying the conclusion. \qed

Remark 1.28. The standard proof of Riesz’s theorem typically starts taking \( L \in C(X)' \) (say \( X \) compact), decomposes it in its positive and negative parts to reduce to the case of positive functionals, then by monotonicity finds the value of the measure on open and/or compact sets and finally by approximation the value of the measure on any set. Inspecting our arguments, we see that the mathematical principles behind the proof of Theorem 1.27 are similar, even though the lack of an order on \( \mathcal{V} \) forces us to avoid arguments by monotonicity in favour of those based on approximation and domination (as in (1.36), (1.38)).

Let us illustrate how - somehow conversely - one can recover from our statement the classical Riesz’s theorem about the dual of \( C_c(X) \) for \( X \) locally compact metric space. Start noticing that \( \mathcal{V} = C_c(X) \) is a normed \( C_0(X) \)-module and that, as seen in Remark 1.25, any \( F \in C_c(X)' \) is
automatically tight. Thus by Theorem 1.27 and Proposition 1.21 we can represent \( F \) as \( L|N| \), so that
\[
F(f) = \int_X L(f) \, d|N| \quad \text{for every } f \in C_c(X).
\]

Using local compactness and then separability, we build a countable sequence \( \{\varphi_n\}_n \subseteq C_c(X) \) such that \( \varphi_n(x) \in [0, 1] \) for every \( x \in X \) and the interiors of \( \{\varphi_n = 1\} \) cover \( X \) (to show this use e.g. the Lindelöf property of \( X \)). Then we define \( \sigma : X \to \mathbb{R} \) as
\[
\sigma(x) := L(x)(\varphi_n) \quad \text{on the interior of } \{\varphi_n = 1\}
\]
(such function is well defined up to \( \mathbb{N} \)-negligible sets and is a \( |N| \)-measurable map). Building upon Lemma 1.18, it is easy to verify that the identity \( L(f)(x) = f(x)\sigma(x) \) holds \( |N| \)-a.e. for every \( f \in C_c(X) \). On the other hand, the identity \((1.26)\) in this case reads as
\[
\operatorname{ess} \sup_{f \in C_c(X), \, \|f\| \leq 1} L(f) = 1,
\]
which in turn easily implies \( \sigma(x) \in \{|\pm 1\} \) \( |N| \)-a.e.. Collecting what observed so far we see that the measure \( \mu := |N|L\{\sigma = 1\} - |N|L\{\sigma = -1\} \), satisfies
\[
F(f) = \int_X f \, d\mu \quad \text{for every } f \in C_c(X),
\]
as desired. \(\square\)

A direct consequence of this last result is the following isomorphism of Banach spaces:

**Corollary 1.29.** Let \( \mathcal{V} \) be a normed \( \mathcal{R} \)-module and consider the Banach space
\[
\mathcal{T} := \{\{f \in \mathcal{V}' : F \text{ is tight w.r.t. } \mathcal{R}\} \, | \, \|\cdot\|\}.
\]

Then the map
\[
\Psi : M_\mathcal{V} \to \mathcal{T} \quad \text{defined as } \quad N \mapsto N(X)
\]
is a bijective isometry.

**Proof.** It is easy to show that \( \mathcal{T} \) is a Banach space. Also, we know that \( \Psi \) is linear, takes values in \( \mathcal{V}' \), preserves the norm (by \((1.16)\)) and that its image contains \( \mathcal{T} \) thanks to Theorem 1.27.

Thus it only remains to prove that \( \Psi(N) \) is a tight element of \( \mathcal{V}' \) for any \( N \in M_\mathcal{V} \). Thus fix \( N \), let \( v \in \mathcal{V} \) and let \( \{\varphi_n\}_n \) be as in \((1.31)\). Also, let \( \varepsilon > 0 \) and take, by regularity of \( |N| \), a compact set \( K \subseteq X \) such that \( |N|(X \setminus K) < \varepsilon \). By Dini’s monotone convergence Theorem, up discarding finitely many functions of \( \{\varphi_n\}_n \), we can assume that \( \varphi_n < \varepsilon \) on \( K \) for every \( n \), By continuity, \( \varphi_n < \varepsilon \) on an open neighbourhood of \( K \), say \( A_n \), for every \( n \). Set also \( S := \sup_n \|\varphi_n\|_\infty < \infty \). We can then compute, recalling \((1.15)\) and using the trivial bound \( \|\varphi_n v\|_{A_n} \leq \varepsilon \|v\| \),
\[
|N(X)(\varphi_n v)| \leq |N(A_n)(\varphi_n v)| + |N(X \setminus A_n)((\varphi_n v) - \varepsilon|N|(A_n))\|v\| + S\varepsilon\|v\| \leq \varepsilon\|v\| \left( |N|(X) + S \right),
\]
so that the claim follows as \( \varepsilon > 0 \) is arbitrary. \(\square\)

Another direct consequence of Theorem 1.27, this time in conjunction with the classical theorem by Alexandrov about weak sequential completeness of the space of measures, is the following result. Notice that in order to apply Alexandrov’s theorem we need to work in the case \( \mathcal{R} = C_0(X) \).

**Corollary 1.30 (Alexandrov’s theorem for local vector measures).** Let \( \mathcal{V} \) be a normed \( C_0(X) \)-module and \( \{N_n\}_n \in M_\mathcal{V} \) be a sequence such that for every \( v \in \mathcal{V} \) the sequence \( n \mapsto N_n(X)(v) \in \mathbb{R} \) is Cauchy.

Then there exists \( N \in M_\mathcal{V} \) such that
\[
N(X)(v) = \lim_n N_n(X)(v) \quad \forall v \in \mathcal{V}.
\]

**Proof.** Define \( F \in \mathcal{V}' \) as \( F(v) := \lim_n N_n(X)(v) \) (linearity of \( F \) is obvious, continuity follows from Banach-Steinhaus Theorem). To conclude it is enough, by Theorem 1.27, to show that \( F \) is tight.
Thus fix $v$ and define $G_n, G : C_b(X) \to \mathbb{R}$ as $G_n(\cdot) := F_n(\cdot, v)$ and $G(\cdot) := F(\cdot, v)$: then the conclusion follows by the classical Alexandrov’s Theorem. We give the details. By Riesz’s Theorem ([Bog07, Theorem 7.10.1]), as $G_n$ is tight, it is induced by a Baire measure $\mu_n$, that is

$$G_n(f) = \int_X f \, d\mu_n \quad \text{for every } f \in C_b(X).$$

Recall that $\mu_n$ is a Borel measure, as Baire measures and Borel measures coincide for metric (hence Polish) spaces, e.g. [Bog07]. Now, $\mu_n$ is weakly fundamental ([Bog18, Definition 2.2.2]) as

$$\int_X f \, d\mu_n = G_n(f) \to G(f),$$

hence by [Bog18, Theorem 2.3.9], we see that $\mu_n$ converges weakly to a Borel measure $\mu$, so that $G(f) = \int f \, d\mu$. It follows that $G$ is tight, by [Bog07, Theorem 7.10.1] again. \hfill \square

We also notice that another byproduct of Theorem 1.27, and in particular of the equality $|N(v)| = \mu$ is that

$$A \subseteq X \text{ open and } N(A)(v) = 0 \text{ for every } v \in \mathcal{V} \text{ with supp } v \subseteq A \Rightarrow |N|(A) = 0 \quad (1.39)$$

In classical measure theory it often happens that one first defines a measure via its action on a certain class of regular functions (say Lipschitz) and then, once the measure is constructed, its action on more general functions (say continuous) is uniquely defined by some density argument.

The following proposition establishes a construction of this sort in our setting. In the statement below notice that (1.41) is not a direct consequence of (1.40) because in computing the total variation of $\hat{N}$ and $N$ we use the norm in $\mathcal{V}'$, $\mathcal{W}'$ respectively.

**Proposition 1.31.** Let $\mathcal{V}$ be a normed $C_b(X)$-module and let $\mathcal{W} \subseteq \mathcal{V}$ be a subspace that, with the inherited product and norm, is a normed $R$-module. Assume also that the space $C_b(X) \cdot \mathcal{W}$ of $C_b(X)$-linear combinations of elements of $\mathcal{W}$ is dense in $\mathcal{V}$ and let $N$ be a local vector measure defined on $\mathcal{W}$.

Then there is a unique local vector measure $\hat{N}$ defined on $\mathcal{V}$ that extends $N$, i.e. such that

$$\hat{N}(B)(v) = N(B)(v) \quad \forall v \in \mathcal{W}, \; B \subseteq X \text{ Borel} \quad (1.40)$$

and such measure $\hat{N}$ also satisfies

$$|\hat{N}|(B) = |N|(B), \quad \forall B \subseteq X \text{ Borel.} \quad (1.41)$$

More explicitly, for every $A \subseteq X$ open and $v \in \mathcal{V}$,

$$|\hat{N}(A)(v)| \leq |N|(A)\|v\|_{A}, \quad (1.42)$$

where the local seminorm at the right hand side is with respect the structure of $R$-normed module for $\mathcal{V}$.

**Proof.** First notice that (1.42) is a ‘self-improvement’ due to Remark 1.23, once we have proved the remaining parts of the statement.

**Existence** Recalling Definition 1.16 we wish to define

$$\hat{N}(B)(\sum_i f_i v_i) := \sum_i f_i N(B)(v_i) \quad (1.43)$$

for any choice of $n \in \mathbb{N}, f_i \in C_b(X), v_i \in \mathcal{W}, i = 1, \ldots, n$ and $B \subseteq X \text{ Borel}.$

To prove that this is a well posed definition we claim that, with the same notations, it holds

$$|\sum_i f_i N(B)(v_i)| \leq |N|(B)\left\| \sum_{i=1}^n f_i v_i \right\|. \quad (1.44)$$

To see this we fix $\varepsilon > 0$ and find $K_\varepsilon \subseteq X$ compact so that $|N|(X \setminus K_\varepsilon) \leq \varepsilon$. Then we use item (3) of Remark 1.5 to find, for any $i = 1, \ldots, n$, a function $\varphi_i \in R$ with $|f_i - \varphi_i| < \varepsilon$ on $K_\varepsilon$ and thus on some neighbourhood $A_i$ of $K_\varepsilon$ independent on $i$. Then find $\psi \in R$ taking values in $[0, 1]$ with support in $A_i$ and identically equal to $1$ on $K_\varepsilon$. 


Let $\hat{N} \subseteq \mathcal{X}$ be an extension of $N$ we pick $A \subseteq \mathcal{X}$ with support in $X \setminus A$ and supp $v \subseteq \{ \varphi = 1 \}$. Then we pick $\{ v_j \}_j \in C_b(X) \cdot \mathcal{W}$ converging to $v$ and notice that $\varphi v_j \to \varphi v = v$ (recall (1.6)). On the other hand, writing $v_j = \sum_i f_j(v_i)$ with $f_j \in C_b(X)$ and $v_i \in \mathcal{W}$ we see that

\[
\sum_i \varphi f_i N(A)(v_i) = \sum_i f_i \sum_j \varphi v_{ij} = 0 \quad \forall i \in \mathbb{N}
\]

by weak locality of $N$ and the fact that $\text{supp}(\varphi v_{ij}) \subseteq \text{supp} \varphi \subseteq X \setminus A$. Hence $\hat{N}(\varphi v_i) = 0$ for any $i$ and letting $i \to \infty$ we conclude, by the arbitrariness of $A,v$, that $\hat{N}$ is weakly local, as desired.

It is then clear that (1.40) holds and that inequality (1.45) gives $\leq$ in (1.41). The opposite inequality is trivial because, recalling (1.16), we see that $|\hat{N}(B)|$ is the operator norm of $N(B)$ in $V'$, whereas $|N(B)|$ is the operator norm of $N(B)$ in $V'$ i.e. of the restriction of $N(B)$ to $\mathcal{W}$.

**Uniqueness** Let $\hat{N}$ be an extension of $N$, $f \in C_b(X)$, $\varphi \in \mathcal{R}$ and $v \in \mathcal{W}$. Then for any $B \subseteq X$ Borel we have

\[
|\hat{N}(B)(f v) - \varphi N(B)(v)| \overset{(1.21)}{=} |(f - \varphi)\hat{N}(B)(v)| \overset{(1.20)}{\leq} \|v\| \|f - \varphi\|_{L^1(|N|)}.
\]

Now observe that since $|N|$ is a finite measure, item (3) of Remark 1.5 ensures that for any $f \in C_b(X)$ there is $\{\varphi_n\}_n \in \mathcal{R}$ uniformly bounded converging to $f$ pointwise. Thus the convergence is also in $L^1(|N|)$, hence the above and (1.19) imply that any extension $\hat{N}$ must satisfy $\hat{N}(f v) = f N(v)$ for any $v \in \mathcal{W}$ and $f \in C_b(X)$. By linearity and the density of $C_b(X) \cdot \mathcal{W}$ in $V'$ it follows that any extension $\hat{N}$, if it exists, must satisfy (1.43). Since such equation defines the value of $\hat{N}$ on $C_b(X) \cdot \mathcal{W}$ and this is dense in $V$, uniqueness is proved.

We conclude the section describing some operations on local vector measures. We start with the push forward through continuous maps and start with the following definition:

**Definition 1.32** (Push-forward module). Let $(X,d)$ and $(Y,\rho)$ be two complete and separable metric spaces, $V$ a normed $C_b(X)$-module and $\varphi \in C(X,Y)$.

The normed $C_b(Y)$-module $\varphi_* V$ is defined as $V$ as normed vector space and equipped with the structure of algebraic module over $C_b(Y)$ by $fu := f \circ \varphi v$ for every $f \in C_b(Y)$ and $v \in V$. 

It is easy to verify that \( \varphi_*V \) is a normed \( C_b(Y) \)-module: we just have to notice that if \( \{f_i\}_{i=1,\ldots,n} \subseteq C_b(Y) \) have pairwise disjoint support, then also \( \{f_i \circ \varphi\}_{i=1,\ldots,n} \subseteq C_b(X) \) have the same property.

The following proposition shows how if we have a local vector measure on \( V \) we can naturally build a local vector measure on \( \varphi_*V \) via a push-forward operation:

**Proposition 1.33** (Push-forward of local vector measures). With the same notation and assumptions as in Definition 1.32 the following holds. Let \( N \) be a local vector measure defined on \( V \). Define a map by

\[
\varphi_*,N(B)(v) := N(\varphi^{-1}(B))(v) \quad \text{for every } B \subseteq Y \text{ Borel and } v \in \varphi_*V. \tag{1.46}
\]

Then \( \varphi_*,N \) is a local vector measure defined on \( \varphi_*V \) and \( |\varphi_*,N| = |\varphi_*|N|\).

**Proof.** We show that \( \varphi_*,N \) is indeed a local vector measure. The only non trivial verification to be done is weak locality. Take any set \( A \subseteq Y \) and \( v \in \varphi_*V \) with \( \|v\|_A = 0 \); in other words, \( f \circ \varphi v = 0 \) for every \( f \in C_b(Y) \) with \( \text{supp } f \subseteq A \). We have to show that

\[
N(\varphi^{-1}(A))(v) = 0.
\]

Take any \( \varepsilon > 0 \), then, by regularity, take a compact set \( K \subseteq \varphi^{-1}(A) \subseteq X \) with

\[
|N(\varphi^{-1}(A) \setminus K)| < \varepsilon. \tag{1.47}
\]

Then \( \varphi(K) \) is compact and contained in \( A \), hence there is \( f \in C_b(Y) \) with \( \text{supp } f \subseteq A \) and \( f(y) = 1 \) on a neighbourhood of \( \varphi(K) \). Therefore, by (1.47) and weak locality of \( N \),

\[
|N(\varphi^{-1}(A))(v)| \leq \varepsilon\|v\| + |N(K)(v)| \leq \varepsilon\|v\| + |N(K)(f \circ \varphi v)| = \varepsilon\|v\|,
\]

where we used the fact that \( \text{supp } f \subseteq A \) for the last equality. Being \( \varepsilon > 0 \) arbitrary, this proves the claim.

By (1.46) and (1.16), we conclude that for every \( B \subseteq Y \) Borel,

\[
|\varphi_*,N|(B) = |N(\varphi^{-1}(B))| = \varphi_*|N|(B). \tag*{\Box}
\]

It may happen that we have a normed \( C_b(X) \)-module \( V \) and we want to consider its Cartesian product with itself. To do this, first we have to endow \( V^k \) with a norm, then the normed \( C_b(X) \)-module operations will be defined component-wise. Let \( k \in \mathbb{N}, k \geq 1 \), endow \( V^k \) with a norm equivalent to the norm

\[
\|(v_1, \ldots, v_k)\| := \|(v_i\|)_{i=1,\ldots,k} \quad \text{for every } v = (v_1, \ldots, v_k) \in V.
\]

Notice that the canonical map \( \Phi : (V^k) \to (V^k)' \) defined by

\[
\Phi(\phi_1, \ldots, \phi_k)(v_1, \ldots, v_k) = \phi_1(v_1) + \cdots + \phi_k(v_k)
\]

is an isomorphism.

If one has in mind that \( V \) is some space of vector fields over a manifold, then \( V^k \) would correspond to some related tensor field. Then a little bit of matrix operation is possible over corresponding local vector measures:

**Definition 1.34.** Let \( N \) be a local vector measure defined on \( V^n \). Let moreover \( m \in \mathbb{N}, m \geq 1 \) and let \( f = (f_{i,j})_{1 \leq i \leq m, 1 \leq j \leq n} : X \to \mathbb{R}^{m \times n} \) be a bounded Borel map. We define \( fN \) as the local vector measure defined on \( V^m \) by

\[
fN(A) := \int_A f \, dN := \left( \sum_{j=1}^n \int_A f_{i,j} \, dN_j \right)_i \quad \text{if } A \subseteq X \text{ is Borel},
\]

where we exploited the canonical identification \( (V^n)^k \simeq (V^k)' \).

Notice that if \( f : X \to \mathbb{R} \) is a bounded Borel function and \( N \) is a local vector measure defined on \( V^n \), then

\[
fN = (f\text{Id}_{n \times n})N.
\]

1.2. Examples.
1.2.1. **Currents in metric spaces.** For this section, \((X,d)\) is a complete and separable metric space (here the distance matters) and we fix \(n \in \mathbb{N}, n \geq 1\) (the case \(n = 0\) being trivial).

The following notions are extracted from [AK00].

**Definition 1.35.** A \(n\)-current is a multilinear map
\[
T : \text{LIP}_b(X) \times \text{LIP}(X)^n \to \mathbb{R}
\]
such that

i) there exists a finite (positive) measure \(\mu\) such that
\[
|T(f, \pi_1, \ldots, \pi_n)| \leq \prod_{j=1}^{n} \text{Lip}(\pi_j) \int_X |f| \, d\mu
\]  \hspace{1cm} (1.48)

for every \(f \in \text{LIP}_b(X)\) and \(\pi_1, \ldots, \pi_n \in \text{LIP}(X)\). The minimal measure \(\mu\) satisfying (1.48) (that can be proved to exist) will be called the mass of \(T\) and denoted by \(\|T\|_{AK}\);

ii) if \(f \in \text{LIP}_b(X)\) and for \(j = 1, \ldots, n\), \(\{\pi^i_j\}_i \subseteq \text{LIP}(X)\) is a sequence of equi-Lipschitz functions such that \(\pi^i_j \to \pi_j\) pointwise, then
\[
\lim_i T(f, \pi^i_1, \ldots, \pi^i_n) = T(f, \pi_1, \ldots, \pi_n);
\]

iii) if \(f \in \text{LIP}_b(X)\) and for some \(j = 1, \ldots, n\) we have that \(\pi_j\) is constant on a neighbourhood of \(\{f \neq 0\}\), then
\[T(f, \pi_1, \ldots, \pi_n) = 0.\]

When the dimension \(n\) is clear from the context, we call \(n\)-currents simply currents. It is clear from (1.48) that, if \(T\) is a current, then it can be uniquely extended to a map
\[T : C_b(X) \times \text{LIP}(X)^n \to \mathbb{R}\]
still satisfying (1.48) for every \(f \in C_b(X)\) and \(\pi_1, \ldots, \pi_n \in \text{LIP}(X)\). As such extension is unique, we will not introduce a different notation for it. By [AK00, (3.2)], we have that a current is alternating in the last \(n\) entries, so that we can set (all the algebraic operations are with respect to the field of real numbers \(\mathbb{R}\))

\[\mathcal{D}^n(X) := C_b(X) \otimes^n \text{LIP}(X)\]

and consider a current \(T\) as a linear map \(T : \mathcal{D}^n(X) \to \mathbb{R}\). We also have a natural map
\[C_b(X) \times \text{LIP}(X)^n \to \mathcal{D}^n(X)\]
and we write (just as a notation) \(f d\pi_1 \wedge \cdots \wedge d\pi_n\) for the image of \((f, \pi_1, \ldots, \pi_n)\) through such map. Therefore, by \(T(f d\pi_1 \wedge \cdots \wedge d\pi_n)\), we mean \(T(f, \pi_1, \ldots, \pi_n)\).

Notice also that if \(T\) is a current and \(f \in C_b(X)\), then \(f T\) defines a current by (see the discussion below [AK00, (2.5)])
\[f T(v) := T(f v) \quad \text{for every } v \in \mathcal{D}^n(X)\]
and by (1.48) (cf. the key result [AK00, (2.5)] that encodes locality) it holds, as measures,
\[\|f T\|_{AK} \leq \|f\|_{\mathcal{D}^n(X)}\]  \hspace{1cm} (1.49)

We define a seminorm on \(\mathcal{D}^n(X)\) as follows:
\[\|v\| := \sup_T T(v) \quad \text{for every } v \in \mathcal{D}^n(X)\]  \hspace{1cm} (1.50)
where the supremum is taken among all currents \(T\) with \(\|T\|_{AK(X)} \leq 1\). We claim that if \(v \in \mathcal{D}^n(X)\) is so that \(\|v\| = 0\), then \(\|f v\| = 0\) for any \(f \in C_b(X)\). Indeed
\[\|f v\| = \sup_{T : \|T\|_{AK(X)} \leq 1} T(f v) = \sup_{T : \|T\|_{AK(X)} \leq 1} (f T)(v) \leq \sup_{\tilde{T} : \|\tilde{T}\|_{AK(X)} \leq 1} \tilde{T}(v) = 0\]
where the inequality above is due to (1.49). We then identify elements of \(\mathcal{D}^n(X)\) that are equal up to an element of zero norm, so that we have a normed vector space \((\mathcal{D}^n(X), \| \cdot \|)\). Notice that our claim grants that the structure of algebraic module over \(C_b(X)\) descends to the quotient.
We show now that \((D^n, \| \cdot \|)\) is a normed \(C_b(X)\)-module. The only non trivial verification is that (1.1) holds and this in turn follows from (1.49). Indeed, take \(\{f_i\}_{i=1,...,m} \subseteq C_b(X)\) with pairwise disjoint supports and \(\{v_i\}_{i=1,...,m} \subseteq D^n(X)\). We have to show that, for every current \(T\) with \(\|T\|_{AK(X)} \leq 1\), it holds that
\[
T(f_1 v_1 + \cdots + f_m v_m) \leq \max_j \|f_j\|_{\infty} \max_j \|v_j\|.
\]

Now, using the definition of norm on \(D^n(X)\) and (1.49) we have
\[
T\left(\sum_{j=1}^m f_j v_j\right) \leq \sum_{j=1}^m |f_j T(v_j)| \leq \sum_{j=1}^m \|f_j T\|_{AK(X)} \|v_j\|
\]
\[
\leq \max_j \|v_j\| \sum_j (\|f_j\| \|T\|_{AK}) (X) \leq \max_j \|v_j\| \max_j \|f_j\|_{\infty} \|T\|_{AK(X)},
\]
so that the claim follows.

The following proposition shows how metric currents fit in the framework of local vector measures: we show that metric currents are precisely those local vector measures defined on \(D^n(X)\) that satisfy the weak continuity property stated in item ii) of Definition 1.35 and moreover that the two concepts of mass (the one for metric currents defined in [AK00] and the one for local vector measures) coincide.

**Proposition 1.36.** Let \(T\) be a current. Then \(T\) is a tight element of \(D^n(X)^{\prime}\). In particular, \(T\) induces a unique local vector measure \(N_T\) defined on \(D^n(X)\) such that
\[
N_T(A)(v) = T(v) \text{ for every } A \subseteq X \text{ open and } v \in D^n(X) \text{ with supp } v \subseteq A. \tag{1.51}
\]
Moreover, it holds that \(\|T\|_{AK} = |N_T|\).

Conversely, every tight element of \(D^n(X)^{\prime}\) satisfying item ii) of Definition 1.35 is a current; in other words, every local vector measure \(N\) defined on \(D^n(X)\) such that \(N(X)\) satisfies item ii) of Definition 1.35 is given by a current, in the sense that (1.51) holds.

**Proof.** The fact that \(T \in D^n(X)^{\prime}\) follows (artificially) from the definition of norm on \(D^n(X)\). Tightness is an immediate consequence of (1.48) together with dominated convergence. Therefore we can apply Theorem 1.27 and obtain a local vector measure \(N_T\) satisfying (1.51).

By the very definition of norm on \(D^n(X)\), for every \(v \in D^n(X)\) we have that \(|T(v)| \leq \|T\|_{AK(X)} \|v\|\) so that, using (1.16) and (1.51),
\[
|N_T|(X) = \|T\| \leq \|T\|_{AK(X)}.
\]
Take then an open set \(A \subseteq X\). By [AK00, Proposition 2.7] and the regularity of the measure \(\|T\|_{AK}\), we can show that
\[
\|T\|_{AK}(A) = \sup \sum_i T(f_i \, d\pi^i_1 \wedge \cdots \wedge d\pi^i_n) \tag{1.52}
\]
where the supremum is taken among all finite collections \(\{f_i\}_i \subseteq C_b(X)\) with pairwise disjoint support, with \(\text{supp } f_i \subseteq A\) and \(\|f_i\|_{\infty} \leq 1\) for every \(i\), and finite families \(\{\pi^i_j\}_i \subseteq \text{LIP}(X)\) of 1-Lipschitz functions, for \(j = 1, \ldots, n\). Now notice that if \(\pi_1, \ldots, \pi_n\) are 1-Lipschitz, then for every current \(T\) it holds
\[
T(1 \, d\pi_1 \wedge \cdots \wedge d\pi_n) \leq \|T\|_{AK(X)}
\]
so that
\[
\|1 \, d\pi_1 \wedge \cdots \wedge d\pi_n\| \leq 1. \tag{1.53}
\]
We can now bound the right hand side of (1.52) using (1.51), (1.1) and what we have noticed above, by
\[
N_T(A) \left(\sum_i f_i d\pi^i_1 \wedge \cdots \wedge d\pi^i_n\right) \leq |N_T|(A) \left(\sum_i f_i d\pi^i_1 \wedge \cdots \wedge d\pi^i_n\right) \leq |N_T|(A),
\]
so that \(\|T\|_{AK} \leq |N_T|\) as measures. Then, as we have already proved \(|N_T|(X) \leq \|T\|_{AK(X)}\), we have \(\|T\|_{AK} = |N_T|\) as measures.
Finally, let $\mathcal{N}$ be a local vector measure defined on $\mathcal{D}^n(X)$ such that $\mathcal{N}(X)$ satisfies item $ii)$ of Definition 1.35. If $f d\pi_1 \wedge \cdots \wedge d\pi_n$ is as in item $iii)$ of Definition 1.35, then $S(f d\pi_1 \wedge \cdots \wedge d\pi_n) = 0$ for every current $S$, then $\|f d\pi_1 \wedge \cdots \wedge d\pi_n\| = 0$ and hence $\mathcal{N}(X)(f d\pi_1 \wedge \cdots \wedge d\pi_n) = 0$. Let now $f \in \text{LIP}_b(X)$ and let $\pi_1, \ldots, \pi_n \subseteq \text{LIP}(X)$ be 1-Lipschitz. Notice that the module structure of $\mathcal{D}^n(X)$ ensures that $f d\pi_1 \wedge \cdots \wedge d\pi_n = f(1d\pi_1 \wedge \cdots \wedge d\pi_n)$ and thus Lemma 1.18, Proposition 1.17 and (1.53) give

$$\mathcal{N}(X)(f d\pi_1 \wedge \cdots \wedge d\pi_n) = f\mathcal{N}(X)(1d\pi_1 \wedge \cdots \wedge d\pi_n) \leq \|f\|\mathcal{N}(X) = \int_X |f| \, d\mathcal{N}.$$ 

This proves that item $i)$ in Definition 1.35 holds and concludes the proof that $\mathcal{N}(X)$ is a current. ■

**Remark 1.37.** The push forward operator $\varphi_*$ defined in the previous section has nothing to do with the push forward for currents defined in [AK00, Definition 2.4] (notice that in particular the latter is only defined for $\varphi$ Lipschitz as it defines the push-forward of a current by duality with the pullback of Lipschitz functions via the map $\varphi$). ■

**Remark 1.38.** Proposition 1.36 allows us to consider $n$-currents as local vector measures defined on $\mathcal{D}^n(X)$. Notice that, in general, not every element of $\mathcal{D}^n(X)$ is tight, hence not every element of $\mathcal{D}^n(X)$ corresponds to a current.

Moreover, not every tight functional of $\mathcal{D}^n(X)'$ is given by a current, this is to say that there are local vector measures defined on $\mathcal{D}^n(X)$ that are not given by currents (which is not a surprise). A counterexample to this lack of coincidence is given in Example 1.39 below, in which we exhibit a tight functional of $\mathcal{D}^n(X)'$ that does not satisfy axiom $ii)$ of Definition 1.35. Notice however that, by the proof of Proposition 1.36, every tight functional of $\mathcal{D}^n(X)'$ satisfies axioms $i)$ and $iii)$ of Definition 1.35. ■

**Example 1.39.** Let $(X, d, m) := ([0, 1], d, \mathcal{L})$. It is easy to see that for $l \in L^1(m)$ the map

$$\mathcal{D}^1(X) = C_b(X) \otimes \text{LIP}(X) \to \mathbb{R} \quad \text{defined by} \quad f dg \mapsto \int_X lfg' \, dm$$

defines a current (see [AK00, Example 3.2]). Thus, if $f dg \in C_b(X) \otimes C^1(X) \subseteq \mathcal{D}^1(X)$, it holds that $\|f dg\| \geq |f(0)g'(0)|$. Consider now the map

$$\mathcal{D}^1(X) \supseteq C_b(X) \otimes C^1(X) \to \mathbb{R} \quad \text{defined by} \quad f dg \mapsto f(0)g'(0).$$

Using Hahn-Banach Theorem, we can extend the map above to a functional of $\mathcal{D}^1(X)'$, that is automatically tight, as $X$ is compact (Remark 1.25). However, we see that the map above can not be a current: indeed, axiom $ii)$ of Definition 1.35 is clearly violated. ■

We want to think to the space $\mathcal{D}^n(X)$ defined above as the space of $n$-forms on the metric space $(X, d)$ and Proposition 1.36 corroborates this in showing that there is a natural duality between appropriate operators on $\mathcal{D}^n(X)$ and currents. Still, in the classical smooth setting the space of differential forms has a natural algebra structure and it is natural to wonder whether the same holds in our setting. We are going to show that this is indeed the case.

Thus let $n, m \in \mathbb{N}$, $n, m \geq 1$ and notice that we have a natural exterior product operation

$$\wedge : \mathcal{D}^n(X) \times \mathcal{D}^m(X) \to \mathcal{D}^{n+m}(X)$$

defined as

$$(f d\pi_1 \wedge \cdots \wedge d\pi_n, g d\pi_{n+1} \wedge \cdots \wedge d\pi_{n+m}) \mapsto fg d\pi_1 \wedge \cdots \wedge d\pi_n \wedge d\pi_{n+1} \wedge \cdots \wedge d\pi_{n+m}$$

and extended by bilinearity. We also write

$$v \wedge w := \wedge(v, w) \quad \text{for every} \ v \in \mathcal{D}^n(X), \ w \in \mathcal{D}^m(X).$$

This ‘algebraic’ structure is compatible with the norm on $\mathcal{D}^n(X)$ imposed via ‘analytic’ considerations:

**Proposition 1.40.** For every $v \in \mathcal{D}^n(X), \ w \in \mathcal{D}^m(X)$, it holds that

$$\|v \wedge w\| \leq \|v\|\|w\|.$$
Clearly, $B^n \cup B^m \subseteq B^{n+m}$, in the sense that $\wedge(B^n, B^m) \subseteq B^{n+m}$.

By [AK00, Proposition 2.7], it holds that for $k \in \mathbb{N}$, $k \geq 1$,
$$
\|T\|_{\text{AK}(X)} = \sup_{v \in B^k} T(v) \quad \text{for every } k\text{-current } T.
$$

Let now $T$ be a $(n+m)$-current. If $v \in D^n(X)$, we can define a $m$-current $T_L v$ (see the discussion below [AK00, (2.5)]) by
$$
T_L v(w) := T(v \wedge w) \quad \text{for every } w \in D^m(X),
$$
where we notice that the following discussion implies that this definition is well posed even after taking the quotient on $D^n(X)$ with respect to the seminorm defined by (1.50).

Using (1.54) repeatedly and what noticed above, we have that for $v \in D^n(X)$,
$$
\|T_L v\|_{\text{AK}(X)} = \sup_{p \in B^n} T_L v(p) = \sup_{p \in B^n} T(v \wedge p) = \sup_{p \in B^n} T(p \wedge v)
= \sup_{p \in B^n} T_L p(v) \leq \|v\| \sup_{p \in B^n} \|T_L p\|_{\text{AK}(X)}
= \|v\| \sup_{p \in B^n} \sup_{q \in B^n} T_L p(q) = \|v\| \sup_{p \in B^n} \sup_{q \in B^n} T(p \wedge q)
\leq \|v\| \sup_{r \in B^{n+m}} T(r) = \|v\| \|T\|_{\text{AK}(X)}.
$$

Now, for $v, w$ as in the statement,
$$
\|v \wedge w\| = \sup_T T(v \wedge w) = \sup_T (T_L v)(w) \leq \sup_T \|T_L v\|_{\text{AK}(X)} \|w\|,
$$
where the suprema are taken among all $(n+m)$-currents $T$ with $\|T\|_{\text{AK}(X)} \leq 1$. Together with what just remarked, this concludes the proof. \(\square\)

**Remark 1.41.** Notice that we have a natural surjective linear map
$$
\bigwedge^n D^1(X) \to D^n(X)
$$
where the domain has to be seen as algebraic wedge product. Moreover, if we endow the domain with the projective norm i.e.
$$
\bigwedge^n D^1(X) \ni v \mapsto \|v\| := \inf \left\{ \sum_{i=1}^k \|v^i\|_{D^1(X)} \cdots \|v^k\|_{D^1(X)} : v = \sum_{i=1}^k v_i \wedge \cdots \wedge v^k \right\}
$$
and take then the quotient of $\bigwedge^n D^1(X)$, we see that this map descends to the quotient and has norm bounded by $1$ thanks to Proposition 1.40. \(\blacksquare\)

**Remark 1.42.** Notice that in the case $n = 1$, the space $D^1(X)$ can be seen as a sort of metric cotangent module. Indeed, we have a natural map
$$
d : \text{LIP}(X) \to D^1(X) \quad f \mapsto 1df
$$
satisfying
$$
\|df\| \leq \text{Lip}(f) \quad \text{for every } f \in \text{LIP}(X)
$$
(here equality in general does not hold). Also, the Leibniz rule
$$
d(fg) = fdg + gd f \quad \text{for every } f, g \in \text{LIP}_b(X)
$$
holds by [AK00, Theorem 3.5] and, with a similar argument, we can prove that the chain rule
$$
d(\phi \circ f) = \phi' \circ f df \quad \text{for every } \phi \in C^1(\mathbb{R}) \cap \text{LIP}(\mathbb{R}) \text{ and } f \in \text{LIP}(X)
$$
holds. Finally if $\{f_i\}_i$ is a sequence of equi-Lipschitz functions pointwise convergent to $f$, then
$$
df_i \rightharpoonup df$$
thanks to the requirement \( ii \) of Definition 1.35, where we isometrically embedded \( \mathcal{D}^1(\mathcal{X}) \) into the dual space of the space of 1-currents. 

In this section we have seen how currents on metric spaces can be seen as elements of the dual of a suitable normed \( C_b(\mathcal{X}) \)-module. In literature, there have been other attempts to describe a pre-dual space of the space of currents (e.g. [PS20, Sch16, Wil12]). We now compare briefly our approach to the one in [PS20]. First, let us clarify that we do not exhibit a pre-dual space of the space of currents, as not every element of \( \mathcal{D}^n(\mathcal{X})' \) is a current, (indeed, in order to be a current, an element of \( \mathcal{D}^n(\mathcal{X})' \) must be tight and satisfy item \( ii \) of Definition 1.35 - we have not been able to find a norm on \( \mathcal{D}^n(\mathcal{X}) \) which is compatible with such notions of convergence). On the other hand in [PS20] the space of currents is identified with the sequentially continuous dual of the space \( \Gamma_c^n(\mathcal{X}) \) (see [PS20] for the relevant definitions).

We show now that the map \( \widehat{\cdot} \) in [PS20, Theorem 1.1] is compatible with the notions developed here. In order to do so, the reader is assumed to be familiar with the machinery used and developed in [PS20]. Let \( T \) be a current, which then induces a local vector measure \( N_T = L_T|N_T| \). Take then \( \widehat{T} \in \Gamma_c^n(\mathcal{X})^* \). Now, the proofs of [PS20, Theorem 7.1 and Theorem 1.1] show that if \( \omega \in \Gamma_c^n(\mathcal{X}) \) then we have

\[
\widehat{T}(\omega) := \int_X L_T(x)(\omega(x)) \, d|N_T|(x)
\]

where the measurability of the integrand is part of the statement. The map \( L_T(x) \) is obtained by first considering the unique extension of \( L_T(x) \) to the space \( \mathsf{Pol}^n(U) \), where \( U \) is an open neighbourhood of \( x \), and then by considering the induced map on the stalk over \( x \), as by weak locality \( L(x)(v) \) depends only on the germ of \( v \) at \( x \).

1.2.2. Differential of Sobolev functions. Recall that a metric measure space is a triplet \( (\mathcal{X}, d, m) \) where \( \mathcal{X} \) is a set, \( d \) is a (complete and separable) distance on \( \mathcal{X} \) and \( m \) is a non negative Borel measure that is finite on balls. We adopt the convention that metric measure spaces have full support, that is to say that for any \( x \in \mathcal{X}, \, r > 0, \) we have \( m(B_r(x)) > 0 \).

The Cheeger energy (see [Che99, Sha00, AGS14a, AGS13]) associated to a metric measure space \( (\mathcal{X}, d, m) \) is the convex and lower semicontinuous functional defined on \( L^2(m) \) as

\[
\text{Ch}(f) := \frac{1}{2} \inf \left\{ \liminf_k \int_X \text{lip}(f_k)^2 \, dm : f_k \in \text{LIP}_b(\mathcal{X}) \cap L^2(m), \, f_k \to f \text{ in } L^2(m) \right\}
\]

where \( \text{lip}(f) \) is the so called local Lipschitz constant

\[
\text{lip}(f)(x) := \limsup_{y \to x} \frac{|f(y) - f(x)|}{d(y, x)},
\]

which has to be understood to be 0 if \( x \) is an isolated point. The finiteness domain of the Cheeger energy will be denoted as \( W^{1,2}(\mathcal{X}) \) and will be endowed with the complete norm \( \|f\|_{W^{1,2}(\mathcal{X})}^2 := \|f\|_{L^2(m)}^2 + 2\text{Ch}(f) \). It is possible to identify a canonical object \( |df| \in L^2(m) \), called minimal relaxed slope, providing the integral representation

\[
\text{Ch}(f) = \frac{1}{2} \int_X |df|^2 \, dm \quad \text{for every } f \in W^{1,2}(\mathcal{X}). \tag{1.55}
\]

We assume the reader familiar with the concepts of \( L^\infty/L^0 \)-normed modules as developed in [Gig14]. Here we recall that one of the main results in [Gig14] is about existence and uniqueness of a ‘cotangent module’ and of an associated notion of ‘differential of a Sobolev function’, meaning that: there exists a unique (up to unique isomorphism) couple \( (\mathcal{L}^2(T^*\mathcal{X}), d) \) where \( \mathcal{L}^2(T^*\mathcal{X}) \) is a \( L^2 \)-normed \( L^\infty \)-module and \( d : W^{1,2}(\mathcal{X}) \to \mathcal{L}^2(T^*\mathcal{X}) \) is linear and such that

i) \( |df| \) (as just above (1.55)) coincides with the pointwise norm of \( df \) \( m \)-a.e. for every \( f \in W^{1,2}(\mathcal{X}) \),

ii) \( \mathcal{L}^2(T^*\mathcal{X}) \) is generated (in the sense of modules) by \( \{df : f \in W^{1,2}(\mathcal{X})\} \).
We define the tangent module $L^2(TX)$ as the dual (in the sense of modules) of $L^2(T^*X)$. We define $L^0(T^*X)$ as the $L^0$-completion of the cotangent module $L^2(T^*X)$ and also (this definition is canonically equivalent to the previous one if $p = 2$)

$$L^p(T^*X) := \{ v \in L^0(T^*X) : |v| \in L^p(X) \} \quad \text{for } p \in [1, \infty].$$

Similarly, we define $L^0(TX)$ as the $L^0$-completion of $L^2(TX)$ and

$$L^p(TX) := \{ v \in L^0(TX) : |v| \in L^p(X) \} \quad \text{for } p \in [1, \infty].$$

(1.56)

In this manuscript we proposed an axiomatization of the concept of module (that aims at being an abstract approach to the space of sections of a given bundle) and duality different from the one in [Gig14]. It is therefore natural to wonder whether even in this new approach we have an existence & uniqueness result like the above. The answer is ‘yes under mild conditions’ and is given in the theorem below. We notice that:

i) If $\mathcal{M}$ is an $L^2$-normed module, then the subspace $V := \{ v \in \mathcal{M} : |v| \in L^\infty(m) \}$ equipped with the norm $\|v\| := \|v\|_{L^\infty}$ is a normed $C_b(X)$-module, the product operation being the one inherited from the $L^\infty(m)$-module structure.

ii) Is perfectly natural to assume that the reference measure is finite, in order to have the integrability of $|df|$ for every $f \in W^{1,2}(X)$. The alternative would be to develop a theory for local vector measures with locally finite mass - and thus acting in duality with objects with bounded support. This is viable but we won’t proceed in this direction.

iii) The situation here - in particular for what concerns uniqueness - is more complicated than the one in [Gig14] because we have to build not only the local vector measure $Df$, but also the module $V$ on which it acts (as opposed to the construction of the differential in [Gig14] that ‘stands on its own’). Assuming $L^2(T^*X)$ to be reflexive helps in getting the desired uniqueness.

**Theorem 1.43.** Let $(X, d, m)$ be a metric measure space with finite mass and assume that $L^2(T^*X)$ is reflexive. Then there exists a unique couple $(D, V)$, where $D : W^{1,2}(X) \to \mathcal{M}_V$ is linear and $V$ is a normed $C_b(X)$-module such that:

i) $|Df| = |df|m$ as measures,

ii) for every $v \in V$ we have

$$\|v\| = \sup N(X)(v),$$

(1.57)

where the supremum is taken among all local vector measures $N$ belonging to the $C_b(X)$ module generated by the image of $D$ with $|N|(X) \leq 1$,

iii) if $\{v_k\}_k \subseteq V$ is bounded and such that for every $A$ Borel and $f \in W^{1,2}(X)$, $Df(A)(v_k)$ has a finite limit, then there exists $v \in V$ such that $Df(A)(v_k) \to Df(A)(v)$.

Uniqueness is intended up to unique isomorphism in the following sense: whenever $(\hat{D}, \hat{V})$ is another such couple, there exists a unique couple of $C_b(X)$ linear (bijective) isometries $(\Phi, \Psi)$ where $\Phi : \mathcal{M}_V \to \hat{\mathcal{M}}_V$ and $\Psi : V \to \hat{V}$ are such that $\Phi \circ D = \hat{D}$ and $\Psi(v) \cdot \Phi(N) = v \cdot N$.

Finally, the definitions

$$V := \{ v \in L^2(TX) : |v| \in L^\infty(m) \} = L^\infty(TX)$$

(1.58)

and

$$Df(A)(\cdot) := \int_A df(\cdot) \, dm$$

(1.59)

provide a realization of the unique couple as above.

**Proof.** We divide the proof in three steps.

**Step 1.** We verify that the couple $(D, V)$ given by (1.58) and (1.59) satisfies the requirements. It is clear that $Df$ is a local vector measure for every $f \in W^{1,2}(X)$ whose total variation is bounded from above by $|df|m$. The equality $|Df| = |df|m$ follows from [Gig14, Corollary 1.2.16]. Also, $W^{1,2}(X) \ni f \mapsto Df \in \mathcal{M}_V$ is linear by linearity of $f \mapsto df$. Notice that (1.57) is a consequence of the density (in the sense of $L^p$-normed $L^\infty$-modules) of the image of the map $d : W^{1,2}(X) \to L^2(T^*X)$ together with the definition of pointwise norm for $L^2(TX)$ ([Gig14,
Proposition 1.2.14) and an immediate approximation argument. We prove now item iii), take \( \{v_k\}_k \subseteq \mathcal{V} \) as in the statement and notice that since \( m(X) < \infty \) such sequence if also bounded in \( L^2(TX) \). Since such space is reflexive, there is a non-relabeled subsequences weakly converging to a limit \( v \in L^2(TX) \) (e.g. by Eberlein-Smulian’s Theorem, but in fact in our setting the reflexivity of \( L^2(T^*X) \) implies its separability - because it trivially implies the reflexivity of \( W^{1,2}(X) \), that in turn implies separability of \( W^{1,2}(X) \) - see [ACDM15, Proposition 42] - that in turn trivially implies the separability of \( L^2(T^*X) \), so there is no need of the deep Eberlein-Smulian’s Theorem). Now notice that the \( L^\infty(TX) \)-norm is \( L^2(TX) \)-lower semicontinuous to conclude that \( v \in \mathcal{V} \) as well.

Now notice that for \( f \in W^{1,2}(X) \) and \( A \subseteq X \) Borel we have \( \chi_A df \in L^2(T^*X) \), hence the weak convergence implies

\[
\lim_k Df(A)(v_k) = \lim_k \int_A df(v_k) \, dm = \int_A df(v) \, dm = Df(A)(v),
\]
as desired.

**Step 2.** We prove that the maps \( (\Phi, \Psi) \), if they exist, are unique. Recall that we require \( \Phi \circ D = \tilde{D} \) and \( \Psi(v) \cdot \Phi(N) = v \cdot N \) for any \( v \in \mathcal{V} \). Then, taken \( \{g_i\}_{i=1,\ldots,n} \subseteq C_b(X) \) and \( \{f_i\}_{i=1,\ldots,n} \subseteq W^{1,2}(X) \) we have that for any \( v \in \mathcal{V} \) it holds

\[
\sum_{i=1}^n g_i \tilde{D} f_i(X)(\Psi(v)) = \Phi \left( \sum_{i=1}^n g_i D f_i \right)(X)(\Psi(v)) = \sum_{i=1}^n g_i D f_i(X)(v),
\]
which, thanks to item ii), forces the uniqueness of \( \Psi \). Uniqueness of \( \Phi \) follows immediately from the request \( \Psi(v) \cdot \Phi(N) = v \cdot N \), as \( \Psi \) is required to be surjective.

**Step 3.** We take a couple \( (D, \mathcal{V}) \) verifying items i), ii) and iii) and we prove existence of the maps \( (\Phi, \Psi) \) as in the statement, provided that the other couple verifying items i), ii) and iii) is the canonical one given by (1.58) and (1.59). This will be clearly enough. Both maps will be denoted with \( \hat{\cdot} \).

For every \( v \in \mathcal{V} \), we define

\[
|v|_* := m - \text{ess sup}_{f \in W^{1,2}(X)} L_f(v) \chi_{\{df \neq 0\}},
\]
where \( Df = L_f|Df| \) is the polar decomposition, notice that \( |\cdot|_* \) is well defined as \( |Df| \ll m \) by item i). Notice now that item ii) together with an easy approximation argument based on Proposition 1.17 yields that

\[
\|v\| = \sup N(X)(v),
\]
where the supremum is taken among the local vector measures \( N \) with \( |N(X)| \leq 1 \) and

\[
N \in \left\{ \sum_i \chi_{A_i} D f_i : \{A_i\}_i \text{ is a Borel partition of } X \text{ and } \{f_i\}_i \subseteq W^{1,2}(X) \right\}.
\]
It then follows that \( \|\cdot\|_* \|_{L^\infty(m)} = \|\cdot\| \).

Given \( v \in \mathcal{V} \), we consider the map

\[
L^2(T^*X) \ni \sum_i \chi_{A_i} D f_i \mapsto \sum_i \chi_{A_i} L_{f_i}(v)|Df_i| = \sum_i \chi_{A_i} \frac{d(v \cdot D f_i)}{dm} \in L^1(m),
\]
where the equality is due to item i). By the trivial bound \( \sum_i \chi_{A_i}|Df_i||v|| \) for the right hand side, the fact that \( m \) is finite and [Gig14, Proposition 1.4.8], we see that it defines an element of \( L^2(TX) \), that we call \( \hat{v} \), and which satisfies, by the definition of \( |\cdot|_* \), the identity \( |v| = |v|_* \) m-a.e. Notice that the map \( v \mapsto \hat{v} \) is \( C_b(X) \) linear and satisfies

\[
Df(A)(v) = \int_A df(\hat{v}) \, dm \quad \text{or equivalently} \quad v \cdot Df = df(\hat{v}) \quad (1.60)
\]
for every \( A \subseteq X \) Borel and \( v \in \mathcal{V} \). Also, if \( \sum_i \chi_{A_i} D f_i \in L^2(T^*X) \), it holds that

\[
\left| \sum_i \chi_{A_i} D f_i \right| = m - \text{ess sup}_{v \in \mathcal{V}, \|v\| \leq 1} \sum_i \chi_{A_i} D f_i(\hat{v}), \quad (1.61)
\]
as, if \( f \in W^{1,2}(X) \),
\[
|df| = m - \text{ess sup}_{v \in V, |v| \leq 1} L_f(v)|df| = m - \text{ess sup}_{v \in V, |v| \leq 1} df(\hat{v}),
\]
where, as above, the second equality comes from item i) (or, which is the same, from (1.60)).

We set now \( M := \{ \hat{v} : v \in V \} \) and we claim that \( M = L^\infty(TX) \). We prove first that \( M \subseteq L^2(TX) \) is dense. If by contradiction \( M \) was not dense, we could find a functional \( Q \in (L^2(TX))^* = L^2(T^*X) \) (by \cite[Proposition 1.2.13]{Gig14} and the assumption that \( L^2(T^*X) \) is reflexive) such that \( Q \neq 0 \) but \( Q(\hat{v}) = 0 \) m.a.e. for every \( v \in V \). By density, we take \( \{Q_k\}_k \subseteq L^2(T^*X) \) with \( Q_k \to Q \) in \( L^2(T^*X) \) and also \( |Q - Q_k| \to 0 \) m.a.e. and \( Q_k \) is of the form \( \sum \chi_A k d_f^k \). Now, if \( v \in V \),
\[
|Q_k(\hat{v})| \leq |Q_k - Q|(\hat{v}) + |Q(\hat{v})| \leq |Q_k| ||v|| \quad \text{m.a.e.}
\]
so that, taking into account (1.61),
\[
|Q_k| \leq |Q - Q_k| \quad \text{m.a.e.}
\]
which implies that \( Q = 0 \), a contradiction. Therefore we have proved that \( M \subseteq L^2(TX) \) is dense.

Take now \( v \in L^2(TX) \) with \( |v| \in L^\infty(m) \). By density, we take a sequence \( \{v_n\}_n \subseteq V \) such that \( \hat{v}_n \to v \) in \( L^2(TX) \) and also \( |\hat{v}_n - v| \to 0 \) m.a.e. As \( M \) is stable under multiplication by characteristic functions of Borel subsets of \( X \) (thanks to item iii) and the \( C_b(X) \) linearity of the map \( v \mapsto \hat{v} \) we can further assume that \( \{v_n\}_n \subseteq V \) is bounded. Now, thanks to item iii), we see that \( v \in M \).

Now, to any \( N \in \mathcal{N}_V \) we associate \( \hat{N} \in \mathcal{M}_M \) by \( \hat{v} \cdot \hat{N} := v \cdot N \). As \( V \) is isometric to \( (M, |||: |||_{L^\infty(m)}) \)
(via the \( C_b(X) \) linear isometry \( \cdot \)), we see that the map \( N \mapsto \hat{N} \) is a \( C_b(X) \) linear isometry. Also, \( Df(A) = \int_A d f(\cdot) \ d m \). Indeed, if \( v \in V \), then \( \hat{v} \cdot D f = v \cdot D f = L_f(v)|df| = df(\hat{v}) \).

\( \square \)

**Remark 1.44.** Theorem 1.43 can be easily adapted to integrability exponents different from 2 within the range \((1, \infty)\).

### 1.2.3. Differential of BV functions

In this section, we build local vector measures that describe the distributional derivatives of functions of bounded variation. We study here the case of an arbitrary metric measure space and a real valued function of bounded variation. Then, in the setting of an RCD\((K, \infty)\) space, improve considerably the result, see Section 2.3.

We assume that the reader is familiar with the theory of functions of bounded variation in metric measure spaces developed in \cite{Amb01, Amb02, Mir03}. We recall now the main notions. For \( A \subseteq X \) open, \( \text{LIP}_{loc}(A) \) denotes the space of Borel functions that are Lipschitz in a neighbourhood of \( x \), for any \( x \in A \). If \((X, d)\) is locally compact, \( \text{LIP}_{loc}(A) \) coincides with the space of functions that are Lipschitz on compact subsets of \( A \).

Fix a metric measure space \((X, d, m)\). Given \( f \in L^1(m) \), we define, for any \( A \subseteq X \) open,
\[
|Df|(A) := \inf \left\{ \liminf_k \int_X \text{lip}(f_k) \ d m : f_k \in \text{LIP}_{loc}(A) \cap L^1(m), f_k \to f \text{ in } L^1(m) \right\}.
\]
We say that \( f \) is a function of bounded variation, i.e. \( f \in \text{BV}(X) \), if \( f \in L^1(m) \) and \( |Df|(X) < \infty \). If this is the case, \( |Df|(\cdot) \) turns out to be the restriction to open sets of a finite Borel measure that we denote with the same symbol and we call total variation. Notice that, by its very definition, the total variation \( |Df|(A) \) is lower semicontinuous with respect to \( L^1(m) \) convergence for \( A \) open, is subadditive and \( |D(\phi \circ f)| \leq L|Df| \) whenever \( f \in \text{BV}(X) \) and \( \phi \) is \( L\)-Lipschitz.

Several classical results concerning BV calculus have been generalized to the abstract framework of metric measure spaces. Among them, the Fleming-Rishel coarea formula, which states that given \( f \in \text{BV}(X) \), the set \( \{f > r\} \) has finite perimeter for \( L^1\)-a.e. \( r \in \mathbb{R} \) and
\[
\int_X h \ d |Df| = \int_0^\infty \int_X h \ d\text{Per}(\{f > r\}, \cdot) \quad \text{for any Borel function } h : X \to [0, \infty].
\]
In particular,
\[ |Df|(A) = \int_{\mathbb{R}} |d\text{Per}(\{ f > r \}, A)| \quad \text{for any } A \subseteq X \text{ Borel.} \tag{1.62} \]

Now we need the definition of divergence ([Gig14, BCM21]). Notice that in the definition below the module \( L^\infty(TX) \) is defined as in (1.56), i.e. starting from the modules \( L^2(T^*X) \), \( L^2(TX) \) and algebraic operations; in particular, no notion of Sobolev function other than \( W^{1,2}(X) \) is required.

**Definition 1.45.** Let \( p \in \{ 2, \infty \} \). For \( v \in L^p(TX) \) we say that \( v \in D(\text{div}^p) \) if there exists a function \( g \in L^p(X) \) such that
\[ \int_X df(v) \, dm = -\int_X fg \, dm \quad \text{for every } f \in W^{1,2}(X) \text{ with bounded support,} \tag{1.63} \]
and such \( g \), that is uniquely determined, will be denoted by \( \text{div} v \).

Notice that if \( v \in D(\text{div}^2) \cap D(\text{div}^\infty) \), then the two objects \( \text{div} v \) as above coincide, in particular, \( \text{div} v \in L^2(m) \cap L^\infty(m) \). From (1.63) it follows that \( \text{supp}(\text{div} v) \subseteq C \) for any \( C \subseteq X \) such that \( v \subseteq C \).

Another direct consequence of the definition is that if \( v \in D(\text{div}^p) \) has bounded support (i.e. support contained in a bounded set) then
\[ \int_X \text{div} v \, dm = 0 \tag{1.64} \]
as it can be checked by picking \( f \) in (1.63) identically equal to 1 on a set containing the support of \( v \). Also, the following version of the Leibniz rule holds: if \( v \in D(\text{div}^\infty) \) and \( f \in \text{LIP}_b(X) \), then \( fv \in D(\text{div}^\infty) \) and
\[ \text{div}(fv) = df(v) + f \text{div} v. \tag{1.65} \]
This follows from (1.63) and the fact that if \( g \in W^{1,2}(X) \) has bounded support and \( f \in \text{LIP}_b(X) \), then \( fg \in W^{1,2}(X) \) has bounded support and satisfies \( d(fg) = fdg + gdg \). In the case \( p = 2 \), again from the algebraic properties of bounded Sobolev functions together with an easy approximation argument, we have that if \( v \in D(\text{div}^2) \cap L^\infty(TX) \) and \( f \in \text{S}^2(X) \cap L^\infty(m) \), then \( fv \in D(\text{div}^2) \) and the calculus rule above holds. In the case \( p = 2 \), we will often omit to write the superscript 2 for what concerns the divergence.

The following representation formula is basically proved in [DM14] (see also [BCM21] and [BG22, Proposition 2.1] for what concerns this formulation).

**Proposition 1.46 (Representation formula).** Let \( (X, d, m) \) be a metric measure space and \( f \in \text{BV}(X) \). Then, for every \( A \) open subset of \( X \), it holds that
\[ |Df|(A) = \sup \left\{ \int_A f \text{div} v \, dm \right\}, \tag{1.66} \]
where the supremum is taken among all \( v \in \mathcal{W}_A \), where
\[ \mathcal{W}_A := \{ v \in D(\text{div}^\infty) : |v| \leq 1 \text{ m-a.e. supp } v \subseteq A \}. \tag{1.67} \]

This statement might appear surprising because it characterizes BV\((X)\) functions via duality with vector fields that, in turn, are defined in duality with functions in \( W^{1,2}(X) \) (as discussed before Definition 1.45). We thus make the following observations:

i) Approaching Sobolev/BV functions via integration by parts in general metric measure setting has been one of the main achievements in [DM14]. In such reference, the definition is given in duality with the notion of \textit{derivation} which is there defined as suitable map from Lipschitz functions to \( L^0(m) \).

ii) Since Lipschitz functions are always Sobolev, at least locally, vector fields as considered in (1.67) are included in the class of derivations as used in [DM14] to define BV functions. In particular, it is obvious a priori from the definitions in [DM14] that the inequality \( \geq \) holds in (1.66).
iii) The opposite inequality follows from the results in [DM14]. Specifically, it is trivial to notice that \( L^\infty \) derivations with divergence in \( L^\infty \) are also \( L^2 \) derivations with divergence in \( L^2 \) (at least locally) and these latter ones can be used - thanks to [DM14] - to define \( W^{1,2} \) functions. It then follows by abstract machinery that these sort of \( L^2 \) derivation are (or better, uniquely induce) a vector field in \( L^2(TX) \) and if we actually start with an \( L^\infty \) derivations with divergence in \( L^\infty \), the corresponding vector field will be in \( L^\infty(TX) \cap D(\text{div}^\infty) \) with the same pointwise norm and divergence of the original derivation (see also [BCM21, Lemma 3.12]). This line of thought gives \( \leq \) in (1.66).

With this said, we have the following result:

**Theorem 1.47.** Let \((X,d,m)\) be a metric measure space and let \( V \) be the subspace of \( L^\infty(TX) \) made of \( C_b(X) \)-linear combinations of vector fields in \( D(\text{div}^\infty) \).

Then for every \( f \in BV(X) \) there exists a unique local vector measure \( Df \) defined on \( V \) such that

\[
Df(X)(v) = -\int_X f \text{div} v \, dm \quad \text{for every } v \in D(\text{div}^\infty). \tag{1.68}
\]

**Proof.** Start noticing that (1.65) grants that \( \text{div}^\infty \) is a normed \( LIP_b(X) \)-module (we equip \( \text{div}^\infty \) with the norm of \( L^\infty(TX) \)) and that \( LIP_b(X) \) is a subring of \( C_b(X) \) that approximates open sets in the sense of Definition 1.3. Now define \( F : D(\text{div}^\infty) \to R \) as

\[
F(v) := -\int_X f \text{div} v \, dm.
\]

Notice that Proposition 1.46 shows that \( F \in (D(\text{div}^\infty))' \) with \( \|F\|' = |Df|(X) \) and that

\[
\sup \{F(v) : v \in D(\text{div}^\infty), \|v\| \leq 1, \text{supp } v \subseteq A \} = |Df|(A).
\]

In particular, the set function defined by the supremum in the left hand side of the equation above is the restriction to open sets of a finite Borel measure, so that by Lemma 1.26 the functional \( F \) is tight.

Therefore by Theorem 1.27 there is a unique local vector measure \( Df \) defined on \( \text{div}^\infty \) for which (1.68) holds and by Proposition 1.31 such measure can be uniquely extended to a local vector measure on \( V \).

**Remark 1.48.** Given \( f \in BV(X) \), we can take the polar decomposition of its distributional deriv-ative \( Df = L|Df| \) given by Theorem 1.47. Therefore, taking into account also Lemma 1.18, we have that for every \( g \in C_b(X) \) and \( v \in D(\text{div}^\infty) \) such that \( gv \in D(\text{div}^\infty) \), we have

\[
\int_X f \text{div}(gv) \, dm = -\int_X gL(v) \, d|Df|
\]

where, in particular, \( \|L(v)\|_{L^\infty(|Df|)} \leq \|v\| \) by (1.25). We can see this result as a particular case of [BCM21, Theorem 4.13]. Following similar arguments it also possible to obtain the full result of [BCM21, Theorem 4.13], working with local vector measures defined on the \( C_b(X) \) module generated by \( \mathcal{DM}^\infty(X) \) ([BCM21, Definition 4.1]).

We prove now the basic calculus rules for continuous functions of bounded variation. In the framework of RCD\((K,N)\) spaces, we will have a much more powerful result, see Theorem 2.21.

**Proposition 1.49** (Chain rule). Let \((X,d,m)\) be a metric measure space, let \( f \in BV(X) \cap C(X) \) and let \( \phi \in LIP(\mathbb{R}) \) be such that \( \phi(0) = 0 \). Then

\[
|Df|(f^{-1}(N)) = 0 \quad \text{for every Borel set } N \subseteq \mathbb{R} \text{ such that } L^1(N) = 0. \tag{1.69}
\]

In particular, \( \phi \) is differentiable at \( f(x) \) for \( |Df|\)-a.e. \( x \). Moreover \( \phi \circ f \in BV(X) \) and

\[
D(\phi \circ f) = \phi' \circ f Df. \tag{1.70}
\]
Proof. Take $N \subseteq \mathbb{R}$ with $\mathcal{L}^1(N) = 0$. Then we use (1.62) and the fact that the perimeter of a set is concentrated on its topological boundary to compute

$$|Df|(f^{-1}(N)) = \int_{\mathbb{R}} \text{Per}(\{f > t\}, f^{-1}(N)) \, dt = \int_{N} \text{Per}(\{f > t\}, f^{-1}(N)) \, dt = 0.$$  

In particular, by Rademacher’s Theorem, we have that $\phi$ is differentiable at $f(x)$ for $|Df|$-a.e. $x$.

With an easy approximation argument, we see that we can assume $\phi \in \text{LIP}(\mathbb{R}) \cap C^1(\mathbb{R})$ with $\phi(0) = 0$. Indeed, let $\{\rho_n\}_n$ be a family of Friedrich mollifiers and define $\phi_n := \phi \ast \rho_n - (\phi \ast \rho_n)(0) \in \text{LIP}(\mathbb{R}) \cap C^1(\mathbb{R})$.

For any $v \in D(\text{div}^\infty)$, we have on the one hand

$$D(\phi_n \circ f)(X)(v) = -\int_{X} \phi_n \circ f \text{div } v \, dm \to -\int_{X} \phi \circ f \text{div } v \, dm = D(\phi \circ f)(X)(v)$$

and on the other hand

$$\phi'_n \circ f Df(X)(v) = \int_{X} \phi'_n \circ f L_f(v) |\text{Df}| \to \int_{X} \phi' \circ f L_f(v) |\text{Df}| = \phi' \circ f Df(X)(v),$$

where we used that $\phi'_n \to \phi \text{ L}^1$-a.e. so that by (1.69) it holds $\phi'_n \circ f \to \phi \circ f |\text{Df}|$-a.e. Then, if the chain rule holds for $\phi_n$, by the characterization of the differential given in Theorem 1.47 above we obtain that it holds for $\phi$.

We thus proved that it suffices to prove the chain under the assumption $\phi \in \text{LIP}(\mathbb{R}) \cap C^1(\mathbb{R})$ with $\phi(0) = 0$. If this is the case, we can take an approximating sequence $\{\phi_n\}_n$ as follows: for every $n$, $\phi_n$ is piecewise affine, at its points of non-differentiability $\phi_n$ coincides with $\phi$, $\phi_n \to \phi$ uniformly and $|\phi'_n - \phi'| \to 0$ $\text{L}^1$-a.e. Let now $\{\phi_n\}_n$ be defined as $\phi_n := \phi_n - \phi_n(0)$. Arguing as above, we see that it suffices to check that (1.70) holds for any $\phi_n$ to conclude the proof.

To conclude then we prove the chain rule under the assumption that $\phi \in \text{LIP}(\mathbb{R})$ is piecewise affine and $\phi(0) = 0$. Thus let $\{A_i\}_i \subseteq X$ be the at most countable collection of open sets of the form $f^{-1}(I)$ for $I \subseteq \mathbb{R}$ interval where $\phi$ is affine. Then (1.69) ensures that $|Df|(X \setminus \bigcup A_i) = 0$ and then an argument based on the fact that $|Df|(X) < \infty$ shows that $\chi_{\bigcup A_i} \text{D}(\phi \circ f)(X)(v) \to \text{D}(\phi \circ f)(X)(v)$ and $\chi_{\bigcup A_i} \phi' \circ f Df(X)(v) \to \phi' \circ f Df(X)(v)$ as $n \to \infty$ for any $v \in D(\text{div}^\infty)$.

Hence to conclude it is enough to check that $\chi_A \text{D}(\phi \circ f) = \chi_A \phi' \circ f Df$ for any $i$, and then again by an argument based on $|Df|(X) < \infty$ that it is sufficient to prove that $\chi_B \text{D}(\phi \circ f) = \chi_B \phi' \circ f Df$ for any bounded open set $B$ contained in some of the $A_i$’s. In turn, (1.39) (applied with $\mathcal{V} := D(\text{div})$ but then we use Proposition 1.31) and (1.18) show that to prove this latter statement it is sufficient to prove that

$$D(\phi \circ f)(B)(v) = \phi' \circ f Df(B)(v)$$

for any $B$ as before and $v \in D(\text{div}^\infty)$ with supp $v \subseteq B$. To see this notice that

$$D(\phi \circ f)(B)(v) = D(\phi \circ f)(X)(v) = -\int_{X} \phi \circ f \text{div } v \, dm (1.64) - \phi' \int_{X} f \text{div } v \, dm = \phi' \circ f Df(B)(v).$$

The conclusion follows. \hfill \Box

The Leibniz rule is simply obtained by polarization of the chain rule with $\phi(t) = t^2$.

**Proposition 1.50 (Leibniz rule).** Let $(X, d, m)$ be a metric measure space and $f, g \in \text{BV}(X) \cap C_b(X)$. Then $fg \in \text{BV}(X)$ and

$$D(fg) = fDf + gDf.$$ 

In particular,

$$|D(fg)| \leq |f||Dg| + |g||Df|. \tag{1.71}$$

**Proof.** Using the chain rule with $\phi \in \text{LIP}(\mathbb{R})$ that coincides with $t \mapsto t^2$ on a sufficiently large neighbourhood of 0, we see that

$$D(f + g)^2 = 2(f + g)D(f + g),$$

$$Df^2 = 2fDf,$$

$$Dg^2 = 2gDg.$$
The conclusion easily follows from the linearity of the differential. □

Remark 1.51. We wish to point out that the language of local vector measures is not necessary to achieve the inequality (1.71). We sketch an alternative proof. Take first \( \phi \in \text{LIP}(\mathbb{R}) \) bi-Lipschitz (hence strictly monotone, say strictly increasing) and assume that \( \phi(0) = 0 \). For \( A \subseteq X \) open, we compute, by (1.62) and the change of variables formula,

\[
|D(\phi \circ f)|(A) = \int_{\mathbb{R}} \text{Per}(\{\phi \circ f > t, A\}) \, dt = \int_{\mathbb{R}} \text{Per}(\{f > s, A\}) \phi'(s) \, ds
= \int_A \int_{\mathbb{R}} \phi'(f(x)) d\text{Per}(\{f > s, A\})(x) \, ds = \int_A \phi'(f(x)) \, d|Df|,
\]

so that

\[
|D(\phi \circ f)| \leq |\phi' \circ f||Df|.
\] (1.72)

Now we notice that, using (1.62), (1.69) and the regularity of the measures involved, we see that it is enough to check (1.71) on \( A \), where \( A \subseteq X \) is a bounded open set such that \( f, g \in (c, C) \) for some \( c, C \in (0, \infty) \). Up to compute then, on \( A \),

\[
|D(fg)| = |D e^{\phi(fg)}| \leq |D e^{|\phi f|}| D e^{|\phi g|} \leq e^{|\phi f|} D e^{|\phi g|} \leq f g D e^{|\phi f|} + e^{|\phi g|} D e^{|\phi f|} \leq g |Df| + f |Dg|,
\]

where we used (1.72) twice.

If \( f, g \in \text{BV}(X) \cap L^\infty(m) \) are not continuous, other versions of the inequality investigated are available: if one denotes with \( \hat{f}, \hat{g} \) the precise representatives of \( f, g \) (e.g. (2.14) and the equation below (2.14)) a reasonable claim would be

\[
|D(fg)| \leq |\hat{f}||Dg| + |\hat{g}||Df|
\]

which is exactly what one obtains in the smooth context. On metric measure spaces this property may fail (see e.g. [Lah20]), where also an optimal bound on \( |D(fg)| \) was provided for PI spaces, whereas for finite dimensional RCD spaces the sharp version has been proved in [BG22].

1.2.4. Strongly local measures. Let \((X, d, m)\) be a metric measure space (complete, separable, with measure finite on bounded sets), \( \mathcal{M} \) an \( L^p(m) \)-normed \( L^\infty(m) \)-module over it and \( \mathcal{V} \subseteq \mathcal{M} \) be a \( C_b(X) \) submodule (in the algebraic sense) such that for every \( v \in \mathcal{V} \), \( ||v|| \in L^\infty(m) \). We have already noticed that \( \mathcal{V} \) equipped with the norm

\[
||v|| := ||v||_{L^\infty(m)}
\]

is \((\mathcal{V}, || \cdot ||)\) is a normed \( C_b(X) \)-module. Local vector measures \( N \) defined on \( \mathcal{V} \) are, by definition, weakly local, i.e. they satisfy

\[
N(A)(v) = 0, \quad \text{for every } A \subseteq X \text{ open and } v \in \mathcal{V} \text{ with } ||v||_A = 0. \quad (1.73)
\]

In some sense, due to the nature of the definition of general normed \( C_b(X) \)-modules, this is the most we ask for when speaking about locality. In the current setting, however, the elements of \( \mathcal{V} \) are also elements of \( \mathcal{M} \) and thus are \('\text{defined } m\text{-a.e.}'\), in a sense (see also discussion in [Gig14]). In practice, not only we can say whether \( ||v||_A = 0 \) for any open set \( A \), but we can also ask whether \( ||v|| = 0 \) \( m\text{-a.e.} \) on \( B \) for \( B \subseteq X \) Borel (and this certainly occurs if \( B \) is open and \( ||v||_B = 0 \)). Because of this, we ask whether a given local vector measure \( N \) is local in the following sense, that we shall call strong locality:

\[
N(B)(v) = 0, \quad \text{for every } B \subseteq X \text{ Borel and } v \in \mathcal{V} \text{ with } ||v|| = 0 \text{ } m\text{-a.e.} \text{ on } B. \quad (1.74)
\]

What just said ensures that (1.74) implies (1.73). There are two reasons for which it might happen that the converse implication fails:

1) It might be that \( |N| \ll m \). In this case picking \( B \) with \( m(B) = 0 \) and \( |N|(B) > 0 \) we see that (1.74) cannot hold.

2) It might be that \( |N| \ll m \) but still (1.74) fails, so that we can’t improve the locality information from open sets to Borel ones. In investigating this matter it might be worth to notice that the germ seminorm \( |v|_a \) coincides with the \( m\)-essential upper semicontinuous envelope of the pointwise norm \( |v| \) (because \( |v||_A = ||v|_A||_{L^\infty(\mu)} \) for any \( A \subseteq X \) open).

Using Hahn-Banach on \( L^\infty \) it is easy to build examples where these can actually occur:
**Example 1.52.** Let \((X, \mathcal{d}, \mu)\) be the unit interval \([0, 1]\) equipped with the usual distance and measure and \(V := L^\infty(\mu)\). Also, let \(V \subseteq \overline{V}\) be the subspace of those functions that are \(L^1\)-a.e. constant in a neighbourhood of 0 and \(L : V \to \mathbb{R}\) be the functional assigning to \(f \in V\) the value it a.e. assumes in such neighbourhood. Then clearly \(L\) has norm 1 and can be extended, via Hahn-Banach, to a functional with norm 1 on \(V\), still denoted \(L\).

Now we define \(N := L\delta_0\), i.e. we put \(N(B)(f) := \delta_0(B)L(f)\) for every \(B \subseteq [0, 1]\) Borel and \(f \in V\). It is clear that \(N\) is a vector valued measure on \(\overline{V}\); to check weak locality we notice that for \(A \subseteq [0, 1]\) open we have \(\|f\|_A = 0\) if and only if \(f = 0,\) \(L^1\)-a.e. on \(A\), whence the conclusion follows from the very definition of \(L\). Since, rather clearly, we have \(|N| = \delta_0\), we have an example where (1) above holds.

A variation of this construction also gives an example where (2) holds. Namely, let \((X, \mathcal{d}, \mu)\) be the unit interval \([0, 1]\) equipped with the usual distance and the measure \(\mu := \delta_0 + L^1\) and let \(V := L^\infty(\mu)\). Also, let \(V' \subseteq V\) be the subspace of those functions that are \(L^1\)-a.e. constant in a neighbourhood of 0 and \(L : V \to \mathbb{R}\) be the functional assigning to \(f \in V\) the value it a.e. assumes in such neighbourhood (notice that \(L(f)\) might be different from \((f(0))\)). Then, as before, \(L\) has norm 1 and can be extended, via Hahn-Banach, to a functional with norm 1 on \(V\), still denoted \(L\).

As before, we define \(N := L\delta_0\) and notice that the same arguments as above ensure that \(N\) is a local vector measure defined on \(\overline{V}\) with \(|N| = \delta_0 \ll \mu\). To see that (1.74) fails let \(f \in V\) be identically 1 on \((0, 1]\) and \(f(0) = 0\). Then the pointwise norm of \(f\) in 0 is 0 (notice that, as already discussed, the pointwise norm is not the same as the germ seminorm) so that if (1.74) is in place we should have \(N(\{0\})(f) = 0\), but the fact that \(f\) is in \(V\) gives \(L(f) = 1\), so that \(N(\{0\})(f) = 1\).

With this said, our main result in this section, namely Proposition 1.53 below, concerns characterization of strongly local vector measures and extension of such measures initially defined only on appropriate subspaces, i.e. we are going to adapt Proposition 1.31 to the strongly local case.

Before coming to the actual statement, let us point out an easy to spot class of strongly local vector measures. Take \(M \in \mathcal{M}^\star\) (the dual in the sense of modules) with \(|M| \in L^\infty(\mu)\) and define \(N\) as

\[
N(A)(v) := \int_A M(v)\,d\mu \quad \text{for } A \subseteq X \text{ Borel and } v \in \overline{V},
\]  

(1.75)

where \(\overline{V} := \{v \in \mathcal{M} : [v] \in L^\infty(\mu)\}\). It is then easy to see that \(N\) is a local vector measure satisfying (1.74) and that \(|N| = |M|\mu\) (one would also like to say that the polar decomposition \(N = L|N|\) of \(N\) is given by \(N = \frac{M}{|M|}|N|\) but this requires a bit of technical care because \(M\) is not a map from \(X\) to \(\overline{V}\) but rather a `local’ map from \(V\) to \(L^1(\mu)\)). There are strict links between the two notions - relying on Corollary A - but we won’t discuss this topic further and rather refer to the upcoming [GLP]). One of the conclusions of Proposition 1.53 below is that - perhaps not surprisingly - in fact all strongly local vector measures are of this form.

A more interesting question concerns the possibility of extending a strongly local vector measure that initially is defined only on some normed \(R\)-module \(W\) dense in \(V\) in a suitable sense. We point out that for \(v \in V\) (\(V\) seen as a normed \(C_0(X)\)-module) or \(v \in W\) (\(W\) seen as a normed \(R\)-module) it holds

\[
\|v\|_A = \|v_A\|_{L^\infty(\mu)} \quad \text{for every } A \subseteq X \text{ open},
\]

in particular the local seminorm \(|v|_A\) (and hence the notion of germ seminorm and support) is independent of the choice of \(R\).

We have seen in Proposition 1.31 that all (weakly) local vector measure admit a unique extension, thus uniqueness is also in place in the strongly local case. We have not been able to achieve an equally general conclusion for what concerns existence, nor to find counterexamples; this is the same as to say that we don’t know whether the extension of a strongly local vector measure given by Proposition 1.31 is still strongly local. Still, we identified a sufficient condition on \(W\) for this to hold: it amounts at asking that

\[
\frac{1}{\|v\|_V} v \in W \quad \text{for every } v \in W.
\]  

(1.76)
Moreover, if these holds the formula

\[ \exists B \subseteq \mathbb{R}^d \text{ such that } (1.75) \text{ holds, one can easily extend the measure from the completion of } C_b(X) \cdot \mathcal{W} \text{ to } \{ v \in \mathcal{M} : |v| \in L^\infty(m) \}: \text{ we shall use this observation in identifying ‘polar’ and ‘representable’ measures in Section 2.2, see Proposition 2.10.} \]

With this said, our main result here is:

**Proposition 1.53.** Let \((X, d, m)\) be a metric measure space, \(\mathcal{M}\) an \(L^p(m)\)-normed \(L^\infty(m)\)-module and \(\mathcal{V} \subseteq \mathcal{M}\) the normed \(C_b(X)\)-module made of elements of \(\mathcal{M}\) with pointwise norm in \(L^\infty(m)\).

Also, let \(\mathcal{W} \subseteq \mathcal{V}\) be a subspace that, with the inherited structure, is also normed \(\mathcal{R}\)-module for some subring \(\mathcal{R} \subseteq C_b(X)\) that approximates open sets (Definition 1.3).

Assume also that \(\mathcal{W}\) satisfies (1.76) and that \(\mathcal{W}\) generates, in the sense of modules, \(\mathcal{M}\).

Let \(N\) be a local vector measure defined on \(\mathcal{W}\) such that \(|N| \ll m\). Then the following assertions are equivalent:

i) \(N\) is strongly local on \(\mathcal{W}\), i.e. for any \(v \in \mathcal{W}\) and \(B \subseteq X\) Borel we have

\[ N(B)(v) = 0 \quad \text{whenever } |v| = 0 \quad |N|\text{-a.e. on } B. \]

ii) there exists \(M_N\) in \(\mathcal{M}^*\) (the dual in the sense of modules) such that \(|M_N| = 1\) \(|N|\text{-a.e. and for every } v \in \mathcal{W}\), it holds

\[ L_N(x)(v) = M_N(v)(x) \quad \text{for } |N|\text{-a.e. } x \in X, \quad (1.77) \]

Moreover, if these holds the formula

\[ \hat{N}(B)(v) := \int_B M_N(v) \, d|N|, \quad \forall B \subseteq X, \text{ Borel, } v \in \mathcal{V}, \quad (1.78) \]

provides the unique extension of \(N\) to a strongly local vector measure defined on \(\mathcal{V}\).

**Proof.** The implication \(i) \Rightarrow ii\) is obvious, so we turn to the opposite one. We start by showing that for every \(v \in \mathcal{W}\) we have

\[ |L_N(x)(v)| \leq |v|(x) \quad \text{for } |N|\text{-a.e. } x \in X. \quad (1.79) \]

Let then \(v \in \mathcal{W}\) and let \(B\) be a Borel subset of \(X\). If \(v = 0\) \(|N|\text{-a.e. on } B\), then \(N(B)(v) = 0\). Otherwise we set

\[ w_v := \frac{\|v\chi_B\|_{L^\infty(|N|)}}{\|\|v\|\chi_B\|_{L^\infty(|N|)} \vee |v|} \]

and notice that \(w_v \in \mathcal{W}\) by our assumption (1.76) and that \(|v - w_v| = 0\) \(|N|\text{-a.e. on } B\). Having assumed \(i\), this implies

\[ |N(B)(v)| = |N(B)(w_v)| \leq |N|(B)\|w_v\| \leq |N|(B)\|v\chi_B\|_{L^\infty(|N|)}. \]

Therefore, for every \(B \subseteq X\) Borel we have

\[ \left| \int_B L_N(x)(v) \, d|N| \right| \leq |N|(B)\|v\|\chi_B\|_{L^\infty(|N|)} \quad \text{for every } v \in \mathcal{W}, \]

so that (1.79) follows.

By the fact that \(\mathcal{W}\) generates, in the sense of modules \(\mathcal{M}\) and with (1.79) in mind, we can apply [Gig14, Proposition 1.4.8 and Theorem 1.2.24] to obtain existence and uniqueness of \(M_N \in \mathcal{M}^*\) such that (1.77) holds for every \(v \in \mathcal{W}\) and \(|M_N| \leq 1\) \(|N|\text{-a.e.}. Then using (1.26) we show that \(|M_N| = 1\) \(|N|\text{-a.e.}\).

The fact that formula (1.78) provides a strongly local extension of \(N\) is obvious. To see that it is the only one, use the implication \((i) \Rightarrow (ii)\) just proved with \(\mathcal{V}\) in place of \(\mathcal{W}\) to find a (unique) corresponding \(M_\mathcal{N} \in \mathcal{M}^*\) such that (1.77) holds. Then the uniqueness of both \(M_N\) and \(M_\mathcal{N}\) forces the equality \(M_\mathcal{N} = M_N\) and gives the conclusion. \(\square\)
2. The theory for RCD spaces

In this section we treat the case of local vector measures defined on a particular class of $C_b(X)$-normed modules, namely tangent modules on RCD spaces. The reason for dealing with RCD spaces is having at our disposal a fine tangent module (with respect to the capacity). This fine tangent module is useful, in the practice, as many relevant objects turn out to have total variation which is absolutely continuous with respect to the capacity (e.g. the distributional derivative of a function of bounded variation). Even tough it is fairly easy to adapt the theory developed in this section to a more general context, we decided to stick to this particular case for the sake of clarity and to avoid overloading the paper with the axiomatization of the properties regarding the interplay of modules involved, which are by now well known in the RCD setting.

2.1. Some useful knowledge. With the introduction above in mind, let us briefly introduce RCD metric measure spaces. An RCD($K,N$) space is an infinitesimally Hilbertian space ([Gig15]) satisfying a lower Ricci curvature bound and an upper dimension bound (meaningful if $N < \infty$) in synthetic sense according to [Stu06a, Stu06b, LV09]. General references on this topic are [Amb18, AGMR12, AGS14a, AGS14b, AGS15, Gig18, Gig14, GP20, Vil] and we assume the reader to be familiar with this material.

Following [Gig14, Sav14] (with the additional request of a $L^\infty$ bound on the Laplacian), we define the vector space of test functions on an RCD($K,\infty$) space as

$$\text{Test}(X) := \{ f \in \text{LIP}(\mathbb{R}) \cap L^\infty(m) \cap D(\Delta) : \Delta f \in H^{1,2}(X) \cap L^\infty(m) \},$$

and the vector space of test vector fields as

$$\text{TestV}(X) := \left\{ \sum_{i=1}^n f_i \nabla g_i : f_i \in S^2(X) \cap L^\infty(m), g_i \in \text{Test}(X) \right\}. \quad (2.1)$$

Notice that the original definition of $\text{TestV}(X)$ given by the second named author was slightly different, namely it was, $\{\sum_{i=1}^n f_i \nabla g_i : f_i, g_i \in \text{Test}(X)\}$.

Our choice is motivated by the desire of having (1.76) at our disposal without introducing further space of vectors. In this direction we point out that, rather clearly from the studies in [Gig14], for any $v \in \text{TestV}(X)$ we have $|v| \in W^{1,2}(X) \cap L^\infty(X)$, thus $\frac{1}{|v|} \in W^{1,2}(X) \cap L^\infty(X)$ as well, so that our definition of $\text{TestV}(X)$ ensures that such space has the property (1.76). For what concerns the definition of the spaces $H^1_{C^{2}}(TX), H^1_{H^1}(TX)$ as closure of the space of test vector fields, having the enlarged space of vector fields makes no difference, as such enlargement is still, trivially, contained in the spaces $H^1_{C^{2}}(TX), H^1_{H^1}(TX)$ as originally introduced, and therefore such spaces can be equivalently defined taking the closure (with respect to the relevant norm) of the space defined in (2.1).

We assume familiarity with the definition of capacitary modules, quasi-continuous functions and vector fields and related material in [DGP20]. A summary of the material we will use can be found in [BPS22, Section 1.3]. For the reader’s convenience, we write the results that we will need most frequently. Exploiting Sobolev functions, we define the 2-capacity (to which we shall simply refer as capacity) of any set $A \subseteq X$ as

$$\text{Cap}(A) := \inf \left\{ \|f\|^2_{H^{1,2}(X)} : f \in H^{1,2}(X), f \geq 1 \text{ m-a.e. on some neighbourhood of } A \right\}.$$

An important object will be the one of fine tangent module, as follows (QCR stands for ‘quasi continuous representative’).

**Theorem 2.1** ([DGP20, Theorem 2.6]). Let $(X,d,m)$ be an RCD($K,\infty$) space. Then there exists a unique couple $(L^0_{\text{Cap}}(TX),\nabla)$, where $L^0_{\text{Cap}}(TX)$ is a $L^0(\text{Cap})$-normed $L^0(\text{Cap})$-module and $\nabla : \text{Test}(X) \to L^0_{\text{Cap}}(TX)$ is a linear operator such that:

i) $|\nabla f| = \text{QCR}(|\nabla f|)$ Cap-a.e. for every $f \in \text{Test}(X)$,

ii) the set $\{\sum_n \chi_{E_n} \nabla f_n\}$, where $\{f_n\} \subseteq \text{Test}(X)$ and $\{E_n\}$ is a Borel partition of $X$ is dense in $L^0_{\text{Cap}}(TX)$. 
Uniqueness is intended up to unique isomorphism, in the following sense: if another couple \((L^0_{\text{Cap}}(TX'), \nabla')\) satisfies the same properties, then there exists a unique module isomorphism \(\Phi : L^0_{\text{Cap}}(TX) \to L^0_{\text{Cap}}(TX')\) such that \(\Phi \circ \nabla = \nabla'\). Moreover, \(L^0_{\text{Cap}}(TX)\) is a Hilbert module that we call capacitary tangent module.

Notice that we can, and will, extend the map \(QCR\) from \(H^{1,2}(X)\) to \(S^2(X) \cap L^\infty(m)\) by a locality argument. We define

\[
\text{Test}(v) := \left\{ \sum_{i=1}^n QCR(f_i) \nabla g_i : f_i \in S^2(X) \cap L^\infty(m), g_i \in \text{Test}(X) \right\}.
\]

We define also the vector subspace of quasi-continuous vector fields, \(QC(TX)\), as the closure of \(\text{Test}(v)\) in \(L^0_{\text{Cap}}(TX)\) and finally

\[
QC^\infty(TX) := \{ v \in QC(TX) : |v| \text{ is Cap-essentially bounded} \}.
\]

Recall now that as \(m \ll \text{Cap}\), we have a natural projection map

\[
\text{Pr} : L^0_{\text{Cap}}(TX) \to L^0(TX)
\]

that satisfies

i) \(\text{Pr}(\nabla f) = \nabla f\) for every \(f \in \text{Test}(X)\),

ii) \(\text{Pr}(gv) = \text{Pr}(g)\text{Pr}(v)\) for every \(g \in L^0(\text{Cap})\) and \(v \in L^0_{\text{Cap}}(TX)\).

Moreover, for every \(v \in L^0_{\text{Cap}}(TX)\), \(|\text{Pr}(v)| = \text{Pr}(|v|)\) \(m\)-a.e.

and \(\text{Pr}\), when restricted to the set of quasi-continuous vector fields, is injective.

We point out that if \(v \in QC(TX)\), \([DGP20, \text{Proposition 2.12}]\) shows that \(|v| \in L^0(\text{Cap})\) is quasi-continuous, in particular, \(v \in QC^\infty(TX)\) if and only if \(\text{Pr}(v) \in L^\infty(TX)\).

In what follows, with a little abuse, we will often write, for \(v \in L^0_{\text{Cap}}(TX)\), \(v \in D(\text{div})\) if and only if \(\text{Pr}(v) \in D(\text{div})\) and, if this is the case, \(\text{div} v = \text{div}(\text{Pr}(v))\). Similar notation will be used for other operators acting on subspaces of \(L^0(TX)\).

The following theorem describes the analogue of the map \(QCR\) (defined on functions) in the case of vector fields.

**Theorem 2.3** ([DGP20, Theorem 2.14 and Proposition 2.13]). Let \((X, d, m)\) be an RCD\((K, \infty)\) space. Then there exists a unique linear continuous map \(\bar{\text{Pr}} : L^0_{\text{Cap}}(TX) \to L^0(TX)\) such that

i) \(QCR(v) \in QC(TX)\) for every \(v \in H^{1,2}_C(TX)\),

ii) \(\text{Pr} \circ QCR(v) = v\) for every \(v \in H^{1,2}_C(TX)\).

Moreover, \(QCR\) is linear and satisfies

\[
|QCR(v)| = QCR(|v|)\quad \text{Cap-a.e. for every } v \in H^{1,2}_C(TX),
\]

so that \(QCR\) is continuous as map from \(H^{1,2}_C(TX)\) to \(L^0_{\text{Cap}}(TX)\).

We will often omit to write the \(QCR\) operator for simplicity of notation. This should cause no ambiguity thanks to the fact that

\[
QCR(gv) = QCR(g)QCR(v) \quad \text{for every } g \in H^{1,2}(X) \cap L^\infty(m) \text{ and } v \in H^{1,2}_C(TX) \cap L^\infty(TX).
\]
This can be proved easily as the continuity of the map QCR implies that QCR(\(g\))QCR(\(v\)) as above is quasi-continuous and the injectivity of the map \(\bar{Pr}\) restricted the set of quasi-continuous vector fields yields the conclusion. Again by locality, we have that (2.3) holds even for \(g \in S^2(X) \cap L^\infty(m)\).

The following theorem, which is [BPS22, Section 1.3], will be crucial in the construction of modules tailored to particular measures.

**Theorem 2.4.** Let \((X, d, m)\) be a metric measure space and let \(\mu\) be a Borel measure finite on balls such that \(\mu \ll \text{Cap}\). Let also \(\mathcal{M}\) be a \(L^0(\text{Cap})\)-normed \(L^0(\text{Cap})\)-module. Define the natural (continuous) projection

\[ \pi_\mu : L^0(\text{Cap}) \to L^0(\mu). \]

We define an equivalence relation \(\sim_\mu\) on \(\mathcal{M}\) as

\[ v \sim_\mu w \text{ if and only if } |v - w| = 0 \quad \mu\text{-a.e.} \]

Define the quotient space \(\mathcal{M}_\mu^0 := \mathcal{M}/\sim_\mu\) with the natural (continuous) projection

\[ \bar{\pi}_\mu : \mathcal{M} \to \mathcal{M}_\mu^0. \]

Then \(\mathcal{M}_\mu^0\) is a \(L^0(\mu)\)-normed \(L^0(\mu)\)-module, with the pointwise norm and product induced by the ones of \(\mathcal{M}\): more precisely, for every \(v \in \mathcal{M}\) and \(g \in L^0(\text{Cap})\),

\begin{align*}
|\bar{\pi}_\mu(v)| &:= \pi_\mu(|v|), \\
\pi_\mu(g)\bar{\pi}_\mu(v) &:= \bar{\pi}_\mu(gv).
\end{align*}

If \(p \in [1, \infty]\), we set

\[ \mathcal{M}_\mu^p := \left\{ v \in \mathcal{M}_\mu^0 : |v| \in L^p(\mu) \right\}, \]

which is a \(L^p(\mu)\)-normed \(L^\infty(\mu)\)-module. Moreover, if \(\mathcal{M}\) is a Hilbert module, also \(\mathcal{M}_\mu^0\) and \(\mathcal{M}_\mu^2\) are Hilbert modules.

In the particular case in which \(\mathcal{M} = L^0_{C_\mu}(TX)\) and \(\mu\) is a Borel measure finite on balls such that \(\mu \ll \text{Cap}\), we set

\[ L^p_\mu(TX) := (L^0_{C_\mu}(TX))^p_m \quad \text{for } p \in \{0\} \cup [1, \infty]. \]

In the case \(\mu = m\) notice that considering the map

\[ \bar{\nabla} : \text{Test}(X) \overset{\nabla}{\to} L^0_{C_\mu}(TX) \overset{\bar{\pi}_m}{\to} (L^0_{C_\mu}(TX))^0_m \]

we can show that \((L^0_{C_\mu}(TX))^0_m\) is isomorphic to the usual \(L^0\) tangent module via a map that sends \(\nabla f\) to \(\bar{\nabla} f\) so that we have no ambiguity of notation and, by construction, the map \(\bar{\pi}_m\) coincides with \(\bar{Pr}\) defined in Proposition 2.2. We define the traces

\[ \text{tr}_\mu : H^{1,2}_{\text{loc}}(X) \to L^0(\mu) \quad \text{as } \text{tr}_\mu := \pi_\mu \circ \text{QCR}, \]
\[ \bar{\text{tr}}_\mu : H^{1,2}_C(TX) \to L^0(\mu)(TX) \quad \text{as } \bar{\text{tr}}_\mu := \bar{\pi}_\mu \circ \bar{\text{QCR}}. \]

To simplify the notation, we will often omit to write the trace operators. This should cause no ambiguity because from (2.3) and (2.4) it follows that

\[ \bar{\text{tr}}_\mu(gv) = \text{tr}_\mu(g)\bar{\text{tr}}_\mu(v) \text{ for every } g \in H^{1,2}_{\text{loc}}(X) \cap L^\infty(m) \text{ and } v \in H^{1,2}_C(TX) \cap L^\infty(TX). \]

We define

\[ \text{TestV}_\mu(X) := \bar{\text{tr}}_\mu(\text{TestV}(X)) \subseteq L^\infty_\mu(TX) \]

and the proof of [BPS22, Lemma 2.7] gives what follows.

**Lemma 2.5.** Let \((X, d, m)\) be an RCD(\(K, \infty\)) space and let \(\mu\) be a finite Borel measure such that \(\mu \ll \text{Cap}\). Then \(\text{TestV}_\mu(X)\) is dense in \(L^p_\mu(TX)\) for every \(p \in [1, \infty]\).
We will also need Cartesian products of normed modules. Fix $n \in \mathbb{N}$, $n \geq 1$ and denote by $\| \cdot \|_e$ the Euclidean norm of $\mathbb{R}^n$. Given a $L^0(\mathcal{M})$-normed $L^0(\mathcal{M})$-module $N$, we can consider its Cartesian product $N^n$ and endow it with the natural module structure and with the pointwise norm

$$\|(v_1, \ldots, v_n)\| := \|(v_1|, \ldots, v_n|)\|_e$$

which is induced by a scalar product if and only if the one of $N$ is, and if this is the case, we will still denote the pointwise scalar product on $N^n$ by $\cdot$. Similarly, if $N$ is an $L^p$-normed module, then $N^n$ has a natural structure of $L^p$-normed module as well, where for $v = (v_1, \ldots, v_n) \in N^n$ we have

$$\|v\| := \|v\|_{L^p(m)} = \|(v_1|, \ldots, v_n|)\|_e$$

(2.6)

It is then clear that a subspace $N_1'$ of $N$ is dense if and only if $(N_1')^n$ is dense in $N^n$. Similar considerations hold if $m$ is replaced by a Borel measure finite on balls and (with the suitable interpretation) in the case of $L^0(\text{Cap})$-normed $L^0(\text{Cap})$-modules or if we alter the integrability exponent. It is clear $\mathcal{M}$ is a $L^0(\text{Cap})$-normed $L^0(\text{Cap})$-module and $\mu$ is a Borel measure finite on balls such that $\mu \ll \text{Cap}$, then also

$$(\mathcal{M}^p_\mu)^n \cong (\mathcal{M}^n_\mu)^p \quad \text{for } p \in \{0\} \cup [1, \infty].$$

Finally, we adopt the natural notation

$$L^p_\mu(T^nX) := L^p_\mu(TX)^n.$$ 

2.2. Definitions and results. Fix now an $\text{RCD}(K, \infty)$ space $(X, d, m)$ and $n \in \mathbb{N}$, $n \geq 1$.

In this section, we often consider local vector measures defined on $\text{TestV}(X)^n$, which is endowed with the structure inherited from $L^\infty(T^nX)$. We recall that the space $\text{TestV}(X)$, defined in (2.1), slightly differs from the one that one usually finds in literature, as discussed right after the definition (2.1), but with this definition it follows that $\text{TestV}(X)^n$ is a normed $\mathcal{R}$-module, for $\mathcal{R} := \text{LIP}_b(X)$ and we are going to exploit this property throughout. Also, $\text{TestV}(X)^n$ has the property (1.76), as one may readily check using (2.7) below. Notice that, according to the conventions discussed at the end of the last section, the norm of $\text{TestV}(X)^n$ is given by formula (2.6) (in particular, in general $\|v\| \neq \|(|v_1|, \ldots, |v_n|)\|_e$).

We wish to remark the fact that, if $f_1, \ldots, f_n \in H^{1,2}(X)$ and $\varphi \in \text{LIP}(\mathbb{R}^n; \mathbb{R})$ is such that $\varphi(0) = 0$, then $\varphi(f_1, \ldots, f_n) \in H^{1,2}(X)$

with

$$\text{QCR}(\varphi(f_1, \ldots, f_n)) = \varphi(\text{QCR}(f_1), \ldots, \text{QCR}(f_n)) \quad \text{Cap-a.e.}$$

(2.7)

This is trivial in the case $f_1, \ldots, f_n \in H^{1,2}(X) \cap \text{LIP}_b(X)$ and the general case is proved by approximation. In particular, if $v = (v_1, \ldots, v_n) \in \text{TestV}(X)^n$, then we have the following compatibility relation

$$\text{QCR}(|v|) = \|(\text{QCR}(|v_1|), \ldots, \text{QCR}(|v_n|))\|_e = |\text{QCR}(v)| \quad \text{Cap-a.e.}$$

where we define the map $\text{QCR} : \text{TestV}(X)^n \rightarrow (\mathcal{Q}C^\infty(TX))^n$ componentwise. We will often omit to write the maps $\text{QCR}$ and $\text{QCR}$.

If $\mu$ is a Borel measure finite on balls such that $\mu \ll \text{Cap}$, we define the trace map

$$\bar{\text{tr}} : \text{TestV}(X)^n \rightarrow L^0_\mu(T^nX) \text{ as } \bar{\text{tr}} := \bar{\mu} \circ \text{QCR},$$

where $\bar{\mu}$ is given by Theorem 2.4. Similarly as for $\text{QCR}$ and $\text{QCR}$, we shall often omit to explicitly write $\bar{\text{tr}}$ and $\text{tr}$.

We now give the following two crucial definitions:

**Definition 2.6 (Polar measures).** Let $(X, d, m)$ be an $\text{RCD}(K, \infty)$ space and let $\mathcal{N}$ be a local vector measure defined on $\text{TestV}(X)^n$. We say that $\mathcal{N}$ is polar (or that $\mathcal{N}$ is a polar vector measure) if $|\mathcal{N}| \ll \text{Cap}$ and for every $A \subseteq X$ Borel

$$\mathcal{N}(A)(v) = 0 \quad \text{for every } v \in \text{TestV}(X)^n \text{ such that } |v| = 0 \text{ }|\mathcal{N}|\text{-a.e. on } A.$$
Here and after, we endow, naturally, $L^\infty_{\text{Cap}}(T^n X)$ with the $L^\infty(\text{Cap})$ norm of the pointwise norm. Notice that from the trivial identity

$$|fv| = |f| |v| \quad \text{Cap-a.e.} \quad \forall v \in L^0(\text{Cap}), \; f \in C_b(X)$$

it follows that $L^\infty_{\text{Cap}}(T^n X)$ is a normed $C_b(X)$-module.

**Definition 2.7** (Representable measures). Let $(X,d,m)$ be an RCD($K,\infty$) space and let $N$ be a local vector measure defined on $L^\infty_{\text{Cap}}(T^n X)$. We say that $N$ is representable (or that $N$ is a representable vector measure) if there exists a finite measure $\mu_N \ll \text{Cap}$ and $\nu_N \in L^0_{\text{Cap}}(T^n X)$ with $|\nu_N| = 1$ $\mu_N$-a.e. such that $N = \nu_N \mu_N$, in the sense that

$$N(A)(v) = \int_A v \cdot \nu_N \, d\mu_N \quad \text{for every } v \in L^\infty_{\text{Cap}}(T^n X) \quad (2.8)$$

for every $A \subseteq X$ Borel.

An immediate difference between polar and representable vector measures is their domain of definition: the former are defined on TestV($X$) whereas the latter are defined on the whole $L^0_{\text{Cap}}(T^n X)$. We shall see in Proposition 2.10 that this is basically the only difference between these notions (to this aim we shall exploit the results in Section 1.2.4).

**Remark 2.8.** It is easy to show what follows.

i) The representation of a representable vector measure is unique, in the sense that if $N = \nu_N \mu_N = \nu'_N \mu'_N$, then $\mu_N = \mu'_N$ and $\nu_N = \nu'_N$ $\mu_N$-a.e. Lemma 2.5 shows moreover that if two representable vector measures coincide on $X$ on (the trace of) TestV($X$), then they are equal.

ii) If $N = \nu_N \mu_N$ is a representable vector measure defined on $L^\infty_{\text{Cap}}(T^n X)$, $M = \nu_M \mu_M$ is a representable vector measure defined on $L^\infty_{\text{Cap}}(T^m X)$ and also $f \in L^\infty(\mu_N)^{k \times n}$ and $g \in L^\infty(\mu_M)^{k \times m}$, then $fN + gM$ is a representable vector measure defined on $L^\infty_{\text{Cap}}(T^k X)$. Indeed, we set $G := \mu_N + \mu_M$ and

$$\omega := f\nu_N \frac{d\mu_N}{dG} + g\nu_M \frac{d\mu_M}{dG},$$

then

$$fN + gM = \frac{\omega}{|\omega|} |\omega| G.$$

On the other hand, if $f \in L^\infty(\text{Cap})^{k \times n}$ and $N$ is as above,

$$fN(A)((v_1, \ldots, v_k)) = N(A)(f^T(v_1, \ldots, v_k)),$$

where $^T$ denotes the transpose operator.

iii) In general, we don’t know whether a local vector measure whose total variation is absolutely continuous with respect to Cap is polar, unless other hypothesis are satisfied (cf. Proposition 1.53).

iv) We remark that, if $|N| \ll \text{Cap}$, then, for every $v \in \text{TestV}(X)^n$,

$$N(A)(v) = 0 \quad \text{for every } A \subseteq X \text{ Borel such that } |v| = 0 \text{ } |N|-a.e. \text{ on } A$$

if and only if

$$N(A)(v) = 0 \quad \text{for every } A \subseteq X \text{ Borel such that } |v| = 0 \text{ Cap-a.e. on } A.$$

Indeed, if $|v| = 0$ Cap-a.e. on $A$, then $|v| = 0$ $|N|$-a.e. on $A$, so that the first line implies the second. Conversely, assume that $|v| = 0$ $|N|$-a.e. on $A$. Then we can split $A = A_1 \cup A_2$, where $|N|(A_1) = 0$ and $|v| = 0$ Cap-a.e. on $A_2$ (just fix a Borel representative of $|v|$ and put $A_2 := \{|v| = 0\}$) and therefore we conclude.

v) It may seem not natural to include the request that $|N|$ is absolutely continuous with respect to the capacity in the definition of polar vector measure. However it makes sense as the quasi-continuous representative of a vector field is the finest representative at our disposal.
Here we describe the polar decomposition of a representable vector measure. This will be crucial to exploit the main result of Section 1.2.4, i.e. Proposition 1.53, whose consequence is the link between polar and representable vector measures (see Proposition 2.10).

**Proposition 2.9.** Let \((X, d, \mu)\) be an \(\text{RCD}(K, \infty)\) space and let \(N = \nu \mu\) be a representable vector measure. Then \(|N| = \mu\) and \(N\) admits the polar decomposition \(L_N|N|\), where

\[
L_N(x)(v) = v \cdot \nu(x) \quad \text{for } |N|\text{-a.e. } x \in X \text{ for every } v \in \text{TestV}(X)^n.
\]

**Proof.** The fact that \(|N| = \mu\) follows immediately from the fact that \(N\) is defined on \(L^\infty_{\text{Cap}}(T^n X)\). The second assertion follows from Proposition 1.21, taking into account the uniqueness of the Radon-Nikodym derivative. \(\square\)

For the following proposition, we use the fact that representable vector measures can be seen as polar vector measures: given a representable vector measure \(N = \nu \mu\), we can always define a polar vector measure \(I(N)\) by restriction to \(\text{TestV}(X)^n \subseteq L^\infty_{\text{Cap}}(T^n X)\), namely

\[
I(N)(A)(v) := \int_A v \cdot \nu \, d\mu,
\]

where, as usual, we took the trace of \(v\).

**Proposition 2.10.** Let \((X, d, m)\) be an \(\text{RCD}(K, \infty)\) space and consider the Banach spaces

\[
\text{Rep}_n(X) := \left\{ \text{representable vector measures defined on } L^\infty_{\text{Cap}}(T^n X), | \cdot |(X) \right\},
\]

\[
\text{Pol}_n(X) := \left\{ \text{polar vector measures defined on } \text{TestV}(X)^n, | \cdot |(X) \right\}.
\]

Then the natural inclusion map

\[
I : \text{Rep}_n(X) \to \text{Pol}_n(X)
\]

is a bijective isometry.

**Proof.** Thanks to Proposition 1.15, recalling (1.17), we easily see that \(\text{Pol}_n(X)\) is indeed Banach space and the fact that also \(\text{Rep}_n(X)\) is a Banach space will follow from the fact that \(I\) is an isometry. Notice that \(I\) is clearly linear.

**Step 1.** We prove that \(I\) is surjective. Take then a polar vector measure \(N\) and notice that by restriction it induces a local vector measure, still denoted \(N\), on \(\text{TestV}(X)^n\).

We are going to apply Proposition 1.53 with \(|N|\) in place of \(m\), the (trace of) elements in \(\text{TestV}(X)^n\) in \(L^\infty(|N|)\) in place of \(W\) (recall that \(\text{TestV}(X)^n\) is a normed \(\text{LIP}_b(X)\)-module) and \(L^\infty_{|N|}(T^n X)\) in place of \(V\). The required density comes from Lemma 2.5. Taking also into account Riesz theorem for Hilbert modules ([Gig14, Theorem 1.2.24]) we thus find \(\nu \in L^2_{|N|}(T^n X)\) such that \(|\nu| = 1\) \(|N|\)-a.e. and

\[
L_N(v) = \nu \cdot v \quad |N|\text{-a.e.} \quad \forall v \in \text{TestV}(X)^n.
\]

It is then clear that formula (2.8) with \(|N|\) and \(\nu\) in place of \(\mu_N, \nu_N\) defines a representable vector measure whose image via \(I\) is precisely \(N\) (to be more precise, in Definition 2.7 we require \(\nu\) to be in \(L^0_{\text{Cap}}(T^n X)\) and then use its trace in of formula (2.8): this obviously makes no difference with what we have done, since, by the definition given in Theorem 2.4 elements of \(L^2_{|N|}(T^n X)\) are defined as traces of elements in \(L^0_{\text{Cap}}(T^n X)\)).

**Step 2.** We prove that \(I\) is an isometry. Take then a representable vector measure \(\nu \mu\) and let \(N := I(\nu \mu)\). If \(A \subseteq X\) is Borel and \(v \in \text{TestV}(X)^n\), we can compute

\[
|N(A)(v)| = \int_A v \cdot \nu \, d\mu \leq \int_A |v| |\nu| \, d\mu \leq \|v\| \mu(A)
\]

and this shows that \(|N| \leq \mu\).

Conversely, by Lemma 2.5, take \(\{v_k\}_k \subseteq \text{TestV}(X)^n\) such that \(v_k \to \nu\) in \(L^2_\mu(T^n X)\). Set

\[
w_k := \frac{1}{\|v_k\|} v_k
\]
and notice $w_k \in \text{TestV}(X)^n$, $|w_k| \leq 1$ m.a.e. for every $k$ and $w_k \to \nu$ in $L^\infty_\mu(T^n X)$. We can compute, by dominated convergence, recalling (2.5)

$$|N|(X) \geq N(X)(w_k) = \int_X w_k \cdot \nu \, d\mu \to \int_X d\mu,$$

so that, $|N|(X) \geq \mu(X)$. Then, as we have already showed $|N| \leq \mu$, we have $|N| = \mu$. \hfill $\square$

The following theorem builds upon the theory of quasi-continuous functions to improve the conclusion of Theorem 1.27, under a mild additional assumption. Namely, it allows us to prove that, under an additional tightness condition (see (2.9)), the (unique) local vector measure given by Theorem 1.27 is polar. The additional tightness condition just mentioned turns out to be rather manageable, especially in practice, when one deals with differential objects.

**Theorem 2.11.** Let $(X, d, m)$ be an RCD($K$, $\infty$) space and let $F \in (\text{TestV}(X)^n)'$ be tight. Assume that $F$ satisfies

$$\text{for every sequence } \{f_k\} \subseteq H^{1,2}(X) \text{ equibounded in } L^\infty(m) \text{ with } f_k \to 0 \text{ in } H^{1,2}(X),$$

it holds that $F(f_k \psi) \to 0$ for every $\psi \in \text{TestV}(X)^n$. \hfill (2.9)

Then there exists a unique polar vector measure $N_F$ defined on $\text{TestV}(X)^n$ such that

$$N_F(X)(v) = F(v) \quad \text{for every } v \in \text{TestV}(X)^n.$$ 

Moreover, it holds that $|N_F| = \mu$, where $\mu$ is the finite Borel measure given by Lemma 1.26.

**Proof.** We call $N$ the unique local vector measure given by Theorem 1.27. Assume that $F$ satisfies (2.9), and we just have to show that $N$ is polar.

**Step 1.** We claim that if $\{f_k\}$ is as in (2.9) and $B \subseteq X$ is Borel, then it holds

$$N(B)(f_k \psi) \to 0 \quad \text{for every } \psi \in \text{TestV}(X)^n.$$ 

Indeed, let $A \subseteq X$ be open and let $K \subseteq A \cap B$ be compact and then take $\psi \in \text{LIP}_{\text{bs}}(X)$ taking values in $[0, 1]$ be identically 1 on a neighbourhood of $K$ and with support contained in $A$. Then $\{\psi f_k\}$ still is as in (2.9), and by weak locality we have

$$|N(B)(f_k \psi)| \leq |N(A)(f_k \psi)| + (|N|(B \setminus K) + |N|(A \setminus K))\|f_k\|_{L^\infty(m)}\|\psi\|$$

$$= |F(f_k \psi)| + (|N|(B \setminus K) + |N|(A \setminus K))\|f_k\|_{L^\infty(m)}\|\psi\|,$$

for any $k \in \mathbb{N}$, so the conclusion follows by first letting $k \to \infty$ and then using the arbitrariness of $A, K$ in conjunction with the regularity of $|N|$.

**Step 2.** We claim that $N \ll \text{Cap}$. By regularity of $|N|$, we just have to show that if $K$ is a compact set with $\text{Cap}(K) = 0$, then $|N|(K) = 0$.

By (1.16), we conclude if we show that $N(K)(\psi) = 0$ for any $\psi \in \text{TestV}(X)^n$. As $\text{Cap}(K) = 0$, we can find a sequence $\{f_k\}$ as in (2.9) such that $f_k(x) = 1$ for every $x$ in a neighbourhood of $K$. Thus by weak locality we have $N(K)(\psi) = N(K)(f_k \psi)$ for every $k \in \mathbb{N}$ and then the conclusion follows from Step 1.

**Step 3** Now we show that then $N$ is polar. Taking into account item iv) of Remark 2.8 and the regularity of $|N|$, it is sufficient to show that if $\psi \in \text{TestV}(X)^n$ and $K$ is a compact set such that $|\psi| = 0 \text{ Cap-a.e. on } K$, then $N(K)(\psi) = 0$. Fix then $\psi \in \text{TestV}(X)^n$, we can assume with no loss of generality that $||\psi|| = 1$. Let now $\varepsilon > 0$. By the quasi-continuity of $|\psi|$, we can find an open set $A_\varepsilon$ such that $|\psi|$ is continuous on $X \setminus A_\varepsilon$ and $\text{Cap}(A_\varepsilon) < \varepsilon$. We fix now a continuous version of $|\psi|$ on $X \setminus A_\varepsilon$. Also, as $|\psi| = 0 \text{ Cap-a.e. on } K$, we can assume, up to slightly enlarging $A_\varepsilon$, that $|\psi|(x) = 0$ for every $x \in K \setminus A_\varepsilon$ (still $\text{Cap}(A_\varepsilon) < \varepsilon$). Then, $|\psi| < \varepsilon$ on $B_\varepsilon \setminus A_\varepsilon$, where $B_\varepsilon$ is a suitable open subset of $X \setminus A_\varepsilon$ containing $K \setminus A_\varepsilon$. Let now $f_\varepsilon \in H^{1,2}(X)$ be such that $f_\varepsilon(x) = 1$ for every $x$ in $A_\varepsilon$, $f_\varepsilon(x) \in [0, 1]$ for every $x \in X$ and $\|f_\varepsilon\|_{H^{1,2}(X)} < \varepsilon$. Now, by construction, $|(1 - f_\varepsilon)|\psi|(x) < \varepsilon$ for every $x \in B_\varepsilon \cup A_\varepsilon$, which is an open set in $X$ containing of $K$. We can thus compute

$$|N(K)(\psi)| \leq |N(K)(f_\varepsilon \psi)| + |N(K)(1 - f_\varepsilon)\psi| \leq |N(K)(f_\varepsilon \psi)| + \varepsilon\|\psi\||N|(K).$$

Notice now that $N(K)(f_\varepsilon \psi) \to 0$ as $\varepsilon \searrow 0$ by Step 1. The conclusion follows. $\square$
Corollary 2.12. Let $(X,d,m)$ be an RCD$(K,\infty)$ space and consider the Banach spaces
\[\text{Pol}_n(X) := \{\text{polar vector measures defined on TestV}(X)^n), \| \cdot \| (X)\},\]
\[\text{Tig}_n(X) := \{F \in (\text{TestV}(X)^n)' : F \text{ is tight and } F \text{ satisfies (2.9)}\}, \| \cdot \|'.\]
Then the map
\[\text{Pol}_n(X) \rightarrow \text{Tig}_n(X) \text{ defined as } N \mapsto N(X)\]
is a bijective isometry.

Proof. Taking into account Corollary 1.29 and Theorem 2.11, it is enough to show that for every polar vector measure $N$, $F := N(X)$ satisfies (2.9).

Let then $N$ be a polar vector measure. Then we can use Proposition 2.10 to represent $N$ as $\nu_N \mu_N$ and hence compute, if $\{f_k\}_k$ is as in (2.9) and $v \in \text{TestV}(X)^n$,
\[N(X)(f_k v) = \int_X f_k v \cdot \nu_N d\mu_N.\]
Now, we recall that if $\{f_k\}_k \subseteq H^{1,2}(X)$ is as above, up to taking a (non relabelled) subsequence, \[\text{DGP20, Theorem 1.20, Proposition 1.12 and Proposition 1.17}\] show that the quasi-continuous representatives of $f_k$ converge to 0 Cap-a.e. Then claim then follows by standard arguments. \□

2.3. An example: improved results for the differential of BV functions. In the previous section we developed the theory to deal with polar/representable vector measures and to recognize the local vector measures with this particularly nice behaviour. We give an application of this abstract theory: working on RCD$(K,\infty)$ spaces, we are able to improve the description of the local vector measure giving the distributional differential of a BV function studied in Section 1.2.3. This amounts in improving weak locality to ‘strong locality’ (i.e. being polar) and hence it gives us the framework to state finer calculus rules.

First, we recall the simple \[\text{BG22, Remark 2.2},\] based on the coarea formula, which provides us with the possibility to give a meaning to the integrals $\int_X f \text{div } v dm$ even though $\text{div } v \notin L^\infty(m)$.

Remark 2.13. If $f \in \text{BV}(X), v \in D(\text{div}) \cap L^\infty(m)$ and $\{n_k\}_k \subseteq (0,\infty), \{m_k\}_k \subseteq (0,\infty)$ are two sequences with $\lim_k n_k = \lim_k m_k = +\infty$, then the limit
\[\lim_k \int_X (f \vee -m_k) \wedge n_k \text{div } v \, dm\]
exists finite and does not depend on the particular choice of the sequences $\{n_k\}_k$ and $\{m_k\}_k$.

Therefore, if $f \in \text{BV}(X)$ and $v \in D(\text{div}) \cap L^\infty(m)$, we can write
\[\int_X f \text{div } v \, dm\]
with the convention that it has to be interpreted as the limit in (2.10). \[\blacksquare\]

For what follows, see \[\text{BG22}\] and the references therein.

Definition 2.14. Let $(X,d,m)$ be a metric measure space and $F \in \text{BV}(X)^n$. We define, for any $A$ open subset of $X$,
\[|DF|(A) := \inf \left\{ \liminf_k \int_A \| \text{lip}(F_{i,k}) \|_{L^1(m)} \, dm \right\}\]
where the infimum is taken among all sequences $\{F_{i,k}\}_k \subseteq \text{LIP}_{loc}(A)$ such that $F_{i,k} \rightarrow F_i$ in $L^1(A,m)$ for every $i = 1,\ldots,n$.

Proposition 2.15. Let $(X,d,m)$ be a metric measure space and $F \in \text{BV}(X)^n$. Then $|DF| (\cdot)$ as defined in (2.11) is the restriction to open sets of a finite non-negative Borel measure that we call total variation of $F$ and still denote with the same symbol.

In view of the following proposition, recall that the interpretation of the integral in (2.12) is given by Remark 2.13.
Proposition 2.16. Let \((X, d, m)\) be an \(RCD(\mathcal{K}, \infty)\) space and \(F \in BV(X)^n\). Then, for every \(A\) open subset of \(X\), it holds that
\[
|DF|(A) = \sup \left\{ \sum_{i=1}^n \int_A F_i \text{div } v_i \, dm \right\},
\]
where the supremum is taken among all \(v = (v_1, \ldots, v_n) \in W^n_A\), where
\[
W^n_A := \left\{ v = (v_1, \ldots, v_n) \in TestV(X)^n : |v| \leq 1 \text{-a.e. and } \text{supp } |v| \subseteq A \right\}.
\]

In Section 1.2.3 we built a local vector measure describing the distributional differential of a function of bounded variation. We improve now the result, in the framework of \(RCD(\mathcal{K}, \infty)\) spaces. Indeed, here we show that we can treat vector valued functions of bounded variation and also that we have a more powerful description of the local vector measure describing the weak derivative, as it turns out to be representable. With a slight abuse, we will denote the distributional differential of \(F\) on a \(RCD(\mathcal{K}, \infty)\) space by \(DF\), even though the same notation has been used in Section 1.2.3 for the distributional differential on general metric measure spaces. As in this section we will work only on \(RCD(\mathcal{K}, \infty)\) spaces, this should cause no confusion. Also, we justify again the notation \(DF\) as we show that the total variation of the local vector measure \(DF\) is (by construction) equal to the total variation of the BV function \(F\).

In view of the following theorem, recall that the interpretation of the integral in (2.13) is given by Remark 2.13. Recall also (2.2).

Theorem 2.17. Let \((X, d, m)\) be an \(RCD(\mathcal{K}, \infty)\) space and let \(F \in BV(X)^n\). Then there exists a unique representable vector measure \(DF\) (hence defined on \(L^\infty_{\text{Cap}}(T^n X)\)) such that it holds
\[
\sum_{i=1}^n \int_X F_i \text{div } v_i \, dm = -v \cdot DF(X)\quad \text{for every } v = (v_1, \ldots, v_n) \in (QC^\infty(TX) \cap D(\text{div}))^n.
\]

Proof. Notice first that we know that such measure, if exists, is unique, being representable (by i) of Remark 2.8. We start with the case \(F_i \in L^\infty(m)\) for every \(i = 1, \ldots, n\).

Define \(F : TestV(X)^n \to \mathbb{R}\) as
\[
F(v) := -\sum_{i=1}^n \int_X F_i \text{div } v_i \, dm.
\]

Notice now that from Proposition 2.16 it follows that
\[
\sup \{ F(v) : v \in TestV(X)^n, \|v\| \leq 1, \text{supp } v \subseteq A \} = |DF|(A).
\]

Now we want to argue as in the proof of Theorem 1.47, building upon Theorem 2.11 instead of Theorem 1.27. Take then \(\{f_k\}_k\) as in (2.9). We compute, if \(v \in TestV(X)^n\),
\[
F(f_k v) = -\sum_{i=1}^n \int_X F_i \text{div } (f_k v_i) \, dm = -\sum_{i=1}^n \int_X F_i f_k \text{div } v_i \, dm - \sum_{i=1}^n \int_X F_i \nabla f_k \cdot v_i \, dm
\]
and notice that the right hand side converges to 0 by the assumption \(f_k \to 0\) in \(H^{1,2}(X)\) and \(v_i \in TestV(X)\).

We therefore obtain a polar vector measure \(DF\) that satisfies (2.13) for \(v \in TestV(X)^n\) and whose total variation coincides with \(|DF|\). Then, by Proposition 2.10, \(DF\) induces a unique representable vector measure (that we still call \(DF\)) defined on \(L^\infty_{\text{Cap}}(T^n X)\), which still has total variation \(|DF|\) and still satisfies (2.13) for \(v \in TestV(X)^n\).

By [BG22, Lemma 3.2], (2.13) holds for every \(v \in (H^{1,2}_H(TX) \cap L^\infty(TX))^n\). Then the very same argument of [BG22, Theorem 3.13] shows that (2.13) holds for every \(v \in (QC^\infty(TX) \cap D(\text{div}))^n\).

In the general case, we can define \(F^m \in (BV(X) \cap L^\infty(m))^n\) as \(F^m := (F_i \lor -m) \lor m\) and therefore consider the sequence of polar vector measures \(\{DF^m\}_m\) given by the paragraphs above. By uniqueness we have that \(DF^2 - DF^m = D(F^2 - F^m)\) and by (1.60),
\[
|D(F^m - F)|(X) \leq \sum_{i=1}^n |D(F^m_i - F_i)|(X) \to 0 \quad \text{as } m \to \infty.
\]
We therefore have that \( \{DF^m\}_m \) is a Cauchy sequence that, thanks to Proposition 1.15, converges to a representable vector measure whose total variation is \(|DF|\) (see also Proposition 2.10). Also, taking into account (1.17) and Remark 2.13, \(DF\) still satisfies (2.13). \( \square \)

Notice that \(DF = \nu_F[DF]\), characterized by (2.13), is coherent with the notions developed in [BPS22, BG22]. In particular, if \(f = \chi_E\), where \(E\) is a set of finite perimeter and finite mass, we obtain the Gauss-Green integration by parts formula stated in [BPS22]. This motivates the following definition.

**Definition 2.18.** Let \((X, d, m)\) be an \(\text{RCD}(K, \infty)\) space and \(F \in \text{BV}(X)^n\). We call the local vector measure \(DF\) given by Theorem 2.17 the distributional derivative of \(F\).

We state now the Leibniz rule for bounded functions of bounded variation, that is [BG22, Proposition 3.35] and we encourage the reader to compare it with Proposition 1.50. This calculus rule has been, in [BG22], the building block to prove the chain rule for vector valued functions of bounded variation, recalled in Theorem 2.21 below. We recall that for a \(m\)-measurable function \(f : X \to \mathbb{R}\) it is customary to define

\[
\begin{align*}
\hat{f}^\wedge(x) & := \text{ap lim inf}_{y \to x} f(y) := \sup \left\{ t \in \mathbb{R} : \lim_{r \searrow 0} \frac{m(B_r(x) \cap \{ f < t \})}{m(B_r(x))} = 0 \right\}, \\
\hat{f}^\vee(x) & := \text{ap lim sup}_{y \to x} f(y) := \inf \left\{ t \in \mathbb{R} : \lim_{r \searrow 0} \frac{m(B_r(x) \cap \{ f > t \})}{m(B_r(x))} = 0 \right\},
\end{align*}
\]

and finally

\[
\hat{f} := \frac{\hat{f}^\vee + \hat{f}^\wedge}{2},
\]

with the convention that \(+\infty - \infty = 0\).

**Proposition 2.19 (Leibniz rule).** Let \((X, d, m)\) be an \(\text{RCD}(K, N)\) space and let \(f, g \in \text{BV}(X) \cap L^\infty(m)\). Then \(fg \in \text{BV}(X)\) and

\[
\text{D}(fg) = \hat{f}Dg + \hat{g}Df.
\]

In particular, \(|D(fg)| \leq |\hat{f}| |Dg| + |\hat{g}| |Df|\).

To state Theorem 2.21, which is a restatement of [BG22, Theorem 3.38] in the language of local vector measures, we recall Definition 1.34. We also need the following proposition, extracted from [BG22], to define the functions \(F^l\) and \(F^r\).

**Proposition 2.20.** Let \((X, d, m)\) be an \(\text{RCD}(K, N)\) space and \(F \in \text{BV}(X)^n\). Then there exists a pair of \(|DF|\)-measurable functions \(F^l, F^r : X \to \mathbb{R}^n\) such that for \(|DF|\)-a.e. \(x\) the following holds. Either \(F^l(x) = F^r(x)\) and then

\[
\lim_{r \searrow 0} \int_{B_r(x)} |F - F^r(x)| dm = 0,
\]

or there exists a Borel set \(E \subseteq X\) with

\[
\lim_{r \searrow 0} \frac{m(E \cap B_r(x))}{m(B_r(x))} = \frac{1}{2}
\]

such that

\[
\lim_{r \searrow 0} \int_{B_r(x) \cap E} |F - F^r(x)| dm = \lim_{r \searrow 0} \int_{B_r(x) \cap (X \setminus E)} |F - F^l(x)| dm = 0.
\]

If \(\hat{F}^l, \hat{F}^r : X \to \mathbb{R}^n\) is another pair as above, then for \(|DF|\)-a.e. \(x\) either \((\hat{F}^l(x), \hat{F}^r(x)) = (F^l(x), F^r(x))\) or \((\hat{F}^l(x), \hat{F}^r(x)) = (F^r(x), F^l(x))\).

We state now the following result about the chain rule in the BV setting. Notice that, requiring that the space is \(\text{RCD}(K, N)\), we can improve considerably what stated in Proposition 1.49: not only we treat vector valued functions, but we also drop the continuity assumption on the BV function.
**Theorem 2.21** (Chain rule for vector valued functions). Let \((X, \mathcal{d}, m)\) be an RCD\((K, N)\) space and \(F \in BV(X^n)\). Let \(\phi \in C^1(\mathbb{R}^n; \mathbb{R}^m) \cap LIP(\mathbb{R}^n; \mathbb{R}^m)\) for some \(m \in \mathbb{N}, m \geq 1\) such that \(\phi(0) = 0\). Then \(\phi \circ F \in BV(X^m)\) and

\[
    D(\phi \circ F) = \left( \int_0^1 \nabla \phi(tF^r + (1-t)F^l) \, dt \right) DF,
\]

where \(F^l, F^r\) are given by Proposition 2.20.

**Appendix**

In this appendix we show how using Doob’s martingale convergence theorem we can construct Borel representatives of functions in \(L^1(m)\) that ‘linearly’ depend on the given function. Notice that no Choice, other than Countable Dependent, is needed in the proof, so our construction differs from similar ones based on the concept of von Neumann lifting: the price that we pay for this is that the Borel representatives are defined only on subsets of full measure.

Since we will need to distinguish between functions and representatives, for given \(f\) Borel and integrable, we denote by \([f]\) its equivalence class in the Lebesgue space \(L^1(m)\). Also, \(L^1_{\text{loc}}(m)\) denotes the space of measurable functions \(f\) such that for every \(x \in X\), there exists a neighbourhood of \(x, B_x\), with \(f \in L^1(m|\mathbb{B}_x)\). As before, we denote by \([f]\) the equivalence class of \(f\), for \(f \in L^1_{\text{loc}}(m)\) Borel.

We recall that a measure space is a triplet \((X, \mathcal{F}, m)\) where \(X\) is a set, \(\mathcal{F}\) is a \(\sigma\)-algebra and \(m\) is a measure defined on \(\mathcal{F}\). We say that the measure space is separable if there exists a countable collection \(\{A_n\}_{n \in \mathbb{N}} \subseteq \mathcal{F}\) such that for every \(B \in \mathcal{F}\) with \(m(B) < \infty\) we can find a sequence \(\{B_n\}_n \subseteq \{A_n\}_n\) with \(m(B_n \Delta B) \to 0\).

It is easy to see that for a measure space \((X, \mathcal{F}, m)\) the following assertions are equivalent:

- \((X, \mathcal{F}, m)\) is separable, say \(\{A_n\}_n \subseteq \mathcal{F}\) is a countable dense subset of \(\mathcal{F}\),
- \(L^p(m)\) is separable for some \(p \in [1, \infty)\),
- \(L^p(m)\) is separable for every \(p \in [1, \infty)\).

Moreover, if some (hence all) of the item above is satisfied, a countable dense subset of \(L^p(m)\), for \(p \in [1, \infty)\), can be obtained considering the linear span over \(\mathbb{Q}\) of \(\{\chi_{A_n}\}_n\), for \(\{A_n\}_n\) as above.

**Theorem A** (‘Linear’ choice of measurable representatives for measure spaces). Let \((X, \mathcal{F}, m)\) be a separable measure space with \(m\) \(\sigma\)-finite. Then there exist two maps

\[
    \text{Leb} : L^1(m) \to \mathcal{F} \quad \text{and} \quad \mathcal{F}\text{Rep} : L^1_{\text{loc}}(m) \to \{\mathcal{F}\text{-measurable real valued maps on } X\}
\]

such that

- for every \([f]\) \(\in L^1_{\text{loc}}(m)\), \(m(\{x \in X \mid \text{Leb}([f])(x) > 0\}) = 0\),
- for every \([f], [g] \in L^1(m)\) and \(f' \in [f]\), \(g' \in [g]\), we have \(f' = \mathcal{F}\text{Rep}([f])\) \(m\)-a.e.,
- for every \([f], [g] \in L^1(m)\) and \(\alpha, \beta \in \mathbb{R}\), we have

\[
    \text{Leb}([\alpha f + \beta g]) \subseteq \text{Leb}([\alpha f] \cap \text{Leb}([g]), \text{it holds}
\]

\[
    \alpha \mathcal{F}\text{Rep}([f])(x) + \beta \mathcal{F}\text{Rep}([g])(x) = \mathcal{F}\text{Rep}([\alpha f + \beta g])(x).
\]

**Proof.** By a gluing argument, we can clearly assume that \(m\) is finite. Let \(\{A_n\}_n\) denote the countable dense subset of \(\mathcal{F}\).

We take a sequence of finite \(\mathcal{F}\)-measurable partitions of \(X\), \(\{\mathcal{E}^k\}_{k \in \mathbb{N}}\), where \(\mathcal{E}^k = \{\mathcal{E}^k_l\}_{l=1,...,n(k)} \subseteq \mathcal{F}\), with the following properties:

- \(\mathcal{E}^{k+1}\) is a refinement of \(\mathcal{E}^k\), in the sense that for every \(l\), \(\mathcal{E}^{k+1}_l \subseteq \mathcal{E}^k_m\) for some \(m = m(l)\),
- for every \(n\), there exists \(k = k(n)\) such that \(A_n\) can be written as union of sets in \(\mathcal{E}^k\).

We build such sequence as follows: first, let \(\mathcal{F}_1\) denote the \(\sigma\)-algebra generated by \(\{A_1, \ldots, A_k\}\) and then let \(\mathcal{E}^k\) be the finest partition of \(X\) whose sets belong to \(\mathcal{F}_k\).

We then define a sequence of linear maps \(\{P_k\}_{k \in \mathbb{N}}\)

\[
    P_k : L^1(m) \to \{\mathcal{F}\text{-measurable real valued maps on } X\}
\]
as follows:

\[ P_k([f])(x) := \begin{cases} \int_{E_k} f \, dm & \text{if } x \in \mathcal{E}_k^k \text{ and } m(\mathcal{E}_k^k) > 0, \\ 0 & \text{otherwise}. \end{cases} \quad (A.1) \]

Notice that for every \( k \), \( P_k : L^1(m) \to L^1(m) \) is 1-Lipschitz, in particular \( \|P_k([f])\|_{L^1(m)} \leq \|f\|_{L^1(m)} \). We can easily check that the discrete stochastic process \( \{P_k([f])\}_k \) is a martingale with respect to the filtration \( \{\mathcal{F}_k\}_k \). To this aim we use property \( a) \) in the construction of \( \{\mathcal{E}_k\}_k \).

Therefore, by [RY99, Theorem 2.2], \( P_k([f]) \) converges \( m \cdot a.e. \) to a finite limit. We define then

\[ \text{Leb}([f]) := \left\{ x : \lim_k P_k([f])(x) \text{ exists finite} \right\}. \]

and then the Borel function

\[ \mathcal{F}\text{Rep}([f])(x) := \begin{cases} \lim_k P_k([f])(x) & \text{if } x \in \text{Leb}([f]), \\ 0 & \text{otherwise}. \end{cases} \]

We notice now that property \( i) \) of the statement is trivially satisfied while \( iii) \) follows from the linearity of the integral. We only need to show property \( ii) \) of the statement. First note that by the request \( b) \) in the construction of \( \{\mathcal{E}_k\}_k \), property \( ii) \) holds true if \( f \) belongs to the span over \( \mathbb{Q} \) of \( \{\chi_{A_n}\}_n \). Indeed, in such case, \( P_k([f]) = f \), eventually. Notice now that as \( \mathcal{F}\text{Rep} \) is defined as pointwise limit of \( P_k([\cdot]) \) and the maps \( P_k : L^1(m) \to L^1(m) \) are 1-Lipschitz, it follows from Fatou’s lemma (and a slight abuse of notation) that also \( \mathcal{F}\text{Rep} : L^1(m) \to L^1(m) \) is 1-Lipschitz. Then the conclusion follows by density. \( \square \)

**Corollary A** (‘Linear’ choice of Borel representatives for Polish spaces). Let \((X, \tau)\) be a Polish space and let \( m \) be a \( \sigma \)-finite Borel measure on \( X \). Then there exist two maps

\[ \text{Leb} : L^1_{\text{loc}}(m) \to \mathcal{B}(X) \quad \text{and} \quad \mathcal{F}\text{Rep} : L^1_{\text{loc}}(m) \to \{\text{Borel real valued maps on } X\} \]

such that

\[ i) \ m(X \setminus \text{Leb}([f])) = 0 \text{ for every } [f] \in L^1_{\text{loc}}(m), \]

\[ ii) \text{ for every } [f] \in L^1_{\text{loc}}(m) \text{ and } f' \in [f], \text{ we have } f' = \text{BorRep}([f]) \text{ \( m \cdot a.e. \).} \]

\[ iii) \text{ for every } [f], [g] \in L^1_{\text{loc}}(m) \text{ and } \alpha, \beta \in \mathbb{R}, \text{ we have} \]

\[ \text{Leb}([f]) \cap \text{Leb}([g]) \subseteq \text{Leb}([\alpha f + \beta g]) \]

and for every \( x \in \text{Leb}([f]) \cap \text{Leb}([g]) \), it holds

\[ \alpha \text{BorRep}([f])(x) + \beta \text{BorRep}([g])(x) = \text{BorRep}([\alpha f + \beta g])(x), \]

\[ iv) \text{ for every } [f] \in L^1_{\text{loc}}(m), \text{ it holds} \]

\[ |\text{BorRep}([f])(x)| \leq \inf_{r > 0} \|f\|_{L^\infty(m; \mathcal{B}(x))} \quad \text{for every } x \in \text{Leb}([f]). \quad (A.2) \]

**Proof.** Fix a complete and separable distance \( d \) on \( X \) inducing the topology \( \tau \). Notice first that, up to a \( m \)-negligible Borel set, \( X = \bigcup_n K_n \), where \( \{K_n\}_n \) is an increasing sequence of compact sets such that \( m_{\mathcal{L}} K_n \) is a finite measure for every \( n \). With a gluing argument, we see that it is enough to prove the theorem for the compact metric measure space \((K_n, d, m_{\mathcal{L}} K_n)\). In particular, \( L^1(m_{\mathcal{L}} K_n) = L^1_{\text{loc}}(m_{\mathcal{L}} K_n) \). Notice also that by basic measure theory we can check that \((K_n, \mathcal{B}(K_n), m_{\mathcal{L}} K_n)\) is a separable measure space, where, as usual, \( \mathcal{B} \) denotes the Borel \( \sigma \)-algebra. Now we apply Theorem A. It remains to show (A.2). To this aim, we have to modify slightly the partitions \( \mathcal{E}_k \) used to prove Theorem A in order to ensure that

\[ \lim_{k \to \infty} \sup_i \text{diam} (\mathcal{E}_k^k) \to 0. \]

This can be easily done: using the notation of the proof of Theorem A, for \( k \geq 2 \) we just have to redefine \( \mathcal{F}_k \) as the \( \sigma \)-algebra generated by \( \mathcal{F}_{k-1}, \{A_1, \ldots, A_k\} \) and a finite covering of \( K_n \) of sets with diameter smaller than \( k^{-1} \), and we leave \( \mathcal{F}_1 \) unchanged. \( \square \)
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