THREE-POINT CORRELATION FUNCTIONS IN THE $\mathfrak{sl}_3$ TODA THEORY I: REFLECTION COEFFICIENTS

BAPTISTE CERCLÉ

Abstract. Toda Conformal Field Theories (CFTs) form a family of 2d CFTs indexed by semisimple and complex Lie algebras. They are natural generalizations of the Liouville CFT in that they enjoy an enhanced level of symmetry encoded by W-algebras. These theories can be rigorously defined using a probabilistic framework that involves the consideration of correlated Gaussian Multiplicative Chaos measures.

This document provides a first step towards the computation of a class of three-point correlation functions, that generalize the celebrated DOZZ formula and whose expressions were predicted in the physics literature by Fateev-Litvinov, within the probabilistic framework associated to the $\mathfrak{sl}_3$ Toda CFT.

Namely this first article of a two-parts series is dedicated to the probabilistic derivation of the reflection coefficients of general Toda CFTs, which are essential building blocks in the understanding of Toda correlation functions. Along the computations of these reflection coefficients a new path decomposition for diffusion processes in Euclidean spaces, based on a suitable notion of minimum and that generalizes the celebrated one-dimensional result of Williams, will be unveiled. As a byproduct we describe the joint tail expansion of correlated Gaussian Multiplicative Chaos measures together with an asymptotic expansion of class one Whittaker functions.

1. Introduction

1.1. Toda Conformal Field Theories. Liouville Conformal Field Theory (CFT hereafter) has drawn considerable attention in the mathematics community over the past few years. First introduced in the physics literature—as a model for 2d quantum gravity and string theory—by Polyakov in his 1981 pioneering work [62], the mathematical understanding of this theory is much more recent, and providing a rigorous meaning to the framework proposed by Polyakov has now proved to be key in the study of two-dimensional random geometry. This study led to numerous achievements, for instance thanks to the rich interplays between Liouville CFT and (the scaling limit of) Random Planar Maps [50, 53, 54, 55, 56, 41, 24, 27, 38]. Connections between Liouville CFT and Conformal Loop Ensembles have also proved to be particularly thriving [72, 29], as exemplified by the recent derivation of the imaginary DOZZ formula in [5] which was shown there to describe certain Conformal Loop Ensemble observables.

Closer to the language of Polyakov and the methods developed in the physics literature to study Liouville CFT is the program initiated by David-Kupiainen-Rhodes-Vargas in 2014 [23]. One of their achievements is a rigorous derivation of the DOZZ formula [48], an essential building block in the understanding at Liouville CFT which they found to agree with predictions made by physicists [25, 76] in the 90’s. Later on and together with Guillarmou was unveiled a recursive procedure [36], dubbed conformal bootstrap and first
proposed by Belavin-Polyakov-Zamolodchikov in a groundbreaking work \cite{8}, that allows to compute the so-called correlation functions of Vertex Operators using the DOZZ formula as a fundamental input. Computing such correlation functions is a fundamental issue in Liouville CFT (should it be from the physics or mathematics perspective) and the general derivation of these based on Segal’s axioms \cite{69} a few months ago in \cite{37} can be seen as the culmination of this program.

Models with an enhanced level of symmetry appeared shortly after the 1984 article of BPZ, with the introduction by Zamoldchikov in 1985 \cite{77} of a generalization of the framework from \cite{8} designed to adapt this machinery to models that enjoy, in addition to conformal invariance, higher-spin- (or $W$-) symmetry. This higher level of symmetry is no longer encoded by the Virasoro algebra but rather by $W$-algebras, which are Vertex Operator algebras that contain the Virasoro algebra as a subalgebra.

Liouville CFT admits a generalization within this setting through Toda CFTs, that form a family of 2d CFTs indexed by semisimple and complex Lie algebras $\mathfrak{g}$ (Liouville CFT then corresponds to $\mathfrak{g} = \mathfrak{sl}_2$). These Toda CFTs have been extensively studied in the physics literature but remain far from being completely understood, and Toda correlation functions are only known in a few cases \cite{32} (apart for the case of Liouville CFT). From a mathematical viewpoint, a rigorous definition has been recently proposed by Rhodes, Vargas and the author in \cite{19} and was shown to recover certain assumptions from the physics literature in \cite{18}, where Huang and the author provided a manifestation of the $W$-symmetry for the $\mathfrak{g} = \mathfrak{sl}_3$ Toda CFT via the existence of so-called Ward identities. Proving such identities is key in the computation of certain $\mathfrak{sl}_3$ Toda three-point correlation functions, that represent the analogs of the DOZZ formula within this setting. Using the framework introduced in \cite{19} these three-point correlation functions depend on three weights $\alpha_1, \alpha_2, \alpha_3 \in \mathbb{R}^2$ and are denoted by

$$C_{\gamma}(\alpha_1, \alpha_2, \alpha_3) := \langle V_{\alpha_1}(0)V_{\alpha_2}(1)V_{\alpha_3}(\infty) \rangle$$

where the right-hand side admits a probabilistic representation involving the consideration of two correlated Gaussian Multiplicative Chaos (GMC in the sequel) measures. Computing such correlation functions can therefore be understood as an integrability statement for the GMC.

The present document represents a major step towards the achievement of this program in that it provides a probabilistic derivation of key objects that naturally arise when considering Toda three-point correlation functions, the so-called reflection coefficients. Indeed it is assumed in the physics literature that such coefficients allow to relate Toda Vertex Operators with same quantum weights, or put differently that there exists a family of transformations $\hat{s} : \mathbb{R}^2 \to \mathbb{R}^2$ indexed by elements $s$ of the Weyl group associated to $\mathfrak{g}$ (see Subsection \ref{Subsection 1.2.3} and Section \ref{Section 4} for more background) such that for $\alpha \in \mathbb{R}^2$

\begin{equation}
V_{\alpha} = R_s(\alpha)V_{\hat{s}\alpha}
\end{equation}

where $R_s(\alpha) \in \mathbb{R}$ is a reflection coefficient, whose expression has been predicted in the physics literature \cite{3,2,30}. In particular this would imply that the probabilistically defined three-point correlation functions $C_{\gamma}(\alpha_1, \alpha_2, \alpha_3)$ should satisfy a relation of the form

\begin{equation}
C_{\gamma}(\alpha_1, \alpha_2, \alpha_3) = R_s(\alpha_1)C_{\gamma}(\hat{s}\alpha_1, \alpha_2, \alpha_3)
\end{equation}
for any such $s$. However one subtle issue in the above expression is that for $s \neq Id$, $C_{\gamma}(\alpha_1, \alpha_2, \alpha_3)$ and $C_{\gamma}(\hat{s}\alpha_1, \alpha_2, \alpha_3)$ cannot both make sense probabilistically speaking. In this document we provide a probabilistic representation of certain Toda reflection coefficients and motivate how a meaning can be given to such expressions even within this probabilistic framework.

In a follow-up article and building on the results of the present manuscript we will show that some $\mathfrak{sl}_3$ Toda three-point correlation functions, defined thanks to our probabilistic framework, can be explicitly computed and that their values agree with predictions from the physics literature [31, 32]. Namely we will prove in [17] that if $\mathcal{C}_{\gamma}(\alpha_0, \alpha_1, \alpha_{\infty})$ denotes the expression proposed by Fateev-Litvinov in [32, Equation (21)], then the following holds true:

**Theorem A.** For $\gamma \in [1, \sqrt{2})$ and $\mathfrak{g} = \mathfrak{sl}_3$, assume that $\alpha_1$ as prescribed in [32, Equation (21)]. Then as soon as it makes sense:

$$C_{\gamma}(\alpha_0, \alpha_1, \alpha_{\infty}) = \mathcal{C}_{\gamma}(\alpha_0, \alpha_1, \alpha_{\infty}).$$

1.2. On a reflection principle: Williams path decomposition and class one Whittaker functions.

1.2.1. Williams path decomposition. From a completely different perspective, in a celebrated article [74], Williams in 1974 described a remarkable path decomposition for Brownian paths and more generally one-dimensional diffusions. In its simplest form where the underlying process is a Brownian motion with positive drift $\nu$ (which we denote $B^\nu$), this decomposition can be formulated by saying that, conditionally on the value of the global minimum of the process $M := \inf_{t \geq 0} B^\nu_t$, the law of $B^\nu$ (knowing $M$) is no longer a Markov process but it can be realized by joining together two Markov processes. Namely, the first process has the law of $B^{\nu-\nu}$ until reaching $M$, and the second one has the law of the diffusion process $B^\nu$ whose law is that of $B^\nu$ conditioned on staying above $M$. For general diffusion processes, the decomposition corresponds to realizing the law of a diffusion process conditionally on the value of its maximum by welding together two Markov processes, the latter processes being defined using a Doob $h$-transform.

Following its discovery by Williams, this path decomposition has been thoroughly investigated in the probability community and has inspired numerous fundamental statements such as Pitman’s celebrated theorem [61]. Extending this decomposition for different classes of processes has been a very active field of research [10, 20, 46, 16] since Williams’ 1974 article. See the account (in French) by Le Gall [49] on this topic. However and to the best of our knowledge, providing a general formulation of Williams path decomposition for diffusions in any dimensions is still lacking and remains an open question up to date.

1.2.2. Class one Whittaker functions. Since their introduction (in their general form) by Jacquet [43], Whittaker functions have proved to be particularly significant in the study of semisimple Lie groups from the point of view of number and representation theory, as well as in the understanding of the quantum Toda lattice [47]. Such objects are also relevant from the perspective of probability theory, since they naturally arise in a wide range of probability-related topics. One striking instance of such a manifestation is the connection between Whittaker functions and the geometric Robinson-Schensted-Knuth correspondence [22, 60].
This connection in turn allows to relate Whittaker functions to models of random polymers in that \((q)\)-Whittaker processes, defined by means of Whittaker functions, can be shown via this connection to describe partition functions of certain directed random polymers \([59, 14]\). These models of random polymers themselves turn out to be relevant in the understanding of the stationary Kardar-Parisi-Zhang equation \([15]\). Further details on the interplays between Whittaker functions and probability theory can be found \(e.g.\) in \([58]\).

1.2.3. Reminders on reflection groups. Reflection groups are naturally associated to class-one Whittaker functions and, as we will see below, provide the natural setting to extend the path decomposition by Williams to a higher-dimensional context. Therefore and before going any further let us first recall some basic notions on reflection groups. More details can be found \(e.g.\) in the textbook by Humphreys \([42]\).

We consider an Euclidean space \(V\) equipped with a scalar product \(\langle \cdot, \cdot \rangle\) and associated norm \(|x|^2 := \langle x, x \rangle\). On this Euclidean space we consider a finite\(^1\) reflection group \(W\) (\(i.e.\) the realisation of a Coxeter group), that is a finite subgroup of the general linear group of \(V\) that is generated by finitely many reflections

\[
s_\alpha : x \mapsto x - 2\frac{\langle x, \alpha \rangle}{\langle \alpha, \alpha \rangle} \alpha
\]

for \(\alpha \in V^* \simeq V\), which are reflections across the hyperplanes \(\{x \in V, \langle x, \alpha \rangle = 0\}\). Associated to it is a root system of the reflection group \((W, V)\), defined as a finite subset \(\Phi\) of \(V \setminus \{0\}\) such that

\[
\begin{align*}
(i) & \quad \text{the elements of } \Phi \text{ span } V, \\
(ii) & \quad \Phi \cap \mathbb{R} \alpha = \{\alpha, -\alpha\} \quad \text{for all } \alpha \in \Phi, \\
(iii) & \quad s_\alpha \Phi = \Phi \quad \text{for all } \alpha \in \Phi.
\end{align*}
\]

Its elements are called the roots and are such that \(W\) is generated by the \((s_\alpha)_{\alpha \in \Phi}\). For future convenience we denote by \(\alpha^\vee := \frac{2\alpha}{\langle \alpha, \alpha \rangle}\) the coroot of a root \(\alpha\). Of particular significance are the simple roots of \(W\), which are linearly independent roots with the additional property that any element of the root system can be written as a linear combination, with coefficients of the same sign, of simple roots. These simple roots will be denoted by \(e_1, \cdots, e_r\). To these simple roots are associated fundamental weights \(\omega_i, 1 \leq i \leq r\), which are defined so that \(\langle \omega_i, e_j^\vee \rangle = \delta_{ij}\) for all \(1 \leq i, j \leq r\). We further introduce the subset \(\Phi^+\) of \(\Phi\) made of positive roots, that is roots of the form

\[
\alpha^+ = \sum_{i=1}^r \lambda_i e_i \quad \text{with } \lambda_i \geq 0.
\]

The Weyl vector \(\rho\) is then defined as the half-sum of the positive roots:

\[
(1.6) \quad \rho := \frac{1}{2} \sum_{\alpha \in \Phi^+} \alpha.
\]

\(^1\)Reflection groups will be implicitly taken finite in what follows.

\(^2\)Different choices of simple roots are of course possible, but will be related by conjugation under \(W\): for any two simple systems there is a \(s \in W\) such that \(se_i = e_i'\) (up to reordering the roots). Such a simple system always exists \([42, \text{Section 1.3}]\) and \(r = \dim V\).
It can be written \( \rho = \sum_{i=1}^{r} \omega_i \); in particular \( \langle \rho, e_i \rangle = 1 \) for all \( 1 \leq i \leq r \).

The hyperplanes orthogonal to the roots divide the space into finitely many connected components, called \textit{Weyl chambers}, on which \( W \) acts freely and transitively. We denote by
\[
C := \{ x \in V, \langle x, e_i \rangle > 0 \; \text{for all} \; 1 \leq i \leq r \}
\]
the \textit{fundamental Weyl chamber} and set \( C_- := -C \) (which is also a Weyl chamber). The boundary \( \partial C \) of this chamber is made of \( r \) components \( (\partial C_i)_{1 \leq i \leq r} \) which are defined by
\[
\partial C_i := \{ x \in V, \langle x, e_i \rangle = 0 \} \cap \partial C
\]
and which we refer to as \textit{walls}.

Any element \( s \) of the reflection group can be written as a composition of reflections orthogonal to the simple roots: \( s = s_{i_1} \cdots s_{i_k} \). It admits a reduced expression, that is a product of the above form with a minimal number of simple reflections. This number is the \textit{length} of \( s \), \( l(s) \), such that \( \det(s) = (-1)^{l(s)} \). In the sequel we will denote by \( \epsilon(s) \) the above quantity —by analogy with the signature of a group of permutations. This notion of signature is key to derive the general form of the reflection principle (2.2) for a certain class of diffusion processes in Euclidean spaces on which a reflection group acts [35, Theorem 5] (see Proposition 2.1 below).

1.3. \textbf{Presentation of the main results.} The results presented in this document are twofold. In addition to providing integrability results for Toda CFTs via the computation of certain reflection coefficients, we also state purely probabilistic results which are independent of the setting of Toda CFTs.

1.3.1. \textit{A path decomposition for diffusions in Euclidean spaces.} Our first result is a generalization of the result of Williams on one-dimensional diffusions [74]. Namely having fixed a reflection group \( W \) acting on an Euclidean space \( V \) and introduced a natural (\textit{i.e.} adapted to \( W \)) analog of the minimum of the process \( M \), we describe the law of a diffusion process conditionally on the value of \( M \). This is done by joining \( r + 1 \) independent Markov processes, in the same spirit as for one-dimensional diffusions. For instance in the case where the Weyl group associated to the root system \( A_2 \) acts on \( V = \mathbb{R}^2 \), the decomposition shows that one can realize a planar, drifted Brownian motion as follows:

\textbf{Theorem 1.1.} For \( \nu \in C \), set
\[
h(x) := \sum_{s \in W} \epsilon(s)e^{\langle sw - \nu, x \rangle} \quad \text{and} \quad \partial_i := \partial_{\langle x, e_i \rangle},
\]
and define a process \( B^\nu \) started from \( x \in C \) by joining:
- a diffusion process with infinitesimal generator
  \[
  \frac{1}{2} \Delta + \nabla \log \partial_{12}h \cdot \nabla,
  \]
  run until hitting \( \partial C \), say at \( z_1 \in \partial C_1 \).
- an independent diffusion process started from \( z_1 \) and with infinitesimal generator
  \[
  \frac{1}{2} \Delta + \nabla \log \partial_{2}h \cdot \nabla,
  \]
  upon hitting \( \partial C_2 \) at \( z_2 \).
an independent process started from $z_2$, whose law is that of $B^\nu$ conditioned on staying inside $C$, that is to say the diffusion with generator
\[ \frac{1}{2} \Delta + \nabla \log h \cdot \nabla. \]
Then a planar Brownian motion $B^\nu$ with drift $\nu \in C$ and started from the origin can be realized by sampling:

- a random variable $M$ defined by
  \[ P(\langle M, e_i \rangle \geq m_i \quad \forall 1 \leq i \leq r) = h(-m) \mathbf{1}_{m \in C_-}, \]
  and which is such that $\langle M, e_i \rangle = \inf_{t \geq 0} \langle B^\nu_t, e_i \rangle$ for $i = 1, 2$;
- the process $M + B^\nu$ described above, where $B^\nu$ is started from $-M$.

See Figures 1 and 2 below that illustrate this decomposition. The general form of this decomposition is described in Theorem 2.2.

We would like to stress that the study of stochastic processes based on root systems has proved to be particularly thriving, for instance via Dunkl processes [68] and for the relationships between stochastic processes, Pitman transformations and Littelmann paths [11], as well as models for continuous crystals [13]. There is also an extensive literature on the topic of Brownian motion in cones and Weyl chambers [51, 12, 35].

1.3.2. Vertex Operators: asymptotic expansions and reflection coefficients. As stressed in the introduction, Vertex Operators are fundamental in the study of Liouville and Toda CFTs and computing their correlation functions is one of the main issues, for which an extremely powerful method dubbed conformal bootstrap has been introduced in the physics literature in [8]. From a mathematical perspective, the implementation of this machinery [36] strongly relies on the fact that these Vertex Operators are (generalized) eigenfunctions of the Liouville Hamiltonian, and (to a lesser extent) on their asymptotic expansion. The asymptotic expansion of the Vertex operators allowed in a subsequent work with Baverez [7] to describe the scattering matrix associated to the Liouville Hamiltonian.

These Vertex Operators admit the probabilistic representation (see Section 4 for more details)

\[ \psi_\alpha(c, \varphi) := e^{(\alpha - Q, c)} E_\varphi \left[ \exp \left( -\sum_{i=1}^r \mu_i e^{\gamma(c, e_i)} \int_{\partial D} |x|^{\gamma(\alpha, e_i)} M^{\gamma e_i}(d^2 x) \right) \right] \]

where \( (M^{\gamma e_i}(d^2 x))_{1 \leq i \leq r} \) is a family of GMC measures defined from a vectorial GFF $X$ and $E_\varphi$ is the conditional expectation with respect to $\varphi = X_{|\partial D}$. The decomposition provided by Theorem 2.2 applied to drifted Brownian motions is the starting point of the derivation of a probabilistic expression for Toda reflection coefficients, highlighting a hidden correspondence between the reflection principle in probability and the concept of reflection in (Toda) CFT. Indeed, we prove that Toda reflection coefficients naturally arise in the asymptotic expansion of the Vertex Operators, expansion governed by that of the generalized maximum $M$ of the underlying drifted Brownian motion. More precisely, a remarkable feature of this expansion is that it can be written as a sum over a subset of the Weyl group $W$ in the sense that:
Theorem 1.2. Viewed as functions $\psi_\alpha : V \times L^2(S^1 \to V)$, the Vertex Operators (defined in Section 4) admit the expansion

$$
\psi_\alpha(c; \varphi) = e^{i(\alpha - 2Q, c)} + \sum_{i=1}^r R_{s_i}(\alpha)e^{i(s_i(\alpha - Q,c))} + R_s(\alpha)e^{i(s(\alpha - Q,c))} + \text{l.o.t.}
$$

as $c \to \infty$ inside $C_-$ and under suitable assumptions, where $s$ is some element of the Weyl group $W$ with length 2 while $Q$ is the so-called background charge. The numbers $R_s(\alpha)$ are Toda reflection coefficients and are found to be equal to

$$
R_s(\alpha) = \epsilon(s) \frac{A(s(\alpha - Q))}{A(\alpha - Q)}, \quad \text{where}
$$

$$
A(\alpha) = \prod_{i=1}^r \left( \mu_i \pi \left( \frac{\gamma^2(e_i,e_i)}{4} \right) \right)^{\frac{\langle s, \omega \rangle}{\gamma}} \prod_{e \in \Phi^+} \Gamma \left( 1 - \frac{\gamma}{2} \langle e, \alpha \rangle \right) \Gamma \left( 1 - \frac{1}{\gamma} \langle e, \alpha \rangle \right).
$$

A more detailed statement can be found in Theorem 4.3. More generally we are able to provide a probabilistic description of a more general family of Toda reflection coefficients in Theorem 4.4 (to which we refer for more details), and to show that the expression probabilistically derived is still defined by Equation (1.11) and agrees with predictions from the physics literature [3, 2, 30].

This expansion is much more intriguing than that of Liouville Vertex Operators. Indeed it is far from obvious at first glance why such a specific expansion would hold, and why there are no terms in this asymptotic that would correspond to other directions in $R^r$ (e.g. terms of the form $e^{i(\Omega(\alpha - Q),c)}$ for $\Omega$ a rotation). However such an expansion should not come as a surprise and is actually reminiscent of the one of spherical functions for the Laplace operator in Weyl chambers, that arise from scattering theory in symmetric spaces (see for instance [52, Theorem 6.2]) and initiated by the works by Harish-Chandra [39, 40]. This expansion suggests that the Vertex Operators can be constructed using the Liouville Hamiltonian considered in [36], which would be a first step towards implementing the conformal bootstrap procedure for Toda CFTs.

Providing such an expansion for Toda Vertex Operators is a key input in the analytic continuation of Toda correlation functions, itself a crucial step in the derivation of Theorem A. The probabilistic derivation of Toda reflection coefficients will be at the core of the proof of Theorem A, in that it will allow to provide an analytic extension of Toda correlation functions beyond the bounds prescribed by [19, Theorem 3.1], which is one of the main obstruction at the time being preventing to proving Theorem A. For instance, we will see in [17] that an immediate corollary of the asymptotic expansion of the Vertex Operators is the following extension of the main statement from [48] on the DOZZ formula for Liouville three-point correlation functions:

Theorem B. Given $\gamma \in (0, 2)$, assume that $\alpha_1, \alpha_2, \alpha_3 \in \mathbb{R}$ are such that $\alpha_k < Q := \frac{\gamma}{2} + \frac{2}{\gamma}$ for $1 \leq k \leq 3$ with the assumption that $s := \alpha_1 + \alpha_2 + \alpha_3 - 2Q$ satisfies $s > -\gamma$, and set

$$
C_\gamma(\alpha_1, \alpha_2, \alpha_3) := \int_{\mathbb{R}} e^{sc} \mathbb{E} \left[ e^{-\mu e^{\gamma} \rho(\alpha_1, \alpha_2, \alpha_3)} - \mathcal{R}_\alpha(c) \right] dc
$$
where \( \rho(\alpha_1, \alpha_2, \alpha_3) \) has been introduced in [48, Equation (2.17)] and is defined using the GMC measure \( M^\gamma(d^2 x) \):

\[
\rho(\alpha_1, \alpha_2, \alpha_3) = \int_{\mathbb{C}} \frac{|x|^{\gamma(\alpha_1 + \alpha_2 + \alpha_3)}}{|x|^\alpha_1 |x - 1|^\alpha_2} M^\gamma(d^2 x), \quad \text{while}
\]

\[
\mathcal{R}_\alpha(c) := \sum_{U \subset \{1,2,3\}} \mathbf{1}_{s<\sum_{k \in U} 2(\alpha_k - Q)} \prod_{k \in U} R(\alpha_k) e^{2(Q - \alpha_k)c} \quad \text{with}
\]

\[
R(\alpha) = -\left( \pi \mu_l \left( \frac{\gamma^2}{4} \right) \right)^{\frac{2(Q - \alpha)}{\gamma}} \frac{\Gamma \left( \frac{2(\alpha - Q)}{\gamma} \right)}{\Gamma \left( \frac{2\alpha}{\gamma} \right)} \frac{\Gamma \left( \frac{\gamma}{2} (Q - \alpha) \right)}{\Gamma \left( \frac{\gamma}{2} (Q - \alpha) \right)}
\]

the Liouville reflection coefficient. Then \( C_\gamma(\alpha_1, \alpha_2, \alpha_3) \) is analytic in a complex neighbourhood of \( \{(\alpha_1, \alpha_2, \alpha_3) \in (-\infty, Q), \quad s > -\gamma\} \). In particular

\[
C_\gamma(\alpha_1, \alpha_2, \alpha_3) = C_\gamma^{DOZZ}(\alpha_1, \alpha_2, \alpha_3)
\]

where \( C_\gamma^{DOZZ}(\alpha_1, \alpha_2, \alpha_3) \) is given by the DOZZ formula [25, 76].

Note that when \( s > -\gamma \vee \max_{1 \leq k \leq 3} 2(\alpha_k - Q) \), the only non-zero term in \( \mathcal{R}_\alpha(c) \) corresponds to \( U = \emptyset \), so that \( \mathcal{R}_\alpha(c) = \mathbf{1}_{s<0} \). The expression proposed above is then given by

\[
C_\gamma(\alpha_1, \alpha_2, \alpha_3) = \int_\mathbb{R} e^{sc} \mathbb{E} \left[ e^{-\mu e^{\gamma c} \rho(\alpha_1, \alpha_2, \alpha_3)} - \mathbf{1}_{s<0} \right] dc
\]

and therefore coincides with the probabilistic one from [48] in that case. The main novelty in this statement is the extension of the probabilistic representation to the case where \( \max_{1 \leq k \leq 3} 2(\alpha_k - Q) > s > -\gamma \).

Before moving on, we would like to highlight a remarkable feature in the expression of the reflection coefficients is that it is invariant under a substitution in the parameters which unveils a duality symmetry of the model, which manifests itself e.g. through the invariance of the reflection coefficients \( R_s(\alpha) \) under the transformations

\[
\gamma \leftrightarrow \frac{2}{\gamma}; \quad e_i \leftrightarrow e_i^\gamma \quad \text{and} \quad \mu_i \leftrightarrow \mu_i^\gamma := \frac{\left( \mu_i \pi l \left( \frac{2^\gamma (e_i, e_i)}{4} \right) \right)^{\frac{4}{\gamma^2 (e_i, e_i)}}}{\pi l \left( \frac{4}{\gamma^2 (e_i, e_i)} \right)} \quad \text{for} \quad 1 \leq i \leq r.
\]

Put differently and up to an appropriate rescaling of the cosmological constant \( \mu = (\mu_1, \cdots, \mu_r) \), the Toda CFT based on the simple Lie algebra \( \mathfrak{g} \) and that based on its Langlands dual \( \mathfrak{g}^L \) are related one to the other via the transformation of the coupling constant \( \gamma \leftrightarrow \frac{2}{\gamma} \).

1.3.3. Class-one Whittaker functions and Gaussian Multiplicative Chaos. This asymptotic behaviour of the Vertex Operators is a consequence of the tail expansion of correlated GMC measures, which are the building blocks of the probabilistic framework for Toda CFT. We explain in Theorem 4.5 (to which we refer for more details on the Gaussian Free Fields and GMC measures considered) how Toda reflection coefficients naturally arise in the tail expansion of correlated GMC measures:
Theorem 1.3. Given $X$ a Gaussian Free Field on $\mathbb{R}^r$ and $(e_i)_{1 \leq i \leq r}$ a root system on $\mathbb{R}^r$, define a family of correlated GMC measures by setting $M^{\gamma e_i}(d^2x) = e^{\gamma \langle X(x), e_i \rangle} |d^2x|$ for $1 \leq i \leq r$. Then as $c \to \infty$ inside $C$

\begin{equation}
P \left( \int_{\mathcal{D}} |x|^{-\gamma(e_i, e_i)} M^{\gamma e_i}(d^2x) > e^{\gamma \langle e_i, e_i \rangle}, \quad i = 1, \ldots, r \right) \sim \overline{R}_s(\alpha) e^{(\alpha - \check{s}\alpha, \alpha)}
\end{equation}

for some $s \in W$ of the form $s_{\sigma_1} \cdots s_{\sigma_r}$ ($\sigma$ is a permutation of $\{1, \ldots, r\}$) and where

\begin{equation}
\epsilon(s) \prod_{i=1}^{r} \Gamma \left( 1 - \frac{1}{\gamma} (\check{s}\alpha - \alpha, \omega_i^\vee) \right) \overline{R}_s(\alpha) = R_s(\alpha).
\end{equation}

The same reasoning gives rise to an asymptotic expansion for class one Whittaker functions. Namely the statement of Theorem 4.2 shows that:

**Theorem 1.4.** For $\mu \in C$ and in the asymptotic where $x \to \infty$ inside $C$, class-one Whittaker functions

\begin{equation}
\Psi_\mu(x) := b(\mu) e^{\langle \mu, x \rangle} \mathbb{E} \left[ \exp \left( - \sum_{i=1}^{r} \frac{\langle e_i, e_i \rangle}{2} e^{-\langle x, e_i \rangle} \int_{0}^{\infty} e^{-\langle B^\mu_t, e_i \rangle} dt \right) \right]
\end{equation}

satisfy

\begin{equation}
\Psi_\mu(x) = b(\mu) e^{\langle \mu, x \rangle} + \sum_{i=1}^{r} b(s_i \mu) e^{\langle s_i \mu, x \rangle} + b(s \mu) e^{\langle s \mu, x \rangle} + l.o.t.
\end{equation}

where $s$ is an element of the Weyl group $W$ while the coefficients $b(\mu)$ are given by

\begin{equation}
b(\mu) = \prod_{e \in \Phi^+} \Gamma \left( \langle \mu, e^\vee \rangle \right).
\end{equation}

This expansion is reminiscent of the invariance under the Weyl group of the Whittaker functions, that is to say the fact that $\psi_{s\mu} = \psi_\mu$ for all $s \in W$. It is also consistent with the expansion of class-one Whittaker functions as a sum of fundamental Whittaker functions [6, Proposition 4.2].
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In the context of the Wiener process, the reflection principle states that for a Brownian motion \( B \) started from \( x > 0 \), the probability to reach the origin before time \( t \) is given by

\[
\mathbb{P}_x (B_s = 0 \text{ for some } 0 \leq s \leq t) = 2\mathbb{P}_x (B_t \leq 0).
\]

This follows from the observation that for a path that reaches 0, the process \(-B\) reflected after having hit the origin has same law as \( B \), and either the reflected process or the original one will be above the threshold 0. A reformulation of this argument leads to the description of the transition probabilities of the Brownian motion killed upon hitting the origin. Namely if we set \( T_0 := \inf \{ t \geq 0, B_t = 0 \} \) to be the hitting time of 0, then for all positive \( x \) and \( y \)

\[
\mathbb{P}_x (B_t \in dy, t < T_0) = \mathbb{P}_x (B_t \in dy) - \mathbb{P}_{-x} (B_t \in dy).
\]

This principle admits a natural generalization for diffusion processes on Euclidean spaces \([35]\), based on the notion of reflection group presented above, and recalled in Proposition 2.1 below.

**2.1. A path decomposition.** This reflection principle is at the core of the path decomposition we propose. Indeed our first application of this reflection principle is a generalization of Williams’ celebrated path decomposition for one-dimensional diffusions \([74]\), which in particular allows to provide a meaning to a process conditioned on its minimal value, which is done by welding two independent diffusion processes before and after having hit the prescribed minimal value. The argument used by Williams in the proof of his main statement is based on the reflection principle (2.2) for the one-dimensional Brownian motion. The main input of our method is that this reflection principle can be generalized for Brownian motions in any dimensions by means of the action of a reflection group. The explicit form of the process killed upon hitting the boundary of the Weyl chamber is the starting point for a decomposition of Brownian paths in this higher-dimensional context, which is done in terms of the minimums of the process in the directions of the simple roots.

We formulate our path decomposition as follows: for a certain class of processes \( X \) with values in \( V \), let us introduce the notation (provided it makes sense)

\[
M := \sum_{i=1}^r M_i \omega_i \quad \text{with} \quad M_i := \inf_{t \geq 0} \langle X_t, e_i \rangle,
\]

that generalizes the minimum of a one-dimensional process. Then the process whose law is that of \( X \) conditionally on the value of \( M \) can be realized by joining \( r + 1 \) diffusion processes, and corresponds to a decomposition of the path of \( X \) between times when the successive minimums are attained. The diffusion processes involved are defined using a Doob \( h \)-transform. This statement is illustrated by Figures 1 and 2 below, where we have represented on the left the path of a drifted planar Brownian motion and on the right the decomposition corresponding to the \( A_2 \) root system viewed in \( V = \mathbb{R}^2 \).
2.2. Doob’s conditioning and diffusion processes. We provide here the necessary notions on conditioning of diffusion processes needed for our purpose, and highlight some requirements needed to be ensured in order to give a meaningful statement.

2.2.1. Diffusion processes in Euclidean spaces and Doob’s conditioning. The general theory of diffusions is described in great details e.g. in the textbooks [66, 67] and [73] to which we refer for more details on the definitions and properties of the objects involved. Throughout this document we will consider a (continuous) diffusion process $X$ with state space $V$ and transition semigroup $p_t$. We denote its infinitesimal generator by $A$, which is a second-order differential operator that we assume to be of the form

$$\mathcal{A} f(x) = \sum_{i,j=1}^{\dim V} a_{i,j}(t, x) \partial_{x_i} \partial_{x_j} f(x) + \sum_{i=1}^{\dim V} b_i(t, x) \partial_{x_i} f(x),$$

with $a, b$ bounded in $(t, x)$ and Lipschitz in their spatial variable $x$. Put differently the killing measure of the process is zero.

Next we recall basic notions about $h$-transforms for our process $X$ needed for our purpose; we refer e.g. to [21, Chapter 11] for additional details and justifications. Let $h$ be a $C^2$ function that is $\mathcal{A}$-harmonic on $V$.\footnote{To define the process this hypothesis may be relaxed by taking $h$ excessive, by which is meant that for any $x$ in $V$ and all time $t$, $E_x [h(X_t)] \leq h(x)$ with $\lim_{t \to 0} E_x [h(X_t)] = h(x)$.} Let us denote $V_h := \{ x \in V, \ 0 < h(x) < \infty \}$ and $p^h_t(x, y)$ the transition probabilities of the process $X$ killed upon exiting $V_h$. Then the Doob
$h$-transform of $X$ is the continuous Markov process $Y$ with transition probabilities given by

$$p_t(x, dy) := \frac{h(y)}{h(x)}p_t^h(x, dy) \quad \text{for } x \text{ inside } V_h$$

$$= 0 \quad \text{otherwise.}$$

(2.5)

It is a diffusion process with generator

$$A^h = A + \sum_{i,j=1}^{\dim V} \left( \frac{a_{ij} \partial_x h}{h} \right) \partial_{x_j}.$$  

(2.6)

It follows from [21, Remark 11.4] that such a process $Y$ started inside $V_h$ will, almost surely, never hit the boundary of $V_h$. In the special case where $h$ is given by the probability that the process $X$, started from $x$, never exits a domain of the form $M + C$ for some $M \in V$, then the process $Y$ has the law of $X$ conditioned to stay inside $M + C$ at all time.

More generally, one can consider $h = h(t, x)$ positive and such that

$$\begin{align*}
\partial_t + A) h(t, \cdot) &= 0 \quad \text{on } V_h. 
\end{align*}$$

(2.7)

The latter implies that the process $h(t, X_t)$ is a (local) positive martingale. Moreover the $h$-transform of the process $X$ can still be defined as above. This is done by considering the diffusion process $Y$ with infinitesimal generator

$$\begin{align*}
A^h := A + \sum_{i,j=1}^{\dim V} \left( \frac{a_{ij} \partial_x h_t}{h_t} \right) \partial_{x_j}.
\end{align*}$$

(2.8)

This process is such that

$$d\mathbb{P}_Y|_{\mathcal{F}_t} = \frac{h(t, X_t)}{h(0, X_0)}d\mathbb{P}_X|_{\mathcal{F}_t}.$$  

where $(\mathcal{F}_t)_{t \geq 0}$ is the standard filtration of the processes, and therefore $Y$ has transition semigroup

$$p_t(x, dy) := \frac{h_t(y)}{h_0(x)}p_t^h(x, dy).$$

(2.9)

2.2.2. Exit time from a Weyl chamber and reflection principle. Assume that a diffusion process $X$ as defined above has almost surely a minimum in the direction of the simple roots, by which we mean that almost surely, for any $1 \leq i \leq r$ the quantities

$$M_i := \inf_{t \geq 0} \langle X_t, e_i \rangle$$

are finite. The law of this minimum can be computed by noticing that having $M_i(X) \geq m_i$ for all $1 \leq i \leq r$ means that $X$ never hits $m + \partial C$ with $m = \sum_{i=1}^r m_i \omega_i$. As a consequence

$$\mathbb{P}_x(\forall 1 \leq i \leq r, \ M_i(X) \geq m_i) = h^m(x),$$

(2.11)

where $h^m$ is a solution to the Dirichlet problem

$$\begin{align*}
\begin{cases}
Ah^m = 0 & \text{in } m + C \\
h^m = 0 & \text{on } m + \partial C
\end{cases}
\end{align*}$$

(2.12)

with the asymptotic $h^m(x) \to 1$ as $x \to \infty$ along a ray inside the Weyl chamber.
We assume that the process $X$ is such that, for any $1 \leq k \leq r$ and $i_1, \ldots, i_k$ distinct in \{1, \ldots, r\}, the quantities defined by
\begin{equation}
\partial_{i_1, \ldots, i_k} h^m := (-1)^k \partial_{m_{i_1}} \cdots \partial_{m_{i_k}} h^m
\end{equation}
are well-defined in $m + C$. These maps satisfy
\begin{equation}
\begin{cases}
A \partial_{i_1, \ldots, i_k} h^m = 0 & \text{in } m + C \\
\partial_{i_1, \ldots, i_k} h^m = 0 & \text{on } m + \partial C \setminus (\partial C_{i_1} \cup \cdots \cup \partial C_{i_k}).
\end{cases}
\end{equation}
It is also non-negative inside $m + C$: indeed note that $\partial_{i_1, \ldots, i_k} h^m$ is given by
\begin{equation}
\lim_{\varepsilon_1, \ldots, \varepsilon_r \to 0^+} \frac{1}{\varepsilon_1 \cdots \varepsilon_k} P_x (\forall 1 \leq i \leq k, \ m_i \leq M_i(Y) \leq m_i + \varepsilon e_i;

M_i(Y) \geq m_i \text{ for } k + 1 \leq i \leq r).
\end{equation}
We also stress that $\partial_{1, \ldots, r} h^M$ represents the probability density function of the random variable $M$.

In this context it is very natural to introduce the process whose law is that of $X$ killed when exiting the Weyl chamber $M + C$. For this purpose we define
\begin{equation}
p^M_t(x, y) := \sum_{s \in W^M} e(s) p_t(sx, y)
\end{equation}
which vanishes on the boundary of $M + C$. Here we have considered the reflection group $W^M$ generated by the reflections centered at $M$, that is
\begin{equation}s_i(x) = x - \langle x - M, e^\vee_i \rangle e_i.
\end{equation}
For diffusion processes, the reflection principle takes the following form, which generalizes the well-known property of the one-dimensional Brownian motion.

**Proposition 2.1.** Let $M \in V$ and assume that the law of the diffusion process $X$ is invariant under the action of the reflection group centered at $M$:
\begin{equation}
\forall \ s \in W^M, \ sX \ (\text{law}) = X.
\end{equation}
Then the transition probabilities of the process $X$ killed when exiting the Weyl chamber $M + C$ are given by $p^M_t(x, y)$.

**Proof.** For the sake of completeness, we reproduce the argument of [34, Theorem 1] and [35, Theorem 5]. Let us consider all paths from $sx$ to $y$ where $s$ ranges over $W^M$. Then to any path which hits the boundary of a Weyl chamber, we can associate another path obtained by reflecting, across the boundary component being hit, the initial path before having reached the boundary of the Weyl chamber. The assumption made on the process shows that both have same probability to occur, so these probabilities cancel out in the alternating sum (2.16). The only remaining term is given by the probability that a path never crosses the boundary of a Weyl chamber, or put differently that the process goes from $x$ to $y$ without exiting the Weyl chamber. \hfill \Box

This formula can also be found e.g. in [11, Equation (5.1)] in the case where the underlying process is a Brownian motion. The assumption made on the process implies that it is reflectable in the sense of [35].
2.2.3. \textit{The objects considered.} Let us consider a diffusion process $X_0$ satisfying the requirements prescribed by Proposition 2.1 as well as meaningfulness of Equations (2.10) and (2.13). We denote its semigroup $p_0(t; x, dy)$ and its generator $A_0$. For our main statement, we will consider a diffusion process $X$ with generator of the form

\begin{equation}
A = A_0 + \sum_{i,j=1}^{\dim V} \left( a_{ij} \partial_x f_i \right) \partial_x j,
\end{equation}

where $f_i(x)$ is positive and satisfies

\begin{equation}
(\partial_t + A_0) f_i(x) = 0 \quad \text{on } V.
\end{equation}

By doing so the transition semigroup of $X$ is given by $p_t(x, dy) = \frac{f_t(y)}{f_0(x)} p_0(t; x, y) f_0(x)$, while the transition probabilities of the process $X$ killed upon hitting the boundary of $M + C$ are

\begin{equation}
p_t^M(x, y) := \frac{f_t(y)}{f_0(x)} \sum_{s \in \mathcal{W}} \epsilon(s) p_0(t; sx, y).
\end{equation}

Having chosen such a process $X$, we can define, for any $M$ in $V$, the transition probabilities $p^4$ of the process $X$ conditioned to stay in the Weyl chamber $M + C$, defined for any $x, y$ inside it by

\begin{equation}
p_t(x, y) := \frac{h^M(y)}{h^M(x)} p_t^M(x, y).
\end{equation}

Here $h^M$ is defined by Equation (2.11). We further introduce, for any $1 \leq k \leq r$ and $i_1, \cdots, i_k$ distinct in $\{1, \cdots, r\}$,

\begin{equation}
p_t^{i_1, \cdots, i_k}(x, y) := \frac{\partial_{i_1, \cdots, i_k} h^M(y)}{\partial_{i_1, \cdots, i_k} h^M(x)} p_t^M(x, y)
\end{equation}

for $x$ such that $\partial_{i_1, \cdots, i_k} h^M(x) > 0$ and set it to zero otherwise. These represent the transition probabilities of a diffusion process $X^{i_1, \cdots, i_k}$ with generator

\begin{equation}
A^{i_1, \cdots, i_k} := A^{\partial_{i_1, \cdots, i_k}},
\end{equation}

killed upon hitting the boundary of $M + C$. We have already highlighted above that for any $x \in M + C$, the process $X^{i_1, \cdots, i_k}$ started from $x$ will almost surely never reach $M + \partial C$ on $\partial C \setminus (\partial C_{i_1} \cup \cdots \cup \partial C_{i_k})$. A consequence of our main result below is that such a process will almost surely reach $M + \partial C$ at $\partial C_{i_1} \cup \cdots \cup \partial C_{i_k}$ (and will be killed upon hitting).

2.3. \textit{The generalized path decomposition.} We are now in position to provide a precise statement for the path decomposition of the process $X$. In our next statement we assume that this process meets the requirements of Subsection 2.2.3. In a similar fashion as in the one-dimensional case [74], we see that the path can be divided between different parts corresponding to times where the process reaches its minimums.

\textbf{Theorem 2.2.} \textit{Pick $M$ according to its marginal law $\mathcal{M}$ and define a process $X$ to be the joining of the following processes:

\footnote{We omit the dependence in $M$ for such a process in order to keep the notations concise.}
• Start by sampling a diffusion process $X^1$ started from the origin, with generator $\mathcal{A}^1$, and run it until hitting $M + \partial C$, say at $z_1 \in M + \partial C$.
• Then run an independent process $X^2$ started from $z_1$ and with generator $\mathcal{A}^2$, upon hitting $M + \partial C$.
• Thus define a family of processes $(X^1, \ldots, X^r)$. When $X^r$ reaches the boundary of $M + \partial C$, sample $X^{r+1}$ with generator $\mathcal{A}^0$.

Then $X$ has the law of the diffusion process started from the origin and with generator $\mathcal{A}$.

In other words, the statement above shows that the law of the process $X$, conditionally on the value of its minimum $M$, is the joining of $r + 1$ processes. It should be noted that the process $X^{r+1}$ has the law of $X$ conditioned to stay in the Weyl chamber $M + C$. One easily checks that this statement is indeed consistent with the one-dimensional result by Williams [74].

In the planar case, Theorem 2.2 allows to provide a path decomposition with respect to cones with angles $\frac{\pi}{n}$, $n \geq 1$, that correspond to the Weyl chambers associated to the dihedral groups $\mathcal{D}_n$, $n \geq 1$. This is illustrated by Figure 3 below, where we represent the decomposition, associated to $\mathcal{D}_n$ for different values of $n$, of the path of a Brownian motion with drift $\nu$.

![Figure 3](image_url)

**Figure 3.** Planar Brownian motion with drift $\nu$ and its path decompositions associated to $\mathcal{D}_n$, $n = 4, 6, 8$.

As a simple illustration of Theorem 2.2, we derive the following representation for planar Brownian motions with drift $\nu \in \mathcal{C}$, $B^\nu$, which we have depicted in Figures 1 and 2. The root system $A_2$ can be realised in $\mathbf{V} = \mathbb{R}^2$ equipped with its standard scalar product and by considering the simple roots given, in the canonical basis, by $e_1 = \left(-\frac{\sqrt{3}}{2}, \frac{1}{2}\right)$ and $e_2 = (0, -\sqrt{2})$. The Weyl group, generated by the reflections $s_1$ and $s_2$, is then made of six elements. The $h$-function that enters the decomposition of the process is given by the map...
$h : \mathcal{C} \to \mathbb{R}^+$ defined by
\begin{equation}
(2.25) \quad h(x) = \sum_{s \in W} \epsilon(s) e^{(s \nu - x, x)}
\end{equation}
and which corresponds to the probability that $B^\nu$ started from $x$ never exits the Weyl chamber:

**Proposition 2.3.** The minimums of the drifted Brownian motion $B^\nu$ in the direction of the simple roots are described by
\begin{equation}
(2.26) \quad P(M_i(B^\nu) \geq m_i \ \forall 1 \leq i \leq r) = h(-m) \mathbf{1}_{m \in \mathcal{C}}
\end{equation}
This is proved for instance in [11, Section 5] and holds for any finite reflection group. The transition probabilities of the drifted Brownian motion are given by
\begin{equation}
(2.27) \quad p_t(x, y) := p_t(x, y) \exp \left( \langle \nu, y - x \rangle - \frac{|\nu|^2}{2} \right)
\end{equation}
with $p_t$ the transition probabilities of a standard Brownian motion.

**Corollary 2.4.** Let $M$ be distributed according to
\begin{equation}
P(M_i \geq m_i \ \forall 1 \leq i \leq r) = h(-m) \mathbf{1}_{m \in \mathcal{C}}
\end{equation}
and sample three processes by:
- Starting from the origin with a process $X^1$ with transition probabilities $\frac{\partial_1 h(y - M)}{\partial_1 h(x - M)} p^\nu_t(t, x, y)$ run until hitting $M + \partial \mathcal{C}$, say at $z_1 \in M + \partial \mathcal{C}_1$.
- Running an independent process $X^2$ started from $z_1$, with transition probabilities $\frac{\partial_2 h(y - M)}{\partial_2 h(x - M)} p^\nu_t(t, x, y)$, upon hitting $M + \partial \mathcal{C}_2$ at $z_2$.
- Running an independent process $X^3$ started from $z_2$, with transition probabilities $\frac{h(y - M)}{h(x - M)} p^\nu_t(t, x, y)$.

Then the joining of these three paths has the law of $B^\nu$ started from the origin.

By means of the function $h$ defined by Equation (2.25) and using Theorem 2.2, this statement has a natural extension to drifted Brownian motion evolving on an Euclidean space on which acts a reflection group. In Section 3, we study in more details the process thus decomposed. In particular we prove that in the asymptotic where $M \to \infty$ along a ray inside $\mathcal{C}$, the process can essentially be realised by joining drifted Brownian motions that will reflect on the different walls of the Weyl chamber. For instance in the planar case, we show that asymptotically the process looks like a Brownian motion with drift $s_1 s_2 \nu$ (resp. $s_2 s_1 \nu$) until it reaches the boundary of $\mathcal{C}$ on $\partial \mathcal{C}_1$ (resp. $\partial \mathcal{C}_2$), where it will be reflected and behaves like a Brownian motion with drift $s_2 \nu$ (resp. $s_1 \nu$), run until it reaches the boundary of $\mathcal{C}$ on $\partial \mathcal{C}_2$ (resp. $\partial \mathcal{C}_1$). This process will again be reflected and look like a Brownian motion with drift $\nu$ conditioned to stay inside $\mathcal{C}$. The initial drift depends on the way $M \to \infty$ inside $\mathcal{C}$. This asymptotic is depicted in Figure 4.

There is also a counterpart result for the analog of “Bessel processes” in the context of reflection groups. Thanks to its interplays with Littelmann paths [11] and models for continuous
crystals [13], this process has been extensively studied in the literature. This process is defined using the $h$-transform of a Brownian motion made via the function

$$h(x) = \prod_{\alpha \in \Phi^+} \langle x, \alpha \rangle,$$

which is, up to a multiplicative factor, the only harmonic map inside $C$ that vanishes on $\partial C$ [11, Section 5]. By doing so the process with transition probabilities

$$\frac{h(y)}{h(x)} p_t^0(x, y),$$

has the law of a Brownian motion conditioned to stay inside the Weyl chamber, and the decomposition of Theorem 2.2 applies with such a function $h$ and $p_t$ the transition semigroup of a Brownian motion on $V$.

2.4. Proof of Theorem 2.2. The purpose of this subsection is to establish the validity of Theorem 2.2. A simple observation that we explain below allows to reduce its proof to the following lemma:

**Lemma 2.5.** For any $M = \sum_{i=1}^r M_i \omega_i \in V$ with $m_i \geq 0$ for all $1 \leq i \leq r$, define a process $X$ as in Theorem 2.2. Then for any $0 \leq i \leq r$ and $x, y$ inside $M + C$,

$$P_x (X_t \in dy, X \text{ has hit } \partial C \text{ at } \partial C_1, \ldots, \partial C_i) = \frac{\partial_{1+i,r} h^M(y)}{\partial_{1,r} h^M(x)} \partial_{1,i} p_t^M(x, dy).$$

Of course a similar result also holds when the process has hit different parts of the boundary. Before proving this claim, let us explain to what extent Theorem 2.2 boils down to this statement. Pick any $x, y \in M + C$ and some positive time $t$. Then, provided that Lemma 2.5 holds, we can write that

$$\partial_{1,r} \left( h^M(y) p_t^M(x, dy) \right) = \sum_{k=0}^r \sum_{i_1, \ldots, i_k \text{ distinct}} \partial_{1, \ldots, r \setminus i_1, \ldots, i_k} h^M(y) \partial_{i_1, \ldots, i_k} p_t^M(x, dy)$$

$$= \partial_{1,r} h^M(x) \sum_{k=0}^r \sum_{i_1, \ldots, i_k \text{ distinct}} P_x (X_t \in dy, X \text{ has hit } \partial C_{i_1}, \ldots, \partial C_{i_k})$$

$$= \partial_{1,r} h^M(x) P_x (X_t \in dy).$$

On the other hand, one has the property that

$$\partial_{1,r} \left[ h^M(y) p_t^M(x, dy) \right] = \partial_{1,r} h^M(x) P_x (Y_t \in dy | M),$$

where $Y$ is the diffusion process with generator $\mathcal{A}$. Indeed, the event that for all $1 \leq i \leq r$, $M_i(Y) \geq m_i$ corresponds to the process $Y$ never hitting $m + \partial C$ with $m = \sum_{i=1}^r m_i \omega_i$. Therefore by Doob’s conditioning

$$P_x (Y_t \in dy | \forall 1 \leq i \leq r, M_i \geq m_i) = \frac{h^m(y)}{h^m(x)} p_t^m(x, dy),$$
so Equation (2.30) reduces to
\[ \partial_{1,r} \left[ h^m(x)P_x(Y_t \in dy | \forall 1 \leq i \leq r, M_i \geq m_i) \right] = \partial_{1,r}h^m(x)P_x(Y_t \in dy | \forall 1 \leq i \leq r, M_i = m_i). \]
This follows from the fact that \( h^m(x) = P_x(\forall 1 \leq i \leq r, M_i(Y) \geq m_i) \), while \( m \mapsto \partial_{1,r}h^m(x) \) represents the density of \( M \). Eventually this shows that for any \( x, y \in M + C \) and \( t > 0 \):
\[ (2.31) \quad P_x(Y_t \in dy | M) = P_x(X_t \in dy). \]
More generally the same reasoning shows that for any times \( t_1, \cdots, t_k \) and \( y_1, \cdots, y_k \in V \)
\[ (2.32) \quad P_x(Y_{t_l} \in dy_l; 1 \leq l \leq k | M) = P_x(X_{t_l} \in dy_l; 1 \leq l \leq k) \]
for \( k \) a positive integer. This corresponds to the statement of Theorem 2.2.

Therefore to prove our main statement on path decomposition it is enough to prove that Lemma 2.5 does indeed hold. The remaining part of this subsection is dedicated to proving this statement. Throughout the proof we consider the reflection group centered at \( M, W^M \), introduced before. Furthermore in the statement of Lemma 2.5 we can always assume that \( f_i \equiv 1 \), which we will do in what follows.

2.4.1. The case \( i = 1 \). We start by treating the case where the process \( X \) has hit only one part of the boundary of the Weyl chamber. This particular case contains all the ideas used for the general proof.

First of all, note that since \( X^1 \) is defined via a Doob’s transform from the process \( Y \), we can write that for any \( z \in \partial C \),
\[ P_x(T_{M+\partial C}(X) \in du, X_u \in dz) = \frac{\partial_{1,r}h^M(z)}{\partial_{1,r}h^M(x)} P_x(T_{M+\partial C}(Y) \in du, Y_u \in dz). \]
Whence by independence of the processes appearing in the decomposition of \( X \)
\[ P_x(X_t \in dy, X \text{ has only hit } M + \partial C_1) = \int_0^t \int_{M+\partial C_1} P_x(X_t \in dy, T_{M+\partial C} \in du, X_u \in dz) \]
\[ = \int_0^t \int_{M+\partial C_1} \frac{\partial_{1,r}h^M(z)}{\partial_{1,r}h^M(x)} P_x(T_{M+\partial C}(Y) \in du, Y_u \in dz) P_z(X_{t-u}^2 \in dy). \]
In the above expression in order to make sense of \( P_z(X_{t-u}^2 \in dy) \) and because the conditioning is made with respect to the process killed when hitting the boundary, we may rely on the following fact:

**Lemma 2.6.** Let \( (z_n)_{n \in \mathbb{N}} \) be a sequence inside the Weyl chamber that converges to \( z \in M + \partial C_1 \). Then
\[ (2.33) \quad P_z(X_t^2 \in dy) := \lim_{n \to \infty} P_{z_n}(X_t^2 \in dy) = \frac{\partial_{2,r}h^M(y)}{\partial_{1,r}h^M(z)} \partial_{1,r}p^M_t(z, dy). \]
A similar statement holds with \( z \in M + \partial C_i \) for any \( 1 \leq i \leq r \).

**Proof.** For any such sequence, we know that
\[ P_{z_n}(X_t^2 \in dy) = \frac{\partial_{2,r}h^M(y)}{\partial_{1,r}h^M(z_n)} p^M_t(z_n, dy). \]
As \( z_n \) approaches \( M + \partial C_1 \) both \( \partial_2, h^M(z_n) \) and \( p_t^M(z_n, y) \) get close to zero. However we claim that their Taylor expansions near \( z \) are given by:

\[
\partial_2, h^M(z_n) = (z - z_n, e_1)\partial_1, h^M(z) + o(|z_n - z|)
\]

\[
p_t^M(z_n, y) = (z - z_n, e_1)\partial_1, p_t^M(z, y) + o(|z_n - z|),
\]

where \( o(|z_n - z|) \) denotes a quantity which is negligible compared to \(|z_n - z|\) as \( z_n \to z \). Of course these expansions imply Equation (2.33).

To see why such expansions are valid, let us start by considering the first one and write 
\[ z_n = m_1^n \omega_1 + \sum_{i=2}^r (z, e_i)\omega_i \] with \( m_1^n = m_1 + \varepsilon_n \) converging to \( m_1 = (z, e_1) \). Then recalling Equation (2.15) we deduce that

\[
P_{z_n}(M_i(Y) \geq m_i, \text{for } 1 \leq i \leq r) = P_{z_n}(m_1^n \leq M_i(Y) \leq m_1^n + \varepsilon_n, \quad M_i(Y) \geq m_i, \text{for } 2 \leq i \leq r)
\]

and more generally that

\[
\partial_2, h^M(z_n) = (z - z_n, e_1)\partial_1, \partial_2, h^M(z) + o(|z_n - z|)
\]

\[
= (z - z_n, e_1) (-\partial_1, e_1) \partial_2, h^M(z) + o(|z_n - z|).
\]

Alternatively we could have argued using the maximum principle for \( \partial_2, h^M \), which thus admits an extremum on the hyperplane \( \langle x, e_1 \rangle = M_1 \) with its gradient normal to this hyperplane.

As for \( p_t^M \), by the reflection principle of Proposition 2.1

\[
p_t^M(z_n, y) = \sum_{s \in W^M} \epsilon(s)p_t(sz_n, y)
\]

\[
= \frac{1}{2} \sum_{s \in W^M} \epsilon(s)\left(p_t(sz_n, y) - p_t(ss_1z_n, y)\right)
\]

\[
= \frac{1}{2} \sum_{s \in W^M} \epsilon(s)\left(p_t(sz_n, y) - p_t(s(z_n + \langle z_n - z, e_1^\vee e_1 \rangle), y)\right)
\]

\[
= \langle z - z_n, e_1^\vee \rangle \times \frac{1}{2} \sum_{s \in W^M} \epsilon(s)\langle \nabla_2 p_t, s e_1 \rangle(sz, y) + o(|z_n - z|).
\]

Now for \( z \in M + \partial C_1 \) and \( M' \) close to \( M \) we can write, with \( s' \) similar to \( s \) but centered at \( M' \):

\[
p_t^{M'}(z, y) = \sum_{s' \in W^{M'}} \epsilon(s')p_t(s'z, y)
\]

\[
= \frac{1}{2} \sum_{s' \in W^{M'}} \epsilon(s')\left[p_t(s'z, y) - p_t(s's'_1z, y)\right]
\]

\[
= \frac{1}{2} \sum_{s' \in W^{M'}} \epsilon(s')\left[p_t(s'z, y) - p_t(s'(z + \langle M' - M, e_1^\vee e_1 \rangle), y)\right], \quad \text{hence}
\]

\[
(2.34) \quad p_t^{M'}(z, y) = \frac{1}{2} \left(p_t^{M'}(z, y) - p_t^{M'}(z + \langle M' - M, e_1^\vee e_1 \rangle, y)\right).
\]
Therefore taking derivatives with respect to \( \langle M, e_1 \rangle \) of \( p^M_t(z, y) \) yields that for \( z \in \partial C_1 \),
\[
\frac{1}{2} \sum_{s \in WM} \epsilon(s) \langle \nabla_s p_t, se_1 \rangle \langle sz, y \rangle = \frac{\langle e_i, e_i \rangle}{2} \partial_1 p^M_t(z, y)
\]
where the prefactor stems from the fact that \( \langle M' - M, e_i' \rangle = \frac{2}{\langle e_i, e_i \rangle} \langle M' - M, e_1 \rangle \). This shows that \( p^M_t(z, y) = \langle z - z_n, e_1 \rangle \partial_1 p^M_t(z, y) + o(|z_n - z|) \), concluding the proof of Lemma 2.6. \( \square \)

We can now make use of Lemma 2.6 in our computations to see that the case \( i = 1 \) in Lemma 2.5 follows from the equality, that no longer depends on the conditioning:

**Lemma 2.7.** For any \( x, y \in M + C \) and \( t > 0 \),
\[
(2.35) \quad \int_0^t \int_{M+\partial C} p_x(T_{M+\partial C}(Y) \in du, Y_u \in dz) \partial_1 p^M_{t-u}(z, y) = \partial_1 p^M_t(x, y).
\]

**Proof.** Note that for \( s' \neq Id \) and \( M' \) sufficiently close to \( M \),
\[
(2.36) \quad P_x(Y_t \in d(s'y)) = \int_0^t \int_{M+\partial C} P_x(T_{M+\partial C}(Y) \in du, Y_u \in dz) P_x(Y_{t-u} \in d(s'y))
\]
since to reach \( s'y \) the path has to cross \( M + \partial C \) (this is true only for \( M' \) and \( M \) sufficiently close). Moreover the quantity that corresponds to \( s' = Id \) in the expression of
\[
p^M_t(x, y) = \sum_{s' \in WM'} \epsilon(s') p_t(s'x, y)
\]
given by the reflection principle 2.1 does not depend on \( M' \). As a consequence we can write that
\[
\partial_1 p^M_t(x, y) = \int_0^t \int_{M+\partial C} P_x(T_{M+\partial C}(Y) \in du, Y_u \in dz) \partial_1 p^M_{t-u}(z, y).
\]
To conclude note that \( \partial_1 p^M_{t-u}(z, y) \) vanishes when \( z \in M + \partial C \setminus \partial C_1 \) — this is a consequence of Equation (2.34) above. \( \square \)

2.4.2. The case \( i = 2 \). The approach remains essentially the same for \( i = 2 \); in the same spirit as above, we see that
\[
P_x(X_t \in dy, X - M \text{ has hit } \partial C_1 \text{ before } \partial C_2)
\]
\[
= \frac{\partial_3, ..., x h^M(y)}{\partial_1, ..., x h^M(x)} \int_0^t \int_{M+\partial C_1} \int_{M+\partial C_2} P_x(T_{M+\partial C}(Y) \in dt_1, Y_{t_1} \in dz_1) \times \lim_{z_{1_n} \to z_1} \frac{P_{z_1} (T_{M+\partial C}(Y) \in dt_2, Y_{t_2} \in dz_2)}{\langle z_1 - z_1^n, e_1 \rangle} \partial_2 p^M_{t-t_1}(z_2, y)
\]
\[
= \frac{\partial_3, ..., x h^M(y)}{\partial_1, ..., x h^M(x)} \int_0^t \int_{M+\partial C_1} P_x(T_{M+\partial C}(Y) \in dt_1, Y_{t_1} \in dz_1) \lim_{z_{1_n} \to z_1} \frac{\partial_2 p^M_{t-t_1}(z_{1_n}, y)}{\langle z_1 - z_1^n, e_1 \rangle}
\]
\[
= \frac{\partial_3, ..., x h^M(y)}{\partial_1, ..., x h^M(x)} \int_0^t \int_{M+\partial C_1} P_x(T_{M+\partial C}(Y) \in dt_1, Y_{t_1} \in dz_1) \partial_{1,2} p^M_{t-t_1}(z_1, y),
\]
where we have used the results from the case $i = 1$, and relied on the fact that $X^1$ will never come back to $M + \partial C_1$. As a consequence the proof boils down to proving the following analog of Lemma 2.7:

$$
\int_0^t \int_{M + \partial C_1 \cup \partial C_2} P_x(T_{\partial C}(Y) \in dt, Y_{t_1} \in dz) \partial_{1,2} p^M_{t-t_1}(z, y) = \partial_{1,2} p^M_t(x, y).
$$

2.4.3. The general case. The proof in the general case relies on the very same computations as above. In the end we see that in order to prove that Theorem 2.2 all one has to do is to check the validity of the lemma below, which we then recursively apply to get the desired statement.

Lemma 2.8. For any $1 \leq i \leq r$,

$$
\int_0^t \int_{\partial C_1 \cup \cdots \cup \partial C_i} P_x(T_{\partial C}(Y) \in du, Y_u \in dz) \partial_{1,\ldots,i} p^M_{t-u}(z, y) = \partial_{1,\ldots,i} p^M_t(x, y).
$$

Proof. To start with, recall from Equation (2.34) that if $z \in M + \partial C_j$ for $j > i$ then

$$
\partial_{1,\ldots,i} p^M_{t-u}(z, y) = \frac{1}{2} \left( p^M_{t-u}(z, y) - p^M_t(\nu, e_j e_i, y) \right),
$$

and therefore $\partial_{1,\ldots,i} p^M_{t-t_1}(z, y) = 0$. As a consequence we only need to prove that

$$
\int_0^t \int_{\partial C} P_x(T_{\partial C}(Y) \in du, Y_u \in dz) \partial_{1,\ldots,i} p^M_{t-u}(z, y) = \partial_{1,\ldots,i} p^M_t(x, y).
$$

This follows from Equation (2.36) along the same lines as in the proof of Lemma 2.7. □

This allows to wrap up the proof of Lemma 2.5 and therefore of Theorem 2.2.

3. On the process started from infinity.

This section provides a detailed study of the process $B^\nu$, $\nu \in C$, from Corollary 2.4 in the asymptotic where its starting point $x$ will diverge inside the Weyl chamber $C$ (this corresponds to conditioning the Brownian motion $\tilde{B}^\nu$ on having $M \to \infty$ inside $C$). We will see that, in contrast with the uniqueness of the entrance law from $\infty$ of the process studied in [6, Section 6], the process will behave in very different ways according to the way $x$ diverges inside $C$. In what follows we will say that $x \to \infty$ inside $C$ when $\langle x, e_i \rangle \to +\infty$ for all $1 \leq i \leq r$.

Let us describe in details this asymptotic in the case of $A_2$. For this purpose, let us introduce for any $0 < \eta < 1$ and a process $Y$ starting inside $C$ the events $E_1^\eta(Y) := \{ \forall t < T_{\partial C}, \langle Y, e_2 \rangle > (1 - \eta)\langle Y_0, e_2 \rangle \}$ and analogously $E_2^\eta(Y)$. We then define a process $Y^1$ by joining:

1. A Brownian motion with drift $s_1 s_2 \nu$, started from $x$, and conditioned on $E_1^\eta(Y^1)$. This process is run upon hitting $\partial C$ (over $z_1 \in \partial C_1$).
2. A Brownian motion started from $z_1$, with drift $s_2 \nu$ and conditioned not to hit $C_1$ again. By this we mean a diffusion with drift

$$
d_2(y) := \frac{s_2 e^{(s_2 \nu, x)} - s_1 s_2 e^{(s_1 s_2 \nu, x)}}{e^{(s_2 \nu, x)} - e^{(s_1 s_2 \nu, x)}} = \frac{s_2 - s_1 s_2 e^{(\nu, y, e_1)}}{1 - e^{(\nu, y, e_1)}}.
$$

This process will be run upon hitting $\partial C$ at $z_2 \in \partial C_2$. 
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(3) A Brownian motion with drift $\nu$, started from $z_2$, and conditioned to stay inside $C$.

Similarly by exchanging $e_1$ and $e_2$ we define a process $Y^2$. As we will see, the process $B^\nu$ will behave like $Y^1$ or $Y^2$ depending on the variable $x^\perp := \langle s_2 s_1 \nu - s_1 s_2 \nu, x \rangle$.

In what follows we consider $(Z_1^t, Z_2^t)_{t \geq 0}$ a pair of bounded, continuous processes independent from $B^\nu$, $Y^1$ and $Y^2$, as well as stationary (in the sense that the law of $(Z_1^{t+s}, Z_2^{t+s})_{t \geq 0}$ is independent of $s \geq 0$). We further demand that the processes the processes $(Z_1^t)_{t \leq s}$ and $(Z_2^t)_{t \geq h}$ become independent as $h - s \to +\infty$ by requiring that for any bounded continuous functions $f_1, f_2$

$$
\lim_{h-s \to +\infty} \mathbb{E} \left[ \int_0^s f_1(t) Z_1^t dt \int_0^{+\infty} f_2(t) Z_2^{t+h} dt \right] - \mathbb{E} \left[ \int_0^s f_1(t) Z_1^t dt \right] \mathbb{E} \left[ \int_0^{+\infty} f_2(t) Z_2^t dt \right] = 0.
$$

With these notations at hand the following statement can be seen as a reformulation of the above heuristic:

**Proposition 3.1.** For $i = 1, 2$, set for $Y$ either $B^\nu$, $Y^1$ or $Y^2$

$$
J_i(Y) := \int_0^{+\infty} e^{-\langle Y_t, e_i \rangle} Z_i^t dt.
$$

Then for any bounded, continuous function $F : \mathbb{R}^2 \to \mathbb{R}$, in the limit where $x \to \infty$ inside $C$

$$
\mathbb{E}_x \left[ F \left( J_1(B^\nu), J_2(B^\nu) \right) \right] \sim \mathbb{E}_x \left[ F \left( J_1(Y^1), J_2(Y^1) \right) \right] \quad \text{if } x^\perp \to -\infty.
$$

Conversely if $x^\perp \to +\infty$ then $\mathbb{E}_x \left[ F \left( J_1(B^\nu), J_2(B^\nu) \right) \right] \sim \mathbb{E}_x \left[ F \left( J_1(Y^2), J_2(Y^2) \right) \right]$.

In particular if $\langle s_1 s_2 \nu - s_2 s_1 \nu, x \rangle \to +\infty$, then the law of the process $B^\nu$ is asymptotically that of $Y^1$ (at least in the regions where one of the components $\langle B^\nu, e_i \rangle$ remains bounded), while if $\langle s_2 s_1 \nu - s_1 s_2 \nu, x \rangle \to +\infty$ then the process will behave like $Y^2$. In the case where $\langle s_1 s_2 \nu - s_2 s_1 \nu, x \rangle$ remains bounded, then the law of the process $B^\nu$ will be essentially realized by determining which boundary the process hits first and then running one of the two above processes accordingly. These different behaviours are illustrated in Figure 4. We stress that in the limit where $x \to \infty$ the events $\mathcal{E}_1(Y^1)$ and $\mathcal{E}_2(Y^2)$ have probability asymptotically 1 so the conditioning becomes unnecessary.
In the general case a similar asymptotic behaviour for the process does hold, but takes more effort to be properly stated. For this purpose, let us consider \((Z^1, \ldots, Z^r)\) as above with the additional property that \(Z^i\) and \(Z^j\) are independent as soon as \(\langle e_i, e_j \rangle = 0\). We also introduce the subset \(W_{1,\ldots,r}\) of \(W\) defined as the set of the \(s \in W\) that admit a reduced expression containing all the reflections \(s_1, \ldots, s_r\) and set for \(i = 1, \ldots, r\) the notation

\[
J_i(\mu) := \int_0^{+\infty} e^{-B^\mu_i t} Z^i_1 dt
\]

for \(\mu \in \mathbb{R}\) positive, where \(B^\mu\) is the process started from \(+\infty\) whose law is realized by joining a Brownian motion with negative drift \(-\mu\) and variance \(\langle e_i, e_i \rangle\) upon hitting the origin and a Brownian motion with positive drift \(\mu\) and variance \(\langle e_i, e_i \rangle\) conditioned to stay positive after. An alternative way of writing this integral is to use that \(J_i(\mu)\) has same law as

\[
\int_{-\infty}^{+\infty} e^{-B^\mu_i t} Z^i_1 dt
\]

where \(B^\mu\) is a two-sided Brownian motion with positive drift \(\mu\) and conditioned to stay positive. For more details see Subsection 4.3.

**Proposition 3.2.** Set \(s = s_1 \cdots s_r\) and assume that \(x \to \infty\) inside \(C\) in the asymptotic where \(\langle s' - s'\nu, x \rangle \to +\infty\) for all \(s' \neq s \in W_{1,\ldots,r}\). Then for \(F_1, \ldots, F_r\) bounded continuous over \(\mathbb{R}^+\)

\[
\mathbb{E}_x \left[ \prod_{i=1}^r F_i(J_i(B^\nu)) \right] \text{ converges to } \prod_{i=1}^r \mathbb{E} \left[ F_i(\langle s_{i+1} \cdots s_r\nu, e_i \rangle) \right].
\]

\[
(3.3)
\]

\[
J_i(\mu) := \int_0^{+\infty} e^{-B^\mu_i t} Z^i_1 dt
\]

\[
(3.4)
\]

\[
\mathbb{E}_x \left[ \prod_{i=1}^r F_i(J_i(B^\nu)) \right] \text{ converges to } \prod_{i=1}^r \mathbb{E} \left[ F_i(\langle s_{i+1} \cdots s_r\nu, e_i \rangle) \right].
\]
A similar statement does hold when different asymptotics are considered, that is when $s$ is an element of $W_1$ of the form $s_{\sigma_1} \cdots s_{\sigma_r}$ for some permutation $\sigma$ of $\{1, \cdots, r\}$. Proposition 3.2 provides an alternative formulation of the result described above for the $A_2$ case. Proving these two statements is key in the derivation of the asymptotics of Toda Vertex Operators and class one Whittaker functions. In order to prove these statements we will often start with the $A_2$ case to settle the ideas and then proceed to the description in the general case. For future purpose we introduce for $s \in W_{1, \ldots, r}$ the shorthand

$$\lambda_s := \prod_{i=1}^{r} \langle s\nu - \nu, \omega_i^\nu \rangle.$$ 

### 3.1. Location of the first hitting point of $\partial C$

Before actually describing the different components of the path as explained above, we start by showing that with high probability in the asymptotic considered, we can assume that the process stays inside a certain subdomain of $C$. This fact is itself a consequence of the following Proposition, that describes the location of the first hitting point of the boundary of $C$ by the process $B^{\nu}$:

**Proposition 3.3.** Assume that $x \in C$ and take any $w \in V$ such that $\langle y, e_i \rangle < \langle x, e_i \rangle$ for all $1 \leq i \leq r$. Then for all $z \in y + \partial C_1$

$$P_x (T_{y+\partial C} \in dt; B_t^{\nu} \in dz) = \frac{1}{2} \frac{U(z)}{U(x)} \sum_{s \in W} \epsilon(s) \langle s(x - y), e_1^* \rangle e^{-\frac{|x - y|^2}{2t}} e^{-\frac{|y|^2}{2t}} dt dz,$$

where recall that $e_1^* = \frac{e_1}{\sqrt{\langle e_1, e_1 \rangle}}$ and with

$$U(x) := \sum_{s \in W_{1, \ldots, r}} \epsilon(s) \lambda_s e^{\langle s\nu, x \rangle}.$$

**Proof.** Since the process $B^{\nu}$ is defined using a Doob transform

$$P_x (T_{y+\partial C} \in dt; B_t^{\nu} \in dz) = \frac{\partial h^M(z)}{\partial h^M(x)} e^{\langle \nu, z-x \rangle - \frac{|\nu|^2}{2}} P_x (T_{y+\partial C} \in dt; B_t \in dz)$$

where $B$ is a Brownian motion over $V$. Direct computations show that

$$\frac{\partial h^M(z)}{\partial h^M(x)} e^{\langle \nu, z-x \rangle} = \frac{U(z)}{U(x)}$$

while thanks to the reasoning presented in the proof of Proposition 2.1, adapted by considering paths from $sx$ to $z$ for $s \in W_y$ with $\langle s(x - y), e_1 \rangle > 0$ and that do not cross the hyperplane $\langle \cdot - y, e_1 \rangle = 0$,

$$P_x (T_{y+\partial C} \in dt; B_t \in dz) = \sum_{s \in W \atop \langle s(x - y), e_1 \rangle > 0} \epsilon(s) P_{s(x-y)+y} (T_{\langle B, e_1 \rangle} (\langle B, e_1 \rangle) \in dt; B_t \in dz).$$

Now these probabilities are well-known and given by

$$P_x (T_0 (\langle B, e_1 \rangle) \in dt; B_t \in dz) = \frac{\langle x, e_1^* \rangle}{t(2\pi t)^{\frac{1}{2}}} e^{-\frac{|x|^2}{2t}} dt dz.$$
Using the fact that for all \( s \in W \), \( \epsilon(s_1 s) \langle s_1 s, e_1 \rangle = \epsilon(s) \langle s, e_1 \rangle \), the latter sum can be rewritten in a more elegant fashion as

\[
\frac{1}{2} \sum_{s \in W} \epsilon(s) \frac{\langle s(x-y), e_1^* \rangle}{t(2\pi t)^{\frac{d}{2}}} e^{-\frac{|x-y|^2}{2t}} e^{-\frac{|e_1|^2}{2}} dtdz.
\]

\[\square\]

Thanks to this proposition we can deduce that the Brownian trajectory will stay within a given region, with high probability in the asymptotic where \( x \to \infty \) inside \( C \).

3.1.1. The \( A_2 \) case. To start with, given a positive \( \eta < 1 \) one can split \( C \) between the domains \( U_1 \), \( U_2 \) and \( C \setminus U \) where for \( (i, j) \in \{(1, 2), (2, 1)\} \),

\[ U_i := \{ y \in C \text{ s.t. } \langle y, e_j \rangle > (1 - \eta)\langle x, e_j \rangle \} \quad \text{and} \quad U := U_1 \cup U_2. \]

The events \( E_i, i = 1, 2 \) are then the events that the process \( B^\nu \) stays inside \( U_i \) until it hits the boundary of \( C \).

**Proposition 3.4.** Assume that \( x \to \infty \) inside \( C \). Then

\[
U(x) P_x (E_1) - \lambda_{s_1 s_2} e^{(s_1 s_2\nu, x)} = O(e^{(s_1 s_2\nu, x) - \eta(x, e_2)(\nu, e_1)}).
\]

**Proof.** First note that the event \( E_1 \) simply means that the process \( B^\nu \) first hits \( y + \partial C_1 \), where \( y = (1 - \eta)\langle x, e_2 \rangle \omega_2 \). Therefore thanks to Proposition 3.3 and its proof we can write that

\[
U(x) P_x (E_1) = \sum_{w \in W_{1,2}} \epsilon(w) \lambda_w E_x \left[ e^{(w\nu, BT_y + \partial C)} - \frac{(w\nu)^2 T_y + \partial C}{2} 1_{T_y + \partial C = T_y + \partial C_1} \right],
\]

\[
= \lambda_{s_1 s_2} e^{(s_1 s_2 \nu, x)} - R_{s_1 s_2} + R_{s_2 s_1} + R_{s_1 s_2 s_1}
\]

where we have used that \( W_{1,2} \) is in that case reduced to the elements \( s_1 s_2, s_2 s_1 \) and \( s_1 s_2 s_1 \), and where we have set

\[
R_{s_1 s_2} := \lambda_{s_1 s_2} E_x \left[ e^{(s_1 s_2 \nu, BT_y + \partial C)} - \frac{(s_1 s_2 \nu)^2 T_y + \partial C}{2} 1_{T_y + \partial C = T_y + \partial C_1} \right],
\]

\[
R_{s_2 s_1} := \epsilon(w) \lambda_w E_x \left[ e^{(w\nu, BT_y + \partial C)} - \frac{(w\nu)^2 T_y + \partial C}{2} 1_{T_y + \partial C = T_y + \partial C_1} \right].
\]

Let us start by considering the first remainder term \( R_{s_1 s_2} \). In virtue of Proposition 3.3

\[
R_{s_1 s_2} = e^{(x, s_1 s_2 \nu)} \sum_{s \in W} \epsilon(s) \int_{R^+ \times \partial C_2} \frac{\langle s(x-y), e_1^* \rangle}{2\pi t^2} c(s(x-y)+y-x, z) e^{-\frac{|x-y+z+s_1 s_2 \nu|^2}{2t}} dtdz.
\]

These integrals are maximal for \( s \in \{1d, s_2\} \) so it suffices to bound them in this case. Then the behaviour of the integral is governed by the minimum of the function \( F : \partial C_2 \times \mathbb{R}_+ \to \mathbb{R}_+ \) given by

\[
F(z, t) := \frac{|x-y-z+s_1 s_2 \nu|^2}{2t}.
\]

We need to distinguish between two possibilities; first of all if \( \langle x - y, \omega_1 \rangle \langle \nu, e_1 \rangle > \langle x - y, e_2 \rangle \langle \nu, \omega_2 \rangle \), then the minimum of \( F \) is attained at \( t_0 = \frac{\langle x-y, e_2 \rangle}{\langle \nu, e_1 \rangle} \) and \( z_0 = \langle x - y + s_1 s_2 \nu t_0, \omega_1 \rangle \omega_1 \), where \( F \) is found to be equal to \( \langle x - y, e_2 \rangle \langle \nu, e_1 \rangle \). If \( \langle x - y, \omega_1 \rangle \langle \nu, e_1 \rangle >
\( \langle x - y, e_2 \rangle \langle \nu, \omega_2 \rangle \) then this minimum is reached at \( t_0 = \frac{|x-y|}{|\nu|} \) and \( z_0 = 0 \), and \( F(z_0, t_0) = |x-y| |\nu| + \langle x - y, s_1 s_2 \nu \rangle \), which in the worst-case scenario where \( s_1 s_2 s_1 \nu \) and \( y - x \) are colinear, can be bounded below by \( \langle x - y, e_2 \rangle \langle \nu, e_1 \rangle \). In both cases we have the bound
\[
F(z_0, t_0) \geq \langle x - y, e_2 \rangle \langle \nu, e_1 \rangle.
\]
By Laplace’s method we can therefore estimate the whole integral and check that
\[
\int_{\mathbb{R}_+ \times \partial C} \frac{\langle x - y, e_2 \rangle}{2\pi t^2} e^{-F(z,t)} dt dz \leq Ce^{-F(z_0,t_0)}
\]
where \( C \) is uniformly bounded as \( x \to \infty \). Therefore the term \( \mathcal{R}_{s_1 s_2} \) is indeed a 
\( O \left(e^{\langle x, s_1 s_2 \nu \rangle - \eta \langle x, e_2 \rangle \langle \nu, e_1 \rangle}\right) \), which is as desired.
We can now turn to the other remainder terms, and follow the approach just developed for \( \mathcal{R}_{s_1 s_2} \). Namely we need to evaluate the minimum of the map \( F : \partial C_1 \times \mathbb{R}_+ \to \mathbb{R}_+ \) defined by setting
\[
F(z, t) := \frac{|x - y - z + wt|^2}{2t}
\]
for \( w = s_2 s_1 \) and \( w = s_1 s_2 s_1 \). Like before we have \( F(z_0, t_0) \geq \langle x - y, e_1 \rangle \langle \nu, e_2 \rangle \) for \( w = s_2 s_1 \), but it can occur that \( F(z_0, t_0) = 0 \) depending on the values of \( x \) and \( \nu \). Nevertheless we can bound the integrals by a 
\( O \left(e^{-F(z_0,t_0)}\right) \) by Laplace’s method, which yields the upper bound on the remainders
\[
\mathcal{R}_{s_2 s_1} \leq Ce^{\langle x, s_1 s_2 s_1 \nu \rangle} \quad \text{and} \quad \mathcal{R}_{s_1 s_2} \leq Ce^{\langle x, s_1 s_2 s_1 \nu \rangle}
\]
where we have used that
\[
\langle x, s_2 s_1 \nu \rangle - \langle x - y, e_1 \rangle \langle \nu, e_2 \rangle = \langle x, s_1 s_2 s_1 \nu \rangle.
\]
All together we see that
\[
\mathcal{R}_{s_1 s_2} + \mathcal{R}_{s_2 s_1} = \mathcal{O}(e^{\langle s_1 s_2 \nu, x \rangle + \eta \langle x, e_2 \rangle \langle \nu, e_1 \rangle}).
\]

Thanks to this Proposition we see that, with high probability, the process \( \mathcal{B}^\nu \) will stay in the domain \( \mathcal{U}_1 \cup \mathcal{U}_2 \). Put differently, in the asymptotic where \( x \to \infty \) inside \( \mathcal{C} \), at any time at most one component of the process along the simple roots \( \{e_1, e_2\} \) will not be very positive.

3.1.2. The general case. Up to reordering the simple roots \( e_1, \ldots, e_r \) we consider \( s = s_1 \cdots s_r \) in what follows. Let us denote by \( i_0 \) the first index such that \( s_{i_0} \) does not commute with all the \( s_j \) for \( j \leq i_0 \) (note that \( s_a \) and \( s_b \) commute means that \( \langle e_a, e_b \rangle = 0 \), and also that \( s_a e_b = e_b s_a \)). For a positive \( \eta > 0 \), let us introduce the subset of \( \mathcal{C} \)
\[
\mathcal{U}_s := \{ y \in \mathcal{C} \text{ s.t. } \forall i_0 \leq j \leq r, \quad \langle y, e_j \rangle > (1 - \eta) \langle x, e_j \rangle \},
\]
and the corresponding event \( \mathcal{E}_s \) that the process \( \mathcal{B}^\nu \) stays inside \( \mathcal{U}_s \) until it hits the boundary of \( \mathcal{C} \). In particular under \( \mathcal{E}_s \) the process will hit \( \partial \mathcal{C} \) over its boundary component \( \partial \mathcal{C}_s := \bigcup_{j=1}^{i_0-1} \partial \mathcal{C}_j \).

**Proposition 3.5.** Assume that \( x \to \infty \) inside \( \mathcal{C} \) in the asymptotic where \( \langle s \nu - s' \nu, x \rangle \to + \infty \) for all \( s' \neq s \in W_{1, \ldots, r} \). Then
\[
\lim_{x \to \infty} P_x(\mathcal{E}_s) = 1.
\]

(3.7)
Proof. Like before thanks to Proposition 3.3 we can write
\[ U(x) \mathcal{P}_x (\mathcal{E}_s) = \epsilon(s) \lambda_s \epsilon^{(sv,x)} + \sum_{w \in W_1,...,r} \epsilon(w) \lambda_w R_w, \]
where, with \( y \) such that \( \langle y, e_j \rangle = 0 \) for \( j < i_0 \) and \( \langle y, e_j \rangle = (1 - \eta) \langle x, e_j \rangle \) for \( i_0 \leq j \leq r \),
\[ R_s := e^{\langle x, sv \rangle} \sum_{\tau \in W} \epsilon(\tau) \int_{\mathbb{R}_+ \times \partial C \setminus \partial C_s} \frac{\langle \tau(x-y), e^*_n \rangle}{2\pi t^2} e^{\tau(x-y) + y - x, z} e^{-\frac{|x-y-z+wt|}{2t}^2} dt dz, \]
(3.8)
\[ R_w := e^{\langle x, sv \rangle} \sum_{\tau \in W} \epsilon(\tau) \int_{\mathbb{R}_+ \times \partial C_s} \frac{\langle \tau(x-y), e^*_n \rangle}{2\pi t^2} e^{\tau(x-y) + y - x, z} e^{-\frac{|x-y-z+wt|}{2t}^2} dt dz \quad w \neq s, \]
where \( e^*_n \) denotes the (normalized) simple root normal orthogonal to the boundary component where \( z \) lies. Therefore the proof of Proposition 3.5 boils down to studying these integrals.

To start with, we note that for \( z \in \partial C \) we have \( e^{\tau(x-y) + y - x, z} \leq 1 \) so the asymptotic is governed by the integrals with \( \tau = I_d \). Then by Laplace’s method the behaviour of the integrals that appear in \( R_w, w \neq s \), is governed by the minimum of the map \( F : \partial C_s \times \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) given by
\[ F(z, t) := \frac{|x-y-z+wt|^2}{2t}. \]
This allows to show that the remainders \( R_w \) for \( w \neq s \) are lower-order terms in the asymptotic considered, since \( e^{\langle wv-sv,x \rangle} \rightarrow 0 \).

Likewise the term \( R_s \) is also a lower-order term in the asymptotic considered, and for this by Laplace’s method it is enough to prove that the map \( F : \partial C \times \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) with \( w = s \) attains its minimum at some \( z_0 \in \partial C_s \) and \( t_0 > 0 \) with \( F(z_0, t_0) = 0 \). Now because \( sv \notin C \) we know that this amounts to saying that the half-line \( t \rightarrow x + svt \) crosses \( y + \partial C \) on \( y + \partial C_s \), which follows from the fact that for \( j \geq i_0 \) we have \( \langle sv, e_j \rangle > 0 \). To see why, note that \( \langle sv, e_j \rangle \leq 0 \) implies that \( s_j s \notin W_1,...,r \) since otherwise we would have
\[ \langle sv - s_j sv, x \rangle = \langle sv, e^*_j \rangle \langle x, e^*_j \rangle \leq 0, \]
which contradicts our assumptions on the asymptotic of \( x \). Moreover explicit computations show that \( \langle s_j s_1 \cdots s_j sv, \omega^*_j \rangle > 0 \) as soon as \( j \geq i_0 \). As a consequence having \( s_j s \notin W_1,...,r \) implies that \( j \leq i_0 \). Therefore having \( \langle sv, e_j \rangle \leq 0 \) implies that \( j \leq i_0 \). \( \square \)

3.2. On the decomposition of the path: the \( A_2 \) case. With Proposition 3.4 at hand we are now in position to describe the path of the process \( \mathcal{B}'' \) itself in the asymptotic where the starting point of the process \( x \) diverges inside the Weyl chamber \( C \). As explained above, it is very natural to consider the subsets \( \mathcal{U}_1 \) and \( \mathcal{U}_2 \) of \( C \), and associated events \( \mathcal{E}_1 \) and \( \mathcal{E}_2 \). Because thanks to Proposition 3.4 we know that in the asymptotic where \( x \rightarrow \infty \) we have that \( \mathcal{P}_x (\mathcal{E}_1) + \mathcal{P}_x (\mathcal{E}_2) = 1 - \mathcal{O} \left( e^{-\langle \lambda, x \rangle} \right) \) for some \( \lambda \in C \), we can look at the process \( \mathcal{B}'' \) conditioned on one of the events \( \mathcal{E}_i \) and retain all the necessary information.

In order to prove Proposition 3.1 we will look at each component of the path separately, that is we will start by considering the process before it reaches the boundary of \( C \), and then look at the two remaining components of the path (before hitting \( \partial C \) again and after having hit it). Without loss of generality we will consider the process \( \mathcal{B}'' \) conditioned on the event \( \mathcal{E}_1 \).
3.2.1. The process before \( T_{\partial C} \). Recall that before hitting \( \partial C \) for the first time, the process \( \mathcal{B}^\nu \) has a drift given by

\[
\nabla \log \partial_1 h(x) = \sum_{w \in W_{1,2}} \frac{w \epsilon(w) \lambda_w e^{(w,x)}}{U(x)}, \quad U(x) = \sum_{w \in W_{1,2}} \epsilon(w) \lambda_w e^{(w,x)}.
\]

The latter can be rewritten under the form

\[
s_1 s_2 \nu + (s_2 s_1 \nu - s_1 s_2 \nu) \sum_{w \in W_{1,2}} \epsilon(w) \lambda_w e^{(w,x)} + (s_1 s_2 \nu - s_1 s_2 s_1 \nu) \sum_{w \in W_{1,2}} \lambda_{s_1 s_2 s_1} e^{(s_1 s_2 s_1 \nu, x)}.
\]

Under the assumption that the process stays within the domain \( \mathcal{U}_1 \), this drift is equal to

\[
s_1 s_2 \nu + \mathcal{R}_1(x), \quad \text{with} \quad \mathcal{R}_1(x) \leq C e^{(\nu, 2) (x, e_1) - (1 - \eta)(\nu, e_1) (x, e_2)}
\]

where \( C \) only depends on \( \nu \).

Now for \( 0 < \eta < \frac{1}{2} \) let us consider \( T_1 \) to be the first time where the \( \epsilon_1 \) component of the process reaches \( \eta(x, e_2) \), that is \( T_1 := \inf_{t \geq 0} (\mathcal{B}^\nu_t, e_1) < \eta(x, e_2) \) (which is finite almost surely), and set \( T_0 := \inf_{t \geq 1} (\mathcal{B}^\nu_t, e_1) < (1 - 2\eta)(\nu, e_2) (x, e_2) \).

Lemma 3.6. For \( \eta > 0 \) small enough, as \( x \to \infty \) inside \( C \)

\[
\lim_{x \to \infty} P_x (T_{\partial C} < T_0) = 1.
\]

Proof. Between \( T_1 \) and \( T_0 \) the \( \epsilon_1 \) component of the drift of \( \mathcal{B}^\nu \) is given by \( -\langle \nu, \rho \rangle + \langle \mathcal{R}_1(x), e_1 \rangle \)

\[
\text{with} \quad |\langle \mathcal{R}_1(x), e_1 \rangle| \leq C e^{-\eta(x, e_2)}. \quad \text{As a consequence the probability that} \quad T_0 < T_{\partial C} \quad \text{is smaller than the probability that a Brownian motion with drift} \quad -\langle \nu, \rho \rangle + C e^{-\eta(x, e_2)} \quad \text{and variance} \quad \langle e_1, e_1 \rangle \quad \text{reaches} \quad \left( (1 - 2\eta)(\nu, e_2) - \eta \right) \langle x, e_2 \rangle \quad \text{before reaching} \quad -\eta(x, e_2), \quad \text{which is readily seen to converge to} \quad 0 \quad \text{as} \quad \langle x, e_2 \rangle \to +\infty \quad \text{provided that} \quad \eta \quad \text{is chosen small enough.} \quad \square
\]

Therefore we see that between \( T_1 \) and \( T_{\partial C} \), with high probability (under the event \( \mathcal{E}_1 \)) the drift of the process \( \mathcal{B}^\nu \) will be given by that of \( Y^1 \) plus a remainder term \( \mathcal{R}_1 \) uniformly bounded by \( C e^{-\eta(x, e_2)} \).

3.2.2. The process between \( T_{\partial C} \) and \( T_{\partial C_2} \). After having hit the boundary of \( C \), the process \( \mathcal{B}^\nu \) will have a drift given by

\[
\nabla \log \partial_2 h^M(x) = \sum_{s \in W_2} \epsilon(s) \lambda_s e^{(s, x)} U_2(x) - s \nu, \quad U_2(x) = \sum_{s \in W_2} \epsilon(s) \lambda_s e^{(s, x)}.
\]

Like before this drift admits the expression

\[
\nabla \log \partial_2 h^M(x) = \frac{s_2 \nu - s_1 s_2 \nu e^{(s_1 s_2 \nu - s_2 \nu, x)}}{1 - e^{(s_1 s_2 \nu - s_2 \nu, x)}} + \mathcal{R}_2(x)
\]

where the remainder term can be bounded by \( \mathcal{R}_2(x) \leq C e^{(\nu, e_1)(x, e_2)} \). With high probability this remainder is negligible between \( T_{\partial C} \) and \( T_{\partial C_2} \). Indeed, we already know that at time \( T_{\partial C} \) under the event \( \mathcal{E}_1 \) we have \( \langle \mathcal{B}^\nu_t, e_2 \rangle > (1 - \eta)(\nu, e_2) \), and therefore that

\[
|\mathcal{R}_2(\mathcal{B}^\nu)| \leq C e^{-\eta(\nu, e_1)(x, e_2)} \quad \text{between} \quad T_{\partial C} \quad \text{and} \quad T_2 := \inf_{t \geq 0} \langle \mathcal{B}^\nu_t, e_2 \rangle < \eta(x, e_2). \quad \text{Similarly for} \quad t \quad \text{between} \quad T'_1 := \sup_{t < T_{\partial C_2}} \langle \mathcal{B}^\nu_t, e_1 \rangle > \eta(x, e_2) \quad \text{and} \quad T_{\partial C_2}, \quad |\mathcal{R}_2(\mathcal{B}^\nu)| \leq C e^{-\eta(\nu, e_1)(x, e_2)}. \quad \text{Therefore for}
such times the process will behave like $Y^1$, and all we need to check is that with probability $1 - o(1)$ we have $T'_1 < T_2$:

**Lemma 3.7.** For $\eta > 0$ small enough, as $x \to \infty$ inside $C$

\begin{equation}
\lim_{x \to \infty} P_x (T'_1 < T_2 | E'_{1}) = 1. 
\end{equation}

**Proof.** First assume that $R_2 = 0$. In that case the $e_1$ component of $B'$ has the law of a Brownian motion with positive drift $\langle \nu, \rho \rangle$ and variance $\langle e_1, e_1 \rangle = 2$ conditioned to stay positive, while the $e_2$ component of the path is an independent Brownian motion with negative drift lower bounded by $-\langle \nu, \rho \rangle$ and variance $\langle e_2, e_2 \rangle = 2$. As a consequence by the time-reversal property of drifted Brownian motion [74] $T'_1 - T_{\partial C}$ has same law as $T'_1 := \inf_{t \geq 0} \sqrt{2B_t + \langle \nu, \rho \rangle t} > \eta(x, e_2)$ where $B$ has the law of a standard one-dimensional Brownian motion started from 0. The law of $T'_1$ is well known [45, Equation (5.12)] and given by

$$P (T'_1 \in dt) = \frac{\langle \nu, \rho \rangle}{\sqrt{4\pi t^3}} e^{-\frac{(\eta(x, e_2) - \langle \nu, \rho \rangle t)^2}{4t}},$$

which concentrates around $\eta(x, e_2)$ as the latter diverges. Likewise we see that with probability $1 - o(1)$ we have $\tau_2 - T_{\partial C} > (1 - 3\eta(x, e_2))$, so by taking $\eta$ small enough so that $\frac{1 - 3\eta}{\eta} > 2$ we see that Equation (3.11) does indeed hold for $R_2 = 0$.

Now it is readily seen that for $T_{\partial C} \leq t \leq T'_1 \wedge T_2$ we have $|R_2(B')| \leq Ce^{-\eta(x, e_2)}$. Therefore for any positive $\varepsilon$ and with $\eta$ small enough like above, we can assume that $(1 - \varepsilon)T'_1 < \tau'_1 < 2\tau_2 < (2 + \varepsilon)T_2$ with asymptotic probability 1, showing Equation (3.11) in the general case. $\square$

Therefore between $T_{\partial C}$ and $T_{\partial C_2}$ the process will behave like $Y^1$, in the sense that $B'$ will have a drift given by that of $Y^1$ plus a remainder term $R_2$, where $|R_2| \leq Ce^{-\eta(x, e_2)}$.

**3.2.3. The process after $T_{\partial C_2}$.** The third component of the process, i.e. after having hit both components of $\partial C$, has the law of $B''$ conditioned to stay inside $\partial C$. This means that its drift is equal to

$$\nabla \log h^M(x) = \sum_{s \in W_2} \frac{\epsilon(s) \lambda_s e^{(s\nu, x)}}{U_3(x)} s\nu, \quad U_3(x) = \sum_{s \in W_2} \epsilon(s) \lambda_s e^{(s\nu, x)},$$

which coincides with the drift of the process $Y^1$.

For future reference and in order to prove Proposition 3.2 we stress that

\begin{equation}
\nabla \log h^M(x) = \frac{\nu - s_2 \nu e^{(s_2\nu, -\nu, x)}}{1 - e^{(s_2\nu, -\nu, x)}} + R_3(x),
\end{equation}

where $|R_3(x)| \leq Ce^{-\eta(x, e_1)(x, e_1)}$. Like before we can use the explicit expression of the drift to show that with probability asymptotically 1 the $e_1$ component of the process will never come back to $\eta(x, e_2)$ after $T_{\partial C}$, so that the $e_2$ component of $B''$ after $T_{\partial C_2}$ has the law of a Brownian motion with positive drift $\langle \nu, e_2 \rangle$ and variance 2 conditioned to stay positive.
3.3. Proof of Propositions 3.1 and 3.2 for $A_2$. Let us decompose the integrals $J_i$, $i = 1, 2$, as

$$J_i = \int_0^{T_1} e^{-(B^{t,e}_i)} Z_i^1 dt + \int_{T_1}^{+\infty} e^{-(B^{t,e}_i)} Z_i^2 dt.$$  

Then the integrals over the subset $[0, T_1]$ will become negligible in the $x \to \infty$ limit. Indeed, in this region the $e_1$ and $e_2$ components of the process are bounded below by $(1 - 2\eta) \langle x, e_2 \rangle$, so that

$$\int_0^{T_1} e^{-(B^{t,e}_i)} Z_i^1 dt \leq e^{(1-3\eta) \langle x, e_2 \rangle} \int_0^{T_1} e^{-(B^{t,e}_i) - (1-3\eta) \langle x, e_2 \rangle} Z_i^1 dt$$

where the integral on the right-hand side is uniformly bounded in $x$. As a consequence for any bounded continuous function $F : \mathbb{R}^2 \to \mathbb{R}$

$$E_x [F(J_1, J_2) | \mathcal{E}_1] = E_x \left[ F \left( \int_0^{+\infty} e^{-(B^{t,e}_i)} Z_i^1 dt, \int_{T_1}^{+\infty} e^{-(B^{t,e}_i)} Z_i^2 dt \right) \right] \mathcal{E}_1 + o(1).$$

By the Markov property of $\mathcal{B}^\nu$, we know that the process $(\mathcal{B}^\nu_t)_{t \geq T_1}$ only depends on $(\mathcal{B}^\nu_t)_{t < T_1}$ via the location of $\mathcal{B}^\nu_{T_1}$. Therefore the latter can be rewritten as

$$\int_{u+\partial C_2} P_x (\mathcal{B}^\nu_{T_1} \in dz) E_z \left[ F \left( \int_0^{+\infty} e^{-(B^{t,e}_i)} Z_i^1 dt, \int_{T_1}^{+\infty} e^{-(B^{t,e}_i)} Z_i^2 dt \right) \right] \mathcal{E}_1$$

where $u = u(x)$ is such that $\langle u, e_2 \rangle = (1 - \eta) \langle x, e_2 \rangle$ and $\langle u, e_1 \rangle = \eta \langle x, e_1 \rangle$.

Now we have seen that after $T_1$ the drift of the process $\mathcal{B}^\nu$ and that of $Y^1$ only differ by a remainder term $\mathcal{R}(x)$ which becomes negligible in the $x \to \infty$ limit. Using continuity of $F$ together with a comparison result such as [45, Chapter 5-Proposition 2.18] to compare the processes $\mathcal{B}^\nu$ and $Y^1$ we see that the latter is asymptotically equivalent to

$$\int_{u+\partial C_2} P_x (\mathcal{B}^\nu_{T_1} \in dz) E_z \left[ F \left( \int_0^{+\infty} e^{-\langle Y_i^1, e_1 \rangle} Z_i^1 dt, \int_{T_1}^{+\infty} e^{-\langle Y_i^1, e_2 \rangle} Z_i^2 dt \right) \right] \mathcal{E}_1$$

where we have used stationarity of the process $(Z^1, Z^2)$. To conclude for the proof of Proposition 3.4 it remains to check that the expectation that appears in the integral becomes independent of $z$ in the limit where $x$ diverges inside $C$. More precisely we prove that

**Lemma 3.8.** As $x \to \infty$ inside $C$, for any $z \in \partial C_2$

$$\lim_{x \to \infty} E_{u(x) + z} \left[ F \left( \int_0^{+\infty} e^{-\langle Y_i^1, e_1 \rangle} Z_i^1 dt, \int_{T_1}^{+\infty} e^{-\langle Y_i^1, e_2 \rangle} Z_i^2 dt \right) \right] = E \left[ F(J(\langle \nu, \rho \rangle), J'(\langle \nu, e_2 \rangle)) \right]$$

where $J$ and $J'$ are independent and with law described by Equation (3.3).

Assuming for now that such a statement does indeed hold, we see recovering terms that

$$E_x [F(J_1, J_2) | \mathcal{E}_1] \sim E \left[ F(J(\langle \nu, \rho \rangle), J'(\langle \nu, e_2 \rangle)) \right],$$

and $E_x [F(J_1, J_2) | \mathcal{E}_1] \sim E_x \left[ F(J_1(Y^1), J_2(Y^1)) \right]$. As a consequence using Proposition 3.4 we can write that

$$E_x [F(J_1, J_2)] = P_x(\mathcal{E}_1) E \left[ F(J(\langle \nu, \rho \rangle), J'(\langle \nu, e_2 \rangle)) + P_x(\mathcal{E}_2) E \left[ F(J(\langle \nu, \rho \rangle), J'(\langle \nu, e_2 \rangle)) + o(1),$$
where besides $P_x(\mathcal{E}_1) \to 1$ and $P_x(\mathcal{E}_2) \to 0$ in the asymptotic where $\langle s_1 s_2 \nu - s_2 s_1 \nu, x \rangle \to +\infty$. Therefore in this asymptotic we both have that
\[
E_x[F(J_1, J_2)] \sim E[F(J(\nu, \rho)), J'(\nu, \nu_2)] \quad \text{and} \quad E_x[F(J_1, J_2)] \sim E[F(J_2(Y^1), J_2(Y^1))],
\]
concluding for the proof of Proposition 3.1 and 3.2 for the $A_2$ case.

**Proof of Lemma 3.8.** Let us split the integrals involved as
\[
\int_0^{T_1} e^{-(Y^1_1 e_1) Z^1_i dt} + \int_0^{+\infty} e^{-(Y^1_1 e_1) Z^1_i dt}, \quad \int_0^{T_2} e^{-(Y^1_1 e_2) Z^2_i dt} + \int_0^{+\infty} e^{-(Y^1_1 e_2) Z^2_i dt}.
\]
Like before the integrals $\int_0^{+\infty} e^{-(Y^1_1 e_1) Z^1_i dt}$ and $\int_0^{+\infty} e^{-(Y^1_1 e_2) Z^2_i dt}$ will become negligible in the $x \to \infty$ limits, whence by the Markov property for $Y^1$
\[
E_x \left[ F \left( \int_0^{+\infty} e^{-(Y^1_1 e_1) Z^1_i dt}, \int_0^{+\infty} e^{-(Y^1_1 e_2) Z^2_i dt} \right) \right] = \int_{v \in \partial C_1} P_z(\mathcal{Y}^1_{T_2} \in dz') E_{z,z'} \left[ F \left( \int_0^{T_1} e^{-(Y^1_1 e_1) Z^1_i dt}, \int_0^{+\infty} e^{-(Y^1_1 e_2) Z^2_i dt} \right) \right] + o(1)
\]
where $v = \eta(\mathcal{x}, e_2) \omega_2$ and under $E_{z,z'}$ the processes $\mathcal{Y}^1, \tilde{\mathcal{Y}}^1$ are independent and started respectively from $z$ and $z'$. We have seen before that after $T_2$, the $e_1$ component of the process $\mathcal{Y}^1$ was with high probability very large and therefore that the $e_2$ component of the process for $t > T_2$ behaves like a one-dimensional Brownian motion with negative drift $-\langle \nu, e_2 \rangle$ and variance 2 upon hitting the origin and positive drift $\langle \nu, e_2 \rangle$ conditioned to stay positive after having hit 0, and only depends of $z'$ through $\langle z', e_2 \rangle = \eta(\mathcal{x}, e_2)$. The same applies for the $e_1$ component of the process before time $T^*_1$. Moreover we have already seen that $T_2 - T^*_1 \to \infty$ almost surely, whence the processes $(Z^1_i)_{i < T_1}$ and $(Z^2_i)_{i > T_2}$ decorrelate as $x \to \infty$. As a consequence and based on [45, Chapter 5-Proposition 2.18] we see that by stationarity of $Z$
\[
E_x \left[ F \left( \int_0^{+\infty} e^{-(Y^1_1 e_1) Z^1_i dt}, \int_0^{+\infty} e^{-(Y^1_1 e_2) Z^2_i dt} \right) \right] \sim \int_{v \in \partial C_1} P_z(\mathcal{Y}^1_{T_2} \in dz') E_{\eta(\mathcal{x}, e_2), \eta(\mathcal{x}, e_2)} \left[ F \left( \int_0^{T_1} e^{-(Y^1_1 e_1) Z^1_i dt}, \int_0^{+\infty} e^{-(Y^1_1 e_2) Z^2_i dt} \right) \right] + o(1)
\]
which is independent of $z$ and converges to $E[F(J(\langle \nu, \rho \rangle)), J'(\langle \nu, \nu_2 \rangle)]$ as desired. \hfill \square

### 3.4. The general case.

In the general case the main ideas remain unchanged and the arguments are the same. Therefore in this subsection we mostly shed light on the results that differ from the study of the $A_2$ case. We will consider $s = s_1 \cdots s_r$ in the sequel.

#### 3.4.1. Decomposition of the path.

In the same way as above, we see that the we are able to provide another decomposition of the path, based on the analogs of times $T_0, T_1, T_1, T_2$. The main difference will be that in the general case we have to split $s$ as
\[
s = (s_1 \cdots s_{i_0 - 1}) (s_{i_0} \cdots s_{i_1 - 1}) \cdots (s_{i_{p-1}} \cdots s_r) =: w_0 \cdots w_p
\]
where for all $0 \leq k \leq p$ and $i_{k-1} \leq j, l \leq i_k - 1$, the reflections $s_j$ and $s_l$ commute (via the convention $i_{-1} = 1$ and $i_p = r + 1$). In particular we have $s e_j = -w_1 \cdots w_p e_j$ for all $j < i_0$. 

\[\text{REFLECTION COEFFICIENTS IN TODA CFTS} \quad 31\]
Namely, we already know from Proposition 3.5 that the event \( \mathcal{E}_* \) that the process stays inside the domain \( \mathcal{U} \) has probability \( 1 - o(1) \). Therefore before reaching \( \partial \mathcal{C} \) the process has a drift

\[
\nabla \log \partial_{1,...,r} h^M(x) = \sum_{w \in W_{1,...,r}} \frac{\varepsilon(w)\lambda_w e^{(\nu,w,x)}}{U(x)} w\nu, \quad U(x) = \sum_{w \in W_{1,...,r}} \varepsilon(w)\lambda_w e^{(\nu,w,x)},
\]

which can be put under the form \( sv + \mathcal{R}_1(x) \) where \( |\mathcal{R}_1(x)| \leq C e^{-\eta(x,u)} \) for any \( x \in \mathcal{U} \) and where \( u \) is some vector inside \( \mathcal{C} \), up to an event with probability asymptotically 0. The \( e_i \) component of this drift is negative and given by \(-\langle w_1 \cdots w_{i}\nu, e_j \rangle\) for \( j < i_0 \), but positive equal to \( \langle w_0 \cdots w_{i}\nu, e_j \rangle \) for \( j \geq i_0 \). We stress that before \( T_{\partial \mathcal{C}} \) the \( e_j \) components of the path are bounded below for \( j \geq i_0 \), but this is not the case for \( j < i_0 \).

After having hit \( \partial \mathcal{C} \) (say over \( \partial \mathcal{C}_1 \)) for the first time, the drift of the process will be given by \( \nabla \log \partial_{2,...,r} h^M \). Denoting by \( \mathcal{B}_{T_{\partial \mathcal{C}}}^\nu \) the location of the process when first hitting \( \partial \mathcal{C} \) it is readily seen that it satisfies \( \langle s_2 \cdots s_{r}\nu - s_{r}'\nu, \mathcal{B}_{T_{\partial \mathcal{C}}}^\nu \rangle \to +\infty \) for all \( s' \in W_{2,...,r} \) as \( x \to \infty \) with probability tending to 1. Indeed let us set \( r_1 \) to be equal to \( s_1 \) if \( s' \notin W_{1,...,r} \) and \( 1d \) if \( s' \in W_{1,...,r} \), so that \( r_1 s' \in W_{1,...,r} \). Then we can write that

\[
\langle s_2 \cdots s_{r}\nu - s_{r}'\nu, \mathcal{B}_{T_{\partial \mathcal{C}}}^\nu \rangle = \langle s_1 \cdots s_{r}\nu - r_1 s_{r}'\nu, \mathcal{B}_{T_{\partial \mathcal{C}}}^\nu \rangle,
\]

since \( s_1 \mathcal{B}_{T_{\partial \mathcal{C}}}^\nu = \mathcal{B}_{T_{\partial \mathcal{C}}}^\nu \). We can further write

\[
\langle s_2 \cdots s_{r}\nu - s_{r}'\nu, \mathcal{B}_{T_{\partial \mathcal{C}}}^\nu \rangle = \langle s\nu - r_1 s_{r}'\nu, x \rangle + \langle s\nu - r_1 s_{r}'\nu, \mathcal{B}_{T_{\partial \mathcal{C}}}^\nu - x \rangle,
\]

where the first term diverges to \( +\infty \) since \( r_1 s' \in W_{1,...,r} \), while the second one is positive (since \( \mathcal{B}_{T_{\partial \mathcal{C}}}^\nu - x \) stays between \( svt_0 \pm C \sqrt{t_0}^{1+} \) with probability \( 1 - o(1) \)).

Therefore we can proceed in the same way after \( T_{\partial \mathcal{C}} \): up to an event of probability \( 1 - o(1) \), before hitting \( \partial \mathcal{C} \) for the second time the process will have a drift given by

\[
\nabla \log \partial_{2,...,r} h^M(x) = \frac{s_2 \cdots s_{r}\nu - s_1 \cdots s_{r}\nu e^{-(s_2 \cdots s_{r}\nu, e_1)}(x,\nu)}{1 - e^{-(s_2 \cdots s_{r}\nu, e_1)}(x,\nu)} + \mathcal{R}_2(x)
\]

with \( |\mathcal{R}_2(x)| \leq C e^{-\eta(x,u)} \) close to \( \mathcal{B}_{T_{\partial \mathcal{C}}}^\nu \). Now for \( j < i_0 \) the \( e_j \) component of the drift is negative and given by \( \langle s_2 \cdots s_{r}\nu, e_j \rangle < 0 \) but is still positive for \( j \geq i_0 \) as soon as \( i_0 > 2 \).

Therefore before hitting \( \partial \mathcal{C} \) for the second time and under the assumption that \( i_0 > 2 \) we see that the event that \( \langle \mathcal{B}_{T_{\partial \mathcal{C}}}^\nu, e_j \rangle > \eta(x,e_j) \) for \( j \geq i_0 \) has probability asymptotically 1.

A similar scheme will be carried out until the process has hit all the boundary components \( \partial \mathcal{C}_j \) for \( j < i_0 \). After this event there will be a time \( T_1' \) such that after \( T_1' \) the \( e_j \) components of the path will be bounded below by \( \eta(x,e_j) \) for \( j < i_0 \). In addition the time \( T_2 = \inf \{ \langle \mathcal{B}_{T_{\partial \mathcal{C}}}^\nu, e_j \rangle < \eta(x,e_j) \text{ for some } j \geq i_0 \} \) will be such that \( T_2 - T_1' \to +\infty \), and \( T_2 \) the drift of the process is given by \( w_1 \cdots w_{i}\nu \). The components of the drift corresponding to \( j \geq i_1 \) or \( j < i_0 \) will remain bounded below but that corresponding to \( i_0 \leq j < i_1 \) will not be necessary bounded below. The process will then hit all the components of \( \partial \mathcal{C} \) of the form \( \partial \mathcal{C}_j \) for \( i_0 \leq j < i_1 \), and after having hit all these parts of \( \partial \mathcal{C} \) there will be a time \( T_3' \) such that after \( T_3' \) the components associated to the roots \( e_j \) for \( i_0 \leq j < i_1 \) are bounded below, and \( T_3 - T_3' \to +\infty \) with \( T_3 = \inf \{ \langle \mathcal{B}_{T_{\partial \mathcal{C}}}^\nu, e_j \rangle < \eta(x,e_j) \text{ for some } j \geq i_1 \} \). The same scheme will be repeated until the process has hit all the boundary components; after that the process will have drift \( \nu \) conditioned to stay inside \( \mathcal{C} \).
In a nutshell, we see that the path can be divided between times $T_0 < T_1 < T_1' < T_2 < \cdots < T_p < T_p' = +\infty$ so that

- Between $T_k$ and $T_k'$, the process will contribute only to the integrals $J_j$ where $j$ ranges over $\{i_{k-1}, \cdots, i_k - 1\}$, since the $e_j$ components of the process for $j \notin \{i_{k-1}, \cdots, i_k - 1\}$ will be bounded below by some constants of the form $\eta(x, e_j)$. Between $T_k'$ and $T_{k+1}$ all the $e_j$ components of the path are bounded below by $\eta(x, e_j)$.

- For such $j \in \{i_{k-1}, \cdots, i_k - 1\}$, the $e_j$ component of the process $B^\nu$ between $T_k$ and $T_k'$ will behave like a Brownian motion with negative drift $-\langle w_{k+1} \cdots w_p, e_i \rangle$ and variance $\langle e_i, e_i \rangle$ upon hitting the origin, where it will be reflected and will have the law of a one-dimensional Brownian motion with positive drift $\langle w_{k+1} \cdots w_p, e_i \rangle$ and conditioned to stay positive. The $e_j$ components for $j \notin \{i_{k-1}, \cdots, i_k - 1\}$ will have a positive drift.

- With probability tending to 1 as $x \to \infty$, all the time increments $T_k' - T_k$ and $T_{k+1} - T_k'$ will diverge to $+\infty$.

### 3.4.2. Proof of Proposition 3.2.

We are now ready to address the proof of Proposition 3.2. Based on the above decomposition for the path, we can split the integrals involved, for $1 \leq j \leq r$, as:

$$J_j = \int_{T_{k_j}}^{T_{k_j}'} e^{-\langle B_{\nu}^j, e_j \rangle} Z_i^j dt + \int_{[0,T_{k_j}) \cup (T_{k_j}', +\infty)} e^{-\langle B_{\nu}^j, e_j \rangle} Z_i^j dt$$

where $k$ is such that $i_{k-1} \leq j \leq i_k - 1$. Like in the rank two case the second integral will vanish in the limit since for $t \notin [T_{k-1}, T_k]$ the $e_j$ component of the process can be bounded below by $\eta(x, e_j)$.

Now between time $T_k$ and $T_k'$, the $e_j$ components of the process $B^\nu$ for $i_{k-1} \leq j \leq i_k - 1$ can be approximated by a Brownian motion with drift $-\langle w_{k+1} \cdots w_p, e_j \rangle$ and variance $\langle e_j, e_j \rangle$ (joined with its reflection on the origin). Moreover since for such $j, l$ we have $\langle e_j, e_l \rangle = 0$ we know that these Brownian motions are independent. Likewise, because $T_{k+1} - T_k'$ diverges to $+\infty$ with probability asymptotically 1, we can use the Markov property in the same way as in the $A_2$ case to see that the integrals that run over distinct intervals decorrelate in the limit. With these two decorrelations at hand we see that in the end for any bounded continuous functions $F_j : \mathbb{R} \to \mathbb{R}$

$$\mathbb{E}_x \left[ \prod_{j=1}^{r} F_j (J_j) \right] \sim \prod_{j=1}^{r} \mathbb{E}_{x_j} \left[ F_j \left( \int_{0}^{+\infty} e^{-B^j_{\nu} Z_i^j dt} \right) \right] ,$$

where $x_j$ is some positive number that diverges to $+\infty$ as $x \to \infty$, and where $B^j_{\nu}$ is a Brownian motion with variance $\langle e_j, e_j \rangle$, and negative drift $-\langle w_{k+1} \cdots w_p, e_j \rangle$ upon hitting the origin and positive drift $\langle w_{k+1} \cdots w_p, e_j \rangle$ conditioned to stay positive after. The latter does indeed converge towards

$$\prod_{j=1}^{r} \mathbb{E}_{+\infty} \left[ F_j \left( \int_{0}^{+\infty} e^{-B^j_{\nu} Z_i^j dt} \right) \right] ,$$

concluding the proof of Proposition 3.2.
4. Asymptotic expansions: class one Whittaker functions, Gaussian Multiplicative Chaos measures and Toda Vertex Operators

As explained in the introduction, class one Whittaker functions as well as Toda CFTs can be constructed from semisimple and complex Lie algebras $g$, so that the framework presented in Subsection 1.2.3 naturally arises in this context. Namely to $g$ is naturally attached an Euclidean vector space $V$ equipped with a scalar product $\langle \cdot , \cdot \rangle$. This space corresponds to $\mathfrak{a}$, the real part of the Cartan subalgebra of $g$, while the scalar product is inherited from the Killing form of $g$. One way to realize it is to take $V = \mathbb{R}^r$ equipped with its standard scalar product, where $r$ is the rank of $g$, the reflection group $W$ that acts on $V$ being generated by the reflections with respect to the simple roots $(e_1, \cdots , e_r)$ of $g$. We represent them as elements in $\mathbb{R}^r$, normalized by assuming that the longest roots have norm $\sqrt{2}$ and satisfying

\begin{equation}
\langle e_i^\vee , e_j \rangle = A_{i,j}
\end{equation}

with $A$ the Cartan matrix of $g$. For future convenience we set $e_i^* := \frac{e_i}{\sqrt{\langle e_i,e_i \rangle}}$.

4.1. The probabilistic framework.

4.1.1. Class one Whittaker functions. Class one Whittaker functions $\Psi_\mu$ enjoys the remarkable feature that they admit a probabilistic representation [6, Proposition 5.1] when $\mu$ lies in the fundamental Weyl chamber $C$. This representation takes the form

\begin{equation}
\Psi_\mu(x) = b(\mu)e^{\langle \mu , x \rangle}E\left[ \exp \left( -\sum_{i=1}^r \frac{\langle e_i, e_i \rangle}{2} e^{-\langle x , e_i \rangle} \int_0^\infty e^{-\langle B^\mu_t , e_i \rangle} dt \right) \right]
\end{equation}

where $B^\mu$ is a Brownian motion on $V$ with drift $\mu$, and with the coefficient $b(\mu)$ appearing in this expression equal to

\begin{equation}
b(\mu) := \prod_{e_i \in \Phi^+} \Gamma (\langle \mu , e_i^\vee \rangle).
\end{equation}

The above representation of the class one Whittaker functions is very much similar to the probabilistic expression of Toda Vertex Operators. In order to provide a meaningful definition of the latter, we first need to recall some background on Gaussian Free Fields (GFFs) and Gaussian Multiplicative Chaos (GMC).

4.1.2. Gaussian Free Fields. GFFs are random distributions which, in the study of the Toda CFTs, are defined over $\mathbb{C}$ and have values in the Euclidean space $V$. These Gaussian random distributions are characterized by their covariance kernels, which in the present case is given by

\begin{equation}
E[\langle u, X(x) \rangle \langle v, X(y) \rangle] = \langle u , v \rangle G(x,y), \quad x \neq y \in \mathbb{C}
\end{equation}

for any $u,v \in V$, and where $G$ is the Green kernel of the Laplace operator on $\mathbb{C}$ in the metric $\frac{|dz|}{|z|_+}$:

\begin{equation}
G(x,y) = \ln \frac{1}{|x-y|} + \ln |x|_+ + \ln |y|_+.
\end{equation}

Here we denoted $|x|_+ := \max(|x|,1)$. More details on this object can be found e.g. in [26, 71].
One remarkable property of the GFF defined above (and which allows to make the connection with Whittaker functions) is its relationship with Brownian motions. Indeed, let us consider the expression of the GFF in polar coordinates and write
\begin{equation}
X(e^{-t+i\theta}) = B_t + Y(t, \theta)
\end{equation}
where
\[ B_t := \frac{1}{2\pi} \int_0^{2\pi} X(e^{-t+i\theta})d\theta \text{ and } Y(t, \theta) := X(e^{-t+i\theta}) - B_t. \]
Then from their covariance kernels we see that the process \((B_t)_{t \geq 0}\) is a Brownian motion on \(\mathbb{R}^r\) started from 0 and independent of \(Y\). Moreover \(Y\) has covariance kernel given by
\begin{equation}
E[\langle u, Y(t, \theta) \rangle \langle v, Y(t', \theta') \rangle] = \langle u, v \rangle \ln \frac{e^{-t} \vee e^{-t'}}{e^{-t+i\theta} - e^{-t'+i\theta'}}
\end{equation}
for any \(u, v \in \mathcal{V}\). In the sequel we may consider the restriction of the field to the unit disk \(D\), which corresponds to the domain \(t \geq 0\).

There is yet another decomposition of the GFF that we may be interested in. It consists in setting
\begin{equation}
X = X_0 + P\varphi
\end{equation}
where \(\varphi\) is the trace of the field \(X\) on \(\partial D\) and \(P\varphi\) its harmonic extension inside \(D\). In this decomposition \(X_0\) has the law of a GFF inside \(D\) with Dirichlet boundary conditions and is independent from \(\varphi\). Since both \(X\) and \(X_0\) have zero-mean on \(\partial D\), harmonicity of \(P\varphi\) inside \(D\) implies that \(P\varphi(0) = 0\).

4.1.3. Gaussian Multiplicative Chaos. The probabilistic interpretation of the path integral defining Toda CFTs requires the introduction of the exponential of the field \(X\). However the latter being highly non-regular a regularization procedure known as Gaussian Multiplicative Chaos \([44, 64]\) is necessary to give it a rigorous meaning.

To do so, one first introduces a regularization \(X_\varepsilon\) of the GFF by setting
\begin{equation}
X_\varepsilon := X \ast \eta_\varepsilon = \int_C X(\cdot - z)\eta_\varepsilon(z)d^2z
\end{equation}
where \(\eta_\varepsilon := \frac{1}{\varepsilon^2}\eta(\frac{z}{\varepsilon})\) is a smooth, compactly supported mollifier. The field \(X_\varepsilon\) thus obtained is now a smooth function, so we can take its exponential and set a random measure over \(D\) via
\begin{equation}
M_{\gamma e_i}^\varepsilon(d^2x) := e^{\langle \gamma e_i, X_\varepsilon(x) \rangle - \frac{1}{2}E[\langle \gamma e_i, X_\varepsilon(x) \rangle^2]} |d^2x|
\end{equation}
The limit as \(\varepsilon \to 0\) of this random measure is well-defined and is called a Gaussian Multiplicative Chaos measure. More precisely, assume that \(\gamma < \sqrt{2}\). Then for \(1 \leq i \leq r\), within the space of Radon measures equipped with the weak topology, the following convergence holds in probability
\begin{equation}
M_{\gamma e_i}^\varepsilon(d^2x) := \lim_{\varepsilon \to 0} M_{\gamma e_i}^\varepsilon(d^2x),
\end{equation}
where \(M_{\gamma e_i}^\varepsilon\) is a non-trivial random measure \([9, 70]\).
The polar decomposition (4.6) of the field $X$ provides an alternative way of defining the GMC measure defined above. Namely the measure $M^{\gamma e_i}$ can be put under the form

$$M^{\gamma e_i}(d^2x) = e^{\gamma(B_{t-Qt,e_i})}M_Y^{\gamma e_i}(dt,d\theta)$$

with $M_Y$ the GMC measure defined from $Y$. For $1 \leq i \leq r$, we further introduce the measure which corresponds to the average of $M_Y^{\gamma e_i}$ over the circle of radius $e^{-t}$,

$$Z_i^t := \int_0^{2\pi} M_Y^{\gamma e_i}(t,\theta) d\theta.$$

From [64] we recall that the integral of $Z$ is a well-defined random variable with finite moments up to order $p < \frac{2}{\gamma^2}$:

**Lemma 4.1.** For $i = 1, \cdots, r$ and any bounded and non-trivial interval $I$

$$E \left[ \left( \int_I Z_i^t \right)^p \right] < \infty$$

for $-\infty < p < \frac{2}{\gamma^2}$.

4.1.4. **Toda Vertex Operators.** The parameter $\gamma \in (0, \sqrt{2})$ that enters the definition of the GMC corresponds to the so-called coupling constant of Toda CFTs. Toda CFTs depend as well on the so-called cosmological constants $\mu_1, \cdots, \mu_r > 0$. The background charge $Q$ is also key in their studies; it is an element of $a$ defined as

$$Q := \gamma \rho + \frac{2}{\gamma} \rho^\vee$$

where recall that $\rho$ is the Weyl vector of $g$, and $\rho^\vee$ is defined as the half-sum of dual positive roots. For future convenience we also consider the reflection group generated by the reflections associated to the simple roots but centered at $Q$. More precisely for $s \in W$ we set

$$\hat{s}(\alpha) := Q + s(\alpha - Q).$$

Within the probabilistic framework of Toda CFT, the primary fields admit a probabilistic expression involving the GMC measures introduced above. Namely when $\alpha - Q$ belongs to the negative Weyl chamber $C_-$ these can be defined by setting

$$\psi_{\alpha}(c, \varphi) := e^{\gamma(\alpha, e_i)}E_{\varphi} \left[ \exp \left( -\sum_{i=1}^{r} \mu_i e^{\gamma(\alpha, e_i)} I_i \right) \right]$$

with $E_{\varphi}$ conditional expectation with respect to $\varphi$ (thus over $X_0$), and

$$I_i := \int_D |x|^{-\gamma(\alpha, e_i)} M^{\gamma e_i}(d^2x).$$

From the polar decomposition (4.12) the above integral can be put in the form:

$$\int_D |x|^{-\gamma(\alpha, e_i)} M^{\gamma e_i}(d^2x) = \int_0^{\infty} e^{\gamma(B_{t}, e_i)} Z_i^t dt,$$

where $B^\nu$ is a Brownian motion on $\mathbb{R}^r$ with drift $\nu = \alpha - Q \in \mathcal{C}_-$. For future convenience we set $\frac{1}{\gamma} \ln \mu := \frac{1}{\gamma} \sum_{i=1}^{2} \ln(\mu_i) \omega_i$. 


4.2. Statement of the results. Thanks to these probabilistic representations and based on our generalized path decomposition, we are able to provide an asymptotic expansion of class one Whittaker functions and Toda Vertex Operators in the limit where \( x \to \infty \) (resp. \( c \to \infty \)) inside the Weyl chamber \( \mathcal{C} \) (resp. \( \mathcal{C}_- \)).

Our first statement is concerned with Whittaker functions. In particular it is reminiscent of Theorem 4.2. Assume that \( s \in W \) is such that
\[
\langle s \mu - \mu, \omega_i \rangle > -1 \quad \text{for all } 1 \leq i \leq r
\]
and \( s \in W \). Then, in the limit where \( x \to \infty \) inside \( \mathcal{C} \) with \( \langle s_1 s_2 \mu - s' \mu, x \rangle \to +\infty \) for all \( s' \neq s_1 s_2 \in W \) with length greater than or equal to two, the class one Whittaker functions admit the asymptotic expansion
\[
\Psi_{s}(x) = b(\mu) e^{(\mu, x)} + \sum_{i=1}^{r} b(s_i \mu) e^{(s_i \mu, x)} + b(s_1 s_2 \mu) e^{(s_1 s_2 \mu, x)} + u
\]
where \( e^{-(s_1 s_2 \mu, x)} u \to 0 \).

In what follows and in analogy with Toda Vertex Operators we will call the numbers \( r_s(\alpha) := \frac{b(s \mu)}{b(\mu)} \) Whittaker reflection coefficients. There is a counterpart statement for Toda Vertex Operators. This expansion allows to make sense of Toda reflection coefficients, which are key in the understanding of these theories as we will explain along the proof of Theorem A.

**Theorem 4.3.** Assume that \( \alpha - Q \in \mathcal{C}_- \) satisfies \( \langle s \alpha - \alpha, \omega_i \rangle \) < \( \gamma \) for all \( 1 \leq i \leq r \) and \( s \in W \). Then there exist non-zero real numbers \( R_s(\alpha) \) such that the Vertex Operators admit the asymptotic expansion
\[
\psi_{s}(c, \varphi) = e^{(\alpha - Q, c)} + \sum_{i=1}^{r} R_{s_i} e^{(s_i(\alpha - Q), c)} + R_{s_1 s_2}(\alpha) e^{(s_1 s_2(\alpha - Q), c)} + u
\]
in the asymptotic where \( \langle s_1 s_2 \alpha - s' \alpha, c \rangle \to +\infty \) for all \( s' \neq s_1 s_2 \in W \) with length greater than or equal to two, and where \( u \) is such that \( e^{-(s_1 s_2(\alpha - Q), c)} u \to 0 \).

In both statements, the assumption that \( \langle s_1 s_2 \alpha - s' \alpha, c \rangle \to +\infty \) for all \( s' \neq s_1 s_2 \in W \) simply amounts to selecting the term corresponding to \( e^{(s_1 s_2(\alpha - Q), c)} \) as the last term in the expansion, and one could replace \( s_1 s_2 \) by any \( s \in W \) with length two and get a similar statement. The first assumption corresponds to the range of values for which the probabilistic interpretation of the \( b \) function or reflection coefficients makes sense.

The proof of Theorem 4.3 relies on the fact that Toda reflection coefficients can be obtained via a limiting procedure. More precisely, we will see that as \( c \to \infty \) inside \( \mathcal{C}_- \) with \( \langle s_i s_j \alpha - s' \alpha, c \rangle \to +\infty \):
\[
E_{\varphi} \left[ \exp \left( -e^{(c, e_i)} I_i \right) - 1 \right] \sim e^{(s_i \alpha - \alpha, e)} R_{s_i}(\alpha)
\]
\[
E_{\varphi} \left[ \left( \exp \left( -e^{(c, e_i)} I_i \right) - 1 \right) \left( \exp \left( -e^{(c, e_j)} I_j \right) - 1 \right) \right] \sim e^{(s_i s_j \alpha - \alpha, e)} R_{s_i s_j}(\alpha).
\]
This property extends to other elements of the Weyl group as well, and allows to make sense of Toda reflection coefficients for \( s \) belonging to a subset of the Weyl group. Namely, let us introduce the subset \( W_{1, \ldots, r} \) of \( W \) defined as the set of the \( s \in W \) that admit a reduced expression containing all the reflections \( s_1, \ldots, s_r \).
Theorem 4.4. Assume that $\alpha - Q \in C_+$ satisfies $\langle s\alpha - \alpha, \omega_i^\vee \rangle < \gamma$ for all $1 \leq i \leq r$ and $s \in W_{1, \ldots, r}$. Further assume that $s \in W_{1, \ldots, r}$ with length $r$ is such that $\langle s\alpha - s\alpha, c \rangle \to +\infty$ for all $s' \neq s \in W_{1, \ldots, r}$. Then there exists a non-zero real number $R_s(\alpha)$ such that

$$E_\varphi \left[ \prod_{k=1}^p \left( \exp \left( -e^{\gamma\langle c, e_{i_k} \rangle} I_{ik} \right) - 1 \right) \right] \sim e^{\langle s\alpha - \alpha, c \rangle} R_s(\alpha).$$

$R_s(\alpha)$ is a Toda reflection coefficient, and is equal to

$$R_s(\alpha) = \epsilon(s) \frac{A(s(\alpha - Q))}{A(\alpha - Q)}, \quad \text{where}$$

$$A(\alpha) = \prod_{i=1}^r \left( \mu_i \pi l \left( \frac{\gamma^2 e_i^\vee e_i}{4} \right) \right) \prod_{\epsilon \in \Phi^+} \Gamma \left( 1 - \frac{\gamma}{2} \langle \alpha, \epsilon \rangle \right) \Gamma \left( 1 - \frac{1}{\gamma} \langle \alpha, e^\vee \rangle \right).$$

This statement allows to make sense of Toda reflection coefficients when $s = s_{\sigma_1} \cdots s_{\sigma_r}$ for $\sigma$ a permutation of $\{1, \ldots, r\}$. The value of these reflection coefficients is in agreement with predictions from the physics literature [3, 2, 30]. The feature that these Toda reflection coefficients arise in the asymptotic expansion of the Vertex Operators somewhat appears in [3, 2]. We stress the remarkable property that for $s = s_i$ and up to basic adjustments we have the identification with the Liouville reflection coefficient $R_{s_i}(\alpha) = R_L(\langle \alpha_i, e_i \rangle)$, while we recover the noticeable identity

$$R_{s\tau}(\alpha) = R_s(\tau\alpha) R_r(\alpha)$$

which allows to reduce the computation of Toda reflection coefficients to that of Liouville. Using this relation one checks that in the cases we consider we have an alternative representation of the reflection coefficients:

$$R_s(\alpha) = \epsilon(s) \prod_{i=1}^r \left( \mu_i \pi l \left( \frac{\gamma^2 e_i^\vee e_i}{4} \right) \right) \frac{\Gamma \left( 1 - \frac{\gamma}{2} \langle s\alpha - \alpha, \omega_i^\vee \rangle \right)}{\Gamma \left( 1 + \frac{\gamma}{2} \langle s\alpha - \alpha, \omega_i^\vee \rangle \right)} R_{s_i}(\alpha)$$

where the $\omega_i^\vee$ are defined via $\langle \omega_i^\vee, e_j \rangle = \delta_{ij}$.

Eventually, we show that these reflection coefficients naturally arise in the tail expansion of the GMC measures. To this end, let us introduce the unit volume reflection coefficient $\overline{R}_s(\alpha)$ by setting $\mu_i = 1$ for all $1 \leq i \leq r$ and

$$\overline{R}_s(\alpha) := \epsilon(s) \prod_{i=1}^r \Gamma \left( 1 - \frac{1}{\gamma} \langle s\alpha - \alpha, \omega_i^\vee \rangle \right)^{-1} R_s(\alpha).$$

These quantities allow to describe the tail expansion of the GMC measures:

**Theorem 4.5.** Under the same assumptions as in Theorem 4.4,

$$P \left( \int_D |x|^{-\gamma\langle c, e_{i_k} \rangle} M^{\gamma e_i} (d^2 x) > e^{-\gamma\langle c, e_{i_k} \rangle}, \quad k = 1, \ldots, p \right) \sim \overline{R}_s(\alpha) e^{\langle s\alpha - \alpha, c \rangle}.$$
This extends the analog statement of [48, Section 7] which corresponds to the case \( r = 1 \) —see also the works [65, 75] for more general results in the \( r = 1 \) case. The rest of this Section is dedicated to proving such asymptotic expansions.

### 4.3. Reflection coefficients and path decompositions

To start with, we collect some important facts about these reflection coefficients and more precisely on their probabilistic interpretation.

#### 4.3.1. Brownian motions conditioned to stay positive

In the definition of Toda and Whittaker reflection coefficients, we will need to consider a certain diffusion process defined thanks to the one-dimensional path decomposition by Williams [74]. Namely for positive \( \nu \), we introduce the process \( B_\nu \) started from \( x > 0 \) to be the junction of:

- a one-dimensional Brownian motion with negative drift \(-\nu\), upon hitting 0;
- an independent one-dimensional Brownian motion with positive drift \( \nu \), conditioned to stay positive. This process is a diffusion with generator

\[
\frac{1}{2} \frac{d^2}{dx^2} + \nu \coth(\nu x) \frac{d}{dx}.
\]

Whittaker reflection coefficients will be expressed in terms of the random variable \( J(\nu) \), where for positive \( \nu \) we have set

\[
J(\nu) := \int_0^{+\infty} e^{-B_\nu t} dt.
\]

Likewise, Toda reflection coefficients will be defined using the random variable \( J_\gamma(-\nu) \), where for positive \( \nu \)

\[
J_\gamma(-\nu) := \int_0^{+\infty} e^{-\gamma B_\nu t} Z_t dt.
\]

Here \( Z_t \) is independent of \( B_\nu \) and has the law of \( \langle e_i, e_i \rangle^{-\frac{1}{2}} Z_i \) introduced above. An alternative way of writing this integral is to use that \( J_\gamma(-\nu) \) has same law as

\[
\int_{-\infty}^{+\infty} e^{-\gamma B_\nu t} Z_t dt
\]

where \( B_\nu \) is a two-sided Brownian motion with positive drift \( \nu \) and conditioned to stay positive (this also applies for \( J(\nu) \)). See for instance [48, Section 3] for more details. We recall the statement of [48, Lemma 3.3] which provides an analog result of Lemma 4.1.

**Lemma 4.6.** For any \( \nu \in (-\frac{2}{\gamma}, 0) \) and \(-\infty < p < \frac{4}{\gamma^2}\),

\[
E[|J(\nu)|^p] < \infty.
\]

#### 4.3.2. Liouville reflection coefficient

In \( \mathfrak{sl}_2 \) Toda CFT, i.e. Liouville theory, the reflection coefficient arises in the asymptotic expansion of the Vertex operators. This asymptotic expansion is performed in terms of the constant mode \( c \) of the Liouville field. More precisely, it follows from the proof of [48, Lemma 7.1] (see also [7, Proposition 4.1] where it is proved that such an expansion allows to compute a scattering coefficient associated to the Liouville Hamiltonian introduced in [36]) that, for \( \langle \alpha - Q, e_1^\dagger \rangle < 0 \) sufficiently small,

\[
\psi_\alpha(c; \varphi) = e^{\langle \alpha - Q, c \rangle} + R_{s_1}(\alpha)e^{L_{s_1}(\alpha - Q), c} + l.o.t.
\]
in the asymptotic where \( \langle c, e_1 \rangle \to -\infty \), and with \( R_L \) given by the reflection coefficient of Liouville theory. The reflection coefficient that arises in such an expansion admits a probabilistic expression involving the random variable \( J_\gamma(\nu) \) introduced above. Indeed it was proved in [48] that for \( \alpha - Q \in (\frac{-2}{\gamma}, 0) \), this reflection coefficient can be written under the form

\[
R_L(\alpha) = \mu \frac{Q - \alpha}{\gamma} \Gamma \left( \frac{\alpha - Q}{\gamma} \right) \mathbb{E} \left[ J_{\sqrt{2}\gamma} \left( \frac{\alpha - Q}{\sqrt{2}} \right) \right]
\]

where the \( \sqrt{2} \) terms come from the fact that the simple roots are not normalized. One of the achievements of the aforementioned article is the evaluation of this reflection coefficient, which is in agreement with predictions from the physics literature. Namely [48, Theorem 3.5] shows that

\[
R_L(\alpha) = - \left( \pi l \left( \frac{\gamma^2}{2} \right) \right) \frac{Q - \alpha}{\gamma} \Gamma \left( \frac{\alpha - Q}{\gamma} \right) \Gamma \left( \frac{\gamma}{2} (\alpha - Q) \right) \Gamma \left( \frac{\gamma}{2} (Q - \alpha) \right)
\]

for \( \alpha - Q \in (\frac{-2}{\gamma}, 0) \), where \( l \) is the special function

\[
l(x) := \frac{\Gamma(x)}{\Gamma(1 - x)}.
\]

In particular this allows to evaluate the expectation term as

\[
\mathbb{E} \left[ J_\gamma(\nu)^{-\frac{2\nu}{\gamma}} \right] = \left( \pi l \left( \frac{\gamma^2}{4} \right) \right) \frac{1 + \frac{2}{\gamma} \nu}{\Gamma \left( 1 - \frac{2}{\gamma} \nu \right) \Gamma \left( 1 - \frac{2}{\gamma} \nu \right)}.
\]

for \( \nu \in (\frac{-2}{\gamma}, 0) \) and \( \gamma \in (0, 2) \).

4.3.3. Whittaker reflection coefficients. As we will see, a similar picture holds for class one Whittaker functions. Indeed the reflection coefficients in that case will be defined using the following analog of Equation (4.30):

\[
r_{s_i}(\mu) = -2^{-\langle \mu, e_i^\gamma \rangle} \Gamma(1 - \langle \mu, e_i^\gamma \rangle) \mathbb{E} \left[ J_{\frac{1}{2}(\mu, e_i^\gamma)} \right].
\]

In the same way as in Equation (4.32), we are able to evaluate the expectation that appears in the right-hand side:

**Proposition 4.7.** For positive \( \mu \),

\[
\mathbb{E} \left[ \left( \int_0^{\infty} e^{-h^\mu t} dt \right)^{2\mu} \right] = \frac{2^{2\mu}}{\Gamma(1 + 2\mu)}.
\]

In order to prove this identity we will use the analogy between Toda Vertex Operators and class one Whittaker functions, and more precisely we rely on the strategy developed in [48] to evaluate the Liouville reflection coefficient. Namely we prove that the above expression can be obtained via a limiting procedure:
Lemma 4.8. For positive \(\varepsilon\), we have that
\[
\lim_{\varepsilon \to 0} \varepsilon \mathbb{E} \left[ \left( \int_0^\infty e^{-B_t^\mu} dt \right)^{2\mu - \varepsilon} \right] = \frac{1}{2\mu} \mathbb{E} \left[ \left( \int_0^\infty e^{-B_t^\mu} dt \right)^{2\mu} \right].
\]

Proof. Using the one-dimensional path decomposition by Williams [74] we see that
\[
\mathbb{E} \left[ \left( \int_0^\infty e^{-B_t^\mu} dt \right)^{2\mu - \varepsilon} \right] = \frac{1}{2\mu} \int_0^\infty e^{-\varepsilon m} \mathbb{E}_m \left[ \left( \int_0^\infty e^{-B_t^\mu} dt \right)^{2\mu - \varepsilon} \right] dm.
\]

Because \(\mathbb{E}_m \left[ \left( \int_0^\infty e^{-B_t^\mu} dt \right)^{2\mu - \varepsilon} \right] \to \mathbb{E} \left[ \left( \int_0^\infty e^{-B_t^\mu} dt \right)^{2\mu} \right]\) for all positive \(m\), by dominated convergence \(\varepsilon \mathbb{E} \left[ \left( \int_0^\infty e^{-B_t^\mu} dt \right)^{2\mu - \varepsilon} \right]\) goes to \(\frac{1}{2\mu} \mathbb{E} \left[ \left( \int_0^\infty e^{-B_t^\mu} dt \right)^{2\mu} \right]\) in the \(\varepsilon \to 0\) limit. \(\square\)

Now the quantity that appears on the right-hand side in Equation (4.35) is easily computed since the law of the random variable is completely explicit:

Lemma 4.9. For positive \(p < 2\mu\),
\[
\mathbb{E} \left[ \left( \int_0^\infty e^{-B_t^\mu} dt \right)^p \right] = 2^p \frac{\Gamma(2\mu - p)}{\Gamma(2\mu)}.
\]

Proof. The law of the whole integral is known to be given by an inverse Gamma law. More precisely it is a classical fact [28] that
\[
\int_0^\infty e^{-\gamma_{2\mu}} dt \overset{\text{law}}{=} \frac{2}{\gamma_{2\mu}}
\]
where \(\gamma_{2\mu}\) follows the Gamma law with index \(2\mu\). This implies the result. \(\square\)

Via the identity \(z\Gamma(z) = \Gamma(1 + z)\), combining Equations (4.35) and (4.36) we see that (4.34) does indeed hold.

4.4. Asymptotic expansion of the Vertex Operators: proof of Theorem 4.3. Assuming Theorem 4.4 to hold, we provide in this subsection a proof of Theorem 4.3 and derive a precise asymptotic expansion for reflection coefficients associated with elementary reflections.

We start with a tautology: write that
\[
\mathbb{E}_\varphi \left[ \exp \left( - \sum_{i=1}^r \gamma \langle c, e_i \rangle I_i \right) \right] = \prod_{k=0}^r \sum_{i_1 < \cdots < i_k} \mathbb{E}_\varphi \left[ \exp \left( - \gamma \langle c, e_{i_k} \rangle I_{i_k} \right) \right] - 1.
\]
Hereafter we will rewrite the integrals involved using the radial-angular decomposition from (4.19) as

\[ I_i = \int_0^\infty |x|^{-\gamma(\alpha,\epsilon_i)} M^{\gamma(\alpha,\epsilon_i)}(d^2x) = \int_0^\infty e^{\gamma(B_i^\nu,\epsilon_i)} Z_i^i dt \]

for \( i = 1, \ldots, r \) and with \( \nu = \alpha - Q \). This allows to use results from the previous section and more precisely Corollary 2.4 to put the latter under the form

\[ I_i = e^{\gamma(M,\epsilon_i)} \int_0^\infty e^{\gamma(B_i^\nu,\epsilon_i)} Z_i^i dt =: e^{\gamma(M,\epsilon_i)} J_i \]

where the diffusion process \( B^\nu \) is started from \(-M\) and the pair \((B^\nu, M)\) has its law described by the general form of Corollary 2.4 adapted to the case where \( M \) is a maximum rather than a minimum (this amounts to considering \((-B^\nu, -M)\) in Corollary 2.4).

Anticipating on Theorem 4.4 we see that in the above expression the terms that involve a product of more than two terms will be lower order terms in the asymptotic studied in Theorem 4.3. More precisely

\[ E_\phi \left[ \exp \left( -\sum_{i=1}^r e^{\gamma(c,\epsilon_i)} I_i \right) \right] = 1 + \sum_{i=1}^r E_\phi \left[ \left( \exp \left( -e^{\gamma(c,\epsilon_i)} I_i \right) - 1 \right) \right] + E_\phi \left[ \left( \exp \left( -e^{\gamma(c,\epsilon_1)} I_1 \right) - 1 \right) \left( \exp \left( -e^{\gamma(c,\epsilon_2)} I_2 \right) - 1 \right) \right] + u \]

where \( u \) is as in the statement of Theorem 4.3. Using Theorem 4.4 to evaluate the last expectation term we see that we need to provide a precise asymptotic expansion of the first sum:

**Proposition 4.10.** Assume that \( \langle \alpha - Q, e_i^\nu \rangle \in (-\gamma, 0) \). Then for any positive \( \eta < 1 \),

\[ E_\phi \left[ \exp \left( -e^{\gamma(c,\epsilon_i)} I_i \right) \right] = 1 + R_{s_i}(\alpha) e^{(\delta_i,\alpha,\epsilon_i)} + O\left( e^{(1-\eta)\gamma(c,\epsilon_i)} \right). \]

**Proof of Proposition 4.10.** Using the decomposition yields

\[ E_\phi \left[ \exp \left( -e^{\gamma(c,\epsilon_i)} I_i \right) - 1 \right] = \int_0^{+\infty} \langle \nu, e_i^\nu \rangle e^{\nu(e_i^\nu) M} E_{\phi,-M} \left[ 1 - \exp \left( -e^{\gamma(c+M\omega_i,\epsilon_i)} I_i \right) \right] dM \]

since the \( e_i \) component of \( B^\nu \) has the law of a Brownian motion with variance \( \langle e_i, e_i \rangle \) and drift \( \langle \nu, e_i^\nu \rangle = \frac{1}{2} \langle \nu, e_i^\nu \rangle \). By making the change of variable \( M \leftrightarrow M + \langle c, e_i \rangle \) we end up with

\[ E_\phi \left[ \exp \left( -e^{\gamma(c,\epsilon_i)} I_i \right) - 1 \right] = e^{-\langle \nu, e_i^\nu \rangle (c, e_i)} R_{s_i}(\alpha; c, \phi) \]

with

\[ R_{s_i}(\alpha; c, \phi) := \int_{-\langle c, e_i \rangle}^{+\infty} \langle \nu, e_i^\nu \rangle e^{\nu(e_i^\nu) M} E_{\phi,-M+\langle c, e_i \rangle} \left[ 1 - \exp \left( -e^{\gamma M} J_i \right) \right] dM. \]

To evaluate this term, let us split the integral in Equation (4.39) as

\[ \int_{\langle c, e_i \rangle}^{\langle 1-\eta, e_i \rangle} + \int_{\langle 1-\eta, e_i \rangle}^{+\infty} \langle \nu, e_i^\nu \rangle e^{\nu(e_i^\nu) M} E_{\phi,-M+\langle c, e_i \rangle} \left[ 1 - \exp \left( -e^{\gamma M} J_i \right) \right] dM. \]

In the first integral above we can bound the expectation term as

\[ E_{\phi,-M+\langle c, e_i \rangle} \left[ 1 - \exp \left( -e^{\gamma M} J_i \right) \right] \leq e^{\gamma M} E_{\phi,-M+\langle c, e_i \rangle} [J_i]. \]
Note that thanks to Lemma 4.6 and because $\varphi$ is uniformly bounded over $\mathbb{D}$ the expectation on the right-hand side is uniformly bounded in $\varphi, M$. This implies that

$$\int_{(1-\eta)c,\epsilon_i}^{\infty} \langle \nu, e_i^\gamma \rangle e^{(\nu, e_i^\gamma)M} E_{\varphi, -M + (\epsilon, \epsilon_i)} \left[ 1 - \exp \left( -e^{\gamma M} J_i \right) \right] dM$$

for some positive constant $C$.

Let us now turn to the other integral. It is readily seen that since $-M + \langle \epsilon, \epsilon_i \rangle$ will diverge to $-\infty$, the integral $J_i$ will converge to

$$\int_0^\infty e^{\gamma \langle B^\nu_i, \epsilon_i \rangle} Z_i dt \overset{\text{law}}{=} J_{\gamma_i} \langle \nu, e_i^\gamma \rangle$$

where $\gamma_i = \langle \epsilon_i, \epsilon_i \rangle \gamma^2$. This allows us to write $E_{\varphi, -M + (\epsilon, \epsilon_i)} \left[ 1 - \exp \left( -e^{\gamma M} J_i \right) \right]$ under the form

$$E_{\varphi, -M + (\epsilon, \epsilon_i)} \left[ 1 - \exp \left( -e^{\gamma M} J_i \right) \right] = E \left[ 1 - \exp \left( -e^{\gamma M} J_{\gamma_i} \langle \nu, e_i^\gamma \rangle \right) \right] + R(\varphi; M - \langle \epsilon, \epsilon_i \rangle).$$

Using the same estimates as above we see that

$$\int_{(1-\eta)c,\epsilon_i}^{\infty} \langle \nu, e_i^\gamma \rangle e^{(\nu, e_i^\gamma)M} E_{\varphi, -M + (\epsilon, \epsilon_i)} \left[ 1 - \exp \left( -e^{\gamma M} J_i \right) \right] dM$$

$$= \int_{-\infty}^{\infty} \langle \nu, e_i^\gamma \rangle e^{(\nu, e_i^\gamma)M} E \left[ 1 - \exp \left( -e^{\gamma M} J_{\gamma_i} \langle \nu, e_i^\gamma \rangle \right) \right] dM$$

$$+ \int_{(1-\eta)c,\epsilon_i}^{\infty} \langle \nu, e_i^\gamma \rangle e^{(\nu, e_i^\gamma)M} R(\varphi; M - \langle \epsilon, \epsilon_i \rangle) dM + O \left( e^{(\gamma + (\nu, e_i^\gamma)) \langle 1-\eta \rangle c, \epsilon_i \rangle} \right).$$

The integral that appears in the second line can be evaluated and is found to be equal to

$$- \frac{\langle \nu, e_i^\gamma \rangle}{\gamma} \Gamma \left( \frac{\langle \nu, e_i^\gamma \rangle}{\gamma} \right) E \left[ J_{\gamma_i} \langle \nu, e_i^\gamma \rangle - \frac{(\nu, e_i^\gamma)}{\gamma} \right].$$

Using Equation (4.32) and noting that $\frac{(\nu, e_i^\gamma)}{\gamma} = 2 \frac{(\nu, e_i^\gamma)}{\gamma_i}$ we recover the expression (4.23) given for the reflection coefficient, provided that $\langle \nu, e_i^\gamma \rangle \in \langle -\frac{2}{\gamma_i}, 0 \rangle$ (which does hold via our assumptions) and using the identity $z \Gamma(z) = \Gamma(1 + z)$

$$R_{\nu}(\alpha) = - \pi \mu \left( \frac{\gamma_i^2}{2} \right) \frac{\frac{(\alpha, Q, e_i^\gamma)}{\gamma}}{\Gamma \left( 1 + \frac{(\alpha - Q, e_i^\gamma)}{\gamma} \right)} \frac{\Gamma \left( 1 + \frac{(\alpha - Q, e_i^\gamma)}{\gamma} \right)}{\Gamma \left( 1 + \frac{(Q - \alpha, e_i^\gamma)}{\gamma} \right)}.$$
where $T_{x'}$ is the first time when the process $B^{(\nu, e_i)}$ reaches $x'$. Then by the Markov property the process $\left(B_t^{(\nu, e_i)}\right)_{t \geq T_{x'}}$ has the law of $B'$ started from $x'$ and is independent of $\left(B_t^{(\nu, e_i)}\right)_{0 \leq t \leq T_{x'}}$. Therefore $E_{\varphi,x'} \left[ \exp \left( -e^{\gamma M} J_t \right) \right] - E_{\varphi,x} \left[ \exp \left( -e^{\gamma M} J_t \right) \right]$ is equal to

$$
E_{\varphi,x} \left[ \exp \left( -e^{\gamma M} \int_{T_{x'}}^{\infty} e^{B_t^{(\nu, e_i)}} Z^i dt \right) \left( 1 - \exp \left( -e^{\gamma M} \int_0^{T_{x'}} e^{B_t^{(\nu, e_i)}} Z^i dt \right) \right) \right]
$$

$$
\leq e^{\gamma M} E_{\varphi,x} \left[ \int_0^{T_{x'}} e^{B_t^{(\nu, e_i)}} Z^i dt \exp \left( -e^{\gamma M} \int_{T_{x'}}^{\infty} e^{B_t^{(\nu, e_i)}} Z^i dt \right) \right]
$$

$$
\leq C e^{\gamma (M + x')}
$$

where $C$ is uniformly bounded in $M, x', \varphi$ by Lemma 4.1. Indeed the term that appears in the exponential can be bounded by 1 while

$$
E_{\varphi,x} \left[ \int_0^{T_{x'}} e^{B_t^{(\nu, e_i)}} Z^i dt \right] = e^{\gamma x} E_{\varphi,0} \left[ \int_0^{\infty} \exp \left( B_t^{(\nu, e_i)} Z^i dt \right) \right]
$$

where $L_{x-x'}$ is the last hitting-time of $x - x'$ (this follows from the time-reversal property of the process $B^{(\nu, e_i)}$, see [74, Theorem 2.5]). By letting $x \to -\infty$, we end up with

$$
|\mathfrak{A}(\varphi; M - \langle c, e_i \rangle)| \leq C e^{\gamma \langle c, e_i \rangle}
$$

provided that $\lim_{x \to -\infty} E_{\varphi,x} \left[ \exp \left( -e^{\gamma M} J_t \right) \right] = \mathbb{E} \left[ \exp \left( -e^{\gamma M} J_{\hat{t}} \left( \frac{\langle c, e_i \rangle}{2\gamma} \right) \right) \right]$. This follows from the proof of [48, Lemma 7.1], by using the fact that $\varphi(0) = 0$. All together this implies that the integral of this remainder term can be bounded by

$$
C' e^{(\gamma + (1-\eta)\langle \nu, c \rangle)} \langle c, e_i \rangle.
$$

Finally we have proved the desired result: for any positive $\eta$,

$$
R_{s_i} (\alpha; c, \varphi) = R_L (\langle \alpha, e_i \rangle) + O \left( e^{(1-\eta)\langle \gamma + (1-\eta)\langle \nu, c \rangle \rangle} \langle c, e_i \rangle \right).
$$

□

Because the assumptions of Theorem 4.3 require that $\langle s_1 \hat{s}_2 \alpha - \alpha - (1-\eta)\gamma e_i, c \rangle \to +\infty$ for some positive $\eta$ we see that lower order terms arising in the asymptotic expansion of the

$$
E_{\varphi} \left[ \left( \exp \left( -e^{\gamma \langle c, e_i \rangle} I_{\hat{t}} \right) - 1 \right) \right]
$$

will be negligible in comparison of the last term —which scales like $e^{\langle \hat{s}_1 \hat{s}_2 \alpha - \alpha, c \rangle}$. This concludes the proof of Theorem 4.3, provided that Theorem 4.4 does indeed hold.

### 4.5. Probabilistic Toda reflection coefficients: proof of Theorem 4.4

Building on the reasoning developed above, we now turn to the proof of Theorem 4.4 for the general case where the element of the Weyl group being considered is not necessarily assumed to
be an elementary reflection. Without loss of generality we assume that \( s = s_1 \cdots s_r \) and \( \langle s \alpha - s' \alpha, c \rangle \to +\infty \) for all \( s' \neq s \in W_{1\ldots p} \). Recall that we investigate the asymptotics of
\[
E_\varphi \left[ \prod_{k=1}^p \left( \exp \left( -e^{\gamma(c,c_k)I_k} \right) - 1 \right) \right]
\]
in the limit where \( c \to \infty \) inside \( \mathcal{C} \).

4.5.1. The case of length 2. As a warm-up we first consider the case where \( s \) has length 2, that is to say only two integrals are involved. Then we can work in \( V \simeq \mathbb{R}^2 \) in which lie the two roots \((e_1, e_2)\) (up to reordering the roots we assume that \((i,j) = (1,2)\) to simplify the notations). Since \( \langle e_1, e_2 \rangle = 0 \) implies that the components \( e_1, e_2 \) of \( B'' \) are independent so the expectations factorize, this case reduces to the case of length one. Therefore we may assume that it is not the case. In doing so we can write
\[
E_\varphi \left[ \left( \exp \left( -e^{\gamma(c,e_1)I_1} \right) - 1 \right) \right] \left( \exp \left( -e^{\gamma(c,e_2)I_2} \right) - 1 \right) - 1 \right] = \int dP(M) E_{\varphi,-M} \left[ \left( \exp \left( -e^{\gamma(c,M,e_1)J_1} \right) - 1 \right) \right] \left( \exp \left( -e^{\gamma(c,M,e_2)J_2} \right) - 1 \right) .
\]
In the above equation \( dP(M) \) is the density of the random variable \( M \), given by
\[
dP(M) = \partial_{1,2} h(-M) dM = \sum_{s \in \mathcal{W}} \epsilon(s) \langle \check{s} \alpha - \alpha, \omega_1 \rangle \langle \check{s} \alpha - \alpha, \omega_2 \rangle e^{(\alpha - \check{s} \alpha, M)} dM.
\]
Here the coefficients \( \langle \check{s} \alpha - \alpha, \omega_1 \rangle \langle \check{s} \alpha - \alpha, \omega_2 \rangle \) vanish when \( s \in \{Id, s_1, s_2\} \), so the sum actually ranges over \( s \in W_{1,2} \). Hence a change in variable \( M \leftrightarrow M - c \) yields
\[
E_\varphi \left[ \left( \exp \left( -e^{\gamma(c,e_1)I_1} \right) - 1 \right) \right] \left( \exp \left( -e^{\gamma(c,e_1)I_1} \right) - 1 \right) = \sum_{s \in W_{1,2}} e^{(\check{s} \alpha - \alpha, c)} R_s(\alpha; c, \varphi)
\]
where we have introduced
\[
R_s(\alpha; c, \varphi) := \epsilon(s) \int_{\mathcal{C}+c} \langle \check{s} \alpha - \alpha, \omega_1 \rangle \langle \check{s} \alpha - \alpha, \omega_2 \rangle e^{(\alpha - \check{s} \alpha, M)}
\]
\[
E_{\varphi,c-M} \left[ \left( \exp \left( -e^{\gamma(M,e_1)J_1} \right) - 1 \right) \right] \left( \exp \left( -e^{\gamma(M,e_2)J_2} \right) - 1 \right) dM.
\]
However and unlike the case where only one integral was involved, there is one subtle issue that needs to be taken care of here. Indeed in the asymptotic where the starting point of the process \( B'' \) from Corollary 2.4 will diverge, it is far from clear how the quantities \( J_i \) will behave. In Section 3 we have provided a refined study of the process \( B'' \) in this regime, and a consequence of Proposition 3.5 is in particular that as \( x \to \infty \) inside \( \mathcal{C}_- \) with \( \langle s_1 s_2 (\alpha - Q) - s_2 s_1 (\alpha - Q), x \rangle \to +\infty \),
\[
\lim_{x \to \infty} E_x \left[ F(J_1) G(J_2) \right] = \mathbb{E} \left[ F \left( \int_{\gamma_1} \langle s_2 (\alpha - Q), e_1^+ \rangle \right) \right] \mathbb{E} \left[ G \left( \int_{\gamma_2} \langle (\alpha - Q), e_2^+ \rangle \right) \right]
\]
for \( F, G \) be bounded continuous over \( \mathbb{R}^+ \) (the reasoning conducted in Section 3 still works for \( Z \) as considered here). This allows to provide the desired result:

**Lemma 4.11.** Under the assumptions of Theorem 4.4 \( R_s(\alpha; c, \varphi) \) converges to a well-defined limit. When \( s = s_1 s_2 \) this limit is equal to \( R_s(\alpha) \).
Proof. Let us pick some positive $\eta$ and split the integral between the domains $\mathcal{C} + (1 - \eta)c$ and $\mathcal{C}_\eta := \mathcal{C} + c \setminus (\mathcal{C}_\eta + (1 - \eta)c)$.

The integral over the domain $\mathcal{C}_\eta$ will be negligible. Indeed for any $M \in \mathcal{C}_\eta$ there is some $i \in \{1, 2\}$ such that $<M, e_i> < (1 - \eta)<c, e_i>$ (say $i = 1$); as a consequence over this domain the expectation term is of order at most $e^{\gamma(1-\eta)<c, e_i>}$:

$$E_{\varphi, c - M} \left[ (\exp \left(-e^{\gamma<\mathcal{M}, e_1>\Gamma J_1}\right) - 1) \left(\exp \left(-e^{\gamma<\mathcal{M}, e_2>\Gamma J_2}\right) - 1\right) \right]$$

$$\leq e^{\gamma(1-\eta)<c, e_i>} E_{\varphi, c - M} \left[ J_1 \left(1 - \exp \left(-e^{\gamma<\mathcal{M}, e_2>\Gamma J_2}\right)\right) \right].$$

This implies that

$$\int_{<c, e_1>(M, e_1) < (1-\eta)<c, e_i>} e^{(\alpha - \delta\alpha, M)} E_{\varphi, c - M} \left[ (\exp \left(-e^{\gamma<\mathcal{M}, e_1>\Gamma J_1}\right) - 1) \left(\exp \left(-e^{\gamma<\mathcal{M}, e_2>\Gamma J_2}\right) - 1\right) \right] dM$$

$$\leq e^{\gamma(1-\eta)<c, e_i>} \int_{<c, e_1>(M, e_1) < (1-\eta)<c, e_i>} e^{(\alpha - \delta\alpha, M)} E_{\varphi, c - M} \left[ J_1 \left(1 - \exp \left(-e^{\gamma<\mathcal{M}, e_2>\Gamma J_2}\right)\right) \right] dM$$

$$\leq Ce^{\gamma(1-\eta)<c, e_i>} e^{(\alpha - \delta\alpha)}$$

for some positive constant $C$. Choosing $\eta$ small enough this term vanishes as $<c, e_1>$ and $<c, e_2>$ go to $-\infty$ under the assumptions of Theorem 4.3. Therefore the integral over the whole domain $\mathcal{C}_\eta$ becomes negligible in the limit.

Therefore the integral over the other domain $\mathcal{C} + (1 - \eta)c$ will be the contributing one. Indeed this set has been defined so that inside $\mathcal{C} + (1 - \eta)c$, the starting point of the process will diverge to $\infty$ inside $\mathcal{C}_\eta$, so that we are in the setting of Proposition 3.1:

$$E_{\varphi, c - M} \left[ (\exp \left(-e^{\gamma<\mathcal{M}, e_1>\Gamma J_1}\right) - 1) \left(\exp \left(-e^{\gamma<\mathcal{M}, e_2>\Gamma J_2}\right) - 1\right) \right] \text{ will converge pointwise to}$$

$$E \left[ \exp \left(-e^{\gamma<\mathcal{M}, e_1>\Gamma J_1} \left(s_2(\alpha - Q), e_1^*\right)\right) - 1 \right] E \left[ \exp \left(-e^{\gamma<\mathcal{M}, e_2>\Gamma J_2} \left(\alpha - Q, e_2^*\right)\right) - 1 \right].$$

By dominated convergence this implies that

$$\int_{\mathcal{C} + (1 - \eta)c} e^{(\alpha - \delta\alpha, M)} E_{\varphi, c - M} \left[ (\exp \left(-e^{\gamma<\mathcal{M}, e_1>\Gamma J_1}\right) - 1) \left(\exp \left(-e^{\gamma<\mathcal{M}, e_2>\Gamma J_2}\right) - 1\right) \right] dM$$

converges to the quantity

$$\int_{\mathcal{V}} e^{(\alpha - \delta\alpha, \omega_{\gamma}\gamma)} E \left[ (\exp \left(-e^{\gamma<\mathcal{M}, e_1>\Gamma J_1} \left(s_2(\alpha - Q), e_1^*\right)\right) - 1 \right] \times$$

$$\times \left\{ e^{(\alpha - \delta\alpha)\omega_{\gamma}\gamma}} E \left[ (\exp \left(-e^{\gamma<\mathcal{M}, e_2>\Gamma J_2} \left(\alpha - Q, e_2^*\right)\right) - 1 \right] dM.\right\}$$

The latter is nothing but

$$\frac{1}{\gamma} \Gamma \left( \frac{1}{\gamma} \langle \alpha - \delta\alpha, \omega_{\gamma}\gamma \rangle \right) E \left[ J_{\gamma_1} \left( (s_2(\alpha - Q), e_1^*) \right)^{\frac{(\delta\alpha - \alpha, \omega_{\gamma}\gamma)}{\gamma}} \right] \times$$

$$\frac{1}{\gamma} \Gamma \left( \frac{1}{\gamma} \langle \alpha - \delta\alpha, \omega_{\gamma}\gamma \rangle \right) E \left[ J_{\gamma_2} \left( (\alpha - Q, e_2^*) \right)^{\frac{(\delta\alpha - \alpha, \omega_{\gamma}\gamma)}{\gamma}} \right].$$

Now if we choose $s = s_1s_2$, we can write that $s_2(\alpha - Q, e_1^*) = s_2(\alpha - Q, e_2^*) = (\alpha - \delta\alpha, \omega_{\gamma}\gamma)$ as well as $\frac{(\alpha - Q, e_2^*)}{\gamma_2} = \frac{(\alpha - Q, e_1^*)}{\gamma_1} = \frac{(\alpha - \delta\alpha, \omega_{\gamma}\gamma)}{2\gamma}$. As a consequence we can evaluate the above quantity.
thanks to Equation (4.32):

\[
\left(\pi l \left(\frac{\gamma_1^2}{4}\right)\right)^{\langle (\alpha - \hat{s}\alpha, \omega_1^\gamma) \rangle - \gamma} \frac{1}{\Gamma\left(1 + \frac{\gamma}{2}\langle \hat{s}\alpha - \alpha, \omega_1^\gamma \rangle\right)} \times \\
\left(\pi l \left(\frac{\gamma_2^2}{4}\right)\right)^{\langle (\alpha - \hat{s}\alpha, \omega_2^\gamma) \rangle - \gamma} \frac{1}{\Gamma\left(1 + \frac{\gamma}{2}\langle \hat{s}\alpha - \alpha, \omega_2^\gamma \rangle\right)}.
\]

Therefore, collecting up terms, we see that

\[
\int_{C_n} + \int_{C + (1 - \eta)c} e^{(\alpha - \hat{s}\alpha, M)} E_{\varphi, c - M} \left[ \exp \left( - e^{\gamma(c, e_{i_1}) I_{i_1}} \right) \right] dM
\]

does converge, and for \( s = s_1 s_2 \) the limit of \( R_s(\alpha; c, \varphi) \) will be given by \( R_s(\alpha) \).

This allows to conclude for the proof of Theorem 4.4 in the case where \( p = 2 \).

4.5.2. The general case. Without loss of generality we assume that \( s = s_1 \cdots s_r \) and \( \langle \hat{s}\alpha - \hat{s}'\alpha, c \rangle \to +\infty \) for all \( s' \neq s \in W_{1, \ldots, r} \). Then along the same lines as above we get

\[
E_{\varphi} \left[ \prod_{k=1}^r \left( \exp \left( - e^{\gamma(c, e_{i_k}) I_{i_k}} \right) - 1 \right) \right] = \sum_{s'} e^{\langle \hat{s}'\alpha - \alpha, c \rangle} \epsilon(s') \int_{C + c} \prod_{i=1}^r \langle \hat{s}'\alpha - \alpha, \omega_i^\gamma \rangle e^{(\alpha - \hat{s}'\alpha, M)} E_{\varphi, c - M} \left[ \prod_{k=1}^p \left( \exp \left( - e^{\gamma(c, e_{i_k}) I_{i_k}} \right) - 1 \right) \right]
\]

where the sum ranges over the elements \( s' \in W \) whose reduced expression contain \( s_1, \ldots, s_r \), that is \( W_{1, \ldots, r} \). Indeed we can write \( \langle \hat{s}'\alpha - \alpha, \omega_i^\gamma \rangle = \langle \alpha - Q, s'^{-1}\omega_i^\gamma - \omega_i^\gamma \rangle \) where \( s'^{-1}\omega_i^\gamma - \omega_i^\gamma = 0 \) if this is not the case (indeed \( s'^{-1}\omega_j^\gamma = 0 \) for \( j \neq i \)). Using the same estimates as before, we see that up to a term which vanishes in the limit, the integral can be reduced to an integral over \( C + (1 - \eta)c \) where \( \eta > 0 \) is small enough. Now recall from Section 3 that in the limit where \( x \to \infty \) inside \( C \) with \( \langle \hat{s}\alpha - \hat{s}'\alpha, x \rangle \to +\infty \) for all \( s' \neq s \in W_{1, \ldots, r} \),

\[
(4.42) \quad E_x \left[ \prod_{i=1}^r F_i(J_i) \right] \text{ converges to } \prod_{i=1}^r E \left[ F_i \left( J_{i_1} \langle s_{i_1+1} \cdots s_r(\alpha - Q), e_i^* \rangle \right) \right]
\]

for \( F_1, \ldots, F_r \) bounded continuous over \( \mathbb{R}^+ \). With Equation (4.42) at hand we see that

\[
\lim_{c \to \infty} \int_{C + c} \prod_{i=1}^r \langle \hat{s}'\alpha - \alpha, \omega_i^\gamma \rangle e^{(\alpha - \hat{s}'\alpha, M)} E_{\varphi, c - M} \left[ \prod_{k=1}^p \left( \exp \left( - e^{\gamma(c, e_{i_k}) I_{i_k}} \right) - 1 \right) \right] = \prod_{i=1}^r \Gamma \left(1 + \frac{1}{\gamma} \langle \hat{s}'\alpha - \alpha, \omega_i^\gamma \rangle \right) E \left[ J_{i_1} \langle s_{i_1+1} \cdots s_r(\alpha - Q), e_i^* \rangle \right] \frac{1}{\gamma} \langle \hat{s}'\alpha - \alpha, \omega_i^\gamma \rangle.
\]

Now in the case where \( s' = s \), we can use the fact that \( s_j\omega_i^\gamma = \omega_i^\gamma \) for all \( j \neq i \) while \( s_i\omega_i^\gamma = \omega_i^\gamma - e_i^\gamma \) to see that the exponent is actually equal to

\[
\frac{1}{\gamma} \langle s\alpha - \alpha, \omega_i^\gamma \rangle = \frac{1}{\gamma} \langle \alpha - Q, s_r \cdots s_1\omega_i^\gamma - \omega_i^\gamma \rangle = \frac{1}{\gamma} \langle \alpha - Q, s_r \cdots s_{i+1}e_i^\gamma \rangle = \frac{1}{\gamma} \langle s_{i+1} \cdots s_r(\alpha - Q), e_i^* \rangle.
\]
This allows to evaluate the result in that case via Equation (4.32):
\[
\prod_{i=1}^{r} \left( \pi l \left( \frac{\gamma_i^2}{4} \right) \right)^{\frac{\langle s_i - \alpha, \omega_i^\gamma \rangle}{\gamma_i}} \frac{\Gamma \left( 1 + \frac{1}{\gamma_i} \langle \dot{s}_i - \alpha, \omega_i^\gamma \rangle \right) \Gamma \left( 1 + \frac{1}{\gamma_i} \langle \alpha - \dot{s}_i, \omega_i^\gamma \rangle \right)}{\Gamma \left( 1 + \frac{1}{\gamma_i} \langle \alpha - \dot{s}_i, \omega_i^\gamma \rangle \right) \Gamma \left( 1 + \frac{1}{\gamma_i} \langle \alpha - \dot{s}_i, \omega_i^\gamma \rangle \right)}.
\]
Moreover under our assumptions we know that the higher order term in the expansion of
\[
\sum_{s' \in W_{1, \ldots, r}} e^{\langle s' - \alpha, c \rangle} e(s') \int_{c + e}^{r} \prod_{i=1}^{r} \langle s'_i - \alpha, \omega_i^\gamma \rangle e^{\langle \alpha - s'_i, M \rangle} E_{\varphi, c - M} \left[ \prod_{k=1}^{p} \left( \exp \left( -e^{\langle c, \epsilon_k \rangle} I_{ik} \right) - 1 \right) \right]
\]
will correspond to \( s' = s \). The proof of Theorem 4.4 is thus complete.

4.6. Proof of Theorems 4.2 and 4.5. The proof of the tail expansion of the GMC measures follows the very same lines as the reasoning presented above so we will be brief. One only needs to replace the terms of the form \( E_{\varphi} \left[ \prod_{i=1}^{p} \left( \exp \left( -e^{\langle c, \epsilon_i \rangle} I_{i} \right) - 1 \right) \right] \) by \( P \left( I_{i} > e^{-\gamma \langle c, \epsilon_i \rangle} \right), 1 \leq i \leq r \). By doing so we will end up with expression of the type
\[
P \left( I_{i} > e^{-\gamma \langle c, \epsilon_i \rangle}, 1 \leq i \leq r \right) = \int_{c} dP(M) P_{-M} \left( J_{i} > e^{-\gamma \langle c + M, \epsilon_i \rangle}, 1 \leq i \leq r \right)
\]
with \( u \) a lower order term and \( R_{s}(\alpha; c, \varphi) \) defined as
\[
\epsilon(s) \int_{c + e}^{r} \prod_{i=1}^{r} \langle s_i - \alpha, \omega_i^\gamma \rangle e^{\langle \alpha - s_i, M \rangle} P_{c - M} \left( J_{i} > e^{-\gamma \langle M, \epsilon_i \rangle}, 1 \leq i \leq r \right) dM.
\]
Thanks to Proposition 3.2 above we can prove in the same way as before that \( R_{s}(\alpha; c, \varphi) \) converges and its limit is given by \( R_{s}(\alpha) \) when \( s \) is as in the statement of Theorem 4.5. This wraps up the proof of Theorem 4.5.
The proof proceeds in the very same way for Whittaker functions. We work with
\[
I_{i} := \int_{0}^{\infty} e^{-\langle B_{x}, \epsilon_i \rangle} dt \quad \text{and} \quad J(\mu) := \int_{0}^{\infty} e^{-\langle B_{\nu}, \epsilon_i \rangle} dt.
\]
In analogy with Toda Vertex Operators, we also introduce the renormalized quantity
\[
\phi_{\mu}(x) := \mathbb{E} \left[ \exp \left( -\sum_{i=1}^{r} e^{-\langle x, \epsilon_i \rangle} \int_{0}^{\infty} e^{-\langle B_{x}, \epsilon_i \rangle} dt \right) \right].
\]
Then the statement of Theorem 4.2 boils down to proving that \( \phi_{\mu}(x) \) has the asymptotic
\[
\phi_{\mu}(x) = 1 + \sum_{i=1}^{r} \frac{b'(s_i, \mu)}{b(\mu)} e^{\langle s_i, \mu - \mu, x \rangle} + \frac{b'(s_1, s_2, \mu) b'(s_1, s_2, \mu)}{b(\mu)} e^{\langle s_1, s_2, \mu - \mu, x \rangle} + l.o.t.
\]
where \( l.o.t. \) stands for lower order terms in the asymptotic studied, and
\[
b'(\mu) := \prod_{e \in \Phi^+} \left( \frac{2}{\langle e, e \rangle} \right)^{\gamma^\gamma} \Gamma \left( \gamma \langle \mu, e^\gamma \rangle \right).
\]
To prove this, we decompose $\phi_\mu$ under the form

$$\phi_\mu(x) = 1 + \sum_{i=1}^{r} \mathbb{E} \left[ \exp \left( -e^{-(x,e_i)}I_i \right) - 1 \right] + \sum_{i<j} \mathbb{E} \left[ (\exp \left( -e^{-(x,e_i)}I_i \right) - 1) (\exp \left( -e^{-(x,e_j)}I_j \right) - 1) \right] + l.o.t.$$ 

where \(l.o.t.\) is negligible from the proof of Theorem 4.3.

Along the same lines as above we see that

$$\mathbb{E} \left[ \exp \left( -e^{-(x,e_i)}I_i \right) - 1 \right] = e^{(s_{i\mu}-\mu,x)}r_s'(\mu) + u$$

where \(r_s(\mu)\) has the probabilistic expression

$$r_s'(\mu) = -\langle e_i, e_i \rangle \langle (\mu, e_i') \rangle \Gamma(1 - \langle \mu, e_i' \rangle) \mathbb{E} \left[ J_s^{(\mu, e_i')} \right],$$

and \(u\) is a \(O(e^{1-\eta(1+\langle \mu, e_i' \rangle)\langle x, e_i \rangle})\), via an analog of Proposition 4.10. The expectation term in the right-hand side has been evaluated in Proposition 4.7 where it was found to be equal to

$$\frac{2^{\langle \mu, e_i' \rangle}}{\Gamma(1 + \langle \mu, e_i' \rangle)}.$$

This implies that the coefficients \(r_s'(\mu)\) are given by

$$r_s'(\mu) = \prod_{e \in \Phi^+} \left( \frac{2}{\langle e, e_i \rangle} \right) \Gamma(\langle s\mu, e_i' \rangle) = \frac{b'(s\mu)}{b'\mu)},$$

when \(s = s_i\) has length 1.

Likewise and relying on the path decomposition of Theorem 2.2, the proof of Theorem 4.3 shows that the expectation terms that involve two distinct reflections admit the expansion

$$\mathbb{E} \left[ (\exp \left( -e^{-(x,e_i)}I_i \right) - 1) (\exp \left( -e^{-(x,e_j)}I_j \right) - 1) \right] = e^{(s_{ij\mu}-\mu,x)}r_s'(\mu) + l.o.t.$$ 

as soon as \(\langle s_is_j\mu - s_js_i\mu, x \rangle \rightarrow \infty\), and where \(r_s'(\mu)\) has the probabilistic expression

$$r_s'(\mu) = \Gamma(1 - 2\langle s\mu, e_i' \rangle) \Gamma(1 - 2\langle \mu, e_j' \rangle) \mathbb{E} \left[ J_s^{2(\mu, e_i')} \right] \mathbb{E} \left[ J_s^{2(\mu, e_j')} \right].$$

The latter is nothing but \(r_s'(s_j\mu)r_s'(\mu)\), so that the reflection coefficients \(r_s'(\mu)\) are also found to be equal to

$$r_s'(\mu) = \prod_{e \in \Phi^+} \left( \frac{2}{\langle e, e_i \rangle} \right) \Gamma(\langle s\mu, e_i' \rangle) = \frac{b'(s\mu)}{b'\mu).$$
for $s$ with length 2.
More generally, we can consider the reflection coefficients defined by setting, for $s = s_{i_1} \cdots s_{i_p}$ with $i_1, \cdots, i_p$ distinct,

$$r'_s(\mu) := \lim_{x \to \infty} e^{-\langle s\mu, x \rangle} \mathbb{E} \left[ \prod_{k=1}^p \left( \exp \left( -e^{-\langle x, e_{i_k} \rangle} I_{i_k} \right) - 1 \right) \right]$$

(4.50)

where the limit is taken in the regime where

$$\langle s\mu - s'\mu, x \rangle \to +\infty \quad \text{for all } s' \neq s \in W_{i_1, \cdots, i_p}.$$

The same reasoning as the one conducted in Subsection 4.5 shows that these can be evaluated as

$$r'_s(\mu) = \frac{b'(s\mu)}{b'(\mu)}$$

(4.51)

for such $s$, based on the property that $r'_{s\tau}(\mu) = r'_s(\tau\mu)r'_\tau(\mu)$, which is a consequence of the form of the process $B^\nu$ seen from infinity (see Section 3).

This establishes the validity of Theorem 4.2 and concludes for the present document.
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