An efficient method for quantum impurity problems out of equilibrium
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We introduce an efficient method to simulate dynamics of an interacting quantum impurity coupled to non-interacting fermionic reservoirs. Viewing the impurity as an open quantum system, we describe the reservoirs by their Feynman-Vernon influence functionals (IF). The IF are represented as matrix-product states in the temporal domain, which enables an efficient computation of dynamics for arbitrary interactions. We apply our method to study quantum quenches and transport in an Anderson impurity model, including highly non-equilibrium setups, and find favorable performance compared to state-of-the-art methods. The computational resources required for an accurate computation of dynamics scale polynomially with evolution time, indicating that a broad class of out-of-equilibrium quantum impurity problems are efficiently solvable. This approach will provide new insights into dynamical properties of mesoscopic devices and correlated materials.

Introduction. Non-equilibrium many-body dynamics is actively investigated in condensed matter and synthetic quantum systems such as ultracold atoms [1]. The aim of the ongoing quest is to find regimes where a non-equilibrium system exhibits desired physical properties, which may be qualitatively different compared to equilibrium. Theoretically, out-of-equilibrium many-body problems are extremely challenging, both for analytical and numerical methods [2, 3].

Quantum impurity models (QIM), where a small quantum system such as a quantum dot is coupled to reservoir(s) of itinerant electrons, naturally arise in a variety of systems, including mesoscopic conductors [4] and ultracold atoms [5, 6]. Even relatively simple QIM such as the celebrated Anderson impurity model (AIM) [7], exhibit rich many-body physics including the Kondo effect whereby the impurity spin is screened by itinerant electrons [8]. Fermionic QIM, including the Anderson models, also play a central role in state-of-the-art methods for strongly correlated materials such as dynamical mean-field theory (DMFT), where the material properties are expressed via a self-consistent QIM [3, 9].

A large number of methods for non-equilibrium QIM, and in particular for the AIM, have been developed in recent years. These include iterative path-integral approximations [10–12], non-Markovian [13, 14] or auxiliary master equations (AME) [15, 16], hierarchical equations of motion (HEOM) [17–19], time-dependent numerical renormalization group (NRG) [20–22] and density matrix renormalization group (tDMRG) [23–28], various variants of Quantum Monte Carlo (QMC) [29–34], as well as variational [35, 36] techniques. Recent advances including inchworm algorithm [37] and increasingly sophisticated high-order diagrammatic calculations [38, 39] ameliorated the sign problem of QMC, thereby giving access to longer evolution times. However, despite recent developments, the current methods cannot provide guarantees of computational efficiency for out-of-equilibrium QIM, which remain a subject of active research.

In this Article, we present a conceptually simple and efficient method for fermionic QIM, building on recent developments in describing interacting [40–50] and non-interacting [51–53] quantum baths using temporal tensor networks. The starting point of our approach is to treat the impurity as an open quantum system coupled to the
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“bath” that consists of fermionic leads (Fig. 1). The effect of the leads is then represented by the fermionic extension of the Feynman-Vernon influence functional (IF) [54], which can be obtained in closed form for arbitrary non-interacting reservoirs [3, 14, 52]. As a key ingredient of our approach, the IF can be efficiently represented as a matrix-product state (MPS) in the temporal domain with controlled bond dimension, thanks to the favorable scaling of temporal entanglement of the IF [43, 52]. This enables an efficient computation of time-dependent observables at the impurity location (e.g. charge, spin, currents) via straightforward tensor contraction.

We demonstrate the efficiency of our method for paradigmatic non-equilibrium QIM setups, including (i) a quantum quench, where impurity site is connected to equilibrium leads at time \( t = 0 \) and (ii) a biased AIM with two imbalanced leads. In all cases, our method is capable of reproducing and going beyond the state-of-the-art results obtained by inchworm and diagrammatic QMC.

Besides conceptual simplicity, the method presented here has a number of advantages. First and foremost, required resources grow polynomially in evolution time. In terms of computational complexity [55, 56], this implies that QIM are efficiently solvable even far away from equilibrium. Furthermore, the method is non-perturbative, in contrast e.g. to QMC, which involves perturbative expansions either in the impurity-reservoirs hybridization or in the on-site Coulomb interaction. In addition, from a practical viewpoint, once an efficient MPS representation of the reservoirs’ IF is found, dynamics of impurities with an arbitrary choice of time-dependent local Hamiltonian can be subsequently computed with modest effort.

**Description of the method.** We consider the single-impurity Anderson model, described by the Hamiltonian

\[
H = \sum_{\alpha=L,R} \sum_{\beta=\uparrow,\downarrow} \left[ (t_k d_{\sigma}^\dagger c_{k,\alpha,\sigma} + h.c.) + \epsilon_k c_{k,\alpha,\sigma}^\dagger c_{k,\alpha,\sigma} \right] + H_{\text{imp}},
\]

with \( H_{\text{imp}} = (\epsilon_d - U/2) \sum_\sigma d_{\sigma}^\dagger d_{\sigma} + U \sum_{\sigma} d_{\uparrow}^\dagger d_{\uparrow} d_{\downarrow}^\dagger d_{\downarrow}. \) The impurity level described by fermions \( d_\sigma \) is coupled to two baths (\( \alpha = L, R \)) of free fermions \( c_{k,\alpha,\sigma} \) with identical dispersion \( \epsilon_k \) and tunnel couplings \( t_k \), initially in thermal equilibrium (see top illustration in Fig. 1). Coulomb interaction \( U \neq 0 \) in \( H_{\text{imp}} \) gives rise to strong correlations in and out of equilibrium.

We are primarily interested in the real-time evolution of an impurity observable \( \langle \hat{O}(t) \rangle \) starting from a factorized initial state \( \rho(0) = \rho_L \otimes \rho_{\text{imp}} \otimes \rho_R \), with \( \rho_{L,R} \) equilibrium states at inverse temperatures \( \beta_L, R \) and chemical potentials \( \mu_{L,R} \). While conventional tensor-network approaches attempt to compactly represent \( \rho(t) \) [2], we instead express \( \langle \hat{O}(t) \rangle \) as a Keldysh path integral over Grassmann trajectories of impurity and baths. Gaussian integration over the bath trajectories gives

\[
\langle \hat{O}(t) \rangle \propto \int \left( \prod_{\sigma} d\tilde{\eta}, d\eta \right) \mathcal{O}(\tilde{\eta}, \eta) \times \exp \left\{ \int dt \left[ \sum_\sigma \tilde{\eta}_{\sigma,\tau} \partial_\tau \eta_{\sigma,\tau} - i\mathcal{H}_{\text{imp}}(\tilde{\eta}, \eta) \right] \right\} \times \rho_{\text{imp}}[\tilde{\eta}_0, \eta_0] \prod_{\sigma=\uparrow,\downarrow} \exp \left( \int dt \int dt^\prime \tilde{\eta}_{\sigma,\tau} \Delta(\tau, \tau^\prime) \eta_{\sigma,\tau^\prime} \right).
\]

Here \( \tilde{\eta}_\tau = (\tilde{\eta}_\uparrow, \tau, \tilde{\eta}_\downarrow, \tau) \) and \( \eta_\tau = (\eta_\uparrow, \tau, \eta_\downarrow, \tau) \) parameterize the impurity trajectory. The IF is the last exponential in Eq. (2), defined by the hybridization function \( \Delta(\tau, \tau^\prime) = \sum_\alpha \Delta^\alpha(\tau, \tau^\prime) \), where \( \Delta^\alpha \) fully encodes the dynamical influence of the bath \( \alpha \),

\[
\Delta^\alpha(\tau, \tau^\prime) = \int \frac{dw}{2\pi} \Gamma(\omega) g_{\tau,\tau^\prime}^\alpha(\omega).
\]

The latter is determined by the bath’s spectral density \( \Gamma(\omega) = 2\pi \sum_k |t_k|^2 [\delta(\omega - \epsilon_k) \text{ and non-interacting Green’s function } g_{\tau,\tau^\prime}^\alpha(\omega) = (\eta_0^\alpha(\omega) - \Theta(\tau, \tau^\prime))e^{-i\omega(\tau - \tau^\prime)}] \), where \( \eta_0^\alpha \) is the Fermi distribution at inverse temperature \( \beta_\alpha \) and chemical potential \( \mu_\alpha \) and \( \Theta \) is the Heaviside step function on the Keldysh contour \( \mathcal{C} \) (see e.g. Ref. [3]). Equation (2) is the starting point of advanced techniques for impurity dynamics such as AME, HEOM or QMC.

The difficulty in evaluating the path integral arises from the combination of non-Gaussianity (in \( \mathcal{H}_{\text{imp}} \)) and time-non-locality (in \( \Delta(\tau, \tau^\prime) \)). The key idea of our method is to interpret Eq. (2) as a scalar product of fictitious states and operators defined in a fermionic Fock space on a temporal lattice. To that end, we note that the textbook expression in Eq. (2) is defined as the limit \( M \to \infty \) of a discrete-time expression, obtained by dividing the full time evolution window \([0, T]\) into \( M \) steps of size \( \delta t = T/M \); we fix a sufficiently large \( M \). For our purpose, it is convenient to use a Trotter scheme that further splits the Trotter step into impurity and hybridization, leading to \( 8M \) trajectory variables per spin species along the discretized Keldysh contour, see Supplemental Material (SM) for details. We arrange these in two arrays, \( \eta_\sigma = (\eta_{\sigma,0^+}, \eta_{\sigma,0^-}, \ldots, \eta_{\sigma, (2M-1)^+}, \eta_{\sigma, (2M-1)^-}) \) and analogously \( \tilde{\eta}_\sigma \), with degrees of freedom alternating on the forward (+) and backward (−) branch of the Keldysh contour. A series of manipulations with the discrete-time path integral, including partial “particle-hole transformations” \( \eta \leftrightarrow \tilde{\eta} \), allows us to rewrite Eq. (2) in a scalar product form (see SM for details):

\[
\langle \hat{O}(t) \rangle \propto \int \left( \prod_{\sigma} d\eta, d\tilde{\eta} \right) \mathcal{I}[\eta, \tilde{\eta}] e^{-\eta \cdot \mathcal{D}_{\mathcal{O},\mathcal{C}}[\eta, \tilde{\eta}]} e^{-\tilde{\eta} \cdot \mathcal{I}[\tilde{\eta}]} \equiv \langle I | D_{\mathcal{O},\mathcal{C}}[\eta, \tilde{\eta}] | I \rangle.
\]

Here, the kernel \( \mathcal{D}_{\mathcal{O},\mathcal{C}}[\eta, \tilde{\eta}] \), which is non-Gaussian, describes impurity’s own dynamics, and has a simple...
product form due to time locality. This gives rise to a product operator $D_{O,t} = D_1 \otimes \cdots \otimes D_M$, where each $D_m$ is a $16 \times 16$ matrix (except the first and last: see superimposed red tensors in Fig. 1) and $D_{m=1/\delta t}$ contains $\hat{O}$. The discrete-time IF has a Gaussian form, $\mathcal{I}[\eta_t] = \exp\left(\eta_t^T \mathbf{B} \eta_t\right)$, where the antisymmetric matrix $\mathbf{B}$ is related to the time-discretization of $\Delta(\tau, \tau')$ (see SM). The Gaussian many-body wave function $|I\rangle$ associated with $\mathcal{I}$ (gray tensors in Fig. 1 bottom left) is obtained by replacing Grassmann variables by corresponding creation operators acting on the Fock space vacuum,
$$|I\rangle = \exp\left(c^\dagger \mathbf{B} c^\dagger\right) |\emptyset\rangle.$$Such a state formally has a Bardeen-Cooper-Schrieffer form, regardless of the fermion-number conservation of the original problem, cf. Eq. (2): this is related to the “particle-hole transformations” performed to arrive at Eq. (4). We note that particle number conservation shows up as a sublattice symmetry in Eq. (5).

Next, we aim to represent the state $|I\rangle$ as a MPS. Correlations of this state, described by the function $\Delta(\tau, \tau')$, reflect non-Markovianity of the bath. The possibility of a compact MPS representation is determined by the entanglement properties of a wave function; we previously showed [52] that Gaussian IF wave functions arising in QIM exhibit at most logarithmic scaling of temporal entanglement with evolution time for both equilibrium and certain non-equilibrium initial states of the reservoirs. This suggests that such wave functions can be described by a polynomial-in-$T$ number of parameters.

Previous works [57, 58] proposed algorithms for representing a fermionic Gaussian wave function as a MPS. Here we apply the Fishman-White (FW) algorithm [57], extended to BCS-like wave functions [52]. We first approximately represent the Gaussian state determined by $\mathbf{B}$ [Eq. (5)] as a quantum circuit of nearest-neighbor Gaussian unitary gates applied to the vacuum (a product state in a temporal chain of $4M$ spins). The approximation is controlled by a threshold parameter $\epsilon$ of the algorithm [52, 57], which determines the maximum number $D$ of gates acting on a given site in this circuit (which we refer to as “local depth” below). Second, we compress the circuit with standard singular-value truncations to produce a MPS approximation of $|I\rangle$ with bond dimension $\chi \leq 2^D$. Once the MPS is obtained (gray tensors in Fig. 1 bottom right), the impurity’s reduced density matrix time evolved with an arbitrary (possibly time-dependent) impurity Hamiltonian $H_{\text{imp}}$ can be efficiently computed by tensor contraction in the time direction. This method is straightforwardly applicable to the computation of multi-time observables, e.g. the impurity Green’s function, as well as currents (see below).

A quantum quench. As a first application of our method, we study a local quantum quench, where tunneling between impurity and the bath – initially in equilibrium at equal $\beta$ and $\mu$ – is turned on at time $t = 0$. We monitor the real-time evolution of the impurity level population at $t > 0$. In the Kondo regime (strong interaction and low temperature), strong correlations develop in real time between the impurity and the bath, corresponding to the formation of a local screening cloud over a non-perturbatively long timescale – a real-time manifestation of the Kondo effect, which was previously investigated with other methods [20, 21, 24, 35, 59].

Here we benchmark the state-of-the-art results of inchworm QMC in Ref. [37]: We consider a bath defined by a flat band with smooth edges, $\Gamma(\omega) = \Gamma / \left((1 + e^{i(\omega - \omega_{c})}) (1 + e^{-i(\omega + \omega_{c})})\right)$ with $\omega_{c} = 10\Gamma$ and $\nu = 10\Gamma$. Moreover, we set $\beta = 50\Gamma$, $\mu = 0$. We prepare the impurity in a singly occupied state $\rho_{\text{imp}} = |\uparrow\rangle \langle \downarrow|$, with $\epsilon_{d} = 0$ and $U = 8\Gamma$, and couple it to the bath at time $t = 0$. In Fig. 2 we report our results for the evolution of the diagonal components of the impurity’s reduced density matrix. Data are converged with respect to all simulation parameters (see caption), demonstrating accuracy beyond the data of Ref. [37]. These results showcase the ability of our method to capture the slow dynamical formation of a spin singlet in the Kondo regime, which will be further investigated elsewhere.

Non-equilibrium transport. The system described by Eq. (1) with a temperature or chemical potential bias between $L$ and $R$ reservoirs models paradigmatic non-equilibrium setups with correlated nanodevices. Capturing the full transient charge and spin dynamics after a quench (either of tunnel-couplings or of interactions) toward the non-equilibrium stationary state is a recurrent challenging test for novel advanced numerical techniques [22, 38, 60–62].

Here we benchmark the state-of-the-art computation of the system’s current-voltage characteristics in Ref. [38].
We model the reservoirs as two homogenous tight-binding chains with nearest-neighbor hopping $t_{\text{hop}} = 1$, coupled to the impurity with tunneling amplitude $t_{\text{hop}}' = 0.3162$, corresponding to a resonance width $\Gamma(\epsilon_d = 0) = 0.1$ (cf. Ref. [24]). We initialize the two reservoirs at zero temperature and chemical potentials $\pm V/2$, and monitor the time-dependent current flowing through the impurity for several values of $U$, until the stationary state is reached.

Unlike the contraction illustrated in Fig. 1 and used above for the quench simulation, computing the current into either reservoir requires one to keep track of the separate influence of reservoirs $L$ and $R$. A suitable Trotter decomposition (see Ref. [52] and SM) allows us to couple the two reservoirs with the impurity alternatively in discrete time steps $\delta t$. The current of spin $\sigma$ electrons flowing into impurity $\alpha$, can then be computed as $\langle I_{\alpha,\sigma}(t) \rangle = \frac{1}{\delta t} \left[ (d_{\sigma}^\dagger(t+\delta t)d_\sigma(t+\delta t)) - (d_{\sigma}^\dagger(t)d_\sigma(t)) \right]$, where the impurity interacts only with reservoir $\alpha$ during the time step from $t$ to $t+\delta t$.

Keeping track of $L$ and $R$ separately results in a tensor contraction with four IF MPS. This considerably limits the bond dimension we can afford for each IF, as the final impurity evolution entails storing matrices acting on a $16\chi^2$-dimensional space (while it was $16\chi^2$ before). Nonetheless, we found that the value of the current is converged over the full transient to the stationary state for bond dimension as low as $\chi = 32$ (see inset of Fig. 3).

Figure 3 shows the results of our computations, as well as the corresponding data from Fig. 15 of Ref. [38]. We find a fairly good agreement throughout the wide explored parameter regime. The unit slope of the dot-ted line represents the universal Landauer linear-response conductance, $I = (e^2/h)V$ (recall $e = h = 1$ in our units).

We note that small discrepancies are to be expected at large biases $V \gg \Gamma$ due to non-universal effects of finite bath bandwidth ($t_{\text{hop}} = 10\Gamma$ here). We further remark that for small bias and large interaction the non-equilibrium Kondo regime is approached, characterized by slow relaxation. Accordingly, in the computation with smallest bias $V = 0.36\Gamma$ and largest interaction $U = 8\Gamma$ in Fig. 3, the time-dependent current has not yet fully reached its stationary value at time $T$.

**Computational efficiency.** Finally, we report on the computational efficiency of our method. Previous works found that for Gaussian ground states [57] and IFs [52] (including states with algebraic correlations), the FW algorithm produces a quantum circuit of “local depth” $D = D(T)$ that scales at most logarithmically with evolution time $T$. We note that the FW control parameter $\epsilon$ affects the prefactor of log $T$ scaling of $D$. In turn, $D$ puts an exact upper bound on the bond dimension of the corresponding MPS as $\chi \leq 2^D$ [52, 57], indicating that computational complexity of the algorithm scales at most polynomially with evolution time.

We found that compression of the FW circuit using conventional singular-value truncation typically leads to a further significant reduction of the required computational resources. For example, for the data shown in Fig. 2, we find a maximum “local depth” $D = 28$ which sets the hard upper bound $\chi \leq 2^{28}$. However, this circuit could be accurately approximated by a MPS with a much smaller bond dimension $\chi = 256 = 2^8$. 

---

**Figure 3.** Current-voltage characteristics of an AIM. Reservoirs $L$ and $R$ are tight-binding chains as in Refs. [24, 38] (see main text), of $L = 600$ sites each, at zero temperature and chemical potentials $\pm V/2$. Simulation parameters: Bond dimension $\chi = 32$ per reservoir per spin species, FW threshold $\epsilon = 1 \times 10^{-12}$, Trotter step $\delta t = 0.007/T$. For all values of $V$ and $U$ we evolve until time $T = 4.2/T$ and verify that at this time stationary state is reached. Inset: At fixed $V/T = 14.8$ and $U/T = 2$, we demonstrate convergence in bond dimension for all four components of the transient current, $\langle I_{\alpha,\sigma}(t) \rangle$ with $\alpha = L, R$ and $\sigma = \uparrow, \downarrow$.

**Figure 4.** Error $\epsilon(t, \chi)$ of the time-evolved impurity density matrix as a function of bond dimension and evolution time (see main text for a precise definition), for an impurity starting from $\rho_{\text{imp}}(0) = |\uparrow\rangle \langle \uparrow|$ and coupled with tunneling amplitude $t_{\text{hop}}' = 0.3162$ to a single tight-binding chain of $L = 400$ sites with homogeneous nearest-neighbor hopping $t_{\text{hop}} = 1$, initially at zero temperature and half filling (cf. Ref. [24]). The constant-error $\epsilon = 10^{-5}$ dashed line indicates that the required bond dimension grows slowly with simulation time. Here we fixed $T = 4$, $\delta t = 0.01$, $\epsilon = 10^{-12}$. 

---
We finally investigated how this MPS compression affects the a posteriori error of observables. To this end, we considered an environment that consists of a single tight-binding chain. Having fixed an extremely low FW threshold e (which makes this source of error negligible), we estimated the residual error of time-dependent observables in $t \in [0, T]$ due to the truncated bond dimension, as the trace distance $e(t, \chi) = \|\rho_{\text{imp}}^{(\chi)}(t) - \rho_{\text{imp}}^{(\infty)}(t)\|_1$ between the reduced density matrix computed with a cutoff $\chi$ on the IF MPS and the fully converged result (computed using a much higher $\chi = 512$).

The behavior of the error $e$ as a function of $t$ and $\chi$ is illustrated in Fig. 4. We observe that the bond dimension $\chi = \chi(t)$ required to achieve a fixed error $e$ grows approximately linearly with $t$, indicating the efficiency of the approach. We similarly found in other examples we studied, that representing IF with an MPS with a moderate bond dimension is sufficient to accurately compute impurity observables. Thus, we conclude that our approach indeed has a polynomial complexity, allowing one to access long-time impurity dynamics using resources available in present-day computers.

Summary and outlook. To summarize, we introduced a method for studying dynamics of QIM, based on a tensor-network representation of reservoir’s IF. We applied this approach to paradigmatic quantum quenches in AIM, demonstrating that it compares favorably to state-of-the art QMC computations. The approach is non-perturbative and offers several other advantages: in particular, it applies to both equilibrium and highly non-equilibrium QIM setups. Moreover, once a MPS form of the IF is obtained, arbitrary choices of impurity interactions can be analyzed with modest extra effort.

We showed that the required computational resources scale polynomially with the evolution time. Combined with previous results on temporal entanglement scaling, this demonstrates that a broad range of non-equilibrium QIM problems are efficiently solvable using our approach. While here we focused on quenches of the impurity-reservoir tunnel-coupling in the single-impurity Anderson model, the approach can be extended to a number of other setups, including multi-orbital impurities and initial states where entanglement between impurity and reservoirs is present. Another promising application is to DMFT, which will require imaginary-time extension of the technique introduced here. We expect the computational efficiency of the approach to enable long-time simulations of dynamics in such setups as well, opening the door to analyzing non-equilibrium behavior of mesoscopic devices and quantum materials.
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Appendix A: Derivation of Eq. (4)

We start by recalling the standard derivation of the path integral in Eq. (2). Defining the evolution operator
\[ U = \exp(i \delta t H) \] for a time step \( \delta t = T/M \) (\( M \gg 1 \)) and the Hamiltonian \( H \) from Eq. (1), the expectation value of an impurity observable can be expressed as
\[ \langle \hat{O}(t_{m^*}) \rangle = \text{Tr} \left[ \text{Tr}_{\text{bath}} \left( U_{m^*}^M \hat{O} U_{m^*}^M (\rho_{\text{imp}} \otimes \rho_{\text{bath}}) (U_{m^*}^M)^\dagger \right) \right]. \] (A1)

Here, \( t_{m^*} = m^* \cdot \delta t \) denotes a point on the discrete-time lattice and \( m^* \in \{0, 1, \ldots, M\} \). This expression is cast into path integral form by inserting Grassmann resolutions of identity into path integral form by inserting Grassmann resolutions of identity, where
\[ 1_{\sigma, \tau} = \otimes_\sigma 1_{\sigma, \tau}, \] (A2)
between every multiplication of operators. Here, \( \eta_{\sigma, \tau}, \eta_{\sigma, \tau} \) are impurity variables with index \( \tau = 0^\pm, \ldots, M^\pm \) on the (discretized) Keldysh contour, while \( \xi_{\sigma, \tau} = (\xi_{\sigma, \tau, \eta_{\sigma, \tau}}) \) are the degrees of freedom of the environment (made of \( L \) fermionic modes). In total, we thus insert \( 2(M+1) \) identity resolutions per fermionic mode. In the limit \( \delta t \to 0 \), Eq. (2) is retrieved following standard textbook passages.

To define a clean prescription for our temporal wave functions overlap, however, it is more convenient to further split the evolution operator \( U \) into a local impurity and environment+tunneling evolution operators, i.e. \( U \approx U_{\text{imp}} \cdot U_{\text{hyb}} \) (with the same error \( O(\delta t^2) \) as before).

Here, we defined \( U_{\text{hyb}} = \exp \left( i \delta t H_{\text{hyb}} \right) \) with
\[ H_{\text{hyb}} = H - H_{\text{imp}} = \sum_{\sigma = \uparrow, \downarrow} \sum_{k = L, R} \left( t_k d_\sigma^\dagger c_{k, \sigma} + h.c. \right) + \epsilon_k c_{k, \sigma}^\dagger c_{k, \sigma}, \] (A3)
and, for later convenience, we choose
\[ U_{\text{imp}} = \begin{cases} e^{i \delta t H_{\text{imp}}} & \text{for evolution up to time } t_{m^*} \\ 1_{\text{imp}} & \text{for evolution in range } [t_{m^*}, T]. \end{cases} \] (A4)

[While this choice is convenient for the conceptual derivation within the Grassmann formalism, we found that a slightly modified prescription, where we replace \( 1_{\text{imp}} \) in Eq. (A4) by the perfectly depolarizing channel, is numerically more efficient, see App. B.] In total, with this modified Trotter decomposition, we insert \( 4M \) Grassmann identity resolutions per spatial site and \( \tau = 0^\pm, \ldots, (2M-1)^\pm \). In Fig. S1, we illustrate how the resulting \( 8M \) Grassmann variables are associated with the legs of the IF and impurity tensors, respectively.

In order to arrive at the overlap form of Eq. (4), we manipulate the path integral in a way that results in the following structure: All variables associated with the kernel of the spin-up (down) IF should be conjugate (non-conjugate) and opposite for the impurity kernel. This is achieved by making appropriate variable substitutions in the system-variables of the identity resolution, Eq. (A2).

We define these modified identity resolutions as
\[ 1'_{\sigma, \tau} \quad \text{with substitution } \eta_{\sigma, \tau} \to \eta_{\sigma, \tau}, \eta_{\sigma, \tau} \to -\eta_{\sigma, \tau}, \]
\[ 1''_{\sigma, \tau} \quad \text{with substitution } \eta_{\sigma, \tau} \to -\eta_{\sigma, \tau}, \eta_{\sigma, \tau} \to \eta_{\sigma, \tau}. \]

With this, Grassmann identities are inserted between the hybridization- and impurity evolution operators on the

Figure S1. After inserting Grassmann resolutions of identity into Eq. (A1), each leg of the IF and impurity tensor gets associated with a Grassmann variable [red (blue) color refers to the forward (backward) Keldysh branch]. Here, we show the density matrix of the impurity after two time steps. It is obtained from an IM containing \( M = 4 \) time steps. The impurity gates at time steps later than \( m^* \) are replaced by the identity operator.
forward branch in the following way:

\[ U_{\text{imp}} \cdot I_{(2m+1)^+} \cdot U_{\text{hyb}} \cdot I_{(2m)^+}, \quad (A5) \]

with

\[ I_{(2m+1)^+} = I_{\uparrow,(2m+1)^+} \otimes I_{\downarrow,(2m+1)^+}, \quad (A6) \]

\[ I_{(2m)^+} = I_{\uparrow,(2m)^+} \otimes I_{\downarrow,(2m)^+}. \quad (A7) \]

On the backward branch, we insert identities as follows:

\[ I_{(2m)^-} \cdot U_{\text{hyb}} \cdot I_{(2m+1)^-} - T_{\text{imp}}^+, \quad (A8) \]

with

\[ I_{(2m)^-} = I_{\uparrow,(2m)^-} \otimes I_{\downarrow,(2m)^-}, \quad (A9) \]

\[ I_{(2m+1)^-} = I_{\uparrow,(2m+1)^-} \otimes I_{\downarrow,(2m+1)^-}. \quad (A10) \]

With these insertions, one arrives at Eq. (4). Note that these variable substitutions alter the signs of some components of the impurity kernel, while they amount to a simple renaming of variables for the IF.

The resulting discrete-time IF has Gaussian form,

\[ \mathcal{I}[\eta] = \exp \left( \sum_{m,m'} \eta_{\sigma,m}^T B_{mm'} \eta_{\sigma,m'} \right), \quad (A11) \]

with

\[ \eta_{\sigma,m} = (\eta_{\sigma,(2m)^+}, \eta_{\sigma,(2m)^-}, \eta_{\sigma,(2m+1)^+}, \eta_{\sigma,(2m+1)^-})^T. \]

The matrix \( B \) that appears here is the exact Gaussian influence action of the trotterized (Floquet) environment [52]. To understand its relation to the continuous-time result, it is convenient to express it in terms of a discrete-time hybridization matrix \( \Delta \),

\[ \mathcal{I}[\eta] = \exp \left( \sum_{m,m'} \eta_{\sigma,m}^T \Delta_{mm'} \eta_{\sigma,m'} \right) e^{\eta_{\sigma,n}^T \eta_{\sigma,n} -} \times e^{\sum_{n'=m}^{n} \left( \eta_{\sigma,(2m+1)^+} + \eta_{\sigma,(2m)^+} - \eta_{\sigma,(2m+1)^-} - \eta_{\sigma,(2m)^-} \right)}, \quad (A12) \]

where the terms in the second and third exponential in Eq. (A12) stem from the overlap of Grassmann coherent states.

For a general discrete-time (Floquet) unitary evolution of the environment, the matrix \( \Delta \) has a complicated structure, which we evaluated exactly e.g. for setups with chain-environments [52]. However, the structure greatly simplifies in the Trotter limit \( \delta t \to 0 \), where \( \Delta \) can be written in the form

\[ \Delta_{mm'} = (\delta t)^2 \left[ \sum_{\alpha} \int \frac{d\omega}{2\pi} \Gamma(\omega) G_{mm'}^{\alpha}(\omega) + O(\delta t) \right]. \quad (A13) \]

Here, \( G_{mm'}^{\alpha}(\omega) \) is a matrix of non-interacting Green’s functions of the environment. For fermion-number-conserving Hamiltonians as considered in this work, this yields (omitting \( \omega \)-dependence for simplicity)

\[
G_{m>m'}^{\alpha} = \begin{pmatrix}
0 & g_{mm'}^{\alpha>*,} & g_{mm'}^{\alpha<*,} & 0 \\
-g_{mm'}^{\alpha<} & 0 & 0 & -g_{mm'}^{\alpha>}
\end{pmatrix},
\quad (A14)
\]

\[
G_{m=m'}^{\alpha>*,} = \begin{pmatrix}
0 & g_{mm}^{\alpha>*,} & g_{mm}^{\alpha<*,} & 0 \\
0 & 0 & 0 & -g_{mm}^{\alpha>}
\end{pmatrix},
\quad (A15)
\]

with

\[
g_{mm'}^{\alpha<}(\omega) \equiv -n_F^{\alpha}(\omega) e^{-i\omega(m-m')\delta t},
\quad (A16)
\]

\[
g_{mm'}^{\alpha>}(\omega) \equiv (1-n_F^{\alpha}(\omega)) e^{-i\omega(m-m')\delta t}.
\quad (A17)
\]

These equations make the connection between \( \Delta_{mm'} \) and the standard textbook hybridization function \( \Delta(\tau,\tau') \) [Eq. (2) of the main text] manifest. Equation (A13) allows to use our formalism to compute impurity dynamics with an environment defined by an arbitrary spectral density \( \Gamma(\omega) \).

We emphasize that Eq. (A11) here represents the exact discrete-time IF of a trotterized system, computed from its unitary Floquet dynamics. Thus, in contrast to a brute-force discretization of the textbook expression in Eq. (2) of the main text, Eq. (A11) produces a physically meaningful evolution of the impurity [completely positive and trace preserving (CPTP)] – close by \( O(\delta t) \) to the exact continuous-time Hamiltonian dynamics. Conversely, plugging a spectral density \( \Gamma(\omega) \) in Eq. (A13) and neglecting the \( O(\delta t) \) corrections generally (slightly) breaks CPTP.

The impurity tensors \( \hat{D}_m \) appearing in the overlap form are obtained directly from the Grassmann kernels corresponding to the impurity evolution: We convert each time-local impurity kernel at time step \( m \) to an operator \( D_m \) that acts between a \( \uparrow \) two-fermion space (originally corresponding to the tensor product of input and output Hilbert spaces of the \( \uparrow \) impurity fermion) and a \( \downarrow \) two-fermion space (originally corresponding to the tensor product of input and output Hilbert spaces of the \( \downarrow \) impurity fermion), see e.g. superimposed red squares in Fig. S1. Their tensor product, \( \hat{D}_{0,t} = \hat{D}_1 \otimes \cdots \otimes \hat{D}_M \) (see main text), defines the product operator which we contract with the IF-MPS as shown in Fig. S1 and described in App. B.

**Appendix B: Details on MPS computations**

*Obtaining the MPS representation of the IF.* To obtain a MPS representation of the IF wave function \( |\psi\rangle \), introduced in Eq. (5) of the main text, we apply a generalization of the Fishman-White (FW) algorithm that we adapted to BCS-like wave functions [52,57]. Its input is the two-point correlation matrix \( \Lambda \) whose subblocks are
Our starting point is the vectorized initial density matrix, corresponding to the vectorized impurity density matrix \( \rho \). To extract the impurity density matrix from the augmented representation becomes exact. Applying the circuit to the vacuum (product) state of \( 4M \) spins yields the MPS representation of \( |I\rangle \).

The “local depth” \( D \) of the circuit scales logarithmically in evolution time [42,49,52], with a prefactor that increases as \( \epsilon \) is decreased. For numerical stability, it is advantageous to fix a very small \( \epsilon \) and continuously reduce the bond dimension \( \chi \) of the MPS during the circuit contraction. For this, we use conventional singular value decomposition (SVD) where we fix the maximal bond dimension \( \chi_{\text{max}} \).

In practice, we group all four tensor legs at equal time index \( m \) into a single, larger physical Hilbert space of dimension \( d = 2^4 \); the bond dimension \( \chi \) refers to these enlarged tensors as depicted in Fig. S2 (top). This procedure yields a MPS that is proportional to the IF wave function, up to errors through finite \( \epsilon \) and SVD truncation errors. To get the overall normalization \( \langle I|I\rangle \), we are in principle free to insert arbitrary impurity evolution operators \( U_{\text{imp}} \), imposing that the Keldysh partition function equals 1.

For environments defined by a continuous spectral density \( \Gamma(\omega) \), however, different choices of \( U_{\text{imp}} \) lead to slightly different normalizations, as time discretization slightly violates the CPTP property of the impurity evolution, as remarked in App. A. For the sake of efficiency, we choose to apply perfectly depolarizing channels on the impurity, which has the effect of connecting the forward and backward legs at a given variable index \( \tau \) [65] (see upper half of top panel in Fig. S2). This allows us to minimize the cost of normalizing each IF separately.

Once the properly normalized IF-MPS have been obtained, we proceed as follows: The individual tensors of the IF-MPS \( \{A_{\sigma}(m)\}_{m=1}^{M} \) (gray bricks in Fig. S2) can formally be viewed as “superoperators” acting on the impurity with its physical legs and on the (compressed) environment with its virtual legs [66]. To obtain the full time evolution of the density matrix, we apply these “superoperators” alternately with the local superoperator associated with the impurity Hamiltonian (red bricks in Fig. S2).

**Contracting with a single environment.** First, let us consider the evolution of an impurity coupled to a single environment which is encoded by two IF-MPS (one for each spin species). This setup is depicted in Fig. S2 (top) and corresponds to the calculations in Fig. 2 and Fig. 4 of the main text.

In the following notation, we use Latin letters to denote combined indices of the forward and backward branch of the Keldysh contour. These indices correspond to physical legs of the IF-MPS. Furthermore, we use Greek letters to label the virtual legs of the MPS. These represent a fictitious state of the compressed environment associated with the MPS virtual bond space as depicted in Fig. S2 (top).

Our starting point is the vectorized initial density mat-
rix \( \rho_{ab} \) of the impurity, where the indices \( a, b \) correspond to the spin up- and down- fermion respectively. We then add two additional indices, one for each IF, to obtain an augmented density matrix \( \tilde{\rho}(0)_{ab,\alpha\beta} \). Each time step consists of i) the combined evolution of the impurity with the environment and ii) the evolution of the impurity only. The former is formally expressed as:

\[
\tilde{\rho}_{ab,\alpha\beta}(2m + 1) = A^{\sigma\sigma'}_{\alpha\alpha'}(m)A^{\sigma'\sigma}_{\beta\beta'}(m)\tilde{\rho}_{\sigma'\sigma,\alpha\beta}(2m),
\]

where \( A^{\sigma\sigma'}_{\alpha\alpha'}(m) \) is the IF-MPS tensor at time step \( m \). For step ii), we apply the local impurity evolution represented by the superoperator \( D_{ab}(m) \) (cf. Eq. (4) in main text):

\[
\tilde{\rho}_{ab,\alpha\beta}(2m + 2) = D_{ab}(m)\tilde{\rho}_{ab,\alpha\beta}(2m + 1).
\]

To obtain the density matrix of the impurity from the augmented density matrices at arbitrary intermediate times \( \tilde{\rho}(m) \), we recursively compute a set of vectors \( v_{\sigma,\alpha}(m) \) for each of the two IF (corresponding to \( \sigma = \uparrow \) and \( \sigma = \downarrow \), respectively):

\[
v_{\sigma,\alpha}(m - 1) = A^{\sigma\sigma'}_{\sigma\alpha'}(m)v_{\sigma,\alpha}(m)\frac{1}{2}1_{a}1_{\alpha'},
\]

with \( v_{\sigma,\alpha}(M) = 1 \) and \( 1_{a} \) being vectorized identities, see upper panel of Fig. S2. These vectors allow to “trace out the environment” at intermediate times. The density matrix of the impurity \( \rho(m) \) can then be obtained from the augmented density matrices as

\[
\rho_{ab}(2m) = v_{\downarrow,\alpha}(m)v_{\uparrow,\beta}(m)\tilde{\rho}_{ab,\alpha\beta}(2m),
\]

\[
\rho_{ab}(2m - 1) = v_{\downarrow,\alpha}(m)v_{\uparrow,\beta}(m)\tilde{\rho}_{ab,\alpha\beta}(2m - 1).
\]

Physically, this is equivalent to completing the Keldysh contour to the final time \( T \) by evolving the impurity with the perfectly depolarizing channel for each timestep later then \( m \). Numerically, this is slightly more convenient than using identities as in Eq. (A4), as the matrices to be multiplied in Eq. (B4) are smaller.

**Computation of the current.** To compute the current as in Fig. 3 of the main text, it is necessary to compute the IF of the left and right environment separately, such that we can access the impurity density matrix before and after the individual interaction with the left and with the right environments, as depicted in the bottom panel of Fig. S2. This leads to a modified prescription for time evolution including four independent IF: The augmented density matrix has now four environment indices corresponding to the virtual bond of each of the four IF. For each timestep, we perform the operation in Eq. (B2) twice, once for the left and once for the right environment IF. To extract the impurity density matrix from the augmented density matrix at each substep, all of the additional indices have to be contracted with the corresponding vector \( v_{L/R,\uparrow/\downarrow,\alpha} \). This vector is obtained individually for each IF according to Eq. (B4). The required computer memory of the contraction algorithm scales thus as \( O(16\chi^4) \), where \( \chi \) is the maximal bond dimension of each IF. While this requirement of memory resources imposes a bound on manageable bond dimensions in practice, we demonstrate in Fig. 3 that even bond dimensions as low as \( \chi = 32 \) yield converged results that are competitive with state-of-the-art methods for non-equilibrium dynamics.