The timing of action determines reward prediction signals in identified midbrain dopamine neurons
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Animals adapt their behavior in response to informative sensory cues using multiple brain circuits. The activity of midbrain dopaminergic neurons is thought to convey a critical teaching signal: reward-prediction error. Although reward-prediction error signals are thought to be essential to learning, little is known about the dynamic changes in the activity of midbrain dopaminergic neurons as animals learn about novel sensory cues and appetitive rewards. Here we describe a large dataset of cell-associated recordings of identified dopaminergic neurons as naive mice learned a novel cue-reward association. During learning midbrain dopaminergic neuron activity results from the summation of sensory cue-related and movement initiation-related response components. These components are both a function of reward expectation yet they are dissociable. Learning produces an increasingly precise coordination of action initiation following sensory cue that results in apparent reward-prediction error correlates. Our data thus provide new insights into the circuit mechanisms that underlie a critical computation in a highly conserved learning circuit.

The stomach of a hungry guest rumbles at the sound of a dinner bell; a child extends her hand for a piece of candy. Both sensory cues and initiation of actions can become associated with expectations about future outcomes. There are two broad conceptualizations of how associations between actions, events and their resultant outcomes are formed. The first is a gradual strengthening of an association between an action or a stimulus and a reliable outcome—often described as Hebbian learning. The second is a gradual reduction in errors of prediction through comparison of expected and observed outcomes—often a critical component of reinforcement learning. In a well-known example of such a representation, the activity of mammalian midbrain dopaminergic (mDA) neurons correlates with changes in reward expectation—or reward-prediction errors (RPEs)—following associative learning. This has provided direct evidence in support of the notion that reinforcement learning proceeds through a progressive reduction in error that is represented in the RPE correlates of mDA neurons.

RPE correlates have been observed in mDA neurons almost exclusively within a specific experimental condition: well-trained animals learning new associations through the introduction of new cues or altered contingencies. Behavioral performance and mDA reward signals can adapt to these new contingencies within tens of trials in rodents and monkeys. However, it has also been observed that mDA neuron correlates can lag behind adaptive changes in behavior, calling into question the causal role of RPE correlates in the learning of associations. Additionally, even in well-studied overtrained conditions, the circuit mechanisms by which RPEs are computed remain unclear. This could be due, at least in part, to the tight coordination of multiple learning systems that are characteristic of the trained state.

In sharp contrast to the rapid adaptation to changed contingencies in trained animals, naive animals learning a novel association may require many hundreds of trials for stable or asymptotic behavior to be observed—especially for trace-conditioning experiments. These more gradual adaptive changes in behavior allow for more observations of inherently probabilistic neural activity and behavior. Influential models of the RPE computation make quantitative predictions about the emergence of RPE correlates that are reflected in mDA neuron activity during such novel learning. However, to date, empirical data to quantitatively compare to these predictions is lacking. Moreover, whereas novel learning requires intact mDA signaling, necessity has not been demonstrated for many aspects of adaptive changes in behavior following extensive training. Thus, we reasoned that observing the dynamics with which mDA neuron activity changes over training could provide important constraints on the possible circuit mechanisms that underlie RPE correlates.

Here we examine movement-related mDA activity as naive (but habituated) mice are first trained in a Pavlovian trace-conditioning experiment. We use optogenetic identification to unambiguously identify mDA neurons from two major midbrain populations in the ventral tegmental area (VTA) and substantia nigra pars compacta (SNc). By studying the initial mDA response in naive animals through to responses to self-initiated movements, sweetened water rewards and sensory cues in well-trained mice, we describe the time courses with which each correlate emerges. We replicate the observation that RPE correlates become apparent in both VTA and SNc mDA neurons only after learning. We find that this late emergence is due to the fact that RPE correlates are a consequence of temporal integration of independent reward expectation signals that are associated with reward-predictive sensory cues and the initiation of appetitive actions.

Results
Adult transgenic mice expressing a light-activated opsin, channelrhodopsin-2 (Chr2), in mDA neurons were exposed to a trace-conditioning framework in which a 0.5-s long auditory tone was presented 1.5 s before delivery of a sweetened water reward (Fig. 1a,b; see Methods). We chose to use a head-fixed framework similar to canonical studies on representations in mDA neurons and because of the desirable reduction in variability of behavior. Although no action was necessary to receive water, anticipation of available water is often accompanied by body movements (readily observed in freely moving animals) that are not typically assessed in head-fixed mice. To enable such measurements, we placed mice...
in a spring-suspended basket equipped with an accelerometer (Fig. 1a; see Methods). Body movements were correlated with, but not synonymous with, bouts of licking (Fig. 1b)—confirming that body movement can provide an additional metric to track learned behaviors in head-fixed mice.

Learning was characterized by the emergence of conditioned changes in behavior both to the delivery of water and to the presentation of the tone. With increasing experience, mice exhibited increasingly rapid reactions to the presence of available water (Fig. 1c). The mean reaction time to collect the water was monotonically reduced from hundreds of milliseconds in naive animals to a latency of ~60 ms (~1/2 licking cycle) after ~1,000 trials with water delivery. This decrease in the latency to collect available water was correlated with a monotonic increase in the number of licks at the water spout during the delay between tone offset and water delivery (Fig. 1c,d; latency to initiate licking following tone, $r = -0.50$, $P < 0.0001$; licks during tone-reward interval, $r = 0.63$, $P < 0.0001$). In addition, body movements became increasingly stereotyped and reliable (Fig. 1c; relative difference in basket displacement in response to the tone and reward, $r = -0.43$, $P < 0.0001$). Whereas mice overtrained on this task rapidly reacquire and extinguish responses to the tone, naive learning is characterized by an initial emergence of learned behavior (~3 sessions; ~100 trials per session) and a gradual asymptotic stabilization of multiple aspects of learned behavior.

Given the results of behavioral analysis during the first ~1,000 trials of training, we next investigated how responses to mDA neurons emerge over this same period. We obtained cell-attached electrophysiological recordings (Fig. 1e–h; see Methods) from optogenetically identified (‘optotagged’$^{20,21}$) mDA neurons in the

**Fig. 1 | Juxtacellular recording from identified mDA neurons in awake, behaving mice.** a, Schematic of the head-fixed behavioral apparatus. Mice were head-fixed in front of a water port positioned within tongue length and mice were supported by a spring-suspended basket monitored by an accelerometer. Small droplets of sweetened water (~3 μl) were delivered by opening a valve on a gravity-fed line; a suspended drop of liquid stayed on the port until it was collected by licking. b, Auditory stimulus, opening of a solenoid water valve (reward), vibration of the water port due to licking (licking), and juxtacellular recordings from identified mDA neurons could be recorded simultaneously with bodily movements that displaced basket position relative to its resting position (relative basket position). c, Mean licking (top) and basket displacement (bottom) in response to an auditory cue (shaded gray bar) and sweetened water delivery (dashed line) for the same mouse at training sessions 1, 3 and 8; $n = 50$ trials for each trace. AU, arbitrary units. d, Top, area under the ROC curve analysis (AU-ROC) to assess whether the number of licks differed significantly from baseline (the first session to reach significance at $P < 0.05$ for each animal is indicated with an asterisk) during the 1-s delay between cue and reward. Colored lines represent individual mice; data are shown as mean ± s.e.m. Bottom, percentage of animals with $P < 0.05$ for area under the ROC curve analysis as training progresses. e, mDA neurons in DnmAc::Ai32 mice selectively express a ChR2-eYFP fusion protein. A representative histological section shows labeling of mDA soma in the midbrain and terminals in the striatum (see Supplementary Fig. 1). White and red arrows indicate the trajectory of a recording pipette and approximate location of recorded neuron for the example experiment shown in f, g. Scale bar, 1 mm. f, Left, individual and merged images from pilot experiment (1 of 5 similar results) of a neurobiotin-labeled neuron (red) and eYFP-expressing mDA neurons (green). Right, pipette trajectory with locations of light stimulations numbered. Scale bar, 0.1 mm. g, Example traces of light-evoked field potentials corresponding to the recording locations (1–6) shown in f, demonstrating tight correspondence between ChR2–eYFP expression (green) and evoked field-potential amplitude. Bottom trace shows resulting juxtacellular recording with tight entrainment of action potentials to the light stimulus (optogenetic tagging). h, Spatial distribution of both VTA (cyan) and SNC (dark blue) optogenetically tagged mDA neurons relative to the dorsal-most position at which a light-evoked field potential was observed (right), referenced to the dorsal and ventral limits at which light-evoked field potentials were observed (left). Box-and-whisker plots show interquartile range (box), mean (center line), and minimum and maximum values (whiskers).
VTA (n = 47) and SNc (n = 88) of naive mice as they learned an auditory trace-conditioning task. Localization of the SNc or VTA on each penetration was determined by observing the magnitude of an optogenetically evoked field potential (Fig. 1g) known to reflect the presence of mDA neurons22. Cell-attached, loose-seal recordings were obtained in the region of the largest evoked potential (Fig. 1f,g) and mDA neuron identity was confirmed by optical driving trains and bursts of action potentials (Fig. 1g). The range of depths over which evoked potentials and positively identified mDA neurons were found agreed well with the anatomy of the VTA and SNc (Fig. 1h). Moreover, identified mDA neurons had properties that agreed with canonical electrophysiological criteria and post hoc confirmation of high-penetration labelling of mDA neurons (Supplementary Fig. 1a,b).

Phasic modulation of mDA activity at initiation of body movements and licking. Recent studies have found that activity in at least some populations of mDA neurons correlates with movement initiation in naive or untrained animals13–15. In trained animals, the release of dopamine in the ventral striatum can correlate with the initiation of reward-related actions20,21. Therefore, we first examined activity in naive animals that were acclimatized to the head-fixed context, but before they had received any rewards in that context. In the absence of informative stimuli or expectation of water rewards, we observed significant inhibition in 10 of 12 mDA neurons from the SNc and 9 of 17 mDA neurons in the VTA upon initiation of body movement. Only one mDA neuron in the VTA and none in the SNc showed significant excitation (Wilcoxon signed-rank test, modulation window versus baseline, see Methods; Fig. 2a). Reports of excitatory peri-movement responses in mDA neurons23,25 led us to more carefully examine activity around the time of movement initiation. We measured the interspike interval just before movement-related pauses in activity (see Methods). This analysis revealed an apparent ‘covert’ excitation in the form of a spike phase advance that is present in mDA neurons from both the SNc and VTA (Supplementary Fig. 2a,b). Thus, mDA neurons are modulated by a sequence of (covert) excitation followed by a more dominant inhibition prior to movement initiation in mice acclimatized to head fixation.

Given evidence for a more prominent positive modulation around purposeful action initiation in rodents17–19 and primates20, we next examined whether weak excitation observed in naive mice might be altered by the presence of available water rewards. Following the introduction of mice to auditory trace conditioning, we again examined peri-movement mDA neuron activity. We first considered movement bouts that were initiated during the long intertrial intervals that were well-separated from either auditory cues or water delivery. Such self-initiated movements occurred within the intertrial intervals in bouts (bout length: 3.9 ± 1.5 s) separated by periods of stillness (interbout interval: 6.4 ± 1.9 s). Around half (57 ± 5%) of self-initiated movement bouts were accompanied by licking. In contrast to the net inhibition of mDA neuron activity in the naive context, in a rewarded context we observed more significant excitation of individual mDA neurons right before self-initiated movement onset (23 of 96 during training versus 1 of 29 pre-reward training, P = 0.01; SNc, 19 of 66 during training versus 0 of 12 pre-training, P = 0.03; VTA, 4 of 30 during training versus 1 of 17 pre-training, P = 0.6, Fig. 2b,c). Thus, SNc dopaminergic neurons were more likely to be excited at movement initiation than VTA dopaminergic neurons, although substantial excitation was observed from individual neurons in both populations. As in naive animals, net inhibition at movement initiation was still common in both mDA neuron subpopulations (SNc, 34 of 66; VTA, 17 of 30) and appeared to be unchanged in its magnitude (Fig. 2c).

Also similar to naive animals, covert excitation was present in non-excited neurons in the form of a spike phase advance right before movement-related pauses (Supplementary Fig. 2c). Together, these results suggest that a majority of mDA neurons receives both excitation and inhibition signals upon movement initiation; however, excitation can be enhanced by the introduction of rewards, whereas inhibition is not.

For within-trial modulation of mDA neuron activity as naive mice first began to consume water rewards in our training context (sessions 1–3; n = 22 mDA neurons; n = 6 mice). Consistent with activity around self-initiated movements, we found that modulation of mDA activity after water delivery appeared to be
-associated with the initiation of consumptive licking (Fig. 3). This was particularly apparent in mDA neurons that were recorded in mice with variable latencies to initiate consumption (Fig. 3a). Mean mDA activity peaked prior to the first contact of the tongue to the water port (Fig. 3b,c), indicating that activity was related to movement initiation rather than sensation of the water. In trained animals, mDA neurons have a highly characteristic latency of response to auditory sensory cues—around 50 ms onset, 85 ms peak. However, early in training we observed little specific modulation of mDA activity until ~150 ms after water delivery (Fig. 3a). This suggests that the audible solenoid valve did not provoke a sensory or ‘salience’ response in mDA neurons. As training progressed a large additional component of the mDA reward response emerged that was time-locked to reward delivery (within the first 150 ms post-reward, $P = 0.0002$ trials 1–300 versus trials 301–900; 151–400 ms post-reward, $P = 0.6$; Fig. 3d). Also consistent with the lack of a strong sensory component to mDA activity at this early stage of learning, we observed no response to the louder auditory cue (audible tone, 70 dB; solenoid valve, 52 dB; background noise, 55 dB; see Fig. 4) and none of our stimuli reached the intensities previously reported to produce salience responses ($>90$ dB).)

If it is the case that the modulation of mDA activity after reward delivery does not have a prominent sensory component early in training, we reasoned that substantially reducing a salient sensory component of water delivery—activation of the solenoid valve—would not diminish the mDA response. Therefore, we recorded mDA neurons in a subset of mice using a silent solenoid that was undetectable across the ultrasonic frequency range (Supplementary Fig. 3). The phasic modulation of mDA neuron activity with an undetectable solenoid remained similarly well-aligned to the initiation of consumptive licking (Fig. 3c). Notably, in primary thirt and hunger centers in the rodent brain, even in naive animals, modulation of activity can be predictive of consumption rather than a reflection of physical, sensorial contact with water. Our data therefore suggest that a movement initiation-associated phasic excitation–inhibition sequence is the earliest reward-related modulation of activity in SNc and VTA mDA neuron populations during novel learning.

Emergence of sensory cue-related activity in mDA neurons during early learning. We next sought to characterize the emergence of sensory cue-related activity of mDA neurons during early learning. Consistent with a large number of previous studies, mDA neurons lacked a coherent response to the auditory cue early in learning, but developed a robust, monotonically increasing phasic response with training ($r = 0.32$, $P = 0.002$, $n = 96$, Fig. 4a–c). Notably, the proportion of mDA neurons with a robust phasic response at the time of water delivery also increased over the first three sessions (1–3 sessions, 10 of 22; 4–8 sessions, 38 of 43, 9+ sessions, 27 of 31; $P < 0.001$; Fig. 3d). In contrast to responses to the auditory cue, response amplitude at the time of water delivery was not significantly correlated with the number of trials experienced ($r = -0.06$, $P = 0.6$, $n = 96$; Fig. 4c). The inference from existing data and other models is that mDA neuron activity should directly 

‘transfer’ from a reward to an earlier, predictive stimulus. Rather, auditory cue and water delivery responses had a small but significant positive correlation in individual mDA neurons across training ($r = 0.26$, $P = 0.01$, $n = 96$; Fig. 4d). Finally, we selectively
examined the relationship between cue and reward signals on a trial-by-trial basis within neurons that had significant sensory cue-related responses. Only 6 neurons of 75 analysed neurons showed significant correlations between auditory cue and reward responses and the correlations in these neurons were positive (Fig. 4e). Therefore, mDA responses to predictive sensory cues and water delivery appear to emerge independently while being scaled by a common cell-specific factor Supplementary Fig. 4).

We have described two apparently independent components of the phasic responses of mDA neurons: a movement-related excitatory–inhibitory sequence (Figs. 2 and 3) and phasic excitation associated with sensory stimuli that emerges as mice begin to exhibit learned behavior (Figs. 3d and 4a–c). In the sensory cue-related component, excitation is specifically enhanced as a function of the extent of learning (Figs. 3d and 4c). For the movement initiation-related component, excitation was pronounced once water rewards were first available even for self-initiated movements in the absence of cues or water rewards.

Movement initiation-related activity of mDA neurons reflects reward expectation. mDA movement-related activity was specific to the moment of movement initiation, as large accelerations within bouts of movement were not encoded by mDA neurons (Supplementary Fig. 5). We next sought to clarify whether the magnitude of movement initiation-related mDA excitation reflects the expectation of reward for the mice. We divided periods of self-initiated movement into those accompanied by licking (Lick+) and those without (Lick−), and examined mDA activity in neurons significantly excited or inhibited around movement initiation (Fig. 5a).

We then compared these self-initiated actions to movements initiated following the reward predictive auditory cues (Cued movement; Fig. 5a). We reasoned that this analysis should distinguish categories of action with relatively lower (Lick−), higher (Lick+) or the highest (Cued) degrees of reward expectation. A two-way ANOVA (movement type × movement response type) confirmed a main effect of movement response type (excited versus inhibited at movement, $F_{1,216}=149.8, P<0.0001$) as well as a main effect of movement type (Lick− versus Similar to other types of neurons, mDA neuron responses to predictive cue and reward stimuli evolve independently during acquisition learning. a. Behavioral and mean mDA firing rate aligned to the opening of the water valve and divided in to early (sessions 1–3, left) middle (sessions 4–8, middle) and late (sessions 9+, right) training sessions. Conditioned responses were assessed by measuring relative basket position (basket movement) and lick rate. Smoothed PETHs for identified mDA neuron populations recorded in the SNc (dark blue) and VTA (cyan). Shaded areas indicate s.e.m.; number of cells as labeled. a. Behavioral and mean mDA firing rate aligned to the opening of the water valve and divided in to early (sessions 1–3, left) middle (sessions 4–8, middle) and late (sessions 9+, right) training sessions. Conditioned responses were assessed by measuring relative basket position (basket movement) and lick rate. Smoothed PETHs for identified mDA neuron populations recorded in the SNc (dark blue) and VTA (cyan). Shaded areas indicate s.e.m.; number of cells as labeled. b. Behavioral learning measures during each individual neuron recording period (n = 96). Both the number of licks during the cue–reward trace interval (licks during delay period, left) and basket movement (fraction of movement following the reward) were significantly correlated with the number of training trials experienced at the time of recording. Results of Pearson’s correlations are shown. c. The mean modulation of mDA neuron activity following the predictive tone (left, n = 96) or reward (right, n = 96) were plotted as a function of the number of training trials experienced at the time of recording, with 10-sample rolling mean overlaid (blue line), y = 0 is highlighted as thin-dashed lines. The SNc (dark blue) and VTA (cyan) populations are shown. Results of Pearson’s correlation are shown. d. Mean modulation of mDA neuron firing rate in response to predictive tone and reward stimuli are positively correlated (dotted line represents best-fit trend). e. ρ values for within-neuron trial-by-trial Pearson’s correlations between cue responses and reward responses for neurons with significant modulation by cues or water delivery (n = 75). Only filled circles were significant at P < 0.05. Inset, histogram of cue–reward correlation ρ values, with significant correlations shaded dark gray.

Movement initiation-related activity of mDA neurons reflects reward expectation. mDA movement-related activity was specific to the moment of movement initiation, as large accelerations within bouts of movement were not encoded by mDA neurons (Supplementary Fig. 5). We next sought to clarify whether the magnitude of movement initiation-related mDA excitation reflects the expectation of reward for the mice. We divided periods of self-initiated movement into those accompanied by licking (Lick+) and those without (Lick−), and examined mDA activity in neurons significantly excited or inhibited around movement initiation (Fig. 5a).

We then compared these self-initiated actions to movements initiated following the reward predictive auditory cues (Cued movement; Fig. 5a). We reasoned that this analysis should distinguish categories of action with relatively lower (Lick−), higher (Lick+) or the highest (Cued) degrees of reward expectation. A two-way ANOVA (movement type × movement response type) confirmed a main effect of movement response type (excited versus inhibited at movement, $F_{1,216}=149.8, P<0.0001$) as well as a main effect of movement type (Lick− versus Lick+ versus Cued, $F_{1,216}=18.1, P<0.0001$) and an interaction (F1,216 = 5.6, P = 0.004). Post hoc comparisons found that, in mDA neurons positively modulated by movement initiation, Lick+ movements were accompanied by greater excitation than Lick− movement (3.2 ± 0.6 versus 1.0 ± 0.4 Hz, $P=0.036, n=23$), consistent with the proposal that the excitatory action initiation-related component of mDA responses is sensitive to reward expectation. By contrast, inhibition that was apparent in negatively modulated mDA neurons was independent of expectation (−2.3 ± 0.3 versus −1.8 ± 0.3 Hz, $P=0.92, n=51$; Fig. 5a,b). Furthermore, modulation of mDA neuron activity around cued movement was significantly greater than self-initiated movements in both response classes (positively modulated, 4.8 ± 0.6 Hz, $P<0.0001$ versus Lick−; negatively modulated, −0.4 ± 0.5 Hz, $P=0.05$ versus Lick−, $P=0.002$ versus Lick+; Fig. 5a,b), with the exception that in movement-excited neurons, cued movement responses were not significantly greater than self-initiated Lick+ responses (3.2 ± 0.6 versus 4.8 ± 0.6 Hz, $P=0.25$; Fig. 5b). Notably, responses to self-initiated movement were not correlated with training (Fig. 5c; $r=0.1, P=0.32$), but were correlated with their response to auditory cues (Fig. 5d; $r=0.35, P<0.001$), as can be appreciated in the blunted cue responses of mDA neurons that were significantly inhibited around movement (Fig. 5a, right; $P<0.0001$). Together, these results suggest that mDA neuron activity reflects the summation of action initiation and reward-predictive sensory cue inputs.

Excitation and inhibition were balanced such that there was a negligible self-initiated movement signal on average and net inhibition during movements in naive mice (Fig. 2). This indicates that in our experiment, mDA activity is not obligatory for movement. However, it has recently been proposed that excitation in select SNc mDA neurons is specifically sufficient or perhaps even necessary...
for movement initiation. Therefore, we directly tested whether bursts of mDA activity of the duration and magnitude observed in our task might be responsible for initiating movement. We bilaterally injected the red-shifted Ca²⁺-indicator JRCaMP1a directly under stimulation fiber sites in the SNc or VTA of separate cohorts of mice (n = 4 per group). We then performed fiberometry recordings in the primary targets of those regions in the ventral (vSTR) or dorsal (dSTR) striatum, respectively (Fig. 6a). Following 2–4 days of trace conditioning, we used our ability to monitor the activity of axonal populations to calibrate somatic optogenetic stimulation with observed reward signals at the same recording sites. Bursts of 10-ms pulses at 30 Hz were given in four conditions: 1 mW for 150 ms, 1 mW for 500 ms, 7 mW for 150 ms, and 7 mW for 500 ms, producing axonal Ca²⁺ responses that were, respectively, 1.1 ± 0.3, 2.8 ± 0.4, 2.1 ± 0.5 and 5.2 ± 1 times the magnitude of cued reward responses (see Methods; Fig. 6a–e). Neither SNc nor VTA stimulation matched to physiological signals was sufficient to elicit significant movement initiation (Fig. 6c,e). Indeed, only one condition, the strongest stimulation in the SNc, resulted in significant modulation of movement (VTA: one-way ANOVA P = 0.8, n = 4; SNc: one-way ANOVA P = 0.01, baseline versus 150-ms, 1-mW stimulation, P = 0.4; baseline versus 150-ms, 7-mW stimulation, P = 1; baseline versus 500-ms, 1-mW stimulation, P = 0.6; baseline versus 500-ms, 7-mW stimulation, P < 0.0001, n = 4; Fig. 6b–e and Supplementary Fig. 6). As a positive control, stimulation of mDA neurons matched to the magnitude of physiological reward signals (~1×; 150-ms, 30-Hz burst at 1 mW peak power) was able to induce conditioned place preference in a single 60-min session (Fig. 6f–g; VTA: 50 ± 8% in the stimulated quadrant versus 17 ± 3% in the other quadrants, n = 4, P = 0.02; SNc: 42 ± 6% in the stimulated quadrant versus 22 ± 8% in the other quadrants, n = 4, P = 0.03). Taken together, these data indicate that in the context of our task and within the physiological range of activity that we observe in both electrophysiological and calcium imaging, phasic mDA neuron activity at the time of movement does not (exclusively) reflect activity that is causal for movement initiation⁶.

Emergence of RPE correlates in mDA activity during novel learning. How do these sensory cue-related and movement initiation-related response components contribute to the quantitative representation of reward, and specifically RPE correlates, in mDA neurons? RPE correlates are well-known to be present in animals after extensive conditioning; however, it is unclear when RPE correlates emerge during initial trace conditioning. To address this question, we began to omit either the auditory cue or water delivery on a subset of trials (≤10% of trials in any session) once animals exhibited criterion learning (session 4; see Fig. 1c,d). This produced trials with ‘unpredicted (uncued) rewards’ and ‘omitted rewards’ and, therefore, trials with positive prediction error and negative prediction errors, respectively.⁶ RPE correlates to water delivery remained unaffected by the presence or absence of a reward-predictive auditory cue in middle training (predicted versus unpredicted, 4.3 ± 0.6 versus 4.1 ± 0.7 Hz, P = 0.65, n = 30) despite clear evidence that mice had learnt that the auditory cue was predictive of reward (Figs. 1 and 4) and had a reduced latency to consume the reward when it was preceded by a cue (Fig. 7a). In late training, cued water delivery began to evoke smaller mDA responses than uncued water delivery (3.1 ± 0.6 versus 4.5 ± 1.0 Hz, P = 0.03, n = 24, Fig. 7b–d). Therefore, in late learning, we observed clear evidence of positive prediction error correlates in mDA neuron activity. We also examined the response of mDA neurons to omitted rewards to look for a negative prediction error correlate. Brief pauses in mDA neuron activity at the time of omitted rewards have provided the most direct evidence to date for negative prediction error correlates mediated by inhibition of mDA neurons at the moment of an expected (but omitted) delivery of reward.⁶⁴ As with positive prediction errors, we observed a significant pause in mDA activity to omitted rewards that emerged during late training, but was not present earlier (middle training, 5.4 ± 0.7–5.7 ± 0.9, P = 0.73, n = 16; late training, 5.3 ± 0.6–2.6 ± 0.4, P < 0.0001, n = 17; Fig. 7d and Supplementary Fig. 7). Therefore, the eventual emergence of signed RPE correlates (uncued > cued > 0 > omitted) and the specific shape of the mDA neuron response to water delivery that we observed is remarkably

**Fig 5 | Peri-movement activity reflects reward expectation and sums with cue responses.** a, PETHs aligned to initiation time of movements from the intertrial intervals (self-initiated) or following reward-predictive cue (cued) from the combined population of SNc and VTA mDA neurons. mDA neurons were sorted into populations with significant excitation or inhibition around time of movement initiation (thin lines). Each set of PETHs is separated into self-initiated movements without licking (dashed light green, Lick–), self-initiated movements accompanied by licking (dark green, Lick+). In the same neurons, activity aligned to movement initiations in the trace period following auditory cue onset separated according to whether mDA neurons were excited (gray) or inhibited (black) around self-initiated movements. Corresponding PETHs of the basket movement signal are shown. b, Quantification of individual mDA neurons for populations represented in a. c, Mean modulation of mDA neuron activity (ΔDA) during movement initiation (ΔDA at movement) is not correlated with training trials experienced (Pearson’s correlation, n = 96). d, ΔDA at movement is correlated with mean mDA response to the auditory cue (ΔDA at cue; Pearson’s correlation, n = 96). SNc (dark blue) and VTA (cyan) mDA neurons are shown. Dotted line represents best-fit trend.

The nature of mDA activity is not correlated with training trials experienced (Pearson’s correlation, n = 96). Data are shown as mean ± SE. The boxes represent 1 SD.

Emergence of RPE correlates in mDA activity during novel learning. How do these sensory cue-related and movement initiation-related response components contribute to the quantitative representation of reward, and specifically RPE correlates, in mDA neurons? RPE correlates are well-known to be present in animals after extensive conditioning; however, it is unclear when RPE correlates emerge during initial trace conditioning. To address this question, we began to omit either the auditory cue or water delivery on a subset of trials (≤10% of trials in any session) once animals exhibited criterion learning (session 4; see Fig. 1c,d). This produced trials with ‘unpredicted (uncued) rewards’ and ‘omitted rewards’ and, therefore, trials with positive prediction error and negative prediction errors, respectively.⁶ RPE correlates to water delivery remained unaffected by the presence or absence of a reward-predictive auditory cue in middle training (predicted versus unpredicted, 4.3 ± 0.6 versus 4.1 ± 0.7 Hz, P = 0.65, n = 30) despite clear evidence that mice had learnt that the auditory cue was predictive of reward (Figs. 1 and 4) and had a reduced latency to consume the reward when it was preceded by a cue (Fig. 7a). In late training, cued water delivery began to evoke smaller mDA responses than uncued water delivery (3.1 ± 0.6 versus 4.5 ± 1.0 Hz, P = 0.03, n = 24, Fig. 7b–d). Therefore, in late learning, we observed clear evidence of positive prediction error correlates in mDA neuron activity. We also examined the response of mDA neurons to omitted rewards to look for a negative prediction error correlate. Brief pauses in mDA neuron activity at the time of omitted rewards have provided the most direct evidence to date for negative prediction error correlates mediated by inhibition of mDA neurons at the moment of an expected (but omitted) delivery of reward.⁶⁴ As with positive prediction errors, we observed a significant pause in mDA activity to omitted rewards that emerged during late training, but was not present earlier (middle training, 5.4 ± 0.7–5.7 ± 0.9, P = 0.73, n = 16; late training, 5.3 ± 0.6–2.6 ± 0.4, P < 0.0001, n = 17; Fig. 7d and Supplementary Fig. 7). Therefore, the eventual emergence of signed RPE correlates (uncued > cued > 0 > omitted) and the specific shape of the mDA neuron response to water delivery that we observed is remarkably
Fig. 6 | Physiological mDA stimulation supports learning but is insufficient to provoke movement initiation. a, Illustration of strategy used to record projection-specific mDA activity while optogenetically stimulating mDA somata (see Methods for details). In brief, adeno-associated viruses (AAVs) carrying a Cre-dependent transgene for a red genetically encoded calcium indicator (jRCamp1a) were injected into either the VTA or SNc. Fibers were implanted in either the SNc and dSTR (top) or VTA and vSTR (bottom) to allow simultaneous optogenetic stimulation and fiberometry of mDA axons. A/P, anteroposterior. b, Comparison of reward responses recorded in mDA projections from SNc to dSTR to responses to optogenetic burst stimulations with a duration of 150 and 500 ms at low (1 mW peak, dark green) and high (7 mW peak, light green) laser power. This yielded axonal Ca2+ responses (~1×0 ~2×~5×)

delivery to the first rewarded lick event was significantly longer for cued versus uncued rewards (155 ± 9 versus 213 ± 27 ms, n = 11, P = 0.002), this difference was smaller and nonsignificant during the recording of unimodal responses (142 ± 14 versus 162 ± 1 ms, n = 7, P = 0.06). The timing of action therefore correlates with the time course of the mDA RPE correlate, indicating that temporal integration of sensory cue-related and action initiation-related components determines mDA reward-expectation signals.

A model sufficient to account for the emergence of RPE correlates. To further assess whether temporal integration was quantitatively consistent with our data, we developed a model with the minimal features that we propose explains mDA reward responses. mDA responses integrate: (i) excitation associated with reward-predictive sensory cues that strengthens with learning and (ii) an excitation–inhibition sequence around initiation of appetitive actions (for example, lick bouts) that remains constant throughout training. Predicted mDA neuron reward responses were generated by convolving these impulse response functions with observed behavior distributions (Fig. 7c; the distribution of latencies to
initiate consummatory lick bouts across training phases (Fig. 8 and Supplementary Methods). This reduced model was sufficient to account for the detailed time course of mDA neuron activity throughout novel learning (Fig. 8).

Canonical implementation models of RPE predict that the magnitude of inhibition to an omitted reward is necessarily correlated with the difference between predicted and unpredicted rewards (for example, equations 3 and 4 in a previous study13). As noted above, our data exhibit a positive, rather than negative, correlation (Supplementary Fig. 7d,e). Trend lines are single exponential fits. Mean mDA neuron PETHs from early (sessions 1-3; n = 12), middle (sessions 4-8; n = 29) and late (sessions 9+; n = 24) training overlaid for cued (top, red) and uncued (bottom, black) water delivery. Histograms of the time of first contact of the tongue to the lick port following water delivery in early, middle and late training. Uncued water delivery trials shown in gray and cued trials in red. PETHs of mDA activity aligned to cued (red), uncued (dark gray), or omitted (cue followed by no reward; blue) water delivery (dashed blue line) for early (n = 12), middle (n = 30) and late (n = 24) training. Note, omitted trials were only present in a subset of recordings in middle (n = 16) and late (n = 17) training. Raw traces from two example cell-attached mDA neuron recordings in late training. Top, trials with cued water delivery aligned to the time of water delivery and sorted by the latency to the first lick of a consummative bout (cyan squares), distinguished from within-bout licks (dark blue circles). Left, example neuron with a unimodal PETH. Right, example neuron with a bimodal PETH. PETH. Bottom, PETHs from mDA neurons in late sessions divided into unimodal and bimodal response types for uncued (dark gray) and cued (red) water delivery. Latency to the first rewarded lick for each population is shown. Data are mean ± s.e.m. Two-tailed Student's t-test *P = 0.02. Insets show mean reward responses, with significant effects of prediction for both response types (two-sided Student’s t-tests, unimodal: 7.6 ± 0.5 versus 9.4 ± 0.7, *P = 0.03, n = 7; bimodal: 9.2 ± 0.7 versus 11.6 ± 1.1, *P = 0.006, n = 11).

Discussion
Here we show that the positive, phasic responses of mDA neurons reflect the summation of an excitation-inhibition sequence that is related to the initiation of appetitive actions and excitation associated with sensory cues that predict future reward. In both components, excitation (but not inhibition) is modulated by expectation of reward; however, only sensory cue-related excitation depends on the extent of training. These two sources of input appear to summate. We therefore propose that these components of the mDA neuron response may reflect separate afferent pathways consistent with the diverse excitatory inputs to mDA neurons42. All inputs, albeit in different ratios43, appear to be present in the majority of VTA and SNC mDA neurons, consistent with a number of projections from frontal cortex and midbrain that target both mDA neuron populations44. Specific inactivation of colliculonigral projections has been observed to block some, but not all, components of mDA neuron responses in trained monkeys45, consistent with our observations that multiple, dissociable components underlie mDA neuron responses during conditioning.

Action determines the timing of mDA signals. Phasic mDA activity associated with the initiation of action has been observed many times in the literature; however, the sign, prevalence, timing and
Fig. 8 | mDA neuron responses are consistent with temporal summation of sensory cue and action initiation components. Overview of simulation data from conceptual model (top) through simulation (bottom). a, Top, simulations assumed two classes of excitation onto mDA neurons: sensory cue-related (cyan) and movement initiation-related (purple). All excitatory inputs are independent functions of reward expectation ($\bullet$(rew)) with a shared history of reward experience. In addition, movement-related input contained delayed inhibition. Weight of input is schematized by fill shading in schematic. Consistent with experimental data (Fig. 2) in the naive condition, a predominant inhibition is observed around movement initiation and reflected in the increased weight of movement-related inhibition. Bottom, afferent activation of pathways at time $t$ are indicated by the saturation of pathway outline.

b, Changes in the strength of movement-related and cue-related inputs are schematized for the three main learning stages. Darker shading represents a greater input strength.

c, Changes in the relative timing of cue-related and movement-related activation for tone cue to water delivery (predicted) trials and unpredicted water delivery. The thickness of the line indicates weight of input.

d, Impulse response functions were derived from data using a single excitatory Gaussian function for cue-related activity or a sequence of excitatory and delayed inhibitory Gaussian functions for movement-related activity (Figs. 3, 5, 7). Impulse response functions scaled by input strength for cue-related activity or scaled and convolved with a probability distribution matching observed behavior distributions for movement-related activity (distributions were fitted to Fig. 7). This yielded two components of mDA activity (cue-related in cyan and movement-related in magenta).

e, Simulated mDA responses are the sum of these components for predicted (red) and unpredicted (black) water delivery. Simulated mDA responses and mDA neuron recording data are shown for comparison. See Methods for details to recreate figure.
learning-related properties of these correlates are variable across studies. Here we provide a set of observations obtained in a large set of identified mDA neurons from two major midbrain nuclei during associative learning that can help to reconcile these observations. We find that a majority of mDA neurons receive a sequence of excitation followed by inhibition around movement initiation, even in naive animals. Movement-related inhibition appears more constant than excitation, as the introduction of rewards to the context significantly increased excitation at least in the SNc subpopulation. However, even in a rewarded context, self-initiated movement did not result in large excitation across the entire population, but only within a minority of individual neurons in both the VTA and SNc.

Arguing against a movement-specific subpopulation in our data, 21 individual mDA neurons lacking excitation to reward cues, only 1 exhibited significant excitation around self-initiated movement (Supplementary Fig. 1d), whereas across the population, movement initiation-related and sensory cue-related activity was positively correlated (Fig. 5d, n = 96, r = 0.35, P < 0.001). We note that our recordings were localized to relatively lateral VTA and medial SNc. These subregions contain a substantial proportion of mDA neurons, and are less diverse in their connectivity, response patterns and biophysical properties than the medial VTA and lateral SNc, which might exhibit more specialization. Although we did not observe a clear dissociation between mDA neurons that respond to action initiation and sensory cues, we note that the characteristic response to movement initiation was correlated with a difference in baseline firing rate (Supplementary Fig. 1c), consistent with the mDA heterogeneity reflected in the biophysics of individual neurons.

Optogenetic manipulation can drive a substantially larger and more sustained activation of mDA populations than observed during behavior. Thus, we tested the sufficiency of mDA excitation for the control of movement using stimulation patterns calibrated (within the same animal) to physiological reward signals (largest transients observed during behavior). Stimulation calibrated to reward responses was sufficient to produce conditioned place preference, yet effects on movement were not apparent—arguing for a primary role of phasic dopamine signals in learning, rather than real-time behavioral control. A net effect on movement required stimulation at least 5x greater in magnitude and 2x greater in duration than that observed in response to reward and many-fold greater than the observed correlate of movement initiation. These data highlight the value of using calibrated exogenous stimulation and suggest that the typical phasic bursts of mDA activity associated with action initiation are not causal for movement. Rather, our data suggest that these mDA bursts may be a corollary signal that is associated with certain instances of action initiation under the expectation of a reward. The tight temporal synchronization of certain actions with phasic mDA signals (for example, Fig. 3b) suggests that the circuit mechanisms for generating phasic movement-related bursts in mDA neurons may fundamentally rely on the transition to action, not only on motivationally relevant sensory stimuli.

RPE correlates emerge following behavioral adaptation. Our study is consistent with the fundamental insight that mDA neuron activity reflects aspects of subjective reward expectation. We generated a parsimonious model that quantitatively accounts for the precise time course of the mDA response and the slow emergence of RPE correlates during initial learning. Our model contrasts with qualitative proposals that mDA responses in naive mice are primarily salience or novelty responses and/or reflect the direct sensation of a water reward. Our data and model are consistent with causal evidence that exogenous induction of RPE correlates in mDA neuron activity is sufficient for learning and that even prolonged suppression of mDA neuron activity within trials does not impair motor components of task performance.

Detailed analysis of the emergence of mDA activity correlates revealed that both sensory cue-related and action initiation-related mDA neuron activity (at least in part) reflect expectation of reward. Learning drives both changes in behavior (action timing) and enhanced sensory cue-related components that lead the integrated mDA response to correlate with RPE after learning. However, our data and our proposed model call for a revision of the proposed circuit implementation of RPE signaling during initial learning. The additive combination of sensory-related (input) and movement-related (output) signals in mDA neurons suggests that dopamine release could mediate a Hebbian-like teaching signal that reflects moments when sensory input coincides with action output. Hebbian rules are often sufficient for learning and can be equivalent to error-based rules. Thus, an initial correlation-based teaching signal in the activity of mDA neurons may allow a novice animal to rapidly learn from its successes and later produce RPE correlates that could be useful for reducing errors or adapting to changes in contingency.
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Methods

Mice. All procedures and animal handling were performed in strict accordance with protocols (11-39) that were approved by the Institutional Animal Care and Use Committee and consistent with the standards set forth by the Association for Assessment and Accreditation of Laboratory Animal Care. For behavioral and cell-attached recordings, we used 11 adult male Dat"\textsuperscript{+/-}Ai32 (Dat is also known as S6ka3) mice (10–24 weeks old) resulting from the cross of Dat"\textsuperscript{loxP} (The Jackson Laboratory, 006660) and Ai32 (The Jackson Laboratory, 012569) lines of mice, such that a Chr2--enhanced yellow-fluorescent protein (eYFP) fusion protein was expressed under the control of the endogenous dopamine-transporter Slc6a3 locus to specifically label dopaminergic neurons. For combined fiber photometry and Chr2-stimulation experiments, we used 8 Dat"\textsuperscript{+/-}Ai32 male mice (14–24 weeks old). The specificity of labelling in the Dat"\textsuperscript{+/-} mice has been previously characterized with Rosai26-reporter mice and the Dat"\textsuperscript{+/-}Ai32 double transgenic mouse line has been used previously to obtain specific activation of mDA neurons\(^52\). All animals were handled in accordance with guidelines approved by the Institutional Animal Care and Use Committee of Janelia Research Campus. Animals were housed on a 12-hour darklight cycle (08:00–20:00) and recording sessions were all done between 09:00–13:00. Following at least four days recovery from headcap implantation surgery, the water consumption of the mice was restricted to 1 ml per day for at least three days before training. Mice underwent daily health checks, and water restriction was eased if mice fell below 75% of their original body weight. No randomization procedure was used to determine inclusion of mice in the study—mice for each experiment type were chosen arbitrarily from among available litters.

Behavioral training. Mice were habituated to head fixation in a separate area from the recording rig in multiple sessions of increasing length over 2.5 days, including manual water administration through a syringe. Mice were then habituated to head fixation while resting in a spring-suspended basket in the recording rig for at least two sessions of 30 min or more before recordings were attempted or training commenced. No liquid rewards were administered during the acclimatization to the recording rig. A fixed-food diet was introduced, and a spring-suspended basket was then trained to learn a classical (Pavlovian) auditory- (conditioning task.

The reward consisted of 3 μl of water sweetened with the non-caloric sweetener acesulfame potassium delivered through a lick port under control of a solenoid. In the first training session, a 0.5-s, 10-kHz tone preceded reward delivery by 1.5 s on 100% of trials. In subsequent training sessions, unpredicted reward responding was assessed by randomly omitting the predictive tone on 30% of trials during select blocks of trials, with the result that the proportion of unpredicted reward trials never exceeded 10% of any given training session. Omitted reward responding was assessed by randomly omitting the reward following a predictive tone on 30% of trials during select blocks of trials, such that the proportion of omitted reward trials never exceeded 10% of any given training session. Intertrial intervals were chosen from randomly permuted exponential distributions (means of \(-10, 25\) or \(50\) s) in every 20 trials in order to fully disrupt reliable estimation of intertrial interval while keeping the mean interval tractable for recording. Ambient room noise was 50–55 dB, while an audible click of \(-53\) dB was associated with solenoid opening upon reward delivery. A 5-s, 10-kHz tone was set to \(-60\) dB loud. It should be noted that these stimuli are all quieter than the \(-72–90\) dB stimuli that were reported to activate mDA neurons through their salience in primates\(^3\). Indeed, in naive animals no significant modulation was apparent to the tone (Fig. 2a, left), and the time course of modulation by reward delivery early in training (Fig. 5a, b) was not consistent with proposed salience signaling in mDA neurons. However, to control for a possible shift in sensitivity for the predictive nature of the mDA reward response, we recorded from additional mice trained with an inaudible solvent (The Lee Company, LHQA1231220H).

Behavioral and electrophysiological measurements. Individual licks were time-stamped according to deflections of a piezo strip supporting the lick port. Piezo signals were high-pass filtered at 0.1 Hz, then rectified and smoothed by convolving with a square wave in order to facilitate identification of individual tongue strikes during high-frequency lick bouts.

Basket movements were recorded by a triple-axis accelerometer (Adafruit, ADXL335) attached to the underside of a custom-designed 3D-printed basket suspended from springs (Century Spring Corp, ZZ-36) well-suited to allow robust movements while fully supporting the 20–25 g body weight of adult mice. Basket height relative to the point of head fixation was set so that the back of a mouse was at a \(-30\)° angle to the plane of its head capsule. This positioning was comfortable for the animals and minimized the translation of body movement to movement of the brain with respect to the skull, allowing for more stable recordings. Raw accelerometer readings were filtered and all data were referenced to zero movement from rest to movement (movement initiations). Relative basket position was tracked by low-pass filtering accelerometer data at 2.5 Hz to enrich for the signal corresponding to forces due to the angle of the accelerometer with respect to the ground. Both lick and movement events were detected by threshold crossing but were timestamped according to their earliest deviation from the previous baseline interval.

Electrophysiological recordings were made with a Multiclamp 700B amplifier (Molecular Devices) interfaced to a computer by an analog-to-digital converter (National Instruments, PCI 6259) controlled by Axograph X recording software (www.axograph.com). Spikes were recorded in current-clamp mode, AC-coupled at 1 Hz, then high-pass filtered at 300 Hz to facilitate simple threshold crossing analysis to generate spike time stamps. Data were smoothed by convolving with a Gaussian function with a 20-ms decay.

The above signals as well as the command signals that spanned the predictive tone length, the reward solenoid open time and the activation time of the laser used for optotagging were synchronously recorded and digitized (at 1 kHz for behavioral data, 30 kHz for electrophysiology data) with a Cerebus Signal Processor (Blackrock Microsystems). Stimulations and cue deliveries were coordinated with custom-written software using Arduino Mega hardware (www.arduino.cc). Data was analyzed using MATLAB software (Mathworks). Data analysis was done in batches following days or weeks of recording sessions. During initial analysis, including timestamping of action potentials and alignment to task and behavioral variables, the experimenter was not located to the recording site (SN) of the individual neuron as well as the training progression of the animal at the time of recording. Blinding to the above variables during data acquisition was not attempted.

Cell-attached recording. A small cranialiot (<200-μm diameter) was made over the recording site (from bregma: \(-3.2\) posterior, 0.5 lateral for VTA; \(-3.0\) posterior, 1.5 lateral for SNC) at least 1 h before recording. Exposed brain tissue was kept moist with phosphate-buffered saline (PBS) at all times, and recording sites were covered with Kwik-Sil elastomer (WPI) outside of the recording session. Borosilicate glass pipettes (Sutter, BFL150-10) were pulled to a large taper (~10-mm taper) with a 1–2-μm tip (resistance 4–14 MΩ) with a P-97 micropipette puller (Sutter). Pipettes were filled with 0.5 M NaCl solution and mounted in a holder with a side port (Warner CWEH-T17P) to allow for a ~105-μm core, 0.22 numerical aperture (NA), Thorlabs that was coupled to a 473-nm laser (50 mW, OEM Laser Systems) to carry light to the pipette tip. An AgCl pellet reference electrode was placed in the well of saline that covered the cranialiot site. Experimental power ranges out of the assembly were estimated by painting the taper of a pipette with nail polish in order to simulate brain tissue attenuation of light escaping the tip and were found to be 0.5–1.5 mW across the laser powers used during experiments.

Pipettes were lowered through the brain with a micromanipulator (Luigs and Neumann) while a small cycling current injection enabled monitoring of resistance changes across the pipette tip. In addition to stereotactic coordinates, dopaminergic responses were further targeted empirically by monitoring extracellular potentials in response to brief (<5 ms) flashes of blue light through the pipette tip (Fig. 1e).

The amplitude of population responses closely corresponded to patterns of dopaminergic cell body enrichments predicted from standard coordinates\(^2\). Deviations from that correspondence represented errors introduced through individual anatomical variation or the plane of headcap attachment to the skull, and referencing of the population response enabled correction on subsequent passes, greatly increasing the yield of identified mDA recordings across the recording sessions for each animal. Once within a dopaminergic region, the pipette tip was advanced by 1–2-μm steps until a steep increase in resistance was detected. The pipette was then advanced 5–10 μm until positive-going spikes were recorded. Above noise (\(>0.5 \mu\text{V}\)) spikes were expressed as an average of 473-nm light stimulations, either in bursts of 1 ms flashes at 10 Hz or continuous pulses. Cells were not re-identified for the remainder of the recording session so as not to interfere with physiological responses. Cells were held for a median of 11 trials (interquartile range, 7–19) and a median of 27 self-initiated movements (interquartile range, 14–47). During pilot experiments, 0 of 20 neurons in the first 2-mm of tissue overlying the targeted areas were significantly modulated by stimulation with maximum laser power (\(-26\) mW out of the fiber tip), indicating that activation due to heating or other nonspecific processes was not a concern.

This technique is commonly referred to as ‘juxtacellular’ recording, however that term can suggest that transmembrane labelling was always performed. In order to increase yield from each animal, we did not label and recover a majority of cells, instead relying on the depth soundings reported by the extracellular responses to light for a reliable estimation of recording position. However, in some pilot experiments, identified mDA cells were labeled in the juxtacellular configuration for future recovery by including neurobiotin (Life Technologies) in the pipette solution and entraining spiking with 2 Hz, 50% duty cycle current injections of the minimum amplitude required to entrain spiking (\(>1 \mu A\)).

We quantified tone and reward responses by averaging firing rates over a 500-ms window following the cue and subtracting the mean baseline firing rate in the 1,000 ms preceding tone delivery\(^1\). We quantified movement responses by averaging firing rates over two 500-ms windows to identify initiation and subtracting baseline firing rates—this window was chosen in order to capture the bulk of both excitatory and inhibitory responses across different neurons. Slightly different windows were used for one-tailed tests of significant modulations of activity by movement initiation in single cells: for excitation, a 200-ms window beginning 100 ms before initiation was used; for inhibition, a 300-ms window beginning at the moment of movement initiation was used. These parameters better described the activity during the optimal windows for each signal.
Articles

NATURE NEUROSCIENCE | www.nature.com/natureneuroscience

The numbers of cells recorded in each trial type for each animal is included in Supplementary Table 1.

Combined fiber photometry and optogenetic stimulation. During the course of a single surgery session, Dat−/−;Ai32 mice received:

1. Bilateral injections of AAV2/1-CAG-FLEX-jRCaMP1a53 in the VTA (50–100 nl at the coordinates −3.1 mm anteroposterior (A/P), 1.3 mm mediolateral (M/L) from bregma, at depths of 4.6 and 4.3 mm) or in the SNc (100 nl at the coordinates −3.2 mm A/P, 0.5 mm M/L, depth of 4.3 mm).
2. Custom 0.39 NA, 200-μm fiber cannulas implanted bilaterally directly above the injection sites (VTA, −3.2 mm A/P, 0.5 mm M/L, depth of −4.1 mm; SNc: −3.2 mm A/P, 1.4 mm M/L, depth of 4.3 mm).
3. A fiber cannula implanted unilaterally in either dSTR (0.9 mm A/P, 1.5 mm M/L, depth of 2.5 mm) or vSTR (1.5 mm A/P, 0.85 mm M/L, depth of 4.1 mm). Hemisphere choice was counterbalanced across individual mice.

Imaging began 20 days post-injections using a fiber photometry system custom-built around a five-port fiber cube (FMC5, Doric Lenses). The system was designed with two parallel excitation–emission channels to allow for simultaneous measurement of RCaMP1a and eYFP fluorescence, the latter channel having the purpose of controlling for the presence of movement artifacts. The 470-nm and 565-nm fiber-coupled LEDs (M470F3, M565F3, Thorlabs) were connected to excitation ports with acceptance bandwidths of 465–490 nm and 555–570 nm, respectively, with 200-μm, 0.22-NA fibers (Doric Lenses). Light was conveyed through the sample port of the cube and the animal by a 200-μm core, 0.39-NA fiber (Doric Lenses) that terminated in a ceramic ferrule that was connected to the implanted fiber cannula by a ceramic mating sleeve (ADAL1, Thorlabs) using index matching gel to improve coupling efficiency (G608N3, Thorlabs). Light collected from the receivers were streamed into the Blackrock Cerebus Signal Processor described above at 30kHz. In order to avoid influencing physiological RCaMP signals, blue excitation for the measurement of the static eYFP signal was only used intermittently outside of recording periods to verify the absence of significant movement artifacts aligned to task events or somatic mDA stimulation. LEDs were controlled at a frequency of 50 Hz (3 ms on, 17 ms off) by TTL signals, which were recorded so that excitation-specific signals could be resolved in analysis using custom-written MATLAB code.

Somatic Chr2 excitation was performed with a 473-nm laser (50 mW, OEM Laser Systems) coupled by a branching fiber patch cord (200 μm, Doric Lenses) to the SNc or VTA-implanted fiber cannulas using a ceramic mating sleeve. All 30-Hz burst activations (10 ms on, 23 ms off) were delivered with durations of either 150 ms or 500 ms. Two levels of laser power were used, resulting in 1 mW or 7 mW peak power with constant illumination, measured at the tip of the ferrule of the patch cable. The lower level of 1 mW was chosen, because when given in a 150-ms-duration burst it resulted in axonal Ca++ signals equivalent to those measured in response to reward delivery after 2–4 training sessions. For movement-initiation sensitivity tests (Fig. 7b–d), burst stimulations were delivered with interstimulus intervals randomly chosen from an exponential distribution with a mean of 32 s. One of the four burst options (low or high power, short or long burst) were chosen at random for each trial.

Conditioned place preference. Mice were placed in an open arena with a clear floor through which video data were monitored, and their VTA- or SNc-targeted fibers were mated to the laser patch cable tethered to a commutator suspended above the arena. One quadrant was chosen at random in which the mouse would receive bilateral laser burst stimulation (calibrated to a reward-equivalent level: 150 ms long, 30 Hz burst with 1 mW peak power), and stimulation was triggered by entry into an area within one-half of the length of the quadrant from the corner of the quadrant (see Fig. 7f). Stimulation was delivered with a minimum interstimulus interval of 4 s while the mouse was in the designated stimulation area. This intermittent schedule was chosen rather than the more common constant burst illuminations used in order to be comparable to the isolated bursts used in the tests for movement initiation sufficiency. Sessions lasted 60 min and time spent in each quadrant was summed over the entirety of the session.

Statistical analysis. No statistical methods were used to pre-determine sample sizes but our sample sizes are similar to those reported in previous publications22,30. Data distribution was assumed to be normal but was not formally tested for normality. Paired comparisons were made using two-tailed Student’s t-tests, except where significance was tested for individual neuron activity aligned to movement or reward, in which case one-tailed Wilcoxon signed-rank tests were performed. Multiple comparisons were made using ANOVAs with Tukey’s post hoc multiple-comparisons test (Graphpad Prism). Contingency testing was done with the χ2 test. Errors are reported as standard errors of the mean (s.e.m.). All sample sizes refer to the number of distinct neurons summarized in the data, or for behavioral quantification (for example, Fig. 2b), it refers analogously to the number of distinct neuron recording sessions during which behavior was quantified. For the receiver-operator characteristic (ROC) analysis of differences between baseline and delay period (anticipatory) licking, number of licks were counted per 100-ms bins in the baseline period 1,000 ms before cue delivery, and compared to lick counts in 100-ms bins during the 1,000-ms delay period following cessation of the auditory cue.

Histology. Mice were killed by anesthetic overdose (isoflurane, >3%) and perfused with ice-cold PBS, followed by paraformaldehyde (4% wt/vol in PBS). Brains were post-fixed for 2 h at 4°C and then rinsed in saline. Whole brains were then sectioned (100μm thickness) using a vibrating microtome (VT-1200, Leica Microsystems). For recovery of juxta-labelled cells from pilot experiments exemplified in Fig. 1e–g, slices were incubated with Alexafluor594-conjugated streptavidin to visualize neurobiotin-labeled neurons against the backdrop of eYFP-expressing mDA neurons.

Model simulations. Simulations were implemented in MATLAB as described in Fig. 8 and the main text. Example simulation code related to Fig. 8 is available at http://www.dudmanlab.org/html/learnda.html.

Reporting Summary. Further information on research design is available in the Nature Research Reporting Summary linked to this article.

Code availability. The custom codes used to generate the results that support the findings of this study are available from the corresponding authors upon reasonable request. The code for the model simulation in relation to Fig. 8 is available at the following website: http://www.dudmanlab.org/html/learnda.html.

Data availability

The data used to generate the results that support the findings of this study are available from the corresponding authors upon reasonable request.
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Data collection

Axograph X was used to monitor neural recordings online and to control laser stimulation, while data was recording through a Blackrock Cerebus system under control of Cerebus Central Suite (7.0.3.0) software. Task variables were controlled by custom built Arduino-based hardware programmed with Arduino IDE (1.8.3) software.

Data analysis

Matlab r2016a and Graphpad Prism 6 were used for data analysis and statistical tests.

For manuscripts utilizing custom algorithms or software that are central to the research but not yet described in published literature, software must be made available to editors/reviewers upon request. We strongly encourage code deposition in a community repository (e.g. GitHub). See the Nature Research guidelines for submitting code & software for further information.
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The data and custom code used to generate results supporting the findings of this study are available from the corresponding authors upon reasonable request.
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| Sample size | No statistical methods were used to predetermine sample size. Sample sizes compared favorably with existing studies of dopamine neuron activity in awake-behaving animals, exceeding all previously reported data sets in the number of unambiguously-identified dopamine neurons included. |
| Data exclusions | No data were excluded from the analysis. |
| Replication | We have reported all methods and analysis details required to replicate our experiment. |
| Randomization | This is not relevant to our study, as care was taken that all mice used experienced identical training conditions. |
| Blinding | Data analysis was done in batches following days or weeks of recording sessions. During initial analysis including timestamping of action potentials and alignment to task and behavioral variables, the experimenter was blinded to the recording location (ventral tegmental area vs substantia nigra) of the individual neuron as well as the training progression of the animal at the time of recording. Blinding to the above variables during data acquisition was not attempted. |
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| Materials & experimental systems | Methods |
| --- | --- |
| n/a | n/a |
| □ | □ | Involved in the study | Involved in the study |
| - Unique biological materials | - ChIP-seq |
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| □ | |
| □ | |
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- **Laboratory animals**
  - We used male adult DAT-cre x ai32 mice (10-24 weeks old) resulting from the cross of DAT-IREScre (The Jackson Laboratory stock 006660) and Ai32 (The Jackson Laboratory stock 012569) lines of mice.

- **Wild animals**
  - The study did not involve wild animals.

- **Field-collected samples**
  - The study did not involve field-collected samples.