GEOMETRIC AND MATERIAL VARIABILITY INFLUENCES STRESS STATES RELEVANT TO COASTAL PERMAFROST BLUFF FAILURE
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Scientific knowledge and engineering tools for predicting coastal erosion are largely confined to temperate climate zones that are dominated by non-cohesive sediments. The pattern of erosion exhibited by the ice-bonded permafrost bluffs in Arctic Alaska, however, is not well-explained by these tools. Investigation of the oceanographic, thermal, and mechanical processes that are relevant to permafrost bluff failure along Arctic coastlines is needed. We conducted physics-based numerical simulations of mechanical response that focus on the impact of geometric and material variability on permafrost bluff stress states for a coastal setting in Arctic Alaska that is prone to toppling mode block failure. Our three-dimensional geomechanical boundary-value problems output static realizations of compressive and tensile stresses. We use these results to quantify variability in the loci of potential instability. We observe that niche dimension affects the location and magnitude of the simulated maximum tensile stress more strongly than the bluff height, ice wedge polygon size, ice wedge geometry, bulk density, Young's Modulus, and Poisson's Ratio. Our simulations indicate that variations in niche dimension can produce radically different potential failure areas and that even relatively shallow vertical cracks can concentrate displacement within ice-bonded permafrost bluffs. These findings suggest that stability assessment approaches, for which the geometry of the failure plane is delineated \textit{a priori}, may not be ideal for coastlines similar to our study area and could hamper predictions of erosion rates and nearshore sediment/biogeochemical loading.
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INTRODUCTION

Permafrost coastlines account for one-third of the global coastline (Lantuit et al., 2012). Declining sea ice in the Arctic Ocean has increased the length of the open-water season, exposing permafrost coastlines to more frequent and intense forms of wave energy and storm surge (Maslanik et al., 2007; Serreze et al., 2007; Overeem et al., 2011; Simmonds and Rudeva, 2012; Stammerjohn et al., 2012; Vermaire et al., 2013; Barnhart et al., 2014a). Annual rates of erosion along ice-rich portions of the Arctic Alaska coast have doubled since the middle of the twentieth century (Jorgenson and Brown, 2005; Mars and Houseknecht, 2007; Jones et al., 2009, 2018; Ping et al., 2011; Gibbs and Richmond, 2015; Gibbs et al., 2017) and are accelerating to values that are among the highest...
in the world (up to 20–30 m yr$^{-1}$; Reimnitz et al., 1988; Wobus et al., 2011; Barnhart et al., 2014b). Elevated erosion rates in the Arctic are projected to have significant environmental impacts on global carbon fluxes and marine food webs (Vonk et al., 2012; Fritz et al., 2017).

Much of Arctic Alaska is inaccessible by all-season roads; therefore, people and infrastructure are concentrated near the coastline. Native coastal villages in Alaska are now more frequently affected by erosion, with more than 30 facing relocation (U.S. Government Accountability Office, 2004, 2009). Active U.S. Department of Defense long-range Arctic coastal radars, which are dedicated to maintaining national sovereignty in the air, are experiencing higher-than-expected rates of bluff retreat (Hughes, 2016). Coastal erosion in Arctic Alaska is projected to increase the cost of maintaining infrastructure (e.g., roads and pipelines) by billions of dollars in the coming decades (Larsen et al., 2008). The financial impact of enhanced coastal erosion will likely be further exacerbated by emerging geopolitical pressures, including the discovery of natural resources (e.g., hydrocarbons and minerals) and the opening of new shipping routes and the construction of support facilities in the Arctic (Clement et al., 2013).

Thermo-denudation and thermo-abrasion are two thermal-mechanical processes that dominate the Arctic coastal erosion problem (Aré, 1988a,b; Günther et al., 2013). Thermo-denudation refers to the subaerial degradation of permafrost, which triggers ground failure that proceeds under the influence of gravity, typically in the form of subsidence or slumping. Thermo-abrasion refers to the combined effect of thermal and mechanical erosion of ice-rich permafrost bluffs due to wave action. Here, the parent material at the base of the bluff is warmed by the ocean and removed by the mechanical action of waves. A recess at the base of the bluff, commonly referred to as a “thermo-erosional niche,” progresses landward until the overhanging material fails via translational or toppling mode block failure (Hoque and Pollard, 2009).

Pioneering studies that focused on simulating niche formation in frozen coastal bluffs developed an analytical solution for one-dimensional heat transfer that predicts niche depth as a function of nearshore oceanographic conditions including water temperature, water level, and storm duration (Kobayashi, 1985; Kobayashi and Aktan, 1986). Due to the high ice content of many permafrost bluffs, more recent studies that have focused on simulating niche formation (e.g., Wobus et al., 2011) have adopted empirical equations that were originally designed to predict the melting rate of free-drifting icebergs (e.g., Russell-Head, 1980; White et al., 1980). These computationally efficient, rule-based niche advancement models have been paired with geometric criteria, such a critical niche depth (Ravens et al., 2012), or limit-equilibrium expressions to develop stability nomograms (Hoque and Pollard, 2009, 2016) and quantify bluff retreat rates (e.g., Barnhart et al., 2014b). An important theme that has emerged from these scientific contributions is the episodic nature of block failure in coastal permafrost systems, a key factor in estimating coastal erosion rates meant to guide land-use decisions (Thomas and Loague, 2016).

A less-studied component of permafrost bluff erosion is the mechanical behavior of the bluff leading up to failure. Stress is an important mechanical factor because it is the physical state variable that responds to the oceanographic forcings that affect the spatiotemporal characteristics of niche development and subsequent bluff failure (Frederick et al., 2016). Herein, we employ physics-based geomechanical simulation, in a concept-development mode (Loague et al., 2010), to quantify the impact of bluff geometry and material variability on stress states for coastal permafrost coastlines that are susceptible to toppling mode block failure. Our numerical simulation approach is advantageous in that it is based on measurable physical properties (as opposed to indirect analytical or empirical proxies). Furthermore, the potential failure does not need to be defined a priori, but rather, can be interpreted from the multidimensional patterns of stress produced by the model. The value of the work we present here lies in its ability to (1) improve process-based understanding of coastal permafrost bluff failure characteristics and (2) provide a foundation for more complex simulation scenarios geared toward resolving long-term erosion rates from an event-based perspective.

DREW POINT, ALASKA

The geomechanical simulation scenarios that we formulated are informed by observations from Drew Point, Alaska. Located ~100 km east of Utqiagvik (formerly known as Barrow; Figure 1A), the 9-km stretch of coastline at Drew Point consists of low-lying (∼5 m average height; Jones et al., 2018) bluffs that are set amid a broad coastal plain (Figure 1B). The bluffs host a network of ice wedges (1–3 m wide, 3–5 m deep; Jones et al., 2018) and ice wedge polygons (15 m average width; Jones et al., 2018) with fine-grained, ice-bonded marine sediments (∼40–90% ice by volume; Ping et al., 2011; Wobus et al., 2011; Kanevskiy et al., 2013; Barnhart et al., 2014b; Figure 1C) that were deposited in the late Quaternary (Jones et al., 2018). These bluff height and ice-content characteristics are typical for ∼25% of the Beaufort Sea coast (Barnhart et al., 2014b). The bluff stratigraphy at Drew Point includes vegetative matting, an active (seasonally unfrozen) surficial layer, and a complex sequence of terrestrial- and marine-derived sediments. Nearshore water depths at Drew Point are shallow (<2 m within 0.5 km of the shoreline; Jones et al., 2018) and exhibit microtidal (∼15 cm, daily to monthly; Barnhart et al., 2014b) fluctuations. During the sea ice-free summer/fall season, storms raise nearshore water levels and undercut the bluffs via thermo-abrasion (Figures 2A,B) until a toppling mode block failure occurs (Figure 2C). Although small-scale shear modes may exist, toppling appears to be the dominant failure mechanism at Drew Point. Typically, the failed blocks disintegrate in the nearshore environment (Figure 2D) over the course of days to weeks, providing only short-term armoring against further retreat (Barnhart et al., 2014b; Jones et al., 2018).
METHODS

We applied continuum mechanics theory with static simulations of three-dimensional (3D) heterogeneous elastic finite deformation to assess the impacts of bluff geometry and material variability on stress states leading up to permafrost bluff failure. We present the modeled state of stress here with the linear elastic equation, as the extent of deformation prior to the toppling block failure of the rigid, ice-rich permafrost bluff materials in our study area is relatively small over short (i.e., daily to weekly) timescales and well-approximates elastic finite deformation theory. Linear elastic theory has been used to examine stresses for vertical bluff geometries in a number of lower latitude, non-permafrost settings (e.g., Young and Ashford, 2008; Collins and Sitar, 2011; Lu et al., 2012). Static 3D linear elastic stress with a gravitational body force can be expressed (see Rao, 2007) as:

\[
\frac{\partial \sigma_{xx}}{\partial x} + \frac{\partial \sigma_{xy}}{\partial y} + \frac{\partial \sigma_{xz}}{\partial z} = 0
\]

(1)

\[
\frac{\partial \sigma_{xy}}{\partial x} + \frac{\partial \sigma_{yy}}{\partial y} + \frac{\partial \sigma_{yz}}{\partial z} = 0
\]

(2)

\[
\frac{\partial \sigma_{zx}}{\partial x} + \frac{\partial \sigma_{yz}}{\partial y} + \frac{\partial \sigma_{zz}}{\partial z} + \rho_b g = 0
\]

(3)

where \(\sigma\) is the stress \([M/LT^2]\), \(\rho_b\) is the (permafrost or ice wedge) bulk density \([M/L^3]\), \(g\) is the acceleration due to gravity \([L/T^2]\), and \(x-y-z\) are the map-view and vertical coordinates \([L]\). The nine components of stress within the equilibrium equations are defined by:

\[
\sigma_{xx} = \lambda \Delta + 2\mu \varepsilon_{xx}
\]

(4)

\[
\sigma_{yy} = \lambda \Delta + 2\mu \varepsilon_{yy}
\]

(5)

\[
\sigma_{zz} = \lambda \Delta + 2\mu \varepsilon_{zz}
\]

(6)

\[
\sigma_{xy} = \sigma_{yx} = \mu \varepsilon_{xy}
\]

(7)
FIGURE 2 | (A) Unmanned aerial vehicle (UAV)-based orthophoto mosaic of a tension crack (red star) visible on 24 July 2018. The local bluff height, niche height, and niche depth are approximately 4.9, 1.9, and 4.5 m, respectively. Yellow and brown shaded areas highlight ice wedges and polygon centers, respectively. Sequence of repeat UAV-based orthophoto mosaics showing (B) incipient failure (24 July), (C) recent failure (29 July), and (D) degradation of the permafrost block in the nearshore environment (03 August).
where $\varepsilon$ is the strain [dimensionless], $\lambda$ and $\mu$ are Lamé parameters [M/LT²], and $\Delta = \varepsilon_{xx} + \varepsilon_{yy} + \varepsilon_{zz}$. The nine components of strain are given as:

$$\varepsilon_{xx} = \frac{\partial u}{\partial x}$$

(10)

$$\varepsilon_{yy} = \frac{\partial v}{\partial y}$$

(11)

$$\varepsilon_{zz} = \frac{\partial w}{\partial z}$$

(12)

$$\varepsilon_{xy} = \varepsilon_{yx} = \frac{\partial u}{\partial y} + \frac{\partial v}{\partial x}$$

(13)

$$\varepsilon_{yz} = \varepsilon_{zy} = \frac{\partial w}{\partial y} + \frac{\partial v}{\partial z}$$

(14)

$$\varepsilon_{zx} = \varepsilon_{xz} = \frac{\partial u}{\partial z} + \frac{\partial w}{\partial x}$$

(15)

where $u$, $v$, and $w$ are displacement components [L] parallel to the $x$, $y$, $z$ axes. The Lamé parameters are:

$$\lambda = \frac{\mu E}{(1 + \nu)(1 - 2\nu)}$$

(16)

and

$$\mu = \frac{E}{2(1 + \nu)}$$

(17)

where $E$ is the Young’s modulus [M/LT²] and $\nu$ is Poisson’s Ratio [dimensionless] for permafrost or ice wedge.

The numerical code that we used is Albany, an open-source implicit unstructured finite-element application (Salinger et al., 2016; Sandia National Laboratories, 2017). The simulation domain is made up of square permafrost blocks intersected by a regular network of ice wedges (simplified as rectangular prisms) and is discretized with $\sim 2 \times 10^4$ nodes at 1-m average grid spacing (Figure 3). We did not include the active layer in our simulation framework for this study because its vertical extent is minimal ($\sim 25$ cm depth compared to the 5 m average bluff height) and its mechanical properties are poorly constrained for our study region. The lateral and rear surfaces, which include half ice wedge thicknesses, are symmetry-type displacement boundary conditions which mirror stress across the boundary. The basal surface is a fixed boundary with zero displacement, while the topographic surface and bluff face are free surfaces subject to displacement. The central portion of the bluff face is laterally separated by at least one permafrost block to reduce the impact of the displacement-type boundary conditions on the area of interest (i.e., cross section X-X’’ in Figure 3). The geomechanical boundary-value problem produces steady-state snapshots of stress and displacement (Figure 4). These simulations facilitated examination of stress patterns within the bluff and identification of the location and magnitude of the maximum tensile stress ($\sigma_{T_{\text{max}}}$) that forms along the topographic surface. The $\sigma_{T_{\text{max}}}$, created by a bending moment along the bluff...
face (Figure 4A), is an important metric because it reflects a likely initiation location for toppling mode block failure.

The modeling strategy that we adopted for this study was not an event-based reconstruction of stress encompassing bluff failure, but rather an evaluation of how the $\sigma_{\text{Tmax}}$ is influenced by plausible variations in bluff geometry and the material properties. These variations are not meant to serve as validation cases for Drew Point or encompass all possibilities, but rather, serve as a set of plausible, internally consistent numerical experiments to quantify the relative impact of geometric and material variability on the bluff’s stress state. The geometric characteristics that we considered (Figure 3) are niche height ($N_H$), niche depth ($N_D$), bluff height ($B_H$), permafrost block size ($B_S$), ice wedge thickness ($I_W$), and ice wedge depth ($I_D$). These characteristics were informed by field observations (e.g., hand survey methods such as a tape measure) and visual inspection of UAV-based aerial photography, as opposed to a formal statistical analysis. A series of UAV-derived orthophoto mosaics were created with Pix4D Mapper version 4.3.31 using $\sim$750 images in each survey acquired on 24 July 2018, 29 July 2018, and 03 August 2018, from a DJI Phantom 4 Pro V2 UAV for a 0.3 km$^2$ area located at Drew Point (Figure 2). We used the photos to examine ice wedge geometries, ice wedge polygon dimensions, niche dimensions, block failure locations relative to ice wedges, and block failure sizes. The ice wedge and permafrost mechanical properties that we considered (Figure 3) are bulk density ($\rho_b$), Young’s Modulus ($E$), and Poisson’s Ratio ($\nu$). The base case geometric and material parameter values (Table 1) represent the median of the bounding values that we observe in the field and laboratory, respectively. The base case geometric parameter values also approximate geometric conditions that we have observed just prior to bluff failure (Figure 2). The mechanical property values (Table 2) are based on unconfined compressive strength and direct tension tests that were conducted on intact permafrost core from the study region or literature-based values for pure crystalline ice (i.e., Schulson, 1999; Randhawa, 2018). While not comprehensive, the experimentally obtained mechanical and material properties are illustrative of a potential range of values. We provide a description of the permafrost mechanical tests in the Supplementary Material.

Our initial simulation ensemble targeted variability in geometric characteristics. Here, we constrained our analysis to variability within bounding-type parameter pairs (i.e., niche height vs. niche depth, bluff height vs. permafrost block size,
TABLE 1 | Parameter values used to evaluate the impact of variability in geometric and material properties on the magnitude and location of the simulated maximum tensile stress.

| Property | Parameter | Units | Values          | Source                        |
|----------|-----------|-------|-----------------|-------------------------------|
| G        | $B_S$     | m     | 10 15 20        | Jones et al., 2018; UAV-based photography |
| G        | $B_H$     | m     | 2.5 5 7.5       | Jones et al., 2018; UAV-based photography |
| G        | $l_B$     | m     | 50% $B_H$ 75% $B_H$ 100% $B_H$ | Jones et al., 2018; field observations |
| G        | $I_W$     | m     | 1 2 3           | Jones et al., 2018; field observations |
| G        | $N_H$     | m     | 2 4 6           | Field observations            |
| M        | $E_pf$    | Pa    | 1.0E+08 5.0E+08 1.0E+09 | Table 2                      |
| M        | $\nu_pf$ | Dimensionless | 0.1 0.25 0.4 | Table 2                      |
| M        | $\rho_{b,pf}$ | kg m$^{-3}$ | 1.000 1.250 1.500 | Table 2                      |
| G        | $E$       | Pa    | 5.0E+08 7.5E+08 1.0E+09 | Schulson, 1999; Randhawa, 2018 |
| G        | $\nu$     | Dimensionless | 0.1 0.25 0.4 | Schulson, 1999; Randhawa, 2018 |
| M        | $\rho_{b,i}$ | kg m$^{-3}$ | 871 917 963 | Schulson, 1999; Randhawa, 2018 |

G, geometric; M, material; $B_S$, block size; $B_H$, bluff height; $l_B$, ice wedge depth; $I_W$, ice wedge width; $N_H$, niche height; $N_D$, niche depth; $E$, Young’s modulus; $\nu$, Poisson’s Ratio; $\rho_b$, bulk density; $pf$, permafrost; $i$, ice.

and ice wedge thickness vs. ice wedge depth) to elucidate first-order impacts on the $\sigma_{T_{max}}$. Specifically, we simulated all combinations of the low, base case, and high values for each geometric pair to evaluate how the location and magnitude of the $\sigma_{T_{max}}$ changes across the solution space. We simulated a similar ensemble for the material property pairs (i.e., ice wedge vs. permafrost $\rho_b$, $E$, and $\nu$), and if we did not vary a physical parameter as part of the given pair, we applied the base case values.

After evaluating bulk sensitivities of tensile stress to variability in geometric and material properties, we focused on how niche formation affects the potential failure geometry. We manually advanced (via remeshing) the inland extent of the niche (at 0.5 m increments) for six erosional niche heights ranging from...
0.1 to 3 m, tracking the $\sigma_{\text{Tmax}}$, as well as the overall shape of the tensile vs. compressive stress fields. At each stage of niche advancement for the simulations, we noted whether or not the $\sigma_{\text{Tmax}}$ exceeded the lower bound ($\sim$100 kPa) tensile strength that was measured in the laboratory (Table 2). Our field observations suggest that once a tension crack forms at the surface, the permafrost bluff material on the ocean-facing side of the crack will eventually topple (Figure 2). Therefore, to compare the potential failure geometry for two end-member scenarios of niche height (i.e., 0.5 and 3 m) for cases where the tensile strength had been met (or exceeded), we drew a line from the point of $\sigma_{\text{Tmax}}$ to the apex of the niche (Figure 4C) and used this geometry to estimate potential failure areas. This simple failure geometry, which assumes that the failure blocks are rigid, is a reasonable approximation based on our field observations (Figure 2).

To assess how a vertical crack could alter displacement within the vicinity of the potential failure block, we imposed a void in our finite-element mesh that originates at the point of $\sigma_{\text{Tmax}}$ for the base case simulation scenario and extended it vertically downward. Our hypothetical fracture scenarios include voids that extend laterally in a straight line across a single permafrost block (parallel to the coast) and terminate at the bordering ice wedges, with a constant width (5 cm) and variable fracture depth (0–125 cm; $F_D$). The plan-view geometry of the simulated tension crack approximates conditions that we have observed in the field (Figure 2A). The depths represent 0–25% of the base case $B_H$ (5 m). Because our simulations are governed by elastic principles that do not encompass permanent deformation, we focus on how patterns (as opposed to absolute values) of displacement are manifested in the vicinity of the potential failure block in the presence of a fracture.

RESULTS

Our geometric and material property simulation ensembles (Figure 5) indicate that niche characteristics exert the largest impact on the location and magnitude of the $\sigma_{\text{Tmax}}$, with the strongest gradient in simulated $\sigma_{\text{Tmax}}$ following variability in niche depth ($N_D$). The $\sigma_{\text{Tmax}}$ for our niche pairs ranges from 2.6 to 6.2 m ($\Delta$ 3.6 m) inland of the bluff face (Figure 5A) and 29–281 kPa ($\Delta$ 252 kPa; Figure 5B). The block size ($B_S$) vs. bluff height ($B_H$) geometric characteristics impose the second greatest impact to the $\sigma_{\text{Tmax}}$, which ranges from 3.5 to 6.2 m ($\Delta$ 2.7 m) inland of the bluff face (Figure 5A) and 88 to 125 kPa ($\Delta$ 37 kPa; Figure 5B). Whereas, $B_S$ and $B_H$ influence the location of the $\sigma_{\text{Tmax}}$, $B_H$ dominates the overall impact to the magnitude of the $\sigma_{\text{Tmax}}$. Variability in the ice wedge width ($W_I$) and depth ($D_I$) impose $\leq$1 m and $\leq$15 kPa of change for the location and magnitude of the $\sigma_{\text{Tmax}}$, respectively (Figure 5). The reduction in $\sigma_{\text{Tmax}}$ for cases of increasing $W_I$ and $D_I$ reflects an overall stiffening of the bluff in the presence of more massive ice wedge networks. For our simulation scenarios, variability in material properties influences the magnitude of the $\sigma_{\text{Tmax}}$. The $\sigma_{\text{Tmax}}$ ranges from 94 to 139 kPa ($\Delta$ 45 kPa), 89 to 126 kPa ($\Delta$ 37 kPa), and 112 to 118 kPa ($\Delta$ 6 kPa) for the ice wedge vs. permafrost bulk density ($\rho_b$), Young’s modulus ($E$), and Poisson’s ratio ($\nu$) material pairs (Figure 5B), with sensitivity gradients that are more strongly tied to the permafrost characteristics. The 89–139 kPa ($\Delta$ 50 kPa) $\sigma_{\text{Tmax}}$ range for $\rho_b$ and $E$, as opposed to the 112–118 kPa ($\Delta$ 6 kPa) $\sigma_{\text{Tmax}}$ range for $\nu$, highlights the
importance of body forces and stiffness (as opposed to differences in lateral vs. axial strain characteristics) for our cantilever-type bluff conditions.

Based on the strong relationship between niche characteristics and $\sigma_{T_{\text{max}}}$, we conducted geometric simulations with more incremental, quasi-temporal increases in $N_D$ (0–10 m) for a wider range of $N_H$ values (0.1–3 m; Figure 6). The $\sigma_{T_{\text{max}}}$ for the suite of niche advancement scenarios remain within $\sim10$ kPa of each other until the $N_D$ reaches $\sim1.5$ m (Figure 6A). The tallest and shortest niches ($N_H = 3$ and 0.1 m) exceed our lower bound tensile strength estimate when the $N_D$ reaches 3.5 and 4.6 m, respectively (shaded area in Figure 6A). Niche advancement for end-member scenarios of $N_H$ reveal systematic differences in the patterns of tensile/compressive stress, as well as the variability in the simulated $\sigma_{T_{\text{max}}}$. During the advancement of a short ($N_H = 0.5$ m) niche (Figures 6B–D), the $\sigma_{T_{\text{max}}}$ consistently remains inland of the niche and results in a 21.8 m$^2$ potential failure area (Figure 6D). The advancement of the tall ($N_H = 3$ m) niche (Figures 6E–G) results in a considerably smaller, 8.7 m$^2$ potential failure area (Figure 6G). Throughout niche advancement, the shorter niche imparts a deeper and wider zone of tension, reflective of the greater extent of unsupported

**FIGURE 6** | (A) Simulated maximum tensile stress ($\sigma_{T_{\text{max}}}$) for six niche height ($N_H$) scenarios throughout incremental stages of niche depth ($N_D$) advancement. Snapshots of compressive/tensile stress fields along cross section X-X’ (Figure 3) during niche advancement for the (B–D) short and (E–G) tall niche cases. The stars in (B–G) are the $\sigma_{T_{\text{max}}}$ location, with a red star indicating a value that the $\sigma_{T_{\text{max}}}$ met or exceeded the tensile strength. Yellow shading in (D,G) highlights potential failure areas.
material. The highest compressive stresses generally coincide with the niche apex (Figure 4), although for the taller (≥3 m) and deeper niches (≥6 m), the maximum compressive stress moved slightly oceanward (up to ∼1 m).

We introduced vertical fractures (F_D ranging from 0 to 25% B_H) that extend downward from location of the σ_{Tmax} for our base case scenario (Table 1) to consider the impact of fracture geometries on displacement patterns for our geomechanical simulation framework (Figure 7). We tracked the percent increase in maximum displacement for each F_D (Figure 7A). As F_D increases, tension is focused near the tip of the fracture and the displacement field transitions from a relatively uniform (along-bluff) pattern to a more concentrated pattern with the maximum displacement located in the section of the bluff face that is directly seaward of the plan-view fracture midpoint (Figures 7B–D). The highest F_D (25% B_H) produces ∼40% more displacement than the lowest F_D (0% B_H), suggesting that the presence of a tension crack prior to failure can induce localized displacement.
DISCUSSION

Cross-Sectional Niche Characteristics
Among the geometric cases that we considered, the $\sigma_{T_{\text{max}}}$ is most sensitive to the cross-sectional niche characteristics (Figure 5). This result is physically consistent, as the niche geometry controls the degree to which the coastal bluff face acts as a cantilever with a bending moment that facilitates toppling mode block failure (Figure 4A). Based on our simulations, which include systematic variations of niche dimension (Figure 6), we found that bluffs with taller and narrower niches should fail in smaller masses compared to those with shorter and deeper niches (Figures 6D,G). Exposure of the bluff face to varying degrees of wave action and surge height is hypothesized to influence niche development (Kobayashi, 1985; Wobus et al., 2011; Ravens et al., 2012; Barnhart et al., 2014b; Hoque and Pollard, 2016).

High-intensity, short-duration storm energy may create tall and narrow niches, whereas low-intensity, long-duration storm energy may create short and deep niches. Therefore, an important implication of our work is that the location and shape of the potential failure plane could be modulated by the transient characteristics of the oceanographic forcings (e.g., wave power, water depth, and water temperature) that are delivered to a coastline. This suggests that a stability assessment approach, for which the failure plane is assumed to coincide with a constant geometric feature (e.g., a geologic discontinuity such as an ice wedge) or a particular niche depth, may not be ideal for coastlines similar to our study area. The impact of storm-based metrics (e.g., surge height, dwell time, and water temperature) on niche morphology could be examined with a physics-based modeling approach that expands upon ours to include transient simulations of oceanographic conditions.

Vertical Tension Cracks
A vertical tension crack in a bluff can increase the likelihood of failure because the extent of material available to resist the bending moment prior to toppling has decreased. Whereas ice wedges have been invoked as preferential failure planes for toppling mode block failure (e.g., Hoque and Pollard, 2009, 2016; Barnhart et al., 2014b; Jones et al., 2018), we have observed that failure also occurs along tension cracks in ice wedge polygon centers (Figure 2A). Given laboratory-based estimates of permafrost tensile strength (Table 2), our simulations suggest that tension cracks can form within the range of $N_D$ vs. $N_H$ that we considered for this study (i.e., 2–6 m and 1–3 m, respectively).

For example, the $\sigma_{T_{\text{max}}}$ for a simulation scenario with a 2 m $N_H$ and 3.75 m $N_D$ exceeds 100 kPa (Figure 6A) within 0.75 m of our field case, which shows a tension crack present for a bluff with a $\sim$1.9 m $N_H$ and $\sim$4.5 m $N_D$ (Figure 2A). Although the formation and propagation of tension cracks in coastal permafrost bluffs is currently not well-constrained, their presence is important because it signals that some amount of permanent deformation occurs prior to a topple. Neglecting this effect as part of a transient stability assessment approach could result in an underestimate of bluff failure potential.

Thermo-Mechanical Coupling
The numerical experiments that we present here do not include calculations of the thermodynamic state of the permafrost and ice wedge materials. However, the thermodynamic state of permafrost material is important because it determines the amount of frozen and unfrozen water content within the pore space, which has been shown to directly affect bulk mechanical properties (Arenson et al., 2007). In general, unfrozen water content weakens a partially frozen soil, resulting in a strength decrease and the possibility of larger deformations, because the presence of water reduces ice cementation. Fine-grained sediments, such as clays, tend to have the highest unfrozen water content even at temperatures well below the freezing point (Kruse and Darrow, 2017). The thermodynamic state of the permafrost material likely plays a role in niche development via the thermo-abrasion process and, therefore, the bluff geometry, which we have shown to have the largest impact on the location and magnitude of the $\sigma_{T_{\text{max}}}$. We hypothesize that the time-varying temperature/ice content of the permafrost markedly influences the timing of block failure. Future studies which include tightly coupled thermo-mechanical simulations could improve our ability to resolve the transient nature of the niche formation and quantify the impact of more realistic niche geometries (e.g., tapered wedges) on the stress field. This transient framework could also be used to explore how niche development occurs in the presence of multiple soil types (e.g., coarse- and fine-grained material), internal structures (e.g., sediment warping in the vicinity of ice wedges), and more realistic ice wedge geometries.

CONCLUSION

We simulated the impacts of variability in coastal permafrost bluff geometry and material properties on stress states leading up to block failure using continuum mechanics theory with static simulations of 3D elastic finite deformation. Our simulation framework tracked the maximum simulated tensile stress ($\sigma_{T_{\text{max}}}$) that forms along the topographic surface of a permafrost coastal bluff because it is a metric that reflects a likely initiation location for toppling mode block failure. We found that the geometric characteristics of the erosional niche exert the largest impact on the location and magnitude of the $\sigma_{T_{\text{max}}}$, whereas material properties only influenced the magnitude of the $\sigma_{T_{\text{max}}}$. Taller and narrower erosional niches promote smaller failure masses compared to those with shorter and deeper niches, suggesting that block failure characteristics could be tied to variations in the intensity and duration of storm energy that interacts with the coastline. We also observe that even relatively shallow vertical cracks can concentrate displacement within ice-bonded permafrost coastal bluffs, highlighting how deformation processes that create non-uniform patterns of displacement may play a role in localizing block failure. Taken together, our geomechanical simulations facilitate new hypothesis-testing regarding the prediction of decadal-scale erosion rates for increasingly dynamic coastal permafrost systems. We propose that developing a tightly coupled thermo-mechanical
model to solve heat transfer and finite deformation over the elastic-plastic regime for observed atmospheric/oceanographic conditions is a logical next step to (1) explore more complex geometric characteristics of the basal erosional niche and (2) track the development of tension cracks for coastal permafrost bluffs that are prone to toppling mode block failure. Comprehensive simulations of transient thermal-mechanical response could enable an investigation of stress states that encompass bluff failure.
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