Abstract

In this work, we show existence of invariant ergodic measure for switched linear dynamical systems (SLDSs) under a norm-stability assumption of system dynamics in some unbounded subset of $\mathbb{R}^n$. Consequently, given a stationary Markov control policy, we derive non-asymptotic bounds for learning expected reward (w.r.t the invariant ergodic measure our closed-loop system mixes to) from time-averages using Birkhoff’s Ergodic Theorem. The presented results provide a foundation for deriving non-asymptotic analysis for average reward-based optimal control of SLDSs. Finally, we illustrate the presented theoretical results in two case-studies.

1 Introduction

Last decade has seen tremendous advancements in non-asymptotic analysis of system identification and optimal control for linear time-invariant dynamical systems (e.g., [Tu und Recht (2018); Hao u. a. (2020); Oymak (2019); Fazel u. a. (2018); Simchowitz u. a. (2018); Sarkar u. a. (2019)]). When evaluating a value function corresponding to a policy for the infinite-horizon case, existing literature in non-asymptotic analysis, such as [Lazaric u. a. (2013); Tu und Recht (2018)], uses a discount factor on instantaneous rewards; this results in a policy iteration algorithm that computes a new policy that minimize immediate rewards rather than minimizing the cumulative reward over infinite horizon. While this approach might be valid for some application domains (e.g., finance), it may not be suitable in general setting; in the general case, it is preferable to minimize the expected reward with respect to the stationary distribution induced by the choice of the control policy [Bertsekas (1995)].

The main challenge in using this approach is that, when system dynamics is not known, we do not have access to the stationary distribution. However, let us assume that we do have access to instantaneous rewards and are able to show that the underlying dynamical system mixes geometrically to an invariant ergodic measure. Then, the expected reward w.r.t the stationary distribution induced by our choice of control policy can be approximated from time-averages of instantaneous rewards, under mild assumptions on the reward function. On the other hand, when system dynamics is unknown, average reward-based optimal control requires bounds on the mixing time; i.e., these methods require a bound on the length of time-averages of the reward that, with high probability, approximate

In this work, by the reward function we actually refer to the cost function in the control sense.
the expected reward w.r.t the stationary distribution induced by the choice of the control policy. \cite{zahavy2019non} recently provided non-asymptotic analysis for this problem when the underlying state-space is discrete. In this work, we focus on the case when the controlled dynamical systems is an unknown switched linear dynamical system in continuous state-space $\mathbb{R}^n$. We first show sufficient conditions for existence of an ergodic invariant distribution. After establishing existence, we provide analysis for non-asymptotic sample complexity of learning the expected reward from its time-averages.

### 1.1 Preliminaries and Background

**Notation.** $\mathbb{N}$ and $\mathbb{R}$ denote the sets of natural and real numbers, respectively. $I_n \in \mathbb{R}^{n \times n}$ denotes the $n$ dimensional identity matrix, whereas $|\nu - \mu|_1$ is the total variation distance between probability measures $\mu$ and $\nu$. For random variables $x$ and $y$, $E(x)$ and $\text{Cov}(x, y)$ denote the expectation and covariance. $\lambda^x()$ is the n-dimensional Lebesgue measure, and $\mathbb{B}_{\mathbb{R}^n}$ is Borel $\sigma$-algebra on $\mathbb{R}^n$. $B^n_\alpha := \{x \in \mathbb{R}^n : \|x\|_2 \leq \alpha\}$ is the $\alpha$-ball in $\mathbb{R}^n$. Also, $y_n \xrightarrow{a.s} y$ denotes that $y_n$ converges almost surely to $y$, whereas to simplify our presentation $a \wedge b$ denotes $\min(a, b)$. $\chi()$ is the indicator function, $Q > 0$ ($Q \geq 0$) denotes that matrix $Q$ is positive (semi)definite, and $\rho(A)$ is the spectral radius of matrix $A \in \mathbb{R}^{n \times n}$. Finally, for a set $\mathcal{K} \subseteq \{1, ..., M\}$, its complement is $\mathcal{K}^c := \{1, ..., M\}\setminus \mathcal{K}$.

**Background.** We consider a discrete-time switched linear dynamical system (SLDS) of the form

$$x_{t+1} = \sum_{j=1}^M (A_j x_t + B_j u_t + w^j_t) \chi_{M_j}(x_t).$$

Here, $x_t \in \mathbb{R}^n, u_t \in \mathbb{R}^p$ denote the system’s state and input, respectively, and $A_j, B_j \in \mathbb{R}^{n \times n}$ and $B_j \in \mathbb{R}^{n \times p}, j = 1, ..., M$, capture system dynamics in each of the $M$ regions that decompose the state-space – the regions, defined as $M_j = \{x \in \mathbb{R}^n : L_j x \leq C_j\}, j = 1, ..., M$, are pairwise disjoint satisfying $\bigcup_{j=1}^M M_j = \mathbb{R}^n$ In addition, for a fixed region $j$, noise vectors $w^j_t$ are i.i.d. and satisfy $w^j_t \sim \mathcal{N}(0, I_n)$ and $\text{Cov}(w^j_t, w^k_t) = 0$, for all $t$, $s \geq 0$ and $j \neq k \in \{1, 2, ..., M\}$.

We assume that the applied control law $u_t$ is a linear function of state $x_t$ weighted by policy $\pi$ i.e., $u_t = \pi x_t$ with $\pi \in \mathbb{R}^{p \times n}$. We use a common (control) reward function $\rho(x, u) = \sqrt{x^TQx + u^TRu}$, where $Q \succeq 0, R > 0$, and $Q, R \in \mathbb{R}^{n \times n}$ \cite{bertsekas1995dynamic}. Hence, under the control law $u = \pi x$, which we also denote as $u = \pi(x)$, we have that $\rho(x, \pi x) = \sqrt{x^T(Q + \pi^T R \pi)x}$; furthermore, the closed-loop dynamics of (1) can be captured as

$$x_{t+1} = \sum_{j=1}^M \left( (A_j + B_j \pi) x_t + w^j_t \right) \chi_{M_j}(x_t) = \sum_{j=1}^M \left( \hat{A}_j^\pi x_t + w^j_t \right) \chi_{M_j}(x_t).$$

Finally, if $x_t$ from (2) under policy $\pi$ mixes to a stationary distribution $\nu_\pi$, we define the steady-state reward $\rho(\pi)$ associated with the policy $\pi$ as $\rho(\pi) = E_{x \sim \nu_\pi} \rho(x, \pi(x))$.

The contributions of this paper are twofold. First, we derive sufficient conditions under which samples of the closed-loop system trajectories from (2), under policy $\pi$, mix geometrically to a unique ergodic invariant measure $\nu_\pi$ (in Section 2). Second, when the closed-loop system in (2) satisfies the derived conditions, leveraging Birkhoff’s pointwise ergodic theorem, which implies

$$\lim_{N \to \infty} \frac{1}{N} \sum_{t=0}^{N-1} \rho(x_t, \pi(x_t)) \xrightarrow{a.s} \int \rho(y, \pi(y)) \nu_\pi(dy) =: \rho(\pi),$$

we provide finite sample analysis for learning $\rho(\pi)$, defined in (3), with high probability from time averages $\frac{1}{N} \sum_{t=0}^{N-1} \rho(x_t, \pi(x_t))$ (in Section 3). We show that the complexity of the sample analysis linearly depends on the size of the state space as opposed to quadratic dependence when a discounted LQR is used on commonly considered linear Gaussian dynamical systems (e.g., as in \cite{tu2018finite}). Finally, we validate the presented results on case studies (in Section 4).

\footnote{To simplify our notation, we employ a polyhedra-based region representation. On the other hand, any pairwise-disjoint region decomposition of the state space would suffice.}

\footnote{Since $\rho(x, \pi x) = \sqrt{x^T(Q + \pi^T R \pi)x}$ is effectively a function of $x$, to simplify our notation, from now on we will use $\rho(x_t)$ instead of $\rho(x_t, \pi(x_t))$; the role of policy $\pi$ will also always be clear from $\nu_\pi$.}
2 Mixing of SLDSs to Invariant Distributions

We start by considering a linear time-invariant dynamical system with a state-space representation
\[ x_{t+1} = Ax_t + w_t, \]
where \((w_t)_{t \in \mathbb{N}}\) is i.i.d with distribution \(N(0, I_n)\) and spectral radius \(\rho(A)\) satisfies that \(\rho(A) < 1\). For \(A \in \mathbb{R}^{n \times n}\) and any \(s \in \mathbb{N}\), one step transition kernel is defined as \(P(x, A) = P(x_{s+1} \in A|x_s = x)\) and \(k\)th step transition kernel is denoted by \(P^k(x, A) = P(x_{s+k} \in A|x_s = x)\). Proving existence of an ergodic invariant measure using such a variation approach, would require showing that for all \(x, y \in \mathbb{R}^n\) for all \(s \in \mathbb{N}\) it holds that \(\lim_{s \to \infty} \|P^s(x, \cdot) - P^s(y, \cdot)\|_{TV} = 0\).

For SLDS \((4)\), \(P(x, \cdot) = N(Ax, I_n)\), and it is a common knowledge that the sequence from \((4)\) mixes geometrically to a unique ergodic invariant Gaussian distribution \(Tu \text{ and Recht (2018)}\); at the same time \(\sup_{(x,y) \in \mathbb{R}^n x \mathbb{R}^n} \|P(x, \cdot) - P(y, \cdot)\|_{TV} = 2\), making total variation approach infeasible for Gaussian kernel on unbounded state space. Adding to the difficulty of SLDS analysis, the transition kernel for the state sequence of the closed-loop system \((4)\) is more complex than for linear time-invariant systems \((4)\), which is a standard benchmark in non-asymptotic analysis \(\text{(e.g., Abbasi-Yadkori u. a. (2019); Tu und Recht (2018))}\).

This brings us to the theory of Wasserstein metric and optimal transport \(V\) intani (2008), which is used to construct a metric on \(P(\mathbb{R}^n) \times P(\mathbb{R}^n)\) under which \((2)\) mixes to an invariant measure; here, \(P(\mathbb{R}^n)\) is the space of probability measures on \(\mathbb{R}^n\). For a lower semi-continuous function \(d(x, y)\) on \(\mathbb{R}^n \times \mathbb{R}^n\), Wasserstein metric on \(P(\mathbb{R}^n)\) is defined as
\[ W^1_d(\nu, \mu) = \inf_{(X,Y) \in \Gamma(\nu,\mu)} \mathbb{E} d(X,Y); \]
here, \((\nu, \mu) \in P(\mathbb{R}^n) \times P(\mathbb{R}^n)\), and \((X, Y) \in \Gamma(\nu, \mu)\) implies that random variables \((X, Y)\) follow probability distributions on \(\mathbb{R}^n \times \mathbb{R}^n\) with marginals \(\nu\) and \(\mu\). For example, if \(d(x, y) := \chi_{x \neq y}(x, y)\), it follows that
\[ W^1(\nu, \mu) = \inf_{(X,Y) \in \Gamma(\nu,\mu)} \mathbb{P}(X \neq Y) = \frac{1}{2} ||\nu - \mu||_{TV}. \]

For any function \(V : \mathbb{R}^n \to [0, \infty)\), we define \(\mathcal{D}V(x) := \int_{\mathbb{R}^n} V(y)P(x, dy)\) \[\text{Intuitively speaking, to prove existence of an invariant measure, our goal is to show that for all } x, y \in \mathbb{R}^n \text{ there exists some metric } d_\mathcal{D} \text{ on } P(\mathbb{R}^n) \times P(\mathbb{R}^n) \text{ such that } d_\mathcal{D} \text{ acts as a contraction on the transition kernel of } (2) - \text{i.e., } d_\mathcal{D}(P^t(x, \cdot), P^t(y, \cdot)) \leq \eta \cdot d_\mathcal{D}(P^{t-1}(x, \cdot), P^{t-1}(y, \cdot)), \]
for some \(\eta < 1\) and all \(t \in \mathbb{N}\). If the space \(P(\mathbb{R}^n)\) is complete under the metric \(d_\mathcal{D}\), \((7)\) implies existence of a unique invariant measure that the SLDS from \((2)\) mixes to \(\text{[Hairer (2010)] introduces corresponding easy-to-verify conditions; if there exist function } V(x), \gamma \in (0, 1), K \in \mathbb{R}, \text{ and } \alpha > 0 \text{ s.t. }\]
\[ (i) \quad \mathcal{D}V(x) \leq \gamma V(x) + K, \quad \text{for all } x \in \mathbb{R}^n \]
\[ (ii) \quad \|P(x, \cdot) - P(y, \cdot)\|_{TV} \leq 2(1-\alpha), \quad \text{for all } (x, y) \in \mathbb{R}^n \times \mathbb{R}^n \text{ s.t. } V(x) + V(y) \leq \hat{r}, \]
with \(\hat{r} > \frac{2K}{1-\gamma}\), then system \((2)\) mixes geometrically to a unique ergodic invariant measure \(\text{[4]}\)
on the transition kernel, i.e., (7) holds for \(dp := W^{1}_{d,y} \), as defined in (5), where \(d_{y}(x,y) := (2 + \beta V(x) + \beta V(y)) \cdot \chi_{x \neq y}(x,y) \) for some \(\beta > 0 \) and \(\eta < 1\); note here that \(\eta\) depends on \(\alpha\) and \(\beta\). Furthermore, completeness of \(P(\mathbb{R}^{n})\) equipped with metric \(W^{1}_{d,y}\) directly follows from lower semi-continuity of \(d_{y}(x,y)\).

**Theorem 1.** Consider a control law \(u_{t} = \pi(x_{t})\), and assume that there exists \(\rho < \infty\) such that for all \(k_{\text{unbd}} \in K_{\text{unbd}} := \{k \mid (1 \leq k \leq M) \text{ and } (\mathcal{A}_{k} \cap (B_{\rho}^{n})^{c} \neq \emptyset)\}\), it holds that \(\|\hat{A}^{\pi}_{k}\|_{2} < 1\). Then, the system (2) mixes geometrically to a unique ergodic invariant distribution \(\nu_{\pi}\).

Before proving Theorem 1, note that the theorem assumption is that, given a control law \(u_{t} = \pi(x_{t})\) there exists a bounded ball around the origin where the closed-loop dynamics might be unstable, but is stable outside the ball. The bounded set is essentially same as the aforementioned ‘sufficiently large level set’, and to show that (8) and (9) hold, we proceed as follows.

**Proof.** Consider function \(V(x) = \|x\|_{2}^{2}\). From (2), we have \(P(x,A) = \sum_{j=1}^{M} P_{j}(x,A)\chi_{A_{j}}(x)\), where \(P_{j}(x,) \sim \mathcal{N}(\hat{A}^{\pi}_{j}x,I_{n})\). Define \(c := \max_{k \in K_{\text{unbd}}} \|\hat{A}^{\pi}_{k}\|_{2}^{2}\) and \(\gamma := \max_{\beta \in K_{\text{unbd}}} \|\hat{A}^{\pi}_{\beta}\|_{2}^{2}\); then, from the theorem assumption it holds that \(\gamma < 1\).

If we assume that the initial state \(x_{0} := x\) satisfies \(\|x\|_{2} < \rho\), then there exists a \(k \in K_{\text{unbd}}\) such that

\[
\mathcal{P}V(x) = E_{y \sim \mathcal{N}(\hat{A}^{\pi}_{k}x,I_{n})}(y_{k}) = E_{z \sim \mathcal{N}(0,I_{n})}(z) = (n + c\varphi^{2}).
\]

However, if the initial state is \(x_{0} := x\) such that \(\|x\|_{2} > \rho\), then there exists \(j \in K_{\text{unbd}}\) such that

\[
\mathcal{P}V(x) = E_{y \sim \mathcal{N}(\hat{A}^{\pi}_{j}x,I_{n})}(y_{k}) = E_{z \sim \mathcal{N}(0,I_{n})}(z) = n + \gamma \|x\|_{2}^{2} = (\gamma + \gamma V(x)).
\]

Therefore, starting from any initial condition in \(\mathbb{R}^{n}\), from (10) and (11) it holds that

\[
\mathcal{P}V(x) \leq \gamma V(x) + \frac{(n + c\varphi^{2})}{\gamma}.
\]

and thus (8) holds for the closed-loop dynamical system from (2) under the theorem assumptions. To show (9), we define

\[
\dot{r} := \frac{2(n + c\varphi^{2})}{\gamma(1 - \gamma)} \quad \Rightarrow \quad \dot{r} > \frac{2(n + c\varphi^{2})}{(1 - \gamma)}.
\]

where the right side holds since \(\gamma < 1\). For any \(x,y \in \mathbb{R}^{n}\), \(P(x,\cdot)\) and \(P(y,\cdot)\) follow \(\mathcal{N}(\hat{A}^{\pi}_{x}x,I_{n})\) and \(\mathcal{N}(\hat{A}^{\pi}_{y}x,I_{n})\) respectively, for some \(j,k \in \{1,2,\ldots,M\}\). Gaussians are absolutely continuous w.r.t. Lebesgue measure, implying that \(\|P(x,\cdot) - P(y,\cdot)\|_{L^{2}} = 2 - 2E_{A_{x},A_{y}}(f_{x}(z) \wedge g_{y}(z))dz\) (see e.g., van Handel (2014)), with \(f_{x}(z)\) and \(g_{y}(z)\) being the density functions of \(P(x,\cdot)\) and \(P(y,\cdot)\), respectively. Now, let us define

\[
\alpha(x,y) := \int_{\mathbb{R}^{n}} (f_{x}(z) \wedge g_{y}(z))dz.
\]

We have that \(\alpha(x,y) = 0 \iff f_{x}(z) \wedge g_{y}(z) = 0\) almost everywhere (a.e.) w.r.t. Lebesgue measure on \(\mathbb{R}^{n}\) (Folland 2013). Thus, the existence of \(\alpha(x,y) > 0\), for any specific \((x,y)\), directly follows if we can show that \(f_{x}(z) \wedge g_{y}(z) > 0\) a.e. w.r.t. Lebesgue measure on \(\mathbb{R}^{n}\). We show in Appendix under the heading of Claim 1 that for each \((\hat{x},\hat{y}) \in \mathcal{D}\), where \(\mathcal{D} := \{(x,y) \in \mathbb{R}^{n} \times \mathbb{R}^{n} : V(x) + V(y) \leq \hat{r}\}\) and \(\hat{r}\) is defined in (13), it holds that \(\alpha(\hat{x},\hat{y}) > 0\). Now, let \((\hat{X},\tau_{x})\) and \((\hat{Y},\tau_{y})\) be topological vector spaces. Consider the space \(\hat{X} \times \hat{Y}\) equipped with product topology \(\tau_{(x,y)} := \tau \left(\pi_{1}^{-1}(A) \cap \pi_{2}^{-1}(B)\right)\) for all \((\hat{A},\hat{B}) \in \tau_{x} \times \tau_{y}\), where \(\pi_{1}(x,y) := x\) and \(\pi_{2}(x,y) := y\); i.e., the smallest topology under which projection maps are continuous. Then on \((\hat{X} \times \hat{Y},\tau_{(x,y)})\), \(V(x) + V(y) \leq \hat{r}\) implies that \(\tau_{x}(x,y) + \tau_{y}(x,y) \leq \hat{r}\). As for (13), \(\hat{X},\hat{Y} = \mathbb{R}^{n}\) and \(\tau_{x},\tau_{y}\) coincides with usual metric topology on \(\mathbb{R}^{n}\). \(\tau_{(x,y)}\) coincides with usual metric topology on \(\mathbb{R}^{2n}\). Since, \(V\) is continuous by construction, composition of two continuous functions is continuous and addition of continuous functions is again continuous. Therefore, \((x,y) \longmapsto V(x) + V(y)\) is a continuous mapping from \((\hat{X} \times \hat{Y},\tau_{(x,y)})\) to \((\mathbb{R},\tau_{R})\), where \(\tau_{R}\) is the topology that coincides with the usual
Almost sure (a.s) convergence in (14) allows for learning holds that function metric topology on $\mathbb{R}$ and preimage of a compact subset of $(\mathbb{R}, \tau_\mathbb{R})$ under a continuous function is compact (see e.g., Folland (2013)). Hence, $D$ is compact subset of $(\mathcal{X} \times \mathcal{Y}, \tau_{(x,y)})$. Since infimum and supremum are always attained on a compact subset, we have that $\alpha := \inf_{(x,y) \in D} \alpha(x,y) > 0$ and $|P(x, \cdot) - P(y, \cdot)|_{tv} \leq 2(1 - \alpha)$ for all $(x, y) \in D$; meaning that (9) also holds.

### 3 Non-Asymptotic Analysis of Learning the Expected Reward w.r.t $\nu_\pi$

Geometric ergodicity of (2) under the assumptions from Theorem 1 allows us to use Birkhoff’s pointwise ergodic theorem, from which it holds that

$$\frac{1}{N} \sum_{i=0}^{N-1} h(x_i) \xrightarrow{a.s.} \int_{\mathbb{R}^n} h(y) \nu_\pi(dy),$$

for any function $h \in L^1(\mathbb{R}^n, \mathbb{R}^n, \nu_\pi)$, (see e.g., Haier (2006)). Furthermore, note that (12) implies that $\int_{\mathbb{R}^n} V(y) \nu_\pi(dy) := \int_{\mathbb{R}^n} \|y\|^2 \nu_\pi(dy) \leq \frac{\alpha + \epsilon^2}{1 - \alpha^2},$ Haier (2006). Hence, for any reward function $r(x)$ that can be written as $(x^T \hat{P} x)^\beta$, for some $\hat{P} > 0$ and $q \leq 1$, it follows that $\lim_{N \to \infty} \frac{1}{N} \sum_{i=0}^{N-1} r(x_i) \xrightarrow{a.s.} \int_{\mathbb{R}^n} r(y) \nu_\pi(dy) < \infty$ for the SLDS (2) under the assumptions from Theorem 1.

Almost sure (a.s) convergence in (14) allows for learning $\mathbb{E}_{y \sim \nu_\pi} r(y)$ non-asymptotically from the observable time averages $\frac{1}{N} \sum_{i=0}^{N-1} r(x_i)$ of the SLDS (2), which brings us to the theory of regenerative Markov chains. Specifically, let us assume that for Markov chain $(x_i)_{i \in \mathbb{N}}$ there exist a $\beta \in (0, 1)$, a subset $S \subset \mathbb{R}^n$, and a probability measure $\nu$, such that $\inf_{x \in S} P(x, \cdot) \geq \beta \nu(\cdot)$. Then we can define a valid residual kernel $R(x, \cdot) := P(x, \cdot) - \beta \chi_S(x) \nu(\cdot)$. Now, conditioned on $\tilde{x}_{i-1} = x$, we define $P(\tilde{\theta}_{i-1} = 1 | \tilde{x}_{i-1} = x) = \beta \cdot \chi_S(x)$; it directly follows that $P(\tilde{\theta}_{i-1} = 0 | \tilde{x}_{i-1} = x) = 1 - \beta \cdot \chi_S(x)$.

In addition, we define the one-step transition probability from $(\tilde{x}_{i-1})$ to $\tilde{x}_i$ as

$$P(\tilde{x}_i \in A | \tilde{x}_{i-1} = x) = \beta \cdot \chi_S(x) \nu(A) + (1 - \beta \cdot \chi_S(x)) R(x, A).$$

It is a straightforward check that $P(\tilde{x}_i \in A | \tilde{x}_{i-1} = x) = P(x, A)$. Now, let us define the first regeneration time $T = T_1 = \tau := \tau_1 = \inf(t > 0 : \hat{\theta}_{t-1} = 1)$, and for each $m \in \mathbb{N}$, $m^{th}$ regeneration time $\tau_m := \inf(t > \tau_{m-1} : \hat{\theta}_{t-1} = 1)$, $m^{th}$ excursion length of the Markov chain as $T_m := \tau_m - \tau_{m-1}$, as well as $B_m := (\tau_m, \ldots, \tau_{m+1} - 1)$ and $x_{B_m} = (x_{\tau_m}, \ldots, x_{\tau_{m+1} - 1})$. If $x_0 = x_0 \sim \nu(\cdot)$, then strong Markov property implies that we can break $(x_i)_{i \in \mathbb{N}}$ into i.i.d blocks process $(x_{B_m})_{m \in \mathbb{N}}$. Notice that $x_{B_m} = x_0$. Then, $x_{B_m} \sim \nu(\cdot)$ and any distribution $\psi$ such that $x_0 \sim \psi$ implies (see Bertail and Ciołek (2018) for more details). Using the Law of Large Numbers on the i.i.d blocks, it can be easily verified (see e.g., Athreya and Lahiri (2006)) that the invariant measure $\nu_\pi$ satisfies that for any $A \in \mathcal{B}(\mathbb{R}^n)$, it holds that

$$\nu_\pi(A) = \frac{\mathbb{E}_0 \sum_{i=0}^{T-1} \chi_A(x_i)}{\mathbb{E}_0 T}.$$ 

If we also define $\tau(x) := r(x) - \mathbb{E}_{y \sim \nu_\pi} r(y)$, $R(N) := \min(k > 0 : \tau_k > N)$ and $\Delta(N) := \tau(R(N)) - N$, then for each $N \in \mathbb{N}$, it holds that

$$\frac{1}{N} \sum_{i=0}^{N-1} \tau(x_i) = \frac{1}{N} \sum_{i=0}^{T-1} \tau(x_i) + \frac{1}{N} \sum_{i=\tau + 1}^{\tau(R(N)) - 1} \tau(x_i) - \frac{1}{N} \sum_{i=N}^{\tau(R(N)) - 1} \tau(x_i) =: \frac{1}{N}(|\mathcal{O}_1 + \mathcal{Z} - \mathcal{O}_2|).$$

(18)
Therefore, (21) holds with compactness of $S$.

To use the aforementioned concept for the SLDS (2), for $\gamma \in (0, 1)$, we define $\hat{V} : \mathbb{R}^n \to [1, \infty)$ as

$$
\hat{V}(x) := \left(1 + \frac{1 - \gamma \|x\|_2^2}{2}\right).
$$

Now start with the following result.

**Theorem 2.** An SLDS (2) under assumptions in Theorem 1 with $\mathcal{S} := \mathbb{R}^{n^2}/\sqrt{2(n+c\gamma^2+1)} = \{x \in \mathbb{R}^n : \|x\|^2_2 \leq (n+c\gamma^2+1)\}$ and some probability measure $\hat{V}$ on $\mathbb{R}^n$, satisfies that

$$(\hat{V})(x) \leq \lambda \hat{V}(x) + K_2 \chi_S(x), \quad \lambda \in (\gamma, 1), K_2 \in \mathbb{R},$$

and the other direction does not always hold.

**Proof.** For $\|x\|_2 > \rho$, we are looking for a $\lambda \in (\gamma, 1)$ and a region $C$ such that $\hat{V}(x) \leq \lambda \hat{V}(x)$ for all $x \in S^\prime := C \cap (\mathbb{R}^n \setminus \{x : \|x\|^2_2 \leq (n+c\gamma^2+1)\})$. Since (*) below holds from Theorem 1 proof, $\hat{V}(x) \leq \lambda \hat{V}(x)$ holds if

$$(\hat{V})(x) \leq 1 + \frac{1 - \gamma (\|x\|^2_2 + n)}{2} \leq 1 + \frac{1 - \gamma \|x\|^2_2}{2} \implies (1 - \lambda) + \frac{1 - \gamma \|x\|^2_2}{2} \leq \frac{(\lambda - \gamma)(1 - \gamma)n^2}{2}.$$

Thus, any $\lambda \in (\gamma, 1), C := \{x \in \mathbb{R}^n : \|x\|^2_2 > (n+c\gamma^2+1)\}$ and $K_2 = \frac{n^2}{2} + c\gamma^2$ would ensure that (20) holds; this follows from (12) and the fact that $n \geq 1$.

To show that (21) holds, we extend the idea of Douc u. a. (2014) for the system (2). For the compact set $S$ (from the theorem statement), if $x \in \mathcal{M} \cap S$, we have that for $A \in \mathcal{B}^{\mathcal{S}\times S}$ it holds that

$$
P(x, A) = \frac{1}{(2\pi)^{\frac{n}{2}}} \int_A \exp \left(-\frac{\|y - \tilde{A}_x^T x\|^2_2}{2}\right) \left(\frac{1}{(2\pi)^{\frac{n}{2}}} \int_S \exp \left(-\frac{\|y - \tilde{A}_x^T x\|^2_2}{2}\right) \lambda^n(A \cap S) \right) \leq \lambda^n(A \cap S).$$

Here, (22) follows from the fact that $\lambda^n(S) \geq \frac{2^n}{n!} \geq 1$ (see e.g., Folland (2013)), where

$$\Gamma(1 + \frac{n}{2}) = \int_0^\infty x^{\frac{n}{2}} e^{-x} dx.$$

Therefore, for any $x \in S$, we have

$$
P(x) \geq \frac{1}{(2\pi)^{\frac{n}{2}}} \left(\inf_{(x,y) \in \mathcal{M} \cap S} \exp \left(-\frac{\|y - \tilde{A}_x^T x\|^2_2}{2}\right) \lambda^n(A \cap S) \right).$$

Therefore, (21) holds with

$$
\beta = \frac{1}{(2\pi)^{\frac{n}{2}}} \left(\inf_{(x,y) \in \mathcal{S}\times S} \exp \left(-\frac{\|y - \tilde{A}_x^T x\|^2_2}{2}\right) \lambda^n(A \cap S) \right).$$

where compactness of $\mathcal{S}\times S$ in the product topology and finitely many ‘\&’ operations ensures that $\beta \in (0, 1)$, and $\hat{\nu}() = \frac{\lambda^n(:S)}{\lambda^n(S)}$. 

\[\square\]
Theorem 3. Consider a (fixed) \( \delta \in (0, 1) \) and any reward function of the form \( r(x) = \sqrt{x^T \hat{P} x} \), where \( \hat{P} > 0 \). If \( N \) satisfies \( N \geq \Omega\left(\frac{n^2}{\beta^2} \right) \), then (15) holds with probability at least \( 1 - \delta \).

Before moving to the proof, which is based on the approach from Latuszynski u. a. (2013) [4], we define as well as upper bound \( \pi(\hat{V}) := \frac{1}{2n} \int V(y) \nu_y(dy) \leq 1 + (1 - \gamma) (n + \beta^2) \frac{\sigma_y^2}{2n} + \mathcal{E}_x(\hat{V}) := \sup_{N \in \mathbb{N}} \mathcal{P}^N V(x) = 1 + (1 - \gamma) \sup_{N \in \mathbb{N}} \mathcal{P}^N V(x) \leq \pi(\hat{V}) + (1 - \gamma) \frac{\gamma}{2} \|x\|_2^2 \).

W.l.o.g assume \( \|\hat{P}\|_2 \leq 1 \), then \( \|\pi\|_{\mathcal{P}^N}^2 := \sup_{x \in \mathbb{R}^n} \frac{\mathcal{P}^N V(x)}{\mathcal{P}^N V(\hat{V})^2} \leq \sup_{x \in \mathbb{R}^n} \frac{x^T \hat{P} x + \pi(\hat{V})}{x^T \frac{\gamma}{2} (1 + \frac{1 - \gamma}{2n} \|x\|_2^2) \leq 2n (1 - \gamma)} \).

With these upper bounds and values \( \beta, K_2, \lambda \) we can also compute upper bounds on the following variables (which allows us to capture major bound terms) \( \sigma^2_{as}(P, r) := \frac{E_\varphi (\sum_{i=0}^{T\beta} \tau(x_i)))^2}{E_\varphi T} \), \( C_0(P) := E_{\nu_\beta} \beta - \frac{1}{2} + C_1(P, r) := \sqrt{E_{\varphi} (\sum_{i=0}^{T\beta} \tau(x_i))).^2} \) and \( C_2(P, r) := \sqrt{E_{\varphi} (\chi(T < n) \sum_{i=0}^{T\beta - 1} \tau(x_i)^2}^2 \) – this directly follows from Theorem 4.2 and Proposition 4.5 from Latuszynski u. a. (2013), which are satisfied if the Markov chain satisfies (20) and (21). Details of the proof is given in Appendix.

3.1 Discussion: LLD Block Sequences and Their Link to Sample Complexity.

Although Theorem [3] gives explicit bounds on sample complexity by computing upper bounds on specific coefficients related to SLDS governed by (2), using Theorem 4.2 and Proposition 4.5 from Latuszynski u. a. (2013) and then sample complexity follows from Theorem 3.1 of Latuszynski u. a. (2013). However, to give a clear explanation to the reader of the how does the existence of i.i.d blocks for Markov chain from SLDS in (2) leads to the sample complexity shown in Theorem 3 recall:

\[
\mathbb{P}_\varphi\left(\frac{1}{N} \sum_{i=0}^{N-1} r(x_i) - \int_{\mathbb{R}^n} r(y) \nu_y(dy) > \epsilon\right) \leq \frac{E_\varphi(Z^2 + (O_1 - O_2)^2 + 2Z(O_1 - O_2))}{N^2\epsilon^2} \tag{26}
\]

As we already have a lower bound on the sample complexity in Theorem [3] it is sufficient to consider bounding \( \frac{1}{N^2} \mathbb{E}_\varphi Z^2 \) from (26), with \( x_0 \sim \psi \) for any arbitrary distribution \( \psi \). Recall that \( Z \) corresponds to i.i.d block sequences. To proceed, we first bound the term \( E_\varphi \left( \sum_{i=0}^{T\beta - 1} \tau(x_i) \right)^2 \) as

\[
E_\varphi \left( \sum_{i=0}^{T\beta - 1} \tau(x_i) \right)^2 = \frac{E_\varphi T \mathbb{E}_\varphi R(N) = \sigma^2_{as}(P, r) E_\varphi \tau(R(N)) = \sigma^2_{as}(P, r) \cdot \left( N + \mathbb{E}_\varphi \Delta(N) \right) \right. \leq \frac{N + C_1(\lambda) \tau(\hat{V}) + C_2(\lambda, K_2)}{(27)}
\]

where (blocks) converts summation over trajectory into summation over the \( R(N) \) i.i.d blocks, and (**) follows by applying Wald’s Lemma on the i.i.d blocks. In addition, (****) holds for sufficiently large \( \beta \) from Theorem 4.2 in Latuszynski u. a. (2013), and \( C^1(\cdot) \) and \( C^2(\cdot) \) are constant functions of their respective arguments.

Now, for \( \sigma^2_{as}(P, r) \) defined as in (27), it holds that

\[
\sigma^2_{as}(P, r) := \frac{E_\varphi \left( \sum_{i=0}^{T\beta - 1} \tau(x_i) \right)^2}{E_\varphi T} = \frac{E_\varphi \left( \sum_{i=0}^{T\beta - 1} \tau^2(x_i) \right)}{E_\varphi T} + \frac{E_\varphi \left( \sum_{i=0}^{T\beta - 1} \tau(x_i) \sum_{j=0}^{T\beta - 1} \tau(x_j) \right)}{E_\varphi T} \\
\leq \left(1\right) E_{\nu_\beta} \tau^2 + 2E_{\nu_\beta} \left( \sum_{i=1}^{T\beta} \tau P \tau \right) \leq \frac{2n}{1 - \gamma} \left( E_{\nu_\beta} \hat{V} + 2E_{\nu_\beta} \left( \sum_{i=1}^{T\beta} \hat{V} P \hat{V} \right) \right) \leq \frac{1}{\gamma} C_3(\lambda, K_2) \pi(\hat{V})
\]

As we rely on the approach and proof from Latuszynski u. a. (2013), and apply it to the SLDS from (2), we employ the same notation as Latuszynski u. a. (2013).
We simulated 100000 independent trials for every considered size of the state space varying from 1 : 2000. In addition, (iii) holds from Theorem 4.2 in Łatuszyński u. a. (2013), and $C^3(\cdot)$ is a constant function of its argument. From Theorem 3, we have that $\pi(\hat{V}) \leq \frac{1}{2}(1 + c_0^2)$, as $n \geq 1$. Therefore, $E_{\psi}\left(\sum_{i=0}^{T_{R(N)-1}} \tau(x_i)\right)^2 \leq \frac{nN}{1-\beta C^4(K_2, \lambda, c, \rho^2)}$, where $C^4(K_2, \lambda, c, \rho^2)$ is a constant function depending on $K_2, \lambda, c$ and $\rho^2$. With this inequality at hand, if $x_0 \sim \psi$ then as captured in Łatuszyński u. a. (2013) (discussion between (3.10) and (3.11)) it holds that

$$\frac{1}{N^2} E_{\psi} Z^2 = \frac{1}{N^2} E_{\psi} \left(\sum_{i=1}^{T_{R(N)-1}} \tau(x_i)\right)^2 = \frac{1}{N^2} \sum_{j=1}^{N} E_{\psi} \left(\sum_{i=1}^{T_{R(N)-1}} \tau(x_i)\right)^2 \mid T = j \rangle \leq \frac{nN}{1-\beta C^4(K_2, \lambda, c, \rho^2)}.$$  

(28)

Now, it directly follows that the sample complexity is $\Omega\left(\frac{n}{\beta^2-\beta(1-\gamma)}\right)$.

## 4 Case Studies

One of our main results is proving linear dependence of the sample complexity on the state space dimensions (with all other variables fixed). To validate this phenomenon empirically, we generate a sequence of closed-loop matrices $(A_1(n), A_2(n))_{n \in \mathbb{N}}$ such that $A_1(n) = \gamma I_n$, and $A_2(n) = \epsilon I_n$, where we assign $\gamma = 0.9$ and $\epsilon = 2$, as well as $\rho = 10$ (as defined in Theorem 1). Specifically, we consider the SLDSs (2), with size of the state space $n$ varying from $n = 1 : 2000$, with increments of 50, and $M = 2$ state regions, resulting in

$$x_{i+1}(n) = \hat{A}_1(n)x_i(n) + w_1^2(n), \quad \text{if } \|x_i(n)\| > \rho$$

$$x_{i+1}(n) = \hat{A}_2(n)x_i(n) + w_1^2(n), \quad \text{if } \|x_i(n)\| \leq \rho,$$

where $w_1^2(n)$ and $w_2^2(n)$ are appropriate $n$ dimensional Gaussians as discussed in Section 2. With an accuracy parameter $\epsilon := 1e - 10$ (from (15)) we define our pseudo sample complexity for state space of size $n$ as the smallest $N(n) \in \mathbb{N}$ such that

$$\left|\frac{1}{N(n)} \sum_{i=0}^{N(n)} r(x_i(n)) - \frac{1}{N(n)+1} \sum_{i=0}^{N(n)+1} r(x_i(n))\right| < \epsilon.$$  

(29)

We simulated 100000 independent trials for every considered size of the state space varying from $n = 1 : 2000$ and averaged the pseudo sample complexity for a more accurate description i.e., $N^\prime(n) := \sum_{i=1}^{100000} N_i(n)_{\text{independent trial}}$, where ‘$i$’ represents each independent trial. As shown in Figure 1 in higher dimensions sample complexity depends linearly on dimensions of the state space. Another important factor is the dependence on ‘$\gamma$’. We repeated the aforementioned procedure with 10000 independent trials and same system dynamics, but with ‘$\gamma$’ varied from 0.5 to 0.9 with increments of 0.05; the obtained results are shown in Figure 2. Our results from Figure 2 validate that the sample complexity degrades with an increase in $\gamma$ as captured in Theorem 5.

## 5 Conclusion

We showed existence of invariant ergodic measure for closed-loop switched linear dynamical systems, which are stable in an unbounded subset of the state-space. In addition, we derived non-asymptotic bounds for learning the expected reward from time-averages. With all other parameters fixed, we showed that the sample complexity of learning the expected reward (w.r.t the ergodic invariant measure the closed-loop switched linear dynamical systems mixes to) is linear to the state-space size and inverse quadratic in the approximation error $\epsilon$ (i.e., $\Omega\left(\frac{n}{\beta^2}\right)$); hence, extending existing non-asymptotic results to a class of nonlinear dynamical systems. By learning the expected reward instead of a value function parameterized by a discount factor, we provided a non-asymptotic analysis that is valid for applications that require minimizing asymptotic rewards.
Figure 1: Average pseudo-sample complexity v.s. the state-space dimension.
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Appendix

Claim 1. For every \((x, y) \in D\), where \(D := \{(x, y) \in \mathbb{R}^n \times \mathbb{R}^n : V(x) + V(y) \leq \hat{r}\}\) and \(\hat{r}\) is defined in (13), it holds that an \(\alpha(x, y) := \int (f_x(z) \wedge g_y(z))\) \(dz > 0\).

Proof. As discussed in Section 2, it suffices to prove that \(f_x(z) \wedge g_y(z) > 0\) a.e. w.r.t Lebesgue measure on \(\mathbb{R}^n\).

We identify the following three cases and prove the claim for each case.

Case 1. \(|x|_2 \leq \rho, |y|_2 > \rho\) and without loss of generality (w.l.o.g.) assume that \(P(x, \cdot) \sim \mathcal{N}(\hat{A}_x^y x, I_n)\) and \(P(y, \cdot) \sim \mathcal{N}(\hat{A}_y^x y, I_n)\) where \(\|\hat{A}_x^y\|_2^2 \leq \varepsilon\) and \(\|\hat{A}_y^x\|_2^2 \leq \gamma < 1\). Then it holds that

\[
f_x(z) \wedge g_y(z) = \frac{1}{(2\pi)^\frac{n}{2}} \exp\left(-\frac{|z|^2}{2}\right) \left(\exp\left(-\frac{\|\hat{A}_x^y x\|_2^2}{2}\right) \wedge \exp\left(-\frac{\|\hat{A}_y^x y\|_2^2}{2}\right) \exp(-z^T \hat{A}_x^y x) \wedge \exp(-z^T \hat{A}_y^x y)\right)
\]

\[
\geq \frac{1}{(2\pi)^\frac{n}{2}} \exp\left(-\frac{|z|^2}{2}\right) \left(\exp\left(-\frac{\|\hat{A}_x^y x\|_2^2}{2}\right) \wedge \exp\left(-\frac{\|\hat{A}_y^x y\|_2^2}{2}\right) \exp(-z^T \hat{A}_x^y x) \wedge \exp(-z^T \hat{A}_y^x y)\right)
\]

\[
= \frac{1}{(2\pi)^\frac{n}{2}} \exp\left(-\frac{|z|^2}{2}\right) \left(\exp\left(-\frac{\|\hat{A}_x^y x\|_2^2}{2}\right) \wedge \exp\left(-\frac{\|\hat{A}_y^x y\|_2^2}{2}\right) \exp\left(-\frac{(n + \varepsilon \rho^2)}{(1/\gamma)}\right) \exp(-z^T \hat{A}_x^y x) \wedge \exp(-z^T \hat{A}_y^x y)\right),
\]

where the last inequality follows from the fact that \(\frac{2(n + \varepsilon \rho^2)}{\gamma(1-\gamma)} \geq \|y\|_2^2 > \rho^2\). Since \((1-\gamma) > 0\), we get that the right side of (30) is \(> 0\) a.e w.r.t Lebesgue measure on \(\mathbb{R}^n\).

Case 2. \(|x|_2 > \rho, |y|_2 > \rho\) and w.l.o.g let us assume that \(P(x, \cdot) \sim \mathcal{N}(\hat{A}_x^y x, I)\) and \(P(y, \cdot) \sim \mathcal{N}(\hat{A}_y^x y, I)\), where \(\|\hat{A}_x^y\|_2^2 \leq \gamma\) and \(\|\hat{A}_y^x\|_2^2 \leq \gamma\). Then, the following holds:

\[
f_x(z) \wedge g_y(z) = \frac{1}{(2\pi)^\frac{n}{2}} \exp\left(-\frac{|z|^2}{2}\right) \left(\exp\left(-\frac{\|\hat{A}_x^y x\|_2^2}{2}\right) \wedge \exp\left(-\frac{\|\hat{A}_y^x y\|_2^2}{2}\right) \exp(-z^T \hat{A}_x^y x) \wedge \exp(-z^T \hat{A}_y^x y)\right)
\]

\[
\geq \frac{1}{(2\pi)^\frac{n}{2}} \exp\left(-\frac{|z|^2}{2}\right) \left(\exp\left(-\frac{\|\hat{A}_x^y x\|_2^2}{2}\right) \wedge \exp\left(-\frac{\|\hat{A}_y^x y\|_2^2}{2}\right) \exp(-z^T \hat{A}_x^y x) \wedge \exp(-z^T \hat{A}_y^x y)\right)
\]

\[
\geq \frac{1}{(2\pi)^\frac{n}{2}} \exp\left(-\frac{|z|^2}{2}\right) \left(\exp\left(-\frac{\|\hat{A}_x^y x\|_2^2}{2}\right) \wedge \exp\left(-\frac{\|\hat{A}_y^x y\|_2^2}{2}\right) \exp\left(-\frac{(n + \varepsilon \rho^2)}{(1-\gamma)}\right) \exp(-z^T \hat{A}_x^y x) \wedge \exp(-z^T \hat{A}_y^x y)\right),
\]

Here, the last inequality follows from the fact that \(\frac{2(n + \varepsilon \rho^2)}{\gamma(1-\gamma)} \geq \|y\|_2^2 > \rho^2\) and \(\frac{2(n + \varepsilon \rho^2)}{\gamma(1-\gamma)} \geq \|x\|_2^2 > \rho^2\). Since \((1-\gamma) > 0\), it holds that the right side of (31) is \(> 0\) a.e w.r.t Lebesgue measure on \(\mathbb{R}^n\).
Case 3. $|x|_2 \leq \varrho$, $|y|_2 \leq \varrho$ and w.l.o.g we assume that $P(x, \cdot) \sim \mathcal{N}(\hat{A}^x_n x, I)$ and $P(y, \cdot) \sim \mathcal{N}(\hat{A}^y_n x, I)$, where $\|\hat{A}^x_n\|_2 \leq C$ and $\|\hat{A}^y_n\|_2 \leq C$. Then, it holds that

$$f_x(z) \wedge g_y(z) =$$

$$= \frac{1}{(2\pi)^{\frac{n}{2}}} \exp\left(-\frac{|z|^2}{2}\right) \left( \exp(-\frac{\|\hat{A}^x_n z\|_2^2}{2}) \exp(-z^T \hat{A}^x_n x) \wedge \exp(-\frac{\|\hat{A}^x_n z\|_2^2}{2}) \exp(-z^T \hat{A}^x_n x) \right)$$

$$\geq \frac{1}{(2\pi)^{\frac{n}{2}}} \exp\left(-\frac{|z|^2}{2}\right) \left( \exp(-\frac{C|z|^2}{2}) \exp(-\frac{C|y|^2}{2}) \exp(-\frac{C|z|^2}{2}) \exp(-\frac{C|y|^2}{2}) \right)$$

$$\geq \frac{1}{(2\pi)^{\frac{n}{2}}} \exp\left(-\frac{|z|^2}{2}\right) \left( \exp(-\frac{Cg^2}{2}) \exp(-\frac{Cg^2}{2}) \exp(-\frac{Cg^2}{2}) \exp(-\frac{Cg^2}{2}) \right).$$

(32)

Hence, the right side of (32) is $> 0$ a.e w.r.t Lebesgue measure on $\mathbb{R}^n$, which concludes the proof. \qed

Proof of Theorem 3

Proof. Using Theorem 3.1 in Latuszyński u.a. (2013) we get that

$$\mathbb{E}_x \left( \frac{1}{N} \sum_{i=0}^{N-1} (r(x_i) - \int r(y) \nu_{\tau}(dy))^2 \right)$$

$$\leq \frac{\sigma^2_{as}(P, r)}{N} \left( 1 + \frac{C_0^2(P)}{N^2} + 2 \frac{C_0(P)}{N} \right) + 4 \frac{C_1(P, r) \sigma_{as}(P, r)}{N} \left( 1 + \frac{C_0(P)}{N} \right) + 4 \frac{C^2_1(P, r)}{N^2}. \tag{33}$$

Now, from Theorem 4.2 and Proposition 4.5 in Latuszyński u.a. (2013), it follows that

$$\frac{4 \frac{C_1(P, r) \sigma_{as}(P, r)}{N} \left( 1 + \frac{C_0(P)}{N} \right)}{\sqrt{N}} \leq 4 \frac{c_{10\alpha}}{N} \left( 2\pi(\hat{V}) + \frac{1}{2n} \gamma \|x\|^2 \right) \frac{2n}{1 - \gamma} \leq 4 \left( \frac{c_{10\alpha}}{N} \right) \left( \frac{6n + 2c_2 g^2 + \gamma \|x\|^2}{1 - \gamma} \right),$$

(34)

$$\frac{4 \frac{C^2_1(P, r)}{N^2}}{N} \leq 4 \left( \frac{c_1^2}{N^2} \right) \left( 3n + c_3 g^2 + \gamma (1 - \gamma) \|x\|^2 \right), \tag{35}$$

$$2 \sigma^2_{as}(P, r) \frac{C_0(P)}{N^2} \leq c_{20\alpha} \frac{18n + c_3 g^2 + 3c_2 g^2}{N(1 - \gamma)}, \tag{36}$$

$$\frac{\sigma^2_{as}(P, r) \frac{C^2_0(P)}{N^2}}{N^2} \leq c_{20\alpha} \frac{24n + \frac{3c^2 g^2}{2} + \frac{27c_2 g^2}{2} + \frac{c^3 g^4 + \frac{3c^2 g^4}{2}}{(1 - \gamma)N^3}}{(1 - \gamma)^3}, \tag{37}$$

$$\frac{\sigma^2_{as}(P, r) \frac{C_0(P)}{N^2}}{N} \leq \left( \frac{1 + \sqrt{\lambda}}{1 - \sqrt{\lambda}} + \frac{2\sqrt{\beta} - \sqrt{\lambda - \beta}}{\beta(1 - \sqrt{\lambda})} \right) \frac{2n}{N} \frac{\pi(\hat{V})}{N} \leq \frac{4(1 + \sqrt{\gamma} \sqrt{1 - \gamma} \sqrt{2 + c_2 g^2})}{N \beta(1 - \gamma)^2} \left( 3n + c_3 g^2 \right) \tag{38}$$

Therefore, it holds that

$$\mathbb{P}\left( \frac{1}{N} \sum_{i=0}^{N-1} r(x_i) - \int r(y) \nu_{\tau}(dy) > \epsilon \right) \leq \delta \implies \mathbb{E}_x \left( \frac{1}{N} \sum_{i=0}^{N-1} (r(x_i) - \nu_{\tau}(r))^2 \right),$$

$$\frac{\sigma^2_{as}(P, r)}{N} \left( 1 + \frac{C^2_0(P)}{N^2} + 2 \frac{C_0(P)}{N} \right) + 4 \frac{C_1(P, r) \sigma_{as}(P, r)}{N(1 + \frac{C_0(P)}{N})} + 4 \frac{C^2_1(P, r)}{N^2} \leq \delta$$

$$\implies N \geq \frac{o_1(2\alpha n + o_2 + o_3 \gamma \|x\|^2)}{(1 - \gamma)\delta c_3 \epsilon^2}, \tag{39}$$

where (39) follows from (32)–(38). $c_{10\alpha}$, $c_1^2$, $c_{20\alpha}$ and $c_{20\alpha} 20$ are constants that contain $\lambda$ factor, but since we left $\lambda$ as any arbitrary value between $(\gamma, 1)$, we ignore writing down the tedious exact form the aforementioned constants. However, $o_1$, $o_2$ and $o_3$ are fixed constants independent of $n$, $\gamma$ and $\lambda$. \qed