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Abstract
We study quantum phase transitions by measuring the bond energy, the number density, and the half-chain entanglement entropy in the one-dimensional ionic Hubbard model. By using the matrix product operator to perform the infinite density matrix renormalization group, we obtain the ground states in the canonical form of matrix product states. Depending on the chemical potential and the staggered potential, the number density and the half-chain entanglement entropy shows clear signatures of a Mott transition. Our results confirm the success of using the matrix product operator method to investigate itinerant fermion systems.
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1 Introduction

The intrinsic characteristics of quantum entanglements [1, 2] are essential elements in the study of quantum phase transitions [3]. In recent years, there has been a great deal of interest in entanglement entropy [4], which is a quantum phase transition marker [5] in the interacting spin [6–8], boson [9], and fermion [10–13] systems.

When the von Neumann entropy of two neighboring central sites in a long chain for fermionic models is studied [14], the two-site entropy is a better indicator of a quantum phase transition than the calculated gaps, order parameters, or the single-site entropy are. Thus, because the half-chain is even larger than two-site, the half-chain entanglement entropy is a good marker for detecting quantum phase transitions.

Some cold atoms can obey the same statistical rules as electrons if atoms with an odd number of neutrons are fermions [15]. Thus, some cold atoms [16] in an optical lattice can mimic the behavior of electrons in a real solid material. Because cold fermion systems are produced in quasi one-dimensional optical lattices [17], the one-dimensional fermion Hubbard model can be realized physically. The one-dimensional fermion Hubbard model [18] was analytically studied and became a prototype playground, where theoretical results could be compared to physical reality.

In this paper, motivated by cold atoms, we study the one-dimensional Hubbard model with an energy offset between even and odd lattice sites. The main process in this study aims to discover the role of different potential energies that are produced by using a second laser disturbance in one-dimensional cold atom systems. In fact, we impose the potential energy as

\[ V(x) = V_1 \sin(kx) + V_2 \sin\left(\frac{k}{2}x\right), \]  

(1)

using a second laser with a twice as long wavelength. For example, we present the staggered potential with typical values in Fig. 1.

The ionic Hubbard model [19] stems from this staggered potential. Many investigations into the ionic Hubbard model have been done at half filling by using dynamical mean field theory [20, 21], determinant quantum Monte Carlo simulations [22], the exact diagonalization, and finite density matrix renormalization group (DMRG) [23].

The original one-dimensional Hubbard model is recovered if we use no staggered potential here. In the Hubbard model, the quantum phase transition between the Mott insulating and the metallic phase is well known to take place when the chemical potential exceeds some value. The essential feature of the Hubbard model can be described by using a Luttinger liquid. Remarkably, spin-charge separation [24] can be observed as
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where \( \langle ij \rangle \) represents the nearest-neighbor hopping in a one-dimensional lattice, and \( n_i^\uparrow \) and \( n_i^\downarrow \) are the spin-up and the spin-down number operators, respectively. We let the hopping strength \( t \) be 1 and vary the strengths of the parameters: the on-site Coulomb repulsion \( U \), the chemical potential \( \mu \), and the staggered potential \( \Delta \). The role of the chemical potential is to control the number of fermions in the system. For the case of \( \Delta = 0 \), the exact solution of the original Hubbard model is obtained [27].

In order to handle \( \mu \) and \( \Delta \), we introduce two linear combinations \( \mu_e \) and \( \mu_o \) for even and odd sites: denoting

\[
\mu_e \equiv \mu - \frac{\Delta}{2}, \quad \mu_o \equiv \mu + \frac{\Delta}{2}. \tag{3}
\]

Because the Hamiltonian has two-site translational symmetry as shown in Fig. 1, we apply the iDMRG with a unit cell of two sites to determine the ground state. Our strategy is to use the MPO acting on the MPS.

In relation to the basis, we set the physical index \( \sigma_i \) in the MPS. The state on the \( i \)-th site is represented by \( \sigma_i = (\alpha_i, \beta_i) \), such as \( 0 = (0, 0) \) for empty, \( 1 = (0, 1) \) for spin-down, \( 2 = (1, 0) \) for spin-up, and \( 3 = (1, 1) \) for both spin-up and spin-down. Thus, the physical index runs from 0 to 3. The basis of the Fock space can be written in terms of the creation operators \( c_i^\dagger \) and \( c_i \) as follows:

\[
|\sigma_0^L \cdots \sigma_{L-1}^L\rangle = (c_{0_L}^\dagger)^{\sigma_0}(c_{1_L}^\dagger)^{\sigma_1}(c_{1_L}^\dagger)^{\sigma_1}(c_{2_L}^\dagger)^{\sigma_2}(c_{2_L}^\dagger)^{\sigma_2}(c_{3_L}^\dagger)^{\sigma_3}(c_{3_L}^\dagger)^{\sigma_3}|0\rangle, \tag{4}
\]

where \( \sigma_i(\beta_i) = 0 \) or 1 means that a spin-up (down) fermion vacancy or occupancy exists at the \( i \)-th site, respectively. Maintaining the order of fermions in the state of the Fock space to deal with the negative sign caused by fermion exchange is important. We adopt the order of spin-up, then spin-down as described above.

In the iDMRG process, we have to find the MPO for the Hamiltonian in Eq. (2). We are convinced that the MPO of the \( i \)-th site is, indeed, given by the following form:
where

\[
M_i = \begin{pmatrix}
1 & c_{i1}^\dagger & c_{i1}^\dagger & b_i \\
0 & 0 & 0 & 0 & -t_{ci} \\
0 & 0 & 0 & 0 & -t_{ci} \\
0 & 0 & 0 & 0 & t_{ci} \\
0 & 0 & 0 & 0 & 0 & 1 \\
\end{pmatrix},
\]

(5)

Here, we have not presented the boundary operators. We note that the MPO for even sites is slightly different from the MPO for odd sites, where \(\mu_e \) must be replaced with \(\mu_o\). Because \(c \) and \(c^\dagger \) are fermion operators, the commutation relations between \(M \) and \(c^\dagger_\sigma (i \neq j, \sigma = \uparrow, \downarrow) \) are given by

\[
M_i c^\dagger_\sigma = c^\dagger_\sigma M_i^*,
\]

where

\[
M_i^* = \begin{pmatrix}
1 - c_{i1}^\dagger & -c_{i1}^\dagger & c_{i1} & -c_{i1} & b_i \\
0 & 0 & 0 & 0 & 0 & t_{ci} \\
0 & 0 & 0 & 0 & 0 & -t_{ci} \\
0 & 0 & 0 & 0 & 0 & -t_{ci} \\
0 & 0 & 0 & 0 & 0 & 0 & 1 \\
\end{pmatrix}
\]

(8)

When the Hamiltonian acts on the basis, the sign caused by fermion exchange must be taken care of

\[
M_0 \cdots M_{L-1} (c_{01}^\dagger)^{\nu_0} (c_{01}^\dagger)^{\nu_0} (c_{11}^\dagger)^{\nu_1} (c_{11}^\dagger)^{\nu_1} \\
\cdots (c_{L-1}^\dagger)^{\nu_{L-1}} (c_{L-1}^\dagger)^{\nu_{L-1}} |0 \rangle \\
= M_0 (c_{01}^\dagger)^{\nu_0} (c_{01}^\dagger)^{\nu_0} \tilde{M}_i (c_{11}^\dagger)^{\nu_1} (c_{11}^\dagger)^{\nu_1} \\
\cdots \tilde{M}_{L-1} (c_{L-1}^\dagger)^{\nu_{L-1}} (c_{L-1}^\dagger)^{\nu_{L-1}} |0 \rangle,
\]

(9)

where the total number of fermions to the left of the \(i\)-th site, \(N_i = \sum_{k=0}^{i-1} (\alpha_k + \beta_k)\), determines the \(6 \times 6\) matrix:

\[
\tilde{M}_i = \begin{cases} 
M_i & \text{for } N_i = \text{even,} \\
M_i^* & \text{for } N_i = \text{odd.}
\end{cases}
\]

(10)

In order to manage the sequence in Eq. (9), we note that the even and the odd structures of the fermion numbers \((E, O)\) are kept recursively by \(e \equiv \{ |0 \rangle, c_{i1}^\dagger c_{i1}^\dagger |0 \rangle \}\) and \(o \equiv \{ c_{i1}^\dagger |0 \rangle, c_{i1}^\dagger |0 \rangle \}\) such that

\[
\begin{pmatrix}
e O \end{pmatrix} = \begin{pmatrix}
e O \end{pmatrix} = \begin{pmatrix}
e O \end{pmatrix} = \begin{pmatrix}
e O \end{pmatrix}.
\]

Using the relation in Eq. (11), we double the MPO for the \(i\)-th site, \(M_i\), which is modified into a \(12 \times 12\) matrix, \(D_i\), such that

\[
D_i e = \begin{pmatrix} M_{ie} & 0 \\ 0 & M_{ie}^* \end{pmatrix}, \quad D_i o = \begin{pmatrix} 0 & M_{io} \\ M_{io}^* & 0 \end{pmatrix},
\]

(12)

where \(M_{ie}^*\) is used in the second row because an odd number of fermions are to the left of the \(i\)-th site. By including the 4-dimensional physical index, we present the effective MPO as a graphical diagram with a four-leg tensor \(D\) having \(4 \times 12 \times 12 \times 4\) elements, for which the number of non-zero elements is small:

\[
\cdots - D - D - D - \cdots
\]

(13)

The so-called fermionic matrix product states \([28]\) are introduced in a similar fashion of doubling the MPO. We have already tested this MPO approach \([29]\). The numerical results obtained by doubling the MPO were compared with those obtained using the Jordan-Wigner transformation and were found to be in good agreement.

By adopting the two-site iDMRG algorithm, we optimize two tensors in our MPS, \(A_{ab}^\sigma\) and \(B_{bc}^\sigma\). The physical index \(\sigma\) takes a value from 0 to 3, and the indices \(a\) (left) and \(b\) (right) run from 0 to \(\chi - 1\), where \(\chi\) is the internal bond dimension. The Schmidt coefficients are denoted by \(\lambda_{ab}\) between \(A_{ab}^\sigma\) and \(B_{bc}^\sigma\), and by \(\lambda_{ba}\) between \(B_{ab}^\sigma\) and \(A_{bc}^\sigma\). A state in the MPS space can be represented in graphic notation as

\[
\cdots - A - \lambda_{ab}^\sigma - B - \lambda_{ba}^\sigma - A - \cdots
\]

(14)

By evaluating the \(4 \times 12 \times 12 \times 4\) elements of \(D\), we use the iDMRG by acting the MPO of Eq. (13) on the MPS of Eq. (14). Regardless of the values of \(t\), \(U\), \(\mu_e\), and \(\mu_o\) used in our calculations, we observe a smooth convergence. Our numerical iDMRG results show that the ground-state solutions are divided into two classes: the MPS with a unit cell of two sites is either of the form \(\cdots \text{ABABAB} \cdots\) or uniform \(\cdots \text{AAAAAA} \cdots\). We will identify the state of \(\cdots \text{ABABAB} \cdots\) as a Mott phase near half filling, while we will identify the uniform state as a metallic phase further away from half filling.
3 Numerical results

By setting $t = 1$ and $U = 4$ for a given $\mu_e$ and $\mu_o$, we calculate the ground state using the two-site iDMRG. With the ground state, we extract three physical quantities corresponding to even and odd sites: the bond energies $\langle h_e \rangle$ and $\langle h_o \rangle$, the number densities $\langle n_e \rangle$ and $\langle n_o \rangle$, and the half-chain entanglement entropies $S_e$ and $S_o$. Here, the bond Hamiltonian $h_e$ ($i = \text{even}$) can be written as

$$
\begin{align*}
    h_e &= -t(c_i^\dagger c_j^\dagger + c_i^\dagger c_j + c_i^\dagger c_j^\dagger + c_j^\dagger c_j) \\
    &+ \frac{U}{2} (n_i^\dagger - \frac{1}{2})(n_j^\dagger - \frac{1}{2}) - \frac{\mu_e}{2} (n_i + n_i^\dagger) \\
    &+ \frac{U}{2} (n_j^\dagger - \frac{1}{2})(n_j - \frac{1}{2}) - \frac{\mu_o}{2} (n_j + n_j^\dagger).
\end{align*}
$$

(15)

In addition, the occupation number density operator $n_e$ ($i = \text{even}$) can be written as

$$
n_e = n_i^\dagger + n_i = c_i^\dagger c_i^\dagger + c_i^\dagger c_i. 
$$

(16)

Using the Schmidt coefficients $\lambda_\alpha$ between $A$ and $B$ in the MPS, we determine $S_e$. Keeping the normalization with $\sum_{\alpha=0}^{\chi-1} \lambda_\alpha^2 = 1$, we calculate the half-chain entanglement entropy $S_e$, which is given by

$$
S_e = -\sum_{\alpha=0}^{\chi-1} \lambda_\alpha^2 \log_2 \lambda_\alpha^2. 
$$

(17)

Obviously, we choose $i = \text{odd}$ for $h_o$ and $n_o$. We use the Schmidt coefficients $\lambda^BA$ between $B$ and $A$ in the MPS for $S_o$.

To verify the correctness of the calculation, we use an important analytic result [18] from the critical point of $\mu_e$ at which the Mott insulator–metallic phase transition takes place in the restricted parameter space of $\mu_e = \mu_o$ or $\Delta = 0$

In fact, the transition point $\mu_e$ is given by

$$
\mu_e = 2 + \frac{U}{2} + 2 \int_0^\infty d\omega \frac{J_1(\omega) \exp(-\omega U/4)}{\cosh(\omega U/4)}.
$$

(18)

For $U = 4$, we obtain the exact critical point, $\mu_e = \mu_o = 0.643364$. We present the average bond energy $\langle (h_e + h_o)/2 \rangle$ in Fig. 2, where level-crossing takes place at $\mu_e = \mu_o \sim 0.65$.

In Fig. 2, to determine the level-crossing of the average bond energy, we compute the ground state starting from $\mu_o = 0$. On the other hand, we can also calculate the ground state of the uniform solution by decreasing $\mu_o$ from large values. In each iDMRG calculation, the tensors of the initial environment are given by the previous solution for different $\mu_o$.

To determine the Mott transition in the parameter space of $\mu_e$ and $\mu_o$, we compute the average number density $\langle n_e \rangle$ and $\langle n_o \rangle$ and the average entanglement entropy $S_e$ and $S_o$. Fixing $\mu_o$, we present $\langle n_e \rangle$ and $\langle n_o \rangle$ and $\langle S_e \rangle$ and $\langle S_o \rangle$ by varying $\mu_e$, we show the results in Figs. 3.
and 4, respectively. We note that the abrupt behavior corresponds to a Mott transition.

As the main numerical result, we present the phase diagram in Fig. 5. One notices the robustness of the Mott state. In fact, we find that a small difference in the energy offsets, which is the staggered potential $\Delta = \mu_o - \mu_e$, cannot destroy the Mott phase.

**4 Conclusions**

In summary, we have used the iDMRG with the MPO to obtain the ground state in the one-dimensional ionic Hubbard model. We calculate the occupation number density and the half-chain entanglement entropy to determine the Mott transition. We draw the phase diagram in the two-dimensional parameter space of the chemical potential and the staggered potential.

Extending our method to manage the number of fermions in two-dimensional systems would be interesting. A typical topic of interest would be the two-dimensional fermion Hubbard model, for which our first task would be to build a local tensor product operator like the MPO. Although we do not encounter the notorious sign problem here, we should be able to overcome the sign problem in the two-dimensional Hubbard model by using the tensor product operator. As we double the MPO as explained above, we can double the tensor product operator in order to support the number of fermions. We anticipate progress in the two-dimensional case.
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