Modeling of nonequilibrium surface growth by a limited mobility model with distributed diffusion length
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Kinetic Monte-Carlo (KMC) simulations are a well-established numerical tool to investigate the time-dependent surface morphology in molecular beam epitaxy (MBE) experiments. One drawback of the KMC method, however, is the high computational cost at growth conditions, where particle diffusion dominates over particle adsorption. As an alternative, we introduce in this study a limited mobility (LM) model to realistically simulate the low-temperature regime (where detachment processes can be neglected). The model is based on the stochastic transition rules of the so-called Das Sarma-Tamborena (DT) model, but differs from the latter via a variable diffusion length. A first guess for this length can be extracted from the mean-squared displacement calculated from short KMC simulations. Comparing the resulting surface morphologies in the submonolayer growth regime to those obtained from KMC simulations, we find deviations which can be cured by adding fluctuations to the diffusion length. This mimics the stochastic nature of particle diffusion on a substrate, an aspect which is usually neglected in LM models. We propose to add fluctuations to the diffusion length by choosing this quantity for each adsorbed particle from a Gaussian distribution. The analysis of the surface morphologies (on one-dimensional substrates) in the sub- and multilayer growth regime shows that the LM model is capable of producing structures that are indistinguishable to the ones from KMC simulations at arbitrary growth conditions. Our method can be generalized to two-dimensional calculations.

I. INTRODUCTION

Nonequilibrium surface growth by means of molecular beam epitaxy (MBE) is one of the most widely used techniques to fabricate thin film devices for various technological applications [1-4]. Since the growth conditions can be precisely controlled, MBE also serves as an exemplary experimental setup to study fundamental aspects of nonequilibrium statistical mechanics [5-7].

The time-dependent morphologies in MBE evolve due to a competition between adsorption of particles on the system’s surface, on the one hand, and diffusion processes, on the other hand. Particles like atoms, organic molecules or colloids get adsorbed on a flat and defect-free substrate (ideal growth conditions) at rate \( F \), which is typically given in deposited monolayers (ML) per second (ML/s) [8]. The adsorption is followed by thermally activated (Arrhenius-type) diffusion processes with energy-dependent rates \( D(T) = \nu_0 \exp(-E_A/k_B T) \), where \( \nu_0 = 2k_B T/\hbar \) is the attempt frequency (with \( k_B \) being the Boltzmann constant, \( h \) the Planck constant and \( T \) the substrate temperature) and \( E_A \) the activation energy that consists of different energetic contributions. “Free” particles, i.e., particles without in-plane bonds towards particles on neighboring sites, diffuse laterally on the substrate at rate \( D^0(T) \) until they participate in a cluster formation event (nucleation), or attach to an existing cluster. Depending on the details of the system (i.e., the type of deposited particles and substrate material) and the growth conditions, that is, the temperature \( T \) and adsorption rate \( F \), the surface evolves either smooth or rough. Commonly, the growth conditions are expressed by the growth parameter

\[
R = R(T, F) = D^0(T)/F.
\]

The experimental morphologies seen in MBE experiments can be mimicked by numerical simulations [8]. A popular strategy is to employ lattice models that are based on activation energy-dependent hopping rates for all particles in the topmost layer. These models are often referred to as “full diffusion” or Arrhenius-type models [11,22]. One major example is the (event-driven) kinetic Monte-Carlo (KMC) method based on the Clarke-Vvedensky bond-counting Ansatz involving diffusion to nearest-neighbor lattice sites. Given the correct, system-specific values of all relevant energy barriers that contribute to the activation energy \( E_A \), KMC simulations have indeed proven to be a powerful simulation technique capable of describing the surface growth of a variety of real systems [8,10,23,24].

However, from a practical point of view, KMC simulations are typically limited to rather low surface temperatures \( T \) or high adsorption rates \( F \) (i.e., small values of \( R \)) and to relatively small systems sizes \( L \) (with \( L \) being the length of the simulation box). This restriction has to do with the large computational effort required to simulate the trajectories of the freely diffusing particles, without making much progress in the actual time evolution of the system.

The computational time can be strongly reduced by using a class of growth models that are known as limited mobility (LM) models [26-30]. Here, the process rates that are used in KMC simulations are replaced by a cer-
tain set of stochastic rules for particle movements that depend on the local environment of the position of particle adsorption. Importantly, the deposited particles only perform one single movement that depends on the specific rules of the underlying LM model. Well-known examples of LM models with surface diffusion include the Family (F) model [26], the Wolf-Villain (WV) model [27, 28] and the model of Das Sarma and Tamborenea (DT) [29, 30].

In the present study, we introduce an extended version of the DT model since the latter is particularly suitable to describe low temperature MBE growth (detachment processes can be essentially neglected). In the original version of the DT model [29], adsorbed particles only explore the nearest neighbors of the adsorption site. This scenario corresponds to a diffusion length \( l = 1 \) (in units of the lattice constant). However, under realistic conditions for MBE growth, the average diffusion length of adsorbed particles is usually \( l > 1 \), a situation that has been hardly studied in the literature [33, 35]. Studying the case \( l > 1 \) generally requires the use of various fit parameters in the chosen LM model to match the results of corresponding KMC simulations. Here, we employ a LM model with fit parameters that are based on physical quantities only. Extending the DT model towards \( l > 1 \) implies that we have to find a prescription of how to choose \( l \) for a given value of \( R \) [see Eq. (1)]. This is the main objective of the present paper.

More specifically, we aim to choose the value of \( l \) based on an appropriate quantitiy calculated by (short) KMC simulations. In other words, we seek a mapping procedure between the two type of models. The goal is that the resulting LM model produces surface structures identical to those obtained from KMC simulations (and therefore also identical to low temperature MBE growth) at any value of \( R \) with, at the same time, highly reduced computational effort. In this way, the LM model can be used to simulate MBE growth at growth conditions that are typically inaccessible to KMC simulations. This would enable us, for example, to study the asymptotic regime of the surface growth where we expect to observe scaling behavior of the growing surface. In particular, one would like to extract the corresponding critical exponents describing the scaling of the surface roughness [44] without being limited by finite-size effects or computational manipulations like the noise reduction technique (NRT) [39, 43].

The remainder of the manuscript is structured as follows. In Sec. II, the KMC model and the LM model are introduced and explained in detail. In line with other studies in this area [33, 35], we focus on the one-dimensional case. Following this, we establish in Sec. III a relation between \( R \) and \( l \) to connect both models. A numerical analysis and comparison of the two models in the sub- and multilayer growth regime at various growth conditions is given in Sec. III. There, we also highlight the importance of introducing fluctuations in the diffusion length when \( l > 1 \). Finally, we conclude in Sec. IV, where we also give a brief outlook towards the experimental relevant two-dimensional case.

II. SIMULATIONS DETAILS

A. System settings

All simulations in this study were performed on one-dimensional substrates with discrete, equidistant positions \( i = 1, 2, \ldots, L \) (see Fig. 1 for an illustration). The corresponding local surface heights are given by the integers \( h_i \) (i.e., \( h_i = 0 \) corresponds to an empty site). These integers form the vector

\[
\mathcal{H} = [h_1, h_2, \ldots, h_{L-1}, h_L].
\]  

We apply periodic boundary conditions and the solid-on-solid condition, that is, vacancies and overhanging particles are not allowed. As a consequence, the spatially averaged surface height on the lattice at time \( t \) is given by

\[
\langle h(t) \rangle = \frac{1}{L} \sum_{i=1}^{L} h_i(t) = Ft,
\]  

where the expression on the right side corresponds to the number of deposited particles (expressed in monolayer, with 1 ML \( \equiv L \) particles). The product \( Ft \) is henceforth referred to as coverage \( \theta(t) = Ft \). Therefore, time-dependent quantities can also be expressed as functions of \( \theta(t) \). Throughout this work, we characterize the growth conditions via the dimensionless, free diffusion to adsorption ratio \( R(T, F) \) defined in Eq. (1).

B. The kinetic Monte-Carlo model

Within the KMC method, particles are adsorbed on randomly chosen lattice sites \( i \) with an (effective) adsorption rate \( F \). The adsorption process is followed by diffusion processes from site \( i \) to nearest-neighbor lattice sites \( j = i \pm 1 \). Following the Clarke-Vvedensky bond-counting Ansatz [22], the hopping rates are given by

\[
D_{ij} = \nu_0 \exp(-E_A/kT),
\]  

with activation energy

\[
E_A = E_D + nE_N.
\] 

In Eq. (5), \( E_D \) is the energy barrier for free diffusion, which we set to \( E_D = 0.5 \) eV in all KMC simulations in this study. We use this value for \( E_D \) because it is close to the known diffusion barriers of various, intensely studied, atomic and organic systems [2, 10], and because
this choice is consistent with previous KMC studies [9, 13]. The rate for free diffusion to neighboring lattice sites is then given by

\[ D_{ij}^0 = \nu_0 \exp(-E_D/kT) \equiv D^0(T). \] (6)

The additional energy contribution \( E_N \) in Eq. (5) stems from interactions with nearest-neighbors in lateral directions. Here, \( n \) is the number of such bonds. In one dimension, this number can take the values \( n = 0, 1, 2 \). We here choose a high value of \( E_N \), that is, \( E_N = 1.0 \) eV, in order to mimic MBE growth at low \( T \). Then, already one in-plane bond is sufficient to suppress further diffusion. In other words, particles immediately immobilize once they sit on a lattice site \( i \) with \( n > 0 \). Consequently, already dimers represent stable clusters, and the critical island size \( i^* \) is one [53].

A typical KMC simulation consists of a large number of iterations \( p \). In each iteration step, a particle either performs a hopping process from site \( i \) to a neighboring lattice site \( j = i \pm 1 \), or a new particle gets adsorbed. The simulation time (with \( t_0 = 0 \) being the starting time) after \( p \) iteration steps is updated stochastically as

\[ t_{p+1} = t_p + \tau, \] (7)

where \( \tau \) is defined as

\[ \tau = -\frac{\ln(X)}{r_{\text{all}}}. \] (8)

Here, \( X \in (0, 1) \) is a random number chosen uniformly from the given interval, and

\[ r_{\text{all}} = \sum_{i=1}^{L} \left( \sum_{j=1}^{2} D_{ij} + F \right) \] (9)

is the sum of rates related to all particles in the top-most layer of the discretized (one dimensional) lattice.

For simplicity, we do not consider an additional energy barrier \( E_{ES} \) for inter-layer diffusion processes across step-edges, usually referred to as Ehrlich-Schwoebel barrier [52, 54]. However, such a barrier could be included, in principle. The temperature is fixed to \( T = 273 \) K in all KMC simulations in this study. In order to realize different growth conditions expressed via the growth parameter \( R = D^0(T)/F \), we use \( F \) as a variable.

C. The limited mobility model

The second model we investigate falls into the class of limited mobility models. Specifically, we consider a variant of the intensively studied model by Das Sarma and Tamborenea (DT model), in which the diffusion length is restricted to one lattice constant (\( l = 1 \)) [29, 30]. In contrast, here we consider the case \( l \geq 1 \) [34, 37, 38].

To clarify our approach, we first summarize the algorithm of the original DT model. In each iteration step, a particle is adsorbed at a randomly chosen lattice site \( i \in [1, L] \). If the particle has at least one in-plane nearest-neighbor on this position \( i \), it will stick there permanently. Otherwise, the particle is allowed to hop either to the left neighboring site, \( j = i - 1 \), or to the right neighboring site, \( j = i + 1 \), if one of these two sites provides at least one in-plane bond. If both sites provide at least one such lateral bond, one of the two sites is chosen randomly and the particle hops to site \( j \) and sticks there for the rest of the simulation. If none of the neighboring sites provides lateral bonds, the particle will remain at the initial adsorption site \( i \).

Note that when a particle gets adsorbed at site \( i \), the corresponding surface height increases by one, i.e., \( h_i \rightarrow h_i + 1 \). In-plane bonds for a particle adsorbed at site \( i \) are present if \( h_i + 1 \leq h_j \) \( (j = i \pm 1) \). If the site provides exactly one in-plane bond \( (n = 1) \), it is called kink site, while a site that provides two such bonds \( (n = 2) \) is called a valley site. Since particles with \( n \geq 1 \) are immobile, the DT model represents a minimal model for MBE growth at low \( T \). In this situation, already one in-plane bond is enough to suppress particle diffusion.

As an illustration of the DT model, consider a particle adsorbed at site \( b \) in Fig. 1. This site is characterized by \( n = 0 \), therefore, the particle will diffuse. Since site \( a \) (left neighbor) does not provide a bond, the particle will diffuse to site \( c \), which provides one in-plane bond \( (n = 1) \). Indeed, the particle will stick there permanently for the rest of the simulation. For the same reason, a particle adsorbed at site \( c \) will stick there without diffusing to a neighboring lattice site because it already has one bond at this site. The same holds for a particle adsorbed at site \( d \). A different situation arises for a particle adsorbed at site \( e \). This site is characterized by \( n = 0 \), however, the particle is going to remain there because the two neighboring sites do not provide in-plane bonds \( (n = 0 \text{ at sites } j = e \pm 1) \). Immediately after the particle has
found its final position, the next particle gets adsorbed. Due to this dynamics, the system is also said to exhibit instantaneous relaxation.

In the present study, we extend the DT model by allowing adsorbed particles to explore not only nearest-neighbor lattices sites \((j = i \pm l, \text{with } l = 1)\) to diffuse to kink or valley sites, but also to sites that are farther away from the initial adsorption site \(i\). In other words, we consider the case \(l \geq 1 (j = i \pm l, \text{with } l > 1)\). In the following we refer this variant of the DT model to as LM model. This is exemplarily illustrated in Fig. 1 by the blue shaded region that corresponds to diffusion length \(l = 3\). In the original version of the DT model, a particle adsorbed at site \(e\) would remain there, while for \(l = 3\) it is relocated to site \(d\) since this site provides one in-plane bond \((n = 1)\).

### III. CONNECTING BOTH MODELS

#### A. Strategy

It is well established that the surface morphologies observed in MBE (and KMC) depend on the growth parameter \(R(T,F)\) [see Eq. (1)]. The latter determines, in particular, the cluster properties in the submonolayer as well as the overall morphology of the surface in the multilayer growth regime. Our aim is to establish a direct connection between the KMC and the LM model with \(l > 1\) in order to mimic growth by the KMC model at any value of \(R(T,F)\) (in the following we only use \(R\)).

To compare the resulting morphologies in the submonolayer regime \((\theta < 1)\), we calculate the total number of clusters on the lattice, \(N(\theta)\), as function of the coverage \(\theta\) and the island size distribution, \(P(S)\), at various values of the growth parameters \(R\). In the multilayer regime, we calculate layer coverages \(\theta_k\) (with \(k\) being the layer index) and compute the global interface width \(W(L,\theta)\) in order to compare the models. In the regime of saturated surface roughness, we additionally investigate fluctuations of \(W(L,\theta)\) around the mean saturation value, \(W_{\text{sat}}(L)\). If all these measured quantities match in both models for all values of the growth parameter \(R\), we conclude that the LM model with variable \(l\) correctly mimics the structures produced in KMC simulations.

Therefore, our main objective of this study is to find a consistent relation between the growth parameter \(R\) in the KMC model, on the one hand, and the diffusion length \(l\) in the LM model, on the other hand, such that the resulting surface morphologies are indistinguishable.

#### B. Diffusion properties

1. Mean-squared displacement and nucleation length

As a starting point, we first calculate via KMC simulations the mean-squared displacement (MSD) of adsorbed particles as function of time \(\tilde{t}\) that individual particles spend on the lattice. The MSD is defined as

\[
MSD(\tilde{t}) = \langle (i(\tilde{t}) - i(0))^2 \rangle. \tag{10}
\]

Here, \(i(\tilde{t}) \in [1,L]\) represents the discrete position of the particle on the lattice at time \(\tilde{t}\), and \(i(0)\) is the initial adsorption site where the particle has adsorbed at \(\tilde{t} = 0\). Further, \(\langle ... \rangle\) is an average over many realizations. Depending on the growth conditions, \(MSD(\tilde{t})\) saturates at a characteristic time \(\tilde{t}_S\) and corresponding value \(MSD_S = MSD(\tilde{t}_S)\). This reflects the immobilization induced by the formation of in-plane bonds towards particles on neighboring lattice sites. In each simulation run, only one particle is tracked and we average over \(O(10^5)\) realizations. We separately consider particles of type \(P_0\) that are adsorbed at specific coverages \(\theta\) during submonolayer growth. The specific particle types that we track are \(P_0\), which corresponds to the first adsorbed particle \((\theta = 0.00)\), \(P_{05}\) (particle adsorbed at \(\theta = 0.05\)) and \(P_{10}\) (particle adsorbed at \(\theta = 0.10\)). All particles are monitored up to a final coverage of \(\theta = 0.5\) to ensure that \(MSD_S\) is reached.

Results for \(MSD(\tilde{t})\) at three representative values of \(R\) are shown in Fig. 2. At short times \(\tilde{t}\) we observe normal diffusive behavior, that is, \(MSD(\tilde{t}) \propto \tilde{t}\) for all \(R\) and \(P_0\). This regime is followed by a flattening of \(MSD(\tilde{t})\) until, depending on \(R\) and \(P_0\), saturation sets in at \(\tilde{t}_S\) and \(MSD_S\). Upon decrease of \(R\) from high values, \(\tilde{t}_S\) decreases and so does \(MSD_S\). This can be explained as follows. The smaller \(R\), the more the surface growth is dominated by adsorption of particles rather than by diffusion. Consequently, the average time interval \(\Delta t = 1/F \sim R\) between two subsequent adsorption events becomes smaller. Thus, at small values of \(R\), particles have a higher chance to form in-plane bonds than...
at larger $R$. On average, they therefore diffuse over a shorter time $t_S$ and length $\sqrt{MSD_S}$ compared to particles in simulations at larger $R$.

Moreover, we notice that the value of $MSD_S$ at fixed $R$ depends on the type of particle, $P_0$. In particular, we see that $MSD_S$ for $P_{00}$ is higher than for $P_{05}$ and $P_{10}$ at any value of $R$. Henceforth, we therefore focus on particles of type $P_{00}$, since they diffuse the maximum possible distance (i.e., the distance before reaching saturation due to immobilization) at given $R$. To quantify this distance for particles $P_{00}$, we define the "nucleation length"

$$l_n(R) = \sqrt{MSD_S|_{P_{00}}(R)}.$$  \(11\)

Clearly, this quantity depends on $R$ (see Fig. 2).

2. Geometrical cluster distance

An additional (and experimentally accessible) measure for the distance which a particle travels until getting immobilized, is the "geometrical cluster distance". This quantity (for a $d$-dimensional system) is given by

$$d_g(R) = \left( \frac{L^d}{N_{\text{max}}(R)} \right)^{1/d},$$  \(12\)

where $N_{\text{max}}(R)$ is the maximum number of clusters in the first layer in the submonolayer growth regime (at given $R$), and $L$ is the linear system size.

3. Scaling of $l_n$ and $d_g$ as function of $R$

As stated before, our goal in this section is to find a relation between the "diffusion length" $l$ determining the LM model, and the growth parameter $R$. Given the results in the previous subsection, the question arises whether $l_n$ [see Eq. (11)] or $d_g$ [see Eq. (12)] might serve as an appropriate choice for $l$. To explore this issue, we plot $l_n$ along with $d_g$ as function of $R$ (in the experimentally relevant regime) in Fig. 3. For values $R < 10^3$, particle adsorption dominates, and we observe that $l_n$ increases with $R$, while $d_g$ remains nearly constant. As we enter the regime $R \geq 10^3$, particle diffusion begins to dominate and we identify the scaling relation

$$l_n \approx d_g \sim R^{1/3}. \tag{13}$$

The result that $d_g$ scales with $R$ with exponent $\gamma = 1/3$ is indeed not too surprising. To this end, we recall that $d_g \sim 1/N_{\text{max}}$ [see Eq. (12)]. It is well established \cite{53} that the maximum number of clusters, $N_{\text{max}}$, fulfills the scaling relation

$$N_{\text{max}} \sim R^{-\chi}, \tag{14}$$

where $\chi = i^*/(i^* + 2)$ (with $i^*$ being the critical cluster size). In the present case we have $i^* = 1$ (irreversible cluster growth) and, thus, $\chi = 1/3$. It then follows immediately that $d_g \sim R^{1/3}$.

The more intriguing result is that $l_n$ follows the same scaling and takes (approximately) the same values. This means that it is sufficient to know $N_{\text{max}}$ (which can be experimentally determined from AFM or STM snapshots) to find both lengths, $l_n$ and $d_g$.

Based on these findings, we henceforth take the nucleation length $l_n$ (or, equivalently, $d_g$ for $R \geq 10^3$) as an estimate for the diffusion length $l$ in the LM model. In the following, we analyze corresponding numerical results in detail.

C. The submonolayer growth regime

In this section, we aim at investigating whether the LM model with $l = l_n(R)$ can indeed reproduce morphologies in the submonolayer regime ($\theta < 1$) that are equivalent to those obtained in KMC simulations at arbitrary values of $R$. To compare the two models quantitatively, we calculate $N(\theta)$, the number of clusters in the first layer, as well as the corresponding distribution $P(S)$ of clusters of size $S$.

1. Results for fixed diffusion length $l$

The evolution of $N(\theta)$ for various values of the growth parameter $R$ is shown in Fig. 4. We here focus on the regime $\theta < 1$ corresponding to submonolayer growth. In this regime, we observe good agreement between the KMC and the LM model at the lowest value of $R$ con-
considered, $R = 4 \cdot 10^2$ (corresponding to $l = 5$). In particular, the location and height of the maximum, $N_{\text{max}}$, is matching perfectly. However, for larger values of $R$, we find pronounced deviations. Particularly striking are the discrepancies in $N_{\text{max}}$ and the emergence of a plateau in $N(\theta)$ within the LM model in comparison to KMC simulations with $R \geq 10^3$. This shows that at growth conditions where diffusion dominates over adsorption, the LM model fails to correctly reproduce the KMC simulations.

Considering $P(S)$ at three different coverages ($\theta = 0.25$, $\theta = 0.5$ and $\theta = 0.75$) and different values of $R$, we observe a similar behavior (see Fig. 5). While $P(S)$ in both models is nearly identical (at all $\theta$ considered) at $R = 4 \cdot 10^2$ ($l = 5$), this agreement vanishes at larger values of $R$ and corresponding values for $l$. In particular, we observe a narrowing of $P(S)$ and a shift of the main peak towards larger cluster sizes according to the LM model in comparison to $P(S)$ obtained from KMC simulations. Combined with our previous findings for $N(\theta)$, we conclude that the LM model yields fewer, more regular clusters which are, however, on average larger than those obtained in KMC simulations.

The discrepancy between KMC and LM results for $R > 4 \cdot 10^2$ is further confirmed by the exemplary lattice structures shown in Fig. 6. The structures are obtained at $\theta = 0.25$ from simulations with $L = 16384$. While for $R = 4 \cdot 10^2$ ($l = 5$), the cluster ensemble in both models looks quite similar, we observe remarkably differences at $R = 4 \cdot 10^5$ ($l = 46$). As already indicated by $N(\theta)$ and $P(S)$, one can directly see that the number of clusters is lower, and, additionally, the cluster sizes are too regular in the LM model compared to the corresponding ensemble of clusters obtained from KMC simulations.

Our reasoning for the observed discrepancies at values $R > 4 \cdot 10^2$ is the following. Nonequilibrium surface
growth is dominated by stochastic processes that involve fluctuations not only in the deposition, but also in the diffusive motion of the particles. By setting a constant diffusion length \( l \) in the LM model, this fundamental aspect is fully neglected. As a consequence, we obtain less clusters which are, moreover, too regular and equidistant as opposed to the clusters in the KMC simulations, where the stochastic nature of diffusion is included. While the fluctuations in diffusion seem to be irrelevant at \( R \leq 4 \cdot 10^3 \), they do become significant for growth conditions where diffusion dominates (\( R > 10^5 \)). This suggests that, in order to realistically model nonequilibrium surface growth in the LM model at larger values of \( R \), one has to introduce diffusional fluctuations “by hand”.

2. Adding fluctuations to the diffusion length \( l \)

Our strategy to add fluctuations to the diffusion processes in the LM model is as follows. Instead of taking a fixed diffusion length \( l = l_n(R) \) for all particles, we choose \( l \) individually for each particle from a Gaussian distribution given by

\[
P(l \mid l_n, \sigma^2) = \frac{1}{2\pi\sigma^2} \exp \left[ -\frac{l - l_n(R)}{2\sigma^2} \right].
\]

The distribution has its maximum at the diffusion length \( l = l_n(R) \) resulting from the corresponding KMC simulations (see Fig. 3), while the variance \( \sigma^2 \) serves as an adjustable parameter that controls the strength of fluctuations. The larger the value of \( R \), the more time the particles in KMC simulations spend by freely diffusing on the lattice. Consequently (since free diffusion is a Gaussian process), the broader is the normal distribution of the distances traveled within this time. In the LM model, we mimic this effect by increasing \( \sigma^2 \) with \( R \). Note that in the limit \( \sigma^2 \to 0 \), \( P(l \mid l_n, \sigma^2) \) transforms into a delta function. This corresponds to the original version of our LM model where \( l \) is the same for all adsorbed particles.

To test the ansatz given in Eq. (15), we show in Fig. 7 (a)-(c) KMC data for \( N(\theta) \) at three values of \( R \) together with results from the LM model with different values of \( \sigma^2 \). For all non-zero values of \( \sigma^2 \) (i.e., non-zero fluctuations), we observe an increase of \( N_{\text{max}} \) towards higher values compared to the case \( \sigma^2 = 0 \) where \( l \) is the same for all particles. Additionally, the unphysical plateau in \( N(\theta) \), that is present in simulation results from the LM model (with \( \sigma^2 = 0 \)) for coverages from \( \theta \approx 0.2 \) to \( \theta \approx 0.8 \) (see Fig. 4), vanishes. We note that if the fluctuations in \( l \) are too strong (i.e., \( \sigma^2 \) is chosen too large), we “overshoot” the values \( N_{\text{max}} \) from the corresponding KMC simulations. Indeed, by probing different values of the variance \( \sigma^2 \) we find, for all considered values of \( R \), an optimal value of \( \sigma^2 \) [see Fig. 7 (d)] such that the LM model results for \( N(\theta) \) are in good agreement with the KMC data. We take these optimal values of \( \sigma^2 \) [see Fig. 7 (d)] that best fit the KMC results for all further investigations.

In order to quantify the importance of adding fluctuations to \( l \) in the LM model, we present in Table I results for the relative error of the quantity \( \epsilon(N_{\text{max}}) = \frac{N_{\text{max}}^{\text{KMC}} - N_{\text{max}}^{\text{LM}}}{N_{\text{max}}^{\text{KMC}}} \cdot 100 \). Specifically, we compare results from the LM model with fixed \( l \) (\( \sigma^2 = 0 \)) and variable \( l \) (\( \sigma^2 > 0 \)) with corresponding values of \( N_{\text{max}} \) in the KMC model. Considering the data given in Table I, we find that for values \( l \leq 5 \) (\( R \leq 4 \cdot 10^3 \)), the relative error in \( N_{\text{max}} \) is negligible for fixed, as well as for variable \( l \) with optimal \( \sigma^2 \). However, as \( l \geq 12 \) (\( R \geq 4 \cdot 10^3 \)), \( \epsilon(N_{\text{max}}) \) in the LM model with \( \sigma^2 = 0 \) becomes significant and increases as function of \( l \), reaching \( \epsilon(N_{\text{max}}) = 30.64\% \) for \( l = 88 \) (\( R = 4 \cdot 10^6 \)). In contrast, the error in presence of fluctuations in \( l \) remains below \( \epsilon(N_{\text{max}}) = 2\% \) for all considered growth conditions.

In fact, as shown in Fig. 8, our approach also helps to overcome the discrepancies in \( P(S) \) observed in Fig. 5 (where \( \sigma^2 = 0 \)). Given the appropriate value for \( \sigma^2 \) in \( P(l \mid l_n, \sigma^2) \), the peaks of \( P(S) \) in the data from the LM model are shifted towards those obtained from KMC simulations. Furthermore, with the optimal values for \( \sigma^2 \), \( P(S) \) is broader compared to the situation where fluctuations in \( l \) are absent, reflecting a more diverse composition of clusters as it is indeed the case in the KMC simulations [see Fig. 6 (c)].
TABLE I. Relative error $\epsilon$ (in %) of the maximum number of clusters $N_{max}$ in the system during submonolayer growth.

| $l$ | $\sigma^2 = 0$ | optimal $\sigma^2$ |
|-----|----------------|-------------------|
| 2   | 0.0771         | 0.0017            |
| 3   | 0.0816         | 0.0072            |
| 5   | 0.1052         | 0.0126            |
| 12  | 15.4116        | 0.7403            |
| 24  | 22.7099        | 1.7865            |
| 46  | 26.8857        | 1.2526            |
| 88  | 30.6446        | 0.2738            |

represents the average surface height of the growing film. Thus, $W(L, \theta)$ is a measure of the surface roughness. Further, studying $W(L, \theta)$ allows to explore whether the dynamics of the growing surface exhibits universal behavior and can thus be assigned to one of the established universality classes in nonequilibrium surface growth \cite{1 8, 29-31, 47-51}. To be more specific, investigating $W(L, \theta)$ helps to identify whether the local surface height evolves (in the hydrodynamic limit) in the functional form $\partial_0 h(x, \theta) = F[\nabla^2 h(x, \theta)]$, where $F$ is a characteristic functional involving gradient terms. Thus, examining $W(L, \theta)$ can contribute to a deeper understanding of the interface dynamics during MBE growth and may lead to improved control strategies for epitaxially fabricated devices.

Generally, the global interface width is known to follow the Family-Vicsek scaling relation \cite{44}

\[ W(L, \theta) \sim \theta^\beta \left( \frac{L}{\theta^\gamma} \right), \tag{18} \]

where $\beta$ and $z$ are the growth and dynamic exponent, respectively. Further, $f(u)$ is a scaling function that obeys

\[ f(u) \sim \begin{cases} u^\alpha & u \ll 1 \\ \text{const.} & u \gg 1 \end{cases}, \tag{19} \]

which involves the global roughness exponent $\alpha = \beta z$ that depends on the two independent exponents $\beta$ and $z$. The set of these three critical exponents ($\alpha, \beta, z$) determines the universality class of the growth process under study.

The growth exponent $\beta$ can be extracted from the short-time behavior of the interface width which is known \cite{44} to scale as $W(L, \theta) \sim \theta^\beta$ for coverages $\theta < \theta^*$ with $\theta^*$ being the crossover coverage at which $W(L, \theta)$ reaches a saturation value $W_{sat}(L)$. To obtain the exponents $\alpha$ and $z$, it is necessary to reach the asymptotic regime, $\theta \geq \theta^*$. Since the crossover coverage $\theta^*$ scales with system size $L$ according to \cite{44}

\[ \theta^* \sim L^z, \tag{20} \]

it is very difficult to determine $\alpha$ and $z$ for large $L$. This is due to the high computational demand to reach $W_{sat}(L)$, especially when $\alpha > 1$ and $z > 2$ \cite{41-45}.

FIG. 8. Comparison of the island size distribution $P(S)$ at three different stages of submonolayer growth ($\theta = 0.25$, $\theta = 0.5$ and $\theta = 0.75$) for different values of $R$ in the KMC and the LM model with fluctuations in the diffusion length $l$ with optimal $\sigma^2$ [see Fig. 7 (d)].

D. The multilayer growth regime

Having found a suitable LM model to describe the submonolayer growth, it is an important question whether this model is also capable of describing multilayer growth. The main quantity of interest concerning the surface morphology in the multilayer regime is the global interface width \cite{5, 26, 45, 46}, defined as the root of the integrated mean square fluctuations of the local surface height at coverage $\theta$. In continuous form, the global interface width in one dimension reads

\[ W(L, \theta) = \sqrt{\frac{1}{L} \int_0^L (h(x, \theta) - \langle h(\theta) \rangle)^2 \, dx}. \tag{16} \]

Here, $h(x, \theta)$ is the local surface height at position $x$ (or $i$ in discrete form) and coverage $\theta$, $L$ is the size of the substrate, and

\[ \langle h(\theta) \rangle = \frac{1}{L} \int_0^L h(x, \theta) \, dx \tag{17} \]
1. From submonolayer to multilayer growth

We now explore whether the good agreement between the KMC and the LM model (with optimal \( \sigma^2 \)), which was found in the submonolayer regime (\( \theta < 1 \)) by analyzing \( N(\theta) \) and \( P(S) \), still holds when the surface growth proceeds towards multilayer structures, \( \theta > 1 \). In order to analyze the initial stages of multilayer growth, we compute the evolution of the coverage in the first ten layers in both models. In the following, layer coverages are denoted by \( \theta_k \), with \( k \) being the layer index. They are defined as

\[
\theta_k = \frac{1}{L} \sum_{i=1}^{L} \Theta(|h_i - k|),
\]

with the Heaviside step function \( \Theta(X) \) that obeys \( \Theta(X) = 0 \) for \( X < 0 \) and \( \Theta(X) = 1 \) for \( X \geq 0 \). We note that \( \theta_k \) is different from the quantity \( \theta \), since the latter describes the total coverage. The evolution of \( \theta_k \) with \( \theta \) gives a hint whether the surface after the formation of many layers will rather be smooth or rough. If the first layers are filled subsequently (layer-by-layer), the resulting surface will be smoother in comparison to a scenario where several layers are filled simultaneously.

Examples for these two scenarios are shown in Fig. 9 (a) and Fig. 9 (b), where \( \theta_k \) (for \( k = 1 \) to \( k = 10 \)) is plotted for two different values of \( R \) and corresponding distributions \( P(l \mid l_n, \sigma^2) \). In Fig. 9 (a), where \( R = 4 \cdot 10^2 \), we observe that always more than one layer is filled at once. Different from that, we observe layer-by-layer filling in Fig. 9 (b) where \( R = 4 \cdot 10^4 \). In both cases, we find perfect agreement between the layer coverage evolution in both models considered. To show that this agreement holds at any value of the growth parameter \( R \), we present in Fig. 9 (c) the evolution of \( \theta_{10}(\theta) \) for various values of \( R \) and corresponding \( P(l \mid l_n, \sigma^2) \). Again, we find nearly perfect agreement between results from both models. Thus, we can conclude that the LM model (with fluctuating diffusion length and optimally chosen variance) yields a very good description not only during submonolayer growth, but also during the early stages of multilayer growth.

2. The multilayer growth regime

In this section we study the regime of many layers (up to \( \theta = 10^6 \)) by investigating the global interface width \( W(L, \theta) \) [see Eq. (8)]. The evolution of \( W(L, \theta) \) as function of \( \theta \) for different system sizes \( L \) and four exemplary values of \( R \) and corresponding distributions \( P(l \mid l_n, \sigma^2) \) is shown in Fig. 10. Results from KMC simulations are given by symbols, while for the LM model, \( W(L, \theta) \) is represented by solid lines.

According to the Family-Vicsek scaling relation [44], the global interface width initially shows power-law scaling, \( W(L, \theta) \sim \theta^3 \). From our KMC data, we identify

![FIG. 9. (a) Evolution of the coverage in the first ten layers in the KMC model at \( R = 10^2 \) and \( l = 5 (\sigma^2 = 0.1) \) in the LM model. (b) The same at \( R = 4 \cdot 10^4 \) in the KMC model and \( l = 24 (\sigma^2 = 7.0) \) in the LM model. (c) Coverage evolution of the tenth layer at various growth conditions in both models. Solid lines represent KMC simulations, dotted lines are results from the LM model (with optimal variance \( \sigma^2 \)).](image)

![FIG. 10. Global interface width \( W(L, \theta) \) as function of coverage \( \theta \) for four different values of \( R \) in the KMC model (symbols) and corresponding diffusion length \( l \) in the LM model (solid lines) with optimal values for \( \sigma^2 \) for system sizes from \( L = 64 \) to \( L = 256 \).](image)
\[ \beta \approx 1/3 \] for all considered values of \( R \). The reason why \( \beta \) does not depend on \( R \) is that changing \( R \) does not change the symmetry properties of the system. The growth exponent \( \beta \approx 1/3 \) also correctly describes the roughening in the transient regime in the LM model. Not only the scaling exponent \( \beta \approx 1/3 \) is the same in both models, but also the actual values of \( W(L, \theta) \) for all considered values of \( R \), corresponding distributions \( P(l | l_n, \sigma^2) \) and system sizes \( L \) [see Fig. 11 (c)].

The transient regime is followed by a crossover to the asymptotic regime at the cross-over coverage \( \theta^* \), where the interface width reaches \( W_{\text{sat}}(L) \). We find that, independent of the value of \( R \) and the corresponding distribution \( P(l | l_n, \sigma^2) \), the onset of saturation of \( W(L, \theta) \) at \( \theta^* \) scales according to \( \theta^* \sim L^3 \) [see Eq. (20)]. Again, the scaling exponents are very similar in both models for all considered growth conditions [see Fig. 11 (d)].

In addition, we find that the saturation values obey \( W_{\text{sat}}(L) \sim L^3 \), as shown in Fig. 11 (b). Thus, the roughness exponent \( \alpha \approx 1 \) is the same for all considered growth conditions (and for both models).

At this point it is worth to recall that our LM model involves a fluctuating diffusion length, where the variance of the fluctuation \( \sigma^2 \) is chosen based on data for submonolayer growth. To demonstrate the accuracy in the multilayer regime, we show in Fig. 12 the relative error \( \epsilon(W_{\text{sat}}) = |W_{\text{sat}}(L)^{\text{LM}} - W_{\text{sat}}(L)^{\text{KMC}}| / W_{\text{sat}}(L)^{\text{KMC}} \). 100 of \( W_{\text{sat}}(L) \) for the LM model with \( \sigma^2 = 0 \) and the version with optimal \( \sigma^2 \). For all considered growth conditions we find that, as \( L \) is increased, \( \epsilon(W_{\text{sat}}) \) diminishes when the optimal \( \sigma^2 \) is used, while the error is \( \geq 40\% \) in the absence of fluctuations in \( l (\sigma^2 = 0) \).

We now turn back to the scaling behavior. In summary, we identify the following critical exponents in our simulations: \( \alpha \approx 1, \beta \approx 1/3, z \approx 3 \) (for all growth conditions considered). As known from simulations and analytical calculations of the DT model (with \( l = 1 \)), this set of critical exponents belongs to the Villain-Lai-Das Sarma (VLDS) universality class in one dimension \[30, 51, 56\]. The corresponding evolution equation for the surface height in the hydrodynamic limit is given by

\[
\partial_t h(x, t) = -\nu_4 \partial_x^4 h(x, t) + \lambda_4 (\partial_x^2 h(x, t))^2 + F. \tag{22}
\]

In Eq. (22), \( h(x, t) \) is the surface height at position \( x \) at time \( t \), \( \nu_4 \) and \( \lambda_4 \) are constants, and \( F \) is a Gaussian white noise, representing the randomness accompanying the deposition of particles. Thus, Eq. (22) is a stochastic, nonlinear partial differential equation. Note that for \( \lambda_4 = 0 \) the equation reduces to the linear Mullins-Herring (MH) equation (characterized by the critical exponents, in one dimension, \( \alpha = 3/2, \beta = 3/8, z = 4 \)) \[32, 33\]. The non-linear equation, \( \lambda_4 \neq 0 \), is known to have the same symmetry as several discrete lattice models (including the DT model) \[29, 50\] that are frequently used to model surface growth. Thus, the nonlinear equation displays the same set of critical exponents.

As known from experiments \[57, 59\] and KMC simulations \[60, 62\], the surface of a growing thin film becomes smoother as the value of \( R \) is increased. We systematically study this smoothing of the surface and the thus resulting decrease of the surface roughness in the extended LM model detail by plotting \( W_{\text{sat}}(L) \) for fixed system sizes \( L \) in Fig. 13 (a). For system sizes from \( L = 64 \) to \( L = 256 \) we find that \( W_{\text{sat}}(L, l) \) obeys a power-law, \( W_{\text{sat}}(L, l) \sim l^{-\delta} \), with scaling ex-
The black dotted line follows \( R \sim 1/3 \) in the LM model and corresponding KMC simulations.

For KMC simulations we find that the saturation roughness decreases with increasing value of the growth parameter \( R \) according to \( W_{\text{sat}}(L, R) \sim R^{-\delta} \), with \( \delta \approx 1/2 \) [see Fig. 13 (b)]. To unveil the connection of the scaling exponents \( \phi \) and \( \delta \), we recall that \( l = l_n(R) \sim R^\gamma \), with \( \gamma = 1/3 \) [see Eq. 13 and Fig. (3)]. Thus, the exponents of both models are connected by \( \gamma = \delta/\gamma = 3/2 \). To further confirm the correctness of the scaling exponents \( \phi \) and \( \delta \), we define a rescaled saturation roughness for both models, \( W_{\text{sat}}^{\text{RE}} = W_{\text{sat}}(L, l) / (L^\phi l^{-\delta}) \) (LM) and \( W_{\text{sat}}^{\text{RE}} = W_{\text{sat}}(L, R) / (L^\phi R^{-\delta}) \) (KMC). Results for \( W_{\text{sat}}^{\text{RE}} \) in both cases are shown in Fig. 13 (c). We find that \( W_{\text{sat}}^{\text{RE}} \) as function of \( l \) (LM model) is indeed a constant. The same holds for KMC simulations where \( W_{\text{sat}}^{\text{RE}} \) is plotted as function of \( l_n(R) \).

3. Fluctuations of the saturated interface width

To further show the equality of the resulting morphologies generated by both models in the regime of saturated interface width, we compare the fluctuations of \( W_{\text{sat}} \) in the KMC and the LM model for \( L = 128 \). To this end, we calculate the squared roughness in the asymptotic regime (\( \theta > \theta^* \)) of the interface width}

\[
\sigma_{w_2} = \sqrt{\langle w_2 \rangle^2 - \langle w_2^2 \rangle} \tag{25}
\]

represents the root mean square deviation of \( w_2 \). Results at two representative values of \( R \) and corresponding \( P(l | l_n, \sigma^2) \) are shown in Fig. 14. We observe that \( P(m) \) at \( R = 4 \cdot 10^2 \) is more sharply peaked around \( m = 0 \) compared to \( R = 4 \cdot 10^4 \). We find good agreement of \( P(m) \) in both models for both considered growth conditions which means that the interface fluctuations in the asymptotic regime behave identical in both models. In Fig. 14 (b) we additionally plot \( P(m) \) for the LM model with \( \sigma^2 = 0 \) (green data set). The data reflect again the importance of adding fluctuations (\( \sigma^2 > 0 \)) to the diffusion length \( l \) in the LM model.

IV. CONCLUSIONS AND OUTLOOK

In this work, we have introduced an extended limited mobility (LM) model for nonequilibrium surface growth, which is capable of predicting low temperature MBE growth for arbitrary values of the growth parameter \( R \). Compared to earlier versions of the LM model, particularly the DT model, our extension concerns the diffusion length \( l \) which we treat as a variable parameter.
To relate our LM model to another standard model for surface growth, namely KMC, we proposed to set \( l \) equal to the nucleation length resulting from short KMC simulations for the particle displacements. We tested this ansatz by comparing LM and KMC results for the cluster evolution during submonolayer growth. While the LM model with fixed \( l \) works well at small values of the growth parameter \( R \), this is not the case at larger \( R \).

As a next step, we therefore included fluctuations to the diffusion length of particles in the LM model. Specifically, we employed a Gaussian distribution where the mean is given by the nucleation length extracted from KMC, whereas the variance is fitted to match the number of clusters in KMC simulations during growth in the submonolayer regime.

Turning towards multilayer growth, we compared layer coverages for different growth conditions and found excellent agreement between both models. Moreover, we analyzed in detail the global interface width for different system sizes up to coverages deep in the regime of saturated surface roughness. Not only is the transient regime of the global interface width identical in both models, but also the crossover coverage where saturation is reached. Additionally, we find that by using our LM model with variable diffusion length, also the values of the saturation roughness match in both models for all considered system sizes and values of the growth parameter of the KMC simulations. A scaling analysis revealed that the LM model belongs to the VLDS universality class for arbitrary diffusion lengths. Considering the distribution of the saturated surface roughness shows again that agreement between both models can only be achieved if fluctuations to the diffusion length in the LM model are included. Thus, we conclude that the surface evolution in the KMC model for arbitrary values of the growth parameter \( R \) is correctly reproduced by the LM model at any stage of surface growth.

The present model can be extended in various directions. First, it is possible to modify the model such that it also mimics MBE growth at high temperatures where detachment of particles is present. This may be achieved by using the transition rules of the Wolf-Villain model \cite{27, 28} (with variable diffusion length) rather than those of the DT model. Second, the effect of an additional energy barrier for interlayer diffusion processes across step-edges, usually referred to as Ehrlich-Schwoebel barrier, can be included to account for growth instabilities that are responsible for the formation of quasiregular mounds. Normally, in presence of such a barrier, KMC simulations are slowed down due to the sampling of diffusion trajectories of free particles on top of clusters. A physically reasonable treatment of an Ehrlich-Schwoebel barrier in our LM model would lead to a further computational speedup compared to KMC simulations.

Finally, we give a brief outlook towards a further important extension of our model, that is, surface growth in two dimensions. We have performed various test calculations indicating that our extended LM model (with fluctuating diffusion length and an optimized variance) can indeed reproduce KMC results also in two dimensions. As a glimpse in this direction, we show in Fig. 15 results for \( N_{\text{max}} \) as function of \( R \) (KMC) and \( l \) (LM), respectively (submonolayer regime). It is seen that the two models yield consistent results. Representative lattice structures in the multilayer regime for the coverage \( \theta = 50 \) are shown in Fig. 16. One observes good agreement regarding the surface heights, even though the island shape is somewhat different. This mismatch may be cured by properly modifying the choice for the final lattice site of deposited particles. Nonetheless, we consider these results as encouraging to perform further simulations in the physically relevant two-dimensional case.
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