Validation study of computational fluid dynamics models of hemodynamics in the human aorta
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We report on conducting a rigorous validation study where we attempt to compare simulated hemodynamics in a mock model of the human aorta with experimental bi-plane particle image velocimetry (PIV) data. Within the cardiac modeling framework CARP (Cardiac Arrhythmia Research Package) [12] we implemented a finite element CFD solver based on the residual-based variational multiscale (RBVMS) discretization of the incompressible Navier-Stokes equations. CFD simulation results compare favorably with experimental PIV data suggesting that our CFD analysis tools are representative of blood flow in the human aorta.
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1 Introduction

Computational fluid dynamics (CFD) models of blood flow in the left ventricle and aorta show high promise as a tool for analyzing the mechanistic links between myocardial deformation and flow patterns. Such models are able to provide additional computed biomarkers at a higher spatio-temporal resolution than currently feasible with clinical imaging modalities. However, before CFD tools can be applied within routine clinical evaluations, their limits of validity and accuracy must be characterized.

2 Experiment

A transparent human aortic block model (root diameter 19.5 mm) was created by a lost-core technique [9] and flow patterns were analyzed with a Particle Image Velocimetry (PIV) system (Dantec Dynamics, Skovlunde, Denmark). A defined inflow section into the aortic model was used to create a parabolic inflow into the model. Three fields of view were recorded, a view of the entire aorta and a close-up of the aortic root with two perpendicular imaging planes. The mock loop was filled with blood mimicking fluid and both stationary and pulsatile flows (Reynolds number from 750 to 8000) were created by a continuous or a volume driven piston pump, respectively. For comparison with CFD in the stationary settings the average of 4 s was taken and in the pulsatile setting the phasic average of 12 beats (100 frames per beat) was calculated.

3 Basic Equations and Discretization Concepts

The underlying equations are the incompressible Navier-Stokes equations. These are considered a sufficiently accurate description of hemodynamics in the aorta as blood in large vessels such as the left ventricle and the aorta complies with the assumptions of an incompressible, isothermal, Newtonian and single-phase liquid [7]. Specifically, we use

\[ \begin{align*}
\partial_t (\rho u_i) + \partial_j (\rho u_i u_j - \sigma_{ij}) &= 0 \quad \text{in } \mathbb{R}^+ \times \Omega, \\
\partial_t u_i &= 0, \quad \text{in } \mathbb{R}^+ \times \Omega, \\
\sigma_{ij} n_j &= h_i, \quad \text{on } \Gamma_n \\
u_i(0, \cdot) &= u_i^0 \quad \text{in } \Omega
\end{align*} \]

where \( \rho \) denotes the fluid density, \( p \) is the pressure, \( u_i \) and \( n_i \) are the components of the velocity field and the unit outward normal vector, respectively. To deal with turbulence occurring at higher Reynolds numbers the residual based variational multiscale (RBVMS) turbulence model, see [3,4,6,8], was employed. The RBVMS formulation has the additional property of stabilizing our method, which allowed the use of lowest equal order finite elements. The main idea behind the RBVMS model is to decompose the finite element functional spaces into coarse and fine scale subspaces in order to model the unresolvable fine scale quantities with element-wise residuals, see [3]. For time discretization the Implicit Euler and Crank-Nicholson schemes were used for the stationary and transient cases, respectively. The remaining non-linear system was treated using the Newton-Raphson method which results in a non-symmetric block system that has to be solved every time step. Solvers for the block system were taken from the PETSc library [1,2]. We used a right preconditioned flexible GMRES method with PETSc fieldsplit preconditioning [5,10] which in turn uses BoomerAMG [11] to approximate sub-block inverses.
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4 Simulation Setup

The parameters \((\rho = 1060 \text{ kg m}^{-3}, \mu = 4.0 \times 10^{-4} \text{ Pa s})\) and mesh geometry for the CFD simulation were chosen in agreement with the PIV experiment. For the stationary cases a parabolic inflow profile was chosen as inflow boundary condition. For the transient cases two dimensional inflow profiles were recovered by polar interpolation of the one dimensional velocity data sampled from the two orthogonal PIV imaging planes at the inflow region. We used pure tetrahedral meshes with \(\approx 1200 \times 10^3\) points, \(\approx 7000 \times 10^3\) elements corresponding to an average edge length of \(0.25 \text{ mm}\). This resulted in \(\approx 5000 \times 10^3\) degrees of freedom. For both stationary and transient simulations simulations were ran from \(t = 0\) to \(t = 2\) s with a time step size of \(\Delta t = 1\) ms. Simulation times for all experiments ranged at maximum up to 4 h. All simulations were executed on VSC3 using 512 MPI processes with an average computation time per time step of \(\approx 7\) s.

5 Validation and Results

In order to validate the simulated flow profiles with experimental data, patterns of characteristic vortices were compared, using the scaled Q-criterion \(Q_s := \frac{1}{2} \left( \frac{\| \Omega \|_F}{\| S \|_F} - 1 \right)\), where \(S\) and \(\Omega\) denote the symmetric and antisymmetric part of the velocity gradient tensor, respectively.

For the stationary cases we observe good agreement of vortex positions between PIV measurements and simulation results within the range of a maximum relative error of 22\% (see Tab. 1). Fig. 1 suggests a close agreement between measured and simulated vortex patterns.

![Fig. 1: Comparison of PIV measurements to simulated data for Re = 2000, where v1 and v2 indicate the positions of vortex 1 and vortex 2.](image)

| Re | Error Vortex 1 [%] | Error Vortex 2 [%] |
|----|-------------------|-------------------|
| 750| 2.5               | 10.1              |
| 1500| 10.6              | 21.8              |
| 2000| 17.2              | 2.0               |
| 3000| 4.3               | 6.0               |
| 4000| 14.9              | 12.4              |

Table 1: Relative errors from comparison of vortex positions. Errors have been calculated as \(\frac{2 |x_{\text{PIV}} - x_{\text{SIM}}|}{|x_{\text{PIV}}| + |x_{\text{SIM}}|}\), with \(x_{\text{PIV}}, x_{\text{SIM}}\) being the respective measured and simulated vortex centers.

Due to limited resolution and the reduced dimensionality of measured data the quantitative validation of the transient case remained inconclusive. While computed flow patterns appear plausible and showed qualitative agreement with measurements using an eyeball metric, a full quantitative analysis requires further research.

6 Conclusion and Future Work

In the stationary cases the CFD simulation results compare favorably with experimental PIV data suggesting that our CFD analysis tools are suitable to represent blood flow in the human aorta. The validation of transient flow would benefit from PIV with higher spatio-temporal resolution, two dimensional measurement of inflow profiles or 4D tomographic PIV data.
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