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Abstract

Deep neural network image classifiers are reported to be susceptible to adversarial evasion attacks, which use carefully crafted images created to mislead a classifier. Recently, various kinds of adversarial attack methods have been proposed, most of which focus on adding small perturbations to all of the pixels of a real image. We find that a considerable amount of the perturbations on an image generated by some widely-used attacks may contribute little in attacking a classifier. However, they usually result in a more easily detectable adversarial image by both humans and adversarial attack detection algorithms. Therefore, it is important to impose the perturbations on the most vulnerable pixels of an image that can change the predictions of classifiers more readily. With the pixel vulnerability, given an existing attack, we can make its adversarial images more realistic and less detectable with fewer perturbations but keep its attack performance the same. Moreover, the discovered vulnerability assists to get a better understanding of the weakness of deep classifiers. Derived from the information-theoretic perspective, we propose a probabilistic approach for automatically finding the pixel vulnerability of an image, which is compatible with and improves over many existing adversarial attacks.

1 Introduction

Recently, Deep Neural Networks (DNNs) have enjoyed great success in many application areas such as computer vision and natural language processing. Nevertheless, DNNs have been demonstrated to be vulnerable to adversarial attacks, which are data samples carefully crafted to be misclassified by DNN classifiers [6, 15, 12]. For example, in image classification, an adversarial example may be perceived as a legitimate data sample in a ground-truth class but misleads a DNN classifier to predict it into a maliciously-chosen target class or any class different from the ground truth.

The most popular way to generate adversarial examples is by adding small perturbations/noise to the pixels of a real image, e.g. in [6, 18, 3, 23, 1]. For many existing attacks, a large amount of the pixels of a real image are perturbed to generate an adversarial example, with the same (e.g., Fast Gradient Sign Method (FGSM) [6]) or different magnitude (e.g., Projected Gradient Descent (PGD) [17]), according to the gradient of the classifier loss for each pixel. Our research has found that a large proportion of the generated perturbations of a successful adversarial example contribute little to the attack against the classifier. By removing those ineffective perturbations for an existing attack

1In this paper, we are only interested in a pixel’s coordinate/position in lieu of its value.
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method, we are to able attack with significantly fewer perturbations and keep its attack performance almost the same. In this way, existing attacks can be refined to generate more realistic adversarial examples, which are obviously less easily detected by humans. Moreover, we can empirically show the adversarial examples generated by these refined attacks can also significantly lower the accuracy of adversarial detectors [5][26][13][20].

To identify effective perturbations on a real image for an attack method, we need to find out the “vulnerability” of all the pixels of the image, as perturbations are more effective if they are imposed on more vulnerable pixels This is a challenging task as the pixel vulnerability is specific to the real image, the classifier, and the attack. In Figure 1 we depict a demonstration on MNIST [13] using the PGD [17] attack on a convolutional neural network classifier.

Specifically, given the real images, our proposed method in this paper can automatically detect each pixel’s level of vulnerability, shown in (b) and (f). Guided by the detected vulnerability, we impose the PGD perturbations on the most vulnerable pixels and ignore the others. In this way, we can obtain 98% of the attack performance of the original PGD by only perturbing the top 30% most vulnerable pixels. It is also noteworthy that the vulnerability map can greatly help us to get a more intuitive and deeper understanding of the weak points of a classifier under adversarial attacks. For example, it is difficult to tell how a PGD attack changes digit “3” to “9” by looking at its perturbations. However, the vulnerability map intuitively shows that it is the perturbations on the “break of the upper ellipse” of digit “3” that are most likely to result in the misclassification. This concurs with our visual perception.

In this paper, we propose a probabilistic approach to detect pixel vulnerability as shown in Figure 1. We propose a probabilistic approach derived from an information-theoretic perspective. Specifically, given a real image, we first generate its adversarial example by an arbitrary attack, which we call the “source attack”. Next, a neural network is used to generate a vulnerability map for a natural image, which is trained by an algorithm derived from an information-theoretic perspective. We then construct a stochastic procedure that selects a subset of the pixels of an image and only imposes the perturbations of the source attack on the selected pixels. In this way, based a source attack, we develop a new attack that aims to attack as well as the source attack with fewer pixels perturbed.

The contributions of this paper can be summarised as follows: i) We comprehensively study the problem of detecting an image’s pixel vulnerability under an adversarial attack, which is important for developing better attack methods and more robust defence algorithms. To our knowledge, this has not been comprehensively addressed in previous research. ii) We introduce a new principled probabilistic approach that can find pixel vulnerability in an end-to-end manner. We believe that our adaption of probabilistic approaches to adversarial learning is novel and inspiring. iii) We propose a new adversarial attack framework guided by the learned pixel vulnerability, which is compatible with most of the existing adversarial attack techniques and improves over them with significantly fewer perturbations resulting in reduced detectability without sacrificing attack performance. iv) Our proposed approach helps develop an intuitive and deep understanding of the weaknesses of deep classifiers, which can inspire the development of more robust defence algorithms.

Figure 1: Demons on MNIST. (a,e) Real images (digits 3 and 5 respectively); (b,f) the vulnerability maps learned by our method (‘hotter’ means more vulnerable); (c,g) Original PGD adversarial example; (d,h) Our attack by selecting PGD perturbations against the top 30% vulnerable pixels.

---

2The images are resized for a better visualisation.
2 Background and proposed approach

2.1 Background

Suppose that a normal image and its ground-truth label are denoted by $X$ and $\hat{y} \in \{1, \cdots, K\}$, respectively, where $K$ is the number of unique image labels. We consider a pretrained neural network classifier $f$, which takes $X$ as input and outputs a probability vector over $K$ labels, i.e., $y = f(X)$. Usually for a well-trained classifier, we have $\hat{y} = \arg\max y$. An adversarial attack is to find perturbations $\eta$ (with the same dimensions as $X$) and add them to $X$ to give the adversarial example, $X^{adv}$, which is expected to mislead the classifier to fail to identify the true label. Importantly, the adversarial image shall be inside an $\epsilon$-ball around $X$, i.e., $\|\eta\| < \epsilon$ where $\| \cdot \|$ can be the $L_\infty$ norm in accordance with [17][1] or other norms. Finding the value of $\eta$ can be formulated as the following optimisation problem: $\max_{\|\eta\| < \epsilon} \ell(f(X + \eta), \hat{y})$, where $\ell(f(X), \hat{y})$ denotes the loss function (e.g., cross-entropy loss) of the classifier $f$ given input $X$ and its true label $\hat{y}$.

2.2 Problem definition

Here we assume an image $X$ consists of $H \times W$ pixels, where each pixel $x_{ij}$ can have either one channel (greyscale images) or multiple channels (colour images). Given $X$ and a classifier $f$, we first apply a “source attack”, $s$, resulting in the source adversarial example $X^s$: $X^s = s(X)$, whose predicted label distribution is $y^s = f(X^s)$. In general, $s$ can be an arbitrary adversarial attack that adds perturbations, as long as it can attack the classifier well and its perturbations fall into the $\epsilon$-ball. Moreover, $s(X)$ can be viewed as a stochastic process for many existing attacks, for example, PGD [17] attacks with random initialisation in the $\epsilon$-ball. For most attacks, all of the pixels of $X$ are perturbed, but usually with different magnitudes. In this paper, we demonstrate that the pixels in an image have different vulnerability and the perturbations on the most vulnerable pixels contribute most in changing the the classifier’s decision.

For $X$, we introduce a vulnerability map $\Theta \in \mathbb{R}^{H \times W}$, generated from a neural network $g$ parameterised by $\alpha$ taking $X$ as input: $\Theta = g_\alpha(X)$. Specifically, $\theta_{ij}$ indicates the vulnerability of pixel $x_{ij}$. Based on $\Theta$, we develop a stochastic procedure $\mathcal{E}$ (detailed in Section 2.3) that selects a subset of the pixels to perturb. Specifically, a draw from $\mathcal{E}$ is a binary matrix: $Z \sim \mathcal{E}(\Theta) \in \{0, 1\}^{H \times W}$, where $z_{ij} = 1$ indicates pixel $x_{ij}$ is selected and vice versa. Given $X^s$ and $Z$, we construct a new adversarial example by imposing the source attack’s perturbations only on the selected pixels:

$$X^{adv} = X + Z \odot (X^s - X),$$

where $\odot$ indicates the element-wise product and $\eta = X^s - X$ is the matrix of perturbations from the source attack. Although $Z$ is binary, it does not mean that a pixel’s vulnerability is binary. As $\mathcal{E}$ is a stochastic process, a pixel with lower vulnerability will be less frequently selected in multiple draws of $\mathcal{E}$. Finally, we can describe our paper’s research problem as: Given $X$ and $X^s$, finding the optimal $\Theta$ to generate $X^{adv}$, which attacks the classifier $f$ as well as possible.

2.3 Learning

Here we propose a probabilistic learning algorithm for $\Theta$ derived from an information-theoretic perspective. Before detailing the proposed learning method, we first view our model as a graphical model with random variables, demonstrated in Figure 2. Specifically, we note: i) $y$ is the predicted label distribution of $X$ and $y|X \sim f(X)$; ii) $X^s$ is generated by a source attack from $X$; iii) $y^s$ is the predicted label distribution of $X^s$ and $y^s|X^s \sim f(X^s)$; iv) $\Theta$ is generated by $g_\alpha(X)$; v) $Z$ is drawn from $\mathcal{E}$ parameterised by $\Theta$; and vi) $X^{adv}$ is generated given $Z$ and $X^s$ by Eq. (1).

In practice, most of the published source attacks are able to achieve impressive attack performances. For example, PGD with 20 iterations can reduce the accuracy of the state-of-the-art classifier on the CIFAR10 [11] dataset from 92.7% to 0.8% [17]. Therefore, it is reasonable that we learn $\Theta$ by narrowing the margin of the attack.
performances between $X^{\text{adv}}$ and $X^s$. As mutual information is a measure of the dependence between two random variables and captures how much knowledge of one random variable reduces the uncertainty about the other, we propose a learning objective that maximises the mutual information between $y^s$ and $X^{\text{adv}}$, as follows:

$$L = \max_{Z \sim \mathcal{E}(\Theta)} I(y^s, X^{\text{adv}}). \quad (2)$$

As $X^s$ comes from the source attack, it already satisfies the constraint of the $\epsilon$-ball. Therefore, there is no need to consider this constraint when learning $Z$. It is worth noting that Eq. (2) is not directly implementable, so we consider the following derivation:

$$I(y^s, X^{\text{adv}}) = \int p(y^s, X^{\text{adv}}) \log \frac{p(y^s, X^{\text{adv}})}{p(y^s)p(X^{\text{adv}})} dy^s dX^{\text{adv}} dX^s dZ X$$

$$= E_X \left[ E_{X^{\text{adv}} | X, Z} \left[ E_{X^s | X, Z} \left[ \int p(y^s | X^s) \log \frac{p(y^s | X^{\text{adv}})}{p(y^s)} dy^s \right] \right] \right]$$

$$= E_X \left[ E_{X^{\text{adv}} | X, Z} \left[ \sum_{k=1}^{K} p(y_k | X^s) \log p(y_k | X^{\text{adv}}) \right] \right] + \text{constant.} \quad (3)$$

In the derivation of Eq. (3), we leverage the fact:

$$p(y^s, X^{\text{adv}}, X^s, Z, X) = p(y^s | X^s)p(X^{\text{adv}} | X^s, Z)p(X^s | X)p(Z | X)p(X),$$

as shown in Figure 2. According to Figure 2, we also have: $X^s | X = s(X), Z | X = Z \sim \mathcal{E}(g_\alpha(X))$, $X^{\text{adv}} | (X^s, Z) = X + Z \circ (X^s - X), p(y_k | X^s) \propto f(X^s)_k$, and $p(y_k | X^{\text{adv}}) \propto f(X^{\text{adv}})_k$. Given Eq. (3), the learning process can be described as: For one input image $X$, we first sample $X^s$ and $Z$; then we accordingly sample $X^{\text{adv}}$; $X^s$ and $X^{\text{adv}}$ are fed into the classifier to get their predicted label distributions; finally, we minimise the margin between the two label distributions. Recall that $X^{\text{adv}}$ uses a subset of the perturbations of $X^s$. If it can attack as well as $X^s$, the selected pixels in $X^{\text{adv}}$ shall be more vulnerable than the others, which indicates a good vulnerability map has been learned.

Now we introduce the details of the stochastic process $\mathcal{E}$ that generates $Z$. Inspired by [4], among all the $HW$ pixels of an image, we maximally select $M \in \{1, \ldots, HW\}$ pixels to impose on the perturbations from the source attack. Next, we introduce a matrix version of categorical distribution parameterised by $\Theta$, a draw of which picks one pixels among the $HW$ pixels: $U \sim \text{Categorical}(\Theta)$. Here $U \in \{0, 1\}^{H \times W}$ is a one-hot binary matrix, where the entry selected by the categorical distribution is turned on and all the others are zero.\(^3\) To maximally select $M$ pixels, we draw $U$ for $M$ times and choose the pixels that are selected at least once, formulated as follows:

$$U^{<m>} \sim \text{Categorical}(\Theta) \quad \text{for } m = 1 \text{ to } M,$$

where $U^{<m>}$ denotes the output matrix of the $m$th draw and $\max_m U^{<m>}$ denotes the element-wise maximisation, i.e., $z_{ij} = \max_m u_{ij}^{<m>}$.

Recall that we aim to train the neural network parameter $\alpha$ to optimise Eq. (2). To avoid backpropagation through the categorical random variables, we utilise the Concrete distribution [9][16] to approximate the categorical distribution: $\tilde{U} \sim \text{Concrete}(\log \Theta)$, where $\tilde{U} \in \mathbb{R}^{H \times W}$ is the continuous relaxation of the one-hot matrix $U$ in Eq. (4). Specifically, we have:

$$\tilde{u}_{ij} = \frac{\exp \left( \log(\theta_{ij} + \gamma_{ij}) / \tau \right)}{\sum_{j'} \exp \left( \log(\theta_{ij'} + \gamma_{ij'}) / \tau \right)}, \quad (5)$$

where $\gamma_{ij}$ is from a Gumbel$(0, 1)$ distribution: $\gamma_{ij} = -\log(-\log \nu_{ij}), \nu_{ij} \sim \text{Uniform}(0, 1)$, and $\tau$ is the “temperature”. With the Concrete distribution, we have:

$$\tilde{U}^{<m>} \sim \text{Concrete}(\log \Theta) \quad \text{for } m = 1 \text{ to } M,$$

$$\bar{Z} = \max_m \tilde{U}^{<m>}, \quad (7)$$

\(^3\)An ordinary categorical distribution’s parameter is a probability vector and it outputs a one-hot vector. A more precise notation should be $U \sim \text{reshape}_\text{to_matrix}(\text{Categorical}(\text{softmax}(\text{reshape}_\text{to_vector}(\Theta)))$. We abbreviate it to assist the readability.
where $\tilde{Z}$ is an approximation to $Z$ for backpropagation in the learning phase.

Finally, we elaborate on the training process in Algorithm 1. After the neural network $g$ is trained, given an input image $X$, we can first get $\Theta$, then select pixels to perturb according to $\Theta$, and finally use Eq. (1) to generate the adversarial image $X'_{adv}$.

### 3 Related work

Here we first review the related work in the domain of adversarial attacks for deep learning. As adversarial attack is a vast and increasingly popular research topic, we limit our discussions to perturbation-based attacks. Besides FGSM [6] and PGD [17], there are many other perturbation-based attacks, such as BIM [12], DeepFool [18] and CW [3]. Most of the above methods are non-trainable attacks, meaning that they conduct an optimisation process for each individual image. Several trainable methods have been proposed such as Adversarial Transformation Networks (ATNs) [2], AdvGAN [25], and RobGAN [14]. Those trainable methods usually consist of a generator that is learned with training images and used to directly generate adversarial examples. Our proposed approach falls into the category of trainable attacks as well. It is noteworthy that any perturbation-based attack can serve as the source attack in our model, as we only require the output of a source attack as our model’s input.

To the best of our knowledge, the closest attack to our approach is the Jacobian-based Saliency Map Attack (JSMA) [22], which uses a saliency map computed according to the gradients of the classifier loss and then perturbs those pixels with high saliency. Several extensions and variations have been proposed to JSMA, including those in [3, 24]. Although JSMA’s high-level idea on perturbing a subset of pixels is related to ours, the aims and mechanisms are fundamentally different. First of all, JSMA is an independent attack, while ours can be used to analyse and improve over many existing attacks. Moreover, JSMA is a non-trainable attack, while ours is trainable. Our approach is more efficient in performing attacks on test images.

### 4 Experiments

In this section, we conduct experiments to evaluate the performance of our method, named PVAdv (Pixel Vulnerability Adversary), on attacking image classifiers. It is noteworthy that our method is not designed to be an alternative attack that competes with existing approaches. Instead, any existing perturbation-based attacks can serve as PVAdv’s source attack and PVAdv is able to discover the vulnerable pixels of an image for the source attack then keep its attack performance with fewer perturbations. Here we focus on untargeted white-box attacks, though the attacks discussed in this paper (including the proposed one) can be adapted to targeted or black-box settings.

#### 4.1 Evaluation metrics

We first report a classifier’s accuracy on the adversarial images generated from the test images of a dataset (AdvAcc), to test if PVAdv keeps the source attack’s performance with fewer perturbations.

---

**Algorithm 1: Learning algorithm**

```plaintext
input : Classifier $f$, Source attack $s$, Input image collection $\mathcal{X}$, Maximum number of vulnerable pixels $M$
output : Parameter of the neural network $\alpha$
while Not converged do
  Sample a batch of input images $\mathcal{X}_B$;
  forall $X \in \mathcal{X}_B$ do
    Generate source adversarial image $X^s = s(X)$;
    for $m = 1$ to $M$ do
      Draw $\tilde{U}^{<m>}$ by Eq. (6);
      Calculate $\tilde{Z}$ by Eq. (7);
      Generate final adversarial image $X'_{adv} = X + \tilde{Z} \odot (X^s - X)$;
      Calculate learning loss $L$ by Eq. (2);
    end
    Compute noisy gradients of $L$ in terms of $\alpha$;
  end
  Average noisy gradients of batch samples;
  Update $\alpha$ by stochastic gradient steps and backpropagation;
end
```

---


To verify whether our attack is less easily detected than its source attack, following [5], we build an adversarial detector to predict whether an image is natural or adversarial. The detector consists of a logistic regression with three features computed from the output logits of the classifier: classifier confidence, kernel density (K-density), and the entropy of normalized non-maximal elements (non-ME). The former two features are introduced in [5] and the latter is from [20]. For an attack method, we split the test set of a dataset in half, then use the images of the first half and their adversarial counterparts to train the detector, and report the Area Under Curve (DetAUC) on the second half.

Finally, inspired by [27], we protect a naive classifier with the adversarial detector. Suppose that both natural and adversarial images are sent to the classifier to classify but the classifier does not know which ones are adversarial. This is a highly practical case of adversarial attacks in the real world. Before an image goes to the classifier, we use the adversarial detector to check whether it is natural or adversarial. If the image is detected to be natural, regardless of whether it is actually natural or adversarial, the classifier classifies it. Any images that are detected to be adversarial by the detector are rejected for classification. The detector-protected classifier is considered to be successful on an image if: A) the image is adversarial and gets rejected; B) the image is accepted and successfully classified. In Case B, if the detector mistakenly lets an adversarial image in, the classifier can hardly successfully label it, given the strong performance of adversarial attacks. We report the adversarial accuracy for the detector-protected classifier (Protected-AdvAcc) computed by $(\#A + \#B)/N$, where $\#A$ and $\#B$ are the numbers of images in Case A and B, respectively, and N is the total number of images. Interestingly, a strong attack method is not guaranteed to attack the protected classifier well, as it can be easily detected and rejected by the detector. Therefore, attack methods need to be “smart”, i.e., attacking on more vulnerable pixels with fewer perturbations. Protected-AdvAcc is reported on the second half of the test images of each dataset, similar to DetAUC. We note that from an attacker’s perspective, the lower the three metrics are, the better.

### 4.2 Experimental settings

Here we consider the MNIST [13] and CIFAR10 [11] datasets, where the pixel values of the images were normalised between 0 and 1. **Settings of classifiers:** We use the naturally-pretrained classifiers in the Madry Challenges [17]: a Convolutional Neural Network (CNN)-based model for MNIST and a ResNet-based one [8] respectively, which are widely-used in robust machine learning. **Settings of source attacks:** We select two popular adversarial attacks as the source attacks for PVAdv: FGSM [6] and PGD [17]. We used the default settings of the two source attacks implemented in CleverHans [21]. Note that the source attack is not limited to the above two and can be an arbitrary perturbation-based attack. We set $\epsilon$ to 0.3 for MNIST and 0.03 for CIFAR10, respectively, which are the standard settings. **Settings of PVAdv:** For the neural network $q$, we leverage an autoencoder-like architecture similar to the one of [23], which is further based on the code of WGAN-GP [7]. Specifically, the “encoder” encodes an input image into a 128-dimensional latent representation with a CNN and the “decoder” decodes from the latent representation to the vulnerability map of the input image with a deconvolutional network. We set $M = \text{round}(\beta HW)$, where $\beta \in (0,1)$ is a hyperparameter introduced to control the proportion of perturbed pixels. The temperature of the Concrete distribution is set to 0.5, following [4]. We implement PVAdv in Python with TensorFlow, trained by Adam [10] with learning rate 0.0001 and batch size 100. We train the model for 500 iterations maximally and terminate the training if the loss stops dropping for 10 continuous iterations. **Settings of other baselines:** Besides the two source attacks that serve as natural baselines for PVAdv, we compare with JSMA [22], which also attacks with a subset of pixels. We use the implementation in CleverHans, where the target label is selected randomly and the number of perturbed pixels is set to the same values as $M$ in PVAdv. Interestingly, JSMA can also be used as our source attack.

### 4.3 Results

We show the results on MNIST and CIFAR10 in Table[1]. First, it can be observed both FGSM and PGD achieve good results for attacking the classifiers on MNIST and CIFAR10. However, the DetAUC for both of them is obviously large, for example, it is over 93% on both MNIST and CIFAR10 for PGD, which indicates that their attacks are easily detected by the detection algorithm. Once detected, their attacks can hardly harm the performance of the protected classifier. For example, in CIFAR10, PGD achieves 0.03 accuracy on the original classifier, but only gets 0.892 accuracy
Table 1: AdvAcc, DetAUC, Protected-AdvAcc.

(a) MNIST

| Attack     | AdvAcc | DetAUC     | Protected-AdvAcc |
|------------|--------|------------|-----------------|
| FGSM       | 0.077  | 0.914      | 0.837           |
| PGD        | 0.006  | 0.934      | 0.859           |
| β          | 0.3    | 0.5        | 0.7             |
| JSMA       | 0.157  | 0.050      | 0.048           |
| PVAdvFGSM  | 0.100  | 0.036      | 0.028           |
| PVAdvPGD   | 0.025  | 0.006      | 0.006           |

(b) CIFAR10

| Attack     | AdvAcc | DetAUC     | Protected-AdvAcc |
|------------|--------|------------|-----------------|
| FGSM       | 0.158  | 0.820      | 0.705           |
| PGD        | 0.030  | 0.981      | 0.892           |
| β          | 0.3    | 0.5        | 0.7             |
| JSMA       | 0.038  | 0.017      | 0.011           |
| PVAdvFGSM  | 0.397  | 0.257      | 0.195           |
| PVAdvPGD   | 0.167  | 0.032      | 0.030           |

Table 2: AdvAcc comparisons among variants of PVAdv.

(a) MNIST

| Attack     | AdvAcc (FGSM) | AdvAcc (PGD) |
|------------|---------------|--------------|
| β          | 0.3 0.5 0.7   | 0.3 0.5 0.7  |
| PVAdv      | 0.100 0.036 0.028 | 0.025 0.006 0.006 |
| PVAdvrand  | 0.831 0.592 0.312 | 0.824 0.208 0.008 |
| PVAdvreverse | 0.976 0.940 0.835 | 0.972 0.895 0.520 |

(b) CIFAR10

| Attack     | AdvAcc (FGSM) | AdvAcc (PGD) |
|------------|---------------|--------------|
| β          | 0.3 0.5 0.7   | 0.3 0.5 0.7  |
| PVAdv      | 0.397 0.257 0.195 | 0.167 0.032 0.030 |
| PVAdvrand  | 0.445 0.289 0.213 | 0.514 0.077 0.030 |
| PVAdvreverse | 0.721 0.503 0.290 | 0.818 0.389 0.051 |

Table 3: $L_2$ per perturbed pixel

|          | MNIST | CIFAR10 |
|----------|-------|---------|
| PVAdvFGSM | 0.0168 | 0.0004 |
| PVAdvPGD  | 0.0213 | 0.0004 |

on the protected classifier, as it gets a very high DetAUC of 0.981. It is interesting to see that PGD attacks better than FGSM against the unprotected classifier, but its performance is usually worse than FGSM on the protected classifier, due to the high detectability of PGD.

With FGSM and PGD as our source attacks, the proposed PVAdv is able to attack as well as those source attacks with much fewer perturbations, e.g., PVAdvPGD with $\beta = 0.5$ (i.e., only 50% of the pixels are perturbed) on MNIST and CIFAR10. Accordingly, our method’s DetAUC is much lower than the source attacks, leading to significantly lower values in Protected-AdvAcc. For example, PVAdvPGD with $\beta = 0.5$ achieves 0.672 against the protected classifier for CIFAR10 compared with 0.892 for the original PGD, without sacrificing the attacking performance on the unprotected classifier (i.e., AdvAcc of PGD and PVAdvPGD with $\beta = 0.5$ is 0.0030 and 0.0032, respectively).

To fully understand our proposed model, we also propose two variants: PVAdvrand and PVAdvreverse. For PVAdvrand, we randomly select $M$ pixels to attack and run five times with different random seeds then reported the average performance; for PVAdvreverse, we select the $M$ least vulnerable pixels to attack (PVAdv selects the most vulnerable pixels). The comparisons on AdvAcc of the variants are shown in Table 2. It can be observed that the perturbations on the most vulnerable pixels are much more effective than those on the least vulnerable ones and random ones. For example, PVAdvPGD with $\beta = 0.3$ obtains 0.025 AdvAcc on MNIST while PVAdvrand and PVAdvreverse only get 0.824 and 0.972, respectively. This demonstrates that for PGD on MNIST, the perturbation on the top 30% vulnerable pixels contributes most of the attack performance while those on the least 30% hardly contribute. In addition, for an image, we compute the norm $L_2$ distance
between $X$ and $X^{adv}$ divided by the number of perturbed pixels and report the mean $L_2$ over all the testing images. The results of PVAdv and PVAdv\text{reverse} with $\beta = 0.5$ are listed in Table 3, showing that the perturbation magnitude of the 50% pixels selected by PVAdv is similar to that of the pixels selected by PVAdv\text{reverse}, but PVAdv achieves much better AdvAcc. So the effectiveness of PVAdv is not due to the perturbation magnitudes but positions indicated by the vulnerability map.

The running time of performing attacks on 100 sampled images is reported in Table 4. We run all the methods in TensorFlow on a PC with a NVIDIA TITAN RTX GPU. Once trained, our proposed PVAdv attacks very efficiently (e.g., at least 10X on MNIST and 100X on CIFAR10 faster than JSMA).

Similar to Figure 1, we provide more visualisation maps (i.e., softmax($\Theta$)) in Figure 3. Figure 4 shows the demo adversarial examples of JSMA.

### 5 Conclusion

To identify the vulnerable pixels of an image that can actually challenge classifiers, we have proposed a novel probabilistic approach called PVAdv, derived from the information-theoretic perspective. Given an arbitrary source attack, PVAdv is able to discover vulnerability maps of images and keep the source attack’s performance with much less perturbations. This significantly reduces the detectability of the source attack and leads to better attack performance on detector-protected classifiers. The
vulnerability maps also handily assist the understandings to the source attack and provide insights for developing more effective defence methods. Future research is on the defence side, aiming to improve the classifier robustness by better protecting the vulnerable pixels.
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Appendix

5.1 Training adversarial detectors with different attacks

Previously in the experiments with adversarial detectors of the main paper, for one attack method, we train the adversarial detector and report the DetAUC and Protected-AdvAcc on the natural images and their adversarial examples generated by this particular attack method. That is to say, the detector is trained specifically to an attack. Now we train a detector with FGSM and PGD, then use it to detect the adversarial examples generated by other attacks, on the testing images of each dataset. This is a practical case of the real-world adversarial defence, where we cannot foresee what method will attack a classifier and we can only train the detector by the attack methods that we know. We mimic this case by using FGSM and PGD as the known attacks to train the detector. This is also an examination of the transferability of the adversarial detectors, i.e., trained with one attack and tested with another.

The results on MNIST and CIFAR10 are shown in Table 5 and 6, respectively. For JSMA and PVAdv, we use $\beta = 0.5$. For easy comparison, we also borrow some of the results in Table 1 of the main paper to the “attack-specific” columns in Table 5 and 6.

On MNIST, it can be observed that the detectors trained with FGSM and PGD attacks perform similarly and slightly outperform their counterparts trained in the attack-specific way. For the classifier protected by the above detectors, our method significantly attack better than JSMA. On CIFAR10, the detector trained with PGD detects the PVAdv attacks better but the corresponding protected classifier is observed to be less effective on defending these attacks than its counterparts with detectors trained attack-specifically. This demonstrates that a good detector does not always protect the classifier well, which can be an interesting point for further study.

5.2 Generalisation of PVAdv with different source attacks

Here we compare the generalisation of our proposed method trained with different source attacks. Specifically, we train PVAdv with one source attack and use another source attack when using PVAdv to perform attacks on the testing images. The results on MNIST and CIFAR10 are shown in Table 7 and 8, respectively, where some entries of the tables are borrowed from Table 1 of the main paper. For example, in Table 7, if we look at “AdvAcc”, the entry on the intersection of “PVAdv$_{FGSM}$” and “PGD” is 0.007, which means that if we train PVAdv with FGSM as the source attack and test it with PGD as the source attack, the adversarial accuracy is 0.007. The entry of “PVAdv$_{FGSM}$” and “FGSM” and the entry of “PVAdv$_{PGD}$” and “PGD” indicate PVAdv trained and tested with the same source attack, which are borrowed from Table 1 in the main paper. For all the results in Table 7 and 8, we set $\beta = 0.5$ for PVAdv.

It can be observed that although our method is trained with a specific attack, its detected vulnerability map can be generalised to help improve other source attacks.
### Table 5: DetAUC and Protected-AdvAcc with detectors trained with different attacks on MNIST.

| Detector trained by | DetAUC | Protected-AdvAcc |
|---------------------|--------|------------------|
| FGSM                | 0.914  | 0.837            |
| PGD                 | 0.930  | 0.847            |
| JSMA                | 0.935  | 0.861            |
| PVAdv<sub>FGSM</sub> | 0.860  | 0.772            |
| PVAdv<sub>PGD</sub> | 0.848  | 0.760            |

### Table 6: DetAUC and Protected-AdvAcc with detectors trained with different attacks on CIFAR10.

| Detector trained by | DetAUC | Protected-AdvAcc |
|---------------------|--------|------------------|
| FGSM                | 0.817  | 0.701            |
| PGD                 | 0.971  | 0.873            |
| JSMA                | 0.833  | 0.672            |
| PVAdv<sub>FGSM</sub> | 0.766  | 0.684            |
| PVAdv<sub>PGD</sub> | 0.790  | 0.671            |

### Table 7: AdvAcc, DetAUC, and Protected-AdvAcc of PVAdv with different source attacks on MNIST.

| Source attack | AdvAcc | DetAUC | Protected-AdvAcc |
|---------------|--------|--------|------------------|
| FGSM          | 0.036  | 0.857  | 0.742            |
| PGD           | 0.042  | 0.853  | 0.757            |

### Table 8: AdvAcc, DetAUC, and Protected-AdvAcc of PVAdv with different source attacks on CIFAR10.

| Source attack | AdvAcc | DetAUC | Protected-AdvAcc |
|---------------|--------|--------|------------------|
| FGSM          | 0.257  | 0.770  | 0.691            |
| PGD           | 0.257  | 0.769  | 0.697            |