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Abstract. For the general nonlinear constrained optimization model, this article will propose a new nonlinear Lagrange function, discuss the properties of the function at the KKT point, and prove that under appropriate conditions, the iterative point generated by the dual algorithm based on the function is locally convergent, and then an error estimate of the solution related to the penalty parameter is given. This provides a new way to solve nonlinear constrained optimization problems.
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1. Introduction
The nonlinear optimization problem has been one of the most important branches of optimization problems since the 1970s. It is a problem of finding the extreme value of a single-valued function in a finite-dimensional space. The independent variables of the function may be limited to finite equality or inequality constraint.

In recent years, theories and algorithms on nonlinear optimization problems have continuously appeared, and almost every research branch has corresponding monographs. For general nonlinear optimization problems, a direct idea is to use mathematical tools such as differential calculus, variational method and Lagrange multiplier method to obtain the solution or solution expression of the problem through logical derivation and analysis [1]. This is the so-called analysis method. This method is only effective for some nonlinear optimization problems with special structures. The second type of methods for solving nonlinear optimization problems are graphical methods and experimental methods. Although this type of method is simple to operate, it can only handle low-dimensional situations. In view of the limitations of the above two types of methods, for some practical problems, people try to use the function value information or derivative information of the objective function and the constraint function in a certain local area to construct an iterative numerical solution method, that is, from the current approximate solution point, step by step tune to produce new and better approximate solutions until they can't be improved again. This paper studies the nonlinear constrained optimization problem, discusses the smooth approximation of the low-order exact penalty function and the use of augmented Lagrangian exact penalty function to solve the cone optimization problem.
2. Penalty function method
The main idea of the penalty function method is to transform the nonlinear constrained optimization problem into a nonlinear unconstrained optimization problem [2]. According to how to combine the objective function and the constraint function, we derived many different forms of penalty function.

2.1. External penalty function method
Consider nonlinear programming problems with equality and inequality constraints

\[
\begin{align*}
\min f(x) \\
s.t. \quad g_i(x) &\leq 0, i = 1, \ldots, p \\
&\quad h_j(x) \leq 0, j = 1, \ldots, p
\end{align*}
\] (1)

Among them, \( f: \mathbb{R}^n \to \mathbb{R} \), \( g_i: \mathbb{R}^n \to \mathbb{R}^l (i = 1, L, p) \), \( h_j: \mathbb{R}^n \to \mathbb{R}^q (j = 1, L, q) \) and \( g(x) = (g_1(x), L, g_p(x))^T \), \( h(x) = (h_1(x), L, h_q(x))^T \) [3]. Specifically, a large number \( \delta \) is selected in advance, and the following penalty function is applied to the feasible region \( X \)

\[
P(x) = \begin{cases} 
0, & x \in X \\
\delta, & x \notin X 
\end{cases}
\] (2)

Then, use \( P(x) \) to construct an augmented objective function of (1)

\[
F(x) = f(x) + P(x).
\] (3)

Since the value of \( F \) at the feasible point is the same as the value of \( f \), and the value of \( F \) at the infeasible point is very large, the corresponding unconstrained nonlinear programming problem with the augmented objective function as the objective function

\[
\min F(x) = f(x) + P(x)
\] (4)

The optimal solution of must also be the optimal solution of constrained nonlinear programming problem (1). For (1) we consider introducing the following external penalty function with parameter \( c \):

\[
P_c(x) = c \sum_{i=1}^{p} \left[ \max(g_i(x),0) \right]^2 + \frac{c}{2} \sum_{j=1}^{q} \left[ h_j(x) \right]^2,
\]

where \( c \) is called the penalty parameter. The above external penalty function can also be simply written as

\[
P_c(x) = c \left\| g^+(x) \right\|^2 + \frac{c}{2} \left\| h(x) \right\|^2
\] (5)

Among them, \( g^+(x) = (g_1^+(x), \ldots, g_p^+(x))^T \), \( g_i^+(x) = \max(g_i(x),0)(i = 1, \ldots, p) \). can see that function \( P_c(x) \) can maintain the continuous or differentiable function shape of \( g(x) \) and \( h(x) \) on the boundary of \( X \). Since when a point moves from the boundary of \( X \) to the outside of \( X \), the value of the penalty function (5) will gradually increase from 0. Therefore, only when the penalty parameter \( c \) increases infinitely, the corresponding unconstrained non-constraint of the augmented objective function The optimal solution of linear programming problem \( \min F_c(x) = f(x) + P_c(x) \) may be
close to the optimal solution of (1). Based on this, to use the external penalty function (5) to solve (1), it is generally necessary to first select a positive penalty parameter sequence \( \{C_k\} \) \( (k = 1, 2, \cdots) \) that increases and tends to infinity, and then make the external penalty function sequence

\[
P_{c_k}(x) = c_k \left\| g^+(x) \right\|^2 + \frac{c_k}{2} \left\| h(x) \right\|^2
\]

On the basis of, construct the augmented objective function sequence of (1)

\[
F_{c_k}(x) = f(x) + P_{c_k}(x),
\]

Reduce the problem as solving a series of unconstrained nonlinear programming

\[
\min_{x} F_{c_k}(x).
\]

Then, the point sequence \( \{x^k\} \) formed by the optimal solution \( x^k \) of (8) approaches the optimal solution of (MP). This is the process of solving the problem (MP) with the external penalty function method.

Step 1: Select initial data. Pick the initial point \( x^0 \) and the penalty parameter column \( C_k (k = 1, 2, \cdots) \). Given the error \( \varepsilon > 0 \) of the test termination condition, let \( k_0 = 1 \).

Step 2: Construct an augmented objective function. Follow (6) as the outer penalty function, and then follow (6) to construct the augmented objective function of (1), namely

\[
F_{c_k}(x) = f(x) + c_k \left\| g^+(x) \right\|^2 + \frac{c_k}{2} \left\| h(x) \right\|^2.
\]

Step 3: Solve unconstrained nonlinear programming. Choose some kind of unconstrained nonlinear programming method, Remember \( S(x) = \frac{1}{c_k} P_{c_k} (x) = \left\| g^+(x) \right\|^2 + \frac{1}{2} \left\| h(x) \right\|^2 \), \( S(x^k) \leq \varepsilon \) is often used as the termination condition. You can also make \( g_{max}^{k} = \max_{1 \leq j \leq p} \{ g_j(x^k) \} \), \( h_{max}^{k} = \max_{1 \leq j \leq q} \{ h_j(x^k) \} \) and use \( \max \{ g_{max}^{k}, h_{max}^{k} \} \leq \varepsilon \).

2.2. Internal penalty function method
For nonlinear programming problems with only inequalities

\[
\min_{x} f(x) \quad \text{s.t. } g_i(x) \leq 0
\]

Another penalty function method can also be considered, that is, the internal penalty function method is used to solve the problem. Denote \( g(x) = (g_1(x), \cdots, g_p(x))^T \), then the inside of the feasible region \( X \) of (10) can be denoted as \( X^0 = \{ x \in \mathbb{R}^n | g(x) < 0 \} \). We introduce another penalty function, its role is to give a “punishment” to the point that attempts to leave the feasible region [4]. Because this penalty function keeps the iteration point of the solution within the feasible region, it is called an internal penalty function.
Step 1: Select initial data. Pick the initial point \( x^0 \in X^0 \), and the penalty parameter column \( \{d_k\} (k=1,2,\cdots) \). Given the error \( \varepsilon > 0 \) of the test termination condition, set \( k_0 = 1 \).

Step 2: Construct an augmented objective function. According to (9), make the inner penalty function \( B_{d_k}(x) \), and then construct the augmented objective function of (1) according to (10), namely

\[
F_{d_k}(x) = f(x) + B_{d_k}(x).
\]

Step 3: Solve unconstrained nonlinear programming. Choose some kind of unconstrained nonlinear programming method, solve \( \min F_{d_k}(x) \) with \( x^{k-1} \) as the initial point, and suppose that the optimal solution \( x^k \) is obtained. If \( x^k \) has met a certain termination condition, stop iterative output \( x^k \), otherwise, let \( k_0 = k + 1 \) go to step 2.

In the above internal penalty function method, the initial point must be the internal point of the feasible region. The penalty parameter list \( \{d_k\} \) is usually generated by the following form: first take an initial penalty parameter \( d_0 > 0 \) and a reduction coefficient \( \beta \geq 2 \), let \( d_{k+1} = \frac{d_k}{\beta} \), usually take \( \beta \in [4,10] \). The termination condition can be \( B_{d_k}(x^k) \leq \varepsilon \) or \( \min_{1 \leq i \leq p} g_i(x^k) \leq \varepsilon \).

3. Lagrangian multiplier algorithm for nonlinear programming

Consider the nonlinear programming problem with equality constraints (9), namely

\[
\min f(x) \\
\text{s.t. } h_j(x) = 0, \ j = 1,\cdots, q.
\]

From the last analysis of the previous section, we know that \( \nabla f(x^\star) \neq 0 \) is a big reason why the penalty parameter \( c_k \) must be obtained in the external penalty function method [5]. This enlightens us to consider replacing the objective function \( f(x) \) in (11) with a function whose gradient is zero at the optimal solution \( x^\star \). This function does not seem to be difficult to find, because for the optimal solution \( x^\star \) of (11), there must be a multiplier \( u^\star \in R^q \), such that \( \nabla L(x^\star,u^\star) = 0 \), where \( L(x,u) \) is the Lagrange function \( L(x,u) = f(x) + \sum_{j=1}^q u_j h_j(x) \) of (11). Based on this, imagine replacing \( f(x) \) in (11) with \( L(x,u^\star) \). We can construct a problem equivalent to problem (11)

\[
\min L(x,u^\star) \\
\text{s.t. } h_j(x) = 0, \ j = 1,\cdots, q
\]

Let \( \{c_k\} \) be a sequence of positive penalty parameters that increases and tends to infinity [6]. For problem (12), take the augmented objective function column \( F_{c_k}(x) = L(x,u^\star) + \frac{c_k}{2} \|h(x)\|^2 \). Then the
external penalty function method can be used to solve the problem (11) into solving a series of unconstrained nonlinear programming problems \( \min F_{c_k}(x) = L(x, u^*) + \frac{c_k}{2} \| h(x) \|^2, \ k = 1, 2, \cdots. \)

However, the Lagrange multiplier \( u^* \) cannot be obtained in advance before solving (3.1), which requires us to study the method of establishing an iterative point sequence \( \{u^k\} \) gradually approaching \( u^* \). In the following, we use the dual method to derive the rules for finding the iteration point sequence \( \{u^k\} \), so that the problem of solving (3.1) through (3.2) can be converted to solving the following series of unconstrained nonlinear programming problems:

\[
\min F_{c_k}(x) = L(x, u^k) + \frac{c_k}{2} \| h(x) \|^2, \ k = 1, 2, \cdots.
\]

The basic dual method is that the strong convexity of positive definite is achieved under the requirements.

Let \( x(u) \) be

\[
\min_x L(x, u)
\]

Its local optimal solution, namely

\[
L(x(u), u) = \min_x L(x, u)
\]

Reset

\[
q(u) = \min_x L(x, u)
\]

Then \( q(u) \) is called the dual function of (11), (16) is called the dual program of (11), and \( u^* \) is called the dual optimal solution of (11). In terms of further constructing the augmented Lagrange function, Fletcher's approach gives a relatively new pattern [7]. We can clearly know that for the nonlinear programming problem with equality constraints (11), it is

\[
\min f(x) \quad \text{s.t.} \quad h_j(x) = 0, \ j = 1, \cdots, q.
\]

The form of the augmented Lagrange function used by Hestenes is (15), namely

\[
L_c(x, u) = f(x) + \frac{\xi}{2} \| h(x) \|^2 + u^T h(x).
\]

The augmented Lagrange function in the Fletcher multiplier method proposed by Fletcher (1975) has the form

\[
F_c(x) = L_c(x, u(x))
\]

Under the assumption that \( \nabla h(x) \) has rank \( q \), \( u(x) \) defined by the above formula is

\[
u(x) = -[\nabla h(x) \nabla h(x)^T]^{-1} \nabla h(x) \nabla f(x).
\]
This means that Fletcher uses (16) and (17) to give a new Lagrange function $F(x, c)$ without the Lagrange multiplier $u$. Polak et al. extended Fletcher's approach to solving general constrained nonlinear programming problems (1), namely

$$
\min f(x) \\
\text{s.t.} \quad \begin{align*}
    g_i(x) &\leq 0, \quad i = 1, \ldots, p \\
    h_j(x) &= 0, \quad j = 1, \ldots, q.
\end{align*}
$$

(19)

Here $L_c(x, \lambda, u)$ is the augmented objective function of the form (19) given by Rockafellar, namely

$$
L_c(x, \lambda, u) = f(x) + \frac{1}{2c} \left( \|cg(x) + \lambda^+\| - \|\lambda\|^2 \right) + u^T h(x) + \frac{c}{2} \|h(x)\|^2.
$$

(20)

In order to make $\lambda(x)$ and $u(x)$ in (20) satisfy $\lambda^+ = \lambda(x^*)$ and $u^+ = u(x^*)$, Polak et al. let $\lambda(x)$ and $u(x)$ be the optimal solution of the following quadratic function minimization problem:

$$
\min_{\lambda, u} \|\nabla f(x) + \nabla g(x)^T \lambda + \nabla h(x)^T u\|_2^2 + \sum_{i=1}^p \left( \lambda_i^g_i(x) \right)^2.
$$

(21)

4. Case analysis

For constrained nonlinear programming problem $\min x^2$ s.t. $1 - x \leq 0$, write the expression $F_c(2)$ of the augmented Lagrange function when $x=2$ according to the Polak multiplier method. Solution: According to (17) and (18), the augmented Lagrange function of the problem is

$$
F_c(x) = x^2 + \frac{1}{2c} \left( c - cx + \lambda(x) \right)^2 - \frac{1}{2c} \|\lambda(x)\|^2.
$$

(22)

It can be known from (22) that $\lambda(x)$ is the optimal solution to $\lambda$ for the following unconstrained nonlinear programming problem: $\min \lambda (2x - \lambda)^2 + \lambda^2 (1 - x)^2$. When $x=2$, the above formula is $\min_\lambda (4 - \lambda)^2 + \lambda^2$. Solving the above minimization problem, you can get the optimal solution $\lambda(x) = 2$. Substituting it into (19), you can get

$$
F_c(2) = 4 + \frac{1}{2c} \left( c - 2c + 2 \right)^2 - \frac{1}{2c} \cdot 4 = 4 + \frac{1}{2c} \left( 2 - c \right)^2 - \frac{2}{c}
$$

(23)

Therefore, $F_c(2) = \begin{cases} 2 + \frac{c}{2}, & 0 \leq c \leq 2, \\
4 - \frac{2}{c}, & c > 2. \end{cases}$
5. Conclusion
This paper has drawn many conclusions through the theoretical explanation of the exact penalty function and the calculation and solution of nonlinear constrained optimization problems, such as the realization of some properties of approximating the exact penalty function. More importantly, the accuracy of the original penalty function in nonlinear constrained optimization problems solving, on the basis of keeping the value of the non-differentiable part of the original penalty function problem unchanged, it satisfies the differentiability and smoothness of the penalty function formula, thereby improving the efficiency and quality of the precise penalty function algorithm, and improving the algorithm The convergence rate of, proves the effectiveness and practicability of the exact penalty function method in solving nonlinear constrained optimization problems.
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