Hole weak anti-localization in a strained-Ge surface quantum well
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We report a magneto-transport study of a two-dimensional hole gas confined to a strained Ge quantum well grown on a relaxed Si_{0.2}Ge_{0.8} virtual substrate. The conductivity of the hole gas measured as a function of a perpendicular magnetic field exhibits a zero-field peak resulting from weak anti-localization. The peak develops and becomes stronger upon increasing the hole density by means of a top gate electrode. This behavior is consistent with a Rashba-type spin-orbit coupling whose strength is proportional to the perpendicular electric field, and hence to the carrier density. By fitting the weak anti-localization peak to a model including a dominant cubic spin-orbit coupling, we extract the characteristic transport time scales and a spin splitting energy of ~1 meV. Finally, we observe a weak anti-localization peak also for magnetic fields parallel to the quantum well and attribute this finding to a combined effect of surface roughness, Zeeman splitting, and virtual occupation of higher-energy hole subbands.

Hole spins in p-type SiGe-based heterostructures are promising candidates for quantum spintronic applications [1, 2]. They are expected to display a relatively small in-plane effective mass [3, 4], favoring lateral confinement, as well as long spin coherence times [5], stemming from a reduced hyperfine coupling (natural Ge is predominantly constituted of isotopes with zero nuclear spin and holes are less coupled to nuclear spins due to the p-wave symmetry of their Bloch states [6]). In addition, low-dimensional, SiGe-based structures benefit from a strong and electrically tunable spin orbit coupling [4, 7–11]. This property could be exploited for purely electrical spin control [5, 12–14]. Finally, hybrid superconductor-semiconductor devices based on strained Ge quantum wells confining holes should provide a favorable platform for the development of topologically protected qubits based on Majorana fermions of parafermions [15, 16].

Here we consider a SiGe-based heterostructure with a compressively strained Ge quantum quantum well (QW) at its surface. This heterostructure presents two main advantages: 1) in a metal-oxide-semiconductor field-effect transistor (MOSFET) device layout, it allows for an efficient gating of the accumulated two-dimensional hole gas (2DHG); 2) the surface position of the QW enables an easier fabrication of low-resistive contacts to the 2DHG. The strained SiGe heterostructure was grown on a 200 nm Si(001) substrate by means of reduced pressure chemical vapor deposition (RP-CVD). Growth was realized using an industrial-type, mass-production system (ASM Epsilon 2000 RP-CVD), which is a horizontal, cold-wall, single wafer, load-lock reactor with a lamp-heated graphite susceptor in a quartz tube. RP-CVD offers the major advantage of unprecedented wafer scalability and is nowadays routinely used by leading companies in the semiconductor industry to grow epitaxial layers on Si wafers of up to 300 mm diameter. The heterostructures, shown schematically in Fig. 1.a, consists of a 3 µm thick reverse linearly graded, fully relaxed Si_{0.2}Ge_{0.8}/Ge/Si(001) virtual substrate with a 32-nm-thick strained Ge QW surface layer. This is a typical design for surface channel structures employed in modern MOSFET devices. The full structure was grown in a single process without any external treatment. The surface of the Si wafers was cleaned by an in situ thermal bake in H₂ ambient at high temperature, above 1000°C. The Ge epilayer was grown from a commercially available and widely used germane (GeH₄) gas precursor at a relatively low substrate temperature (~<450°C), as it is known that the growth temperature of the compressively strained Ge epilayers has to be sufficiently low to suppress surface roughening and retain compressive strain in the epilayers. Further details of materials growth and characterization are described elsewhere [17]. The same epitaxial growth technology resulted in the creation of strained Ge QW heterostructures with superior low- and room-temperature electronic properties [18–20] enabling the observation of various quantum phenomena including the fractional quantum Hall effect [21], mesoscopic effects due to spin-orbit interaction [2, 22–25] and terahertz quantum Hall effect [26].

The studied devices have a Hall-bar geometry defined by a top-gate electrode operated in accumulation mode (Fig. 1.b). Due to the absence of intentional doping, the Ge QW contains no carrier at low temperature. A sufficiently negative voltage applied to the top gate induces the accumulation of a 2DHG in the QW region underneath. Device fabrication involves the following steps: a relatively large (tens of microns wide), 55-nm-thick mesa structure is initially defined by optical lithography and dry etching in Cl₂ plasma; ohmic contacts are successively fabricated using optical lithography, followed by Ar etching (to remove the residual oxide) and Pt deposition in an e-beam evaporator system; 30 nm of Al₂O₃ are deposited everywhere using atomic layer deposition at 250°C; finally, the Hall-bar-shaped top gate accumulation electrode is defined by e-beam lithography and deposition of 60 nm of Ti/Au.

Magneto-transport measurements were performed in a ³He cryostat with a base temperature of 300 mK. Longitudinal (ρₓₓ) and Hall (ρₓᵧ) resistivities were mea-
FIG. 1. a) Schematic of the heterostructure. The 2DHG (blue) lays on top of the 32 nm Ge layer. b) Optical image of the Hall bar devices. The blue line highlights the mesa and the white dotted lines the Pt contacts. We measure the transverse Hall voltage (V_{H}) and the longitudinal channel voltage (V_{ch}) from which we extract Hall resistivity and channel resistivity respectively. The directions of the applied fields B_{⊥} and B_{∥} are also indicated. c) Channel resistivity \( \rho_{XX} \) (red) and Hall resistivity \( \rho_{XY} \) (blue) as a function of out of plane magnetic field. Channel resistivity shows a dip at low field which is a signature of weak anti-localization. d) Mobility \( \mu \) (red) and carrier density \( n_{\text{hole}} \) (blue) as a function of accumulation gate voltage \( V_{tg} \).

Measured as a function of magnetic field, \( B_{⊥} \), perpendicular to the 2DHG, and top gate voltage \( V_{tg} \), controlling the carrier density. Examples of such traces are given in Fig. 1.c. From Hall resistivity we extracted the hole mobility (\( \mu \)) and carrier density \( n_{\text{hole}} \) ranging from 800 to 2400 cm\(^2\)/Vs and from \( 1.3 \times 10^{11} \) to \( 1.7 \times 10^{11} \) cm\(^{-2} \) respectively, for top gate voltages varying between -4.1 and -4.4V (the threshold \( V_{tg} \) for the onset of conduction is at -3.8V, as shown in Fig. 1.d). The mobility is much lower than the one reported in other strained Ge heterostructures [27]. This difference is likely due to the presence of charge traps at the Ge/Al\(_{2}\)O\(_3\) interface.

Following basic Hall-effect characterization we now turn to a more in-depth investigation of the magneto-transport properties. In Fig. 1.c, the longitudinal resistivity (red trace) exhibits a pronounced dip at zero magnetic field. Such a dip is a characteristic signature of weak anti-localization, a mesoscopic phenomenon associated with spin-orbit coupling [28]. At zero magnetic field the latter leads to a reduced backscattering resulting in a resistivity minimum. This quantum interference effect is suppressed by a magnetic field perpendicular to the 2DHG, accounting for the observed resistivity dip at \( B_{⊥} = 0 \).

This phenomenon is further investigated in Fig. 2.a, where the longitudinal conductivity is now plotted as a function of \( B_{⊥} \) and for a range of \( V_{tg} \) values, after having removed the feature-less back-ground contribution from classical Drude conductivity. As a matter of fact, \( \Delta \sigma_{WAL} \) represents the quantum correction resulting from weak anti-localization. Interestingly, this data set shows that the weak anti-localization peak develops upon increasing the gate voltage and, correspondingly, the hole density \( n_{\text{hole}} \) and the perpendicular electric field in the QW. This trend suggests that the spin-orbit coupling responsible for the weak anti-localization effect is of a Rashba type. In our strained QW system, where holes occupy the first heavy-hole subband, we expect the dominant Rashba component to be cubic in the in-plane momentum. [22, 23, 29, 30].

The weak anti-localization peak can be fitted to the formula [31]:

\[
\Delta \sigma_{WAL} = \frac{2 e^2}{h} \int_{0}^{\infty} d\epsilon \frac{\rho_{XX}(\epsilon)}{\rho_{XX}(0) + \rho_{XY}(\epsilon)} \frac{\rho_{XX}(\epsilon) - \rho_{XY}(\epsilon)}{\rho_{XX}(\epsilon) + \rho_{XY}(\epsilon)}
\]
\[
\Delta\sigma_{WAL}(B_{\perp}) = \frac{e^2}{2\pi^2 \hbar} \left\{ \Psi\left(\frac{1}{2} + \frac{B_{\varphi}}{B_{\perp}} + \frac{B_{SO}}{B_{\perp}}\right) + \frac{1}{2} \Psi\left(\frac{1}{2}\right) + \frac{B_{\varphi}}{B_{\perp}} + 2B_{SO} \right\}
\]

\[
-\frac{1}{2} \ln \left(\frac{B_{\varphi}}{B_{\perp}} + 2B_{SO}\right) + \frac{1}{2} \ln \left(\frac{B_{\varphi}}{B_{\perp}}\right) \] (1)

where \(\Psi(X)\) is the digamma function, \(B_{\varphi}\) is the phase coherence field and \(B_{SO}\) is the characteristic field associated with the Rashba spin orbit coupling.

From the fitting parameters \(B_{\varphi}\) and \(B_{SO}\) we can extract the phase coherence time \(\tau_{\varphi}\) and the spin relaxation time \(\tau_{so}\) with \(\tau_{i} = m^{*}/4\pi\hbar\mu_{\text{hole}}B_{i}\), \(i\) being either \(\varphi\) or \(SO\) and \(m^{*}\) being the effective in-plane hole mass (from earlier studies in similar heterostructures [22, 23, 32, 33], we assumed \(m^{*} = 0.1\ m_{0}\) where \(m_{0}\) is the bare electron mass). We note that the large width of the observed weak anti-localization peak is consistent with the relatively small values obtained for the scattering time \((\tau_{s} = m^{*}\mu/\epsilon)\).

These values, as well as those for \(\tau_{\varphi}\), \(\tau_{SO}\) are displayed as a function of carrier density in Fig. 2.b. The evolution of these characteristic time scales with respect to \(n_{\text{hole}}\) provides a hint on the underlying mechanism for spin relaxation. If spin relaxation were due to impurity scattering (Elliot-Yafet mechanism [34, 35]), then \(\tau_{SO}\) should increase with \(\tau_{tr}\) and decrease with the carrier density \((\tau_{so} \propto \tau_{tr}/n_{\text{hole}}^{2})\). This does not correspond to the observed trend. On the other hand, if spin relaxation occurred in between scattering events, due to spin-orbit-induced rotation (Dyakonov-Perel mechanism [36]), the spin relaxation time should decrease with \(\tau_{tr}\) and with the spin splitting energy \(\Delta SO\) \((\tau_{so} \propto 1/(\tau_{tr} \times \Delta SO))\), where \(\Delta SO \approx \alpha_{3}E_{z}k_{F}^{2}\) where \(\alpha_{3}\) is the cubic Rashba coupling, \(E_{z}\) the vertical electric field and \(k_{F}\) the Fermi wave number). Our experimental finding is consistent with this second scenario, which allows us to deduce the spin splitting energy and its dependence on the carrier density (see Fig. 2.c).

The obtained values of the spin splitting energy are around 1 meV, i.e. comparable to those obtained in similar heterostructures and using different experimental methods [22, 23, 29].

To further investigate the nature of the zero-field conductivity enhancement, magneto-transport measurements were performed also with the magnetic field applied in the plane of the 2DHG, as indicated in Fig. 3. To first order, an in-plane magnetic field is not expected to break the effect of weak anti-localization, because it produces no flux through the time-reversed back-scattering trajectories. Contrary to this expectation, the longitudinal conductivity measured as a function of the in-plane magnetic field, \(B_{//}\), does exhibit a clear zero-field peak. The characteristic half width at half maximum of the peak is \(\sim 0.7\ T\), i.e. several times larger than in the case of perpendicular field.

We can rule out the possibility of a misalignment of the magnetic field with respect to the plane of the 2DHG. In fact, from a simultaneous measurement of the Hall resistivity, also shown in Fig. 3, we estimate a misalignment of only \(2^\circ\). Therefore, the out-of-plane component of the applied field is far too small to explain the observed conductivity peak.

\[\text{FIG. 3. Black trace: Hall resistivity } \rho_{XY} \text{ as a function of in plane magnetic field. The small dependence on field results from a small perpendicular field component. We estimate an angle of only } 2^\circ \text{ between } B_{//} \text{ and the chip plane. Black circles: quantum correction to channel conductivity } \Delta\sigma_{WAL} \text{ revealing a weak anti-localization peak. The blue dashed line and the red solid line are fits to the model from Minkov et al. [37] without and with the addition of a } B_{//}^{6} \text{ term respectively.} \]

Instead, the effect can be ascribed to the finite thickness of the 2DHG. This type of problem was theoretically investigated by Minkov et al.[37]. According to this work, the weak anti-localization correction to the magneto-conductivity can be expressed as:

\[
\Delta\sigma_{WAL}(B_{//}) = \frac{e^2}{4\pi^2 \hbar} \left[ 2\ln \left(\frac{B_{\varphi} + B_{SO} + \Delta_{r}}{B_{\varphi} + B_{SO}}\right) + \ln \left(\frac{B_{\varphi} + 2B_{SO} + \Delta_{r}}{B_{\varphi} + 2B_{SO}}\right) - \ln \left(\frac{B_{\varphi} + \Delta_{r} + \Delta_{s}}{B_{\varphi}}\right) + S\left(\frac{B_{\varphi} + \Delta_{r}}{B_{SO}}\right) - S\left(\frac{B_{\varphi}}{B_{SO}}\right) \right]
\] (2)

where \(\Delta_{r}\) and \(\Delta_{s}\) are \(B_{//}\)-dependent corrections to \(B_{\varphi}\) taking into account the effect of surface roughness and Zeeman splitting, respectively. Following Ref. [37], we assume \(\Delta_{r} = rB_{//}^{2}\) and \(\Delta_{s} = sB_{//}^{2}\). The \(S(x)\) function in Eq. 2 can be explicitly written as:

\[
S(x) = \frac{8}{\sqrt{7} + 16x} \left[ \arctan \left(\frac{\sqrt{7} + 16x}{1 - 2x}\right) - \pi \Theta(1 - 2x) \right]
\] (3)

where \(\Theta\) is the Heaviside step function. For the effective fields \(B_{SO}\) and \(B_{\varphi}\) we take the values extracted
from the previously discussed magneto-transport measurements in perpendicular magnetic field, for the same carrier density, i.e. $B_{SO} = 170$ mT and $B_p = 19$ mT.

The dotted blue line in Fig. 3 is a fit to equation 2 using the proportionality factors $r$ and $s$ as fitting parameters. The fit shows only moderate agreement with the data. A significantly improved fit can be obtained by introducing in the expression of $\Delta$, a second orbital term proportional to $B_0^2//$, i.e. $\Delta_2 = r \times B_0^2// + q \times B_0^2//$, with the additional fitting parameter $q$. This second term describes the time reversal symmetry breaking due to magnetic field via the virtual occupation of unoccupied higher energy subbands[38–40]. The new fit, shown by a solid red line in Fig. 3, is in remarkably good agreement with the experimental data set over the entire magnetic-field range. Following Ref. [39], the value of the fit parameter $q$ can be related to the effective thickness $d$ of the 2DHG, i.e. $d \sim \left(\frac{q \Phi}{4^{1/4} h^2 n_{ihoele}}\right)^{1/14}$. We find $d \sim 14$ nm. Taking into account the thickness of the Ge QW (32 nm) and the gate-induced band bending, this is a perfectly realistic estimate and a validity check for the adopted model.

In conclusion, we have reported magneto-transport measurements of a 2DHG confined to a compressively strained Ge QW on the surface of a relaxed Si$_{0.2}$Ge$_{0.8}$ virtual substrate. The 2DHG is formed by gate-induced hole accumulation up to carrier densities of the order of $10^{11}$ cm$^{-2}$.

We find that the hole mobility is highly reduced as compared to similar heterostructures where the QW is buried well below the surface. This can be explained by a high density of traps at the Ge/Al$_2$O$_3$ interface, which is in line with the fact that germanium native oxide is known to be of poor quality. In order to enhance hole mobility, a higher interface quality would be required. There exist possible solutions to tackle this problem [41], which could be explored in forthcoming studies.

Despite the relatively low mobility, weak anti-localization is observed, exhibiting a strong dependence on the carrier density, which is directly related to the perpendicular electric field. This points to a spin-orbit coupling of the Rashba type, with an expected dominant cubic component. The estimated characteristic times $\tau_{tr}$, $\tau_{so}$ and $\tau_p$, as well as the spin-splitting energy $\Delta_{SO}$ are consistent with values measured in buried Ge QWs [22, 23, 29]. Finally, we find that weak anti-localization can as well be suppressed by an in-plane magnetic field, reflecting the finite thickness of the 2DHG and a contribution from Zeeman effect, surface roughness, and virtual inter-subband scattering processes.
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