Multiclass discovery in array data
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Background: A routine goal in the analysis of microarray data is to identify genes with expression levels that correlate with known classes of experiments. In a growing number of array data sets, it has been shown that there is an over-abundance of genes that discriminate between known classes as compared to expectations for random classes. Therefore, one can search for novel classes in array data by looking for partitions of experiments for which there are an over-abundance of discriminatory genes. We have previously used such an approach in a breast cancer study.

Results: We describe the implementation of an unsupervised classification method for class discovery in microarray data. The method allows for discovery of more than two classes. We applied our method on two published microarray data sets: small round blue cell tumors and breast tumors. The method predicts relevant classes in the data sets with high success rates.

Conclusions: We conclude that the proposed method is accurate and efficient in finding biologically relevant classes in microarray data. Additionally, the method is useful for quality control of microarray experiments. We have made the method available as a computer program.

Background
A common application in microarray data analysis is to identify genes that, based on their expression levels, discriminate between known classes of experiments. This identification is often achieved by using various statistical measures to, gene-by-gene, correlate the expression levels with the classes of interest. In this way a discriminatory weight is calculated for each gene. For example, Golub et al. used a signal-to-noise statistic to find genes with expression patterns that discriminate between samples obtained from patients with acute myeloid leukemia and patients with acute lymphoblastic leukemia [1]. Other examples include using a standard t-test to discriminate between breast tumors from carriers of BRCA1 mutations and carriers of BRCA2 mutations [2]. For an overview of applications see [3]. In most studies, the number of genes is much larger than the number of experiments. For such a large number of genes, it is crucial to estimate how many genes would correlate with the classes of interest by chance. Often, a P value corresponding to the probability of obtaining a given weight by chance is calculated for each weight. One can then investigate if there is an over-abundance of discriminatory genes for classes of interest as compared to randomly selected classes. Indeed, such an over-abundance has been found for many microarray-based classification applications (see e.g. [1,2,4]).

Often clustering methods, such as hierarchical clustering [5], k-means clustering [6], or self-organizing maps (SOM) [7] are used for unsupervised classification of array data (see [8] for an overview). For example, hierarchical clustering has been used to discover two subtypes of diffuse B-cell lymphoma [9], three subtypes of breast tumors [10], and two subtypes of cutaneous melanoma [4].
Dugas et al. have developed an iterative k-means clustering method for class discovery in array data [11]. Examples of SOM-based methods for discovery of cancer subtypes include applying SOMs to automatically discover the distinction between acute myeloid leukemia and acute lymphoblastic leukemia [1], and to separate 14 different tumor subtypes [12]. SOMs and k-means clustering require the user to predefine the number of clusters to be found. Hsu et al. proposed an unsupervised hierarchical self-organizing map approach that automatically identifies a suitable number of clusters, and applied it to a couple of publicly available array data sets [13].

In these clustering methods, experiments are clustered based on the distance between them in gene expression space. An alternative unsupervised classification approach to discover classes in gene expression data, which exploits the fact that there typically is an over-abundance of genes separating known classes was proposed by Ben-Dor et al. [14]. In their method, classes are discovered by seeking partitions of experiments with an over-abundance of discriminatory genes. In contrast to many clustering methods, no metric to define distances between experiments is required. Furthermore, classes are discovered based only on the subset of genes that are differentially expressed between the classes, whereas in unsupervised clustering the distances are often based on all the genes. A similar classification method, which also searches for binary class distinctions in a set of samples that show separation in the expression of subsets of genes, has been developed by von Heydebreck et al. [15]. These classification methods are well-suited to discover several significant partitions of experiments, each based on a different subset of genes.

Inspired by the method by Ben-Dor et al., we have previously used a similar approach to sub-classify familial breast cancer into two classes [16]. Briefly, the approach was as follows. For a given partition of the experiments into two classes (with \( n_1 \) and \( n_2 \) experiments, respectively), a discriminative weight was calculated for each gene using the signal-to-noise statistic [1]. To assign \( P \) values to the weights one has to perform random permutation tests. Such a test was used to generate a weight distribution that could be expected for two classes with \( n_1 \) and \( n_2 \) experiments under the assumption of random gene expression. Using this weight distribution, each weight was assigned a \( P \) value corresponding to the probability to obtain the weight or larger for a random partitioning into \( n_1 \) and \( n_2 \) experiments. Candidate partitions of the data were scored with the number of statistically significant weights, that is the number of genes that were significantly different in expression between the classes. A simulated annealing [17] scheme was used, in which partitions were updated by changing the class of a randomly selected experiment, to find the partition of experiments into the classes with the highest score. Our approach is different from the Ben-Dor et al. method in two respects. First, they use the total number of misclassification (TNoM) score to find discriminatory genes [18]. Second, we use a fixed \( P \) value cut-off to find the number of discriminatory genes, whereas they instead use surprise scores [14].

In this work, we have extended our unsupervised classification method for discovery of more than two classes and to allow for missing values in gene expression data. Furthermore, we have made the method publicly available as a computer program. For the breast cancer study [16], we performed random permutation tests for all possible \( n_1 \) and \( n_2 \) that add up to the total number of experiments. Extending the method to find a preset but arbitrary number of classes and to allow for missing values would result in performing random permutation tests for many more combinations of class sizes. For nonparametric rank-based statistics, analytically calculated \( P \) values correspond to what would be obtained by random permutation tests. Therefore, we decided to use such statistics instead of a parametric test. Moreover, nonparametric methods have been shown to be robust conservative (low numbers of false positives) in its application to the identification of discriminatory genes in gene expression data [19].

Here, we describe the unsupervised classification method used in our class discovery program in detail, and results from applying it on two publicly available data sets.

**Implementation**

**Identification of differentially expressed genes**

The Wilcoxon rank sum test (WT) is used to identify genes differentially expressed in two classes [21]. The nonparametric WT tests for equality of medians of two samples of data, but unlike the \( t \)-test it makes no assumption that the data is normally distributed. It operates on rank-transformed data rather than the raw values. In our method, the expression values of each gene are ranked across experiments from low to high, disregarding to which class each experiment belongs. For a given partition of experiments into two classes, a discriminatory weight \( w_g \) is calculated for each gene (\( g \)),

\[
\text{class 1: } n_1 \text{ samples } \quad \text{class 2: } n_2 \text{ samples } \quad n_2 > n_1
\]

\[
w_g = \sum_{e \in \text{class 1}} \text{rank}_e (e)
\]

\[
u_g = w_g - n_1 (n_1 + 1)/2
\]

where \( e \) denotes an experiment with \( \text{rank}_e (e) \) for \( g \). Next, we want to calculate a \( P \) value of \( u_g \) for the null hypothesis that expression values for all experiments are drawn from the same probability distribution. If the \( P \) value is near
zero, it casts doubt on the null hypothesis and suggests that the medians of expression values are significantly different in the two classes. For \( n_2 > 8 \) (and thus \( n_2 > 8 \) also), the \( P \) value can be calculated by using a normal approximation [22].

\[
\begin{align*}
\text{mean}_{u_g} &= \frac{n_1 n_2}{2} \\
\text{var}_{u_g} &= \frac{n_1 n_2 (n_1 + n_2 + 1)}{12} \\
z &= \left( u_g - \text{mean}_{u_g} \right) / \sqrt{\text{var}_{u_g}} \\
z &\in N(0,1).
\end{align*}
\]

For partitions with \( n_1 \) being at least 9, we use this normal approximation. For partitions with \( n_1 \) smaller than 9, we assign \( P \) values to \( u_g \) using a random permutation test. For each \( n_1 \) and \( n_2 \), the test is based on 50,000 random permutations of class labels. For the WT, we use two-sided tests.

For partitions of experiments into three or more classes, the Kruskal-Wallis test (KWT) is used to identify discriminatory genes [23]. The KWT is a nonparametric version of the one-way analysis of variance (ANOVA), uses the ranks of the data, and is an extension of the WT to more than two groups. It tests for equality of medians of \( k \) samples of data. For a given partition of experiments into \( k \) classes, a discriminatory weight \( H_k \) is calculated for each gene,

\[
class i : n_i \text{ samples} \\
n = \sum_{i=1}^{k} n_i \\
R_g(i) = \sum_{e \text{ class } i} \text{rank}_g(e) \\
H_g = \frac{12}{n(n+1)} \sum_{i=1}^{k} \frac{R_g(i)^2}{n_i} - 3(n+1).
\]

For partitions where all classes have at least 5 samples, the sampling distribution of \( H_k \) can be approximated very well by a chi-square distribution with \( k - 1 \) degrees of freedom [22]. Hence, the \( P \) value for the null hypothesis that expression values for all experiments are drawn from the same probability distribution can be calculated from \( \chi^2(k - 1) \). If the \( P \) value is close to zero it suggests that the median of expression levels for at least one class is significantly different from the others. This does not necessarily mean that every group differs from every other group. For partitions with all classes having at least 5 experiments, we use the chi-square approximation. \( P \) values are not calculated for partitions into more than 2 classes for which a class have less than 5 experiments.

Missing values is handled by using, for each gene, only those experiments for which there exists measurements in the calculation of the statistical test (WT or KWT).

### Scoring partitions of experiments

Each partition of experiments is assigned a score corresponding to the number of genes with \( P \) values smaller than or equal to a user specified cut-off. Thus, the score is the number of genes with significantly different expression in the classes. Because the total number of genes for a data set is identical for all partitions, we do not correct \( P \) values for multiple testing. For random gene expressions, we would, for a typical partition, expect a score of \( P \) multiplied by the total number of genes. We denote this expected score by \( E \).

### Finding the partition with the highest score

We use simulated annealing (a global optimization method) to find the partition of the experiments into a given number of classes with the highest score [17,24]. This procedure is described in Fig. 1. In addition to the best partition, we extract all partitions investigated in the search that have a score larger than a user specified cut-off. Table 1 contains the values of the parameters used in the analysis of the data sets.

### Peeling discriminatory genes

For a data set there may be several biologically relevant partitions. However, one of them is often supported by many more discriminatory genes than the others. In such a scenario, the discovered partitions with the highest scores will mostly be similar to the best one, because shifting one or two experiments will still result in a higher score as compared to other relevant partitions. Hence, it may be difficult to discover important but not dominating partitions. One way to address this issue is to remove genes that contribute to the score for the best partition and run the class discovery program again using this smaller set of genes [14]. Using such a procedure, one can iteratively peel discriminatory genes from the data set to systematically investigate the presence of further partitions with significant scores.

### Evaluation

To further evaluate discovered classes we used hierarchical clustering. Clustering was performed using EPCLUST [http://ep.ebi.ac.uk/EP/EPCLUST/](http://ep.ebi.ac.uk/EP/EPCLUST/) with the distance measure parameter set to linear correlation based distance (Pearson).

To investigate discovery of two classes, we used the non-BRCA1/2 familial breast cancer (termed BRCAx) data set by Hedenfalk et al. [16]. This data set consists of 16 BRCAx samples, for which intensity ratios of 4,795 clones considered to be well-measured are provided. Following
1. Initialization

(a) Initialize the labeling of the experiments by randomly assigning each experiment to one of $k$ classes. For $k > 2$ require each class to have at least 5 experiments.

(b) Initialize the 'temperature' $T = T_{\text{start}}$.

2. Procedure to optimize the partition score.

(a) Calculate the partition score ($S$) for the labeling.

(b) Randomly pick an experiment and change its label to a different label.
   • if $k = 2$, the experiment is randomly selected from all experiments.
   • if $k > 2$, the experiment is randomly selected from classes having more than 5 experiments.

(c) Calculate the score for the changed labeling ($S_{\text{new}}$).
   • Accept the changed labeling, if $S_{\text{new}} > S$; otherwise, accept it with probability $e^{(S_{\text{new}} - S)/T}$.
   • If the changed labeling is accepted set $S = S_{\text{new}}$. If not, keep the original labeling and $S$.

(d) Decrease $T$ by a factor $\eta$ ($T \leftarrow \eta T$), if $N_{\text{success}}$ changed labelings have been accepted, or $N_{\text{total}}$ changed labelings have been proposed at the current $T$.

(e) Repeat steps 2(b)-2(d) until $T$ in step 2(d) becomes smaller than $T_{\text{end}}$.

3. Extract all partitions with scores larger than a threshold ($S_c$) and the discriminatory genes associated with each of them.

Figure 1
The essential algorithmic steps in the class discovery procedure. For actual values of the parameters used in the analysis see Table 1.

Hedenfalk et al., we performed pre-processing of the data such that the log intensity ratios were mean-centered and these values were used as a measure of the expression levels.

To investigate discovery of more than two classes, we used the data for small round blue cell tumors (SRBCTs) of childhood by Khan et al. [20]. This data set consists of 88 samples, separated into a training and a test set, for which
relative intensities of 2,308 filtered genes are provided. In the training set, there are 63 samples belonging to four different SRBCT types, neuroblastoma (NB), rhabdomyosarcoma (RMS), Burkitt’s lymphoma (BL) and Ewing’s sarcoma (EWS). The test set consists of 20 SRBCTs (belonging to the four types) and 5 non-SRBCTs. Following Khan et al., we used the logarithm of the relative intensities as a measure of the expression levels. The 88 experiments were performed on microarrays from 5 different batches of production, and included samples from both tumor biopsy material and cell lines (Table 2).

### Results and Discussion

#### Discovery of two classes in the breast cancer data set

To validate our class discovery program, we first applied it to the Hedenfalk et al. BRCAX data set and looked for two classes, as in our original analysis [16]. In that work, a signal-to-noise statistic [1] and a $P$ value cut-off of 0.001 was used to discover two classes supported by 60 discriminatory genes. For a fixed $P$ value cut-off, we now expect less discriminatory genes, because of the change to a rank-based statistic. Therefore, we decided to use a somewhat larger cut-off to facilitate a comparison of our set of discriminatory genes with the original set. Importantly, we found the classes discovered to be rather insensitive to changes in $P$ value cut-off. Our best scoring partition was supported by 133 discriminatory genes ($P <= 0.005$), whereas we would expect 24 discriminatory genes for a random partition ($E = 24$). Our partition was similar to the one in the original study, except that three samples had shifted class. Moreover, the Hedenfalk et al. partition was also highly significant (score 117), and the top scoring partitions were dominated by partitions very similar to it. Of our 117 discriminatory genes 57 overlapped with the 60 found in ref. [16]. We conclude that the partition found in the original study is robust to changes in the details of the class discovery algorithm.

Setting the values of the parameters in the annealing schedule requires experimentation. For our data sets, we selected parameter values for which the program runs relatively fast (5–10 minutes on a standard personal computer), and for which running the program again, with a new random initialization of the classes, often resulted in again finding the best partition found previously. For more conservative parameter values ($T_{\text{start}} = 25$, $N_{\text{success}} = 100$, $N_{\text{total}} = 500$) for which the program takes 10–15 times longer to run, we found that the best partition was essentially found every time the program was run (9 out of 10 times for the breast cancer data).

#### Discovery of three classes in the SRBCT data set

We applied our class discovery method to the 63 experiments in the SRBCT data training set, leaving the 25 experiments in the test set for verification. For two classes, our best scoring partition was supported by 602 genes ($P <= 0.001; E = 2.3$ genes). We investigated the score (number of discriminatory genes) for our best scoring partition as a function of $P$ value cut-off. The significance of the partition is relatively insensitive to the $P$ value cut-off (Fig. 2). The two classes essentially separated cell lines from tumors, with 4 cell lines (EWS-C4, RMS-C3, C8 and C11) in the tumor class. Thus, we found, in agreement with principal component analysis of the expression data [25], that the dominant separation of the experiments is into cell lines and tumors (94% correct for our two classes). The score for perfect partitioning into cell lines and tumors was 513.

#### Discovery of three classes in the SRBCT data set

Next, we investigated discovery of more than two classes. For three classes, our best scoring partition was supported by 934 discriminatory genes ($P <= 0.001; E = 2.3$). The three classes separated experiments according to batches of microarray production (Table 2). Experiments on print production (Table 2).
batches 104, 118 and 119 were in one class each. There was only one error: RMS-T4 (print batch 104) was in the class with experiments on print batch 118, as were the two experiments from batches 143 and 163. When only using the 61 training experiments belonging to batches 104, 118 and 119, the score for a perfect partitioning into these three batches was 923.

**Discovery of four classes in the SRBCT data set**

For four classes, our best scoring partition was supported by 1051 discriminatory genes ($P \leq 0.001; E = 2.3$). The four classes were identical to our result for three classes (according to print batches), except that the BL experiments (on batches 104 and 119) were in a class of their own. Thus, apart from finding the BL class, the dominant separation of the experiments into four classes is according to print batches. In agreement with our result, BL was in the original supervised analysis found to be the category with the most distinct expression profile [20]. The score for perfect partitioning into the four SRBCT categories was 544, which though not the best score is highly significant compared to random expectations.

**Peeling genes discriminatory for batches of array production**

To reveal partitions into four biologically relevant classes, we proceeded by removing genes discriminatory for print batches from the dataset. We removed the 923 genes found to be discriminatory between the 3 major print batches. The best partition found was supported by 470 discriminatory genes ($P \leq 0.001; E = 1.4$). The four classes corresponded to BL, EWS cell lines, EWS and RMS tumors, and NB and RMS cell lines, respectively (see Table 3), with 89% of the experiments correctly assigned to these categories. Using the four SRBCT categories instead, the four classes corresponded to correct assignment of 48% of the experiments. For this reduced data set, the score for perfect partitioning into the four SRBCT categories was 390. Hence, the removal of genes discriminatory for print batches had the desired effect: the dominant partition no longer reflected print batches, but instead biologically relevant categories. However, there was a separation of tumors from cell lines.

**Peeling genes discriminatory between cell lines and tumors**

To further reveal relevant partitions, we also removed the 513 genes discriminatory between cell lines and tumors. There was an overlap between these genes and the 923 previously removed print batch discriminatory genes, resulting in the removal of a total of 1076 genes. Using neural networks, Khan et al. identified a set of 96 genes with which they were capable of classifying the four categories. Of these 96 genes, 62 remained in our dataset after peeling. For the peeled data set, the best partition found was supported by 353 discriminatory genes ($P \leq 0.001; E = 1.2$), including 46 of the 62 genes identified by Khan et al. [20].

### Table 3: The four classes of experiments identified by the class discovery program (score = 470; $P < 0.001; E = 1.4$) after removing 923 genes discriminatory for batches of array production.

| Category | Class 1 | Class 2 | Class 3 | Class 4 |
|----------|---------|---------|---------|---------|
| BL       | 8       | 0       | 0       | 0       |
| EWS-C    | 0       | 8       | 1       | 1       |
| EWS-T & RMS-T | 0 | 0 | 22 | 1 |
| NB-C & RMS-C | 0 | 2 | 2 | 18 |

* T: tumor samples; C: cell lines

### Table 4: The four classes of experiments identified by the class discovery program (score = 353; $P < 0.001; E = 1.2$) after removing 1076 genes discriminatory for batches of array production or cell lines versus tumors.

| Category | Class 1 | Class 2 | Class 3 | Class 4 |
|----------|---------|---------|---------|---------|
| BL       | 8       | 0       | 0       | 0       |
| EWS      | 0       | 12      | 10      | 1       |
| RMS      | 0       | 4       | 13      | 3       |
| NB       | 0       | 0       | 0       | 12      |
The separation of the SRBCT categories was improved, and with 71% of the experiments correctly assigned, the four classes corresponded to the SRBCT categories (see Table 4). Most of the mis-classifications were mistakes between RMS and EWS experiments, and is due to differences between cell lines and tumors that still remain in the reduced data set. The score for perfect partitioning into the four SRBCT categories was 319, including all 62 of the genes identified by Khan et al. Furthermore, hierarchical clustering using the 353 genes significant for the best partition, clearly clustered the SRBCT categories into distinct clusters (Fig. 3). Only two samples were misplaced: EWS-T13 were in the RMS cluster and EWS-T4 was an outlier. We conclude that by removing genes discriminatory between cell lines and tumors or between print batches, we can discover the four SRBCT categories with a high success rate.

Results for additional SRBCT test samples

Finally, we wanted to investigate the robustness of the discovered classes using our unsupervised method on independent test data. Therefore, we included the 25 test experiments and performed hierarchical clustering of all the 88 experiments in the SRBCT data set using the 353 genes (Fig. 4). Again the SRBCT categories clustered into fairly distinct clusters. 15 of the 20 test experiments belonging to one of the four SRBCT categories clustered into clusters dominated by their category. The 5 misplaced experiments (4 EWS and one NB) were in clusters dominated by RMS. Some of these mistakes reflect that many of the test experiments were performed on print batches not corrected for in our class discovery analysis because they were rarely used for training experiments. We conclude that the discriminatory genes found in an unsupervised class discovery analysis can be used to successfully cluster additional experiments. Nonetheless, one should keep in mind that by incorporating which SRBCT category each experiment belongs to in a supervised analysis, one can separate the experiments with 100% success rate [20].

Conclusions

We have developed an unsupervised classification method for the discovery of two or more classes of experiments in microarray data. The method has been implemented as a publicly available computer program. We have tested the method on two published gene expression data sets and conclude that the proposed method is effective in finding relevant classes. We are planning to make the program available as a plugin for BASE [26], the open-source database for array data maintained by our group.

When applying our method on these data sets, we have found that the best partitions discovered are relatively insensitive to the cut-off in P value. Moreover, even

Figure 3
Hierarchical clustering of the 63 SRBCT training experiments. The clustering was performed using the 353 genes discriminatory for the best partition found in the data set reduced for genes discriminating cell lines versus tumors or between print batches. Using the discriminatory genes found by our unsupervised method results in clusters that correspond to the disease categories. The scale shows the linear correlation based distance used to construct the dendrogram.
though there is no guarantee that the simulated annealing algorithm finds the optimal score, we found that high-quality local minima are discovered. Nevertheless, any user of the program will benefit from experimenting with the values of the parameters in the algorithm to explore the particular details of each data set.

The method was designed for unsupervised classification, but it can also be very useful for quality control when classes of experiments are known. It is common to look for an over-abundance of discriminatory genes separating known classes. In such a scenario, it may be useful to seek the partitions having the largest overabundance of discriminatory genes. Thereby, one can rule out potential problems, as highlighted by our example of the print batches for the SRBCT experiments. The SRBCT experiments were performed on arrays produced by the first generation of cDNA microarray printers. Using our class discovery program on more recent data sets our experience is that differences due to print batches are much smaller (data not shown). Nevertheless, we think that our results using the SRBCT data set illustrates how experimental artifacts can be found and corrected for when using our class discovery program. Here, one should keep in mind the crucial importance of random experimental design: if each SRBCT category had been investigated using a unique print batch, there would be no way to disentangle the relevant biology from artifacts. Moreover, these findings illustrate that it is important to know the procedural steps underlying an experiment to be able to interpret discovered classes.

Availability and requirements
Project name: MCD – Multiclass discoverer

Project homepage: http://bioinfo.thep.lu.se/classdiscovery
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Other requirements: The Perl modules: Algorithm::Numerical::Shuffle, POSIX, Statistics::Distributions, Storable, and Tie::RefHash

License: GNU general public license
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