Modeling naïve bayes imputation classification for missing data
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Abstract. Naïve Bayes Imputation (NBI) is used to fill in missing values by replacing the attribute information according to the probability estimate. The NBI process divides the whole data into two sub-sets is the complete data and data containing missing data. Complete data is used for the imputation process at the lost value. The process is repeated for each missing attribute to generate complete data for classification. This research applies NBI for imputation and preprocessing as preparation of classification process. The trial of this study used NBI for imputation compared to using the mean and mode to predict the missing data. The data used for imputation is full train of complete data as a whole to predict the missing value so as to represent the entire data. The results of this study prove that imputation with NBI produces the right imputation with higher accuracy than other imputations. NBI with single imputation and multiple imputation results in better performance because of the right features. This study aims to calculate the effect of missing values on Naïve Bayes Imputation Algorithm is based on a probabilistic model using mixed data. Empirically shows that the interaction between several methods of imputation and supervised classification results in differences in the performance of classification for the same imputation method.

1. Introduction

Missing data based on dependent characteristics causes have been divided into three categories [1-6][13]. Missing Completely at Random (MCAR) data group occurs when missing data have no relation with other variables. Missing at Random (MAR) is when the missing data has a relationship with other features. So, Missing Not at Random (MNAR) is missing data has relation with other missing data, also they could not make estimation by using existing variable [2]. Preprocessing data by imputation is substituting the lost value by using certain values. The imputation method is grouped by imputation of global constant imputation, conventional imputation and prediction imputation model using machine learning algorithm as development of modern imputation method [10].

The general technique of imputation in missing data in large datasets has used an unsupervised algorithm such as average, median, modus and standard deviation [16]. Research to review lost data is very important a technique in pattern classification that used to measure the relationship between data...
is k-Nearest Network Imputation (k-NNI). The value of k is used to measure the level of similarity of data if the higher the value of k then make the classification becomes more blurred [9]. The weakness of the k-NNI method is that learning outcomes are strongly influenced by features and feature weights that are suitable for data resulting in high computation [18]. The research hybrid method for outlier detection is KNN. This application has two stages in the first stage of the classic DBSCAN algorithm identifying several points as noise points and the second stage all noise points are reconsidered with the KNN classifier. KNN depends on k value and parameters which must be chosen are (i) minimum point (ii) Epsilon (iii) parameter k. Future work will consist of finding methods for optimal automatic selection parameter [19][23][24]. So, Support Vector Machine Imputation (SVMI) can handle linear and nonlinear kernel classification and regression problems on large dimension data issues [12]. SVMI has a weakness that is difficulty determining the optimal parameter values in large dimensional data [12]. Since, Neural Network Imputation can be used on both continuous and category data, but requires advance preprocessing of data with the resulting computations to be longer [7]. Classification to handle missing data is one of them with Naïve Bayes Imputation. Modeling naïve Bayes imputation involves specification of structure and model parameters, result an error in imputation processes that affect classification accuracy [4]. Missing data in datasets comes from data whose attributes have no value. The existence of missing data can also cause duplicate data because there is more than one data with the same name with different data completeness [8][19].

The Naïve Bayes classification specifies values that are missing in an imputation element based on the order of variables one by one. Naïve Bayes depends on the use of the number of features and the selection of elements in the database. Naïve Bayes Imputation (NBI) has a strong feature independence assumption if there is no occurrence of label class, then the estimated probability based on frequency has zero. According to the assumption of conditional independence, if the probability value is multiplied by zero it affects the estimated posterior probability[16][20][21].

NBI is based on a probabilistic model by considering all its values when testing, but can reduce some values to some extent to improve efficiency [17]. Problems with some classification methods can be overcome by using Naive Bayes with weighting because it does not require long computational time and the accuracy may increase.

The study used Naïve Bayes Imputation (NBI) modeling to address missing data on the Naïve Bayes classification for mixed data. The performance of NBI is compare by imputation process with imputation mean, mode, median. NBI is done by using complete data as a whole to predict missing values on incomplete data. This method is expected to find the missing data model according to both category and discrete data. NBI is very suitable for varied data with data on definitive features.

2. Naïve Bayes Imputation (NBI)

The dataset in vector form with the m sequence attribute is expressed \( x^d = [x_{11}, x_{12}, \ldots, x_{im}] \) and the class is shown \( c_j \) consist \( C = \{c_1, c_2, \ldots, c_j\} \). Data containing the missing attributes declared with probability \( P(X_1 = x_1, X_2 = x_2 ...X_j =? ...X_d = x_d|y) \) [3]. Naive Bayes Imputation for handling missing data by using complete data to predict the value of a variable that is missing on incomplete data, thus affecting the calculation of the probability [5]. The probability equation for describing the missing features is as follows:

\[
P(x_1, x_2, ...X_j ...x_d|y) = \Pi_{i\neq j}^d P(x_i|y) \tag{1}
\]

Naïve Bayes imputation for charging empty data depending on the number of data features. If the data types of categories in the small data set that is using a way of charging the value that allows in the same attribute series.

For example, there is a missing value \( \{X_1 = H, X_2 =?, X_3 = T\} \) then in predicting the value on the missing data required two options \( X_1 = H, X_2 = T \) and \( X_1 = H, X_2 = T, X_3 = T \).
Since \( P(x_1, x_2, \ldots, x_j \ldots x_d | y) = P(H, H, T) + P(H, T, T) \) \hspace{1cm} (2)

The compute \( X_j \) which contained missing data according to :

\[
P(x_1, \ldots, x_j \ldots x_d | y) = P(x_1 | y) \ldots P(x_j | y) \ldots P(x_d | y)
\]
\[
\sum_{x_j} P(x_1, \ldots, x_j \ldots x_d | y) = \sum_{x_j} [P(x_j | y)] \ldots P(x_d | y)
\] \hspace{1cm} (3) \hspace{1cm} (4)

They requires identification of probability in each class \( P(x_1 | c_i)P(x_2 | c_i), \ldots, P(x_n | c_i) \), \( x_k \) refers to attribute value \( A_k \) for observation data \( x | [3][4] \). Class determination \( C_j \) on NBI show :

\[
c^* = \operatorname*{arg\,max}_c p(c)p(x_1 | c)p(x_2 | c)p(x_4 | c)
\] \hspace{1cm} (5)

Naïve Bayes Imputation steps for missing value and large data. If the \( X_D \) dataset is represented by a set of vectors \( x^i \) (i = 1, ..., N) with each corresponding class label \( c_i \in C \). The \( X_D \) dataset is the whole data that contains the complete attribute data \( X_C \) and the data with the missing value attribute \( X_M \). So the overall data is stated \( X_D = X_C \cup X_M \). Notation adopted for hypothetical dataset with symbol '?' represents the missing value and \( c \) is the class on x the observed data [1][19].

| No. instance | \( a_1 \) | \( a_2 \) | \( a_3 \) | \( a_4 \) | Class |
|--------------|--------|--------|--------|--------|-------|
| \( x_{1i} \)  | \( x_{11} \) | \( x_{12} \) | \( ? \)  | \( x_{14} \) | \( c_1 \) |
| \( x_{2i} \)  | \( x_{21} \) | \( x_{22} \) | \( x_{23} \) | \( x_{24} \) | \( c_2 \) |
| \( x_{3i} \)  | \( x_{31} \) | \( x_{32} \) | \( ? \)  | \( x_{34} \) | \( c_1 \) |
| \( x_{4i} \)  | \( x_{41} \) | \( x_{42} \) | \( x_{43} \) | \( x_{44} \) | \( c_2 \) |
| \( x_{5i} \)  | \( x_{51} \) | \( x_{52} \) | \( ? \)  | \( x_{54} \) | \( c_1 \) |
| \( x_{6i} \)  | \( x_{61} \) | \( x_{62} \) | \( x_{63} \) | \( x_{64} \) | \( c_2 \) |
| \( x_{7i} \)  | \( x_{71} \) | \( x_{72} \) | \( x_{73} \) | \( x_{74} \) | \( c_1 \) |
| \( x_{8i} \)  | \( x_{81} \) | \( x_{82} \) | \( ? \)  | \( x_{84} \) | \( c_2 \) |
| \( x_{9i} \)  | \( x_{91} \) | \( x_{92} \) | \( x_{93} \) | \( x_{94} \) | \( c_1 \) |
| \( x_{10i} \)| \( x_{101} \)| \( x_{102} \)| \( x_{103} \)| \( x_{104} \)| \( c_1 \)|

Divide data into two ie complete data and incomplete data containing missing data. Preparing training data is complete data for the NB classification process whose value is used for imputation.

| No. instance | \( a_1 \) | \( a_2 \) | \( a_3 \) | \( a_4 \) | \( y(\text{Class}) \) |
|--------------|--------|--------|--------|--------|----------------|
| \( x_{2i} \)  | \( x_{21} \) | \( x_{22} \) | \( x_{23} \) | \( x_{24} \) | \( c_2 \) |
| \( x_{4i} \)  | \( x_{41} \) | \( x_{42} \) | \( x_{43} \) | \( x_{44} \) | \( c_2 \) |
| \( x_{6i} \)  | \( x_{61} \) | \( x_{62} \) | \( x_{63} \) | \( x_{64} \) | \( c_2 \) |
| \( x_{7i} \)  | \( x_{71} \) | \( x_{72} \) | \( x_{73} \) | \( x_{74} \) | \( c_1 \) |
| \( x_{9i} \)  | \( x_{91} \) | \( x_{92} \) | \( x_{93} \) | \( x_{94} \) | \( c_1 \) |
| \( x_{10i} \)| \( x_{101} \)| \( x_{102} \)| \( x_{103} \)| \( x_{104} \)| \( c_1 \)|
b. $X_M$ (incomplete data)

| No. | Attribute | $a_1$ | $a_2$ | $a_3(x_{mis})$ | $a_4$ | $y$ (Class) |
|-----|-----------|-------|-------|----------------|-------|-------------|
| $x_{1i}$ | $x_{11}$ | $x_{12}$ | ?     | $x_{14}$       | $c_1$ |
| $x_{3i}$ | $x_{31}$ | $x_{32}$ | ?     | $x_{34}$       | $c_1$ |
| $x_{5i}$ | $x_{51}$ | $x_{52}$ | ?     | $x_{54}$       | $c_1$ |
| $x_{8i}$ | $x_{81}$ | $x_{82}$ | ?     | $x_{84}$       | $c_2$ |

If data is incomplete $x_{mis}^m$, there is Missing value. the NBI classification will replace the missing value with the $x_{ci}$ value and $a_c$ is the predicted class value.

**Table 3. Sample Data Complete with a grade considered as an attribute**

| No. instance | attribute | $a_1$ | $a_2$ | $a_c$ | $a_4$ | class |
|--------------|-----------|-------|-------|-------|-------|-------|
| $x_{2i}$     | $x_{21}$  | $x_{22}$ | $x_{c2}$ | $x_{24}$ | $x_{23}$ |
| $x_{4i}$     | $x_{41}$  | $x_{42}$ | $x_{c2}$ | $x_{44}$ | $x_{43}$ |
| $x_{6i}$     | $x_{61}$  | $x_{62}$ | $x_{c2}$ | $x_{64}$ | $x_{63}$ |
| $x_{7i}$     | $x_{71}$  | $x_{72}$ | $x_{c1}$ | $x_{74}$ | $x_{73}$ |
| $x_{9i}$     | $x_{91}$  | $x_{92}$ | $x_{c1}$ | $x_{94}$ | $x_{93}$ |
| $x_{10j}$    | $x_{101}$ | $x_{102}$ | $x_{c1}$ | $x_{104}$ | $x_{103}$ |

**Table 4. Sample Data incomplete with missing variables is considered predicted value**

| No. instance | attribute | $a_1$ | $a_2$ | $a_3$ | $a_c$ | $C_{misj}$ |
|--------------|-----------|-------|-------|-------|-------|-------------|
| $x_{1j}$     | $x_{11}$  | $x_{12}$ | $x_{14}$ | $x_{c1}$ | ? |
| $x_{3j}$     | $x_{31}$  | $x_{32}$ | $x_{34}$ | $x_{c1}$ | ? |
| $x_{5j}$     | $x_{51}$  | $x_{52}$ | $x_{54}$ | $x_{c1}$ | ? |
| $x_{8j}$     | $x_{81}$  | $x_{82}$ | $x_{84}$ | $x_{c2}$ | ? |

Naïve Bayes imputation process is used to fill in missing values. Then the process is repeated to calculate every missing attribute, using the equation:

$$P(C_{misj}|X_1 \ldots X_c \ldots X_i) = \frac{P(C_{misj})P(X_1 \ldots X_c \ldots X_i|C_{misj})}{P(X_1 \ldots X_c \ldots X_i)}$$  \hspace{1cm} (5)

$$P(x_1|C_{misj}) = \prod_{k=1}^{n} P(x_1|C_{misj})$$
$$P(x_i|C_{misj}) = P(x_1|C_{misj}) \cdots xP(x_c|C_{misj}) \cdots xP(x_1|C_{misj})$$  \hspace{1cm} (6)

NBI will predict the class label $C$, $P(X|C_j)P(C_j)$ evaluated for each class $C_j$. Then the classifier predicts the X pair in the $C_{misj}$ class if and only if:

$$P(X|C_{misj})P(C_{misj}) > P(X|C_j)P(C_j)$$
\hspace{1cm} for $1 \leq misj \leq m, \ misj \neq j$  \hspace{1cm} (7)

$$v_{mis} = \arg \max_{c \in C} P(C_{misj}) \prod_i P(x_1|C_{misj})$$  \hspace{1cm} (8)
\[ v_{mis} = \arg \max_c P(C_{misj})p(x_1|C_{misj})p(x_c|C_{misj}) ... p(x_1|C_{misj}) \]  

\[ (9) \]

\[ v \text{ is the output value of Naïve Bayes classification as the class label. The process of filling missing data by entering the class prediction value in } x_{mis} \text{ column table:} \]

\[ x_{mis} = v_{mis} \]  

\[ (10) \]

3. Research Methods

The process of eliminating data is done randomly from 5%, 10%, 20%, and 30%. If there is at least one empty value in a record, then the data will be grouped into missing data. After that in preliminary data done preprocessing the selection of data with and conducted the selection of attributes used in the study. The next process is to supplement missing values with Naive Bayes Imputation (NBI) and learning that used NBC. NBI has its own advantages that can handle incomplete or missing data.

Algorithm NBI imputation of mixed data values:

**Begin of algorithm**

**Step-1:** if the data uses mixed data it is necessary to do a z-score transformation.

**Step-2:** Share data to build NBI using imputation attributes \( x_i \) as class \( C_{misj} \).

**Step-3:** Exchange where classes are considered as missing attributes and attributes are considered as the sought value.

**Step-4:** Variable missing data \( X_M \) is used to predict the missing value attribute.

**Step-5:** NBC is used to estimate and replace lost data in an imputation attribute. Calculate \( v_{mis} \) equal the probability value and determine the highest value probability to predict the missing value.

**Step-6:** After the predicted value is missing, then substitute the missing value.

**Step-7:** Complete data is obtained, then the exchange class as an attribute is returned as before.

**Step-8:** classify the complete data with NBC to find out its performance

**Step-9:** Calculate RMSE for each final result of Naïve Bayes Classification (NBC). If the classification performance is bad, it requires proper data partitioning, because NBC depends on training data.

**End of algorithm**

4. Results and Discussion

The result of data submission use random missing value by using program Rapid Miner. The imputation process in the data is used to generate complete data for the classification process. Data imputation results differ by type of data used. If the data is discrete then the NBI imputation process uses Probability Gaussian formula to calculate the probability prior. While the prediction results in the value of class labels in the form of discrete numbers. The data for the test is correlated with according to the Table 5.

Techniques to determine the relationship between variables in the data then used correlation test. High correlation results so that made missing value that will affect the performance of classification. Iris data was no correlation relationship between variable and flexible. If the missing value is done dynamically the result is shown in Table 2. The result the Pearson's correlation test results \( r \) of 0.788 with Sig. (2-tailed) of 0.00 or less than 0.05. So it is decided sepal length with petal length and petal width correlated significantly and significantly. So the process of data loss can be done on one of the arbitrary variables.
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Figure 1. Flowchart Model Naïve Bayes Imputation

Table 5. The Result Correlations of Iris

|               | sepal length | sepal width | petal length | petal width |
|---------------|--------------|-------------|--------------|-------------|
| sepal length  | Pearson      | -1.109      | .872         | .818**      |
|               | Correlation  |             |              |             |
|               | Sig. (2-tailed) | .183      | .000         | .000        |
|               | N            | 150        | 150          | 150         |
| sepal width   | Pearson      | -.109      | 1            | -.421**     |
|               | Correlation  |             |              |             |
|               | Sig. (2-tailed) | .183      | .000         | .000        |
|               | N            | 150        | 150          | 150         |
| petal length  | Pearson      | .872**     | -.421**      | 1           |
|               | Correlation  |             |              |             |
|               | Sig. (2-tailed) | .000      | .000         | .000        |
|               | N            | 150        | 150          | 150         |
Table 6. Experiment has been used several variables to find out some influential variables. In the data whose value experienced a high difference value resulted in high data distribution. Petal length was the highest standard deviation value is found because the data has a significant difference.

Table 6. The spread of Mean and Standard Deviation data for imputation

| Variables     | Pre Imputation | Post Imputation |
|---------------|----------------|-----------------|
|               | Mean           | Std. Deviation  | Mean | Std. Deviation |
| sepal length  | 5.84333        | 0.82800         | 6.7433| .82800         |
| sepal width   | 3.05400        | 0.43359         | 4.2570| .43359         |
| petal length  | 3.75866        | 1.7644          | 4.9586| 1.76442        |
| petal width   | 1.19866        | 0.76316         | 3.1759| 1.0260         |

Table 7. Result RMSE of research for Iris data

| RMSE Imputation | NBI | Modus | Median | Mean |
|-----------------|-----|-------|--------|------|
| 0.05            | 0.22| 0.35  | 0.58   | 0.76 |
| 0.10            | 0.44| 0.66  | 1.21   | 1.32 |
| 0.20            | 0.76| 1.17  | 1.61   | 1.91 |
| 0.30            | 1.07| 1.61  | 1.97   | 2.37 |

Table 8. Result RMSE of research for Localization Data for Person Activity

| RMSE Imputation | NBI | Mean | Modus | Median |
|-----------------|-----|------|-------|--------|
| 0.05            | 0.68| 1.32 | 1.81  | 1.76   |
| 0.10            | 1.24| 6.66 | 8.21  | 5.32   |
| 0.20            | 2.76| 9.17 | 10.61 | 6.81   |
| 0.30            | 3.09| 11.61| 12.97 | 9.37   |
Simulation results by filling the data with Naïve Bayesian Imputation using the lost value at every 5%, 10%, 20%, 30% showing RMSE results with different percentages. Missing data can reduce prediction model accuracy. The experimental results of the RMSE score on the NBI versus Mean, Median and Standard Deviations show that the RMSE value has increased a clear decrease trend. If the proportion of lost data exceeds 20%, there is a clear error increase in the prediction accuracy. Methods for processing lost data should be chosen carefully to eliminate negative impacts on classification and optimize classification performance. The second test result of the data set The more the amount of data the increased error generated. Fig. 2 and 3 shows the result classification using imputed lost data with NBI and unattended machine learning techniques such as Mean, Median and STD without missing values. The results show that NBI produces the smallest RMSE compared to other methods. NBI replaces the lost data by predicting the value by using the chance value of the
criteria in the complete data. NBI uses the missing value in variable ≤1 because NBI was not be used for some missing values on some variables. The reason charging data on the NBI depends on preprocessing the initial data. The more variables were used on the training data the more valid the missing replacement value.

| Table 9. The results of the research test on the comparison method |
|---------------------|---------------------|---------------------|---------------------|---------------------|
| Percentage          | Type data           | RMSE Imputation     |                     |
|                     |                     | NBI     | Mean    | Modus   | Median  |
| Wine Localization  | Discrete            | 0.76    | 1.17    | 1.61    | 1.91    |
| Data for Person     | Real                | 2.76    | 9.17    | 10.61   | 6.81    |
| Activity            | Discrete and categories | 12.76 | 13.86   | 15.67   | 6.51    |

The results of the trial based on the type of data indicate mixed data needs to be value general. The trick is to change the category data into real values, in addition to normalizing that valued not too far away. The results show results for mixed data showing a higher error. This paper presents a lost and efficient data handling method for the NBC model and is superior to some imputations. In general, NBC requires the selection of relevant attributes to produce NBC that are irrelevant recommended.

5. Conclusión

The Naïve Bayes Imputation model can be used for varying data ie continuous data and categories. Since, method determines the performance of NBI which tested the comparison of two data. The result NBI can be used to overcome the differences in the data. When the NBI is compared with mean, mode and median imputation have produced varying values. The best results are proven by using NBI with some variation of training data obtained by appropriate values for imputation. The application of missing data for the result of the error value depends on the amount of training data. The more missing data then the training data used will be less. So, the more training data will be resulted the more valid the test that showed the smaller error. The next study looked for methods for automatic selection that were optimal for finding parameters. while the use of features requires the right selection techniques to produce efficient performance.
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