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Many modern algorithms for inverse problems and data assimilation rely on ensemble Kalman updates to blend prior predictions with observed data. Ensemble Kalman methods often perform well with a small ensemble size, which is essential in applications where generating each particle is costly. This paper develops a non-asymptotic analysis of ensemble Kalman updates that rigorously explains why a small ensemble size suffices if the prior covariance has moderate effective dimension due to fast spectrum decay or approximate sparsity. We present our theory in a unified framework, comparing several implementations of ensemble Kalman updates that use perturbed observations, square root filtering, and localization. As part of our analysis, we develop new dimension-free covariance estimation bounds for approximately sparse matrices that may be of independent interest.
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1. Introduction

Many algorithms for inverse problems and data assimilation rely on ensemble Kalman updates to blend prior predictions with observed data. The main motivation behind ensemble Kalman methods is that they often perform well with a small ensemble size $N$, which is essential in applications where generating each particle is costly. However, theoretical studies have primarily focused on large ensemble asymptotics, that is, on the limit $N \to \infty$. While these mean-field results are mathematically interesting and have led to significant practical improvements, they fail to explain the empirical success of ensemble Kalman methods when deployed with a small ensemble size. The aim of this paper is to develop a non-asymptotic analysis of ensemble Kalman updates that rigorously explains why, and under what circumstances, a small ensemble size may suffice. To that end, we establish non-asymptotic error bounds in terms of suitable notions of effective dimension of the prior covariance model that account for spectrum decay (which may represent smoothness of a prior random field) and approximate sparsity (which may represent spatial decay of correlations). Our work complements mean-field analyses of ensemble Kalman updates and identifies scenarios where mean-field behavior holds with moderate $N$.

In addition to demystifying the practical success of ensemble Kalman methods with a small ensemble size, our non-asymptotic perspective allows us to tell apart, on accuracy grounds, implementations of ensemble Kalman updates that use perturbed observations and square root filtering. These implementations become equivalent in the large $N$ limit, and therefore their differences in accuracy cannot be captured by asymptotic results. Furthermore, our non-asymptotic perspective provides new understanding on the importance of localization, a procedure widely used by practitioners that involves tapering or “localizing” empirical covariance estimates to avoid spurious correlations.

Rather than providing a complete, definite analysis of any particular ensemble Kalman method, our goal is to bring to bear a new set of tools from high-dimensional probability and statistics to the study of these algorithms. In particular, our work builds on and contributes to the theory of high-dimensional covariance estimation, which we believe is fundamental to the understanding of ensemble
Kalman methods. To make the presentation accessible to a wide audience, we assume no background knowledge on covariance estimation or on ensemble Kalman methods.

1.1. Problem Description

Consider the inverse problem of recovering $u \in \mathbb{R}^d$ from data $y \in \mathbb{R}^k$, corrupted by noise $\eta$, where

$$y = G(u) + \eta,$$

$G : \mathbb{R}^d \rightarrow \mathbb{R}^k$ is the forward model, and $\eta \sim \mathbb{P}_\eta = \mathcal{N}(0, \Gamma)$ is the observation error with positive-definite covariance matrix $\Gamma$. An ensemble Kalman update takes as input a prior ensemble $\{u_n\}_{n=1}^N$ and observed data $y$, and returns as output an updated ensemble $\{v_n\}_{n=1}^N$ that blends together the information in the prior ensemble and in the data. Two main types of problems will be investigated: posterior approximation and sequential optimization. In the former, ensemble Kalman updates are used to approximate a posterior distribution in a Bayesian linear setting; in the latter, they are used within optimization algorithms for nonlinear inverse problems.

1.1.1. Posterior Approximation

If the forward model is linear, i.e. $G(u) = Au$ for some matrix $A \in \mathbb{R}^{k \times d}$, and $A$ is ill-conditioned or $d \gg k$, naive inversion of the data by means of the (generalized) inverse of $A$ results in an amplification of small observation error $\eta$ into large error in the reconstruction of $u$. In such situations, regularization is needed to stabilize the solution. To this end, one may adopt a Bayesian approach and place a Gaussian prior on the unknown $u \sim \mathbb{P}_u = \mathcal{N}(m, C)$ with positive-definite $C$; the prior distribution then acts as a probabilistic regularizer. The Bayesian solution to the inverse problem (1.1) is a full characterization of the posterior distribution $\mathbb{P}_{u | y}$, that is, the distribution of $u$ given $y$. A standard calculation shows that $\mathbb{P}_{u | y} = \mathcal{N}(\mu, \Sigma)$, with

$$\mu = m + CA^\top (ACA^\top + \Gamma)^{-1} (y - Am),$$
$$\Sigma = C - CA^\top (ACA^\top + \Gamma)^{-1} AC,$$

which require storage of $d \times d$ matrices and consequently are difficult to compute explicitly when the state dimension $d$ is large. A posterior-approximation ensemble Kalman update transforms a prior ensemble $\{u_n\}_{n=1}^N$ drawn from $\mathbb{P}_u$ into an updated ensemble $\{v_n\}_{n=1}^N$ whose sample mean and sample covariance approximate the mean and covariance of $\mathbb{P}_{u | y}$. Ensemble Kalman updates enjoy a low computational and memory cost when the ensemble size $N$ is smaller than the state dimension $d$. In Section 2 we establish non-asymptotic error bounds that ensure that if $N$ is larger than a suitably defined effective dimension, then the sample mean and sample covariance of the updated ensemble approximate well the true posterior mean and covariance in (1.2). We refer to methods that are capable of approximating well the posterior $\mathbb{P}_{u | y}$ in a linear-Gaussian setting as posterior-approximation algorithms.

1.1.2. Sequential Optimization

When faced with a general nonlinear model $G$, exact characterization of the posterior can be challenging. One may then opt for an optimization framework and solve the inverse problem (1.1) by minimizing a user-chosen objective function. Starting from a prior ensemble $\{u_n\}_{n=1}^N$ drawn from a measure $\mathbb{P}_u$ that encodes prior beliefs about $u$, an ensemble Kalman update returns an updated ensemble $\{v_n\}_{n=1}^N$ whose sample mean approximates the desired minimizer. The process can be iterated by taking the updated
ensemble to be the prior ensemble of a new ensemble Kalman update. Under suitable conditions on $G$, and after a sufficient number of such updates, all particles in the ensemble collapse into the minimizer of the objective. Ensemble Kalman optimization algorithms are derivative-free methods, and are therefore particularly useful when derivatives of the model $G$ are unavailable or expensive to compute. As for posterior-approximation algorithms, implementing each update has low computational and memory cost when the ensemble size $N$ is small. In Section 3 we will establish non-asymptotic error bounds that ensure that if $N$ is larger than a suitably defined effective dimension, then each particle update $u_n \mapsto v_n$, $1 \leq n \leq N$, approximates well an idealized mean-field update computed with an infinite number of particles; this suggests that the evolution of particles along an ensemble-based sequential optimizer is close to an idealized mean-field evolution. We refer to methods that solve the inverse problem (1.1) by minimization of an objective function as sequential-optimization algorithms.

1.2. Summary of Contributions and Outline

- Section 2 is concerned with posterior-approximation algorithms. The main results, Theorems 2.3 and 2.5, give non-asymptotic bounds on the estimation of the posterior mean and covariance in terms of a standard notion of effective dimension that accounts for spectrum decay in the prior covariance model. Our analysis explains the statistical advantage of square root updates over perturbed observation ones. We also discuss the deterioration of our bounds in small noise limits where the prior and the posterior become mutually singular.

- Section 3 is concerned with sequential-optimization algorithms. The main results, Theorems 3.5 and 3.7, give non-asymptotic bounds on the approximation of mean-field particle updates using ensemble Kalman updates with and without localization. Our analysis explains the advantage of localized updates if the prior covariance satisfies a soft-sparsity condition. For the study of localized updates, we show in Theorems 3.1 and 3.3 new dimension-free covariance estimation bounds in terms of a new notion of effective dimension that simultaneously accounts for spectrum decay and approximate sparsity in the prior covariance model.

- Section 4 concludes with a summary of our work and several research directions that stem from our non-asymptotic analysis of ensemble Kalman updates. We also discuss the potential and limitations of localization in posterior-approximation algorithms.

- The proofs of all our results are deferred to three appendices.

1.3. Related Work

Ensemble Kalman methods—overviewed in [21, 33, 50, 53, 81, 83]—first appeared as filtering algorithms in the data assimilation literature [15, 31, 34, 47, 48]. The goal of data assimilation is to estimate a time-evolving state as new observations become available [3, 62, 66, 71, 79, 83, 85]. Ensemble Kalman filters (EnKFs) solve an inverse problem of the form (1.1) every time a new observation is acquired. In that filtering context, (1.1) encodes the relationship between the state $u$ and observation $y$ at a given time $t$, and the prior on $u$ is specified by propagating a probabilistic estimate of the state at time $t - 1$ through the dynamical system that governs the state evolution. To approximate this prior, EnKFs propagate an ensemble of $N$ particles through the dynamics, and subsequently update this prior forecast ensemble into an updated analysis ensemble that assimilates the new observation. Thus, an ensemble Kalman update is performed every time a new observation is acquired. The goal is that the sample mean and sample covariance of the updated ensemble approximate well the mean and covariance of the filtering distribution, that is, the conditional distribution of the state at time $t$ given all observations up to time $t$. While only giving provably accurate posterior approximation in linear
settings [30], EnKFs are among the most popular methods for high-dimensional nonlinear filtering, in particular in numerical weather forecasting. In such applications the state dimension can be very large, but the effective dimension of the filter update is often much lower due to smoothness of the state and decay of correlations in space. Moreover, in practice the analysis step can be constrained to the subspace determined by the expanding directions of the dynamics [98].

The papers [41, 69, 80] introduced ensemble Kalman methods for inverse problems in petroleum engineering and the geophysical sciences. Application-agnostic ensemble Kalman methods for inverse problems were developed in [51, 52], inspired by classical regularization schemes [43]. Since then, a wide range of sequential-optimization algorithms for inverse problems have been proposed that differ in the objective function they seek to minimize and in how ensemble Kalman updates are implemented. We refer to Subsection 2.1 for further background and to [21] for a review.

Ensemble Kalman methods for inverse problems and data assimilation have been studied extensively from a large \( N \) asymptotic point of view, see e.g. [10, 24, 26, 27, 30, 37, 45, 59, 63, 65, 70, 73]. A complementary line of work [40, 44, 54, 95, 96] has focused on challenges faced by ensemble Kalman methods, including loss of stability and catastrophic filter divergence. Two overarching themes that underlie large \( N \) asymptotic analyses are to ensure consistency and to derive equations for the mean-field evolution of the ensemble. Related to this second theme, several works (e.g. [12, 13, 21, 42, 86, 97]) set the analysis in a continuous time limit; the idea is to view Kalman updates as occurring over an artificial discrete-time variable, and then take the time between updates to be infinitesimally small to formally derive differential equations for the evolution of the ensemble or its density. Large \( N \) asymptotics and continuous time limits have resulted in new theoretical insights and practical advancements. However, an important caveat of these results is that they cannot tell apart implementations of ensemble Kalman methods that become equivalent in large \( N \) or continuous time asymptotic regimes. Moreover, several papers (e.g. [5, 6, 55, 72, 86]) have noted that large \( N \) asymptotic analyses fail to explain empirical results that report good performance with a moderately sized ensemble in problems with high state dimension; for instance, \( d \sim 10^9 \) and \( N \sim 10^2 \) in operational numerical weather prediction. Finally, the note [76] shows subtle but important differences in the evolution of interacting particle systems with finite ensemble size when compared to their mean-field counterparts [37].

In this paper we adopt a non-asymptotic viewpoint to establish sufficient conditions on the ensemble size for posterior-approximation and sequential-optimization algorithms. Empirical evidence in [77] suggests that there is a sample size \( N^* \) above which ensemble Kalman methods are effective. The seminal work [36] conducts insightful explicit calculations that motivate our more general theory. Following the analysis of ensemble Kalman methods in [36] and the study of importance sampling and particle filters in [1, 4, 9, 25, 82, 84, 87, 88, 89], we focus on analyzing a single ensemble Kalman update rather than on investigating the propagation of error across multiple updates. While in practice ensemble Kalman methods for posterior approximation in data assimilation and for sequential optimization in inverse problems often perform many updates, focusing on a single update enables us to clearly demonstrate the tight connection between the sample complexity of ensemble updates and the effective dimension of the prior; additionally, for some posterior-approximation algorithms our theory generalizes in a straightforward way to multi-step implementations, as we shall demonstrate in Section 2. More importantly, the focus on a single update allows us to tell apart, on accuracy grounds, perturbed observations and square root implementations of ensemble Kalman updates, as well as implementations with and without localization. Similar considerations motivate the study of sufficient sample size for importance sampling in [1, 22, 75, 82, 84, 88], where the focus on a single update facilitates establishing clear comparisons between standard and optimal proposals, and identifying meaningful notions of dimension to characterize necessary and sufficient conditions on the required
sample size. Our work builds on and develops tools from high-dimensional probability and statistics [7, 16, 17, 23, 68, 102, 103]. In particular, we bring to bear thresholded [7, 16] and masked covariance estimators [23, 68] to the understanding of localization in ensemble Kalman methods. In so doing, we establish new dimension-free covariance and cross-covariance estimation bounds under approximate sparsity—see Theorems 3.1 and 3.3.

1.4. Notation

Given two positive sequences \( \{a_n\} \) and \( \{b_n\} \), the relation \( a_n \lesssim b_n \) denotes that \( a_n \leq c b_n \) for some constant \( c > 0 \). If the constant \( c \) depends on some quantity \( \tau \), then we write \( a \lesssim_\tau b \). If both \( a_n \lesssim b_n \) and \( b_n \lesssim a_n \) hold simultaneously, then we write \( a_n \asymp b_n \). Throughout, we denote positive universal constants by \( c, c_1, c_2, c_3, c_4 \), and the value of a universal constant may differ from line to line. For a vector \( v \in \mathbb{R}^n \), \( \|v\|_p^p = \sum_{n=1}^N |v_n|^p \). For a matrix \( A \in \mathbb{R}^{n \times m} \), the operator norm is given by \( \|A\| = \sup_{\|v\|_2 = 1} \|Av\|_2 \). \( S_+^d \) denotes the set of \( d \times d \) symmetric positive-semidefinite matrices, and \( S_{++}^d \) denotes the set of \( d \times d \) symmetric positive-definite matrices. \( A^\dagger \) denotes the pseudo-inverse of \( A \). \( 1 \in N \) denotes the \( N \)-dimensional vector of ones, \( 0 \) denotes the \( d \)-dimensional vector of zeroes, and \( O_{d \times k} \) is the \( d \times k \) matrix of zeroes. \( 1_B \) denotes the indicator of the set \( B \). \( \equiv \) denotes a definition. \( \odot \) denotes the matrix Hadamard or Schur (elementwise) product. Given a non-decreasing, non-zero convex function \( \psi : [0, \infty] \to [0, \infty] \) with \( \psi(0) = 0 \), the Orlicz norm of a real random variable \( X \) is \( \|X\|_\psi = \inf\{t > 0 : \mathbb{E}[\psi(t^{-1}|X|)] \leq 1\} \).

In particular, for the choice \( \psi_p(x) \equiv e^{x^p} - 1 \) for \( p \geq 1 \), real random variables that satisfy \( \|X\|_\psi < \infty \) are referred to as sub-Gaussian. A random vector \( X \) is sub-Gaussian if \( \|v^\top X\|_\psi < \infty \) for any \( v \) such that \( \|v\|_2 = 1 \). For a differentiable function \( g : \mathbb{R}^d \to \mathbb{R}^k \), \( Dg \in \mathbb{R}^{d \times k} \) denotes the Jacobian of \( g \).

All the methods we study have the same starting point of a prior ensemble

\[
u_1, \ldots, u_N \overset{i.i.d.}{\sim} \mathcal{N}(m, C),
\]

and observed data \( y \) generated according to (1.1), which are to be used in generating an updated ensemble \( \{v_n\}_{n=1}^N \). We denote the prior sample means by

\[
\hat{m} = \frac{1}{N} \sum_{n=1}^N u_n, \quad \bar{G} = \frac{1}{N} \sum_{n=1}^N G(u_n),
\]

and the prior sample covariances by

\[
\hat{C} = \frac{1}{N-1} \sum_{n=1}^N (u_n - \hat{m})(u_n - \hat{m})^\top, \quad \hat{C}^{pp} = \frac{1}{N-1} \sum_{n=1}^N (G(u_n) - \bar{G})(G(u_n) - \bar{G})^\top,
\]

\[
\hat{C}^{up} = \frac{1}{N-1} \sum_{n=1}^N (u_n - \hat{m})(G(u_n) - \bar{G})^\top.
\]

The population versions will be denoted by

\[
C^{pp} = \mathbb{E} \left[ (G(u_n) - \mathbb{E}[G(u_n)])(G(u_n) - \mathbb{E}[G(u_n)])^\top \right], \quad C^{up} = \mathbb{E} \left[ (u_n - m)(G(u_n) - \mathbb{E}[G(u_n)])^\top \right].
\]
2. Ensemble Kalman Updates: Posterior Approximation Algorithms

In posterior-approximation algorithms we consider the inverse problem (1.1) with a linear forward model, i.e.
\[ y = Au + \eta, \quad \eta \sim \mathcal{N}(0, \Gamma). \] (2.1)

In order to establish comparisons between different posterior-approximation algorithms, as well as to streamline our analysis, we follow the exposition in [59] and introduce three operators that are central to the theory: the Kalman gain operator \( K \), the mean-update operator \( M \), and the covariance-update operator \( C \), defined respectively by
\[ K : S^d_+ \rightarrow \mathbb{R}^{d \times k}, \quad K(C; A, \Gamma) = CA \Gamma^{-1} \left( A\Gamma^{-1}CA^\top + \Gamma \right)^{-1}, \] (2.2)
\[ M : \mathbb{R}^d \times S^d_+ \rightarrow \mathbb{R}^d, \quad M(m, C; A, y, \Gamma) = M(m, C) = m + K(C; A, \Gamma)(y - Am), \] (2.3)
\[ C : S^d_+ \rightarrow S^d_+, \quad C(C; A, \Gamma) = C(C) = (I - K(C; A, \Gamma)A)C. \] (2.4)

The pointwise continuity and boundedness of all three operators was established in [59], and we summarize these results in Lemmas A.4, A.5, and A.6. We note that the Kalman update (1.2) can be rewritten succinctly as
\[ \mu = M(m, C), \]
\[ \Sigma = C(C). \] (2.5)

2.1. Ensemble Algorithms for Posterior Approximation

We study two main classes of posterior-approximation algorithms based on Perturbed Observation (PO) and Square Root (SR) ensemble Kalman updates. In both implementations, the updated ensemble has sample mean \( \hat{\mu} \) and sample covariance \( \hat{\Sigma} \) that are, by design, consistent estimators of the posterior mean \( \mu \) and covariance \( \Sigma \) in (2.5). Although PO and SR updates are asymptotically equivalent, differences between the two algorithms do exist in finite ensembles, and this difference is captured in our non-asymptotic analysis in Subsection 2.3.

2.1.1. Perturbed Observation Update

The PO update, introduced in [31], transforms each particle of the prior ensemble according to
\[ v_n = u_n + \mathcal{K}(\hat{C})(y - Au_n - \eta_n) \]
\[ = M(u_n, \hat{C}) - \mathcal{K}(\hat{C})\eta_n, \quad \eta_n \overset{i.i.d.}{\sim} \mathcal{N}(0, \Gamma), \quad 1 \leq n \leq N. \]

The form of the update is similar to the Kalman mean update (2.5) albeit with the \( n \)-th ensemble member being assigned a perturbed observation \( y - \eta_n \). Consequently, denoting the sample mean of the perturbations by \( \bar{\eta} \equiv N^{-1} \sum_{n=1}^{N} \eta_n \), the updated ensemble has sample mean
\[ \hat{\mu} \equiv \frac{1}{N} \sum_{n=1}^{N} u_n = M(\hat{m}, \hat{C}) - \mathcal{K}(\hat{C})\bar{\eta}, \]
The map \( \hat{C} \) was introduced in [36, Proposition 4]. The addition of perturbations serves the purpose of correcting the sample covariance, in the sense that without perturbations the sample covariance is an inconsistent estimator of \( \Sigma \). To see the consistency of the PO covariance estimator \( \hat{\Sigma} \) in (2.7), note that by Lemma A.6 the map \( C \) is continuous, and so the continuous mapping theorem together with the fact that \( \hat{C} \) is consistent for \( C \) imply that \( C(\hat{C}) \xrightarrow{p} C(C) = \Sigma \). Further, the offset \( \hat{O} \) converges in probability to zero, which can be shown using that \( \hat{\Gamma} \xrightarrow{p} \Gamma \), \( \hat{C}^{\eta} \xrightarrow{p} O_{d \times k} \), and the continuity of \( \mathcal{K} \) established in Lemma A.4.

### 2.1.2. Square Root Update

The PO update relies crucially on the added perturbations to maintain consistency and, as noted for example in [11, 32, 93], is asymptotically equivalent to the exact posterior update (1.2). However, for a finite ensemble of size \( N \), the addition of random perturbations introduces an extra source of error into the ensemble Kalman update. The SR update, introduced in [32] and surveyed in [61, 93], is a deterministic alternative to the PO update. It updates the prior ensemble in a manner that ensures that \( \hat{\Sigma} = C(\hat{C}) \). This is achieved by first identifying a map \( g : \mathbb{R}^{d \times N} \rightarrow \mathbb{R}^{d \times N} \) such that \( \hat{\Pi} = g(\hat{P}) \), where

\[
\hat{C} = \hat{P} \hat{P}^\top, \quad \text{and} \quad C(\hat{C}) = \hat{\Pi} \hat{\Pi}^\top,
\]

with both factorizations guaranteed to exist since \( \hat{C}, C(\hat{C}) \in \mathcal{S}_+^d \). Consistency of \( \hat{\Sigma} \) can then be ensured by choosing \( g \) to satisfy \( g(\hat{P})g(\hat{P})^\top = C(\hat{C}) \), with this being referred to as the consistency condition in [61]. There are infinitely many such \( g \), each of which lead to a variant of the SR update. Here we describe two of the most popular variants in the literature as outlined in [93]: the Ensemble Transform Kalman update [11] and the Ensemble Adjustment Kalman update [2] with respective transformations \( g_T(\hat{P}) = \hat{P} T \) and
\( g_A(\hat{P}) = B\hat{P} \), for matrices \( T \) and \( B \). Both \( g_T \) and \( g_A \) are therefore linear maps, with \( g_T \) post-multiplying \( \hat{P} \), which implies a transformation on the \( N \)-dimensional space spanned by the ensemble, and \( g_A \) pre-multiplying \( \hat{P} \), so that the transformation is applied to the \( d \)-dimensional state-space instead. In both approaches we identify the relevant matrix by first writing

\[
\hat{\Pi}\hat{\Pi}^T = C(\hat{C}) = \hat{P}(I - VD^{-1}V^T)\hat{P}^T,
\]

where \( V = (A\hat{P})^T \) and \( D = V^TV + \Gamma \).

1. **Ensemble Transform Kalman Update**: taking \( \hat{\Pi} = \hat{PFU} \) for any \( F \) satisfying \( FF^T = I - VD^{-1}V^T \) and arbitrary orthogonal \( U \) satisfies the consistency condition. One approach for finding such a matrix \( F \) is by rewriting

\[
I - VD^{-1}V^T = (I + \hat{P}^TA\Gamma^{-1}A\hat{P})^{-1} = E(I + \Lambda)^{-1/2}(I + \Lambda)^{-1/2}E^T = FE^T,
\]

where the first equality follows by the Sherman-Morrison formula, and \( E\Lambda E^T \) is the eigenvalue decomposition of \( \hat{P}^TA\Gamma^{-1}A\hat{P} \). In summary, we have \( g_T(\hat{P}) = \hat{PE}(I + \Lambda)^{-1/2}U \).

2. **Ensemble Adjustment Kalman Update**: Introducing \( M = V\Gamma^{-1/2} \), we can write

\[
\hat{P}(I - VD^{-1}V^T)\hat{P}^T = \hat{P}(I + MM^T)^{-1}\hat{P}^T.
\]

Noting that \( \hat{P} \) has full column rank, we may then define \( B = \hat{P}(I + MM^T)^{-1/2}(\hat{P}^T)^\dagger \), and so

\[
g_A(\hat{P}) = B\hat{P} = \hat{P}(I + MM^T)^{-1/2}(\hat{P}^T)^\dagger\hat{P} = \hat{P}(I + MM^T)^{-1/2}.
\]

Once a choice of \( g \) has been made, and an estimate \( \hat{\Sigma} \) has been computed, the updated ensemble has first two moments given by

\[
\hat{\mu} = m(\hat{m}, \hat{C}),
\]

\[
\hat{\Sigma} = C(\hat{C}). \tag{2.9}
\]

Frequently, only \( \hat{\mu}, \hat{\Sigma} \) are of concern to the practitioner, but it is still possible to back-out the individual members of the updated ensemble as they may be of interest. It is clear that one choice for \( \hat{P} \) is

\[
\hat{P} = \frac{1}{\sqrt{N-1}}[u_1 - \hat{m}, \ldots, u_N - \hat{m}],
\]

in which case it holds that \( \hat{P}1_N = 0_d \), and so

\[
v_n = \sqrt{N-1}[\hat{\Pi}]_n + \hat{m}(\hat{m}, \hat{C}), \quad 1 \leq n \leq N; \tag{2.10}
\]

where \([\hat{\Pi}]_n\) denotes the \( n \)-th column of \( \hat{\Pi} \).

In Subsection 2.3 we establish error bounds for the approximation of the posterior mean and covariance \((\mu, \Sigma) \) in (1.2) by \((\hat{\mu}, \hat{\Sigma})\) as estimated using the PO and SR updates in (2.7) and (2.9). It is clear from (2.9) that as long as the choice of \( g \) is valid, in the sense that the resulting \( \hat{\Sigma} \) is consistent, then the specific choice of \( g \) is irrelevant to the accuracy of a single SR update. We therefore make no
assumptions in our subsequent analysis of the SR algorithm beyond that of \( g \) satisfying the consistency condition. Note that, when compared to the SR update in (2.9), the PO update in (2.7) contains additional stochastic terms that will, as our bounds indicate, hinder the estimation of \((\mu, \Sigma)\). As noted in the literature, for example in [93], the PO update increases the probability of underestimating the analysis error covariance. While our presentation and analysis of PO and SR updates is carried out in the linear-Gaussian setting, both updates are frequently utilized in nonlinear and non-Gaussian settings, with empirical evidence suggesting that the PO updates can outperform SR updates [64, 67]. In fact, the consistency argument outlined above is only valid in the linear case \( G(u) = Au \), and the statistical advantage of SR implementations in linear settings may not translate into the nonlinear case.

2.2. Dimension-Free Covariance Estimation

We define the effective dimension [103] of a matrix \( Q \in S^d_+ \) by

\[
\text{tr}(Q) = \frac{\text{Tr}(Q)}{\|Q\|}.
\]

(2.11)

The effective dimension quantifies the number of directions where \( Q \) has significant spectral content [99]. The monographs [99, 102] refer to \( \text{tr}(Q) \) as the intrinsic dimension, while [57] uses the term effective rank. This terminology is motivated by the observation that \( 1 \leq \text{tr}(Q) \leq \text{rank}(Q) \leq d \) and that \( \text{tr}(Q) \) is insensitive to changes in the scale of \( Q \), see [99]. In situations where the eigenvalues of \( Q \) decay rapidly, \( \text{tr}(Q) \) is a better measure of dimension than the state dimension \( d \). The following result [57, Theorem 9] gives a non-asymptotic sufficient sample size requirement for accurate covariance estimation in terms of the effective dimension of the covariance matrix. We recall that the sample covariance estimator \( \hat{C} \) is defined in (1.3).

**Proposition 2.1** (Covariance Estimation with Sample Covariance — Unstructured Case) Let \( u_1, \ldots, u_N \) be \( d \)-dimensional i.i.d. sub-Gaussian random vectors with \( \mathbb{E}[u_1] = m \) and \( \text{var}[u_1] = C \). Then, for all \( t \geq 1 \), it holds with probability at least \( 1 - ce^{-t} \) that

\[
\|\hat{C} - C\| \lesssim r_2(C) \left( \sqrt{\frac{t}{N}} \vee \sqrt{\frac{t}{N}} \vee \sqrt{\frac{t}{N}} \vee \sqrt{\frac{t}{N}} \vee \sqrt{\frac{t}{N}} \right).
\]

**Remark 2.2** (Effective Dimension and Smoothness) Proposition 2.1 motivates defining \( r_2(C) \equiv \text{tr}(C) / \|C\| \) to be the effective dimension of a \( d \)-dimensional sub-Gaussian random vector \( u \) with \( \text{var}[u] = C \). As in the definition for matrices, \( r_2(C) \) quantifies the number of directions where the distribution of \( u \) has significant spread. Proposition 2.1 and our results in Subsection 2.3 may be extended to sub-Gaussian random variables defined in an infinite-dimensional separable Hilbert space, say \( \mathcal{H} = L^2(0,1) \). It is then illustrative to note that any Gaussian measure \( \mathcal{N}(m,C) \) in \( \mathcal{H} \) satisfies that \( \text{Tr}(C) < \infty \); in other words, all Gaussian measures have finite effective dimension. In this context, \( r_2(C) \) is related to the rate of decay of the eigenvalues of \( C \), and hence to the almost sure Sobolev regularity of functions \( u \) drawn from the Gaussian measure \( \mathcal{N}(m,C) \) on \( \mathcal{H} = L^2(0,1) \), see e.g. [14, 91]. In computational inverse problems and data assimilation, \( u \) is often a \( d \)-dimensional vector that represents a fine discretization of a Gaussian random field; then, \( r_2(C) \) quantifies the smoothness of the undiscretized field.
2.3. Main Results: Posterior Approximation with Finite Ensemble

In this subsection we state finite ensemble approximation results for the posterior mean and covariance with PO and SR ensemble updates. To highlight some key insights, including the dependence of the bounds on the effective dimension of $C$ and the differences between PO and SR updates, we opt to present expectation bounds in Theorems 2.3 and 2.5 that are less notationally cumbersome than the stronger exponential tail bounds in Theorems A.8 and A.9 in Appendix A.3. Throughout this section, the data $y$ is treated as a fixed quantity.

**Theorem 2.3** (Posterior Mean Approximation with Finite Ensemble — Expectation Bound) Consider the PO and SR ensemble Kalman updates given by (2.7) and (2.9), respectively, leading to an estimate $\hat{\mu}$ of the posterior mean $\mu$ defined in (1.2). Set $\phi = 1$ for the PO update and $\phi = 0$ for the SR update. Then, for any $p \geq 1$,

$$\left[ \mathbb{E}\|\hat{\mu} - \mu\|_2^p \right]^{1/p} \lesssim_p c_1 \left( \sqrt{\frac{r_2(C)}{N}} \vee \left( \frac{r_2(C)}{N} \right)^{3/2} \right) + \phi c_2 \left( \sqrt{\frac{r_2(\Gamma)}{N}} \vee \frac{r_2(C)}{N} \sqrt{\frac{r_2(\Gamma)}{N}} \right),$$

(2.12)

where $c_1 = c_1(\|C\|, \|A\|, \|\Gamma^{-1}\|, \|y - Am\|_2)$ and $c_2 = c_2(\|C\|, \|A\|, \|\Gamma^{-1}\|)$.

Importantly, the bound (2.12) does not depend on the dimension $d$ of the state-space, and the only dependence on $C$ is through its operator norm and the effective dimension $r_2(C)$. The term multiplied by $\phi$ in the PO update accounts for the additional error incurred by the presence of the offset term (2.8) in the PO update (2.7). The following remark discusses another important consequence of Theorem 2.3: the stable performance of ensemble Kalman updates in small noise regimes when compared with other sampling algorithms.

**Remark 2.4** (Dependence of Constants on Model Parameters) The proof of Theorem 2.3 in Appendix A provides an explicit definition of $c_1$ and $c_2$ up to constants, i.e., it describes how these quantities rely on their arguments, and Theorem A.8 establishes a high probability bound on $\|\hat{\mu} - \mu\|_2$. In particular, it is important to note that the constants $c_1$ and $c_2$ in Theorem 2.3 deteriorate in the small noise limit where the observation noise goes to zero, and $c_2$ deteriorates with $r_2(\Gamma)$. In the small noise limit, the posterior and prior distribution become mutually singular, and it is hence expected for ensemble updates to be unstable. To illustrate this intuition in a concrete setting, assume that $\Gamma = \gamma I$ for a positive constant $\gamma$, and, for simplicity, that $N \geq r_2(C)$ as well as $\|C\| = \|A\| = \|y - Am\|_2 = 1$. Then, the expression for $c_1$ established in Theorem 2.3 implies that for the SR update, for any error $\varepsilon > 0$ and $p \geq 1$,

$$N \gtrsim \frac{r_2(C)}{\varepsilon^2 \gamma^p} \implies \mathbb{E}[\|\hat{\mu} - \mu\|_2^p]^{1/p} \lesssim_p \varepsilon.$$

Similarly, the expressions for $c_1$ and $c_2$ imply that for the PO update,

$$N \gtrsim \frac{r_2(C)}{\varepsilon^2 \gamma^p} \vee \frac{k}{\varepsilon^2 \gamma} \implies \mathbb{E}[\|\hat{\mu} - \mu\|_2^p]^{1/p} \lesssim_p \varepsilon,$$

where we recall that $k$ denotes the dimension of the data $y$. The papers [1, 84] show the need to increase the sample size along small noise limits in importance sampling when target and proposal are given, respectively, by posterior and prior. While our bounds here only give sufficient rather than necessary
conditions on the ensemble size, it is noteworthy that, for fixed $k$, the scaling of $N$ as $\gamma \to 0$ shown here is independent of $k$. In contrast, necessary sample size conditions for importance sampling show a polynomial dependence on $k$, see [84].

**Theorem 2.5** (Posterior Covariance Approximation with Finite Ensemble —Expectation Bound)
Consider the PO and SR ensemble Kalman updates given by (2.7) and (2.9), respectively, leading to an estimate $\hat{\Sigma}$ of the posterior covariance $\Sigma$ defined in (1.2). Set $\phi = 1$ for the PO update and $\phi = 0$ for the SR update. Then, for any $p \geq 1$,

$$\left[ \mathbb{E}\|\hat{\Sigma} - \Sigma\|_p \right]^{1/p} \lesssim_p c_1 \left( \left( \sqrt{\frac{r_2(C)}{N}} \vee \left( \frac{r_2(C)}{N} \right)^2 \right) + \phi \mathcal{E} \right),$$

where

$$\mathcal{E} = c_2 \left( \left( \sqrt{\frac{r_2(C)}{N}} \vee \left( \frac{r_2(C)}{N} \right)^3 \vee \left( \sqrt{\frac{r_2(\Gamma)}{N}} \vee \frac{r_2(\Gamma)}{N} \right) \right) \left( 1 \vee \left( \frac{r_2(C)}{N} \right)^2 \right) \right),$$

where $c_1 = c_1(\|C\|, \|A\|, \|\Gamma^{-1}\|)$ and $c_2 = c_2(\|C\|, \|A\|, \|\Gamma^{-1}\|, \|\Gamma\|)$.

As in Theorem 2.3, the bound in Theorem 2.5 does not depend on the dimension $d$ of the state-space, and the dependence on $C$ is through the operator norm and the effective dimension $r_2(C)$.

**Remark 2.6** (Dependence of Constants on Model Parameters) The proof of Theorem 2.5 in Appendix A provides an explicit definition of $c_1$ and $c_2$ up to constants and Theorem A.9 establishes a high probability bound on $\|\hat{\Sigma} - \Sigma\|$. As discussed in Remark 2.4, these bounds may be used to establish sufficient ensemble size requirements in small noise limits and other singular limits of practical importance.

**Remark 2.7** (Comparison to the Literature) The results in this section complement many of the existing analyses of ensemble Kalman updates in the literature. In one direction, our Theorems 2.3 and 2.5 can be viewed in the context of [36, Section 3.4], which claims that for finite ensembles the square root filter is always more efficient than the perturbed observation filter, since the latter introduces additional variability through noisy perturbations of the data. Our results quantify this additional variability both in probability and in expectation. In [72], the authors put forward a non-asymptotic analysis of a multi-step EnKF augmented by a spectral projection step in which the Kalman gain matrix is projected onto the linear span of its leading eigenvalues exceeding a threshold level. They refer to the dimension $d_{\text{subs}}$ of this subspace as the effective dimension and provide guarantees on the performance of the algorithm so long as the ensemble size scales with $d_{\text{subs}}$. In contrast, our one-step analysis does not require any augmentation of standard implementations (see e.g. [36]) of the ensemble update. They also employ (forecast) covariance inflation, which is a de-biasing technique standard in the literature, see for example [36, Section 5], which our results do not require. In another direction, our results can be directly compared to [59, Theorem 6.1], which states that for iteration $t$ of the square root EnKF and
for any $p \geq 1$

$$
\left[ \mathbb{E} \| \hat{\mu}^{(t)} - \mu^{(t)} \|^2 \right]^{1/p} \leq \frac{c(p,t)}{\sqrt{N}} \quad \text{and} \quad \left[ \mathbb{E} \| \hat{\Sigma}^{(t)} - \Sigma^{(t)} \|^p \right]^{1/p} \leq \frac{c(p,t)}{\sqrt{N}},
$$

(2.13)

where $\hat{\mu}^{(t)}$ and $\hat{\Sigma}^{(t)}$ are the sample mean and covariance of the updated (analysis) ensemble at iteration $t$, and $\mu^{(t)}$ and $\Sigma^{(t)}$ are the corresponding Kalman Filter posterior mean and covariance, respectively. The term $c(p,t)$ that arises in both of their bounds denotes a constant that depends only on $p$, the iteration index $t$, and the norms of the non-random inputs of the algorithm, but do not depend on dimension or ensemble size. Importantly, they do not distinguish between settings with different effective dimensions as our bounds do. In Appendix A.4, we provide an explicit outline of the multi-step algorithm considered in their paper along with definitions of all quantities described here. As previously noted, our bounds cover the perturbed observation setting whereas (2.13) is specific to the square root setting. In Appendix A.4 we also establish (see Corollary A.12) a simple extension of Theorems 2.3 and 2.5 to the multi-step square root setting, which shows that for any $p \geq 1$, iteration $t$, and assuming for simplicity that $N \gtrsim r_2(\Sigma^{(0)})$, then

$$
\left[ \mathbb{E} \| \hat{\mu}^{(t)} - \mu^{(t)} \|^2 \right]^{1/p} \leq \sqrt{\frac{r_2(\Sigma^{(0)})}{N}} \times c\left(\{\|M^{(l)}\|, \|A^{(l)}\|, \|\Sigma^{(l-1)}\|, \|y^{(l)} - A^{(l)}m^{(l)}\|_2\}_{l=1}^T, \|\Gamma^{-1}\|\right),
$$

$$
\left[ \mathbb{E} \| \hat{\Sigma}^{(t)} - \Sigma^{(t)} \|^p \right]^{1/p} \leq \sqrt{\frac{r_2(\Sigma^{(0)})}{N}} \times c\left(\{\|M^{(l)}\|, \|A^{(l)}\|, \|\Sigma^{(l-1)}\|\}_{l=1}^T, \|\Gamma^{-1}\|\right). 
$$

(2.14)

Our bounds therefore refine those in [59] as they explicitly capture the dependence on the state dimension through the effective dimension of the initial distribution, $r_2(\Sigma^{(0)})$. It follows then that in the case of the square root EnKF, it suffices to use an ensemble on the order of the effective dimension of $\Sigma^{(0)}$ multiplied by constants depending on the operator norms of the forward model matrices $\{\|A^{(l)}\|\}_{l=1}^T$, analysis covariance matrices $\{\|\Sigma^{(l)}\|\}_{l=1}^T$, inverse of the noise covariance $\|\Gamma^{-1}\|$ and $\ell_2$-norm of the model errors $\{\|y^{(l)} - A^{(l)}m^{(l)}\|_2\}_{l=1}^T$. We note that extensions to the multi-step setting for other variants of the EnKF that do not use SR updates may not follow as easily. In this direction, the recent work [39] studies a multi-step EnKF with PO updates which incorporates an additional resampling step.

3. Ensemble Kalman Updates: Sequential Optimization Algorithms

In the optimization approach, the solution to the inverse problem (1.1) is found by minimizing an objective function. As discussed in [21], an entire suite of ensemble algorithms have been derived that differ in the choice of objective function and optimization scheme. In this subsection we introduce the Ensemble Kalman Inversion (EKI) algorithm [52] and a new localized implementation of EKI, which we call localized EKI (LEKI) following [97]. Both EKI and LEKI use an ensemble approximation of a Levenberg-Marquardt (LM) optimization scheme to minimize a data-misfit objective

$$
J(u) = \frac{1}{2} \| \Gamma^{-1/2}(y - G(u)) \|_2^2,
$$

(3.1)
which promotes fitting the data $y$. Before deriving EKI the in Subsection 3.1.1 and LEKI in Subsection 3.1.2, we give some background that will help us interpret both methods as ensemble-based implementations of classical gradient-based LM schemes. The finite ensemble approximation of an idealized mean-field EKI update using EKI and LEKI updates will be studied in Subsection 3.3.

Recall that classical iterative optimization algorithms choose an initialization $u^{(0)}$ and set

$$u^{(t+1)} = u^{(t)} + w^{(t)}, \quad t = 0, 1, \ldots,$$

(3.2)

until a pre-specified convergence criterion is met. Here, $w^{(t)}$ is some favorable direction determined by the optimization algorithm at iteration $t$, given the current estimate $u^{(t)}$. In the case that the inverse problem is ill-posed, directly minimizing (3.1) leads to a solution that over-fits the data. Then, implicit regularization can be achieved through the optimization scheme used to obtain the update $w^{(t)}$. Under the assumption that $r(u) \equiv y - G(u)$ is differentiable, the Levenberg-Marquardt (LM) algorithm chooses $w^{(t)}$ by solving the constrained minimization problem

$$\min_w J_t^{\text{lin}}(w) \quad \text{subject to} \quad \|C^{-1/2}w\|_2^2 \leq \delta_t,$$

where

$$J_t^{\text{lin}}(w) \equiv \frac{1}{2}\|Dr(u^{(t)})w + r(u^{(t)})\|_2^2,$$

and $Dr$ denotes the Jacobian of $r$. The LM algorithm belongs to the class of trust region optimization methods, and it chooses each increment to minimize a linearized objective, $J_t^{\text{lin}}$, but with the added constraint that the minimizer belongs to the ball $\{\|C^{-1/2}w\|_2^2 \leq \delta_t\}$, in which we trust that the objective may be replaced by its linearization. Equivalently, $w^{(t)}$ can be viewed as the unconstrained minimizer of a regularized objective,

$$\min_w J_t^{U}(w), \quad J_t^{U}(w) \equiv J_t^{\text{lin}}(w) + \frac{1}{2\alpha_t}\|C^{-1/2}w\|_2^2,$$

(3.3)

where $\alpha_t > 0$ acts as a Lagrange multiplier.

We are interested in ensemble sequential-optimization algorithms, which instead of updating a single estimate $u^{(t)}$ —as in (3.2)— propagate an ensemble of estimates. Ensemble-based optimization schemes often rely on statistical linearization to avoid the computation of derivatives. Underpinning this idea [21, 56, 100] is the argument that if $G(u) = Au$ were linear, then $\hat{C}^{up} = \hat{C}A^\top$, leading to the approximation in the general nonlinear case

$$DG(u_p) \approx (\hat{C}^{up})^\top \hat{C}^{\dagger} \equiv G.$$

(3.4)

This approximation motivates the derivative-free label often attached to ensemble-based algorithms [58], and we note that they may be employed whenever computing $DG(u)$ is expensive or when $G$ is not differentiable. For the remainder, our analysis focuses on a single step of EKI and LEKI, and so we drop the iteration index $t$ from our notation; we will use instead our previous terminology of prior ensemble and updated ensemble. Finally, similar to our presentation of posterior-approximation algorithms, our exposition is simplified by introducing the nonlinear gain-update operator $\mathcal{P}$,

$$\mathcal{P} : \mathbb{R}^{d \times k} \times \mathcal{S}^k_+ \rightarrow \mathbb{R}^{d \times k}, \quad \mathcal{P}(C^{up}, C^{pp}; \Gamma) = \mathcal{P}(C^{up}, C^{pp}) = C^{up}(C^{pp} + \Gamma)^{-1},$$

(3.5)

which is shown to be both pointwise continuous and bounded in Lemma A.7.
3.1. Ensemble Algorithms for Sequential Optimization

3.1.1. Ensemble Kalman Inversion Update

In the EKI, each particle in the prior ensemble is updated according to the LM algorithm, so that

\[ v_n = u_n + w_n, \quad 1 \leq n \leq N, \]

where \( w_n \) is the minimizer of a linearized and regularized data-misfit objective

\[
J_{\text{lin}}(w) = \frac{1}{2} \| \Gamma^{-1/2} (y - \eta_n - \mathcal{G}(u_n)) - Gw \|_2^2 + \frac{1}{2\alpha} \| \hat{C}^{-1/2}w \|_2^2, \quad \eta_n \sim \mathcal{N}(0, \Gamma). \tag{3.6}
\]

Following [52], we henceforth set \( \alpha = 1 \), but note that our main results can be readily extended to any \( \alpha > 0 \). Note that each ensemble member solves the optimization (3.6) with a perturbed observation \( y - \eta_n \), similar in spirit to the PO update of Subsection 2.1.1. The minimizer of (3.6) (with \( \alpha = 1 \)) is given by

\[ w_n = \hat{C} G^\top (G \hat{C} G^\top + \Gamma)^{-1} (y - \eta_n - \mathcal{G}(u_n)). \]

Substituting \( \hat{C} G^\top = \hat{C}^{up} \), and approximating

\[ G\hat{C} G^\top = \hat{C}^{up} = (\hat{C}^{up})^\top \hat{C}^{up} \approx \hat{C}^{pp} \]

leads to the EKI update

\[ v_n = u_n + P(\hat{C}^{up}, \hat{C}^{pp}) (y - \mathcal{G}(u_n) - \eta_n), \quad 1 \leq n \leq N. \tag{3.7} \]

In the linear forward-model setting, \( P(\hat{C}^{up}, \hat{C}^{pp}) = \mathcal{K}(\hat{C}) \), and (3.7) takes on a form identical to the PO update in (2.7). We further define the mean-field EKI update

\[ v_n^* = u_n + \mathcal{P}(C^{up}, C^{pp}) (y - \mathcal{G}(u_n) - \eta_n), \quad 1 \leq n \leq N, \tag{3.8} \]

which is the update that would be performed if one had access to the population quantities \( C^{up} \) and \( C^{pp} \) or, equivalently, to an infinite ensemble. We will analyze the approximation of the update (3.7) to the mean-field update (3.8) in Subsection 3.3. The study of mean-field ensemble Kalman methods of the form (3.8) was proposed in [45] and is overviewed in [19]. While mean-field algorithms are not useful for practical implementation, they facilitate a transparent mathematical analysis that can provide understanding on the performance of practical ensemble approximations. Desirable properties of mean-field algorithms include convergence to the desired target in a continuous-time limit [20], a gradient flow structure [37], or the ability to approximate derivative-based optimization algorithms [21]. The transfer of theoretical insights from mean-field algorithms to particle-based algorithms tacitly presupposes, however, that the ensemble is large enough for ensemble-based updates to approximate well idealized mean-field updates. In this direction, [27] establishes a \( O(N^{-1/2}) \) rate for an approximation of a mean-field evolution equation in terms of the ensemble size \( N \). Our first main result of this section, Theorem 3.5, will show that the mean-field update (3.8) can be well approximated with the EKI update (3.7) with a number of particles of the order of the effective dimension of the problem, which is defined as for posterior-approximation algorithms.
3.1.2. Localized Ensemble Kalman Inversion Update

In practice, ensemble-based algorithms are often implemented with $N \ll d$, that is, with an ensemble that is much smaller than the state dimension. In this setting, the update is augmented with an additional localization procedure applied to $\hat{C}$ in the case of linear forward model, and to both $\hat{C}_{pp}$ and $\hat{C}_{up}$ in the case of a nonlinear forward model. In either case, localization is seen as an approach to deal both with the extreme rank deficiency and the sampling error that arise from using an ensemble that is significantly smaller than the dimension of the state and/or the dimension of the observation, see for example [35, 49, 50]. Localization is also useful when the state $u$, or the transformed state $G(u)$, has elements $E(i)$ and $E(j)$ that represent the values of a variable of interest at physical locations that are a known distance $d(i,j)$ apart: correlations may decay quickly with the physical distance of the variables and localization may help to remove spurious correlations in the sample covariance estimator. In ensemble Kalman methods, localization has most commonly been carried out via the Schur (elementwise) product of the estimator and a positive-semidefinite matrix $M$ of equal dimension. In the vast majority of cases, the elements of $M$ are taken to be $M_{ij} = \kappa(d(i,j)/b)$, where $\kappa$ is a locally supported correlation function —usually the Gaspari Cohn $5^{th}$-order compact piecewise polynomial [38]— and $b > 0$ is a length-scale parameter chosen by the practitioner. Since $\kappa$ tapers off to zero as its argument becomes larger, i.e. when the underlying variables are further apart, the Schur-product operation zeroes out the corresponding elements of the estimator, and the rate at which this tapering occurs is controlled by the size of the length-scale. The localized EKI (LEKI), recently studied in [97], replaces both $\hat{C}_{pp}$ and $\hat{C}_{up}$ with their localized counterparts, $M_1 \circ \hat{C}_{pp}$ and $M_2 \circ \hat{C}_{up}$, where $M_1$ and $M_2$ are localization matrices of appropriate dimension. Two important issues have, in our opinion, hindered the rigorous study of localized ensemble algorithms, and we highlight these next before moving on to introduce our localization framework.

1. Optimality: The justification outlined above for localization in the ensemble Kalman literature has been largely heuristic, and relying on these arguments alone one cannot hope to define a localization procedure that is demonstrably optimal. Notably, the widespread usage of the Gaspari-Cohn correlation function is not rooted in any sense of optimality. Generally, focusing solely on a band of entries near the diagonal is a sub-optimal approach to covariance estimation, as noted in the high-dimensional covariance estimation literature, see for example [8, 23, 68]. Moreover, even in cases where focusing on elements near the diagonal is justified, for example by assuming that the underlying target is a banded matrix, the bandwidth $b > 0$ must be chosen carefully as a function of the ensemble size, problem dimension, and dependence structure [7]. This type of analysis has, to the best of our knowledge, not been carried out for the Gaspari-Cohn localization scheme. An important message in the covariance estimation literature is that localization —regardless of how it is employed— can only be optimal if the target of estimation itself is sparse, and such sparsity assumptions must be made explicit in order to facilitate a rigorous mathematical analysis of the procedure. The difficulty of optimal localization in ensemble updates has also been highlighted in [36], where the authors derive an optimal localization matrix $M$ under the unrealistic assumption that $C$ is a diagonal matrix.

2. Schur-Product Approximations: In the literature on ensemble Kalman methods, a consensus has not been reached on how best to apply localization in practice. The issue here can be sufficiently described by deferring to the linear forward-model setting, i.e. $G(u) = Au$, in which the Kalman gain is a central quantity. As mentioned for example in [49], in a localized update, the Kalman gain
operator should in theory be applied to \( M \circ \hat{C} \), i.e. one should study the quantity

\[
\mathcal{K}(M \circ \hat{C}) = (M \circ \hat{C})A^\top (A(M \circ \hat{C})A^\top + \Gamma)^{-1},
\]

although their experimental results are based on the more computationally convenient approximation

\[
\mathcal{K}(M \circ \hat{C}) \approx (M \circ (\hat{C}A^\top)) (M \circ (A\hat{C}A^\top) + \Gamma)^{-1}, \tag{3.9}
\]

which, as they mention, is a reasonable approximation in the case that \( A \) is diagonal. Subsequently, much of the literature on localization in ensemble Kalman updates has adopted this or similar approximations, as discussed in greater depth in [78, Section 3.3]. In general, however, approximations made on the Schur product are difficult to justify without strong assumptions on the forward model \( \mathcal{G} \).

With these issues in mind, we opt to study an alternative, data-driven approach to localization often employed in the high-dimensional covariance estimation literature [7, 17, 18], where it is referred to as thresholding. We ground our analysis in the assumption that the target of estimation belongs to the following soft sparsity matrix class:

\[
\mathcal{U}_{d_1,d_2}(q,R_q) \equiv \left\{ B \in \mathbb{R}^{d_1 \times d_2} : \max_{i \leq d_1} \sum_{j=1}^{d_2} |B_{ij}|^q \leq R_q \right\}, \tag{3.10}
\]

where \( q \in [0,1) \) and \( R_q > 0 \), and write \( \mathcal{U}_d(q,R_q) \) in the case \( d_1 = d_2 = d \). In the special case \( q = 0 \), matrices in \( \mathcal{U}_{d_1,d_2}(0,R_0) \) possess rows that have no more than \( R_0 \) non-zero entries — a special case of which are banded matrices — which is the classical hard-sparsity constraint. In contrast, for \( q \in (0,1) \), the class \( \mathcal{U}_{d_1,d_2}(q,R_q) \) contains matrices with rows belonging to the \( \ell_q \) ball of radius \( R_q^q \). This includes matrices with rows that contain possibly many non-zero entries so long as their magnitudes decay sufficiently rapidly, and so is often referred to as a soft-sparsity constraint. Importantly, the class \( \mathcal{U}_d(q,R_q) \) is sufficiently rich to capture the motivating intuition that correlations decay with physical distance in a rigorous manner that avoids the optimality issues mentioned above. Structured covariance matrices, such as those belonging to \( \mathcal{U}_{d_1,d_2}(q,R_q) \) are optimally estimated using localized versions of their sample covariances. To this end, we study the localized matrix estimator \( B_{\rho_N} = \mathcal{L}_{\rho_N}(B) \), where \( \mathcal{L}_{\rho_N}(u) = u_{1(|u| \geq \rho_N)} \) is a localization operator with localization radius \( \rho_N \), and which is applied elementwise to its argument \( B \). In Section 3 we detail how the localization radius \( \rho_N \) can be chosen optimally in terms of the parameters of the inverse problem (1.1) and the ensemble size \( N \).

Throughout our analysis, we refrain from using approximations such as the one outlined in (3.9); that is, our analysis of localization replaces all non-localized quantities in the original update (3.7) with their localized counterparts. We introduce the LEKI update:

\[
u_n^p = u_n + \mathcal{P}((\hat{C}^u_{\rho_{N,1}},\hat{C}^pp_{\rho_{N,2}})(y - \mathcal{G}(u_n) - \eta_n), \quad 1 \leq n \leq N, \tag{3.11}\]

where \( \rho_{N,1} \) and \( \rho_{N,2} \) are two, potentially different localization radii. As in the non-localized case, in Subsection 3.3 we provide finite sample bounds on the deviation of the LEKI update from the mean-field update of (3.8), and describe in detail how the additional structure imposed on \( C^u \) and \( C^{pp} \) leads to improved bounds relative to the non-localized setting. Our second main result of this section, Theorem 3.7 will be based on new covariance estimation bounds that may be of independent interest,
and on a suitable notion of effective dimension that we introduce in Subsection 3.2. Our theory explains the improved sample complexity that can be achieved by simultaneously exploiting spectral decay and sparsity of the covariance model.

An important issue that warrants discussion is that of positive-semidefiniteness of the estimator \( \hat{B}_{\rho N} \) when the target \( B \) is a square covariance matrix. In the case of the Schur-product estimator, any localization matrix \( M \) derived from a valid correlation function \( \kappa \) is guaranteed to be positive-semidefinite by definition [38], and so by the Schur-product Theorem [46, Theorem 7.5.3] the estimator \( M \circ \hat{B} \) is positive-semidefinite as well. In contrast, the localization operator \( L_{\rho N} \) thresholds the sample covariance \( \hat{B} \) elementwise and does not in general preserve positive-semidefiniteness. As discussed in [18, 29], \( \hat{B}_{\rho N} \) is positive-semidefinite with high probability, but in practice one may opt to use an augmented estimator that guarantees positive-semidefiniteness. We describe this estimator here for completeness: let \( \hat{B}_{\rho N} = \sum_{j=1}^{d} \hat{\lambda}_j v_j v_j^\top \) be the eigen-decomposition of \( \hat{B}_{\rho N} \), so that \( \hat{\lambda}_j, v_j \) are the \( j \)-th eigenvalue and eigenvector of \( \hat{B}_{\rho N} \). Consider then the positive-part estimator \( \hat{B}_{\rho N}^+ = \sum_{j=1}^{d} (0 \vee \hat{\lambda}_j) v_j v_j^\top \).

Clearly then, \( \hat{B}_{\rho N}^+ \) is positive-semidefinite, and furthermore it achieves the same rate as \( \hat{B}_{\rho N} \) since

\[
\| \hat{B}_{\rho N}^+ - B \| \leq \| \hat{B}_{\rho N} - \hat{B}_{\rho N} \| + \| \hat{B}_{\rho N} - B \| \leq \max_{j, \hat{\lambda}_j \leq 0} | \hat{\lambda}_j - \lambda_j | + \| \hat{B}_{\rho N} - B \| \leq 2 \| \hat{B}_{\rho N} - B \|,
\]

where \( \lambda_j \) is the \( j \)-th eigenvalue of \( B \). In light of this fact, we abuse notation slightly and assume that \( B_{\rho N} \) is positive-semidefinite throughout this work.

### 3.2. Dimension-Free Covariance Estimation Under Soft Sparsity

For the covariance estimation problem under (approximate) sparsity, there are estimators that significantly improve upon the sample covariance. In particular, [103, Chapter 6.5] notes that for sub-Gaussian data the operator-norm covariance estimation error depends logarithmically on the state dimension \( d \) for localized estimators, while the error depends linearly on \( d \) for the sample covariance. If no sparse structure is assumed, the effective dimension \( r_2 \) defined in (2.11) characterizes the error of the sample covariance estimator, as described in Proposition 2.1. We introduce an analogous notion of effective dimension that is more suitable than \( r_2 \) in the sparse covariance estimation problem, termed the \textit{max-log effective dimension} and which, for \( Q \in S_+^d \), is given by

\[
r_\infty(Q) \equiv \max_{j \leq d} \frac{Q(j) \log(j + 1)}{Q(1)},
\]

where \( Q(1) \geq Q(2) \geq \ldots \geq Q(d) \) is the decreasing rearrangement of the diagonal entries of \( Q \). To the best of our knowledge, this notion of dimension has not been previously considered in the literature, and, as will be shown, refines the rate of covariance estimation under sparsity by incorporating intrinsic properties of the underlying matrix, albeit differently to (2.11). In particular, \( r_\infty(Q) \) is small whenever \( Q \) exhibits a decay of the ordered elements \( Q(1), Q(2), \ldots \) that is faster than \( \log(j + 1) \). We use the subscript \( \infty \) to highlight that the quantity \( r_\infty \) is related to the dimension-free sub-Gaussian maxima result of Lemma B.6. Similarly, we use the subscript 2 to draw the connection between \( r_2 \) and the sub-Gaussian 2-norm concentration of Theorem A.1. Importantly, bounds based on \( r_\infty \) will be dimension-free, in the sense that they exhibit no dependence on the state dimension \( d \). The next result is our analog of Proposition 2.1 for estimation under sparsity using the localized sample covariance estimator. Recall that \( C(1) \) denotes the largest element on the diagonal of \( C \), \( \hat{C}_{\rho N} \equiv L_{\rho N}(\hat{C}) \) denotes the localized
sample covariance matrix, and $U_d(q,R_q)$ is the sparse matrix class defined in (3.10). All proofs in this subsection have been deferred to Appendix B.1.

**Theorem 3.1 (Covariance Estimation with Localization — Soft Sparsity Assumption)** Let $u_1,\ldots,u_N$ be $d$-dimensional i.i.d. sub-Gaussian random vectors with $E[u_1] = m$ and $\text{var}[u_1] = C$. Further, assume that $C \in U_d(q,R_q)$ for some $q \in [0,1)$ and $R_q > 0$. For any $t \geq 1$, set

$$\rho_N \asymp C(1) \left( \sqrt{\frac{r_{\infty}(C)}{N}} \lor \frac{t r_{\infty}(C)}{N} \lor \frac{\sqrt{t}}{N} \lor \frac{t}{N} \right)$$

and let $\hat{C}_{\rho_N} \equiv \mathcal{L}_{\rho_N}(\hat{C}_N)$ be the localized sample covariance estimator. There exists a constant $c > 0$ such that, with probability at least $1 - ce^{-t}$,

$$\|\hat{C}_{\rho_N} - C\| \lesssim R_q \rho_N^{1-q}.$$  

**Remark 3.2 (Max-Log Effective Dimension)** The proof of Theorem 3.1 can be found in Section B.1 and, up to the choice of $\rho_N$, follows an identical approach to the standard proof for localized covariance estimators in the literature, for example [103, Theorem 6.27]. The result depends crucially on the order of the maximum elementwise distance between the sample and true covariance matrices, $\|\hat{C} - C\|_{\max}$, which is where our analysis differs from the exiting literature. Our proof utilizes techniques in [57] combined with the dimension-free sub-Gaussian maxima bound of Lemma B.6 to obtain a bound in terms of $r_{\infty}$. In the worst case, for example when $C = cI_d$ for some constant $c > 0$ so that the ordered diagonal elements of $C$ exhibit no decay, we recover exactly the standard logarithmic dependence on the state dimension. In particular, when $N \geq r_{\infty}(C)(= \log d)$, Theorem 3.1 matches the result for recovering $C$ in operator norm in the sub-Gaussian setting over the class $U_d(q,R_q)$, as shown in [7, Theorem 1]. If the ordered variances exhibit sufficiently fast decay, our upper bound is significantly better. (Recall that in many applications $d \sim 10^9$ and $N \sim 10^4$, and so the logarithmic dependence on $d$ may play a significant role in determining a sufficient ensemble size.) Importantly, many of the results in the structured covariance estimation literature rely similarly on the maximum elementwise norm, and so our results can be utilized to achieve refined bounds on the estimation error of the localized estimator under structural assumptions on $C$ that differ from the soft-sparsity assumption considered in this work.

A result analogous to Theorem 3.1 holds for cross-covariance estimation under sparsity. For a formal statement we refer to Theorem B.11 whose proof is based on a deep generic chaining bound for product empirical processes [74, Theorem 1.12]. Here we present a cross-covariance estimation result that is specific to the LEKI setting in that it relies on a smoothness assumption on the forward model.

**Theorem 3.3 (Cross-Covariance Estimation with Localization — Soft Sparsity Assumption)** Let $u_1,\ldots,u_N$ be $d$-dimensional i.i.d. sub-Gaussian random vectors with $E[u_1] = m$ and $\text{var}[u_1] = C$. Let $G : \mathbb{R}^d \to \mathbb{R}^k$ be a Lipschitz continuous forward model and assume that $C^{up} \in U_{d,k}(q_1,R_{q_1})$ and $C^{pu} \in U_{k,d}(q_2,R_{q_2})$ where $q_1,q_2 \in [0,1)$ and $R_{q_1},R_{q_2}$ are positive constants. For any $t \geq 1$, set

$$\rho_N \asymp (C(1) \lor C^{pp}(1)) \left( \frac{t}{N} \lor \frac{\sqrt{t}}{N} \lor \sqrt{r_{\infty}(C)} \lor \sqrt{r_{\infty}(C^{pp})} \lor \sqrt{\frac{r_{\infty}(C)}{N}} \lor \sqrt{\frac{r_{\infty}(C^{pp})}{N}} \right).$$
and let \( \widehat{C}_{pu} \equiv \mathcal{L}_{\rho_N}(\widehat{C}_{up}) \) be the localized sample cross-covariance estimator. There exist positive universal constants \( c_1, c_2 \) such that, with probability at least \( 1 - c_1 e^{-c_2 t} \),

\[
\| \widehat{C}_{pu} - C_{pu} \| \lesssim R_{q_1} \rho_N^{1-q_1} \vee R_{q_2} \rho_N^{1-q_2}.
\]

**Remark 3.4 (Sparsity of the Cross-Covariance)** To the best of our knowledge, estimation of the cross-covariance matrix under structural assumptions has not been a point of focus in the literature. Indeed, one may implicitly estimate the cross-covariance by applying Theorem 3.1 to the full covariance matrix

\[
\begin{bmatrix}
C & C_{up} \\
C_{pu} & C_{pp}
\end{bmatrix}
\]

of the sub-Gaussian vector \([u^\top, \mathcal{G}(u)^\top]^\top\), and extracting a bound on \( \| C_{pu}^{up} - C_{up}^{pu} \| \). This approach however requires one to place sparsity assumptions on the full covariance matrix, making the result potentially less useful in practice. That is, one may wish to make structural assumptions on \( C_{up} \) and \( C_{pp} \) without imposing any restrictions on \( C \), which our result allows for.

### 3.3. Main Results: Approximation of Mean-Field Particle Updates with Finite Ensemble Size

In this subsection we state finite ensemble approximation results for EKI and LEKI updates. The main results, Theorems 3.5 and 3.7, showcase the dependence on the effective dimension of \( C \) and \( C_{pp} \) for EKI and on the max-log dimension of these matrices for LEKI. For both algorithms, we study the update of a generic particle \( u_n \) and the analysis is carried out conditional on both \( u_n \) and the noise perturbation \( \eta_n \).

**Theorem 3.5 (Approximation of Mean-Field EKI with EKI —Operator-Norm Bound)** Let \( y \) be generated according to (1.1) with Lipschitz forward model \( \mathcal{G} : \mathbb{R}^d \rightarrow \mathbb{R}^k \). Let \( \nu_n \) and \( \nu_n^* \) be the EKI and mean-field EKI updates defined in (3.7) and (3.8) respectively. Then, for any \( t \geq 1 \), there exists universal positive constants \( c_1, c_2 \) such that, with probability at least \( 1 - c_1 e^{-c_2 t} \),

\[
\| \nu_n - \nu_n^* \|_2 \leq c_1 \left( \frac{c_2}{N} \vee \sqrt{\frac{r_2(C)}{N}} \vee \frac{r_2(C)}{N} \vee \sqrt{\frac{r_2(C_{pp})}{N}} \vee \frac{r_2(C_{pp})}{N} \vee \sqrt{\frac{t}{N}} \vee \frac{t}{N} \right),
\]

where \( c_1 = c_1(\| y - \mathcal{G}(u_n) - \eta_n \|_2, \| \Gamma^{-1} \|, \| C \|, \| C_{up} \|, \| C_{pp} \|) \) and for \( u \sim \mathcal{N}(m, C) \), \( c_2 = c_2(\| u_n \|_2, \| m \|_2, \| \mathcal{G}(u_n) \|_2, \| \mathbb{E}[\mathcal{G}(u)] \|_2) \).

**Remark 3.6 (Dependence of Constants on Model Parameters)** The proof of Theorem 3.5 in Appendix B.2 gives an explicit expression for the dependence of \( c \) on its arguments. These bounds may be used to establish the sufficient ensemble size to ensure that the EKI update approximates well the mean-field EKI update in the unstructured covariance setting.

**Theorem 3.7 (Approximation of Mean-Field EKI with LEKI —Operator-Norm Bound)** Let \( y \) be generated according to (1.1) with Lipschitz forward model \( \mathcal{G} : \mathbb{R}^d \rightarrow \mathbb{R}^k \). Assume that \( C_{up} \in \mathcal{U}_{d,k}(q_1, R_{q_1}), C_{pu} \in \mathcal{U}_{k,d}(q_2, R_{q_2}) \) and \( C_{pp} \in \mathcal{U}_k(q_3, R_{q_3}) \) for \( q_1, q_2, q_3 \in [0, 1] \), and positive constants \( R_{q_1}, R_{q_2}, R_{q_3} \). Let \( \nu_n^\rho \) and \( \nu_n^* \) be the LEKI and mean-field EKI updates outlined in (3.11) and (3.8)
respectively. For any $t \geq 1$, set
\[ \rho_{N,1} = \rho_{N,2} = \frac{c_1}{N} + (C(1) \vee C^{pp}(1)) \left( \left( \frac{t}{N} \vee \sqrt{\frac{t}{N}} \right) \left( \sqrt{\rho_{\infty}(C)} \vee \sqrt{\rho_{\infty}(C^{pp})} \right) \vee \sqrt{\frac{\rho_{\infty}(C)}{N}} \sqrt{\frac{\rho_{\infty}(C^{pp})}{N}} \right), \]
and
\[ \rho_{N,3} = \frac{c_2}{N} + C^{pp}(1) \left( \sqrt{\rho_{\infty}(C^{pp})} \vee \sqrt{\frac{t}{N}} \vee \frac{t}{N} \vee \frac{tr_{\infty}(C^{pp})}{N} \right), \]
where $c_1 = c_1(||u_0||_{\infty}, ||m||_{\infty}, ||G(u_0)||_{\infty}, ||E[G(u)]||_{\infty})$ and $c_2 = c_2(||G(u_0)||_{\infty}, ||E[G(u)]||_{\infty})$, with $u \sim \mathcal{N}(m, C)$. There exist positive universal constants $c_3, c_4$ such that, with probability at least $1 - c_5 e^{-c_4t}$,
\[ ||\psi_n^p - \psi_n^q||_2 \leq c_5 (R_{q_1} \rho_{N,1}^{1-q_1} \vee R_{q_2} \rho_{N,2}^{1-q_2} \vee R_{q_3} \rho_{N,3}^{1-q_3}), \]
where $c_5 = c_5(||y - G(u_0) - \eta_n||_2, ||\Gamma^{-1}||, ||C^{up}||)$.

**Remark 3.8** (Dependence of Constants on Model Parameters) The proof of Theorem 3.7 in Appendix B.2 gives an explicit expression for the dependence of $c$ on its arguments. As discussed in Remark 3.7, these bounds may be used to establish the sufficient ensemble size to ensure that the LEKI update approximates well the mean-field EKI update in the structured covariance setting.

**Remark 3.9** (On the Soft-Sparsity Assumptions) Importantly, Theorem 3.7 makes no assumptions on the covariance matrix $C$, and so can be used even in cases where $C$ is dense, but the covariances $C^{up}$, $C^{pu}$, and $C^{pp}$ can be reasonably assumed to be sparse. In the case that sparsity assumptions on $C$ are appropriate, then an interesting question is: what (explicit) assumptions on $G$ ensure sparsity of $C^{up}$, $C^{pu}$, and $C^{pp}$? We provide here two simple arguments that may provide some insight. Throughout, $c_1, c_2, c_3, c_4, c_5$ are arbitrary positive constants independent of both state and observation dimensions $d$ and $k$, and $q \in [0, 1]$.

1. Suppose $C \in U_d(q, c_1)$ and $E[DG]^T \in U_{d,k}(q, c_2)$. Then there exists $c_3$ such that $C^{up} \in U_{d,k}(q, c_3)$. We provide a formal statement of this result in Lemma B.14. Similarly, if $E[DG] \in U_{k,d}(q, c_4)$, then there exists $c_5$ such that $C^{pu} \in U_{k,d}(q, c_5)$. The assumptions on the expected Jacobian $E[DG]$ can be understood as the requirements that, in expectation:
   a. Any coordinate function $G_j$ of $G$ depends on its input $u$ only through a subset of $u$ whose size does not grow with $k$ nor $d$.
   b. Any state coordinate $u_j$ of $u$ is acted on only by a subset of the coordinate-functions of $G$ whose size does not grow with $k$ nor $d$.

   For example, a Jacobian that is banded in expectation would satisfy these two properties.

2. Suppose $C \in U_d(q, c_1)$. Then there exists $c_2$ such that $C^{pp} \in U_k(q, c_2)$ whenever $G(u) = Au$ is a linear map with $A \in U_{k,d}(q, c_3)$ and $A^T \in U_{d,k}(q, c_4)$, i.e. whenever $A$ has both rows and columns that are sparse. This condition holds, for example, for banded $A$. We provide a formal statement of this result in Lemma B.16.

The two arguments above indicate that if $G$ acts on local subsets of $u$, which holds for instance for convolution or moving average operators, then one can expect the sparsity of $C$ to carry on to $C^{up}$, $C^{pu}$, and $C^{pp}$.
Remark 3.10 (Comparison to the Literature) Although the focus of this subsection is the LEKI, it is useful to compare our Theorems 3.5 and 3.7 to existing results for the performance of ensemble based algorithms with localization. In this regard, our results are closest to those of [94], which shows that an ensemble that scales with the logarithm of the state dimension times a localization radius suffices for good performance of the localized EnKF (LEnKF). They study performance over multiple time steps and linear dynamics under a stability assumption which enforces control over the model matrices as well as a sparse ($q = 0$) structure of the underlying true covariance matrices. They consider domain localization whereas we study covariance localization. In contrast to our results, [94] employs covariance localization and utilizes a Schur-product localization scheme in which elements whose indices are beyond a certain bandwidth are set to zero, whereas we study localization via thresholding (recall our discussion comparing these two approaches in Subsection 3.1.2). Consequently, our required localization radius is in terms of the max-log effective dimension whereas theirs is in terms of the bandwidth of the underlying covariance matrix. Our results are dimension-free in that they do not rely on the state dimension $d$, and so as noted in Remark 3.2, our bounds can have significantly better than logarithmic dependence on dimension. Our setting also differs from [94] in that our dynamics are allowed to be nonlinear, and our prior ensemble can be sub-Gaussian as opposed to Gaussian. Related to this point is that the analysis in [94] does not account for noise introduced from adding perturbations to the ensemble update, which is justified by a law of large numbers argument; however in the non-asymptotic and nonlinear settings, it is likely that one must account for this noise especially when considering the covariance between the current ensemble and the perturbation noise at a given iteration of the algorithm. We view it as an important avenue to extend the results of this subsection to a multi-step analysis, and a particularly important question is whether dimension-free control of the LEnKF can be rigorously shown utilizing a combination of our results and those of [94]. The LEKI has also been recently studied in [97] under a nonlinear, multi-step setting. The authors study convergence of the iterates to a global minimizer and the rate of collapse of the ensemble. They argue that localization is a remedy for the “subspace property” of the EKI, which refers to the fact that ensembles at any given iteration live in the linear subspace spanned by the initial ensemble, which cannot capture the true state if $N < d$. Their analysis differs from ours in that they study the continuous-time setting whereas we analyze discrete time updates as implemented in practice. Further, while they discuss that the size of the ensemble may be much smaller than the state dimension, as well as illustrate this with simulations, they do not provide an explicit characterization of the sufficient ensemble size. Our results also show that the LEKI is close to the mean field version of the problem, which is not considered in their set-up. An interesting open question is whether the results of this section can be used in conjunction with results in [97] to provide a sufficient ensemble size for LEKI over multiple iterations.

4. Conclusions, Discussion, and Future Directions

This paper has introduced a non-asymptotic approach to the study of ensemble Kalman methods. Our theory explains why these algorithms may be accurate provided that the ensemble size is larger than a suitable notion of effective dimension, which may be dramatically smaller than the state dimension due to spectrum decay and/or approximate sparsity. Our non-asymptotic results in Section 2 tell apart PO and SR updates for posterior approximation, and our results in Section 3 demonstrate the potential advantage of using localization in sequential-optimization algorithms.
As discussed in Subsection 3.1.2, localization is also often used in posterior-approximation algorithms. For instance, one may define a localized PO update by

$$\hat{\mu} = m(\hat{m}, \hat{C}_{\rho N}) - \mathcal{K}(\hat{C}_{\rho N})\hat{\eta},$$
$$\hat{\Sigma} = C(\hat{C}_{\rho N}) + \hat{O}_{\rho N},$$  \hspace{1cm} (4.1)

where $\hat{O}_{\rho N}$ is defined replacing $\hat{C}$ with $\hat{C}_{\rho N}$ in (2.8). Similarly, one may define a localized SR update by

$$\hat{\mu} = m(\hat{m}, \hat{C}_{\rho N}),$$
$$\hat{\Sigma} = C(\hat{C}_{\rho N}).$$  \hspace{1cm} (4.2)

It is then natural to ask if localized PO and SR updates can yield better approximation of the posterior mean and covariance than those without localization in Theorems 2.3 and 2.5. The answer for the posterior mean seems to be negative.

To see why, consider for intuition that we are given a random sample $X_1, \ldots, X_N$ from a normal distribution with mean $\mu_X$ and covariance $\Sigma_X$ with the objective to estimate $\mu_X$. Standard results, see e.g. [60, Example 1.14], show that the sample mean $\bar{X}$ is minimax optimal for $\ell_2$-loss regardless of whether or not $\Sigma_X$ is known. In other words, the minimax rate of estimating $\mu_X$ can be achieved without making use of information regarding $\Sigma_X$. It follows then that placing assumptions on $\Sigma_X$ can lead to impressive improvements in the covariance estimation problem (as shown in Section 3) but cannot be expected to affect the mean estimation problem. Similarly, in our inverse problem setting, sparsity assumptions on the prior covariance $C$ cannot be expected to translate into a better bound on $\|\hat{\mu} - \mu\|_2$; this quantity is a function of both the covariance deviation $\|\hat{C}_{\rho N} - C\|$ and the prior mean deviation $\|\hat{m} - m\|_2$ and since the latter is unaffected it dominates the overall bound, yielding an error bound of the same order as that in Theorem 2.3. As discussed in Remark 2.7, a potential avenue for future investigation is to utilize techniques introduced in this manuscript to study alternative localization schemes in the posterior approximation setting, such as domain localization considered in [94]. In short, covariance localization as defined in (4.2) does not lead to improved bounds for the posterior-approximation problem.

Similar issues to those arising in the estimation of the posterior mean affect the analysis of the localized offset $\hat{O}_{\rho N}$, and we therefore do not expect improvement on the bound in Theorem 2.5 for covariance estimation with the localized PO update. We note, however, that for localized SR it is possible to derive an analog to the high probability version of Theorem 2.5 (see Theorem A.9) with an improved error bound, which we present in Theorem C.2.

Our discussion here should not be taken to imply that localization in posterior-approximation algorithms is not useful; it is plausible that localization in one step of the algorithm can lead to improved bounds in later steps, and we leave this multi-step analysis of localized posterior approximation ensemble updates as an important line for future work. A related phenomenon is known to occur in sequential Monte Carlo, where a proposal density that may be optimal for one step of the filter may not be optimal over multiple steps [1]. Another interesting direction for future study is the non-asymptotic analysis of ensemble Kalman methods for likelihood approximations in state-space models [24]. Finally, we envision that the non-asymptotic approach set forth here may be adopted to design and analyze new multi-step methods for posterior-approximation and sequential-optimization in inverse problems and data assimilation.
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Appendix

We provide proofs of all the theorems in the main body. We will use the following result extensively and summarise it here for brevity. Given events $E_1, \ldots, E_J$ that each occur with probability at least $1 - ce^{-t}$, where $t \geq 1$ and $c > 0$ is a universal constant that may be different for each event, then

$$P \left( \bigcap_{j=1}^J E_j \right) = 1 - P \left( \bigcup_{j=1}^J \bar{E}_j \right) \geq 1 - \sum_{j=1}^J P(\bar{E}_j) \geq 1 - ce^{-t}.$$ 

A. Proofs: Section 2

This appendix contains the proofs of all the theorems in Section 2. Background results on covariance estimation are reviewed in Subsection A.1 and the continuity and boundedness of the Kalman gain, mean-update, covariance-update, and nonlinear gain-update operators are summarized in Subsection A.2. These preliminary results are used in Subsection A.3 to establish our main theorems.

A.1. Preliminaries: Concentration and Covariance Estimation

**Theorem A.1** (Sub-Gaussian Norm Concentration, [102, Exercise 6.3.5]) *Let $X$ be a $d$-dimensional sub-Gaussian random vector with $E[X] = \mu^X$, $\text{var}[X] = \Sigma^X$. Then, for any $t \geq 1$, with probability at least $1 - ce^{-t}$ it holds that*

$$\|X - \mu^X\|_2 \lesssim \sqrt{\text{tr}(\Sigma^X)} + \sqrt{t\|\Sigma^X\|} \lesssim \sqrt{\|\Sigma^X\|(\text{tr}(\Sigma^X) \vee t)}.$$ 

**Proof of Proposition 2.1** For $n = 1, \ldots, N$, let $u_n = Z_n + m$, where $Z_n$ is a centered sub-Gaussian random vector with $\text{var}[Z_n] = C$. Then we may write

$$\hat{C} = \frac{1}{N-1} \sum_{n=1}^N (Z_n - Z)(Z_n - Z)^\top \approx \frac{1}{N} \sum_{n=1}^N Z_nZ_n^\top - ZZ^\top \equiv \hat{C}^0 - ZZ^\top.$$
Therefore,
\[ \| \hat{C} - C \| \leq \| \hat{C}^0 - C \| + \| ZZ^\top \| = \| \hat{C}^0 - C \| + \| Z \|_2^2. \]

Let \( E_1 \) denote the event on which
\[ \| \hat{C}^0 - C \| \lesssim \| C \| \left( \sqrt{\frac{r_2(C)}{N}} \lor \frac{r_2(C)}{N} \lor \frac{t}{N} \lor \frac{t}{N} \right), \]
and \( E_2 \) the event on which
\[ \| Z \|_2^2 \lesssim \| C \| \left( \frac{r_2(C)}{N} \lor \frac{t}{N} \right). \]

Then by Theorem 9 of \([57]\), \( \mathbb{P}(E_1) \geq 1 - e^{-t} \), and by Theorem A.1, \( \mathbb{P}(E_2) \geq 1 - e^{-t} \). Therefore, the result holds on \( E_1 \cap E_2 \), which has probability at least \( 1 - ce^{-t} \). \( \square \)

**Lemma A.2** (Sample Covariance Operator Norm Bound) Let \( u_1, \ldots, u_N \) and \( \hat{C} \) be as in Proposition 2.1. Then, for any \( t \geq 1 \), it holds with probability at least \( 1 - ce^{-t} \) that
\[ \| \hat{C} \| \lesssim \| C \| \left( 1 \lor \frac{r_2(C)}{N} \lor \frac{t}{N} \right). \]

**Proof** By the triangle inequality \( \| \hat{C} \| \leq \| \hat{C} - C \| + \| C \| \). The result follows by Proposition 2.1 noting that, for any \( x \geq 0, 1 \lor \sqrt{x} \lor x = 1 \lor x \). \( \square \)

**Lemma A.3** (Cross-Covariance Estimation —Unstructured Case) Let \( u_1, \ldots, u_N \) be \( d \)-dimensional i.i.d. sub-Gaussian random vectors with \( \mathbb{E}[u_1] = m \) and \( \text{var}[u_1] = C \). Let \( \eta_1, \ldots, \eta_N \) be \( k \)-dimensional i.i.d. sub-Gaussian random vectors with \( \mathbb{E}[\eta_1] = 0 \) and \( \text{var}[\eta_1] = \Gamma \), and assume that the two sequences are independent. Consider the estimator
\[ \hat{C}^{u\eta} = \frac{1}{N - 1} \sum_{n=1}^{N} (u_n - \hat{m})(\eta_n - \hat{\eta})^\top \]

of the cross-covariance \( C^{u\eta} \equiv \mathbb{E}[(u_1 - m)\eta_1^\top] \). Then there exists a constant \( c \) such that, for all \( t \geq 1 \), it holds with probability at least \( 1 - ce^{-t} \) that
\[ \| \hat{C}^{u\eta} - C^{u\eta} \| \lesssim (\| C \| \lor \| \Gamma \|) \left( \sqrt{\frac{r_2(C)}{N}} \lor \frac{r_2(C)}{N} \lor \sqrt{\frac{r_2(\Gamma)}{N}} \lor \frac{r_2(\Gamma)}{N} \lor \frac{t}{N} \lor \frac{t}{N} \right). \]
Proof First, we note that
\[
\hat{C}^{\eta} = \frac{N-1}{N} \left( \frac{1}{N} \sum_{n=1}^{N} (u_n - \hat{m})(\eta_n - \bar{\eta})^\top \right) = \frac{N-1}{N} \hat{C}^{\eta},
\]
and so it suffices to prove the claim for the biased sample covariance estimator, which we denote by \(\hat{C}^{\eta}\). Letting \(Z_n = u_n - m\), it follows that
\[
\|\hat{C}^{\eta}\| = \left\| \frac{1}{N} \sum_{n=1}^{N} Z_n \eta_n^\top - \bar{\eta} \right\| \leq \left\| \frac{1}{N} \sum_{n=1}^{N} Z_n \eta_n^\top \right\| + \|\bar{\eta}\|. \tag{A.1}
\]
For the second term in the right-hand side of (A.1), let \(E_1\) denote the event on which
\[
\|\bar{\eta}\| \lesssim \sqrt{\|C\| \left( \frac{r_2(C)}{N} \lor t N \right)},
\]
and \(E_2\) the event on which
\[
\|\bar{\eta}\| \lesssim \sqrt{\|\Gamma\| \left( \frac{r_2(\Gamma)}{N} \lor t N \right)},
\]
each of which have probability at least \(1 - e^{-t}\) by Theorem A.1. Therefore, the event \(E_1 \cap E_2\) occurs with probability at least \(1 - ce^{-t}\), and on which it follows that
\[
\|\bar{\eta}^\top\| = \|\bar{\eta}\|_2 \|\bar{\eta}\|_2 \lesssim (\|C\| \lor \|\Gamma\|) \left( \frac{r_2(C)}{N} \lor \frac{r_2(\Gamma)}{N} \lor t N \right),
\]
where the inequality follows since \(\sqrt{ab} \lesssim a \lor b\) for \(a, b \geq 0\). To control the first term in the right-hand side of (A.1), we define the vector
\[
W_n = \begin{bmatrix} Z_n \\ \eta_n \end{bmatrix} \in \mathbb{R}^{d+k}, \quad 1 \leq n \leq N,
\]
and note that \(W_1, \ldots, W_N\) is an i.i.d. sub-Gaussian sequence with \(\mathbb{E}[W_1] = [m^\top, 0_k^\top]^\top\) and variance \(C^W = \text{diag}(C, \Gamma)\). Let \(E_3\) denote the event on which
\[
\left\| \frac{1}{N} \sum_{n=1}^{N} W_n W_n^\top - C^W \right\| \lesssim \|C^W\| \left( \sqrt{\frac{r_2(C^W)}{N}} \lor \sqrt{\frac{r_2(C^W)}{N}} \lor \sqrt{\frac{t N}{N}} \right).
\]
\[
\lesssim (\|C\| \lor \|\Gamma\|) \left( \left( \sqrt{\frac{\text{Tr}(C)}{N\|C\|}} + \sqrt{\frac{\text{Tr}(\Gamma)}{N\|\Gamma\|}} \right) \lor \frac{\text{Tr}(C) + \text{Tr}(\Gamma)}{N(\|C\| \lor \|\Gamma\|)} \lor \sqrt{\frac{t N}{N}} \lor \frac{t N}{N} \right)
\]
\[
\lesssim (\|C\| \lor \|\Gamma\|) \left( \left( \sqrt{\frac{r_2(C)}{N}} + \sqrt{\frac{r_2(\Gamma)}{N}} \right) \lor \left( \frac{r_2(C)}{N} + \frac{r_2(\Gamma)}{N} \right) \lor \left( \sqrt{\frac{t N}{N}} \lor \frac{t N}{N} \right) \right)
\]
\[
\lesssim (\|C\| \lor \|\Gamma\|) \left( \sqrt{\frac{r_2(C)}{N}} \lor \frac{r_2(C)}{N} \lor \sqrt{\frac{r_2(\Gamma)}{N}} \lor \frac{r_2(\Gamma)}{N} \lor \sqrt{\frac{t N}{N}} \lor \frac{t N}{N} \right).
\]
By Proposition 2.1, it holds for any $t \geq 1$ that $\mathbb{P}(E_3) \geq 1 - e^{-t}$. Note that we can express

$$
P \equiv \frac{1}{N} \sum_{n=1}^{N} W_n W_n^T - \begin{bmatrix} C & O \\
& \Gamma \end{bmatrix} = \begin{bmatrix} N^{-1} \sum_{n=1}^{N} Z_n Z_n^T - C & N^{-1} \sum_{n=1}^{N} Z_n \eta_n^T \\
& N^{-1} \sum_{n=1}^{N} \eta_n Z_n^T - \Gamma \end{bmatrix},
$$

and that

$$
\left\| \frac{1}{N} \sum_{n=1}^{N} Z_n \eta_n^T \right\| = \left\| E_{11} P E_{12} \right\| \leq \left\| E_{11} \right\| \|P\| \|E_{12}\| = \|P\|,
$$

where $E_{11}, E_{12}$ are block selection matrices that pick the relevant sub-block matrix of $P$. Therefore, it holds on $E_3$ that

$$
\left\| \frac{1}{N} \sum_{n=1}^{N} Z_n \eta_n^T \right\| \leq (\left\| C \right\| \vee \left\| \Gamma \right\|) \left( \sqrt{\frac{r_2(C)}{N}} \vee \sqrt{\frac{r_2(\Gamma)}{N}} \vee \sqrt{\frac{r_2(\Gamma^T)}{N}} \vee \sqrt{\frac{I}{N}} \vee \frac{t}{N} \right).
$$

The final result follows by noting that the intersection $E_1 \cap E_2 \cap E_3$ has probability at least $1 - ce^{-t}$.

\[ \square \]

A.2. Continuity and Boundedness of Update Operators

The next three lemmas, shown in [59], ensure the continuity and boundedness of the Kalman gain, mean-update, and covariance-update operators introduced in Section 2. We include them here for completeness. Lemma A.7 below establishes similar properties for the nonlinear gain-update operator introduced in Section 3.

**Lemma A.4** (Continuity and Boundedness of Kalman Gain Operator [59, Lemma 4.1 & Corollary 4.2]) Let $\mathcal{K}$ be the Kalman gain operator defined in (2.2). Let $P, Q, \Gamma \in S_+^k$, and $A \in \mathbb{R}^{k \times d}$. The following hold:

$$
\left\| \mathcal{K}(Q) - \mathcal{K}(P) \right\| \leq \left\| Q - P \right\| \left\| A \right\| \left\| \Gamma^{-1} \right\| \left( 1 + \min\left( \left\| P \right\|, \left\| Q \right\| \right) \left\| A \right\| ^2 \left\| \Gamma^{-1} \right\| \right),
$$

$$
\left\| \mathcal{K}(Q) \right\| \leq \left\| Q \right\| \left\| A \right\| \left\| \Gamma^{-1} \right\|,
$$

$$
\left\| I - \mathcal{K}(Q) A \right\| \leq 1 + \left\| Q \right\| \left\| A \right\| ^2 \left\| \Gamma^{-1} \right\|.
$$

**Lemma A.5** (Continuity and Boundedness of Mean-Update Operator [59, Corollary 4.3 & Lemma 4.7]) Let $M$ be the mean-update operator defined in (2.3). Let $P, Q \in S_+^d$, $\Gamma \in S_+^k$, $A \in \mathbb{R}^{k \times d}$, $y \in \mathbb{R}^k$, and $m, m' \in \mathbb{R}^d$. The following hold:

$$
\left\| M(m, Q) \right\| \leq \left\| m \right\| + \left\| Q \right\| \left\| A \right\| \left\| \Gamma^{-1} \right\| \left\| y - A m \right\| _2,
$$

$$
\left\| M(m, Q) - M(m', P) \right\| \leq \left\| m - m' \right\| \left( 1 + \left\| A \right\| ^2 \left\| \Gamma^{-1} \right\| \left\| Q \right\| \right)
$$

$$
+ \left\| Q - P \right\| \left\| A \right\| \left\| \Gamma^{-1} \right\| \left( 1 + \left\| A \right\| ^2 \left\| \Gamma^{-1} \right\| \left\| P \right\| \right) \left\| y - A m' \right\| _2.
$$
Lemma A.6 (Continuity and Boundedness of Covariance-Update Operator [59, Lemma 4.4 & Lemma 4.6]) Let \(C\) be the covariance-update operator defined in (2.4). Let \(P, Q \in S^k_+, \Gamma \in S^d_+, A \in \mathbb{R}^{k \times d}, y \in \mathbb{R}^k, \) and \(m, m' \in \mathbb{R}^d\). The following hold:

\[
\|C(Q) - C(P)\| \leq \|Q - P\| \left(1 + \|A\|^2 \|\Gamma^{-1}\| (\|Q\| + \|P\|) + \|A\|^4 \|\Gamma^{-1}\|^2 \|Q\| \|P\| \right), \\
0 \preceq C(Q) \preceq Q, \\
\|C(Q)\| \leq \|Q\|.
\]

Lemma A.7 (Continuity and Boundedness of Nonlinear Gain-Update Operator) Let \(P\) be the nonlinear gain-update operator defined in (3.5). Let \(P, \tilde{P} \in \mathbb{R}^{d \times k}, Q, \tilde{Q} \in S^k_+, \) and \(\Gamma \in S^d_+.\) The following hold:

\[
\|P(Q + \Gamma)^{-1} - \tilde{P}(\tilde{Q} + \Gamma)^{-1}\| \leq \|P(Q + \Gamma)^{-1} - P(\tilde{Q} + \Gamma)^{-1}\| + \|P(\tilde{Q} + \Gamma)^{-1} - \tilde{P}(\tilde{Q} + \Gamma)^{-1}\| \\
\leq \|P\| \|Q + \Gamma\|^{-1} \|P\|^{-1} \|Q + \Gamma\|^{-1} \|Q - \tilde{Q}\|.
\]

Proof The proof follows in similar style to Lemma 4.1 in [59]. We note that

\[
\|P(Q + \Gamma)^{-1} - \tilde{P}(\tilde{Q} + \Gamma)^{-1}\| \leq \|P(Q + \Gamma)^{-1} - P(\tilde{Q} + \Gamma)^{-1}\| + \|P(\tilde{Q} + \Gamma)^{-1} - \tilde{P}(\tilde{Q} + \Gamma)^{-1}\| \\
\leq \|P\| \|Q + \Gamma\|^{-1} \|Q + \Gamma\|^{-1} \|Q - \tilde{Q}\|.
\]

Since \(\Gamma \succ 0\) and \(Q \succeq 0\), it holds that \(Q + \Gamma \succeq \Gamma\) and so \((Q + \Gamma)^{-1} \preceq \Gamma^{-1}\), which in turn implies \(\|Q + \Gamma\|^{-1} \preceq \|\Gamma^{-1}\|\). Further,

\[
\|(Q + \Gamma)^{-1} - (\tilde{Q} + \Gamma)^{-1}\| = \|\Gamma^{-1/2}((Q^{-1/2}Q^{-1/2} + I)^{-1} - (\tilde{Q}^{-1/2}\tilde{Q}^{-1/2} + I)^{-1})\| \Gamma^{-1/2} \|
\leq \|\Gamma^{-1}\| \|\Gamma^{-1/2}Q^{-1/2} - \Gamma^{-1/2}\tilde{Q}^{-1/2}\| \Gamma^{-1/2} \|
\leq \|\Gamma^{-1}\|^2 \|Q - \tilde{Q}\|,
\]

where the second to last equality follows by the fact that \(\|(I + A)^{-1} - (I + B)^{-1}\| \leq \|B - A\|\) for \(A, B \in S^k_+\). To prove the pointwise boundedness of \(P\), take \(\tilde{P}\) to be the \(d \times k\) matrix of zeroes, and \(\tilde{Q}\) to be the \(k \times k\) matrix of zeroes, and plug these values into the continuity bound. \(\square\)

A.3. Proof of Main Results in Section 2

Theorem A.8 (Posterior Mean Approximation with Finite Ensemble —High Probability Bound)
Consider the PO and SR ensemble Kalman updates given by (2.7) and (2.9), respectively, leading to an estimate \(\hat{\mu}\) of the posterior mean \(\mu\) defined in (1.2). Set \(\phi = 1\) for the PO update and \(\phi = 0\) for the SR update. Then there exists a constant \(c\) such that, for all \(t \geq 1\), it holds with probability at least
1 − ce^{−t} that
\[\parallel \hat{\mu} - \mu \parallel_2 \lesssim (\parallel C \parallel^{1/2} \lor \parallel C \parallel^2) (\parallel A \parallel \lor \parallel A \parallel^4) (\parallel \Gamma^{-1} \parallel \lor \parallel \Gamma^{-1} \parallel^2) (1 \lor \parallel y - Am \parallel_2) \]
\[\times \left( \sqrt{\frac{r_2(C)}{N}} \lor \sqrt{\frac{t}{N}} \lor \left( \frac{r_2(C)}{N} \right)^{3/2} \lor \left( \frac{t}{N} \right)^{3/2} \lor \frac{r_2(C)}{N} \lor \frac{t}{N} \lor \sqrt{\frac{r_2(\Gamma)}{N}} \lor \left( \frac{t}{N} \right)^{3/2} \lor \frac{r_2(\Gamma)}{N} \lor \left( \frac{t}{N} \right)^{3/2} \right) + \phi \mathcal{E},\]
where
\[\mathcal{E} = \parallel A \parallel \parallel \Gamma^{-1} \parallel \parallel \Gamma \parallel^{1/2} \parallel C \parallel \left( \sqrt{\frac{r_2(\Gamma)}{N}} \lor \sqrt{\frac{t}{N}} \lor \sqrt{\frac{r_2(C)}{N}} \lor \frac{r_2(\Gamma)}{N} \lor \frac{t}{N} \lor \sqrt{\frac{r_2(\Gamma)}{N}} \lor \left( \frac{t}{N} \right)^{3/2} \right) .\]

**Proof** It follows from Lemma A.5 that
\[\parallel \hat{\mu} - \mu \parallel_2 = \parallel M(\hat{m}, \hat{C}) - \phi \mathcal{K}(\hat{C}) \mathcal{\overline{\eta}} - M(m, C) \parallel_2 \]
\[\leq \parallel M(\hat{m}, \hat{C}) - M(m, C) \parallel_2 + \phi \parallel \mathcal{K}(\hat{C}) \parallel \overline{\mathcal{\eta}}_2 \]
\[\leq \parallel \hat{m} - m \parallel_2 \left( 1 + \parallel A \parallel^2 \parallel \Gamma^{-1} \parallel \parallel \hat{C} \parallel \right) \]
\[+ \parallel \hat{C} - C \parallel \parallel A \parallel \parallel \Gamma^{-1} \parallel (1 + \parallel A \parallel^2 \parallel \Gamma^{-1} \parallel \parallel C \parallel) \parallel y - Am \parallel_2 \]
\[+ \phi \parallel \mathcal{K}(\hat{C}) \parallel \parallel \mathcal{\overline{\eta}} \parallel_2 .\]

We now control each of the terms in equations (A.2), (A.3), and (A.4) separately. For (A.2), we note that \( \hat{m} - m \sim \mathcal{N}(0, C/N) \). Let \( E_1 \) be the set on which
\[\parallel \hat{m} - m \parallel_2 \lesssim \sqrt{\parallel C \parallel \left( \frac{r_2(C)}{N} \lor \frac{t}{N} \right)},\]
let \( E_2 \) be the set on which
\[\parallel \hat{C} - C \parallel \lesssim \parallel C \parallel \left( \sqrt{\frac{r_2(C)}{N}} \lor \sqrt{\frac{r_2(C)}{N}} \lor \frac{r_2(C)}{N} \lor \frac{t}{N} \right)\]
and
\[\parallel \hat{\Gamma} \parallel \lesssim \parallel C \parallel \left( 1 \lor \frac{r_2(C)}{N} \lor \frac{t}{N} \right),\]
and let \( E_3 \) be the set on which
\[\parallel \overline{\mathcal{\eta}} \parallel_2 \lesssim \sqrt{\parallel \Gamma \parallel \left( \frac{r_2(\Gamma)}{N} \lor \frac{t}{N} \right)} .\]

By Theorem A.1, Proposition 2.1, and Lemma A.2, the set \( E = E_1 \cap E_2 \cap E_3 \) has probability at least \( 1 - ce^{−t} \), and it holds on this set that (A.2) is bounded above by
\begin{equation}
\left(||C||^{1/2} \vee ||C||^{3/2}\right)(1 \vee ||A||^2||\Gamma^{-1}||)\left(\sqrt{\frac{r_2(C)}{N}} \vee \sqrt{\frac{t}{N}} \vee \left(\frac{r_2(C)}{N}\right)^{3/2} \vee \left(\frac{t}{N}\right)^{3/2} \vee \frac{r_2(C)}{N} \sqrt{\frac{t}{N}} \vee \sqrt{\frac{r_2(C)}{N} \frac{t}{N}}\right). \tag{A.5}
\end{equation}

Further, on the set $E$ we can bound (A.3) above by

\begin{equation}
\left(||C|| \vee ||C||^2\right)(||A|| \vee ||A||^3)\left(||\Gamma^{-1}|| \vee ||\Gamma^{-1}||^2\right)\left(y - Am\right)\left(\sqrt{\frac{r_2(C)}{N}} \vee \frac{r_2(C)}{N} \sqrt{\frac{t}{N}} \vee \frac{t}{N}\right). \tag{A.6}
\end{equation}

Finally, for (A.4), it follows from Lemma A.4,

$$||H(\hat{C})|| \leq ||A|| ||\Gamma^{-1}|| ||\hat{\Gamma}||$$

and so on the set $E$, we can show that (A.4) is bounded above by

$$||A|| ||\Gamma^{-1}|| ||C|| ||\Gamma||^{1/2}\left(\sqrt{\frac{r_2(\Gamma)}{N}} \vee \sqrt{\frac{t}{N}} \vee \frac{r_2(C)}{N} \sqrt{\frac{t}{N}} \vee \frac{r_2(C)}{N} \sqrt{\frac{t}{N}} \vee \sqrt{\frac{r_2(\Gamma)}{N} \frac{t}{N}} \vee \left(\frac{t}{N}\right)^{3/2}\right) \equiv E. \tag{A.7}
$$

Putting the three bounds (A.5), (A.6) and (A.7) together we see that on $E$, it holds that

$$||\hat{\mu} - \mu||_2 \lesssim \left(||C||^{1/2} \vee ||C||^2\right)(||A|| \vee ||A||^4)(||\Gamma^{-1}|| \vee ||\Gamma^{-1}||^2)(1 \vee ||y - Am||_2)$$

$$\times \left(\sqrt{\frac{r_2(C)}{N}} \vee \sqrt{\frac{t}{N}} \vee \left(\frac{r_2(C)}{N}\right)^{3/2} \vee \left(\frac{t}{N}\right)^{3/2} \vee \frac{r_2(C)}{N} \sqrt{\frac{t}{N}} \vee \sqrt{\frac{r_2(C)}{N} \frac{t}{N}}\right) + \phi E.$$

\textit{Proof of Theorem 2.3} Recall that from Theorem A.8, for all $t \geq 1$ with probability at least $1 - ce^{-t}$,

$$||\hat{\mu} - \mu||_2 \lesssim \left(||C||^{1/2} \vee ||C||^2\right)(||A|| \vee ||A||^4)(||\Gamma^{-1}|| \vee ||\Gamma^{-1}||^2)(1 \vee ||y - Am||_2)$$

$$\times \left(\sqrt{\frac{r_2(C)}{N}} \vee \left(\frac{r_2(C)}{N}\right)^{3/2} \vee \sqrt{\frac{t}{N}} \vee \left(\frac{t}{N}\right)^{3/2} \vee \frac{r_2(C)}{N} \sqrt{\frac{t}{N}} \vee \sqrt{\frac{r_2(C)}{N} \frac{t}{N}}\right) + \phi \delta.$$

For notational brevity, let

$$\mathcal{W} \equiv \left(||C||^{1/2} \vee ||C||^2\right)(||A|| \vee ||A||^4)(||\Gamma^{-1}|| \vee ||\Gamma^{-1}||^2)(1 \vee ||y - Am||_2),$$
and let $B \equiv \mathcal{W}(\sqrt{r_2(C)N}/N \lor (r_2(C)/N)^{3/2})$. Then, for $\phi = 0$ and $p \geq 1$,

$$
\mathbb{E}[\|\hat{\mu} - \mu\|_2^p] = p \int_0^\infty x^{p-1} \mathbb{P}(\|\hat{\mu} - \mu\|_2 > x)dx \\
\leq p \int_0^B x^{p-1} dx + p \int_B^\infty x^{p-1} \mathbb{P}(\|\hat{\mu} - \mu\|_2 > x)dx \\
\lesssim B^p + p \int_0^\infty x^{p-1} \exp\left(-\min\left(\frac{N x^2}{\mathcal{W}^2}, \frac{N x^2}{\mathcal{W}^{2/3}}, \frac{N^3 x^2}{\mathcal{W}^2 r_2(C)}, \frac{N^{3/2} x^2}{\mathcal{W} \sqrt{r_2(C)}} \right) \right) dx \\
= B^p + p \max\left\{ \frac{1}{2} \Gamma\left(\frac{p}{2}\right) \left(\frac{\mathcal{W}}{\sqrt{N}}\right)^p, \frac{1}{2} \Gamma\left(\frac{3p}{2}\right) \left(\frac{\mathcal{W}}{N^{3/2}}\right)^p, \frac{1}{2} \Gamma\left(\frac{p}{2}\right) \left(\frac{r_2(C)}{N^{3/2}}\right)^p, \frac{1}{2} \Gamma\left(\frac{3p}{2}\right) \left(\frac{\mathcal{W} \sqrt{r_2(C)}}{N^{3/2}}\right)^p \right\},
$$

where the final equality follows by direct integration. It follows then that

$$
[\mathbb{E}[\|\hat{\mu} - \mu\|_2^p]^{1/p}] \lesssim B + c(p)\mathcal{W} \max\left(\frac{1}{\sqrt{N}}, \frac{1}{N^{3/2}}, \frac{r_2(C)}{N^{3/2}}, \frac{\sqrt{r_2(C)}}{N^{3/2}}\right) \lesssim c(p)B,
$$

where the final inequality holds since $r_2(C) \geq 1$. The result for the $\phi = 1$ case is identical and thus omitted. The constants in the statement of the result are then:

$$
c_1 = (\|C\|^{1/2} \lor \|C\|^2)(\|A\| \lor \|A\|^4)(\|\Gamma^{-1}\| \lor \|\Gamma^{-1}\|^2)(1 \lor \|y - Am\|_2), \\
c_2 = \|A\|\|\Gamma^{-1}\| \||\Gamma\|^{1/2} \||C\|.
$$

**Theorem A.9 (Posterior Covariance Approximation with Finite Ensemble — High Probability Bound)**

Consider the PO and SR ensemble Kalman updates given by (2.7) and (2.9), respectively, leading to an estimate $\hat{\Sigma}$ of the posterior covariance $\Sigma$ defined in (1.2). Set $\phi = 1$ for the PO update and $\phi = 0$ for the SR update. For any $t \geq 1$, it holds with probability at least $1 - ce^{-t}$ that

$$
\|\hat{\Sigma} - \Sigma\| \lesssim (\|C\| \lor \|C\|^3)(\|A\|^2 \lor \|A\|^4)(\|\Gamma^{-1}\| \lor \|\Gamma^{-1}\|^2) \left(\frac{\sqrt{r_2(C)N}}{N} \lor \left(\frac{r_2(C)}{N}\right)^2 \lor \sqrt{\frac{t}{N}} \lor \left(\frac{t}{N}\right)^2\right) + \phi \mathcal{E},
$$

where

$$
\mathcal{E} = (\|A\| \lor \|A\|^3)(\|\Gamma^{-1}\| \lor \|\Gamma^{-1}\|^2)(\|C\| \lor \|\Gamma\|)(\|C\| \lor \|C\|^2) \\
\times \left(\frac{\sqrt{r_2(C)N}}{N} \lor \left(\frac{r_2(C)}{N}\right)^3 \lor \sqrt{\frac{t}{N}} \lor \left(\frac{t}{N}\right)^3 \lor \sqrt{\frac{r_2(\Gamma)N}{N}} \lor \left(\frac{r_2(\Gamma)}{N}\right)^3 \lor \left(\frac{1}{N}\right)^2 \lor \left(\frac{t}{N}\right)^2\right) \right).
$$

**Proof** From Proposition 4 of [36], for the PO-ensemble Kalman update we may write

$$
\hat{\Sigma} = C(\hat{\Gamma}) + \hat{O},
$$

while for the SR-ensemble Kalman update we have $\hat{\Sigma} = C(\hat{\Gamma})$. We deal initially with the $C(\hat{\Gamma})$ term that is common to both expressions, and then proceed to show how the operator norm of the additional $\hat{O}$. 
term can be controlled. From Lemma A.6, the continuity of $C$ immediately implies that
\[ ||C(\hat{C}) - C(C)|| \leq ||\hat{C} - C|| \left( 1 + ||A||^2 ||\Gamma^{-1}|| (||\hat{C}|| + ||C||) + ||A||^4 ||\Gamma^{-1}||^2 ||\hat{C}|| ||C|| \right) \]
\[ = \left[ ||A||^2 ||\Gamma^{-1}|| + ||A||^4 ||\Gamma^{-1}||^2 ||C|| \right] ||\hat{C} - C|| \]
\[ + \left[ 1 + ||A||^2 ||\Gamma^{-1}|| ||C|| \right] ||\hat{C} - C||. \]

For any $N \in \mathbb{N}$ and $a > 0$, let $R_N(a) \equiv \sqrt{\frac{\log N}{N}} \wedge a$. Let $E_1$ be the set on which both
\[ ||\hat{C} - C|| \lesssim ||C|| (R_N(r_2(C)) \lor R_N(t)), \quad \text{and} \quad ||\hat{C}|| \lesssim ||C|| (1 \lor R_N(r_2(C)) \lor R_N(t)). \]

Let $E_2$ be the set on which
\[ ||\hat{\Gamma} - \Gamma|| \lesssim ||\Gamma||(R_N(r_2(C)) \lor R_N(t)), \]
and $E_3$ the set on which
\[ ||\hat{C}^\eta - C^\eta|| \lesssim (||C|| \lor ||\Gamma||)(R_N(r_2(C)) \lor R_N(r_2(\Gamma)) \lor R_N(t)). \]

Then, by Proposition 2.1 applied separately to $E_1$ and $E_2$, and Lemma A.3 applied to $E_3$, the intersection $E = E_1 \cap E_2 \cap E_3$ has probability at least $1 - ce^{-t}$. It follows that on $E$:
\[ ||\hat{C} - C|| \lesssim ||C||^2 (R_N(r_2(C)) \lor R_N(t)) (1 \lor R_N(r_2(C)) \lor R_N(t)) \]
\[ \lesssim ||C||^2 (R_N(r_2(C)) \lor R_N(t)) \lor R_{N,2}(r_2(C)) \lor R_{N,2}(t)), \]
\[ ||\hat{\Gamma} - \Gamma|| \lesssim ||\Gamma||^2 (R_N(r_2(\Gamma)) \lor R_N(t)) (1 \lor R_{N,2}(r_2(\Gamma)) \lor R_{N,2}(t)), \]
\[ ||\hat{C}^\eta - C^\eta|| \lesssim ||C||(||C|| \lor ||\Gamma||)(1 \lor R_N(r_2(C)) \lor R_N(t))(R_N(r_2(C)) \lor R_N(r_2(\Gamma)) \lor R_N(t)), \]
\[ ||\hat{C}^\eta - C^\eta|| \lesssim ||C||^2 (||C|| \lor ||\Gamma||)(1 \lor R_{N,2}(C) \lor R_{N,2}(t))(R_N(r_2(C)) \lor R_N(r_2(\Gamma)) \lor R_N(t)). \]

Using (A.8), it follows that on $E$,
\[ \| \hat{\Sigma} - \Sigma \| \lesssim (||C|| \lor ||C||^3)(||A||^2 \lor ||A||^4)(||\Gamma^{-1}|| \lor ||\Gamma^{-1}||^2)(R_N(r_2(C)) \lor R_N(t) \lor R_{N,2}(C) \lor R_{N,2}(t)) \]
\[ = (||C|| \lor ||C||^3)(||A||^2 \lor ||A||^4)(||\Gamma^{-1}|| \lor ||\Gamma^{-1}||^2) \left( \sqrt{\frac{r_2(C)}{N}} \lor \left( \frac{r_2(C)}{N} \right)^2 \lor \sqrt{\frac{t}{N}} \lor \left( \frac{t}{N} \right)^2 \right) \]

Next, for the PO-ensemble Kalman update, it follows by the triangle inequality that
\[ ||\hat{\Theta}|| \leq ||K(\hat{C}) (\hat{\Gamma} - \Gamma) K^\top (\hat{C}) || \]
\[ + ||(I - K(\hat{C}) A) \hat{C}^\eta \hat{K}(\hat{C}) || \]
\[ + ||K(\hat{C}) (\hat{C}^\eta)^\top (I - A\hat{K}(\hat{C}) \otimes I) ||, \]
and so we may proceed by bounding each of the three terms (A.12), (A.13), and (A.14) separately. For (A.12), invoking first the bound on $K$ from Lemma A.4 as well as the inequality in (A.9), it holds on $E$
that
\[ \| \mathcal{K}(\hat{C})(\hat{\Gamma} - \Gamma)\mathcal{K}^\top(\hat{C}) \| \leq \| \mathcal{K}(\hat{C}) \|^2 \| \hat{\Gamma} - \Gamma \|\]
\[ \leq \| A \|^2 \| \Gamma^{-1} \|^2 \| \hat{C} \|^2 \| \hat{\Gamma} - \Gamma \|\]
\[ \lesssim \| A \|^2 \| \Gamma^{-1} \|^2 \| C \|^2 \| \Gamma \| (\mathcal{R}_N(r_2(\Gamma)) \vee \mathcal{R}_N(t)) (1 \vee \mathcal{R}_{N,2}^2(C) \vee \mathcal{R}_{N,2}^2(t)) \]

Both (A.13) and (A.14) are equal in operator norm, and so we consider only (A.13). We use Lemma A.4 and Lemma A.2, along with the inequalities (A.10) and (A.11) to show that on \( E \),
\[ \| (I - \mathcal{K}(\hat{C})A)\hat{\psi} \mathcal{K}^\top(\hat{C}) \| \leq \| \mathcal{K}(\hat{C}) \| \| (I - \mathcal{K}(\hat{C})A) \| \| \hat{\psi} \|\]
\[ \leq \| A \| \| \Gamma^{-1} \| \| \hat{C} \| \left( 1 + \| A \|^2 \| \Gamma^{-1} \| \| \hat{C} \| \right) \| \hat{\psi} \|\]
\[ \lesssim (\| A \| \| A \|^3)(\| \Gamma^{-1} \| \| \hat{C} \| \) \| \hat{\psi} \|\]
\[ \lesssim (\| A \| \| A \|^3)(\| \Gamma^{-1} \| \| \hat{C} \| \) \| \hat{\psi} \|\]
\[ \times \left( 1 \vee \mathcal{R}_N(r_2(C)) \vee \mathcal{R}_{N,2}^2(C) \vee \mathcal{R}_N(t) \vee \mathcal{R}_{N,2}^2(t) \right) \]
\[ \times \left( \mathcal{R}_N(r_2(C)) \vee \mathcal{R}_N(r_2(\Gamma)) \vee \mathcal{R}_N(t) \right) . \]

Some algebra shows that
\[ \left( 1 \vee \mathcal{R}_N(r_2(C)) \vee \mathcal{R}_{N,2}^2(C) \vee \mathcal{R}_N(t) \vee \mathcal{R}_{N,2}^2(t) \right) \left( \mathcal{R}_N(r_2(C)) \vee \mathcal{R}_N(r_2(\Gamma)) \right) \vee \mathcal{R}_N(t) \]
\[ = \left( \sqrt{\frac{r_2(C)}{N}} \vee \left( \frac{r_2(C)}{N} \right)^3 \vee \sqrt{\frac{I}{N}} \vee \left( \frac{I}{N} \right)^3 \vee \mathcal{R}_N(r_2(\Gamma)) \left( 1 \vee \left( \frac{r_2(C)}{N} \right)^2 \vee \left( \frac{I}{N} \right)^2 \right) \right) , \]

and so
\[ \| \hat{\Theta} \| \lesssim (\| A \| \| A \|^3)(\| \Gamma^{-1} \| \| \hat{C} \| \) \| \hat{\psi} \|\]
\[ \times \left( \sqrt{\frac{r_2(C)}{N}} \vee \left( \frac{r_2(C)}{N} \right)^3 \vee \sqrt{\frac{I}{N}} \vee \left( \frac{I}{N} \right)^3 \vee \mathcal{R}_N(r_2(\Gamma)) \left( 1 \vee \left( \frac{r_2(C)}{N} \right)^2 \vee \left( \frac{I}{N} \right)^2 \right) \right) . \]

\[ \square \]

**Proof of Theorem 2.5** The proof follows similarly to that of Theorem 2.3 and is therefore omitted. The constants in the statement of the result are:
\[ c_1 = (\| C \| \| C \|^3)(\| A \|^2 \| A \|^4)(\| \Gamma^{-1} \| \| \Gamma^{-1} \|^2), \]
\[ c_2 = (\| A \| \| A \|^3)(\| \Gamma^{-1} \| \| \Gamma^{-1} \|^2)(\| C \| \| C \|)(\| C \| \| C \|^2). \]

\[ \square \]

**A.4. Multi-Step Analysis of the Square Root Ensemble Kalman Filter**

Here we provide a description of the multi-step EnKF algorithm discussed in Remark 2.7. As described there, we focus on the square root EnKF studied in [59]. Given an initial ensemble \( \{ \nu_n^{(0)} \}_{n=1}^N \), the
algorithm iterates the steps of the square root ensemble update (2.9) with new observations \( y(t) \) and with possibly varying model matrices \( A(t) \). We assume that the noise distribution does not change over time, though this assumption can easily be relaxed at the expense of more cumbersome notation. We summarize both the Kalman filter and the square root EnKF in Table A.1. In this filtering set-up, \( M(t) \in \mathbb{R}^{d \times d} \) is the dynamics map and \( A(t) \in \mathbb{R}^{k \times d} \) is the observation map at time \( t \geq 1 \). As detailed in [83], such a filtering set-up leads to a sequence of inverse problems of the form (2.1), where the forward model is given by the observation map, and the prior forecast distribution blends the dynamics map with previous probabilistic estimates. Throughout this subsection, we write \( \|\hat{\mu} - \mu(t)\|_p \equiv \left[ \mathbb{E}\|\hat{\mu} - \mu(t)\|_2^p \right]^{1/p} \) and \( \|\hat{\Sigma} - \Sigma(t)\|_p \equiv \left[ \mathbb{E}\|\hat{\Sigma} - \Sigma(t)\|_2^p \right]^{1/p} \).

| Kalman filter | Square root EnKF |
|---------------|------------------|
| **Input**     | \{y(t), A(t), M(t)\}_t \equiv \{y(t), A(t), M(t)\}_t^T, \Gamma, \mu(0), \Sigma(0) \|M(t)\|_p, n = 1, \ldots, N \|M(t)\|_p \|
| Forecast      | \hat{u}_n(t) = M(t)u_n(t-1), n = 1, \ldots, N \|\hat{u}_n(t)\|_p \|
| Analysis      | \hat{u}_n(t) = M(t)u_n(t-1), n = 1, \ldots, N \|\hat{u}_n(t)\|_p \|
| Output        | \hat{\mu}(t) = M(t)\mu(t-1), \hat{\Sigma}(t) = M(t)\Sigma(t-1)(M(t))^T \|\hat{\mu}(t)\|_p \|
|               | \hat{\Sigma}(t) = M(t)\Sigma(t-1)(M(t))^T \|\hat{\Sigma}(t)\|_p \|

**Table A.1** Comparison of the Kalman filter and square root EnKF considered in [59]. The forecast and analysis steps are to be repeated for \( t = 1, \ldots, T \) iterations.

We will use two auxiliary lemmas to prove the main result of this subsection, Corollary A.12 below.

**Lemma A.10** (Continuity and Boundedness of Covariance-Update Operator in \( L^p \) [59, Corollary 4.8]) Let \( C \) be the covariance-update operator defined in (2.4). Let \( Q \in S^d_+ \) be a random matrix and \( P \in S^d_+ \) be a deterministic matrix, \( \Gamma \in S^d_+ \), \( A \in \mathbb{R}^{k \times d} \), \( y \in \mathbb{R}^k \), and \( m, m' \in \mathbb{R}^d \). Then, for any \( 1 \leq p < \infty \), the following holds:

\[
\| C(Q) - C(P) \|_p \leq \| Q - P \|_p (1 + \| A \|^2 \| \Gamma^{-1} \| \| P \|)
+ (\| A \|^2 \| \Gamma^{-1} \| + \| A \|^4 \| \Gamma^{-1} \|^2 \| P \|) \| Q \|_{2p} \| Q - P \|_{2p}.
\]

**Lemma A.11** (Continuity and Boundedness of Mean-Update Operator in \( L^p \) [59, Corollary 4.10]) Let \( M \) be the mean-update operator defined in (2.3). Let \( P, Q \in S^d_+ \), \( \Gamma \in S^d_+ \), \( A \in \mathbb{R}^{k \times d} \), \( y \in \mathbb{R}^k \), and \( m, m' \in \mathbb{R}^d \). Assume that \( Q \) and \( m \) are random, and that \( P \) and \( m' \) are deterministic. The following
Suppose now that the claim holds for \( \hat{\mu} \) and \( \hat{\Sigma} \). Then, for any \( t \geq 1 \) and \( p \geq 1 \),

\[
\| \hat{\mu}^{(t)}(\mu) - \mu^{(1)}(\mu) \|_p \lesssim_p \sqrt{\frac{r_2(\Sigma(0))}{N}} \times c(\{\|M(l)\|,\|A(l)\|,\|\Sigma(l)\|,\|\Sigma(l-1)\|\} \}_{l=1}^t,\|\Gamma^{-1}\|),
\]

\[
\| \hat{\Sigma}^{(t)} - \Sigma^{(1)}(\Sigma) \|_p \lesssim_p \sqrt{\frac{r_2(\Sigma(0))}{N}} \times c(\{\|M(l)\|,\|A(l)\|,\|\Sigma(l)\|,\|\Sigma(l-1)\|\} \}_{l=1}^t,\|\Gamma^{-1}\|).
\]

**Proof** The proof follows by strong induction on the predicate in the statement of the theorem. To that end, the base case \( t = 1 \) holds by Theorems 2.3 and 2.5, which state that, for any \( p \geq 1 \),

\[
\| \hat{\mu}^{(1)} - \mu^{(1)} \|_p \lesssim_p \sqrt{\frac{r_2(\Sigma(0))}{N}} \times c(\{\|M(l)\|,\|A(l)\|,\|\Sigma(l)\|,\|\Sigma(0)\|,\|\Sigma(l-1)\|\} \}_{l=1}^1,\|\Gamma^{-1}\|),
\]

\[
\| \hat{\Sigma}^{(1)} - \Sigma^{(1)} \|_p \lesssim_p \sqrt{\frac{r_2(\Sigma(0))}{N}} \times c(\{\|M(l)\|,\|A(l)\|,\|\Sigma(l)\|,\|\Sigma(l-1)\|\} \}_{l=1}^1,\|\Gamma^{-1}\|).
\]

Suppose now that the claim holds for \( l = 2, \ldots, t-1 \). Then, for \( l = t \), we have by Lemma A.10

\[
\| \hat{\Sigma}^{(t)} - \Sigma^{(t)} \|_p = \| C(\hat{\Sigma}^{(t)}) - C(\Sigma^{(t)}) \|_p \\
\leq \| \hat{\Sigma}^{(t)} - \Sigma^{(t)} \|_p (1 + \| A^{(t)} \|^2 \| \Gamma^{-1} \| \| C^{(t)} \|) \\
+ (\| A^{(t)} \|^2 \| \Gamma^{-1} \| + \| A^{(t)} \|^4 \| \Gamma^{-1} \|^2 \| C^{(t)} \|) \| \hat{\Sigma}^{(t)} \|_p \| \Sigma^{(t)} - \Sigma^{(t-1)} \|_p.
\]

(A.15)

By the definition of \( \hat{\Sigma}^{(t)} \), together with the inductive hypothesis, it follows that, for \( p \in \{p, 2p\} \),

\[
\| \hat{\Sigma}^{(t)} - \Sigma^{(t)} \|_p = \| M^{(t)}(\hat{\Sigma}^{(t-1)} - \Sigma^{(t-1)})M^{(t)}\|_p \\
\leq \| M^{(t)} \|^2 \| \hat{\Sigma}^{(t-1)} - \Sigma^{(t-1)} \|_p \\
\lesssim_p \| M^{(t)} \|^2 \sqrt{\frac{r_2(\Sigma(0))}{N}} \times c(\{\|M(l)\|,\|A(l)\|,\|\Sigma(l)\|,\|\Sigma(l-1)\|\} \}_{l=1}^{t-1},\|\Gamma^{-1}\|) \\
= \sqrt{\frac{r_2(\Sigma(0))}{N}} \times c(\{\|M(l)\|,\|A(l)\|,\|\Sigma(l)\|,\|\Sigma(l-1)\|\} \}_{l=1}^{t-1},\|\Gamma^{-1}\|).
\]
Further, we have
\[ \|\hat{C}^{(t)}\|_{2p} \leq \|\hat{C}^{(t)} - C^{(t)}\|_{2p} + \|C^{(t)}\| \]
\[ \lesssim_p \sqrt{\frac{r_2(\Sigma^{(0)})}{N}} c\left\{\{\|M^{(l)}\|, \|A^{(l)}\|, \|\Sigma^{(l-1)}\|\}_{l=1}^T, \|\Gamma^{-1}\|\right\} + \|M^{(t)}\|^2 \|\Sigma^{(l-1)}\|. \]

Plugging these two results into (A.15) gives
\[ \|\hat{\Sigma}^{(t)} - \Sigma^{(t)}\|_p \lesssim_p \sqrt{\frac{r_2(\Sigma^{(0)})}{N}} c\left\{\{\|M^{(l)}\|, \|A^{(l)}\|, \|\Sigma^{(l-1)}\|\}_{l=1}^T, \|\Gamma^{-1}\|\right\}. \]

Similarly, by Lemma A.11 we have
\[ \|\hat{\mu}^{(t)} - \mu^{(t)}\|_p = \|M(\hat{m}^{(t)}, \hat{C}^{(t)}) - M(m^{(t)}, C^{(t)})\|_p \]
\[ \leq \|\hat{m}^{(t)} - m^{(t)}\|_p + \|A^{(t)}\|^2 \|\Gamma^{-1}\| \|\hat{C}^{(t)}\|_{2p} \|\hat{m}^{(t)} - m^{(t)}\|_{2p} \]
\[ + \|\hat{C}^{(t)} - C^{(t)}\|_p \|\hat{A}^{(t)}\| \|\Gamma^{-1}\| \left(1 + \|\hat{A}^{(t)}\|^2 \|\Gamma^{-1}\| \|C^{(t)}\|\right) \|y^{(t)} - A^{(t)} m^{(t)}\|_2. \] (A.16)

By the definition of \(\hat{m}^{(t)}, m^{(t)}\) together with the inductive hypothesis, we have, for \(p \in \{p, 2p\},\)
\[ \|\hat{m}^{(t)} - m^{(t)}\|_p = \|M^{(t)}(\hat{\mu}^{(t-1)} - \mu^{(t-1)})\|_p \]
\[ \leq \|M^{(t)}\| \|\hat{\mu}^{(t-1)} - \mu^{(t-1)}\|_p \]
\[ \lesssim_p \|M^{(t)}\| \sqrt{\frac{r_2(\Sigma^{(0)})}{N}} \times c\left\{\{\|M^{(l)}\|, \|A^{(l)}\|, \|\Sigma^{(l-1)}\|, \|y^{(l)} - A^{(l)} m^{(l)}\|\}_{l=1}^T, \|\Gamma^{-1}\|\right\} \]
\[ = \sqrt{\frac{r_2(\Sigma^{(0)})}{N}} \times c\left\{\{\|M^{(l)}\|, \|A^{(l)}\|, \|\Sigma^{(l-1)}\|, \|y^{(l)} - A^{(l)} m^{(l)}\|\}_{l=1}^T, \|\Gamma^{-1}\|\right\}. \]

Plugging this bound and the one for \(\|\hat{C}^{(t)}\|_{2p}\) derived previously in the proof into (A.16) yields
\[ \|\hat{\mu}^{(t)} - \mu^{(t)}\|_p \lesssim_p \sqrt{\frac{r_2(\Sigma^{(0)})}{N}} \times c\left\{\{\|M^{(l)}\|, \|A^{(l)}\|, \|\Sigma^{(l-1)}\|, \|y^{(l)} - A^{(l)} m^{(l)}\|\}_{l=1}^T, \|\Gamma^{-1}\|\right\}. \]  \(\square\)

B. Proofs: Section 3

This appendix contains the proofs of all the theorems in Section 3. Results on covariance estimation are in Subsection B.1 and our main results on ensemble Kalman updates are in Subsection B.2.

B.1. Covariance Estimation

Here we establish Theorems 3.1 and 3.3. We first collect some required technical results in Subsection B.1.1. Next we study covariance and cross-covariance estimation under soft sparsity in Subsections B.1.2 and B.1.3, respectively.
constant $c$.

The notion of an admissible sequence of partitions allows us to define the following notion of complexity of a set $T$, often referred to as generic complexity.

**Definition B.2** ([92, Definition 2.2.19]) Let $(T, d)$ be a possibly infinite metric space, and define

$$\gamma_2(T, d) = \inf \sup_{t \in T} \sum_{n \geq 0} 2^{n/2} \text{Diam}(\Delta_n(t)),$$

where $\Delta_n(t)$ denotes the unique element of the partition to which $t$ belongs, and the infimum is taken over all admissible sequences of partitions.

The following theorem is known as the Majorizing Measure Theorem and provides upper and lower bounds for centered Gaussian processes in terms of the generic complexity.

**Theorem B.3** ([92, Theorem 2.4.1]) Let $X_t, t \in T$ be a centered Gaussian process which induces a metric $d_X : T \times T \to [0, \infty]$ defined by

$$d_X^2(s, t) = \mathbb{E} \left[ (X_s - X_t)^2 \right].$$

Then there exists an absolute constant $L > 0$ such that

$$\frac{1}{L} \gamma_2(T, d_X) \leq \mathbb{E} \left[ \sup_{t \in T} X_t \right] \leq L \gamma_2(T, d_X).$$

We will be primarily interested in the case that $T = \mathcal{F}$ is some function class on the probability space $(\mathcal{X}, \mathcal{A}, \mathbb{P})$, and with $d$ being the metric induced either by $\| \cdot \|_{L_2}$ or $\| \cdot \|_{\psi_2}$. We denote these spaces by $(\mathcal{F}, L_2)$ and $(\mathcal{F}, \psi_2)$ respectively throughout this section. The next result is an exponential generic chaining bound, which was introduced in [28, Corollary 5.7] and described in [57, Theorem 8]. We present it as it was described in the latter reference.

**Theorem B.4** ([57, Theorem 8]) Let $(\mathcal{X}, \mathcal{A}, \mathbb{P})$ be a probability space and consider the random sample $X, X_1, \ldots, X_N \overset{i.i.d.}{\sim} \mathbb{P}$. Let $\mathcal{F}$ be a class of measurable functions on $(\mathcal{X}, \mathcal{A})$. There exists a universal constant $c > 0$ such that, for all $t \geq 1$, it holds with probability at least $1 - e^{-t}$ that

$$\sup_{f \in \mathcal{F}} \left| \frac{1}{N} \sum_{n=1}^{N} f^2(X_n) - \mathbb{E}[f^2(X)] \right| \leq c \left( \sup_{f \in \mathcal{F}} \| f \|_{\psi_2} \frac{\gamma_2(\mathcal{F}, \psi_2)}{\sqrt{N}} + \frac{\gamma_2(\mathcal{F}, \psi_2)}{N} \vee \sup_{f \in \mathcal{F}} \| f \|_{\psi_2}^2 \sqrt{\frac{t}{N}} \vee \sup_{f \in \mathcal{F}} \| f \|_{\psi_2}^2 \frac{t}{N} \right).$$

**Lemma B.5** (Expectation Bound from Probability Bound, [92, Lemma 2.2.3]) Let $Y \geq 0$ be a random variable satisfying

$$\mathbb{P}(Y \geq r) \leq a \exp \left( -\frac{r^2}{b^2} \right), \quad r \geq 0,$$

for certain numbers $a \geq 2$ and $b > 0$. Then there is a universal constant $c$ such that

$$\mathbb{E}[Y] \leq cb \sqrt{\log a}.$$
Finally, we recall the following dimension-free bound for the maxima of sub-Gaussian random variables.

**Lemma B.6** (Dimension-Free Sub-Gaussian Maxima, [101, Lemma 2.4]) Let $X_1, \ldots, X_N$ be not necessarily independent sub-Gaussian random variables with

$$
\mathbb{P}(X_n > x) \leq c e^{-x^2/\sigma_n^2}, \quad \text{for all } x \geq 0, \ 1 \leq n \leq N,
$$

where $\sigma_n \geq 0$ is given, or alternatively $\|X_n\|_{\psi_2} \lesssim \sigma_n$. Then, for any $t \geq 1$, it holds with probability at least $1 - ce^{-c}$ that

$$
\max_{n \leq N} X_n \lesssim \sqrt{t} \max_{n \leq N} \sigma_n \sqrt{\log(n + 1)},
$$

where $\sigma(1) \geq \sigma(2) \geq \ldots \sigma(N)$ is the decreasing rearrangement of $\sigma_1, \ldots, \sigma_N$. Further

$$
\mathbb{E} \left[ \max_{n \leq N} X_n \right] \lesssim \max_{n \leq N} \sigma(n) \sqrt{\log(n + 1)}.
$$

**Proof** The proof of the upper bound is based on the proof of Proposition 2.4.16 in [92]. By permutation invariance, we can assume without loss of generality that $\sigma_1 \geq \sigma_2 \geq \ldots \geq \sigma_N$. Then

$$
\mathbb{P} \left( \max_{n \leq N} \frac{X_n}{\sigma_n \sqrt{\log(n + 1)}} \geq \sqrt{t} \right) \leq \sum_{n=1}^{N} \mathbb{P} \left( X_n \geq \sigma_n \sqrt{t \log(n + 1)} \right) \leq \sum_{n=1}^{N} \exp \left( -\frac{t}{c} \log(n + 1) \right).
$$

For $t \geq 2c$, the final expression in the above display is finite, and we may write

$$
\sum_{n=1}^{N} \exp \left( -\frac{t}{c} \log(n + 1) \right) = \sum_{n=2}^{N+1} \exp \left( -\frac{t}{c} \log(n) \right) \leq \exp \left( -\frac{t}{c} \log(2) \right) + \int_{2}^{\infty} x^{-t/c} \, dx \leq ce^{-t/c}.
$$

Therefore, for any $t \geq 2c$, it holds with probability at least $1 - ce^{-t/c}$ that

$$
\max_{n \leq N} X_n \lesssim \sqrt{t} \max_{n \leq N} \sigma(n) \sqrt{\log(n + 1)}.
$$

This implies that, for any $t \geq 1$, it holds with probability at least $1 - ce^{-(t/2c)}/c$ that

$$
\max_{n \leq N} X_n \lesssim \left( \sqrt{t} \vee \sqrt{2c} \right) \max_{n \leq N} \sigma(n) \sqrt{\log(n + 1)} \lesssim \sqrt{t} \max_{n \leq N} \sigma(n) \sqrt{\log(n + 1)}.
$$

Since $1 - ce^{-(t/2c)/c} \geq 1 - ce^{-t/c}$ it holds that, for any $t \geq 1$, with probability at least $1 - ce^{-t/c}$

$$
\max_{n \leq N} X_n \lesssim \sqrt{t} \max_{n \leq N} \sigma(n) \sqrt{\log(n + 1)}.
$$

It follows by Lemma B.5 that

$$
\mathbb{E} \left[ \max_{n \leq N} \frac{X_n}{\sigma_n \sqrt{\log(n + 1)}} \right] \leq c,
$$

which in turn implies

$$
\mathbb{E} \left[ \max_{n \leq N} X_n \right] \lesssim \max_{n \leq N} \sigma_n \sqrt{\log(n + 1)} = \max_{n \leq N} \sigma(n) \sqrt{\log(n + 1)}.
$$
B.1.2. Covariance Estimation under Soft Sparsity

This subsection contains the proof of Theorem 3.1. We follow the approach in [57, Theorem 4], but we restrict our attention to finite dimensional spaces. Our proof will rely on the following max-norm covariance estimation bound, which may be of independent interest.

**Theorem B.7** (Covariance Estimation with Sample Covariance —Max-Norm Bound) Let \( X_1, \ldots, X_N \) be \( d \)-dimensional i.i.d. sub-Gaussian random vectors with \( \mathbb{E}[X_1] = \mu^X \) and \( \text{var}(X_1) = \Sigma^X \). Let \( \hat{\Sigma}^X = (N-1)^{-1} \sum_{n=1}^{N} (X_n - \mu^X)(X_n - \mu^X)^\top \). Then there exists a constant \( c \) such that, for all \( t \geq 1 \), it holds with probability at least 1 \(- ce^{-t} \) that

\[
\|\hat{\Sigma}^X - \Sigma^X\|_{\text{max}} \leq c \Sigma^X(1) \left( \sqrt{\frac{r_\infty(\Sigma^X)}{N}} + \sqrt{\frac{t}{N}} + \sqrt{\frac{\text{tr}_\infty(\Sigma^X)}{N}} \right),
\]

where

\[
r_\infty(\Sigma^X) \equiv \max_j \frac{\Sigma^X(j) \log(j+1)}{\Sigma^X(1)}.
\]

**Proof** The proof of this result is based on the proof of the upper bound of Theorem 4 of [57], in conjunction with Theorem B.4. We deal with the case \( \mu^X = 0 \) first. To this end, let \( Z_1, \ldots, Z_N \) be \( d \)-dimensional i.i.d. sub-Gaussian random vectors with zero mean and \( \text{var}[Z_1] = \Sigma^X \). We denote the distribution of \( Z_1 \) by \( \mathbb{P} \), and note that \( \|\cdot\|_{\psi_1}, \|\cdot\|_{\psi_2}, \text{ and } \|\cdot\|_{\ell_2} \) are defined implicitly with respect to \( \mathbb{P} \).

Let \( \hat{\Sigma}^0 = N^{-1} \sum_{n=1}^{N} Z_n Z_n^\top \). We rewrite the expectation of interest as a squared empirical process term over an appropriate class of functions. For \( j \geq 1 \) we denote the \( j \)-th canonical vector (the vector with 1 in the \( j \)-th index and zero otherwise) by \( e_j \). Then, we note that

\[
\|\hat{\Sigma}^0 - \Sigma^X\|_{\text{max}} = \sup_{i,j} \left( e_i^\top (\hat{\Sigma}^0 - \Sigma^X) e_j \right)
\]

\[
= \sup_{i,j} \left( \frac{e_i + e_j}{2}, (\hat{\Sigma}^0 - \Sigma^X) \frac{e_i + e_j}{2} \right) - \left( \frac{e_i - e_j}{2}, (\hat{\Sigma}^0 - \Sigma^X) \frac{e_i - e_j}{2} \right)
\]

\[
\leq 2 \sup_{u \in \mathcal{U}} \left( (\hat{\Sigma}^0 - \Sigma^X) u, u \right),
\]

where \( \mathcal{U} = \{ u \in \mathbb{R}^d : u = \pm \frac{1}{2} (e_i \pm e_j), 1 \leq i, j \leq d \} \). Define the set of functions \( \mathcal{F}_\mathcal{U} = \{ \langle u, \cdot \rangle : u \in \mathcal{U} \} \), and note that, for any \( f \in \mathcal{F}_\mathcal{U} \), \(- f \in \mathcal{F}_\mathcal{U} \) and \( \mathbb{E}[f(Z_1)] = 0 \). It then follows by Theorem B.4 that for the same universal constant \( c \) in the statement of the theorem,

\[
2 \sup_{u \in \mathcal{U}} \left( (\hat{\Sigma}^0 - \Sigma^X) u, u \right) = 2 \sup_{u \in \mathcal{U}} \left| \frac{1}{N} \sum_{n=1}^{N} (Z_n, u)^2 - \langle u, \Sigma^X u \rangle \right|
\]

\[
= 2 \sup_{f \in \mathcal{F}_\mathcal{U}} \left| \frac{1}{N} \sum_{n=1}^{N} f^2(Z_n) - \mathbb{E}[f^2(Z_1)] \right|
\]

\[
\leq 2c \left( \sup_{f \in \mathcal{F}_\mathcal{U}} \|f\|_{\psi_2} \frac{2(\mathcal{F}_\mathcal{U}; \psi_2)}{\sqrt{N}} \vee \frac{2^2(\mathcal{F}_\mathcal{U}; \psi_2)}{N} \vee \sup_{f \in \mathcal{F}_\mathcal{U}} \|f\|_{\psi_2} \frac{\sqrt{t}}{N} \vee \sup_{f \in \mathcal{F}_\mathcal{U}} \|f\|_{\psi_2} \frac{t}{N} \right). \]
Using the equivalence of the $\psi_2$ and $L_2$ norms for linear functionals, we have
\[
\sup_{f \in F_U} \|f\|_{\psi_2} \lesssim \sup_{f \in F_U} \|f\|_{L_2} = \max_{u \in U} \sqrt{\mathbb{E}[\langle Z_1, u \rangle^2]} = \max_{u \in U} \sqrt{\langle u, \Sigma X u \rangle} = \frac{1}{2} \max_{i,j} \sqrt{\langle e_i \pm e_j, \Sigma X (e_i \pm e_j) \rangle} = \frac{1}{2} \max_{i,j} \sqrt{\langle e_i, \Sigma X e_i \rangle + \langle e_j, \Sigma X e_j \rangle \pm 2 \langle e_i, \Sigma X e_j \rangle} = \frac{1}{2} \max_{i,j} \sqrt{\Sigma X_{ii} + 2 \Sigma X_{ij} \pm 2 \Sigma X_{jj}} \lesssim \Sigma X_{(1)}.
\]

To control the generic complexity $\gamma_2(F_U, \psi_2)$, let $Y \sim \mathcal{N}(0, \Sigma X)$ be a $d$-dimensional Gaussian vector, with induced metric
\[
d_Y(u, v) = \sqrt{\mathbb{E}[\langle (Y, u) - (Y, v) \rangle^2]} = \|\langle \cdot, u \rangle - \langle \cdot, v \rangle\|_{L_2}, \quad u, v \in U.
\]
Using again the equivalence of the $\psi_2$ and $L_2$ norms for linear functionals, we have that
\[
\gamma_2(F_U; \psi_2) \lesssim \gamma_2(F_U; L_2) = \gamma_2(U; d_Y).
\]
It follows then by Theorem B.3 that
\[
\gamma_2(U; d_Y) \lesssim \mathbb{E} \left[ \sup_{u \in U} \langle Y, u \rangle \right] = \mathbb{E} \left[ \max_{i,j} \langle Y, \pm \frac{1}{2} (e_i \pm e_j) \rangle \right] \leq \mathbb{E} \left[ \max_j \|Y, e_j\| \right] \lesssim \max_j \sqrt{\Sigma X_{(j)} \log(j + 1)},
\]
where the final inequality follows by Lemma B.6. We have shown that with probability at least $1 - e^{-t}$
\[
\|\hat{\Sigma}^0 - \Sigma X\|_{\text{max}} \lesssim \left( \sqrt{\frac{\Sigma X_{(1)} \max_j \Sigma X_{(j)} \log(j + 1)}{N}} \vee \max_j \sqrt{\Sigma X_{(j)} \log(j + 1)} \vee \sqrt{\Sigma X_{(1)}} \sqrt{\frac{t}{N}} \sqrt{\Sigma X_{(1)} \frac{t}{N}} \right).
\]
In the un-centered case, taking $X_n = Z_n + \mu X$, we have $\hat{\Sigma}^X = \hat{\Sigma}^0 - ZZ^\top$ and it follows that
\[
\|\hat{\Sigma}^X - \Sigma X\|_{\text{max}} \leq \|\hat{\Sigma}^0 - \Sigma X\|_{\text{max}} + \|ZZ^\top\|_{\text{max}}.
\]
By Lemma B.6, with probability at least $1 - ce^{-t}$
\[
\|ZZ^\top\|_{\text{max}} \leq \|Z\|_{\text{max}}^2 \leq \frac{t}{N} \max_{j \leq d} \Sigma X_{(j)} \log(j + 1) = t \Sigma X_{(1)} \frac{r_{\infty}(\Sigma X)}{N}.
\]
Denote the set on which (B.1) occurs by \( E_1 \), and the set on which (B.2) occurs by \( E_2 \). Then the intersection \( E = E_1 \cap E_2 \) has probability at least \( 1 - ce^{-t} \), and it holds on \( E \) that

\[
\| \hat{\Sigma}^X - \Sigma^X \|_{\max} \lesssim \Sigma^X \left( \sqrt{\frac{r_{\infty}(\Sigma^X)}{N}} \lor \frac{r_{\infty}(\Sigma^X)}{N} \lor \frac{t}{N} \lor \frac{tr_{\infty}(\Sigma^X)}{N} \right) = \Sigma^X \left( \sqrt{\frac{r_{\infty}(\Sigma^X)}{N}} \lor \frac{t}{N} \lor \frac{tr_{\infty}(\Sigma^X)}{N} \right),
\]

Lemma B.8 Let \( X_1, \ldots, X_N \) be \( d \)-dimensional i.i.d. sub-Gaussian random vectors with \( \mathbb{E}[X_1] = \mu^X \) and \( \text{var}[X_1] = \Sigma^X \). Let \( \hat{\Sigma}^X = (N - 1)^{-1} \sum_{n=1}^{N} (X_n - \mu^X)(X_n - \mu^X)^\top \). Then, for any \( p \geq 1 \),

\[
\left[ \mathbb{E}[\| \hat{\Sigma}^X - \Sigma^X \|_{\max}] \right]^{1/p} \lesssim_p \Sigma^X \left( \sqrt{\frac{r_{\infty}(\Sigma^X)}{N}} \lor \frac{r_{\infty}(\Sigma^X)}{N} \lor \frac{t}{N} \lor \frac{tr_{\infty}(\Sigma^X)}{N} \right).
\]

Proof To ease notation, let \( B \equiv \Sigma^X \left( \sqrt{\frac{r_{\infty}(\Sigma^X)}{N}} \lor \frac{r_{\infty}(\Sigma^X)}{N} \lor \frac{t}{N} \lor \frac{tr_{\infty}(\Sigma^X)}{N} \right) \), then using that for positive \( W \), \( \mathbb{E}[W^p] = p \int_0^\infty w^{p-1} \mathbb{P}(W > w) \, dw \) gives

\[
\left[ \mathbb{E}[\| \hat{\Sigma} - \Sigma \|_{\max}] \right] = p \int_0^\infty x^{p-1} \mathbb{P}(\| \hat{\Sigma}^X - \Sigma^X \|_{\max} > x) \, dx \\
\leq p \int_0^B x^{p-1} \, dx + \int_B^\infty x^{p-1} \mathbb{P}(\| \hat{\Sigma}^X - \Sigma^X \|_{\max} > x) \, dx \\
\lesssim B^p + p \int_0^\infty x^{p-1} \exp \left( - \min \left( \frac{N}{\Sigma^X}, \frac{N}{r_{\infty}(\Sigma^X) \Sigma^X} \right) \right) \, dx \\
= B^p + p \max \left( \frac{\Gamma(p/2)}{2}, \left( \frac{\Sigma^X}{N} \right)^2, \frac{\Gamma(p)}{N} \right),
\]

where the last line follows by direct integration. We therefore have

\[
\left[ \mathbb{E}[\| \hat{\Sigma}^X - \Sigma^X \|_{\max}]^{1/p} \right] \lesssim B + c(p) \max \left( \frac{\Sigma^X}{\sqrt{N}}, \frac{r_{\infty}(\Sigma^X) \Sigma^X}{N} \right) \leq c(p) \Sigma^X \left( \sqrt{\frac{r_{\infty}(\Sigma^X)}{N}} \lor \frac{r_{\infty}(\Sigma^X)}{N} \right),
\]

where the final inequality holds due to the fact that \( r_{\infty}(\Sigma^X) \gtrsim 1 \). □

Theorem B.9 (Covariance Estimation with Localized Sample Covariance — Operator-Norm Bound) Let \( X_1, \ldots, X_N \) be \( d \)-dimensional i.i.d. sub-Gaussian random vectors with \( \mathbb{E}[X_1] = \mu^X \) and \( \text{var}[X_1] = \Sigma^X \). Further, assume that \( \Sigma^X \in \mathcal{U}_d(q, R_q) \) for some \( q \in [0, 1) \) and \( R_q > 0 \). Let \( \hat{\Sigma}^X = (N - 1)^{-1} \sum_{n=1}^{N} (X_n - \mu^X)(X_n - \mu^X)^\top \).
\( \mathbf{X} (\mathbf{X}_n - \mathbf{X})^\top \) and, for any \( t \geq 1 \), set

\[
\rho_N \approx \Sigma_X^{(1)} \left( \sqrt{\frac{t r_{\infty} (\Sigma_X)}{N}} \vee \sqrt{\frac{t}{N}} \vee \frac{t r_{\infty} (\Sigma_X)}{N} \right)
\]

and let \( \hat{\Sigma}_X^{\rho_N} \) be the localized sample covariance estimator. There exists a constant \( c > 0 \) such that, with probability at least \( 1 - ce^{-t} \), it holds that

\[
\| \hat{\Sigma}_X^{\rho_N} - \Sigma_X \| \lesssim R_d \rho_N^{1-q}.
\]

**Proof** The localized sample covariance matrix has elements

\[
[\hat{\Sigma}_X^{\rho_N}]_{ij} = \hat{\Sigma}_X^{ij} \mathbf{1}_{|\hat{\Sigma}_X| \geq \rho_N}, \quad 1 \leq i, j \leq d.
\]

By Theorem B.7, it holds with probability at least \( 1 - ce^{-t} \) that

\[
\| \hat{\Sigma}_X - \Sigma_X \|_{\max} \lesssim \rho_N.
\]

The remainder of the analysis is carried out conditional on this event, following the approach taken in [103, Theorem 6.27]. Define the set of indices of the \( i \)-th row of \( \Sigma_X \) that exceed \( \rho_N/2 \) by

\[
\mathcal{I}_i (\rho_N/2) = \{ j \in (1, \ldots, d) : |\Sigma_X^{ij}| \geq \rho_N/2 \}, \quad i = 1, \ldots, d.
\]

We then have

\[
\| \Sigma_X - \hat{\Sigma}_X^{\rho_N} \| \leq \| \Sigma_X - \hat{\Sigma}_X^{\rho_N} \|_{\infty}
\]

\[
= \max_{i=1, \ldots, d} \sum_{j=1}^d |\Sigma_X^{ij} - \hat{\Sigma}_X^{ij} \mathbf{1}_{|\hat{\Sigma}_X| \geq \rho_N}|
\]

\[
= \max_{i=1, \ldots, d} \left( \sum_{j \in \mathcal{I}_i (\rho_N/2)} |\Sigma_X^{ij} - \hat{\Sigma}_X^{ij} \mathbf{1}_{|\hat{\Sigma}_X| \geq \rho_N}| + \sum_{j \notin \mathcal{I}_i (\rho_N/2)} |\Sigma_X^{ij} - \hat{\Sigma}_X^{ij} \mathbf{1}_{|\hat{\Sigma}_X| \geq \rho_N}| \right),
\]

where \( \hat{\Sigma}_X^{ij} \) is element \((i, j)\) of \( \hat{\Sigma}_X \). For \( j \in \mathcal{I}_i (\rho_N/2) \), it holds that \( |\Sigma_X^{ij}| \geq \rho_N/2 \) so that

\[
\sum_{j \in \mathcal{I}_i (\rho_N/2)} |\Sigma_X^{ij} - \hat{\Sigma}_X^{ij} \mathbf{1}_{|\hat{\Sigma}_X| \geq \rho_N}| \leq \sum_{j \in \mathcal{I}_i (\rho_N/2)} |\Sigma_X^{ij} - \hat{\Sigma}_X^{ij}| + |\hat{\Sigma}_X^{ij} - \hat{\Sigma}_X^{ij} \mathbf{1}_{|\hat{\Sigma}_X| \geq \rho_N}|
\]

\[
\leq \sum_{j \in \mathcal{I}_i (\rho_N/2)} \| \Sigma_X^{ij} - \hat{\Sigma}_X^{ij} \|_{\max} + \| \hat{\Sigma}_X^{ij} - \hat{\Sigma}_X^{ij} \mathbf{1}_{|\hat{\Sigma}_X| \geq \rho_N} \|
\]

\[
\leq \sum_{j \in \mathcal{I}_i (\rho_N/2)} \left( \frac{\rho_N}{2} + \rho_N \right)
\]

\[
= |\mathcal{I}_i (\rho_N/2)| \frac{3\rho_N}{2},
\]
where we have used the fact that
\[
\left| \hat{\Sigma}^X_{ij} - \hat{\Sigma}^X_{ij} 1_{|\hat{\Sigma}^X_{ij}| \geq \rho_N} \right| = 0 \times 1_{|\hat{\Sigma}^X_{ij}| \geq \rho_N} + \hat{\Sigma}^X_{ij} \times 1_{|\hat{\Sigma}^X_{ij}| \leq \rho_N} \leq \rho_N.
\]

Further, since
\[
R_q \geq \sum_{j=1}^d |\Sigma^X_{ij}|^q \geq |\mathcal{I}_i(\rho_N/2)| \left( \frac{\rho_N}{2} \right)^q,
\]
it follows that \(|\mathcal{I}_i(\rho_N/2)| \leq 2^q \rho_N^{-q} R_q\), and so
\[
\sum_{j \in \mathcal{I}_i(\rho_N/2)} \left| \Sigma^X_{ij} - \hat{\Sigma}^X_{ij} 1_{|\hat{\Sigma}^X_{ij}| \geq \rho_N} \right| \leq |\mathcal{I}_i(\rho_N/2)| \frac{3 \rho_N}{2} \leq \frac{3}{2} 2^{-q} \rho_N^{1-q} R_q.
\]

For \(j \notin \mathcal{I}_i(\rho_N)\), then \(|\Sigma^X_{ij}| \leq \rho_N/2\) and so
\[
|\hat{\Sigma}^X_{ij}| \leq |\hat{\Sigma}^X_{ij} - \Sigma^X_{ij}| + |\Sigma^X_{ij}| \leq \|\hat{\Sigma}^X - \Sigma^X\|_{\text{max}} + |\Sigma^X_{ij}| \leq \frac{\rho_N}{2} + \frac{\rho_N}{2} = \rho_N.
\]
This implies that \(\hat{\Sigma}^X_{ij} 1_{|\hat{\Sigma}^X_{ij}| \geq \rho_N} = 0\), and therefore for \(q \in [0, 1]\), since \(|\Sigma^X_{ij}|/(\rho_N/2) \leq 1\), it holds that
\[
\sum_{j \notin \mathcal{I}_i(\rho_N/2)} \left| \Sigma^X_{ij} - \hat{\Sigma}^X_{ij} 1_{|\hat{\Sigma}^X_{ij}| \geq \rho_N} \right| \leq \rho_N \sum_{j \notin \mathcal{I}_i(\rho_N/2)} \frac{|\Sigma^X_{ij}|}{\rho_N^q} \leq \rho_N^{1-q} R_q.
\]
Combining these two results gives
\[
\|\Sigma^X - \hat{\Sigma}^X\|_{\rho_N} \leq 4 \rho_N^{1-q} R_q. \quad \square
\]

Proof of Theorem 3.1 The result follows immediately by Theorem B.9. \(\square\)

B.1.3. Cross-Covariance Estimation under Soft Sparsity

This subsection contains the proof of Theorem 3.3. The presentation is parallel to that in Subsection B.1.2. We will use a max-norm cross-covariance estimation bound, analogous to Theorem B.7. The proof relies on a high probability bound for product function classes that was shown in [74, Theorem 1.13]. We present here a simplified version of that more general statement that suffices for our purposes.

**Theorem B.10** Let \((\mathcal{X}, \mathcal{A}, \mathbb{P})\) be a probability space and consider the random sample \(X, X_1, \ldots, X_N \stackrel{i.i.d.}{\sim} \mathbb{P}\). Let \(\mathcal{F}, \mathcal{G}\) be two classes of measurable functions on \((\mathcal{X}, \mathcal{A})\) such that \(0 \in \mathcal{F}\) and \(0 \in \mathcal{G}\). There exist
positive universal constants $c_1, c_2, c_3$ such that, for all $t \geq 1$, it holds with probability at least $1 - c_1 e^{-c_2 t}$ that

$$\sup_{f \in \mathcal{F}, g \in \mathcal{G}} \left| \frac{1}{N} \sum_{n=1}^{N} f(X_n) g(X_n) - \mathbb{E} [f(X) g(X)] \right| \leq c_3 \left[ \left( \frac{t}{N} \vee \sqrt{\frac{t}{N}} \right) \left( \sup_{f \in \mathcal{F}} \|f\|_{\psi_2(\mathcal{G}, \psi_2)} \vee \sup_{g \in \mathcal{G}} \|g\|_{\psi_2(\mathcal{F}, \psi_2)} \right) \vee \frac{\gamma_2(\mathcal{F}, \psi_2) \gamma_2(\mathcal{G}, \psi_2)}{N} \right].$$

Proof For notational brevity, throughout this proof we write $\gamma_2(\mathcal{F})$ instead of $\gamma_2(\mathcal{F}, \psi_2)$ and $d_{\psi_2}(\mathcal{F})$ instead of $\sup_{f \in \mathcal{F}} \|f\|$ and similarly for the class $\mathcal{G}$. The result follows by an application of [74, Theorem 1.13] and the ensuing remark, which deals with the case $\mathcal{F} = \mathcal{G}$, but is easily extended to the general case considered here. Together they imply that, for any $u \geq 1$, it holds with probability at least $1 - 2 \exp \left( -c u^2 \left( \frac{\gamma_2^2(\mathcal{F})}{d_{\psi_2}(\mathcal{F})} \wedge \frac{\gamma_2^2(\mathcal{G})}{d_{\psi_2}(\mathcal{G})} \right) \right)$ that

$$\sup_{f \in \mathcal{F}, g \in \mathcal{G}} \left| \frac{1}{N} \sum_{n=1}^{N} f(X_n) g(X_n) - \mathbb{E} [f(X) g(X)] \right| \leq \frac{u^2}{N} \gamma_2(\mathcal{F}) \gamma_2(\mathcal{G}) + \frac{u}{\sqrt{N}} (\gamma_2(\mathcal{F}) d_{\psi_2}(\mathcal{G}) + \gamma_2(\mathcal{G}) d_{\psi_2}(\mathcal{F})).$$

(B.3)

We seek to rewrite (B.3) so that all problem specific terms appear only in the upper bound. To this end, let

$$t \equiv u^2 \left( \frac{\gamma_2^2(\mathcal{F})}{d_{\psi_2}(\mathcal{F})} \wedge \frac{\gamma_2^2(\mathcal{G})}{d_{\psi_2}(\mathcal{G})} \right) \implies u = \sqrt{t} \left( \frac{d_{\psi_2}(\mathcal{F})}{\gamma_2(\mathcal{F})} \vee \frac{d_{\psi_2}(\mathcal{G})}{\gamma_2(\mathcal{G})} \right)$$

and note that since $u \geq 1$, it must hold that $t \geq \left( \frac{\gamma_2^2(\mathcal{F})}{d_{\psi_2}(\mathcal{F})} \wedge \frac{\gamma_2^2(\mathcal{G})}{d_{\psi_2}(\mathcal{G})} \right)$. Therefore, for any $t \geq \left( \frac{\gamma_2^2(\mathcal{F})}{d_{\psi_2}(\mathcal{F})} \wedge \frac{\gamma_2^2(\mathcal{G})}{d_{\psi_2}(\mathcal{G})} \right)$, we have that with probability at least $1 - 2e^{-ct}$, the right-hand side of (B.3) becomes

$$\frac{t}{N} \left( \frac{d_{\psi_2}(\mathcal{F})}{\gamma_2^2(\mathcal{F})} \vee \frac{d_{\psi_2}(\mathcal{G})}{\gamma_2^2(\mathcal{G})} \right) \gamma_2(\mathcal{F}) \gamma_2(\mathcal{G}) + \sqrt{t} \left( \frac{d_{\psi_2}(\mathcal{F})}{\gamma_2(\mathcal{F})} \vee \frac{d_{\psi_2}(\mathcal{G})}{\gamma_2(\mathcal{G})} \right) (\gamma_2(\mathcal{F}) d_{\psi_2}(\mathcal{G}) + \gamma_2(\mathcal{G}) d_{\psi_2}(\mathcal{F})).$$

The above implies that, for any $t \geq 1$, it holds with probability at least

$$1 - 2 \exp \left( -c \left( t \vee \left( \frac{\gamma_2^2(\mathcal{F})}{d_{\psi_2}(\mathcal{F})} \wedge \frac{\gamma_2^2(\mathcal{G})}{d_{\psi_2}(\mathcal{G})} \right) \right) \right) \geq 1 - 2e^{-ct},$$

that

$$\frac{1}{N} \left( t \vee \left( \frac{\gamma_2^2(\mathcal{F})}{d_{\psi_2}(\mathcal{F})} \wedge \frac{\gamma_2^2(\mathcal{G})}{d_{\psi_2}(\mathcal{G})} \right) \right) \left( \frac{d_{\psi_2}(\mathcal{F})}{\gamma_2^2(\mathcal{F})} \vee \frac{d_{\psi_2}(\mathcal{G})}{\gamma_2^2(\mathcal{G})} \right) \gamma_2(\mathcal{F}) \gamma_2(\mathcal{G}) \quad \text{(B.4)}$$

$$+ \frac{1}{\sqrt{N}} \left( \sqrt{t} \vee \left( \frac{\gamma_2^2(\mathcal{F})}{d_{\psi_2}(\mathcal{F})} \wedge \frac{\gamma_2^2(\mathcal{G})}{d_{\psi_2}(\mathcal{G})} \right) \right) \left( \frac{d_{\psi_2}(\mathcal{F})}{\gamma_2(\mathcal{F})} \vee \frac{d_{\psi_2}(\mathcal{G})}{\gamma_2(\mathcal{G})} \right) (\gamma_2(\mathcal{F}) d_{\psi_2}(\mathcal{G}) + \gamma_2(\mathcal{G}) d_{\psi_2}(\mathcal{F})). \quad \text{(B.5)}$$
Straightforward calculations then show that the first of the two terms, (B.4), is bounded above by

\[ \frac{t}{N} \frac{d_{\psi_2}(F)\gamma_2(G)}{\gamma_2(F)} \sqrt{\frac{t}{N}} \frac{d_{\psi_2}(G)\gamma_2(F)}{\gamma_2(G)} \frac{\gamma_2(F)\gamma_2(G)}{N},\]

and (B.5) is similarly bounded above by

\[ \sqrt{\frac{t}{N}} \frac{d_{\psi_2}(F)\gamma_2(G)}{\gamma_2(F)} \sqrt{\frac{t}{N}} \frac{d_{\psi_2}(G)\gamma_2(F)}{\gamma_2(G)} \frac{d_{\psi_2}(F)\gamma_2(G)}{\sqrt{N}}.\]

Note then that since \( 0 \in F \),

\[ d_{\psi_2}(F) = \sup_{f \in F} \|f\|_{\psi_2} \leq \sup_{f_1, f_2 \in F} \|f_1 - f_2\|_{\psi_2} = \text{diam}_{\psi_2}(F) \leq \gamma_2(F), \]

where the final equality holds since \( \gamma_2(F) = \inf \sup_{f \in F} \sum_{n=0}^{\infty} 2^{n/2} \text{diam}_{\psi_2}(\Delta_n(f)) \), and for \( n = 0, \Delta_0 = F \).

Similarly, \( d_{\psi_2}(G) \leq \gamma_2(G) \), and so \( \frac{d_{\psi_2}(F)\gamma_2(G)}{\gamma_2(F)} \leq d_{\psi_2}(F) \gamma_2(G) \) and \( \frac{d_{\psi_2}(G)\gamma_2(F)}{\gamma_2(G)} \leq d_{\psi_2}(G) \gamma_2(F) \) which along with the fact that \( t \geq 1 \) completes the proof. \( \square \)

**Theorem B.11** (Cross-Covariance Estimation — Max-Norm Bound). Let \( X_1, \ldots, X_N \) be \( d \)-dimensional i.i.d. sub-Gaussian random vectors with \( \mathbb{E}[X_1] = \mu^X \) and \( \text{var}[X_1] = \Sigma^X \). Let \( Y_1, \ldots, Y_N \) be \( k \)-dimensional i.i.d. sub-Gaussian random vectors with \( \mathbb{E}[Y_1] = \mu^Y \) and \( \text{var}[Y_1] = \Sigma^Y \). Define \( \Sigma^{XY} = \mathbb{E}[(X - \mu^X)(Y - \mu^Y)\top] \) and consider the cross-covariance estimator

\[ \hat{\Sigma}^{XY} = \frac{1}{N-1} \sum_{n=1}^{N} (X_n - \bar{X})(Y_n - \bar{Y})\top. \]

Then there exist positive universal constants \( c_1, c_2 \) such that, for all \( t \geq 1 \), it holds with probability at least \( 1 - c_1 \exp^{-c_2 t} \) that

\[ \| \hat{\Sigma}^{XY} - \Sigma^{XY} \|_{\max} \lesssim (\Sigma^{(1)} + \Sigma^{(2)}) \left( \sqrt{\frac{t}{N}} \sqrt{\frac{t}{N}} \right) \left( \sqrt{\text{r}_{\infty}(\Sigma^{X})} \vee \sqrt{\text{r}_{\infty}(\Sigma^{Y})} \right) \vee \frac{\text{r}_{\infty}(\Sigma^{X})}{N} \vee \frac{\text{r}_{\infty}(\Sigma^{Y})}{N}. \]

**Proof** Assume first that \( \mu^X = \mu^Y = 0 \). Let \( Z_1, \ldots, Z_N \) be \( d \)-dimensional i.i.d. sub-Gaussian random vectors with zero mean and \( \text{var}[Z_1] = \Sigma^X \), and similarly let \( V_1, \ldots, V_N \) be \( k \)-dimensional i.i.d. sub-Gaussian random vectors with zero mean and \( \text{var}[V_1] = \Sigma^Y \). Further, let \( W_n \equiv [Z_n\top, V_n\top] \top \) for \( n = 1, \ldots, N \). We denote the distribution of \( W_1 \) by \( \mathbb{P} \) and note that \( \| \cdot \|_{\psi_2} \) and \( \| \cdot \|_{L_2} \) are defined implicitly with respect to \( \mathbb{P} \) throughout this proof. Define \( \tilde{\Sigma}^0 = N^{-1} \sum_{n=1}^{N} Z_n V_n\top. \) Define the dilation operator: \( \mathcal{H} : \mathbb{R}^{d \times k} \to \mathbb{R}^{(d+k) \times (d+k)} \) by

\[ \mathcal{H}(A) = \begin{bmatrix} O & A \\ A\top & O \end{bmatrix}, \]

see for example [99, Section 2.1.16], and note that \( \| A \|_{\max} = \| \mathcal{H}(A) \|_{\max}. \) Let \( B^m \) be the space of standard basis vectors in \( m \) dimensions, i.e. any \( b \in B^m \) is an \( m \)-dimensional vector with 1 in a single coordinate and 0 otherwise. Then, for \( e_i, e_j \in B^{d+k} \), we have

\[ \mathcal{H}(e^i_j) = \begin{bmatrix} e^i_j & \mathbb{0} \\ \mathbb{0} & e^i_j \end{bmatrix}, \]

where \( e^i_j \) is the standard basis vector with 1 in the \( i \)-th coordinate and 0 otherwise.
\[
\|\hat{\Sigma}^0 - \Sigma^{XY}\|_{\max} = \|\mathcal{H}(\hat{\Sigma}^0) - \mathcal{H}(\Sigma^{XY})\|_{\max} = \max_{1 \leq i, j \leq d+k} \left\langle (\mathcal{H}(\hat{\Sigma}^0) - \mathcal{H}(\Sigma^{XY}))e_i, e_j \right\rangle \\
\leq 2 \sup_{u \in \mathcal{U}} \left| \left\langle \mathcal{H}(\hat{\Sigma}^0) - \mathcal{H}(\Sigma^{XY})u, u \right\rangle \right|,
\]

where

\[
\mathcal{U} \equiv \left\{ u \in \mathbb{R}^{d+k} : u = \pm \frac{1}{2}(e_i \pm e_j) \text{ and } e_i, e_j \in \mathcal{B}^{d+k} \right\}.
\]

Writing \( u = [u_1^T, u_2^T]^T \) where \( u_1 \in \mathbb{R}^d \) and \( u_2 \in \mathbb{R}^k \), we have

\[
\left\langle \mathcal{H}(\hat{\Sigma}^0)u, u \right\rangle = \frac{2}{N} \sum_{n=1}^N \left\langle u_1, Z_n \right\rangle \left\langle u_2, V_n \right\rangle = \frac{2}{N} \sum_{n=1}^N f_u(W_n),
\]

where \( f_u(W_n) \equiv \left\langle \mathcal{A}_1 W_n, u_1 \right\rangle \left\langle \mathcal{A}_2 W_n, u_2 \right\rangle \) and where \( \mathcal{A}_1 \equiv [I_d, O_{d \times k}] \in \mathbb{R}^{d \times (d+k)} \) and \( \mathcal{A}_2 \equiv [O_{k \times d}, I_k] \in \mathbb{R}^{k \times (d+k)} \) are the relevant selection matrices so that \( \mathcal{A}_1 W_n \equiv Z_n \) and \( \mathcal{A}_2 W_n \equiv V_n \). We define the class of functions

\[
\mathcal{F}_{\mathcal{U}} \equiv \left\{ f_u(\cdot) = \left\langle \mathcal{A}_1 \cdot, u_1 \right\rangle \left\langle \mathcal{A}_2 \cdot, u_2 \right\rangle : u = [u_1^T, u_2^T]^T \in \mathcal{U} \right\}.
\]

It is clear then that \( \mathcal{F}_{\mathcal{U}} \subset \mathcal{F}_1 \cdot \mathcal{F}_2 \), where

\[
\mathcal{U}_1 \equiv \left\{ u_1 \in \mathbb{R}^d : u_1 = \pm \frac{1}{2}(e_i \pm e_j) \text{ and } e_i, e_j \in \mathcal{B}_d \right\}, \quad \mathcal{F}_1 \equiv \left\{ f(\cdot) = \left\langle \mathcal{A}_1 \cdot, u_1 \right\rangle : u_1 \in \mathcal{U}_1 \right\},
\]

\[
\mathcal{U}_2 \equiv \left\{ u_2 \in \mathbb{R}^k : u_2 = \pm \frac{1}{2}(e_i \pm e_j) \text{ and } e_i, e_j \in \mathcal{B}_k \right\}, \quad \mathcal{F}_2 \equiv \left\{ f(\cdot) = \left\langle \mathcal{A}_2 \cdot, u_2 \right\rangle : u_2 \in \mathcal{U}_2 \right\},
\]

and

\[
\mathcal{F}_1 \cdot \mathcal{F}_2 \equiv \left\{ f(\cdot) = f_1(\cdot)f_2(\cdot) : f_1 \in \mathcal{F}_1, f_2 \in \mathcal{F}_2 \right\}.
\]

We can then apply the product empirical process concentration bound of Theorem \( B.10 \), which implies that, with probability \( 1 - c_1e^{-c_2t} \),

\[
\sup_{u \in \mathcal{U}} \left| \left\langle \mathcal{H}(\hat{\Sigma}^0) - \mathcal{H}(\Sigma^{XY})u, u \right\rangle \right| = \sup_{f_u \in \mathcal{F}_{\mathcal{U}}} \left| \frac{1}{N} \sum_{n=1}^N f_u(W_n) - \mathbb{E}[f_u(W)] \right| \\
\lesssim \left( \frac{t}{N} \vee \sqrt{\frac{t}{N}} \right) (d_{\psi_2}(\mathcal{F}_1) \gamma_2(\mathcal{F}_2) \vee d_{\psi_2}(\mathcal{F}_2) \gamma_2(\mathcal{F}_1)) \vee \frac{\gamma_2(\mathcal{F}_1) \gamma_2(\mathcal{F}_2)}{N},
\]

(B.6)

where we use the notational shorthand \( \gamma_2(\mathcal{F}_1) = \gamma_2(\mathcal{F}_1, \psi_2) \) and \( d_{\psi_2}(\mathcal{F}_1) = \sup_{f \in \mathcal{F}_1} \left\| f \right\|_{\psi_2} \), and similarly for \( \mathcal{F}_2 \). Following a similar approach to the one taken in the proof of Theorem \( B.7 \), it follows by the
equivalence of $\psi_2$ and $L_2$ norms for linear functionals that
\[ d_{\psi_2}(F_1) = \sup_{f_i \in F_1} \| f_i \|_{\psi_2} \lesssim \sup_{f_i \in F_1} \| f_i \|_{L_2} = \max_{u_i \in U_1} \sqrt{\langle u_1, \Sigma X u_1 \rangle} \leq \sqrt{\Sigma^X_{(1)}}, \]
and similarly that $d_{\psi_2}(F_2) \leq \sqrt{\Sigma^Y_{(1)}}$. Further,
\[ \gamma_2(F_1) = \gamma_2(F_1, \psi_2) \lesssim \gamma_2(F_1, L_2) = \gamma_2(U_1, d_X), \]
where
\[ d_X(u, v) = \sqrt{\mathbb{E}[(\langle g_X, u \rangle - \langle g_X, v \rangle)^2]}, \quad g_X \sim \mathcal{N}(0, \Sigma^X). \]
By Theorem B.3 and Lemma B.6,
\[ \gamma_2(U_1, d_X) \lesssim \mathbb{E} \left[ \sup_{u_i \in U_1} \langle g_X, u_i \rangle \right] = \mathbb{E} \left[ \max_{i,j \leq d} \langle g_X, \pm \frac{1}{2} (e_i \pm e_j) \rangle \right] \leq \mathbb{E} \left[ \max_{i \leq d} \langle g_X, e_i \rangle \right] \lesssim \max_{i \leq d} \sqrt{\Sigma^X_{(i)} \log(i+1)}. \]
Similarly, $\gamma_2(F_2) \lesssim \max_{j \leq k} \sqrt{\Sigma^Y_{(j)} \log(j+1)}$. In summary, we have that
\[ \| \hat{\Sigma}^0 - \Sigma^{XY} \|_{\max} \lesssim \left( \frac{t}{N} \sqrt{\frac{t}{N}} \right) \left( \sqrt{\Sigma^X_{(1)} \max_{j \leq k} \sqrt{\Sigma^Y_{(j)} \log(j+1)}} \right) \left( \sqrt{\Sigma^Y_{(1)} \max_{i \leq d} \sqrt{\Sigma^X_{(i)} \log(i+1)}} \right) \]
\[ \leq \left( \frac{t}{N} \sqrt{\frac{t}{N}} \right) \left( \sqrt{\frac{\Sigma^X_{(1)} \max_{j \leq k} \sqrt{\Sigma^Y_{(j)} \log(j+1)}} {N}} \right) \left( \sqrt{\frac{\Sigma^Y_{(1)} \max_{i \leq d} \sqrt{\Sigma^X_{(i)} \log(i+1)}} {N}} \right). \]
\[ \leq (\Sigma^X_{(1)} \vee \Sigma^Y_{(1)}) \left( \frac{t}{N} \sqrt{\frac{t}{N}} \right) \left( \sqrt{\frac{\max_{i \leq d} \sqrt{\log(i+1)}} {N}} \right) \left( \sqrt{\frac{\max_{j \leq k} \sqrt{\log(j+1)}} {N}} \right). \]
In the un-centered case, take $X_n = Z_n + \mu^X$ and $Y_n = V_n + \mu^Y$ for $n = 1, \ldots, N$, then $\hat{\Sigma}^{XY} = \hat{\Sigma}^0 - \overline{XX}^T$, and so
\[ \| \hat{\Sigma}^{XY} - \Sigma^{XY} \|_{\max} \leq \| \hat{\Sigma}^0 - \Sigma^{XY} \|_{\max} + \| \overline{XX}^T \|_{\max}. \]
The first term is controlled by appealing to the result in the centered case. For the second term, we note that by Lemma B.6
\[ \| \overline{XX}^T \|_{\max} \leq \| \overline{X} \|_{\max} \| \overline{X}^T \|_{\max} \lesssim \frac{1}{N} \max_{i \leq d} \sqrt{\Sigma^X_{(i)} \log(i+1)} \max_{j \leq k} \sqrt{\Sigma^Y_{(j)} \log(j+1)} \]
\[ \leq \sqrt{\frac{\Sigma^X_{(1)} \max_{j \leq k} \sqrt{\Sigma^Y_{(j)} \log(j+1)}} {N}} \left( \sqrt{\frac{\Sigma^Y_{(1)} \max_{i \leq d} \sqrt{\Sigma^X_{(i)} \log(i+1)}} {N}} \right). \square \]
Theorem B.12 (Cross-Covariance Estimation with Localized Sample Cross-Covariance — Operator-Norm bound) Let $X_1, \ldots, X_N$ be $d$-dimensional i.i.d. sub-Gaussian random vectors with $\mathbb{E}[X_1] = \mu^X$ and $\text{var}[X_1] = \Sigma^X$. Let $Y_1, \ldots, Y_N$ be $k$-dimensional i.i.d. sub-Gaussian random vectors with $\mathbb{E}[Y_1] = \mu^Y$ and $\text{var}[Y_1] = \Sigma^Y$. Define $\Sigma^{XY} = \mathbb{E}[(X - \mu^X)(Y - \mu^Y)\top]$ and consider the estimator

$$\hat{\Sigma}^{XY} = \frac{1}{N-1} \sum_{n=1}^{N} (X_n - \overline{X})(Y_n - \overline{Y})\top.$$ 

Assume that $\Sigma^{XY} \in \mathcal{U}_{d,k}(q_1, R_{q_1})$ and $\Sigma^{YX} \in \mathcal{U}_{k,d}(q_2, R_{q_2})$ where $q_1, q_2 \in [0, 1)$ and $R_{q_1}, R_{q_2}$ are positive constants. For any $t \geq 1$, set

$$\rho_N \asymp (\Sigma^X_\infty \vee \Sigma^Y_\infty) \left( \frac{t}{N} \vee \sqrt{\frac{t}{N}} \right) \left( \sqrt{r_{\infty}(\Sigma^X)} \vee \sqrt{r_{\infty}(\Sigma^Y)} \right) \vee \sqrt{\frac{r_{\infty}(\Sigma^X)}{N}} \vee \sqrt{\frac{r_{\infty}(\Sigma^Y)}{N}},$$

and let $\hat{\Sigma}^{XY}_{\rho_N}$ be the localized sample cross-covariance estimator. There exist positive universal constants $c_1, c_2$ such that, with probability at least $1 - c_1 e^{-c_2 t}$,

$$\|\hat{\Sigma}^{XY}_{\rho_N} - \Sigma^{XY}\| \lesssim R_{q_1} \rho_N^{1-q_1} \vee R_{q_2} \rho_N^{1-q_2}.$$ 

Proof of Theorem B.12 Let $E$ denote the event on which $\|\hat{\Sigma}^{XY} - \Sigma^{XY}\|_{\text{max}} = \|\hat{\Sigma}^{YX} - \Sigma^{YX}\|_{\text{max}} \lesssim \rho_N$. By Theorem B.11, $E$ holds with probability at least $1 - c_1 e^{-c_2 t}$. Conditional on $E$, and following an analysis identical to the one in the proof of Theorem B.9 with $\hat{\Sigma}^{XY}(\hat{\Sigma}^{YX})$ and $\Sigma^{XY}(\Sigma^{YX})$ in place of $\hat{\Sigma}^{X}$ and $\Sigma^{X}$ respectively, it follows that

$$\|\hat{\Sigma}^{XY}_{\rho_N} - \Sigma^{XY}\|_{\infty} \lesssim R_{q_1} \rho_N^{1-q_1},$$

and

$$\|\hat{\Sigma}^{YX}_{\rho_N} - \Sigma^{YX}\|_{\infty} \lesssim R_{q_2} \rho_N^{1-q_2}.$$ 

The result then follows by noting that

$$\|\hat{\Sigma}^{XY}_{\rho_N} - \Sigma^{XY}\| = \|\mathcal{H}(\hat{\Sigma}^{XY}_{\rho_N} - \Sigma^{XY})\| \leq \|\mathcal{H}(\hat{\Sigma}^{XY}_{\rho_N} - \Sigma^{XY})\|_{\infty}$$

$$= \|\hat{\Sigma}^{XY}_{\rho_N} - \Sigma^{XY}\|_{\infty} \vee \|\hat{\Sigma}^{YX}_{\rho_N} - \Sigma^{YX}\|_{\infty} \lesssim R_{q_1} \rho_N^{1-q_1} \vee R_{q_2} \rho_N^{1-q_2},$$

where $\mathcal{H}$ is the dilation operator defined in the proof of Theorem B.11. □

Proof of Theorem 3.3 The proof follows immediately from Theorem B.12: since $u_1, \ldots, u_N$ are i.i.d. Gaussian they are sub-Gaussian. Moreover, since $\mathcal{G}$ is Lipschitz, by [102, Theorem 5.2.2], $\|\mathcal{G}(u_1) - \mathbb{E}[\mathcal{G}(u_1)]\|_{\psi_2} \leq \|\mathcal{G}\|_{\text{Lip}}\|C\|^{1/2} < \infty$, and so $\mathcal{G}(u_1), \ldots, \mathcal{G}(u_N)$ are i.i.d. sub-Gaussian random vectors. □

Lemma B.13 (Stein’s Lemma [90]) Let $u \sim \mathcal{N}(m, C)$ be a $d$-dimensional Gaussian vector. Let $h : \mathbb{R}^d \to \mathbb{R}$ such that $\partial_j h \equiv \partial h(u)/\partial u_j$ exists almost everywhere and $\mathbb{E}[|\partial_j h(u)|] < \infty$, $j = 1, \ldots, d$. Then

$$\text{Cov}(u_j, h(u)) = \sum_{l=1}^{d} C_{jl} \mathbb{E}[\partial_l h(u)].$$
Lemma B.14 (Soft-Sparsity of Cross-Covariance —Nonlinear Forward Map) Let \( u \) be a \( d \)-dimensional Gaussian random vector with \( \mathbb{E}[u] = m \) and \( \text{var}[u] = C \in \mathcal{U}_d(q, c) \). Consider the function \( \mathcal{G}: \mathbb{R}^d \to \mathbb{R}^k \) with coordinate functions \( \mathcal{G}_1, \ldots, \mathcal{G}_k \). Assume that for each \( i = 1, \ldots, d \) and \( j = 1, \ldots, k \), \( \mathcal{G}_j: \mathbb{R}^d \to \mathbb{R} \) for \( j = 1, \ldots, k \), such that \( \partial \mathcal{G}_j \equiv \partial \mathcal{G}_j(u)/\partial u_i \) exists almost everywhere, and \( \mathbb{E}[|\partial \mathcal{G}_j|] < \infty \). Let \( D\mathcal{G} \in \mathbb{R}^{k \times d} \) denote the Jacobian of \( \mathcal{G} \), and assume that \( \mathbb{E}[(D\mathcal{G})^\top] \in \mathcal{U}_{d,k}(q, a) \) for some \( q \in [0, 1) \) and \( a > 0 \). Then,

\[
C_{\text{up}} \in \mathcal{U}_{d,k}(q, ac\|\mathbb{E}[D\mathcal{G}]\|_{\text{max}}^{1-q}\|C\|_{\text{max}}^{1-q}).
\]

Proof By Stein’s Lemma (Lemma B.13), the \( i \)-th row sum of \( C_{\text{up}} \) is given by

\[
\sum_{j=1}^{k} C_{ij}^{\text{up}} = \sum_{j=1}^{k} \sum_{l=1}^{d} C_{il} \mathbb{E}[\partial_j \mathcal{G}_j(u)] = \sum_{l=1}^{d} C_{il} \sum_{j=1}^{k} \mathbb{E}[\partial_l \mathcal{G}_j(u)]
\]

\[
= \|\mathbb{E}[D\mathcal{G}]\|_{\text{max}} \sum_{l=1}^{d} C_{il} \sum_{j=1}^{k} \frac{\mathbb{E}[\partial_l \mathcal{G}_j(u)]}{\|\mathbb{E}[D\mathcal{G}]\|_{\text{max}}}
\]

\[
\leq \|\mathbb{E}[D\mathcal{G}]\|_{\text{max}}^{1-q} \sum_{l=1}^{d} C_{il} \sum_{j=1}^{k} \mathbb{E}[\partial_l \mathcal{G}_j(u)]^q
\]

\[
\leq a\|\mathbb{E}[D\mathcal{G}]\|_{\text{max}}^{1-q} \sum_{l=1}^{d} C_{il}
\]

where the first inequality holds since \( q \in [0, 1) \) and \( \mathbb{E}[\partial_l \mathcal{G}_j(u)] \leq \|\mathbb{E}[D\mathcal{G}]\|_{\text{max}} \). \( \square \)

Lemma B.15 (Product of Two Soft-Sparse Matrices) Fix \( q \in [0, 1) \) and let \( S \in \mathcal{U}_d(q, s) \) and assume \( S^\top = S \). Let \( B \in \mathcal{U}_{k,d}(q, b) \). Then \( BS \in \mathcal{U}_{k,d}(q, bs\|B\|_{\text{max}}^{1-q}\|S\|_{\text{max}}^{1-q}) \).

Proof The \((i, j)\)-th element of \( BS \) is given by \( [BS]_{ij} = \sum_{l=1}^{d} B_{il} S_{lj} \), and so the sum of the \( i \)-th row of \( BS \) satisfies

\[
\sum_{j=1}^{d} [BS]_{ij} = \sum_{j=1}^{d} \sum_{l=1}^{d} B_{il} S_{lj} = \sum_{l=1}^{d} B_{il} \sum_{j=1}^{d} S_{lj} = \|B\|_{\text{max}}\|S\|_{\text{max}} \sum_{l=1}^{d} \frac{B_{il}}{\|B\|_{\text{max}}} \sum_{j=1}^{d} S_{lj}
\]

\[
\leq \|B\|_{\text{max}}\|S\|_{\text{max}} \sum_{l=1}^{d} \left( \frac{B_{il}}{\|B\|_{\text{max}}} \right)^q \sum_{j=1}^{d} \left( \frac{S_{lj}}{\|S\|_{\text{max}}} \right)^q
\]

\[
\leq \|B\|_{\text{max}}^{1-q}\|S\|_{\text{max}}^{1-q} ps,
\]

where the first inequality holds since \( q \in [0, 1) \), and the second follows by the symmetry of \( S \). \( \square \)

Lemma B.16 (Product of Three Soft-Sparse Matrices) Fix \( q \in [0, 1) \) and let \( S \in \mathcal{U}_d(q, s) \) with \( S^\top = S \). Let \( B \in \mathcal{U}_{k,d}(q, b_1) \) and \( B^\top \in \mathcal{U}_{d,k}(q, b_2) \), that is, \( B \) is both row and column sparse. Then \( BSB^\top \in \mathcal{U}_{k,d}(q, b_1 b_2 s\|B\|_{\text{max}}^{2(1-q)}\|S\|_{\text{max}}^{1-q}) \).
Proof The $(i,j)$-th element of $\Sigma B^\top$ is given by

$$\left[\Sigma B^\top\right]_{ij} = \sum_{m=1}^{d} [BS]_{im} B_{mj}^\top = \sum_{m=1}^{d} [BS]_{im} B_{jm} = \sum_{j=1}^{k} \sum_{m=1}^{d} B_{il} S_{lm} B_{jm}. $$

Therefore, the sum of the $i$-th row of $\Sigma B^\top$ satisfies

$$\sum_{j=1}^{k} [BS]_{ij} = \sum_{j=1}^{k} \sum_{m=1}^{d} B_{il} S_{lm} B_{jm} = \sum_{m=1}^{d} \sum_{l=1}^{d} B_{il} S_{lm} \sum_{j=1}^{k} B_{jm} \leq \|B\|_{\max}^{1-q} b_2 \sum_{m=1}^{d} \sum_{l=1}^{d} B_{il} S_{lm} \leq b_1 b_2 s \|B\|_{\max}^{2(1-q)} \|S\|_{\max}^{1-q},$$

where the final inequality follows by Lemma B.15. \qed

**Lemma B.17 (Sample Covariance Deviation)** Let $X_1, \ldots, X_N$ be $d$-dimensional i.i.d. sub-Gaussian random vectors with $\mathbb{E}[X_1] = \mu^X$ and $\text{var}[X_1] = \Sigma^X$. Let $\hat{\Sigma}_N^X = (N-1)^{-1} \sum_{n=1}^{N} (X_n - \mu^X)(X_n - \mu^X)^\top$. Then

$$\hat{\Sigma}_N^X - \hat{\Sigma}_{N-1}^X \overset{\mathcal{D}}{=} \frac{1}{N} X_N X_N^\top - \frac{1}{N} \hat{\Sigma}_{N-1}^0 - \frac{1}{N^2} X_N X_N^\top - \left(\frac{N-1}{N}\right)^2 \left(\frac{N-1}{N^2}\right) X_{N-1} X_{N-1}^\top,$$

where $\hat{\Sigma}_{N}^0 = N^{-1} \sum_{n=1}^{N} X_n X_n^\top$.

Proof We work with the biased sample covariance estimator $\frac{1}{N} \sum_{n=1}^{N} (X_n - \bar{X}_N)(X_n - \bar{X}_N)^\top$, which is equivalent to the unbiased covariance estimator up to constants. Note then that

$$\hat{\Sigma}_N^X \asymp \frac{1}{N} \sum_{n=1}^{N} (X_n - \bar{X}_N)(X_n - \bar{X}_N)^\top = \frac{1}{N} \sum_{n=1}^{N} X_n X_n^\top - \bar{X}_N \bar{X}_N^\top = \hat{\Sigma}_N^0 - \bar{X}_N \bar{X}_N^\top.$$

We now seek to control the difference $\hat{\Sigma}_N^X - \hat{\Sigma}_{N-1}^X$. To that end, note that

$$\bar{X}_N \bar{X}_N^\top = \left(\frac{1}{N} X_N + \frac{N-1}{N} \bar{X}_{N-1}\right) \left(\frac{1}{N} X_N + \frac{N-1}{N} \bar{X}_{N-1}\right)^\top$$

$$= \frac{1}{N^2} X_N X_N^\top + \left(\frac{N-1}{N}\right)^2 \bar{X}_{N-1} \bar{X}_{N-1}^\top + \left(\frac{N-1}{N^2}\right) \left(X_N \bar{X}_{N-1}^\top + \bar{X}_{N-1} X_N^\top \right),$$

and so

$$\bar{X}_N \bar{X}_N^\top - \bar{X}_{N-1} \bar{X}_{N-1}^\top = \frac{1}{N^2} X_N X_N^\top + \left(\frac{N-1}{N}\right)^2 \bar{X}_{N-1} \bar{X}_{N-1}^\top + \left(\frac{N-1}{N^2}\right) \left(X_N \bar{X}_{N-1}^\top + \bar{X}_{N-1} X_N^\top \right).$$

(B.7)
Therefore,
\[
\hat{\Sigma}_N^X - \hat{\Sigma}_{N-1}^X \simeq \left( \frac{1}{N} \sum_{n=1}^{N} X_n X_n^T - \bar{X}_N \bar{X}_N^T \right) - \left( \frac{1}{N-1} \sum_{n=1}^{N-1} X_n X_n^T - \bar{X}_{N-1} \bar{X}_{N-1}^T \right)
\]
\[
= \frac{1}{N} X_N X_N^T + \left( \frac{1}{N} - \frac{1}{N-1} \right) \sum_{n=1}^{N-1} X_n X_n^T + \left( \bar{X}_{N-1} \bar{X}_{N-1}^T - \bar{X}_N \bar{X}_N^T \right)
\]
\[
= \frac{1}{N} X_N X_N^T - \hat{\Sigma}_{N-1}^0 - \frac{1}{N^2} X_N X_N^T - \left( \left( \frac{N-1}{N} \right)^2 - 1 \right) \bar{X}_{N-1} \bar{X}_{N-1}^T
\]
\[
- \left( \frac{N-1}{N^2} \right) \left( X_N \bar{X}_{N-1}^T + \bar{X}_{N-1} X_N^T \right), \tag{B.8}
\]
where the last equality follows by (B.7). □

**Lemma B.18** (Sample Cross-Covariance Deviation) Let \( X_1, \ldots, X_N \) be \( d \)-dimensional i.i.d. sub-Gaussian random vectors with \( \mathbb{E}[X_1] = \mu^X \) and \( \text{var}[X_1] = \Sigma^X \). Let \( Y_1, \ldots, Y_N \) be \( k \)-dimensional i.i.d. sub-Gaussian random vectors with \( \mathbb{E}[Y_1] = \mu^Y \) and \( \text{var}[Y_1] = \Sigma^Y \). Let \( \tilde{\Sigma}_N^{XY} = (N-1)^{-1} \sum_{n=1}^{N} (X_n - \mu^X)(Y_n - \mu^Y)^\top \). Then
\[
\tilde{\Sigma}_N^{XY} - \bar{\Sigma}^{XY}_{N-1} \simeq \frac{1}{N} X_N Y_N^\top - \frac{1}{N} \tilde{\Sigma}^{0,XY}_{N-1} - \frac{1}{N^2} X_N Y_N^\top - \left( \left( \frac{N-1}{N} \right)^2 - 1 \right) \bar{X}_{N-1} \bar{P}_{N-1}^\top
\]
\[
- \left( \frac{N-1}{N^2} \right) \left( X_N \bar{P}_{N-1}^\top + \bar{X}_{N-1} X_N^\top \right),
\]
where \( \tilde{\Sigma}^{0,XY}_{N-1} = N^{-1} \sum_{n=1}^{N} X_n Y_n \).

**Proof** The result follows using the same approach utilized in the proof of Lemma B.17 and is omitted for brevity. □

**Lemma B.19** (Covariance Estimation with Known Particle — Operator-Norm Bound) Consider the set-up in Lemma B.17 and assume additionally that \( X_n \) is known for some \( n \in \{1, \ldots, N\} \). Then with probability at least \( 1 - ce^{-t} \)
\[
\| \hat{\Sigma}_N^X - \Sigma^X \| \leq \frac{\mathbb{E}(\|X_n\|_2, \|\mu^X\|_2)}{N} + \|\Sigma^X\| \left( \sqrt{\frac{r_2(\Sigma^X)}{N}} \vee \frac{r_2(\Sigma^X)}{N} \right) \vee \sqrt{\frac{1}{N} \vee \frac{1}{N}}.
\]

**Proof** By symmetry, we can assume without loss of generality that \( n = N \). Let \( E_1 \) denote the event on which \( \|X_{N-1} - \mu^X\|_2 \leq \sqrt{\|\Sigma^X\|} \frac{r_2(\Sigma^X)}{N} \). Then by Theorem A.1, \( \mathbb{P}(E_1) \geq 1 - e^{-t} \).
and on $E_1$ it holds that
\[
\|\hat{\Sigma}^X_N - \hat{\Sigma}^X_{N-1}\| \leq \frac{1}{N}\|X_N X_N^\top\| + \frac{1}{N}\|\hat{\Sigma}^0_{N-1}\| + \left(\left(\frac{N-1}{N}\right)^2 - 1\right)\|\hat{X}_{N-1} X_{N-1}^\top\|
\]
\[
+ \frac{N-1}{N^2} \left(\|X_N X_{N-1}^\top\| + \|\hat{X}_{N-1} X_N^\top\|\right)
\]
\[
\lesssim \frac{1}{N}\|X_N\|^2 + \frac{1}{N}\|\hat{\Sigma}^0_{N-1} - \Sigma^X\| + \frac{1}{N}\|\Sigma^X\| + \frac{1}{N}\|\hat{X}_{N-1} - \mu^X\|^2 + \frac{1}{N}\|\mu^X\|^2
\]
\[
+ \frac{1}{N}\|X_N\|_2\|\hat{X}_{N-1} - \mu^X\|_2 + \frac{1}{N}\|X_N\|_2\|\mu^X\|_2
\]
\[
\lesssim \frac{1}{N}\|X_N\|^2 + \frac{1}{N}\|\hat{\Sigma}^0_{N-1} - \Sigma^X\| + \frac{1}{N}\|\Sigma^X\| + \|\Sigma^X\| \left(\frac{r_2(\Sigma^X) \vee \sqrt{t}}{N^2} + \frac{1}{N}\|\mu^X\|^2\right)
\]
\[
+ \|X_N\|_2\sqrt{\|\Sigma^X\| \left(\frac{r_2(\Sigma^X) \vee \sqrt{t}}{N^2} + \frac{1}{N}\|\mu^X\|_2\right)}
\]
\[
\lesssim \frac{c(\|X_N\|_2, \|\mu^X\|_2)}{N} + \|\Sigma^X\| \left(\frac{r_2(\Sigma^X) \vee \sqrt{t}}{N} + \sqrt{\frac{t}{N} \vee \frac{1}{N}}\right),
\]
where the first inequality holds by (B.9). The result follows by noting that $\mathbb{P}(E_1 \cap E_2) \geq 1 - ce^{-t}$. □

**Lemma B.20 (Covariance Estimation with Known Particle — Maximum-Norm Bound)** Consider the set-up in Lemma B.17 and assume additionally that $X_n$ is known for some $n \in \{1, \ldots, N\}$. Then with probability at least $1 - ce^{-t}$
\[
\|\hat{\Sigma}^X_N - \Sigma^X\|_{\max} \lesssim \frac{c(\|X_n\|_\infty, \|\mu^X\|_\infty)}{N} + \Sigma^X \left(\frac{r_\infty(\Sigma^X) \vee \sqrt{t}}{N} + \sqrt{\frac{t}{N} \vee \frac{1}{N}}\right).
\]
Proof As in the proof of Lemma B.19, we may assume that \( n = N \). Let \( E_1 \) denote the event on which 
\[
\| \Sigma_{N-1}^X - \Sigma^X \|_\infty \lesssim \sqrt{ t \Sigma_{(1)}^X } \frac{r_{\infty}(\Sigma^X)}{N} \lesssim \sqrt{ \frac{t}{N^2} } \frac{r_{\infty}(\Sigma^X)}{N^3/2}.
\]
Then by Lemma B.6, \( P(E_1) \geq 1 - ce^{-\ell t} \) and on \( E_1 \), using similar calculations to those used to derive (B.9), it holds that
\[
\| \Sigma_{N-1}^X - \Sigma^X \|_\infty \lesssim \frac{1}{N} \| X_N \|_\infty^2 \frac{1}{N} \| \Sigma_{N-1}^0 - \Sigma^X \|_\infty \frac{1}{N} \| \Sigma^X \|_\infty + t \Sigma_{(1)}^X \frac{r_{\infty}(\Sigma^X)}{N^2} + \frac{1}{N} \| \mu_X \|_\infty^2
\]
\[
+ \| X_N \|_\infty \sqrt{ t \Sigma_{(1)}^X } \frac{r_{\infty}(\Sigma^X)}{N} \frac{1}{N} \| X_N \|_\infty \| \mu_X \|_\infty.
\]

(B.10)

Let \( E_2 \) be the event on which
\[
\| \Sigma_{N-1}^X - \Sigma^X \|_\infty \lesssim \Sigma_{(1)}^X \left( \sqrt{ \frac{r_{\infty}(\Sigma^X)}{N} } \sqrt{ \frac{t}{N} } \frac{1}{N} \sqrt{ \frac{t}{N} } + \frac{1}{N} \right).
\]

By Theorem B.7, \( P(E_2) \geq 1 - ce^{-\ell t} \). Finally, note that the desired result holds on \( E_1 \cap E_2 \) and that \( P(E_1 \cap E_2) \geq 1 - ce^{-\ell t} \), which completes the proof. \( \square \)

Lemma B.21 (Cross-Covariance Estimation with Known Particle — Maximum-Norm Bound)
Consider the set-up in Lemma B.18 and assume additionally that \((X_n, Y_n)\) is known for some \( n \in \{1, \ldots, N\} \). Then with probability at least \( 1 - ce^{-\ell t} \)
\[
\| \Sigma_{N}^{XY} - \Sigma^{XY} \|_\infty \lesssim \frac{c(\| X_n \|_\infty, \| \mu_X \|_\infty, \| Y_n \|_\infty, \| \mu_Y \|_\infty)}{N}
\]
\[
+ \left( \Sigma_{(1)}^X \cap \Sigma_{(1)}^Y \right) \left( \left( \frac{t}{N} \sqrt{ \frac{t}{N} } \right) \left( \sqrt{ \frac{r_{\infty}(\Sigma^X)}{N} } \sqrt{ r_{\infty}(\Sigma^Y) } \right) \sqrt{ \frac{r_{\infty}(\Sigma^X)}{N} } \sqrt{ \frac{r_{\infty}(\Sigma^Y)}{N} } \right).
\]

Proof The result follows using the same approach utilized in the proof of Lemma B.17 and utilizing the statements of Lemma B.18 and Theorem B.11. We omit the details for brevity. \( \square \)

Lemma B.22 (Covariance Estimation with Localized Sample Covariance and with Known Particle — Operator-Norm Bound) Consider the set-up in Theorem B.9 and assume additionally that \( X_n \) is known for some \( n \in \{1, \ldots, N\} \). For any \( t \geq 1 \), set
\[
\rho_N \asymp \frac{c(\| X_n \|_\infty, \| \mu_X \|_\infty)}{N} + \Sigma_{(1)}^X \left( \sqrt{ \frac{r_{\infty}(\Sigma^X)}{N} } \sqrt{ \frac{t}{N} } \sqrt{ \frac{t}{N} } \right)
\]
and let \( \Sigma_{\rho_N}^X \) be the localized sample covariance estimator. There exists a constant \( c > 0 \) such that, with probability at least 1 - \( ce^{-\ell t} \), it holds that
\[
\| \Sigma_{\rho_N}^X - \Sigma^X \| \lesssim R_q \rho_N^{1-q}.
\]

Proof The proof follows in identical fashion to that of Theorem B.9, except that we now use the max-norm bound established in Lemma B.20 in place of Theorem B.7. \( \square \)
Lemma B.23 (Cross-Covariance Estimation with Localized Sample Covariance and with Known Particle Operator-Norm Bound) Consider the set-up in Theorem B.12 and assume additionally that \((X_n, Y_n)\) is known for some \(n \in \{1, \ldots, N\}\). For any \(t \geq 1\), set

\[
\rho_N \approx \frac{c(\|X_n\|_{\infty}, \|\mu^X\|_{\infty}, \|Y_n\|_{\infty}, \|\mu^Y\|_{\infty})}{N} + (\Sigma^X(1) \vee \Sigma^Y(1)) \left( \left( \frac{\sqrt{t}}{\sqrt{N}} \right)^2 \|\Gamma^X\| \vee \|\Gamma^Y\| \right).
\]

There exists positive universal constants \(c_1, c_2\) such that, with probability at least \(1 - c_1 e^{-c_2 t}\),

\[
\|\hat{\Sigma}_{\rho_N}^{XY} - \Sigma^{XY}\| \lesssim R_{q_1} \rho_N^{1-q_1} \vee R_{q_2} \rho_N^{1-q_2}.
\]

Proof The proof follows in identical fashion to that of Theorem B.9, except that we now use the max-norm bound established in Lemma B.21 in place of Theorem B.7.

B.2. Proof of Main Results in Section 3

Proof of Theorem 3.5 First, we may write

\[
\|v_n - v_n^*\|_2 = \left\| (y - G(u_n) - \eta_n) (\mathcal{P}(\hat{C}^{up}, \hat{C}^{pp}) - \mathcal{P}(C^{up}, C^{pp})) \right\|_2 \\
\leq \|y - G(u_n) - \eta_n\|_2 \|\mathcal{P}(\hat{C}^{up}, \hat{C}^{pp}) - \mathcal{P}(C^{up}, C^{pp})\|_2. \quad (B.11)
\]

For the second term in (B.11), it follows by Lemma A.7 that

\[
\|\mathcal{P}(\hat{C}^{up}, \hat{C}^{pp}) - \mathcal{P}(C^{up}, C^{pp})\|_2 \leq \|\Gamma^{-1}\| \|\hat{C}^{up} - C^{up}\| + \|\Gamma^{-1}\| \|C^{up}\| \|\hat{C}^{pp} - C^{pp}\|.
\]

In order to control the two deviation terms, we write \(W_i \equiv [u_i^T, G^T(u_i)]^T\) for \(1 \leq i \leq N\). Further, let

\[
\hat{C}^W = \frac{1}{N-1} \sum_{i=1}^N (W_i - \bar{W}_N)(W_i - \bar{W}_N)^T, \quad C^W = \begin{bmatrix} C_{pu} & C_{up}^T \\ C_{pu} & C_{pp} \end{bmatrix}.
\]

with \(\bar{W}_N = [\bar{m}^T, \bar{y}^T]^T\) and \(\bar{y}\) the sample mean of \(\{G(u_n)\}_{n=1}^N\). Since \(u \sim N(m, C)\) and \(G\) is Lipschitz, by Gaussian concentration [102, Theorem 5.2.2] it holds that \(\|G(u) - \mathbb{E}[G(u)]\|_{\mathcal{W}_2} \leq \|G\|_{\text{Lip}}\|C\|^{1/2}\) and we can apply Lemma B.19. Letting \(E_1\) be the event on which

\[
\|\hat{C}^{up} - C^{up}\| \vee \|\hat{C}^{pp} - C^{pp}\| \leq \|\hat{C}^W - C^W\|
\]

\[
\lesssim \frac{c(\|W_n\|, \|\mathbb{E}[W_n]\|)}{\sqrt{N}} + \|C^W\| \left( \sqrt{\frac{r_2(C^W)}{N}} \vee \frac{r_2(C^W)}{N} \right) \left( \sqrt{\frac{r_2(C^W)}{N}} \vee \frac{r_2(C^W)}{N} \right),
\]

then Lemma B.19 ensures that \(\mathbb{P}(E_1) \geq 1 - c_1 e^{-c_2 t}\). It follows that on the event \(E_1\), we also have

\[
\|\mathcal{P}(\hat{C}^{up}, \hat{C}^{pp}) - \mathcal{P}(C^{up}, C^{pp})\|_2 \lesssim \|\Gamma^{-1}\| (1 \vee \|C^{up}\|) \|C^W\| \left( \sqrt{\frac{r_2(C^W)}{N}} \vee \frac{r_2(C^W)}{N} \right) \left( \sqrt{\frac{r_2(C^W)}{N}} \vee \frac{r_2(C^W)}{N} \right).
\]
The expression can be simplified by noting that since $C^W \succeq 0$, $\|C^W\| \leq \|C\| + \|C^{pp}\|$ and further since $\text{Tr}(C^W) = \text{Tr}(C) + \text{Tr}(C^{pp})$

$$\|C^W\| \left( \sqrt{\frac{r_2(C^W)}{N} + \frac{r_2(C)}{N}} \vee \sqrt{\frac{1}{N} \vee \frac{t}{N}} \right)$$

$$\lesssim (\|C\| \vee \|C^{pp}\|) \left( \sqrt{\frac{\text{Tr}(C) + \text{Tr}(C^{pp})}{N(\|C\| \vee \|C^{pp}\|)}} \vee \frac{\text{Tr}(C) + \text{Tr}(C^{pp})}{N(\|C\| \vee \|C^{pp}\|)} \vee \sqrt{\frac{1}{N} \vee \frac{t}{N}} \right)$$

$$\lesssim (\|C\| \vee \|C^{pp}\|) \left( \sqrt{\frac{r_2(C)}{N} + \frac{r_2(C^{pp})}{N}} \vee \sqrt{\frac{r_2(C)}{N} + \frac{r_2(C^{pp})}{N}} \right) \left( \sqrt{\frac{1}{N} \vee \frac{t}{N}} \right) .$$

where the last inequality follows by similar reasoning to that used in the proof of Lemma A.3. \qed

**Proof of Theorem 3.7** As in the proof of Theorem 3.5, we have that

$$\|v_n^p - v_n^s\|_2 \leq \|y - G(u_n) - \eta_n\|_2 \|P(C_{\bar{p}_N}, \bar{C}_{\bar{p}_N}^{pp}) - P(C_{up}, C^{pp})\|_2 .$$

Further, by Lemma A.7,

$$\|P(C_{\bar{p}_N}, \bar{C}_{\bar{p}_N}^{pp}) - P(C_{up}, C^{pp})\|_2 \leq (\|\Gamma^{-1}\| \vee \|\Gamma^{-1}\|^2)(1 \vee \|C_{up}\|)(\|\bar{C}_{\bar{p}_N}^{up} - C_{up}\| + \|\bar{C}_{\bar{p}_N}^{pp} - C^{pp}\|) .$$

Let $E_1$ denote the event on which

$$\|\bar{C}_{\bar{p}_N}^{up} - C_{up}\| \lesssim R_{q_1} \rho_{N,1}^{1-q_1} \vee R_{q_2} \rho_{N,2}^{1-q_2} .$$

By Lemma B.23, $E_1$ has probability at least $1 - c_1 e^{-c_2 t}$. Let $E_2$ be the event on which

$$\|\bar{C}_{\bar{p}_N}^{pp} - C^{pp}\| \lesssim R_{q_3} \rho_{N,3}^{1-q_3} .$$

By Lemma B.22, $E_2$ has probability at least $1 - c_1 e^{-c_2 t}$. Therefore, $E = E_1 \cap E_2$ has probability at least $1 - c_1 e^{-c_2 t}$, and on $E$ it holds that

$$\|P(C_{\bar{p}_N}, \bar{C}_{\bar{p}_N}^{pp}) - P(C_{up}, C^{pp})\|_2 \lesssim (\|\Gamma^{-1}\| \vee \|\Gamma^{-1}\|^2)(1 \vee \|C_{up}\|)(R_{q_1} \rho_{N,1}^{1-q_1} + R_{q_2} \rho_{N,2}^{1-q_2} + R_{q_3} \rho_{N,3}^{1-q_3}) .$$ \qed

**C. Proofs: Section 4**

This appendix contains the proofs of the auxiliary results discussed in Section 4.

**Lemma C.1** (Kalman Gain Deviation with Localization) Let $u_1, \ldots, u_N$ be $d$-dimensional i.i.d. sub-Gaussian random vectors with $\mathbb{E}[u_1] = m$ and $\mathbb{E}[(u_1 - m)(u_1 - m)^T] = C$. Assume further that $C \in$...
\( \mathcal{U}_d(q, R_q) \) for some \( q \in [0, 1) \) and \( R_q > 0 \). For any \( t \geq 1 \), set

\[
\rho_N \asymp C(1) \left( \sqrt{\frac{r_{\infty}(C)}{N}} \lor \sqrt{\frac{t}{N}} \lor \frac{t \tau_{\infty}(C)}{N} \right)
\]

and let \( \hat{C}_{\rho_N} \) be the localized sample covariance estimator. There exists a positive universal constant \( c \) such that, with probability at least \( 1 - ce^{-t} \),

\[
\| \mathcal{K}(\hat{C}_{\rho_N}) - \mathcal{K}(\hat{C}) \| \lesssim \| A \| \| C \| R_q (1 + \| A \|^2 \| C \|) \rho_N^{1-q}.
\]

**Proof** By Lemma A.4 and Theorem 3.1, it follows immediately that

\[
\| \mathcal{K}(\hat{C}_{\rho_N}) - \mathcal{K}(\hat{C}) \| \leq \| A \| \| C \| \rho_N (1 + \| A \|^2 \| C \|).
\]

There exists a positive universal constant \( c \) such that, with probability at least \( 1 - ce^{-t} \),

\[
\| \hat{\Sigma} - \Sigma \| \lesssim R_q \rho_N^{1-q} \left( 1 + \| A \|^2 \| C \| \left( 2 \| C \| + R_q \rho_N^{1-q} \right) + \| A \|^4 \| C \| \rho_N^{1-q} \right).
\]

**Proof** For the localized SR update we have \( \hat{\Sigma} = C(\hat{C}_{\rho_N}) \). From Lemma A.6, the continuity of \( C \) implies that

\[
\| C(\hat{C}_{\rho_N}) - C(C) \| \leq \| \hat{C}_{\rho_N} - C \| \left( 1 + \| A \|^2 \| C \| \right) \rho_N.
\]

Let \( E \) denote the event on which

\[
\| \hat{C}_{\rho_N} - C \| \lesssim R_q \rho_N^{1-q}.
\]

By Theorem B.12, \( E \) has probability at least \( 1 - ce^{-t} \). It also holds on \( E \) that

\[
\| \hat{C}_{\rho_N} - C \| \lesssim \| C \| + R_q \rho_N^{1-q}.
\]

Therefore, it holds on \( E \) that

\[
\| \hat{\Sigma} - \Sigma \| \lesssim R_q \rho_N^{1-q} \left( 1 + \| A \|^2 \| C \| \left( 2 \| C \| + R_q \rho_N^{1-q} \right) + \| A \|^4 \| C \| \rho_N^{1-q} \right). \quad \Box
\]