Three-body resonances in the $\varphi^4$ theory
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ABSTRACT: We study the properties of three-body resonances using a lattice complex scalar $\varphi^4$ theory with two scalars, with parameters chosen such that one heavy particle can decay into three light ones. We determine the two- and three-body spectra for several lattice volumes using variational techniques, and then analyze them with two versions of the three-particle finite-volume formalism: the Relativistic Field Theory approach and the Finite-Volume Unitarity approach. We find that both methods provide an equivalent description of the energy levels, and we are able to fit the spectra using simple parametrizations of the scattering quantities. By solving the integral equations of the corresponding three-particle formalisms, we determine the pole position of the resonance in the complex energy plane and thereby its mass and width. We find very good agreement between the two methods at different values of the coupling of the theory.
1 Introduction

The hadronic three-body problem marks the current frontier of the theoretical and computational progress in hadron spectroscopy. Its understanding is crucial to various systems of high relevance, such as the Roper resonance and its large branching ratios to $\pi\pi N$ channels [1–5] and other mesonic resonances, such as the $\omega(782)$ [6] decaying into $\pi^+\pi^-\pi^0$, or the search for spin exotics [7] decaying only to three-body final states.

Understanding such systems has been a major challenge for a long time, and only recently it came into reach due to rapid theoretical and computational advances. Specifically, enormous progress has been achieved connecting the spectrum of three-body systems in finite and infinite volume [8–62] via the so-called quantization condition, for reviews see Refs. [63–68]. Several weakly interacting systems of three mesons at maximal isospin have indeed
been calculated in Lattice QCD \cite{34, 37, 54, 69-76} and successfully studied using threebody quantization conditions. The strategy for resonant three-body systems has been laid out \cite{46, 77, 78}, and its first application to the axial $a_1(1260)$-resonance from Lattice QCD has been accomplished \cite{77}.

With only a few available Lattice QCD results for resonant three-body systems \cite{4, 77}, it was so far not possible to uncover the appearance of such interesting effects as the avoided level crossing or test various strategies in extracting infinite-volume quantities. In this work, we attempt to close this gap by using $\varphi^4$-theory, which is a viable testbed for formalism in a controlled setup. For previous work see Refs. \cite{79-81}. Due to reduced computational costs compared to lattice QCD, the exploration of parameter space is much more flexible. In addition, one can control the particle content and the resonance parameters freely.

On the analysis side, we utilize state-of-the-art quantization conditions, namely the \textit{Relativistic Field Theory} (RFT) \cite{15, 16} and \textit{Finite-Volume Unitarity} (FVU) \cite{33, 34} approach, testing and comparing those for the first time on the same set of data. We note that this also tests the performance of the \textit{Non-Relativistic Effective Field Theory} (NREFT) \cite{21, 22} approach, which in its Lorentz-invariant formulation \cite{55} is algebraically identical to the FVU quantization condition, at least within the approximations used in this work. At their core, all these approaches aim to separate the power-law volume dependence of the three-particle scattering amplitude from the exponentially suppressed one, which necessitates singling out the classes of Feynman diagrams in which the intermediate particles can go on-shell. Obviously, this goal is achieved by different means in the different formalisms, but the final result is equivalent in the sense that all configurations of three particles being on-shell are accounted for. The differences include the chosen cutoff in the spectator momentum, how exponentially suppressed terms are accounted for, and the particular choice of the parametrization for the (sub)-system dynamics. Relations between different parametrizations are, in general, non-trivial and involve integral equations, see Refs. \cite{54, 62, 82}. Still, an empirical comparison of both finite-volume approaches (FVU/RFT) on the same set of lattice results has not been performed. Potentially, there might be scenarios where one or another approach may be more advantageous to describe the actual data. This defines the second goal of this work, allowing one to identify possible systematics of analysis tools for future studies.

This paper is organized as follows: in section 2 we show the toy model with an explicit resonance coupling to the three-particle final states. In section 3 we recap both finite-volume quantization conditions and discuss the workflow for extraction of scattering parameters. Next, in section 4 we present our analysis of the finite-volume spectrum at different values of the couplings in the action. Furthermore, in section 5 we present the determination of the mass and width of the resonance based on the fitted scattering quantities. We conclude with the summary in section 6.
2 Description of the Model

Scalar models were already used to study resonances of two particles in [83, 84], providing the necessary background for carrying out similar studies also in lattice QCD. Here we study a similar model which has a resonance coupled to the three-body state. The Euclidean model is composed of two complex scalar fields \( \varphi_i \) \((i = 0, 1)\) with non-degenerate (bare) masses \( m_0 < m_1 \) and Lagrangian

\[
\mathcal{L} = \sum_{i=0,1} \left[ \frac{1}{2} \partial^{\mu} \varphi_i^{\dagger} \partial_{\mu} \varphi_i + \frac{1}{2} m_i^2 \varphi_i^{\dagger} \varphi_i + \lambda_i (\varphi_i^{\dagger} \varphi_i)^2 \right] + \frac{g}{2} \varphi_1^{\dagger} \varphi_0^3 + \text{h.c.} \quad \text{(2.1)}
\]

The terms proportional to the bare coupling \( g \) make the heavy particle (with field \( \varphi_1 \)) unstable since it can decay into three light particles, each of them associated with field \( \varphi_0 \). The Lagrangian has a global symmetry \( \varphi_0 \rightarrow e^{i\alpha} \varphi_0 \) and \( \varphi_1 \rightarrow e^{i3\alpha} \varphi_1 \), which prevents the mixing of operators transforming in different ways under this symmetry, for instance, the operator \( \varphi_0^3 \) cannot mix with the operator \( \varphi_1^3 \). Thus, the mixing of one light particle with three light particles is forbidden. This will be useful for the extraction of the spectrum.

To study the problem numerically, we define the theory on a finite hypercubic lattice with periodic boundary conditions, lattice spacing \( a \), and volume \( V = T \cdot L^3 \), where \( T \) denotes the Euclidean time extent and \( L \) the spatial extent of the lattice. We define the derivatives in the Lagrangian on a lattice as finite differences

\[
\partial_\mu \varphi_i(x) = \frac{1}{a} \left( \varphi_i(x + a\mu) - \varphi_i(x) \right). \quad \text{(2.2)}
\]

In the following, we set the lattice spacing \( a = 1 \) for convenience. Redefining

\[
m_i^2 = \frac{1 - 2\lambda_i}{\kappa_i} - 8, \quad \hat{\lambda}_i = 4\kappa_i^2 \lambda_i, \quad \hat{g} = 4g \sqrt{\kappa_0^2 \kappa_1}, \quad \varphi_i = \sqrt{2\kappa_i} \phi_i, \quad \text{(2.3)}
\]

the discretized lattice action reads

\[
S = \sum_x \left\{ \sum_{i=0,1} \left[ -\kappa_i \phi_i^{\dagger}(x) \sum_{\mu} \left[ \phi_i(x + \mu) \phi_i(x - \mu) \right] + \phi_i^{\dagger}(x) \phi_i(x) + \hat{\lambda}_i \phi_i^{\dagger}(x) \phi_i(x) - 1 \right]^2 \right. \\
\left. \quad + \frac{\hat{g}}{2} \phi_1^{\dagger}(x) \phi_0^3(x) + \text{h.c.} \right\}. \quad \text{(2.4)}
\]

As a further simplification, we study the model in the limit \( \lambda_i \rightarrow \infty \) for both couplings \( i = 0, 1 \), this is often referred to as the Ising limit (a more detailed discussion of this limit can be found in section 2.4.2 of [85]). In this limit, the only non-zero contribution to the path integral over the field comes from the configurations that satisfy \( \phi_i^{\dagger}(x) \phi_i(x) = 1 \). Thus, the integral over the complex variable \( \phi_i \) is reduced to the integral of an angle \( \theta \), representing the phase of the field \( \phi_i = e^{i\theta_i} \) and the action simplifies to

\[
S = \sum_x \left\{ \sum_{i=0,1} \left[ -\kappa_i \phi_i^{\dagger}(x) \sum_{\mu} \left[ \phi_i(x + \mu) + \phi_i(x - \mu) \right] \right] + \frac{\hat{g}}{2} \phi_1^{\dagger}(x) \phi_0^3(x) + \text{h.c.} \right\}. \quad \text{(2.5)}
\]
The model is most likely trivial and reduces to a free theory in the continuum limit \cite{86}. However, with a small but finite lattice spacing and with energies below the cutoff scale, the model effectively describes an interacting continuum field theory.

\section{Simulation algorithm}

We generate ensembles, using the Metropolis-Hastings algorithm\footnote{For this model, more advanced algorithms are available, see e.g. Ref. \cite{87}. However, given the large values of the bare mass in our ensembles (Table 1), we do not expect a significant speed-up compared to the Metropolis-Hastings algorithm. Our implementation is available at https://github.com/HISKP-LQCD/Z2-phi4/tree/complex-ising}. For each point $x$ a new configuration is proposed $\phi'(x)$ from a uniform distribution, and it is accepted with probability $P = \min \{1, \exp (-\Delta S)\}$, where $\Delta S$ is the variation of the action (2.5). When simulating even lattice sizes, the lattice can be divided, as usual, into two sectors (even/odd), where all the points within one sector can be updated in parallel. This strategy cannot be used for odd lattice sizes, where we have to divide the lattice into three sectors instead, which can be updated simultaneously. We implement the simulation algorithm using the Kokkos C++ library \cite{88, 89}, which provides abstractions for both parallel execution of code and data management in order to write performance-portable applications. The list of ensembles, generated in this work, is compiled in Table 1.

We used $2 \cdot 10^7$ configurations for each ensemble, generated from 200 replicas each of $10^5$ thermalized configurations. We skip the first $10^4$ configurations in each replica for thermalization. For the light mass $M_0$, we measured the integrated autocorrelation time $\tau_{\text{int}} \sim 0.8$, in units of the Monte Carlo time. We bin the configurations in blocks of $10^5$ (the entire replica), which we expect to be safely larger than the $\tau_{\text{int}}$ of any of the observables investigated here. We resample the resulting 200 configurations using the Jackknife technique to propagate uncertainties to all derived quantities.

\section{Observables}

We measure the mass of the light particle from an exponential fit to the appropriate two-point correlation functions at large time distances

$$\langle \tilde{\phi}_0(t) \tilde{\phi}_0(0) \rangle \approx |A_{\phi_0 \rightarrow 0}|^2 \left( e^{-M_0 t} + e^{-M_0 (T-t)} \right),$$

with $\tilde{\phi}_0(t) = \sum_{\vec{x}} \phi_0(t, \vec{x})$ being a field projected onto the zero spatial momentum, $M_0$ the mass of one particle $\phi_0$ and the matrix element $A_{\phi_0 \rightarrow 0} = \langle \phi_0 | \tilde{\phi}_0 | 0 \rangle$. Analogously, the energy

\begin{table}[h]
\centering
\begin{tabular}{cccc}
\hline
$\kappa_0$ & $\kappa_1$ & $g$ & $L$ \\
\hline
0.148522 & 0.134228 & 0.148522 & 0.134228 \\
0.147957 & 0.131234 & 0.147957 & 0.131234 \\
0.147710 & 0.131062 & 0.147710 & 0.131062 \\
0.147145 & 0.131062 & 0.147145 & 0.131062 \\
\hline
\end{tabular}
\caption{Ensembles used in this work. The time extent is always kept fixed to $T = 64$.}
\end{table}
of the two light particle system $E_2$ can be determined from
\[ \langle [\tilde{\phi}_0^2(t)]^2 \tilde{\phi}_0(0) \rangle^2 \approx |A_{2\phi_0\rightarrow 0}|^2 \left( e^{-E_2t} - e^{-E_2(T-t)} \right) + |A_{\phi_0\rightarrow \phi_0}|^2 e^{-M_0T} \] (2.7)
where the matrix elements are $A_{2\phi_0\rightarrow 0} = \langle 2\phi_0 | [\tilde{\phi}_0(t)]^2 | 0 \rangle$ and $A_{\phi_0\rightarrow \phi_0} = \langle \phi_0 | [\tilde{\phi}_0(t)]^2 | \phi_0 \rangle$. When the coupling is zero $g = 0$ the particle $\phi_1$ is stable thus its mass $M_1$ can be measured as for $M_0$ from the exponential fit of
\[ \langle \tilde{\phi}_1^2(t)\tilde{\phi}_1(0) \rangle \approx A_{1\rightarrow 0} \left( e^{-M_1t} + e^{-M_1(T-t)} \right) . \] (2.8)
If $g > 0$, then one $\phi_1$ particle can mix with the three $\phi_0$ particles. Hence we consider the operators $\phi_0^3$ and $\phi_1$ with identical quantum numbers to construct the correlator matrix
\[ C(t) = \begin{pmatrix} \langle [\tilde{\phi}_0^3(t)]^3 \tilde{\phi}_0(0) \rangle^3 & \langle [\tilde{\phi}_1(t)]^3 \tilde{\phi}_1(0) \rangle^3 \\ \langle [\tilde{\phi}_1(t)]^3 \tilde{\phi}_0(0) \rangle^3 & \langle [\tilde{\phi}_1(t)]^3 \tilde{\phi}_1(0) \rangle^3 \end{pmatrix} . \] (2.9)
We solve the generalized eigenvalue problem (GEVP) [90–93]
\[ C(t) v_n = \lambda(t, t_0) C(t_0) v_n \] (2.10)
for all $t$, keeping fixed $t_0 = 3$ in lattice units. From the eigenvalues $\lambda(t)$, the energy levels $E_3$ and $E'_3$ can be extracted with the help of an exponential fit
\[ \lambda(t, t_0) \propto \left( e^{-E_3(t-t_0)} + e^{-E_3(T-(t-t_0))} \right) , \] (2.11)
\[ \lambda'(t, t_0) \propto \left( e^{-E'_3(t-t_0)} + e^{-E'_3(T-(t-t_0))} \right) . \] (2.12)
We check that our results are stable by comparing the extracted energy levels to the case where we also include the operators $\phi_1^3\phi_0^3\phi_0$ and $\phi_3^3\phi_0^3\phi_0$ in the correlator matrix.
All our ensembles have time extent $T = 64$, and we have checked that this allows us to neglect all the uncertainties due to finite $T$ safely. To reduce the statistical error of the correlators, we use translational invariance and average over all possible combinations with the same source-sink separation e.g.
\[ \langle \tilde{\phi}_0^3(t)\tilde{\phi}_0(0) \rangle = \frac{1}{T} \sum_{t' = 0}^{T} \langle \tilde{\phi}_0^3(t')\tilde{\phi}_0(t - t') \rangle . \] (2.13)
For the implementation of the GEVP we use [94], and the values of the energies measured in our ensembles are reported in Table 2.

3 Quantization Conditions

We now describe the two- and three-particle quantization conditions. In the two-particle case, this is the well-established Lüscher formalism [95]. In the $S$-wave only limit, the two-particle spectrum is given by solutions of the following equation
\[ q^\ast \cot \delta = \frac{2}{\gamma L} \frac{Z_{00}}{\sqrt{\pi}} \left( 1, \frac{q L}{2\pi} \right) . \] (3.1)
Table 2. Energy levels determined in this work. $M_0$ is the one-particle mass and $E_2$ is the two-particle energy. When $g = 0$, $M_1$ labels the mass of the heavy particle, and $E_3$ the lowest three-particle energy level. When $g > 0$, $E_3$ and $E_3'$ correspond to two different three-particle energy levels. All energies are given in units of the lattice spacing.

Here $Z_{P,0}$ is the Lüscher zeta function in the moving frame, the Lorentz boost factor $\gamma = E_2(P)/E_{CM}$ is defined in terms of center of mass energy $E_{CM}^2 = E_2^2 - P^2$ with $P$ the total momentum of the system, while the relative momentum of the two particles is given by $q^2 = E_{CM}^2/4 - M_0^2$. The right-hand side of Eq. (3.1) can be computed from the spectrum at a finite volume while the left-hand side is related to the scattering amplitude in the infinite volume. All the data quoted in this paper are in the $P = 0$ frame, $\gamma = 1$, and we only consider the trivial irreducible representation $A_1$ of the octahedral group.

As mentioned above, we utilize both the RFT and the FVU approach in the three-particle sector. The RFT and FVU approaches have been shown to be formally equivalent, and a non-trivial integral-equation-type relation between the three-particle interaction parameters has been established [54, 62, 82]. All approaches use scheme-dependent quantities to parametrize three-body effects: $K_{df,3}$ for RFT and $C$ for FVU. The schemes differ, for example, due to different implementations of the spectator-momentum cutoff or different forms of the one-particle exchange terms. In the following, we recap both approaches in the case of three identical scalars and no two-to-three processes.
3.1 Relativistic Field Theory approach

The RFT approach \cite{15, 16} is derived by classifying all power-law finite-volume effects emerging from all Feynman diagrams to all orders in perturbation theory in a generic relativistic field theory. In the case of three identical scalars with mass \( M_0 \) and no two-to-three transitions, the quantization condition reads

\[
\det \left[ F_3(E_3, P, L) + 1/K_{\text{af},3}(E_3^a) \right] = 0, \tag{3.2}
\]

where \( E_3^a = \sqrt{E_3^2 - P^2} \) is the center-of-mass (c.m.) three-particle energy, and \( F_3 \) and \( K_{\text{af},3} \) are matrices in a space labeled by the finite-volume momentum, \( P = 2\pi n, n \in \mathbb{Z}^3 \), of one of the particles (denoted the “spectator”) and the angular momentum of the other two in their two-particle c.m. frame. The above determinant acts in this space. In the simplest case, with only S-wave interactions, taking the zero total momentum \( P = 0 \) and assuming \( K_{\text{af},3} \) to be only a function of the overall energy of the system \( E_3 \), the quantization condition can be reduced to

\[
F_3^{\text{iso}}(E_3, L) = -1/K_{\text{af},3}^{\text{iso}}(E_3). \tag{3.3}
\]

This is usually referred to as the isotropic approximation, which neglects higher partial waves in the three-particle system and two-particle subsystems, and is expected to be valid close to the threshold. The right-hand side of this equation is the three-particle K-matrix, and it parametrizes three-particle short-range interactions. Note that \( K_{\text{af},3}^{\text{iso}} \) is a scheme-dependent unphysical object. The connection to the physical amplitude will be discussed below in section 5.

The left-hand side of Eq. (3.3) contains finite-volume information and the two-particle scattering phase shift. The relevant expressions to compute \( F_3^{\text{iso}} \) are:

\[
F_3^{\text{iso}}(E_3, L) = \frac{1}{L^3} \sum_{k,p} \left[ \tilde{F}^s - \tilde{F}^s \right] \frac{1}{(K_2)^{-1} + \tilde{F}^s + \tilde{G}^s} \biggl|_{kp},
\]

\[
\left[ \tilde{K}_2 \right]_{kp} = \delta_{kp} \frac{32\pi \omega_k E_{2,k}^2}{q_{2,k}^2 \cot \delta + |q_{2,k}^2|(1 - H(k))},
\]

\[
\left[ F^s \right]_{kp} = \delta_{kp} \left( \frac{1}{L^3} \sum_a -\text{PV} \int_a^{UV} \right) \frac{4\omega_k 4\omega_a \omega_{k+a}(E_3 - \omega_k - \omega_a - \omega_{k+a})}{H(k)H(p)},
\]

\[
\left[ \tilde{G}^s \right]_{kp} = \frac{H(k)H(p)}{L^3 2\omega_k 2\omega_p ((P - p - k)^2 - M_0^2)}.
\]

Here, the vectors \( p \) and \( k \) label the finite-volume momenta of the spectator particle, and \( \tilde{K}_2, \tilde{F}^s \) and \( \tilde{G}^s \) are matrices in a space with \( p, k \) indices. The on-shell energies for particles with momentum \( x \) are denoted by \( \omega_x = \sqrt{x^2 + M_0^2} \), while the c.m. energy of the interacting pair and relative c.m. momentum are given by \( E_{2,k}^2 = (E_3 - \omega_k)^2 - k^2 = E_3^2 + M_0^2 - 2E_3\omega_k \), \( q_{2,k}^2 = E_{2,k}^2/4 - M_0^2 \). Moreover, \( k \) and \( p \) are the four momenta of the spectator particles and \( P = (E_3, 0) \) in the overall c.m. frame. In \( \tilde{F}^s \), the integral is defined \( \int_a d^3a/(2\pi)^3 \), while the sum over \( a \) runs over all finite-volume momenta. The principal value (PV) prescription
is defined as in Ref. [15]. The superscript “UV” in the sum and integral indicate that an ultraviolet cutoff is required to separately evaluate the sum and integral. A method for evaluating numerically the sum minus integral can be found in appendix B of Ref. [31]. The expressions in Eqs. (3.4) contain a smooth cutoff function $H(k)$ as defined in Eqs. (28) and (29) of Ref. [15], which we display here for completeness

$$H(k) = J \left( E_{2,k}^2 - (1 + \alpha)M_0^2 \right), \quad J(z) = \begin{cases} 0, & z \leq 0; \\ \exp \left( -\frac{1}{z} \exp \left[ -\frac{1}{1-z} \right] \right), & 0 < z < 1; \\ 1, & 1 \leq z. \end{cases} (3.5)$$

In this work, we keep $\alpha = -1$, which ensures that all matrices appearing in the quantization condition are finite. In particular, the cutoff function restricts $k < k_{\text{max}}$, where $k_{\text{max}}$ is defined by $E_{2,k}^2 | k_{\text{max}} = 0$. We use the implementation of the quantization condition provided in Ref. [61] and the associated repository [96].

### 3.2 Finite-Volume Unitarity approach

The FVU approach is based on the unitarity relations for the three-to-three body scattering amplitude. Hereby, the bookkeeping of various configurations of three particles, going on-shell, is simplified by utilizing the so-called isobar-spectator language [97]. The isobar can be thought of as an intermediate auxiliary field which, in particular, can also describe a system of two repulsively interacting particles [34, 71, 74]. The notion of an isobar is closely related to the particle pair in the RFT approach – namely, a full propagator of an isobar coincides with the two-particle Green function in a particular partial-wave channel. Using this amplitude and employing constraints on intermediate momenta due to the (periodic) boundary conditions on the lattice, this approach yields the FVU three-body quantization condition. In the c.m. frame, it is algebraically identical to the Lorentz-invariant NREFT quantization condition as mentioned before, and hence, if needed, one could use the same procedure to transform the equation to the moving frames. In this paper, however, we work explicitly in the c.m. frame and the need for such a transformation does not arise. Alternatively, one might consider the “relativization” of the one-particle exchange term similar to the last line in Eq. (3.4) and setting a cutoff low enough to ensure that no spurious energy levels emerge in the spectrum.

For the present case with only $S$-wave interactions the FVU three-body quantization condition reduces to

$$\det \left[ B + C + E_L \cdot \left( \hat{K}^{-1} - \Sigma_{FV} \right) \right]_{kp} = 0. (3.6)$$
Explicitly, the above matrices in the space of spectator momenta are defined as

\[
B(E_3)|_{kp} = B(k, p; E_3) = \frac{-1}{2\omega_{k+p}(E_3 - \omega_k - \omega_p - \omega_{k+p})},
\]

\[
\tilde{K}^{-1}(E_3)|_{kp} = \delta_{kp} \tilde{K}^{-1}_2(E_{2,p}^2),
\]

\[
\Sigma^{FV}(E_3)|_{kp} = \delta_{kp} \Sigma^{FV}(E_{2,p}^2, M_0 L, p),
\]

\[
[E_L]|_{kp} = \delta_{kp} (M_0 L)^3 2\omega_p.
\]

Here, we used the same nomenclature as introduced in the previous section. Ignoring the exponentially suppressed \(e^{-M_0 L}\) terms, the only volume-dependent terms are given by the kinematical function \(E_L\), the one-particle exchange diagram with propagator \(B\), and the two-body self-energy term \(\Sigma^{FV}\) evaluated in the finite volume. The form of the latter two is fixed by ensuring two- and three-body unitarity in the infinite volume as discussed before. In particular, the two-body self-energy term reads

\[
\Sigma^{FV}(E_{2,p}^2, M_0 L, p) = \frac{J_p(E_{2,p}^2)}{(M_0 L)^3} \sum_s \frac{E_{2,p}^2}{(4\omega_s^2)} \frac{1}{2\omega_s} \frac{1}{E_{2,p}^2 - 4\omega_s^2},
\]

and Lorentz boost with the three-momentum \(p\),

\[
s^* = s + p \left( \frac{s \cdot p}{p^2} \left( J_p(E_{2,p}^2) - 1 \right) + \frac{J_p(E_{2,p}^2)}{2} \right), \quad J_p(E_{2,p}^2) = \sqrt{\frac{E_{2,p}^2}{E_{2,p}^2 + p^2}},
\]

see Ref. [37]. The matrix \(C\) in the isotropic approximation is a matrix in the spectator momenta, where all entries are identical and depend only on the total energy \(E_3\). It is a volume-independent term that, together with \(\tilde{K}^{-1}_2\), encodes the three- and two-body dynamics, respectively. Hence, they cannot be fixed from principles of the S-matrix theory alone, but only from the fits to the actual finite-volume spectra. We note that fixing \(C\) requires the calculation of the three-body spectrum, whereas \(\tilde{K}^{-1}_2\) can be fixed either from the two-body spectrum alone or from a combined fit of the two- and three-body energy levels. Specifically, using the standard Lüsher approach (3.1) we express the two-body term as

\[
\tilde{K}^{-1}_2(E_{2,p}^2) = \frac{-q_{2,p}^2}{16\pi} \cot \delta + \text{Re} \Sigma^{IV}(E_{2,p}^2),
\]

through the two-body S-wave phase-shift \(\delta\) with \(q_{2,p}^2\) defined as in the previous section. The relative c.m. momentum is defined as in section 3.1, and the infinite-volume self-energy reads

\[
\Sigma^{IV}(E_{2,p}^2) = \int \frac{d^3s}{(2\pi)^3} \frac{1}{2\omega_s} \frac{1}{(4\omega_s^2)} \frac{1}{E_{2,p}^2 - 4\omega_s^2}.
\]

We note that other parametrizations of the two-body term \(\tilde{K}^{-1}_2\) can be chosen as well.
Finally, we note that all available three-body quantization conditions, Eqs. (3.6) and (3.2), are infinite-dimensional in the spectator momentum space, which calls for a truncation of the momentum space. Various approaches to this issue have been discussed in the literature, such as the inclusion of the form-factors [16, 33, 37], hard cutoff, or over-subtractions [74, 77, 98]. These schemes all come with various (dis)advantages. Here we work with a hard cutoff $|p| < \Lambda$ with $\Lambda = \sqrt{8\pi}/L$, which is sufficient to access the kinematical region of interest, see section 4.

3.3 Parametrization of the two- and three-body forces

Finding the solutions of the quantization conditions in Eqs. (3.1), (3.3), and (3.6) allows one to predict the energy eigenvalues, given the knowledge of volume-independent quantities. This also means that we can extract these volume-independent quantities from finite-volume spectra. In particular, we are interested in constraining $q^* \cot \delta$ for the two-body sector, and $K_{\text{iso,}3}^{\text{df}}$ (RFT) and $C$ (FVU) in the three-body sector.

In practice, we need to parametrize the energy dependence of the quantities, describing the interactions, with a small set of parameters. For the two-particle interactions, it is customary to use the effective range expansion:

$$q^* \cot \delta = \frac{1}{a} + O(q^*^2), \quad (3.12)$$

where $a$ is the scattering length. In the three-body sector, we will use parametrizations that include an explicit pole to accommodate a resonance. In particular, $C$ in FVU and $K_{\text{iso,}3}^{\text{df}}$ in RFT will be parametrized as

$$C = \frac{c_0}{E_3^2 - m_R^2} + c_1, \quad K_{\text{iso,}3}^{\text{df}} = \frac{c'_0}{E_3^2 - m_R^2} + c'_1, \quad (3.13)$$

where $c_i$ and $c'_i$ ($i = 0, 1$) are numerical constants to be determined from the data. When the final-state rescattering is weak, one can relate the sign of $c_0$ ($c'_0$) to the residua of the two-point correlation function. The latter has a definite sign as discussed in Ref. [39], which implies that $c_0$ ($c'_0$) should be negative.

Previous studies [31, 77] indicate that these parametrizations can describe resonances. Moreover, it should be pointed out that the parametrization given in Eq. (3.13) is already rather general. For example, on physical grounds, one may exclude a double pole or a cut in the variable $E_3^2$. The latter can be directly ruled out from unitarity considerations in the low-energy region. Regarding the former, it is expected that the weak repulsive final-state interactions will lead to a small splitting of the double pole, resulting in two nearby poles in the scattering amplitude – an implausible scenario in the model studied in this work. We, therefore, refrain from considering these rather exotic scenarios and concentrate on the simple parametrization of Eq. (3.13). The only freedom left in this expression is adding polynomial terms in $E_3^2$ to the background or adding more poles. It is also worth mentioning that, under certain circumstances, even a three-body force without poles can lead to a dynamical generation of resonances (see Ref. [77]). In this case, the background
would be described by a higher-order polynomial which mimics the Taylor expansion of the pole term at low-energy. Unlike Ref. [77], our model produces weakly repulsive two-particle interactions, and so, a dynamical generation of poles is not expected. In addition, fits to a higher-order polynomials are very unstable. For these reasons, we opt to simply use the model in Eq. (3.13), which as will be seen, will provide a good description of the data.

Since the two-particle subsystem is not resonant, finding solutions of Eq. (3.1) is straightforward. In contrast, the presence of a resonance in the three-particle spectrum could make the problem numerically unstable. To ameliorate this problem, we multiply the quantization conditions by the denominator of the three-body force. Thus, the quantization condition becomes:

\[(E_3^3 - m_R^2) \det \left( B + C + E_L \cdot \left( K^{-1} - \Sigma^{FV} \right) \right) = 0, \quad (3.14)\]

\[(E_3^3 - m_R'^2) \left( 1/F_{iso}^3(E_3) + K_{iso}^3(df_3(E_3)) \right) = 0. \quad (3.15)\]

Given the parametrizations in Eqs. (3.13), the solution of the above quantization condition will give the predicted energy levels. These modified quantization conditions do not have a pole at \(E = m_R\) for FVU or \(m_R'\) for RFT. However, in the case of \(c_0\) or \(c_0'\) equal to zero, they will both have roots, describing a three-particle system with constant three-body force, and one stable particle with no finite-volume effects and constant mass \(m_R\) or \(m_R'\).

The final step involves extracting the parameters by performing a fit to the energy levels. This is the so-called “spectrum method” see, e.g. Refs. [75, 99]. In our case, we simultaneously fit the two- and three-particle spectra, finding the values of the parameters \(p_n\) such that the correlated \(\chi^2\)-function becomes minimal:

\[\chi^2 = \sum_{i,j} \left( E_i(p_n) - E_{i\text{data}} \right) \tilde{C}_{ij}^{-1} \left( E_j(p_n) - E_{j\text{data}} \right). \quad (3.16)\]

Here \(\tilde{C}\) is the covariance matrix of the lattice energy levels \(E_{i\text{data}}\) in the two- and three-particle spectrum. Moreover, \(E_i(p_n)\) are the predicted energy levels obtained by solving the quantization conditions with the given parameters.

4 Analysis of finite-volume spectra

In this section, we present our numerical results. To summarize, we observe that FVU and RFT lead to qualitatively identical data descriptions, i.e., the best fit with both formalisms gives similar \(\chi^2\) (see Table 3). After the numerical demonstration of the equivalence of the two formalisms, we present an investigation of our model in the limit of zero coupling \(g\) and a check that the scenario without a pole in the three-particle amplitude is not compatible with our data (section 4.2).

4.1 Numerical comparison of FVU and RFT

We fit our models to the data, measured for our ensembles with \(g = 4.43, 8.87\) and \(17.81\) (Table 2), as described in section 3.3. Our best-fit results are reported in Table 3 and the
Figure 1. The energy shift $\Delta E/M_0 = E_j/M_0 - j$, $j = 2, 3$ of the two- and three-particle systems as a function of $LM_0$ for three values of $g$. These data points are compared with the best fit results (with 4 parameters) of RFT (red stripes) and FVU (shaded blue) approaches to the energy levels, respectively.
In this section, we study the manifestation of a resonance in the finite-volume spectrum with its signature as an avoided level crossing. First, we consider the case of vanishing coupling $g$, i.e., when the particle $\phi_1$ becomes stable and decoupled from $\phi_0$. This setting can be seen as a benchmark, since it corresponds to the well-studied $\phi^4$ theory, and all scattering

resulting spectrum prediction is plotted in Fig. 1. In that figure, the three panels correspond to the three non-zero values of the coupling $g$. In all three panels, we plot $\Delta E/M_0$ as a function of $LM_0$. Here, $\Delta E$ represents the energy shift in the two- (black squares) and three-particle (blue circles) systems, respectively ($\Delta E = E_j - jM_0$ with $j = 2, 3$ for the two- respectively three-particle systems). The bands represent our best fits to the data with the RFT (red stripes) and the FVU (shaded blue) parametrizations.

In the two-body sector, we obtain compatible results within the RFT and FVU approach for the scattering length $a$. Note, however, that in the three-body sector, the parameters are not directly comparable due to the scheme dependence discussed above. Nevertheless, we find that the parametrization used in RFT and the one in FVU Eq. (3.13) can fit the data with good $\chi^2$ and they both give consistent predictions of the energy levels. We also performed a fit with and without the parameters $c_1$ or $c'_1$, which correspond to the background term in the three-body force. The inclusion of this extra parameter in the fit gives a small reduction of the $\chi^2$ in the cases of $g = 8.87$ and $g = 17.81$, while it is essential to fit the data at $g = 4.43$. We observe that $c'_0$ and $c_0$ are non-zero within errors and their mean values increase with the bare parameter $g$. This can also be appreciated in the spectrum: the avoided level crossing, which is characteristic of a resonance, becomes wider with increasing values of $g$ (see Fig. 1). The values for $m_R$ and $m'_R$ reported in Table 2 are close to each other even if they are different between errors. The similarity may be due to the pole in the amplitude being very close to the real axis (see section 5.3), thus $m_R$ is not so far from the physical parameter $M_R$.

### 4.2 Testing the resonance hypothesis

In this section, we study the manifestation of a resonance in the finite-volume spectrum with its signature as an avoided level crossing. First, we consider the case of vanishing coupling $g$, i.e., when the particle $\phi_1$ becomes stable and decoupled from $\phi_0$. This setting can be seen as a benchmark, since it corresponds to the well-studied $\phi^4$ theory, and all scattering

| $g$  | $aM_0$         | $m_R/M_0$ | $c_0$    | $c_1M_0^2$ | $m'_R/M_0$ | $c'_0$    | $c'_1M_0^2$ | $\chi^2_{dof}$ |
|------|----------------|-----------|----------|------------|------------|-----------|-------------|----------------|
| 4.43 | -0.1512(09)    | 3.0229(1) | -0.0188(35) | - | - | 3.0232(2) | -31.6(8.4) | 2.9 |
| FVU  | -0.1522(12)    | - | - | - | - | 3.0237(2) | -37.6(9.0) | 1.5 |
| RFT  | -0.1569(12)    | 3.0233(2) | -0.0297(57) | 2.29(38) | - | - | - | 1.7 |
| FVU  | -0.1571(10)    | - | - | - | 3.0212(3) | -80(14) | - | 1.6 |
| RFT  | -0.1549(16)    | 3.0205(2) | -0.0595(99) | 0.93(41) | - | - | - | 1.5 |
| FVU  | -0.1563(27)    | - | - | - | 3.0213(3) | -97(16) | 1773(980) | 1.4 |
| RFT  | -0.1444(11)    | 3.0184(2) | -0.1136(77) | - | - | - | - | 1.6 |
| FVU  | -0.1450(17)    | - | - | - | 3.0199(2) | -178(17) | - | 1.6 |
| RFT  | -0.1464(14)    | 3.0183(2) | -0.1363(148) | 0.84(39) | - | - | - | 1.3 |
| FVU  | -0.1484(16)    | - | - | - | 3.0200(2) | -210(23) | 2227(600) | 1.2 |
| RFT  | -0.1484(16)    | - | - | - | 3.0200(2) | -210(23) | 2227(600) | 1.2 |

| $\Delta E/M_0$ | $E_2/M_0$ | $E_3/M_0$ | $E_2(0)/M_0$ | $E_3(0)/M_0$ |
|----------------|----------|----------|--------------|--------------|
| 17.81          | 1450(17) | 1484(16) | 1512(09)     | 1531(13)     |
| 8.87           | 1430(15) | 1444(11) | 1464(14)     | 1484(16)     |
| 4.43           | 1450(17) | 1464(14) | 1484(16)     | 1502(18)     |

Table 3. Summary of the FVU and RFT fits to the two- ($E_2$) and three-body ($E_3$) levels, including (cross)correlations. For each bare coupling $g$, the results represent three and four-parameter fits, respectively.
Figure 2. Interacting energy level shifts of two- (black squares) and three-particle (blue circles) systems, as functions of $LM_0$. **Left:** The case of $g = 0$: Here, the $\phi_1$-particle is stable (green triangles on the plot). The green solid band represents the fit result of all the $\phi_1$ energy levels to a constant, while the red striped bands are the fit to the two- and three $\phi_0$-particle energy levels with the RFT quantization condition Eq. (4.1). **Right:** In this panel we show results for $g = 8.87$. We compare two fit models, where the first assumes that the $\phi_1$-particle is a resonance and the second assumes that it is stable. The red-striped bands represent the fit (3.13) with $c_1'$ set to zero, reported in the sixth row of Table 3, while the gray crosshatch band is the result of the fit with $K_{c_{\text{iso}}}^\text{df,3}$ constant and a constant energy level equal $M_1$. In both fits the two-particle sector is fitted with the Lüscher quantization condition with parametrization given in Eq. (3.1).

Quantities are expected to be described by very simple parametrizations. Our choice of $\kappa_0$ and $\kappa_1$ is such that the energy levels of the particle $\phi_1$ and three-particle $\phi_0$ cross around $LM_0 \sim 5.6$ (Fig. 2). Note that this crossing does not imply $\phi_1 \rightarrow 3\phi_0$ transitions, which are excluded based on the symmetries of the theory at $g = 0$. The energy level corresponding to one heavy particle $\phi_1$ can be simply extracted from the exponential fit at large time separation to the two-point correlation function Eq. 2.8. We fit the value of $M_1$ at each volume as a constant since we only expect exponentially suppressed finite-volume effects.

The two and three $\phi_0$-particles are fitted with the RFT formalism with $K_{c_{\text{iso}}}^\text{df,3} = c$ and $q^* \cot \delta = 1/a$. The best-fit values are

\begin{align}
\chi^2_{\text{dof}} &= 1.8 \\
c M_0^2 &= 1351(490) \\
M_1/M_0 &= 3.03431(32) \\
\alpha M_0 &= -0.1514(18). \tag{4.2}
\end{align}

This means that in the limit $g \rightarrow 0$, the scenario of $\phi_1$ as a stable particle decoupled from $\phi_0$ is supported by the data, and has a reasonably good fit quality, as expected. \footnote{It should be stressed once more that we did not include a pole term in the parametrization of the kernel, since the results at $g \neq 0$ indicate that the residue of this term must vanish, as $g \rightarrow 0$. Furthermore, three particles with weak repulsive interactions are not expected to produce a shallow bound state and hence the energy level, which has almost no dependence on $L$, can be safely interpreted as a one-heavy-particle state.}
Now, we turn on the interaction between the \( \phi_0 \) and \( \phi_1 \) fields and repeat the above test. In particular, we want to check if the interpretation of \( \phi_1 \) as a stable particle would also be supported by data in this case at non-zero \( g \)-values. We do so by fitting either \{\( c, M_1 \)\} as before, or the form given in Eq. (3.13). The result of both fits can be found in Fig. 2, where the non-resonant fit is represented as the gray crosshatch band. As can be seen, the non-resonant fit fails to describe the data close to the avoided level crossing. The best-fit result is

\[
\chi^2_{\text{dof}} = 3.1, \\
-161 \pm (880), \\
m_R/M_0 = 3.02142(16), \\
aM_0 = -0.1553(22).
\]

Note that the \( \chi^2_{\text{dof}} \) of this fit is much worse than the one of the benchmark fit displayed in Eq. (4.1), which rules out this model for the scattering quantities. On the other hand, a fit with a pole in the \( K^{\text{iso}}_{\text{df,3}} \) matrix (3.13) with two parameters (i.e. with \( c_1 = 0 \)) gives a \( \chi^2_{\text{dof}} = 1.6 \) as reported in the sixth line of Table 3 and displayed in Fig. 2 as a solid red band. When including the pole, the \( \chi^2_{\text{dof}} \) is of the same order of the benchmark fit at \( g = 0 \).

5 Infinite-volume scattering

After having determined the two- and three-body parameters, the goal is to extract physical resonance parameters, namely, the resonance pole position. However, a technical complication in the three-particle finite-volume formalism(s) is that the three-body parameters, \( K^{\text{iso}}_{\text{df,3}} \) or \( C \), are scheme-dependent and therefore unphysical. In order to remove the scheme dependence, a set of integral equations leading to the physical scattering amplitude needs to be solved. To do so, we use the state-of-the-art tools that have been developed separately for each method, Refs. [100–102] for the FVU approach, and Refs. [58, 73] for the RFT.

5.1 Pole position in the FVU approach

In the FVU approach, the infinite-volume scattering amplitude is extracted as follows. First, the two-body scattering amplitude is simply proportional to \( 1/(\Sigma^{\text{IV}} - K^{-1}_2) \), whereas the three-body analog is more complex. In particular, the connected isobar-spectator scattering amplitude projected to the \( S \)-wave reads

\[
T_{00}(k, p; E_3) = B_{00}(k, p; E_3) + C(E_3) \\
- \int_0^\infty \frac{d\ell \ell^2}{4\pi^2\omega_\ell} (B_{00}(k, \ell; E_3) + C(E_3)) \tau(E^*_2, \ell) T_{00}(\ell, p; E_3),
\]

(5.1)

where \( \ell = |\ell| \) and \( 1/\tau(E^*_2, \ell) = -q^2_2,\ell \cot \delta/(16\pi E^2_2, \ell) - i \text{Im } \Sigma^{\text{IV}}(E^2_2, \ell) \), see Eq. (3.11). Here, the \( S \)-wave projected one-particle exchange is calculated from Eq. (3.7) as

\[
B_{00}(k, p; E_3) = \frac{1}{4\pi} \int d\Omega_p d\Omega_k Y^*_0(k) B(k; p; E_3) Y_0(\hat{p}).
\]

(5.2)
Figure 3. On the left panel the integration contour $\ell \in \text{SMC}$ is shown. It is chosen to avoid the regions in the complex plane $\Gamma_s = \{ \ell | \omega_{\ell+k} = 0, \forall k \in \text{SMC} \}$ and $\Gamma_x = \{ \ell | E_3 - \omega_{\ell} - \omega_k - \omega_{\ell+k} = 0, \forall k \in \text{SMC} \}$ for a representative three-body energy $E_3/M_0 = 3.017 - 0.001i$. In the right panel, the quantities $E_3^2$ and $4\omega_s^2$ are displayed, where $\ell$ and $s$ run along the SMC and SEC, respectively, for the same value of $E_3$.

The connection between $T_{00}$ and the three-body scattering amplitude $\mathcal{M}_3$ can be found in Ref. [97], here we only need that the poles of $T_{00}$ are the same of $\mathcal{M}_3$. The complexity in solving the one-dimensional integral equation (5.1) lies in the fact that the interaction kernel (one-particle exchange term $B_{00}$) develops non-trivial cuts. Here, we use the method of the integration contour deformation [102], see also Refs. [100, 101] for recent applications. One begins with choosing a complex spectator momentum contour (SMC), along which the integration in $\ell$ is performed. The choice is made to ensure one does not hit the singularities of the kernel $B$, Eq. (3.7), i.e., zeroes of $\omega_{\ell+k}(E_3 - \omega_{\ell+k} - \omega_{\ell} - \omega_k)$. In practice, this is an iterative process, since the momenta $\ell$ and $k$ should be also located on this contour. These in turn determine the values of $\omega_{\ell+k}$ and $E_3 - \omega_{\ell+k} - \omega_{\ell} - \omega_k$. The latter should not become zero when both $\ell$ and $k$ are taken somewhere on the contour (otherwise, one would have to choose another contour). The blue and black points in the left panel of Fig. 3 demonstrate this explicitly. They are generated as follows. The real part of the quantity $E_3$ is fixed somewhere near the expected location of the resonance (We draw the figure for $E_3/M_0 = 3.017 - 0.001i$, but we have convinced ourselves that the picture remains the same in the relevant interval of the values of $E_3 \in \mathbb{C}$). Then, the different values of momenta $k$ are chosen on the contour and equations $\omega_{\ell+k} = 0$ and $E_3 - \omega_{\ell+k} - \omega_{\ell} - \omega_k = 0$ are solved for $\ell$, which defines two regions, denoted by blue and black dots in the figure. It is seen that the blue and the black areas do not cross the red contour $\ell \in \text{SMC}$ and thus the denominator never vanishes. Hence, the singularity of the kernel $B$ is indeed avoided.

In the next step, one picks the self-energy momentum contour (SEC), along which the integration over the momentum $s$ is performed in $\Sigma^{IV}$, see Eq. (3.11). This should be done in order to ensure that the integrand in this integral never becomes singular. The right panel of Fig. 3 shows the quantities $E_3^2$ and $4\omega_s^2$ where $\ell$ and $s$ run along the SMC and SEC, respectively, and the same value for $E_3$ is chosen. It is seen that these two quantities never coincide and, hence, the integrand always stays regular.
The choice of the contours is, in principle, a matter of taste. In the present work, we have adopted the following choice:

\[
\text{SMC : } \{ t - i 0.6(1 - e^{-t/0.3})(1 - e^{(t-\Lambda)/0.3}) | t \in (0, \Lambda) \} \\
\text{SEC : } \{ t - i 1.675 \arctan (0.6t) | t \in (0, \infty) \},
\]

which does not hit any singularities for the range of energies considered in this work. In Fig. 3 we have chosen the hard cutoff at \( \Lambda = 1.2M_0 \), see section 3.2. For the self-energy integration in Eq. (3.11) the cutoff can be safely removed, since the over-subtracted integrand falls sufficiently quickly at large integration momenta.

Transforming now the (regular) integrals along these contours into finite sums, the integral equation (5.1) can be simply solved as a matrix equation

\[
T_{00}(E_3) = \frac{1}{1 + (B_{00}(E_3) + C(E_3)) \cdot W \cdot \tau(E_{2,\ell}) \cdot (B_{00}(E_3) + C(E_3))},
\]

(5.4)

where the bold symbols denote matrices over spectator momentum \( \ell \in \text{SMC} \). The integration weights \( \mu_\ell \) on the chosen contour are encoded in the matrix \( W_{pq} = \delta_{pq} p^2/(4\pi^2 \omega_p) \mu_p \).

Finally, the resonance poles can be found as roots of the equation

\[
\det \left[ 1 + (B_{00}(E_3) + C(E_3)) \cdot W \cdot \tau(E_{2,\ell}) \right] = 0.
\]

(5.5)

Owing to the fact that the integration contour lies in the lower half of the complex energy plane, the quantity \( T_{00}(E_3) \) is automatically evaluated on the second Riemann sheet for \( \text{Im } E_3 < 0 \). We refer the reader to the Refs. [100, 101] for more details.

5.2 Pole position in the RFT approach

In the case of RFT, the divergence-free scattering amplitude is given by:

\[
\mathcal{M}_{df,3}(k_i; p_i) = \mathcal{M}_3(k_i; p_i) - S \left\{ D^{(u,u)}(k, p) \right\},
\]

(5.6)

where \( \mathcal{M}_3 \) is the full scattering amplitude that depends on the four-momenta of incoming and outgoing particles, \( D^{(u,u)} \) is a subtraction term that cancels physical divergences present in three-particle scattering, \( S \) is a symmetrization operator that sums over the three choices of spectator momentum for both initial and final state, and \( k \) and \( p \) are the spectator momenta. Since we focus on \( S \)-wave interactions, we omit partial-wave indices in the interacting pair.

A resonance appears as a pole in \( \mathcal{M}_3 \) in the complex plane, which is inherited by \( \mathcal{M}_{df,3} \). Note that the pole position in \( \mathcal{M}_3 \) is the same as in the quantity \( T_{00} \) from 5.4. Explicitly, in the isotropic approximation, \( \mathcal{M}_{df,3} \) is given by:

\[
\mathcal{M}_{df,3}(E_3^*) = S \left\{ \mathcal{L}(k) \frac{1}{1/K_{df,3}^{\text{iso}} + F_3^\infty} \mathcal{R}(p) \right\}.
\]

(5.7)

The quantities \( \mathcal{L}(k) \), \( \mathcal{R}(p) \) and \( F_3^\infty \) will be defined below. Since the numerator is not divergent, it suffices to find complex roots of \( 1/K_{df,3}^{\text{iso}} + F_3^\infty = 0 \). Moreover, in the isotropic
Finally the quantities are only functions of the energy. All necessary equations to evaluate these quantities are given here:

\[
D_s^{(u,u)}(p, k) = -\mathcal{M}_2^s(E_{2,p}^\ast)G_s(p, k, \epsilon)\mathcal{M}_2^s(E_{2,k}^\ast)
- \mathcal{M}_2^s(E_{2,p}^\ast)\int_0^{k_{\text{max}}} \frac{k^2dk'}{(2\pi)^2\omega_{k'}}G_s(p, k', \epsilon)\mathcal{D}_s^{(u,u)}(k', k),
\]
\[
G_s(p, k, \epsilon) = -\frac{H(p)H(k)}{4pk}\log \left[ \frac{2pk - (E_3 - \omega_k - \omega_p)^2 + p^2 + k^2 + m^2 - ie}{-2pk - (E_3 - \omega_k - \omega_p)^2 + p^2 + k^2 + m^2 - ie} \right].
\]

In the formulae above, \( k \) and \( p \) are the magnitudes of the three-momenta while \( \epsilon \) is a positive parameter necessary to define \( G_s \). Note that we have been working with a finite \( \epsilon \), in order to avoid the singularities on the real axis, and the physical solution can be obtained by taking the \( \epsilon \to 0 \) limit of the subsequent solutions. The cutoff function \( H \) is defined in (3.5) while \( \mathcal{M}_2^s(k) \) is the physical s-wave two-particle scattering amplitude

\[
\frac{1}{\mathcal{M}_2^s(k)} = \frac{\tilde{g}_{2,k}^s\cot \delta}{16\pi E_{2,k}^s} + \rho(k), \quad \rho(k) = \frac{1}{16\pi E_{2,k}^s} \begin{cases} -iq_{2,k}^s & E_{2,k}^s \geq 4m^2; \\ |q_{2,k}^s| & E_{2,k}^s < 4m^2. \end{cases}
\]

Finally the quantities \( \mathcal{L}(k) \), \( \mathcal{R}(p) \) and \( F_3^{\infty} \)

\[
\mathcal{R}(k) = \mathcal{L}(k) = \frac{1}{2} - 2\omega_k\mathcal{M}_2^s(k)\tilde{\rho}(k) - \int_0^{k_{\text{max}}} \frac{k^2dk'}{(2\pi)^2\omega_{k'}}\mathcal{D}_s^{(u,u)}(k, k')\tilde{\rho}(k'),
\]
\[
F_3^{\infty} = \int \frac{k^2dk}{(2\pi)^2} \tilde{\rho}(k)\mathcal{L}(k), \quad \tilde{\rho}(k) = \frac{H(k)\rho(k)}{2\omega_k}.
\]

To solve numerically the expressions in Eq. (5.8) on the real axis, we follow the procedure outlined in Refs. [58, 73]. We namely replace \( \int_0^{k_{\text{max}}} dk' \), with a discrete sum \( \sum_{k'} \Delta k \) containing \( N \) terms. Then, the first expression in Eq. (5.8) becomes

\[
D(N, \epsilon) = M \cdot G(\epsilon) \cdot M - M \cdot G(\epsilon) \cdot P \cdot D(N, \epsilon)
\]

with the \( N \times N \) matrices

\[
G_{p,k}(\epsilon) = G_s(p, k, \epsilon), \quad M_{p,k} = \delta_{pk}\mathcal{M}_2^s(E_{2,p}^s),
\]
\[
P_{p,k} = \delta_{pk}\frac{k^2\Delta k}{(2\pi)^2\omega_k}
\]

and

\[
\mathcal{D}_s^{(u,u)}(p, k) = \lim_{N \to \infty} \lim_{\epsilon \to 0} D(N, \epsilon).
\]

Once this function is available, everything else is straightforward to evaluate.

The final step is to perform an analytic continuation into the complex plane. However, since the interaction is weak we expect the resonance to be very close to the real axis, and we can simply extrapolate from the real axis to the complex plane. This avoids issues with the analytic continuation of the cutoff function in Eq. (5.8). More specifically, we fit the real and imaginary part of \( F_3^{\infty} \) to a simple polynomial in energy to build an interpolating function, see Fig. 4. An example of this is shown in Fig. 4. Finally, we use that function to find the zeros of the denominator of Eq. (5.7).
Figure 4. Real and imaginary part of $F_{3}^\infty$ for $g = 17.81$, in the small interval $E_3/M_0 \in [3.02075, 3.02123]$ a line is sufficient to interpolate the data.

5.3 Results for the mass and the width of the resonance

Once the three-body forces are determined as in section 4.1, we need to solve an integral equation in both approaches FVU and RFT to extract the physical information. We solve the RFT integral equation using $\epsilon = 10^{-7}$ and $N = 2000$, while in FVU we discretize the contour with 200 points, in both cases we did not observe any residual discretization effects. The final step is to find positions in the complex plane, such that the three-to-three amplitude has a pole:

$$M_3 = \frac{R^{-1}}{E_3 - M_R + i\Gamma/2} + R_0,$$

for a range of energy $|E_3 - M_R| < \Gamma$, the above is known as Breit-Wigner parametrization. In the FVU, the pole positions are extracted directly on the second Riemann sheet, calculating then the mass and the width of the resonance via $M_R - i\Gamma/2 = E_3^*$. In Fig. 5 we observe that FVU and RFT give compatible predictions of the pole position within errors and, thus, physical parameters $M_R$ and $\Gamma$ as reported in Table 4. As expected, the width increases with increasing values of the coupling $g$. The decay width of one particle into three identical particles can be computed as

$$\Gamma = \frac{1}{2M_{R3!}} \int dQ_{1 \to 3}|M_{1 \to 3}|^2,$$

where the factor $1/3!$ is a symmetry factor taking into account that the final particles are identical while $\int dQ_{1 \to 3}$ is the integral over the three-particle phase space which for total momentum $P = 0$ reads

$$dQ_{1 \to 3} = (2\pi)^4 \delta^4(p_1 + p_2 + p_3 - P) \prod_{i=0}^{3} \frac{dp_i}{(2\pi)^3 2\omega_{p_i}},$$

and $M_{1 \to 3}$ is the scattering amplitude with one initial $\phi_1$ and three final $\phi_0$. As a matter of fact, the phase space factor is responsible for the small size of the width of the found resonance. To exemplify this and also to compare the obtained widths with the tree level expectation ($\sim g^2$), we plot the ratio $\Gamma M_R/\int dQ_{1 \to 3}$ as a function of $g^2$ in Fig. 6. We observe
that the results for the combination $\Gamma M_R / \int dQ_3$ have a slope of $O(10^{-1})$. Furthermore, for lower values of $g$, the relation seems linear but lower than the tree-level prediction $O(1)$. Finally we observe deviation from the linearity for the highest point in $g$.

6 Conclusion

We have determined the properties of resonances with the three-particle decay modes in the complex $\phi^4$ theory. This has been achieved after several steps: (i) generating field configurations and computing the finite-volume energy levels, (ii) analyzing the spectrum with (different) finite-volume formalisms, and (iii) solving the integral equations to compute the pole position of the three-particle amplitude in the complex energy plane.

The model of choice contains two complex scalars with masses $M_1 > 3M_0$, and an explicit term in the Lagrangian, allowing a one-to-three decay. By solving the Generalized Eigenvalue problem, we have determined the energy levels of two and three particles. Given the affordable computational cost of this theory, we have carried out the simulations at several lattice volumes and parameters in the action. More details about the theory can be found in section 2, and a summary of the energy levels is provided in Table 2.

Regarding the analysis of the spectra, we have used two versions of the three-particle finite-volume formalisms: the RFT and FVU. Indeed, this is the first time that the same dataset
has been analyzed using the two formalisms. By fitting the energy levels using the quantization conditions, we have obtained the two- and three-body scattering parameters. Our findings support the statement that comparable descriptions of the finite-volume spectrum can be achieved with either formalism, i.e., with similar $\chi^2$ in the fits. Figure 1 shows the lattice spectra and the different fits with the two approaches. We have found that in order to describe the energy levels and the observed avoided level crossing, an explicit pole in the three-body forces, $K_{df,3}$ for RFT, and $C$ for FVU, is needed.

The scattering parameters in the three-body sector, obtained with the two formalisms are neither directly comparable nor physical, as they come with a particular scheme- and cutoff dependence. For this reason, we have evaluated physical observables, such as the mass and the width of the resonance. The computation of this quantity involves solving integral equations and performing an analytic continuation into the complex energy plane. In this way, we find completely consistent numerical results for these observables, see Fig. 5 for the main result of this work. We can indeed conclude that the physical observables, computed in this work, have a small systematic dependence on the underlying choice of parametrization for the three-body interactions.

We have therefore demonstrated the practical equivalence of the different available three-body methods in this controlled setup. Future work will involve applying the same steps to the QCD resonances. Some additional complications will then be needed to be addressed (e.g. nonidentical particles, multichannel scattering, spin. etc.), but the workflow presented in this work will generally remain.

**Figure 6.** Values of $\Gamma$ multiplied by $M_R$ normalized with the three particle phase space $\int dQ_{1\to3}$ computed in RFT (red squares) and FVU (blue circles).
Table 4. Values of the mass and width of the resonance $E_3^{\text{pole}} = M_R - i\Gamma/2$ computed in FVU and RFT using the parametrizations of the three-body force of Eq. (3.13) and the best fits from Table 3. The error reported is only statistical.

| $g$  | $M_R/M_0$                  | $\Gamma/M_0 \times 10^7$ |
|------|-----------------------------|-----------------------------|
| 4.43 | FVU 3.02378 (12)           | 1.32 (24)                   |
| 4.43 | RFT 3.02383 (22)           | 1.45 (43)                   |
| 8.87 | FVU 3.02161 (19)           | 2.95 (45)                   |
| 8.87 | RFT 3.02179 (19)           | 3.27 (68)                   |
| 17.81| FVU 3.02066 (17)           | 5.79 (41)                   |
| 17.81| RFT 3.02098 (26)           | 6.48 (79)                   |
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