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Coupled cluster (CC) has established itself as a powerful theory to study correlated quantum many-body systems. Finite-temperature generalizations of CC theory have attracted considerable interest and have been shown to work as nicely as the ground-state theory. However, most of these recent developments address only fermionic or bosonic systems. The distinct structure of the su(2) algebra requires the development of a similar thermal CC theory for spin degrees of freedom. In this paper, we provide a formulation of our thermofield-inspired thermal CC for SU(2) systems. We apply the thermal CC to the Lipkin-Meshkov-Glick system as well as the one-dimensional transverse field Ising model as benchmark applications to highlight the accuracy of thermal CC in the study of finite-temperature phase diagrams in SU(2) systems.

I. INTRODUCTION

The su(2) algebra forms the basis for understanding a wide range of phenomena in condensed matter as well as chemical systems. For instance, spin systems, such as the transverse field Ising\(^1\) model and variants of the Heisenberg model, provide one of the most effective ways to study magnetic properties in materials. Hamiltonians for some fermionic systems can also be represented using the su(2) generators, e.g. the Lipkin-Meshkov-Glick\(^2\)-4 and the reduced BCS models.\(^5\)-7 The computational cost required to get the exact solution to the Schrödinger equation (even for the ground state) of interacting quantum many-body systems, which includes the SU(2) models under consideration, grows exponentially with the size of the system. Significant research has been devoted to finding methods which provide sufficiently accurate solutions to the many-body Schrödinger equation at an affordable cost. Prominent examples of such methods for SU(2) systems include various flavors of quantum Monte Carlo (QMC)\(^8\)-9 density matrix renormalization group (DMRG) and tensor-product states,\(^10\),\(^11\) pseudo fermion functional renormalization group (PFRG),\(^12\) cluster-based methods\(^13\)-17 and coupled cluster (CC) theory.\(^18\),\(^19\) Among the deterministic alternatives, DMRG provides highly accurate results for one-dimensional lattices with short-range interactions but is known to struggle with systems in higher dimensions and in the presence of long-range interactions. Contrarily, truncated CC theory in the broken-symmetry basis (e.g., in the on-site basis for spin Hamiltonians, and where symmetries may not be preserved), though not as good as DMRG in one dimension, is reasonably accurate and its performance is not affected by the dimensionality of the lattice. This has led to an extensive application of the CC theory to SU(2) systems.\(^20\)-29

The number of accurate methods available for the study of excited states and thermal properties of spin models is markedly smaller than that for ground state. In particular, we have a handful of deterministic methods, such as ancilla DMRG\(^30\)-32 and thermal generalizations of the PFRG,\(^33\) and a slightly bigger set of stochastic methods such as finite-temperature generalizations of QMC\(^34\)-38 and minimally entangled typical thermal states (METTS).\(^39\),\(^40\)

The development of finite-temperature wave-function methods for electronic structure theory has attracted considerable interest in recent years. Several thermal generalizations of ground-state wave-function methods, specially the CC theory, have been introduced.\(^41\)-51 This includes our thermofield-inspired coupled cluster\(^50\) which constructs a CC approximation to the thermofield double state, a single wave function in an enlarged Hilbert space that provides an exact representation of the thermal density matrix. Most of these thermal wave function theories, including the thermal CC mentioned above, are tailored to work with bosons or fermions in the grand-canonical ensemble. The difference in the structure of su(2) and fermion / boson algebras requires further work to extend these thermal wave function theories to spin systems. In this paper, we explore a thermal wave function formalism for SU(2) systems and construct a thermal CC theory within this framework. To assess its performance, we benchmark our method on the Lipkin-Meshkov-Glick model (referred as the Lipkin model hereafter) and the one-dimensional transverse field Ising model (TFIM).

II. THERMOFIELD DYNAMICS

Thermofield dynamics\(^52\)-55 provides a prescription for purification of the finite-temperature ensemble density matrix and constructs a single wave function, often known as the thermal or the thermofield double state, that can exactly capture the thermal behavior of quantum systems. It does so by working in an enlarged space which comprises the original Hilbert space and a conjugate copy. The ensemble thermal average in the physical space becomes an expectation value over the purified
thermal state in the doubled space,
\[ \langle \mathcal{O} \rangle = \text{Tr} \left( e^{-\beta H} \mathcal{O} \right) = \frac{\langle \Psi(\beta) | \mathcal{O} | \Psi(\beta) \rangle}{\langle \Psi(\beta) | \Psi(\beta) \rangle}, \]
where \( \beta \) is the inverse temperature and \( H \) is the Hamiltonian. For fermions in the grand-canonical ensemble, we define the thermal state \( |\Psi(\beta)\rangle \) as
\[ |\Psi(\beta)\rangle = e^{-\beta H/2} |\Omega\rangle, \]
\[ |\Psi(0)\rangle = |\Omega\rangle = \prod_p \left( 1 + c_p^+ c_p^\dagger \right) |\underset{\mathbf{}}{-}; -\rangle, \]
where \( c_p^\dagger (c_p^\dagger) \) creates a particle in the \( p^\text{th} \) spin orbital in the physical (auxiliary) space, and the product in Eq. 2b runs over all spin-orbital indices, while the state \( |\underrightarrow{\mathbf{}}{-}; -\rangle \) denotes the vacuum for both the physical and auxiliary spaces. The identity state \( |\Omega\rangle \) is the exact infinite-temperature thermal state, and derives its name from the infinite-temperature density matrix, which is the identity matrix. The norm of the thermal state gives the partition function. For SU(2) spins, we adopt a similar definition for the identity state that was proposed in Refs. 56–58,
\[ |\Psi(0)\rangle = |\Omega\rangle = \prod_p \left( 1 + J_p^+ J_p^\dagger \right) |0\rangle, \]
\[ |0\rangle = |\underrightarrow{\mathbf{}}\cdots \rangle, \]
where \( J_p^+ (J_p^\dagger) \) is the conventional spin-1/2 ladder operator for the \( p^\text{th} \) physical (auxiliary) spin and the state \( |0\rangle \) describes all the physical and auxiliary spins, which are written respectively to the left and right of the semicolon in Eq. 3b, pointing downwards.

By definition, the thermal state obeys the imaginary-time evolution equation,
\[ \frac{\partial}{\partial \beta} |\Psi(\beta)\rangle = -\frac{1}{2} \mathcal{H} |\Psi(\beta)\rangle, \]
which can be integrated from \( \beta = 0 \), where \( |\Omega\rangle \) is the exact thermal state, to the desired value of \( \beta \). Exact integration, however, scales exponentially with the system size and approximations to this imaginary-time evolution are required. We have explored similar theory to study both the canonical and grand-canonical ensemble thermal properties of correlated fermionic systems using thermal generalizations of configuration interaction and coupled cluster theory, and refer the reader to Refs. 49–51 and references therein for further details on thermofield theory.

### A. Mean-field theory

The simplest approximation to construct the thermal state is the mean-field approach, where an effective one-body Hamiltonian of the form \( \mathcal{H}_0 = \sum_p \epsilon_p J_p^\dagger \) is used to evolve the thermal state and results in
\[ |\Phi(\beta)\rangle = e^{-\beta \mathcal{H}_0/2} |\Omega\rangle, \]
\[ = \prod_p \left( e^{\beta \epsilon_p/4} + e^{-\beta \epsilon_p/4} J_p^+ J_p^\dagger \right) |0\rangle, \]
which we can normalize into a spin-BCS form,
\[ |0(\beta)\rangle = \prod_p \left( u_p + v_p J_p^+ J_p^\dagger \right) |0\rangle, \]
where \( u_p = 1/\sqrt{1 + e^{-\beta \epsilon_p}} \) and \( v_p = \sqrt{1 - u_p^2} \). The BCS parameters, \( u_p \) and \( v_p \), can also be found by minimizing the mean-field free energy of the system. In the following discussion and results, we will not consider such a reference optimization.

### B. Correlated theory

The mean-field thermal state serves as a reference point to build correlated approximations to the thermal state. Typically, a wave operator \( \Omega(\beta) \) is used to build a configuration interaction (CI)- or CC-like expansion of the wave function,
\[ |\Psi(\beta)\rangle \simeq \Omega(\beta) |\Phi(\beta)\rangle. \]
This form of the correlated thermal state is reminiscent of the interaction picture approach. In most ground-state correlated wave-function theories, it is convenient to express the wave operator \( \Omega \) as excitations on the mean-field reference. For spin systems, this is achieved by transforming the problem to a new \( su(2) \) basis in which the mean-field is a vector product of down quasispins at each site. Then, \( \Omega \) can simply be built out of the transformed \( J^\dagger \) ladder operators. Similarly, for thermal wave function theories, we use a canonical transformation that rotates the operator basis in such a way that in the new basis, the thermal mean-field state \( |0(\beta)\rangle \) has the same form as \( |0\rangle \) in Eq. 3b, i.e., with all the physical and auxiliary quasi spins pointing downwards. At each lattice site, the fifteen generators,
\[ J^\mu, J^\nu, J^\mu \otimes J^\nu, \quad \forall \mu, \nu \in \{\pm, z\} \]
collectively span the \( su(4) \) algebra. The thermal canonical transformation that we seek is a basis rotation in this \( su(4) \) algebra. It was first proposed by Suzuki et. al., and is defined as
\[ S^\pm_p(\beta) = u_p J_p^\pm + 2 v_p J_p^z J_p^\dagger, \]
\[ S^\pm_p(\beta) = u_p J_p^\dagger \pm 2 v_p J_p^\dagger J_p^\dagger, \]
\[ S^\pm_p(\beta) = u_p J_p^z - v_p J_p^z - u_p v_p \left( J_p^+ J_p^+ + J_p^- J_p^- \right), \]
\[ S^\pm_p(\beta) = u_p J_p^\dagger \mp 2 v_p J_p^\dagger J_p^\dagger - u_p v_p \left( J_p^+ J_p^+ + J_p^- J_p^- \right). \]
where the coefficients $u_p$ and $v_p$ are same as the ones discussed above. The new $S^{-}$ and $\tilde{S}^{-}$ operators annihilate the mean-field reference, i.e.,

$$S_p^{-}(\beta)|0(\beta)\rangle = 0 = \tilde{S}_p^{-}(\beta)|0(\beta)\rangle. \quad (9)$$

The transformation in Eq. 8 can, in fact, be derived by realizing that

$$e^{-\beta H_0/2}S_p^{-}(0)e^{\beta H_0/2}|0(\beta)\rangle = 0, \quad (10a)$$

$$\Rightarrow S_p^{-}(\beta) = e^{-\beta H_0/2}S_p^{-}(0)e^{\beta H_0/2}, \quad (10b)$$

where $S_p^{-}(0) = (J_p^- + 2J_p^z \tilde{J}_p^+)/\sqrt{2}$. The inverse transformation of Eq. 8 can be obtained by swapping $J$ with $S$, and taking $v_p \rightarrow -u_p$. For the sake of brevity, in the remainder of this manuscript, we will use the label $S$ for thermal and $J$ for zero-temperature $su(2)$ operators, and drop the explicit $\beta$-dependence.

One can also directly envision the basis rotation in Eq. 8 as a non-linear canonical transformation of the $su(2)$ algebra. In our implementation, we prefer to work with the $su(4)$ representation. We use the symbolic algebraic manipulator drudge\textsuperscript{59} to encode the $su(4)$ commutation relations and perform the necessary operator algebra to obtain the expressions for the equations discussed below.

### III. COUPLED CLUSTER THEORY

In coupled cluster theory, we parameterize the wave function using the exponential of an excitation operator acting on a mean-field reference state. For the thermal state, we get

$$|\Psi(\beta)\rangle = e^{T(\beta)}|\Phi(\beta)\rangle, \quad (11)$$

where $T(\beta)$ creates excitations on the thermal mean-field reference $|\Phi(\beta)\rangle$. The exponential form generally assures that the computed properties are size extensive and size consistent provided the reference state has these properties to begin with. For all practical applications, the cluster operator $T$ is truncated to a finite order in excitation rank, e.g., CC truncated to single and double excitation is called CCSD. Due to the non-linear nature of the thermal transformation in Eq. 8, the Hamiltonian becomes quadratic in $su(2)$ generators, although it remains quadratic in the $su(4)$ generators. Therefore, we choose a cluster operator which is quadratic in terms of the $su(4)$ generators in order to capture the exact finite-temperature behavior in the simplest two-site systems. Although symmetries of the system under consideration can be used to simplify its structure, the most general form of the cluster operator $T(\beta)$, with single and double excitations, is

$$T(\beta) = t_0 + T_1 + T_2, \quad (12a)$$

$$T_1 = \sum_p t_p S_p^+ + \sum_p \tilde{t}_p \tilde{S}_p^+ + \sum_p \alpha_p Y_p^{++}, \quad (12b)$$

$$T_2 = \frac{1}{2} \sum_{pq} \left( t_{pq} S_q^+ S_p^+ + \tilde{t}_{pq} \tilde{S}_q^+ \tilde{S}_p^+ + \alpha_{pq} Y_p^{++} Y_q^{++} \right) + \sum_{pq} m_{pq} S_p^+ \tilde{S}_q^+, \quad (12c)$$

where we define $Y_{\mu\nu} = S_p^\mu \otimes \tilde{S}_p^\nu$. The scalar parameter $t_0$ keeps track of the norm of the thermal CC state (i.e., the partition function). For brevity, we will write $T = \sum_{\mu} t_{\mu} \tau_{\mu}$, where $t_{\mu}$ and $\tau_{\mu}$ are compact notations for amplitudes and operators, respectively. Substituting the CC ansatz (Eq. 11) into the imaginary-time evolution equation (Eq. 4), we get

$$(e^{-T \frac{\partial}{\partial \beta}} e^{T})|\Phi(\beta)\rangle = -\frac{1}{2} \left( \hat{H} - H_0 \right)|\Phi(\beta)\rangle, \quad (13)$$

where the similarity transformed Hamiltonian, $\hat{H} = e^{-T} H e^{T}$, can be expanded using the Baker-Campbell-Hausdorff (BCH) expansion. While the BCH expansion truncates at the fourth order for a general fermionic Hamiltonian, due to the nontrivial nature of the transformation in Eq. 8, it truncates at eighth order for $SU(2)$ Hamiltonians.

The cluster operator $T$ is constructed from the ladder operators in a $\beta$-dependent basis. In general,

$$\left[ \frac{\partial \tau_{\mu}}{\partial \beta}, T \right] \neq 0, \quad (14)$$

for $\tau_{\mu} \in \{ S^\pm, \tilde{S}^\pm, S^z, \tilde{S}^z, \ldots \}$. Therefore, the similarity transformation of the $\beta$-derivative in the left hand side of Eq. 13 should be performed using the Wilcox identity\textsuperscript{60} (see Ref. 49 for details) and gives

$$e^{-T} \frac{\partial}{\partial \beta} e^{T} = \sum_{\mu} \frac{\partial \tau_{\mu}}{\partial \beta} \tau_{\mu} + D, \quad (15)$$

where $D$ represents the contributions from the derivative of the operator part of $T$, and is given by

$$D = \sum_{\mu} \hat{t}_{\mu} \bar{\tau}_{\mu}, \quad (16a)$$

$$\bar{\tau}_{\mu} = \frac{\partial \tau_{\mu}}{\partial \beta} + \frac{1}{2!} \left[ \frac{\partial \tau_{\mu}}{\partial \beta}, T \right] + \frac{1}{3!} \left[ \left[ \frac{\partial \tau_{\mu}}{\partial \beta}, T \right], T \right] + \ldots \quad (16b)$$

After these manipulations, we arrive at the imaginary-time evolution equation for the amplitudes,

$$\sum_{\mu} \frac{\partial \tau_{\mu}}{\partial \beta} |\Phi(\beta)\rangle = \left[ -\frac{1}{2} \left( \hat{H} - H_0 \right) - D \right]|\Phi(\beta)\rangle, \quad (17)$$
which can be projected against various subspaces to yield the evolution equations for the CC parameters \( \{ t_\mu \} \),

\[
\sum_\mu \langle \tau^\dagger_\mu t_\mu \rangle \frac{\partial t_\mu}{\partial \beta} = \langle \tau^\dagger_\mu \left[ -\frac{1}{2} (\hat{H} - H_0) - D \right] \rangle, \tag{18}
\]

where the expectation value is calculated over the normalized mean-field thermal state, i.e.,

\[
\langle X \rangle = \langle 0(\beta) | X | 0(\beta) \rangle = \frac{\langle \Phi(\beta) | X | \Phi(\beta) \rangle}{\langle \Phi(\beta) | \Phi(\beta) \rangle}. \tag{19}
\]

In practice, the excitation operators are orthogonal, so \( \langle \tau^\dagger_\mu t_\nu \rangle = \delta_{\mu\nu} \langle \tau^\dagger_\mu t_\nu \rangle \). The system of first-order differential equations in Eq. 18 can be integrated starting from \( \beta = 0 \), where the exact initial value for the cluster amplitudes is known \( \langle t_\mu(\beta = 0) \rangle = 0 \), to the desired inverse temperature. For all the results discussed in this paper, we use dopri5 \(^{61,62} \) a fourth-order Runge-Kutta algorithm with adaptive grid size (available in SciPy \(^{63} \)), with a tolerance value of \( 10^{-5} \) to perform the integration.

### IV. THERMAL PROPERTIES

Analogous to the ground-state methods, in approximate finite-temperature wave function theories, we generally have two different ways to evaluate thermal properties: expectation values and free-energy derivatives. In this section, we will provide a brief overview of these techniques. Further details are discussed in Appendix D.

#### A. CC expectation value

For coupled cluster theory, in the first approach, we compute properties as asymmetric expectation values. For an observable \( \mathcal{O} \), we have

\[
\langle \mathcal{O} \rangle = \langle 0(\beta) | (1 + Z) e^{-T} \mathcal{O} e^{T} | 0(\beta) \rangle, \tag{20}
\]

where we have a CC approximation for the \( ket \), and the \( bra \), approximated using CI, is defined as

\[
\langle \Psi_{CI}(\beta) \rangle = \langle \Phi(\beta) | (1 + Z) e^{-T} \rangle. \tag{21}
\]

The scalar \( z_0 \) tracks the norm of the \( bra \) thermal state and the CI operator \( Z \) is given by

\[
Z = Z_1 + Z_2, \tag{22a}
\]

\[
Z_1 = \sum_p \tilde{s}_p \tilde{s}_p + \sum_p \tilde{z}_p \tilde{s}_p + \sum_p \gamma_p y_p, \tag{22b}
\]

\[
Z_2 = \frac{1}{2} \sum_{pq} \left[ (\tilde{s}_p \tilde{s}_q + \tilde{z}_p \tilde{z}_q + \gamma_p y_p y_q - \gamma_q y_q) \right] + \sum_{pq} \lambda_{pq} \tilde{s}_p \tilde{s}_q. \tag{22c}
\]

We can reparametrize the \( bra \) thermal state as

\[
\langle \Psi_{CI}(\beta) \rangle = \langle \Phi(\beta) | (1 + W) e^{w_0}, \tag{23}
\]

such that the \( W \) operator has the same structure as \( Z \), and the two are related through a disentangled similarity transformation,

\[
\langle \Phi(\beta) | (1 + Z) e^{z_0} e^{\lambda T} = \langle \Phi(\beta) | (1 + W) e^{w_0 - t_0}. \tag{24}
\]

The thermal \( bra \) obeys an imaginary-time evolution equation, similar to the \( ket \),

\[
\frac{\partial \langle \Psi_{CI}(\beta) \rangle}{\partial \beta} = -\frac{1}{2} \langle \Psi_{CI}(\beta) | H \rangle, \tag{25}
\]

from which we can derive the evolution equations for the coefficients in the \( W \) (or the \( Z \) ) operator, in the same way as for the CC theory discussed in Sec. III.

#### B. Free energy derivatives

In the second approach, which we also call the \( \lambda \)-derivative approach, we use Lagrange multipliers to compute finite-temperature properties. First, define the \( \lambda \)-dependent Hamiltonian as \( H(\lambda) = H + \lambda \mathcal{O} \), and use it to perform the imaginary-time evolution of the thermal state. Then, the property \( \mathcal{O} \) can be defined as the \( \lambda \) derivative of the free energy \( F \), as

\[
\langle \mathcal{O} \rangle (\lambda) = \frac{\partial F}{\partial \lambda}. \tag{26}
\]

Usually, we are interested in evaluating \( \langle \mathcal{O} \rangle (\lambda = 0) \). For thermal CC, the partition function and the free energy \( F \) are defined as

\[
Z = \langle \Psi_{CI} | \Psi_{CC} \rangle = e^{t_0 + z_0} \langle \Phi(\beta) | \Phi(\beta) \rangle, \tag{27a}
\]

\[
F = -\frac{1}{\beta} \log Z. \tag{27b}
\]

We can also define the free energy in terms of the integral of internal energy,

\[
F(\beta) = \frac{1}{\beta} \int_0^\beta d\tau E(\tau). \tag{28}
\]

While constructing the thermal state in the \( \lambda \)-derivative approach, we should ideally use a mean-field reference that also depends on \( \lambda \), i.e., define the partition function as

\[
\frac{Z}{Z_0} = e^{w_0 + t_0} \langle 0(\beta, \lambda) | (1 + W) e^{T} | 0(\beta, \lambda) \rangle. \tag{29}
\]

Comparing with \( ab \ initial \) CC theory, a \( \lambda \)-dependent reference is similar to orbital-optimized linear response CC theory. Properties calculated using CC expectation values and the \( \lambda \)-derivative approach, with or without an optimized mean field, are generally different (see Appendix D for a proof). However, as the CC approximation becomes accurate, properties from CC expectation and \( \lambda \)-derivative formalisms will become equivalent. We present results for both these techniques in the following section.
C. Definition of thermal state

For all the theory and results presented in this paper, we define the bra and the ket thermal states as

\[ \langle \Psi(\beta) | = \langle \Pi | e^{-\beta H/2}, \quad | \Psi(\beta) \rangle = e^{-\beta H/2} | \Pi \rangle. \]  

(30)

However, as has been discussed in Ref. 49, we can also define these thermal states as

\[ \langle \Psi_\sigma(\beta) | = \langle \Pi | e^{-(1-\sigma)\beta H}, \quad | \Psi_\sigma(\beta) \rangle = e^{-\sigma \beta H} | \Pi \rangle, \]  

(31)

where \( 0 \leq \sigma \leq 1 \), such that the thermal expectation value of an observable \( \mathcal{O} \) can be computed as

\[ \langle \mathcal{O} \rangle = \langle \Psi_\sigma(\beta) | \mathcal{O} | \Psi_\sigma(\beta) \rangle, \]

(32a)

\[ = \langle \Pi | e^{-(1-\sigma)\beta H} \mathcal{O} e^{-\sigma \beta H} | \Pi \rangle. \]  

(32b)

Note that the thermal state defined in Eq. 2a is simply \( | \Psi_{1/2}(\beta) \rangle \). Using the fact that \( \langle \Pi | X | \Pi \rangle = \text{Tr} X \), combined with the cyclic property of a trace, it is easy to show that Eq. 32 yields the correct ensemble average for the physical observable \( \mathcal{O} \).

In the exact theory as well as for mean-field and CI approximations, thermal properties can be computed as symmetric (\( \sigma = 1/2 \)) or asymmetric (\( \sigma \neq 1/2 \)) expectation values. On the other hand, thermal CC expectation values are inherently asymmetric, even for \( \sigma = 1/2 \), because a simultaneous exponential parametrization of both the bra and the ket is computationally unfeasible.

V. RESULTS

We study the Lipkin model and the transverse field Ising model (TFIM) to assess the performance of our thermal CC theory. As indicated in Eq. 12, we consider a cluster operator that is quadratic in \( su(4) \) generators. For the Lipkin model, we present results for error in internal energy, while we consider both the energetics and properties for TFIM.

A. Lipkin-Meshkov-Glick model

The Lipkin-Meshkov-Glick\(^ {2-4} \) model describes a closed-shell nucleus with schematic monopole interactions. The system consists of \( N \) spins on a lattice in the presence of an external magnetic field in the \( z \) direction. Any two spin-up (spin-down) states can flip to spin-down (spin-up) states and lower the energy of the system. The Hamiltonian can be expressed as

\[ H = x J_z - \frac{1-x}{N} (J_+ J_+ + J_- J_-), \]

(33)

where \( J_\mu = \sum_{p=1}^N J_{\mu p} \) for \( \mu \in \{z, + \} \) are the global SU(2) operators. The parameter \( x \) tunes the interaction strength. The system is noninteracting for \( x = 1 \) while correlation strength grows as \( x \) is reduced, and becomes extremely correlated at \( x = 0 \). In this paper, we only consider the parameter regime \( 0 \leq x \leq 1 \).

The Lipkin model is exactly solvable within the Richardson-Gaudin ansatz.\(^ {64,65} \) Exact diagonalization (or full configuration interaction) is also straightforward as the size of the Hilbert space grows linearly with the number of spins. Despite its seemingly simple structure, the Lipkin model exhibits nontrivial physics, particularly near the transition from weakly to strongly correlated regimes; mean-field theory predicts that the parity symmetry, \( P = e^{i\pi J_z} \), breaks spontaneously for \( x < x_c = (2N-2)/(3N-2) \). For this reason, the Lipkin model serves as an ideal test bed for new computational methods and theories in many-body physics and chemistry (c.f. Refs. 25 and 26).

In an exact theory, spontaneous symmetry breaking occurs in the thermodynamic limit (TDL) but not for finite systems. We can, however, artificially break the symmetry to obtain an energetically lower mean-field solution. This is known as the unrestricted mean-field theory. In our thermal CC implementation, we use an unrestricted mean-field Hamiltonian \( H_0 \) that allows for ground-state symmetry breaking whenever possible. For Lipkin, this happens for \( x \leq x_c \). Appendix A contains more details on symmetry breaking and mean-field theory for the Lipkin model.

Finally, it is noteworthy that the Lipkin model can also be considered as system of spinless fermions (see, e.g., Ref. 25). The fermionic Lipkin model has been studied as a benchmark system in thermal cluster cumulant theory, one of the earliest thermal generalizations of CC.\(^ {44} \) While the spin and fermionic representations come with their own merits and demerits, for the purpose of this article, the \( su(2) \) version merely acts as an exactly solvable benchmark model.

Figure 1 shows the absolute error in the internal energy per site, computed at the level of mean-field and CCSD approximations (Eq. 20), as a function of the inverse temperature and for various values of the interaction parameter \( x \) in a 32-site Lipkin model. The left (right) panel in the figure presents results for theories constructed from mean-field reference states built with a symmetry-preserving (symmetry-breaking) mean-field Hamiltonian. Thermal CC improves significantly over mean field, particularly for low temperatures. Most of the loss in accuracy occurs at intermediate temperatures and near \( x = x_c \), where a single-reference description of the system is inadequate. Both the symmetry-adapted as well as symmetry-broken thermal mean field and CCSD results approach the respective ground-state theories in the limit of zero temperature. The ground-state mean-field (CCSD) energy errors are indicated by the colored “o” and “x” markers on the y-axis in the figure. The spikes observed in the logarithmic plots for the absolute error in the internal energy occur due to the accidental crossing between the exact and the approximate internal energy curves. This is an effect of the nonvariational nature.
of the internal energy itself combined with the nonvariational character of the CCSD approximation. Total internal energy results for the 32-site Lipkin model with $x = 0.7$ are presented in Appendix C, and shed more light on this issue. We would also like to mention that for the Lipkin model with $x = 0.5$ (in the right panel), while it may appear otherwise, thermal CC does go to the correct ground-state limit as we evolve the system to a very large value of inverse temperature, $\beta \simeq 1000$.

1. Implementation details

The global SU(2) symmetry in the Lipkin model allows us to significantly reduce the structure of the cluster operator. We can drop the summation over the lattice indices and use

$$T(\beta) = t_0 + t_1 S^+ + t_1 \tilde{S}^+ + \alpha_1 Y^{++} + m S^+ \tilde{S}^+ + t_2 S^+ S^+ + \tilde{t}_2 \tilde{S}^+ \tilde{S}^+ + \alpha_2 Y^{++} Y^{++}. \quad (34)$$

Here, the $su(4)$ operators represent the global operators, i.e., for any generator $X$,

$$X \equiv \sum_p X_p. \quad (35)$$

The operators $Y^{++}$ and $S^+ \tilde{S}^+$ have overlapping contributions to the thermal state since

$$S^+ \tilde{S}^+ = \sum_{pq} S^+_{p} \tilde{S}^+_{q}, \quad \text{and} \quad Y^{++} = \sum_p S^+_{p} \tilde{S}^+_{p}. \quad (36)$$

To avoid making the imaginary-time evolution complicated, we choose either $Y^{++}$ or $S^+ \tilde{S}^+$ (but not both) in our cluster operator. We find that these choices lead to very similar result. Therefore, for all the work presented here, we use $Y^{++}$ but not the $S^+ \tilde{S}^+$ term in the cluster operator.

The number of parameters in the cluster operator is independent of the system size and depends only on the order of approximation. Hence, the computational scaling of thermal CC in Lipkin depends only on the number of grid points over which we perform the integration. While this implies that we can study large Lipkin models without any added computational cost, we consider a model with merely 32 spins for the ease of generating exact finite-temperature results.

B. Transverse field Ising model

The one-dimensional (1D) TFIM is a canonical model to study quantum criticality and phase transitions. The reason behind its popularity is that the model exhibits a quantum phase transition between ordered and disordered phases while also being tractable both analytically and numerically. Consequently, it serves as an ideal model to benchmark new computational theories like our thermal CC. The Hamiltonian is given by

$$H = -4 \sum_i J_i^z J_{i+1}^z + 2g \sum_i J_i^x, \quad (37)$$

where $g$ (chosen to be positive) quantifies the strength of the transverse magnetic field. In our work, we only consider 1D chains with periodic boundary condition. In the absence of the transverse field, we have a ferromagnetic Ising model that breaks the $Z_2$ symmetry in the TDL. On the other hand, for large $g$, the model has a disordered paramagnetic ground state. The one-dimensional chains exhibit a quantum phase transition from a ferromagnetically ordered phase to a disordered phase at $g = 1$. It is well known that the mean-field theory overestimates
the magnetic order and predicts a transition at \( g = 2 \) instead. For our thermal CC theory, once again, we artificially break the \( \mathbb{Z}_2 \) symmetry to obtain an energetically lower mean-field solution when possible. Appendix B contains further details about the mean-field theory and the choice of \( H_0 \) for thermal mean field.

Figure 2 plots absolute error in internal energy per site for thermal mean field and CCSD as a function of inverse temperature for a 10-site TFIM at various values of the transverse field \( g \). The corresponding errors for the ground-state mean-field and CCSD energies, respectively.

We have also introduced the Ising coupling constant \( I \) for book keeping. The magnetization density can then be calculated as,

\[
M_z = \lim_{f \to +1/N^+} \frac{1}{N} \frac{\partial F}{\partial f}.
\]

As we go away from \( g = 0 \), the correct limiting value of the external field for the ferromagnetic phase, \( f_c \), will change. To avoid such discrepancies while comparing our benchmark calculations and exact results, we only consider magnetizing fields that are sufficiently large. Figure 3 shows the temperature dependence of magnetization as we compare the results for CC expectation value (Eq. 20) and \( \lambda \)-derivative approaches (Eq. 26) against the exact results which were obtained by taking the \( \lambda \) derivative of the exact free energy. In both approximate results, we use a \( \lambda \)-dependent reference. Since magnetization is a one-body operator, we define the field-dependent thermal reference as

\[
|\Phi(\beta, \lambda)\rangle = e^{-\beta (H_\lambda + 2f \sum_i J_i^z)} |\rangle.
\]

While CC expectation values uses a fixed value of the external field (at which the properties are calculated), the \( \lambda \)-derivative approach considers \( f \) dependence of the mean field at every grid point before the derivative is evaluated. Both the CC expectation value and \( \lambda \) derivative perform reasonably well in the weakly correlated regime \( (g = 0.5) \) for all the values of external field. Near the phase transition region \( (g = 1.5) \), the overall quality of the CC wave function drops. However, the \( \lambda \)-derivative results are consistent with the CC expectation values.

In order to illustrate the importance of an \( f \)-dependent mean field, we present magnetization density results for a 10-site TFIM at \( (g, f) = (1.5, 0.15), (g, f) = (2, 0.15), \)
and \((g, f) = (2, 0.5)\). Figure 4 compares CC expectation value and \(\lambda\)-derivative estimates to the magnetization density, computed with and without an external field or \(f\) dependence in the mean-field reference, against exact results. For small external field, as in the case for \((g, f) = (1.5, 0.15)\), expectation values with \(f\)-dependent and \(f\)-independent mean-field references are similar, with the latter being marginally better. This is because mean-field theory in 1D TFIM already overestimates the ferromagnetic order. Including the effect of an external field only increases the strength of the magnetization. On the other hand, as the external field strength is increased, including \(f\) dependence in the mean-field theory becomes crucial. This is corroborated by the results for \((g, f) = (2.0, 0.15)\) and \((g, f) = (2.0, 0.5)\).

In Fig. 5, we also compare mean-field and CC expectation value results for the spin-spin correlation function \(\langle J_0 J_0^\dagger \rangle \) against exact ensemble averages for this 10-site model. Once again, the mean-field approach performs poorly and gives a flat, featureless correlation function. On the other hand, thermal CCSD adds significant corrections, quantitative and qualitative, for both \(g = 0.5\) and \(g = 1.5\), particularly at low and high temperatures. Near the thermal phase transition region, i.e., at \(\beta = 2\), where thermal CCSD is the least accurate, the correlation function, despite exhibiting the right qualitative structure, is not quantitatively accurate (see second column of Fig. 5). For large \(\beta\), i.e., as we approach zero temperature, the correlation curves converge to the corresponding ground-state properties, as we can deduce from the grey-colored ground-state curves in the third panels of each row in Fig. 5. We also observe one of the side effects of the asymmetric expectation values in CC theory. For \(g = 0.5\), going from \(\beta = 2\) to \(\beta = 10\), we find that the strength of thermal CCSD correlation function decreases while the exact correlation increases. While the decrease in correlation is negligible in this case \((\sim 10^{-3})\), the erratic behavior may become severe when CC is not a good approximation to the thermal state. Higher order approximation to the bra state can be used to address such problems. Finally, we note that \(g = 1.5\) results do not exhibit similar problems.

1. Implementation details

We can exploit the symmetries of the system to simplify the structure of the cluster operator for TFIM, just as we did for the Lipkin model. For the periodic chains under consideration, all sites are equivalent. Therefore, we can express the cluster operator as

\[
T(\beta) = t_0 + \sum_p S_p^+ S_p^+ + \tilde{s} \sum_p \tilde{S}_p^+ + \alpha_0 \sum_p Y_{p}^{++} + \frac{1}{2} \sum_{pq} \left( d_{pq} S_p^+ S_q^+ + \tilde{d}_{pq} \tilde{S}_p^+ \tilde{S}_q^+ + m_{pq} Y_{p}^{++} Y_{q}^{++} \right) + \sum_{pq} x_{pq} S_p^+ \tilde{S}_q^+, \tag{42}
\]

where we enforce that the tensors \(d, \tilde{d}, m\) and \(x\) are symmetric and have zero diagonals. With these simplifications, we can perform the imaginary-time evolution with a computational scaling of \(O(N^4 N_{\text{grid}})\). This scaling can be further brought down by realizing that the tensors \(d_{pq}, \tilde{d}_{pq}, m_{pq}\) and \(x_{pq}\) depend only on \(|p - q|\).
VI. CONCLUSION

We have demonstrated a generalization of coupled cluster theory to finite-temperature SU(2) systems with the help of thermofield dynamics. The CCSD framework, which has been applied successfully to study ground-state properties of spin systems, performs equally well at finite temperatures. At the same time, thermal CC experiences the same problems as its ground-state counterpart: it is insufficient for strongly correlated systems, and the expectation values are asymmetric. The single-reference nature of the CC ansatz fails to capture the underlying multi-configurational physics in strongly correlated systems. This, in conjunction with the fact that CC is a nonvariational theory, leads to poor performance, both for the internal energy and properties. However, a key advantage of coupled cluster is that it is systematically improvable. Including higher order excitations (triples, quadruples, etc.) in both the cluster operator and the configuration interaction approximation to the bra state can help alleviate some of the associated issues. In fact, for spin lattices, where CCSD scales as $O(N^3)$ or $O(N^4)$, higher order excitations can be added without making the theory computationally intractable. Another alternative is to use a multi-configurational wave functions (such as nonorthogonal CI) or unconventional mean-field states (such as spin antisymmetric geminal power state, dimer mean field, resonating valence
bond, etc.) as reference states to build the thermal CC ansatz. Such strategies have been explored in the context of ground-state CC theory and have shown promise. Their thermal generalizations provide pathways to expand upon our current work.
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Appendix A: Symmetry breaking in Lipkin model

The Lipkin-Meshkov-Glick Hamiltonian, given by
\[ H = xJ_z - \frac{1 - x}{n}(J_+^2 + J_-^2), \]
(A1)
commutes with the Casimir operator,
\[ J^2 = \frac{J_+ J_- + J_- J_+}{2} + J_z^2. \]
(A2)
The \( J^2 \) eigenvalue is determined by the total number of spins; for \( n \) spins, the eigenstates of \( H \) reside in the \( j = n/2 \) sector. The Hamiltonian also commutes with the parity operator, \( \hat{P} = e^{i\pi J_z} \), the symmetry of interest. For a given spin configuration, the parity eigenvalue is \( 1 \) (or \(-1\)) if the difference in the number of up- and down-spins is even (or odd). Therefore, simultaneous eigenstates of \( H \) and \( \hat{P} \) are made out of spin configurations, all of which have only even or only odd parity. As a result, the symmetry-preserving mean field |or the restricted Hartree-Fock (RHF)| state that optimizes the energy is simply the configuration with all down-spins, i.e.,
\[ |\phi_{RHF}\rangle = \bigotimes_i |\downarrow\rangle_i. \]
(A3)
The corresponding mean-field Hamiltonian and the mean-field ground-state energy are
\[ H_0^{RHF} = xJ_z, \]
(A4a)
\[ E_{RHF} = -\frac{nx}{2}. \]
(A4b)
While working in the symmetry adapted basis, we use \( H_0^{RHF} \) to define the mean-field thermal state.

We can also consider a rotated product state, that is not an eigenvector of the parity operator, as the ground-state mean-field reference. This unrestricted Hartree-Fock (UHF) state can be expressed as
\[ |\phi_{UHF}\rangle = \frac{1}{(1 + \kappa^2)^{n/2}} e^{\kappa J_z} |\phi_{RHF}\rangle, \]
(A5)
where \( \kappa \) parametrizes the UHF state. Using a UHF state as an approximation to the ground state is equivalent to a rotation of the underlying \( su(2) \) algebra such that the UHF wave function has all down-spins in the new basis. The \( su(2) \) operators in the new basis are related to the original operators via the following transformation,
\[ J_+ = \frac{K_+ - \kappa^2 K_- - 2\kappa K_z}{1 + \kappa^2}, \]
(A6a)
\[ J_- = \frac{K_- - \kappa^2 K_+ - 2\kappa K_z}{1 + \kappa^2}, \]
(A6b)
\[ J_z = \frac{\kappa (K_+ + K_-) + (1 - \kappa^2) K_z}{1 + \kappa^2}. \]
(A6c)
The Hamiltonian, expressed in terms of the \( K \) operators, becomes
\[ H = \hbar z K_z + h \pm (K_+ + K_-) + v \pm (K_+ K_- + K_- K_+), \]
(A7)
Exact expressions for the Hamiltonian parameters in the above expression can be found in the appendix of Ref. 25. The UHF mean-field Hamiltonian and the corresponding mean-field energy are
\[ H_0^{UHF} = \hbar z K_z - \frac{v z n}{2} K_z, \]
(A8a)
\[ E_{UHF} = -\frac{\hbar^2 n^2}{2} + \frac{v z n^2}{4}. \]
(A8b)
The UHF energy is minimized to find the optimal value of the rotation parameter \( \kappa \). As we have mentioned in the main text, \( \kappa \neq 0 \) only for \( x \leq x_c \). While working in the broken-symmetry regime (i.e., \( x \leq x_c \)), we use \( H_0^{UHF} \) to define the mean-field thermal state.

Appendix B: Symmetry breaking in TFIM

The TFIM has a \( \mathbb{Z}_2 \) symmetry, i.e., if all the spins (in \( z \)-basis) are flipped, then the energy remains unchanged. In the Ising limit, i.e., for \( g = 0 \), the model has a doubly-degenerate ferromagnetic ground-state. In the thermodynamic limit, the \( \mathbb{Z}_2 \) symmetry breaks spontaneously. For finite systems, we can break this symmetry artificially by introducing the following symmetry broken mean-field state to approximate the ground state,
\[ |\phi_{UHF}\rangle = \bigotimes_p \left( -\sin \frac{\theta}{2} |\uparrow\rangle_p + \cos \frac{\theta}{2} |\downarrow\rangle_p \right). \]
(B1)
The mean-field Hamiltonian and its corresponding energy depend on the rotation parameter \( \theta \), and for the one-dimensional periodic case with \( N \) spins, in the presence
of an external magnetizing $z$-field $f$ (see Eq. 38 for the Hamiltonian), they are given by

$$H_0 = 2 \sum_i \left( (\cos \theta + f) J_i^z + g J_i^x \right), \quad (B2a)$$

$$E_{UHF} = -N \left( \cos^2 \theta + g \sin \theta + f \cos \theta \right). \quad (B2b)$$

The UHF energy is minimized with respect to the rotation parameter $\theta$, the optimal values of which (at $f = 0$) are

$$\theta = \begin{cases} \arcsin g/2, & g \leq 2 \\ \pi/2, & g > 2 \end{cases}. \quad (B3)$$

We use this $H_0$ (with optimized $\theta$) that breaks the $\mathbb{Z}_2$ symmetry, except when $\theta = \pi/2$, to construct the mean-field thermal state for the TFIM.

In the same way as for the Lipkin model, we can introduce a rotation in the $su(2)$ algebra so that in the new basis, the UHF state corresponds to all down-spins. The full Hamiltonian in the rotated basis then becomes

$$H = -4 \sum_i \left[ \cos^2 \theta K_i^z K_{i+1}^z + \sin^2 \theta K_i^x K_{i+1}^x \right. \\
- \frac{1}{2} \sin 2\theta \left( K_i^z K_{i+1}^z + K_i^x K_{i+1}^x \right) \\
\left. + \frac{g}{2} \left( \cos \theta K_i^z + \sin \theta K_i^x \right) \right]. \quad (B4)$$

Similarly, the mean-field Hamiltonian, written in the new basis, becomes simply

$$H_0 = -2 \sum_i \left( -\cos^2 \theta + g \sin \theta \right) K_i^z. \quad (B5)$$

While the results do not depend on the choice of the basis, it is generally convenient to construct CC-like wave functions starting with a mean-field state that corresponds to all down-spins. Our description of the mean-field theory for the TFIM closely follows Ref. 22 and we recommend the reader to refer to this article for further details.

### Appendix C: Total internal energy for 1D TFIM

The logarithmic plots for absolute internal energy errors (Figs. 1 and 2) show several spikes that correspond to zero error. These occur when the approximate and exact internal energy curves intersect. These are a result of the nonvariational nature of the internal energy and may be worsened by the nonvariational character of the CC theory. In Fig. 6, we plot the total internal energy per site for the 32-site Lipkin model with $x = 0.7$ in the left panel, and the 10-site 1D TFIM at $g = 1$ in the right panel. It is clear that neither the mean-field nor the CCSD internal energies provide a variational upper bound to the exact internal energy. For example, in the 1D TFIM plot, the CCSD internal energy crosses the exact curve at two different temperatures. These correspond to the two spikes that are observed in Fig. 2.

### Appendix D: Thermal Properties

In Sec. IV, we described two different ways to compute thermal properties: CC expectation values and $\lambda$ derivatives. Here, we will discuss a few details about the equivalence, or lack thereof, between the two approaches.

1. **Exact theory**

For a first-derivative property (e.g. the dipole moment or magnetization density), the property can be computed as the derivative of the free energy. We thus define a $\lambda$-dependent thermal state,

$$|\Psi(\beta, \lambda)\rangle = e^{-\beta H(\lambda)/2} |\mathbb{I}\rangle, \quad (D1)$$

where $H(\lambda) = H + \lambda O$. The norm of $|\Psi(\beta, \lambda)\rangle$ gives us the partition function, $Z(\beta, \lambda) = \langle \Psi(\beta, \lambda) | \Psi(\beta, \lambda) \rangle$, from which we can extract the free energy and write the thermal average of $O$ as

$$\langle O \rangle = -\frac{1}{\beta} \frac{\partial}{\partial \lambda} \ln Z(\beta, \lambda). \quad (D2)$$

The $\lambda$ derivative of the partition function can be simplified using the Wilcox identity,

$$\frac{\partial Z(\beta, \lambda)}{\partial \lambda} = \frac{\partial}{\partial \lambda} \langle \mathbb{I} | e^{-\beta H(\lambda)/2} \mathbb{I} \rangle, \quad (D3a)$$

$$= -\beta \int_0^1 d\alpha \langle \mathbb{I} | e^{-(1-\alpha)\beta H(\lambda)} O e^{-\alpha \beta H(\lambda)} |\mathbb{I}\rangle. \quad (D3b)$$

Using the fact that for a physical operator $X$, $\langle \mathbb{I} | X | \mathbb{I} \rangle = \text{Tr} X$, combined with the cyclic property of trace, we get

$$\frac{\partial Z(\beta, \lambda)}{\partial \lambda} = -\beta \int_0^1 d\alpha \text{Tr} \left( e^{-(1-\alpha)\beta H(\lambda)} O e^{-\alpha \beta H(\lambda)} \right), \quad (D4a)$$

$$= -\beta \int_0^1 d\alpha \text{Tr} \left( e^{-(\beta H(\lambda))/2} O e^{-\beta H(\lambda)/2} \right), \quad (D4b)$$

$$= -\beta \langle \Psi(\beta, \lambda) | O | \Psi(\beta, \lambda) \rangle. \quad (D4c)$$

Therefore, in the exact theory, the $\lambda$ derivative of the free energy is equivalent to the expectation value of $O$ over the thermal state, i.e.,

$$\langle O \rangle = -\frac{1}{\beta} \frac{\partial}{\partial \lambda} \ln Z(\beta, \lambda) = \frac{\langle \Psi(\beta, \lambda) | O | \Psi(\beta, \lambda) \rangle}{\langle \Psi(\beta, \lambda) | \Psi(\beta, \lambda) \rangle}. \quad (D5)$$

2. **Mean-field theory**

Unlike the exact theory, the expectation value and the free-energy derivative do not necessarily lead to the same results in the mean-field theory. The expectation value of
a physical operator $O$ over the mean-field thermal state is defined as

$$\langle O \rangle_{0,\text{exp.}} = \langle 0(\beta)|O|0(\beta) \rangle. \quad (D6)$$

On the other hand, we can also define $\langle O \rangle_0$ as the $\lambda$ derivative of the mean-field free energy, i.e.,

$$\langle O \rangle_{0,\lambda} = -\frac{1}{\beta} \lim_{\lambda \to 0} \frac{\partial}{\partial \lambda} \ln \langle \Phi(\beta, \lambda)|\Phi(\beta, \lambda) \rangle, \quad (D7)$$

where

$$\langle \Phi(\beta, \lambda) \rangle = e^{-\beta(H_0 + \lambda O_0)/2} \langle \Pi \rangle, \quad (D8)$$

with $O_0$ being the mean-field (or one-body) contribution to $O$. For a general two-body $O$, Eqs. D6 and D7 are not equivalent. The thermal expectation value of only the mean-field component of $O$ is identical to the $\lambda$ derivative, i.e.,

$$\langle O \rangle_{0,\lambda} = \langle O \rangle_{0,\text{exp.}}. \quad (D9)$$

which implies that only when the observable $O$ is a one-body operator, the mean-field expectation value and $\lambda$ derivative of the mean-field free energy are identical.

Note that in the foregoing equations, we have ignored the orbital optimization of the mean-field free energy in the presence of $\lambda O_0$, which, if included, will result into a mean-field Hamiltonian $H_0^{\lambda}(\beta, \lambda)$ that is nonlinear in $\lambda$.

3. Coupled cluster theory

It follows directly from mean-field theory that for approximate wave function theories, expectation values over thermal state and free-energy derivatives do not necessarily produce identical results. Let us see an explicit proof for the coupled cluster theory. The CC expectation value and $\lambda$-derivative expressions are given in Eqs. 20 and 26,

$$\langle O \rangle_{CC,\text{exp.}} = \langle \Psi_L|O|\Psi_R \rangle, \quad (D10a)$$

$$\langle O \rangle_{CC,\lambda} = \lim_{\lambda \to 0} \frac{\partial F}{\partial \lambda}, \quad (D10b)$$

where $F$ is the free energy of the system, and is defined as

$$F(\beta, \lambda) = -\frac{1}{\beta} \ln Z_{CC}(\beta, \lambda), \quad (D11a)$$

$$= \frac{1}{\beta} \int_0^\beta d\tau E_{CC}(\tau, \lambda), \quad (D11b)$$

with $E_{CC}(\tau, \lambda) = \langle \Psi_L|H(\lambda)|\Psi_R \rangle / \langle \Psi_L|\Psi_R \rangle$. Recall that $\langle \Psi_L|, |\Psi_R \rangle$, and the CC partition function $Z_{CC}$ are given by

$$\langle \Psi_L \rangle = \langle \Phi(\beta, \lambda)|1 + Z)e^{-T}e^{z_0}, \quad (D12a)$$

$$|\Psi_R \rangle = e^{T_0}e^{z_0}|\Phi(\beta, \lambda) \rangle, \quad (D12b)$$

$$Z_{CC}(\beta, \lambda) = \langle \Phi(\beta, \lambda)|\Phi(\beta, \lambda) \rangle e^{T_0 + z_0}. \quad (D12c)$$

To show that CC expectation value and $\lambda$-derivative approaches are different, we will show that

$$\frac{\partial}{\partial \beta} \langle \Psi_{CC,\text{exp.}} \rangle \neq \frac{\partial}{\partial \beta} \langle \Psi_{CC,\lambda} \rangle. \quad (D13)$$

The left-hand side (LHS) can be simplified as:
$$LHS = \left( 1 + \beta \frac{\partial}{\partial \beta} \right) \langle \Psi_L | O | \Psi_R \rangle,$$

$$= \langle O \rangle_{CC, \exp.} + \frac{\beta}{2} \left( 2E(\beta) \langle O \rangle_{CC, \exp.} - \frac{\langle \Psi_L | (HC + CH) | \Psi_R \rangle}{\langle \Psi_L | \Psi_R \rangle} \right).$$

On the other hand, the right-hand side (RHS), before taking the limit of $\lambda \to 0$, simplifies into

$$RHS = \frac{\partial}{\partial \beta} \int_0^\beta d\tau \frac{\partial E_{CC}(\tau, \lambda)}{\partial \lambda},$$

$$= \frac{\partial E(\beta, \lambda)}{\partial \lambda} \langle 0(\beta, \lambda) | (1 + Z)e^{-T}H(\lambda)e^T | 0(\beta, \lambda) \rangle$$

$$+ \langle 0(\beta, \lambda) | (1 + Z) \left( \frac{\partial e^{-T}H e^T + e^{-T}H \frac{\partial e^T}{\partial \lambda} }{\partial \lambda} \right) | 0(\beta, \lambda) \rangle$$

$$+ \frac{\partial \langle 0(\beta, \lambda) | (1 + Z)e^{-T}H e^T | 0(\beta, \lambda) \rangle + \langle 0(\beta, \lambda) | (1 + Z)e^{-T}H e^{T} \frac{\partial | 0(\beta, \lambda) \rangle}{\partial \lambda} }{\partial \lambda}.$$  

At a first glance, the left- and right-hand side expressions do not show any resemblance beyond the $\langle O \rangle_{CC, \exp.}$ term. Even if we ignore the $\lambda$ dependence in the mean-field reference, and therefore the quasiparticle excitation and deexcitation operators, we get

$$RHS = \langle O \rangle_{CC, \exp.} + \sum_\mu \frac{\partial \Sigma_\mu}{\partial \lambda} \langle 0(\beta) | \tau^T_\mu e^{-T}H(\lambda)e^T | 0(\beta) \rangle$$

$$+ \sum_\mu \frac{\partial \Sigma_\mu}{\partial \lambda} \langle 0(\beta) | (1 + Z) \left( e^{-T}H(\lambda)e^T, \tau^T_\mu \right) | 0(\beta) \rangle,$$

which is clearly different from LHS. It is well established in ground-state CC theory that, in the absence of orbital relaxation effects, i.e., using a $\lambda$-independent mean-field reference, CC expectation values and $\lambda$-derivative approach results in identical results. However, the same is not obviously true at nonzero temperatures.
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