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Abstract

Syntactic information has been proved to be useful for transformer-based pre-trained language models. Previous studies often rely on additional syntax-guided attention components to enhance the transformer, which require more parameters and additional syntactic parsing in downstream tasks. This increase in complexity severely limits the application of syntax-enhanced language model in a wide range of scenarios. In order to inject syntactic knowledge effectively and efficiently into pre-trained language models, we propose a novel syntax-guided contrastive learning method which does not change the transformer architecture. Based on constituency and dependency structures of syntax trees, we design phrase-guided and tree-guided contrastive objectives, and optimize them in the pre-training stage, so as to help the pre-trained language model to capture rich syntactic knowledge in its representations. Experimental results show that our contrastive method achieves consistent improvements in a variety of tasks, including grammatical error detection, entity tasks, structural probing and GLUE. Detailed analysis further verifies that the improvements come from the utilization of syntactic information, and the learned attention weights are more explainable in terms of linguistics.

1 Introduction

Pre-trained transformer-based neural language models (LMs), such as BERT (Devlin et al., 2019) and RoBERTa (Liu et al., 2019), have achieved remarkable results in a variety of NLP tasks (Wang et al., 2018). However, many studies have found that these LMs do not encode enough syntactic knowledge in their learned representations (Wang et al., 2019; Min et al., 2020; Wang et al., 2020). As it is widely acknowledged that structural information is very important for NLP (Strubell et al., 2018; Nguyen et al., 2019; Zhang et al., 2020), there is an increasing interest in improving pre-trained LMs by using syntactic information.

Most of these works enhance pre-trained LMs by adding syntax-driven attention components to the transformer (Li et al., 2020b; Xu et al., 2020; Bai et al., 2021). They use the added components to produce a syntax-aware representation, and inject this additional representation into the original one from the vanilla transformer, so as to get a final syntax-enhanced representation. Although these works did bring improvements, the additional syntax-aware layers obviously increase application inconvenience and computation complexity, as they need to parse the input text during testing and require more neural parameters. Moreover, the performance of such explicit method depends on the parsing quality of test data (Sachan et al., 2020). There are also some efforts on incorporating syntax-related objectives into the pre-training stage, such as syntax head prediction (Wang et al., 2020) and dependency distance prediction (Xu et al., 2020). However, these predictive pre-training tasks often fail to improve performance alone and need to work together with the additional attention components (Xu et al., 2020). Overall, it is still an open challenge to effectively and efficiently incorporate syntactic information into pre-trained LMs.

In order to address the above problems, we propose Syntax-guided Contrastive Language Model (SynCLM). Based on contrastive learning, SynCLM uses syntactic information to create contrastive positive and negative examples, and uses them to help the pre-trained LM to learn rich syntactic knowledge through contrastive learning method. SynCLM only adds contrastive objectives in the pre-training stage, ensuring an effective and efficient utilization of syntax.

Specifically, based on constituent and dependency structures of syntax trees, we propose phrase-guided and tree-guided contrastive objectives for pre-training, as shown in Figure 1. The constituent structure represents the grouping of words into phrases within an input according to constituency
Figure 1: Overview of our pre-training framework. \( P \) and \( N_i \) represent the positive sample and the \( i \)-th negative sample, respectively. The phrase-guided contrastive objective is based on the constituent structure of inputs, focusing on using local syntactic information to guide the learning of attention distributions. The tree-guided objective is based on the dependency structure, using global syntactic information to enhance the hidden representations.

Our code\(^1\) will be released.

- Based on the constituency and dependency structure, we design two novel syntax-guided learning objectives to enhance the learning of attention weight distributions and hidden representations in the transformer.

- Extensive experiments show that our SynCLM achieves consistent improvements on tasks that are often used in related works, including grammatical error detection, entity-related tasks, structural probing task, and general evaluation tasks (GLUE). Detailed analysis verifies that the performance improvements come from the use of syntactic information, and the learned attention weights are more explainable in terms of linguistics.

2 Related Work

We first review studies on analyzing the linguistic knowledge learned by pre-trained LMs, and then we will introduce recent researches on incorporating linguistic knowledge into pre-trained LMs.

Linguistic Studies on Pre-trained LMs As pre-trained LMs (Devlin et al., 2019; Liu et al., 2019) continue to provide gains on NLP benchmarks, understanding what they have learned is very important, which can help us understand the reason.

\(^1\)https://github.com/PaddlePaddle/Research/tree/master/NLP/ACL2022-SynCLM
behind their success and their limitations. Many studies aim to unveil linguistic structures from the representations learned by pre-trained LMs (Jawahar et al., 2019; Wang et al., 2019). Some works demonstrate that pre-trained LMs have learned syntactic information. Hewitt and Manning (2019) indicate that syntax information is implicitly embedded in BERT by learning a linear transformation to predict the syntactic depth of each word based on its representation. Jawahar et al. (2019) and Tenney et al. (2019) show that BERT captures syntactic features at lower layers and loses some of learned syntactic information at higher layers. However, some works show that pre-trained LMs do not capture adequate syntactic knowledge. Wang et al. (2019) find that certain syntactic structures may not be embedded in BERT, as the dependency weights calculated by BERT seem to be inconsistent with human intuitions of hierarchical structures. Min et al. (2020) prove that BERT need to recruit syntactic representations from the generated syntactically informative examples to improve model performance on syntax-aware examples.

Based on these studies, we can find that pre-trained LMs often fail to encode enough syntactic information in their representations and get poor performance on syntax-aware data.

**Syntax Enhanced Pre-trained LMs** On the other hand, many works try to use syntax information to further improve models (Strubell et al., 2018; Nguyen et al., 2019; Zhang et al., 2020; Li et al., 2020b; Xu et al., 2020).

Task oriented works attempt to inject syntactic knowledge into the transformer (Strubell et al., 2018; Nguyen et al., 2019; Bugliarello and Okazaki, 2020; Zhang et al., 2020). In the semantic role labeling task, Strubell et al. (2018) restrict each token to attend to its syntactic parent in an attention head and improve the model performance. In the machine translation task, Nguyen et al. (2019) incorporate a tree-structured attention into the transformer for helping encode syntactic information. Bugliarello and Okazaki (2020) propose a syntax-aware self-attention mechanism to incorporate syntactic knowledge into the model. In the machine reading comprehension task, Zhang et al. (2020) use syntactic information to guide the self-attention to pay no attention to the dispensable words. These works mainly inject syntactic information into attention mechanisms, and obtain performance gains. However, they confine to a certain task.

Pre-training oriented works try to integrate syntactic information in a general way that can be applied to various NLP tasks. Inspired by the above researches, some studies (Xu et al., 2020; Li et al., 2020b; Bai et al., 2021) design various syntax-aware attention mechanisms. Despite different in detail, all of them use syntactic dependency relations to restrict the attention to important local regions. The syntax-aware attention can capture the information of important local regions according to syntactic structures, so as to obtain more benefits. Meanwhile, some works inject syntactic knowledge into pre-trained LMs via introducing new learning objectives, such as syntax head prediction (Wang et al., 2020) and dependency distance prediction (Xu et al., 2020). However, they need to work with additional syntax-guided attention methods (Xu et al., 2020).

Notably, most of these works incorporate an explicit syntax-guided component into models during testing. This increases the computational complexity and application difficulty of the model, which may limit the application of model in broader NLP tasks. In order to address these problems, we propose a novel contrastive pre-training framework to incorporate syntactic knowledge into pre-trained LMs, without introducing computational complexity in downstream tasks.

### 3 Methodology

In this section, we first describe the two new contrastive learning objectives in our SynCLM. Then we introduce our pre-training framework and implementation details.

#### 3.1 Syntax-guide Contrastive Learning

In order to facilitate the learning of syntax-aware representations, we propose two learning tasks which use syntactic structures to guide the learning of attention distributions and hidden representations in the transformer. Here, we will first introduce the transformer architecture and the contrastive learning method as background. Then we will introduce our two contrastive learning objectives, and the construction of positive and negative samples, which is the main challenge of contrastive learning.

**Transformer** A Transformer (Vaswani et al., 2017) is a stack of self-attention layers where each layer (consisting of $H$ heads) transforms the input unit into a continuous representation. Given
the input sentence $S$ with $n$ tokens, denoted as ${t_1, t_2, ..., t_n}$, we use $a_i^{(l,h)}$ to represent the attention distribution of the $i$-th token by the $h$-th attention head on the $l$-th layer, where $1 \leq h \leq H$ and $1 \leq l \leq L$. We take the average of all heads’ attention distributions on the $l$-th layer as the final distribution of the $l$-th layer, denoted as $a_i^{(l,h)}$. Finally, we use $z_i^l$ to represent the intermediate hidden representation of token $i$ on the $l$-th layer.

**Contrastive Learning Method** Contrastive self-supervised learning (CSSL) (Wu et al., 2018; He et al., 2020) is a learning paradigm which aims to capture the intrinsic patterns and properties of input data without using human-provided labels. The basic idea of CSSL is to construct auxiliary tasks solely based on the input data, which is the key to CSSL, and force the network to learn meaningful representations by performing the auxiliary tasks well. The auxiliary tasks are learned by the contrastive learning loss. In this paper, we use InfoNCE function which is a variant of Noise Contrastive Estimation (NCE) (Gutmann and Hyvärinen, 2010) function for contrastive learning, as shown in Equation 1.

$$L_{cl} = -\log \frac{\exp(\frac{\text{sim}(q, a_i^+)}{\tau})}{\exp(\frac{\text{sim}(q, a_i^+)}{\tau}) + \sum_{i=0}^{K} \exp(\frac{\text{sim}(q, a_i^-)}{\tau})} \tag{1}$$

where $q$ is the original sample; $q^+$ and $q_i^-$ are the positive and the $i$-th negative samples, respectively; $K$ is the number of negative samples. The $\text{sim}()$ function can be any similarity function, such as cosine, Jensen-Shannon Divergence (Endres and Schindelin, 2003) and Hellinger distance (Beran, 1977). $\tau$ called temperature coefficient is a hyper-parameter used in recent methods (Khosla et al., 2020; Yu et al., 2021).

**Phrase-guided Contrastive Learning Objective** Some phrases can be recognized by using the similarity of attention distributions over words (Mareček and Rosa, 2019; Kim et al., 2020). To further improve the recognition, we propose to use prior phrase structure information to further guide the learning of attention distributions by maximizing the similarity of attention distributions between words in the same phrase.

Given a sampled token $t_i$, we randomly select a token in the same phrase as its positive example, and select $K$ tokens outside the phrase as the contrastive negative examples. As shown in the sampled phrases of Figure 1, for the token “build”, the token marked as $P$ is the positive example, and tokens marked as $N$ are negative examples. Then we use the contrastive learning loss (defined in Equation 1) for this learning task, and the corresponding $\text{sim}()$ function is defined as follows:

$$\text{sim}_{\text{phrase}} = -JSD(a_i^{(l,h)} \parallel a_i^{(l,k)})$$

$$= - (D_{KL}(a_i^{(l,h)} \parallel m) + D_{KL}(a_i^{(l,k)} \parallel m))/2$$

where $m = (a_i^{(l,k)} + a_i^{(l,h)})/2 \tag{2}$$

where $JSD$ is short for Jensen-Shannon Divergence (Endres and Schindelin, 2003), and $D_{KL}$ for Kullback-Leibler Divergence (KLD) (Kullback and Leibler, 1951). The index $s$ indicates a sampled example of token $t_i$, which may be positive or negative. Please note that there are many calculation choices for the $\text{sim}()$ function, such as cosine, JSD and KLD. In our early-stage preliminary experiments, we have experimented with JSD and KLD, and the former performs slightly better and thus is adopted in our framework.

**Tree-guided Contrastive Learning Objective** The idea that the root of a syntax tree should pay more attention to its descendant nodes has been proved to be effective in attention-based models by existing syntax-aware attention mechanisms (Xu et al., 2020; Li et al., 2020b; Bai et al., 2021). Therefore, we propose a tree-guided contrastive learning objective to maximize the similarity between the global representation based on all input tokens and the syntax-aware representation based on syntactically related tokens.

Given a sampled token $t_i$, we derive its subtree from the entire dependency tree. As described by the sampled subtrees in Figure 1, the subtree of token “build” consists of all tokens dominated by token “build”, and “build” is the root of the subtree. We use it as the positive tree, denoted as $T^+$. Then we randomly replace no more than three tokens in $T^+$ with adjacent tokens to get the negative tree $T^-$, and ensure that there is at least one same token in $T^+$ and $T^-$, as shown by the other two subtrees in Figure 1. According to the above conclusion, the representation based on the tokens in the positive subtree should be closer to the original representation given by the pre-trained LM. We also use the contrastive learning loss in Equation 1 to optimize this learning objective, and the $\text{sim}()$ function is
defined as follows:

$$\text{sim}_{\text{tree}} = \cos(z^l_i; \sum_{t_j \in T_s} e_{ij} z^l_j)$$

where $$e_{ij} = \exp(z^l_i \cdot z^l_j) \prod_{t_k \in T_s} \exp(z^l_i \cdot z^l_k)$$

where $$T_s$$ represents a sampled subtree of token $$t_i$$, which may be positive or negative. And $$z^l_i$$ represents the intermediate hidden representation of token $$i$$ on the $$l$$-th layer.

### 3.2 Syntax-guided Pre-training Framework

We then add the two contrastive learning objectives into traditional pre-training, so as to enhance vanilla pre-trained LM. The final loss for the pre-training is the summation of the training loss for masked language model (MLM) (Devlin et al., 2019) and two new proposed tasks, as shown below.

$$L = L_{\text{MLM}} + L_{\text{phrase}} + L_{\text{tree}}$$

#### Data for Pre-training

We use BERT’s pre-training data (Devlin et al., 2019) as our model’s pre-training data, including documents from English Wikipedia and BookCorpus (Zhu et al., 2015). Then we use the pre-processing and BPE (Byte-Pair Encoding) tokenization from RoBERTa (Liu et al., 2019) to process the training data. The maximum length of input sequence is set to 512.

To obtain syntactic structures for each sentence, we adopt a well-trained parsing model - Stanza\(^3\) to automatically generate a syntax tree for each sentence. Because the pre-trained LM takes subwords as the input unit, for the word $$u$$, we take its first subword as the root, and add edges connecting non-first subwords to the first subword. Since syntactic information is pre-processed in advance, syntax parsing only needs to be performed once in the entire process. In our work, it takes about one day to parse the pre-training data with 20 P40 GPUs. Then, syntactic information is used as the additional input in the pre-training stage.

#### Implementation Details

To accelerate the training process, we initialize parameters from RoBERTa models\(^4\) released by Liu et al. (2019). We use RoBERTa-base and RoBERTa-large to initialize our base and large models respectively. RoBERTa-base contains 12 layers, each of which has 12 heads and 768 hidden states. And RoBERTa-large contains 24 layers, each of which has 16 heads and 1024 hidden states. We set $$l$$ as the last hidden layer in Equation 2 and Equation 3. And the number of negative examples is set to 3. As our pre-trained LMs do not introduce additional parameters, the parameter sizes of our base and large models are the same as those of RoBERTa models.

We pre-train our models with 16 32G NVIDIA V100 GPUs. The base model takes about four days and the large model takes about seven days. During the training process, in order to choose a well pre-trained model, we evaluate the intermediate model per 10K steps, and terminate the training when the performance alteration (i.e., Perplexity of LMs) is below a certain threshold for five sequential evaluations. In the base setting, the batch size is 512, and the total steps are 300,000, 24,000 of which is the warm up steps. For the large model, the batch size is 256, and the total steps are 350,000, 30,000 of which is for warming up.

### 4 Experiments

First, we verify the effectiveness of SynCLM on several syntax-aware tasks, including grammatical error detection task (Section 4.1) and entity tasks (Section 4.2), which are often used for testing syntax pre-training models. Then, we test the effectiveness of SynCLM on more general tasks by using GLUE benchmark (Section 4.3). At last, detailed analysis is conducted to show the impact of incorporating syntactic knowledge (Section 4.4).

Please note that ↑ in our reported results means statistically significant improvement over the baseline with p-value < 0.05. Besides, for fair comparison, we report continue training results.

---

\(^3\)https://github.com/stanfordnlp/stanza

\(^4\)https://github.com/pytorch/fairseq/tree/master/examples/roberta

---

| Dataset | Train | Test | Class | Metric |
|---------|-------|------|-------|--------|
| ColA    | 8,351 | 1,063 | 2     | MCC    |
| BLIMP   | 0     | 40,000 | *    | Acc    |
| FCE     | 28,731 | 2,720 | 2*    | Acc/F1 |

Table 1: Statistics of datasets used in our work. “*” represents for the non-classification tasks. “Acc” is short for “accuracy”. “Pea.” and “Spr.” are abbreviations for “Pearson” and “Spearman correlation” respectively.
## 4.1 Grammatical Error Detection (GED)

GED task aims to evaluate the grammatical acceptability of a given sentence. We use three popular public datasets, i.e., CoLA (Warstadt et al., 2019), BLiMP (Warstadt et al., 2020), and FCE (Yannakoudakis et al., 2011), to evaluate our models. For CoLA, we use Matthews Correlation Coefficient (MCC) (Matthews, 1975) as the evaluation metric. For BLiMP, we evaluate models using the overall accuracy on all input pairs, namely the proportion of pairs whose acceptable sentence is assigned a higher probability. On FCE, following Rei and Søgaard (2019), we take it as a binary classification task and a sequence labeling task, and use accuracy and F$_{0.5}$ to evaluate them respectively.

### Baselines

Rei and Søgaard (2019) combine objectives at different granularities (i.e., sentence and token) to learn better representations. Li et al. (2020b) use dependency distance matrix to obtain a syntax-aware local attention (SLA) and achieve SOTA results on FCE. We also report the results of BERT, RoBERTa and GPT-2 (Radford et al.), where GPT-2 reports SOTA results on BLiMP.

### Main Results

From Table 2, it can be seen that SynCLM achieves consistent gains over RoBERTa on all three datasets: 2.0% higher average accuracy on BLiMP, 1.3% higher MCC on CoLA, and 0.8% higher accuracy on FCE. The results show that syntactic prior information helps SynCLM to perform much better on GED task. We believe this is because the grammatical acceptability of a sentence strongly relies on its syntactic structure. As illustrated by the first example in Figure 2, which checks the morphological number agreement of the sentence, the morphological number of the word “eat” should be consistent with that of its subject “John”. And the dependency syntax illustrates the subject-verb relation between them.

The tree-guided method performs better than the phrase-guided method on most metrics, as the tree structure gives the head-dependent relations between words more directly and more explicitly. Moreover, combining the two methods can achieve more gains.

### Merging SLA

We also test whether SynCLM can be further improved with previous syntax-enhanced attention mechanisms for fine-tuning. We implement SLA (Li et al., 2020b) in the fine-tuning stage, and show the results in the third part of Table 2. It can be seen that merging SLA and SynCLM can achieve more gains on CoLA and FCE, which means that SynCLM can be further improved by using syntax information during fine-tuning.

## 4.2 Entity Tasks

We evaluate SynCLM on two entity related tasks: named entity recognition (NER) and entity typing (ENT), which aim to recognize entities and predict entity types respectively. We use CoNLL-2003 (Sang and De Meulder, 2003) for NER task and OpenEntity (Choi et al., 2018) for ENT task.

### Baselines

BERT-MRC (Li et al., 2020a) formulates NER task as a machine reading comprehension task to handle both flat and nested NER tasks. KEPLER (Wang et al., 2021) infuses knowledge into pre-trained models and jointly learns knowledge embeddings and language representations. SEPREM (Xu et al., 2020) injects syntax information into pre-trained LMs by introducing two learning tasks and a syntax-aware attention layer. LUKE (Yamada et al., 2020) uses a large amount of entity-annotated corpus and an entity-aware self-
### Models

| Models                  | QQP | MRPC | STS  | SST  | CoLA | RTE  | MNLI-m | QNLI |
|-------------------------|-----|------|------|------|------|------|--------|------|
| BERT-large (Devlin et al., 2019) | 91.3/--- | 88.0/--- | 90.0/--- | 93.2/--- | 60.6/--- | 70.4/--- | 86.6/--- | 92.3/--- |
| XLNet-large (Yang et al., 2019) | 92.3/- | 90.8/- | 92.5/- | 97.0/--- | 69.0/--- | 85.9/--- | 90.8/--- | 94.9/--- |
| SLA-large (Li et al., 2020b) | -/- | -/- | -/- | -/- | -/- | -/- | -/- | -/- |
| RoBERTa-base (Liu et al., 2019) | 91.6/88.9 | 90.1/92.7 | 90.9/90.7 | 94.8 | 63.6 | 78.7 | 87.6 | 92.8 |
| + continuous            | 91.6/88.8 | 90.2/92.8 | 90.2/90.1 | 94.9 | 63.8 | 78.9 | 87.2 | 92.8 |
| + PHRASE                | 91.7/88.9 | 90.5/93.0 | 90.3/90.2 | 95.2 | 64.5 | 79.8 | 87.0 | 92.9 |
| + TREE                  | 91.7/88.9 | 91.2/93.6 | 90.6/90.4 | 95.1 | 64.9 | 80.1 | 87.4 | 93.0 |
| SynCLM-base             | 91.7/88.9 | 91.4/93.7 | 90.8/90.6 | 95.1 | 65.3 | 80.1 | 87.2 | 93.0 |
| + continuous            | 91.7/88.9 | 90.5/93.0 | 90.3/90.2 | 95.2 | 64.5 | 79.8 | 87.0 | 92.9 |
| + PHRASE                | 91.7/88.9 | 91.2/93.6 | 90.6/90.4 | 95.1 | 64.9 | 80.1 | 87.4 | 93.0 |
| + TREE                  | 91.7/88.9 | 91.4/93.7 | 90.8/90.6 | 95.1 | 65.3 | 80.1 | 87.2 | 93.0 |

### Task Examples

- **CoLA**: I demand that the more John eat, the more he pays.
  - Syntax Tree: the more John eat, the more he pays.
  - Example: 0 1 0

- **SST**: the words, frankly, my dear, I do not give a damn; have never been more appropriate
  - Syntax Tree: the words give have never been more appropriate
  - Example: 1 1 1

### Table 4: Results (average of 5 runs) on entity tasks.

| Models                  | CoNLL-2003 P/R/F1 | OpenEntity P/R/F1 |
|-------------------------|-------------------|-------------------|
| BERT-MRC (Li)           | 92.3/94.6/93.0    | -/-/-             |
| SLA-large (Li20)        | 92.3/93.5/92.9    | -/-/-             |
| KEPLER (Wang)           | -/-/-             | 77.2/74.2/75.7    |
| SEPREM (Xu20)           | -/-/-             | 80.1/77.1/79.1    |
| LUKE (Yamada)           | -/-/94.3          | 79.9/76.6/78.2    |
| SEPREM-base             | 84.0/92.9/88.2    | 76.7/73.5/75.1    |
| RoBERTa-base            | 92.4/92.9/92.6    | 75.7/74.6/75.1    |
| + PHRASE                | 92.9/93.0/93.0    | 75.9/74.9/75.4    |
| + TREE                  | 92.7/92.9/92.8    | 75.6/75.2/75.4    |
| SynCLM-base             | 93.0/93.0/93.0    | 76.6/74.6/75.6    |
| + SLA                   | 92.1/94.1/93.1    | 76.7/74.6/75.7    |
| RoBERTa-large           | 93.0/93.5/93.2    | 76.3/76.7/76.2    |
| SynCLM-large            | 93.4/93.8/93.6    | 76.8/76.1/76.4    |

### Table 3: Performance on dev sets of GLUE tasks. The results of BERT and RoBERTa are from Liu et al. (2019). Results with * are from our re-implementations, as some metrics are not given by Liu et al. (2019). For each task, we run model for 5 times with different random initialization seeds, and report the median result.

**Figure 2**: Case study. The third column shows the simplified syntax tree of each example. $P_{base}$ represents the label predicted by RoBERTa-base model, and $P_{slax}$ represents the label predicted by SynCLM-base.

**Attention Mechanism**

The attention mechanism allows the model to focus on important parts of the input sequence. In the context of NER, this means the model can better identify the boundaries of named entities by paying attention to specific parts of the text.

**Main Results**

Table 4 shows the performances of SOTA models and our models on CoNLL-2003 and OpenEntity. On the NER task, SynCLM-large improves F1 score by 0.4% compared with RoBERTa-large. Meanwhile, phrase-guided method consistently outperforms tree-guided method both in the base and large model. We think this is because the goal of phrase-guided method matches pretty well with the goal of NER. On the ENT task, SynCLM obtains 0.9% and 0.5% precision improvements under the settings of base-size and large-size, respectively.

**Comparison with SEPREM and SLA**

Compared with SEPREM on ENT, SynCLM achieves a smaller improvement. We suspect the reason is twofold. First, in SynCLM, syntactic information is incorporated only in the pre-training stage. Second, the pre-training data used in SEPREM is about ten times larger than ours. In order to verify the above hypotheses, based on RoBERTa-base, we implement the two pre-training tasks of SEPREM, namely dependency head prediction and dependency distance prediction, and train them on the pre-training data used in our work, resulting in SEPREM-base in Table 4. We observe that SEPREM trained on small-scale data does not perform well. Meanwhile, we merge SLA in the fine-tuning stage, resulting in SynCLM-base + SLA. The result verifies that SynCLM can be further improved by using syntactic information during fine-tuning stage.

**4.3 GLUE Benchmark**

Besides, we evaluate SynCLM on the GLUE benchmark (Wang et al., 2018), a collection of diverse tasks...
datasets for evaluating natural language understanding models. It contains single-sentence classification tasks (CoLA and SST-2), similarity and paraphrase tasks (MRPC, QQP, and STS-B), as well as pairwise inference tasks (MNLI, RTE, and QNLI). We use the default train/dev/test split. For each dataset, we fine-tune the pre-trained model separately, using only the corresponding single-task training data (i.e., without multi-task training). Our fine-tuning procedure follows the original RoBERTa paper. We consider a limited hyperparameter sweep for each task, with batch sizes $\in \{16, 32\}$ and learning rates $\in \{1e^{-5}, 2e^{-5}, 3e^{-5}\}$, with a linear warm up for the first 6% of steps followed by a linear decay to 0. We fine-tune for 10 epochs. The rest of the hyperparameters remain the same as during pre-training.

**Experimental Results**

As shown in Table 3, our models outperform baseline models in most tasks, and achieve more significant gains in tasks with small training datasets, such as CoLA, RTE, MRPC. The performance on CoLA is discussed in Section 4.1. On RTE, compared with baseline models, SynCLM obtains significant gains of 1.4% and 1.1% in base size and large size, respectively. Similarly, it brings accuracy improvement of 1.3% for base model and 0.5% for large model on MRPC. Moreover, incorporating syntactic knowledge into base models brings greater improvements in some datasets. From the results of all downstream tasks, it can be seen that syntactic information is more useful when task’s training data is small or the computation power is limited. We think that more training data in the fine-tuning stage will lead to greater loss of syntactic knowledge encoded in the last layer’s hidden representations, as last two layers encode task-specific features and undergo the largest changes (Kovaleva et al., 2019).

Besides, SynCLM achieves larger improvements on single-sentence tasks, but does not always perform well on sentence-pair tasks. We think this is because the cross-sentence interactions are more important for sentence-pair tasks. How to use syntactic information effectively in the sentence-pair tasks is a problem we plan to explore in the future.

Finally, we can conclude that SynCLM is still effective in general tasks, especially in tasks with small training data.

| Models                      | UUAS | Spr. |
|-----------------------------|------|------|
| BERT-large (Devlin)         | 82.5 | 0.86 |
| Syntax-BERT-large (Bai21)   | 83.4 | 0.90 |
| Syntax-RoBERTa-large (Bai21)| 84.6 | 0.93 |
| RoBERTa-base (Liu)          | 81.2 | 0.85 |
| SynCLM-base                 | **84.9** | **0.87** |

Table 5: The results of structural probing task.
the syntax trees of the two sentences are the same, so the model predicts they have the same semantics. Through more data analysis, we find that SynCLM enhances the attention weight between syntactically related words, thus increasing the importance of non-leaf tokens in model prediction. Please note that this feature also leads to wrong predictions. In the future we will attend to the problem of how to integrate syntactic and semantic information in model prediction.

**Attention Visualization** In order to verify the impact of syntactic information in the attention mechanisms of the pre-trained LM, we plot attention weights of baseline models and our models in Figure 3. We mainly focus on the interactions of tokens, except for [CLS] and [SEP]. Then the attention weights are averaged over all heads and layers. This visualization demonstrates the effectiveness of injecting syntactic information into self-attention. From Figure 3, we can see that higher attention weight between directly syntactically related tokens in our model. For example, our model assigns strong attentions from the token “John” to “go” and “abroad”, while the baseline model assigns lower attentions for these correlated tokens.

5 Conclusion

To the best of our knowledge, this is the first work of leveraging contrasting learning to inject syntax knowledge into pre-trained LMs. Motivated by the properties of constituent and dependency structures of syntax, we design phrase-guided and tree-guided learning objectives to guide the learning of attention distributions and hidden representations in the transformer. Through extensive experiments, we show that SynCLM consistently improves a wide range of tasks, from GED, entity tasks to GLEU, which confirms the advantage of our syntax-guided contrastive learning. Detailed analysis also shows that SynCLM does incorporate rich syntax knowledge and learn explainable attention weights.
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