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Abstract—In this article, we demonstrate the benefits of imposing stability on data-driven Koopman operators. The data-driven identification of stable Koopman operators (DISKO) is implemented using an algorithm [1] that computes the nearest stable matrix solution to a least-squares reconstruction error. As a first result, we derive a formula that describes the prediction error of Koopman representations for an arbitrary number of time steps, and which shows that stability constraints can improve the predictive accuracy over long horizons. As a second result, we determine formal conditions on basis functions of Koopman operators needed to satisfy the stability properties of an underlying nonlinear system. As a third result, we derive formal conditions for constructing Lyapunov functions for nonlinear systems out of stable data-driven Koopman operators, which we use to verify stabilizing control from data. Finally, we demonstrate the benefits of DISKO in prediction and control with simulations using a pendulum and a quadrotor and experiments with a pusher-slider system. The paper is complemented with a video: https://sites.google.com/view/learning-stable-koopman.
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I. INTRODUCTION

The dynamics of robots are often unknown or stochastic (e.g., Sphero SPRK [2], soft robotics [3], [4]) and environments that are complex or changing (such as sand [5], [6], [7] or water [8], [9], [10], [11]) are hard to model accurately. In the face of such uncertainty, robotic applications can often fail due to poor prediction and control. For this reason, system identification methods are used to develop or adapt a model from data [12], [13], [14], [15], [16], [17]. To further improve the learning and quality of the identified dynamics, researchers are developing active learning methods to strategically maneuver a robot and actively collect measurements that will reduce the uncertainty of the dynamics and the environment [18], [19], [20], [21].
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A. Data-Driven Applications of Koopman Operators

Recent data-driven efforts have focused in particular on Koopman operators [22]. Koopman operators are linear embeddings of nonlinear systems [23], [24], [25], [26] and have gained attention for the purposes of both system identification [27] and real-time nonlinear control [26]. Besides simplicity, using the Koopman linear representation for control can in certain cases also outperform feedback policies that are based directly on the nonlinear dynamics [28], [29]. However, with few exceptions [28], [30], [31], Koopman operators are typically infinite-dimensional and studies seek finite-dimensional approximations using methods such as the dynamic mode decomposition (DMD) [32], extended DMD (EDMD) [33], [34], Hankel-DMD [35], or closed-form solutions [36], [37].

These methods have already been used for Koopman-based prediction and control in many applications, such as robotics [2], [3], [36], [38], human locomotion [39], neuroscience [40], fluid mechanics [41], and climate forecast [42]. Due to the high dimensionality of the states or due to limited resources (memory or computational speed), researchers typically compute Koopman representations offline once and do not update them in real time [3], [43]. Without online updates to the model, it is important that the approximate Koopman operator captures properties of the underlying system to remain accurate throughout the state space. Further, it is important that it remains accurate for long time horizons to enable more farsighted control [44].

B. Learning Koopman Models: Challenges and Related Work

Learning Koopman models remains an open question, but only few studies have focused on optimizing the long-term accuracy of the data-driven models. Work in [45] computes error bounds for the DMD, closely related to the Koopman operator, but the analysis is applicable only to systems with parabolic partial differential equations and has restrictive assumptions on the stability of the identified dynamics. Work in [46] uses deep learning to identify Koopman eigenfunctions from data and considers a loss function that measures the long-term accuracy of the Koopman operator for an arbitrary number of steps into the future. However, the optimization complexity grows with the number of prediction steps. Given that deep learning requires large datasets, the proposed method is not data-efficient and scales poorly to high-dimensional systems or long prediction horizons.

There is only one study that has so far imposed physics-based properties on the Koopman operator. Work in [47] learns Koopman operators under dissipativity constraints and is the first study that tries to exploit a priori information about the
nonlinear dynamics. However, the analysis assumes that the dissipativity properties of the system are given, which is not always the case. Further, the authors do not discuss restrictions that dissipative Koopman operators place on the basis functions. For example, inverse functions that diverge at the equilibrium are inconsistent with a dissipative representation and cannot be part of the learned Koopman model. Finally, because the optimization problem is numerically intractable, the authors compute solutions to approximate objectives instead.

Research efforts have typically overlooked whether the properties of the learned model, e.g., stability, are consistent with those of the original system. For example, work in [34] makes assumptions on the stability of the underlying nonlinear dynamics—i.e., the system has a single attractor that is (asymptotically) stable—but does not enforce similar constraints on the learned model. As a result, stable nonlinear dynamics are sometimes represented by Koopman operators that are unstable due to noise, poor quality (e.g., sparse or highly-correlated) measurements, or even limitations of the learning schemes used [48], [49], [50]. The need for stable Koopman operators is further highlighted with recent efforts that attempt to enforce stability with indirect methods [51] or require a stable Koopman operator for safety-critical control via the synthesis of control barrier functions [52]. Needless to say, when the stability properties of the underlying system and the learned model do not match, the Koopman-based evolution of the states diverges exponentially from the true solution. At the same time, model predictive control with long planning horizon requires models that are accurate over a long time.

C. Contribution and Structure

This work considers the data-driven identification of stable Koopman operators (DISKO) for the purposes of predictions that remain numerically stable and accurate over long time horizons as well as stabilizing control. Specifically, we:

1) derive the prediction error induced by Koopman models over an arbitrary number of time steps (a result that is used to show the need for stable operators);
2) provide conditions for choosing Koopman basis functions that are consistent with the stability properties of the underlying nonlinear system and which can improve data-driven learning;
3) present a method to construct Lyapunov functions for nonlinear dynamics, which are used to verify stabilizing controllers;
4) demonstrate the benefits of DISKO for prediction and control in both simulations and experiments. 

This article is structured as follows. Section II reviews the Koopman operator framework for prediction and control. Section III first derives a formula for the prediction error of arbitrary time steps for Koopman representations, then presents conditions for admissible basis functions of a Koopman operator that is consistent with the stability properties of underlying nonlinear dynamics, and finally derives the conditions and methodology for constructing Lyapunov functions for nonlinear systems using stable approximate Koopman operators. Section IV introduces the data-driven identification of stable Koopman operators (DISKO). Section V demonstrates the benefits of DISKO in prediction and control of nonlinear systems with simulation and experimental results. Section VI summarizes the findings and discusses areas that merit further investigation.

II. KOOPMAN OPERATOR

The Koopman operator $\mathcal{K}$ linearly evolves functions of the states $s(t) \in \mathcal{S} \subseteq \mathbb{R}^N$ (i.e. $\Psi(s(t))$, commonly referred to as observables or basis functions) without loss of accuracy [22]. Given general nonlinear dynamics of the form

$$s(t + \Delta t) = F(s(t)),$$  \hspace{1cm} (1)

where $F$ is the flow map, the Koopman operator advances the observables with the flow of the dynamics

$$\mathcal{K}\Psi = \Psi \circ F.$$ \hspace{1cm} (2)

Formally, the continuous- and discrete-time operators are, respectively, given by

$$\frac{d}{dt}\Psi(s(t)) = \mathcal{K}\Psi(s(t)) \text{ and } \Psi(s(t + \Delta t)) = \mathcal{K}_d\Psi(s(t)),$$

where the two operators are linked via $\mathcal{K} = \log(\mathcal{K}_d)/\Delta t$ [53, Ch. 2, p. 156]. Although a linear representation, the Koopman operator evolves nonlinear dynamics with full fidelity throughout the state space, contrary to methods that locally linearize dynamics around a point or a trajectory. For a more comprehensive review of the Koopman operator, we refer the reader to [25]. To reap the benefits of linear representations in nonlinear control, Koopman representations have been generalized to input–output systems [23]. In the rest of this article, we use the discrete-time notation when referring to the training and implementation details of Koopman models. We use the continuous-time notation for the analysis of the stability properties to keep the mathematical proofs more intuitive.

A. Data-Driven Approximations of Koopman Operators

With few exceptions [28], Koopman operators are infinite-dimensional and recent studies focus on obtaining finite-dimensional approximations for the purposes of system identification and control [2], [3], [54]. There are several methods to approximate Koopman operators, such as DMD [32], EDMD [33], [34], Hankel-DMD [35], closed-form solutions [37], [43], or regression techniques, such as Least Absolute Shrinkage and Selection Operator (LASSO) regression [3], [55]. In this article, we consider the least-squares solutions of the local one-time-step error across $P$ measurements given by

$$\hat{\mathcal{K}}_d = \arg\min_{\mathcal{K}_d} \sum_{k=1}^{P} \frac{1}{2} \||\Psi(s(t_k + \Delta t), u(t_k + \Delta t)) - \mathcal{K}_d\Psi(s(t_k), u(t_k))||^2,$$ \hspace{1cm} (3)

where $\hat{\mathcal{K}}_d \in \mathbb{R}^{W \times W}$ is the finite-dimensional approximation of the Koopman operator and $\Psi(s(t_k)) : \mathbb{R}^N \rightarrow \mathbb{R}^W$ are the observables. Each measurement $k$ consists of the initial state $s(t_k)$, final state $s(t_k + \Delta t)$, and the actuation applied at the
same instants \( u(t_k) \) and \( u(t_k + \Delta t) \), respectively. Equation (3) has a closed-form solution given by

\[
\tilde{K}_d = AG^\dagger, \quad (4)
\]

with

\[
A = \sum_{k=1}^{P} \Psi(s(t_k + \Delta t), u(t_k + \Delta t))\Psi(s(t_k), u(t_k))^T,
\]

and

\[
G = \sum_{k=1}^{P} \Psi(s(t_k), u(t_k))\Psi(s(t_k), u(t_k))^T,
\]

where \(^\dagger\) refers to the Moore–Penrose pseudoinverse. Note that the time spacing \( \Delta t \) between measurements \( s(t_k) \) and \( s(t_k + \Delta t) \) must be consistent for all \( P \) training measurements.

Note that we use the \( \sim \) notation to indicate the data-driven, approximate value of the Koopman operator and not its dimension. We use \( \tilde{K} \) and \( \tilde{K}_d \) to refer to the Koopman operator, which is typically infinite-dimensional but can also be finite-dimensional (as is proven for some systems [28]); we use \( \bar{K} \) and \( \bar{K}_d \) to refer to the finite-dimensional data-driven approximation of the Koopman operator. On the other hand, we use \( \Psi \) to refer to the vector of analytical functions that represent the basis functions of arbitrary (finite or infinite) dimension, associated with either an exact or approximate Koopman model.

Koopman operators offer an easily implementable system identification framework that is conducive to linear control tools for nonlinear dynamical systems. The linear representation makes it easier to analyze the properties of the underlying system, such as model accuracy or regions of attraction [56, 57]. Further, Koopman operator-based control can even outperform feedback that utilizes full knowledge of the nonlinear dynamics [28, 29].

B. Control of Nonlinear Dynamics Using Koopman Operators

Consider general nonlinear dynamics of the form

\[
s(t_k + \Delta t) = F(s(t_k), u(t_k))
\]

with states \( s(t) \in \mathbb{R}^N \), control \( u(t) \in \mathbb{R}^M \), and a discrete-time performance objective

\[
J = \frac{1}{2} \sum_{t_k=0}^{\infty} \|s(t_k) - s_{\text{des}}(t_k)\|^2_Q + \|u(t_k)\|^2_R. \quad (5)
\]

where \( Q \succeq 0 \in \mathbb{R}^{N \times N} \) and \( R > 0 \in \mathbb{R}^{M \times M} \) are weights on the deviation from the desired states and the applied control, respectively. Next, we use the Koopman operator dynamics to design an equivalent objective function and a control response for the original nonlinear system.

To simplify the analysis, we choose basis functions that depend separately on the states and control. That is, we consider basis functions \( \Psi(s(t_k), u(t_k)) = [\Psi_s(s(t_k)), \Psi_u(u(t_k))]^T \), where \( \Psi_s(s(t_k)) \in \mathbb{R}^W \) are the Koopman basis functions that depend only on the states, and \( \Psi_u(u(t_k)) \in \mathbb{R}^W_0 \) are those that depend only on the input such that \( W = W_s + W_u \). Then, we can write the Koopman dynamics as

\[
\Psi(s(t_k + \Delta t), u(t_k + \Delta t)) = \begin{bmatrix} \Psi_s(s(t_k + \Delta t)) \\ \Psi_u(u(t_k + \Delta t)) \end{bmatrix} \approx \begin{bmatrix} A & B \\ \cdot & \cdot \end{bmatrix} \begin{bmatrix} \Psi_s(s(t_k)) \\ \Psi_u(u(t_k)) \end{bmatrix},
\]

where \( \cdot \) is used to indicate the terms associated with predicting the evolution of control, which is of no interest in this article as it will be determined by the feedback policy. The terms \( A \in \mathbb{R}^{W_s \times W_s} \) and \( B \in \mathbb{R}^{W_s \times W_u} \) are submatrices of \( \tilde{K}_d \) and are fixed unless \( \tilde{K}_d \) is updated. Note that the dynamical equation has been modified to allow for control inputs [23]. Here, we choose \( \Psi_u(u(t_k)) = u(t_k) \) to simplify the dynamics for the purposes of linear quadratic regulator (LQR) control. The dynamics of the Koopman state-dependent basis functions are then

\[
\Psi_s(s(t_k + \Delta t)) \approx A \Psi_s(s(t_k)) + Bu(t_k). \quad (6)
\]

In this article, we always choose the system states as the first \( N \) basis functions. Then, to retrieve the states from the Koopman prediction, one simply uses the first \( N \) basis functions.

Given the Koopman representation, we write the discrete-time performance objective as

\[
J_{\tilde{K}} = \frac{1}{2} \sum_{t_k=0}^{\infty} \|\Psi_s(s(t_k)) - \Psi_s(s_{\text{des}}(t_k))\|^2_Q + \frac{1}{2} \|u(t_k)\|^2_R, \quad (7)
\]

where \( Q \succ 0 \in \mathbb{R}^{W_s \times W_s} \) penalizes the deviation from the desired observable functions \( \Psi_s(s_{\text{des}}(t_k)) \). We then use the Koopman representation to develop LQR feedback of the form

\[
u(t_k) = -K_{LQR}(\Psi_s(s(t_k)) - \Psi_s(s_{\text{des}}(t_k))), \quad (8)
\]

where \( K_{LQR} \in \mathbb{R}^{W_s \times W_s} \) are the LQR gains.

III. STABLE KOOPMAN OPERATORS

In this section, we derive the error induced by approximate Koopman operators over an arbitrary number of time steps into the future. We then use the error expression to motivate imposing stability on the operators, sometimes even in cases when the underlying system is unstable. Then, we present conditions on the basis functions that are consistent with stable Koopman operators. Finally, we demonstrate how to construct Lyapunov functions using stable data-driven Koopman operators. In the following analysis, we make use of the definitions for unstable, (marginally) stable, and asymptotically stable matrices.

Definition 1 (Continuous-time: Theorem 3.1, [38]): A square matrix \( A \) is i) unstable if and only if at least one of its eigenvalues has a positive real part or zero real part with a Jordan block of size larger than 1; ii) asymptotically stable or Hurwitz if and only if all the eigenvalues have strictly negative real parts; iii) (marginally) stable if and only if all of the eigenvalues have negative or zero real parts and all the eigenvalues with zero real parts are distinct.
The analysis in Section III discusses the properties of continuous-time Koopman models. The algorithm used to identify stable Koopman models uses state measurements and calculates a discrete-time representation by bounding the magnitude of the eigenvalues. For completeness, we include the definition of stable matrices in discrete-time as well.

Definition 2 (Discrete-time: Theorem 8.3, [58]): A square matrix $A$ is i) unstable if and only if at least one of its eigenvalues has magnitude greater than 1; ii) asymptotically stable or Schur if and only if all the eigenvalues have magnitude strictly less than 1; iii) (marginally) stable if and only if the maximum magnitude of its eigenvalues is 1 and the eigenvalues with magnitude equal to 1 are all distinct.

While in [58] an asymptotically stable system includes (marginally) stable systems, in this work we consider the two stability types separately. That is, by (marginally) stable, we will refer to matrices and systems that are neither unstable nor asymptotically stable. For the rest of this article, we will refer to a system that is either (marginally) stable or asymptotically stable as stable to indicate that the system is not unstable. Note that if the response of a linear system is bounded, that is $\|s(t)\| \leq c, \forall t \geq 0$ for some $c > 0$, then the system is stable (see [58, Definition 8.1]). As a result, a nonlinear system with a bounded response can be represented without loss of accuracy only by stable Koopman operators.

A. Global Error of Approximate Koopman Operators

1) Notation: At time $t_0 + n \Delta t$, we use $\Psi(s(t_0 + n \Delta t))$ to indicate the true value of the basis function evaluated with the true state value $s(t_0 + n \Delta t)$ and $\Psi_n$ to indicate the approximate solution, where $n \in \mathbb{Z}^+$ indicates the number of time steps into the future. We use $e_n$ to be the local error at the $n$th time step induced by the approximate Koopman operator $\tilde{K}_d$, that is

$$e_n \equiv \Psi(s(t_0 + n \Delta t)) - \tilde{K}_d \Psi(s(t_0 + (n - 1) \Delta t)), \quad (9)$$

which assumes that the Koopman operator propagates the true value of the basis functions from the previous time step. Similarly, we use $E_n$ to refer to the global error at the $n$th time step

$$E_n \equiv \Psi(s(t_0 + n \Delta t)) - \tilde{K}_d^n \Psi(s(t_0)), \quad (10)$$

which, for $n = 1$, matches the local error (9). However, note that the global error (10) is not an accumulation of the local errors (9): $E_n \neq \sum_{i=0}^{n} e_i$. We illustrate the difference between local and global errors in Fig. 1.

2) Derivation of Global Error: Consider the true solution at some time step $t_0 + n \Delta t$, which can be written using (9) as

$$\Psi(s(t_0 + n \Delta t)) = \tilde{K}_d \Psi(s(t_0 + (n - 1) \Delta t)) + e_n. \quad (11)$$

Similarly

$$\Psi(s(t_0 + (n - 1) \Delta t)) = \tilde{K}_d \Psi(s(t_0 + (n - 2) \Delta t)) + e_{n-1}. \quad (12)$$

Plugging (12) into (11)

$$\Psi(s(t_0 + n \Delta t)) = \tilde{K}_d \left( \tilde{K}_d \Psi(s(t_0 + (n - 2) \Delta t)) + e_{n-1} \right) + e_n$$

$$= \tilde{K}_d^2 \Psi(s(t_0 + (n - 2) \Delta t)) + \tilde{K}_d e_{n-1} + e_n.$$

Recursively expressing the solution in terms of the true values of the basis functions in the previous steps and the corresponding local error yields

$$\Psi(s(t_0 + n \Delta t)) = \tilde{K}_d^n \Psi(s(t_0)) + \sum_{i=0}^{n-1} \tilde{K}_d^i e_{n-i}.$$ 

Therefore, using (10), the global error at $t_0 + n \Delta t$ is

$$E_n = \sum_{i=0}^{n-1} \tilde{K}_d^i e_{n-i}.$$  

3) Global Error Bound: Next, we compute an upper bound for the global error. We use an induced norm that satisfies the properties of triangle inequality ($\|A + B\| \leq \|A\| + \|B\|$), subordinance ($\|Ax\| \leq \|A\| \|x\|$), and submultiplicativity ($\|AB\| \leq \|A\| \cdot \|B\|$) such that

$$\|E_n\| = \left\| \sum_{i=0}^{n-1} \tilde{K}_d^i e_{n-i} \right\|$$

$$\leq \sum_{i=0}^{n-1} \|\tilde{K}_d^i e_{n-i}\| \quad \text{(triangle inequality)}$$

$$\leq \sum_{i=0}^{n-1} \|\tilde{K}_d^i\| \cdot \|e_{n-i}\| \quad \text{(subordinance)}$$

$$\|E_n\| \leq \sum_{i=0}^{n-1} \|\tilde{K}_d^i\| \cdot \|e_{n-i}\|. \quad \text{(submultiplicativity)}$$

Assuming that the local error is bounded, that is there exists $\|e_{\text{max}}\|$ such that $\|e_i\| \leq \|e_{\text{max}}\|$ for all $i \in [1, n]$, we can simplify the upper bound to the global error to

$$\|E_n\| \leq \|e_{\text{max}}\| \cdot \sum_{i=0}^{n-1} \|\tilde{K}_d^i\|.$$  

(13)

Note that

$$\|e_{\text{max}}\| = 0 \iff \|E_{K+n}\| = 0,$$
which is true for invariant subspaces.

From (13), if $\tilde{K}_d$ is unstable, then the power of the matrix norm diverges as the number of time steps increases. This means that an unstable $\tilde{K}_d$ amplifies exponentially even small errors, and thus renders the long-term prediction of the Koopman representation impractical. Instead, we propose that one should use a stable operator that generates similar local errors but which also has the additional benefit of numerical stability over long-term predictions. Note that it is possible that such a stable operator can generate similar local errors even for unstable dynamics. In fact, later in Section V, we show an example where a stable operator improves stabilization of a quadrotor that is unstable.

Note that the eigenvalue profile of the Koopman model can be at times misleading in terms of bounding the power of the operator, because the upper bound can be itself large [59], [60], [61]. Such scenarios are shown to occur for moderately large dimensions of the operator ($W \approx 100$) and do not apply in the examples of this article. Exploiting the conditions that prevent large error growth in the transient response of a system, which is related to the strong stability property [62], for high-dimensional operators is left for future work.

B. Stability-Based Conditions for Koopman Basis Functions

Given the importance of the spectral properties of the Koopman operator on the accuracy of long-term predictions, we next consider the implications of stability on the choice of basis functions. Specifically, we relate the stability properties of original nonlinear dynamics to the stability properties of the Koopman representation and present necessary conditions for the basis functions so that they are consistent with dynamics that have a stable (or an asymptotically stable) equilibrium. Although in practice one can impose stability on arbitrary Koopman models, choosing basis functions that are not consistent with stable dynamics could lead to unstable representations and worse training errors. We present the analysis for continuous-time dynamics, which are arguably the default expression, but equivalent relations can be extended to the discrete-time case.

Consider a nonlinear dynamical system with states $s(t) \in \mathcal{S}$. We use $f(s(t)) : \mathbb{R}^{\mathcal{N}} \mapsto \mathbb{R}^{\mathcal{N}}$ to refer to the dynamics of the system represented in the state space $\mathcal{S}$, that is

$$f(s(t)) \triangleq \frac{d}{dt}s(t)$$

(14)

and $f(\Psi(s(t)))$ to refer to the associated Koopman dynamics given by

$$f(\Psi(s(t))) \triangleq \frac{d}{dt}\Psi(s(t)) = \tilde{K}\Psi(s(t)).$$

(15)

Then, we formally define the relationship of equivalent nonlinear and Koopman dynamics as follows.

**Definition 3:** Consider dynamics of the form in (14) such that

$$s(t) = s(0) + \int_0^t f(s(\tau))d\tau$$

(16)

and Koopman dynamics of the form in (15) such that

$$\Psi(s(t)) = \Psi(s(0)) + \int_0^t f(\Psi(s(\tau)))d\tau.$$  

(17)

Then, we define dynamics (14) and (15) to be equivalent if and only if

$$\int_0^t f(\Psi(s(\tau))) = \Psi(s(0)) + \Psi(\int_0^t f(s(\tau))d\tau).$$

(18)

Similarly, in discrete-time

$$f(\Psi(s(t_k))) = \Psi(s(t_k + \Delta t)) = \Psi(f(s(t_k))).$$

(19)

If the two representations (14) and (15) are equivalent throughout the state space, that is, they evolve the dynamics in identically the same way, then we argue that certain properties must be true.

**Proposition 1:** For a nonlinear dynamical system (14) and an equivalent Koopman representation (15), the following are true:

1) If $s_e$ is an equilibrium for the nonlinear dynamical system (14), then it is an equilibrium for the equivalent Koopman dynamics (15). That is

$$f(s_e) = 0 \implies f(\Psi(s_e)) = 0.$$  

2) If $s_e$ is a Lyapunov-stable equilibrium for the equivalent nonlinear dynamical system (14), then it is a Lyapunov-stable equilibrium for the Koopman dynamics (15). That is, if for every $\epsilon_\psi > 0$ there exists $\delta_\epsilon$ such that

$$\|s(0) - s_e\| < \delta \implies \|s(t) - s_e\| < \epsilon_\psi$$

$$\forall t \geq 0,$$

then for every $\epsilon_\psi > 0$, there exists $\delta_\phi$ such that

$$\|\Psi(s(0)) - \Psi(s_e)\| < \epsilon_\phi$$

$$\implies \|\Psi(s(t)) - \Psi(s_e)\| < \epsilon_\phi \forall t \geq 0.$$

3) If $s_e$ is an asymptotically stable equilibrium for the nonlinear dynamical system (14), then it is also an asymptotically stable equilibrium in $D$ for the Koopman dynamics (15). That is, if $s_e$ is Lyapunov stable for the nonlinear dynamical system (14) and there exists $\delta_\epsilon$ such that

$$\|s(0) - s_e\| < \delta \implies \lim_{t \to \infty} \|s(t) - s_e\| = 0,$$

then there exists $\delta_\phi$

$$\|\Psi(s(0)) - \Psi(s_e)\| < \delta_\phi$$

$$\implies \lim_{t \to \infty} \|\Psi(s(t)) - \Psi(s_e)\| = 0.$$  

**Proof:** See Appendix A.  

Note that the conditions on the Koopman basis functions in Proposition 1 consider equivalent Koopman representations and nonlinear dynamics. These conditions need to be satisfied even for approximate Koopman operators in order for the Koopman representation to be consistent with the stability properties of the original system. Next, we use Proposition 1 to relate the stability properties of the original nonlinear dynamics to the properties of a Koopman operator and its associated basis functions. Using this relationship, we derive necessary conditions for both the
operator and admissible basis functions associated with stable nonlinear systems.

1) Conditions on Koopman Operators for Stable Systems: First, we derive stability properties for a Koopman representation that is consistent with its associated original stable, in the sense of Lyapunov, system. The analysis rests on Assumptions 1 and 2.

**Assumption 1:** All states \( s(t) \in \mathbb{R}^N \) of a nonlinear dynamical system (14) remain bounded for all \( t \). That is, for some \( \epsilon \geq 0 \), \( \| s(t) \| \leq \epsilon \) for all \( t \geq 0 \).

**Assumption 2:** The basis functions \( \Psi(s(t)) \) are Lipschitz with a Lipschitz constant \( L_{\Psi} \). That is
\[
\| \Psi(s_1(t)) - \Psi(s_2(t)) \| \leq L_{\Psi} \| s_1(t) - s_2(t) \| \forall s_1, s_2 \in \mathcal{S}.
\]

Note that the Lipschitz constant \( L_{\Psi} \) need not be known.

Next, we prove that only a stable Koopman operator can accurately represent nonlinear dynamics that are Lyapunov stable.

**Definition 4:** Consider a nonlinear dynamical system (14) with bounded states \( s(t) \in \mathbb{R}^N \). We define \( \mathcal{D}_e \subseteq \mathcal{S} \) as a region of the state space such that if \( \| s(t) \| \leq \epsilon \), then \( s(t) \in \mathcal{D}_e \) for all \( t \geq 0 \).

**Theorem 1 (Lyapunov stability):** Consider a nonlinear dynamical system (14) and an equivalent Koopman representation (15). If \( s_e \) is a Lyapunov-stable equilibrium, then the Koopman operator \( \mathcal{K} \) is not unstable.

**Proof:** From Proposition 1, if \( s_e \) is a Lyapunov-stable equilibrium for the nonlinear dynamics, then it is also a Lyapunov-stable solution for the Koopman dynamics (15).

From the definition of stability for linear systems [53, Definition 4.1 and Th. 5.6], [63], \( \Psi(s_e) \) is a Lyapunov-stable equilibrium for the Koopman dynamics (15) if and only if \( \mathcal{K} \) is not unstable, specifically \( \sup \{ \Re \lambda : \lambda \in \sigma(\mathcal{K}) \} < 0 \), where \( \sigma(\cdot) \) denotes the spectrum of a square matrix, and each eigenvalue with negative real part has an associated Jordan block of order one. Then, if \( s_e \) is a Lyapunov-stable equilibrium for the nonlinear dynamics (14), then the Koopman operator \( \mathcal{K} \) is not unstable.

Theorem 1 proves that, for Koopman dynamics that model a system with a Lyapunov-stable equilibrium, it is a necessary condition that the Koopman operator is not unstable. Theorem 1 should also apply to approximate data-driven Koopman operators. Consider a part of the state space \( \mathcal{D}_e \) that contains a Lyapunov-stable equilibrium. Then a Koopman operator trained with measurements from \( \mathcal{D}_e \) should be stable (see Theorem 1) if it is to capture the original dynamics with full fidelity. Otherwise, if the model is unstable, states evolved with Koopman dynamics will diverge regardless of how close they start to the Lyapunov-stable equilibrium and, in this way, violate the second statement of Proposition 1.

2) Conditions on Koopman Operators for Asymptotically Stable Systems: Next, we derive stability conditions for a Koopman representation that is consistent with its associated asymptotically stable system. The analysis rests on Assumption 3 and further assumes that all states of a nonlinear dynamical system (14) lie inside a domain of attraction \( D_0 \subseteq \mathbb{R}^N \), formally defined in Definition 5.

**Assumption 3:** The nonlinear dynamical system (14) has a single asymptotic equilibrium.

**Definition 5:** Given a nonlinear dynamical system (14) and an asymptotically stable solution \( s_e \), the domain of attraction is
\[
D_0 \triangleq \{ s_0 \in \mathcal{D} : \text{if } s(0) = s_0, \text{ then } \lim_{t \to \infty} s(t) = s_e \}.
\]

Note that for multiple asymptotic equilibria, there need to be separate regions of attractions, which must in turn be represented by separate Koopman operators. In this work, we focus on obtaining a single Koopman operator consistent with a single asymptotic equilibrium. For many systems, due to the presence of friction, this can often be represented as the zero-velocity state. For nonlinear systems with multiple equilibria points, one can use work in [64] to obtain multiple local Koopman representations.

Next, we prove that only a Koopman operator that is Hurwitz (all eigenvalues are strictly in the left half-plane) satisfies the stability properties of nonlinear dynamics that are asymptotically stable.

**Theorem 2 (Asymptotic Stability):** Consider a nonlinear dynamical system (14) and an equivalent Koopman representation (15). Then, if \( s_e \) is an asymptotically stable equilibrium, the Koopman operator \( \mathcal{K} \) is Hurwitz.

**Proof:** From Proposition 1, if \( s_e \) is an asymptotically stable solution for the nonlinear dynamical system, it is also an asymptotically stable solution for the Koopman dynamics (15). From the stability properties of linear systems, if \( \Psi(s_e) \) is an asymptotically stable equilibrium for the Koopman dynamics (15), then \( \mathcal{K} \) is Hurwitz: \( \sup \{ \Re \lambda : \lambda \in \sigma(\mathcal{K}) \} < 0 \). Then, if \( s_e \) is an asymptotically stable equilibrium for the nonlinear dynamics, then the Koopman operator \( \mathcal{K} \) of the associated Koopman dynamics is Hurwitz.

Proposition 1 and Theorems 1 and 2 present conditions for a Koopman model, specifically on admissible basis functions and the operator itself that is consistent with the stability properties of the associated underlying nonlinear system. In practice, one can compute a Koopman operator for any choice of basis functions. However, the stability-related constraints on the admissible basis functions can indicate which basis functions are consistent with stable Koopman operators. We argue that using basis functions that violate these conditions and are inconsistent with stable dynamics would generate unstable Koopman operator solutions or, if stability is enforced on the operator during learning as is the focus of this work, would lead to higher training error. As we show next, this becomes problematic, as bounding the training error is of central importance in the construction of Lyapunov functions.

C. Lyapunov Functions Using Stable Koopman Operators

Given a stable operator, it is possible to design Lyapunov functions for nonlinear systems using the data-driven Koopman matrix. Consider an approximate finite-dimensional Koopman representation that is equivalent, based on Proposition 1, to general dynamical systems (14) such that
\[
\frac{d}{dt} \Psi(s(t)) = \hat{\mathcal{K}} \Psi(s(t)) + \epsilon(\Psi(s(t))),
\]

(20)
where
\[ \epsilon(\Psi(s(t))) = f(\Psi(s(t))) - \tilde{K}\Psi(s(t)) \] (21)
is the residual error. If \( \tilde{K} \) in (20) is stable, we can design Lyapunov functions for the nonlinear dynamics, as we prove in Theorem 3.

**Theorem 3:** Consider a Koopman representation (20) of a nonlinear dynamical system. Further, assume that \( \tilde{K} \) is stable. Let
\[ \alpha \leq \frac{\lambda_{\min}(Q_{\tilde{K}})}{2\lambda_{\max}(P)}, \] (22)
where \( Q > 0 \) and \( P > 0 \) are a solution to the Lyapunov equation
\[ \tilde{K}^T P + P\tilde{K} + Q_{\tilde{K}} = 0. \] (23)

If
\[ \|\epsilon(\Psi(0))\|_2 = 0 \] (24)
and
\[ \|\epsilon(\Psi(s(t)))\|_2 \leq \alpha\|\Psi(s(t))\|_2 \quad \forall \Psi(s(t)) \in D_\alpha \subseteq \mathcal{S}, \] (25)
then the zero solution \( \Psi(s(t)) = 0 \) to the nonlinear dynamics is asymptotically stable in \( D_\alpha \). Further, \( V = \Psi(s(t))^T P\Psi(s(t)) \) is a Lyapunov function in \( D_\alpha \).

**Proof:** Consider a candidate Lyapunov function \( V = \Psi^T(s(t))P\Psi(s(t)) \). Taking the time derivative
\[ \frac{d}{dt} V(\Psi(s(t))) = \frac{dV(\Psi(s(t)))}{d\Psi(s(t))} \frac{d\Psi(s(t))}{dt} \]
\[ = \Psi(s(t))^T Pf(\Psi(s(t))) \]
\[ + f(\Psi(s(t)))^T P\Psi(s(t)) \]
\[ = \Psi(s(t))^T [P\tilde{K} + P\tilde{K}]\Psi(s(t)) \]
\[ + \Psi(s(t))^T P\epsilon(\Psi(s(t))). \]

Given that \( \tilde{K} \) is stable and \( Q_{\tilde{K}} > 0 \), then there always exists a (unique) solution \( P > 0 \) to the Lyapunov equation. Thus
\[ P\tilde{K} + \tilde{K}^T P = -Q_{\tilde{K}} \]
such that
\[ \frac{d}{dt} V(\Psi(s(t))) = -\Psi(s(t))^T Q_{\tilde{K}} \Psi(s(t)) \]
\[ + 2\Psi(s(t))^T P\epsilon(\Psi(s(t))). \]

Note that \( -\Psi(s(t))^T Q_{\tilde{K}} \Psi(s(t)) \leq -\lambda_{\min}(Q_{\tilde{K}})\|\Psi(s(t))\|_2^2 \) and using the Cauchy–Schwartz inequality [65], it follows that
\[ \frac{d}{dt} V(\Psi(s(t))) \leq -\lambda_{\min}(Q_{\tilde{K}})\|\Psi(s(t))\|_2^2 \]
\[ + 2\lambda_{\max}(P)\|\Psi(s(t))\|_2\|\epsilon(\Psi(s(t))\|_2. \]

Then, using (25), we can rewrite
\[ \frac{d}{dt} V(\Psi(s(t))) \leq -\lambda_{\min}(Q_{\tilde{K}}) - 2\alpha\lambda_{\max}(P)\|\Psi(s(t))\|_2^2 \]
\[ \forall \Psi(s(t)) \in D_\alpha \subseteq \mathcal{S}. \]

Choosing \( \alpha = \frac{\lambda_{\min}(Q_{\tilde{K}})}{2\lambda_{\max}(P)} \), then
\[ \frac{d}{dt} V(\Psi(s(t))) \leq 0 \forall \Psi(s(t)) \in D_\alpha \]
such that the system (20) is stable in \( D_\alpha \) about \( \Psi(s(t)) = 0 \). Further, for \( \alpha < \frac{\lambda_{\min}(Q_{\tilde{K}})}{2\lambda_{\max}(P)} \), \( \frac{d}{dt} V(\Psi(s(t))) < 0 \in D_\alpha \) and the system is asymptotically stable in \( D_\alpha \) about \( \Psi(s(t)) = 0 \).

Theorem 3 makes it possible to design Lyapunov functions for nonlinear systems that are valid in a region \( D_\alpha \) of the state space where the modeling error of the Koopman operator is bounded (25). This highlights the importance of choosing appropriate basis functions that satisfy the stability conditions outlined in Proposition 1 and the conditions in (24) and (25). Further, Theorem 3 makes it possible to design control-Lyapunov functions that can be used to verify stabilizing feedback laws from controlled measurements in a region \( D_\alpha \) (25) for data-driven systems. In Section V, we present a few examples of verifying the stability of controlled systems using Lyapunov functions constructed from stable data-driven Koopman operators but leave more sophisticated analysis for future work.

Section III shows that stable Koopman operators can improve long-term predictions and help construct Lyapunov functions. We also present conditions on admissible basis functions for stable Koopman models to match the stability properties of the operator and improve the training error. However, in practice, data-driven Koopman operators can be unstable even if the modeled dynamics are stable and even if appropriate basis functions (as described in Proposition 1) are used. For this reason, next in Section IV, we present the first framework for DISKO.

**IV. SYNTHESIS OF STABLE KOOPMAN OPERATORS**

This section presents the methodology used for the data-driven identification of stable Koopman operators (DISKO). There are several candidate algorithms that can compute a stable solution to the optimization in (26). In this article, we use the gradient-descent algorithm presented in [1] (referred to as SOC) to find locally optimal stable solutions \( \tilde{K}_{\alpha} \). The SOC algorithm builds upon the work presented in [66] and [67], where the nearest stable matrix to an unstable one is computed by minimizing the Frobenius norm.

We choose the SOC algorithm because it outperforms the top-alternative existing algorithms for stable linear dynamical systems in terms of model accuracy, memory efficiency, and scalability such that it can be used for feedback control of higher dimensional systems when the other methods fail [1].
A. Stable Least-Squares Koopman Operators

To compute a stable Koopman operator, we first convert the optimization \((26)\) to a different formulation that is suitable for the SOC algorithm.

**Proposition 2:** Consider \(P\) measurements of states \(s \in \mathbb{R}^N\) and basis functions \(\Psi(s(t)) \in \mathbb{R}^W\). Given \(X\) and \(Y\) such that

\[
X = \begin{bmatrix}
\Psi(s(t_1), u(t_1))^T \\
\vdots \\
\Psi(s(t_P), u(t_P))^T
\end{bmatrix},
\]

and

\[
Y = \begin{bmatrix}
\Psi(s(t_1 + \Delta t), u(t_1 + \Delta t))^T \\
\vdots \\
\Psi(s(t_P + \Delta t), u(t_P + \Delta t))^T
\end{bmatrix},
\]

Then, the expression

\[
\sum_{k=1}^{P} \frac{1}{2} \|\Psi(s(t_k + \Delta t), u(t_k + \Delta t)) - \hat{K}_d \Psi(s(t_k), u(t_k))\|^2
\]

is equivalent to

\[
\frac{1}{2} \|Y - \hat{K}_d X\|^2_F,
\]

where \(X, Y \in \mathbb{R}^{W \times P}\), \(\hat{K}_d \in \mathbb{R}^{W \times W}\), \(\| \cdot \|_F\) is the Frobenius norm of a matrix, and \(S_d^{W,W}\) is the set of all stable matrices of size \(W \times W\).

**Proof:** See Appendix B.

From Proposition 2, seeking stable Koopman operators for

\[
\inf_{\hat{K}_d \in S_d^{W,W}} \frac{1}{2} \|Y - \hat{K}_d X\|^2_F, \tag{26}
\]

is equivalent to seeking stable solutions for \((3)\). Note that solving \((26)\) is not equivalent to projecting the unconstrained Koopman solution \((3)\) to the stable set of matrices. That is

\[
\inf_{\hat{K}_d \in S_d^{W,W}} \frac{1}{2} \|Y - \hat{K}_d X\|^2_F \neq \inf_{\hat{K}_d \in S_d^{W,W}} \frac{1}{2} \|\hat{K}_d - \hat{K}_d\|^2_F. \tag{27}
\]

Projecting an unstable solution of \((3)\) to the stable set results in a matrix that is stable but often with much greater fitness error than the solution to \((26)\), as we demonstrate with examples later in Section V.

The SOC algorithm uses the property that a matrix \(A\) is stable if and only if it can be written as \(A = S^{-1}OCS\) \([66]\), where \(S\) is invertible, \(O\) is orthogonal, and \(C\) is a positive semidefinite contraction; its singular values are less than or equal to 1. Let \(W^{\times W}\) be the set of all invertible matrices of size \(W \times W\). Then, we formulate the optimization \((26)\) as

\[
\inf_{K_d \in S_d^{W,W}} \frac{1}{2} \|Y - \hat{K}_d X\|^2_F = \inf_{S \in W^{\times W}, O \text{ orthogonal}, C \geq 0, |C| \leq 1} \frac{1}{2} \|Y - S^{-1}OCSX\|^2_F.
\]

When considering systems with inputs, instead of imposing stability on the Koopman operator that propagates both state- and input-dependent basis functions, we use the Koopman dynamics shown in \((6)\) and impose stability only the state transition matrix \(A\). Then, the optimization problem becomes

\[
[A, B] = \inf_{S \in W^{\times W}, O \text{ orthogonal}, C \geq 0, |C| \leq 1} \frac{1}{2} \|Y - S^{-1}OCSX - BU\|^2_F, \tag{28}
\]

where \(X, Y \in \mathbb{R}^{W \times P}\) include the measurements of the state-dependent Koopman basis functions \(\Psi_s(s(t))\) and \(U \in \mathbb{R}^{W \times P}\) include the measurements of the control-dependent ones \(u(t)\), similar to the form shown in Proposition 2. Note that for linear systems with inputs, the stability properties described in Definition 2 apply to the state-transition matrix \(A\) shown in \((6)\). In the rest of the analysis, one can simply set \(B = 0\) for systems without inputs. For details on how the SOC algorithm can solve either \((26)\) or \((28)\), we refer the reader to [1] and the publicly available code.\(^1\)

\[^1\]https://github.com/MurpheyLab/MemoryEfficientStableLDS
to [1] and in order to speed up the computation as well as preserve memory space, we use the relationships $XX^T = G \in \mathbb{R}^{W_x \times W_x}$, $XY^T = A \in \mathbb{R}^{W_y \times W_x}$, $XU^T = XU \in \mathbb{R}^{W_x \times W_y}$, and $UU^T = UU \in \mathbb{R}^{W_y \times W_y}$, (derived in Appendix C) such that $V = A - AG - BX^T$ and $\nabla_B f(S, O, C, B) = -Y_U + AX_U + BU_U$. Then, the gradient directions can be incrementally updated with new measurements and preserve memory space. We present the algorithmic steps of the DISKO framework in Algorithm 1.

V. RESULTS

In this section, we demonstrate the benefits of DISKO in prediction and control. First, we consider systems without inputs and show the effect of imposing stability on the prediction accuracy. We first compare the solutions of the proposed SOC algorithm to the method [67] that does not consider the least-squares fitness error when projecting the matrix to the stable set of solutions. Then, we compare the evolution of nonlinear dynamics using the unconstrained and stable Koopman models, shown in (3) and (26), respectively.

A. Least-Squares Versus Nearest Stabilization

We demonstrate the difference between projecting an unstable matrix to the nearest stable solution (nearest stabilization) and solving for a stable matrix while also optimizing for the reconstruction error (least-squares stabilization).

Consider the randomly generated matrices

$$X = \begin{bmatrix}
0.1419 & 0.4218 & 0.9157 & 0.7922 & 0.9595 \\
0.6557 & 0.0357 & 0.8491 & 0.9340 & 0.6787 \\
0.7577 & 0.7431 & 0.3922 & 0.6555 & 0.1712
\end{bmatrix},$$

$$Y = \begin{bmatrix}
8.1472 & 9.0579 & 1.2699 & 9.1338 & 6.3236 \\
0.9754 & 2.7850 & 5.4688 & 9.5751 & 9.6489 \\
1.5761 & 9.7059 & 9.5717 & 4.8538 & 8.0028
\end{bmatrix}.$$

Computing the least-squares solution using (3) and then projecting it to the stable set of matrices using [67] yields

$$\tilde{K}_d = \begin{bmatrix}
0.0041 & -6.6031 & 5.1709 \\
10.3449 & -1.9480 & -0.0590 \\
11.7192 & -6.7149 & 3.4609
\end{bmatrix},$$

with eigenvalues $\Lambda = \{0.87, 0.87, -0.22\}$. The least-squares error using the stable matrix is

$$\frac{1}{2} \| Y - \tilde{K}_d X \|^2_F = 203.04,$$

and the Frobenius norm from the least squares solution is

$$\frac{1}{2} \| \tilde{K}_d^* - \tilde{K}_d \|^2_F = 45.98.$$

On the other hand, directly solving (26) leads to

$$\tilde{K}_d = \begin{bmatrix}
5.6337 & -8.2334 & 11.5883 \\
14.8477 & -5.0863 & 1.9636 \\
8.3346 & -2.8916 & 1.0662
\end{bmatrix},$$

with eigenvalues $\Lambda = \{0.98, 0.98, -0.35\}$. The least-squares error using the stable matrix is

$$\frac{1}{2} \| Y - \tilde{K}_d X \|^2_F = 79.47,$$

and the Frobenius norm from the least squares solution is

$$\frac{1}{2} \| \tilde{K}_d^* - \tilde{K}_d \|^2_F = 108.53.$$

As expected, projecting the unstable solution to the stable set and ignoring the least-squares error fitness generates a solution that is closer, in the Frobenius norm sense, to the original unstable matrix but also with greater error compared to the solution of (26).

B. Comparison to Alternative Schemes for DISKO

As mentioned earlier, there are many candidate algorithms that can be implemented for DISKO. To motivate using the SOC algorithm over alternative choices, we compare it to the constraint generation (CG) approach [68], which has been shown to outperform competing alternative algorithms. The two algorithms are compared also in [1] but not on randomly generated matrices and not up to such high dimensions.

We compare SOC and CG on finding stable operators that minimize the error in (26) for varying number of basis functions ($W \in [2, 100]$) and number of measurements ($P \in [2, 100]$). Data in $X$ and $Y$ are sampled from the uniform distributions $U(0, 10)$ and $U(0, 20)$, respectively, where $U(a, b)$ is a uniform distribution and $a$ and $b$ are the minimum and maximum values. We present the results in Fig. 2. SOC outperforms CG in all cases, for any number of measurements and functions used. Further, CG does not always converge to a solution in the allotted time (10 min per minimization). Besides the superior performance in terms of the reconstruction error, the SOC algorithm is also more memory efficient. Since SOC performs better than the alternative algorithms for randomized matrices, it is a good choice for learning stable Koopman models. In light of these results, we use the SOC algorithm to implement DISKO in the remaining of this work.

C. Comparisons of Reconstruction and Prediction Error

Next, we compare the evolution of the nonlinear dynamics of a pendulum (without control) using the unconstrained solution (3) and the stable one (26). The states, dynamics, and basis functions used to train the Koopman operator are given by

$$s = [\theta, \dot{\theta}]^T,$$

$$\frac{d}{dt} s = [\dot{\theta}, 9.81 \sin(\theta) + \beta \dot{\theta}]^T,$$

$$\Psi(s) = [\theta, \dot{\theta}, \sin(\theta) \dot{\theta}, \sin(\theta) \cos(\theta), \sin(\theta) \dot{\theta}^2]^T,$$

where $\theta, \dot{\theta},$ and $\beta$ are the angle, angular velocity, and damping coefficient, respectively. The time spacing between samples is $\Delta t = 0.02 \text{ s}$. For simplicity, we drop the time dependencies of the variables.

2The algorithm in [69] does not work well for systems with inputs, as demonstrated in [1].
The equilibrium points of the pendulum dynamics occur when $\theta = n\pi$ for $n \in \mathbb{Z}$ and $\dot{\theta} = 0$. The basis functions used here evaluate to zero when $\theta = 0$ and $\dot{\theta} = 0$, satisfying Proposition 1 for one of the equilibrium points of the original dynamics. Note that, depending on the identified Koopman model, it is still possible that the Koopman dynamics are zero (i.e., $\tilde{K}\Psi(s(t)) = 0$) at the rest of the equilibrium points of the pendulum system. Omitting $\theta$ from the basis functions would ensure that the first condition in Proposition 1 is satisfied for all the equilibrium points of the pendulum. In that case, however, and using a single Koopman model, it would not be possible to differentiate between the unstable and stable equilibrium as target states for control purposes. For this reason, we include $\theta$ in the states.

Fig. 3 shows the eigenvalues of the two methods and the prediction of the two solutions for the undamped pendulum ($\beta = 0$). We train the Koopman models with data that are collected by propagating the pendulum dynamics by $\Delta t = 0.02$ s from 1000 random initial conditions sampled uniformly from $U(-\pi, \pi)$ and $U(-1, 1)$ for the angle and the angular velocity, respectively. The prediction associated with the unconstrained least-squares Koopman operator diverges away, whereas the states predicted with DISKO remain bounded and close to the true evolution of the nonlinear dynamics for a longer amount of time.

In this example, enforcing stability around the unstable point may lead to poor prediction performance. However, we find that choosing to use a stable operator to model a locally unstable point bounds the instability, as shown in Fig. 3. Numerically, this is advantageous, since the stable model prevents divergent predictions on long time horizons. On the other hand, unstable least-squares solutions generate exponentially diverging predictions that are impractical to use for model-based control. That said, depending on the stability properties of the underlying dynamics, it might be more beneficial to bound the instability of data-driven models—instead of forcing stability—to prevent numerically challenging predictions and improve data-driven control. Or, alternatively, an adaptive algorithm could learn—using a single parameter—how much instability is needed based on data. The SOC algorithm used here can explicitly bound the magnitude of the eigenvalues for discrete-time models, see Section III-A.

Next, we investigate the effect of unstable eigenvalues on the prediction accuracy, as well as the data-efficiency of the
algorithms. Specifically, for 300 randomly sampled initial conditions, we compare the prediction error for the pendulum angle as a function of the number of training measurements used to compute a Koopman model. We sample the initial conditions uniformly from $U(-2\pi, 2\pi)$ and $U(-2.5, 2.5)$ for the angle and the angular velocity, respectively, and training measurements are $\Delta t = 0.02$ s apart; the average error is measured over 3 s. We show the results in Fig. 4 for an undamped and a damped pendulum system.

For both systems, the stable Koopman operator leads to smaller average prediction error for any number of measurements used for training, as well as lower error variance than the least-squares unconstrained solution (3), exhibiting better predictive accuracy and robustness. When using the largest training set (500 measurements), the average error is 0.52 radians (about 30°) for the stable Koopman model and 1.03 radians (about 59°) for the least-squares model. Further, the large error spikes associated with the unstable Koopman model around five measurements indicate that the unstable solution can be very inaccurate when trained with few measurements; on the other hand, the predictive accuracy of the stable Koopman operator remains almost the same regardless of the size of the training sample, demonstrating data-efficiency and emphasizing the benefit of DISKO in the low-sample limit. When few measurements are available, the least-squares solution is prone to misidentifying the system, but the stability constraints help make the learning process less sensitive to the amount of training data. The envelope of the standard deviation error of the unconstrained Koopman is slightly lower than that of the stable solution around ten training measurements, suggesting that it is possible that the unstable Koopman generates at times a smaller error and is more accurate. We argue that this is a result of the unstable Koopman overfitting to certain initial conditions and accurately predicting the evolution of very few initial states. Finally, the unconstrained least-squares solution for the damped pendulum is always unstable, misidentifying in all cases the true properties of the system. This observation illustrates that although training with more samples can improve the model accuracy, there is no guarantee that the resulting model will be stable. In fact, data-driven models can often misrepresent stable dynamics with unstable solutions [49, 50].

Next, we use the undamped pendulum system to illustrate how stable Koopman operators can be used to construct Lyapunov functions and verify the stability of a controller. Using LQR feedback, we generate a trajectory and use the state measurements and the DISKO algorithm to compute a stable Koopman operator. We then use the Koopman operator to construct a Lyapunov function, which we evaluate with the measurements from the controlled trajectory.

To generate LQR control, we use $Q = \text{diag}[1, 1]$ and $R = \text{diag}[0.01]$, initial conditions $[\theta_0, \dot{\theta}_0] = [\pi, 5]$ and collect measurements every $\Delta t = 0.1$ s. We train a Koopman operator using $\Psi(s) = [\theta, \dot{\theta}, \dot{\theta}^2, \sin(\theta), \sin(\theta)\dot{\theta}, \sin(\theta)\dot{\theta}]^T$, which satisfy the stability conditions presented in Assumption 2 and Proposition 1 for the equilibrium at $s_c = [0, 0]^T$. We then solve the Lyapunov equation (23) using $Q_c = I_{3\times3}$ (identity matrix) and construct the candidate control-Lyapunov function as $V(\Psi(s)) = \Psi(s)^T P \Psi(s)$. We show the results in Fig. 5. The candidate control-Lyapunov function evaluated with the controlled trajectory of the pendulum satisfies the properties of a Lyapunov function and shows that the specific trajectory is converging to the equilibrium. The validity of the Lyapunov function rests on the assumptions shown in (22) and (25), respectively, which place upper and lower bounds on $a$, respectively; (24) is satisfied because all chosen basis functions evaluate to zero at the equilibrium. These bounds, which are used to test the validity of the candidate Lyapunov function, help answer that the controlled dynamics provably converge to the equilibrium whenever there exist solutions that satisfy both assumptions.

Note that the control-Lyapunov function shown in Fig. 5 is used to verify the stability of the applied controller for the particular trajectory and may not be a Lyapunov function everywhere in the state space. According to Theorem 3, a stable Koopman operator can provably generate a Lyapunov function provided the model error satisfies the conditions in (22), (24), and (25). For controlled systems, one can construct a candidate control-Lyapunov function from the identified stable Koopman. The candidate control-Lyapunov function is guaranteed to be valid everywhere (that is, in those parts of the state space) that the model error using the stable Koopman satisfies (22), (24), and (25) the sufficient conditions. In practice, however, the candidate control-Lyapunov function evaluated along the controlled trajectory may still be valid, which can serve as a certificate for stability even if (22), (24), and (25) are not satisfied. Further, one could solve for a control policy that generates a stable Koopman operator and generates a valid control-Lyapunov function.

Finally, the choice of basis functions explicitly affects the search of valid Lyapunov functions through (24) and (25). Basis functions that evaluate to zero at the equilibrium to satisfy (24) and also improve the ratio between the model error and their norm to relax the constraint in (25) can help validate candidate Lyapunov functions. This is why the properties of the basis functions in Proposition 1 are needed: to improve the model error and satisfy the required conditions so that a candidate Lyapunov function can be found. To illustrate the effect of the
basis functions, we use the algorithm in [70] and [71] to improve the accuracy of the basis functions selection. We show the results in Fig. 6. The new choice of Koopman basis functions decreases the lower bound constraint (25) and increases the upper bound constraint (22), thus confirming the validity of the Lyapunov function and that the dynamics are stabilizing to the equilibrium for a longer period: from around 0.5 s till the end.

At last, we repeat these results for the inverted cart-pendulum dynamics [72]. To collect training data, we invert the pendulum using the sequential action controller and the system dynamics and parameters shown in [72, Sec. IV.B]. We train a Koopman operator using

\[
\Psi(s) = [\theta, \dot{\theta}, x, \dot{x}, \theta^2, x^2, \dot{x}^2, \sin(\theta), \sin(\dot{\theta}), \sin(x), \sin(\dot{x}), \\
\sin(\theta)\dot{\theta}, \sin(\dot{\theta})\theta, \sin(x)\dot{x}, \sin(\dot{x})x, \theta\dot{\theta}, \theta x, \theta \dot{x}, \theta\dot{x}, \theta \dot{x} x^2, \theta \dot{x} x, \theta \dot{x} \dot{x}, \theta \dot{x} x^2]^T
\]

satisfying the stability conditions of Assumption 2 and Proposition 1 for the equilibrium at \( s_e = [0, 0, 0, 0] \) and solve the Lyapunov equation (23) using \( Q_{\dot{x}} = I_{22} x 22 \). We show the results in Fig. 7. The candidate Lyapunov function is validated for all the measurements of the controlled trajectory data.

D. Nonlinear Control Using Stable Koopman Operators

In this section, we demonstrate the benefit of using stable Koopman operators for nonlinear control. By improving the robustness and modeling accuracy of data-driven models, we argue that stability-constrained models would also lead to improved control performance.

Knowledge of the equilibrium points for a system can also be used to filter basis functions \textit{a priori}, without any training data. We provide an illustrative example in Appendix D. Leveraging the conditions for the Koopman models, as shown in Proposition 1, to optimize the choice of basis functions is a promising research topic that merits further investigation and is deferred to future work.

1) Quadrotor: We first consider stabilizing a falling quadrotor. Using active learning, which has been shown to enhance learning and the accuracy of identified dynamics [18], we collect training data within the first second of the free-fall. Then, using the same training sample, we compute a Koopman model using
the least-squares solution (3) and DISKO and develop an LQR policy to stabilize the quadrotor. The system feedback rate is 200 Hz and the state is partially observed containing only the measured body-relative gravity vector and the body linear and angular velocities (see [18] for more detail). The quadrotor dynamics, LQR parameters, and Koopman basis functions are the same as in [18]. Note that the quadrotor dynamics used in [18], without control, have no equilibrium points due to gravity. Without gravity (zero gravity term), all the functions used here evaluate to zero, imposing a Koopman equilibrium at the same equilibrium as the original dynamics (when the linear and angular velocities are zero). Even without an equilibrium point of the free dynamics, imposing that the learned model is stable numerically improves the prediction and leads to better control performance as shown in Fig. 8(c).

We present the stabilizing performance of the stable and least squares Koopman models in Fig. 8. We consider a sequence of planning time horizons used in computing the finite-horizon LQR control and illustrate the tracking error for 40 time step horizon using the same ten uniformly sampled initial conditions as done in [18]. We use the median score (in log scale) as a performance metric of the two approaches because it is not as biased as in a case of failure (when states diverge). Using DISKO, the control is robust and stabilizes the dynamics for all choices of the prediction horizon, contrary to the unconstrained model that fails when using a longer prediction window. Note that the time horizon is typically chosen to be as long as possible while satisfying application-specific computational demands [73]. Here, as the time horizon is increased, the stable model leads to lower error than the unconstrained model with smaller performance variance. These results show that active learning techniques that enhance learning are not sufficient to address the challenges of unconstrained data-driven models and can further be improved through the use of DISKO. In addition, these results highlight that unstable models can quickly become impractical to use and provide motivation as to why stability constraints can be useful even when modeling unstable dynamics.

2) Pusher-Slider System: Next, we demonstrate the benefits of DISKO using a pusher-slider system [74], [75], [76]. The pusher is a steel rod held tightly by the end effector of the Franka Emika Panda robot [77] and the slider is a rectangular block with dimensions 15.3 × 13 cm. We record the states of the system at 10 Hz using an overhead camera and QR codes on the slider. We show the experimental setup in Fig. 9.

To train a model, we collected data using a controller to push the block with the end-effector of the robot. We collected six training sets (200 measurements each) performing random maneuvers and used the data to compute a least-squares unconstrained and a stable Koopman model. The basis functions used are

\[ \Psi(s) = [x, y, \theta, p_y, v_n, v_p, \sin(\theta)v_n, \cos(\theta)v_n, \sin(\theta)v_p, \cos(\theta)v_p, p_yv_n, v_pv_n]^T, \]
where $x$, $y$, and $\theta$ are the world-frame coordinates and orientation of the block, $p_p$ is the distance of the pusher (end effector of the Franka Emika robot) away from the center of the block and along its pushing side (we assume that the pusher is always in contact with the block), $v_n$ and $v_p$ are the normal and parallel velocity of the slider in the body-frame of the block, respectively, and $u \in \mathbb{R}^2$ is the acceleration input for the body-frame normal and parallel velocity of the slider.

Note that the equilibrium points of the original dynamics occur when the velocities of the block are zero: $v_n = v_p = 0$. The basis functions chosen here may violate the condition in Proposition 1 since $x$, $y$, $\theta$, and $p_p$ may not be zero at the equilibrium. However, we included the system states in the basis functions to design control that drives the system to the desired configuration, as specified by $x$, $y$, $\theta$, and $p_p$, and not simply bring it to rest. By subtracting the desired values from the system states in the basis functions (i.e., $x' = x - x_{des}$), it is possible to impose that an equilibrium of the original dynamics at the desired configuration is also an equilibrium of the Koopman dynamics (see Proposition 1). However, subtracting the target configuration from the Koopman basis functions would require that a Koopman model is retrained for every different target, which we avoided for simplicity. Using information about the target in the basis functions to ensure that Proposition 1 holds is left for future work.

To compare the unconstrained and stable least-squares models, we propagate the system with zero inputs (see Fig. 10). Given no movement from the pusher, the block should stay in place. However, the states propagated with the unconstrained model diverge, as expected for an unstable linear model. On the other hand, the simulated prediction of the DISKO model barely shows any motion and is consistent with the expected behavior of the system. This difference in performance highlights again the numerical motivation for stability. Further, imposing the right properties on learning helps narrow the solution space and identify representations that mirror the true system properties and generalize beyond training.

Next, we test the predictive accuracy of the learned DISKO representation against the training. Specifically, we use the stable Koopman model to forward-simulate the pusher-slider system with the controls applied during the experiments and compare it to the actual trajectories. We show the results in Fig. 11. In all cases, the model obtained using DISKO generates qualitatively similar trajectories compared to the actual experiments.

Finally, we test the control performance of the DISKO approach. We apply infinite-horizon LQR control, the gains of which are calculated offline once. We show the results in Fig. 12. The Franka Emika Robot successfully pushes the block to the desired orientations. In the last of the three experiments, we applied a low-pass filter to increase the controller lag time and slow down the experiment in order to capture more of the dynamic response of the robot experiment. We formulate the LQR objective in terms of $x$, $y$, $\theta$, and $p_p$. The weights used for the states are, respectively, $Q = \text{diag}[800, 50, 10, 0, 0, 0, 0, 0, 0, 0]$ and the control weights are $R = \text{diag}[10^3, 10^4]$.

We further compare the efficacy of the stable Koopman model for control against a least squares unconstrained Koopman model trained on the same data. Here, a simulated environment that mimics Fig. 9 is used to directly compare the models using a finite and infinite horizon LQR control strategy. The experimental settings and parameters are given by $Q = \text{diag}[100, 100, 100, 1, 0, 0, 0, 0, 0, 0, 0]$ and the control weights are given by $R = \text{diag}[10^4, 10^4]$. We test each controller over a 1000 step time window at 10 Hz over ten target end goals. The goals are placed at a distance 0.4 m away ($y$ direction) from the starting point and uniformly distributed at a range of 0.4 m ($x$ direction) and $\pi/2$ radians from the initial slider origin starting state (0,0,0) as shown in Fig. 13(a).

As illustrated in Fig. 13(b), the learned stable Koopman model improves the control performance on the pusher-slider task for both the finite and infinite horizon LQR controllers. The controllers constructed with the least squares Koopman model would on average deviate from the terminal state causing poor tracking performance compared to the stable model. The discrepancy in the performance is due to the stable model better capturing the underlying dynamics of the pusher-slider system in contrast to the least squares model which can have incorrectly modeled instabilities. A similar issue is often reported with nonlinear neural network models that are used for model-based control. Due to the nonlinearities, it is difficult to ascertain the accuracy of the models and the stability for long-time horizon
Fig. 11. Comparison of the experimental trajectories from the training data to those obtained in simulation using DISKO. Instances are shown every 2 s. We initiate the simulated trajectories with the starting states of the experiments and forward-propagate them with the same control inputs that were applied in each run. We indicate the position of the pusher with red and the center of the slider with purple. In the predictions, the location of the pusher is known only as $p_y$, the distance away from the center of the block along its pushing side; we assume that the pusher is always in contact with the block. To highlight this difference, we do not plot a trajectory of the pusher but show its location only at the instants the block is drawn.

Fig. 12. Control of the pusher-slider system using DISKO. We use infinite-horizon LQR control to push the block to the desired orientation, marked with yellow border. We mark the pusher and the center of the block with red and purple dots, respectively. Each row corresponds to one experimental run and shows the trajectory, the tracking errors, and the constructed candidate control-Lyapunov function that verifies that the controlled system converges to the target. The candidate control-Lyapunov function is $V(\Psi(s)) = \Psi(s)^T P \Psi(s)$, where $P$ is the solution to the Lyapunov equation (23) using the stable Koopman operator.
prediction and control, making the neural network models difficult to control due to exploding or vanishing dynamic behavior [78]. Imposing the stability requirements allow control synthesis to be more realizable and having effective linear models, e.g., Koopman operators, enables better predictability of the underlying controlled system behavior.

We verify that the controlled system converges to the target by constructing a candidate control-Lyapunov function with the stable Koopman operator and evaluating it with the state measurements. Note that we reconstruct the candidate control-Lyapunov function using Theorem 3, using data from each individual trajectory. The candidate control-Lyapunov function is $\Psi(s(t))^T P \Psi(s(t))$, where $P$ is the solution to the Lyapunov equation (23) and $\Psi$ is the identified stable Koopman model. We also show the time derivative of the candidate control-Lyapunov function: $\frac{d}{dt} V(\Psi(s(t)))$. Note that the candidate control-Lyapunov function is monotonically decreasing in all three cases. The fluctuations seen for $\frac{d}{dt} V(\Psi(s(t)))$ at the end of the first two trials and throughout the third trial are observed because the motion of the system is slow; the measurements do not change enough and noise becomes more significant. At the end of the first two trials, the slow motion arises as the system converges to the target, while the motion is slower in the third experiment due to the low-pass filter. This is a candidate control-Lyapunov function for a basis of attraction surrounding the equilibrium, but the robot would need to collect data verifying the candidate control-Lyapunov function. This active phase of stability verification will be considered in future work.

VI. DISCUSSION

In this article, we demonstrate the benefits of stable Koopman operators in the prediction and control of data-driven nonlinear systems. We derive a formula for the prediction error associated with Koopman operators for an arbitrary number of time steps, which we use to show how unstable eigenvalues exponentially amplify modeling errors. We also derive properties for basis functions that are consistent with a stable Koopman operator and can improve the learning process. Appropriate basis functions can lead to low training error, which is, in turn, useful for the construction of Lyapunov functions, also shown in this work.

Using the examples of the pendulum and the quadrotor, we demonstrate how stability constraints on the Koopman models makes them more robust to limited training data (which often arises in time-urgent tasks such as stabilizing unknown dynamics), as well as the prediction horizon. In fact, stability constraints improve even models that are computed with rich data obtained through active learning methods. Finally, using the pusher-slider system, we validate the performance of DISKO experimentally.

Learning Koopman models for prediction and control is an active research topic with many recent noteworthy results [79], [80], [81], [82]. In this work, for the purposes of highlighting the importance of stability for arbitrary Koopman models without system- or application-specific knowledge, we do not exploit any of the available tools for synthesizing more accurate Koopman models. Identifying appropriate Koopman basis functions, either to obtain Koopman invariant subspaces or to improve the accuracy of the approximate models, remains a challenge and an active research area [70]. The proposed DISKO approach can be used as a tool both for choosing basis functions and improving the accuracy and control of Koopman models. The conditions on the basis functions shown in Proposition 1 can assist in the selection of basis functions for the data-driven discovery of Koopman invariant subspaces or the improvement of approximate models. It can also complement other algorithms on Koopman prediction and control to avoid the undesirable effects of instability, especially in the low-data limit.

Note that minimizing a multistep prediction error [46] as well as including delay measurements in the basis functions (using Hankel matrices) [35] are two ways that have helped improve long-term prediction of Koopman operators. Although the resulting model is improved, there is still no guarantee that it will be stable. Further, training over the multistep prediction error or including delay measurements can be prohibitive for online applications. Specifically, the former method is computationally more expensive and does not scale well as the number of prediction steps used in training increases. In addition, both of these alternative methods need longer series of data, which may not be feasible for time-critical learning tasks that rely on few data. Storing a longer history of the measurements also makes these solutions more memory-intensive compared to the memory-efficient running-sum approach presented in this work (see Appendix B).

This work is well-aligned with current efforts on physics-based learning methods that impose physical assumptions on data-driven models [83], [84], [85], shown to improve data-efficiency, prediction, and control performance. Several of these studies focus on stability constraints and bounding the model predictions [86], [87], [88], [89], [90]. In addition, recent results establishing a relationship between stability in the Koopman framework and the existence of a contraction metric for nonlinear systems [91] makes the proposed algorithm a useful tool in the stability analysis and control of nonlinear systems.
There are many avenues for future work. Investigating whether the derived formula for the prediction error of Koopman operators can be used as a metric to evaluate and compare different representations could help determine the best approximate finite-dimensional Koopman model. Further, we are interested in using the proposed methodology to construct Lyapunov functions for nonlinear systems and investigate the stability of nonlinear systems. These results could provide candidate control Lyapunov functions for finding stabilizing feedback laws of unknown nonlinear dynamics. Finally, we want to explore the benefits of DISKO for Koopman operators used to optimize the training of neural network methods [92].

**APPENDIX A**

**NECESSARY CONDITIONS FOR KOOPMAN BASIS FUNCTIONS BASED ON SYSTEM PROPERTIES**

1) **Proof for First Condition in Proposition 1**

Proof: Using chain rule, the Koopman dynamics can be expressed as

\[
d\Psi(s(t)) = d\Psi(s(t))f(s(t)).
\]  

Then, given \( s_e \) an equilibrium point of the original system dynamics \( f \) such that \( f(s_e) = 0 \), it is also an equilibrium of the Koopman dynamics. That is

\[
f(s_e) = 0
\]

\[
⇒ \frac{d\Psi(s_e)}{ds_e}f(s_e) = 0
\]

\[
⇒ \frac{d}{dt}\Psi(s_e) = 0
\]

\[
⇒ f(\Psi(s_e)) = 0.
\]

2) **Proof for Second Condition in Proposition 1**

Proof: Note that

\[
\|s(0) - s_e\| < \delta_s
\]

\[
⇒ L_\Psi\|s(0) - s_e\| < L_\Psi\delta_s
\]

\[
⇒ \|\Psi(s(0)) - \Psi(s_e)\| < L_\Psi\delta_s.
\]  

Similarly

\[
\|s(t) - s_e\| < \epsilon_s
\]

\[
⇒ L_\Psi\|s(t) - s_e\| < L_\Psi\epsilon_s
\]

\[
⇒ \|\Psi(s(t)) - \Psi(s_e)\| < L_\Psi\epsilon_s.
\]

Assume that for every \( \epsilon_s > 0 \), there exists \( \delta_s > 0 \) such that

\[
\|s(0) - s_e\| < \delta_s \quad ⇒ \quad \|s(t) - s_e\| < \epsilon_s \quad \forall \ t \geq 0.
\]

From (31) and (32), it follows that for every \( \epsilon_s > 0 \), there exists \( \delta_s > 0 \) such that

\[
\|\Psi(s(0)) - \Psi(s_e)\| < L_\Psi\delta_s
\]

\[
⇒ \|\Psi(s(t)) - \Psi(s_e)\| < L_\Psi\epsilon_s \quad \forall \ t \geq 0.
\]

Then, it follows that for every \( \epsilon_\Psi = L_\Psi\epsilon_s > 0 \), there exists \( \delta_\Psi = L_\Psi\delta_s > 0 \) such that

\[
\|\Psi(s(0)) - \Psi(s_e)\| < \epsilon_\Psi
\]

\[
⇒ \|\Psi(s(t)) - \Psi(s_e)\| < \epsilon_\Psi \quad \forall \ t \geq 0.
\]  

3) **Proof for Third Condition in Proposition 1**

Proof: Let \( s_e \) be an asymptotically stable equilibrium for the nonlinear dynamical system (14) in a region of the state space \( \mathcal{D} \subseteq \mathcal{S} \). That is, \( s_e \) is a Lyapunov stable equilibrium and there exists \( \delta_s \) such that

\[
\|s(0) - s_e\| < \delta_s \quad ⇒ \quad \lim_{t \to \infty} \|s(t) - s_e\| = 0.
\]

First, from the second condition of Proposition 1, if \( s_e \) is a Lyapunov-stable equilibrium for the nonlinear dynamics (14), it is also a Lyapunov-stable equilibrium for the Koopman dynamics (15). Second, from Lipschitz continuity

\[
\|\Psi(s(0)) - \Psi(s_e)\| \frac{1}{L_\Psi} \leq \|s(0) - s_e\| < \delta_s
\]

\[
⇒ \|\Psi(s(0)) - \Psi(s_e)\| < L_\Psi\delta_s = \delta_\Psi.
\]

In addition

\[
\lim_{t \to \infty} \|s(t) - s_e\| = 0
\]

\[
⇒ \lim_{t \to \infty} \|\Psi(s(t)) - \Psi(s_e)\| = 0.
\]

Therefore, \( s_e \) is a Lyapunov-stable equilibrium for the Koopman dynamics and there exists \( \delta_\Psi \) such that

\[
\|\Psi(s(0)) - \Psi(s_e)\| < \delta_\Psi \quad ⇒ \quad \lim_{t \to \infty} \|\Psi(s(t)) - \Psi(s_e)\| = 0.
\]  

**APPENDIX B**

**EQUIVALENT MATRIX REPRESENTATION FOR SUM OF SQUARES ERROR**

Note that the Frobenius norm of \( A \) is

\[
\|A\|_F = \sqrt{\sum_{i=1}^{m} \sum_{j=1}^{n} |a_{ij}|^2}.
\]

Let \( \tilde{K}_d \in \mathbb{R}^{W \times W} \) and \( \Psi(\cdot) \in \mathbb{R}^W \) and consider the expression

\[
\sum_{k=1}^{P} \|\Psi(s(t_k + \Delta t), u(t_k + \Delta t)) - \tilde{K}_d\Psi(s(t_k), u(t_k))\|^2.
\]  

(33)

Then, using the Frobenius norm definition for the vector \( \Psi(s(t_k + \Delta t), u(t_k + \Delta t)) - \tilde{K}_d\Psi(s(t_k), u(t_k)) \in \mathbb{R}^W \)

\[
(33) = \sum_{k=1}^{P} \left( \sum_{i=1}^{W} |\Psi_i(s(t_k + \Delta t), u(t_k + \Delta t)) - \tilde{K}_d_i\Psi_i(s(t_k), u(t_k))|^2 \right),
\]

where \( \tilde{K}_d_i \in \mathbb{R}^W \) is a row vector that corresponds to the \( i \)th row of \( \tilde{K}_d \). Then, consider the term inside the absolute value as the
\( G_{ik} \) element of a matrix \( G \in \mathbb{R}^{W \times P} \) such that
\[
(33) = \sum_{k=1}^{P} \left( \sum_{i=1}^{W} |G_{ij}|^2 \right).
\]

We can express \( G \) as
\[
G^T = \begin{bmatrix}
(\Psi(s(t_1 + \Delta t), u(t_1 + \Delta t)) - \tilde{K}_d \Psi(s(t_1), u(t_1)))^T \\
\vdots \\
(\Psi(s(t_P + \Delta t), u(t_P + \Delta t)) - \tilde{K}_d \Psi(s(t_P), u(t_P)))^T
\end{bmatrix}
\]
and rewrite it as
\[
G^T = \begin{bmatrix}
\Psi(s(t_1 + \Delta t), u(t_1 + \Delta t))^T \\
\vdots \\
\Psi(s(t_P + \Delta t), u(t_P + \Delta t))^T
\end{bmatrix} \tilde{K}_d^T.
\]

Let \( X, Y \in \mathbb{R}^{W \times P} \) be given by
\[
X = \begin{bmatrix}
\Psi(s(t_1), u(t_1))^T \\
\vdots \\
\Psi(s(t_P), u(t_P))^T
\end{bmatrix}
\]
\[
Y = \begin{bmatrix}
\Psi(s(t_1 + \Delta t), u(t_1 + \Delta t))^T \\
\vdots \\
\Psi(s(t_P + \Delta t), u(t_P + \Delta t))^T
\end{bmatrix}
\]
such that
\[
G = Y - \tilde{K}_d X.
\]

Then, using the Frobenius norm definition, we rewrite (33) as
\[
(33) = \|G\|_F^2 = \|Y - \tilde{K}_d X\|_F^2.
\]

**APPENDIX C**

**MEMORY PRESERVING GRADIENT DESCENTS**

Let \( \Psi(s(t)) \in \mathbb{R}^W \) be given by
\[
\Psi(s(t)) = \begin{bmatrix}
\Psi_1(s(t)) & \Psi_2(s(t)) & \cdots & \Psi_W(s(t))
\end{bmatrix}^T
\]
and \( X, Y \in \mathbb{R}^{W \times P} \) be given by
\[
X = \begin{bmatrix}
\Psi(s(t_1)) & \Psi(s(t_2)) & \cdots & \Psi(s(t_P))
\end{bmatrix}
\]
\[
Y = \begin{bmatrix}
\Psi(s(t_1 + \Delta t)) & \Psi(s(t_2 + \Delta t)) & \cdots & \Psi(s(t_P + \Delta t))
\end{bmatrix}
\]
Then, for each row \(i\)

\[
0 = \tilde{K}_{iW} g_i(0, 0) \implies 0 = \tilde{K}_{iW}.
\]

It means that for a Koopman model that captures the dynamics with full fidelity and using the basis functions shown here, the function \(g_i(\theta, \dot{\theta})\) is redundant. After removing \(g_i(\theta, \dot{\theta})\) from \(\Psi(s)\) and repeating this analysis at the equilibrium \([\theta, \dot{\theta}] = [\pi, 0]\), one finds that \(\theta\) is also redundant. Leveraging the conditions for the Koopman models as shown in Proposition 1 to optimize the choice of basis functions is a promising research topic that merits further investigation and is deferred to future work.
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