Estimating Survival Time of Dengue Haemorrhagic Fever Using Extended Cox Model
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Abstract. Dengue Haemorrhagic Fever (DHF) is a disease that tends to increase every year around the world and become endemic almost half the world's population. In Indonesia since 1968, DHF has known in Surabaya and Jakarta. Survival analysis is a statistical analysis that specifically used to analyze data or cases related to the time or length of time until a particular event occurs. The aims of this research where to find out the significant variables that influence the rate of death DHF patient at Dr. Pirngadi Hospital in January until December 2017 as many as 100 patients. The result shows that the Extended Cox Model could overcome the assumption of non-proportional hazard on DHF patients at Dr. Pirngadi Hospital during January until December 2017. The best model is Extended Cox Model time function \( g_i(t) = t \), because the model have the smallest score of AIC is 213.0408. Furthermore, Gender variable was the significant factor that influence toward survival time on DHF patients. In this case, Female has \( \exp(0.9162) = 2.5 \), it means that Female has a higher risk of death rate of 2.5 than Male on DHF patients during January until December 2017 at Dr. Pirngadi Hospital.

1. Introduction

Dengue is a major public health concern throughout the tropical and subtropical regions of the world. Almost half the world's population live in countries where Dengue is endemic. World Health Organization (WHO) estimates that 50-100 million Dengue infections occur every year with 22,000 deaths. It has been identified as one of the 17 neglected tropical diseases by WHO [1]. Dengue and its severe forms, namely, Dengue Haemorrhagic Fever (DHF) and dengue shock syndrome (DSS), caused by four serotypes of dengue virus (DENV), have become a major public health concern that is straining the health systems of both developing and developed countries. More than 50% of the people at risk of being infected are living in the South East Asian Region (SEAR) of the World Health Organization (WHO). Lack of approved vaccines and antivirals for prevention and treatment of the disease and the failure of vector control programs to combat the disease-carrying mosquitoes of Aedes species had contributed to the spread and increased incidence of dengue [2]. It was founded in tropical and subtropical regions around the world, predominantly in urban and semi-urban areas. There is no specific treatment for dengue, but appropriate medical care frequently saves the lives of patients with more serious DHF. The most effective way to prevent dengue virus transmission is to combat the disease-carrying mosquitoes [3].

Indonesia is a tropical country that has two seasons, namely the rainy season and the dry season. In the rainy season, for various reasons, there are floods or puddles that can become a mosquito breeding
and spread various diseases, one of which is dengue fever disease [4]. Most of the regions in Indonesia have tropical climate and sub-tropics. These circumstances make Indonesia as one of the DHF endemic countries in South East Asia [5]. Furthermore, DHF has been known in Indonesia since 1968 were reported in Surabaya and Jakarta [6]. It quickly spread to other areas so that in 1980 all provinces in Indonesia that have been infected with DHF. Indonesia is the country with the highest incidence of DHF in Southeast Asia since 1968-2009 [7]. The number of DHF cases since January until October in 2009 is 121,423 cases, with the number of died patients, are 1,013 and it has been increasing the DHF cases than in 2008. On the other hand, the number of DHF case in 2012 is 90,245 cases which 816 patient died and 8,177 cases of DHF were reported in East Java during 2012 and that cases became the highest rank in Indonesia after West Java with 19,663 cases [8].

The survival time is time that is within an object from the beginning to the time of occurrence of an event. These events may include the development of the disease, response to treatment, the recurrence of the disease, or death [9]. The time of each individual does not have to be the same and the unit can be either year, month, week or day. The survival time was not be observed in full that can be caused by the expiration of individual observations, which are observed to disappear in times of observations, died or cause other than research. When the survival time can be observed during the period of observation it is called complete data, whereas when it is not fully observable data then it is called censor [10]. In the hazard ratio model, the resulting value is no longer time-dependent so that the ratio of the two objects remains at all times proportional hazard. The proportional Cox regression model emphasizes the fulfillment of the proportional hazard assumption which means that the ratio between individual hazard functions of one and other individual hazard functions is constant [11].

2. Materials and Methods

2.1. Cox Proportional Hazard Model

The most common approach to model covariate effects on survival is the Cox Proportional Hazard (PH) Model, which can handle censored and or truncated observations [12]. Regression analysis generally used for identifying the risk factors, but due to the presence of censoring in survival data, ordinary regression models cannot use. In addition, simple logistic regression analysis has the limitation of only allowing a view of survival probability over the entire study period as a single time interval and it assumes that every patient is at risk over the entire study period. This is not valid for studies with longer follow up or other situations where patients have variable time at risk. For this purpose, in survival analysis, Cox regression model is widely applicable [13]. The distinguishing feature of the Cox PH Model is its ability to estimate the relationship between the hazard rate and explanatory variables without having to make any assumptions about the shape of the baseline hazard function. Hence, the Cox PH Model referred to as a semi-parametric model. Let \( x_1, x_2, \ldots, x_p \) be the values of \( p \) covariates \( X_1, X_2, \ldots, X_p \), the Cox PH regression model relates covariates to the hazard function as follows:

\[
h(t) = h_0(t) \exp \left( \sum_{i=1}^{p} \beta_i x_i \right)
\]

Where \( \beta = (\beta_1, \beta_2, \ldots, \beta_p) \) is a \( 1 \times p \) vector of regression parameters (independent variables) and \( h_0(t) \) is the baseline hazard function at that time. Coefficient vectors of the covariates estimated using a Maximum Likelihood procedure. Maximum Likelihood estimates are obtained by maximizing a (partial) likelihood function [14].

2.2. Testing Parameter Estimator

Testing parameter estimator performed to examine the role of the independent variables in the Cox PH Model. Testing the parameters \( \beta \) simultaneously using G-test, while testing partially using Wald-test.
2.2.1. **G-Test.** This test is the likelihood ratio test used to test the parameters $\beta$ (independent variables) in the model simultaneously. Under the null hypothesis, used significant levels alpha (\(\alpha\)), $H_0$ was rejected if $G \geq \chi^2_{(a,df)}$ or p-value less than alpha (\(\alpha\)). Where $G = -2[\ln(L_0) - \ln(L_p)]$. $L_0$ is the likelihood function without independent variables and $L_p$ is the likelihood function with $p$ independent variables. It indicates that there are at least one independent variables which influence significantly to the survival time [14].

2.2.2. **Wald-Test.** This test used to test the parameters $\beta$ (independent variables) in the model partially. Under the null hypothesis, used significant levels alpha (\(\alpha\)), $H_0$ was rejected if $W \geq \chi^2_{(a,df)}$ or p-value less than alpha (\(\alpha\)). Where $W = \left(\frac{\hat{\beta}_i}{SE(\hat{\beta}_i)}\right)^2$, it indicates that there is the independent variable which influences significantly partially to the survival time [14].

2.3. **Assessment of Proportional Hazards Assumption**

In Cox PH Model there is a proportional hazard assumption to be satisfy i.e. function hazard an individual against function hazard another individual is proportional or the ratio of the hazard function two different individuals is constant over time [15]. The interpretation of coefficients on a Cox PH Model seen through the hazard rate ratio. If there are two individuals with variables $x$ and $x^*$, then the hazard rate ratio is given as follows [16]:

$$HR = \frac{h(t_1)}{h(t_2)} = \frac{h_0(t)\exp\left(\sum_{i=1}^{p} \beta_i x_i\right)}{h_0(t)\exp\left(\sum_{i=1}^{p} \beta_i x^*_i\right)} = \exp\left[\sum_{i=1}^{p} \beta_i (x_i - x^*_i)\right]$$

(2)

The above equation is the relative risk of an individual with risk factor $x$ experience event than any other individuals with risk factors of $x^*$ [17]. The main assumption of the Cox PH Model is proportional hazards, which mean that the hazard ratio is constant over time. There are several methods for verifying that a model satisfies the assumption proportionality (Graphical Method, Scaled Schoenfeld Residuals, and Adding Time-Dependent Covariate). In this case, used Graphical Method, and Scaled Schoenfeld Residuals.

2.3.1. A graphical method using log (-log (survival)). According to the Cox PH Model, the survival function for the $ith$ individual is given by:

$$S_i(t) = S_0(t)\exp\left(\sum_{i=1}^{p} \beta_i x_i\right)$$

(3)

Where $x_1, x_2, ..., x_p$ be the values of $p$ covariates, by taking the logarithm twice as follow:

$$\ln[-\ln S_i(t)] = \left[\sum_{i=1}^{p} \beta_i x_i\right] + \ln[-\ln S_0(t)]$$

(4)
Then the difference in log-log curves corresponding to two different individuals with variables \( x_1 = (x_{11}, x_{12}, \ldots, x_{1p}) \) and \( x_2 = (x_{21}, x_{22}, \ldots, x_{2p}) \) not depend on the \( t \) given by:

\[
\ln[-\ln S_1(t, x_1)] - \ln[-\ln S_1(t, x_2)] = \sum_{i=1}^{p} \beta_i (x_{1i} - x_{2i})
\]

(5)

This provides the basis for assessing the validity of the Cox PH assumption. By plotting estimated log (-log(survival)) versus survival time for two groups, it would see parallel curves if the hazards are proportional [18]. This method did not work well for categorical predictors with many levels because the graph cluttered.

2.3.2. Scaled Schoenfeld Residuals. Scaled Schoenfeld Residuals are defined as the product of the inverse of the estimated variance-covariance matrix of the \( kth \) Schoenfeld Residual and the \( kth \) Schoenfeld Residual [19]. The Scaled Schoenfeld Residual used to assess time trends and lack of proportional hazard.

\[
r_{pji}^* = (V^{-1})r_{pji}
\]

(6)

Where \( r_{pji}^* \) is the Scaled Schoenfeld Residual and \( r_{pji} \) is the Schoenfeld Residual. Under the null hypothesis, expected to see a constant function over time. When the proportional hazards assumption holds, straight horizontal line with zero slopes is expected.

2.4. Extended Cox Model

If the proportional hazard assumption did not satisfy, so Extended Cox Model was the solution to overcome the independent variables when the hazard ratio is not constant over time. Extended Cox Model is called non-proportional hazard model because this model was an alternative model if the proportional hazard was not fulfilled [9].

\[
h(t, X(t)) = h_0(t) \exp\left(\sum_{i=1}^{p1} \beta_i X_i + \sum_{j=1}^{p2} \delta_j X_j(t)\right)
\]

(7)

With \( X(t) = (X_1, X_2, \ldots, X_{p1}, X_1(t), X_2(t), \ldots, X_{p2}(t)) \), \( X_1, X_2, \ldots, X_{p1} \) covariates variables that do not depend on time and \( X_1(t), X_2(t), \ldots, X_{p2}(t) \) covariates variables that depend on time. The notation \( \delta \) is a parameter of covariate variables for each time \( t \) and \( \beta \) is a vector of regression parameters not depend on time. To assess that the proportional hazard regression model, the function of this hazard satisfy proportional hazard assumption, we can use the function of time \( g_i(t) \), so that this model written as:

\[
h(t, X(t)) = h_0(t) \exp\left(\sum_{i=1}^{p1} \beta_i X_i + \sum_{j=1}^{p2} \delta_j X_j g_i(t)\right)
\]

(8)

Value of the parameter \( \delta_j \) will be varying on each of the explanatory variables that depend to time and the parameter \( \delta_i \) to interpret the overall influence of the relationship between the explanatory variables to time to see at all the time on the variables used in the study. If the value of the parameter \( \delta_j < 0 \) then the hazard ratio will decline simultaneously with the rise, time and vice versa. It caused hazard ratio inconsistent, it means that the proportional hazard assumption is not satisfied for Extended Cox Model. A function of time \( g_i(t) \) is used in Extended Cox Model are \( g_i(t) = 0, g_i(t) = t, g_i(t) = \ln t \), and \( g_i(t) \) is heavy side function.
2.5. **Likelihood Ratio (LR) Test**  
Likelihood Ratio (LR) Test is a comparison test of log likelihood for Stratified Cox Model and Extended Cox Model. LR Test as follows:

\[
LR = -2 \ln L_R - (-2 \ln L_F)
\]  
(9)

Where,
- \(LR\) is Likelihood Ratio  
- \(L_R\) is without interaction model (Reduced Model)  
- \(L_F\) is with interaction model (Full Model)  

Rejection Area: \(H_0\) rejected if \(LR > \chi^2_{\alpha, df}\) or \(p-value < 0.05\) [14].

2.6. **Selection of the Best Models**  
Similar to classical regression analysis. Cox regression analysis also needs to determine the best models. The best models have the smallest score of Akaike Information’s Criterion (AIC).

\[
AIC = -2 \log \hat{L} + \alpha q
\]  
(10)

Where,
- \(\hat{L}\) = Maximum likelihood function of cox regression model  
- \(\alpha\) = The large number of independent variables of cox regression model  
- \(q\) = Predetermined constant

2.7. **Research Data**  
Data used in this research is secondary data on Dengue Haemorrhagic Fever (DHF) patients at Dr. Pirngadi Hospital, in January until December 2017, obtained from medical record of Dr. Pirngadi Hospital as many as 100 patients [20].

2.8. **Research Variable**  
In this research, the variables used are response variables and predictor variables, with the description as follows:

2.8.1. **Response Variable.** Response variable in this research is survival time, which is time needed by the patient to survive from the time early of DHF patients in the hospital (start point) until patient stated recover (failure). The patient observed in 6 days, the patient recover within 6 days observation called event. If the patient has not recovered until the end of observation, the patient dies, the patient resigns or lost to follow up is called censor, which is classified into two categories where 0 is event (recover) and 1 is censor (still sick at the end of the observation, died, resign or lost to follow up).

2.8.2. **Predictor Variables.** Predictive variables in this study are data predicted to affect the survival time of DHF patients obtained from medical record data at Dr. Pirngadi Hospital, the description for predictor variables provided in Figure 1.

- **Age (X1):** The age variable is the age of DHF patients at the beginning of admission to hospitalization at Dr. Pirngadi Hospital, which is classified into two categories:  
  0 = more than equal 20 years  
  1 = less than 20 years

- **Gender (X2):** The gender variable is the sex of DHF patients who are hospitalized at Dr. Pirngadi Hospital, which is classified into two categories:  
  0 = Male  
  1 = Female
Duration of DHF (X3): Time interval that started the fever until treated at Dr. Pirngadi Hospital, which is classified into two categories:
0 = less than equal 4 days
1 = more than 4 days

Grade of DHF (X4): The severity of DHF experienced by a patient is determined when the patient is first time came to the Hospital based on the medical record, which is classified into four categories:
0 = Level I
1 = Level II
2 = Level III
3 = Level IV

Platelet (X5): Platelet variable is the number of thrombocyte of DHF patients during undergoing inpatient at Dr. Pirngadi Hospital, which is divided into two categories:
0 = more than 100,000/mm³
1 = less than equal 100,000/mm³

Figure 1. Classification of the predictor variables on DHF patients at Dr. Pirngadi Hospital.

3. Results

3.1. Testing Parameter Estimator of Cox PH Model
Testing parameter estimator performed to examine the role of the independent variables in the Cox PH Model. Table 3.1 is the result of Cox PH model parameter estimation of DHF patients during undergoing inpatient at Dr. Pirngadi Hospital as many as 100 patient. Estimation of Cox PH Model parameters done using Efron Method approach.

Table 3.1 Cox PH Model Parameter Estimation with Efron Method

| Variables | Coef   | Exp(Coef) | Set(Coef) | z      | Pr(>|z|) |
|-----------|--------|-----------|-----------|--------|----------|
| Age       | 0.1708 | 1.1863    | 0.3894    | 0.439  | 0.6609   |
| Gender    | 0.6838 | 1.9815    | 0.3963    | 1.725  | 0.0844   |
| Duration  | -0.4557| 0.634     | 0.4428    | -1.029 | 0.3034   |
| Grade     | 0.1602 | 1.1738    | 0.24      | 0.668  | 0.5044   |
| Platelet  | 1.2014 | 3.3249    | 0.6406    | 1.875  | 0.0607   |

From table 3.1, it assumed that all the independent variables to the model, then all variables included in the general equation of Cox PH Model, obtained estimated Cox PH model with the Efron method as follows:

\[ h(t) = h_0(t)\exp(0.1708X_1 + 0.6838X_2 - 0.4557X_3 + 0.1602X_4 + 1.2014X_5) \]  

3.2. Testing Parameter Estimator
Testing the independent's parameters simultaneously using G-test, while testing partially using Wald test. Cox PH model was conducted to determine the relationship between survival time and the independent variables. It obtained, \[ G = 10.269 < \chi^2_{(0.05;6)} = 12.592 \] and \[ p\text{-value} = 0.113 > 0.05, \] so \[ H_0 \] is accepted and inferred that the independent variables have no effect simultaneously in the model. The table 3.2 shows that the Wald-Test estimator used to test the parameter \( \beta \) partially.

Table 3.2 Cox Regression Model Parameter Estimation Partially with Efron Method

| Variables | Coef   | Set(Coef) | W     | \( \chi^2 \) | Pr(>|z|) | Decision    |
|-----------|--------|-----------|-------|-------------|----------|-------------|
| Age       | 0.3162 | 0.3815    | 0.69  | 3.841       | 0.407    | Accepted \( H_0 \) |
| Gender    | 0.7470 | 0.3946    | 3.58  | 3.841       | 0.058    | Accepted \( H_0 \) |
From table 3.2, the Wald-Test shows the variable Platelet effected to the model partially. Because $W = 4.06 \geq \chi^2_{(0.05,1)} = 3.841$ or $p$-value $= 0.043 < \alpha = 0.05$. However, to make sure that the independent variable fulfilled the proportional hazards assumption. It assess this model using several methods for verifying that the model satisfies the assumption of proportional hazard, in this case, Graphical Method using plot log (-log(survival)) and Scaled Schoenfeld Residuals was provided.

3.3. Assessment of Proportional Hazards Assumption

There is two approaches method to assess Cox PH assumption. There are Graphical Method and Scaled Schoenfeld Residuals.

3.3.1. Graphical method using plot log (-log (survival)). According to [15], if the plot log-minus-log of survival parallel means that the assumption of proportional hazard is not violated. Each independent variables from the plot log-minus-log of survival indicated that the resulting curve parallel between categories, then it satisfies the proportional hazard assumption. Conversely, if the curve of log-minus-log of survival for independent variables occurs intersection indicated that the resulting does not satisfy the assumptions.

![Figure 2. Plot log-minus-log survival of Age variable](image1)

![Figure 3. Plot log-minus-log survival of Gender variable](image2)

![Figure 4. Plot log-minus-log survival of Duration variable](image3)

![Figure 5. Plot log-minus-log survival of Grade variable](image4)
In Figure 2 shows that plot log-minus-log of survival for Age variable with plot more than equal 20 years and less than 20 years intersected, so the Age variable was not satisfied the assumption. In Figure 3 shows that plot log-minus-log of survival for Gender variable with plot Male and Female intersected, so the Gender variable was not satisfied the assumption. In Figure 4 shows that plot log-minus-log of survival for Duration variable with plot less than equal 4 days and more than 4 days intersected, so the Duration variable was not satisfied the assumption. In Figure 5 shows that plot log-minus-log of survival for Grade variable with plot Level I, Level I, Level III, and Level IV intersected, so the Grade variable was not satisfied the assumption. In Figure 6 shows that plot log-minus-log of survival for Platelet variable approach curve parallel. In this case, based on Collett [14], it can be said to have a little reason to doubt the plot for satisfied proportional hazard assumption [21]. Furthermore, for more detail, it can be used Scaled Schoenfeld Residuals.

3.3.2. Scaled Schoenfeld Residuals. The value of Scaled Schoenfeld Residuals towards survival time provide information about the shape of coefficient independent variables over the time. The curve approaches horizontal or has approach zero slopes with indicated that the independent variables constant over the time and proportional hazard assumption fulfilled. Given plot Scaled Schoenfeld Residuals towards survival time of each independent variables as follow.
Based on Figure 7, it can see clearly that plot Scaled Schoenfeld Residual toward survival time for Age variable approaches horizontal or has approach zero slopes, so that it said that proportional hazard assumption for Age variable fulfilled. Based on figure 8 and figure 9, likewise with Gender variable and Duration variable approaches horizontal or have approach zero slopes, so that it can be said that proportional hazard assumption for Gender variable and Duration variable was fulfilled. On the contrary, In figure 10 and figure 11, Grade variable and Platelet variable did not approach the horizontal and has a slope that did not approach zero, in other words, proportional hazard assumption for Gender variable and Platelet variable using Scaled Schoenfeld Residuals was not satisfied.

Based on plot log-minus-log and Scaled Schoenfeld Residuals it can be inferred that Platelet variable did not fulfill the assumption of proportional hazard so in this study was continued to the Extended Cox Model.

### 3.4. Cox Extended Model

Based on the assumption of proportional hazard, it founded that Platelet did not fulfill the assumption, so new model needed to overcome the variable that does not satisfy the Cox PH, in this case using Cox Extended Model. In this research, Platelet variable interacted with time function. Therefore, added the time function \( g(t) \) on Platelet variable in Extended Cox Model as follow.

1. \( g_1(t) = t \)
2. \( g_2(t) = \ln t \)
3. \[ g_i(t) = \begin{cases} 1, & \text{if } t \geq 6 \\ 0, & \text{if } t < 6 \end{cases} \] is heavy side function \( (12) \)

From equation \((12)\), Testing parameters simultaneously using likelihood ratio test obtained \( p \)-value significant. It means that at least one independent variable influence the model. More detail shows on table 3.3 as follow.

| Table 3.3 Comparison Cox Extended Model with time function using Efron Method |
|---|---|---|---|---|
| \( g_i(t) = t \) Parameter Estimation | \( p \)-value | \( g_i(t) = \ln t \) Parameter Estimation | \( p \)-value | Heavyside Parameter Estimation | \( p \)-value |
| Age1 | 0.2066 | 0.601 | 0.20972 | 0.5956 | 0.2261 | 0.569 |
| Gender1 | 0.9162 | 0.0263 | 0.90889 | 0.0272 | 0.8641 | 0.0335 |
| Duration1 | -0.7724 | 0.1074 | -0.77395 | 0.1064 | -0.7757 | 0.1045 |
| Grade1 | -0.9678 | 0.0757 | -0.96806 | 0.0752 | -0.9506 | 0.0777 |
| Grade2 | -0.1321 | 0.8495 | -0.13187 | 0.8495 | -0.1075 | 0.8756 |
| Grade3 | 0.0668 | 0.9201 | 0.07545 | 0.9096 | 0.1451 | 0.8247 |
| Platelet1 | -2.2422 | 0.1821 | -0.77395 | 0.1064 | -0.7757 | 0.1045 |
| Platelet.gt | 1.3177 | 0.1156 | 2.48668 | 0.0546 | -15.7400 | 0.9979 |
| Likelihood Ratio Test | 20.81 | 0.0076 | 19.85 | 0.0109 | 15.14 | 0.04645 |
| AIC | 213.0408 | 214.002 | 218.7095 | 213.0408 |

3.5. Interpretation of Cox Extended Model

The best model from table 3.3 is Extended Cox Model time function \( g_i(t) = t \) because the model have the smallest score of Akaike Information’s Criterion (AIC) is 213.0408. The best model expressed in the following equation:

\[ h(t) = h_0(t) \exp(0.2066X_1 + 0.9162X_2 - 0.7724X_3 - 0.9678X_4 - 0.1321X_5 + 0.0668X_6 - 2.2422X_7 + 1.3177X_8g_i(t)) \] \( (13) \)

Based on table 3.3, only Gender variable was the significant factor that influence toward survival time on DHF patients. In this case, Female has \( \exp(0.9162) = 2.5 \), it means that Female has a higher risk of death rate of 2.5 than Male on DHF patients during January until December 2017 at Dr. Pirngadi Hospital.

4. Conclusion

In this study, it inferred that Extended Cox Model could overcome the assumption of non-proportional hazard on DHF patients at Dr. Pirngadi Hospital, during January until December 2017. The best model is Extended Cox Model time function \( g_i(t) = t \) because the model have the smallest score of AIC is 213.0408.
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