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ABSTRACT
KDD CUP 2022 proposes a time-series forecasting task on spatial dynamic wind power dataset, in which the participants are required to predict the future generation given the historical context factors. The evaluation metrics contain RMSE and MAE. This paper describes the solution of Team 88VIP, which mainly comprises two types of models: a gradient boosting decision tree to memorize the basic data patterns and a recurrent neural network to capture the deep and latent probabilistic transitions. Ensembling these models contributes to tackle the fluctuation of wind power, and training submodels targets on the distinguished properties in heterogeneous timescales of forecasting, from minutes to days. In addition, feature engineering, imputation techniques and the design of offline evaluation are also described in details. The proposed solution achieves an overall online score of -45.213 in Phase 3.
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1 INTRODUCTION
KDD CUP 2022 proposes a dynamic wind power forecasting competition to encourage the development of data mining and machine learning techniques in the energy domain [21]. In this challenge, wind power data are sampled every 10 minutes for each of the 134 turbines of a wind farm. Essential features consist of external characteristics (e.g. wind speed) and internal ones (e.g. pitch angle), as well as the relative location of all wind turbines. Given this dataset, we aim to provide accurate predictions for the future wind generation of each turbine on various timescales.

In this paper, we present the solution of Team 88VIP. In general, we ensemble two types of models: a gradient boosting decision tree to memorize basic data patterns [7, 10], and a recurrent neural network to capture deep and latent probabilistic transitions [3, 14]. Ensemble learning of these two types of models, which characterize different aspects of sequential fluctuation, contributes to improved robustness and better predictive performance [6].

Specifically, compared to general time-series forecasting tasks, distinguished properties of wind power forecasting are observed: i) Spatial dynamics: Predictions for each of the 134 turbines are required. The distributions of two turbines are not fully matched, but share a certain spatial correlation [5]. ii) Timescales variation: 288-length predictions are required ahead of 48 hours, which cover both the short-term and long-term prediction scenarios [19]. iii) Concept drift: Due to the large time gap between the test set and the training set, the distribution discrepancy cannot be ignored [12].

To tackle these specific challenges, corresponding model components are included. First, the spatial distribution of the turbines is considered for clustering data and imputing missing values. Secondly, submodels training and continual training are proposed to handle the heterogeneous timescales, for tree-based and neural network-based methods, respectively. Third, the distribution drift is adjusted during the inference stage, by comparing the expectation of the predicted values and the average of the ground truth. Empirical results demonstrate the effectiveness of the proposed solution. In all, the proposed solution achieves an overall online score of -45.214 in Phase 3.

2 METHOD
2.1 Solution overview
In this section, we introduce the total pipeline of the proposed solution, as illustrated in Figure 1. Four essential stages are involved, including: turbine clustering, data preprocessing, model training, and post-processing. And two major models are included through ensemble learning: Gate Recurrent Unit (GRU) and Gradient Boosting Decision Tree (GBDT).
2.2 Solution details

2.2.1 Major models.

Gate Recurrent Unit. GRU is a type of recurrent neural network with a gating mechanism [2]. In recent years, it has shown good performance in many sequential tasks, including signal processing and natural language processing [1, 18]. Through less active in the energy domain, there are studies show that GRU is well-performed in smaller-sample datasets, compared to other variants of recurrent network [4, 8]. Formally, at time $t$, given an element $x_t$ in the input sequence, GRU layer updates the hidden state from $h_{t-1}$ to $h_t$ as follows:

$$r_t = \sigma \left( W_{ir} x_t + b_{ir} + W_{hr} h_{t-1} + b_{hr} \right),$$

$$z_t = \sigma \left( W_{iz} x_t + b_{iz} + W_{hz} h_{t-1} + b_{hz} \right),$$

$$n_t = \tanh \left( W_{in} x_t + b_{in} + r_t \odot \left( W_{hn} h_{t-1} + b_{hn} \right) \right),$$

$$h_t = (1 - z_t) \odot n_t + z_t \odot h_{t-1},$$

where $r_t$, $z_t$, and $n_t$ represent the reset, update and new gates, respectively; $\sigma$ is the sigmoid function and $\odot$ denote the Hadamard product.

Gradient boosting decision tree. GBDT is an ensemble of weak learners, i.e., decision trees [9]. Iteratively, boosting helps to increase the accuracy of the tree-based learner, to form a stronger model [13]. In addition, both model performance and interpretability can be achieved [20].

2.2.2 Main stages.

Turbine clustering. As demonstrated in Figure 1, the first stage is clustering the 134 turbines. Data in each cluster can then be processed and trained individually to improve the efficiency and effectiveness of training. In terms of clustering method, neighbored turbines can be placed into the same cluster according to relative location. Alternatively, statistical correlation of wind power series can be also used. Empirically, we find that spatial clustering outperforms that relying on correlation, as further detailed in Section 3.4.1.
**Data preprocessing.** In the second stage, we preprocess the dataset. To deal with the large amount of missing values and abnormal values, data imputation techniques are employed, either by the average within the cluster, or by a linear interpolation based on time series. For GRU, data scaler is applied on numeric features. Details are provided in Section 3.1. For GBDT, feature engineering is performed to reconstruct the features used in the model training, including: the mean, max, min and standard deviation with the rolling in the historical sequences. More precisely, we consider that the lengths of the rolling window range from 6 to 144, i.e., from one hour to one day. In addition, values differences between the last timestamps and the history, ranging from last 10 minutes to two days, are also taken into account.

**Model training.** GRU and GBDT are trained individually for each turbine cluster. For both, the mean square error (MSE) is considered as the training loss.

To deal with the heterogeneous timescales in the 288-length outputs, we separately develop training techniques for the two models. For GRU, we first pretrain the model with input length (=72) and output length (=288) for multiple epochs (=20); after that, we finetune the solution with a relatively small input length (=36) and output length (=36), such that the finetuned solution focuses more on the short-term prediction. Finally, we replace the first 36 points in the pretrained outputs with the finetuned ones, to obtain the final prediction. And for GBDT, different submodels are trained for different timescales of outputs. In this way, each submodel can extract the important features separately for short-term prediction and long-term prediction. Detailed empirical studies are described in Section 3.4.2.

**Post-processing.** During inference, regular post-processing consists of clipping the predicted output to a reasonable range and smoothing the prediction curve to a certain level. Specifically, due to the large time gap between the test set and training set, the distribution discrepancy cannot be ignored, especially in the online prediction task. In this case, adjusting the prediction results to the average of the ground truth contributes to an improvement of global predictive performance. A simple yet efficient way is to multiply each predicted value by a constant $\alpha > 1$; otherwise, $\alpha < 1$. More formally, we encode the invalid conditions, in-

\[ \alpha = \arg \min \ell(\hat{y}, y; \alpha) = \sum_i (\alpha \hat{y}_i - y_i)^2 + \sum_i |\alpha \hat{y}_i - y_i| , \]

where $\hat{y}$ denotes the predicted values and $y$ the ground truth. The existence of an optimal solution is guaranteed considering that the loss function $\ell$ is convex w.r.t. $\alpha$. Empirical experiments related to the adjustment parameters are described in Section 3.4.3.

### 3 EXPERIMENTS

We conduct comprehensive experiments to demonstrate the effectiveness of our solution. In this section, we focus on i) providing an overall predictive performance of both online and offline datasets; ii) providing detailed ablation study to analyze the effectiveness of modules, mainly in an offline setting.

#### 3.1 Data preprocessing

Firstly, we introduce how the official training and test data are preprocessed.

**Invalid cases imputation.** We encode the invalid conditions, including both the abnormal values and missing values, as “NA” (not available). Abnormal values include cases where the wind power is negative or equals zero while the wind speed is large [21]. As summarized in Table 1, the invalid conditions account for about a third of the total samples. To handle these values, we perform a two-step imputation strategy to reduce uncertainty and bias in the prediction [16, 17]. Firstly, we substitute the missing values with the average within the cluster; Secondly, for those not sharing any valid conditions within the cluster, we perform a linear interpolation based on time-series.

**Table 1: Dataset statistics.**

|            | # day | # samples | # abnormal | # missing |
|------------|-------|-----------|------------|-----------|
| Training   | 245   | 4727520   | 1354025    | 49518     |
| Test       | 16    | 308736    | 104625     | 2663      |

**Data scaling.** Following data imputation, we apply the feature scaler to keep the relative scales of features comparable. Considering that data have outliers as illustrated in Figure 2, a robust scaler is applied, which removes the median and scales the data according to the range between the $1^{st}$ quartile and the $3^{rd}$ quartile [15]. More formally, for each column $x$:

\[ x_{\text{scaled}} = \frac{x - x_{\text{median}}}{x_{q75} - x_{q25}} . \]

**Figure 2: Visualizing data distribution.** (a) Wind power. (b) Wind speed. Values less than 0 are removed in the plots.

**Test set reconstruction.** The official test set defines a 2-day ahead forecasting evaluation given 14-day historical sequence. However, a single evaluation of one 288-length output is far from reliability. In addition, in our solution, the maximum input length is set as 288 (2 days). Thus we can reconstruct the test set, by randomly splitting the total 16 days to turn a single evaluation into 30 times through rolling windows. In this way, multiple evaluations guarantee the reliability of the offline results.
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Table 2: Online and offline forecasting performance of GBDT, GRU and the final ensemble models. The execution time is also provided. Improv row shows the absolute improvements of the ensemble model over the best-performed single contributing model.

|                | Online | Offline | Time |
|----------------|--------|---------|------|
|                | Phase 3 | Phase 2 | Overall Score | RMSE | MAE | 6Hours Score | Day1 Score | Day2 Score | Train | Eval |
| GBDT           | -      | -44.430 | -49.788 | 53.977 | 45.600 | -32.537 | -46.526 | -53.032 | 40 min | 25 min |
| GRU            | -      | -44.370 | -49.797 | 53.924 | 45.670 | -32.946 | -46.434 | -53.051 | 100 min | 10 min |
| Ensemble       | -45.213 | -44.195 | -49.646 | 53.775 | 45.517 | -32.406 | -46.302 | -52.935 | -      | 35 min |
| Improv         | -      | +0.175  | +0.142  | +0.149 | +0.083 | +0.131  | +0.132  | +0.097  | -      | -      |

**Figure 3:** An extract of 288-length prediction results.

3.2 Hyperparameter setting

The hyperparameters for GRU are as listed in Table 3. Adam is applied for model optimization [11]. For GBDT, we choose the first 200 days to train the model, while the remaining 45 days are used for hyperparameter tuning and early stopping. The maximum number of boost rounds is set as 1000 and the early stopping step is 20. Specifically, the other essential hyperparameters, including the number of leaves, the learning rate and the bagging parameters, are individually tuned for each submodel. Please refer to the codes for their precise values.

We conduct all the experiments on a machine equipped with a CPU: Intel(R) Xeon(R) Platinum 8163 CPU @ 2.50GHz, and a GPU: Nvidia Tesla v100 GPU.

3.3 Overall performance

Table 2 illustrates the overall performance of the investigated solution. The improvement of ensemble model over the best-performed single contributing model is also reported. For evaluation metrics, apart from RMSE, MAE, and the overall scores of the total 288-length prediction, we also consider the scores of various output timescales, including those of the first 6 hours (6Hours Score), the first day (Day1 Score) and the second day (Day2 Score).

According to Table 2, the overall results are comparable between two single contributing models. However, in the offline setting, we can explore their slight variations among different timescales: On average, GBDT is better-performed in the first 6 hours prediction, while GRU surpasses GBDT in Day 1, which indicates the two models contribute diversely to the prediction. Meanwhile, we can observe consistent improvements of the ensemble model on all metrics from offline to online. For instance, the ensemble model gains 14.20% offline score, and 17.50% online score (Phase 2) over the single contributing models. The improvements come from the reduction of prediction bias and variation by aggregating two type of models with diversity.

For a more intuitive comprehension, a representative example of forecasting results is showed as Figure 3. In addition, offline training and evaluation time are also reported in Table 2.

| Hyperparameter Names | Values |
|----------------------|--------|
| GRU layers           | 2      |
| GRU hidden units     | 48     |
| Numeric embedding dimension | 42 |
| Time embedding dimension | 6   |
| ID embedding dimension | 6    |
| Dropout rate         | 0.05   |
| Learning rate        | $10^{-4}$ |

Table 3: Main hyperparameter settings for GRU.
3.4 Effectiveness of model components

Now we analyze how the various model components impact the forecasting performance.

3.4.1 Ablation study of turbine clustering. One of the most essential model components is clustering turbines to achieve a more effective and efficient training. More precisely, we compare the way of turbine clustering, either according to the spatial relative positions or to the statistical correlation of the wind power time-series. As demonstrated in Figure 4, in practice, 24 clusters based on turbine location result in relatively good performance for GRU. Similarly, 4 clusters according to the turbine location is the best set-up for GBDT.

Table 4: Important features for submodels of GBDT.

| Submodels | Timescales       | Top 3 important features               |
|-----------|-----------------|----------------------------------------|
| 0 - 3     | 0-30 min (short-term) | Time Patv Patv diff                   |
| 18 - 36   | 3-6h (mid-term)   | Time Wspd Patv mean rolling 72        |
| 72 - 288  | 12h-2days (long-term) | Wspd max rolling 144 Wspd std rolling 144 Patv std rolling 144 |

3.4.2 Ablation study of heterogeneous timescales training. To deal with heterogeneous timescales in 288-length outputs, we train submodels for GBDT, and perform continual training for GRU, respectively. The effects of training techniques are shown in Figure 5.

More specifically, we investigate the most important features for each GBDT submodel. Table 4 shows that short-term and long-term predictions rely on different genres of features. For example, short-term predictions depend mostly on the latest values in the historical sequences, while long-term predictions focus more on the periodical statistical features such as the average wind power in the past 24 hours.

3.4.3 Ablation study of the concept drift in prediction. To correct the concept drift in prediction, the ablation study of adjustment parameter $\alpha$ is conducted in Phase 3 online, as shown in Table 5.

Table 5: Effectiveness of adjustment parameter for online inference. Improvement column indicates the absolute improvement w.r.t. the score without adjustment ($\alpha = 1$).

| Adjustment parameter $\alpha$ | Online Score (Phase 3) | Improvement |
|-------------------------------|------------------------|-------------|
| 0.95                          | 45.750                 | -0.300      |
| 1 (no adjustment)             | 45.450                 | -           |
| 1.05                          | 45.274                 | +0.176      |
| 1.10                          | 45.213                 | +0.237      |

Note that the ablation studies in one component have been conducted with all other hyperparameters equal. Through testing all possible combinations offline, consequently, the optimal solution is summarized in Table 2. Finally, for the reproducibility issue, we have repeated multiple times in the offline scenario, and the variation of the evaluation results is strictly controlled under 0.2%.
4 CONCLUSION

In summary, GBDT memorizes the basic data patterns and GRU captures the deep and latent sequential transitions. Ensemble learning of these two models, which characterize different aspects of sequential fluctuation, leads to enhanced model robustness. The detailed design of each stage, including turbine clustering, data preprocessing, model training, and post processing, simultaneously contribute to a better predictive performance, empirically verified from offline to online.

There are several possible directions to explore in future work. First, more ensemble strategies can be considered, in addition to the average of prediction results. Secondly, farm-level forecasting task instead of the current turbine-level maybe interesting and beneficial in practice. Last but not least, uncertainty forecasting such as quantile regression or other probabilistic models is another center of new energy AI research that worth exploring.
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