THE ORDINAL OF DYNAMICAL DEGREES
OF BIRATIONAL MAPS OF THE PROJECTIVE PLANE
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Abstract. We show that the ordinal of the dynamical degrees of all complex birational maps of the projective plane is $\omega^\omega$.

1. Introduction

Fix a smooth projective surface $X$ over a field $k$. Any birational self-map $f$ of $X$ can be analysed by considering the dynamical system its iterates provide. A way to measure how chaotic such a system might become is by considering the dynamical degree of $f$: $X \to X$, which is given by

$$\lambda(f) = \lim_{n \to \infty} (D \cdot (f^n)_* D)^{1/n},$$

where $D \subset X$ is any ample divisor and $D \cdot C$ denotes the intersection form. If $X$ is the projective plane, the definition agrees with $\lambda(f) = \lim_{n \to \infty} (\deg(f^n))^{1/n}$.

The dynamical degree has been considered in many different contexts, often due to its close connection with entropy, see for example [Gro87], [Yom87], [BV99], [Can01], [DF01], [Gro03], [BK06], [McM07], [BK09], [BK10], [Dil11], [DG11], [Xie15], [McM16], [BC16], [DS17], [JR18], [McM21]. By considering all dynamical degrees of all birational maps of $X$, we can gauge how differently dynamical systems on $X$ might behave. Due to any dynamical degree on a rational projective surface being an algebraic integer $\geq 1$ (see for example the results of Diller and Favre [DF01, Theorem 5.1]), the set $\Lambda(Bir_k(X)) \subset \mathbb{R}$ of all dynamical degrees possible for elements of $Bir_k(X)$ is at most countable. Yet, this is a quantitative statement, since it takes into consideration only the cardinality of $\Lambda(Bir_k(X))$; using the theory of ordinal numbers instead, we are able to make a qualitative statement about accumulation points of $\Lambda(Bir_k(\mathbb{P}^2_k))$.

Recall that a well ordered set is a totally ordered set such that every non-empty subset contains a smallest element. Any such well ordered set is up to order-preserving bijection equal to an ordinal. The ordinals of finite cardinality are in bijection with the natural numbers, and we call $\omega$ the first infinite ordinal. Using ordinals gives us the possibility of putting elements of $\Lambda(Bir_k(X))$ into relation with one another and describe different flavours of infinity that the sets $\Lambda(Bir_k(X))$ of the same cardinality can have.

Using an argument by Xie [Xie15], Blanc and Cantat showed in [BC16, Theorem 7.2] that the set of all dynamical degrees of all projective surfaces is well ordered with respect to the standard order on $\mathbb{R}$. Yet, by Blanc and Cantat [BC16, Theorem B], the union of all $\Lambda(Bir_k(X))$ where $X$ is geometrically non-rational and where $k$ is arbitrary is a discrete closed subset of $\mathbb{R}$ and thus the ordinal is at most $\omega$. So the question boils down to: for a given geometrically rational projective surface $X$, what is the ordinal of $\Lambda(Bir_k(X))$? We show that it is $\omega^\omega$ if $k = \mathbb{C}$. More generally, we have:

**Theorem 1.1.** For any field $k$ and any projective geometrically rational surface $X$ defined over $k$, the order type of $\Lambda(Bir_k(X)) \subset \mathbb{R}$ is bounded above by $\omega^\omega$. If, in addition, $k$ contains the real algebraic numbers and $X$ is rational over $k$, then $\Lambda(Bir_k(X)) = \omega^\omega$. 
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For any rational surface $X$, the set $\Lambda(\text{Bir}_k(X))$ agrees with $\Lambda(\text{Bir}_k(\mathbb{P}^2_k))$; we may thus restrict all statements proved in this article to $\mathbb{P}^2_k$. One can interpret the second statement of Theorem 1.1 as follows: there exists a sequence of birational transformations whose dynamical degrees each are limits of a sequence of dynamical degrees of other birational transformations. Now, each of these dynamical degrees is again the limit of a sequence, whose members are again limits of sequences, and so on. In a sense, this means that $\Lambda(\text{Bir}_k(\mathbb{P}^2_k))$ is a very dense countable set whenever $k$ contains the real algebraic numbers and $X$ is rational over $k$.

One can prove the lower bound under these assumptions in two ways, either using the Weyl group as in Section 4.1, or by explicitly constructing rational surface automorphisms with the desired dynamical degrees as in Section 4.2. The first strategy was pointed out to the author by Curtis T McMullen: recall that one can define the Weyl group $W_n = W(E_n)$ the Coxeter group determined by the Coxeter-Dynkin diagram $E_n$, for which Nagata [Nag61] proves that the image of $\text{Aut}(X) \to \text{Aut}(\text{Pic}(X))$ lies in $W_n$. Applying Theorem 1.1 of Uehara [Ueh16] shows that the Weyl spectrum $\Lambda(W)$ consisting of all spectral radii of all elements of all $W_n$ with $n \geq 3$ is contained in $\Lambda(\text{Bir}(\mathbb{P}^2_C))$. It is thus well ordered, but it is not equal to $\Lambda(\text{Bir}(\mathbb{P}^2_k))$, since $\Lambda(W)$ is comprised of Salem numbers and of reciprocal quadratic integers, whereas $\Lambda(\text{Bir}(\mathbb{P}^2_C)) \setminus \Lambda(W)$ are Pisot numbers (see [BC16, 1.1.2] for an introduction to Salem and Pisot numbers, or Remark 4.12). Using Section 3, we can prove:

**Theorem 1.2.** The Weyl spectrum $\Lambda(W)$ has order type $\omega^\omega$.

We can prove the above theorem without ever having to construct explicit birational maps (see Theorem 4.3). From this, the lower bound on $\Lambda(\text{Bir}(\mathbb{P}^2_k))$ follows directly. Yet, as the proof of Uehara’s strong result is relatively long, we also demonstrate the self-contained second version of the proof in Section 4.2; in addition, Section 4.2 provides explicit realisations of de Jonquières maps.

For both strategies, we construct, for a fixed degree $d$, suitable sequences of elements of the Weyl group which in the second strategy are realised as birational maps, of degree $d$ whose spectral radii, which after the realisation equal the dynamical degrees, form a set of ordinal $\omega^{2d-2}$. Yet, in the open interval topology on $\mathbb{R}$, even though the set has ordinal $\omega^{2d-2}$, it does not contain any accumulation point. All the dynamical degrees we construct belong to a set $\Lambda_{d,2d-1}$ consisting of specific birational maps which can be realised as automorphisms on some blow-up of $\mathbb{P}^2_k$, and are thus Salem numbers, yet their accumulation points are Pisot numbers. However, the accumulation points also belong to $\Lambda(\text{Bir}_k(\mathbb{P}^2_k))$ whenever $k$ is uncountable and algebraically closed, and thus for $k = \mathbb{C}$, since by Blanc and Cantat [BC16, Theorem D], the set $\Lambda(\text{Bir}_k(\mathbb{P}^2_k))$ is closed under this assumption. Moreover, our construction does indeed prove these accumulation points: in fact, the closure of $\Lambda_{d,2d-1}$ is equal to $\bigcup_{1 \leq m \leq 2d-1} \Lambda_{d,m}$, where the accumulation points of $\Lambda_{d,m}$ are precisely the elements of $\Lambda_{d,m-1}$. The set $\Lambda_{d,1}$ comprises only $\frac{1}{2}(d - 1 + \sqrt{d^2 - 2d + 5})$, which is relatively easy to determine; however, already determining the dynamical degrees in the sequence constituting $\Lambda_{d,2}$ converging to this value is impractical, since they are given as the largest roots of polynomials of increasing degrees. Nonetheless, the polynomials are given explicitly in this text.

This idea of considering the orbits of these base points has been developed in McMullen [McM07], or in Diller [Dil11] for birational maps of degree 2. These orbits are then the independent parameters providing us with the sequences we are looking for. In fact, Diller [Dil11] gives a complete description of the quadratic birational transformations whose base points lie on an irreducible cubic curve, so one could use that to give a complete description of all dynamical degrees of degree 2 maps. This stands in contrast to our result: we do construct suitable sequences of dynamical degrees, but there may be many more dynamical degrees which we do not catch in this way.

The article is structured in the following way: in Section 2, the upper bound $\Lambda(\text{Bir}_k(\mathbb{P}^2_k)) \leq \omega^\omega$ is shown. Then, in Section 3, some arithmetic facts and tools are collected, which are then used in Sections 4.1 and 4.2 to give the bound $\omega^\omega \leq \Lambda(\text{Bir}_k(\mathbb{P}^2_k))$ for fields containing the real algebraic integers. What is somewhat hidden when phrasing the result using ordinals is that when given a suitable matrix $F$ in $\text{GL}_{n+1}(\mathbb{Z})$ and an eigenvalue $a \in \mathbb{C} \setminus \{1\}$, we give in Section 4.2, under some further conditions, explicit points on a cuspidal cubic depending on $a$ such that their blow-up admits a birational map realising $F$, see Proposition 4.7. The number $a$ being a real algebraic integer, we need our base field $k$ to contain the real algebraic numbers.
For the rest of the paper, we omit the field $k$ from the notation, and write $\Lambda(\text{Bir}(X))$ instead of $\Lambda(\text{Bir}_k(X))$, and $\mathbb{P}^2$ instead of $\mathbb{P}^2_k$.
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## 2. Bounding from above

Denote by $\text{Bir}(\mathbb{P}^2)$ the set of birational maps $f : \mathbb{P}^2 \to \mathbb{P}^2$, and by $\text{Bir}_d(\mathbb{P}^2)$ all birational maps of $\mathbb{P}^2$ of degree $d$, meaning that the map $f$ can be described by three homogeneous polynomials of degree $d$ having no common divisor. Thus, $\text{Bir}_d(\mathbb{P}^2)$ is a subset of some projective space. One can see that it is locally closed, and therefore, $\text{Bir}_d(\mathbb{P}^2)$ can be seen as an algebraic variety and endowed with a Zariski topology, see also [BF13, Proposition 2.15].

For any subset $S \subset \text{Bir}(\mathbb{P}^2)$, write $\Lambda(S)$ for the set of all dynamical degrees that elements of $S$ can attain. As the degree is greater or equal than 1, the set $\Lambda(S)$ is contained in $\mathbb{R}^{\geq 1}$.

Let $X$ be a topological space and $I \subset \mathbb{R} \cup \{-\infty, \infty\}$ a subset. A function $g : X \to I$ is called lower semicontinuous if for any $r \in I$, the set $L(r) = \{x \in X \mid g(x) \leq r\}$ is closed in $X$. The following result of Xie [Xie15] shows that the dynamical degree as a function $\lambda : \text{Bir}_d(\mathbb{P}^2) \to \mathbb{R}^{\geq 1}$ is lower-semicontinuous.

**Theorem 2.1** ([Xie15], Theorem 1.5). Let $k$ be an algebraically closed field and $d \geq 2$ be an integer. Then for any $\lambda < d$, the set $U_\lambda = \{f \in \text{Bir}_d(\mathbb{P}^2) \mid \lambda(f) > \lambda\}$ is a Zariski dense open set of $\text{Bir}_d(\mathbb{P}^2)$.

A totally ordered set is called well ordered if every subset has a minimum. It is a nice exercise to prove that, assuming the axiom of choice, well orderedness is equivalent to any decreasing sequence becoming stationary; it can also be found in Chapter III, § 6.5, Proposition 6 of [Bou04]. Recall that a well ordered set corresponds to a unique ordinal, that is its order type, and that we have a total order on ordinals. As usual, we denote by $\omega$ the smallest infinite ordinal, that is the order type of the natural numbers with the standard order.

The next proposition shows that $\Lambda(\text{Bir}_d(\mathbb{P}^2))$ is a well ordered set, a fact readily implied by $\Lambda(\text{Bir}(\mathbb{P}^2))$ being well ordered, which is proven in [BC16]. Then, since $\Lambda(\text{Bir}_d(\mathbb{P}^2))$ is well ordered, we can describe its order type.

**Proposition 2.2.** Let $k$ be an arbitrary field, $d \geq 1$ an integer and $X \subset \text{Bir}_d(\mathbb{P}^2)$ a locally closed subset. Then, $\Lambda(X)$ is a well ordered subset of $\mathbb{R}$, whose ordinal is smaller or equal to $\omega^{\dim(X)} n + n$, where $n$ is the number of irreducible components of $X$.

**Proof.** Suppose that $k$ is algebraically closed; if the result holds in that case, then for any field $k$, we can use that any birational map defined over $k$ is also defined over $\overline{k}$, and deduce the claim. The set $\Lambda(\text{Bir}(\mathbb{P}^2))$ of all dynamical degrees of birational maps of $\mathbb{P}^2$ is well ordered by [BC16, Theorem 7.2], and it contains $\Lambda(X)$. Thus, $\Lambda(X)$ must be well ordered, too.

We fix $d \geq 1$ and prove the second claim by induction on the dimension of $X$. If $\dim(X) = 0$, then any irreducible component of $X$ is a point, and the claim follows. Suppose the claim is proved for any locally closed subvariety of $\text{Bir}_d(\mathbb{P}^2)$ of dimension $c - 1 \geq 0$, and consider $X \subset \text{Bir}_d(\mathbb{P}^2)$ locally closed with $\dim(X) = c$. Decompose $X$ into its irreducible components $X_1 \cup \ldots \cup X_n$ and pick $X_i$ with $\dim(X_i) = \dim(X) = c$; for the irreducible components of dimension smaller than $c$, the ordinal is smaller or equal to $\omega^{\dim(X)} + 1$ by induction.

Assume by contradiction that the order type of $\Lambda(X_i)$ is strictly greater than $\omega^c + 1$. Then there exist $\nu_1 < \nu_2$ in $\Lambda(X_i)$ such that $\{\nu \in \Lambda(X_i) \mid \nu < \nu_1\}$ is of order type $\omega^c$. By lower semicontinuity proven in [Xie15, Theorem 1.5] (see Theorem 2.1), the set $L(\nu_1) = \{x \in \text{Bir}_d(\mathbb{P}^2) \mid \lambda(x) \leq \nu_1\}$ is closed in $\text{Bir}_d(\mathbb{P}^2)$, and thus $L(\nu_1) \cap X_i$ is closed in $X_i$. If the dimension of this set were strictly smaller than $c$, its image under the map $\lambda : \text{Bir}_d(\mathbb{P}^2) \to \mathbb{R}^{\geq 1}$ in $\Lambda(X_i)$ would by induction be smaller or equal to $\omega^{c-1} m + m$ for some $m$ counting the irreducible components of
L(\nu_1) \cap X_i. But \( \omega^{n-1}m + m < \omega^n \), a contradiction. Thus, \( L(\nu_1) \cap X_i = X_i \), which in turn implies that \( \nu_2 \leq \nu_1 \), a contradiction. Therefore, any irreducible component \( X_i \) of \( X \) satisfies \( \Lambda(X_i) \leq \omega^n + 1 \) and hence \( \Lambda(X) \leq \omega^n n + n \). This finishes the induction an proves the proposition. \( \square \)

**Theorem 2.3.** Over any field \( k \), the ordinal of \( \Lambda(\text{Bir}(\mathbb{P}^2)) \) is less or equal to \( \omega^\omega \).

**Proof.** By Proposition 2.2, we see that \( \Lambda(\text{Bir}_d(\mathbb{P}^2)) \) is of order type strictly less than \( \omega^{\dim(\text{Bir}_d(\mathbb{P}^2)) + 1} = \omega^{4d+7} \), where \( \dim(\text{Bir}_d(\mathbb{P}^2)) = 4d + 6 \) by [BCM15, Theorem 1]. As \( \text{Bir}(\mathbb{P}^2) = \bigcup_{d \geq 1} \text{Bir}_d(\mathbb{P}^2) \), we find that \( \Lambda(\text{Bir}(\mathbb{P}^2)) = \bigcup_{d \geq 1} \Lambda(\text{Bir}_d(\mathbb{P}^2)) \) is of order type at most \( \omega^\omega \). \( \square \)

### 3. Arithmetic Properties of Auxiliary Polynomials

To bound \( \Lambda(\text{Bir}(\mathbb{P}^2)) \) from below, we first collect arithmetic facts about very specific, auxiliary polynomials and their largest real roots, all of which plays a part in Sections 4.1 and 4.2. This current section thus may be skipped if one would first like to understand why the polynomials below and their largest positive roots are of importance, and reference back to the results once they are used. The polynomials of interest are the following:

**Definition 3.1.** Fix \( d \geq 1 \), \( 1 \leq m \leq 2d - 1 \) and \( \underline{m} = (n_2, \ldots, n_m) \). Abbreviate \( I_m = \{2, \ldots, m\} \). Then, define

\[
p_{d, \underline{m}}(X) = (X^2 - (d - 1)X - 1)\prod_{i=2}^{m}(X^{n_i} + 1) + X\sum_{i=2}^{m} \prod_{j \in I_m \setminus \{i\}} (X^{n_j} + 1).
\]

The polynomial \( p_{d, \underline{m}}(X) \) appears as a factor in the characteristic polynomial of a certain matrix: fix \( d \geq 1 \), \( 1 \leq m \leq 2d - 1 \) and \( \underline{m} = (n_2, \ldots, n_m) \) and consider the matrix

\[
J_{\frac{m}{d}}^\underline{m} = \begin{pmatrix}
\vdots & \vdots & \vdots & & 0 & \cdots & 0 \\
-1 & 0 & -1 & & 0 & \cdots & 0 \\
0 & 0 & 0 & \ddots & \ddots & \ddots & 0 \\
0 & 0 & 0 & \ddots & \ddots & \ddots & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
-1 & 0 & -1 & & 0 & \cdots & 0 \\
0 & 0 & 0 & \ddots & \ddots & \ddots & 0 \\
0 & 0 & 0 & \ddots & \ddots & \ddots & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
-1 & 0 & -1 & & 0 & \cdots & 0 \\
0 & 0 & 0 & \ddots & \ddots & \ddots & 0 \\
0 & 0 & 0 & \ddots & \ddots & \ddots & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \vdots \\
\end{pmatrix}
\]

with \( I_{n_k - 1} \) the identity matrix of dimension \( n_k - 1 \). Here, \( \mathbf{0} \) is short hand for the zero matrix, always of the respective suitable dimension.

**Lemma 3.2.** Consider \( d \geq 1 \), \( 1 \leq m \leq 2d - 1 \) and \( \underline{m} = (n_2, \ldots, n_m) \). Then, the characteristic polynomial \( \text{char}_{d, \underline{m}}(X) \) of \( J_{\frac{m}{d}}^\underline{m} \) satisfies \( \text{char}_{d, \underline{m}}(X) = (X - 1)p_{d, \underline{m}}(X) \).
Proof. To calculate the characteristic polynomial of $J_{d,n}^+$ consider first the last $n_m + 1$ rows of $X I - J_{d,n}^+$.

\[
\begin{pmatrix}
1 & 0 & 1 \\
0 & 0 & 0 \\
\vdots & \vdots & \vdots \\
0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
X & 0 & \cdots & 0 \\
-1 & X & 0 \\
\vdots & \vdots & \ddots & \vdots \\
-1 & X & \cdots & X
\end{pmatrix}
\]

With row manipulations, this can be reduced to

\[
\begin{pmatrix}
1 & 0 & 1 \\
0 & 0 & 0 \\
\vdots & \vdots & \vdots \\
0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
0 & 0 & \cdots & 0 \\
-1 & 0 & \cdots & X^{n_m + 1} \\
\vdots & \vdots & \ddots & \vdots \\
-1 & \cdots & X & -1
\end{pmatrix}
\]

Repeating this for the other rows and using Laplace expansion on the columns with the $-1$ entries, we find

\[
\text{char}_{d,n}(X) = \det
\begin{pmatrix}
X - d & 0 & -(d - 1) & \cdots \\
-1 & 1 & \cdots & 1 \\
0 & \vdots & \ddots & \vdots \\
0 & \vdots & \ddots & 0
\end{pmatrix}
\]

\[
= \det
\begin{pmatrix}
1 & 0 & 1 \\
1 & 0 & 1 \\
\vdots & \vdots & \ddots \\
1 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
X^{n_m + 1} \\
X^{n_3 + 1} \\
\vdots \\
X^{n_1 + 1}
\end{pmatrix}
\]

If we apply Laplace expansion to the fourth column, we find that $\text{char}_{d,n}(X)$ is equal to

\[
\det
\begin{pmatrix}
X - 1 & X & -1 & \cdots \\
0 & 0 & \cdots & 0 \\
1 & 0 & 1 \\
1 & 0 & 1 \\
\vdots & \vdots & \ddots \\
1 & 0 & 1
\end{pmatrix}
\begin{pmatrix}
X^{n_m + 1} \\
X^{n_3 + 1} \\
\vdots \\
X^{n_1 + 1}
\end{pmatrix}
\]

\[
= (X - 1)X \prod_{i \in I_m \setminus \{2\}} (X^{n_i} + 1) + (X^{n_2} + 1) \det(A_2),
\]

where $A_2$ denotes the matrix obtained by deleting the fourth row and fourth column of the matrix in (3.1), which corresponds to the cofactor of the entry $X^{n_2} + 1$. Denote by $A_j$ the matrix obtained by also deleting the fourth row and fourth column of $A_{j-1}$. Then, with induction, we find

\[
\det(A_j) = (X - 1)X \prod_{i \geq j} (X^{n_i} + 1) + (X^{n_j} + 1) \det(A_{j+1})
\]

\[
= (X - 1)X \sum_{k > j} \prod_{i \geq j} (X^{n_i} + 1) + \prod_{i \geq j} (X^{n_i} + 1) \det(A_{2d-1}).
\]

Note that

\[
\det(A_{2d-1}) = \det
\begin{pmatrix}
X - d & 0 & -(d - 1) \\
X - 1 & 0 & 1 \\
X & -1 & 1
\end{pmatrix}
= X^3 - dX^2 + (d - 2)X + 1 = (X - 1)(X^2 - (d - 1)X - 1).
\]

Thus, $\text{char}_{d,n}(X) = (X - 1) \left( (X^2 - (d - 1)X - 1) \prod_{i=2}^{n} (X^{n_i} + 1) + X \sum_{i=2}^{n} \prod_{j \in I_m \setminus \{i\}} (X^{n_j} + 1) \right) = (X - 1) \text{char}_{d,n}(X)$, as claimed.

\qed
Using this correspondence between these polynomials and the characteristic polynomial of the matrices \( J^m_n \) in \((\bigcirc)\), one can prove that there is at most one root of \( p_{d,n}(X) \) whose absolute value is larger than 1, and this root is real. To show this, we first prove the following lemma, for which we define \( Q = \begin{pmatrix} 1 & -1 \\ \vdots & \ddots & -1 \end{pmatrix} \). Also, we write \( A^T \) for the transpose of a matrix \( A \).

**Lemma 3.3.** For \( d \geq 1, 1 \leq m \leq 2d-1 \) and \( \underline{n} = (n_2, \ldots, n_m) \), the matrix \( J^m_n \) satisfies \( J^m_n Q(J^m_n)^T = Q + H_{d,m} \) where

\[
H_{d,m} = \begin{pmatrix}
2d-1-m & -(2d-1-m) & 0 & \cdots & 0 \\
-(2d-1-m) & 2d-1-m & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & 0
\end{pmatrix}.
\]

The matrix \( H_{d,m} \) is positive semidefinite.

**Proof.** The first part of the claim follows by a direct calculation using \( Q \) and \( J^m_n \) given in \((\bigcirc)\). As the characteristic polynomial of \( H_{d,m} \) is equal to the product of \( X - 2(2d-1-m) \) and some power of \( X \), and since \( m \leq 2d-1 \), all eigenvalues of \( H_{d,m} \) are non-negative. Thus, \( H_{d,m} \) is positive semidefinite. \( \square \)

Equipped with this lemma, we can prove that there is at most one root of \( p_{d,n}(X) \) whose absolute value is greater than 1, and this must be a real root. Note that the idea of the proof comes directly from the proof of Theorem 5.1, Assertion (1) of Diller and Favre [DF01], yet we do not use the Theorem itself as we only deal with matrices and polynomials, and do not want to construct any surface on which they may or may not be realised as birational maps.

**Proposition 3.4.** Fix \( d \geq 1, 1 \leq m \leq 2d-1 \) and \( \underline{n} = (n_2, \ldots, n_m) \). Then, \( p_{d,n}(X) \) has at most one root whose modulus is strictly larger than 1, and this root is real.

**Proof.** By Lemma 3.2, \((X-1)p_{d,n}(X) = \text{char}_{d,n}(X)\) where \( \text{char}_{d,n}(X) \) is the characteristic polynomial of the matrix \( J^m_n \) defined in \((\bigcirc)\). Thus, a root of \( p_{d,n}(X) \) corresponds to an eigenvalue of \( J^m_n \). Suppose by contradiction that we have two eigenvalues \( \mu_1, \mu_2 \in \mathbb{C} \) of \( J^m_n \) with \(|\mu_1|, |\mu_2| > 1\), and denote by \( v_1, v_2 \) some corresponding eigenvectors. We claim that on the subspace \( \mathbb{C} v_1 + \mathbb{C} v_2 \), the bilinear form corresponding to \( Q \) is positive semidefinite. This is equivalent to proving that \( v_i^T Q v_v \geq 0 \) for \( i = 1, 2 \) and \( (v_1^T Q v_1)(v_2^T Q v_2) - |v_1^T Q v_2|^2 \geq 0 \).

Abbreviate \( H = H_{d,m} \) the matrix from Lemma 3.3. Note that \( \mu_1 \mu_2 v_1^T Q v_1 \mu_2^T = v_1^T J^m_n Q (J^m_n)^T v_2 = v_1^T Q v_2 + v_1^T H v_2 \) for \( i, j = 1, 2 \), and thus \( v_i^T Q v_v = \frac{v_i^T H v_v}{\mu_1 \mu_2 - 1} \) and \( v_1^T Q v_2 = \frac{v_1^T H v_2}{\mu_1 \mu_2 - 1} \). Since \( H \) is positive semidefinite by Lemma 3.3, we directly see that \( v_1^T Q v_v \geq 0 \) holds. Furthermore,

\[
(v_1^T Q v_1)(v_2^T Q v_2) - |v_1^T Q v_2|^2 = \frac{1}{(\mu_1 \mu_2 - 1)^2}(v_1^T H v_1)(v_2^T H v_2) - |v_1^T H v_2|^2.
\]

Since \((1 - |\mu_1|^2)(1 - |\mu_2|^2) \geq 0\), we deduce

\[
(v_1^T Q v_1)(v_2^T Q v_2) - |v_1^T Q v_2|^2 \geq \frac{1}{(\mu_1 \mu_2 - 1)^2}(v_1^T H v_1)(v_2^T H v_2) - |v_1^T H v_2|^2 \geq 0,
\]

where the last inequality is due to \( H \) being positive semidefinite by Lemma 3.3. Thus, \( Q \) is positive semidefinite on \( \mathbb{C} v_1 + \mathbb{C} v_2 \). But the signature of \( Q \) is \((1, \dim(Q) - 1)\), so there cannot be a subspace of dimension 2 on which \( Q \) is positive semidefinite. Therefore, \( v_1 = v_2 \) and \( \mu_1 = \mu_2 \). As \( \overline{v_1} \) is also an eigenvalue of \( J^m_n \), we additionally deduce \( \mu_1 = \overline{\mu_1} \), and thus that the root of largest absolute value must be real. This finishes the proof of the proposition. \( \square \)

Thus, \( p_{d,n}(X) \) has a root of largest absolute value which is real, and we may therefore define:

**Definition 3.5.** For \( d \geq 1, 1 \leq m \leq 2d-1 \) and \( \underline{n} \) we denote by \( \lambda_{d,n} \in \mathbb{R} \) the root of largest absolute value of \( p_{d,n}(X) \).
We are interested in describing \( \lambda_{d, \underline{n}}(X) \); by the following proposition, it must be larger than 2 under mild assumptions.

**Proposition 3.6.** Fix \( d \geq 4 \), \( 1 \leq m \leq 2d-1 \) and \( \underline{n} = (n_2, \ldots, n_m) \) with \( n_i \geq 2 \) for all \( 2 \leq i \leq m \). Then, \( \lambda_{d, \underline{n}} \) is strictly larger than 2.

**Proof.** The claim for \( m = 1 \) follows by observing that in that case \( \underline{n} \) is the empty tuple and thus \( p_{d,\emptyset}(X) = X^2 - (d-1)X - 1 \). Then, its largest root \( \lambda \) satisfies \( \lambda - \frac{1}{\lambda} = d - 1 \) and thus \( 2 < d - 1 < \lambda \). Hence, assume \( m \geq 2 \). The polynomial \( p_{d,\underline{n}}(X) \) is monic. Thus, if at \( X = 2 \), its value is negative, there must be a zero of \( p_{d,\underline{n}}(X) \) which is larger than 2. The value \( p_{d,\underline{n}}(2) \) is strictly negative if and only if

\[
2 \sum_{i=2}^{m} \prod_{j \in I_m \setminus \{i\}} (2^{n_j} + 1) \leq (2d - 5) \prod_{i=2}^{m} (2^{n_i} + 1).
\]

Note that \( 4 < 2^{n_i} + 1 \) since \( n_i \geq 2 \). Therefore,

\[
2 \sum_{i=2}^{m} \prod_{j \in I_m \setminus \{i\}} (2^{n_j} + 1) < 2 \frac{1}{4} \sum_{i=2}^{m} \prod_{j \in I_m \setminus \{i\}} (2^{n_j} + 1) = \frac{1}{2} (m - 1) \prod_{i=2}^{m} (2^{n_i} + 1)
\]

\[
\leq \frac{1}{2} (2d - 2) \prod_{i=2}^{m} (2^{n_i} + 1) \leq (2d - 5) \prod_{i=2}^{m} (2^{n_i} + 1),
\]

where in the last step we used \( d \geq 4 \). This proves the claim. \( \square \)

Whenever we increase one of the \( n_i \) defining some \( p_{d,\underline{n}}(X) \), the largest root also increases strictly.

**Proposition 3.7.** Fix \( d \geq 4 \), \( 2 \leq m \leq 2d-1 \) and \( \underline{n} = (n_2, \ldots, n_m) \) with \( n_i \geq 2 \). For \( 2 \leq k \leq m \), denote \( \underline{n}_k = (n_2, \ldots, n_{k-1}, n_k + 1, n_{k+1}, \ldots, n_m) \). Then \( \lambda_{d, \underline{n}} < \lambda_{d, \underline{n}_k} \).

**Proof.** The polynomials \( p_{d,\underline{n}}(X) \) and \( p_{d,\underline{n}_k}(X) \) are related by

\[
(X^{n_k} + 1)p_{d,\underline{n}}(X) = (X^{n_k+1} + 1)p_{d,\underline{n}_k}(X) - (X - 1)X^{n_k+1} \prod_{j \in I_m \setminus \{k\}} (X^{n_j} + 1).
\]

By Proposition 3.6, we know that \( \lambda_{d, \underline{n}} > 2 \). Since \( p_{d,\underline{n}}(\lambda_{d, \underline{n}}) = 0 \), we deduce \( p_{d,\underline{n}_k}(\lambda_{d, \underline{n}}) < 0 \). The polynomial \( p_{d,\underline{n}_k}(X) \) is monic, which implies that it must have a zero which is strictly larger than \( \lambda_{d, \underline{n}} \), and thus \( \lambda_{d, \underline{n}_k} > \lambda_{d, \underline{n}} \), which implies the claim. \( \square \)

As a last property of the auxiliary polynomials, we prove that if we fix \( n_2, \ldots, n_m \geq 2 \) and consider all \( \lambda_{d, \underline{n}'} \) where \( \underline{n}' = (n_2, \ldots, n_m, n_{m+1}) \) with \( n_{m+1} \geq 2 \), then the sequence \( (\lambda_{d, \underline{n}'})_{n_{m+1}} \) has \( \lambda_{d, \underline{n}} \) as its limit.

**Lemma 3.8.** Fix \( d \geq 4 \), \( 1 \leq m < 2d-1 \) and \( \underline{n} = (n_2, \ldots, n_m) \), and \( \underline{n}' = (n_2, \ldots, n_m, n_{m+1}) \), with all \( n_i \geq 2 \). Then, \( \lambda_{d, \underline{n}'} < \lambda_{d, \underline{n}} \).

**Proof.** The two polynomials \( p_{d,\underline{n}}(X) \) and \( p_{d,\underline{n}'}(X) \) are related as \( p_{d,\underline{n}'}(X) = (X^{n_{m+1}} + 1)p_{d,\underline{n}}(X) + X \prod_{j \in I_m} (X^{n_j} + 1) \).

By Proposition 3.6, \( \lambda_{d, \underline{n}'} > 2 \), therefore, plugging in \( \lambda_{d, \underline{n}} \), and using that it is a root of \( p_{d,\underline{n}'}(X) \), we find

\[
p_{d,\underline{n}'}(\lambda_{d, \underline{n}}) = -\lambda_{d, \underline{n}'} \prod_{j \in I_m} (\lambda_{d, \underline{n}}^{n_j} + 1) < 0.
\]

As \( p_{d,\underline{n}}(X) \) is monic, this proves \( \lambda_{d, \underline{n}'} < \lambda_{d, \underline{n}} \). \( \square \)

**Proposition 3.9.** Fix \( d \geq 4 \), \( 2 \leq m < 2d-1 \) and \( \underline{n} = (n_2, \ldots, n_{m-1}) \) with \( n_i \geq 2 \). Denote \( \underline{n}_{m-1} = (n_2, \ldots, n_{m-1}, n_m) \). Then the limit of the sequence \( (\lambda_{d, \underline{n}_{m-1}})_{n_m} \) exists and is equal to \( \lambda_{d, \underline{n}} \).

**Proof.** Fix some \( \underline{n} = (n_2, \ldots, n_{m-1}) \) and \( 2 < \lambda < \lambda_{d, \underline{n}} \). Note that the polynomials satisfy

\[
p_{d,\underline{n}_{m-1}}(X) = (X^{n_m} + 1)p_{d,\underline{n}}(X) + X \prod_{j \in I_{m-1}} (X^{n_j} + 1).
\]
Note that since by Proposition 3.4, \( \lambda_{d,m} \) is the only real root of \( p_{d,m}(X) \) which is larger than 1, on \((2, \lambda_{d,2})\), the polynomial \( p_{d,m}(X) \) is negative. Thus, there exists \( n_m(\lambda) \geq 2 \) such that for all \( n_m \geq n_m(\lambda) \), we have
\[
p_{d,m}(\lambda) = (\lambda^{n_m} + 1) - p_{d,m}(\lambda) + \lambda \prod_{j \in I_{m-1}} (\lambda^{n_j} + 1) < 0.
\]
This implies that for \( n_m \geq n_m(\lambda) \), we have \( \lambda < \lambda_{d,m} < \lambda_{d,2} \) where the last inequality is due to Lemma 3.8. This proves the claim. \( \square \)

To finish this section, we prove that we can construct a well ordered set out of the \( \lambda_{d,m} \) such that we can precisely describe the ordinal of that set.

**Proposition 3.10.** Consider for \( d \geq 4 \) and \( m \in \{2, \ldots, 2d - 1\} \) the inductively defined sets
\[
\Lambda_{d,1} = \{ \frac{1}{2}(d - 1 + \sqrt{d^2 - 2d + 5}) \},
\]
\[
\Lambda_{d,2} = \{ \lambda_{d,(n_2)} | 2 \leq n_2, d - 1 < \lambda_{d,(n_2)} \},
\]
\[
\Lambda_{d,m} = \{ \lambda_{d,(n_2, \ldots, n_m)} | 2 \leq n_2 < \ldots < n_m, \lambda_{d,(n_2, \ldots, n_{m-1} - 1)} \in \Lambda_{d,m-1}, \lambda_{d,(n_2, \ldots, n_{m-1} - 1)} < \lambda_{d,(n_2, \ldots, n_m)} \}.
\]
The well ordering on the sets \( \Lambda_{d,m} \) with respect to the lexicographic ordering on \((n_2, \ldots, n_m)\) agrees with the well ordering inherited from the one on the real line, and the ordinal of \( \Lambda_{d,m} \) with respect to this ordering is \( \omega^{m-1} \). Furthermore, the sets \( \Lambda_{d,m} \) are disjoint for all \( d \geq 4 \) and \( m \in \{1, \ldots, 2d - 1\} \).

**Proof.** We prove the first two claims simultaneously by induction. For \( m = 1 \) it is clear, and for \( m = 2 \), the elements of \( \Lambda_{d,2} \) indexed by \( n_2 \) form by Lemma 3.8 an ascending chain of elements and thus \( \Lambda_{d,2} \) is well ordered with ordinal \( \omega \). Now assume we know for some \( m \in \{2, \ldots, 2d - 2\} \) that the well ordering on \( \Lambda_{d,m} \) given by the lexicographic ordering of the indexing set is the same as the one inherited from the real line and that \( \Lambda_{d,m} \) has ordinal \( \omega^{m-1} \) with respect to this ordering. Define \( J_m = \{(n_2, \ldots, n_m) \in \mathbb{Z}^{m-1} | \lambda_{d,(n_2, \ldots, n_{m-1})}, \lambda_{d,(n_2, \ldots, n_m)} \in \Lambda_{d,m} \} \) and for each \((n_2, \ldots, n_m) \in J_m \), define the open interval \( I_{(n_2, \ldots, n_m)} = (\lambda_{d,(n_2, \ldots, n_{m-1})}, \lambda_{d,(n_2, \ldots, n_m)}) \). For each \((n_2, \ldots, n_m) \in J_m \), there exists \( n_{m+1} + 1 \) that such that \( n_{m+1} < n_m \) and for each \( n_{m+1} \geq n_m + 1 \), by Proposition 3.9, we know \( \lambda_{d,(n_2, \ldots, n_{m+1})} \in I_{(n_2, \ldots, n_m)} \), and by Proposition 3.7, these values form a strictly increasing sequence with limit \( \Lambda_{d,(n_2, \ldots, n_m)} \). Thus, the sequence within \( I_{(n_2, \ldots, n_m)} \) is well ordered, and as we can write \( d_{m+1} \) as a union of such sequences, each contained in disjoint open intervals. Therefore, \( \Lambda_{d,m+1} \) is well ordered in regard to the lexicographic ordering on its indexing set, too, and this ordering agrees again with the ordering on \( \mathbb{R} \). Each sequence has ordinal \( \omega \), and by induction, \( \Lambda_{d,m} \) has ordinal \( \omega^{m-1} \); this implies that \( \Lambda_{d,m+1} \) has ordinal \( \omega^m \), as claimed.

As for the last claim, note that for a fixed \( d \geq 4 \), the \( \Lambda_{d,m} \) with \( m \in \{1, \ldots, 2d - 1\} \) are disjoint by construction and by Lemma 3.8. For \( 4 \leq d < d' \), note that all elements of \( \Lambda_{d,m} \) for all \( m \in \{1, \ldots, 2d' - 1\} \) are larger than \( d' - 1 \) by construction. Furthermore, all elements of \( \Lambda_{d,m} \) with \( m \in \{2, \ldots, 2d - 1\} \) are smaller than \( \frac{1}{2}(d - 1 + \sqrt{d^2 - 2d + 5}) \), which is smaller than \( d \leq d' - 1 \) for \( d \geq 4 \). This proves the proposition. \( \square \)

**Remark 3.11.** Note that the sets \( \Lambda_{d,m} \) do not contain any accumulation points in the open interval topology on \( \mathbb{R} \). In fact, for any \( m \in \{2, \ldots, 2d - 1\} \), the accumulation points of the set \( \Lambda_{d,m} \) lie in \( \Lambda_{d,m-1} \) by Proposition 3.9, and the closure of \( \Lambda_{d,m} \) is equal to \( \bigcup_{1 \leq i \leq m} \Lambda_{d,i} \).

## 4. Bounding from below

### 4.1. Bounding from below using the Weyl group.

We introduce the Weyl group in a brief way; for a more comprehensive introduction see [Hum90], [Bou02] or [McM07]. The Weyl group can be defined as the Coxeter group \( W_n = W(E_n) \) given by the Coxeter-Dynkin diagram \( E_n \) on \( n \) vertices as in Figure 1.

Alternatively, fix \( n \geq 3 \). Consider \( \mathbb{Z}^{1,n} \) the lattice \( \mathbb{Z}^{n+1} \) with inner product \( x \cdot y = x_0^2 - x_1^2 - \cdots - x_n^2 \) and standard basis \((e_0, e_1, \ldots, e_n)\). Define the Weyl group \( W_n \) as the subgroup of \( O(\mathbb{Z}^{1,n}) \) generated by the reflections \( x \mapsto x + (x \cdot e_i) e_i \), where \( e_0 = e_0 - e_1 - e_2 - e_3 \) and \( e_i = e_i - e_{i+1} \) for \( i = 1, \ldots, n - 1 \). There exists an isometry \( \mathbb{Z}^{1,n} \to \text{Pic}(X), \ e_0 \mapsto L, \ e_i \mapsto E_i, \ i = 1, \ldots, n \).
for a rational surface $X$ obtained as the blow-up of $\mathbb{P}^2$ in $n$ points out of which we can pick four points where no three are collinear, and where $L$ is the pullback of a general line and $E_i$ are the exceptional curves. Via this isometry, $W_n$ is the subgroup of $\text{Aut}(\text{Pic}(X)) \cong \text{GL}_{n+1}(\mathbb{Z})$ generated by the permutation matrices with the upper left entry fixed as 1, and by the matrix

$$A_0 = \begin{pmatrix}
2 & 1 & 1 & 1 \\
-1 & 0 & -1 & 1 \\
-1 & -1 & 0 & -1 \\
-1 & -1 & -1 & 0
\end{pmatrix}.$$

Even more, Nagata [Nag61] proved that the image of $\text{Aut}(X)$ under the homomorphism $\text{Aut}(X) \to \text{Aut}(\text{Pic}(X))$ lies in $W_n$. Note that $W_n$ must not necessarily be equal to the subgroup consisting of elements preserving the intersection form and the anticanonical divisor; take for example the reflection determined by $3e_0 - \sum_{i=1}^{10} e_i + e_{11}$.

Define the Weyl spectrum $\Lambda(W)$ as the set of all spectral radii of all elements of all $W_n$ with $n \geq 3$. By the following result of Uehara, rephrased to fit the framework of this article, the Weyl spectrum agrees with all possible dynamical degrees of rational surface automorphisms.

**Theorem 4.1** ([Ueh16], Theorem 1.1). If the ground field is $\mathbb{C}$, then the Weyl spectrum $\Lambda(W)$ agrees with

$$\Lambda(\{f \in \text{Bir}(\mathbb{P}^2) \mid \exists \pi: X \to \mathbb{P}^2: \pi^{-1}f\pi \in \text{Aut}(X)\}).$$

With Uehara’s result, we can infer the lower bound $\omega^\omega$ on the ordinal of $\Lambda(\text{Bir}(\mathbb{P}^2))$ by showing it for $\Lambda(W)$.

**Lemma 4.2.** The Weyl spectrum $\Lambda(W)$ is a well ordered subset of $\mathbb{R}$ and its ordinal is greater or equal to $\omega^\omega$.

**Proof.** The Weyl spectrum $\Lambda(W)$ is a subset of $\Lambda(\text{Bir}(\mathbb{P}^2)) \subset \mathbb{R}$, which is well ordered by [BC16, Theorem 7.2], thus so is $\Lambda(W)$. We claim that all the matrices $J^B_d$ in (5) with $m = 2d - 1$ belong to the respective Weyl group $W_n$ with $n = \sum_{i=2}^{2d-1} n_i + 2$. Multiplying with suitable permutations $P_1$ and $P_1'$ lying in $W_n$ and $A_0$, we can bring $J^B_d$ into the following form:

$$P_1'J^B_dP_1A_0 = \begin{pmatrix}
d & -d-1 & 1 & 1 \\
-1 & -1 & 0 & -1 \\
-1 & -1 & 0 & -1 \\
* & * & * & * \end{pmatrix} = \begin{pmatrix}d-1 & d-2 & 0 & 0 \\
-1 & -1 & 0 & -1 \\
-1 & -1 & 0 & -1 \\
0 & 0 & 0 & 1 \end{pmatrix}.$$

As there are $2d - 2$ columns of the form $P(1, -1, 0, \ldots, 0)^T$ with $P$ a permutation leaving the first entry fixed, we can repeat this process $(d - 1)$-times and obtain that $P'_{d-1}\cdots P'_1J^B_dP_1A_0\cdots P_{d-1}A_0$ is a permutation matrix lying in $W_n$. Thus, $J^B_d$ is indeed an element of $W_n$.

Therefore, by Lemma 3.2, the disjoint sets $\Lambda_{d,2d-1}$ defined in Proposition 3.10 lie in $\Lambda(W)$ and thus $\bigcup_{d \geq 4} \Lambda_{d,2d-1} \subset \Lambda(W)$. By Proposition 3.10, each $\Lambda_{d,2d-1}$ for $d \geq 4$ is of ordinal $\omega^{2d-2}$, and thus their disjoint union is of ordinal $\omega^{\omega^\omega}$. We deduce that the ordinal of $\Lambda(W)$ is also at least $\omega^{\omega^\omega}$, which proves the lemma. □

**Theorem 4.3.** If the base field is $\mathbb{C}$, then the ordinal of $\Lambda(\text{Bir}(\mathbb{P}^2))$ is greater or equal to $\omega^\omega$, and the ordinal of the Weyl spectrum $\Lambda(W)$ is equal to $\omega^\omega$.

**Proof.** Since by Theorem 4.1, we have the inclusion $\Lambda(W) \subset \Lambda(\text{Bir}(\mathbb{P}^2))$, and thus by Lemma 4.2 the ordinal of $\Lambda(\text{Bir}(\mathbb{P}^2))$ is also greater or equal to $\omega^\omega$. This proves the first claim. The second claim follows by applying Theorem 2.3. □

Proposition 4.3 together with Theorem 2.3 imply Theorem 1.1, and the second claim of Theorem 4.3 is precisely Theorem 1.2.
4.2. Bounding from below using explicit realisations. To prove that the ordinal of \( \Lambda(\text{Bir}(\mathbb{P}^2)) \) can be bounded from below by \( \omega^2 \) without appealing to Uehara’s result in [Ueh16], we prove the claim that for any \( d \geq 4 \), the ordinal of \( \Lambda(\text{Bir}_d(\mathbb{P}^2)) \) is strictly larger than \( \omega^{2d-2} \). Knowing the latter, we can deduce the former by taking the union over all \( \Lambda(\text{Bir}_d(\mathbb{P}^2)) \). To show this claim, we construct suitable sequences of birational maps having dynamical degrees that depend on \( 2d - 2 \) independent parameters, and where the dynamical degree increases strictly whenever we increase one of the parameters. The birational maps we choose are de Jonquières maps, which send the pencil of lines through a given point to the pencil of lines through another fixed point. We first show that their dynamical degrees indeed have the desired properties, and then prove that the maps also exist, in a sense working backwards. The existence will be easier to establish by choosing the base points to lie on an irreducible cuspidal curve. Note that in this section, for the constructions to work, the field of definition needs to contain the field of real algebraic integers; this implies further that \( k \) is of characteristic 0.

4.2.1. Arithmetic properties of the de Jonquières matrix. We first introduce some general notation and results, where now we can borrow heavily from Section 3. Consider a birational map \( f \in \text{Bir}(\mathbb{P}^2) \). Write \( \text{Base}(f) = \{p_1, \ldots, p_m\} \) for the base points of \( f \) and \( \text{Base}(f^{-1}) = \{q_1, \ldots, q_m\} \) for the base points of its inverse. Assume that they are all proper, which by definition means that none of the base points are infinitely near to one another, thus no tangent directions being fixed at any of the points. Suppose that for \( 1 \leq i \leq m \), we have \( n_i \in \mathbb{Z}^{\geq 0} \) such that \( f^{n_i-1}(q_i) = p_i \) and assume that the points \( f^t(q_i) \) for \( 1 \leq t \leq m \) and \( 0 \leq s \leq n_i - 1 \) are pairwise distinct. Call the tuple \((n_1, \ldots, n_m)\) the orbit data of \( f \), the set \( O(q_i) = \{f^s(q_i) \mid 0 \leq s \leq n_i - 1\} \) the orbit of \( q_i \) and \( O(f) = \bigcup_{1 \leq i \leq m} O(q_i) \) the orbit of \( f \).

Note that if we blow up the full orbit \( O(f) \), then \( f \) lifts to an automorphism on the blow-up. This automorphism induces an automorphism of the Picard group via pushforward, i.e. \( f_* : [D] \mapsto [f(D)] \), which can be represented by an integer-valued matrix after fixing a basis \( L, \{E(p)\}_{p \in O(f)} \). Of this matrix, which we will denote by \( F \), we know that the spectral radius \( \rho(F) \) is equal to \( \lambda(f) \); in addition, since \( F \) preserves the canonical divisor, one eigenvalue of \( F \) must be 1. Also, call \( L \) the pullback of a general line in \( \mathbb{P}^2 \) not passing through any of the points of the full orbit, and any exceptional curve \( E(p) \) above a point \( p \in O(f) \). Setting

\[
Q = \begin{pmatrix}
1 & -1 \\
\vdots & \ddots \\
-1 & \ddots \\
\end{pmatrix},
\]

the fact that \( F \) preserves the intersection form translates to \( FQF^T = Q \), where \( Q \) is the matrix given in (\( \spadesuit \)) and \( F^T \) denotes the transpose of \( F \).

We would now like to find such birational maps whose dynamical degrees are strictly greater than 1 and increase in a strict way whenever we increase one of the \( n_i \), for which we consider the matrices we obtain from de Jonquières maps. Recall that a de Jonquières map of degree \( d \) is a map \( j_d \in \text{Bir}(\mathbb{P}^2) \) with base point \( p_1 \) of multiplicity \( d-1 \) and base points \( p_2, \ldots, p_{2d-1} \) of multiplicity 1. Call the base points of the inverse \( q_1, \ldots, q_{2d-1} \), where \( q_1 \) is the unique one of multiplicity \( d-1 \) and all others have multiplicity 1. Write \( j_d^m \) for a de Jonquières map with orbit data \( \underline{n} = (n_1, \ldots, n_{2d-1}) \) and \( \lambda_{d, \underline{n}} \) for its dynamical degree. Also, since it will make computations easier, we set \( n_1 = 2 \) and abbreviate \( \underline{n} = (n_2, \ldots, n_{2d-1}) \). Yet for our purposes, this restriction will not impact what we set out to do, which is to make a statement on the ordinal. Thus, these birational maps will depend on \( 2d - 2 \) parameters.

A priori, we do not know if these de Jonquières maps \( j_d^m \) can be realised; we will first show arithmetically that their corresponding matrices satisfy all the desired properties, and then prove that under suitable circumstances, they are indeed realised as birational maps of \( \mathbb{P}^2 \). Calling the – so far hypothetical – points \( q_i^0 = q_i \) and \( q_i^k = (j_d^m)^k(q_i) \) for \( 1 \leq k \leq n_i - 1 \), and their exceptional curves \( E(q_i^k) \) in some blow-up \( X \), we order the basis of \( \text{Pic}(X) \) in which to write \( j_d^m \) as \( L, E(q_i^0) = E(q_i^1), E(q_i^1) = E(p_1), E(q_i^2) = E(q_2), \ldots, E(q_{2d-1}^2) = E(p_2), \ldots, E(q_{2d-1}^m) = E(p_{2d-1}) \), where \( L \) is a general line. In this basis, the matrix corresponding to \( j_d^m \) takes precisely the form of \( j_d^m \) defined in (\( \diamondsuit \)) for \( m = 2d - 1 \). We call such a \( j_d^m \) a de Jonquières matrix. We may thus summarise the arithmetic properties of the de Jonquières matrices gleaned from Section 3:
Proposition 4.4. The de Jonquières matrices with \(d \geq 4\) and \(n_2, \ldots, n_{2d-1} \geq 2\) have the following properties:

(i) The spectral radius of \(J_d^T\) is a real eigenvalue of \(J_d^T\) and strictly greater than 2.

(ii) Increasing an orbit \(n_i\) by one increases the spectral radius of the corresponding de Jonquières matrix strictly.

Proof. Claim (i) follows from Proposition 3.6, and Claim (ii) follows from Proposition 3.7. \(\square\)

4.2.2. Existence of de Jonquières maps. Now that we know the de Jonquières maps to be suitable candidates, we want to see that they are realised as actual birational maps of \(\mathbb{P}^2\). For this, we consider the singular cuspidal cubic \(C = V(xy^2 - z^3)\) in \(\mathbb{P}^2\) with unique singular point \([1 : 0 : 0]\), and set \(C^* = C \setminus \{[1 : 0 : 0]\}\) the set of smooth points. The isomorphism \(\mathbb{A}^1 \sim \mathbb{C}^*, t \mapsto [t^3 : 1 : t]\) allows to parametrise the smooth points of \(C\) with \(\mathbb{A}^1\) and endow \(C^*\) with a group structure, for which \(t_1 + t_2 + t_3 = 0\) if and only if the points \(t_1, t_2, t_3\) on \(C^*\) are collinear. We can say even more, and even though the following lemma is well-known, we reproduce it for completeness’ sake:

Lemma 4.5. If for \(3d \geq 3\) not necessarily distinct points \(t_i \in C^*\), there exists a polynomial \(P\) of degree \(d\) whose restriction to \(C\) is not zero and such that for \(p_i = [t_i^3 : 1 : t_i]\) we have \(P|_C = p_1 + \cdots + p_{3d}\), then \(\sum_{i=1}^{3d} t_i = 0\).

Proof. Suppose we have \(3d\) points \(p_i = [t_i^3 : 1 : t_i]\) with \(t_i \in C^*\) such that \(P|_C = p_1 + \cdots + p_{3d}\) for a polynomial \(P \in \mathbb{C}[X, Y, Z]\) of degree \(d\) not a multiple of the defining equation of \(C\). As \(P(t_i^3, 1, t) \in C[t]\) is a polynomial of degree at most \(3d\) and \(P|_C = p_1 + \cdots + p_{3d}\), we must have \(P(t_1, 1, t) = a \prod_{i=1}^{3d} (t - t_i)\) for some \(a \in \mathbb{C}^*\). The coefficient of \(t^{3d-1}\) has to be zero, as \(P\) is homogeneous and we replaced \(X, Y, Z\) by \(t^3, 1, t\), respectively. But this coefficient is precisely equal to \(-a \sum_{i=1}^{3d} t_i = 0\), which finishes the proof. \(\square\)

For a fixed orbit data \(n\), we will choose distinct points lying on the singular cuspidal cubic \(C\). Then, after blowing up these points, the automorphism group of the blow-up will lie within the Weyl group, of which the de Jonquières matrix \(J_d^T\) is a part of. Lastly, we will prove that \(J_d^T\) gives rise to an automorphism of the blow-up, thus implying the existence of a de Jonquières map \(J_d^T\). This line of analysis has already been pursued by McMullen [McM07] or Uehara [Ueh16], and we will recall the main tools for it.

Lemma 4.6. Consider any matrix \(F \in \text{GL}_{n+1}(\mathbb{Z})\) satisfying \(FQFT = Q\), where \(Q\) is defined as in (\(\mathbb{C}\)), and \(F(3, 1, \ldots, 1)^T = (3, 1, \ldots, 1)^T\). Fix \(a \in \mathbb{C}\{1\}\) and \(b, v_1, \ldots, v_n \in \mathbb{C}\). If the vector \((b, v_1, \ldots, v_n)^T\) is an eigenvector of \(F^T\) with respect to \(a\), then we have the following system of equations:

\[
\text{(\(\bigtriangledown\)) } 3b = F_{2,1} \frac{1}{a-1} (3v_1 - b) + \cdots + F_{n+1,1} \frac{1}{a-1} (3v_n - b), \\
\text{(\(\blacklozenge\)) } b = F_{2,i+1} \frac{1}{a-1} (3v_1 - b) + \cdots + (F_{i+1,i+1} - a) \frac{1}{a-1} (3v_i - b) + \cdots + F_{n+1,i+1} \frac{1}{a-1} (3v_n - b).
\]

Proof. Assume that the vector \((b, v_1, \ldots, v_n)^T\) is an eigenvector of \(F^T\) with respect to the eigenvalue \(a\). Then \((b, v_1, \ldots, v_n)^T\) satisfies

\[
(F_{1,i+1} - a)v_i + F_{2,i+1}v_1 + \cdots + F_{n+1,i+1}v_n = 0, \\
(F_{i+1,i+1} - a)v_i + F_{i+1,i+1}v_1 + \cdots + F_{n+1,i+1}v_n = 0, \quad 1 \leq i \leq n.
\]

By multiplying each equation by \(3\), and subtracting and adding \(\sum_{j=2}^{n+1} F_{j,1}b\) from the remaining \(n\) equations, the equations imply

\[
3(F_{1,i+1} - a)b + F_{2,i+1}(3v_1 - b) + \cdots + F_{n+1,i+1}(3v_n - b) + \sum_{j=2}^{n+1} F_{j,1}b = 0, \\
(3F_{1,i+1} + \sum_{j=2}^{n+1} F_{j,i+1} - a)b + F_{2,i+1}(3v_1 - b) + \cdots + (F_{i+1,i+1} - a)(3v_i - b) + \cdots + F_{n+1,i+1}(3v_n - b) = 0.
\]
where $1 \leq i \leq n$. By assumption, since $(3, 1, \ldots, 1)F = (3, 1, \ldots, 1)$, we have $3F_{11} + \sum_{j=2}^{n+1} F_{j, i+1} = 3$ and $3F_{1, i+1} + \sum_{j=2}^{n+1} F_{j, i+1} = 1$, and thus find

$$3(1-a)b + F_{21}(3v_1 - b) + \cdots + F_{n+1,1}(3v_n - b) = 0,$$

$$(1-a)b + F_{2,i+1}(3v_1 - b) + \cdots + (F_{i+1,i+1} - a)(3v_i - b) + \cdots + F_{n+1,i+1}(3v_n - b) = 0,$$

which after dividing by $(a - 1)$ implies (\textcircled{2}) and (\textbullet). \hfill \square

Using this arithmetic property of Lemma 4.6, we can prove the following geometric statement.

**Proposition 4.7.** Let $C \subset \mathbb{P}^2$ be a singular cuspidal cubic given by $C = V(xy^2 - z^3)$, fix $n \geq 10$ and let $p_1, \ldots, p_n \in C^*$ be distinct points. Call $\pi: X \to \mathbb{P}^2$ the blow-up of $\mathbb{P}^2$ in the points $p_1, \ldots, p_n$. Denote by $E(p_i) = \pi^{-1}(p_i)$ the exceptional curves. Consider $F \in \text{Aut}(\text{Pic}(X)) \setminus \{\text{id}\}$, and call its corresponding matrix $F$, too. Suppose that $F$ sends the anticanonical divisor class $-K_X$ to itself and that it preserves the intersection form. Furthermore, assume that for each $i \in \{1, \ldots, n\}$ there exists an irreducible curve $C_i$ of $X$ in the class of $F(E(p_i))$. Fix an eigenvalue $a \in \mathbb{C} \setminus \{1\}$ of $F$ and consider an eigenvector $(b, v_1, \ldots, v_n)^T$ of $F^T$. If $p_i = \frac{1}{a}(3v_i - b)$, then there exists an automorphism $f \in \text{Aut}(X)$ such that the induced action on $\text{Pic}(X)$ is equal to $F$, and the restriction of $f$ to the strict transform $\tilde{C}$ of $C$ induces an automorphism of $C^* \cong \mathbb{A}^1$ given by $z \mapsto az + b$.

**Proof.** By assumption, there are irreducible curves $C_i$ linearly equivalent to $F(E(p_i))$. As $E(p_i) \cdot E(p_j) = -\delta_{ij}$ and $F$ preserves the intersection form, we thus find $C_i \cdot C_j = -\delta_{ij}$; hence we obtain a contraction $\eta: X \to \mathbb{P}^2$ of the curves $C_i$. Note that since we blow up more than 10 points, the strict transform $\tilde{C}$ of $C$ is the only irreducible curve linearly equivalent to $-K_X$. Thus, since $E(p_i) \cdot (-K_X) = 1$, any $E(p_i)$ meets $\tilde{C}$ transversally in one point. Again since $F$ preserves the intersection form and since $F(-K_X) = -K_X$ by assumption, any $C_i$ meets $\tilde{C}$ in one point transversally. As $\tilde{C} \sim -K_X$, the birational morphism $\eta$ maps $\tilde{C}$ to an irreducible cubic curve $\eta(\tilde{C})$. Additionally, the $\eta(C_i)$ cannot be singular points of $\eta(C)$, since $\tilde{C} \cdot C_i = 1$. Since none of the points blown up equals the singular point and since an irreducible cubic curve can have at most one double point, $\eta(C)$ is again cuspidal. We can therefore choose an automorphism $\beta \in \text{Aut}(\mathbb{P}^2)$ which maps $\eta(\tilde{C})$ to $C$, and by replacing $\eta$ with $\beta \circ \eta$ we may assume that $\eta(\tilde{C}) = C$.

As we blow up at least ten points on $C^*$, the strict transform $\tilde{C}$ of $C$ will be the only irreducible curve lying in the anticanonical divisor class, and since $F$ sends $-K_X$ to itself, it must equally send $\tilde{C}$ to itself. Therefore, we see that $\pi \circ \eta^{-1}$ restricts to an automorphism of $C$, say given by $z \mapsto a'z + b'$. By assumption, there exists an eigenvalue $a \neq 1$ of $F$. Any automorphism of $C$ given by $z \mapsto \tilde{a}z$, where $\tilde{a} \in C^* \cong \mathbb{A}^1$, extends to some automorphism $\gamma_\tilde{a} \in \text{Aut}(\mathbb{P}^2)$. Hence, by replacing $\eta$ by $\gamma_\tilde{a}^{-1} \circ \eta$, we may assume that $\pi \circ \eta^{-1}$ descends to the automorphism $C^* \to C^*, z \mapsto az + b$. Denote $\varphi = \pi \circ \eta^{-1}$.

We first prove $b' = b$. For this, consider the pullback $\eta^{-1}(L_{p_2})$ of a line $L_{p_2}$ not passing through any of the $\eta(C_i)$ via $\eta$, and not being tangent to $C$. We know $\eta^{-1}(L_{p_2}) \sim F(L)$ for a general line $L$ on $X$. Call $r_1, r_2, r_3$ the three points of intersection of $L_{p_2}$ and $C$. As $L_{p_2}$ and $C$ intersect in three points, the curve $\eta^{-1}(L_{p_2})$ intersects $\tilde{C}$ in three points. The images of $r_1, r_2, r_3$ under $\varphi|_{C^*}$ equal the images of these three points $\eta^{-1}(r_1), \eta^{-1}(r_2), \eta^{-1}(r_3)$ under $\pi$. Since $F(L) \sim F_{11}L + F_{21}E_1 + \cdots + F_{n+1,1}E_n$, the curve $\pi(\eta^{-1}(L_{p_2}))$ is a curve of degree $F_{11}$ passing through $p_i$ with multiplicity $-F_{i+1,1}$ and through $\varphi|_{C^*}(r_1), \varphi|_{C^*}(r_2), \varphi|_{C^*}(r_3)$ with multiplicity 1 each. Thus, by the above, on $C^*$ we have the following equality:

$$3b' = a(r_1 + r_2 + r_3) + 3b' = \varphi|_{C^*}(r_1) + \varphi|_{C^*}(r_2) + \varphi|_{C^*}(r_3) = F_{21}p_1 + \cdots + F_{n+1,1}p_n.$$

By Lemma 4.6 (\textcircled{2}), we know that $F_{21}p_1 + \cdots + F_{n+1,1}p_n = 3b$, and thus find $b' = b$.

We analyse how $\varphi|_{C^*}$ maps the points $\eta(C_i)$. The curve $C_i$ must be linearly equivalent to $F(E(p_i)) = F_{1, i+1}L + \sum_{j=2}^{n} F_{j, i+1}E_j$; this corresponds to the $(i + 1)$-th column of $F$. As $F$ preserves the intersection form, we find $C_i \cdot C = (-K_X) = F(E(p_i)) \cdot F(-K_X) = E(p_i) \cdot (-K_X) = 1$. Therefore, there is exactly one point lying in the intersection of $C_i$ and $\tilde{C}$, say $\tilde{p}_i$, and $\pi(\tilde{p}_i) = \varphi|_{C^*}(\eta(C_i))$. The point $\pi(\tilde{p}_i)$ lies on $\pi(C_i) = \pi(F(E(p_i)))$ and the
curve $\pi(C_i)$ is a curve of degree $F_{1,i+1}$ with multiplicity $-F_{j+1,i+1}$ at $p_j$ and multiplicity 1 at $\pi(\tilde{p}_i)$. Considering the divisor on $C$ given by $\pi(C_i)$, we thus find
\[
a\eta(C_i) + b = \varphi_F|_{C^*}(p_i) = \pi(\tilde{p}_i) \text{ for } i = 1, \ldots, 4.
\]
By Lemma 4.6 (\dagger), this must be equal to $a\eta_i + b$, which implies $\eta(C_i) = \eta_i$. Thus, $\varphi_F$ lifts to an automorphism on $X$, whose induced action on $\text{Pic}(X)$ is equal to $F$ and whose restriction to $\tilde{C}$ is the same automorphism as $\varphi_F|_{C^*} : z \mapsto az + b$.

\textbf{Remark 4.8.} A similar result holds for an arbitrary irreducible cubic, but one has to take a bit more care, see for instance Diller [Dil11] for the degree 2 case. However, only very few dynamical degrees outside the unit circle arise on a non-cuspidal cubic (Diller [Dil11, Theorem 2]).

With the above Proposition 4.7, we have an ansatz for which points on $C^*$ we are looking for, and thus, we calculate the eigenvector of $(J_d^T)^T$ with respect to the eigenvalue $\lambda_{d,\underline{n}}$ realising the spectral radius in the following lemma:

\textbf{Lemma 4.9.} Fix $\underline{n}$ with $n_1 = 2$ and $n_i \geq 2$ for all $i \in \{2, \ldots, 2d - 1\}$. Abbreviate $\lambda = \lambda_{d,\underline{n}}$. Then the vector $(\lambda + 1, 1, \lambda, \lambda^2, \lambda^2, \lambda^{n_2}, \lambda^{n_2}, \lambda^{n_3}, \ldots, \lambda^{n_2}, \lambda^{n_2}, \lambda^{n_3}, \ldots)$ is an eigenvector of $(J_d^T)^T$ with respect to the eigenvalue $\lambda$.

\textbf{Proof.} Since $\lambda$ is strictly larger than 2 by Proposition 3.6, the vector is well-defined. We check directly that $(\lambda + 1, 1, \lambda, \lambda^2, \lambda^2, \lambda^{n_2}, \lambda^{n_2}, \lambda^{n_3}, \ldots, \lambda^{n_2}, \lambda^{n_2}, \lambda^{n_3}, \ldots)$ is an eigenvector of $(J_d^T)^T$ with respect to the eigenvalue $\lambda$. Indeed, for all the entries where $(J_d^T)^T$ only permutes the entries of the eigenvector, this follows by construction of the vector. The only equations we need to check are
\[
d(\lambda + 1) - (d - 1) - \sum_{i=2}^{2d-1} \frac{\lambda}{\lambda^{n_i} + 1} = \lambda(\lambda + 1),
\]
\[
(d - 1)(\lambda + 1) - (d - 2) - \sum_{i=2}^{2d-1} \frac{\lambda}{\lambda^{n_i} + 1} = \lambda^2,
\]
\[
\lambda + 1 - 1 - \frac{\lambda}{\lambda^{n_i} + 1} = \lambda \frac{\lambda^{n_i}}{\lambda^{n_i} + 1}, \quad i \in \{2, \ldots, 2d - 1\}.
\]

Multiplying the two upper equations by $\prod_{i=2}^{2d-1} (\lambda^{n_i} + 1)$, we find the expression of the characteristic polynomial, which evaluates to 0 at $\lambda$, and the last equation is also valid, which can be seen after multiplying both sides by $\lambda^{n_i} + 1$.

With Proposition 4.7 and Lemma 4.9, we now have precise instructions on how to choose the points on $C^*$. The following proposition shows that with said choice on the points and a weak assumption on the orbits, we can ensure that $J_d^T$ exists. Parts of the proof follow the same arguments as in the proof of Proposition 5.12 of Blanc and Cantat [BC16].

\textbf{Proposition 4.10.} Let $d \geq 4$ and denote by $C \subset \mathbb{P}^2$ the cuspidal cubic $C = V(xy^2 - z^3)$. Fix the orbit data $\underline{n} = (n_2, \ldots, n_{2d-1})$ with $n_i \geq 2$ for each $i \in \{2, \ldots, 2d - 1\}$ and all the $n_i$ pairwise distinct. Denote by $\lambda \in \mathbb{R}$ the eigenvalue $\lambda_{d,\underline{n}}$ realising the spectral radius of the de Jonquières matrix $J_d^T$ and set
\[
q_i^0 = q_1 = \frac{1}{\lambda - 1} (2 - \lambda),
\]
\[
q_i^1 = p_1 = \frac{1}{\lambda - 1} (2\lambda - 1),
\]
\[
q_i^0 = q_i = \frac{1}{\lambda - 1} (3\lambda - \lambda^{n_i} + 1) - (\lambda + 1),
\]
\[
q_i^j = \frac{1}{\lambda - 1} (3\lambda^{j+1} - \lambda^{n_i} + 1) - (\lambda + 1), \quad 2 \leq i \leq 2d - 1, 1 \leq j \leq n_i - 1.
\]
where the points are identified with their corresponding point on $C^* \cong \mathbb{A}^1$. Then there exists a de Jonquières map $J_n^2 \in \text{Bir}_d(\mathbb{P}^2)$ with base points $p_1, p_2 = q_2^{n_2 - 1}, \ldots, p_{2d-1} = q_2^{2d-1}$, orbits $O(q_i) = \{q_i^j \mid 0 \leq j \leq n_i - 1\}$ and dynamical degree $\lambda$.

**Proof.** To prove the proposition, we show that there exists an automorphism realising the de Jonquières matrix $J_n^2$ of $(\spadesuit)$ on the blow-up $\pi: X \to \mathbb{P}^2$ in the points $q_i^j$ by applying Proposition 4.7. By direct calculation, we see that $J_n^2$ sends $-K_X$ to itself and preserves the intersection form. Thus, to apply Proposition 4.7, we need to prove the following two claims: that the points $q_i^j$ are all distinct, and that in each class of $J_n^2(E(q_i^j))$ there exists an irreducible curve, where $E(q_i^j) = \pi^{-1}(q_i^j)$ denotes the exceptional curve above $q_i^j$.

We start with proving that the points are distinct. Assume $q_1 = p_1$. This is equivalent to $\lambda = 1$, a contradiction to $\lambda > 2$ by Proposition 4.4. Now, take any $i \neq 1$ and assume $q_i = q_i^j$. This is equivalent to $\lambda^{n_i - 1} = \lambda^j$, a contradiction to $j \leq n_i - 1$ and $\lambda > 2$. Similarly, we find that $p_1 = q_i^j$ is equivalent to $\lambda^{n_i + 1} = \lambda^j$, again a contradiction. Then, for a fixed $i \neq 1$, we can also immediately see that $q_i^{k} \neq q_i^j$ whenever $k \neq j$. Assume therefore that $i, j \neq 1$ and that we have $0 \leq k \leq n_i - 1$ and $0 \leq \ell \leq n_j - 1$ such that $q_i^{k} = q_j^\ell$. Assume without loss of generality that $n_i > n_j$. This is equivalent to $\lambda^{k} = \lambda^\ell$. Since $n_i > n_j$ and $\lambda > 2$, the equation yields $k > \ell$ and is equivalent to $\lambda^{n_i} = \lambda^{n_i + 1}$, where $m = k - \ell$. As $\lambda > 2$ it must follow that $\lambda^{m+n_i} < \lambda^{n_i+1} - 1 = \lambda^{n_i}$, and thus $m + n_j < n_i$. Hence $\lambda^{n_i} < \lambda^{n_i+1}$, a contradiction. Therefore, none of the points blown up by $\pi$ agree.

Now that we know that the point $q_i^j$ are distinct, we turn to proving that there exist irreducible curves in $X$ linearly equivalent to $J_n^2(E(q_i^j))$. Note that using $(\spadesuit)$, the only $J_n^2(E(q_i^j))$ which are not equal to an exceptional divisor are:

\[
J_n^2(E(q_1^1)) = J_n^2(p_1) = (d-1)L - (d-2)E(q_1) - \sum_{i=2}^{2d-1} E(q_i),
\]
\[
J_n^2(E(q_i^{n_i-1})) = J_n^2(p_i) = L - E(q_1) - E(q_i), \quad i \in \{2, \ldots, 2d-1\},
\]
\[
J_n^2(E(q_i^j)) = E(q_i^{j+1}).
\]

We want to secure the existence of an irreducible degree $d-1$ curve through $q_1$ with multiplicity $d-2$ and through $q_2, \ldots, q_{2d-1}$ with multiplicity 1 each.

Start with the blow-up $\tau: X_1 \to \mathbb{P}^2$ in $q_1$ to the first Hirzebruch surface $X_1 = \mathbb{F}_1$. Blow up the point on $X_1$ corresponding to $q_2$ and blow down the strict transform of the line through $q_1$ and $q_2$, resulting in a birational map $\tau_2: X_1 \dasharrow X_2$, where $X_2$ is either $\mathbb{F}_0$ or $\mathbb{F}_2$. By proving that for all $2 \leq i < j \leq 2d - 1$, the points $q_i$ and $q_j$ cannot lie on a line through $q_1$, we can repeat this procedure. In this way, we construct a sequence of birational maps $X_1 \dasharrow X_2 \dasharrow \cdots \dasharrow X_{2d-1}$, where at each step, $\tau_i$ equals the blow-up the point corresponding to $q_i$ followed by the blow-down of the curve we obtain from pushing forward the strict transform of the line through $q_1$ and $q_i$ by the map $\tau_{i-1} \cdots \tau_2$; moreover, $X_i$ is equal to some Hirzebruch surface $\mathbb{F}_s$ for some $s \geq 0$ with $s \equiv i \mod 2$. Thus assume by contradiction that there exist $2 \leq i < j \leq 2d - 1$ such that the points $q_1, q_i$ and $q_j$ lie on a line. By Lemma 4.5, this implies $q_1 + q_i + q_j = 0$, which is equivalent to $\lambda^{n_i} = 1$, a contradiction to $\lambda > 2$. Therefore, a sequence of birational maps $\tau_{2d-1} \cdots \tau_2$ as described above does indeed exist.

Now, $X_{2d-1}$ is equal to some $\mathbb{F}_s$ with $s$ odd. We prove $s = 1$. Assume there exists an irreducible curve of self-intersection $\leq -3$. It must come from a curve in $\mathbb{P}^2$ of degree $k$ passing through $q_1$ with multiplicity $k - 1$ and through $\ell$ points out of $q_2, \ldots, q_{2d-1}$ with multiplicity 1. The self-intersection of its strict transform in $X_1$ is $k^2 - (k-1)^2 = 2k - 1$. Whenever one of the $\ell$ points through which it passes is blown up, the self-intersection decreases by one; yet for every point it does not pass through, the self-intersection increases by one, since we contract a $(-1)$-curve passing through that point. Thus, the irreducible curve of self-intersection $\leq -3$ has self-intersection $2k - 1 - \ell + 2d - 2 - \ell = 2(d + k - \ell) - 3 \leq -3$. Therefore, $d + k \leq \ell$. But, as all the $q_i$ lie on the cubic curve $C$, with Bézout, we find for any curve of $\mathbb{P}^2$ of degree $k$ passing through $q_1$ with multiplicity $k - 1$ and $\ell$ other points with multiplicity 1 that $3k - (k-1) - \ell \geq 0$, implying $2k + 1 \geq \ell \geq d + k$ and thus $k \geq d - 1$ and $\ell \geq 2d - 1$. But $\ell \leq 2d - 2$, a contradiction. Hence, $X_{2d-1} = \mathbb{F}_1$, and we can contract the $(-1)$-curve to obtain a birational
transformation $f: \mathbb{P}^2 \dashrightarrow \mathbb{P}^2$ as in the following diagram, where $\pi$ decomposes into the blow-up $\pi_1$ of the points $q_1, \ldots, q_{2d-1}$, and $\pi_2$ the blow-up of the remaining $q_i^j$:

\[ \begin{array}{c}
\pi_2 \\
\downarrow \\
X' \\
\downarrow \\
\pi_1 \\
\downarrow \\
\mathbb{P}^2 \\
\downarrow \\
f \\
\downarrow \\
\mathbb{P}^2
\end{array} \]

The irreducible curve of self-intersection $-1$ on $X_{2d-1}$ must by the same reasoning as above come from an irreducible curve on $\mathbb{P}^2$ of degree $d - 1$ passing through $q_1$ with multiplicity $d - 2$ and through all the other $q_2, \ldots, q_{2d-1}$ with multiplicity $1$, which lifts to an irreducible curve on $X'$ linearly equivalent to $(d - 1)L - (d - 2)E(q_1) - \sum_{i=2}^{2d-1} E(q_i)$. Furthermore, any line through $q_1$ and $q_i$ lifts to an irreducible curve in $X'$.

To verify that the lines through $q_1$ and $q_i$ and the curve of degree $d - 1$ described above indeed lift to $X$ as desired, we need to prove that none of the other points $q_i^j$, $j > 0$, which are blown up by $\pi_2$, lie on one of these lines through $q_1$ and $q_k$, or on the curve of degree $d - 1$ passing through $q_1$ with multiplicity $d - 2$ and through $q_2, \ldots, q_{2d-1}$ with multiplicity $1$.

We prove that none of the $q_i^j$ with $j > 0$ lie on a line through $q_1$ and $q_k$: if that were the case, then by Lemma 4.5, we would find $q_1 + q_k + q_i^j = 0$. Consider first $q_1 + q_k + p_1 = 0$. This is equivalent to $\lambda = 0$, a contradiction. If now $i > 1$, we find that $q_1 + q_k + q_i^j = 0$ holds if and only if $\frac{\lambda}{\lambda^{n_k+1} + \lambda^{n_i+1}} = 1$. Both terms on the left can be bounded from above strictly by $\frac{1}{d}$ as long as $j + 1 < n_i - 1$, providing a contradiction. If $j + 1 = n_i - 1$, then we find $(\lambda^{n_i} + 1)\lambda = \lambda^{n_k} + 1$. Therefore, $\lambda^{n_k} + 1 = \lambda^{n_i+1} + \lambda > \lambda^{n_i+1} + 1$, whence $n_k > n_i + 1$. Then, $(\lambda^{n_i} + 1)\lambda < 2\lambda^{n_i+1} < \lambda^{n_i+2} \leq \lambda^{n_k} < \lambda^{n_k} + 1$, again a contradiction. Hence, no other $q_i^j$ lies on a line through $q_1$ and $q_k$.

We need to check that none of the orbits lie on the degree $d - 1$ curve through $q_1, \ldots, q_{2d-1}$ with all points having multiplicity $1$ except $q_1$ with multiplicity $d - 2$. By Lemma 4.5, this implies $q_i^j = -(d - 2)q_1 - \sum_{k=2}^{2d-1} q_k$. By replacing the $q_i$ with their explicit values given in the statement and using $\lambda \sum_{k=2}^{2d-1} \prod_{\ell \neq k} (\lambda^{n_k} + 1) = -(\lambda^2 - (d - 1)\lambda - 1) \prod_{k=2}^{2d-1} (\lambda^{n_k} + 1)$, we find

\[
(\lambda - 1)((d - 2)q_1 + \sum_{k=2}^{2d-1} q_k) = (d - 2)(2 - \lambda) + \sum_{k=2}^{2d-1} \left( 3 \frac{\lambda}{\lambda^{n_k} + 1} - (\lambda + 1) \right)
= (d - 2)(2 - \lambda) + \frac{3}{\prod_{k=2}^{2d-1} (\lambda^{n_k} + 1)} \sum_{k=2}^{2d-1} \prod_{\ell \neq k} (\lambda^{n_k} + 1) - (d - 2)(\lambda + 1)
= (d - 2)(2 - \lambda) - 3(\lambda^2 - (d - 1)\lambda - 1) - (d - 2)(\lambda + 1)
= -3\lambda^2 + (\lambda + 1).
\]

Therefore, $q_i^j = -(d - 2)q_1 - \sum_{k=2}^{2d-1} q_k$ would imply $\lambda^2 + 1 = 0$ if $q_i^j = q_1$, $\lambda^2 + \lambda = 0$ if $q_i^j = p_1$ and $\lambda^2 (\lambda^{n_k} + 1) + \lambda^j = 0$ otherwise. But for any of these equations, the left side is positive, since $\lambda > 2$, leading to the desired contradiction.

By the above arguments, there exist irreducible curves $J^q_i(E(q_i^j))$ on the blow-up $\pi: X \to \mathbb{P}^2$ in the points $q_i^j$. Thus, applying Proposition 4.7, there exists a de Jonquières map $J^q_i \in \text{Bir}_d(\mathbb{P}^2)$ with base points $p_1, \ldots, p_{2d-1} \in C^*$ and orbits $O(q_i^j) = \{q_i^j \mid 0 \leq j \leq n_i - 1\}$ which lifts to an automorphism on $X$ such that the induced action on $\text{Pic}(X)$ is equal to the de Jonquières matrix $J^q_i$. As the spectral radius of $J^q_i$ is equal to $\lambda$ by assumption, $J^q_i$ has dynamical degree $\lambda$. This finishes the proof.

Knowing that the de Jonquières maps which are based on the de Jonquières matrices truly exist, we can prove the main statement of this section:
Theorem 4.11. If \( d \geq 4 \), then the ordinal of \( \Lambda(\text{Bir}(\mathbb{P}^2)) \) is greater or equal to \( \omega^{2d-2} \). Thus, the ordinal of \( \Lambda(\text{Bir}(\mathbb{P}^2)) \) is greater or equal to \( \omega^2 \).

Proof. By Proposition 3.10, if we set \( m = 2d - 1 \), we find that \( \Lambda_{d,2d-1} \subset \Lambda(\text{Bir}(\mathbb{P}^2)) \) is of order type \( \omega^{2d-2} \), and it is contained in the open interval \((d - 1, d)\). Then, considering \( \bigcup_{d \geq 4} \Lambda_{d,2d-1} \subset \Lambda(\text{Bir}(\mathbb{P}^2)) \), we find that the order type of \( \Lambda(\text{Bir}(\mathbb{P}^2)) \) is at least \( \omega^2 \).

Combining Theorem 2.3 and Theorem 4.11 implies Theorem 1.1.

Remark 4.12. As noted in Remark 3.11, the accumulation points of \( \Lambda_{d,2d-1} \) lie in \( \Lambda_{d,2d-2} \), which are not Salem numbers any more, but Pisot numbers. Salem numbers are algebraic integers strictly larger than 1 whose other Galois conjugates lie in the closure of the unit disk, with at least one of the conjugates on the boundary, and a Pisot number is an algebraic integer strictly larger than 1 whose other Galois conjugates lie in the open unit disk (see for example Blanc and Cantat [BC16, 1.1.2]). One can see that the elements of \( \Lambda_{d,2d-1} \) are Salem and the elements of \( \Lambda_{d,m} \) with \( m < 2d - 1 \) are Pisot by noting that \( m = 2d - 1 \) if and only if \( H_{d,m} \) from Lemma 3.3 is the zero matrix.

The main difference between Salem and Pisot numbers is that any birational map which can be realised as an automorphism on some blow-up must be Salem, and any birational map which cannot is Pisot, except for quadratic reciprocal integers, which can occur in both cases. Yet by Blanc and Cantat [BC16, Theorem D], the set \( \Lambda(\text{Bir}(\mathbb{P}^2)) \) is closed as soon as \( k \) is uncountable and algebraically closed (for example \( k = \mathbb{C} \)), and thus the accumulation points \( \Lambda_{d,2d-2} \) and in fact all elements of the closure \( \Lambda_{d,2d-1} = \bigcup_{1 \leq m \leq 2d-1} \Lambda_{d,m} \) are also realised as dynamical degrees of birational maps.
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