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Abstract

Among the class of nonlinear particle filtering methods, the Ensemble Kalman Filter (EnKF) has gained recent attention for its use in solving inverse problems. We review the original method and discuss recent developments in particular in view of the limit for infinitely particles and extensions towards stability analysis and multi-objective optimization. We illustrate the performance of the method by using test inverse problems from the literature.
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1 Introduction

This review paper focuses on the Ensemble Kalman Filter applied to general inverse problems. In this context, some literature also uses the term Ensemble Kalman Inversion (EKI). The method itself belongs to the class of particle methods and it is an iterative method for solving inverse problems. The method was originally introduced in [29] for unconstrained minimization problems, and recently extended also to the presence of different types of constraints [12, 28, 2]. The original EnKF has already been introduced more than ten years ago [6, 14, 19, 21] as a discrete time method to estimate state variables and parameters of stochastic dynamical systems. The EKI method has become popular recently, because of the fact that it does not require derivatives of the underlying model for optimization but at the same time enjoys provable convergence results. Applications have been so far, in particular, in oceanography [22], reservoir modeling [1], weather forecasting [31], milling process [42], process control [43], geophysical applications [32, 37, 44], physics [35] and also machine learning [25, 33, 45]. The literature on Kalman filtering is very rich and we can not review this in detail here, but refer to the reference for further details. Our focus is on the reformulation of the EnKF for solving inverse problems as outlined below, in Section 1.2.

1.1 Formulation of the ensemble Kalman inversion

In order to present the mathematical formulation of the EKI method, we denote by $\mathcal{G} : X \rightarrow Y$ the given (nonlinear) forward operator between finite dimensional Hilbert spaces $X = \mathbb{R}^d$,
Consider the inverse problem or parameter identification problem of the type
\[
\text{find } \mathbf{u} \in X \text{ s.t. } \mathcal{G}(\mathbf{u}) = \mathbf{y} + \eta \in Y. \tag{1}
\]
Throughout the paper \( \mathbf{u} \) is referred to as the (unknown) control, whereas \( \mathbf{y} \) represents the data measurements (that are perturbed by noise \( \eta \)). In applications one typically has \( d \gg K \).

The perturbations due to errors in the observations is modeled by \( \eta \) whose distribution is explicitly known. We assume that the noise is normally distributed with given covariance matrix \( \Gamma^{-1} \in \mathbb{R}^{K \times K} \), namely we write \( \eta \sim \mathcal{N}(0, \Gamma^{-1}) \).

In order to solve the inverse problem (1), the EKI considers a number \( J \) of particles or ensemble members whose state is determined by an iterative update. The ensemble members are modeled as realizations of the control \( \mathbf{u} \in \mathbb{R}^d \), in the following combined in \( \mathbf{U} = \{ \mathbf{u}^j \}_{j=1}^J \), with \( \mathbf{u}^j \in \mathbb{R}^d, j = 1, \ldots, J \). The iteration index is denoted by \( n \) and the collection of the ensemble members by \( \mathbf{U}^n = \{ \mathbf{u}^{j,n} \}_{j=1}^J, \forall n \geq 0 \).

Then, at iteration \( n + 1 \) the EKI update is given by
\[
\mathbf{u}^{j,n+1} = \mathbf{u}^{j,n} + C_\mathcal{G}(\mathbf{U}^n) \left( \mathbf{D}_\mathcal{G}(\mathbf{U}^n) + \frac{1}{\Delta t} \Gamma^{-1} \right)^{-1} (\mathbf{y} - \mathcal{G}(\mathbf{u}^{j,n})) \tag{2}
\]
for each \( j = 1, \ldots, J \), where \( \Delta t \in \mathbb{R}^+ \) is a parameter and where the ensemble update (2) depends on covariance matrices:
\[
C_\mathcal{G}(\mathbf{U}^n) = \frac{1}{J} \sum_{k=1}^J \left( \mathbf{u}^{k,n} - \overline{\mathbf{u}}^n \right) \left( \mathcal{G}(\mathbf{u}^{k,n}) - \overline{\mathcal{G}}^n \right)^T \in \mathbb{R}^{d \times K} \tag{3}
\]
\[
D_\mathcal{G}(\mathbf{U}^n) = \frac{1}{J} \sum_{k=1}^J \left( \mathcal{G}(\mathbf{u}^{k,n}) - \overline{\mathcal{G}}^n \right) \left( \mathcal{G}(\mathbf{u}^{k,n}) - \overline{\mathcal{G}}^n \right)^T \in \mathbb{R}^{K \times K}
\]
where we have denoted with \( \overline{\mathbf{u}}^n \) and \( \overline{\mathcal{G}}^n \) the mean of \( \mathbf{U}^n \) and \( \mathcal{G}(\mathbf{U}^n) \), respectively, namely
\[
\overline{\mathbf{u}}^n = \frac{1}{J} \sum_{j=1}^J \mathbf{u}^{j,n}, \quad \overline{\mathcal{G}}^n = \frac{1}{J} \sum_{j=1}^J \mathcal{G}(\mathbf{u}^{j,n}).
\]
Then, it can be proven [29] that
\[
\lim_n \overline{\mathbf{u}}^n = \arg \min_{\mathbf{u}} \frac{1}{2} \left\| \Gamma^{\frac{1}{2}} (\mathbf{y} - \mathcal{G}(\mathbf{u})) \right\|_Y^2. \tag{4}
\]
It is worth to mention that in the original formulation each observation or measurement is perturbed by additional additive noise at each iteration. The EKI satisfies the subspace property [29], i.e., the ensemble iterates stay in the subspace spanned by the initial ensemble. As consequence, the natural estimator for the solution of the inverse problem is provided by the mean of the ensemble.

In recent years, the EKI was also studied as technique to solve inverse problems in a Bayesian framework. For instance see the works [20, 23] and the references therein. The analysis of the method is proven to have a comparable accuracy with traditional least–squares approaches to inverse problems [29]. The method approximates a specific Bayes linear estimators and it is able to provide an approximation of the posterior measure. For a detailed
discussion we refer to [4, 34]. In this work, we keep the attention on the classical approach which aims to solve the inverse problem through an optimization point–of–view, see (4). Additional properties of the EKI method, continuous–time limits [7, 8, 13, 40, 41], i.e., \( n \rightarrow \infty \) and mean–field limits on the number of the ensemble members [10, 16, 23, 27], i.e., \( J \rightarrow \infty \) have been recently been developed and will be reviewed in more detail below.

1.2 Structure of the paper

The remainder of this paper is organized as follows. In Section 2 we review the continuous formulations of the EKI method which lead to a preconditioned gradient descent system and to a Vlasov–type partial differential equation. In Section 3 and in Section 4, instead, we present two new formulations of the EKI method for multi–objective inverse problems and for globally asymptotically convergence to the target solution, respectively. Finally, we draw conclusions and perspectives in Section 5.

2 Continuous limits of the ensemble Kalman inversion

The continuous in time limit reduces the discrete update to a coupled system of ordinary differential equations. This limit has been performed in different recent publications, starting from [40] to more recent formulations, e.g. see [11] for the hierarchical EKI. In particular, in [40] it has been shown that continuous in time limit results, in case of a linear forward model \( \mathcal{G} \), to a gradient flow structure. This gradient flow provides a solution to the inverse problem (1) by minimizing the least–squares functional

\[
\Phi(u, y) := \frac{1}{2} \left\| \Gamma^{1/2} (y - \mathcal{G}(u)) \right\|_Y^2. \tag{5}
\]

Observe, however, that in the continuous limit [40] the regularization term originally present in (4) vanishes for certain scalings. Although typically the analysis of the continuous in time EKI focuses on linear forward models, there are recent results on the EKI formulations in nonlinear settings [17].

2.1 Continuous–time limit

The continuous–time limit was firstly proposed in [40]: consider the parameter \( \Delta t \) as an artificial time step for the discrete iteration, i.e. \( \Delta t \sim N_t^{-1} \) with \( N_t \) being the maximum number of iterations and define \( \mathbf{U}^n \approx \mathbf{U}(n\Delta t) = \{ u^j(n\Delta t) \}_{j=1}^J \) for \( n \geq 0 \). Computing the limit \( \Delta t \rightarrow 0^+ \) one obtains

\[
\frac{d}{dt} u^j = C_\mathcal{G}(\mathbf{U}) \Gamma (y - \mathcal{G}(u^j)), \quad j = 1, \ldots, J
\]

\[
C_\mathcal{G}(\mathbf{U}) = \frac{1}{J} \sum_{k=1}^J (u^k - \bar{u}) \left( \mathcal{G}(u^k) - \bar{\mathcal{G}} \right)^T
\tag{6}
\]

with initial condition \( \mathbf{U}(0) = \mathbf{U}^0 \). Note that within this limit the noise is scaled with \( \frac{1}{\Delta t} \) which allows for the continuous time limit. Further, the term \( D_\mathcal{G} \) vanishes leading to possibly unstable dynamics [27, 5].
However, in the case of $G$ linear, i.e., $G(u) = Gu$, with $G \in \mathbb{R}^{K \times d}$, the (6) can be reformulated in terms of the gradient $\nabla \Phi$ as a gradient flow:

$$
\frac{d}{dt} u^j = -C(U) \nabla u^j \Phi(u^j, y), \quad j = 1, \ldots, J
$$

(7)

Since $C(U)$ is positive semi–definite we obtain

$$
\frac{d}{dt} \Phi(u(t), y) = \frac{d}{dt} \frac{1}{2} \left\| \Gamma^{1/2} (y - Gu) \right\|^2 \leq 0.
$$

(8)

Although the forward operator is assumed to be linear, the gradient flow is nonlinear. For further details and properties of the gradient descent equation (7) we refer to [40, 41]. In particular, we emphasize that the subspace property of the EKI also holds for the continuous dynamics and the following important result on the velocity of the collapse of the ensembles towards their mean in the large time limit, cf. Theorem 3 in [40, 8]:

$$
\left\| \Gamma^{1/2} G(u^j(t) - \bar{u}(t)) \right\| = O(Jt^{-1}).
$$

2.2 Mean–field limit

By definition, the EKI method considers a finite ensemble size $J < \infty$. The behavior of the method in the limit of infinitely many ensembles can be studied via mean–field limit in analogy with the classical mean–field derivation of multi–agent systems [9, 24, 30, 39]. In the case of a linear forward model, the limit leads to a Vlasov–type gradient flow PDE.

$$
\partial_t f(t, u) - \nabla_u \cdot (C(f) \nabla_u \Phi(u, y) f(t, u)) = 0, \quad f(t, 0) = f_0(u)
$$

(9)

for a compactly supported on $\mathbb{R}^d$ probability density $f$ of $u$ at time $t$ denoted by

$$
f = f(t, u) : \mathbb{R}^+ \times \mathbb{R}^d \rightarrow \mathbb{R}^+.
$$

(10)

The initial probability density distribution is denoted by $f_0$. The operator $C(f)$ is the mean–field limit of the covariance of the ensemble and can be written in terms of moments of $f$ as

$$
C(f) = E(t) - m(t)m^T(t) \geq 0,
$$

(11)

where $m \in \mathbb{R}^d$ and $E \in \mathbb{R}^{d \times d}$ are defined, respectively, as

$$
m(t) = \int_{\mathbb{R}^d} uf(t, u) du, \quad E(t) = \int_{\mathbb{R}^d} uu^T f(t, u) du.
$$

(12)

For the rigorous mean–field derivation and analysis of the EKI we refer to [10, 16]. Equation (9) is a nonlinear transport equation arising from non–linear gradient flow interactions and in [10, 5] it is observed that the counterpart of (8) holds at the kinetic level. In fact, for

$$
\mathcal{L}(f, y) = \int_{\mathbb{R}^d} \Phi(u, y) f(t, u) du,
$$
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we obtain
\[ \frac{d}{dt} \mathcal{L}(f, y) = \int_{\mathbb{R}^d} \Phi(u, y) \frac{\partial}{\partial t} f(t, u) \, du = - \int_{\mathbb{R}^d} (\nabla_u \Phi(u, y))^T C(f) \nabla_u \Phi(u, y) \, du \leq 0, \]
since \( C(f) \) is positive semi-definite. In particular, \( \mathcal{L}(f, y) \) is strictly decreasing unless \( f \) is a Dirac measure. Also, for \( f(u) = \delta(u - u^*) \) for \( u^* = \text{argmin}_{u \in \mathbb{R}^d} \Phi(u, y) \) provides a steady solution of the continuous–limit formulation, but the converse is not necessarily true. In fact, all Dirac distributions, satisfy \( C(f) = 0 \) and hence provide steady solutions of (9).

The mean–field interpretation of the EKI has allowed to design computationally efficient methods based on the mean–field formulation [3, 27]. In particular, it is possible to use a large number of particles which guarantees significantly better reconstructions of the unknown control, cf. Section 5 in [27].

3 Multi–objective ensemble Kalman inversion

The EKI can also be extended to treat also multi-objective optimization problems within a weighted function approach. Here, a vector of controls has to be determined for competitive models \( G_i \) for \( i = 1, \ldots, l \) and given observational data:

\[ y_i = G_i(u) + \eta_i \quad i = 1, \ldots, l \]

for \( l \) models \( G_i : \mathbb{R}^d \to Y \) and \( l \) observations \( y_1, \ldots, y_l \in Y \), where \( \eta_i \) is observational noise. A solution to (13) can be obtained e.g. using a multi–objective optimization [18, 36, 38]:

\[ \min_{u \in \mathbb{R}^d} \left( \| \Gamma^\frac{1}{2} (y_1 - G_1(u)) \|, \ldots, \| \Gamma^\frac{1}{2} (y_l - G_l(u)) \| \right). \] (14)

Solution in this framework is related to the notion of Pareto optimality [38] that defines a concept of minimum for the vector–valued optimization problem (14).

**Definition 3.1.** A point \( u^* \in \mathbb{R}^d \) is called Pareto optimal if and only if there exists no point \( u \in \mathbb{R}^d \) such that \( G_i(u) \leq G_i(u^*) \) for all \( i = 1, 2, \ldots, l \) and \( G_j(u) \leq G_j(u^*) \) for at least one \( j \in \{1, 2, \ldots, l\} \).

The set \( \mathcal{S}_U \) of all \( u^* \) fulfilling Definition 3.1 is called Pareto set, while its representation in the space of objectives \( \mathcal{S}_G := \{ (y_i - G_i(u))^l_{i=1} : u \in \mathcal{S} \} \) is called Pareto front. An approximation of \( \mathcal{S}_G \) can be recovered following an approach based on weighted function method [36]. Let \( \mathbf{1} = (1, \ldots, 1)^T \) and let \( \lambda \in \Lambda \) be a fixed vector in the set

\[ \Lambda := \{ \lambda \in \mathbb{R}^l_+ : \lambda \cdot \mathbf{1} = 1 \}. \] (15)

Define the weighted objective function and the weighted observations as

\[ G(u, \lambda) := \sum_{i=1}^l \lambda_i G_i(u) : \mathbb{R}^d \times \Lambda \to Y \quad \text{and} \quad y = \sum_{i=1}^l \lambda_i y_i. \] (16)
An approximation to the Pareto front \( S_U \) is then obtained by \( P := \{ u^*(\lambda) : \lambda \in \Lambda \} \), where for each \( \lambda \)

\[
u^*(\lambda) = \arg\min_{u \in X} \Phi(u, \lambda), \quad \Phi(u, y, \lambda) = \frac{1}{2} \left\| \Gamma \sum_{i=1}^t \lambda_i (y_i - G_i(u)) \right\|^2 \quad \forall \lambda \in \Lambda.
\]  

In case of a convex problem, \( S_U = P \), see [36, Theorem 3.1.4]. In theory the previous problem (17) needs to be solved for all \( \lambda \in \Lambda \).

Using a mean–field approach as in the last section, allows for an analysis on the dependence of \( u^*(\lambda) \) on \( \lambda \) which in turn is used as adaptive grid on \( \Lambda \). The evolution of the formal sensitivity of the mean-field description \( f \) of the particle distribution with respect to \( \lambda_i \) is given by

\[
0 = \partial_t \partial_{\lambda_i} f(t, u, \lambda) - \nabla_u (\partial_{\lambda_i} C \nabla_u \Phi(u, y, \lambda) f(t, u, \lambda) + C \partial_{\lambda_i} \Phi(u, y, \lambda)) f(t, u, \lambda) + C \partial_{\lambda_i} \Phi(u, y, \lambda) \partial_{\lambda_i} f(t, u, \lambda),
\]

for zero initial data. The set of equations (18) for \( i = 1, \ldots, l \) is defined on the extended phase space \( \mathbb{R} \times X \times \Lambda \) and therefore computationally infeasible. However, the Pareto set is given as moment of \( f \) where the first moment \( m \) depends additionally on \( \lambda \):

\[
P(t) = \left\{ m(\lambda, t) := \int_X u \ d f(t, u, \lambda) : \lambda \in \Lambda \right\}.
\]  

Similarly, moments of (18) can be defined leading to a set of ordinary differential equations for \( \nabla_\lambda m(\lambda, t) \) [26, Lemma 2.3]. This in turn allows to define an adaptive grid \( \{ \lambda^k k = 1, \ldots \} \subset \Lambda \). Let for a fixed \( \bar{\lambda} = \lambda^k \) the corresponding optimal parameter be approximated by \( m(\bar{\lambda}, T) \) for some \( T \) fixed and sufficiently large. Then, consider the following Taylor expansion

\[
m(\bar{\lambda} + \Delta \lambda, T) \approx m(\bar{\lambda}, T) + \Delta \lambda \cdot \nabla m(\bar{\lambda}, T), \text{ and } \Delta \lambda = \lambda^{k+1} - \bar{\lambda}.
\]  

Reformulating (20) allows to obtain \( \lambda^{k+1} \in \Lambda \) adaptively based on the approximation on the Pareto set \( P(t) \). It also yields an estimate on the norm of the update \( \Delta \lambda \) on an approximation of \( S_U \) with given tolerance \( \delta > 0 \) by \( \| \Delta \lambda \| \| \nabla m(\lambda^k) \| \leq \delta \).

### 3.1 Numerical experiment

In the numerical experiment we show that the adaptive strategy leads to results that approximate the Pareto front \( S_U \) very well with only a few discretization points \( \lambda^k k = 1, \ldots, K \). We set \( l = 2 \) so that \( \Lambda \) is parameterized by a single parameter \( \lambda \in [0, 1] \), i.e. \( \mathcal{G} = \lambda \mathcal{G}_1 + (1 - \lambda) \mathcal{G}_2 \). Then, we consider two non convex functions \( \mathcal{G}_1, \mathcal{G}_2 : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \) as in [15]

\[
\mathcal{G}_1(u_1, u_2) = 1 - e^{- \left( u_1 - \frac{1}{\lambda} \right)^2 - \left( u_2 - \frac{1}{\lambda} \right)^2}, \quad \mathcal{G}_2(u_1, u_2) = 1 - e^{- \left( u_1 + \frac{1}{\lambda} \right)^2 - \left( u_2 + \frac{1}{\lambda} \right)^2},
\]

and \( y_i = 0 \) and \( \eta_i = 0 \), for \( i = 1, 2 \). As further parameters we use \( J = 25 \) particles sampled from the uniform distribution \( U_0 \sim \mathcal{U}([-2, 2]^2] \), the tolerance is set \( \delta = 5 \cdot 10^{-3} \), \( T_{fin} = 10 \), \( \Gamma = 1 \) and \( K = 22 \).

Even so, the theoretical results have been proven in the linear case [26, Sec. 3], they are applied here in a nonlinear framework. We compare a naive choice for the discretization of \( \Lambda \) using an equidistant grid (direct approach) with the outlined adaptive strategy.
We observe that the solution obtained with the adaptive approach covers a larger part of the Pareto front, showing additionally a relatively sharper resolution compared with the direct approach, see Figure 1.

Moreover, the approximation of the Pareto set in Figure 2 shows the expected behavior. Here, the adaptive strategy yields a cloud of points relatively close to the (analytically known) Pareto set \( S_U \) compared with the direct approach.

### 4 Stabilized continuous limit of the ensemble Kalman inversion

In the continuous–time limit the term \( \mathbf{D}_G \) present in the discrete formulation vanish due to scaling. This consideration inspired \([5]\), where a stability analysis of the moment system of the time–continuous EKI (7) is performed. Therein, it has been established that the system has infinitely many non–hyperbolic Bogdanov–Takens equilibria leading to several undesirable consequences. The latter are structurally unstable, i.e., sensitive to small perturbations. Since those equilibria lie on the set where the preconditioner \( \mathbf{C} \) collapse to zero, low order of convergence in time holds true. Further, numerical approximations may push the trajectory in the unfeasible region of the phase space or get the method stuck in the wrong equilibrium.

These considerations led to a modified formulation of the method is globally asymptotically stable by introducing the regularization term \( R \) to the dynamics. More precisely, given \( \Sigma \in \mathbb{R}^{d \times d} \) symmetric and full–rank, in particular positive definite, in \([5]\) it is proposed to consider the following general discrete dynamics for each ensemble member \( j = 1, \ldots, J \) in the case of a linear model:

\[
\frac{d}{dt} \mathbf{u}^j = -\tilde{\mathbf{C}}(\mathbf{U}) \nabla \Phi(\mathbf{u}^j, \mathbf{y}) + R(\mathbf{U}),
\]

\[
R(\mathbf{U}) = \beta \tilde{\mathbf{C}}(\mathbf{U})(\mathbf{u}^j - \bar{\mathbf{u}}), \quad \tilde{\mathbf{C}}(\mathbf{U}) = \mathbf{C}(\mathbf{U}) + (1 - \alpha) \Sigma,
\]

with parameters \( \alpha, \beta \in \mathbb{R} \). The choices \( \alpha = 1 \) and \( \beta = 0 \) yield the continuous–time limit (7).
for the original EKI. The modified dynamics (22) differs from (7) in the formulation of the preconditioner $\hat{C}(U)$ and in the presence of the additive term $R(U)$. The new preconditioner is related to an inflation of the covariance $C(U)$ for $\alpha < 0$. This modification allows to stabilize the phase space of the moments. The term $R(U)$, instead, has been shown to be an acceleration term for the convergence towards equilibrium. The modified dynamical system (22) has also a mean–field interpretation:

$$\frac{df(t, u)}{dt} - \nabla u \cdot \left( \hat{C}(f) (\nabla_u \Phi(u, y) - \beta(u - m)) f(t, u) \right) = 0,$$

where $\hat{C}(f)$ is the mean–field of $\hat{C}(U)$ leading to $\hat{C}(f) = E(t) - m(t)m^T(t) + (1 - \alpha)\Sigma$.

The stability analysis of the moment equations is performed in the simplified setting where $K = d$ and $\Gamma, G$ are identity matrices. The $d + d^2$ dynamical system of the moments of (23) is then

$$\frac{dm(t)}{dt} = C(y - m) + (1 - \alpha)\Sigma(y - m), \quad \frac{dC(t)}{dt} = -2CC - (1 - \alpha)\Sigma C - (1 - \alpha)C\Sigma,$$

and its linearization ($\delta m, \delta E$) at target equilibrium $(m^*, C^*) = (y, 0)$ fulfills

$$\frac{d}{dt} \delta m(t) = -(1 - \alpha)\Sigma \delta m, \quad \frac{d}{dt} \delta C(t) = -4(1 - \alpha)\Sigma \delta C.$$

For $\alpha < 1$ and $\Sigma$ positive definite the target equilibrium is hyperbolic. This formal presentation of the role of the parameters is mathematically rigorous in [5], where also exponentially fast convergence to the target equilibrium is proven.

4.1 Numerical experiments

We consider the inverse problem of identifying the force function $u(x)$ of a linear elliptic equation in one spatial dimension assuming that noisy observation of the solution to the problem are available, e.g. see [29, 40, 27].
The problem is prescribed by the following one dimensional elliptic PDE for $p$

$$-\frac{d^2}{dx^2} p(x) + p(x) = u(x), \quad x \in [0, \pi]$$

subject to boundary conditions $p(0) = p(\pi) = 0$. To obtain measurement data we use the continuous control $u(x) = \sin(8x)$. The problem is discretized using a uniform mesh with $d = K = 2^8$ equidistant points $\{x_i\}$ on the interval $[0, \pi]$. Denote by $u_i^\dagger = u(x_i)$ the evaluations of the control function $u(x)$ on the mesh $i = 0, 1, \ldots, d$. Noisy observations $y \in \mathbb{R}^K$ are obtained by

$$y = p + \eta = Gu^\dagger + \eta,$$

where $G \in \mathbb{R}^{K \times d}$ is a first–order finite difference discretization of the PDE (24). For simplicity we assume that $\eta$ is a Gaussian white noise, i.e., $\eta \sim \mathcal{N}(0, \gamma^2 I)$ with $\gamma \in \mathbb{R}^+$ and $I \in \mathbb{R}^{d \times d}$ is the identity matrix. We are interested in recovering an approximation to the discrete control $u^\dagger \in \mathbb{R}^d$ from the noisy observations $y \in \mathbb{R}^K$.

In Figure 3 we show the solution to this problem provided by the time–continuous limit of the original EKI and the stabilized formulation proposed in [5]. Both method use $J = 20$ ensemble members and a noise level of $\gamma = 0.01$. We observe that the stable EKI produces a qualitatively improved reconstruction of the control and observation compared to the classical EKI. Moreover, as expected by the analysis, we observe that the stable EKI converges faster than the classical method, see Figure 4.

5 Conclusions

An overview on the EKI and its current developments has been provided. The analytical properties have been investigated and, in particular, the mean–field equation and its corresponding moment system has been presented. Two recent extensions of the EKI has been shown and discussed towards coupled inverse problems and towards numerically stable formulations. Further developments may involve a mixture between the two novelties presented and since many physical problems are subject to additional parameteric uncertainty, a suitable
treatment of the then stochastic EKI might be of further interest. In case of large parameter spaces $X = \mathbb{R}^d$ with $d \gg 1$ computational issues need to be addressed as well, since e.g. $C_G$ grows quadratic in $d$. Furthermore, the outlined approach of time-continuous and mean-field limit is applicable to wider range of particle methods and might serve as a starting point for future investigation into nonlinear filtering from a mathematical perspective.
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