Modeling of Clos Switching Structures with Dynamically Variable Number of Active Switches in the Spine Stage

Mariusz Głabowski 1,*; Maciej Sobieraj 1; Maciej Stasiak 1 and Michal Dominik Stasiak 2

1 Institute of Communication and Computer Networks, Faculty of Computing and Telecommunications, Poznan University of Technology, ul. Polanka 3, 60-965 Poznan, Poland; maciej.sobieraj@put.poznan.pl (M.S.); maciej.stasiak@put.poznan.pl (M.S.)
2 Institute of Management, Department of Investment and Real Estate, Poznan University of Economics and Business, aleja Niepodległości 10, 61-875 Poznan, Poland; michal.stasiak@ue.poznan.pl
* Correspondence: mariusz.glabowski@put.poznan.pl

Received: 20 April 2020; Accepted: 25 June 2020; Published: 30 June 2020

Abstract: This article proposes a new analytical model of a switching structure using a Clos network topology. The assumption is that, in the structure under consideration, it is possible to switch off temporarily a certain number of spine switches (those in the middle stage of the switching fabric) depending on the current intensity of the offered traffic to reduce power consumption. The solution presented in the article can be used in present-day multiservice switching fabrics and in networks connecting servers in data centers. The developed analytical model allows the value of blocking probabilities for different stream classes of multiservice traffic to be evaluated in switching structures (switching fabrics) with a variable number of switches in the middle stage. The results obtained on the basis of the analytical model are compared with the results obtained as a result of relevant simulation experiments for a selected structure of the switching fabric. The study confirms high accuracy of the proposed model. This model can be used in further works to evaluate the effectiveness of energy-saving switching fabrics and the networks of data centers, as well as to construct energy-saving control algorithms that would control these switching structures, that is, algorithms that would change the topology of the switching fabric depending on changes in the offered traffic.
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1. Introduction

The ample amount of work done on the optimization of energy consumption in communication systems that is currently carried out in several company research centers and academic institutions is conducted at a number of levels, from the lowest one, involving the construction of devices and the improvement of algorithms that control the operation of individual modules/devices, up to the highest level related to the dimensioning and designing of networks and systems.

It is evident that the power consumption of network devices largely depends on the volume of offered traffic [1–3]. While choosing appropriate devices (resources), network operators primarily target more effective economic efficiency and service quality and rely on and are guided by the maximum traffic value in those periods that are deemed to provide the heaviest load for systems. It should be noticed, however, that, for many services, correlative to the activity of subscribers, high load periods can last from a couple of hours to even half a day. This situation occurs, for example, in content delivery networks (CDNs), in which large fluctuations in network loads occur within 24 h [4,5]. In addition, the effects of variability of load distribution on network performance are clearly observable not only within the 24-h scale but also within days (weekdays vs. weekends) [2].
Keeping ongoing activity of all network devices, regardless of the network load, leads to a significant overscaling (or overdimensioning) of the network (which is expressed in a larger number of resources than the resources needed for traffic with required quality parameters to be handled) in certain time periods. At the same time, the overdimensioning eventually leads to ineffective use of electrical energy. In such circumstances, a temporary switch-off of certain individual network elements (e.g., routers, switches) or their modules (e.g., single switching elements in a switching fabric) seems to be a good solution to the problem [1,3].

Temporary deactivation of network devices or their modules is feasible in the networks of devices that are to be found, for example, in switching fabrics (connecting individual switches) or in data centers (connecting individual servers). A typical topology in these networks is the Clos topology, proposed in [6] for switching fabrics. Nowadays, a Clos topology is used more and more often for connecting servers in data centers [7,8]. The characteristic Clos multipath architecture between a given input and output of a switching fabric results in a situation where switching off a certain number of elements in this structure does not lead to the total inability to set up a call but only increases loads in the remaining modules. Within this particular context, the application of appropriate and well-matched traffic engineering techniques that would determine the number of necessary network elements required for traffic with required quality parameters to be serviced can lead to a decrease in the demand for energy in data centers and switching fabrics [1,3].

The present article is devoted to an analysis of multiservice structures/networks denoted in the article by the acronym MSF (multiservice switching fabrics). Because of the historical primacy of the application of these structures to analyze switching fabrics in telephone networks, further in the article, we will refer mainly to the terminology typical for switching fabrics while indicating the analogies to the structures used in data centers.

Construction of energy-aware switching fabrics is based on contradictory criteria: minimization of electrical energy consumption and, at the same time, minimization of the blocking probability of the switching fabric. A decrease in energy intake can be executed through appropriate mechanisms used to turn off switches of a multiservice switching fabric at the time of decreased demand for resources throughout the day and night. This means that a certain number of switches in the switching fabric will be temporarily deactivated, that is, “removed” from the network structure. At the same time, however, this method for achieving the first criterion limits the possibility of achieving the other optimization criterion since switching off a certain number of switches will consequently lead to an increase in the blocking probability [9,10]. This problem will be solved in the present article through an introduction of the appropriate limitations related to the assumed values of QoS parameters (in particular with the blocking probability) that, regardless of the load, are not to exceed the adopted boundary values. This means that in each and every condition the network structure can be changed in such a way that the blocking probability will not exceed the assumed values (thresholds).

This article is structured as follows: Section 2 includes an overview of the methods for modeling single-service and multiservice switching fabrics that can find their application in both modeling of modern switching fabrics and networks found in data centers. Section 3 describes MSF with variable Clos structure operating with the point-to-group selection. Section 4 presents a description of the basic group models used in modeling MSF. Section 5 proposes an analytical model of MSF, that is, the point-to-group blocking for multichannel traffic and compression (PGBMTC) model that includes a possibility to introduce changes in the number of active switches of the middle stage. In Section 6, the results of the analytical calculations are compared with the results of the simulation experiments for a number of selected structures of switching fabrics. Section 7 presents an example of an application of the PGBMTC model to construct a method aimed at saving energy in MSF depending on the current load of the network and required quality parameters. Section 8 sums up the article.
2. Related Work

The abundant literature addressing the analysis and modeling of energy consumption in network systems typically distinguishes four types of resources: communication, storage, memory, and computation [11]. Within the group of resources related to communication, the authors of [11] distinguish, for example, the influence of the number of network devices, type of network devices, and traffic load. These are key factors for any analysis of the network of connections in data centers and switching fabrics. In either case, the topology of connections proposed by Clos for single-service switching fabrics (SN) in 1953 [6] is used. This topology is shown in Figure 1.

![Figure 1. A three-stage Clos switching fabric.](image)

Note that the switches of the external/edge stages (input/output modules) can be regarded as the “leaf”-type switches of the edge part, whereas the switches of the middle stage (central modules) can be regarded as the “spine”-type switches of the backbone part (Figure 2) in networks used in data centers.

![Figure 2. A three-stage Clos topology of a data center.](image)

Multiservice Clos topology (three-stage, five-stage, or seven-stage) provides a possibility to construct a switching fabric with several dozen/hundred inputs/outputs using single switches with several inputs/outputs. At the same time, by controlling the number of switches of the middle stage of a Clos network, it is easy to have influence on the internal blocking probability [6].
In the network of connections between servers in data centers using Clos topology [7], servers are added to “leaf” switches in external stages (edge) that are, in turn, connected to “spine” switches (core). Because of the missing direct connections between the switches of the type “leaf” or “spine,” each server is within the distance of three “hops” away from other servers that form the three-stage Clos structure presented in Figure 3 [7].

![Figure 3. A three-stage Clos topology of a data center.](image)

The middle stage that is composed of “spine” switches can be replaced by a three-stage structure by creating five-stage structures (Figure 4). As in the case of switching fabrics, the Clos topology provides high scalability of the structure (easy addition of subsequent servers as a result of an increase in the number of “leaf” switches and easy increase in the capacity of the switching structure as a result of an increase in the number of “spine” switches) and high resistance of the structure to damages of individual switches or links [7,8]. In all, the Clos structure provides a large number of connection paths between a required input and output of a switching fabric or required servers in the connection network, which, consequently, can be directly taken advantage of in developing energy-saving minimization techniques in network systems that are based on a change in the load of individual network elements and their activation/deactivation [9,12–14]. The Clos topology is used in both traditional data centers based on electronic switching and data centers based on hybrid optical switching (HOS) [15].

![Figure 4. A five-stage Clos topology of a data center.](image)

The idea of standby (“dormant”) network devices (and the sleeping/standby mode) to limit energy consumption in the Internet was proposed as early as 2003 [16]. Over the years, the idea was developed in [17], which introduced the concept of a device called network connectivity proxy...
that intercepted and controlled communication in devices that were in the dormant/standby mode. These solutions, proposed mainly for a local computer network, were then expanded to include wide area networks [3,18]. Optimization of energy consumption in such networks was executed on the basis of appropriate traffic control algorithms in relation to its intensity. As a consequence, the authors of the above works developed a number of algorithms to generate sets of routes that made it possible to handle the intensity of the offered traffic with the required quality parameters.

The general model of network systems that takes into account electrical energy consumption in the individual resources of the network and the algorithms to control the activation and deactivation of such resources depending on the network load is presented in [14]. A particular attention in the latter work is given to the necessity of the application of hysteresis in the switching-in/switching-off stage for individual elements of the network or a change in the paths used to transmit traffic streams. Too frequent changes, in particular those related to a change in the routes of packets, eventually lead to oscillation (too frequent switching of paths), packet losses, or even an increase in power consumption [1].

One of the first works devoted to the optimization of power consumption in switching structures depending on their loads is proposed in [19]. The authors consider a fat-tree architecture in which the number of possible connection paths is limited in relation to the Clos structure. The solution proposed in the article is based on switching on/off individual links in a given switch depending on the current load of active links. The proposed solution, however, does not take into consideration the value of traffic offered to the entire switching structure and the multiclass nature of the traffic streams of the offered traffic. The energy effectiveness of multiplane banyan switching fabrics is analyzed in [20]. Its author develops a time-effective control algorithm for a switching fabric that makes the number of active dimensions of the network dependable on the intensity of offered traffic. Similar to [19], the considerations presented in [20] are limited to an analysis of single-class traffic.

Models of switching structures with a Clos topology are mainly based on the concept of the so-called effective availability. The first models of this kind were proposed for single-service switching fabrics in [21–24]. An appropriately modified concept of effective availability was also used in modeling MSFs. The work [25] presents MSF models with the point-to-group selection. In turn, in [26], an MSF model with the point-to-group selection and a number of attempts to set up a connection is developed.

One can find more complex MSF models in the literature of the subject, including those that are based on the concept of effective availability. In these models, a possibility to service a large number of Erlang, Engset, and Pascal traffic streams is taken into consideration [27]. The authors of [28] derive a method to model switching fabrics that are capable of handling multicast traffic. The article [29] proposes MSF models with introduced threshold mechanisms for traffic generated by the so-called multiservice sources. In Reference [30,31], MSF models where the so-called overflow links have been introduced to their structure are considered.

This article proposes a new model of MSF with the point-to-group selection and variable structure that make it possible to activate/deactivate switches of the middle stage depending on the intensity (load) of the offered traffic. The model proposed in the article has the advantage of determining the blocking probability in successive structures of the network in which the number of switches is successively decreased. A decrease in the number of switches in the internal (spine) stages of a switching fabric is followed by the creation of new structures of MSF, that is, switching fabrics with compression, which in consequence leads to a necessity to consider blocking the switches of the first stage in the model. Until then, this type of blocking was considered exclusively for the case of single-service networks [22,23] and will be analyzed in MSFs, according to the best belief of the authors, for the first time (the simplified model of a multiservice network with a variable number of switches of the middle stage, proposed by the authors in [10], did not take the blocking probability for the switches of the first stage into consideration). The results obtained on the basis of the proposed model can be used to design energy-aware, variable structures of switching fabrics and networks of data centers that can operate in any traffic condition, retaining the assumed QoS parameters.
3. Multiservice Switching Fabric

Consider the schematic diagram of the three-stage switching fabric shown in Figure 1. To simplify the applied notation, our further assumption is that the number of switches in each of the stages is the same and equals \( k \), whereas the size of each of the switches is equal to \( k \times k \) links (Figure 5) [6,32]. Let the input, output, and interstage links have identical capacity equal to \( f \) AUs (allocation units). A single AU is expressed in kbps (Mbps, Gbps) and is defined as the greatest common divisor (GCD) of the bitrates of all traffic classes offered to MSF [33,34]. The output links of the MSF can be grouped into directions, that is, groups of links coming out from the switching fabric. Figure 5 shows an example of the execution of the output directions, according to which the \( i \)-th output links of each of the switches of the last stage create an \( i \)-th direction. Therefore, the MSF presented in Figure 5 has \( k \) directions altogether, with \( k \) output links each (generally, an output direction can be composed of one link up to \( k \times k \) links). The adopted assumptions concerning the dimensions of the switches, their equal number in individual stages, the equal capacity of the interstage links, and the way output direction is executed do not affect the generality of further considerations.

![Figure 5. Three-stage Clos switching fabric.](image)

If one switch of the second stage, for example, the first switch, is removed from the MSF structure, then the links of this switch that lead to the switches of the external (edge) switches (marked in Figure 5 by a dashed line) will also be removed from the structure of the MSF. Following the removal of one switch of the second stage, \( k \) switches of the first stage will change their dimensions that are now equal to \( k \times (k - 1) \) links. The remaining \((k - 1)\) of the switches of the second stage has the dimensions \( k \times k \) links, whereas \( k \) switches of the third stage will change their dimensions to \((k - 1) \times k \) links. Therefore, if we remove \( u \) switches of the middle stage from the network structure, we will obtain a network composed of \( k \) switches of the type \( k \times (k - u) \) in the first stage, \((k - u)\) switches of the type \( k \times k \) in the second stage, and \( k \) switches of the type \((k - u) \times k \) in the third stage.

In the article, we analyze traffic at the flow (session) level and not at the packet level [35,36]. In the case of switching fabrics and data centers, offered traffic is most frequently aggregated traffic and comes from a large number of sources. Each of the flows is assigned certain resources demanded by it that are assigned for the traffic class to which this flow belongs. The values of these demands result from the parameters of this flow at the packet level. Typically, the assumption in these systems, in their analysis at the session level (flow, calls), is that time distribution between successive sessions (flows) can be modeled by a Poisson distribution, whereas service time can be modeled by exponential distribution [37–39]. Following the above assumptions, offered traffic is multiservice Erlang traffic [40,41]. Our assumption is that the MSF is offered a mixture \( M \) Erlang traffic stream that can be characterized by the following parameters:
• $A_i$—the average traffic intensity of class $i$ ($1 \leq i \leq M$) offered to the switching fabric. Further in the article, instead of the notion “average intensity of traffic of class $i$,” the notion “traffic of class $i$” will be used.

• $t_i$—the number of AUs demanded for a call of class $i$ to be set up in MSF ($1 \leq i \leq M$).

Consider an algorithm to control setting up connections (further in the text called the algorithm) in an MSF with a symmetrical Clos structure (Figure 5), from which no switches of the second stage have been removed yet. The assumption is that MSF operates in the point-to-group selection mode. In the case of the point-to-group strategy, a possibility of connecting a given destination point (such as a server, for example) to multiple switches of the external stages is taken into account. In its first step, the algorithm identifies and marks the switch of the first stage at the output of which a new call that demands a connection to any link of a selected direction has arrived. In its next step, the algorithm marks (indicates) the switches of the third stage that have free output links in the direction demanded by the new call. The occupancy of all links in this direction means that the phenomenon of external blocking has occurred and the call is lost. Otherwise, if only one output link in the required direction is unoccupied, the algorithm attempts to set up a connection between the switch of the first stage marked earlier and the switch of the third stage that has a free output in the demanded direction. If the execution of this connection is not possible again, then the algorithm checks sequentially a possibility to set up a connection with other switches of the last stage that have free links in the demanded direction. If, after checking all possibilities, setting up a connection is still not possible, then the call will be lost because of the occurrence of the internal blocking.

Contrary to the point-to-group selection, in the point-to-point strategy, the assumption is that a given destination point (such as a server, for example) is only connected to one switch of the external stages. In our article, we consider the point-to-group strategy, which, from the analytical calculations perspective, is a more general strategy than the point-to-point strategy. The point-to-point blocking probability in a $z$-stage network is equal, in accordance with [24], to the point-to-group blocking probability in a network with the number of stages ($z - 1$), that is, in a group of links that lead to a designated switch of the last stage (the direction is a link group that leads to a switch of the last stage). In the calculations, to take into consideration the phenomenon of adding/connecting a given end device to one switch only, the calculations should be made for a ($z - 1$) stage structure.

If $u$ switches of the middle stage have been removed from the structure of MSF, then the algorithm in its first step—as in the case of the symmetrical structure—identifies a switch of the first stage at the input of which a new call has arrived. Then, the algorithm checks whether there is at least one free output link at this switch that can handle a given call. In the case where all output links are occupied in a given switch of the first stage, the call will be rejected because of the occurrence of blocking of the switch of the first stage. The next steps of the algorithm are the same as in the MSF with a symmetrical Clos structure.

Note that the phenomenon of blocking in the switches of the first stage occurs in the network with a decreased number of switches in the middle stage. This results from the asymmetry of the switches of the first stage that have more input than output links (Figure 5). MSF then becomes a network with compression in the first stage. In the literature concerning modeling switching fabrics, systems with compression, and in consequence the phenomenon of blocking of switches of the first stage, have been analyzed exclusively for the case of single-service switching fabrics [22, 23, 42–44]. In MSF, blocking switches of the first stage have not been addressed yet.

The term of a free link for a call of class $i$ has been used in the above considerations. In the case of an analysis of multiservice links, this term means that a given link has at least $t_i$ free AUs necessary for a given connection to be executed. If a link has $(t_i - 1)$ or fewer free AUs, then, for a call of class $i$, this link is considered to be occupied.

4. Models of MSF Components

To model MSF with a symmetrical Clos structure, the point-to-group blocking for multichannel traffic (PGBMT) method was proposed in [25]. The idea behind this method is based on finding
such a fictitious, single-service non-full-availability system with the capacity that is equal to the
capacity of the MSF direction in which the blocking probability is equal to the blocking probability
in MSF for particular classes of offered traffic. Another assumption here is that traffic offered to the
fictitious system is equal to traffic offered to the network direction under consideration. The fictitious
non-full-availability system, besides the capacity and offered traffic, is additionally characterized by
the availability parameter. This parameter defines the number of output links that are available from
one input link of the system. In the PGBMT method, the availability value, called effective availability,
for individual classes of offered traffic is determined on the basis of the MSF structure.

The PGBMT method is a starting point for the development of a new method for modeling MSFs
with a variable number of switches in the middle stage (and, consequently, MSFs with compression in
the first stage). In the proposed PGBMTC method, we will take into consideration the phenomenon of
blocking of switches in the first stage. The problem of concurrency of the events of internal and external
blocking and blocking in switches of the first stage will be solved in the PGBMTC method on the basis
of a separation of offered traffic, matched with particular types of blocking in MSF. Consequently,
in calculations of the internal blocking (according to the proposed PGBMTC method), we take into
account only this traffic that has not been blocked as a result of the external blocking and the blocking
of the switches of the first stage, whereas, in calculations of the external blocking, we take into account
traffic that has not been blocked as a result of the internal blocking and the blocking of the switches
of the first stage. The same procedure is repeated for calculations of the blocking of the switches of
the first stage (excluding traffic that is lost because of the internal and external blocking). It is in this
way that we “separate,” in a given step of calculations, traffic that is taken into consideration in the
calculations of the internal and external blocking and the blocking of the switches of the first stage.
Because of the interdependence of the blocking phenomena and the value of offered traffic, calculations
are to be carried out iteratively.

The proposed method was constructed on the basis of the following traffic engineering models:
model of interstage links, model of output links of switches of the first stage, model of output links
in a given direction, and the method for determination of effective availability for any traffic class.
These four elements allow us to derive formulas that describe the blocking probability for individual
traffic classes offered to MSF. The derived formulas will then be used in the next section in an iterative
algorithm for modeling the blocking probability in MSFs with a variable number of switches in the
middle stage.

4.1. Model of Interstage Links

In the PGBMTC method, the model of an interstage link is a multiservice model of full-availability
group (FAG) [45–47]. FAG has the capacity of $f$ AUs, whereas all free AUs are always available to a
new call. The occupancy distribution $[P_n]_f$ and the blocking probability $E_{i,FAG}$ for calls of class $i$ in
a link with the capacity of $f$ AUs can be described by the following equations:

$$n[P_n]_f = \sum_{i=1}^{M} A_{i,FAG} t_{i} [P_{n-t_{i}}]_f, \quad (1)$$

$$E_{i,FAG} = \sum_{n=f-t_{i}+1}^{f} [P_n]_f, \quad (2)$$

where

- $n$ is the number of busy AUs in the FAG with the capacity of $f$ AUs,
- $[P_n]_f$ is the occupancy probability of $n$ AUs in a link with the capacity of $f$ AUs,
- $A_{i,FAG}$ is the intensity of traffic of class $i$ offered to the FAG, and
- $[P_n]_f = 0$ for $n < 0$ and $n > f$.

Equation (1) is the Kaufman–Roberts formula that allows the occupancy probability of
$n$ ($0 \leq n \leq f$) AUs (occupancy distribution) in the system with the capacity $f$ AUs that services
$M$ classes of traffic streams to be determined. To determine the occupancy distribution, the only
requirement is to identify the number of demanded resources \(t_i\) by calls of class \(i\) \((1 \leq i \leq M)\) and the value of the intensity of offered traffic. For the case of Erlang traffic considered in the article, the intensity value for traffic of class \(i\) can be determined by the following equation:

\[
A_i = \frac{\lambda_i}{\mu_i}
\]  

(3)

where \(\lambda_i\) is the intensity of call stream (the average number of arriving demands within time unit) of class \(i\), and \(\mu_i\) is the intensity of service stream (the average number of serviced calls within time unit) of class \(i\). The occupancy distribution determined using Equation (1) allows us to determine the blocking probability for individual traffic classes. Based on Equation (2), the blocking probability of class \(i\) is equal to the sum of the probabilities of these states in which the system has less than \(t_i\) free AUs, required for a demand of class \(i\) to be serviced.

Symbolically, the FAG model will be written as follows: FAG\((A_{\text{FAG}}, t, f)\), where \(A_{\text{FAG}} = \{A_{i,\text{FAG}} : 1 \leq i \leq M\}\) is a set of traffic streams offered to FAG, and \(t = \{t_i : 1 \leq i \leq M\}\) is a set of individual classes of offered traffic. Therefore, we can write:

\[
\text{FAG}(A_{\text{FAG}}, t, f) \rightarrow \mathbf{E}_{\text{FAG}}
\]  

(4)

where \(\mathbf{E}_{\text{FAG}} = \{E_{i,\text{FAG}} : 1 \leq i \leq M\}\) is a set of blocking probabilities in FAG for individual traffic classes.

If the FAG model is used to model one interstage link in an MSF, then, with the assumption of symmetrical traffic distribution (Symmetric traffic distribution results from the adopted choice algorithm for the switches of the middle stage. According to this algorithm, the switches of the middle stage are chosen in a pseudo-random way for their loads to be equally distributed.) in the MSF as shown in Figure 5, traffic offered to one interstage link can be determined by the following equation:

\[
A_{i,\text{Link}}^* = A_i / [k(k - u)]
\]  

(5)

where \(u\) defines the number of switches removed from the middle stage of MSF. By taking the value of traffic offered to interstage links into consideration, the model of interstage link can be then described by the following symbol: FAG\((A_{\text{Link}}^*, t, f)\), where \(A_{\text{Link}}^* = \{A_{i,\text{Link}}^* : 1 \leq i \leq M\}\) is a set of traffic streams offered to a single interstage link. The blocking probability for traffic of class \(i\) in an interstage link can be written in the adopted notation as follows:

\[
\text{FAG}(A_{\text{Link}}^*, t, f) \rightarrow \mathbf{E}_{\text{Link}}
\]  

(6)

where \(\mathbf{E}_{\text{Link}} = \{E_{i,\text{Link}} : 1 \leq i \leq M\}\) is a set of blocking probabilities for individual traffic classes in an interstage link of the switching fabric with a variable number of active switches in the middle stage.

4.2. Modeling of a Direction

The direction in MSF, presented in Figure 5, comprises \(k\) single output links of the switches of the third stage (the number of links that create an output direction can be composed of any number from \(k = 1\) to \(k = k^2\)). To analyze the direction, the PGBMT method and the proposed PGBMTC method use a limited-availability group (LAG) model [48]. LAG is a link group composed of \(k\) separated component links. Each component link has the capacity equal to \(f\) AUs. The notion of separation of component links results from the adopted call control algorithm in LAG. According to this algorithm, a new call of class \(i\) can be admitted for service only when the LAG has at least one free (unoccupied) component link that can handle the call of class \(i\). This means that the algorithm excludes the possibility to “divide” the call between different AUs that belong to a number of links. A new call can be serviced only by \(t_i\) AUs that belong to just one component link. This particular way of handling calls is in line
with the adopted method for setting up connections in MSF—a new call that demands that a given direction can be serviced by one component link in this direction.

The distribution of occupied AUs \( [P_n]_V \) in a LAG with the capacity \( V = kf \) AUs can be approximated by the following recurrence dependence [48]:

\[
\begin{align*}
    n \big[ P_n \big]_V &= \sum_{i=1}^{M} A_{i,LAG} \omega_i(n - t_i) \big[ P_{n-t_i} \big]_V \\
\end{align*}
\]

where \( A_{i,LAG} \) is traffic of class \( i \) that is offered to the LAG, and \( \omega_i(n) \) is the conditional transition probability between states \( n \) and \( (n + t_i) \) for calls of class \( i \). This parameter determines the probability of such a distribution of free AUs in the LAG that makes service of a call of class \( i \) in state \( n \) possible:

\[
\omega_i(n) = \frac{F(V - n, k, f, 0) - F(V - n, k, f, t_i - 1, 0)}{F(V - n, k, f, 0)}
\]

The combinatorial function \( F(x, k, f, h) \) determines the number of arrangements of \( x \) elements (free AUs) in \( k \) sets (LAG links), each with the capacity \( f \) elements (AUs) (the capacity of a component link expressed in AUs). The further assumption is that, in each set, \( h \) elements have been earlier deployed (accommodated):

\[
F(x, k, f, h) = \sum_{g=0}^{\left\lfloor \frac{x}{f+h} \right\rfloor} (-1)^g \binom{k}{g}(x - k(h - 1) - g(f + h + 1))^k - 1
\]

The occupancy distribution (7) allows us to derive the distribution of the unoccupied links \( [P_s(i)]_k \) for a call of class \( i \). This distribution determines the probability that \( s \) links can handle a call of class \( i \) [48]:

\[
[P_s(i)]_k = \sum_{n=0}^{V-kf} [P_n]_V [P_s(i)|V - n]_k
\]

where \( [P_s(i)]_k \) is the conditional distribution of free links for a call of class \( i \), which can be determined with the assumption that \( x \) AUs in the LAG are unoccupied:

\[
[P_s(i)|x]_k = \frac{\binom{k}{s} \sum_{z=s}^{\Psi} F(z, s, f, t_i) F(V - n - z k - s, t_i - 1, 0)}{F(V - n, k, f, 0)}
\]

where \( \Psi = sf \) for \( n \leq V - sf \) and \( \Psi = V - n \) for \( n > V - sf \).

It should be noted that the probability \( [P_b(i)]_k \) refers to a blocking event in LAG for calls of class \( i \) since it determines an event of a lack of free links in LAG for calls of this particular class.

Symbolically, the model can be written in the following way: \( LAG(\mathbf{A}_{LAG}, t, k, f) \), where \( \mathbf{A}_{LAG} = \{A_{i,LAG} : 1 \leq i \leq M \} \) is a set of traffic streams offered to the LAG. If the LAG model is used to model an output direction, then, with the assumption of a symmetrical traffic distribution in the MSF as shown in Figure 5, traffic offered to one direction can be determined by the following equation:

\[
A_{i, Dir}^* = \frac{A_i}{k}
\]

while the corresponding model will be written down with the symbol \( LAG(\mathbf{A}^*_{Dir}, t, k, f) \), where \( \mathbf{A}^*_{Dir} = \{A_{i, Dir}^* : 1 \leq i \leq M \} \) is a set of traffic streams offered to a given direction.
4.3. Modeling of Output Links in a Switch of the First Stage

The switch from which \( u \) output links have been removed has the dimension \( k \times (k - u) \) links. Therefore, traffic directed to \( k \) input links of this switch will be determined by Equation (5), which can be written down relative to the switch as

\[
A_{i,SS1}^* = \frac{A_i}{k}
\]

(13)

where \( A_{i,SS1}^* \) is the traffic of class \( i \) offered to one switch of the first stage (SS1 – Switch of Stage 1). The number \( (k - u) \) of the output links in this switch can be treated as a LAG with \( (k - u) \) component links. Hence, the output links of a switch of the first stage can be approximated by the model \( \text{LAG}(A_{SS1}^*, t, k - u, f) \), where \( A_{SS1}^* = \{A_{i,SS1}^* : 1 \leq i \leq M\} \) is a set of traffic streams offered to a single switch of the first stage.

4.4. Modeling of Effective Availability

In the methods of effective availability, the MSF model can be approximated by a model of a fictitious single-stage system, that is, a non-full-availability group model (NFAG). Therefore, to evaluate the internal blocking probability in MSF, it is necessary to determine the value of effective availability of each class of offered traffic. Effective availability is defined as the availability for a given traffic class to the switches of the last stage of the equivalent network.

The equivalent network (EN) is not a real network, and it is created only for the purpose of calculation. It is a single-service network and has an identical topological structure as MSF, whereas the capacity of input, output, and interstage links is equal to one AU. For a given real network, as many ENs are created as the number of traffic classes offered to the real network (this means that only one class of calls can be serviced in the equivalent network). Then, to each of the links of the EN determined for a class \( i \) \((i = 1, 2, \ldots, M)\), we assign its load equal to the blocking probability for calls of class \( i \) in the links of the real MSF. In this way, we create a number of equivalent networks in which rescaling of multiservice traffic to single-service traffic has been performed. Determining the effective availability for a given traffic class is based on a channel graph of the equivalent network which shows all possible connection paths between a required pair of switches of the first and the last stage.

Effective availability for traffic of class \( i \) in a three-stage MSF with Clos structure (Figure 5) can be determined on the basis of the following equation [25]:

\[
d_u(i) = [1 - \pi_u(i)] k + \pi_u(i)a_u(i) \{1 + [k - a_u(i)] [1 - a_u(i)]\}
\]

(14)

where

- \( \pi_u(i) \)—the probability of unavailability of one switch of the third stage in MSF in which \( u \) switches of the middle stage have been removed; this parameter can be determined on the basis of the channel graph for an equivalent network for class \( i \) of offered traffic;
- \( a_u(i) \)—fictitious load of EN link for calls of class \( i \) determined on the basis of the FAG model \( a_u(i) \) in the case of single-service networks is the fictitious load (the occupancy probability) of a given link but at the same time the blocking probability. Assuming the capacity of a link is equal to one AU in the equivalent network, the difference \([k - a_u(i)]\) in Equation (14) shows the number of available links for a call of a given class: \( a_u(i) = E_{i,\text{Link}} \)

(15)

where \( E_{i,\text{Link}} \) is determined on the basis of Equation (6);

- \( a_0(i) \)—fictitious load of one output link of the equivalent network for calls of class \( i \). This parameter is determined by Equation (15), that is, on the basis of the FAG model, taking into account the fact that the number of links in a given direction is fixed (constant) and does not
depend on the removed switches of the middle stage. Hence, in (5), the assumption should be that \( u = 0 \):

\[
a_0(i) = E_{i,\text{Link}}
\]  

(16)

The value of the parameter \( \pi_u(i) \) in Equation (14) is determined on the basis of a channel graph of the equivalent switching fabric constructed for class \( i \) calls. The graph shows all possible connecting paths between the switches of the first stage and the third stage. Figure 6 shows the channel graph for the structure of a switching fabric considered in the article and shown in Figure 5.

![Figure 6. Channel graph of the three-stage switching fabric from Figure 5.](image)

Each of the edges of the graph is attributed a fictitious load \( a_u(i) \). The probability of unavailability \( \pi_u(i) \) for a switch of the third stage in the network corresponds to the blocking of all connecting paths between the selected switches of the first stage and the third stage, and can be determined, for example, using the Lee method [49]. For the graph from Figure 6 that corresponds to the MSF in which \( u \) switches of the middle stage have been removed, we then have

\[
\pi_u(i) = \left(1 - (1 - a_u(i))^2\right)^{k-u}
\]  

(17)

In Equation (17), the expression \( 1 - a_u(i) \) describes an event in which the graph edge is free for calls of class \( i \); therefore, \( (1 - a_u(i))^2 \) describes an event in which one connection path is free. In turn, \( 1 - (1 - a_u(i))^2 \) corresponds to an event in which at least one edge of the graph is occupied, and, consequently, a given connection path is blocked. By raising this expression to the power \( (k-u) \), we can determine the blocking events for all connecting paths between switches of the first stage and the third stage.

In Equation (17), the assumption is that the interstage links between the first stage and the second stage, and between the second stage and the third stage, have the same load and are independent of each other. Another assumption is that the switches in the middle stage are randomly selected to equalize their loads. In the case where other resource allocation algorithms (e.g., algorithms for the selection of the switches of the middle stage) were known for individual traffic classes, or uneven loads in interstage links, individually determining the value \( a_u(i) \) for particular interstage links would be necessary to identify the parameter \( \pi_u(i) \).

The problem of the independence of interstage links has a much broader context. It is equivalent to the independence of occupancy distributions for particular stages of the switching fabric and, consequently, the independence of appropriate components in the blocking probability. This particular assumption forms the basis for a construction of all approximate methods for modeling switching fabrics. In some cases, such a dependence can (but not necessarily have to) have a certain influence on the results of modeling. Hence, in the developed model, a division of traffic responsible for individual types of blocking situations was applied, which is in line with the approach used in
the fixed-point method. This iterative method is a simple engineering method that considers the correlative dependencies between simultaneously working subsystems of a network system. To sum up, in the case of asymmetry of traffic distribution in the network, we determine appropriate values $a_u(i)$, as shown above, while all possible correlative influences will be nullified by the application of an iterative method that would consider traffic distribution for the individual component elements of the blocking probability (Section 5.4).

The model of effective availability can be symbolically written as

$$EA(A_{\text{Link}}^*, t, k, u) \rightarrow d_u$$

(18)

where $d_u = \{d_u(i) : 1 \leq i \leq M, 0 \leq u < k \}$ i $d_u(i)$ is determined by Equation (14).

5. Model of MSF with Variable Number of Switches

This model assumes that the total blocking probability for calls of class $i$ in a three-stage MSF $[E(i)]_u$ from which $u$ switches of the second stage have been removed is the sum of the blocking probability of the switch of the first stage $[E_{\text{SS1}}(i)]_u$, the external blocking probability $[E_{\text{ext}}(i)]_u$, and the internal blocking probability $[E_{\text{int}}(i)]_u$:

$$[E(i)]_u = [E_{\text{SS1}}(i)]_u + [E_{\text{ext}}(i)]_u + [E_{\text{int}}(i)]_u$$

(19)

In Equation (19), the total blocking probability is defined as the sum of all blocking probabilities for individual types that is the blocking of switches of the first stage (access switches) and external and internal blocking. This adopted approach results from the independence of the events of individual types affected by the changes in the traffic intensity that is taken into consideration in the calculations for individual types of blocking. The independence of these events also results from the operation of the path-finding algorithm for finding connection paths in the switching structure. In the following sections, we will discuss the ways the individual component elements of the blocking probability in MSF can be modeled.

5.1. Blocking Probability of a Switch of the First Stage

A blocking event of a switch of the first stage occurs in the case of a compression of the first stage of MSF that is the full occupancy of the switches in the first stage of MSF in which the number of input links exceeds the number of output links. In these switches, not all calls that arrive at the input links will be handled by a decreased number of output links, and, consequently, a certain part of the call stream will be blocked. In the considered MSF model, the occurrence of compression in the first stage results from the removal of a certain number of switches of the second stage from the MSF structure. In Section 4.3, to model the output links of a switch with the dimensions $k \times (k - u)$ links, a LAG model with $(k - u)$ component links, each with the capacity $f$ AUs, is used. Therefore, the blocking probability in MSF is approximated by the blocking probability in LAG:

$$[E_{\text{SS1}}(i)]_u = [P_{s=0}(i)]_{k-u}$$

(20)

where $[P_{s}(i)]_{k-u}$ is the distribution of free links in the LAG with the capacity $(k - u)$ component links (Equation (10)). Formally, we can then write

$$\text{LAG}(A_{\text{SS1}}^*, t, k - u, f) \rightarrow E_{\text{SS1}}$$

(21)

where individual elements of the set $A_{\text{SS1}}^*$ are determined by Equation (13) and $E_{\text{SS1}} = \{[E_{\text{SS1}}(i)]_u = 0 : 1 \leq i \leq M, 0 \leq u < k \}$. 
5.2. External Blocking Probability

An external blocking event for calls of class \(i\) occurs in the case of the occupancy of all links that belong to a given direction. The output direction can be approximated by the LAG model (Section 4.3) with \(k\) component links, each with the capacity \(f\) AUs. Note that the number of the switches removed from the second stage has no influence on the number of links that belong to a given direction (Section 3). Therefore, to determine the external blocking probability \([E_{\text{ext}}(i)]_u\) for a call of class \(i\), the probability of a lack of free component links in LAG that could service a call of class \(i\) is used:

\[
[E_{\text{ext}}(i)]_u = [P_0(i)]_k
\]  

where \([P_0(i)]_k\) is the distribution of free links in the LAG with the capacity of \(k\) component links (Equation (10)). Using the adopted symbolic notation, we can write

\[
\text{LAG}(A^*_\text{Dir}, t, k, f) \rightarrow E_{\text{ext}}
\]

where \(E_{\text{ext}} = \{[E_{\text{ext}}(i)]_u = 0 : 1 \leq i \leq M, 0 \leq u < k\}\) and the individual elements of the set \(A^*_\text{Dir}\) are determined by Equation (12).

5.3. Internal Blocking Probability

The internal blocking phenomenon occurs when between a selected switch of the first stage (at the input of which a call arrived) and a selected switch of the third stage (that has a free output link), a connection cannot be set up. In the effective availability methods, the MSF model can be approximated by a non-full-availability model (NFAG). The basic property of NFAG [50] lies in the fact that separate traffic sources have no access to all \(k\) output links of the group, but only to a certain part of it, \(d\), which is called availability. A group of traffic sources that have access to the same \(d\) output links creates the so-called load group. In modeling the phenomenon of internal blocking in MSF, the assumption is that the internal blocking phenomenon in MSF corresponds to the blocking probability in NFAG. In this case, each switch of the first stage can be treated as a load group. It has been proved in traffic theory [51–53] that the blocking probability \([E_{\text{NFAG}}]\) in any NFAG with the capacity of \(k\) links and availability of \(d\) links can be written as follows:

\[
[E_{\text{NFAG}}] = \sum_{z=d}^{k} [P_z]_k \gamma_z
\]  

where \([P_z]_k\) is the occupancy probability of any \(z\) links in NFAG and \(\gamma_z\) is the conditional blocking probability in NFAG for the occupancy state \(z\) links. This probability describes an event in which all \(d\) available links to a given input are occupied in NFAG. Equation (24) can be rewritten depending on the number of free links \(s\) in the following form:

\[
[E_{\text{NFAG}}] = \sum_{s=0}^{k-d} [P_s]_k \gamma_s
\]  

where \(\gamma_z = \gamma_s\) for \(s = k - z\). Distribution \([P_s]_k\) determines the probability of an event that \(s\) links in NFAG are free.

To model the internal blocking phenomenon in MSF, the approach proposed in the PGBMT method [25] was used. The approach is based on Equation (25) and an additional assumption that at least one link in NFAG is free. Therefore, Equation (25) for a multiservice NFAG model for traffic of class \(i\) can be rewritten as follows:

\[
[E_{\text{NFAG}}(i)] = \sum_{s=1}^{k-d(i)} [P_s^*(i)]_k \gamma_s(i)
\]
In Equation (26), the conditional blocking probability $\gamma_s(i)$ for calls of class $i$ can be determined on the basis of the so-called Erlang coefficients that are used, for example, in single-service NFAG models: Erlang model [51] and Molina model [52]:

$$\gamma_s(i) = \frac{k - 1}{d(i)} \cdot \frac{k}{d(i)}$$

(27)

whereas the distribution $[P^*_s(i)]_k$ can be approximated by a truncated distribution of free links in the output direction, that is, by the distribution of free links in LAG with the capacity of $k$ component links (Section 4.2):

$$[P^*_s(i)]_k = \frac{[P_s(i)]_k}{1 - [P_0(i)]_k}$$

(28)

where the distribution $[P_s(i)]_k$ is determined on the basis of (10).

The application of the truncated distribution $[P^*_s(i)]_k$ results from the additional assumption of one free link in NFAG that is adopted in Equation (26). It is a consequence of the operation of the algorithm to control setting up connections in MSF (Section 3), according to which an event of the internal blocking can only occur when there is at least one free link in a given direction. Therefore, an identical assumption was adopted for the NFAG model (that approximates the phenomenon of the internal blocking in MSF), and the state in which all links were occupied ($s = 0$) was excluded from the sum (26). Eventually, on the basis of Equations (26)–(28), we can write

$$[E_{\text{NFAG}}(i)]_u = \sum_{s=1}^{k-d_u(i)} [P^*_s(i)]_k \left\{ \frac{k-s}{d_u(i)} \cdot \left( \frac{k}{d_u(i)} \right) \right\}$$

(29)

The probabilities $[E_{\text{NFAG}}(i)]_u$ in the PGBMTC method are used to approximate the internal blocking probability in MSF:

$$[E_{\text{int}}(i)]_u = [E_{\text{NFAG}}(i)]_u$$

(30)

The NFAG model, which is used to determine the internal blocking probability in MSF, will be symbolically denoted as NFAG ($A^*_\text{Dir}, t, d_u, k, f$), where the set $d_u = \{d_u(i) : 1 \leq i \leq M, 0 \leq u < k\}$ is a set of parameters of effective availability for traffic classes offered to MSF from which $u$ switches of the second stage have been removed. The method for modeling effective availability $d_u(i)$ for calls of class $i$ is discussed in Section 4.4. The internal blocking probability in MSF in the adopted notation can be written as follows:

$$\text{NFAG} (A^*_\text{Dir}, t, d_u, k, f) \rightarrow E_{\text{int}}$$

(31)

where $E_{\text{int}} = \{[E_{\text{int}}(i)]_u = 0 : 1 \leq i \leq M, 0 \leq u < k\}$ is a set of the internal blocking probabilities in MSF.

5.4. The Problem of Simultaneity of Blocking Events

The models of the studied blocking phenomena presented above do not take into consideration, at the analytical level, the simultaneity of the occurrence of blocking events of different types. The control algorithm for setting up connections in MSF (Section 3) operates in a sequential way, checking the possibility of blocking of the switches of the first stage and the external and internal blocking events. Therefore, in the case of registering, for example, a blocking event of the switches of the first stage for a given call, an event of internal blocking will never be registered for this call, even if the occupancy state of the interstage links corresponds to this blocking.

In the PGBMTC method [25], only two types of blocking are determined: external and internal blocking. A possibility of a concurrent and simultaneous occurrence of external and internal blocking events can be reduced by subtracting their product from the sum of the internal and external probabilities. This approach, however, does not take into consideration in enough detail the
mutual influence of the phenomena of internal and external blocking recorded in the course of the simulation experiments.

In the Iterative Point-to-Point Direct (IPPD) method [54], the problem of simultaneity of internal and external blocking events is solved on the basis of the following reasoning: While determining the internal blocking probability, we consider only for this part of traffic that has not been rejected because of the external blocking. In the same way, while determining the external blocking probability, we consider only this part of traffic that has not been rejected because of the internal blocking. In the PGBMTC method proposed in the article, the above approach is expanded to include three types of blocking that can occur in an MSF with compression in the first stage. As a consequence, in line with the approach adopted in [54], the assumption is that the outputs of the switch of the first stage can be offered only this part of the total traffic that has not been rejected because of either the external or internal blocking:

\[
A_{i,SS1}^* = A_{i,SS1} \left\{ 1 - \left[ E_{ext}(i) \right]_u - \left[ E_{int}(i) \right]_u \right\}
\]  

(32)

While analyzing the phenomenon of the external blocking, our assumption is that a given direction can be offered only this part of the total traffic that has not been rejected at interstage links as a result of the internal blocking or blocking of switches in the first stage:

\[
A_{i,Dir,ext}^* = A_{i,Dir} \left\{ 1 - \left[ E_{int}(i) \right]_u - \left[ E_{SS1}(i) \right]_u \right\}
\]  

(33)

If, in turn, we consider the phenomenon of the internal blocking, then our assumption must be that a given direction can be offered only this part of the total traffic that is not lost because of the external blocking or blocking in the switches of the first stage:

\[
A_{i,Dir,int}^* = A_{i,Dir} \left\{ 1 - \left[ E_{ext}(i) \right]_u - \left[ E_{SS1}(i) \right]_u \right\}
\]  

(34)

The interstage link model can be used to determine the internal blocking probability. Hence, according to the adopted approach, the interstage links can only be offered this part of the total traffic that has not been rejected as a result of the external blocking or blocking in the switches of the first stage:

\[
A_{i,Link}^* = A_{i,Link} \left\{ 1 - \left[ E_{ext}(i) \right]_u - \left[ E_{SS1}(i) \right]_u \right\}
\]  

(35)

In the proposed solution, the exclusion of simultaneity (concurrency) of blocking events is made possible following the introduction of a separation of traffic expressed by Equations (32)–(35). As a consequence of this approach, the total blocking probability can be written directly in the form of the sum of blocking probabilities: those of the switches of the first stage, external and internal (Equation (19)).

5.5. The PGBMTC Method as an Iterative Computational Process

Since determination of the blocking probability of a given type requires prior knowledge of traffic entangled in the blocking probabilities of the remaining two types, to determine the blocking probability in MSF with compression in the first stage, it is necessary to construct an appropriate iterative process. This process is presented below in the form of the PGBMTC method. The algorithm assumes that the notation \(X^n\) determines the value of the parameter \(X\) in the \(n\)-th step of the iterative process.

The PGBMTC Method

Step 1: Initiation of iteration step \(l = 0\)

Step 2: Determination of the initial approximations for blocking probabilities:

\[
E_{SS1}^{(0)} = \left\{ \left[ E_{SS1}^{(0)} (i) \right]_u : 0 \leq i \leq M, 0 \leq u < k \right\}
\]  

(36)
Step 10: Checking the accuracy of calculations for each call class

\[
E_{\text{ext}}^{(0)} = \left\{ \left[ E_{\text{ext}}^{(0)}(i) \right]_u = 0 : 1 \leq i \leq M, 0 \leq u < k \right\}
\]  

(37)

\[
E_{\text{int}}^{(0)} = \left\{ \left[ E_{\text{int}}^{(0)}(i) \right]_u = 0 : 1 \leq i \leq M, 0 \leq u < k \right\}
\]  

(38)

Step 3: Increase in the iteration step:

\[ l = l + 1 \]

(39)

Step 4: Determination of the value of offered traffic: \( A_{\text{Link}}^{(l)}, A_{\text{Dir}}^{(l)} \) and \( A_{\text{SSL}}^{(l)} \) (Formulas (32)–(35))

\[
A_{\text{Link}}^{(l)} = \left\{ A_{i,\text{Link}}^{(l)} = A_{i,\text{Link}}^{(l-1)} \left( 1 - \left[ E_{\text{ext}}^{(l-1)}(i) \right]_u - \left[ E_{\text{SSL}}^{(l-1)}(i) \right]_u \right) : 1 \leq i \leq M, 0 \leq u < k \right\}
\]  

(40)

\[
A_{\text{SSL}}^{(l)} = \left\{ A_{i,\text{SSL}}^{(l)} = A_{i,\text{SSL}}^{(l-1)} \left( 1 - \left[ E_{\text{ext}}^{(l-1)}(i) \right]_u - \left[ E_{\text{SSL}}^{(l-1)}(i) \right]_u \right) : 1 \leq i \leq M, 0 \leq u < k \right\}
\]  

(41)

\[
A_{\text{Dir}}^{(l)} = \left\{ A_{i,\text{Dir}, \text{ext}}^{(l)} = A_{i,\text{Dir}, \text{ext}}^{(l-1)} \left( 1 - \left[ E_{\text{ext}}^{(l-1)}(i) \right]_u - \left[ E_{\text{SSL}}^{(l-1)}(i) \right]_u \right) : 1 \leq i \leq M, 0 \leq u < k \right\}
\]  

(42)

\[
A_{\text{Dir}, \text{int}}^{(l)} = \left\{ A_{i,\text{Dir}, \text{int}}^{(l)} = A_{i,\text{Dir}, \text{int}}^{(l-1)} \left( 1 - \left[ E_{\text{ext}}^{(l-1)}(i) \right]_u - \left[ E_{\text{SSL}}^{(l-1)}(i) \right]_u \right) : 1 \leq i \leq M, 0 \leq u < k \right\}
\]  

(43)

Step 5: Determination of effective availability:

\[
E_{A^{(l)}}(A_{\text{Link}}^{(l)}, t, k, u) \to d_{\text{ext}}^{(l)}
\]  

(44)

Step 6: Determination of the internal blocking probability in MSF:

\[
NFAG(A_{\text{Dir}, \text{int}}^{(l)}, t, d_{\text{ext}}^{(l)}, k, f) \to E_{\text{int}}^{(l)}
\]  

(45)

Step 7: Determination of external blocking probability in MSF:

\[
LAG(A_{\text{Dir}, \text{ext}}^{(l)}, t, k, f) \to E_{\text{ext}}^{(l)}
\]  

(46)

Step 8: Determination of blocking probability for switches of the first stage:

\[
LAG(A_{\text{SSL}}^{(l)}, t, k - u, f) \to E_{\text{SSL}}^{(l)}
\]  

(47)

Step 9: Determination of the total blocking probability in MSF:

\[
E_{\text{u}}^{(l)} = \left\{ \left[ E(i)_{\text{u}}^{(l)} \right]_u = \left[ E_{\text{SSL}}(i)_{\text{u}}^{(l)} \right]_u + \left[ E_{\text{ext}}(i)_{\text{u}}^{(l)} \right]_u + \left[ E_{\text{int}}(i)_{\text{u}}^{(l)} \right]_u : 1 \leq i \leq M, 0 \leq u < k \right\}
\]  

(48)

Step 10: Checking the accuracy of calculations for each call class i:

\[
\exists 1 \leq i \leq M \left[ \frac{\left[ E(i)_{\text{u}}^{(l)} \right]_u - \left[ E(i)_{\text{u}}^{(l-1)} \right]_u}{\left[ E(i)_{\text{u}}^{(l)} \right]_u} \right] > \epsilon
\]  

(49)

if

then

go to Step 3

else

calculate the final blocking probabilities:

\[
E_{\text{int}} = E_{\text{int}}^{(l)}
\]  

(50)

\[
E_{\text{ext}} = E_{\text{ext}}^{(l)}
\]  

(51)

\[
E_{\text{SSL}} = E_{\text{SSL}}^{(l)}
\]  

(52)

end if
The parameter $\epsilon$ is the requested relative error that determines the accuracy of the method. In the proposed method, in a given step of the iteration, the blocking probability for the switches of the first stage and the external blocking and internal blocking for individual call classes are calculated. These probabilities are determined on the basis of relevant values of traffic offered, respectively, to the output links in a switch of the first stage, interstage links, and links in a given direction. All traffic is calculated, in turn, on the basis of the blocking probabilities determined in the previous iterative step. The proposed algorithm is then based on performing a certain repeatable number of calculations of normalized type, which consequently makes the method uncomplicated and easily programmable.

The PGBMTC method is an iterative method and is rapidly convergent. For the required relative error $\epsilon \leq 10^{-6}$, the number of necessary iterations for all our calculations performed in the study did not exceed 10. In most of the cases, the number of necessary iterations oscillated within the range from 3 to 5. Given that the system is analyzed at the so-called macrostate level (i.e., occupancy states) and not at the microstate level (i.e., the number of flows of individual traffic classes that are currently being serviced), the presented calculation algorithm is characterized by low computational complexity.

6. Results of Modeling MSF with Variable Number of Switches

The proposed PGBMTC method to model multiservice switching fabrics with compression in the first stage (and in consequence with a variable number of switches in the middle stage) is an approximate method. To verify all theoretical assumptions adopted in the method and to evaluate its usefulness for analyses of energy-aware networks, the results of the analytical modeling were compared with the result of a simulation performed for a selected three-stage Clos switching fabric (Figure 5). The simulator was developed for the sole purpose of the article and was based on the process interaction approach. The simulator was implemented in the C++ language. Thus, the developed simulator makes it possible to determine the values of the blocking probability and the loss probability for calls of individual traffic classes in structures with a variable number of switches of the middle stage. The input data for the simulator are the capacity and the structure of the switching fabric. The number of demanded allocation units and service time are given for each traffic class. The average value of traffic offered to a single allocation unit in the system is also given. To determine the blocking probability, the condition for the termination of a simulation experiment is the amount of elapsed time (duration time) for individual series necessary to generate a predefined number of calls of the class that is least active (most frequently, it is the class with the biggest number of demanded allocation units). The average result is calculated on the basis of 10 series. In practice, to obtain the confidence intervals that are not greater than 5% of the average value of the results obtained on the basis of simulation experiments, it is necessary to generate about 1,000,000 calls of the least active class.

The MSF chosen for the study had the following structural parameters:

- First-stage switch: $8 \times (8 - u)$ links
- Second-stage switch: $8 \times 8$ links
- Third-stage switch: $(8 - u) \times 8$ links
- Number of outer-stage switches: 8
- Capacity of input, output, and interstage links $f = 30$ AUs

The assumption in the study was that traffic offered to MSF had the following parameters:

- Number of classes of offered traffic: $M = 3$
- Number of demanded AUs for individual traffic classes: $t_1 = 1$ AU, $t_2 = 2$ AUs, $t_3 = 6$ AUs
- Proportions of offered mixture of traffic: $A_1t_1 : A_2t_2 : A_3t_3 = 1 : 1 : 1$
Figures 7–9 show the results of the analytical calculations and the results of the simulation experiments to determine the blocking probability in MSF. The results are presented for each call class for a different number of switches in the middle stage equal to eight ($u = 0$), six ($u = 2$), and four ($u = 4$). The results of the simulation experiments are shown in the form of appropriate symbols with a 95% confidence level, determined on the basis of the $t$-student distribution for 10 series, each comprising 10,000,000 calls of the class whose calls arrived with the least intensity. The results of the analytical calculations are shown in the form of solid lines. All results are presented in relation to the traffic offered to one AU in an output link of MSF:

$$a_{out} = \sum_{i=1}^{M} \frac{A_iI_j}{k^2}$$  (53)

**Figure 7.** Blocking probability in the switching fabrics with $u = 0$ deactivated switches.

**Figure 8.** Blocking probability in the switching fabrics with $u = 2$ deactivated switches.
The study confirms high accuracy of the PGBMTC method in modeling MSFs with a variable number of switches in the middle stage, considerably higher than the accuracy of the method proposed in [10]. For the example considered in the article, the relative error of the method (in relation to the results of the simulation and averaged for the entire considered range of offered traffic) was approximately 5%, whereas, in the case of the method proposed in [10], it amounted to 30%. The increase in the accuracy of calculations results from the fact that the blocking in the switches in the access stages and the iterative determination of the internal and external blocking and the switches of the first stage are taken into account.

7. Case Study

One of the possibilities in constructing energy-aware MSF is the application of an algorithm that would change the structure of a network with an introduction of the temporary activation/deactivation of a certain number of switches depending on the changes in traffic offered to the network. Such an algorithm should also be conditioned by a number of predefined boundary values of the blocking probability that must not be exceeded, regardless of the current load of the network. As a consequence, the network structure can be altered in a way that would always guarantee the boundary values of blocking probabilities for individual traffic classes. The proposed PGBMTC method models the changes in the structure of MSF (following activation or deactivation of the switches of the second stage) into the corresponding changes in the effective availability parameter, which then allows the boundary blocking probabilities for MSFs with a different number of switches in the second stage to be determined.

Figures 10–12 show the changes in the blocking probability for individual traffic classes depending on the value of offered traffic for a different number of active switches in the middle stage. By analyzing Figures 10–12, it is possible to determine the number of switches, in particular load range, necessary for traffic streams to be serviced.

For example, let us assume that an operator is interested in maintaining the assumed (predefined) values for the blocking probability of calls of the second class (demanding 2 AUs). Our further assumption is that traffic offered to a single input allocation unit in MSF can change within 24 h within the range of 0.4 erl./AU to 1.0 erl./AU. By examining Figure 11, one can note that, within the time intervals in which the traffic intensity changes within the range of 0.4 erl./AU to 0.67 erl./AU, it is enough to have five active switches in the middle stage to guarantee the blocking probability at the level $10^{-2}$. Then, from 0.68 erl./AU to 0.87 erl./AU, six switches of the middle stage are necessary to obtain the blocking probability that would be below the required (and predefined) threshold ($10^{-2}$). Further increase in the traffic intensity (to the value 0.98 erl./AU) imposes a necessity to activate the...
seventh switch in the middle stage, whereas, when the value 1 erl./AU is exceeded, all eight switches in the middle stage are required to be activated to guarantee blocking for traffic streams of the second class below $10^{-2}$. In the considered example, the switches in the middle (spine) stage can be Cisco Nexus 9332C and 9364C Fixed Spine Switches with the maximum power of 700 W (typical power 296 W) for a 32-port device and 1245 W (typical power 429 W) for a 64-port device. In line with the conducted traffic analysis, it is shown that, to retain the same blocking probability, it is possible to switch off three of the eight switches of the middle stage. This information can then be used for a rough evaluation of a possible reduction of power consumption (that results directly from the number of switched-off devices and their power). For example, if we roughly assume that power consumption is proportional to the number of ports used, then the minimum power gain can be the following: $3 \times 296 \times 50\%$ usage of the number of the ports in a 9332C switch = 444 W. Thus, the obtained switching structure, one that is closest to optimum from the traffic perspective, can be further investigated and thoroughly analyzed with regard to energetic dependencies.

The developed PGBMTC method then makes it possible to evaluate the level of energy saving resulting from switching off a predefined number of switches in the middle stage, depending on the network load and the required internal blocking probability (Figures 10–12).

The PGBMTC method can be directly used to model structures in which the Clos topology is applied to support connections between certain designated inputs and outputs [55,56]. In practical outcomes, this can be demonstrated in such solutions as those known as ToR (Top of Rack), EoR (End of Row), or MoR (Middle of Row) [57]. In the case of ToR solutions, a certain portion of traffic is confined between the ports of the same access switch. This means that this portion of traffic is not offered to the consecutive aggregation and spine switches. In the model proposed in the article, the omission of this phenomenon leads to a certain overestimation of the value of the internal blocking. The confinement of traffic in the access switch leads, consequently, to a significant decrease in the internal blocking probability (traffic is supported/serviced only in one stage) with an insignificant change in the external blocking probability. This means that the solution presented in the article determines the quality parameters for the worst case. To take the phenomenon under discussion into consideration, the proposed model should be modified by introducing a coefficient that would scale the value of offered traffic to successive stages in the switching fabric (one that would be dependable on the value of traffic serviced by ToR switches).

![Figure 10. Blocking probability for class 1 calls in relation to the number of deactivated switches (u parameter).](image-url)
8. Conclusions

This article proposes a new analytical PGBMTC method to model multiservice Clos switching fabrics with a variable number of switches in the middle stage. The developed method makes it possible to evaluate the number of required active spine switches depending on the network load and the assumed blocking probability for individual traffic classes serviced in the network. Consequently, the proposed PGBMTC method can be used in practice to construct energy-saving algorithms (based on switching off a given number of switches in the spine stage) that would sustainably maintain appropriate QoS parameters. The proposed model can be easily extended to include different structures of switching fabrics and connection networks in data centers. The approach based on the connection graph adopted in the method provides a possibility to take into consideration any number of switches in the individual stages, their dimensions and link capacities, or the way output directions are executed.

The variability in the number of switches in the middle stage required a new model of a multiservice switching fabric with compression in the first stage to be developed. The proposed PGBMTC method is, to the best belief of its authors, the first method that considers the phenomenon of blocking in switches in the first stage (compression). The problem of simultaneity of events of different types of blocking in the network (internal blocking, external blocking, blocking of first-stage switches) is solved with the introduction of a separation of traffic responsible for the occurrence of blocking.
events of different types. It leads to the significant increase in the accuracy of the proposed analytical method in relation to the method developed in [10].

Within a broader context, the method will make it possible to model any multiservice switching fabric with compression in the first stage, that is, those networks in which the aggregate bitrate of the input links is higher than the aggregate bitrate of the output links.
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