On channeling of charged particles in a single dielectric capillary
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We analytically analyse the motion of a nonrelativistic charged particle in a cylindrical single capillary. The effective potential for interaction of a charged particle with the inner surface of a capillary is derived as a sum of the averaged atomic potential of the capillary wall surface and the induced potential defined by collective surface excitations. We have shown that under certain conditions this potential becomes attractive and may hold a particle in a bound state due to the surface excitations that defines a so-called "surface channeling" regime of motion. For the first time we have evaluated the induced potential revealing two limits to form either a well or a barrier that are delineated by the ratio of the insulator plasmon frequency to the frequency defined by the particle motion in a capillary.

I. INTRODUCTION

Controlling beams of charged particles, which determines the development in accelerator, storage-ring and collider techniques, had occupied the minds of physicists and engineers throughout the last century. Research in this area remains relevant to this day directing us to fundamental studies on basic knowledge of the origin and structure of the world (see the recent comprehensive review [1]). The main principles of this branch of research are formulated through the interaction of charged particle beams in strong external electromagnetic fields, which can be created using solenoids, dipoles, quadrupoles, etc., magnets of various types, laser-plasma sources [2, 3].

As known a strong electromagnetic interaction of charged particles takes place also in solids (dense media), as well as in proximity to their surfaces, sometimes offering the field gradients far beyond our technical capabilities. The formation of strong fields of a certain geometry of small dimensions allows actually handling the particle beams, endowing them with requested characteristics for use in various experiments in both fundamental and applied research [1].

One of the promising methods for shaping the beams is the use of capillaries or capillary structures of various geometries. Despite the difference in the physics of the processes, a clear example is capillary x-ray optics (for the physics see in [4]), which has grown from a beautiful idea into a widely used x-ray radiation control tool. In fact, even before the development of capillary/polycapillary x-ray optics, in the early 1980s, the possibility of using curved reflecting surfaces as an alternative method for the formation of ion beams was discussed in a number of experimental works with theoretical estimates based on the physics of charged particle channeling in crystals [3]. The interaction of an incident ion with a reflecting surface was described in the approximation of a continuous surface atomic potential, confirming very small angles of ion reflection from a smooth surface regardless of the change in the beam charge characteristics. In order to increase the angles of deflection of the beams, to use curved surfaces, in particular, dielectric capillaries, was proposed ([7] and Refs. therein). However, these studies were not properly continued, while the further use of capillaries (capillary bundles) is presently known in relation to the beams of x rays and thermal neutrons [8, 9].

On the contrary, since the first observations of the ions passage through dielectric capillaries [10], this topic has attracted a growing attention of physicists. The phenomenon is explained by the fact that when the ion beam is transmitted by the capillary, at the beginning, the part of the beam settles on the inner capillary surface and, having accumulated there, creates a repulsive potential, which becomes a channel-guiding potential for a charged particle [10, 11].

The undoubted interest in the development of new methods for handling particle beams based on capillary systems has resulted in a wide spectrum of experimental activities dedicated to this phenomenon, while theoretical works counts disproportionally much less published articles (see in the detailed review [12] and Refs. therein). Theoretical studies have mainly aimed at simulating the motion of charged particle beams inside capillary insulators using the Monte Carlo method [11, 13].

In this work, the interaction of a charged particle with the inner wall of a dielectric capillary has been analytically evaluated, assuming the wall thickness to be large for creating collective features in the interaction potential. In addition, our approach shortens and slightly simplifies general known calculations without losing the subtle features of the particle interaction with the inner capillary wall.

II. SURFACE EXCITATION

Let us consider the electromagnetic field in a nonmagnetic substance of the permittivity $\epsilon(\omega)$ that occupies the infinite space with a cylindrical cavity of radius $R_0$ inside (Fig. 1). Then, in absence of free currents and charges, based on Maxwell’s equations, the Fourier components of the field scalar and vector potentials are defined by the
As we are interested in characterising the damping surface waves excited at the boundary cavity interface, the solution of Eq.(1) under the condition (2) in a cylindrical coordinate system can be presented in the form (for ease of perception the index $\omega$ is omitted)

$$\varphi = \sum_{q,n} r_0^0 f_n(\nu r)e^{i(qz+n\phi)},$$

(3)

$$A_z = \sum_{q,n} A^0_n f_n(\nu r)e^{i(qz+n\phi)},$$

(4)

$$A_r = \sum_{q,n} \left[ -i\frac{q}{\nu} \left( qA^0_n + \frac{\omega}{c}\epsilon(\nu)\varphi^0_n \right) f_n(\nu r) + \frac{1}{r}B^0_n f_n(\nu r) \right] e^{i(qz+n\phi)},$$

$$A_\phi = \sum_{q,n} \left[ \frac{n}{\nu^2 r} \left( qA^0_n + \frac{\omega}{c}\epsilon(\nu)\varphi^0_n \right) f_n(\nu r) + i\frac{\nu}{r}B^0_n f_n(\nu r) \right] e^{i(qz+n\phi)},$$



\[
f_n(\nu r) = \begin{cases} K_n(\nu r), & \nu = \sqrt{q^2 - \epsilon \omega^2/c^2}, r > R_0 \\ I_n(\nu r), & \nu = \sqrt{q^2 - \omega^2/c^2}, r \leq R_0 \end{cases}
\]

(5)

Here $\epsilon(\omega) = 1$ inside the hollow cavity $r < R_0$, $\{\varphi^0_n, A^0_n, B^0_n\}$ are the constants, $n$ is the integer, $K_n(\xi), I_n(\xi)$ are the modified Bessel functions. From the condition of continuity of the components of the electric and magnetic fields tangential to the interface, we derive the dispersion law $q(\omega)$ in the new notation $x = qc/\omega$ and $\alpha = R_0\omega/\epsilon$

\[
\frac{x^2n^2(\epsilon - 1)^2}{\alpha^2(x^2 - 1)(x^2 - \epsilon)} = \left[ \sqrt{x^2 - \epsilon} - \frac{K'_n(\alpha\sqrt{x^2 - \epsilon})}{K_n(\alpha\sqrt{x^2 - \epsilon})} \right] - \sqrt{x^2 - \epsilon} - \frac{I'_n(\alpha\sqrt{x^2 - 1})}{I_n(\alpha\sqrt{x^2 - 1})} - \sqrt{x^2 - \epsilon} - \frac{I'_n(\alpha\sqrt{x^2 - 1})}{I_n(\alpha\sqrt{x^2 - 1})}
\]

(6)

Solving analytically Eq.(6) is rather routine and complex procedure. However, we can solve it numerically (Fig. 3). The curves of the figure present two various solutions for different values of the parameter $\alpha$ and the first orders of Bessel function. As seen, the equation (6) can be solved only at negative $\epsilon(\omega)$ in very narrow interval near the point $\epsilon(\omega) = -1$. At higher values of the parameter $\alpha$ and/or the Bessel function order we get the dependences presented in the bottom plot of Fig. 2 but with the difference that the range of valid values $\epsilon(\omega)$ rapidly decreases and tends to the value $\epsilon(\omega) = -1$. Thus, neglecting the wavelengths of surface excitations of the order of the cavity radius $\lambda \approx R_0$, we can conclude that the wave-vector of surface excitations should be within the range $0 \leq q \leq q_0$ ($q_0$ is the wave-vector corresponding to cut-off frequency), while the corresponding frequency $\omega_s$ can be reduced from the solution of the equation $\epsilon(\omega_s) = -1$.

Let examine now two physically significant limiting cases determined by the parameter $\epsilon = R_0/\lambda_s$, the ratio of the resonator radius $R_0$ to the wavelength of surface excitations $\lambda_s$. For $\epsilon \ll 1$, Eq.(6) can be solved only at $\epsilon(\omega) = -1$, while for $\epsilon \gg 1$ the solution can be presented in the form of a series expansion in powers of a small parameter $(1/\epsilon)$

\[
x = \sqrt{1 + \frac{\epsilon}{\epsilon(1 + \epsilon)}} + \frac{\epsilon - 1}{2\epsilon} \sqrt{\frac{\epsilon}{(1 + \epsilon)}} + ...
\]

(7)

For large $\alpha$, i.e. for the wavelengths $\lambda_s \ll R_0$, the dispersion relation $q(\omega)$ slightly differs from the case of a flat reflecting plane [13]. Thus, if we neglect the wavelengths $\lambda_s = c/\omega_s \approx R_0$, the frequency of surface excitations $\omega_s$ is assumed to be constant, while the wave vector varies within the range $0 \leq q \leq q_0$. 

FIG. 1. Scheme of a cylindric cavity of radius $R_0$ in the infinite dielectric, characterised by the permittivity $\epsilon(\omega)$, with a particle of the charge $e$ moving inside the cavity. For the cavity we choose $\epsilon = 1$. 

Following equation

$$\left( \nabla^2 + \frac{\partial^2}{\partial z^2} + \frac{\omega^2}{c^2} \epsilon(\omega) \right) \left( \frac{\varphi}{A_{\omega}} \right) = 0,$$

(1)

where $\nabla^2$ is the part of the Laplace operator of the coordinates transverse to the $Oz$ axis, which coincides with the cavity axis. The field potentials satisfy the following gauge relation

$$\nabla A_{\omega} - i\frac{\omega}{c} \epsilon(\omega) \varphi = 0$$

(2)

As we are interested in characterising the damping surface waves excited at the boundary cavity interface, the solution of Eq.(1) under the condition (2) in a cylindrical coordinate system can be presented in the form (for ease of perception the index $\omega$ is omitted)
FIG. 2. The solutions of the disperse equation (6) for two \( \alpha \) values dependences reveal identical evolution with an increase in the excitations, and the first three orders of Bessel function. Both the ratio of the cavity radius to the wavelength of surface excitations, split at the cut-off frequency, the potential energy of interaction with the cavity surface is described by the scalar potential operator (8). The 1st term of Eq.(5), in turn, is described as the sum of potential energies \( V(r_p) \) for the ‘particle - screened atomic’ interaction over all surface atoms [17] that in view of the equation of motion for a particle transforms into the averaged atomic potential of the surface.

Generally, for a particle of charge \( e \) and mass \( m \) moving inside a cylindrical hollow cavity formed by an infinite insulator we can write the Hamiltonian in the form

\[
\hat{H} = \int \hat{\psi}^+(r, z) \left( -\frac{\hbar^2}{2m} \nabla^2 + V(r, z) \right) \hat{\psi}(r, z) d^2rdz + \hat{H}_s + \int \hat{\psi}^+(r, z) \hat{\Phi}(r, z) \hat{\psi}(r, z) d^2rdz ,
\]

where \( r = (r, \phi) \) is the radius-vector in the transverse plane \( xOy \), while the \( Oz \)-axis coincides with the cavity longitudinal axis, \( \hat{\psi} \) is the particle field operator (fermion-operator), \( \hat{\Phi} \) is the operator describing the particle interaction with the surface excitations (boson-operator). The potential energy of the atom-particle interaction \( V(r) \) corresponds to the 1st term of Eq.(9), while the operator \( \hat{H}_s \) - to the energy of non-interacting surface excitations. Here, the particle field operator \( \hat{\psi} \) is defined by the sum over the quantum states of the motion

\[
\hat{\psi}(r, z) = \sum_{k,n,l} \varphi_{knl}(r, z) \hat{a}_{knl} ,
\]

where \( \hat{a}_{knl} \) is the annihilation operator, \( \hat{H}_s \) to the energy of non-interacting surface excitations. For instance, for metals, \( q_0^{-1} \) is of the order of the atom size [16].

III. INTERACTION POTENTIAL

Since we deal with a nonrelativistic charge moving in a cylindrical cavity, the potential energy of interaction with the atomic system of a dielectric can be calculated as the sum of Coulomb potentials, represented as a Fourier series, split at the cut-off frequency \( q_0 \) [15]

\[
U_{int}(r) = \frac{4\pi}{V_g} \sum_{q>q_0} \left( \sum_{j \geq q_0} \frac{e_p e_j}{q^2} e^{iq(r_p - r_j)} + \sum_{q < q_0} \frac{e_p e_j}{q^2} e^{-iq(r_p - r_j)} \right) ,
\]

where \( e_p(j), r_p(j) \) are, respectively, the charges and radius-vectors of the particle \( p \) and the surface nuclei and electrons \( j \), \( V_g \) is the normalisation volume. The 1st term describes the interaction at small distances \( l < q_0^{-1} \) that does not allow the averaging at calculations [4], while the 2nd - at \( l > q_0^{-1} \), i.e. the interaction with collective surface excitations, can be evaluated by averaging single interaction features over all the system. As aforementioned, the latter is described by the potential operator [8]. The 1st term of Eq.(4), in turn, is described as the sum of potential energies \( V(r_p) \) for the ‘particle - screened atomic’ interaction over all surface atoms [17] that in view of the equation of motion for a particle transforms into the averaged atomic potential of the surface.

At these assumptions, the charged particle interaction with the cavity surface is described by the scalar potential operator of surface excitations

\[
\hat{\Phi}(r) = \hbar \sum_{q,s} f_s(qr) \times
\]

\[
\times (g_{qs} \hat{c}_{qs} e^{i(qz + s\phi)} + g_{qs}^* \hat{c}_{qs}^+ e^{-i(qz + s\phi)}) ,
\]

where the excitation amplitudes \( g_{qs} \) are calculated in Appendix A, while the function \( f_s(qr) \) is defined by Eq.(5) at \( \nu \approx q \).

\[
\text{III. INTERACTION POTENTIAL}
\]

Since we deal with a nonrelativistic charge moving in a cylindrical cavity, the potential energy of interaction with the atomic system of a dielectric can be calculated as the sum of Coulomb potentials, represented as a Fourier series, split at the cut-off frequency \( q_0 \) [15]
\[ + \Gamma_{n\prime n}(q, s) \hat{c}^\dagger_{qs} \hat{a}^\dagger_{kn} \hat{a}_{k+q,n'} \]  

where

\[ \Gamma_{n\prime n}(q, s) = g_{qs} \int f_{qs}(r) e^{i\phi} u_{n\prime}(r) u_n(r) d^2r \]  

(14)

The time evolution of the boson operators \( \hat{c}_{qs} \) in Eq. (13) can be estimated introducing new operators \( \hat{C}_{qs} = \hat{c}_{qs} e^{i\omega_q t} \) and \( \hat{A}_{kn} = \hat{a}_{kn} e^{i\Omega_n(k)t} \), for the quantum energies of both surface excitations \( \hbar \omega_{qs} \) and particle \( \hbar \Omega_n(k) \). For getting the expression of effective Hamiltonian \( \hat{H}_{eff} \) we have followed the discussion of known work [18], where the calculation procedure was in detail described. The only difference is in the particle freedom, i.e. in our case the particle is free in one direction, while in [18] - in two ones. Hence, in further we can briefly point out just the main steps.

Assuming the weak interaction we deal with, the new boson operators should vary in time much faster than those of fermion. That allows easy integrating the Heisenberg equation that results in the following expressions for the boson operators

\[
\hat{C}_{qs}(t) = \sum_{k,n,n} \Gamma_{n'n}(q, s) \hat{A}^\dagger_{kn} \hat{A}_{k+q,n'} \times \left\{ \frac{e^{-i(\Omega_n'(k+q)-\Omega_n(k)-\omega_{qs})t}}{\Omega_n'(k+q) - \Omega_n(k) - \omega_{qs} - i\delta} \right\} 
\]

(15)

\[
\hat{C}^\dagger_{qs}(t) = \sum_{k,n,n} \Gamma_{n'n}(q, s) \hat{A}^\dagger_{k+q,n'} \hat{A}_{kn} \times \left\{ \frac{e^{i(\Omega_n'(k+q)-\Omega_n(k)-\omega_{qs})t}}{\Omega_n'(k+q) - \Omega_n(k) - \omega_{qs} + i\delta} \right\} 
\]

(16)

Using these expressions the effective Hamiltonian for the interaction of a charged particle with the field of surface excitations can be presented as follows

\[
\hat{H}_{eff} = \sum_{k,n,n',s,j} \frac{\hbar \gamma_{n'n}(q, s) \Gamma_{j,n}(q, s) \hat{a}^\dagger_{kn} \hat{a}_{kn} \delta_{kj}}{\Omega_n'(k) - \Omega_n(k) - \omega_{qs} + i\delta} 
\]

(17)

In our case the particle longitudinal energy is much greater than the transverse one \( E_{\parallel} = \hbar^2 k^2 / (2m) \gg \hbar \omega_{\perp} \). Hence, the denominator in Eq. (17) becomes equal to \( \Delta(k, q, s) = (\hbar/m)kq - \hbar / 2m)^2 - \omega_{qs} + i\delta \), and, since \( \sum_n \langle u_n(r') | u_n(r) \rangle = \delta(r-r') \), the effective Hamiltonian is defined by the matrix element

\[
\hat{H}_{eff} = \int \tilde{\Psi}^\dagger(r) \Phi(k, r) \tilde{\Psi}(r) d^2r dr 
\]

(18)

where

\[
\Phi(k, r) = \sum_{q,s} \frac{\hbar |g_{qs} f_{qs}(r)|^2}{\Delta(k, q, s)} 
\]

(19)

The real part of Eq. (18) is responsible for elastic processes in a complex potential energy, while its imaginary part - for inelastic ones.

The change in the energy of surface excitations due to the interaction with the particle can be estimated calculating the time derivative of the operator of the energy of surface excitations

\[
\frac{\partial \hat{E}_s}{\partial t} = \sum_{q,s} \hbar \omega_{qs} \frac{\partial}{\partial t} \hat{c}_{qs}^\dagger(t) \hat{c}_{qs}(t) 
\]

(20)

For that use the expression (15), (16), which describe the time evolution for the boson operators. Substituting them into (20) and neglecting the recoil term \( \frac{\hbar^2}{2m} q^2 \), we obtain

\[
\frac{\partial \hat{E}_s}{\partial t} = \sum_{q,s,n,n',n', k,} i\hbar \omega_{qs} \Gamma_{n'n} \Gamma_{n'n_1} \hat{A}_{k,n}^\dagger \hat{A}_{k+q,n'} \times \hat{A}_{k+q,n'_1}^\dagger \hat{A}_{k,n_1} \left( \frac{1}{\hbar m kq - \omega_{qs} - i\delta} - \frac{1}{\hbar m kq - \omega_{qs} + i\delta} \right) e^{i\frac{\hbar}{\hbar}(\kappa-k)qt} 
\]

(21)

In this expression we assumed the time dependence for the fermion operators to be mostly defined by the exponent term. If now we apply the following rule

\[
\frac{1}{x - a \pm i\delta} = \mathcal{P} \frac{1}{x - a} \mp i\pi \delta(x - a) 
\]

(22)

and take into account that at large times only the terms with \( \kappa = k \) make a notable contribution, then the expression (21) can be reduced to the following

\[
\frac{\partial \hat{E}_s}{\partial t} = -2\pi \sum_{q,s,n,n',n', k} \hbar \omega_{qs} \Gamma_{n'n} \Gamma_{n'n_1} \times \hat{A}_{k,n}^\dagger \hat{A}_{k+q,n'} \hat{A}_{k+q,n'_1}^\dagger \hat{A}_{k,n_1} \left( \frac{\hbar}{m} kq - \omega_{qs} \right) 
\]

(23)

Assuming that at the initial moment the particle was in a state with quantum numbers \( \langle k, n \rangle \), the particle energy loss can be defined considering the time derivative of the particle energy to be equal to that of surface excitations with the opposite sign (hereinafter, the longitudinal velocity \( v = \frac{\hbar}{m} k \) is introduced)

\[
\frac{\partial \hat{E}_p}{\partial t} = -2\pi \sum_{q,s} \hbar \omega_{qs} |\Gamma_{nn}(q, s)|^2 \delta(vq - \omega_{qs}) 
\]

(24)

To obtain an expression for the particle energy loss as a function of its coordinate, let assume that \( |u_n^* u_n| = \delta(r - r_0) \delta(\phi - \phi_0) / r \), i.e. the particle is at the point
where $P$ be integration over the surface, the 2nd term in Eq.(28) begins to dominate. Thus, the induced potential with the amplitude
of surface excitations is given by $\Phi(k,r)$.

For instance, the particle energy loss due to the interaction with surface plasmons equals to

$$-\frac{dE}{dz} = \left( \frac{e \omega_s}{v} \right)^2 \sum_{n=-\infty}^{\infty} K_n \left( \frac{\omega_s}{v} R_0 \right) I_n^2 \left( \frac{\omega_s}{v} r_0 \right),$$  

where $x = R_0 - r_0$ is the particle-to-plane distance.

Ones we use Eq.(15), the equation of transverse motion inside a cavity can be written in the following way

$$\left( -\frac{h^2}{2m} \nabla^2 + \frac{1}{L} \int V(r, z) dz + \Phi(k, r) \right) u_n(r) =$$

$$= \hbar \omega \eta s u_n(r),$$  

which is actually describes the channeled motion. Indeed, neglecting the change in the particle longitudinal momentum results in averaging the atomic potential over the surface plane. The surface potential is calculated by summing the potentials of individual atoms, where the number of atoms per unit length along the cavity axis is much greater than unity $N = n 2 \pi R_0 \gg 1$. After integration over the surface, the 2nd term in Eq.(28) becomes dependent only on the distance from the cavity axis $(1/L) \int V(r, z) dz \equiv \bar{V}(r)$.

Solving the equation for elastic processes, we consider only the real part of induced potential, while the potential imaginary part leads to a finite lifetime for each quantum state. Thus, the induced potential with the amplitude of surface excitations $g_{qn} = g_n(q R_0)$ is defined by

$$U_{\text{ind}}(r) = Re \left[ \Phi(v, r) \right] =$$

$$= \frac{L}{2 \pi} \sum_{n=-\infty}^{\infty} P_q \int_0^{q_0} \frac{\hbar |g_n(q R_0)|^2}{v q - \omega_s} I_n^2(q r) dq ,$$  

Hence, we obtain the effective potential for a channeled particle inside a cylindrical cavity as a sum of averaged and induced potentials $U_{\text{eff}}(r) = \bar{V}(r) + U_{\text{ind}}(r)$. The 1st term is evaluated as a continuous potential via known technique in channeling physics [20, 21] and does not result in any unexpected behaviours, while the 2nd one brings us to new features.

An approximate analysis of general induced potential for two extreme cases, i.e. $\omega_s R_0/v \gg 1$ and $\omega_s R_0/v \ll 1$, is shown in Fig. 3. At $\omega_s R_0/v \ll 1$, the induced potential is defined as follows (see Appendix C).

![Fig. 3. Dimensionless induced potential versus the distance from the cavity axis.](image)

The graph at the condition $\omega_s R_0/v \gg 1$ shows two curves corresponding different values of longitudinal velocity. As seen, at the particle velocity increases the potential shape does not change, and the curve minimum tends to the cavity center. b). The general induced potential at $\omega_s R_0/v \ll 1$, while a concrete ploting is for $q_0 R_0 = 10^7$ and $\omega_s = 10^{13} \text{ cm}^{-1}$ with the characteristic value $q_0 \sim 10^7 \text{ cm}^{-1}$ corresponding the cavity radius $R_0 \sim 10^{-4} \text{ cm}$.

$$U_{\text{ind}}(r) = \frac{e^2 \omega_s}{2 \pi v} \left( \frac{\epsilon_0 - 1}{\epsilon_0 + 1} \right) \times$$

$$\ln \left( \frac{q_0 v}{\omega_s} - 1 \right) \ln \left( 1 - \frac{r^2}{R_0^2} \right) + C$$  

with

$$C = \frac{\epsilon_0 - 1}{\epsilon_0} \left[ \ln \left( \frac{q_0 v}{\omega_s} - 1 \right) \ln \left( \frac{\omega_s R_0}{2v} \right) + \gamma_0 \right] -$$

2 All the results stated below are valid under the condition $q_0 v > \omega_s$, which corresponds to the presence at least one singularity within the integration interval in Eq.(29).
where $\gamma_0$ is the Euler’s constant, $\text{Li}_2(\xi)$ is the polylogarithm function. On the contrary, at $\omega_s R_0/v \gg 1$ the induced potential is evaluated by the following expression (see Appendix C2) \[ U_{\text{ind}}(r) = \frac{\epsilon_0 - 1}{4\pi v (\epsilon_0 + 1)} G \left( \frac{3\omega_s R_0}{2v} \left( 1 - \frac{r}{R_0} \right) \right) \] (32)

where the function

\[ G(\xi) = \int_0^\infty \text{Ei} \left( \xi \left( 1 + \frac{\text{ch}(t)}{3} \right) \right) e^{-\xi(1+\text{ch}(t)/3)} dt, \] (33)

reaches its maximum $G(\xi_m) = 2.59815$ at $\xi_m = 0.545901$ ($\text{Ei}(\xi)$ is the exponential integral function). That allows obtaining the potential minimum position

\[ \frac{r}{R_0} = 1 - 0.3639 \cdot \frac{\omega_s}{\epsilon_0 R_0} \] (34)

with the minimum value of the induced potential

\[ U_{\text{ind}}^{\min} = -0.2 \cdot \frac{\epsilon_0 - 1}{\epsilon_0 + 1} \] (35)

If the particle velocity increases, the potential minimum position very slowly shifts closer to the cavity center, keeping the potential shape itself practically unchanged. At the cavity surface the induced potential logarithmically diverges $U_{\text{ind}}(r \rightarrow R_0) \sim \ln (R_0 - r)$, while at the cavity center it equals to

\[ U_{\text{ind}}(0) = -\frac{\epsilon_0 - 1}{2v (\epsilon_0 + 1)} e^{-2\omega_s R_0/v} \text{Ei} \left( \frac{2\omega_s R_0}{v} \right) \] (36)

In both cases considered, approaching the cavity surface, the induced potential increases. However, the induced potential must be cut off for the distances $R_0 - r \sim \frac{q_0}{\omega_s}$, therefore, the maximum value of the induced potential in both limits can be estimated as $\frac{\epsilon_0 - 1}{\epsilon_0 + 1}$.

\[ U_{\text{ind}}^{\min} \approx \frac{\epsilon_0 - 1}{\epsilon_0 + 1} \ln \left( \frac{q_0 v}{\omega_s} - 1 \right) \ln \left( \frac{\omega_s}{q_0 v} \right), \] (37)

in which the logarithms do not essentially contribute to the value of induced potential. That allows us in further estimates to omit the logarithmic factors, i.e. $U_{\text{ind}}^{\min} \sim e^{2\omega_s/v}$.

Eq. (29) is obtained in view of smallness of the transverse energy in comparison with the longitudinal one, $E_T \gg E_L$, which also imposes definite restrictions on the particle longitudinal velocity $v$. Supposing the maximum of transverse energy $E_T$ to be equal to the maximum of induced potential, we can write the limitation for longitudinal energy $E_T \gg (e^{2\omega_s \sqrt{m}})^{2/3}$ as well as for normalised longitudinal speed of a particle $\beta = v/c \gg (e^{2\omega_s/(mc^3)})^{1/3}$.

For example, for a channeled electron moving inside a cavity characterised by surface oscillations of a plasma frequency $\omega_s \sim 10^{15}$ $c^{-1}$, the reduced potential is valid under the condition $E_T \gg 1$ eV. In turn, it corresponds to the velocity constraint $10^{-3} < \beta < 1$, where the upper limit should be correlated with the applicability of nonrelativistic description.

As follows from Eq. (37), the maximum value of induced potential depends mainly on the particle charge and its longitudinal velocity, resulting for electron in the estimate $U_{\text{ind}}^{\max} \sim \beta^{-1}$ meV. Hence, the magnitude of the induced potential for one particle is not large in comparison with the averaged atomic potential $V_{\text{max}} \sim 10$ eV. However, it might be essentially different for a beam (multi-particle) passing through the cavity.

IV. CONCLUSION

In this paper, the problem of interaction of a charged particle with the inner surface of a cylindrical cavity in an infinite insulator has been analysed within definite analytical approach. Based on the Hamiltonian formalism, we have succeeded in reducing the interaction potential for a charged particle in the field of surface excitations.

Neglecting excitations of the wavelengths comparable to the cavity radius, the interaction potential has been explicitly written revealing its complex nature. An imaginary part of the potential leads to a finite width of the energy levels and is not examined in general form. However, as an example, the energy losses of a particle per unit of traveled distance is obtained at its interaction with surface plasmons. The analysis of a real part of the potential, instead, has been carried out for two limiting cases.

We have shown for the first time that at the limit $\omega_s R_0/v < 1$ the potential of interaction of a charged particle with the cavity surface acts as a scattering potential (forming a reflecting barrier), while at $\omega_s R_0/v > 1$ it reveals a potential well near the surface. The width of the potential well depends on the speed of the particle, i.e. the higher the speed of the particle the wider the well. In both cases considered, the real potential logarithmically tends to plus infinity. The maximum value of the induced potential mainly depends on the particle charge and its longitudinal velocity. The estimates performed show that the averaged atomic potential is much higher than that induced for one particle, while for a beam of many particles channelled in a capillary the maximum value of the induced potential is expected to be essentially different.
Appendix A: The $g_q$-amplitudes

To determine the amplitudes $g_q$ we solve the electrostatic task for a scalar potential of a charge $e$ inside an infinite cylindrical cavity

\[ \nabla^2 \varphi = \begin{cases} -4\pi e \delta(r - r_0), & 0 \leq r \leq R_0 \\ 0, & R_0 < r \end{cases} \] (A1)
valid at the following interface matching condition

\[ \varphi_{R_0+0} = \varphi_{R_0-0}, \quad \frac{\partial \varphi}{\partial r} \bigg|_{R_0-0} = \epsilon_0 \frac{\partial \varphi}{\partial r} \bigg|_{R_0+0}, \]

where $\epsilon_0$ is the static dielectric constant. Presenting the potential as a sum $\varphi = \sum_{q,n} \varphi_n(q,r) e^{iqr+n\phi}$ we get at $r_0 = (0, r_0, 0)$ the expression

\[ \varphi_n(q, r) = \begin{cases} A_1 K_n(qr), & r \geq R_0 \\ A_2 I_n(qr) + B_2 I_n(qr), & r \geq r_0 \geq R_0 \\ A_3 I_n(qr), & r_0 \geq r \geq 0 \end{cases} (A2) \]

with the following constants

\[ A_1 = \frac{e}{L} I_n(qr_0) \left(1 + \frac{(\epsilon_0 - 1)K_n'(qr_0)K_n(qr_0)I_n(qr_0) I_n(qr_0)}{I_n(qr_0)K_n(qr_0) - \epsilon_0 I_n(qr_0)K_n'(qr_0)}\right), \]

\[ A_2 = \frac{e}{L} I_n(qr_0), \]

\[ A_3 = \frac{e}{L} \left[ K_n(qr_0) + \frac{(\epsilon_0 - 1)K_n'(qr_0)K_n(qr_0)I_n(qr_0)}{I_n(qr_0)K_n(qr_0) - \epsilon_0 I_n(qr_0)K_n'(qr_0)}\right], \]

\[ B_2 = \frac{e}{L} \frac{(\epsilon_0 - 1)K_n'(qr_0)K_n(qr_0)I_n(qr_0)}{I_n(qr_0)K_n(qr_0) - \epsilon_0 I_n(qr_0)K_n'(qr_0)}. \]

Correspondingly, the interaction energy of the induced charges with the particle can be presented as follows

\[ U_{ind} = \frac{e^2}{L} \times \]

\[ \sum_{q,n} \frac{(\epsilon_0 - 1)K_n'(qr_0)K_n(qr_0)I_n(qr_0)}{I_n(qr_0)K_n(qr_0) - \epsilon_0 I_n(qr_0)K_n'(qr_0)} I_n(qr_0) \] (A3)

Comparing the this expression with Eq. (19) at $k = 0$, we can get the following definition for the amplitudes $g_q$

\[ \left| g_{qn} \right|^2 = |g_n(qR_0)|^2 = -\frac{e^2 \omega_q}{hL} \times \]

\[ \times \frac{(\epsilon_0 - 1)K_n'(qr_0)K_n(qr_0)I_n(qr_0)}{I_n(qr_0)K_n(qr_0) - \epsilon_0 I_n(qr_0)K_n'(qr_0)}. \] (A4)

which in a particular case of interactions with surface plasmons becomes equal to

\[ |g_n(qR_0)|^2_{\epsilon_0 \to \infty} = \frac{e^2 \omega_q K_n(qR_0)}{hL} I_n(qR_0) \] (A5)

Appendix B: The sum calculation

Analysing $e^{i(kzz+n\phi)}$ for a plane wave propagating along the $zOy$-plane at $R_0 \to \infty$, we can define $\phi \approx y/R_0$ near curved surface of very large radius that corresponds to the wave at $n = k_y R_0$. Thus, we can rewrite the sum in Eq. (26) in the following (below for brevity we omit the index $y$ of the wave vector $k_y$)

\[ \lim_{R_0 \to \infty} \sum_{n = -\infty}^{\infty} \frac{K_n \left(\frac{\omega s}{v} R_0 \right)}{I_n \left(\frac{\omega s}{v} R_0 \right)} I_n^2 \left(\frac{\omega s}{v} (R_0 - x) \right) \approx \]

\[ \approx \lim_{R_0 \to \infty} \frac{2}{\frac{\omega s}{v} R_0} \int_0^{\infty} \frac{K_{k R_0}(z_1 k R_0)}{I_{k R_0}(z_1 k R_0)} I_{k R_0}^2(z_2 k R_0) R_0 dk \] (B1)

Neglecting small $k \ll R_0^{-1}$ we present the Bessel functions in the form of asymptotic expansion \[22\] \((x/R_0 \ll 1)\)

\[ K_{k R_0}(z_1 k R_0) \approx \frac{\pi}{2k R_0} e^{-k R_0 \eta_1} \]

\[ I_{k R_0}(z_1 k R_0) \approx \frac{1}{\sqrt{2\pi kn R_0}} e^{kn R_0 \eta_2} \]

\[ I_{k R_0}(z_2 k R_0) \approx \frac{1}{\sqrt{2\pi kn R_0}} \left(1 + \frac{z_2^2}{1 + z_2^2}\right)^{1/2} \]

\[ \eta_1 = \sqrt{1 + z_1^2} + \ln \frac{z_1}{1 + \sqrt{1 + z_1^2}} \]

\[ \eta_2 \approx \sqrt{1 + z_2^2} + \ln \frac{z_2}{1 + \sqrt{1 + z_2^2}} - \frac{x}{R_0} \sqrt{1 + z_1^2} \]

Substituting these expressions into Eq. (B1), we obtain

\[ \lim_{R_0 \to \infty} \sum_{n = -\infty}^{\infty} \frac{K_n \left(\frac{\omega s}{v} R_0 \right)}{I_n \left(\frac{\omega s}{v} R_0 \right)} I_n^2 \left(\frac{\omega s}{v} (R_0 - x) \right) = \]

\[ = \int \frac{e^{-2x\sqrt{k^2 + \omega_s^2/v^2}}}{\sqrt{k^2 + \omega_s^2/v^2}} dk = K_0 \left(\frac{2 \omega s}{v} x\right) \] (B2)

Having assumed an infinite upper integration limit, while a finite - equal to $\sqrt{\omega_0^2 - \omega_s^2/v^2}$, the result is conformed with that presented in [15].
Appendix C: The sum and integral calculations

In new notations \( x = r/R_0, a = q_0 R_0 \) and \( z_0 = \omega_s R_0/v \) the induced potential is written in the form

\[
U_{\text{ind}}(r) = -\frac{e^2 \omega_s}{2\pi v} F(x, a, z_0),
\]

where

\[
F(x, a, z_0) = \ln \left( \frac{a}{z_0} - 1 \right) g(x, z_0) +
\]

\[
+ \sum_{k=1}^{\infty} \frac{(a-z_0)^k - (-z_0)^k}{k k!} \frac{\partial^k}{\partial z_0} g(x, z_0)
\]

\[
g(x, z_0) = \sum_{n=-\infty}^{\infty} \left( e_0 - 1 \right) K_n'(z_0) K_n(z_0) f_n^2(x, z_0) - e_0 K_n'(z_0) f_n(z_0)
\]

\[
to
\]

\[
1. \ z_0 \gg 1:
\]

For this limit, we can use the asymptotic expressions for the Bessel functions [22]. Then at \( 0 \ll x \ll 1 \) we can calculate the sum by replacing it with the integral, which successfully can be simplified within the saddle-point method

\[
g(x, z_0) \approx - \frac{e_0 - 1}{2(e_0 + 1)} \times
\]

\[
x e^{-2(1-x)(1-x/4)z_0} K_0 \left( \frac{(1-x)x}{2} z_0 \right)
\]

Substituting (C4) into (C2), we obtain

\[
F(x, a, z_0) = - \frac{e_0 - 1}{2(e_0 + 1)} e^{-z_0 \alpha(x)} \times
\]

\[
\times \int_0^{\infty} \left( \text{Ei} \left[ (z_0 - a)(\alpha(x) + \beta(x) ch(t)) \right] - \right. 
\]

\[
- \text{Ei} \left[ z_0 (\alpha(x) + \beta(x) ch(t)) \right] e^{-z_0 \beta(x) ch(t) dt},
\]

where \( \alpha(x) = 2(1-x)(1-x/4), \beta(x) = (1-x)x/2. \) For \( x \rightarrow 1, (\alpha(x), \beta(x)) \rightarrow 0, \) that corresponds to the position at the surface, we get the function \( F(x, a, z_0) \) as follows

\[
F(x, a, z_0) \approx - \frac{e_0 - 1}{2(e_0 + 1)} e^{-z_0 \alpha(x)} \times
\]

\[
\times \ln \left( \frac{a}{z_0} - 1 \right) K_0 (\beta(x) z_0)
\]

This result proves, that approaching the surface, the potential tends logarithmically to minus infinity. If \( a \gg z_0, \) then the 1st term in \( \text{C5} \) can be neglected, and the integral itself very weakly depends on the functions \( \alpha(x) \) and \( \beta(x). \) Thus, rather precisely the expression \( \text{C5} \) can be replaced with

\[
F(x, a, z_0) = \frac{e_0 - 1}{2(e_0 + 1)} G \left( \frac{3}{2} z_0 (1 - x) \right),
\]

where

\[
G(\xi) = \int_0^{\infty} \text{Ei} \left( \xi \left( 1 + \frac{\text{ch}(t)}{3} \right) \right) e^{-\xi(1+\text{ch}(t)/3)} dt
\]

The reduced function has a maximum \( G(\xi_m) = 2.59815 \) at \( \xi_m = 0.545901. \) It is notable that in the limiting case \( R_0 \rightarrow \infty \) the form of the potential remains unchanged and is determined by the function \( G(3\omega_s x/2v) \) \( (x \) is the distance from the particle to the plane).

\[
2. \ z_0 \ll 1:
\]

At \( z_0 \ll 1, \) using expressions for Bessel functions of a small argument, we obtain the following expression for the function \( g(x, z_0) \)

\[
g(x, z_0) \approx \frac{e_0 - 1}{e_0 + 1} \ln (1 - x^2) + \frac{e_0 - 1}{e_0} \left[ \ln \left( \frac{z_0}{2} \right) + \gamma_0 \right],
\]

where \( \gamma_0 \) is the Euler’s constant. Substitution of \( \text{C5} \) into \( \text{C2} \) followed by summing results in

\[
F(x, a, z_0) = \frac{e_0 - 1}{e_0} \left[ \ln \left( \frac{a}{z_0} - 1 \right) \ln (1 - x^2)
\]

\[
+ C(\epsilon_0, a, z_0)
\]

with

\[
C(\epsilon_0, a, z_0) = \frac{e_0 - 1}{e_0} \left[ \ln \left( \frac{a}{z_0} - 1 \right) \ln \left( \frac{z_0}{2} \right) + \gamma_0 \right]
\]

\[
- \left( \text{Li}_2 \left( 1 - \frac{a}{z_0} \right) - \text{Li}_2 (1) \right)
\]

Here \( \text{Li}_2(\xi) \) is the polylogarithm function. As seen from \( \text{C9} \) the interaction potential at \( z_0 \ll 1 \) is attractive with the tendency of logarithmic drop-off when the projectile approaches the cavity wall.
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