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Abstract—This paper proposes a new distributed algorithm for solving linear systems associated with a sparse graph under a generalised diagonal dominance assumption. The algorithm runs iteratively on each node of the graph, with low complexities on local information exchange between neighbouring nodes, local computation and local storage. For an acyclic graph under the condition of diagonal dominance, the algorithm is shown to converge to the exact solution in a finite number of iterations, equalling the diameter of the graph. For a loopy graph, the algorithm is shown to converge to the correct solution asymptotically. Simulations verify that the proposed algorithm significantly outperforms the classical Jacobi method and a recent distributed algorithm. For a large networked system such as sensor networks, and many iterative methods exist for solving sparse linear systems; see, e.g., [1], [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12]. However, for many networked system applications, distributed algorithms are preferred. The main difference is that an iterative method focuses on reducing the total computation by incorporating the sparsity of the system, but allowing a central controller for the coordination of the algorithm. In contrast, a distributed algorithm is designed such that the same algorithm is executed concurrently on every node (or sub-system, or agent) while allowing only neighbouring nodes to share information. Ideally, no central controller or coordinator is required, and each node should have low complexities in terms of information exchange, computation and storage. For example, a sequential iterative algorithm, where the nodes are ordered and their executions are done sequentially, should not be regarded as a distributed algorithm. For a large networked system such as sensor networks [13], [14], [15], networked control systems [16], [17], [18], network-based state estimation [19], [20], [21], [22], biological networks [23], [24], multi-agent systems [25], [26], [27], [28], multi-agent optimization [29], [30], [31] and so on, it is often desirable to use distributed algorithms rather than iterative methods.

In this paper, we study distributed solutions for sparse linear systems. Our focus is on linear systems which satisfy the so-called generalised diagonal dominance condition. These systems include those with diagonal dominance as a subset (those with a diagonally dominant matrix). Diagonally dominant matrices have vast applications in engineering, economics and finance [1], [2]. For example, many matrices that arise in finite element modeling are diagonally dominant [52]; diagonally dominant matrices also arise naturally for covariance of partially correlated random vectors [33]. The generalised diagonal dominance condition relaxes the diagonal dominance requirement using a diagonal scaling matrix, i.e., only a diagonally scaled matrix is required to be diagonally dominant. As we will point out later, the generalised diagonal dominance condition is also equivalent to the so-called walk-summability condition [12], [34].

We propose a new distributed algorithm for solving sparse linear systems with generalised diagonal dominance. The algorithm runs iteratively on each node of the graph associated with the system, and enjoys low complexities on local information exchange between neighboring nodes, local computation and local storage. For an acyclic graph, the algorithm converges to the exact solution in \(d\) iterations, where \(d\) is the diameter of the graph. This is also the theoretical minimum number of iterations required to solve a linear system using a distributed algorithm. For a loopy graph, the algorithm is guaranteed to converge to the exact solution asymptotically.

We have compared the proposed algorithm with the classical Jacobi method [1], [2], [3] and the distributed linear system solver [16] based on average consensus and orthogonal projection to show that our algorithm has much faster convergence.

The development of the algorithm and its theoretical analysis follows from a similar algorithm known as Gaussian belief propagation (BP) algorithm [35] which applies to Gauss-Markov random fields which involve a symmetric system matrix; see, e.g., [10], [12]. Namely, the convergence properties in [10] are for symmetric matrices with diagonal dominance, and the convergence properties in [12] are for symmetric matrices with generalised diagonal dominance (or walk summability). The main contribution of our work in comparison with those in [10], [12] can be viewed as generalising the Gaussian BP algorithm to solving linear systems with an asymmetric system matrix.

II. PROBLEM FORMULATION AND PRELIMINARIES

A. Problem Formulation

Consider a network of nodes \(\{1, 2, \ldots, n\}\) associated with a state vector \(x = \text{col}\{x_1, x_2, \ldots, x_n\} \in \mathbb{R}^n\). The information
available at each node $i$ is that $x$ satisfies a linear system:

$$a_i^Tx = b_i,$$

where $a_i = \text{col}\{a_{i1}, a_{i2}, \ldots, a_{in}\} \in \mathbb{R}^n$ is a column vector and $b_i$ is a scalar. Collectively, the common state satisfies

$$Ax = b$$

with $A = \text{col}\{a_1^T, a_2^T, \ldots, a_n^T\}$ and $b = \text{col}\{b_1, b_2, \ldots, b_n\}$. It is assumed throughout the paper that (i) $A$ is invertible; and (ii) $a_{ii} \neq 0$ for all $i = 1, 2, \ldots, n$. Note that (ii) can be guaranteed under (i) because nonzero diagonals can always be obtained through proper pivoting (swapping of rows of columns) [2]. Denote the solution of (1) by

$$x^* = A^{-1}b.$$  

Define the induced graph $G = \{V, E\}$ with $V = \{1, 2, \ldots, n\}$ and $E = \{(i, j)|a_{ij} \neq 0 \text{ or } a_{ji} \neq 0\}$. We associate each node $i$ with $(a_{ii}, b_i)$, and each edge $(i, j)$ with $a_{ij}$. Note in particular that $G$ is undirected, i.e., $(i, j) \in E$ if and only if $(j, i) \in E$. For each node $i \in V$, we define its neighbouring set as $N_i = \{j|(i, j) \in E\}$ and denote its cardinality by $|N_i|$. We assume in the sequel that $|N_i| \ll n$ for all $i \in V$. The graph $G$ is said to be connected if for any $i, j \in V$, there exists a (connecting) path of $(i, i_1), (i_1, i_2), \ldots, (i_k, j) \in E$. The distance between two nodes is the minimum number of edges connecting the two nodes. It is obvious that a graph with a finite number of nodes is either connected or composed of a finite number of disjoint subgraphs with each of them being a connected graph. The diameter of a connected graph is defined to be the largest distance between two nodes in the graph. The diameter of a disconnected graph is the largest diameter of a connected subgraph. By this definition, the diameter of a graph with a finite number of nodes (or a finite graph) is always finite. A loop is defined to be a path starting and ending at node $i$ through a node $j \neq i$. A graph is said to be acyclic if it does not contain any loop. A cyclic (or loopy) graph is a graph with at least one loop.

The distributed linear system problem we are interested in is to devise an iterative algorithm for every node $i \in V$ to execute so that the computed estimate $\hat{x}_i(k)$ at iteration $k = 0, 1, 2, \ldots,$ will approach $x_i^*$ as $k$ increases.

Note that in this problem formulation, node $i$ is only interested in its local variable, and not the solution of $x_j$ for any other node $j \in V$. This is sharply different from distributed methods in the literature (e.g., [16]) which require each node to compute the whole solution of $x$. For a large network, computing the whole solution of $x$ is not only burdensome for each node, but also unnecessary in most applications.

We want the algorithm to be of low complexity and fast convergence. Certain constraints need to be imposed on the algorithm’s complexities of communication, computation and storage to call it distributed. In our paper, these include:

- **C1:** Local information exchange: Each node $i$ can exchange information with each $j \in N_i$ only once per iteration.
- **C2:** Local computation: Each node $i$’s computational load should be at most $O(|N_i|)$ per iteration.

- **C3:** Local storage: Each node $i$’s storage should be at most $O(|N_i|)$ over all iterations.

**Lemma 1:** Under the local information exchange constraint above, a connected graph $G$ with diameter $d$ needs a minimum of $d$ iterations to solve the distributed linear system problem with a general $A$ and $b$.

**Proof:** Let nodes $i$ and $j$ be such that they are $d$ hops away from each other (such nodes exist by the definition of $d$). The correct solution for $x_i$ requires the information of all the $b_j$ connected to node $i$, which needs to propagate to node $i$. By the local information exchange constraint, this will take at least $d$ iterations.

**Remark 1:** Although we focus only on linear systems with square and invertible matrix $A$, under-determined and over-determined linear systems can be treated with slight modifications. For the under-determined case (where the row rank of $A$ is less than $n$), we can zero-pad $(A, b)$ to make $A$ square, then solve the regularised problem of $(A + \lambda I)x = b$ for some sufficiently small scalar or diagonal matrix $\lambda > 0$. For the over-determined case (where $A$ has full column rank and has more rows than columns), it is standard to solve the least-squares problem $\min_x(Ax - b)^T(Ax - b)$ instead, which results in the linear system $(A^TA)x = (A^Tb)$ with a square and invertible $(A^TA)$.

**Remark 2:** The well-celebrated Jacobi method (see, e.g., [1], [2], [3]) for solving a linear system with diagonal dominance is an excellent example of distributed algorithms. Denoting by $\hat{x}_i(k)$ the estimate of the $i$-th component of $x^*$, this method is simply rewritten as

$$\hat{x}_i(k + 1) = \frac{1}{a_{ii}}\left(b_i - \sum_{j \in N_i} a_{ij}\hat{x}_j(k)\right)$$

with the initial condition of $x_i(0) = b_i/a_{ii}, i = 1, 2, \ldots, n$. It is straightforward to verify that constraints C1)-C3) are all met by this method. In contrast, consider the well-known enhanced version of the Jacobi method known as the Gauss-Seidel algorithm (also see [1], [2], [3]):

$$\hat{x}_i(k + 1) = \frac{1}{a_{ii}}\left(b_i - \sum_{j \in N_i} a_{ij}\hat{x}_j(k + 1) - \sum_{j > i,j \in N_i} a_{ij}\hat{x}_j(k)\right)$$

This can only be implemented sequentially from $i = 1$ to $n$ due to the fact that the information of $x_j(k + 1), j < i,$ is required for computing $\hat{x}_i(k + 1)$. That is, node 2 needs to wait for node 1 to finish its iteration, and so on. Because of this, distributed implementation of the Gauss-Seidel algorithm is not possible. A similar comment applies to the more general successive over relaxation (SOR) method and symmetric SOR (SSOR) method (also see [1], [2], [3]).

**B. Walk Summability and Generalised diagonal dominance**

The linear systems we are studying in this paper belong to the class of walk-summable systems. This represents a large class of systems, including diagonally dominant systems, which find wide applications in scientific and engineering disciplines, as a sub-class.
The notion of walk summability is generalised from Gaussian graphical models [12]. Given an \( n \times n \) matrix \( R = \{r_{ij}\} \) and its induced graph \( \mathcal{G} = \{V, E\} \), a walk of length \( \ell \geq 0 \) in \( \mathcal{G} \) is a sequence \( w = (w_0, w_1, \ldots, w_\ell) \) of nodes \( w_j \in V \) with \( (w_k, w_{k+1}) \in E \) for all \( k \). The weight of the walk is defined to be
\[
\phi(w) = \prod_{k=1}^{\ell} r_{w_{k-1}, w_k} \tag{5}
\]
For a zero-length “self” walk \( w = (v) \) at node \( v \), the convention of \( \phi(w) = 1 \) is used. If \( w \) is an empty set, the convention is that \( \phi(w) = 0 \). For notational simplicity, denote by \( i \rightarrow j \) a length-\( \ell \) walk from node \( i \) to \( j \), and denote by \( i \mapsto j \) a walk from node \( i \) to \( j \) without specifying its length. The \( (i,j) \)-th element of \( R^\ell \) can be expressed as a sum of weights of walks (or simply called walk sum) that go from \( i \) to \( j \) with length \( \ell \), i.e.,
\[
(R^\ell)_{ij} = \sum_{w_1,\ldots,w_\ell} r_{i,w_1} r_{w_1,w_2} \cdots r_{w_{\ell-1},w_\ell} \phi(w) \tag{6}
\]

Definition 1: A given matrix \( R \) is said to be walk-summable if for all \( i, j \in V \), the unordered sum over all walks from \( i \) to \( j \) in the induced graph \( \mathcal{G} = \{V, E\} \), as expressed by \( \sum_{w: i \rightarrow j} \phi(w) \), is well defined. The linear system \( I - R \) with \( a_{ii} = 1 \) for all \( i \) is said to be walk-summable if \( R = -A \) is walk-summable.

Define the walk sum for a set of walks \( \mathcal{W} \) to be
\[
\phi(\mathcal{W}) = \sum_{w \in \mathcal{W}} \phi(w)
\]
The walk sum enjoys the following basic properties [12]:

P1 For two walk sets \( \mathcal{U} \) and \( \mathcal{V} \), the product set \( \mathcal{U} \mathcal{V} = \{ uv | u \in \mathcal{U}, v \in \mathcal{V} \} \) satisfies \( \phi(\mathcal{U} \mathcal{V}) = \phi(\mathcal{U}) \phi(\mathcal{V}) \).

In particular, for the \( \ell \)-fold product \( \mathcal{U}^\ell = \mathcal{U} \cdot \mathcal{U} \cdots \mathcal{U} \), \( \phi(\mathcal{U}^\ell) = \phi(\mathcal{U})^\ell \).

P2 If \( \mathcal{W}_k \) are disjoint walk sets for \( k = 1, 2, \ldots \), then \( \phi(\bigcup_{k=1}^{\infty} \mathcal{W}_k) = \lim_{k \to \infty} \phi(\mathcal{W}_k) \).

P3 If \( \mathcal{W}_k \subset \mathcal{W}_{k+1} \) for all \( k = 1, 2, \ldots \), then \( \phi(\bigcup_{k=1}^{\infty} \mathcal{W}_k) = \lim_{k \to \infty} \phi(\mathcal{W}_k) \).

Other properties of walk-summability and its relationship with diagonally dominant systems and its equivalence with the so-called generalised diagonally dominant systems can be found in Appendix.

A particularly important property of walk-summable system is that the corresponding matrix \( R = I - D_A^{-1}A \) has spectral radius less than 1 (see Lemma 3), where \( D_A = \text{diag}\{A\} \). It follows that [12]
\[
A^{-1} = (I - R)^{-1} D_A^{-1} = \left( \sum_{\ell} R^\ell \right) D_A^{-1}
\]
\[
x^* = A^{-1}b = \sum_{\ell} R^\ell (D_A^{-1}b).
\]
This leads to the following key technical lemma [12], which reveals the important role of walk-summability in distributed solutions for linear systems.

Lemma 2: Denoting \( P = \{p_{ij}\} = (I - R)^{-1} \), it follows that
\[
p_{ij} = \sum_{w: i \rightarrow j} \phi(w) = \phi(\{i \mapsto j\}),
\]
\[
x^*_i = \sum_{s} P_{is}(b_s/a_{ss}) = \sum_{s} \phi(\{s \mapsto i\}) (b_s/a_{ss}) \tag{8}
\]
In the above, \( \{i \mapsto j\} \) denotes the set of all walks for \( R \) from node \( i \) to node \( j \).

III. DISTRIBUTED SOLVER FOR LINEAR SYSTEMS

Our proposed algorithm is given in Algorithm 1 [1]. In each iteration \( k \) of the algorithm, each node \( i \) computes variables \( a_{i \mapsto j}(k) \) and \( b_{i \mapsto j}(k) \) for each of its neighboring node \( j \in N_i \) and transmit them to node \( j \). All the nodes execute the same algorithm concurrently.

Algorithm 1 (Distributed Solver for Linear systems)

- Initialization: For each node \( i \), do: For each \( j \in N_i \), set \( a_{i \mapsto j}(0) = a_{ii}, b_{i \mapsto j}(0) = b_i \) and transmit them to node \( j \).

- Main loop: At iteration \( k = 1, 2, \ldots \), for each node \( i \), compute
\[
\hat{a}_i(k) = a_{ii} - \sum_{v \in N_i} \frac{a_{iv} a_{iv}}{a_{v \mapsto i}(k-1)} \tag{9}
\]
\[
\hat{b}_i(k) = b_i - \sum_{v \in N_i} \frac{a_{iv} b_{v \mapsto i}(k-1)}{a_{v \mapsto i}(k-1)} \tag{10}
\]
\[
\hat{x}_i(k) = \frac{\hat{b}_i(k)}{\hat{a}_i(k)},
\]
then for each \( j \in N_i \), compute
\[
a_{i \mapsto j}(k) = \hat{a}_i(k) + \frac{a_{ji} a_{ij}}{a_j \mapsto i(k-1)} \tag{12}
\]
\[
b_{i \mapsto j}(k) = \hat{b}_i(k) + \frac{a_{ij} b_{i \mapsto j}(k-1)}{a_j \mapsto i(k-1)} \tag{13}
\]
and transmit them to node \( j \).

We now provide two main results about Algorithm 1, one for acyclic graphs (Theorem 1) and one for loopy graphs (Theorem 2). Their proofs will be postponed to the next two sections.

Theorem 1: Suppose the linear system \( I - R \) is walk-summable (i.e., generalised diagonally dominant) and the induced graph \( \mathcal{G} \) is acyclic with diameter \( d \). Then, running Algorithm 1 gives the following:

- \( a_{i \mapsto j}(k) > 0 \) for all \( i \in V, j \in N_i \) and \( k = 0, 1, \ldots \),
- \( a_{i \mapsto j}(k) = a_{i \mapsto j}(d-1), b_{i \mapsto j}(k) = b_{i \mapsto j}(d-1), \hat{a}_i(k) = \hat{a}_i(d) \) and \( \hat{b}_i(k) = \hat{b}_i(d) \) for all \( i \in V, j \in N_i \) and \( k \geq d \).

More importantly,
\[
\hat{x}_i(k) = x^*_i, \quad \forall \ k \geq d, \ i \in V.
\]

Theorem 2: Suppose the linear system \( I - R \) is walk-summable (i.e., generalised diagonally dominant). Then, running Algorithm 1 yields \( a_{i \mapsto j}(k) > 0 \) for all \( i \in V, j \in N_i \) and \( k = 0, 1, \ldots \), and that
\[
\lim_{k \to \infty} \hat{x}_i(k) = x^*_i, \quad \forall \ i \in V.
\]
IV. CONVERGENCE ANALYSIS FOR ACYCLIC GRAPHS

In this section, we consider a tree graph $G$ and proceed to prove Theorem 1.

Suppose $G$ is a connected graph with diameter $d$. Take any node $i \in V$ and $j \in N_i$, it is obvious that $G$ will become two disjoint subgraphs if we remove the edge $(i, j)$. Denote by $G_{i\setminus j}$ the subgraph containing $i$, i.e., it is obtained from $G$ by removing all the nodes and edges connected to $i$ through $j$ (including node $j$ and the edge $(i, j)$). Denote by $G_{i\setminus j}(k)$ the subgraph of $G_{i\setminus j}$ containing only the nodes which are within $k$ hops away from node $i$. An example of such a subgraph is $G_{2\setminus 1}(1)$ in Fig. 1 which contains the nodes 2, 4 and 5 only. In particular, $G_{i\setminus j}(0)$ is a singleton graph containing only $i$, and $G_{i\setminus j}(k) = G_{i\setminus j}(d-1) = G_{i\setminus j}$ for all $k \geq d$ due to the definition of graph diameter. Denote by $i \rightarrow i \mid G_{i\setminus j}(k)$ a return walk for node $i$ constrained in $G_{i\setminus j}(k)$. The set of such walks is denoted by $\{i \rightarrow i \mid G_{i\setminus j}(k)\}$. For the subgraph $G_{2\setminus 1}(1)$ in Fig. 1 an example of such a walk is $w = (2, 4, 2, 5, 2, 4, 2)$.

**Fig. 1.** An Example of Acyclic graph

Note that, a general walk from node $s$ to node $i$, $s \rightarrow i$, can pass through node $i$ multiple times. To express clearly whether a walk passes through node $i$ or not, we denote by $s \xrightarrow{\ell} i$ a walk from node $s$ to node $i$ without passing through node $i$ in the middle. In particular, $i \xrightarrow{\ell} i$ is a single-return walk for node $i$ (i.e., it goes from node $i$ to node $i$ without node $i$ in the middle). Denote by $(i \xrightarrow{\ell} i)^k$ a $\ell$-return walk for node $i$, i.e., it passes through node $i$ for $(\ell - 1)$ times in the middle.

**Lemma 3:** For any node $i \in V$, $j \in N_i$ and $k \geq 0$, we have

$$a_{i \rightarrow j}(k) = \frac{1}{\phi\{i \rightarrow i \mid G_{i\setminus j}(k)\}} > 0 \quad (16)$$

In addition, $a_{i \rightarrow j}(k) = a_{i \rightarrow j}(d-1)$ for all $k \geq d$, where $d$ is the diameter of $G$.

**Proof:** We first consider a connected graph $G$ with diameter $d$. We proceed by induction. Note that $G_{i\setminus j}(k)$ is a depth-$k$ tree graph rooted at node $i$. It is clear that $a_{i \rightarrow j}(0) = 1 = 1/\phi\{i \rightarrow i \mid G_{i\setminus j}(0)\}$ because $G_{i\setminus j}(0)$ contains $i$ only, so the only return walk is $(i)$, i.e., $\phi(i) = 1$.

Now, assume for some $k \geq 0$,

$$a_{i \rightarrow j}(k_1) = \frac{1}{\phi\{i \rightarrow i \mid G_{i\setminus j}(k_1)\}} > 0$$

for all $i \in V$, $j \in N_i$ and all $k_1 = 0, 1, \ldots, k - 1$. We need to show (16) also holds. To see this, we consider $G_{i\setminus j}(k)$ and construct its subgraphs $G_{v\setminus i}(k - 1)$ for all $v \in N_i \setminus j$. Obviously, each such subgraph is depth $k - 1$ at most.

Using the notations of $i \xrightarrow{\ell} i$ and $(i \xrightarrow{\ell} i)^k$, we have

$$\phi\{i \rightarrow i \mid G_{i\setminus j}(k)\} = \sum_{\ell} \phi\{(i \xrightarrow{\ell} i)^k \mid G_{i\setminus j}(k)\}$$

$$= \sum_{\ell} \phi\{i \rightarrow i \mid G_{i\setminus j}(k)\} \frac{1}{\ell}$$

$$> 0.$$

The last equality above and the positivity of the sum follows from the walk-summability assumption. Now, every single-return walk $w$ in $G_{i\setminus j}(k)$ must be of the form $w = (i, w_v, i)$, where $w_v$ is a return walk (not necessarily single-return) in $G_{v\setminus i}(k - 1)$ for some $v \in N_i \setminus j$. That is, $\phi(w) = (a_{w_v})(a_{w_v})\phi(w_v)$. Hence,

$$\phi\{(i \xrightarrow{\ell} i) \mid G_{i\setminus j}(k)\} = \sum_{v \in N_i \setminus j} a_{i \rightarrow v} a_{v \rightarrow i} \phi\{(v \rightarrow v) \mid G_{v\setminus i}(k - 1)\}$$

$$= \sum_{v \in N_i \setminus j} a_{i \rightarrow v} a_{v \rightarrow i} (k - 1) = a_{i \rightarrow j}(k).$$

The last step above used the assumption in the induction that $a_{v \rightarrow i}(k - 1) = 1/\phi\{v \rightarrow v \mid G_{v\setminus i}(k - 1)\}$. Combining the above analysis and using (9) and (12), we obtain

$$0 < \phi\{i \rightarrow i \mid G_{i\setminus j}(k)\} = \sum_{v \in N_i \setminus j} a_{i \rightarrow v} a_{v \rightarrow i} = a_{i \rightarrow j}(k),$$

which is (16). The induction proof is complete. The property of $a_{i \rightarrow j}(k) = a_{i \rightarrow j}(d - 1)$ for all $k \geq d$ follows from the fact that $G_{i\setminus j}(k - 1)$ has depth $d - 1$ at most because $G$ has diameter of $d$ and $j$ is a neighbour of $i$.

For the case that $G$ is not connected, it is composed of a finite number of connected subgraphs, each having a diameter smaller than $d$. It is clear that (16) holds for each subgraph, thus the result in the lemma still holds.

**Lemma 4:** For any node $i \in V$, $j \in N_i$ and $k \geq 0$, we have

$$b_{i \rightarrow j}(k) = \sum_s \phi\{s \xrightarrow{\ell} i \mid G_{i\setminus j}(k)\} b_s$$

where $s$ ranges over all nodes in $G_{i\setminus j}(k)$. In addition, $b_{i \rightarrow j}(k) = b_{j \rightarrow i}(d - 1)$ for all $k \geq d$, where $d$ is the diameter of $G$.

**Proof:** As in the previous result, it is sufficient to consider a connected $G$. We proceed by induction. Since $G_{i\setminus j}(0)$ contains node $i$ only, $\phi\{s \xrightarrow{\ell} i \mid G_{i\setminus j}(0)\} = 1$. This means that $\sum_s \phi\{s \xrightarrow{\ell} i \mid G_{i\setminus j}(0)\} b_s = b_i = b_{j \rightarrow i}(0)$, which is (17) holds for $k = 0$. Now assume that, for some $k \geq 1$, $b_{i \rightarrow j}(k_1) = \sum_s \phi\{s \xrightarrow{\ell} i \mid G_{i\setminus j}(k_1)\} b_s$ for all node $i \in V$, $j \in N_i$ and $k_1 = 0, 1, \ldots, k - 1$. We need to show (17) holds.

Indeed, take any walk $s \xrightarrow{\ell} i$ in $G_{i\setminus j}(k)$. If $s = i$, this walk is just a singleton $(i)$, for which $\phi\{s \xrightarrow{\ell} i \mid G_{i\setminus j}(k)\} b_s = b_i$. For $s \neq i$, this walk must return $(i)$ through some $s \in N_i \setminus j$,
We have from (9) and (12),
\[ \sum_s \phi(\{s \mapsto i\} \mid \mathcal{G}_i(k))b_s = b_i + \sum_{v \in \mathcal{V}_i \setminus j} \sum_s \phi(\{s \mapsto v\} \mid \mathcal{G}_v(k-1))(-a_{iv})b_s. \]
In the right-hand side above, \( s \) obviously ranges over all the nodes in \( \mathcal{G}_i(k-1) \).

Now, every walk \( s \mapsto v \) in \( \mathcal{G}_i(k-1) \) is a concatenation of subwalks \( s \mapsto v \) and \( v \mapsto v \) in \( \mathcal{G}_v(k-1) \). It follows that
\[ \phi(\{s \mapsto v\} \mid \mathcal{G}_v(k-1)) = \phi(\{v \mapsto v\} \mid \mathcal{G}_v(k-1)) \sum_{v \in \mathcal{V}_i \setminus j} \phi(\{s \mapsto v\} \mid \mathcal{G}_v(k-1))(-a_{iv})b_s. \]
The last step above used Lemma 4. Combining the analysis above, we get
\[ \sum_s \phi(\{s \mapsto i\} \mid \mathcal{G}_i(k))b_s = b_i \sum_{v \in \mathcal{V}_i \setminus j} a_{iv} \sum_{v \in \mathcal{V}_i \setminus j} \sum_s \phi(\{s \mapsto v\} \mid \mathcal{G}_v(k-1))b_s = b_i \sum_{v \in \mathcal{V}_i \setminus j} a_{iv}b_{v \rightarrow i}(k-1) b_v. \]
\[ b_i \rightarrow_j (k). \]
The second last step above used the induction assumption, and the last step used (10) and (13). This completes the induction proof. Finally, \( b_i \rightarrow_j (k) = b_i \rightarrow_j (d_i - 1) \) for all \( k \geq d_i \) follows from the fact that \( \mathcal{G}_{i,j}(k) \) has depth \( d_i - 1 \) at most.

Now we are ready to prove Theorem 1.

**Proof:** As before, it suffices to consider the case that \( \mathcal{G} \) is connected. The first two properties in the theorem follow directly from Lemmas 3 and 4. It remains to show 14.

Consider any node \( i \in \mathcal{V} \). Add a fictitious node 0 and fictitious edge \((i, 0)\) to the graph \( \mathcal{G} \) and denote the augmented graph by \( \mathcal{G}_i \), as depicted in Fig. 2 for root node \( i = 3 \). Let \( k \geq d_i \), where \( d_i \) is the depth of the graph \( \mathcal{G} \) when treating node \( i \) as the root. It is clear that \( d_i \leq d \) and that \( \mathcal{G}_{i,0}(k) = \mathcal{G} \). We have from (9) and (12),
\[ a_{i \rightarrow 0}(k) = a_{ii} - \sum_{v \in \mathcal{V}_i} a_{iv}a_{iv} = \tilde{a}_i(k). \]
On the other hand, from Lemma 3 we have
\[ a_{i \rightarrow 0}(k) = \frac{1}{\phi(\{i \mapsto i\} \mid \mathcal{G}_{i,0}(k))} \]
\[ = \frac{1}{\phi(\{i \mapsto i\} \mid \mathcal{G})} \]
\[ = \frac{1}{\phi(\{i \mapsto i\})}. \]
It follows that
\[ \tilde{a}_i(k) = \frac{1}{\phi(\{i \mapsto i\})}. \]
Similarly, from (10) and (13),
\[ b_i \rightarrow 0(k) = b_i - \sum_{v \in \mathcal{V}_i} a_{iv}b_{v \rightarrow i}(k-1) a_{v \rightarrow i}(k-1) = \tilde{b}_i(k). \]
On the other hand, from Lemma 4 we have
\[ b_i \rightarrow 0(k) = \sum_{s} \phi(\{s \mapsto i\} \mid \mathcal{G}_{i,0}(k))b_s = \sum_{s} \phi(\{s \mapsto i\} \mid \mathcal{G})b_s = \sum_{s} \phi(\{s \mapsto i\})b_s. \]
It follows that
\[ \tilde{b}_i(k) = \sum_{s} \phi(\{s \mapsto i\})b_s. \]
Also note \( \phi(\{s \mapsto i\}) = \phi(\{s \mapsto i\})\phi(\{i \mapsto i\}) \).
Finally, combining the above with Lemma 2 we get
\[ x_i^k = \sum_s \phi(\{s \mapsto i\})b_s = \sum_s \phi(\{s \mapsto i\})\phi(\{i \mapsto i\})b_s = \sum_s \frac{1}{\tilde{a}_i(k)} \phi(\{s \mapsto i\})b_s = \frac{\tilde{b}_i(k)}{\tilde{a}_i(k)} = \tilde{x}_i(k). \]
The last step above comes from (11). Since the above holds for all \( k \geq d_i \), hence for all \( k \geq d \), this completes the proof.

**Remark 3:** We see in the proof above that \( \tilde{a}_i(k) \) and \( \tilde{b}_i(k) \) actually converge after \( d_i \) iterations, where \( d_i \) is the depth of the graph \( \mathcal{G} \) when treating node \( i \) as the root. This property will be useful in the proof of Theorem 2.

V. CONVERGENCE ANALYSIS FOR LOOPY GRAPHS

In this section, we consider a general graph \( \mathcal{G} \) (acyclic or loopy) under the walk-summability assumption to prove Theorem 2. Similar to the proof of Theorem 1 it suffices to consider a connected graph \( \mathcal{G} \), which we will assume below. We will also assume that \( a_{ii} = 1 \) for all \( i \), as the case of \( a_{ii} \neq 1 \) does not alter the proof, but just complicates the writing.
A. Unwrapped Graph

Following the work of [10], we construct an unwrapped tree with depth \( t > 0 \) for a loopy graph \( G \) [10]. Take node \( i \) to be the root and then iterate the following procedure \( t \) times:

- Find all leaves of the tree (start with the root);
- For each leaf, find all the nodes in the loopy graph that neighbor this leaf node, except its parent node in the tree, and add all these node as the children to this leaf node.

![Fig. 3. Left: A loopy graph. Right: The unwrapped tree for root node 1 with 4 layers (\( t = 4 \))](image)

The variables and weights for each node in the unwrapped tree are copied from the corresponding nodes in the loopy graph. It is clear that taking each node as root node will generate a different unwrapped tree. Fig. 3 shows the unwrapped tree around root node 1 for a loopy graph. Note, for example, that nodes 1’ , 1” , 1‴, 1\( ^{iv} \) all carry the same values \( b_1 \) and \( a_{11} \). Similarly, if node 1’ is the parent (or child) of node \( j \) in the unwrapped tree, and node 1 and node \( j \) are a wrapped version of nodes 1 and \( j \), then \( a_{1j'} = a_{1j} \) (or \( a_{j1'} = a_{j1} \)).

List the nodes in the unwrapped tree in breadth first order, by starting from the root node, followed by the first layer (i.e., the children of the root node), then the second layer, etc. Denote the unwrapped tree as \( G_i(t) = \{ \mathcal{W}_i(t), \mathcal{E}_i(t) \} \) with the associated matrix \( A_i(t) = I - R_i(t) \). It is obvious that \( G_i(t) \) is connected by construction.

We have the following key result from [12].

\textbf{Lemma 5:} There is a one-to-one correspondence between finite-length walks in \( G \) that end at \( i \), and walks in \( G_i^{(\infty)} \).

\textbf{Proof:} Consider any \( i \in V \). Recall from [9] that \( x_i = \sum_s \phi(\{ s \rightarrow i \})b_s \). Take any \( s \in V \) and consider the set of walks \( \{ s \rightarrow i \} \). From Lemma 5, any finite-length walk \( w \) in \( \{ s \rightarrow i \} \) (that starts in \( s \)) has a counterpart in \( G_i(t) \) for a sufficiently large \( t \) and this walk starts with \( s \) or a replica of it. With some abuse of notion, we denote by \( \mathcal{W}(s \rightarrow i)^{(t)} \) the set of walks in \( G_i(t) \) that ends at \( i \) but starts from either \( s \) or a replica of it. Lemma 5 also implies that any walk (finite-length or not) in \( \mathcal{W}(s \rightarrow i)^{(t)} \) (which starts with \( s \) or a replica of it) has a counterpart in \( G \) that starts in \( s \). This last property also implies that the set of walks \( \mathcal{W}(s \rightarrow i)^{(t)} \) is walk-summable. Due to the nesting of \( G_i^{(t)} \subset G_i^{(t+1)} \), we have \( \mathcal{W}(s \rightarrow i)^{(t)} \subset \mathcal{W}(s \rightarrow i)^{(t+1)} \). Therefore, Lemma 5 implies that

\[ \phi(\{ s \rightarrow i \}) = \phi\left( \bigcup_s \mathcal{W}(s \rightarrow i)^{(t)} \right) = \lim_{t \to \infty} \phi(\mathcal{W}(s \rightarrow i)^{(t)}). \]

The last step follows from Property P3 of walk-summability. On the other hand, by defining

\[ x_i^{(t)} = \sum_s \phi(\mathcal{W}(s \rightarrow i)^{(t)})b_s, \]

Lemma 2 says that \( x_i^{(t)} \) is the correct solution of \( x_i \) for the graph \( G_i^{(t)} \). Note that \( G_i(t) \) has depth \( t \) when viewing from root node \( i \). By applying Theorem 1 to \( G_i^{(t)} \) and noting Remark 3, we know that \( x_i^{(t)} \) is correctly obtained after running Algorithm 1 on \( G_i^{(t)} \) for \( t \) iterations. Also, by the construction of the unwrapped tree graph, we know that running Algorithm 1 on \( G_i^{(t)} \) for \( t \) iterations is the same as running Algorithm 1 on \( G \) for \( t \) iterations, and the latter generates \( \hat{x}_i(t) \) in (11). Hence, \( x_i^{(t)} = \hat{x}_i(t) \). Combining this with (18), we conclude that

\[ \lim_{t \to \infty} \hat{x}_i(t) = \lim_{t \to \infty} \sum_s \phi(\mathcal{W}(s \rightarrow i)^{(t)})b_s = \sum_s \phi(\{ s \rightarrow i \})b_s = x_i^{(1)}, \]

which is (13). The last step above used Lemma 2.

VI. Examples

The convergence of Algorithm 1 is demonstrated in this section through two examples, one on an acyclic graph and one on a loopy graph. The performance is compared with two methods. The first method is the Jacobi method [3] as explained earlier. Incidentally, the Jacobi method is guaranteed to converge correctly for walk-summable systems because, using \( A = D_A(I - R) \), (13) can be rewritten as

\[ \hat{x}(k + 1) = R\hat{x}(k) + D_A^{-1}b, \]

and we have \( \rho(R) < 1 \).

The second method we consider is the distributed algorithm in [16] for solving linear systems. This algorithm is generalized from a Laplacian matrix based consensus approach by applying orthogonal projection. Defining \( x_i(k) \) as the (vector) estimate of \( x^* \) by node \( i \) at iteration \( k \), the distributed algorithm in [16] deploys the following distributed iteration:

\[ x_i(k + 1) = x_i(k) - \frac{1}{|N_i|} \sum_j \left[ N_i \left( x_i(k) - \sum_{j \in N_i} x_j(k) \right) \right], \]

with the initial condition of \( x_i(0) \) to be any solution for the \( i \)-th row of \( P \), where \( P \) is an orthogonal projection matrix for the \( i \)-th row. In particular, we take \( x_i(0) = \frac{1}{n_i} e_i \), with \( e_i \) being the vector with \( i \)-th component equal to 1 and all other components equal to 0. Note that this algorithm does not satisfy the low complexity constraints C2-C3 because each node \( i \) estimates the whole vector of \( x \), thus not qualifying for a distributed algorithm in our definition. Nevertheless, this algorithm is used to compare convergence.
A. Example 1: Acyclic Graph

Our first example is an acyclic graph depicted in Fig. 1. The matrix $A$ has $a_{ii} = |N_i|$ and the non-zero $a_{ij}$ randomly chosen from $(-1, -0.85)$ and $b_i = i$. The diameter of the graph is $d = 4$. The simulated result for Algorithm 1 is shown in Fig. 4. As we can see, it takes only 4 iterations to converge.

In comparison, we show in Fig. 5 the simulated result for the same example using the Jacobi method and in Fig. 6 using the distributed method for linear systems in [16]. As we see that the Jacobi method converges considerably slower, with an error of approximately 0.02 after 100 iterations. For reaching a similar error, it takes the method in [16] nearly 20,000 iterations.

B. Example 2: Loopy Graph

Our second example is a loopy graph depicted in Fig. 7. The values of $A$ and $b_i = i$ are chosen in the same way as before. This choice makes $A$ diagonally dominant, hence walk-summable. The simulated result for Algorithm 1 is shown in Fig. 8. For 100 iterations, the error is converged down to approximately $0.8 \times 10^{-4}$. Fig. 9 shows the simulated result for the Jacobi method and Fig. 10 is the distributed method in [16]. As we see that the Jacobi method converges considerably slower, with an error of approximately 0.1. For reaching a similar error, it takes the method in [16] about 5000 iterations.
C. Example 3: Large Loopy Graph

Our third example involves a randomly connected graph with 1000 nodes, as shown in Fig. 11. The circles indicate the nodes and the curves indicated the edges. The matrix $A$ is chosen by taking the non-zero off-diagonal terms $R_{ij}$ (the $(i,j)$-th entry of $R$) to be random within $(-0.05, 0.05)$, and $b_i = i$ for all $i$. Fig. 12 plots the convergence of the $\hat{x}(k)$. To better show the convergence of Algorithm 1, we plot the logarithmic error $\log_{10}(\|\hat{x}(k) - x^*\|^2/n)$ versus the iteration number $k$ in Fig. 13. As we can see from the figure, the error decreases exponentially (or the logarithmic error decreases linearly) in the number of iterations. The error floor after 15 iterations or so is due to the accuracy limitation of Matlab. Measuring from the figure, the decreasing slope is roughly equal to -1. In comparison, for this specific realisation of $R$, the computation shows that $\log_{10}(\rho(R)) = -0.9395$ and $\log_{10}(\rho(\bar{R})) = -0.5167$.

Remark 4: To help understand why Algorithm 1 outperforms...
the Jacobi method, it is straightforward to derive from (19) that

$$\hat{x}(k) = \sum_{\ell=1}^{k} R^\ell (D_A^{-1} b).$$

The above means that in the k-th iteration, the Jacobi estimate \(\hat{x}_j(k)\) in (19) will contain all the walks (from every node s) to node i up to length k. In other words, the Jacobi estimate \(\hat{x}_i(k)\) in (19) misses all the walks of lengths \(k+1\) or longer, when compared with its asymptotic value (i.e., the exact value of \(x_i^\star\)). In comparison, a closer look of the analysis in Section V can reveal that the proposed estimate \(\hat{x}_i(k)\) in Algorithm 1 actually contains all the walks used by the Jacobi method as a strict subset. This explains why Algorithm 1 outperforms the Jacobi method in general.

VII. Conclusion

We take this space to comment on several theoretical features of the proposed distributed algorithm for linear systems.

Firstly, the algorithm can be viewed as an enhanced version of the classical Jacobi method. In the Jacobi method, the information flow from node i to its neighboring node j in iteration k gets fed back right away in iteration \(k+1\). That is, \(\hat{x}_i(k)\) is used in computing \(\hat{x}_j(k+1)\), which is then used in computing \(\hat{x}_i(k+2)\), as evident in (3). Such direct feedback creates information contamination, and it requires an infinite number of iterations for the contamination to dissipate completely. In the proposed algorithm, the information flow from node i to node j moves on to other nodes without returning to node i directly. This allows the algorithm to converge only in a finite (and minimum) number of iterations for an acyclic graph. Even for a cyclic graph, this feature leads to a much faster convergence because the information can flow back only through loops, resulting in much weaker information contamination.

The tradeoff is that a slightly stronger condition, i.e., walk-summability (or \(\rho(\hat{R}) < 1\)) is required to guarantee the correct convergence of the proposed algorithm, whereas the Jacobi method requires only \(\rho(R) < 1\). The technical insight for this difference is that unordered sums of walks are used in the proposed algorithm, whereas the Jacobi method uses a specific ordered sums of walks, with the ordering given by (3).

Secondly, the proposed algorithm can be viewed as a distributed version of Gauss elimination method. The link to Gauss elimination is evident from the proofs of Theorems 1-2. Effectively, every node carries out its own sequence of Gauss eliminations independently by moving required information around through nodes in the graph.

Thirdly, the proposed algorithm resembles the well-known Belief Propagation (BP) algorithm for computing the marginal distributions of a multi-variate probability density function, originally proposed by Pearl [35]. Indeed, some ideas are adopted from the BP algorithm to develop the proposed algorithm and its convergence proof for the loopy graph case is partially based on an idea in the important works of [10] and [12], namely, the use of unwrapped tree graphs and walk-summability analysis.

Finally, it would be interesting and important to generalise the proposed algorithm to block diagonally matrices, i.e., each \(x_i\) is a vector rather than a scalar. Proper development of this generalization will be carried out in the future. Finding weaker conditions than walk summability for correct convergence will be an important task in the future. Also, finding out the exact convergence rate of the proposed algorithm will be very interesting too, and we conjecture that the convergence rate is theoretically faster than that of the Jacobi method. Generalising our work to the scenario when the system data \((A,b)\) and graph topology \(G\) are time-varying will be very interesting for many real-time applications as well.

APPENDIX: Walk Summability Properties

We have the following result on walk summability, generalised from [12] for symmetric and positive semidefinite matrices to general matrices in our case.

Lemma 6: Given an \(n \times n\) matrix \(R = \{r_{ij}\}\) and its induced graph \(G = \{V,E\}\), define \(R = \{|r_{ij}|\}\). Then, the following implications hold:

- \(R\) is walk-summable
- \(\sum_{\ell} R^\ell\) converges
- \(\rho(R) < 1\)
- \(A = D_A(I - R)\) is nonsingular (where \(D_A > 0\).

In the above, \(\rho(\cdot)\) denotes the spectral radius of a matrix.

Proof: By the basic results of analysis [56] (as pointed out in [12]), the unordered sum is well defined if and only if it converges absolutely, i.e., if and only if \(\sum_{\ell} |\phi(w)|\) converges (i.e., the sum is finite and unique, hence, well defined) for all \(i,j\). It is clear that \(|\phi(w)|\) corresponds to \(R\). Hence, \(R\) is walk-summable if and only if \(R\) is walk-summable.

It follows from (6) that \(R\) is walk-summable if and only if \(\sum_{\ell} R^\ell\) converges, which is equivalent to \(\rho(R) < 1\) (a basic stability result from [2]). Taking any integer \(N > 0\), we have

$$\sum_{\ell=0}^{N} R^\ell_{ij} \leq \sum_{\ell=0}^{N} |(R^\ell)_{ij}| = \sum_{\ell=0}^{N} |\sum_{i,j} \phi(w)|$$

$$\leq \sum_{\ell=0}^{N} \sum_{i,j} |\phi(w)| = \sum_{\ell=0}^{N} (\hat{R}^\ell)_{ij}$$

for all \(i,j\). Talking \(N \to \infty\), we know that the convergence of \(\sum_{\ell} R^\ell\) implies that of \(\sum_{\ell} R^\ell\), which is equivalent to \(\rho(R) < 1\) (using (2) again). Finally, \(\rho(R) < 1\) obviously implies \(A = D_A(I - R)\) is nonsingular. ■

Remark 5: We see in the lemma above a seemingly puzzling phenomenon that the walk-summability of \(R\) and that of \(\hat{R}\) are equivalent, yet the convergence of \(\sum_{\ell} R^\ell\) and that of \(\sum_{\ell} R^\ell\) are not equivalent. The reason is that walk-summability requires the unordered sum over all walks from node \(i\) to node \(j\) to be well defined, whereas \(\sum_{\ell} R^\ell\) corresponds to a particular ordered sum (i.e., the order of \(\ell = 1, 2, \ldots\)).

Next, we show that walk-summable systems include diagonally dominant ones.
Lemma 7: If $A$ is diagonally dominant [3], then $R = I - D_A^{-1}A$ is walk summable.

Proof: Without loss of generality, assume $a_{ii} = 1$ for all $i$. Then, $A$ being diagonally dominant and $a_{ii} = 1$ imply that $\gamma_i = \sum_{j \neq i} |a_{ij}| < 1$ for every $i$. The well-known Gershgorin circle theorem [3] says that every eigenvalue $\lambda$ of $A$ lies in at least one of the Gershgorin discs $D(a_{ii}, \gamma_i)$. Hence, $\rho(R) < 1$, then $R$ is walk-summable.

Finally, we comment on the equivalence between walk-summability and the generalised diagonal dominance. Following [34], a matrix $A = \{a_{ij}\}$ is said to be generalised diagonally dominant if there exists a positive diagonal matrix $D = \text{diag}\{d_i\}$ such that $D^{-1}AD$ is diagonally dominant, i.e.,

$$|a_{ii}|d_i > \sum_{j \neq i} |a_{ij}|d_j, \forall i.$$ 

We will call the system (1) generalised diagonally dominant if $A$ is generalised diagonally dominant.

Lemma 8: The linear system (1) is walk-summable if and only if it is generalised diagonally dominant.

Proof: Consider the matrix $A$ in (1). Without loss of generality, assume $a_{ii} = 1$ for all $i$. Defining the comparison matrix of $A$ by $M(A) = \{\alpha_{ij}\}$ with $\alpha_{ii} = |a_{ii}|$ and $\alpha_{ij} = -|a_{ij}|$ for $j \neq i$, it is clear that $A$ is generalised diagonally dominant if and only if $M(A)$ is so. It is known (see, e.g., [34]) that a matrix $A$ is generalised diagonally dominant if and only if $A$ is an $H$-matrix. Note that a matrix $A$ is called an $H$-matrix if its comparison matrix $M(A)$ is an $M$-matrix. Recall that an $M$-matrix can be written as $sI - R$ with $R = \{r_{ij}\}$, $r_{jj} \geq 0$, and $s \geq \rho(R)$ [2]. In our case, $a_{ii} = 1$ for all $i$ and $s = 1$. We see that $A$ is generalised diagonally dominant if and only if $\rho(R) < 1$, and this is the same as $R$ being walk summable, as shown in Lemma 6 or (1) being walk-summable.

We also note that an iterative algorithm for searching the diagonal matrix $D$ can be found in [34].
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