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ABSTRACT. A number of non-standard finite element methods have been proposed in recent years, each of which derives from a specific class of PDE-constrained norm minimization problems. The most notable examples are $LL^*$ methods. In this work, we argue that all high-order methods in this class should be expected to deliver substandard uniform $h$-refinement convergence rates. In fact, one may not even see rates proportional to the polynomial order $p > 1$ when the exact solution is a constant function. We show that the convergence rate is limited by the regularity of an extraneous Lagrange multiplier variable which naturally appears via a saddle-point analysis. In turn, limited convergence rates appear because the regularity of this Lagrange multiplier is determined, in part, by the geometry of the domain. Numerical experiments support our conclusions.

1. Introduction

A sustained scientific interest in finite element methods which are intrinsically stable has delivered of a large number of new non-standard finite element methods throughout the last decade [24, 23, 21, 4, 5, 18, 40, 51, 49, 38, 17]. Most of these novel methods can be derived from Demkowicz and Gopalakrishnan’s discontinuous Petrov–Galerkin (DPG) method with optimal test functions [26, 27], however, many of these methods’ key features can be traced at least to the first-order system least squares (FOSLS) methods introduced by Cai et al. in [14, 15]. Each of the methods mentioned above arise from a minimum residual energy principle. Consequently, they are numerically stable and tend to have a built-in local error estimator which facilitates adaptive mesh refinement [7, 31, 19, 44]. It is common to refer to these non-standard finite element methods as minimum residual methods.

A closely related class of methods derive from a very different category of energy principles which come about by minimizing the norm of all possible solutions under a variational equation constraint. In this paper, we refer to this alternative class of methods as minimum norm methods. The most notable example are the $LL^*$ methods (also known as FOSLL* methods), first introduced by Cai et al. in [16].

Minimum norm methods arise naturally when the adjoint formulation of a minimum residual method is considered [41]. This may come about during the mathematical analysis of a minimum residual method [28, 34] or when using a minimum residual
method in an optimization setting; for instance, when designing error estimators based on an extrinsic quantity of interest [42, 55, 53, 20]. Such methods may also be derived entirely on their own [16, 50, 47, 13, 48, 9, 43, 10, 30, 11]. In every setting, the question of accuracy is critical.

The reason for this work is to clear up an apparent confusion in the literature about the numerical accuracy of minimum norm methods. Certain authors have pointed out that their particular minimum norm method has poor accuracy at high polynomial orders [30, 55]. However, given how well-established $LL^*$ methods are in the literature, other scientists have expressed an instinctive skepticism toward these assertions. The aim of this paper is to settle the dispute by demonstrating that even $LL^*$ methods have high-order accuracy limitations in conventional test problems.

The need for this contribution is imminent as the number of new minimum norm methods appearing in the literature seems to only be accelerating. In addition, within the part community which already believes in the accuracy limitation, there is some disagreement on its exact cause [30, 55].

This work does not aim to undermine certain important advantages that minimum norm methods also hold. For instance, we do not dispute that the structure of minimum norm methods inherits numerical stability. This means that these methods can be applied more or less “as is” to wide variety of problems; e.g., [16, 50, 47, 13, 48]. They also typically lead to symmetric positive definite stiffness matrices, which obviously endears them to the most efficient linear solvers.

To make this work more accessible, we have chosen to focus our analysis on the $LL^*$ method (in its most common form, also known as the FOSLL$^*$ method) [16, 50, 47, 13, 48], but our main results are generalizable to the entire category of minimum norm methods. Our choice alleviates the need to introduce extensive notation which would be necessary to cover all minimum norm methods at once; e.g., [41, 30]. It is also desirable because $LL^*$ is likely the oldest minimum norm method, the easiest to understand, and, certainly, the most well-known. It is the author’s opinion that the analysis in this setting is sufficiently direct and sufficiently generalizable, that any interested reader would be able to apply it to the setting and notation of their own method. We now introduce the primary notation and restate the goal of this paper in a more mathematically precise way.

1.1. Notation and intention. In what follows, the $LL^*$ method is a finite element method which derives from the following PDE-constrained norm minimization problem on a domain $\Omega \subseteq \mathbb{R}^n$:

\[
\min_{u \in L^2(\Omega)} \frac{1}{2} \| u \|_{L^2(\Omega)}^2 \quad \text{subject to} \quad \int_{\Omega} u \cdot L^* v \, dx = \int_{\Omega} f \cdot v \, dx \quad \text{for all } v \in \text{Dom}(L^*).
\]

Here, $L^* : L^2(\Omega) \supseteq \text{Dom}(L^*) \rightarrow L^2(\Omega)$ is a closed linear operator (with its domain $\text{Dom}(L^*)$ dense in $L^2(\Omega)$) and $f \in L^2(\Omega)$ is some prescribed function.

Let $u \in H^s(\Omega)$ and $u_{hp} \in V_{hp}$ be its order-$p$ finite element approximation on a shape-regular mesh $T_h$. We say that the corresponding finite element method delivers
limited convergence rates if there exists a maximum exponent \( r \geq 0 \), independent of \( p \) and \( s \), such that the following upper bound is sharp for all sufficiently large \( p \) and \( s \),
\[
\|u - u_{hp}\|_{L^2} \leq C h^r \|u\|_{H^s}.
\]
Here, the constant \( C \) depends at most on \( p, s \), and \( \Omega \). Meanwhile, \( \| \cdot \|_{L^2} = \| \cdot \|_{H^0} \) and \( \| \cdot \|_{H^s}, s > 0 \), denote \( L^2(\Omega) \) and \( H^s(\Omega) \) norms, respectively. Throughout this work, we use the same notation above for the norms of vector- and tensor-valued functions.

1.2. Layout. In Section 2 we give a formal derivation of the \( \mathcal{LL}^* \) method. In Section 3 we introduce a general second-order elliptic model problem. In Section 4 we perform an a priori error estimation for the \( \mathcal{LL}^* \) method applied to the model problem. In Section 5, we give numerical evidence to verify the theory put forward in Section 4. Finally, in Section 6, we give a short summary of our findings and various concluding remarks.

2. Derivation and mixed formulation

One may arrive at the \( \mathcal{LL}^* \) method in a variety of ways. Most notably, one can begin with a minimum residual principle with a problem-dependent negative norm and then derive the variational equations which uniquely characterize its optimizer [16, 7]. This is the most well-established approach, however, it requires the definition of various symbols that are not required in this work. Therefore, we opt for a short derivation which allows us to proceed immediately to an explicit example and its analysis. The interested reader is referred to [7] and references therein for a thorough motivation of the \( \mathcal{LL}^* \) method.

We begin with a linear boundary value problem (BVP) over a domain \( \Omega \subseteq \mathbb{R}^n \):
\[
\mathcal{L}u = f,
\]
where \( \mathcal{L} \) is a linear differential operator and \( f \in L^2(\Omega) \) is some prescribed function. More specifically, we assume that \( \mathcal{L} : L^2(\Omega) \supseteq \text{Dom}(\mathcal{L}) \rightarrow L^2(\Omega) \) is a closed, bijective linear operator and that its domain, written \( \text{Dom}(\mathcal{L}) \), is dense in \( L^2(\Omega) \) and equipped with the graph norm \( \|v\|_{H(\mathcal{L})}^2 = \|v\|_{L^2}^2 + \|\mathcal{L}v\|_{L^2}^2 \). If \( \mathcal{L} \) is bounded below, meaning
\[
\|v\|_{L^2} \leq C \|\mathcal{L}v\|_{L^2} \quad \text{for all } v \in \text{Dom}(\mathcal{L}),
\]
then, by the Closed Range Theorem (for closed operators), its adjoint is also bounded below [25, Section 4.3],
\[
\|v\|_{L^2} \leq C \|\mathcal{L}^*v\|_{L^2} \quad \text{for all } v \in \text{Dom}(\mathcal{L}^*).\]
By (2), the strong variational formulation,
\[
\text{(4) Find } u \in \text{Dom}(\mathcal{L}) \text{ satisfying } (\mathcal{L}u, v) = (f, v) \quad \text{for all } v \in L^2(\Omega),
\]
is well-posed. Likewise, by (3), the ultraweak variational formulation,
\[
\text{(5) Find } u \in L^2(\Omega) \text{ satisfying } (u, \mathcal{L}^*v) = (f, v) \quad \text{for all } v \in \text{Dom}(\mathcal{L}^*),
\]
is also well-posed (with respect to the graph norm $\|v\|^2_{H(\mathcal{L}^*)} = \|v\|^2_{L^2} + \|\mathcal{L}^*v\|^2_{L^2}$) [25].

If we define the auxiliary variable $u = \mathcal{L}^*\lambda$, then (5) can be rewritten as

(6a)  \quad \text{Find } \lambda \in \text{Dom}(\mathcal{L}^*) \text{ satisfying } (\mathcal{L}^*\lambda, \mathcal{L}^*v) = (f, v) \text{ for all } v \in \text{Dom}(\mathcal{L}^*).

This variational formulation is the foundation of the $\LL^*$ finite element method. Indeed, introducing the finite-dimensional subspace $V_{hp} \subseteq \text{Dom}(\mathcal{L}^*)$, the $\LL^*$ solution is defined as $u_{hp} = \mathcal{L}^*\lambda_{hp} \in \mathcal{L}^*(V_{hp})$, where $\lambda_{hp}$ is the unique solution to the following discrete variational problem:

(6b)  \quad \text{Find } \lambda_{hp} \in V_{hp} \text{ satisfying } (\mathcal{L}^*\lambda_{hp}, \mathcal{L}^*v) = (f, v) \text{ for all } v \in V_{hp}.

In the coming arguments, it is helpful to also consider the mixed formulation of (6a):

\[
\begin{aligned}
\text{Find } (u, \lambda) \in L^2(\Omega) \times \text{Dom}(\mathcal{L}^*) \text{ satisfying } \\
(u, w) - (\mathcal{L}^*\lambda, w) = 0 \quad \text{for all } w \in L^2(\Omega), \\
(u, \mathcal{L}^*v) = (f, v) \quad \text{for all } v \in \text{Dom}(\mathcal{L}^*).
\end{aligned}
\]

Likewise, the related discrete formulation (cf. (6b)) is as follows:

(7b)  \quad \text{Find } (u_{hp}, \lambda_{hp}) \in \mathcal{L}^*(V_{hp}) \times V_{hp} \text{ satisfying } \\
(u_{hp}, w) - (\mathcal{L}^*\lambda_{hp}, w) = 0 \quad \text{for all } w \in \mathcal{L}^*(V_{hp}), \\
(u_{hp}, \mathcal{L}^*v) = (f, v) \quad \text{for all } v \in V_{hp}.

It is important to emphasize that (7a) and (7b) are equivalent to (6a) and (6b), respectively; they are simply written differently. This mixed method perspective is very helpful. For instance, from (7a) it is evident that $\lambda$ is the Lagrange multiplier associated to the minimization problem (1).

### 3. Model Problem

In this section, we consider the second-order linear homogeneous boundary value problem (BVP)

\[
-\text{div}(A \text{ grad } u) + b \cdot \text{ grad } u + cu = f \quad \text{in } \Omega,
\]

with the boundary condition $u = 0$ on $\partial \Omega$. Here, $\Omega \subseteq \mathbb{R}^d$, $d = 2, 3$, is a polyhedral domain, $A^{-1} \in [L^\infty(\Omega)]^{d \times d}$ is a symmetric positive definite matrix-valued function almost everywhere, $b \in [L^\infty(\Omega)]^d$ is almost everywhere divergence free, $c \in L^\infty(\Omega)$ is almost everywhere non-negative, and $f \in L^2(\Omega)$. It is well-known that the solution of this problem, $u$, belongs to $H^1(\Omega)$.

We follow [13] and write (8) as the following first-order system of equations involving a new solution variable $\sigma \in H(\text{div}, \Omega) = \{\sigma \in [L^2(\Omega)]^d : \text{div}(\sigma) \in L^2(\Omega)\}$:

\[
\begin{aligned}
A^{-1}\sigma + \text{ grad } u &= 0 \quad \text{in } \Omega, \\
\text{div } \sigma - b \cdot A^{-1}\sigma + cu &= f \quad \text{in } \Omega.
\end{aligned}
\]
An alternative way of expressing these equations is to write \( \mathbf{L} \mathbf{u} = \mathbf{f} \), where the operator \( \mathbf{L} : \left[ L^2(\Omega) \right]^d \times L^2(\Omega) \supseteq H(\text{div}, \Omega) \times H^1_0(\Omega) \to \left[ L^2(\Omega) \right]^d \times L^2(\Omega) \) is defined

\[
\mathbf{L} \mathbf{u} = (\mathbf{A}^{-1} \mathbf{\sigma} + \text{grad} \, \mathbf{u}, \text{div} \, \mathbf{\sigma} - \mathbf{b} \cdot \mathbf{A}^{-1} \mathbf{\sigma} + \mathbf{c} \, \mathbf{u}), \quad \mathbf{u} = (\mathbf{\sigma}, \mathbf{u}),
\]

and the load \( \mathbf{f} \in \left[ L^2(\Omega) \right]^d \times L^2(\Omega) \) is defined

\[
\mathbf{f} = (\mathbf{0}, \mathbf{f}).
\]

A straightforward calculation (see, e.g., [13, Section 2.3]) can be performed to show that the \( L^2 \)-adjoint of the operator (9), \( \mathbf{L}^* : \left[ L^2(\Omega) \right]^d \times L^2(\Omega) \supseteq H(\text{div}, \Omega) \times H^1_0(\Omega) \to \left[ L^2(\Omega) \right]^d \times L^2(\Omega) \), is simply

\[
\mathbf{L}^* \mathbf{v} = (\mathbf{A}^{-1} \mathbf{\tau} - \mathbf{A}^{-1} \mathbf{b} \, \mathbf{v} - \text{grad} \, \mathbf{v}, \mathbf{c} \, \mathbf{v} - \text{div} \, \mathbf{\tau}), \quad \mathbf{v} = (\mathbf{\tau}, \mathbf{v}).
\]

In the notation of Section 2, we see that \( \text{Dom}(\mathbf{L}) = \text{Dom}(\mathbf{L}^*) = H(\text{div}, \Omega) \times H^1_0(\Omega) \). Accordingly, the \( \mathbf{L} \mathbf{L}^* \) formulation of (8) is

\[
\lambda = (\zeta, \lambda) \in \text{Dom}(\mathbf{L}^*) \text{ satisfying } (\mathbf{L}^* \lambda, \mathbf{L}^* \mathbf{v}) = (\mathbf{f}, \mathbf{v}) \quad \text{for all } \mathbf{v} \in \text{Dom}(\mathbf{L}^*),
\]

with the definitions (10) and (11) given above. From the solution of this variational problem, one then reconstructs the solution \( \mathbf{u} = \mathbf{L}^* \lambda \).

### 3.1. Properties of the Lagrange multiplier

It is instructive to write out the strong form of (12) for the Laplace operator; i.e., let \( \mathbf{A} = \mathbf{I} \) (the identity matrix), and let both \( \mathbf{b} \) and \( \mathbf{c} \) be zero. Doing so will lend insight to the regularity required of the Lagrange multiplier \( \lambda = (\zeta, \lambda) \) and the intricate relationship between it and \( \mathbf{u} = (\mathbf{\sigma}, \mathbf{u}) \) and \( \mathbf{f} \).

We therefore turn to the simplified variational equation

\[
(\zeta - \text{grad} \, \lambda, \mathbf{\tau} - \text{grad} \, \mathbf{v}) + (\text{div} \, \zeta, \text{div} \, \mathbf{\tau}) = (\mathbf{f}, \mathbf{v}) \quad \text{for all } (\mathbf{\tau}, \mathbf{v}) \in \text{Dom}(\mathbf{L}^*),
\]

and the expressions \( \mathbf{\sigma} = \zeta - \text{grad} \, \lambda \) and \( \mathbf{u} = - \text{div} \, \zeta \).

After integrating (13) by parts, one arrives at the following coupled system of second-order equations for the variables \( \zeta, \lambda \):

\[
\begin{align*}
\zeta - \text{grad} \, \lambda - \text{grad} \, \text{div} \, \zeta &= 0 \quad \text{in } \Omega, \\
\text{div} \, \zeta - \Delta \lambda &= f \quad \text{in } \Omega,
\end{align*}
\]

with the boundary conditions \( \lambda = \text{div} \, \zeta = 0 \) on \( \partial \Omega \). The reader may now notice, after simply substituting \( \text{div} \, \zeta = -\mathbf{u} \) into (14b), that \( \lambda \) is the unique solution of the following Dirichlet problem:

\[
-\Delta \lambda = f + \mathbf{u} \quad \text{in } \Omega, \quad \text{with } \lambda = 0 \quad \text{on } \partial \Omega.
\]

The regularity of solutions to this problem have been studied extensively [36, 33, 37]. One well-known result is that if \( \Omega \) is convex or globally \( C^2 \), then \( \lambda \in H^2(\Omega) \cap H^1_0(\Omega) \). In two dimensions, this result can be improved if one invokes information about the angle of the largest corner in the domain, \( \theta < \pi \). In general, one finds there is a constant \( C > 0 \), depending on \( s \), such that

\[
\| \lambda \|_{H^{s+2}} \leq C \| f + \mathbf{u} \|_{H^s}, \quad 0 \leq s < s_0,
\]

where \( s_0 \) is defined.
where \( s_0 = \min\{1, \pi/\theta - 1\} \); see, e.g., [3]. The regularity of \( \lambda \) deteriorates in another well-understood way in the presence of domains with re-entrant corners; see, e.g., [2, 46]. More limited bounds also hold with non-homogeneous boundary conditions [3, 2] or when \( A \neq I \) and when \( b \) and \( c \) are non-zero; see, e.g., [36, 37] and [33, Chapter 6.3].

At this point, it is still not clear why the regularity limitation of the Lagrange multiplier component \( \lambda \) should affect the convergence rate of the \( LL^* \) method or, in fact, any minimum norm method. Indeed, based solely on the discussion above, it appears only that both \( \lambda \) and \( u \) have similar regularity properties. This is an important observation in its own right since various authors have stated that \( \lambda \) should have higher regularity than \( u \), simply because it derives from the higher-order PDE (14); see, e.g., [7, p. 483]. In addition, it is known that the residual function (sometimes called the “error representation function” [29]), a different secondary variable which arises naturally in minimum residual methods, is similarly restricted; see, e.g., [41] and references therein.

The key ingredient that we are missing appears in the stability bound which arises from the saddle-point analysis.

3.2. Discretization. In Section 4, we use (15) to argue that the specific form of the saddle-point problems (7a) and (7b) limits the convergence rates of \( LL^* \) methods for certain second-order elliptic PDEs. In addition, we explain how the same analysis may be replicated and applied to other minimum norm methods more generally. First, however, we must introduce a specific discretization we aim to analyze. For continuity, we choose to follow the same discretization of (12) considered in [13].

Let \( T_h \) be a shape-regular triangulation of \( \Omega \) into simplices. For each element \( K \in T_h \), we denote the space of polynomials of degree less than or equal to \( p \) on \( K \) by \( P_p(K) \).

Accordingly, the local Raviart–Thomas space of order \( p \) on \( K \) [52] is defined

\[
RT_p(K) = P_p(K)^d + xP_p(K),
\]

where \( x = (x_1, \ldots, x_d) \).

We may now define the approximation space \( V_{hp} \) using a globally \( H(\text{div}) \)-conforming Raviart–Thomas space and \( H^1 \)-conforming (i.e., continuous) piecewise polynomials of degree at most \( p + 1 \). That is, \( V_{hp} = \Sigma_p(T_h) \times V_{p+1}(T_h) \), where

\[
\Sigma_p(T_h) = \{ \tau \in H(\text{div}, \Omega) : \tau|_K \in RT_p(K) \ \forall K \in T_h \},
\]

\[
V_{p+1}(T_h) = \{ v \in H^1_0(\Omega) : v|_K \in P_{p+1}(K) \ \forall K \in T_h \}.
\]

With these definitions in hand, we arrive at the following discrete variational formulation:

(16) Find \( \lambda_{hp} = (\zeta_{hp}, \lambda_{hp}) \in V_{hp} \) satisfying \( (\mathcal{L}^*\lambda_{hp}, \mathcal{L}^*v) = (f, v) \) for all \( v \in V_{hp} \).

After solving this discrete variational problem, one may reconstruct the discrete solution \( u_{hp} = (\sigma_{hp}, u_{hp}) = \mathcal{L}^*\lambda_{hp} \).

Certain approximation properties of the spaces \( \Sigma_p(T_h) \) and \( V_{p+1}(T_h) \) will be important in the next section. Let \( \Pi_{\text{grad}}^{p+1} : H^1_0(\Omega) \to V_{p+1}(T_h) \) denote the Scott–Zhang projection.
satisfies the error estimate

\[ \norm{u - \Pi_{w}^{p+1} u}_{H^{1}} \leq C h^{r} \norm{u}_{H^{r+1}}, \quad 0 \leq r \leq p + 1. \]

Moreover, let \( \Pi_{w}^{p} : H(\text{div}, \Omega) \cap H^{1}(\Omega) \to \Sigma_{p}(\mathcal{T}_{h}) \) denote the Raviart–Thomas operator, which satisfies [8, Proposition 2.5.4]

\[
\begin{align}
(18a) \quad & \norm{\sigma - \Pi_{\text{div}}^{p} \sigma}_{L^{2}} \leq C h^{r} \norm{\sigma}_{H^{r}}, \quad 1 \leq r \leq p + 1, \\
(18b) \quad & \norm{\text{div}(\sigma - \Pi_{\text{div}}^{p} \sigma)}_{L^{2}} \leq C h^{r} \norm{\text{div} \sigma}_{H^{r}}, \quad 1 \leq r \leq p + 1. 
\end{align}
\]

4. A priori error estimation

If the variational problems (6a) and (6b) are well-posed, then so are (7a) and (7b). Therefore, in the analysis of any well-posed \( \mathcal{L}\mathcal{L}^{\ast} \) method, we may invoke the following a priori error estimate from the standard theory of mixed methods [8]:

**Theorem 1.** There is a constant \( C \) such that the complete \( \mathcal{L}\mathcal{L}^{\ast} \) solution \( (u_{hp}, \lambda_{hp}) \) satisfies the error estimate

\[ \norm{u - u_{hp}}_{L^{2}} + \norm{\lambda - \lambda_{hp}}_{H(L^{\ast})} \leq C \left[ \inf_{\mu \in \mathcal{L}^{\ast}(V_{hp})} \norm{u - \mu}_{L^{2}} + \inf_{\nu \in V_{hp}} \norm{\lambda - \nu}_{H(L^{\ast})} \right]. \]

From that point on, a Bramble–Hilbert argument will deliver the following inequality:

\[ \norm{u - u_{hp}}_{L^{2}} + \norm{\lambda - \lambda_{hp}}_{H(L^{\ast})} \leq C h^{r_{0}} \left( \norm{u}_{H^{r_{1}}} + \norm{\lambda}_{H^{r_{2}}} \right), \]

where the constants \( r_{0}, r_{1}, r_{2} > 0 \) depend on the functional setting and discretization used. A similar sequence of arguments could be made for any minimum norm method. For example, one may refer to [30, Section 3.2] which presents exactly this form of result for an ultraweak DPG* method.

As our focus is on the \( \mathcal{L}\mathcal{L}^{\ast} \) method, a number of corollaries to Theorem 1 are in order. Here, and from now on, we write \( A \approx B \) if there exist constants \( D_{1}, D_{2} > 0 \), independent of both the mesh and the polynomial order, such that \( A \leq D_{1} B \) and \( A \geq D_{2} B \). First, since \( u = \mathcal{L}^{\ast} \lambda \) and \( u_{hp} = \mathcal{L}^{\ast} \lambda_{hp} \), it follows that

\[ \norm{u - u_{hp}}_{L^{2}} = \norm{\mathcal{L}^{\ast} \lambda - \mathcal{L}^{\ast} \lambda_{hp}}_{L^{2}} \approx \norm{\lambda - \lambda_{hp}}_{H(L^{\ast})}, \]

with the latter equivalence following from the boundedness below of \( \mathcal{L}^{\ast} \); cf. (3). Thus, we see that Theorem 1 is equivalent to

\[ \norm{u - u_{hp}}_{L^{2}} \approx \norm{\lambda - \lambda_{hp}}_{H(L^{\ast})} \leq C \inf_{\nu \in V_{hp}} \norm{\lambda - \nu}_{H(L^{\ast})}. \]

At this point, it is clear that the convergence rate of the \( \mathcal{L}\mathcal{L}^{\ast} \) method depends solely on the regularity of \( \lambda \). Exploiting (20) differently, one may also write

\[ \norm{u - u_{hp}}_{L^{2}} \leq C \inf_{\mu \in \mathcal{L}^{\ast}(V_{hp})} \norm{u - \mu}_{L^{2}}. \]

Through (20), this inequality is equivalent to (21). Thus, we have the simple interpretation that the discrete space \( \mathcal{L}^{\ast}(V_{hp}) \) is typically just a poor choice for approximating \( u \).
For completeness, we prove a version of (19) which holds for the specific $LL^*$ method introduced in Section 3. Our result is related to [13, Theorem 4.1], which also deals with the same $LL^*$ method, but involves an additional regularity assumption on the Lagrange multiplier variables. After the proof, we explain why our result shows that $LL^*$ methods are rate limited. We also explain why this convergence behavior is to be expected from any standard minimum norm method.

**Proposition 2.** There is a constant $C$ such that the complete $LL^*$ solution $(u_{hp}, \lambda_{hp})$ satisfies the error estimate

$$
\|\sigma - \sigma_{hp}\|_{L^2} + \|u - u_{hp}\|_{L^2} + \|\zeta - \zeta_{hp}\|_{H(\text{div})} + \|\lambda - \lambda_{hp}\|_{H^1} \\
\leq Ch^r(|\zeta|_{H^r} + |\text{div } \zeta|_{H^r} + \|\lambda\|_{H^{r+1}}),
$$

for all $1 \leq r \leq p + 1$.

**Proof.** It follows from [13, Theorem 2.2] that $L^*: H(\text{div}, \Omega) \times H^1(\Omega) \to [L^2(\Omega)]^d \times L^2(\Omega)$, defined in (11), is continuous and bounded from below (3). Therefore, we begin with (21), rewritten as follows:

$$
\|\sigma - \sigma_{hp}, u - u_{hp}\|_{L^2} + \|\zeta - \zeta_{hp}, \lambda - \lambda_{hp}\|_{H(L^*)} \leq C \inf_{(\nu, \nu) \in V_{hp}} \|\zeta - \nu, \lambda - \nu\|_{H(L^*)}.
$$

A straightforward computation shows that $\|\nu, \nu\|_{H(\Omega)} \approx \|\nu, \nu\|_{H(\text{div}) \times H^1}$ for all $(\nu, \nu) \in H(\Omega)$. Hence, by (17), (18a) and (18b), we have

$$
\inf_{(\nu, \nu) \in V_{hp}} \|\zeta - \nu, \lambda - \nu\|_{H(L^*)}^2 \approx \inf_{(\nu, \nu) \in V_{hp}} \|\zeta - \nu, \lambda - \nu\|_{H(\text{div}) \times H^1}^2 \\
= \inf_{\nu \in \Sigma_p(T_h)} \|\zeta - \nu\|_{H(\text{div})}^2 + \inf_{\nu \in V_{p+1}(T_h)} \|\lambda - \nu\|_{H^1}^2 \\
\leq \|\zeta - \Pi^p_{\text{div}}\|_{H(\text{div})}^2 + \|\lambda - \Pi^{p+1}_{\text{grad}}\|_{H^1}^2 \\
\leq Ch^{2r}(\|\zeta\|_{H^r}^2 + |\text{div } \zeta|_{H^r}^2 + \|\lambda\|_{H^{r+1}}^2),
$$

which completes the proof. 

**Proposition 2** shows that the convergence rate of the $LL^*$ method is dependent on the regularity of the Lagrange multiplier $\lambda = (\zeta, \lambda)$. For $A \in [W^{r, \infty}(\Omega)]^{d \times d}$, it is straightforward to show that

$$
\|\sigma, u\|_{H^r} \leq C\|u\|_{H^{r+1}},
$$

for all $r \geq 0$. Thus, the regularity of the solution variable $\sigma$ is controlled by the regularity of $u$. This inequality naturally begs the question whether the regularity of the Lagrange multiplier $\lambda$ can also be controlled by the regularity of $u$. Such assumptions can be found, for example, in [16, 13]. For additional motivation, if one assumes that there is a mesh-independent constant $C > 0$ such that

$$
|\zeta|_{H^r} + |\text{div } \zeta|_{H^r} + \|\lambda\|_{H^{r+1}} \leq C\|\sigma, u\|_{H^r},
$$

for all $r \geq 0$ (cf. [13, Theorem 4.1]), then the convergence rate determined by (22) would indeed depend only on the regularity of $u$. 

Unfortunately, as was shown in Section 3.1, the regularity of the Lagrange multiplier cannot be determined solely based on the regularity of the solution. In fact, the regularity of \( \lambda \) is independent of the regularity of \( u \). For instance, \( u \) may be infinitely smooth, but \( \lambda \in H^{s+2}(\Omega) \), only up to some finite \( s < s_0 \). The next section is devoted to two examples which demonstrate this; cf. Section 5.2. In the first example, both \( u \) and \( \lambda \) are infinitely smooth, meanwhile, in second example, \( u \) is a polynomial but the Lagrange multiplier \( \lambda \notin H^s(\Omega) \), for any \( s \geq 3 \). In the second example, we get only the best \( h \)-uniform convergence rate predicted by the following corollary of Proposition 2; namely, first-order convergence when \( p = 0 \), but only second-order convergence for all \( p \geq 1 \).

**Corollary 3.** The \( LL^* \) method for the Poisson equation on a convex polygonal domain \( \Omega \subseteq \mathbb{R}^2 \), delivers limited convergence rates. In general, it holds that
\[
\| u - u_{hp} \|_{L^2} + \| \sigma - \sigma_{hp} \|_{L^2} \leq C h^{\min \{r,p+1,s_0+1-\epsilon\}} \| u \|_{H^{r+1}},
\]
for all \( r \geq 1 \) and \( \epsilon > 0 \), where \( s_0 = \min \{1, \pi/\theta - 1\} \) and \( \theta < \pi \) is the angle of the largest corner in the domain \( \Omega \).

**Proof.** Recall the identities \(- \text{div} \, \zeta = u \) and \( \zeta = \text{grad} \, \lambda - \text{grad} \, u \) from Section 3.1. Thus,
\[
\| \zeta \|_{H^r} + \| \text{div} \, \zeta \|_{H^r} \leq C (\| \lambda \|_{H^{r+1}} + \| u \|_{H^{r+1}})
\]
and, by (22),
\[
\| u - u_{hp} \|_{L^2} + \| \sigma - \sigma_{hp} \|_{L^2} \leq C h^r (\| u \|_{H^{r+1}} + \| \lambda \|_{H^{r+1}}),
\]
for all \( 1 \leq r < p + 1 \). Next, recall (15), which implies that
\[
\| \lambda \|_{H^{s+2}} \leq C \| \Delta u \|_{H^s} + \| u \|_{H^s} \leq C \| u \|_{H^{s+2}},
\]
for all \( 0 \leq s < s_0 \). Combining both these bounds, and the assumptions which deliver them, we arrive at the required identity,
\[
\| u - u_{hp} \|_{L^2} + \| \sigma - \sigma_{hp} \|_{L^2} \leq C h^{\min \{r,p+1,s_0+1-\epsilon\}} \| u \|_{H^{r+1}},
\]
even when \( u \in C^\infty(\overline{\Omega}) \). \( \square \)

**Remark 4.** For other minimum norm methods, the upshot of Corollary 3 is similar [30, 41]. Indeed, due to the unique characteristics of minimum norm methods, one will eventually uncover an inequality like (19) and, generally, the regularity of \( \lambda \) will not be controlled entirely by the regularity of \( u \). Thus, even if \( u \) is infinitely smooth, one will not be able to guarantee arbitrary convergence rates.

## 5. Numerical examples

In this section, we numerically verify that the \( LL^* \) method delivers limited uniform \( h \)-convergence rates, as defined in Section 1.1. To this end, we note that it is sufficient that we make the same simplifications as in Section 3.1. To conduct our experiments, we used the finite element software FEniCS [1].
5.1. **Set-up.** We again consider the model problem (8), but this time with the possibility of a non-homogeneous Dirichlet boundary condition. To this end, let \( u_0 \in H^{1/2}(\partial \Omega) \) and \( f \in L^2(\Omega) \). After making the simplifying assumptions \( A = I, b = 0, \) and \( c = 0, \) we arrive at the elliptic BVP

\[
- \Delta u = f \quad \text{in} \quad \Omega, \quad \text{with} \quad u = u_0 \quad \text{on} \quad \partial \Omega.
\]

In this setting (with the non-homogeneous boundary condition \( u|_{\partial \Omega} = u_0 \)), a straightforward computation still shows that

\[
- \Delta \lambda = f + u \quad \text{in} \quad \Omega, \quad \text{with} \quad \lambda = 0 \quad \text{on} \quad \partial \Omega.
\]

From now on, we set \( \Omega = [0, 1]^2 \) and define the triangular mesh \( T_h, h = 1.0, 0.5, 0.25, \ldots, \) by first uniformly subdividing \([0, 1]^2\) into \( 4^n \) geometrically conforming squares and then subdividing each new square into two right-angled triangles whose hypotenuses connect the south-west and the north-east vertex of the bounding square. The \( n = 2 \) mesh \((h = 0.25)\) is depicted in Figure 5.1. In these experiments, we solve (16) using the precisely the same discretization described in Section 3.2.

Note that (15) tells us that we can only guarantee that \( u, \lambda \in H^{2+s}(\Omega) \) for \( 0 < s < 1 \) because each internal angle in \( \Omega = [0, 1]^2 \) is \( \pi/2 \). Therefore, by Proposition 2 and Corollary 3, we can guarantee little more than

\[
\| (\sigma - \sigma_{hp}, u - u_{hp}) \|_{L^2} \leq Ch^r \left( \| (\sigma, u) \|_{H^r} + \| (\zeta, \lambda) \|_{H^{r+1}} \right),
\]

for \( 1 \leq r < \min\{p+1, 2\} \). Better rates can be uncovered if \( u \) is specially designed to give \( \lambda \) high regularity. However, high regularity in \( u \) does not imply high regularity in \( \lambda \).

5.2. **Results.** We consider two seemingly innocuous cases for the loads and boundary conditions: (i) \( f(x, y) = 2\pi^2 \sin(\pi x) \sin(\pi y) \) and \( u_0 = 0; \) and (ii) \( f(x, y) = 0 \) and \( u_0 = 1. \) In both cases, the exact solution is infinitely smooth. Indeed, in case (i), \( u(x, y) = \sin(\pi x) \sin(\pi y) \) and, in case (ii), \( u(x, y) = 1. \) Note that \( u \in C^\infty(\Omega) \) in both cases.

In the first case (i), a straightforward computation shows that \( \lambda \) is a constant scalar multiple of \( \sin(\pi x) \sin(\pi y) \) and so \( \lambda \in C^\infty(\Omega) \) is infinitely smooth. Therefore, by Proposition 2, the convergence rate of the \( LL^* \) method under uniform \( h \)-refinement will be
limited only by polynomial order of the finite element discretization $p$. This fact is clearly witnessed in Figure 5.2 (A).

In the second case (ii), one sees from (23) that $\lambda$ solves

$$-\Delta \lambda = 1 \quad \text{in } \Omega, \quad \text{with } \lambda = 0 \quad \text{on } \partial \Omega.$$
This problem does not have a simple exact solution to write out, however, we know that \( \lambda \in H^{2+s}(\Omega) \) for \( 0 < s < 1 \). In turn, in Figure 5.2 (B), we see at best second-order convergence of the exact solution \((\sigma, u)\) even though \( u \in C^\infty(\Omega) \).

**Remark 5.** Figure 5.2 reinforces both Proposition 2 and Corollary 3 to demonstrate the \(LL^*\) method is rate limited. Even though we considered only the special case \( A = I \), \( b = (0, 0) \), and \( c = 0 \), similar conclusions also hold for more complicated coefficients. In [30, Section 5], analogous experiments were done with the DPG* method and with an \(LL^*\) with a tensor product discretization. Identical conclusions were found in both of those settings as well.

**Remark 6.** It is important to note that the rate-limited behavior of the solution only influences the accuracy of high-order discretizations. Because most early experiments with minimum norm methods involved only the lowest order \((p = 0)\) setting, this may help to explain the confusion on this topic in the literature.

**Remark 7.** One important consequence of the rate-limited behavior of minimum norm methods can be found in the context of adjoint-based *a posteriori* error estimation with minimum residual methods. The dual-weighted residual approach to *a posteriori* error estimation [6], one of predominant approaches in the literature, requires an adjoint solution with greater accuracy than the primal solution. Now, as multiple authors have noticed [35, 42, 55], the adjoints of minimum residual methods are, in fact, minimum norm methods. Nevertheless, as Valseth et al. witnessed in [55], if one uses a minimum norm method to solve the adjoint problem on the same mesh with higher-order elements, then accuracy may not increase enough and the approach may break down.

6. Discussion

As mentioned in the introduction, a growing number of non-standard finite element methods with a specific saddle-point structure have appeared in the literature in recent years. Each of these methods can be characterized by a specific form of PDE-constrained norm minimization problem; cf. Section 1.1. The progenitor of these methods is arguably the \(LL^*\) (FOSLL*) method introduced by Cai et al. in [16].

Using the \(LL^*\) method as an example, we have argued that all standard minimum norm methods are rate limited. This property arises naturally from the saddle-point structure of these methods, not from any other defining feature in their individual constructions; e.g., discontinuous or solely \(H^1\)-conforming approximation spaces. Our conclusions do not say that future research on minimum norm methods is unwarranted. Indeed, they remain an important class of intrinsically stable finite element methods.

There were several topics of interest not considered in this work because they would be out of scope. The most important of which is arguably *a posteriori* error estimation and adaptive mesh refinement. Indeed, a reliable and efficient *a posteriori* error estimator [13, 30] can still be used to drive an adaptive mesh refinement process which will recover optimal convergence rates for all \(p\). Moreover, recent advances on, e.g., energy-corrected methods [32] may lead to another possibility to recover optimal convergence
rates, even under \( h \)-uniform mesh refinements. Another appealing alternative is to further explore the use of weighted norms which have successfully been applied to fully \( H^1 \)-conforming \( LL^* \) discretizations \([50, 47]\). In a different context, weighted norms can also be incorporated in goal-oriented methods; see, e.g., \([22, 45]\). We must mention that it is also possible to blend some of the features of minimum norm methods and minimum residual methods; see, e.g., the separate approaches taken \([12]\) and \([40, 39]\).

This work has allowed us to resolve a contentious confusion in the community at large, with important implications for future research. One especially important implication is for adjoint-based \textit{a posteriori} error estimation with modern minimum residual methods. Indeed, if one chooses to apply the dual-weighted residual method \([6] \) — which typically involves solving an adjoint problem with the same mesh but higher-order elements — we can explain why the accuracy of the adjoint solution may not be any better than the accuracy of the primal solution, as pointed out in \([55]\).
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