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ABSTRACT
Audio-visual speech enhancement (AVSE) methods use both audio and visual features for the task of speech enhancement and the use of visual features has been shown to be particularly effective in multi-speaker scenarios. In the majority of deep neural network (DNN) based AVSE methods, the audio and visual data are first processed separately using different sub-networks, and then the learned features are fused to utilize the information from both modalities. There have been various studies on suitable audio input features and network architectures, however, to the best of our knowledge, there is no published study that has investigated which visual features are best suited for this specific task. In this work, we perform an empirical study of the most commonly used visual features for DNN based AVSE, the pre-processing requirements for each of these features, and investigate their influence on the performance. Our study shows that despite the overall better performance of embedding-based features, their computationally intensive pre-processing make their use difficult in low resource systems. For such systems, optical flow or raw pixels-based features might be better suited.

Index Terms—Cocktail Party Effect, AVSE, Speech Enhancement, Deep Learning

1. INTRODUCTION
The aims of the speech enhancement (SE) algorithms are to improve the quality and, if possible, also the intelligibility of a noisy speech signal. Traditional SE algorithms only use audio features and assume the background interference is non-speech. On contrary, in multi-talker environments (cocktail party effect), where more than one speakers are talking simultaneously, the audio only (AO) approach cannot enhance the speech of the target speaker without any prior knowledge or special microphone configurations [1]. In these circumstances, a joint audio-visual (AV) method can be helpful and enhance the visually present speaker based on the visual features.

Several studies have shown the benefits of using a joint AV model for different tasks. In [2], researchers have stated that viewing a speaker’s face significantly enhances a person’s capacity to understand the speech in a noisy environment. The use of visual modality has also been proved fruitful in different speech processing algorithms, such as audio visual speech recognition [3], lip reading [4, 5], and lip to speech synthesis [6], etc. Recent studies also demonstrated that the use of visual features can help in speech denoising in very low signal to noise ratio (SNR) conditions [7, 8].

In recent years, many research groups have contributed significantly to AVSE. The AVSE methods generally use different types of visual features for processing visual information before fusing with audio features for isolating the target speaker. In [9], researchers used face embedding as the visual features, which are actually achieved by a pre-trained face recognition model. Other successful methods have used lip embedding [10] from a visual speech recognition (VSR) system. Other common visual features are raw pixels, optical flow, or facial landmark-based features [11].

To foster the research in this field, we believe a collective study of different visual features is highly beneficial, which, to the best of our knowledge, has not been performed yet. Therefore, we present an empirical study of four different groups of visual features. We investigate all these visual features using a joint AV multi-modal model, which incorporates a late fusion strategy. Our investigation consists of experiments with both ideal (less movements, homogeneous background, clean audio and high video quality) and realistic video recordings. Our study mainly concentrates on the performance of AVSE systems using different visual features. We also investigate the challenge of using different visual features, the computational complexities involved in pre-processing steps and the feasibility to use those visual features in low resource systems.

2. NEURAL NETWORK ARCHITECTURE
We use the AV multi-modal model architecture proposed in [9] as the baseline model which was originally proposed for embedding-based visual features. This model has two separate audio and visual streams for processing the input audio and visual features. The learned features from these two streams are fused at a later stage, and processed further.
The visual stream of this model takes face embedding as input features, and consists of six 2D dilated convolution layers. The spatial convolutions and dilations in the visual stream are performed over the temporal axis.

The audio stream of this model takes the power law compressed short-time Fourier transform (STFT) as input with the real and imaginary as two channels with compression factor 0.3 \((A^{0.3})\), where \(A\) is the real or imaginary part of the input/output spectogram). This audio stream consists of fifteen 2D dilated convolutions layers. The feature maps of both AV streams are concatenated, and then processed by a bidirectional(Bi)-LSTM followed by three fully connected layers. The output of this model is a complex time-frequency mask. The enhanced spectogram is reconstructed by the complex multiplication between the complex mask and the noisy speech. The mean square error loss between the true and the enhanced spectogram is used as the objective loss function to train the model.

In all our experiments, the audio stream of this model, the AV fusion strategy and the input and target audio features are always kept constant.

3. VISUAL FEATURES

Our study consists of four different groups of visual features, namely, raw pixels, embedding, optical flow and facial landmark-based features. For each of these groups, we extract features for both the face and mouth/lip region.

3.1. Raw Pixels-based Features

The normalized raw pixels of extracted face or lip region (can be defined as raw face or lip pixels) are generally used as raw pixels-based features. For lip region extraction, we use facial landmarks detection method presented in [12]. While this approach does sufficiently well for detecting lip region, the extracted face region using this method are not consistent and have jumps between consecutive frames. As the raw pixels of the extracted face regions are used as the primary features for face pixels-based AV model (AV-FacePixels) and also further processed for other higher level visual features, the reliability and consistency of these features are highly desirable. Therefore, we extract the face region using the MTCNN model [13].

3.2. Embedding-based Features

In literature, the embedding-based visual features commonly refer to the facial recognition and VSR embeddings [11]. While these visual features come from two completely different research fields, in recent time, both proved to be effective visual features for AVSE [9, 10].

The facial recognition embedding (face embedding)-based features are generally achieved using a face recognition model. The output from one of the last flattened layer (the layer contains no channels) is used as the face embedding. These face embeddings represent a higher dimensional projection of the input features (raw face pixels) used for recognizing faces, by discarding the irrelevant information such as illumination. In our experiment, the face embeddings are extracted using an implementation\(^1\) of Facenet model [14].

Similar to the face embedding, the VSR embedding (popularly known as lip embedding, as most VSR systems use raw lip pixels as visual features) are obtained using a VSR system. We extract two different kind of lip embeddings for our experiments. The sentence level lip embeddings are extracted using a Lipnet [5] pre-trained model\(^2\). The word level lip embeddings are obtained using a temporal convolution network (TCN)-based [15] pre-trained model\(^3\).

3.3. Optical Flow-based Features

Optical flow is defined as the motion of objects between consecutive frames of a sequence caused by the relative movement between the object and camera. There are many variants of optical flow estimation but the most prominent one is the dense optical flow, which estimate the motion or, displacement field from only two frames and try to compensate for the background motion [16]. The dense optical flow has been widely used in many research fields along with AVSE systems [17]. In our implementation, for extracting optical flow-based features, we use OpenCV dense optical flow algorithm [18]. The two spatial directional optical flows are calculated, from which the direction and magnitude are extracted. Finally, a three dimensional feature is obtained using color coding.

3.4. Facial Landmark-based Features

Landmark-based motion features use the relative motion between two consecutive frames, as described in [19]. We extract these features by simply taking the first derivatives between the extracted grayscale face and lip region of consecutive frames. Compared to optical flow-based features, landmark-based motion features do not compensate for the background motion and, therefore, can be vulnerable to rapid movements between consecutive frames.

3.5. Integration of Visual Features

To incorporate all the above mentioned visual features (except embedding-based features), we also modify the visual stream of the baseline embedding-based AV model, as this model architecture can not process 3D raw pixels-based or optical flow-based features. We use a Lipnet architecture for the visual stream of this non-embedding-based AV model, as proposed in [5]. The Lipnet model consists of

\(^1\)https://github.com/nyoki-ml/keras-facenet
\(^2\)https://github.com/rizkiarm/LipNet
\(^3\)https://github.com/mpc001/Lipreading_using_Temporal_Convolut
Table 1: Specifications of visual features used in different experimental models.

| Model Name         | Visual Features     | Input Shape  |
|--------------------|---------------------|--------------|
| AV-Faceembs        | Face Embedding      | (1,1792)     |
| AV-Lipembs         | Lip Embedding       | (1,512)      |
| AV-Lipembs-LRW     | Lip Embedding       | (1,512)      |
| AV-FacePixels      | Raw Face Pixels     | (100,100,3)  |
| AV-LipPixels       | Raw Lip Pixels      | (50,100,3)   |
| AV-FaceOpt         | Opt. Flow of Faces  | (100,100,3)  |
| AV-LipOpt          | Opt. Flow of Lips   | (50,100,3)   |
| AV-FaceMotion      | Face Motion         | (100,100,1)  |
| AV-LipMotion       | Lip Motion          | (50,100,1)   |

3\times(\text{spatiotemporal convolutions, channel-wise dropout, spatial max-pooling}), followed by two Bi-gated recurrent units (Bi-GRUs) for processing the visual features. The performance of this architecture in a VSR system using raw lip pixels-based features motivated us to use it in our architecture. For face-based non-embedding features, we also use the same architecture, as a similar network was proven to be successful in [20]. However, to keep the number of parameters almost similar to those of the embedding-based architectures, we use only one Bi-GRU.

4. EXPERIMENTS

4.1. Datasets

\textbf{TCD-TIMIT Dataset}: For our experiments in ideal condition, we use TCD-TIMIT dataset [21]. This dataset consists of 59 speakers with around 160-200 videos each and also sentences from three lippeakers. The videos have a homogeneous background and the consecutive frames contain very little movements, which are suitable for extracting highly reliable visual features.

\textbf{LRS3 Dataset}: For our experiment with real-life condition, we use the LRS3 dataset [22], which consists TED and TEDx videos of almost 5000 speakers. The video resolution of this dataset is significantly lower than TCD-TIMIT dataset, with varying background, and speaker movement.

4.2. Experimental Setup

In total, we trained 9 different AV models using the above mentioned visual features. In Table 1, the input shape of different visual features and corresponding model names are shown. In case of the two lip embedding-based models, a selection is made based on the training dataset. For TCD-TIMIT case, we only train the AV-Lipembs model, as the pretrained network for extracting embeddings for this model was trained with GRID Corpus dataset [23], which also corresponds to the same phoneme set as the TCD-TIMIT dataset. In case of LRS3 dataset, we train both AV-Lipembs and AV-Lipembs-LRW models. The LRW dataset [4] (which has significantly larger vocabulary set than GRID corpus dataset) was used to train the underlying TCN-based pretrained model used for computing the lip embeddings for AV-Lipembs-LRW model.

For comparing the improvement using visual features with the corresponding AO approach, we also developed an AO model. This model is directly adapted from the audio stream of the embedding-based model, as described in Section 2. In our study, all the considered models take 3 s audio segment as input with 16 kHz sampling frequency, which corresponds to 75 visual frames using 25 FPS sampling frequency. For pre-processing the audio features, we use discrete Fourier transform length of 512 with window length of 25 ms and 10 ms hop length.

For the experiment with TCD-TIMIT dataset, we use 52 speakers and first 85\% sentences of every speaker for training. For creating the noisy mixture, we use the random sentences from GRID Corpus [23], DNS Challenge Corpora [24] and TCD-TIMIT itself. All together we create a training dataset of almost 130 hours.

For evaluation, we use 8 unseen speakers, and rest 15\% unseen sentences for every speakers. The noisy mixtures were created mixing randomly selected sentences from TCD-TIMIT dataset with the reference sentences. The size of the test dataset was almost 1.2 hours.

The experimental setup with LRS3 dataset consists of 1500 unique speakers. All together 30000 clean sentences (each of 3 s) were used for training. The noisy mixture was created using sentences from LRS3 dataset, and DNS challenge Corpora. The training dataset is of 250 hours. For evaluation, we use almost 250 unseen speakers, over 3000 unseen sentences and interference from both LRS3 and DNS challenge Corpora. The evaluation dataset is of almost 5.5 hours.

In all the experiments, the training mixtures have a uniform SNR distribution between -5 dB to 20 dB. The test mixtures represent a uniform SNR distribution between -5 to 5 dB.

4.3. Objective Measures

To evaluate the enhancement performance of different AVSE systems, four different objective metrics are used in our work. The signal-to-distortion ratio (SDR) described in BSS\_eval\(^4\) toolkit, measures the distortion present in the enhanced signal, considering various factors such as remaining interference, newly added artifacts, and channel errors. The scale invariant SDR (SI-SDR) [25] is a slightly modified version of SDR, resulting in a simpler, more robust measure. The perceptual evaluation of speech quality (PESQ) measures the overall perceptual quality and short term objective intelligibility (STOI) represents the correlation with the intelligibility of the signal [11].

\[^4\]https://github.com/sigsep/bsseval
4.4. Results and Discussion

The results of our evaluation with unseen speakers in the TCD-TIMIT dataset are presented in Table 2a. Due to space constraints and very similar performance of the different features, we only report the SDR and SI-SDR gain in this case. It can be seen that in the considered scenario, the AO-model provides almost no improvement. The AV-Lipembs model performs the best, followed by the AV-FaceOpt and AV-Faceembs model. The other AV models also perform comparatively well. The AV-FaceMotion model achieves the lowest mean SI-SDR gain, and highest standard deviation among all the AV models.

However, it should be noted that the TCD-TIMIT dataset has only a few speakers and very limited vocabulary. The models trained with this dataset also do not achieve consistent performance as can be observed from the standard deviation values.

In our experiments with the LRS3 dataset (see Table 2b), which corresponds to more realistic scenarios, the AV-Faceembs, AV-LipPixels, and AV-Lipembs-LRW models perform similarly, and achieve the best performance. However, we notice a significant performance drop for AV-Lipembs model (the AV-Lipembs performs the best with TCD-TIMIT dataset). This could be associated with the pre-processing system. As mentioned earlier, the lip embedding for this model is achieved using the GRID Corpus dataset, which has a very limited vocabulary. This shows that for better performance of the AVSE system, the underlying Lipreading/VR models also need to be trained with a varied and larger vocabulary set.

Overall, it is evident from our experiments that the embedding-based visual features perform better than other visual features. However, the time and algorithmic complexity involved in the pre-processing steps to extract the embedding-based features are multiple times higher than the non-embedding-based features. For example, the raw pixels-based feature extraction has a time complexity below 25 ms per frame using the method described in [12], whereas the Facenet-based face embedding extraction process needs over 150 ms using Intel(R) Xeon(R) CPU clocked at 3.60 GHz. It is also worth noting that both the face and lip embeddings require a pre-trained network, and the performance of the AVSE model depends on the performance of these pre-trained networks.

Our results show that the optical flow, raw pixels or motion-based features can be suitable alternatives over the embedding-based features for low resource and latency systems. The face-based optical flow or raw pixels features perform better than lip-based features in limited speakers case (see Table 2a), but in more practical settings (see Table 2b), the lip-based raw pixel features achieve better performance. Even the AV-LipOpt/AV-LipPixels models perform similarly or better to the face or lip embedding-based models with LRS3 dataset. In case of landmark-based motion features, the lip-based features always outperform the face-based features demonstrating that for AVSE the motion of lip region is much more significant than the whole face region.

The pre-processing system for the optical flow or motion-based features requires a look ahead of one frame, which can increase the latency of the overall system. Also, it can be observed from the performance analysis that in LRS3 dataset, the optical flow-based features result in a slightly degraded performance. This shows that when the consecutive frames contain rapid movements, with the considered 25 FPS sampling frequency for the visual stream, the optical flow-based features may not be able to capture both the temporal and spatial information reliably. For such systems, the raw lip pixels-based features can be used for its low computational complexity and robustness.

| Model Name      | ∆SI-SDR (dB) | ∆SDR (dB) | ∆PESQ | ∆STOI |
|-----------------|--------------|-----------|-------|-------|
| AO-Model        | -9.84±14.12  | 1.30±3.71 |       |       |
| AV-Faceembs     | 8.92±6.42    | 8.36±4.26 |       |       |
| AV-Lipembs      | **9.58±5.65** | **8.74±3.87** |       |       |
| AV-FacePixels   | 7.92±6.52    | 7.79±4.44 |       |       |
| AV-LipPixels    | 6.98±7.52    | 7.30±4.74 |       |       |
| AV-FaceOpt      | 9.06±5.66    | 8.41±3.96 |       |       |
| AV-LipOpt       | 7.88±6.81    | 8.73±4.36 |       |       |
| AV-FaceMotion   | 6.52±7.84    | 7.11±4.64 |       |       |
| AV-LipMotion    | 7.74±6.96    | 7.74±4.54 |       |       |

**Table 2:** Mean improvement with standard deviation for unseen speakers with (a) TCD-TIMIT and (b) LRS3 dataset.

5. CONCLUSION

We empirically investigated the most common visual features used in DNN-based AVSE. Our investigation shows that for low resource systems the use of optical flow or raw pixels-based visual features can be beneficiary and can still achieve similar performance to the embedding-based AVSE models which tend to have a better overall performance at the cost of an involved feature extraction procedure. Through modifications to the visual stream of the base model, we also developed new models for AVSE with non-embedding visual features.
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