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Recently, Cyber-Physical-Social Systems (CPSS) have been introduced as a new information physics system, which enables personnel organizations to control physical entities in a reliable, real-time, secure, and collaborative manner through cyberspace. Moreover, with the maturity of edge computing technology, the data generated by physical entities in CPSS are usually sent to edge computing nodes for effective processing. Nevertheless, it remains a challenge to ensure that edge nodes maintain load balance while minimizing the completion time in the event of the edge node outage. Given these problems, a Unique Task Offloading Method (UTOM) for CPSS is designed in this paper. Technically, the system model is constructed firstly and then a multi-objective problem is defined. Afterward, Improving the Strength Pareto Evolutionary Algorithm (SPEA2) is utilized to generate the feasible solutions of the above problem, whose aims are optimizing the propagation time and achieving load balance. Furthermore, the normalization method has been leveraged to produce standard data and select the global optimal solution. Finally, several necessary experiments of UTOM are introduced in detail.

1. Introduction

For the past few years, with the perpetual progress of Big Data, Cloud Computing, Internet of things (IoT), and other technologies, traditional physical systems and new information resources are further integrated, thus forming complex systems that incorporate machines, information, and human, namely, CPSS. They enable the physical system to have the functions of computation, communication, remote cooperation, etc., and make full use of social information and computing resources to carefully coordinate the physical system. CPSS make the machine more intelligent, as well as the personnel organization operating the physical entity in a more reliable, real-time, and security manner through the cyberspace. This also makes the development of the IoT more rapid and a variety of intelligent scene applications are broader [1, 2]. Nevertheless, with the increasing development of mobile devices, IoT devices, and multiple intelligent scenes (e.g., intelligent transportation, intelligent home, and intelligent cities), an increasing number of people have higher standards for applications in these scenarios [3]. When the physical system combines network information and social information, the mass data transmission characterized by multiple types and high speed also puts forward higher requirements for network communication (i.e., higher bandwidth and lower delay). This case conflicts with people’s higher requirements for high-quality, low latency, and real-time network services. Thus, academia and industry urgently need to solve the problem of how to systematically and efficiently process the data, i.e., the historical data and the local real-time data, in CPSS. However, it makes little sense to consider the service outside the context of network performance. The 5G network with the purpose of
accelerating the evolution of smart applications scene can not only enhance the data delivery rates and lessen the latency but also advance the amounts of infrastructures in intelligent applications.

Technically, the implementation of the 5G network needs the support of edge computing technique [4]. Edge computing is an inevitable development in the evolution of base stations combined with IT as well as mobile network [5]. The most intuitive benefit that edge computing brings is the ability to improve the quality of experience through high bandwidth and instant response [6]. At the same time, quality of experience is becoming more prominent among the booming new services, which have become an essential part of mobile social and entertainment [7, 8].

To offer immediate and efficient feedback for the users in CPSS, there is no doubt that edge computing, a significant paradigm, with abundant computing resources, needs to be adequately taken advantage of for users to experience a high quality of service applications in real time [9]. It makes the user close to the nodes geographically where the resource is being processed, thus significantly reducing the delay of offloading tasks. Specifically, in CPSS, the base stations are evolved into edge nodes to service the task requests and data from the users who are covered in these nodes. In addition to its advantages in offloading tasks, edge computing shortens the distance between people and processing nodes, making the traditional interception of information much less likely to cause harm to users, thus improving the user’s security [10].

However, in the hybrid CPSS scenario, where multiple systems are involved, offloading tasks to reasonable nodes is a complex problem [11]. Thus, how to determine the offloading node of the computing tasks is a challenge in the CPSS scenario [12]. Also, since the number of nodes is limited and each node has restricted computing resources, resource utilization needs to be taken into consideration and to be promoted as much as possible [13, 14]. Under the premise of improving performance as much as possible, load balance, as a critical indicator, should be taken into account to ensure the stability of each node, because it reflects the overall efficiency and performance of the system [15, 16].

Based on the above discussion and questions, a unique task offload method in CPSS based on the technique of edge computing, namely, UTOM, is presented in this paper to optimize the offloading strategy to get the minimum delay and achieve load balance.

Specifically, the pivotal motivations and contributions of this paper are shown below:

(i) Few studies research on the offloading methods to pursue the minimum completion time and load balance variance with the consideration of the particular CPSS scenario. So a unique task offload method in CPSS based on the technique of edge computing is presented in this paper.

(ii) The evolutionary algorithm, Improving the Strength Pareto Evolutionary Algorithm (SPEA2), and normalization method, Technique for Order Preference by Similarity to an Ideal Solution (TOPSIS), are deployed to obtain the feasible offloading strategies and select the optimal strategy.

(iii) Sufficient experimental comparisons and assessment analysis with traditional methods confirmed the effectiveness of UTOM.

The rest of our paper is presented as follows: Section 2 shows the related work of our paper. Section 3 presents the system model based on the CPSS combined with 5G-envisioned edge computing. The process of UTOM based on the MOEA with edge is elaborated in Section 4. Section 5 shows the evaluations of UTOM and demonstrates the effectiveness of this method. Conclusion and future work are presented in Section 6.

2. Related Work

The characteristics of edge computing, i.e., sufficient memory capacity and higher computing power, are prominent in CPSS [17]. The related researches about CPSS and its prominent advantages have been extensively studied in some previous pieces of literature.

CPSS has many applications due to its real time, diversity, high reliability, and other advantages. In [18], Wang systematically described how CPS is translated into CPSS, the definition and classification as well as applications of CPSS, the contribution and significance of CPSS, and how CPSS connects and functions with different entity worlds. Relevant work has been carried out in the Internet field combining scenes such as the IoT. Han et al. proposed to introduce dynamic and manifold human behaviour into the vehicle network to make it become a CPSS system and protocled it as a parallel vehicle network, to achieve more stable and high-efficiency traffic state and ultra-low data communication delay between vehicles [19]. Wang et al. put forward a new unified method of CPSS framework based on cloud parallel driving, which aims at collaborative online automatic driving, and developed parallel testing, learning, and reinforcement learning for this framework [20].

Given the large amount of “4V” data in the CPSS scenario, it is difficult to effectively and timely solve the demand for these data traditionally [21]. Thus, we combine the edge computing with CPSS to address and solve the mentioned problems [22, 23]. Edge computing brings the advantages of cloud computing into various application scenarios of CPSS and provides efficient services similar to cloud services on the edge of the CPSS network [24].

The offloading strategies have become more efficient and adaptive by utilizing edge computing. Mach and Becvar presented a survey, in which they divide the research of computing load into three key areas: decision-making of computing load, allocation of computing resources in MEC, and mobile management, and this survey provides relevant research direction [25]. Advanced algorithms are proposed to solve offloading problems in some literatures. A low complexity online algorithm is developed by Mao et al., which only depends on the instantaneous side information and does not need to calculate the task request distribution information, and the algorithm determines the decision of
unloading as well as the calculation of the transmission power of unloading [26]. Wang et al. proposed an innovative framework, which is developed to improve edge computing performance, and an optimal resource unloading scheme, which is designed to minimize the overall energy consumption of access nodes [27]. Wang et al. got the optimal solution based on transforming the energy consumption minimization problem into a convex problem and proposed a single variable search local optimal algorithm for the non-convex as well as non-smooth problem of delay minimization to obtain the optimal results [28]. Some unique solutions are also proposed to solve the problems in the offloading strategy. Chen and Hao reduced the task offloading problem to NP-hard problem and designed an efficient scheme to solve the task placement and resource allocation sub-problems [29].

However, most of existing studies only focus on one point in CPSS scenario and offloading method without considering them together. Indeed, compared with the previous works, this paper designed a CPSS-based offloading strategy named UTOM, whose purpose is offloading the tasks from the users in the condition of minimum time consumption and load balance variance.

3. System Model

Firstly, the framework of the task offloading model based on CPSS in 5G scene is presented in Figure 1. Secondly, the propagation delay model and load balance model for offloading strategies are designed. Thirdly, the task offloading problem has been defined as a multi-objective problem. Table 1 shows some key terms and their descriptions.

3.1. Task Offloading Resource Model. In a 5G scene based on CPSS, base stations are arranged to offer efficient services for task requesters. In general, the coverage of base stations includes some micro base stations with the aim of improving access speed and service efficiency. The micro base stations receive service or data request tasks from mobile handheld devices by using wireless signals.

As shown in Figure 1, the diagram briefly describes two scenarios: the online social scenario and the actual commuting scenario. In online social scenario, social contact data, app data, and IoT device data will be generated. Traffic data, motion data, trajectory data, and so on will be generated in the actual commuting scenario. In these scenarios, there exist a huge number of users around the base station to receive data. The purpose of this paper is to study how to offload the service data to the appropriate edge server with the purpose of minimizing the delay and keeping the load balance of the server.

It is assumed that there are quantifiable servers in the framework of task offloading in this section. Denote the task requester collections as \( R = \{ r_1, r_2, \ldots, r_M \} \), where \( M \) represents that there are \( M \) hypothetical task requesters in this scene. The scene assumes that each requester has only one computing task waiting to be processed. Denote the base station collection as \( MB = \{ mb_1, mb_2, \ldots, mb_N \} \), where \( N \) represents the number of base stations. Each base station only accepts task requests within its coverage. Then, the base station transfers its received tasks to the edge server to which it belongs. The edge server collection is denoted as \( ES = \{ es_1, es_2, \ldots, es_K \} \), where \( K \) represents that there are \( K \) edge servers in this framework.

3.2. Propagation Delay Model. This paper assumes that the overall propagation delay consists of four parts in all. \( VB_k \) is defined to judge whether the \( n \)-th (\( n = 1, 2, \ldots, N \)) base station \( mb_n \) is combined with the \( k \)-th (\( k = 1, 2, \ldots, K \)) edge server \( es_k \).

\[
VB_n^k = \begin{cases} 20c1, & \text{if } mb_n \text{ combine with } es_k, \\ 0, & \text{otherwise}. \end{cases}
\]  

The first part of overall propagation delay is propagation time for transferring task from the base station to the target edge server, which is calculated by

\[
PT_n(X) = \left(1 - \frac{VB_n^k}{TR} \right) \frac{ST_n}{TR} \lambda_n
\]

where \( ST_n \) represents the size of the task request coming from the base station \( mb_n \) in the coverage of edge servers \( es_k \). Besides, \( \lambda_n \) signifies the number of the passing base stations in the process of task propagation, and \( TR \) denotes the propagation rate between base stations.

The second part is execution time for coping with the task requests coming from \( mb_n \), which is defined as

\[
CT_n(X) = \frac{ST_n}{AV_n \cdot PV}
\]

where \( AV_n \) represents the resource units VMs demanded by the task of \( mb_n \) and \( PV \) represents the processing power of each unit in VM.

The third part is average wait time of the task request in edge server, which is calculated by

\[
AT_n(X) = \frac{WL}{AR}
\]

where \( AR \) represents the arrival rate of task and \( WL \) represents average wait length of the task request.

The fourth part is the return time of processing result coming from \( es_k \), which is obtained by

\[
RT_n(X) = \frac{ST_n'}{AV}
\]

where \( ST_n' \) signifies the task size of the results offloaded from \( mb_n \).

The total propagation delay for responding to one certain task request is defined as

\[
OT_n(X) = PT_n(X) + CT_n(X) + AT_n(X) + RT_n(X).
\]

The average delay for responding to all the task requests is calculated by

\[
AVE = \frac{1}{N} \sum_{n=1}^{N} OT_n(X).
\]
3.3. Load Balance Model. This paper aims to investigate which edge server is the best node to offload. During the process of searching offloading strategies, the load balance is an important factor which assesses the reliability of the designed model. By utilizing of virtualized technique, the usage of virtual machine (VM) instances could be leveraged to obtain the load balance variance for all the edge servers in the offloading strategy.

\[ SB_k = \begin{cases} 
1, & \text{if } es_k \text{ has been occupied,} \\
0, & \text{otherwise.} 
\end{cases} \]  

(8)

Besides, \( MB^m_k \) is defined to estimate whether the task in \( mb_n \) has been offloaded to \( es_k \). It is acquired by

\[ MB^m_k = \begin{cases} 
1, & \text{if } mb_n \text{ offloads the task to } es_k, \\
0, & \text{otherwise.} 
\end{cases} \]  

(9)

Thus, the number of running edge servers is defined as

\[ A_j = \sum_{n=1}^{N} MB^m_k. \]  

(10)

The corresponding resource utilization of \( es_k \) is calculated by the utilization number of VM, which is defined as

\[ R_k = \frac{1}{C_{vm}} \sum_{n=1}^{N} MB^m_k \cdot \varepsilon_n, \]  

(11)

where \( \varepsilon_n \) represents the number of VMs required by the task requests in \( mb_n \).

Then, the overall average resource utilization of the edge servers is obtained by

\[ AU_R = \frac{1}{A_j} \sum_{k=1}^{K} R_k. \]  

(12)

According to the different resource utilization in each edge server, the load balance variance of \( es_k \) is calculated by

\[ BV_{ave} = (R_k - AU_R)^2. \]  

(13)

At last, the overall load balance variance of the occupied edge servers in the offloading scene is calculated by

\[ LB = \frac{1}{A_j} \sum_{k=1}^{K} SB_k \cdot BV_{ave}. \]  

(14)

3.4. Problem Formulation. The objective functions of this system model have been presented in (7) and (14), which is expected to improve the overall effectiveness in the task offloading scenario. The objective problems are formulated as follows:

\[ \min LB, \]  

(15)

\[ \min AVE, \]  

(16)

s.t. \( AV_n \leq C_{vm} \) (\( n \in \{1, 2, \ldots, N\} \)).  

(17)
4. The Tasks Offloading Method

As shown in (7) and (14), in this segment, a unique task offloading means based on the MOEA with CPSS, called UTOM, is designed with the aim of minimizing the propagation delay and the load balance variance. The process of UTOM, i.e., searching the feasible solutions, normalizing the solutions, and selecting the optimal strategy, is presented in detail.

4.1. Offloading Strategy Option by SPEA2.

The multi-objective offloading model based on SPEA2 is presented in problem formulation. SPEA2 utilizes an advanced fitness allocation strategy, which takes into account the number of individuals controlled by each individual [30]. Besides, it integrates the nearest neighbour density estimation technology, allowing more accurate guidance in the search process. Given these advantages, SPEA2 is utilized to be adopted in this method to figure out the double-objective optimization problems. The related fitness functions and constraints are encoded first in this process. Then, the selection process including environment selection and pairing selection is applied. Finally, the advanced evolutionary operators are performed to generate solutions.

(1) Encoding: First of all, we need to map the problem to be solved, i.e., minimizing the time consumption in (7) and the load balance variance in (14), into a mathematical problem. The solution of the problem is represented by a coded string of numbers, and the genetic operators operate on the string directly. There are many coding ways, and here floating-point coding is selected. Because we have high precision requirements for the results to be generated, the solution space will increase dramatically when utilizing integer coding. In addition, the floating-point coding method is easy to deal with the complex constraints of decision variables, which have been presented in the model part.

(2) Fitness functions and constraints: In the genetic algorithm, fitness function plays the role of selecting excellent individuals. According to the fitness value of the individual, it selects the individuals to be inherited to the next generation. In this method, the fitness function is transformed according to the objective functions (7) and (14). The practical constraint has been shown in (17), which represents that the number of VMs requested for any task must be less than the number of VMs in the edge servers.

(3) Selection operator: Selection refers to the operation of selecting excellent individuals from the group and eliminating the inferior ones. It is based on the evaluation of fitness. The larger the fitness, the greater the possibility of being selected, the number of his "offspring" in the next generation, and the selected individuals will be put into the matching database. This method selects a roulette operator, which ensures the individuals whose fitness function is better would be selected into the next generation as far as possible while ensuring that all individuals are likely to be selected.

(4) Crossover and mutation operators: The purpose of the crossover is to improve the searchability of the genetic algorithm of leap in the next generation of the new individual through the crossover operation. Crossing is an important method of genetic algorithm to obtain excellent individuals. The probability of crossover operation is in accordance with the random selection of two individuals in the library, and the cross-location is random. Indeed, single-point crossover is applied in UTOM.

The basic process of mutation operation is as follows: given a random number random between 0 and 1 and mutation probability pm. If random > pm, the mutation operation would be performed. Mutation operator itself is a kind of local random search, and it has the ability to avoid some of the permanent loss of information due to selection and crossover operators together with the selection and crossover operators. It makes the genetic algorithm maintain the population diversity, while avoiding premature convergence. In mutation operation, the probability of mutation should not be too large. If pm > 0.5, the genetic algorithm will degenerate into random search.

4.2. Optimal Strategy Selection by TOPSIS.

Figure 2 shows how to utilize TOPSIS to derive the optimal strategy based on the strategies generated by SPEA2. TOPSIS generates results which accurately reflect the gap between the evaluation schemes [31]. Then, the best result could be gained by comparing these gaps. The symbols utilized in the flowchart are described as follows [32].

The initial strategies produced by SPEA2 are represented by P, and these strategies form two sets, i.e., propagation time strategies T and load balance variance strategies L, where \( T = \{T_1, T_2, \ldots, T_P\} \) and \( L = \{L_1, L_2, \ldots, L_L\} \).

The standardized values of propagation time and load balance variance are defined as \( CT_p(X) \) and \( CL_p(X) \). Two weights of the indicators are defined as \( \mu_T \) and \( \mu_L \). Then, the standardized weight decision values are presented as \( WT_p \) and \( WL_p \). Afterwards, the degree of closeness between alternatives and the best solution as well as the worst solution are measured as \( OS_p \) and \( WS_p \). Next, the comprehensive evaluation value of the best solution and the worst solution is presented as \( C_T \). At last, the best solution \( S_{idea} \) would be obtained from all the strategies.

4.3. The Overview of UTOM.

The purpose of UTOM method is realizing the optimization of the objective functions presented in the system model. The overview of our UTOM is presented in Algorithm 1. In this algorithm, the scale of the population is \( I \), the maximum amount of inheritance is \( J \),
and the exportation of UTOM is the best strategy BS. Firstly, the initial strategies are produced randomly and presented as $P$. Then, feasible solutions are generated after $J$ iterations by SPEA2 through fitness functions. Finally, TOPSIS is applied to calculate standardized values and select optimal value.

5. Experimental Evaluation

Our paper utilizes the MECHREVO·Ti2 as the experimental station. The computer parameters are as follows: the CPU is Intel i7-6700H @ 2.6 GHz, the RAM is 8 GB, and the hard disk is 1T. Some experimental parameters and their values used in this section are shown in Table 2. To prove the effectiveness of this method, some traditional methods, i.e., Benchmark, First Fit Decreasing-based task offloading with time-saving and resource utilization optimization (FFD), and Best Fit Decreasing-based task offloading with time saving and resource utilization optimization (BFD), are utilized in this section. Benchmark supposes that the VM in

| Table 2: Experimental variable setting. |
|----------------------------------------|
| Experimental variable | Value |
| The scale of tasks | [50, 100, 150, 200, 250] |
| The size of edge services | [0.5, 0.8] |
| The scale of running VMs | [1, 6] |
| TR | 620 MB/s |
| AR | 120 MB/s |
the initial edge node falls short with regard to the requirement of task; the certain task would not be coped with the other node. FFD gives the required amount of the VM in the task, and the tasks will be ranked in an order. Then, the initial task will be offloaded to the initial node. BFD will sort all the tasks by descending order. Afterwards, the initial task will be offloaded to the initial node. Benchmark, FFD, and BFD will be uniformly referred to as the “three classical methods.”

5.1. Comparison of Experimental Results on the Employed Number of Edge Servers. The number of the employed edge servers by Benchmark, FFD, BFD, and UTOM is presented in Figure 3. It is obvious that the number of the employed edge servers is smaller than that of the other three methods. When the number of the evaluated tasks equals 100, the gap between the four methods is relatively little. The difference between the four means it begins to increase with the increasing of the task amount. It means that the UTOM has a better performance in higher number of tasks. These data show that the performance of our UTOM is the best in the comparison, while the performance of Benchmark is the worst.

5.2. Comparison of Experimental Results on the Average Propagation Time of Tasks. The average time equals the entire time divided by the number of tasks. Correspondingly, the average propagation time of tasks is calculated. The average propagation time keeps increasing with the enlarging of the task amount. The time calculated by UTOM is lower than the other three methods. The average propagation time of UTOM in different scale of tasks is 0.13, 0.22, 0.37, 0.48, and 0.59 (s) when the number of the tasks equals 50, 100, 150, 200, and 250. Besides, the difference of the three classical methods between UTOM is shown in Figure 4.

5.3. Comparison of Experimental Results on the Overall Propagation Time of Tasks. The entire time consists of four parts, which are the propagation time, the wait time, the execution time, and the return time. The total time represents the satisfaction of the users. It is conducted that the total time obtained by our UTOM is lower than the other methods by analysing Figure 5. The total time of UTOM is 6.49, 22.00, 56.10, 95.50, and 147.94 (s) when the number of the tasks equals 50, 100, 150, 200, and 250.

5.4. Comparison of Experimental Results on the Average Resource Utilization. The average resource utilization is not the objective function in our paper, while this index is another crucial evaluation parameter in the experimental comparison. This index represents the employed amount of the VM in the edge servers and is expected to get a high value in the experiment. Figure 6 presents the performance comparison of average resource utilization by utilizing of UTOM and three classical methods severally. The Benchmark performs worst in the comparison, and UTOM performs better than the other two means.

5.5. Comparison of Experimental Results on the Load Balance Variance. The load balance variance is the objective value in this experiment. It is summarized that the variance begins to
5.6. The Analysis of Experimental Results on the Utility Value. The different utility values of all the strategies are obtained by TOPSIS method. The certain strategy with the maximum value among the entire strategies is our best strategy. It is shown that the optimal utility value in different amount will reduce with the decreasing of the task scale by analysing Figure 8. From Figure 8, we intuitively deduce that UTOM obtains lower utility value with the improvement of task number. After the detailed statistics, the utility value of UTOM is 0.73, 0.78, 0.81, 0.83, and 0.86 when the number of the tasks equals 50, 100, 150, 200, and 250.

6. Conclusions

We devote ourselves to the problem of task offloading based on CPSS, in which edge computing technology is reasonably combined. The offloading problem is defined as an optimization problem of the minimizing of the propagation consumption and load balance variance. Furthermore, a method named UTOM is presented in this paper to optimize the offload strategy to get the minimum propagation delay and load balance variance. Besides, the normalization technique named TOPSIS is also utilized in combination to obtain standardized data. The experimental results show that the UTOM method has sufficient effectiveness and correctness. We intend to apply this method to real datasets based on CPSS to discuss the applicability in practice in future work.
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