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Abstract

The initial value problem for two-dimensional Zakharov-Kuznetsov equation on periodic boundary setting is shown to be locally well-posed in $H^s(\mathbb{R} \times \mathbb{T})$ for $9/10 < s < 1$. We prove this theorem by using bilinear estimates thinking separately the first variable and the second variable of space.
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1 Introduction

We consider the initial value problem of the following Zakharov-Kuznetsov equation on the product space $\mathbb{R} \times \mathbb{T}$:

\[
\begin{cases}
\partial_t u + \partial_x \Delta u + u \partial_x u = 0, \\
u(x, y, 0) = u_0(x, y),
\end{cases} \quad (x, y) \in \mathbb{R} \times \mathbb{T}, \quad t \in \mathbb{R},
\]

(ZK)

where $u = u(x, y, t)$ is a real-valued function, $\mathbb{T} = \mathbb{R}/2\pi \mathbb{Z}$, and $\Delta = \partial_x^2 + \partial_y^2$ is the Laplacian. This equation was introduced by Zakharov and Kuznetsov in [8], as a model for the propagation of ion-acoustic waves in magnetized plasma. The equation (ZK) is one of the expanded equations of the Korteweg-de Vries (KdV) equation:

\[\partial_t u + \partial_x^3 u + u \partial_x u = 0.\]

In this paper, we prove a property of well-posedness for an initial data whose norm is bounded in Sobolev spaces. In particular, we observe the behavior of the solution along time development. In this paper, we try to prove a property for the Sobolev space of lower index.

The KdV equation is completely integrable, and has infinite number of conserved quantities. Compared to that, the Zakharov-Kuznetsov equation is not
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completely integrable. However, the Zakharov-Kuznetsov equation has at least two conservation quantities for its flow: $L^2$ and $H^1$ versions,

$$
\begin{align*}
E[u](t) &:= \frac{1}{2} \int_{\mathbb{R} \times \mathbb{T}} |(\nabla u(x,y,t)|^2 - \frac{1}{3} u(x,y,t)^3) \, dx dy, \\
M[u](t) &:= \int_{\mathbb{R} \times \mathbb{T}} u(x,y,t)^2 \, dx dy.
\end{align*}
$$

In the non-periodic boundary setting, Grünrock and Herr [4], and Mollinet and Pilod [2] independently proved the local well-posedness in $H^s(\mathbb{R}^2)$ for $s > 1/2$, by using the Fourier restriction norm method [6] and Strichartz estimates. Subsequently, Kinoshita [10] shows the local well-posedness for $H^s(\mathbb{R}^2)$ using elaborate estimates which are based on region decompositions. By using the $L^2$ and $H^1$ conservation laws, these conclusions specially say that the Zakharov-Kuznetsov equation in $\mathbb{R}^2$ is global well-posed in $L^2$ and $H^1$, respectively. Moreover, similar statements are researched from the perspective of global well-posedness. Shan [13] obtained the global well-posedness in $H^s(\mathbb{R}^2)$ for $s > 5/7$, and Kinoshita [10] obtained the global well-posedness in $L^2(\mathbb{R}^2)$. Shan used the I-method based on $H^1$ conservation laws. Kinoshita used the classical Loomis-Whitney inequality and decompositions according to regions and frequencies.

On the other hand, in the periodic boundary condition setting, Mollinet and Pilod [2] showed the local well-posedness in $H^s(\mathbb{R} \times \mathbb{T})$ for $s \geq 1$ and the global well-posedness in $H^s(\mathbb{R} \times \mathbb{T})$ for $s = 1$. They used nearly the same of strategy in $\mathbb{R}^2$, but generally we cannot use elaborate region decomposition for estimates in $\mathbb{R} \times \mathbb{T}$. Similarly, Linares, Panthee, Robert and Tzvetkov [12] obtained the well-posedness result in $H^s(\mathbb{T}^2)$. They showed that the initial value problem for the Zakharov-Kuznetsov equation is locally well-posed in $H^s(\mathbb{T}^2)$ for $s > 5/3$. Their proof is based on a variant of Strichartz estimate. More recently, Kinoshita showed the locally well-posedness in $H^s(\mathbb{T}^2)$, for $s > 1$ [11].

In this paper, we will prove the following local well-posedness of initial value problem (ZK) in Sobolev spaces $H^s(\mathbb{R} \times \mathbb{T})$ of lower index $s$.

**Theorem 1.1.** Let $s > 9/10$. For any $u_0 \in H^s(\mathbb{R} \times \mathbb{T})$, there exists $T = T(\|u_0\|_{H^s(\mathbb{R} \times \mathbb{T})})$ and a unique solution $u$ of (ZK) such that

$$
u \in C([0, T] : H^s((\mathbb{R} \times \mathbb{T})) \cap X_T^{s, \frac{1}{3}+}.$$  

Moreover, for all $0 < T' < T$, there exists a neighborhood $\mathcal{U}$ of $u_0$ in $H^s(\mathbb{R} \times \mathbb{T})$ such that the data-to-solution map

$$
S : v_0 \in \mathcal{U} \mapsto v \in C([0, T'] : H^s((\mathbb{R} \times \mathbb{T})) \cap X_T^{s, \frac{1}{3}+}
$$

is smooth, when $v$ is a unique solution of (ZK) to the initial data $v_0$.

In the Section 2, we will show bilinear estimates. We will introduce some lemmas which show relationship between measure of set and regularity of functions, given in [1]. Moreover, by considering a polynomial called the resonance function, we will confirm strategy of calculation. In Section 3, we will prove
Theorem 1.1 by using the propositions discussed in Section 2. We use the frequencies decomposition to observe nonlinear interactions of two wave functions. We calculate the norm of auxiliary space by thinking separately the first variable and the second variable of space. At the higher frequency part, we improved calculation because of Lemma 2.9. Finally, we applied Duhamel’s principal and evaluated the Sobolev norm of function solution. As a result, we obtain the estimate from above for lower index $s$.

2 Preparation for estimates

2.1 Function spaces

In this subsection, we will introduce some basic function spaces. We aim to prove the initial value problem in Lebesgue spaces or Sobolev spaces. First, we describe these spaces using the Fourier transform. Let $f(x, y)$ be defined on $\mathbb{R} \times \mathbb{T}$. We denote the Fourier transform of $f$ with respect to the variables $(x, y)$ as $\mathcal{F}_{xy}(f)(\xi, q)$. More precisely, $q$ is a variable from $\mathbb{T}$, we should explain $q$ as a variable connecting with the Fourier coefficients. Therefore, we note that $\xi \in \mathbb{R}$ and $q \in \mathbb{Z}$. Moreover, let $\mathcal{F}_{xy}^{-1}$ be the Fourier inverse transform with respect to spacial variables. We use the absolute value of $(\xi, q)$ as $| (\xi, q) |^2 = 3\xi^2 + q^2$ in this paper. And $a \sim b$ means that there is a constant $c$ such that $a = cb$ and $a \lesssim b$ means that there is a constant $c$ such that $a \leq cb$. Moreover, $b^+$ in statements means that there exists $\delta > 0$ such that $b + \delta$.

Then we define the Sobolev spaces for this description: equipped with the norm

$$
\| f \|_{H^s}^2 := \sum_{q \in \mathbb{Z}} \left( \int_{\mathbb{R}} \langle (|\xi, q|) \rangle^s |\mathcal{F}_{xy}(f)(\xi, q)|^2 d\xi \right),
$$

where $\langle x \rangle = 1 + |x|$.

We are able to measure the size and regularity of solutions by using Sobolev spaces. Following [2], we introduce other more complicated function spaces $X^{s,b}$, called Bourgain’s spaces. Now let $u(x, y, t)$ be defined on $\mathbb{R} \times \mathbb{T} \times \mathbb{R}$, and let $\hat{u}(\xi, q, \tau)$ be Fourier transeform of $u(x, y, t)$ in a similar manner as well. Let $\| u \|_{L^p}$ be the usual Lebesgue norm, and $\| u \|_{l^p}$ be norm in the usual sequence space.

**Definition 2.1.** For $s, b \in \mathbb{R}, T > 0$,

$$
\| u \|_{X^{s,b}} := \| (\tau - w(\xi, q))^b \langle (|\xi, q|) \rangle^s \hat{u}(\xi, q, \tau) \|_{L^\infty_{\xi,q} L^2_{\xi,q}^s},
$$

$$
\| u \|_{X^{s,b} T} := \inf \{ \| \tilde{u} \|_{X^{s,b}} ; \tilde{u} : \mathbb{R} \times \mathbb{T} \to \mathbb{C} , \tilde{u}|_{[0,T]} = u \},
$$

where $w(\xi, q) = \xi^3 + \xi q^2$. When a norm of $u$ introduced (2.1) is bounded, we denote $u \in X^{s,b}$. 
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The space \( X^{s,b}_T \) will be used for proof of the local well-posedness result, that is under restriction of time on \([0, T]\).

**Remark 2.2.** The space \( X^{s,b}_T \) will be characterized by this formula:

\[
\|f\|_{X^{s,b}_T} = \|e^{it\partial_x^s} f\|_{H^b_x L^1_t^s},
\]

where \( e^{-it\partial_x^s} \) is the operator associated linear problem of the Zakharov-Kuznetsov equation, described as

\[
\mathcal{F}_{xy}(e^{-it\partial_x^s} f)(\xi, q) = e^{i\xi w(\xi, q)} \mathcal{F}_{xy}(f)(\xi, q).
\]  

There are some formulas which discribe relationship about \( X^{s,b}_T \). We introduce some formulas which was stated in [3]. Let \( \eta \in C_0^\infty(\mathbb{R}) \) satisfy \( 0 \leq \eta \leq 1 \), \( \eta_{[-1,1]} = 1 \), and \( \text{supp}(\eta) \subset [-2, 2] \).

**Lemma 2.3.** Let \( s \in \mathbb{R} \) and \( b > 1/2 \). Then

\[
\|\eta(t) e^{-it\partial_x^s} f\|_{X^{s,b}_T} \lesssim \|f\|_{H^s},
\]

for all \( f \in H^s \).

**Lemma 2.4.** Let \( s \in \mathbb{R} \). Then

\[
\left\| \eta(t) \int_0^t e^{-(t-t')\partial_x^s} g(t') dt' \right\|_{X^{s,1/2}_T} \lesssim \|g\|_{X^{s,1/2}_T},
\]

for all \( g \in X^{s,1/2}_T \).

**Lemma 2.5.** For any \( T > 0 \), \( s \in \mathbb{R} \) and for all \(-1/2 < b' \leq b < 1/2\),

\[
\|u\|_{X^{s,b'}_T} \lesssim T^{b-b'} \|u\|_{X^{s,b}_T}.
\]

The polynomial \( w(\xi, q) \) which appeared in (2.1) plays an important role in characterizing of solution. Now, we define the resonance function, discribing interaction of solutions:

\[
\mathcal{H}(\xi_1, \xi_2, q_1, q_2) = w(\xi_1 + \xi_2, q_1 + q_2) - w(\xi_1, q_1) - w(\xi_2, q_2) - 3\xi_1\xi_2(\xi_1 + \xi_2) + \xi_2q_1^2 + \xi_1q_2^2 + 2(\xi_1 + \xi_2)q_1q_2.
\]  

**2.2 Bilinear estimates**

In this subsection, we show the bilinear estimates. First, we define cut-off functions and the dyadic composition.

For \( k \in \mathbb{N} \), we denote \( \phi(\xi) = \eta(|\xi|) - \eta(2|\xi|) \), \( \phi_{2^k}(\xi, q) = \phi(2^{-k}(\xi, q)) \), \( \psi_{2^k}(\xi, q, \tau) = \phi(2^{-k}(\tau - (\xi^3 + q^2))) \), where \((\xi, \tau) \in \mathbb{R}^2\) and \( q \in \mathbb{Z} \). Here, we prepare notation of interval as \( I_N := \text{supp} \phi_N \). We define the Littlewood-Paley decomposition as

\[
P_N(u) := \mathcal{F}_{xy}^{-1}(\phi_N \mathcal{F}_{xy}(u)), \quad Q_L(u) := \mathcal{F}_{xy}^{-1}(\psi_L \mathcal{F}(u)).
\]  

Now we give the bilinear estimates that are crucial for proving Theorem 1.1. We denote for \( a, b \in \mathbb{R}, a \wedge b = \min\{a, b\}, a \vee b = \max\{a, b\} \).
Lemma 2.6 (Proposition 3.6 in [2]). Suppose that $N_1, N_2, L_1, L_2$ are dyadic numbers. Then
\[
\|(P_{N_1} Q_{L_1} u)(P_{N_2} Q_{L_2} v)\|_{L^2} \\
\lesssim (N_1 \wedge N_2)(L_1 \wedge L_2)^{\frac{1}{2}}\|P_{N_1} Q_{L_1} u\|_{L^2}\|P_{N_2} Q_{L_2} v\|_{L^2}. \quad (2.10)
\]
Moreover, when $4N_2 \leq N_1$ or $4N_1 \leq N_2$, we obtain
\[
\|(P_{N_1} Q_{L_1} u)(P_{N_2} Q_{L_2} v)\|_{L^2} \\
\lesssim \frac{(N_1 \wedge N_2)}{N_1 \vee N_2}(L_1 \wedge L_2)^{\frac{1}{2}}(L_1 \vee L_2)^{\frac{1}{2}}\|P_{N_1} Q_{L_1} u\|_{L^2}\|P_{N_2} Q_{L_2} v\|_{L^2}. \quad (2.11)
\]
Molinet and Pilod shows Lemma 2.6, using some basic lemmas introduced in [1].

When $f$ is a smooth function or a polynomial of degree 2, Lemma 2.7 and Lemma 2.8 can be written as below.

Lemma 2.7 (Lemma 3.8 in [2]). Let $I$ and $J$ be two intervals on the real line and $f : J \to \mathbb{R}$ be a smooth function. Then,
\[
\text{mes}\{x \in J : f(x) \in I\} \lesssim \frac{|I|}{\inf_{\xi \in J}|f'(\xi)|}, \quad (2.12)
\]
where $\text{mes} A$ is the Lebesgue measure of the set $A$.

Lemma 2.8 (Lemma 3.9 in [2]). Let $a \neq 0$, $b$, $c$ be real numbers and $I$ be an interval on the real line. Then,
\[
\text{mes}\{x \in J : ax^2 + bx + c \in I\} \lesssim \frac{|I|^\frac{1}{2}}{|a|}. \quad (2.13)
\]

Now we denote a new lemma which applied at the case $N_2/2 \leq N_1 \leq 2N_2$. We denote by $R_K$ the Fourier multiplier operator in the variable of $x$ as following:
\[
R_K f(x) = \int_{\mathbb{R}} \phi(\xi K^{-1}) F_x f(\xi) e^{ix\xi} d\xi,
\]
where $F_x$ is the Fourier transform of $f(x)$ with respect to $x$ only.

Lemma 2.9. Let $K$ be a dyadic number. It holds that
\[
\|R_K ((P_{N_1} Q_{L_1} u)(P_{N_2} Q_{L_2} v))\|_{L^2} \\
\lesssim \frac{(N_1 \wedge N_2)}{K}L_1 \wedge L_2)^{\frac{1}{2}}(L_1 \vee L_2)^{\frac{1}{2}}\|P_{N_1} Q_{L_1} u\|_{L^2}\|P_{N_2} Q_{L_2} v\|_{L^2}, \quad (2.14)
\]
where $K$ is a dyadic number satisfying $|\xi| \in I_K$.

Proof We obtain the following estimate from Cauchy-Schwarz inequality and Plancherel’s identity:
\[
\|R_K ((P_{N_1} Q_{L_1} u)(P_{N_2} Q_{L_2} v))\|_{L^2} \\
= \|R_K ((P_{N_1} Q_{L_1} u) * (P_{N_2} Q_{L_2} v))\|_{L^2} \\
= \left\| R_K \left( \sum_{q_1 \in Z} \int_{\mathbb{R} \times \mathbb{R}} P_{N_1} Q_{L_1} u(\xi_1, q_1, \tau_1) \cdot P_{N_2} Q_{L_2} v(\xi - \xi_1, q - q_1, \tau - \tau_1) d\xi_1 \tau_1 \right) \right\|_{L^2} \\
\lesssim \sup_{(\xi, q, \tau)} |A_{\xi, q, \tau}^{K}|^{\frac{1}{2}}\|P_{N_1} Q_{L_1} u\|_{L^2}\|P_{N_2} Q_{L_2} v\|_{L^2}
\]
where
\[ A^K_{\xi,q,\tau} = \{ (\xi_1, q_1, \tau_1) \in \mathbb{R} \times \mathbb{Z} \times \mathbb{R} : |\xi| \sim K, |(\xi_1, q_1)| \in I_{N_1}, |(\xi - \xi_1, q - q_1)| \in I_{N_2}, \\
|\tau_1 - w(\xi_1, q_1)| \in I_{L_1}, |\tau - \tau_1 - w(\xi - \xi_1, q - q_1)| \in I_{L_2} \}. \]

Observe the definition of \( A^K_{\xi,q,\tau} \), we get
\[ |A^K_{\xi,q,\tau}| \lesssim (N_1 \wedge N_2)^2(L_1 \wedge L_2), \]
which implies the estimate in (2.10).

On the other hand, the triangle inequality yields
\[ |\tau_1 - w(\xi_1, q_1)| + |\tau - \tau_1 - w(\xi - \xi_1, q - q_1)| \leq |\tau - w(\xi_1, q_1) - w(\xi - \xi_1, q - q_1)| \]
\[ = |\tau - w(\xi, q) - \mathcal{H}(\xi_1, \xi - \xi_1, q_1, q - q_1)|, \]
we get
\[ |A^K_{\xi,q,\tau}| \lesssim (L_1 \wedge L_2)|B^K_{\xi,q,\tau}|, \tag{2.15} \]
where
\[ B^K_{\xi,q,\tau} = \{ (\xi_1, q_1) \in \mathbb{R} \times \mathbb{Z} : |\xi| \sim K, |(\xi_1, q_1)| \in I_{N_1}, |(\xi - \xi_1, q - q_1)| \in I_{N_2}, \\
|\tau - w(\xi, q) - \mathcal{H}(\xi_1, \xi - \xi_1, q_1, q - q_1)| \lesssim L_1 \vee L_2 \}. \tag{2.16} \]

For estimating \( B^K_{\xi,q,\tau} \), we calculate the second order differential of \( \mathcal{H} \):
\[ \left| \frac{\partial^2 \mathcal{H}}{\partial \xi_1^2}(\xi_1, \xi - \xi_1, q - q_1) \right| = 6|\xi| \sim K, \tag{2.17} \]
for \((\xi_1, q_1) \in B^K_{\xi,q,\tau}\). Let \( \tilde{B}_{\xi,q,\tau}(q_1) = \{ \xi_1 \in \mathbb{R} : (\xi_1, q_1) \in B^K_{\xi,q,\tau} \} \) for fixed \( q_1 \). Then combining Lemma 2.8 and (2.17) we get
\[ |\tilde{B}_{\xi,q,\tau}(q_1)| \lesssim \frac{(L_1 \vee L_2)^2}{K^\frac{1}{2}}, \tag{2.18} \]
for all \( q_1 \in \mathbb{Z} \). Finally, it follows from that
\[ |B^K_{\xi,q,\tau}| \lesssim \frac{(N_1 \wedge N_2)(L_1 \vee L_2)}{K^\frac{1}{2}}. \]
Combining with (2.15), we obtain (2.14). □

3 Local well-posedness

In this section, we prove Theorem 1.1.

**Proposition 3.1.** Let 9/10 < s < 1. For all \( u, v : \mathbb{R} \times T \times \mathbb{R} \to \mathbb{C} \) such that \( u, v \in X^s, L^+ \), we have
\[ \|\partial_x(uv)\|_{X^{s-\frac{1}{2}}} \lesssim \|u\|_{X^s, L^+} \|v\|_{X^s, L^+}. \tag{3.1} \]
Proposition 3.1 instantly allows us to prove Theorem 1.1, which means local well-posedness in Sobolev spaces.

Proof. By duality, it suffices to prove the following:

\[
J := \sum_{q,q_1 \in \mathbb{Z}} \int \Gamma_{\xi,q,\tau}^{\xi_1,q_1,\tau_1} \hat{u}(\xi_1, q_1, \tau_1) \hat{\nu}(\xi_2, q_2, \tau_2) \hat{\nu}(\xi, q, \tau) \, d\nu \lesssim \|u\|_{L^2} \|v\|_{L^2} \|w\|_{L^2},
\]

where \(\hat{u}, \hat{\nu}, \hat{w}\) are non-negative functions,

\[
\Gamma_{\xi,q,\tau}^{\xi_1,q_1,\tau_1} = |\xi| |(\xi, q)|^\varsigma \langle |(\xi_1, q_1)| \rangle^{-s} \langle |(\xi_2, q_2)| \rangle^{-s} \langle \sigma \rangle^{-\frac{1}{2} + 2\delta} \langle \sigma_1 \rangle^{-\frac{1}{2} - \delta} \langle \sigma_2 \rangle^{-\frac{1}{2} - \delta},
\]

where \(\xi = \xi_1 + \xi_2, \quad q = q_1 + q_2, \quad \tau = \tau_1 + \tau_2, \quad d\nu = d\xi d\xi_1 d\tau d\tau_1, \quad \sigma = \sigma - w(\xi, q), \quad \sigma_1 = \tau_1 - w(\xi_1, q_1), \quad \sigma_2 = \tau_2 - w(\xi_2, q_2).

Using dyadic decomposition following (2.9), we rewrite \(J\) as the following:

\[
J = \sum_{N,N_1,N_2} J_{N,N_1,N_2},
\]

where

\[
J_{N,N_1,N_2} = \sum_{q,q_1} \int \Gamma_{\xi,q,\tau}^{\xi_1,q_1,\tau_1} \hat{P}_{N_1} u(\xi_1, q_1, \tau_1) \hat{P}_{N_2} v(\xi_2, q_2, \tau_2) \hat{P}_{N} w(\xi, q, \tau) \, d\nu.
\]

We decompose \(J\) to five parts:

\[
J_{LL \rightarrow L} := \sum_{N_1 \leq 4, N_2 \leq 4, N \leq 4} J_{N,N_1,N_2},
\]

\[
J_{LH \rightarrow H} := \sum_{N_2 \leq 4, N_1 \leq N_2/4} J_{N,N_1,N_2},
\]

\[
J_{HL \rightarrow H} := \sum_{N_1 \leq 4, N_2 \leq N_1/4} J_{N,N_1,N_2},
\]

\[
J_{HH \rightarrow L} := \sum_{N_2 \leq 4, N \leq N_1/4 \text{ or } 4 \leq N_2, N \leq N_2/4} J_{N,N_1,N_2},
\]

\[
J_{HH \rightarrow H} := J - (J_{LL \rightarrow L} + J_{LH \rightarrow H} + J_{HL \rightarrow H} + J_{HH \rightarrow L}).
\]

We note that \(J_{HH \rightarrow H}\) means the sum of \(J_{N,N_1,N_2}\) at the regions of \(N_1 \geq 4, N_2 \geq 4, N_2/2 \leq N_1 \leq 2N_2, N_1/2 \leq N \leq 2N_1, N_2/2 \leq N \leq 2N_2\). Estimates of \(J_{LH \rightarrow H}, J_{HL \rightarrow H}\) and \(J_{HH \rightarrow L}\) are similar to the case of (ZK) on \(\mathbb{R}^2\) [2]. In these cases, we use (2.11) directly.

(i) Estimate of \(J_{LL \rightarrow L}\). We use Plancherel’s identity and Hölder’s inequality to obtain

\[
J_{LL \rightarrow L} \lesssim \sum_{N_1 \leq 4, N_2 \leq 4, N \leq 4} \left\| \left( \frac{P_{N_1} \hat{u}}{\langle \sigma_1 \rangle^{\frac{1}{2} + \delta}} \right) \right\|_{L^4} \left\| \left( \frac{P_{N_2} \hat{v}}{\langle \sigma_2 \rangle^{\frac{1}{2} + \delta}} \right) \right\|_{L^4} \left\| P_N \hat{w} \right\|_{L^2},
\]

\[
(3.4)
\]
where \( u^\gamma(x,y,t) \) denotes the Fourier inverse transform with respect to \((\xi, q, \tau)\). From the Sobolev embedding \( H^{1/4^+}(\mathbb{R}) \subset L^4(\mathbb{R}) \) and Plancherel’s identity, we get

\[
\left\| \left( \frac{\mathcal{P}_N u}{\langle \sigma_1 \rangle} \right)^\gamma \right\|_{L^4} \left\| \left( \frac{\mathcal{P}_N v}{\langle \sigma_2 \rangle} \right)^\gamma \right\|_{L^4} \|P_N w\|_{L^2} \leq \left\| \langle \sigma_1 \rangle^{-\frac{1}{4}} \mathcal{P}_N u \|_{L^2} \cdot \|\langle \sigma_2 \rangle^{-\frac{1}{4}} \mathcal{P}_N v \|_{L^2} \cdot \|P_N w\|_{L^2} \right.
\]

\[
\leq \|P_N u\|_{L^2} \|P_N v\|_{L^2} \|P_N w\|_{L^2} \cdot \|P_N w\|_{L^2},
\]

where \( N_1 \leq 4, N_2 \leq 4, N \leq 4 \). Thus,

\[
J_{LL \to L} \lesssim \sum_{N_1 \leq 4, N_2 \leq 4, N \leq 4} \|P_N u\|_{L^2} \|P_N v\|_{L^2} \|P_N w\|_{L^2},
\]

which yields

\[
J_{LL \to L} \lesssim \|u\|_{L^2} \|v\|_{L^2} \|w\|_{L^2}.
\]

(ii) **Estimate of \( J_{LH \to H} \).** We use another dyadic decomposition by \( Q_L \). We denote

\[
J_{N, N_1, N_2}^L = \sum_{L_1, L_2} J_{N, N_1, N_2}^{L_1, L_2},
\]

where

\[
J_{N, N_1, N_2}^{L_1, L_2} = \sum_{q, q_1} \int \xi_1, q_1, \tau_1 \mathcal{P}_N Q_{L_1} u(\xi_1, q_1, \tau_1) \mathcal{P}_N Q_{L_2} v(\xi_2, q_2, \tau_2) \mathcal{P}_N Q_{L} w(\xi, q, \tau) d\nu.
\]

Applying the Cauchy-Schwarz inequality, we have that the contribution of this case to \( J_{N, N_1, N_2}^{L_1, L_2} \) is bounded by

\[
CN_1^{-1} L_1^{-\frac{1}{4}+2\delta} L_2^{-\frac{1}{4}+\delta} \|P_N Q_{L_1} u\|_{L^2} \|P_N Q_{L_2} v\|_{L^2} \|P_N Q_{L} w\|_{L^2}. \tag{3.6}
\]

By Lemma 2.6, we can show that

\[
\|P_N Q_{L_1} u\|_{L^2} \|P_N Q_{L_2} v\|_{L^2} \lesssim \frac{N_1^{\frac{1}{2}} L_1^{\frac{1}{2}} L_2^{\frac{1}{2}}}{N_2} \|P_N Q_{L_1} u\|_{L^2} \|P_N Q_{L_2} v\|_{L^2}. \tag{3.7}
\]

Therefore, combining (3.6) and (3.7), there is some \( \delta > 0 \) such that for \( s > 1/2 \),

\[
J_{LH \to H} \lesssim \sum_{L_1, L_2} L_1^{-\frac{1}{4}+2\delta} L_2^{-\frac{1}{4}+\delta} \sum_{4 \leq N_1, N_2 \leq N/4} N^{-s+\frac{1}{2}} \|P_N Q_{L_1} u\|_{L^2} \|P_N Q_{L_2} v\|_{L^2} \|P_N Q_{L} w\|_{L^2}
\]

\[
\lesssim \|u\|_{L^2} \sum_{N \sim N_2} N^{-s+\frac{1}{2}} \|P_N v\|_{L^2} \|P_N w\|_{L^2}
\]

\[
\lesssim \|u\|_{L^2} \left( \sum_{N_2} \|P_N v\|_{L^2}^2 \right)^{\frac{1}{2}} \left( \sum_{N} N^{-2s+1} \|P_N w\|_{L^2}^2 \right)^{\frac{1}{2}}
\]

\[
\lesssim \|u\|_{L^2} \|v\|_{L^2} \|w\|_{L^2}.
\]
(iii) Estimate of $J_{HL \to H}$. In this case, the proof following directly from the proceeding symmetry argument. Indeed,

$$J_{HL \to H} \lesssim \|u\|_{L^2} \|v\|_{L^2} \|w\|_{L^2}.$$ 

(iv) Estimate of $J_{HH \to L}$. By symmetry, we may assume $4 \leq N_1$ and $N \leq N_1/4$. Similar to the case of (ii), we have that the contribution of this case to $J_{L,N_1,N_2}$ is bounded by

$$C \frac{N^{s+1}}{N_1^N_2} L^{-\frac{1}{2}+2\delta} L_1^{-\frac{1}{2}-\delta} L_2^{-\frac{1}{2}-\delta} \|\hat{P}_{N_1} Q_{L_1} u\|_{L^2} \|P_{N_2} Q_{L_2} v\|_{L^2} \lesssim \|\hat{P}_{N_1} Q_{L_1} u\|_{L^2} \|P_{N_2} Q_{L_2} v\|_{L^2}, \quad (3.8)$$

where $\hat{f}(\xi, q, \tau) = f(-\xi, -q, -\tau)$. We use the interpolation inequality between (2.10) and (2.11). For any $0 < \theta < 1$,

$$\|\hat{P}_{N_1} Q_{L_1} u\|_{L^2} \|P_{N_2} Q_{L_2} v\|_{L^2} \lesssim \left( \frac{N_1 \wedge N}{N_1 \vee N} \right)^{\frac{1}{2}+\theta} \|\hat{P}_{N_1} Q_{L_1} u\|_{L^2} \|P_{N_2} Q_{L_2} v\|_{L^2}$$

$$\lesssim \frac{N_1 N_2^{\frac{1}{2}+\theta}}{N_1 N_2^{1-\theta}} \|\hat{P}_{N_1} Q_{L_1} u\|_{L^2} \|P_{N_2} Q_{L_2} v\|_{L^2}.$$

Then, we substitute (3.9) into (3.8). The contribution of this case to $J_{L,N_1,N_2}$ is bounded by

$$CN_1^{-\frac{1}{2}+\theta} L_1^{-\frac{1}{2}-\delta} L_2^{-\frac{1}{2}-\delta} \|\hat{P}_{N_1} Q_{L_1} u\|_{L^2} \|P_{N_2} Q_{L_2} v\|_{L^2} \lesssim \left( \frac{N_1 \wedge N}{N_1 \vee N} \right)^{\frac{1}{2}+\theta} \|\hat{P}_{N_1} Q_{L_1} u\|_{L^2} \|P_{N_2} Q_{L_2} v\|_{L^2}.$$

Thus summing up with respect to $N, N_1 N_2, L, L_1, L_2$, we obtain

$$J_{HH \to L} \lesssim \|u\|_{L^2} \|v\|_{L^2} \|w\|_{L^2},$$

for $0 < \delta < s/4 \ll 1$ and $s > 1/2 + 2\theta$.

(v) Estimate of $J_{HH \to H}$. In this case, we divide five cases and estimate the resonance function $\mathcal{H}$ in each situation.

(v-1) Case of $|\xi| \leq 100$. Let $k$ be an integer. We denote

$$J_{N,N_1,N_2} = \sum_{k \geq 0} \sum_{L,L_1,L_2} J_{L,L_1,L_2}^{N,N_1,N_2,k},$$

where

$$J_{L,L_1,L_2}^{N,N_1,N_2,k} = \sum_{\eta \neq \tau} \int_Y \hat{f}(\xi, \eta, \tau) P\{N_1 \wedge L_1 u(\xi, q_1, \tau_1) \hat{P}_{N_2} \wedge L_2 v(\eta, q_2, \tau_2) \hat{P}_{N_2} \wedge L_2 w(\xi, q, \tau) d\nu,$$

with

$$Y_k = \{ (\xi, \eta, \tau, \tau_1) \in \mathbb{R}^4 : 2^{-(k+1)}100 \leq |\xi| \leq 2^{-k}100 \}.$$
We apply the Cauchy-Schwarz inequality, and we have that the contribution of this case to $J_{N,N_1,N_2,k}$ is bounded by

$$C2^{-k}N_1^{-s}L^{-\frac{1}{2}+2\delta}L_1^{-\frac{1}{2}-\delta}L_2^{-\frac{1}{2}-\delta}||((P_{N_1}Q_{L_1} u)(P_{N_2}Q_{L_2} v))_{L_z^n}||_{L^n}P_NQ_Lw||_{L^2}.$$  

(3.10)

For $2^{-(k+1)}100 \leq |\xi| \leq 2^{-k}100$, we obtain

$$\left| \frac{\partial^2 \mathcal{H}}{\partial \xi_1^2} (\xi_1, \xi - \xi_1, q_1, q - q_1) \right| = 6|\xi| \sim 2^{-k}.$$

Using Lemma 2.9, we obtain

$$\|R_K((P_{N_1}Q_{L_1} u)(P_{N_2}Q_{L_2} v))\|_{L^2} \lesssim 2^{\frac{k}{2}}N_1^{\frac{1}{2}}(L_1 \lor L_2)^{\frac{1}{2}}(L_1 \land L_2)^{\frac{1}{2}}\|P_{N_1}Q_{L_1} u\|_{L^2}\|P_{N_2}Q_{L_2} v\|_{L^2}.$$  

(3.11)

Therefore, combining (3.10) and (3.11), we get that (3.10) is bounded by

$$C2^{-\frac{k}{2}}N_1^{-s}L^{-\frac{1}{2}+2\delta}L_1^{-\frac{1}{2}-\delta}L_2^{-\frac{1}{2}-\delta}||P_{N_1}Q_{L_1} u||_{L^2}||P_{N_2}Q_{L_2} v||_{L^2}||P_NQ_Lw||_{L^2}.$$  

Summing up with respect to $N,N_1,N_2,L,L_1,L_2,k$, we have that the contribution of this case to $J_{HH\rightarrow H}$ is bounded by

$$C\|u\|_{L^2}\|v\|_{L^2}\|w\|_{L^2}.$$

(v-2) Case of $|\xi| \geq 100, |\xi_1| \lor |\xi_2| \leq 100$. By symmetry, we may suppose $|\xi_2| \leq |\xi_1|$. First, we calculate the resonance function:

$$\frac{\partial \mathcal{H}}{\partial \xi_1} (\xi_1, \xi - \xi_1, q, q - q_1) = 3\xi(\xi - 2\xi_1) + q(q - 2q_1).$$

We will consider the case when $|\frac{\partial \mathcal{H}}{\partial \xi_1}| \geq \xi^2$. By using the Cauchy-Schwarz inequality such as (v-1), we have that the contribution of this case to $J_{N,N_1,N_2}$ is bounded by

$$\sum_K CKN_1^{-s}L^{-\frac{1}{2}+2\delta}L_1^{-\frac{1}{2}-\delta}L_2^{-\frac{1}{2}-\delta}||R_K((P_{N_1}Q_{L_1} u)(P_{N_2}Q_{L_2} v))||_{L^2}||R_KP_NQ_Lw||_{L^2}.$$  

Recall the proof of Lemma 2.9. Indeed of (2.17), we use $\frac{\partial \mathcal{H}}{\partial \xi_1} \lesssim K$ along which Lemma 2.7 to obtain

$$|\tilde{B}_{\xi,q}(q_1)| \lesssim (L_1 \lor L_2)^{\frac{1}{2}}.$$  

for (2.18). Then,

$$\|R_K((P_{N_1}Q_{L_1} u)(P_{N_2}Q_{L_2} v))\|_{L^2} \lesssim K^{-1}N_1^2(L_1 \lor L_2)^{\frac{1}{2}}(L_1 \land L_2)^{\frac{1}{2}}\|P_{N_1}Q_{L_1} u\|_{L^2}\|P_{N_2}Q_{L_2} v||_{L^2}.$$  

Combining the Cauchy-Schwarz inequality and bilinear estimate, we obtain that the contribution of this case to $J_{N,N_1,N_2}$ is bounded by

$$\sum_{K \leq N} KN_1^{-s}L^{-\frac{1}{2}+2\delta}L_1^{-\frac{1}{2}-\delta}L_2^{-\frac{1}{2}-\delta}K^{-1}N_1^2(L_1 \lor L_2)^{\frac{1}{2}}(L_1 \land L_2)^{\frac{1}{2}}$$

$$\times ||P_{N_1}Q_{L_1} u||_{L^2}||P_{N_2}Q_{L_2} v||_{L^2}||R_KP_NQ_Lw||_{L^2}$$

$$\lesssim \sum_{K \leq N} N^{-s}L^{-\frac{1}{2}+2\delta}L_1^{-\delta}L_2^{-\delta}||P_{N_1}Q_{L_1} u||_{L^2}||P_{N_2}Q_{L_2} v||_{L^2}||R_KP_NQ_Lw||_{L^2}.  
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So summing up with respect to $K, N, N_1, N_2, L, L_1, L_2$, the right-hand side is bounded by $C\|u\|_{L^2}\|v\|_{L^2}\|w\|_{L^2}$ for $s > 1/2$.

Next, we consider the case when $|\frac{\partial H}{\partial \xi_1}| \ll \xi^2$. In this case when $|\xi - \xi_1| \gtrsim 1$, the proof is similar to the case (i) and (ii). Without loss of generality, we may suppose that $|\xi_2| = |\xi - \xi_1| = o(1)$, where $o$ is the Landau symbol. In this case, we have

$$
\frac{\partial H}{\partial \xi_1}(\xi_1, \xi - \xi_1, q_1, q - q_1) = 3\xi(\xi - \xi_1) - 3\xi_1 + q(q - q_1) - qq_1
= 6\xi(\xi - \xi_1) - 3\xi^2 + q(q - q_1) - qq_1
= o(\xi) + o(\xi^2) + q(q - q_1) - qq_1.
$$

To satisfy the hypothesis of resonance function $|\frac{\partial H}{\partial \xi_1}| \ll \xi^2$, $N \simeq N_1 \simeq N_2$ and $|\xi - \xi_1| = o(1)$, we need $\min\{|q_1|, |q_1|, |q_2|\} \gtrsim |\xi|$. We set $q(q - q_1) = q(q_2 - q_1) - q_1 \sim \xi^2$. Next we calculate the resonance function $H$,

$$
H(\xi_1, \xi - \xi_1, q - q_1) = 3\xi_1(\xi - \xi_1) + (\xi - \xi_1)(q^2 - (q - q_1)^2) + (q - q_1)\xi_1(q + q_1).
$$

We easily confirm that

$$
|q| \sim |q_1| \sim |q_2| \sim |\xi| \sim N, 3\xi_1(\xi - \xi_1) \sim o(\xi^2), (\xi - \xi_1)(q^2 - (q - q_1)^2) \sim o(\xi^2).
$$

In the case of $|H| \gtrsim \xi^2$, we note that max$\{\{|\sigma|, |\sigma_1|, |\sigma_2|\} \gtrsim \xi^2$. We suppose max$\{\{|\sigma|, |\sigma_1|, |\sigma_2|\} = |\sigma|$, without loss of generality. Then $|\sigma|^{-\frac{1}{2}}|\xi| \sim 1$. The bilinear estimate (2.11) along with the argument similar to the case (ii) implies that the contribution of this case to $J_{HH-HH}$ is bounded by $C\|u\|_{L^2}\|v\|_{L^2}\|w\|_{L^2}$.

On the other hand, in the case of $|H| \ll \xi^2$, it holds that $|\xi(\xi - \xi_1)(\xi_1 + q)| \lesssim o(\xi^2)$. We obtain $q = 0$. Write $q_1 = -q, q_2 = q - q_1 = 2q$. We rewrite resonance function as $H = 3(\xi - \xi_1)(\xi_1 - q^2)$. In this case, we regard this formula as a quadratic equation of $\xi_1$ as the following:

$$
\xi_1^2 - (\xi_1 + q^2)\xi_1 - \xi q^2 + \frac{H}{3} = 0,
$$

which is solved by factoring

$$
\xi_1 = \frac{(\xi_1 + q^2) \pm \sqrt{(\xi_1 + q^2)^2 - 4\xi q^2 + \frac{4H}{3}\xi}}{2\xi}.
$$

Now, the discussion in [7] tells us that it is suffice that the contribution of this case to $J_{HH-HH}$ is bounded by $C\|u\|_{L^2}\|v\|_{L^2}\|w\|_{L^2}$ when

$$
I := \sup_{(\xi, q, \tau)} \frac{|\xi|^2}{|\sigma|^{2(1 + \frac{1}{4} - \delta)}N^2 s} \sum_{q_1} \int_{|\xi - \xi_1| \leq 1} \frac{d\xi_1}{|\sigma - \xi_1|^{2(1 + \frac{1}{4} + \delta)}|H|^{2(1 + \frac{1}{4} + \delta)}} < \infty.
$$

It suffice to say $I < \infty$. We use the change of the variable (3.12):

$$
d\xi_1 = \pm 3\sqrt{(\xi_1 + q^2)^2 - \frac{3}{4}\xi H}.
$$
For simplicity, we suppose $\xi > 0$. The estimate in Lemma 7.15 of [9] shows

$$
\left| \int_{|\xi - \xi_1| \leq 1} \frac{d\xi_1}{(\sigma - H)^{2(1/2 + \delta)}} \right| \leq \int_{|\xi - \xi_1| \leq 1} \left| \frac{dH}{(\sigma - H)^{1+2\delta}} \times \left( \pm 3\sqrt{q^2 - q^2} \right) \right| \leq \int_{-\infty}^{\infty} \frac{dH}{(H)^{1+2\delta} \times 3\sqrt{q^2 - q^2}} \leq \frac{1}{|\xi|^2 + |\xi^2 - q^2|},
$$

(3.15)

which is bounded for $s > 3/4$.

Next, we consider case where $|\xi|, |\xi_1|, |\xi_2| \geq 100$. In this case, following proof in [2] based on the calculation

$$
\left| \frac{\partial H}{\partial \xi_1} (\xi_1, \xi - \xi_1, q - q_1) \right| = \left| |(\xi, q)|^2 - |(\xi_1, q_1)|^2 \right|,
$$

we devided the region into two subregions such that

(v-3) \quad i \in \{0, 1, 2\}, j \in \{0, 1, 2\}, \exists (i, j) \quad |(\xi_i, q_i)|^2 - |(\xi_j, q_j)|^2 | \geq N^{6/5} L^{6\delta},

(v-4) \quad \forall i, j \in \{0, 1, 2\}, \quad |(\xi_i, q_i)|^2 - |(\xi_j, q_j)|^2 | \leq N^{6/5} L^{6\delta},

(3.16)

(3.17)

where we rewrite $\xi = \xi_0$ and $q = q_0$.

**Case of (v-3)** Without loss of generality, we suppose that (3.16) holds for $i = 0$, and $j = 1$. In a similar way to the case (v-2), the contribution of the case to $J_{N_1, N_1, L_1, L_2}$ is bounded by

$$
CNN_1^{-s} L^{-\frac{1}{2} + 2\delta} L_1^{-\frac{s}{2} - \delta} L_2^{-\frac{s}{2} - \delta} \left( N_1 \wedge N_2 \right)^{\frac{s}{2}} \| P_{N_1} Q_{L_1} u \|_{L^2} \| P_{N_1} Q_{L_1} v \|_{L^2} \| P_{N_2} Q_{L_2} v \|_{L_2}.
$$

(3.18)

Because of $|\xi| \lesssim N_1$, we deduce

$$
\lesssim N_1^{-s} L^{-\frac{1}{2} + 2\delta} L_1^{-\frac{s}{2} - \delta} L_2^{-\frac{s}{2} - \delta} \| P_{N_1} Q_{L_1} u \|_{L^2} \| P_{N_2} Q_{L_2} v \|_{L_2} \| P_{N_2} Q_{L_2} v \|_{L_2}.
$$

(3.19)

We sum up the right hand-side with respect to $N, N_1, N_2, L, L_1, L_2$ that the contribution of the case to $J_{HH \rightarrow H}$ is bounded by

$$
C \| u \|_{L^2} \| v \|_{L^2} \| w \|_{L^2},
$$

for $s > 9/10$. 
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To continue this formula in another region, we divide into two cases again. We can rewrite resonance function $H$ as

$$H(\xi_1, \xi - \xi_1, q_1, q - q_1) = 3\xi_1\xi_2 + \xi_1 q^2 - \xi q_1^2 - 2\xi_1 qq_1 + 2\xi qq_1$$

$$= -3\xi_1\xi_2 + (6\xi_1\xi_2 + \xi_1 q^2 - \xi q_1^2 - 2\xi_1 qq_1 + 2\xi qq_1)$$

$$= -3\xi_1\xi_2 + P(\xi, \xi_1, q, q_1).$$  \hfill (3.20)

The straightforward calculation gives us the estimation of $P(\xi, \xi_1, q, q_1)$:

$$|P(\xi, \xi_1, q, q_1)| \leq |\xi| |(\xi_1, q_1)|^2 + ||(\xi_1, q_1)|^2 - ||(\xi_1, q_1)|^2| + ||(\xi_1, q_1)|^2 - ||(\xi_1, q_1)|^2|$$

$$\leq 4|\xi| N^6 L^{6s}$$  \hfill (3.21)

where $\{i_0, i_1, i_2\} = \{0, 1, 2\}$ such that $|\xi_1| \leq |\xi_1| \leq |\xi_1|$. So we get

$$|H(\xi_1, \xi - \xi_1, q_1, q - q_1)| \geq |\xi_1| (3|\xi_1| ||\xi_1|| - 4N^6 L^{6s}).$$  \hfill (3.22)

We rewrite $\xi_1 = \xi_{min}$, $\xi_1 = \xi_{med}$, and $\xi_1 = \xi_{max}$. We consider two cases according to (3.22):

$$(v - 4) \quad |\xi_{max}||\xi_{min}| \gg N^{6/5} L^{6s},$$

$$(v - 5) \quad |\xi_{max}||\xi_{min}| \lesssim N^{6/5} L^{6s}. $$

**Case of (v-4)** From the hypothesis, we note that

$$\max(|\sigma|, |\sigma_1|, |\sigma_2|) \gtrsim |H(\xi_1, \xi - \xi_1, q_1, q - q_1)|$$

$$\gtrsim \min(|\xi|, |\xi_1|, |\xi_2|) \cdot (\max(|\xi_1|, |\xi_2|))^2.$$  \hfill (3.23)

We consider the case when $|\sigma|$ attains maximal of the left-hand side of the above inequality. Using (3.23), we confirm this inequality:

$$|\xi| N^{1-s-\delta} \langle \sigma \rangle^{-1-s+\delta} \lesssim |\xi_{max}|^{-6s} N^{1-s} |\xi_{min}|^{-1-s+\delta} \lesssim 1,$$

for $s > 1/2$. Moreover, we use calculation of resonance function:

$$\left| \frac{\partial H}{\partial \xi_1}(\xi_1, \xi - \xi_1, q_1, q - q_1) \right| = 6|\xi| \gtrsim 1.$$  \hfill (3.24)

In a similar way to the case of (v-2), the contribution of this case to $J_{H \rightarrow H}$ is bounded by

$$C\|u\|_L^2\|v\|_{L^2}\|w\|_{L^2},$$

for $s > 1/2$.

**Case of (v-5)** Finally, we treat the case of (v-5). Applying the Fourier multiplier operator $R_N, R_N, R_N$ to $w, u$ and $v$, respectively, we get the contribution this case to $J_{N, N_1, N_2}$ is bounded by

$$C \sum_{K, K_1, K_2} \frac{K}{N^4} L^{4-2s} L^{4-\delta} L^{4-s} \|R_K((P_{N_1} Q_{L_1} R_N u)(P_{N_2} Q_{L_2} R_{N_2} v))\|_{L^2} \|P_{N_1} Q_{L_1} R_K w\|_{L^2}. $$  \hfill (3.25)
Using the hypothesis and, we consider dyadic numbers of (3.25):

\[ \frac{K}{N_1^s} L^{-\frac{s}{4}} L_1^{-\frac{4s}{2}} L_2^{-\frac{4s}{2}} \leq C K_{\min}^{-\frac{3s}{4}} K_{\max}^{-\frac{3s}{4}} (N^6 L^{6s})^\frac{s}{2} L^{-\frac{s}{4}} L_1^{-\frac{4s}{2}} L_2^{-\frac{4s}{2}} , \]

where \( K_{\max} \sim |\xi_{\max}| \) and \( K_{\min} \sim |\xi_{\min}| \). Notice that \( (K_{\min}^{-\frac{s}{4}} K_{\max}^{-\frac{s}{4}} (N^6 L^{6s})^\frac{s}{4}) \geq 1 \) and

\[ \left| \frac{\partial^2 \mathcal{H}}{\partial \xi_1^2} (\xi_1, \xi, q_1, q - q_1) \right| = 6|\xi| \sim K. \]

So we use Lemma 2.9 to obtain

\[ |R_K((P_{N_1} Q_{L_2} R_{K_1} u)(P_{N_2} Q_{L_2} R_{K_2} v))| \leq (K_1 \wedge K_2)^\frac{s}{2} (L_1 \wedge L_2)^\frac{s}{2} \leq \frac{9}{4} N^3 L^6 N^{-s} \]

Hence, we have

\[ K(1 \wedge K_2)^{-\frac{s}{4}} K_{\min}^{-\frac{s}{4}} K_{\max}^{-\frac{s}{4}} \geq K_{\min}^{-\frac{s}{4}}. \]

We deduce that (3.25) is bounded by

\[ C \sum_{K, K_1, K_2} \left\Vert (P_{N_1} Q_{L_2} R_{K_1} u)_L \right\Vert_{L^2} \left\Vert (P_{N_2} Q_{L_2} R_{K_2} v)_L \right\Vert_{L^2}. \]

Notice that \( N^{-s} (N^6 L^{6s})^3 \sim N^{9/10 - s} \). Therefore, when \( s > 9/10 \), we can confirm that (3.28) is bounded by

\[ CL^{-\frac{s}{4}} L_1^{-\frac{s}{4}} L_2^{-\frac{s}{4}} N^{-s} \left\Vert (P_{N_1} Q_{L_1} u)_L \right\Vert_{L^2} \left\Vert (P_{N_2} Q_{L_2} v)_L \right\Vert_{L^2}. \]

Summing over \( N_1, N_2, N, L_1, L_2, L \), we have that the contribution of the case is bounded by \( C \left\Vert u \right\Vert_{L^2} \left\Vert v \right\Vert_{L^2} \left\Vert w \right\Vert_{L^2} \). So we obtain

\[ J_{HH \rightarrow H} \lesssim \left\Vert u \right\Vert_{L^2} \left\Vert v \right\Vert_{L^2} \left\Vert w \right\Vert_{L^2}, \]

which completes the proof of Proposition 3.1. □

**Proof of Theorem 1.1.** Let \( s > 9/10 \), \( a > 0 \), \( 0 < \delta \ll 1 \) and \( 0 < T < 1 \). We define

\[ Z_{a, T} := \{ u \in X_T^{\frac{s}{4} + \delta} : \left\Vert u \right\Vert_{X_T^{\frac{s}{4} + \delta}} < a \}, \]

and the operator \( \Phi_{u_0}(u) \) as follows:

\[ \Phi_{u_0}(u) := \eta(t) e^{-t \partial_t \nabla} u_0 + \eta(t) \int_0^t e^{-(t-t') \partial_t \nabla} \partial_x (u^2(t')) dt'. \]

We shall show that \( \Phi_{u_0} \) is a contraction on \( Z_{a, T} \), where each \( T < T_0 \) for some constant \( 0 < T_0 < 1 \). Using Lemma 2.3, Lemma 2.4, Lemma 2.5 and Proposition 3.1, it holds

\[ \left\Vert \Phi_{u_0}(u) \right\Vert_{X_T^{\frac{s}{4} + \delta}} \leq c \left\Vert u_0 \right\Vert_{H^s} + c \left\Vert \eta(t) \partial_x u^2(t) \right\Vert_{X_T^{\frac{s}{4} + \delta}} \]

\[ \leq c \left\Vert u_0 \right\Vert_{H^s} + c T^3 \left\Vert \partial_x u^2(t) \right\Vert_{X_T^{\frac{s}{4} + \delta}} \]

\[ \leq c \left\Vert u_0 \right\Vert_{H^s} + c T^3 \left\Vert u^2 \right\Vert_{X_T^{\frac{s}{4} + \delta}} \]

\[ \leq c \left\Vert u_0 \right\Vert_{H^s} + c T^3 \left\Vert a^2 \right\Vert_{X_T^{\frac{s}{4} + \delta}}. \]
Setting $c\|u_0\|_{H^s} = a/2$ and

$$cT^\delta a < \frac{1}{3},$$

we have $\|\Phi_{u_0}(u)\|_{X^{s,\frac{1}{2}+}\mid_{\mathbb{T}}} < a$, which concludes that $\Phi_{u_0} : Z_{a,T} \to Z_{a,T}$.

Now we consider any $u, u' \in Z_{a,T}$. Using Lemma 2.3, Lemma 2.4, Lemma 2.5, Proposition 3.1 and (3.29),

$$\|\Phi_{u_0}(u) - \Phi_{u_0}(u')\|_{X^{s,\frac{1}{2}+}\mid_{\mathbb{T}}} = \|\eta(t) \int_0^t e^{-(t-t')\partial_x} \Delta (u^2 - u'^2)(t')dt'\|_{X^{s,\frac{1}{2}+}}$$

$$\leq cT^\delta a \|u + u'\|_{X^{s,\frac{1}{2}+}} \|u - u'\|_{X^{s,\frac{1}{2}+}}$$

$$\leq 2cT^\delta a \|u - u'\|_{X^{s,\frac{1}{2}+}} < \frac{2}{3} \|u - u'\|_{X^{s,\frac{1}{2}+}},$$

which implies that $\Phi_{u_0}$ is a contraction map from $Z_{a,T}$ into itself. So we obtain a unique solution $u = \Phi_{u_0}(u)$ in $Z_{a,T}$, i.e.,

$$u(t) = \eta(t) e^{-t\partial_x} \Delta + \eta(t) \int_0^t e^{-(t-t')\partial_x} \Delta \partial_x (u^2(t')) dt'.$$  (3.31)

Finally, we will prove $u \in C([0, T] : H^s(\mathbb{R} \times \mathbb{T}))$. Note that

$$\|u\|_{X^{s,\delta}} = \|e^{-t\partial_x} \Delta u\|_{H^s_t H^{\delta}_{x}}.$$  

By using the Sobolev embedding theorem $H^{1/2+}(\mathbb{R}) \hookrightarrow C(\mathbb{R})$ and the fact that $e^{-t\partial_x} \Delta$ is lead to continuous in $L^\infty([0, T] : H^s)$, we get

$$u \in C([0, T] : H^s(\mathbb{R} \times \mathbb{T})).$$

Here we complete the proof of Theorem 1.1. □
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