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ABSTRACT

Algorithmic processes are increasingly employed to perform managerial decision making, especially after the tremendous success in Artificial Intelligence (AI). This paradigm shift is occurring because these sophisticated AI techniques are guaranteeing the optimality of performance metrics. However, this adoption is currently under scrutiny due to various concerns such as fairness, and how does the fairness of an AI algorithm affects user’s trust is much legitimate to pursue. In this regard, we aim to understand the relationship between induced algorithmic fairness and its perception in humans. In particular, we are interested in whether these two are positively correlated and reflect substantive fairness. Furthermore, we also study how does induced algorithmic fairness affects user trust in algorithmic decision making. To understand this, we perform a user study to simulate candidate shortlisting by introduced (manipulating mathematical) fairness in a human resource recruitment setting. Our experimental results demonstrate that different levels of introduced fairness are positively related to human perception of fairness, and simultaneously it is also positively related to user trust in algorithmic decision making. Interestingly, we also found that users are more sensitive to the higher levels of introduced fairness than the lower levels of introduced fairness. Besides, we summarize the theoretical and practical implications of this research with a discussion on perception of fairness.
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1 INTRODUCTION

Artificial Intelligence (AI) has powerful capabilities in prediction, automation, planning, targeting, and personalisation [6]. It has been increasingly used to make important decisions that affect human lives in different areas ranging from social and public management to promoting productivity for economic wellbeing. For example, AI can be used to decide the loan approval in banks and manage engagement and outcomes of job for workers within an organization. These functionalities of AI, a paramount concern with AI’s decision making is equal treatment or equitably of decision based on people’s performance or needs [22] is required [19, 30]. This setting of equitable treatment is also known as fairness in AI. On the other hand, unintentional (or intentional) discrimination can cause unfairness in AI and lead to poor decision making. Thus fairness becomes critical as a fair decision making system amplifies the satisfaction levels with algorithmic decision making [19, 30]. Often, the fairness is a consequence of either the training data or the design of machine learning models, which is the fairness human actually perceives in algorithmic decision making; ultimately affect their adoptions in real-world applications [20].

Besides, inputs to AI models such as machine learning models are often historical records or samples of events. They are usually not the precise description of events and conceal discrimination with sparse details which are very difficult if not impossible to identify. AI models are also imperfect abstractions of reality as their sole purpose if better generalization capabilities. Therefore, the imprecision and uncertainty associated with AI are imminent. Meanwhile, AI models are usually “black-boxes” for users and even for AI experts [39]. Users simply provide input data to an AI
system, and after selecting some menu options, the system displays colourful viewgraphs and/or recommendations as output. It is neither clear nor well understood why these AI algorithms made a certain prediction, or how trustworthy their prediction are. In a nutshell, the concerns demonstrate that the successful use of AI critically depends on user trust in AI systems. One of widely cited definition defines trust as “the willingness of a party to be vulnerable to the actions of another party based on the expectation that the other will perform a particular action important to the trustor, irrespective of the ability to monitor or control that other party” [24]. Considerable research on fairness has evidenced that fairness perceptions are linked to trust such as in management and organizations [18, 31].

Different from above, in algorithmic decision making, mathematical fairness introduced by AI models and/or data (also refers to introduced fairness in this paper) is perceived by humans (also refers to perception of fairness in this paper) implicitly or explicitly. The perceived fairness is a central component of maintaining satisfactory relationships with humans in decision making [1]. Given various mathematical formulations of fairness, three major findings are: 1) demographic parity most closely matches human perception of fairness [32]; 2) effects of transparency and outcome control on perceived fairness [21]; and 3) factors affecting perceptions of fairness in algorithmic decision making [35]. While the fairness (or discrimination) is either introduced by AI models and/or the data, it is critical to understand whether an introduced level of fairness is affecting its perception by humans in algorithmic decision making. Therefore, in this work we aim to investigate the relations between the introduced fairness and human perception of fairness.

Our aim in this paper is to understand what is the perception of introduced fairness by humans in particular, is it positive or negative? Importantly, we further dwell to understand whether the introduced fairness affects users trust in algorithmic decision making. In this regard, we utilise the statistical parity as the actual fairness level of an AI system (defined in sec. 3, Eq. 1) as it has been widely accepted as a metric to measure fairness. We then design a user study to investigate the perception of fairness by simulating a human resource recruitment for candidate shortlisting by manipulating introduced fairness. Due to lock-down restrictions, this user study was performed online to collect the participant responses during the COVID-19 pandemic. In summary, our experimental results demonstrate that two important findings: 1) introduced fairness is positively related to human perception; and 2) simultaneously, high level of fairness leads to the increased trust in algorithmic decision making. These findings illustrate that trust judgments can be influenced by fairness information which are comprehensively discussed both theoretically and practically in a dedicated section.

2 RELATED WORK

Fairness

With the increasing uses of AI in critical domains especially human related decision making such as allocation of social benefits, hiring, and criminal justice [3, 11], fairness is becoming one of key concerns in algorithmic decision making. The current research on fairness in machine learning focuses on the formalisation of the definition of fairness and quantifying the unfairness (bias) of an algorithm with different metrics [8, 12, 26]. These work typically begins by outlining fairness in the context of different protected attributes (sex, race, origin, culture, etc.) receiving equal treatments by algorithms [2, 16]. Various definitions on fairness are investigated ranging from statistical bias, group fairness, individual fairness, process fairness, and others resulting in 21 different definitions [27]. However, it is impossible to satisfy all definitions of fairness at the same time [9, 15]. Despite the proliferation of fairness definitions and unfairness quantification approaches, little work is found to investigate human’s perceived fairness (perception of fairness) when the fairness defined by a specific definition is introduced.

This paper uses statistical parity as the definition of fairness to investigate human perception of fairness in algorithmic decision making. The statistical parity and its utilisation in this work are briefly described in section 3.

Trust

Various researches have been investigated to learn user trust variations in algorithmic decision making. Zhou et al. [38, 41] argued that communicating user trust benefits the evaluation of effectiveness of machine learning approaches. Kizilcec [17] proposed that the transparency of algorithm interfaces can promote awareness and foster user trust. It was found that appropriate transparency of algorithms through explanation benefited the user trust. Ribeiro et al. [29] explained predictions by learning an interpretable model locally around the prediction and visualizing importance of the most relevant features to improve user trust in classifications. Other studies that empirically tested the importance of explanation to users, in various fields, consistently showed that explanations significantly increase users’ confidence and trust [4, 33]. Zhou et al. [40] investigated the effects of presentation of influence of training data points on predictions to boost user trust and found that the presentation of influences of training data points significantly increased the user trust in predictions, but only for training data points with higher influence values under the high model performance condition. Zhang et al. [37] investigated the effect of confidence score and local explanation on trust. It was found that confidence score can help calibrate people’s trust in an AI model, but local explanations were not able to create a perceivable
effect for trust calibration as expected, maybe because of the experiment design. In addition, researchers found that user trust had significant correlations with users’ experience of system performance [39]. Yin et al. [36] also found that the stated model accuracy had a significant effect on the extent to which people trust the model, suggesting the importance of communication of ML model performance for user trust.

These previous work primarily focuses on the investigation of effects of explanation and model performance on user trust in algorithmic decision making. However, less attention has been paid to the perception of fairness and its effects on trust, which is investigated by this paper.

**Fairness and Trust**

It was found that perceptions of fair treatment on customers are important in driving trustworthiness and engendering trust in the banking context [31]. Earle and Siegrist [10] found that procedural fairness had no effects on trust when issue importance was high, while procedural fairness had moderate effects on perceived fairness and trust when issue importance was low. Nikbin et al. [28] found that perceived service fairness had a significant relationship with trust, and confirmed the mediating role of satisfaction and trust in the relationship between perceived service fairness and behavioural intention. Lee [20] investigated how people perceived decisions made by algorithms as compared with decisions made by humans in a management context. It was found that algorithmic decisions were perceived as less fair and trustworthy and evoked more negative emotion than human decisions.

Previous work pays more attention to relations between the perception of fairness especially procedural fairness and user trust in social interaction context such as marketing and services, however, little work is found on the effects of fairness on user trust in algorithmic decision making. This study investigates whether the introduced fairness is positively received by humans and how such fairness affects user trust by simulating a candidate shortlisting in a human resource recruitment setting in algorithmic decision making.

3 PRELIMINARY KNOWLEDGE

Fairness is a complex and multi-faceted concept that depends on context and culture [2]. Narayanan [27] described at least 21 mathematical definitions of fairness from the literature. This is because of different reasons such as different contexts/applications, different stakeholders, impossibility theorems, as well as allocative versus representational harms.

In this study, the statistical parity, one of group fairness definitions, is used to represent fairness. The statistical parity suggests that a predictor is fair if the prediction $\hat{Y}$ is independent of the protected attribute $Z$ so that

$$P(\hat{Y}|Z) = P(\hat{Y}) \quad (1)$$

It also means that subjects in both protected and unprotected groups have equal probability of being assigned to the positive predicted class. Taken the recruitment as an example, this would imply equal probability for male and female applicants to have positive predicted recruitment:

$$P(\hat{Y} = 1|Z = 0) = P(\hat{Y} = 1|Z = 1) \quad (2)$$

where $Z = 0$ represents male applicants and $Z = 1$ represents female applicants. Based on these preliminaries, statistical parity difference (PD) is defined as:

$$PD = \left| P(\hat{Y} = 1|Z = 0) - P(\hat{Y} = 1|Z = 1) \right| \quad (3)$$

where $PD$ is in the range of $[0, 1]$. PD = 0 represents the complete fairness, and PD = 1 represents the complete unfairness. This paper manipulates various fairness levels of PD between $[0, 1]$ to learn how introduced fairness is perceived and affects trust in algorithmic decision making.

4 HYPOTHESES

This paper poses the following hypotheses:

H1 The human perceived fairness will be positively related to the introduced fairness. That is, the high level of introduced fairness will result in the high level of perceived fairness by humans, and vice versa;

H2 The user trust will be positively related to the introduced fairness. That is, the high level of introduced fairness will result in the high level of trust in algorithmic decision making, and vice versa;

H3 Humans will be more sensitive to the changes of high level of introduced fairness than the low level of introduced fairness.

5 METHOD

Case Study

In this study, a company is supposed to recruit staff for a position. The company posted the job description and different applicants submitted their applications. Participants are supposed to be a recruiter to shortlist applicants for the position. A machine learning system named Automatic Recruiting Assistant (ARA) is used to help participants make decisions on the shortlisting of applicants. ARA is a candidate assessment software that uses historical recruiting data to train a machine learning model and predict whether a candidate will be shortlisted. The ARA’s accuracy keeps constant for all shortlisting.
This study investigates the perception of fairness, which is measured with a single scale that focuses on a global perception of appropriateness [7]. In this study, the questionnaire on the fairness is “overall, female and male applicants are treated fairly by ARA”. The scale is on a 5-point Likert-type response scale ranging from 1 (strongly disagree) to 5 (strongly agree).

**Trust Scale**
Trust is assessed with six items using self-report scales as the following [25]. The scale is on a 5-point Likert-type response scale ranging from 1 (strongly disagree) to 5 (strongly agree).

- I believe the ARA is a competent performer.
- I trust the ARA.
- I have confidence in the advice given by the ARA.
- I can depend on the ARA.
- I can rely on the ARA to behave in consistent ways.
- I can rely on the ARA to do its best every time I take its advice.

6 EXPERIMENT
This section details the experiment to examine our hypotheses on the introduced fairness, human perception of fairness and trust in an automatic recruitment algorithm.

**Task Design**
Tasks were designed to investigate effects of different fairness levels on user trust in algorithmic decision making. The protected attribute in this study is the gender of applicants. In this case, the \( PD \) is the difference of shortlisted rate by the gender. In this study, fairness was introduced by manipulating \( PD \) with its discrete values of 0, 0.1, 0.2, 0.3, 0.4, ..., 0.8, 0.9, and 1.0, where each \( PD \)’s discrete value was used as a measure of fairness to define the number of male and female applicants as well as number of male and female applicants shortlisted in each task respectively. Table 1 shows 11 task examples corresponding to different \( PD \) values. In this table, "Rate (Male)" represents the predicted success rate for male applicants, "Rate (Female)" represents the predicted success rate for female applicants, "Male #'" represents the number of male applicants, "Female #'" represents the number of female applicants, "Listed Male #'" represents the number of shortlisted male applicants, and "Listed Female #'" represents the number of shortlisted female applicants. With the same settings of \( PD \) as in the table, different number of male and female applicants were used to generate another 11 tasks. All together 22 tasks were conducted by each participant. Two additional training tasks were also conducted by each participant before the formal tasks. The order of tasks was randomized during the experiment to avoid any bias.

**Experiment Setup**
Due to social distancing restrictions and lockdown policies during the COVID-19 pandemic, our experiment was implemented using the flask framework in Python and was deployed on the Heroku cloud server online. The deployed application link was then shared with participants to invite them to conduct tasks. In this study, participant responses to tasks were stored in a MySQL database that was directly connected to the flask application. Figure 1 shows the screenshot of a task conducted in the experiment.

**Participants and Data Collection**
20 participants were invited via various means of communications such as emails, text messages and social media posts who are mainly university students around the age group of 20-30 years with the average of around 25 years old. After each task was displayed on the screen, the participants were asked to answer seven questions based on the task. The first question was on fairness of applicant shortlisting shown in the task while the other six questions were on the trust of the participant in the decision making from the ARA.

7 RESULTS
This study aims to understand: 1) how the introduced fairness is perceived by humans, and 2) how the introduced fairness affects user trust in algorithmic decision making. In order to perform the analyses, we first normalised the collected trust and fairness data. We then performed one-way ANOVA tests on the normalised data followed by post-hoc comparison using Tukey HSD tests. The fairness and trust values
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Table 1: Experiment tasks.

| Task# | PD | Rate (Male) | Rate (Female) | Male# | Female# | Listed Male# | Listed Female# |
|-------|----|-------------|---------------|-------|---------|--------------|----------------|
| 1     | 0  | 0.8         | 0.8           | 10    | 10      | 8            | 8              |
| 2     | 0.1| 0.7         | 0.8           | 10    | 5       | 7            | 4              |
| 3     | 0.2| 0.6         | 0.8           | 5     | 5       | 3            | 4              |
| 4     | 0.3| 0.8         | 0.5           | 5     | 10      | 4            | 5              |
| 5     | 0.4| 0.8         | 0.4           | 5     | 5       | 4            | 2              |
| 6     | 0.5| 0.7         | 0.2           | 10    | 5       | 7            | 1              |
| 7     | 0.6| 0.8         | 0.2           | 5     | 5       | 4            | 1              |
| 8     | 0.7| 0.1         | 0.8           | 10    | 5       | 1            | 4              |
| 9     | 0.8| 0.9         | 0.1           | 10    | 10      | 9            | 1              |
| 10    | 0.9| 0.1         | 1             | 10    | 10      | 10           | 10             |
| 11    | 1  | 1           | 0             | 5     | 10      | 5            | 0              |

were normalised with respect to each subject to minimise individual differences in rating behavior using the equation given below:

\[ T_i^N = \frac{T_i - T_i^{\text{min}}}{T_i^{\text{max}} - T_i^{\text{min}}} \]  

where \( T_i \) and \( T_i^N \) are the original fairness or trust ratings and the normalised fairness or trust rating respectively from the user \( i \), \( T_i^{\text{min}} \) and \( T_i^{\text{max}} \) are the minimum and maximum of the ratings respectively from the user \( i \) in all of his/her tasks.

**Perception of Fairness**

Figure 2 shows the mean normalised perceived fairness (perception of fairness) over introduced fairness (error bars represent the 95% confidence interval of a mean and it is the same in other figures). A one-way ANOVA test found that there were statistically significant differences in perceived fairness among 11 introduced fairness levels (\( F(10,429) = 29.872, p < .000 \)). The further post-hoc comparison with Tukey HSD tests were conducted to test pair-wised differences in perceived fairness between two introduced fairness levels. It was found that the perceived fairness at \( PD = 0, 0.1, \) and 0.2 had significant differences with all other \( PD \) levels from 0.4 to 1.0 respectively (for all, \( p < .001 \)). The perceived fairness at \( PD = 0 \) (\( p < .001 \)) and 0.1 (\( p < .005 \)) also had significant differences with \( PD = 0.3 \) respectively. However, there were no significant differences found in perceived fairness among any pair of \( PD \) at 0, 0.1, and 0.2. It was also found that the perceived fairness at \( PD = 0.3 \) had significant differences with \( PD = 0.6, 0.7, ..., 1.0 \) respectively (for all, \( p < .017 \)). Furthermore, the perceived fairness at \( PD = 0.4 \) (\( p < .006 \)) and 0.5 (\( p < .005 \)) had significant differences with \( PD = 1.0 \) respectively. Despite no other significant difference found in perceived fairness among introduced fairness levels, Figure 2 shows that the perceived fairness has a clear decreasing trend with the decrease of introduced fairness (increase of \( PD \) levels). The results suggest that participants’ perception of fairness was positively related to the introduced fairness (H1), but was not sensitive to the small changes of introduced fairness. Moreover, participants were more sensitive to the perceived fairness with high levels than low levels as we expected (H3). These findings also imply that the introduced fairness can be safely used to validate the perception of fairness of humans.

Following the findings of the trend of perceived fairness as described above, we divided introduced fairness into three groups:

- Group A (high level of introduced fairness group): \( PD = 0, 0.1, 0.2, 0.3 \);
- Group B (middle level of introduced fairness group): \( PD = 0.4, 0.5, 0.6, 0.7 \);
- Group C (low level of introduced fairness group): \( PD = 0.8, 0.9, 1.0 \).

![Figure 2: Mean normalised perceived fairness over introduced fairness.](image-url)
Therefore, a one-way ANOVA test was conducted for these three groups of introduced fairness. It was found that there were statistically significant differences in perceived fairness among three introduced fairness levels ($F(2, 117) = 104.725, p < .000$). The post-hoc comparison with Tukey HSD tests found significant differences in trust responses between introduced fairness level pairs as shown in Table 2. It shows that participants had significantly higher trust in AI-informed decisions under high introduced fairness levels (low PD values) than that under low introduced fairness levels (high PD values). For example, participants had significantly higher trust under $PD = 0$ than that under $PD = 0.7, p < .003$. However, user trust did not show significant differences under high introduced fairness levels (e.g. $PD = 0, 0.1, 0.2, 0.3$).

### Table 2: Post-hoc comparison using Tukey HSD tests on trust between introduced fairness level pairs.

| PD1 | PD2 | p-value | PD1 | PD2 | p-value |
|-----|-----|---------|-----|-----|---------|
| 0   | 0.7 | .003    | 0.1 | 0.7 | .015    |
| 0.8 | 0.7 | .001    | 0.1 | 0.8 | .003    |
| 0.9 | 0.7 | .001    | 0.9 | 0.9 | .001    |
| 1.0 | 0.7 | .001    | 1.0 | 1.0 | .001    |
| 0.2 | 0.4 | .014    | 0.3 | 0.7 | .032    |
| 0.2 | 0.6 | .010    | 0.3 | 0.8 | .008    |
| 0.2 | 0.7 | .001    | 0.3 | 0.9 | .001    |
| 0.2 | 0.8 | .001    | 0.3 | 1.0 | .001    |
| 0.2 | 0.9 | .001    | 0.5 | 0.9 | .018    |
| 0.2 | 1.0 | .001    | 0.5 | 1.0 | .004    |
| 0.4 | 1.0 | .032    | 0.6 | 1.0 | .046    |

We further analyse trust differences under three introduced fairness group levels of A, B, C as described above,
a one-way ANOVA test found that there were statistically significant differences in user trust among three introduced fairness group levels ($F(2,117) = 48.272, p < .000$). The further post-hoc comparison with Tukey HSD tests found that user trust was significantly higher at the introduced fairness level of Group A than that at the levels of Group B ($p < .001$) and Group C ($p < .001$) respectively. User trust was also significantly higher at the introduced fairness level of Group B than that at the level of Group C ($p < .001$).

The findings suggest that user trust had a positive relationship with the introduced fairness as we expected (H2). The higher the introduced fairness level was, the higher trust in decisions users had.

8 DISCUSSION

Our study found that the introduced fairness was positively related to the perceived fairness by humans. Besides, it also shows that high levels of introduced fairness resulted in high levels of human perception of fairness. These findings confirm that the introduced fairness level can be safely used to evaluate the human perception of fairness. Furthermore, the introduced fairness was also positively related to user’s trust in algorithmic decision making. Once again we see that the high level of introduced fairness benefited user trust. It was also found that participants were more sensitive to the introduced fairness with high levels than low levels.

Fairness heuristic theory [23, 34] suggests that when individuals face uncertain circumstances they rely on impressions of fairness to determine whether to cooperate and enter into exchange relationships with the other party, which suggests that individuals use fairness judgements to form their perceptions of trust. The social exchange theory [5] also argues that fair actions and the treatment by one party generate reciprocation in the form of trust by the other party in the exchange. In the context of candidate shortlisting in human resource settings utilised in this paper, recruiters were unsure about the outcomes from the Automatic Recruiting Assistant. As a result, recruiters formed the trust perception based upon fairness perception, and high level of perception of fairness resulted in the high level of trust in algorithmic decision making.

These findings have significant implications in algorithmic decision making applications. For example, when the trust is difficult to examine in algorithmic decision making, human perception of fairness can be used to estimate user trust in algorithmic decision making. While human perception of fairness is positively related to introduced fairness. Our findings also imply that the introduced fairness can be safely used to validate the human perception of fairness.

Furthermore, since human is more sensitive to the high level of fairness, the high level of fairness instead of the low level of fairness can be explicitly presented in the user interface of AI applications to boost user trust in algorithmic decision making.

Overall, the findings from this study at least have the following implications: 1) the estimation of user trust in algorithmic decision making by human perception of fairness; 2) the user interface design of AI applications to boost user trust by explicitly presenting high level of fairness to users; 3) manipulation of human perception of fairness by manipulating level of introduced fairness.

9 CONCLUSION AND FUTURE WORK

Fairness is a key concern in algorithmic decision making in many application areas including shortlisting candidates for advertised positions or loan approvals based on historical records. The human perception of fairness affects adoptions of AI applications. This paper understood the relations between the introduced fairness and human perception of fairness and investigated how the introduced fairness affected user trust in algorithmic decision making. Experimental results showed that the introduced fairness was positively related to human perception of fairness, and concurrently it was also positively related to user’s trust. Interestingly, the users were more sensitive to fairness with high levels than that with low levels. The findings can be used to help to estimate trust in algorithmic decision making and user interface design for AI solutions. The future work of this study will focus on the introduction of AI explanations into the pipeline to understand their effects on user trust in algorithmic decision making.
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