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Abstract

In this paper we study the two disks capacitor, for equal and different radii. The new results obtained allow a complete characterization of capacity coefficients and forces at short distances. An extensive numerical calculation confirms the theoretical results. The study shows the existence of a hierarchy in the divergent behavior of the capacitance coefficients and this implies some unusual behavior of the forces, strictly related to the dimensionality of the near-contact zone between electrodes.

1 Introduction

In this work analytical and numerical tools are integrated to give a complete characterization of short distance behavior of a two disks capacitor, with arbitrary radii. On the numerical side it is found that a simple quadrature procedure, properly regularized, is a rather efficient method for the calculation of the capacity. We apply this method improving the existing results in the literature for the case of equal disks, and producing the first new results in the case of discs of different radii. The analytical counterpart includes the elaboration of some recent results on different disks and the first calculation of the sub-leading terms in short-distance expansion. The interest in this calculation is not dictated by merely formal reasons as these terms play an essential role in determining the forces between conductors at small separations. A second reason of interest lies in the search for a classification of divergent terms for capacity coefficients. It has been argued in previous works that at small distances there is a single dominant quantity, while it is possible to define two independent combinations of capacitance coefficients showing a regular behavior in this regime. The case of different radii turns out to be the more interesting: the capacitance coefficients can be organized in linear combinations which show a hierarchy in the regular behavior at short distances and this structure is preserved at the sub-leading order. Even more interesting is that these combinations are the same appearing in the study of the electrostatic forces between two conductors. The regularity
properties at leading order are common to every couple of conductors, it would
be very interesting if the classification of sub-leading terms survives for all sys-
tem of conductors, as these determine the short distance behavior of forces. The
paper is organized as follows. In section 2 we recall some general theoretical as-
tpects for the problem of two equal disks. In section 3 we present our numerical
results and the general guidelines followed for the computations in this paper.
In section 4 we approach the problem of disks with different radii and give a
new result for the sub-leading corrections on the behavior at short distances.
The results describe completely the capacitance matrix at the level \( o(\ell) \), where \( \ell \) is the separation between the disks, i.e. we compute all corrections of the
form \( \ell \log^2 \ell \), \( \ell \log \ell \) and the finite terms of order \( \ell \). In section 5 we present our
numerical results on the system. The computation is the first on this problem
and is in agreement with the theoretical calculations. The implications of these
results for the computation of forces between electrodes are briefly sketched.

\section{Equal disks: a short review of the problem}

The main scope of this paper is to present novel numeric and analytical results
on the coefficients of capacitance for a system made of different disks. Since
the equations to be analyzed are somewhat a generalization of the well studied
case of equal disks it is useful to review the mathematical context and present
an efficient numeric approach for this particular configuration. Let us consider
a couple of conducting parallel disks of radius \( a \), coaxial and at distance \( \ell \). The
basic equation for the study of this system is the Love’s equation\([1, 2, 3]\)

\begin{equation}
1 = f_L(t) - \int_0^1 K(t,z;\kappa) f_L(z) \, dz.
\end{equation}

where

\begin{equation}
K(t,z;\kappa) = \frac{\kappa}{\pi} \left( \frac{1}{(z-t)^2 + \kappa^2} + \frac{1}{(z+t)^2 + \kappa^2} \right) ; \quad \text{with: } \kappa = \frac{\ell}{a}.
\end{equation}

In the following it will be important the asymptotic solution \( f_L \) for \( \kappa \to 0 \). In
the “bulk region”, i.e. except a small interval of order \( \kappa \) near \( t = 1 \), where \( f_L \) is
finite, we have\([4]\)

\begin{equation}
f_L^{(\kappa)}(t) = \left\{ \frac{1}{\kappa} \sqrt{1-t^2} + (1-t^2)^{-1/2} \frac{1}{2\pi} \left( 1 + \log \frac{16\pi}{\kappa} - t \log \frac{1+t}{1-t} \right) \right\} + o(1).
\end{equation}

We will indicate explicitly, when necessary, the length scale in the function, here \( \kappa \).

A simple generalization\([3, 5, 6]\) of (1):

\begin{equation}
V_1 = f_1(t) + \int_0^1 K(t,z;\kappa)f_2(z) \, dz, \quad V_2 = f_2(t) + \int_0^1 K(t,z;\kappa)f_1(z) \, dz,
\end{equation}

allows the computation of capacitance coefficients \( C_{11}, C_{12} \), defined by the linear
system which relates the charges on the conductors to their potentials

\begin{equation}
Q_i = \sum_j C_{ij} V_j.
\end{equation}
The charges on the disks are shown to be
\[ Q_1 = a \frac{2}{\pi} \int_0^1 f_1(t) \, dt, \quad Q_2 = a \frac{2}{\pi} \int_0^1 f_2(t) \, dt. \] (6)

For \( V_1 = 1, V_2 = 0 \) in (4) we have to solve the system
\[ 1 = f_1(t) + \int_0^1 K(t, z; \kappa) f_2(z) \, dz, \quad 0 = f_2(t) + \int_0^1 K(t, z; \kappa) f_1(z) \, dz, \] (7)
and expressing the charges through the solutions \( f_1, f_2 \), we have:
\[ C_{11} = C_{22} = a \frac{2}{\pi} \int_0^1 f_1(t) \, dt, \quad C_{21} = C_{12} = a \frac{2}{\pi} \int_0^1 f_2(t) \, dt. \] (8)

It is convenient for theoretical and numerical purposes to use the combinations
\[ C = \frac{C_{11} - C_{12}}{2}, \quad C_g = C_{11} + C_{12}. \] (9)

The parameter \( C \) is the usual relative capacitance, i.e. the absolute value of the charge on each disk at opposite unity potentials; \( C_g \) is the ratio of the charge on either disk with respect to a common potential. The corresponding decomposition for the system (7)
\[ f_1(t) = \frac{1}{2} f(t) + \frac{1}{2} g(t); \quad f_2(t) = -\frac{1}{2} f(t) + \frac{1}{2} g(t). \] (10)
gives, adding and subtracting the two equations (7), a decoupled system:
\[ 1 = g(t) + \int_0^1 K(t, z; \kappa) g(z) \, dz; \quad 1 = f(t) - \int_0^1 K(t, z; \kappa) f(z) \, dz. \] (11)

The second equation is the Love equation, i.e. \( f = f_L \). From (6),(8) we have:
\[ C = a \frac{2}{\pi} \int_0^1 f_L(t) \, dt; \quad C_g = \frac{2a}{\pi} \int_0^1 g(t) \, dt. \] (12)

The short distance expansions of coefficients \( C, C_g \) for equal disks are:
\[ C \to C_K + C_K^{(1)} = a \left\{ \frac{1}{4 \kappa} + \frac{1}{4 \pi} \left[ \log \left( 16 \pi \frac{1}{\kappa} \right) - 1 \right] + a \left\{ \frac{1}{16 \pi^2} \kappa \left( \log \frac{\kappa}{16 \pi} \right)^2 - \frac{1}{2} \right\} \right\}, \] (13)
and
\[ C_g = a \left\{ \frac{1}{\pi} + \frac{\kappa}{2 \pi^2} (\gamma - \log(\kappa)) \right\}. \] (14)

The first term in (13) is due to the pioneering work of Kirchhoff [7]. The second term, a sub-leading correction, has been computed by S.Shaw [8] and improved and corrected in [9, 10]. It is worth mentioning a different approximation for \( \kappa \to 0 \), proposed by Ignatowsky [11], this approximation differs from \( C_K \) in (13) by the substitution \( \log(16\pi) - 1 \to \log(8) - 1/2 \). The interesting point is that Pólya and Szegő [12] showed that Ignatowsky result is a lower bound for the capacitance.
The expansion \((14)\) has been obtained in \([6, 13]\), where the constant \(\gamma\) has been estimated using the preliminary results of the present work as \(\gamma \simeq 2.1450(2) \simeq 1 + \log \pi\).

From \((13)\) and \((14)\) it follows that \(C\) and \(C_g\) satisfy the request to classify capacitance coefficients according their different behavior for small distances, as outlined in the introduction. The first term in \((14)\) reflects the property
\[
\lim_{\kappa \to 0} C_g(\kappa) = \frac{C_T}{2}
\]  
where \(C_T = 2a/\pi\) is the self-capacity of the system obtained when the two disks collapse, and is finite while \(C\) diverges. It is remarkable that also the next order of \(C_g\) is less singular than the corresponding term in \(C\), i.e. the \(\kappa \log \kappa\) term is absent. The same combinations \([9]\) enter directly in the force between two electrodes. In general the force between two electrodes at distance \(\ell\) is given by
\[
F = -\frac{\partial}{\partial \ell} \frac{1}{2} M_{ij} Q_i Q_j
\]  
where the potential matrix \(M_{ij}\) is the inverse of the capacitance matrix \(C_{ij}\). For two equal conductors with charges \(Q_1, Q_2\) it is easy to show\([13]\) that the force can be written in the form
\[
F(Q_1, Q_2, \kappa) = -\frac{(Q_1 + Q_2)^2}{4} \frac{\partial}{\partial \ell} \frac{1}{C_g} - \frac{(Q_1 - Q_2)^2}{8} \frac{\partial}{\partial \ell} \frac{1}{C}.
\]  
This decomposition is completely general for equal conductors and can be generalized for different conductors. To avoid misunderstanding it must be stressed that \((17)\) is always valid, but the dependence on \(\ell\) is hidden also in the charges \(Q_i\) if these charges are not fixed, as in the case of fixed potentials. The last case can be handled using \([5]\) so in the following we consider the case of fixed charges, unless stated otherwise.

The contact between the electrodes in the limit \(\ell \to 0\) depends on the system. Two spheres have a point-like contact, two parallel cylinders generally touch each other along a line and two planar electrodes touch each other through a surface. The behavior of the relative capacitance \(C\) is completely different in the three cases, being respectively \(C_{\text{sphere}} \sim 1/\log(\ell), C_{\text{cyl}} \sim 1/\ell^{1/2}, C_{\text{planar}} \sim 1/\ell\). This imply that the relative importance of the two terms in \((17)\) depends on the dimensionality of the contact. In particular for planar electrodes, the case we are interested in, the second term in \((17)\) gives rise to a constant force. The coefficient \(C_g\) in the first term has a constant limit for \(\ell \to 0\) then its contribution to the force depends on the next order in the short distance expansion.

For two equal disks, using \((13)\) and \((14)\) the force at small distance is easily computed:
\[
F(Q_1, Q_2, \kappa) = \frac{(Q_1 + Q_2)^2}{8a^2} (\gamma - 1 - \log \kappa) - \frac{(Q_1 - Q_2)^2}{2a^2}.
\]  
The force is repulsive and logarithmically divergent at small distances, except for \(Q_1 = -Q_2\). This peculiar behavior has been discussed in \([13]\), where is shown that the repulsion comes from the redistribution of charges on the electrodes. This behavior can make the reader puzzled then we offer a simple explanation. The decomposition \((17)\) is just a trivial change of variables, so the point is to
show that in a simple configuration the first term gives rise to a logarithmic repulsive force. The simplest choice is $Q_1 = Q_2$. In this case it is obvious that at short distances the density charge on each disk differs from the usual radial density for an equipotential disk

$$\sigma(r) = \frac{Q/a}{\sqrt{a^2 - r^2}}$$

(19)

only by terms of order $\kappa$. Computing the force by Coulomb law with (19) gives exactly the log $\kappa$ term in (18), with the correct coefficient. Unfortunately, neither this procedure nor the approximate solution given in [13] allow the exact computation of the additive constant $\gamma$, and the author has not been able to derive its analytic form, then the value is fitted from numerical results.

In view of subsequent generalizations it is useful to cast the equations (11) in an operatorial form. The equations are defined on the Hilbert space $L^2$ of square integrable functions on the unit interval. Using the familiar Dirac notation, (11) can be written

$$(1 + \mathcal{K})|g\rangle = |1\rangle, \quad (1 - \mathcal{K})|f\rangle = |1\rangle.$$  

Here $|f\rangle$ denotes the vector in $L^2$ represented by the function $f$, $|1\rangle$ is the representative of the unit function etc. $\mathcal{K}$ is the integral operator with kernel $K$. In this notation the solutions of (11) have the form

$$|f\rangle \equiv |f_L\rangle = \frac{1}{1 - \mathcal{K}}|1\rangle, \quad |g\rangle = \frac{1}{1 + \mathcal{K}}|1\rangle,$$

(20)

and the capacitances are

$$C = \frac{a}{\pi} \langle 1 |f_L\rangle, \quad C_g = \frac{2a}{\pi} \langle 1 |g\rangle.$$

(21)

The scalar product $\langle f_1 | f_2 \rangle$ is the usual one in $L^2$. In this form the completely different behavior of $C$ and $C_g$ at small distances is clearly understood. In this limit $\mathcal{K} \to 1$ and this produces a divergence in $|f\rangle$ while $|g\rangle$ remains bounded. There is a corresponding effect in the numerical solution of the equations. In a numerical computation an approximation, $\mathcal{K}_0 = \mathcal{K} + \delta \mathcal{K}$, is used for the kernel and from (20) it is evident that for $\kappa \to 0$ errors are amplified in the equation for $f$, while we expect a much better convergence for $g$, this is confirmed in the numerical solutions.

Before leaving this short review of Love’s equation we have to mention a further point, which will be useful below. This equation can be written in a more compact form

$$F_L(x) - \int_{-1}^{1} Q(x, y; \kappa) F_L(y) dy = 1; \quad Q(x, y; \kappa) = \frac{\kappa}{\pi \kappa^2 + (x - y)^2}.$$  

(22)

This is due to the symmetry property $K(x, y) = K(y, x) = K(-x, y)$ of the original kernel. $F_L$ is just the extension of $f_L$ to the interval $(-1, 1)$ with $f_L(-x) = f_L(x)$. For a general equation of the type

$$F(x) - \int_{-1}^{1} Q(x, y; \kappa) F(y) dy = h(x)$$

(23)
with \( h \) even, it can be shown, using the methods of [12], that the solution for \( \kappa \to 0 \) is given by

\[
F(x) = \frac{1}{\kappa} \int_{-1}^{1} \mathcal{L}(x, y) h(y) dy \quad (24)
\]

where

\[
\mathcal{L}(x, y) = \frac{1}{2\pi} \log \frac{1 - x y + \sqrt{1 - x^2} \sqrt{1 - y^2}}{1 - x y - \sqrt{1 - x^2} \sqrt{1 - y^2}}. \quad (25)
\]

For the same symmetry properties quoted above this solution gives the even extension to the interval \((-1, 1)\) of the solution of the equation

\[
f(x) - \int_{0}^{1} K(x, y) f(y) dy = h(x). \quad (26)
\]

This point will be useful to compute the asymptotic behavior of \( C_{ij} \) for different disks.

In the following section we push the numerical precision to agree with [13] in the region of low \( \kappa \) and to confirm [14].

3 Equal disks: numerical procedure and results

3.1 Numerical procedure

There are several ways to compute numerical solutions of integral equations, we choose one of the most simple methods: a grid of points. In general an integral can be computed by defining a set of abscissas \( x_i \) and corresponding weights \( w_i \) and writing, as an instance

\[
\int_{0}^{1} F(t) dt \simeq \sum_{i} F_{i} w_{i} \quad (27)
\]

where \( F_{i} \equiv F(x_{i}) \) are the values of the function computed at the abscissas \( x_{i} \), in the interval \((0, 1)\). With this procedure the equation \((1)\) on a grid of \( N \) points gives a linear system of \( N \) equations:

\[
U_i = X_i - \sum_{j} K_{ij} w_j X_j \quad (28)
\]

where \( U_i = 1, \forall i \) and

\[
K_{ij} = \frac{\kappa}{\pi} \left( \frac{1}{(x_i - x_j)^2 + \kappa^2} + \frac{1}{(x_i + x_j)^2 + \kappa^2} \right). \quad (29)
\]

We used the notation \( X_i = f_{L}(x_i) \) for simplicity. Between the many possibilities for weights and abscissas we have chosen the method of Gauss’s points, and as a check for large \( \kappa \) the weights of the trapezoidal rule for integrals.

Once obtained the solution of \((28)\) we can compute \( C \):

\[
C = \frac{a}{\pi} \int_{0}^{1} f_{L}(t) dt \simeq \frac{a}{\pi} \sum_{i} X_i w_i. \quad (30)
\]
This method is extremely fast and stable for not too small $\kappa$, let’s say $\kappa \geq 0.001$, but for small $\kappa$ suffers a slowing down in the convergence as $N$ grows and, worse, the method becomes unstable. This is expected as the kernel $K(t, s)$ becomes singular in this limit: it is a lorentzian curve which shrinks to a $\delta$-function. The cure is to regularize the integral in the form

$$\int_0^1 K(t, s)F(s)ds = F(t) \int_0^1 K(t, s)ds + \int_0^1 K(t, s)(F(s) - F(t))ds. \quad (31)$$

The first integral can be computed analytically, the slightly generalized result is

$$\int_0^\beta K(t, s)ds \equiv G(t; \kappa, \beta) = \frac{1}{\pi} \left( \arctan \frac{\beta - t}{\kappa} + \arctan \frac{\beta + t}{\kappa} \right). \quad (32)$$

With this prescription the equation (28) now reads

$$U_i = X_i - \sum_j K_{ij}w_j(X_j - X_i) - G^{(1)}_i X_i \quad (33)$$

where $G^{(1)}_i \equiv G(x_i; \kappa, 1)$. The solution of this equation has no instability for $\kappa \to 0$ but of course the substitution (31) cannot cure the slowness in convergence for large $N$ in the regime of small $\kappa$. In literature it has been verified that one can reach a reasonable stability in the results for $N\kappa \gtrsim 2–3$, so a direct computation for $\kappa \lesssim 0.0001$ requires a large amount of memory and an extrapolation method is needed to have accurate results. We will use the clever method elaborated in the work [17]. The procedure can be summarized as follows, referring to ref. [17] for more information on the method:

a) Choose a sequence of decreasing $\kappa$: $\kappa_1, \kappa_2 \ldots$ and a maximum number of grid points, $N_{\text{max}}$. It is supposed that computations can be done for $N < N_{\text{max}}$. Let us call $S_i(N)$ the numerical result obtained for the capacity for the $i$-th term in the above sequence of $\kappa$’s using a grid of $N$ points.

b) For each $i$ the best numerical result is $S_i(N_{\text{max}})$. Let us note that if the sequence starts with a not too small $\kappa$, e.g. $\kappa = 0.01$, the numerical results reach a stable limit for $N \ll N_{\text{max}}$, i.e. these results can be considered as the correct estimate of the true values.

For small $\kappa$ the extrapolated value $C_i$ for the capacitance is given by

$$C_i = S_i(N_{\text{max}}) + \left[ C_{i-1} - S_{i-1} \left( \frac{\kappa_i}{\kappa_{i-1}} N_{\text{max}} \right) \right] \quad (34)$$

This amounts to say that the error is a function of the product $\kappa N$ for $N$ sufficiently large. We have checked this procedure by comparing sequence of results for different $N_{\text{max}}$.

In the computation for equal disks we used a maximum number of points $N_{\text{max}} = 50000$, this huge number is needed only for $\kappa \leq 0.00005$.  

7
3.2 Results

For large distances, $\kappa \gg 1$, the numerical solution of equations (7) converges very fast and gives accurate results, so it would be appropriate to take these results as a point of comparison for alternative methods used in the calculation of capacity, in particular for moment’s method which has a wide range of applicability and it is very flexible. The capacitance coefficients can be expanded to an arbitrary order in powers of $1/\ell$, both for equal and different disks, and the numerical results are in agreement with the theory. A more detailed analysis shows that the more general expansion in powers of $1/\ell$ valid for arbitrary conductors describes accurately the data for $\ell$ greater than the diameter of the disks.

In this paper we focus on the more difficult problem of the behavior at small distances of the capacity coefficients. We performed calculations down to $\kappa = 5 \times 10^{-6}$ and the extrapolation procedure outlined above was used for low $\kappa$. The computed values for $C$ and $C_g$, for a few values of $\kappa$, are given in table 1 where crude numerical values and extrapolated values are reported and compared with the theoretical calculations. We verified that the adopted numerical procedure always satisfy the lower bound given by Ignatovsky approximation.

| $\kappa$ | $C$ (num) | $C$ (extrap.) | $C_K + C_K^{(1)}$ | $C_K$ | $C_g$ |
|---------|-----------|---------------|-------------------|-------|-------|
| 0.1     | 2.93898079847 | 2.93898079847 | 2.93861918035 | 2.91538673825 | 0.34115344081 |
| 0.09    | 3.22351516784 | 3.22351516784 | 3.20154883946 | 0.33932828637 |
| 0.08    | 3.57841124252 | 3.57841124252 | 3.55814393785 | 0.33745070948 |
| 0.07    | 4.03684499899 | 4.0348452192  | 4.01519859988 | 0.33551381399 |
| 0.05    | 4.8551774661  | 4.854415268  | 4.74556382838 | 0.3342337201 |
| 0.04    | 6.7907356422  | 6.7907356422 | 6.7380283789 | 0.3292498908 |
| 0.03    | 8.85466722892 | 8.85466722892 | 8.8452918313 | 0.3239591075 |
| 0.02    | 13.0509956667 | 13.0509956667 | 13.0509956667 | 13.0509956667 |
| 0.01    | 25.6031005825  | 25.6031005825 | 25.6031005825 | 25.6031005825 |
| 0.005   | 50.6564073544  | 50.6564073544 | 50.6564073544 | 50.6564073544 |
| 0.004   | 125.727970804  | 125.727970804 | 125.727970804 | 125.727970804 |
| 0.003   | 250.782584053  | 250.782584053 | 250.782584053 | 250.782584053 |
| 0.002   | 500.837427207  | 500.837427207 | 500.837427207 | 500.837427207 |
| 0.001   | 1250.91012284  | 1250.91012284 | 1250.91012284 | 1250.91012284 |
| 0.0005  | 2500.96519631  | 2500.96519631 | 2500.96519631 | 2500.96519631 |
| 0.0001  | 5001.020309199 | 5001.020309199 | 5001.020309199 | 5001.020309199 |
| 0.00003 | 8834.39443515  | 8834.39443515 | 8834.39443515 | 8834.39443515 |
| 0.00002 | 12501.0947926  | 12501.0947926 | 12501.0947926 | 12501.0947926 |
| 0.000015| 16667.7889079 | 16667.7889079 | 16667.7889079 | 16667.7889079 |
| 0.00001 | 25001.1684013  | 25001.1684013 | 25001.1684013 | 25001.1684013 |
| 0.000005| 50001.3060052  | 50001.3060052 | 50001.3060052 | 50001.3060052 |

Table 1: Numerical ($N = 50000$) and extrapolated values of $C/a$. $C_K$ is the leading Kirchhoff formula. For $C_g$ the first 11 digits are identical for the numerical and the extrapolated versions.

A graphical representation of the results is given in figure 1. In the left panel it is shown the difference between the numerical results for $C$ and the Kirchhoff approximation $C_K$. The dashed line is the expected result $C_K^{(1)}$, see equation (13). In the same figure we reported the results of the work [17], obtained by...
Figure 1: Left panel: Difference \((C - C_K)/a\) (triangles). Disks and empty disks are the points of ref.\[17\], positive and negative respectively. Dashed line is the theoretical next order correction in \[13\]. Right panel: \((C - C_K)/a\kappa\) (points) and \((C_g/a - 1/\pi)/\kappa\) (squares). \(N = 50 \cdot 10^3\) (filled disks) and \(N = 45 \cdot 10^3\) (empty disks). The dashed line is the theoretical next order corrections in \[13\] and \[14\].

Another method and with a smaller grid (15000 points): the two sets agree up to \(\kappa \sim 10^{-4}\), for smaller distances the data of ref.\[17\] start to lose precision, probably due to the too small grid.

We compare now our numerical values to theoretical expectations performing a rather severe test: we plot the the ratios \((C - C_K)/a\kappa\) and \((C_g/a - 1/\pi)/\kappa\) versus \(\kappa\). In a logarithmic scale a parabola for the first quantity and a straight line for the second must survive. The results are shown in the right panel of figure 1. The agreement covers several orders of magnitude, and it is clear that the division by \(\kappa\) amplifies every possible error. The effect is visible on the lowest \(\kappa\) value for \(C\): while from table 1 the agreement appears excellent, from the figure it is clear that the point is slightly overestimated. This is surely due to the limitation in \(N\): we have verified that a smaller \(N\) tend to overestimate \(C\). In figure 1 we show for comparison the results for \(N_{max} = 45000\), they are indistinguishable from the higher precision points up to \(\kappa \sim 3 \times 10^{-5}\), for lower \(\kappa\) they overestimate the results. The value of \(\gamma\) in \[14\] has been obtained by fitting the values of \(C_g\) in figure 1. Only \(\gamma\) is fitted, the slope of the straight line is fixed by \[14\].

In conclusion our numerical computation strongly supports the asymptotic estimates \[13\] and \[14\], showing that these are a good approximation for capacity also for \(\kappa\) as high as \(\kappa \sim 1\). On the other hand the agreement testifies to the accuracy of the numerical and extrapolation procedures, on this basis we are confident that the same procedures could be applied to other systems, like capacitors with different disks.

4 Different disks: theoretical results

A generalization of the system described in section 2 consists of two disks of radii \(a, c\), coaxial, at distance \(\ell\). In \[6\] it has been shown that the Dirichlet problem for this system can be reduced to the solution of a system of integral
equations, very similar to \([4]\)

\[ V_1 = F_1(t) + \int_0^\beta K(t, z; \kappa)F_2(z)\,dz; \quad V_2 = F_2(t) + \int_0^1 K(t, z; \kappa)F_1(z)\,dz. \] (35)

where \(\beta = c/a > 1\) and \(\kappa = \ell/a\). The kernel \(K\) is the same as before, see eq.\([3]\).

The charges on the disks are given by

\[ Q_1 = \frac{2a}{\pi} \int_0^1 F_1(t)\,dt; \quad Q_2 = \frac{2a}{\pi} \int_0^\beta F_2(t)\,dt. \] (36)

The functions \(F_i\) are related to charge densities by an Abel transformation \([3\,5\,6]\)

\[
F_1(t) = 2\pi a \int_t^1 \frac{x}{\sqrt{x^2 - t^2}} \sigma_1(x)\,dx; \quad F_2(t) = 2\pi a \int_t^\beta \frac{x}{\sqrt{x^2 - t^2}} \sigma_2(x)\,dx;
\]

\[
\sigma_1(x) = \frac{1}{a^2} \left[ \frac{F_1(1)}{\sqrt{1 - x^2}} - \int_x^1 \frac{F_1'(t)}{\sqrt{1 - t^2}}\,dt \right]; \quad \sigma_2(x) = \frac{1}{a^2} \left[ \frac{F_2(\beta)}{\sqrt{\beta^2 - x^2}} - \int_x^{\beta} \frac{F_2'(t)}{\sqrt{t^2 - x^2}}\,dt \right].
\] (37)

From \([35]\) and \([36]\) it follows that by solving the two systems

\[
1 = f_1(t) + \int_0^\beta K(t, s; \kappa)f_2(s)\,ds; \quad 0 = f_2(t) + \int_0^1 K(t, s; \kappa)f_1(s)\,ds \quad (38a)
\]

\[
0 = g_1(t) + \int_0^\beta K(t, s; \kappa)g_2(s)\,ds; \quad 1 = g_2(t) + \int_0^1 K(t, s; \kappa)g_1(s)\,ds \quad (38b)
\]

one can compute the capacitance coefficients by integrating the solutions:

\[
C_{11} = \frac{2a}{\pi} \int_0^1 f_1(t)\,dt; \quad C_{21} = \frac{2a}{\pi} \int_0^\beta f_2(t)\,dt; \quad C_{12} = \frac{2a}{\pi} \int_0^1 g_1(t)\,dt; \quad C_{22} = \frac{2a}{\pi} \int_0^\beta g_2(t)\,dt. \] (39)

In some applications it can be useful to write the equations fixing the charges, instead of the potentials. A simple transformation \([13\,14]\) of \([35]\) gives

\[
\frac{\pi Q_1}{2a} = F_1(t) + \int_0^\beta K(t, s)F_2(s)\,ds - \int_0^\beta G(s; \kappa, 1)F_2(s)\,ds
\]

\[
\frac{\pi Q_2}{2a\beta} = F_2(t) + \int_0^1 K(t, s)F_1(s)\,ds - \frac{1}{\beta} \int_0^1 G(s; \kappa, \beta)F_1(s)\,ds
\] (40)

The function \(G\) has been defined in \([32]\).

In \([6]\) the leading order in the short distance expansion for \(C_{ij}\) has been computed:

\[
C^{(0)}_{11} = \left\{ \frac{a}{4\kappa} + \frac{a}{2\pi} \left[ \log \frac{8\pi}{\kappa} - 1 \right] \right\} + \frac{a}{\pi} \left[ \beta - \sqrt{\beta^2 - 1} - \frac{1}{2} \arctanh \frac{1}{\beta} \right] \] (41a)

\[
C^{(0)}_{12} = - \left\{ \frac{a}{4\kappa} + \frac{a}{2\pi} \left[ \log \frac{8\pi}{\kappa} - 1 \right] \right\} + \frac{a}{2\pi} \arctanh \frac{1}{\beta} \] (41b)

\[
C^{(0)}_{22} = \left\{ \frac{a}{4\kappa} + \frac{a}{2\pi} \left[ \log \frac{8\pi}{\kappa} - 1 \right] \right\} + \frac{a}{\pi} \left[ \beta + \sqrt{\beta^2 - 1} - \frac{1}{2} \arctanh \frac{1}{\beta} \right] \] (41c)
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The corrections to (41) are $o(1)$, i.e. these expressions are the asymptotic forms of capacitance coefficients for $\kappa \to 0$. The expression in curly brackets is the double of the leading order for the capacitance of two equal disks at distance $2\ell$, as explained in [6]. The reader has probably noticed that in (41), the logarithmic corrections to the geometric capacitance (the term in $1/\kappa$) are different from the Kirchhoff approximation for equal disks, then for $\beta \to 1$ one does not get (13).

From the mathematical point of view this is not a problem: the limit $\kappa \to 0$ is defined with $\beta > 1$ fixed, so simply the limits do not commute. From a physical point of view the question as some importance as $\beta = 1$, exactly, is a mathematical fiction: this means that a crossover region must exists when $\beta \sim 1$, where the approximation (41) becomes valid only for very small $\kappa$. This crossover region will be investigated below.

Following the general philosophy outlined in the introduction we look for combinations of $C_{ij}$ which can be distinguished by their different behavior for $\kappa \to 0$.

It is tempting to generalize to this system the same variables used (9). In [6] it is argued that, in the general case, the combinations $C_{11}+C_{12}$ and $C_{12}+C_{22}$ are separately finite for $\kappa \to 0$ while, analogously to (15) their sum tends to $C_T$, the self capacitance of the collapsed system. Then we will explore the variables

$$C_g = C_{g1} + C_{g2} = a \frac{1}{\pi} \left( \beta - \sqrt{\beta^2 - 1} \right) + o(1); \quad C_g = C_{g1} + C_{g2} = a \frac{1}{\pi} \left( \beta + \sqrt{\beta^2 - 1} \right) + o(1); \quad C_g = C_{g1} + C_{g2} = 2a \frac{\beta}{\pi} + o(1).$$

In this work we compute the next order in $\kappa$ to equations (41). This is a relevant point for forces. In [13] it has been pointed out that the force between two conductors can be written in the form

$$F = \frac{1}{2} \frac{(Q_a + Q_b)^2}{(C_{g1} + C_{g2})^2} \frac{\partial}{\partial \ell} (C_g) - \frac{1}{2} \frac{\partial}{\partial \ell} \left[ \frac{(C_{g2}Q_a - C_{g1}Q_b)^2}{(C_{g1} + C_{g2})^2} - \frac{1}{C} \right]$$

As $C$ diverge at short distances as $1/\ell$ (for plates) the first term in (41) can be relevant, except for the particular case $Q_b = -Q_a$, and this term depends on the corrections to (43).

The final results for the capacitance coefficients are

$$C_g = C_{g1} + C_{g2} = 2a \frac{\beta}{\pi} + aB \kappa$$

$$C_{g1} = C_{11} + C_{21} = a \left\{ \frac{1}{\pi} \left( \beta - \sqrt{\beta^2 - 1} \right) + \frac{\kappa}{\pi^2 \sqrt{\beta^2 - 1}} \log \frac{8\pi}{\kappa} + \kappa X_{g1} \right\}$$

$$C_{g2} = C_{12} + C_{22} = a \left\{ \frac{1}{\pi} \left( \beta + \sqrt{\beta^2 - 1} \right) - \frac{\kappa}{\pi^2 \sqrt{\beta^2 - 1}} \log \frac{8\pi}{\kappa} + \kappa (B - X_{g1}) \right\}$$

(46)
and

\[ C_{11} = 2C_{EQ}(2\kappa) + a \left\{ \frac{1}{\pi} \left( \beta - \sqrt{\beta^2 - 1} - \frac{1}{2} \arctanh \frac{1}{\beta} \right) \right. \]
\[ - \frac{\kappa}{2\pi^2} \left( \frac{\beta}{\beta^2 - 1} - \frac{2}{\sqrt{\beta^2 - 1}} + \arctanh \frac{1}{\beta} \right) \log \frac{8\pi}{\kappa} + \frac{\kappa}{2} (Y_1 + Y_2) \right\}. \]

(47)

Where \(2C_{EQ}(2\kappa)\) is the double of the relative capacitance of two equal disks at distance \(2\ell\), the direct generalization of the first term in (41). From (13):

\[ 2C_{EQ}(2\kappa) = a \left\{ \frac{1}{4\kappa} + \frac{1}{2\pi} \left[ \log \frac{8\pi}{\kappa} - 1 \right] + \frac{1}{4\pi^2} \kappa \left[ \left( \log \frac{\kappa}{8\pi} \right)^2 - 2 \right] \right\}. \]

(48)

The proof of these results and the explicit value for the constants \(B, X, g_1, g_2, Y_1, Y_2\) are given in section 6.

With \(C_{11}\) at our disposal we can calculate each coefficient \(C_{ij}\) up to the first order in \(\kappa\):

\[ C_{12} = C_{g1} - C_{11}; \quad C_{22} = C_{g2} - C_{g1} + C_{11}; \]
\[ C = \frac{C_{11}C_{22} - C_{12}^2}{C_{11} + 2C_{12}} = C_{g1}C_{g2} - C_{g1} - C_{g2} + C_{11}. \]

(49)

From these results it follows the predicted hierarchy in the short distance behavior: \(C_g\) has no logarithmic corrections, \(C_{g1}\) and \(C_{g2}\) have a leading correction of the form \(\kappa \log \kappa\) and \(C_{11}\) a leading correction of the form \(\kappa \log^2 \kappa\).

The theoretical and numerical computations are greatly simplified by decoupling the systems (38), in analogy with the procedure adopted for equal disks. For the couple \(f_1, f_2\) substitution of the second equation in the first and a manipulation of the integrals gives for \(f_1\):

\[ 1 = f_1(t) - \int_0^1 K(t, x; 2\kappa)f_1(x)dx + \int_0^\infty K(t, s; \kappa)ds \int_0^1 dx K(s, x; \kappa)f_1(x). \]

(50)

This is a linear integral equation for \(f_1\) expressed in terms of the two kernels

\[ A(t, x) = K(t, x; 2\kappa); \quad B(t, x) = \int_\beta^\infty K(t, s; \kappa)K(s, x; \kappa)ds \]

(51)

and can be numerically solved by usual techniques. A similar transformation can be done for the couple \(g_1, g_2\), obtaining

\[ -G(t; \kappa, \beta) = g_1(t) - \int_0^1 K(t, x; 2\kappa)g_1(x)dx + \int_\beta^\infty K(t, s; \kappa)ds \int_0^1 dx K(s, x; \kappa)g_1(x). \]

(52)

Once obtained \(f_1, g_1\), one can compute \(f_2, g_2\) from equations (38) and all coefficients \(C_{ij}\) can be obtained by integration.

The integral defining the kernel \(B\) in (51) can be analytically computed and
gives:

\[
B(t, x) = \frac{\kappa}{\pi} \left( \frac{1}{4 \kappa^2 + (t + x)^2} + \frac{1}{4 \kappa^2 + (t - x)^2} \right) (2 - G(t; \kappa, \beta) - G(x; \kappa, \beta)) \\
+ \frac{\kappa^2}{\pi^2} \left( \log \frac{(\beta-t)^2 + \kappa^2}{(t-x)^2 + \kappa^2} + \log \frac{(\beta-x)^2 + \kappa^2}{(t+x)^2 + \kappa^2} \\
+ \frac{(\beta-x)^2 + \kappa^2}{(t+x)^2 + \kappa^2} + \log \frac{(\beta+x)^2 + \kappa^2}{(t-x)^2 + \kappa^2} \right)
\]

(53)

There is not a singularity for \( x \to t \), performing the limit:

\[
B(t, t) = \frac{1}{2 \kappa \pi^2} \left( \frac{\kappa(t - \beta)}{(\beta - t)^2 + \kappa^2} - \frac{\kappa(\beta + t)}{(\beta + t)^2 + \kappa^2} + \frac{\pi \kappa^2}{\kappa^2 + t^2} + \pi \right) + \\
\frac{1}{8 \kappa \pi^2} \left( 2 \kappa^3 \log \left( 1 - \frac{4 \beta t}{(\beta + t)^2 + \kappa^2} \right) - 4t \left( 2 \kappa^2 + t^2 \right) \arctan \frac{\beta - t}{\kappa} + \arctan \frac{\beta + t}{\kappa} \right)
\]

(54)

The singularity for \( t = 0 \) also cancels, as the reader can easily verify.

5 Different disks: numerical procedure and results

The guidelines for the calculations in the case of different disks are the same as those set out in section 3. The computation is based on the decoupled equations \( \text{(50)} \) and \( \text{(52)} \), the system \( \text{(38)} \) has been used to check the results.

We first compare the numerical calculations of \( C_{ij} \) with the theoretical predictions \( \text{(41)} \) at small distances. A set of representative values for \( C_{ij} \) are given in table \( \text{2} \).

In figure 2, the difference between the two values amplified by a factor \( 10^4 \) is plotted against \( 1/\kappa \) for \( \beta = 1.1 \). First of all the data show that \( C_{ij} \to C_{ij}^{(0)} \), confirming the asymptotic analysis of \( \text{(6)} \). The figure also shows that the approach to the asymptotic values is in agreement with the theoretical predictions \( \text{(41)} \) and \( \text{(43)} \). For other values of \( \beta \) the qualitative behavior is similar but the agreement with \( \text{(41)} \) shifts toward smaller values of \( \kappa \) for \( \beta \to 1 \).

To perform a direct check of perturbative calculation we consider

\[
\frac{1}{\alpha \kappa} \delta C_{11} = \frac{1}{\alpha \kappa} \left( C_{11} - 2C_{EQ}(2\kappa) - \frac{\beta}{\pi} \left( \beta - \sqrt{\beta^2 - 1} - \frac{1}{2} \arctanh \frac{1}{\beta} \right) \right)
\]

(55)

which according to \( \text{(17)} \) must be given by

\[
\frac{1}{\alpha \kappa} \delta C_{11} = -\frac{1}{2 \pi^2} \left( \frac{\beta}{\beta^2 - 1} - \frac{2}{\sqrt{\beta^2 - 1}} + \arctanh \frac{1}{\beta} \right) \log \frac{8 \pi}{\kappa} + Y_1(\beta) + Y_2(\beta)
\]

(56)

i.e. a straight line in a \( \log \kappa \) scale. Every possible discrepancy is enhanced by the prefactor \( 1/\kappa \) in \( \text{(55)} \). The results are shown in the left panel of figure 3. In our opinion the numerical data support the theoretical analysis: the numerical
Table 2: Values, with $a = 1$ and $\beta = 1.1$ of $C_{11}, C_{22}, C_{12}$. We give the rough numerical data for $N = 55000$, the extrapolated values and the asymptotic estimates (47) and (49).

Computations at $N = 45000$ and $N = 55000$ are indistinguishable down to $\kappa = 10^{-5}$ and follow the theoretical results. The first point is numerically slightly overestimated even at these large values of $N$, as it is clear comparing the results ad the two values of $N$ reported in figure. In absolute value this residual discrepancy, due to numerical approximations, amounts to three parts in $10^{12}$, as can be verified in table 2.

We can deepen the analysis considering the combinations $C_{g1}, C_{g2}$. According to the theoretical results (46) these quantities have a finite limit for $\kappa \to 0$. 

| $\kappa$ | $C_{11}$ | $C_{22}$ | $C_{12}$ |
|----------|----------|----------|----------|
| $0.00003$ | $8335.30990985$ | $12502.3297322$ | $-501.321506209$ |
| $0.00002$ | $8335.30990965$ | $12502.3297322$ | $-501.321506209$ |
| $0.00001$ | $8335.30990945$ | $12502.3297322$ | $-501.321506209$ |
| $0.000001$ | $8335.30990925$ | $12502.3297322$ | $-501.321506209$ |

We note that $C_{11}$, $C_{22}$ and $C_{12}$ are indistinguishable for $\kappa = 0$.
and the approach to the limit is of the form $\kappa (a \log \kappa + b)$, i.e. on a logarithmic scale $(C_{gi} - C_{gi}(0))/\kappa$ must lie on a straight line, with the coefficients $a, b$ fixed in (46). The data and the predictions are shown in the right panel of figure 3 and we think that the agreement is excellent: the test is particularly severe as the division by $\kappa$ enhance any error at small distances by a huge factor. These results confirm our general expectation: in the combinations $C_{g1}, C_{g2}$ the asymptotic behavior is smoothed.

The last step is the consideration of $C_g = C_{g1} + C_{g2}$ for which we expect that at order $\kappa$ even the terms $\kappa \log \kappa$ cancel out, leaving the result (71). We consider again the difference between the numerical value and the asymptotic value divided by $\kappa$: $(C_g - 2a\beta/\pi)/(\kappa a)$ and plot the results in figure 4 for several
values of $\beta$, $\beta = 1.1, 1.01, 1.001$ from the bottom to the top.

The agreement between theory and numerical results is again satisfactory, but the numerical analysis also shows rather vividly the crossover mechanism as $\beta \to 1$. The coefficient $B$ grows as $\beta \to 1$ and the curves have as an envelope the result for $\beta = 1$ (equal disks). The logarithmic singularity in the case of equal disks is traded for a growing plateau, diverging for $\beta \to 1$. This is in agreement with the theoretical calculations. For $\beta \to 1$

$$B \to -\frac{1}{\pi^2} \log(\beta - 1) + \text{const.} \quad (57)$$

The analogous of the sum $[71]$ for equal disks is the double of $[14]$:

$$\frac{1}{\kappa} \sum_{\text{eq.disks}} C_{ij} - \frac{2a}{\pi} = -\frac{1}{\pi^2} \log \kappa + \mathcal{O}(\kappa)$$

which has a logarithmic divergence. For different disks the divergence is smoothed and the adimensional length $\kappa$ is traded for $\beta - 1$. The coefficient of the logarithmic term in the two expressions is the same, when $\beta \to 1$ the log-term in $[73]$ transforms in the log $\kappa$ term for equal disks. This has some importance from the practical point of view: the unexpected universal repulsion for equal disks shows its consequences also for almost equal disks. From figure $4$ it is apparent that $C_g$ follows the law of equal disks in the region $\beta - 1 \ll \kappa \ll 1$: at these distances the disks are seen as physically equal and to all effects the force grows logarithmically as $\kappa$ decreases. For smaller $\kappa$, i.e. $\kappa \ll \beta - 1$, the scale changes: the disks are physically different on this scale and the logarithmic divergence is traded for a constant force (in figure $4$ there is a $\kappa$ in the denominator, i.e. in the plateau the variation of $C_g$ is like $B \kappa$).

![Figure 4](image-url)

Figure 4: The quantity $(C_{g1} + C_{g2} - C_T)/\kappa$ for different values of $\beta$, $\beta = 1.1$, triangles, $\beta = 1.01$, empty squares, $\beta = 1.001$, empty circles. The filled circles lying on a straight line are the results for $2(C_{11} + C_{12})$ for equal disks, i.e. $C_g$ for $\beta = 1$. Dashed lines are the theoretical asymptotic values $[72]$. 
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The analytical results, confirmed by the numerical calculations, can be used in different circumstances. Here we give a couple of examples. Let us consider two isolated conducting disks with charges $Q_a, Q_b$. Expanding (44) for $\kappa \to 0$ and using the small distance behavior of $C_{g}$ and $C_{\beta}$ one easily finds

$$F = \frac{1}{a^2} \left\{ \frac{\pi^2}{8\beta^2} (Q_a + Q_b)^2 B - \frac{1}{2\beta^2} \left( \beta (Q_a - Q_b) + \sqrt{\beta^2 - 1}(Q_a + Q_b) \right) \right\}^2. \quad (58)$$

Using the known analytical form of $B$ as a function of $\beta$ we are now able to describe the attractive or repulsive nature of the force (at short distances) in a plane $\beta$-$\rho$, where $\rho = Q_b/Q_a$. The domains are separated by the curves $F = 0$ and are shown figure 5. Let us note that for fixed $\rho \neq -1$, (73) implies that always exists a $\beta_c$ such that for $1 < \beta < \beta_c$ the first repulsive term in (58) exceeds the second, attractive, term. This is in agreement with the result (15): the force between equal disks is always repulsive at short distances, for any charge ratio, except in the case $Q_a = -Q_b$.

An interesting feature is that for fixed $\rho$ the character the force change from repulsive to attractive for increasing $\beta$ and this can have some interest in the study of growing structures. An example of force as a function of $\kappa$ is shown in the right panel of figure 5 for like charges, $\rho = 1.5$. At large distances the force is repulsive, as expected, but at small distances becomes attractive.

Figure 5: Left panel: Attractive and repulsive domains in terms of $\beta$ and $\rho = Q_b/Q_a$. Right panel: an example of force, in units $a = 1$, $Q_a = 1$.

The reader may wonder how it is possible to have an attractive force between two disks with like charges. Polarization effects are excluded as the disks are infinitely thin. The attraction is produced by a displacement of the charges on the bigger disk. To show this effect let us consider the case described in figure 5 for $\kappa = 0.05$ and $Q_b = 1.5 Q_a > 0$. Solving equations (40) and computing the Abel transformation of the solutions one obtains the densities shown in figure 6: the larger disk acquires a negative charge density in the bulk region expelling towards the edge the excess of positive charge. The two bulk regions, oppositely charged, but very close, attract. The outside is rejected by the small disk, but the force is weaker, as the distances between like charged regions on the two disks are larger.

As a second example we consider the smaller disk with charge $Q_a$ and the larger disk earthed. This configuration is common in the elementary treatment of Kelvin microscopy. We first note that for $\beta \to \infty$ the problem is equivalent
to finding force between to equal disks with charges $\pm Q_a$ at distance $x = 2\ell$, as follows by the method of images, then in this limit

$$F_\infty = -\frac{Q_a^2}{2} \frac{\partial}{\partial x} C_{EQ}(x) = -\frac{Q_a^2}{4} \frac{\partial}{\partial \ell} C_{EQ}(2\ell)$$

In the general case for $V_2 = 0$ we have $Q_b = Q_a C_{12}/C_{11}$ and the force can be computed, as is well known, by taking the derivatives in (44) at fixed charges and then substituting this relation. A simple calculation gives

$$F = -\frac{Q_a^2}{2a} \frac{\partial}{\partial \kappa} C_{11}$$

The same result can be obtained more simply by taking the derivative of the Legendre transformation of the usual expression of energy, as done in similar cases in textbooks. The reader can easily verify that in effect as $C_{11} \sim 1/\kappa$ the expansion (47) allows the computation of $F$ up to order $o(\kappa^2)$. Using the asymptotic expansion (48) we have at this order

$$F_\infty = \frac{Q_a^2}{a^2} \left\{ -2 + \frac{8\kappa}{\pi} \left( \log \frac{8\pi}{\kappa} - \frac{3}{2} \right) - 2\kappa^2 \left( 9 \log^2 \frac{8\pi}{\kappa} - 30 \log \frac{8\pi}{\kappa} + 26 \right) \right\}$$

In the general case (60) a tedious but elementary calculation gives from (47):

$$F = F_\infty - \frac{Q_a^2}{a^2} \frac{8\kappa}{\pi} \left( \frac{\text{arctanh} \left( \frac{1}{\beta} \right) + 2\sqrt{\beta^2 - 1} - 2\beta}{\pi^2} \right) +$$

$$\frac{Q_a^2}{a^2 \kappa^2} \left[ \left( \frac{24}{\pi^2} \frac{4\beta^4 - 3}{\beta^2 - 1} + \frac{84\beta - 96\beta^3}{\pi^2 (\beta^2 - 1)} + \frac{36 \text{ arctanh} \left( \frac{1}{\beta} \right)}{\pi^2} \right) \log \frac{8\pi}{\kappa} + R(\beta) \right]$$

$$R(\beta) = 24 \left( Y_2(\beta) + Y_1(\beta) \right) - \frac{24}{\pi^2} \left( \frac{\text{arctanh} \left( \frac{1}{\beta} \right) \beta}{\pi^2} \right)^2 - \frac{12}{\pi^2} (5 - 8\beta + 8\sqrt{\beta^2 - 1}) \text{ arctanh} \frac{1}{\beta}$$

$$- \frac{4}{\pi^2 (\beta^2 - 1)} (48\beta^3 + 72\beta^2 + 72\beta + 72) + \frac{8}{\pi^2 \sqrt{\beta^2 - 1}} (24\beta^3 - 16\beta^2 - 24\beta + 15)$$
The finite size effects for $\beta < \infty$ are clearly displayed in (62).

6 Computation of the short distance expansion

To study the structure of divergences in the two disks system it is very convenient to use the Hilbert space notation introduced in section 2. In terms of the integral operators $A, B$ associated to the kernels (51) the solutions of equations (50) and (52) take the form

$$ |f_1\rangle = \frac{1}{1 - A + B} |1\rangle; \quad |g_1\rangle = -\frac{1}{1 - A + B} |G_{\beta}\rangle $$

while the capacitance coefficients are:

$$ C_{11} = 2 a \pi \langle 1 | (1 - A + B) | 1 \rangle; \quad C_{21} = -2 a \pi \langle G_{\beta} | (1 - A + B) | 1 \rangle; $$

$$ C_{12} = -2 a \pi \langle 1 | (1 - A + B) | G_{\beta} \rangle; \quad C_{22} = 2 a \pi \langle G_{\beta} | (1 - A + B) | G_{\beta} \rangle $$

(63)

$|G_{\beta}\rangle$ represents the function defined in (32). Let us note that in this language the general property $C_{12} = C_{21}$ is evident as the scalar product is hermitian.

The possibility of writing the simple set of equations (63) rests on the decoupling procedure: in the original form the functions $f_1, f_2$ were defined on different intervals and the construction would have been more complicated.

The operator $B$ vanishes for $\beta \to \infty$ and is smoother than $A$ for $\kappa \to 0$, as internal integrations run on the interval $s > \beta > 1$. It is natural to perform a perturbation theory in $B$ and this is essentially what has been done in [6]. The solutions $f_1, g_1$ have been computed at leading order for $\kappa \to 0$ in the form

$$ f_1(t) = f_L(t, 2\kappa) + \delta f_1(t); \quad g_1(t) = -f_L(t, 2\kappa) + \delta g_1(t) $$

(65)

with:

$$ \delta f_1(t) = \frac{1}{2\pi} \frac{1}{\sqrt{1 - t^2}} \left( t \arctanh \frac{t}{\beta} - \arctanh \frac{1}{\beta} \right) $$

$$ + \frac{1}{4\pi} \left[ \arctan \frac{1 + \beta t}{\sqrt{(\beta^2 - 1)(1 - t^2)}} + \arctan \frac{1 - \beta t}{\sqrt{(\beta^2 - 1)(1 - t^2)}} \right] $$

(66)

$$ \delta g_1(t) = -\delta f_1(t) + \frac{1}{\pi} \arctan \frac{1 - t^2}{\beta^2 - 1}. $$

(67)

$f_L(t, 2\kappa)$ is the solution of Love’s equation with scale $2\kappa$, as implied by the form of operator $A$:

$$ f_L(t, 2\kappa) \simeq \frac{1}{2\kappa} \sqrt{1 - t^2 + (1 - t^2)^{-1/2}} \frac{1}{2\pi} \left( 1 + \log \frac{8\pi}{\kappa} - t \log \frac{1 + t}{1 - t} \right) + o(1) $$

(68)

The corresponding ket will be denoted by $|f_1^{(2\kappa)}\rangle$. 
Summing term by term the two sets of equations (64) we have, using (63)

\[ C_{g1} = C_{11} + C_{21} = \frac{2a}{\pi} \langle (1 - G_\beta) \frac{1}{1-A+B} \rangle 1 = \frac{2a}{\pi} \langle \delta G_\beta | f_1 \rangle \]

\[ C_{g2} = C_{12} + C_{22} = \frac{2a\beta}{\pi} - \frac{2a}{\pi} \langle (1 - G_\beta) \frac{1}{1-A+B} \rangle | G_\beta \rangle = \frac{2a\beta}{\pi} + \frac{2a}{\pi} \langle \delta G_\beta | g_1 \rangle \]

(69)

where \( \delta G_\beta \equiv 1 - G_\beta \). The essential point is that for \( \kappa \to 0 \)

\[ \delta G_\beta(t) \equiv 1 - G_\beta(t) \simeq \frac{2\beta\kappa}{\pi} \frac{1}{\beta^2 - t^2} + \mathcal{O}(\kappa^3) \]  

(70)

The integration of this function does not produce additional divergences as the integration range is \( 0 < t < 1 \) and \( \beta > 1 \). The function provides an additional factor \( \kappa \), then to compute the sub-leading terms in (69) it is sufficient to consider \( f_1, g_1 \) at one order less, i.e. (65).

The sum of equations (69), using (65) and (66) gives

\[ C_g = C_{g1} + C_{g2} = \frac{2a\beta}{\pi} - \frac{2a}{\pi} \langle \delta G_\beta | f_1 + g_1 \rangle = \frac{2a\beta}{\pi} + aB\kappa \]  

(71)

with

\[ B = \frac{4\beta}{\pi^2} \int_0^1 \frac{1}{\beta^2 - t^2} \arctan \sqrt{\frac{1-t^2}{\beta^2 - 1}} dt . \]  

(72)

From (72) it is easy to show that for \( \beta \to 1 \):

\[ B \to - \frac{1}{\pi^2} \log(\beta - 1) + \text{const.} \]  

(73)

The importance of this limit for the behavior of forces has been discussed in section 5.

Let us consider now the quantities \( C_{g1}, C_{g2} \) separately. A direct computation of the integrals gives, at order \( \kappa \):

\[ C_{g1} = C_{11} + C_{21} = \frac{2a}{\pi} \langle \delta G_\beta | f_1 \rangle = a \left\{ \frac{1}{\pi} \left( \beta - \sqrt{\beta^2 - 1} \right) + \frac{\kappa}{\pi^2 \sqrt{\beta^2 - 1}} \log \frac{8\pi}{\kappa} + \kappa X_{g1} \right\} \]  

(74)

The constant \( X_{g1} \) is given by:

\[ X_{g1} = \int_0^1 dt \frac{\beta}{\pi^2 \beta^2 - t^2} \left\{ \delta f_1(t) + (1-t^2)^{-1/2} \frac{1}{2\pi} \left( 1 - t \log \frac{1+t}{1-t} \right) \right\} \]  

(75)

with \( \delta f_1 \) defined in (66). \( X_{g1} \) is easily computed numerically. Let us comment on the different terms in (74). The function \( \delta G_\beta \) provides a depression factor \( \kappa \) then it is apparent that the leading behavior comes from the leading term in \( 1/\kappa \) in \( f_1 \). The product gives the first term in (74), reproducing the known leading result (41). For the same reasons the only source of the \( \kappa \log \kappa \) correction comes from the \( \log \kappa \) term in \( f_L \). The constant \( X_{g1} \) comes from the remaining finite terms in \( f_1 \). We note that there is not a \( \kappa \log^2 \kappa \) term.

The analogous expression for \( C_{g2} \) follows from (71):

\[ C_{g2} = C_{12} + C_{22} = a \left\{ \frac{1}{\pi} \left( \beta + \sqrt{\beta^2 - 1} \right) - \frac{\kappa}{\pi^2 \sqrt{\beta^2 - 1}} \log \frac{8\pi}{\kappa} + \kappa (B - X_{g1}) \right\} \]  

(76)
We have found the corrections to two linear combinations of capacitance coefficients, the computation of the corrections for an arbitrary linearly independent quantity will complete the task. The simplest choice is \( C_{11} \). In the notations of \( [64] \):

\[
C_{11} = \frac{2a}{\pi} \langle 1 \rangle \frac{1}{1 - \mathcal{A} + \mathcal{B}} \langle 1 \rangle
\]  

(77)

The idea is to do a perturbation calculation expanding in \( \mathcal{B} \): it vanishes for \( \beta \to \infty \) and for \( \kappa \to 0 \) all \( \beta \) greater than 1 must be “seen” as very large for the computation of edge effects.

Expanding in \( \mathcal{B} \) we have

\[
C_{11} \simeq \frac{2a}{\pi} \langle 1 \rangle \frac{1}{1 - \mathcal{A}} \langle 1 \rangle - \frac{2a}{\pi} \langle 1 \rangle \frac{1}{1 - \mathcal{A}} \mathcal{B} \frac{1}{1 - \mathcal{A}} \langle 1 \rangle + \frac{2a}{\pi} \langle 1 \rangle \frac{1}{1 - \mathcal{A}} \mathcal{B} \frac{1}{1 - \mathcal{A}} \langle 1 \rangle + \ldots
\]

Now \( \mathcal{A} \) is the kernel of the Love equation for \( \text{equal} \) disks at distance \( 2\ell \), then \( (1 - \mathcal{A})^{-1} \langle 1 \rangle \) is just the Love’s solution for parameter \( 2\kappa \), \( f^{(2\kappa)}_L \) and we can write

\[
C_{11} = \frac{2a}{\pi} \langle 1 \rangle f^{(2\kappa)}_L - \frac{2a}{\pi} \langle 1 \rangle f^{(2\kappa)}_L \mathcal{B} f^{(2\kappa)}_L + \frac{2a}{\pi} \langle 1 \rangle \mathcal{B} f^{(2\kappa)}_L \ldots
\]  

(78)

The first term is just the double of the capacitance for two \( \text{equal} \) disks with parameter \( 2\kappa \), let us denote this capacity by \( C_{EQ} \) to avoid confusions. From \([65]\):

\[
\frac{2a}{\pi} \langle 1 \rangle f^{(2\kappa)}_L = 2C_{EQ}(2\kappa) = a \left\{ \frac{1}{4\kappa} + \frac{1}{2\pi} \left[ \log \frac{8\pi}{\kappa} - 1 \right] + \frac{1}{4\pi^2} \kappa \left( \log \frac{\kappa}{8\pi} \right)^2 - 2 \right\}
\]

(79)

Both from (77) and from (78) it follows that \( C_{11} \to 2C_{EQ}(2\kappa) \) for \( \beta \to \infty \), a result obvious from the method of images. \( C_{11} \) is the charge on the smaller disk held at potential 1 when the larger disk is held at potential 0. When \( \beta \to \infty \) the problem reduces to a disk at distance \( \ell \) from a plane, the image is another disk with opposite charge at distance \( 2\ell \) from the former. The potential difference between the two disks is evidently \( \Delta V = 2 \) and the charge on disk 1 is given by

\[
Q_1 = C_{EQ}(2\kappa) \Delta V = 2C_{EQ}(2\kappa).
\]

From the definition of the kernel \( B \) in \([61]\) the term appearing in the first order correction is:

\[
\frac{2a}{\pi} \langle f^{(2\kappa)}_L | B | f^{(2\kappa)}_L \rangle = \frac{2a}{\pi} \int_{0}^{1} dx \int_{0}^{1} dy f^{(2\kappa)}_L(x) f^{(2\kappa)}_L(y) \int_{\beta}^{\infty} ds K(x, s; \kappa) K(s, y; \kappa) f^{(2\kappa)}_L(y)
\]

\[
= \frac{2a}{\pi} \int_{\beta}^{\infty} ds \left[ \int_{0}^{1} dy K(s, y; \kappa) f^{(2\kappa)}_L(y) \right]^2
\]

(80)

The variable \( s \) in the integral is greater than \( \beta \), then to lowest order in \( \kappa \) we can neglect the \( \kappa^2 \) factor in the denominator of the kernel \( K \) and (80) simplifies in

\[
\frac{2a}{\pi} \langle f^{(2\kappa)}_L | B | f^{(2\kappa)}_L \rangle \simeq \frac{2a}{\pi} \int_{\beta}^{\infty} dx \left[ \kappa \int_{0}^{1} dy \left( \frac{1}{(x - y)^2} + \frac{1}{(x + y)^2} \right) f^{(2\kappa)}_L(y) \right]^2
\]

(81)
The kernel $B$ has provided an explicit factor $\kappa^2$ which allows us to use the “bulk” form of $f_L$, neglecting further finite corrections in the edge zone, i.e.

$$f_L^{(2\kappa)}(t) = \left\{ \frac{1}{2\kappa} \sqrt{1-t^2} + (1-t^2)^{-1/2} \frac{1}{2\pi} \left(1 + \log \frac{8\pi}{\kappa} - t \log \frac{1+t}{1-t} \right) \right\} + o(1).$$  \hspace{1cm} (82)

The integral in $y$ in (81) can be performed with the result

$$\frac{1}{2} \left( \frac{x}{\sqrt{x^2-1}} - 1 \right) + \frac{\kappa}{2\pi} \frac{x}{(x^2-1)^{3/2}} \left( \log \frac{8\pi}{\kappa} + 1 \right) + \kappa F(x); \hspace{1cm} (83)$$

where

$$F(x) = -\frac{2}{\pi^2 (x^2-1)^{3/2}} \left\{ \frac{1}{4} \sqrt{\frac{x+1}{x-1}} \Phi\left( -\frac{x+1}{x-1}, 2, \frac{1}{2} \right) - \frac{1}{4} \sqrt{\frac{x-1}{x+1}} \Phi\left( -\frac{x-1}{x+1}, 2, \frac{1}{2} \right) + \frac{\pi}{2} \right\}$$

$$\Phi(z, 2, \frac{1}{2}) = \sum_{n=0}^{\infty} \frac{z^n}{(n+1/2)^2}$$

$\Phi$ is known as a Lerche transcendental function. Squaring (83), expanding in $\kappa$ and performing the last integral in $x$ gives for the first order contribution to $C_{11}$:

$$-\frac{2\kappa}{\pi} \langle f_L^{(2\kappa)} | B | f_L^{(2\kappa)} \rangle = \left\{ \frac{1}{\pi} \left( \beta - \sqrt{\beta^2-1} - \frac{1}{2} \arctanh \frac{1}{\beta} \right) \right\}$$

$$\kappa \frac{2\kappa}{\pi^2} \left( \frac{\beta}{\beta^2-1} - \frac{2}{\beta^2-1} + \arctanh \frac{1}{\beta} \right) \log \frac{8\pi}{\kappa} + \kappa Y_1(\beta) \right\} \hspace{1cm} (84)$$

with

$$Y_1(\beta) = \frac{1}{\pi} \left[ \frac{1}{\sqrt{\beta^2-1}} + \frac{1}{2} \arctanh \frac{1}{\beta} \right]$$

$$+ \frac{1}{4\pi^3} 4\beta \sqrt{\beta^2-1} - \beta^2 - 1 \left[ \sqrt{\frac{\beta-1}{\beta+1}} \Phi\left( \frac{1-\beta}{1+\beta}, 2, \frac{1}{2} \right) - \sqrt{\frac{\beta+1}{\beta-1}} \Phi\left( \frac{1+\beta}{1-\beta}, 2, \frac{1}{2} \right) \right]$$

$$\hspace{1cm} (85)$$

The first term in (84) reproduce the $\beta$-dependent part of $C_{11}^{(0)}$ in [41], as expected. The rest is a $\kappa \log \kappa$ correction: the only $\kappa \log \kappa$ terms in $C_{11}$ are contained in $C_{\text{EO}}$, equation (48). For large $\beta$, $Y_1(\beta) \sim 1/(6\pi^2 \beta^3)$.

Consider now the next orders in (78). If $h(t)$ is the function represented by the vector $B | f_L^{(2\kappa)} \rangle$, it follows that the vector $|\psi\rangle = 1/(1-A) |h\rangle$ is the solution of Love equation with righthand side $h$. From [24] it follows that, for $\kappa \to 0$:

$$|\psi\rangle = \frac{1}{1-A} |h\rangle \Rightarrow \psi(t) = \frac{1}{2\kappa} \int_{-1}^{1} L(t, s) h(s) ds \hspace{1cm} (86)$$

$A$ is the kernel of the Love’s equation with scale $2\kappa$, this has produced the additional factor $1/2$ in (86). The important point is that each factor $1/(1-A)$ gives a factor $1/\kappa$ in the series while each $B$ produces a factor $\kappa^2$. A simple
power counting for \( \kappa \) shows that the only term that survives at order \( \kappa \) after the computed first order is the second order in \( B \), and in this term only the leading order of \( f(2\kappa) \) contributes:

\[
|h\rangle = B|f(2\kappa)\rangle \rightarrow h(t) = \int_0^\infty ds K(t, s; \kappa) \int_0^1 dx K(s, x; \kappa) \frac{1}{2\kappa} \sqrt{1-x^2}.
\]

(87)

The function \( h(t) \) is even, as follows from the symmetry properties of the kernel \( B \) (see (53)). For the kernels it is sufficient to use the approximation (81). The integral gives

\[
h(t) = \kappa \left\{ -\frac{1}{\pi} \frac{\beta}{1-t^2} \left( \frac{\pi}{2} + \arctan \frac{2-t^2-\beta^2}{2\sqrt{(1-t^2)(\beta^2-1)}} \right) \right\}
\]

(88)

It follows

\[
\langle f(2\kappa)|B\frac{1}{1-A}|f(2\kappa)\rangle = \kappa Y_2(\beta)
\]

(89)

where

\[
Y_2(\beta) = \frac{1}{2} \int_0^1 dt \int_{-1}^1 ds L(t, s) h(t) h(s) = \frac{1}{4} \int_{-1}^1 dt \int_{-1}^1 ds L(t, s) h(t) h(s).
\]

The value of \( Y_2(\beta) \) can be obtained numerically. The final result for \( C_{11} \) at order \( \kappa \) is then

\[
C_{11} = 2C_{EQ}(2\kappa) + a \left\{ \frac{1}{\pi} \left( \beta - \sqrt{\beta^2 - 1} - \frac{1}{2} \arctanh \frac{1}{\beta} \right) \vphantom{\left( \frac{1}{2} \arctanh \frac{1}{\beta} \right)} \right. \\
\left. - \frac{\kappa}{2\pi^2} \left( \frac{\beta + \sqrt{\beta^2 - 1}}{\beta^2 - 1} + \arctanh \frac{1}{\beta} \right) \log \frac{8\pi}{\kappa} + \kappa Y_1(\beta) + \kappa Y_2(\beta) \right\}
\]

(90)

The result (47) satisfy the general expectation \( C_{11} \to 2C_{EQ}(2\kappa) \) for \( \beta \to \infty \), as can be checked performing the limit and noticing that \( Y_1(\beta) \) and \( Y_2(\beta) \) both vanish for \( \beta \to \infty \). This complete our calculation, all capacitance coefficients can be obtained by linear combinations of \( C_{11}, C_{g1}, C_{g2} \), see (49).

7 Conclusions

In this work we give a complete calculation of the capacitance matrix for two circular disks up to order \( O(\ell) \) included, where \( \ell \) is the distance between electrodes. We show that the singular terms can be organized in a meaningful hierarchy directly connected to electrostatic forces at short distances. The analytical work is supported by an extensive numerical calculation, to our best knowledge the first performed for different disks and the more accurate for equal disks. The classification of singular terms can be extended to different geometries and this could be of some interest in practical applications. On the theoretical side the importance of the dimensionality of the near-contact zone between electrodes is shown to play a crucial role in the behavior of the forces at short distances.
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