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Abstract: Intuitionistic Fuzzy set (IFS) theory plays an important role in real life and engineering problems. There are many models involving fuzzy matrices to deal with different complicated aspects. Intuitionistic fuzzy set (IFS) is useful in providing a flexible model for developing the uncertainty and vagueness involved in making decisions where the theories of uncertainty are very useful to treat with mathematics that needs to address. In other words, the application of intuitionistic fuzzy sets instead of fuzzy sets means the introduction of another degree of freedom into a set description. Intuitionistic fuzzy set (IFS) called the generalization of fuzzy sets was proposed in K. T. Atanassov. So, we can use it in decision making. We examined the definition of IFS and puts new definitions of IFS (Intuitionistic fuzzy set) in this paper and suggested its implementation in the Corona Covid-19. For several similar real-life cases the suggested approach can be applied.
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1. Introduction

Fuzzy sets (FS) implemented in L. A. Zadeh [12] have shown important applications in a variety of fields of analysis. Fuzzy set concept is welcomed because it addresses ambiguity and vagueness that Cantorian set couldn't tackle. In fuzzy set theory, an element's membership in a Fuzzy set is a single value between zero and one. In fact, however, the degree of non-membership of an entity in a fuzzy set cannot always be valid, as there may be some degree of hesitation. Therefore, K. T. Atanassov [9] proposed a generalization of fuzzy sets [7] as intuitionistic fuzzy sets (IFS) incorporating the degree of hesitation called the hesitation margin (And is defined as 1 minus the total number of degrees of membership and non-membership). In several areas of application, the notion of describing intuitive fuzzy set as a generalized fuzzy set is very interesting and useful. The knowledge and semantic representation of intuitionistic fuzzy set becomes more meaningful, resourceful and applicable because it includes the degree of belonging, the degree of non-belonging and the margin of hesitation K. T. Atanassov [10, 8]. E. Szmidt et al. [4] showed that intuitionistic fuzzy sets are very useful in situations where a linguistic attribute represents a problem which it just seems to be too rough given in terms of membership features. Since of IFS 'versatility in managing ambiguity, they are a method for a more human-consistent reasoning under imperfectly specified facts and E. Szmidt et al. imprecise knowledge [5]. S. K. De et al. [14] presented an intuitive fuzzy approach in medical diagnosis using three measures such as: symptom determination, the formulation of medical information based on intuitive fuzzy relationships, and diagnosis determination based on the composition of intuitionistic fuzzy relationships. Intuitionistic fuzzy set is a method in modeling real-life problems such as sale analysis, new product promotion, financial services, negotiating phase, psychological investigations, etc. because there is a reasonable probability of a non-zero uncertainty component being present at each time an unknown object E. Szmidt et al. is evaluated. K. T. Atanassov [11] conducted thorough research on the theory and the applications of intuitionistic fuzzy sets. Many IFS applications are done using the approach of distance measures. In fuzzy mathematics, distance measurement between intuitionistic fuzzy sets is an important concept due...
2. Concept of Intuitionistic Fuzzy Sets

Definition 1.1 L. A. Zadeh [12]: Let A be non-empty. A whimsical set A from X is defined as
\[ A = \{ (x, \mu_x(x)) : x \in X \} \]
where \( \mu_x(x) : X \rightarrow [0, 1] \) is the fuzzy set A membership function.

Fuzzy set is a collection of objects with membership gradation having membership degrees.

Definition 2. K. T. Atanassov [8]: Let X shall be a non-empty set. An intuitionistic fuzzy set A in X is an object that has the form
\[ A = \{ (x, \mu_x(x), \nu_x(x)) : x \in X \} \]
where the functions \( \mu_x(x), \nu_x(x) : X \rightarrow [0,1] \) defines the degree of membership and the level of non-membership of the product, respectively \( X \in X \) to the set A, which is a subset of X, and for every element \( x \in X \), \( 0 \leq \mu_x(x) + \nu_x(x) \leq 1 \)

3. T-Norms and Archimedean

T-Conorms in IFS

In fuzzy set, we use t-norm to talk about the minimum between two memberships in intersection operation and use t-conorm to talk about the minimum between two memberships in union operation. So, we can use t-norm and t-conorm in intuitionistic fuzzy set where it is useful to the intersection or the union operations that we need the minimum and maximum in the same operation in IFS
\[ I = (x, \mu(x), \nu(x)) \]
where the intersection operation, the membership degree can use t-norm the non-membership degree can use t-conorm and where the union operation, the membership degree can use t-conorm and the non-membership degree can use t-norm. Consider that i is a t-norm and \( \pi \) is a t-conorm. Considering that \( x \in [0, 1] \), we determine:

\[ x_i^{(n)} = i(x, ..., x) = i(x_i^{(n-1)}, x); \quad n \geq 2 \]
\[ x_u^{(n)} = u(x, ..., x) = u(x_u^{(n-1)}, x); \quad n \geq 2 \]

Definition 3.1
Consider that \( i \) and \( u \) are a t-norm and a t-conorm from \([0, 1]^n \) to \([0,1]\). Accordingly:

i. A t-norm \( i \) and a t-conorm \( u \), respectively, is considered to be continuous if it continues as a function on the unit interval.

ii. A t-norm \( i \) and a t-conorm \( u \), respectively, of IFS \( I = (x, \mu(x), \nu(x)) \) if we talk about intersection operation:
\[ \mu \text{ tends to minimum, } \nu \text{ tends to maximum is considered Archimedean if } \lim_{n \rightarrow \infty} (\mu_i(x))^n = 0 \text{ and } \lim_{n \rightarrow \infty} (\nu_i(x))^n = 1, \]
respectively, for any.

iii. A t-norm \( i \) and a t-conorm \( u \), respectively, of IFS \( I = (x, \mu(x), \nu(x)) \) if we talk about union operation:
\[ \mu \text{ tends to maximum, } \nu \text{ tends to minimum is considered as Archimedean if } \lim_{n \rightarrow \infty} (\mu_i(x))^n = 1 \text{ and } \lim_{n \rightarrow \infty} (\nu_u(x))^n = 0, \]
respectively, for any \( x \in (0, 1) \).

Proposition 3.1
Consider that \( \Theta \) is a set of all IFS, \( i \) and \( u \) represent a t-norm and a t-conorm. Then:

Furthermore, we have \( \pi_i(x) = 1 - \mu_i(x) - \nu_i(x) \) called the intuitionistic fuzzy set index or hesitation margin of \( x \) in \( A \).
\( \pi_i(x) \) is the indeterminacy degree of \( x \in X \) to the IFS \( A \) and \( \pi_i(x) \in [0, 1] \) i.e., \( \pi_i(x) : X \rightarrow [0,1] \) and \( 0 \leq \pi_i \leq 1 \) for every \( x \in X \). \( \pi_i(x) \) expresses a lack of information about whether or not \( x \) is part of IFS \( A \).

Let \( A \), for example, be an intuitionistic fuzzy set with \( \mu_i(x) = 0.5 \) and \( \nu_i(x) = 0.3 \Rightarrow \pi_i = 1 - (0.5 + 0.3) = 0.2. \) The degree to which object \( x \) belongs to IFS \( A \) is 0.5, the degree to which the object does not belong to IFS \( A \) is 0.3 and the degree of uncertainty is 0.2.
In intersection operation. If \( i \) and \( u \) are Archimedean, then
\[
i(\mu(x), \mu(x)) < \mu(x) \text{ and } u(v(x), v(x)) > v(x) \text{ for all } I = (x, \mu(x), v(x)).
\]
In union operation, if \( i \) and \( u \) are Archimedean, then
\[
u(\mu(x), \mu(x)) > \mu(x) \text{ and } i(v(x), v(x)) < v(x) \text{ for all } I = (x, \mu(x), v(x)).
\]
Proof:

i. Consider the contrary, that’s to say that \( \mu(x)^{(2)}_i = i(\mu(x), \mu(x)) \geq \mu(x) \) and \( v(x)^{(2)}_u = u(v(x), v(x)) \leq v(x) \) for some \( x \in (0, 1) \). Then, we have
\[
\mu(x)^{(1)}_i = i (i(\mu(x), \mu(x)), \mu(x)) \geq \mu(x) \text{ and } v(x)^{(1)}_u = u(v(x), v(x)) \leq v(x)
\]
from IFS properties and by inference we will also have
\[
\mu(x)^{(n)}_i = i(\mu(x), \mu(x), \mu(x)) \geq \mu(x). \text{ Then } \lim_{n \to \infty} \mu(x)^{(n)}_i \neq 0 \text{ and }
\]
\[
u(x)^{(n)}_u = u(\nu(x), \nu(x), \nu(x)) \leq \nu(x). \text{ Then } \lim_{n \to \infty} \nu(x)^{(n)}_u \neq 1, \text{ which is a contradiction.}
\]

ii. Consider the contrary, that’s to say that \( \mu(x)^{(2)}_u = u(\mu(x), \mu(x)) \leq \mu(x) \) and
\[
u(x)^{(2)}_i = i (\nu(x), \nu(x)) \geq \nu(x) \text{ for some } x \in (0, 1). \text{ Then, we have }
\]
\[
\mu(x)^{(3)}_u = u(u(\mu(x), \mu(x)), \mu(x)) \leq u(\mu(x), \mu(x)) \text{ and } v(x)^{(3)}_i = i (i(\nu(x), \nu(x)), \nu(x)) \geq i(\nu(x), \nu(x)) \geq \nu(x)
\]
from the IFS properties and by inference we will also have:
\[
\mu(x)^{(n)}_u = u(\mu(x), \mu(x), \mu(x)) \leq \mu(x). \text{ Then } \lim_{n \to \infty} \mu(x)^{(n)}_u \neq 1 \text{ and }
\]
\[
u(x)^{(n)}_i = i(\nu(x), \nu(x), \nu(x)) \geq \nu(x). \text{ Then, } \lim_{n \to \infty} \nu(x)^{(n)}_i \neq 0, \text{ which is a contradiction.}
\]

**Proposition 3.2**

In case of a continuous function where \( i, u : [0, 1]^2 \to [0, 1] \), there equivalent statements for any IFS as follows:

\( i \) denotes a continuous Archimedean t-norm and \( u \) is a continuous Archimedean t-conorm.

There are a continuous additive generator for any IFS \( I = \mu(x), v(x) \) if we talk about intersection operation \( \mu \) tends to minimum, \( v \) tends to maximum, that’s to say that there exists a continuous strictly decreasing \( i(\mu(x)) : [0, 1] \to [0, \infty] \), \( i(1) = 0 \) that is uniquely defined up to a multiplicative constant such that for all \( x, y \in [0, 1] \), we have:
\[
i(\mu(x), \mu(y)) = i^{-1}(\min\{i(\mu(x)) + i(\mu(y)), i(0))\}) \text{ and strictly increasing } u(\nu(x)): [0, 1] \to [0, \infty], u(1) = 0 \text{ that is uniquely defined up to a multiplicative constant such that for all } x, y \in [0, 1] \text{, we will have: }
\]
\[
u(\nu(x), v(y)) = u^{-1}(\max\{u(\nu(x)) + u(\nu(y)), u(0))\})
\]
Proof:

Let \( i(x, y) = i^{-1}(\min\{i(x) + i(y), i(0))\}) \text{ And }
\]
\[
u(x, y) = u^{-1}(\max\{u(x) + u(y), u(0))\}) \text{. We should prove that they are a continuous Archimedean t-norm and t-conorm.}
\]

\[
I_i : i(\mu(x), 1) = i^{-1}(\min\{i(\mu(x)) + i(\mu(1)), i(0))\})
\]
\[
= i^{-1}(\min\{i(\mu(x)) + 0, i(0))\})
\]
\[
= i^{-1}(\min\{i(\mu(x)), i(0))\}) = i^{-1}(i(\mu(x))) = \mu(x)
\]

And
\[ u(\mathcal{U}(x), o) = u^{-1}(\max\{u(\mathcal{U}(x)) + u(o), u(0)\}) \]
\[ = u^{-1}(\max\{u(\mathcal{U}(x)) + 0, u(0)\}) \]
\[ = u^{-1}(\max\{u(\mathcal{U}(x)), u(0)\}) = u^{-1}(u(\mathcal{U}(x))) = u(x) \]

(Boundary).

\[ I_2 : \text{for proving that } i \text{ is increasing, let } \mu(x) < \mu(w) \text{ and } \mu(y) < \mu(z) . \text{ Then, } i(\mu(x)) > i(\mu(w)) \text{ and } i(\mu(y)) > i(\mu(z)) \text{ and } i(\mu(x)) + i(\mu(y)) > i(\mu(w)) + i(\mu(z)) . \text{ Since } i^{-1} \text{ is decreasing we obtain:} \]
\[ i(\mu(x), \mu(y)) = i^{-1}(\min\{i(\mu(x)) + i(\mu(y)), i(0)) \}) \]
\[ \leq i^{-1}(\min\{i(\mu(w)) + i(\mu(z)), i(0)\}) \leq i(\mu(w), \mu(z)) \]

And

For proving that \( i \) is increasing, let \( \mathcal{U}(x) < \mathcal{U}(w) \) and \( \mathcal{U}(y) < \mathcal{U}(z) \). Then \( u(\mathcal{U}(x)) > u(\mathcal{U}(w)) \) and \( u(\mathcal{U}(y)) > u(\mathcal{U}(z)) \). Because \( u^{-1} \) is increasing, we will have:
\[ u(\mathcal{U}(x), \mathcal{U}(y)) = u^{-1}(\max\{u(\mathcal{U}(x)) + u(\mathcal{U}(y)), u(0)\}) \]
\[ \leq u^{-1}(\max\{u(\mathcal{U}(w)) + u(\mathcal{U}(z)), u(0)\}) \leq u(\mathcal{U}(w), \mathcal{U}(z)) \]

(Monotonicity).

\[ I_3 : i(\mu(x), \mu(y)) = i(\mu(y), \mu(x)) \text{ is obvious} \]

And
\[ u(\mathcal{U}(x), \mathcal{U}(y)) = u(\mathcal{U}(y), \mathcal{U}(x)) \text{ is obvious (Commutative)} . \]

\[ I_4 : \text{We have:} \]
\[ i(i(\mu(x), \mu(y)), \mu(z)) = i^{-1}(i^{-1}(\min\{i(\mu(x)) + i(\mu(y)), i(0))\}, \mu(z)) \]
\[ = i^{-1}(\min\{i^{-1}(\min\{i(i(\mu(x)) + i(\mu(y))), i(0))\}) + i(\mu(z)), i(0)\}) \]

\[ \therefore \ i(i(\mu(x), \mu(y))) < i(0) . \text{Since } i^{-1} \text{ is strictly decreasing. We obtain:} \]
\[ i(i(\mu(x), \mu(y))), \mu(z)) = i^{-1}(\min\{i(i^{-1}(i(\mu(x)) + i(\mu(y)))) + i(\mu(z)), i(0))\}) \]
\[ = i^{-1}(\min\{i(\mu(x)) + i(\mu(y)) + i(\mu(z)), i(0)\}), i(0) = 1 \]
\[ = i^{-1}(i(\mu(x)) + i(\mu(y)) + i(\mu(z))) \]

And
\[ i(\mu(x), i(\mu(y), \mu(z))) = i^{-1}(\mu(x), i^{-1}(\min\{i(\mu(y)) + i(\mu(z)), i(0))\})) \]
\[ = i^{-1}(\min\{i(\mu(x)) + i(i^{-1}(\min\{i(\mu(y)) + i(\mu(z)), i(0))\}), i(0)\}) \]

\[ \therefore \ i(\mu(y)) + i(\mu(z)) < i(0) . \text{Because } i^{-1} \text{ is decreasing strictly, we will have:} \]
\[ i(\mu(x), i(\mu(y), \mu(z))) = i^{-1}(\min\{i(i(\mu(x)) + i(i^{-1}(i(i(\mu(y)) + i(\mu(z)))))), i(0))\}) \]
\[ = i^{-1}(\min\{i(\mu(x)) + i(\mu(y)) + i(\mu(z)), i(0))\}, i(0) = 1 \]
\[ = i^{-1}(i(\mu(x)) + i(\mu(y)) + i(\mu(z))) \]

\[ \therefore \ i(i(\mu(x), \mu(y)), \mu(z)) = i(\mu(x), i(\mu(y), \mu(z))) \]

And we have:
\[ u(u(x), u(y), u(z)) = u^{-1}(u^{-1}(\min\{u(u(x)) + u(u(y))\}, u(0))) \]
\[ = u^{-1}(\min\{u(u(x)) + u(u(y))\} + u(u(z)), u(0)) \]
\[ = u^{-1}(u(u(x)) + u(u(y)) + u(u(z))) \]

\[ \therefore u(u(x)) + u(u(y)) < u(0) \] Since \( u^{-1} \) is strictly decreasing. We obtain:

\[ u(u(x), u(y), u(z)) = u^{-1}(u^{-1}(\min\{u(u(x)) + u(u(y))\} + u(u(z)), u(0))) \]
\[ = u^{-1}(\min\{u(u(x)) + u(u(y)) + u(u(z)), u(0))\}, u(0)) = 1 \]
\[ = u^{-1}(u(u(x)) + u(u(y)) + u(u(z))) \]

And

\[ u(u(x), u(y), u(z)) = u^{-1}(u^{-1}(\min\{u(u(x)) + u(u(y))\} + u(u(z)), u(0))) \]
\[ = u^{-1}(\min\{u(u(x)) + u(u(y)) + u(u(z)), u(0))\}, u(0)) = 1 \]
\[ = u^{-1}(u(u(x)) + u(u(y)) + u(u(z))) \]

\[ \therefore u(u(x)) + u(u(y)) < u(0) \] Since \( u^{-1} \) is strictly increasing. We obtain:

\[ u(u(x), u(y), u(z)) = u^{-1}(\min\{u(u(x)) + u(u(y)) + u(u(z)), u(0))\}, u(0)) = 1 \]
\[ = u^{-1}(u(u(x)) + u(u(y)) + u(u(z))) \]

\[ \therefore u(u(x), u(y), u(z)) = u^{-1}(u^{-1}(\min\{u(u(x)) + u(u(y))\}, u(0))) \]
\[ = u^{-1}(\min\{u(u(x)) + u(u(y))\} + u(u(z)), u(0)) \]
\[ = u^{-1}(u(u(x)) + u(u(y)) + u(u(z))) \]

There exists a continuous additive generator for any IFS \( I = (x, \mu(x), u(x)) \) if we talk about intersection operation \( \mu \) tends to maximum, \( u \) tends to minimum i.e., there is strictly continuous decreasing \( i(\nu(x)) : [0, 1] \to [0, \infty] \), \( i(1) = 0 \) that is uniquely defined up to a multiplicative constant such that for all \( x, y \in [0, 1] \), we will obtain:

\[ i(\nu(x), \nu(y)) = i^{-1}(\min\{i(\nu(x)) + i(\nu(y)), i(0))\}) \]
\[ \text{ and increasing strictly } u(\mu(x)) : [0, 1] \to [0, \infty] \], \( u(1) = 0 \), that is uniquely defined up to a multiplicative constant such that for all \( x, y \in [0, 1] \), we will obtain:

\[ u(\mu(x), \mu(y)) = u^{-1}(\max\{u(\mu(x)) + u(\mu(y)), u(0))\} \]

\text{Proof:}

Let \( i(x, y) = i^{-1}(\min\{i(x) + i(y), i(0))\} \) And

\[ u(x, y) = u^{-1}(\max\{u(x) + u(y), u(0))\} \]. We should prove that they are continuous Archimedean t-norm and t-conorm.

\[ I_i : i(\nu(x), 1) = i^{-1}(\min\{i(\nu(x)) + i(1), i(0))\}) \]
\[ = i^{-1}(\min\{i(\nu(x)) + 0, i(0))\}) \]
\[ = i^{-1}(\min\{i(\nu(x)), i(0))\}) = i^{-1}(i(\nu(x))) = \nu(x) \]

And

\[ u(\mu(x), 0) = u^{-1}(\max\{u(\mu(x)) + u(0), u(0))\}) \]
\[ = u^{-1}(\max\{u(\mu(x)) + 0, u(0))\}) \]
\[ = u^{-1}(\max\{u(\mu(x)), u(0))\}) = u^{-1}(u(\mu(x))) = \mu(x) \]

(Boundary).
$I_2$: For proving that $i$ is increasing, let $u(x) < u(w)$ and $u(y) < u(z)$. Then $i(u(x)) > i(u(w))$ and $i(u(y)) > i(u(z))$ and

\[ i(u(x)) + i(u(y)) > i(u(w)) + i(u(z)). \]

Because $i^{-1}$ is decreasing, we will have:

\[ i^{-1}(i(u(x)) + i(u(y))) \leq i^{-1}(i(u(w)) + i(u(z))). \]

And

For proving that $i$ is increasing, let $\mu(x) < \mu(w)$ and $\mu(y) < \mu(z)$. Then $u(\mu(x)) > u(\mu(w))$ and $u(\mu(y)) > u(\mu(z))$. Because $u^{-1}$ is increasing, we will have:

\[ u(\mu(x), \mu(y)) = u^{-1}(\max\{u(\mu(x)) + u(\mu(y)), u(0))\}) \leq u^{-1}(\max\{u(\mu(w)) + u(\mu(z)), u(0))\}) \leq u(\mu(w), \mu(z)) \]

(Monotonicity).

$I_3$: $i(u(x), u(y)) = i(u(y), u(x))$ is obvious

And

$u(\mu(x), \mu(y)) = u(\mu(y), \mu(x))$ is obvious (Commutative).

$I_4$: We have:

\[ i(i(u(x), u(y)), u(z)) = i^{-1}(i^{-1}(\min\{i(i(u(x)) + i(u(y))), u(0))\}), u(z)) \]

\[ = i^{-1}(\min\{i(i(u(x)) + i(u(y))) + i(u(z)), u(0))\}) + u(z)) \]

\[ = i^{-1}(i(i(u(x)) + i(u(y))) + i(u(z))) \]

And

\[ i(u(x), i(u(y), u(z))) = i^{-1}(u(x), i^{-1}(\min\{i(i(u(y)) + i(u(z))), u(0))\})) \]

\[ = i^{-1}(\min\{i(i(u(y)) + i(u(z))), u(0))\}), i(0)) \]

$\therefore i(u(x)) + i(u(y)) < i(0)$. Since $i^{-1}$ is strictly decreasing. We obtain:

\[ i(i(u(x), u(y)), u(z)) = i^{-1}(\min\{i(i(u(x)) + i(u(y))), i(u(z))), i(0))\}) \]

\[ = i^{-1}(\min\{i(i(u(x)) + i(u(y))) + i(u(z)), i(0))\}), i(0)) \]

And

\[ i(u(x), i(u(y), u(z))) = i^{-1}(u(x), i^{-1}(\min\{i(i(u(y)) + i(u(z))), i(0))\})) \]

$\therefore i(u(x)) + i(u(y)) < i(0)$. Since $i^{-1}$ is strictly increasing. We obtain:

\[ i(i(u(x), u(y)), u(z)) = i^{-1}(\min\{i(i(u(x)) + i(u(y))) + i(u(z))), i(0))\}) \]

\[ = i^{-1}(\min\{i(i(u(x)) + i(u(y))) + i(u(z)), i(0))\}), i(0)) \]

And we have:

\[ u(u(\mu(x), \mu(y)), \mu(z)) = u^{-1}(u^{-1}(\min\{u(\mu(x)) + u(\mu(y)), u(0))\}), \mu(z)) \]

\[ = u^{-1}(\min\{u(u^{-1}(\min\{u(\mu(x)) + u(\mu(y)), u(0))\}) + u(\mu(z)), u(0))\}) \]
\[ u(\mu(x)) + u(\mu(y)) < u(0) \]. Since \( u^{-1} \) is strictly decreasing. We obtain:

\[
\begin{align*}
\quad u & (u(\mu(x), \mu(y)), \mu(z)) = u^{-1}(\min\{u(u^{-1}(u(\mu(x)) + u(\mu(y)))) + u(\mu(z)), u(0)\}) \\
& = u^{-1}(\min\{u(u(\mu(x)) + u(\mu(y))) + u(\mu(z)), u(0)\}), u(0) = 1 \\
& = u^{-1}(u(\mu(x)) + u(\mu(y)) + u(\mu(z)))
\end{align*}
\]

And

\[
\begin{align*}
\quad u & (\mu(x), u(\mu(y), \mu(z))) = u^{-1}(\mu(x), u^{-1}(\min\{u(u(\mu(y)) + u(\mu(z)), u(0)\})) \\
& = u^{-1}(\min\{u(u(\mu(x)) + u(\mu(y))) + u(\mu(z)), u(0)\}), u(0))
\end{align*}
\]

\[ u(\mu(y)) + u(\mu(z)) < u(0) \]. Since \( u^{-1} \) is strictly decreasing. We obtain:

\[
\begin{align*}
\quad u & (\mu(x), \mu(y), \mu(z)) = u^{-1}(\min\{u(u^{-1}(u(\mu(x)) + u(\mu(y)) + u(\mu(z)))), u(0)\}) \\
& = u^{-1}(\min\{u(u(\mu(x)) + u(\mu(y))) + u(\mu(z)), u(0)\}), u(0) = 1 \\
& = u^{-1}(u(\mu(x)) + u(\mu(y)) + u(\mu(z)))
\end{align*}
\]

\[ u(\mu(x), \mu(y), \mu(z)) = u(\mu(x), u(\mu(y), \mu(z))) \] (Associative).

Definition 2 E. Szmidt [2]:

The normalized Hamming distance \( d_{n-H}(A, B) \) between two IFS A and B is defined as:

\[
d_{n-H}(A, B) = \sum_{i=1}^{n} \mu(x_i) - \mu(y_i) + |v(x_i) - v(y_i)| + |\pi(x_i) - \pi(y_i)|, X = \{x_1, x_2, ..., x_n\} \text{ for } i = 1, 2, ..., n.
\]

The normalized Euclidean distance \( d_{n-H}(A, B) \) between two IFS A and B is defined as:

\[
d_{n-H}(A, B) = \left(\sum_{i=1}^{n} \mu(x_i) - \mu(y_i))^2 + (v(x_i) - v(y_i))^2 + (\pi(x_i) - \pi(y_i))^2\right)^{1/2}, X = \{x_1, x_2, ..., x_n\} \text{ for } i = 1, 2, ..., n.
\]

4. Application of Intuitionistic Fuzzy Sets in Corona Covid-19

The decision making issues, especially in the case of medical diagnosis. At every moment of evaluation of an unknown object, there is a fair chance of the existence of a non-null hesitation part. To be more accurate-intuitionist fuzzy sets let us convey, for example, the fact that a patient's temperature increases, and other symptoms are not quite obvious. In this paper in the presence of incomplete evidence and imprecise information we will present intuitionist fuzzy sets as a method for reasoning.

We use intuitionistic fuzzy sets as tool where there is a database, i.e. a description of a set of symptoms S, and a set of diagnoses D, an example of medical diagnosis will be presented. We'll describe a patient's state of knowledge of his / her medical test results that if he / she is sick with corona covid-19 or not. The problem analysis uses the notion of an intuitionistic Fuzzy package. The proposed diagnostic approach includes intuitionistic fuzzy distances, as introduced by E. Szmidt, [2]. It includes three steps:

1) Determination of symptoms as shown in Table 1:

That success is represented by 3 numbers i.e. membership, margin of non-membership and hesitation. The students have obtained the following marks after the different exams as shown in the table below.

| Q       | Temperature  | Headache  | Lost smell sense | Cough | Almond pain |
|---------|--------------|-----------|------------------|-------|-------------|
| Al Bob  | (0.8,0.1,0.1)| (0.1,0,6.0,3)| (0.8,0.2,0.0) | (0.6,0.1,0.3)| (0.6,0.1,0.3) |
| Joe     | (0.0,0.8,0.2)| (0.4,0,4.0,2)| (0.1,0.6,0.3) | (0.1,0.7,0.2)| (0.6,0.1,0.1) |
| Ted     | (0.8,0,1,0.1)| (0,1,0,8,0,1)| (0,6,0,0,0,4) | (0,2,0,7,0,1)| (0,5,0,0,0,5) |
|         | (0,6,0,1,0,3)| (0,4,0,5,0,1)| (0,4,0,3,0,3) | (0,7,0,2,0,1)| (0,4,0,3,0,3) |

Formulation of medical knowledge based on intuitionistic fuzzy relations as shown in Table 2:
Let the set of diagnoses be \( D = \{ \text{Corona Covid-19} \text{ or not} \} \). The considered set of symptoms is \( S = \{ \text{temperature, headache, Lost smell sense, cough, Almond pain} \} \).

The data are given in Table 2: each symptom is described by three numbers: membership \( \mu \), non-membership \( \nu \), hesitation margin \( \pi \). For example, for Corona Covid-19: the temperature is high (\( \mu = 0.7, \nu = 0.0, \pi = 0.3 \)), whereas for no Corona Covid-19: temperature is low (\( \mu = 0.1, \nu = 0.8, \pi = 0.1 \)). In fact, data is exactly the same, but we want to emphasize that the values of all three parameters are important in our approach by specifically including the hesitation margin.

### Table 2. Formulation of Medical.

| R         | Corona Covid-19 | \( \text{jjhhjh} \) |
|-----------|-----------------|---------------------|
| Temperature | (0.7,0.0,0.3)   |                     |
| Headache   | (0.6,0.2,0.2)   |                     |
| Lost smell sense | (0.9,0.0,0.1)   |                     |
| Cough      | (0.7,0.0,0.3)   |                     |
| Almond pain| (0.8,0.1,0.1)   |                     |

The considered set of patients is \( P = \{ \text{Al, Bob, Joe, Ted} \} \). The symptoms characteristic for the patients are given in Table 2 as before, we need all three parameters \( (\mu, \nu, \pi) \) describing each symptom but the data are the same as in Table 1.

Our task is to make a proper diagnosis for each patient \( P_i \), \( i = 1, ..., 4 \). To fulfill the task we propose to calculate for each patient \( P_i \) a distance of his symptoms in Table 1 from a set of symptoms \( s_j \), \( j = 1, ..., 5 \) characteristic for each diagnosis \( d_k \), \( k = 1, ..., 5 \) in Table 2. The lowest obtained distance points out a proper diagnosis.

In E. Szmidt [2] we have proven that the only proper way to measure the most commonly used distances for intuitive fuzzy sets is to take all three parameters into account: membership function, non-membership function and hesitation margin. To be more precise, this is described in (1) as the normalized Hamming distances for all the i-th patient's symptoms from the k-th diagnosis.

The distances (1) for each patient from the considered set of possible diagnose are given in Table 3. The greater than 0.5 suffers from Corona Covid-19: Bob suffers from Corona Covid-19.

2) Determination of diagnosis as shown in Table 3 and Table 4:

### Table 3. Diagnosis Knowledge 1.

| Corona Covid-19 | Al  | Bob | Joe | Ted |
|-----------------|-----|-----|-----|-----|
| Al              | 0.24| 0.50| 0.44| 0.30|
| Bob             | 0.24| 0.50| 0.44| 0.30|
| Joe             | 0.30| 0.56| 0.29| 0.56|
| Ted             | 0.30| 0.56| 0.29| 0.56|

### Table 4. Diagnosis Knowledge 2.

| Corona Covid-19 | Al  | Bob | Joe | Ted |
|-----------------|-----|-----|-----|-----|
| Al              | 0.25| 0.50| 0.44| 0.30|
| Bob             | 0.25| 0.50| 0.44| 0.30|
| Joe             | 0.30| 0.56| 0.29| 0.56|
| Ted             | 0.30| 0.56| 0.29| 0.56|

We obtained the same results, i.e. the same diagnosis of quality for each patient when searching for the solution while applying the standardized Euclidean distance defined in (2). The results are given in Table 4: The greater than 0.5 suffers from Corona Covid-19. As before, Bob suffers from Corona Covid-19.

5. Conclusion

The case study presented in this paper can be applied to a lot of applications in real life. For instance: Political or social event. So, we deduce that intuitionistic fuzzy sets possess a uncertainty about examined objects in databases that we can communicate about. The method used, which performs diagnosis based on the calculation of distances from a considered case to all considered diseases, takes into consideration values of all symptoms. As a result, our method requires the use of weights for all symptoms (some symptoms may be more relevant for some illnesses).
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