Precipitation Forecast Characteristics of Radar Data Assimilation Based on Precipitation Types
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Abstract:

Radar observation data with high temporal and spatial resolution are used in the data assimilation experiment to improve precipitation forecast of a numerical model. The numerical model considered in this study is Weather Research and Forecasting (WRF) model with double-moment 6-class microphysics scheme (WDM6). We calculated radar equivalent reflectivity factor using higher resolution WRF and compared with radar observations in South Korea. To compare the precipitation forecast characteristics of three-dimensional variational (3D-Var) assimilation of radar data, four experiments are performed based on different precipitation types. Comparisons of the 24-h accumulated rainfall with Automatic Weather Station (AWS) data, Contoured Frequency by Altitude Diagram (CFAD), Time Height Cross Sections (THCS), and vertical hydrometeor profiles are used to evaluate and compare the accuracy. The model simulations are performed with and without 3D-VAR radar reflectivity, radial velocity and AWS assimilation for two mesoscale convective cases and two synoptic scale cases. The radar data assimilation experiment improved the location of precipitation area and rainfall intensity compared to the control run. Especially, for the two convective cases, simulating mesoscale convective system was greatly improved.
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1. Introduction

Convective precipitation forecast is one of the most challenging tasks in weather forecasting due to the nonlinear behaviour of the atmosphere. Numerical models are used to generate the high-resolution forecast of weather information. Improvement in the numerical weather prediction (NWP) generally means improvement in the physics and dynamics of the modeling system including model resolution [1,2] as well as improvement in the initial state (analysis) for the model [3-6]. In order to create the initial conditions for an NWP model (state of the atmosphere), in-situ observations are very crucial. One of the important sources of observations are sounding, Automatic Weather Station (AWS), and the remote sensing satellite data. In recent years, radial velocity and equivalent radar reflectivity from Doppler weather radars like Weather Surveillance Radar-1988 Doppler (WSR-88D) have become important sources for higher resolution NWP models.

In cloud analysis schemes, radar data are the key measurements that can assimilate mesoscale features in NWP system [7,8]. For high-resolution NWP system through data assimilation, the radar reflectivity observations have been used to generate dynamically consistent and best analysis field (initial condition). In this methodology, the radar reflectivity observations are used to adjust hydrometeors, cloud temperature and cloud condensations [9]. Souto et al. [10] showed that the inclusion of cloud analysis improves the spatial distribution and the amount of precipitation forecast skill. Sun et al. [11], reports that radar data assimilation can improve the forecasting amount of precipitation but only up to 3-hour forecasts. In addition, digital filters and Newtonian nudging techniques are used to assimilate radar observations without considering the physical processes involved. Weygandt et al. [12] showed that the use of a diabatic digital filter initialization which adjusts latent heating based on radar reflectivity improved short-term forecasts.

During the last few years, for the high-resolution convective forecast, radar observations have been largely used in the data assimilation system in order to improve initial conditions [13]. Several assimilation methods have been developed for assimilating observed data into NWP models in convective scale. These assimilation systems include three-dimensional variational methods (3D-Var; [9,14]); four-dimensional variational methods (4D-Var; [15-17]); ensemble Kalman filter (EnKF; [18,19]) and hybrid method (3D/4D-Var + EnKF; [20-22]). These assimilation methods use observation operator to translate model variables (or control variables) on the model grid to the observed location. The previous study shown using those methods to prepare initial field to improve the precipitation forecasts [17]. Many research communities and operational centers developed and tested the 3D-Var and 4D-Var for radar data assimilation with different observation operator and with different microphysics scheme [23]. Although the 4D-Var, EnKF and hybrid methods show great potential, these approaches still suffer from unaffordable computer costs for the high-resolution model at convection scale. So the cloud analysis and 3D-Var assimilation method are still widely used in research communities [24-26].

In a study by [27] found that 3D-Var analysis with the constraint is able to guide the assimilation process while adding the convective characteristics. Thus, the 3D-Var analysis with the constraint is more accurate when
verified against an independent dataset. Many observing system simulation experiments (OSSE) have been conducted with real radar data and WRF 3D-Var assimilation system to examine the strengths and weaknesses of the system [21,28]. The WRF 3D-Var system has been evaluated and operationally implemented in the Korea Meteorological Administration (KMA; [29]). Many previous studies discuss the 3D-Var data assimilation system at convective scale along with their advantages and disadvantages, when radial wind and reflectivity are available [30-34]. Recently, using Vertically Integrated Liquid Water (VIL) calculated through a Mosaicked 3D radar reflectivity field for severe weather events, a pseudo water vapor and a pseudo in cloud potential temperature were produced and data assimilation was conducted. When simulating the Meiyu-Front cases, the predictability of the convective cloud simulation was improved [32]. In addition, in Italy, a study was conducted to compare predictability by applying WRF 3D-Var and 4D-Var to two flood cases. Through cases study, it was reported that flood predictability was greatly improved when radar data assimilation was performed [33]. In Germany, an idealized experiment carried out on the simulation predictability of convective clouds in complex terrain using a regional-scale ensemble prediction model. Based on this, in realistic experiment, it was mentioned that the ability to simulate convective clouds by terrain was improved when the radar 3D-Var data assimilation was applied [34]. These studies have shown that assimilation of radar radial wind and reflectivity data in NWP system can improve short-range forecast skills.

Min et al. [35] evaluated WRF single moment 6-class (WSM6) and double-moment 6-class (WDM6) microphysics schemes with radar observations for 2011 summer monsoon and convective precipitation cases in Korea. This study showed that the accuracy of the WDM6 scheme is in better agreement with radar observations

Existing radar data assimilation studies were restricted to studies to improve the prediction of mesoscale precipitation, which develops rapidly in a short time at the local scale in the summer, and studies on improving the prediction of precipitation for extratropical cyclones or various synoptic precipitation phenomena are insufficient. Therefore, this study verified the predictability of three-dimensional variational data assimilation using meteorological radar observation data for mesoscale and synoptic scale precipitation phenomena, and analyzed the predictability of precipitation for each case to identify systematic characteristics.

In section 2 we describe the observations used, description of selected cases, the high resolution model configuration, the 3D-Var data assimilation method and evaluation of parameters; section 3 presents the results, and section 4 the summery and discussions.
2. Observations, Method, experiment set up and evaluation methodology

2.1. Observations:

For objective comparison of WRF 3D-Var data assimilation we used three types of observations. These observations are from AWS, high resolution KMA radar reflectivity and radial velocity. The radar data were used after quality control (QC) and thinning. The fuzzy logic algorithm was used to remove anomalous propagation and non-meteorological echoes such as sea clutter, ground clutter and chaffs [36]. Total number of ten radar stations were used in the assimilation system. The data from AWS is also used in the assimilation system to update surface information because the radar stations are located on top of mountains to avoid beam blockage. The parameters from AWS data used in the WRF assimilation system are temperature, wind, air pressure, relative humidity. It should be noted that approximately 675 AWS stations are used in the assimilation. The 24-h AWS observed precipitation is used to compare with the model forecast rainfall. A domain area suitable for data assimilation on a local scale was established, and the detailed topography, observation site, and administrative districts of Korea are shown in Figure 1.

In addition, satellite based NASA Global Precipitation Measurement (GPM) gridded data (Level 3; The Integrated Multi-satellite Retrievals for GPM, IMERG) with horizontal resolution of 0.1° x 0.1° and time resolution of 30 minutes is used to analyze precipitation predictability of NWP. The GPM data has the advantage of supplementing the spatial limit of the rain gauge that can only observe precipitation on land to analyze the cumulative precipitation both over land and ocean.

2.2 Description of selected cases

In this study, we selected the cases based on whether there is Convective Available Potential Energy (CAPE) or Low-Level Jet stream (LLJ) to analyze the precipitation prediction characteristics of 3D-Var radar data assimilation. CAPE indicates thermal instability of the atmosphere, and those below 1,000 m² s⁻² are classified as weak instability, those between 1,000 to 2,500 m² s⁻² are moderate, and those above 2,500 m² s⁻² are high instability with possible convective cloud formation [37]. When a synoptic scale extratropical cyclone develops over the Yellow Sea, the air-sea interaction creates lowering of the central atmospheric pressure and an increase in pressure gradient force. Accordingly, strong winds of more than 12.5 m s⁻¹ with a scale of several hundred to thousand km in the lower atmosphere below 850 hPa are often accompanied with the system (Table 1; Figs. 2, 3).

Case 1 is of a local, heavy rainfall event in the western region of Korea due to rapid growth of convective clouds over the Yellow Sea, north of Changma front. Cold and dry air was introduced to the rear of the 500 hPa trough passing through Manchuria. In addition, high-temperature and humid southerly winds caused by the North
Pacific High were advected, leading to a highly unstable atmosphere with 1365 m² s⁻² of CAPE in Gwangju station. As a result, the convective clouds, which developed strongly at 1230 UTC on July 17, approached the Seoul metropolitan and central inland areas, and cumulative precipitation of 263 mm was observed during the case period with a strong hourly precipitation of 40 mm h⁻¹ or more (Figs. 2a, b).

Case 2 shows a convective cloud emerged by the instability in the upper- and lower-level atmosphere in Gyeonggi-do, Gangwon-do, and Gyeongsang-do. The 500 hPa trough located in Manchuria moved south to the Korean Peninsula. The surface air temperature increased significantly during the day with strong solar radiation, which resulted in more than 50 °C of a temperature difference between the 500 hPa and the surface. This led to an extremely unstable atmosphere, and the CAPE of 1,243 m² s⁻² occurred in Osan. Strong convective clouds developed around the mid-Peninsula inland area, and the inland region was affected by local heavy rains of 50 mm h⁻¹ or more. Also, the accumulated precipitation of 20 – 60 mm was observed in Gangwon-do and Gyeongsang-do. Hail occurred due to the highly instable atmosphere, and farms in southern Gyeonggi-do, Gangwon-do, and northern Gyeongsangbuk-do suffered from severe damages (Figs. 2c, d).

Case 3 is a precipitation event caused by the influence of an extratropical cyclone. An extratropical cyclone in Huazhong, China, which occurred on May 2 at 0000 UTC, passed near the Shandong Peninsula on May 2 and entered the Yellow Sea, where it developed rapidly with the supply of hot and humid air from the ocean. Moreover, the cyclone was located in front of the strong 500 hPa trough with cold air and the divergence zone of the 300 hPa upper-level jet stream coincided with each other, leading to a rapid growth of the cyclone and the emergence of a wide LLJ area. As a result, a stratiform precipitation of less than 5 mm h⁻¹ occurred throughout the Korean Peninsula. The observed AWS accumulated precipitation during the case period was over 80 mm in the central region and 220 mm in Jeju Island (Figs. 3a, b).

Case 4 is an event affected by an extratropical cyclone which developed along the monsoon front. The monsoon front located in Huanan, China moved northward to Huazhong, China by the upper-level trough. In addition, the upper-level jet divergence zone in North Korea rapidly developed the extratropical cyclone, which affected the Korean Peninsula. High temperature and humid air from Huanan, China and East China Sea ascended rapidly, resulting in a LLJ flowing into the Korean Peninsula. During the case period, accumulated precipitation of over 150 mm in the central region of the Korean Peninsula and 120 mm in the southern region were observed (Figs. 3c, d). As mentioned at the beginning of Section 2.2, we classified case 1 and 2 as mesoscale precipitation and case 3 and 4 as synoptic-scale precipitation events in this study. Furthermore, the mesoscale precipitation cases were named as Meso 1 and Meso 2, and the synoptic-scale precipitations as Synop 1 and Synop 2, respectively, for easier recognition.
2.4. WRF Model setup:

We used a state-of-the-art limited area model, referred as Weather Research and Forecasting (WRF) Model version 3.7.1 [38]. The details of model configuration used in the present study are discussed in Table 2. All the forecasts were generated with three nested domains; the outer domain consisting of 301 x 301 grids with 13.5 km horizontal grid resolution in x- and y-direction, the inner domain consisting of 337 x 364 grids (4.5 km horizontal grid resolution), and the innermost domain consisting of 640 x 820 (1.5 km horizontal grid resolution) grid points. The mother domain (13.5 km) is configured to allow large scale synoptic features to propagate appropriately over Korea. The number of vertical levels used is 60, and the top of the model atmosphere is located at 50 hPa. The mother domain is configured to allow large-scale monsoon features over Korean Peninsula. The innermost domain of 1.5 km resolution is needed to account for the complexity of the local topography and to compare directly with the radar observations (Table 2; Fig. 1a). The initial conditions for the outer domain are provided by the National Center for Environmental Prediction (NCEP) Final analysis (FNL) data. The initial condition is enhanced by assimilation of local observations through the WRF 3D-Var schemes [39,40]. The 30-second datasets from United States Geological Survey (USGS) were used to create the surface boundary conditions such as model topography, land use, soil types, and monthly vegetation fraction. The initial, lower and lateral boundary conditions for the inner domains were obtained by interpolating the fields from the outer domain. We also used the WDM6 microphysics scheme in this study for both control run (CTRL) and 3D-Var assimilation run (DA). The WDM6 allow for six types of hydrometeors – vapor mixing ratio ($q_{\text{vapor}}$), rain mixing ratio ($q_{\text{rain}}$), ice mixing ratio ($q_{\text{ice}}$), cloud mixing ratio ($q_{\text{cloud}}$) snow mixing ratio ($q_{\text{snow}}$) and graupel mixing ratio ($q_{\text{graupel}}$) to be predicted in the model [35].

2.5 WRF 3D-Var Assimilation System

The 3D-Var method in WRF data assimilation system is capable to assimilate all types of conventional observations as well as remote sensing observations [14]. The 3D-Var system combines the observations with background information on the model state and uses a linearized forecast model to ensure that the observations are given a dynamically realistic and consistency in the analysis field. In this study, we used incremental WRF 3D-Var data assimilation system [39,40]. The 3D-Var incremental system minimizes a scalar term called the cost function (or objective function, $J$) defined as a function of the analysis increment relative to the first guess (background) using a linearized observation operator. The minimizations subjected to the constraint of observation uncertainty, the difference between the observations and the analysis projected to the observation space using the observations operator ($H$).
The terms $J_o$ and $J_b$ are the cost functions obtained from observation and background term, $R$ is the observation error covariance matrix. The term $d = y_o - H(x_b)$ is the innovation vector, which measures the departure of the observation $y_o$ and the background $x_b$, $H'$ is the linearization of the nonlinear observation operator $H$. The term $v$ is the control variable, where $v = U^{-1}(x - x_b)$, $U$ is the decomposition of the background error covariance $B$ under the constrain $B = UU^T$. The covariance matrix for the regional background error statistics was calculated using NMC method [41] by taking 24-h and 12-h forecasts during the summer period (June, July and August) for the chosen domain with five control variables. These are the stream-function, unbalanced temperature, unbalanced surface pressure, unbalanced velocity potential, and pseudo-relative humidity. The minimization of cost is performed using conjugate gradient method. In all the four cases considered in this study (Table 1) hourly updated data assimilation cycle for 6-h have been made. In each assimilation cycle, observations from radar reflectivity, radial velocity and AWS observations are used during one hour period. In the case of the radar reflectivity data assimilation, it consists of a relative humidity operator and an assimilation algorithm for hydrometeor retrievals [4,5,7,9,14,21,22]. To provide a favorable environment for the formation of hydrometeors, the relative humidity of the numerical weather prediction model was adjusted to 75% if there was a radar reflectivity between 25 dBZ $\sim$ 30 dBZ above the lifted condensation level (LCL), and was adjusted to 85% if it is more than 30 dBZ [22]. The performance of this 3D-Var assimilation system on improving precipitation forecasts is tested using two convective cases in the year 2014, 2017 and two stratiform rain events in the year 2016. In the data assimilation system, it is also important to analyze the data input and the impact of those data in the analysis field. For each assimilation cycle approximately 8-9 stations were assimilated. In case of AWS data, an average of approximately 675 stations are used to assimilate temperature, pressure, and relative humidity in the assimilation system.

### 2.6 Evaluation parameters

For an objective comparison of the forecasts, we consider a number of evaluation parameters described below.

a. **The Contoured Frequency by Altitude Diagram (CFAD)**

The CFAD is a contour plot displaying the frequency distribution of reflectivity in an area of detectable echo volume at each vertical height in a single contour plot. Many studies show that the CFAD is a convenient tool to examine the characteristics of storms, especially for their temporal evolution [35]. The CFAD begins with a histogram calculation using a constant reflectivity bin width within a constant vertical volume [43].
The CFAD ignores the horizontal echo structure and summarizes the frequency distribution information in a single two-dimensional plot. The mathematical descriptions of CFADs are discussed [44]. In this study, to plot CFAD diagram, the area was limited to a radius of 100 km from the observation point, considering the characteristics of the weather radar observation. To exploit the reflectivity information of an area where precipitation occurred, we used the vertical reflectivity information of the area where AWS precipitation of 0.1 mm or more was observed and the vertical interval is 250 m. The histograms are normalized with the total number of points at each vertical level and the results are converted as a percentage value. The average reflectivity ($\overline{Z}_{db}$) and the average of the reflectivity factor in linear units ($\overline{Z}_{db \ linear}$, in mm$^6$ m$^{-3}$) are for each height is calculated as follows:

\[
\overline{Z}_{db} = \frac{1}{N_k} \sum_{i=1}^{n} dBZ_i
\]

\[
\overline{Z}_{db \ linear} = 10 \times \log_{10} \left( \frac{1}{N_k} \sum_{i=1}^{n} 10^{0.1 \times dBZ_i} \right)
\]

Here $N$ is the total number of points at each height (level). In addition, we also calculated the cumulative reflectivity frequencies of the 25th, 50th, and 75th percentiles and include in each of the CFAD plots.
b. *Time-Height Cross Sections (THCS)*

The time–height cross sections diagram is useful to identify the duration of the precipitation and the varying echo tops of the precipitating system. It is used to augment CFAD, which does not reveal time evolution characteristics of reflectivity (and so precipitation) that are related to phase errors in simulating any storm. We calculate the time–height cross sections of simulated reflectivity with 1-h temporal resolution where as radar observations with 20-min resolution (temporal). Also, all the observed datasets were vertically interpolated to 0.25 km from their native polar and the model datasets sigma vertical coordinates to same vertical resolution. The range is limited to approximately 100-km radius. The Bright Band in the time–height cross section is represented by a line that stretches horizontally with higher reflectivity than the neighboring area. It is useful to identify the duration of the precipitation and the varying echo tops of the precipitating system. The time-height cross sections diagram is used to augment CFAD, which does not reveal time evolution characteristics of precipitation that are related to phase errors in simulating storms [35].

c. *Hydrometeor profile analysis*

We conducted the hydrometeor profile analysis to 1) analyze the change in humidity and the hydrometeor distribution in the initial dynamic field of the model through the radar data assimilation and 2) understand the microphysical processes of the clouds compared to the control run. With this, we anlayzed the changes in $q_{vapor}$, $q_{rain}$, $q_{ices}$, $q_{cloud}$, $q_{snow}$, and $q_{graupel}$ due to the generation of clouds and precipitation during the prediction period of the cases, and investigated the cloud microphysical processes of the NWP model and the prediction characteristics of radar data assimilation.


3. Results

3.1 Analysis of the incremental initial field

We analyzed the difference in the incremental initial fields between the data assimilation experiment and the control run by conducting the weather radar data assimilation. Through this analysis, we identified how much improvement was made in the initial field of the model compared to the control run (Figs. 4, 5).

In the initial field of Meso 1 (1430 UTC on July 17, 2014), convective clouds were in the Chungcheong-do region, and the radar reflectivity of more than 30 dBZ were distributed at an altitude of 700 hPa (about 3km) (Fig. 4a). The strong reflectivity in this region was applied to the model through the relative humidity operator, which led the increase in the vapor mixing ratio up to 3 g kg\(^{-1}\) or more, compared to the control run (Fig.4c). As the surrounding area was saturated, the rainwater mixing ratio increased based on the model temperature field classification (Fig. 4e). Strong convective clouds simulated in the Chungcheong-do region showed that the vertical upward airflow was increased by more than 1 m s\(^{-1}\) (Fig. 4d).

In the incremental initial field of Meso 2 (0130 UTC on June 01, 2017), there were convective clouds in the eastern Gyeonggi-do and the western region of Gangwon-do with a strong, vertical reflectivity of 20 – 35 dBZ (Fig. 4e). In the regions where reflectivity exist, the water vapor and rainwater mixing ratio increased by 2~3 g kg\(^{-1}\) and 0.6 g kg\(^{-1}\), respectively. Thus, the atmosphere became saturated, clouds were formed, and precipitation was simulated (Figs. 4f, 4g). A horizontal convergence was formed around the convective clouds simulated in the model and an ascending air increased. The region of cold air at 700 hPa and the southerly winds created an unstable environment where convective clouds developed (Fig. 4h).

On the other hand, in the incremental initial field of Synop 1 (0500 UTC on 02 May 2016), a radar reflectivity of 15 ~ 35 dBZ was distributed at an altitude of 700 hPa (about 3 km) as an extratropical cyclone passed through (Fig. 5a). Due to the radar reflectivity of more than 25 dBZ located over the Yellow Sea, the water vapor mixing ratio increased by about 2 g kg\(^{-1}\). In the western inland of Korea, the water vapor mixing ratio decreased since no clouds were generated compared to the control run (Fig. 5b). Moreover, the rainwater mixing ratio was over-simulated in the control run, which reduced the ratio by 0.5 ~ 1.0 g kg\(^{-1}\) in waters off the Yellow Sea (Fig. 5c). The ascending air slightly increased in the region with increased vapor and rainwater mixing ratios. Throughout the domain, a clockwise rotating high pressure was formed, suppressing the over-simulation of the low pressure (Fig. 5d).

In the incremental initial field of Meso 2 (2300 UTC on June 30, 2016), strong reflectivity up to 45 dBZ was distributed at an altitude of 700 hPa above the Yellow Sea as an extratropical cyclone developed over the approaching Changma front (Fig. 5e). This led to increase in the vapor and rainwater mixing ratios by 3 g kg\(^{-1}\) and 0.5 ~ 0.8 g kg\(^{-1}\) respectively, in the area with the strong reflectivity (Fig. 5f, 5g). Local convergence and cyclonic rotation was formed over the Yellow Sea and Pyongan-do, North Korea, while anticyclonic rotation was formed in the southern region and the southern sea of Korea (Fig. 5h).
Overall, by carefully analyzing the changes in the initial fields of each case, we identified that the humidity and wind information of the initial fields were improved through the assimilation of weather radar data in areas where precipitation was not simulated at all or under simulated or where wind convergence should have occurred.

3.2 Accumulated precipitation

We compared the results of the control run with that of the assimilation run by using the cumulated precipitation information of AWS and GPM (Figs. 6, 7). The AWS cumulated precipitation of Meso 1 was up to 150 mm in the southern Gyeonggi-do (Fig. 6a). For the cumulated precipitation in the control run, a maximum of 40 mm was simulated in Jeollabuk-do and the convective precipitation was not well simulated (Fig. 6c). In contrast, mesoscale precipitation was simulated in the assimilation run and the cumulated precipitation of more than 150 mm was predicted in the mid-region of Korea similar to AWS (Fig. 6d). Precipitation over the ocean also showed improved simulation near the east coast (Figs. 6b, 6d).

During the period of Meso 2, the AWS cumulated precipitation was about 20 ~ 50 mm in Gangwon-do (Fig. 6e). The control run failed to simulate precipitation in the inland of Korea (Fig. 6g). However, improved results were found by simulating mesoscale precipitation in the inland of Korea, Western area of Gangwon-do, Gyeongsang-do, and the east coast through the radar data assimilation (Fig. 6h).

In Synop 1, the AWS cumulated precipitation of 50 - 80 mm was observed in Gyeonggi-do, Chungcheongnam-do, and the southern coast as an extratropical cyclone passed through the Korean Peninsula (Fig. 7a). In the control run, precipitation of up to 110 mm was accumulated on the west coast and in the metropolitan area, which was over-simulated compared to the AWS precipitation (Fig. 7c). In the assimilation run, the result was improved as the over-simulated precipitation on the west coast and the metropolitan area decreased by more than 40 mm. However, the increased precipitation in the southern region was an over-prediction (Fig. 8d). As for the precipitations occurred over the ocean, both the control and assimilation run simulated it well in the Yellow Sea, while both failed to simulate the heavy precipitation over the South Sea (Figs. 7b, 7d).

In Synop 2, a heavy precipitation occurred in the central and northern regions including the metropolitan area in the first half of the case, and in the southern regions in the second half, as an extratropical cyclone developed along the Changma front which passed through the Korean Peninsula. The AWS accumulated precipitation was more than 200 mm in the central region and 100 ~ 150 mm in the southern region (Fig. 7e). The control run was able to simulate the heavy precipitation in the first half of the case but was not able to simulate the southern region system during the second half. The accumulated precipitation from 130 to 150 mm was simulated in the control run (Fig. 7g). On the other hand, through the radar operator, the precipitation simulation was improved in the assimilation run with an increased cumulative precipitation by 20 ~ 40 mm in the central region, as well as in the southern region (Fig. 7h). The accumulated precipitation of over 150 mm at
the southern coast was recorded in the GPM data, but neither the control run nor the assimilation run could simulate the heavy precipitation in the southern coast during the second half (Figs. 7f, 7h). The Synop 2 experiment showed that the effect of the radar data assimilation could not last longer than 12 hours.

### 3.3 CFAD, THCS, and Hydrometeor profile

We analyzed Meso 1 case based on the weather radar of Mt. Oseong (KSN; Fig. 1b). The reflectivity CFAD information of Mt. Oseong radar showed the hydrometeor growth from troposphere to an altitude of about 5.5 km, and the decreased reflectivity at an altitude below 5.5 km. The altitude of the melting layer was not clearly identified due to the localized mesoscale convective precipitation (Fig. 8a). The structure of CFAD was not clear in control run because the model could not simulate the precipitation properly (Fig. 8c). The assimilation run simulated the precipitation, which clearly showed that the hydrometeor grew from the upper to the lower atmospheric layer and that the increased reflectivity led to precipitation (Fig. 8e). The THCS showed reflectivity of 16 ~ 19 dBZ at the beginning of the case, and 28 ~ 32 dBZ was distributed when convective clouds approached the KSN radar site (Fig. 9a; 1500 UTC 17 to 0600 UTC 18 July 2014). The control run failed to properly simulate the precipitation, leading to the under-simulation of the reflectivity during the case period (Fig. 9c). In contrast, the heavy precipitation was simulated through the data assimilation, which in turn simulated a stronger reflectivity compared to control run (Fig. 9e). For the vertical hydrometeor profile, all hydrometeors were increased in the assimilation run (Fig. 10a). The ice and graupel mixing ratios increased above the melting layer, while the rainwater mixing ratio increased significantly below the melting layer, making the middle and upper atmospheric layers more humid compared to that of the control run.

As convective clouds developed rapidly in the metropolitan area in Meso 2 case, the CFAD was generated based on the reflectivity information recorded by the Mt. Gwanak radar (KWK; Fig. 1b). The frequency distribution of the reflectivity was high from the upper layer to an altitude of about 5 km and it decreased at the lower altitude (Fig. 8b). The CFAD of control run was not generated properly because the precipitation was not simulated in the model (Fig. 8d), while the assimilation run clearly showed the growth of the hydrometeor in the CFAD (Fig. 8f). In the THCS, columns of reflectivities ranging from 20 to 32 dBZ were distributed from the lower atmosphere to an altitude of about 8 km (Fig. 9b; 0200 to 1500 UTC 01 June 2017). In the control run, there was no radar reflectivity in the lower atmosphere because the precipitation was not simulated (Fig. 9d). The DA run correctly simulated the precipitation at the beginning of the case and also simulated the strong reflectivity up to an altitude of 10 km (Fig. 9f). The vertical hydrometeor profile indicated all hydrometeors increased in the assimilation run. Similar to Meso 1, the ice and graupel mixing ratios increased above the melting layer and there was a noticeable increase in the rainwater mixing ratio below the melting layer, resulting in an overall humid atmosphere compared to the control run (Fig. 10b).

Recall that Synop 1 was a stratiform precipitation case caused by an extratropical cyclone passing through
the Korean Peninsula. We analyzed the data based on the weather radar of KSN, focusing on the precipitation approaching from the west. The observed reflectivity information confirmed the growth of hydrometeors from the upper atmosphere to an altitude of about 5 km, and the melting layer at an altitude around 4 km, leading to the precipitation below the melting layer. The average reflectivity was 15 dBZ, which can be attributed to the weak precipitation of the extratropical cyclone over the large area (Fig. 11a). The structures of the CFAD was similar in both the control and the assimilation runs. However, the simulated precipitation decreased in the assimilation run, leading to a slightly decreased frequency distribution of the reflectivity around the middle and upper atmosphere above the melting layer (Figs. 11c, 11e). The observed reflectivity information confirmed the growth of hydrometeors from the upper atmosphere to an altitude of about 5 km, and the melting layer at an altitude around 4 km, leading to the precipitation below the melting layer. The average reflectivity was 15 dBZ, which can be attributed to the weak precipitation of the extratropical cyclone over the large area (Fig. 11a). The structures of the CFAD was similar in both the control and the assimilation runs. However, the simulated precipitation decreased in the assimilation run, leading to a slightly decreased frequency distribution of the reflectivity around the middle and upper atmosphere above the melting layer (Figs. 11c, 11e). In the THCS from Mt. Oseong, the reflectivities of 20 ~ 30 dBZ were distributed over the entire case period (Fig. 12a; 0600 UTC 02 to 0600 UTC 03 May 2016). Both the control and assimilation runs showed a similar structure of the THCS, but the assimilation run simulated the reflectivity of about 3 ~ 5 dBZ lower than in the control run (Figs. 12c, 12e). The reason for the reduced reflectivity of the assimilation run can be attributed to two factors. One is that the radar reflectivity was observed to be less than 25 dBZ for the most case period of Synop 1, and the relativity humidity operator was not properly applied when performing the data assimilation. The other is the atmosphere became drier compared to that in the control run since the vapor mixing ratio decreased. The vertical hydrometeor profile in the atmosphere was simulated in a similar way both in the control and assimilation runs, but overall, the hydrometeors decreased in the assimilation run (Fig. 13c).

Synop 2 was a case where precipitation occurred as an extratropical cyclone, which developed along the Changma front that passed through the Korean Peninsula. The analysis was conducted based on the weather radar of Mt. Gwangdeok (GDK; Fig. 1a). The observed reflectivity data confirmed the hydrometeor growth up to an altitude of about 5 km from the upper atmosphere, and also the existence of the melting layer at an altitude of around 4.5 km. The average reflectivity was approximately 25 dBZ in the lower atmosphere (Fig. 11b). Both the control and the assimilation runs showed the frequency distribution of the reflectivity of the upper and lower atmospheres higher than the observed reflectivity. The reflectivity increased from the melting layer at an altitude of about 5 km, which led to the precipitation. The heavy blue solid line indicating the average reflectivity decreased by about 5 dBZ in the assimilation run (Figs. 11d, 11f). In the THCS, the reflectivity up to 35 dBZ was distributed until the middle of the case period due to heavy precipitation (Fig. 12b; 0000 UTC 01 to 0000 UTC 02 July 2016). A strong reflectivity of more than 35 dBZ was distributed both in the control and assimilation runs. However, a relatively weak reflectivity was simulated in the assimilation run (Figs. 12d, 12f). Similar to the CFAD and the THCS information, the vertical hydrometeor was also reduced by the data assimilation (Fig. 13d).

3.4 Verification of the precipitation

To verify the predictability of precipitation simulation for WRF control and assimilation experiments, we
conducted a quantitative precipitation comparison using approximately 680 nationwide AWS surface precipitation data. We calculated Fractional Skill Score (FSS), Equitable Threat Score (ETS), and Probability of Detection (POD) based on the precipitation intensity of 1 mm h\(^{-1}\) and 10 mm h\(^{-1}\) for the results obtained from the four case experiments (Table 3). In addition, we calculated pattern correlation to verify the spatial predictability of the model’s precipitation forecasts (Fig. 14; Table 4). Meso 1 and Meso 2 were localized mesoscale convective precipitation cases. For all precipitation intensities of 1 mm h\(^{-1}\) and 10 mm h\(^{-1}\), the assimilation run improved results compared to the control run. However, for Synop 1 and Synop 2, where synoptic-scale induced precipitation occurred, the verification score in the assimilation run was not improved distinctively compared to the control run. Similarly, the spatial correlation of precipitation was significantly improved in the case of mesoscale convective precipitation (Table 4.2). Based on the verification results, it can be determined that the 3D-Var assimilation using weather radar observation data is more effective in improving localized mesoscale precipitation events than the synoptic-scale driven precipitation events.

4. Summary and Discussions:

In this study, we analyzed the prediction characteristics of 3D-Var assimilation using weather radar observation data for four precipitation cases which occurred in Korea. The four cases selected for data assimilation runs were: (1) a mesoscale convective system which occurred on July 17, 2014; (2) a mesoscale precipitation that occurred on June 1, 2017; (3) a stratiform precipitation caused by an extratropical cyclone which occurred on May 2, 2016; and (4) a precipitation caused by a low pressure that developed along the monsoon rain band on July 1, 2016.

In Meso 1, the assimilation run with the radar data assimilation successfully simulated the precipitation that was not simulated in the control run. Analyzing the CFAD, THCS, and the vertical hydrometeor profile, the NWP model simulated stronger reflectivity than the observed data with the data assimilation. The stronger and intensive precipitation in the first half led to a dried atmosphere in the second half of the period, and the precipitation simulation ended earlier. An improved result was obtained in Meso 2 by simulating a localized mesoscale convective precipitation in the Seoul metropolitan area, Western area of Gangwon-do, and Gyeongsang-do, which was not simulated in the control run. Synop 1 was a synoptic-scale precipitation event caused by an extratropical cyclone passing through the Korean Peninsula in Spring. Compared with the observed reflectivity data, both the control and the assimilation run over-simulated the reflectivity. However, the assimilation experiment showed a similar precipitation pattern with that of the AWS accumulated precipitation. In Synop 2, heavy precipitation occurred in the central region during the first half of the period and in the southern region during the second half, as the cyclone developed along the Changma front passing through the Korean Peninsula. Although the control run failed to simulate the precipitation in the southern region during the second half, the assimilation run improved precipitation predictability in the southern region. Overall, the radar reflectivity
through the data assimilation was over-simulated in all four cases through the CFAD, THCS, and vertical hydrometeor profile analyses.

To analyze the characteristics of precipitation simulation on the four cases, we conducted a quantitative verification using AWS accumulated precipitation information. In Meso 1 and 2, where the CAPE was high due to an unstable atmosphere, the predictability of precipitation was improved with the FSS, ETS, and POD increased by about 0.2. As for the spatial pattern of precipitation, it was increased by 0.7 in Meso 1, suggesting a great improvement in the spatial pattern predictability of precipitation. On the other hand, the spatial predictability in Meso 2 data assimilation was not significantly improved compared to the control simulation. Further, as shown in the verification results of FSS, ETS, and POD through the AWS accumulated precipitation, there was little improvement in Synop 1 and 2, which were synoptic-scale precipitation events with low-level jet stream, compared to the control run. The spatial pattern predictability of precipitation did not improve significantly either. Based on these results, it can be said that the precipitation predictability in cases of a localized mesoscale convective precipitation is significantly improved through the 3D-Var assimilation using the weather radar data.

This study showed that it is suitable to apply weather radar observation data, which has a high temporal and spatial resolution, to a numerical prediction model for simulating meteorological phenomena that can occur on a local scale. According to the results of this study, it was analyzed that the WRF model tends to over-simulate reflectivity compared to radar observations. Therefore, it is necessary to conduct further research for improving the precipitation predictability by adjusting the observation operator in the data assimilation or improving the cloud microphysical processes of responsible for generating hydrometeors that lead to precipitation. Lastly, studies with advanced data assimilation methods should be conducted to improve the NWP model forecast skills at multiple scales.
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Table 1. Overview of precipitation cases.

| Case | Case periods | Maximum CAPE (m$^2$ s$^{-2}$) | Existence of low level jet (below 850 hPa) | Characteristics |
|------|--------------|-------------------------------|---------------------------------------------|-----------------|
| 1    | Meso 1       | 2014. 07. 17. 1500 UTC        | Gwang-ju : 1365 (2014.07.18.0000UTC)        | No              | Mesoscale precipitation |
|      |              | 2014. 07. 18. 0600 UTC        |                                             |                 |                           |
| 2    | Meso 2       | 2017. 06. 01. 0200 UTC        | Osan : 1243 (2017.06.01.0000UTC)           | No              |                           |
|      |              | 2017. 06. 01. 1500 UTC        |                                             |                 |                           |
| 3    | Synop 1      | 2016. 05. 02. 0600 UTC        | Gwang-ju : 97 (2016.05.02.0600UTC)         | Yes             | Synoptic scale embedded precipitation |
|      |              | 2016. 05. 03. 0600 UTC        |                                             |                 |                           |
| 4    | Synop 2      | 2016. 07. 01. 0000 UTC        | Osan : 573 (2016.07.01.0600UTC)            | Yes             |                           |
|      |              | 2016. 07. 02. 0000 UTC        |                                             |                 |                           |

Table 2. Selected configuration and parameterization schemes used in the Unified Model simulation.

| Category                        | Characteristics                                                                 |
|---------------------------------|---------------------------------------------------------------------------------|
| Horizontal resolution           | 13.5 km, 4.5 km and 1.5 km (2 nested grid / 3 domains)                           |
| # of grids (d01 | d02 | d03)                          | 301×301×60 | 337×364×60 | 640×820×60                          |
| Vertical layer information      | 60 sigma levels up to 50 hPa                                                    |
| Microphysics                   | WDM6 scheme                                                                     |
| Radiation                       | RRTM long / short wave scheme                                                   |
| Cumulus parameterization        | Kain-Fritsch scheme (domain 3 off)                                              |
| Planetary Boundary Layer        | YSU scheme                                                                      |
| Surface                         | Revised MM5 Monin-Obukhov Similarity scheme                                      |
| Land surface model              | RUC LSM scheme                                                                  |
Table 3. Results of precipitation verification for cases.

| Case   | rainrate | 1 mm  | 10 mm |
|--------|----------|-------|-------|
|        |          | CTRL  | DA    | CTRL  | DA    |
| Meso 1 | FSS      | 0.180 | 0.328 | 0.052 | 0.235 |
|        | ETS      | -0.002| 0.029 | -0.003| 0.013 |
|        | POD      | 0.030 | 0.180 | 0      | 0.107 |
| Meso 2 | FSS      | 0.144 | 0.278 | 0.081 | 0.194 |
|        | ETS      | 0.043 | 0.097 | 0.003 | 0.078 |
|        | POD      | 0.109 | 0.196 | 0.017 | 0.184 |
| Synop 1| FSS      | 0.637 | 0.709 | 0.363 | 0.401 |
|        | ETS      | 0.086 | 0.191 | 0.051 | 0.059 |
|        | POD      | 0.481 | 0.549 | 0.269 | 0.284 |
| Synop 2| FSS      | 0.644 | 0.602 | 0.529 | 0.481 |
|        | ETS      | 0.146 | 0.147 | 0.127 | 0.132 |
|        | POD      | 0.594 | 0.569 | 0.284 | 0.269 |

Table 4. Results of precipitation pattern verification for cases.

| Case   | score | Pattern correlation |
|--------|-------|---------------------|
|        |       | CTRL    | DA    |
| Meso 1 | -0.093| 0.728   |       |
| Meso 2 | 0.147 | 0.253   |       |
| Synop 1| 0.614 | 0.649   |       |
| Synop 2| 0.484 | 0.507   |       |
Figure 1. A map show (a) Nested domains of WRF model used in this study. Shading color indicates terrain height (meters), (b) Location of the observation site (red color makers are KMA radar sites and cyan color markers are KMA AWS sites), (c) Locacion of South Korea in the Eastern Asia, and (d) Provinces of South Korea., respectively.
Figure 2. Synoptic scale analysis for Meso 1 (upper panel; 0000 UTC 18 July 2014) and Meso 2 (bottom panel; 0000 UTC 01 June 2017). (a, c) Synthesis weather chart, and (b, d) skew T – log P diagram. Skew T – Log P diagram of the upper panel is Gwang-ju, and bottom panel is Osan observation site.
Figure 3. Same as Figure 2 but for Synop 1 (upper panel; 0000 UTC 03 May 2016, Osan) and Synop 2 (bottom panel; 1200 UTC 01 July 2016, Osan).
Figure 4. Initial field difference (DA - CTRL) at 700 hPa height for Meso 1 (top panel; 1430 UTC 17 July 2014) and Meso 2 (bottom panel; 0130 UTC 01 June 2017). (a, e) Radar reflectivity, (b, f) difference of vapor mixing ratio, (c, g) difference of rain mixing ratio, and (d, h) difference of wind components (U, V is vector and W is shaded).
Figure 5. Same as Figure 4 but for Synop 1 (top panel: 0500 UTC 02 May 2016) and Synop 2 (bottom panel: 2300 UTC 30 June 2016).
Figure 6. Accumulated precipitation for Meso 1 (top panel) and Meso 2 (bottom panel): (a, e) AWS, (b, f) GPM IMERG, (c, e) WRF CTRL experiment, and (d, h) WRF DA experiment, respectively.
Figure 7. Same as Figure 6 but for Synop 1 (KSN radar site) and Synop 2 (GDK radar site).
Figure 8. Averaged CFAD for Meso 1 and Meso 2 periods. (a, b) Radar observation, (c, d) WRF CTRL experiment, and (e, f) WRF DA experiment. Left panel (a, c, e) is KSN radar site and right panel (b, d, f) is KWK radar site.
Figure 9. THCS for Meso 1 and Meso 2 periods. (a, b) Radar observation, (c, d) WRF CTRL experiment, and (e, f) WRF DA experiment. Left panel (a, c, e) is KSN radar site and right panel (b, d, f) is KWK radar site.
Figure 10. Difference of vertical hydrometeor profiles for all cases. Black line is temperature (solid) and dew-point temperature profile (dashed). Other colors are hydrometeor profiles (orange, $q_{\text{cloud}}$; blue, $q_{\text{rain}}$; green, $q_{\text{ice}}$; cyan, $q_{\text{snow}}$; purple, $q_{\text{graupel}}$). (a) Meso 1 (KSN radar site) and (b) Meso 2 (KWK radar site).
Figure 11. Same as Figure 8 but for Synop 1 (KSN radar site) and Synop 2 (GDK radar site).
Figure 12. Same as Figure 9 but for Synop 1 (KSN radar site) and Synop 2 (GDK radar site).
Figure 13. Same as Figure 10 but for Synop 1 (KSN radar site) and Synop 2 (GDK radar site).
Figure 14. Comparison of the pattern correlation of 1 hour accumulated precipitation between WRF DA and WRF CTRL. Red line is WRF DA experiment and blue line is WRF CTRL experiment. (a) Meso 1, (b) Meso 2, (c) Synop 1, and (d) Synop 2, respectively.