The basins of attraction of the global minimizers of non-convex inverse problems with low-dimensional models in infinite dimension
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Non-convex methods for linear inverse problems with low-dimensional models have emerged as an alternative to convex techniques. We propose a theoretical framework where both finite dimensional and infinite dimensional linear inverse problems can be studied. We show how the size of the basins of attraction of the minimizers of such problems is linked with the number of available measurements. This framework recovers known results about low-rank matrix estimation and off-the-grid sparse spike estimation, and it provides new results for Gaussian mixture estimation from linear measurements.
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1. Introduction

Many inverse problems can be modeled as follows. From \( m \) noisy linear measurements \( y \in \mathbb{C}^m \) defined by a projection on functions \( (\alpha_l)_{1 \leq l \leq m} \) (e.g. Fourier measurements):

\[
y_l = \langle x_0, \alpha_l \rangle + e_l
\]

where \( e = (e_l)_{1 \leq l \leq m} \) is an additive noise with finite energy, we aim at recovering the unknown \( x_0 \). This model is particularly used for imaging problems where the signal (e.g. a sound, an image, etc) must be recovered from digital measurements. The linear form \( x \rightarrow \langle x, \alpha_l \rangle \) typically models the response of the \( l \)-th sensor for a signal \( x \). Let \( \mathcal{D} \) be a space containing functions used to measure \( x_0 \) (e.g. a Banach space of smooth functions in infinite dimension or a set of vectors in finite dimension). The measurement described by Equation (1.1) makes sense for any signal \( x_0 \) living in the dual space \( \mathcal{D}^* \) of \( \mathcal{D} \). The bracket \( \langle \cdot, \cdot \rangle \) is then a duality product between \( \mathcal{D}^* \) and \( \mathcal{D} \).

In our framework, the space \( \mathcal{D}^* \) is a locally convex topological vector space with weak-* topology (we will recall in Section 2 some tools that are relevant for our study). The measurement process is summarized

\[
y = Ax_0 + e,
\]

where the linear operator \( A \) is a weakly-* continuous linear measurement operator from \( \mathcal{D}^* \) to \( \mathbb{C}^m \) defined, for \( l = 1, \ldots, m \), by

\[
(Ax_0)_l := \langle x_0, \alpha_l \rangle.
\]

This weak topology is natural for the study of inverse problems in spaces of measures and distributions where many signals can be modeled (e.g. off-the-grid spikes [11]). We will see in particular that the related weak notion of differentiability is sufficient to study descent algorithms that we will consider in this article.
The theory of inverse problems with low-dimensional models has shown that it is possible to recover $x_0$ when it belongs to a low-dimensional model $\Sigma$ with the procedure

$$x^* \in \arg \min_{x \in \Sigma} \|Ax - y\|_2^2$$

provided $A$ is adequately chosen (e.g. fulfills a restricted isometry property (RIP) on the secant set $\Sigma - \Sigma[8]$, see Section 2.3). The estimation method (1.4) is called an ideal decoder for the considered inverse problem and low-dimensional model. It has been shown in very generic settings that it is possible to build compressive measurement operators having the required restricted isometry property for low-dimensional recovery [18, 22, 23, 30].

In imaging applications, the goal is often to guarantee that $x^*$ is close to $x_0$ at a given precision. To describe this, we suppose that such guarantees can be described within a Hilbert space $(\mathcal{H}, \| \cdot \|_\mathcal{H})$ such that $\Sigma \subset \mathcal{H}$ (the Hilbert space assumption could be dropped to a metric space setting in our proofs but all our examples fall within the Hilbert space case). In other words, we want to ensure that the non-convex decoder (1.4) satisfies

$$\|x^* - x_0\|_\mathcal{H}^2 \leq C\|e\|_\mathcal{H}^2,$$

where $C$ is an absolute constant with respect to $e$ and $x_0 \in \Sigma$.

We place ourselves in a context where the number of measurements, either deterministic or random, guarantees that (1.5) is obtained with the non-convex decoder (1.4), under a RIP assumption. The RIP is usually guaranteed by using a sufficient number of measurements with respect to the dimension of the low-dimensional model $\Sigma$. This assumption has been a cornerstone of the qualitative study of compressed sensing, sparse recovery [21] and general inverse problems with low-dimensional models [36].

Even if the decoder (1.4) is guaranteed to recover $x_0$ (up to the noise level), it is in general not convex and thus difficult to evaluate. To cope with that, one can try to find a convex regularized minimization problem with similar recovery guarantees. Although very successful in some examples (sparse recovery in finite dimension), this approach leads to algorithms that have computational scaling problems in some other examples (off-the-grid sparse recovery). Another general difficulty is the choice of the right convex regularization given a low-dimensional model [37, 38]. Another approach is to directly perform optimization (1.4) with a simple initialization followed by a descent algorithm procedure. This non-convex approach has been proposed for low-rank matrix factorization [5, 42], blind deconvolution [29], blind calibration [10], phase recovery [41] and off-the-grid sparse spike estimation [34, 35].

We propose a unified framework that follows the same idea. We consider inverse problems where the low-dimensional model can be parametrized by $\mathbb{R}^d$ and we propose a general study of gradient descent in the parameter space (that can be easily extended to other descent algorithms).

### 1.1 Parametrization of the model set $\Sigma$

Let the low-dimensional model set $\Sigma \subset \mathcal{D}^*$ be a cone (an assumption we make throughout the whole article) and $x_0 \in \Sigma$. Cones are positively homogenous sets, i.e. for any $x \in \Sigma$ and $\lambda > 0$, $\lambda x \in \Sigma$.

We consider a particular (yet wide) class of inverse problems, where the low-dimensional model can be described by a (possibly constrained) parametrization in $\mathbb{R}^d$.

**Definition 1.1 (Parametrization of $\Sigma$)** A parametrization of $\Sigma$ is a function $\phi : \mathbb{R}^d \to \mathcal{D}^*$ such that $\Sigma \subset \phi(\mathbb{R}^d) = \{\phi(\theta) : \theta \in \mathbb{R}^d\}$.

Our goal is to study the optimization problem (1.4) in the parameter space.
DEFINITION 1.2 (Local minimum) The point $\theta \in \mathbb{R}^d$ is a local minimum of $g : \mathbb{R}^d \to \mathbb{R}$ if there is $\epsilon > 0$ such that for any $\theta' \in \mathbb{R}^d$ such that $\|\theta - \theta'\|_2 \leq \epsilon$, we have $g(\theta) \leq g(\theta')$.

We define the reciprocal image of $\Sigma$ in the parameter space as

$$\Theta := \phi^{-1}(\Sigma)$$

(1.6)

and the parametrized functional

$$g(\theta) := \|A\phi(\theta) - y\|_2^2.$$  

(1.7)

We consider the problem

$$\theta^* \in \arg \min_{\theta \in \Theta} \|A\phi(\theta) - y\|_2^2.$$  

(1.8)

As we study descent algorithms in $\mathbb{R}^d$, we suppose in this article that $\Theta$ is an open set of $\mathbb{R}^d$. This guarantees that the gradient of $g$ is 0 at $\theta^*$ even when $\Theta \subsetneq \mathbb{R}^d$ and that $\phi(\theta^*)$ is a minimizer of (1.4).

The model we have just described encompasses the following situations that will be studied in details within our framework in Section 3.

- Low-rank symmetric positive semi-definite (PSD) matrix estimation. We set $\mathcal{D} = \mathcal{D}^* = \mathbb{R}^{p \times p}$, $d = p \times r$, $\phi(Z) = ZZ^T$ ($\Theta$ is identified with the set of $p \times r$ matrices and $\Sigma = \Sigma_r$ is the set of PSD matrices of rank lower than $r$), see Section 3.1.

- Sparse off-the-grid estimation. The space $\mathcal{D}$ is the set $\mathcal{C}_b^2(\mathbb{R}^p)$ of twice-differentiable bounded functions on $\mathbb{R}^p$ with bounded derivatives. The space $\mathcal{D}^*$ contains the set of compactly-supported distributions on $\mathbb{R}^p$ of order less than 2. We have that $d = k(p + 1)$, $\phi(a,t) = \sum_{i=1}^k a_i \delta_t$, $\Sigma = \Sigma_{k,\epsilon}$ the set of $\epsilon$-separated sums of $k$ spikes, see Section 3.2.

- Gaussian mixture modeling from compressed data set. We have $\mathcal{D} = \mathcal{C}_b^2(\mathbb{R}^p)$ and $\mathcal{D}^*$ contains the space of signed measures over $\mathbb{R}^p$, $d = k(\frac{p(p+1)}{2} + p + 1)$, $\phi(w,t,\Gamma) = \sum_{i=1}^k w_i \mu_{t,\Gamma}$ where $\mu_{t,\Gamma}$ is the Gaussian distribution with mean $t$ and covariances $\Gamma = (\Gamma_1, \ldots, \Gamma_k)$. The set $\Sigma = \Sigma_{k,\epsilon,P}$ is the set of $\epsilon$-separated (with respect to an appropriate metric) sums of $k$ Gaussian distributions with eigenvalues of covariances bounded in $(P,\tilde{P})$. See Section 3.3 for the study of Gaussian mixture models (GMM) with fixed covariance.

In order to link the gradient of $g$ with properties of $A$, we must be able to apply a chain rule that uses the derivatives of $\phi$. The weak-* topology permits to define such derivatives in a weak sense. The important features needed for $\phi$ will be to follow this weak differentiability assumption (see Section 2), a local Lipschitz behavior around the global minimum and local boundedness properties on its derivatives.

Note that $\phi$ is not injective in general. A consequence is that the differential of $\phi$ might have a non trivial kernel. This requires to adapt conventional convergence proofs to this generic setting (see Section 2.4).

1.2 Basin of attraction and descent algorithms

To perform the minimization (1.8), we consider the gradient descent with fixed step $\tau$

$$\theta_{n+1} = \theta_n - \tau \nabla g(\theta_n)$$

(1.9)
where \( \theta_0 \in \mathbb{R}^d \) is the initialization. Note that any descent algorithm could benefit from our framework (e.g. one can consider block coordinate descent to deal with the case of Gaussian mixtures with variable covariances). We choose the fixed step gradient descent for the simplicity of the analysis.

As only recovery of \( x^* \in \Sigma \) matters to us, we propose the following definition of basin of attraction as we will work under conditions where any minimizer of \( g \) will lead to recovery guarantees (1.5).

**Definition 1.3 (Basin of attraction)** We say that a set \( \Lambda \subset \mathbb{R}^d \) is a \( g \)-basin of attraction of \( \theta^* \in \Lambda \) if there exists \( \tau_0 > 0 \) such that for any \( \tau \in (0, \tau_0) \), if \( \theta_0 \in \Lambda \), then the sequence \( g(\theta_n) \) with \( \theta_n \) defined by (1.9) converges to \( g(\theta^*) \).

This notion of basin of attraction is specific to this work in order to manage the potential indeterminacies of the parametrization. In terms of performance of the estimation, for any initialization in a \( g \)-basin of attraction of \( \theta^* \), we will have (Corollary 2.2)

\[
\| \phi(\theta_n) - x_0 \|_{\mathcal{M}}^2 \leq C \| e \|_{\mathcal{H}}^2 + O \left( \frac{1}{n} \right).
\]

(1.10)

In other words, the gradient descent leads to an estimation of \( x_0 \) that verifies the recovery guarantee (1.5) with respect to the norm \( \| \cdot \|_{\mathcal{M}} \) that was chosen to quantify the estimation performance of minimization (1.4), provided the initialization is in a basin of attraction of \( \theta^* \).

Following classical optimization results (see e.g. [3, 15]), an open set \( \Lambda \) containing \( \theta^* \) is a \( g \)-basin of attraction of a global minimizer \( \theta^* \) if

- \( g \) is differentiable with Lipschitz gradient;
- \( g \) is convex on \( \Lambda \);
- for all \( n, \theta_n \in \Lambda \).

To deal with indeterminacy, we will show in our main theorem that the convexity property is only needed in relevant directions chosen between the current point and the closest minimizer (within equivalent parametrizations).

Finding a good initialization is a difficult problem that was solved practically and theoretically in selected applications such as phase recovery, and only practically for some others (e.g. of the grid super-resolution in 2D). We discuss possible leads for the systematic study of this problem in Section 4. Also, note that we focus on convergence of descent algorithms in this article, thus leading to the convergence speed (1.10). The study of faster convergence (i.e. geometric convergence) typically requires strong convexity, and thus would require a notion of “strong basin of attraction”, which is left for future work.

1.3 Related work

This work unifies recent results on descent algorithms for non-convex optimization for inverse problems with low-dimensional models in both finite and infinite dimension, such as low-rank matrix recovery, phase recovery, blind deconvolution (whose common properties are highlighted in [13]) and off-the-grid sparse spike estimation [34, 35]. We choose the point of view of optimization in the parameter space to keep things as simple as possible from a practical perspective. In [2], conditions on constraints in the parameter space were given in addition to a local convexity hypothesis on the studied functional to guarantee the success of projected gradient descent. We systematically link the measurement operator properties and the properties of the parametrization function to give explicit basins of attraction for
simple gradient descent. This requires to work in infinite dimensional spaces where the low dimensional model can live. The authors of [6] give properties of measurement operators that are sufficient for the success of iterative projections (which can be seen as a projected gradient descent) and an application for infinite union of subspaces (symmetric cones in real vector spaces). While of great interest in some of our examples (such as sparse spike estimation [35]), performing the projection step is in general not trivial, thus motivating the study of the simpler gradient descent.

Another approach is to define the descent algorithm directly on the manifold $\Sigma \subset D^*$ [7] or even a lifted version of $D^*$ [14]. The main difficulty with this approach is to define the gradient on the manifold, since the tangent space of $\Sigma$ might not stay in a “natural” ambient space. For example, for the case of recovery of separated Diracs on the space of measures, the “tangent space” includes distributions of order 1 (that is, distributions that only involve derivatives of order $\leq 1$ of the test functions, see [24]) which are not measures. We define a minimal framework starting from the measurement process that allows us to study the non-convex optimization method (1.4). Such minimal structures for regularized inverse problems in Banach spaces have been mentioned in the case of off-the-grid spike recovery [17] and they have been studied precisely in [40]. As no particular metric is needed for the recovery process (only for measuring the success of recovery) on $D^*$, we can give our result with only the weak-* topology on $D^*$ and the norm used to quantify estimation errors in $\Sigma$.

### 1.4 Contributions

We aim at giving a unified understanding at non-convex inverse problems with low-dimensional models frequently found in signal processing and machine learning in finite and infinite dimension. For low-dimensional models which can be parametrized in $\mathbb{R}^d$:

- We give a minimal framework where the gradient descent in the space of parameters can be described.
- We describe how basins of attraction of the global minimum can be studied, and how their size can be linked to the number of measurements in general under regularity conditions on the parametrization functional. This study is summarized by the general Theorem 2.8 and its Corollary 2.1 (which is used for our examples).
- We describe how this framework can be applied to the examples of low-rank matrix recovery and off-the-grid spike super-resolution, and we give new results for the estimation of Gaussian mixture models (such results were never given in the GMM case to the best of our knowledge).
- We present the general initialization technique by backprojection within our framework and we discuss its practical difficulties.

### 2. Explicit basins of attraction of the global minimizers

We define precisely a framework where commonly encountered linear inverse problems can be studied. In this framework, we can study the non-convex minimization problem (1.8). In particular, we give conditions which guarantee that explicit basins of attraction of the global minimizers of the function $g$ can be given. Notations used in the article are summarized in Section 6.1.

#### 2.1 Definitions

In our motivating examples, $D$ is a Banach space.
DEFINITION 2.1 Let \( x_n \in \mathcal{D}^* \). The sequence \( (x_n)_n \) converges to \( x \in \mathcal{D}^* \) for the weak-* topology if for all \( \alpha \in \mathcal{D} \)
\[
\langle x_n, \alpha \rangle \to \langle x, \alpha \rangle.
\]
(2.1)
In this case, we denote \( x_n \rightharpoonup x \).

By construction of \( \mathcal{D}^* \) and its weak-* topology, the operator \( A \) defined by (1.3) is a linear weak-* continuous operator over \( \mathcal{D}^* \), which implies that for any \((x_n)_n\) such that \( x_n \rightharpoonup x \), \( Ax_n \to Ax \) (see Section 6.2 for the precise definition of weak-* continuity).

In selected examples, the considered objects are generally not Fréchet differentiable. We thus use the notion of weak-* Gateaux differentiability [19], which is based on directional derivatives.

DEFINITION 2.2 (Differential, directional derivative) In \( \mathcal{D}^* \), a map \( \phi : \mathbb{R}^d \to \mathcal{D}^* \) is weak-* Gateaux differentiable at \( \theta \) if there exists a linear map \( L_\theta(\phi) : \mathbb{R}^d \to \mathcal{D}^* \) such that for all \( u \in \mathbb{R}^d \),
\[
\frac{\phi(\theta + hu) - \phi(\theta)}{h} \rightharpoonup_{h \to 0} L_\theta(\phi)u
\]
(2.2)
We write \( \partial_u \phi(\theta) = L_\theta(\phi)u \), and \( \frac{\partial \phi(\theta)}{\partial \theta_i} \) the derivative in the direction of the \( i \)-th canonical vector of \( \mathbb{R}^d \).

In the following sections, we shall assume that \( \phi \) is twice weak-* Gateaux differentiable, i.e. \( \phi \) is weak-* Gateaux differentiable and for any \( u \), \( \partial_u \phi \) is weak-* Gateaux differentiable. Note that we will not suppose weak-* continuity of the derivatives in our analysis.

We summarize in Figure 1 the objects and structures used in this article.

Fig. 1. A summary of the objects and structures of the framework. The cone \( \Sigma \) is a low-dimensional model set parametrized by \( \Theta \). The measurements \( y = Ax_0 \) can be projected in \( \mathcal{D} \) for initialization purpose (the ideal backprojection initialization \( z \) is described in Section 4).

2.2 Gradient and Hessian of the objective function
We calculate the gradient and Hessian of the function \( g \) (defined in (1.7)) in the two following propositions.

PROPOSITION 2.3 Let \( A \) be a linear weak-* continuous operator from \( \mathcal{D}^* \) to \( \mathbb{C}^m \) and \( \phi \) a weak-* Gateaux differentiable function. Then for any \( \theta \in \mathbb{R}^d \), the function \( g \) is Gateaux differentiable at \( \theta \) and
\[
\frac{\partial g(\theta)}{\partial \theta_i} = 2 \Re \langle A \frac{\partial \phi(\theta)}{\partial \theta_i}, A\phi(\theta) - y \rangle.
\]
(2.3)
In the following we will denote $\nabla g(\theta) = \left(\frac{\partial g(\theta)}{\partial \theta_i}\right)_{1 \leq i \leq d}$ the Gateaux gradient.

**Proof.** See Section 6.3. \qed

**Proposition 2.4** Let $A$ be a linear weak-* continuous operator from $\mathcal{S}^*$ to $\mathbb{C}^m$ and $\phi$ a twice weak-* Gateaux differentiable function. For any $\theta \in \mathbb{R}^d$, $g$ is twice Gateaux differentiable at $\theta$ and

$$H_{i,j} := \frac{\partial^2 g(\theta)}{\partial \theta_i \partial \theta_j} = G_{i,j} + F_{i,j} \tag{2.4}$$

where

$$G_{i,j} := 2\Re e(A \frac{\partial \phi(\theta)}{\partial \theta_i} A \frac{\partial \phi(\theta)}{\partial \theta_j}) \tag{2.5}$$

and

$$F_{i,j} := 2\Re e(A \frac{\partial^2 \phi(\theta)}{\partial \theta_i \partial \theta_j} A \phi(\theta) - y). \tag{2.6}$$

**Proof.** See Section 6.3. \qed

### 2.3 Secant sets and the RIP

The following definitions allow to express the restricted isometry property. We then provide a fundamental lemma useful to make the connection between the RIP and the Hessian.

**Definition 2.5** (Secant) The secant set of the model set $\Sigma$ is $\mathcal{S}(\Sigma) = \Sigma - \Sigma := \{x - y : x \in \Sigma, y \in \Sigma\}$. A secant is an element of the secant set.

**Definition 2.6** (Generalized secant) Suppose $\phi$ is weak-* Gateaux differentiable. A generalized secant is either a secant or a directional derivative $\partial_u \phi(\theta)$ with $\phi(\theta) \in \Sigma$. The generalized secant set $\mathcal{S}(\Sigma)$ is the set of generalized secants.

In the context of manifolds, the generalized secant set is linked with the tangent space of the manifold $\Sigma$: it contains the directional derivatives of elements of $\Sigma$ (with respect to their parametrization) because a tangent vector is a limit of secants. We suppose the existence of a Hilbert space $(\mathcal{H}, \| \cdot \|_\mathcal{H})$ such that $\Sigma \subset \mathcal{H}$. The following assumption will be needed.

**Assumption 2.1** (Compatibility of $\| \cdot \|_\mathcal{H}$ with generalized secants) For all $x \in \mathcal{S}(\Sigma)$ such that $x = \partial_u \phi(\theta)$, we have that $\frac{\phi(\theta + |h_n|u) - \phi(\theta)}{|h_n|}$ converges for any $|h_n| \to 0$ to a limit that does not depend on the choice of the real sequence $h_n$. This limit is written $\| \partial_u \phi(\theta) \|_\mathcal{H}$.

With this assumption, we can extend $\| \cdot \|_\mathcal{H}$ to $\mathcal{S}(\Sigma)$.

While trivial in finite dimension, the last assumption must be considered carefully in infinite dimension (see Section 3). We now have sufficient tools to define the RIP.

**Definition 2.7** (RIP) The operator $A$ has the RIP on $\mathcal{S}(\Sigma)$ with respect to $\| \cdot \|_\mathcal{H}$ with constant $\gamma$ if for all $x \in \mathcal{S}(\Sigma)$

$$(1 - \gamma)\|x\|^2_\mathcal{H} \leq \|Ax\|^2_\mathcal{H} \leq (1 + \gamma)\|x\|^2_\mathcal{H}. \tag{2.7}$$

The RIP is very useful for the qualitative study of inverse imaging problems: measurement operators $A$ are chosen such that the RIP constant $\gamma$ improves (i.e. decreases) when the number of measurements
increases. In many compressed sensing examples, it can be guaranteed that appropriately chosen random operators \( A \) have the RIP with high probability as long as \( m \geq \Omega(d \text{polylog}(d)) \), i.e. the number of measurements is of the order of the intrinsic dimension \( d \) of \( \Sigma \), with a dependency on the dimension of \( \mathcal{H} \) (or the choice of \( \| \cdot \|_{\mathcal{H}} \) in infinite dimension) in \( \log \) factors. Thanks to the compatibility assumption \ref{assumption:compatibility}, we can extend the RIP to \( \mathcal{H}(\Sigma) \) which contains the directional derivatives of \( \phi \).

**Lemma 2.1** (RIP on the generalized secant set) Suppose \( A \) has the RIP on \( \Sigma - \Sigma \) with constant \( \gamma \) and \( \phi \) is \textit{weak-*} Gateaux differentiable. Suppose \( A \) is \textit{weak-*} continuous. Suppose that \( \| \cdot \|_{\mathcal{H}} \) verifies compatibility assumption \ref{assumption:compatibility}. Let \( \nu \in \mathcal{H}(\Sigma) \) then

\[
(1 - \gamma) \| \nu \|_{\mathcal{H}}^2 \leq \| \nabla \nu \|_{2}^2 \leq (1 + \gamma) \| \nu \|_{\mathcal{H}}^2. 
\]  

(2.8)

**Proof.** See Section 6.4.

2.4 Indeterminacy of the parametrization

The parametrization function \( \phi \) is not injective in general, leading to an indeterminacy in the parametrization. Theoretical complications appear especially when the set of equivalent parameters \( \{ \hat{\theta} : \phi(\hat{\theta}) = \phi(\theta) \} \) is not a set of isolated points, e.g. in the low-rank matrix recovery case when the factors can only be recovered up to a multiplication by an orthogonal matrix. While a basin of attraction exists, the function \( g \) might even not be locally convex (e.g. in the low-rank matrix recovery case).

To cope with this indeterminacy, we study the Hessian of \( g \) in the directions \( u \) relevant to the proof of convergence of the gradient descent. To do this, we introduce the following notations. Let \( \hat{\theta}^* \) be a global minimizer of \( g \) on \( \Theta \). We define

\[
d(\theta, \theta^*) := \min_{\hat{\theta} \in \Theta} \| \hat{\theta} - \theta \|_2, \quad \text{and} \quad p(\theta, \theta^*) := \argmin_{\hat{\theta} \in \Theta} \| \hat{\theta} - \theta \|_2 \subset \Theta. \tag{2.9}
\]

We will study basins of attraction having the shape

\[
\Lambda_{\beta} := \{ \theta \in \Theta : d(\theta, \theta^*) < \beta \}. \tag{2.10}
\]

Notice that \( \phi^{-1}(\{ \phi(\theta^*) \}) \) is a closed subset of \( \Theta \) when \( \phi \) is \textit{weak-*} continuous, which allows to define \( d(\theta, \theta^*) \) as a minimum. Actually, \( d(\theta, \theta^*) \) is the distance to the closed set \( \phi^{-1}(\{ \phi(\theta^*) \}) \) and \( p(\theta, \theta^*) \) is the (set-valued) projection of \( \theta \) on \( \phi^{-1}(\{ \phi(\theta^*) \}) \). However, one should be warned that \( d(\cdot, \cdot) \) is not a true distance function. In practice, in our examples, the set \( p(\theta, \theta^*) \) is composed of a unique element in the basin of attraction.

This notion of distance plays an important role in the proof of our main result to show the stability of iterates of the gradient descent. The use of a \( \ell^2 \)-based distance between parameters permits to use classical arguments relying on the scalar product.

2.5 Control of the Hessian with the restricted isometry property

We begin by giving a control on the Hessian of \( g \) around a minimizer \( \theta^* \).

**Lemma 2.2** Suppose \( A \) is \textit{weak-*} continuous and has the RIP on \( \Sigma - \Sigma \). Suppose \( \phi \) is twice \textit{weak-*} Gateaux differentiable. Suppose that \( \| \cdot \|_{\mathcal{H}} \) verifies the compatibility assumption \ref{assumption:compatibility}. Let \( \theta^* \) be a global minimizer of \( g \) on the open set \( \Theta \). Let \( \Lambda \subset \mathbb{R}^d \) be a set such that for all \( \theta \in \Lambda \), we have \( \phi(\theta) - \phi(\theta^*) \in \mathcal{H}(\Sigma) \). Let \( \theta \in \Lambda \) and \( H \) be the Hessian of \( g \) at \( \theta \).
For all $u \in \mathbb{R}^d$, we have
\[ u^T Hu \geq 2(1 - \gamma)\|\partial_\theta \phi(\theta)\|_{\mathcal{H}}^2 - 2\|A\partial_\theta^2 \phi(\theta)\|_{\mathcal{H}}2(\sqrt{1 + \gamma}\|\phi(\theta) - \phi(\theta^*)\|_{\mathcal{H}} + \|e\|_2) \quad (2.11) \]
\[ u^T Hu \leq 2\|A\partial_\theta \phi(\theta)\|_{\mathcal{H}}^2 + 2\|A\partial_\theta^2 \phi(\theta)\|_{\mathcal{H}}2(\sqrt{1 + \gamma}\|\phi(\theta) - \phi(\theta^*)\|_{\mathcal{H}} + \|e\|_2) \quad (2.12) \]

**Proof.** See Section 6.5. \qed

It is possible to control the Hessian of $g$ on a set $\Lambda$ with Lemma 2.2 in the directions which are relevant to guarantee convergence. For $\theta_1, \theta_2 \in \mathbb{R}^d$, let us define the line segment $[\theta_1, \theta_2] = \{t\theta_1 + (1 - t)\theta_2 : t \in [0, 1]\}$. We gather technical hypotheses in the following assumption.

**ASSUMPTION 2.2** (Technical assumption on $\phi$ and radius $\beta$) Given $\theta^* \in \Theta$, $\beta > 0$, we say that the technical assumption on $\phi$ and on radius $\beta$ are fulfilled with constants $C_{\phi, \beta^*}, M_1$ and $M_2$ if

1. $\theta \in A_{2\beta}$ implies $\phi(\theta) \in \Sigma$ (local stability of the model set);

2. there is $C_{\phi, \beta^*} > 0$ such that
   \[ \forall \theta \in A_{2\beta}, \quad \|\phi(\theta) - \phi(\theta^*)\|_{\mathcal{H}} \leq C_{\phi, \beta^*} \|\theta - \theta^*\|_{\mathcal{H}} \]  \quad (2.13)

3. the first-order derivatives of $A\phi$ are uniformly bounded on $\phi^{-1}(\phi(\theta^*))$:
   \[ M_1 := \sup_{\theta \in A_{2\beta}} \sup_{u : \|u\|_2 = 1} \|A\partial_\theta \phi(\theta)\|_2 < +\infty; \quad (2.14) \]

4. the second-order derivatives of $A\phi$ are uniformly bounded on $A_{2\beta}$:
   \[ M_2 := \sup_{\theta \in A_{2\beta}} \sup_{u : \|u\|_2 = 1} \|A\partial_\theta^2 \phi(\theta)\|_2 < +\infty. \quad (2.15) \]

We propose the following generic theorem to show that a set $A_\beta$ (defined by (2.10)) is a $g$-basin of attraction.

**THEOREM 2.8** Consider the following two set of hypotheses.

**Framework hypotheses:** Let $A$ be a weak-* continuous linear map from $\mathcal{H}$ to $\mathcal{M}$. Suppose $A$ has the RIP on $\mathcal{H}(\Sigma)$ with constant $\gamma$ and $\phi$ is weak-* continuous and twice weak-* Gateaux differentiable. Suppose that $\| \cdot \|_{\mathcal{H}}$ verifies the compatibility assumption 2.1. Let $\theta^*$ be a global minimizer of $g$ on the open set $\Theta$.

**Specific hypotheses:** Assume that there exists $\beta > 0$ such that

1. the technical assumption 2.2 on $\phi$ and on radius $\beta$ is fulfilled with constants $C_{\phi, \beta^*}, M_1$ and $M_2$;

2. for any $\theta \in A_{\beta}$, there exists $\tilde{\theta} \in p(\theta, \theta^*)$ such that
   \[ \forall z \in \Theta, \tilde{\theta}, \quad \frac{(1 - \gamma)\|\partial_\theta \phi(\theta)\|_{\mathcal{H}}^2}{\sqrt{1 + \gamma}\|A\partial_\theta^2 \phi(\theta)\|_{\mathcal{H}}} \geq C_{\phi, \beta^*} + \frac{1}{\sqrt{1 + \gamma}}\|e\|_2. \quad (2.16) \]

Then $A_\beta$ is a $g$-basin of attraction of $\theta^*$. 

\[ \frac{(1 - \gamma)\|\partial_\theta \phi(\theta)\|_{\mathcal{H}}^2}{\sqrt{1 + \gamma}\|A\partial_\theta^2 \phi(\theta)\|_{\mathcal{H}}} \geq C_{\phi, \beta^*} + \frac{1}{\sqrt{1 + \gamma}}\|e\|_2. \quad (2.16) \]
Proof. See Section 6.5. □

This theorem highlights the regularity properties and the control on the derivatives of $\phi$ that we require to ensure convergence. However, it does not give an explicit expression of the radius of the basin of attraction at first sight. We propose a corollary that makes it more explicit in the case when the projection $p(\theta, \theta^*)$ is composed of a unique element when $\theta$ is in the basin, which is the case in all the examples covered in the next section.

**Corollary 2.1** Under the framework hypotheses of Theorem 2.8, let $\beta_1 > 0$ such that

1. for any $\theta \in \Lambda_{2\beta_1}$, there exists a unique $\tilde{\theta} \in p(\theta, \theta^*)$;
2. the technical assumption 2.2 on $\phi$ and on radius $\beta_1$ is fulfilled with constants $C_{\phi, \theta^*}, M_1$ and $M_2$;
3. we have

$$\beta_2 := \frac{(1 - \gamma)}{C_{\phi, \theta^*} \sqrt{1 + \gamma}} \inf_{\theta \in \Lambda_{\beta_1}} \inf_{z \in [\theta, \tilde{\theta}]} \left( \frac{\| \partial_{\theta^*} \phi(z) \|^2}{\| \partial_{\theta^*}^2 \phi(z) \|^2} \right) - \frac{1}{C_{\phi, \theta^*} \sqrt{1 + \gamma}} \| e \| > 0. \quad (2.17)$$

Then $\Lambda_{\min(\beta_1, \beta_2)}$ is a $g$-basin of attraction of $\theta^*$.

**Proof.** See Section 6.5. □

**Remark 2.1** This technique for the study of basins of attraction yields results when we can guarantee

$$\inf_{\theta \in \Lambda_{\beta_1}} \inf_{z \in [\theta, \tilde{\theta}]} \left( \frac{\| \partial_{\theta^*} \phi(z) \|^2}{\| \partial_{\theta^*}^2 \phi(z) \|^2} \right) > 0 \quad \text{where } \tilde{\theta} \in p(\theta, \theta^*) \text{ is unique.} \quad (2.18)$$

We will see that we can verify this in all our examples. In the low-rank recovery example where indeterminacy causes problems, we control the second order derivatives in the relevant directions $u = \tilde{\theta} - \theta$.

For Dirac and Gaussian estimation, we can bound uniformly the Hessian in all directions within the basin of attraction.

**Remark 2.2** The fact that regularity assumptions are on $\Lambda_{2\beta_1}$ instead of $\Lambda_{\beta_1}$ is essentially a technical argument to guarantee the stability of the iterates in $\Lambda_{\beta_1}$ in a general theorem. It could be reduced to an assumption on $\Lambda_{\beta_1 + \eta}$ with $\eta$ small, by reducing the step size. In our examples (Dirac and Gaussian estimation), it could be reduced to $\Lambda_{\beta_1}$ by using a specific convergence proof.

Note that in the noisy case, a small noise assumption (which is linked with the smallest amplitudes in $\phi(\theta^*)$ in practice) guarantees the non-negativity of the Hessian with Lemma 2.2. In the next section we will present the results in the noiseless case for clarity purpose.

From the expression of $\beta_2$ (i.e. the size of the basin), we observe a general behavior that was already observed in the case of low-rank matrix recovery and spike estimation: when the RIP constant decreases (i.e. the number of measurements increases), the size of the basin increases (possibly not strictly).

In Hilbert spaces, when $\mathcal{S}(\Sigma)$ has finite dimension $d$ (for the upper-box counting dimension), it was shown in [30] that it is possible to construct a random linear operator that have, with high probability, the RIP on $\mathcal{S}(\Sigma)$ with constant $\gamma$ such that

$$m = O\left(\frac{d}{\gamma^2}\right). \quad (2.19)$$
With such operators, we can write
\[ \gamma = \frac{1}{c \sqrt{m}} \]
where \( c \) is a constant independent of \( m \). This gives the explicit dependency on the number of measurements. Note that the constants involved are dependent on the model \( \Sigma \) and typically include log factors (see Section 3).

In all our examples, random operators following a similar relation can be constructed (even for sparse spike reconstruction and GMM estimation [22]).

Finally, we provide the following Corollary to show that the gradient descent leads to a solution that has the right estimation guarantees.

**Corollary 2.2** Under the framework hypotheses and specific hypotheses of Theorem 2.8, let \( \theta_n \) be the iterates (constructed in the proof of Theorem 2.8) of a gradient descent with sufficiently small fixed step size such that \( g(\theta_n) \to g(\theta^*) \). Then
\[
\| \phi(\theta_n) - x_0 \|_2^2 \leq \frac{4}{1 - \gamma} \| e \|_2^2 + O\left( \frac{1}{n} \right).
\] (2.20)

**Proof.** See Section 6.5. \( \square \)

3. **Application of the framework**

In this section, we apply our framework to three examples. We highlight how it relates to existing results and how it permits to give new ones. While suboptimal for the study of non-convex algorithms in general (e.g. for low-rank matrix recovery), we are able to give new results for non-convex recovery of low-dimensional models where such a study did not exist yet (Gaussian mixture models). For the sake of simplicity we study the three following examples in the noiseless case \( \| e \|_2 = 0 \).

### 3.1 Low-rank matrix recovery

The low-rank PSD matrix recovery problem falls into our analysis. We are able to give explicit basins of attraction of global minimizers. Stronger results involving the study of all critical points of the functional show that the global minimum is the only local minimum, thus justifying the use of stochastic descents which escape saddle points for global convergence results (see [13] for a complete overview). We still apply our framework to this case to check its validity against well known results. It is also a first step for the understanding of more complex models such as Gaussian mixture models with low-rank modeling of covariances (see Section 3.3).

The set-up is as follows:

- We measure matrices with projections on \( \mathbb{R}^m \), i.e. \( \mathcal{D} = \mathcal{D}^* = \mathbb{R}^{p \times p} \), the duality product is the scalar product associated to the Frobenius norm, which also defines the Hilbert structure. In the context of matrices the Euclidean norm is referred to as the Frobenius norm \( \| \cdot \|_F^2 = \| \cdot \|_F^2 \). The associated scalar product is \( \langle X, Y \rangle_F = \text{tr}(X^TY) \).
- The set of rank at most \( r \) PSD matrices is \( \Sigma = \Sigma_r = \{ ZZ^T : Z \in \mathbb{R}^{p \times r} \} \).
- We can simply parametrize the model set \( \Sigma \) with \( \phi(\theta) = \phi(Z) = ZZ^T \) where we identified the \( d \)-dimensional parameter \( \theta \in \mathbb{R}^d \) \( (d = pr) \) as a matrix \( Z \in \mathbb{R}^{p \times r} \). Note that given \( Z_1, Z_2 \) such that \( \phi(Z_1) = Z_1Z_1^T = Z_2Z_2^T = \phi(Z_2) \), then there exists an orthogonal matrix \( H \) such that \( Z_2H = Z_1 \).
- Low-rank matrix recovery results (e.g. [12]) show that an appropriately chosen random \( A \) has a RIP on \( \Sigma_r \) with constant \( \gamma \) with high probability provided \( m \geq O\left( \frac{\nu}{\gamma^2} \right) \), hence \( \phi(\theta^*) = x_0 \) (we set \( x_0 = Z_0Z_0^T \)).
For low-rank matrix recovery, the parametrized minimization (1.8) is written
\[
\min_{Z \in \mathbb{R}^{p \times r}} \|A(ZZ^T) - y\|_2^2. \tag{3.1}
\]
This minimization is often called the Burer-Monteiro method [9].

To apply our framework, we calculate \( \partial_U \phi(Z) \) the directional derivative in the direction \( U \in \mathbb{R}^{p \times r} \). We have (see Section 6.6):
\[
\begin{align*}
\partial_U \phi(Z) &= UZ^T + ZU^T \\
\partial_U^2 \phi(Z) &= 2UU^T.
\end{align*}
\tag{3.2}
\]

We see that the directional derivative \( \partial_U \phi(Z) \) is 0 for (non-trivial) \( U \) such that \( UZ^T + ZU^T = 0 \). In the study of non-convex low-rank matrix recovery, most complications arise from this indeterminacy of the parametrization. To give a basin of attraction of \( \theta^* = Z_0 \), it is shown in the literature that the interesting directions of the Hessian are the solutions of an orthogonal Procrustes problem, i.e. it is sufficient to lower bound the Hessian in all directions \( U \in \mathbb{R}^{p \times r} \) that can be written \( U = Z' H_0 - Z_0 \) with an arbitrary \( Z' \) and with \( H_0 = \arg \min_{H \in \mathcal{O}(r)} \|Z' H - Z_0\|_F^2 \) to guarantee the success of the gradient descent [13] (\( \mathcal{O}(r) \) is the orthogonal matrix group). Qualitatively, in the parameter space, the important directions of the Hessian are those between the unknown \( Z_0 \) and matrices \( Z \) minimizing the Frobenius distance to \( Z_0 \) within its class of equivalent parametrizations \( \{Z : ZZ^T = ZZ^T\} \).

This idea can be used within our general framework to recover a \( g \)-basin of attraction of \( Z_0 \). In our case we will instead study the Hessian in the direction \( U = Z_0 H_0 - Z \) where \( H_0 = \arg \min_{H \in \mathcal{O}(r)} \|Z_0 H - Z\|_F^2 \) for \( Z \in \Lambda_B \). While we cannot expect the function \( g \) to be convex in a neighborhood of \( Z_0 \) [13], there is an underlying convexity property in these particular directions which allows to use Corollary 2.1. Within our framework, we have \( d(Z, Z_0) = \|Z_0 H_0 - Z\|_F^2 \) and \( p(Z, Z_0) = Z_0 H_0 \).

**Theorem 3.1** Let \( A \) be a linear map on \( \mathbb{R}^{p \times p} \) with the RIP on \( \Sigma_2 \) with constant \( \gamma \). Suppose \( e = 0 \) and let \( Z_0 \) be a rank-\( r \) global minimizer of (3.1). Let \( \beta_{LR} := \frac{1}{8} \frac{(1 - \gamma)(\sigma_{\min}(Z_0))^2}{(1 + \gamma)\sigma_{\max}(Z_0)} \). Then \( \Lambda_{\beta_{LR}} := \{Z : \inf_{H \in \mathcal{O}(r)} \|ZH - Z_0\|_F < \beta_{LR}\} \) is a \( g \)-basin of attraction of \( Z_0 \).

**Proof.** See Section 6.6.

Our theorem gives a result that is similar to the one of [39]: the size of our basin of attraction depends on the smallest singular value of \( \phi(\theta^*) \). It also shows explicitly the dependency on the number of measurements through the RIP constant. Our result has an added dependency on the conditioning of \( Z_0 \). In return, we require the RIP only on \( \Sigma_2 \) instead of \( \mathcal{O}(r) \).

**Remark 3.1** The descent algorithm for low-rank matrix recovery coined as Procrustes flow in the literature uses the expression of the gradient for measurements \( \alpha_l \) obtained from symmetric measurement matrices \( A \). In this case
\[
\partial_U g(Z) = 2Re\langle AZ^T + ZU^T, A\phi(Z) - y\rangle = 4Re\langle AUZ^T, A\phi(Z) - y\rangle \tag{3.3}
\]
Our analysis uses the true value of the gradient for any measurement operator \( A \).

### 3.2 Off-the-grid sparse spike recovery

Off-the-grid sparse spike recovery is at the core of imaging problems in signal processing [11, 16, 17]. They can also be used to perform some machine learning tasks such as compressive clustering [26].
The size of basins of attraction is directly linked with the number of measurements through RIP constants \([34]\). The proof of the results of \([34]\) is exactly the proof of Lemma 2.2 coupled with controls of the chosen norm \(\| \cdot \|_{\mathcal{H}}\) and the explicit computation of the gradient and Hessian. We recall here the set-up leading to explicit basins of attraction for this specific case.

- The off-the-grid sparse signals supported on \(\mathbb{R}^p\) are measured by projections on twice differentiable functions with bounded derivatives (weighted Fourier measurements) \(a_i \in \mathcal{C}_b^2(\mathbb{R}^p) = \mathcal{D}\). Hence \(\mathcal{D}^*\) contains the set of compactly-supported distributions of order \(\leq 2\) on \(\mathbb{R}^p\).

- The low-dimensional model is the subset of finite signed measures over \(\mathbb{R}^p\) defined by \(\Sigma = \Sigma_{k,\varepsilon} := \{ \sum_{i=1}^k a_i \delta_{t_i} : \|t_i - t_j\|_2 > \varepsilon, t_i \in \mathcal{B}_2(R) \}\), where \(\mathcal{B}_2(R) := \{ t \in \mathbb{R}^p : \|t\|_2 < R \}\).

- The parametrization function is defined for \(\Theta = (a_1, \ldots, a_k, t_1, \ldots, t_k) \in \mathbb{R}^{k(p+1)}\) by \(\phi(\Theta) = \sum_{i=1}^k a_i \delta_{t_i} (a = (a_1, \ldots, a_k)\) is the vector of amplitudes, \(t = (t_1, \ldots, t_k)\) defines the \(k\) positions in \(\mathbb{R}^p\). Note that any parametrization is equivalent up to a permutation of the positions and amplitudes.

- In this case, the minimization (1.8) must be performed on the constrained set

\[
\Theta_{k,\varepsilon} = \left\{ (a_1, \ldots, a_k, t_1, \ldots, t_k) : a_i \in \mathbb{R}, t_i \in \mathcal{B}_2(R), \|t_i - t_j\|_2 > \varepsilon \right\}
\]

The fact that we place ourselves within the hypotheses of Theorem 2.8 permits to guarantee that the gradient descent iterates stay in the constraint.

- The Hilbert norm for \(\Sigma\) can be induced by a kernel metric defined on the space of finite signed measures over \(\mathbb{R}^d\) and extended to distributions of order 2 of interest. Such a kernel metric takes the following form on a linear combination of Dirac masses

\[
\left\| \sum_i a_i \delta_{t_i} \right\|_{\mathcal{H}} := \left\| \sum_i a_i \delta_{t_i} \right\|_{\mathcal{H}} := \int K(t, s) \left( \sum_{i=1}^k a_i d \delta_{t_i} (t) \right) \left( \sum_{j=1}^k a_j d \delta_{t_j} (s) \right) = \sum_{i=1}^k a_i a_j K(t_i - t_j)
\]

where \(K(t, s) = e^{-\frac{|t-s|^2}{2\sigma^2}}\) is a Gaussian kernel with a variance \(\sigma^2\) that defines the precision at which we measure distances between elements of \(\Sigma\). It was shown in \([34]\) that this kernel verifies the compatibility assumption 2.1.

- Either random or regular Fourier measurements \(A\) over \(\mathbb{R}^d\) can be considered. They have been shown to have a RIP on \(\mathcal{S}(\Sigma_{k,\varepsilon})\) with constant \(\gamma\) with respect to the kernel metric \(\| \cdot \|_{\mathcal{H}}\) as long as \(m = O \left( \frac{k^d}{\gamma^2} \log(k) \right)\) (random Gaussian Fourier measurements) or \(m = O \left( \frac{1}{\gamma^2} \right)\) (regular Fourier measurements).

For off-the-grid sparse spike estimation, the parametrized minimization (1.8) is written

\[
\min_{a_1, \ldots, a_k \in \mathbb{R}, t_1, \ldots, t_k \in \mathcal{B}_2(R) : \forall i \neq j, \|t_i - t_j\|_2 > \varepsilon} \left\| A \left( \sum_{i=1}^k a_i \delta_{t_i} \right) - y \right\|_2
\]

The derivatives of \(\phi\) are given by \(\partial_a \phi(a, t) = \sum_i v_i \delta_{t_i} + a_i \partial_{a_i} \delta_{t_i}\) where \(u = (v, w)\) \((v)\) is the direction for the derivative with respect to amplitudes and \(w\) is the direction for the derivative with respect
to positions) and $\partial_\alpha \delta_t$ is a directional derivative of the Dirac in the distribution sense: for $\alpha \in \mathcal{D}$, $\langle \partial_\alpha \delta_t, \alpha \rangle = -\partial_\alpha \alpha(t_i)$.

Within this framework, the case of Dirac recovery is the one with the most complications as elements of the generalized secant set $\mathcal{F}(\Sigma)$ are not elements of the set of finite signed measures which is naturally considered for off-the-grid Dirac recovery. In consequence, the considered kernel metric $\| \cdot \|_p$ which is defined on the space of finite signed measures, must be extended to elements of $\mathcal{F}(\Sigma)$ which are distributions of order 1 (the Dirac derivatives). Such an extension uses the smoothness of the Gaussian kernel and the fact that $\mathcal{F}(\Sigma)$ acts on a bounded domain.

We obtain the following theorem in the noiseless case.

**Theorem 3.2** Suppose $A$ has RIP with constant $\gamma$ on $\mathcal{F}(\Sigma_k, q)$.

Let $\theta^* = (a_1, \ldots, a_k, t_1, \ldots, t_k) \in \Theta_k, \epsilon$ be a result of constrained minimization (3.6) such that $0 < |a_1| \leq |a_2| \leq \ldots \leq |a_k|$. Then there is an explicit $\beta_{\text{spikes}}$ depending on the $a_i, \gamma, K, A$ such that $\Lambda_{\beta_{\text{spikes}}} := \{ \theta : \| \theta - \theta^* \|_2 < \beta_{\text{spikes}} \}$ is a $g$-basin of attraction of $\theta^*$.

We refer to [34, Corollary 3.1] for the proof and precise value of $\beta_{\text{spikes}}$. The value of $\beta_{\text{spikes}}$ exhibits the behavior with respect to the RIP constant mentioned in Section 2.5. It also shows a dependency on the smallest amplitudes in $\theta^*$. The strong RIP assumption (i.e with separation $\frac{1}{n}$ instead of $\epsilon$) is used to guarantee that the first condition of Theorem 2.8 is met (the same argument is used in the next section for GMM).

### 3.3 Gaussian mixture estimation from compressive measurements

Gaussian mixture model recovery from linear measurements can be used to model blind deconvolution problems. Additionally, the estimation of GMM from compressive measurements can be used to perform compressive statistical learning. Consider a database $x_1, \ldots, x_n \in \mathbb{R}^p$ and represent it with its associated empirical probability measure $x = \frac{1}{n} \sum_{i=1}^n \delta_{x_i}$. Let $A$ be a random Fourier measurement operator. For $m < np$, we obtain a compressed version $y = Ax$ of $x$ called a sketch of the dataset (using random Fourier features). It was shown that the parameters of a Gaussian mixture (GMM) can be recovered by solving the minimization (1.4) with the appropriate design of $A$ [22, 23, 25]. Recovery guarantees have been given for the case of a fixed known covariance PSD matrix $\Gamma$ while practical results including the estimation of diagonal covariances were obtained using a heuristic based on orthogonal matching pursuit [25]. In such greedy methods, an unconstrained gradient descent step is used to refine the solution within the algorithm. We give the expression of an explicit basin of attraction in the fixed covariance case, which gives an understanding of the success of such descent algorithms and we discuss how the result can be extended to the case of variable covariance afterwards.

- The Gaussian mixtures on $\mathbb{R}^d$ are measured by projections on bounded functions (Fourier measurements) $\alpha_i \in \mathcal{C}_b(\mathbb{R}^p) = \mathcal{D}$. Hence $\mathcal{D}^*$ contains the set of finite signed measures on $\mathbb{R}^p$.

- The low-dimensional model is a subset of finite signed measures over $\mathbb{R}^p$ defined by $\Sigma = \Sigma_{k, \epsilon, \Gamma} := \{ \sum_{i=1}^k a_i \mu_{t_i} : \| t_i - t_j \|_\Gamma > \epsilon, t_i \in \mathcal{B}_2(R) \}$, where $d \mu_{t_i}(r) = e^{-\frac{1}{2} \| t_i - t_j \|_\Gamma^2} \, dr$, $\| u \|_\Gamma^2 = u^T \Gamma^{-1} u$ and $\Gamma$ is the fixed known covariance matrix.

- The parametrization function is defined for $\theta = (a_1, \ldots, a_k, t_1, \ldots, t_k) \in \mathbb{R}^k(p+1)$ by $\phi(\theta) = \sum_{i=1}^k a_i \mu_{t_i}$ ($a = (a_1, \ldots, a_k)$ is the vector of amplitudes, $t = (t_1, \ldots, t_n)$ defines the means). As in the spike estimation problem, any parametrization is equivalent up to a permutation of the means and amplitudes.
• The minimization (1.8) is performed on the constrained set \( \Theta_{k,\varepsilon} \subset \mathbb{R}^{(k+1)d} \).

• The Hilbert norm for \( \Sigma \) can be obtained from a kernel metric \( \| \cdot \|_k := \| \cdot \|_k \) defined on the space of finite signed measures over \( \mathbb{R}^d \) where the kernel is a Gaussian function with covariance proportional to \( \Gamma \) that defines the precision at which we measure distances between elements of \( \Sigma \). The compatibility assumption 2.1 essentially comes from the fact that the directional derivatives of Gaussian measures with respect to amplitudes and means are finite signed measures (they are obtained by differentiating their \( C^\infty \) densities).

• Adequately chosen random Fourier measurements with Gaussian frequency measurements have been shown to satisfy the RIP on the secant set \( \mathcal{A}(\Sigma_{k,\varepsilon}^{\Gamma}) \) with constant \( \gamma \) with respect to \( \| \cdot \|_k \) as long as \( \varepsilon \geq O(\sqrt{d(1+\log(k))}) \) and \( m = O\left(\frac{\varepsilon^2}{\gamma} \text{polylog}(k,d)\right) \) [22].

For GMM estimation, the parametrized minimization (1.8) is written

\[
\min_{a_1 \ldots a_k \in \mathbb{R}^{d_1} \ldots d_k \in \mathbb{R}^{d_k}} \left\| A \left( \sum_{i=1}^{k} a_i \mu_i \right) - \gamma \right\|_2^2. \tag{3.7}
\]

The derivatives of \( \phi \) are given by \( \partial_v \phi(a,\tau) = \sum v_i \mu_i + a_i \partial_\nu \mu_i \) where \( u = (v, w) \) (\( v \) is the direction for the derivative with respect to amplitudes and \( w \) is the direction for the derivative with respect to means). As \( \mu_t \) has a smooth density with respect to the Lebesgue measure its directional derivative \( \partial_v \mu_t \) in the distribution sense is also a finite signed measure with density

\[
t \rightarrow -w_i^T \Gamma^{-1} (t - t_i) e^{-\frac{1}{2}||t-t_i||^2_\Gamma}. \tag{3.8}
\]

This makes the case of Gaussian mixtures slightly easier to manage than the Dirac recovery case as the kernel metric \( \| \cdot \|_k \) is well defined on the space of finite signed measures.

We give an explicit uniform bound of the Hessian on a neighborhood of \( \theta^* \) on \( \mathcal{A}(\Sigma_k \Gamma) \). The main missing ingredient to give the bound is the mutual coherence of the kernel metric. It can be shown that an appropriately chosen Gaussian kernel \( \Gamma \) satisfies the following assumption [23] (by taking a kernel with small enough variance with respect to the separation).

**Assumption 3.1** The kernel \( \Gamma \) follows this assumption if

• \( \| \mu_t \|_k = 1 \).

• There is a constant \( c_k \) such that for any \( k \) means \( t_i \) that verifies for \( i \neq j, \| t_i - t_j \|_\Gamma > \varepsilon \), we have \( \| \sum v_i \mu_i + a_i \partial_\nu \mu_i \|_k^2 \geq (1 - c_k) \| \sum v_i \mu_i + a_i \partial_\nu \mu_i \|_k^2 \).

In the noiseless case we get the following basin of attraction.

**Theorem 3.3** Suppose the Fourier measurement operator \( A \) has RIP \( \gamma \) on \( \mathcal{A}(\Sigma_k \Gamma) \). Suppose \( \Gamma \) is a Gaussian kernel with covariance proportional to \( \Gamma \) that follows Assumption 3.1. Suppose \( e = 0 \). Let \( \theta^* = (a_1, \ldots, a_k, t_1, \ldots, t_k) \in \Theta_{k,\varepsilon} \) be a solution of the constrained minimization problem (3.7) such that \( 0 < |a_1| \leq |a_2| \leq \ldots \leq |a_k| \). Let

\[
\beta_{GMM} = \min \left( \frac{c_k}{8}, \frac{1}{2}, \frac{(1 - \gamma)(1 - c_k) \min(1, d_k |a_1|^2)}{8C_\phi \theta^* \sqrt{1 + \sqrt{1 + \frac{1}{2} + c_k \sqrt{d_k^2 + 2 |a_k| D_{A,k}}}}} \right), \tag{3.9}
\]
where $\lambda_{\min}(\Gamma)$ is minimum eigenvalue of $\Gamma$, $c_K$, $d_K$ and $D_K$ are constants depending only on the chosen kernel $K$, $D_{A,K}$ is an explicit constant depending on $K$ and the acquisition operator $A$ and $C_{\phi,\theta^*} > 0$. Additionally suppose that for all $t_i, \|t_i\|_2 \leq R - 2\beta_{GMM}$.

Then $\Lambda_{GMM} := \{ \theta : \|\theta - \theta^*\|_2 < \beta_{GMM} \}$ is a $g$-basin of attraction of $\theta^*$.

**Proof.** See Section 6.7. \qed

With Theorem 3.3, we are able to control the non-negativity of the Hessian over an explicit neighborhood of $\theta^*$. Note that the assumption on the norm of the $t_i$ is technical to guarantee the stability of iterates. It is not a very strong assumption in practice as $\beta_{GMM}$ is generally small with respect to $R$. Also, it could be dropped with a dedicated convergence proof. The constants involved in the expression lead to a size of the basin of attraction having the same behavior with respect to parameters of the problem: it increases with respect to the number of measurements (RIP constant) and it decreases with respect to the minimum weight in $x_0$. Note that with Fourier measurements proposed in [23] the constant $D_{A,K}$ is independent of $m$. A dependency on the minimum amplitude in $\theta^*$ is also observed similarly to the case of Dirac estimation.

**Open Questions for the Extension to Unknown Variable Covariances with Low-Rank Constraint** For real world applications, the known covariance case can be too simplistic to perform compressive statistical learning with good results. In practice, the covariance matrices of Gaussian mixtures are also estimated. Often, a low-rank approximation is made (flat-tail) to reduce the number of estimated parameters. For example, an unknown low-rank covariances model was used in [32, 33] to learn an image patch model from a compressed database. This model is then used to perform patch based image denoising.

A low-dimensional model with unknown low-rank covariances can be defined as follows. The parameters are $\theta = (a_1, \ldots, a_k, t_1, \ldots, t_k, Z_1, \ldots, Z_k)$ where the $Z_i$ are $d \times r$ matrices used to model covariances $\Gamma_i = Z_iZ_i^T + \rho I$. In this case, the model is

$$
\Sigma_{k,e,r,\rho,P} := \left\{ \sum_{i=1}^k a_i \mu_{t_i,\Gamma_i} : a_i \in \mathbb{R}, \|t_i - t_j\|_2 > \varepsilon, t_i \in \mathcal{B}_2(R), \rho < \lambda_j(\Gamma_i) < P, \right. \\
\left. \text{rank}(\Gamma_i - \rho I) \leq r \right\}
$$

where $\mu_{t_i,\Gamma_i}$ is the Gaussian measure of mean $t_i$ and covariance $\Gamma_i$. Recovery guarantees of the ideal decoder have not yet been given in this more general case (and it is out of the scope of this article). To do so, one would need to show the existence of a linear measurement operator with a RIP on $\mathcal{G}(\Sigma_{k,e,r,\rho,P})$.

For off-the-grid sparse recovery, a block coordinate descent with respect to amplitudes and means is easier to implement in practice. To consider the case of variable covariances, we suggest to follow this guideline and to perform a block coordinate descent step with respect to each covariance matrix. With block coordinate descent, we would just need to make sure the Hessian with respect to the coordinates of $Z_i$ is positive over a neighborhood of $\theta^*$ [4] to calculate explicitly a basin of attraction.

The directional derivative of $a_i \mu_{t_i, Z_iZ_i^T + \rho I}$ in the direction $(v, w, W)$ has density (proof in Section 6.7.1):

$$
\sum_i (v_i - a_i w_i^T \Gamma_i^{-1} (t_i - t_i) + a_i \frac{1}{2} (t_i - t_i)^T \Gamma_i^{-1} (Z_i W_i^T + W_i Z_i^T) \Gamma_i^{-1} (t_i - t_i)) e^{-\frac{1}{2} \|t_i - t_i\|_{Z_iZ_i^T + \rho I}^2}.
$$

Finding a lower bound of the kernel norm of this directional derivative is quite technical. We observe that we would need to handle the indeterminacy of the low-rank parametrization as in Section 3.1. We
propose the following lemma as a first step towards building a theorem for an explicit basin of attraction in the variable flat tail covariance case. The proof of this lemma shows the technicalities involved to deal with the full variable covariance case. With this lemma it is possible to show that the Hessian blocks corresponding to the covariances in the full rank diagonal case are positive over a neighborhood of the global minimum (in other words, the radius $\beta_2$ from Corollary 2.1 is strictly positive) as long as the precision of the kernel is good enough. We leave the full study of non-convex methods for the variable covariance case with low-rank approximation including establishing RIP recovery guarantees for future work.

**Lemma 3.1** Let $K$ be a Gaussian kernel with covariance $\frac{1}{\lambda}I$. Suppose $\Gamma \in \mathbb{R}^{p \times p}$ is a diagonal definite positive matrix. Let $\partial_W \mu_{\epsilon, \Gamma}$ the directional derivative of $\mu_{\epsilon, \Gamma}$ with respect to $\Gamma$ in (diagonal) direction $W$ such that $\|W\|_F = 1$. There exists $L > 0$ such that if $\lambda \geq L$, it then holds:

$$\|\partial_W \mu_{\epsilon, \Gamma}\|_K^2 \geq D_{\lambda, \Gamma}$$

(3.12)

where $D_{\lambda, \Gamma} > 0$ is a constant that only depends on $\lambda$ and $\Gamma$.

**Proof.** See Section 6.7.1.

4. From ideal to practical backprojection initialization: the challenge of non-convex low-dimensional recovery?

A common approach for the initialization of non-convex low-dimensional recovery is the initialization by backprojection techniques. Such initialization is outdated for low-rank matrix recovery as global convergence of descent algorithms has been proven \cite{27}. However, it is still necessary for other models such as sparse spikes, Gaussian mixtures and phase recovery (which is not developed in this article). Finding a practical initialization technique is essentially a case by case heuristic design problem. We investigate the usual backprojection method in the noiseless case $y = Ax_0$.

In finite dimension, backprojection techniques rely on the fact that the RIP of $A$ implies $\|(A^HA - I)x_0\|_2^2 \leq \gamma$ (where $A^H$ is the adjoint of $A$). In our general framework, the adjoint of $A$ does not back-project in $\mathcal{D}^*$, but in $\mathcal{D}$. We formalize such backprojection within our framework.

**Definition 4.1** (Ideal backprojection) Given measurements $y = Ax_0 \in \mathbb{C}^m$, we define the ideal backprojection $z \in \mathcal{D}$ with

$$z := \sum_{j=1}^{m} y_j \alpha_j.$$  

(4.1)

We immediately have the following Lemma (which is a direct consequence of the RIP):

**Lemma 4.1** Suppose $A$ has the RIP with constant $\gamma$. Let $z \in \mathcal{D}$ the ideal backprojection for measurements $y = Ax_0$. Then

$$(1 - \gamma)\|x_0\|_{\mathcal{F}}^2 \leq \langle x_0, z \rangle \leq (1 + \gamma)\|x_0\|_{\mathcal{F}}^2.$$  

(4.2)
Proof of Lemma 4.1.

\[
\langle x_0, z \rangle = \langle x_0, \sum_{l=1}^{m} y_l \alpha_l \rangle = \langle x_0, \sum_{l=1}^{m} \langle x_0, \alpha_l \rangle \alpha_l \rangle = \sum_{l=1}^{m} \langle x_0, \alpha_l \rangle \langle x_0, \alpha_l \rangle = \sum_{l=1}^{m} |\langle x_0, \alpha_l \rangle|^2 = \|Ax_0\|^2_2.
\]

(4.3)

Hence, with the RIP,

\[
(1 - \gamma)\|x_0\|^2_\mathcal{H} \leq \langle x_0, z \rangle \leq (1 + \gamma)\|x_0\|^2_\mathcal{H}.
\]

(4.4)

Lemma 4.1 shows that the ideal backprojection preserves the energy in \(x_0\) (up to a RIP constant). Hence when the number of measurement increases, it can get arbitrarily close to the global optimum (looking through the duality product). The main challenge is to extract initial parameters \(\theta_{init}\) from \(z\). One possibility would be to separate this task in two steps: define \(\theta_{init}\) minimizing a “distance” between \(\phi(\theta)\) and \(z\) for theoretical study and then find practical ways to minimize such distance. Such distance could be built using the norm \(\|\cdot\|_\mathcal{H}\) or even directly the duality product.

In phase retrieval \([41]\), spectral initialization techniques consist in taking the leading eigenvectors of a matrix constructed as linear combination of backprojections of individual measurements.

In the case of spike super-resolution a heuristic based on a sampling on a grid of the ideal back-projection followed by dimension reduction was proposed to initialize a descent algorithm to perform spike recovery for Diracs supported on a low-dimensional domain \(\mathbb{R}^p\) (e.g. \(p = 2\) and possibly 3, 4) \([35]\). Qualitative evidence that a grid step size \(\varepsilon_g\) small enough permits the initialization in the basin of attraction are the only recovery results for sparse spike recovery with descent methods in the parameter space. Grid based initialization techniques also requires one algorithmic step (the backprojection) whose computational complexity \(\varepsilon_g^{-d}\) might be a drawback for high-dimensional \(d\) (curse of dimension). A practical alternative consists in greedy heuristics to initialize descent algorithms by greedily adding spikes one by one (general theoretical recovery guarantees for such methods are still being investigated beyond specific examples \([20]\)).

For Gaussian mixture estimation, it is possible to imagine a grid based heuristic to estimate the means followed by clustering (to backproject onto the separation constraint). However, it is an open question to determine if the curse of dimension can be avoided in the initialization in order to outperform greedy methods \([25]\).

5. Conclusion

We have described a generic framework to perform low-dimensional recovery from linear measurements using non-convex optimization. We showed how recent examples of the literature can be studied within this framework and we gave new results for the case of Gaussian mixture modeling.

The following open questions emerge from this work:
• Other applications: The objective of our framework is to be used for other applications where such results do not exist. For example, our results should apply to low-rank tensor recovery, where recent works study the RIP in this context [31] and study convergence of the Burer-Monteiro method [28]. It might be also possible to apply directly our framework for inverse problems using generative models with deep neural networks (e.g. in [1], a neural network is used to learn the parametrization function $\phi$). We would then need to be able to show the existence of a RIP on such models first.

• RIP based guarantees, while useful qualitative tools, are often too strong to give useful quantitative guarantees. Can our framework be extended to a non-uniform recovery case to obtain more precise estimates?

• Is it possible in general to initialize within the basin of attraction, avoiding the curse of dimension (for parametrized infinite dimensional problems), and providing a full quantitative proof of convergence in the case of super-resolution and GMM estimation?

6. Annex

6.1 Summary of notations

Spaces and sets:

• $\mathcal{D}$: Banach space of functions used to measure the unknown $x_0$.

• $\mathcal{D}^*$: ambient space where the objects of interest (e.g. the unknown $x_0$) belong, dual space of $\mathcal{D}$.

• $\Sigma$: low dimensional model set, i.e. a cone $\Sigma \subset \mathcal{D}^*$.

• $\mathcal{S}(\Sigma)$: secant set of $\Sigma$ (differences of elements of $\Sigma$).

• $\Theta$: open subset of $\mathbb{R}^d$ which parametrizes the model $\Sigma$.

• $\mathcal{H}$: Hilbert space containing the low dimensional model. The reconstruction error is measured using the associated Hilbert norm.

• $\mathbb{C}^m$: complex finite dimensional vector space containing the $m$ finite measurements.

• $\Lambda_\beta$: basin of attraction for the appropriate $\beta$ (given by our theorems).

• $[\theta_1, \theta_2]$: for $\theta_1, \theta_2 \in \mathbb{R}^d$, denotes the line segment $\{t\theta_1 + (1-t)\theta_2 : t \in [0,1]\}$.

Norms, functions and operators:

• $\langle \cdot, \cdot \rangle$: depending on context: duality product between $\mathcal{D}$ and $\mathcal{D}^*$, conventional scalar Hermitian product in finite dimension.

• $\| \cdot \|_{\mathcal{H}}$: norm associated with $\mathcal{H}$.

• $\| \cdot \|_2$: usual $\ell^2$-norm.

• $d(\cdot, \theta)$: distance to the set of equivalent parametrizations of $\theta$.

• $p(\cdot, \theta)$: projection on the set of equivalent parametrizations of $\theta$. 
• $\phi$: parametrization function ($\phi(\Theta) = \Sigma$).

• $\alpha_l$: measurement functions in $D$ for $1 \leq l \leq m$.

• $A$: linear measurement operator ($D^* \to \mathbb{C}^m$) defined by $Ax = (\langle x, \alpha_l \rangle)_{1 \leq l \leq m}$.

• $g$: parametrized functional we want to minimize, $g(\theta) = \|A\phi(\theta) - y\|_2^2$.

6.2 Weak-* topology and continuity

**Proposition 6.1 (Neighborhood)** For all $x_0 \in D^*$, a basis of neighborhoods of $x_0$ for the weak-* topology is formed with the sets

$$V_{\varepsilon,(\alpha_l)_{1 \leq l \leq n}}(x_0) := \{x \in D^*: \forall i = 1, \ldots, n, |\langle x - x_0, \alpha_l \rangle| < \varepsilon\} \quad \text{(6.1)}$$

for all $\varepsilon > 0$ and all $\alpha_l \in D^*$ and $n \in \mathbb{N}$.

Continuity is defined as follows.

**Definition 6.2 (Weak* continuity)** Let $A: D^* \to \mathbb{R}^d$. $A$ is weak-* continuous at $x_0$ if for any $\varepsilon > 0$, there is a neighborhood $V(x_0)$ for the weak-* topology of $x_0$ such that

$$x \in V(x_0) \implies \|f(x) - f(x_0)\|_2 < \varepsilon. \quad \text{(6.2)}$$

6.3 Proofs for Section 2.2

**Proof of Proposition 2.3.** Let $z \in \mathbb{C}^m$, and let $z^H$ be the Hermitian conjugate of $z$. Remark that $\theta \mapsto A\phi(\theta)$ is a Gateaux differentiable function $\mathbb{R}^d \to \mathbb{C}^m$. We have

$$\frac{\partial g(\theta)}{\partial \theta_i} = \left(\frac{\partial [A\phi(\theta)]}{\partial \theta_i}\right)^H A\phi(\theta) + (A\phi(\theta))^H \frac{\partial [A\phi(\theta)]}{\partial \theta_i} - 2\Re\langle \frac{\partial [A\phi(\theta)]}{\partial \theta_i}, y \rangle$$

$$= 2\Re\left(\frac{\partial [A\phi(\theta)]}{\partial \theta_i}\right)^H A\phi(\theta) - 2\Re\langle \frac{\partial [A\phi(\theta)]}{\partial \theta_i}, y \rangle$$

$$= 2\Re\langle \frac{\partial [A\phi(\theta)]}{\partial \theta_i}, A\phi(\theta) - y \rangle. \quad \text{(6.3)}$$

By linearity and continuity of $A$: $\frac{\partial [A\phi(\theta)]}{\partial \theta_i} = A \frac{\partial \phi(\theta)}{\partial \theta_i}$ and

$$\frac{\partial g(\theta)}{\partial \theta_i} = 2\Re\langle A \frac{\partial \phi(\theta)}{\partial \theta_i}, A\phi(\theta) - y \rangle. \quad \text{(6.4)}$$

**Proof of Proposition 2.4.** Use Proposition 2.3 with the properties of the Hermitian product. \qed

6.4 Proof for Section 2.3

**Proof of Lemma 2.1.** Let $v = \frac{\partial \phi(\theta)}{\partial \theta_i} \in \mathcal{F}(\Sigma)$. Using the fact that $\Theta$ is an open set, let $v_n = \frac{\partial \phi(\theta + |h_n|) - \phi(\theta)}{|h_n|}$ with $|h_n| \to 0$ be a sequence of real numbers. Since $\Sigma$ is a cone, $v_n \in \mathcal{F}(\Sigma)$. Thanks
to the compatibility assumption 2.1 on \( \| \cdot \|_{\mathcal{H}} \), \( \| v_n \|_{\mathcal{H}} \) converges to \( \| \partial_\theta \phi(\theta) \|_{\mathcal{H}} \). Moreover, by definition \( v_n \xrightarrow{\mathcal{H}} \partial_\theta \phi(\theta) \in \mathcal{H}(\Sigma) \), and by continuity of \( A \), we have that \( Av_n \rightarrow Av \) w.r.t to \( \| \cdot \|_2 \). Using the hypothesis,

\[
(1 - \gamma) \| v_n \|_{\mathcal{H}}^2 \leq \| Av_n \|_{\mathcal{H}}^2 \leq (1 + \gamma) \| v_n \|_{\mathcal{H}}^2.
\]

(6.5)

Taking both inequalities to the limit yields the result.

\[ \square \]

### 6.5 Proofs for Section 2.5

**Proof of Lemma 2.2.** We write \( H = F + G \) as in Proposition 2.4.

Let \( u \in \mathbb{R}^d \), with the linearity of \( A \) and the linearity of the Gateaux differential, we have \( \sum_i u_i \frac{\partial \phi(\theta)}{\partial \theta_i} = \partial_\theta \phi(\theta) \) and

\[
u^T G u = \sum_{i,j} u_i u_j G_{i,j} = \sum_{i,j} u_i u_j 2\Re e\langle A \frac{\partial \phi(\theta)}{\partial \theta_i}, A \frac{\partial \phi(\theta)}{\partial \theta_j} \rangle
\]

\[
= 2\Re e\langle A \sum_i u_i \frac{\partial \phi(\theta)}{\partial \theta_i}, A \sum_j u_j \frac{\partial \phi(\theta)}{\partial \theta_j} \rangle
\]

\[
= 2 \left\| A \sum_i u_i \frac{\partial \phi(\theta)}{\partial \theta_i} \right\|_2^2
\]

\[
= 2 \left\| A \partial_\theta \phi(\theta) \right\|_2^2.
\]

(6.6)

By definition of the generalized secant, we have \( \partial_\theta \phi(\theta) \in \mathcal{H}(\Sigma) \). Using the RIP of \( A \) with Lemma 2.1, we get

\[
2(1 - \gamma) \| \partial_\theta \phi(\theta) \|_{\mathcal{H}}^2 \leq \nu^T G u \leq 2(1 + \gamma) \| \partial_\theta \phi(\theta) \|_{\mathcal{H}}^2.
\]

(6.7)

Moreover, with the Cauchy-Schwarz and triangle inequalities,

\[
|u^T Fu| = |2\langle A \partial_\theta^2 \phi(\theta), A \phi(\theta) - y \rangle|
\]

\[
\leq 2\| A \partial_\theta^2 \phi(\theta) \|_2 (\| A \phi(\theta) - A \phi(\theta^*) \|_2 + \| A \phi(\theta^*) - y \|_2).
\]

(6.8)

By definition of \( \theta^* \), \( \| A \phi(\theta^*) - y \|_2 \leq \| Ax_0 - y \|_2 = \| e \|_2 \). With the RIP,

\[
|u^T Fu| \leq 2\| A \partial_\theta^2 \phi(\theta) \|_2 (\sqrt{1 + \gamma} \| \phi(\theta) - \phi(\theta^*) \|_{\mathcal{H}} + \| e \|_2).
\]

(6.9)

Combining (6.7) and (6.9) gives the lower bound. Combining the last equality of (6.6) and (6.9) gives the upper bound.

\[ \square \]

**Proof of Theorem 2.8.**

We start the proof by showing that given \( \theta \in \Lambda_\beta \), there exists a global minimizer \( \tilde{\theta} \in \Theta \) such that \( g \) is convex on the segment \( [\tilde{\theta}, \theta] \). We then show the Lipschitz property of the gradient. These two facts lead to the proof of the stability of iterates in \( \Lambda_\beta \) and permit to show the convergence of the fixed step gradient descent.
Convexity property. Let \( \theta \in \Lambda_{\beta} \) and \( \bar{\theta} \in p(\theta, \theta^*) \) (see Equation (2.9)) so that \( u := \bar{\theta} - \theta \) satisfies \( ||u||_2 \leq \beta \). By hypothesis, we can assume that \( \bar{\theta} \) satisfies (2.16). Let also \( t \in [0,1] \). We have \( ||\theta + tu - \bar{\theta}||_2 = (1-t)||\theta - \bar{\theta}||_2 < \beta \). This implies \( \theta + tu \in \Lambda_{\beta} \) and \( \phi(\theta + tu) \subseteq \Sigma \). Denoting by \( H_{\theta + tu} \) the Hessian of \( g \) at \( \theta + tu \), Lemma 2.2 and technical assumption 2.2 number 2 imply that
\[
\begin{align*}
  u^T H_{\theta + tu} u &\geq 2(1-\gamma)\|\partial_u \phi(\theta + tu)\|^2_{\mathcal{H}} - 2\|A\partial_u^2 \phi(\theta + tu)\|_2(\sqrt{1+\gamma}||\phi(\theta + tu) - \phi(\theta^*)||_H^2 + ||e||_2) \\
  &\geq 2(1-\gamma)\|\partial_u \phi(\theta + tu)\|^2_{\mathcal{H}} - 2\|A\partial_u^2 \phi(\theta + tu)\|_2(\sqrt{1+\gamma}C_{\phi, \theta^*}d(\theta + tu, \theta^*) + ||e||_2) \\
  &\geq 2(1-\gamma)\|\partial_u \phi(\theta + tu)\|^2_{\mathcal{H}} - 2\|A\partial_u^2 \phi(\theta + tu)\|_2(\sqrt{1+\gamma}C_{\phi, \theta^*}||\theta + tu - \bar{\theta}||_2 + ||e||_2) \\
  &\geq 2(1-\gamma)\|\partial_u \phi(\theta + tu)\|^2_{\mathcal{H}} - 2\|A\partial_u^2 \phi(\theta + tu)\|_2(\sqrt{1+\gamma}C_{\phi, \theta^*} \beta + ||e||_2).
\end{align*}
\]
(6.10)
Therefore, using Hypothesis (2.16), we get that \( u^T H_{\theta + tu} u \geq 0 \) for all \( t \in [0,1] \), which guarantees the convexity of \( g \) on \( [\bar{\theta}, \theta] \). Since \( g \) is Gateaux differentiable, the properties of one-dimensional convex functions give
\[
g(\bar{\theta}) - g(\theta) \geq \langle \nabla g(\theta), \bar{\theta} - \theta \rangle. \tag{6.11}
\]
While \( g \) might not be convex in \( \Lambda_{\beta} \) due to indeterminacies, this generalized convexity inequality is enough to prove the convergence of the gradient descent, if we have the required Lipschitz nature of the gradient of \( g \), which we address now.

Lipschitz gradient property. Let \( u \) be a vector such that \( ||u||_2 = 1 \). Let \( \theta \in \Lambda_{2\beta} \) and \( \bar{\theta} \in p(\theta, \theta^*) \) such that \( ||\theta - \bar{\theta}|| < 2\beta \).

With Lemma 2.2 and technical assumption 2.2 number 4, we get the upper control
\[
\begin{align*}
  u^T H_{\theta} u &\leq 2\|A\partial_u \phi(\theta)\|^2_{\mathcal{H}} + 2\|A\partial_u^2 \phi(\theta)\|_2(\sqrt{1+\gamma}C_{\phi, \theta^*}2\beta + ||e||_2) \\
  &\leq 2\|A\partial_u \phi(\theta)\|^2_{\mathcal{H}} + 2M_2(\sqrt{1+\gamma}C_{\phi, \theta^*}2\beta + ||e||_2).
\end{align*}
\]
(6.12)
Using again technical assumptions 2.2 number 4 and 3 give
\[
\begin{align*}
  \|A\partial_u \phi(\theta) - A\partial_u \phi(\bar{\theta})\|_2 &\leq M_2 ||\theta - \bar{\theta}||_2 \\
  ||A\partial_u^2 \phi(\theta)\|_2 &\leq ||A\partial_u^2 \phi(\bar{\theta})\|_2 + M_2 ||\theta - \bar{\theta}||_2 \\
  &\leq ||A\partial_u^2 \phi(\bar{\theta})\|_2 + M_2 2\beta \\
  &\leq M_1 + M_2 2\beta.
\end{align*}
\]
(6.13)
We conclude that
\[
\begin{align*}
  u^T H_{\theta} u &\leq 2(M_1 + 2M_2 2\beta)^2 + 2M_2(\sqrt{1+\gamma}C_{\phi, \theta^*}2\beta + ||e||_2)
\end{align*}
\]
(6.14)
and finally
\[
L := \sup_{\theta \in \Lambda_{\beta}} \sup_{||u||_2 = 1} u^T H_{\theta} u < +\infty. \tag{6.15}
\]
Hence the gradient of \( g \) is \( L \)-Lipschitz on \( \Lambda_{2\beta} \).

Stability of iterates. Let \( (\theta_n)_{n \geq 0} \) be the sequence of iterates of the gradient descent with fixed step \( \tau \) and \( \theta_0 \in \Lambda_{\beta} \). Since \( \nabla g \) is \( L \)-Lipschitz on \( \Lambda_{\beta} \) and \( ||\nabla g(\bar{\theta})||_2 < \infty \) (using the fact that \( \frac{\partial \mu(\bar{\theta})}{\partial \theta} \) \( \leq \circ \)
2\|A^{\partial \phi/\partial \theta}\|_2 \|e\|_2 \leq 2M_1 \|e\|_2), we have sup_{\Lambda_\beta} \|\nabla g(\theta)\|_2 < \infty. We can thus set the descent step

\[ \tau < \min \left( \frac{1}{L} \sup_{\Lambda_\beta} \|\nabla g(\theta)\|_2 \right). \]  

(6.16)

For each \( n \), we introduce \( \tilde{\theta}_n \in \rho(\theta_n, \theta^*) \) which satisfies (2.16) in order to have the convexity property shown above. Suppose \( \theta_n \in \Lambda_\beta \). We then have

\[ d(\theta_{n+1}, \theta^*) \leq \|\theta_{n+1} - \tilde{\theta}_n\|_2 \leq \|\theta_n - \tilde{\theta}_n\|_2 + \|\tau \nabla g(\theta_n)\|_2 \leq \beta + \tau \sup_{\Lambda_\beta} \|\nabla g(\theta)\|_2 \leq 2\beta. \]  

(6.17)

This proves that \( \theta_{n+1} \in \Lambda_{2\beta} \) and, using technical assumption 2.2 number 1, that \( \phi(\theta_{n+1}) \in \Sigma \). These last inequalities also give \( \tilde{\theta}_n, \theta_{n+1} \subset \Lambda_{2\beta} \) (by replacing \( \tau \) by \( \tau' \) such that \( 0 \leq \tau' \leq \tau \).

As shown in the first part of the proof, \( g \) is convex on \([\theta_n, \tilde{\theta}_n] \), and thus

\[ g(\theta_{n+1}) - g(\tilde{\theta}_n) = g(\theta_{n+1}) - g(\theta_n) + g(\theta_n) - g(\tilde{\theta}_n) \leq g(\theta_{n+1}) - g(\theta_n) + \langle \nabla g(\theta_n), \theta_n - \tilde{\theta}_n \rangle \]  

(6.18)

Since \( g \) is twice Gateaux differentiable with \( L \)-Lipschitz gradient on \( \Lambda_{2\beta} \), we can use the second-order Taylor inequality on the segment \([\theta_n, \theta_{n+1}] \subset \Lambda_{2\beta} \), which gives

\[ g(\theta_{n+1}) - g(\theta_n) \leq -\tau \langle \nabla g(\theta_n), \nabla g(\theta_n) \rangle + \frac{L}{2} \|\tau \nabla g(\theta_n)\|_2^2 = \left( \frac{\tau^2 L}{2} - \tau \right) \|\nabla g(\theta_n)\|_2^2. \]  

(6.19)

Since \( \phi(\theta_{n+1}) \in \Sigma \) and \( \tilde{\theta}_n \) is a global minimizer, we get

\[ \langle \nabla g(\theta_n), \theta_n - \tilde{\theta}_n \rangle - \langle \tau - \frac{\tau^2 L}{2} \rangle \|\nabla g(\theta_n)\|_2^2 \geq g(\theta_{n+1}) - g(\tilde{\theta}_n) \geq 0. \]  

(6.20)

Now,

\[ d(\theta_{n+1}, \theta^*)^2 \leq \|\theta_{n+1} - \tilde{\theta}_n\|_2^2 = \|\theta_n - \tilde{\theta}_n\|_2^2 - 2(\theta_n - \tilde{\theta}_n, \tau \nabla g(\theta_n)) + \tau^2 \|\nabla g(\theta_n)\|_2^2. \]  

(6.21)

Plugging the previous inequality gives

\[ \|\theta_{n+1} - \tilde{\theta}_n\|_2^2 \leq \|\theta_n - \tilde{\theta}_n\|_2^2 - \left( 2\tau^2 - \frac{\tau^2 L}{2} \right) \|\nabla g(\theta_n)\|_2^2 + \tau^2 \|\nabla g(\theta_n)\|_2^2 \]  

(6.22)

where \( c_0 = \tau^2 (1 - L\tau) > 0 \). Because \( \tau < 1/L \), we deduce that \( d(\theta_{n+1}, \theta^*) < d(\theta_n, \theta^*) \) and \( \theta_{n+1} \in \Lambda_\beta \). By induction, we get that the iterates stay in \( \Lambda_\beta \) because \( \theta_0 \in \Lambda_\beta \).

**Convergence of** \( g(\theta_n) \). We use the same notation \( \theta_n, \tilde{\theta}_n \) as in the last paragraph. Using again (6.19), we get

\[ g(\theta_{n+1}) - g(\theta^*) = g(\theta_n) - g(\theta^*) + g(\theta_{n+1}) - g(\theta_n) \leq g(\theta_n) - g(\theta^*) - \left( \tau - \frac{L\tau^2}{2} \right) \|\nabla g(\theta_n)\|_2^2 \]  

(6.23)
Remark that \( \tau - \frac{L^2}{2} = \tau(1 - L/2) \geq \tau/2 > 0 \). Using the convexity on \([\theta_n, \tilde{\theta}_n]\) and the Cauchy-Schwarz inequality, we get

\[
\begin{align*}
g(\theta_n) - g(\theta^*) &= g(\theta_n) - g(\tilde{\theta}_n) \\
&\leq \|\nabla g(\theta_n)\|_2 \|\theta_n - \tilde{\theta}_n\|_2 \\
&\leq \|\nabla g(\theta_n)\|_2 \beta.
\end{align*}
\]

(6.24)

We get

\[
\begin{align*}
g(\theta_{n+1}) - g(\theta^*) &\leq g(\theta_n) - g(\theta^*) - \left(\tau - \frac{L^2}{2}\right) \frac{(g(\theta_n) - g(\theta^*))^2}{\beta^2} \\
&= g(\theta_n) - g(\theta^*) - c_1 (g(\theta_n) - g(\theta^*))^2
\end{align*}
\]

with \( c_1 := \left(\tau - \frac{L^2}{2}\right) \frac{1}{\beta^2} \).

Let \( d_n = g(\theta_n) - g(\theta^*) \geq 0 \), using \( d_{n+1} \leq d_n \), we have that

\[
\begin{align*}
\frac{d_{n+1}}{d_n} &\leq 1 - c_1 d_n \\
\frac{1}{d_n} &\leq 1 + c_1 \frac{d_{n+1}}{d_n} \\
c_1 &\leq \frac{d_n}{d_{n+1}} \leq \frac{1}{d_{n+1}} - \frac{1}{d_n}
\end{align*}
\]

(6.26)

We sum this inequality for 0,...,\( n - 1 \) and get

\[
\begin{align*}
nc_1 &\leq \frac{1}{d_n} - \frac{1}{d_0} \\
d_n &\leq \frac{1}{c_1 n}.
\end{align*}
\]

(6.27)

\[
\square
\]

**Proof of Corollary 2.1.** Let \( \beta = \min(\beta_1, \beta_2) \), as \( \Lambda_{2\beta} \subset \Lambda_{2\beta_1} \), the whole technical assumption 2.2 required for Theorem 2.8 is verified.

Let \( \theta \in \Lambda_\beta \subset \Lambda_{\beta_1} \) and let us consider the unique \( \tilde{\theta} \in \rho(\theta, \theta^*) \). Using the last hypothesis, we have for all \( z \in [\theta, \tilde{\theta}] \) that

\[
\begin{align*}
\frac{1}{C_{\phi, \theta^*} \sqrt{1 + \gamma}} \left\langle \frac{\partial_{\theta - \theta^*} \phi(z)}{2}, x_{\theta} \right\rangle - \frac{1}{C_{\phi, \theta^*} \sqrt{1 + \gamma}} \|e\|_2 \geq \beta_2 \geq \beta.
\end{align*}
\]

(6.28)

which implies the last hypothesis of Theorem 2.8

\[
\begin{align*}
\frac{(1 - \gamma) \|\partial_{\theta - \theta^*} \phi(z)\|_F^2}{\sqrt{1 + \gamma} \|A \partial_{\theta - \theta^*} \phi(z)\|_2} &\geq C_{\phi, \theta^*} \beta + \frac{1}{\sqrt{1 + \gamma}} \|e\|_2.
\end{align*}
\]

(6.29)

\[
\square
\]
Proof of Corollary 2.2. Consider $x_0 \in \Sigma$ and $(\theta_n)_{n \geq 0}$ a sequence of iterates of the gradient descent converging to $\theta^*$ under the hypotheses of Theorem 2.8. Using the RIP, we have

$$\sqrt{1 - \gamma} \|\phi(\theta_n) - x_0\|_H \leq \|A\phi(\theta_n) - Ax_0\|_2 \leq \|A\phi(\theta_n) - y\|_2 + \|e\|_2$$

(6.30)

Using the rate of convergence of $g(\theta_n)$ (inequality (6.27)), we have

$$\|A\phi(\theta_n) - y\|_2 \leq \|A\phi(\theta^*) - y\|_2 + O\left(\frac{1}{n}\right).$$

(6.31)

This gives, using the inequality $(a + b)^2 \leq 2(a^2 + b^2)$,

$$\|\phi(\theta_n) - x_0\|_H^2 \leq \frac{1}{1 - \gamma} \left( \sqrt{\|A\phi(\theta^*) - y\|_2^2 + O\left(\frac{1}{n}\right) + \|e\|_2^2} \right)^2$$

$$\leq \frac{2}{1 - \gamma} \left( \|A\phi(\theta^*) - y\|_2 + O\left(\frac{1}{n}\right) + \|e\|_2 \right)^2$$

(6.32)

$$\leq \frac{2}{1 - \gamma} \left( \|Ax_0 - y\|_2^2 + O\left(\frac{1}{n}\right) + \|e\|_2^2 \right) = \frac{4\|e\|_2^2}{1 - \gamma} + O\left(\frac{1}{n}\right).$$

\[ \square \]

6.6 Proofs for Section 3.1

The expression of the directional derivative is deduced from the fact that

$$\partial_{ij}ZZ^T = (\partial_{ij}Z)^T + Z(\partial_{ij}Z)^T = (\partial_{ij}Z)^T + ((\partial_{ij}Z)Z^T)^T$$

$$= E_{ij}Z^T + ZE_{ji}$$

(6.33)

where the family $\{E_{ij} : 1 \leq i \leq p, 1 \leq j \leq r\}$ is the canonical basis of $\mathbb{R}^{p \times r}$. Furthermore

$$\partial_{ij} \partial_{kl}ZZ^T = UE_{ij} + E_{ij}U^T.$$  

(6.34)

LEMMA 6.1 Let $U \in \mathbb{R}^{p \times r}$ and $M \in \mathbb{R}^{r \times r}$. Suppose $M$ PSD, then

$$\text{tr}(UMU^T) \geq \sigma_{\text{min}}(M)\|U\|_F^2.$$  

(6.35)

Proof. Let $U_i$ be the rows of $U$. We have

$$(UMU^T)_{i,i} = \sum_{l=1}^r U_{i,l}(MU^T)_{l,i}$$

$$= \sum_{l=1}^r U_{i,l} \sum_{s=1}^r M_{l,s} U_{i,s}$$

$$= \sum_{l=1}^r \sum_{s=1}^r U_{i,l} M_{l,s} U_{i,s}$$

$$= U_i MU_i^T$$

$$\geq \sigma_{\text{min}}(M) U_i U_i^T$$

$$= \sigma_{\text{min}}(M)\|U_i\|_2^2$$

(6.36)
Summing over \( i \) yields the result. \( \square \)

**Proof of Theorem 3.1.** For a rank \( r \) matrix \( M \), we consider \( \sigma_{\max}(M) = \sigma_1(M) \geq \ldots \geq \sigma_r(M) = \sigma_{\min}(M) \) the singular values of \( M \) in decreasing order. We will use the following inequalities in this proof.

- \( \sigma_{\max}(M) \leq \|M\|_F \)
- \( \|AB\|_F \leq \sigma_{\max}(A)\|B\|_F \)

We verify the hypotheses of Corollary 2.1.

**Technical assumption 2.2 number 1:** First, remark that for any \( Z \in \mathbb{R}^{p \times r} \), we have \( \phi(Z) \in \Sigma_r \) (i.e. this assumption is verified for any \( \beta \)).

**Hypothesis 1:** Let \( Z \in \mathcal{A}_{\beta_{LR}} \). Consider \( H_0 \) the unique solution of the orthogonal Procrustes problem \( \min_{H \in O(r)} \|Z_0H - Z\|_F \). Then it has been shown that \( H_0 = QRT \) where \( Q \) and \( R \) are obtained from the singular value decomposition \( Z_0^TZ = QR^T Z \). \( \sigma_{\min}(Z_0^T Z) \) (see e.g. [39, Proof of Lemma 5.7]). It gives

\[
Z^T Z_0 H_0 = RAQ^T Q R^T = RAR^T = RQ R^T = H_0^T Z_0^T Z. \tag{6.37}
\]

We get the projection \( p(Z, Z_0) = \{Z_0 H_0\} \).

Denoting \( \tilde{Z} := Z_0 H_0 \), we have \( Z^T \tilde{Z} = \tilde{Z}^T \tilde{Z} \) and \( Z^T \tilde{Z} \) PSD. Notice that for \( U = \tilde{Z} - Z \), we also have \( Z^T U = U^T \tilde{Z} \tilde{Z} U = U^T \tilde{Z} \). Note also that for \( 1 \leq i \leq r, \sigma_i(Z) = \sigma_i(\tilde{Z}) \).

**Technical assumption 2.2 number 2:** We calculate a constant \( C_\phi Z_0 \). Using the triangle inequality on the operator norm \( \sigma_{\max} \), the fact that \( Z \in \mathcal{A}_{\beta_{LR}} \) and the typical matrix norm inequality \( \sigma_{\max}(Z - \tilde{Z}) \leq \|Z - \tilde{Z}\|_F \), we have \( \sigma_{\max}(Z) \leq \sigma_{\max}(\tilde{Z}) + \beta_{LR} \leq 2 \sigma_{\max}(Z_0) \) and

\[
\|ZZ^T - Z_0 Z_0^T\|_F = \|ZZ^T - \tilde{Z} \tilde{Z}^T\|_F = \|Z(Z - \tilde{Z})^T + (Z - \tilde{Z}) \tilde{Z}^T\|_F \leq \|Z(Z - \tilde{Z})^T\|_F + \|(Z - \tilde{Z}) \tilde{Z}^T\|_F \leq (\sigma_{\max}(\tilde{Z}) + \sigma_{\max}(\tilde{Z})) \|(Z - \tilde{Z})\|_F \leq 3 \sigma_{\max}(Z_0) ||Z - \tilde{Z}|F. \tag{6.38}
\]

Hence we can set \( C_\phi Z_0 = 3 \sigma_{\max}(Z_0) \).

**Technical assumption 2.2 number 3 and 4:** They come from the fact that \( g \) is infinitely differentiable on a bounded domain.

**Hypothesis 3:** First note that, as \( Z \in \mathcal{A}_{\beta_{LR}} \), we have \( \|Z - \tilde{Z}\|_F < \beta_{LR} \leq \frac{\sigma_{\min}(Z_0)}{8} \). Hence, using Weyl’s perturbation inequality, \( \sigma_i(Z) \geq \sigma_i(\tilde{Z}) - \sigma_1(Z - \tilde{Z}) \geq \sigma_i(Z_0) - \|Z - \tilde{Z}\|_F \geq \sigma_i(Z_0) - \frac{\sigma_i(Z_0)}{8} > 0 \) and the rank of \( Z \) is \( r \).

As \( \partial^2 \phi(Z) \) is an element of \( \Sigma_r \), with the RIP on \( \Sigma_{2r} \),

\[
\|A \partial^2 \phi(Z)\|_2 = 2\|AU U^T\|_2 \leq 2 \sqrt{1 + \gamma} \|U U^T\|_F. \tag{6.39}
\]

Now, we bound the ratio \( \frac{\|\partial_t \phi(Z + t U)\|_2}{\|A \partial_t \phi(Z)\|_2} \) for \( U = Z - \tilde{Z} \) with \( 0 \leq t \leq 1 \).

We have

\[
\partial_t \phi(Z + t U) = U(Z + t U)^T + (Z + t U) U^T = UZ^T + U \tilde{Z}^T + 2 t U U^T. \tag{6.40}
\]
For any $M_1, M_2 \in \mathbb{R}^{p \times r}$ with $M_1 \neq 0$, we have that $\|tM_1 + M_2\|_F^2$ is minimized for $t^* = -\frac{(M_1, M_2)_F}{\|M_1\|_F^2}$ and $\|t^* M_1 + M_2\|_F^2 = \|M_2\|_F^2 - \frac{(M_1, M_2)_F^2}{\|M_1\|_F^2}$. Hence if $t^* \geq 1$, $\|tM_1 + M_2\|_F^2$ is minimized over $[0, 1]$ at $t = 1$, at $t = 0$ if $t^* \leq 0$ and $t = t^*$ otherwise. Applying this to the case $M_1 = 2UU^T$ and $M_2 = UZ^T + ZU^T$.

**Case 1:** $t^* \geq 1$

$$\min_{r \in [0, 1]} \|U(Z + tU)^T + (Z + tU)U^T\|_F^2 = \|UZ^T + \bar{Z}U^T\|_F^2.$$  \hfill (6.41)

**Case 2:** $t^* \leq 0$

$$\min_{r \in [0, 1]} \|U(Z + tU)^T + (Z + tU)U^T\|_F^2 = \|UZ^T + ZU^T\|_F^2.$$  \hfill (6.42)

We consider Case 1 and 2 together. Let $\bar{Z} = Z$ or $\bar{Z} = \bar{Z}$. We have

$$\frac{\|UZ^T + 2U^T\|_F^2}{2\|UU^T\|_F} = \frac{\|UZ^T\|_F^2 + \|ZU^T\|_F^2 + 2(UZ^T, ZU^T)_F}{2\|UU^T\|_F}$$

$$= \frac{2\|ZU^T\|_F^2 + 2(\bar{Z}^T, \bar{Z}U^T)_F}{2\|UU^T\|_F}.$$  \hfill (6.43)

Using the fact that $U^T \bar{Z} = \bar{Z}^T U$,

$$\frac{\|UZ^T + \bar{Z}U^T\|_F^2}{2\|UU^T\|_F} = \frac{\|ZU^T\|_F^2 + (\bar{Z}^T, \bar{Z}U^T)_F}{\|UU^T\|_F}$$

$$= \frac{\|ZU^T\|_F^2 + (\bar{Z}^T, \bar{Z}U^T)_F}{\|UU^T\|_F}.$$  \hfill (6.44)

Let $A_1, A_2$ be two positive symmetric matrices (e.g. $ZZ^T$ and $UU^T$), then $(A_1, A_2)_F \geq 0$. Indeed, let $A_2^{1/2}$ be a positive symmetric square root of $A_2$. Remark that the matrix $A_2^{1/2}A_1^{1/2}A_2^{1/2} = A_2^{1/2}A_1^{1/2}(A_2^{1/2})^T$ is positive symmetric. Hence its trace is positive and we have

$$(A_1, A_2)_F = \text{tr}(A_1^{1/2}A_2^{1/2}) = \text{tr}(A_1^{1/2}A_1^{1/2}A_2^{1/2}A_2^{1/2}) = \text{tr}(A_2^{1/2}A_1^{1/2}A_2^{1/2}) \geq 0.$$  \hfill (6.45)

We deduce

$$\frac{\|ZU^T + 2U^T\|_F^2}{2\|UU^T\|_F} = \frac{\|ZU^T\|_F^2}{\|UU^T\|_F} = \frac{\text{tr}(UZ^T ZU^T)}{\|UU^T\|_F}.$$  \hfill (6.46)

But $Z^T \bar{Z}$ is a full rank PSD matrix, hence, with Lemma 6.1,

$$\text{tr}(UZ^T \bar{Z}U^T) \geq \sigma_{\min}(\bar{Z}^T \bar{Z}) \text{tr}(UU^T) \geq (\sigma_{\min}(\bar{Z}) - \beta_{LR})^2 \text{tr}(UU^T).$$  \hfill (6.47)

Let $\lambda_i(UU^T)$ denote the eigenvalues of $UU^T$, then
\[
\frac{\| \partial_u \phi(Z + tU) \|^2_F}{\| \partial_z \phi(Z + tU) \|^2_F} \geq \frac{\| \bar{Z}U^T + U\bar{Z}^T \|^2_F}{2\|UU^T\|^2_F} \geq (\sigma_{\min}(Z_0) - \beta_{LR})^2 \frac{\sum \lambda_i(UU^T)}{\sqrt{\sum (\lambda_i(UU^T))^2}} \geq \left( \frac{7}{8} \sigma_{\min}(Z_0) \right)^2.
\]

**Case 3:** \(0 < t^* < 1\).

Using the definition of \(t^*\), we have

\[
\begin{align*}
0 < -\frac{\langle M_1, M_2 \rangle_F}{\| M_1 \|^2_F} &\leq 1, \\
0 < -\frac{\langle UU^T, U\bar{Z}^T + \bar{Z}U^T - 2UU^T \rangle_F}{2\|UU^T\|^2_F} &< 1, \\
0 < -\frac{\langle UU^T, U\bar{Z}^T + \bar{Z}U^T \rangle_F}{2\|UU^T\|^2_F} &+ 1 < 1, \\
-1 < -\frac{\langle UU^T, U\bar{Z}^T + \bar{Z}U^T \rangle_F}{2\|UU^T\|^2_F} &< 0, \\
0 < \langle UU^T, U\bar{Z}^T + \bar{Z}U^T \rangle_F &< 2\|UU^T\|^2_F.
\end{align*}
\]

We calculate

\[
\|M_2\|^2_2 - \frac{(\|M_1\|^2_2)^2}{\|M_1\|^2_2} = \|U\bar{Z}^T + ZU^T\|^2_F - \frac{(\|UU^T, U\bar{Z}^T + \bar{Z}U^T \|_F)^2}{\|UU^T\|^2_F} \geq \|U\bar{Z}^T + ZU^T\|^2_F - \frac{\|UU^T, U\bar{Z}^T + \bar{Z}U^T - 2UU^T \|_F^2}{\|UU^T\|^2_F} \geq \|U\bar{Z}^T + ZU^T\|^2_F - \frac{\|UU^T, U\bar{Z}^T + \bar{Z}U^T \|_F^2}{\|UU^T\|^2_F} - 4\|UU^T\|^2_F + 4\|UU^T\|^2_F \geq 2\|\bar{Z}U^T\|^2_F + 2\|\bar{Z}U^T\|_F^2 - \frac{(\|UU^T, U\bar{Z}^T + \bar{Z}U^T \|_F)^2}{\|UU^T\|^2_F} - 4\|UU^T\|^2_F + 4\|UU^T\|^2_F \geq 2\|\bar{Z}U^T\|^2_F + 2\|\bar{Z}U^T\|_F^2 - \frac{(\|UU^T, U\bar{Z}^T + \bar{Z}U^T \|_F)^2}{\|UU^T\|^2_F}.
\]

Using the last inequality of (6.49), we have

\[
\|M_2\|^2_2 - \frac{(\|M_1\|^2_2)^2}{\|M_1\|^2_2} \geq 2\|\bar{Z}U^T\|^2_F + 2\|\bar{Z}U^T\|_F^2 - 4\|UU^T\|^2_F.
\]

(6.51)
Using Equation (6.48) and the fact that \( \|UU^T\|_F = \sqrt{\sum_i \sigma_i(U^T)^4} \leq \sum_i \sigma_i(U^T)^2 = \|U^T\|_F^2 \leq \beta_{LR}^2 \), we conclude
\[
\frac{\|\partial_t \phi(Z + tU)\|_F^2}{\|\partial^2_t \phi(Z + tU)\|_F} \geq \frac{\|UZ^T\|_F^2 + \langle ZZ^T, UU^T \rangle_F - 2\|UU^T\|_F^2}{\|UU^T\|_F},
\]
\[
\geq \left( \frac{7}{8} \sigma_{\min}(Z_0) \right)^2 - 2\|UU^T\|_F
\]
\[
\geq \left( \frac{7}{8} \sigma_{\min}(Z_0) \right)^2 - 2\beta_{LR}^2
\]
\[
\geq \left( \frac{49}{64} - \frac{2}{64} \right)(\sigma_{\min}(Z_0))^2 = \frac{47}{64}(\sigma_{\min}(Z_0))^2 > 0.
\]

This gives, for \( \beta_2 \) from Corollary 2.1,
\[
\beta_2 = \frac{1}{C_{\phi, Z_0}} \inf_{Z \in \mathcal{A}_{\beta_1}} \inf_{Y \in [Z, Z]} \left( \frac{(1 - \gamma)\|\partial_{\tau, Z} \phi(Y)\|_F^2}{\sqrt{1 + \gamma} \|A\partial_{\tau, Z} \phi(Y)\|_F} \right)
\]
\[
\geq \frac{47}{64} \frac{(1 - \gamma)(\sigma_{\min}(Z_0))^2}{3\sigma_{\max}(Z_0)(1 + \gamma)}
\]
\[
\geq \frac{1}{8} \frac{(1 - \gamma)(\sigma_{\min}(Z_0))^2}{(1 + \gamma)\sigma_{\max}(Z_0)} = \beta_{LR} > 0,
\]

which implies \( \mathcal{A}_{\beta_{LR}} \subset \mathcal{A}_{\text{min}}(\beta_1, \beta_2) \). Using Corollary 2.1 yields the final result: the set \( \mathcal{A}_{\beta_{LR}} \) is a \( g \)-basin of attraction of \( \theta^* \).

\[\Box\]

6.7 Proofs for the GMM example

We start by giving two lemma that bound derivatives of \( \phi \).

**Lemma 6.2** Suppose \( K(t) \propto e^{-\frac{1}{2}t^2}t \). Then there is a strictly positive constant \( d_K \) such that \( \|\partial_t \mu_0\|_K^2 \geq d_K \|w\|_2^2 \) where \( \partial_t \mu_0 \) is the derivative of \( \mu_0 \) with respect to \( t \) in the direction \( w \).

**Proof.** Using Equation (3.8),
\[
\|\partial_t \mu_0\|_K^2 \propto \int_{\mathbb{R}^p} \int_{\mathbb{R}^p} e^{-\frac{1}{2}\lambda^2\|\tau - \lambda\|_2^2} w^T \Gamma^{-1} \sigma w \Gamma \Gamma^{-1} t e^{-\frac{1}{2}\|s - \sigma\|_2^2} e^{-\frac{1}{2}\|\tau - \sigma\|_2^2} \, dt \, ds
\]
\[
= (6.54)
\]

Using the change of variables \( t - t_0 \to t \) and \( s - t_0 \to s \), we get
\[
\|\partial_t \mu_0\|_K^2 \propto \int_{\mathbb{R}^p} \int_{\mathbb{R}^p} e^{-\frac{1}{2}\lambda^2\|\tau - \lambda\|_2^2} w^T \Gamma^{-1} \sigma w \Gamma \Gamma^{-1} t e^{-\frac{1}{2}\|s - \sigma\|_2^2} e^{-\frac{1}{2}\|\tau - \sigma\|_2^2} \, dt \, ds
\]
\[
(6.55)
\]
We make the change of variable

\[ u = \frac{\lambda^2}{1 + \lambda^2} s + \frac{2\lambda^2}{1 + \lambda^2} t \]

This leads to

\[ C\|w\|^2 \leq (1 + \lambda^2)^2 \|s\|^2 - 2\lambda^2 \langle s, t \rangle + \lambda^2 \|t\|^2 \]

where

\[ C = \left(\frac{\lambda^2}{1 + \lambda^2}\right)^2 + \left(1 - \frac{\lambda^2}{1 + \lambda^2}\right) \frac{\lambda^2}{1 + \lambda^2} \|t\|^2 \]

(6.56)

This leads to

\[ \|\partial_u u_0\|^2 \left(\frac{r}{1 + \lambda^2}\right)^2 \propto \int_{\mathbb{R}^p} \int_{\mathbb{R}^p} w^T \Gamma^{-1} s w^T \Gamma^{-1} t e^{-\frac{1}{2}(1 + \lambda^2)\|s - \frac{\lambda^2}{1 + \lambda^2} t\|^2} e^{-\frac{1}{2} \left| t \right|_2^2} \left| t \right|_2^2 \right) \mathrm{d}r \mathrm{d}s \]

\[ = \int_{\mathbb{R}^p} \int_{\mathbb{R}^p} w^T \Gamma^{-1} s w^T \Gamma^{-1} t e^{-\frac{1}{2}(1 + \lambda^2)\|s - \frac{\lambda^2}{1 + \lambda^2} t\|^2} e^{-\frac{1}{2} \left| t \right|_2^2} \left| t \right|_2^2 \right) \mathrm{d}r \mathrm{d}s. \]

(6.57)

Let \( h(s) = e^{-\frac{1}{2}(1 + \lambda^2)\|s - \frac{\lambda^2}{1 + \lambda^2} t\|^2} \),

\[ \int_s w^T \Gamma^{-1} s e^{-\frac{1}{2}(1 + \lambda^2)\|s - \frac{\lambda^2}{1 + \lambda^2} t\|^2} \mathrm{d}s = \int_s w^T \Gamma^{-1} (s - \frac{\lambda^2}{1 + \lambda^2} t) h(s) \mathrm{d}s \]

\[ + \frac{\lambda^2}{1 + \lambda^2} w^T \Gamma^{-1} t \int_s h(s) \mathrm{d}s \]

\[ = \int_s \partial_u h(s) \mathrm{d}s + \frac{\lambda^2}{1 + \lambda^2} w^T \Gamma^{-1} \mathbf{C} \left( \frac{\Gamma}{1 + \lambda^2} \right) \]

where \( \mathbf{C} \left( \frac{\Gamma}{1 + \lambda^2} \right) \) is the normalization constant of the Gaussian of covariance \( \frac{\Gamma}{1 + \lambda^2} \). By linearity

\[ \int_s \partial_u h(s) \mathrm{d}s = \langle w, \int_s \nabla h(s) \mathrm{d}s \rangle = 0. \]

(6.59)

We make the change of variable \( u = \Gamma^{-1/2} t \)

\[ \|\partial_u u_0\|^2 \left(\frac{r}{1 + \lambda^2}\right)^2 \propto \lambda^2 \left(\frac{\Gamma}{1 + \lambda^2}\right) \left| \det(\Gamma^{-1/2}) \right| \int_u \left| w^T \Gamma^{-1/2} u \right|_2^2 e^{-\frac{1}{2} \frac{\lambda^2}{1 + \lambda^2} \|u\|^2} \mathrm{d}u. \]

(6.60)

With the linearity of the integral, the change of variable \( u \rightarrow \sqrt{\frac{1 + \lambda^2}{2\lambda^2}} u \) and the fact that \( \int_{\mathbb{R}} x^2 e^{-\frac{1}{2} x^2} \mathrm{d}x = \frac{1}{2} \sqrt{\pi} \),
\[
\sqrt{2\pi}, \\
\|\partial_w \mu_0\|^2 \propto |\det(I^{-1/2})| \frac{\lambda^2}{1 + \lambda^2} C \left( \frac{\Gamma}{1 + \lambda^2} \right) \sum_t |u_i(I^{-1/2} w_i)|^2 e^{-\frac{1}{2} \lambda^2 |w|^2} dt + \sum_i \int u_i(I^{-1/2} w_i) u_j(I^{-1/2} w_j) e^{-\frac{1}{2} \lambda^2 |w|^2} du \\
= |\det(I^{-1/2})| \frac{\lambda^2}{1 + 2\lambda^2} C \left( \frac{\Gamma}{1 + \lambda^2} \right) \left( \sqrt{\frac{1 + \lambda^2}{1 + 2\lambda^2}} \right)^p \sqrt{2\pi^p} \sum_i |(I^{-1/2} w_i)|^2 \\
= |\det(I^{-1/2})| \frac{\lambda^2}{1 + 2\lambda^2} C \left( \frac{\Gamma}{1 + \lambda^2} \right) \left( \sqrt{\frac{1 + \lambda^2}{1 + 2\lambda^2}} \right)^p \sqrt{2\pi^p} \|I^{-1/2} w\|_2^p \\
\geq |\det(I^{-1/2})| \frac{\lambda^2}{1 + 2\lambda^2} C \left( \frac{\Gamma}{1 + \lambda^2} \right) \left( \sqrt{\frac{1 + \lambda^2}{1 + 2\lambda^2}} \right)^p \sqrt{2\pi^p} \lambda_{\min}(\Gamma) \|w\|_2^p \tag{6.61}
\]
This gives the result with \(d_K \propto |\det(I^{-1/2})| \frac{\lambda^2}{1 + 2\lambda^2} C \left( \frac{\Gamma}{1 + \lambda^2} \right) \left( \sqrt{\frac{1 + \lambda^2}{1 + 2\lambda^2}} \right)^p \sqrt{2\pi^p} \lambda_{\min}(\Gamma) > 0. \)

**Lemma 6.3** Suppose \(K(t) \propto e^{-\frac{1}{2} \lambda^2 |t|^2}. \) Then there is an explicit strictly positive constants \(D_K\) depending on \(K\) such that
\[
\|\partial_w \mu_0\|^2 \lesssim D_K \|w\|_2^p \tag{6.62}
\]
and there is an explicit strictly positive constants \(D_{A,K}\) depending on \(A\) and \(K\) such that
\[
\|A \partial_w^2 \mu_0\|_2 \leq D_{A,K}(\|w\|_2^2 + \|w\|_2) \tag{6.63}
\]
where \(\partial_w^2 \mu_0\) is the second derivative of \(\mu_0\) with respect to \(t\) in the direction \(w\) and
\[
D_K := \int_{s \in \mathbb{R}^P} \int_{t \in \mathbb{R}^P} K(t-s) \|I^{-1} s\|_2 \|I^{-1} t\|_2 e^{-\frac{1}{2} |s|^2} e^{-\frac{1}{2} |t|^2} dt ds \\
D_{A,K} := \sqrt{\sum_{i=1}^m \sup_{t \in \mathbb{R}^P} |\alpha_i(t)|^2 \max \left( \frac{1}{\lambda_{\min}(\Gamma)} C(\Gamma), \int_{t \in \mathbb{R}^P} \|I^{-1} t\|_2 e^{-\frac{1}{2} |s|^2} ds \right)} \tag{6.64}
\]

**Proof.**

For the first bound, we have
\[
\|\partial_w \mu_0\|_2^2 = \int_{s \in \mathbb{R}^P} \int_{t \in \mathbb{R}^P} K(t-s) w^T I^{-1} s w^T I^{-1} t e^{-\frac{1}{2} s^T} e^{-\frac{1}{2} t^T} dt ds \\
\leq \|w\|_2^2 \int_{s \in \mathbb{R}^P} \int_{t \in \mathbb{R}^P} K(s-t) \|I^{-1} s\|_2 \|I^{-1} t\|_2 e^{-\frac{1}{2} s^T} e^{-\frac{1}{2} t^T} dt ds \tag{6.65}
\]
\[
= D_K \|w\|_2^2
\]
where $D_K := \int_{\mathbb{R}^p} \int_{\mathbb{R}^p} K(t-s) ||\Gamma^{-1}s||_2^2 ||\Gamma^{-1}t||_2 e^{-\frac{1}{2} ||s||_2^2 e^{-\frac{1}{2} ||t||_2^2}} \, ds \, dt$.

For the second bound, we have (with $C(\Gamma)$ the normalization constant of Gaussian of covariance $\Gamma$),

$$
\|A \tilde{\varphi}_n^2 \mu_0\|_2^2 = \sum_{i=1}^{m} \int \alpha_i(t) \, d^2 \tilde{\varphi}_n^2 \mu_0(t) \right|^2 \\
\leq \left( \sum_{i=1}^{m} \sup_{t \in \mathbb{R}^p} |\alpha_i(t)|^2 \right) \left( \int_{\mathbb{R}^p} |d^2 \tilde{\varphi}_n^2 \mu_0(t)| \right)^2 \right)^2
$$

This gives

$$
\|A \tilde{\varphi}_n^2 \mu_0\|_2 \leq \sqrt{\sum_{i=1}^{m} \sup_{t \in \mathbb{R}^p} |\alpha_i(t)|^2 \left( C(\Gamma) \|w\|_2^2 + \int_{\mathbb{R}^p} \|\Gamma^{-1}(t-t_0)\|_2 e^{-\frac{1}{2} ||t-t_0||_2^2} \, dt \right) + \|w\|_2 \int_{\mathbb{R}^p} \|\Gamma^{-1}t\|_2 e^{-\frac{1}{2} ||t||_2^2} \, dt \right)}
$$

where $D_{A,K} := \sqrt{\sum_{i=1}^{m} \sup_{t \in \mathbb{R}^p} |\alpha_i(t)|^2 \max \left( \frac{1}{\lambda_{\min}(\Gamma)^2} C(\Gamma), \sum_{i=1}^{m} \|\Gamma^{-1}t\|_2 e^{-\frac{1}{2} ||t||_2^2} \right)}$.

**Proof of Theorem 3.3.** We prove this theorem by verifying the hypotheses of Corollary 2.1. We take $\beta_1 = \beta_{\text{GMM}} \leq \sqrt{\lambda_{\min}(\Gamma)^2}$ and $\Sigma = \sum_{i=1}^{m} \xi_i^2$. We recall that we write $\theta^* = (\theta_1, \ldots, \theta_{2n}^*, \ldots, \theta_{2n})$. We finally take $\phi(\theta) \in \Sigma_{\theta, \xi}$.

**Technical assumption 2.2 number 1:** Let $\theta = (b_1, \ldots, b_{2n}, s_1, \ldots, s_k) \in \Lambda_2$. Similarly to [34], $||s_i - s_j||_2 \geq \|s_i - ti + t_j - sj\|_2 \geq \|t_i - sj\|_2 \geq \|t_i - t_j\|_2 - \|t_i - sj\|_2 \geq c - \frac{1}{\sqrt{\lambda_{\min}(\Gamma)}} ||t_i - s_i||_2 + ||t_j - sj||_2 \geq c - 2\varepsilon/4 \geq \varepsilon/2$. Moreover, using the hypothesis on the $t_i$, $||s_i||_2 \leq ||t_i||_2 + 2\beta_{\text{GMM}} \leq R$ and $\phi(\theta) \in \Sigma^1_{\theta, \xi}$.

**Hypothesis 1:** The RIP and the properties of $K$ guarantee the unicity of $\phi(\theta^*)$ as a minimizer of (1.4).

Now for $\theta \in \Lambda_2$, the set $p(\theta, \theta^*)$ is included in the set of all the possible orderings of amplitudes and positions. The fact that $|| \cdot ||_K$ increases with respect to the distance between positions and that $||t_i - s_i||_2 \leq \frac{\varepsilon}{2}$ imply $p(\theta, \theta^*) = \{\theta^*\}$.

**Technical assumption 2.2 number 2:** This hypothesis comes from the following. For $\Sigma, a_i \mu_0 - \Sigma, b_i \mu_0 \in \Sigma - \Sigma$,

$$
\left\| \sum_i a_i \mu_{i} - \sum_i b_i \mu_{i} \right\|_K \leq \sum_i \left| a_i \mu_{i} - b_i \mu_{i} \right|_K.
$$

Moreover,

$$
\left| a_i \mu_{i} - b_i \mu_{i} \right|_K^2 = (a_i - b_i)^2 + 2a_i b_i (1 - \langle \mu_{i}, \mu_{i} \rangle_K).
$$

It was shown in [22] that for a well designed Gaussian kernel, there is an explicit constant $C_K$ such that $1 - \langle \mu_{i}, \mu_{i} \rangle_K \leq C_K ||t_i - s_i||_2^2$ for $||t_i - s_i||_2^2 \leq \varepsilon/4$. Hence for $\theta \in \Lambda_2$, using the fact that $|b_i| \leq \beta_{\text{GMM}}$.
\[ |a_i| + 2\beta_1 \leq 2|a_i|, \] we have
\[
\| \phi(\theta) - \phi(\theta^*) \|_K^2 \leq \sum_i (a_i - b_i)^2 + 4|a_i|^2 C_K \| t_i - s_i \|_2^2 \leq \max(1, 4C_K a_i^2) \| \theta - \theta^* \|_2^2
\] (6.70)

Hence we can set the constant \( C_{\phi, \theta^*} = \max(1, 4C_K a_i^2) \).

**Technical assumption 2.2 number 3 and 4:** These hypotheses come from the fact that the function \( g \) is infinitely differentiable on the bounded domain \( \Lambda_{\beta_1} \).

**Hypothesis 3:** Let \( \theta \in \Lambda_{\beta_{\text{GMM}}} \) such that \( \phi(\theta) = \sum_{i=1}^K b_i \mu_i \) and \( u = (v, w) \in \mathbb{R}^d \) such that \( \| u \|_2 = 1 \). We have, using the assumption that \( 1 \leq K \), the integral with respect to \( \theta \)
\[
\| \partial_{\theta} \phi(\theta) \|_K^2 \geq (1 - c_K) \sum_i \| v_i \mu_i + b_i \partial_{w_i} \mu_i \|_K^2
\]
\[
= (1 - c_K) \sum_i \left( |v_i|^2 \| \mu_i \|_K^2 + |b_i|^2 \| \partial_{w_i} \mu_i \|_K^2 + 2b_i v_i \langle \mu_i, \partial_{w_i} \mu_i \rangle \right).
\] (6.71)

We calculate the cross-product
\[
\langle \mu_i, \partial_{w_i} \mu_i \rangle_K = -2 \int_{\mathbb{R}^p} \int_{\mathbb{R}^p} K(t, s) w_i^{T} \Gamma^{-1}(t - s) e^{-\frac{1}{2} \| t - s \|_2^2} e^{-\frac{1}{2} \| t - s \|_2^2} \, dt \, ds.
\] (6.72)

The kernel \( K \) is written \( K(t, s) = e^{-\frac{1}{2} \| t - s \|_2^2} \). With the translational invariance,
\[
\langle \mu_i, \partial_{w_i} \mu_i \rangle_K = \int_{\mathbb{R}^p} \int_{\mathbb{R}^p} e^{-\frac{1}{2} \lambda_2 \| t - s \|_2^2} w_i^{T} \Gamma^{-1}(t - s) e^{-\frac{1}{2} \| t - s \|_2^2} e^{-\frac{1}{2} \| t - s \|_2^2} \, dt \, ds
\]
\[
= \int_{\mathbb{R}^p} e^{-\frac{1}{2} \lambda_2 \| t - s \|_2^2} w_i^{T} \Gamma^{-1} t e^{-\frac{1}{2} \| t \|_2^2} e^{-\frac{1}{2} \| t \|_2^2} \, dt \, ds.
\] (6.73)

Using identity (6.56) gives
\[
\int e^{-\frac{1}{2} \lambda_2 \| t - s \|_2^2} e^{-\frac{1}{2} \| t \|_2^2} \, dt = C \left( \frac{\Gamma}{1 + \lambda_2^2} \right) e^{-\frac{1}{2} \lambda_2 \| t \|_2^2}.
\] (6.74)

where \( C(X) := \int_{\mathbb{R}^p} e^{-\frac{1}{2} \| s \|_2^2} \, ds \). Using the fact that \( t \to h(t) = w^T \Gamma^{-1} t e^{-\frac{1}{2} \| t \|_2^2} e^{-\frac{1}{2} \lambda_2 \| t \|_2^2} \) is an odd function of \( t \), the integral with respect to \( t \) is zero and
\[
\langle \mu_i, \partial_{w_i} \mu_i \rangle_K = 0.
\] (6.75)

Hence, using the assumption that \( \| \mu_i \|_K^2 = 1 \) and \( \| (v, w) \|_2 = 1 \),
\[
\| \partial_{\theta} \phi(\theta) \|_K^2 \geq (1 - c_K) \left( \sum_i |v_i|^2 \| \mu_i \|_K^2 + |b_i|^2 \| \partial_{w_i} \mu_i \|_K^2 \right)
\]
\[
\geq (1 - c_K) \left( \sum_i |v_i|^2 + |b_i|^2 d_K \| w_i \|_2^2 \right)
\] (6.76)
\[
\geq (1 - c_K) \min(1, d_K \min_i |b_i|^2).
\]
where $d_K$ such that $\|\partial_{a} \mu_0 \|_K^2 \geq d_K \|w\|_2^2$ is given by Lemma 6.2.

We now bound

$$\|A \partial_n^2 \phi(\theta)\|_\mathcal{F} = \| \sum_i A \partial_n^2 b_i \mu_i \|_\mathcal{F}. \quad (6.77)$$

We have

$$\partial_n^2 b_i \mu_i = \partial_n (v_i \mu_i + b_i \partial_n \mu_i) = v_i \partial_n \mu_i + b_i \partial_n^2 \mu_i + v_i \partial_n \mu_i$$

$$= 2v_i \partial_n \mu_i + b_i \partial_n^2 \mu_i. \quad (6.78)$$

Hence

$$\|A \partial_n^2 \phi(\theta)\|_\mathcal{F} = \| \sum_i 2A v_i \partial_n \mu_i + b_i \partial_n^2 \mu_i \|_2$$

$$\leq 2 \sqrt{1 + \gamma} \| \sum_i v_i \partial_n \mu_i \|_\mathcal{F} + \| \sum_i b_i A \partial_n^2 \mu_i \|_2$$

$$\leq 2 \sum_i \sqrt{1 + \gamma} \sqrt{1 + c_k \sqrt{D_K} \|v_i\|_2} + \sqrt{1 + c_k \sqrt{D_K} \|w_i\|_2}$$

$$\leq 2 \sqrt{1 + \gamma} \sqrt{1 + c_k \sqrt{D_K} \|v_i\|_2} + \sqrt{1 + c_k \sqrt{D_K} \|w_i\|_2}$$

$$\leq 2 \sqrt{1 + \gamma} \sqrt{1 + c_k \sqrt{D_K} \|v_i\|_2} + \sqrt{1 + c_k \sqrt{D_K} \|w_i\|_2} \quad (6.79)$$

With Lemma 6.3, we have

$$\|A \partial_n^2 \phi(\theta)\|_\mathcal{F} \leq 2 \sqrt{1 + \gamma} \sqrt{1 + c_k \sqrt{D_K} \|v_i\|_2} + \sqrt{1 + c_k \sqrt{D_K} \|w_i\|_2}$$

$$\leq 2 \sqrt{1 + \gamma} \sqrt{1 + c_k \sqrt{D_K} \|v_i\|_2} + \sqrt{1 + c_k \sqrt{D_K} \|w_i\|_2}$$

$$\leq 2 \sqrt{1 + \gamma} \sqrt{1 + c_k \sqrt{D_K} \|v_i\|_2} + \sqrt{1 + c_k \sqrt{D_K} \|w_i\|_2} \quad (6.80)$$

Using the fact that $\beta_{GMM} \leq \frac{|a_i|}{2}$, we have $|b_i| \geq |a_i| - \beta_{GMM} \geq |a_i| - \beta_{GMM} \geq \frac{|a_i|}{2}$ and $|b_k| \leq 2|a_k|$. This gives, for $\beta_2$ from Corollary 2.1,

$$\beta_2 = \frac{1}{C_{\phi, \theta}} \inf_{\theta \in \Theta_{1, \epsilon}} \inf_{\theta \in \Theta_{1, \epsilon}} \left( \frac{(1 - \gamma) \| \partial_n \phi(\theta) \|_\mathcal{F}^2}{\sqrt{1 + \gamma} \| \partial_n \phi(\theta) \|_\mathcal{F}} \right)$$

$$\geq \frac{1}{C_{\phi, \theta}} \inf_{\theta \in \Theta_{1, \epsilon}} \inf_{\theta \in \Theta_{1, \epsilon}} \left( \frac{(1 - \gamma) \| \partial_n \phi(\theta) \|_\mathcal{F}^2}{\sqrt{1 + \gamma} \| \partial_n \phi(\theta) \|_\mathcal{F}} \right) \quad (6.81)$$

$$\geq \frac{(1 - \gamma)(1 - c_K) \min(1, d_K |a_i|^2)}{8C_{\phi, \theta} \sqrt{1 + \gamma} \sqrt{1 + c_k \sqrt{D_K} \|v_i\|_2} + \sqrt{1 + c_k \sqrt{D_K} \|w_i\|_2}} > 0$$

and $\beta_{GMM} \leq \beta_2$ which implies $\Lambda_{\beta_{GMM}} \subset \Lambda_{\min(\beta_1, \beta_2)}$. Finally the set $\Lambda_{\beta_{GMM}}$ is a $g$-basin of attraction of $\theta^*$.

\[ \square \]

6.7.1 Proofs for GMM with variable covariances. We write $Z_{i, k, l}$ the coordinate $k, l$ of matrix $Z_i$. We have that $\partial_{z_{i, k, l}} \mu_i, \Gamma$ has density

$$-\frac{1}{2} (\partial z_{i, k, l})^2 |t - t_i|^2 (z_{i, k, l} + \rho l) e^{-\frac{1}{2} |t - t_i|^2} \quad (6.82)$$
We also have, using the inverse matrix differentiation formula $\partial (A^{-1}) = -A^{-1} \partial A A^{-1}$

$$\partial_{\mathcal{A}_{t,t}} \|t-t_i\|^2 = -(t-t_i)^T (Z_i Z_i^T + \rho I) \partial Z_{t,t} (Z_i Z_i^T) (Z_i Z_i^T + \rho I)^{-1} (t-t_i).$$  \hspace{1cm} (6.83)

Using the fact that $\partial W (Z_i Z_i^T) = W Z_i^T + Z_i W^T$, we get the expression of the directional derivative $\partial W \mu_{t,t}$.

**Proof of Lemma 3.1.** We write $(X_i)_{i=1}^p$ the diagonal terms of a matrix $X \in \mathbb{R}^{p \times p}$. With the translational invariance of $K$ we have $\|\partial W \mu_{t,t}\|^2_K = \|\partial W \mu_{0,0}\|^2_K$.

The partial derivative in direction $W$ of $\mu_{0,0}$ has density

$$h(s) = \frac{1}{2} s^T \Gamma^{-1} W \Gamma^{-1} - s - \lambda \|s\|^2 = \frac{1}{2} s^T \Gamma^{-1} W \Gamma^{-1} - s - \lambda \|s\|^2,$$  \hspace{1cm} (6.84)

because diagonal matrices commute, and thus

$$\|\partial W \mu_{0,0}\|^2_K = \int_{\mathbb{R}^p} \int_{\mathbb{R}^p} K(s,t) h(s) h(t) \, ds \, dt.$$  \hspace{1cm} (6.85)

The aim of the following computations is to give a lower bound on $\|\partial W \mu_{0,0}\|^2_K$.

The rest of the proof is quite technical, and we thus split it into four steps for ease of reading.

**Step 1: rewriting $\|\partial W \mu_{0,0}\|^2_K$.**

We have

$$\|s\|^2 + \lambda \|s-t\|^2 = s^T (\Gamma^{-1} + \lambda I) s - 2 \lambda \langle s, t \rangle + \lambda \|t\|^2$$

$$= s^T (\Gamma^{-1} + \lambda I) s - 2 t^T (\Gamma^{-1} + \lambda I) (\Gamma^{-1} + \lambda I)^{-1} \lambda t + \lambda \|t\|^2$$

$$= \|s - \lambda (\Gamma^{-1} + \lambda I)^{-1} t\|^2_{(\Gamma^{-1} + \lambda I)^{-1}} + \lambda \|t\|^2_2 - \|\lambda (\Gamma^{-1} + \lambda I)^{-1} t\|^2_2.$$  \hspace{1cm} (6.86)

Hence

$$\int_{s \in \mathbb{R}^p} K(s,t) h(s) \, ds = \frac{1}{2} e^{-\frac{1}{2} \lambda \|s\|^2 + \frac{1}{2} \lambda \|\lambda (\Gamma^{-1} + \lambda I)^{-1} t\|^2_{(\Gamma^{-1} + \lambda I)^{-1}}}$$

$$\times \int_{s \in \mathbb{R}^p} s^T \Gamma^{-2} W s e^{-\frac{1}{2} \|s-\lambda (\Gamma^{-1} + \lambda I)^{-1} t\|^2_{(\Gamma^{-1} + \lambda I)^{-1}}} \, ds.$$  \hspace{1cm} (6.87)

We calculate, using the change of variable $s - \lambda (\Gamma^{-1} + \lambda I)^{-1} t \rightarrow s$,

$$B := \int_{s \in \mathbb{R}^p} s^T \Gamma^{-2} W s e^{-\frac{1}{2} \|s-\lambda (\Gamma^{-1} + \lambda I)^{-1} t\|^2_{(\Gamma^{-1} + \lambda I)^{-1}}} \, ds$$

$$= \int_{s \in \mathbb{R}^p} (s + \lambda (\Gamma^{-1} + \lambda I)^{-1} t)^T \Gamma^{-2} W (s + \lambda (\Gamma^{-1} + \lambda I)^{-1} t) e^{-\frac{1}{2} \|s\|^2_{(\Gamma^{-1} + \lambda I)^{-1}}} \, ds$$

$$= \int_{s \in \mathbb{R}^p} s^T \Gamma^{-2} W s e^{-\frac{1}{2} \|s\|^2_{(\Gamma^{-1} + \lambda I)^{-1}}} \, ds + 2 \int_{s \in \mathbb{R}^p} (\lambda (\Gamma^{-1} + \lambda I)^{-1} t)^T \Gamma^{-2} W s e^{-\frac{1}{2} \|s\|^2_{(\Gamma^{-1} + \lambda I)^{-1}}} \, ds$$

$$+ (\lambda (\Gamma^{-1} + \lambda I)^{-1} t)^T \Gamma^{-2} W (\lambda (\Gamma^{-1} + \lambda I)^{-1} t) e^{-\frac{1}{2} \|s\|^2_{(\Gamma^{-1} + \lambda I)^{-1}}} \, ds.$$  \hspace{1cm} (6.88)
The second term is 0 because \( s \to se^{-\frac{1}{2}\|s\|^2_{(I^{-1}+\lambda I)^{-1}}} \) is odd. With \( C(X) \) the normalization constant of the Gaussian of covariance matrix \( X \), and
\[
D(X,Y) = \int_{\mathbb{R}^p} s^TXse^{-\frac{1}{2}\|s\|^2}ds,
\] (6.89)
we have
\[
B = D(\Gamma^{-2}W,(\Gamma^{-1}+\lambda I)^{-1}) + \lambda^2\Gamma^{-2}(\Gamma^{-1}+\lambda I)^{-2}WtC(\Gamma^{-1}+\lambda I)^{-1}
\]
\[
= D(\Gamma^{-2}W,(\Gamma^{-1}+\lambda I)^{-1}) + \lambda^2\Gamma^{-2}(I+\lambda\Gamma)^{-2}WtC(\Gamma^{-1}+\lambda I)^{-1}.
\] (6.90)

Going back to the full integral, (6.87) and (6.90) yield
\[
\|\partial_W\mu_0,\Gamma\|^2_\lambda = \frac{1}{4} \int_{\mathbb{R}^p} (D(\Gamma^{-2}W,(\Gamma^{-1}+\lambda I)^{-1}) + \lambda^2\Gamma^{-2}(I+\lambda\Gamma)^{-2}WtC(\Gamma^{-1}+\lambda I)^{-1}) e^{-\frac{1}{2}\lambda \|t\|^2 + \frac{1}{2}\|\lambda(I^{-1}+\lambda I)^{-1}t\|^2} \|t\|^2 \, dt.
\] (6.91)

We have
\[
-\lambda \|t\|^2 + \|\lambda(I^{-1}+\lambda I)^{-1}t\|^2 - \|t\|^2
\]
\[
= -t^T(\Gamma^{-1}+\lambda I)t + t^T(\Gamma^{-1}+\lambda I)\lambda^2(\Gamma^{-1}+\lambda I)^{-1}(\Gamma^{-1}+\lambda I)^{-1}t
\]
\[
= -t^T(\Gamma^{-1}+\lambda I) - \lambda^2(\Gamma^{-1}+\lambda I)^{-1}t
\]
\[
= -\|t\|^2(\Gamma^{-1}+\lambda I)^{-1} - \lambda^2(\Gamma^{-1}+\lambda I)^{-1}t
\] (6.92)

Let \( Z = (\Gamma^{-1}+\lambda I - \lambda^2(\Gamma^{-1}+\lambda I)^{-1})^{-1} \), we have
\[
Z_i^{-1} = \Gamma_i^{-1} + \lambda - \frac{\lambda^2}{\Gamma_i^{-1} + \lambda} = \frac{\Gamma_i^{-1} + 2\lambda\Gamma_i^{-1}}{\Gamma_i^{-1} + \lambda} = \frac{(I_i^{-1}+2\lambda)I_i^{-1}}{I_i^{-1} + \lambda}.
\] (6.93)

Hence, we have the following equivalent when \( \lambda \to +\infty \):
\[
Z_i \sim \frac{I_i}{2}.
\] (6.94)

Let us set
\[
E(X,Y,Z) := \int s^TXse^{-\frac{1}{2}\|s\|^2}ds.
\] (6.95)

We then have
\[
\|\partial_W\mu_0,\Gamma\|^2_\lambda = \frac{1}{4} D(\Gamma^{-2}W,(\Gamma^{-1}+\lambda I)^{-1})D(\Gamma^{-2}W,(\Gamma^{-1}+\lambda I - \lambda^2(\Gamma^{-1}+\lambda I)^{-1}^{-1}))
\]
\[
+ \frac{\lambda^2}{4} C(\Gamma^{-1}+\lambda I)^{-1}E(\Gamma^{-2}W,(I+\lambda\Gamma)^{-2}W,(\Gamma^{-1}+\lambda I - \lambda^2(\Gamma^{-1}+\lambda I)^{-1}^{-1})^{-1}.
\] (6.96)
Step 2: dependency of $D$ on $W$

We explicit the dependency of $D$ on $W$:

$$D(\Gamma^{-2}W, Y) = \int_{s \in \mathbb{R}^P} s^T \Gamma^{-2} W s e^{-\frac{1}{2} \|s\|^2} \, ds$$

$$= \int_{s \in \mathbb{R}^P} (\sum_i s_i^2 \Gamma_i^{-2} W_i) e^{-\frac{1}{2} \|s\|^2} \, ds$$

$$= \sum_i \Gamma_i^{-2} W_i \int_{s \in \mathbb{R}^P} s_i^2 e^{-\frac{1}{2} \|s\|^2} \, ds$$

$$= \sum_i \Gamma_i^{-2} W_i \int_{s \in \mathbb{R}^P} s_i^2 \prod_j \Gamma_j^{-2} \, ds_j$$

$$= \sum_i \Gamma_i^{-2} W_i \sqrt{\pi}^{p-1} \sqrt{\prod_j Y_j} \int_{s \in \mathbb{R}^P} s_i^2 e^{-\frac{1}{2} \|s\|^2} \, ds_i.$$  \hfill (6.97)

We make the change of variable $s_i = \sqrt{Y_i} u_i$ and use the fact that $\int_{\mathbb{R}} e^{-\frac{1}{2} u^2} \, du = \int_{\mathbb{R}} u e^{-\frac{1}{2} u^2} \, du = \sqrt{\pi}$. We get

$$D(\Gamma^{-2}W, Y) = \sum_i \Gamma_i^{-2} W_i \left(\sqrt{2\pi}\right)^{p-1} \sqrt{\prod_j Y_j} \int_{u \in \mathbb{R}} u_i^2 e^{-\frac{1}{2} |u|^2} \, du$$

$$= \left(\sqrt{2\pi}\right)^p \sqrt{\prod_j Y_j} \sum_i \Gamma_i^{-2} W_i u_i.$$  \hfill (6.98)

Step 3: dependency of $E$ on $W$

We calculate $E(\Gamma^{-2}W, (I + \lambda \Gamma)^{-2} W, Z)$

$$E(\Gamma^{-2}W, (I + \lambda \Gamma)^{-2} W, Z) = \sum_{i,j} (1 + \lambda \Gamma_i)^{-2} \Gamma_j^{-2} W_j \int_{\mathbb{R}} s_i^2 s_j^2 e^{-\frac{1}{2} \|s\|^2} \, ds.$$  \hfill (6.99)

We make the change of variable $s_i = \sqrt{Z_i} u_i$. We get

$$\sum_{i \neq j} (1 + \lambda \Gamma_i)^{-2} \Gamma_j^{-2} W_j \int_{\mathbb{R}} s_i^2 s_j^2 e^{-\frac{1}{2} \|s\|^2} \, ds$$

$$= \left(\sqrt{2\pi}\right)^2 \left(\sqrt{2\pi}\right)^{p-2} \sqrt{\prod_i Z_i} \sum_{i \neq j} (1 + \lambda \Gamma_i)^{-2} Z_i Z_j \Gamma_j^{-2} W_j$$

$$= \left(\sqrt{2\pi}\right)^p \sqrt{\prod_i Z_i} \sum_{i \neq j} (1 + \lambda \Gamma_i)^{-2} Z_i Z_j \Gamma_j^{-2} W_j$$  \hfill (6.100)

and, using the fact that $\int_{\mathbb{R}} u^4 e^{-\frac{1}{2} |u|^2} \, du = 3 \sqrt{2\pi}$, we get

$$\sum_i (1 + \lambda \Gamma_i)^{-2} \Gamma_i^{-2} W_i^2 \int_{\mathbb{R}} s_i^4 e^{-\frac{1}{2} \|s\|^2} = 3 \sqrt{2\pi} \sqrt{2\pi}^{p-1} \sqrt{\prod_i Z_i} \sum_i (1 + \lambda \Gamma_i)^{-2} \Gamma_i^{-2} Z_i^2 W_i^2$$

$$= 3 \left(\sqrt{2\pi}\right)^p \sqrt{\prod_i Z_i} \sum_i (1 + \lambda \Gamma_i)^{-2} \Gamma_i^{-2} Z_i^2 W_i^2.$$  \hfill (6.101)
Hence
\[ E(\Gamma^{-2}W,(I+\lambda\Gamma)^{-2}W,Z) = \sqrt{\prod_i Z_i} \left( 3 \left( \sqrt{2\pi} \right)^\rho \sum_i (1 + \lambda \Gamma_i)^{-2} \Gamma_i^{-2} Z_i^2 W_i^2 \right. \]
\[ \left. - \left( \sqrt{2\pi} \right)^\rho \sum_i (1 + \lambda \Gamma_i)^{-2} \Gamma_i^{-2} Z_i^2 W_i^2 \right) \]
\[ + \left( \sqrt{2\pi} \right)^\rho \left( \sum_i (1 + \lambda \Gamma_i)^{-2} Z_i W_i \right) \left( \sum_j Z_j \Gamma_j^{-2} W_j \right) \]
\[ \left. \right) \] (6.102)

**Step 4: computing a lower bound for \( \|\partial w_{\mu_0,\Gamma}\|^2_K \)**

Using \( \|W\|^2_p = 1 \), we have
\[ E(\Gamma^{-2}W,(I+\lambda\Gamma)^{-2}W,Z) \geq \left( \sqrt{2\pi} \right)^\rho \sqrt{\prod_i Z_i} \left( 2 \text{inf}(1 + \lambda \Gamma_i)^{-2} \Gamma_i^{-2} Z_i^2 + \left( \sum_i (1 + \lambda \Gamma_i)^{-2} Z_i W_i \right) \left( \sum_j Z_j \Gamma_j^{-2} W_j \right) \right) \] (6.103)

Also, we have
\[ \text{sign} \left( \sum_i (1 + \lambda \Gamma_i)^{-2} Z_i W_i \right) \left( \sum_j Z_j \Gamma_j^{-2} W_j \right) = \text{sign} \left( \lambda^2 \sum_i (1 + \lambda \Gamma_i)^{-2} Z_i W_i \right) \left( \sum_j Z_j \Gamma_j^{-2} W_j \right) \] (6.104)

and, using that \( Z_i^{-1} \rightarrow_{\lambda \rightarrow \infty} 2 \Gamma_i^{-1} \) (from (6.93)),
\[ \lambda^2 \left( \sum_i (1 + \lambda \Gamma_i)^{-2} Z_i W_i \right) \left( \sum_j Z_j \Gamma_j^{-2} W_j \right) = \left( \sum_i \lambda^2 (1 + \lambda \Gamma_i)^{-2} \Gamma_i^{-2} Z_i \right) \left( \sum_j Z_j \Gamma_j^{-2} W_j \right) \]
\[ \rightarrow_{\lambda \rightarrow \infty} \frac{1}{4} \left( \sum_j \Gamma_j^{-1} W_j \right)^2 > 0. \] (6.105)

Hence, for \( \lambda \) large enough, \( \sum_i (1 + \lambda \Gamma_i)^{-2} Z_i W_i \left( \sum_j Z_j \Gamma_j^{-2} W_j \right) \geq 0 \). This implies
\[ E(\Gamma^{-2}W,(I+\lambda\Gamma)^{-2}W,Z) \geq \sqrt{\prod_i Z_i} \left( \sqrt{\frac{2\pi}{\rho}} \right)^\rho 2 \text{inf}(1 + \lambda \Gamma_i)^{-2} \Gamma_i^{-2} Z_i^2 \] (6.106)

Moreover, writing \( Y_i = (\Gamma_i^{-1} + \lambda I)^{-1} \) we have
\[ C(\Gamma^{-1} + \lambda I)^{-1} = \sqrt{\frac{2\pi}{\rho}} \sqrt{\prod_i Y_i}. \] (6.107)
Putting everything together, for $\lambda$ large enough, we deduce from (6.98) that
\[
\|\partial_W \mu_{0, r}\|_K^2 \geq \frac{1}{2} \left( \frac{\sqrt{2\pi}}{2} \right)^2 p \sqrt{\prod_i Y_i} \sum_i Y_i I_i^{-2} W_i \sqrt{\prod_i Z_i} \sum_i Z_i I_i^{-2} W_i \\
+ \frac{\lambda^2}{4} \left( \sqrt{2\pi} \right)^2 p \sqrt{\prod_i Y_i} \sqrt{\prod_i Z_i} 2 \inf_i (1 + \lambda I_i)^{-2} I_i^{-2} Z_i^2 \\
= \frac{1}{4} (2\pi)^p \sqrt{\prod_i Y_i Z_i} ((\sum_i Y_i I_i^{-2} W_i)(\sum_i Z_i I_i^{-2} W_i) + 2\lambda^2 \inf_i (1 + \lambda I_i)^{-2} I_i^{-2} Z_i^2) \\
\geq \frac{1}{4} (2\pi)^p \sqrt{\prod_i Y_i Z_i} (O\left(\frac{1}{\lambda}\right) + 2\lambda^2 \inf_i (1 + \lambda I_i)^{-2} I_i^{-2} Z_i^2) \\
\sim_{\lambda \to \infty} \frac{1}{8} (2\pi)^p \sqrt{\prod_i Y_i Z_i} \inf_i I_i^{-2}.
\]

Hence there is $\lambda$ large enough such that $\|\partial_W \mu_{0, r}\|_K$ is lower bounded by a positive constant that depends on $\lambda$ and $I$.
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