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Figure 1: Overview of our system. By designing a single-click attention-directing user interface and an attention-based active learning strategy, our system significantly reduces the number of annotation operations and images used to direct the attention of deep neural network classifiers.

ABSTRACT

Attention guidance is used to address dataset bias in deep learning, where the model relies on incorrect features to make decisions. Focusing on image classification tasks, we propose an efficient human-in-the-loop system to interactively direct the attention of classifiers to regions specified by users, thereby reducing the effect of co-occurrence bias and improving the transferability and interpretability of a deep neural network (DNN). Previous approaches for attention guidance require the preparation of pixel-level annotations and are not designed as interactive systems. We herein present a new interactive method that allows users to annotate images via simple clicks. Additionally, we identify a novel active learning strategy that can significantly reduce the number of annotations. We conduct both numerical evaluations and a user study to evaluate the proposed system using multiple datasets. Compared with the existing non-active-learning approach, which typically relies on considerable amounts of polygon-based segmentation masks to fine-tune or train the DNNs, our system can obtain fine-tuned networks on biased datasets in a more time- and cost-efficient manner and offers a more user-friendly experience. Our experimental results show that the proposed system is efficient, reasonable, and reliable. Our code is publicly available at https://github.com/ultratykis/Guiding-DNNs-Attention.
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• Human-centered computing → Interactive systems and tools.
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1 INTRODUCTION

The transferability and interpretability of deep neural networks (DNNs) are critical for various deep-learning applications. Correct and clear evidence allows users to be more confident of their network decisions, and renders the pretrained networks easier to deploy across different datasets. However, the datasets we collect often have various biases. One such bias, i.e., co-occurrence bias, is due to insufficient negative examples in a dataset [55]. The strong correlation among several feature elements results in features that are to be extracted, which are often accompanied by other features in the same context. Based on the characteristics of a DNN, we should not expect a network trained using datasets with significant biases to make decisions based only on the necessary features. This has been proven in many experiments [55, 66, 68], and we use feature visualization techniques [16] to show the attention of DNNs, which indicates the features used to make decisions.

Figure 2: Examples showing co-occurrence bias in multiple datasets. Importance of regions from high to low for prediction is indicated from red to blue. Images from COCO dataset are shown in the first row. Results of feature visualization (Grad-CAM) show that the pre-trained DNN classifies “boat” by focusing on water waves, the contour of the coast, or the border between boat and water, instead of the boat itself. Images from the CelebA dataset are shown in the second row. Here, the pre-trained network-classified “lipstick” attribute focuses not only on the region of the mouth, but also on the eye and eyebrow. Finally, images from the AwA2 dataset are shown in the third row. In this case, the pre-trained network classifies ‘horse’ by relying on both a horse and a human.

Examples. Figure 2 shows examples of the co-occurrence bias problem. Boat-water problem [55]. In the COCO dataset [28], all boats were captured in a river or sea, and the networks recognized water waves or coastal contours instead of various boat shapes to classify boat images. Lipstick problem [66]. In the Large-scale CelebFaces Attributes (CelebA) dataset [30], the attributes “Wearing Lipstick” and “Heavy Makeup” typically occur simultaneously with high probability. Most people in the images, who not only apply lipstick, but also makeup on other facial regions, will only be labeled by the “Wearing Lipstick” attribute. Thus, the network recognizes “Wearing Lipstick” by relying on the makeup applied on several regions of the face, such as the eyes, eyebrows, and mouth. Horse-human problem [68]. In the AwA2 dataset [58], humans typically appear in the images of horses; thus, to classify the horse class, the networks rely not only on the features of the horses, but also on those of humans.

Biased representations are not easily eliminated from a pretrained network because the interpretability of current DNN networks is inferior. The features are extracted in high dimensions and extremely difficult to disentangle. For such intra-class bias, mining valid information is difficult using a simple approach of randomly selecting images from different categories during training. To eliminate these biases, a direct solution is to modify the training dataset to balance them [20, 40, 68]. However, this method requires a significant number of manual operations for each bias, and there are issues in the following two solutions: First is to remove images that have biases, which will significantly reduce the dataset size and result in the loss of many features. Second is to increase the number of negative samples. For the lipstick problem, for example, to balance the effects of other parts on the network, samples with makeup on other facial sections without lipstick must be added. However, negative samples are difficult to obtain, and the presence of numerous negative samples may prevent the network from extracting features. Furthermore, the increase in training data necessitates a more complex network model, more effective devices, and a longer training time.

Another approach is to focus the system (attention) on a specific area of the images. Manual and automatic methods have been developed. In manual approaches, for example, more weights are manually assigned to the important region; however, determining the size and shape of the region is difficult and may result in overfitting. Fully automatic approaches, such as the attention mechanism [14] or self-attention [26], cannot easily eliminate biased representations from a pretrained network because the extracted features cannot be disentangled easily, and self-guidance by a soft mask is ineffective if the region of interest (ROI) overlaps with the attention map. Bahng et al. [8] reduced a network’s dependency on the bias representation by encouraging it to be different from networks with small receptive fields that can easily capture texture features. However, disentangling object-level bias is difficult. In this case, supervised methods [26, 59] force the attention of the network on the regions provided by additional information. However, they rely on pixel-level annotations, which incur high human costs. This additional information (attention positions on images) is difficult to obtain unless images with appropriate annotations are acquired in advance [4] or if the elements can be detected using existing methods [59].

Therefore, we herein propose an interactive method to improve the efficiency of supervised methods to guide the attention of a pretrained network for resolving co-occurrence bias. It comprises the following two elements: The first is a clicking interface for region
selection. The user specifies the regions where the classifiers should or should not focus on using simple clicks (users are not obligated to specify all ROIs), and the system fine-tunes the classifier such that it focuses on or avoids the specified regions. To achieve this simple operation, we designed an adjusted loss function by combining the region and center differences based on Gaussian mixture models (GMMs). The second is a new active learning strategy that substantially reduces the number of annotation images required to obtain the expected results. The main contributions of this study are as follows:

- We propose a human-in-the-loop system to efficiently reduce the effect of dataset co-occurrence bias on pre-trained DNNs, thereby improving the transferability and interpretability of the latter.
- We design a new user interface to allow users to guide the attention of a network by simply clicking the ROIs and a new loss function such that the network undergoes fine-tuning. We investigate a new active learning strategy based on the distributions of calculated feature maps.
- We conduct a user study to compare existing methods as baselines to demonstrate the efficiency of our proposed system. This includes a comparison of the proposed click-based annotation approach with a classical polygon-based approach, as well as a comparison of attention directing using the designed active learning mechanism and a non-active learning method.

2 RELATED STUDIES

In addition to the studies mentioned in the Introduction, we extensively surveyed studies pertaining to human-computer interactions, machine learning, and computer vision.

2.1 Human-in-the-loop Frameworks

Human-in-the-loop is an effective approach for connecting human knowledge and machine-learning models [6]. Several applications of this approach have been reported in the literature. Nakano et al. [37] proposed a framework, known as interactive deep singing-voice separation to allow users to fine-tune a deep-learning model and improve the separation accuracy of an input song. Shimizu et al. [46] designed a framework that allows users to create and edit design adjectives to explore high-dimensional spaces. Silva et al. [48] presented a reinforcement learning technique for the intelligent initialization of neural network weights and architectures by encoding domain knowledge. Hilgrad et al. [19] introduced a human decision function into a learning framework to optimize its representation. Mishra et al. [35] introduced an interactive tool to support non-experts in transfer learning. Wang et al. [56] introduced an automated machine learning system to support data science projects. In addition, several interaction techniques [5, 9, 33] have been investigated to improve the performance of deep learning models for image segmentation through human annotations. Liu et al. [31] proposed a deep reinforcement active learning system to maximize person re-identification performance. Various interactive applications [10, 23, 24] have been designed for computational design based on human-in-the-loop optimization methods.

2.2 Dataset Bias

Dataset bias was introduced by Torralba and Efros [55], who analyzed and summarized various dataset biases by comparing and evaluating a set of well-established datasets. Additionally, Tommasi and Tuytelaars [54] performed a test to analyze a cross-dataset comprising 12 image datasets. Researchers have attempted to detect or eliminate biases learned by networks. Stock et al. [52] proposed the use of adversarial examples to uncover undesirable biases learned by a model. Kim et al. [21] proposed a regularization term based on mutual information to unlearn the target bias from training data. Maksai and Fua [34] exploited appearance-based features to eliminate exposure bias in multiple-object tracking tasks. Tian et al. [53] proposed a person-region guided pooling DNN based on human parsing maps to eliminate background bias in person re-identification. Hendricks et al. [18] introduced two complementary loss terms, i.e., appearance confusion loss and confidence loss, to enable a network to learn less gender bias. Li and Vasconcelos [27] introduced a dataset resampling procedure based on the formulation of bias minimization as an optimization problem.

2.3 Feature Visualization

The biased representations of a pretrained DNN are caused by dataset biases. Feature visualization methods allow one to verify whether pretrained DNNs have biased representations [2]. The simplest method is to achieve this is visualize the weights of the feature maps directly, as introduced by Krizhevsky et al. [25]. Simonyan et al. [49] generated an artificial image, which is representative of a class of interest, and computed an image-specific class saliency map to highlight the areas of interest. Zeiler and Fergus [64] visualized the activities of each layer by applying deconvolution. Springenberg et al. [51] proposed guided backpropagation to visualize features learned through DNNs. Yosinski et al. [61] introduced an excellent software tool by combining several different visualization methods. Zhou et al. [69] generated class activation maps (CAMs) using global average pooling in DNNs to highlight discriminative object sections detected by the DNN. Selvaraju et al. [40] proposed a gradient-weighted class activation mapping (Grad-CAM) technique that realizes CAM applications without modifying the model architecture.

2.4 Active Learning

Active learning aims to reduce the number of annotations by selectively labeling the most informative samples. It comprises three main settings: membership query synthesis, stream-based selective sampling, and pool-based active learning [43]. Pool-based active learning has been widely applied, three main sampling methods exist: uncertainty, diversity, and query-by-committee-based methods. In this study, we focus on pool-based active learning methods for image-related tasks to introduce state-of-the-art studies. For example, Sener and Savarese [41] defined the active learning problem as core set selection and investigated a core set problem for DNNs. Sinha et al. [50] used Variational Autoencoders to learn a low-dimensional latent space using labeled and unlabeled data. Yoo et al. [60] proposed a loss prediction module that is directly applicable to any task involving DNNs to predict the target losses.
of unlabeled inputs. Zhang et al. [65] proposed a state relabeling adversarial active learning model that considers both annotation and state information to derive the most informative unlabeled samples. Aggarwal et al. [3] introduced contextual diversity to unify model prediction uncertainty with diversity based on spatial and semantic contexts. Siddiqui et al. [47] exploited the viewpoint consistency in multiview datasets to propose an active learning strategy for semantic segmentation. Aggarwal et al. [4] adapted active learning for imbalanced visual tasks by modifying acquisition functions. Gudivskiy et al. [15] proposed a low-complexity method for feature density matching using a self-surprised Fisher kernel and pseudo-label estimators for biased datasets. Yuan et al. [63] proposed a multiple-instance active object detection approach for selecting informative images from an unlabeled set.

### 2.6 Attention Guidance

Biases can be eliminated using automatic approaches, as introduced in Section 1, among which those presented in [14, 26] are representative examples. Pixel-level supervision [26] is a typically used approach for addressing biased attention in DNN models used in the machine-learning field. This approach allows the DNN models to focus on the desired regions; however, it relies on the ground truth of image segmentation, which is obtained by drawing a polygon box along the boundary of each object on an image with significant human resources. The attention mechanism-based method [14], which introduces an attention branch network that extracts the effective weight by generating an attention map for a visual explanation based on response-based visual explanation in a supervised learning manner, can similarly reduce network bias. However, as they rely on extracted image features that are typically difficult to disentangle, biased representations cannot be effectively eliminated. Yang et al. [59] used landmarks as ground truth to guide the attention of pre-trained models; however, this method is limited to scenarios in which landmarks can be detected using existing tools such as face recognition. Shen et al. [45] claimed that they implemented an interactive framework to obtain human feedback for attentional guidance. However, they neither performed an extensive evaluation nor a user study, which renders the efficiency of the framework questionable. In addition, the feature visualization method used requires changing the architecture of the pretrained network.

### 3 SYSTEM DESIGN

#### 3.1 Design Rationale

Deep-learning networks make decisions completely by relying on prior information. Because feature visualization allows humans to understand the basis of network reasoning, human knowledge must be embedded to disentangle co-occurring features from datasets. Whereas a human-in-the-loop system can efficiently allow users to interactively and targetedly rectify pretrained networks, human knowledge is an expensive resource if dense annotations are involved. Therefore, we investigated active learning and user interface design to significantly reduce the cost of labor. The active learning strategy identifies commonalities in incorrect samples to prevent the user from providing redundant annotations, and the efficient user interface allows the user to annotate rapidly and accurately.
3.2 Overview

As shown in Figure 3, for a pretrained DNN model with biased representations, our system selects informative images from a specified dataset using the active learning strategy and visualizes the attention regions. Subsequently, the user annotates the selected images by clicking on the positive or negative attention regions as user-specified attention. Next, the difference between the predicted and user-specified attention is calculated as a new loss function term to fine-tune the pretrained network and allow it to focus on the correct regions. Our loss function only requires the user to click within the positive/negative area and not the exact pixels. Thus, biased representations are efficiently eliminated from the network.

3.3 Attention Visualization

Based on comparing the results of several feature visualization approaches, we decided to employ Grad-CAM [40] in our study. Grad-CAM uses class-specific gradient information to localize important regions. For an image and a specified class, the image is passed through the network to achieve activation. Subsequently, a one-hot vector marked by the class is backpropagated to compute the gradients entering the convolutional layer. The average of these gradients is computed to obtain the weights of each feature map. The heat map showing the detected region is a weighted combination of the feature maps.

3.4 User Interface Design

To improve annotation efficiency and reduce the workload of the annotator, we propose a custom-designed user interface that can support user interactions via the active learning mechanism, as shown in Figure 4. For wider applicability, the user interface was designed as a web application based on Vuejs [62]. The back-end system was implemented using Flask [1].

Parameter adjustment. We provide a parameter panel on the left for the user to adjust the dataset, data selection strategies, training parameters, and number of candidates that should be labeled at a time. In addition, the user can switch to the training or test mode at any time to assess the performance of the current fine-tuned model.

Candidate layout and task submission. We prepared a layout that displays task submissions in the middle. The user can manage any candidate image as desired and submit the annotation results. The submitted images are denoted by a checkmark to allow users to confirm their annotation progress.

Specifying ROI. We propose a single-click-type operation for specifying the ROIs. The left user clicks the centers of the positive attention regions to specify the region wherein the network should focus. If the user thinks that the network is focused on the incorrect region, then the user right-clicks on the incorrect attention regions to remove the effect on these regions such that the network can make a decision.
When users complete image labeling and click the CONFIRM button, the workspace is emptied and the images being processed in the middle area of the candidate images are marked as completed, thus allowing the users to easily verify their work progress. The remaining candidate images are displayed by clicking the NEXT button. After all candidate images are labeled, the NEXT button changes to the FINE-TUNE button. Clicking on the FINE-TUNE button advances the process to the next round model fine-tuning. This process continues until the user confirms that a more satisfactory result has been achieved.

3.5 Active Learning Strategy

Active learning is used in several applications of machine learning. It uses the minimum number of labeled samples to maximize the performance gains of the model during each training epoch. During this process, the strategy used to sample the data affects the training time required to obtain the desired results. The main strategies typically used in deep active learning include random selection, entropy [57], and the K-center greedy [41] algorithm.

For our task, we designed a strategy based on the attention distribution of unlabeled data to select informative images, as shown in Figure 5. We believe that the features of the most worthwhile annotated images are similar to the common characteristics of dataset images. Thus, we used a GMM [36] to determine the most important attention maps for user direction. A GMM is a probabilistic model that assumes that all data points are sampled from a combination of a finite number $K$ of components. In this model, each component (with a component weight $p_k$) is a multivariate Gaussian distribution with mean $\mu_k$ and covariance matrix $\Sigma_k$. The model exhibits the following form:

$$p(x_i|\theta) = \sum_{k=1}^{K} p_k N(x_i|\mu_k, \Sigma_k)$$

(1)

We introduced the GMM to our system to score unlabeled images based on the diversity of co-occurrence and then corrected the activation value distributions. In our implementation, the $K$ was set to two, which represents positive and negative features, and each component had its own diagonal covariance matrix $\Sigma_k$. We used the expectation-maximization (EM) algorithm [11] to train our model and the number of EM iterations was set to 100. The predicted attention maps of the unlabeled images were fitted to the GMM as input to obtain a trained model. Subsequently, we calculated the log-likelihood of each sample $x$ from $score_x$ using Equation (2). For simplicity, we consolidated all GMM parameters into $\theta$; $score_x$ is the probability of the observed sample under the fitted $g_\theta$, which can be sorted in the descending order. Subsequently, we selected the top batch size number of images to be annotated by the user.

$$score_x = \ln(g_\theta(x))$$

(2)

3.6 Fine-tuning Approach

The pretrained network was fine-tuned using the loss function, which is a combination of weighted guidance loss $\text{loss}_g$ and classification loss $\text{loss}_c$, computed as $\text{Loss} = \text{loss}_g \ast \text{loss}_c + \text{we} \ast \text{loss}_c$ (see Figure 6). Here, the classification loss $\text{loss}_c$ is calculated as pretraining using the binary cross entropy between the predicted scores and labels. The guidance loss $\text{loss}_g$ is computed as $\text{loss}_g = \text{pos}_g + \text{neg}_g$, where the positive loss $\text{pos}_g$ and negative loss $\text{neg}_g$ are directed by the user interaction. Parameters $w_g$ and $w_c$ are the weights to balance $\text{loss}_g$ and $\text{loss}_c$, respectively.

Because our system allows users to specify multiple positive points, we obtained $\text{pos}_g$ by calculating the difference between the center of the user-directed positive points ($pp$) and the barycenter of the predicted attention map ($am$), as shown in Equation (3). Simultaneously, we incorporated a super-pixel method [12] to segment the predicted attention map to allow the user to select negative attention regions ($nr$) via simple clicks. Here, Coord refers to the coordinates from the attention map and the value of the activation map is denoted as $Val$. Because we expect the activation of the negative attention region to be approximately zero, we calculated the sum of the values of the attention map located in the directed negative regions $\text{neg}_g$, as expressed in Equation (4).

Notably, the users were not required to click on all ROIs; additionally, the user can specify arbitrary regions or remain idle.

$$\text{loss}_g = \left| \sum_{i \in am} \frac{(\text{Coord}_i \cdot Val_i)}{\sum_{i \in am} Val_i} - \sum_{j \in pp} \text{Coord}_j \right|$$

(3)

$$\text{loss}_c = \sum_{k \in nr} Val_k$$

(4)

4 IMPLEMENTATION

4.1 Dataset

We evaluated our method using three typically used datasets that are affected by co-occurrence bias: COCO-2017 [28], CelebA [30], and AwA2 [58]. We classified the datasets into three sets: training, test, and validation. We use the “airplane” and “boat” categories from COCO-2017; “Wearing Lipstick” from CelebA; “humpback whale”, and “horse” from AwA2. Table 1 lists the compositions of the datasets used.

4.2 Training

The proposed system was implemented on a Linux system computer with two NVIDIA RTX 3090 graphics cards, an Intel® Xeon(R) W-2223 CPU, and 64GB memory. We used ResNet-18 [17] (provided by PyTorch [38]), which contained 18 convolutional layers, to perform classification task. We pretrained ResNet-18 on our three prepared datasets at a learning rate of 0.1 and a weight decay of 0.0005. We used stochastic gradient descent as the optimizer in the pretraining process and applied early stopping to obtain the pretrained model. The pretraining epoch was set to 150, the batch size was 128. In the fine-tuning process, we used a learning rate of 0.01 to fine-tune the pretrained model. The values of $w_g$ and $w_c$ for the fine-tuning loss were set to 0.75 and 0.25, respectively. The batch size was 128, and the epoch was set to 150.
random selection and two existing selection methods, including entropy [32, 44], and diversity-based algorithms. For the entropy-based selection strategy, we calculated the entropy-based on the softmax output vector values. For the diversity-based approach, we used K-Center-Greedy [42], which is a core-set algorithm for data sampling.

We evaluated the effectiveness of our proposed method in terms of the fine-tuned accuracy and visualization results. The same pre-trained network was fine-tuned using different strategies on the categories of “boat” and “airplane” categories within the same limited amount of time (240 min), as shown in Table 2. The proposed method achieved the highest accuracy.

Additionally, we conducted tests on the “Wearing Lipstick” and “Heavy Makeup” categories, as shown in Table 3. To demonstrate the performance of each fine-tuned network on images based on only the “Wearing Lipstick” attribute, we developed a new test set by removing images with the “Heavy Makeup” attribute in the previous test set. The results show that the network used in the proposed method learned more exact features and achieved better transferability than other three selection strategies.

To demonstrate the effect of our proposed method on active learning under the same annotation workload, we visualize and show the active learning curve for the different strategies used in Figures 7(a) and 7(b). As shown in the figures, both the entropy- and diversity-based approaches can achieve better results faster than the random sampling approach on different datasets. During the final cycle of active learning, the random-based approach achieved total accuracies of 86.273% and 77.727%, whereas the entropy- and diversity-based approaches achieved accuracies of 86.808% and 87.128% on COCO-2017, 77.905% and 78.101% on CelebA, respectively. By contrast, the accuracies of our proposed attention-based
maneuver were 87.363% and 78.216% on COCO-2017 and CelebA, respectively.

In Figure 8(a), we show attention maps visualized from images in COCO-2017 that were affected by dataset bias, as well as the attention map of the same images visualized using a fine-tuned network. Examples of AwA2 and CelebA are shown in Figures 8(b) and 8(c), respectively. Although we only fine-tuned the pre-trained network for ten epochs, we discovered that the fine-tuned network can focus on the target object better than the pretrained network.

Compatibility for multiple features. In image classification problems, we encountered cases in which multiple target features are included in the same image. In this case, the DNN can respond to only one of the targets. We performed an experiment involving multiple target features appearing in the same image. We expect the fine-tuned network to respond to multiple target features in a picture simultaneously. The results (Figure 8(d)) show that this system can correct multiple feature targets in a single image.

6 USER STUDY
We conducted a user study to evaluate the proposed system by comparing it with the baselines within the same duration. Our hypothesis is that the model fine-tuned using our proposed system can achieve higher accuracy and better feature representation and that the efficient framework yields higher-quality annotation.

6.1 Participants
To validate our hypothesis, we recruited laboratory students (from unrelated laboratories) with study or research experience in machine learning to perform the user study. Sixteen participants were invited to participate in the user evaluation process to evaluate click-and polygon-based user interfaces and active learning mechanisms, after which they were presented with a questionnaire. The age distribution of the participants was between 23 and 28 years, with a mean age of 24.5 years and an SD of 1.5 years. Among the participants, two participants stated that they were familiar with machine learning, six participants using some machine learning algorithm in their research, eight participants have experience in programming with some simple machine learning method. Among the participants, 12 were male and 4 were female. The time spent was 3h, and each participant incurred $30.

6.2 Metrics
We evaluated the system via a user study using both subjective and objective criteria. Two indicators were estimated for objective evaluations. The first was the classification accuracy of the network, which was used to demonstrate its performance after fine-tuning. We expect the accuracy of the pretrained network for the same classification task to be improved to a certain extent after sufficient fine-tuning. The second was the annotation time for each image, which significantly affects the crowdsourcing cost; furthermore, a longer operation time adversely affects the label quality.

The subjective evaluation was assessed using the user questionnaire detailed in Section 6.5. We requested feedback from users based on the following criteria:

- Effectiveness of the system (Q1, Q2, Q3 and Q4);
- Ability of the network to obtain a more reasonable attention map after fine-tuning (Q5 and Q6);
- Reliability of fine-tuned DNNs using the system (Q7).

6.3 Baseline
To evaluate our proposed system, we employed well-established methods, a polygon-based user interface for obtaining image annotations, and a random data selection strategy for image sampling as the baseline for comparison tests. Figure 9(b) shows the traditional polygon-based annotation method used to select ROIs. In baseline situations, the user was only required to click on several vertices to
Draw the boundary of the target in the image. To investigate further, we conducted another comparison test with the polygon-based user interface and proposed attention-based data selection strategy.

6.4 Procedure of User Study

During the user study, the participants were instructed to sit in front of a desktop computer and complete four given tasks in a random order (within-subject design) [13]. Each task required 45 min to complete; hence, the total completion time was 180 min. The annotation systems were executed on a browser, and we explained the method to use the tools to the participants prior to the experiment. Although we expect the users to annotate all positive and negative regions using the left and right clicks, for example, left clicks for airplanes and right clicks for the sky or parking lots, in the actual user study, we allowed the participants to decide where the attention should or should not be.

We prepared two categories of image sets affected by dataset bias, i.e., “airplane” and “boat” as datasets. Airplanes typically appear in the sky or parking lots, whereas boats typically appear in water. During the user study, the number of candidates displayed on the UI at a time was set to 64, whereas the batch size, which refers to the number of images required for annotation during one cycle, was 256. Four test conditions were established: polygon-random, polygon-active, click-random, and click-active. Polygon implies polygon-based annotation interface (baseline), click, click-based annotation (proposed); Random, random-sampling (baseline); and active, attention-based data sampling (proposed). We randomized the order in which users performed the tasks and selected four orders; 16 participants were randomly assigned to the orders, with four participants in each order.

6.5 Questionnaire

After the users completed each task, we instructed them to complete a five-point Likert scale questionnaire to evaluate the usability of the user interface and system. The contents of the questionnaire were as follows:

Q1 Attention annotating with the click-based user interface was difficult.
Q2 Attention annotating with the polygon-based user interface was difficult.
Q3 It was difficult to concentrate on the tasks when using click-based user interface.
Q4 It was difficult to concentrate on the tasks when using polygon-based user interface.
Q5 The attention maps obtained by active learning was reasonable.
Q6 The attention maps obtained by random sampling was reasonable.
Q7 I am confident to use the fine-tuned DNNs in my further research or deployment.
Q8 Which fine-tune method do you prefer to use?
Q9 Why or some comments?
RESULTS

7.1 Time Cost

Figure 10(a) shows that the participants spent 6.68 and 8.66s on average for the click-based and polygon-based approaches with a random strategy, respectively, whereas they spent 5.31 and 7.32s on average for those with an attention-based strategy, respectively, on each image requiring annotation. Switching from the polygon-based approach to the click-based approach with the random strategy afforded a 22.89% decrease in time, whereas the time decrease was 27.46% with the attention-based strategy. The results of this paired T-test show that utilizing two different methods resulted in a more significant difference (p<0.001). This implies that the click-based approach significantly reduced the time required for attention annotation compared with the polygon-based approach. In addition, the results show that our proposed attention-based approach resulted in a more significant time cost decrease of 20.54% (p<0.05) when the same click-based annotation approach was used. This is because the approximate attention distribution of the images reduced the time required by the user in determining whether the network has extracted useful features from the target image.

7.2 Accuracy after Fine-tuning

Figure 10(b) shows the average accuracy after fine-tuning was performed. As the accuracy of our baseline model was 81.14%, the participants obtained average accuracies of 82.04% and 82.17% after performing fine-tuning in the polygon-random and click-random conditions, respectively. The participants improved their accuracies by an average of 83.08% and 84.29% in the polygon-active and click-active conditions, respectively. We argue that our proposed active learning method significantly improves the efficiency of attention-directing tasks.

7.3 Questionnaire

Figure 11 (a) shows whether the tasks were difficult to accomplish using the click and polygon-based approaches. The results show that 62.5% of the participants agreed (n = 8) or strongly agreed (n = 2) that using the polygon-based approach for the attention annotation task was difficult, whereas 81.25% strongly disagreed (n = 7) or disagreed (n = 6) that using the click-based approach for the same task was difficult. This implies that using the click-based approach for the attention annotation task was burdensome to the participants. For example, one participant commented, "the click-based approach allowed me to focus on the target instead of the background or the boundary", and another participant commented, "the simple click approach rendered annotation easier and required less time."

We believe that the use of active learning for attention annotation is energy and concentration intensive. If a user’s attention cannot be maintained for a long period, then the annotation quality may be deteriorated, and the attention optimization of the network will be less effective. Figure 11 (b) shows whether users can maintain a high level of concentration for a long period when using these two methods separately; 68.75% of participants strongly disagreed (n = 6) or disagreed (n = 5) that they could maintain a high level of attention when using the click-based approach, whereas 43.75% (n = 3 and n = 4, respectively) reported the same for with the polygon-based approach. One of the participants commented, "using the clicking method, I can focus on images that must be annotated, whereas the polygon approach only instructs me to select the boundaries of target objects in all the images, which is tiring."

After the participants finished all the tasks, we showed them the results of the attention map visualization test for the fine-tuned network. Based on Figure 11 (c), for the same task time, all the participants strongly agreed (n = 5) or agreed (n = 11) that the results from the active learning were reasonable, whereas only 31.25% of the participants agreed (n = 5) that the results of the random sampling were reasonable. Despite the short duration of the experiment, the active learning approach yielded relatively better results within a shorter duration because the random sampling yielded more valid data (which implies the necessity for user annotation) required for fine-tuning in the same amount of time.

As all the participants have experience in machine learning or are performing studies related to machine learning, we instructed them to provide feedback regarding the reliability of the fine-tuned network. As shown in Figure 11 (d), most (n = 15) of the participants agreed that the results are reliable for deployment or further application.

The questionnaire results show that 75% of the participants (n = 12) preferred the click-based approach, whereas only 25% of the participants (n = 4) preferred the polygon-based approach. Among the participants who selected the click-based approach, most commented that the click-based approach rendered it easier to focus on selecting targets instead of the method to segment the target contours. Furthermore, they commented that such an approach was more efficient and allowed more useful data to be obtained within a shorter period. Most of the participants who preferred the click-based approach indicated that "It is easy to conduct the annotation task with a simple operation". By contrast, those who preferred the polygon-based approach indicated that it selected the contour of the target object more accurately and was more conducive to fine-tuning. A participant who preferred the polygon-based approach commented, "I prefer the approach that yields a higher fine-tuning accuracy;" whereas other participants who preferred the polygon-based approach argued, "I will not be able to maintain my concentration by performing boring, simple clicks for long durations."

LESSONS LEARNED

8.1 Attention-based Data Sampling Strategy

A data sampling strategy is critical for improving the effectiveness of active learning. Our attention-based strategy performs better than other typically used strategies owing to the following two reasons: First, to direct the attention of the DNNs, the attention map obviously provides more information than merely the possibility of classification. Second, unlike typical tasks, diverse images are more informative. Annotating images with typical attention maps is vital to our task.

Moreover, our attention-based strategy provides an additional benefit. The annotation time per image is significantly lower than that for the same user interface using the random strategy. By observing the participants and considering their feedback, we discovered that they can perform assessments and complete annotations faster when using our strategy. This is because the images
selected by our strategy exhibit similar errors owing to their similar attention and texture features. By contrast, when using the random strategy, the users must consider various feature maps, which causes them to spend more time on decision-making.

8.1.1 Efficiency and generalization. One mutual comment from the participants who preferred the polygon-based approach was the following: “The polygon approach can frame objects with complex shapes, which allows a higher accuracy to be achieved under the same
amount of annotations”. Nonetheless, polygon-based annotations provide more exact shapes than click-based annotations. For the same number of annotated images, the network fine-tuned using exact attention shapes may yield better prediction results; however, the cost and time required for annotations are typically limited. Thus, owing to its efficiency, the click-based approach can be used to obtain more annotations and a better fine-tuned network. In addition, the complicated polygon-based approach is tedious to the users. As the operation time increased, the quality of the annotations became more difficult to maintain. Our click-based annotation can manage more tasks because drawing outlines with polygons is difficult if the target shape is ambiguous and unclear.

8.1.2 Users are not oracles. Some participants commented, “I was able to focus on images to be annotated and disregard unrelated items such as the background; however, I had trouble with the boundary of the target, which was frustrating”, and “when I used the polygon-based annotation, I did not think that I was using my knowledge at all.” Users are people not oracles [6]. The classical polygon-based approach does not require the user to focus on the output or errors of the network, nor does it require the user to consider the attention map. Compared with the classical polygon-based approach, our click-based approach is analogous to “teaching” the machine naturally. This allows users to participate more closely in the annotation process and provides more valuable experience and knowledge to the network.

8.2 Further Functions

Although the workload has been dramatically reduced, users tend to be inattentive and distracted when they cannot monitor the progress of their work. Thus, it is necessary to add functions to our user interface such that the users can be better informed of their annotation and fine-tuning progress. To maintain the annotations quality, more mechanisms can be added to our system to maintain the attention of users while they are labeling thousands of images, such as regular rest and attention tests. In addition, although we provided a feature that allows users to cancel all operations and re-annotate them, the users still commented that a redo feature that allows them to just undo the previous operation is necessary.

Our active learning and loss computation methods were designed under the hypothesis that the features learned by the network comprise two components (correct and co-occurrence features). Even if the expected results are achieved, they are based on empiricism and insight, not theory. In the future, we would like to improve the user interface and increase the speed of the system based on feedback from the user study. In particular, we intend to develop more natural interaction techniques that allow more human knowledge to be embedded into DNNs. We believe that the proposed system can be extended and applied to other multimodal data, in addition to images.

9 CONCLUSION

In this study, we proposed an efficient human-in-the-loop system to guide the attention of deep neural networks with a biased representation to focus on the region wherein classification decision evidence is located. We designed a user-friendly interface and a pointed active learning algorithm to significantly improve the performance and reduce the workload of the annotators. The results of our user study demonstrated the efficiency of our proposed system compared with the baseline method. We believe that our proposed system can promote the integration of interaction techniques and deep learning fields and render DNNs more convenient to apply for practitioners.
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