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Abstract

We study stability of the eigenvalues of the generator of a one dimensional reversible diffusion process satisfying some natural conditions. The proof is based on Stein’s method. In particular, these results are applied to the Normal distribution (via the Ornstein-Uhlenbeck process), to Gamma distributions (via the Laguerre process) and to Beta distributions (via Jacobi process).

1 Introduction

A classical question in Spectral Geometry is to identify properties of a manifold from the knowledge of eigenvalues of a canonical differential operator. The most extensively studied case is when the differential operator is the Laplace-Beltrami operator of a Riemannian manifold. This problem has been formulated by the famous ”Can one hear the shape of a drum?” by M.Kac [24]. We refer the reader to [20, 21, 33] and to the survey [19]. The Hille-Yosida theory gives that under certain natural conditions, a differential operator generates a contractive semigroup (see [40]). In particular, in the case of the Laplace-Beltrami operator, it is the heat semigroup. In this range of ideas, Kato’s formula implies comparison of semigroups and hence comparison of eigenvalues (see [7, 22, 36]). A large part of the literature is also devoted to estimates of the growth of eigenvalues of Schrödinger operators. These include the works of M.Bordoni [8], A.Laptev [26] and E.Lieb and W.Thirring [28, 29].

There are many classical comparison results involving only the first or second eigenvalues of operators. Let us cite among them the celebrated Faber-Krahn inequality: balls uniquely minimize the first Dirichlet eigenvalue of the Laplacian in $\mathbb{R}^d$ among sets with given volume [14, 25], and the Hong-Krahn-Szego inequality: disjoint pair of equal balls uniquely minimize the second Dirichlet eigenvalue among sets with given volume [15, 23, 34].

In terms of functional inequalities, the first eigenvalue is encoded by the Poincaré constant. A probability measure $\mu$ on $\mathbb{R}^d$ is said to satisfy a Poincaré inequality when for all functions $f$ in the Sobolev space $H^1(\mu)$,

$$\text{Var}_\mu(f) \leq C_P(\mu) \int |\nabla f|^2 d\mu,$$

where $C_P(\mu)$ denotes the smallest constant for which the above inequality holds. Poincaré inequalities have many applications (see for instance the survey [1]). When $\mu$ is reversible for a Markov process,
the infinitesimal generator $L$ of the Markov process is symmetric on $L^2(\mu)$ and the quantity $\lambda_1(\mu) := \frac{1}{C_P(\mu)}$ is then the spectral gap of the positive symmetric operator $-L$ (see [5, section 4.2.1]).

Stability results for Poincaré constant began to appear in the late 80’s. Chen [12, Corollary 2.1] showed that all isotropic probability measures on $\mathbb{R}^d$ have sharp Poincaré constant greater than 1. He proved furthermore that the standard Gaussian is the only one attaining 1. Then Utev [38] refined this result in dimension one, quantifying the difference between Poincaré constants in term of total variation distance:

$$C_P(\nu) \geq 1 + \frac{1}{9}d_{TV}(\nu, \gamma)^2$$

where $\nu$ is a normalized probability measure on $\mathbb{R}$, $\gamma$ is the standard Gaussian and $d_{TV}$ is the total variation distance. More recently, Courtade, Fathi and Pananjady [13], extended it to the multidimensional case with the Wasserstein-2 distance:

$$C_P(\nu) \geq 1 + \frac{W_2(\nu, \gamma)^2}{d}$$

where $\nu$ is a centered probability measure on $\mathbb{R}^d$, normalized such that $\int |x|^2 d\nu = d$, $\gamma$ denotes the Gaussian $\mathcal{N}(0, I_d)$ and $W_2$ is the 2-Wasserstein distance (see [39, chapter 6]). This result has been extended in a more abstract setting, for a general reference probability measure $\mu$ on a manifold instead of the Gaussian on $\mathbb{R}^d$.

**Theorem 1.** [35, Theorem 16] Let $L$ be a Markov reversible generator with respect to a probability measure $\mu$, carré du champ operator $\Gamma$, and with spectral gap $C_P(\mu)^{-1}$ and associated eigenfunction $f_1$. If any other measure $\nu$ satisfies the normalization conditions

$$\int f_1 d\nu = 0, \quad \int f_1^2 d\nu = 1, \quad \int \Gamma(f_1) d\nu \leq \frac{1}{C_P(\mu)},$$

and the Poincaré inequality

$$\forall f, \quad \text{Var}_\nu(f) \leq C_P(\nu) \int \Gamma(f) d\nu,$$

then $C_P(\nu) \geq C_P(\mu)$ and moreover the closeness between $C_P(\nu)$ and $C_P(\mu)$ bounds the 1-Wasserstein distance between the laws of the pushforwards of $\mu$ and $\nu$ by $f_0$:

$$W_1 \left( f_0#(\mu), f_0#(\nu) \right) \leq \text{Const} \left( \frac{1}{C_P(\mu)} \sqrt{C_P(\nu) - C_P(\mu)} + \frac{\sqrt{C_P(\nu)}}{C_P(\mu)^2} (C_P(\nu) - C_P(\mu)) \right).$$

The constant is finite when the generalized gradient $\Gamma(f_1)$ of the eigenfunction satisfies some growth conditions (see Proposition 10).

In this paper we will consider a diffusion process $L$ on an interval with reversible probability measure $\mu$ and carré du champ operator $\Gamma$. The reason why we obtain results only in dimension one will appear clear in Section 4. However, the entire framework and results outlined up to section 4 remain valid in higher dimensions. We will derive a stability result for higher order eigenvalues of the generator $L$. In [35], we used the following min-max theorem as definition of the first eigenvalue:

$$\lambda_1(\nu) = \inf_{f \in H^1(\nu)} \frac{\int \Gamma(f) d\nu}{\int f^2 d\nu}.$$
There are other min-max theorems for higher order eigenvalues, that require to change the functional space over which the infimum in Formula (4) runs. This can be seen as improving the Poincaré constant by decreasing the domain of the inequality. Despite the changes, we shall see that the main ingredients used for the stability of the first eigenvalue can still be used to establish stability results for higher order eigenvalues.

Let \( k \in \mathbb{N}, k \geq 1 \) and \( 0 < \lambda_1(\mu) < \lambda_2(\mu) < \ldots < \lambda_k(\mu) < \ldots \) be the sequence of eigenvalues of \(-L\), counted without multiplicity, and let \( f_k \) be a normalized eigenfunction associated with \( \lambda_k(\mu) \), i.e.

\[
-Lf_k = \lambda_k f_k, \quad \int f_k \, d\mu = 0, \quad \text{and} \quad \int f_k^2 \, d\mu = 1.
\]

We set \( I_k := \text{Im}(f_k) \), \( a_k := \inf I_k \) and \( b_k := \sup I_k \). Let \( \nu \) be another probability measure on \( M \), normalized so that

\[
\int f_k \, d\nu = 0, \quad \int f_k^2 \, d\nu = 1, \quad \int \Gamma(f_k) \, d\nu \leq \lambda_k(\mu),
\]

and satisfying the following improved Poincaré inequality

\[
\int f^2 \, d\nu \leq \frac{1}{\lambda_k(\nu)} \int \Gamma(f) \, d\nu \quad \forall f \in H^1(\nu) \cap (Sp_1(\nu) \oplus \ldots \oplus Sp_{k-1}(\nu))^\perp,
\]

where \( Sp_i(\nu) \) denotes the \( i \)-th eigenspace of \( \nu \), \( \lambda_k(\nu) \) denotes the \( k \)-th eigenvalue of \( \nu \), and the orthogonal complement is to be understood in the \( L^2(\nu) \) sense. We will show (see Lemma 4) that under these normalization conditions, \( \nu \) satisfies

\[
\lambda_k(\nu) \leq \lambda_k(\mu) + \sum_{i=1}^{k-1} (\lambda_k(\nu) - \lambda_i(\nu)) d(f_k, Sp_i(\nu))^\perp)^2,
\]

where \( d(f_k, Sp_i(\nu))^\perp \) denotes the squared distance between \( f_k \) and \( Sp_i(\nu)^\perp \). We refine this by proving the following stability result for the \( k \)-th eigenvalue.

**Theorem 2.** For all one dimensional probability measures \( \nu \) normalized as in (5), satisfying the improved Poincaré inequalities (7), and the technical Assumption 1, it holds for some finite constant \( C > 0 \):

\[
\sum_j \nu_j(I_k^j) W_1(\nu^*_j, \mu^*_j) \leq C \left[ \frac{1}{\lambda_k(\mu) - \lambda_k(\nu)} + \frac{1}{\sqrt{\lambda_1(\nu)}} + \sum_{i=1}^{k-1} C_i d(f_k, Sp_i(\nu)^\perp) \right]
\]

where \((I_k^j)_j\) are the images by \( f_k \) of the connected components of the complementary of its critical points, \( \nu^*_j \) (resp. \( \mu^*_j \)) is the pushforward of \( \nu \) (resp. \( \mu \)) restricted to \( I_k^j \), constants \( C_i \) are given by

\[
C_i = \sqrt{\lambda_k(\nu) - \lambda_i(\nu)} + \frac{\lambda_k(\nu) - \lambda_i(\nu)}{\sqrt{\lambda_i(\nu)}},
\]

and \( d(f_k, Sp_i(\nu)^\perp) \) is defined in Remark 1. The value \( C = \sum_j C_{h_j}^2 \) suffices, with \( C_{h_j} \) given in Proposition 10.
The technical Assumption 1 (see Section 4.2.1) ensures the finiteness of the constant $C$ (see Proposition 11), and asks that the carré du champ operator $\Gamma(f_k)$ of the eigenfunction satisfies a certain polynomial growth condition. The proof of Theorem 2 is based on an approximate integration by parts formula satisfied by $\nu$ with respect to the $k$-th eigenfunction $f_k$ (see Corollary 7) and the use of Stein’s method to the pushforward of $\mu$ by $f_k$ (see Section 4.2). Let us mention that the exact integration by parts satisfied by the $k$-th Hermite polynomial in case of the Normal distribution, was used in [16] to define the notion of higher order Stein’s kernels in the context of Gaussian approximation.

Our result applies in particular to the normal distribution (see Section 5), Gamma distributions on $\mathbb{R}_+$ (see Section 6), and Beta distributions on $[-1, 1]$ (see Section 7). Applying this to the second Hermite polynomial, we obtain the following Chi-2 approximation result. For all measure $\nu$ on $\mathbb{R}$ normalized as

$$\int x^2 d\nu = 1, \quad \text{and} \quad \int x^4 d\nu = 3,$$

it holds for some finite positive constant $C > 0$:

$$W_1\left(\frac{1}{\sqrt{2}} (\chi_2 - 1), \nu^*\right) \leq C \left[ \sqrt{|2 - \lambda_2(\nu)|} + \frac{|2 - \lambda_2(\nu)|}{\sqrt{\lambda_1(\nu)}} + C_\nu \left( \frac{1}{\sqrt{2}} (x^2 - 1), Sp_1(\nu)^\perp \right) \right]$$

where $\chi_2$ is the $\chi_2$-distribution on $\mathbb{R}_+$, $\nu^*$ is the pushforward of $\nu$ by the second Hermite polynomial $\frac{1}{\sqrt{2}} (x^2 - 1)$, the constant $C_\nu$ is given by $C_\nu = \sqrt{\lambda_2(\nu) - \lambda_1(\nu)} + \frac{\lambda_2(\nu) - \lambda_1(\nu)}{\sqrt{\lambda_1(\nu)}}$, and $d \left( \frac{1}{\sqrt{2}} (x^2 - 1), Sp_1(\nu)^\perp \right)$ quantifies the orthogonality error between $\frac{1}{\sqrt{2}} (x^2 - 1)$ and the first eigenspace of $\nu$ (see Section 2.1).

Let us say a few words about stability results from a geometric setting. The Lichnerowicz theorem asserts that among all Riemannian manifolds with Ricci curvature bounded by below by $N - 1$, unit spheres of dimension $N$ uniquely minimizes the first eigenvalue of the Laplace-Beltrami operator [27]. The Bakry-Emery criterion [3, 4] extends this result to Gaussian spaces: if $\mu = e^{-V} dx$ is a probability distribution which is more log-concave than the Gaussian (i.e. Hess $V \geq I_d$) then its Poincaré constant is smaller than 1 which is that of the Gaussian.

While the original proof of Bakry-Emery is based on the semigroup method, another powerful method is the contraction principle [32]: if $\mu$ is the pushforward of $\nu$ by a $L$-Lipschitz map, then $C_P(\mu) \leq L C_P(\nu)$. In particular, Caffarelli’s contraction theorem [11] states that the optimal transport between the Gaussian and a more log-concave distribution given by the Brenier map is 1-Lipschitz, recovering the Bakry-Emery criterion. E.Milman [32] pointed out that the contraction principle does not only entail a comparison between the first eigenvalues, but a comparison between the entire spectra. In that area of spectral comparison by the contraction principle, let us cite the recent works of D.Mikulincer and Y.Shenfeld [31, 30].

The question of stability of spectral estimates has been addressed in various works. We refer the reader to the survey [9] by L.Brasco and G. De Philippis for a view of quantitative sharp inequalities for first (and second) eigenvalues of the Laplacian in $\mathbb{R}^d$. Let us mention in particular the quantitative form of Faber-Krahn inequality. L.Brasco, G. De Philippis and B.Velichkov proved in [10] that there exists a constant $\sigma > 0$ depending on the dimension such that for all $\Omega \subset \mathbb{R}^d$ of volum 1,

$$\lambda_1(\Omega) \geq \lambda_1(B) + \sigma \mathcal{A}(\Omega)^2$$

where $\lambda_1(\Omega)$ denotes the first Dirichlet eigenvalue of the Laplacian on $\Omega$, $B$ denotes the unit ball in $\mathbb{R}^d$, $\mathcal{A}(\Omega)$ is the Fraenkel asymmetry of $\Omega$, and the exponent 2 is sharp.
The study of the stability of the spectral gap of a diffusion operator falls within this framework. Under the curvature-dimension condition, let us cite the work [6] of J.Bertrand and M.Fathi which treats the case of the positive curvature and the infinite dimension. In particular, they show that any $RCD(1,\infty)$ space reaching almost the Bakry-Emery bound 1 for its spectral gap, admits approximately all integers in its spectrum. The stability is quantified in terms of a spectral comparison with the Gaussian, since the integers are eigenvalues of the Ornstein-Uhlenbeck generator for which the Gaussian is reversible. In case of the positive curvature and the finite dimension, the Lichnerowicz theorem has been extended in the following way.

**Theorem 3.** [17, Theorem 1.1] Let $(M,d,\mu)$ be an $RCD(N-1,N)$ space with $N>1$ and spectral gap $\lambda_1 \leq N + \varepsilon$ for some $\varepsilon > 0$, with $f$ an eigenfunction of the Laplacian, with eigenvalue $\lambda_1$ and normalized so that $||\Gamma(f)||_1 = N/(N+1)$. There is a constant $C(N)>0$ (independent of $M$) such that the 1-Wasserstein distance between the pushforward of $\mu$ by $f$ and a symmetrized Beta distribution with parameters $(N/2,N/2)$ is smaller than $C(N)\varepsilon$.

Let us emphasize that the stability is quantified in terms of $W_1$ distance between pushforward by the first eigenfunction, since the symmetrized Beta distribution with parameters $(N/2,N/2)$ is the distribution of the pushforward by a first eigenfunction of the reversible law of the Laplacian on a sphere. Let us conclude this introduction by mentioning that under the normalisation approach used in this paper, the spectral gap of the model space is maximal, whereas under the curvature condition approach, it is minimal.

## 2 The space of normalized probability distributions $\nu$

In this section, we explicitly describe the space of normalized probability distributions on which our stability result holds. We consider a probability measure $\nu$ such that

\[ \int f_k \, d\nu = 0, \quad \int f_k^2 \, d\nu = 1, \quad \text{and} \quad \int \Gamma(f_k) \, d\nu \leq \lambda_k(\mu) \]

Let us underline that these normalization conditions correspond to

\[
\int f_k \, d\nu = \int f_k \, d\mu, \quad \int f_k^2 \, d\nu = \int f_k^2 \, d\mu, \quad \int \Gamma(f_k) \, d\nu \leq \int \Gamma(f_k) \, d\mu. 
\]

But since $f_k$ is an eigenfunction associated to the $k$-th eigenvalue of $\mu$, we have $\int f_k \, d\mu = 0$ and $\int \Gamma(f_k) \, d\mu = \lambda_k(\mu) \int f_k^2 \, d\mu$, hence we normalize $f_k$ by $\int f_k^2 = 1$ in order to make the conditions more readable.

### 2.1 Eigenspaces of $\nu$

We define the eigenspaces of $\nu$ in the following way: first

\[ Sp_1(\nu) := \left\{ f \in H^1(\nu) \mid \forall g \in H^1(\nu), \int f g \, d\nu = \frac{1}{\lambda_1(\nu)} \int \Gamma(f,g) \, d\nu \right\}, \]

where

\[ H^1(\nu) := \left\{ f \in L^2(\nu) \mid \int f \, d\nu = 0, \int \Gamma(f) \, d\nu < \infty \right\}, \]
and

\[ \lambda_1(\nu) = \inf_{f \in H^1(\nu) \setminus \{0\}} \frac{\int \Gamma(f) \, d\nu}{\int f^2 \, d\nu}. \]

This definition corresponds to eigenspace in a weak sense. It is clearly a linear space and a subset of \( \{ f \in H^1(\nu) \mid \int f^2 \, d\nu = \frac{1}{\lambda_1(\nu)} \int \Gamma(f) \, d\nu \} \). Moreover, if \( \nu \) is reversible for some generator \( L_\nu \) with carré du champ operator \( \Gamma \), then the converse set inclusion holds and \( \text{Sp}_1(\nu) \) is an eigenspace of \( L_\nu \) in the classical sense. We can then recursively define higher order eigenspaces in a similar way.

\[ \text{Sp}_{k+1}(\nu) := \left\{ f \in H^1(\nu) \mid \forall g \in H^1(\nu) \cap (\text{Sp}_1(\nu) \oplus \ldots \oplus \text{Sp}_k(\nu))^\perp, \int fg \, d\nu = \frac{1}{\lambda_{k+1}(\nu)} \int \Gamma(f,g) \, d\nu \right\} \cap (\text{Sp}_1(\nu) \oplus \ldots \oplus \text{Sp}_k(\nu))^\perp, \]

where the orthogonal complement is to be understood in the \( L^2(\nu) \) sense and

\[ \lambda_{k+1}(\nu) := \inf_{f \in H^1(\nu) \cap (\text{Sp}_1(\nu) \oplus \ldots \oplus \text{Sp}_k(\nu))^\perp} \frac{\int \Gamma(f) \, d\nu}{\int f^2 \, d\nu}. \]

Note that by construction, eigenspaces are pairwise orthogonal in \( L^2(\nu) \), and eigenvalues are ordered:

\[ \lambda_1(\nu) \leq \lambda_2(\nu) \leq \ldots \leq \lambda_k(\nu) \leq \ldots \]

Let us emphasize that the integration by parts formula

\[ \int fg \, d\nu = \frac{1}{\lambda_k(\nu)} \int \Gamma(f,g) \, d\nu, \]

when \( f \) is an eigenfunction can be interpreted as an "isometry along \( f \) in \( \text{Sp}_k(\nu) \)" between the \( L^2(\nu) \)-norm and the \( H^1(\nu) \)-norm. This property is the keystone of Lemma 4 and Theorem 5.

### 2.2 Improved Poincaré inequalities

By definition of eigenvalues and associated eigenspaces, the probability measure \( \nu \) always satifies the following improved Poincaré inequalities.

\[ \int f^2 \, d\nu \leq \frac{1}{\lambda_k(\nu)} \int \Gamma(f) \, d\nu \quad \forall f \in H^1(\nu) \cap (\text{Sp}_1(\nu) \oplus \ldots \oplus \text{Sp}_{k-1}(\nu))^\perp \]

where

\[ \lambda_k(\nu) := \inf_{f \in H^1(\nu) \cap (\text{Sp}_1(\nu) \oplus \ldots \oplus \text{Sp}_{k-1}(\nu))^\perp} \frac{\int \Gamma(f) \, d\nu}{\int f^2 \, d\nu} \geq \lambda_{k-1}(\nu). \]

Even if the eigenvalue \( \lambda_k(\nu) \) is trivial (i.e. is zero), the improved Poincaré inequality becomes itself trivial, but remains true.

### 2.3 Projection of the eigenfunction \( f_k \) onto eigenspaces of \( \nu \)

The first idea used in the previous study on the spectral gap [35] was to evaluate the Poincaré inequality satisfied by \( \nu \) with the first eigenfunction of \( \mu \). We want to do the same in the general case, however it is impossible to evaluate the improved Poincaré inequality (7) with \( f_k \) since we
have no guarantee that \( f_k \in H^1(\nu) \cap (Sp_1(\nu) \oplus ... \oplus Sp_{k-1}(\nu))^\perp \). But this space is a linear subspace of \( L^2(\nu) \), hence it seems natural to think that (7) should not be evaluated with \( f_k \), but with the \( L^2 \)-projection of \( f_k \) on \( (Sp_1(\nu) \oplus ... \oplus Sp_{k-1}(\nu))^\perp \).

Let \( p_k^\perp \) be the \( L^2(\nu) \) orthogonal projection of \( f_k \) onto \( (Sp_1(\nu) \oplus ... \oplus Sp_{k-1}(\nu))^\perp \) and \( p_k \) the \( L^2(\nu) \) orthogonal projection of \( f_k \) onto \( Sp_1(\nu) \oplus ... \oplus Sp_{k-1}(\nu) \). Hence we have the following formulas that we will repeatedly use in the sequel:

\[
\begin{align*}
(8) \quad & f_k = p_k + p_k^\perp, \quad p_k \in Sp_1(\nu) \oplus ... \oplus Sp_{k-1}(\nu), \quad p_k^\perp \in (Sp_1(\nu) \oplus ... \oplus Sp_{k-1}(\nu))^\perp, \\
(9) \quad & p_k = p_k^1 + ... + p_k^{k-1}, \quad p_k^1 \in Sp_1(\nu), \ldots, p_k^{k-1} \in Sp_{k-1}(\nu)
\end{align*}
\]

Let us point out that in the case of the spectral gap (i.e. \( k = 1 \)), \( p_1 \) would correspond to the projection of \( f_1 \) onto the kernel of \( L \), which is the set of constant functions, and \( p_1 \) would hence be the projection of \( f_1 \) onto the set of centered functions. But since \( f_1 \) is centered, we would have \( p_1 = f_1 \) and so this coincides with the general case where we will use \( p_k^\perp \) to evaluate in (7).

### 2.4 Eigenvalue comparisons

In this section, we will show that any probability distribution \( \nu \) normalized as (5) has its \( k \)-th eigenvalue \( \lambda_k(\nu) \) controlled by \( f_k(\mu) \), some terms quantifying the distance between \( f_k \) and \( (Sp_1(\nu) \oplus ... \oplus Sp_{k-1}(\nu))^\perp \) and the gap between successive eigenvalues of \( \nu \). This estimate holds without any additional assumption on \( \mu \).

**Lemma 4.** Let \( \nu \) be a probability distribution normalized as in (5). Then

\[
(10) \quad \lambda_k(\nu) \leq \lambda_k(\mu) + \sum_{i=1}^{k-1} (\lambda_k(\nu) - \lambda_i(\nu)) \int (p_k^i)^2 d\nu,
\]

where \( p_k^i \) are the projections defined in (9).

**Proof.** The proof only consists in evaluating (7) with \( f = p_k^\perp \), which actually belongs to the correct space. On the one hand, using (9)

\[
\int (f_k - p_k)^2 d\nu = \int f_k^2 d\nu + \sum_{i=1}^{k-1} \int (p_k^i)^2 d\nu - 2 \int f_k p_k d\nu = 1 - \sum_{i=1}^{k-1} \int (p_k^i)^2 d\nu.
\]

On the other hand, using that all \( p_k^i \) are eigenfunctions, Formula (8) and Formula (9),

\[
\int \Gamma(f_k - p_k) d\nu = \int \Gamma(f_k) d\nu + \sum_{i=1}^{k-1} \int \Gamma(p_k^i) d\nu - 2 \int \Gamma(f_k, p_k) d\nu = \lambda_k(\mu) - \sum_{i=1}^{k-1} \int \Gamma(p_k^i) d\nu = \lambda_k(\mu) - \sum_{i=1}^{k-1} \lambda_i(\nu) \int (p_k^i)^2 d\nu.
\]
We then apply (7) to \( p_k^\perp = f_k - p_k \in (Sp_1(\nu) \oplus ... \oplus Sp_{k-1}(\nu))^\perp \) and get

\[
\lambda_k(\nu) - \lambda_k(\mu) \sum_{i=1}^{k-1} \int (p_i^\perp)^2 \, d\nu \leq \lambda_k(\mu) - \sum_{i=1}^{k-1} \lambda_i(\nu) \int (p_i^\perp)^2 \, d\nu
\]

which gives the result.

Let us point out that equality holds in (10) if \( \nu = \mu \) because in that case, \( f_k \) belongs to \( (Sp_1(\nu) \oplus ... \oplus Sp_{k-1}(\nu))^\perp \) and thus \( p_k = 0 \). The first natural question is then about rigidity of inequality (10). What can we say about \( \nu \) if the inequality (10) is in fact an equality? We have seen in case of the spectral gap (\( k = 1 \)) that this implies the pushforward measures \( f_1^# \mu \) and \( f_1^# \nu \) to be equal, but the measures \( \mu \) and \( \nu \) themselves can be different. We will see that for general \( k \geq 2 \), the equality case also implies some link between the pushforward \( f_k^# \mu \) and \( f_k^# \nu \), which itself implies equality of the pushforward measures in case where \( \nu \) allocate the same weight as \( \mu \) on each non critical sets of \( f_k \) (see Section 4.1).

**Remark 1.** The quantity \( \int (p_k^\perp)^2 \, d\nu \) is the square distance between \( f_k \) and \( Sp_1(\nu)^\perp \) (by definition of the projection), and quantifies therefore the orthogonality error between \( f_k \) and eigenspaces of lower orders of \( \nu \). We denote it by \( d(f_k, Sp_1(\nu))^\perp \). Therefore (10) becomes:

\[
(11) \quad \lambda_k(\nu) \leq \lambda_k(\mu) + \sum_{i=1}^{k-1} (\lambda_k(\nu) - \lambda_i(\nu)) \, d(f_k, Sp_i(\nu))^\perp)^2
\]

### 3 Approximate Integration by Part formula

In this section, we derive approximate integration by parts formulas, for the measure \( \nu \), with an error term involving quantities appearing in the comparison (11) between the eigenvalues of \( \mu \) and \( \nu \). This approximate integration by parts formula will be the keystone to use Stein’s method in this context. We shall proceed as for the spectral gap, with a difference: we now use \( p_k^\perp \) instead of directly using \( f_k \) as minimizer in the improved Poincaré inequality. Hence, in a first step, we will derive an approximate integration by parts formula with \( p_k^\perp \) and only valid on \( (Sp_1(\nu) \oplus ... \oplus Sp_{k-1}(\nu))^\perp \). In a second step, we will replace \( p_k^\perp \) by \( f_k \), and finally in a third step we will extend it to the whole space \( H^1(\nu) \).

**Theorem 5.** We have the following inequality for all \( g \in H^1(\nu) \cap (Sp_1(\nu) \oplus ... \oplus Sp_{k-1}(\nu))^\perp \),

\[
(12) \quad \left| \int (\lambda_k(\nu)p_k^\perp g - \Gamma(p_k^\perp, g)) \, d\nu \right| \leq \left[ \lambda_k(\mu) - \lambda_k(\nu) + \sum_{i=1}^{k-1} (\lambda_k(\nu) - \lambda_i(\nu)) \, d(f_k, Sp_i(\nu))^\perp)^2 \right]^{\frac{1}{2}} \sqrt{\int \Gamma(g) \, d\nu}
\]

where \( p_k^\perp \) is defined in (8).

**Proof** Let \( t \in \mathbb{R} \) and \( g \in H^1(\nu) \cap (Sp_1(\nu) \oplus ... \oplus Sp_{k-1}(\nu))^\perp \). Let us apply (7) to \( \alpha := p_k^\perp + tg \in \mathbb{R} \) and
$H^1(\nu) \cap (Sp_1(\nu) \oplus \ldots \oplus Sp_{k-1}(\nu))$. Computing

$$\text{Var}_\nu(\alpha) = \int (p_k^\perp + tg)^2 \, d\nu = \int (p_k^\perp)^2 d\nu + 2t \int p_k^\perp g \, d\nu + t^2 \int g^2 d\nu$$

$$= \int (f_k - p_k)^2 d\nu + 2t \int p_k^\perp g \, d\nu + t^2 \int g^2 d\nu$$

$$= 1 - \sum_{i=1}^{k-1} (p_k^i)^2 d\nu + 2t \int p_k^\perp g \, d\nu + t^2 \int g^2 d\nu$$

$$= 1 - \sum_{i=1}^{k-1} \frac{1}{\lambda_i(\nu)} \int \Gamma(p_k^i) \, d\nu + 2t \int p_k^\perp g \, d\nu + t^2 \int g^2 d\nu,$$

and

$$\int \Gamma(\alpha) d\nu = \int \Gamma(p_k^\perp) \, d\nu + 2t \int \Gamma(p_k^\perp, g) \, d\nu + t^2 \int \Gamma(g) \, d\nu$$

$$= \int \Gamma(f_k - p_k) \, d\nu + 2t \int \Gamma(p_k^\perp, g) \, d\nu + t^2 \int \Gamma(g) \, d\nu$$

$$= \lambda_k(\mu) + \int \Gamma(p_k) \, d\nu - 2 \int \Gamma(f_k, p_k) \, d\nu + 2t \int \Gamma(p_k^\perp, g) \, d\nu + t^2 \int \Gamma(g) \, d\nu$$

$$= \lambda_k(\mu) - \sum_{i=1}^{k-1} \Gamma(p_k^i) \, d\nu + 2t \int \Gamma(p_k^\perp, g) \, d\nu + t^2 \int \Gamma(g) \, d\nu$$

$$= \lambda_k(\mu) - \sum_{i=1}^{k-1} \int \Gamma(p_k^i) \, d\nu + 2t \int \Gamma(p_k^\perp, g) \, d\nu + t^2 \int \Gamma(g) \, d\nu,$$

where we have used at line 4 that, since all $p_k^i$ are eigenfunctions,

$$\int \Gamma(f_k, p_k) \, d\nu = \sum_i \int \Gamma(p_k^i, p_k^i) \, d\nu + \sum_{i,j} \int \Gamma(p_k^i, p_k^j) \, d\nu$$

$$= \sum_i \lambda_i(\nu) \int p_k^i p_k^i \, d\nu + \sum_{i,j} \lambda_i(\nu) \int p_k^i p_k^j \, d\nu$$

$$= \sum_i \lambda_i(\nu) \int (p_k^i)^2 d\nu$$

$$= \sum_i \int \Gamma(p_k^i) \, d\nu$$

$$= \int \Gamma(p_k) \, d\nu,$$

we get that for all $t \in \mathbb{R}$, the degree two polynomial

$$\left( - \int \Gamma(g) \, d\nu \right) t^2 + 2 \left( \int (\lambda_k(\nu)p_k^\perp g - \Gamma(p_k^\perp, g)) \, d\nu \right) t + \left( \lambda_k(\nu) \right) = \lambda_k(\mu) + \sum_{i=1}^{k-1} \left( 1 - \frac{\lambda_k(\nu)}{\lambda_i(\nu)} \right) \int \Gamma(p_k^i) \, d\nu$$
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is non positive. Hence its discriminant is non positive:

\[
4 \left( \int (\lambda_k(\nu)p_k^\perp g - \Gamma(p_k^\perp, g)) \, d\nu \right)^2 + 4 \int \Gamma(g) \, d\nu \left( \lambda_k(\nu) - \lambda_k(\mu) + \sum_{i=1}^{k-1} \left( 1 - \frac{\lambda_i(\nu)}{\lambda_i(\nu)} \right) \int \Gamma(p_i^\perp) \, d\nu \right) \leq 0
\]

which gives the result since \( \int \Gamma(p_k^\perp) \, d\nu = \lambda_i(\nu) \int (p_k^\perp)^2 d\nu = \lambda_i(\nu) d(f_k, Sp_i(\nu)) \leq 2^{\nu} \). \qed

Now it is easy to see that one can replace \( p_k^\perp \) by \( f_k \) without any additional cost.

**Corollary 6.** We have the following inequality for all \( g \in H^1(\nu) \cap (Sp_1(\nu) \oplus \ldots \oplus Sp_{k-1}(\nu))^\perp \),

\[
\left| \int (\lambda_k(\nu)f_k g - \Gamma(f_k, g)) \, d\nu \right| \leq \left[ \lambda_k(\mu) - \lambda_k(\nu) + \sum_{i=1}^{k-1} (\lambda_k(\nu) - \lambda_i(\nu)) \, d(f_k, Sp_i(\nu)) \right]^{1/2} \sqrt{\int \Gamma(g) \, d\nu}
\]

**Proof** Use the fact that \( p_k^\perp = f_k - p_k \) in Theorem 5 and both \( \int p_k g \, d\nu = 0 \) and \( \int \Gamma(p_k, g) \, d\nu = 0 \) since \( p_k \in Sp_1(\nu) \oplus \ldots \oplus Sp_{k-1}(\nu) \) and \( g \in H^1(\nu) \cap (Sp_1(\nu) \oplus \ldots \oplus Sp_{k-1}(\nu))^\perp \). \qed

Finally, one can extend the approximate integration by parts (13) on the whole \( H^1(\nu) \) and it only adds a term which is again controled by the orthogonal error of the eigenfunction.

**Corollary 7.** We have the following inequality for all \( g \in H^1(\nu) \):

\[
\left| \int (\lambda_k(\nu)f_k g - \Gamma(f_k, g)) \, d\nu \right| \leq \left[ \sqrt{|\lambda_k(\mu) - \lambda_k(\nu)|} + \sum_{i=1}^{k-1} C_i (f_k, Sp_i(\nu)) \right] \sqrt{\int \Gamma(g) \, d\nu}
\]

where

\[
C_i = \sqrt{|\lambda_k(\mu) - \lambda_i(\nu)|} + \frac{\lambda_k(\nu) - \lambda_i(\nu)}{\lambda_i(\nu)}
\]

**Remark 2.** We cannot avoid the absolute value under the square root because we only know that (11) holds, which does not imply \( \lambda_k(\nu) \leq \lambda_k(\mu) \) except for \( k = 1 \).

**Proof** Let \( g \in H^1(\nu) \). Let \( g = g_p + g_\perp \) with \( g_p \in H^1(\nu) \cap (Sp_1(\nu) \oplus \ldots \oplus Sp_{k-1}(\nu)) \) and \( g_\perp \in H^1(\nu) \cap (Sp_1(\nu) \oplus \ldots \oplus Sp_{k-1}(\nu))^\perp \). We have:

\[
\int (\lambda_k(\nu)f_k g - \Gamma(f_k, g)) \, d\nu = \int (\lambda_k(\nu)f_k g_p - \Gamma(f_2, g_p)) \, d\nu + \int (\lambda_k(\nu)f_2 g_\perp - \Gamma(f_k, g_\perp)) \, d\nu
\]

We apply (13) to the second term in the sum. For the first one, since \( g_p = \sum_{i=1}^{k-1} g_p^i \in Sp_1(\nu) \oplus \ldots \oplus
Proposition and inequalities (7) then for all probability measures associated with \( \lambda \) in Theorem 8. Let

\[
\int \left( \lambda_k(\nu) f_k g_p - \Gamma(f_k, g_p) \right) d\nu = \sum_{i=1}^{k-1} (\lambda_k(\nu) - \lambda_i(\nu)) \int f_k g_p^i d\nu
\]

\[
= \sum_{i=1}^{k-1} (\lambda_k(\nu) - \lambda_i(\nu)) \int p_k g_p^i d\nu \text{ using (8)}
\]

\[
= \sum_{i=1}^{k-1} (\lambda_k(\nu) - \lambda_i(\nu)) \int p_k^i g_p^i d\nu \text{ using (9)}
\]

\[
\leq \sum_{i=1}^{k-1} (\lambda_k(\nu) - \lambda_i(\nu)) \sqrt{\int (p_k^i)^2 d\nu} \sqrt{\int (g_p^i)^2 d\nu}
\]

\[
= \sum_{i=1}^{k-1} (\lambda_k(\nu) - \lambda_i(\nu)) d(f_k, \text{Sp}_i(\nu)^\perp) \sqrt{\frac{1}{\lambda_i(\nu)} \int \Gamma(g_p) d\nu}
\]

\[
\leq \sum_{i=1}^{k-1} \frac{\lambda_k(\nu) - \lambda_i(\nu)}{\sqrt{\lambda_i(\nu)}} d(f_k, \text{Sp}_i(\nu)^\perp) \sqrt{\int \Gamma(g) d\nu}.
\]

which allows to conclude. \( \square \)

4 Stability result in dimension one

From now on, our results will only apply when \( L \) is a one-dimensional diffusion operator on a (possibly infinite) interval. We will prove the following stability result for the \( k \)-th eigenvalue of \( -L \).

Theorem 8. Let \( L \) be a diffusion generator on an interval \( M \subset \mathbb{R} \), let \( 0 < \lambda_1(\mu) < \lambda_2(\mu) < \ldots < \lambda_k(\mu) \) be its \( k \geq 1 \) first eigenvalues, counted without multiplicity, and let \( f_k \) be an eigenfunction associated with \( \lambda_k(\mu) \), satisfying Assumption 1. Let \( \text{Crit}(f_k) \) be the set of all critical points of \( f_k \).

Then for all probability measures \( \nu \) on \( M \) normalized as in (5) and satisfying the improved Poincaré inequalities (7), it holds for some finite constant \( C > 0 \):

\[
\sum_j \nu_j(I_k^j) W_1(\nu_j^*, \mu_j^*) \leq C \left[ \sqrt{\lambda_k(\mu) - \lambda_k(\nu)} + \frac{|\lambda_k(\mu) - \lambda_k(\nu)|}{\sqrt{\lambda_i(\nu)}} + \sum_{i=1}^{k-1} C_i d(f_k, \text{Sp}_i(\nu)^\perp) \right]
\]

where \( (I_k^j)_j \) are the images by \( f_k \) of the connected components of \( M \setminus \text{Crit}(f_k) \), \( \nu_j^* \) (resp. \( \mu_j^* \)) is the pushforward of \( \nu \) (resp. \( \mu \)) restricted to \( I_k^j \), constants \( C_i \) are given by

\[
C_i = \sqrt{\lambda_k(\nu) - \lambda_i(\nu)} + \frac{\lambda_k(\nu) - \lambda_i(\nu)}{\sqrt{\lambda_i(\nu)}},
\]

and \( d(f_k, \text{Sp}_i(\nu)^\perp) \) is defined in Remark 1. The value \( C = \sum_j C_{h_j}^2 \) suffices, with \( C_{h_j} \) given in Proposition 10.
Let us point out that Theorem 8 implies that if \( \lambda_k(\nu) = \lambda_k(\mu) \) and if \( f_k \) is orthogonal in \( L^2(\nu) \) to all lower order eigenspaces of \( \nu \), then the conditional pushforward of \( \nu \) and \( \mu \) are all equal: \( \forall j \), \( \nu^*_j = \mu^*_j \). In this case, one can compute that for all bounded \( \phi : I_k \to \mathbb{R} \),

\[
\int \phi(f_k) \, d\nu - \int \phi(f_k) \, d\mu = \sum_j \left( \int_{J^*_j} \phi(\nu^{-1}) \, d\nu - \int_{J^*_j} \phi(\mu^{-1}) \, d\mu \right) = \sum_j \left( \int_{I_k^*} \phi(\nu^{-1}) \, d\nu - \int_{I_k^*} \phi(\mu^{-1}) \, d\mu \right) = \sum_j (\nu(J_j) - \mu(J_j)) \int_I \phi \, d\mu^*_j.
\]

We then deduce the following corollary.

**Corollary 9.** Let \( \mu \) and \( \nu \) such as required in Theorem 8. If moreover

- \( \lambda_k(\nu) = \lambda_k(\mu) \),
- \( \forall i \leq k \), \( f_k \perp \text{Sp}_i(\nu) \) in \( L^2(\nu) \), and
- \( \forall j \), \( \nu(J_j) = \mu(J_j) \),

then the pushforwards by \( f_k \) are the same, that is

\[
f_k^\# \nu = f_k^\# \mu.
\]

When \( k = 1 \) the last two conditions are trivially satisfied, so we recover the result in [35].

### 4.1 Taking the pushforward by \( f_k \)

In [35], after obtaining the approximate integration by parts formula, we pushforwarded it by the first eigenfunction \( f_1 \). The integration by parts formula then became a one dimensional ODE that we explicitly solved. But taking the pushforward was possible because we assumed that the carré du champ of the first eigenfunction \( \Gamma(f_1) \) could be factorized as \( \Gamma(f_1) = h \circ f_1 \) for some non-negative function \( h : I_1 \to \mathbb{R}_+ \). We justified this assumption by the fact that in case of dimension one, where \( M \subset \mathbb{R} \) is an interval, all first eigenfunctions are known to be strictly monotone, and hence injective, so one can simply take \( h := \Gamma(f_1) \circ f_1^{-1} \). In a multidimensional space \( M \), \( f_1 \) cannot be injective. However, we have the classical example of eigenfunctions on Spheres which also satisfy this factorization assumption. Hence this assumption does not seem so odd.

But now considering higher order eigenfunctions, in dimension one we no longer have monotonicity, and no injectivity either, so the obvious choice \( h := \Gamma(f_k) \circ f_k^{-1} \) is no longer available. Let us nevertheless point out that in our classical examples (i.e. the Normal, Gamma and Beta distributions), the second eigenfunctions of the Normal and Beta distributions still satisfy this factorization assumption, despite being non-injective. This is due to the symmetry of the Gaussian and Beta distributions. There is no other such eigenfunctions of any order in these three examples which factorize. However, between critical points, the derivative of any eigenfunction is obviously either positive or negative, and hence we have a local injectivity between critical points, so a local factorization of the
carré du champ. Our approach is then to locally take the pushforward of (14) on each connected component of \( M \setminus C_k \) where we denote the set of critical points of \( f_k \) by \( C_k \).

Let \( C_k := \{ x \in M \subset \mathbb{R} \mid \Gamma(f_k)(x) = 0 \} = \text{Crit}(f_k) \) be the set of critical points of \( f_k \) and assume this set to be finite. This is always the case in classical examples, where \( C_k \) has \( k - 1 \) elements. Let then \((J_j)_{j}\) be the connected components of \( M \setminus C_k \). Hence we have that for all index \( j \), \( J_j = (\inf J_j, \sup J_j) \) and \( \inf J_j, \sup J_j \in C_k \). Recall that in dimension one, the carré du champ operator takes the form \( \Gamma(f)(x) = a(x)f'(x)^2 \) with a function \( a \) positive in the interior of \( M \). So \( C_k \) corresponds to the classical notion of critical points in the interior of \( M \).

We now split off the integration by parts formula as follows:

\[
\int_M \lambda_k(\nu) f_k g - \Gamma(f_k, g) \, d\nu = \sum_j \int_{J_j} \lambda_k(\nu) f_k g - \Gamma(f_k, g) \, d\nu
\]

Taking \( g \in H^1(\nu) \) of the form \( g = \phi \circ f_k \) with \( \phi : I_k \rightarrow \mathbb{R} \), the above expression becomes:

\[
\sum_j \int_{J_j} \lambda_k(\nu) f_k \phi(f_k) - \Gamma(f_k)\phi'(f_k) \, d\nu
\]

On each \( J_j \), \( f_k \) is injective since its derivative has constant sign by construction. Hence one can define \( h_j : I_k^j \rightarrow \mathbb{R}_+ \) by

\[
h_k^j(t) := \Gamma(f_k)((f_k)^{-1}(t))
\]

where \( I_k^j := f_k(J_j) \). So we get that on each \( J_j \), \( \Gamma(f_k) = h_j \circ f_k \). Therefore it is possible to take the pushforward by \( f_k \) on each integral on \( J_j \), and the integration by parts formula is transformed into

\[
\sum_j \int_{I_k^j} \lambda_k(\nu)t \phi(t) - h_j(t)\phi'(t) \, d\nu_j
\]

where \( \nu_j := (f_k)^{\#}_{J_j}(\nu) \) is the pushforward of \( \nu \) restricted to \( J_j \) by \( f_k \). Note that \( \nu_j \) is not necessarily a probability distribution (it has a total mass \( \nu(J_j) \)).

Using the reasoning above, Corollary 7 can be pushforwarded by \( f_k \) and turns into

\[
\sum_j \int_{I_k^j} \lambda_k(\nu)t \phi(t) - h_j(t)\phi'(t) \, d\nu_j(t) \leq \left[ \sqrt{\lambda_k(\mu) - \lambda_k(\nu)} + \sum_{i=1}^{k-1} C_i d(f_k, Sp_i(\nu)^{-1}) \right] \sqrt{\sum_j \int_{I_k^j} h_j\phi'^2 \, d\nu_j}
\]

where \( h \) is defined in Formula (16) and \( \nu_j := (f_k)^{\#}_{J_j}(\nu) \) is the pushforward of \( \nu \) restricted to \( J_j \) by \( f_k \).

Let us emphasize an important feature: while the sets \( J_j \) are pairwise disjoint (by construction), their images \( I_k^j \) are not disjoint (because \( f_k \) is not necessarily injective). Hence the distributions \( \nu_j \) do not have disjoint supports in general.

### 4.2 Implementing Stein’s method

Inequality (17) will allow us to implement Stein’s method. The difference with the usual method is that we will now implement Stein’s method on each subinterval \((I_k^j)_{j}\), and not globally on \( I_k \).
Since the Stein equation only depends on the target distribution $\mu$, the quantity $\lambda_k(\nu)$ must not appear anymore on the left hand side of Inequation (17). That is why we begin with writing

$$\int_M \lambda_k(\mu)f_k g - \Gamma(g, f_k) \, d\nu = \int_M \lambda_k(\nu)f_k g - \Gamma(g, f_k) \, d\nu + (\lambda_k(\mu) - \lambda_k(\nu)) \int_M f_k g \, d\nu$$

But using the Cauchy-Schwarz inequality, the normalization condition (5) and the Poincaré inequality (7) with $k = 1$, we have

$$\left| \int_M f_k g \, d\nu \right| \leq \sqrt{\int_M f_k^2 \, d\nu} \sqrt{\int_M g^2 \, d\nu} \leq \frac{1}{\sqrt{\lambda_1(\nu)}} \sqrt{\int_M \Gamma(g) \, d\nu}$$

Hence we have

$$\left| \int \lambda_k(\mu)f_k g - \Gamma(g, f_k) \, d\nu \right| \leq \left[ \sqrt{|\lambda_k(\mu) - \lambda_k(\nu)|} + \frac{|\lambda_k(\mu) - \lambda_k(\nu)|}{\sqrt{\lambda_1(\nu)}} + \sum_{i=1}^{k-1} C_i d(f_k, S_{p_i(\nu)^{1/2}}) \right] \sqrt{\int \Gamma(g) \, d\nu}$$

Hence for each $j$, $\phi \mapsto \lambda_k(\mu) t \phi(t) - h_j(t) \phi'(t)$ is a good candidate to be a Stein operator on $I_k^j$ for the probability distribution

$$\mu_j^* := \frac{1}{\mu(I_j)} (f_k)^{I_j}(\mu).$$

Let us point out that $\mu_j^*$ corresponds to the pushforward by the eigenfunction $f_k$ of the probability distribution $\mu$ restricted to $J_j$. Our strategy is to implement Stein’s method on each $I_k^j$ and then use the approximate integration by parts formula (18) to deduce a more global result on $I_k$.

### 4.2.1 Stein’s method on $I_k^j = (a_j, b_j)$

On $I_k^j$, the probability measure $\mu_j^*$ is invariant with respect to the diffusion process

$$L_j(\psi)(t) = h_j(t)\psi''(t) - \lambda_k(\mu) t \psi'(t), \quad \forall \psi \in \mathcal{C}^2(I_k^j).$$

As one can see with a classical integration by parts argument, $\mu_j^*$ has therefore the following density with respect to the Lebesgue measure on $I_k^j$:

$$d\mu_j^*(t) = \frac{1}{Z_j h_j(t)} \exp \left( -\lambda_k(\mu) \int_{a_j}^t \frac{u}{h_j(u)} \, du \right) dt,$$

where $Z_j$ is a normalization constant. Indeed, let $\psi \in \mathcal{C}^2(I_k^j)$ be compactly supported. Then

$$\int_{I_k^j} h_j(t)\psi''(t) \left( \frac{1}{h_j(t)} \exp \left( -\lambda_k(\mu) \int_{a_j}^t \frac{u}{h_j(u)} \, du \right) \right) dt$$

$$= \left[ \psi'(t) \exp \left( -\lambda_k(\mu) \int_{a_j}^t \frac{u}{h_j(u)} \, du \right) \right]_{a_j}^{b_j} + \int_{I_k^j} \lambda_k(\mu) t \psi'(t) \left( \frac{1}{h_j(t)} \exp \left( -\lambda_k(\mu) \int_{a_j}^t \frac{u}{h_j(u)} \, du \right) \right) dt$$

$$= \int_{I_k^j} \lambda_k(\mu) t \psi'(t) \left( \frac{1}{h_j(t)} \exp \left( -\lambda_k(\mu) \int_{a_j}^t \frac{u}{h_j(u)} \, du \right) \right) dt,$$
We will then use $h_j(t)\psi'(t) - \lambda_k(\mu) t \psi(t)$ as a Stein operator for $\mu^*_j$ and the uniqueness of the invariant probability measure for the diffusion process with generator $L(\psi)(t) = h_j(t)\psi''(t) - \lambda_k(\mu) t \psi'(t)$ allows us to conclude.

Let $g_j : I^j_k \to \mathbb{R}$ be 1-Lipschitz, and $\psi_j : I^j_k \to \mathbb{R}$ given by

$$
\psi_j(t) := \exp \left( \lambda_k \int_{a_j}^t u \frac{du}{h_j(u)} \right) \int_{a_j}^t \left( g_j(y) - \mu^*_j(g_j) \right) \frac{1}{h_j(y)} \exp \left( -\lambda_k \int_y^t u \frac{du}{h_j(u)} \right) dy.
$$

Then one can easily verify that $\psi_j$ is solution of the Stein equation on $I^j_k$:

$$
h_j \psi' - \lambda_k(\mu) t \psi = g_j - \int_{I^j_k} g_j dy^*_j.
$$

The following estimate holds:

**Proposition 10.** [35, Proposition 18] Let $g_j : I^j_k \to \mathbb{R}$ be in $C^1(I^j_k) \cap L^1(\mu^*_j)$, and let $\psi_j$ the associated solution (19). Then

$$
\| \sqrt{h_j} \psi_j \|_{\infty} \leq C_{h_j} \| g'_j \|_{\infty},
$$

where

$$
C_{h_j} := \sup_{t \in I^j_k} \left[ \left| 1 - Z_j(1 - q_j(t)) \lambda_k(\mu) t \exp \left( \lambda_k(\mu) \int_{a_j}^t u \frac{du}{h_j(u)} \right) \right| \frac{1}{\sqrt{h_j(t)}} \int_{a_j}^t q_j(y) dy 
+ \left| 1 + Z_j q_j(x) \lambda_k(\mu) t \exp \left( \lambda_k(\mu) \int_{a_j}^t u \frac{du}{h_j(u)} \right) \right| \frac{1}{\sqrt{h_j(t)}} \int_{t}^{b_j} (1 - q_j(y)) dy \right]
$$

and $q_j$ is the cumulative distribution function of $\mu^*_j$.

The issue of finiteness of the constant $C_{h_j}$ is addressed in the following variant of [35, Proposition 25].

**Proposition 11.** Assume that one of the two following conditions is verified at $a_j$:

- either $a_j = -\infty$ and $c_1|t|^{2\alpha - 2} \leq h_j(t) \leq c_2 |t|^\alpha$ for $t \to -\infty$ with $\alpha \leq 2$ and $c_1, c_2 > 0$,
- or $a_j > -\infty$ and $c_1(t - a_j)^2 \leq h_j(t) \leq c_2(t - a_j)$ for $t \to a_j^+$ with $c_1, c_2 > 0$,

and one of these two conditions is satisfied at $b_j$:

- either $b_j = +\infty$ and $c_1 t^{2\alpha - 2} \leq h_j(t) \leq c_2 t^\alpha$ for $t \to +\infty$ with $\alpha \leq 2$ and $c_1, c_2 > 0$,
- or $b_j < +\infty$ and $c_1(b_j - t)^2 \leq h_j(t) \leq c_2(b_j - t)$ for $t \to b^-$ with $c_1, c_2 > 0$.

Then the constant $C_{h_j}$ defined in Proposition 10 is finite.

In order to ensure the finiteness of these constants $C_{h_j}$, we are lead to make the following assumption.

**Assumption 1.** All $h_j$ satisfy the requirements of Proposition 11.
4.2.2 Proof of Theorem 8

For any \( j \), let \( \psi_j \) be the Stein solution given by (19) and define

\[
\phi(x) := \sum_j 1_j(x) \psi_j(f_k(x)).
\]

On the one hand,

\[
\int_M \lambda_k(\mu) f_k \phi - \Gamma(\phi, f_k) \, d\nu = \sum_j \int_{J_j} \lambda_k(\mu) f_k \psi_j(f_k) - \Gamma(f_k, \psi_j(f_k)) \, d\nu
\]

\[
= \sum_j \int_{I^j_k} \lambda_k(\mu) t \psi_j(t) - h_j(t) \psi'_j(t) \, d\nu_j(t),
\]

and by construction,

\[
\sum_j \int_{I^j_k} \lambda_k(\mu) t \psi_j(t) - h_j(t) \psi'_j(t) \, d\nu_j(t) = \sum_j \int_{I^j_k} g_j(t) - \mu^*_j(g_j) \, d\nu_j(t)
\]

\[
= \sum_j \nu_j(g_j) - \nu_j(I^j_k) \mu^*_j(g_j)
\]

\[
= \sum_j \nu_j(I^j_k) (\nu^*_j(g_j) - \mu^*_j(g_j)),
\]

where

\[
\nu^*_j := \frac{1}{\nu_j(I^j_k)} \nu_j
\]

is now a probability distribution on \( I^j_k \). This is the pushforward by the eigenfunction \( f_k \) of the probability distribution \( \nu \) restricted to \( J_j \). Let us point out that \( \nu_j(I^j_k) = \nu(J_j) \).

On the other hand,

\[
\sum_j \int_{I^j_k} h_j(t)(\psi'_j)^2(t) \, d\nu_j(t) = \sum_j \int_{J_j} h_j(f_k(x))(\psi'_j(f_k(x)))^2 \, d\nu(x)
\]

\[
= \sum_j \int_{J_j} \Gamma(\psi_j(f_k)) \, d\nu(x)
\]

\[
= \int_M \Gamma(\phi) \, d\nu(x),
\]

hence Proposition 10 gives

\[
\int_M \Gamma(\phi) \, d\nu(x) \leq \sum_j \nu_j(I^j_k) C^2_{h_j} \leq \sum_j C^2_{h_j}.
\]

So taking \( g = \phi \) in (18), one gets

\[
\sup_{(g_j)_j} \left| \sum_j \nu_j(I^j_k) (\nu^*_j(g_j) - \mu^*_j(g_j)) \right| \leq C \left[ \sqrt{|\lambda_k(\mu) - \lambda_k(\nu)|} + \frac{|\lambda_k(\mu) - \lambda_k(\nu)|}{\sqrt{\lambda_1(\nu)}} + \sum_{i=1}^{k-1} C_i d(f_k, S_{p_i}(\nu)^{\perp}) \right]
\]
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where the supremum runs over all \((\#C_k)-uple of functions \(g_j\) with for all \(j, g_j : I_k^j \to \mathbb{R}\) being 1-Lipschitz, and \(C := \sum_j C_{2j}^2\). Finally

\[
\sup_{(g_j)_j} \left| \sum_j \nu_j^*(I_k^j) \left( \nu_j^*(g_j) - \mu_j^*(g_j) \right) \right| = \sum_j \nu_j(I_k^j) W_1(\nu_j^*, \mu_j^*).
\]

Indeed, the inequality "\(\leq\)" easily follows from the triangle inequality. To see the other direction "\(\geq\)", let \(\varepsilon > 0\) small enough and for all \(j\), pick a 1-Lipschitz function \(g_j\) such that \(\mu_j^*(g_j) - \nu_j^*(g_j) \geq W_1(\nu_j^*, \mu_j^*) - \varepsilon\). Then

\[
\left| \sum_j \nu_j(I_k^j) \left( \mu_j^*(g_j) - \nu_j^*(g_j) \right) \right| = \sum_j \nu_j(I_k^j) \left( \mu_j^*(g_j) - \nu_j^*(g_j) \right) \\
\geq \sum_j \nu_j(I_k^j) \left( W_1(\nu_j^*, \mu_j^*) - \varepsilon \right) \\
= \sum_j \nu_j(I_k^j) W_1(\nu_j^*, \mu_j^*) - \varepsilon.
\]

Letting \(\varepsilon\) go to zero concludes the proof.

## 5 Application to the Gaussian distribution

In this section, we consider the case of the one dimensional Ornstein-Uhlenbeck operator, where \(M = \mathbb{R}\), \(L f = f'' - x f'\) and \(\mu = \gamma := \mathcal{N}(0, 1)\) is the equilibrium distribution. The carré du champ operator is \(\Gamma(f, g) = f' g'\). The eigenvalues are all integers: \(\lambda_k(\gamma) = k\), with multiplicity 1, and the associated normalized eigenfunctions are the Hermite polynomials \(H_k, k \geq 1\) given by

\[
H_k = \frac{1}{\sqrt{n!}} P_k
\]

where \(P_0(x) = 1, P_1(x) = x\) and

\[
P_{n+1}(x) = xH_n(x) - nP_{n-1}(x).
\]

Note that the polynomial \(H_0 := P_0 = 1\) (which is not centered) corresponds to the zero-th eigenvalue \(\lambda_0 = 0\), so only the \(H_k\) with \(k \geq 1\) are relevant.

### 5.1 The second eigenvalue

The case of the second eigenvalue \(\lambda_2 = 2\), and \(f_2(x) = \frac{1}{\sqrt{2}}(x^2 - 1)\), is quite specific. Indeed, the pushforward measure \(f_2^#(\gamma) = \frac{1}{\sqrt{2}}(\lambda_2 - 1)\) corresponds to a translation of the Chi-2 distribution. Let us mention that Chi-2 approximation have been investigated through the tools of the Stein-Malliavin method in [2, 18].

Let us apply our result. One could directly apply Theorem 8: zero is the only critical point, so we can inverse \(f_2\) on the connected components \(\mathbb{R}_-\) and \(\mathbb{R}_+\) and deduce factorizations for \(\Gamma(f_2) = 2x^2\) on each of these connected components, allowing to implement Stein’s method after taking the
pushforward by $f_2$. One can then see that Assumption 1 is satisfied, and deduce the split stability estimate of Theorem 8.

However, in this case, though $f_2$ is not injective, $\Gamma(f_2)$ can anyway be globally factorized on $\mathbb{R}$. Actually, $\Gamma(f_2)(x) = 2x^2 = 2\sqrt{2} \left( \frac{x^2}{\sqrt{2}} - 1 + \frac{1}{\sqrt{2}} \right) = 2\sqrt{2} \left( f_2(x) + \frac{1}{\sqrt{2}} \right)$. Hence $h : [-\frac{1}{\sqrt{2}}, \infty) \to \mathbb{R}_+$ given by $h(t) = 2\sqrt{2}(t + \frac{1}{\sqrt{2}})$ globally factorizes $\Gamma(f_2)$. So from the approximate integration by parts formula (14), instead of using the method of Section 4.1, we can proceed as for the first eigenfunction and taking the gloal pushforward by $f_2$ on all $\mathbb{R}$. The following Stein operator is obtained:

$$2tf(t) - 2\sqrt{2} \left( t + \frac{1}{\sqrt{2}} \right) f'(t) \text{ on } (-\frac{1}{\sqrt{2}}, +\infty).$$

Let us underline that this generator of the $f_2^\#(\gamma) = \frac{1}{\sqrt{2}} (\chi_2 - 1)$ distribution corresponds to the one used in [18]. One can see that this $h$ satisfies the conditions required by Proposition 11. Indeed $h$ is an affine function, so the vanishing rate condition at $a = -\frac{1}{\sqrt{2}}$ is obviously satisfied, and $\alpha = 1$ is a suitable choice for the growth condition at $b = +\infty$. Moreover, the normalization conditions (5) are here reduced to the following two normalizations on the moments of order 2 and 4: $\nu$ is asked to have the same moments of order 2 and 4 than the standard normal distribution.

So the following is proven:

**Theorem 12.** For all measure $\nu$ on $\mathbb{R}$ normalized as

$$\int x^2 d\nu = 1, \quad \text{and} \quad \int x^4 d\nu = 3,$$

and satisfying an improved Poincaré inequality with sharp constant $\frac{1}{\lambda_2(\nu)}$, it holds for some finite positive constant $C > 0$:

$$W_1 \left( \frac{1}{\sqrt{2}} (\chi_2 - 1), \nu^* \right) \leq C \left[ \sqrt{|2 - \lambda_2(\nu)|} + \frac{|2 - \lambda_2(\nu)|}{\sqrt{\lambda_1(\nu)}} + C_\nu d \left( \frac{1}{\sqrt{2}} (x^2 - 1), S_p(\nu) \right) \right]$$

where $\chi_2$ is the $\chi_2$-distribution on $\mathbb{R}_+$, $\nu^*$ is the pushforward of $\nu$ by $f_2 = \frac{1}{\sqrt{2}} (x^2 - 1)$, $W_1$ is the 1-Wasserstein distance, the constant $C_\nu$ is given by $C_\nu = \sqrt{\lambda_2(\nu) - \lambda_1(\nu)} + \frac{\lambda_2(\nu) - \lambda_1(\nu)}{\sqrt{\lambda_1(\nu)}}$, and $d \left( \frac{1}{\sqrt{2}} (x^2 - 1), S_p(\nu) \right)$ quantifies the orthogonality error between $\frac{1}{\sqrt{2}} (x^2 - 1)$ and the first eigenspace of $\nu$.

### 5.2 The $k$-th eigenvalue, $k \geq 3$

As soon as $k \geq 3$, the global factorization $\Gamma(f_k) = h \circ f_k$ does not hold anymore. We are therefore led to use the method explained in Section 4.1. Since

$$\forall n \geq 0, \quad H'_{n+1} = \sqrt{n+1} H_n,$$

one gets that the critical points are $\mathcal{C}_k = \{H_{k-1} = 0\}$. So the connected components of $\mathbb{R} \setminus \mathcal{C}_k$ are the $k$ nodal sets of $H_{k-1}$. The eigenfunction $H_k$ is injective on each of the connected component, $J_j$, so $\Gamma(H_k)$ factorizes as $\Gamma(H_k) = h_j \circ H_k$. Since $\Gamma(H_k) = (H_k')^2 = k H_{k-1}^2$ we get

$$h_j = k H_{k-1}^2 \circ (H_k)_{|J_j}^{-1}.$$
Let us show that these functions $h_j$ satisfy Assumption 1. At an infinite boundary, since $H_k(x) \sim \frac{x^k}{\sqrt{4^k}}$, we get $h_j(t) \sim C t^{k/2}$, where $f \sim C g$ means that $\frac{f}{g}$ tends to a constant. Therefore $\alpha = 2^{k-1} - \frac{1}{k}$ is a suitable choice in Proposition 11. Let us now treat the case of a finite boundary. We start by showing the following fact for Hermite polynomials:

**Fact.** For all $n \geq 0$, if $x_0 \in \{\inf J_j, \sup J_j\}$ and $y_0 := H_{n+1}(x_0)$, then for $y \in I_k$ close enough to $y_0$, one has

$$\left| (H_{n+1})^{-1}_{|J_j}(y) - y_0 \right| \leq c\sqrt{y - y_0},$$

for some $c > 0$.

**Proof** Since $\inf J_j$ and $\sup J_j$ are critical points of $H_{n+1}$, this fact is equivalent to the fact that $H_{n+1}$ is quadratic at the neighborhood of all of its critical points, i.e. there is some non zero $c$ such that $H_{n+1}(x) - H_{n+1}(x_0) = c(x - x_0)^2 + o(x - x_0)^2$ for all critical points $x_0$. To show this we are reduced to check that $H''_{n+1}(x_0) \neq 0$. But using again formula (20), this is true because two consecutive Hermite polynomials never have a common root.

Then, since $\Gamma(H_k) = k H_{k-1}^2$ and since the roots of Hermite polynomials have only multiplicity one, we deduce that at all finite boundaries of $I_k$, the function $h_j$ vanishes at a linear rate. Finally the requirement of Proposition 11 is satisfied, so that Assumption 1 is satisfied. Therefore in this case the normalization conditions (5) take the form

$$\int H_k \, d\nu = 0, \quad \int H_k^2 \, d\nu = 1 \quad \text{and} \quad \int H_{k-1}^2 \, d\nu = 1.$$ 

Unlike what happened for the first and the second eigenfunctions, these three conditions can not be reduced to two. For example, for $k = 3$, they are:

$$\int (x^3 - 3x) \, d\nu = 0, \quad \int (x^6 - 6x^4 + 9x^2) \, d\nu = 6 \quad \text{and} \quad \int (x^4 - 2x^2) \, d\nu = 1.$$ 

The requirements of Theorem 8 being satisfied, we can then apply it and get the following stability result for higher order eigenvalues of the one dimensional normal distribution.

**Theorem 13.** Let $k \geq 3$ and $H_k$ (resp. $H_{k-1}$) be the $k$-th (resp. $(k-1)$-th) Hermite polynomial. Then for all probability measures $\nu$ on $M$ normalized as

$$\int H_k \, d\nu = 0, \quad \int H_k^2 \, d\nu = 1 \quad \text{and} \quad \int H_{k-1}^2 \, d\nu = 1,$$

and satisfying the improved Poincaré inequalities (7), it holds for some finite constant $C > 0$:

$$\sum_j \nu(J_j) W_1(\nu_j^*, \gamma_j^*) \leq C \left[ \sqrt{|k - \lambda_k(\nu)|} + \frac{|k - \lambda_k(\nu)|}{\sqrt{\lambda_k(\nu)}} + \sum_{i=1}^{k-1} C_i d(H_k, Sp_i(\nu)^\perp) \right]$$

where $(J_j)_j$ are the connected components of the complementary of critical points of $H_k$, $\nu_j^*$ (resp. $\gamma_j^*$) is the pushforward of $\nu$ (resp. $\gamma$) restricted to $H_k(J_j)$, constants $C_i$ are given by

$$C_i = \sqrt{\lambda_k(\nu) - \lambda_i(\nu)} + \frac{\lambda_k(\nu) - \lambda_i(\nu)}{\sqrt{\lambda_i(\nu)}},$$

and $d(H_k, Sp_i(\nu)^\perp)$ is defined in Remark 1 and quantifies the orthogonality error between $H_k$ and eigenspaces of lower orders of $\nu$.  
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6 Application to Gamma distributions

In this section, we consider the case of the Laguerre operator, where $M = \mathbb{R}_+$, $L f = x f'' + (s - \frac{n}{2}) f'$ and $\mu$ is the $\Gamma(s, \theta)$ distribution on $\mathbb{R}_+$ given by the density $d\mu(x) = x^{s-1} e^{-\frac{x}{\theta}} \frac{1}{\Gamma(s)} 1_{\mathbb{R}_+}$, where $\Gamma$ denotes the Euler $\Gamma$ function. The carré du champ operator is $\Gamma(f, g) = x f' g'$. The eigenvalues are $\lambda_k(\mu) = \frac{k}{\theta}$, with multiplicity 1, and the associated normalized eigenfunctions are the generalized normalized Laguerre polynomials $L_{k,s}$ given by

\begin{equation}
L_{k,s}(x) = \sqrt{\frac{k! \Gamma(s)}{\Gamma(k + s)}} l_{k,s}
\left(\frac{x}{\theta}\right)
\end{equation}

where $l_{0,s}(x) = 1$, $l_{1,s}(x) = s - x$, and

\[
\forall n \geq 1, \quad l_{n+1,s}(x) = \left(2 + \frac{s - 2 - x}{n + 1}\right) l_{n,s}(x) - \left(1 + \frac{s - 2}{n + 1}\right) l_{n-1,s}(x).
\]

Moreover,

\begin{equation}
L'_{n,s}(x) = -\frac{1}{\theta} \sqrt{\frac{n}{s}} L_{n-1,s+1}(x).
\end{equation}

So the critical points $\mathcal{E}_k = \{x \in \mathbb{R}_+ | \Gamma(L_{k,s})(x) = 0\}$ of $L_{k,s}$ are the zeros of $L_{k-1,s+1}$ and 0. This means that there are $k$ connected components $J_j$ of $\mathbb{R}_+ \setminus \mathcal{E}_k$, which are the nodal sets of $L_{k-1,s+1}$.

The eigenfunction $L_{k,s}$ is injective on each connected component $J_j$, so $\Gamma(L_{k,s})$ factorizes as $\Gamma(L_{k,s}) = h_j \circ L_{k,s}$. Since $\Gamma(L_{k,s})(x) = x (L_{k,s}(x))^2 = \frac{k}{\theta^2} (L_{n-1,s+1}(x))^2$ we get

\begin{equation}
h_j(t) = \frac{k}{\theta^2} (L_{k,s})^{-1}_{|J_j}(t) (L_{n-1,s+1} \circ (L_{k,s})^{-1}_{|J_j}(t))^2.
\end{equation}

Let us show that these functions $h_j$ satisfy Assumption 1. At $+\infty$, since $L_{k,s}(x) \sim \frac{1}{\theta^2} \sqrt{\frac{n! \Gamma(s)}{\Gamma(n+s)}} x^k$, we get

\[
h_j(t) \sim \frac{1}{\theta^2} \sqrt{\frac{n! \Gamma(s)}{\Gamma(n+s)}} x^k.
\]

Therefore $\alpha = 2 - \frac{1}{k}$ is a suitable choice for $\alpha$ in Proposition 11. Let us treat now the case of a finite boundary. In the same way as for Hermite polynomials, we can see the following.

**Fact.** Let $n \geq 0$, let $x_0 \in \{\inf J_j, \sup J_j\}$ such that $L'_{n,s}(x_0) = 0$, and set $y_0 := L_{n,s}(x_0)$. Then for $y \in I_k^j$ close enough to $y_0$, one has

\[
\left| (L_{n,s})^{-1}_{|J_j}(y) - y_0 \right| \leq c \sqrt{y - y_0},
\]

for some $c > 0$.

**Proof** This fact is equivalent to the fact that $L_{n,s}$ is quadratic at the neighborhood of all of its critical points, i.e. there is some non zero $c$ such that $L_{n,s}(x) - L_{n,s}(x_0) = c(x - x_0)^2 + o(x - x_0)^2$ for all critical points $x_0$. To show this we are reduced to check that $L'_{n,s}(x_0) \neq 0$. But using Formula (22), this would imply that $x_0$ is a root of $L_{n-1,s+1}$ with multiplicity at least two. However, all Laguerre polynomials only have roots with multiplicity one. So the fact is proven. \qed
Using the above fact and Formulas (22) and (23), we get that at every finite boundary of $I^j_k$, the function $h_j$ vanishes at a linear rate. Hence Assumption 1 is satisfied.

Moreover in this case the normalization conditions (5) takes the form

$$\int L_{k,s} d\nu = 0, \quad \int L^2_{k,s} d\nu = 1 \quad \text{and} \quad \int x (L_{k-1,s+1}(x))^2 d\nu = s\theta,$$

where $\Gamma$ is the Euler Gamma function, and $!$ denotes the factorial. For $k = 1$ these three conditions reduced to only two, but as soon as $k \geq 2$ it is not the case anymore. For example, if $k = 2$, and $s = \theta = 1$ (in that case $\mu$ is the exponential distribution), then these three conditions are:

$$\int \frac{x^2}{2} - 2x d\mu = 1, \quad \int \frac{x^4}{4} - 2x^3 + 5x^2 - 4x d\mu = 0, \quad \text{and} \quad \int x^3 - 4x^2 + 4x d\mu = 2.$$

The requirements of Theorem 8 being satisfied, we can then apply it and get the following stability result for higher order eigenvalues of the Gamma distributions $\Gamma(s, \theta)$ on $\mathbb{R}_+$.\

**Theorem 14.** Let $k \geq 1$, $s > 0$, $\theta > 0$, and $L_{k,s}$ be the Laguerre polynomials defined in (21). Then for all probability measures $\nu$ on $\mathbb{R}_+$ normalized with

$$\int L_{k,s} d\nu = 0, \quad \int L^2_{k,s} d\nu = 1 \quad \text{and} \quad \int x (L_{k-1,s+1}(x))^2 d\nu = s\theta,$$

where $\Gamma$ is the Euler Gamma function, and satisfying the improved Poincaré inequalities (7), it holds for some finite constant $C > 0$:

$$\sum_j \nu_j(I^j_k) W_1(\nu^*_j, \mu^*_j) \leq C \left[ \sqrt{\frac{k}{\theta} - \lambda_k(\nu)} + \frac{1}{\sqrt{\lambda_1(\nu)}} \right] + \sum_{i=1}^{k-1} C_i d(L_{k,s}, Sp_i(\nu)^\perp),$$

where $(I^j_k)_j$ are the images by $L_{k,s}$ of the connected components of the complementary of its critical points, $\nu^*_j$ (resp. $\mu^*_j$) is the pushforward of $\nu$ (resp. $\mu$) restricted to $I^j_k$, constants $C_i$ are given by

$$C_i = \sqrt{\lambda_k(\nu) - \lambda_i(\nu)} + \frac{\lambda_k(\nu) - \lambda_i(\nu)}{\sqrt{\lambda_i(\nu)}},$$

and $d(L_{k,s}, Sp_i(\nu)^\perp)$ is defined in Remark 1.

### 7 Application to $\beta\left(\frac{N}{2}, \frac{N}{2}\right)$ distributions

In this section, we consider the case of the Jacobi operator, where $M = [-1, 1]$,

$$Lf(x) = (1 - x^2)f''(x) - Nxf'(x),$$

and $\mu$ is the $\beta\left(\frac{N}{2}, \frac{N}{2}\right)$ distribution on $[-1, 1]$ given by the density

$$d\mu(x) = \frac{1}{Z} (1 - x^2)^{\frac{d}{2}-1} dx,$$

where

$$Z = 2^{2d-2N} \pi \frac{\Gamma(d-1)}{(d+1) \Gamma(d+1)^2}.$$
is the normalization constant and \( \Gamma \) denotes the Euler function. The carré du champ operator is given by 
\[
\Gamma(f,g)(x) = (1 - x^2)^{\frac{N}{2}} f'(x) g(x).
\]
The eigenvalues are \( \lambda_k(\mu) = k(k + N - 1) \), with multiplicity one, and the associated normalized eigenfunctions are the normalized Gegenbauer polynomials (see [37]) given by
\[
G_{N,k}(x) = \left(\frac{k + N - 2}{k}\right)^{-1} 2k + N - 1 \frac{1}{N - 1} P_{N,k}(x),
\]
where \( P_{N,0}(x) = 1 \), \( P_{N,1}(x) = (N - 1)x \), and
\[
P_{N,k}(x) = \frac{2x}{k} \left( k + \frac{N - 3}{2} \right) P_{N,k-1}(x) - \frac{1}{k} (k + N - 3) P_{N,k-2}(x).
\]
The Jacobi operator corresponds to the Laplace-Beltrami operator on the sphere \( S^N \) projected on one coordinate and normalized to stay in \([-1, 1]\). The Gegenbauer polynomials are particular case of Jacobi polynomials, when the two parameters of Jacobi polynomials are equals.

### 7.1 The second eigenvalue

Similarly to the case of the Normal distribution, the global factorization condition of the carré du champ is satisfied for \( k = 1 \) and \( k = 2 \). Indeed, the second Gegenbauer polynomial is
\[
G_{N,2}(x) = \frac{1}{2} \left( \frac{N}{2} \right)^{-1} (N + 3) ((N + 1)x^2 - 1),
\]
so we can compute
\[
\Gamma(G_{N,2})(x) = K^2(1 - x^2)x^2 = K^2 \left[ 1 - \frac{1}{N + 1} \left( \frac{1}{K} G_{N,2}(x) + 1 \right) \right] \frac{1}{N + 1} \left( \frac{1}{K} G_{N,2}(x) + 1 \right),
\]
where \( K = \left( \frac{N}{2} \right)^{-1} (N + 3)(N + 1) \). Hence \( \Gamma(G_{N,2})(x) = h(G_{N,2}(x)) \), with
\[
h(t) := \frac{K}{N + 1} \left( \frac{N}{N + 1} - \frac{t}{K(N + 1)} \right) \left( \frac{t}{K} + 1 \right).
\]
As in the Gaussian case, this is due to the fact that the only critical point is zero, and the carré du champ is symmetric. This \( h \) satisfies the vanishing rate requirements (it vanish at linear speed), so we have the following stability result.

**Theorem 15.** For all measure \( \nu \) on \( \mathbb{R} \) satisfying
\[
\int x^2 d\nu = \frac{1}{N + 1}, \quad \text{and} \quad \int x^4 d\nu = \frac{1}{N + 1} \left[ 4 \left( \frac{N}{2} \right)^2 (N + 3)^{-2} + 1 \right]
\]
and an improved Poincaré inequality with sharp constant \( \frac{1}{\lambda_2(\nu)} \), it holds for some finite positive constant \( C > 0 \) that
\[
W_1 \left( L \left( ((N + 1)\beta_N^2 - 1), \nu^* \right) \right)
\]
\[
\leq C \left[ \sqrt{2(N+1) - \lambda_2(\nu)} + \frac{|2(N + 1) - \lambda_2(\nu)|}{\lambda_1(\nu)} + C_\nu \, d \left( (N + 1) \beta_N^2 - 1, Sp_1(\nu)^{-1} \right) \right]
\]

where \( \beta_N \) is the \( \beta \left( \frac{N}{2}, \frac{N}{2} \right) \) distribution on \([-1, 1] \), \( \nu^* \) is the pushforward of \( \nu \) by \( f_2 = L((N + 1)x^2 - 1) \), the constant \( L \) is given by \( L = \left( \frac{N}{2} \right)^{-(N+3)} \), the constant \( C_\nu \) is given by \( C_\nu = \sqrt{\lambda_2(\nu) - \lambda_1(\nu)} + \frac{\lambda_2(\nu) - \lambda_1(\nu)}{\sqrt{\lambda_1(\nu)}} \), and \( d \left( L((N + 1) \beta_N^2 - 1), Sp_1(\nu)^{-1} \right) \) quantifies the orthogonality error between \( f_2 \) and the first eigenspace of \( \nu \).

### 7.2 The \( k \)-th eigenvalue, \( k \geq 3 \)

As soon as \( k \geq 3 \), the global factorization does not hold anymore. So we apply the general method presented in Section 4.1. We have

\[(25) \quad G'_{N,k}(x) = \binom{k + N - 1}{k - 1} \binom{k + N - 2}{k}^{-1} (N + 1) G_{N+2,k-1}(x).\]

So the critical points \( \mathcal{C}_k = \{ x \in \mathbb{R} \mid \Gamma(G_{N,k})(x) = 0 \} \) of \( G_{N,k} \) are the zeros of \( G_{N+2,k-1} \) and -1 and 1. This means that there are \( k \) connected components \( J_j \) of \([-1, 1] \) \( \setminus \mathcal{C}_k \) which are the nodal sets of \( G_{N+2,k-1} \). The eigenfunctions \( G_{N,k} \) are injective on each of this connected component \( J_j \), so \( \Gamma(G_{N,k}) \) factorizes as \( \Gamma(G_{N,k}) = h_j \circ G_{N,k} \). Since \( \Gamma(G_{N,k}) = C(1 - x^2)(G_{N+2,k-1}(x))^2 \) where

\[
C = \binom{k + N - 1}{k - 1}^2 \binom{k + N - 2}{k}^{-2} (N + 1)^2,
\]

we get

\[(26) \quad h_j(t) = C \left( 1 - (G_{N,k}^{-1}|_{J_j}(t))^2 \right) \left( G_{N+2,k-1} \circ G_{N,k}^{-1}|_{J_j}(t) \right)^2.
\]

In order to Theorem 8 to apply, we have to verify that these functions \( h_j \) satisfy Assumption 1. Gegenbauer polynomials do not vanish at -1 and 1, so the rate at which \( h_j \) vanishes at boundaries \( G_{N,k}(-1) \) and \( G_{N,k}(1) \) is linear. We have then to treat the case of critical points in the interior of \([-1, 1] \). The reasoning is the same as for Laguerre polynomials: since Gegenbauer polynomials have only roots of multiplicity one, by a Taylor expansion we see that the functions \( h_j \) vanishes at boundaries of their domains of definition with linear rate.

Moreover, in this case, the normalization conditions (5) take the form

\[
\int G_{N,k} d\mu = 0, \quad \int G_{N,k}^2 d\mu = 1,
\]

and

\[
\int (1 - x^2)G_{N+2,k-1}^2 d\mu = \left( \frac{k + N - 1}{k - 1} \right)^{-1} \left( \frac{k + N - 2}{k} \right) \frac{k(k + N - 1)}{N + 1}.
\]

Finally, Theorem 8 can be applied, and one gets the following.

**Theorem 16.** Let \( N > 1 \), \( \mu \) be the \( \beta \left( \frac{N}{2}, \frac{N}{2} \right) \) distribution on \([-1, 1] \), and \( G_{N,k} \) be the Gegenbauer polynomials defined in (24). Then for all probability measures \( \nu \) on \([-1, 1] \) normalized such that

\[
\int G_{N,k} d\mu = 0, \quad \int G_{N,k}^2 d\mu = 1,
\]
and \( \int (1 - x^2) G_{N+2,k-1}^2 d\mu = \binom{k + N - 1}{k - 1}^{-1} \binom{k + N - 2}{k} \frac{k(k + N - 1)}{N + 1}, \)

and satisfying the improved Poincaré inequalities (7), it holds for some finite constant \( C_\beta > 0: \)

\[
\sum_j \nu_j(I_j^k) W_1(\nu_j^*, \mu_j^*) \leq C_\beta \left[ \sqrt{|k(k + N - 1) - \lambda_k(\nu)|} + \frac{|k(k + N - 1) - \lambda_k(\nu)|}{\sqrt{\lambda_1(\nu)}} + \sum_{i=1}^{k-1} C_i d(L_k, Sp_i(\nu)^\perp) \right]
\]

where \((I_j^k)\) are the images by \( G_{N,k} \) of the connected components of the complementary of its critical points, \( \nu_j^* \) (resp. \( \mu_j^* \)) is the pushforward of \( \nu \) (resp. \( \mu \)) restricted to \( I_j^k \), constants \( C_i \) are given by

\[
C_i = \sqrt{\lambda_k(\nu) - \lambda_i(\nu)} + \frac{\lambda_k(\nu) - \lambda_i(\nu)}{\sqrt{\lambda_i(\nu)}},
\]

and \( d(G_{N,k}, Sp_i(\nu)^\perp) \) is defined in Remark 1 and quantifies the orthogonality error between \( G_{N,k} \) and eigenspaces of lower orders of \( \nu \).

**Acknowledgments:** This work was supported by the Labex Cimi of University of Toulouse. I would like to thank both my PhD advisors for this present work, Max Fathi for all the discussions on this wide topic, and Franck Barthe for all his fruitful advice.

**References**

[1] Cécile Ané, Sébastien Blachère, Djalil Chafaï, Pierre Fougères, Ivan Gentil, Florent Malrieu, Cyril Roberto, and Grégoire Scheffer. *Sur les inégalités de Sobolev logarithmiques*, volume 10 of *Panoramas et Synthèses [Panoramas and Syntheses]*. Société Mathématique de France, Paris, 2000. With a preface by Dominique Bakry and Michel Ledoux.

[2] Benjamin Arras, Ehsan Azmoodeh, Guillaume Poly, and Yvik Swan. A bound on the Wasserstein-2 distance between linear combinations of independent random variables. *Stochastic Process. Appl.*, 129(7):2341–2375, 2019.

[3] D. Bakry and Michel Émery. Diffusions hypercontractives. In Séminaire de probabilités, XIX, 1983/84, volume 1123 of *Lecture Notes in Math.*, pages 177–206. Springer, Berlin, 1985.

[4] Dominique Bakry. The Riesz transforms associated with second order differential operators. In Seminar on Stochastic Processes, 1988 (Gainesville, FL, 1988), volume 17 of *Progr. Probab.*, pages 1–43. Birkhäuser Boston, Boston, MA, 1989.

[5] Dominique Bakry, Ivan Gentil, and Michel Ledoux. *Analysis and geometry of Markov diffusion operators*, volume 348 of *Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences]*. Springer, Cham, 2014.

[6] Jérome Bertrand and Max Fathi. Stability of eigenvalues and observable diameter in rcd(1, \( \infty \)) spaces. 07 2021.

[7] G. Besson. A Kato type inequality for Riemannian submersions with totally geodesic fibers. *Ann. Global Anal. Geom.*, 4(3):273–289, 1986.
[8] Manlio Bordoni. Spectral estimates for Schrödinger and Dirac-type operators on Riemannian manifolds. *Math. Ann.*, 298(4):693–718, 1994.

[9] Lorenzo Brasco and Guido De Philippis. Spectral inequalities in quantitative form. In *Shape optimization and spectral theory*, pages 201–281. De Gruyter Open, Warsaw, 2017.

[10] Lorenzo Brasco, Guido De Philippis, and Bozhidar Velichkov. Faber-Krahn inequalities in sharp quantitative form. *Duke Math. J.*, 164(9):1777–1831, 2015.

[11] Luis A. Caffarelli. Monotonicity properties of optimal transportation and the FKG and related inequalities. *Comm. Math. Phys.*, 214(3):547–563, 2000.

[12] Louis H. Y. Chen and J. H. Lou. Characterization of probability distributions by Poincaré-type inequalities. *Ann. Inst. H. Poincaré Probab. Statist.*, 23(1):91–110, 1987.

[13] Thomas A. Courtade, Max Fathi, and Ashwin Pananjady. Existence of Stein kernels under a spectral gap, and discrepancy bounds. *Ann. Inst. Henri Poincaré Probab. Stat.*, 55(2):777–790, 2019.

[14] Georg Faber. Beweis, dass unter allen homogenen Membranen von gleicher Fläche und gleicher Spannung die kreisformige den tiefsten Grundton gibt, pages 169–172. 1923.

[15] Georg Faber. Über Minimaleigenschaften der Krugel in drei un mehr Dimensionen, pages 1–44. 1926.

[16] Max Fathi. Higher-order Stein kernels for Gaussian approximation. *Studia Math.*, 256(3):241–258, 2021.

[17] Max Fathi, Ivan Gentil, and Jordan Serres. Stability estimates for the sharp spectral gap bound under a curvature-dimension condition, 2022.

[18] Robert E. Gaunt, Alastair M. Pickett, and Gesine Reinert. Chi-square approximation by Stein’s method with application to Pearson’s statistic. *Ann. Appl. Probab.*, 27(2):720–756, 2017.

[19] Olivier Giraud and Koen Thas. Hearing shapes of drums: Mathematical and physical aspects of isospectrality. *Rev. Mod. Phys.*, 82:2213–2255, Aug 2010.

[20] C. Gordon, D. Webb, and S. Wolpert. Isospectral plane domains and surfaces via Riemannian orbifolds. *Invent. Math.*, 110(1):1–22, 1992.

[21] Carolyn Gordon, David L. Webb, and Scott Wolpert. One cannot hear the shape of a drum. *Bull. Amer. Math. Soc. (N.S.)*, 27(1):134–138, 1992.

[22] H. Hess, R. Schrader, and D. A. Uhlenbrock. Domination of semigroups and generalization of Kato’s inequality. *Duke Math. J.*, 44(4):893–904, 1977.

[23] Imsik Hong. On an inequality concerning the eigenvalue problem of membrane. *Kodai Math. Sem. Rep.*, 6:113–114, 1954.

[24] Mark Kac. Can one hear the shape of a drum? *The American Mathematical Monthly*, 73(4):1–23, 1966.
[25] E. Krahn. Über eine von Rayleigh formulierte Minimaleigenschaft des Kreises. *Math. Ann.*, 94(1):97–100, 1925.

[26] Ari Laptev. Spectral inequalities for partial differential equations and their applications. In *Fifth International Congress of Chinese Mathematicians. Part 1, 2*, volume 2 of *AMS/IP Stud. Adv. Math.*, 51, pt. 1, pages 629–643. Amer. Math. Soc., Providence, RI, 2012.

[27] A. Lichnerowicz. Géométrie des transformations canoniques. volume 126, pages 121–138. 1992. La it Mécanique analytique de Lagrange et son héritage, II (Turin, 1989).

[28] Elliott Lieb. Bounds on the eigenvalues of the Laplace and Schrödinger operators. *Bull. Amer. Math. Soc.*, 82(5):751–753, 1976.

[29] Elliott H. Lieb and Walter E. Thirring. *Inequalities for the Moments of the Eigenvalues of the Schrodinger Hamiltonian and Their Relation to Sobolev Inequalities*, pages 269–304. Princeton University Press, 2015.

[30] Dan Mikulincer and Yair Shenfeld. The brownian transport map, 2021.

[31] Dan Mikulincer and Yair Shenfeld. On the lipschitz properties of transportation along heat flows, 2022.

[32] Emanuel Milman. Spectral estimates, contractions and hypercontractivity. *J. Spectr. Theory*, 8(2):669–714, 2018.

[33] J. Milnor. Eigenvalues of the laplace operator on certain manifolds. *Proceedings of the National Academy of Sciences*, 51(4):542–542, 1964.

[34] G. Pólya. On the characteristic frequencies of a symmetric membrane. *Math. Z.*, 63:331–337, 1955.

[35] Jordan Serres. Stability of Poincaré constant. To appear in Bernoulli Journal, May 2021.

[36] Barry Simon. Kato’s inequality and the comparison of semigroups. *Journal of Functional Analysis*, 32(1):97–101, 1979.

[37] Gábor Szegő. *Orthogonal polynomials*. American Mathematical Society Colloquium Publications, Vol. XXIII. American Mathematical Society, Providence, R.I., fourth edition, 1975.

[38] S. A. Utev. Probabilistic problems connected with an integro-differential inequality. *Sibirsk. Mat. Zh.*, 30(3):182–186, 220, 1989.

[39] Cédric Villani. *Optimal transport*, volume 338 of *Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences]*. Springer-Verlag, Berlin, 2009. Old and new.

[40] Kôsaku Yosida. *Functional analysis*, volume 123 of *Grundlehren der Mathematischen Wissenschaften [Fundamental Principles of Mathematical Sciences]*. Springer-Verlag, Berlin-New York, sixth edition, 1980.