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Abstract

In this paper, we present an implicit feature pyramid network (i-FPN) for object detection. Existing FPNs stack several cross-scale blocks to obtain large receptive field. We propose to use an implicit function, recently introduced in deep equilibrium model (DEQ) [2, 4], to model the transformation of FPN. We develop a residual-like iteration to updates the hidden states efficiently. Experimental results on MS COCO dataset show that i-FPN can significantly boost detection performance compared to baseline detectors with ResNet-50-FPN: +3.4, +3.2, +3.5, +4.2, +3.2 mAP on RetinaNet, Faster-RCNN, FCOS, ATSS and AutoAssign, respectively.

1. Introduction

A typical CNN-based object detector consists of three parts: backbone, neck and head [5]. The backbone part (e.g., VGG [41], ResNet [19] or EfficientNet [43]), usually pretrained on ImageNet [38], is employed to extract basic features from input images. The neck part is used to produce features of high-level receptive field and semantics. The features from neck part are input to detection head for the final classification and regression.

For the neck part, most existing methods [16, 26, 30, 34, 44] build feature pyramid networks (FPNs) to fuse multi-scale features and expand receptive field. The FPN design follows an explicit manner by stacking cross-scale connection blocks. As shown in Fig. 1 (a), the multi-scale features from backbone network are fed into several weight-independent blocks. Each block builds cross-scale connections to fuse features from different levels. For instance, FPN [26] introduces a top-down pathway to fuse features gradually. Based on FPN, PANet [30] adds an extra bottom-up pathway to deliver lower-level features to high levels. NAS-FPN [16] leverages neural architecture search (NAS) to obtain a optimal connection topology. EfficientDet [44] proposes to repeatedly stack BiFPN blocks, which simplify PANet and add bidirectional cross-scale connections. To summarize, the explicit FPN can be expressed as:

\[ P = (f^0_\theta \circ f^1_\theta \cdots f^T_\theta)(B), \]

where \( B \) is the multi-scale feature from backbone network. \( f^t_\theta \) is the \( t \)-th cross-scale connection block. \( P \) is the resulting feature pyramid.

While improving the detection performance, the explicit FPNs mentioned above tend to obtain limited receptive field. Simply increasing the number of blocks will result in large parameter burden and memory consumption. For example, EfficientDet [44] stacks seven weight-independent BiFPN blocks to fuse features from different levels. One simple way to reduce parameters is the weight-sharing of all cross-scale connection blocks (which means \( f^t_\theta = f^0_\theta, \forall t \) in Eq. 1). When the number of stacked blocks towards infinity, the output of such weight-sharing block tends to converge to a fixed point, which is pretty similar to the findings in machine translation [10] and sequence modeling [2, 3, 12]. If the fixed point does exists, then it should satisfy:

\[ P^* = F_\theta(P^*; B), \]
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where $P^*$ is the equilibrium feature pyramid. $F_0$ is the non-linear transformation with parameters $\theta$, which is shared across all stacked blocks. We call the procedure of solving the fixed point *implicit FPN*.

To solve the fixed point $P^*$ that satisfies Eq. 2, two kinds solver can be employed. One is unrolling the weight-sharing blocks. However it will also result in extremely large memory burden. As an alternative, black-box root-finding methods, such as the Broyden solver [6] introduced in DEQ [2], can be adopted to directly produce the equilibrium feature pyramid $P^*$. The later approach has two advantages: it simulates the case of stacking infinite blocks while only containing parameters of a single block; it generates the equilibrium features of global (very large) receptive field, which benefits object detection task.

The implicit function in DEQ [2, 4] adopts a complex interaction design, where the hidden sequence interacts with the input sequence in a complicated manner. The interactions might result in the vanishing gradient problem and make the fixed point of implicit function hard to be solved by the root-finding methods. In this paper, we further develop a residual-like iteration for FPN design, which simplifies the complex design. The backbone feature directly adds with the initial pyramid feature and the summed feature is input to the nonlinear transformation. Similar to ResNet [19], the residual-like iteration benefits from the residual learning and makes the information propagation smooth [20], enhancing the feature learning of i-FPN.

The i-FPN we introduced is simple and effective. Experimental results on MS COCO dataset [28] show that our i-FPN can significantly boost detection performance compared to baseline detectors with ResNet-50-FPN: i-FPN improves the detection AP by +3.4, +3.2, +3.5, +4.2, +3.2 mAP on RetinaNet [27], Faster-RCNN [37], FCOS [46], ATSS [51] and AutoAssign [55], respectively. Equipped with state-of-the-art detectors, i-FPN outperforms existing explicit-modeling object detectors.

To summarize, our contributions are:

- We propose an implicit feature pyramid network for object detection. Different from explicit FPNs that stack cross-scale blocks forwardly, our i-FPN directly produces equilibrium features of global receptive field based on fixed point iteration.

- A recurrent mechanism, called residual-like iteration, is introduced to efficiently update the hidden states for feature pyramid design. Additionally, the nonlinear transformation is well constructed by introducing more nonlinearity component and effective cross-scale connection.

2. Related Work

**Object Detection:** Generally, CNN-based object detectors can be divided into one-stage [5, 29, 31, 36, 51] and two-stage approaches [7, 18, 37, 42]. Two-stage object detectors first generate the object proposal candidates and then the selected proposals are further classified and regressed in the second stage. On the other hand, one-stage approaches directly classify and regress the default anchors set in each position. Among one-stage approaches, anchor-free methods [13, 22, 23, 46, 54] aim to get rid of the requirement of pre-defined anchors. FCOS [46] defines all points within object boxes as the positive samples while CenterNet [53] and CornerNet [23] pose the object detection as the key-point estimation problem. Recently, DETR [8] introduces the transformer-based architecture and bipartite matching to achieve one-to-one matching. Essentially, it is an end-to-end detector that removes the need for hand-designed anchor and non-maximum suppression (NMS) process.

**Pyramidal Representations:** Multi-scale feature representation is an efficient way of detecting objects of various scales. The cross-scale connections in the neck part are employed to improve the receptive field and semantic level. FPN [26] introduces a top-down routing to fuse features. Based on the FPN, PANet [30] adds an extra bottom-up path on the top of FPN. Bi-FPN [44] simplifies the PANet and proposes a new cross-scale connection in an efficient way. Despite these hand-designed architectures, NAS-FPN [16] obtains the optimal feature topology leveraging neural architecture search. Except those modifications in the neck part, CBNet [32] employs composite connections between the adjacent backbones to assemble multiple backbones, resulting in a strong backbone. While achieving promising detection results, these methods tend to expand the receptive field by stacking cross-scale blocks explicitly. In this paper, we develop an implicit feature pyramid network for object detection.

**Implicit Modeling:** The implicit models have been explored for several decades [14]. RBP [1, 25, 33] trains the recurrent system implicitly by differentiation techniques. Neural ODE [9, 17] employs black-box ODE solvers to model recursive residual block implicitly while [40] analyzes the stability properties of the recurrent neural network (RNN). Recently, implicit methods have attracted attention again. For sequence modeling, TrellisNet [3] stacks a large number of layers in a weight-tied way while DEQ [2] simulates an infinite-depth network by fixed point iteration. Similar to TrellisNet, RAFT [45] employs a lot of modified GRU blocks to obtain a fixed flow field. Based on DEQ, MDEQ [4] develops a backbone network for classification and segmentation. Whereas our i-FPN shares similarities with MDEQ, some major differences include: 1) multi-scale backbone features are served as the strong prior information for the effective learning of the hidden states.
2) residual-like iteration is proposed to update the hidden states efficiently and avoid the vanishing gradient problem. 3) effectiveness of i-FPN is validated on the challenging object detection task while MDEQ mainly focuses on the relatively simple classification problem.

3. Methods

In this section, the deep equilibrium model (DEQ) [2] is first revisited in detail. Then the implicit feature pyramid network is presented together with the residual-like iteration. At last, the overall optimization process is given.

3.1. Revisiting Deep Equilibrium Model

In general, the deep sequence model can be formulated as:

\[ h^{k+1} = f^k_\theta(h^k; x), \quad k = 0, 1, 2, \ldots, L - 1 \]  

where \( L \) is the number of transformation blocks, \( x \) is the input sequence with length \( T \). Hidden sequence \( h^{k+1} \) is the output of the \( k \)-th transformation \( f^k_\theta \) with parameters \( \theta \).

Recent works [3, 10, 12] show that employing the same transformation in each block still achieve comparable performance, which means:

\[ f^k_\theta = f_\theta, \]  

The output of such weight-sharing block tends to converge to a fixed point when stacking infinite times, reaching an equilibrium \( h^* \).

\[ \lim_{k \to \infty} h^{k+1} = \lim_{k \to \infty} f_\theta(h^k; x) = f_\theta(h^*; x) = h^*, \]  

Based on this formulation, DEQ is further proposed to directly compute the fixed point \( h^* \) of the following nonlinear system:

\[ h^* = f_\theta(h^*; x), \]  

The fixed point corresponds to the output of eventual transformation block of an infinite-depth network. Instead of stacking infinite blocks explicitly, DEQ proposes to solve the fixed point \( h^* \) with the black-box root-finding methods. Theoretically, any black-box root-finding methods can be employed to access the fixed point, given an initial hidden state \( h^0 \).

3.2. Implicit Feature Pyramid Network

In this section, we first describe the overall architecture of object detector with i-FPN and then introduce the residual-like iteration, the explicit form of our i-FPN. Afterwards, we describe the nonlinear transformation, representing the implicit function. The overall architecture is shown in Fig. 2. It consists of basis feature extraction, implicit feature pyramid network and detection head. For the basis feature extraction, we employ standard ResNet [19] as the backbone to generate backbone feature \( B = \{B_1, B_2, \ldots, B_n\} \). For the i-FPN, the initial pyramid feature \( P^0 = \{P^0_1, P^0_2, \ldots, P^0_n\} \) is initialized to zeros and adds with basis feature \( B \). Then the summed feature \( Z = \{Z_1, Z_2, \ldots, Z_n\} \) is input to the nonlinear transformation \( G_\theta \), which serves as the implicit function. The equilibrium feature solver is further employed to produce the equilibrium feature pyramid \( P^* = \{P^*_1, P^*_2, \ldots, P^*_n\} \) by solving the fixed point of the implicit model. Consequently, the equilibrium feature pyramid produced are injected into detection head to generate the final classification and regression predictions.

3.2.1 Residual-Like Iteration

Here, we present the residual-like iteration, the explicit form of our i-FPN, to simulate FPN with infinite depth. As shown in Fig. 3, the backbone feature \( B \) is first summed with the initialized feature \( P^0 \) and the resulting feature is further input to the nonlinear transformation \( G_\theta \) to generate intermediate feature \( P^1 \). Then intermediate feature together with the original backbone feature pass through the process above repeatedly. As \( G_\theta \) refines the summed features, iterating this process towards infinite times brings smaller and smaller contribution until the network reaches an equilibrium feature pyramid \( P^* \). In this way, we can summarize the residual-like iteration and reformulate the Eq. 2 as:

\[ P^* = G_\theta(P^* + B), \]  

whose fixed point \( P^* \) can be obtained by the unrolling solver or the Broyden solver in DEQ [2]. Similar to ResNet [19], the residual-like iteration also benefits from the residual learning by shortcut connection. The backbone feature, served as the strong prior, guides the residual learning of nonlinear transformation \( G_\theta \). Therefore, the residual-like iteration can prevent the i-FPN suffering from the vanishing gradient problem and theoretically result in an infinite-depth FPN.

Different from the complex interactive design in MDEQ [4], our residual-like iteration is simple and effective. The simple design makes the information propagation smooth [20], enhancing the feature learning of i-FPN.

3.2.2 Nonlinear Transformation \( G_\theta \)

As discussed earlier, the nonlinear transformation \( G_\theta \) is used to construct the implicit function of i-FPN. Therefore, the structure of \( G_\theta \) determines the representation power of implicit-modeling. For the design of \( G_\theta \), several strategies existing in literature [44, 47, 48] may be adopted.

Similar to the feature fusion module in HRNet [47], one straight way is to build a dense FPN (see Fig. 4(a)). Each output feature is connected with all input features. If the input feature is of the same level with the output feature, then
features. Therefore, the nonlinear transformation in i-FPN can be formulated as,

\[ O_i = \sum_{j=i-1}^{i+1} W_{ij}(R_j(Z_j)), \]

where \( Z_j \) denotes the input feature of the \( j \)-th level. \( R_j \) is the basic residual block of the \( j \)-th level. If \( i = j \), \( W_{ij} \) denotes a single \( 3 \times 3 \) convolution layer. If \( i < j \), \( W_{ij} \) represents the operations including a \( 3 \times 3 \) convolution layer followed by the bilinear upsampling. The integrated BN [48] and deformable kernel can be used in \( W_{ij} \).

3.3. Optimization

The fixed point of Eq. 7 can be obtained by unrolling or black-box solvers. For unrolling solver, the whole optimization process follows the chain rule. The parameters of backbone network and nonlinear transformation are updated by the gradients. In this section, we mainly describe the optimization process when employing the black-box solvers.

For black-box solvers, the overall optimization process of i-FPN includes forward solving and backward propagation. Given the nonlinear transformation \( G_\theta \) introduced above, the forward solving solves the fixed point of Eq. 7, representing the equilibrium feature pyramid of i-FPN. Afterwards, parameters of backbone network and \( G_\theta \) are updated by backward propagation based on the equilibrium feature pyramid solved.

**Forward Solving:** We employ the modified Broyden solver introduced in DEQ [2] to solve the fixed point. Here, we define the function \( Q_\theta \) as,

\[ Q_\theta = G_\theta(P + B) - P, \]
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Figure 2. Overall architecture of object detector with implicit feature pyramid network. The ResNet [19] pretrained on ImageNet [38] is employed as the backbone network to produce backbone features. The initial pyramid features, which are all initialized to zeros, together with the backbone features are input to the implicit FPN. In implicit FPN, the nonlinear transformation \( G_\theta \) is used to construct the implicit function and the equilibrium feature solver is then employed to solve the fixed point (namely equilibrium feature pyramid) of implicit function. Consequently, the equilibrium feature pyramid is injected into detection head to generate the final detection predictions.

Figure 3. The pipeline of residual-like iteration. The feature from backbone network (green circle) is first summed with the initial pyramid feature, which is initialized to zeros. Then the resulting feature is input to the nonlinear transformation \( G_\theta \) to produce the intermediate feature. The intermediate feature together with original backbone feature passes through the process above repeatedly. The process can be theoretically iterated infinite times to produce equilibrium feature pyramid (orange circle).

The connection denotes the lateral connection (purple line), which can be implemented by a \( 1 \times 1 \) convolution layer. If the input level is higher than the output one, the input feature are processed by the operations including a \( 1 \times 1 \) convolution followed by the nearest upsampling (blue line). For lower input level, the input feature is downsampled by several \( 3 \times 3 \) convolutions with stride 2 (yellow line).

Though output feature of each level gathers information from all input levels, the non-linearity of each level is far from satisfactory. To alleviate this situation, input feature from each level is first injected into a basic residual block (‘Res-Block’ in Fig. 4(b)) in [19], followed by the dense FPN mentioned above. The basic residual block of each level includes a shortcut connection and two \( 3 \times 3 \) convolutions followed by the group normalization (GN) in [49].

In view of the features from backbone are only of high correlation with adjacent levels, we further employ pyramid convolution [48] (see the dash lines in Fig. 4(c)) to reduce the computation redundancy and efficiently fuse cross-scale
Thus the fixed point of Eq. (7) equals to the zero of $Q_\theta$. Given the backbone feature $B$, the root of $Q_\theta = 0$ can be solved by the Broyden’s method:

$$P^{i+1} = P^i - \alpha (J^{-1}_{Q_\theta}) P_\theta (P^i + B); P^0 = 0,$$

where $J^{-1}_{Q_\theta}$ is the Jacobian inverse and $\alpha$ is the step size. However, the Jacobians are usually extremely large and hard to compute in object detection because of the high dimension of inputs. Therefore, an efficient Broyden’s method can be further employed:

$$P^{i+1} = P^i - \alpha \cdot M^i Q_\theta (P^i + B); P^0 = 0,$$

where $M^i$ is a low-rank approximation of Jacobian inverse. For more details about the Broyden solver, please refer to DEQ [2] and MDEQ [4].

**Backward Propagation:** Different from the backward propagation in conventional CNNs that follows the chain rule, as an alternative, we refer to the update rule in [2] to update the parameters of backbone and $G_\theta$ based on the equilibrium feature pyramid $P^*$:

$$\frac{\partial L}{\partial \theta} = \frac{\partial L}{\partial P^*} (-J^{-1}_{Q_\theta} | p^*) \frac{\partial G_\theta (P^* + B)}{\partial \theta},$$

$$\frac{\partial L}{\partial B} = \frac{\partial L}{\partial P^*} (-J^{-1}_{Q_\theta} | p^*) \frac{\partial G_\theta (P^* + B)}{\partial B},$$

where $L$ is the overall loss function of any object detectors, including the classification and regression losses. It can be calculated by,

$$L(p, y) = L(H(P^*), y),$$

where $p$ is the final prediction and $y$ is the ground-truth. $H$ represents the detection head of any object detectors. Note that parameters of the detection head are updated following the chain rule.

4. Experiments

We validate the effectiveness of our i-FPN on the MS-COCO dataset. In this section, we first describe this dataset and then provide the implementation details of object detector with i-FPN. We also conduct comprehensive ablation study and compare the performance with state-of-the-art methods.

4.1. Dataset

**MS COCO [28]:** The MS COCO 2017 dataset with 80 object categories includes 118k training images, 5k validation images and 40k test-dev images. The model training is conducted on the 118k training images and the evaluation is performed on the validation or test-dev sets. We follow the standard COCO protocol where average precision (AP) is measured by averaging over multiple IoU thresholds to evaluate the performance.

4.2. Implementation Details

For the basis feature extraction, we use ResNet [19], which is pretrained on the ImageNet [38], as the backbone. The parameters of nonlinear transformation and detection head are all randomly initialized. The equilibrium features are initialized to zeros. We follow the same settings as all the baseline detectors for model optimization. The shorter side of input images is resized to 800 and the maximum size is restricted within 1333. We adopt 8 Tesla V100 GPUs with a batch size of 16 (2 per GPU) for training. For 1x training schedule, there are 90k iterations in total. The learning rate is initially set to 0.01 and gradually decreases to 0.001 and 0.0001 at 60k and 80k iterations. Warm-up strategy adopted for the first 1k iterations to stabilize the training process. For the Broyden solver, the iterations are set to 15 for both forward solving and backward propagation. To keep the stability of convergence to the fixed point, variational dropout [15] and weight normalization [39] are applied to $G_\theta$. Unless otherwise stated, the aforementioned training details are used in the experiments.
4.3 Main Results on Object Detectors

We first validate the effectiveness of our proposed i-FPN on five state-of-the-art object detectors, including one-stage and two-stage approaches. Tab. 1 compares the performance of those detectors employing FPN [26] and our i-FPN, respectively. For all given object detectors, our i-FPN outperforms original FPN by a large margin. More specifically, i-FPN improves the average AP by +3.4, +3.2, +3.5, +4.2, +3.2 mAP on RetinaNet, Faster-RCNN, FCOS, ATSS and AutoAssign, respectively. These results demonstrate the strong effectiveness of i-FPN even when applied on state-of-the-art object detectors. More importantly, the improvement on large-size objects is larger than small objects. For instance, AutoAssign with i-FPN improves +7.1% on large objects (AP_l) while only improving +2.2% on small objects (AP_s) compared to AutoAssign with original FPN, which demonstrates that i-FPN can greatly benefit from the equilibrium features of global receptive field.

Fig. 5 further shows the comparison between the feature maps obtained using FPN and our i-FPN on several example images from the COCO2017-val dataset. From the visualization results, we can easily find that feature maps produced by FPN are of limited receptive field. In contrast, the feature maps obtained by our i-FPN are of global receptive field and focus on relatively larger regions of interest compared to the feature of the same level from FPN.

Table 1. Performance comparison between FPN [26] and our i-FPN on some typical one-stage and two-stage object detectors, evaluated on COCO2017-val dataset. ResNet-50 [19] is employed as the backbone network and 1x training strategy is adopted. For all given object detectors, our i-FPN outperforms original FPN by a large margin.

| Methods | AP  | AP_s | AP_m | AP_l | AP_{50} | AP_{75} | AP_{s} | AP_{m} | AP_{l} |
|---------|-----|------|------|------|---------|---------|-------|--------|-------|
| RetinaNet [27] | 36.3 | 56.1 | 39.1 | 21.3 | 40.1 | 47.9 | 39.2 | 50.1 | 49.2 |
| + i-FPN | 39.7 | 59.3 | 42.9 | 22.9 | 43.8 | 52.5 | 40.3 | 52.4 | 51.4 |
| Faster-RCNN [37] | 37.7 | 58.8 | 41.0 | 22.0 | 41.1 | 49.2 | 38.8 | 51.4 | 45.2 |
| + i-FPN | 40.9 | 60.4 | 44.8 | 25.1 | 43.8 | 52.4 | 41.2 | 52.4 | 51.2 |
| FCOS [46] | 38.6 | 57.8 | 41.7 | 23.2 | 42.4 | 49.7 | 39.3 | 51.2 | 45.2 |
| + i-FPN | 42.1 | 60.3 | 45.7 | 25.7 | 45.6 | 54.7 | 43.5 | 54.7 | 57.2 |
| ATSS [51] | 39.3 | 57.5 | 42.7 | 22.9 | 42.9 | 51.2 | 43.5 | 51.2 | 57.2 |
| + i-FPN | 43.5 | 61.0 | 47.4 | 26.0 | 47.5 | 57.2 | 47.4 | 57.2 | 58.3 |
| AutoAssign [55] | 40.5 | 59.8 | 43.9 | 23.1 | 44.7 | 52.9 | 43.7 | 52.9 | 58.3 |

4.4 Ablation Study

We perform a thorough ablation study in this section. All the ablation experiments are conducted with ResNet-50 backbone and evaluated on COCO2017-val dataset.

Effect of two different solvers: We firstly explore the effect of using two different solvers, unrolling and Broyden solvers. Tab. 2 shows the performance comparison on AutoAssign, where $G_\theta$ adopts the network in Fig. 4(b). The baseline is the AutoAssign without FPN, producing 38.8 box AP. For the unrolling solver, when the weight-sharing block is unrolled with one iteration, the i-FPN achieves 41.2 AP with +2.4% improvement. Increasing the unrolled iteration from 1 to 2 can further improves the box AP by 1.2%. If we continue increasing the iterations, less improvement is achieved. For example, four iterations only improves 0.1% compared to two iterations. On the contrary, our i-FPN with the Broyden solver in [2] directly produces 42.8 AP since it simulates the case of infinite residual-like iterations.

Table 2. Analyzing the impact of unrolling and the Broyden solvers. AutoAssign without FPN serves as the baseline detector. Unrolling solver achieves saturated detection performance when the iteration is greater than two. The modified Broyden solver in [2] simulates stacking infinite weight-sharing blocks, which achieves the best performance.

Impact of integrating different components: As mentioned above, the nonlinear transformation $G_\theta$ consists of the res-block (RBL) and cross-scale connection (CSC). Here, we conduct experiments on ATSS to analyze the effect of them. As shown in Tab. 3, the standard ATSS without FPN provides a detection AP score of 35.2. Integrating the RBL significantly improves the AP score of 38.0 AP. The large gain in performance shows the impact of RBL on compensating for the non-linearity component of $G_\theta$. Integrating our CSC improves the overall performance from 35.2 to 40.3, which demonstrates the significant importance of cross-scale feature fusion. Further, integrating both the RBL and CSC into the detector significantly boosts the performance from 40.3 to 43.5. Thus, RBL and CSC are two key factors in $G_\theta$: RBL introduces more non-linearity to the implicit function while CSC fuses the features from different levels efficiently.

Table 3. Impact of integrating different components (res-block(RBL) and cross-scale connection(CSC)) in the standard ATSS without FPN. Our final detection framework improves the performance with an overall gain of 8.3% over the ATSS without FPN.

Design of cross-scale connection: Here, we analyze different design choices taken into consideration during the construction of CSC. Tab. 4 reports the detection perfor-
mance when employing different FPN blocks as the CSC. The baseline is ATSS [51] without CSC (the second row of Tab. 3). Employing Bi-FPN [44] or NAS-FPN [16] as the CSC produces a decent performance with the AP score of 41.5 while Dense-FPN provides more improvements by 0.9%. Further, integrating the pyramid convolution [48] into Dense-FPN, called Pyramid-FPN, achieves 43.5 AP with 1.1% improvements. Therefore, the hand-crafted or searched basic blocks for explicit FPNs may not be the best choice for the design of CSC in implicit FPN.

| Types            | AP   | AP_{50} | AP_{75} | AP_{s} | AP_{m} | AP_{l} |
|------------------|------|---------|---------|--------|--------|--------|
| no CSC           | 38.0 | 54.2    | 41.4    | 19.7   | 40.5   | 53.2   |
| Bi-FPN [44]      | 41.5 | 59.2    | 44.8    | 24.9   | 45.1   | 53.7   |
| NAS-FPN [16]     | 41.5 | 58.9    | 44.7    | 24.6   | 45.2   | 53.8   |
| Dense-FPN [47]   | 42.4 | 59.9    | 45.8    | 25.7   | 46.0   | 55.9   |
| Pyramid-FPN [48] | **43.5** | **61.0** | **47.4** | **26.0** | **47.5** | **57.2** |

Table 4. Performance comparison between different design choices of cross-scale connection, including Bi-FPN, NAS-FPN [16], Dense-FPN [47] and Pyramid-FPN [48] on ATSS. The Pyramid-FPN produces the best performance.

Effect of Residual-Like Iteration: As mentioned in Sec. 3.2.1, our proposed residual-like iteration (RLIter) is simple and effective compared to the implicit function defined in MDEQ [4]. Here, we conduct experiments on Reti

ulNet [27] to verify the effectiveness of our RLIIter. We first implement our i-FPN with the implicit function introduced in MDEQ and then simply replace the complex interactive design with our RLIIter. As shown in Tab. 5, our RLIIter achieves +0.8 mAP improvement compared to the MDEQ approach, which shows the effect of our RLIIter benefiting from the simple residual-like design.

### 4.5. State-of-the-art Comparison

In this section, we compare our approach to state-of-the-art object detectors on the COCO2017 test-dev dataset. We follow the training strategies from previous works [46, 51], where the shorter side of images is randomly resized to a scale between 640 to 800. In addition, we adopt the 2x training schedule, where the learning rate is reduced by 10x at 120k and 160k iterations with a overall 180k iterations. Other settings are the same as those mentioned in Sec. 4.2.

![Figure 5. Comparison of feature maps obtained using FPN [26] and i-FPN on example images from the COCO2017-val dataset. The features are extracted from P5-P7 levels and compared with corresponding levels. Features obtained by our i-FPN are of global receptive field compared to the FPN baseline.](image)

As shown in Tab. 6, we report the performance of our i-FPN equipped with anchor-free detectors, ATSS [51] and AutoAssign [55]. Note that all the results are obtained by single-model and single-scale testing. The strong baseline, ATSS [51] with ResNeXt-64x4d-101-DCN backbone, provides the detection performance with AP score of 47.7. Equipped with our i-FPN, ATSS achieves 49.1 AP with 1.4% improvement, which is better than those detectors with the same backbones. The overall AP can be further improved to 49.9 by introducing larger backbone, ResNeXt-32x8d-152-DCN. Similar conclusion can be drawn from AutoAssign. Compared to the strong baseline AutoAssign with ResNeXt-64x4d-101-DCN backbone, i-FPN can boost the performance from 48.3 to 50.6, with 2.3% AP improvements. The 50.6 AP result surpasses all anchor-free and anchor-based detectors with the same backbone and is better than the state-of-the-art approach, PAA [21] with 1.6%. For further comparison with PAA, we also conduct experiments with the ResNeXt-32x8d-152-DCN backbone. AutoAssign with our i-FPN achieves 52.2 AP on a single model with single-scale testing, outperforming the PAA by 1.4% under the same condition. Also, our best model with 52.2 AP is even better than the two-stage detectors, such as CBNet [32] and TridentDet [24].

| Types            | AP   | AP_{50} | AP_{75} | AP_{s} | AP_{m} | AP_{l} |
|------------------|------|---------|---------|--------|--------|--------|
| MDEQ [4]         | 37.2 | 56.8    | 40.0    | 21.3   | 41.1   | 49.6   |
| RLIIter          | **38.0** | **57.3** | **40.9** | **21.4** | **42.0** | **50.8** |

Table 5. Performance comparison between our residual-like iteration and the implicit function defined in MDEQ [4]. Our residual-like iteration is simple and effective, which improves the performance with an overall gain of 0.8% over the complex interactive design in MDEQ.
Table 6. Performance comparison with state-of-the-art methods on MS COCO test-dev set. All the results are obtained by single-model and single-scale testing. Bold text means the best performance. AutoAssign equipped with our proposed i-FPN outperforms both two-stage and single-stage object detectors. 'R': ResNet. 'X': ResNeXt. HG: Hourglass.

5. Limitation and Future Work

Though our proposed i-FPN significantly boosts the performance of object detectors, the new design for FPN also comes with some drawbacks. The employment of unrolling solver still results in large memory burden with the increase of iterations though it achieves weight-sharing of all unrolled blocks. For the Broyden solver, it takes another 15 Broyden iterations to obtain the equilibrium feature pyramid for each iteration of object detector. Therefore, it takes almost 6x time for the detector learning compared to the detectors with explicit FPN even though it only requires memory of a single block. During testing stage, we find that same detection result can be obtained when the Broyden iterations reduce to 7. Developing an efficient solver is one of important future topics.
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