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ABSTRACT

We consider the three-dimensional instability of a layer of horizontal magnetic field in a polytropic atmosphere where, contrary to previous studies, the field lines in the initial state are not unidirectional. We show that if the twist is initially concentrated inside the unstable layer, the modifications of the instability reported by several authors (see e.g. Cattaneo et al. (1990a)) are only observed when the calculation is restricted to two dimensions. In three dimensions, the usual interchange instability occurs, in the direction fixed by the field lines at the interface between the layer and the field-free region. We therefore introduce a new configuration: the instability now develops in a weakly magnetised atmosphere where the direction of the field can vary with respect to the direction of the strong unstable field below, the twist being now concentrated at the upper interface. Both linear stability analysis and non-linear direct numerical simulations are used to study this configuration. We show that from the small-scale interchange instability, large-scale twisted coherent magnetic structures are spontaneously formed, with possible implications to the formation of active regions from a deep-seated solar magnetic field.
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1 Introduction

Active regions at the surface of the Sun are believed to be the visible manifestation of deep-seated intense magnetic fields. The generation of these predominantly toroidal fields is associated with the differential rotation in the tachocline. However, the transport of these strong fields from the lower part of the convective zone up to the photosphere remains one of the major unknowns of the solar cycle. It is clear that super-equipartition fields are buoyant and could therefore rise up to the surface, but the observed size, coherence and twist of the magnetic structures forming active regions remain largely unexplained.

In order to obtain some understanding of the transport of magnetic structures by buoyancy, highly idealised models have been considered. An early model (Parker 1955) considers the buoyancy properties of the magnetic field when it is concentrated in slender pressure-confined flux tubes. A simple model describing the dynamical evolution of such structures was proposed by Spruit (1981) and was subsequently used by several authors (see for example Moreno-Insertis 1983). This model has successfully reproduced Joy’s law for the tilt of bipolar regions at the solar photosphere (Choudhuri 1987; D’Silva & Choudhuri 1993; Caligari et al. 1995) as well as the relationship between the tilt angle and the total flux of active regions (Fan et al. 1994). Many authors have sought to move on from this simple model and have considered the full set of compressible magnetohydrodynamic (MHD) equations (or the anelastic approximation) to study the evolution of a simplified magnetic structure mimicking a flux tube. These models have shown that a certain amount of twist must be present inside the tube in order for it to remain coherent as it rises; such a twist corresponds to a non-zero axial current inside the flux tube. Without twist, the flux tube is shedded apart by the vorticity generated by its own motion (Schussler 1979; Longcope et al. 1996; Emonet & Moreno-Insertis 1996; Fan et al. 1998; Jouve & Brun 2007). Even more problematic than the issue of tube coherence is the interaction between the rising structures and the small-scale convective motions. Some studies have considered the rise of gradually twisted magnetic flux tubes through the convective zone both in Cartesian (Fan et al. 2003; Abbett et al. 2004) and spherical (Jouve & Brun 2009) geometries. Again, a given amount of twist is necessary for the flux tubes to remain coherent and rise through the convective zone. There is observational evidence of non-potential magnetic fields in active regions (Seehafer 1990; Leka et al. 1996; Pevtsov et al. 2001), with the implication that the flux tubes are twisted before they emerge as active regions. While the twist is no more than one turn in general (Chae & Moon 2005), the corresponding Lorentz forces are implicated in chromospheric flux eruptions (Tork & Kliem 2005). The origin of the twist is still unclear as there are various different explanations. The effect of the Coriolis force (Fan & Gong 2000) and differential rota-
tion (DeVore 2000) on the rising structures can only contribute a small fraction of the observed twist values (Holder et al. 2004).

Other mechanisms have been suggested to explain the origin of non-potential magnetic fields. One possibility is that the tube becomes twisted due to the effect of small-scale helical motions in the convective zone acting on the rising magnetic field, the so-called &Sigma;-effect (Longcope et al. 1998). Another suggestion, which is closely related to the content of this paper, is that the twist arises by accretion of poloidal fields during the rise of a flux tube (Choudhuri 2003; Chatterjee et al. 2006). However, indirect observational evidence suggests the presence of an initial twist in flux tubes at the base of the solar convective zone (Holder et al. 2004), so that the twist may be produced during the formation process of the flux tube itself.

Another issue, which we don’t yet fully understand, is the mere existence of localised magnetic structures similar to flux tubes below the convective zone. What is known is that the differential rotation profile produces a strong toroidal field at the base of the solar convective zone. We can attempt to model the appearance of isolated flux structures by looking at a uniform layer of toroidal field where the vertical structure of the magnetic layer is initially imposed; then the horizontal length scale will be set naturally by the buoyancy instability. As a result of the magnetic pressure, the density of polytropic atmosphere in the magnetised region is reduced, assuming the temperature is not modified by the presence of the magnetic field. Consequently, the upper interface of the magnetic slab is susceptible to Rayleigh-Taylor-type instabilities. This paper is principally concerned with the three-dimensional evolution of these instabilities when the initial magnetic field has non-zero twist. The two-dimensional evolution of states with no initial twist was investigated by Cattaneo & Hughes (1988); since no variation was permitted along the original field direction this treatment could only encompass the interchange instability, with the field lines remaining straight. This configuration has also been considered numerically in three dimensions by several authors (Matthews et al. 1995; Wissink et al. 2000), whereas alternative initial conditions (in which the temperature profile is altered by the magnetic field instead of the density) were considered by Fan (2001). It has proved very difficult to produce flux structures of significant size from this type of instability. Whatever the scale of the original instability secondary vortex instabilities due to the down flows between the plumes disrupt the magnetic structures leaving a rather diffuse and dynamically inactive field. Note that an alternative model has been suggested by Kersalé et al. (2007), where they considered the non-linear evolution of magnetic buoyancy instabilities resulting from a smoothly stratified horizontal magnetic field. Cattaneo et al. (1999a) conducted two-dimensional simulations of an initial twisted field structure. They found that in their constrained geometry large structures could appear as result of the twist. We will show in this paper that this effect disappears if we allow the motion to be fully three-dimensional.

The earlier simulations to examine the evolution of buoyant magnetic structures assumed that the region above the initial magnetic slab was field free. In this case the initial potential energy contained in the initial condition is eventually transferred to kinetic energy and is finally dissipated. Any possible effects of the magnetic field existing above the unstable slab are neglected. Is this a reasonable simplification?

As shown by many simulations of overshooting convection in the presence of magnetic field (see for example Tobias et al. 2001), the strong toroidal field initially injected in the system or generated by a shear flow mimicking the tachocline (Ginerre & Kuplyal 2011) is predominantly contained in the stable radiative zone. However, despite the effects of turbulent pumping, a non-negligible part of the field is still present in the convection zone, both due to the redistribution of large-scale magnetic fields and to local small-scale dynamo action. If the strong toroidal field is buoyantly unstable, it will rise and interact with the small scale magnetic perturbations present in the convective zone.

The purpose of this paper is to investigate the simplest model that allows us to consider the buoyancy instability of a toroidal magnetic field in a weakly magnetised atmosphere above. The layer of strong toroidal field models the field induced by shear in the tachocline whereas the magnetised atmosphere above represents the magnetic perturbations in the convective zone. For this first, illustrative study, the field in the convective zone is assumed to be unidirectional but with a different direction as in the layer of strong field below. This is of course highly idealised, but allows us to derive a model involving few free parameters. The instability of a sheared magnetic field has already been studied (Cattaneo et al. 1999a,b; Kusano et al. 1998; Nozawa 2005). In this case, the twist is uniformly distributed inside the unstable slab and the atmosphere above is field-free. To our knowledge, this type of instability has only been considered in published papers using two-dimensional numerical simulations. The configuration we consider later in the paper is different as the field lines are unidirectional except in a thin region where the twist and current are concentrated. A similar setup was considered by Stone & Gardiner (2007a) where they look at the effect of a transverse magnetic field on the Rayleigh-Taylor instability.

The paper will proceed as follows: in section 2 we describe the governing equations, the model and physical parameters and the numerical methods. We then extend the results by Cattaneo et al. (1999a) and Kusano et al. (1998) to the three-dimensional case in section 3 Finally, the interchange instability in a weakly magnetised atmosphere is considered in section 4 using both linear stability analysis and non-linear numerical simulations in three dimensions.

2 Model and method

2.1 Model and governing equations

We consider the evolution of a plane-parallel layer of compressible fluid, bounded above and below by two impenetrable, stress-free boundaries, a distance d apart. The upper boundary is held at fixed temperature, $T_0$ whereas a vertical temperature gradient $\partial_\theta$ is fixed at the lower boundary. The geometry of this layer is defined by a Cartesian grid, with $x$ and $y$ corresponding to the horizontal coordinates. The $z$-axis points vertically downwards, parallel to the constant gravitational acceleration $g = g\hat{z}$. The horizontal size of the fluid domain is defined by the aspect ratios $\lambda_x$, and $\lambda_y$, so that the fluid occupies the domain $0 < x < \lambda_x d$ and $0 < y < \lambda_y d$. The physical properties of the fluid, namely the specific heats $c_p$ and $c_v$, the shear viscosity $\nu$, the thermal conductivity $K$, the magnetic permeability $\mu_0$ and the magnetic diffusivity $\eta$, are assumed to be constant. The model is identical to that used by, for example, Matthews et al. (1995), Silvers et al. (2009) and Favier & Bushby (2012).

It is convenient to introduce dimensionless variables, so we adopt the scalings described in Matthews et al. (1995) and Bushby (2000). Lengths are scaled with the depth of the layer, $d$. The temperature, $T$, and the density, $\rho$, are scaled with their values at the upper surface, $T_0$ and $\rho_0$ respectively. The velocity, $u$, is scaled with the isothermal sound speed, $\sqrt{\gamma R_T T_0}$, at the top of the layer, where $R_T$ is the gas constant. We adopt the same scaling for the Alfvén speed, which implies that the magnetic field, $B$, is scaled with $\sqrt{\mu_0 \rho_0 R_T T_0}$. Finally, we scale time by an acoustic time scale $d/\sqrt{\gamma R_T T_0}$.
We now express the governing equations in terms of these dimensionless variables. The equation for conservation of mass is given by

$$\frac{\partial \rho}{\partial t} + \nabla \cdot (\rho u) = 0 .$$  

(1)

Similarly, the dimensionless momentum equation can be written in the following form,

$$\frac{\partial u}{\partial t} + u \cdot \nabla u = \frac{1}{\rho} \nabla P + \frac{F}{\rho} \nabla \times B \times B + \theta (m + 1) \dot{z} + \frac{\kappa \sigma}{\rho} \nabla \cdot \tau ,$$  

(2)

where $P$ is the pressure given by the equation of state $P = \rho T$ and $\tau$ is the rate of strain tensor defined by

$$\tau_{ij} = \frac{\partial u_i}{\partial x_j} + \frac{\partial u_j}{\partial x_i} - \frac{2}{3} \delta_{ij} \frac{\partial u_k}{\partial x_k} .$$  

(3)

Several non-dimensional parameters appear in equation (2) including $\theta$, the vertical temperature gradient at the lower boundary. Without magnetic field, it is initially equal to $\Delta T/T_0$ where $\Delta T$ is the temperature difference between the upper and lower boundaries. $m = gd/R, \Delta T - 1$ corresponds to the polytropic index. The dimensionless thermal diffusivity is given by $\kappa = K/d\rho_0 c_p(R, T_0)^{1/2}$ and $m = \sigma c_p/K$ is the Prandtl number. The dimensionless strength of the magnetic field is defined by $F = B_0^2/(\mu_0 \rho_0 R, T_0)$, where $B_0$ is the amplitude of the imposed magnetic field. It is related to the plasma $\beta$ by $F = 2/\beta$. The induction equation for the magnetic field is

$$\frac{\partial B}{\partial t} = \nabla \times (\mathbf{u} \times B - \zeta \kappa \nabla \times \mathbf{B}) ,$$  

(4)

where $\zeta = \eta \mu_0 \rho_0 / K$ is the ratio of magnetic to thermal diffusion of the magnetic field. The magnetic field is solenoidal so that

$$\nabla \cdot \mathbf{B} = 0 .$$  

(5)

Finally, the heat equation is

$$\frac{\partial T}{\partial t} + \mathbf{u} \cdot \nabla T = -(\gamma - 1) T \nabla \cdot \mathbf{u} + \frac{\kappa \gamma}{\rho} \sigma^2 T + \frac{\kappa}{\rho} (\gamma - 1) \left( \frac{\sigma^2}{2} + \zeta \frac{F}{\kappa} \nabla \times \mathbf{B}^2 \right) ,$$  

(6)

where $\gamma = \epsilon_p / \epsilon_c$.

To complete the specification of the model, some boundary conditions must be imposed. In the horizontal directions, all variables are assumed to be periodic. As has already been described, the upper and lower boundaries are assumed to be impermeable and stress-free, which implies that $u_{x,s} = u_{y,s} = u_s = 0$ at $z = 0$ (the upper boundary) and $z = 1$ (the lower boundary). Having non-dimensionalised the system, the thermal boundary conditions at these surfaces correspond to fixing $T = 1$ at $z = 0$ and $\partial_z T = \theta$ at $z = 1$. For the magnetic field boundary conditions, we choose appropriate conditions for perfectly-conducting boundaries, which implies that $B_x = B_{x,s} = B_{y,s} = 0$ at $z = 0$ and $z = 1$.

### 2.2 Initial conditions and parameters

In this paper, we investigate the instability of a layer of purely horizontal magnetic field. The vertical component of the magnetic field $B_z$ is therefore initially zero and we define a vertical profile for the initial horizontal field $B_{0t}(z, t = 0) = \sqrt{B_z^2(z) + B_y^2(z)}$. In this paper, we consider two main initial magnetic field configurations. In section 4 the horizontal field is non-zero only in a prescribed layer $z_i < z < 1$, where $z_i$ is the depth of the unstable interface and $z = 1$ is the lower boundary of the numerical domain. In section 4 we include a weak horizontal field above the strong horizontal field in the magnetic layer to give a magnetised atmosphere throughout the domain. This new configuration allows the magnetic tension to alter the development of the instability. For these prescribed initial magnetic fields an equilibrium static state ($u = 0$) can be found by solving equations (4) and (6) for the density and temperature profiles respectively. The temperature gradient is slightly increased from the polytropic atmosphere due to the presence of ohmic heating, whereas the density profile is modified in order to keep the interface in pressure equilibrium (as seen later in figure 4(b)), making the layer of strong field buoyantly unstable. This magnetised polytropic layer, coupled with a small random thermal perturbation, is an appropriate initial condition for our numerical simulations.

There are many dimensionless parameters in this system and it is not viable to complete a systematic survey of the whole parameter space. Throughout this paper, the polytropic index is fixed at $m = 1.6$ whereas the ratio of specific heats is given by $\gamma = 5/3$ (the appropriate value for a monatomic gas). This ensures that the initial polytropic atmosphere is stable to convection motions (even with the increase in the temperature gradient due to ohmic heating) and any resulting instability is due to magnetically induced buoyancy effects. It is also an appropriate value for the transition between the nearly-adiabatic convective zone and the stably-stratified radiative zone below, which is the main focus of the present model.

We fix the kinetic Prandtl number to be $\sigma = 0.05$ and the inverse Roberts number to be $\zeta_0 = 0.05$ for the work presented in this paper. Note that tachocline values are much lower than those that can be realised numerically. These two values are slightly larger than the ones observed in the literature. This is mostly justified by numerical reasons (larger values of $\sigma$ and $\zeta_0$ allow for larger time steps). However, we have run additional simulations using smaller values for $\sigma$ and $\zeta_0$ (down to $\sigma = \zeta_0 = 10^{-2}$), along with cases with $\sigma < \zeta_0$ (as it should be for the tachocline), and the results are qualitatively unchanged. Note we do not explore the possibility of the double diffusive instability (Silver et al. 2009 [2010]), which is much more demanding numerically and will be followed up at a later point. The thermal stratification is fixed to be $\theta = 2$, which corresponds to a moderately stratified layer (the layer contains approximately three pressure scale heights).

As will be explained later, increasing the stratification is not useful in the present model. We do not vary the dimensionless strength of the magnetic field in this paper and so $F$ is fixed to be $F = 0.1$. However we note here that we also tried to vary this parameter without any qualitative changes in the results. The value of $F$ in the solar tachocline is expected to be much smaller than the one considered here, but this regime is challenging numerically and is therefore left for future studies.

The numerical domain is chosen to be elongated in the $y$ direction in order to accommodate for the long wavelength modulation of the secondary instability in this direction, as reported by Matthews et al. (1995). In the transverse direction, the numeri-

| Table 1. Parameters values considered in this paper |
|-----------------------------------------------|
| Variable | Parameter | Value |
|---------|-----------|-------|
| $\kappa$ | Thermal diffusivity | $5 \times 10^{-5}$ |
| $\sigma$ | Prandtl number | $5 \times 10^{-2}$ |
| $\zeta_0$ | Inverse Roberts number | $5 \times 10^{-2}$ |
| $\theta$ | Thermal stratification | 2 |
| $\Pi_1$ | Polytropic index | 1.6 |
| $F$ | Dimensionless magnetic field strength | 0.1 |
| $\lambda_x \times \lambda_y$ | Horizontal aspect ratio | $2 \times 8$ |
Figure 1. Comparison between two and three dimensional simulations. Top line: the initial field is unidirectional, directed perpendicularly to the plane. Bottom line: the initial magnetic layer is sheared. On the left column, we show contours of $B_{\text{middle column corresponds to one particular magnetic energy from the 3D simulations at the same time. All visualisations are performed at the same time $t$, where $\Delta z$ is the depth corresponding the top of the unstable layer whereas $\Delta z_0$ corresponds to the width of the transition between the layer and the non-magnetised atmosphere above. This choice is compatible with the boundary conditions defined in section 2. In the following, we choose $z_{t0} = 0.6$ and $\Delta z = 1/60$. The first reference case is obtained by taking $B_x = 0$ so that the field is initially unidirectional, in the $y$ direction. In the sheared case, and following Cattaneo et al. (1990a), the $B_x$ is chosen to be linearly dependent on the depth $z$ according to

$$B_x = \begin{cases} \epsilon (z - z_{t0}) & \text{if } z_{t0} < z < z_r \\ 0 & \text{otherwise} \end{cases}$$

where $z_{t0}$ is the depth corresponding to $t = 0$, and $\epsilon$ is a parameter affecting the strength of the sheared field. The resulting matrix equation is then solved for the eigenvalues $s$ and the corresponding eigenfunctions $x_n$ using the Linear Algebra PACKage (LAPACK).
of the initial instability, which is purely two-dimensional. On the other hand, in the sheared case (i.e. when $B_x \neq 0$ initially), a drastic difference is observed between 2D and 3D simulations. In 2D, we recover the large-scale instability already observed by several authors (see for example Cattaneo et al. (1990a) and Kusano et al. (1998)). The small-scale interchange instability observed in the unidirectional case is altered by the tension due to the transverse field, leading to a long wavelength instability. This strong modification is not observed in 3D, where the usual interchange instability occurs. The similarity between the 3D simulations with and without $B_x$ field is clear. Figure 2 also shows a three-dimensional visualisation comparing the unidirectional and sheared cases using the software VAPOR† (Clyne et al. 2007). It is clear that the nature of the instability is similar in both cases, apart from the change in direction of the field lines. In 2D, due to geometrical constraints, it is not possible for the $x$ field to undergo interchange instability, whereas it is possible in 3D. The results are similar for many different configurations (e.g. changing $z_l$, $z_1$, $\epsilon$ and the shape of the $B_z$ field from linear to quadratic). Thus we conclude from what we have observed that imposing a transverse field inside the unstable layer is not enough to alter interchange instability in three dimensions, as was previously thought using 2D simulations. We cannot rule out the possibility that this conclusion depends on the parameters and initial conditions considered, but we simply conclude that it might not be as easy as in the 2D case.

In the next section, we examine another initial configuration, which leads to a significant modification of the instability, while working both in two and three dimensions.

4 Instability in a magnetised atmosphere

In this section, unlike in section 3 and previous studies, the atmosphere above the layer of strong field is now also magnetised. Initially, we fix the vertical field to be zero everywhere whereas the horizontal field is only varying in the vertical direction according to

$$B_H = \sqrt{B_x^2 + B_y^2} = 0.2 + 0.5 \left[ 1.0 + \operatorname{erf} \left( \frac{z - z_l}{\Delta z} \right) \right],$$

where $z_l$ is the depth corresponding the top of the unstable layer and $\Delta z$ corresponds the width of the transition layer and the weakly magnetised atmosphere. As in section 3 we choose $z_l = 0.6$ and $\Delta z = 1/60$. In the following, the region $0 < z < z_l$ is called the atmosphere whereas the region $z_l < z < 1$ is called the layer. The $x$-component of the magnetic field is derived from

$$B_x = \frac{\epsilon}{2} \left[ 1.0 - \operatorname{erf} \left( \frac{z - z_l}{\Delta z} \right) \right].$$

The profile of horizontal field can be seen on figure 2 (a), for $\epsilon = 0.15$.

We define the pitch angle as being $\alpha = \tan(B_y/B_x)$ so that $\alpha$ varies between 0 and $\pi/2$, depending on the value of $\epsilon$. In the present setup, the horizontal field is six times weaker in the atmosphere than in the layer. The actual amplitude of the field in the atmosphere is rather unimportant and we conducted additional simulations varying this parameter. The results were qualitatively similar apart from the cases where the vertical gradients of the $x$ component of the field become strong enough to undergo interchange instability, which makes the analysis of the results difficult. We therefore choose to focus on the simpler case where $B_x$ is large enough to have a dynamical effect on

† http://www.vapor.ucar.edu/
the development of the instability but small enough in order to remain stable to interchange modes during the simulations. We would like to stress that this setup is different from the case presented in section 3, where the twist was concentrated inside the unstable layer. Here, we consider the usual interchange instability altered by the presence of an oblique field in the atmosphere above.

4.1 Linear analysis

From the linear stability analysis we find that the most readily destabilised modes are interchange modes ($k_y = 0$). The instability is localised at the interface between the magnetic layer and the magnetised atmosphere. Figure 3 shows how the growth rate of the instability varies as a function of the horizontal wave number $k_x$ for different pitch angles $\alpha$. As the pitch angle is increased, the growth rate of the most unstable mode decreases due to the increase in magnetic tension at the interface. This lower growth rate means that the instability will take longer to develop for larger values of the twist parameter $\alpha$. The mode of maximum growth also decreases as the twist is increased, however the wavelength of the most unstable mode remains smaller than the depth of the domain for all values of the twist parameter $\alpha$. The results are presented for different angles $\alpha$ from 0 (unidirectional field) to $\pi/2$ (the field lines are perpendicular). We stress the case $\alpha = \pi/4$ as it is the largest value considered numerically in the following.

We present in figure 4 vertical slices in the plane $(x, z)$ where contours of the toroidal field $B_y$ are plotted at different times. Bright colours correspond to large values whereas dark tones correspond to low values of $B_y$. The upper part of the figure corresponds to the unidirectional field case (i.e. $B_y = 0$ initially). As already observed in section 3, the initial instability consists of alternation of upward and downward flows. As they increase in amplitude, a secondary instability, of Kelvin-Helmholtz type, develops in the shear region generated at the interface between the upward and downward motions. This tends to generate horizontal vorticity, which further mixes field lines with different amplitudes of $B_y$. The end product of this type of simulations is qualitatively the same for different parameters: the initial coherent layer is disrupted by the vortical motion generated by the secondary instability. The resulting toroidal field is diffuse and no intense coherent magnetic structures are observed. It is worth noting that the presence of a weak $B_y$ field in the upper part of the domain doesn’t modify the nature of the instability, as can be seen comparing the top middle panel of figure 4 with the top middle panel of figure 1. Note however that, as noted by Vasl & Brummell (2007), one way to damp the secondary instability is to consider very large values of the magnetic Prandtl number. By doing so, the secondary instability is damped by strong viscosity whereas the magnetic field remains coherent. It is however difficult to justify such a parameter regime as the magnetic Prandtl number based on molecular diffusivities is expected to be very small in the tachocline (Gough 2007).

Now consider a second simulation where the $x$ component of the magnetic field is initially non zero in the atmosphere above the unstable layer. We first consider the case where the pitch angle is $\pi/4$ (as depicted in figure 2 a)) in order to illustrate the dynamical effect of the transverse field $B_x$. Initially, as seen on the lower left panel of figure 4, the nature of the instability is unchanged, apart from a larger characteristic horizontal length scale, as predicted by the previous linear analysis of section 4.1. From the simulation, the most unstable wave number in the $x$ direction is roughly twice as small as in the case $\alpha = \pi/4$ than in the reference case $\alpha = 0$ (see also the magnetic energy spectra in figure 9 below). At later times ($t = 16.6$, lower middle panel of figure 4), it is apparent that the non-linear development of the instability is also modified due the magnetic tension existing at the interface between the unstable layer and the atmosphere above. Figure 4 shows an alternation of strong and weak down flows due to the merging of small magnetic structures into larger ones. The reduction of the growth rate as predicted by the linear analysis of section 4.1 is also apparent, as the magnetic fluctuations are much more spread across the layer in the unidirectional case. At the final time $t = 37.4$, the difference between the two cases is very clear: the presence of the $x$ field in the atmosphere tends to generate large coherent magnetic structures in the $x$ direction containing fluctuations on smaller scales generated during the initial stages of the instability. The toroidal field $B_y$ is also much less diffuse than in the unidirectional case, and a clear interface between field and field-free regions is observed. At later times, the magnetic and velocity fluctuations are too close to the upper and lower boundaries, and we stop the simulations to avoid spurious confinement effects. It is informative to look in details at one of the merging event, where two small magnetic structures create a larger one in order to overcome the magnetic tension existing at the interface. A time series of a subpart of the $(x, z)$ plane is presented
to right: t = 8.3, t = 16.6 and t = 37.4.

Figure 4. Evolution of the instability in the \((x,z)\) plane perpendicular to the initial field lines in the layer. On the upper row, the magnetic field lines are unidirectional and directed perpendicularly to the plane of visualisation. On the lower row, the field lines for \(z < 0.6\) are orientated at 45 degrees with respect to the field lines inside the layer. Bright colours correspond to strong \(B_y\) field whereas weaker field is dark. Time is increasing from left to right: \(t = 8.3\), \(t = 16.6\) and \(t = 37.4\).

Figure 5. Details of the merging mechanism. The contours show the current density \(j^2\) in a small part of the \((x,z)\) plane for different times. Dark tones correspond to weak current whereas light colours correspond to strong current. The same color scale is used for the different times. The velocity field in the plane \((x,z)\) is also shown as arrows whose length depends on the velocity amplitude.

We plot both the current density \(j^2 = (\nabla \times B)^2\) as contours along with arrows representing the velocity field in this particular vertical plane. Initially, a strong down flow in the middle of the panel is detected, dragging down the magnetic field \(B_y\). This vertical down flow must also advect the weak \(B_y\) field existing in the atmosphere, therefore working against magnetic tension. At time \(t = 20.8\) (third panel), it is apparent that the downward flow is now weaker and disconnected from the upper atmosphere. The secondary instability still occurs as a vortex has been created inside the layer. However, the vorticity is not continuously fed by the down flow. The final stage consists of a unique magnetic structure containing small scale perturbations slowly diffusing away. This reconnection process is clearly visible in the current density, where two rising structures are pushed together due to magnetic tension, leading to the formation of one large current sheet at the interface.

Finally, and before comparing quantitatively the different simulations, we present in figure 6 a volume rendering of the magnetic energy \(B^2/2\). Again, we compare the unidirectional case \(\alpha = 0\) with the case \(\alpha = \pi/4\), at the same time \(t = 24\). Without any initial transverse field \(B_x\), the results are similar to what was already observed by Matthews et al. (1995) and Wissink et al. (2000). The initial linear instability is purely two-dimensional and corresponds to the interchange of horizontal straight field lines. Eventually the interaction of counter-rotating vortices generated by the secondary instability leads to the arching of the magnetic structures. Note that, although these magnetic structures are clearly observed on figure 6, they are very weak and lack twist. The use of isosurfaces, as in Wissink et al. (2000), can be misleading as it gives the impression the magnetic structures are coherent with a sharp interface, which is not the case. We therefore expect that the presence of overshooting convective motions at the interface between the convective and radiative zones will inevitably disrupt these small-scale magnetic features. In the \(\alpha = \pi/4\) case however, we observe larger magnetic structures, containing a significant amount of twist. Note that these larger structures are far from being well-defined localised flux tubes. We however stress that the fact that our polytropic atmosphere is stably-stratified and the magnetic tension resulting from the presence of the oblique \(B_y\) field tends to act against the rise of these structures. These limiting effects are the results of our over-simplified model, but more refined approaches could eventually lead to the formation of localised flux tubes from the break-up of a magnetic layer. The last panel on the right in figure 6 shows a close-up with several magnetic field lines in blue. As the strong \(B_y\) field rises, twist accumulates at the apex of the magnetic structure, damping its disruption by vortical motions and increasing its longevity against eventual convective motions. This is reminiscent of the
Figure 6. Volume rendering of the magnetic energy. The case $\alpha = 0$ is presented on the left whereas the case $\alpha = \pi/4$ is on the middle. The visualisations are realised at the same time $t = 24$. The figure on the right presents a subvolume of the case $\alpha = \pi/4$ where magnetic field lines have been added in order to enhance the twisted nature of the field.

Figure 7. Evolution of the total kinetic energy, enstrophy, magnetic energy and current density versus time for four different angles from $\alpha = 0$ to $\alpha = \pi/4$.

scenario suggested by Choudhuri (2003), where the twist is generated by the rise of strong toroidal fields inside the convective zone containing a poloidal field. Note however that Choudhuri (2003) considered already formed flux tubes and not a uniform layer of magnetic field.

We now discuss more quantitatively the effect of the transverse field $B_x$ on the development of the instability. Figure 7 shows the evolution with time of several global quantities. In the following, the brackets $\langle \rangle$ denote a spatial average over all coordinates. In particular, we define the total kinetic energy $\langle \rho u^2 \rangle / 2$ and the total magnetic energy $\langle B^2 \rangle / 2$. As previously, we compare the results from simulations without initial $B_x$ field ($\alpha = 0$) and with various pitch angles. After the decay of the initial perturbation, the kinetic energy grows exponentially for a few sound crossing times, as seen on the left panel of figure 7. Note that, as predicted by the linear analysis of section 4.4, the growth rate decreases when $\alpha$ increases.

After approximately ten sound crossing times, the instability saturates. The evolution after this stage strongly depends on $\alpha$. For the case $\alpha = 0$, the kinetic energy decreases with time. In this case, most of the initial potential energy contained in the initial condition is released during the linear phase, leading to a decaying non-linear regime. For $\alpha = \pi/4$, much less kinetic energy is initially released due to the magnetic tension at the interface, leading to a growth of the kinetic energy with time up to the end of the simulation. Of course, as no external source of energy is included in the model, we expect the kinetic energy to ultimately decay in all cases. One of the important steps of the magnetic buoyancy instability is the generation of strong horizontal vortices by the secondary Kelvin-Helmholtz instability. It is clear that the $x$ field, if strong enough, will tend to damp this generation of vorticity. In order to create strong down and up flows, it is now necessary to work against the tension of the weak magnetic field $B_x$. The evolution of the total enstrophy $\langle \omega^2 \rangle$ in the numerical domain is plotted versus time on figure 7, where $\omega = \nabla \times u$. In all cases, we observe a rapid increase of the enstrophy with time. As the instability saturates, the growth rate of the enstrophy decreases. As for the kinetic energy, we expect the enstrophy to ultimately decay. The main effect of the transverse field is to reduce the production of enstrophy by the secondary instability, so that the enstrophy is always smaller in the cases where $\alpha \neq 0$ than in the case where $\alpha = 0$. This leads to a reduction of the viscous dissipation, therefore reducing the rate at which the kinetic energy is dissipated.

The two others panels in figure 7 show the evolution with time of the total magnetic energy and current density $\langle j^2 \rangle$, where $j = \nabla \times B$. In all cases, the magnetic energy decays whereas the current density increases with time. As $\alpha$ increases, the magnetic energy decreases less rapidly. This is due to the damping of the vortical motions that reduces the mixing of the magnetic field lines and the creation of dissipative currents. Note that the current is initially slightly larger when $\alpha \neq 0$, as expected from the initial conditions.

Following Stone & Gardiner (2007b), it is useful to quantify the amount of mixing due to the instability. Instead of defining the mixing in terms of density, as for the Rayleigh-Taylor
mixing parameter $\Theta(z)$ as defined by equation (13) versus depth at time $t = 30$. The thin black line corresponds to the initial profile at $t = 0$.

Figure 8 shows the mixing parameter $\Theta(z)$ as defined by equation (13) versus depth at time $t = 30$. The thin black line corresponds to the initial profile at $t = 0$.

instability, we define the fraction of strong horizontal field as

$$f_s = \frac{B_H - B_H(z = 0)}{B_H(z = 1) - B_H(z = 0)}$$

(12)

where $B_H = \sqrt{B_x^2 + B_y^2}$, $B_H(z = 0)$ corresponds to the initial amplitude of the horizontal field at the upper boundary, and can be considered as the weak field. $B_H(z = 1)$ is the initial horizontal field at the lower boundary and is therefore the strong field. The fraction of weak field is simply $f_w = 1 - f_s$. The amount of mixing in the system can be estimated by the following quantity

$$\Theta(z) = 4 \langle f_s f_w \rangle ,$$

(13)

which is equal to 0 when the averaged horizontal field is equal to its initial value at the vertical boundaries, and 1 if the field is perfectly mixed and is equal to the average between these two values.

Figure 8 shows the mixing parameter $\Theta$ as a function of $z$ for the four cases considered at $t = 30$. The thin black line corresponds to the value of $\Theta$ derived from the initial condition, which is nearly the same in all four cases. As time increases, the two fronts of mixing propagate vertically. It is clear that due to the magnetic tension at the interface, the overall mixing of the upper front is reduced. The vertical extent of the mixing region is reduced as $\alpha$ increases. This result can be explained by the reduced growth rate on the linear instability (see figure 2) in the presence of a transverse field and by the damping of the secondary instability leading to weaker vortical motions (see figure 7). In the unidirectional case, the potential energy is released to counter the stable stratification, leading to the rise of the toroidal magnetic field. When $\alpha \neq 0$, the magnetic tension also acts against the instability. This is a clear limitation of our simple model, and will be further discussed in section 5. Note finally that figure 8 also shows that the lower front is roughly unchanged by the presence of transverse field.

The generation of large-scale coherent magnetic structures is clearly visible in the magnetic energy spectra defined by

$$E_M(k_x) = \frac{1}{2} \sum_{k_x} \sum_{y,z} \mathcal{B}(k_x, y, z) \cdot \mathcal{B}^*(k_x, y, z)$$

(14)

where $\mathcal{B}(k_x, y, z)$ is the one-dimensional Fourier transform in the $x$ direction of $\mathcal{B}(z, y, z)$, whereas the star denotes the complex conjugation. We focus here on the magnetic energy spectra in the direction perpendicular to the initial strong field (the results in the $y$ direction are rather similar between the different cases).

Figure 9 shows the magnetic energy spectrum $E_M(k_x)$ as defined by equation (14) at four different times $t = 2$ (light tones), $t = 12.5$, $t = 24$ and $t = 32$ (dark tones). (a) $\alpha = 0$ and (b) $\alpha = \pi/4$. The results are obtained by spatially averaging over $y$ and $z$.

Figure 9 shows the magnetic energy spectrum $E_M(k_x)$ as defined by equation (14) at four different times $t = 2$ (light tones), $t = 12.5$, $t = 24$ and $t = 32$ (dark tones). (a) $\alpha = 0$ and (b) $\alpha = \pi/4$. The results are obtained by spatially averaging over $y$ and $z$.
difference cannot be attributed to linear effects, as the most unstable wave numbers as predicted by the linear analysis are much larger (see figure [3]). During the non-linear phase, the small-scale features \( (i.e. k_x/2\pi > 4) \) are roughly independent of \( \alpha \), and we observe a continuity of magnetic scales up to the resistive scale. There is no clear scaling in our case since the diffusivities do not allow for a fully-developed turbulent state.

Finally, the amount of twist in the magnetic field lines, as observed in figure [6], can be estimated looking at the current helicity, defined by \( \langle j \cdot B \rangle / B^2 \). Since both magnetic energy and current density are time-dependent (see figure [7]), we consider the relative current helicity defined by

\[
\mathcal{H}_B = \frac{\langle j \cdot B \rangle}{\sqrt{(\nabla \times j)^2 + (\nabla \times B)^2}}. \tag{15}
\]

Note that given our initial configuration, the amount of current helicity depends on \( \alpha \). We show on figure [10] the evolution with time of \( \mathcal{H}_B \) for different values of \( \alpha \). The effect of the initial condition is clearly apparent, as \( \mathcal{H}_B = 0 \) when \( \alpha = 0 \), whereas \( \mathcal{H}_B \) initially increases with \( \alpha \). Without initial transverse field, the current helicity remains statistically negligible, although we observe a very weak positive correlation, which might be due to the interaction between the vorticity and the rising magnetic field. However, as soon as \( \alpha \neq 0 \), we observe an increase of the relative current helicity from its small initial value. This is particularly visible in the \( \alpha = \pi/4 \) case. After a transient stage where \( \mathcal{H}_B \) increases and then decreases, we observe a monotonic increase of the relative current helicity up to the end of the simulation. Note that \( \mathcal{H}_B \) continues to increase even after the saturation of the initial linear phase, which roughly corresponds to \( t \approx 20 \) (see figure [7]). Again, since the atmosphere is stably stratified, we expect the magnetic field to ultimately stop rising and the current helicity to ultimately decay. If the entropy gradient was nearly negligible, as expected in the convective zone, the magnetic structures observed in our simple model could continue to rise unimpeded, eventually becoming kink-unstable [Fan et al. 1999]. The increase in the relative current helicity observed here is an indication that the twist observed in active regions could be due to the interaction between a rising toroidal structure and the weaker field inside the convective zone, as suggested by Choudhuri [2003]. Of course, due to numerical constraints, the large diffusivities considered in this paper do not allow for the formation of isolated structures.

5 Discussion

In this work, we sought to examine the instability of a layer of horizontal magnetic field in a polytropic atmosphere, where the direction of the field lines is depth-dependent. In section 4 we examined the instability of a layer of horizontal magnetic field in a polytropic atmosphere, where the direction of the field lines in the layer varied with depth. We showed that the initial idea of building large-scale coherent magnetic structures from the buoyancy instability of a sheared magnetic layer, as studied by Cataneo et al. [1990a] and Kusano et al. [1998], seemed limited to two-dimensional geometry. The same configuration drastically changed in three dimensions, where the interchange instability was able to occur in an oblique direction. We stress that it could be possible to find a configuration of this type that strongly modifies the nature of the magnetic buoyancy instability, however this was not the aim of the paper.

In section 4 we introduced another initial configuration, where the twist was concentrated at the interface between a strong layer of horizontal magnetic field and a weakly magnetised atmosphere above. The weakly magnetised atmosphere was justified by the presence of convection, which is expected to contain non-negligible magnetic fluctuations, both due to the redistribution of large-scale magnetic fields, and due to local small-scale dynamo action. The presence of a strong unidirectional field was justified by the presence of radial differential rotation in the tachocline. We presented a linear stability analysis and numerical simulations of the magnetic buoyancy instability in sections 4.1 and 4.2. We have shown that the initial interchange instability is only weakly modified by the presence of the transverse magnetic field. During the non-linear phase of the instability, the small-scale magnetic structures merged together to overcome magnetic tension, leading to the formation of magnetic structures on scales larger than those of the initial linear instability. These structures were shown to be more coherent than those in the unidirectional case, since the production of vorticity by the secondary instability was reduced. In addition we found a significant amount of twist was generated due to the rise of the toroidal field in the weakly magnetised atmosphere. This mechanism could provide the initial twist necessary for the magnetic structures to rise coherently through the convective zone.

It is however important to stress the limitations of the present model. In order to limit the number of parameters, we have considered two unidirectional fields with a current sheet at the interface. One could argue that the magnetic field in the convective zone is interacting with small-scale motions and is certainly not unidirectional as assumed here. Although it remains to be verified using a more refined model, we expect that locally the toroidal field will behave similarly in the presence of small-scale magnetic fluctuations.

There are two stabilising effects in the present model, the stably stratified atmosphere (which is necessary to suppress convective motions) and the magnetic tension generated by the twisted atmosphere. The tension becomes important as the atmosphere is compressed by the rising structures, and the toroidal magnetic field will eventually stop rising. We have reached this regime in some of our simulations where the pitch angle is equal or larger that \( \pi/4 \). The stabilising effect of the tension is clearly overestimated by the present model, as the tension exists everywhere at the interface between the rising layer and the atmosphere. In a more realistic situation, the convective zone would be filled with small-scales magnetic structures. Locally these structures could have a similar effect to the global tension considered in our simulations, although we didn’t check it numerically here. We plan in a forthcoming paper to look at a configuration where the global magnetic tension is removed at some depth, leading the rise and formation of local coherent twisted
magnetic structures. Another possibility would be to extend the work of [Fan et al. 2003] and [Jouve & Brun 2009], assuming that the convective zone is filled with magnetic perturbations. This would confirm whether the generation of twist, via the interaction of a rising flux tube and small-scale magnetic perturbations, is sufficient for the flux tube to remain coherent as it rises through the convective zone. Such simulations are underway in spherical geometry using the ASH code (Pinto & Brun 2012).

We conclude by arguing that the merging mechanism illustrated by this simple model could have implications on the formation of large-scale magnetic structures from a deep-seated toroidal field. The twist observed in active regions could therefore be attributed to a progressive accumulation of local twist as the toroidal field rises through the magnetised convective zone.
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