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ABSTRACT: The Positive Binding Conjecture is a proposed formulation of the Weak Gravity Conjecture appropriate to Anti de-Sitter (AdS) space. It proposes that in a consistent gravitational theory, with a U(1) gauge symmetry, there must exist a charged particle with non-negative self-binding energy. In order to formulate this as a constraint on a given effective theory, we calculate the self-binding energy for a charged particle in AdS$_4$ and AdS$_5$. In particular, we allow it to couple to an additional scalar field of arbitrary mass. Unlike the flat-space case, even when the scalar field is massive it contributes significantly to the binding energy, and therefore is an essential component of the conjecture. In AdS$_5$, we give analytic expressions for the self-binding energy for the cases when the scalar field is massless and when it saturates the Breitenlohner-Freedman (BF) bound, and in AdS$_4$ when it is massless. We show that the massless case reproduces the flat-space expressions in the large AdS radius limit, and that both analytic cases lead to vanishing total self-binding energy for BPS particles in example supersymmetric models. For other masses of the scalar we give numerical expressions for its contribution to the self-binding energy.
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1 Introduction

The Weak Gravity Conjecture [1] plays a central role in the Swampland programme [2] (see [3–5] for reviews). A particular formulation of the conjecture in flat space is the Repulsive Force Conjecture [6, 7], which proposes that a consistent gravitational theory, with a U(1) gauge symmetry, must have a self-repulsive charged particle: so a particle which would repel an identical copy of itself. This formulation constrains all interactions in an effective theory which contribute to the self-force of the particle. In particular, any massless scalar fields which couple to the particle contribute to the self-force (even at long range) and therefore appear in the constraints [6].
If we consider Anti-de Sitter Space (AdS), then a proposed formulation is the Positive Binding Conjecture in [8].\textsuperscript{1} The conjecture proposes that the theory must have a charged particle which has a positive (or vanishing) self-binding energy. This formulation is also particularly interesting because it maps to certain convexity properties of charged operators in the holographically dual CFTs [8].\textsuperscript{2} Demanding positive self-binding energy places constraints on the effective theory. In this paper we determine what those constraints are by calculating the self-binding energy for a charged particle in terms of its couplings. We consider effective theories in AdS\textsubscript{5} and AdS\textsubscript{4}. An expression for the self-binding energy in the case when the particle couples to gravity, the U(1) photon, and has some quartic contact terms was calculated in [18]. We generalise these results to the case when the charged particle couples also to a neutral scalar field (as well as cases with additional quartic terms). The neutral scalar is allowed to have arbitrary mass. However, for a general mass, the expression for the binding energy is very complicated and we evaluate it only numerically. We do find analytic results for special values of the mass. In AdS\textsubscript{5} we present analytic results for the cases when it is massless and when it saturates the Breitenlohner-Freedman (BF) bound. In AdS\textsubscript{4} we give an analytic expression for the massless case.

Our results contribute towards sharpening proposed quantum gravity constraints on effective theories in AdS. Such theories are interesting in themselves, but also are particularly utilised to study holography. They also move us closer towards being able to quantitatively test the Weak Gravity Conjecture, or more precisely the Positive Binding Conjecture, in string theory constructions of AdS space.

\textbf{Summary of results.} The calculation of the self-binding energy is somewhat involved. We therefore present a summary of the results here for convenience.

We consider a theory in AdS with the following matter spectrum. There is a charged scalar \( \phi \), for which we calculate the self-binding energy, which is charged under \( N \) U(1) gauge fields. There is also a neutral scalar \( \chi \), which couples to \( \phi \) and therefore contributes to the binding energy. The general action in AdS in \( d \)-dimensions is

\[
S[\phi, A^i, h, \chi] = \int d^d x \sqrt{-g} \left[ \frac{1}{\kappa^2} \left( \frac{R}{2} - \Lambda \right) - \sum_{i=1}^{N} \frac{F_{\phi i}^2}{4} - |D\phi|^2 - m^2 |\phi|^2 - V(\phi) - \frac{1}{2} (\partial \chi)^2 - \frac{M^2}{2} \chi^2 - Y \chi |\phi|^2 - \delta \chi |\partial \phi|^2 \right].
\]  

(1.1)

Here, with \( \kappa^{-2} = M_d^{-2} \), with \( M_d \) being the associated Planck’s constant. The cosmological constant is \( \Lambda = -\frac{(d-1)(d-2)}{2L^2} \), where \( L \) is the AdS radius. There is (an effective) potential containing the following contact terms

\[
V(\phi) = a |\phi|^4 + b |\phi|^2 |\partial \phi|^2 + c \left( \phi^2 (\partial \phi\dagger)^2 + (\phi\dagger)^2 (\partial \phi)^2 \right),
\]

(1.2)

\textsuperscript{1}For alternative approaches to AdS see [9–11] for example.

\textsuperscript{2}See, for example, [12–17] for work on this topic.
which are the quartic terms contributing to the binding energy. The covariant derivative of the charged scalar includes the gauge couplings $g_i$, and integer charges $q_i$, as

$$D_\mu \phi = \partial_\mu \phi - i \sum_{i=1}^{N} g_i q_i A_\mu \phi \quad i = 1, \ldots, N. \quad (1.3)$$

For this effective action we find that (at weak couplings) the self-binding energy for $\phi$, denoted as $\gamma$, is composed of a number of contributions

$$\gamma = \gamma^V + \gamma^{phot} + \gamma^{grav} + \gamma^{scal}, \quad (1.4)$$

where the labels are naturally associated to the type of contribution. It is useful, when presenting the binding energies, to exchange the mass of the charged scalar $m$ for its holographic dual operator dimension $\Delta$, so writing

$$m^2 L^2 = \Delta(\Delta - d + 1). \quad (1.5)$$

The self-binding energy contributions from the contact terms, the photon, the graviton and special cases of the scalar, for AdS$_4$ and AdS$_5$ are shown in table 1.\(^3\)

It is worth pointing out that we find that the term with the $\delta$ coefficient in (2.2) contributes to the binding energy and also survives the flat space limit, see (5.1) and (5.2). It is therefore a new contribution even to the binding energy, or repulsive forces, in flat space (though is typically suppressed as a non-renormalizable operator).

The layout of the paper is as follows. In section 2 we introduce the general formalism, following [18], for calculating the binding energies. In section 3 we then calculate the binding energies in AdS$_5$, and in section 4 we present the results for the calculation in AdS$_4$. Finally, in section 5, we show that the massless cases reproduce the flat-space expressions of [6, 19] in the large AdS radius limit, and present two examples of supersymmetric models yielding a vanishing total self-binding energy for BPS particles.

Before proceeding, let us clarify some conventions. We parametrize AdS$_d$ of radius $L$ using the following global conformal coordinates:\(^4\)

$$ds^2 = \frac{L^2}{y^2} \left(-dt^2 + \frac{dy^2}{1 - y^2} + (1 - y^2) d\Omega_{d-2}^2 \right), \quad (1.7)$$

where $y = 0$ corresponds to the boundary $\mathbb{R} \times S^{d-2}$ and $y = 1$ is the AdS center. Coordinates $(\theta_1, \ldots, \theta_{d-3}, \varphi)$ parametrize $S^{d-2}$. The flat spacetime limit is obtained by taking $L \to \infty$. Throughout the paper, we work setting $L = 1$ and restore the appropriate powers of $L$ as needed.

\(^3\)We also have an analytic expression in AdS$_4$ for the case $M^2 L^2 = -2$. However, it is very long and complicated and so we refrain from displaying it in the paper.

\(^4\)This is just a more convenient parametrization of

$$ds^2 = \frac{1}{\cos^2(r/L)} \left(-dt^2 + dr^2 + L^2 \sin^2(r/L) d\Omega_{d-2}^2 \right), \quad (1.6)$$

obtained using $y = \cos(r/L)$ and redefining $t$. In these coordinates it is easier to understand the flat limit $L \to \infty$. 





2 Binding energy from effective potentials

Consider a theory for fields $\Phi = (\phi, A_{\mu}, h_{\mu\nu}, \ldots)$ around an AdS$_d$ vacuum with effective action $S[\Phi]$. In particular, let $\phi$ be a scalar charged under some photons $A_{\mu}$. Suppose we know the spectrum of this theory. Let $|\phi\rangle, |\phi\phi\rangle$ the single- and two-particle $\phi$ states of lowest energy, and let their energy be $E_{\phi}, E_{\phi\phi}$, respectively. We want to compute the self-binding energy $\gamma$ of $|\phi\phi\rangle$, defined as the difference between $E_{\phi\phi}$ and $E_{\phi}$. In the Hamiltonian formalism, this is

$$\gamma \equiv E_{\phi\phi} - 2E_{\phi} = \langle \phi\phi | H | \phi\phi \rangle - 2\langle \phi | H | \phi \rangle, \quad (2.1)$$

where $H$ is the Hamiltonian of the system $S[\Phi]$. It is thus clear that $\gamma$ depends on interactions, in absence of which $\gamma = 0$ trivially.

We are interested in computing the binding energy (2.1) perturbatively in the couplings, at tree level. The contributions to the binding energy come from quartic contact terms and from an exchange of another field, as illustrated in figure 1. By treating interactions as small perturbations of the free theory for $\phi$, one can compute $\gamma$ with the aid of perturbation theory in the Hamiltonian formalism [18, 20]. The Hamiltonian is $H = H_{\text{free}} + \delta H$, where $\delta H$ encodes small interactions, and the operator $\phi$, as well as states $|\phi\rangle, |\phi\phi\rangle$ in (2.1), are taken in the free theory (see appendix A for details on quantization

| $N_\Delta$ | AdS$_5$ | AdS$_d$ |
|---|---|---|
| $\gamma V$ | $\frac{\pi^2 N_\Delta^4 (aL^2 - b(\Delta - 2)\Delta + 2c\Delta^2)}{(\Delta - 1)(\Delta - 1)L^2}$ | $\frac{\pi^3/2 N_\Delta^4 \Gamma(2\Delta - 3/2)}{\Gamma(2\Delta) L^4}$ |
| $\gamma_{\text{phot}}$ | $\frac{\pi^2 N_\Delta^4}{L^2(2\Delta - 1)} \sum_i g_i^2 q_i^2$ | $2\frac{\pi^3/2 N_\Delta^4 \Gamma(2\Delta - 1/2)}{\Gamma(2\Delta)} \sum_i g_i^2 q_i^2$ |
| $\gamma_{\text{grav}}$ | $-\frac{2\pi^2(\Delta - 2)\Delta^2 N_\Delta^4}{3(\Delta - 1)(2\Delta - 1)L^2}$ | $-\frac{\pi^3/2 N_\Delta^4 \Delta^2(2\Delta - 3/2)}{\Gamma(2\Delta) L^4}$ |
| $\gamma_{\text{scal}}^{M^2 L^2 = -4}$ | $-\frac{Y^2 \pi^2 N_\Delta^4}{8(\Delta - 1)^3}$ | — |
| $\gamma_{\text{scal}}^{M^2 L^2 = 0}$ | (3.37) | (4.16) |

Table 1. Table showing the contributions to the total binding energy, as given by (1.4), for the contact terms, the photon and the graviton. The scalar contribution in AdS$_5$, for a special value of the scalar mass saturating the BF bound is also presented. The massless cases are referred to through equations in the main text. The first row gives the normalization factor $N_\Delta$, which is used in the binding energy expressions. $\Gamma$ denotes the Gamma function. Photon contributions are always repulsive (within the unitarity bounds $\Delta > 1, \Delta > 1/2$ in $d = 5, 4$ respectively). The gravitational contribution is attractive, except in the intervals $1 < \Delta < 2$ in 5d and $\frac{3}{4} < \Delta < \frac{5}{4}$ in 4d where $\phi$ is tachyonic and gravity is repulsive. (Gravitational contributions vanish when the inequalities are saturated, while the lower bound is dictated either by unitarity or convergence of the integral defining the binding energy.) It is instead harder to conclude anything relevant regarding contributions given by contact terms and scalar exchange, since the EFT parameters $a, b, c, Y, \delta$ are completely generic. On the other hand, as one should expect and indeed verified in section 5.1, in the flat limit one obtains negative $\gamma_{\text{grav}}, \gamma_{\text{scal}}^{M^2 L^2}$, positive $\gamma_{\text{phot}}$ while $\gamma V$ is suppressed.
of a free scalar $\phi$). To compute contributions to $\gamma$ given by field exchanges one needs second order perturbation theory. This is a difficult task, since it requires summing over all possible intermediate states [20]. Alternatively, as suggested in [18], one can classically integrate out all the fields apart from $\phi$, so in our setting $A^i_{\mu}, h_{\mu\nu}$ and $\chi$, in order to obtain an effective action for $\phi$. Using this effective theory, $\gamma$ can be computed entirely within first order perturbation theory.

Let us illustrate how such procedure works by specifying the action $S[\Phi]$. The simplest tree-level (two-derivative) action $S[\Phi]$ producing diagrams such as those of figure 1 is:

$$
S[\phi, A^i, h, \chi] = \int d^d x \sqrt{-g} \left[ \frac{1}{\kappa^2} \left( \frac{R}{2} - \Lambda \right) - \sum_{i=1}^{N} \frac{\kappa_i^2}{4} - |D\phi|^2 - m^2 |\phi|^2 - V(\phi) \right.
$$

$$
- \frac{1}{2} |\partial\chi|^2 - \frac{M^2}{2} \chi^2 - Y \chi |\phi|^2 - \delta \chi |\partial\phi|^2 \bigg] ,
$$

with $\kappa^{-2} \equiv M_d^{d-2}$, cosmological constant $\Lambda = - \frac{(d-1)(d-2)}{2\kappa^2 L^2}$ and a scalar potential containing the following contact terms

$$
V(\phi) = a |\phi|^4 + b |\phi|^2 |\partial\phi|^2 + c \left( |\phi^2 (\partial\phi^\dagger)|^2 + (\phi^\dagger)^2 (\partial\phi)^2 \right) .
$$

Notice that in the interactions of (2.3) we are taking $D \to \partial$ since neglected terms in the covariant derivative yield interaction vertices that are not relevant to our analysis.\footnote{One may also wonder why we have not included in (2.2) scalar couplings of the form $\partial^\mu \chi (\phi^\dagger \partial_\mu \phi \pm \text{h.c.})$, with real and imaginary coefficients respectively. Remembering that $\phi$ is free, one can integrate by parts and use the equation of motion for $\phi$ to find that (up to total derivatives) the term with minus sign vanishes, and the term with plus sign yields couplings $\chi |\phi|^2$ and $\chi |\partial\phi|^2$, both of which we have already included.}

The complex scalar $\phi$ is charged under $U(1)^N$, with charges $q_i$’s, via the standard covariant derivative

$$
D_\mu \phi = \partial_\mu \phi - i \sum_{i=1}^{N} g_i q_i A^i_{\mu} \phi \quad i = 1, \ldots, N ,
$$

where $g_i$ is the coupling constant of each $U(1)$. In (2.2), the following expansion around the AdS background is assumed, $g_{\mu\nu} \to g_{\mu\nu} + \kappa h_{\mu\nu}$, such that the graviton $h_{\mu\nu}$ has a canonical
kinetic term. All fields have the same mass dimension, \( [\phi] = [\chi] = [A^i] = [h] = \frac{d-2}{2} \), while \( g_i, Y, \delta, a, b \) have dimensions \( 2 - \frac{d}{2}, 3 - \frac{d}{2}, 1 - \frac{d}{2}, 4 - d, 2 - d \) respectively (\( g_i \)'s are dimensionless).

We classically integrate out fluctuations \( A^i_{\mu}, h_{\mu\nu}, \chi \) by computing their linearized equations of motion and plugging their solutions back into the action (2.2). As a result, one obtains the tree-level effective action

\[
S_{\text{eff}} = S_{\text{free}} - \int d^dx \sqrt{-g} \, V_{\text{eff}}[\phi, \phi^\dagger],
\]

\[
S_{\text{free}} = \int d^dx \sqrt{-g} \left[-|\partial \phi|^2 - m^2 |\phi|^2\right],
\]

\[
V_{\text{eff}}[\phi, \phi^\dagger] = V[\phi, \phi^\dagger] + V_{\text{eff,phot}}[\phi, \phi^\dagger] + V_{\text{eff,grav}}[\phi, \phi^\dagger] + V_{\text{eff,scal}}[\phi, \phi^\dagger],
\]

where the effective potential contains all contact terms in \( V \) (2.3) and the “new contact terms” \( V_{\text{eff,phot}}, V_{\text{eff,grav}}, V_{\text{eff,scal}} \) arising from the integration procedure (i.e., field exchanges). All quantities in \( V_{\text{eff}} \) must be regarded as non-local functionals of \( \phi, \phi^\dagger \).

Using the standard definitions of momentum conjugate for \( \phi \) one gets \( \Pi_\phi = -g^{\mu \nu} \partial_{\mu} \phi^\dagger - \frac{\partial V_{\text{eff}}}{\partial \partial \phi} \) and \( \Pi_{\phi^\dagger} = -g^{\mu \nu} \partial_{\mu} \phi + \frac{\partial V_{\text{eff}}}{\partial \partial \phi^\dagger} \), and thus the Hamiltonian density \( \mathcal{H} = \Pi_\phi \partial_t \phi + \Pi_{\phi^\dagger} \partial_t \phi^\dagger + |\partial \phi|^2 + m^2 |\phi|^2 + V_{\text{eff}} \) is

\[
\mathcal{H} = -g_{00} \Pi_\phi \Pi_{\phi^\dagger} + |\nabla \phi|^2 + m^2 |\phi|^2 + V_{\text{eff}} = \mathcal{H}_{\text{free}} + V_{\text{eff}},
\]

where the free Hamiltonian density is given by (A.19). Therefore, the Hamiltonian of the system, \( H = \int d^{d-1}x \sqrt{-g} \mathcal{H} \), is simply

\[
H = \mathcal{H}_{\text{free}} + \delta \mathcal{H}, \quad \delta \mathcal{H} = \int d^{d-1}x \sqrt{-g} \, V_{\text{eff}},
\]

where the integration is over a spatial surface at fixed \( t \). Remembering that \( \langle \phi^\dagger \phi^\dagger H_{\text{free}} \phi \phi \rangle = 2E_{\phi}^\text{free} \), one can use first order perturbation theory to obtain \( E_{\phi \phi} \):

\[
E_{\phi \phi} \equiv \langle \phi \phi | H | \phi \phi \rangle = 2E_{\phi}^\text{free} + \langle \phi \phi | \delta \mathcal{H}_{\text{eff}} | \phi \phi \rangle = 2E_{\phi} + \langle \phi \phi | \delta \mathcal{H}_{\text{quartic}} \rangle | \phi \phi \rangle,
\]

where we used that the quadratic terms in \( \delta \mathcal{H}_{\text{eff}} \) correct the energy of the single-particle state \( E_{\phi} = E_{\phi}^\text{free} + \langle \phi | \delta \mathcal{H}_{\text{quartic}} | \phi \rangle \). As expected, the binding energy (2.1) is purely determined by quartic terms in \( V_{\text{eff}} \) generated by diagrams of figure 1. Using (2.7) and recalling the following well-known facts regarding quantization of a free \( \phi \) in AdS (see appendix A for details):

\[
\phi = \sum_{nIJ} (a_{nIJ} \psi^\dagger_{nIJ}(x) + b^\dagger_{nIJ} \psi_{nIJ}(x)) \quad [b_0, b^\dagger_0] = 1, \quad |\phi \phi \rangle = \frac{1}{\sqrt{2}} b_0^\dagger b_0 |0\rangle,
\]

one finds

\[
\gamma = \int d^{d-1}x \sqrt{-g} \langle \phi \phi | V_{\text{eff,quartic}} | \phi \phi \rangle
\]

\[
= 2 \int d^{d-1}x \sqrt{-g} \, V_{\text{eff,quartic}}[\phi, \phi^\dagger] \bigg|_{b_i^\dagger b_i^\dagger b_0 b_0}^{b_i^\dagger b_i^\dagger b_0 b_0}
\]

\[
= 2 \int d^{d-1}x \sqrt{-g} \, V_{\text{eff,quartic}}[\phi(x) = \psi_0^\dagger(x), \phi^\dagger(x) = \psi_0(x)]
\]

\[
\equiv 2 \int_{S^{d-2}} d\theta_1 \cdots d\theta_{d-3} \, d\phi \int_0^1 dy \sqrt{-g} \, V_{\text{eff,quartic}}[\psi_0^\dagger(x), \psi_0(x)],
\]

\[
(2.10)
\]

---

\(^6\)In fact, terms linear in \( \frac{\partial V_{\text{eff}}}{\partial \partial \phi} \) cancel out when using fields and conjugate momenta \([18]\).
where $V_{\text{eff}}$ is normally ordered and $\psi_0(x)$ is the wavefunction with lowest energy. In other words, we need to extract $b^\dagger_0 b_0 b^\dagger_0 b_0$ from $V_{\text{eff, quartic}}$ in the first line of (2.10), and we do so by taking $\psi^*_0 b^\dagger_0$ in $\phi$ and $\psi_0 b_0$ in $\phi^\dagger$. By commuting operators, we are left with twice $V_{\text{eff, quartic}}[\phi = \psi^*_0, \phi^\dagger = \psi_0]$, which is just a functional of $\psi_0(x)$ and can be integrated over space. In the next sections we will explicitly compute all binding energy contributions given by $V, V_{\text{eff, quartic}}, V_{\text{eff, phot}}, V_{\text{eff, grav}}, V_{\text{eff, scal}}$ in (2.10). We do so for AdS$_5$ in section 3 and for AdS$_4$ in section 4.

3 Binding energy in AdS$_5$

The $d = 5$ case is an extension of the work [18] to several photons, additional contact terms (associated to the parameter $c$), and most importantly, the inclusion of neutral scalar couplings. We start by neglecting $\chi$ and compute $\gamma$ contributions given by $V$, photon and graviton exchanges in sections 3.1, 3.2 and 3.3 respectively. Then, in section 3.4 we extend this procedure to $\chi$.

It is worth mentioning that the perturbation parameters are:

$$\frac{g_i}{L^{1/2}} \ll 1, \quad \frac{\kappa}{L^{3/2}} \ll 1, \quad \frac{|a|}{L} \ll 1, \quad \frac{|b|}{L^3} \ll 1, \quad \frac{|c|}{L^3} \ll 1, \quad \frac{|Y|}{L^{1/2}} \ll 1, \quad \frac{|\delta|}{L^{3/2}} \ll 1.$$  

(3.1)

We find that the leading contributions to the binding energy are at $\mathcal{O}(\kappa^2 L^{-3}), \mathcal{O}(g_i^2 L^{-1}), \mathcal{O}(cL^{-3}), \mathcal{O}(Y^2 L)$ and $\mathcal{O}(\delta^2 L^{-3})$.

3.1 Contribution from contact terms in $V$

The contribution to $\gamma$ given by $V$ in (2.3) is given by four types of contact terms. Plugging $V$ into (2.10), using $\phi \rightarrow \psi^*_0, \phi^\dagger \rightarrow \psi_0$ where (see (A.22))

$$\psi^*_0 = N_\Delta e^{i\Delta y^\Delta}, \quad N_\Delta = \sqrt{\frac{\Delta - 1}{2\pi^2}}, \quad m^2 = \Delta(\Delta - 4), \quad \Delta = \sqrt{\Delta - 1}, \quad 2\Delta - 1 \ll L.$$  

(3.2)

and performing the integral, one gets:

$$\gamma^V = \frac{\pi^2 N_\Delta^4}{\Delta - 1}(aL^2 - b(\Delta - 2)\Delta + 2c\Delta^2) \frac{1}{(2\Delta - 1)L^4},$$  

(3.3)

where we reintroduced $L$. As expected, as long as the unitarity bound $\Delta > 1$ is respected (as assumed throughout the paper), the boundary contribution to the integral vanishes.

3.2 Photon exchanges

In order to obtain the photon contribution to the effective potential, $V_{\text{eff, quartic}}^{\text{phot}}$, we need to integrate out photons explicitly. The variational principle in AdS, where variations vanish at the boundary, yields the linearized equation:

$$\frac{1}{\sqrt{-g}} \partial_{\mu}(\sqrt{-g} F^\mu_\nu i) = g_\nu J^\nu,$$  

(3.4)
where the source
\[ J_\mu[\phi, \phi^\dagger] = i\phi^\dagger \partial_\mu \phi + h.c. , \] (3.5)
is quadratic in \( \phi \). As we are about to show, we can neglect terms of second and higher order in \( g_s \) since it is enough to solve the equations of motion to linear order in perturbations in order to compute \( \gamma \) at leading order. This also means that there is no mixing between photon species and so we can focus on the \( i \)-th species, eventually summing over \( i \) the result. Now, let us conveniently take \( A_i = A^{(0)} + g_i q_i A^{(1)} \), where \( A^{(0)} \) and \( A^{(1)} \) are free and perturbed parts, respectively solving
\begin{align*}
\frac{1}{\sqrt{-g}} \partial_\mu (\sqrt{-g} F^{(0)\mu\nu}) &= 0, & F^{(0)} &= dA^{(0)}, \\
\frac{1}{\sqrt{-g}} \partial_\mu (\sqrt{-g} F^{(1)\mu\nu}) &= J^\nu, & F^{(1)} &= dA^{(1)} .
\end{align*}
(3.6) (3.7)
Thus \( A^{(1)} \) is quadratic in \( \phi \). By plugging the solution \( A_1 \), into the action (2.2), integrating by parts kinetic terms and using equations (3.6), (3.7), at leading order one finds the implicit effective action (2.5) with
\[ V_{\text{eff, quartic}}[\phi, \phi^\dagger] = \frac{1}{2} A^{(1)}_\mu [\phi, \phi^\dagger] J^{(1)}_\mu [\phi, \phi^\dagger] \sum_i q_i^2 q_i^2 . \] (3.8)
Notice that by integrating by parts, boundary terms are also produced. We can however neglect them, as we will clarify in a moment.

Given the effective interaction (3.8), (2.10) prescribes to compute \( A^{(1)}_\mu [\psi^*_0, \psi_0] J^{(1)}_\mu [\psi^*_0, \psi_0] \).

While the current has a very simple form
\[ J^{(1)}_\mu [\psi^*_0, \psi_0] = 2 N_2^2 (\Delta y^{2\Delta} + 2, 0, 0, 0) , \] (3.9)
the potential \( A^{(1)}_\mu [\psi^*_0, \psi_0] \) is found by solving (3.7) with source (3.9). Since \( J^{(1)}_\mu \neq 0 \), we can adopt the temporal gauge \( A^{(1)}_{\mu \neq t} = 0 \) and, since the source is purely a function of \( y \), we look for a solution which is just a function of \( y \), \( A^{(1)}_t (y) \). The equation of motion becomes (where primes denote derivatives with respect to \( y \))
\[ y \left( \left( 3y^2 + 1 \right) A^{(1)}_t + y \left( y^2 - 1 \right) A^{(1)}_t \right) = 2 \Delta N_2^2 y^{2\Delta} , \] (3.10)
and it is solved by
\[ A^{(1)}_t = \frac{N_2^2}{2} \frac{y^2 - y^{2\Delta}}{(\Delta - 1)(1 - y^2)} . \] (3.11)
Here the integration constants have been fixed by requiring smoothness at the AdS origin, \( y = 1 \), and vanishing of \( A^{(1)}_t \) at the boundary, \( y = 0 \). In fact, the boundary behaviour of \( F \) in (3.4) is fixed, and it must be respected at all orders in perturbations. This means that the perturbation to the field strength \( F^{(1)}_{\mu\nu} \) must fall off at least as fast as the free solution, \( F^{(0)}_{\mu\nu} \sim y \) at \( y \to 0 \). This is indeed the case for (3.11), \( A^{(1)}_t \sim (y^2, 0, 0, 0, 0), F^{(1)}_{\mu\nu} \sim y \).

We can now address boundary terms obtained by integration by parts. Among these, only the quartic one is relevant, but it vanishes due to the asymptotic behaviour of the solution:
\[ \int d^5x \partial_\mu \left[ \sqrt{-g} F^{(1)\mu\nu} A^{(1)}_\nu \right] \propto \lim_{y \to 0} \int_{S} d^4x \sqrt{-g} g^{\nu\mu} g^{\mu\nu} F^{(1)\nu} A^{(1)}_\mu = 0 , \] (3.12)
where we also used \( \sqrt{-g} \sim y^{-5}, g^{\nu\mu} \sim y^2 \) as \( y \to 0 \).
We can finally substitute (3.9) and (3.11) into (3.8) and perform the integral (2.10) to obtain (reinstating $L$)

$$\gamma^\text{phot} = \frac{\pi^2 N_i^4}{L^2 (2\Delta - 1)} \sum_i g_i^2 q_i^2.$$  \hspace{1cm} (3.13)

As for $\gamma^V$, the extremum at $y = 0$ does not contribute to the integral.

### 3.3 Graviton exchange

We can repeat the same procedure for the graviton. First of all, let us consider the action obtained after integrating out the photons

$$S[\phi, h] = \int d^d x \sqrt{-g} \left[ \frac{1}{\kappa^2} \left( \frac{R}{2} + 6 \right) - |\partial \phi|^2 - m^2 |\phi|^2 - V - V^\text{phot}_{\text{eff}} \right].$$  \hspace{1cm} (3.14)

We introduce the graviton through $g_{\mu\nu} \to g_{\mu\nu} + \kappa h_{\mu\nu}$. At leading order in $\kappa$ (neglecting sub-leading terms involving other couplings), integrating by parts the kinetic term one obtains

$$S[\phi, h] = \int d^5 x \sqrt{-g} \left[ -\frac{1}{2} h_{\mu\nu} \Delta_{\mu\nu} h_{\rho\sigma} + \frac{\kappa}{2} h^{\mu\nu} T_{\mu\nu} - |\partial \phi|^2 - m^2 |\phi|^2 \right],$$  \hspace{1cm} (3.15)

where

$$\Delta_{\mu\nu} h_{\rho\sigma} \equiv 2 h_{\mu\nu} - g_{\mu\nu} h - \frac{1}{4} \nabla_{\nu} \nabla_{\rho} h_{\mu} + \frac{1}{4} \nabla_{\rho} \nabla_{\mu} h_{\nu}^\rho + \frac{1}{4} \nabla_{\rho} \nabla_{\nu} h_{\mu}^\rho - \frac{1}{4} \nabla^2 h_{\mu\nu} - \frac{1}{4} g_{\mu\nu} (\nabla_\rho \nabla_\sigma h^{\rho\sigma} - \nabla^2 h),$$

$$T_{\mu\nu}[\phi, \phi^\dagger] = g_{\mu\nu} \left( -|\partial \phi|^2 - m^2 |\phi|^2 \right) + \left( \partial_\mu \phi^\dagger \partial_\nu \phi + h.c. \right).$$  \hspace{1cm} (3.16)

The action (3.15) is all we need in order to compute the graviton contribution to $\gamma$ at leading order $O(\kappa^2)$. One can indeed show that neglected terms, such as $O(\kappa h^2)$, $O(\kappa^3 h)$ and higher order terms, do not contribute to 4-point diagrams relevant for $\gamma$. We will expand on boundary terms coming from the integration by parts below.

At $O(\kappa)$, the equation of motion is

$$\Delta_{\mu\nu} h_{\rho\sigma} = \frac{\kappa}{2} T_{\mu\nu}.$$  \hspace{1cm} (3.17)

We can solve (3.17) in the perturbative expansion $h = h^{(0)} + \kappa h^{(1)}$, where free part and perturbation solve respectively

$$\Delta_{\mu\nu} h_{\rho\sigma}^{(0)} = 0,$$  \hspace{1cm} (3.18)

$$\Delta_{\mu\nu} h_{\rho\sigma}^{(1)} = \frac{T_{\mu\nu}}{2}.$$  \hspace{1cm} (3.19)

Analogously to $A^{(1)}$, also $h^{(1)}$ depends quadratically on $\phi$. By plugging $h = h^{(0)} + \kappa h^{(1)}$ into (3.15) and using (3.18), (3.19), at leading order we get an effective action (2.5) with quartic contribution

$$V_{\text{eff, quartic}}[\phi, \phi^\dagger] = -\frac{\kappa^2}{4} h^{(1)\mu\nu}[\phi, \phi^\dagger] T_{\mu\nu}[\phi, \phi^\dagger].$$  \hspace{1cm} (3.20)
We can now explicitly compute (3.20) and its contribution to (2.10). Similarly to the photon case, we need $h^{(1)}_{\mu\nu}[\psi_{0},\psi_{0}]T^\nu{}_{\mu}[\psi_{0},\psi_{0}]$. The stress-energy tensor is

$$T^\mu{}_{\nu}[\psi_{0},\psi_{0}] = \Delta N_{2}^{3} y^{2\Delta} \text{diag} \left(4 - 2\Delta, 4, 4 - 4\Delta + 2y^{2}\Delta, 4 - 2\Delta + 2y^{2}\Delta, 4 - 2\Delta + 2y^{2}\Delta\right),$$

(3.21)

where we used the mass-dimension relation $m^{2} = \Delta(\Delta - 4)$. We then solve (3.19) by exploiting the symmetry of the source (3.21), which allows us to take the $h^{(1)}_{\mu\nu}$ Ansatz where $h^{(1)}_{tt}(y), h^{(1)}_{yy}(y)$ are the only non-vanishing components. There are only two independent equations:

$$3y^{2} \left(y^{2} - 1\right) h^{(1)}_{yy} + 2 \left(y^{2} + 1\right) h^{(1)}_{yy} = 4(\Delta - 2)\Delta N_{2}^{2} y^{2\Delta},$$

(3.22)

$$3y^{2} \left(y h^{(1)}_{tt} + 2 h^{(1)}_{tt} + 2 \left(y^{2} - 2\right) h^{(1)}_{yy}\right) = 8\Delta N_{2}^{2} y^{2\Delta},$$

(3.23)

and they are solved by

$$h^{(1)}_{tt} = \frac{4}{3} \frac{\Delta A^{(1)}_{t}}{\Delta - 1}, \quad h^{(1)}_{yy} = \frac{1}{1 - y^{2}} \left(2 \Delta N_{2}^{2} y^{2\Delta - 2}\right),$$

(3.24)

where $A^{(1)}_{t}$ is given by (3.11). One can check that the solution is smooth at $y = 1$ and vanishes at $y = 0$ in a way that the correction to the curvature $R^{(1)}$ is sub-leading with respect to the free behaviour $R^{(0)}$. We can now comment on boundary terms like those coming from integrating by parts kinetic terms, or the Gibbons-Hawking-York (GHY) term. These are all quadratic in $h$, schematically

$$\lim_{y \to 0} \int_{B} dx^{4} \sqrt{-g} g^{-1} g^{-1} h \partial h \sim \lim_{y \to 0} \int_{B} dx^{4} h^{2}.$$  

(3.25)

The quartic contribution is obtained by taking both $h \to h^{(1)}$, and thus it vanishes.

By substituting (3.21), (3.24) into (3.20) and performing the integral (2.10), one gets (reinstating $L$):

$$\gamma^{\text{grav}} = -\frac{2\pi^{2}(\Delta - 2)\Delta^{2} N_{2}^{2} y^{2\Delta}}{3(\Delta - 1)(2\Delta - 1)L^{4}}.$$  

(3.26)

Again the boundary does not contribute to this integral.

### 3.4 Scalar exchange

We will now compute the contribution to the binding energy given by $\chi$ in (2.2) following the same procedure. The generalization to multiple scalars $\chi^{i}$ with a diagonal mass matrix is straightforward. The equation of motion is

$$\Box \chi - M^{2} \chi = Y|\phi|^{2} + \delta|\partial\phi|^{2},$$

(3.27)

where $\Box \chi \equiv \sqrt{-g} \partial_{\mu}(\sqrt{-g} \partial^{\mu}\chi)$. We can integrate out $\chi$ classically using $\chi = \chi^{(0)} + \chi^{(1)}$, where $\chi^{(0)}, \chi^{(1)}$ solve respectively

$$\Box \chi^{(0)} - M^{2} \chi^{(0)} = 0,$$

(3.28)

$$\Box \chi^{(1)} - M^{2} \chi^{(1)} = Y|\phi|^{2} + \delta|\partial\phi|^{2}.$$  

(3.29)
Thus also $\chi^{(1)}$ is quadratic in $\phi$. By plugging $\chi = \chi^{(0)} + \chi^{(1)}$ into (2.2), integrating by parts the kinetic term and using (3.28), (3.29), one finds an effective potential with leading order quartic terms

$$V_{\text{eff, quartic}}^{\text{scal}}[\phi, \phi^\dagger] = \frac{1}{2} \chi^{(1)}[\phi, \phi^\dagger] \left( Y |\phi|^2 + \delta |\phi|^2 \right),$$

up to the usual boundary term produced by integration by parts, which we discuss in a moment. Since $\chi^{(1)}$ is linear in $Y$ and $\delta$, $V_{\text{eff, quartic}}^{\text{scal}}$ is quadratic in couplings $Y, \delta$.

Analogously to the previous section, we must solve (3.29) with $\phi \to \psi^\dagger_0$, and therefore we can make the simple Ansatz $\chi^{(1)}(y)$, and solve

$$N_\Delta^2 y^{2\Delta} \left( Y + \delta \Delta^2 (1 - 2y^2) \right) + M^2 \chi^{(1)} + y((y^2 + 3)\chi^{(1)} + y(y^2 - 1)\chi^{(2)}) = 0. \quad (3.31)$$

Here primes denote derivatives with respect to $y$. Equation (3.31) can be solved analytically for $M^2 = 0$, as we will show in section 3.4.1, and for $M^2 = -4, \delta = 0$ as shown in section 3.4.2. Moreover, in section 3.4.3, we present numerical results for $\delta = 0$ and different values of $M$.

It is worth noting that the asymptotic behaviour of the solution can be found analytically and in full generality for $M^2 > -4$:

$$\chi^{(1)} \overset{y \to 0}{\to} y^{2\Delta} \left( \frac{(Y + \delta \Delta^2) N_\Delta^2}{4\Delta(\Delta - 2) - M^2} + O(y^2) \right) + C_1 y^{2-\sqrt{4+M^2}} (1 + O(y^2)) + C_2 y^{2+\sqrt{4+M^2}} (1 + O(y^2)), \quad (3.32)$$

where $\Delta \neq 1 \pm \sqrt{1 + \frac{M^2}{4}}$. In case the BF bound is saturated, $M^2 = -4$, this asymptotic expansion misses a log term, see section 3.4.2. The first term in (3.32) corresponds to the particular solution while the second and third ones are the homogeneous solution. We must ensure that the asymptotic behaviour (3.32) does not spoil the free one, namely $\chi^{(1)}$ must fall off at least as $\chi^{(0)}$ towards $y \to 0$. As explained in appendix A, the free solution $\chi^{(0)}$ falls off with $y^{2+\sqrt{4+M^2}}$ if $\sqrt{4 + M^2} \geq 1$, while both $y^{2+\sqrt{4+M^2}}$ and $y^{2-\sqrt{4+M^2}}$ fall-offs are possible if $0 < \sqrt{4 + M^2} < 1$. This means that if $\chi^{(0)}$ decays with $y^{2+\sqrt{4+M^2}}$, the first and second term in (3.32) must be respectively sub-leading and absent, namely

$$\Delta > 1 + \sqrt{1 + \frac{M^2}{4}} \quad \text{and} \quad C_1 = 0. \quad (3.33)$$

Interestingly, the condition on $\Delta$ is stronger that the unitarity bound $\Delta > 1$ and moreover it is stronger the heavier the $\chi$ is. In particular, this means that our perturbative analysis cannot cover the parameter space $M \gg 2\Delta$. In such a case, one may integrate out $\chi$ to obtain contact terms of the types contained in $V$ and its contribution to the binding energy will be contained in $\gamma^V$. On the contrary, if the free solution falls off with $y^{2-\sqrt{4+M^2}}$, we do not need to impose any constraint on (3.32).

We can now comment on the boundary terms coming from integration by parts. These contain the following quartic contribution

$$\lim_{y \to 0} \int_B d^4 x \sqrt{-g} \ g^{yy} \chi^{(1)} \partial_y \chi^{(1)} \sim \lim_{y \to 0} \int_B d^4 x \ y^{-3} \chi^{(1)} \partial_y \chi^{(1)}. \quad (3.34)$$
This term vanishes if $\chi^{(1)}$ vanishes faster than $y^2$. While this is always the case for $\sqrt{4 + M^2} \geq 1$ (as discussed above), it seems to suggest that also for $0 < \sqrt{4 + M^2} < 1$ we have to consider the subset of $\chi^{(1)}$'s with $C_1 = 0$ asymptotically. This sounds to be unreasonably restrictive. The situation is even more cumbersome in case the BF bound is saturated. There, $\chi^{(1)} \sim y^2$ asymptotically, and the boundary term (3.34) cannot vanish. These problems are avoided adopting the Klebanov-Witten action [21], which formally corresponds to integrating out the kinetic terms $|\partial \phi|^2$ in (2.2) and throwing away the boundary term. The boundary term (3.34) is then absent. We can simply assume to start with such a scalar action instead of (2.2), and compute the contribution to the binding energy only given by $V_{\text{eff},\text{quartic}}^{\text{scal}}$ (3.30).

### 3.4.1 Massless case

For $M = 0$, we can solve (3.31) analytically. The two integration constants can be fixed by requiring that the solution is smooth at $y = 1$ and vanishes at $y = 0$, to obtain:

$$
\chi^{(1)} = \frac{N_A^2}{4\Delta(\Delta - 2)} \left[ \Delta (Y - \delta \Delta (\Delta - 4)) \left( \frac{y^2}{y^2 - 1} - \log(1 - y^2) + f_\Delta(y) \right) + y^{2\Delta}(Y + \delta \Delta^2) \right],
$$

(3.35)

where the first two terms inside the (curved) parenthesis correspond to the homogeneous solution, and the remaining terms correspond to the particular solution, with

$$
f_\Delta(y) = B_2(\Delta + 1, -1) + (\Delta - 1) B_2(\Delta + 1, 0),
$$

(3.36)

$$
B_x(a, b) \equiv \int_0^x dt t^{a - 1} (1 - t)^{b - 1},
$$

where $B_x(a, b)$ are incomplete Beta functions. As expected, the homogeneous part in (3.35), falls-off as the free part, with $y^4$, and the particular solution falls-off with $y^{2\Delta}$. In order for perturbation theory to make sense, we need $\Delta \geq 2$ for $\phi$.

Plugging the solution (3.35) into (3.30) and (2.10), and carefully integrating on $y$, one finds that only the interior of AdS $y = 1$ contributes, obtaining

$$
\gamma^{\text{scal}} = \frac{\pi^2 N_A^4}{8(\Delta - 2)^2(\Delta - 1)^2} \left[ Y^2 \left( 1 - \Delta + \frac{1}{\Delta} + \frac{4}{\Delta - 1} + \frac{2}{2\Delta - 1} + 4H_{\Delta - 2} - 2H_{2\Delta} \right) 
+ \frac{2Y\delta}{L^2(2\Delta - 1)} \left( 4 + 7\Delta(\Delta - 1) - 9\Delta^3 + 2\Delta^4 + 2\Delta(2\Delta^2 - 9\Delta + 4) (H_{2\Delta} - 2H_{\Delta}) \right) 
+ \frac{\delta^2 \Delta^2}{L^4} \left( -6 + \frac{2}{2\Delta - 1} - \Delta(\Delta - 7) + 11 - 2(\Delta - 4)^2 (H_{2\Delta} - 2H_{\Delta}) \right) \right].
$$

(3.37)

Here we reintroduced $L$ and $H_x \equiv \int_0^1 dt \frac{1 - t^x}{1 - t}$ with $x \in \mathbb{R}$ is the function interpolating harmonic numbers.

---

7One can indeed show that also the solution with $\Delta = 2$ is perfectly regular.

8In particular, given any function $g(y)$ with primitive $G(y)$, we integrate by parts all terms like

$$
\int dy f_\Delta(y)g(y) = f_\Delta(y)G(y) - \int dy f'_\Delta(y)G(y).
$$
3.4.2 The case $M^2 = -4$, $\delta = 0$

In case $\delta = 0$ and the BF bound is saturated, $M^2 = -4$, equation (3.31) can be solved analytically:

$$\chi(1) = \frac{YN_\Delta^2}{4(\Delta - 1)^2} \left( \frac{-y^{2\Delta} - 4y^2(\Delta - 1)^2(c_1 + c_2 \log(y))}{y^2 - 1} \right).$$

(3.38)

The first term in the brackets corresponds to the particular solution, and the rest is the homogenous solution. We can easily fix $c_1$ requiring smoothness at $y = 1$, obtaining $c_1 = -\frac{1}{4(\Delta - 1)^2}$. On the other hand, $c_2$ must vanish in order for the perturbative expansion around the free solution $\chi(0)$ to make sense. Since $\chi(0)$ falls-off as $y^2$ (see appendix A), if $c_2 \neq 0$ then there exist a region close to the boundary where $\chi(1) \geq \chi(0)$, no matter how small $Y$. In other words, $c_2 = 0$ in order to respect the boundary conditions chosen for $\chi \ [22, 23]$.

The solution is therefore

$$\chi(1) = \frac{YN_\Delta^2}{4(\Delta - 1)^2} \left( \frac{-y^{2\Delta} + y^2}{y^2 - 1} \right).$$

(3.39)

The unitarity bound $\Delta > 1$ then ensures that $\chi(1)$ falls-off at least as $\chi(0)$.

Again, in computing the binding energy (2.10), one finds that only the interior of AdS yields a non-trivial contribution, which is

$$\gamma_{\text{scal}} = -\frac{Y^2\pi^2 N_\Delta^4}{8(\Delta - 1)^3}.$$ 

(3.40)

3.4.3 Generic $M$, with $\delta = 0$

In order to compute the binding energy in general, we need to rely on numerical methods. Here, we do so by setting $\delta = 0$ for simplicity, so that we can compute the numerical values of $\gamma(\Delta)$ for different values of the mass parameter $M$. We solve equation (3.31) with a shooting method from $y = 1$ to the boundary $y \to 0$. Requiring smoothness at $y = 1$ fixes $\chi'(1)$ as a function of $\chi(1)$, and the last degree of freedom that identifies the solution (i.e., the right value of $\chi(1)$ at $y = 1$) is set by requiring the match to the asymptotic behaviour (3.32) close to $y = 0$. As discussed above, for $M^2 \geq -3$, the asymptotic must satisfy condition (3.33), whereas for $-4 < M^2 < -3$ two possible fall-offs are allowed. For the sake of convenience, we focus on the branch of solutions satisfying (3.33) also in this mass range.\footnote{More precisely, the match of the numerical solution $\chi(1)$ to the asymptotic $\chi_{\text{asympt}}$ provided in (3.32) is obtained by requiring that, at small $y$, $\left(\frac{\chi(1)}{y^2 + \sqrt{4 + M^2}}\right)' \bigg|_{C_1=0} = \left(\frac{\chi_{\text{asympt}}}{y^2 + \sqrt{4 + M^2}}\right)' = \frac{YN_\Delta^2(2\Delta - 2 - \sqrt{4 + M^2})}{4\Delta(\Delta - 2) - M^2} \frac{y^{2\Delta - 3} - \sqrt{4 + M^2}}{y^{2\Delta - 3} + \sqrt{4 + M^2}}.$}

We can thus fix $\Delta$ and $M$, find $\chi(1)$, and plug it into (3.30), (2.10) to compute the binding energy. Results are collected in table 2 and plotted in figure 2. We have highlighted analytic results obtained for $M^2 = (0, -4)$, see (3.37) and (3.40) respectively.

\footnote{We thank Ofer Aharony for a clarification on this point.}
\begin{table}
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|c|c|}
\hline
\(M^2\) & \(\Delta = 1.3\) & \(\Delta = 1.5\) & \(\Delta = 1.7\) & \(\Delta = 2\) & \(\Delta = 2.5\) & \(\Delta = 3\) & \(\Delta = 3.5\) & \(\Delta = 4\) & \(\Delta = 4.5\) & \(\Delta = 5\) \\
\hline
\(-4\) & -106 & -63.3 & -45.2 & -31.6 & -21.1 & -15.8 & -12.6 & -10.5 & -9.05 & -7.92 \\
\hline
\(-3.75\) & -30.5 & -27.1 & -23.6 & -19.5 & -14.9 & -12.0 & -10.1 & -8.68 & -7.61 & -6.79 \\
\(-3.5\) & -20.5 & -18.7 & -16.1 & -12.9 & -10.70 & -9.10 & -7.93 & -7.02 & -6.30 \\
\(-3\) & -13.8 & -12.6 & -10.6 & -9.02 & -7.86 & -6.95 & -6.24 & -5.65 \\
\(-2.5\) & -10.5 & -9.11 & -7.95 & -7.03 & -6.29 & -5.69 & -5.19 \\
\(-2\) & -9.08 & -8.08 & -7.16 & -6.40 & -5.78 & -5.26 & -4.83 \\
\(-1.5\) & -8.05 & -7.30 & -6.55 & -5.91 & -5.37 & -4.92 & -4.54 \\
\(-1\) & -7.25 & -6.67 & -6.05 & -5.50 & -5.03 & -4.63 & -4.29 \\
\(-0.5\) & -6.60 & -6.15 & -5.63 & -5.15 & -4.74 & -4.38 & -4.07 \\
\hline
\(0\) & -6.07 & -5.72 & -5.28 & -4.86 & -4.49 & -4.16 & -3.88 \\
\hline
\end{tabular}
\caption{Binding energy contributions from scalar exchanges of different mass \(M\). These results correspond to solutions \(\chi^{(1)}\) satisfying (3.33). Missing values do not satisfy this condition. We have highlighted rows corresponding to analytic results, obtained for \(M^2 = 0, -4\).}
\end{table}

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure2.png}
\caption{Contribution to the binding energy \(\gamma\) for different scaling dimensions of \(\phi, \Delta\), and scalar mass of \(\chi, M\). Black and red lines represent binding energies for the analytically accessible cases \(M^2 = -4\) (3.40) and \(M^2 = 0\) (3.37) respectively.}
\end{figure}

\section{Binding energy in AdS\(_4\)}

We can repeat the same procedure for an effective theory (2.2) in \(d = 4\), with perturbation parameters

\[
g_i \ll 1, \quad \frac{\kappa}{L} \ll 1, \quad |a| \ll 1, \quad \frac{|b|}{L^2} \ll 1, \quad \frac{|c|}{L^2} \ll 1, \quad |Y|L \ll 1, \quad \frac{|\delta|}{L} \ll 1. \tag{4.1}
\]

After integrating out classically photons, graviton and \(\chi\), one finds the same (implicit) effective action as in \(d = 5\), namely:

\[
S[\phi] = \int d^4x \sqrt{-g} \left[ -|\partial \phi|^2 - m^2 |\phi|^2 - V - V_{\text{eff}}^{\text{phot}} - V_{\text{eff}}^{\text{grav}} - V_{\text{eff}}^{\text{scal}} \right], \tag{4.2}
\]
where $V$ is the contact term (2.3) and again

$$
V_{\text{eff, quartic}}^{\text{phot}}[\phi, \phi^\dagger] = \frac{1}{2} A^{(1)}_{\mu}[\phi, \phi^\dagger] J^{\mu}[\phi, \phi^\dagger] \sum_i g_i^2 q_i^2 ,
$$

(4.3)

$$
V_{\text{eff, quartic}}^{\text{grav}}[\phi, \phi^\dagger] = -\frac{\kappa^2}{4} h^{(1)\mu\nu}[\phi, \phi^\dagger] T_{\mu\nu}[\phi, \phi^\dagger] ,
$$

(4.4)

$$
V_{\text{eff, quartic}}^{\text{scal}}[\phi, \phi^\dagger] = \frac{1}{2} \chi^{(1)}[\phi, \phi^\dagger] \left( Y |\phi|^2 + \delta |\partial \phi|^2 \right) .
$$

(4.5)

Perturbations $A^{(1)}, h^{(1)}, \chi^{(1)}$ obey equations (3.7), (3.19) and (3.29) in $d = 4$, and we will solve them explicitly in the next sections. There, we will also comment on boundary terms coming from integration by parts.

### 4.1 Contribution from contact terms

Proceeding in the same order as in section 3, let us first compute the contribution to the binding energy (2.10) given by $V[\psi_0^\dagger, \psi_0]$. The lowest energy mode is now (see (A.23))

$$
\psi_0^\dagger = N_\Delta e^{it\Delta} y^\Delta , \quad N_\Delta = \frac{1}{\pi^{3/4}} \sqrt{\frac{\Gamma(\Delta + 1)}{2\Gamma(\Delta - 1/2)}} , \quad m^2 = \Delta(\Delta - 3) ,
$$

(4.6)

and $\Delta > \frac{1}{2}$ is the unitarity bound. One finds that the integral converges at $y \to 0$ as long as $\Delta > \frac{3}{4}$, and it gives

$$
\gamma^V = \frac{\pi^{3/2} N_\Delta^4}{2} \left( 2a - \frac{b}{L^2} (2\Delta - 3)\Delta + 4\Delta^2 \frac{c}{L^2} \right) \frac{\Gamma(2\Delta - \frac{3}{2})}{\Gamma(2\Delta)} .
$$

(4.7)

### 4.2 Photon exchanges

Focusing on the $i$-th photon, we solve (3.7) noticing that the source is

$$
J^{\mu}[\psi_0^\dagger, \psi_0] = 2 N_\Delta^2 (\Delta y^{2\Delta+2}, 0, 0, 0) .
$$

(4.8)

Choosing the temporal Ansatz and requiring smoothness at $y = 1$ and vanishing at $y = 0$, we find:

$$
A_t^{(1)} = \frac{N_\Delta^2}{2} \frac{y}{\sqrt{1 - y^2}} \left( 2\pi^{1/2} \frac{\Gamma(\Delta + 1/2)}{(2\Delta - 1)\Gamma(\Delta)} - B_{\Delta}^2 (\Delta - 1/2, 1/2) \right) ,
$$

(4.9)

where $B_{\Delta}^2$ is the incomplete Beta function defined in (3.36). Asymptotically, the perturbation behaves as $A_t^{(1)} \sim y$, and thus $F_{\mu
u}^{(1)} \sim \mathcal{O}(1)$ does not spoil the free solution, $F_{\mu
u}^{(0)} \sim \mathcal{O}(1)$. Furthermore, one can check that the boundary term analog to (3.12) vanishes. The binding energy (2.10) given by all photons in $V_{\text{eff, quartic}}^{\text{phot}}$ (4.3) is therefore:

$$
\gamma^{\text{phot}} = 2\pi^{3/2} \frac{N_\Delta^4}{L} \frac{\Gamma(2\Delta - 1/2)}{\Gamma(2\Delta)} \sum_i g_i^2 q_i^2 ,
$$

(4.10)

where the boundary does not contribute to this integral.
4.3 Graviton exchange

The stress-energy tensor is

\[ T^{\mu \nu}[\psi_0^*, \psi_0] = \Delta N_2^2 y^{2\Delta} \text{diag} \left(3 - 2\Delta, 3 - 2\Delta + 2y^2\Delta, 3 - 2\Delta + 2y^2\Delta\right), \quad (4.11) \]

where we used \( m^2 = \Delta(\Delta - 3) \). We thus solve (3.19) using the same Ansatz as in section 3.3 to find:

\[ h^{(1)}_{tt} = \Delta A^{(1)}_t, \quad h^{(1)}_{yy} = \frac{1}{1 - y^2} \left(h^{(1)}_{tt} - \Delta N_2^2 y^{2\Delta - 2}\right), \quad (4.12) \]

where \( A^{(1)}_t \) is (4.9). Once again, one can check that the correction to the curvature \( R^{(1)} \) does not spoil the leading behaviour \( R^{(0)} \) asymptotically, and that the boundary term analog to (3.25) vanishes. The integral for the binding energy (2.10) converges if \( \Delta > \frac{3}{2} \), yielding:

\[ \gamma^{\text{grav}} = -\pi^{3/2} \kappa^2 N_2^4 \Delta^2 (2\Delta - 3) \frac{\Gamma(2\Delta - 3/2)}{\Gamma(2\Delta)L^3}. \quad (4.13) \]

4.4 Massless scalar \( \chi \) exchange

Analogously to section 3.4, the equation for \( \chi^{(1)} \) is

\[ N_2^2 y^{2\Delta} \left(Y + \delta\Delta^2(1 - 2y^2)\right) + M^2 \chi^{(1)} + \frac{y((y^2 + 2)\chi^{(1)} + y(y^2 - 1)\chi''^{(1)})}{\sqrt{1 - y^2}} = 0, \quad (4.14) \]

and we will solve it analytically in the massless case.

Setting \( M = 0 \) and fixing the integration constants in the usual way, the solution to (4.14) is

\[ \chi^{(1)} = \frac{\sqrt{\pi} N_2^2 (Y - \delta(\Delta - 3)\Delta) \Gamma(\Delta - 3/2)}{4 \Gamma(\Delta)} \left(\arcsin(y) - \frac{y}{\sqrt{1 - y^2}}\right) \]

\[ + \frac{N_2^2 Y + \delta\Delta^2}{2} F_2(1, \Delta + 1, \Delta + 1; \Delta + 1/2; y^2) \]

\[ - N_2^2 \delta\Delta^2 y^{2\Delta+2} F_2(1, \Delta + 1, \Delta + 1; \Delta + 1/2; \Delta + 2; y^2). \quad (4.15) \]

As expected, the homogeneous part (first line) of the solution falls-off as the free part, with \( y^3 \). Thus, the particular part (second and third line) must fall off with \( \Delta \geq \frac{3}{2} \).\(^{11}\)

\(^{11}\)Also the solution with \( \Delta = \frac{3}{2} \) is perfectly regular.
Plugging the solution \((4.15)\) into \((2.10)\) and integrating, one finds for \(\Delta > \frac{3}{2}\)

\[
\gamma_{\text{scal}} = Y^2 L g_1 + \frac{\delta^2}{L^3} g_2 + \frac{\delta}{L} g_3,
\]

\[
\begin{align*}
\gamma_1 &= \frac{\pi^{3/2} N_A^2}{8} \left( \frac{\pi^{3/2} T^2 (\Delta - 3/2)}{\Gamma^2 (\Delta)} - \frac{4\Gamma (\Delta - 3/2)}{(\Delta - 1)^2 \Gamma (\Delta - 1)} - \frac{8\sqrt{\pi} F_1}{(2\Delta - 3) \Gamma (2\Delta + 1)} + \frac{8\Gamma (2\Delta - 3/2) F_2}{(2\Delta - 3) \Gamma (2\Delta + 1)} \right), \\
\gamma_2 &= \frac{\pi^{3/2} N_A^2}{8} \left( \frac{\pi^{3/2} (\Delta - 3)^2 T^2 (\Delta - 3/2)}{\Gamma^2 (\Delta)} - \frac{4\Gamma (\Delta - 3/2)}{(\Delta - 1)^2 \Gamma (\Delta - 1)} + \frac{8\sqrt{\pi} \Delta (\Delta - 3) F_1}{(2\Delta - 3) \Gamma (2\Delta + 1)} - \frac{32\sqrt{\pi} \Delta (\Delta - 3) F_3}{(2\Delta - 3) (2\Delta - 1)^2} - \frac{25 - 4\Delta}{(\Delta + 1) \Gamma (2\Delta)} + \frac{4\Delta \Gamma (2\Delta - 3/2) (2\Delta F_2 - (4\Delta - 3) F_4)}{(2\Delta - 3) \Gamma (2\Delta + 1)} \right) + \frac{32\Delta^2 T^2 (2\Delta + 1/2) F_6}{(2\Delta - 3) (2\Delta - 1)^2}, \\
\gamma_3 &= \frac{\pi^{3/2} N_A^2}{4} \left( \frac{2\Delta (2\Delta - 5) \Gamma (\Delta - 3/2)}{(\Delta - 1)^2 \Gamma (\Delta - 1)} - \frac{\pi^{3/2} (\Delta - 3) \Delta^2 T^2 (\Delta - 3/2)}{\Gamma^2 (\Delta)} - \frac{12\sqrt{\pi} \Delta F_1}{(2\Delta - 3) \Gamma (2\Delta + 1)} + \frac{16\sqrt{\pi} \Delta^2 T^2 F_5}{(2\Delta - 3) (2\Delta - 1)^2} + \frac{\Gamma (2\Delta - 3/2) (4\Delta F_2 - (4\Delta - 3) F_4)}{(2\Delta - 3) \Gamma (2\Delta)} - \frac{4^2 - 2\Delta}{(\Delta + 1) \Gamma (2\Delta)} \right),
\end{align*}
\]

where \(F_i\) are the following hypergeometric functions:

\[
\begin{align*}
F_1 &= 3 F_2 \left( -\frac{1}{2}, \Delta - \frac{3}{2}, \Delta - 1; \Delta - \frac{1}{2}, \Delta - \frac{1}{2}, 1 \right), \\
F_2 &= 4 F_3 \left( 1, \Delta, \Delta, 2\Delta - \frac{3}{2}; \Delta - \frac{1}{2}, 2\Delta, \Delta + 1; 1 \right), \\
F_3 &= 3 F_2 \left( -\frac{1}{2}, \Delta - \frac{1}{2}, \Delta; \Delta + \frac{1}{2}, \Delta + \frac{1}{2}, 1 \right), \\
F_4 &= 4 F_3 \left( 1, \Delta, \Delta, 2\Delta - \frac{3}{2}; \Delta - \frac{1}{2}, 2\Delta, \Delta + 1; 1 \right), \\
F_5 &= 4 F_3 \left( 1, \Delta + 1, \Delta + 1, 2\Delta - \frac{1}{2}; \Delta + \frac{1}{2}, 2\Delta + 2, \Delta + 2; 1 \right), \\
F_6 &= 4 F_3 \left( 1, \Delta + 1, \Delta + 1, 2\Delta + \frac{1}{2}; \Delta + \frac{1}{2}, \Delta + 2, 2\Delta + 2; 1 \right).
\end{align*}
\]

5 Tests in special cases

In this section we will test our expressions for the binding energy by studying special cases where we should reach expected results. The first is the flat space limit, where we expect to recover the known flat space results. The second is when \(\phi\) is a charged BPS state in a supersymmetric vacuum, in which case the self-binding energy should vanish exactly.

5.1 Flat space limit

It is meaningful to explore the flat spacetime limit of the total binding energy. We expect that requiring positive self-energy, \(\gamma \geq 0\), reproduces the WGC with scalar fields bounds, both in \(d = 4, 5\) [6, 19]. This limit is achieved by taking \(L \to \infty\) while taking all the other effective parameters, couplings and masses fixed. This means that we have to take \(\Delta \to \infty\), and analogously \(\Delta \chi \to \infty\) in the case \(M^2 = L^{-2} \Delta \chi (\Delta \chi - d + 1) \neq 0\) [20]. Since

\[\text{Notice that massless scalars are dimensionless in [19], thus an overall factor } M_{10}^{d-4} \text{ (for any dimension } d) \text{ appears in front of the scalar contribution there.}\]
conformal dimensions are real, it should be clear that such a limit only makes sense for $m^2 > 0, M^2 \geq 0$. For $M = 0$ we expect to recover the standard formulation of the WGC with scalar fields [6], and so we restrict to this case. In order to make contact with the existing literature in flat spacetime, we use the parameterisation $Y = 2m\mu$.

Let us start with $d = 5$. In this case, we can consider the leading order term for each contribution to the binding energy, (3.3), (3.13), (3.26) and (3.37), obtaining:

$$
\sum q_i^2g_i^2 - \frac{2}{3} m^2 \kappa^2 - \left( \mu - \frac{m\delta}{2} \right)^2 + \frac{1}{L} \left( \frac{a}{m} - m(b-2c) \right) \geq 0 \,,
$$

(5.1)

where we used that $H_\kappa \sim \log x + \gamma + \mathcal{O}(1/x)$ for $x \to \infty$, with $\gamma$ the Euler-Mascheroni constant. As expected, in the flat limit quartic terms in $V$ are suppressed by $\mathcal{O}(1/L)$. In the case $\delta = 0$, we precisely reproduce the expressions in [6, 19]. The case with $\delta \neq 0$ shows that there is an additional term which should be accounted for. Dimensional analysis tells us that the contribution from $\delta$ (with mass dimension $-3/2$) is suppressed by a factor of $\frac{m}{\Lambda_5} \ll 1$ relatively to $\mu$ (with mass dimension $-1/2$), thus it is generically expected to be small. Nonetheless, for a mass $m$ near the five-dimensional Planck scale, it can be important.

In $d = 4$, summing up the leading contribution to (4.7), (4.10), (4.13), (4.16), we obtain:

$$
\sum q_i^2g_i^2 - \frac{1}{2} m^2 \kappa^2 - \left( \mu - \frac{m\delta}{2} \right)^2 + \frac{1}{2L} \left( \frac{a}{m} - m(b-2c) \right) \geq 0 \,,
$$

(5.2)

where we used that all $p = 4, q = 3$ and $p = 3, q = 2$ hypergeometric functions in (4.17) satisfy $\lim_{\Delta \to \infty} F_3 = 4(-1+\sqrt{2})\Delta$ and $\lim_{\Delta \to \infty} F_2 = \mathcal{O}(\Delta^{-1/2})$ respectively. Thus, only $F_3$’s contribute to (5.2), and under the same suppressions discussed above, we reproduce the four-dimensional flat space expression with the right coefficients.

### 5.2 BPS states

In this section we illustrate two explicit examples where a BPS state $\phi$ saturates the self-binding energy $\gamma = 0$. The first example is taken from the $N = 2, d = 5$ gauged supergravity described in section 4.2 of [24]. The second example is taken from the $N = 2, d = 4$ gauged supergravity described in section 4.3 of [25]. We will quickly review the setups in our notation, and refer the reader to the sources for a more detailed treatment.

#### 5.2.1 Supersymmetric AdS$_5$

The (bosonic sector of the) gauged supergravity we are interested in consists of a gravity multiplet, containing graviton and graviphoton $A_0$, a hypermultiplet, containing four real scalars $q^X = (V, \sigma, \theta, \tau)$, and a vector multiplet, containing a real scalar $\rho$ and an additional vector $A_1$. The moduli space is the product of a quaternionic manifold $\mathcal{M}_Q = SU(2,1)_{SU(2) \times U(1)}$ (parametrized by $q^X$) and a special Kähler manifold $\mathcal{M}_{SK} = O(1,1)$ (parametrized by $\rho$), and we will gauge $q^X$ under $U(1) \times U(1)$ as explained below. The action is (setting $\kappa = 1$):

$$
\frac{\mathcal{L}}{\sqrt{-g}} = \frac{R}{2} - \frac{1}{4} a_{00} F_0^2 - \frac{1}{4} a_{11} F_1^2 - \frac{1}{2} g_{XY} D_{\mu} q^X D^{\mu} q^Y - \frac{1}{2} g_{\rho \rho} \partial_{\mu} \rho \partial^{\mu} \rho - V(q, \rho) \,,
$$

(5.3)
up to a Chern-Simons term that is not relevant to our analysis. The covariant derivative is \( D_\mu q^X = \partial_\mu q^X + gA_\mu^X K^X_\mu(q) + gA_\mu^Y K^Y_\mu(q) \), where \( K^X_\mu(q) \), \( K^Y_\mu(q) \) are the Killing vectors of the gauged isometries on \( M_Q \), and

\[
a_{00} = \frac{1}{\rho^2}, \quad a_{11} = \rho^4, \quad g_{\rho \rho} = \frac{12}{\rho^2},
\]
while the hyperscalar metric \( g_{XY} \) is

\[
ds^2 = \frac{dV^2}{2V^2} + \frac{1}{2V^2}(d\sigma + 2\theta d\tau - 2\tau d\theta)^2 + \frac{2}{V}(d\tau^2 + d\theta^2).
\]

The hyperscalars are charged under the abelian subgroup \( U(1) \times U(1) \subset SU(2) \times U(1) \) via the following Killing vectors

\[
K_0 = \sqrt{2} \alpha \left( T_3 + \frac{\gamma}{\sqrt{3}} T_8 \right), \\
K_1 = \alpha \left( T_3 + \frac{\beta}{\sqrt{3}} T_8 \right),
\]

where \( \alpha, \beta, \gamma \) are real (\( \alpha > 0 \) without loss of generality) and \( T_3, T_8 \) are the \( U(1)^2 \) generators, explicitly:

\[
T_3 = \begin{pmatrix}
\frac{\alpha' \sqrt{2}}{2} \\
\frac{\sigma^2 - (\theta^2 + \tau^2 + V)^2 + 1}{\sqrt{3}} \\
\frac{1}{2}(\theta \sigma - \tau^3 - \tau (\theta^2 + V - 3)) \\
\frac{1}{2}(\theta^3 + \sigma \tau + \theta (\tau^2 + V - 3))
\end{pmatrix}, \\
T_8 = \begin{pmatrix}
\frac{1}{\sqrt{3}}(\sigma^2 - (\theta^2 + \tau^2 + V)^2 + 1) \\
\frac{1}{\sqrt{3}}(\theta \sigma + \tau \theta (\theta^2 + V + 1)) \\
\frac{1}{\sqrt{3}}(\theta^3 + \sigma \tau + \theta (\tau^2 + V + 1))
\end{pmatrix}.
\]

The superpotential is

\[
W = \sqrt{\frac{2}{3}} \vec{P} \cdot \vec{P}, \quad \vec{P} = \frac{\alpha}{3 \sqrt{2} \rho^2} (\sqrt{3}(\rho^6 + 2)\vec{P}_3 + 2\vec{P}_8(\beta + \gamma \rho^6)),
\]

with

\[
\vec{P} = \sqrt{2} \vec{P}_3 + \frac{\beta}{\sqrt{3}} \vec{P}_8 = \frac{\alpha}{3 \sqrt{2} \rho^2} (\sqrt{3}(\rho^6 + 2)\vec{P}_3 + 2\vec{P}_8(\beta + \gamma \rho^6)),
\]

where we used that \( \vec{P}_0, \vec{P}_1 \) are the prepotentials corresponding to \( K_0, K_1 \), namely \( \vec{P}_0 = \sqrt{2} \alpha \left( \frac{1}{2} \vec{P}_3 + \frac{\gamma}{\sqrt{3}} \vec{P}_8 \right) \) and \( \vec{P}_1 = \alpha \left( \vec{P}_3 + \frac{\beta}{\sqrt{3}} \vec{P}_8 \right) \). Prepotentials (or moment maps) \( \vec{P}_3, \vec{P}_8 \) are

\[
\vec{P}_3 = \begin{pmatrix}
-\theta^3 + \sigma \tau + \theta \tau^2 + V - 3 \\
-\theta^2 + \sigma \tau + \theta \tau^2 - V + 3 \\
(\theta^2 + \tau^2)^2 - 6\theta^2 + \sigma^2 - 6\tau^2 + V^2 - 6V(\theta^2 + \tau^2 - 1) + 1
\end{pmatrix}, \\
\vec{P}_8 = \begin{pmatrix}
-\sqrt{3}(\theta^3 + \sigma \tau + \theta \tau^2 - V + 1) \\
-\sqrt{3}(\theta^2 + \theta \sigma + \tau \tau^2 + \tau V) \\
\sqrt{3}(\theta^2 + 2\theta^2 + \sigma^2 + (\tau^2 + 1)^2 + V^2 - 2V(\theta^2 + \tau^2 + 1))
\end{pmatrix}.
\]
The scalar potential is obtained from the superpotential as

\[ V = g^2 \left( -6W^2 + \frac{9}{2}g^{\rho\epsilon} \partial_\rho W \partial_\epsilon W + \frac{9}{2}g^{XY} \partial_X W \partial_Y W \right). \]  

(5.10)

Supersymmetric vacua are found solving \( \partial_\rho W = \partial_X W = 0. \)\(^{13}\) This yields two types of SUSY AdS vacua, an isolated point and a circle of points (called critical point 1 and 2 in [24] respectively). Here, we will study the effective action for fluctuations around the isolated point, which has the following vevs

\[ (V, \sigma, \theta, \tau) = (1, 0, 0, 0), \quad \rho = 1. \]  

(5.11)

One can see that Killing vectors (5.6) vanish in this vacuum, thus \( A_0, A_1 \) are massless. More conveniently, we use \( \rho = e^\chi \) and complex coordinates \( \phi_1, \phi_2 \) defined by

\[ V = \frac{1 - |\phi_1|^2 - |\phi_2|^2}{(1 + \phi_1)(1 + \phi_2^*)}, \quad \sigma = i \frac{\phi_1 - \phi_2^*}{(1 + \phi_1)(1 + \phi_2^*)}, \]  

(5.12)

\[ \theta = \frac{\phi_2}{2(1 + \phi_1)} + \frac{\phi_2^*}{2(1 + \phi_1^*)}, \quad \tau = \frac{i\phi_2}{2(1 + \phi_1)} - \frac{i\phi_2^*}{2(1 + \phi_1^*)}, \]  

(5.13)

with vevs

\[ \phi_1 = \phi_2 = \chi = 0. \]  

(5.14)

Expanding kinetic terms and potential around this vacuum, canonicalizing fluctuations, and fixing \( \alpha \) such that \( \Lambda = -\frac{6}{L^2} \), we obtain an effective action for fluctuations of the form (2.2) (reintroducing \( \kappa \)):

\[ \mathcal{L} = \frac{F_0^2}{4} - \frac{F_1^2}{4} - |D_\mu \phi_1|^2 - |D_\mu \phi_2|^2 - \frac{(\partial \chi)^2}{2} + \frac{6}{\kappa^2 L^2} - m_1^2 |\phi_1|^2 - m_2^2 |\phi_2|^2 - \frac{M^2}{2} \chi^2 
- Y_1 |\phi_1|^2 - Y_2 |\phi_2|^2 - a_1 |\phi_1|^4 - a_2 |\phi_2|^4 - b_1 |\phi_1|^2 \partial_\mu \phi_1^2 - b_2 |\phi_2|^2 \partial_\mu \phi_1^2 + \ldots, \]  

(5.15)

where \( D_\mu \phi_i = \partial_\mu \phi_i - i(g_{0\mu} A_0 + g_{1\mu} A_1) \phi_i, \delta = c = 0 \) and

\[ g_{0\mu 0} = \frac{\kappa}{\sqrt{2} L}, \quad g_{1\mu 1} = \frac{\kappa}{L} (\beta + 1), \quad g_{0\mu 20} = \frac{\kappa}{\sqrt{2} L} (2\gamma - 1), \quad g_{1\mu 21} = \frac{\kappa}{L} (\beta - 1), \]  

\[ Y_1 = -\frac{\kappa}{\sqrt{3} L^2} (\beta - 2\gamma)(1 + 2\beta + 2\gamma), \quad Y_2 = -\frac{\kappa}{\sqrt{3} L^2} (\beta - 2\gamma)(-1 + 2\beta + 2\gamma), \]  

\[ m_1^2 = \frac{1}{4 L^2} (-5 + 2(\beta + \gamma))(3 + 2(\beta + \gamma)), \quad m_2^2 = \frac{1}{4 L^2} (5 + 2(\beta + \gamma))(3 + 2(\beta + \gamma)), \]  

\[ M^2 = \frac{4}{L^2}, \quad a_1 = a_2 = \frac{\kappa^2}{2 L^2} (-6 + 3\beta^2 + 4\beta + 4\gamma^2), \quad b_1 = b_2 = 2\kappa^2, \]  

(5.16)

while dots contain all the other terms, like the Chern–Simons term and higher order terms \( (\phi_1^2, \phi_2^2, \chi^3, \chi^4, \chi^2 \phi_1^2, \text{etc.}) \), that we can neglect in our analysis. Notice that \( m_1^2 - m_2^2 \) is proportional to \(- (\beta + \gamma)\). If \( \beta + \gamma > 0, \phi_1 \) is associated to a primary operator and \( \phi_2 \)

\(^{13}\)In order to simplify computations, one can work in \( w = W^2 \), then second and third terms in (5.10) become \( g^\rho \frac{\partial \phi_2}{4w} + g^{XY} \frac{\partial \phi_2}{4w} \) and AdS susy vacua are found satisfying \( \partial_\rho w = \partial_X w = 0 \) with \( w \neq 0 \).
to its dual. If $\beta + \gamma < 0$, the viceversa is true. In any case, the primary has conformal dimension $\Delta = \frac{3}{2} + |\beta + \gamma| > \frac{3}{2}$ and its dual has dimension $\Delta + 1 > \frac{5}{2}$. In the following we take $\beta + \gamma > 0$, and thus $\phi_1$ is primary.

Since the effective action (5.15) matches (2.2) with $\beta = 0$, we can readily compute the self-binding energy for the primary $\phi_1$ by plugging parameter values (5.16) into contributions (3.3), (3.13), (3.26) and (3.40), thus obtaining:

$$
\gamma^V = \frac{\kappa^2 \pi^2 (\beta + 1)(3\beta - 4\Delta + 3)N_A^4}{L^4 (2\Delta^2 - 3\Delta + 1)},
$$

$$
\gamma^{A_0} = \frac{\kappa^2 \pi^2 (\beta - \Delta + 1)^2N_A^4}{L^4 (2\Delta - 1)},
$$

$$
\gamma^{A_1} = \frac{\kappa^2 \pi^2 (\beta + 1)N_A^4}{L^4 (2\Delta - 1)},
$$

$$
\gamma^{\text{grav}} = -\frac{\kappa^2 \pi^2 (\beta - 2\Delta + 3)^2N_A^4}{L^4 6(\Delta - 1)},
$$

$$
\gamma^{\text{scal}} = -\frac{\kappa^2 \pi^2 \beta N_A^4}{L^4 6(\Delta - 1)},
$$

where we used $\gamma = \Delta - \frac{3}{2} - \beta$. A little algebra shows that the total self-binding energy $\gamma_{\phi_1\phi_1} = \gamma^V + \gamma^{A_0} + \gamma^{A_1} + \gamma^{\text{grav}} + \gamma^{\text{scal}} = 0$ as expected for a BPS state. On the other hand, one can check that the self-binding energy for $\phi_2$, $\gamma_{\phi_2\phi_2}$ can be positive, negative or vanishing, depending on the value of gauging parameters $\beta, \gamma$.

Our result also reproduces the one obtained in section 5 of [18], as the sub-case where a photon and $\chi$ decouple. This situation is reproduced for $\beta = 2\gamma > 0$ (where $\beta = c$ in [18]) such that

$$\Delta = \frac{3}{2}(\beta + 1), \quad Y_1 = 0, \quad g_0^2q_{10}^2 + g_1^2q_{11}^2 = \frac{3\kappa^2}{2L^2} (\beta + 1)^2, \quad a_1 = \frac{3}{L^2} (\beta^2 - 1).$$

We thus find again $\gamma_{\phi_1\phi_1} = 0$. In particular, the contributions from the graviton and the potential $V$ are the same as in [18] while $\gamma^{A_0} + \gamma^{A_1} = \gamma^{B_0}$ with $B_0$ the single photon with $gq = \frac{\kappa}{\sqrt{2}} \frac{\pi}{\sqrt{2}} (\beta + 1)$ as in [18]. With a little effort, this can be clearly understood at the level of effective lagrangian. We can indeed match (5.15) to eq. 5.13 in [18] by rotating our $U(1)^2$ basis to the new basis given by $B_0 = -\frac{1}{\sqrt{3}} (A_0 + \sqrt{2} A_1)$ and $B_1 = -\frac{1}{\sqrt{3}} (\sqrt{2} A_0 - A_1)$. The resulting lagrangian corresponds to eq. 5.13 in [18], where $\phi_1, \phi_2$ (respectively $z_2, z_1$ there14) are charged under $B_0$ only, with the additional presence of a free (ungauged) photon $B_1$ and a neutral scalar $\chi$ which is sourced by quartic terms (since $Y_1 = 0$). As a consequence, neither $B_1$ nor $\rho$ contribute to the total binding energy for $\phi_1$.

### 5.2.2 Supersymmetric AdS$_4$

A simple, non-trivial example we can work out in $d = 4 \mathcal{N} = 2$ gauged supergravity is described in section 4.3 of [25], and we will follow this reference. In its simplest realization, it consists of the gravity multiplet, with graviphoton $A$, and a single hypermultiplet, with

---

14 Notice that $z_2$ is primary in [18].
four real scalars $q^X = (\rho, \sigma, \xi_1, \xi_2)$.\textsuperscript{15} The moduli space is just the quaternionic manifold $\mathcal{M}_Q = SU(2)_{\xi_1} \times SU(2)_{\xi_2}$ with metric ($\rho > 0$)

\[
ds^2 = \frac{4\rho^2}{4\rho^2} (d\sigma + 2\xi_2 d\xi_1 - 2\xi_1 d\xi_2)^2 + \frac{1}{\rho}(d\xi_1^2 + d\xi_2^2),
\]

and we gauge (part of) $q^X$ under the graviphoton. The action is (setting $\kappa = 1$)\textsuperscript{[26]}:

\[
\frac{\mathcal{L}}{\sqrt{-g}} = \frac{R}{2} - g_{XY} D_\mu q^X D^\mu q^Y - \frac{1}{8} F^2 - V(q),
\]

with covariant derivative $D_\mu q^X = \partial_\mu q^X - g A_\mu K^X(q)$. The Killing vector is

\[
K = \alpha(0, 0, -\xi_2, \xi_1),
\]

and the corresponding moment map is

\[
\vec{P} = \alpha \left( \frac{2\xi_1}{\rho^{1/2}}, -\frac{2\xi_2}{\rho^{1/2}}, 1 - \frac{\xi_1^2 + \xi_2^2}{\rho} \right).
\]

In absence of vector multiplets, the potential contains only two terms:

\[
V = g^2 \left( 4K^X K^Y g_{XY} - 3\vec{P} \cdot \vec{P} \right).
\]

AdS supersymmetric vacua are obtained by requiring $K^X = 0$ and $e^{ijk} P^j P^k = 0$ with $P \cdot \vec{P} > 0$. These conditions are met for vanishing scalar vevs, $\xi_1 = \xi_2 = 0$, and any $\rho = \rho_0 > 0, \sigma = \sigma_0$. Since in this vacuum $K = 0$, then $A$ is massless. Henceforth, we will use $\rho = e^x$ for convenience. Expanding around this vacuum, canonicalizing fluctuations and fixing $\alpha = \frac{1}{\sqrt{L}}$, such that $A = -\frac{3}{\sqrt{L}}$, we obtain an effective action (reintroducing $\kappa$):

\[
\frac{\mathcal{L}}{\sqrt{-g}} = -\frac{F^2}{4} - |D\phi|^2 - \frac{(\partial \chi)^2}{2} - \frac{(\partial \phi)^2}{2} + \frac{3}{L^2 |\phi|^2} + \frac{2}{L^2} |\phi|^2 + \sqrt{2}\kappa \chi |\phi|^2 - \frac{2\sqrt{2}\kappa}{L^2} \chi |\phi|^2 - \frac{\kappa^2}{L^2} |\phi|^4 + \frac{\kappa^2}{4} (\phi^i \partial_\phi - \phi \partial_\phi)^2 + \ldots,
\]

where $D_\mu \phi = \partial_\mu \phi - i\sqrt{\frac{2L}{\kappa}} A_\mu \phi$ and we have neglected all terms that do not produce exchange vertices like those of figure 1.\textsuperscript{16} We immediately see that the effective action (5.28) corresponds to (2.2) where the non-vanishing coefficients are

\[
m^2 L^2 = -2, \quad g^2 q^2 = 2\frac{\kappa^2}{L^2}, \quad a = \frac{\kappa^2}{L^2}, \quad b = -2c = \frac{\kappa^2}{2}, \quad Y = \frac{2\sqrt{2}\kappa}{L^2}, \quad \beta = -\sqrt{2}\kappa.
\]

From $m^2 L^2 = \Delta (\Delta - 3)$ and the requirement $\Delta \geq \frac{3}{2}$ (see after (4.15)), we deduce $\Delta = 2$, and thus the binding energies (4.7), (4.10), (4.13), (4.16) are

\[
\gamma^V = \gamma^{\text{scal}} = -\frac{3}{8} \frac{\kappa^2}{L^2} N_2^4, \quad \gamma^\text{phot} = \frac{5}{4} \frac{\kappa^2}{L^2} \pi^2 N_2^4, \quad \gamma^\text{grav} = -\frac{1}{2} \frac{\kappa^2}{L^2} \pi^2 N_2^4,
\]

\textsuperscript{15}In the notation of [25], $\xi = \xi_1 + i\xi_2$.

\textsuperscript{16}In particular, there is also a term $\sim i\theta^\sigma (\phi \partial_\mu \phi^1 - \phi^1 \partial_\mu \phi)$ in (5.28). As explained in footnote 5, integrating by parts and using the equation of motion for $\phi$, this term corresponds to a total derivative.
and the total binding energy is $\gamma_{\varphi\varphi} = 0$, as expected. As described in section 4.3 of [25], this example can be generalized to include a vector multiplet containing a complex scalar and an additional vector potential $A_1$. As one can check, the relevant part of the resulting effective action around the supersymmetric AdS vacuum is almost identical, since the (two real) scalars in the vector multiplet do not furnish couplings we are interested in. The only difference is that the $U(1)$ force is now split between two photons $A_0, A_1$ in a way that $g_0^2 q_0^2 + g_1^2 q_1^2 = 2 \kappa^2 L^2$, meaning that the total gauge force is the same as in (5.29). Thus the same conclusion holds.

6 Summary

In this paper we studied the self-binding energy for a charged particle in AdS. We calculated the contribution to the binding energy from all the relevant contact terms, from the graviton, from multiple photons, and from a neutral scalar field.

We are motivated by the idea that the formulation of the Weak Gravity Conjecture in AdS is the Positive Binding Conjecture of [8]. Our results translate this constraint into constraints on the effective theory coupled to gravity in AdS.

One application of our results is to testing positive binding in String theory. String theory tests are somewhat complicated by the absence of scale separation between the internal dimensions and the AdS scale in most known cases. Nonetheless, if the extra dimensions have an associated isometry the Kaluza-Klein modes carry charge under it and therefore cannot contribute to self-binding at tree-level. The binding energy would then be determined by the zero modes only. Interestingly, it may be that scale separation itself may be related to the WGC, for example as in [27], and it would be interesting to study if there can be a connection with positive binding.

Our results applied to charged scalar fields playing the role of the particle with positive binding. It would be interesting to generalise them to fermions, or higher-spin fields. Another interesting direction is to consider states with a large angular momentum. These were studied through the CFT dual in [28] and shown to have (asymptotically) negative binding energy. It would be good to understand the transition from positive binding to negative binding at large angular momentum from the gravity side.

A general point of this paper is that the precise formulation of Swampland constraints, in this case the WGC or Repulsive Force Conjecture, can qualitatively differ in AdS from flat space. It would be interesting to repeat this type of analysis for other similar Swampland constraints that were formulated in flat space. For example, versions of the WGC applied not to point particles (such as axions and higher dimension objects, see [3] for a review), or the proposed constraint on bound state sizes [29].
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Quantization of a free scalar in AdS

We will work in Lorentzian signature and follow the detailed procedure described in [30], taking AdS\(_5\) (1.7) (with \(L = 1\)) for concreteness. The action for a free complex scalar \(\phi\) of mass \(m\),
\[
S[\phi] = -\int_{\text{AdS}_5} d^5x \sqrt{-g} \left( |\partial \phi|^2 + m^2 |\phi|^2 \right),
\]
yields the following equation of motion
\[
\frac{1}{\sqrt{-g}} \partial_{\mu} (\sqrt{-g} \partial^\mu \phi) - m^2 \phi = 0.
\]
Here \(\phi\) is fixed at initial and final equal time hypersurfaces \(\Sigma_i, \Sigma_f\) (at times \(t_i, t_f\) respectively), as well as at the AdS boundary at \(y = 0\), \(\delta \phi_{y=0} = 0\).

In order to canonically quantize \(\phi\) in the Hamiltonian formalism, we need to find a complete, normalizable set of modes, which in AdS this corresponds to choosing some sort of boundary condition at \(y = 0\). As suggested by Breitenlohner and Freedman (BF), a meaningful boundary condition is to require that energy and the Klein-Gordon product (A.3) are conserved, [22, 23]. The Klein-Gordon (KG) product is the inner product adopted to define norms. Given a space-like slice \(\Sigma\), it is defined as
\[
(\phi_1, \phi_2) \equiv i \int_{\Sigma} d^4x \sqrt{\epsilon} \phi_1^* (\partial_t - \partial_t) \phi_2.
\]
As noticed in [30] and reviewed below, it is sufficient to require mode normalizability in order to identify the correct modes; the BF consideration turns out to be relevant in a special case where normalizability alone is not conclusive.

Modes are found using a Fourier decomposition on four-dimensional hypersurfaces at fixed \(y\):
\[
\psi_{\omega l J} = e^{-i \omega t} Y_{l J}(\Omega) f_{\omega l J}(y),
\]
where \(Y_{l J}(\Omega)\) are normalized eigenstates of the Laplacian on \(S^3\) with eigenvalue \(-l(l+2)\) and \(J\) labels all other angular quantum numbers. Plugging this Ansatz into equation (A.2), we obtain an equation for modes:
\[
y^2 \left( \frac{1 - y^2}{y^2} \partial_y \right) \left( \frac{1 - y^2}{y^2} \partial_y f_{\omega l J} \right) + \left( \omega^2 - \frac{l(l+2)}{y^2} - \frac{m^2}{y^2} \right) f_{\omega l J}(y) = 0.
\]
By requiring \(f_{\omega l J}\) to be smooth at the origin \(y = 1\), we find that the solution can be expressed in terms of Gauss hypergeometric functions \(\, _2F_1\) (forgetting the normalization for the moment) as
\[
f_{\omega l J} = (1 - y^2)^{1/2} y^{\Delta_+} \, _2F_1 \left( \frac{1}{2}(\Delta_+ + l - \omega), \frac{1}{2}(\Delta_+ + l + \omega), l + 2, 1 - y^2 \right),
\]
where $\Delta_+$ is the largest root of $\Delta(\Delta - 4) = m^2$,
\[
\Delta_+ = 2 \pm \nu, \quad \nu \equiv \sqrt{4 + m^2}.
\] (A.6)

The discussion regarding boundary behaviour, quantization and normalization of the solution depend on whether $\nu$ is integer or not.

**The case with $\nu \not\in \mathbb{Z}$**. We can use hypergeometric identities to recast (A.5) as\(^{17}\)
\[
f_{\omega l J} = C_+ \Phi^+_{\omega l J} + C_- \Phi^-_{\omega l J},
\] (A.7)
where
\[
\Phi^\pm_{\omega l J} = (1 - y^2)^{l/2} y^{\Delta_\pm} 2F_1 \left( \frac{1}{2}(\Delta_\pm + l - \omega), \frac{1}{2}(\Delta_\pm + l + \omega), \Delta_\pm - 1, y^2 \right),
\]
\[
C_+ = \frac{\Gamma(l + 2)\Gamma(-\nu)}{\Gamma \left( \frac{1}{2}(\Delta_- + l - \omega) \right) \Gamma \left( \frac{1}{2}(\Delta_- + l + \omega) \right)},
\]
\[
C_- = \frac{\Gamma(l + 2)\Gamma(\nu)}{\Gamma \left( \frac{1}{2}(\Delta_+ + l - \omega) \right) \Gamma \left( \frac{1}{2}(\Delta_+ + l + \omega) \right)},
\] (A.8)

Notice that $\Phi^\pm_{\omega l J}$ have the following boundary behaviour
\[
\Phi^\pm_{\omega l J} \sim y^{\Delta_\pm} + O(y^2), \quad y \to 0.
\] (A.9)

For $\nu > 1$ (i.e., $\Delta_- < 1$ and $\Delta_+ > 3$), $C_-$ must vanish since $\Phi^-_{\omega l J}$ is non-normalizable (its norm diverges at the boundary).\(^{18}\) This can happen only if one of the gamma functions at the denominator has zero or a negative integer as its argument. Remembering that we are interested in solution with positive energy, $\omega > 0$, we obtain the quantization condition
\[
\omega = \Delta_+ + l + 2n, \quad n = 0, 1, 2, \ldots
\] (A.10)

If we require $\omega$ to be real, we need $\Delta$ to be real. That is, the mass has to be bounded as
\[
m^2 \geq -4,
\] (A.11)

This is also known as the BF bound, originally discussed by Breitenlohner and Freedman \cite{22,23}. When the BF bound is saturated, $\Delta_- = \Delta_+ = 2$ ($\nu = 0$), and we will discuss this particular case below. One can check that these modes satisfy the BF requirements on conservation of energy and KG product.

For $\nu < 1$ (i.e., $1 < \Delta_- < 2$ and $2 < \Delta_+ < 3$) both $\Phi^\pm_{\omega l J}$ are normalizable. In this situation, Breitenlohner and Freedman have showed that conservation of energy and Klein-Gordon product force us to choose *either* modes, but not both. We can choose to quantize as (A.10) and keep only $\Phi^+_{\omega l J}$ or alternatively quantize as
\[
\omega = \Delta_- + l + 2n, \quad n = 0, 1, 2, \ldots
\] (A.12)

and keep $\Phi^-_{\omega l J}$.

\(^{17}\) (A.5) is $\Psi^{(1)}$ in the language of \cite{30} (see section 3.2 there), and (A.7) corresponds to eq. (36) there.

\(^{18}\) Using (A.3), it is indeed easy to check that normalizability requires a fall-off faster than $y$ at the boundary.
The case with $\nu = 0, 1, 2, \ldots$. In this case, we can recast modes (A.5) as a linear combination of $\Phi_{\omega lJ}$ and another function, $\tilde{\Phi}_{\omega lJ} (\neq \Phi_{\omega lJ}$ in (A.8)):

- For $\nu > 0$, $\tilde{\Phi}_{\omega lJ}$ blows up at the boundary, and thus one has to kill these modes by quantizing as (A.10). One is left with normalizable modes falling off as $y^{\Delta_+}$.

- For $\nu = 0$ (saturation of the BF bound (A.11)), $\tilde{\Phi}_{\omega lJ}$ contains logarithmic terms but is normalizable. However, there is only one possible way to quantize this case, since $\Delta_+ = \Delta_- = 2$, and this corresponds to killing log terms. This can be explicitly seen by setting $\Delta = 2, \nu = 0$ in (A.5) and then expanding it towards the boundary:

$$f_{\omega lJ} \sim \frac{H_{-n-1} + H_{n+l+1} + 2 \log(y)}{\Gamma(-n)\Gamma(n+l+2)} y^2, \quad y \to 0, \quad (A.13)$$

where $H_n = \sum_{k=1}^n \frac{1}{k}$ are harmonic numbers. Sub-leading terms have similar behaviour. Thus, by imposing the quantization $n = 0, 1, 2, \ldots$, one finds that the fraction simplifies to $-\frac{n!}{\Gamma(n+l+2)}$ and thus the log dependence drops out. The same happens in the sub-leading terms. The boundary behaviour is therefore a fall-off $\sim y^2$.

Summarizing, the generic mode expansion is

$$\phi = \sum_{n,l,J} (a_{nlJ} \psi_{nlJ} + b^*_{nlJ} \psi^*_{nlJ}), \quad (A.14)$$

with orthonormal modes

$$\psi_{nlJ} = N_{\Delta n} e^{-i\omega t} \mathcal{Y}_{lJ}(\Omega)(1 - y^2)^{l/2} y^{\Delta_+ - 2} F_1 \left(\frac{1}{2}(\Delta_+ + l - \omega), \frac{1}{2}(\Delta_+ + l + \omega), l + 2, 1 - y^2 \right), \quad (A.15)$$

where the quantization condition $\omega = \Delta_+ + 2n + l, n = 0, 1, \ldots$ depends on $\nu$ as discussed above. $N_{\Delta n}$ is the overall normalization constant determined by the orthonormality relation,

$$\langle \psi_{nlJ}, \psi_{n'l'J'} \rangle = \delta_{nn'} \delta_{ll'} \delta_{JJ'}, \quad (A.16)$$

and coefficients in (A.14) are fixed by initial data $\phi(t_i, y, \theta_1, \theta_2, \varphi)$ and $\partial_t \phi(t_i, y, \theta_1, \theta_2, \varphi)$ using the KG product.

Canonical quantization proceeds (A.14) as usual by promoting coefficients to creation and annihilation operators

$$\phi = \sum_{n,l,J} (a_{nlJ} \psi_{nlJ} + b^*_{nlJ} \psi^*_{nlJ}), \quad (A.17)$$

with canonical commutation relations

$$[a_{nlJ}, a^*_{n'l'J'}] = [b_{nlJ}, b^*_{n'l'J'}] = \delta_{nn'} \delta_{ll'} \delta_{JJ'}. \quad (A.18)$$

Given the momentum conjugate $\Pi_{\phi} = -g^{tt} \partial_t \phi^\dagger$, $\Pi_{\phi^\dagger} = -g^{tt} \partial_t \phi$, the free Hamiltonian density is

$$\mathcal{H} = -g_{tt} \Pi_{\phi} \Pi_{\phi^\dagger} + |\nabla \phi|^2 + m^2 |\phi|^2. \quad (A.19)$$
Using the orthonormality relation (A.16), the free Hamiltonian \( H = \int d^4 x \sqrt{-g} H \) is
\[
H = \sum_{nJ} \omega \left( a_{nlJ}^\dagger a_{nlJ} + b_{nlJ}^\dagger b_{nlJ} \right), \quad \omega = \Delta + 2n + l, \quad n, l = 0, 1, 2, \ldots ,
\]
where \( \Delta \) can be either \( \Delta_\pm \). The single and two-particle states of interest here are the ones with lowest energy \( n = l = J = 0 \),
\[
|\phi\rangle = b_0^\dagger |0\rangle, \quad |\phi\phi\rangle = \frac{1}{\sqrt{2}} b_0^\dagger b_0^\dagger |0\rangle, \quad b_0 \equiv b_{000},
\]
(A.21)
corresponding to the eigenfunction
\[
\psi_0(x) \equiv \psi_{000}(x) = N_{\Delta} e^{-it \Delta} y^{\Delta}, \quad N_{\Delta} = \sqrt{\frac{\Delta - 1}{2\pi^2}}.
\]
(A.22)

As expected in a free theory, \( H|\phi\rangle = \Delta|\phi\rangle \) and \( H|\phi\phi\rangle = 2\Delta|\phi\phi\rangle \).

Mutatis mutandis, the same quantization procedure applies in AdS\(_4\), obtaining
\[
\psi_0(x) = N_{\Delta} e^{-it \Delta} y^{\Delta}, \quad N_{\Delta} = \frac{1}{\pi^{3/4}} \sqrt{\frac{\Gamma(\Delta + 1)}{2\Delta \Gamma(\Delta - 1/2)}},
\]
(A.23)
as the lowest energy state of interest. In AdS\(_4\), \( \Delta \) can be either root of \( \Delta(\Delta - 3) = m^2 \), and thus the BF bound is \( m^2 \geq \frac{9}{4} \).
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