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Abstract—This review summarises the status of silent speech interface (SSI) research. SSIs rely on non-acoustic biosignals generated by the human body during speech production to enable communication whenever normal verbal communication is not possible or not desirable. In this review, we focus on the first case and present latest SSI research aimed at providing new alternative and augmentative communication methods for persons with severe speech disorders. SSIs can employ a variety of biosignals to enable silent communication, such as electrophysiological recordings of neural activity, electromyographic (EMG) recordings of vocal tract movements or the direct tracking of articulator movements using imaging techniques. Depending on the disorder, some sensing techniques may be better suited than others to capture speech-related information. For instance, EMG and imaging techniques are well suited for laryngectomised patients, whose vocal tract remains almost intact but are unable to speak after the removal of the vocal folds, but fail for severely paralysed individuals. From the biosignals, SSIs decode the intended message, using automatic speech recognition or speech synthesis algorithms. Despite considerable advances in recent years, most present-day SSIs have only been validated in laboratory settings for healthy users. Thus, as discussed in this paper, a number of challenges remain to be addressed in future research before SSIs can be promoted to real-world applications. If these issues can be addressed successfully, future SSIs will improve the lives of persons with severe speech impairments by restoring their communication capabilities.
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I. INTRODUCTION

SPEECH is the most convenient and natural form of human communication. Unfortunately, normal speech communication is not always possible. For example, persons who suffer from traumatic injuries, laryngeal cancer or neurodegenerative disorders may lose the ability to speak. The prevalence of this type of disability is significant, as evidenced by several studies. For instance, in [1], the authors conclude that approximately 0.4% of the European population have a speech impediment, while a survey conducted in 2011 [2] concluded that 0.5% of persons in Europe presented ‘difficulties’ with communication. The American Speech-Language-Hearing Association (ASHA) reports that nearly 40 million U.S. citizens have communication disorders, costing the U.S. approximately $154-186 billion annually [3]. The World Health Organization (WHO), in its World Report on Disability [4] derived from a survey conducted in 70 countries, concluded that 3.6% of the population had severe to extreme difficulty with participation in the community, a condition which includes communication impairment as a specific case.

Speech and language impairments have a profound impact on the lives of people who suffer them, leading them to struggle with daily communication routines. Besides, many service and health-care providers are not trained to interact with speech-disabled persons, and feel uncomfortable or ineffective in communicating with them, which aggravates the stigmatisation of this population [4]. As a result, people with speech impairments often develop feelings of personal isolation and social withdrawal, which can lead to clinical depression [5]–[11]. Furthermore, some of these persons also develop feelings of loss of identity after losing their voice [12]. Communication impairment can also have important economic consequences if they lead to occupational disability.

In the absence of clinical procedures for repairing the damage originating speech impediments, various methods can be used to restore communication. One such is assistive technology. The U.S. National Institute on Deafness and Other Communication Disorders (NIDCD) defines this as any device that helps a person with hearing loss or a voice, speech or language disorder to communicate [13]. For the specific case of communication disorders, devices used to supplement or replace speech are known as augmentative and alternative communication (AAC) devices. AAC devices are diverse and can range from simple paper and pencil resources to picture boards or text-to-speech (TTS) software. From an economic standpoint, the worldwide market for AAC devices is expected to grow at an annual rate of 8.0% during the next five years, from $225.8 million in 2019 to $307.7 million in 2025 [14]. AAC users include individuals with a variety of conditions, whether congenital (e.g., cerebral palsy, intellectual disability) or acquired (e.g., laryngectomy, neurodegenerative disease or traumatic brain injury) [15], [16].

In recent years, a promising new AAC approach has emerged: silent speech interfaces (SSIs) [17]–[19]. SSIs are assistive devices to restore oral communication by decoding speech from non-acoustic biosignals generated during speech production. A well-known form of silent speech communication is lip reading. A variety of sensing modalities have been investigated to capture speech-related biosignals, such as vocal tract imaging [20]–[22], electromagnetic articulography (magnetic tracing of the speech articulator movements) [23]–[27], surface electromyography (sEMG) [28]–[31], which captures electrical activity driving the facial muscles using surface electrodes, and electroencephalography (EEG) [32]–[34], which...
captures neural activity in anatomical regions of the brain involved in speech production. The latter approach, involving the use of brain activity recordings, is also known as a brain computer interface (BCI) [35]–[37]. Since SSIs enable speech communication without relying on the acoustic signal, they offer a fundamentally new means of restoring communication capabilities to persons with speech impairments. Apart from clinical uses, other potential applications of this technology include providing privacy, enabling telephone conversations to be held without being overheard by bystanders and enhancing normal spoken communication in noisy environments [17], [38]. These applications are possible because biosignals are largely insensitive to environmental noise and are independent of the acoustic speech signal (i.e., these biosignals can be captured even when no vocalisation is performed).

SSIs have attracted increasing attention in recent years, as evidenced by the special sessions organised on this topic at related conferences [39]–[41] and by special issues of journals [17], [42]. These events and publications supplement the existing literature in the related research field of BCIs [35], [36], [43]–[48]. In this review, we present an overview of recent advances in the rapidly evolving field of SSIs with special emphasis on a particular clinical application: communication restoration for speech-disabled individuals. The remainder of this paper is structured as follows. Section II first summarises the speech and voice disorders that may affect spoken human communication, describing their causes and effects, and examines methods currently used to supplement and/or restore communication. Section III then formally introduces SSIs and details the two main approaches employed in decoding speech from biosignals. The sensing modalities that have been proposed for capturing biosignals are described in Section IV, which also provides an overview of previous research studies in which these sensing technologies have been used. Section V discusses the current challenges of SSI technology and areas for future improvement. Finally, Section VI presents the main conclusions drawn from our analysis.

II. SPEECH AND LANGUAGE DISORDERS

Human vocal communication is an extremely complex process involving multiple organs, including the tongue, lips, jaw, vocal cords and lungs, and requires precise coordination between these organs to produce specific sounds conveying meaning (phones). Vocal communication, however, can become difficult or even impossible when these organs, the anatomical areas in the brain involved in speech production or the neural pathways by which the brain controls the muscles are damaged or altered.

Table I presents a summary of the main types of disorders affecting spoken communication, their major causes and symptoms. As we will discuss later in more detail, a SSI requires the acquisition of biosignals generated by the human body from which speech can be decoded. Depending on the specific disorder, some of the sensor technologies described in Section IV may be better suited than others to capture such biosignals. For instance, sensors aimed at capturing the electrical activity in the language-related areas of the brain or the electrical activity driving the facial muscles will be better suited for people with dysarthria, who have difficulties moving and coordinating the lips and tongue, than using sensors for articulator motion capture (e.g., video cameras). The information about the applicable sensor technologies for each disorder is also shown in Table I.

In the rest of this section, we provide an overview of the different types of speech, language and voice disorders, discuss their causes and describe methods and devices currently available to help speech-impaired people communicate, including previous investigations in which SSIs have been used to restore communication.

A. Aphasia

Aphasia is a disorder that affects the comprehension and formulation of language and is caused by damage to the areas of the brain involved in language [49]. People with aphasia have difficulties with understanding, speaking, reading or writing, but their intelligence is normally unaffected. For instance, aphasic patients struggle in retrieving the words they want to say, a condition known as anomia. The opposite mental process, i.e., the transformation of messages heard or read into an internal message, is also affected in aphasia. Aphasia affects not only spoken but also written communication (reading/writing) and visual language (e.g., sign languages) [49].

The major causes of aphasia are stroke, head injury, tumours or neurodegenerative disorders such as Alzheimer’s disease (AD) [50]. Among these causes, strokes alone account for most new cases of aphasia [51]. Elderly people are especially liable to develop aphasia because the risk of stroke increases with age [52]. Aphasia affects the sexes almost equally, although the incidence is slightly higher in women [53].

The recommended treatment for aphasia is speech-language therapy (SLT) [54]. This includes restorative therapy, aimed at improving or restoring impaired communication capabilities, and compensatory therapy, based on the use of alternative strategies (such as body language) or communication aids to compensate for lost communication capabilities. These communication aids range from simple communication boards, where the patient points at the word, letter or pictogram required, to speech-generating electronic devices known as voice-output communication aids (VOCAs) [55]. These devices, however, are limited by their slow communication rates and are inappropriate for deeply paralysed patients.

In recent years, SSIs based on brain biosignals have gained considerable attention as a promising and radically new approach to restore communication to aphasic patients. Thus, in [56] a pilot study was conducted in which five persons diagnosed with post-stroke aphasia used a visual speller system for communication. The system consisted of a 6 × 6 matrix shown on a screen containing the alphabet letters and the digits 0 to 9. The matrix columns and rows were flashed randomly and an intended target cell was selected if P300 evoked potentials [57] were generated after the corresponding row and column were flashed. All participants were able to use the system with up to 100% accuracy when spelling
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Acoustically, dysarthric speech sounds monotonous, slow and, more importantly, is significantly less intelligible than normal speech [63].

Dysarthria is caused by damage in the motor areas of the brain responsible for planning or programming the articulator movements [61]. For instance, apraxia of speech is characterised by difficulties in speech production. To speak, the brain needs to plan the sequence of muscle movements that will result in the desired speech signal and to coordinate these movements by sending messages through the nerves to the relevant muscles. Unfortunately, this process is impaired in some individuals. For instance, apraxia of speech is caused by damage in the motor areas of the brain responsible for planning or programming the articulator movements [61].

Unlike aphasia, language skills are not impaired in persons with apraxia, although it often coexists with aphasia and other speech and language disorders. Dysarthria, on the other hand, is a motor speech disorder characterised by poor control over the muscles due to central or peripheral nervous system abnormalities. This often results in muscle paralysis, weakness or incoordination [62]. Acoustically, dysarthric speech sounds monotonous, slow and, more importantly, is significantly less intelligible than normal speech [63].

Motor speech disorders account for a significant portion of the communication disorders in SLT practice. In fact, dysarthria is the most commonly acquired speech disorder, with an incidence of 170 cases per 100,000 population [64], [65]. Dysarthria occurs in about 25% of post-stroke patients and 33% of patients with traumatic brain injury [61]. The speech of patients with Parkinson’s disease (PD) is also affected by speech disorders, with about 60% of them developing dysarthria [61], [66]. This condition is also associated with other neurodegenerative disorders, such as amyotrophic lateral sclerosis (ALS), affecting more than 80% of these patients [67]. In the worst case, ALS patients with locked-in syndrome [68], a condition in which they are fully aware but suffer the complete paralysis of nearly all voluntary muscles, are practically unable to move or communicate. Apraxia is also common among patients with neurological conditions. [69] reported that one third of left hemisphere stroke patients have apraxia. This is also associated with dementia, occurring in about 35% of patients with mild AD, 50% of those with moderate AD and 98% of those who are severely affected [70].
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**Summary of main disorders affecting spoken communication, their causes, effects and applicable sensor technologies to capture biosignals generated during speech production for individuals with these disorders.**

| Disorder | Causes | Symptoms | Applicable sensor technologies |
|----------|--------|----------|-------------------------------|
| Aphasia  | Brain injury caused by: Stroke, Head trauma, Brain tumors, Infections, Neurodegenerative diseases | Difficulties with: Understanding language, Speaking, Reading, Writing | Brain activity sensors |
| Apraxia  | Brain injury | Difficulties with: Moving and coordinating the articulators, Speak more slowly, Unable to speak (severe cases) | Brain activity sensors |
| Dysarthria| Brain injury | Difficulty with lip & tongue movements Speech is: Slurred, mumbled or choppy, Hard to understand, Monotone, Very loud or quiet | Brain activity sensors, Muscle activity sensors |
| Laryngectomy | Laryngeal cancer, Severe neck injury | Voice loss | Brain activity sensors, Muscle activity sensors, Articulator motion capture |

Individuals with these speech disorders may need to use AAC aids to compensate for communication deficits. Nevertheless, AAC aids requiring physical control are not always a viable solution because these disorders often co-occur with a physical disability. This makes SSIs an attractive alternative to traditional AAC technology. Thus, recently, several studies have investigated the use of SSIs for persons with motor speech disorders. In [71], automatic speech recognition (ASR) from electromyography (EMG) signals was investigated for dysarthric speakers. Parallel data with audio and EMG signals were recorded for dysarthric speakers while individual words were uttered. Then, ASR systems (see Section III-A for an overview of this SSI approach) were independently trained for each modality. Experimental results show that speaker-independent ASR systems perform this task very poorly, whereas speaker-dependent acoustic models tailored to each subject yield the best scores, obtaining average word recognition accuracy of 95% for audio-only, 85% for EMG data, and 96% for the combined modalities. One limitation of speaker-dependent ASR systems is that they require large amounts of data for training, which is not normally available in practice. To address this issue, [72] investigated articulatory
normalisation, seeking to reduce the degree of variation in articulatory patterns across different speakers as a prior step to training speaker-independent ASR models. This technique was found to be highly effective, especially when acoustic and articulatory data were combined for speech recognition. To sum up, studies have demonstrated the viability of performing silent speech recognition on articulatory data captured from dysarthric speakers.

C. Voice disorders

The vocal folds, or vocal cords, are two folds of tissue inside the larynx that play a major role in speech production. The rhythmic vibration of the vocal folds produced by airflow from the lungs is what creates the sound source (voice) in speech. This sound source is later shaped by the mouth and the nasal cavity to create the different phones in a language.

Voice disorders are experienced when there is a disturbance in the vocal folds or any other organ involved in voice production, due to excessive or improper use of the voice, from trauma to the larynx or from neurological conditions such as PD [73]. Perceptually, voice disorders are characterised by a hoarse voice (dysphonia) with altered pitch, loudness or vocal quality. In severe cases, e.g., patients who have their entire larynx removed to treat throat cancer (laryngectomy), voice disorders can even provoke the complete loss of voice [74], [75]. The reason for this is that the windpipe (trachea) is no longer connected to the mouth and nose after the laryngectomy, and so these patients can no longer produce the required sound to speak. Given the relatively high incidence of laryngeal cancer (it accounts for 3% of all cancers [76] with around 60% of laryngectomised patients surviving five years or more [77]) and its devastating consequences, we focus on this disorder in the rest of the section.

Currently, there are three main options for speaking after a total laryngectomy: oesophageal speech, voice prosthesis and the electrolarynx [78]. These three methods, however, are not without limitations [79]. In general, substitute voices generated by these methods are not agreeable, cannot be adequately modulated in terms of pitch and volume and are difficult to understand [80], [81]. Moreover, women often dislike their new voice, finding it masculine and disturbing, due to the hoarse, deep nature of the sounds produced [82]. Furthermore, tracheoesophageal speech requires frequent valve replacement (every 3–4 months) as the valve may fail after becoming colonised by biofilm [83]. Oesophageal speech, on the other hand, is a skill that is difficult to master, requiring intensive, prolonged SLT and only about a third of the patients are able to master it [84]. Finally, the voice generated by an electrolarynx sounds robotic and requires the patient to hold an external device, pressing it against the neck [24]. The drawbacks associated with each of these techniques negatively affect the patient’s quality of life in terms of imperfect voice acceptance, restricted communication and limited social interaction [82], [85].

In contrast, SSI-based speech restoration promises to overcome many of the above issues. Thus, the possibility of recognising speech from speech-related biosignals has been demonstrated for a variety of sensing techniques, such as sEMG [28], [30], [79], [86]–[88], electromagnetic articulography (EMA) [89], [90], permanent magnetic articulography (PMA) [24], [26], [91]–[93], and imaging technologies based on video and ultrasound [20], [94], [95]. Furthermore, direct speech generation from the captured biosignals (see Section III-B) is another possibility, having this approach the potential to restore the person’s own voice, if enough recordings of the pre-laryngectomy voice are available for training [96]. This second approach has been also validated for various modalities, including sEMG [31], [97]–[100], PMA [25], [96], [101]–[103], video-and-ultrasound [104]–[106] and Doppler signals [107]. To sum up, the foundations have been laid for a future SSI-based device for post-laryngectomy speech rehabilitation. However, with some notable exceptions [79], [108], the above proposals have been validated only for healthy users. In Section V, we discuss these and other challenges that need to be addressed in the near future.

III. SILENT SPEECH INTERFACES

As briefly introduced above, SSIs are a new type of assistive technology for restoring oral communication. These devices exploit the fact that, in addition to the acoustic signal, other biosignals are generated during speech production, by different organs. These biosignals are the product of chemical, electrical, physical and biological processes that take place during speech production. As illustrated in Fig. 1, these processes include neural activity in the anatomical regions of the brain involved in speech planning and articulator motor control, activity in the peripheral nervous system providing motor control to the articulator muscles, articulatory gestures such as mouth opening or tongue movements, the vibration of the vocal folds (phonation) and pulmonary activity of the lungs during breathing. Depending on the specific disorder affecting the person, some of these processes might be disrupted whereas others will continue as usual. Consequently, the biosignals stemming from the unimpaired processes can be captured by sensing technologies, as detailed in Section IV.

As shown in Fig. 1, regardless of the type of biosignal considered, two SSI approaches may be used to decode speech from this source [18], [101]: silent speech-to-text and direct speech synthesis. In the first approach, speech recognition algorithms [109]–[111] trained on silent speech data are used to decode speech from the feature vectors extracted from the biosignals. TTS software [112], [113] can then be used to synthesise speech from the decoded text if required. In the second approach, audible speech is directly generated from the biosignal features without an intermediate recognition step. Most commonly, deep neural networks (DNNs) [114], [115] trained on time-aligned speech and biosignal recordings (i.e., parallel data) are used to model the mapping between the biosignals and the acoustic speech parameters. In the following sections, these two SSI approaches are described in greater detail.

A. Silent speech to text

The goal of this SSI approach is to convert speech-related biosignals into text (i.e., into a sequence of written words
$w = (w_1, \ldots, w_K)$. Normally, as illustrated in Fig. 1, ASR is not performed on the raw biosignals directly; instead, a more compact and parsimonious representation known as feature vectors is used. Thus, the raw biosignals are first pre-processed and converted into a sequence of feature vectors $X = (x_1^T, \ldots, x_T^T)^T$, where $x_t$ represents the $t$-th feature vector of dimension $D_x$ (i.e., column vector), and $T$ is the number of frames into which the input biosignal is divided. The computation of $X$ depends on the type of biosignal. For instance, Mel-frequency cepstral coefficients (MFCCs) have been widely used for standard audio-based ASR, but other feature types need to be extracted for different biosignals, such as image-specific features for lipreading [116] or 3D coordinates of the speech articulators for EMA and PMA systems [89], [91]. More details about specific biosignal features are given in Section IV.

To determine the most likely sequence of words $\hat{w}$ from $X$, the following optimisation problem must be solved

$$\hat{w} = \text{arg max}_w p(w | X) \propto \text{arg max}_w p(w)p(X | w),$$  

where $p(w)$ defines the probability of each word sequence and is provided by a language model that is independent of the type of biosignal used, while the likelihood $p(X | w)$ is computed using acoustic and pronunciation lexicon models. Of these, only the acoustic model depends on the specific biosignal, whereas the lexicon and language models are biosignal agnostic. In the following, we describe in more detail the problem of acoustic modelling for silent-speech ASR. We refer the interested reader to [109]–[111] for an introduction to ASR technology.

The term $p(X | w)$ in (1) is what is known as the acoustic model in the ASR literature. It provides the likelihood of observing the sequence of feature vectors $X$ under the assumption of the word sequence $w$. In state-of-the-art ASR systems, each word $w$ is decomposed into a sequence of smaller subword units, such as phones or triphones, in order to reduce the data requirements when estimating the probabilities for systems with thousands of words. It also enables multiple pronunciations for each word. For this purpose, a dictionary is constructed with the phonetic transcription of each word supported by the system. Acoustic modelling, thus, is performed to estimate the probabilities of the observations for each subword unit. Typically, each subword unit is modelled with a hidden Markov model (HMM) [109] containing a fixed number of hidden states (e.g., 3 or 5 states), with each state corresponding to a stationary segment of the unit. Traditionally, each state emission distribution is modelled with a Gaussian mixture model (GMM) [117], although DNNs were recently shown to achieve state-of-the-art performance in this task [118].

Under the above assumptions, the computation of $p(X | w)$ in (1) is carried out by marginalising over all HMM state sequences corresponding to $w$ as follows,

$$p(X | w) = \sum_Q p(X | Q) p(Q | w),$$  

where $Q = (q_1, \ldots, q_T)$ is an HMM state sequence, $p(X | Q) \approx \prod_{t=1}^T p(x_t | q_t)$ and $p(Q | w) \approx \prod_{t=1}^T p(q_t | q_{t-1})$, assuming that the state sequence is a first-order Markov process (dependence on $w$ has been excluded, for convenience).

Basically, biosignal-based ASR can be undertaken by replacing the front-end signal processing with techniques tailored to each specific biosignal, while the back-end acoustic modelling remains unchanged. This approach has been taken in several works, such as continuous phone-based HMM recognition using sEMG signals [119] and isolated word recognition using image features for lipreading [116]. However, subword units in silent ASR tend to be harder to differentiate from other units than in audio-based ASR. For instance, in visual speech recognition, phones with a similar visual appearance but different acoustic characteristics are hard to distinguish by their visual characteristics alone. To address this issue, phones with similar articulatory properties are grouped to increase system robustness. For instance, phones with a similar visual appearance are grouped into viseme units, or...
by considering articulatory gestures \[120\]. The main problem with this approach is the ambiguity that may be caused by visemes, which has to be resolved by language models. For EMG-based speech recognition, a data-driven approach called bundle phonetic features was proposed in \[28\]. In general, biosignal-based speech recognition has been addressed via syllables \[121\] and by using both context-dependent and context-independent phones \[33\], \[122\].

In addition, researchers have considered multimodal ASR, where multiple sources of information (e.g., brain signals, EMG onset, sound and muscle contraction) are combined to improve the recognition of spontaneous speech and increase robustness to noise \[123\]. However, these sources are not synchronous \[124\] due to the multi-step nature of speech motor control and the complex relation between articulatory gestures and speech sounds \[125\]. Research is ongoing to resolve this issue.

Finally, the most likely word sequence \( \hat{w} \) given the sequence of feature vectors \( X \) is determined by searching all possible state sequences. An efficient way to solve this problem is to use the Viterbi algorithm \[126\], though several more efficient alternatives have been proposed, in which the breadth-first search of the Viterbi algorithm is replaced by a depth-first search \[127\].

\[ \text{B. Direct speech synthesis} \]

Direct synthesis techniques are used to model the relationship between speech-related biosignals and the acoustic speech waveform. In its most common form, this relationship is conveniently represented as a mapping \( f : \mathcal{X} \rightarrow \mathcal{Y} \) between the space \( \mathcal{X} \in \mathbb{R}^{D_x} \) of feature vectors extracted from the biosignals and the space \( \mathcal{Y} \in \mathbb{R}^{D_y} \) of acoustic feature vectors as follows:

\[
y_t = f(x_t) + \epsilon_t, \tag{3}
\]

where \( x_t \) and \( y_t \) are, respectively, the source and target feature vectors at time \( t \) computed from the silent speech and acoustic signals (more details about the source vectors is provided in Section IV), and \( \epsilon_t \) is a zero-mean independent and identically distributed (i.i.d.) error term.

Modelling the mapping function \( f(\cdot) \) in (3) presents some challenging problems. This function is known to be non-linear \[128\], \[129\]. Moreover, for some types of biosignals, this mapping is non-unique \[129\]–\[131\], that is, the same acoustic features may be associated with multiple realisations of the biosignal. For instance, ventriloquists are able to produce almost the same acoustics with multiple vocal tract configurations. Another reason for this non-uniqueness is that the sensing techniques frequently have a limited spatial or temporal resolution and, as a result, the speech production process is not properly captured and some information is lost.

Direct synthesis techniques can be classified as model-based or data-driven. With model-based techniques, it is assumed that the mapping in (3) can be described analytically using a closed-form mathematical expression. In general, however, this assumption only holds for certain articulator motion capture techniques, as those described in Section IV-C. For these techniques, the mapping can be seen as a two-stage process: (i) vocal tract shape estimation and (ii) speech synthesis. Firstly, a low-dimensional representation of the vocal tract shape is derived from the captured articulatory data. For instance, in \[132\]–\[134\], the control parameters of Maeda’s articulatory model \[135\] were derived from the 3D positions of the lips, incisors, tongue and velum captured with EMA (see Section IV-C1 for an in-depth description of EMA). Secondly, model-based techniques generate the corresponding speech signal by simulating the airflow through the vocal tract model, a technique known as articulatory speech synthesis \[112\], \[136\], \[137\]. Commonly, a digital filter representing the vocal tract transfer function is computed and, following the source-filter model of speech production \[136\], \[138\], \[139\], the acoustic waveform is finally synthesised by convolving the vocal-tract filter impulse response with the glottal excitation signal, which is normally approximated as white Gaussian noise for unvoiced sounds or an impulse train for voiced sounds. More advanced articulatory synthesis techniques have also been proposed, using realistic 3D vocal tract geometries in conjunction with numerical acoustic modelling techniques, such as the finite element method (FEM) \[140\]–\[143\] or the digital waveguide mesh (DWM) \[144\]–\[147\].

Although articulatory synthesis is the most natural and obvious way to synthesise speech, physical simulation of the human vocal tract presents some challenging problems. Firstly, the vocal tract model must be as accurate as possible in order to generate high-quality speech acoustics. On the other hand, the model should be simple enough to be implemented on a digital computer and have reasonable computational requirements. Unfortunately, these two conditions are often in conflict. For instance, although they are capable of generating high-quality speech, the computational load of the above-mentioned 3D FEM models of the vocal tract is prohibitive. Thus, computational times of 70-80 hours are reported in \[142\], in which vowels of 20 ms were synthesised with the 3D FEM model, while in a more recent work \[143\] the same authors report an average time of six hours when simulating diphthongs with a duration of 0.2 s (with different computer specifications).

Because of these issues, the most successful direct speech synthesis techniques achieved so far in terms of speech quality are data-driven, in which the mapping in (3) is described as a multivariate regression problem. This mapping is usually modelled as a parametric function \( f(x; \theta) \), where \( \theta \) are the function parameters. In the training stage, the parameters are estimated using a dataset with pairs of source and target vectors \( D = \{ (x_1, y_1), \ldots, (x_N, y_N) \} \) derived from time-synchronous recordings of speech and biosignals obtained while the subject’s voice is still intact or, at least, not severely impaired. In this case, the target vectors represent a compact acoustic parametrisation of the acoustic signal, such as MFCCs \[148\] or line spectral pairs (LSPs) \[149\]. Once the \( \theta \) parameters have been estimated, the mapping function is deployed to restore the subject’s voice by predicting the acoustic feature

\[ \text{1Maeda’s model is a 2D geometrical model of the vocal tract shape described using seven mid-sagittal control parameters: jaw opening, tongue dorsum position, tongue dorsum shape, tongue apex position, lip opening, lip protrusion and larynx height.} \]
vectors from the biosignal. The final acoustic signal is then synthesised from the sequence of predicted acoustic feature vectors, using a high-quality vocoder (e.g., STRAIGHT [150], WORLD [151] or neural vocoders [152], [153]).

Various supervised machine learning techniques have been investigated to model the mapping function in (3). Non-parametric machine learning techniques [154, Ch. 18, p. 737] such as shared Gaussian process dynamic models [155], support vector regression [156] and a concatenative unit-selection approach [31], [98], [157], have all been applied to this task, but by far the most successful techniques are those based on parametric methods. One such method is that of Gaussian mixture regression, where the joint probability function of source and target vectors is modelled by a GMM, as follows:

\[
p(z) = \sum_{k=1}^{K} \pi_k \mathcal{N}(z; \mu_k, \Sigma_k),
\]

where \( z = (x^T, y^T)^T \) denotes the concatenation of the source and target feature vectors, \( k = 1, \ldots, K \) is the mixture component index, \( \pi_k = P(k) \) denotes the prior probability of the \( k \)-th component, and \( \mathcal{N}(\cdot) \) is a Gaussian distribution with mean vector \( \mu_k \) and covariance matrix \( \Sigma_k \). In the training stage, the expectation-maximisation (EM) algorithm [158] is used to optimise the GMM parameters.

In the conversion stage, the acoustic features are predicted from the source features by computing the mean of the posterior distribution \( p(y|x) \). This value can be computed analytically as a linear combination of the posterior mean vectors of each Gaussian component, as described in [25], [159]. This mapping algorithm has been used extensively for direct synthesis with different sensing technologies, such as PMA [25], [101], EMA [160], EMG [31], [97], [161] and non-audible murmur (NAM) [162]–[164]. Unfortunately, this algorithm presents the well-known issue that the trajectories of the estimated speech parameters contain perceptible discontinuities due to the frame-by-frame conversion process [159]. To overcome this shortcoming [159], [165] proposed a trajectory-based conversion algorithm taking into account the statistics of the static and dynamic speech feature vectors. In particular, the joint distribution \( p(x, y, \Delta y) \) is modelled using a GMM, where \( \Delta y_t = y_t - y_{t-1} \) are the dynamic speech features (delta features) at frame \( t \). In the conversion stage, the most likely sequence of static speech feature vectors is determined by solving the following optimisation problem:

\[
\hat{Y} = \arg \max_Y p(WY|X),
\]

where \( X = (x_1^T, x_2^T, \ldots, x_T^T) \) is the \( (D_xT) \)-dimensional sequence of source feature vectors, \( Y = (y_1^T, y_2^T, \ldots, y_T^T) \) is the \( (D_yT) \)-dimensional sequence of static speech feature vectors to be determined, and \( W \) is a \( (2D_yT) \)-by-\( (D_xT) \) matrix representing the relationship between static and dynamic feature vectors such as \( \hat{Y} = WY \), where \( \hat{Y} = (y_1, \Delta y_1^T, y_2, \Delta y_2^T, \ldots, y_T, \Delta y_T^T) \) is the \( (2D_yT) \)-dimensional sequence of static and dynamic speech feature vectors. To solve the optimisation problem in (5), an iterative EM-based algorithm was proposed in [159]. This algorithm, known as the maximum-likelihood parameter generation (MLPG) algorithm, produces better acoustics than the conventional GMM mapping described above because speech dynamics are also taken into account.

Apart from GMMs, HMMs have also been used for articulatory-to-acoustic conversion in the context of a multimodal SSI, comprising video and ultrasound, with very promising results [104]–[106]. Another popular modelling technique is that of DNNs [114], [115]. Several works have reported evidence that DNNs outperform mapping approaches like GMMs and HMMs in terms of conversion quality for EMG [31], [99], [166], PMA [101], [102], and in the related field of statistical voice conversion [167]–[169], thanks to their powerful discriminative capabilities. For direct speech synthesis, various neural network architectures have been investigated, including feed-forward neural networks [27], [99], [101], convolutional neural networks (CNNs) [170]–[172] and (one of the most successful approaches) recurrent neural networks (RNNs) [102], [103], [172], [173]. In [101] a comparison of different RNN models for PMA-to-acoustic mapping was presented.

C. Comparison of the two SSI approaches

Each SSI approach has its advantages and disadvantages. Silent speech-to-text has the advantage that speech might be more accurately predicted from the biosignals, thanks to the language and pronunciation lexicon models used in ASR systems. These models impose strong constraints during speech decoding and may help recover some speech features, such as voicing or manner of articulation, which are not well captured by current sensing techniques [20], [29], [102], [174]. However, the use of these models also means that this approach is unable to recognise words that were not considered during training, such as words in a foreign language. The direct speech synthesis approach, in contrast, is not limited to a specific vocabulary and is language-independent. A second limitation of the silent speech-to-text approach is that the paralinguistic features of speech (e.g., speaker identity or mood), which are important for human communication, are lost after ASR, but could be recovered by direct synthesis techniques. Yet another problem of silent speech-to-text is that, in practice, it is difficult to record enough silent speech data to train a large vocabulary ASR system2, while direct synthesis systems require less training material (usually just a few hours of training data) because modelling the biosignal-to-speech mapping is arguably easier than training a full-fledged speech recogniser.

Nevertheless, the greatest disadvantage of the silent speech-to-text approach may be that it produces a disconnection between speech production and the corresponding auditory feedback, due to the long delay introduced by the ASR and TTS systems. In consequence, this approach lacks the real-time capabilities (i.e., low latency) that a SSI system for natural human speech communication would require. In this regard, previous studies have estimated the maximum latency

2State-of-the-art DNN-based ASR systems require hundreds of hours of carefully annotated speech data for training [118], [175], [176].
acceptable for an ideal SSI system. In oral communication, 100 to 300 ms of propagation delay causes slight hesitation on a partner’s response and beyond 300 ms causes users to begin to back off to avoid interruption [177]. Studies of delayed auditory feedback, in which subjects receive delayed feedback of their voice, found disruptive effects on speech production with feedback delays starting at 50 ms, while delays of 200 ms produced maximal disruption [178]–[180]. Altogether, these results suggest an ideal latency of 50 ms for a SSI, though latency values of up to 100 ms may still be acceptable. These low values can only be achieved through direct speech synthesis. In this sense, real-time SSI systems have been developed for sEMG [181], [182], PMA [183] and EMA [27]. There is also the possibility that real-time auditory feedback might enable the brain to assimilate the SSI as if it were the person’s own voice, thus enabling the user to adapt her/his own speaking patterns to produce better acoustics. In this regard, previous BCI studies [36], [45], [184] have provided evidence of brain plasticity, enabling the gradual assimilation of assistive devices by the areas in the brain associated with motor control.

IV. Sensing techniques

As illustrated in Fig. 1, the first step of any SSI involves the acquisition of some kind of biosignal, different from the acoustic wave. These biosignals are the result of different activities (or processes) taking place in the human body during speech production, which can range from the movements of the articulators to neural activity in the brain. Thus, the production of the speech signal requires the movement of the different speech articulators (lips, tongue, palate, etc.) to shape the vocal tract, as well as the glottis and lungs. Muscles are responsible for these movements while the brain ultimately initiates, controls and coordinates them.

To monitor the speech production process, sensing techniques are used to acquire different types of biosignals related to this process. These biosignals can be recorded at the origin of the speech production, via sensing techniques for brain activity, or at the destination, by monitoring the resulting muscle activity. Alternatively, we can focus on the effects of muscle and brain activity and simply measure the movements of the articulators. In this section, we describe the sensor technology currently available and review previous SSI research on each of the approaches proposed.

A. Brain activity

Obtaining biosignals at the origin of speech production has the advantage that a wider range of speech disorders and pathologies can thus be addressed. Brain activity sensing techniques can potentially assist not only persons with voice disorders but also those with dysarthria or apraxia, or even some cases of aphasia. On the other hand, the internal processes of the brain that are involved in speech production are imperfectly understood, and recording brain activity at a high spatiotemporal resolution is still problematic, at best.

1) Neuroanatomy of speech production: The neuroanatomy of language production and comprehension has been a topic of intense investigation for more than 130 years [185]. Historically, the brain’s left superior temporal gyrus (STG) has been identified as an important area for these cognitive processes. Studies have shown that patients with lesions to this brain area present deficits in language production and comprehension [186], and that a complex cortical network extending through multiple areas of the brain is involved in these processes [187]

This cortical network has recently been modelled by a dual-stream model consisting of a ventral and a dorsal stream [185]. The ventral stream, which involves structures in the superior (i.e., STG) and middle portions of the temporal lobe, is related to speech processing for comprehension, while the dorsal stream maps acoustic speech signals to the frontal lobe articulatory networks, which are responsible for speech production. This dorsal stream is strongly left-hemisphere dominant and involves structures in the posterior dorsal and the posterior frontal lobe, including Broca’s area, or inferior frontal gyrus (IFG), which is critically involved in speech production [188].

In the posterior frontal lobe, the cortical control of articulation is mediated by the ventral half of the lateral sensorimotor cortex or ventral sensorimotor cortex (vSMC) [189]. This structure presents neural projections to the motor cortex of the face and the vocal tract and, by electrical stimulation, generates a somatotopic organisation of the face and mouth [190]. However, focal stimulation of vSMC does not evoke speech sounds, presumably because the production of phonemes and syllables requires multiple articulator representations across the vSMC network coordinated in a certain motor pattern [190]. This is consistent with an established neurocomputational model of speech motor control [125], in which intended speech sounds are represented in terms of speech formant frequency trajectories. Projections from vSMC to the primary motor cortex would transform the intended formant frequencies into motor commands to the speech articulators. This would be carried out in the same way as the desired three-dimensional spatial positioning of a fingertip is transformed into the angles of the corresponding articulation (shoulder, elbow, wrist, etc.) [32].

2) Brain activity sensors: A range of sensors have been developed to capture neural activity during cognitive tasks. As shown in Table II, these sensors essentially follow two main approaches to measure brain activity. In the first, the sensors measure the haemodynamic response (i.e., changes in blood oxygenation due to neuron activation) at certain locations of the brain. In the second, the sensors measure the electrodynamics in the brain, that is, the electrical currents and fields caused by activations during cognitive tasks.

Neuron activation requires the ions to be actively transferred across the neuronal cell membranes. The energy needed for this task is obtained through oxygen metabolism, which increases substantially during functional activation. By means of blood perfusion through the capillaries, oxygen is sent to the active neurons while the decrease in tissue oxygenation is counteracted by neurovascular coupling [191], a mechanism that regulates blood flow. This sequence of events produces
changes in blood oxygenation, which are reflected in the balance of oxygenated (oxyHb) and deoxygenated (deoxyHb) haemoglobin, which is known as the haemodynamic response (HDR). Various approaches can be employed to measure HDR. For instance, oxyHb and deoxyHb haemoglobin have different magnetic properties that can be detected non-invasively by means of magnetic resonance imaging (MRI). Doing so provides a three-dimensional high spatial resolution volume over the entire brain, which makes the functional MRI (fMRI) the de-facto standard in neuroimaging [192]. However, fMRI requires expensive and heavy equipment, which prevent this technique for being used as a wearable AAC device. Functional near-infrared spectroscopy (fNIRS) is another non-invasive, moderately-portable technique that detects changes in HDR, exploiting the fact that differences in absorbptivity between oxyHb and deoxyHb and the transparency of biological tissue can be detected by means of infrared light emissions in the 700–1000 nm range [193]. However, due to the limited penetration of infrared light into cerebral tissue, fNIRS imaging has a depth sensitivity of only about 0.75 mm below the brain surface [193].

Methods based on the haemodynamic response are non-invasive and provide an excellent spatial resolution. Their main weakness is the temporal resolution, inherent to the neurovascular coupling, which is coarse and lagged. Thus, after the triggering event, the response lags for at least 1-2 s, peaks for 4-8 s and then decays for several seconds until homeostasis is restored [193]. However, through trial repetition in which HDR responses are combined, the temporal resolution can be improved to 1-2 s. In consequence, very few studies have considered their possible use for speech recognition and have achieved very limited success [18].

Neuronal activity also provokes electric currents that can be measured in the extracellular medium. The synaptic transmembrane current, in the form of a spike, is the major contributor to this extracellular signal, although other sources can substantially shape it [194]. The superimposition of these currents within a volume of brain tissue generates electrical potentials and fields that can be recorded by electrodes. Such recordings have a time resolution of less than a millisecond, can be modelled reliably and are well understood [195]. When these potentials are recorded using non-invasive electrodes from the scalp they are known as EEG; or as electrocorticography (ECoG) when they are recorded from the cerebral cortex using invasive subdural grid electrodes [196]; or as local field potentials (LFPs) when the measurement is obtained at deeper locations by inserting electrodes or probes [194]. Alternatively, currents generated by the neurons can be measured non-invasively outside the skull as ultra-weak magnetic fields. This technique, known as magnetoencephalography (MEG), provides a relatively high spatiotemporal resolution (~1 ms, and 2–3 mm), as magnetic signals are much less dependent on the conductivity of the extracellular space than EEG [197]. Unfortunately, MEG requires expensive superconducting quantum interference devices operating in appropriate magnetically shielded rooms. Thus, MEG has been mostly used in neuroimaging and studies, although recently some attempts have been done in using this technique for silent speech recognition [198].

As a non-invasive technique, EEG is the longest-standing and most widely used method for neural activity research [199]. However, signals at EEG electrodes are severely spatiotemporally smoothed and show little discernible relationship with the firing patterns of the contributing neurons. This is due to the large number of neurons involved in the recording and to the distorting and low-pass filter properties of the soft and hard tissues that the signal must penetrate before reaching the electrodes. Myoelectrical and environmental artefacts, as well as the subject’s own movements, also distort the EEG signal. For these reasons, EEG is mainly used for AAC, which relies on time-locked averages or broad features of the neural firing signals, such as the P300 event-related potential, steady-state evoked or slow cortical potentials, and sensorimotor rhythms [48].

Invasive techniques, such as ECoG and LFPs, despite the evident risks they pose, seem a more promising alternative for chronic implantation as the basis of a neural speech prosthesis [196]. One such device is a probe designed at the University of Michigan [200], which is constructed on a silicon wafer using a photolithography process to pattern the interconnects and recording sites. This method allows electrode-tip diameters as small as 2 µm to be created, and facilitates controlled interelectrode spacing of 10 to 20 µm or greater. In addition, a semiflexible ribbon cable allows the probes to be suspended in the brain after they are inserted through the open dura. A different approach is taken with the probe array designed at the University of Utah [201], which is fabricated from a solid block of silicon. Photolithography and thermomigration are used to define the recording sites and a micromachining process is then applied to remove all but a thin layer of silicon. During this process, eleven 1.5 mm-deep cuts are made along one axis; the wafer is then rotated through 90 degrees, and another eleven cuts are made. This results in a 10 × 10 array of needles with lengths ranging from 1.0 to 1.5 mm on a 4 × 4 mm square, which allows a large number of recordings to be obtained in a compact volume of the cortex.
Another limitation of invasive techniques is that, as the electrode is inserted, some neurons are ripped while others are sliced. Moreover, blood vessels are damaged, provoking microhaemorrhages, initiating a signalling cascade and giving rise to the formation of a tight cellular sheath around the electrode after 6 to 12 weeks [202]. This sheath eventually increases the impedance of the electrode, as the amount of exposed surface is compromised, preventing it from registering electrical activity. Despite this problem, some LFP sensors, designed for longevity and signal stability, have been implanted successfully. One such is the neurotrophic electrode tested in [203]. This electrode uses a glass tip with a diameter of 50 to 100 microns which induces neurites to grow through it (three or four months after implantation). A disadvantage of this method is the fact that the number of wires in the probe is severely limited (to a maximum of four). On the other hand, the recordings last for the lifetime of the implant.

3) SSIs based on brain activity signals: BCI have been used for more than two decades to restore communication in severely paralysed individuals. Typical applications consist of a display presenting keyboard letters or pictograms that the user selects by forcing changes in their own electrophysiological activity. EEGs, in their multiple variants (slow cortical potentials, P300 signal, sensorimotor rhythms, etc.) are commonly used to this end [35], [36], [44], [48]. Unfortunately, these systems are very slow (one word or fewer per minute) and cognitively demanding, making conversational speech impractical. They are also difficult to master and require accurate sight. Conversely, SSIs present a more practical and natural means of restoring speech communication abilities. Although much remains to be done, recent brain-sensing devices are paving the way for the introduction of these interfaces.

Despite the low spatial resolution of EEG, some attempts have been made to synthesise speech from these signals. Thus, in [204], continuous modulation of the sensorimotor rhythm is decoded into two-dimensional feature vectors with the first two formant frequencies, enabling real-time speech synthesis and feedback to the user. However, this approach relies on the activation of large areas of the cortex by imaging the movements of several limbs, and not by evoking speech production. In particular, participants in this study were instructed to imagining moving their right/left hand and feet when presented with vowel stimuli. In another study [205], speech synthesis from EEG signals recorded in parallel while the participants either read aloud sentences or listen to pre-recorded utterances were investigated, achieving similar results in both conditions. Alternatively, the silent speech-to-text approach has also been investigated to decode speech from EEG signals, but has encountered the same limitations of low spatial resolution. The first attempts in this field were made by [206], who proposed a word recogniser with a small vocabulary. Later attempts focused on phoneme [207] and syllable [208] recognition but with a very limited dataset (3 phonemes and 6 syllables, respectively).

In recent years, significant advances have been achieved, following the use of invasive recording devices with better spatiotemporal resolution. In [209], an HMM classifier was used to model the mapping between continuous spoken phones and their ECoG representation. Following a similar approach, a ‘brain-to-text’ system was presented in [33] to decode speech from ECoG signals, which was able to achieve word and phone error rates below 25% and 50%, respectively. More recently, in [210], seq2seq models were used to decode speech from ECoG signals, achieving WERs as low as 3%. In [47], a pilot study showed that ECoG recordings from temporal areas can be used to synthesise speech in real time. Data were collected from a patient fitted with bilateral temporal depth electrodes and three subdural strips placed on the cortex of the left temporal lobe while sentences were read aloud. Broadband gamma activity feature vectors extracted from the ECoG signals were mapped onto a log-power spectra representation of the speech signal. A simple sparse linear model was used to model this mapping. Although experimental results showed that the synthesised waveforms were unintelligible, broad aspects of the spectrogram were reconstructed and a promising correlation between the true and reconstructed speech feature vectors was observed.

In [32], a wireless BCI for real-time speech synthesis was proposed and tested for vowel production. A permanent neurotrophic electrode [203] was implanted in a peak activity region (revealed after a pre-surgery fMRI scan) on the precentral gyrus of a 26-year-old male volunteer who suffered from locked-in syndrome. To avoid wires passing through the skin and to minimise the risk of infection, LFP signals were wirelessly transmitted across the scalp. These were later amplified and converted into frequency modulated radio signals. To decode speech, neural signals were processed by a Kalman filter to drive the first and second formant frequencies of a formant-based speech synthesiser (all other parameters were fixed) [32]. The whole decoding process was performed within 50 ms, enabling effective auditory feedback and accelerating the patient’s learning process.

More recently, in [34], a direct speech synthesis system based on ECoG was proposed. ECoG recordings were obtained by a high-density, 16 × 16 subdural electrode array placed over the left lateral surface of the brain. Although the grid placement was decided on purely clinical considerations (treatment for epilepsy), the study focused on five patients for whom the sensors covered brain areas involved in speech processing and production, namely the vSMC, STG and IFG areas. Using time-synchronous ECoG-and-speech recordings from the patients while texts were read aloud, a two-stage deep learning-based system was trained to decode acoustic features from brain activity. In the first stage, articulatory kinematic features related to the position of the articulators were decoded by a neural network from ECoG. In the second stage, a set of acoustic speech features (MFCCs, fundamental frequency (F0) and voicing and glottal excitation gains) were decoded by a second bidirectional RNN from the articulatory features predicted in the first stage. Listening tests conducted over the resulting synthesised speech signals revealed that, given a closed vocabulary (25 and 50 words), listeners could readily identify and transcribe the speech signals. A similar approach is followed in [211], where ECoG recordings from an 8 × 8 electrode grid placed over the ventral motor cortex, the
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Two types of electrodes can be used for EMG signal acquisition: invasive or non-invasive. Invasive methods involve intramuscular electrodes (i.e., needles) inserted through the skin into the muscle. These methods fundamentally measure localised action potentials, but this approach can be problematic when the aim is to measure the characteristics and behaviour of whole muscle signals, as is the case with SSIs. In contrast, non-invasive methods employ superficial electrodes (i.e., sEMG) directly attached to the skin, as shown in Fig. 2. In this case, the sEMG signal is a composite of all the action potentials of the muscle fibres localised beneath the area covered by the sensor. Because of this property and its non-invasiveness, sEMG is the preferred technology in most SSI investigations. The characteristics of sEMG signals are determined by the properties of the tissue separating the signal generating sources from the surface electrodes. In particular, biological tissue acts as a low pass filter affecting the frequency content of the signal and the distance at which it can no longer be detected.

1) EMG and speech production: In studies of speech production and related applications, EMG electrodes are attached to the subject’s face, as illustrated in Fig. 2. Fig. 2a shows a single electrode setup [86], [215] with electrodes connected to certain muscle areas, whereas Fig. 2b shows an electrode array setup [214], [216]. In the latter case, there are two electrode arrays, a large one placed on the cheek and a small one under the chin. The signals thus captured represent the potential differences between two adjacent electrodes. Once amplified, these signals are ready for further signal processing.

Since the speech signal is mainly produced by the activity of the tongue and the facial muscles, the EMG signal patterns resulting from measurements in these muscles provide a means of retrieving the speech signal [217]. Moreover, this effect is maintained even when words are spoken inaudibly, i.e., the acoustic signal is not produced [218]. This represents an important advantage of EMG-based SSI systems when it comes to providing an alternative means of communication for persons with voice disorders (such as laryngectomy patients) or some types of speech disorders (e.g., dysarthria). Another advantage is that EMG signals appear 60 ms before articulatory motion [87], [219], which is an important feature for real-time EMG-to-speech conversion with low latency.

Besides its application in SSIs (see next section), EMG is being used in clinical rehabilitation (e.g., for the recovery of facial muscular activity in patients with motor speech disorders [220] and other articulatory disturbances [221]), assistance and as an input device [212]. In particular, these previous studies have reported the benefits of EMG biofeedback in therapy aimed at increasing muscle activity of the oral articulators in dysarthric speakers with neurological conditions [220], [222], [223]. EMG is also a useful tool for speech production research [224], [225].

2) SSIs based on EMG signals: The first studies of EMG for speech recognition date back to the mid-1980s. These initial studies were conducted on very small vocabularies consisting of just a few words or commands [226]–[229]. Thanks to this very limited vocabulary, the recognition accuracy achieved in these works was high [218], [230]. Subsequently, EMG-based speech recognition of complete sentences was addressed in [87] with an acceptable recognition rate (~70% in a single-speaker setup). To enable EMG-based speech recognition with large vocabularies, several subword units were investigated in [87], [231], including a data-driven approach known as bunched phonetic features [28], [232], which models the interdependences between phonetic features (voiced, alveolar, fricative, etc.) using a decision-tree clustering algorithm. More recently, hybrid EMG-DNN systems for EMG-based ASR were investigated in [233]. In [234], transfer learning was found to be beneficial for silent speech recognition from EMG

Fig. 2. sEMG sensor devices. (a) Single electrodes. (b) Arrays of electrodes. With the permission of [214].
signals by exploiting neural networks trained on a image classification task as powerful feature extraction models. More recently, in [235], an empirical study was conducted to investigate the effect of the number of sEMG channels in silent speech recognition.

Direct speech synthesis from EMG signals has also progressed considerably in recent years (see [31], [99], [181], [182]), following advances in array sEMG sensors and deep learning. As mentioned above, a particular advantage of EMG with respect to other techniques for articulator motion capture is that EMG signals can be sensed ‘60 ms before the actual movements of the articulators. This rapidity facilitates the development of real-time direct synthesis systems with low latency [181], [182], so that the delay between the articulatory gestures and the synthesised acoustic feedback is minimal. In [182], a comprehensive study was carried out in which the influence of various system parameters (DNN size, amount of training data, frame shift, etc.) on the speech quality generated by a real-time direct synthesis system was analysed using objective quality metrics.

Although significant progress has been made, SSI technology based on sEMG still faces several issues, which are currently under intense investigation. One such issue is the strong dependence of the results on the training session. Although this effect can be reduced by using array sEMG sensors (such that the relative position of the sensors is kept constant), there are still differences between data captured in different sessions [31], [170]. To address this issue, an unsupervised adaptation technique was proposed in [236] allowing new data to be incorporated with each data recording session. More recently, in [88], a domain-adversarial training approach [237] was investigated to adapt the front-end of ASR systems to the target session data in an unsupervised manner. Besides, discrepancies between audible and silent speech articulation are also known to influence EMG-based speech recognition. In particular, in [30] it was shown that ASR performance is severely degraded in mismatched conditions. Ultimately, this effect was attributed to differences in the spectral content of the sEMG signals captured for different modes of speaking. To address this issue, a spectral mapping algorithm was proposed, aiming to transform sEMG data obtained during silently mouthed speech, so that the transformed data would resemble data obtained during audible speech articulation. After applying this technique in combination with multi-style training, an improvement of 14.3% in recognition rates was achieved, obtaining an average word error rate (WER) of 34.7% for silently mouthed speech and 16.8% for audibly spoken speech. Another important issue that has yet to be resolved is that of speaker independence. To date, most studies have been carried out in a speaker-dependent fashion, meaning that the ASR (or direct synthesis) models are trained using only data from the end user. Enabling speaker independence would allow these models to be trained more robustly, requiring fewer data from the end user. This is further discussed in Section V-D.

C. Articulator motion capture

Production of the acoustic speech signal requires the movement of different speech articulators. Therefore, monitoring the movement of these articulators is a straightforward approach enabling us to capture meaningful biosignals for speech characterisation. In this subsection, we describe different techniques for capturing articulatory movement, using kinematic sensors attached to the vocal tract or by means of imaging techniques to visualise these changes. As most of these techniques do not capture glottal activity, they are best suited to restore communication capabilities for persons with voice disorders, such as laryngectomised patients.

1) Magnetic articulography: The techniques described in this section employ magnetic tracers attached to the articulators and sense their movement by measuring the changes in the magnetic field generated (or sensed) by these magnets. There are two variants of this technique, EMA and PMA, which differ according to where the generation and sensing of the magnetic field take place. A comparative study of these variants can be found in [238].

The idea of EMA [23], [239] is to attach receiver coils to the main articulators of the vocal tract. These coils are connected by wires attached to external equipment that monitors articulatory activity. Transmitter coils placed near the user’s head generate alternating magnetic fields, making it possible to track the spatial position of the coupled receiver coils. The advantages of this technique are its high temporal resolution for modelling the articulatory dynamics and the minimal feature pre-processing required (the captured data directly provides the 3D Cartesian coordinates of the receiver coils and, additionally, their velocity and acceleration). The major drawback is the need for external non-portable transmitters and wired connections, which limits its use to laboratory experiments.

EMA was used in [240] for automatic phoneme recognition without additional audio information. A Carstens AG100 device simultaneously tracked the vertical and horizontal coordinates in the mid-sagittal plane of six receiver coils located at different points of the oro-facial articulators. The EMA parameters were recorded at a sampling frequency of 500 Hz. The articulatory parameters were fused using a multi-stream HMM decision fusion. This study was conducted using a French corpus of vowel-consonant-vowel (VCV) sequences and additional short and long sentences. Finally, the system was evaluated using different combinations of articulatory parameters and compared with the use of the standalone audio signal or a combination of both audio and EMA data. The recognition results obtained were found to be competitive. DNNs were recently investigated in the context of EMA-based ASR. In [93], bidirectional RNNs were used to capture long-range temporal dependencies in the articulatory movements. Moreover, physiological and data-driven normalisation techniques were considered for speaker-independent silent speech recognition. A silent speech EMA dataset was recorded from twelve healthy and two laryngectomised English speakers. This approach provided state-of-the-art performance in comparison with other ASR models.

EMA data have also been employed for speech synthesis. In [160], the GMM-based conversion algorithms described in Section III-B were applied to EMA-to-speech and speech-to-EMA (i.e., articulatory inversion) tasks using the MOCHA
database [241]. Experimental results demonstrated the superiority of the MLPG-based mapping algorithm for both tasks compared to conventional minimum mean squared error (MMSE)-based mapping. In [242], an alternative modelling approach based on a tapped-delay input line DNN was explored, seeking to improve EMA-to-speech mapping accuracy by capturing more context information in the articulatory trajectory. Subjective evaluation showed a strong preference for the DNN approach, in comparison with previous GMM-based approaches. An extension to bidirectional RNNs was proposed in [243] and an augmented input representation was also investigated to deal with the known limitations in data acquisition technology. One problem with the above approaches is that they do not consider the differences in articulatory movements between neutral and whispered speech. To address this issue, a transformation function was investigated in [244] to reconstruct neutral speech articulatory trajectories from whispered ones. The results showed that an affine transformation can satisfactorily approximate the relation between the two speaking modes. More recently, in [245], pitch prediction (i.e., prediction of the speech voicing and fundamental frequency) from EMA data captured by six coils placed on the upper lip, the lower lip, the lower incisor, the tongue tip, the tongue body, and the tongue dorsum was investigated, achieving surprisingly good results despite EMA not capturing any information about the vibrations of the vocal folds.

Besides their use in data-driven articulatory synthesis, EMA data have also been employed in standard TTS systems as a means of improving the naturalness of synthesised speech and enhancing system flexibility. Thus, in [246], several approaches were investigated to integrate EMA articulatory features into these systems. The accuracy and naturalness of the predicted acoustic parameters were improved with the integration of these articulatory features. Furthermore, this integration enabled a degree of control over the acoustic parameter generation process.

The second variant of the technique for capturing articulator movement using magnetic tracers is PMA [24]. In this technique, several small permanent magnets are attached to a set of points in the vocal articulators. The sum of the magnetic fields generated by these magnets is measured by magnetic sensors placed outside the mouth, as shown in Fig. 3. Among the advantages of PMA in comparison to EMA, it does not require wired connections and the sensors are easy to place. This makes the technique more comfortable for the user and facilitates portability. Nevertheless, the data thus acquired are a composite of all the magnetic fields generated by the magnets, and so their relation with the spatial position of the magnetic tracers is less explicit in PMA. In consequence, additional pre-processing is needed [247].

The first attempt to develop a speech recognition system using PMA was carried out in [24]. This paper proposed a simple system for recognising isolated words based on the dynamic time warping (DTW) algorithm. The PMA setup consisted of seven small magnets temporarily attached to the user’s lips and tongue, together with a sensing system of six dual-axis magnetic sensors incorporated into a pair of glasses. A total of twelve outputs from these sensors were captured at a sample rate of 4kHz. The user was asked to repeat a set of nine words and thirteen phones. The patterns were recognised with an accuracy of 97% for words and 94% for phonemes. A similar approach was followed in [91], achieving recognition rates of over 90% for a 57-word vocabulary. In [92], an HMM-based speech recognition system from PMA data was described. The system was evaluated on recognition tasks both for isolated words and for connected digits. Feed-forward DNNs for PMA-based speech recognition were recently evaluated in [248], who reported an average phoneme error rate of 37.3% and a WER of 32.1%.

Direct speech synthesis from PMA data was first evaluated in [249], in which speech formants were estimated from articulatory data using a simple linear model. In [25], a more complex model was investigated to model the mapping between the articulatory and acoustic feature spaces. A mixture of factor analysers (MFA) was used, approximating the mapping function in a piece-wise linear fashion. During the conversion phase, the acoustic parameters were estimated from the PMA feature vectors by using the MMSE or the maximum likelihood estimation (MLE) estimation procedures introduced in Section III-B. Recent studies, [96], [101], have evaluated more complex models, such as GMMs, DNNs and RNNs, for the PMA-to-speech task. Speech signals generated by these models were (on average) 75% intelligible (as measured by human listeners), but for some participants intelligibility scores reached 92%.

2) Palatography: Electropalatography (EPG) [250] is a technique for recording the timing and location of tongue contacts with electrodes placed in a pseudo-palate inside the mouth during speech production. The pattern of palatal contacts provides information about the articulation of different phones. Optopalatography (OPG) [251] is a similar technique which uses optical distance sensors, making it possible to record the tongue position and lip movements without requiring explicit contact with the palate.

Most studies of these techniques have been conducted...
in the fields of speech therapy and phonetic research. For instance, in [252], a data-driven approach was used to map the speech signal onto EPG contact information by means of principal component analysis (PCA) and support vector machine (SVM). In [253], information about the articulation of vowels and consonants was obtained by means of a new sensing technique known as electro-optical stomatography (EOS), which combines the advantages of EPG and OPG. This technique was later evaluated for vowel recognition in [254], using EPG patterns and tongue contours as features and a DNN-based classifier. This research was extended in [255], [256] to enable the recognition of German command words. In [257], EOS data were used to reconstruct the tongue contour using a multiple linear regression model. A problem with OPG is that an error is introduced if the tongue is not oriented perpendicular to the axes of the optical sensors. To overcome this error, Stone et al. [258] proposed a model of light propagation for arbitrary source-reflector-detector setups which considered the complex reflective properties of the tongue surface due to sub-surface scattering.

3) Imaging techniques: The use of video and imaging techniques is a simple, direct way to obtain information about the movement of the external articulators, such as the lips and jaw. Moreover, a variety of audio-visual data corpora [22], [259] have been developed in recent years and are freely available for research purposes. This has boosted the development of audio-visual speech systems [260]–[262] for tasks such as recognition, synthesis and enhancement. In addition, recent studies have explored the use of visual-only information [263], [264], which provides only partial information about the speech production process, and real-time MRI (rtMRI) of the vocal tract [265], which enables the acquisition of 2D magnetic resonance images at an appropriate temporal resolution (typically, 5-50 frames per second) to examine vocal tract dynamics during continuous speech production. The combination of video and ultrasound imaging to capture the movement of the intraoral articulators (the tongue, mainly) has achieved promising results in the context of SSI research [18], [20]. Radar sensors have also been investigated in the context of SSI research as a promising alternative to capture articulator motion data [266], [267]. In this subsection, we focus on imaging techniques that are suitable for speech recognition/synthesis in the absence of the acoustic speech signal.

Ultrasound imaging was first used for speech synthesis in [268]. An Acoustic Imaging Performa 30 Hz ultrasound machine, placed under the user’s chin, was used for tracking tongue movement. This provided a partial view of the tongue surface in the mid-sagittal plane. A multilayer perceptron (MLP) was then used to map the captured tongue contours to a set of acoustic parameters driving a speech vocoder (see Section III-B). In [269], a similar approach was followed but additional lip profile information extracted from video was employed, and the resulting articulatory features were mapped to LSP speech features. A new approach, called Eigentongue decomposition, was proposed in [270], improving upon previous approaches with respect to tongue contour extraction from ultrasound images.

In [20], a segmental vocoder driven by ultrasound and optical images of the tongue and lips was proposed. Visual features extracted from the tongue and lips were used to train context-independent continuous HMMs for each phonetic class. During the recognition stage, phonetic targets were identified from these visual features and an audio-visual unit dictionary was used for corpus-based speech synthesis. The speech waveform was generated by concatenating acoustic segments with a prosodic pattern using a harmonic plus noise model [271]. The system was evaluated using an hour of continuous audio-visual speech obtained from two speakers, achieving 60% correct phoneme recognition. Later, in [106], a direct synthesis technique was employed, using an HMM-based regression technique with full-covariance multivariate Gaussians and dynamic features.

Recent advances in deep learning for image processing have paved the way for the application of these techniques in SSI research. For instance, in [272], a CNN was used to classify tongue gestures, obtained by ultrasound imaging during speech production, into their corresponding phonetic classes. CNNs for visual speech recognition were also evaluated in [95]. A multimodal CNN was used to jointly process video and ultrasound images in order to extract visual features for an HMM-GMM acoustic model. This model achieved a recognition accuracy of 80.4% when tested over the database developed in [106], which validated it for visual speech recognition. Deep autoencoders were used in [273], [274] to extract features from ultrasound images, achieving significant gains in both silent ASR and direct synthesis. In [275], multitask learning of speech recognition and synthesis parameters was evaluated in the context of an ultrasound-based SSI system designed to enhance the performance of individual tasks. The proposed method used a DNN-based mapping which was trained to simultaneously optimise two loss functions: an ASR loss, aiming at recognising phonemic units (corresponding to the states of an HMM-DNN recogniser) from the input articulatory features; and a speech synthesis loss, which predicted a set of acoustic parameters from the input features. Using the proposed scheme, a relative error rate reduction of about 7% was reported both for speech recognition and for speech synthesis. Finally, convolutional recurrent neural networks were recently employed in [276], [277] for tongue motion prediction and feature extraction from ultrasound videos.

V. CURRENT CHALLENGES AND FUTURE RESEARCH DIRECTIONS

SSIs have advanced considerably in recent years [19]. The studies reviewed in the previous sections show that it is possible to decode speech, even in real-time in some cases, for a wide range of speech-related biosignals. Nevertheless, this technology is not yet mature enough for useful purposes outside laboratory settings. In particular, most SSIs have been validated only for healthy individuals, and their viability as a clinical tool to assist speech-impaired persons has yet to be determined. Furthermore, to the best of our knowledge, none of the studies we reference report a means by which intelligible speech can be consistently generated, in the context of a large
vocabulary and/or conversational speech. In addition, there remains the problem of training data-driven direct synthesis techniques when no acoustic data are available.

In order to move from the laboratory to real-world environments, several challenges need to be addressed in future research, including:

- The development of improved sensing techniques capable of recording biosignals with sufficient spatiotemporal resolution to enable the decoding of speech with minimal delay. The biosignals captured should provide sufficient information about the speech production process to enable the intended words to be decoded with high accuracy and, possibly also, to provide other important information, such as prosody or paralinguistics. As a clinical device, these sensing techniques must be safe for long-term implantation or, for non-invasive devices, sufficiently robust to be worn every day.

- The development of robust, accurate algorithms for decoding speech from the biosignals, by automatic speech recognition or direct speech synthesis. These algorithms should be flexible enough to resolve diverse clinical scenarios, ranging from individuals with mild communication disorders from whom training material (biosignals and possibly speech recordings) can be easily obtained, to patients who are completely paralysed and from whom little or no data will be available. In these circumstances, a priori, data recording could be an exhausting process. Furthermore, direct synthesis algorithms should be capable of synthesising speech with high intelligibility and naturalness, ideally resembling the user’s own voice.

- To date, most studies in this field have evaluated SSI systems offline, using pre-recorded data. However, future investigations will need to evaluate these systems under more challenging online scenarios, such as the user-in-the-loop setup, in which users receive real-time acoustic feedback on their actions, so that both the users and the SSI can exploit this feedback to improve their performance. Furthermore, previous investigations in the related field of BCIs [36] have shown that brain plasticity enables prosthetic devices in such a user-in-the-loop scenario to be assimilated as if they were part of the subject’s own body. However, this assimilation has yet to be investigated for the case of SSI-based speech prosthetic devices.

- As clinical devices intended for use as an alternative communication method for persons with communication deficits, it is still necessary to determine the role that SSIs will play in SLT practice.

In the following subsections, we discuss some key points regarding the first three technical challenges outlined above. The fourth, the clinical aspect of the question, lies beyond the scope of this paper.

A. Improved sensing techniques

Most of the sensing techniques described in Section IV have only been validated in laboratory settings under controlled scenarios. Hence, certain issues need to be addressed before final products can be made available to the general public. First, while many techniques are designed to allow some portability and to be generally non-invasive, some problems remain. The equipment is not discreet and/or comfortable enough to be used as a wearable in real-world practice [26], [278] and may be insufficiently robust against sensor misalignment [279], [280]. Second, the linguistic information captured by these devices is often limited. For example, sEMG has difficulty in capturing tongue motions, while EMA/PMA cannot accurately model the phones articulated at the back of the vocal tract due to practical problems that may arise in locating sensors in this area (such as the gag reflex and the danger of the user swallowing the sensors) [102], [174]. These problems might be overcome by combining different types of sensors, each of which is focused on a different region of the vocal tract, thus enabling a broader spectrum of linguistic information to be obtained. Yet another issue is that of how to capture and model supra-segmental features (i.e., prosodic features), which play a key role in oral communication. Prosody is mainly conditioned by the airflow and the vibration of the vocal folds, which in the case of laryngectomised patients is not possible to recover. As a result, most direct synthesis techniques generating a voice from sensed articulatory movements can, at best, recover a monotonous voice with limited pitch variations [101], [281], [282]. The use of complementary information capable of restoring prosodic features is thus an important area for future research.

Another key issue is the need to develop wireless sensors, thus eliminating cumbersome wired connections. Although some sensors with these communication capabilities can be found (e.g., wireless sEMG sensors [283]–[285]), they have yet to achieve acceptable levels of miniaturisation and robustness making them suitable for everyday use. Another practical design question is the need to reduce energy consumption and to increase sensor use time between battery charges. A problem related to that of energy consumption is the need to establish an efficient, low-power communication protocol. In this respect, various alternatives have been proposed, such as Bluetooth Low Energy [286], IEEE 802.15.6 [287] and LoRa [288].

While most of the above discussion is focused on non-invasive sensing techniques, invasive techniques such as those employed in BCIs pose even greater challenges. Apart from the issues mentioned above (portability, wireless communication, energy consumption, etc.), a long-awaited feature for BCI systems is the availability of biocompatible sensors capable of providing long-term recordings from multiple cortical and sub-cortical brain areas [36]. In order to precisely monitor the complex electrical activity underlying speech-related cognitive processes, neural probes with enormous spatial density, multiplexed recording array integration and a minimal footprint are required. In recent years, several neural probes have been developed in projects addressing these issues, and the results obtained have surpassed conventional medical neurotechnologies by many orders of magnitude. For example, the NeuroGrid array is a recently developed ECoG-type array, fabricated on flexible parylene substrates using photolithographic methods, which covers a 10 mm x 9 mm area with 360 channels [289]. Alternatively, the Neuropixels probe [290] features 960
recording electrodes on a single shank, measuring 10 mm by 70 µm, while the Neuroseeker probe [291] contains 1344 electrodes on a shank of 50 µm x 100 µm and 8 mm long, providing the greatest number of independent recording sites per probe to date. On the other hand, Neuralink [292] offers 3072 recording channels enclosed in a package of less than 23 mm x 18.5 mm, which is able to control 96 independent probes with 192 electrodes each. In addition, a robot capable of inserting six of these probes per minute with micron precision and vasculature avoidance has been developed by the same company.

Stable, chronically-implanted probes can be achieved by minimising the immune system’s reaction to the implant and by reducing the relative shear motion at the probe-tissue interface. In this respect, mesh electronic neural probes [293] feature a bending stiffness comparable to that of brain tissue whilst offering sufficient macroporosity to enable neurite interpenetration, thus preventing the accumulation of pro-inflammatory signalling molecules. A radically different approach is adopted in [294], where ‘living electrodes’ based on tissue engineering are proposed. Although only a proof of concept has so far been offered, the authors of this paper have developed axonal tracts in vitro which might be optically controlled in vivo. To date, these novel electrode technologies [295] have only been tested on animals, but eventually, the leap to humans will be made, making it possible to record even single-unit spiking activity from individual neurons.

B. Training with non-parallel data

The data-driven direct synthesis techniques described in Section III-B assume the availability of time-synchronised recordings of biosignal and speech from the patient. This scenario, however, does not cover the whole spectrum of clinical scenarios that might be found in real life. For instance, for a given individual there may exist enough pre-recorded speech data while no time-aligned biosignal recordings are available. On the opposite side of the spectrum, there may be paralysed individuals from whom no previous speech recordings are available, but who could benefit from SSI technology to speak again.

To accommodate all of these scenarios, new training schemes must be developed. Voice banking [296]–[298], i.e., capturing and storing voices from voice donors so they can later be used to personalise TTS systems, will certainly play a major role in the development of these algorithms, providing the acoustic recordings necessary to train the mappings. Once appropriate speech recordings are available (provided by a voice donor or previously recorded by the user), biosignals covering the same phonetic content as the speech recordings must be captured from the end-user (asked to silently mouth during reproduction of the speech recordings). Mappings could then be trained to translate the biosignals into audio, as described in Section III-B. However, the direct application of standard supervised machine learning techniques might not be feasible if (as is highly likely) the recordings for the two modalities have different durations. In this case, deep multi-view time-warping algorithms [299]–[301] could be applied to align the modalities and thus achieve effective mapping. As an alternative, sequence-to-sequence mapping techniques [302], [303] represent another interesting possibility to model the mapping in the absence of parallel recordings. However, in general, the application of sequence-to-sequence techniques would preclude real-time speech synthesis, as these techniques normally process the whole sequence at once. Yet another interesting alternative is to apply non-parallel adversarial neural architectures based on the popular CycleGAN technique [304]. These architectures, which have been successfully applied in the related field of voice conversion [305], [306], make it possible to train mappings when neither parallel data nor time alignment procedures are available.

The need to obtain time-synchronous audio recordings from the user could be avoided by deploying model-based direct synthesis techniques rather than data-driven approaches. The former, as discussed in Section III-B, employ articulatory models to synthesise speech by simulating the airflow through a physical model of the vocal tract. These techniques are able to generate speech, provided that the shape of the vocal tract can be easily recovered from the biosignals. This, however, is only the case for certain types of articulator motion capture techniques (e.g., EMA [132]–[134], [307]). For other types of sensing techniques, the application model-based direct synthesis techniques would imply, as a prerequisite, training a mapping from the biosignals to an intermediate representation with information about the articulator kinematics [34].

C. Online and incremental training algorithms

Current SSIs assume that the distribution of biosignal features will remain unaltered during both training and evaluation, making them unable to adapt to changes in patterns of use over time. However, these changes are likely to occur, either as a deterioration of the user’s skills due to progressive illness or with improvement, as the user gradually masters the SSI with practice. In order to cope with these changes, therefore, new training algorithms requiring little or no manual intervention and minimal labelled data are needed. Reinforcement learning algorithms [154, Ch. 21] [308] offer a promising alternative to supervised learning algorithms, enabling the control of SSIs to be continuously optimised in response to user feedback. These algorithms have been applied in previous research into the online control of robotic prosthesis [309] and in computational models imitating vocal learning in infants [310], [311], with encouraging results.

Besides coping with changes in use patterns over time, algorithms must also be developed to enable incremental learning and control of SSIs. It seems impractical (not to mention exhausting for the user) to suggest that all the data required to train a full-fledged SSI device could be recorded in a single session. A more realistic setup would be to record enough training material to establish an initial system that is simple enough for good performance to be expected (e.g., a system only able to decode vowels or isolated words) but at the same time, one that is genuinely useful. With this, we seek to avoid user frustration and early abandonment of the SSI because it does not meet the user’s expectations and
communication needs [65]. From this initial system, we should aim at creating a ‘virtuous circle’ whereby practice improves the user’s control over the SSI, which in turn provides more data for SSI training. When this SSI reaches peak performance, the functionality of the system could be gradually expanded, e.g., to decode a richer vocabulary or to work with continuous speech.

D. Robustness against inter- and intra-subject variability

Most of the SSI systems are speaker and session-dependent, meaning that they are trained with data recorded for one particular subject in a given recording session. While this approach may be reasonable for systems with chronically implanted sensors, where the biosignal distribution is not expected to vary greatly between different uses of the system, inter-session variability will certainly affect systems based on wearable sensors. Inter-session variability refers to changes in the statistical distribution of the biosignal features as a result of sensor repositioning between system training and use of the SSI, or changes in the physical properties of the human body due to disease or to external factors (such as the weather). Inter-session variability is known to have a detrimental effect on the performance of SSI systems, both for silent approaches ASR [236], [279] and for direct synthesis [280], [312]. Various methods have been proposed to increase the robustness of SSIs against this type of variability, including feature-level adaptation [27], [280], model adaptation [236], [312], multi-style training [279] or the use of a domain-adversarial loss function to integrate session independence into neural network training [88]. Despite these advances, session independence for SSIs using wearable sensors is far from being fully achieved.

Another type of intra-subject variability is that of speaking mode variations, which arise from differences in the cognitive and/or physical processes involved in different ways of speaking. These differences are reflected in the biosignals acquired, causing the distribution of signal features to differ significantly among speaking modes. In consequence, the performance of SSIs is degraded when training is performed on data captured from a given speaking mode (e.g., audible speech articulation) and evaluation is conducted on a different one (e.g., silently mouthed speech). One of the simplest, yet still reliable ways to counteract these differences is by training the system with data from multiple speaking modes (i.e., multi-style training). For EMG-based speech recognition, another technique that has proved useful is to use a spectral mapping algorithm designed to reduce the mismatch between the sEMG signals of audible and silent speech articulation [30], [161]. In the case of SSIs based on brain activity signals, although audible speech production and inner (imagined) speech are very different cognitive processes, they share common neural mechanisms [313], [314]. However, in an experiment conducted in [315] in which models trained with ECoG data captured during audible articulation were used to reconstruct speech for the covert condition (i.e., inner speech condition), it was shown that reconstruction accuracy was significantly lower than for the matched condition. This performance reduction was attributed to differences between the two speaking modes.

Inter-subject variability refers to differences due to anatomical variability among subjects. These differences are reflected in the speech and in the biosignals acquired from different subjects. Hence, the direct application of a SSI trained for one subject to another will result in many errors. Achieving speaker-independence, thus, is a major and long-standing goal in SSI research, as this would allow new systems to be bootstrapped requiring only a small fraction of training data from the end-user. This issue is particularly relevant for persons with moderate to severe speech impairments, for whom data collection can be exhausting. While most of the SSIs proposed to date largely rely on speaker-dependent models, some recent studies have investigated ways of reducing across-subject variability. In [316], the normalisation of EMA articulatory patterns across subjects was achieved through the application of Procrustes matching, which is a bidimensional regression technique for removing the translational, scaling and rotational effects of spatial data. Following this articulatory normalisation, speech recognition accuracy for a speaker-independent system trained with data from multiple subjects improved significantly, from 68.63% to 95.90%, becoming almost equivalent to a speaker-dependent system. Later, in [93], [317], Procrustes matching was combined with speaker adaptive training (SAT) to further improve the results. The experimental results showed that, after applying Procrustes matching and SAT, recognition accuracy for a speaker-independent system improved significantly, in most cases outperforming a speaker-dependent baseline system. Another approach that has proved successful in improving speaker-independence in ASR systems is to use a domain-adversarial loss function during neural network training [318], which causes the network to learn a speaker-agnostic intermediate feature representation. Recently, in [319], both supervised and unsupervised adaptation strategies were investigated for enabling speaker-independency when decoding continuous phrases from MEG signals. The results indicate that the adaptation strategies improved significantly the recognition results.

Despite these advances, no significant achievements have been made towards achieving speaker-independence in direct synthesis techniques. Although some of the above-mentioned techniques could be applied to obtain an input feature representation independent of the subject, direct speech synthesis techniques would also benefit from adapting the audio output to make it resemble the user’s own voice. This might be achieved by means of speaker adaptation algorithms originally developed for speech synthesis [320]–[322]. The aim of these techniques is to adapt an average voice (or speaker-independent) model trained with speech from multiple speakers to sound like a target speaker using a small adaptation dataset from that speaker. To adapt such a model, various techniques have been developed, such as maximum likelihood linear regression (MLLR) based speaker adaptation [323] or, for DNN-based parametric speech synthesis, augmenting the neural network inputs with speaker-specific features (e.g., i-vectors [324]).
E. Validation in a clinical population

With few exceptions [93], [108], research outcomes in SSIs have been validated only for healthy users. Although clinical populations have participated in studies with implanted brain sensors, in most cases the participants have had the sensors implanted to treat other neurological conditions (e.g., refractory epilepsy). Furthermore, in these cases sensor implantation was driven by clinical needs, with little or no consideration for optimising sensor placement to cover the language-processing areas in the brain.

In most cases, therefore, SSIs have been validated only for healthy users. This is for several reasons: first, SSI development is still in its infancy. Thus, many of the studies reviewed in this paper only seek to show that speech can be decoded from a particular biosignal for healthy individuals. Second, data recording is considerably harder for patients with health conditions than for healthy individuals. In particular, the synchronous recording of parallel audio-and-biosignal data may not be feasible for persons with moderate to severe speech impairments. As mentioned above, the non-availability of parallel training data greatly hampers the use of direct synthesis techniques for this population. Third, persons with speech impairments are likely to display more variability than those with no such impairments. Thus, biosignal variability as the impairment advances is another type of intra-subject variability which should be considered in practical SSIs. However, designing systems that are robust to such variability is no easy task. Finally, difficulties may arise in recruiting patients for the studies and in addressing the ethical questions involved.

F. Evaluation in more realistic scenarios

The vast majority of SSIs thus far proposed have been validated using offline analyses with pre-recorded data. In these analyses, a pre-recorded data corpus is used both for system training and for evaluation. While the results of these offline analyses are useful for optimising various system parameters (such as system latency, output quality and system robustness), online analyses are needed in order to evaluate system performance in real-world scenarios. Online analyses assess the efficacy of the SSI while it is in active use, possibly while the user is receiving real-time audio feedback. Ideally, the system should be tested in real-life scenarios, over a prolonged period (i.e., longitudinal analysis) and with an adequate number of users presenting a diversity of speech impairments at different stages of evolution. Regarding the first point, most offline analyses reported to date have been based on a pre-recorded list of words, commands or phonetically-rich sentences. While this type of vocabulary-oriented evaluation can provide insights into SSI accuracy for decoding different phones, it does not reflect the fact that, in most cases, users will employ the SSI to establish a goal-oriented dialogue (e.g., ordering food in a restaurant or asking for help) [325], [326]. In these situations, other factors come into play, such as contextual information and visual clues (e.g., body language), which can help to resolve confusion in word meaning during the dialogue [183].

G. Availability of public datasets

One of the factors that is slowing the development of SSI technology is the lack of large datasets, which are required for developing speech tools and are very time-consuming to collect. Accordingly, most studies conducted in this field have used small datasets recorded by different research groups, using in-house biosignal recording devices. This diversity of approach has led to research fragmentation, making it difficult to compare the technical and algorithmic advances of different technologies.

To our knowledge, the only large database available, with the required characteristics, is TORGO [327], which contains about 23 hours of time-aligned acoustic and EMA articulatory signals obtained from eight dysarthric speakers and seven controls. Although alternative datasets exist, such as the MOCHA EMA articulatory database [241], the EMG-UKA parallel speech-and-EMG corpus [328] and the Wisconsin X-ray microbeam (XRMB) corpus [329], they only contain data for healthy speakers. Certainly, data collected from healthy individuals can be used to develop technology for speech-impaired people. However, this type of data does not reflect the great variability that is present in speech-impaired subjects arising from two main sources: (i) inter-person variations according to the disorder and its severity; (ii) intra-person variability as the disease progresses. Furthermore, it is always a challenge to record a sufficient amount of data for persons with neurological and physical disabilities.

VI. CONCLUDING REMARKS

In this paper, we review recent attempts to decode speech from non-acoustic biosignals generated during speech production, ranging from capturing the movement of the speech articulators to recording brain activity. We present a comprehensive list of sensing technologies currently being considered for capturing biosignals, including invasive and non-invasive (wearable) techniques. From these biosignals, speech can be decoded by automatic speech recognition (ASR) or by direct speech synthesis. A potential advantage of the latter approach is that it may enable speech to be decoded in real time. This means that the direct synthesis approach might be able to restore a person’s original voice, while the ASR approach, at best, would be like having an interpreter.

Although researchers have shown that it is indeed possible to decode speech from biosignals, the performance and robustness offered by present-day SSIs remain insufficient for their large-scale use outside laboratory settings. We highlight several crucial factors that are still preventing the widespread implementation of this technology, including the need for better sensors, for new training algorithms, for non-parallel and zero-data scenarios, and for systems to be validated for use in clinical populations. When these challenges are overcome, SSIs could become a real communication option for persons with severe communication deficits. We expect significant advances in all these directions in the years to come.
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