Modified stochastic fragmentation of an interval as an ageing process
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Abstract. We study a stochastic model based on modified fragmentation of a finite interval. The mechanism consists of cutting the interval at a random location and substituting a unique fragment on the right of the cut to regenerate and preserve the interval length. This leads to a set of segments of random sizes, with the accumulation of small fragments near the origin. This model is an example of record dynamics, with the presence of ‘quakes’ and slow dynamics. The fragment size distribution is a universal inverse power law with logarithmic corrections. The exact distribution for the fragment number as function of time is simply related to the unsigned Stirling numbers of the first kind. Two-time correlation functions are defined, and computed exactly. They satisfy scaling relations, and exhibit aging phenomena. In particular, the probability that the same number of fragments is found at two different times \( t > s \) is asymptotically equal to \( [4\pi \log(s)]^{-1/2} \) when \( s \gg 1 \) and the ratio \( t/s \) is fixed, in agreement with the numerical simulations. The same process with a reset impedes the aging phenomenon-beyond a typical time scale defined by the reset parameter.
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1. Introduction

Stochastic models present various dynamical properties that can be classified according to the long time behavior of their physical observables, such as order parameters or correlation functions. For aging models, the state of the system at a given time depends strongly on how it is initially quenched (by temperature or magnetic field for example), and presents a slow and non-exponential relaxation behavior seen in the correlation functions, and an absence of time-translation invariance [1–4]. Slow dynamics and relaxation towards equilibrium are characteristic of glassy systems, which can be observed in spin glasses, polymers and gels, and display typical out-of-equilibrium properties [5]. On the other hand, a fragmentation process is, unless it is stopped at some point, also classified as an out-of-equilibrium process, often characterized by scale-invariance of the fragment sizes [6], which leads to numerous studies and applications in mass fragmentation in astronomy, aerosolization, and geology [7–10]. Non-Gaussian stationary distributions of the fragment sizes, for example, are inherent to the fragmentation process—e.g. log-normal, Weibull or stretched exponentials, and power-law distributions are often found numerically or empirically. These distributions depend on the fragmentation process itself [11–13].

Modified fragmentation is provided by various mechanisms [14, 15] ranging from coagulation or aggregation to reversible polymerisation, or recombination/shuffling in DNA sequences [16, 17]. A stochastic fragmentation can also be followed by a growth
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process or recombination. This phenomenon—can be found in biology—where, for example, a segmented planarian organism regenerates its body [18]. The fragmentation/growth mechanism is similarly studied in interval models that display absorbing states, and where the distribution of the times of absorption [19] is a quantity of interest. In chemistry, the kinetics of aggregate fragmentation is combined with reversible aggregation [20, 21]. The aggregate size distribution in this case possesses scaling properties which depend on the reaction rates.

In the following section 2, we introduce a model of fragmentation with an additional mechanism which mimics a growth or recombination phenomenon, in the sense that the segments on the right side of the fracture are discarded and replaced by a new and unique segment that regenerates the interval length, preventing total fragmentation of the interval. More importantly, this asymmetric process induces a slow dynamics, in the sense that the evolution of the observable—here, the average number of fragments—is governed by a growth law which is logarithmic with time, as well as by the variance. This is due to the presence of rare events or ‘quakes’ that slow down the multiplication of fragments. Normally, the system produces more and more fragments, but rare events (records) send the system back to a two-fragment configuration, yet with a probability that decreases with time since more and more small fragments are produced near the origin of the interval. A state with a two-fragment configuration thus requires that the fragmentation has to be located more and more on the far left with a decreasing probability in time, as we shall see. The physics of this model presents similarity with models of aging based on record dynamics theory [22], which attempts to explain the jamming phenomena or irreversible domain rearrangements in supercooled colloid liquids near the glass transition [23]. One description of non-equilibrium dynamics in glassy systems involves log-Poisson statistics for the number of records, or their time distribution [24–26]. These records are principally driven by noise adaptation that allows the system to pass from one free energy valley to another. The model of fragmentation we propose in this paper does not possess any energy landscape, because there is no Hamiltonian, but still involves glassy phenomena. Glassy behavior without energy barriers exists in theoretical models such as the backgammon model [4, 27, 28], for which the relaxation towards the ground state (all boxes empty except one) is slowed down by the fact that it is harder to empty the remaining boxes for which the particle density increases with time, as the total number of particles is fixed. The relaxation time in this model is governed by entropic barriers, which lead to critical slowing down if the available states of lower energy are decreasing with time. This is, for example, the case of the glassy transition seen in colloidal hard spheres [29]. Another example leading to a glassy behavior is provided by the East model [30, 31]. Ising spins in a one-dimensional chain are allowed to flip if their neighbor on the right (east) is in the up position. The asymmetric constraint in the chain is the cause of the slow dynamics observed in this system, and the auto-correlation of the first spin is characterized by a stretched exponential. The asymmetry property is also characteristic of our model, with the slow accumulation near the origin of small fragments which have better chances of survival.

As we will demonstrate in section 3, the master equation of this model can be solved exactly, and the average number of fragments is expressed simply as function of the unsigned Stirling numbers of the first kind. The fragment size distribution computed in
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section 4 asymptotically follows an inverse power law. The main part of this paper is described in section 6, where we introduce two-time correlation functions, given by the probability of having configurations of equal fragment number at two different times. This quantity presents aging properties typical of glassy systems, and can be computed exactly. In the long time limit, the leading terms are sufficient to explain the numerical simulations performed for this model. Finally, in section 7, a reset mechanism is introduced, and we explicitly show that the aging phenomenon is replaced by a regime of fast relaxation.

2. Master equation and solution

We consider an interval of size unity, initially filled with only one fragment of size \( x_0 = 1 \). The stochastic process studied in the following consists of choosing a random number \( x \) between 0 and 1 within a uniform distribution, at every time increment, and removing the right-most part \([x, 1]\) of the interval. This part is then replaced by a new fragment, of size \( 1 - x \). This is exemplified in figure 1(a), where the process is described for three time steps. At time \( t = 1 \), the initial fragment \( x_0 = 1 \) is cut into two parts, such that the right-most part is replaced by a new fragment of size \( x_1 \) with \( x_0 + x_1 = 1 \). Then a new random number \( x \) is chosen, whose value \( x_0 < x < 1 \) falls into the second fragment of size \( x_1 \). The right-most part is discarded and replaced by a new fragment of size \( x_2 \), such that now \( x_0 + x_1 + x_2 = 1 \). Repeating the process at \( t = 3 \) with a random number falling into the first fragment \( x_0 \) leads to a new fragment \( x_1 \), with \( x_0 + x_1 = 1 \). To quantify the dynamics, we introduce the probability distribution \( P^{(n)}_t(x_0, x_1, \ldots, x_n) \) of having at time \( t \) exactly \( n + 1 \) fragments of size \( x_0, \ldots, x_n \), with the constraint \( x_0 + \cdots + x_n = 1 \). This probability satisfies a discrete time equation given by a sum of previous contributions

\[
P^{(n+1)}_{t+1}(x_0, \ldots, x_n) = P^{(n)}_t(x_0, \ldots, x_n) \cdot x_0 \\
+ \int_{x_{n-1}}^{x_{n-1}+x_n} dx'_n P^{(n)}_t(x_0, \ldots, x_{n-2}, x'_{n-1}, x_{n-1} + x_n - x'_{n-1}) \\
+ \int_{x_{n-1}}^{x_{n-1}+x_n} dx'_n \int_{0}^{x_{n-1}} dx_{n-1} P^{(n+1)}_t(x_0, \ldots, x_{n-2}, x'_{n-1}, x_{n-1} + x_n - x'_{n-1} - x_n) \\
+ \cdots
\]

The meaning of the various contributions is explained in figure 1(b). The configuration \((x_0, \ldots, x_n)\) of \((n + 1)\) segments at time \( t + 1 \) originates from various possible configurations at previous time \( t \). The first term on the right-hand side of equation (1) and figure 1(b) is one contribution from a configuration of \( n \) segments whose last segment \( x'_{n-1} \) has been cut into two parts. The second term comes from a configuration of \( n + 1 \) segments whose \( n \)th segment has also been cut into two parts, and the right-most part of the cut has been discarded and replaced by a unique segment of size \( x_n \). In general, a configuration of \((n + 1)\) segments \((x_0, \ldots, x_n)\) at time \( t + 1 \) can originate from various configurations at time \( t \) that had an arbitrary number of segments on the right-hand side of the \( n \)th segment. This process is, therefore, slow—since the number
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of segments cannot grow uniformly, as seen in figure 2(a). Small fragments accumulate with time near the origin, as displayed in figure 2(b), which implies it is more and more difficult to find a configuration with only two fragments, since the fracture has to take place at the left-most side of the interval. Also, at most \( t + 1 \) segments or elements can be produced at the given time \( t \).

From the initial condition \( P_0(x_0) = \delta(x_0 - 1) \) and equation (1), we can deduce all probability functions recursively. For example, one obtains \( P_1(x_0, x_1) = P_0(x_0 + x_1) = \delta(x_0 + x_1 - 1) \). In order to solve equation (1), it is convenient in the following to consider the sum variables

\[
\begin{align*}
    u_k &= \sum_{i=k}^{n} x_i, \quad u_0 = x_0 + \cdots + x_n = 1.
\end{align*}
\]

These variables are ordered, since \( 1 = u_0 \geq u_1 \geq \cdots \geq u_n \geq u_n \geq 0 \). Therefore, we can rewrite the distribution as \( P_t(x_0, \ldots, x_n) = \delta(u_0 - 1)Q_t(u_1, \ldots, u_n) \), with

\[
\begin{align*}
    Q_{t+1}(u_1, \ldots, u_n) &= Q_t(u_1, \ldots, u_{n-1}) \\
    &+ \sum_{k=1}^{t-n+1} \int_{0}^{u_n} dz_1 \int_{0}^{z_1} dz_2 \cdots \int_{0}^{z_{k-1}} dz_k Q_t(u_1, \ldots, u_{n-k}, z_1, \ldots, z_k).
\end{align*}
\]

The general solution, starting with initial condition \( Q_0 = 1 \), is given by

Figure 1. (a) Process of fragmentation/substitution on an interval of initial size \( x_0 \). After one iteration, the interval is fragmented into two pieces (double vertical bar), at a random location. All fragments in the right-most part are removed and replaced by a new and unique fragment. (b) Diagrammatic representation of the master equation at time \( t + 1 \) in terms of processes occurring at previous time \( t \).
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**Figure 2.** (a) Evolution of the random fragmentation process showing the number of \((n+1)\) fragments as function of time up to 2000 iterations. Rare events or ‘quakes’ occur when the number of fragments, after increasing, is reduced to only 2. (b) Typical fragment configurations on the interval, for times up to \(10^8\) iterations. Small fragments accumulate near the origin.

\[
Q_t^{(n)}(u_1, \cdots, u_n) = \sum_{k_1+k_2+\cdots+k_n=t-n} u_1^{k_1} \cdots u_n^{k_n} = \sum_{k_1=0}^{t-n} u_1^{t-n-k_1} \sum_{k_2=0}^{k_1} u_2^{k_1-k_2} \cdots \sum_{k_n-2=0}^{k_{n-3}} u_{n-2}^{k_{n-3}-k_{n-2}} \sum_{k_{n-1}=0}^{k_{n-2}} u_{n-1}^{k_{n-2}-k_{n-1}} u_n^{k_{n-1}}. \tag{4}
\]

This polynomial solution can be deduced by induction from equation (3). Indeed, the first terms are given explicitly by

\[
\begin{align*}
Q_1^{(1)}(u_1) & = 1, \\
Q_2^{(1)}(u_1) & = u_1, \quad Q_2^{(2)}(u_1, u_2) = u_1 + u_2, \\
Q_3^{(1)}(u_1) & = u_1^2, \quad Q_3^{(2)}(u_1, u_2) = u_1 + u_2, \quad Q_3^{(3)}(u_1, u_2, u_3) = u_1 + u_2 + u_3, \\
Q_4^{(1)}(u_1) & = u_1^3, \quad Q_4^{(2)}(u_1, u_2) = u_1^3 + u_1 u_2 + u_2^2, \\
Q_4^{(3)}(u_1, u_2, u_3) & = u_1^3 + u_2^3 + u_1^2 u_2 + u_1 u_3 + u_2 u_3, \\
Q_4^{(4)}(u_1, u_2, u_3, u_4) & = u_1^4 + u_2^4 + u_1^2 u_2^2 + u_1^2 u_3 + u_2 u_3^2 + u_1^3 u_4 + u_1 u_2 u_3 + u_2^2 u_3 + u_1 u_3^2 + u_2 u_4 + u_3^3 + u_1 u_4 + u_2 u_3 + u_2^3, \\
Q_5^{(1)}(u_1) & = u_1^4, \quad Q_5^{(2)}(u_1, u_2) = u_1^4 + u_1^2 u_2 + u_2^3, \\
Q_5^{(3)}(u_1, u_2, u_3) & = u_1^4 + u_2^3 + u_1^2 u_2 + u_1 u_3 + u_2 u_3, \\
Q_5^{(4)}(u_1, u_2, u_3, u_4) & = u_1^5 + u_2^5 + u_1^3 u_2^2 + u_1^2 u_3^2 + u_1 u_2^3 + u_1^2 u_3 + u_2 u_4 + u_3^3 + u_1 u_4 + u_2 u_3 + u_2^3, \\
Q_5^{(5)}(u_1, u_2, u_3, u_4, u_5) & = 1. \tag{5}
\end{align*}
\]

From these examples, we can infer that \(Q_t^{(n)}(u_1, \cdots, u_n)\) is a sum of monomials of order \(t - n\) with unit coefficients, with all possible symmetric combinations between the variables \(u_k\). In particular, \(Q_t^{(1)} = 1\) is a constant equal to unity. We also have, by normalization,

\[
\sum_{n=1}^{t} \int_0^1 du_1 \int_0^{u_1} du_2 \cdots \int_0^{u_{n-1}} du_n Q_t^{(n)}(u_1, \cdots, u_n) = 1.
\]
3. Fragment number distribution

In this section, we are interested in the probability $\rho_n(t)$ of having $n + 1$ segments (or fragments) at time $t$. This quantity is given by performing the multiple integral over all $u_i$,

$$\rho_n(t) = \int_0^1 du_1 \int_0^{u_1} du_2 \cdots \int_0^{u_{n-1}} du_n Q_t^{(n)}(u_1, \cdots, u_n)$$

$$= \frac{1}{n!} \int_0^1 du_1 \int_0^1 du_2 \cdots \int_0^1 du_n Q_t^{(n)}(u_1, \cdots, u_n),$$

with the normalization $\sum_{n=1}^t \rho_n(t) = 1$. The factor $n!$ in the last part comes from the redefinition of the integral domains, which is possible in this case since $Q_t^{(n)}(u_1, \cdots, u_n)$ is a symmetric polynomial by exchange of its variables, as explicitly shown in equation (5). Using the Kronecker delta function representation $\int_{-\pi}^{\pi} \frac{dy}{2\pi} e^{iyk} = \delta_{k,0}$, one can decouple the integers $k_i$ in the constraint of equation (4), and perform the summation from $k_i = 0$ to $k_i = \infty$, then integrate over the $u_i$ variables. Therefore the distribution can be rewritten as

$$\rho_n(t) = \frac{1}{n!} \int_{-\pi}^{\pi} \frac{dy}{2\pi} e^{iy(t-n)} \left( \int_0^1 du_1 \sum_{k_1=0}^{\infty} u_1^{k_1} e^{-iyk_1} \right) \cdots \left( \int_0^1 du_n \sum_{k_n=0}^{\infty} u_n^{k_n} e^{-iyk_n} \right)$$

$$= \frac{1}{n!} \int_{-\pi}^{\pi} \frac{dy}{2\pi} e^{iyt} \left[ -\log(1 - e^{-iy}) \right]^n.$$

We can, in principle, replace the upper limit of the $k_i$, $t - n$, by $\infty$, but this leads to some singular behavior at $e^{-iy} = 1$ in equation (7), which can be removed using a complex contour integral $z = e^{-iy}$ on the unit circle excluding the point $z = 1$. Another possibility is to use a parameter $\rho < 1$, and replace $z \rightarrow \rho z$. The limit $\rho = 1$ is implicitly taken after all the integrations are performed. It is then useful to consider the expansion of the logarithmic function in terms of unsigned Stirling numbers of the first kind $s(r, n) > 0$, with $r \geq n \geq 0$

$$[-\log(1 - z)]^n = n! \sum_{r=n}^{\infty} \frac{s(r, n)}{r!} z^r.$$

(8)

This allows us to express $\rho_n(t)$ simply, after integration over $y$, as

$$\rho_n(t) = \frac{s(t, n)}{t!}, \quad \rho_0(t) = \delta_{t,0}.$$  

(9)

This is zero for $n > t$, as expected. The Stirling number of the first kind $s(t, n)$ is the number of ways of partitioning $t$ points in $n$ oriented cycles. The distribution $\rho_n(t)$ is normalized $\sum_{n \geq 1} \rho_n(t) = 1$, using the Stirling number identities [32, 33]. These numbers can be found in models of discrete fragmentation, as they appear similarly in the expression of the average number of fragments of a given size [34]. They also appear naturally in stochastic problems involving the number of records in a sequence of random numbers $x_{i=1,\ldots,t}$, at a given time $t$ [35]. The $x_i$ are chosen independently and
identically among a uniform distribution at every successive time step from time 1 to \( t \). The number of records among the \( x_i \) is equal to the number of times \( x_i \) is larger than the preceding variables \( x_{i-1}, \ldots, x_1 \). The probability that \( n \) records occur during time \( t \), given that \( x_1 \) is always a record, is equal to \( s(t, n)/t! \), as equation (9). The distribution of the number of fragments is therefore related to a record process. Another class of stochastic models in close relation with Stirling numbers concerns random geometric fragmentation of an interval as an ageing process [36, 37], where a growing sequence of terms \( \{x_n\}_{n=0, \ldots, t} \) at time \( t \) is constructed from a random process—for example, \( x_t = 2x_p \), with \( x_p, 0 \leq p \leq t - 1 \), one of the previous terms chosen with a given probability and multiplied by a factor 2. In this case, the probability distribution of the logarithmic sequence depends explicitly on Stirling numbers.

Now, we are interested in the limit distribution of \( \rho_n(t) \) when \( t \) is large. There are several results for the asymptotic limit of \( s(t, n) \) [38, 39], and we use a similar approach here. Following the work by Wilf [38], a good approximation for long times \( t \) is given by
\[
\rho_n(t) = \frac{1}{t} \left[ \sum_{i=1}^{n} \gamma_i \frac{(\log t)^{n-i}}{(n-i)!} + \mathcal{O} \left( \frac{(\log t)^{n-2}}{t} \right) \right],
\] (10)
where \( \gamma_i \) are the coefficients of the series expansion of the inverse gamma function
\[
\frac{1}{\Gamma(z)} = \sum_{i \geq 1} \gamma_i z^i = z + \gamma z^2 + \left( \frac{\gamma^2}{2} - \frac{\pi^2}{12} \right) z^3 + \cdots.
\]
The result of equation (10) shows that the probability of having \( n + 1 \) fragments is governed by a sum of log-Poisson distributions for different numbers of events, up to \( n - 1 \), and weighted by the \( \gamma_i \) coefficients. The log-Poisson term comes from the fact that the time variable is replaced by \( \log t \). This distribution appears in theories of aging based on record dynamics and noise adaptation [24, 25]. The expansion equation (10) is very useful for efficient numerical evaluation of \( \rho_n(t) \) (and subsequently correlation functions), but not \textit{a priori} practical for finding the limit distribution based a rescaling of the variable \( n \) around the average value. We use here a different approach in terms of saddle point analysis, in order to compute the limit distribution of \( \rho_n(t) \). Indeed, the first question is to determine the universal behavior of this distribution in the long time limit. This means first finding the typical average number of fragments and their variance. The average number of fragments \( \langle n \rangle_t \) as function of time is given by a contour integral around the unit circle
\[
\langle n \rangle_t = \sum_{n=1}^{t} n \rho_n(t) = \oint \frac{dz}{2i\pi z^{t+1}} \left[ -\log(1 - z) \right]
\]
\[
= \oint \frac{dz}{2i\pi z^{t+1}(1 - z)} \sum_{r=1}^{\infty} \frac{s(r, 1)}{r!} z^r = \sum_{r=1}^{t} \frac{1}{r} \log(t) + \gamma,
\] (11)
since \( s(r, 1) = (r - 1)! \). Here, we have excluded \( z = 1 \) (or \( y = 0 \)) from the contour around the unit circle, as explained previously. The same will be implicitly assumed in the following for all calculations involving a complex integral. The variance is defined by
\[
\sigma_t^2 = \langle n^2 \rangle_t - \langle n \rangle_t^2,
\]
and can be expressed with the identity
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\[ \langle n(n-1) \rangle_t = \sum_{n \geq 2} n(n-1) \rho_n(t) = \sum_{n \geq 2} \frac{1}{(n-2)!} \int_{-\pi}^{\pi} \frac{dy}{2\pi} e^{iyt} \left[ -\log(1 - e^{-iy}) \right] n^{-2+i} \]

\[ = \int_{-\pi}^{\pi} \frac{dy}{2\pi} e^{iyt} \left[ -\log(1 - e^{-iy}) \right] \left( 2! \sum_{r \geq 2} \frac{s(r,2)}{r!} \int_{-\pi}^{\pi} \frac{dy}{2\pi} e^{y(t-r)} \right). \]

(12)

The integration over \( y \) can be performed formally, using the previous prescription, by simply expanding \((1 - e^{-iy})^{-1} = \sum_{s \geq 0} e^{-is\gamma_y}\), and integrating over \( y \). Each integration gives a Kronecker function \( \delta_{t-r-s} \) which is non-zero if \( s = t - r \). This selects, however, only terms for which \( r \leq t \), since \( s \geq 0 \). Therefore, one obtains, after identifying \( s(r,2)/r! = \rho_2(r) \),

\[ \langle n(n-1) \rangle_t = 2! \sum_{r=2}^t \rho_2(r). \]

(13)

Using equation (10), with \( \rho_2(r) \simeq \log(r) + \gamma \)/\( r \) for large \( r \), one has the logarithmic asymptotic behavior \( \sigma_t \simeq \sqrt{\log(t)} \). To obtain the corrective constant to this dominant behavior, we would need a more precise evaluation of \( \rho_2(r) \) for \( r \) not too large, as many terms with \( r \) finite in equation (13) contribute to the sum. Instead, one considers the average value \( \langle n^2 \rangle_t \) in the large time limit, which is directly expressed from equation (10)

\[ \langle n^2 \rangle_t \simeq \frac{1}{t} \sum_{n=1}^{\infty} n^2 \sum_{i=1}^{n} \gamma_i \frac{(\log(t))^{n-i}}{(n-i)!}. \]

By reorganizing this double sum\(^1\), we can put this expression in a more convenient asymptotic form

\[ \langle n^2 \rangle_t \simeq \frac{1}{t} \sum_{n=0}^{\infty} \frac{(\log(t))^n}{n!} \sum_{i=1}^{\infty} \gamma_i (n+i)^2 = \log(t)[1 + \log(t)] + 2\gamma \log(t) + \gamma + \gamma^2 - \pi^2/6 \]

using the identities \( \sum_{i \geq 1} \gamma_i = 1 \), \( \sum_{i \geq 1} i \gamma_i = \gamma \), and \( \sum_{i \geq 1} i^2 \gamma_i = \gamma + \gamma^2 - \pi^2/6 \). Finally, one obtains a more precise asymptotic behavior for the variance after subtracting \( \langle n \rangle_t^2 \) from the previous expression

\[ \sigma_t^2 \simeq \log(t) + \gamma - \pi^2/6. \]

(14)

The average and variance of the number of fragments follow the same law as for the problem of random geometric series [37]. Indeed, if one takes, for example, the time series \( x_t = 2 x_p \), with \( 0 \leq p \leq t-1 \) chosen randomly and initial condition \( x_0 = 1 \), considering instead the variable \( n_t = \log(x_t)/\log(2) \) leads to the recurrence \( n_t = n_{p+1} \). It is found that the average and variance of \( n_t \) are the same as the equations above equations (11) and (14). The reason is that the recurrence for \( n_t \) should be equal to the recurrence for the number of fragments at a given time \( t \), since the number of fragments can grow by one unit at most, or equal to one of the previous generation of fragment numbers and chosen (uniformly) randomly. Using these results, an asymptotic estimate of equation (9) or Stirling numbers can be done, based on a saddle point

\(^1\) One has \( \sum_{i=1}^{\infty} \gamma_i b_{n+i} = \sum_{m=0}^{\infty} b_n \sum_{i=1}^{\infty} \gamma_i a_{n+i} \)
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analysis which was performed by Temme [39], but here we will use a different form for the argument function to extremize. We would like, indeed, an implicit equation for the saddle point solution, to solve for and then use a scaling form around the average value equation (11), with the universal scaling $n = \log(t) + \gamma + \sigma_l \theta$, where $\theta$ is the unique parameter describing the distribution class in the large time limit. Instead of summing first over the $k_i$ terms in equation (7), we can first perform the integrations on the $u_i$ terms, leading to the integral representation

$$\rho_n(t) = \frac{1}{n!} \int_{-\pi}^{\pi} \frac{dy}{2\pi} e^{iy(t-n)} \left( \sum_{l=0}^{t-n} e^{-yl} \right)^n. \quad (15)$$

From the representation of the Kronecker delta function, we note that the upper limit $t-n$ in the sum equation (15) can be replaced by any larger finite value, since this does not modify the result, and $t \gg n \sim \log(t)$ in the scaling limit. In the following, we take $t$ as the upper limit, avoiding the logarithmic singularity at $y = 0$. We then apply the saddle point method to the argument function [39]

$$\phi(y) = iy(t-n) + n \log \left( \sum_{l=0}^{t} \frac{e^{-yl}}{l+1} \right). \quad (16)$$

The saddle point equation $\phi'(y) = 0$ satisfies the equation

$$t = n \frac{\sum_{l=0}^{t} e^{-yl}}{\sum_{l=0}^{t}(l+1)^{-1}e^{-yl}}. \quad (17)$$

When $t$ is large, the main contribution to the integral in equation (15) comes from small $y$. We define the following scaling form for the saddle point solution: $y = \frac{i \alpha_n(t)}{t}$, where $\alpha_n(t)$ depends on $t$, with the asymptotic condition $\alpha_n(t)/t \rightarrow 0$. Inserting this scaling relation in equation (17), and using results from appendix A, one obtains an implicit equation for $\alpha_n$ for $n \gg 2$

$$n \frac{e^{\alpha_n} - 1}{\alpha_n} = \log(t) + \gamma + \int_{0}^{1} du \frac{e^{\alpha_n u} - 1}{u}. \quad (18)$$

There are two solutions—one unstable with $\alpha_n \sim -t$, and one stable saddle point with $\alpha_n > 0$, when $n \ll t$. In particular, the finite integral in equation (18) has the asymptotic behaviors

$$\int_{0}^{1} du \frac{e^{\alpha_n u} - 1}{u} \simeq -\log(-\alpha_n) - \gamma, \quad \alpha_n \ll -1,$n

$$\int_{0}^{1} du \frac{e^{\alpha_n u} - 1}{u} \simeq \exp(\alpha_n) \left( \frac{1}{\alpha_n} + \frac{1}{\alpha_n^2} + \frac{2}{\alpha_n^3} + \cdots \right), \quad \alpha_n \gg 1. \quad (19)$$

Using results from appendix A, one finds that the long-time asymptotic value of $\rho_n(t)$ is given when $n \gg 2$ by

$$\rho_n(t) \sim \frac{1}{n!} \frac{\exp[\phi(i \alpha_n/t)]}{\sqrt{-2\pi \phi''(i \alpha_n/t)}} \sim \frac{1}{n! t^{1/2}} \frac{e^{-\alpha_n} [n(e^{\alpha_n} - 1)/\alpha_n]^n}{\sqrt{2\pi n[(1 - e^{-\alpha_n})^{-1} - 1/\alpha_n - 1/n]}}. \quad (20)$$
with $\rho_1(t) = 1/t$. In figure 3 we have compared the asymptotic limit equation (20) with the explicit solution as well as the numerical simulations. The scaling limit of the distribution $\rho_n(t)$ is performed by considering the typical value of $n = \log(\tau) + \sigma t \theta$, where $\tau = t e^\gamma$ and $\theta$ is the real parameter describing the limit distribution around the average value. In this case, in equation (18) the factor $n$ on the left-hand side of the equation is comparable to $\log \tau$ on the right-hand side, and the solution can be found by expanding the expression for small value of the continuous variable $\alpha_n \rightarrow \alpha(\theta)$ which leads, up to the second order in $1/\sqrt{\log(\tau)}$, to

$$\alpha(\theta) = -2\sigma t \theta / \log \tau + \frac{(\sigma t \theta)^2}{2 \log(\tau)^2} + \cdots.$$  \hspace{1cm} (21)

Inserting only the dominant term of this expansion in equation (20), as well as using the Stirling formula $\log n! \simeq n \log n - n + \log 2\pi n$, one finds, after some algebra, that the scaling limit of the distribution is given by a pure Gaussian function

$$\rho(\theta) = \lim_{t \to \infty} \sigma_t(t) \rho_n(t), \simeq \frac{e^\gamma}{\sqrt{\pi}} \frac{\exp\left(-\theta^2/2\right)}{\sqrt{2\pi}}$$  \hspace{1cm} (22)

after keeping the terms proportional to $\sigma_t^2 / \log(\tau) \simeq 1$ and discarding corrective terms in $1/\sqrt{\log(\tau)}$. The universal distribution is thus given by a Gaussian process. The distribution is not exactly normalized, as there is an extra factor $e^\gamma / \sqrt{\pi} \simeq 1.005$ which is however still close to unity, probably due to the fact we kept only the linear term in the solution equation (21). The logarithmic corrective terms are responsible for the non-symmetric shape of the distribution, as seen in figure 4. However, on this figure, the Gaussian limit is reached only after considerably long times, $t > 10^{100}$, which are not accessible in numerical simulations, so that in appearance the distribution remains asymmetric and still far from the Gaussian limit.
4. Fragment size distribution

In this section, we evaluate the probability distribution of the fragment sizes \( x_i \) at a given time \( t \). A power law distribution would indicate a critical system for which all scales in the fragmentation process are present. To compute the fragment sizes, we first define the partial distribution \( P_n(x, t) \) for \( n + 1 \) fragments, using equation (4)

\[
P_n(x, t) = \sum_{k_1, \ldots, k_n = t-n} \int_0^1 du_1 u_1^{k_1} \cdots \int_0^{u_{n-1}} du_n u_n^{k_n} \left[ \frac{1}{n+1} \sum_{i=0}^n \delta(x-u_i+u_{i+1}) \right],
\]

with \( u_0 = 1 \) and \( u_{n+1} = 0 \). After integrating over the delta function, one has

\[
P_n(x, t) = \frac{1}{n+1} \sum_{i=0}^n \sum_{k_1, \ldots, k_n = t-n} \int_0^1 du_1 u_1^{k_1} \cdots \int_x^{u_{i-1}} du_i u_i^{k_i} (u_i - x)^{k_i+1} \int_0^{u_{i-1}} du_{i+1} u_{i+1}^{k_{i+1}} \cdots \int_0^{u_{n-1}} du_n u_n^{k_n}.
\]

The total distribution \( P_x(x, t) \) is then given by summing over \( n \),

\[
P_x(x, t) = \sum_{n=1}^t P_n(x, t).
\]

The details of the calculations are given in appendix B, where in particular the multiple integral is performed recursively. One finds that \( P_n(x, t) \) is expressed as a partial derivative over \( x \), see equation (B.5). Indeed, it can be written as

\[
P_x(x, t) = \frac{1}{x} \frac{\partial}{\partial x} \left[ -(1-x)^t \sum_{n=1}^t \frac{\rho_n(t)}{n+1} - \sum_{r=1}^t \left( \frac{t}{r-1} \right) x^{t-r+1} (1-x)^r \sum_{n=1}^r \frac{\rho_n(r)}{n+1} \right].
\]
Using the long time approximation equation (10), one finds that
\[
\sum_{n=1}^{t} \frac{\rho_n(t)}{n + 1} \approx \int_0^1 \frac{du}{\Gamma(u)} \frac{t^{u-1}}{u} \sim \frac{1}{\log(t)}.
\]  
(27)

Near \(x = 0\), one can approximate equation (26) by keeping the dominant terms in \(x\) inside the bracket, which corresponds to \(r = t\), and therefore
\[
P_x(x, t) \approx \frac{t}{\log(t)} (1 - x)^{t-1} \sim \frac{t}{\log(t)} e^{-xt}.
\]  
(28)

This approximation is valid when \(x < 1/t\), beyond which one needs to study the other terms of equation (26). Using as before equation (10), one has
\[
P_x(x, t) \approx \int_0^1 \frac{du}{\Gamma(u)} \frac{1}{x} \frac{\partial}{\partial x} \left[ -(1-x)^t t^{u-1} - \sum_{r=1}^{t} \left( \frac{t}{r-1} \right) x^{t+1-r}(1-x)^r t^{u-1} \right]
\]
\[
\approx \int_0^1 \frac{du}{\Gamma(u)} \frac{1}{x} \frac{\partial}{\partial x} \left[ -(1-x) \sum_{r=0}^{t} \left( \frac{t}{r} \right) x^{t-r}(1-x)^r (r + 1)^{u-1} \right],
\]  
(29)

where the terms proportional to \((1-x)^t\) have been discarded for finite \(x > 1/t\). We can then express \((r + 1)^{u-1}\) using an integral representation,
\[
\frac{1}{(r + 1)^{1-u}} = \frac{1}{\Gamma(1-u)} \int_0^{\infty} \frac{dw}{w} w^{1-u} e^{-(1+r)w},
\]  
(30)
in order to perform the finite sum over \(r\):
\[
P_x(x, t) \approx \int_0^1 \frac{du}{\Gamma(u) \Gamma(1-u)} \frac{1}{x} \frac{\partial}{\partial x} \left[ -(1-x) \int_0^{\infty} \frac{dw}{w} w^{1-u} \left\{ x + (1-x) e^{-w} \right\}^t e^{-w} \right].
\]  
(31)

In this expression, the dominant part of the integral over \(w\) is near the origin for large times, \(w \approx 0\), where an expansion gives directly
\[
P_x(x, t) \approx \frac{1}{tx(1-x)} \int_0^1 \frac{du}{\Gamma(u)} u^t (1-x)^u \sim \frac{1}{x \log[t(1-x)]}, \quad t \gg 1.
\]  
(32)

We could expand the function \(1/\Gamma(u)\) using the \(\gamma_i\) coefficients and integrate over \(u\), but the dominant contribution of the integral is for \(u\) close to unity. Therefore, the distribution decays like \(1/x\) for most of the interval \(x > 1/t\), with corrective terms in powers of \(1/\log[t(1-x)]\). Figure 5 gives the comparison between numerical data and formula equation (26), for which the local distributions \(\rho_n(r)\) are approximated by equation (10). In the sum over \(r\) in equation (26), this approximation is not accurate for small integers \(r\), but we assume that these terms do not contribute to the sum. We can compare this distribution to a simple problem of partition of the unit segment with a set of \(n\) random numbers \(0 < x_1 < x_2 < \cdots < x_n < 1\), each taken from a uniform distribution and ordered by increasing value. We also take variable \(n\) for each set from an exponential distribution \((1 - e^{-a}) e^{-a(n-1)}\), with \(a > 0\). After some algebra, one finds that the size distribution for each set \(n\) is given by \(P_n(x) = n(1-x)^{n-1}\), and that the global size distribution \(P_x(x)\), after summation over \(n\), is simply
fragments $\sim e^{-\infty}$. The size distribution for this simple model is then given by a power law with exponent $-2$, instead of the infinite axis as initial condition, and implements the stochastic process displayed on equation (1):

$$P_\lambda(x) = \frac{1 - e^{-a}}{[1 - (1 - x)e^{-a}]^2}. \quad (33)$$

To select partitions with a maximum of fragment numbers, we consider the limit where the parameter $a$ is small, for which we can approximate $P_\lambda(x) \simeq ax^{-2}e^{-2a(1-x)/x}$ when $x > a$. The size distribution for this simple model is then given by a power law with exponent $-2$, instead of $-1$ as in equation (32). Similarly parameter $a$ can be thought as a time variable $t \simeq \log(t)$, with the probability of having a set of $n + 1$ fragments increasing with time. In both cases a universal power law distribution is commonly found with corrective terms depending on the details of the process.

5. Stochastic process on a semi-infinite chain

We consider in this section the fragmentation/recombination process on a semi-infinite chain $[0, \infty]$. The probability of cutting the chain at position $x$ is given by an exponential decay $p(x) = \lambda e^{-\lambda x}$, where $\lambda$ is a positive constant. One starts with the semi-infinite axis as initial condition, and implements the stochastic process displayed on figure 1(a). The time-dependent master equation can be written in a similar manner as equation (1):

$$P_{t+1}(x_0, \ldots, x_n) = \lambda \exp[-\lambda(x_0 + \cdots + x_n)] \left\{ P_t^{(n-1)}(x_0, \ldots, x_{n-2}, x_{n-1}) + \int_{x_n}^{\infty} dx' P_t^{(n)}(x_0, \ldots, x_{n-1}, x') + \int_{x_n}^{\infty} dx' \int_0^{\infty} dx'' P_t^{(n+1)}(x_0, \ldots, x_{n-1}, x', x_{n+1}) + \cdots \right\}. \quad (34)$$
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The initial condition is given by the distribution $P_0^{(0)}(x_0) = \lambda e^{-\lambda x_0}$, after starting with a semi-infinite interval and choosing a random point $x_0$ to construct the first fragment $[0, x_0]$ with the previous probability. This will define the ground state of the system. Equation (34) can be solved recursively and uniquely, by considering the set of new variables $y_i = e^{-\lambda x_i}$, and the scaling form

$$P_t^{(n)}(x_0, \cdots, x_n) = (\lambda^{n+1} y_0 \cdots y_n) Q_t^{(n)}(y_0, \cdots, y_n). \quad (35)$$

This makes it possible to simplify the master equation equation (34):

$$Q_t^{(n)}(y_0, \cdots, y_n) = (y_0 \cdots y_{n-1}) \{ Q_t^{(n-1)}(y_0, \cdots, y_{n-2}, y_{n-1}) \}
+ \int_0^{y_0} dy'_0 Q_t^{(n)}(y_0', \cdots, y_{n-1}, y'_n) + \int_0^{y_0} dy'_0 \int_0^{1} dy''_0 Q_t^{(n+1)}(y_0', \cdots, y_{n-1}, y'_n, y''_1) + \cdots \}. \quad (36)$$

The general solution of this time-dependent equation with initial condition $Q_0^{(0)} = 1$ is given in terms of polynomial products only:

$$Q_t^{(n)}(y_0, \cdots, y_n) = (y_0^t y_1^{t-1} y_2^{t-2} \cdots y_{n-1}^1) \times \sum_{k_1=0}^{t-n} y_1^{k_1} \sum_{k_2=0}^{t-1} y_2^{k_2} \cdots \sum_{k_n=0}^{1} y_n^{k_n}. \quad (37)$$

Hence,

$$P_t^{(n)}(x_0, \cdots, x_n) = (\lambda^{n+1} y_0^{t+1} y_1^{t} y_2^{t-1} \cdots y_{n-1}^1 y_n^1) \times \sum_{k_1=0}^{t-n} y_1^{k_1} \sum_{k_2=0}^{t-1} y_2^{k_2} \cdots \sum_{k_n=0}^{1} y_n^{k_n}. \quad (38)$$

The distribution of fragments $\tilde{\rho}_n(t)$ as function of time is given by the integrals

$$\tilde{\rho}_n(t) = \int_0^{\infty} dx_0 \int_0^{\infty} dx_1 \cdots \int_0^{\infty} dx_n P_t^{(n)}(x_0, \cdots, x_n)
= \int_0^{1} dy_0 \int_0^{1} dy_1 \cdots \int_0^{1} dy_n Q_t^{(n)}(y_0, \cdots, y_n)
= \frac{1}{1 + t} \sum_{k_1=0}^{t-n} \frac{1}{n + k_1} \sum_{k_2=0}^{t-1} \frac{1}{n - 1 + k_2} \cdots \sum_{k_{n-1}=0}^{k_{n-2}} \frac{1}{2 + k_{n-1}} \sum_{k_n=0}^{1} \frac{1}{1 + k_n}. \quad (39)$$

Comparing this expression with equations (4) and (6), these expressions are equivalent. Indeed, we can reformulate equation (6) by integrating directly on variables $u_i$, without using the symmetrization with respect to the $u_i$ terms in the finite interval case, which is not necessary in equation (38), such that

$$\rho_n(t) = \sum_{k_1=0}^{t-n} \int_0^{1} du_1 u_1^{t-n-k_1} \sum_{k_2=0}^{k_1} \int_0^{u_1} du_2 u_2^{k_1-k_2} \cdots \sum_{k_{n-2}=0}^{k_{n-3}} \int_0^{u_{n-3}} du_{n-3} u_{n-3}^{k_{n-3}-k_{n-2}} \sum_{k_{n-1}=0}^{k_{n-2}} \int_0^{u_{n-2}} du_{n-2} u_{n-2}^{k_{n-2}-k_{n-1}} \int_0^{u_{n-1}} du_{n-1} u_{n-1}^{k_{n-1}} \sum_{k_n=0}^{1} \frac{1}{n - 1 + k_1} \sum_{k_2=0}^{t-n} \frac{1}{n - 2 + k_2} \cdots \sum_{k_{n-1}=0}^{1} \frac{1}{1 + k_{n-1}} = \tilde{\rho}_{n-1}(t - 1). \quad (40)$$
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The two distributions are equal, up to a shift in indices due to a different convention for the origin of time and number of fragments (we could have used instead the initial condition \( P_0^{(0)} = 1 \)).

6. Two-time auto-correlation function

In this section, we analyse the two-time auto-correlation functions using exact solutions of the dynamics. We define the auto-correlation functions here as the correlation between two configurations with the same fragment number at different times \( t > s \). To be more precise, we first consider a given configuration of \( (m + 1) \) intervals \((v_1, \cdots, v_m)\) at time \( s \), with \( v_1 \geq v_2 \geq v_3 \geq \cdots \geq v_m > 0 \) and probability \( Q_s^{(m)}(v_1, \cdots, v_m) \). A quantum representation of this state is given by the vector \(|v_1, v_2, \cdots, v_m; s\rangle\). Starting with the initial vector \(|0\rangle\) representing the initial fragment of length unity, one can rewrite the probability \( Q_s^{(m)}(v_1, \cdots, v_m) \) as the amplitude of transition between states \(|0\rangle\) and \(|v_1, v_2, \cdots, v_m; s\rangle\)

\[
Q_s^{(m)}(v_1, \cdots, v_m) = \langle v_1, \cdots, v_m; s\rangle |0\rangle.
\]  

(41)

The auto-correlation function \( C_d(t, s) \) (disconnected part) is defined here as the probability of having the same number of fragments at times \( t \) and \( s \). This is represented by the summation (there are at most \( s + 1 \) fragments at time \( s \))

\[
C_d(t, s) = \int du \int dv \sum_{m=1}^{s} \langle u_1, \cdots, u_m; t|v_1, \cdots, v_m; s\rangle \langle v_1, \cdots, v_m; s|0\rangle
\]

\[
= \int du \int dv \sum_{m=1}^{s} \langle u_1, \cdots, u_m; t|v_1, \cdots, v_m; s\rangle Q_s^{(m)}(v_1, \cdots, v_m).
\]  

(42)

We thus define the connected part as

\[
C(t, s) = C_d(t, s) - \sum_{m=1}^{s} \rho_m(s) \rho_m(t).
\]  

(43)

In order to find the intermediate amplitude \( \langle u_1, \cdots, u_m; t|v_1, \cdots, v_m; s\rangle \), one has to apply the equation of evolution equation (3) at successive times, from \( s \) to \( t \), starting with the condition

\[
\langle u_1, \cdots, u_m; s|v_1, \cdots, v_m; s\rangle = \prod_{i=1}^{m} \delta(u_i - v_i) = \Delta_m.
\]  

(44)

The evolution of this initial condition is constrained by the master equation (1). We will note for simplification

\[
Q_{l,s}^{(m)}(u_1, \cdots, u_n) = \langle u_1, \cdots, u_n; t|v_1, \cdots, v_m; s\rangle.
\]  

(45)

Using the results of appendix \( C \), at time \( t = s + l \) and for \( m \geq l \), one finds that

https://doi.org/10.1088/1742-5468/aaac49
Modified stochastic fragmentation of an interval as an ageing process

\[
Q^{[m+l]}_{s+l,s}(u_1, \ldots, u_{m+l}) = \Delta_m,
Q^{[m+l-1]}_{s+l,s}(u_1, \ldots, u_{m+l-1}) = \Delta_{m-1} + \Delta_m(u_{m+1} + \ldots + u_{m+l-1}),
Q^{[m+l-2]}_{s+l,s}(u_1, \ldots, u_{m+l-2}) = \Delta_{m-2} + \Delta_{m-1}(u_{m+1} + \ldots + u_{m+l-2})
+ \Delta_m \sum_{k_1 + \ldots + k_l = 2} u_{m+1} \ldots u_{m+l-2},
\]
\[
Q^{[m]}_{s+l,s}(u_1, \ldots, u_m) = \Delta_{m-l} + \Delta_{m-l+1}(u_{m-l+2} + \ldots + u_m) + \ldots
+ \Delta_{m-2} \sum_{k_0 + k_1 = l-2} u_{m-l}^{k_1} u_m^{k_0} + \Delta_{m-l-1} u_m^{l-1},
\]
\[
Q^{(1)}_{s+l,s}(u_1) = \Delta_0 u_1^{-1}
\]  

(46)

The solutions for the first increments in time are given in appendix C. Symbols $\Delta_k$ are short notation for $\Delta_{m-1} = \prod_{i=1}^{m-1} \delta(u_i - v_i)\theta(u_m - v_m), \Delta_{m-2} = \prod_{i=1}^{m-2} \delta(u_i - v_i)\theta(u_{m-1} - v_{m-1})$, and so on. The $\theta$ functions are important here to select the correct ordering between $u_i$ and $v_i$. We can check that these probabilities are normalized at each time step

\[
\sum_{r=1}^{m+l} \int_0^1 du_1 \int_0^{u_1} du_2 \cdots \int_0^{u_{r-1}} du_r Q^{(r)}_{s+l,s}(u_1, \ldots, u_r) = 1.
\]  

(47)

The auto-correlation equation (43) is similar to the usual two-time correlation function $C(r', t; r, s)$ defined in physical systems on a lattice and taken at the same point in space $r = r'$ (and averaged over $r$). The distance $|r - r'|$ between two points may be identified as the difference $|m - n|$ between two configurations $(u_1, \ldots, u_n)$ and $(v_1, \ldots, v_m)$. And the sum over all possible $m$ in equation (42) is equivalent to averaging over all the positions in space $C(t, s) = \sum_r C(r, t; r, s)$. The disconnected part of the auto-correlation function equation (42) can be computed exactly and expressed in discrete sums. In particular, $C_d(t, s)$ can be expressed as an expansion in $(s/t)$, and the first terms are given by products of the density function (see appendices C and D for technical details):

\[
C_d(t, s) = \sum_{m=1}^{s} \left\{ \rho_m(s)\rho_m(t-s) + \frac{s-1}{t-1}\rho_m(s-1)[\rho_{m-1}(t-s) - \rho_m(t-s)] + \ldots \right\},
\]  

(48)

and therefore

\[
C(t, s) = \sum_{m=1}^{s} \left\{ \rho_m(s)[\rho_m(t-s) - \rho_m(t)] + \frac{s-1}{t-1}\rho_m(s-1)[\rho_{m-1}(t-s) - \rho_m(t-s)] + \ldots \right\}.
\]  

(49)

The first dominant term in equation (48) is the product of the probabilities to have $(m+1)$ fragment at both times $s$ and $t - s$, while the other contributions appear as higher powers of $(s/t)$ which are negligible when $t \gg s \gg 1$—see appendix D. Using equation (10), we can compute the dominant term of equation (48) and its first correction in $(s/t)$ numerically, and compare them with the numerical data for which $10^6$ samples are used—see figure 6. In this figure, four different values of $s = 10^2, 10^3, 10^4$ and $10^5$ are used. There is a very good agreement with equation (48) for $t/s > 2$. The corrections to the dominant contribution appear when $t/s < 2$, and equation (C.12) has to be taken into account (see appendix D for details), for which fragments from the initial condition are not completely erased or replaced. Otherwise, the aging phenomenon
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can be seen clearly, as the different curves show a strong dependence on the initial time \( s \). The dominant part of \( C_d(t, s) \) can be written as

\[
C_d(t, s) \approx \frac{1}{s(t-s)} \sum_{m=1}^{s} \sum_{i,j=1}^{m} \frac{\gamma_i \gamma_j \left[ \log(s)^{m-i} \left( \log(t-s)^{m-j} \right) \right]}{(m-i)!(m-j)!}.
\]  

(50)

This formula is accurate to describe the long time behavior of the auto-correlation function. In the large \( s \) limit, we assume that the finite sum over \( m \) can be transformed into a series with the upper limit \( s \) replaced by \( \infty \), since the different terms of the sum should decrease fast enough. In particular, one can express all the terms with modified Bessel functions, using \( \xi = \log(s) \log(t-s) \)

\[
C_d(t, s) \approx \frac{1}{s(t-s)} \left[ \sum_{i,j=1}^{s} \gamma_i \gamma_j I_0(2\sqrt{\xi}) \right].
\]  

(51)

Keeping the dominant terms of the Bessel derivatives, one finds the following expression

\[
C_d(t, s) \approx \frac{1}{s(t-s)} \left[ \gamma_1^2 I_0(2\sqrt{\xi}) + \gamma_2 \left( \frac{1}{\log(t-s)} \right) \right].
\]  

(52)

The index of the Bessel functions corresponds to the difference of index between the \( \gamma_i \) coefficients. Let us consider the scaling limit \( \log(s) \gg 1 \) with \( t/s \) fixed. One can expand \( C_d(t, s) \) using the asymptotic limit of the Bessel functions \( I_n(2\sqrt{\xi}) \approx e^{2\sqrt{\xi}(4\pi)^{-1/2} \xi^{-1/4}} \). Also, the ratios \( \log(s)/\log(t-s) \) or \( \log(t-s)/\log(s) \) are close to unity, up to corrections in \( 1/\log(s) \), which further simplifies the sum, and therefore

\[
C_d(t, s) \approx \frac{1}{s(t-s)} \left[ \sum_{i,j} 2\gamma_i \gamma_j J_{j-i}(2\sqrt{\xi}) + \sum_{i} \gamma_i^2 I_0(2\sqrt{\xi}) \right] \approx \frac{1}{s(t-s)} e^{2\sqrt{\xi}} \left[ \gamma_1^2 \right].
\]  

(53)

after recognizing the perfect square \( \sum_i \gamma_i^2 = 1 \). Setting \( u = t/s \), considered here as a fixed ratio, we can expand the argument \( \sqrt{\xi} \approx \log(s) + \frac{1}{2} \log(u-1) \) for large \( s \), and after further simplifications one finds the following limit,

\[
C_d(t, s) \sqrt{\log(s)} \approx (4\pi)^{-1/2} \approx 0.2821,
\]  

(54)

which is independent of \( t/s \). This scaling limit was checked numerically in the inset of figure 6, for \( t/s = 2 \) and \( t/s = 4 \). The extrapolation of the fits towards the origin \( 1/\log(s) \to 0 \) gives the correct numerical constant. This explains the choice of the scaling in figure 6 for which the auto-correlation function is approximately proportional to \( \log(s)^{-1/2} \). Correlation function \( C(t, s) \) (equation (49)) is approximately equal to \( C(t, s) \approx \sum_{m=1}^{s} \rho_m(t-s) - \rho_m(t) \), and can be evaluated using equations (52) and (53), and expressed as function of variables \( s \) and \( t/s = u \) only:
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\[ C(t,s) \approx 1 \sqrt{\frac{\log(s)}{\pi}} \frac{1}{s^2} \left( \frac{1}{u-1} \frac{\exp[2 \log(s) \sqrt{1+\log(u-1)/\log(s)}]}{\log(s)^{1/2}[1+\log(u-1)/\log(s)]^{1/4}} \right. \\
\left. - \frac{1}{u} \frac{\exp[2 \log(s) \sqrt{1+\log(u)/\log(s)}]}{\log(s)^{1/2}[1+\log(u)/\log(s)]^{1/4}} \right) \\
\approx \frac{1}{8\sqrt{\pi} \log(s)^{3/2}} [\log(u)(\log(u)+1) - \log(u-1)(\log(u-1)+1)]. \]  

The autocorrelation function is positive when \( u > 2e^{-1}/(\sqrt{1+4/e} - 1) \approx 1.286 \), and negative otherwise. The other corrective terms are smaller than \( 1/\log(s)^{3/2} \), and are not taken into account in this analysis.

7. Modified fragmentation process with reset

In this section, we introduce a probability \( r \) for the system to reset to its initial condition, which is a single fragment of unit length. The idea is to see how the aging process seen in the previous section is perturbed by a regular reset, with the introduction of a reset time scale \( 1/r \). This process has been introduced, for example, in coagulation–diffusion processes to probe the non-trivial effects on correlation functions depending on the different length scales [40]. The introduction of the probability parameter \( r \) slightly modifies equation (3) by adding a contribution \( Q_t^{(n)} \) from the presence of single segments and new terms coming from previous resets in \( Q_t^{(n)} \).
\[ Q_t^{(0)} = r, \]
\[ Q_t^{(n)}(u_1, \ldots, u_n) = (1 - r)^t \sum_{\sum k_i = t - n} (u_1^{k_1} \cdots u_n^{k_n}) \]
\[ + r(1 - r)^{t-1} \sum_{\sum k_i = t - n - 1} (u_1^{k_1} \cdots u_n^{k_n}) + \cdots + r(1 - r)^n. \tag{56} \]

As before, we can check that the total distribution at time \( t \) is normalized:
\[ \sum_{n=0}^{t} \int_0^1 du_1 \int_0^{u_1} du_2 \cdots \int_0^{u_{n-1}} du_n Q_t^{(n)}(u_1, \ldots, u_n) = 1. \tag{57} \]

The distribution of the fragment number \( \rho_{n,r}(t) \) with reset \( r \) can be evaluated using a Kronecker integral, which allows for the summation over all the \( k_i \) terms. One obtains
\[ \rho_{n,r}(t) = \frac{1}{n!} \int_0^\pi \frac{dy}{2\pi} \left[ -\log(1 - e^{-iy}) \right]^n e^{iyt} \{ (1 - r)^t + r(1 - r)^{t-1}e^{-iy} + \cdots + r(1 - r)^n e^{-iy(t-n)} \}. \]

The logarithmic function can be expanded using the series equation (8), and the various integrations over \( y \) inside the sum lead to the expression
\[ \rho_{n,r}(t) = (1 - r)^t \rho_n(t) + r \sum_{p=n}^{t-1} (1 - r)^p \rho_n(p). \tag{58} \]

The asymptotic limit \( t \to \infty \) with finite \( r \) corresponds to a time-independent distribution, which is simply a Poisson distribution of constant rate equal to \( -\log(r) \):
\[ \rho_{n,r}(t) \simeq r \sum_{p=n}^{\infty} (1 - r)^p \rho_n(p) = r \left[ -\log(r) \right]^n \frac{n^n}{n!}. \tag{59} \]

Using the results of appendix C, the dominant term of the auto-correlation function \( C_d(t,s) \), in the limit of large times, \( t \gg s \gg 1 \), can be successively approximated by
\[ C_d(t,s) \simeq \sum_{m=1}^s \rho_{m,r}(s) \rho_{m,r}(t-s) \tag{60} \]
\[ \simeq \sum_{m=1}^{\infty} \frac{r^2}{(m!)^2} (-\log r)^{2m} = r^2 [I_0(-2\log r) - 1], \tag{61} \]

which is time-independent. In figure 7, we have plotted \( C_d(t,s) \) for different values of \( r \) and \( s \) as function of \( s \log(t/s) \), which was chosen for convenience. One observes that \( C_d(t,s) \) does not depend on \( s \) as \( r \) increases—which is characteristic of a non-aging process and the presence of fast relaxation effects. The first approximation equation (60) with equation (58) gives the correct result in the large time regime—see the symbol lines in figure 7 for comparison—and saturates at a finite value. For example, for \( r = 0.01 \), \( C_d(t,s) \simeq 0.1333 \) if we consider the second expression with the Bessel function in equation (61).
8. Discussion

In this manuscript, we have examined aging phenomena in a modified fragmentation model incorporating a process that slows the typical dynamics by which a steady large number of fragments are produced, in a similar way that energy states relax slowly to equilibrium in glassy systems from an initial quenched state. This model without Hamiltonian and temperature displays characteristics of a slowing down process. ‘Quakes’ are defined in general as rare events for which the number of fragments drops suddenly by a large amount. This is similar, in a free energy landscape description, to an activation process that takes the system from one valley to the next through large barriers. The part of the activation process here is played here by the stochastic mechanism. The limit distribution of the fragment number is only reached for very long times—out of range of numerical simulations—and is Gaussian. The fragment size distribution also displays in this limit scale invariance as it follows an inverse power law for sizes $x$ larger than the threshold scale $x > 1/t$. To reach such state, made of fragments of infinitely small sizes near the origin, a record process is necessary, since small fragments on the left-hand side have better chances of survival than fragments on the right-hand side. Cutting the interval at the left-most location—hence producing a ‘quake’—will make the first fragment even smaller, as seen in figure 2(b), which is necessary to reach a higher density of fragments on the left-hand side at later times. A ‘quake’ is equivalent to a reconfiguration process that takes the system from one ‘energy valley’ to another with a lower energy. This mechanism of our model also generates a slow logarithmic increase of the average number of fragments. The probability to reach such configuration of only two fragments decreases as $\frac{1}{t}$, since the accumulation of small fragments near the origin increases with time. For example, the probability distribution of the first fragment size $x_0$ at time $t$ is equal to $t(1 - x)^{t-1}$, with a size average equal to $1/(t + 1)$. Therefore, a new two-fragment configuration, or ‘record’, becomes more and more difficult to obtain, because the size of the first fragment has to be smaller and smaller. This model is an example of such record dynamics. The other fragments above the first one $x_0$ can be seen as fluctuations in this valley because they have a finite survival time. There is also the question of ‘equilibrium state’ in the model. In a mathematical sense, one might argue that it is defined by an infinite number of infinitesimally small fragments located near the origin and the system is driven slowly towards this state. One might also try to define an effective energy for this model, as $\log(x_0) < 0$ can be thought as the bottom energy of the valley, which decreases with time. And the other fragment contributions can be seen as energy fluctuations with a hierarchical set of relaxation times, the last fragment having the shortest survival time. More importantly, the correlation functions as defined in section 6 show clear aging properties due to the slow relaxation. The scaling behavior of the correlation function is found by considering, as before, the limit $s \to \infty$ with $t/s$ fixed. In the scaling theory of aging [2], this is usually written, for auto-correlation functions, as

$$C(t, s) \simeq s^{-b}F(t/s),$$

with $b$ the scaling exponent and $F$ the scaling function. Here, clearly, one can instead identify from equation (55) the scaling relation $C(t, s) \simeq \log(s)^{-b}F(t/s)$, with a
logarithmic form and no longer depend on aging. Indeed, one can easily identify from figure 7 the length scale relaxation process, with apparently a conventional exponential decreasing and no more ability that at time \( t > 1/r \). After an initial decay, all auto-correlation functions tend to a constant depending on \( r \) and given approximately by the Bessel function in equation (60). The symbol curves represent the formula \( C_d(t, s) = \sum_{m=1}^{s} \rho_m r(s) \rho_m(t - s) \), with \( \rho_{m,r}(t) \) computed from equations (58) and (10) and \( s = 100 \). This approximation fits the data well. Inset: Approximate asymptotic value of \( C_d(t, s) \) equation (61) as function of \( r \). A maximum auto-correlation is reached for \( r \approx 0.2048 \) for which \( C_d(t, s) \approx 0.1935 \).

The scaling function \( F(u) \) goes to zero as expected when \( u \to \infty \); in particular, \( F(u) \approx [1 + 2 \log(u)]/u \).

The response function \( R(t, s) \) to an external perturbation follows in general a scaling relation \( R(t, s) = s^{-1-a} G(t/s) \) similar to that of the auto-correlation function, with \( a \) a second scaling exponent; but this would have to be defined properly in the context of this fragmentation model, in contrast to the auto-correlation function which is more straightforward. For example, in a coagulation–diffusion process in one dimension [41], the response function is defined by inserting a particle on a given site at time \( s \) as an external perturbation, and computing the probability at time \( t \) that a particle is present on the same site. Here, we may think of inserting an additional segment at time \( s \) (of random size, and constrained to be inside the unit interval), and compute the probability that at time \( t \) the same number of segments is found. This study would then be relevant in the context of aging models. It would also be interesting to study the time of survival for a given fragment before it is removed by fragmentation, or the characteristic times between ‘quakes’.

The same process with reset \( r \) as studied in part section 7 shows a different class of relaxation process, with apparently a conventional exponential decreasing and no more aging. Indeed, one can easily identify from figure 7 the length scale \( t \approx 1/r \) beyond which the system loses its memory and becomes Markovian. The correlation functions no longer depend on \( s \), and reach a constant value in the saturated regime which is maximum for a finite value of \( r \).
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Appendix A

In this appendix, various sums are evaluated in the limit of large $t$. The saddle point equation (17) can be written as $t = nI_1/I_0$ where $I_0 = \sum_{l=0}^{t} (l+1)^{-1} e^{-yl}$ and $I_1 = \sum_{l=0}^{t} e^{-yl}$. If $y = i\alpha_n(t)/t$, with $\alpha_n(t)/t \to 0$ when $t$ is asymptotically large, $I_0$ is logarithmically diverging, and we regularize the sum by substracting the diverging part

$$I_0 = \sum_{l=0}^{t} \frac{e^{-yl}}{l+1} = \sum_{l=0}^{t} \frac{e^{\alpha_n l/t} - 1}{l+1} + \sum_{l=0}^{t} \frac{1}{l+1} \sim \sum_{l=0}^{t} \frac{e^{\alpha_n l/t} - 1}{l+1} + \log(t) + \gamma.$$ 

In this expression, one can replace $l/t$ by a continuous variable $u$ between 0 and 1, such that

$$I_0 \simeq \log(t) + \gamma + \int_0^1 du \frac{e^{\alpha_n u} - 1}{u}.$$ 

The other sum $I_1$ is asymptotically equivalent to

$$I_1 \simeq t \int_0^1 du e^{\alpha_n u} \simeq t(e^{\alpha_n} - 1)/\alpha_n.$$ 

Combining $I_0$ and $I_1$ in equation (17), one obtains the implicit equation (18). The second derivative of $\phi$ is equal to

$$\phi''(y) = -\frac{n}{I_0^2} (I_2 I_0 + I_1 I_0 - I_1^2),$$

where $I_2 = \sum_{l=0}^{t} le^{-yl}$. We can estimate the value of $I_2$ asymptotically as function of $\alpha_n$ using the continuous limit $l/t \to u$,

$$I_2 \simeq \frac{t^2}{\alpha_n^2} [1 + (\alpha_n - 1)e^{\alpha_n}],$$

and therefore, assuming that $t \gg 1$,

$$\phi'' = -t^2 \left[ \frac{1}{1 - e^{-\alpha_n}} - \frac{1}{\alpha_n} - \frac{1}{n} \right].$$

This second derivative is negative only for $\alpha_n > 0$ and $n \geq 2$, since the function $(1 - e^{-\alpha_n})^{-1} - \alpha_n^{-1}$ is larger than 1/2 when $\alpha_n > 0$ and less than 1/2 when $\alpha_n < 0$.

Appendix B

The size distribution $P_n(x, t)$ equation (24) is a multiple integral which can be solved by using, as before, the integral representation of the Kronecker delta function. One has indeed
Using integration by parts from variables \( u_1 \) to \( u_{i-1} \), successively, with the integrand
\[
\frac{e^{-iy}}{1 - u e^{-iy}} \log \left( \frac{1 - e^{-iy}}{1 - u e^{-iy}} \right) = -F(u, 1)
\]
and symmetrization of variables \( u_{i+2}, \ldots, u_n \), we can rewrite the previous expression as
\[
P_n(x, t) = \frac{1}{n+1} \sum_{i=0}^{n} \int_{-\pi}^{\pi} \frac{dy}{2\pi} e^{iyt} \int_{x}^{1} \frac{du_1 e^{-iy}}{1 - u_1 e^{-iy}} \cdots \int_{x}^{u_{i-1}} \frac{du_{i-1} e^{-iy}}{1 - u_{i-1} e^{-iy}} \int_{0}^{u_{i-2}} \frac{du_{i-2} e^{-iy}}{1 - u_{i-2} e^{-iy}} \cdots \int_{0}^{u_{n-1}} \frac{du_{n-1} e^{-iy}}{1 - u_{n-1} e^{-iy}}.
\]

The cases \( i = 0 \) and \( i = n \) have to be taken separately, and one obtains, after summing over \( i = 1, \ldots, n-1 \),
\[
P_n(x, t) = \frac{1}{n+1} \int_{-\pi}^{\pi} \frac{dy}{2\pi} e^{iyt} \left\{ \frac{1}{1 - (1-x)e^{-iy}} \ln \left[ \frac{1 - e^{-iy}}{1 - (1-x)e^{-iy}} \right] \right\}^{n-1}
\]
\[
\quad + \frac{1}{(n-2)!} \int_{x}^{1} \frac{du}{1 - u e^{-iy}} \frac{e^{-iy}}{1 - (u - x)e^{-iy}} \left[ -\log \left( \frac{1 - e^{-iy}}{1 - (u - x)e^{-iy}} \right) \right]^{n-2}
\]
\[
\quad + \frac{1}{1 - xe^{-iy}} \left( \frac{1}{n+1} \right) \left( \int_{x}^{1} \frac{du}{1 - u e^{-iy}} \right)^{n-1}.
\]

The first bracketed term corresponds to \( i = 0 \), the second term is the summation over \( i = 1, \ldots, n-1 \) and the last term corresponds to \( i = n \). The second integral inside the bracket can be performed exactly, and combined with the other two terms
\[
P_n(x, t) = \frac{1}{x n+1} \int_{-\pi}^{\pi} \frac{dy}{2\pi} e^{iyt} \left\{ \frac{e^{-iy} - 1}{1 - (1-x)e^{-iy}} \right\}^{n-1}
\]
\[
\quad + \frac{1}{1 - xe^{-iy}} \left( \frac{1}{n+1} \right) \left[ -\log \left( \frac{1 - e^{-iy}}{1 - xe^{-iy}} \right) \right]^{n-1}
\]

This expression can be rewritten using a derivative with respect to \( x \)
\[
P_n(x, t) = \frac{1}{(n+1)!} \frac{1}{x n+1} \int_{-\pi}^{\pi} \frac{dy}{2\pi} e^{iyt} \left\{ \left( e^{iy} - 1 \right) \left[ -\log \left( 1 - (1-x)e^{-iy} \right) \right]^{n-1}
\]
\[
\quad - e^{iy} \left[ -\log \left( \frac{1 - e^{-iy}}{1 - xe^{-iy}} \right) \right]^{n-1}
\]
\]

The logarithmic functions can be decomposed using equation (8), and the integration over \( y \) performed. After some algebra, one finds
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\[ P_n(x, t) = \frac{1}{(n+1)x} \frac{1}{\partial x} \left[ -(1-x)^t \rho_n(t) - \sum_{r=n}^{t} \left( \frac{t}{r-1} \right) x^{t+1-r}(1-x)^r \rho_n(r) \right]. \]  

(B.5)

**Appendix C**

One starts with the initial condition at time \( s \), with the configuration \((v_1, \cdots, v_m)\) equation (44). We will note, as in equation (45),

\[ Q^{(m)}_{t,s}(u_1, \cdots, u_n) = \langle u_1, \cdots, u_n; t|v_1, \cdots, v_m; s \rangle \]  

(C.1)

by assuming the condition \((v_1, \cdots, v_m)\) implicitly at time \( s \), to avoid cumbersome notations. Since there is no obvious Green’s function in the problem, it is easier to deduce the generic form of this amplitude after few time steps. For example, at time \( s+1 \), one finds the set of solutions

\[
\begin{align*}
Q^{(m+1)}_{s+1,s}(u_1, \cdots, u_{m+1}) &= \Delta_m, \\
Q^{(m)}_{s+1,s}(u_1, \cdots, u_m) &= \Delta_{m-1}, \\
Q^{(m-1)}_{s+1,s}(u_1, \cdots, u_{m-1}) &= \Delta_{m-2}, \\
& \cdots \\
Q^{(1)}_{s+1,s}(u_1) &= \Delta_0,
\end{align*}
\]

with the implicit condition \( u_0 = 1 > u_1 > u_2 > \cdots > u_m > u_{m+1} > \cdots \) at every time. Here \( \Delta_m = \prod_{i=1}^{m} \delta(u_i - v_i) \), \( \Delta_{m-1} = \prod_{i=1}^{m-1} \delta(u_i - v_i)\theta(u_m - v_m) \), and in general

\[ \Delta_{m-k} = \prod_{i=1}^{m-k} \delta(u_i - v_i)\theta(u_{m-k+1} - v_{m-k+1}). \]  

(C.2)

The \( \theta \) function is necessary since the last \( u_i \) is either bounded by \( u_{i-1} > u_i \) or by \( v_{i-1} > u_i > v_i \). At time \( s+2 \), the solutions are given by

\[
\begin{align*}
Q^{(m+2)}_{s+2,s}(u_1, \cdots, u_{m+2}) &= \Delta_m, \\
Q^{(m+1)}_{s+2,s}(u_1, \cdots, u_{m+1}) &= \Delta_{m-1} + \Delta_m u_{m+1}, \\
Q^{(m)}_{s+2,s}(u_1, \cdots, u_m) &= \Delta_{m-2} + \Delta_{m-1} u_m, \\
& \cdots \\
Q^{(1)}_{s+2,s}(u_1) &= \Delta_0 u_1
\end{align*}
\]

(C.3)

For time \( s+3 \), one has

\[
\begin{align*}
Q^{(m+3)}_{s+3,s}(u_1, \cdots, u_{m+3}) &= \Delta_m \\
Q^{(m+2)}_{s+3,s}(u_1, \cdots, u_{m+2}) &= \Delta_{m-1} + \Delta_m (u_{m+1} + u_{m+2}), \\
Q^{(m+1)}_{s+3,s}(u_1, \cdots, u_{m+1}) &= \Delta_{m-2} + \Delta_{m-1} (u_m + u_{m+1}) + \Delta_m u_{m+1}^2, \\
Q^{(m)}_{s+3,s}(u_1, \cdots, u_m) &= \Delta_{m-3} + \Delta_{m-2} (u_{m-1} + u_m) + \Delta_{m-1} u_m^2, \\
& \cdots \\
Q^{(1)}_{s+3,s}(u_1) &= \Delta_0 u_1^2
\end{align*}
\]

(C.4)
From these equations, one can infer that at time $s + l = t$, if $m > l$,

$$Q^{(m)}_{s+l,s}(u_1, \cdots, u_m) = \Delta_{m-l} + \Delta_{m-l+1} \sum_{k_0 + \cdots + k_{l-2} = 1} u_{m-l+2}^{k_{l-2}} \cdots u_{m-1}^{k_1} u_m^{k_0}$$

$$+ \cdots + \Delta_{m-2} \sum_{k_0+k_1=l-2} u_{m-1}^{k_1} u_m^{k_0} + \Delta_{m-1} u_{m-1}^{l-1}$$

(C.5)

and if $m \leq l$,

$$Q^{(m)}_{s+l,s}(u_1, \cdots, u_m) = \Delta_0 \sum_{k_0+\cdots+k_{m-1}=l-m} u_1^{k_{m-1}} \cdots u_{m-1}^{k_1} u_m^{k_0}$$

$$+ \cdots + \Delta_{m-2} \sum_{k_0+k_1=l-2} u_{m-1}^{k_1} u_m^{k_0} + \Delta_{m-1} u_{m-1}^{l-1}.$$  

(C.6)

The different integrations over variables $u_i$ in equation (42) can be performed iteratively. Taking the last three terms of the previous expressions, one has, after integration,

(a) $\int du \Delta_{m-1} u_{m-1}^{l-1} = \int_{v_m}^{v_{m-1}} u_{m-1}^{l-1} du_m = \frac{1}{l} (v_{m-1}^l - v_m^l)$,

(b) $\int dv \Delta_{m-2} \sum_{k_0+k_1=l-2} u_{m-1}^{k_1} u_m^{k_0} = \int_{v_{m-1}}^{v_{m-2}} \int_0^{u_{m-1}} dv_m \int_{k_0+k_1=l-2} u_{m-1}^{k_1} u_m^{k_0}$

$$= \frac{1}{l} (v_{m-2}^l - v_{m-1}^l) \sum_{k_0+k_1=l-2} \frac{1}{k_0 + 1},$$

(c) $\int dv \Delta_{m-3} \sum_{k_0+k_1+k_2=l-3} u_{m-2}^{k_2} u_{m-1}^{k_1} u_m^{k_0} = \int_{v_{m-2}}^{v_{m-3}} \int_0^{u_{m-2}} dv_m \int_{k_0+k_1+k_2=l-3} u_{m-2}^{k_2} u_{m-1}^{k_1} u_m^{k_0}$

$$= \frac{1}{l} (v_{m-3}^l - v_{m-2}^l) \sum_{k_0+k_1+k_2=l-3} \frac{1}{k_0 + 1} \frac{1}{k_0 + k_1 + 2}.$$  

(C.7)

Let us define the coefficients

$$a_0(l) = 1, \quad a_1(l) = \frac{1}{l} \sum_{k=1}^{l-1} \frac{1}{k},$$

$$a_r(l) = \sum_{l_0+\cdots+l_r=l, l_i \geq 1} \frac{1}{l_0 l_1 + l_1} \cdots \frac{1}{l_0 + \cdots + l_{r-1}} = \frac{1}{l} \sum_{l_0+\cdots+l_r=l, l_i \geq 1} \frac{1}{l_0 l_1} \cdots \frac{1}{l_{r-1}}$$

$$a_{l-1}(l) = \frac{1}{(l-1)!}, \quad a_l(l) = 0.$$  

(C.8)

These coefficients satisfy the recursion relation

$$a_r(l+1) - a_r(l) = \frac{1}{l} a_{r-1}(l), \quad a_r(l) = \sum_{k=r}^{l-1} \frac{a_{r-1}(k)}{k}.$$  

(C.9)
If we take the second definition of equation (C.8), one can use the Kronecker delta integral representation to rewrite the sum as

\[
a_r(l) = \frac{1}{r!} \int_{-\pi}^{\pi} \frac{dy}{2\pi} e^{iyl} \left( \sum_{k=1}^{\infty} \frac{e^{-iky}}{k} \right) \left( \sum_{k=1}^{l} e^{-iky} \right)
\]

\[
= \frac{1}{r!} \int_{-\pi}^{\pi} \frac{dy}{2\pi} e^{iyl} \left[ -\log(1 - e^{-iy}) \right]^{r} \left( \sum_{k=1}^{l} e^{-iky} \right).
\]

Using the series expansion of the logarithm equation (8), it is easy to express coefficients \(a_r(l)\) as function of the densities

\[
a_r(l) = \sum_{p=r}^{l-1} \rho_r(p) = l\rho_{r+1}(l).
\]

The latter identity comes from a recurrence relation between Stirling numbers [42]. The resulting integral \(\int d\nu Q_{s+t,s}(u_1, \cdots, u_m)\) over variables \(u_i\) is a polynomial \(Q_l(v_0, v_1, \cdots, v_m)\) of the variables \(v_i\) from the initial conditions at \(t = s\) and implicitly present in the coefficients \(\Delta\). This polynomial (with \(v_0 = 1\)) can be written as

\[
Q_l(v_0, v_1, \cdots, v_m) = \frac{1}{l} \left\{ \sum_{r=1}^{l} v_{m-r}^{l} [a_{r-1}(l) - a_r(l)] - v_{m}^{l}a_0(l) \right\}, \text{ if } m \geq l
\]

\[
= \frac{1}{l} \left\{ \sum_{r=1}^{l} v_{m-r}^{l} [a_{r-1}(l) - a_r(l)] - v_{m}^{l}a_0(l) + v_{0}^{l}a_{m}(l) \right\}, \text{ if } m \leq l
\]

which is simply a sum of terms \(v_{r}^{l}\). In the first case equation (C.12), \(Q_{l}\) depends on \((v_{m-r}, \cdots, v_m)\) only whereas in the second case equation (C.13), all variables \((v_0, \cdots, v_m)\) are involved. Since we consider \(l = t - s \geq s \geq m\), the latter case is relevant for computing all coefficients in equation (42). For example, when \(l = 4\) and \(m = 3\) one has

\[
Q_4(v_0, v_1, v_2, v_3) = \frac{1}{4} v_0^4 + \frac{5}{24} v_1^4 - \frac{5}{24} v_2^4 - \frac{1}{4} v_3^4.
\]

Appendix D

In this appendix, we perform the average of the polynomial \(Q_l(v_1, \cdots, v_m)\), defined in the previous appendix, over all the possible configurations \((v_1, \cdots, v_m)\) weighted by \(Q_s^{(m)}(v_1, \cdots, v_m)\) as defined in the disconnected part of the correlation function equation (42). This is tantamount to perform the multiple integrals

\[
C_{0,m}(l) = \rho_m(s),
\]

\[
C_{k,m}(l) = \int_{0}^{1} dv_1 \int_{0}^{v_1} dv_2 \ldots \int_{0}^{v_{m-1}} dv_m \left( \sum_{k_1+\cdots+k_m=s-m} v_{1}^{k_1}, v_{2}^{k_2}, \cdots, v_{m}^{k_m} \right) v_{k}^{l} \quad (D.1)
\]
for each term \( v_k^l \) of the polynomial \( Q_l \). We can then express \( C_d(t, s) \) as function of coefficients \( a_r(l) \) and \( C_{k,m}(l) \) only as seen further below. Using the Kronecker delta integral representation

\[
C_{k,m}(l) = \int_0^\infty dv \int_0^\infty \frac{dy}{2\pi} \frac{e^{iy(s-m)}}{1-v_1e^{iy}} \cdots \frac{v_k^l}{1-v_k e^{iy}} \cdots \frac{1}{1-v_m e^{iy}} \tag{D.2}
\]

with \( C_{0,m}(l) = \rho_m(s) \), we can perform successive integrations by parts, and the previous multiple integral can be reduced to a more simple form, leading to

\[
C_{k,m}(l) = \prod_{r=k-1}^{m-k} \frac{1}{(m-k)!} \int_0^1 dv F(v, 1)^{k-r-1} \frac{v^l}{1-v e^{-iy}} F(0, v)^{m-k}, \tag{D.3}
\]

where \( F(v, 1) = -e^{iy} \log [(1-e^{-iy})/(1-v e^{-iy})] \) and \( F(0, v) = -e^{iy} \log (1-v e^{-iy}) \). Here the integers are restricted to the interval \( 1 \leq k \leq m \leq s \). Using equation (8) we expand \( F(v, 1)^{k-1} \) and \( F(0, v)^{m-k} \), in order to express \( C_{k,m} \) as the product of two density functions:

\[
C_{k,m}(l) = \sum_{r=k-1}^{m-k} \rho_{k-1}(r) \rho_{m-k}(r') \int_0^\infty dy \frac{e^{iy(s-r-r')}}{2\pi} \int_0^1 dv \frac{(1-v)v^{t+r'}}{(1-v e^{-iy})^{t+1}} \tag{D.4}
\]

This is an exact expression. Using equations (C.11), (D.4), and \( C_{0,m}(l) = \rho_m(s) \), one can compute the configuration average of the polynomials \( Q_l(v_0, v_1, \cdots, v_m) \) for every \( m \), and expand the auto-correlation function as a sum over decreasing terms for \( l > s \), since the configuration average of \( v_k^l \) decreases with increasing \( k \) for large \( l \)—the dominant term being \( v_0^1 = 1 \):

\[
C_d(t, s) = \sum_{m=1}^s \left\{ \rho_m(s) \rho_m(t-s) + C_{1,m}[\rho_{m-1}(t-s) - \rho_m(t-s)] + \cdots \right\}. \tag{D.5}
\]

Coefficient \( C_{1,m} \) can be computed exactly, using \( \rho_0(r) = \delta_{r,0} \) and the following recurrence identity \[42\]

\[
\rho_m(s) = \frac{1}{s} \sum_{r=m-1}^{s-1} \rho_{m-1}(r) \tag{D.6}
\]

which leads to the simple result

\[
C_{1,m} = \frac{s-1}{t} \rho_m(s-1). \tag{D.7}
\]

Therefore \( C_d(t, s) \) can be expanded as equation (48). When \( t \gg s \gg 1 \), coefficients \( C_{k,m} \) in equation (D.4) are of the order of \( (s/t)^k \), or

\[
C_{k,m} \approx \left( \frac{s}{t} \right)^k \frac{\rho_m(s-k)}{(k-1)!} \tag{D.8}
\]
after assuming that the term $r = k - 1$ in the sum gives the dominant contribution at this order. This provides a controlled expansion in $(s/t)$ for the auto-correlation function.
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