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Abstract. We prove the connectedness of the crystal $(BZ_\sigma^\sigma; wt, \varepsilon_p, \varphi_p, \widehat{e}_p, \widehat{f}_p)$, which we introduced in [NSS1].

1. Introduction

This paper is a continuation of our previous works ([NSS1] and [NSS2]). In [NSS1], motivated by the works ([K1] and [K2]) of Kamnitzer on Mirković-Vilonen polytopes in finite types, we introduced an affine analog of Berenstein-Zelevinsky datum (BZ datum for short) in type $A_{l-1}^{(1)}$. Let us recall its construction briefly. For a finite interval $I$ in $\mathbb{Z}$, we denote by $BZ_I$ the set of those BZ data of type $A_{|I|}$ which satisfy a certain normalization condition, called the $w_0$-normalization condition in [NSS2]. The family $\{BZ_I \mid I \text{ is a finite interval in } \mathbb{Z}\}$ forms a projective system, and hence the set $BZ_\infty$ of BZ data of type $A_\infty$ is defined to be a kind of projective limit of this projective system. Furthermore, for $l \geq 3$, we define the set $BZ_\sigma^\sigma$ of BZ data of type $A_{l-1}^{(1)}$ to be the fixed point subset of $BZ_\infty$ under a natural action of the automorphism $\sigma: \mathbb{Z} \to \mathbb{Z}$ given by $\sigma(j) = j + l$ for $j \in \mathbb{Z}$. Note that a BZ datum of type $A_{l-1}^{(1)}$ is realized as a collection of those integers, indexed by the set of infinite Maya diagrams, which satisfy the "edge inequalities", "tropical Plücker relations", and some additional conditions (see Definition 2.6.2 and 2.8.2 for details). The set $BZ_\sigma^\sigma$ has a $U_q(\widehat{sl}_l)$-crystal structure, which is naturally induced by that on $BZ_I$. In [NSS1], we proved that there exists a distinguished connected component $BZ_\sigma^\sigma(O)$ of $BZ_\sigma^\sigma$, which is isomorphic as a crystal to the crystal basis $B(\infty)$ of the negative part $U_q^{-}(\widehat{sl}_l)$ of $U_q(\widehat{sl}_l)$. We anticipated that the connected component $BZ_\sigma^\sigma(O)$ is identical to the whole of $BZ_\sigma^\sigma$, but we could not prove it in [NSS1]. The purpose of this paper is prove the anticipated identity, that is, to prove the connectedness of the crystal graph of $BZ_\sigma^\sigma$.

In [NSS2], we introduced the notion of $e$-BZ data of type $A_{l-1}^{(1)}$, which are defined in the same way as BZ data with another normalization condition, called the $e$-normalization condition in [NSS2]. In this paper, we mainly treat $e$-BZ data instead of BZ data for the following reasons. First, it is known that the set $(BZ_\sigma^e)$ of $e$-BZ data of type $A_{l-1}^{(1)}$ is isomorphic as a crystal to $BZ_\sigma^\sigma$, and hence the connectedness of the crystal graph of $BZ_\sigma^e$ is equivalent to that of $(BZ_\sigma^e)^\sigma$. Second, in [NSS2], we showed that there is a natural correspondence between $e$-BZ data and (certain) limits of irreducible Lagrangians of varieties associated to quivers of finite type $A$. Thus, we can use geometrical (or quiver-theoretical) methods for the study of $e$-BZ data. This is an advantage of $e$-BZ data.
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Our main result (Theorem 5.1.1) states that the crystal \((BZ^e_\mathbb{Z})^\sigma\) is isomorphic to \(B(\infty)\). Because we already know that a distinguished connected component of \((BZ^e_\mathbb{Z})^\sigma\) is isomorphic to \(B(\infty)\), Theorem 5.1.1 tells us that this connected component is identical to the whole of \((BZ^e_\mathbb{Z})^\sigma\). In other words, we obtain a new explicit realization of \(B(\infty)\) in terms of an affine analog of a BZ datum. Our strategy for proving Theorem 5.1.1 is as follows. In [KS], Kashiwara and the third author gave those conditions which characterize \(B(\infty)\) uniquely (see Theorem 5.1.2 for details). We will establish Theorem 5.1.1 by verifying that the \((BZ^e_\mathbb{Z})^\sigma\) indeed satisfies these conditions.

This paper is organized as follows. In Section 2, we give a quick review of results in our previous works. In Section 3, we introduce a new crystal structure, called the ordinary crystal structure, on \(BZ^e_I\). Here, \(BZ^e_I\) is the set of e-BZ data associated to a finite interval \(I\). Since \((BZ^e_\mathbb{Z})^\sigma\) is the set of \(\sigma\)-fixed points of a kind of projective limit of \(BZ^e_I\)’s, we can define the ordinary crystal structure on \((BZ^e_\mathbb{Z})^\sigma\) induced naturally by that of \(BZ^e_I\)’s. However, in order to overcome some technical difficulties in following this procedure, we need a quiver-theoretical interpretation of \(BZ^e_I\). We treat these technicalities in Section 4. In Section 5, we prove our main result (Theorem 5.1.1) by checking the conditions in Theorem 5.1.2 for the \((BZ^e_\mathbb{Z})^\sigma\). In our proof, the ordinary crystal structure on \((BZ^e_\mathbb{Z})^\sigma\) introduced in Section 4 plays a crucial role.

Finally, let us mention some related works, which appeared recently. The first one is by Muthiah [M]. In [BFG], Braverman, Finkelberg, and Gaitsgory introduced analogs of Mirković-Vilonen cycles in the case of an affine Kac-Moody group, and defined a crystal structure on the set of those cycles. After that, Muthiah studied the crystal structure of those cycles in an explicit way, and proved that it is isomorphic to the crystal \(BZ^e_\mathbb{Z}\) in affine type \(A\). The second one is by Baumann, Kamnitzer, and Tingley [BKT]. Let \(g\) be a symmetric affine Kac-Moody Lie algebra. In [BKT], they introduced the notion of affine Mirković-Vilonen polytopes by using the theory of preprojective algebras of the same type as \(g\), and showed that there exists a bijection between the set of affine Mirković-Vilonen polytopes and the crystal basis \(B(-\infty)\) of the positive part \(U^+_q(g)\) of \(U_q(g)\). It seems to us that these works are closely related to results in this paper. However, an explicit relationship between them is still unclear; this is our future problem.
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2. Review of known results

2.1. Preliminaries on root data. Let \(t\) be a vector space over \(\mathbb{C}\) with basis \(\{\epsilon_i\}_{i \in \mathbb{Z}}\); we set \(h_i := \epsilon_i - \epsilon_{i+1}\), \(i \in \mathbb{Z}\). We define \(\Lambda_i\), \(\Lambda_i^e \in t^* := \text{Hom}_\mathbb{C}(t, \mathbb{C})\), \(i \in \mathbb{Z}\) by

\[
\langle \epsilon_j, \Lambda_i \rangle_{\mathbb{Z}} := \begin{cases} 1 & \text{if } j \leq i, \\ 0 & \text{if } j > i, \end{cases}
\]

\[
\langle \epsilon_j, \Lambda_i^e \rangle_{\mathbb{Z}} := \begin{cases} 1 & \text{if } j \leq i, \\ 0 & \text{if } j > i. \end{cases}
\]

where \(\langle \cdot, \cdot \rangle_{\mathbb{Z}} : t \times t^* \to \mathbb{C}\) is the canonical pairing, and set \(\alpha_i := -\Lambda_{i-1} + 2\Lambda_i - \Lambda_{i+1}\), \(i \in \mathbb{Z}\). Let \(W_{\mathbb{Z}} := \{\sigma_i \mid i \in I\}(\subset GL(t))\) be the Weyl group of type \(A_{\infty}\), where \(\sigma_i\) is the automorphism of \(t\) defined by \(\sigma_i(t) = t - \langle t, \alpha_i \rangle_{\mathbb{Z}}h_i\), \(t \in \mathbb{Z}\); the group \(W_{\mathbb{Z}}\) also acts on \(t^*\) by \(\sigma_i(\lambda) = \lambda - \langle h_i, \lambda \rangle_{\mathbb{Z}}\alpha_i\), \(\lambda \in t^*\).

Let \(I = [n+1, n+ m]\) be a finite interval in \(\mathbb{Z}\) whose cardinality is equal to \(m\), and consider a finite-dimensional subspace \(h_I := \bigoplus_{i \in I} \mathbb{C}h_i\) of \(t^*\). For each \(i \in I\), set \(\alpha_i^f := \pi_J(\alpha_i)\) and \(\omega_i^f := \pi_J(\Lambda_i)\), where \(\pi_J : t^* \to h_I^* := \text{Hom}_\mathbb{C}(h_I, \mathbb{C})\) is the natural projection; we denote by \(\langle \cdot, \cdot \rangle_I\) the canonical pairing between \(h_I\) and \(h_I^*\). Then we can regard \((\{\alpha_i^f\}_{i \in I}, \{h_i\}_{i \in I}, h_I^*, h_I)\) as the root datum of type \(A_m\). Also, the set \(\{\omega_i^f\}_{i \in I}\) can be
regarded as the set of fundamental weights. Let $W_I$ be the subgroup of $W_Z$ generated by $\sigma_i$, $i \in I$. Since $\sigma_i$ stabilizes the subspace $h_I$ of $t$ for all $i \in I$, we can regard $W_I$ as a subgroup of $GL(h_I)$; the group $W_I$ acts on $h_I^*$ in a usual way.

2.2. BZ data associated to a finite interval. Let $I := I \cup \{n + m + 1\}$. A subset $k \subset \bar{I}$ is called a Maya diagram associated to $I$; we denote by $M_I$ the set of all Maya diagrams associated to $I$, and set $M^*_I := M_I \setminus \{\phi, I\}$. We identify $M^*_I$ with $\Gamma_I := \bigcup_{i \in I} W_I \varpi_i$ via the bijection $[n + 1, i] \leftrightarrow \varpi_i$. Under this identification, $(\cdot, \cdot)_I$ induces a pairing between $h_I$ and $M^*_I$, which is given explicitly as follows:

$$
(h_i, k)_I = \begin{cases} 
1 & \text{if } i \in k \text{ and } i + 1 \notin k, \\
-1 & \text{if } i \notin k \text{ and } i + 1 \in k, \\
0 & \text{otherwise.}
\end{cases}
$$

(2.2.1)

Let $M := (M_k)_{k \in M^*_I}$ be a collection of integers indexed by $M^*_I$. For each $k \in M^*_I$, we call $M_k$ the $k$-component of $M$, and denote it by $(M)_k$.

**Definition 2.2.1.** (1) A collection $M = (M_k)_{k \in M^*_I}$ of integers indexed by $M^*_I$ is called a Berenstein-Zelevinsky datum (BZ datum for short) associated to $I$ if it satisfies the following conditions:

**(BZ-1)** for all indices $i \neq j$ in $\bar{I}$ and all $k \in M_I$ such that $k \cap \{i, j\} = \emptyset$,

$$M_{k \cup \{i\}} + M_{k \cup \{j\}} \leq M_{k \cup \{i, j\}} + M_k;$$

**(BZ-2)** for all indices $i < j < k$ in $\bar{I}$ and all $k \in M_I$ such that $k \cap \{i, j, k\} = \emptyset$,

$$M_{k \cup \{i, k\}} + M_{k \cup \{j\}} = \min\{M_{k \cup \{i, j\}} + M_{k \cup \{k\}}, M_{k \cup \{i, k\}} + M_{k \cup \{j, k\}} + M_{k \cup \{i\}}\}.\]

Here, $M_\phi = M_{\bar{I}} = 0$ by convention.

(2) A BZ datum $M = (M_k)_{k \in M^*_I}$ is called a $w_0$-BZ (resp., $e$-BZ) datum if it satisfies the following normalization condition:

**(BZ-0)** for every $i \in I$, $M_{[i+1, n+m+1]} = 0$ (resp., $M_{[n+1, j]} = 0$).

We denote by $BZ_I$ (resp., $BZ^*_I$) the set of all $w_0$-BZ (resp., $e$-BZ) data.

For $M = (M_k)_{k \in M^*_I} \in BZ_I$, define a new collection $M^* = (M^*_k)_{k \in M^*_I}$ of integers by

$$M^*_k := M_{k^c},$$

where $k^c := \bar{I} \setminus k$ is the complement of $k$ in $\bar{I}$. Then, $M^*$ is an element of $BZ^*_I$, and the map $*: M \mapsto M^*$ gives a bijection from $BZ_I$ to $BZ^*_I$. We also denote its inverse by $*$.

Let $K = [n' + 1, n' + m']$ be a subinterval of $I$, and define

$$M^*_K(K) := \{k \in M^*_I \mid k = [n + 1, n'] \cup k' \text{ for some } k' \in M^*_K\}\}.$$

Then, $M^*_K$ is naturally identified with $M^*_I(K)$ via the bijection $k' \mapsto [n + 1, n'] \cup k'$. We denote its inverse by $\text{res}^I_K : M^*_I(K) \rightarrow M^*_K$.

For $M = (M_k)_{k \in M^*_I} \in BZ^*_I$, we define a new collection $M_K = (M'_m)_{m \in M^*_K}$ of integers indexed by $M^*_K$ by

$$M'_m := M_{\text{res}^I_K^{-1}(m)}.$$

Then, $M_K$ is an $e$-BZ datum associated to $K$. 

2.3. Crystal structure on BZ data associated to a finite interval. First, we recall the crystal structure on $BZ_I$. For $M = (M_k)_{k \in M_I^\times} \in BZ_I$ and $i \in I$, define

$$\text{wt}(M) := \sum_{i \in I} M_{[n+1,i]} \alpha_i^I,$$

$\varepsilon_i(M) := - (M_{[n+1,i]} + M_{[n+1,i-1][i+1]} - M_{[n+1,i-1]} - M_{[n+1,i+1]}),$

$$\varphi_i(M) := \varepsilon_i(M) + \langle h_i, \text{wt}(M) \rangle_I.$$

**Proposition 2.3.1.** (1) Let $M = (M_k)_{k \in M_I^\times} \in BZ_I$. If $\varepsilon_i(M) > 0$, then there exits a unique $w_0$-BZ datum $M' = (M'_k)_{k \in M_I^\times}$ such that

(i) $M'_{[n+1,i]} = M_{[n+1,i]} + 1,$

(ii) $M'_k = M_k$ for all $k \in M_I^\times \setminus M_I^\times(i),$

where $M_I^\times(i) := \{ k \in M_I^\times | i \in k \text{ and } i + 1 \notin k \}.$

(2) There exits a unique $w_0$-BZ datum $M'' = (M''_k)_{k \in M_I^\times}$ such that

(iii) $M''_{[n+1,i]} = M_{[n+1,i]} - 1,$

(iv) $M''_k = M_k$ for all $k \in M_I^\times \setminus M_I^\times(i).$

We set

$$\bar{\varepsilon}_i M := \begin{cases} M' & \text{if } \varepsilon_i(M) > 0, \\ 0 & \text{if } \varepsilon_i(M) = 0, \end{cases} \quad \text{and} \quad \bar{f}_i M := M''.$$

**Proposition 2.3.2.** The set $BZ_I$, equipped with the maps $\text{wt}, \varepsilon_i, \varphi_i, \bar{\varepsilon}_i, \bar{f}_i$, is a crystal, which is isomorphic to $\left(B(\infty); \text{wt}, \varepsilon_i, \varphi_i, \bar{\varepsilon}_i, \bar{f}_i\right)$.

The explicit form of the action of the lowering Kashiwara operator $\bar{f}_i$ on $BZ_I$ is given by the following:

**Proposition 2.3.3.** For $M = (M_k)_{k \in M_I^\times} \in BZ_I$, we have

$$(\bar{f}_i^* M)_k = \begin{cases} \min \{ M_k, M_{s_k} + c_i(M) \} & \text{if } k \in M_I^\times(i), \\ M_k & \text{otherwise}, \end{cases}$$

where $c_i(M) = \langle h_i, \text{wt}(M) \rangle_I + \varepsilon_i(M) - 1.$

Through the bijection $*: BZ_I \overset{\sim}{\rightarrow} BZ_I^c$, we can define the $*$-crystal structure on $BZ_I^c$. Namely, for $M = (M_k)_{k \in M_I^\times} \in BZ_I^c$, we set

$$\text{wt}(M) := \text{wt}(M^*), \quad \varepsilon_i^*(M) := \varepsilon_i(M^*), \quad \varphi_i^*(M) := \varphi_i(M^*),$$

$$\bar{e}_i^* := * \circ \bar{e}_i \circ *, \quad \text{and} \quad \bar{f}_i^* := * \circ \bar{f}_i \circ *.$$

It is easy to obtain the following corollaries.

**Corollary 2.3.4.** Let $M = (M_k)_{k \in M_I^\times} \in BZ_I^c$.

(1) If $\varepsilon_i^*(M) > 0$, then $\bar{e}_i^* M$ is a unique $e$-BZ datum such that

(i) $(\bar{e}_i^* M)_{[i+1,n+m+1]} = M_{[i+1,n+m+1]} + 1,$

(ii) $(\bar{e}_i^* M)_k = M_k$ for all $k \in M_I^\times \setminus M_I^\times(i)^*$,

where $M_I^\times(i)^* := \{ k \in M_I^\times | i \notin k \text{ and } i + 1 \in k \}.$

(2) $\bar{f}_i^* M$ is a unique $e$-BZ datum such that

(iii) $(\bar{f}_i^* M)_{[i+1,n+m+1]} = M_{[i+1,n+m+1]} - 1,$

(iv) $(\bar{f}_i^* M)_k = M_k$ for all $k \in M_I^\times \setminus M_I^\times(i)^*.$
(3) For $M = (M_k)_{k \in M_I} \in BZ^*_I$, we have
\[
(f^*_i M)_k = \begin{cases} 
\min \{ M_k, M_{s_i k} + c^*_i (M) \} & \text{if } k \in M^n_i (i)^*, \\
M_k & \text{otherwise},
\end{cases}
\]
where $c^*_i (M) := \langle h_i, \text{wt}(M) \rangle_I + \varepsilon^*_i (M) - 1$.

**Corollary 2.3.5.** The set $BZ^*_I$, equipped with the maps $\text{wt}$, $\varepsilon^*_i$, $\varphi^*_i$, $\tilde{e}_i^*$, $\tilde{f}_i^*$, is a crystal, which is isomorphic to $\left( B(\infty); \text{wt}, \varepsilon^*_i, \varphi^*_i, \tilde{e}_i^*, \tilde{f}_i^* \right)$.

2.4. Lusztig data vs. BZ data. Let $\Delta^+_I = \{ (i, j) \mid i, j \in I \text{ with } i < j \}$, and set
\[
B_I := \left\{ a \in (a_{i, j})_{(i, j) \in \Delta^+_I} \mid a_{i, j} \in \mathbb{Z}_{\geq 0} \text{ for any } (i, j) \in \Delta^+_I \right\},
\]
which is just the set of all $m(m+1)/2$-tuples of nonnegative integers indexed by $\Delta^+_I$. Here, $m$ is the cardinality of the interval $I$. An element of $B_I$ is called a Lusztig datum associated to $I$.

We define two crystal structures on $B_I$ (see [S] and [NSS2] for details). For $a \in B_I$, set
\[
\text{wt}(a) := -\sum_{i \in I} r_i a_i^I, \quad \text{where } r_i := \sum_{k=n+1}^{i} \sum_{l=i+1}^{n+m+1} a_{k, l}, \quad i \in I.
\]
For $i \in I$, we set
\[
A_k^{(i)} (a) := \sum_{s=n+1}^{i} (a_{s, i+1} - a_{s-1, i}), \quad n + 1 \leq k \leq i,
\]
\[
A^*_l^{(i)} (a) := \sum_{t=l+1}^{n+m+1} (a_{i, t} - a_{i+1, t+1}), \quad i \leq l \leq n + m + 1,
\]
where $a_{n,i} = 0$ and $a_{i+1,n+m+2} = 0$ by convention, and define
\[
\varepsilon_i (a) := \max \left\{ A_{n+1}^{(i)} (a), \ldots, A_{i}^{(i)} (a) \right\}, \quad \varphi_i (a) := \varepsilon_i (a) + \langle h_i, \text{wt}(a) \rangle,
\]
\[
\varepsilon^*_i (a) := \max \left\{ A_{i}^{(i)} (a), \ldots, A_{n+m}^{(i)} (a) \right\}, \quad \varphi^*_i (a) := \varepsilon^*_i (a) + \langle h_i, \text{wt}(a) \rangle.
\]
Also, set
\[
k_e := \min \left\{ n + 1 \leq k \leq i \mid \varepsilon_i (a) = A_k^{(i)} (a) \right\},
\]
\[
k_f := \max \left\{ n + 1 \leq k \leq i \mid \varepsilon_i (a) = A_k^{(i)} (a) \right\},
\]
\[
l_e := \max \left\{ i \leq l \leq n + m \mid \varepsilon^*_l (a) = A_l^{(i)} (a) \right\},
\]
\[
l_f := \min \left\{ i \leq l \leq n + m \mid \varepsilon^*_l (a) = A_l^{(i)} (a) \right\}.
\]
For a given $a \in B_I$, we define four $m(m+1)/2$-tuples of integers $a^{(p)} = (a^{(p)}_{k,l})$, $p = 1, 2, 3, 4$, by

$$a^{(1)}_{k,l} := \begin{cases} a_{k,e,i} + 1 & \text{if } k = k_e, \ l = i, \\ a_{k,e,i+1} - 1 & \text{if } k = k_e, \ l = i + 1, \\ a_{k,l} & \text{otherwise.} \end{cases}$$

$$a^{(2)}_{k,l} := \begin{cases} a_{k,f,i} - 1 & \text{if } k = k_f, \ l = i, \\ a_{k,f,i+1} + 1 & \text{if } k = k_f, \ l = i + 1, \\ a_{k,l} & \text{otherwise,} \end{cases}$$

$$a^{(3)}_{k,l} := \begin{cases} a_{i,l_e+1} - 1 & \text{if } k = i, \ l = l_e + 1, \\ a_{i+1,l_e+1} + 1 & \text{if } k = i + 1, \ l = l_e + 1, \\ a_{k,l} & \text{otherwise.} \end{cases}$$

$$a^{(4)}_{k,l} := \begin{cases} a_{i,l_f+1} + 1 & \text{if } k = i, \ l = l_f + 1, \\ a_{i+1,l_f+1} - 1 & \text{if } k = i + 1, \ l = l_f + 1, \\ a_{k,l} & \text{otherwise.} \end{cases}$$

Now, we define Kashiwara operators on $B_I$ as follows:

$$\tilde{e}_i a := \begin{cases} 0 & \text{if } \varepsilon_i(a) = 0, \\ a^{(1)} & \text{if } \varepsilon_i(a) > 0, \end{cases}$$

$$\tilde{f}_i a := \begin{cases} 0 & \text{if } \varepsilon^*_i(a) = 0, \\ a^{(3)} & \text{if } \varepsilon^*_i(a) > 0, \end{cases}$$

Proposition 2.4.1 ([S]). Each of $(B_I, \text{wt}, \varepsilon_i, \varphi_i, \tilde{e}_i, \tilde{f}_i)$ and $(B_I, \text{wt}, \varepsilon^*_i, \varphi^*_i, \tilde{e}^*_i, \tilde{f}^*_i)$ is a crystal, which is isomorphic to $B(\infty)$.

Following [NSS2], we call the first one the ordinary crystal structure on $B_I$; the second one is called the $*$-crystal structure on $B_I$.

Definition 2.4.2 ([BFZ]). Let $k = \{k_{n+1} < k_{n+2} < \cdots < k_{n+u}\} \in M^+_I$. For such a $k$, a $k$-tableau is an upper-triangular matrix $C = (c_{p,q})_{n+1 \leq p \leq q \leq n+u}$, with integer entries, satisfying the condition

$$c_{p,p} = k_p, \quad n+1 \leq p \leq n+u,$$

and the usual monotonicity condition for semi-standard tableaux:

$$c_{p,q} \leq c_{p,q+1}, \quad c_{p,q} < c_{p+1,q}.$$

For $a = (a_{i,j}) \in B_I$, define a collection $M(a) = (M_k(a))_{k \in M^+_I}$ of integers by

$$M_k(a) := - \sum_{j=n+1}^{n+u} a_{i,j} - \sum_{i=n+1}^{k_j-1} \min \left\{ \sum_{n+1 \leq q \leq n+u} a_{c_{p,q},c_{p,q}+(q-p)} \right\}.$$

The following lemma is verified easily by direct calculation.

Lemma 2.4.3. Let $k = \{k_{n+1} < k_{n+2} < \cdots < k_{n+u}\}$ be a Maya diagram associated to $I$.

1. If there exists $s$ such that $k_l = l$ for all $n+1 \leq l \leq s$, then we have

$$M_k(a) = - \sum_{j=s+1}^{n+u} a_{i,j} - \sum_{i=n+1}^{k_j-1} \min \left\{ \sum_{q=s+1}^{n+u} \sum_{p=n+1}^{q-1} a_{c_{p,q},c_{p,q}+(q-p)} \right\}.$$

In particular, $M_k(a)$ depends only on $a_{i,j}$ with $j \geq s + 1$. 
If there exists $t$ such that $k_{t-m+u-1} = l$ for all $t + 1 \leq l \leq n + m + 1$, then we have
\[
M_k(a) = -\sum_{j=n+1}^{t-m+u-1} \sum_{i=n+1}^{k_j-1} a_{i,k_j} - \sum_{j=t-m+u}^{t} \sum_{i=n+1}^{n+u} a_{i,j+m-u+1} + \min \left\{ \sum_{p=n+1}^{t-m+u-1} \sum_{q=p+1}^{n+u} a_{cp,q} + (q-p) \right\}.
\]

In particular, $M_k(a)$ depends only on $a_{i,j}$ with $i \leq t$.

**Theorem 2.4.4** ([BFZ], [S]). Let $\Psi_I$ denote the map $a \mapsto M(a)$. For every $a \in B_I$, $\Psi_I(a) = M(a)$ is an $e$-BZ datum. Moreover, $\Psi_I : B_I \to BZ_I$ is an isomorphism of crystals with respect to the $*$-crystal structures on $B_I$ and $BZ_I$.

25. **BZ data arising from the Lagrangian construction of $B(\infty)$**. Let $(I, H)$ be the double quiver of type $A_m$. Here, the finite interval $I = [n + 1, n + m]$ in $\mathbb{Z}$ is considered as the set of vertices, and $H$ as the set of arrows. Let $\text{out}(\tau)$ (resp. $\text{in}(\tau)$) denote the outgoing (resp., incoming) vertex of $\tau \in H$. For a given $\tau \in H$, we denote by $\overline{\tau}$ the same edge as $\tau$ with the reverse orientation. Then, the map $\tau \mapsto \overline{\tau}$ defines an involution of $H$. An orientation $\Omega$ is a subset of $H$ such that $\Omega \cap \overline{\Omega} = \emptyset$ and $\Omega \cup \overline{\Omega} = H$. Note that $(I, \Omega)$ is a Dynkin quiver of type $A_m$.

Let $\nu = (\nu_i)_{i \in I} \in \mathbb{Z}_+^I$. In the following, we regard $\nu$ as an element of $Q_+ := \bigoplus_{i \in I} \mathbb{Z}_{\geq 0} \alpha_i^I$ via the map $\nu \mapsto \sum_{i \in I} \nu_i \alpha_i^I$. Let $V(\nu) = \bigoplus_{i \in I} V(\nu_i)$ be an $I$-graded complex vector space with dimension vector $\dim V(\nu) = \nu$. Set
\[
E_{V(\nu), \Omega} := \bigoplus_{\tau \in \Omega} \text{Hom}_\mathbb{C}(V(\nu)_{\text{out}(\tau)}, V(\nu)_{\text{in}(\tau)}), \quad X(\nu) := \bigoplus_{\tau \in H} \text{Hom}_\mathbb{C}(V(\nu)_{\text{out}(\tau)}, V(\nu)_{\text{in}(\tau)}).
\]

We will write an element of $E_{V(\nu), \Omega}$ or $X(\nu)$ as $B = (B_\tau)$, where $B_\tau$ is an element of $\text{Hom}_\mathbb{C}(V(\nu)_{\text{out}(\tau)}, V(\nu)_{\text{in}(\tau)})$. Define a symplectic form $\omega$ on $X(\nu)$ by
\[
\omega(B, B') := \sum_{\tau \in H} \varepsilon(\tau) \text{tr}(B_\tau B'^\tau_\tau),
\]
where $\varepsilon(\tau) = 1$ for $\tau \in \Omega$ and $\varepsilon(\tau) = -1$ for $\tau \in \overline{\Omega}$, and regard $X(\nu)$ as the cotangent bundle $T^* E_{V(\nu), \Omega}$ of $E_{V(\nu), \Omega}$ via the symplectic form $\omega$.

Also, the reductive group $G(\nu) := \prod_{i \in I} GL(V(\nu)_i)$ acts on $E_{V(\nu), \Omega}$ and $X(\nu)$ by $:(B_\tau) \mapsto (g_{\text{in}(\tau)} B_\tau g_{\text{out}(\tau)}^{-1})$ for $g = (g_i) \in G(\nu)$. Since the action of $G(\nu)$ on $X(\nu)$ preserves the symplectic form $\omega$, we can consider the corresponding moment map $\mu : X(\nu) \to (g(\nu))^* \cong g(\nu)$. Here $g(\nu) = \text{Lie} G(\nu)$, and we identify $g(\nu)$ with its dual via the Killing form. We set
\[
\Lambda(\nu) := \mu^{-1}(0).
\]
Then, $\Lambda(\nu)$ is a $G(\nu)$-invariant closed Lagrangian subvariety of $X(\nu)$. We denote by $\text{Irr}\Lambda(\nu)$ the set of all irreducible components of $\Lambda(\nu)$.

Let $\nu, \nu', \nu'' \in Q_+$, with $\nu = \nu' + \nu''$. Consider the diagram
\[
\Lambda(\nu') \times \Lambda(\nu) \xrightarrow{\Phi_1} \Lambda(\nu', \nu) \xrightarrow{\Phi_2} \Lambda(\nu).
\]
(2.5.1)
Here, $\Lambda(\nu', \nu)$ denotes the variety of those $(B, \phi', \phi)$ for which $B \in \Lambda(\nu)$, and $\phi' = (\phi'_i)$, $\phi = (\phi_i)$ give an exact sequence of $I$-graded complex vector spaces
\[
0 \to V(\nu') \xrightarrow{\phi'_i} V(\nu) \xrightarrow{\phi_i} V(\nu'') \to 0.
\]
such that $\text{Im } \phi'$ is stable by $B$; note that $B$ induces $B' : V(\nu') \to V(\nu')$ and $\overline{B} : V(\overline{\nu}) \to V(\overline{\nu})$. The maps $q_1$ and $q_2$ are defined by $q_1(B, \phi', \overline{\phi}) := (B', \overline{B})$ and $q_2(B, \phi', \overline{\phi}) := B$, respectively. For $i \in I$ and $\Lambda \in \text{Irr}(\nu)$, we set

$$
\varepsilon_i(\Lambda) := \varepsilon_i(B) \quad \text{and} \quad \varepsilon_i^*(\Lambda) := \varepsilon_i^*(B),
$$

where $B$ is a general point of $\Lambda$, and

$$
\varepsilon_i(B) := \dim_{\mathbb{C}} \text{Coker} \left( \bigoplus_{\tau; \text{in}(\tau) = i} V(\nu)_{\text{out}(\tau)} \xrightarrow{\oplus B_{\tau}} V(\nu)_i \right),
$$

$$
\varepsilon_i^*(B) := \dim_{\mathbb{C}} \text{Ker} \left( V(\nu)_i \xrightarrow{\oplus B_{\tau}} \bigoplus_{\tau; \text{out}(\tau) = i} V(\nu)_{\text{in}(\tau)} \right);
$$

also for $k, l \in \mathbb{Z}_{\geq 0}$, we set

$$(\text{Irr}(\nu))_{i,k} := \{ \Lambda \in \text{Irr}(\nu) \mid \varepsilon_i(\Lambda) = k \} \quad \text{and} \quad (\text{Irr}(\nu))_{i,l} := \{ \Lambda \in \text{Irr}(\nu) \mid \varepsilon_i^*(\Lambda) = l \}.$$ 

Suppose now that $\overline{\nu} = \alpha_i$ (resp., $\nu' = \alpha_i$) for $c \in \mathbb{Z}_{\geq 0}$. Since $\Lambda(\alpha_i) = \{0\}$, we have the following diagrams as special cases of (2.5.1):

$$
\Lambda(\nu') \cong \Lambda(\nu') \times \Lambda(\alpha_i) \xrightarrow{q_1} \Lambda(\nu', \alpha_i) \xrightarrow{q_2} \Lambda(\nu), \quad (2.5.2)
$$

$$
\Lambda(\overline{\nu}) \cong \Lambda(\alpha_i) \times \Lambda(\overline{\nu}) \xrightarrow{q_1} \Lambda(\alpha_i, \overline{\nu}) \xrightarrow{q_2} \Lambda(\nu), \quad (2.5.3)
$$

Diagrams (2.5.2) and (2.5.3) induce bijections

$$\widetilde{e}_i^\text{max} : (\text{Irr}(\nu))_{i,c} \xrightarrow{\sim} (\text{Irr}(\nu'))_{i,0} \text{ and } \widetilde{e}_i^\text{max} : (\text{Irr}(\nu))_{i}^c \xrightarrow{\sim} (\text{Irr}(\overline{\nu}))_{i,0}^0,$$

respectively. Then, define maps

$$\widetilde{e}_i, \widetilde{e}_i^* : \bigsqcup_{\nu \in Q_+} (\text{Irr}(\nu)) \to \bigsqcup_{\nu \in Q_+} (\text{Irr}(\nu)) \sqcup \{0\} \text{ and } \widetilde{f}_i, \widetilde{f}_i^* : \bigsqcup_{\nu \in Q_+} (\text{Irr}(\nu)) \to \bigsqcup_{\nu \in Q_+} (\text{Irr}(\nu))$$

as follows. If $c > 0$, then

$$\widetilde{e}_i : (\text{Irr}(\nu))_{i,c} \xrightarrow{\sim} (\text{Irr}(\nu'))_{i,0} \xrightarrow{\sim} (\text{Irr}(\nu + \alpha_i))_{i,c-1}, \widetilde{e}_i^* : (\text{Irr}(\nu))_{i}^c \xrightarrow{\sim} (\text{Irr}(\overline{\nu}))_{i}^0 \xrightarrow{\sim} (\text{Irr}(\nu + \alpha_i))_{i}^{c-1};$$

and $\widetilde{e}_i \Lambda = 0, \widetilde{e}_i^* \Lambda' = 0$ for $\Lambda \in (\text{Irr}(\nu))_{i,0}, \Lambda' \in (\text{Irr}(\nu))_{i}^0$, respectively. Also, we define

$$\widetilde{f}_i : (\text{Irr}(\nu))_{i,c} \xrightarrow{\sim} (\text{Irr}(\nu'))_{i,0} \xrightarrow{\sim} (\text{Irr}(\nu - \alpha_i))_{i,c+1}, \widetilde{f}_i^* : (\text{Irr}(\nu))_{i}^c \xrightarrow{\sim} (\text{Irr}(\overline{\nu}))_{i}^0 \xrightarrow{\sim} (\text{Irr}(\nu - \alpha_i))_{i}^{c+1};$$

Let $* : B \mapsto {t}B$ be an automorphism of $X(\nu)$, where ${t}B$ is the transpose of $B \in X(\nu)$. Then, $\Lambda(\nu)$ is stable under $*$, and it induces an automorphism of $\text{Irr}(\nu)$.

**Lemma 2.5.1 (KS).** We have $\widetilde{e}_i^* = * \circ \widetilde{e}_i \circ *$ and $\widetilde{f}_i^* = \circ \widetilde{f}_i \circ *$.

**Theorem 2.5.2 (KS).** (1) For $\Lambda \in \text{Irr}(\nu)$, we set $\text{wt}(\Lambda) := -\nu$, $\varphi_i(\Lambda) := \varepsilon_i(\Lambda) + \langle h_i, \text{wt}(\Lambda) \rangle$. Then, $\left( \bigsqcup_{\nu \in Q_+} \text{Irr}(\nu); \text{wt}, \varepsilon_i, \varphi_i, \widetilde{e}_i, \widetilde{f}_i \right)$ is a crystal, which is isomorphic to $\left( B(\infty); \text{wt}, \varepsilon_i, \varphi_i, \widetilde{e}_i, \widetilde{f}_i \right)$.

(2) Set $\varphi_i^*(\Lambda) = \varepsilon_i^*(\Lambda) + \langle h_i, \text{wt}(\Lambda) \rangle$. Then, $\left( \bigsqcup_{\nu \in Q_+} \text{Irr}(\nu); \text{wt}, \varepsilon_i^*, \varphi_i^*, \widetilde{e}_i^*, \widetilde{f}_i^* \right)$ is a crystal, which is isomorphic to $\left( B(\infty); \text{wt}, \varepsilon_i^*, \varphi_i^*, \widetilde{e}_i^*, \widetilde{f}_i^* \right)$. 

A Maya diagram \( k \in \mathcal{M}_I^\times \) can be written as a disjoint union of intervals:

\[ k = [s_1 + 1, t_1] \cup [s_2 + 1, t_2] \cup \cdots \cup [s_l + 1, t_l], \]

where \( n \leq s_1 < t_1 < s_2 < t_2 < \cdots < s_l < t_l \leq n + m + 1; \)

the interval \( K_p = [s_p + 1, t_p] \) is called the \( p \)-th component of \( k \) for \( 1 \leq p \leq l \). Define two subsets \( \text{out}(k) \) and \( \text{in}(k) \) of \( I \) by

\[ \text{out}(k) := \{t_p \mid 1 \leq p \leq l\} \cap I, \quad \text{in}(k) := \{s_p \mid 1 \leq p \leq l\} \cap I. \]

Also, we define two subsets \( I_I \) and \( I_s \) of \( I \) by

\[ I_I := \begin{cases} \text{out}(k) \cup \{n + 1, n + m\} & \text{if } s_1 \geq n + 2, \quad t_l = n + m + 1, \\ \text{out}(k) \cup \{n + 1\} & \text{if } s_1 \geq n + 2, \quad t_l \leq n + m, \\ \text{out}(k) \cup \{n + m\} & \text{if } s_1 \leq n + 1, \quad t_l = n + m + 1, \\ \text{out}(k) \cup \{n + 1, n + m\} & \text{if } s_1 \geq n + 1, \quad t_l \leq n + m, \end{cases} \]

\[ I_s := \begin{cases} \text{in}(k) \cup \{n + 1, n + m\} & \text{if } s_1 = n, \quad t_l \leq n + m - 1, \\ \text{in}(k) \cup \{n + 1\} & \text{if } s_1 = n, \quad t_l \geq n + m, \\ \text{in}(k) \cup \{n + m\} & \text{if } s_1 \geq n + 1, \quad t_l \leq n + m - 1, \\ \text{in}(k) \cup \{n + 1, n + m\} & \text{if } s_1 \geq n + 1, \quad t_l \geq n + m. \end{cases} \]

Then, there exists a unique orientation \( \Omega(k) \) such that \( I_I \) is identical to the set of source vertices of the quiver \((I, \Omega(k))\), and \( I_s \) is identical to the set of sink vertices of this quiver.

For \( B = (B_r)_{r \in \mathbb{H}} \in X(\nu) \), we set

\[ M_k(B) := -\dim \mathbb{C} \text{Coker} \left( \bigoplus_{k \in \text{out}(k)} V(\nu)_k \xrightarrow{\oplus \mu} \bigoplus_{l \in \text{in}(k)} V(\nu)_l \right), \]

where \( \mu := \tau_1 \tau_2 \cdots \tau_q \) is a path from \( k \in \text{out}(k) \) to \( l \in \text{in}(k) \) under the orientation \( \Omega(k) \), and \( B_\mu := B_{\tau_1} B_{\tau_2} \cdots B_{\tau_q} \) is the corresponding composite of linear maps. For \( \Lambda \in \operatorname{Irr}(\nu) \) and \( k \in \mathcal{M}_I^\times \), define

\[ M_k(\Lambda) := M_k(B), \]

where \( B = (B_r)_{r \in \mathbb{H}} \) is a general point of \( \Lambda \).

**Proposition 2.5.3** ([S]). (1) For each \( \Lambda \in \operatorname{Irr}(\nu) \), a collection \( M(\Lambda) := (M_k(\Lambda))_{k \in \mathcal{M}_I^\times} \) of integers is an e-BZ datum.

(2) The map \( \Psi_I : \bigsqcup_{\nu \in Q_+} \operatorname{Irr}(\nu) \to \mathcal{BZ}_I^s \), defined by \( \Lambda \mapsto M(\Lambda) \), gives rise to an isomorphism of crystals \( \left( \bigsqcup_{\nu \in Q_+} \operatorname{Irr}(\nu); \text{wt}, e_1^*, \varphi_1^*, e_1^*, f_1^* \right) \xrightarrow{\sim} \left( \mathcal{BZ}_I^s; \text{wt}, e_1^*, \varphi_1^*, e_1^*, f_1^* \right) \).

2.6. BZ data associated to \( \mathbb{Z} \).

**Definition 2.6.1.** (1) For a given integer \( r \in \mathbb{Z} \), a subset \( k \) of \( \mathbb{Z} \) is called a Maya diagram of charge \( r \) if it satisfies the following condition: there exist nonnegative integers \( p \) and \( q \) such that

\[ \mathbb{Z}_{\leq r-p} \subset k \subset \mathbb{Z}_{\leq r-q}, \quad |k \cap \mathbb{Z}_{> r-p}| = p, \]

where \( |k \cap \mathbb{Z}_{> r-p}| \) denotes the cardinality of the finite set \( k \cap \mathbb{Z}_{> r-p} \). We denote by \( \mathcal{M}_\mathbb{Z}^{(r)} \) the set of all Maya diagrams of charge \( r \), and set \( \mathcal{M}_\mathbb{Z} := \bigcup_{r \in \mathbb{Z}} \mathcal{M}_\mathbb{Z}^{(r)}. \)

(2) For a Maya diagram \( k \) of charge \( r \), let \( k^c := \mathbb{Z} \setminus k \) be the complement of \( k \) in \( \mathbb{Z} \). We call \( k^c \) the complementary Maya diagram of charge \( r \) associated to \( k \in \mathcal{M}_\mathbb{Z}^{(r)}. \) We
denote by $\mathcal{M}_Z^{(r),c}$ the set of all complementary Maya diagrams of charge $r$, and set $\mathcal{M}_Z^c := \bigcup_{r \in \mathbb{Z}} \mathcal{M}_Z^{(r),c}$.

A map $c : M_Z \to M_Z^c$ defined by $k \mapsto k^c$ is a bijection; the inverse of this map is also denoted by $c$.

We identify $\Xi_Z := \bigcup_{r \in \mathbb{Z}} W_\Lambda r \ (\text{resp.}, \Gamma_Z := \bigcup_{r \in \mathbb{Z}} W_\Lambda c r)$ with $M_Z \ (\text{resp.}, M_Z^c)$ via the bijection $\Lambda r \leftrightarrow \mathbb{Z}_{\leq r} \ (\text{resp.}, \Lambda c r \leftrightarrow \mathbb{Z}_{> r})$. Under the identification $\Xi_Z \cong M_Z \ (\text{resp.}, \Gamma_Z \cong M_Z^c)$, there is an induced action of $\sigma_\xi \in W_\mathbb{Z}$ on $M_Z \ (\text{resp.}, M_Z^c)$. It is easy to see that the explicit form of this action is just the transposition $(i, i + 1)$ of $\mathbb{Z}$. For $\xi \in \Xi_Z \ (\text{resp.}, \gamma \in \Gamma_Z)$, we denote by $k(\xi) \ (\text{resp.}, k(\gamma))$ the corresponding Maya diagram.

Let $I$ be a finite interval in $\mathbb{Z}$, and $\text{res}_I : M_Z \to M_I$ a map defined by $\text{res}_I(k) = k \cap \bar{I}$ for $k \in M_Z$. Set $M_Z(I) := \{ k \in M_Z \mid k = Z_{\leq r} \cup k_I \text{ for some } k_I \in M_I^c \}$. Then the map $\text{res}_I$ induces a bijection from $M_Z(I)$ to $M_I^c$. For $k \in M_Z(I)$, if we set $\Omega_I(k) := (\text{res}_I)^{-1}(\bar{I} \setminus \text{res}_I(k))$ for $k \in M_Z(I)$, then $\Omega_I(k) \in M_Z(I)$ and the map $\Omega_I : M_Z(I) \to M_Z(I)$ is a bijection. Also, if we define $\text{res}_I^\gamma := \text{res}_I \circ c : M_Z^c \to M_I$, then it induces bijections $\text{res}_I^\gamma : M_Z^c(I) := (M_Z(I))^c \to M_I^c$ and $\Omega_I^\gamma : M_Z^c(I) \to M_Z^c(I)$ in a similar way.

Let $M = (M_k)_{k \in M_Z}$ be a collection of integers indexed by $M_Z$. For such an $M$, we define $M_I := (M_k)_{k \in M_Z(I)}$. By the bijection $\text{res}_I : M_Z(I) \to M_I^c$, $M_I$ can be regarded as a collection of integers indexed by $M_I^c$. Similarly, for $M = (M_k)_{k \in M_Z^c}$, we define $M_I : (M_k)_{k \in M_Z^c}$, which is regarded as a collection of integers indexed by $M_I^c$.

**Definition 2.6.2.** (1) A collection $M = (M_k)_{k \in M_Z}$ of integers is called a complementary BZ (c-BZ for short) datum associated to $\mathbb{Z}$ if it satisfies the following conditions:

1-a) For each finite interval $K$ in $\mathbb{Z}$, $M_K = (M_k)_{k \in M_K^c}$ is an element of $\mathcal{BZ}_K$.

1-b) For each $k \in M_Z^c$, there exists a finite interval $I$ in $\mathbb{Z}$ such that

1-i) $k \in M_Z^c(I)$,

1-ii) for every finite interval $J \supset I$, $M_{\Omega_J^c}(k) = M_{\Omega_J^c}(k)$.

(2) A collection $M = (M_k)_{k \in M_Z}$ of integers is called an e-BZ datum associated to $\mathbb{Z}$ if it satisfies the following conditions:

2-a) For each finite interval $K$ in $\mathbb{Z}$, $M_K = (M_k)_{k \in M_K^c}$ is an element of $\mathcal{BZ}_K^e$.

2-b) For each $k \in M_Z$, there exists a finite interval $I$ in $\mathbb{Z}$ such that

2-i) $k \in M_Z(I)$,

2-ii) for every finite interval $J \supset I$, $M_{\Omega_J}(k) = M_{\Omega_J}(k)$.

We denote by $\mathcal{BZ}_Z \ (\text{resp.}, \mathcal{BZ}_Z^c)$ the set of all c-BZ (resp., e-BZ) data associated to $\mathbb{Z}$.

For a given c-BZ datum $M = (M_k)_{k \in M_Z} \in \mathcal{BZ}_Z$, we define a new collection $M^* = (M^*_k)_{k \in M_Z}$ of integers by $M^*_k := M_{k^c}$. As in the case of finite intervals, $M^*$ is an element of $\mathcal{BZ}_Z^c$ and the map $\ast : \mathcal{BZ}_Z \to \mathcal{BZ}_Z^c$ is a bijection. The inverse of this bijection is also denoted by $\ast$. We note that $\ast^2 = \text{id}$.

Let $M = (M_k)_{k \in M_Z} \in \mathcal{BZ}_Z$ be a c-BZ datum. For each complementary Maya diagram $k \in M_Z^c$, we denote by $\text{Int}^*(M; k)$ the set of all finite intervals $I$ in $\mathbb{Z}$ satisfying condition (1-b) in the definition above. For $M \in \mathcal{BZ}_Z$, we define another collection $\Theta(M) = (\Theta(M)_k)_{k \in M_Z}$ of integers as follows. Fix $k \in M_Z$ and take the complement $k^c \in M_Z^c$ of $k$. Since $M \in \mathcal{BZ}_Z$, there
exists a finite interval $I \in \text{Int}^c(M; k^c)$. Then we define $\Theta(M)_k := M_{(\text{res}^\ell)^{-1}(\text{res}_i(k))}$; this definition does not depend on the choice of $I$.

Now, let $M = (M_k)_{k \in M_Z} \in BZ^e_Z$. Note that $M^* \in BZ_Z$. We set
\[
\text{Int}^c(M; k) := \text{Int}^c(M^*; k^c).
\] (2.6.2)

**Lemma 2.6.3.** The set $\text{Int}^c(M; k)$ is identical to the set of all finite intervals $I$ in $Z$ satisfying condition (2-b) in Definition 2.6.2.

**Proof.** It suffices to show that $I \in \text{Int}^c(M; k) = \text{Int}^c(M^*; k^c)$ if and only if $I$ satisfies condition (2-b). By the definition of $M^*_Z(I)$, the condition $k^c \in M^*_Z(I)$ is equivalent to the condition $k \in M_Z(I)$. Suppose that this condition is satisfied. Recall the following equation in Lemma 3.3.1 of [NSS2]: $\Omega_I^c(k^c) = (\Omega_I^c(k))^c$ for $k \in M_Z(I)$. From this, we deduce that
\[
M^*_Z(k^c) = M_{(\Omega_I^c(k^c))^c} = M_{\Omega_I^c(k)}.
\]
Thus, condition (1-ii) for $M^*$ and $k^c$ is equivalent to condition (2-ii) for $M$ and $k$. This proves the lemma. \hfill \Box

2.7. **Action of Kashiwara operators.** First, we define the action of the raising Kashiwara operators $\tilde{e}_p$, $p \in Z$, on $BZ_Z$. For $M = (M_k)_{k \in M^*_Z} \in BZ_Z$ and $p \in Z$, set
\[
\varepsilon^\ell_p(M) := - (\Theta(M)k_{\Lambda_p} + \Theta(M)k_{(\sigma_p\Lambda_p)}} - \Theta(M)k_{\Lambda_{p+1}} - \Theta(M)k_{\Lambda_{p-1}}).
\]
Let $I \in \text{Int}^c(M; k_{\Lambda_p}) \cap \text{Int}^c(M; k_{\sigma_p\Lambda_p}) \cap \text{Int}^c(M; k_{\Lambda_{p+1}}) \cap \text{Int}^c(M; k_{\Lambda_{p-1}})$. Then it is known that $\varepsilon_p(M) = \varepsilon_p(M_I)$, and hence this is a nonnegative integer.

If $\varepsilon_p(M) = 0$, then we set $\tilde{e}_pM = 0$. Suppose that $\varepsilon_p(M) > 0$. Then we define $\tilde{e}_pM = (M'_k)_{k \in M^*_Z}$ as follows. For $k \in M^*_Z$, take a finite interval $I$ in $Z$ such that $k \in M^*_Z(I)$ and $I \in \text{Int}^c(M; k_{\Lambda_p}) \cap \text{Int}^c(M; k_{\sigma_p\Lambda_p}) \cap \text{Int}^c(M; k_{\Lambda_{p+1}}) \cap \text{Int}^c(M; k_{\Lambda_{p-1}})$. Set
\[
M'_k := (\tilde{e}_pM_I)_{\text{res}^\ell_i(k)}.
\]

Here we note that $\tilde{e}_pM_I$ is defined since $M_I \in BZ_I$.

Second, let us define the action of the lowering Kashiwara operators $\tilde{f}_p$, $p \in Z$, on $BZ_Z$. For $M = (M_k)_{k \in M^*_Z} \in BZ_Z$ and $p \in Z$, we define $\tilde{f}_pM = (M''_k)_{k \in M^*_Z}$ as follows. For $k \in M^*_Z$, take a finite interval $I$ in $Z$ such that $k \in M^*_Z(I)$ and $I \in \text{Int}^c(M; k_{\Lambda_p}) \cap \text{Int}^c(M; k_{\sigma_p\Lambda_p})$. Set
\[
M''_k := (\tilde{f}_pM_I)_{\text{res}^\ell_i(k)}.
\]

**Proposition 2.7.1** ([NSS2]). (1) The definition above of $M'_k$ (resp., $M''_k$) does not depend on the choice of $I$.

(2) For each $M = (M_k)_{k \in M^*_Z} \in BZ_Z$ and $p \in Z$, $\bar{e}_pM$ (resp., $\bar{f}_pM$) is contained in $BZ_Z \cup \{0\}$ (resp., $BZ_Z$).

For $M \in BZ^e_Z$, set $\varepsilon_p^*(M) := \varepsilon_p(M^*)$, $p \in Z$. We define the Kashiwara operators $\bar{e}_p^*$ and $\bar{f}_p^*$ on $BZ^e_Z$ by
\[
\bar{e}_p^*M := \begin{cases} (\bar{e}_p(M^*))^* & \text{if } \varepsilon_p^*(M) > 0, \\ 0 & \text{if } \varepsilon_p^*(M) = 0, \end{cases} \quad \bar{f}_p^*M := (\bar{f}_p^*(M^*))^*.
\]

The following corollary is easily obtained from the Proposition above.

**Corollary 2.7.2.** For each $M \in BZ^e_Z$ and $p \in Z$, $\bar{e}_p^*M$ (resp., $\bar{f}_p^*M$) is contained in $BZ^e_Z \cup \{0\}$ (resp., $BZ^e_Z$).
2.8. **BZ data of type** $A_{l-1}^{(1)}$. Fix $l \in \mathbb{Z}_{\geq 3}$. Let $\hat{\mathfrak{g}}$ be the affine Lie algebra of type $A_{l-1}^{(1)}$, $\hat{\mathfrak{h}}$ the Cartan subalgebra of $\hat{\mathfrak{g}}$, $\hat{h}_i \in \hat{\mathfrak{h}}$, $i \in \hat{I} := \{0, 1, \ldots, l-1\}$, the simple roots of $\hat{\mathfrak{g}}$, and $\tilde{\alpha}_i \in \hat{\mathfrak{h}}^*$ := Hom$_C(\hat{\mathfrak{h}},C)$, $i \in \hat{I}$, the simple roots of $\hat{\mathfrak{g}}$. We set $\hat{Q}^+ := \sum_{i \in \hat{I}} \mathbb{Z}_{\geq 0} \tilde{\alpha}_i$ and $\hat{Q}^- := -\hat{Q}^+$. Note that $(\hat{h}_i, \tilde{\alpha}_j) = \tilde{a}_{ij}$ for $i, j \in \hat{I}$. Here, $\langle, \rangle : \hat{\mathfrak{h}} \times \hat{\mathfrak{h}}^* \to \mathbb{C}$ is the canonical pairing, and $\hat{A} = (\tilde{a}_{ij})_{i,j \in \hat{I}}$ is the Cartan matrix of type $A_{l-1}^{(1)}$ with index set $\hat{I}$; the entries $\tilde{a}_{ij}$ are given by

$$\tilde{a}_{ij} := \begin{cases} 2 & \text{if } i = j, \\
-1 & \text{if } |i - j| = 1 \text{ or } l - 1, \\
0 & \text{otherwise}. \end{cases}$$

Now, consider a bijection $\tau : \mathbb{Z} \to \mathbb{Z}$ given by $\tau(j) := j + 1$ for $j \in \mathbb{Z}$. It induces an automorphism $\tau : t^* \to t^*$ such that $\tau(\Lambda_j) = \Lambda_{j+1}$ and $\tau(\Lambda_j^\vee) = \Lambda_{j+1}^\vee$ for all $j \in \mathbb{Z}$. It follows that $\tau \circ \sigma_j = \sigma_{j+1} \circ \tau$. Also, for $i \in \hat{I}$, define a family $S_i$ of automorphism of $t^*$ by

$$S_i := \{\sigma_{i+1} | a \in \mathbb{Z}\}.$$

Since $l \geq 3$, $\alpha_{ij} \alpha_{j_2} = \sigma_{i,j} \sigma_{j_1}$ for all $\sigma_{ij} \sigma_{j_2} \in S_i$, and for a fixed $k \in M_Z$ or $M^c_Z$, there exists a finite subset $S_i(k) \subset S_i$ such that $\sigma_{ij}(k) = k$ for every $\sigma_{ij} \in S_i(k)$. Therefore, we can define an infinite product $\sigma_i := \prod_{\sigma_{ij} \in S_i} \sigma_j$ of operators acting on $M_Z$ and $M^c_Z$. Note that we have $\sigma \circ \sigma_i = \sigma_{i+1} \circ \tau$, where we regard $i \in \hat{I}$ as an element of $\mathbb{Z}/l\mathbb{Z}$.

Set $\sigma := \tau^l$. For $M \in BZ_Z$, we define new collections $\sigma(M)$ and $\sigma^{-1}(M)$ of integers indexed by $M^c_Z$ by $\sigma(M) := M_{\sigma^{-1}(k)}$ and $\sigma^{-1}(M) := M_{\sigma(k)}$ for each $k \in M^c_Z$, respectively. It is shown in [NSSI] that $\sigma(M)$ and $\sigma^{-1}(M)$ are both elements of $BZ_Z$.

Similarly, for $M \in BZ^c_Z$, we can define new collections $\sigma^\pm(M)$, and prove that they are both elements of $BZ^c_Z$.

**Lemma 2.8.1 ([NSSI]).** (1) On $BZ_Z$, we have $\Theta \circ \sigma = \sigma \circ \Theta$.

(2) For $M \in BZ_Z$ and $p \in \mathbb{Z}$, $\varepsilon_p(M) = \varepsilon_{\sigma^{-1}(p)}(M)$.

(3) The equalities $\sigma \circ \tilde{e}_p = \tilde{e}_{\sigma(p)} \circ \sigma$ and $\sigma \circ \tilde{f}_p = \tilde{f}_{\sigma(p)} \circ \sigma$ hold on $BZ_Z \cup \{0\}$ for all $p \in \mathbb{Z}$. Here it is understood that $\sigma(0) = 0$.

**Definition 2.8.2.** Set

$$BZ^\sigma_Z := \{M \in BZ_Z \mid \sigma(M) = M\} \quad \text{and} \quad (BZ^\sigma_Z)^{\sigma} := \{M \in BZ^c_Z \mid \sigma(M) = M\}.$$

An element $M$ of $BZ^\sigma_Z$ (resp., $(BZ^\sigma_Z)^{\sigma}$) is called a $c$-$BZ$ (resp., $c$-$BZ$) datum of type $A_{l-1}^{(1)}$.

2.9. **Crystal structure on** $BZ^\sigma_Z$. Now we define a crystal structure on $BZ^\sigma_Z$, following [NSSI]. For $M \in BZ^\sigma_Z$ and $p \in \hat{I}$, we set

$$\text{wt}(M) := \sum_{p \in \hat{I}} \Theta(M)_{\tilde{k}(\Lambda_p)} \tilde{\alpha}_p, \quad \tilde{e}_p(M) := \varepsilon_p(M), \quad \tilde{f}_p(M) := \varepsilon_p(M) + (\hat{h}_p, \text{wt}(M)).$$

In order to define the action of Kashiwara operators, we need the following.

**Lemma 2.9.1 ([NSSI]).** Let $q, q' \in \mathbb{Z}$, with $|q - q'| \geq 2$. Then, we have $\tilde{e}_q \tilde{e}_{q'} = \tilde{e}_{q'} \tilde{e}_q$, $\tilde{f}_q \tilde{f}_{q'} = \tilde{f}_{q'} \tilde{f}_q$, and $\tilde{e}_q \tilde{f}_{q'} = \tilde{f}_{q'} \tilde{e}_q$, as operators on $BZ_Z \cup \{0\}$.

For $M \in BZ^\sigma_Z$ and $p \in \hat{I}$, we define $\tilde{e}_p M$ and $\tilde{f}_p M$ as follows. If $\tilde{e}_p(M) = 0$, then we set $\tilde{e}_p M := 0$. If $\tilde{e}_p(M) > 0$, then we define a new collection $\tilde{e}_p M := (M^c_k)$ of integers indexed by $M^c_Z$ by

$$M^c_k := (c_{L(k,p)} M)_k \quad \text{for each } k \in M^c_Z.$$
Here, \( L(k, p) := \{ q \in p + l\mathbb{Z} \mid q \in k \text{ and } q + 1 \not\in k \} \) and \( e_{L(k, p)} := \prod_{q \in L(k, p)} e_q \). By the definition, \( L(k, p) \) is a finite set such that \( |q - q'| > 2 \) for all \( q, q' \in L(k, p) \) with \( q \neq q' \). Therefore, by Lemma 2.9.1, \( e_{L(k, p)} \) is a well-defined operator on \( BZ \).

A collection \( \hat{f}_p M = (M_k') \) of integers indexed by \( M^e \) is defined by
\[
M_k'' := (f_{L(k, p)} M)_k
\]
for each \( k \in M^e \), where \( f_{L(k, p)} := \prod_{q \in L(k, p)} \hat{f}_q \). By the same reasoning as above, we see that \( f_{L(k, p)} \) is a well-defined operator on \( BZ \).

**Proposition 2.9.2 (NSSII).** (1) We have \( \hat{e}_p M \in BZ^e \cup \{0\} \) and \( \hat{f}_p M \in BZ^e \).

(2) The set \( BZ^e \), equipped with the maps \( wt, \hat{e}_p, \hat{f}_p, \hat{f}_p \), is a \( U_q(\widehat{sl}_e) \)-crystal.

Let \( O \) be a collection of integers indexed by \( M^e \) whose \( k \)-component is equal to 0 for all \( k \in M^e \). It is obvious that \( O \in BZ^e \). Let \( BZ^e(O) \) denote the connected component of the crystal \( BZ^e \) containing \( O \). The following is the main result of [NSSII].

**Theorem 2.9.3 (NSSII).** As a crystal, \( (BZ^e(O); wt, \hat{e}_p, \hat{f}_p, \hat{f}_p) \) is isomorphic to \( B(\infty) \) for \( U_q(\widehat{sl}_e) \).

In a manner similar to the one in [NSSII], we can define a crystal structure on \( (BZ^e)^\sigma \). By the construction, it is easy to see that \( * \circ \sigma = \sigma \circ * \). Therefore, the restriction of \( * : BZ^e \to BZ^e \) to the subset \( BZ^e \) gives rise to a bijection \( * : BZ^e \to (BZ^e)^\sigma \). We denote by \( O^* \) the image of \( O \in BZ^e \) under the bijection \( * \). Then, \( O^* \) is a collection of integers indexed by \( M^e \) whose \( k \)-component is equal to 0 for all \( k \in M^e \).

For \( M \in (BZ^e)^\sigma \) and \( p \in \mathbb{Z} \), we define
\[
wt(M) := wt(M^e), \quad \hat{e}_p^e(M) := \hat{e}_p(M^e), \quad \hat{f}_p^e(M) := \hat{f}_p^e(M^e) + (\hat{f}_p, wt(M)),
\]
and
\[
\hat{e}_p^e M \begin{cases} (\hat{e}_p(M^e))^* & \text{if } \hat{e}_p(M) > 0, \\ 0 & \text{if } \hat{e}_p(M) = 0, \end{cases} \quad \hat{f}_p^e := (\hat{f}_p(M^e))^*.
\]
The following corollary is an easy consequence of Theorem 2.9.3.

**Corollary 2.9.4.** (1) The set \( (BZ^e)^\sigma \), equipped with the maps \( wt, \hat{e}_p^e, \hat{f}_p^e, \hat{f}_p^e \), is a \( U_q(\widehat{sl}_e) \)-crystal.

(2) Let \( (BZ^e)^\sigma(O^*) \) be the connected component of the crystal \( (BZ^e)^\sigma \) containing \( O^* \in (BZ^e)^\sigma \). Then, \( (BZ^e)^\sigma(O^*); wt, \hat{e}_p^e, \hat{f}_p^e, \hat{f}_p^e \) is isomorphic to a crystal to \( B(\infty) \) for \( U_q(\widehat{sl}_e) \).

3. **Ordinary crystal structure on \( BZ^e_I \)**

3.1. **The operator \( \hat{z} \).** Let \( M = (M_k)_{k \in M^e} \) be an \( e \)-BZ datum associated to a finite interval \( I = [n + 1, n + m] \). Set \( \langle wt^e(M), \alpha_i^I \rangle_I = (h_i, wt(M))_I \).

**Definition 3.1.1.** For each \( M = (M_k)_{k \in M^e} \in BZ^e_I \), we define a new collection \( M^d = (M_k^d)_{k \in M^e} \) of integers by
\[
M_k^d := M_k - \langle wt^e(M), k \rangle_I.
\]
It is easy to verify the following lemma.
Lemma 3.1.2. (1) \(\text{wt}(M^2) = \text{wt}(M)\) and \(\text{wt}^\vee(M^2) = \text{wt}^\vee(M)\).
(2) \(M^2 = M\).

Lemma 3.1.3. \(M^2 \in BZ^*_i\).

Proof. It suffices to check conditions (BZ-0), (BZ-1), and (BZ-2). Condition (BZ-0) is checked by an easy calculation. Let us check (BZ-1): for \(k \cap \{i, j\} = \phi\),
\[
M^2_{k \cup \{i\}} + M^2_{k \cup \{j\}} \leq M^2_{k \cup \{i, j\}} + M^2_k.
\]
Since
\[
\langle h_k, k \cup \{i\} \rangle_I = \begin{cases} 1 & \text{if } k = i, \\ -1 & \text{if } k = i - 1, \end{cases} \quad \langle h_k, k \cup \{j\} \rangle_I = \begin{cases} 1 & \text{if } k = j, \\ -1 & \text{if } k = j - 1, \end{cases}
\]
and
\[
\langle h_k, k \cup \{i, j\} \rangle_I = \begin{cases} 1 & \text{if } k = i \text{ or } j, \\ -1 & \text{if } k = i - 1 \text{ or } j - 1, \end{cases}
\]
we obtain the following equalities:
\[
\langle h_k, k \cup \{i\} \rangle_I + \langle h_k, k \cup \{j\} \rangle_I = \langle h_k, k \cup \{i, j\} \rangle_I + \langle h_k, k \rangle_I \quad \text{for all } k \in I.
\]
From this, we deduce that
\[
\langle \text{wt}^\vee(M), k \cup \{i\} \rangle_I + \langle \text{wt}^\vee(M), k \cup \{j\} \rangle_I = \langle \text{wt}^\vee(M), k \cup \{i, j\} \rangle_I + \langle \text{wt}^\vee(M), k \rangle_I.
\]
Since \(M_{k \cup \{i\}} + M_{k \cup \{j\}} \leq M_{k \cup \{i, j\}} + M_k\), condition (BZ-1) is satisfied for \(M^2\).
Now, suppose that \(k \cap \{i, j, k\} = \phi\) with \(i < j < k\). Then, for every \(l \in I\), we have
\[
\langle h_l, k \cup \{i, k\} \rangle_I + \langle h_l, k \cup \{j, k\} \rangle_I = \langle h_l, k \cup \{i, j, k\} \rangle_I + \langle h_l, k \rangle_I = \langle h_l, k \cup \{i, j\} \rangle_I + \langle h_l, k \rangle_I.
\]
From this equality, we see that condition (BZ-2) is satisfied for \(M^2\) by the same argument as for condition (BZ-1).

For \(M \in BZ^*_i\), set \(\varepsilon_i(M) := -M_{[n+1, i-1] \cup \{i+1\}}\).

Lemma 3.1.4. \(\varepsilon_i(M) = \varepsilon_i^*(M^2)\).

Proof. By Lemma 3.1.2 (2), it suffices to show that \(\varepsilon_i(M^2) = \varepsilon_i^*(M)\). By the definitions, we have
\[
\varepsilon_i^*(M) = -M_{[i+1, n+m+1]} - M_{[i+2, n+m+1]} + M_{[i+2, n+m+1]} + M_{[i, n+m+1]}.
\]
Also, we compute:
\[
\varepsilon_i(M^2) = -M^2_{[n+1, i-1] \cup \{i+1\}}
= -M_{[n+1, i-1] \cup \{i+1\}} - (\text{wt}^\vee(M), [n + 1, i-1] \cup \{i+1\})_I
= -M_{[i+2, n+m+1]} + \sum_{l \in I} M_{[l+1, n+m+1]} \langle h_l, [n + 1, i-1] \cup \{i+1\} \rangle_I
= -M_{[i+2, n+m+1]} - M_{[i+1, n+m+1]} + M_{[i+2, n+m+1]} + M_{[i, n+m+1]}.
\]
Thus, we obtain the desired equality.
Lemma 3.1.5. (1) If \( \varepsilon_i(M) > 0 \), then
(a) \( \tilde{c}_i^*(M^2)_{k^e} = M_k + 1 \) for \( k \in \mathcal{M}_I^\times(i)^* \),
(b) \( \tilde{c}_i^*(M^2)_{k^e} = M_k \) for \( k \in \mathcal{M}_I^\times \setminus (\mathcal{M}_I^\times(i) \cup \mathcal{M}_I^\times(i)^*) \).

(2) For every \( M \in B\mathcal{Z}_I \),
(a) \( \tilde{f}_i^*(M^2)_{k^e} = M_k - 1 \) for \( k \in \mathcal{M}_I^\times(i)^* \),
(b) \( \tilde{f}_i^*(M^2)_{k^e} = M_k \) for \( k \in \mathcal{M}_I^\times \setminus (\mathcal{M}_I^\times(i) \cup \mathcal{M}_I^\times(i)^*) \).

Proof. Since part (2) is proved in a similar way, we only give a proof of part (1). Suppose that \( k \in \mathcal{M}_I^\times(i)^* \) or \( k \in \mathcal{M}_I^\times \setminus (\mathcal{M}_I^\times(i) \cup \mathcal{M}_I^\times(i)^*) \). Then, \( k^c \in \mathcal{M}_I^\times \setminus \mathcal{M}_I^\times(i)^* \). Also, since \( \varepsilon_i^*(M^2) = \varepsilon_i(M) > 0 \), it follows that
\[
\tilde{c}_i^*(M^2)_{k^c} = M_k^e \quad \text{by Proposition 2.3.4}
\]
\[
= M_k - \langle \text{wt}^\vee(M), k^c \rangle_I
\]
\[
= M_k + \langle \text{wt}^\vee(M), k \rangle_I.
\]
Therefore, we have
\[
\left( \tilde{c}_i^*(M^2) \right)_{k^e} = \tilde{c}_i^*(M^2)_{k^c} - \langle \text{wt}^\vee(\tilde{c}_i^*(M^2)), k \rangle_I
\]
\[
= M_k + \langle \text{wt}^\vee(M), k \rangle_I - \langle \text{wt}^\vee(M), k \rangle_I - \langle h_i, k \rangle_I
\]
\[
= M_k - \langle h_i, k \rangle_I
\]
\[
= \left\{ \begin{array}{ll}
M_k + 1 & \text{if } k \in \mathcal{M}_I^\times(i)^*, \\
M_k & \text{if } \mathcal{M}_I^\times \setminus (\mathcal{M}_I^\times(i) \cup \mathcal{M}_I^\times(i)^*) \end{array} \right. 
\]

This proves the lemma. \( \square \)

Proposition 3.1.6. (1) Assume that \( \varepsilon_i(M) > 0 \). Then, there exists a unique e-BZ datum \( M^{[1]} \) such that
(a) \( (M^{[1]})_{k} = M_k + 1 \) for \( k \in \mathcal{M}_I^\times(i)^* \),
(b) \( (M^{[1]})_{k} = M_k \) for \( k \in \mathcal{M}_I^\times \setminus (\mathcal{M}_I^\times(i) \cup \mathcal{M}_I^\times(i)^*) \).

(2) There exists a unique e-BZ datum \( M^{[2]} \) such that
(a) \( (M^{[2]})_{k} = M_k - 1 \) for \( k \in \mathcal{M}_I^\times(i)^* \),
(b) \( (M^{[2]})_{k} = M_k \) for \( k \in \mathcal{M}_I^\times \setminus (\mathcal{M}_I^\times(i) \cup \mathcal{M}_I^\times(i)^*) \).

Proof. Since part (2) is proved in a similar way, we only give a proof of part (1). The existence of the required \( M^{[1]} \) is already proved in Lemma 3.1.5. Let \( N^{[1]} \) be another e-BZ datum which satisfy conditions (a) and (b). For the uniqueness, it suffices to show that \( M^{[1]}_{k} = N^{[1]}_{k} \) for an arbitrary subinterval \( k = [s + 1, t] \) of \( I \), where \( I = [n + 1, n + m + 1] \). If \( [s + 1, t] \in \mathcal{M}_I^\times \setminus \mathcal{M}_I^\times(i) \), then the assertion is obvious from conditions (a) and (b). Assume that \( [s + 1, t] \in \mathcal{M}_I^\times(i) \). Here we note that such an interval \([s + 1, t]\) has the following form:
\[
[s + 1, i], \quad n \leq s \leq i - 1.
\]
If \( s = n \), then we have \( (M^{[1]})_{[n+1,i]} = (N^{[1]})_{[n+1,i]} = 0 \) by the normalization condition. Now, suppose that \( (M^{[1]})_{[s,i]} = (N^{[1]})_{[s,i]} \). Then, by the tropical Plücker relation for
k = [s + 1, i - 1] and s < i < i + 1, we have
\[(M^{[1]}_{[s+1,d]} + (M^{[1]}_{[s,i-1]\cup(i+1)}
\quad + \min \left\{ (M^{[1]}_{[s,i-1]} + (M^{[1]}_{[s+1,i+1]}), (M^{[1]}_{[s+1,i-1]\cup(i+1)} + (M^{[1]}_{[s,i]} \right\}.
\]
Also, by conditions (a) and (b), we have
\[(M^{[1]}_{[s,i-1]\cup(i+1)} = M_{[s,i-1]\cup(i+1)} + 1,
\quad (M^{[1]}_{[s+1,i-1]\cup(i+1)}(M^{[1]}_{[s+1,i-1]} + 1,
\quad (M^{[1]}_{[s,i-1]} = M_{[s,i-1]},
\quad (M^{[1]}_{[s+1,i+1]} = M_{[s+1,i+1]}.
\]
Therefore, we deduce that
\[(M^{[1]}_{[s+1,d]} = -M_{[s,i-1]\cup(i+1)} - 1
\quad + \min \left\{ M_{[s,i-1]} + M_{[s+1,i+1]}, M_{[s+1,i-1]\cup(i+1)} + 1 + (M^{[1]}_{[s,i]} \right\}.
\]
Similarly, we obtain
\[(N^{[1]}_{[s+1,d]} = -M_{[s,i-1]\cup(i+1)} - 1
\quad + \min \left\{ M_{[s,i-1]} + M_{[s+1,i+1]}, M_{[s+1,i-1]\cup(i+1)} + 1 + (N^{[1]}_{[s,i]} \right\}.
\]
Consequently, we obtain \((M^{[1]}_{[s+1,d]} = (N^{[1]}_{[s+1,d]})^\circ\). This proves the proposition.

**Corollary 3.1.7.** For \(k \in M_I^\circ(i)\), we have
\[(M^{[2]}_{[i,k]} = \min \left\{ M_{k-1}, M_{\sigma_i k} + \varepsilon_i(M) \right\}.
\]

**Proof.** From the uniqueness of \(M^{[2]}\), it follows that \(M^{[2]} = (\tilde{f}_i^\ast(M^\sharp))^\circ\). Therefore,
\[(M^{[2]}_{[i,k]} = (\tilde{f}_i^\ast(M^\sharp))^\circ_{[i,k]}
\quad = (\tilde{f}_i^\ast(M^\sharp))_{[i,k]} - \langle \text{wt}^\top(\tilde{f}_i^\ast(M^\sharp)), k \rangle_I
\quad = \min \left\{ (M^\sharp)_{[i,k]}, (M^\sharp)_{\sigma_i k} + c_i^\ast(M^\sharp) \right\} - \langle \text{wt}^\top(M), k \rangle_I + \langle h, k \rangle_I
\quad = \min \left\{ M_{k-1}, M_{\sigma_i k} + \langle \text{wt}^\top(M), k \rangle_I + c_i^\ast(M^\sharp) + 1 \right\}.
\]
Here, we remark that \(\langle h, k \rangle = 1\) since \(k \in M_I^\circ(i)\). Let us compute the second term on the right-hand side of the last equality. Note that \(\sigma_i k - k = -\langle h, k \rangle_I \alpha_i^\sharp = -\alpha_i^\sharp\). Hence we deduce that
\[
\text{the second term} = M_{\sigma_i k} - \langle \text{wt}^\top(M), \alpha_i^\sharp \rangle_I + \langle h, \text{wt}(M^\sharp) \rangle_I + c_i^\ast(M^\sharp) - 1 + 1
\quad = M_{\sigma_i k} + \varepsilon_i(M).
\]
This proves the corollary.

**3.2. Ordinary crystal structure on \(BZ^\circ_I\).** We define another crystal structure on \(BZ^\circ_I\) via the bijections \(B_I \sim \bigsqcup_{\nu \in Q_+} \text{Irr}(\nu) \sim BZ^\circ_I\). Let \(M = (M_k)_{k \in M_I^\circ}\) be an e-BZ datum. Then, there exists a unique Lusztig datum \(a\) (or equivalently, a unique irreducible Lagrangian \(\Lambda_a\)) such that \(M = M(a)\). Now we define
\[\varepsilon_i(M) := \varepsilon_i(a) = \varepsilon_i(\Lambda_a), \quad \varphi_i(M) := \varphi_i(a) = \varphi_i(\Lambda_a),\]
\[\tilde{e}_i M := \begin{cases} M(\tilde{e}_i a) = M(\tilde{e}_i\Lambda_a) & \text{if } \varepsilon_i(a) > 0, \\ 0 & \text{if } \varepsilon_i(a) = 0, \end{cases} \quad \text{and} \quad \tilde{f}_i M := M(\tilde{f}_i a) = M(\tilde{f}_i\Lambda_a).\]
By the definitions, it is obvious that the set $\mathcal{BZ}_I^\ast$, equipped with the maps $\varepsilon_i, \varphi_i, \bar{c}_i, \bar{f}_i$, is a $U_q(\mathfrak{sl}_{m+1})$-crystal, and the bijections above give rise to isomorphisms of crystals

$$\left( \mathcal{B}_I; \varepsilon_i, \varphi_i, \bar{c}_i, \bar{f}_i \right) \sim \left( \bigcup_{\nu \in \mathbb{Q}_+} \text{Irr}_\Lambda(\nu); \varepsilon_i, \varphi_i, \bar{c}_i, \bar{f}_i \right) \sim \left( \mathcal{BZ}_I^\ast; \varepsilon_i, \varphi_i, \bar{c}_i, \bar{f}_i \right).$$

We call this crystal structure the ordinary crystal structure on $\mathcal{BZ}_I^\ast$.

**Lemma 3.2.1.** For $\Lambda \in \text{Irr}_\Lambda(\nu)$, we have

$$M(\Lambda^\ast) = M(\Lambda)^\sharp.$$

**Proof.** We write $\nu = \sum_{i \in I} \nu_i \alpha_i^I$. Let $B$ be a general point of $\Lambda$. Then its transpose $^tB$ is also a general point of $\Lambda^\ast$. Therefore, we compute:

$$M_k(\Lambda^\ast) = M_k(^tB)$$

$$= - \dim \mathbb{C} \text{Coker} \left( \bigoplus_{k \in \text{out}(k)} V(\nu)_k \xrightarrow{\alpha^t_B \nu} \bigoplus_{l \in \text{in}(k)} V(\nu)_l \right)$$

$$= - \dim \mathbb{C} \text{Ker} \left( \bigoplus_{l \in \text{in}(k)} V(\nu)_l \xrightarrow{\alpha_B \nu} \bigoplus_{k \in \text{out}(k)} V(\nu)_k \right)$$

$$= - \dim \mathbb{C} \text{Coker} \left( \bigoplus_{l \in \text{out}(k^\ast)} V(\nu)_l \xrightarrow{\alpha_B \nu} \bigoplus_{k \in \text{in}(k^\ast)} V(\nu)_k \right)$$

$$+ \sum_{k \in \text{in}(k^\ast)} \dim \mathbb{C} V(\nu)_k - \sum_{l \in \text{out}(k^\ast)} \dim \mathbb{C} V(\nu)_l$$

$$= M_{k^\ast}(\Lambda) + \sum_{k \in \text{out}(k)} \nu_k - \sum_{l \in \text{in}(k)} \nu_l.$$

Here, for the third equality, we take the transpose $^t(^tB) = B$ of $^tB$. By the definitions of $\text{out}(k)$ and $\text{in}(k)$, we have

$$\langle h_p, k \rangle_I = \begin{cases} 1 & \text{if } p \in \text{out}(k), \\ -1 & \text{if } p \in \text{in}(k), \\ 0 & \text{otherwise}, \end{cases}$$

and hence

$$\langle \text{wt}(M(\Lambda)), k \rangle_I = - \sum_{k \in \text{out}(k)} \nu_k + \sum_{l \in \text{in}(k)} \nu_l.$$

From these, it follows that

$$M_k(\Lambda) = M_{k^\ast}(\Lambda) - \langle \text{wt}(M(\Lambda)), k \rangle_I = (M(\Lambda)^\sharp)_k.$$  

This proves the lemma. \qed

**Proposition 3.2.2.** As operators on $\mathcal{BZ}_I^\ast$,

$$\bar{c}_i = \sharp \circ \varepsilon_i \circ \sharp \quad \text{and} \quad \bar{f}_i = \sharp \circ \varepsilon_i^\ast \circ \sharp.$$  

**Proof.** Let $M \in \mathcal{BZ}_I^\ast$. We only give a proof of the first equality, since the proof of the second one is similar.

If $\varepsilon_i(M) = \varepsilon_i^\ast(M^\sharp) = 0$, then $\varepsilon_i(M) = (\varepsilon_i(M^\sharp))^\sharp = 0$ by the definitions. So, assume that $\varepsilon_i(M) = \varepsilon_i^\ast(M^\sharp) > 0$. Let $\Lambda$ be a unique irreducible Lagrangian such that $M = M(\Lambda)$.  

Since the bijection $\Xi_I : \Lambda \mapsto M(\Lambda)$ is an isomorphism with respect to both the ordinary and $\ast$-crystal structures, we have
\[
(e_i^\ast(M^\ast))^\ast = (e_i^\ast(M(\Lambda)^\ast))^\ast = (e_i^\ast(M(\Lambda^\ast)))^\ast = M((e_i^\ast\Lambda)^\ast)^\ast = M(e_i\Lambda)
\]

\[
e_i \Lambda = e_i M,
\]

as desired. \qed

The following corollary is obvious by the consideration above.

**Corollary 3.2.3.** (1) Let $M \in BZ_e^\ast$, and assume that $\varepsilon_i(M) > 0$. Then, $e_i M$ is a unique $\varepsilon$-$BZ$ datum such that

(a) $(e_i M)k = M_k + 1$ for $k \in M^\ast_I(i)^\ast$,

(b) $(e_i M)k = M_k$ for $k \in M^\ast_I(i)^\ast \cup (M^\ast_I(i) \cup M^\ast_I(i)^\ast)$.

(2) For every $M \in BZ_e^\ast$,

\[
(f_i M)k = \begin{cases} 
\min \{M_k + 1, M_{\varepsilon_i(M)}\} & \text{if } k \in M^\ast_I(i), \\
M_k - 1 & \text{if } k \in M^\ast_I(i)^\ast, \\
M_k & \text{if } k \in M^\ast_I(i) \cup M^\ast_I(i)^\ast.
\end{cases}
\]

**Proposition 3.2.4.** Let $i, j \in I$, and $M \in BZ_e^\ast$. Set $c := \varepsilon_i(M)$ and $M' = e_i^\ast M$.

(1) We have

\[
\varepsilon_i^\ast(M) = \max \{\varepsilon_i^\ast(M'), c - \langle h_i, \text{wt}(M') \rangle_I\}.
\]

(2) If $i \neq j$ and $\varepsilon_j^\ast(M) > 0$, then

\[
\varepsilon_j(e_i^\ast M) = c, \quad e_i^\ast(e_i^\ast M) = e_i^\ast M'.
\]

(3) If $\varepsilon_i^\ast(M) > 0$, then we have

\[
\varepsilon_i(e_i^\ast M) = \begin{cases} 
\varepsilon_i(M) & \text{if } \varepsilon_i^\ast(M') \geq c - \langle h_i, \text{wt}(M') \rangle_I, \\
\varepsilon_i(M) - 1 & \text{if } \varepsilon_i^\ast(M') < c - \langle h_i, \text{wt}(M') \rangle_I,
\end{cases}
\]

and

\[
e_i'(e_i^\ast M) = \begin{cases} 
e_i^\ast(M') & \text{if } \varepsilon_i^\ast(M') \geq c - \langle h_i, \text{wt}(M') \rangle_I, \\
M' & \text{if } \varepsilon_i^\ast(M') < c - \langle h_i, \text{wt}(M') \rangle_I.
\end{cases}
\]

Here, we set $c' := \varepsilon_i(e_i^\ast M)$.

**Proof.** Recall that the bijection $\Xi_I : \Lambda \mapsto M(\Lambda)$ is an isomorphism with respect to both the ordinary and $\ast$-crystal structures. Therefore, all of the desired equations follow immediately from the corresponding ones, which hold in $\bigcup_{\nu \in Q_+} \text{Irr}(\Lambda(\nu))$ (see [KS]). This proves the proposition. \qed

4. Ordinary Crystal Structure on $(BZ_e^\ast)^\ast$

4.1. Definition of ordinary Kashiwara operators on $BZ_e^\ast$. For $M = (M_k)_{k \in M_Z} \in BZ_e^\ast$ and $p \in \mathbb{Z}$, we set

\[
\varepsilon_p(M) := -M_{k(\sigma_p \Lambda p)}.
\]

Observe that if $k(\sigma_p \Lambda p) \in M_Z(I)$, then

\[
\varepsilon_p(M) = -M_{k(\sigma_p \Lambda p)} = -(M_{k(\sigma_p \Lambda p)}) = -(M_{k(\sigma_p \Lambda p)_I}) = \varepsilon_p(M_I).
\]

First, let us define the ordinary raising Kashiwara operators on $BZ_e^\ast$. If $\varepsilon_p(M) > 0$, the we define a new collection $M^{[1]} = \left(\begin{array}{c} M^{[1]}_k \\ k \in M_Z \end{array}\right)$ of integers as follows. For a given
\( k \in \mathcal{M}_Z \), take a finite interval \( I \) in \( Z \) such that \( k, \sigma_p k \in \mathcal{M}_Z(I) \), and \( I \in \text{Int}^e(\mathcal{M}; k(\Lambda_p)) \cap \text{Int}^e(\mathcal{M}; k(\Lambda_{p+1})) \cap \text{Int}^e(\mathcal{M}; k(\Lambda_{p-1})) \). Then, we set
\[
\mathcal{M}_k^{[1]} := (\tilde{e}_p M_I)_{\text{res}_I(k)}.
\]

Here, \( \tilde{e}_p \) is the ordinary raising Kashiwara operator on \( \mathcal{BZ}_I^e \) defined in the previous section. Now, we define the action of \( \tilde{e}_p \) on \( \mathcal{BZ}_Z^e \) by
\[
\tilde{e}_p M := \begin{cases} 
\mathcal{M}_k^{[1]} & \text{if } \varepsilon_p(M) > 0, \\
0 & \text{if } \varepsilon_p(M) = 0.
\end{cases}
\]

Note that the definition above does not depend on the choice of \( I \).

Next, let us define the ordinary lowering Kashiwara operators on \( \mathcal{BZ}_Z^e \). For \( M = (\mathcal{M}_k)_{k \in \mathcal{M}_Z} \in \mathcal{BZ}_Z^e \) and \( p \in \mathbb{Z} \), we define a new collection \( \widetilde{f}_p M = (\mathcal{M}_k^{[2]})_{k \in \mathcal{M}_Z} \) as follows. For a given \( k \in \mathcal{M}_Z \), take a finite interval \( I \) in \( Z \) such that \( k, \sigma_p k \in \mathcal{M}_Z(I) \), and \( I \in \text{Int}^e(\mathcal{M}; k(\Lambda_p)) \cap \text{Int}^e(\mathcal{M}; k(\Lambda_{p+1})) \cap \text{Int}^e(\mathcal{M}; k(\Lambda_{p-1})) \). Then we set
\[
\mathcal{M}_k^{[2]} := (\widetilde{f}_p M_I)_{\text{res}_I(k)}.
\]

Here, \( \widetilde{f}_p \) is the ordinary lowering Kashiwara operator on \( \mathcal{BZ}_I^e \) defined in the previous section.

For \( p \in \mathbb{Z} \), we set
\[
\mathcal{M}_{Z}(p) := \{ k \in \mathcal{M}_Z \mid p \in k, p + 1 \notin k \}, \quad \mathcal{M}_{Z}(p)^* := \{ k \in \mathcal{M}_Z \mid p \notin k, p + 1 \in k \}.
\]

The following lemma follows easily from the definitions.

Lemma 4.1.1. Let \( M = (\mathcal{M}_k)_{k \in \mathcal{M}_Z} \in \mathcal{BZ}_Z^e \).

(1) If \( \varepsilon_p(M) > 0 \), then
   
   (a) \((\tilde{e}_p M)_k = M_k + 1 \) for \( k \in \mathcal{M}_Z^e(p)^* \),
   
   (b) \((\tilde{e}_p M)_k = M_k \) for \( k \in \mathcal{M}_Z^e(p) \setminus (\mathcal{M}_Z^e(p) \cup \mathcal{M}_Z^e(p)^*) \).

(2) For each \( M \in \mathcal{BZ}_Z^e \), we have
   \[
   (\widetilde{f}_p M)_k = \begin{cases} 
   \min \{ M_k + 1, M_{\sigma_p k} + \varepsilon_p(M) \} & \text{if } k \in \mathcal{M}_Z^e(p), \\
   M_k - 1 & \text{if } k \in \mathcal{M}_Z^e(p)^*, \\
   M_k & \text{if } k \in \mathcal{M}_Z^e(p) \setminus (\mathcal{M}_Z^e(p) \cup \mathcal{M}_Z^e(p)^*) \).
   \end{cases}
   \]

Proposition 4.1.2. (1) If \( \varepsilon_p(M) > 0 \), then \( \tilde{e}_p M \in \mathcal{BZ}_Z^e \).

(2) For every \( M \in \mathcal{BZ}_Z^e \), we have \( \widetilde{f}_p M \in \mathcal{BZ}_Z^e \).

In the next subsection, we give a proof of this proposition.

4.2. Proof of Proposition 4.1.2 Since part (2) is obtained in a similar way, we only give a proof of part (1). We will only verify that condition (2-b) in Definition 2.6.2 is satisfied for \( \tilde{e}_p M \) with \( \varepsilon_p(M) > 0 \), since the remaining ones are easily verified. Namely, we will prove the following:

Claim 1. Assume that \( \varepsilon_p(M) > 0 \), and let \( k \in \mathcal{M}_Z \). Then, there exists a finite interval \( I \) in \( Z \) such that for every \( J \supset I \),
\[
(\tilde{e}_p M)_{\Omega_J(k)} = (\tilde{e}_p M)_{\Omega_J(k)}.
\]

Take a finite interval \( K = [n_K + 1, n_K + m_K] \) in \( Z \) such that \( k, \sigma_p k \in \mathcal{M}_Z(K) \), and \( K \in \text{Int}^e(\mathcal{M}; k(\Lambda_p)) \cap \text{Int}^e(\mathcal{M}; k(\Lambda_{p+1})) \cap \text{Int}^e(\mathcal{M}; k(\Lambda_{p-1})) \). Set \( K' := \)}
[n_K, n_K + m_K + 1]. Since \( M_{Z}(K') \) is a finite set, we can take a finite interval \( I = [n_I + 1, n_I + m_I] \) in \( Z \) with the following properties:

\[
I \supset K, \quad \text{and} \quad I \in \text{Int}^{\kappa}(M; n) \text{ for all } n \in M_{Z}(K').
\] (4.2.2)

In the following, we will show that such an interval \( I \) satisfies the condition in Claim 1. We may assume that \( J = \{n_I\} \cup I \) (case (i)) or \( J = I \cup \{n_I + m_I + 1\} \) (case (ii)). We show equation (4.2.1) only in case (i); the assertion in case (ii) follows by a similar (and easier) argument.

Before starting a proof, we give some lemmas. We set \( a = (a_{i,j})_{(i,j) \in \Delta^+_J} := \Psi^{-1}_J(M_J) \in B_J, \ b = (b_{k,l})_{(k,l) \in \Delta^+_J} := \Psi^{-1}_J(M_J) \in B_J, \ \Lambda_a := \Xi^{-1}_J(M_J) \in \text{Irr}(\nu_I), \) and \( \Lambda_b := \Xi^{-1}_J(M_J) \in \text{Irr}(\nu_J), \) where \( \nu_I = \text{wt}(M_J) \) and \( \nu_J = \text{wt}(M_J). \) Let \( B^J = (B^J_i) \in \Lambda_a \) and \( B^J = (B^J_i) \in \Lambda_b \) be general points.

**Lemma 4.2.1.** Let \( \sigma(n_I \rightarrow n_K) \) be the path from \( n_I \) to \( n_K \) defined as follows:

\[
\sigma(n_I \rightarrow n_K) : n_I \rightarrow n_I + 1 \rightarrow n_I + 2 \rightarrow \cdots \rightarrow n_K - 2 \rightarrow n_K - 1 \rightarrow n_K.
\]

Then, the corresponding composite map \( B^J_{\sigma(n_I \rightarrow n_K)} : V(\nu_J)_{n_I} \rightarrow V(\nu_J)_{n_K} \) is a zero map.

**Proof.** Since \( \Lambda_{n_K} \in M_{Z}(K'), \) we have

\[
(M_J)_{[n_K+1, n_I+n_I+1]} = M_{n_I}(\Lambda_{n_K}) = M_{n_I}(\Lambda_{n_K}) = (M_J)_{[n_K+1, n_I+n_I+1]} = -\nu_J)_{n_K}.
\]

Also, by the definition, we have

\[
(M_J)_{[n_K+1, n_I+n_I+1]} = (M_J)(n_I)_{[n_K+1, n_I+n_I+1]}
\]

\[
= -\dim C \text{Coker} \left( V(\nu_J)_{n_I} \rightarrow B^J V(\nu_J)_{n_K} \right).
\]

From these, we obtain

\[
\nu_J)_{n_K} = -\dim C \text{Coker} \left( V(\nu_J)_{n_I} \rightarrow B^J V(\nu_J)_{n_K} \right).
\]

This shows that the map \( B^J_{\sigma(n_I \rightarrow n_K)} \) is a zero map, as desired .

Let \( a^* = (a^*_{i,j})_{(i,j) \in \Delta^+_J} := \Psi^{-1}_J(M^*_J) \) and \( b^* = (b^*_{k,l})_{(k,l) \in \Delta^+_J} := \Psi^{-1}_J(M^*_J). \)

**Lemma 4.2.2.** We have \( b^*_{n_I,l} = 0 \) for \( n_K + 1 \leq l \leq n_I + m_I + 1. \)

**Proof.** First, note that

\[
(M^*_J)_{[n_I+1, n_I+n_I+1]} = -\sum_{l=n_I+1}^{n_I+m_I+1} b^*_{n_I,l} \quad \text{and} \quad (M^*_J)_{[n_I+1, n_K]} = -\sum_{l=n_I+1}^{n_K} b^*_{n_I,l}.
\]

Next, by Lemma 3.2.1 we have

\[
(M^*_J)_{[n_I+1, n_K]} = M_{n_I+1, n_K}(\Lambda^*_b) = -\dim C \text{Coker} \left( V(\nu_J)_{n_I} \rightarrow \tilde{t}(B^I) V(\nu_J)_{n_I} \right).
\]

Since \( \tilde{t}(B^I)_{\sigma(n_K \rightarrow n_I)} = t(B^I)_{\sigma(n_I \rightarrow n_K)} = 0 \) by Lemma 4.2.1 we deduce that

\[
(M^*_J)_{[n_I+1, n_K]} = -\nu_J)_{n_I}.
\]
Therefore, we deduce that
\[
\sum_{l=n_{K}+1}^{n_{I}+m_{I}+1} b^*_{{n_{I},l}} = - (M^{{\sharp}_{J}})_{[n_{I}+1,n_{I}+m_{I}+1]} + (M^{{\sharp}_{J}})_{[n_{I}+1,n_{K}]} = 0.
\]

Since \( b^*_{{n_{I},l}} \) is nonnegative for all \( l \), we obtain the desired equality. \( \square \)

**Lemma 4.2.3.** For every \( n_{I}+1 \leq s \leq t \leq n_{I} + m_{I} + 1 \), we have
\[
\left( M^{{\sharp}_{J}} \right)_{[s,t]} = (M^{{\sharp}_{J}})_{[s,t]} + (\nu_{J})_{s-1} - (\nu_{J})_{t} + (\nu_{J})_{t}.
\]

Here, by convention, \( (\nu_{J})_{s-1} = 0 \) for \( s = n_{I} + 1 \) and \( (\nu_{J})_{t} = 0 \) for \( t = n_{I} + m_{I} + 1 \).

**Proof.** We assume that \( n_{I}+1 \leq s \leq t < n_{I} + m_{I} + 1 \); in the remaining case, the desired equation follows by a similar (and easier) argument.

Write \( n_{I} = [s,t] \in \mathcal{M}^{{\sharp}_{I}} \). Then we have
\[
\left( M^{{\sharp}_{J}} \right)_{n_{I}} = - \dim_{C} \text{Coker} \left( V(\nu_{J})_{t} \mapsto V(\nu_{J})_{s-1} \right)
\]
\[
= - \dim_{C} \text{Ker} \left( V(\nu_{J})_{s-1} \xrightarrow{B_{J}} V(\nu_{J})_{t} \right)
\]
\[
= - \dim_{C} \text{Coker} \left( V(\nu_{J})_{s-1} \xrightarrow{B_{J}} V(\nu_{J})_{t} \right) - (\nu_{J})_{s-1} + (\nu_{J})_{t}
\]
\[
= (M_{I})_{n_{J}^{I}} - (\nu_{J})_{s-1} + (\nu_{J})_{t}.
\]

Similarly, we have
\[
\left( M^{{\sharp}_{J}} \right)_{n_{J}} = (M_{J})_{n_{J}^{J}} - (\nu_{J})_{s-1} + (\nu_{J})_{t}.
\]

Here we set \( n_{J} := [s,t] \in \mathcal{M}^{{\sharp}_{J}} \). Since \( n_{J}^{I} = \{n_{I}\} \cup n_{J}^{J} \), we obtain
\[
\left( M_{I} \right)_{n_{J}^{I}} = (M_{I})_{n_{J}^{J}}.
\]

Therefore, we deduce that
\[
\left( M^{{\sharp}_{J}} \right)_{n_{J}} = (M_{I})_{n_{J}^{I}} - (\nu_{J})_{s-1} + (\nu_{J})_{t}
\]
\[
= (M^{{\sharp}_{J}})_{n_{I}} + (\nu_{J})_{s-1} - (\nu_{J})_{t} - (\nu_{J})_{s-1} + (\nu_{J})_{t}.
\]

This proves the lemma. \( \square \)

**Corollary 4.2.4.** For every \( n_{I}+1 \leq i < j \leq n_{I} + m_{I} + 1 \), we have
\[
b^*_{i,j} = a^*_{i,j}.
\]

**Proof.** The desired equality follows easily from Lemma 4.2.3 and the chamber ansatz maps (see \[BFZ\]):
\[
b^*_{i,j} = (M^{{\sharp}_{J}})_{[i,j]} + (M^{{\sharp}_{J}})_{[i+1,j-1]} - (M^{{\sharp}_{J}})_{[i+1,j]} - (M^{{\sharp}_{J}})_{[i,j-1]},
\]
\[
a^*_{i,j} = (M^{{\sharp}_{J}})_{[i,j]} + (M^{{\sharp}_{J}})_{[i+1,j-1]} - (M^{{\sharp}_{J}})_{[i+1,j]} - (M^{{\sharp}_{J}})_{[i,j-1]}.
\]
\( \square \)

**Proposition 4.2.5.** We have
\[
\left( \left( \tilde{c}^*_p(M^{{\sharp}_{J}}) \right)_{K} \right)_{[p+1,n_{K}+m_{K}+1]} = \left( \left( \tilde{c}^*_p(M^{{\sharp}_{J}}) \right)_{K} \right)_{[p+1,n_{K}+m_{K}+1]}.
\]
\[ \begin{aligned}
\left( c^*_p(M^1_I) \right)_{[n_I+1, n_K] \cup [p+1, n_K + m_K + 1]} &= \left( c^*_p(M^1_I) \right)_{[n_I, n_K] \cup [p+1, n_K + m_K + 1]}. \\
\text{Let } a' = (a'_{i,j})_{(i,j) \in \Delta^+_I} \equiv \Psi_I^{-1} \left( c^*_p(M^1_I) \right) \text{ and } b' = (b'_{k,l})_{(k,l) \in \Delta^+_I} \equiv \Psi_I^{-1} \left( c^*_p(M^1_I) \right), \text{ and set } \\
l := [n_I + 1, n_K] \cup [p + 1, n_K + m_K + 1] \text{ and } m := [n_I, n_K] \cup [p + 1, n_K + m_K + 1]. \text{ Then, equation (4.2.3) is equivalent to the following:}
\end{aligned} \]

\[ M_I(a') = M_m(b'). \]

Observe that by Lemma 4.2.22, Corollary 4.2.24, and the definition of the action of \( c^*_p \),

\[ a'_{i,j} = b'_{i,j} \quad ((i,j) \in \Delta^+_I) \quad \text{and} \quad b'_{n_I,l} = 0 \quad (n_K + 1 \leq l \leq n_I + m_I + 1). \]

Since the Maya diagrams \( I \) and \( m \) satisfy the condition of Lemma 2.4.3 (1) with \( s = n_K \), we have

\[ M_I(a') = -\sum_{j=p+1}^{n_K + m_K + 1} \sum_{i=n_I+1}^{l-1} a'_{i,j} \\
+ \min \left\{ \sum_{t=n_K+1}^{2n_K + m_K - p + 1} \sum_{s=n_I+1}^{t-1} a'_{c_{s,t},c_{s,t}+(t-s)} \mid C = (c_{s,t}) \text{ is an } I\text{-tableau} \right\}, \]

and

\[ M_m(b') = -\sum_{l=p+1}^{n_K + m_K + 1} \sum_{k=n_I+1}^{l-1} b'_{k,l} \\
+ \min \left\{ \sum_{t=n_K+1}^{2n_K + m_K - p + 1} \sum_{s=n_I+1}^{t-1} b'_{d_{s,t},d_{s,t}+(t-s)} \mid D = (d_{s,t}) \text{ is an } m\text{-tableau} \right\}. \]

Here, by (4.2.5),

\[ \sum_{j=p+1}^{n_K + m_K + 1} \sum_{i=n_I+1}^{l-1} a'_{i,j} = \sum_{l=p+1}^{n_K + m_K + 1} \sum_{k=n_I+1}^{l-1} b'_{k,l}. \]

Now, let \( D = (d_{s,t})_{n_I \leq s \leq t \leq 2n_K + m_K - p + 1} \) be an \( m\)-tableau, and define two upper-triangular matrices \( D' = (d'_{s,t})_{n_I \leq s \leq t \leq 2n_K + m_K - p + 1} \) and \( D'' = (d''_{s,t})_{n_I + 1 \leq s \leq t \leq 2n_K + m_K - p + 1} \) by

\[ d'_{s,t} := \begin{cases} 
n_I & \text{if } s = n_I, \\
d_{p,q} & \text{otherwise,} \end{cases} \quad \text{and} \quad d''_{s,t} := d_{s,t}. \]

Then, \( D' \) is an \( m\)-tableau and \( D'' \) is an \( I\)-tableau. From the definitions and (4.2.5), we see that

\[ \sum_{t=n_K+1}^{2n_K + m_K - p + 1} \sum_{s=n_I}^{t-1} b'_{d_{s,t},d_{s,t}+(t-s)} \geq \sum_{t=n_K+1}^{2n_K + m_K - p + 1} \sum_{s=n_I}^{t-1} b'_{d'_{s,t},d'_{s,t}+(t-s)} \]

\[ = \sum_{t=n_K+1}^{2n_K + m_K - p + 1} \sum_{s=n_I+1}^{t-1} b'_{d''_{s,t},d''_{s,t}+(t-s)} \]

\[ = \sum_{t=n_K+1}^{2n_K + m_K - p + 1} \sum_{s=n_I+1}^{t-1} a'_{d''_{s,t},d''_{s,t}+(t-s)}. \]
Therefore, we obtain
\[
\min \left\{ \frac{2n_K + m_K - p + 1}{t=n_K+1} \sum_{s=n_I+1}^{t-1} a'_{t,s} \left| \begin{array}{c} C = (c_{s,t}) \text{ is an l-tableau} \\ \text{an m-tableau} \end{array} \right. \right\} \\
= \min \left\{ \frac{2n_K + m_K - p + 1}{t=n_K+1} \sum_{s=n_I}^{t-1} b'_{t,s} \left| \begin{array}{c} D = (d_{s,t}) \text{ is an m-tableau} \\ \text{an m-tableau} \end{array} \right. \right\},
\]
and hence (4.2.4).

Now let us start the proof of equation (4.2.1). By (4.2.2) and Proposition 3.2.2, we have

\[
\langle \bar{c}_p(M) \rangle_{\Omega_l(k)} = \langle \bar{c}_p(M) \rangle_{\Omega_l(k)} = \langle \bar{c}_p(M) \rangle_{\Omega_l(k)} = \left( \left( \bar{c}_p(M) \right) \right)_{k_I} \\
= \langle \bar{c}_p(M) \rangle_{k_I} - \langle \text{wt}^\vee (\bar{c}_p(M)) , k_I \rangle_I \\
= \langle \bar{c}_p(M) \rangle_{k_I} + \langle \text{wt}^\vee (M) , k_I \rangle_I + \langle h_p , k_I \rangle_I.
\]

Here, \( k_I := \text{res}_I(k) \) and \( k_I := \bar{I} \setminus k_I \). Similarly, we have

\[
\langle \bar{c}_p(M) \rangle_{\Omega_l(k)} = \langle \bar{c}_p(M) \rangle_{\Omega_l(k)} + \langle \text{wt}^\vee (M) , k_I \rangle_I + \langle h_p , k_I \rangle_I.
\]

By these, the proof of equation (4.2.1) is reduced to showing:

(a) \( \langle h_q , k_I \rangle_I = \langle h_q , k_I \rangle_I \) for all \( q \in K' \);
(b) \( \langle \text{wt}^\vee (M_I) , k_I \rangle_I = \langle \text{wt}^\vee (M_I) , k_I \rangle_I \);
(c) \( \langle \bar{c}_p(M_I^l) , k_I \rangle_I = \langle \bar{c}_p(M_I^l) , k_I \rangle_I \).

By the definitions, (a) is easily shown. Let us show (b). Since \( k \in M_{\Omega_l(K')} \), we have \( \langle h_q , k_I \rangle_I = 0 \) for \( q \notin K' \). Therefore, we see that

\[
\langle \text{wt}^\vee (M_I) , k_I \rangle_I = \sum_{q \in I} \langle h_q , k_I \rangle_I (M_I)_{[q+1,n_I+m_I+1]} = \sum_{q \in I} \langle h_q , k_I \rangle_I M_{\Omega_l(k(\Lambda_q))} \\
= \sum_{q \in K'} \langle h_q , k_I \rangle_I M_{\Omega_l(k(\Lambda_q))}.
\]

Similarly, we see that

\[
\langle \text{wt}^\vee (M_I) , k_I \rangle_I = \sum_{q \in K'} \langle h_q , k_I \rangle_I M_{\Omega_l(k(\Lambda_q))}.
\]

Consequently, in view of (a), it suffices to show that \( M_{\Omega_l(k(\Lambda_q))} = M_{\Omega_l(k(\Lambda_q))} \) for all \( q \in K' \), which follows from (4.2.1). Thus, we have shown (b). For (c), it suffices to show the following proposition.

**Proposition 4.2.6.**

\[
\langle c_p(M^l) \rangle_K = \langle c_p(M^l) \rangle_K.
\]

**Proof.** We remark that \( \langle c_p(M^l) \rangle_K \) and \( \langle c_p(M^l) \rangle_K \) are both elements of \( BZ_K \). Hence it suffices to show the following:

(d) \( \left( \left( c_p(M^l) \right) \right)_{[q+1,n_K+m_K+1]} = \left( \left( c_p(M^l) \right) \right)_{[q+1,n_K+m_K+1]} \);

(e) \( \left( \left( c_p(M^l) \right) \right)_m = \left( \left( c_p(M^l) \right) \right)_m \) for all \( m \in M^\times_K \setminus M^\times_K (p)^* \).
Because (d) is already shown in Proposition 4.2.25, the remaining task is to show (e). We set \( \mathbf{m}^I := (\text{res}_I^\vee)^{-1}(\mathbf{m}) \). Since \( \mathbf{m}^I \in \mathcal{M}^\vee_I \setminus \mathcal{M}_I^\vee(p)^* \), we have
\[
\left( (\bar{c}_p^e(\mathcal{M}^\vee_I))_K \right)_{\mathbf{m}} = (\bar{c}_p^e(\mathcal{M}^\vee_I))_{\mathbf{m}^I} = (\mathcal{M}^\vee_I)_{\mathbf{m}^I} = (\mathcal{M}_I)_{\mathbf{m}^I} - \langle \text{wt}^\vee(\mathcal{M}_I), \mathbf{m}^I \rangle_I.
\]
We set \( \mathbf{m}^Z := \text{res}_K^{-1}(\mathbf{m}) \in \mathcal{M}_Z(K) \subset \mathcal{M}_Z \). Then we have \( \mathbf{m}^I = \text{res}_I(\mathbf{m}^Z) \) and \( (\mathbf{m}^I)^c = \text{res}_I(\Omega_I(\mathbf{m}^Z)) \). Therefore, we obtain
\[
\left( (\bar{c}_p^e(\mathcal{M}^\vee_I))_K \right)_{\mathbf{m}} = M_{\Omega_I(\mathbf{m}^Z)} - \langle \text{wt}^\vee(\mathcal{M}_I), \text{res}_I(\mathbf{m}^Z) \rangle_I.
\]
Also, we obtain a similar equation, with \( I \) replaced by \( J \). By the same argument as in the proof of (b), we deduce that \( \langle \text{wt}^\vee(\mathcal{M}_I), \text{res}_I(\mathbf{m}^Z) \rangle_I = \langle \text{wt}^\vee(\mathcal{M}_J), \text{res}_J(\mathbf{m}^Z) \rangle_J \). Now it remains to verify that \( M_{\Omega_I(\mathbf{m}^Z)} = M_{\Omega_J(\mathbf{m}^Z)} \), which follows easily from (4.2.1). Thus, we have shown (e). This proves the proposition.

4.3. Ordinary crystal structure on \((\mathcal{B}Z^e_Z)^g\). First, we give some properties of ordinary Kashiwara operators on \(\mathcal{B}Z^e_Z\). Because all of those are obtained by the same argument as in \([NSS1]\), we omit the proofs of them.

**Lemma 4.3.1.** (1) Let \( M \in \mathcal{B}Z^e_Z \) and \( p \in \mathbb{Z} \). Then, \( \bar{e}_p f_p M = M \). Also, if \( \varepsilon_p(M) \neq 0 \), then \( \bar{f}_p \varepsilon_p M = M \).

(2) For \( M \in \mathcal{B}Z^e_Z \) and \( p, q \in \mathbb{Z} \) with \( |p - q| \geq 2 \), we have \( \varepsilon_p(\bar{f}_q M) = \varepsilon_p(M) + 1 \) and \( \varepsilon_q(\bar{f}_p M) = \varepsilon_q(M) \). Also, if \( \varepsilon_p(M) \neq 0 \), then \( \varepsilon_p(\bar{e}_q M) = \varepsilon_p(M) - 1 \) and \( \varepsilon_q(\bar{e}_p M) = \varepsilon_q(M) \).

(3) For \( q, q' \in \mathbb{Z} \) with \( |q - q'| \geq 2 \), we have \( \bar{e}_q \bar{e}_{q'} = \bar{e}_{q'} \bar{e}_q, \bar{f}_q \bar{f}_{q'} = \bar{f}_{q'} \bar{f}_q \) and \( \bar{e}_q \bar{f}_{q'} = \bar{f}_{q'} \bar{e}_q \) as operators on \( \mathcal{B}Z^e_Z \cup \{0\} \).

(4) For \( M \in \mathcal{B}Z^e_Z \), we have \( \varepsilon_p(\sigma(M)) = \varepsilon_{\sigma^{-1}(p)}(M) \).

(5) The equalities \( \sigma \circ \bar{e}_p = \bar{e}_{\sigma(p)} \circ \sigma \) and \( \sigma \circ \bar{f}_p = \bar{f}_{\sigma(p)} \circ \sigma \) hold on \( \mathcal{B}Z^e_Z \cup \{0\} \).

Next, let us define the ordinary \( \mathcal{U}_q(\mathfrak{sl}_t) \)-crystal structure on \((\mathcal{B}Z^e_Z)^g\). Recall that the map \( \text{wt} : (\mathcal{B}Z^e_Z)^g \rightarrow \hat{P} \) is already defined. Here, \( \hat{P} \) is the weight lattice for \( \mathfrak{sl}_t \). For \( M \in (\mathcal{B}Z^e_Z)^g \) and \( p \in \hat{t} \), we define
\[
\bar{e}_p(M) := \varepsilon_p(M), \quad \hat{e}_p(M) := \hat{e}_p(M) + (h_p, \text{wt}(M)).
\]
For given \( k \in \mathcal{M}_Z \) and \( p \in \hat{t} \), we set \( L^c(k, p) := \{ q \in p + l\mathbb{Z} \mid (h_q, k) \neq 0 \} \); note that \( L^c(k, p) \) is a finite set. For \( M \in (\mathcal{B}Z^e_Z)^g \), we define
\[
\bar{e}_p M := \begin{cases} M^{(1)} & \text{if } \varepsilon_p(M) > 0, \\ M^{(2)} & \text{if } \varepsilon_p(M) = 0, \end{cases}
\]
\[
\bar{f}_p M := \begin{cases} M^{(1)} & \text{if } \varepsilon_p(M) > 0, \\ M^{(2)} & \text{if } \varepsilon_p(M) = 0, \end{cases}
\]
where \( M^{(i)} = (M_k^{(i)})_{k \in \mathcal{M}_Z} \), \( i = 1, 2 \), are the collections of integers defined by
\[
M_k^{(1)} := (e_{L^c(k, p)} M)_k, \quad M_k^{(2)} := (f_{L^c(k, p)} M)_k \quad \text{for each } k \in \mathcal{M}_Z.
\]

**Proposition 4.3.2.** Let \( M \in (\mathcal{B}Z^e_Z)^g \) and \( p \in \hat{t} \). Then, we have \( \bar{e}_p M \in (\mathcal{B}Z^e_Z)^g \cup \{0\} \) and \( \bar{f}_p M \in (\mathcal{B}Z^e_Z)^g \).

In order to prove the proposition above, we need the next lemma.

**Lemma 4.3.3.** For given \( M \in \mathcal{B}Z^e_Z \) and \( k \in \mathcal{M}_Z \), there exists a finite interval \( I = [n_I + 1, n_I + m_I] \) such that for every \( J = [n_J + 1, n_J + m_J] \) with \( n_J < n_I \) and \( n_J + m_J > n_I + m_I \),

(1) \( (\bar{e}_{n_I} M)_{\Omega_J(k)} = (\bar{e}_{n_J + m_J + 1} M)_{\Omega_J(k)} = (\bar{e}_{n_J} \bar{e}_{n_J + m_J + 1} M)_{\Omega_J(k)} = M_{\Omega_J(k)} \);

(2) \( (\bar{f}_{n_I} M)_{\Omega_J(k)} = (\bar{f}_{n_J + m_J + 1} M)_{\Omega_J(k)} = (\bar{f}_{n_J} \bar{f}_{n_J + m_J + 1} M)_{\Omega_J(k)} = M_{\Omega_J(k)} \).

Here we remark that the equalities in part (1) hold under the assumption that $\tilde{e}_{n_j}M \neq \{0\}$ and $\tilde{e}_{n_j+m_j+1}M \neq \{0\}$.

**Proof.** We only prove that

$$\left(\tilde{e}_{n_j}\tilde{e}_{n_j+m_j+1}M\right)_{\Omega_j(k)} = M_{\Omega_j(k)}$$

under the condition that $\tilde{e}_{n_j}M \neq \{0\}$ and $\tilde{e}_{n_j+m_j+1}M \neq \{0\}$; the other equalities can be proved by a similar (and easier) argument.

For the $M$ and $k$ above, take finite intervals $K = [n_K+1, n_K+m_K]$ and $I = [n_I+1, n_I+m_J]$ as in (4.2.2). Let $J = [n_J+1, n_J+m_J] \supset I$, with $n_J < n_I$ and $n_J + m_J > n_I + m_I$. Take another finite interval $L = [n_L+1, n_L+m_L] \supset J$ such that

$$\begin{align*}
M_{\Omega_J(k)} &= (M_L)_{\text{res}_L(\Omega_J(k))}, \\
\left(\tilde{e}_{n_j}\tilde{e}_{n_j+m_j+1}M\right)_{\Omega_J(k)} &= (\tilde{e}_{n_j}e_{n_j+m_j+1}M_L)_{\text{res}_L(\Omega_J(k))},
\end{align*}$$

$$\varepsilon_{n_j}(M) = \varepsilon_{n_j}(M_L), \quad \text{and} \quad \varepsilon_{n_j+m_j+1}(M) = \varepsilon_{n_j+m_j+1}(M_L).$$

Note that such an interval $L$ always exists. Hence equation (4.3.1) is equivalent to

$$\left(\tilde{e}_{n_j}e_{n_j+m_j+1}M_L\right)_{\text{res}_L(\Omega_J(k))} = (M_L)_{\text{res}_L(\Omega_J(k))}. \quad (4.3.2)$$

In what follows, we use the notation of Subsection 4.2. Namely, set $b = (b_k,l)(k,l) \in \Delta_+^1 := \Psi^{-1}_L(M_L) \in B_L$, and $A_b := \Xi^{-1}_L(M_L) \in Irr(\nu_L)$, where $\nu_L = wt(M_L)$. Let $B^L = (B^L_b) \in A_b$ be a general point.

Since $L \supset I$, we can show the following claim by an argument similar to the one for Lemma [4.2.7]

**Claim 2.** Both of the composite maps

$$B^L_{\sigma(n_I \to n_K)} : V(\nu_J)_{n_I} \to V(\nu_J)_{n_K} \quad \text{and} \quad B^L_{\sigma(n_j+m_j \to n_K+m_K+1)} : V(\nu_J)_{n_J+m_J+1} \to V(\nu_J)_{n_K+m_K+1}$$

are zero maps.

Write $\text{res}_L(\Omega_J(k))$ as a disjoint union of finite intervals:

$$\text{res}_L(\Omega_J(k)) = [s_1+1, t_1] \cup [s_2+1, t_2] \cup \cdots \cup [s_l+1, t_l].$$

Then, by the construction,

$$s_1 = n_L, \quad t_1 = n_J, \quad s_2 = \min\{q \in \mathbb{Z} \mid q \notin k\} - 1, \quad s_l = \max\{q \in \mathbb{Z} \mid q \in k\}, \quad t_l = n_J + m_J + 1,$$

and

$$s_1 + 1 = n_L + 1 < t_1 = n_J < n_I < n_K < s_2, \quad s_l < n_K + m_K + 1 < n_I + m_I + 1 < n_J + m_J + 1 = t_l < n_L + m_L + 1. \quad (4.3.3)$$

From these, we deduce that

$$\text{out}(\text{res}_L(\Omega_J(k))) = \{t_1, t_2, \cdots, t_l\}, \quad \text{in}(\text{res}_L(\Omega_J(k))) = \{s_2, s_3, \cdots, s_l\}.$$

Because

$$B^L_{\sigma(t_1 \to s_2)} = B^L_{\sigma(n_K \to s_2)} \circ B^L_{\sigma(n_I \to n_K)} \circ B^L_{\sigma(t_1 \to n_I)} = 0,$$

$$B^L_{\sigma(t_l \to s_l)} = B^L_{\sigma(n_K+m_K+1 \to s_l)} \circ B^L_{\sigma(n_I+m_I+1 \to n_K+m_K+1)} \circ B^L_{\sigma(t_l \to n_I+m_J+1)} = 0$$
by Claim 2, (4.3.3), and (4.3.4), we see that
\[
(M_L)_{\res L, (\Omega_J(k))} = -\dim C \ker \left( \bigoplus_{1 \leq u \leq l} V(\nu_L)_{t_u} \oplus B^L_{s_u} \bigoplus_{2 \leq v \leq l} V(\nu_L)_{s_v} \right)
= -\dim C \ker \left( \bigoplus_{2 \leq u \leq l-1} V(\nu_L)_{t_u} \oplus B^L_{s_u} \bigoplus_{2 \leq v \leq l} V(\nu_L)_{s_v} \right)
\] (4.3.5)

Let \( b_1 := \tilde{\epsilon}_{n_J} \tilde{\epsilon}_{n_J + m + 1} b \), and consider the corresponding irreducible Lagrangian \( \Lambda_{b_1} \in \text{Irr}(\nu_1^L) \). Here we write \( \nu_1^L = \nu_L - \alpha_{n_J} - \alpha_{n_J + m + 1} \). Let \( B^L_1 = (B^L_1)_{\tau} \in \Lambda_{b_1} \) be a general point. By the definitions of \( \tilde{\epsilon}_{n_J} \) and \( \tilde{\epsilon}_{n_J + m + 1} \) (see Subsection 2.5), we may assume that
\[
(B^L_1)_{\tau} = B^L \quad \text{if} \quad \text{out}(\tau) \neq n_J, n_J + m + 1 \quad \text{and} \quad \text{if} \quad \text{in}(\tau) \neq n_J, n_J + m + 1. \quad (4.3.6)
\]
Then, by Claim 2,
\[
(B^L_1)_{\sigma(n_J \rightarrow n_K)} = 0, \quad (B^L_1)_{\sigma(n_J + m + 1 \rightarrow n_K + m + 1)} = 0.
\]

Therefore, by the same argument as for \((M_L)_{\res L, (\Omega_J(k))}\), we deduce that
\[
(\tilde{\epsilon}_{n_J} \tilde{\epsilon}_{n_J + m + 1} M_L)_{\res L, (\Omega_J(k))} = -\dim C \ker \left( \bigoplus_{2 \leq u \leq l-1} V(\nu_L)_{t_u} \oplus B^L_{s_u} \bigoplus_{2 \leq v \leq l} V(\nu_L)_{s_v} \right). \quad (4.3.7)
\]

Since \( n_J < s_2 < t_2 < \cdots < t_{l-1} < s_l < n_J + m + 1 \), the right-hand side of the last equality in (4.3.5) is equal to that of (4.3.7). Thus, we have proved equation (4.3.2). This completes the proof of the lemma. \( \square \)

Proof of Proposition 4.3.2 We only prove that \( \tilde{\epsilon}_p M \in \mathcal{B} \mathcal{Z}_\ell^p \cup \{0\} \). If \( \tilde{\epsilon}_p(M) = 0 \), then the assertion is obvious. So, we assume that \( \tilde{\epsilon}_p(M) > 0 \).

First, we prove that \( \tilde{\epsilon}_p M \in \mathcal{B} \mathcal{Z}_\ell^p \). Condition (2-a) in Definition 2.6.2 can be checked by the same argument as in [NSST]. Let us show that condition (2-b) is satisfied. Fix \( k \in M_\mathbb{Z} \) and take a finite interval \( I = [n_I + 1, n_I + m_I] \) satisfying condition (4.2.2), with \( M \) replaced by \( \tilde{\epsilon}_L^{\ell}(k, p) M \). Let \( I' = [n_{I'} + 1, n_{I'} + m_{I'}] \) be an interval such that \( n_{I'} < n_I \), \( n_{I'} + m_{I'} > n_I + m_I \), and \( I' \in \text{Int}^\ell(\tilde{\epsilon}_L^{\ell}(k, p) M, k) \). We will show that this \( I' \) satisfies condition (2-b).

Take \( J = [n_J + 1, n_J + m_J] \supset I' \). By the definitions, we have
\[
L^\ell(\Omega_J(k), p) = L^\ell(k, p) \cup \delta(J, p; l).
\]
Here,
\[
\delta(J, p; l) := \begin{cases} 
\{n_J, n_J + m_J + 1\} & \text{if } n_J \equiv p, n_J + m_J + 1 \equiv p \pmod l, \\
\{n_J\} & \text{if } n_J \equiv p, n_J + m_J + 1 \not\equiv p \pmod l, \\
\{n_J + m_J + 1\} & \text{if } n_J \not\equiv p, n_J + m_J + 1 \equiv p \pmod l, \\
\{\phi\} & \text{if } n_J \not\equiv p, n_{I'} + m_J + 1 \not\equiv p \pmod l.
\end{cases}
\]

From this, we deduce by Lemma 4.3.3 that
\[
(\tilde{\epsilon}_p M)_{\Omega_J(k)} = (\tilde{\epsilon}_L^{\ell}(\Omega_J(k), p) M)_{\Omega_J(k)} = (\tilde{\epsilon}_L^{\ell}(k, p) M)_{\Omega_J(k)} \quad \text{for every } J \supset I'.
\]

Note that by Lemma 4.3.1 \( \varepsilon_q(M) = \tilde{\epsilon}_p(M) > 0 \) for every \( q \in p + l \mathbb{Z} \). Since \( I' \in \text{Int}^\ell(\tilde{\epsilon}_L^{\ell}(k, p) M, k) \), we conclude that
\[
(\tilde{\epsilon}_L^{\ell}(k, p) M)_{\Omega_J(k)} = (\tilde{\epsilon}_L^{\ell}(k, p) M)_{\Omega_J(k)}.
\]
This shows that condition (2-b) is satisfied.

It remains to show that $\hat{e}_p M$ is $\sigma$-invariant. However, this follows easily from Lemma 4.3.1. This proves the proposition. □

Now we are ready to state one of the main results of this paper.

**Theorem 4.3.4.** $(BZ^e_{\mathbb{Z}})^{\sigma}; \text{wt}(\hat{e}_p, \hat{f}_q) = \text{wt}(\hat{e}_p, \hat{f}_q)$ is a $U_q(\widehat{\mathfrak{sl}_1})$-crystal.

**Lemma 4.3.5.** Let $M \in (BZ^e_{\mathbb{Z}})^{\sigma}$ and $p \in \hat{I}$. Then, the following hold:

1. $\text{wt}(\hat{e}_p M) = \text{wt}(M) + \hat{\alpha}_p$ if $\hat{e}_p(M) > 0$, and $\text{wt}(\hat{f}_p M) = \text{wt}(M) - \hat{\alpha}_p$;
2. $\hat{e}_p(\hat{e}_p M) = \hat{e}_p(M) - 1$ if $\hat{e}_p(M) > 0$, and $\hat{e}_p(\hat{f}_p M) = \hat{e}_p(M) + 1$.

**Proof.** We only prove the first equation of part (1), since the other ones follow by a similar (and easier) argument.

Let $M \in (BZ^e_{\mathbb{Z}})^{\sigma}$, with $\hat{e}_p(M) > 0$, and $J = \bigcap_{q \in I} \text{Int}^e(\hat{e}_p M, k(\Lambda_q))$. Then,

$$\text{wt}(\hat{e}_p M) = \sum_{q \in \hat{I}} \Theta(\hat{e}_p M \kappa(\Lambda_q) \hat{\alpha}_q$$

$$= \sum_{q \in \hat{I}} (\hat{e}_p M)_{\Omega_J(k(\Lambda_q))} \hat{\alpha}_q$$

$$= \sum_{q \in \hat{I}} (\hat{e}_{L^e(\Omega_J(k(\Lambda_q)), p)} M \Omega_J(k(\Lambda_q))) \hat{\alpha}_q.$$ 

Here we note that

$$L^e(\Omega_J(k(\Lambda_q)), p) = L^e(k(\Lambda_q), p) \cup \delta(J, p; \ell) = \begin{cases} \{q\} \cup \delta(J, p; \ell) & \text{if } p = q, \\ \delta(J, p; \ell) & \text{if } p \neq q. \end{cases}$$

Now we assume that $J$ is sufficiently large. More precisely, for each $q \in \hat{I}$, let us take an interval $I'_q$ as in the proof of Proposition 4.3.2, and then take $J$ in such a way that $J \supset \bigcup_{q \in \hat{I}} I'_q$. Then, by Lemma 4.3.3, we deduce that

$$(\hat{e}_{L^e(\Omega_J(k(\Lambda_q)), p)} M \Omega_J(k(\Lambda_q))) = \begin{cases} (M)_{\Omega_J(k(\Lambda_q))} + 1 & \text{if } p = q, \\ (M)_{\Omega_J(k(\Lambda_q))} & \text{if } p \neq q. \end{cases}$$

Therefore, we obtain

$$\text{wt}(\hat{e}_p M) = \text{wt}(M) + \hat{\alpha}_p.$$ □

**Proof of Theorem 4.3.4.** By Lemma 4.3.5, it suffices to prove the following:

$$\hat{e}_p \hat{f}_p M = M$$ for every $M \in (BZ^e_{\mathbb{Z}})^{\sigma}$ and $p \in \hat{I}$.

Since this follows easily from Lemmas 4.3.1 and 4.3.3, we omit the details of its proof. □

4.4. **Uniqueness of an element of weight zero.** It is easy to show the following lemma.

**Lemma 4.4.1.** Let $M = (M_k)_{k \in \mathcal{M}_Z} \in BZ^e_{\mathbb{Z}}$. Then, each component $M_k$ for $k \in \mathcal{M}_Z$ is a nonpositive integer.

The next corollary is a direct consequence of this lemma.
Corollary 4.4.2. Let $M \in (BZ_\mathbb{Z}^\sigma)^o$. Then, $\text{wt}(M) \in \hat{Q}^-$. 

Proposition 4.4.3. For $M \in (BZ_\mathbb{Z}^\sigma)^o$, the following are equivalent.

(a) $\hat{\varepsilon}_p(M) = 0$ for every $p \in \hat{I}$.

(b) $M = O^\ast$.

Proof. Since (b) $\Rightarrow$ (a) is obvious, we will prove that $M_k = 0$ for all $k \in M$ under the assumption that $\hat{\varepsilon}_p(M) = 0$ for every $p \in \hat{I}$.

We note that $M_k(\Lambda_q) = 0$ for every $q \in \mathbb{Z}$ by the normalization condition. Let $k \in M \setminus \left(\bigcup_{q \in \mathbb{Z}} k(\Lambda_q)\right)$. Then there exists the smallest finite interval $I_k$ such that $k \in M(\mathbb{I}_k)$. We prove the assertion above by induction on $t := |I_k| \geq 1$.

Assume that $t = 1$. Then, $k = \sigma_q k(\Lambda_q) = \mathbb{Z}_{\leq q-1} \cup \{q + 1\}$ for some $q \in \mathbb{Z}$. If we take $q' \in \hat{I}$ such that $q \equiv q' \pmod{l}$, then we have

$$M_{\sigma_q k(\Lambda_q)} = \hat{\varepsilon}_q(M) = \hat{\varepsilon}_{q'}(M) = 0.$$

Now, we assume that $t > 1$, and

(i) the assertion holds for every $m \in M$ with $|I_m| < t$.

Step 1. Let $k = \mathbb{Z}_{\leq n} \cup \{n + t + 1\}$ for some $n \in \mathbb{Z}$. We use the tropical Plücker relation for $i = n + 1, j = n + t, k = n + t + 1$:

$$M_{\mathbb{Z}_{\leq n} \cup \{n + t\}} + M_{\mathbb{Z}_{\leq n} \cup \{n + 1, n + t + 1\}}$$

$$= \min \left\{M_{\mathbb{Z}_{\leq n} \cup \{n + 1\}} + M_{\mathbb{Z}_{\leq n} \cup \{n + t, n + t + 1\}}, M_{\mathbb{Z}_{\leq n} \cup \{n + t + 1\}} + M_{\mathbb{Z}_{\leq n} \cup \{n + 1, n + t\}}\right\}.$$

By the assumption (i), we see that

$$M_{\mathbb{Z}_{\leq n} \cup \{n + t + 1\}} = M_{\mathbb{Z}_{\leq n} \cup \{n + 1, n + t + 1\}} = M_{\mathbb{Z}_{\leq n} \cup \{n + 1\}} = M_{\mathbb{Z}_{\leq n} \cup \{n + 1, n + t\}} = 0.$$

Since $M_{\mathbb{Z}_{\leq n} \cup \{n + t\}} = M_k$ and $M_{\mathbb{Z}_{\leq n} \cup \{n + t, n + t + 1\}} = M_{k \cup \{n + t\}}$ are both nonpositive integers, we obtain

$$M_k = M_{k \cup \{n + t\}} = 0.$$

Step 2. Let $k = \mathbb{Z}_{\leq n} \cup \{k_1 < \cdots < k_r\}$, with $k_1 = n + s + 1$ ($1 < s \leq t$), and $k_r = n + t + 1$. We prove the assertion by descending induction on $s$. If $s = t$, then $r = 1$ and the assertion is already proved in Step 1. Assume that

(ii) the assertion holds for every $m = \mathbb{Z}_{\leq n} \cup \{m_1 < \cdots < m_r\}$, with $m_1 = n + s' + 1 > k_1$, and $m_r = n + t + 1$.

Set $k' := k \setminus \{n + s + 1, n + t + 1\}$, and use the tropical Plücker relation for $i = n + 1, j = n + s + 1, k = n + t + 1$, and $k'$:

$$M_{k \cup \{n + s + 1\}} + M_{k' \cup \{n + 1, n + t + 1\}}$$

$$= \min \left\{M_{k' \cup \{n + 1\}} + M_{k' \cup \{n + s + 1, n + t + 1\}}, M_{k' \cup \{n + t + 1\}} + M_{k' \cup \{n + 1, n + s + 1\}}\right\}.$$

By the assumption (i), we obtain

$$M_{k' \cup \{n + s + 1\}} = M_{k' \cup \{n + 1, n + t + 1\}} = M_{k' \cup \{n + 1\}} = M_{k' \cup \{n + 1, n + s + 1\}} = 0.$$

Also, we have

$$M_{k' \cup \{n + t + 1\}} = 0$$

by the assumption (ii). Therefore, by Lemma 4.4.1, we conclude that

$$M_k = M_{k' \cup \{n + s + 1, n + t + 1\}} = 0.$$

This proves the proposition. \qed
The following corollary is a key to the proof of the connectedness of the crystal graph of the $U_q(\hat{sl}_1)$-crystal $\left( (BZ^c_{\underline{Z}})^{\sigma}; \text{wt}, \bar{e}_p, \bar{f}_p, \bar{\varepsilon}_p, \bar{\delta}_p \right)$, which will be given in the next section.

**Corollary 4.4.4.** $O^*$ is the unique element of $(BZ^c_{\underline{Z}})^{\sigma}$ of weight zero.

**Proof.** It suffices to show the following:

If $M \neq O^*$, then $\text{wt}(M) \neq 0$.

Let $M \neq O^*$. By Proposition 4.4.3 there exists $p \in \hat{I}$ such that $\bar{e}_p(M) > 0$. This implies that $\bar{\varepsilon}_p M \in (BZ^c_{\underline{Z}})^{\sigma}$. Therefore, by Corollary 4.4.2 we have

$$\text{wt}(\bar{e}_p M) \in \bar{Q}^-.$$ (4.4.1)

Also, because $\left( (BZ^c_{\underline{Z}})^{\sigma}; \text{wt}, \bar{e}_p, \bar{f}_p, \bar{\varepsilon}_p, \bar{\delta}_p \right)$ is a $U_q(\hat{sl}_1)$-crystal (Theorem 4.3.4), we have

$$\text{wt}(\bar{e}_p M) = \text{wt}(M) + \bar{\alpha}_p.$$ (4.4.2)

Now, suppose that $\text{wt}(M) = 0$. Then, by (4.4.2), we obtain

$$\text{wt}(\bar{e}_p M) = \bar{\alpha}_p,$$

which contradicts (4.4.1). Thus, we conclude that $\text{wt}(M) \neq 0$. This proves the corollary. \(\square\)

4.5. **Some other properties.** The results of this subsection will be used in the next section.

**Lemma 4.5.1.** Let $p, q \in \mathbb{Z}$ with $p \neq q$, and $M \in BZ^c_{\underline{Z}}$.

(1) If $\bar{\varepsilon}_p(M) > 0$, then $\bar{\varepsilon}_q(\bar{e}_p M) = \bar{\varepsilon}_q(M)$.

(2) If $\bar{\varepsilon}_p(M) > 0$, then $\bar{\varepsilon}_q(\bar{e}_p M) = \bar{\varepsilon}_q(M)$.

**Proof.** Because part (2) can be proved by a similar (and easier) argument, we only give a proof of part (1). By the definitions, we have

$$\bar{\varepsilon}_q(\bar{e}_p M) = -\Theta((\bar{e}_p M)\star)_{k(\Lambda_q)} - \Theta((\bar{e}_p M)\star)_{k(\sigma_q \Lambda_q)} + \Theta((\bar{e}_p M)\star)_{k(\Lambda_{q+1})} + \Theta((\bar{e}_p M)\star)_{k(\Lambda_{q-1})}.$$ (4.5.1)

For simplicity of notation, we write $k_1 = k(\Lambda_q)$, $k_2 = k(\sigma_q \Lambda_q)$, $k_3 = k(\Lambda_{q+1})$, $k_4 = k(\Lambda_{q-1})$. Take a finite interval $I$ such that $p \in I$ and $I \subseteq \bigcap_{k=1}^4 \text{Int}^c((\bar{e}_p M)\star, k_k)$.

Let us compute the second term on the right-hand side of (4.5.1).

$$\Theta((\bar{e}_p M)\star)_{k(\sigma_q \Lambda_q)} = (\bar{e}_p M)\star_{\Omega_I(k(\sigma_q \Lambda_q))} = (\bar{e}_p M)\Omega_I(k(\sigma_q \Lambda_q)).$$

Since $p \neq q$, the following two cases occur:

- **case (a):** $p = q \pm 1$ (\(\leftrightarrow\) $\Omega_I(k(\sigma_q \Lambda_q)) \in \mathcal{M}_\mathbb{Z}(p)^*$),
- **case (b):** $|p - q| \geq 2$ (\(\leftrightarrow\) $\Omega_I(k(\sigma_q \Lambda_q)) \in \mathcal{M}_\mathbb{Z} \setminus (\mathcal{M}_\mathbb{Z}(p) \cup \mathcal{M}_\mathbb{Z}(p)^*)$).

By Lemma 4.4.4 we have

$$(\bar{e}_p M)\Omega_I(k(\sigma_q \Lambda_q)) = \begin{cases} M_{\Omega_I(k(\sigma_q \Lambda_q))} + 1 & \text{in case (a)}, \\ M_{\Omega_I(k(\sigma_q \Lambda_q))} & \text{in case (b)}. \end{cases}$$

By a similar computation, we obtain

$$\Theta((\bar{e}_p M)\star)_{k(\Lambda_q)} = M_{\Omega_I(k(\Lambda_q))},$$
\[
\begin{align*}
(\overline{\mathcal{p}M})_{\Omega_I(k(\lambda_{q+1}))} &= \begin{cases} 
M_{\Omega_I(k(\lambda_{q+1}))} + 1 & \text{if } p = q + 1, \\
M_{\Omega_I(k(\lambda_{q+1}))} & \text{otherwise}, 
\end{cases} \\
(\overline{\mathcal{p}M})_{\Omega_I(k(\lambda_{q-1}))} &= \begin{cases} 
M_{\Omega_I(k(\lambda_{q-1}))} + 1 & \text{if } p = q - 1, \\
M_{\Omega_I(k(\lambda_{q-1}))} & \text{otherwise}. 
\end{cases}
\end{align*}
\]

Combining the above, we deduce that

\[
\varepsilon_q^*(\overline{\mathcal{p}M}) = -M_{\Omega_I(k(\lambda_q))} - M_{\Omega_I(k(\sigma_q \lambda_q))} + M_{\Omega_I(k(\lambda_{q+1}))} + M_{\Omega_I(k(\lambda_{q-1}))}
= \varepsilon_q^*(M).
\]

This proves the lemma. \(\square\)

**Proposition 4.5.2.** Let \(p, q \in \hat{I}\), and \(M \in (\mathcal{BZ}_K)^\sigma\). Set \(c := \varepsilon_p(M)\) and \(M' := \overline{\mathcal{p}M}\).

1. We have

\[
\varepsilon_q^*(M) = \max \left\{ \varepsilon_p^*(M'), \ c - \langle \hat{h}_p, \wt(M') \rangle \right\}.
\]

2. If \(p \neq q\) and \(\varepsilon_q^*(M) > 0\), then

\[
\varepsilon_q(\varepsilon_q^*(M)) = c, \quad \varepsilon_q(\varepsilon_q^*(M)) = \varepsilon_p(M').
\]

3. If \(\varepsilon_p(M) > 0\), then

\[
\varepsilon_p(\varepsilon_q^*(M)) = \begin{cases} 
\varepsilon_p(M) & \text{if } \varepsilon_p^*(M') \geq c - \langle \hat{h}_p, \wt(M') \rangle, \\
\varepsilon_p(M) - 1 & \text{if } \varepsilon_p^*(M') < c - \langle \hat{h}_p, \wt(M') \rangle,
\end{cases}
\]

and

\[
\varepsilon_p(\varepsilon_q^*(M)) = \begin{cases} 
\varepsilon_p^*(M') & \text{if } \varepsilon_p^*(M') \geq c - \langle \hat{h}_p, \wt(M') \rangle, \\
M' & \text{if } \varepsilon_p^*(M') < c - \langle \hat{h}_p, \wt(M') \rangle.
\end{cases}
\]

Here, we set \(c' := \varepsilon_p(\varepsilon_q^*(M))\).

**Proof.** By taking a sufficiently large finite interval \(I\), each of the equations above follows from the corresponding one in the case of finite intervals (Proposition 3.2.4).

As an example, let us show part (1). By the definitions and Lemma 4.5.1, it suffices to show that

\[
\varepsilon_p^*(M) = \max \left\{ \varepsilon_q^*(\varepsilon_q^*(M)), \ -c - \langle \hat{h}_p, \wt(M) \rangle \right\}.
\]

Let \(k_1, k_1, k_2, k_3, k_4\) be the Maya diagrams which we introduced in the proof of Lemma 4.5.1. Note that there exists a finite interval \(I\) such that

1. \(I \in \bigcap_{k=1}^{4} \text{Int}^c(M^*, k_k) \cap \bigcap_{k=1}^{4} \text{Int}^c((\overline{\mathcal{p}M})^*, k_k)\),
2. \(\varepsilon_p(\varepsilon_q^*(M)) = \varepsilon_p(M)\),
3. \(c = \varepsilon_p(M) = \varepsilon_p(M')\),
4. \(\langle \hat{h}_p, \wt(M) \rangle = \langle h_p, \wt(M) \rangle \rangle_1\).

For such an interval \(I\), we have

\[
\varepsilon_p^*(\varepsilon_q^*(M)) = \varepsilon_p(\varepsilon_q^*(M))^*
= \varepsilon_p(\varepsilon_q^*(M))^* \quad \text{by (a)}
= \varepsilon_p(\varepsilon_q^*(M))^* \quad \text{by (b)}
= \varepsilon_q^*(\varepsilon_q(\varepsilon_q^*(M))) \quad \text{by (c)}.
\]
Similarly, we obtain $e_p^*(M) = e_p^*(M_I)$. Therefore, it suffices to show that
\[ e_p^*(M_I) = \max \{ e_p^*(M'_I), e_p^*(M_T) - \langle h_p, \text{wt}(M'_I) \rangle \}, \tag{4.5.2} \]
where we set $M'_I := \overline{e_p^*(M)} M_I$. Here, we note that equation (4.5.2) is just the equation in part (1) of Proposition 3.2.1. Thus, we have shown part (1).

Since the other equations are shown in a similar way, we omit the details of their proofs. \qed

5. Proof of the Connectedness of $\left( (B \mathcal{Z}_Z^e)^{\sigma}; \text{wt}, \varepsilon_p^*, \varphi_p^*, e_p^*, \tilde{f}_p^* \right)$

5.1. Strategy. The aim of this section is to prove the following theorem.

**Theorem 5.1.1 (Main theorem).** As a crystal, $\left( (B \mathcal{Z}_Z^e)^{\sigma}; \text{wt}, \varepsilon_p^*, \varphi_p^*, e_p^*, \tilde{f}_p^* \right)$ is isomorphic to $B(\infty)$ for $U_q(\hat{\mathfrak{a}_I})$. In particular, the crystal graph of this crystal is connected.

In order to prove this theorem, we use a characterization of $B(\infty)$, which was obtained in [KS]; although it is valid for an arbitrary symmetrizable Kac-Moody Lie algebra, we restrict ourselves to the case of type $A_{\ell-1}^{(1)}$.

For $p \in \hat{I}$, we define a crystal $\left( B_p^*, \text{wt}, \varepsilon_q^*, \varphi_q^*, e_q^*, \tilde{f}_q^* \right)$ as follows.
\[ B_p^* := \{ b_p^*(n) \mid n \in \mathbb{Z} \}, \]
\[ \text{wt}(b_p^*(n)) := n \alpha_p, \quad \varepsilon_q^*(b_p^*(n)) := \begin{cases} -n & \text{if } q = p, \\ -\infty & \text{if } q \neq p, \end{cases} \]
\[ \varphi_q^*(b_p^*(n)) := \begin{cases} n & \text{if } q = p, \\ -\infty & \text{if } q \neq p, \end{cases} \]
\[ e_q^*(b_p^*(n)) := \begin{cases} b_p^*(n+1) & \text{if } q = p, \\ 0 & \text{if } q \neq p, \end{cases} \]
\[ \tilde{f}_q^*(b_p^*(n)) := \begin{cases} b_p^*(n-1) & \text{if } q = p, \\ 0 & \text{if } q \neq p. \end{cases} \]

For simplicity of notation, we set $b_p^* := b_p^*(0)$.

**Theorem 5.1.2 ([KS]).** Let $\left( B; \text{wt}, \varepsilon_p^*, \varphi_p^*, e_p^*, \tilde{f}_p^* \right)$ be a $U_q(\hat{\mathfrak{a}_I})$-crystal, and let $b_p^* \in B$ be an element of $B$ of weight zero. We assume that the following seven conditions are satisfied.

1. $\text{wt}(B) \subset \hat{Q}^-$.
2. $b_p^* \in B$ is the unique element of $B$ of weight zero.
3. $\varepsilon_p^*(b_p^*) = 0$ for all $p \in \hat{I}$.
4. $\varphi_p^*(b) \in \mathbb{Z}$ for all $p \in \hat{I}$ and $b \in B$.
5. For each $p \in \hat{I}$, there exists a strict embedding $\Psi_p^*: B \to B \otimes B_p^*$.
6. $\Psi_p^*(B) \subset B \otimes \{ (\tilde{f}_p^*)^n b_p^* \mid n \geq 0 \}$ for all $p \in \hat{I}$.
7. For every $b \in B$ such that $b \neq b_p^*$, there exists $p \in \hat{I}$ such that $\Psi_p^*(b) = b' \otimes (\tilde{f}_p^*)^n b_p^*$ with $n > 0$.

Then, $\left( B; \text{wt}, \varepsilon_p^*, \varphi_p^*, e_p^*, \tilde{f}_p^* \right)$ is isomorphic as a crystal to $B(\infty)$.

Let us check the seven conditions above for the crystal $\left( (B \mathcal{Z}_Z^e)^{\sigma}; \text{wt}, \varepsilon_p^*, \varphi_p^*, e_p^*, \tilde{f}_p^* \right)$, with $b_p^* = O^*$. Conditions (1)~(4) are obvious from the definitions. In the next subsection, we construct a strict embedding $\Psi_p^*: (B \mathcal{Z}_Z^e)^{\sigma} \to (B \mathcal{Z}_Z^e)^{\sigma} \otimes B_p^*$ for each $p \in \hat{I}$, and check conditions (6) and (7).

**Remark.** Since our aim is to prove Theorem 5.1.1, we consider the $*$-crystal structure on $(B \mathcal{Z}_Z^e)^{\sigma}$, not the ordinary crystal structure.
5.2. Proof of Theorem 5.1.1 and the connectedness.

Definition 5.2.1. Let $p \in \hat{I}$. We define a map $\Psi_p^* : (BZ_Z^e)^{\sigma} \otimes B_p^* \rightarrow (BZ_Z^e)^{\sigma} \otimes B_p^*$ by $\Psi_p^*(M) := M' \otimes (\tilde{f}_p^*)^\sigma b_p^*$. Here, $c := \tilde{c}_p(M)$ and $M' := \tilde{c}_p^* M$.

The following lemma is obvious from the definitions.

Lemma 5.2.2. (1) $\Psi_p$ is an injective map.

(2) For every $M \in (BZ_Z^e)^{\sigma}$, we have $\text{wt}(\Psi_p^*(M)) = \text{wt}(M)$.

Proof of Theorem 5.1.1. If condition (5) is satisfied for the $\Psi_p^*$ above, then conditions (6) and (7) are automatically satisfied by the definitions. Therefore, the remaining task is to check condition (5). However, by an argument similar to the one in [KS], this follows from Proposition 4.5.2. Thus, we have established the theorem. \hfill $\Box$

Corollary 5.2.3. (1) $(BZ_Z^e)^{\sigma}(O^*) = (BZ_Z^e)^{\sigma}$.

(2) $BZ_Z^e(O) = BZ_Z^e$.

Proof. (1) is a direct consequence of the main theorem. Applying the map $\ast$ on both sides of (1), we obtain (2). \hfill $\Box$

The second equality above is what we announced in the “note added in proof” of [NSS1].
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