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Abstract—The scarcity of qubits is a major obstacle to the practical usage of quantum computers in the near future. A possible strategy to circumvent this problem, various circuit knitting techniques have been developed to partition large quantum circuits into subcircuits that fit on smaller devices, at the cost of a simulation overhead. In this work, we study a particular method of circuit knitting based on quasiprobability simulation of nonlocal gates with operations that act locally on the subcircuits. We investigate whether classical communication between these local quantum computers can help. We provide a positive answer by showing that for circuits containing \( n \) nonlocal CNOT gates connecting two circuit parts, the simulation overhead can be reduced from \( O(9^n) \) to \( O(4^n) \) if one allows for classical information exchange. Similar improvements can be obtained for general Clifford gates and, at least in a restricted form, for other gates such as controlled rotation gates.

Index Terms—LOCC, robustness of entanglement, quasiprobability decomposition, circuit cutting.

I. INTRODUCTION

ONE of the major challenges of near-term quantum computation is the limited number of available qubits. The problem will remain pronounced in the early days of quantum error correction, since a considerable amount of physical qubits will likely be required to realize a single logical qubit. This motivated a significant amount of research on techniques, sometimes called circuit knitting, that allow us to simulate a quantum computer with more qubits than physically available [1], [2], [3], [4]. Circuit knitting could be of central importance for the first practical demonstrations of a quantum advantage for a useful task. One possibility to realize circuit knitting is using the technique of quasiprobability simulation, which has previously gained much interest in the fields of quantum error mitigation [5], [6], [7], [8], [9] and classical simulation algorithms [10], [11], [12], [13], [14].

For an arbitrary quantum circuit we can group all the qubits into two separate regions \( \bar{A} \) and \( \bar{B} \), such that ideally there are only a few gates acting on both regions at the same time, as seen on the left-hand side of Figure 1.1 The method of quasiprobability simulation allows us to obtain the expected value of the measurement outcomes of this circuit by only sampling outcomes from circuits where the nonlocal gates are probabilistically replaced by local operations, as seen on the bottom of Figure 1. That means, instead of having to use one large quantum computer to simulate the full circuit, the outcome of the circuit can be estimated with two smaller quantum computers acting only on \( \bar{A} \) and \( \bar{B} \). The cost of this technique is a sampling overhead that scales exponentially in the number of nonlocal gates involved in the circuit.2

In principle, quasiprobabilistic circuit knitting does not require any sort of classical communication between the two smaller quantum computers during the execution of the circuit. The main question of this work is whether allowing the two computers to exchange classical information during the circuit execution can reduce the sampling overhead. We consider three settings:

1) Local operations (LO): The two computers can only realize operations in a product form \( \bar{A} \otimes \bar{B} \) where \( \bar{A} \) and \( \bar{B} \) act locally on \( \bar{A} \) and \( \bar{B} \), respectively.

2) Local operations and one-way classical communication \( (LOCC^C) \): The two computers can realize protocols that contain local operations from LO as well as classical communication from \( \bar{A} \) to \( \bar{B} \).

The quasiprobability simulation constructs an unbiased estimator for the measurement outcome of the nonlocal circuit. This means it preserves the correct expectation value but the variance is increased which gives rise to the sampling overhead [5], [6], [15].

1Here we consider cutting the circuit into two parts for simplicity, the technique can be straightforwardly generalized to involve more cuts.
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3) Local operations and classical communication (LOCC): The two computers can realize protocols that contain local operations from LO as well as two-way classical communication between $A$ and $B$.

Note that in the LO and LOCC settings, one does not necessarily require two separate quantum computers. Instead, one can run the two subcircuits in sequence on the same device. The classical communication in the LOCC setting can then be simulated by classically storing the bits sent from $A$ to $B$. In contrast, the LOCC setting does require two quantum computers that exchange classical information in both directions.

To quasiprobabilistically simulate a nonlocal gate corresponding to the unitary channel $U$, one requires a so-called quasiprobability decomposition (QPD)

$$U = \sum_i a_i F_i,$$

where $F_i$ are operations that our hardware can realize, i.e., $F_i \in S$ where $S = \text{LO}$, $S = \text{LOCC}$ or $S = \text{LOCC}$ depending on the considered setting. The coefficients $a_i$ are real numbers which might take negative values (hence the “quasi” in quasiprobability). During the circuit execution, the gate $U$ gets randomly replaced by one of the gates $F_i$.

The sampling overhead of the quasiprobabilistic simulation is given by $\gamma^2$ where $\gamma$ is the one-norm of the coefficients, i.e., $\gamma := \sum_i |a_i|$. Therefore it is desirable to find an optimal quasiprobability decomposition with smallest possible $\gamma$. The smallest achievable $\gamma$ for a gate $U$ described in the setting $S \in \{\text{LO}, \text{LOCC}, \text{LOCC}\}$ is denoted by $\gamma(S)$ and we refer to it as the $\gamma$-factor of $U$ (see Definition 1). Since the LOCC setting is strictly more powerful than LOCC, which in turn is itself more powerful than LO, we have

$$\gamma_{\text{LOCC}}(U) \leq \gamma_{\text{LOCC}}(U) \leq \gamma_{\text{LO}}(U).$$ (2)

When simulating a single nonlocal gate $U$ via an optimal QPD, the number of samples required to achieve a fixed accuracy increases by $\gamma(S)^2$ compared to directly running the nonlocal gate on a large quantum computer [5], [6], [15]. If the circuit contains $n$ nonlocal gates $U_1, \ldots, U_n$ and the optimal quasiprobability simulation is performed separately for each of these gates, the overall sampling overhead is given by $\prod_{i=1}^n \gamma(S(U_i))^2$. For $n$ identical nonlocal gates $U$, this sampling overhead scales as $\gamma(S)^2 \cdot 2^n = \exp(O(n))$, which emphasizes that the number of nonlocal gates $n$ may not be too large. At the same time, it highlights the importance of choosing a setting $S$ where the corresponding $\gamma$-factor $\gamma(S)$ is small. In this work, we ask the question how much classical communication can help for circuit knitting. This requires a good understanding of the optimal sampling overhead $\gamma(S)$ for the three settings $S \in \{\text{LO}, \text{LOCC}, \text{LOCC}\}$ and how they differ.

A. Results

Computing the $\gamma$-factor for a given unitary is a nontrivial task as it is given via a complicated optimization problem (see Definition 1). We show that for a large class of two-qubit unitaries $U$, including all Clifford gates as well as certain non-Clifford gates such as controlled rotation gates $\text{CR}_X(\theta), \text{CR}_Y(\theta), \text{CR}_Z(\theta)$ and two-qubit rotations, $\text{R}_{X\gamma}(\theta), \text{R}_{Y\gamma}(\theta), \text{R}_{Z\gamma}(\theta)^4$ there is no advantage in having classical communication when quasiprobabilistically simulating a single instance of the gate with local operations, that is

$$\gamma_{\text{LOCC}}(U) = \gamma_{\text{LOCC}}(U) = \gamma_{\text{LO}}(U).$$ (3)

In fact, we prove a closed-form expression for the $\gamma$-factor as shown in Theorem 1 and Corollary 2. This is the first time that an exact characterization of the optimal sampling overhead is found, as previous works [3], [16] only showed upper bounds. Table I gives an overview of gates for which we provide an analytical formula for the $\gamma$-factor under LO and LOCC.

At first sight, Equation (3) might seem discouraging, as it suggests that classical communication does not help for quasiprobabilistic simulation of nonlocal gates. However, the statement only asserts that classical communication provides no advantage for simulating a single instance of the gate $U$ and things change drastically when considering a circuit with many instances of the same nonlocal gate.

We present a novel technique utilizing bidirectional classical communication between $A$ and $B$ to reduce the overall sampling overhead for a circuit containing $n$ instances of some nonlocal Clifford gate $U$ from $\gamma(\text{LOCC})(U)^{2n}$ to $\gamma(\text{LOCC})(U)^{2n}$ where

$$\gamma(\text{LOCC})(U) := \gamma(\text{LOCC}(U^\otimes n))^{1/n}.$$ (4)

We prove that $\gamma(\text{LOCC})(U) < \gamma(\text{LOCC})(U)$ for any entangling Clifford gate $U$. Put differently, we show that utilizing the optimal quasiprobability simulation for each nonlocal gate individually is not optimal, and we propose a method that can significantly reduce the sampling overhead by making use of classical communication.

For example, the overhead of simulating $n$ nonlocal CNOT gates is reduced from $O(9^n)$ to $O(4^n)$ since $\gamma(\text{LOCC})(\text{CNOT}) = 3$ but $\gamma(\text{LOCC})(\text{CNOT})^n = (2^{n+1} - 1)^{1/n}$ and thus $\gamma(\text{LOCC})(\text{CNOT})^{2n} = O(4^n)$. By a similar argument, the sampling overhead of the SWAP is reduced from $O(49^n)$ to $O(16^n)$. If one restricts oneself to the LOCC setting instead of LOCC, we show that a reduction of sampling overhead is still possible, albeit not as strongly as above. More specifically, we show that for CNOT gates under the LOCC setting the sampling overhead can be reduced to $O(8^n)$, which lies in between the LO and the LOCC scenarios.

The central idea behind our technique is to realize the desired unitary via gate teleportation [17]. For instance, a CNOT gate can be realized by consuming a preexisting Bell pair $|\Psi\rangle$ shared between $A$ and $B$ using a simple LOCC protocol, as depicted in Figure 2. In case we have $n$ nonlocal CNOT gates we can generate all the required $n$ Bell pairs at the same time, at the cost of an additional memory overhead.
TABLE I
OVERVIEW OF NONLOCAL GATES FOR WHICH WE HAVE AN ANALYTIC UNDERSTANDING OF THE OPTIMAL SAMPLING OVERHEADS $\gamma_{LOCC}$ AND $\gamma_{LOCC}$

| Clifford gates | non-Clifford gates |
|----------------|--------------------|
| two-qubit gates | $n$-qubit gates for $n \geq 3$ | gates defined in Theorem IV3, e.g., $\text{CR}_X(\theta)$ & $\text{R}_Z(\theta)$ | others |
| $\gamma_{LOCC}$ | Corollary IV.4 | unknown | Theorem IV3 & Corollary IV.4 | unknown |
| $\gamma_{LOCC}$ | Corollary IV.4 | Theorem V.1 | Theorem IV3 & Corollary IV.4 | unknown |

TABLE II
OVERVIEW OF NONLOCAL GATES FOR WHICH CLASSICAL COMMUNICATION (CC) DOES OR DOES NOT HELP FOR CIRCUIT KNOTTING (DENOTED BY A ✓ OR ✗ RESPECTIVELY)

| Clifford gates | non-Clifford gates |
|----------------|--------------------|
| two-qubit gates | $n$-qubit gates for $n \geq 3$ | gates defined in Theorem IV3, e.g., $\text{CR}_X(\theta)$ & $\text{R}_Z(\theta)$ | others |
| CC helps for single instances | ✗ unknown | ✗ unknown | Theorem IV3 & Corollary IV.4 | unknown |
| CC helps for multiple instances | ✓ Corollary IV.4 | ✓ Theorem V.1 | ✓ Section V-B for $\text{CR}_X(\theta)$ gate | unknown |

![Diagram](image-url) Fig. 2. Graphical explanation of how to realize two CNOT gates between two parties $A$ and $B$ in a LOCC setting via gate teleportation. The wavy line depicts a Bell pair shared between $A$ and $B$. By generating the two Bell pairs simultaneously (instead generating a single Bell pair twice), we can utilize the submultiplicativity of the $\gamma$-factor under the tensor product to reduce the total sampling overhead.

(see Figure 2). Interestingly, a joint local simulation of $n$ Bell pairs is considerably cheaper than locally simulating $n$-times a single Bell pair. In technical terms this is captured by a strict submultiplicativity of the $\gamma$-factor, i.e.,

$$\gamma_{LOCC}(|\Psi\rangle^{\otimes n}) = 2^{n+1} - 3^n < 2^n = \gamma_{LOCC}(|\Psi\rangle)^n, \quad (4)$$

for $n > 1$. The formal statement justifying Equation (4) can be found in Corollary 1. Since the gate teleportation protocol works for arbitrary Clifford gates, our method can be generalized accordingly and reduce the sampling overhead for arbitrary Clifford gates (see Theorem 2). We also briefly discuss controlled-rotation gates as example of non-Clifford gates, and show that an adapted variant of our technique can also reduce the sampling overhead in certain parameter regimes.

Our results, summarized in Table II, show that classical communication can be helpful to considerably reduce the sampling overhead when using circuit knitting techniques to perform nonlocal computations locally. Current research efforts in building quantum computers strongly suggest that these results may be useful in the close future as planned devices will be scaled up by connecting smaller chips, first via a classical and later via a quantum link [18].

B. Open Questions

Our work provides a powerful framework to realize circuit knitting, but it remains an open problem to identify useful applications where this framework fits well. Ideally, the considered circuits should have an almost local structure in the sense that there are only few nonlocal gates that have to be simulated. If one wants to use circuit knitting to demonstrate a quantum advantage, it is furthermore necessary that the local computations are themselves out of reach for a classical computer, because otherwise the knitting could be simulated classically.

Furthermore, the generalization of the presented technique to non-Clifford gates is more complicated and not well understood. In Section V-B, we show that our method can be adapted for controlled-rotation gates $\text{CR}_X(\theta)$ and reduce the sampling overhead when $\pi/3 < \theta < 5\pi/3$. It remains unclear, whether the sampling overhead could be reduced even further or at all for values of $\theta \in [0, 2\pi]$ outside of the above range (see Figure 6).

It can also be noted that Table I and Table II have a few empty entries corresponding to gates for which it is currently unknown what the optimal sampling overhead is as well as if classical communication helps for single or multiple instances. Solving these problems would be interesting, however at the same time these gates can be avoided in practice by decomposing them into gates for which we have a complete understanding, at the cost of an additional overhead due to the decomposition.

C. Relation to Existing Circuit Knitting Techniques

Circuit knitting through quasiprobability simulation of nonlocal gates has already been proposed previously [3], [16].
However, previous works only focused on the LO setting and did not consider classical communication between the involved parties. Furthermore, previous work proposed explicit quasiprobability decompositions without any evidence for optimality. We show that the quasiprobability decomposition proposed in [16] are optimal for a certain class of two-qubit unitaries. Other existing circuit knitting approaches, such as [1] and [2], do not precisely specify the exponential scaling and state an overhead scaling as $2^{O(n)}$, whereas our work makes a more precise statement. We quantify the exponential scaling overhead as $O(\kappa^n)$, where $\kappa$ is the smallest possible constant. For practical applications, a smaller basis of the exponential scaling can make a large difference. Instead of cutting individual gates, as we do in this work, it has also been proposed to perform time-like cuts [2], [3]. Quasiprobability simulation also has certain advantages compared to the VQE-type entanglement forging approach [4], most notably that it works for arbitrary circuits.

D. Relation to Resource Theory of Magic

Many ideas in our work find a counterpart in the resource theory of magic [11], [19], [20]. For instance, we replace nonlocal operations by local operations that consume some preexisting entangled state. This is analogous to realizing a non-Clifford gate using a Clifford gadget that consumes some preexisting magic state. While magic is the resource required to enable nonclassical computation, entanglement is the resource required to enable nonlocal computation. When using quasiprobability simulation to simulate non-Clifford gates with Clifford gates, the relevant resource monotone to measure the sampling overhead is the robustness of magic. Similarly, the sampling overhead in our scheme is captured by the robustness of entanglement instead.

E. Structure

Section II formally introduces the basic concepts of circuit knitting via quasiprobability simulation. In Section III we discuss optimal QPDs for the local preparation of entangled quantum states. We show that there is a one-to-one connection between the $\gamma$-factor and an entanglement measure called robustness of entanglement [21]. As mentioned above, the optimal decomposition of gates can be reduced to states in some instances via gate teleportation, and therefore this section serves as a central tool for subsequent results. In Section IV we describe upper and lower bounds for the $\gamma$-factor of gates, which coincide for a wide range of two-qubit unitaries and hence give us a complete understanding about the optimal sampling overhead for these gates. Finally, in Section V we explain how a circuit with many nonlocal gates can be simulated locally more efficiently using classical communication.

II. CIRCUIT KNITTING USING QUASIPROBABILITY SIMULATION

Consider two quantum systems $A$ and $B$. Let $L(A)$ denote the set of linear maps from $A$ to $A$ and $\mathcal{L}(A) := L(L(A))$ the set of linear superoperators from $A$ to $A$. The set of completely positive trace-nonincreasing maps acting from $A$ to itself is denoted by $\text{CPTN}(A) \subset \mathcal{L}(A)$. Note that any general trace-nonincreasing map can be physically realized by postselection on a corresponding generalized measurement.3

In the setting of quasiprobability simulation, $\text{CPTN}(A)$ does not represent the most general operations that can be realized on a quantum computer. In fact, some non-positive superoperators on $A$ can be simulated with some appropriate post-processing, as long as they are in the set

$$D(A) := \{ E \in \mathcal{L}(A) \mid \exists E^+, E^- \in \text{CPTN}(A) \text{ s.t. } E = E^+ - E^- \text{ and } E^+ + E^- \in \text{CPTN}(A) \}. \tag{5}$$

The subtlety of considering $D(A)$ instead of $\text{CPTP}(A)$ is explained in more detail in Appendix and will not play a significant role for the results in this manuscript. The set of local operations $\text{LO}(A,B)$ is defined as all maps on $A \otimes B$ in a product form $A \otimes B$ where $B \in \text{LO}(B)$ and $A \in D(A)$.

$\text{LOCC}(A,B)$ is defined as the set of all maps that can be realized as a protocol containing only local operations in $\text{LO}(A,B)$ and classical communication between $A$ and $B$. Note that the formal definition of $\text{LOCC}$ is notoriously complicated due to the possibly unbounded number of classical communication rounds and the fact that later local operations can in general depend on all the previous communication. The interested reader may consult [22] for more details. Finally, $\text{LOCC}(A,B)$ is defined as the set of all maps that can be realized as a protocol containing only local operations in $\text{LO}(A,B)$ and classical communication from $A$ to $B$.

Consider a quantum circuit on which we want to apply quasiprobabilistic circuit knitting. We first group the involved parties. Furthermore, previous work proposed explicit quasiprobabilistic circuits knitting. We first group the involved parties. Furthermore, previous works only focused on the LO setting and did not consider classical communication between the involved parties. Furthermore, previous work proposed explicit quasiprobability decompositions without any evidence for optimality. We show that the quasiprobability decomposition proposed in [16] are optimal for a certain class of two-qubit unitaries. Other existing circuit knitting approaches, such as [1] and [2], do not precisely specify the exponential scaling and state an overhead scaling as $2^{O(n)}$, whereas our work makes a more precise statement. We quantify the exponential scaling overhead as $O(\kappa^n)$ where $\kappa$ is the smallest possible constant. For practical applications, a smaller basis of the exponential scaling can make a large difference. Instead of cutting individual gates, as we do in this work, it has also been proposed to perform time-like cuts [2], [3]. Quasiprobability simulation also has certain advantages compared to the VQE-type entanglement forging approach [4], most notably that it works for arbitrary circuits.

3See [6] for an in-depth explanation of how to include postselection in a quasiprobability simulation.
shots to estimate the expectation value to some fixed accuracy increases by $\kappa^2$ [5], [6], [15].

The above procedure can be straightforwardly applied to circuits containing $n$ nonlocal gates $U_1, \ldots, U_n$ for $n \in \mathbb{N}$. For each of these $n$ gates we require a QPD and we denote the associated sampling overheads by $\kappa_1, \ldots, \kappa_n$. During each shot of the circuit that is executed, each gate gets independently randomly replaced by one of the gates in its decomposition. The total number of samples of the circuit therefore increases by $\prod_{i=1}^n \kappa_i^2$.  

To minimize the sampling overhead, it is desirable to use QPDs with the smallest possible sampling overhead (denoted $\kappa$ above). Such QPDs are therefore called *optimal* QPDs. We call the smallest achievable value $\gamma$-factor.

**Definition 1:** The $\gamma$-factor of $E \in \mathcal{S}(A \otimes B)$ over $S \in \{\text{LO}(A, B), \text{LOCC}(A, B), \text{LOCC}(A, B)\}$ is defined as

$$
\gamma_S(E) := \min \left\{ \sum_{i=1}^m |a_i| : E = \sum_{i=1}^m a_i F_i \text{ where } m \geq 1, F_i \in S \text{ and } a_i \in \mathbb{R} \right\} \quad (7)
$$

We explain in Appendix why the minimum in Equation (7) is indeed achieved. Since in many cases the involved systems $A$ and $B$ are clear by context, we often shorten the notation and simply write $\gamma_{\text{LO}}(E)$, $\gamma_{\text{LOCC}}(E)$, and $\gamma_{\text{LOCC}}(E)$. As a minor abuse of notation, for a unitary acting on the system $A \otimes B$ we denote by $\gamma(U)$ the $\gamma$-factor of the unitary channel induced by $U$. Note that Equation (2) follows directly from the definition. The $\gamma$-factor is submultiplicative under the tensor product.

**Lemma 1:** Let $E_1 \in \mathcal{S}(A_1 \otimes B_1), E_2 \in \mathcal{S}(A_2 \otimes B_2)$, and $S \in \{ \text{LO}(A_1 \otimes A_2, B_1 \otimes B_2), \text{LOCC}(A_1 \otimes A_2, B_1 \otimes B_2), \text{LOCC}(A_1 \otimes A_2, B_1 \otimes B_2) \}$. Then

$$
\gamma_S(E_1 \otimes E_2) \leq \gamma_S(E_1) \gamma_S(E_2).
$$

**Proof:** Let $E_j = \sum_{i,j} a_{i,j} F_{i,j}$ be the QPD that achieves the minimum in Definition 1 for $j = 1, 2$. This directly gives us a QPD

$$
E_1 \otimes E_2 = \sum_{j_1,j_2} a_{j_1,j_2} F_{j_1,j_1} \otimes F_{j_2,j_2}.
$$

The one-norm of these quasiprobability coefficients is precisely $\gamma_S(E_1) \gamma_S(E_2)$. □

As we will see later, for many unitaries the $\gamma$-factor is not only submultiplicative, but in fact even strictly submultiplicative under the tensor product. This property will be central in reducing the sampling overhead in our technique. Another important property of the $\gamma$-factor is that it is invariant under local unitaries.

**Lemma 2:** Consider unitaries $U_A \otimes U_B$ and $V_A \otimes V_B$ acting locally on $A$ and $B$, respectively. Denote by $U, V \in \text{LO}(A, B)$ the induced quantum channels acting on the system $A \otimes B$. For all $E \in \mathcal{S}(A \otimes B)$ and $S \in \{ \text{LO}(A, B), \text{LOCC}(A, B), \text{LOCC}(A, B) \}$ we have

$$
\gamma_S(U \circ E \circ V) = \gamma_S(E).
$$

Proof: Any quasiprobability decomposition of $E$ of the form $E = \sum_i a_i F_i$ automatically induces a quasiprobability decomposition of $U \circ E \circ V$ of the form $U \circ E \circ V = \sum_i a_i U \circ F_i \circ V$ with identical sampling overhead. Similarly, any quasiprobability decomposition of $U \circ E \circ V$, i.e., $U \circ E \circ V = \sum_i a_i G_i$, generates a quasiprobability decomposition of $E$ of the form $E = \sum_i a_i U^{-1} \circ G_i \circ V^{-1}$ with identical sampling overhead. Notice that $U \circ F_i \circ V \in S$ and $U^{-1} \circ G_i \circ V^{-1} \in S$. Therefore, the quasiprobability decompositions achieving the minimum in Equation (7) for $E$ and $U \circ E \circ V$ must have identical sampling overhead. □

### III. Local Quasiprobability Decompositions for States

Consider a bipartite quantum state $\rho_{AB}$. The $\gamma$-factor of $\rho_{AB}$ over $S \in \{ \text{LO}(A, B), \text{LOCC}(A, B), \text{LOCC}(A, B) \}$ is defined as

$$
\gamma_S(\rho_{AB}) := \min \left\{ \gamma_S(E) : E \in \mathcal{S}(A \otimes B) \text{ s.t. } E(|0\rangle\langle 0|_{AB}) = \rho_{AB} \right\}, \quad (8)
$$

where $|0\rangle|0\rangle_{AB}$ denotes some fixed product state. This quantity characterizes the optimal sampling overhead required to generate the bipartite state $\rho_{AB}$ using quasiprobabilistic circuit knitting. The following result asserts that classical communication does not change the sampling overhead for the task of state preparation. Denote by SEP($A, B$) the set of separable quantum states on $A \otimes B$.

**Lemma 3:** For any bipartite density operator $\rho_{AB}$ we have

$$
\gamma_{\text{LO}}(\rho_{AB}) = \gamma_{\text{LOCC}}(\rho_{AB}) = \gamma_{\text{LOCC}}(\rho_{AB}),
$$

where

$$
\gamma_{\text{LOCC}}(\rho_{AB}) = \min \left\{ a_+ + a_- : \rho_{AB} = a_+ \rho_+ + a_- \rho_- , \right. \rho_\pm \in \text{SEP}(A, B) \text{ and } a_\pm \geq 0 \left. \right\}. \quad (9)
$$

The proof is given in Appendix A. It turns out that $\gamma_{\text{LOCC}}(\rho_{AB})$ is an entanglement measure for the state $\rho_{AB}$. More precisely, it is directly related to a well-studied entanglement monotone called robustness of entanglement [21], which is defined as

$$
E(\rho_{AB}) := \min_{\sigma_{AB} \in \text{SEP}} \text{R}(\rho_{AB} || \sigma_{AB}),
$$

where $\text{R}(\rho_{AB} || \sigma_{AB}) = \min_{t \geq 0} \{ t : \rho_{AB}^{1 \otimes t} \sigma_{AB}^{1 \otimes t} \in \text{SEP} \}$. 

**Lemma 4:** For any density operator $\rho_{AB}$ we have

$$
\gamma_{\text{LOCC}}(\rho_{AB}) = 1 + 2E(\rho_{AB}).
$$

**Proof:** Because $t[\rho_{AB}] = 1$, Equation (9) implies $a_+ = a_- = 1$. Therefore we can write

$$
\gamma_{\text{LOCC}}(\rho_{AB}) = \min \left\{ 1 + 2a_- : \rho_{AB} = (1 + a_-) \rho_+ - a_- \rho_- , \right. \rho_\pm \in \text{SEP}(A, B) \text{ and } a_\pm \geq 0 \left. \right\}.
$$

Note that this total sampling overhead scales exponentially in $n$ which emphasizes that the method is designed for knitting a reasonable number of gates.

---

6 Note that this total sampling overhead scales exponentially in $n$ which emphasizes that the method is designed for knitting a reasonable number of gates.
Furthermore, the following QPD \( \rho \) expression for the \( \gamma \) of entanglement, which by Lemma 4 gives us an explicit via the Schmidt coefficients. Similarly, it has been shown that known to be NP-hard \[23\]. Luckily, for pure states detecting \( \rho \) before it becomes separable. One can view Lemma 4 as a was to measure how much noise one can add to a state \( \rho \) before it becomes separable. One can view Lemma 4 as a new operational interpretation of the entanglement measure: The robustness of entanglement characterizes the simulation overhead of preparing some entangled state with local operations. For general mixed states \( \rho_{AB} \) computing the robustness of entanglement is nontrivial since even determining if \( \rho_{AB} \) is entangled (i.e. \( E(\rho_{AB}) > 0 \)) or not (i.e. \( E(\rho_{AB}) = 0 \)) is known to be NP-hard \[23\]. Luckily, for pure states detecting entanglement is much simpler and can be done for example via the Schmidt coefficients. Similarly, it has been shown that for pure states there is an explicit expression for the robustness of entanglement, which by Lemma 4 gives us an explicit expression for the \( \gamma \)-factor of the optimal QPD.

Lemma 5 \[21\]: Let \( |\psi\rangle_{AB} \) be a bipartite state with Schmidt coefficients \( \{\alpha_i\}_i \). Then

\[
E(|\psi\rangle\langle\psi|) = \left( \sum_i \alpha_i \right)^2 - 1.
\]

Furthermore, the following QPD

\[
|\psi\rangle\langle\psi| = (1 + E(|\psi\rangle\langle\psi|))\rho^+ - E(|\psi\rangle\langle\psi|)\rho^-,
\]

where

\[
\rho^- = \frac{1}{E(|\psi\rangle\langle\psi|)} \sum_{i \neq j} \alpha_i \alpha_j |ij\rangle\langle ij| \in \text{SEP}
\]

and

\[
\rho^+ = 1 - \rho^- \in \text{SEP}.
\]

Note that there is a simple way to compute the Schmidt coefficients \( \{\alpha_i\}_i \) of \( |\psi\rangle_{AB} \). For \( \rho_{AB} = |\psi\rangle\langle\psi|_{AB} \), the eigenvalues of \( \rho_{AB} \) are exactly given by \( \{\alpha_i^2\}_i \).

Corollary 1: The \( \gamma \)-factor for the local preparation of \( n \) Bell pairs \( \{|\Psi_i\rangle_{A_iB_i}\}_{i=1}^{n} \) for \( A = A_1 \otimes \ldots \otimes A_n \) and \( B = B_1 \otimes \ldots \otimes B_n \) is given by

\[
\gamma_{\text{LOCC}}(A:B) = 2^n - 1.
\]

Proof: Note that \( n \) Bell pairs have \( 2^n \) Schmidt coefficients which are all equal to \( (1/\sqrt{2})^n \). As a result, Lemma 5 together with Lemma 4 implies the assertion. \( \square \)

From Corollary 1 we see that the optimal sampling overhead for a single Bell state is strictly submultiplicative under the tensor product. More precisely, for a Bell state \( |\Psi\rangle \) we have

\[
\sqrt{\gamma_{\text{LOCC}}(A_1 \otimes A_2; B_1 \otimes B_2)(|\Psi\rangle\langle\Psi|_{A_1B_1} \otimes |\Psi\rangle\langle\Psi|_{A_2B_2})} = \sqrt{7} < 3 = \gamma_{\text{LOCC}}(A:B)(|\Psi\rangle\langle\Psi|_{AB}).
\]

This shows that locally preparing two Bell states at once is cheaper than individually preparing two Bell states in sequence. The reason is that in the parallel preparation process we can make use of entanglement between \( A_1, A_2 \) and \( B_1, B_2 \), respectively.

IV. OPTIMAL DECOMPOSITIONS FOR SINGLE INSTANCES

The goal of this section is to understand the optimal sampling overhead for a single instance of a two-qubit unitary \( U \) with local operations with or without classical communication. In technical terms, we want to characterize \( \gamma_{\text{LOCC}}(U) \), \( \gamma_{\text{LOCC}}^\ell(U) \) and \( \gamma_{\text{LOCC}}^U(U) \). We already know the trivial relation from Equation (2). Our main result (see Theorem 1 and Corollary 2) is that for a large class of two-qubit unitaries, all three quantities are equal. We show this result by first finding a lower bound to \( \gamma_{\text{LOCC}}(U) \) and compare that to a previously known upper bound \[16\] to \( \gamma_{LO}(U) \) and then showing that both bounds coincide for our considered class of two-qubit unitaries.

For a unitary \( U_{AB} \) on \( A \otimes B \) its Choi state is defined as

\[
|\Phi_U\rangle_{A' A'' B' B''} := (U_{AB} \otimes I_{A'' B'}) (|\Psi\rangle_{A A''} \otimes |\Psi\rangle_{B B''}),
\]

where \( A' \) and \( B' \) are identical copies to the systems \( A \) and \( B \), respectively. The states \( |\Psi\rangle_{A A''} \) and \( |\Psi\rangle_{B B''} \) are maximally entangled states between \( A \) and \( A' \), or between \( B \) and \( B' \) respectively.

Lemma 6: Let \( U_{AB} \) be a bipartite unitary with Choi state \( |\Phi_U\rangle_{A' A'' B' B''} \) that has Schmidt coefficients \( \{\alpha_i\}_i \), when considered as bipartite state over the systems \( A \otimes A' \) and \( B \otimes B' \). Then,

\[
\gamma_{\text{LOCC}}(U) \geq \gamma_{\text{LOCC}}(|\Phi_U\rangle\langle\Phi_U|) = 2 \left( \sum_i \alpha_i \right)^2 - 1.
\]

Proof: The desired statement follows from a simple resource-theoretic argument. The Choi state \( |\Phi_U\rangle \) of \( U \) has \( \gamma_{\text{LOCC}}(|\Phi_U\rangle\langle\Phi_U|) = 2 \left( \sum_i \alpha_i \right)^2 - 1 \) by Lemma 5. Since the Choi state can be physically realized with an instance of \( U \), its \( \gamma \)-factor cannot possibly be larger. \( \square \)

Any two-qubit unitary has a KAK decomposition

\[
U_{AB} = (V_1 \otimes V_2) \times \exp(\imath \theta_X X \otimes X + \imath \theta_Y Y \otimes Y + \imath \theta_Z Z \otimes Z) (V_3 \otimes V_4),
\]

for some single-qubit unitaries \( V_1, V_2, V_3, V_4 \), and \( \theta_X, \theta_Y, \theta_Z \in \mathbb{R} \) such that \( |\theta_X| \leq |\theta_Y| \leq |\theta_Z| \leq \pi/4 \). Evaluating the exponential function, this can be rewritten as

\[
U_{AB} = (V_1 \otimes V_2) W (V_3 \otimes V_4),
\]

where

\[
W = (u_0 I \otimes I + u_1 X \otimes X + u_2 Y \otimes Y + u_3 Z \otimes Z)
\]
and \( u_0, u_1, u_2, u_3 \in \mathbb{C} \) depend on \( \theta_X, \theta_Y, \theta_Z \) and fulfill \( \sum_{i=0}^{3} |u_i|^2 = 1 \).

**Lemma 7 [16]:** For any two-qubit unitary \( U \) we have
\[
\gamma_{\text{LOCC}}(U) \leq 1 + \sum_{i \neq j} \left( |u_i u_j^* + u_j u_i^*| + |u_i u_j^* - u_j u_i^*| \right).
\]

**Theorem 1:** Let \( U \) be a two-qubit unitary with parameters \( \theta_X, \theta_Y, \theta_Z \) according to the KAK decomposition from Equation (10) such that one of the following two conditions holds:
1. \( \theta_Z = 0 \)
2. \( \theta_X = \theta_Y = \theta_Z = \frac{\pi}{4} \).

Then,
\[
\gamma_{\text{LOCC}}(U) = \gamma_{\text{LOCC}}(U) = 1 + 4|\sin \theta_X \cos \theta_X| + 4|\sin \theta_Y \cos \theta_Y| + 8|\sin \theta_X \cos \theta_Y \sin \theta_Y \cos \theta_X| = 2 \left( \sum_i \alpha_i \right)^2 - 1,
\]
where \( \{\alpha_i\} \) are the Schmidt coefficients of the Choi state of \( U \) between \( A \otimes A' \) and \( B \otimes B' \).

To prove this, we show that the lower bound from Lemma 6 and the upper bound from Lemma 7 coincide, which then implies the assertion by Equation (2). The detailed proof is given in Appendix B. We give some examples of two-qubit gates of which we can determine the \( \gamma \)-factor using Theorem 1.

**Corollary 2:** For following two-qubit gates
- two-qubit Clifford gates
- controlled Rotation gates \( \text{CR}_\sigma(\theta) \) for \( \sigma \in \{X, Y, Z\} \) and \( \theta \in [0, 2\pi] \)
- two-qubit rotations \( \text{R}_{\sigma\theta}(\theta) := \exp(-i \frac{\theta}{2} \sigma \otimes \sigma) \) for \( \sigma \in \{X, Y, Z\} \) and \( \theta \in [0, 2\pi] \)

there is no advantage in using classical communication for a single gate instance, i.e.,
\[
\begin{align*}
\gamma_{\text{LOCC}}(\text{CNOT}) &= \gamma_{\text{LOCC}}(\text{CNOT}) = 3 \\
\gamma_{\text{LOCC}}(\text{iSWAP}) &= \gamma_{\text{LOCC}}(\text{iSWAP}) = 7 \\
\gamma_{\text{LOCC}}(\text{SWAP}) &= \gamma_{\text{LOCC}}(\text{SWAP}) = 7 \\
\gamma_{\text{LOCC}}(\text{CR}_\sigma(\theta)) &= \gamma_{\text{LOCC}}(\text{CR}_\sigma(\theta)) = 1 + 2|\sin(\frac{\theta}{2})| \\
\gamma_{\text{LOCC}}(\text{R}_{\sigma\theta}(\theta)) &= \gamma_{\text{LOCC}}(\text{R}_{\sigma\theta}(\theta)) = 1 + 2|\sin|,
\end{align*}
\]
for \( \sigma \in \{X, Y, Z\} \) and \( \theta \in [0, 2\pi] \).

Note that every two-qubit Clifford gate is equivalent up to local unitaries to either the identity gate \( \text{I} \), the CNOT gate, the iSWAP gate, or the SWAP gate. Therefore, due to Lemma 2, the \( \gamma \)-factor of any two-qubit Clifford gate is either 1, 3, or 7 accordingly. To prove Corollary 2, it suffices to show that the assumption of Theorem 1 is satisfied for the considered gates. The proof is given in Appendix C.

For the gates specified by Theorem 1 and Corollary 2 for which we have an analytical understanding of their optimal sampling overhead, we also explicitly know an optimal QPD. Since the upper bound from Lemma 7 is shown to be tight, the QPD introduced in [16] is optimal.

**V. REDUCING OVERHEAD FOR MULTIPLE INSTANCES**

Under LOCC, a CNOT gate and a Bell pair denoted by \( |\Psi\rangle \) can be considered equally powerful resources: One can generate a Bell pair using a CNOT gate (see Figure 3a) and one can realize a CNOT gate using gate teleportation by consuming a preexisting Bell pair (see Figure 3b). This implies that under LOCC it is equally hard to simulate a CNOT gate than it is to simulate a Bell pair, i.e., \( \gamma_{\text{LOCC}}(\text{CNOT}) = \gamma_{\text{LOCC}}(|\Psi\rangle\langle\Psi|) \).

Therefore, we can reduce the problem of quasiprobability simulation of \( n \) CNOT gates dispersed throughout our circuit to the quasiprobability simulation of \( n \) Bell pairs at the corresponding locations, without any loss of optimality. The major advantage of working with states instead of gates is that we can generate the nonlocal resources in parallel and thus make use of the strict subadditivity of the \( \gamma \)-factor discussed in Corollary 1.

More precisely, one can generate the required Bell pairs all at once and store them until they are consumed via gate teleportation. This procedure is conceptually depicted in Figure 2. Compared to naively applying the optimal QPD from Section IV, the sampling overhead for simulating a circuit with \( n \) nonlocal CNOT gates can be reduced from \( \gamma_{\text{LOCC}}(\text{CNOT})^{2n} = \gamma_{\text{LOCC}}(|\Psi\rangle\langle\Psi|)^{2n} = 9^n \) to \( \gamma_{\text{LOCC}}(\text{CNOT})^{2n} = \gamma_{\text{LOCC}}(|\Psi\rangle\langle\Psi|)^{2n} = (2^{n+1} - 1)^2 = O(4^n) \) by Corollary 1.

The technique above comes with the drawback of requiring additional quantum memory to store the Bell states. Indeed, if one were to generate all \( n \) Bell pairs at the very beginning of the circuit, the size of this additional memory would grow linearly with the number of \( n \) nonlocal CNOT gates. This is inconvenient, as the limited number of qubits precisely is the motivation for circuit knitting in the first place. For practical purposes, it is more useful to generate a fixed number \( k \leq n \) of Bell pairs at a time and then, once all \( k \) Bell pairs have been consumed by gate teleportation, reuse these \( 2k \) qubits to generate new Bell pairs. Choosing the size \( k \) of this *entanglement factory* comes with a tradeoff: Choosing \( k \) smaller results in a reduced memory footprint of the method and increasing \( k \) decreases the effective \( \gamma \)-factor per CNOT gate, which is given by
\[
\gamma_{\text{LOCC}}^{(k)}(\text{CNOT}) := \left( \frac{\gamma_{\text{LOCC}}(\text{CNOT}^{\otimes k})}{1/k} \right)^{1/k} = (2^{k+1} - 1)^{1/k}.
\]
The system on which the gate is be applied and access to its Choi state can be generalized to realize any bipartite unitary $U$ from a preexisting entangled state. The gate teleportation protocol $\text{LOCC}$ multiplicativity of the $A$. General Clifford Gates

The full circuit consisting of $n$ nonlocal CNOT gates is

$$\gamma_{\text{LOCC}}^{(k)}(\text{CNOT}) = \gamma_{\text{LOCC}}^{(k)}(\text{CNOT})^{2n}.$$  

A. General Clifford Gates

The main ingredient that enables us to use the submultiplicativity of the $\gamma$-factor under the tensor product is the ability to realize a gate with a LOCC protocol that consumes a preexisting entangled state. The gate teleportation protocol can be generalized to realize any bipartite unitary $U_{AB}$ given access to its Choi state $|\Phi_U\rangle_{AA'BB'}$ [17]. Let us denote the system on which the gate is be applied $\tilde{A} \otimes B$. Both parties perform Bell measurements across $A'$ and $\tilde{A}$ or $B$ and $\tilde{B}$ respectively. According to the obtained measurement outcomes, some correction operation has to be applied on $A \otimes B$. When $U$ is a Clifford gate, this correction operation is an element of the Pauli group and can therefore be realized locally.\(^8\) For example, Figure 5 depicts the gate teleportation of a general two-qubit unitary $U$, and the correction operation $U(\sigma_{kl} \otimes \sigma_{ij})U^\dagger$ is Pauli when $U$ is Clifford.

By using this gate teleportation protocol, the technique for reducing the overhead for multiple instances of a CNOT gate can be straightforwardly generalized to reduce the sampling arbitrary Clifford gates. We summarize the result of this section:

\(^8\)Recall that the Clifford group on $d$ qubits $C_d$ is defined as $C_d = \{d$-qubit unitaries $V : VP_dV^\dagger = P_d\}$, where $P_d$ is the Pauli group on $d$ qubits.

\[^9\]This can be verified by induction.

\[^{10}\]Recall that the Schmidt coefficients for a CNOT gate are $\alpha_1 = \alpha_2 = 1/\sqrt{2}$ and for a SWAP gate $\alpha_1 = \alpha_2 = \alpha_3 = \alpha_4 = 1/2$. 

**Theorem 2:** Let $U_{AB}$ be a Clifford unitary with a Choi state $|\Phi_U\rangle_{AA'BB'}$ that has Schmidt coefficients $\{\alpha_i\}$, when considered as bipartite state over the systems $A \otimes A'$ and $B \otimes B'$. Then

$$\gamma_{\text{LOCC}}(U) = \gamma_{\text{LOCC}}(|\Phi_U\rangle |\Phi_U\rangle) = 2 \left( \sum_i \alpha_i \right)^2 - 1. \quad (13)$$

For a memory overhead of $2k$ qubits for $k \in \mathbb{N}$, our method can achieve an effective $\gamma$-factor of

$$\gamma_{\text{LOCC}}^{(k)}(U) = \left( \gamma_{\text{LOCC}}(|\Phi_U\rangle |\Phi_U\rangle) \right)^{1/k}$$

$$= \left( 2 \left( \sum_i \alpha_i \right)^{2k} - 1 \right)^{1/k}. \quad (14)$$

**Proof:** Under LOCC we can prepare the state $|\Phi_U\rangle$ using an instance of the gate $U$, and similarly we can realize $U$ using gate teleportation, which consumes the state $|\Phi_U\rangle$. This implies that $\gamma_{\text{LOCC}}(U) = \gamma_{\text{LOCC}}(|\Phi_U\rangle |\Phi_U\rangle)$. Equation (13) directly follows from Lemma 4 and Lemma 5.

Following the idea sketched in the main text, we can reduce the simulation of $k$ nonlocal instances of $U$ to the preparation of $|\Phi_U\rangle^{\otimes k}$. Denote the Schmidt coefficients of $|\Phi_U\rangle$ by $\alpha_1, \ldots, \alpha_m$. Then the Schmidt coefficients of $|\Phi_U\rangle^{\otimes k}$ are given by $\tilde{\alpha}_{j_1 \cdots j_k} = \prod_{i=1}^k \alpha_{j_i}$, where $j_i$ ranges over $\{1, \ldots, m\}$. By invoking Lemma 5, we obtain

$$\gamma_{\text{LOCC}}(|\Phi_U\rangle |\Phi_U\rangle^{\otimes k}) = 2 \left( \sum_{j_1 \cdots j_k} \tilde{\alpha}_{j_1 \cdots j_k} \right)^2 - 1$$

$$= 2 \left( \sum_i \alpha_i \right)^{2k} - 1,$$

which gives us the effective $\gamma$-factor described in Equation (14).

Entangling Clifford unitaries $U$ satisfy $(\sum_i \alpha_i)^2 > 1$. For such unitaries Theorem 2 implies that

$$\gamma_{\text{LOCC}}^{(k)}(U) < \gamma_{\text{LOCC}}(U) \quad \text{for} \quad k > 1.$$ 

This shows that the presented protocol via gate teleportation indeed reduces the sampling overhead for multiple instances of the nonlocal gate $U$. For a circuit with $n$ instances of $U$ the total sampling overhead is then given as $\gamma_{\text{LOCC}}^{(n)}(U)^{2n} = O((\sum_i \alpha_i)^{4n})$, which recovers the $O(4^n)$ and the $O(16^n)$ scaling for the case of CNOT and SWAP gates, respectively.\(^{10}\)

B. Non-Clifford Gates

For non-Clifford gates $U$, the simple correspondence under LOCC between the gate and its Choi state via the gate teleportation circuit from Figure 5 does not hold anymore, because the correction operator in the gate teleportation protocol is no longer local. As a result, a different LOCC protocol would need to be used in order to realize the gate using a preexisting entangled state. In the following we consider the $\text{CR}_X(\theta)$ gate as a case study of a non-Clifford gate and we show that our

Fig. 4. Graphical visualization of the tradeoff between the entanglement factory size $k$ and the effective sampling overhead for a CNOT gate $\gamma_{\text{LOCC}}^{(k)}(\text{CNOT}).$

Fig. 5. Graphical explanation of a gate teleportation protocol for a two-qubit gate $U$. We realize the gate $U$ with the help of its Choi state (prepared by the dotted box) and a correction operator $U(\sigma_{ij} \otimes \sigma_{kl})U^\dagger$, where $\sigma_{ij} := Z^i X^j$. For Clifford gates $U$ the correction operator is local and hence we can simulate $U$ with the Choi state and LOCC.
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method can reduce its sampling overhead at least for certain values of $\theta$. We want to characterize its lowest achievable effective $\gamma$-factor (i.e., the effective sampling overhead per gate) in the limit where the number of gates goes to infinity. Note that this discussion analogously holds for all gates that are equivalent to the $CR_X$ gate up to local unitaries, such as $CR_Y, CR_Z, R_{XX}, R_{YY}$ and $R_{ZZ}$ (see Equation (22)).

As we have seen in Corollary 2, one can achieve a $\gamma$-factor of $1 + 2|\sin(\theta/2)|$ in the LOCC setting, so this represents an upper bound to the best possible effective $\gamma$-factor that we can hope to achieve. By an argument analogous to the proof of Lemma 6, the asymptotic effective $\gamma$-factor of a $CR_X(\theta)$ gate cannot be lower than $\lim_{n \to \infty} \gamma_{LOCC}(\Phi^{n}) = 1 + 2|\sin(\theta/2)|$. The value $1 + 2|\sin(\theta/2)|$ is the lowest possible effective $\gamma$-factor with which a $\Phi^{n}$ can be prepared, and since a $CR_X(\theta)$ gate can be used to realize a $\Phi^{n}$ state, its lowest effective $\gamma$-factor cannot possibly be lower.

With this in mind, we know that the lowest achievable effective $\gamma$-factor lies between $1 + 2|\sin(\theta/2)|$ and $1 + 2|\sin(\theta/2)|$, as seen in Figure 6. It has been shown [24, Theorem 2], that any controlled rotation gate can be realized with some LOCC protocol which requires a single Bell pair. Since the effective $\gamma$-factor of creating a Bell pair is 2, we can therefore upper bound the lowest achievable effective $\gamma$-factor of the $CR_X(\theta)$ gate by two and it must therefore lie somewhere in the gray region of Figure 6. Notice that this implies that classical communication can reduce the sampling overhead.

C. One-Way Classical Communication

It turns out that our technique can also be applied in the LOCC setting, but only with a smaller reduction of sampling overhead. The gate teleportation in Figure 2 can be simulated in LOCC by post-selecting the measurement outcome on circuit $B$ to have the outcome 0, allowing us to forget the classical communication from $B$ to $A$. The postselection step increases the overhead by a factor of two, since a measurement outcome 0 only happens with probability $1/2$. As a result the total sampling overhead for simulating a circuit with $n$ nonlocal CNOT gates under LOCC scales as $O(8^n)$, which is still an improvement over the $O(9^n)$ under LO.

APPENDIX

In this section we briefly outline why we allow for certain non-trace preserving and non-positive operations in our quasiprobability decompositions, i.e. why we define $LO(A,B)$ as

$$\{A \otimes B | A \in D(A), B \in D(B)\}$$

instead of

$$\{A \otimes B | A \in CPTP(A), B \in CPTP(B)\}.$$ (16)

It was realized in [6] that it can be useful (or often even necessary) to include trace-nonincreasing maps in quasiprobability decompositions. This can be done because any trace-nonincreasing map can be effectively simulated by some measurement process and post-selection of the corresponding measurement outcome. More precisely, any map $E \in CPTN(A)$ can be extended to a trace-preserving map: $\exists F \in CPTN(A)$ s.t. $E + F \in CPTP(A)$. To simulate $E$, one can perform the trace-preserving completely positive map

$$\rho_A \mapsto E(\rho)_A \otimes |0\rangle\langle 0|_E + F(\rho)_A \otimes |1\rangle\langle 1|_E,$$ (17)

where $E$ is a qubit system. One then measures $E$ in the computational basis and postselects for the outcome 0. In practice, this is done by multiplying the final outcome of the circuit by 0 in case the measurement outcome 1 is obtained.

This trick was later generalized by Mitarai and Fujii [3, 16] who realized that one can even consider a non-completely-positive map $E$, as long as it can be written as a difference of completely-positive trace-nonincreasing maps that add up to another completely-positive trace-nonincreasing map, i.e. $E = E^+ - E^-$, $E^\pm \in CPTN$ and $E^+ + E^- \in CPTN$. The idea here is very similar: any such map can be simulated using the trace-nonincreasing completely positive map

$$\rho_A \mapsto E^+(\rho)_A \otimes |0\rangle\langle 0|_E + E^-(\rho)_A \otimes |1\rangle\langle 1|_E,$$ (18)

measuring the qubit $E$ in the computational basis and correspondingly weighting the final measurement outcome of the circuit by +1 or −1 depending on the outcome.

In this appendix we briefly argue why the minimum in Equation (7) is achieved and therefore why the $\gamma$-factor is well-defined. Assume that the set $S$ is compact. This implies that the convex hull

$$\text{conv}(S) := \{ \sum_i p_i F_i : F_i \in S, p_i \geq 0, \sum_i p_i = 1 \}$$
is also compact. Consider the quantity

$$\tilde{\gamma}(E) := \min \left\{ a_+ + a_- : E = a_+ F_+ - a_- F_- \right\}$$

where $F_+ \in \text{conv}(S)$ and $a_+ \geq 0$. The expression $\tilde{\gamma}(E)$ is well-defined, since it optimizes a continuous function over a compact set.\(^{11}\) Any QPD of the form $E = a_+ F_+ - a_- F_-, F_\pm \in \text{conv}(S)$ can be brought to the form $E = \sum_i a_i F_i, F_i \in S$ while retaining the identical sampling overhead by definition of the convex hull. Similarly, any QPD of the second form can be brought to the first form by defining $a_+ := \frac{1}{a_+} \sum i a_i \geq 0 a_i, F_+ := \frac{1}{a_+} \sum i a_i \geq 0 F_i$ and $F_- := \frac{1}{a_-} \sum i a_i \leq 0 F_i$ while retaining the same sampling overhead. Therefore, the well-definedness of $\tilde{\gamma}(E)$ implies that the minimum in Equation (7) is achieved.

Note that the conventional definition of the set of LOCC protocols is actually not a closed set [22]. Instead, for our purposes, we choose LOCC$(A,B)$ to be the set of LOCC protocols with bounded number of rounds, where the bound can be chosen to be arbitrary large. It has been shown that finite round protocols do form a compact set [22]. This minor technicality is of little significance for our work, since it turns out that the optimizer of Equation (7) is often a LOCC protocol with few rounds.

To improve readability of the manuscript we shifted some proofs to this appendix.

A. Proof of Lemma 3

Denote the right-hand side of Equation (9) by $\gamma_{\text{SEP}}(\rho_{AB})$. We only have to show that $\gamma_{\text{SEP}}(\rho_{AB}) \leq \gamma_{\text{LOCC}}(\rho_{AB})$ and $\gamma_{\text{LO}}(\rho_{AB}) \leq \gamma_{\text{SEP}}(\rho_{AB})$. The desired statement directly follows directly from Equation (2).

Consider $E \in \mathcal{F}(A \otimes B)$ to be the map that minimizes Equation (8) and let $E = \sum_i a_i F_i$ be the quasiprobability decomposition that achieves the smallest sampling overhead in the definition of $\gamma_{\text{LOCC}}(E)$. The map $F_i$ can be written as the difference $F_i = F_{i,+} - F_{i,-}$ of two completely-positive trace-nonincreasing LOCC maps $F_{i,\pm}$. It is a well-known fact that the set of states achievable under such maps, without any given entanglement, is precisely the set of separable states and hence $\sigma_{i,\pm} := F_{i,\pm}(|0\rangle\langle0|_{AB})$ are separable states with $\text{tr}[\sigma_{i,+}] + \text{tr}[\sigma_{i,-}] \leq 1$.

This allows us to write

$$\rho = \sum_i a_i \sigma_{i,+} - a_i \sigma_{i,-} = a_+ \sigma_+ - a_- \sigma_-,$$

where

$$a_+ := \sum_{i:a_i \geq 0} |a_i| \text{tr}[\sigma_{i,+}] + \sum_{i:a_i < 0} |a_i| \text{tr}[\sigma_{i,-}],$$

$$a_- := \sum_{i:a_i \geq 0} |a_i| \text{tr}[\sigma_{i,+}] + \sum_{i:a_i < 0} |a_i| \text{tr}[\sigma_{i,-}],$$

and

$$\sigma_+ := \frac{1}{a_+} \left( \sum_{i:a_i \geq 0} a_i |\sigma_{i,+} + \sum_{i:a_i < 0} a_i |\sigma_{i,-} \right),$$

$$\sigma_- := \frac{1}{a_-} \left( \sum_{i:a_i \geq 0} a_i |\sigma_{i,-} + \sum_{i:a_i < 0} a_i |\sigma_{i,+} \right),$$

with $\sigma_+, \sigma_- \in \text{SEP}(A,B)$. This implies

$$\gamma_{\text{SEP}}(\rho_{AB}) \leq a_+ + a_- = \sum_i |a_i| (\sigma_{i,+} + \sigma_{i,-}) \leq \sum_i |a_i| = \gamma_{\text{LOCC}}(\rho_{AB}).$$

For the second inequality, we consider the $a_\pm$ and $\rho_\pm$ which achieve the minimum in Equation (9). Since the $\rho_\pm$ are separable, we can write them in the form $\rho_+ = \sum_i p_+ \gamma_{\text{sep},i} \otimes \tau_{+,i}$ for some probability distributions $p_{+,i}$ and some set of states $\gamma_{\text{sep},i}, \tau_{+,i}$ on $A$ and $B$ respectively. Take $F_{i,+}, F_{i,-} \in \text{LO}(A,B)$ to be the operations that prepare the state $\gamma_{\text{sep},i} \otimes \tau_{+,i}$ respectively $\gamma_{\text{sep},-i} \otimes \tau_{-,i}$. One has

$$\gamma_{\text{LO}}(\rho_{AB}) \leq \gamma_{\text{LO}}(\sum_i a_+ p_{+,i} F_{i,+} - \sum_j a_- p_{-,j} F_{i,-}) \leq \sum_i a_+ p_{+,i} + \sum_j a_- p_{-,j} = a_+ + a_- = \gamma_{\text{SEP}}(\rho_{AB}),$$

which proves the assertion. \(\square\)

B. Proof of Theorem 1

Since the $\gamma$-factor is invariant under local unitaries (see Lemma 2), we can without loss of generality assume that $U = \exp(i\theta_X X \otimes X + i \theta_Y Y \otimes Y + i \theta_Z Z \otimes Z)$. We show under the given assumptions that the lower bound from Lemma 6 and the upper bound from Lemma 7 coincide which then proves the assertion by Equation (2). Suppose first that Assumption 1 is fulfilled, i.e., $\theta_Z = 0$. We then have

$$\Phi_U := \sum_{i,j=0,1} |i\rangle_A |j\rangle_B \otimes U |i\rangle_A |j\rangle_B$$

$$= e^{i \theta_X X_A B_B} e^{i \theta_Y Y_A B_B} \sum_{i,j=0} |i\rangle_A |j\rangle_B |i\rangle_A |j\rangle_B \langle j\rangle_B$$

$$= \frac{1}{2} \left( \cos \theta_X \mathbb{1}_A B_B + i \sin \theta_X X_A B_B \right) \times \left( \cos \theta_Y \mathbb{1}_A B_B + i \sin \theta_Y Y_A B_B \right) \times \left( |0000\rangle + |0011\rangle + |1100\rangle + |1111\rangle \right)$$

$$= \frac{1}{2} \left( \cos \theta_X \cos \theta_Y + \sin \theta_X \sin \theta_Y \langle 0000 | + |1111 \rangle \right)$$

$$+ \cos \theta_Y \cos \theta_Y - \sin \theta_X \sin \theta_Y \langle 0011 | + |1100 \rangle$$

$$+ i(\cos \theta_X \sin \theta_Y + \sin \theta_X \cos \theta_Y) \langle 0101 | + |1010 \rangle$$

$$+ i(\sin \theta_X \cos \theta_Y - \cos \theta_X \sin \theta_Y) \langle 0110 | + |1001 \rangle$$.
where the second step uses that $X_A X_B$ and $Y_A Y_B$ commute. The penultimate step follows from Sylvester’s formula. To find the Schmidt coefficients we need to compute the singular values of following matrix

$$D = \frac{1}{2} \begin{pmatrix}
\alpha_1 & 0 & 0 & \alpha_2 \\
0 & \alpha_3 & \alpha_4 & 0 \\
0 & \alpha_4 & \alpha_3 & 0 \\
\alpha_2 & 0 & 0 & \alpha_1
\end{pmatrix}. $$

for $\alpha_1 := \cos \theta_X \cos \theta_Y + \sin \theta_X \sin \theta_Y$, $\alpha_2 := \cos \theta_X \cos \theta_Y - \sin \theta_X \sin \theta_Y$, $\alpha_3 := \cos \theta_X \sin \theta_Y + \sin \theta_X \cos \theta_Y$, and $\alpha_4 := \sin \theta_X \cos \theta_Y - \cos \theta_X \sin \theta_Y$. The singular values and thus Schmidt coefficients of $D$ are $\{|\cos \theta_X \cos \theta_Z|, \ |\cos \theta_X \sin \theta_Z|, \ |\sin \theta_X \cos \theta_Y|, \ |\sin \theta_X \sin \theta_Y|\}$. Lemma 6 thus gives

$$\gamma_{LO}(U) \leq 1 + 4|\sin \theta_X \cos \theta_Y| + 4|\sin \theta_X \cos \theta_Y| + 8|\sin \theta_X \cos \theta_Y| \sin \theta_Y. \tag{19}$$

We next show that the upper bound from Lemma 7 coincides with Equation (19). To do so we first determine the coefficients $u_0, u_1, u_2, u_3$ according to Equation (11). Therefore we write

$$\exp(i \theta X A X B + i \theta Y A Y B) = \exp(i \theta X A X B) \exp(i \theta Y A Y B) = (\cos \theta X I_A I_B + i \sin \theta X A X B) \times (\cos \theta Y I_A I_B + i \sin \theta Y A Y B) = \cos \theta X \cos \theta Y I_A I_B + i \sin \theta X \cos \theta Y A X B + i \cos \theta X \sin \theta Y A Y B - i \sin \theta X \sin \theta Y Z A Z B.$$ 

So we have $u_0 = \cos \theta_X \cos \theta_Y$, $u_1 = \sin \theta_X \cos \theta_Y$, $u_2 = i \cos \theta_X \sin \theta_Y$, and $u_3 = -\sin \theta_X \sin \theta_Y$. Notice that all $u_i$ are only real or imaginary. This implies that $|u_i u_i^* + u_j u_j^*| = 2|u_i||u_j|$.

Therefore, Lemma 7 gives

$$\gamma_{LO}(U) \leq 1 + 4|u_0||u_1| + 4|u_0||u_2| + 4|u_0||u_3| + 4|u_1||u_2| + 4|u_1||u_3| + 4|u_2||u_3|$$

$$= 1 + 4|\sin \theta_X \cos \theta_X| + 4|\sin \theta_Y \cos \theta_Y| + 8|\sin \theta_X \cos \theta_Y| \sin \theta_Y. \tag{20}$$

Combining Equation (19) with Equation (20) proves the assertion.

Suppose next that Assumption 2 is fulfilled. In this case the gate is locally equivalent to a SWAP gate. For the lower bound, this means that the Choi state is essentially 2 Bell pairs and thus Corollary 1 and Lemma 6 imply

$$\gamma_{LOC}(U) \geq 7. \tag{21}$$

For the upper bound, we first determine $u_0, u_1, u_2, u_3$ by writing

$$\exp \left( i \frac{\pi}{4} X_A X_B + i \frac{\pi}{4} Y_A Y_B + i \frac{\pi}{4} Z_A Z_B \right) = \frac{1}{2 \sqrt{2}} (I_A I_B + i X_A X_B) (I_A I_B + i Y_A Y_B) \times (I_A I_B + i Z_A Z_B)$$

$$= \frac{1 + i}{2 \sqrt{2}} (I_A I_B + X_A X_B + Y_A Y_B + Z_A Z_B),$$

which implies $u_0 = u_1 = u_2 = u_3 = \frac{1 + i}{2 \sqrt{2}}$. This means that $|u_i u_i^* + u_j u_j^*| + |u_i u_j^* - u_j u_i^*| = 1/2$ and hence according to Lemma 7

$$\gamma_{LO}(U) \leq 7,$$

which together with Equation (21) proves the assertion. Note that

$$7 = 1 + 4|\sin \theta_X \cos \theta_X| + 4|\sin \theta_Y \cos \theta_Y| + 8|\sin \theta_X \cos \theta_X \sin \theta_Y \cos \theta_Y|$$

for $\theta_X = \theta_Y = \theta_Z = \pi/4$. □

C. Proof of Corollary 2

We start with the $R_{\sigma}(\theta)$ gate. By using an appropriate local basis transformation and invoking Lemma 2, we can restrict our considerations to the $R_{XX}(\theta)$ gate, which is itself equivalent to the $R_{XX}(\theta)$ gate up to local unitaries. $R_{XX}(\theta)$ is already in the form of the KAK decomposition with $(\theta_X, \theta_Y, \theta_Z) = (\pi/2, \theta, \theta)$.

By Theorem 1, this directly implies

$$\gamma_{LOC}(R_{XX}(\theta)) = \gamma_{LO}(R_{XX}(\theta)) = 1 + 4|\sin \frac{\theta}{2} \cos \frac{\theta}{2}| = 1 + 2|\sin \theta|.$$

Next we consider the controlled-rotation gate $CR_{\sigma}(\theta)$. Again, by using an appropriate basis transformation on the target qubit, we can restrict our considerations to the $CR_X(\theta)$ gate. It is equivalent to the $R_{XX}(\theta/2)$ gate up to local unitaries:

$$CR_X(\theta) = (H \otimes X(\theta/2)) R_{XX}(\theta/2) (H \otimes I), \tag{22}$$

where $H$ is the Hadamard gate and $I$ the identity gate. Hence, we have

$$\gamma_{LOC}(CR_X(\theta)) = \gamma_{LO}(CR_X(\theta)) = 1 + 2|\sin(\theta/2)|.$$

As mentioned in the main text, every two-qubit Clifford gate is equivalent (up to local unitaries) to either the identity gate $I$, the CNOT gate, the iSWAP gate or the SWAP gate. By Lemma 2, it therefore suffices to only consider these four gates. The identity gate trivially fulfills $\theta_X = \theta_Y = \theta_Z = 0$. The CNOT gate has a KAK decomposition with angles $(\theta_X = \pi/4, \theta_Y = 0, \theta_Z = 0)$, the iSWAP gate has $(\theta_X = \pi/4, \theta_Y = \pi/4, \theta_Z = 0)$, and the SWAP gate has $(\theta_X = \pi/4, \theta_Y = \pi/4, \theta_Z = \pi/4)$ [25]. As a result, Theorem 1 implies

$$\gamma_{LOC}(\text{CNOT}) = \gamma_{LO}(\text{CNOT}) = 3, \quad \gamma_{LOC}(\text{iSWAP}) = \gamma_{LO}(\text{iSWAP}) = 7, \quad \gamma_{LOC}(\text{SWAP}) = \gamma_{LO}(\text{SWAP}) = 7,$$

which completes the proof. □
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