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Abstract—Image outpainting gains increasing attention since it can generate the complete scene from a partial view, providing a valuable solution to construct 360° panoramic images. As image outpainting suffers from the intrinsic issue of unidirectional completion flow, previous methods convert the original problem into inpainting, which allows a bidirectional flow. However, we find that inpainting has its own limitations and is inferior to outpainting in certain situations. The question of how they may be combined for the best of both has as yet remained under-explored. In this paper, we provide a deep analysis of the differences between inpainting and outpainting, which essentially depends on how the source pixels contribute to the unknown regions under different spatial arrangements. Motivated by this analysis, we present a Cylin-Painting framework that involves meaningful collaborations between inpainting and outpainting and efficiently fuses the different arrangements, with a view to leveraging their complementary benefits on a seamless cylinder. Nevertheless, straightforwardly applying the cylinder-style convolution often generates visually displeasing results as it discards important positional information. To address this issue, we further present a learnable positional embedding strategy to incorporate the missing component of positional encoding into the cylinder convolution, which significantly improves the panoramic results. It is noted that while developed for image outpainting, the proposed algorithm can be effectively extended to other panoramic vision tasks, such as object detection, depth estimation, and image super-resolution. Code will be made available at https://github.com/KangLiao929/Cylin-Painting.

Index Terms—360° panoramic vision, image completion, spatial arrangement, positional encoding.

I. INTRODUCTION

Image outpainting aims to build a semantically consistent extrapolation beyond the image boundaries [2], [7], [12], [15], [18], [21], [26], [27], [31]. In this work, we consider the problem of outpainting 360° panoramic images. This is an important problem that can be applied to virtual reality and numerous applications on wearable devices. The study of panoramic vision problems also has gained heightened interest in recent years, such as semantic segmentation [53], [54], [55], [60], object detection [44], [49], depth estimation [43], [52], and optical flow estimation [42], etc. However, it is challenging to generate the panoramic context due to the large size of the missing regions and the unidirectionality of the information flow (Fig. 1).

To address the above problem, Kim et al. [13] convert the outpainting problem into an inpainting one, which allows bidirectional information flow as shown in Fig. 1. However, the inpainting method has its own issues and is inferior to outpainting in certain situations, while little literature has studied their relationships and limitations.

In this paper, we provide a deeper analysis that the difference between inpainting and outpainting essentially depends on how the source pixels contribute to the unknown locations under different spatial arrangements of the input image. The inpainting excels at building the data relevance from the inpainting method has its own issues and is inferior to outpainting in certain situations, while little literature has studied their relationships and limitations.

In this paper, we provide a deeper analysis that the difference between inpainting and outpainting essentially depends on how the source pixels contribute to the unknown locations under different spatial arrangements of the input image. The inpainting excels at building the data relevance from the inpainting method has its own issues and is inferior to outpainting in certain situations, while little literature has studied their relationships and limitations.
meaningful collaborations between the two families of image completion and efficiently fuses the different arrangements, to leverage their complementary benefits in a seamless cylinder. As shown in Fig. 1, our method offers an omnidirectional flow compared to the bidirectional flow in inpainting and unidirectional flow in outpainting. As a consequence, the proposed Cylin-Painting can reason the correlation between left and right boundaries, which enables semantically consistent 360° panoramic extrapolated results.

While the cylinder-style convolution can be efficiently implemented into panoramic images, directly exploiting it often leads to inferior results with disordered structures. Such degeneration is somewhat surprising considering the improved information flow of Cylin-Painting. To investigate this issue, we perform a comprehensive analysis of the feature maps and find that the problem is mainly caused by the missing positional information. Compared to the vanilla convolution, the cylinder-style convolution unintentionally discards the vertical positional encoding of CNN feature maps. As a consequence, the neural network fails to build the spatial correlation between the original content and the blank region, leading to visually unpleasant results. Based on this analysis, we present a new learnable positional embedding strategy to incorporate the missing component of positional encoding into the cylinder convolution, significantly improving the extrapolation results on the 360° panoramic image.

Extensive experiments on three public panoramic image datasets demonstrate the effectiveness of our approach. While developed based on image outpainting, the proposed solution can be effectively and flexibly applied to other panoramic vision problems, such as object detection, depth estimation, and super-resolution.

Our main contributions can be summarized as follows.

- To our knowledge, we are the first effort to analyze the essential difference between image inpainting and image outpainting theoretically and experimentally.
- By analyzing the essential difference between inpainting and outpainting, we propose a Cylin-Painting to efficiently fuse the different spatial arrangements of the input image, which also enables high-quality seamless 360° panoramic image extrapolation.
- We make an early attempt to systematically describe the strengths and limitations of positional encoding in CNNs. Furthermore, we tame the cylinder convolution with a novel learnable positional encoding, which essentially improves the generation results.
- Our method can serve as a plug-and-play module and flexibly extend to other 360° panoramic vision tasks, including both low-level and high-level ones.

II. RELATED WORK

A. Image Completion

Image completion is to generate the missing parts in incomplete images, it mainly includes the inpainting [7], [8], [30], [32], [33], [34], [35] and the outpainting [2], [7], [12], [15], [18], [21], [26], [27], [31]. In general, image outpainting is more challenging than inpainting because of the unidirectionality of the information flow. Sabini et al. [20] first proposed the learning-based outpainting with the powerful generation ability of the generative adversarial networks (GANs). SRN [26] was presented to gradually improve the outpainting performance using a feature expansion module and content prediction module. Teterwak et al. [21] conditioned the discriminator by pre-trained features from the InceptionV3 network, which helps the extrapolated results to match the original scene in the semantics space. A spiral generative network [7] is designed to conduct the image extrapolation following the perception fashion of humans. In addition to the normal field-of-view (FoV) image, FishEye-EX [57] and FlowLens [56] explore to further extend the scene’s FoV, designing polar coordinate-based outpainting strategy and flow-guided clip-recurrent transformer for fisheye images, respectively. FishDreamer [58] is then proposed to produce semantically consistent visual content beyond the fisheye FoV. This is achieved by collaboratively learning both the scene’s semantics and pixel patterns, while taking into account the fisheye’s polar distributions. There are some recent works designed for panoramic image outpainting [50], [51], [61], [62]. SIG-SS [50], [62] generates a spherical image from a few normal-field-of-view (NFoV) images while controlling the symmetry of generated scenes. EnvMapNet [61] trains a neural network by adjusting the pixel loss weights to consider variations in latitudinal information density resulting from the projection. OmniDreamer [51] leverages a transformer for diverse scene modeling and improves the properties of generated panoramic images. Although some works considered panoramic consistency, the significance of preserving positional information has remained unexplored.

B. Positional Encoding

With the success of Transformer-based networks over the past few years, more computer vision tasks have gained improvements over CNNs. Positional encoding is a crucial aspect of transformers, given their lack of inherent positional awareness. In the context of panoramic images, where spatial relationships between features are vital, some panoramic vision works [45], [46], [47] introduce panoramic-oriented positional encodings to compensate for the panoramic characteristics. Compared with these transformer-based solutions, our method revisits the positional perception of CNN architectures. While the cylinder-style convolution considers the left-right consistency of the panoramic image, we found it unintentionally discards the positional information and results in disordered generated images. Recent efforts also demonstrated that zero padding in CNNs can leak the positional information, enabling an implicit location-aware bias in the distribution of feature maps [1], [9], [11], [29]. Applying positional encoding in transformer-based solutions is indispensable and intuitive. Instead, our proposed learnable positional embedding is first motivated by the failure cases from cylinder-style convolution, and is then designed based on a comprehensive analysis of how CNNs learn the positional information. It collaborates with cylinder-style convolution to boost realistic and visually pleasant outpainting results.
III. PRELIMINARIES

A. Problem Statement

Given a narrow field-of-view image $I_N \in \mathbb{R}^{\theta \times \psi \times 3}$, our objective is to extrapolate semantically-consistent contents from both left and right boundaries, seamlessly reconstructing a 360° panoramic image $I_P \in \mathbb{R}^{\theta \times \psi \times 3}$ in an equirectangular projection (ERP) format [39]. In particular, $\theta$ is the azimuthal angle, and $\psi$ is the polar angle, where $0 < \theta < \theta' = 2\pi$.

Previous methods study inpainting and outpainting in isolation. Many researchers believe outpainting is more challenging than inpainting due to its one-side constraint, i.e., the information flow from source pixels to unknown target pixels is unidirectional. However, little literature comprehensively studied this point with theoretical or experimental analysis.

Dose the inpainting outperform the outpainting in all situations? Interestingly, we find the answer to this question is non-affirmative. In Fig. 2, we show an example in which the outpainting outperforms the inpainting. The ‘positive’ in Fig. 2 indicates a source pixel that has a close relationship to the target pixel, which helps the content reconstruction. The ‘negative’ indicates a source pixel irrelevant to the target pixel, which can confuse the scene reconstruction.

In this part, we give a deep analysis of inpainting and outpainting and then fusing the outputs from both. While converting the spatial arrangement to inpainting solves this problem, this solution has its own issue as shown in Fig. 3(a): while $T_1$ and $T_2$ are neighboring pixels, the inpainting leads to an abrupt change between $r_{S \rightarrow T_1}$ and $r_{S \rightarrow T_2}$, resulting in discontinuous completion results.

IV. CYLIN-PAINTING

Previous methods only convert outpainting into inpainting or vice versa, without leveraging their complementary benefits. A straightforward way to combine these two techniques is using a two-branch network to separately conduct inpainting and outpainting and then fusing the outputs from both branches, which, however, is not as effective and concise as the proposed Cylin-Painting as will be shown next. In this section, we explore how to realize the concept of Cylin-Painting to bridge the gap between inpainting and outpainting, and present a compact layer to efficiently fuse the different spatial arrangements.

A. Cylinder-Style Convolution

As described above, inpainting and outpainting have different effects on reconstructing a missing pixel, and their different spatial arrangements are complementary to each other. Therefore, we propose a cylinder-style convolution layer to realize meaningful collaborations between these two kinds of image completion methods.

Specifically, suppose that the input feature map $F_{\text{in}} \in \mathbb{R}^{\theta \times \psi \times C}$ is processed by $C'$ convolutional kernels:
The cylinder-style convolution layer can be written as:

\[
F_{out}(\theta, \varphi, t) = (K^t \ast F_{in})(\theta, \varphi) = \sum_{c=1}^{C} \sum_{m=-M}^{M} \sum_{n=-N}^{N} K^t(m + M, n + N, c) \cdot F_{in}(\mathcal{M}(s_\theta \theta - m), s_\varphi \varphi - n, c),
\]

where \(F_{out}^t\) is the \(t\)-th feature map of the output \(F_{out} \in \mathbb{R}^{C \times \Omega \times \Psi \times \Theta}\), \(\ast\) is the convolution operation, \(s = [s_\theta, s_\varphi]\) represents the stride, \(\mathcal{M}\) denotes the modulo division and can be efficiently realized with circular padding.

Previous methods use the vanilla convolution that pads the boundary with zero values, leading to a seamed outpainting effect on the panoramic image. Instead, by building connections between the left and right contents on the circular surface, our Cylin-Painting enables a seamless and consistent extrapolation result.

### B. Network Architecture

Similar to existing conditional image generation methods, the proposed Cylin-Painting is based on a GAN framework which consists of a generator network \(G\) and a discriminator network \(D\). Specifically, the generator shares a similar architecture with the U-Net, which takes an incomplete image and a mask as the input and produces the reconstructed panoramic image. The cylinder-style convolution is used to replace each convolutional layer in the U-Net, where the gating mechanism [33] is also incorporated. In addition, we use the spectral normalization [38] to normalize all layers in \(D\) to satisfy the Lipschitz constraints of Wasserstein GANs [37].

### V. POSITIONAL ENCODING IN CYLIN-PAINTING

As described above, we exploit a cylinder-style convolution to combine the benefits of inpainting and outpainting. Although such a design enables a seamless and consistent completion result across image boundaries, we empirically find that it may lead to inferior visual appearances with disordered image structures. In this section, we unveil the cause of this issue and propose a novel method to address it.

#### A. Feature Map Visualization

An intuitive way to investigate how neural networks work is feature map visualization. By comparing the feature map of each layer of the vanilla convolutional network and cylinder-style network in Fig. 4, we can observe several intriguing phenomena that help explain why the performance degrades for a straightforward implementation of Cylin-Painting: (i) The outpainting process is progressive: the empty region is filled layer by layer till the end of the encoder network (Layer-10), and the decoder part starting from Layer-11 mainly improves the details of the completed image. (ii) In the feature maps, some straight-line patterns emerge and gradually expand from the edge to the center region. (iii) Compared to the outpainting network with the vanilla convolution, the cylinder-style convolution does not have vertical lines in feature maps. Therefore, we hypothesize that the potential reason behind the decreased performance is the missing vertical line patterns.

### B. Line Patterns

Based on the above observations, we raise the following two questions: where the lines come from, and what the lines represent, which are separately answered below.

1) **The Line Patterns are Accidentally Introduced by Zero Padding:** Zero padding is an essential component of modern CNN networks, e.g., in VGG [40] and ResNet [41]. It extends the feature map with zero values and is mainly used for maintaining the size of the feature maps throughout the network. The padding size is often chosen based on the kernel size, stride, and dilation rate. With zero padding, when a convolutional kernel extracts the feature at the boundary of an image, the abrupt changes between the zero values and original RGB information are mistakenly recognized as an edge. For brevity, we consider a 1D convolution between the left-side vertical lines \(L_n \in \mathbb{R}^{\Theta \times P}\) and \(C^t\) 1D convolutional kernels \(\{K^t \in \mathbb{R}^{(2M+1) \times C}, t = 1, \ldots, C\}\). By applying a left-side zero padding \(Z \in \mathbb{R}^{\Theta \times M}\), we can obtain the line patterns \(L_{n+1} \in \mathbb{R}^{\Theta \times (p+M)}\) in the next feature map:

\[
L_{n+1}(\theta, \varphi, t) = (K^t \ast (Z \parallel L_n))(\theta, \varphi + M) = \sum_{c=1}^{C} \sum_{m=-M}^{M} K^t(m + M, c) \cdot (Z \parallel L_n)(\theta, \varphi + M - m, c),
\]

where \(\parallel\) indicates the concatenation operation at the width dimension. The horizontal lines can also be described using the above equation by changing the convolution and concatenation from 1D to 2D. As the number of convolutional layers increases, the edge effect or line patterns will be increasingly more noticeable with more zero padding involved.

In contrast, the proposed cylinder-style convolution naturally avoids zero padding in the horizontal direction by introducing the modulo operation \(\mathcal{M}\) in Eq. 3. Therefore, the feature maps of Cylin-Painting do not have the vertical line patterns in Fig. 4.

2) **The Line Patterns Encode Positional Information:** From Fig. 4, we can find that the pixel values in the line patterns are decided by spatial locations. Hence, these patterns can be seen as a kind of positional marks indicating relative positions in shallow network layers. Moreover, the horizontal and vertical lines can interweave into a dense grid \(G\) at the deep convolutional layers such as Layer-10 and Layer-11, which potentially provides an implicit positional encoding for global spatial perception:

\[
G(\theta, \varphi) = L^{h}(\theta, \varphi) \oplus L^{v}(\theta, \varphi),
\]

where \(\oplus\) denotes the element-wise addition of the horizontal and vertical lines. In other words, except for maintaining the size of the feature map, zero padding unintentionally introduces the position information into the feature map, which is beneficial for image reconstruction. This explains our empirical observation that a straightforward version of Cylin-Painting without zero padding leads to degraded results. We refer to the position encoding induced by the zero padding in CNNs as the padding position encoding (PPE).
C. Zero Padding

Except for positional encoding, our extensive experiments show that there are more underlying strengths and limitations behind the zero padding.

Random noise is usually used for image generation in GANs. As a typical example, for StyleGAN [10], random latent vectors are mapped into different styles, which is shown to have the capability of controlling the generation results. Similarly, we find that the zero padding can also provide the latent vectors or *pigments* for our conditional generation task. The neural network learns to rearrange these pigments and construct a plausible distribution, thus relieving the burden of generating the contents from zero. To experimentally verify this finding, we set the dilation rate of all convolutional layers to 1, which leads to some empty regions without line patterns in the last feature maps of the decoder. As shown in Fig. 5, the generative network can recover consistent semantics from these line patterns. By contrast, the unfilled regions without the line patterns still remain invalid in the generated image.

While the zero padding shows potential benefits for positional encoding and conditional generation, we argue its limitations as follows. First, compared to the sinusoidal positional encodings (SPE) in Transformers, the position information leaked by zero padding (PPE) is implicit and spatially unbalanced as shown in Fig. 6. In particular, we visualize different responses in the line patterns by fitting a polynomial model. As we can notice, SPE describes a more explicit and more stable spatial variance than PPE. Moreover, due to the fixed receptive field of the convolutional kernel, PPE grows slowly at the shallow layers in a neural network. Consequently, the unbalanced distribution of PPE cannot facilitate sufficient positional perception in CNNs. Third, our experiments demonstrate that zero padding tends to destroy local details in feature maps, which decreases the performances on low-level vision tasks such as image super-resolution. In the view of signal processing, the line artifact induced by zero padding can be regarded as additive high-frequency noise. It weakens the initial response on feature maps and violates the principle of detail preservation in low-level vision tasks. More experimental results will be shown in Section VI-D.

Finally, zero padding may influence the patterns of learned convolution kernels. In the implementation, we exploit three padding strategies for the same network: zero padding (both vertical and horizontal), circular padding (vertical), circular padding (vertical) + mirror padding (horizontal). We visualize the convolutional kernels and the feature maps in Fig. 7. It is evident that more horizontal and vertical patterns exist in kernels with the zero padding setting. The reason is that zero padding introduces more line patterns into the feature map, which are considered as one part of training data and further influence the kernel weights. We also compute the specific numbers of different kernel patterns as listed in Table I. Note that the numbers of introduced line patterns are descending from zero padding, circular padding, to circular padding + mirror padding. We have two observations: (i) In contrast to zero padding, circular padding enables fewer kernels with
Fig. 7. Influence of padding strategy on the convolutional kernel. Red dotted boxes highlight some kernels with high weights in horizontal or vertical structures. Zero padding introduces the most line artifacts on the feature map, and thus the patterns of learned kernels are less diverse than others.

| Types | Zero | Circular | C + M |
|-------|------|----------|-------|
| Horizontal (H) | 11   | 15       | 2     |
| Vertical (V)     | 12   | 5        | 8     |
| H + V            | 23   | 20       | 10    |
| Others           | 41   | 44       | 54    |

vertical patterns due to the discarded vertical lines. (ii) The kernel’s pattern is the most varied in the C + M case, where the feature maps contain no line artifacts.

To summarize, we highlight several properties of the zero padding:

- **Strengths:**
  - Maintaining the size of the feature map.
  - Providing positional encoding.
  - Pigment for a conditional generation.

- **Limitations:**
  - Implicit positional representation.
  - Unbalanced spatial distribution.
  - Additive noises for local details.
  - Restricting diversity of the kernel patterns.

Based on the aforementioned discussions, we investigate a new positional embedding method below, which addresses the limitations while retaining the advantages of zero padding.

### D. Learnable Positional Embedding

Although PPE is automatically learned by CNNs, it cannot represent clear and compact position information. In addition, PPE could influence the local details on the feature map and the pattern variety of convolutional kernels. Inspired by the hand-crafted sinusoidal positional encoding (SPE) in the transformer, we present a learnable positional embedding that can be effectively integrated into the cylinder-style convolution.

Recall that in Transformers, 1D SPE can be described by the combination of sine and cosine functions of different frequencies. For the 360° panoramic image, a 2D SPE should be the concatenation of the 1D SPEs in azimuthal and polar angles:

$$\left[ \sin(\omega_1 \theta), \cos(\omega_1 \theta), \ldots, \sin(\omega_1 \varphi), \cos(\omega_1 \varphi), \ldots \right], \quad (6)$$

where $\omega_i = 1/10000^{2k/d}$ and $d$ indicates the half of the total encoding dimensions.

In our Cylin-Painting, the cylinder-style convolution discards the positional information in azimuthal (horizontal) dimension as shown in Fig. 8. There are two problems that should be addressed before designing a new positional embedding: where to add and what to add. The experimental
results show that the network’s performance improves as the position information is gradually added to each convolutional layer. Note that we observe no performance gains when adding the position information into the decoder part. One possible reason is that the positional encoding has been transited from the encoder to the decoder via the skip connection.

On the other hand, although SPE provides multi-frequency positional information, existing methods use it by only separately adding every single frequency to feature maps, which cannot effectively exploit the abundant multi-frequency information. A more reasonable approach is to adaptively aggregate different frequencies of SPE before the combination with image features. Therefore, we design our learnable positional embedding as the following

\[
F_{out}^t(\theta, \varphi) = K_{out}^t[ F_{in}^t(\theta, \varphi) \oplus \sum_{c=1}^{C} K_{pe}^{c}(\cdot) \ast S(\theta, \varphi, c)] .
\]

This equation describes how to embed the learnable positional information into a cylinder convolutional layer based on Eq. 3, \(\oplus\) means the element-wise addition. Moreover, a \(1 \times 1\) kernel \(K_{pe}^{c}\) learns to select and combine the effective position information from the hand-crafted SPE \(S\). As illustrated in Fig. 8 (bottom), our learnable positional embedding can obtain an explicit, compact, and evenly-distributed 2D position map, which embodies both high-frequency/relative PE that describes the local spatial relationship of adjacent areas and low-frequency/absolute PE that offers a global positional encoding with a unique long-range relationship. More details about the proposed \(S\) will be discussed in Section VI-C.

VI. EXPERIMENTS

A. Experimental Settings

To comprehensively evaluate the performance of the proposed Cylin-Painting, we conduct extensive experiments on three 360° panoramic image datasets including outdoor and indoor scenes: SUN360 [28], Matterport3D [3], and 360SP [4]. For each dataset, we consider the image outpainting case with the resolution of \(256 \times 256 \rightarrow 512 \times 256\).

We train our Cylin-Painting framework with settings similar to Boundless [21]. In detail, we add the instance normalization [23] after each convolutional layer. During training, we keep the generative adversarial scheme, and a discriminator network is applied to promote the realizness of the results. The batch size of training is set to be 2. The input image and output results are linearly scaled to the range \([-1, 1]\). Adam optimizer with learning rates \(10^{-4}\) and \(10^{-3}\) are adopted for the generator network and discriminator network, respectively. We use a loss function that combines a pixel-wise \(\mathcal{L}_1\) loss and an adversarial loss \(\mathcal{L}_{adv}\) to train the Cylin-Painting, in which the balance factors are empirically set to \(\lambda_{gen} = 1\) and \(\lambda_{adv} = 10^{-2}\). To combine the strengths of image inpainting and outpainting, the generator network leverages cylinder-convolutions but unintentionally omits the positional information. To this end, the learnable positional embedding is integrated into the generator network and assists it in creating more realistic and orderly structured content. For the discriminator, it is mainly responsible for the judgment of the image fidelity between the ground truth and the generated image, and thus we keep it in the same configuration as the commonly used one. The computation complexity of the proposed Cylin-Painting is listed as follows: running time per image: 0.0117s, MACs: 54,323G, and the numbers of parameters: 3.457M. All the evaluations are conducted on an NVIDIA GeForce RTX 2080 Ti GPU.

B. Comparison Results

1) Quantitative Evaluation: Following previous image outpainting methods, we use three metrics to evaluate the performance: the peak signal-to-noise ratio (PSNR), the structural similarity index (SSIM), and Fréchet Inception Distance (FID). Previous works [2], [21], [26] verified that PSNR and SSIM are not optimal metrics for evaluating conditional image generation tasks. Instead, FID is generally regarded as a crucial metric, which is marked with an underline in Table II. We compare our approach with the state-of-the-art image outpainting methods: SRN [26], Boundless [21], NS-Outpainting [31], SpiralNet [7], Out2In [13]. Since the source codes of Out2In [13] are unavailable, we reproduce this work and achieve performance similar to that reported in the original paper. Then we compute three evaluation metrics using the difference between each extrapolated image and the ground truth image. As listed in Table II, although our approach only slightly outperforms other methods in PSNR and SSIM, we lead all SOTA methods with a clear margin in terms of the FID metric.

2) Qualitative Evaluation: In Fig. 9, we show the results of the baseline methods and ours on three 360° panoramic image datasets. Intuitively, the results generated by SRN [26] and NS-Outpainting [31] suffer from poor extrapolated contents with unrelated objects and artifacts. Although more visually pleasing results are produced by Boundless [21] and Out2In [13], noticeable fractures of semantics occur near the boundary, as the spatial distance to the source region increases. Since the state-of-the-art Out2In [13] converts the challenging image outpainting problem into an inpainting one, the convolutional kernel is able to exact the features across original image boundaries. Thus, it achieves promising performance on image consistency beyond other baselines. Nevertheless, our method efficiently fuses different spatial arrangements of both outpainting and inpainting, showing more realistic image quality than Out2In [13].

3) Panoramic Outpainting Evaluation: Beyond the comparison of the classical image completion methods, we further compared the proposed method with the state-of-the-art panoramic outpainting works. In particular, we have compared OmniDreamer [51], SIG-SS [62], and EnvMapNet [61] with the proposed method, and the comparison results are shown in Figure 10. Following the comparison setting in OmniDreamer [51], we also divided the scene into outdoor and indoor. Figure 10 shows the state-of-the-art OmniDreamer [51] outperforms previous methods [61], [62] regarding the panoramic consistency and diversity of details. Instead, our method excels at content fidelity such as the...


**TABLE II**

Quantitative Evaluation of the 360° Panoramic Image Extrapolation Results Obtained by Different Methods, in Which All Methods Are Evaluated on Three Panoramic Datasets: SUN360 [28] (Left), Matterport3D [3] (Middle), and 360SP [4] (Right). Note that FID (Marked With Underline) Is Generally Regarded as a Crucial Metric for the Image Generation Task.

| Method              | FID ↓ | PSNR ↑ | SSIM ↑ | FID ↓ | PSNR ↑ | SSIM ↑ | FID ↓ | PSNR ↑ | SSIM ↑ |
|---------------------|-------|--------|--------|-------|--------|--------|-------|--------|--------|
| SRN [27]            | 59.40 | 17.79  | 0.70   | 42.56 | 16.62  | 0.72   | 46.48 | 17.41  | 0.69   |
| NS-OP [32]          | 68.27 | 16.12  | 0.61   | 79.82 | 16.81  | 0.67   | 79.27 | 17.11  | 0.63   |
| Boundless [21]      | 53.43 | 17.39  | 0.64   | 37.13 | 17.33  | 0.62   | 30.12 | 17.32  | 0.64   |
| SpiralNet [6]       | 55.52 | 17.30  | 0.64   | 34.10 | 17.01  | 0.69   | 33.97 | 17.61  | 0.68   |
| Out2In [14]         | 51.29 | 17.57  | 0.65   | 33.13 | 17.21  | 0.71   | 37.48 | 17.96  | 0.69   |
| **Ours**            | **42.13** | **17.86** | **0.69** | **30.23** | **17.49** | **0.73** | **20.78** | **18.60** | **0.71** |

**TABLE III**

Quantitative Evaluation on the State-of-the-Art Panoramic Image Outpainting Works: SIG-SS [62], EnvMapNet [61], and OmniDreamer [51], in Terms of FID Metric ↓

| Method    | FID ↓ | PSNR ↑ | SSIM ↑ | FID ↓ | PSNR ↑ | SSIM ↑ |
|-----------|-------|--------|--------|-------|--------|--------|
| Indoor    | 43.05 | -      | 33.23  | 30.23 |        |        |
| Outdoor   | -     | 35.04  | 27.29  | 20.78 |        |        |

**Fig. 9.** Visual comparison of different methods on three datasets. We show the input image, the outpainting results of SRN [26], Boundless [21], NS-Outpainting [31], Out2In [13], and Ours. The arrows highlight the artifacts and inferior generated regions.

**Fig. 10.** Visual comparison on the state-of-the-art panoramic image outpainting works: SIG-SS [62], EnvMapNet [61], and OmniDreamer [51].

**Fig. 11.** Training loss comparisons of the inpainting, outpainting, and our Cylin-Painting on SUN360 [28] and Matterport3D [3].

**C. Ablation Study**

To validate the effectiveness of different components in our approach, we conduct an ablation study in regard to spatial arrangement and positional encoding.

complete lane lines and smooth floor, which is also verified by the quantitative evaluation in Table III.
1) Spatial Arrangement: As described in Section III-B, the difference between inpainting and outpainting essentially depends on how the source pixels contribute to the unknown locations under different spatial arrangements. As illustrated in Fig. 11, we show the training loss curves of the inpainting, outpainting, and our Cylin-Painting. We can observe that by converting the outpainting to the inpainting, the introduced bidirectional flow is capable of relieving the learning burdens of the neural network, achieving better convergence on both two panoramic datasets. However, individually exploiting the inpainting or outpainting cannot trade-off their relative benefits, and thus limits the potential collaborations and further improvements. Our Cylin-Painting, by contrast, efficiently fuses the different spatial arrangements in inpainting and outpainting, promoting the learning model to converge faster and better.

2) Positional Encoding: Although the cylinder convolution considers the prior in 360° panoramic images, it discards the azimuthal/horizontal positional information as shown in Fig. 8. Thus, it is hard for the network to build an accurate spatial relationship between the original contents and generated contents, leading to inferior outpainting results with disordered structures. In Fig. 12 (left), the baseline network equipped with the cylinder convolution (CC) even cannot beat the baseline. Further combined with our learnable positional embedding (PE), the network gains the crucial location-aware ability. Thus the final performance achieves impressive improvements beyond the baseline as depicted in Fig. 13.

On the other hand, there are various positional information provided by sinusoidal positional encoding (SPE). It is unreasonable to apply all information into limited convolutional layers. In Fig. 12 (right), we show eight channels from 128-dim SPE; they represent the 2D positional information from relative position (high-frequency) to absolute position (low-frequency), from polar dimension to azimuthal dimension. To determine which type of positional encoding is needed in CNNs, we conduct extensive experiments as listed in Table IV. From these results, we can conclude that the absolute polar (AP) positional encoding allows the best benefit for the learning model. This experimental result supports the analysis in Section V-D. We also found that when using all channels of SPE (ALL) or applying the AP positional encoding into vanilla convolutions (AP*), the performance degenerates inferior to the baseline. Such a phenomenon indicates that CNNs are sensitive to hybrid and ambiguous positional information.

We also incorporate the panoramic-oriented positional encodings [45], [46], [47] into our framework. In Figure 14, while the panoramic-oriented positional encoding enforces the panoramic characteristics in the outpainting results, it would introduce some unreasonable structures on objects, such as the ground and building. Compared to directly using the positional encoding strategy in Transformer-based solutions, our learnable positional embedding is customized for CNNs, which learns to select gainful positional information in terms of different scenarios.

D. Applications to More Panoramic Vision Tasks

While designed for panoramic image outpainting, our method can be effectively extended to other panoramic vision tasks, including high-level and low-level tasks. In the implementation, we leverage the proposed cylinder-style convolution (CC) and learnable positional embedding (PE) as a plug-and-play module for prevalent learning models.

1) Panoramic Depth Estimation: We choose a classical FRCN [14] and a state-of-the-art HR-Net [24] to conduct this experiment on the Stanford 2d3d dataset. Standard evaluation metrics are used for the quantitative evaluation—root mean

| Types | RA | RP | AA | AP | ALL | AP* |
|-------|----|----|----|----|-----|-----|
| SUN360 | 18.69 | 16.51 | 16.95 | 16.21 | 16.75 | 18.01 |
| Matterport3D | 15.95 | 15.01 | 14.53 | 13.85 | 14.36 | 16.41 |
| 360SP | 11.60 | 11.78 | 11.68 | 11.46 | 11.70 | 11.58 |

Fig. 14. Comparison of the panoramic-oriented positional encoding (top) and the proposed positional embedding (bottom) for panoramic image outpainting.
square error of linear metric (RMSE), and three relative accuracy metrics $\delta_1$, $\delta_2$ and $\delta_3$, defined for an accuracy $\delta_5$, as the fraction of pixels where the relative error is within a threshold of 1.25°. Table V illustrates the quantitative results of the baseline networks, in comparison with the improved version with our cylinder-style convolution (CC) and learnable positional embedding (PE). As mentioned in Section IV, while the cylinder convolution enables a seamless perception for panoramic images, it discards the polar positional encoding on the feature maps. As a result, directly exploiting the cylinder convolution into a panoramic depth estimation network decreases the accuracy of depth maps. When collaborating with our learned positions, the final version (baseline + CC + PE) significantly outperforms the baseline network on all metrics especially in the classical FRCN [14]. For the qualitative evaluation, we rotate the estimated depth map with 90° as shown in Fig. 15. We can observe that our solution can make the depth values more consistent across two original boundaries.

2) Panoramic Object Detection: The classical Faster-RCNN [19] is selected as the baseline network and the detection results are illustrated in Fig. 16. While excellent performance is achieved in the central region, the prevalent 2D detector fails to learn the key prior of the 360° panoramic image, i.e., the consistent spatial arrangement, ignoring the correspondence between the left and right boundaries. Consequently, the objects located at the boundary are difficult to detect accurately, as shown in Fig. 16 (top). By contrast, our cylinder-style convolution learns the semantic features on a consecutive circular surface, and thus helps to detect the missed objects and eliminate the false objects in Fig. 16 (bottom). Besides, our learnable positional embedding provides a clear and compact spatial location for the network, which further improves the detection performance with +0.47 mAP improvement beyond the baseline as listed in Table VI. Although the manually cyclical shift to the panoramic image helps detect the object at boundaries, it can lead to the discontinuity of other objects. Instead, our method perceives the whole scene on a seamless cylinder, thereby all objects can be completely detected without any rotations.

3) Panoramic Image Super-Resolution: We choose the RDN [36] and EDSR [16] as two baseline networks. As listed in Table VII, by replacing the vanilla convolution with cylinder-style convolution, the networks’ performance on content enhancement gains intuitive improvements without extra parameters introduced. Moreover, our solution enables a seamless panoramic image super-resolution as shown in Fig. 17, in which the stitched part of the left and right boundaries display smooth and consistent appearances. We also show the error map between super-resolution results and ground truth, in which the arrows point to the seams that exist in baseline methods. However, Table VII demonstrates that further combinations with the positional embedding (PE) decrease the network’s performance in terms of PSNR and SSIM.

4) Panoramic Semantic Segmentation: We select the state-of-the-art CBFC [59] as the baseline since its main framework is also CNNs same as our studied case. We integrate the proposed positional embedding strategy into the baseline [59]. The resulting model achieves an mIoU of 53.9, which is only slightly better than the original model’s 53.8. We hypothesize that this may be attributed to the crucial role of recovering...
detailed structures in segmentation, akin to the case of super-resolution, which diminishes the location advantages provided by positional encoding. This also indicates that further analysis and discussions are needed to fully address the complex relationship between these factors in segmentation tasks, which will be an interesting direction for future research.

In summary, different combinations of our solutions can effectively help various panoramic vision tasks. We also conclude that the combination of our solution depends on the type of vision task. For high-level vision tasks such as depth estimation and object detection, our cylinder-style convolution with the learnable positional embedding shows the best performance. The main reason is the high-level task requires clear and accurate position information, which facilitates building the spatial relationship of different semantics. By contrast, low-level vision tasks such as image super-resolution pay more attention to the enhancement/reconstruction of local details. In addition, the positional embedding and zero padding restrain the weak response on the feature map, violating the principle of high content fidelity. Therefore, using only the cylinder-style convolution can boost the panoramic super-resolution. We hope our solution and empirical study could promote the development of subsequent 360° panoramic vision tasks.

E. Limitation Discussion and Future Work

Our method achieves promising performance on the panoramic image outpainting and shows generalizability to other panoramic vision tasks. However, the idea of incorporating the inpainting and outpainting is hard to be applied to normal 2D images, since the inconsistent contents appear in their boundaries. In future work, we plan to address this limitation by devising a truncated information flow, to enable a general solution for image completion. Moreover, it is interesting to apply our method to handle multiple inputs. We believe our method can be flexibly extended to such a case by masking the original panorama into some individual regions. Then the proposed Cylin-Painting is finetuned to learn this new mapping relationship.

VII. CONCLUSION

In this work, we target the 360° panoramic image outpainting task. It is more challenging than image inpainting due to the one-side constraint. Previous methods convert the image outpainting problem to an inpainting one without extensively analyzing the difference and relationship between these two technologies. We close this gap by showing that their difference depends on how the source pixels contribute to the unknown locations under different spatial arrangements. To combine their benefits, we present a Cylin-Painting framework to efficiently fuse the different spatial arrangements on a cylinder. Moreover, we further equip the cylinder-style convolution with a learnable positional embedding, which essentially improves the extrapolation results. While targeting the image outpainting, our solution can serve as a plug-and-play module and flexibly extend to other panoramic vision tasks. Furthermore, we provide a comprehensive analysis of the zero padding and positional encoding in CNNs. This study shows possible effort directions for subsequent 360° panoramic vision tasks.

ACKNOWLEDGMENT

The authors would like to thank Zhijie Shen for valuable discussions and thank Keyao Zhao and Zishuo Zheng for their help in experiments.

REFERENCES

[1] B. Alsallakh, N. Kokhlikyan, V. Miglani, J. Yuan, and O. Reblitz-Richardson, “Mind the pad-CNNs can develop blind spots,” in Proc. ICLR, 2021, pp. 1–15.
[2] R. S. Bowen, H. Chang, C. Herrmann, P. Teterwak, C. Liu, and R. Zabih, “OCONet: Image extrapolation by object completion,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2021, pp. 2307–2317.
[3] A. Chang et al., “Matterport3D: Learning from RGB-D data in indoor environments,” 2017, arXiv:1709.06158.
[4] S.-H. Chang et al., “Generating 360 outdoor panorama dataset with reliable sun position estimation,” in Proc. SIGGRAPH Asia Posters, Dec. 2018, pp. 1–2.
[5] X. Chu et al., “Twins: Revisiting the design of spatial attention in vision transformers,” in Proc. Adv. Neural Inf. Process. Syst., vol. 34, 2021, pp. 9355–9366.
[6] A. Dosovitskiy et al., “An image is worth 16x16 words: Transformers for image recognition at scale,” in Proc. ICLR, 2021, pp. 1–22.
[7] D. Guo et al., “Spiral generative network for image extrapolation,” in Proc. Eur. Conf. Comput. Vis., 2020, pp. 701–717.
[8] L. Hongyu, J. Bin, S. Yibing, H. Wei, and Y. Chao, “Rethinking image inpainting via a mutual encoder–decoder with feature equalizations,” in Proc. Eur. Conf. Comput. Vis., 2020, pp. 725–741.
[9] M. A. Islam, S. Jia, and N. D. Bruce, “How much position information do convolutional neural networks encode?” in Proc. ICLR, 2020, pp. 1–11.
[10] T. Karras, S. Laine, and T. Aila, “A style-based generator architecture for generative adversarial networks,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2019, pp. 4396–4405.
[11] O. Semih Kayhan and J. C. van Gemert, “On translation invariance in CNNs: Convolutional layers can exploit absolute spatial location,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2020, pp. 14262–14273.
[12] B. Khurana, S. Ranjan Dash, A. Bhatia, A. Mahapatra, H. Singh, and K. Kulkarni, “SemIFE: Semantically-aware image extrapolation,” 2021, arXiv:2108.13702.

[13] K. Kim, Y. Yun, K.-W. Kang, K. Kong, S. Lee, and S.-J. Kang, “Painting outside as inside: Edge guided image outpaining via bidirectional rearrangement with progressive step learning,” in Proc. IEEE Winter Conf. Appl. Comput. Vis. (WACV), Jan. 2021, pp. 2121–2129.

[14] I. Laina, C. Rupprecht, V. Belagiannis, F. Tombari, and N. Navab, “Deeper depth prediction with fully convolutional residual networks,” in Proc. 4th Int. Conf. 3D Vis. (3DV), Oct. 2016, pp. 239–248.

[15] Y. Li, L. Jiang, and M.-H. Yang, “Controllable and progressive image extrapolation,” in Proc. IEEE Winter Conf. Appl. Comput. Vis. (WACV), Jan. 2021, pp. 2139–2148.

[16] B. Lim, S. Son, H. Kim, S. Nah, and K. M. Lee, “Enhanced deep residual networks for single image super-resolution,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit. Workshops (CVPRW), Jul. 2017, pp. 1132–1140.

[17] Z. Lin et al., “Swin transformer: Hierarchical vision transformer using shifted windows,” in Proc. IEEE/CVF Int. Conf. Comput. Vis. (ICCV), Oct. 2021, pp. 9992–10002.

[18] C.-N. Lu, Y.-C. Chang, and W.-C. Chiu, “Bridging the visual gap: Wide-range image blending,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2021, pp. 843–851.

[19] S. Ren, K. He, R. Girshick, and J. Sun, “Faster R-CNN: Towards real-time object detection with region proposal networks,” in Proc. Adv. Neural Inf. Process. Syst., vol. 28, 2015, pp. 91–99.

[20] M. Sabini and G. Rusak, “Painting outside the box: Image outpainting with GANS,” 2018, arXiv:1806.08482.

[21] D. Krishnan et al., “Boundless: Generative adversarial networks for image extension,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit. (CVPR), Oct. 2019, pp. 10520–10529.

[22] I. Tolstikhin et al., “MLP-mixer: An all-MLP architecture for vision,” in Proc. 35th Conf. Neural Inf. Process. Syst., vol. 34, 2021, pp. 24261–24272.

[23] D. Ulyanov, A. Vedaldi, and V. Lehtinen, “Improved texture networks: Maximizing quality and diversity in feed-forward stylization and texture synthesis,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit. (CVPR), Jul. 2017, pp. 4105–4113.

[24] J. Wang et al., “Deep high-resolution representation learning for visual recognition,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 43, no. 10, pp. 3349–3364, Oct. 2021.

[25] W. Wang et al., “Pyramid vision transformer: A versatile backbone for dense prediction without convolutions,” in Proc. IEEE/CVF Int. Conf. Comput. Vis. (ICCV), Oct. 2021, pp. 548–558.

[26] X. Wang, X. Shen, and J. Jia, “Wide-context semantic image extrapolation,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2019, pp. 1399–1408.

[27] Y. Wang, Y. Wei, X. Qian, L. Zhu, and Y. Yang, “Sketch-guided scenery image outpainting,” IEEE Trans. Image Process., vol. 30, pp. 2643–2655, 2021.

[28] J. Xiao, K. A. Ehinger, A. Oliva, and A. Torralba, “Recognizing scene viewpoint using panoramic place representation,” in Proc. IEEE Conf. Comput. Vis. Pattern Recognit., Jun. 2012, pp. 2695–2702.

[29] R. Xu, X. Wang, K. Chen, B. Zhou, and C. C. Loy, “Positional encoding as spatial inductive bias in GANS,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2021, pp. 13564–13573.

[30] C. Yang, X. Lu, Z. Lin, E. Shechtman, O. Wang, and H. Li, “High-resolution image inpainting using multi-scale neural patch synthesis,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit. (CVPR), Jul. 2017, pp. 4076–4084.

[31] Z. Yang, J. Dong, P. Liu, Y. Yang, and S. Yan, “Very long natural scenery image outpainting,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2022, pp. 1644–1653.

[32] K. Yang, X. Hu, L. M. Bergasa, E. Romero, and K. Wang, “PASS: Panoramic annular semantic segmentation,” IEEE Trans. Intell. Transp. Syst., vol. 21, no. 10, pp. 4171–4185, Oct. 2020.

[33] G. P. de La Garanderie, A. A. Abarghouei, and T. P. Breckon, “Eliminating the blind spot: Adapting 3D object detection and monocular depth estimation to 360 panoramic imagery,” in Proc. Eur. Conf. Comput. Vis., 2018, pp. 789–807.

[34] T. Hara, Y. Mukuta, and T. Harada, “Spherical image generation from a few normal-field-of-view images by considering scene symmetry,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 45, no. 5, pp. 6339–6353, May 2023.

[35] N. Akimoto, Y. Matsuoi, and Y. Aoki, “Diverse plausible 360-degree image outpainting for efficient 3DCG background creation,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2022, pp. 11431–11440.

[36] S. Gao, K. Yang, H. Shi, K. Wang, and J. Bai, “Review on panoramic imaging and its applications in scene understanding,” IEEE Trans. Instrum. Meas., vol. 71, pp. 1–14, 2022.

[37] T. Haas, K. Yang, and D. Stiefelhagen, “Panoramic panoptic segmentation: Insights into surrounding parsing for mobile agents via unsupervised contrastive learning,” IEEE Trans. Intell. Transp. Syst., vol. 24, no. 4, pp. 4438–4453, Apr. 2023.

[38] H. Shi, Q. Jiang, K. Yang, X. Yin, H. Ni, and K. Wang, “Beyond the field-of-view: Enhancing scene visibility and perception with clip-recursive transformer,” 2022, arXiv:2211.11293.

[39] K. Liao, C. Lin, Y. Wei, and Y. Zhao, “FishEyeX: Polar outpainting for extending the FOV of fisheye lens,” 2022, arXiv:2206.05844.
[58] H. Shi et al., “FishDreamer: Towards fisheye semantic completion via unified image outpainting and segmentation,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit. Workshops (CVPRW), Jun. 2023.

[59] Z. Zheng, C. Lin, L. Nie, K. Liao, Z. Shen, and Y. Zhao, “Complementary bi-directional feature compression for indoor 360° semantic segmentation with self-distillation,” in Proc. IEEE/CVF Winter Conf. Appl. Comput. Vis. (WACV), Jan. 2023, pp. 4501–4510.

[60] J. Zhang, K. Yang, C. Ma, S. Reiß, K. Peng, and R. Stiefelhagen, “Bending reality: Distortion-aware transformers for adapting to panoramic semantic segmentation,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2022, pp. 16896–16906.

[61] G. Somanath and D. Kurz, “HDR environment map estimation for real-time augmented reality,” in Proc. IEEE/CVF Conf. Comput. Vis. Pattern Recognit. (CVPR), Jun. 2021, pp. 11293–11301.

[62] T. Hara, Y. Mukuta, and T. Harada, “Spherical image generation from a single image by considering scene symmetry,” in Proc. AAAI Conf. Artif. Intell., 2021, pp. 1513–1521.

**Kang Liao** received the Ph.D. degree from Beijing Jiaotong University in 2023. From 2021 to 2022, he was a Visiting Researcher with the Max Planck Institute for Informatics, Germany. He is currently a Research Fellow with Nanyang Technological University (NTU), Singapore. His current research interests include computational imaging, image generation, and 3D vision.

**Xiangyu Xu** (Member, IEEE) received the B.E. and Ph.D. degrees from the Department of Electronic Engineering, Tsinghua University, Beijing, China, in 2013 and 2018, respectively. He is a Professor with Xi’an Jiaotong University, Xi’an, China. He was a Postdoctoral Fellow with the Robotics Institute, Carnegie Mellon University, Pittsburgh, PA, USA; and a Research Scientist with the Sea AI Laboratory, Singapore. He was a Visiting Scholar with the University of California Merced and Harvard University. His research interests include image processing, computer vision, and machine learning. He has won four winner awards in the two prestigious international competitions, such as NTIRE and AIM. He has served as the Area Chair for CVPR, ICLR, and BMVC; and a Senior Program Committee Member for AAAI and IJCAI.

**Chunyu Lin** (Member, IEEE) is currently a Professor with Beijing Jiaotong University (BJTU). From 2009 to 2010, he was a Visiting Researcher with the ICT Group, Delft University of Technology. From 2011 to 2012, he was a Postdoctoral Researcher with the Multimedia Laboratory, Gent University. His research interests include multi-view geometry, camera calibration, and virtual reality video processing.

**Wenqi Ren** (Member, IEEE) received the Ph.D. degree from Tianjin University, Tianjin, China, in 2017. From 2015 to 2016, he was supported by the China Scholarship Council and worked with Prof. Ming-Hsuan Yang, as a Joint-Training Ph.D. Student with the Electrical Engineering and Computer Science Department, University of California Merced. He is currently an Associate Professor with the School of Cyber Science and Technology, Sun Yat-sen University, Shenzhen Campus, Shenzhen, China. His research interests include image processing and related high-level vision problems.

**Yunchao Wei** is currently a Full Professor with Beijing Jiaotong University. He has conducted research with the National University of Singapore, the University of Illinois at Urbana–Champaign, and the University of Technology Sydney. He is a Project Leader of the National Key Research and Development Program for Young Scientists. His current research focuses on visual perception for imperfect data, multimodal data analysis, continual learning, and generative artificial intelligence. He has selected as an MIT TR35 China Awardee, a Baidu Global High-Potential Chinese Young Scholar, and recognized as one of the “Top 40 Rising Stars” by The Australian. He has received several awards, including the Ministry of Education’s First Prize in Natural Science for Higher Education Institutions in 2022, the First Prize in Natural Science from the China Society of Image and Graphics in 2019, the Discovery Early Career Researcher Award from the Australian Research Council in 2019, and the IBM C3SR Best Research Award in 2019. He is also a Champion of the Computer Vision World Cup ImageNet Object Detection in 2014 and has won multiple CVPR competitions.

**Yao Zhao** (Fellow, IEEE) received the Ph.D. degree from the Institute of Information Science, Beijing Jiaotong University (BJTU), Beijing, China, in 1996. From 2001 to 2002, he was a Senior Research Fellow with the Information and Communication Theory Group, Faculty of Information Technology and Systems, Delft University of Technology, Delft, The Netherlands. He is currently the Director of the Institute of Information Science, BJTU. He was named as a Distinguished Young Scholar by the National Science Foundation of China in 2010 and was elected as a Chang Jiang Scholar of the Ministry of Education of China in 2013.