Beating the SDP bound for the floor layout problem: A simple combinatorial idea
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Abstract

For many Mixed-Integer Programming (MIP) problems, high-quality dual bounds can obtained either through advanced formulation techniques coupled with a state-of-the-art MIP solver, or through Semidefinite Programming (SDP) relaxation hierarchies. In this paper, we introduce an alternative bounding approach that exploits the “combinatorial implosion” effect by solving portions of the original problem and aggregating this information to obtain a global dual bound. We apply this technique to the one-dimensional and two-dimensional floor layout problems and compare it with the bounds generated by both state-of-the-art MIP solvers and by SDP relaxations. Specifically, we prove that the bounds obtained through the proposed technique are at least as good as those obtained through SDP relaxations, and present computational results that these bounds can be significantly stronger and easier to compute than these alternative strategies, particularly for very difficult problem instances.

1 Introduction

A fundamental concept in optimization is the dual bound, which provides a proof on the quality of a given primal solution. Matching dual bounds (for minimization, a lower bound on the optimal cost) and primal bounds (e.g. the objective cost of a feasible solution) immediately provide a certificate of optimality, and for difficult optimization problems, tight bounds can provide confidence that an available solution is of sufficiently high quality.

Advances in computational methods [14] such as cutting-plane technology [31, 34] and formulation techniques [39] have made the generation of good bounds with a state-of-the-art Mixed Integer Programming (MIP) solver attainable for a great number of problems. However, there are still many classes of problems for which the generation of bounds remains a challenge. A common approach to generate bounds for such problems is to use Semidefinite Programming (SDP) techniques to construct hierarchies of relaxations that theoretically converge to the best possible bound (e.g. [25] and [17, Section 10]). Such SDP relaxations produce high quality bounds, but in practice can lead to semidefinite optimization instances which are too large to build in memory on a computer, much less solve to optimality.
In this work, we present an alternative combinatorial technique for constructing dual bounds that can sometimes significantly outperform, with regards to time and quality, the bounds obtained by both state-of-the-art MIP solvers and SDP relaxations. The technique is applicable to some specially structured MIP problems and exploits the *combinatorial implosion* effect present in MIP and combinatorial optimization problems: that is, slightly reducing the size of a problem can significantly reduce its solution time. To exploit this, the technique solves a series of fixed-sized subproblems obtained by only considering portions of the original problem and then aggregating the information to produce the global bound. This gives a polynomial-time bounding scheme that can be trivially parallelized and compares favorably against existing bounding techniques for certain problems, both theoretically and practically. In particular, we prove that when the technique is applied to a Floor Layout Problem (FLP), the bounds generated are equal or better than those obtained by SDP relaxations. We also present computational results that show that the technique can produce better bounds in less time than both SDP relaxations and state-of-the-art MIP solvers.

2 Combinatorial dual bounds

The dual bounding scheme attempts to take advantage of *combinatorial implosion*: that is, given a hard optimization problem, a smaller version is likely to be much easier to solve. To exploit this phenomena, we will take a difficult optimization problem and decompose it into many smaller optimization problems, which we may solve in a decentralized manner. Then, re-aggregating these subproblems, we may produce a dual bound on our original problem. We will perform this decomposition along certain subsets of the variables, which gives the scheme a combinatorial flavor.

For example, consider an optimization problem of the form \( \gamma \triangleq \min_{x \in Q} c^T x \) for some set \( Q \subseteq \mathbb{R}^n \) and \( c \in \mathbb{R}^n \). For some \( S \subseteq \{1, \ldots, n\} \) and \( u \in \mathbb{R}^n \), let \( u_S \in \mathbb{R}^{|S|} \) represent the projection of \( u \) on the components corresponding to \( S \). If the problem \( \min_{x \in Q} c^T x \) is particularly difficult, we could instead consider solving a restricted version of the problem over variables \( S \subseteq \{1, \ldots, n\} \), given by \( \gamma(S, P_S) \triangleq \min_{x_S \in P_S} c_S^T x_S \). Provided that \( P_S \supseteq \text{Proj}_S(Q) \triangleq \{x_S : x \in Q\} \), this gives a lower bound on \( \gamma^* \). Notationally, we take \( \gamma(S) \triangleq \gamma(S, \text{Proj}_S(Q)) \).

**Lemma 1.** If \( S \subseteq \{1, \ldots, n\} \) and \( P_S \supseteq \text{Proj}_S(Q) \), then

\[
\gamma(S, P) \leq \min_{x \in Q} c^T x_S \leq c_S^T x^*_S,
\]

where \( x^* \in \arg \min_{x \in Q} c^T x \).

**Proof.** The first inequality follows from the fact that \( \text{Proj}_S(Q) \subseteq P_S \); the second, since \( x^* \in Q \).

We can reinterpret Lemma 1 as producing an inequality \( \gamma(S, P_S) \leq c_S^T x^*_S \) that is valid for any feasible point \( x \in Q \). With this interpretation, we can imagine producing inequalities for many such sets \( S \subseteq \{1, \ldots, n\} \) and aggregating them into an optimization problem which will provide a dual bound for our original problem.

---

1Combinatorial implosion is a more optimistic corollary to the well-known *combinatorial explosion* effect, which is used throughout the folklore to describe the difficulty of many discrete optimization problems.
Theorem 1. Consider an optimization problem of the form $\gamma^* = \min_{x \in Q} c^T x$ for some set $Q \subseteq \mathbb{R}^n$, and assume that $\gamma^* > -\infty$. Take some family $S \subseteq 2^{[n]}$ and corresponding sets $P_S$, where $P_S \supseteq \text{Proj}_S(Q)$ for each $S \in S$. Then for any $R \supseteq Q$, $\gamma^* \geq \omega(S, \{P_S\}_{S \in S}, R)$, where

\begin{align}
    \omega(S, \{P_S\}_{S \in S}, R) & \mathrel{\overset{\text{def}}{=}} \min_{x \in R} c^T x \\
    & \text{s.t. } c^T x_S \geq \gamma(S, P_S) \quad \forall S \in S. \tag{1b}
\end{align}

Proof. If the original problem is infeasible ($Q = \emptyset$), then this statement is true by the convention that $\min_{x \in \emptyset} c^T x = \infty$. If the problem is bounded, consider an optimal $x^* \in \arg \min_{x \in Q} c^T x$; that is, $c^T x^* = \gamma^*$. We see that, from construction, $x^*_S \in P_S$ for each $S \in S$, and therefore $c^T_S x^*_S \geq \gamma(S, P_S)$ for all $S \in S$. Therefore, $x^*$ is feasible for the relaxed problem, and the bound follows.

In a slight abuse of notation, we will take $\omega(S) \mathrel{\overset{\text{def}}{=}} \omega(S, \{\text{Proj}_S(Q)\}_{S \in S}, R)$ when $R$ is understood to be a fixed relaxation for $Q$ (that is, fixed for different choices of $S$).

2.1 Applicability of Theorem 1

The potential strength of the bound from (1) depends on the variables sets $S$, but also the sets $R$ and $P_S$ we choose to optimize over. At one extreme, if we choose $R = Q$, (1) reduces to our original optimization problem $\min_{x \in Q} c^T x$ with a new set of redundant inequalities (1b), and so (1) will produce a tight bound but will likely be even more difficult to solve than the original problem. On the other extreme, if we take $R = \mathbb{R}^n$, then the strength of the bound is derived exclusively from the partial bounds (1b). A natural choice if $Q$ is a mixed-integer set is to take $R$ as the relaxation of $Q$ with integrality conditions dropped, which will generally be relatively easy to optimize over, while offering some additional strength to the bound (1).

Constructing the sets $P_S$ for $S \in S$ also poses an interesting challenge. Clearly if we take $P_S = \mathbb{R}^S$, we have $\gamma(S, P_S) = -\infty$, and so the strength of (1) will be solely determined by optimizing over the set $R$. Fortunately, for many optimization problems such as the floor layout problem, it is straightforward to construct sets $P_S$ by considering a family of optimization problems related to $Q$, but over smaller variable sets $S$. For example, for the FLP, we may construct $P_S$ by considering a smaller instance of the FLP with a smaller number of components, but otherwise the same problem data. In this way, we can avoid solving the original, difficult optimization problem, and compute a dual bound by instead solving many smaller instances of the same problem on a series of restricted index sets.

2.2 Computational advantages

The combinatorial bounding scheme from Theorem 1 involves computing a series of partial dual bounds and aggregating them. The bounding values $\gamma(S, P_S)$ can be computed in whatever convenient way, but if the sets $P_S$ are MIP-representable, a natural approach is just to use an off-the-shelf MIP solver. These computations can be carried out in parallel, and the set $S$ can be iteratively enlarged to produce tighter bounds as needed. Indeed, our experiments provide an instance where, if $R$ is simple enough to optimize over, the vast majority (> 99%) of the computational time is spent in computing the bounds $\gamma(S, P_S)$ which can be done completely in parallel before the relatively cheap reduction problem (1).
2.3 Computational complexity

Similar to lifted hierarchies such as the Sherali-Adams or Lasserre hierarchies, this combinatorial bounding scheme yields a polynomial-time dual bounding scheme for appropriate choices of $S$. More precisely, consider the nested families $S_k = \{S \subseteq [n] : |S| \leq k\}$ and the case where $Q$ is a mixed-integer linear set. The corresponding combinatorial bound for level $k$ corresponds to solving $O(n^k)$ subproblems, each of which is a mixed-integer problem with at most $k$ binary variables. Therefore, for fixed $k$, the computational complexity of the combinatorial bounding scheme grows polynomially in the dimension $n$. Furthermore, when $k = n$, we recover a tight bound on the optimal cost.

**Proposition 1.** The combinatorial bounding scheme produces a hierarchy of dual bounds in the sense that, for any nested sets $S_1 \subset S_2 \subset \cdots S_{t-1} \subset S_t = 2^n$,

$$\omega(S_1) \leq \omega(S_2) \leq \cdots \leq \omega(S_{t-1}) \leq \omega(S_t) = \gamma^*.$$

3 Floor layout problem

The floor layout problem (FLP), sometimes also known as the facility layout problem, is a difficult design problem traditionally arising in the arrangement of factory floors and, more recently, the very-large-scale integration (VLSI) of computer chips. FLP consists of laying out $N$ rectangular components on a fixed rectangular floor $[0, L_x] \times [0, L_y]$ in such a way as to minimize the weighted sum of communication costs between the components. The components do not have fixed dimensions, but must have fixed area, differentiating this problem from a more traditional 2D packing problem.

A number of mixed-integer formulations for the FLP have been proposed in the literature [10, 33, 32, 35, 15, 22], though much of the work on the problem has been devoted to tailored heuristics [38, 6, 11, 12, 23, 26, 30, 27]. These heuristic approaches are often able to produce high quality solutions for large instances of FLP that are beyond the scope of exact MIP approaches. However, technology to obtain strong dual bound is not nearly as mature. To the best of our knowledge, [37] presents the most recent work on producing bounds for the FLP.

We will work with the unary formulation (2) of FLP from [22], which is closely related to the FLP2 formulation from [33]; we refer the reader to [22] for a more thorough discussion of alternative formulations. Notationally, we take $C$ as the set of components (for the moment, $C = [N]$) and...
The one-dimensional floor layout problem (1D-FLP) is the restriction of the FLP to a single direction: say, $x$. That is, it is the FLP where we impose that $z_{i,j}^y = 0$ for all $(i,j) \in P(C)$. When restricted to a single direction, there always will be an optimal solution with $\ell^x_i = lb^x_i$ for all $i \in C$, so we remove the widths as decision variables from the 1D-FLP. Equivalently, 1D-FLP is the problem of finding an optimal permutation of $N$ components in a line, such as to minimize the weighted sum of pairwise distances between the components.

Besides being an interesting problem in its own right, the 1D-FLP is a simpler problem that encompasses many of the challenges of solving the FLP.

A natural MIP formulation (3) for the 1D-FLP, due to [29], is obtained by restricting the (two-dimensional) floor layout problem to a single dimension and fixing the widths to their lower bounds.
\[
\min_{c,d,z} \sum_{i,j} p_{i,j} d_{i,j} \\
\text{s.t.} \\
d_{i,j} \geq c_i - c_j \quad \forall (i, j) \in P(C) \\
d_{i,j} \geq c_j - c_i \quad \forall (i, j) \in P(C) \\
c_i + \ell_i \leq c_j - \ell_j + L(1 - z_{i,j}) \quad \forall i, j \in C, i \neq j \\
z_{i,j} + z_{j,i} = 1 \quad \forall (i, j) \in P(C) \\
0 \leq c_i \leq L \quad \forall i \in C \\
d_{i,j} \geq 0 \quad \forall (i, j) \in P(C) \\
0 \leq z_{i,j} \leq 1 \quad \forall i, j \in C, i \neq j \\
z_{i,j} \in \{0, 1\} \quad \forall i, j \in C, i \neq j.
\] (3a)

We note that a fairly extensive body of literature has studied the 1D-FLP, in terms of IP formulations [3, 1, 4], dual bounds [2], and SDP approaches [5, 7, 8]. However, these formulations do not readily generalize to the two-dimensional FLP, and so we will maintain our attention in this work on formulations (2) and (3).

### 3.2 Combinatorial bounding scheme

We now specialize our dual bounding scheme for the 1D-FLP and FLP. For a given instance, consider the restricted problem on the components \(C \subseteq [N]\) and take the corresponding variables \(S(C) \stackrel{\text{def}}{=} \{(c_i, d_{j,k}, z_{j,k}, z_{k,j}) : i \in C, (j, k) \in P(C)\}\) for the 1D-FLP and \(S(C) \stackrel{\text{def}}{=} \{(c_i, d_{j,k}, \ell_i, z_{j,k}, z_{k,j}) : i \in C, (j, k) \in P(C)\}\) for the FLP; that is, all variables corresponding to components in the set \(C\).

**Proposition 2.** Consider some family \(\mathcal{C} \subseteq 2^{[N]}\). Then \(\gamma^* \geq \omega(\mathcal{C})\) for both the 1D-FLP and FLP, where

\[
\omega(\mathcal{C}) = \min_{d \geq 0} \sum_{(i,j) \in P([N])} p_{i,j} d_{i,j} \\
\text{s.t.} \\
\sum_{(i,j) \in P(C)} p_{i,j} d_{i,j} \geq \gamma(S(C)) \quad \forall C \in \mathcal{C}.
\] (4a)

**Proof.** First we consider the 1D-FLP. The result follows from Theorem 1 by observing that \(R = \mathbb{R}_+^C \times \mathbb{R}_+^{P(C)} \times \mathbb{R}_+^{2P(C)}\) outer approximates (3). Since the \(c\) and \(z\) variables do not appear in the objective, we may project them out and work solely on the objective variables \(d\). For each \(C \in \mathcal{C}\), we may take formulation (3) over components \(C\) as the outer approximation \(P_S \supseteq \text{Proj}_S(Q)\).

We can apply the same argument to the FLP, but also may aggregate the variables \(d_{i,j} \stackrel{\text{def}}{=} d^x_{i,j} + d^y_{i,j}\).

In particular, we will be interested in the nested families \(\mathcal{E}_k \stackrel{\text{def}}{=} \{C \subseteq [N] : |C| \leq k\}\). These provide a natural hierarchy for studying this bounding scheme. We will use the notation \(\omega_k \stackrel{\text{def}}{=} \omega(\mathcal{E}_k)\). Furthermore, we note for the case of \(\mathcal{E}_2\), the values \(\gamma(S(\{i,j\})) = \ell_i + \ell_j\) for the 1D-FLP and \(\gamma(S(\{i,j\})) = \min\{\ell^x_i + \ell^x_j, \ell^y_i + \ell^y_j\}\) for the FLP, respectively, are available in closed form. Therefore, \(\omega_2\) is also readily available as \(\omega_2 = \sum_{(i,j) \in P(C)} p_{i,j} (\ell_i + \ell_j)\) or \(\omega_2 = \sum_{(i,j) \in P(C)} p_{i,j} \min\{\ell^x_i + \ell^y_j, \ell^x_i + \ell^y_j\}\), respectively. We will be using this particular value for comparison later.
Finally, we note that, since many of the FLP instances have relatively sparse objectives (i.e., many \( p_{i,j} = 0 \)), we may remove some sets from \( C_k \) without affecting the quality of the bound. In particular, if there is some \( r \in C \subseteq C_k \) such that \( p_{r,s} = 0 \) for all \( s \in C \setminus \{r\} \), then \( \gamma(S(C)) = \gamma(S(C \setminus \{r\}) \) and also \( \sum_{(i,j) \in P} p_{i,j} d_{i,j} = \sum_{(i,j) \in P(C \setminus \{r\})} p_{i,j} d_{i,j} \) for any feasible \( d \). Since \( C \setminus \{r\} \subseteq C_k \), we may omit \( C \) from \( C_k \). In practice, this simple observation allows us to trim a significant number of sets, and is useful computationally.

4 Comparison to other dual bounds

With our combinatorial bounding scheme for the 1D-FLP, we now wish to compare the approach to other standard approaches for producing dual bounds for mixed-integer optimization problems.

4.1 LP relaxation quality

It is not hard to see that the formulation (3) produces a very weak dual bound; that is, the point

\[
\begin{align*}
\hat{c}_i &\leftarrow L/2 \quad \forall i \in C \\
\hat{d}_{i,j} &\leftarrow 0 \quad \forall (i,j) \in \mathcal{P}(C) \\
\hat{z}_{i,j} &\leftarrow 1/2 \quad \forall i,j \in C, i \neq j
\end{align*}
\]

is feasible for the relaxation \( \min \{(3a) : (3b - 3h) \) and has objective value zero. In other words, the LP relaxation provides no strengthening of the dual bound over the trivial observation that \( \min_{d \geq 0} \sum_{(i,j) \in P(C)} p_{i,j} d_{i,j} = 0 \) when \( p_{i,j} \geq 0 \).

We can improve the formulation by tightening the bounds on the objective variables:

\[
d_{i,j} \geq \ell_i + \ell_j \quad \forall i,j \in C, i \neq j.
\]

With these inequalities, the LP relaxation value now matches with the combinatorial bound \( \omega_2 \).

Similarly, for the FLP we have that the optimal cost of the relaxation \( \min \{(2a) : (2b - 2j) \) of (2) is zero, by considering the feasible solution

\[
\begin{align*}
\hat{c}_s^i &\leftarrow L_s/2 \quad \forall s \in \{x,y\}, i \in C \\
\hat{d}_{i,j}^s &\leftarrow 0 \quad \forall s \in \{x,y\}, (i,j) \in \mathcal{P}(C) \\
\ell_i^s &\leftarrow \max \{l_{i,x}^s, \sqrt{\alpha_i} \} \quad \forall s \in \{x,y\}, i \in C \\
\hat{z}_{i,j}^s &\leftarrow 1/4 \quad \forall s \in \{x,y\}, i,j \in C, i \neq j.
\end{align*}
\]

Similarly, imposing the valid inequalities

\[
d_{i,j}^x + d_{i,j}^y \geq \min \{l_{i,x}^x + l_{i,y}^y, l_{i,x}^y + l_{i,y}^x\} \quad \forall (i,j) \in P(C)
\]

(6)

gives a relaxation bound equal to the first level of the combinatorial bounding scheme, \( \omega_2 \).

4.2 Sparse valid inequalities for the 1D-FLP

Based on the observation that (5) and (6) help improve the bound of the LP relaxation, we might hope that we can identify some clever inequalities that produce stronger dual bounds. However, we
show next that any set of valid inequalities (of support-wise disjoint families of valid inequalities; see details below) that significantly tighten the dual bounds for 1D-FLP in comparison to \( \omega_k \) must be correspondingly dense. Sparse cutting-planes have good computational properties [40] and are preferred by solvers, and recently there has been considerable work towards understanding the strength of sparse cutting-planes in general [19, 18, 20].

Let \( C \subseteq [N] \). We call a valid (linear) inequality for (3) as having support over \( C \) if the only nonzero coefficients correspond to the decision variables \( S(C) \).

**Proposition 3.** Take \( k, t \in \mathbb{N} \) such that \( kt \leq N \). Let \( C^1, C^2, \ldots, C^t \subseteq [N] \) such that \( |C^l| = k \) for all \( l \in [t] \) and the \( C^l \)'s are pairwise disjoint. Consider the linear programming relaxation of formulation (3) augmented with any number of valid inequalities where each valid inequality added has a support over some \( C^l \) for \( l \in [t] \). Then the optimal cost of the resulting linear program is no greater than \( \omega_k \).

**Proof.** Assume w.l.o.g. that \( C^1 = \{1, \ldots, k\} \), \( C^2 = \{k + 1, \ldots, 2k\} \), \ldots, \( C^t = \{k(t - 1) + 1, \ldots, kt\} \). Moreover w.l.o.g. we may assume that an optimal permutation of the 1D-FLP over components \( C^l \) is given by \( (k(l - 1) + 1, \ldots, kl) \).

Now consider two feasible solutions of 1D-FLP \((c^1, d^1, z^1)\) and \((c^2, d^2, z^2)\) given by

\[
\begin{align*}
  c^1_i &= \ell_i + 2 \sum_{j=1}^{i-1} \ell_j & \forall i \in [N] \\
  c^2_i &= \ell_i + 2 \sum_{j=i+1}^{N} \ell_j & \forall i \in [N] \\
  d^1_{i,j} &= |c^1_j - c^1_i| & \forall (i,j) \in P([N]) \\
  d^2_{i,j} &= |c^2_j - c^2_i| & \forall (i,j) \in P([N]) \\
  z^1_{i,j} &= \mathbf{1}[i < j] & \forall i, j \in [N], i \neq j \\
  z^2_{i,j} &= \mathbf{1}[i < j] & \forall i, j \in [N], i \neq j.
\end{align*}
\]

Since these are feasible layouts, they must be feasible w.r.t. (3) and the valid inequalities. Call the midpoint of these two points as \((\hat{c}, \hat{d}, \hat{z}) \equiv \frac{1}{2}(c^1, d^1, z^1) + \frac{1}{2}(c^2, d^2, z^2)\), i.e., \((\hat{c}, \hat{d}, \hat{z})\) is the point

\[
\begin{align*}
  \hat{c}_i &= L/2 & \forall i \in [N] \\
  \hat{d}_{i,j} &= |c^1_j - c^1_i| & \forall (i,j) \in P([N]) \\
  \hat{z}_{i,j} &= 1/2 & \forall i, j \in [N], i \neq j.
\end{align*}
\]

Since \((\hat{c}, \hat{d}, \hat{z})\) is a convex combination of two valid points, this point satisfies the valid inequalities that are added.

Now examine a new point \((\check{c}, \check{d}, \check{z})\) where all the \(d\)-variables which do not belong to the support of \( S(C^j) \) for some \( j \in [t] \) are set to 0 as follows:

\[
\begin{align*}
  \check{c}_i &= L/2 & \forall i \in [N] \\
  \check{d}_{i,j} &= \begin{cases} |c^l_j - c^l_i| & i, j \in C^l \text{ for some } l \in [t] \\ 0 & \text{o.w.} \end{cases} & \forall (i,j) \in P([N]) \\
  \check{z}_{i,j} &= 1/2 & \forall i, j \in [N], i \neq j.
\end{align*}
\]
Note two properties enjoyed by \((\tilde{c}, \tilde{d}, \tilde{z})\):

1. It satisfies all the constraints (except the integrality requirement on \(z\)-variables) in the formulation (3).

2. It is indistinguishable from solution \((\hat{c}, \hat{d}, \hat{z})\) on the variables \(\bigcup_{j \in [t]} S(C^j)\) and therefore satisfies the valid inequalities that are added.

Hence \((\tilde{c}, \tilde{d}, \tilde{z})\) is a valid solution to the linear program consisting of (3) together with the valid inequalities. Finally, observe that by our choice of \(p_{c, 1}, d_{1}, z_{1}\) with respect to the optimal permutation of 1D-FLP over the components \(C\), we have that the objective function value of \((\tilde{c}, \tilde{d}, \tilde{z})\) is equal to \(\sum_{i=1}^{t} \gamma(S(C^i))\). Hence the optimal cost of (3) augmented with the valid inequalities is at most \(\sum_{i=1}^{t} \gamma(S(C^i))\). It remains to show that \(\gamma_k \geq \sum_{i=1}^{t} \gamma(S(C^i))\) to complete the proof.

Refer to Proposition 2 and let \(d^*\) be an optimal solution of the LP corresponding to computation of \(\omega_k\). Then note that

\[
\gamma_k = \sum_{(i,j) \in P([N])} p_{i,j} d^*_{i,j} \geq \sum_{l=1}^{t} \sum_{(i,j) \in P(C^l)} p_{i,j} d^*_{i,j} \geq \sum_{l=1}^{t} \gamma(S(C^l)),
\]

where the first inequality follows from non-negativity of \(p_{i,j}\) and \(d^*_{i,j}\) and the assumption that \(C^l\)'s are pairwise disjoint, and the last inequality follows form the constraints satisfied by \(d^*\).

Proposition 3 shows that unless we use a large number of valid inequalities with non-disjoint supports, we are unlikely to beat the bound given by the combinatorial technique.

### 4.3 Lifted relaxations for the 1D-FLP

Next we consider the standard approach of constructing a lifted relaxation with auxiliary variables whose projection onto the the original space is (hopefully) a tight approximation of the feasible region. There are a host of frameworks for constructing these lifted representations in a generic way, with a natural distinction between those that result in linear optimization problems [9, 36]) and semidefinite optimization problems [28, 24].

The literature applying these techniques to combinatorial optimization problems—yielding both positive and negative results—is incredibly vast; we refer interested readers to the surveys of [16] and [25], as well as Chapter 10 of [17].

We will adapt these techniques to the mixed-integer setting for the 1D-FLP. A natural construction is to consider \(A\lambda \leq b\) as the system of linear inequalities defining the relaxation of (3), (with \(\lambda = (c, d, z)\)) and construct the nonlinear system

\[
zi,j(A\lambda - b) \geq 0 \quad \forall i, j \in [N], i \neq j \\
(1 - zi,j)(A\lambda - b) \geq 0 \quad \forall i, j \in [N], i \neq j,
\]

by multiplying by the integer variables and their complements. The system is then linearized by introducing auxiliary variables \(y(u, v)\) for the product \(uv\) of decision variables \(u\) and \(v\). For the product of the form \(z^2\), we substitute \(z_{r,s}\) after noting that \(u^2 = u\) for \(u \in \{0, 1\}\). For notational simplicity, we still write \(y(z_{r,s}, z_{r,s}) = z_{r,s}\).
This gives a lifted linear relaxation for (3), which is a mixed-integer analog to the first level of the Sherali-Adams construction; denote this the lifted LP representation. We may also consider adding a semidefinite constraint $M \succeq 0$ on the “moment matrix” $M$ given by

$$M_{I,J} = \begin{cases} 1 & I = J = \emptyset \\ z_{i,j} & I = (i,j), J = \emptyset \\ z_{i,j} & I = \emptyset, J = (i,j) \\ y(z_{i,j}, z_{r,s}) & \text{o.w. (} I = (i,j), J = (r,s) \text{)} \end{cases} \forall I, J \in \{(r,s) \in [N]^2 : r \neq s\} \cup \{\emptyset\}.$$

We denote this the lifted SDP representation, and note that it is reminiscent of the first level of the Lovász-Schrijver and Lasserre hierarchies, but in a mixed-integer setting.

We will show that applying either lifted representation to (3) does not improve the dual bound beyond the our closed-form combinatorial bound $\omega_2$.

**Proposition 4.** The lifted LP and SDP representations of formulation (3), augmented with inequality (5), have optimal cost equal to $\omega_2$.

We note that the hierarchies presented in the previous section by no means preclude other, stronger extended formulations that may be constructed in a problem-specific manner. Indeed, such an specialized SDP formulation exists for the FLP, although we show in the following section that it does not improve on the closed form bound $\omega_2$.

### 4.4 Ad-hoc SDP formulations for the FLP

We now turn our attention to lifted representations of the FLP. [37] present an SDP formulation for the entire FLP, which expresses the non-overlapping constraints (2f,2g,2k) with complementarity conditions over $-1/1$ variables, whose integrality are then relaxed in the standard way (see e.g. Chapter 10 of [17]). However, we show that the relaxation of this ad-hoc formulation produces a dual bound equal to the level-2 combinatorial bound $\omega_2$.

**Proposition 5.** The relaxation of the SDP formulation from [37] has optimal objective value equal to $\omega_2$.

## 5 Computational results

Having compared the strength of our combinatorial bounding scheme against existing standard methods in previous sections, we will now perform a computational comparison. Specifically, we will be interested in comparing the computational effort (as measured in running time) needed to construct the same dual bound value. Specifically, we compare our combinatorial bounding scheme against: (i) The dual bound provided by a MIP solver, (ii) the lifted LP representation, and (iii) the lifted SDP representation.

First, we will compare the second level of the combinatorial bound against the lifted LP and SDP representations. Since we have shown in Theorem 4 that the combinatorial scheme is no worse, we will compare the running time of the two approaches to construct the same bound.

Secondly, we will perform a comparison of the combinatorial bound and the dual bound from a state-of-the-art MIP solver. Since there does not exist a nice relationship between the quality of the bounds for the two, we instead will construct the combinatorial bound for different levels, and
Table 1: Running time (in seconds) for the combinatorial bounding scheme (CB), LP representation, and SDP representation on the 1D-FLP benchmark instances. T/O indicates that the solver did not terminate in 10 minutes.

|       | S8  | S8H | S9  | S9H | S10 | S11 | LW11 | P15 | P17 | P18 | AMI33 |
|-------|-----|-----|-----|-----|-----|-----|------|-----|-----|-----|-------|
| CB    | 1.9e-5 | 1.9e-5 | 2.4e-5 | 2.3e-5 | 2.9e-5 | 3.6e-5 | 3.4e-5 | 6.0e-5 | 7.6e-5 | 8.5e-5 | 3.2e-4 |
| LP    | 1.51 | 0.54 | 0.90 | 0.96 | 1.75 | 2.81 | 2.59 | 13.43 | 27.12 | 42.18 | T/O   |
| SDP   | 15.13 | 9.25 | 47.30 | 42.02 | 130.40 | 310.63 | 325.81 | T/O | T/O | T/O | T/O |

5.1 1D-FLP computational results

The benchmark instances are primarily culled from [3, 1], with one large-scale (AMI33) instance taken as an adapted FLP instance from the MCNC instance set (see [22]). Note that the number in the names indicate the number of components in the given instance.

In Table 1 we compare the running time of the combinatorial bounding scheme for \( k = 2 \) and the first level of the lifted LP and SDP representations. Recall from Proposition 4 that the combinatorial bound is at least as good as that from the lifted representations. Furthermore, we see that the combinatorial bound can be computed in less than \( 1e^{-4} \) seconds for all instances, since the partial bounds are available in closed form. Contrastingly, the LP representation takes on the order of seconds for most of the instances, and the SDP representation roughly an order of magnitude longer. In particular, we see that the SDP representation is too large to be solved in under 10 minutes for 15 intervals or more, and that the LP representation also is too large for the largest instance in the test set.

We also note that we attempted to construct the second level of our lifted representation (in the sense ofLovász-Schrijver and Lasserre), but were unable to solve the smallest 1D-FLP instance (or even build many of the instances in memory). Our assessment is that the lifted representations, while theoretically interesting, do not provide an off-the-shelf practical approach for this problem as they are too large and not sufficiently strong.

Our second set of trials compares the combinatorial scheme against a MIP solver (Gurobi) given the same amount of time. The results are shown in the left half of Table 2 for the combinatorial scheme \( \omega_k \) run for \( k \in \{2, 3, 4, 5\} \). We see that the combinatorial scheme does better on average,
although there are two instances where Gurobi is able to find the optimal solution very quickly. We see that it is relatively cheap to compute the combinatorial bound for smaller instances or for smaller values of $k$, although for the larger instances the bound can get expensive for larger $k$. However, Gurobi struggles even more on these difficult instances, and hence we see noticeable gains from including higher levels of the scheme. We note that, since evaluating $\omega_2$ is very inexpensive with the combinatorial bounding scheme, Gurobi is unable to return any dual bound on the problem in the same amount of time.

However, we stress that these results are restricted to formulation (3) for the 1D-FLP, as they do not compare against the bounds from [2] and [5, 7], which offer promising alternative dual bounds for the 1D-FLP.

5.2 FLP computational results

Our benchmark instance collection for the FLP is the same 11 instances from the literature used in [22]. In Table 3, we present the running times for computing $\omega_2$ from the combinatorial scheme and for the lifted SDP formulation in [37]; again, in Proposition 5 we have shown that the two approaches produce the same bound value. We do not include the lifted LP or lifted SDP formulations in the comparison, since none of the instances were able to build in memory in under 10 minutes, much less solve to optimality. We see that the SDP formulation from [37] fares slightly better, but is still only able to solve to optimality on the smaller instances ($\leq 10$ components), and in orders of magnitude more time than the combinatorial scheme requires.

In the right half of Table 2 we record the computational comparisons between the combinatorial bounding scheme and the dual bound produced by Gurobi. We see that the combinatorial bounding scheme uniformly returns a superior dual bound (with a single exception), sometimes by a significant margin. In particular, we highlight the last instance, A20M, a particularly difficult 20 component instance. The MIP solver is unable to make any noticeable progress on the dual bound of this problem, even after almost 10 minutes (this trend continues if the solver is left running for longer periods as well). In contrast, the combinatorial bounding scheme is able to make noticeable improvements to the gap at successively higher levels for $k$.

We are also cautiously optimistic that the gaps for the difficult instances would be significantly better (i.e. smaller) if the relative gap were computed with the true (unknown) optimal cost. This is because there is a wide body of literature constructing high-performing heuristics for the FLP that are likely to be of higher quality than those produced by the IP solver we used for this comparison.
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A Proof of Proposition 4

Proof. See that (5) immediately gives that the optimal cost can be no less than $\omega_2$; we just need to show that it can also be no greater. The linearized system (sans semidefinite constraint) is

\begin{align}
   d_{i,j} - c_i + c_j &\geq y(d_{i,j}, z_{r,s}) - y(c_i, z_{r,s}) + y(c_j, z_{r,s}) \geq 0 \\
   d_{i,j} + c_i - c_j &\geq y(d_{i,j}, z_{r,s}) + y(c_i, z_{r,s}) - y(c_j, z_{r,s}) \geq 0 \\
   L(1 - z_{i,j} - z_{r,s} + y(z_{i,j}, z_{r,s})) - c_i + c_j - (\ell_i + \ell_j)(1 - z_{r,s}) &\geq -y(c_i, z_{r,s}) + y(c_j, z_{r,s}) \\
   Lz_{r,s} - Ly(z_{i,j}, z_{r,s}) - y(c_i, z_{r,s}) + y(c_j, z_{r,s}) - (\ell_i + \ell_j)z_{r,s} &\geq 0 \\
   y(z_{i,j}, z_{r,s}) + y(z_{j,i}, z_{r,s}) &\geq z_{r,s} \\
   z_{i,j} + z_{j,i} &\geq 1 \\
   c_i &\geq y(c_i, z_{r,s}) \geq 0 \\
   L - c_i &\geq Lz_{r,s} - y(c_i, z_{r,s}) \geq 0 \\
   d_{i,j} - (\ell_i + \ell_j) &\geq y(d_{i,j}, z_{r,s}) - (\ell_i + \ell_j)z_{r,s} \geq 0 \\
   z_{i,j} &\geq y(z_{i,j}, z_{r,s}) \geq 0 \\
   1 - z_{i,j} &\geq z_{r,s} - y(z_{i,j}, z_{r,s}) \geq 0,
\end{align}
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Proof. See that (5) immediately gives that the optimal cost can be no less than $\omega_2$; we just need to show that it can also be no greater. The linearized system (sans semidefinite constraint) is

\begin{align}
   d_{i,j} - c_i + c_j &\geq y(d_{i,j}, z_{r,s}) - y(c_i, z_{r,s}) + y(c_j, z_{r,s}) \geq 0 \\
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for all \((i, j), (r, s) \in P([N])\). The proposed feasible solution is

\[
\begin{align*}
\hat{c}_i &\leftarrow L/2 \\
\hat{d}_{i,j} &\leftarrow \ell_i + \ell_j \\
\hat{z}_{i,j} &\leftarrow 1/2 \\
\hat{y}(c_i, z_{r,s}) &\leftarrow \begin{cases}
\frac{1}{2} (L/2 - \ell_s) & r = i \\
\frac{1}{2} (L/2 + \ell_r) & s = i \\
L/4 & \text{o.w.}
\end{cases} \\
\hat{y}(d_{i,j}, z_{r,s}) &\leftarrow \frac{1}{2} (\ell_i + \ell_j) \\
\hat{y}(z_{i,j}, z_{r,s}) &\leftarrow \begin{cases}
1/2 & i = r, j = s \\
0 & i = s, j = r \\
1/4 & \text{o.w.}
\end{cases}
\end{align*}
\]

for all \((i, j), (r, s) \in P([N])\). It is clear that this has objective value equal to \(\omega_2\), so it suffices to show feasibility w.r.t. (7), which may be verified. We go one equation at a time.

(7a) First, see that

\[
\hat{d}_{i,j} - \hat{c}_i + \hat{c}_j = \ell_i + \ell_j - L/2 + L2 = \ell_i + \ell_j.
\]

Next, see that

\[
-\hat{y}(c_i, z_{r,s}) + \hat{y}(c_j, z_{r,s}) \geq -\frac{1}{2}(\ell_i + \ell_j)
\]

\[
-\hat{y}(c_i, z_{r,s}) + \hat{y}(c_j, z_{r,s}) \leq \frac{1}{2}(\ell_i + \ell_j),
\]

Which implies that

\[
\ell_i + \ell_j \geq \hat{y}(d_{i,j}, z_{r,s}) - \hat{y}(c_i, z_{r,s}) + \hat{y}(c_j, z_{r,s}) \geq 0,
\]

giving the result.

(7b) Same as for (7a).

(7c) First, we see that the left-hand side reduces to

\[
L\hat{y}(z_{i,j}, z_{r,s}) - \frac{1}{2}(\ell_i + \ell_j).
\]

In the case that \((i, j) = (r, s)\), we need that

\[
L/2 - \frac{1}{2}(\ell_i + \ell_j) \geq -(L/4 - \ell_j/2) + (L/4 + \ell_i/2),
\]

which holds true. In the case that \((i, j) = (s, r)\), we need that

\[
-\frac{1}{2}(\ell_i + \ell_j) \geq -(L/4 + \ell_j/2) + (L/4 - \ell_i/2),
\]
which also holds true. In the case that \( i = r \) and \( j \neq s \),
\[
L/4 - \frac{1}{2}(\ell_i + \ell_j) \geq -(L/4 - \ell_s/2) + L/4,
\]
which holds from feasibility. For \( i = s, j \neq r \), we get
\[
L/4 - \frac{1}{2}(\ell_i + \ell_j) \geq -(L/4 + \ell_r/2) + L/4;
\]
for \( i \neq r, j = s \), we get
\[
L/4 - \frac{1}{2}(\ell_i + \ell_j) \geq -L/4 + (L/4 + \ell_r/2);
\]
for \( i \neq s, j = r \), we get
\[
L/4 - \frac{1}{2}(\ell_i + \ell_j) \geq -L/4 + (L/4 - \ell_s/2);
\]
for \( i, j \notin \{r, s\} \), we get
\[
L/4 - \frac{1}{2}(\ell_i + \ell_j) \geq -L/4 + L/4,
\]
all true statements. This exhausts all possible cases.

(7d) Similarly as to (7c), this reduces to showing that
\[
L/2 - \frac{1}{2}(\ell_i + \ell_j) - \tilde{y}(c_i, z_r, s) + \tilde{y}(c_j, z_r, s) \geq 0.
\]
In the case that \((i, j) = (r, s)\), we need that
\[
L/2 - \frac{1}{2}(\ell_i + \ell_j) - (L/4 - \ell_s/2) + (L/4 + \ell_r/2) \geq 0,
\]
which holds true. In the case that \((i, j) = (s, r)\), we need that
\[
L/2 - \frac{1}{2}(\ell_i + \ell_j) - (L/4 + \ell_j/2) + (L/4 - \ell_i/2) \geq 0,
\]
which also holds true. In the case that \( i = r \) and \( j \neq s \),
\[
L/2 - \frac{1}{2}(\ell_i + \ell_j) - (L/4 - \ell_s/2) + L/4 \geq 0,
\]
which holds from feasibility. For \( i = s, j \neq r \), we get
\[
L/2 - \frac{1}{2}(\ell_i + \ell_j) - (L/4 + \ell_r/2) + L/4 \geq 0;
\]
for \( i \neq r, j = s \), we get
\[
L/2 - \frac{1}{2}(\ell_i + \ell_j) - L/4 + (L/4 + \ell_r/2) \geq 0;
\]
for \( i \neq s, j = r \), we get
\[
L/2 - \frac{1}{2}(\ell_i + \ell_j) - L/4 + (L/4 - \ell_s/2) \geq 0;
\]
for \( i, j \notin \{r, s\} \), we get
\[
L/2 - \frac{1}{2}(\ell_i + \ell_j) - L/4 + L/4 \geq 0,
\]
all true statements. This exhausts all possible cases.
If \( p_{i,j} q \) then
\[
\hat{y}(z_{i,j}, z_{j,i}) + \hat{y}(z_{j,i}, z_{i,j}) = 0 + 1/2 = 1/2 = \tilde{z}_{r,s},
\]
Similarly if \( (i, j) = (r, s) \). Otherwise, we have
\[
\hat{y}(z_{i,j}, z_{r,s}) + \hat{y}(z_{j,i}, z_{r,s}) = 1/4 + 1/4 = 1/2 = \tilde{z}_{r,s}.
\]

(7f) Immediate.

(7g) Since \( 2\ell_i \leq L \) from feasibility,
\[
0 \leq \hat{y}(c_{i, s, r}) \leq L/2,
\]
which gives the result.

(7h) Using the fact from (7g), we get that
\[
L - \hat{c}_i = L/2
\]
\[
0 \leq L\tilde{z}_{r,s} - \hat{y}(c_{i, s, r}) \leq L/2,
\]
which gives the result.

(7i) Immediate from
\[
\hat{d}_{i,j} - (\ell_i + \ell_j) = 0
\]
\[
\hat{y}(d_{i,j}, z_{r,s}) - (\ell_i + \ell_j) \tilde{z}_{r,s} = \frac{1}{2}(\ell_i + \ell_j) - (\ell_i + \ell_j) \frac{1}{2} = 0.
\]

(7j) Immediate.

(7k) Immediate.

To show that the moment matrix satisfies the semidefinite constraint \( M \geq 0 \), consider that for the proposed solution,
\[
M_{I,J} = \begin{cases} 
1 & I = J = \emptyset \\
1/2 & I = J \neq \emptyset \\
1/2 & I = \emptyset \text{ or } J = \emptyset \\
0 & I = (i, j), J = (j, i) \\
1/4 & \text{o.w.}
\end{cases}
\forall I, J \in \{ (r, s) \in [N]^2 : r \neq s \} \cup \{ \emptyset \}.
\]
We will perform elementary row operations to reduce this to a triangular matrix, and then inspect the diagonal entries.
Produce $M'$ by adding $-1/2$ times the first row ($\emptyset$) to each row $I \neq \emptyset$. Then

$$M'_{I,J} = \begin{cases} 
1 & I = J = \emptyset \\
1/4 & I = J \neq \emptyset \\
1/2 & I = \emptyset, J \neq \emptyset \\
-1/4 & I = (i,j), J = (j,i) \\
0 & \text{o.w.}
\end{cases}$$

$\forall I, J \in \{(r,s) \in [N]^2 : r \neq s \} \cup \{\emptyset\}$.

Now add row $(i,j)$ to row $(j,i)$ (where $i < j$) to produce the matrix

$$M''_{I,J} = \begin{cases} 
1 & I = J = \emptyset \\
1/4 & I = J = (i,j), i < j \\
1/2 & I = \emptyset, J \neq \emptyset \\
-1/4 & I = (i,j), J = (j,i), i < j \\
0 & \text{o.w.}
\end{cases}$$

$\forall I, J \in \{(r,s) \in [N]^2 : r \neq s \} \cup \{\emptyset\}$.

We now perform the same series of elementary operations, but to the columns instead of rows. By adding $1/2$ times the first column ($\emptyset$) to each column $J \neq \emptyset$, we get

$$M'''_{I,J} = \begin{cases} 
1 & I = J = \emptyset \\
1/4 & I = J = (i,j), i < j \\
-1/4 & I = (i,j), J = (j,i), i < j \\
0 & \text{o.w.}
\end{cases}$$

$\forall I, J \in \{(r,s) \in [N]^2 : r \neq s \} \cup \{\emptyset\}$.

Finally, adding column $(i,j)$ to column $(j,i)$ (where $i < j$) to produce the diagonal matrix

$$M''''_{I,J} = \begin{cases} 
1 & I = J = \emptyset \\
1/4 & I = J = (i,j), i < j \\
0 & \text{o.w.}
\end{cases}$$

$\forall I, J \in \{(r,s) \in [N]^2 : r \neq s \} \cup \{\emptyset\}$.

This is a diagonal entries and the diagonal entries are non-negative. Therefore, $M''''$ is positive semidefinite, and therefore by Sylvester’s law of inertia $M$ is as well, since we have produced $M''''$ via a congruence transform $M'''' = HH^T$, where $H$ is the invertible matrix describing the elementary row operations. This yields feasibility w.r.t. the lifted SDP representation.

\[\square\]

**B Proof of Proposition 5**

*Proof.* The notation for the FLP in [37] is different than in this work; we keep the original notation for simplicity. In particular, the floor is shifted from $[0,L^x] \times [0,L^y]$ to $[-L^x/2,L^x/2] \times [-L^y/2,L^y/2]$, the desired area is notated with $a_i$ instead of $\alpha_i$, and $l_i$ now denotes the width of component $i$, as opposed the half-width (the bounds $lb_i$ and $ub_i$ are now for the width as well, accordingly). We note that we omit the aspect ratio constraints included in [37] in lieu of enforcing
them via bounds on \( l \) (see [15] or [22] for details). We now present the proposed model by [37]:

\[
\begin{align*}
\text{min} \quad & \sum_{(i,j) \in P([N])} p_{i,j}(d_{i,j}^x + d_{i,j}^y) \\
\text{s.t.} \quad & \left( \frac{\ell_i^x}{a_i} \right) \geq 0 \\
& \left( \frac{1}{2}(L^x - \ell_i^x) \right) \geq 0 \\
& \frac{1}{2}(L^y - \ell_i^y) \geq 0 \\
& \frac{1}{2}(L^z - \ell_i^z) \geq 0 \\
& d_{i,j}^x \geq \frac{1}{2}(\ell_i^x + \ell_j^x) - \frac{L^x}{2}(1 - \sigma_{i,j}) \\
& d_{i,j}^y \geq \frac{1}{2}(\ell_i^y + \ell_j^y) - \frac{L^y}{2}(1 + \sigma_{i,j}) \\
& \frac{1}{2}(L^z - \ell_i^z) = \ell_i^z - \ell_i^x \\
& S_{i,j}^s \geq 0 \\
& S_{i,j}^s + \ell_i^z - \ell_i^x \geq 0 \\
& 0 \\
& (\sigma_{i,j} + \sigma_{j,k})(\alpha_{i,j} + \alpha_{j,k})(\alpha_{i,j} + \alpha_{j,k})(\alpha_{i,j} - \alpha_{i,k}) = 0 \\
& d_{i,j}^x \geq \frac{1}{2}(\ell_i^x + \ell_j^x)(1 + \sigma_{i,j}) \\
& d_{i,j}^y \geq \frac{1}{2}(\ell_i^y + \ell_j^y)(1 - \sigma_{i,j}) \\
& c_i^x - c_j^x + \frac{1}{2}(\ell_i^x + \ell_j^x) \leq \frac{1}{2}(3 - \sigma_{i,j} - \alpha_{i,j} - \sigma_{i,j} \alpha_{i,j})L^x \\
& c_i^y - c_j^y + \frac{1}{2}(\ell_i^y + \ell_j^y) \leq \frac{1}{2}(3 - \sigma_{i,j} - \alpha_{i,j} - \sigma_{i,j} \alpha_{i,j})L^y \\
& c_i^z - c_j^z + \frac{1}{2}(\ell_i^z + \ell_j^z) \leq \frac{1}{2}(3 - \sigma_{i,j} - \alpha_{i,j} - \sigma_{i,j} \alpha_{i,j})L^z \\
& -1 \leq \sigma_{i,j}, \alpha_{i,j} \leq 1 \\
& \sigma_{i,j}, \alpha_{i,j} \in \{-1, 1\}
\end{align*}
\]

for all distinct \( i, j, k \in [N] \) and \( s \in \{x, y\} \). Note that this formulation still includes the complementarity constraints (8m); we will construct a rank-one feasible solution for the relaxation of this
system which in turn will imply a feasible solution for the final formulation. Set

\[
\begin{align*}
\hat{c}_s &\leftarrow 0 & \forall s \in \{x, y\}, i \in [N] \\
\hat{\ell}_s &\leftarrow \min\{\sqrt{\alpha_i}, lb_s\} & \forall s \in \{x, y\}, i \in [N] \\
\hat{\sigma}_{i,j} &\leftarrow \begin{cases} 1 & lb_i^x + lb_j^y \geq lb_i^y + lb_j^y \\ -1 & \text{o.w.} \end{cases} & \forall (i, j) \in P([N]) \\
\hat{\alpha}_{i,j} &\leftarrow 0 & \forall (i, j) \in P([N]) \\
\tilde{d}_{i,j}^x &\leftarrow \begin{cases} \frac{1}{2}(lb_i^x + lb_j^y) & lb_i^x + lb_j^y \geq lb_i^y + lb_j^y \\ 0 & \text{o.w.} \end{cases} & \forall (i, j) \in P([N]) \\
\tilde{d}_{i,j}^y &\leftarrow \begin{cases} \frac{1}{2}(lb_i^y + lb_j^y) & lb_i^x + lb_j^y < lb_i^y + lb_j^y \\ 0 & \text{o.w.} \end{cases} & \forall (i, j) \in P([N]) \\
\hat{S}_{i,j}^s &\leftarrow \frac{1}{2} d_{i,j}^s & \forall s \in \{x, y\}, (i, j) \in P([N]).
\end{align*}
\]

It can be verified that this solution satisfies the relaxation (8b-8t). Furthermore, the formulation from [37] linearizes the products of \(\sigma\) and \(\alpha\) variables that appear in (8), and add a semidefinite constraint of the form \(vv^T \geq 0\) on these products, where

\[v \overset{\text{def}}{=} \{1, \sigma_1, \ldots, \sigma_{N-1}, \alpha_1, \ldots, \alpha_N, \sigma_1 \sigma_{1,2}, \ldots, \sigma_{N-1} \sigma_{N-1}, \alpha_1 \alpha_{1,2}, \ldots, \alpha_N \alpha_{N-1} \alpha_{N-1} \}.\]

However, we have feasibility with respect to this constraint directly from construction.

To see that the relaxation value cannot be less than the level-2 bound, sum (8n) + (8o) to get

\[
\begin{align*}
d_{i,j}^x + \tilde{d}_{i,j}^y &\geq \frac{1}{2}(lb_i^x + lb_j^y + lb_i^y + lb_j^y) + \frac{1}{2}(lb_i^x + lb_j^y - lb_i^y - lb_j^y) \sigma_{i,j} \\
&\geq \min\{lb_i^x + lb_j^y, lb_i^y + lb_j^y\},
\end{align*}
\]

which yields exactly the same constraint set that defines the level-2 combinatorial bound. \qed