Monte Carlo simulations of EBT3 film dose deposition for percentage depth dose (PDD) curve evaluation
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Abstract

Purpose: To use Monte Carlo (MC) calculations to evaluate the effects of Gafchromatic EBT3 film orientation on percentage depth dose (PDD) curves.

Methods: Dose deposition in films placed in a water phantom, and oriented either parallel or perpendicular with respect to beam axis, were simulated with MC and compared to PDDs scored in a homogenous water phantom. The effects of introducing 0.01–1.00 mm air gaps on each side of the film as well as a small 1°–3° tilt for film placed in parallel orientation were studied. PDDs scored based on two published EBT3 film compositions were compared. Three photon beam energies of 120 kVp, 220 kVp, and 6 MV and three field sizes between 1 × 1 and 5 × 5 cm² were considered. Experimental PDDs for a 6-MV 3 × 3 cm² beam were acquired.

Results: PDD curves for films in perpendicular orientation more closely agreed to water PDDs than films placed in parallel orientation. The maximum difference between film and water PDD for films in parallel orientation was −12.9% for the 220 kVp beam. For the perpendicular film orientation, the maximum difference decreased to 5.7% for the 120 kVp beam. The inclusion of an air gap had the largest effect on the 6-MV 1 × 1 cm² beam, for which the dose in the buildup region was underestimated by 21.2% compared to the simulation with no air gap. A 2° film tilt decreased the difference between the parallel film and homogeneous water phantom PDDs from −5.0% to −0.5% for the 6 MV 3 × 3 cm² beam. The “newer” EBT3 film composition resulted in larger PDD discrepancies than the previous composition. Experimental film data qualitatively agreed with MC simulations.

Conclusions: PDD measurements with films should either be performed with film in perpendicular orientation to the beam axis or in parallel orientation with a ~ 2° tilt and no air gaps.
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1 | INTRODUCTION

Dose measurements using radiochromic film have become increasingly routine in radiation therapy and imaging. To date, film dosimetry has been used in a variety of therapeutic applications, including dose verification on the CyberKnife, in anthropomorphic breast phantoms and for intensity-modulated radiotherapy. Other useful applications have included the evaluation of micro-multileaf...
collimators, microbeam therapy, and in vivo dosimetry for total body and total electron skin irradiations. Films also find use in particle beams, including for proton or electron beam dosimetry and are considered for the use in MR-guided radiotherapy. Radiochromic films have also been used for diagnostic applications, such as for computed tomography dose measurements. An important advantage of film dosimetry over other dosimetry techniques is its high spatial resolution, 2D measurement capabilities, and low-energy dependence. In this work, we focus on the investigation of percentage depth dose (PDD) curves derived from using radiochromic films in a variety of commonly used configurations.

The PDD is an important metric of interest in radiation therapy. To avoid conducting time-consuming measurements using an ionization chamber in a water tank, PDDs are often measured with radiochromic films placed in a solid water phantom. This is typically achieved with two phantom setups. In the first configuration, a number of film sheets are sandwiched in a phantom in perpendicular orientation with respect to the beam axis and a small number of points for PDD evaluation corresponding to the number of sheets can be obtained. Alternatively, a single sheet of film can be sandwiched in a phantom in parallel orientation with respect to the beam axis, which results in a practically continuous quantification of the PDD curve. In the present work, the potential differences in accuracy of PDD measurements between these two film phantom setups have been evaluated primarily by means of computer simulation.

Investigations of radiographic film orientation for electron beam isodose distributions date back to the late 1960s. Later in 1981, Williamson et al. investigated how film optical density (OD) changed as a function of film orientation and depth in phantom. The study revealed that radiographic (Kodak V2) film aligned parallel to the beam axis was more sensitive at higher depths compared to the film aligned perpendicularly. The authors developed a stoichiometric procedure to correct for the varying film energy response at depth. In 1999, Suchowerska et al. used experiments and Monte Carlo (MC) simulations to demonstrate that PDD measurements performed using radiographic films (Kodak X Omat-V) in perpendicular orientation matched PDD measurements taken with an ionization chamber. In their study, the authors found that film in parallel orientation over-responded by as much as 14% for a 6-MV beam and an unspecified field size, which was in agreement with the results presented in the study by Williamson et al. The effect of film orientation on dose distributions has also been investigated more recently. In a 2001 follow-up study, Suchowska et al. found that the first generation Gafchromic film over-responded when placed in the parallel orientation compared to perpendicular orientation. They recommended that a gantry tilt of at least 2° should be introduced for accurate dose measurement with films in parallel orientation.

The main goal of this work was to use MC simulations to investigate the effect of Gafchromic EBT3 film (ISP, Wayne, NJ) orientation (parallel and perpendicular to beam axis) on PDDs for a number of field sizes and beam energies. For films placed parallel to the beam axis, the effect of a slight 1-3° film tilt and air gaps, which can exist between the film and the phantom, on PDDs was also evaluated.

2 | METHOD

2.A | Phantom and films

To identify and quantify the effect that film orientation has on PDDs, two film orientations inside a 21 × 21 × 30 cm³ water phantom were considered: a single film parallel to the beam axis and a series of films perpendicular to the beam axis (Fig. 1). One film was placed in the center of the phantom and aligned with the beam axis for the parallel film orientation setup [Fig. 1(a)]. For the perpendicular film orientation setup, 29 films were simultaneously placed at depths of 1-29 cm in 1-cm increments [Fig. 1(b)]. The effect of introducing a slight tilt or an air gap in the water phantom for film placed in parallel orientation was also evaluated. The film tilt was modeled by changing the beam incidence angle by 1-3° and the air gap effect was investigated by introducing air gaps of 0.05-1 mm on both sides of the film [Fig. 1(c)]. As a reference, dose distributions in a 21 × 21 × 30 cm³ homogeneous water phantom were also evaluated. The geometry of Gafchromic EBT3 film studied in this work is depicted in [Fig. 1(d)]. Two EBT3 film compositions obtained from past studies were considered and are listed in Table 1. The composition by Palmer et al., which contains 1.6% of aluminum in the active layer, is considered the “newer” one and it is used in all simulations unless stated otherwise.

Three photon beam energies of 120 kVp, 220 kVp, and 6 MV and three field sizes of 1 × 1 cm², 3 × 3 cm², and 5 × 5 cm² were considered in our study. The kilovoltage 120 kVp, the orthovoltage 220 kVp, and the high-energy 6-MV photon beam energies were chosen to represent typical imaging, small animal radiotherapy, and clinical radiotherapy beams, respectively.

2.B | Monte Carlo simulations

All MC dose calculations were performed in the EGSnrc/DOSXYZnrc MC code.

2.B.1 | Phantoms

Voxelized phantoms consisting of water and Gafchromic EBT3 films were generated using MATLAB (version R2018b, The Mathworks, Natick, MA). Each phantom was modeled as a 21 × 21 × 30 cm³ rectangular volume [Fig. 1(a)-1(c)] and all films were simulated with the appropriate dimensions and composition as shown in [Fig. 1(d)] and listed in Table 1. Unless stated otherwise, the film composition published by Palmer et al. was used.

The phantom with films in parallel orientation [Fig. 1(a)] consisted of 109, 105, 150 voxels, in x-, y-, and z-directions, respectively. In the x-direction, the voxel sizes were 0.2 cm in water, 0.0125 cm in the EBT3 polyester layer, and 0.0028 cm for EBT3 active layer, which was centered on the x-axis. The two outermost edge voxels in
the x-direction were 0.0861 cm to achieve a total phantom length of 21 cm. The voxel size in the y- and z-directions was 0.2 cm for this phantom.

The phantom with films placed in perpendicular orientation [Fig. 1(b)] consisted of 105, 105, and 117 voxels in x-, y-, and z-directions, respectively. The voxel size in the z-direction was 0.9722, 0.0125, and 0.0028 cm for the water, EBT3 polyester and active layers, respectively. Film active layers were centered at measurement depths of 1–29 cm in 1-cm intervals. A uniform voxel size of 0.2 cm was simulated in the x- and y-directions.

In order to investigate the effect of air gaps on PDD, a separate phantom with air on either side of the film layer was simulated. Air voxels of 0.05, 0.10, 0.50, or 1.00 mm length along the x-direction were introduced between the water and polyester layer in the phantom with the film in parallel orientation [Fig. 1(c)]. As a result, a phantom with 111, 105, and 150 voxels, in the x-, y-, and z-directions, respectively, was simulated. The reference (homogeneous) water phantom without films consisted of 105 × 105 × 150 voxels with uniform 0.2 × 0.2 × 0.2 cm³ voxels.

### Table 1

Two types of Gafchomic™EBT3 film composition considered in this work. Data are from Palmer et al.²⁶ and Bekerat et al.²⁷

| EBT3 film     | Density (g/cm³) | Composition (weight percentage) |
|--------------|-----------------|---------------------------------|
|              |                 | H     | Li | C   | N   | O   | Na  | S   | Cl  | Br  | Al |
| Polyester base | 1.35            | 36.4  | ... | 45.5 | ... | 18.2 | ... | ... | ... | ... | ... |
| Active layer  | 1.20            | 56.8  | 0.6 | 27.6 | ... | 13.3 | ... | ... | ... | 1.6 | ... |
| Polyester base | 1.35            | 4.0   | ... | 63.0 | ... | 33.0 | ... | ... | ... | ... | ... |
| Active layer  | 1.20            | 9.7   | 0.9 | 58.4 | 0.1 | 28.4 | 0.4 | 0.2 | 1.1 | 0.8 | ... |

2.B.3 | Beams

Three photon beam energies of 120 kV, 220 kV, and 6 MV were simulated. The energy spectra were generated by MC based on validated models of a 120-kV microCT imaging beam²⁹ and a small animal radiotherapy beam.¹⁸ The 6-MV beam was simulated with the default DOSXYZnrc mohan6 spectrum.³⁰ In most cases, the beam was incident at 0°, as shown in Fig. 1. Parallel rectangular beams with field sizes of 1 × 1 cm², 3 × 3 cm², and 5 × 5 cm² were simulated using ISOURCE = 12 for all three beam energies and in each of the phantoms. The effect of EBT3 film elemental composition was only studied for the 220-kVp and 6-MV 3 × 3 cm² beams. For the 1–3° film tilt study, the beam was rotated by 1–3° with respect to the z-axis to simulate film tilt. The film tilt was studied for the 220-kVp and 6-MV 3 × 3 cm² beams.

2.B.4 | Simulation setup

All relevant processes for high- and low-energy photon and electron transport, such as Rayleigh scattering, electron-impact ionization and
pair production were included in the simulations and the XCOM cross-section data were used. The electron and photon cutoff kinetic energies were 5 keV and no variance reduction techniques were used. For simulations of phantoms with films, the dose to the film active layer was reported. For the water phantom simulation, the dose to water was reported. The number of simulated histories were $7 \times 10^8$, $7 \times 10^7$, and $1.95 \times 10^{10}$ for the $1 \times 1 \text{ cm}^2$, $3 \times 3 \text{ cm}^2$ and $5 \times 5 \text{ cm}^2$ field sizes, respectively, in order to achieve a central-axis dose uncertainty of $<1\%$. The simulations were run in parallel on a 64-bit Linux computer with 64 AMD Opteron 6738 cores and took between ~80 and ~1700 CPU hours to run, depending on the beam energy and field size.

2.C | Experiments

Experimental verification of the simulated depth dose distributions was accomplished using a combination of film and relative ionization chamber measurements. All measurements were taken with a 6-MV photon beam delivered by a Varian TrueBeam® STx (Varian, Palo Alto, CA, USA) linear accelerator (linac).

In total, four film measurement sets (parallel, parallel 2° tilt, parallel 1-mm gap, perpendicular) and one ionization chamber set were taken to evaluate the depth doses within a 30-cm-thick solid water phantom (RMI Gammex, Middleton, WI, USA) composed of 30 cm × 30 cm slabs of varying thickness. For each measurement set, 400 MU was delivered while using a $3 \times 3 \text{ cm}^2$ field size at an SSD of 100 cm.

Parallel measurement films were each cut into $5 \times 25 \text{ cm}^2$ strips and individually placed at the center of the 30-cm tall stack of solid water — one film for each parallel measurement set. The linac gantry was then rotated to 90° to allow for irradiation along a beam axis parallel to the film plane. For the parallel 1-mm gap measurements, stacks of three $1 \times 1 \text{ cm}$ EBT3 films were additionally placed at each corner of the phantom to create an air gap along the entire film plane, which was measured to be approximately 0.9 mm. The 2° tilt configuration involved an identical setup without the air gap, but with the gantry tilted relative to the film plane (gantry angle: 92°). In contrast with the parallel sets, perpendicular measurement films were cut into $5 \times 5 \text{ cm}^2$ pieces and placed simultaneously at ten different depths between 0.5 and 25 cm, in 0.5 to 5 cm intervals; in this case, the linac gantry was positioned at 0° such that the beam axis was perpendicular to the film plane.

Prior to film measurements, a batch of EBT3 Gafchromic film was calibrated for use in the clinical 6-MV beam. The output of the linac at the time of the measurements was 0.99 cGy/monitor unit (MU) under standardized setup conditions ($10 \times 10 \text{ cm}^2$ field size at an SSD of 98.5 cm and depth of 1.5 cm). Films in this calibration batch were cut into $2 \times 2 \text{ cm}$ pieces and handled according to the manufacturer’s specifications and the AAPM TG-55 report. A dose calibration curve was established by irradiating ten films in a perpendicular orientation to doses ranging from ~20 to 600 cGy.

All calibration and measurement films were scanned 24 h after exposure on an EPSON® 10000XL flatbed scanner (Epson America, Long Beach, CA, USA) at a resolution of 200 dpi. Since the prescribed doses remained below 8 Gy, the red channel response was selected for calculating the absorbed dose to water. To enable comparison against the MC-derived depth doses, relative film doses have been presented for which a dose normalization point nearest to the depth of maximum dose $d_{\text{max}}$ (~1.6 cm) has been selected so as to be consistent with the MC data normalization at 6 MV.

To complement the film data, relative ionization chamber measurements were taken using a PTW Pinpoint chamber (PTW, Freiburg, Germany) together with a PTW UNIDOS E Electrometer and a −300 V bias applied. The chamber was positioned at the center of the $3\times3\text{cm}^2$ beam and irradiated at various effective depths between 0.53 and 23.53 cm, in 0.5 to 5 cm intervals, within the same solid water phantom described previously; the raw electrometer reading was then taken and normalized to provide the relative depth dose data. The raw chamber response data were normalized to the dose at a depth of 1.6 cm, interpolated from the point nearest to $d_{\text{max}}$ thereby providing a secondary reference measurement for comparison with the normalized film data.

2.D | Data analysis

The MC 3D dose distributions were analyzed in MATLAB and central axis PDDs were plotted. Unless stated otherwise, 120 kVp and 220 kVp PDD curves were normalized to dose scored at 1-cm depth while 6-MV PDD curves were normalized to dose scored at $d_{\text{max}} = 1.6 \text{ cm}$. In the air gap study, all PDD curves were normalized to the maximum central axis dose calculated in the simulation with no air gap. The error bars on MC-derived PDD curves represent the MC statistical uncertainty $\sigma$. The error bars on PDD difference curves $\sigma_{\text{diff}}$ comparing PDD1 and PDD2 have been calculated by

$$\sigma_{\text{diff}} = \sqrt{\sigma_{\text{PDD1}}^2 + \sigma_{\text{PDD2}}^2}. $$

3 | RESULTS

Sample normalized 2D dose distributions for a 6-MV $5 \times 5 \text{ cm}^2$ beam in the homogeneous water phantom and the phantoms with film oriented parallel and perpendicular to the beam axis are shown in Fig. 2. Comparisons of PDD curves for the two different film orientations as a function of field size and beam energy, as well as a function of air gap size for the parallel film orientation, are discussed below. Note that [Fig. 2(a)] indicates that the dose to water is lower than the dose to the EBT3 film polyester and active layers. This is due to the difference in mass energy-absorption coefficients $\mu_{\text{water}}/\rho$ of these two materials: at 2 MeV, the ratio of $\mu_{\text{water}}/\rho$ polyester to water is 1.22, which corresponds to the 1.25 dose ratio of the film polyester layer to water at 1.6-cm depth.

3.A | The effect of film orientation on PDD

Figure 3 presents PDD curves for the water phantom and phantoms with film in parallel and perpendicular orientation for the three
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studied photon beam energies and field sizes. The maximum differences between the PDDs for the water phantom and those calculated for phantoms with films in parallel and perpendicular orientation are summarized in Table 2.

For all beam energies and field sizes, the parallel film orientation resulted in poorer agreement with the water phantom simulations. Moreover, smaller field sizes generally resulted in larger dose discrepancies. For the parallel film simulations, the dose differences were largest for the 220-kV beam, up to 1 × fi 1 cm2 field size. Dose with film in parallel orientation was underestimated by −7.7% at 13.6-cm depth for the 6-MV 1 × 1 cm2 beam. For the film in perpendicular orientation, increasing the beam energy resulted in a better agreement with the water phantom PDD, where the largest difference was found to be −5.7% at 5-cm depth for the 120-kVp 1 × 1 cm2 beam.

3.B | The effect of air gap on PDD

Parallel orientation film PDDs with varying air gaps for all beam energies and field sizes are plotted in Fig. 4. In most cases, the dose difference relative to a PDD with no air gap increased with increasing air gap size and decreasing field size.

Figure 4 clearly demonstrates this trend for the 6-MV beams, for which the largest discrepancies occur in the build-up region. The maximum PDD differences between the simulation without an air gap and those with 0.10-mm and 1.00-mm air gaps are summarized in Table 3. The largest dose discrepancy occurred for the 6-MV 1 × 1 cm2 photon beam, for which the dose at 0.4-cm depth was underestimated by 21.2% in the 1-mm air gap simulation. In general, the largest dose discrepancies occurred at shallow depths and, with the exception of the smallest 6-MV 1 × 1 cm2 photon beam, all dose differences were <3% for measurement depths >3 cm. Dose differences >7.5% were still found at depths of >10 cm for the 6-MV 1 × 1 cm2 photon beam.

3.C | Film elemental composition

The results of investigating dose distribution differences for two different EBT3 film compositions by Palmer et al.26 and Bekerat et al.27 for the 220-kVp and 6-MV 1 × 1 cm2 beams are presented in Fig. 5. When comparing to the homogeneous water phantom PDD, the film composition from the study by Bekerat et al. resulted in more accurate dose calculations for a parallel film orientation than the “newer” composition presented by Palmer et al. For the Bekerat et al. composition, the maximum dose difference for the 220-kVp and 6-MV beams was −9.2% at 6.0-cm depth and −3.3% at 10.2-cm depth, respectively. In comparison, the maximum dose difference for the composition from Palmer et al. was higher at −12.9% at 6.2-cm depth and −7.7% at 13.6-cm depth for the 220-kVp and 6-MV beams, respectively.

3.D | Film tilt

The effect of introducing a slight tilt when films are placed in parallel orientation for the 220-kVp and 6-MV 3 × 3 cm2 beams is demonstrated in Fig. 6. Evidently, even a small tilt of 1° resulted in notably improved agreement between film and water phantom PDD. The mean absolute difference between the water and 1°-tilt PDD decreased to 1.7% from 4.7% for 0°-tilt in the 220-kVp beam. The improvement for larger tilt angles was negligible. For the 6-MV beam, the mean dose difference between water and film PDD for 1°, 2°, and 3°-tilt was 0.8%, 0.5%, and 0.2%, respectively, which was an improvement over the 5% dose difference found with a 0°-tilt.

3.E | Experimental data

The results from the experimental measurements for a 6-MV 3 × 3 cm2 beam performed with a TrueBeam linac for films placed in a solid water phantom are presented in Fig. 7. The trends of the MC simulation results persisted in the experimental data. The PDD data for films placed in perpendicular orientation closely matched ionization chamber measurements, the mean difference between the two measurements was 0.6%. The PDD values for film in parallel orientation were consistently 1–3% lower than the ionization chamber data, however, the data acquired with a 2° gantry tilt reduced the difference to 0.7%.

Experimental comparison of PDDs acquired with a film in parallel orientation with and without a 0.9-mm air gap are presented in [Fig. 8(a)]. PDD values for the film with the air gap were consistently overestimated at depths beyond dmax by up to 10.0% at 13.4 cm.
When compared to the ionization chamber data, the air gap PDD at 13.4-cm depth was overestimated by 8.5%. For comparison, MC results for a divergent 6-MV 3\times3\,cm^2 beam with a 100-cm SSD and 1-mm air gaps on either side of the film are presented in Fig. 8(b). While the MC model was by no means validated for our linac, the qualitative trend found in the measurement data persisted. PDD values for film with air gaps were also consistently overestimated, albeit to a lower degree, at depths beyond d_{max}, by up to 4.8% at 19.8 cm.

**Table 2**

|          | 120 kVp  | 220 kVp  | 6 MV     |
|----------|----------|----------|----------|
|          | 1 \times 1\,cm^2 | 3 \times 3\,cm^2 | 5 \times 5\,cm^2 | 1 \times 1\,cm^2 | 3 \times 3\,cm^2 | 5 \times 5\,cm^2 |
| Parallel | −6.6%    | −5.2%    | −5.9%    | −12.9%   | −11.4%   | −10.6%    | −7.7%    | −7.2%    | −6.6%   |
|          | 4.8 cm   | 5.4 cm   | 4.0 cm   | 6.2 cm   | 6.6 cm   | 6.2 cm    | 13.6 cm  | 15.0 cm  | 11.2 cm |
| Perpendicular | 5.7%    | 4.7%    | 3.8%    | 3.7%    | 3.3%    | 2.7%     | 1.4%    | 2.0%    | 2.3%    |
|          | 5.0 cm   | 5.0 cm   | 6.0 cm   | 4.0 cm   | 7.0 cm   | 5.0 cm    | 2.0 cm  | 7.0 cm  | 6.0 cm  |

**DISCUSSION**

We have presented MC simulations of dose deposition in the active layer of EBT3 Gafchromic™ films sandwiched in a water phantom and compared the resulting film PDDs with those scored in a homogeneous water phantom. Our MC simulations were ideal in nature: the films were assumed to be perfectly flat and geometrically uniform and we did not take into account the spectral changes of the beam that would affect the measurements of film OD and therefore
absorbed dose. Additionally, only parallel beams without any beam divergence or beam penumbra were simulated. Some of the limitations of our study, partly alleviated by presentation of experimental data for a single beam energy and beam size, are discussed at the end of this section. Nonetheless, a number of observations can be made from this work.

First, it was demonstrated that dose calculated in EBT3 films oriented perpendicular to the beam axis more closely agreed with dose to water when compared to the films in parallel orientation (Fig. 3).

The largest differences were found for the smallest $1 \times 1 \text{ cm}^2$ beam size for all beam energies. For example, when orthovoltage beam PDDs were normalized to 1-cm depth, the 220-kV photon beam suffered from the largest overall dose discrepancy of $-12.9\%$ at 6.2-cm depth for films placed in parallel orientation. With the film in perpendicular orientation, however, the maximum dose discrepancy decreased to $-3.3\%$ at a depth of 7.0 cm. The 6-MV beam simulations demonstrated a weaker dependence on film orientation: the maximum difference between the parallel film orientation and water

**Table 3** Maximum differences between PDDs calculated for a phantom with film in parallel orientation without an air gap and with a 0.10-mm or 1.00-mm air gap (no air gap–air gap) for all three beam energies and field sizes.

| Air gap | 120 kVp | 220 kVp | 6 MV |
|---------|---------|---------|------|
| 0.10 mm | $2.8\%$ | $2.4\%$ | $4.0\%$ |
| 0.2 cm  | $1.9\%$ | $2.3\%$ | $2.5\%$ |
| 1.00 mm | $4.4\%$ | $5.5\%$ | $21.2\%$ |
| 1.2 cm  | $6.0\%$ | $4.4\%$ | $16.8\%$ |

**Fig. 4.** PDD curves for film in parallel orientation as a function on air gap size. Statistical uncertainty of all simulations is $<1\%$. 
PDD was −7.7% at 13.6-cm depth and decreased to 1.4% at 2.0-cm depth for the perpendicular film orientation. The 120-kVp beam simulations showed that while a perpendicular film orientation still resulted in more accurate dose measurements relative to the water phantom PDDs, the improvement relative to the parallel orientation would be the smallest of the three beam energies and increased with increasing field size. Altogether, the largest PDD differences between films in parallel orientation and the homogeneous water phantom were observed for the 220-kVp beam. This can be explained by the large energy dependence for films in this beam (similar to the 120-kVp beam) combined with the increased beam attenuation, relative to water, when compared to the 120-kVp beam (Fig. 9). For energies lower than 60 keV, x-ray beam attenuation in the film active layer is lower than beam attenuation in water, which will result in lower 120-kVp beam attenuation compared to the 220-kVp beam.

Second, it was demonstrated that the presence of air gaps on the side of film placed in parallel orientation altered the magnitude of the absorbed dose (Fig. 4). The dose discrepancy increased with increasing air gap and beam energy. Even for a small 0.10-mm air gap, doses were underestimated by up to 4% in the buildup region for the 6-MV 1×1 cm² beam. For the largest studied 1.00-mm air gap, the film dose was underestimated by 21.2% in the buildup region for the same beam. The other beam energies were less affected by the air gap; for example, using the 1.00-mm air gap, doses were underestimated by up to 6% for the 120-kVp and 220-kVp beams. Note that the maximum differences between simulations with and without air gaps, for all PDDs normalized to their respective maximum dose, were found to be less than 3% beyond the buildup region for all beam energies and field sizes. For the 1.00-mm air gap, the maximum differences were less than 1% for the 120-kVp and 220-kVp beams, and less than 2% for the 6-MV beam.

PDD was also −7.7% at 13.6-cm depth and decreased to 1.4% at 2.0-cm depth for the perpendicular film orientation. The 120-kVp beam simulations showed that while a perpendicular film orientation still resulted in more accurate dose measurements relative to the water phantom PDDs, the improvement relative to the parallel orientation would be the smallest of the three beam energies and increased with increasing field size. Altogether, the largest PDD differences between films in parallel orientation and the homogeneous water phantom were observed for the 220-kVp beam. This can be explained by the large energy dependence for films in this beam (similar to the 120-kVp beam) combined with the increased beam attenuation, relative to water, when compared to the 120-kVp beam (Fig. 9). For energies lower than 60 keV, x-ray beam attenuation in the film active layer is lower than beam attenuation in water, which will result in lower 120-kVp beam attenuation compared to the 220-kVp beam.

Second, it was demonstrated that the presence of air gaps on the side of film placed in parallel orientation altered the magnitude of the absorbed dose (Fig. 4). The dose discrepancy increased with increasing air gap and beam energy. Even for a small 0.10-mm air gap, doses were underestimated by up to 4% in the buildup region for the 6-MV 1×1 cm² beam. For the largest studied 1.00-mm air gap, the film dose was underestimated by 21.2% in the buildup region for the same beam. The other beam energies were less affected by the air gap; for example, using the 1.00-mm air gap, doses were underestimated by up to 6% for the 120-kVp and 220-kVp beams. Note that the maximum differences between simulations with and without air gaps, for all PDDs normalized to their respective maximum dose, were found to be less than 3% beyond the buildup region for all beam energies and field sizes. For the 1.00-mm air gap, the maximum differences were less than 1% for the 120-kVp and 220-kVp beams, and less than 2% for the 6-MV beam.

---

**Fig. 5.** PDD curve comparison for films oriented parallel to the beam axis for two different compositions of Gafchromic EBT3 films for the 220-kV 1×1 cm² (a) and 6-MV 1×1 cm² beam (b). The dose difference line of ±5% is indicated.

**Fig. 6.** PDD curve comparison for films oriented at a slight tilt with respect to the beam axis for the 220-kV 3×3 cm² (a) and 6-MV 3×3 cm² beam (b).

**Fig. 7.** Experimental 6-MV 3×3 cm² beam PDD curve comparison for films placed in a solid water phantom in parallel and perpendicular orientation and with a 2°-tilt with respect to the beam axis. Ionization chamber data as well as the difference for data acquired with film in parallel orientation and with the 2°-tilt are also presented.

---
air gap, the depth depth of maximum dose for the 6-MV beam shifted from 1.6 to 2.0 cm for the $3 \times 3 \text{ cm}^2$ beam and from 1.6 to 2.2 cm for the $1 \times 1 \text{ cm}^2$ beam. The buildup region of the 6-MV beam plays an interesting role in PDD evaluations using films in parallel orientation and the presence of an air gap. The $d_{\text{max}}$ may shift to larger depths as secondary electrons generated in the adjacent water travel farther in air than in water/film and the most energetic electrons deposit their energy at greater depth in the film as a result. As the air gap widens, the electrons therein can travel farther while $d_{\text{max}}$ increases, as seen in Fig. 4 as well in Fig. 8. Based on these results, and due to the possibility of air gaps in solid water phantoms, films placed in perpendicular orientation with respect to the beam axis should be used for beam output measurements of high-energy photon beams.

The third study investigating different film compositions revealed that the elemental composition of the active and polyester base layers of EBT3 films can have a significant impact on film dose deposition (Fig. 5). PDD curves for simulations using the newer composition data published by Palmer et al. in 2015 resulted in larger dose discrepancies, relative to the water PDD, when compared to simulations using the 2014 composition data from Bekerat et al. PDD agreement was most improved for the 6-MV $1 \times 1 \text{ cm}^2$ beam, for which the maximum difference from the water PDD decreased from $-7.7\%$ to $-3.3\%$. Figure 9 presents the ratio of $\mu_{\text{film}}/\rho$ of film active layer to water for the two investigated film compositions. It is clear that the ratio of $\mu_{\text{film}}/\rho$ is more constant for the Bekerat et al. composition than that of Palmer et al., resulting in lower energy dependence. In the energy range between 1 keV and 20 MeV, the ratio of $\mu_{\text{film}}/\rho$ for the Bekerat et al. composition is $0.992 \pm 0.219$ (1 standard deviation) and $0.951 \pm 0.472$ for the Palmer et al. composition. The lower doses measured with the EBT3 film in parallel orientation can likely be attributed to the increased attenuation within the film active layer compared to water, as indicated by the linear attenuation coefficient ratio of film active layer to water being consistently higher than 1.0 (Fig. 9).

Fourth, it was demonstrated that a slight film tilt improved the accuracy of central axis depth doses (Fig. 6). Interestingly, for the 220-kVp beam the film PDD was overestimated relative to the water PDD even for the smallest $1^\circ$-tilt and no further improvement for $2^\circ$ or $3^\circ$-tilts was observed. For the 6-MV beam, however, the dose accuracy was the maximized using a $3^\circ$-tilt and did not improve further for a $4^\circ$-tilt (data not shown). The improvement in PDD agreement for a film slightly tilted with respect to the beam axis can be attributed to the increased beam attenuation in the film active layer relative to water. When a slight film tilt $\alpha$ is introduced, the path length through the active layer is significantly decreased from the measurement depth to $d_{\text{film}}\sin(\alpha)$, where $d_{\text{film}}$ is the thickness of active layer of 28 $\mu$m. For example, for a film tilt of $2^\circ$ the path length reduces from the measurement depth to only 0.8 mm.

While most of the presented results are based on MC simulations, experimental data acquired for a 6-MV $3 \times 3 \text{ cm}^2$ beam and presented in Fig. 7 and Fig. 8 qualitatively support the results of MC simulations. The PDD curve for a 0.9-mm air gap in [Fig. 8(a)] shows the largest difference between measurements with no air gap at depths between 10 and 15 cm, suggesting that the air gap between the film and the solid water was likely inconsistent and largest at these depths.

For films in parallel orientation, the dose deposition is affected by the increased attenuation of the beam within the active layer.
compared to water, as well as different lateral scatter contributions from the adjacent polyester layer. Central axis PDDs are more sensitive to lateral scattering contributions as field size increases. For phantoms with films in perpendicular orientation, the attenuation difference in the thin active layer as well as in the polyester layer has a smaller effect on the PDD than for phantoms with films in parallel orientation. In the case where air gaps are introduced for films in parallel orientation, the lateral scatter from air contributes less to the central axis dose than would be the case for water.

As mentioned above, our study design did not include the response of EBT3 GafChromic™ films as a function of beam energy, which changes as the beam travels through the phantom. Thankfully EBT3 film has been shown to be less energy dependent than its previous generations. Including the film energy response in our investigation would likely have minor implications on our findings for the 6-MV photon beam, which is supported by the experimental results presented in Fig. 7 and Fig. 8. On the other hand, the changing film energy response at depth should be included in a future model for the low-energy kilovoltage and orthovoltage beams.

Investigations of radiochromic film response using EGSnrc have been performed in the past. For example, Sutherland et al. investigated the energy response of EBT and EBT2 films and Bekerat et al. studied the energy response of EBT3 films. Experimentally, the response of GafChromic™ EBT2 film was studied by Arjomandy et al. The authors evaluated PDDs measured with films parallel to the beam axis with a 2°-tilt and found good agreement with ionization chamber measurements over a wide range of beam energies and modalities.

Suchowerska et al. in 1999 investigated the effect of Kodak X Omat-V radiographic film orientation on the evaluation of PDD24. This silver-based film placed in parallel orientation resulted in up to 15% and 14% overestimation of dose at 25-cm depth for a 60Co and a 6-MV beam, respectively, compared to the perpendicular orientation which had agreed with ionization chamber measurements. The overestimation of dose for films in parallel orientation was explained by the increased film-to-water ratio of \( \mu_{\text{ef}}/\rho \) at lower energies, raising rapidly for energies below 550 keV, exceeding a factor of 2 at ~150 keV. EBT3 films, on the other hand, are more tissue equivalent and the \( \mu_{\text{ef}}/\rho \) ratio of film to water decreases by less than 1.5% from 2 MeV to 150 keV (Fig. 9). The lower absorbed doses observed in this study for EBT3 film in parallel orientation can be explained by the increased beam attenuation in the film active layer compared to water.

Due to the presence of the film in the perpendicular orientation, the effective depth of each film measurement is increased by approximately 161 \( \mu \)m and 66 \( \mu \)m per film for the Palmer et al. and Bekerat et al. compositions, respectively, in a 2-MeV beam representing the mean energy of the 6-MV source. For the other two beams, the difference between the actual film depth and the effective film depths was decreased, and thus the film depths were considered to be equal to the actual film depths in this study.

Based on our MC study, we present a short list of recommendations for PDD measurements with GafChromic™ EBT3 films.

1. If possible, use a number of films in perpendicular orientation with respect to beam axis. While dose measurement accuracy for high-energy photon beams could be within 2%, dose measurement accuracy for kilovoltage and orthovoltage beams might be only 4–5%.

2. If a parallel film orientation is used, tilt the film at a small ~2° angle. This should improve dose measurement accuracy, especially for high-energy photon beams. The dose at depth for kilovoltage and orthovoltage beams might be overestimated by ~3%.

3. Ensure that there are no air gaps between the film and the phantom. This is most critical for dose measurement accuracy in high-energy photon beams and using small field sizes. Air gaps might result in an underestimation of absolute dose as well as a shift in \( d_{\text{max}} \).

5 | CONCLUSION

We have presented a Monte Carlo study that highlighted some challenges with EBT3 film dosimetry for PDD evaluation when films are used in parallel orientation with respect to the beam axis. PDD differences between water and film dose distributions existed for all studied beam sizes and photon beam energies spanning from kilovoltage to megavoltage beams. By means of extensive computer simulations and limited experimental measurements, we have demonstrated that a slight ~2° film/beam tilt improves the accuracy of PDD evaluation and that air gaps cause overestimation of PDDs at depths beyond the buildup region. While films orientated parallel with the beam axis offer a convenient way to measure PDDs, we recommend that caution be taken when irradiating films in parallel orientation, namely ensuring that air gaps between the film and the phantom are minimized and that the film and beam axis are slightly tilted with respect to each other.
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