Investigation of Multiphase Flow in a Trifurcation Microchannel—A Benchmark Problem
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Abstract: The evolution of an interface between two immiscible liquids in a three-branch symmetric microchannel is numerically and experimentally investigated. The main goals of the paper are to correlate the numeric data with the experimental results for the tested flow case and to assess the quality of the VOF procedure to trace the interface using the Fluent commercial code. The focus of the experiments was to characterize the dynamics of the oil–water interface formed in the vicinity of the bifurcation, at the entrance in the main microchannel of 400 microns width and 50 microns height. The oil core surrounded by water is visualized and micro-PIV measurements are performed in water. Experimental results qualitatively and quantitatively confirm the 3D numerical simulations. We propose the present investigated flow as a benchmark case for the study of the interface in a branching microchannel geometry.
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1. Introduction

In multiphase flow, the validation and verification of the flow field, and the presence of multiple interfaces in the microchannel are topics of high importance in computational fluid dynamics. The applications of multiphase microfluidics are found in domains such as chemical synthesis [1], bioanalysis [2], 3D printing [3], and graphene field-effect transistors (GFET) integrated into microchannels [4] to create sensors with high sensitivity [5]. The advantage of linking immiscible fluids with microfluidics leads to important advancements in the domain of a 3D cell culture [6], where spheroids can be quantified and analyzed by a data-driven approach [7]. In the domain of chemical engineering, the separation of phases [8] plays an important role in the extraction of ions [9,10].

When the fluids are immiscible, there are several methods used to model the interface. Two main directions can be followed: surface methods and volume methods [11]. In general, in both methods, the one-fluid formulation is used for the Navier–Stokes equation where a source term is added to take into account the effects of the surface tension, along with a differential equation that has to be solved at the interface. For the surface methods or interface tracking methods, the interface is either marked with particles or represented by the grid, and it is advected by the fluid at the interface. For the volume methods, or interface capturing methods, the interface is reconstructed by solving a transport equation at the interface. There are certain volume methods: markers in fluid, volume of fluid, level-set method [12], and hybrid methods [13]. Another technique that can be used to solve the multiphase flow is the lattice Boltzmann color gradient method [14], where the macroscopic flow system is predicted by simulating the discrete fluid elements. Despite its applicability, the main drawback of the method is that numerical errors may arise when there is a high contrast between the material properties of the fluids used. In this work, we focused on the volume of fluid (VOF) method and its mechanisms are presented in [15].
In microfluidics, the VOF method has been used thoroughly to investigate the multiphase flow. Edirisinge et al. [16] used the VOF method to simulate the formation of microbubbles in a T-junction microchannel under the influence of an electric field. It was observed that when the frequency of the alternative current was increased, the microbubble diameter decreased. In a double Y bifurcation, Zhang et al. [17] investigated the generation and dynamics of Janus droplets by using a shear-thinning fluid. When the capillary number of the dispersed phase is increasing, the number of Janus droplets generated in the shear-thinning fluid increases, while in the case of a Newtonian fluid, the flowing regime switches from dripping to jetting. In OpenFOAM, Roohi et al. [18] used the VOF method to investigate droplet formation regimes in the T-junction microchannel. They use the compressive interface capturing scheme for arbitrary meshes (CICSAM) method implemented in OpenFOAM for obtaining a sharper interface between the phases, a method that is less computationally expensive than piecewise linear interface calculation (PLIC). A new model for interface reconstruction was proposed and validated by Shams et al. [19] to reduce the spurious currents at the interface. The new model called contour level surface force (CLSF) is tested against the classic models’ continuum surface force (CSF) and sharp surface force (SSF), and it computes at each timestep, the face-based interfacial force. Kleijn et al. [20] used the VOF method to perform the benchmark numerical simulations of two-phase flows. They used a Laplacian smoother and an interface compression to sharpen the interface and reduce the spurious currents.

In this paper, we perform two 3D VOF numerical simulations by using two VOF formulations, namely explicit and implicit, on a benchmark geometry. The numerical simulations are subsequently qualitatively validated, by comparing flow visualizations with phase contours, and quantitatively validated, by comparing the velocity and vorticity distributions obtained from the simulations with the experimental data obtained from micro-particle image velocimetry (µPIV).

2. Numerical Method

2.1. Benchmark Definition—Geometry Description

To study the interface between immiscible fluids, a trifurcation microchannel is used, and is presented in Figure 1. The microchannel has the following characteristic dimensions: the central branch has a width of 100 µm, the lateral branches have a width of 129 µm, and the main channel has a width of 400 µm, with an angle between the central branch and the lateral branches of 30°. The microchannel has a height of 50 µm and a length, before and after the junction, of 2 cm.

Figure 1. Microchannel geometry. The same fluid is introduced in branches 1 and 3 with the same flow rate, therefore we expect a symmetric interface in this configuration.
One of the main targets of the present work was to define a benchmark microchannel geometry which might be used to study the dynamics of the interface in relation to different applications. We took into consideration the following: the study of the interface under symmetric and non-symmetric perturbations. This is the reason why we designed a three-entrance microchannel symmetric geometry. The non-symmetry will be induced to the interface using different flow rates or fluids on the lateral branches. The angle of 30° is very common in many configurations, e.g., the branches in a respiratory system, and the Y-microchannel configuration used in mixing [21]. Finally, we decided to have the main width of 400 µm and an aspect ratio of 0.125. At this dimension and ratio, the influence of gravity can be neglected, and the flow dynamics are very close to the Hele–Shaw flow. We chose the ratio between the central inlet channel and the main channel 1:4 because one of our targets is to also study the stability of a viscoelastic fluid interface and this extension/contraction flow is used in non-Newtonian studies.

The working fluids used in this study were sunflower oil and deionized water. The material properties of the working fluids, density, and viscosity are presented in Table 1 and they were experimentally determined using a mass per volume method and a standard oscillatory test. The interfacial tension between them was determined using the pendant drop method.

### Table 1. Material properties at 25 degrees.

| Sample          | ρ (kg/m³) | η (mPa·s) | σ (mN·m) |
|-----------------|-----------|-----------|-----------|
| deionized water | 1000      | 1         | 25        |
| sunflower oil   | 925       | 55        |           |

#### 2.2. Governing Equations

The problem of multiphase flow is numerically tackled using the volume of fluid method. The one momentum equation is solved for both phases, the continuity equation is solved for the whole domain, and the transport equation for the volume fraction function, α, is solved at the interface. Considering that both fluids are Newtonian, incompressible, and immiscible, the equations take the following form:

\[
\rho \left( \frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{v} \right) = \rho \mathbf{g} - \nabla p + \eta \nabla^2 \mathbf{v} + \mathbf{F},
\]

\[
\text{div} \mathbf{v} = 0,
\]

\[
\frac{\partial \alpha}{\partial t} + \nabla \cdot (\alpha \mathbf{v}) = 0,
\]

where ρ and η are the averaged material properties, \( \mathbf{v} \) is the velocity vector, \( \mathbf{g} \) is the gravitational force, \( p \) is the pressure, \( \mathbf{F} \) is the volume force, and \( \alpha \) is the VOF function that tracks the interface. The volume fraction is used to average the material properties as follows:

\[
\rho = \rho_{\text{water}} \cdot \alpha + \rho_{\text{oil}} (1 - \alpha),
\]

\[
\eta = \eta_{\text{water}} \cdot \alpha + \eta_{\text{oil}} (1 - \alpha).
\]

\( \mathbf{F} \) is a source term in Equation (1) which includes the effects of interfacial tension and interface curvature [22]. Its formulation is based on the continuum surface force model proposed by Brackbill et al. [23], and has the following expression in the Fluent code [24]:

\[
\mathbf{F} = \frac{2\rho}{\rho_{\text{water}} + \rho_{\text{oil}}} \sigma \kappa \nabla \alpha,
\]

where σ is the interfacial tension and \( \kappa \) is the curvature computed from the local gradients of the volume fraction at the interface:
\[
\kappa = \nabla \cdot \frac{\nabla \alpha}{|\nabla \alpha|}. 
\]  

(7)

2.3. Mesh, Boundary Conditions and Initial Conditions

In Figure 1, the region of interest of the geometry is presented, as well as the boundary conditions. At the inlets, we have a velocity inlet, while at the outlet, the relative pressure is set to 0 and the walls have a no-slip boundary condition. Two meshes were used in the VOF simulations and their characteristics are presented in Table 2. Compared to the first mesh, the second mesh is coarser, but it has more elements in the region of interest. For a high-quality mesh, both the minimum orthogonal quality and maximum aspect ratio must be close to 1; thus, as it can be seen in Table 2, mesh #1 is better than mesh #2.

Table 2. Mesh properties.

| Mesh  | Cells     | Faces     | Nodes    | Min. Orth. Quality | Max. Aspect Ratio |
|-------|-----------|-----------|----------|--------------------|-------------------|
| #1    | 2,508,930 | 7,695,921 | 2,680,942 | 0.62               | 2.9               |
| #2    | 960,560   | 2,961,014 | 1,041,488 | 0.55               | 6.7               |
| #3    | 470,700   | 1,476,480 | 536,822  | 0.81               | 6.7               |

The initial condition for these simulations is the value of the velocity at the inlets. For the side branches of the microchannel, we have \(v_1 = v_3 = 0.1 \text{ m/s}\) and for the central branch we have \(v_2 = 0.006 \text{ m/s}\). Additionally, to shorten the simulation time, the microchannel is filled with deionized water, while the second inlet is patched with sunflower oil.

Given that the VOF method is very numerically expensive, the grid test was performed using the same initial and boundary conditions described above, in laminar flow, with a single working fluid, water. The velocity distribution is plotted on two lines perpendicular to the flow field in Figure 2, one at the junction, and the other at 500 \(\mu\text{m}\) away, where the flow was fully developed. The results from the third simulation, where a coarser mesh was used, differ from the first two, which were performed on the finer meshes. As such, we proceed further using the first two meshes.

![Figure 2](grid-test.png)

Figure 2. Grid test using homogeneous flow. The test fluid is water and the input velocities are: \(v_1 = v_3 = 0.1 \text{ m/s}\) and \(v_2 = 0.006 \text{ m/s}\). There are minor differences between the results obtained from S1 and S2.

2.4. Numerical Details

To investigate the benchmark problem, the VOF method was used in the ANSYS Fluent numerical code. Two VOF formulations were tested with the same initial and boundary conditions. Both formulations can be used to solve transient flows. In both numerical simulations, the laminar flow model was used, since the Reynolds number for the aqueous phase is \(Re_w = 7\), while for the oil phase, it is \(Re_o = 0.007\).

The explicit formulation of the VOF method is specialized for transient flows with a constraint on the timestep and it was tested on mesh #1. This formulation is non-
iterative and time-dependent, it has better numerical accuracy than the implicit formulation, but it has a limited timestep (Δt = 10^{-5} s for this simulation). The VOF method in this formulation has its Courant number set to 0.25. The interface modeling is sharp, and water is set as the primary phase, while sunflower oil is set as the second phase, because water has a higher density. The pressure–velocity coupling is performed using PISO, the transient formulation is first-order implicit and for the spatial discretization the following schemes were used: Green–Gauss cell-based for gradient, PRESTO! for pressure, QUICK for momentum and modified HRIC (high-resolution interface capturing) for the volume fraction.

The implicit formulation of the VOF method can be used for both steady or transient flows, which allows larger time steps and it was tested on mesh #2. The formulation is iterative, and the solution is achieved faster than in the explicit formulation (maximum allowed timestep for our simulation was 2 × 10^{-5} s). The interface is modeled in the same manner as in the explicit formulation. The first difference between the numerical setups comes from the pressure–velocity coupling. In the implicit formulation, the SIMPLE algorithm was used instead of PISO due to the fact that the PISO was diverging from the start of the simulation and the transient formulation was bounded second-order implicit. The spatial discretization is done using the following schemes: least squares cell-based for gradient, PRESTO! for pressure, second-order upwind for momentum and modified HRIC for the volume fraction. The second difference comes from the spatial discretization, where for the gradient method, a more expensive scheme compensates for the reduced number of elements of the second grid.

For the unsteady incompressible flows, the numerical solutions of the momentum and continuity equations are obtained using the velocity–pressure coupling methods SIMPLE and/or PISO. Following these procedures, the pressure term from the equation of motion is solved using a discrete Poisson equation; an iterative scheme is used for each time step until the divergence-free velocity is obtained with the imposed accuracy [25].

In both simulations, an adaptive timestep was imposed under the constriction that the Global CFL ≤ 1. The initial timestep size was Δt = 10^{-4} s, but after a few iterations, it was reduced to 10^{-5} s for the explicit simulation, and 2 × 10^{-5} s for the implicit simulation. Regarding the convergence, the desired numerical time was t = 1 s. The residuals were set to 10^{-8}, and after 1 s, the mass flow rate balance was checked between the inlet and the outlet. This resulted in the net mass flow rate of −2 × 10^{-9} kg/s.

2.5. Results

In Figure 3a, the contours of velocity magnitude are presented. The contours are displayed on six planes that are perpendicular to the flow. The distance between the planes is 100 µm. It is notable from the first planes that the velocity profile is not yet fully developed. At the final planes, placed at 400 and 500 µm away from the junctions, the contours look similar. The maximum velocity recorded in the case of the trifurcation microchannel is 0.24 m/s. In Figure 3b, the contours of vorticity magnitude are presented. The color map was capped at 20,000 1/s to see where the maximum values of vorticity appear.

As expected, the maximum values of vorticity are at the walls. The maximum values of vorticity for the aqueous phase are recorded at the walls which are parallel to the flow field; this might be due to the low aspect ratio of the microchannel. We chose to enter with a more viscous fluid in a less viscous medium η_{oil}/η_{water} = 55 in order to avoid the occurrence of the Saffman–Taylor instability [26].
Figure 3. Velocity magnitude (a) and vorticity magnitude (b) contours on six perpendicular planes to the flow field with a distance between them of 100 µm. We can observe that the flow is stabilized after 300 µm from the junction, because we chose laminar flow with a high ratio between the Reynolds number \( \frac{Re_{oil}}{Re_{water}} = 10^{-3} \) for a stable interface.

In Figure 4, the velocity vectors are presented starting from a plane of 500 µm away from the junction. The velocity vectors are presented at a doubled scale to show the parabolic profile of the aqueous phase and its influence on the oil phase. A phenomenon was observed at the interface, due to the high difference in the magnitude of the velocity between the two phases, the interface acts as a moving wall and it drags the oil phase, thus resulting in an accelerated flow near the interface for the oil phase.

We begin the comparison between the two numerical simulations, where S1 is the explicit VOF simulation performed on the 2.5 M elements mesh while S2 is the implicit VOF simulation performed on the 1M elements mesh. In Figure 5, the phase contour is presented alongside the grid spacing for each simulation, and it can be seen that the interface in S1 is more diffuse than the interface in S2, given the clear difference between the two meshes. Furthermore, a diffuse interface is related to the spurious currents generated at the interface [27], and for the explicit VOF, more spurious currents were generated. The S2 mesh has more elements after the junction than S1 mesh.

In Figure 6, the interface is reconstructed and the lines of constant volume fraction are presented for both simulations starting from the junction (\( x = 0 \) µm) to \( x = 500 \) µm on
the x axis. The previously reported numerical diffusion can now be observed for the S1 simulation, where the interface band has a thickness of 19.31 \( \mu m \), compared to 12.77 \( \mu m \), the thickness of the S2 band interface. However, when the interface lines of constant volume fraction, \( \alpha = 0.5 \), are compared, the two distributions of interfaces are in very good agreement.

Figure 6. Interface reconstruction on the lines of constant volume fraction of the oil phase, starting from \( x = 0 \mu m \) to 500 \( \mu m \) away from the junction; \( \alpha = 0.5 \) is considered to be the interface.

In Figure 7, the distributions of velocity and vorticity magnitude are presented. The evolution of the velocity distribution from the entrance of the flow in the main channel to 500 \( \mu m \) away from the junction is presented. At the 500 \( \mu m \) mark in the channel, the flow is fully developed, and it has a parabolic distribution for the aqueous phase.

Concerning the vorticity distribution, we wanted to showcase the spikes in vorticity at the interface between the two fluids, and spikes that are comparable with the values of the vorticity magnitude at the wall, when the flow is fully developed. For the velocity distributions, the two numerical simulations match very well. However, a small difference is reported for the vorticity distributions, and the vorticity has a higher magnitude in the S2 simulation both near the wall and at the interface.

In Figure 8, the static pressure variation on the interface lines of constant volume fraction is presented. The two distributions have the same aspect, with the same pressure variation in the vicinity of the junction on all three lines, and the same pressure drop, from \( x = 0 \mu m \) to \( x = 500 \mu m \), \( \Delta P \approx 500 \) Pa. The interface is band, from \( \alpha = 0.1 \) to \( \alpha = 0.9 \), and the values in static pressure match on all three volume fractions after 100 \( \mu m \); therefore, the variations in static pressure recorded in the vicinity of the junction are mainly induced by the curvature of the interface, in accordance with the Laplace equation. We also remark that the influence of the contact angle wetting might be important since the contact/wetting
angle has influence over the local interface curvature, as it will be shown in the following section. However, the main difference between the two numerical simulations comes in terms of the magnitude of the static pressure, as the values obtained from the S1 simulation are \(\approx\) two times higher than the values obtained from the S2 simulation. The difference in static pressure does not come from the mesh, but from the different algorithms used to couple the velocity with pressure. In the explicit simulation, the PISO algorithm was used, an algorithm that is recommended for transient flows. In the implicit simulation, the SIMPLE algorithm was used, since for PISO, the implicit simulation was diverging very rapidly.

![Figure 8. Static pressure variation on the interface lines at different volume fractions. The main differences are observed in the near vicinity of the junction.](image)

Then, on the same three-interface lines of constant volume fraction, the shear stress is analyzed. The shear stress is defined as:

\[
\tau = \eta \cdot \gamma, \quad (8)
\]

where \(\gamma\) is the strain rate. In Figure 9, the variation of the shear stress is presented. In both simulations, the shear stress recorded on the interface line, when \(\alpha = 0.5\), has the highest variations. There is a slight difference between the two numerical simulations, in terms of the magnitude of the shear stress. In the vicinity of the aqueous phase, when \(\alpha = 0.1\), the values obtained at the interface for shear stress are higher than the values obtained in the vicinity of the oil phase, when \(\alpha = 0.9\). This can be explained by the amount of space that each phase occupies in the channel. The oil phase has a Reynolds number equal to 0.007, when the transition is made from the central channel to the main channel, the flowing surface expands and the velocity decreases; as such, the velocity gradients are smaller. Opposed to that is the aqueous phase which enters from the side channel into the main channel with a Reynolds number equal to 7. The flowing surface is shrunk, the velocity increases, and the gradients recorded are higher.

![Figure 9. Shear stress variation on the interface line at different volume fractions.](image)
Given that the highest variations in static pressure and shear stress were recorded in the proximity of the junction, in the first 20 µm, they are further analyzed on five perpendicular lines to the flow field, at \( h = 25 \, \mu m \) for static pressure, and at \( h = 0 \, \mu m \) for the shear stress (on the top wall).

In Figure 10, the static pressure distributions are compared. As stated before, there is a difference between the two numerical simulations, the magnitude of the static pressure from S1 is almost two times larger than the magnitude of static pressure from S2. However, in both distributions, the pressure jump is recorded at the junction, meaning that the interface has a curvature. Approximating the oil phase with a cylinder, the principal radii of curvature can be determined from Laplace pressure:

\[
\Delta P = 2\kappa \sigma = \frac{\sigma}{R_1},
\]

where the curvature \( \kappa = \frac{1}{R_1} + \frac{1}{R_2} \) is reduced to \( \frac{1}{R_1} \) at some distance from the junction, with \( R_2 \) going towards infinity after some distance from the junction. We must remark that, in the near vicinity of the junction, the two radii of curvature have finite values, which determined the pressure variations represented in Figure 8. From the numerical simulations, we obtain the following pressure differences: for S1 \( \Delta P_{S1} = 121.7 \, \text{Pa} \) and S2 \( \Delta P_{S2} = 151.72 \, \text{Pa} \), the curvature radii obtained from the numerical simulations are \( R_{1S1} = 205.4 \, \mu m \) and \( R_{1S2} = 164.8 \, \mu m \).

In Figure 11, the distribution of the shear stress is presented on five lines on the top wall, \( h = 0 \, \mu m \), from the junction with step of 5 µm to 20 µm away from the junction. In both simulations, the spikes of shear stress are recorded in the presence of the interface, and since the sunflower oil is more viscous than water, the values of shear stress are higher in the oil phase. There are differences between the two numerical simulations, and in the areas where the extreme values occur, higher values are recorded in the S2 simulation.
In Figure 12, the shear stress distribution is presented on the sidewall of the main channel at \( h = 25 \ \mu\text{m} \), starting from the junction to 500 \( \mu\text{m} \). In both simulations, the highest values of shear stress are recorded at the junction. The sudden drop in magnitude after the junction can be explained by the presence of the curved interface. At the 500 \( \mu\text{m} \) mark, the interface is straight, the pressure in the oil phase is equal to the pressure from the aqueous phase, and the shear stress distributions tend towards a constant value.

![Shear Stress Distribution](image)

**Figure 12.** Wall shear stress distribution on the sidewall at \( h = 25 \ \mu\text{m} \) at the intersection with the middle plane.

### 3. Microfabrication and Experimental Validation of the Benchmark Problem

#### 3.1. Microfabrication

The microchannel is microfabricated by using PDMS (polydimethylsiloxane) and soft lithography. The microchannel mold is created in two steps: the first step is to display and develop a positive photoresist on a silicon wafer followed by the exposure of the photolithographic mask, with the microchannel design, on the silicon wafer by UV light; the second step is to etch the wafer using deep reactive ion etching (DRIE) with a Bosch process. The silicon surface of the mold is turned hydrophobic using 1 mL of chlorotrimethylsilane in a closed environment. The base and curing agent of PDMS are prepared in a 10:1 ratio. The mixture is degassed and poured on the microchannel mold. The ensemble is placed in the oven for an hour at a temperature of 90 \( \degree\text{C} \), as shown in Figure 13 left. The PDMS is peeled off the mold and drilled in the location of the microfluidic ports. The PDMS and a glass slide are placed in RIE (reactive ion etching) for an \( \text{O}_2 \) plasma treatment at a low power of 20 W for 20 s. The PDMS is sealed using the glass slide and the microfluidic ports are attached using epoxy, as presented in the center of Figure 13.

![Microfabrication Process](image)

**Figure 13.** Microfabrication process: PDMS microchannel on silicon mold and final aspect of the microfluidic device and microscope detail on the region of interest.

The obtained difference between the design and the microchannel is caused by the photolithographic step from the microfabrication process of the mold. In the photolithographic step, after the positive photoresist was developed, the only photoresist that remained on the silicon wafer was the one on the microchannel geometry. The recipe for the Bosch DRIE etching is standard; therefore, the reason for having a shrunk mold is that the photoresist is...
overdeveloped. This, in turn, is caused by having a geometry quite large for a microfabrication process. To obtain a perfect mold, either the geometry should have been slightly enlarged or the photolithographic step should have been optimized. The region of interest of the microfabricated PDMS microchannel is displayed in Figure 13 right.

3.2. Experimental Validation of the Benchmark Problem

To study the interface between immiscible liquids, two experimental setups were employed, one with fast cameras and one with µPIV. The first experimental setup consists of a syringe pump Harvard 33, CCD Camera and Photron Fast Camera, inverted microscope, and computer, while the second experimental setup has a µPIV acquisition system.

Using the first experimental setup, we qualitatively validated the numerical simulations with flow visualizations in Figure 14. The transition from velocity to flow rate is performed using the continuity equation. A precursor step is necessary before acquiring the image: instead of water, we introduce isopropanol into the microchannel, at the same flow rate, for cleansing the side branches of the microchannel and for dewetting the oil from the sidewalls. After a few minutes, the syringe of isopropanol was exchanged with one of pure water and the flow was let to stabilize. This extra experimental step is necessary since the velocities of the fluids involved are low and any impurity in the channel can deviate the interfaces.

\[ \text{v}_1 = \text{v}_2 = 0.1 \text{ m/s} \quad \text{v}_2 = 0.006 \text{ m/s} \]

Figure 14. Experimental interfaces—qualitative validation of the numerical simulation using flow visualization. The input flow rates in the experiments correspond to the average velocities magnitude imposed in the numerical simulations.

Furthermore, the experimentally obtained image of the interface was digitized using ImageJ and the position of the interface is compared in Figure 15. The difference at the entrance in the main channel between the numerical interfaces and the experimental interfaces comes from the fact that the sunflower oil wets the wall at the junction. As such, the water phase cannot dewet the wall, and alcohol is needed, such as isopropyl alcohol to clean the PDMS wall. The reason why the interface is curved in the main channel is that the flow rates are low, and there is a difference between the contact angle of water with PDMS (~113°) and sunflower oil with PDMS (~45°).

Figure 15. Quantitative validation of the position of the interface. The difference at the junction is generated by the different wetting angle of water and oil at the PDMS surface, in comparison with the contact angle of 90° imposed in numerical simulations. A slight asymmetry of the interface is experimentally recorded.
For the micro-PIV experiments, the water phase is seeded in a volume concentration of 1% with fluorescent polyester particles that have a diameter $d_p = 1 \mu m$. Einstein’s relation for viscosity, when solid particles are introduced into a fluid is the following:

$$\eta_m = \eta_0 (1 + 2.5V_p) = 0.001(1 + 2.5 \times 0.1) = 0.00125 \text{ [Pa} \cdot \text{s]},$$

(10)

where $\eta_m$ is the dynamic viscosity of water with the particles solution, $\eta_0$ is the viscosity of water and $V_p$ is the volume of particles introduced in water in cm$^3$. The Einstein–Stokes equation for the low Reynolds numbers is used to compute the diffusion coefficient:

$$D_b = \frac{kT}{6\pi\eta_m d_p} = 1.75 \times 10^{-13} \text{ m}^2 / \text{s},$$

(11)

where $k$ is the Boltzmann constant and $T$ is the temperature. The diffusion coefficient is used to assess the influence of the Brownian motion on the flow. The last parameter comes from the µPIV system and is the time between two laser pulses; for our experiment, $\Delta t$ was found to be 40 µs. Using the average velocity of the aqueous phase $U = 0.1 \text{ m/s}$, the relation used for computing the relative error related to the Brownian motion was proposed by Santiago et al. \[28\]:

$$\varepsilon = \frac{1}{U} \sqrt{\frac{2D_b}{\Delta t}} = 9.35 \times 10^{-4}.$$  

(12)

Given that the value of the error is much lower than one, we neglect the influence of the Brownian motion.

In Figure 16, the micro-PIV process is displayed. A mask is applied on the set of images acquired, on the oil phase as well as on the exterior of the geometry; the background noise is removed by subtracting the mean image. The interrogation area chosen for this phenomenon was 32 × 32 pixels as it is important to have at least 10 particles in the interrogation box from one frame to another. The Average Correlation method is applied to the filtered set of images, and thus, a vector map is obtained.

The quantitative validation of the numerical simulation is presented in Figure 17 and it is performed by comparing the velocity distribution and the z-component of vorticity on a line perpendicular to the flow field, placed 500 µm away from the junction. From the µPIV experiments, the velocity distribution obtained has a parabolic profile and matches the
velocity obtained from the numerical simulation. The uncertainty analysis was performed using the particle disparity method proposed by Sciacchitano et al. [29].

The z-component of vorticity is \( \omega_z = \partial V / \partial x - \partial U / \partial y \) (where \( V \) is the spanwise component and \( U \) is the streamwise component of the velocity vector \( v \)) and its distribution is displayed in Figure 17 right. Compared to the vorticity magnitude distribution, here at the interfaces, we have a maximum followed by a minimum. The data points obtained from the experiments match the distribution obtained from the numerical simulation and as well their magnitude.

![Figure 17](image)

**Figure 17.** Quantitative validation of the numerical simulation using velocity and vorticity distributions, obtained from the micro-PIV measurements, as can be seen in Figure 16.

### 4. Conclusions

In this work, we investigated the evolution of the interface between two Newtonian immiscible fluids in a trifurcation microchannel using numerical simulations and experimental investigations. The liquid samples used in our study are oil and water with a viscosity ratio of 55. The viscous sample enters in trifurcation filled with water at a Reynolds number much lower than 1, to keep the stability of the interface. The numerical simulations were performed on 3D domains using the VOF method and the experiments consisted of flow visualizations and micro-particle image velocimetry. Two VOF formulations, explicit and implicit, were tested against each other, and even though a more refined mesh was used for the explicit formulation, in the implicit formulation the interface was sharper. At the junction, the domain was more refined for the implicit VOF. There is another reason for the less diffusive interface and it is that in the implicit formulation, the solution is iterative, and as was mentioned in the literature [19], the iterative solutions generate a narrow interface bandwidth. Therefore, this implicit VOF method is indicated to be used in the modeling of laminar interfacial flows, especially in the case of very low Reynolds numbers. When compared on a perpendicular line to the flow field, 500 \( \mu \)m away from the junction, the velocity distribution has the same shape and magnitude in the two simulations. Differences appear in the pressure comparison where the values recorded for the explicit formulation are two times higher. The insight we obtain from the shear stress distributions is that the value is increasing in the presence of the interface. The experimental device is microfabricated using soft lithography and PDMS. The phase contours obtained from the numerical simulations are matched by the flow visualizations, with the exception of the very vicinity of the junction, where the influence of the wetting/contact angle is more relevant. The numerical simulations are quantitatively validated by: (i) the velocity distribution, the same parabolic profile being obtained in the aqueous phase using the micro-PIV experiments; and (ii) the experimental values of the z-component of the vorticity match the numerical distribution. The same peaks for vorticity that are numerically observed in the presence of the interface are experimentally obtained.

The goal of this study was to design, test, and propose a benchmark geometry for the study of liquid interfaces, both numerically and experimentally. The numerical results of the analyzed case were qualitatively and quantitatively confirmed by experiments. Using
the VOF implicit scheme for computation has been proven to be less time-consuming. Further investigations of the dynamics of the interface are focused on the entrance of the viscous fluid into the junction for different contact angles and viscous fluids.

**Author Contributions:** Conceptualization, E.C.; methodology, E.C.; software, E.C.; validation, E.C.; formal analysis, E.C.; investigation, E.C.; resources, C.B. and M.A.; data curation, E.C.; writing—original draft preparation, E.C.; writing—review and editing, E.C.; visualization, E.C.; supervision, C.B. and M.A.; project administration, E.C.; funding acquisition, C.B. and M.A. All authors have read and agreed to the published version of the manuscript.

**Funding:** This research was founded by the grant of PN-III-P2-2.1-PED-2019-3514 (Project No.510 PED) of the CHIST-ERA-19-XA1 009 MUCCA project, by the founding of EC and The Romania Executive Agency for Higher Education, Research, Development and Innovation Funding—UEFISCDI, grant COFUND-CHIST -ERA MUCCA no. 206/2019, and of the European Regional Development Fund through the Competitiveness Operational Program 2014–2020, Priority axis 1, Project No. P-36-611, MySMIS code 107066, Innovative Technologies for Materials Quality Assurance in Health, Energy and Environmental—Center for Innovative Manufacturing Solutions of Smart Biomaterials and Biomedical Surfaces—INOVBIMOED. The APC was waived.

**Institutional Review Board Statement:** Not applicable.

**Informed Consent Statement:** Not applicable.

**Data Availability Statement:** All experimental and numerical data are available upon reasonable request from the corresponding authors via email.

**Acknowledgments:** The authors thank Diana Broboana and Nicoleta Tanase of University “Politehnica” of Bucharest, Romania, and Simone Melchionna of the Institute for Complex Systems (ISC), CNR, via dei Taurini 19, 00185 Rome, Italy for the fruitful discussions regarding the numerical simulations and the VOF method. The corresponding author would like to express his gratitude to his colleague Claudiu Patrascu for the fruitful discussions that led to the author acquiring a better understanding of the interfacial phenomena. The authors would like to thank the Editorial Office of Micromachines for waiving the APC.

**Conflicts of Interest:** The authors declare no conflict of interest.

**References**

1. Kazoe, Y.; Matsuno, T.; Yamashiro, I.; Mawatari, K.; Kitamori, T. Transport of a Micro Liquid Plug in a Gas-Phase Flow in a Microchannel. *Micromachines* 2018, 9, 423. [CrossRef] [PubMed]

2. Berlanda, S.F.; Breitfeld, M.; Dietsche, C.L.; Dittrich, P.S. Recent advances in microfluidic technology for bioanalysis and diagnostics. *Anal. Chem.* 2020, 93, 311–331. [CrossRef] [PubMed]

3. Weisgrab, G.; Ovrianikov, A.; Costa, P.F. Functional 3D printing for microfluidic chips. *Adv. Mater. Technol.* 2019, 4, 1900275. [CrossRef]

4. Khan, N.I.; Mousazadeh-Kamin, M.; Ghosh, S.; Tsavalas, J.G.; Song, E. An integrated microfluidic platform for selective and real-time detection of thrombin biomarkers using a graphene FET. *Analyst* 2020, 145, 4494–4503. [CrossRef] [PubMed]

5. Purwidyantri, A.; Ipatov, A.; Domínguez, T.; Borne, J.; Martins, M.; Alpuim, P.; Prado, M. Programmable graphene-based microfluidic sensor for DNA detection. *Sens. Actuators B Chem.* 2022, 367, 132044. [CrossRef]

6. Tomasi, R.F.X.; Sart, S.; Champetier, T.; Baroud, C.N. Individual control and quantification of 3D spheroids in a high-density microfluidic droplet array. *Cell Rep.* 2020, 31, 107670. [CrossRef]

7. Marsoussi, S.; Karimi-Sabet, J.; Amini, Y.; Fadaei, H. Pressure-driven liquid–liquid separation in Y-shaped microfluidic junctions. *Chem. Eng. J.* 2017, 328, 1075–1086. [CrossRef]

8. Jahromi, P.F.; Karimi-Sabet, J.; Amini, Y. Ion-pair extraction-reaction of calcium using Y-shaped microfluidic junctions. An optimized separation approach. *Chem. Eng. J.* 2018, 334, 2603–2615. [CrossRef]

9. Marsoussi, S.; Karimi-Sabet, J.; Moosavian, M.A.; Amini, Y. Liquid-liquid extraction of calcium using ionic liquids in spiral microfluidics. *Chem. Eng. J.* 2019, 356, 492–505. [CrossRef]

10. Sommerfeld, M. Numerical methods for dispersed multiphase flows. In *Particles in Flows*; Springer: Berlin/Heidelberg, Germany, 2017; pp. 327–396.

11. Mbanjwa, M.B.; Harding, K.; Gledhill, I.M. Numerical Modelling of Mixing in a Microfluidic Droplet Using a Two-Phase Moving Frame of Reference Approach. *Micromachines* 2022, 13, 708. [CrossRef] [PubMed]
13. Yeoh, G.H.; Tu, J. Chapter 3—Solution Methods for Multi-Phase Flows. In *Computational Techniques for Multiphase Flows*; Yeoh, G.H., Tu, J., Eds.; Butterworth-Heinemann: Oxford, UK, 2010; pp. 95–242. [CrossRef]

14. Montessori, A.; Lauricella, M.; La Rocca, M.; Succi, S.; Stolovichki, E.; Ziblat, R.; Weitz, D. Regularized lattice Boltzmann multicomponent models for low capillary and Reynolds microfluidics flows. *Comput. Fluids* 2018, 167, 33–39. [CrossRef]

15. Renardy, M.; Renardy, Y.; Li, J. Numerical simulation of moving contact line problems using a volume-of-fluid method. *J. Comput. Phys.* 2001, 171, 243–263. [CrossRef]

16. Kothandaraman, A.; Harker, A.; Ventikos, Y.; Edirisinghe, N. Novel preparation of monodisperse microbubbles by integrating oscillating electric fields with microfluidics. *Micromachines* 2018, 9, 497. [CrossRef] [PubMed]

17. Bai, F.; Zhang, H.; Li, X.; Li, F.; Joo, S.W. Generation and Dynamics of Janus Droplets in Shear-Thinning Fluid Flow in a Double Y-Type Microchannel. *Micromachines* 2018, 9, 497. [CrossRef]

18. Malekzadeh, S.; Roohi, E. Investigation of different droplet formation regimes in a T-junction microchannel using the VOF technique in OpenFOAM. *Microgravity Sci. Technol.* 2015, 27, 231–243. [CrossRef]

19. Shams, M.; Raeini, A.Q.; Blunt, M.J.; Bijeljic, B. A numerical model of two-phase flow at the micro-scale using the volume-of-fluid method. *J. Comput. Phys.* 2018, 357, 159–182. [CrossRef]

20. Hoang, D.A.; van Steijn, V.; Portela, L.M.; Kreutzer, M.T.; Kleijn, C.R. Benchmark numerical simulations of segmented two-phase flows in microchannels using the Volume of Fluid method. *Comput. Fluids* 2013, 86, 28–36. [CrossRef]

21. Chiriac, E.; Bran, A.M.; Voitincu, C.; Balan, C. Experimental validation of VOF method in microchannel flows. In Proceedings of the 2021 12th International Symposium on Advanced Topics in Electrical Engineering (ATEE), Bucharest, Romania, 25–27 March 2021; pp. 1–4.

22. Popinet, S. Numerical models of surface tension. *Annu. Rev. Fluid Mech.* 2018, 50, 49–75. [CrossRef]

23. Brackbill, J.U.; Kothe, D.B.; Zemach, C. A continuum method for modeling surface tension. *J. Comput. Phys.* 1992, 100, 335–354. [CrossRef]

24. ANSYS Fluent Tutorial Guide 2020 R2. 2020. Available online: https://www.scribd.com/document/478910198/ANSYS-Fluent-Tutorial-Guide-2020-R2-pdf (accessed on 15 July 2020).

25. Aoussou, J.; Lin, J.; Lermusiaux, P.F. Iterated pressure-correction projection methods for the unsteady incompressible Navier–Stokes equations. *J. Comput. Phys.* 2018, 373, 940–974. [CrossRef]

26. Homay, G.M. Viscous fingering in porous media. *Annu. Rev. Fluid Mech.* 1987, 19, 271–311. [CrossRef]

27. Zahedi, S.; Kronbichler, M.; Kreiss, G. Spurious currents in finite element based level set methods for two-phase flow. *Int. J. Numer. Methods Fluids* 2012, 69, 1433–1456. [CrossRef]

28. Santiago, J.G.; Wereley, S.T.; Meinhart, C.D.; Beebe, D.; Adrian, R.J. A particle image velocimetry system for microfluidics. *Exp. Fluids* 1998, 25, 316–319. [CrossRef]

29. Sciacchitano, A.; Wieneke, B.; Scarano, F. PIV uncertainty quantification by image matching. *Meas. Sci. Technol.* 2013, 24, 045302. [CrossRef]