Constraining spatial curvature with large-scale structure
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Abstract. We analyse the clustering of matter on large scales in an extension of the concordance model that allows for spatial curvature. We develop a consistent approach to curvature and wide-angle effects on the galaxy 2-point correlation function in redshift space. In particular we derive the Alcock-Paczynski distortion of $f\sigma_8$, which differs significantly from empirical models in the literature. A key innovation is the use of the ‘Clustering Ratio’, which probes clustering in a different way to redshift-space distortions, so that their combination delivers more powerful cosmological constraints. We use this combination to constrain cosmological parameters, without CMB information. In a curved Universe, we find that $\Omega_{m,0} = 0.26 \pm 0.04$ (68% CL). When the clustering probes are combined with low-redshift background probes – BAO and SNIa – we obtain a CMB-independent constraint on curvature: $\Omega_{K,0} = 0.0041 \pm 0.0050$. We find no Bayesian evidence that the flat concordance model can be rejected. In addition we show that the sound horizon at decoupling is $r_d = 144.57 \pm 2.34$ Mpc, in agreement with its measurement from CMB anisotropies. As a consequence, the late-time Universe is compatible with flat $\Lambda$CDM and a standard sound horizon, leading to a small value of $H_0$, without assuming any CMB information. Clustering Ratio measurements produce the only low-redshift clustering data set that is not in disagreement with the CMB, and combining the two data sets we obtain $\Omega_{K,0} = -0.023 \pm 0.010$.
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1 Introduction

Quantifying the abundance of the different forms of energy in the Universe as well as characterising their perturbations, are fundamental objectives of current and planned cosmological observations of the cosmic microwave background (CMB) and the large-scale structure. The consensus scenario that is currently supported by most observational data is a cosmological model containing, in addition to photons and neutrinos, standard (baryonic) matter, cold dark matter (CDM) and dark energy in the form of a cosmological constant $\Lambda$: the ‘concordance’ spatially flat $\Lambda$CDM model. Adding interest to this landscape, already rich in implications for fundamental physics, are recent claims that spatial curvature of the Universe must be accounted for in the cosmic energy budget.

Indeed, there is statistical evidence from the Planck experiment of a lensing contribution to the CMB power spectra that is anomalously large compared to what expected in the standard flat $\Lambda$CDM scenario – and to what is directly measured using the Planck lensing-generated 4-point correlation function [1]. As was highlighted in [1], positive curvature ($K > 0$, $\Omega_K < 0$), i.e. closed spatial sections, naturally explains away this tension. Indeed, the Planck data (TT, TE, EE+lowE power spectra) best fit a curved $\Lambda$CDM model (hereafter $K\Lambda$CDM) and suggest in particular that $-0.095 < \Omega_{K,0} < -0.007$ with a probability of 99% [1]. Translated into Bayesian language, these results indicate a preference for spatially closed universes, with Bayesian betting probabilities of more than 50:1 against a flat universe [2], a conclusion confirmed also by the analysis of [3]. However, in the absence of a well-motivated choice for the prior probability distribution of $\Omega_{K,0}$, there is a danger of over-interpreting the posterior probability of the parameter [4]. (Note that most analyses use a uniform, uninformative, distribution.)
At first glance, this result seems to suggest the possibility of new physics beyond the standard model, or even a crisis within the model itself. But it turns out that this scenario exacerbates the discrepancies between predictions and estimates for most local cosmological observables, such as the Hubble constant $H_0$ or the matter density parameter $\Omega_{m,0}$ [3]. Moreover, when Planck 2018 measurements are combined with external, low-redshift, datasets from supernova (SNIa) distances [3], cosmic chronometers [5, 6], the baryonic acoustic oscillation (BAO) scale [1], or clustering [7], then spatial flatness is generally recovered. This is also supported by CMB data from other experiments, like the Atacama Cosmology Telescope (ACT) [8]. The absence of supporting evidence from non-Planck observations is a further reason for caution about claims of a possible nonzero $\Omega_K$. A potential theoretical argument against a spatially curved model is that Inflation generically predicts a late-period cosmos that is extremely close to spatially flat [9]. However, $\Omega_K \to 0$ is not equivalent to $K = 0$, and viable Inflation models can be constructed with $K \neq 0$ [10]) (see also [11]).

Curved-space cosmologies have received little attention in the literature also because of the increased theoretical complexity involved in their analysis. Although it is straightforward to deal with the additional degrees of freedom when analysing the expansion kinematics of the cosmological background, quantifying its imprints on perturbations is highly nontrivial. Pioneering work was done by [12], including a subtle Fourier analysis (for later work on curved perturbations, see e.g. [13]). Regarding the primordial power spectrum, there is not a well-developed and accepted model for the origin of fluctuations in a spatially curved Universe. In particular, it is not obvious how to generalise the notion of scale-invariant fluctuations to scales where curvature becomes effective [14–16].

The next generation of spectroscopic surveys, such as those with DESI [17], Euclid [18], WFIRST [19] and SKAO [20], will probe the Universe on ultra-large scales. With this exciting observational prospect, it becomes critical to understand, from a theoretical perspective, how the clustering of matter is affected by nonzero spatial curvature. On the ultra-large scales included in next-generation surveys, it is also necessary to incorporate relativistic light-cone effects on perturbations (see e.g. the early works [21–25] and see e.g. [26] and references therein for more recent work).

For data from current spectroscopic surveys, which do not include ultra-large scales, it is still important to develop models that go beyond the traditional zero-curvature and plane-parallel approximations. In this paper, we assess the impact of curvature and wide-angle corrections on large-scale structure correlations. Our goal is to contribute to building a consistent formalism that includes curvature and wide-angle effects and that removes implicit flatness assumptions from analysis algorithms.

On the observational side, multiple probes have been used to constrain $\Omega_{K,0}$, either using unperturbed background observables, such as BAO and SNIa geometric probes, or using perturbed observables, such as the CMB lensing power spectrum and the galaxy power spectrum. There is evidence that, when these data are combined with CMB observations, the 68% CL contours move back to the ‘natural place’ which includes the parameters of the flat $\Lambda$CDM model. However, a key issue here is the correct statistical treatment of heterogeneous data. For example both [2] and [3] argue that within the assumption of non-flat spaces, such a combination of data sets should be viewed with caution, due to the mutual disagreement between the samples, i.e. the fact that they do not plausibly represent different accidental realisations of the same underlying Universe.

These concerns are not just about combining CMB measurements with background probes such as BAO or SNIa, as already highlighted in [3] – but also with the measurement of the full-shape power spectrum [27]. In this context, our paper aims to explore whether alternative clustering observables, namely redshift-space distortions (RSD) [28–43] (ranging over $0 < z \lesssim 2$) and the Clustering Ratio [44] (ranging over $0.15 < z < 0.67$) could help to resolve this impasse and put statistical inference on a more secure footing. A parallel goal is to investigate whether combining clustering and background probes of the low-redshift Universe can reduce uncertainties and provide curvature information without the need for CMB data.
The paper is organised as follows. In section 2 we revisit the theory of clustering in curved-space models. To this end, we simplify and unify the linear perturbation formalism originally developed by [12]. We show the characteristic imprints of curvature in the low-redshift matter power spectrum, in multipoles of the 2-point correlation function and in the Clustering Ratio. This analysis includes wide-angle effects. In section 3 we discuss the methods and data sets we adopt. Special attention is given to analysing the transformation rule – the Alcock-Paczynski (AP) correction [45] – which transforms the (model-dependent) RSD parameter $f\sigma_8$ predicted in a given cosmology into the value in the fiducial cosmology used to estimate it from the data. In particular, we show that the theoretically motivated prescription we derive deviates significantly from the standard phenomenological form typically adopted in the literature. Our results are presented and discussed in section 4. In particular, in subsection 4.1 we show the constraints on the curved ΛCDM model ($K\Lambda$CDM) from low-redshift clustering probes. We further pursue this goal in subsection 4.2, by combining clustering measurements with geometric probes such as BAO and SNIa, and in subsection 4.3, by combining clustering with the CMB measurements. Special attention is given to present results obtained by combining samples that are consistent according to specific Bayesian criteria. Since our analysis does not provide any significant evidence to reject the standard concordance model, in section 5 we present the constraints on the parameters of the flat ΛCDM model. Concluding remarks are provided in section 6. Technical details concerning the calculation of the AP distortion effects on both the RSD parameter $f\sigma_8$ and the Clustering Ratio are given in Appendix A and Appendix B.

2 Clustering observables in spatially curved models

The general homogeneous and isotropic FLRW metric is

$$ds^2 = c^2 dt^2 - a^2(t) \gamma_{ij} dx^i dx^j = c^2 dt^2 - a^2(t) \left[ d\chi^2 + S_K^2(\chi) \left( d\theta^2 + \sin^2 \theta d\phi^2 \right) \right].$$  \hspace{1cm} (2.1)

Here the comoving spatial coordinates $\chi, \theta, \phi$ are dimensionless and the scale factor $a$ has dimension length. The comoving line-of-sight distance to an event at time $t$ is defined as

$$r = a_0 \chi = c a_0 \int_0^t \frac{dt'}{a(t')}.$$  \hspace{1cm} (2.2)

The curvature parameter $K$ has the values $-1, 0, 1$, for hyperbolic (open), flat (open), spherical (closed) spatial geometries, and

$$S_K(\chi) = \begin{cases} \sin \chi & \text{if } K = 1 \\ \chi & \text{if } K = 0 \\ \sinh \chi & \text{if } K = -1 \end{cases}$$  \hspace{1cm} (2.3)

The angular distance $D_A$ is then

$$D_A = a S_K(\chi).$$  \hspace{1cm} (2.4)

We also define $C_K(\chi) = dS_K(\chi)/d\chi$, so that $C_K^2(\chi) + KS_K^2(\chi) = 1$. The dimensionless energy density associated with curvature is

$$\Omega_K = -\frac{Kc^2}{a^2 H^2}.$$  \hspace{1cm} (2.5)

In a flat universe, by convention we use $a_0 = c/H_0$, while for curved models $a_0$ follows from (2.5):

$$a_0 = \frac{c}{H_0} \begin{cases} 1 & K = 0 \\ |\Omega_{K,0}|^{-1/2} & K \neq 0 \end{cases}$$  \hspace{1cm} (2.6)
2.1 Real-space power spectrum

The global curvature of the universe changes the Laplacian operator and this affects the Fourier transform. The Fourier basis functions are plane waves in the flat case, but in general they are solutions of the Helmholtz equation

\[ \tilde{\nabla}^2 Q = \frac{1}{\sqrt{\gamma}} \partial_i \left( \sqrt{\gamma} \gamma^{ij} \partial_j Q \right) = -\tilde{k}^2 Q \quad \text{where} \quad \tilde{\nabla}^2 = a_0^2 \nabla^2, \quad \tilde{k} = a_0 k. \quad (2.7) \]

Here \( \gamma^{ij} \delta_{jl} \) and \( \tilde{\nabla}, \tilde{k} \) are dimensionless versions of the standard \( \nabla, k \). For flat 3-space, it is standard practice to use the dimensionless scale factor \( \tilde{a} \equiv a/a_0 \) and to replace the coordinate \( \chi \) in the metric by the dimensionful \( r = a_0 \chi \).

Equation (2.7) is satisfied by separable functions \( Q(\chi, \theta, \phi) = R(\chi)Y_{lm}(\theta, \phi) \), where \( Y_{lm}(\theta, \phi) \) are the spherical harmonics functions which satisfy

\[ \frac{1}{\sin \theta} \partial_\theta \left( \sin \theta \partial_\theta Y_{lm} \right) + \frac{1}{\sin^2 \theta} \partial^2_{\phi} Y_{lm} = -l(l+1)Y_{lm}. \quad (2.8) \]

Thus the radial part \( R \) must satisfy

\[ S_K^2 \frac{d^2 R}{d\chi^2} + 2C_K S_K \frac{dR}{d\chi} + \left[ \tilde{k}^2 S_K^2 - l(l+1) \right] R = 0. \quad (2.9) \]

In the flat case \( K = 0 \), the solutions are spherical Bessel functions \( j_l(\tilde{k} \chi) \) and the standard plane-wave basis is recovered via the identity

\[ e^{i \tilde{k} \chi} = \sum_{l=0}^{\infty} (2l+1)^l j_l(\tilde{k} \chi) L_l(\tilde{r} \cdot \hat{\chi}), \quad (2.10) \]

where \( L_l \) are Legendre polynomials. When \( K \neq 0 \), the general solution of (2.9) for \( R \) is

\[ X_l^{(K)}(\nu, \chi) = (-K)^l \left[ S_K(\chi) \right]^l \frac{d^l X_0^{(K)}(\chi, \nu)}{d[C_K(\chi)]^l} \quad \text{where} \quad X_0^{(K)}(\nu, \chi) = \frac{\sin(\nu \chi)}{\nu S_K(\chi)}. \quad (2.11) \]

Here \( \nu \) is a generalised wave-number, related to the dimensionless Fourier wave-number in (2.7) by

\[ \tilde{k}^2 = \nu^2 - K, \quad (2.12) \]

where \( \nu \) is an integer (\( \geq 2 \)) when \( K = 1 \).

We can normalise the radial functions such that

\[ 4\pi \int_0^\infty d\chi \, S_K^2(\chi) \hat{X}_l^{(K)}(\nu, \chi) \hat{X}_l^{(K)}(\nu', \chi) = \frac{2\pi^2}{\nu^2} \delta^{(\nu - \nu')} \quad \text{if} \quad K \leq 0, \]

\[ \delta_{\nu\nu'} \quad \text{if} \quad K = 1, \quad (2.13) \]

where

\[ \hat{X}_l^{(K)}(\nu, \chi) = X_l^{(K)}(\nu, \chi) \left\{ \begin{array}{ll} \left[ (\nu^2 - K)(\nu^2 - 2^2K) \cdots (\nu^2 - l^2K) \right]^{1/2} & \text{if} \quad l \geq 1, \\ 1 & \text{if} \quad l = 0. \end{array} \right. \]

Then we have the additional orthogonality relations in Fourier space:

\[ \int_0^\infty d\nu \frac{\nu^2}{2\pi^2} \hat{X}_l^{(K)}(\nu, \chi) \hat{X}_l^{(K)}(\nu', \chi) = \frac{\delta^{(\nu - \nu')}}{4\pi S_K^2(\chi)} \quad \text{when} \quad K \leq 0, \]

\[ \sum_{\nu=2}^{\infty} \frac{\nu^2}{2\pi^2} \hat{X}_l^{(K)}(\nu, \chi) \hat{X}_l^{(K)}(\nu', \chi) = \frac{\delta^{(\nu - \nu')}}{4\pi S_K^2(\chi)} \quad \text{when} \quad K = 1. \]

\[ \text{(2.15) \quad \text{and} \quad (2.16)} \]
As a result, we can express the density contrast \( \delta(\chi, \theta, \phi) \equiv \rho/\bar{\rho} - 1 \) of matter (\( \delta = \delta_m \)) or galaxies (\( \delta = \delta_g \)) as a Fourier series:

\[
\delta(\chi, \theta, \phi) = 4\pi \int_0^\infty d\nu \nu^2 \sum_{l=0}^\infty \sum_{m=-l}^l \delta_{lm}(\nu) \hat{X}_l^{(K)}(\nu, \chi) Y_{lm}(\theta, \phi),
\]

(2.17)

where \( \delta_{lm}(\nu) \) are the Fourier coefficients. Note that when \( K = 1 \) the continuous sum (integral) in (2.17) must be replaced by a discrete sum over \( \nu \), as in (2.16). Using the orthogonality relation:

\[
\delta_{lm}(\nu) = \frac{1}{2\pi^2} \int d^2\Omega \, d\chi \, S^2_{K}(\chi) \delta(\chi, \theta, \phi) \hat{X}_l^{(K)}(\nu, \chi) Y_{lm}^*(\theta, \phi). \]

(2.18)

Thus one can compute the cross-correlation between Fourier coefficients \( \langle \delta_{lm}(\nu) \delta_{l'm'}^{*}(\nu') \rangle \) as an integral over all possible configurations of the 2-point correlation \( \xi \) between position \((\chi_1, \theta_1, \phi_1)\) and \((\chi_2, \theta_2, \phi_2)\). However, the cosmological principle implies that statistical properties of the universe should be invariant under translation and rotation so that the 2-point correlation function should be a function only of the geodesic separation \( \chi_{12} \) between point 1 and 2. Therefore one can define Fourier coefficients \( S_{lm}(\nu) \) of the 2-point correlation function such that

\[
S_{lm}(\nu) = \frac{1}{2\pi^2} \int d^2\Omega \, d\chi_{12} \, S^2_{K}(\chi_{12}) \xi(\chi_{12}) \hat{X}_l^{(K)}(\nu, \chi_{12}) Y_{lm}^*(\theta, \phi). \]

(2.19)

Since the 2-point correlation is a function only of \( \chi_{12} \) and not of \( \theta, \phi \) it follows that the only nonzero Fourier coefficient will be the monopole, which is the dimensionless power spectrum \( S \):

\[
S(\nu) \equiv S_{00}(\nu) = \frac{1}{2\pi^2} \int d^2\Omega \, d\chi_{12} \, S^2_{K}(\chi_{12}) \xi(\chi_{12}) \hat{X}_0^{(K)}(\nu, \chi_{12}), \]

(2.20)

\[
\xi(\chi_{12}) = 4\pi \int d\nu \nu^2 S(\nu) \hat{X}_0^{(K)}(\nu, \chi_{12}). \]

(2.21)

Finally, the addition theorem

\[
\hat{X}_0^{(K)}(\nu, \chi_{12}) = 4\pi \sum_{q=0}^{\infty} \sum_{n=-q}^q \hat{X}_q^{(K)}(\nu, \chi_1) \hat{X}_q^{(K)}(\nu, \chi_2) Y_{q\theta}(\theta_1, \phi_1) Y_{q\phi}(\theta_2, \phi_2), \]

(2.22)

leads to the fundamental equation that is implied by invariance under translation and rotation:

\[
\langle \delta_{lm}(\nu) \delta_{l'm'}^{*}(\nu') \rangle = \delta_{ll'} \delta_{mm'} \frac{S(\nu)}{\nu^2} \begin{cases} 
\delta^D(\nu - \nu') & \text{if } K \leq 0, \\
\delta_{\nu\nu'} & \text{if } K = 1.
\end{cases} \]

(2.23)

The relation to the usual matter power spectrum \( P(k) \) is

\[
\nu S(\nu) = \frac{k}{a_0^2} P(k) \quad \text{where} \quad k = \frac{\tilde{k}}{a_0} = \frac{\sqrt{\nu^2 - K}}{a_0} \quad \text{and} \quad \tilde{k} \chi = kr. \]

(2.24)

Figure 1 shows \( S(\nu) \) for \( \Omega_{K,0} = 0, \pm 0.1 \).

The two main effects of curvature on the power spectrum \( S \) can be seen in Figure 1:

- An intrinsic contribution that changes the shape of the power spectrum on very large scales \( \nu \lesssim 100 \), close to the curvature scale \( a_0 \) given in (2.6). This follows from assuming nearly
Figure 1. Top: Power spectrum $\nu^2 S(\nu)$ at $z = 0.5$, for flat (black solid line), spherical (red diamonds) and hyperbolic (blue short dashed line) models, with $\Omega_{m,0} = 0.32$ and $\Omega_{K,0} = 0, \pm 0.1$. Bottom: Fractional difference relative to the flat model.

scale-invariant initial conditions for the gravitational potential that are the same regardless of $K$, leading to [12]

$$S(\nu) = \frac{(\nu^2 - 4K)^2}{\nu(\nu^2 - K)} A_s \left( \frac{k}{k_0} \right)^{n_s - 1} T^2(k),$$

where $T(k)$ is the matter transfer function, $n_s$ is the spectral index, $A_s$ is the scalar amplitude, $k_0$ is the pivot scale. The first factor accounts for curvature effects on the potential fluctuations and matter density, and is responsible for the curvature effects observed at large scales in Figure 1.

- The transfer function also induces additional curvature effects. These are in practice independent of the $\nu$ scale, and mostly due to the fact that evolving curvature changes the way perturbations grow in time, so that the growth factor $D(z) = \delta_m(z, r)/\delta_m(0, r)$ acquires a specific sensitivity to curvature. As a consequence, the overall amplitude of the power spectrum is modified for $\nu \gtrsim 100$. 

-
2.2 Redshift-space distortions

The galaxy comoving number density contrast in real space is \( \delta_g = (n_g - \bar{n}_g)/\bar{n}_g \). In the linear regime, the redshift-space number density contrast is presented in [23–25]:

\[
\delta^s_g(z, \mathbf{r}) = b(z)\delta_m(z, \mathbf{r}) - \frac{(1 + z)}{H(z)} \left( \frac{\partial}{\partial \mathbf{r}} \right) [\mathbf{v}(z, \mathbf{r}) \cdot \hat{\mathbf{r}}]
- \frac{(1 + z)}{H(z)} \alpha(z) [\mathbf{v}(z, \mathbf{r}) \cdot \hat{\mathbf{r}}] + \left[ 5s(z) - 2 \right] \kappa(z, \mathbf{r}) + \delta_\Phi(z, \mathbf{r}),
\]

(2.26)

where \( b \) is the linear bias, \( \mathbf{v} \) is the peculiar velocity, and \( \kappa \) is the lensing convergence. The first line of (2.26) is the standard ‘Newtonian’ approximation with Kaiser redshift-space distortion (RSD). Typically a plane-parallel approximation is used, i.e. a global line of sight \( \hat{n} \) of (2.26) is the standard ‘Newtonian’ approximation with Kaiser redshift-space distortion (RSD). Here we do not impose the plane-parallel approximation, following [12, 13, 23–25].

The second line of (2.26) contains the relativistic corrections to RSD: a Doppler redshift effect; a contribution from lensing convergence, due to the modulation of solid angle and the effect of wide-angle effects in Fourier space as (\( H/k \)). Although it is typically much smaller than the Kaiser term, it can be of the same order of magnitude as \( H/k \) redshifts, the dominant Doppler contribution scales as (\( H/k \)).

For a single tracer and for equal-redshift correlations, the Doppler term appears in the auto-correlations only as a square, i.e. its contribution is suppressed by (\( H/k \)). For a single tracer and for unequal-redshift correlations, the dominant Doppler contribution scales as (\( H/k \)).

In the linear regime, we consider it can be safely neglected. The potential term \( \delta_\Phi \) scales in Fourier space as (\( H/k \)) by the Poisson equation, and we also neglect this contribution.

The Doppler term is less suppressed than \( \delta_\Phi \), scaling as \( i (H/k)\delta_m \) by the continuity equation. Although it is typically much smaller than the Kaiser term, it can be of the same order of magnitude as wide-angle effects in \( \delta^s_g \) [46]. However, its contribution to the 2-point correlations of \( \delta^s_g \) is more subtle. For a single tracer and for equal-redshift correlations, the Doppler term appears in the auto-correlations only as a square, i.e. its contribution is suppressed by (\( H/k \)), like the leading contribution of \( \delta_\Phi \). For the correlations of two tracers, or for single-tracer correlations at unequal redshifts, the dominant Doppler contribution scales as (\( H/k \)).

In other words, when considering the 2-point correlations of a single tracer in the same redshift bin, as we do here, the Doppler contribution is of the same order of magnitude as the potential contribution – and it is therefore not consistent to introduce the Doppler term while neglecting \( \delta_\Phi \). We thus neglect the Doppler term and consequently the second line of (2.26).

The redshift-space correlation function can be expanded as [12]

\[
\xi^s_g(\chi_1, \chi_2) = b_1b_2D_1D_2 \sum_{n,l} \xi^l_1(n) \langle \chi_1, \chi_2, \theta \rangle \Xi^{(n)}_l(\chi),
\]

(2.27)

and \( b_i = b(\chi_i), D_i = D(\chi_i) \). The angular separation between \( \chi_1 \) and \( \chi_2 \) is \( \theta \), and \( \chi \) is their comoving separation [12]:

\[
\cos \theta = \sin \theta_1 \sin \theta_2 \cos (\phi_2 - \phi_1) + \cos \theta_1 \cos \theta_2,
\]

(2.28)

\[
C_K(\chi) = C_K(\chi_1)C_K(\chi_2) + K S_K(\chi_1)S_K(\chi_2) \cos \theta,
\]

(2.29)

where \( \theta_i, \phi_i \) describe the directions \( \hat{\chi}_i \). The functions \( \Xi^{(n)}_l(\chi) \) are determined by \( S(\nu) \):

\[
\Xi^{(n)}_l(\chi) = 4\pi(-1)^n \int d\nu \frac{\nu^2}{(\nu^2 - 4K)^n} S(\nu)X_l^{(K)}(\nu, \chi).
\]

(2.30)
In the sum (2.27), only terms with 0 ≤ n ≤ 2 and 0 ≤ l ≤ 2n contribute. We can unify the three sets of coefficients given by [12] into a single set:

\[
\begin{align*}
    c_0^{(0)} &= 1 + \frac{1}{3}(\beta_1 + \beta_2) + \frac{1}{15}\beta_1\beta_2 \left( 1 + 2 \cos^2 \vartheta \right), \\
    c_0^{(1)} &= \left[ \beta_1 + \beta_2 + \frac{2}{15}\beta_1\beta_2 \left( 4 + 3 \cos \vartheta \right) \right] |K| - \frac{\beta_1\beta_2}{3} \alpha_1 \alpha_2 \cos \vartheta, \\
    c_1^{(1)} &= \beta_1 \alpha_1 \cos \gamma_1 + \beta_2 \alpha_2 \cos \gamma_2 + \frac{\beta_1\beta_2}{15} \left[ \alpha_1 (\cos \gamma_1 - 2 \cos \gamma_2 \cos \vartheta) + \alpha_2 (\cos \gamma_2 - 2 \cos \gamma_1 \cos \vartheta) \right], \\
    c_2^{(1)} &= \frac{\beta_1}{3} \left( 3 \cos^2 \gamma_1 - 1 \right) + \frac{\beta_2}{3} \left( 3 \cos^2 \gamma_2 - 1 \right) - \frac{\beta_1\beta_2}{21} \left[ 2 + 4 \cos^2 \vartheta - 3 \left( \cos^2 \gamma_1 + \cos^2 \gamma_2 \right) + 12 \cos \gamma_1 \cos \gamma_2 \cos \vartheta \right], \\
    c_0^{(2)} &= \beta_1\beta_2 \left( 1 - \alpha_1 \alpha_2 \right) |K|, \\
    c_1^{(2)} &= \beta_1 \beta_2 \left( \alpha_1 \cos \gamma_1 + \alpha_2 \cos \gamma_2 \right) |K|, \\
    c_2^{(2)} &= \frac{\beta_1\beta_2}{21} \left[ 6 \cos^2 \vartheta - 4 + 27 \left( \cos^2 \gamma_1 + \cos^2 \gamma_2 \right) + 60 \cos \gamma_1 \cos \gamma_2 \cos \vartheta \right] |K| + \frac{\beta_1\beta_2}{3} \alpha_1 \alpha_2 \left( 3 \cos \gamma_1 \cos \gamma_2 + \cos \vartheta \right), \\
    c_3^{(2)} &= \frac{\beta_1\beta_2}{5} \left[ \alpha_1 \left( 5 \cos \gamma_1 \cos^2 \gamma_2 - \cos \gamma_1 + 2 \cos \gamma_2 \cos \vartheta \right) + \alpha_2 \left( 5 \cos \gamma_2 \cos^2 \gamma_1 - \cos \gamma_2 + 2 \cos \gamma_1 \cos \vartheta \right) \right], \\
    c_4^{(2)} &= \frac{\beta_1\beta_2}{35} \left[ 1 + 2 \cos^2 \vartheta - 5 \left( \cos^2 \gamma_1 + \cos^2 \gamma_2 \right) + 20 \cos \gamma_1 \cos \gamma_2 \cos \vartheta + 35 \cos^2 \gamma_1 \cos^2 \gamma_2 \right].
\end{align*}
\]

Here \( \beta_i = f_i/b_i \) and \( f = -d \ln D/d \ln(1+z) \) is the growth rate.

The \( \gamma_i \) are the angles between \( \chi_i \) and the separation vector \( \chi_{12} = \chi_1 - \chi_2 \), while \( \vartheta \) is defined as [12]

\[
\cos \vartheta = \frac{\sin \gamma_1 \sin \gamma_2}{C_{12}} - \cos \gamma_1 \cos \gamma_2 = \frac{C_1 C_2 \cos \theta + K S_1 S_2}{C_1 C_2 + K S_1 S_2 \cos \theta},
\]

where \( S_i = S_K(\chi_i) \), \( C_i = C_K(\chi_i) \), \( S_{12} = S_K(\chi) \) and \( C_{12} = C_K(\chi) \). Note that \( \vartheta = \theta \) for \( K = 0 \). We also have

\[
\cos \gamma_1 S_{12} = S_1 C_2 - C_1 S_2 \cos \theta, \quad (2.33)
\]
\[
\cos \gamma_2 S_{12} = C_1 S_2 - S_1 C_2 \cos \theta. \quad (2.34)
\]

As pointed out above, we set \( \alpha_i = 0 \) since we consider correlations of a single tracer in the same redshift bin. (Note that the \( \alpha_i \) given in [12] omit some contributions and are corrected by the expressions in [13].)

In the absence of RSD (\( \beta_i = 0 \)), the real space correlation function reduces to

\[
\xi_{\delta}(\chi) = \frac{\xi_{b_1 b_2 D_1 D_2}}{b_1 b_2 D_1 D_2} = 4\pi \int_0^\infty d\nu \nu^2 S(\nu) X_{0}^{(K)}(\nu, \chi) = \frac{4\pi}{S_K(\chi)} \int_0^\infty d\nu \nu S(\nu) \sin(\nu \chi). \quad (2.35)
\]

From this we can express the integral as an inverse Fourier transform (useful for practical calculations using FFT or FFTLog algorithms):

\[
\frac{\xi_{\delta}(\chi)}{b_1 b_2 D_1 D_2} = \frac{2\pi}{S_K(\chi)} \int_{-\infty}^\infty d\nu \nu S(\nu) e^{i\nu \chi} = \frac{2\pi}{S_K(\chi)} F^{-1}[\nu S(\nu)]. \quad (2.36)
\]

\[ - 8 - \]
Note that $\nu S(\nu)$ and $S_K(\chi)\xi(\chi)/(2\pi b_1 b_2 D_1 D_2)$ form a Fourier pair. Equation (2.36) can be expressed as a Hankel transform

$$
\frac{\xi_{\text{pp}}(\chi)}{b_1 b_2 D_1 D_2} = \frac{4\pi \chi}{S_K(\chi)} \int_0^\infty d\nu \nu^2 S(\nu) j_0(\nu \chi).
$$

(2.37)

Based on (2.35) or (2.37), we can decompose the curvature effects on the real-space correlation function into three contributions: (a) as noted before an intrinsic effect of curvature on the shape of the power spectrum $S(\nu)$ and (b) an effect through the growth factor $D$ (which is scale independent); (c) a scale-dependent effect when $K \neq 0$ in the relation between the power spectrum and the correlation function, via the factor $S_K(\chi)$ in (2.35).

In redshift space, curvature and wide-angle effects appear on a range of scales, leading to a more complicated picture than in real space. We start with a simplified plane-parallel model:

(a) assuming the distant-observer limit, $\chi \ll \chi_1, \chi_2$ with $\gamma_i$ fixed;

(b) neglecting evolution effects, i.e., $D_1 = D_2 = D, b_1 = b_2 = b$ and $f_1 = f_2 = f$.

Note that (a) implies that curvature can be neglected in this limit, since $\chi$ is much less than the curvature scale; (a) also implies that $\theta, \vartheta \to 0$ and $\gamma_2 \to \pi - \gamma_1$. Then only 3 of the $\xi^{(n)}_i$ survive and (2.27) reduces to the Kaiser plane-parallel result,

$$
\xi_{\text{pp}}(\chi, \mu) = \xi^{(0)}_{\text{pp}}(\chi) + \xi^{(2)}_{\text{pp}}(\chi) L_2(\mu) + \xi^{(4)}_{\text{pp}}(\chi) L_4(\mu) \quad \text{where} \quad \mu = \cos \gamma_1.
$$

(2.38)

The multipoles are\(^1\)

$$
\begin{align*}
\xi^{(0)}_{\text{pp}} &= b^2 D^2 \left( 1 + \frac{2}{3} \beta + \frac{1}{5} \beta^2 \right) \Xi^{(0)}_0, \\
\xi^{(2)}_{\text{pp}} &= b^2 D^2 \left( \frac{4}{3} \beta + \frac{4}{7} \beta^2 \right) \Xi^{(1)}_2, \\
\xi^{(4)}_{\text{pp}} &= \frac{8}{35} b^2 D^2 \beta^2 \Xi^{(2)}_4.
\end{align*}
$$

(2.39)–(2.41)

The spatial curvature enters via the real-space $l$-multipoles $\Xi^{(n)}_l$, given by (2.30).

### 2.3 Wide-angle effects

We now consider the redshift-space correlation function with wide-angle effects, and compare it with the plane-parallel limit. Using (2.27) we can predict the redshift space 2-point correlation function (taking into account both curvature and wide-angle effects). First we choose an observer line-of-sight direction. Different choices lead to small differences (see e.g. [51, 52]) which can be neglected for the surveys that we consider. We choose $\mathbf{x}_1$ as line-of-sight direction ($\mathbf{x}_1 = a_0 \mathbf{X}_1$). We specify the redshift $z_1$ at the end-point of $\mathbf{x}_1$, the comoving separation $r$ between the end-points $\mathbf{x}_1$ and $\mathbf{x}_2$, and the angle $\gamma_1$ between the line-of-sight and the geodesic between end-points $\mathbf{x}_1$ and $\mathbf{x}_2$. This can be done for several values of the comoving separation $r$ and appropriate values of $\mu$, so that we can compute $\xi^s_\mu(r, \mu)$.

The multipoles are then given by

$$
\xi^{(l)}(r) = \frac{1}{2} (2l + 1) \int_{-1}^1 d\mu L_l(\mu) \xi^s_\mu(r, \mu).
$$

(2.42)

Beyond the plane-parallel limit, wide-angle corrections arise in the even multipoles – and they source a dipole and octupole.

**Figure 2** shows the redshift-space even multipoles in the three curvature cases, at two redshifts. The upper panels display the general case and the plane-parallel limit [(2.39)–(2.41)]. The lower

\(^1\)Note that for the cross-correlation of two different tracers, there is a nonzero dipole and octupole in the plane-parallel limit [47, 48, 50].
Figure 2. Top: 2-point correlation function monopole (left), quadrupole (middle) and hexadecapole (right) for flat (black), spherical (red) and hyperbolic (blue) spaces, at $z = 0.5$. The plane-parallel (Kaiser) limit is shown in dotted curves. Bottom: Fractional difference compared to the Kaiser limit at $z = 0.5$ (same colour code as top panel) and at $z = 1$ (grey thick lines). Dotted line is a 1% relative difference.

panels give the fractional difference. On scales below $70h^{-1}$Mpc, wide-angle effects change the monopole by less than 0.1%. However, around the BAO scale the wide-angle effect is around 0.4% and can reach a maximum of 0.6% at redshift $z = 0.5$. By contrast, at redshift $z = 1$ the effect on the BAO scale remains lower than 0.2%. While the quadrupole is affected at the percent level at $150h^{-1}$Mpc at redshift 0.5, the hexadecapole shows the largest deviation of about 1% at $r \sim 50h^{-1}$Mpc for $z = 0.5$ and 1% at $r \sim 100h^{-1}$Mpc for $z = 1$. In general, it is interesting that wide-angle effects are lowered by a factor of 2 on all the multipoles when redshift increases from 0.5 to 1. Whether these effects are relevant for BAO measurements is beyond the scope of the present paper, and this would need to be contrasted with typical error measurements in a given galaxy survey.

The characteristic imprint of wide-angle effects is located in the odd multipoles, as illustrated in Figure 3. These vanish (by definition) in the plane-parallel approximation. The nonzero dipole (left panel) and octupole (right panel) are respectively negative and positive. In order to quantify their importance we compute their ratio with the monopole (which is driving the signal) in the bottom panel of Figure 3. It appears that they start being relevant (i.e. a factor of 10 smaller than the monopole) around the BAO scale at the two considered redshifts 0.5 and 1. Finally, comparing the two panels of Figure 3, the contributions of the dipole and octupole are roughly the same. We will investigate the possibility of detecting the odd multipoles in a future work.

For completeness, we also studied wide-angle effects on the even multipoles for an extended scale range $90 < r < 700h^{-1}$Mpc, which reaches $\sim 10\%$ of the curvature scale for $|\Omega_K| = 0.1$. Figure 4 (left panel) shows that the hexadecapole is the multipole most sensitive to wide-angle effects. Indeed, the plane-parallel approximation over-predict the hexadecapole by 10% at scales around $200h^{-1}$Mpc. On the contrary, the quadrupole and monopole are less affected: the quadrupole is 10% over-estimated at $450h^{-1}$Mpc, while the monopole is under-estimated by less than 10% at $750h^{-1}$Mpc. It is also apparent that wide-angle effects are only marginally dependent on the curvature. In addition, on large scales we see in the right panel of Figure 4 that wide-angle effects modulate the ratios of dipole and octupole to monopole in the same way. It is interesting that odd multipoles reach 50% of the monopole at a scale $\sim 150h^{-1}$Mpc, rising to 100% at $\sim 400h^{-1}$Mpc. We also note that there is no dependence at all on curvature in the ratios of odd multipoles to the monopole.

To conclude the present section, we see that wide-angle effects can alter the 2-point correlation function monopole (left), quadrupole (middle) and hexadecapole (right) for flat (black), spherical (red) and hyperbolic (blue) spaces, at $z = 0.5$. The plane-parallel (Kaiser) limit is shown in dotted curves. Bottom: Fractional difference compared to the Kaiser limit at $z = 0.5$ (same colour code as top panel) and at $z = 1$ (grey thick lines). Dotted line is a 1% relative difference.
Figure 3. As in Figure 2, but for odd multipoles. Top: Odd multipoles at \( z = 0.5 \). Bottom: Ratio with the monopole at \( z = 0.5 \) (in colours) and at \( z = 1 \) (in grey).

Figure 4. Left: Fractional difference with the plane-parallel limit for even multipoles at \( z = 0.5 \). Right: Ratio of odd multipoles to monopole at \( z = 0.5 \).

function monopole by up to 0.5% on scales above 80\( h^{-1}\)Mpc at low redshift (\( z \sim 0.5 \)). Since we will consider measurements of the Clustering Ratio which involve scales of about this range, we need to assess how much wide-angle effects can alter it.
2.4 Clustering Ratio

We have shown how wide-angle and curvature effects have a non-trivial impact on the galaxy 2-point correlation function in redshift space. We now apply the analysis to study how they affect a different, though related, clustering statistic, namely the Clustering Ratio of matter, defined as [44, 53, 54]:

$$\eta_R(r) \equiv \frac{\xi_R^{(0)}(r)}{\sigma_R},$$ (2.43)

where $R$ is the smoothing scale for the matter density contrast:

$$\delta_R(x) = \int d^3x' W_R(x - x') \delta_m(x').$$ (2.44)

Here $W_R$ is a spherical top-hat filter and the smoothed 2-point correlation function is

$$\xi_R(x_1, x_2) = \int d^3y_1 d^3y_2 W_R(y_2 - x_2) W_R(y_1 - x_1) \xi_m(y_1, y_2).$$ (2.45)

Without additional assumptions on the properties of the 2-point correlation in redshift space, it is not possible to further simplify the integral (2.45). Therefore, in order to evaluate it, we use a Monte Carlo integration method: we draw a uniform distribution of $y_1$ and $y_2$ within their respective integration domain. Then at fixed $x_1$ it is possible to evaluate $\xi_R(r, \mu)$, where $r$ is the comoving distance between $x_1$ and $x_2$ and $\mu = \cos \gamma_1$ (see subsection 2.3). We can finally estimate the amplitude of the multipoles $\xi_R^{(l)}(r)$, up to order 4, from (2.42), using a Gauss-Legendre quadrature.

As a result, if $\xi_R(r, \mu)$ is well described by a polynomial of order 9 (its first nine multipoles), then the function that needs to be integrated is a polynomial of order 13 (because we will focus on multipoles of order $\leq 4$). Thus the result of the quadrature is exact if we choose a Gauss-Legendre quadrature of order 7 ($N = (n + 1)/2$). In this case, the only source of error in the integration process will be the Monte Carlo error. This is why we evaluate the integral 80 times to estimate the error on our Monte Carlo integration.

On the other hand, if the plane-parallel approximation is adopted, the integral (2.45) can be simplified. This leads to the same formal expression as for the 2-point correlation function, given in (2.39)–(2.41):

$$\xi_{ppR}^{(0)}(r) = b^2 D^2 \left( 1 + \frac{2}{3} \beta + \frac{1}{5} \beta^2 \right) \Xi_{R}^{(0,0)}(\chi),$$ (2.46)

$$\xi_{ppR}^{(2)}(r) = b^2 D^2 \left( \frac{4}{3} \beta + \frac{4}{7} \beta^2 \right) \Xi_{R}^{(1,2)}(\chi),$$ (2.47)

$$\xi_{ppR}^{(4)}(r) = \frac{8}{35} b^2 D^2 \beta^2 \Xi_{R}^{(2,4)}(\chi),$$ (2.48)

where

$$\Xi_{R}^{(n,l)}(\chi) \equiv 4\pi(-1)^n \int \frac{d\nu}{(\nu^2 - 4K)^n} \nu^2 S(\nu) \left[ W^{(K)}(\nu, R/a_0) \right]^2 X_l^{(K)}(\nu, \chi).$$ (2.49)

The function $W^{(K)}$ can be computed from (2.44):

$$W^{(K)}(\nu, \chi) = \frac{4\pi}{V^{(K)}(\chi)} \frac{1}{\nu(\nu^2 - 2K)} \left[ C_K(\chi) \sin(\nu \chi) - \nu S_K(\chi) \cos(\nu \chi) \right],$$ (2.50)

where

$$V^{(K)}(\chi) = K \pi a_0^3 \left[ 2\chi - S_K(2\chi) \right].$$ (2.51)
Figure 5. Top: Smoothed monopole $\xi_R^{(0)}(nR)$ (left) and quadrupole $\xi_R^{(2)}(nR)$ (right), at the correlation length $nR = 2.1 R$, for flat (diamonds), spherical (circles) and hyperbolic (triangles) spaces, in 3 different models. Lines over-plotted show the plane-parallel limit. Bottom: Fractional difference relative to plane-parallel limit.

is the volume of the sphere of radius $R = a_0\chi$. Note that in the flat case $V(0)(\chi) = 4\pi(a_0\chi)^3/3$, so that $W^{(0)}(\nu, \chi) = 3j_1(\nu\chi)/(\nu\chi)$, which corresponds to the usual expression obtained when performing the (flat) Fourier transform of a top-hat spherical filter.

In the following, we compare in a given cosmological model the result obtained with and without assuming the plane-parallel limit. It is fundamental to make this comparison because the implementation of the plane-parallel approximation for computing the smoothed 2-point correlation function is computationally more efficient.

In Figure 5 we show that the plane-parallel approximation works extremely well as far as estimations of the monopole and quadrupole terms are concerned. The approximation and the exact numerical calculations agree to better than 0.5%. This result holds even when considering extreme curvature values as high as $|\Omega_{K,0}| = 0.2$ and a wide redshift range 0.5 to 1.

Although not shown here, we verified that the hexadecapoles agree at the level of 5% (without finding any significant deviation, since the error is mostly due to our Monte Carlo integration technique). Also note that we can safely assume that the variance $\sigma^2_R$ is correctly recovered under the plane-parallel approximation, since its estimate involves scales that are smaller than those considered when measuring the 2-point correlation function. Only the monopole and the variance are needed to estimate the Clustering Ratio so we conclude that the plane-parallel approximation can be safely applied.

For the sake of completeness, we also predict the amplitude of the lower odd multipoles, shown in Figure 6. Interestingly, significant contributions of RSD to the dipole and octupole are detected. The lower panels show the fractional difference relative to a flat-space model. This fractional difference depends on the amount of curvature but not on redshift. Whether or not this large-scale effect can be detected in redshift surveys (current or future) is left for a future analysis.

In summary, on the scales we consider, wide-angle effects or curvature effects are expected to impact negligibly on the estimation of the Clustering Ratio $\eta_R$. Thus one can safely apply the Kaiser model, confirming that the real-space matter Clustering Ratio can be inferred from galaxies as the ratio between the smoothed 2-point correlation monopole $\xi_R^{(0)}$ and the variance $\sigma^2_R$ on the
Figure 6. Odd multipoles $\xi^{(0)}(nR)$ of the smoothed 2-point correlation function at the correlation length $nR = 2.1 R$, for various curvature and redshift ranges. *Bottom:* Fractional difference relative to the $K = 0$ case in each cosmology.

![Diagram of odd multipoles and fractional difference](image)

Corresponding scale $R$. As a result, the galaxy Clustering Ratio maintains its characteristic property of being insensitive to both galaxy bias and large-scale RSD, thus remaining informative about the underlying matter field.

3 Methodology

We aim to extract cosmological information in the most background-independent way possible, i.e. without relying on geometric probes, or probes that are primarily sensitive to the expansion rate. To this end, we focus on the amplitude and shape of the matter power spectrum, using the two observables: the Clustering Ratio $\eta_R$ and the RSD parameter $f\sigma_8$. The Clustering Ratio is sensitive to the shape of the power spectrum (see subsection 2.4), while, in addition, the RSD parameter is sensitive to the overall normalisation of the power spectrum via $\sigma_8$.

Then we complement our analysis, in order to strengthen our conclusion, by also using the information contained in additional datasets that are mainly sensitive to the geometry and kinematics (SNIa and BAO) or the physics of the early universe (CMB).

3.1 Probes and likelihoods

Here we present the main probes used in the analysis, the chosen data and likelihoods, and the correcting schemes implemented to account for curvature effects. The likelihoods are in the ECLAIR suite [55] and available online\(^2\).

- **Redshift-space distortions**
  A large compilation of independent measurements of $f\sigma_8$ is given in [56] and summarised in Table 1. This data set is identified as ‘RSD’ in figures. Note that some of the measurements have been obtained by marginalising over the AP parameters and some have not but we treat them in the same way. The reason is that the uncertainties on measurements without marginalisation are larger.

\(^2\)https://github.com/s-ILic/ECLAIR, https://github.com/louisperenon/ECLAIR_likelihoods.
than the errors on the most recent BOSS measurements which are done with AP marginalisation. Therefore we do not expect the results to change.

Since the RSD parameters have been estimated in some chosen fiducial cosmology (often different from survey to survey), we face the issue of forecasting their amplitude in any given cosmological model. Instead of following this route, we adopt the standard practice of prescribing a transformation rule that maps the $f\sigma_8$ predicted in a model, into $\tilde{f}\sigma_8$ in a fiducial model. There is no consensus in the literature on how this mapping should be achieved. It is typical to prescribe a global rescaling:

$$\tilde{f}\sigma_8 = q f\sigma_8.$$  \hspace{1cm} (3.1)

The ansatz

$$q = \frac{\alpha_\parallel}{\alpha_\perp},$$  \hspace{1cm} (3.2)

is proposed by [57, 58], where the re-scaling parameters are

$$\alpha_\parallel = \frac{\dot{E}(\bar{z})}{E(\bar{z})}, \quad \alpha_\perp = \frac{D_A(\bar{z})}{\tilde{D}_A(\bar{z})}.$$  \hspace{1cm} (3.3)

Here $E \equiv H/H_0$ is the normalised expansion rate, $D_A$ is the angular diameter distance, $\bar{z}$ is the effective redshift of the measurement, and a tilde indicates evaluation in the fiducial cosmology.

Without physical justification of this mapping, and since previously developed schemes all apply to the spatially flat case, we have reconsidered the whole issue in Appendix A. We find a theoretically motivated transformation:

$$q \simeq \frac{5}{7} + \frac{2}{7} \frac{\alpha_\parallel}{\alpha_\perp},$$  \hspace{1cm} (3.4)

and we give the steps to obtain it, the assumptions on which it is based and simulations to test its accuracy.

In Figure 7 we compare the AP rescaling factor $q$ of (3.1) and (3.4), at three different redshifts. Although the degeneracy lines are identical, the amplitudes of the two corrections are significantly different, with the discrepancy increasing as a function of redshift. Note that our correction scheme predicts a smaller impact of geometric biases than the model in [57]. This in turn has non-negligible consequences for the statistical inference and cosmological parameter estimation processes.

**Clustering Ratio**

Measurements of $\eta_R$ in [44] are from BOSS DR7 [61] and BOSS DR12 [62], given in Table 2 and denoted CR in figures. These measurements used a flat $\Lambda$CDM fiducial model with $H_0 = 67$ km/s/Mpc, $\Omega_{m,0} = 0.32$, a smoothing scale $R = 22h^{-1}$ Mpc and a correlation length $r = 2.1R$. These were fixed using numerical simulations to optimise the signal-to-noise ratio. The advantage is that on these large scales the amplitude of the Clustering Ratio can be predicted using only linear perturbation theory.

As in the case of the RSD parameter, we map the ‘correct’ $\eta_R$ computed in a given cosmology to $\tilde{\eta}_R$, which would be inferred in a ‘wrong’ fiducial model. In Appendix B we show that the flat-space mapping [44] applies also to curved-space models:

$$\tilde{\eta}_R = \eta_R \quad \text{where} \quad R = \alpha \tilde{R}.$$  \hspace{1cm} (3.5)

Here $\alpha$ is the standard AP volume re-scaling factor:

$$\alpha = (\alpha_\parallel^2 \alpha_\perp^2)^{1/3}.$$  \hspace{1cm} (3.6)

**Hubble diagram of supernovae type Ia**

We use the Joint Light-curve Analysis sample compiled by [63], denoted as SNIa in figures, which
| Data set          | $z$  | $f_{\sigma_8}$          | Reference  |
|-------------------|------|-------------------------|------------|
| 2MTF              | 0.001| $0.505 \pm 0.085$       | [28]       |
| 6dFGS+SNIa        | 0.02 | $0.428 \pm 0.0465$      | [29]       |
| IRAS+SNIa         | 0.02 | $0.398 \pm 0.065$       | [30, 31]   |
| 2MASS             | 0.02 | $0.314 \pm 0.048$       | [31, 32]   |
| SDSS              | 0.10 | $0.376 \pm 0.038$       | [33]       |
| SDSS-MGS          | 0.15 | $0.490 \pm 0.145$       | [34]       |
| 2dFGRS            | 0.17 | $0.510 \pm 0.060$       | [35]       |
| GAMA              | 0.18 | $0.360 \pm 0.090$       | [36]       |
| GAMA              | 0.38 | $0.440 \pm 0.060$       | [36]       |
| SDSS-LRG-200      | 0.25 | $0.3512 \pm 0.0583$     | [37]       |
| SDSS-LRG-200      | 0.37 | $0.4602 \pm 0.0378$     | [37]       |
| BOSS DR12         | 0.31 | $0.469 \pm 0.098$       | [38]       |
| BOSS DR12         | 0.36 | $0.474 \pm 0.097$       | [38]       |
| BOSS DR12         | 0.40 | $0.473 \pm 0.086$       | [38]       |
| BOSS DR12         | 0.44 | $0.481 \pm 0.076$       | [38]       |
| BOSS DR12         | 0.48 | $0.482 \pm 0.067$       | [38]       |
| BOSS DR12         | 0.52 | $0.488 \pm 0.065$       | [38]       |
| BOSS DR12         | 0.56 | $0.482 \pm 0.067$       | [38]       |
| BOSS DR12         | 0.59 | $0.481 \pm 0.066$       | [38]       |
| BOSS DR12         | 0.64 | $0.486 \pm 0.070$       | [38]       |
| WiggleZ           | 0.44 | $0.413 \pm 0.080$       | [39]       |
| WiggleZ           | 0.60 | $0.390 \pm 0.063$       | [39]       |
| WiggleZ           | 0.73 | $0.437 \pm 0.072$       | [39]       |
| Vipers PDR-2      | 0.60 | $0.550 \pm 0.120$       | [40, 41]   |
| Vipers PDR-2      | 0.86 | $0.400 \pm 0.110$       | [40, 41]   |
| FastSound         | 1.40 | $0.482 \pm 0.116$       | [42]       |
| SDSS-IV           | 0.978| $0.379 \pm 0.176$       | [43]       |
| SDSS-IV           | 1.23 | $0.385 \pm 0.099$       | [43]       |
| SDSS-IV           | 1.526| $0.342 \pm 0.070$       | [43]       |
| SDSS-IV           | 1.944| $0.364 \pm 0.106$       | [43]       |

**Table 1.** RSD data used. This robust and independent collection was compiled in [59] and is complemented by [28, 38, 43]. Measurements of WiggleZ [39], SDSS-IV [43] and BOSS DR12 [38] each have a covariance matrix which we take into account, following [59, 60].

**Figure 7.** AP rescaling factor $q(z)$ for $f_{\sigma_8}$ at three redshifts as a function of the fiducial cosmology ($\Omega_{m,0}$, $\Omega_{\Lambda,0}$). Solid blue lines are our model (3.4) (steps of 0.01); red dashed lines are (3.1) (steps of 0.05) from [57].
Table 2. Clustering Ratio data set used.

| Data set   | $z_{\text{min}}$ | $z_{\text{max}}$ | $\eta_R$          | Ref.   |
|------------|-------------------|-------------------|-------------------|--------|
| BOSS DR7   | 0.15              | 0.43              | 0.096 ± 0.007     | [44, 61]|
| BOSS DR12  | 0.30              | 0.53              | 0.094 ± 0.006     | [44, 62]|
| BOSS DR12  | 0.53              | 0.67              | 0.105 ± 0.011     | [44, 62]|

Table 3. Top: KACDM parameters and their corresponding prior range. Bottom: Additional priors considered in parts of our analysis.

| Parameter | Prior |
|-----------|-------|
| $\Omega_{b,0}h^2$ | [0, 100] |
| $\Omega_{c,0}h^2$ | [0, 100] |
| $H_0$ | [40, 100] |
| $\tau$ | [0, 0.2] |
| $\ln(10^{10}A_s)$ | [0, 100] |
| $n_s$ | [0.9, 1] |
| $\Omega_{K,0}$ | [−0.2, 0.6] |
| $\Omega_{b,0}h^2$ | $\mathcal{N}(0.0222, 0.0005^2)$ |
| $\sigma_{8,0}$ | [0.6, 1] |
| $\Omega_{m,0}$ | [0, 1] |

spans $0.01 \leq z \leq 1.3$ and contains 740 SNIa.

- **Baryon acoustic oscillations**
  We use the BAO compilation of [1] (denoted ‘BAO’ in figures), with measurements from 6dF [64], SDSS DR7 [65] and BOSS DR12 [66].
  
  The sound horizon at the end of the baryon drag epoch $r_d$ is not fixed by CMB or priors. We treat the BAO scale as an uncalibrated standard ruler (whose amplitude depends on the physics of the early universe, and thus on the density parameters of baryons, CDM and neutrinos) to be adjusted using CMB-independent data.

- **Cosmic microwave background**
  We use the Planck 2018 low- and high-multipole temperature and polarisation power spectra [67], denoting this data set as CMB in figures. In the analysis of our benchmark model, which includes spatial curvature, we set the relative amplitude of the lensing power parameter $A_L$ to unity.

### 3.2 Parameters and priors

The benchmark for our analysis is the KACDM model that we explore using a Monte Carlo Markov chain (MCMC) strategy by varying seven cosmological parameters:

$$\left\{ \Omega_{b,0}h^2, \Omega_{c,0}h^2, H_0, \tau, \ln(10^{10}A_s), n_s, \Omega_{K,0} \right\}.$$

We use the Boltzmann code$^3$ [CLASS 68] for cosmology and the ECLAIR suite [55] for sampling likelihoods.

$^3$www.class-code.net
We present results on the growth of structure using $\sigma_{8,0}$ and the combination $S_8 = \sigma_{8,0} (\Omega_{m,0}/0.3)^{0.5}$ (e.g. [69, 70]) that better resolves the degeneracy between $\sigma_{8,0}$ and $\Omega_{m,0}$. The constraints from our analysis are model-dependent and need to be understood in combination with our priors and assumptions. We assume the minimal neutrino scenario (one with mass 0.06 eV, two massless). We try to be as agnostic as possible when imposing conditions on variation of free parameters and impose the very large uniform priors displayed in Table 3. Consequently, the full cosmological potential of each probe can be better assessed.

We assume an informative Gaussian prior on the baryon density, $\Omega_{b,0} h^2 = 0.0222 \pm 0.0005$, as set by primordial deuterium abundance measurements [71] (denoted ‘BBN’ in figures). This choice ensures that our conclusions are completely independent of CMB measurements. However, we note that estimation of $\Omega_{b,0} h^2$ from the shape of CMB acoustic peaks is virtually independent of the model, i.e. essentially insensitive to the late-time expansion and early-time physics [72].

4 Cosmological constraints on $\Lambda$CDM

Planck observations [1] have resulted in some unexpected results with important phenomenological consequences for the standard flat-space six-parameter $\Lambda$CDM model. It appears that if $\Lambda$CDM is extended to include spatial curvature, then the Planck temperature and polarisation maps favour (statistically significant) negative values (i.e. $K > 0$): $\Omega_{K,0} = -0.044^{+0.018}_{-0.015}$. This does not leave the rest of the model unchanged. Indeed, it implies $H_0 = 54.4^{+3.3}_{-4.0}$ at 68% CL, much lower than direct measurements by virtually all cosmological probes. In addition, it suggests a matter content $\Omega_{m,0}$ about 50% larger than expected and generally measured [3].

A driver for the $K > 0$ result is that the Planck temperature power spectrum is best fitted by models with significantly more lensing distortions than actually observed. The nonphysical lensing factor, if left free, is constrained to values $A_L > 1$ [73] in the flat $\Lambda$CDM model. A more physical parameter that can affect the lensing is in fact the curvature density: more negative $\Omega_{K,0}$ leads to larger $A_L$ [3]. The central goal of our analysis is the characterisation of the curvature in one-parameter extensions of the flat $\Lambda$CDM scenario. We therefore take $K\Lambda$CDM as the reference model and show how, by jointly exploiting different techniques to extract clustering information (Clustering Ratio and RSD), we can gain insights into this issue.

4.1 Constraints from low-redshift clustering probes

Constraints on some parameters of $K\Lambda$CDM derived from low-redshift ($z \lesssim 2$) CR and RSD clustering observables are shown in Figure 8. The measurements are performed on non-overlapping data\(^4\), and moreover probe the universe on very different epochs and scales. The resulting likelihood contours are thus statistically independent and can be meaningfully compared.

Regarding the constraining power of individual probes we see that the Clustering Ratio performs extremely well in constraining the combination $\Omega_{m,0} h$:

$$\Omega_{m,0} h = 0.232^{+0.057}_{-0.040} \quad (\text{K\Lambda CDM} : \ CR),$$

at 95% CL. This is comparable to the constraining power of CMB alone ($\Omega_{m,0} h = 0.264^{+0.033}_{-0.035}$) and improves by a factor of three on what can be achieved with RSD analyses ($\Omega_{m,0} h = 0.214^{+0.141}_{-0.106}$). This power results from the degeneracy axis in the ($\Omega_{m,0}, h$) plane along the line $\Omega_{m,0} h = \text{const}$, a fact that was already noticed and discussed by [53] and [54]. The preferred degeneracy line is physically due to the fact that, for large values of $R$, the CR parameter $\eta_R$ is only sensitive to the shape of the matter power spectrum, which itself depends in a degenerate way on the product $\Omega_{m,0} h$.

\(^4\)For example, the CR and RSD data sets both contain BOSS DR12 measurements, which we consider only in the CR data set when making any CR + RSD combinations, to avoid double-counting.
As shown by [54], the degeneracy axis in the \((\Omega_{m,0}, h)\) plane develops along the line \(\Omega_{m,0}h^2 = \text{const}\) if the CR analysis is performed in the mildly nonlinear regime, i.e. for small smoothing length \(R\). Thus in principle, additional constraining power from clustering probes alone could be achieved by combining RSD and CR (for a given fixed scale \(R\)) on a larger redshift interval than currently available. Future DESI and Euclid data could make this possible.

By contrast, RSD are more effective in constraining \(\Omega_{m,0}\) as evident in the lower panels of Figure 8 – since RSD are sensitive to normalisation of the power spectrum, \(\sigma_{8,0}\). The CR, at least when measured on linear scales (i.e. by smoothing the galaxy field using large values of \(R\)), is insensitive to the power spectrum amplitude. Denser samples would be needed to perform a small-scale analysis (in slightly nonlinear regimes) capable of extracting information about \(\Omega_{m,0}\) also from CR measurements alone.

We also note the different statistical degeneracies displayed in parameter space by the clustering probes, with the misalignment of the degeneracy axes forcing the likelihood contours to overlap in a narrow region. Although the cosmological resolution provided by the clustering probes alone is weaker than the CMB, their combination is effective in placing some CMB-independent constraints on \(H_0\) and \(\Omega_{m,0}\).

The parameter \(\Omega_{m,0}h\) is constrained by the joint clustering analysis as \(\Omega_{m,0}h = 0.216 \pm 0.012\) (68% CL). This figure improves on the constraint \(\Omega_{m,0}h = 0.220^{+0.029}_{-0.019}\) that is obtained by [74], using a similar approach (i.e. including the shape of the power spectrum in the analysis); however, we note that [74] includes information about the BAO, makes a zero-curvature assumption and leaves \(\Omega_{b,0}h^2\) as a free fitting parameter. When compared to the results of [75], who found that the combination \(\Omega_{m,0}h^2\) can be measured directly from the full-shape analysis of the BOSS power spectrum (plus the BBN and the flatness constraint \(K = 0\)) with 5% precision (at 68% CL), these results strengthen

![Figure 8. Marginalised 2D posterior distributions of some relevant parameters of KACDM, from combinations of RSD compilation + BBN prior (purple), CR compilation + BBN prior (pink), CR + RSD compilations + BBN prior (yellow), CMB temperature + polarisation (green). Contours are 68% and 95% CL.](image)
the evidence that clustering at low redshifts can be a source of independent measurements whose accuracy rivals that of the Planck CMB data.

The linear perturbation analysis of clustering at \( z \lesssim 2 \) places a lower bound \( H_0 > 62 \) km/s/Mpc (95\% CL). Although far from resolving the current indeterminacy in the precise value of \( H_0 \), this constraint has interesting conceptual and practical implications. We highlight that it provides a fully background-independent limit on \( H_0 \) – which is bounded from below without exploiting geometric probes such as distances, areas or volumes, nor calibration ladders, but by relying only on the linear measurements of clustering (CR and RSD) and on the primordial abundance of baryons set by BBN measurements (the prior on \( \Omega_{b,0}h^2 \)).

In the presence of tensions within the standard cosmological paradigm, it is reassuring that this ‘excluded zone’ in parameter space is consistent with the results from cosmological probes of the background. This result also allows conclusions to be drawn about the magnitude of other fundamental parameters of the model, for example by imposing limits on the possible curvature of the spatial sections of the universe (see next section). Indeed, it assists with resolving the geometric degeneracy of the CMB [76, 77], i.e. the fact that changes in \( \Omega_{K,0} \) can be compensated by changes of \( H_0 \) and produce thereby almost no observational effects on the angular diameter distances to the last scattering surface [78].

Similarly, interesting constraints on the matter density emerge from our analysis. Without fixing the spatial curvature and considering only clustering information (supplemented by the BBN prior on \( \Omega_{b,0}h^2 \)), we find that at 68\% CL

\[
\Omega_{m,0} = 0.26 \pm 0.04 \quad (\Lambda\LambdaCDM : \text{CR + RSD + BBN})
\] (4.2)

At 95\% CL, we obtain \( 0.203 \leq \Omega_{m,0} \leq 0.370 \). We have run additional MCMC to assess the range of validity of this result. We verify that the upper bound of \( \Omega_{m,0} \) is not forced by the lower bound of \( \sigma_{8,0} \). To this end we reanalyse the data by widening the interval of the flat prior on \( \sigma_{8,0} \), finding that this does not induce any appreciable change in the credible interval of \( \Omega_{m,0} \).

Next, we relax the BBN constraint by setting a flat prior on \( \Omega_{b,0}h^2 \) in the interval \([0, 100]\). Contrary to what happens for the lower bound on \( H_0 \) (which is degraded), the constraint on \( \Omega_{m,0} \) is virtually unchanged. This is indisputable evidence of the presence of dark matter from only low-z clustering data – independent of any primordial constraints on power spectrum amplitude, normalisation and shape.

We also find that statistically insignificant changes are introduced in the \( H_0 \) and \( \Omega_{m,0} \) constraints when the neutrino mass is set to zero. These constraints are confirmed both qualitatively and quantitatively when the joint clustering analysis is performed by adding also the RSD measurements from the DR7+DR12 samples, i.e. the data sets for which measures of the CR are available and the sample independence condition fails.

The analysis of galaxy clustering alone is not effective in placing useful constraints on the curvature parameter (and also on the primordial scalar spectral index \( n_s \)). For the CR, the reason is the limited range of spatial scales surveyed by currently available galaxy samples. In fact, Figure 1 shows that the shape of the matter power spectrum becomes sensitive to spatial curvature only scales comparable to the horizon. For \( f\sigma_8 \), the reason is that the scale-independent curvature effects induced by the specific evolution of the linear growth rate (see Figure 2) are degenerate with the amplitude (normalisation) \( A_s \) of the power spectrum and thus cannot be constrained.

### 4.2 Combining clustering with geometric probes (BAO and SNIa)

It is necessary to combine clustering with independent probes if we are to increase the predictive power on spatial curvature. First we add geometric information from the location of the BAO peak, a background observable which can be extracted from spectroscopic surveys. This provides the ideal test bed to fully evaluate the cosmological potential of galaxy redshift surveys. Then we include...
Comparison | $\log_{10} I$ | Agreement / Disagreement
--- | --- | ---
CR + BBN vs RSD + BBN | 1.35 | strong agreement
SNIa vs RSD + BBN | 0.48 | inconclusive
SNIa vs CR + BBN | 0.14 | inconclusive
BAO vs CR + BBN | 0.07 | inconclusive
BAO vs RSD + BBN | 0.04 | inconclusive
CMB vs CR + BBN | $-0.28$ | inconclusive
CMB vs SNIa | $-0.7$ | substantial
CMB vs BAO | $-2.14$ | decisive disagreement
CMB vs RSD + BBN | $-2.75$ | decisive disagreement

Table 4. Consistency between data sets in $K\Lambda$CDM (first column), the corresponding $\log_{10} I$ (middle column) and interpretation on Jeffrey’s scale (right column).

the Hubble diagram of SNIa. In this case, the goal is slightly different: to evaluate the efficiency of CMB-independent, low-redshift data in placing competitive constraints on cosmological parameters.

A critical requirement is consistency of the different data sets, i.e. they need to be compatible with being drawn from the same set of cosmological parameters. Only then can they be jointly analysed in a meaningful way to increase the statistical power of the inference. It is therefore essential to investigate and verify whether this condition is realised in practice. Several statistical methods have been proposed to quantify the level of concordance (or discordance) between two independent cosmological data sets $D_1$ and $D_2$ (e.g. [79–81]).

We adopt the approach of [81], based on the Deviance Information Criterion (DIC) [82], calculated as $2\chi^2_{\text{eff}} - \chi^2_{\text{eff}}$, where $\chi^2_{\text{eff}} = -2\ln L_{\text{max}}$ and $L_{\text{max}}$ is the maximum likelihood of the data given the model. The overbar denotes the mean taken over the posterior distribution. Then we evaluate the statistic

$$I(D_1, D_2) = e^{-F(D_1, D_2)/2}$$

where $F(D_1, D_2) = \text{DIC}(D_1 \cup D_2) - \text{DIC}(D_1) - \text{DIC}(D_2)$. (4.3)

This is constructed so that there is concordance between the data sets when $\log_{10} I$ is positive, and discordance when it is negative. More precisely, according to the Jeffrey scale, the agreement/disagreement is considered ‘substantial’ if $|\log_{10} I| > 0.5$, ‘strong’ if $|\log_{10} I| > 1.0$ and ‘decisive’ if $|\log_{10} I| > 2.0$.

Table 4 shows the degree of concordance/discordance in the various sample pairs considered in our analysis. There is strong agreement between the CR and RSD samples, which justifies the joint analysis presented in the previous section. Also, clustering and background data sets are not incompatible. This suggests that $CR$, $RSD$, $BAO$ and $SNIa$ can be combined in a meaningful way even when the curvature parameter is free to vary in the likelihood analysis. Figure 9 shows the 68% and 95% CL constraints for various parameters. It demonstrates that the residual degeneracy affecting the likelihood contours derived from combining $BAO + RSD$ is substantially resolved when the CR probe is added. The most dramatic improvement is in $H_0$ and $\Omega_{K,0}$ (see Table 5). Even higher precision is reached if we include SNIa data in the likelihood analysis.

The most interesting result is that there is convincing evidence, independent of CMB data, for not rejecting the hypothesis that the Universe is spatially flat. The mean curvature parameter derived using Clustering + BBN + BAO + SNIa data is

$$\Omega_{K,0} = 0.0041^{+0.0500}_{-0.0504} \quad (K\Lambda\text{CDM: } CR + RSD + BBN + BAO + SNIa),$$

(4.4)
Figure 9. As in Figure 8, with different data sets and $K\Lambda$CDM parameters.

at 68% CL. Note that this evidence in favour of a flat-space Universe is stable and does not change if SNIa data are not included in the likelihood analysis: in this last case we obtain $\Omega_{K,0} = 0.0484^{+0.0748}_{-0.0756}$.

Our finding confirms and strengthen the results of [7], which uses similar external information (BBN prior, SNIa+BAO data), but a different clustering probe (full-shape analysis of the BOSS power spectrum) to obtain $\Omega_{K,0} = -0.043^{+0.036}_{-0.036}$ (68% CL).

We also obtain, at 68% CL,

$$\Omega_{m,0} = 0.3210 \pm 0.0121, \quad H_0 = 67.55^{+1.60}_{-1.63} \text{ km/s/Mpc}$$

($K\Lambda$CDM: CR + RSD + BBN + BAO + SNIa),

(4.5)

which are fully compatible with constraints obtained by fitting the flat $\Lambda$CDM six-parameter baseline model to clustering+BAO+BBN data [74] ($H_0 = 66.0^{+2.0}_{-1.7}$ km/s/Mpc) – despite the fact that curvature is treated in our analysis as a free fitting parameter. Our results are also compatible with fitting the concordance model to Planck CMB power spectra (TT, TE, EE+lowE): $\Omega_{m,0} = 0.3166 \pm 0.0084$.
and $H_0 = 67.27 \pm 0.60$ km/s/Mpc. We find that the mean value of $H_0$, whether or not the SNIa sample is used, is lower than the local measurement of $H_0$, using the distance-ladder technique. Given the lower resolution (roughly three time worse) than the CMB estimate, the tension with the latest measurement, $H_0 = 73.04 \pm 1.04$ km/s/Mpc, from the Cepheid-SN sample of [83], is reduced to $\sim 2.85\sigma$ from the $\sim 4.8\sigma$ discrepancy with the Planck best fitting value.

By adding the BAO prior we create a connection with the physics of the early Universe, via the sound horizon. However, we stress that we do not fix this scale using CMB information, but rather leave it as a free fitting parameter to be determined by low-redshift data. As a consequence, an interesting by-product of our analysis is a CMB-independent measurement of the acoustic horizon at the drag epoch, obtained without assuming spatial flatness:

$$r_d = 144.50^{+2.33}_{-2.35} \text{ Mpc} \quad (K\Lambda CDM: \ CR + RSD + BBN + BAO),$$

at 68% CL. This estimate is in fair agreement with the value from a similar analysis by [7]: $r_d = 146 \pm 2.4$ Mpc. Note that the $r_d$ value strongly depends on the BBN prior on $\Omega_{b}h^2$; indeed, with a loose non-informative flatness prior, we find $r_d = 142.85^{+17.85}_{-15.74}$ Mpc.

### 4.3 Combining clustering with the CMB

Combining low-redshift data sets with the Planck likelihood in $K\Lambda CDM$ is a more critical step, as most samples are incompatible with the CMB data. This issue was highlighted by [3], which showed that, although the joint analysis of various probes with CMB favours a flat-space model, the results should be viewed with suspicion as they are obtained by combining data sets whose individual constraints are not in principle compatible.

Before the combination issue is tackled, a preliminary assessment is needed to test whether the Planck measurement $\Omega_{K,0} = -0.044^{+0.018}_{-0.015}$ rules out standard $\Lambda CDM$. At first glance, it is clear that CL intervals on individual variables (obtained after marginalising over all the remaining parameters), or projected bi-dimensional contours, seem to exclude the standard $\Lambda CDM$. However, the integration of unnecessary degrees of freedom into a multi-dimensional parameter space involves projection and volume selection effects. For example, a model might fall outside a given CL defined by the posterior after the inclusion/exclusion region is determined in a lower-dimensional subspace of the full parameter space $S$ – although the same model may be inside the very same CL once the credible region is calculated in the full volume $S$.

---

**Table 5.** Marginalised mean and 68% CL on some parameters of the $K\Lambda CDM$ model. Constraints are from the combination of clustering (CR + RSD) data (with BBN prior) and background probes: BAO (middle column) and BAO+SNIa (right column).

| Parameter       | Clustering+BBN+BAO | Clustering+BBN+BAO+SNIa |
|-----------------|--------------------|-------------------------|
| $H_0$ (km/s/Mpc) | 68.32 ± 1.92       | 67.55 ± 1.60            |
| $\Omega_{m,0}$  | 0.3299 ± 0.015     | 0.3210 ± 0.0121         |
| $\Omega_{K,0}$  | 0.0484 ± 0.074     | 0.0041 ± 0.050         |
| $n_s$           | 0.741 ± 0.029      | 0.741 ± 0.029           |
| $S_8$           | 0.777 ± 0.033      | 0.766 ± 0.030           |
| $r_d$ (Mpc)     | 144.50 ± 2.33      | 144.57 ± 2.34           |
This is indeed what happens for the Planck data. The best fitting flat $\ Lambda CDM$ model of Planck appears to be outside the 95\% CL, if judged by looking only at the CL of $\Omega_{K,0}$, or the 2D CLs on various pairs of parameters shown in Figure 9. However, the best fitting $\Omega_{K,0} = 0$ Planck model (which has a $\chi^2 = 2773.55$) is still substantially within the 68\% CL of the full $KLCDM$ parameter space, which is identified by the iso-contour $\chi^2 = 2785.5$. Nevertheless, one should not ignore the fact that if the best fitting $KLCDM$ and flat $\Lambda CDM$ models are compared using Bayesian hypothesis testing, the curved model, despite its additional degree of freedom, is strongly favoured by Planck data [3].

It is therefore worth assessing whether the latter result remains unchanged after combining CMB with CR data. Indeed, as is evident in Table 4, CR is the only low-$z$ sample that, according to Bayesian evidence as measured by DIC, does not disagree with the CMB data given the $KLCDM$ model. This compatibility becomes even more important when compared to the fact that most of the low-$z$ samples, both BAO and full-shape power spectrum measurements, are incompatible with the CMB data in the $KLCDM$ framework and, therefore, the constraints obtained from their combination must be viewed with caution [27].

Results from the joint analysis of CMB + CR data sets compared to Planck alone are displayed in Figure 10. We do not show constraints on $n_s, A_s$ and $\Omega_{c,0}$, since these parameters are essentially determined by Planck data alone, with marginal contribution from CR. On the contrary, we find that CR + CMB has significant impact on the estimate of curvature:

$$\Omega_{K,0} = -0.023 \pm 0.010 \quad (KLCDM: \ CR + CMB),$$

at 68\% CL. This measurement brings the flat $\Lambda CDM$ model back into agreement within $\sim 2\sigma$.

To assess the preference for either model, instead of directly comparing their $\chi^2$, we use again the DIC, as suggested in [81, 84], an indicator that takes Bayesian complexity into account and allows comparison of models with a different number of parameters. As reference, a difference $\Delta DIC = 10(5)$ is conventionally interpreted as strong (moderate) preference for the model with lower DIC. If the difference is even smaller, the statistic is inconclusive. As in the classical likelihood ratio test, in comparing an extended model (here $KLCDM$) with a reference model ($\Lambda CDM$), we take positive values of $\Delta DIC$ to indicate a preference for the extended model.

When CMB data alone are used to compare $KLCDM$ and $\Lambda CDM$, [3] find $\Delta DIC \sim 7.4$, which is degraded from $\Delta \chi^2_{eff} \sim 11$ due to the increased Bayesian complexity. This is interpreted as $KLCDM$ preferred over $\Lambda CDM$ with an odds ratio of about 41:1. If instead the CMB+CR data are used to compare the two models, we find $\Delta DIC \sim 4.5$ (degraded from $\Delta \chi^2_{eff} \sim 9$), i.e. inconclusive evidence in favour of $KLCDM$. Put differently, in terms of betting probability, $KLCDM$ is preferred to the $\Lambda CDM$ with odds of 10:1, a value too low to reject flatness without too much risk of being wrong.

Similar to what happens for $\Omega_{K,0}$, other parameters also deviate significantly from the Planck best-fit value once CMB and CR data are jointly analysed. For example, CMB + CR gives $H_0 = 59.33^{+2.93}_{-2.81}$ km/s/Mpc at 68\% CL.

5 Constraints on the flat $\Lambda CDM$ model

The central values of $KLCDM$ parameters in Table 5 are all consistent with the Planck best fitting $\Lambda CDM$ model at 68\% CL (see Table 2 of [1]). We interpret this as clear evidence that the current low-redshift CMB-independent data do not prefer curved extensions over the standard flat $\Lambda CDM$ model.

There has been wide-ranging discussion, within the framework of $\Lambda CDM$, about the tendency of late-time measurements to prefer slightly lower matter density or clustering amplitude compared to early-Universe CMB measurements (see e.g. [70, 85–87] and [88] for a review). As new clustering probes becomes available, like the Clustering Ratio, we can explore further this issue and determine whether there are indications of convergence towards or away from the Planck CMB prediction.
Figure 10. As in Figure 9, but combining CR only with CMB.

Flat-ΛCDM model

| Parameter                  | Clustering + BBN | Clustering + BBN + BAO | Clustering + BAO + CMB |
|----------------------------|------------------|-------------------------|-------------------------|
| $H_0$ (km/s/Mpc)           | $81.22^{+11.17}_{-10.61}$ | $69.31^{+1.14}_{-1.15}$ | $67.80 \pm 0.42$       |
| $\Omega_{m,0}$            | $0.2680 \pm 0.0451$ | $0.3236^{+0.0128}_{-0.0126}$ | $0.3090 \pm 0.0056$       |
| $\Omega_{m,0}h^2$         | $0.1726^{+0.0198}_{-0.0196}$ | $0.1556^{+0.0088}_{-0.0089}$ | $0.1420 \pm 0.0009$       |
| $n_s$                      | $0.949 \pm 0.034$ | $0.947 \pm 0.034$ | $0.967 \pm 0.004$       |
| $\sigma_{8,0}$            | $0.794 \pm 0.056$ | $0.734 \pm 0.029$ | $0.806 \pm 0.007$       |
| $S_8$                      | $0.744 \pm 0.032$ | $0.766 \pm 0.028$ | $0.818 \pm 0.011$       |
| $r_d$ (Mpc)                | $140.31^{+4.44}_{-4.47}$ | $144.11^{+2.29}_{-2.27}$ | $147.31 \pm 0.23$       |

Table 6. As in Table 5, but for ΛCDM – and therefore including a CMB combination (last column).
Figure 11. As in Figure 9, but for ΛCDM.

Our analysis, summarised in Figure 11 and Table 6, confirms that perturbation probes such as RSD and CR (together with the BBN prior) favour a slightly lower value of the matter density:

$$\Omega_{m,0} = 0.2680 \pm 0.0451 \quad (\Lambda\text{CDM: CR + RSD + BBN}) .$$

For geometric probes:
- $$\Omega_{m,0} = 0.353 \pm 0.037$$ (SNIa [89]);
- $$\Omega_{m,0} = 0.301 \pm 0.016$$ (BAO [90]);

$$\Omega_{m,0} = 0.3166 \pm 0.0084$$ (CMB [1]).

Our estimate is in excellent agreement with various other clustering probes, for example:
- $$\Omega_{m,0} = 0.295 \pm 0.01$$ from the BOSS galaxy power spectrum (with BBN prior) [75];
- $$\Omega_{m,0} = 0.276 \pm 0.047$$ from SPT galaxy clusters (SZ, WL, X-ray) [91];
- $$\Omega_{m,0} = 0.28 \pm 0.04$$ from galaxy clusters in KiDS DR3 [92].

It is also consistent with:
- $$\Omega_{m,0} = 0.22^{+0.05}_{-0.04}$$ from joint analysis of SDSS clusters and weak lensing [93];
- $$\Omega_{m,0} = 0.290^{+0.039}_{-0.063}$$ from DES-Y3 weak lensing [94];
- $$\Omega_{m,0} = 0.264^{+0.032}_{-0.015}$$ from 3×2 analysis (shear, galaxy counts, galaxy-shear) on DES-Y1 [86];
- $$\Omega_{m,0} = 0.339^{+0.032}_{-0.031}$$ from 3×2 analysis repeated on DES-Y3 [95].
It is interesting to compare these values in ΛCDM, with the value we find by relaxing the flatness assumption. Contrary to what happens in CMB analysis, where Ω_{m,0} is revised upwards when curvature is allowed, we find that Ω_{m,0} is systematically lower than the 'geometric' estimates also in KΛCDM: Ω_{m,0} = 0.26 ± 0.04 (see Figure 8). We conclude that the low Ω_{m,0} values obtained from different kinds of clustering analysis are unlikely to arise from setting Ω_{K,0} = 0.

The growth parameter

$$S_8 = 0.744 \pm 0.032 \quad (\text{ACDM: CR + RSD + BBN})$$

(5.2)

is about 2.5σ lower than measured by Planck ($S_8 = 0.834 \pm 0.016$) but in agreement with other late-time probes, notably lensing studies:

- $S_8 = 0.759 \pm 0.022$ from shear in DES-Y3 [94];
- $S_8 = 0.759 \pm 0.024$ from shear in KIDs-1000 [70];
- $S_8 = 0.766 \pm 0.020$ from shear and RSD in KIDs-1000 [96].

and clustering analysis of the BOSS DR12 dataset ($S_8 = 0.751 \pm 0.039$ [97], $S_8 = 0.736 \pm 0.051$ [98]). This result is stable also when we enlarge the parameter space to include curvature (see Table 5).

It is tempting to interpret the analysis as reinforcing the evidence for a possible tension that is not resolved by spatial curvature, and thus suggesting a scenario in which gravity is weaker than predicted by ΛCDM model. However, it is worth sticking to a strict interpretation of statistical significance. Data carry central values but also statistical fluctuations. Figure 9 and Figure 10 show that nonzero curvature is more likely to be a fluke than a physical signal that indicates a tension between Ω_{m,0} measurements in the early and late Universe. This conclusion is supported by the fact that CMB data are known to provide a sub-optimal estimate of spatial curvature, due to the 'geometric degeneracy' between cosmological parameters [76, 99]. Precise measurements at arc-minute scales made possible an estimate of spatial curvature from a single CMB experiment – but this measurement is made at a redshift where the spatial geometry does not directly influence the physics of matter clustering. Similarly to the case of curvature, it is probably more appropriate to treat a 2σ discrepancy in the clustering amplitude as evidence of sample-to-sample fluctuations, than as a signature of new physics beyond the standard paradigm.

6 Conclusion

The goal of the paper is a comprehensive analysis of the viability of a curvature extension of the standard model of cosmology, achieved by trying to maximise the information from the clustering of galaxies at low redshift. In our approach, this means choosing optimal clustering observables – the redshift-space distortion parameter $f\sigma_8$ and the Clustering Ratio $\eta_R$ – and optimising theoretical tools to accurately predict these observables in spatially curved models. Indeed, while the effects of spatial curvature on the kinematics of the Universe are explicitly accounted for by the FLRW metric, the effects of spatial curvature on the clustering and motion of matter is a less explored and far from trivial theoretical issue.

From a theoretical point of view, we exploit the formalism of Fourier transforms in constant curvature spaces to determine on what scale deviations from Euclidean geometry occur and impact the power spectrum of matter fluctuations. Building on the pioneering work of Matsubara [12], we evaluate how the multipoles of the 2-point correlation function in redshift space and the Clustering Ratio are affected by spatial curvature and wide-angle effects. First, we revisit Matsubara’s formalism to unify it, make it more compact and highlight the physical imprints of curvature.

We then exploit this formalism to simulate wide-angle and curvature effects on 2-point statistics, in order to identify the regime of validity of current pipelines for data analysis. In addition, we show that, at least on the scales currently probed by SDSS, it is safe to neglect curvature effects on the Clustering Ratio. As a consequence, this observable retains all its characteristic properties:
independence from redshift, galaxy bias and RSD, on linear scales. Simple formulas for implementing curvature corrections are derived which can be applied to analyse future data covering ultra-large volumes.

We also extend the usual (zero-curvature) Alcock-Paczynski corrections to include the effects of curvature in the mapping of the redshift-space distortion and Clustering Ratio observables. Our theoretical analysis produces a new Alcock-Paczynski transformation rule (3.4) for $f\sigma_8$ which significantly deviates from phenomenological formulas adopted in the literature.

By combining the Clustering Ratio and the redshift-space distortion parameter, we extract cosmological information from the perturbations. While the Clustering Ratio is primarily sensitive to the shape of the matter power spectrum, the redshift-space distortion parameter is sensitive to its normalisation and therefore to information about the linear growth rate of structure. This study highlights how these two clustering estimators are affected by parameter degeneracies in quite distinct ways. Their combination is therefore an effective means of nailing down the value of relevant cosmological parameters.

Traditionally, results from probes of the cosmological background are exploited to help refine constraints on perturbation variables such as $\sigma_8,0$ or $f$. In an orthogonal approach, we use probes of the perturbation sector (CR and RSD) to estimate the value of background parameters, in particular $H_0$ and $\Omega_{m,0}$. Using a large compilation of data over the redshift range $0 < z \lesssim 2$ and assuming a BBN prior on $\Omega_{b,0}$, we show that the clustering constraints, which are completely independent of CMB data, nevertheless rival the CMB in terms of precision, at least for some cosmological parameters, and place interesting limits on the $K\Lambda CDM$ extension of the standard $\Lambda CDM$ model. Our main findings are:

- We provide a fully background-independent lower bound on the Hubble constant $H_0 > 62$ km/s/Mpc at 95% CL ($H_0 > 73$ km/s/Mpc at 68% CL). This threshold is obtained without assuming flatness or exploiting geometric probes or calibration ladders – but relying only on the linear measurements of clustering (CR and RSD) and on the primordial abundance of baryons set by BBN measurements (the prior on $\Omega_{b,0}h^2$).

- In the presence of tensions within the standard cosmological paradigm, we find reassuringly that the low-redshift clustering probes alone (without exploiting external information on $\Omega_{b,0}$ or $n_s$ or assuming spatial flatness) constrain the matter density to $\Omega_{m,0} = 0.26 \pm 0.04$. This estimate, is in excellent agreement with measurements obtained in a flat $\Lambda CDM$ model, from both geometric probes at low redshift and CMB experiments at high redshift.

- The posterior distributions of parameters for CMB-independent data, i.e. CR + RSD + BBN + BAO + SNIa, indicate that flat $\Lambda CDM$ falls within the region containing the true cosmological model with 68% probability. Specifically, we find the tight constraint $\Omega_{K,0} = 0.0041^{+0.0050}_{-0.0050}$.

- Unlike most low-redshift clustering samples (BAO, full-shape power spectrum, RSD), the CR data set is the only one that does not disagree with the CMB data, given the $K\Lambda CDM$ model – according to Bayesian evidence as measured by DIC statistics. A joint analysis of CR + CMB gives $\Omega_{K,0} = -0.023 \pm 0.010$. In terms of betting probability, the spatially curved model is preferred to the flat model with odds of 10:1, a value too low to reject the flat model without too much risk of being wrong.

- Using clustering + BBN + BAO information, a CMB-independent measurement of the sound horizon becomes possible even without imposing spatial flatness. We find $r_d = 144.57 \pm 2.34$ Mpc (68% CL). This is fully compatible with results using CMB anisotropies in a flat $\Lambda CDM$ model. It follows that our mean value $H_0 = 67.55^{+1.60}_{-1.63}$ km/s/Mpc is in agreement with $H_0$ extrapolated from CMB in flat $\Lambda CDM$ [1]. This suggests that the CMB-inferred sound
horizon may not be responsible for the tensions observed between local and high-redshift $H_0$

determinations.

Despite its diversity and heterogeneity, the vast array of data collected in the late Universe is
consistent with spatially flat FLRW models. Specifically, our completely CMB-independent analysis
of low-redshift data (clustering, BAO, SNIa) does not allow us to reject the flat $\Lambda$CDM scenario
embodied by Planck’s 6-parameter baseline model. In this perspective, there does not seem to be
a new tension related to spatial curvature within the standard model of cosmology. What remains
at stake is to understand whether the discordance in the measurements of $\Omega_{K,0}$ from the CMB and
from low-redshift samples is due to systematic errors or to statistical uncertainties in the Planck
data. Future data will help to solve the conundrum.

We demonstrated that it is very promising to combine the Clustering Ratio with standard probes
of clustering such as $f\sigma_8$, in order to resolve degeneracies and increase predictive power in parameter
estimations. Future work will build on this proof of concept and provide additional measurements
of the Clustering Ratio, exploiting the spectroscopic data sets currently available. In particular, we
need to construct the covariance matrix to allow the joint analysis of CR + RSD for the same data
sets. The scientific gain will be impressive, since we will be able to test non-minimal extensions of
the standard model, such as those invoking dynamical dark energy and neutrino phenomenology.
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A AP effect on the RSD parameter \( f\sigma_8 \)

The RSD parameter \( f\sigma_8 \) is model dependent and determined in a specific fiducial cosmology. We face the problem of predicting the distortions induced by measuring it in an arbitrary cosmological model other than the true one. This amounts to predicting two effects: geometric distortions from model to model (encapsulated in the AP correction) and clustering distortions (change in the matter power spectrum in different models). The strategy we follow is to study how the wide-angle prediction for the redshift-space multipoles of the 2-point correlation function is biased when estimated in a cosmology other than the true one.

We compute the redshift-space 2-point correlation function in a given cosmology as described in subsection 2.3. At the same time we need to simulate the redshift space correlation function that would be measured in the fiducial cosmology.

The 2-point correlations are related to the number density of pairs of objects in a given bin in \( \mu = \cos \gamma_1 \) and \( r \). Then the 2-point correlation function \( \tilde{\xi}^g_\parallel(\tilde{r}, \tilde{\mu}) \) in the fiducial cosmology\(^5\) is equal to the true 2-point correlation function \( \xi^g_\parallel(r, \mu) \) evaluated at a different comoving separation \( r = r(\tilde{r}, \tilde{\mu}) \) and angle \( \mu = \mu(\tilde{r}, \tilde{\mu}) \):

\[
\tilde{\xi}^g_\parallel(\tilde{r}, \tilde{\mu}) = \xi^g_\parallel(r, \mu) . \tag{A.1}
\]

Given the redshift \( z_1 \), we compute the fiducial comoving distance \( \tilde{x}_1 = cH_0^{-1} \int_0^{z_1} dz / \tilde{E}(z) \). We then use the fact that the angular separation \( \theta \) between position 1 and 2 is invariant under a change of cosmological parameters:

\[
\tilde{\theta} = \theta . \tag{A.2}
\]

We use (2.29) to express \( \cos \theta \) as

\[
\cos \theta = \frac{\tilde{C}_{12} - \tilde{C}_1 \tilde{C}_2}{K \tilde{S}_1 \tilde{S}_2} \quad \text{if } \tilde{K} \neq 0 , \quad \cos \theta = \frac{\tilde{x}_1^2 + \tilde{x}_2^2 - \tilde{x}^2}{2\tilde{x}_1 \tilde{x}_2} \quad \text{if } \tilde{K} = 0 . \tag{A.3}
\]

From the curved generalisation of the cosine rule:

\[
\tilde{S}_2^2 = \tilde{S}_{12} \tilde{C}_1 + \tilde{S}_1^2 \tilde{C}_{12} + K \tilde{S}_{12} \tilde{S}_1^2 (1 - \tilde{\mu}^2) + 2 \tilde{S}_{12} \tilde{C}_{12} \tilde{S}_1 \tilde{C}_1 \tilde{\mu} , \tag{A.4}
\]

from which the radial comoving distance \( \tilde{x}_2 = \tilde{a}_0 \tilde{x}_2 \) and the corresponding redshift \( z_2 \) follow. Also the positions \( x_1 \) and \( x_2 \) can be expressed as a function of \( \tilde{r} \) and \( \tilde{\mu} \). Note that

\[
S_{12}^2 = C_1^2 S_2^2 + S_1^2 C_2^2 + K S_1^2 S_2^2 \sin^2 \theta - 2C_1 C_2 S_1 S_2 \cos \theta . \tag{A.5}
\]

It is now possible to compute the functions \( \xi^{(n)}_g(\tilde{r}, \tilde{\mu}) \), defined by (2.30), in the true cosmology and derive the angular coefficients \( c_{l}^{(n)} \) in (2.31). Finally we can use this information to interpolate the values of the comoving distance \( r(\tilde{r}, \tilde{\mu}) \). In this way we obtain \( \tilde{\xi}^g_\parallel(\tilde{r}, \tilde{\mu}) \) and its multipoles,

\[
\tilde{\xi}^{(n)}_g(\tilde{r}, \tilde{\mu}) = \frac{1}{2} (2l + 1) \int_{-1}^{1} d\tilde{\mu} L_n(\tilde{\mu}) \tilde{\xi}^g_\parallel(\tilde{r}, \tilde{\mu}) , \tag{A.6}
\]

as in (2.42).

We can predict analytically the distortions induced by the AP effect. This is feasible in the plane-parallel or distant-observer approximation, i.e. when it is possible to define radial (\( r_\parallel \), along the line of sight \( \hat{x}_1 \)) and transverse (\( r_\perp \)) separations. In this regime, the comoving separation is given by \( r^2 = r_\parallel^2 + r_\perp^2 \) and \( \mu = r_\parallel / r \). Two quantities are invariant under a change of cosmology: the

\(^5\)Quantities with a tilde refer to the fiducial model and those without tilde refer to the true model.
redshift separation $\Delta z$ along the line-of-sight and the angular separation $\theta$ between $\hat{x}_1$ and $\hat{x}_2$. This leads to the canonical AP corrections terms

$$r \parallel E(z) = \tilde{r} \parallel \tilde{E}(z) \quad \Rightarrow \quad r \parallel = \alpha \parallel \tilde{r} \parallel,$$

(A.7)

$$\frac{r \perp}{D_A(z)} = \frac{\tilde{r} \perp}{D_A(z)} \quad \Rightarrow \quad r \perp = \alpha \perp \tilde{r} \perp,$$

(A.8)

where $\alpha \parallel, \alpha \perp$ are the radial and transverse rescaling factors. Then it follows that

$$r \simeq \tilde{r} \alpha \perp \left[1 + (\lambda^2 - 1) \tilde{\mu}^2\right]^{1/2}, \quad \mu = \tilde{\mu} \lambda \left[1 + (\lambda^2 - 1) \tilde{\mu}^2\right]^{-1/2} \quad \text{where} \quad \lambda = \frac{\alpha \parallel}{\alpha \perp}. \quad \text{(A.9)}$$

Expanding in the small parameter $1 - \lambda$, we obtain:

$$r \simeq \tilde{r} \alpha \perp \left[\left(1 + \frac{\Delta^2}{6} - \frac{\Delta^2}{40}\right)L_0(\tilde{\mu}) + \left(\frac{\Delta}{3} - \frac{\Delta^2}{14}\right)L_2(\tilde{\mu}) - \frac{\Delta^2}{35} L_4(\tilde{\mu})\right] \quad \text{where} \quad \Delta = \lambda^2 - 1, \quad \text{(A.10)}$$

$$\mu \simeq \tilde{\mu} \left[1 + A(\tilde{\mu}^2 - 1)\right] \quad \text{where} \quad A = (1 - \lambda)\left[1 + \frac{3}{8}(1 - \lambda)\right]. \quad \text{(A.11)}$$

Here $\Delta$ and $A$ are small parameters.

In order to understand the main effect of the AP correction we write the 2-point correlation function explicitly in terms of a truncated Legendre series

$$\tilde{\xi}(\tilde{r}, \tilde{\mu}) \simeq \xi^{(0)}(r) + \xi^{(2)}(r)L_2(\mu). \quad \text{(A.12)}$$

In the plane-parallel limit the quadrupole is subdominant, so (A.12) should be able to capture most of the radial and angular dependence of the 2-point correlation function. Since we have shown that it is possible to relate separations and angles in the true cosmology to separations and angles in the fiducial one, we only miss a way to explicitly include this mapping in (A.12). The most direct way of dealing with this is to expand both the monopole $\xi^{(0)}(r)$ and the quadrupole $\xi^{(2)}(r)$ in Taylor series around an arbitrary scale $r_0$. This is motivated by the fact that at fixed scale $\tilde{r}$ the value of $r$ is bounded between $r_{\min}$ and $r_{\max}$ corresponding to $\tilde{\mu} = 0$ and $\tilde{\mu} = 1$ (or the contrary depending on the sign of $\Delta$):

$$\xi^{(l)}(r) \simeq \xi^{(l)}(r_0) + \xi^{(l)'}(r_0)(r - r_0) + \frac{1}{2} \xi^{(l)''}(r_0)(r - r_0)^2 \quad \text{where} \quad l = 0, 2. \quad \text{(A.13)}$$

In practice, it is enough to truncate (A.13) to first order and to truncate the Legendre expansion (A.10) at order 2. Using (A.11), the Legendre polynomial of order 2 can be expressed as

$$L_2(\mu) = \frac{1}{2} \left\{ 3\tilde{\mu}^2 \left[ (1 - A)^2 + 2(1 - A)A\tilde{\mu}^2 + A^2\tilde{\mu}^4 \right] - 1 \right\}, \quad \text{(A.14)}$$

and neglecting terms in $A^2$ we get the simple Legendre series,

$$L_2(\mu) \simeq -\frac{2}{5} A L_0(\tilde{\mu}) + \left(1 - \frac{2}{7} A\right)L_2(\tilde{\mu}) + \frac{24}{35} A L_4(\tilde{\mu}). \quad \text{(A.15)}$$

A natural choice for $r_0$ in (A.13) is $r_0 = \tilde{r}\alpha \perp (1 + \Delta/6)$, so that $r - r_0 \simeq \tilde{r} \alpha \perp \Delta L_2(\mu)/3$. In this way the most important term contributing to the monopole will be $\xi^{(0)}(r_0)$ where $r_0 = \alpha \tilde{r}$ and $\alpha \simeq \alpha \perp (1 + \Delta/6)$. Note that $\alpha$ in this approximation agrees with the volume factor defined in (3.6).
Figure 12. Top: AP effect on the monopole (A.16) (left) and quadrupole (A.18) (right). Solid black line shows the true distorted multipoles. Red long-dashed line shows the leading (first) contribution and blue short-dashed line is the correction. Green dot-dashed line shows the multipole without AP effect. Fiducial model: $\Omega_{m,0} = 0.37$, $\Omega_{K,0} = 0$; true model: $\Omega_{K,0} = -0.1$, $\Omega_{m,0} = 0.32$. Bottom: Fractional difference relative to true distorted multipoles.

However this is not the only term contributing to the monopole in the product $\xi^{(2)}(r)L_2(\mu)$. There are two additional contributions:

$$\tilde{\xi}^{(0)}(\tilde{r}) \simeq \xi^{(0)}(\alpha \tilde{r}) - \frac{2}{5} A \xi^{(2)}(r_0) + \tilde{r} \alpha_\perp \frac{\Delta}{15} \left(1 - \frac{2}{7} A\right) \xi^{(2)'}(r_0)$$  \hspace{1cm} (A.16)

$$\alpha \simeq \alpha_\perp \left(1 + \frac{\Delta}{6}\right) \simeq \left(\alpha_\parallel \alpha_\perp^2\right)^{1/3}.$$  \hspace{1cm} (A.17)

This shows that the intrinsic anisotropy, i.e. the quadrupole, will leak into the AP correction to the monopole. An explicit comparison is shown in the left panel of Figure 12, where we choose a true cosmology with $\Omega_{K,0} = -0.1$ and $\Omega_{m,0} = 0.32$ (if distances are in $h^{-1}$Mpc, then $H_0$ does not matter). The fiducial cosmology is a flat $\Lambda$CDM with $\Omega_{m,0} = 0.37$. In the same plot, we compare the 2-point correlation function (which includes wide-angle and curvature effects), numerically computed in the fiducial cosmology, with that computed in the true cosmology. It is clear that the main effect is a shift in scale ($\alpha \tilde{r}$), but it remains a mismatch of $\sim 1 - 5\%$, which is explained by the correction in (A.16).

Using the same reasoning, one obtains for the quadrupole

$$\tilde{\xi}^{(2)}(\tilde{r}) \simeq \xi^{(2)}(\alpha \tilde{r}) \left(1 - \frac{2}{7} A\right) + \frac{1}{3} \xi^{(0)'}(r_0) \tilde{r} \alpha_\perp \Delta + \xi^{(2)'}(r_0) \left[\frac{2}{147} \tilde{r} \alpha_\perp \Delta (7 - 2A) + \frac{16}{245} \tilde{r} \Delta A \alpha_\perp\right]$$ \hspace{1cm} (A.18)

where the dominant term is the first one. The leading and correction terms are compared to the distorted quadrupole in the right panel of Figure 12. The fact that the correction terms are sufficient to describe the distorted 2-point correlation function at the sub-percent level validates the hypothesis of a sub-dominant quadrupole via the ansatz (A.12). Note that similar expressions have been obtained by [100] and we checked that they match ours at linear order in $\Delta$.

Equation (A.16) shows that the dominant term in the monopole does not affect its amplitude, but rather results in a change of scale given by $\alpha \tilde{r}$. As a result, fixing the value of the monopole with data allows us to constrain the shift scale which needs to be used in the quadrupole. By contrast, the dominant term in the quadrupole (A.18) is not only shifted but also undergoes a change in amplitude.
by a factor \((1 - 2A/7)\). As a result we obtain the transformation formula

\[
\tilde{f}_\sigma 8 \simeq \left(1 - \frac{2}{7}A\right)f_\sigma 8,
\]

which allows us to map any given value of the RSD factor \(f_\sigma 8\) to the value one would have measured in a fiducial cosmology.

**B AP effect on the Clustering Ratio \(\eta_R\)**

As with the RSD parameter, the Clustering Ratio is a model-dependent quantity that is estimated from the data in a given fiducial cosmology and then used in a likelihood analysis to identify a best fitting cosmological model. We are thus faced with the similar problem of relating the theoretical value it has in an arbitrary model to the value that would be measured in the fiducial model.

Figure 13 illustrates the cosmological dependence of the Clustering Ratio of galaxies estimated in the SDSS (DR7 and DR12) redshift survey. Following Appendix A, we neglect wide-angle effects and make a plane-parallel approximation. The idea is to express the smoothed matter correlation function \(\xi_R(r)\) as a function of \(\xi(r)\), using (2.45). We start with the identities

\[
\xi^{(n)}(r) = 4\pi \int_0^\infty dk k^2 P^{(n)}(k) j_n(kr), \tag{B.1}
\]

\[
P^{(n)}(k) = \frac{1}{2\pi^2} \int_0^\infty dr r^2 \xi^{(n)}(r) j_n(kr). \tag{B.2}
\]

Then we can express the multipoles of the smoothed correlation function as

\[
\xi^{(n)}_R(r) = \frac{1}{\pi r} \int_0^\infty dr' r' \xi^{(n)}(r') J_n(r, r', R), \tag{B.3}
\]

\[
J_n(r, r', R) = \frac{3\pi}{2R^3} \int_{|r - r'|}^{2R} dx x L_n \left( \frac{r^2 + r'^2 - x^2}{2rr'} \right) \left[ 1 - \frac{3}{4R^2} - \frac{1}{2} \left( \frac{x}{2R} \right)^2 \right]. \tag{B.4}
\]
It follows that, when the monopole is considered, \( J_n \) depends only on the radius \( R \) and on \(|r - r'|\). Therefore we can express \( r\xi_R^{(0)}(r) \) as a convolution of \( r\xi^{(0)}(r) \) with an appropriate kernel \( w \):

\[
r\xi_R^{(0)}(r) = \int_{r-2R}^{r+2R} dr' r' \xi^{(0)}(r') w \left( \frac{|r - r'|}{R} \right),
\]

\[
w(x) = \frac{3}{5R} \left[ 1 - \frac{5}{4} x^2 + \frac{5}{8} x^3 - \left( \frac{x}{2} \right)^5 \right].
\]

By (A.16), \( \tilde{\xi}^{(0)}(\tilde{r}) \simeq \xi^{(0)}(\alpha \tilde{r}) \) and (B.5) shows that the same relation applies to the smoothed correlation function:

\[
\tilde{\xi}_R^{(0)}(\tilde{r}) = \xi_R^{(0)}(\alpha \tilde{r}).
\]

Following the same reasoning, the variance \( \sigma_R^2 \) is obtained as

\[
\sigma_R^2 = \frac{3}{R^3} \int_0^{2R} dr' r'^2 \xi^{(0)}(r') \left[ 1 - \frac{3}{4} \frac{r'}{R} + \frac{1}{2} \left( \frac{r'}{2R} \right)^3 \right].
\]

Therefore the same mapping applies:

\[
\tilde{\sigma}_R^2 = \sigma_R^2.
\]

Since the mapping from true cosmology to fiducial is the same for both the smoothed 2-point correlation and the variance, we deduce that the Clustering Ratio transforms as

\[
\tilde{\eta}_R(\tilde{r}) = \eta_R(\alpha \tilde{r}).
\]

As a matter of fact, the Clustering Ratio should be invariant (with respect to the background cosmology) when \( \alpha \) is constant. Inspecting Figure 13, we see that at each redshift of the SDSS survey, the cosmological dependence of the Clustering Ratio is the same as the cosmological dependence of \( \alpha \). This confirms that we can apply the AP correction for the Clustering Ratio in the same way as for the 2-point correlation function.
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