Energy Curtailment Scheduling MILP Formulation for an Islanded Microgrid with High Penetration of Renewable Energy
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Abstract: The efficiency of photovoltaic (PV) cells has improved significantly in the last decade, making PV generation a common feature of the sustainable microgrid. As the PV-powered microgrid reaches high penetrations of intermittent PV power, optimum scheduling of over-production is necessary to minimize energy curtailment. Failure to include an accurate assessment of curtailed energy costs in the scheduling process increases wasted energy. Moreover, applying an objective function without considering the cost coefficients results in an inefficient concentration of curtailed power in a specific time interval. In this study, we provide an optimization method for scheduling the microgrid assets to evenly distribute curtailment over the entire daily period of PV generation. Each of the curtailment intervals established in our optimization model features the application of different cost coefficients. In the final step, curtailment costs are added to the objective function. The proposed cost minimization algorithm preferentially selects intervals with low curtailment costs to prevent the curtailment from being concentrated at a specific time. By inducing even distribution of curtailment, this novel optimization methodology has the potential to improve the cost-effectiveness of the PV-powered microgrid.
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1. Introduction

While non-hydro renewable energy for electricity generation globally has steadily increased since 1965, renewable energy capacity has experienced rapid growth in the last two decades [1]. According to the International Energy Agency (IEA), renewable energy capacity added in 2020 alone increased by 45% to 280 gigawatts (GW), the biggest year-over-year growth [2].

This drastic recent increase in intermittent wind and solar renewable energy resources or distributed energy resources (DERs) often results in overproduction during peak production periods that result in a curtailment of generation. Such curtailment of DERs has increased dramatically since 2014 [3]. Grid system imbalances are exacerbated by misalignment of widely variable DER generation during shifts in daily demand, particularly in systems with extremely high renewable energy penetration rates [4].

Microgrids (MGs) in islanded and remote locations have been utilized as a means to improve grid stability into power systems with high penetrations of DERs [5]. The environment of an islanded MG is significantly different from that of a large-scale power grid driven by a competitive power market. An islanded MG typically has limited generation sources in an isolated grid that does not permit export of oversupplied generation through a generation or grid-tie to other grids. In this environment, the MG needs a new generation scheduling formulation that is capable of taking into consideration curtailment of DERs.
Previous research has been conducted to cope with uncertainty in power generation and supply during MG islanded operation, for example, in [6] and [7]. Additionally, to stabilize the frequency of MG operation under the unscheduled islanded mode in [8], frequency-aware constraints were added to provide a stable dispatch plan for the microgrid-independent operation. Research to date, however, has largely neglected consideration of DER curtailment in an islanded MG [6–8].

In [9], a methodology has been proposed to coordinate the operations scheduling of battery energy storage systems (BESS) and thermal generators based on photovoltaic (PV) DER generation forecasts.

The PV power is curtailed based on a simple rule, which is to curtail PV power if the available PV power is larger than the sum of the scheduled BESS charging power. In [10], the PV curtailment was considered in the algorithm; however, the algorithm is focused on the selecting of prosumers to be curtailed. To achieve the power balance of PV generation, a curtailment was obtained as an optimal power flow of a multi-purpose function in [11]. However, it approached the scheduling problem using sequential quadratic programming (SQP), rather than in terms of the mixed-integer linear programming (MILP), which is the scope of this study.

In [12], demand response management was considered to minimize wind energy curtailment. Robust scheduling considering the uncertainty in high renewables penetration condition was proposed and in [13] and [14], and the impact of wind profiles on thermal units scheduling was investigated. However, the renewable energy curtailment was not directly incorporated into the formulation. In [15–17], the robust optimal scheduling of microgrid with islanding constraints was proposed. The authors considered the uncertainty of DERs and reflected spinning reserve cost into the objective functions. However, the DER curtailment was not considered in the problem formulation.

In [18], renewable energy curtailment would have to have occurred for several time zones to avoid baseload generators turning off. In [19,20], the uncertainty of renewable energy power prediction is quantified using a method based on Rényi entropy. The entropy of PV power generation recorded a high value in the daytime, which indicates high uncertainty of forecast at a certain time zone, and error varies by different time zone in [20]. However, the previous works did not consider a method to distribute the renewable energy curtailment among the multiple time slots evenly, as shown in Figure 1a for responding to the different uncertainty of each time slot. Considering an islanded microgrid environment, it has only a few types of generations and does not operate based on the power market (e.g., peak shave or load shift). Hence, renewable energy curtailment could be concentrated in a single or several time slots, as shown in Figure 1b, since there is no physical cost difference between distribution and concentration of energy curtailment with respect to time slots.

![Figure 1](image_url)

**Figure 1.** Energy curtailment (a) distributed evenly among multiple time slots and (b) concentrated in a single time slot.

Considering the curtailment cost proportional to the amount of curtailed energy could cause inefficiency in islanded microgrids, as shown in Figure 1b [18]. Furthermore, since the uncertainty of DER output power is dependent on each time interval [11], the curtailment should be distributed among different time slots, considering the uncertainty risk diversification.
To overcome the disadvantages of the previously researched DER curtailment method, in this paper, a graded PV curtailment scheduling is newly formulated and incorporated into islanded MG optimal generation scheduling. To verify the effectiveness of the proposed formulation, a real MG test site within the HOST Park of the Natural Energy Laboratory of Hawaii Authority (NELHA), Hawaii, is considered as the target MG. Hawaii’s plentiful natural resources result in photovoltaic systems generating excessive electricity during the day. Therefore, it is necessary to curtail the output of excessively generated solar power to stabilize the system. With the capacity of PV and BESS planned for installation, PV curtailment is inevitable during islanded mode operation.

The rest of this paper is organized as follows. Section 2 presents the problem formulation for an MG that needs optimal scheduling. Section 3 illustrates the proposed PV curtailment problem formulation, including a newly proposed PV curtailment gradation cost. Section 4 shows the simulation results, and Section 5 outlines the conclusion.

2. Problem Formulation

2.1. System Configuration

In this study, a real Hawaii Ocean, Science and Technology Park (HOST) microgrid (MG) operated by the Natural Energy Laboratory of Hawaii Authority (NELHA) was systematically configured for the verification of scheduling effectiveness. HOST Park consists of three loads: research campus, farm compound, and 55-inch pump station. However, because of the unclear tariff and interconnection implications of an advanced hybrid microgrid, the 55-inch pump station location was chosen for the first microgrid development [5]. Figure 2 shows a line diagram of the MG.

![Figure 2. NELHA Microgrid configuration (the photovoltaic (PV), the energy storage system (ESS), and Uninterruptible Power Supply system (UPS) are planned to be installed) [5].](image)

The MG system consists of a 750 kW diesel generator, 600 kW of PV power, and 500 kW/567 kWh of ESS. The load considered in this study is the 55-inch pump station and the UPS for the pump. The pump station must be operated at all times in a Hawaiian microgrid; it consumes an average of 306 kW for 24 h, and the UPS must supply power to the pump station in an emergency, but it usually consumes 4.5 kW of power.

Normally, the automatic transfer switch (ATS) is connected to the main grid from Hawaiian Electric and provides electricity to the load. In the case of islanded mode operation, Figure 2 shows that the ATS is connected to the diesel generator and supply...
electricity within the system. The PV and ESS connected to the system are utilized to extend the use of the diesel generator during outages of the broader grid.

2.2. Formulation for MILP of Conventional Microgrid Scheduling

In this study, the optimization method focuses on MILP, which is a conventional microgrid scheduling method and allows the total capacity of a whole power supply to be calculated using the most used distribution system reliability indicators [21,22] for the expansion of research.

In the system, the fuel of diesel generators incurs costs to supply power demand within the microgrid system. Operators should establish a system of operation scheduling that is the most economical grid operation plan. Therefore, the objective function is to minimize the cost of diesel generators for the islanded operation of microgrids. The cost function of diesel generators is expressed as follows:

$$C_{D,t} = aU_D + bP_D + cP_D^2,$$

(1)

In the diesel generator cost function, the fuel cost coefficient is obtained using the MATLAB curve-fitting tool for the diesel generator’s on/off state [23]. The values of $a$, $b$, and $c$ are 32,000, 210 and 0.097, respectively. Subscript $t$ is the duration during the interval of each time index. The thermal power system has a minimum cost operating state [24]; diesel generator status $U_D$ is multiplied by parameter $a$ to establish theoretically appropriate constraints so that algorithms can operate under other constraints in different environments.

The MILP method of calculation is assumed to be accurate for the grid operation issues in [25] and [26]. For applying scheduling problems to MILP, a piecewise linear technique is utilized to calculate diesel power generation cost. The cost function of diesel fuel consumption is expressed as follows:

$$C_{D,t} = aU_{D,t} + \sum_{l \in \Omega_L} S_l P_{D,l,t},$$

(2)

where $S_l$ is the slope of each diesel generation interval, which represents dividing 10 sections of the diesel cost quadratic function interval slope rate. Subscript $l$ is an index of each diesel generation interval; $\Omega_L$ is a set of slopes. Table 1 represents the slope of the diesel cost function piecewise in 10 intervals.

| Interval | $P_{D,1}$ | $P_{D,2}$ | $P_{D,3}$ | $P_{D,4}$ | $P_{D,5}$ | $P_{D,6}$ | $P_{D,7}$ | $P_{D,8}$ | $P_{D,9}$ | $P_{D,10}$ |
|----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|-----------|
| Slope rate (KRW/kWh) | 217.3 | 231.8 | 246.4 | 260.9 | 275.5 | 290.0 | 304.6 | 319.1 | 333.7 | 348.2 |

In order to acquire an optimal solution to economical operation scheduling, the objective function is to minimize the diesel generation operation cost.

$$\min_{P_{D,t}, P_{Curt,t} \in \Omega_T} \sum_{l \in \Omega_L} (C_{D,l}(P_{D,l})) \times \Delta t,$$

(3)

where subscript $t$ is the time index, $P_D$ is the output power of the diesel generator, and $C_D$ is the cost function of the diesel generator.

The following is the constraint condition of the optimization problem, which satisfies $\forall t \in \Omega_T$ and $\forall l \in \Omega_L:

$$\sum_{l \in \Omega_L} P_{D,l,t} + P_{ESS,t} + P_{PV,t} - P_{Curt,t} = P_{L,t},$$

(4)
where \( P_D \) is the output power of the diesel generator, \( P_{\text{ESS}} \) is the ESS output power of ESS, \( P_{\text{PV}} \) is the output power of PV, \( P_{\text{Curt},k} \) is the curtailment of PV output power, and \( P_l \) is the load demand.

\[
P_{D,l,\text{min}} \leq P_{D,l,t} \leq P_{D,l,\text{max}}, \forall t, \forall l
\]

\[
\sum_{l \in \Omega_l} P_{D,l,t} \leq U_D P_{D}^{\text{Max}}, \forall t
\]

\[
- R_{\text{DE}}^{\text{down}} \Delta t \leq \sum_{l \in \Omega_l} P_{D,l,t} - \sum_{l \in \Omega_l} P_{D,l,t-1} \leq R_{\text{DE}}^{\text{up}} \Delta t, \forall t,
\]

where \( P_{D,l,\text{min}} \) and \( P_{D,l,\text{max}} \) are are diesel generator minimum and maximum power at \( l \)th interval, \( P_{D}^{\text{Max}} \) is the maximum rated output power of diesel generator, \( U_D \) is diesel generator on/off status, and \( R_{\text{DE}}^{\text{down}} \) and \( R_{\text{DE}}^{\text{up}} \) are the ramp-down and ramp-up rate of the diesel generator.

\[
U_{\text{Ed},t} + U_{\text{Ec},t} \leq 1, \forall t
\]

\[
0 \leq P_{\text{ESSdis},t} \leq U_{\text{Ed},t} P_{\text{ESS},\text{max}}, \forall t
\]

\[
- U_{\text{Ec},t} P_{\text{ESS},\text{max}} \leq P_{\text{ESSchg},t} \leq 0, \forall t
\]

\[
P_{\text{ESS},t} = P_{\text{ESSdis},t} + P_{\text{ESSchg},t}, \forall t
\]

\[
SOC_{\text{min}} \leq SOC_t \leq SOC_{\text{max}}, \forall t
\]

\[
SOC_o = SOC_N
\]

where \( P_{\text{ESSchg}} \) and \( P_{\text{ESSdis}} \) are the charge and discharge output power of ESS, respectively; \( U_{\text{Ed}} \) and \( U_{\text{Ec}} \) are variables indicating the state of ESS, respectively; and \( P_{\text{ESS},\text{max}} \) is the ESS maximum output power. \( SOC_{\text{min}} \) and \( SOC_{\text{max}} \) are the minimum and maximum values of SOC, respectively. The ESS is designed to operate in a way that does not completely charge and discharge by setting the maximum and minimum values because performance problems may occur during full discharge, and fire accidents may occur during overcharging ([27] and [28]). \( SOC_o \) and \( SOC_N \) are the initial and last values of SOC. By setting the initial and last value of SOC as equal, the battery operation for one day becomes one cycle, and the cycle gradation of lithium batteries can be analyzed more accurately ([29]). At time \( t \), the SOC of ESS is represented as:

\[
SOC_t = SOC_{t-1} + \frac{\eta_{\text{ESSchg}} \times P_{\text{ESSchg},t} \times \Delta t}{CAP} + \frac{P_{\text{ESSdis},t} \times \Delta t}{\eta_{\text{ESSdis}} \times CAP}, \forall t
\]

where \( \eta_{\text{ESSchg}} \) and \( \eta_{\text{ESSdis}} \) are the ESS discharging and charging efficiencies, respectively, and \( CAP \) is capacity of ESS.

### 3. Curtailment Cost Gradation Method

A novel MILP optimal scheduling for PV curtailment gradation cost of an MG system is proposed. To gradate the cost of PV curtailment, the total PV curtailment in a time index is divided into a random number of \( K \). To prevent curtailment from being concentrated in a particular time zone, the gradation cost of PV curtailment is generated as follows:

\[
P_{\text{Curt},k,t} = \frac{P_{\text{Curt},t}}{K}, \forall t, \forall k
\]

\[
C_{\text{Curt},t} = \sum_{k \in \Omega_k} S_k P_{\text{Curt},k,t}
\]

where \( P_{\text{Curt}} \) is the curtailment of PV surplus generation, and subscript \( k \) is the index of the PV curtailment interval in a time index. \( C_{\text{Curt},t} \) is the virtual cost function of PV curtailment, \( \Omega_k \) is the set of curtailment intervals, and \( S_k \) is the differential cost coefficient for each curtailment interval. \( S_k \) is differentially specified according to the algebraic relationship
from low to high intervals of power curtailment intervals, and it induces a preferential selection of PV curtailment intervals in the cost minimization algorithm.

In this study, PV curtailment is specified as 600 kW, which is scheduled to be installed and is divided into 10 sections. Curtailment cost coefficients are generated that increase step-by-step from low curtailment to high curtailment sections. Figure 3 shows PV curtailment divided by 10 sections and the cost coefficients of each interval. The amount of each interval PV curtailment in Equation (16) has a range of 60 kW.

Figure 3. (a) PV power curtailment interval setting and (b) differential cost coefficients.

Since the cost coefficient function satisfies the algebraic relationship between intervals, coefficients are set to less than five decimal places to reduce being reflected in the actual cost, considering that it is a virtual cost that is being modeled in this study. Table 2 shows the curtailment cost function coefficients for each curtailment interval. The virtual cost function for PV curtailment is multiplied by the corresponding cost coefficient for each interval. The objective function is redefined as follows:

$$\min_{P_{D,j}, P_{Curt,t} \in \Omega_T} \sum_{j \in \Omega_L} (C_{D,j}(P_{D,j}) + C_{Curt,t}(P_{Curt,t})) \times \Delta t^*, \quad (17)$$

Table 2. Slope rate of each PV curtailment interval.

| Interval | S1  | S2  | S3  | S4  | S5  | S6  | S7  | S8  | S9  | S10 |
|----------|-----|-----|-----|-----|-----|-----|-----|-----|-----|-----|
| Curtailment cost coefficients | 1E-5 | 2E-5 | 3E-5 | 4E-5 | 5E-5 | 6E-5 | 7E-5 | 8E-5 | 9E-5 | 10E-5 |

PV curtailment gradation cost applied optimal scheduling constraints; the power supply and demand equation is expressed as follows:

$$\sum_{j \in \Omega_L} P_{D,j,t} + P_{ESS,j,t} + P_{PV,t} - \sum_{k \in \Omega_K} P_{Curt,k,t} = P_{L,t}, \quad (18)$$

Equations (5)–(14) are the same as the constraints of the proposed method.

Figure 4 shows the flowchart of the proposed method, which derives an MG optimal operation schedule with a distributed curtailments plan by adding PV curtailment gradation virtual costs in MILP modeling.
4. Simulation Results and Discussion

4.1. Simulation Environment

In this study, the Hawaii Ocean, Science and Technology Park demonstration test area was the basis for the study, and data from NELHA’s 17.5 kW PV system were used to conduct the process. The pump station consumes an average of 306 kW for operation of a sea farm, and the UPS for the pump station was designed to consume 4.5 kW. For PV generation, the 17.5 kW PV data were utilized. The installation was not complete yet; it was scaled up to 600 kW, which is scheduled to be installed. The ESS inputted the estimated installation capacity of 567 kWh; the initial SOC of the ESS was set at 50% and was set at a minimum of 20% and a maximum of 80% during the system operation. Setting the minimum output power limit for diesel generators is required for diesel generator efficiency [30]. In this study, the diesel generator’s output minimal power limit was set at 30% of its rated power, which was 225 kW. To verify the results of the proposed method, data for each of seven days of June were utilized as input data. The MG optimal scheduling problem was solved by using python PuLP library.

4.2. Single Day Simulation Results

We compared the microgrid optimal scheduling results obtained from the proposed PV curtailment cost gradation method and conventional curtailment cost non-reflected method. Figure 5 shows that the proposed method (a) distributed curtailments between all PV generation intervals, while the conventional method (b) shows that the curtailment was concentrated in the time zone ahead of the certain time. The PV curtailment of a single day and the amount of curtailment in the generation time zone are shown in Figure 6 and Table 3 respectively.

As solar power increased at around 08:00, both the proposed and conventional method both showed that the amount of curtailment increased as well. However, from 09:45 to 17:00, the two methods showed different trends in curtailment. In the proposed method, the curtailment was distributed until solar power decreased and performed 180 kW of curtailment during most of the time index. On the other hand, the conventional method showed that the amount of curtailment continued to increase with increasing solar energy during the morning. At 12:45, when solar power peaks, the maximum amount of curtailment was performed, which was 313 kW. The curtailment then decreased with a decrease in solar power generation, showing a sharp drop in curtailment of 246 kW between 14:00 and 14:30. From 15:15, the curtailment was not performed, recording 0 kW till the end, expected at 15:45.
Figure 5. Microgrid optimal scheduling results comparison of curtailment gradation cost method (a) with linear curtailment cost method (b).

Figure 6. Comparison of PV curtailment scheduling with proposed curtailment gradation cost result (a) and conventional linear curtailment cost result (b).
Table 3. Optimal PV curtailment scheduling results during generation time.

| Time   | Proposed Method | Conventional Method | Time   | Proposed Method | Conventional Method |
|--------|-----------------|---------------------|--------|-----------------|---------------------|
| 8:00   | 2               | 18                  | 12:45  | 180             | 313                 |
| 8:15   | 60              | 48                  | 13:00  | 180             | 311                 |
| 8:30   | 68              | 68                  | 13:15  | 180             | 306                 |
| 8:45   | 87              | 87                  | 13:30  | 180             | 313                 |
| 9:00   | 118             | 118                 | 13:45  | 180             | 303                 |
| 9:15   | 120             | 148                 | 14:00  | 180             | 272                 |
| 9:30   | 192             | 171                 | 14:15  | 180             | 170                 |
| 9:45   | 180             | 184                 | 14:30  | 180             | 25                  |
| 10:00  | 180             | 211                 | 14:45  | 180             | 49                  |
| 10:15  | 180             | 229                 | 15:00  | 180             | 23                  |
| 10:30  | 240             | 176                 | 15:15  | 180             | 0                   |
| 10:45  | 180             | 268                 | 15:30  | 271             | 0                   |
| 11:00  | 194             | 275                 | 15:45  | 180             | 60                  |
| 11:15  | 180             | 287                 | 16:00  | 177             | 0                   |
| 11:30  | 180             | 296                 | 16:15  | 171             | 0                   |
| 11:45  | 180             | 304                 | 16:30  | 96              | 0                   |
| 12:00  | 180             | 307                 | 16:45  | 60              | 0                   |
| 12:15  | 180             | 329                 | 17:00  | 37              | 0                   |
| 12:30  | 240             | 310                 | 17:15  | 0               | 0                   |

Accordingly, in the proposed method, ESS was charged for an even period of time due to the distribution of curtailments at the solar power generation time, while the conventional method showed that the ESS remained at a minimum state of charge and was charged at a rapid rate at around 14:30 because of a sharp decrease in curtailment. The difference in the curtailment was also different with regard to the charging speed of the ESS. In Figure 5, when comparing the SOC of the two methods, the proposed method took approximately five hours from minimum to maximum SOC, while the existing method took approximately half the time of the proposed technique for ESS from minimum to maximum SOC. The charging rate difference in ESS under the different curtailment methods had an effect on ESS aging ([31] and [32]). The difference in charging speed because of differences in curtailment between the proposed and conventional method will be improved in future research by including ESS cost calculations in the optimization problems.

The results of the proposed and conventional cost minimization algorithms are shown in Table 4. The optimal solution for the two techniques was the same value at 2,242,795 KRW. PV curtailment gradation cost is a virtual cost for distributing curtailment, and the virtual cost was applied below the decimal point of the optimal solution so that it would not be reflected in the actual cost. For PV curtailment, the proposed and conventional methods produced different results for mean values and standard deviations. In the case of the standard deviation, the proposed method recorded a value that was 29% lower than the conventional method because the curtailment was evenly distributed in the generation time.

Table 4. Comparison of proposed and conventional method results.

|                      | Optimal Cost (KRW/Day) | Curtailment Standard Deviation |
|----------------------|------------------------|-------------------------------|
| Proposed method      | 2,242,795              | 85.75                         |
| Conventional method  | 2,242,795              | 110.98                        |
4.3. Case Study and Discussion

In order to demonstrate the efficiency of the PV curtailment gradation cost applied optimal algorithm, we compared the proposed and conventional methods when solar power generation had errors. In [17], according to historical data, PV generation error is always within nominal values at the generation period. In [33], a neural network prediction model predicted PV generation within the tolerance level of ±5%, ±10% and ±20%. Therefore, in this case study, the PV data reflected the three levels of error tolerance and derived optimal scheduling for seven days in June, March, September, and December.

To verify the result of the proposed technique, Table 5 shows the optimal operating cost of the microgrid and the standard deviation of the PV curtailment when the error by the case is reflected in the PV power generation in the selected seven days of microgrid scheduling. The optimal solution of the microgrid operation cost unit is KRW. Since the virtual cost of PV curtailment is added to the objective function, the configuration of the cost is diesel cost above the decimal point and PV curtailment virtual cost below the decimal point.

|       | Optimal Solution of Microgrid Operation Cost (KRW) | Curtailment Standard Deviation |
|-------|---------------------------------------------------|---------------------------------|
|       | ±5% | ±10% | ±20% | ±5% | ±10% | ±20% |
| March |     |      |      |      |      |
| Proposed method | 15,709,850.62 | 15,706,037.79 | 15,709,403.91 | 90.83 | 90.48 | 90.85 |
| Conventional method | 15,709,850.37 | 15,706,037.55 | 15,709,403.66 | 117.47 | 117.29 | 116.90 |
| June  |     |      |      |      |      |
| Proposed method | 15,720,649.01 | 15,727,001.9 | 15,733,890.35 | 76.06 | 75.84 | 74.44 |
| Conventional method | 15,720,648.84 | 15,727,001.77 | 15,733,890.18 | 98.61 | 98.27 | 95.59 |
| September |     |      |      |      |      |
| Proposed method | 16,312,087.02 | 16,317,394.4 | 16,300,945.93 | 31.44 | 31.58 | 31.81 |
| Conventional method | 16,312,086.99 | 16,317,394.39 | 16,300,945.90 | 40.17 | 39.65 | 40.72 |
| December |     |      |      |      |      |
| Proposed method | 16,111,120.14 | 16,108,491.3 | 16,124,666.02 | 46.61 | 46.49 | 45.50 |
| Conventional method | 16,111,120.08 | 16,108,491.19 | 16,124,665.97 | 63.31 | 63.75 | 59.73 |

Figure 7 shows the weather during the seven days of March. In this case, PV generation tended to increase to its peak time every day and then decrease. The proposed method shows that curtailment was more uniformly performed during power generation time than the conventional method, which shows curtailment was rapidly increased and decreased during a day. Table 5 shows that the standard deviation of PV curtailment for the proposed method was recorded as being 26.64, 26.81, and 26.05 lower than the conventional method for ±5%, ±10%, and ±20% error-occurring situations, while the optimal operating costs of microgrids did not differ significantly for any error situations.

Figure 8 shows the scheduling results of the proposed technique for seven days of June. For the first three days, the proposed method shows that the curtailment was distributed in the solar power generation time zone. On the other hand, the existing method shows that curtailment was concentrated in the early and late generation time of the day; thus, ESS was rapidly charged and discharged at a time when the curtailment was rapidly reduced and increased. On the fourth and sixth day, when PV was less generated, PV generation was not curtailed. With no significant change in power consumption from the previous day, day 5 PV generation peaked, and curtailment was shown to be more distributed over power generation time in the proposed method than in the conventional method. In the case of day 7, PV generation was partially reduced during the daytime compared with graphs of one, two, or three days. The proposed method shows that curtailment was distributed both before and after the partial decrease in photovoltaic power generation during the daytime, while, the conventional method resulted in a rush of curtailments before PV generation was partially reduced. The standard deviation of PV curtailment was 22.55, 22.43, and 21.15 lower than the conventional method for ±5%, ±10%, and ±20% error-occurring situations, respectively.
Figure 7. Simulation results of proposed method (a) and conventional method (b) for 7 days of March.

Figure 8. Simulation results of proposed method (a) and conventional method (b) for 7 days of June.

Figure 9 shows the results of the seven-day microgrid scheduling in September. On day 1, the curtailment of solar power was even during power generation in the proposed technique, while the existing method showed that the ESS had a rapid charge in the early hours and a rapid discharge in the afternoon due to a sharp decrease in curtailment. Since the second day, solar power generation was entirely less than electricity consumption, showing that little current occurred only on day 6. The standard deviation of PV curtailment in September was 8.73, 8.07, and 8.91 lower than the conventional method for ±5%, ±10%, and ±20% error-occurring situations, respectively.
The proposed method on days 1, 2, and 3 shows that the PV curtailment took place at power on days 1, 2, 3, 5 and 6, and PV curtailment was not performed on days 4 and 7. The proposed technique recorded standard deviations that were 16.7, 17.26, and 14.23 lower, respectively.

Figure 9 shows the results of the seven day microgrid scheduling in September. On day microgrid scheduling in September, the curtailment of solar power was even during power generation in the proposed method, while the existing method showed that the ESS had a rapid charge in the early day and a rapid discharge in the afternoon due to a sharp decrease in curtailment. Since the proposed method, while the existing method showed that the ESS had a rapid charge in the early day and a rapid discharge in the afternoon due to a sharp decrease in curtailment. Since

Figure 10 shows the scheduling for seven days in October, and it shows the results under various weather conditions. PV curtailment was performed with surplus solar power on days 1, 2, 3, 5 and 6, and PV curtailment was not performed on days 4 and 7. The proposed method on days 1, 2, and 3 shows that the PV curtailment took place at power generation time, while the conventional method shows that the curtailment of photovoltaic power was concentrated at a certain time, resulting in rapid PV power control. Similarly, PV generation was more evenly performed during power generation in the proposed method than the conventional method on day 5 and day 6. When ±5%, ±10%, and ±20% errors were reflected in the photovoltaic generation, the proposed technique recorded standard deviations that were 16.7, 17.26 and 14.23 lower, respectively.

Figure 9. Simulation results of proposed method (a) and conventional method (b) for 7 days of September.

Figure 10. Simulation results of proposed method (a) and conventional method (b) for 7 days of December.
In the proposed method, the standard deviation results were lower than those of the conventional method in all months when PV generation error was reflected. Figure 11 shows the difference between the proposed and conventional methods in the standard deviation of curtailment. In March and June, the proposed method recorded about a 29% lower standard deviation than the conventional method in ±5% and ±10% error situations, and about 28% lower standard deviation in ±20% error situations. In September, the standard deviation percentage difference was recorded as being lower than other months for all error cases. In ±10% error situations, the standard deviation was recorded as being 25% lower compared with the conventional method, and in ±5% and ±10% error situations were recorded as being 28% of the percentage difference between the proposed and conventional methods. In December, the standard deviation in the proposed method showed the largest difference compared with the conventional method. In ±10% error situations, the standard deviation of the proposed method was recorded as being 37% lower than the conventional method, and in ±5% error, the standard deviation of the proposed method was 35% lower, while in ±20% error situations, the proposed technique was 31% lower than the conventional method.

![Figure 11. Differences in the PV curtailment standard deviation of the conventional method based on the proposed method.](image)

In the case study, the Hawaii microgrid test only has a water pump and a UPS that consumes constant power and has little change in load power consumption for 24 hours. Therefore, only the uncertainty of PV power generation was considered. In a future study, more load will be connected to the microgrid, and the research will be conducted considering the uncertainty of the load power consumption. Additionally, a detailed ESS gradation model considering cycle deintercalation research was conducted in [27]. Although the current study did not reflect the lifetime performance of ESS in scheduling, a future study plans to create a microgrid schedule that reflects the performance of ESS.

5. Conclusions

In this study, an optimization method was proposed to enhance the PV power curtailment in an islanded microgrid. It was shown that the curtailment of PV power DER is usually concentrated in a specific period within the day. This trend adversely affects the ESS lifetime and increases the operation cost. The proposed optimization method aimed to evenly distribute the PV power curtailment within the day. It responded to uncertainty in predicting the PV power generation in an islanded microgrid via scheduling the microgrid’s assets—namely, ESS, diesel generator, and PV systems. System modeling for simulation was constructed using real water pump data from the Natural Energy Laboratory of Hawaii Authority (NELHA) microgrid test site. The cost coefficients of the curtailed PV power were included in the objective function. After adding differential cost coefficients for each
curtailment section, the objective function was incorporated with curtailment penalty cost to prevent excess curtailment. The simulation results show that the PV curtailment trend was distributed over the operation hours rather than concentrated in a specific period. The simulation test was conducted for 7 days of June; the outcome demonstrated that the optimized schedule system worked not only for a specific day, but also various PV generation environments operated the microgrid assets more safely.
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Nomenclatures

\( t \) \quad \text{Index for operation time intervals}
\( \Omega_T \) \quad \text{Set of time periods}
\( l \) \quad \text{Index for linearized diesel generation cost slope}
\( \Omega_L \) \quad \text{Set of diesel generation cost slopes}
\( k \) \quad \text{Index for step curtailment cost slope}
\( \Omega_k \) \quad \text{Set of step curtailment cost slope}
\( P_{D, \text{min/max}} \) \quad \text{Minimum/maximum output power of diesel generator}
\( P_{\text{ESS,max}} \) \quad \text{Maximum output power of energy storage system (ESS)}
\( \text{SOC}_{\text{min/max}} \) \quad \text{Minimum/maximum state of charge (SOC) of ESS}
\( \text{CAP} \) \quad \text{Rating capacity of ESS}
\( \Delta t \) \quad \text{Duration of each time interval}
\( a, b, c \) \quad \text{Cost coefficients of diesel generator}
\( S_l \) \quad \text{Slope rate of the diesel generation cost}
\( S_k \) \quad \text{Cost coefficients of step curtailment}
\( P_D \) \quad \text{Output power of diesel generator}
\( P_{\text{ESSdis/ESSchg}} \) \quad \text{Discharge/charge output power of ESS}
\( P_{\text{PV}} \) \quad \text{Output power of photovoltaic (PV) generation system}
\( P_L \) \quad \text{Load demand power}
\( U_D \) \quad \text{Diesel generator ON/OFF status}
\( U_{\text{Ed/Ec}} \) \quad \text{ESS discharging/charging status}
\( \eta_{\text{ESSdis/ESSchg}} \) \quad \text{ESS discharging/charging status}
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