VERTEX MODELS AND SPIN CHAINS IN FORMULAS AND PICTURES
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ABSTRACT. We systematise and develop the graphical approach to the investigation of quantum integrable vertex statistical models and the corresponding quantum spin chains. The graphical forms of the unitarity and various crossing relations are introduced. Their explicit analytical forms for the case of integrable systems associated with the quantum loop algebra $U_q(L(sl_{l+1}))$ are given. The commutativity conditions for the transfer operators of lattices with a boundary are derived by the graphical method. Our consideration reveals useful advantages of the graphical approach for certain problems in the theory of quantum integrable systems.
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Alice was beginning to get very tired of sitting by her sister on the bank, and of having nothing to do: once or twice she had peeped into the book her sister was reading, but it had no pictures or conversations in it, “and what is the use of a book,” thought Alice “without pictures or conversations?”

Alice’s Adventures in Wonderland
Lewis Carroll

1. INTRODUCTION

Graphical methods have proven useful for many branches of theoretical and mathematical physics. First of all, it is the method of Feynman diagrams which is the main working tool of quantum field theory [1, 2]. Rather developed graphical methods are used in the quantum theory of angular momentum [3–5], the general relativity [6–8], and physical applications of the group theory [9]. The graphical methods used in the theory of quantum integrable models of statistical physics [10] were successfully applied to the problems of enumerative combinatorics [11–20].

In this paper, we systematise and develop the graphical approach to investigation of integrable vertex statistical models and the corresponding quantum spin chains. Here the most common vertex model is a two dimensional quadratic lattice formed by vertices connected by edges. The vertices have weights determined by the states of the adjacent edges. The consideration of such systems begins with the definition of suitable integrability objects that possess necessary properties. The initial objects here are $R$-operators and basic monodromy operators encoding the weights of the vertices. An $R$-operator acts in the tensor square of a vector space called the auxiliary space, and a monodromy operator acts in the tensor product of the auxiliary space and an additional one called the quantum space. To ensure integrability, the $R$-operator must satisfy the Yang–Baxter equation, and the monodromy operator the so-called $RMM$-equation which, in the case when the auxiliary space coincides with the quantum one, reduces to the Yang–Baxter equation [10]. The necessary equations are satisfied automatically if one obtains integrability objects using the quantum group approach formulated in the most clear form by Bazhanov, Lukyanov and Zamolodchikov [21–23]. The method proved to be efficient for the construction of
R-operators [24–30], monodromy operators and L-operators [21–23, 29–36], and for the proof of functional relations [23, 31, 34–39].

A quantum group is a special kind of a Hopf algebra arising as a deformation of the universal enveloping algebra of a Kac–Moody algebra. The concept of the quantum group was introduced by Drinfeld [40] and Jimbo [41]. Any quantum group possesses the universal R-matrix connecting its two comultiplications. The universal R-matrix is an element of the tensor square of two copies of the quantum group. In the framework of the quantum group approach, the integrability objects are obtained by choosing representations for the factors of that tensor product and applying them to the universal R-matrix. Here one identifies the representation space of the first factor with the auxiliary space, and the representation space of the second one with the quantum space. However, the roles of the factors can be interchanged. The universal R-matrix satisfies the universal Yang–Baxter equation. This leads to the fact that the received objects have certain required properties. Besides, such integrability objects satisfy some additional relations, such as unitarity and crossing relations, which follow from the general properties of the universal R-matrix and used representations.

The structure of the paper is as follows.

In section 2 we give the definition of the class of quantum groups, called quantum loop algebras, used in the quantum group approach to the study of integrable vertex models of statistical physics. Then we discuss properties of integrability objects and introduce their graphical representations.

Section 3 is devoted to the case of quantum loop algebras \( U_q(\mathcal{L}(sl_{l+1})) \). We describe some finite dimensional representations and derive an expression for the R-operator associated with the first fundamental representation of \( U_q(\mathcal{L}(sl_{l+1})) \). Explicit forms of the unitarity and crossing relations are discussed.

The graphical methods of section 2 are used in section 4 to derive the commutativity conditions for the transfer matrices of lattices with boundary. Such conditions are relations connecting the corresponding R-operator with left and right boundary operators. For the first time the commutativity conditions for lattices with boundary were given by Sklyanin in paper [42] based on a previous work by Cherednik [43]. In paper [42] rather restrictive limitations on the form of the R-operators were imposed. In a number of subsequent works [44–46] these limitations were weakened with the corresponding modification of the commutativity conditions. Finally, Vlaar [47] gave the commutativity condition in the form which requires no essential limitations on the R-operator. It is this form which is obtained by using the graphical method.

We use the standard notations for \( q \)-numbers

\[
[v]_q = \frac{q^v - q^{-v}}{q - q^{-1}}, \quad v \in \mathbb{C}, \quad [n]_q! = \prod_{k=1}^{n} [k]_q, \quad n \in \mathbb{Z}_{\geq 0}.
\]

We will also use the notation

\[
\kappa_q = q - q^{-1}.
\]

Depending on the context, the symbol 1 means the unit of an algebra or the unit matrix.

2. Quantum Loop Algebras and Integrability Objects

2.1. Quantum loop algebras.

2.1.1. Some information on loop algebras. Let \( \mathfrak{g} \) be a complex finite dimensional simple Lie algebra of rank \( l \) [48, 49], \( \mathfrak{h} \) a Cartan subalgebra of \( \mathfrak{g} \), and \( \Delta \) the root system of \( \mathfrak{g} \) relative to \( \mathfrak{h} \). We fix a system of simple roots \( \alpha_i, i \in [1..l] \). It is known that the corresponding
coroots $h_i$ form a basis of $\mathfrak{h}$, so that
\[ \mathfrak{h} = \bigoplus_{i=1}^{l} \mathbb{C} h_i. \]

The Cartan matrix $A = (a_{ij})_{i,j \in [1..l]}$ of $\mathfrak{g}$ is defined by the equation
\[ a_{ij} = \langle \alpha_j, h_i \rangle. \] (2.1)

Note that any Cartan matrix is diagonalizable. It means that there exists a diagonal matrix $D = \text{diag}(d_1, \ldots, d_l)$ such that the matrix $DA$ is symmetric and $d_i$, $i \in [1..l]$, are positive integers. Such a matrix is defined up to a nonzero scalar factor. We fix the integers $d_i$ assuming that they are relatively prime.

Denote by $(\cdot|\cdot)$ an invariant nondegenerate symmetric bilinear form on $\mathfrak{g}$. Any two such forms are proportional one to another. We will fix the normalization of $(\cdot|\cdot)$ below. The restriction of $(\cdot|\cdot)$ to $\mathfrak{h}$ is nondegenerate. Therefore, one can define an invertible mapping $\nu: \mathfrak{h} \to \mathfrak{h}^*$ by the equation
\[ \langle \nu(x), y \rangle = (x|y), \]
and the induced bilinear form $(\cdot|\cdot)$ on $\mathfrak{h}^*$ by the equation
\[ (\lambda|\mu) = (\nu^{-1}(\lambda)|\nu^{-1}(\mu)). \]

We use one and the same notation for the bilinear form on $\mathfrak{g}$, for its restriction to $\mathfrak{h}$ and for the induced bilinear form on $\mathfrak{h}^*$.

Using the mapping $\nu$, given any root $\alpha$ of $\mathfrak{g}$, one obtains the following expression for the corresponding coroot
\[ \alpha^* = \frac{2}{(\alpha|\alpha)} \nu^{-1}(\alpha). \] (2.2)

Hence, we can write
\[ a_{ij} = \frac{2}{(a_i|a_i)} (a_j|a_i) = \frac{2}{(a_i|a_j)} (a_i|a_j). \]

It is clear that the numbers $(a_i|a_i)/2$ are proportional to the integers $d_i$. We normalize the bilinear form $(\cdot|\cdot)$ assuming that
\[ \frac{1}{2} (a_i|a_i) = d_i. \] (2.3)

Denote by $\theta$ the highest root of $\mathfrak{g}$ [48, 49]. Remind that the extended Cartan matrix $A^{(1)} = (a_{ij})_{i,j \in [0..l]}$ is defined by relation (2.1) and by the equations
\[ a_{00} = \langle \theta, \theta^* \rangle, \quad a_{0j} = -\langle \alpha_j, \theta^* \rangle, \quad a_{i0} = -\langle \theta, h_i \rangle, \] (2.4)

where $i, j \in [1..l]$. We have
\[ \theta = \sum_{i=1}^{l} a_i \alpha_i, \quad \theta^* = \sum_{i=1}^{l} a_i^* h_i \]
for some positive integers $a_i$ and $a_i^*$ with $i \in [1..l]$. These integers, together with
\[ a_0 = 1, \quad a_0^* = 1, \]
are the Kac labels and the dual Kac labels of the Dynkin diagram associated with the extended Cartan matrix $A^{(1)}$. Recall that the sums
\[ h = \sum_{i=0}^{l} a_i, \quad h^* = \sum_{i=0}^{l} a_i^*. \]
are called the Coxeter number and the dual Coxeter number of $\mathfrak{g}$. Using (2.2), one obtains
\[
\theta^* = \frac{2}{(\theta | \theta)} \nu^{-1}(\theta) = \frac{2}{(\theta | \theta)} \sum_{i=1}^{l} a_i \nu^{-1}(a_i) = \sum_{i=1}^{l} \frac{(\alpha_i | a_i)}{(\theta | \theta)} a_i h_i.
\]
It follows that
\[
a_i^* = \frac{(\alpha_i | a_i)}{(\theta | \theta)} a_i
\]
for any $i \in [1..l]$.

It is clear that
\[
a_{00} = 2, \quad a_{0j} = -\sum_{i=1}^{l} a_i^* a_{ij}, \quad j \in [1..l], \quad a_{i0} = -\sum_{j=1}^{l} a_{ij} a_j, \quad i \in [1..l]. \tag{2.5}
\]

We see that for the extended Cartan matrix $A^{(1)}$ one has
\[
\sum_{j=0}^{l} a_{ij} a_j = 0, \quad i \in [0..l], \quad \sum_{i=0}^{l} a_{i}^* a_{ij} = 0, \quad j \in [0..l].
\]

Since the Cartan matrix of $\mathfrak{g}$ is symmetrizable, so is the extended Cartan matrix. Indeed, using relation (2.2), one can rewrite equations (2.4) as
\[
a_{00} = 2, \quad a_{0j} = -2 \frac{(a_j | \theta)}{(\theta | \theta)}, \quad a_{i0} = -2 \frac{\theta(a_i)}{(a_i | a_i)}.
\]

We see that the symmetricity condition
\[
d_i a_{ij} = d_j a_{ji}, \quad i, j \in [0..l],
\]
for the extended Cartan matrix is equivalent to the equations
\[
\frac{d_0}{(\theta | \theta)} = \frac{d_i}{(a_i | a_i)}, \quad d_i a_{ij} = d_j a_{ji}, \quad i, j \in [1..l].
\]

We take as $d_i, i \in [1..l]$, the relatively prime positive integers symmetrizing the Cartan matrix $A$ of $\mathfrak{g}$, then, using (2.3), we see that
\[
d_0 = \frac{1}{2} (\theta | \theta). \tag{2.6}
\]

Note that, for our normalization of the quadratic form, $(\theta | \theta) = 4$ for the types $B_l$, $C_l$ and $F_4$, $(\theta | \theta) = 6$ for the type $G_2$, and $(\theta | \theta) = 2$ for all other cases. Therefore, we have relatively prime positive integers $d_i, i \in [0..l]$, which define the diagonal matrix symmetrizing the extended Cartan matrix $A^{(1)}$.

Following Kac [50], we denote by $L(\mathfrak{g})$ the loop algebra of $\mathfrak{g}$, by $\hat{L}(\mathfrak{g})$ its standard central extension by a one-dimensional centre $\mathbb{C} K$, and by $\hat{\mathfrak{g}}$ the Lie algebra obtained from $\hat{L}(\mathfrak{g})$ by adding a natural derivation $d$. By definition
\[
\hat{L}(\mathfrak{g}) = L(\mathfrak{g}) \oplus \mathbb{C} K \oplus \mathbb{C} d,
\]
and we use as a Cartan subalgebra of $\hat{L}(\mathfrak{g})$ the space
\[
\hat{h} = h \oplus \mathbb{C} K \oplus \mathbb{C} d.
\]

Introducing an additional coroot
\[
h_0 = K - \sum_{i=1}^{l} a_i^* h_i,
\]
we obtain
\[ \hat{h} = \bigoplus_{i=0}^{l} \mathbb{C} h_i \oplus \mathbb{C} d. \]

It is worth to note that
\[ K = h_0 + \sum_{i=1}^{l} a_i h_i = \sum_{i=0}^{l} a_i h_i. \]

We identify the space \( h^* \) with the subspace of \( \hat{h}^* \) defined as
\[ h^* = \{ \lambda \in \hat{h}^* \mid \langle \lambda, K \rangle = 0, \langle \lambda, d \rangle = 0 \}. \]

It is also convenient to denote
\[ \tilde{h} = h \oplus \mathbb{C} K \]

and identify the space \( h^* \) with the subspace of \( \tilde{h}^* \) which consists of the elements \( \tilde{\lambda} \in \tilde{h}^* \)
satisfying the condition
\[ \langle \tilde{\lambda}, K \rangle = 0. \tag{2.7} \]

Here and everywhere below we mark such elements of \( \tilde{h}^* \) by a tilde. Explicitly the identification is performed as follows. The element \( \tilde{\lambda} \in \tilde{h}^* \) satisfying (2.7) is identified with
\[ \langle \lambda, h_0 \rangle = -\sum_{i=1}^{l} a_i \langle \lambda, h_i \rangle, \quad \langle \tilde{\lambda}, h_i \rangle = \langle \lambda, h_i \rangle, \quad i \in [1..l]. \]

In the opposite direction, given an element \( \lambda \in h^* \), we identify it with the element \( \tilde{\lambda} \in \tilde{h}^* \) determined by the relations
\[ \langle \tilde{\lambda}, h_0 \rangle = -\sum_{i=1}^{l} a_i \langle \lambda, h_i \rangle, \quad \langle \tilde{\lambda}, h_i \rangle = \langle \lambda, h_i \rangle, \quad i \in [1..l]. \]

It is clear that \( \tilde{\lambda} \) satisfies (2.7).

After all we denote by \( \delta \) the element of \( \hat{h}^* \) defined by the equations
\[ \langle \delta, h_i \rangle = 0, \quad i \in [0..l], \quad \langle \delta, d \rangle = 1, \]

and define the root \( \alpha_0 \in \hat{h}^* \) corresponding to the coroot \( h_0 \) as
\[ \alpha_0 = \delta - \theta, \]

so that for the entries of the extended Cartan matrix we have
\[ a_{ij} = \langle \alpha_j, h_i \rangle, \quad i, j \in [0..l], \]

see equations (2.1) and (2.4). We stress that in the above relation \( \langle \cdot, \cdot \rangle \) means the pairing of the spaces \( \hat{h}^* \) and \( h \), while in equations (2.1) and (2.4) it means the pairing of the spaces \( h^* \) and \( \hat{h} \).

Thus, the elements \( a_i, i \in [0..l] \), are the simple roots and \( h_i, i \in [0..l] \), are the corresponding coroots forming a minimal realization of the generalized Cartan matrix \( A^{(1)} \) [50]. Let \( \Delta_+ \) be the full system of positive roots of \( g \), then the full system \( \hat{\Delta}_+ \) of positive roots of the Lie algebra \( \tilde{\mathfrak{g}} \) is
\[ \hat{\Delta}_+ = \{ \gamma + n\delta \mid \gamma \in \Delta_+, n \in \mathbb{Z}_{\geq 0} \} \cup \{ n\delta \mid n \in \mathbb{Z}_{>0} \} \]
\[ \cup \{ (\delta - \gamma) + n\delta \mid \gamma \in \Delta_+, n \in \mathbb{Z}_{\geq 0} \}. \]

The system of negative roots \( \hat{\Delta}_- \) is \( \hat{\Delta}_- = -\hat{\Delta}_+ \), and the full system of roots is
\[ \hat{\Delta} = \hat{\Delta}_+ \cup \hat{\Delta}_- = \{ \gamma + n\delta \mid \gamma \in \Delta, n \in \mathbb{Z} \} \cup \{ n\delta \mid n \in \mathbb{Z} \setminus \{0\} \}. \]
Recall that the roots $\pm n\delta$ are imaginary, all other roots are real \cite{50}. It is worth to note here that the set formed by the restriction of the simple roots $\alpha_i$ to $\mathfrak{h}$ is linearly dependent. In fact, we have

$$\delta|_{\mathfrak{h}} = \sum_{i=0}^{l} a_i\alpha_i|_{\mathfrak{h}} = 0. \quad (2.8)$$

This is the main reason to pass from $\tilde{\mathcal{L}}(\mathfrak{g})$ to $\hat{\mathcal{L}}(\mathfrak{g})$.

We fix a non-degenerate symmetric bilinear form on $\mathfrak{h}$ by the equations

$$(h_i| h_j) = a_{ij} d_j^{-1}, \quad (h_i| d) = \delta_{i0} d_0^{-1}, \quad (d| d) = 0,$$

where $i, j \in [0 \ldots l]$. Then, for the corresponding symmetric bilinear form on $\mathfrak{h}^*$ one has

$$(\alpha_i| \alpha_j) = d_i a_{ij}.$$ 

It follows from this relation that

$$(\delta| \gamma) = 0, \quad (\delta| \delta) = 0$$

for any $\gamma \in \Delta$.

### 2.1.2. Definition of a quantum loop algebra

Let $\hbar$ be a nonzero complex number such that $q = \exp \hbar$ is not a root of unity. For each $i \in [0 \ldots l]$ we set

$$q_i = q^{d_i},$$

and assume that

$$q^v = \exp(\hbar v)$$

for any $v \in \mathbb{C}$.

The quantum loop algebra $U_q(\hat{\mathcal{L}}(\mathfrak{g}))$ is a unital associative $\mathbb{C}$-algebra generated by the elements

$$e_i, f_i, \quad i = 0, 1, \ldots, l, \quad q^x, \quad x \in \mathfrak{h},$$

satisfying the relations

$$q^{vK} = 1, \quad v \in \mathbb{C}, \quad q^{x_1}q^{x_2} = q^{x_1 + x_2},$$

$$q^x e_i q^{-x} = q^{(\alpha_i, x)} e_i, \quad q^x f_i q^{-x} = q^{-(\alpha_i, x)} f_i,$$  \quad (2.10)

$$[e_i, f_j] = \delta_{ij} q_i^{h_i} - q_i^{-h_i},$$

$$\sum_{n=0}^{1-a_{ij}} (-1)^n \frac{e_i^{1-a_{ij}-n}}{[1-a_{ij}-n]_q!} e_j^n = 0, \quad \sum_{n=0}^{1-a_{ij}} (-1)^n \frac{f_i^{1-a_{ij}-n}}{[1-a_{ij}-n]_q!} f_j^n = 0. \quad (2.12)$$

Here, relations (2.10) and (2.11) are valid for all $i, j \in [0 \ldots l]$. The last line of the relations is valid for all distinct $i, j \in [0 \ldots l]$.

The quantum loop algebra $U_q(\hat{\mathcal{L}}(\mathfrak{g}))$ is a Hopf algebra. Here the multiplication mapping $\mu$: $U_q(\hat{\mathcal{L}}(\mathfrak{g})) \otimes U_q(\hat{\mathcal{L}}(\mathfrak{g})) \to U_q(\hat{\mathcal{L}}(\mathfrak{g}))$ is defined as

$$\mu(a \otimes b) = ab,$$

and for the unit mapping $i$: $\mathbb{C} \to U_q(\hat{\mathcal{L}}(\mathfrak{g}))$ we have

$$i(v) = v 1.$$ 

The comultiplication $\Delta$, the antipode $S$, and the counit $\varepsilon$ are given by the relations

$$\Delta(q^x) = q^x \otimes q^x, \quad \Delta(e_i) = e_i \otimes 1 + q_i^{h_i} \otimes e_i, \quad \Delta(f_i) = f_i \otimes q_i^{-h_i} + 1 \otimes f_i,$$

$$S(q^x) = q^{-x}, \quad S(e_i) = -q_i^{-h_i} e_i, \quad S(f_i) = -f_i q_i^{h_i},$$

$$\Delta(1) = 1 \otimes 1, \quad S(1) = 1, \quad \varepsilon(1) = 1, \quad \varepsilon(x) = 0, \quad x \neq 1.$$
\[ \varepsilon(q^h) = 1, \quad \varepsilon(e_i) = 0, \quad \varepsilon(f_i) = 0. \] (2.15)

For the inverse of the antipode one has
\[ S^{-1}(q^x) = q^{-x}, \quad S^{-1}(e_i) = -e_i q_i^{-h_i}, \quad S^{-1}(f_i) = -q_i^{h_i} f_i. \] (2.16)

### 2.1.3. Poincaré–Birkhoff–Witt basis

The abelian group
\[ \hat{Q} = \bigoplus_{i=0}^{l} \mathbb{Z} \alpha_i \]

is called the root lattice of \( \hat{\mathcal{L}}(\mathfrak{g}) \). The algebra \( U_q(\mathcal{L}(\mathfrak{g})) \) can be considered as \( \hat{Q} \)-graded if we assume that
\[ e_i \in U_q(\mathcal{L}(\mathfrak{g}))_{\alpha_i}, \quad f_i \in U_q(\mathcal{L}(\mathfrak{g}))_{-\alpha_i}, \quad q^x \in U_q(\mathcal{L}(\mathfrak{g}))_0 \]
for any \( i \in [0..l] \) and \( x \in \hat{\mathfrak{h}} \). An element \( a \) of \( U_q(\mathcal{L}(\mathfrak{g})) \) is called a root vector corresponding to a root \( \gamma \) of \( \hat{\mathfrak{h}}^\ast \) if \( a \in U_q(\mathcal{L}(\mathfrak{g}))_\gamma \). In particular, the generators \( e_i \) and \( f_i \) are root vectors corresponding to the roots \( \alpha_i \) and \( -\alpha_i \).

One can construct linearly independent root vectors corresponding to all roots from \( \hat{\Delta} \), see, for example, papers [24, 51–53], and papers [54, 55] for an alternative approach. If some ordering of roots is chosen, then appropriately ordered monomials constructed from these vectors form a Poincaré–Birkhoff–Witt basis of \( U_q(\mathcal{L}(\mathfrak{g})) \). In fact, in applications to the theory of quantum integrable systems one uses the so-called normal orderings. The definition and an example for the case of \( \mathfrak{g} = \mathfrak{sl}_{l+1} \) is given in section 3.3.1.

### 2.1.4. Universal R-matrix

Let \( \Pi \) be the automorphism of the algebra \( U_q(\mathcal{L}(\mathfrak{g})) \otimes U_q(\mathcal{L}(\mathfrak{g})) \) defined by the equation
\[ \Pi(a \otimes b) = b \otimes a, \]
see appendix A.1. One can show that the mapping
\[ \Delta' = \Pi \circ \Delta \]
is a comultiplication in \( U_q(\mathcal{L}(\mathfrak{g})) \) called the opposite comultiplication.

Let \( U_q(\mathcal{L}(\mathfrak{g})) \) be a quantum loop algebra. There exists an element \( \mathcal{R} \) of \( U_q(\mathcal{L}(\mathfrak{g})) \otimes U_q(\mathcal{L}(\mathfrak{g})) \) connecting the two comultiplications in the sense that
\[ \Delta'(a) = \mathcal{R} \Delta(a) \mathcal{R}^{-1} \] (2.17)
for any \( a \in U_q(\mathcal{L}(\mathfrak{g})) \), and satisfying in \( U_q(\mathcal{L}(\mathfrak{g})) \otimes U_q(\mathcal{L}(\mathfrak{g})) \) the equations
\[ (\Delta \otimes \text{id})(\mathcal{R}) = \mathcal{R}^{13} \mathcal{R}^{23}, \quad (\text{id} \otimes \Delta)(\mathcal{R}) = \mathcal{R}^{13} \mathcal{R}^{12}. \] (2.18)

The meaning of the superscripts in the above relations is explained in appendix A.1. The element \( \mathcal{R} \) is called the universal R-matrix. One can show that it satisfies the universal Yang-Baxter equation
\[ \mathcal{R}^{12} \mathcal{R}^{13} \mathcal{R}^{23} = \mathcal{R}^{23} \mathcal{R}^{13} \mathcal{R}^{12} \] (2.19)
in \( U_q(\mathcal{L}(\mathfrak{g})) \otimes U_q(\mathcal{L}(\mathfrak{g})) \otimes U_q(\mathcal{L}(\mathfrak{g})) \).

It should be noted that we define the quantum loop algebra as a \( \mathbb{C} \)-algebra. It can be also defined as a \( \mathbb{C}[[\hbar]] \)-algebra, where \( \hbar \) is considered as an indeterminate. In this case one really has a universal R-matrix. In our case, the universal R-matrix exists only in some restricted sense, see, for example, paper [56], and the discussion in section 3.3.2 for the case of \( \mathfrak{g} = \mathfrak{sl}_{l+1} \).

There are two main approaches to the construction of the universal R-matrices for quantum loop algebras. One of them was proposed by Khoroshkin and Tolstoy [24, 51–53], and another one is related to the names Beck and Damiani [54, 55].
2.1.5. Modules and representations. Let $\varphi$ be a representation of a quantum loop algebra $U_q(\mathcal{L}(g))$, and $V$ the corresponding $U_q(\mathcal{L}(g))$-module. The generators $q^x, x \in \tilde{h}$, form an abelian group in $U_q(\mathcal{L}(g))$. Let vector $v \in V$ be a common eigenvector for all operators $\varphi(q^x)$, then

$$q^x v = q^{\langle \mu, x \rangle} v$$

for some unique element $\mu \in \tilde{h}^*$. Using the first relation of (2.9), we obtain

$$q^K v = q^{\langle \mu, K \rangle} v = v$$

for any $v \in \mathbb{C}$. Therefore, the element $\mu$ satisfies the equation

$$\langle \mu, K \rangle = 0,$$

and there is a unique element $\lambda \in \mathfrak{h}^*$ such that $\mu = \tilde{\lambda}$. For the definition of $\tilde{\lambda}$ see section 2.1.1.

A $U_q(\mathcal{L}(g))$-module $V$ is said to be a weight module if

$$V = \bigoplus_{\lambda \in \mathfrak{h}^*} V_\lambda,$$

where

$$V_\lambda = \{ v \in V \mid q^x v = q^{\langle \tilde{\lambda}, x \rangle} v \text{ for any } x \in \tilde{h} \}.$$

This means that any vector of $V$ has the form

$$v = \sum_{\lambda \in \mathfrak{h}^*} v_\lambda,$$

where $v_\lambda \in V_\lambda$ for any $\lambda \in \mathfrak{h}^*$, and $v_\lambda = 0$ for all but finitely many of $\lambda$. The space $V_\lambda$ is called the weight space of weight $\lambda$, and a nonzero element of $V_\lambda$ is called a weight vector of weight $\lambda$. We say that $\lambda \in \mathfrak{h}^*$ is a weight of $V$ if $V_\lambda \neq \{0\}$.

We say that a $U_q(\mathcal{L}(g))$-module $V$ is in the category $\mathcal{O}$ if

(i) $V$ is a weight module all of whose weight spaces are finite dimensional;
(ii) there exists a finite number of elements $\lambda_1, \ldots, \lambda_s \in \mathfrak{h}^*$ such that every weight of $V$ belongs to the set

$$\bigcup_{i=1}^s \{ \lambda \in \mathfrak{h}^* \mid \lambda \leq \lambda_i \},$$

where $\leq$ is the usual partial order in $\mathfrak{h}^*$ [49].

In this paper we deal only with $U_q(\mathcal{L}(g))$-modules in the category $\mathcal{O}$ and in its dual $\mathcal{O}^*$, see section 2.2.4.

Let $V_1, V_2$ be two $U_q(\mathcal{L}(g))$-modules, and $\varphi_1, \varphi_2$ the corresponding representations. The tensor product of the vector spaces $V_1$ and $V_2$ can be supplied with the structure of a $U_q(\mathcal{L}(g))$-module corresponding to the representation

$$\varphi_1 \otimes \Delta \varphi_2 = (\varphi_1 \otimes \varphi_2) \circ \Delta.$$

We denote the obtained $U_q(\mathcal{L}(g))$-module as $V_1 \otimes \Delta V_2$.

Using the opposite comultiplication, one can construct another representation

$$\varphi_1 \otimes \Delta' \varphi_2 = (\varphi_1 \otimes \varphi_2) \circ \Delta'$$

and define the corresponding $U_q(\mathcal{L}(g))$-module $V_1 \otimes \Delta' V_2$. However, one can show that there is the natural isomorphism

$$\varphi_1 \otimes \Delta \varphi_2 \cong \varphi_2 \otimes \Delta' \varphi_1.$$
2.1.6. **Spectral parameter.** In applications to the theory of quantum integrable systems, one usually considers families of representations of a quantum loop algebra parametrized by a complex parameter called a spectral parameter. We introduce a spectral parameter in the following way. Assume that a quantum loop algebra $U_q(L(g))$ is $\mathbb{Z}$-graded, 

$$U_q(L(g)) = \bigoplus_{m \in \mathbb{Z}} U_q(L(g))_m,$$ 

so that any element of $a \in U_q(L(g))$ can be uniquely represented as

$$a = \sum_{m \in \mathbb{Z}} a_m, \quad a_m \in U_q(L(g))_m.$$ 

Given $\zeta \in \mathbb{C}^\times$, we define the grading automorphism $\Gamma_\zeta$ by the equation

$$\Gamma_\zeta(a) = \sum_{m \in \mathbb{Z}} \zeta^m a_m.$$ 

It is worth noting that

$$\Gamma_{\zeta_1 \zeta_2} = \Gamma_{\zeta_1} \circ \Gamma_{\zeta_2}$$ (2.20)

for any $\zeta_1, \zeta_2 \in \mathbb{C}^\times$. Now, for any representation $\varphi$ of $U_q(L(g))$ we define the corresponding family $\varphi_\zeta$ of representations as

$$\varphi_\zeta = \varphi \circ \Gamma_\zeta.$$ 

If $V$ is the $U_q(L(g))$-module corresponding to the representation $\varphi$, we denote by $V_\zeta$ the $U_q(L(g))$-module corresponding to the representation $\varphi_\zeta$.

The common way to endow $U_q(L(g))$ by a $\mathbb{Z}$-gradation is to assume that

$$q^x \in U_q(L(g))_0, \quad e_i \in U_q(L(g))_{s_i}, \quad f_i \in U_q(L(g))_{-s_i},$$

where $s_i$ are arbitrary integers. We denote

$$s = \sum_{i=0}^{I} a_i s_i$$ (2.21)

where $a_i$ are the Kac labels of the Dynkin diagram associated with the extended Cartan matrix $A^{(1)}$. It is clear that for such a $\mathbb{Z}$-gradation one has

$$\Gamma_\zeta(q^x) = q^x, \quad \Gamma_\zeta(e_i) = \zeta^{s_i} e_i, \quad \Gamma_\zeta(f_i) = \zeta^{-s_i} f_i.$$ (2.22)

Further, it follows from the explicit expression for the universal $R$-matrix [24, 51–55] that

$$(\Gamma_\zeta \otimes \Gamma_\zeta)(R) = R$$ (2.23)

for any $\zeta \in \mathbb{C}^\times$. Besides, equations (2.14) and (2.16) give

$$S \circ \Gamma_\zeta = \Gamma_\zeta \circ S, \quad S^{-1} \circ \Gamma_\zeta = \Gamma_\zeta \circ S^{-1}.$$ (2.24)

2.2. **Integrability objects and their graphical representations.** In this section we use the Einstein summation convention: if the same index appears in a single term exactly twice, once as an upper index and once as a lower index, summation is implied. Some additional information on integrability objects can be found in the remarkable paper by Frenkel and Reshetikhin [57] and in papers [32, 34].
2.2.1. Introductory words. What we mean by integrability objects are certain linear mappings acting between representation spaces of quantum groups, which are, in general, tensor products of some basic representation spaces. Certainly, the simplest mapping is the unit operator on a basic representation space. We use for its matrix elements the depiction given in figure 1. In fact, we associate with a basic representation space an oriented line, which can be single, double, etc. The direction of a line is represented as an arrow. The arrowhead corresponds to the input, and the tail to the output of the operator. The spectral parameter associated with the representation is placed in the vicinity of the line. The unit operator acting on a tensor product of representation spaces is depicted as a bunch of oriented lines corresponding to the factors of the tensor product.

2.2.2. R-operators. A more complicated object is an R-operator. It depends on two spectral parameters and is defined as follows. Let $V_1$, $V_2$ be two $U_q(\mathcal{L}(g))$-modules, $\varphi_1$, $\varphi_2$ the corresponding representations of $U_q(\mathcal{L}(g))$, and $\zeta_1$, $\zeta_2$ the spectral parameters associated with the representations. We define the R-operator $R_{V_1|V_2}(\zeta_1|\zeta_2)$\(^1\) by the equation

$$\rho_{V_1|V_2}(\zeta_1|\zeta_2)R_{V_1|V_2}(\zeta_1|\zeta_2) = (\varphi_1|\varphi_2)(\zeta_1|\zeta_2)$$

where $\rho_{V_1|V_2}(\zeta_1|\zeta_2)$ is a scalar normalization factor. It follows from (2.20) and (2.23) that

$$(\varphi_1|\varphi_2)(\zeta_1|\zeta_2) = \left((\varphi_1|\varphi_2) \circ (\Gamma_1|\Gamma_2) \circ (\Gamma_1|\Gamma_2)\right)(\zeta_1|\zeta_2) = (\varphi_1|\varphi_2)(\zeta_1|\zeta_2)$$

for any $\nu \in \mathbb{C}^\times$. We will assume that the normalization factor in equation (2.25) is chosen in such a way that

$$\rho_{V_1|V_2}(\zeta_1|\zeta_2) = \rho_{V_1|V_2}(\zeta_1|\zeta_2)$$

for any $\nu \in \mathbb{C}^\times$. In this case

$$R_{V_1|V_2}(\zeta_1|\zeta_2) = R_{V_1|V_2}(\zeta_1|\zeta_2),$$

and one has

$$R_{V_1|V_2}(\zeta_1|\zeta_2) = R_{V_1|V_2}(\zeta_1|\zeta_2)^{-1}|1) = R_{V_1|V_2}(\zeta_1|\zeta_2)^{-1},$$

where

$$R_{V_1|V_2}(\zeta) = R_{V_1|V_2}(\zeta|1).$$

Below we sometimes use the notation

$$\zeta_{ij} = \zeta_i(\zeta_j)^{-1}.$$

Using this notation, we can, for example, write (2.27) as

$$R_{V_1|V_2}(\zeta_1|\zeta_2) = R_{V_1|V_2}(\zeta_2|1) = R_{V_1|V_2}(\zeta_2).$$

It is clear that the operator $R_{V_1|V_2}(\zeta_1|\zeta_2)$ acts on $V_1 \otimes V_2$. Fixing bases, say $(e_\alpha)$ and $(f_\beta)$, of $V_1$ and $V_2$ we can write

$$R_{V_1|V_2}(\zeta_1|\zeta_2)(e_\alpha \otimes f_\beta) = (e_\alpha \otimes f_\beta)R_{V_1|V_2}(\zeta_1|\zeta_2)^{a_1\beta_1a_2\beta_2}.$$

We use for the matrix elements of $R_{V_1|V_2}(\zeta_1|\zeta_2)$ the depiction which can be seen in figure 2. Here we associate with $V_1$ and $V_2$ a single and a double line respectively. It is worth to note that the indices in the graphical image go clockwise.

\(^1\)The notation $R_{\varphi_1|\varphi_2}(\zeta_1|\zeta_2)$ is also used.
For the matrix elements of the inverse \( R_{V_1|V_2}(\xi_1|\xi_2)^{-1} \) of the \( R \)-operator \( R_{V_1|V_2}(\xi_1|\xi_2) \) we use the depiction given in figure 3. Here we use a grayed circle for the operator and the counter-clockwise order for the indices. This allows one to have a natural graphical form of the equations

\[
(R_{V_1|V_2}(\xi_1|\xi_2)^{-1})_{\alpha_1\beta_1\alpha_2\beta_2} = \delta_{\alpha_1\alpha_3} \delta_{\beta_1\beta_3},
\]

\[
R_{V_1|V_2}(\xi_1|\xi_2)^{a_1\beta_1} = \delta_{\alpha_1\alpha_3} \delta_{\beta_1\beta_3},
\]

see figures 4 and 5. One can see that to represent a product of operators we connect the lines corresponding to the indices common for the operators. It is clear that the notation used for the indices and spectral parameters are arbitrary. Therefore, when it does not lead to misunderstanding, we do not write them explicitly in pictures. In fact, in such a case we obtain a depiction not for a matrix element, but for an operator itself. For example, we associate figures 6 and 7 with the operator equations

\[
R_{V_1|V_2}(\xi_1|\xi_2)^{-1}R_{V_1|V_2}(\xi_1|\xi_2) = 1,
\]

\[
R_{V_1|V_2}(\xi_1|\xi_2)R_{V_1|V_2}(\xi_1|\xi_2)^{-1} = 1.
\]

It is in order to formulate some general rules. To obtain a graphical representation of an operator, we first specify the types of lines corresponding to the basic vector spaces and associate with each basic vector space a spectral parameter. Then we choose some shape which will represent the operator. This shape with the appropriate number of outcoming and incoming lines depicts the matrix element, or the operator itself. To depict the matrix element of the product of two operators we connect the lines corresponding to the common indices over which the summation is carried out.

It turns out to be useful to introduce new \( R \)-operators, which, at first sight, drop out of the general scheme described above.\(^2\) We denote these operators by \( \tilde{R}_{V_1|V_2}(\xi_1|\xi_2) \) and their inverses by \( \tilde{R}_{V_1|V_2}(\xi_1|\xi_2)^{-1} \). As the usual \( R \)-operators, they act on the tensor product

\(^2\)The relation to the usual \( R \)-operators can be understood from the results of section 2.2.5.
$V_1 \otimes V_2$. The depiction of the corresponding matrix elements can be seen in figures 8 and 9. We require the operator $\tilde{R}_{V_1|V_2}(\zeta_1|\zeta_2)^{-1}$ to be the ‘skew inverse’ of the operator

$$\tilde{R}_{V_1|V_2}(\zeta_1|\zeta_2).$$

By this we mean the validity of the graphical equation given in figure 10. Marking out this figure with indices, we come to figure 11. We see that in terms of matrix elements the equation given in figure 10 has the form

$$(\tilde{R}_{V_1|V_2}(\zeta_1|\zeta_2)^{-1})^{a_1\beta_1}_{a_2\beta_2} R_{V_1|V_2}(\zeta_1|\zeta_2)^{a_1\beta_2}_{a_2\beta_3} = \delta_{a_3}^{a_1} \delta_{\beta_1}^{\beta_3}.$$

One can rewrite this as

$$(((\tilde{R}_{V_1|V_2}(\zeta_1|\zeta_2)^{-1})^{t_1})^{a_3}_{\beta_1} R_{V_1|V_2}(\zeta_1|\zeta_2)^{t_1}_{a_2} \beta_3 = \delta_{a_3}^{a_1} \delta_{\beta_1}^{\beta_3}. $$

Here $t_1$ denotes the partial transpose with respect to the space $V_1$, see appendix A.2. Note that $R_{V_1|V_2}(\zeta_1|\zeta_2)^{t_1}$ and $(\tilde{R}_{V_1|V_2}(\zeta_1|\zeta_2)^{-1})^{t_1}$ are linear operators on $V_1^* \otimes V_2$. Thus, we have the following operator equation

$$(\tilde{R}_{V_1|V_2}(\zeta_1|\zeta_2)^{-1})^{t_1} R_{V_1|V_2}(\zeta_1|\zeta_2)^{t_1} = 1 \quad (2.28)$$

on $V_1^* \otimes V_2$, and we come to the equation

$$\tilde{R}_{V_1|V_2}(\zeta_1|\zeta_2) = (((R_{V_1|V_2}(\zeta_1|\zeta_2)^{-1})^{t_1})^{-1})^{-1}.$$ 

Certainly, equation (2.28) can be also written as

$$R_{V_1|V_2}(\zeta_1|\zeta_2)^{t_1} (\tilde{R}_{V_1|V_2}(\zeta_1|\zeta_2)^{-1})^{t_1} = 1. \quad (2.29)$$

The corresponding graphical image is given in figure 12. Transposing equations (2.28) and (2.29), we obtain

$$R_{V_1|V_2}(\zeta_1|\zeta_2)^{t_2} (\tilde{R}_{V_1|V_2}(\zeta_1|\zeta_2)^{-1})^{t_2} = 1, \quad (\tilde{R}_{V_1|V_2}(\zeta_1|\zeta_2)^{-1})^{t_2} R_{V_1|V_2}(\zeta_1|\zeta_2)^{t_2} = 1,$$

3We denote by $V^*$ the restricted dual space of $V$, see section 2.2.4. If $V$ is finite dimensional $V^*$ coincides with the usual dual space.
where $t_2$ denotes the partial transpose with respect to the space $V_2$, see again appendix A.2. One can get convinced that this does not lead to new pictures. However, using any of these equations, we obtain

$$\tilde{R}_{V_1|V_2}(\zeta_1|\zeta_2) = (((R_{V_1|V_2}(\zeta_1|\zeta_2)^{t_2})^{-1})^{t_2})^{-1}. \tag{2.30}$$

For completeness we introduce the $R$-operators denoted by $\tilde{R}_{V_1|V_2}(\zeta_1|\zeta_2)$, with the inverses $\tilde{R}_{V_1|V_2}(\zeta_1|\zeta_2)^{-1}$, acting on $V_1 \otimes V_2$ and depicted by figures 13 and 14. Now we require the operator $\tilde{R}_{V_1|V_2}(\zeta_1|\zeta_2)$ to be the ‘skew inverse’ of the operator $R_{V_1|V_2}(\zeta_1|\zeta_2)^{-1}$. By this we mean the validity of the graphical equation given in figure 15. Similarly as above, we determine that it is equivalent to the following operator equation

$$\tilde{R}_{V_1|V_2}(\zeta_1|\zeta_2)^{t_1}(R_{V_1|V_2}(\zeta_1|\zeta_2)^{-1})^{t_1} = 1, \tag{2.31}$$

and, therefore,

$$\tilde{R}_{V_1|V_2}(\zeta_1|\zeta_2) = (((R_{V_1|V_2}(\zeta_1|\zeta_2)^{-1})^{t_1})^{-1})^{t_1}. \tag{2.32}$$

Rewriting equation (2.31) as

$$(R_{V_1|V_2}(\zeta_1|\zeta_2)^{-1})^{t_1}\tilde{R}_{V_1|V_2}(\zeta_1|\zeta_2)^{t_1} = 1,$$

we come to the graphical equation given in figure 16. After all, transposing equations (2.31) and (2.32), we obtain

$$(R_{V_1|V_2}(\zeta_1|\zeta_2)^{-1})^{t_2}\tilde{R}_{V_1|V_2}(\zeta_1|\zeta_2)^{t_2} = 1, \quad \tilde{R}_{V_1|V_2}(\zeta_1|\zeta_2)^{t_2}(R_{V_1|V_2}(\zeta_1|\zeta_2)^{-1})^{t_2} = 1.$$
2.2.3. Unitarity relations. Apply the mapping $\Pi$ to both sides of the equation

$$\Pi(\Delta(a)) = R \Delta(a) R^{-1}, \quad a \in U_q(\mathcal{L}(g)),$$

and again use the same equation. This gives

$$\Delta(a) = \Pi(\mathcal{R}) \Pi(\Delta(a)) \Pi(\mathcal{R}^{-1}) = \Pi(\mathcal{R}) \mathcal{R} \Delta(a) \mathcal{R}^{-1} \Pi(\mathcal{R})^{-1},$$

and, therefore,

$$\Delta(a) \Pi(\mathcal{R}) \mathcal{R} = \Pi(\mathcal{R}) \mathcal{R} \Delta(a). \quad (2.33)$$

Let $\varphi_1$ and $\varphi_2$ be representations of $U_q(\mathcal{L}(g))$ on the vector spaces $V_1$ and $V_2$ respectively. For any $v \in V_1$, $w \in V_2$ and $a, b \in U_q(\mathcal{L}(g))$ one has

$$(\varphi_{1ζ_1} \otimes \varphi_{2ζ_2})(\Pi(a \otimes b)(v \otimes w)) = (\varphi_{1ζ_1}(b) \otimes \varphi_{2ζ_2}(a))(v \otimes w)$$

$$= (\varphi_{1ζ_1}(b))(v) \otimes (\varphi_{2ζ_2}(a))(w) = P_{V_2|V_1}((\varphi_{2ζ_2}(a))(w) \otimes (\varphi_{1ζ_1}(b))(v))$$

$$= (P_{V_2|V_1}((\varphi_{2ζ_2} \otimes \varphi_{1ζ_1})(a \otimes b))P_{V_1|V_2})(v \otimes w).$$

It follows that

$$(\varphi_{1ζ_1} \otimes \varphi_{2ζ_2})(\Pi(\mathcal{R})) = P_{V_2|V_1}((\varphi_{2ζ_2} \otimes \varphi_{1ζ_1})(\mathcal{R}))P_{V_1|V_2}$$

$$= \rho_{V_2|V_1}(\tilde{ζ}_2|\tilde{ζ}_1)(P_{V_2|V_1}R_{V_2|V_1}(\tilde{ζ}_2|\tilde{ζ}_1)P_{V_1|V_2}).$$

Now, applying to both sides of equation (2.33) the mapping $\varphi_{1ζ_1} \otimes \varphi_{2ζ_2}$, we see that for any $a \in U_q(\mathcal{L}(g))$ one has

$$(\varphi_{1ζ_1} \otimes \Delta \varphi_{2ζ_2})(a)(P_{V_2|V_1}R_{V_2|V_1}(\tilde{ζ}_2|\tilde{ζ}_1))(P_{V_1|V_2}R_{V_1|V_2}(\tilde{ζ}_1|\tilde{ζ}_2))$$

$$= (P_{V_2|V_1}R_{V_2|V_1}(\tilde{ζ}_2|\tilde{ζ}_1))(P_{V_1|V_2}R_{V_1|V_2}(\tilde{ζ}_1|\tilde{ζ}_2))(\varphi_{1ζ_1} \otimes \Delta \varphi_{2ζ_2})(a).$$

Hence, if the representation $\varphi_{1ζ_1} \otimes \Delta \varphi_{2ζ_2}$ is irreducible for a general value of the spectral parameters,\(^4\) then

$$\tilde{R}_{V_2|V_1}(\tilde{ζ}_2|\tilde{ζ}_1)\tilde{R}_{V_1|V_2}(\tilde{ζ}_1|\tilde{ζ}_2) = C_{V_1|V_2}(\tilde{ζ}_1|\tilde{ζ}_2) \text{id}_{V_1 \otimes V_2}, \quad (2.34)$$

where $C_{V_1|V_2}(\tilde{ζ}_1|\tilde{ζ}_2)$ is a scalar factor, and we use the notation

$$\tilde{R}_{V_2|V_1}(\tilde{ζ}_2|\tilde{ζ}_1) = P_{V_2|V_1}R_{V_2|V_1}(\tilde{ζ}_2|\tilde{ζ}_1), \quad \tilde{R}_{V_1|V_2}(\tilde{ζ}_1|\tilde{ζ}_2) = P_{V_1|V_2}R_{V_1|V_2}(\tilde{ζ}_1|\tilde{ζ}_2).$$

Equation (2.34) is called the unitarity relation. Since the representations and spectral parameters in (2.34) are arbitrary, we also have

$$\tilde{R}_{V_1|V_2}(\tilde{ζ}_1|\tilde{ζ}_2)\tilde{R}_{V_2|V_1}(\tilde{ζ}_2|\tilde{ζ}_1) = C_{V_2|V_1}(\tilde{ζ}_2|\tilde{ζ}_1) \text{id}_{V_2 \otimes V_1}. \quad (2.35)$$

From the other hand, multiplying (2.34) from the left by $R_{V_2|V_1}(\tilde{ζ}_2|\tilde{ζ}_1)^{-1}$ and from the right by $R_{V_2|V_1}(\tilde{ζ}_2|\tilde{ζ}_1)^{-1}$ we obtain

$$\tilde{R}_{V_1|V_2}(\tilde{ζ}_1|\tilde{ζ}_2)(\tilde{R}_{V_2|V_1}(\tilde{ζ}_2|\tilde{ζ}_1)) = C_{V_1|V_2}(\tilde{ζ}_1|\tilde{ζ}_2) \text{id}_{V_2 \otimes V_1}.$$
It is easy to see that
\[ \tilde{R}_{V_2|V_1}(\zeta_2|\zeta_1)_{\alpha_1\beta_1\beta_2\alpha_2} = R_{V_2|V_1}(\zeta_2|\zeta_1)_{\beta_1\alpha_1\beta_2\alpha_2}, \]
\[ \tilde{R}_{V_1|V_2}(\zeta_1|\zeta_2)_{\beta_1\alpha_1\alpha_2\beta_2} = R_{V_1|V_2}(\zeta_1|\zeta_2)_{\alpha_1\beta_1\alpha_2\beta_2}. \]
Hence, in terms of matrix elements equations (2.34) and (2.35) look as
\[ R_{V_2|V_1}(\zeta_2|\zeta_1)_{\beta_1\alpha_1\alpha_2\beta_2} = C_{V_2|V_1}(\zeta_1|\zeta_2)_{\delta_{\alpha_1\alpha_3} \delta_{\beta_1\beta_3}}, \]
\[ R_{V_1|V_2}(\zeta_1|\zeta_2)_{\alpha_1\beta_1\beta_2\alpha_2} = C_{V_1|V_2}(\zeta_2|\zeta_1)_{\delta_{\alpha_1\alpha_3} \delta_{\beta_1\beta_3}}. \]
These two equations are depicted in figures 17 and 18.

Instead of (2.34) and (2.35) we can also write
\[ \tilde{R}_{V_1|V_2}(\zeta_1|\zeta_2) = C_{V_1|V_2}(\zeta_1|\zeta_2) \tilde{R}_{V_2|V_1}(\zeta_2|\zeta_1)^{-1}, \]
\[ \tilde{R}_{V_2|V_1}(\zeta_2|\zeta_1) = C_{V_2|V_1}(\zeta_2|\zeta_1) \tilde{R}_{V_1|V_2}(\zeta_1|\zeta_2)^{-1}. \]
These equations can be recognized in figures 19 and 20. For completeness, we also redraw

figures 19 and 20 in the form of figures 21 and 22.

2.2.4. Crossing relations. Let \( V \) be \( U_q(\mathcal{L}(g)) \)-module in category \( \Omega \). Define two dual modules \( V^* \) and \( {}^* V \). As vector spaces both \( V^* \) and \( {}^* V \) coincide with the restricted dual space
\[ V^* = \bigoplus_{\lambda \in \mathfrak{h}^*} (V_\lambda)^* \]
of \( V \). This means that any element \( \mu \in V^* \) has the form
\[ \mu = \sum_{\lambda \in \mathfrak{h}^*} \mu_\lambda, \]
where $\mu_\lambda \in (V_\lambda)^*$ for any $\lambda \in \mathfrak{h}^*$, and $\mu_\lambda = 0$ for all but finitely many of $\lambda$. The action of an element $\mu \in V^*$ on a vector $v \in V$ is given by the equation
\[
\langle \mu, v \rangle = \sum_{\lambda \in \mathfrak{h}^*} \langle \mu_\lambda, v_\lambda \rangle,
\]
where the sum in the right hand side is finite. If $V$ is a finite dimensional module, the restricted dual space coincides with the usual dual space. The module operation for the module $V^*$ is defined by the equation
\[
\langle \mu, v \rangle = \langle \mu, S(a)v \rangle, \quad \mu \in V^*, \quad v \in V
\]
and for $V^*$ by the equation
\[
\langle \mu, v \rangle = \langle \mu, S^{-1}(a)v \rangle, \quad \mu \in V^*, \quad v \in V.
\]
For any two $U_q(\mathfrak{L}(\mathfrak{g}))$-modules $V$ and $W$ there are natural isomorphisms
\[
(V \otimes W)^* \cong V^* \otimes W^* \cong W^* \otimes V^*, \quad (V \otimes W)^* \cong V^* \otimes W \cong W^* \otimes V.
\]

We now define the category $\mathcal{O}^*$ containing the dual modules $V^*$ and $V$. We say that a $U_q(\mathfrak{L}(\mathfrak{g}))$-module $V$ is in the category $\mathcal{O}^*$ if
\[(i)\] $V$ is a weight module all of whose weight spaces are finite dimensional;
\[(ii)\] there exists a finite number of elements $\lambda_1, \ldots, \lambda_s \in \mathfrak{h}^*$ such that every weight of $V$ belongs to the set
\[
\bigcup_{i=1}^s \{ \lambda \in \mathfrak{h}^* \mid \lambda_i \leq \lambda \},
\]
where, as in the definition of the category $\mathcal{O}$, $\leq$ is the usual partial order in $\mathfrak{h}^*$.

It is clear that for any module $V$ in the category $\mathcal{O}$ the modules $V^*$ and $V$ are objects of the category $\mathcal{O}^*$.

Let $V$ be in the category $\mathcal{O}$, and $\varphi$ the corresponding representation of $U_q(\mathfrak{L}(\mathfrak{g}))$. For any $M \in \text{End}(V)$ one defines the transpose of $M$ as an element $M^t \in \text{End}(V^*)$ defined by the equation
\[
\langle M^t \mu, v \rangle = \langle \mu, M v \rangle, \quad \mu \in V^*, \quad v \in V.
\]
Denote by $\varphi^*$ and $\varphi^t$ the representations of $U_q(\mathfrak{L}(\mathfrak{g}))$ corresponding to the modules $V^*$ and $V$ respectively. Now one has
\[
\varphi^*(a) = \varphi(S(a))^t, \quad \varphi^*(a) = \varphi(S^{-1}(a))^t, \quad a \in U_q(\mathfrak{L}(\mathfrak{g})). \quad (2.37)
\]
Note that, using equation (2.24), one obtains
\[
(\varphi^*)_{\zeta} = (\varphi_{\zeta})^*, \quad (\varphi^*)_{\zeta} = (\varphi_{\zeta}^*)^t \quad (2.38)
\]
for any $\zeta \in \mathbb{C}^\times$. Therefore, we write instead of $(\varphi^*)_{\zeta}$ and $(\varphi_{\zeta})^*$ just $\varphi_{\zeta}^*$, and instead of $\varphi^t_{\zeta}$ and $\varphi^*_{\zeta}$ just $\varphi_{\zeta}^*$.

Let $V$ be a $U_q(\mathfrak{L}(\mathfrak{g}))$-module in the category $\mathcal{O}$. Define a mapping $\eta_V : V \rightarrow V^{**}$ by the equality
\[
\langle \eta_V(v), \mu \rangle = \langle \mu, v \rangle
\]
for all $v \in V$ and $\mu \in V^*$. It can be shown that $\eta_V$ is an isomorphism of vector spaces. It is easy to see that for any $M \in \text{End}(V)$ one has
\[
\eta_V^{-1}(M^t)^t \eta_V = M. \quad (2.39)
\]
In what follows we identify the spaces $V$ and $V^{**}$, and whether an element belongs to the space $V$ or to the space $V^{**}$ will be determined by the context. Equation (2.39) becomes the identification
\[
(M^t)^t = M. \quad (2.40)
\]
Consider now the modules $^* (V^*)$ and $(^* V)^*$. These modules as vector spaces are identical to the vector space $V^{**} = V$. Equations (2.37) and (2.40) give

$$^* (\varphi^*) = \varphi, \quad (^* \varphi)^* = \varphi,$$

and we have the identification of the corresponding modules

$$^* (V^* ) = V, \quad (^* V)^* = V.$$

Similarly as above, we see that the notations $^* \varphi^*$ and $^* V^*$ have a unique sense.

According to the definition of an $R$-operator (2.25), we write

$$\rho_{V_1 \mid V_2} (\zeta_1 \mid \xi_2) R_{V_2 \mid V_1} (\zeta_1 \mid \xi_2) = (\varphi^*_{1 \xi_1} \otimes \varphi_{2 \xi_2})(\mathcal{R}).$$

Using the decomposition

$$\mathcal{R} = \sum_i a_i \otimes b_i,$$

we determine that

$$(\varphi^*_{1 \xi_1} \otimes \varphi_{2 \xi_2})(\mathcal{R}) = \sum_i \varphi^*_{1 \xi_1} (a_i) \otimes \varphi_{2 \xi_2} (b_i) = \sum_i \varphi_{1 \xi_1} (S(a_i))^t \otimes \varphi_{2 \xi_2} (b_i) = (\sum_i \varphi_{1 \xi_1} (S(a_i)) \otimes \varphi_{2 \xi_2} (b_i))^t = (\varphi^*_{1 \xi_1} \otimes \varphi_{2 \xi_2})((S \otimes \text{id})(\mathcal{R}))^t.$$

Now, using the equation

$$(S \otimes \text{id})(\mathcal{R}) = \mathcal{R}^{-1},$$

see, for example, [58, p. 124], we come to the equation

$$(\varphi^*_{1 \xi_1} \otimes \varphi_{2 \xi_2})(\mathcal{R}) = (\varphi^*_{1 \xi_1} \otimes \varphi_{2 \xi_2})(\mathcal{R}^{-1})^t.$$

We have

$$1 = (\varphi^*_{1 \xi_1} \otimes \varphi_{2 \xi_2})(\mathcal{R} \mathcal{R}^{-1}) = (\varphi^*_{1 \xi_1} \otimes \varphi_{2 \xi_2})(\mathcal{R})(\varphi^*_{1 \xi_1} \otimes \varphi_{2 \xi_2})(\mathcal{R}^{-1}),$$

therefore,

$$(\varphi^*_{1 \xi_1} \otimes \varphi_{2 \xi_2})(\mathcal{R}^{-1}) = ((\varphi^*_{1 \xi_1} \otimes \varphi_{2 \xi_2})(\mathcal{R}))^{-1} = \rho_{V_1 \mid V_2} (\zeta_1 \mid \xi_2)^{-1} R_{V_1 \mid V_2} (\zeta_1 \mid \xi_2)^{-1}.$$

Hence, we obtain

$$R_{V_1 \mid V_2} (\zeta_1 \mid \xi_2) = D(\zeta_1 \mid \xi_2) (R_{V_1 \mid V_2} (\zeta_1 \mid \xi_2)^{-1})^t,$$

where

$$D(\zeta_1 \mid \xi_2) = \rho_{V_1 \mid V_2} (\zeta_1 \mid \xi_2)^{-1} \rho_{V_1 \mid V_2} (\zeta_1 \mid \xi_2)^{-1}.$$

We call relation (2.41), and any similar to it, a crossing relation.

Any crossing relation has the form of an equation whose left and right hand sides contain an $R$-operator or the inverse of an $R$-operator. The right hand side contains also a scalar coefficient $D$ whose concrete form is determined by the following rules. If the left hand side contains an $R$-operator $R_{V_1 \mid V_2} (\zeta_1 \mid \xi_2)$ or its inverse, the factor $D$ contains the factor $\rho_{V_1 \mid V_2} (\zeta_1 \mid \xi_2)^{-1}$ or $\rho_{V_1 \mid V_2} (\zeta_1 \mid \xi_2)^{-1}$. Respectively, if the right hand side contains an $R$-operator $R_{W_1 \mid W_2} (\eta_1 \mid \eta_2)$ or its inverse, the factor $D$ contains the factor $\rho_{W_1 \mid W_2} (\eta_1 \mid \eta_2)$ or $\rho_{W_1 \mid W_2} (\eta_1 \mid \eta_2)^{-1}$.

In the same way as above, using the identity

$$(\text{id} \otimes S^{-1})(\mathcal{R}) = \mathcal{R}^{-1},$$

one comes to the equation

$$R_{V_1 \mid V_2} (\zeta_1 \mid \xi_2) = D(\zeta_1 \mid \xi_2) (R_{V_1 \mid V_2} (\zeta_1 \mid \xi_2)^{-1})^t.$$
the line used for the representation $\varphi$, and for the representation $^*\varphi$ we use the dashed variant of that line.

Further, we have

$$(^*\varphi_{1\zeta_1} \otimes \varphi_{2\zeta_2}) (R^{-1}) = (\varphi_{1\zeta_1} \otimes \varphi_{2\zeta_2}) ((S^{-1} \otimes \text{id})(R^{-1}))^{t_1} = (\varphi_{1\zeta_1} \otimes \varphi_{2\zeta_2}) (R)^{t_1}.$$  

It follows from this equation that

$$R_{V_1 | V_2} (\zeta_1 | \zeta_2)^{-1} = D(\zeta_1 | \zeta_2) R_{V_1 | V_2} (\zeta_1 | \zeta_2)^{t_1}. \quad (2.43)$$

Similarly,

$$R_{V_1 | V_2^*} (\zeta_1 | \zeta_2)^{-1} = D(\zeta_1 | \zeta_2) R_{V_1 | V_2} (\zeta_1 | \zeta_2)^{t_2}. \quad (2.44)$$

One can see that figures 25 and 26 are the depiction of the crossing relations (2.43) and (2.44).

Concluding this section, we give two crossing relations obtained as a result of combining the crossing relations given above. They are

$$R_{V_1^* | V_2^*} (\zeta_1 | \zeta_2) = D(\zeta_1 | \zeta_2) R_{V_1 | V_2} (\zeta_1 | \zeta_2)^{t_1}, \quad (2.45)$$

and

$$R_{V_1^* | V_2} (\zeta_1 | \zeta_2) = D(\zeta_1 | \zeta_2) R_{V_1 | V_2} (\zeta_1 | \zeta_2)^{t_2}. \quad (2.46)$$

One can see the graphical representation of these relations in figures 27 and 28. For

completeness we give in figures 29 and 30 the graphical images of the crossing relations obtained from (2.45) and (2.46) by inversion.
2.2.5. Double duals. Let us proceed to the module $V^{**}$. Certainly, as a vector space it is again the vector space $V^{**}$. Now for any $a \in U_q(\mathcal{L}(g))$ we have
\[
\langle a \eta_V(v), \mu \rangle = \langle \eta_V(v), S(a)\mu \rangle = \langle S(a)\mu, v \rangle = \langle \mu, S^2(a)v \rangle = \langle \eta_V(S^2(a)v), \mu \rangle.
\]
It means that $\eta_V$ intertwines the representations $\varphi^{**}$ and $\varphi \circ S^2$, and since $\eta_V$ is an isomorphism of vector spaces we have the isomorphism of representations
\[
\varphi^{**} \cong \varphi \circ S^2.
\]
In the same way we prove the isomorphism
\[
**\varphi \cong \varphi \circ S^{-2}.
\]
It follows from (2.38) that
\[
(\varphi^{**})_\zeta = (\varphi_\zeta)^{**}, \quad (**\varphi)_\zeta = (**\varphi_\zeta)
\]
for any $\zeta \in \mathbb{C}^\times$, hence, the notations $\varphi^{**}_\zeta$ and $**\varphi_\zeta$ are unambiguous.

Using (2.14), we obtain
\[
S^2(q^x) = q^x, \quad S^2(e_i) = q^{-2d_i}e_i, \quad S^2(f_i) = q^{2d_i}f_i.
\]
For the image of $S^2(e_i)$ in the representation $\varphi^*_\zeta$ we have
\[
\varphi^*_\zeta(S^2(e_i)) = \varphi^*_\zeta(q^{-2d_i}e_i).
\]
Thus, in this representation the action of $S^2$ on $e_i$ is realized as a rescaling. Looking at (2.10), one can try to perform such rescaling by conjugation with an appropriate element $q^x$. One has
\[
q^x e_i q^{-x} = q^{(a_i,x)} e_i = q^{\mu_i} e_i,
\]
where
\[
\mu_i = \langle a_i, x \rangle, \quad (2.47)
\]
and, using relation (2.8), we obtain
\[
\sum_{i=0}^l a_i \mu_i = 0. \quad (2.48)
\]
It is clear that it impossible to find an element $x \in \tilde{\mathfrak{h}}$ such that the similarity transformation determined by $q^x$ gives the desired result. However, one can simultaneously with such transformation modify the spectral parameter. Let $\tilde{\zeta}$ be a new spectral parameter. We have to satisfy the equation
\[
\tilde{\zeta}_i q^{-2d_i} = \tilde{\zeta}_i q^{\mu_i}. \quad (2.49)
\]
It follows from equation (2.48) that
\[
\tilde{\zeta}^s q^{-2} \sum_{i=0}^l a_i d_i = \tilde{\zeta}^s,
\]
where $s$ is defined by equation (2.21). Using equations (2.6) and (2.3), we find
\[
\sum_{i=0}^l a_i d_i = \frac{1}{2} (\theta | \theta ) + \sum_{i=1}^l a_i (\alpha_i | \alpha_i ) = \frac{(\theta | \theta )}{2} \sum_{i=0}^l a_i = \frac{(\theta | \theta )}{2} h^\ast.
\]
Hence, we come to the following expression for the new spectral parameter
\[
\tilde{\zeta} = q^{-(\theta|\theta)H^{-1}/s}\zeta.
\]

Finally, we find that equation (2.49) is satisfied if
\[
\mu_i = -2d_i + (\theta|\theta)\omega_i/s_i.
\]

Note that in the case where \( s_i = d_i \) we have \( \mu_i = 0 \), and, therefore, \( x = 0 \).

The elements \( x \) can be written as
\[
x = \sum_{i=0}^{l} \lambda_i h_i
\]
for some numbers \( \lambda_i \in \mathbb{C} \). Using (2.47) and (2.1), we obtain the following system of equations for \( \lambda_i \):
\[
\sum_{j=0}^{l} \lambda_j a_{ji} = \mu_i. \tag{2.52}
\]

The solution of this equation is not unique. We fix the ambiguity by the condition
\[
\lambda_0 = 0,
\]
and, using (2.48), rewrite the system (2.52) as
\[
\sum_{j=1}^{l} \lambda_j a_{j0} = -\sum_{i=1}^{l} a_j \mu_j, \tag{2.53}
\]
\[
\sum_{j=1}^{l} \lambda_j a_{ji} = \mu_i, \quad i \in [1..l]. \tag{2.54}
\]

The system (2.54) has the unique solution
\[
\lambda_i = \sum_{j=1}^{l} \mu_j b_{ji}, \quad i \in [1..l], \tag{2.55}
\]
where \( b_{ij} \) are the matrix elements of the matrix \( B \) inverse to the Cartan matrix \( A = (a_{ij})_{i,j \in [1..l]} \) of the Lie algebra \( \mathfrak{g} \). Substituting this solution into (2.53) and taking into account the last equation of (2.5), we see that equation (2.53) is satisfied identically.

Let us obtain another expression for the element \( x \), cf. paper [57]. To this end recall that the elements \( \omega_i \in \mathfrak{h}, i \in [1..l] \), defined by the equation
\[
\langle \omega_i, h_j \rangle = \delta_{ij}
\]
are called the fundamental weights. Their sum
\[
\rho = \sum_{i=1}^{l} \omega_i
\]
satisfies the equation
\[
\langle \rho, h_i \rangle = 1
\]
for any \( i \in [1..l] \). We obtain
\[
\langle \alpha_i, v^{-1}(\rho) \rangle = \langle v^{-1}(\alpha_i)|v^{-1}(\rho) \rangle = \frac{(\alpha_i|\alpha_i)}{2} (h_i|v^{-1}(\rho)) = \frac{(\alpha_i|\alpha_i)}{2} \langle \rho, h_i \rangle = d_i
\]
and
\[
\langle \alpha_0, v^{-1}(\rho) \rangle = -\sum_{i=1}^{l} a_i \langle \alpha_i, v^{-1}(\rho) \rangle = -\sum_{i=1}^{l} a_i d_i = -\frac{(\theta|\theta)}{2} (h^{-1} - 1).
\]
This gives
\[ x = -2\nu^{-1}(\rho) + y, \]
where for the components
\[ \nu_i = \langle \alpha_i, y \rangle \]
we have the expressions
\[ \nu_0 = (\theta|\theta)h^*(s_0 - s)/s, \quad \nu_i = (\theta|\theta)h^*s_i/s. \]

In the case
\[ s_0 = 1, \quad s_i = 0, \quad i \in [1..l], \]
we see that \( y = 0. \)

Thus, for any \( i \in [0..l] \) we have
\[ \varphi^{**}_\xi(e_i) = \varphi_\xi(q^*e_i q^{-x}), \]
where the new spectral parameter \( \tilde{\xi} \) is given by (2.50) and element \( x \) is determined either by equation (2.51), or by equations (2.56) and (2.57). In a similar way we obtain
\[ \varphi^{**}_\xi(f_i) = \varphi_\xi(q^*f_i q^{-x}) \]
for any \( i \in [0..l] \). Summarizing, we see that
\[ \varphi^{**}(a) = \varphi(q^*)\varphi_\xi(a)\varphi(q^{-x}). \]

for any \( a \in U_q(\mathcal{L}(g)) \). This means that we have the isomorphism
\[ V^{**}_\xi \cong V_\xi. \]

In a similar way we obtain the equation
\[ \varphi^{**}(a) = \varphi(q^{-x})\varphi_\xi(a)\varphi(q^x), \]
where \( x \) is determined again either by equation (2.51), or by equations (2.56) and (2.57), while \( \tilde{\xi} \) is now defined as
\[ \tilde{\xi} = q^{(\theta|\theta)h^*/s}\xi. \]

Using equation (2.41), we obtain
\[ R_{V_1^{**}|V_2}(\tilde{\xi}_1|\tilde{\xi}_2) = \rho_{V_1^{**}|V_2}(\tilde{\xi}_1\tilde{\xi}_2)^{-1}\rho_{V_1^{**}|V_2}(\tilde{\xi}_1\tilde{\xi}_2)^{-1}(R_{V_1^{**}|V_2}(\tilde{\xi}_1\tilde{\xi}_2)^{-1})t_1. \]  
Using (2.41) again, we come to the equation
\[ R_{V_1^{**}|V_2}(\tilde{\xi}_1|\tilde{\xi}_2) = \rho_{V_1^{**}|V_2}(\tilde{\xi}_1\tilde{\xi}_2)^{-1}\rho_{V_1|V_2}(\tilde{\xi}_1\tilde{\xi}_2)\rho_{V_1|V_2}(\tilde{\xi}_1\tilde{\xi}_2)^{-1}(R_{V_1|V_2}(\tilde{\xi}_1\tilde{\xi}_2)^{-1})t_1. \]

It follows from (2.58) and (2.50) that
\[ R_{V_1^{**}|V_2}(\tilde{\xi}_1|\tilde{\xi}_2) = \rho_{V_1^{**}|V_2}(\tilde{\xi}_1\tilde{\xi}_2)^{-1}\rho_{V_1|V_2}(q^{-(\theta|\theta)h^*/s}\tilde{\xi}_1\tilde{\xi}_2) \times (X_{V_1} \otimes \text{id}_{V_2}) R_{V_1|V_2}(q^{-(\theta|\theta)h^*/s}\tilde{\xi}_1\tilde{\xi}_2)(X_{V_1}^{-1} \otimes \text{id}_{V_2}). \]

Here and below for a \( U_q(\mathcal{L}(g)) \)-module \( V \) and the corresponding representation \( \varphi \) we denote
\[ X_V = \varphi(q^x) \]
for \( x \) given either by equation (2.51), or by equations (2.56) and (2.57). Comparing equations (2.60) and (2.61), we come to the equation
\[ (((R_{V_1|V_2}(\tilde{\xi}_1|\tilde{\xi}_2)^{-1})t_1)^{-1})t_1 = \rho_{V_1|V_2}(\tilde{\xi}_1|\tilde{\xi}_2)^{-1}\rho_{V_1|V_2}(q^{-(\theta|\theta)h^*/s}\tilde{\xi}_1\tilde{\xi}_2) \times (X_{V_1} \otimes \text{id}_{V_2}) R_{V_1|V_2}(q^{-(\theta|\theta)h^*/s}\tilde{\xi}_1\tilde{\xi}_2)(X_{V_1}^{-1} \otimes \text{id}_{V_2}). \]
Further, comparing equations (2.61) and (2.59), we come to the crossing relation
\[
R_{V_1|V_2}(\zeta_1|\zeta_2)^{-1} = D(\zeta_1|\zeta_2) ((X_{V_1}^{-1})^t \otimes \text{id}_{V_2}) R_{V_1|V_2}(q^{-(\theta|\theta)h/s\zeta_1|\zeta_2}) t_1 (X_{V_1}^t \otimes \text{id}_{V_2}),
\] (2.62)
where
\[
D(\zeta_1|\zeta_2) = \rho_{V_1|V_2}(\zeta_1|\zeta_2) \rho_{V_1|V_2}(q^{-(\theta|\theta)h/s\zeta_1|\zeta_2}) = \rho_{V_1|V_2}(\zeta_1|\zeta_2) \rho_{V_1|V_2}(q^{(\theta|\theta)h/s\zeta_2}).
\]
Here equation (2.26) was used.

Starting with the $R$-matrix $R_{V_1|V_2}(\zeta_1|\zeta_2)$, we come to the equation
\[
(((R_{V_1|V_2}(\zeta_1|\zeta_2)^{-1})^t_2)^{-1})_2 = \rho_{V_1|V_2}(\zeta_1|\zeta_2)^{-1} \rho_{V_1|V_2}(\zeta_1|q^{(\theta|\theta)h/s\zeta_2})
\]
and to the crossing relation
\[
R_{V_1|V_2}(\zeta_1|\zeta_2)^{-1} = D(\zeta_1|\zeta_2) (\text{id}_{V_1} \otimes X_{V_2}^{-1}) R_{V_1|V_2}(\zeta_1|q^{(\theta|\theta)h/s\zeta_2}) t_2 (\text{id}_{V_1} \otimes (X_{V_2}^{-1})^t),
\] (2.63)
where
\[
D(\zeta_1|\zeta_2) = \rho_{V_1|V_2}(\zeta_1|\zeta_2) \rho_{V_1|V_2}(q^{(\theta|\theta)h/s\zeta_1|\zeta_2}) = \rho_{V_1|V_2}(\zeta_1|\zeta_2) \rho_{V_1|V_2}(q^{-(\theta|\theta)h/s\zeta_1|\zeta_2}).
\]

Let us give a graphical representation of the crossing relations (2.62) and (2.63). For the matrix elements of the operator $X_{V}$ and its inverse we use the depiction given in figures 31 and 32. Note that the equation
\[
\varphi^*(q^x) = \varphi(q^x) = (\varphi(q^x)^{-1})^t
\]
results in four graphical equations given in figures 33–36. It can be demonstrated now

that figures 37 and 38 represent the crossing relations (2.62) and (2.63).
Finally, starting with the $R$-operators $R_{V_1|V_2}^{*}(z_1|z_2)$ and $R_{V_1|V_2^{*}}(z_1|z_2)$, we obtain two more equations

$$\left((R_{V_1|V_2}(z_1|z_2))^{l_1}\right)^{-1} = \rho_{V_1|V_2}(z_1|z_2)^{-1}\rho_{V_1|V_2}(q^{(\theta|\theta)h/s}z_1|z_2)$$

$$\times (X^{-1}\otimes \text{id}_{V_2})R_{V_1|V_2}(q^{(\theta|\theta)h/s}z_1|z_2)(X_{V_1}\otimes \text{id}_{V_2}),$$

$$\left((R_{V_1|V_2}(z_1|z_2))^{l_2}\right)^{-1} = \rho_{V_1|V_2}(z_1|z_2)^{-1}\rho_{V_1|V_2}(q^{-(\theta|\theta)h/s}z_2)$$

$$\times (\text{id}_{V_1} \otimes X_{V_2})R_{V_1|V_2}(z_1|q^{-(\theta|\theta)h/s}z_2)(\text{id}_{V_1} \otimes X_{V_2}^{-1}),$$

and two more crossing relations

$$R_{V_1|V_2}(z_1|z_2)^{l_1} = D(z_1|z_2)(X^{-1}
\otimes \text{id}_{V_2})R_{V_1|V_2}(q^{(\theta|\theta)h/s}z_1|z_2)^{-1}(X_{V_1}\otimes \text{id}_{V_2}) \quad (2.64)$$

and

$$R_{V_1|V_2^{*}}(z_1|z_2)^{l_2} = D(z_1|z_2)(\text{id}_{V_1} \otimes X_{V_2})R_{V_1|V_2}(z_1|q^{-(\theta|\theta)h/s}z_2)^{-1}(\text{id}_{V_1} \otimes X_{V_2}^{-1}), \quad (2.65)$$

where

$$D(z_1|z_2) = \rho_{V_1|V_2}(z_1|z_2)^{-1}\rho_{V_1|V_2}(q^{(\theta|\theta)h/s}z_1|z_2)^{-1}$$

$$= \rho_{V_1|V_2}(z_1|z_2)^{-1}\rho_{V_1|V_2}(z_1|q^{-(\theta|\theta)h/s}z_2)^{-1}$$

and

$$D(z_1|z_2) = \rho_{V_1|V_2^{*}}(z_1|z_2)^{-1}\rho_{V_1|V_2}(z_1|q^{-(\theta|\theta)h/s}z_2)^{-1}$$

$$= \rho_{V_1|V_2^{*}}(z_1|z_2)^{-1}\rho_{V_1|V_2}(q^{(\theta|\theta)h/s}z_1|z_2)^{-1}$$

respectively. The crossing relations (2.64) and (2.65) are depicted in figures 39 and 40.

2.2.6. Yang–Baxter equation. Now, let $V_1$, $V_2$, $V_3$ be three $U_q(\mathfrak{g})$-modules, $\varphi_1$, $\varphi_2$, $\varphi_3$ the corresponding representations of $U_q(\mathfrak{g})$, and $\zeta_1$, $\zeta_2$, $\zeta_3$ the spectral parameters associated with the representations. We associate with $V_1$, $V_2$ and $V_3$ a single, double and triple line respectively. Applying to both sides of equation (2.19) the mapping $\varphi_{1\zeta_1} \otimes \varphi_{2\zeta_2} \otimes \varphi_{3\zeta_3}$ and using the definition of an $R$-operator (2.25), we obtain the Yang–Baxter equation

$$R_{V_1|V_2}(z_1|z_2)^{12}R_{V_1|V_3}(z_1|z_3)^{13}R_{V_2|V_3}(z_2|z_3)^{23}$$

$$= R_{V_2|V_3}(z_2|z_3)^{23}R_{V_1|V_3}(z_1|z_3)^{13}R_{V_1|V_2}(z_1|z_2)^{12}.$$

It is natural, slightly abusing notation, to denote $R_{V_i|V_j}(z_i|z_j)^{ij}$ simply by $R_{V_i|V_j}(z_i|z_j)$. Now the above equation takes the form

$$R_{V_1|V_2}(z_1|z_2)R_{V_1|V_3}(z_1|z_3)R_{V_2|V_3}(z_2|z_3)$$

$$= R_{V_2|V_3}(z_2|z_3)R_{V_1|V_3}(z_1|z_3)R_{V_1|V_2}(z_1|z_2). \quad (2.66)$$
One can recognize the graphical image of this equation in figure 41. As one can see, we have three external arrowheads and three external arrowtails there. It is worth to stress that the heads and the tails are grouped together, and the graphical equation given in figure 42, where there is no such grouping, is not a true Yang–Baxter equation. However, as it is shown below, in the case when the corresponding $R$-operators satisfy the unitarity relations this equation is also true.

Multiplying both sides of equation (2.66) on the left and right by $R_{V_1|V_2}(\zeta_1|\zeta_2)^{-1}$, we obtain

$$R_{V_1|V_3}(\zeta_1|\zeta_3)R_{V_2|V_3}(\zeta_2|\zeta_3)R_{V_1|V_2}(\zeta_1|\zeta_2)^{-1} = R_{V_1|V_2}(\zeta_1|\zeta_2)^{-1}R_{V_2|V_3}(\zeta_2|\zeta_3)R_{V_1|V_3}(\zeta_1|\zeta_3). \quad (2.67)$$

It is instructive to obtain this equation by the graphical method. It is clear that the multiplication of (2.66) by $R_{V_1|V_2}(\zeta_1|\zeta_2)^{-1}$ is equivalent to transition from the equation given in figure 41 to the equation given in figure 43. Now, using the graphical equations given in figures 6 and 7, we come to the graphical image of equation (2.67) given in figure 44.

In a similar way one can obtain a lot of graphical versions of the Yang–Baxter equation. We give here only one additional example, shown in figure 45. One can get convinced that the analytical form of that graphical equation is

$$R_{V_1|V_2}(\zeta_1|\zeta_2)^{f_1}R_{V_2|V_3}(\zeta_2|\zeta_3)(\tilde{R}_{V_1|V_3}(\zeta_1|\zeta_3))^{-1}^{f_1} = (\tilde{R}_{V_1|V_3}(\zeta_1|\zeta_3)^{-1})^{f_1}R_{V_2|V_3}(\zeta_2|\zeta_3)R_{V_1|V_2}(\zeta_1|\zeta_2)^{f_1}, \quad (2.68)$$
or, equivalently,
\[
(\tilde{R}_{V_1|V_3}(\zeta_1|\zeta_3)^{-1})_{t_2} R_{V_1|V_2}(\zeta_1|\zeta_2) R_{V_2|V_3}(\zeta_2|\zeta_3)^{t_2} = R_{V_2|V_3}(\zeta_2|\zeta_3)^{t_2} R_{V_1|V_2}(\zeta_1|\zeta_2) (\tilde{R}_{V_1|V_3}(\zeta_1|\zeta_3)^{-1})_{t_2}. \tag{2.69}
\]

Let us demonstrate how equations (2.68) and (2.69) can be obtained analytically. For simplicity, we denote \(R_{V_i|V_j}(\zeta_i|\zeta_j)\) just by \(R_{ij}\). Transposing the Yang-Baxter equation (2.66) with respect to \(V_1\) and using equations (A.5) and (A.4), we come to the equation
\[
(R_{12} R_{13})_{t_1} R_{23} = R_{23} (R_{13} R_{12})_{t_1}. \tag{2.70}
\]
Multiplying both sides of this equation on the left and right by \(( (R_{13})_{t_1}^{-1} \)^{-1} \) we obtain
\[
(R_{12})_{t_1} R_{23} ((R_{13})_{t_1}^{-1})^{-1} = ((R_{13})_{t_1}^{-1})^{-1} R_{23} (R_{12})_{t_1}. \tag{2.71}
\]
It follows from (2.30) that this equation is equivalent to (2.68). Equation (2.69) can be obtained in a similar way.

More examples of graphical Yang-Baxter equations can be found in section 4.2. One should keep in mind that initially we have only one Yang-Baxter equation with many analytical and graphical reincarnations.

Let us show now that if the corresponding \(R\)-operators satisfy the unitarity relations we can obtain the Yang–Baxter equation given in figure 42. We start with the Yang–Baxter equation depicted in figure 46. Using the crossing relation given in figure 24, we come to
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\caption{Figure 46}
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\caption{Figure 47}
\end{figure}

the Yang–Baxter equation in figure 47. Now if the corresponding \(R\)-operators satisfy the unitarity relations described in section 2.2.3 we obtain the Yang–Baxter equation given in figure 42.

It is not difficult to demonstrate that if the corresponding unitarity relations are satisfied, all possible Yang–Baxter equations with all possible types of the vertices and directions of the arrows are correct. However, if the unitarity relations are not true, one has to check whether the used Yang–Baxter equations can be obtained without them.

2.2.7. Monodromy operators. The representation spaces of the basic modules used to construct integrability objects are of two types: auxiliary and quantum spaces. Although the boundary between these two types is rather conventional, such a division proves useful. When both spaces used to define a basic integrability object are auxiliary, we call it an \(R\)-operator. When one of the spaces is auxiliary and another one is quantum, we say about a monodromy operator. In this paper we use for auxiliary spaces as before a single line, double lines, etc., and indices \(\alpha, \beta, \gamma\), etc. For quantum spaces we use waved lines, and indices \(i, j, k, \) etc.

The definition of a basic monodromy operator is in fact the same as the definition of an \(R\)-operator, except the notation. Let \(V\) and \(W\) be two \(U_q(\mathfrak{g})\)-modules, and \(\varphi\) and \(\psi\) the
associated representations, corresponding to auxiliary and quantum spaces respectively. We define a monodromy operator $M_{V|W}(\zeta|\eta)$ as
\[ \rho_{\psi|\zeta}(\zeta|\eta)M_{V|W}(\zeta|\eta) = (\varphi_{\zeta} \otimes \varphi_{\eta})(\mathcal{R}). \]
The graphical representation of the matrix elements of $M_{V|W}(\zeta|\eta)$ and its inverse is practically the same as for $R$-matrices. However, for completeness, we present it in figures 48 and 49. From the point of view of spin chains, the monodromy operator $M_{V|W}(\zeta|\eta)$ corresponds to a chain of one cite. For a general spin chain we use instead of the module $W_\eta$ the tensor product
\[ W_{\eta_1} \otimes \Delta W_{\eta_2} \otimes \Delta \cdots \otimes \Delta W_{\eta_N}, \]
and define the monodromy operator $M_{V|W}(\zeta|\eta_1, \eta_2, \ldots, \eta_N)$ as
\[ \rho_{V|W}(\zeta|\eta_1) \rho_{V|W}(\zeta|\eta_2) \cdots \rho_{V|W}(\zeta|\eta_N) M_{V|W}(\zeta|\eta_1, \eta_2, \ldots, \eta_N) \]
\[ = (\varphi_{\zeta} \otimes (\psi_{\eta_1} \otimes \Delta \psi_{\eta_2} \otimes \Delta \cdots \otimes \Delta \psi_{\eta_N}))(\mathcal{R}). \]

Let us establish the connection of the general monodromy operator with the basic one. Consider the case of $N = 2$. By definition, we have
\[ \rho_{V|W}(\zeta|\eta_1) \rho_{V|W}(\zeta|\eta_2) M_{V|W}(\zeta|\eta_1, \eta_2) = (\varphi_{\zeta} \otimes (\psi_{\eta_1} \otimes \Delta \psi_{\eta_2}))(\mathcal{R}) \]
\[ = (\varphi_{\zeta} \otimes \psi_{\eta_1} \otimes \psi_{\eta_2})((\text{id} \otimes \Delta)(\mathcal{R})). \] (2.70)

Using the second equation of (2.18) in (2.70), we obtain
\[ M_{V|W}(\zeta|\eta_1, \eta_2) = R_{V|W}(\zeta|\eta_1) R_{V|W}(\zeta|\eta_2). \]
It is not difficult to see that for a general $N$ one has
\[ M_{V|W}(\zeta|\eta_1, \eta_2, \ldots, \eta_N) = R_{V|W}^{1+}(\zeta|\eta_N) \cdots R_{V|W}^{13}(\zeta|\eta_2) R_{V|W}^{12}(\zeta|\eta_1), \] (2.71)
or in terms of matrix elements
\[ M_{V|W}(\zeta|\eta_1, \eta_2, \ldots, \eta_N)_{\alpha i_1 \beta j_1 \ldots i_l} = R_{V|W}(\zeta|\eta_N)_{\alpha i_N \gamma_{i_N}} \cdots R_{V|W}(\zeta|\eta_2)_{\gamma_{N-2} i_2 \gamma_{N-1} i_2} R_{V|W}(\zeta|\eta_1)_{\gamma_{N-1} i_1 \beta j_1}. \]

Now it is clear that these matrix elements can be depicted as in figure 50. The inverse monodromy operator has the form
\[ M_{V|W}(\zeta|\eta_1, \eta_2, \ldots, \eta_N)^{-1} = R_{V|W}^{12}(\zeta|\eta_N)^{-1} R_{V|W}^{13}(\zeta|\eta_2)^{-1} \cdots R_{V|W}^{1N+1}(\zeta|\eta_1)^{-1}, \]
and the graphical representation of its matrix elements can be found in figure 51. A graphical exposition of the fact that the operators depicted in figures (50) and (51) are mutually inverse is given in figures 52–55.
Below we numerate auxiliary spaces by primed numbers and quantum spaces by usual numbers. For example, we assume that the monodromy operator (2.71) acts on the space

\[ U_1' \otimes U_1 \otimes U_2 \otimes \cdots \otimes U_N = V \otimes W \otimes W \otimes \cdots \otimes W, \]

and write

\[ M_{V|W}(\zeta_{1}, \eta_1, \eta_2, \ldots, \eta_N) = M_{V|W}(\zeta_{1}^1 \eta_1^1, \eta_2, \ldots, \eta_N^N). \]

The most important property of monodromy operators is the relation

\[ R_{V_1|V_2}(\zeta_2^1 \eta_2^1 \eta_2, \ldots, \eta_N^N)M_{V_1|W}(\zeta_1^1 \eta_1, \eta_2, \ldots, \eta_N^N) = M_{V_2|W}(\zeta_2^1 \eta_2, \ldots, \eta_N^N)R_{V_1|V_2}(\zeta_1^1 \eta_1, \eta_2, \ldots, \eta_N^N). \]
Here we have two auxiliary spaces labelled by $1'$ and $2'$. The well known graphical proof of the above relation is presented in figures 56–59.
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\caption{Figure 56}
\end{figure}
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\caption{Figure 57}
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\caption{Figure 58}
\end{figure}

\begin{figure}
\centering
\includegraphics[width=0.4\textwidth]{figure59}
\caption{Figure 59}
\end{figure}

2.2.8. **Transfer operators and Hamiltonians.** By definition, a nonzero element $a \in U_q(\mathcal{L}(g))$ is group-like if

$$\Delta(a) = a \otimes a.$$ 

The counit axiom says

$$(\varepsilon \otimes \text{id})(\Delta(a)) = (\text{id} \otimes \varepsilon)(\Delta(a)) = a,$$

where in the last equality the canonical identification $\mathbb{C} \otimes U_q(\mathcal{L}(g)) \simeq U_q(\mathcal{L}(g))$ is used. Hence, for a group-like element $a$ we have

$$\varepsilon(a)a = a \varepsilon(a) = a,$$

therefore,

$$\varepsilon(a) = 1.$$ 

Now, using the antipode axiom,

$$\mu((\text{id} \otimes S)(\Delta(a))) = \mu((S \otimes \text{id})(\Delta(a))) = \iota(\varepsilon(a))$$

we obtain

$$a S(a) = S(a)a = 1.$$ 

Thus, any group-like element is invertible, and, since 1 is group-like, the set of all group-like elements form a group.

It follows from (2.22) and (2.13) that

$$\Delta \circ \Gamma_\xi = (\Gamma_\xi \otimes \Gamma_\xi) \circ \Delta.$$ 

This equation implies that

$$\Gamma_\xi(a) = a$$

for any group like element $a$. Therefore, for any representation $\varphi$ of $U_q(\mathcal{L}(g))$ we have

$$\varphi_\xi(a) = \varphi(a).$$

By definition, for any group-like element we have

$$\Delta(a) = \Delta'(a).$$
It follows that
\[ \mathcal{R}(a \otimes a) = (a \otimes a) \mathcal{R}. \]
Hence, for any two representations \( \varphi_1, \varphi_2 \) of \( U_q(L(g)) \) and the corresponding \( U_q(L(g)) \)-modules \( V_1, V_2 \) one can obtain the equation
\[ R_{V_1|V_2}(\xi_1|\xi_2) (A_{V_1} \otimes A_{V_2}) = (A_{V_1} \otimes A_{V_2}) R_{V_1|V_2}(\xi_1|\xi_2). \quad (2.72) \]
Here and below for any representation \( \varphi \) of \( U_q(L(g)) \) and the corresponding \( U_q(L(g)) \)-module \( V \) we denote
\[ A_V = \varphi(a) = \varphi_a. \]
For the matrix elements of the operator \( A_V \) and its inverse we use the depiction given in figure 60 and 61. One can easily recognize the graphical image of equation (2.72) in figure 62. Note that the equation
\[ \varphi^*(a) = * \varphi(a) = (\varphi(a)^{-1})^t \]
results in four graphical equations given in figures 63–66.

We call a group-like element \( a \) the twisting element, and the corresponding operators \( A_V \) the twisting operators. The twisted transfer operator is defined by the equation
\[ T_{V|W}(\xi|\eta_1, \eta_2, \ldots, \eta_N) = \text{tr}_V(M_{V|W}(\xi|\eta_1, \eta_2, \ldots, \eta_N) (A_V \otimes \text{id}_W)) \]
with the depiction given in figure 67. Here \( \text{tr}_V \) means the partial trace with respect to the space \( V \), see appendix A.3, and hooks at the ends of the line mean that it is closed in an evident way.

The most important property of transfer operators is their commutativity
\[ [T_{V_1|W}(\xi_1|\eta_1, \eta_2, \ldots, \eta_N), T_{V_2|W}(\xi_2|\eta_1, \eta_2, \ldots, \eta_N)] = 0. \]
The graphical proof of this property starts with a picture representing the product of two transfer operators, see figure 68. Then one makes the four steps described by figures 69–72.
The commutativity property is the source of commuting quantities of quantum integrable systems. The most interesting here are local quantities. An example of such a quantity is a Hamiltonian, which is usually constructed in the following way. Assume that the quantum space $W$ coincides with the auxiliary space $V$. Further, assume that the $R$-operator $R_{V|V}(1|1)$ is proportional to the permutation operator $P_{12}$. In fact, as it follows from the definition below, the Hamiltonian does not change after multiplying of the $R$-operator by a constant factor, and we assume that $R_{V|V}(1|1)$ coincides with the permutation operator. The equation given in figure 73 is the graphical representation of this fact. The Hamiltonian $H_N$ for the chain of length $N$ is constructed from the homogeneous transfer operator

$$T_V(\zeta) = T_{V|V}(\zeta|1, 1, \ldots, 1)$$

with the help of the equation

$$H_N = \zeta \frac{d}{d\zeta} \log T_V(\zeta) \bigg|_{\zeta=1} = \frac{dT_V(\zeta)}{d\zeta} \bigg|_{\zeta=1} T_V(1)^{-1}.$$
It is evident that figures 74 and 75 represent the depiction of the operators $T_V(1)$ and $T_V(1)^{-1}$, respectively. In fact, they are shifts operators multiplied by the twisting operator.

or its inverse. We use for the derivative of the $R$-operators the depiction given in figure 76. It is clear that $H_N$ is a sum of $N$ terms arising from differentiation of the $R$-operators entering the transfer matrix $T_V(\zeta)$. Here we meet three different situations depicted in figures 77, 78 and 79. Note that for clarity the pictures in figures 77 and 79 are rotated. It is clear that the twisting operators are retained only in the first situation, and we come to the following analytical expression for the Hamiltonian

$$H_N = \sum_{i \in [1..N-1]} \mathbb{H}^{(i,i+1)} + A^{(1)} V^{(N,1)} (A^{-1})^{(1)},$$

where we use the notation

$$\mathbb{H}^{(k,l)} = \tilde{R}'_{V(1)}^{(k,l)}.$$ (2.74)

3. INTEGRABILITY OBJECTS FOR THE CASE OF QUANTUM LOOP ALGEBRA $U_q(\mathcal{L}(g_{l+1}))$

To construct integrability objects for the quantum loop algebra $U_q(\mathcal{L}(g_{l+1}))$ we need its representations. The simplest way to construct such representations is to use Jimbo’s homomorphism from $U_q(\mathcal{L}(g_{l+1}))$ to the quantum group $U_q(g_{l+1})$. Therefore, we start with a short reminder of some basics facts on finite dimensional representations of the quantum group $U_q(g_{l+1})$.

3.1. Quantum group $U_q(g_{l+1})$ and some its representations.
3.1.1. Definition. The standard basis of the standard Cartan subalgebra $\mathfrak{h}_{l+1}$ of $\mathfrak{gl}_{l+1}$ is formed by the matrices $K_i$, $i \in [1..l+1]$, with the matrix entries

$$(K_i)_{jm} = \delta_{ij} \delta_{im}.$$ 

There are $l$ simple roots $\alpha_i \in \mathfrak{t}^*_{l+1}$, which are defined by the equation

$$\langle \alpha_i, K_j \rangle = c_{ij},$$

where

$$c_{ij} = \delta_{ij} - \delta_{i,j+1}.$$ 

The full system of positive roots of $\mathfrak{gl}_{l+1}$ is

$$\Delta_+ = \{\alpha_{ij} \mid 1 \leq i < j \leq l + 1\},$$

where

$$\alpha_{ij} = \sum_{k=i}^{j-1} \alpha_k, \quad 1 \leq i < j \leq l + 1.$$ 

It is clear that $\alpha_i = \alpha_{i,i+1}$. Certainly, the negative roots are $-\alpha_{ij}$.

The special linear Lie algebra $\mathfrak{sl}_{l+1}$ is a subalgebra of $\mathfrak{gl}_{l+1}$. The standard Cartan subalgebra $\mathfrak{h}_{l+1}$ of $\mathfrak{sl}_{l+1}$ is formed by the elements

$$H_i = K_i - K_{i+1}, \quad i \in [1..l].$$

The positive and negative roots of $\mathfrak{sl}_{l+1}$ are the restrictions of $\alpha_{ij}$ and $-\alpha_{ij}$ to $\mathfrak{h}_{l+1}$ respectively. Here we have

$$\langle \alpha_{ij}, H_i \rangle = a_{ij},$$
where
\[ a_{ij} = c_{ij} - c_{i+1,j} = -\delta_{j-1,j} + 2\delta_{ij} - \delta_{i+1,j} \]  
(3.1)
are the entries of the Cartan matrix of the Lie algebra \( \mathfrak{sl}_{l+1} \). The highest root of \( \mathfrak{sl}_{l+1} \) is
\[ \theta = \alpha_{1,l+1} = \sum_{i=1}^{l} \alpha_{i}. \]

One can easily see that
\[ \langle \theta | \theta \rangle = 2. \]  
(3.2)
The Kac labels and the dual Kac labels are given by the equations
\[ a_{i} = 1, \quad a_{i}^{-1} = 1, \quad i \in [1..l], \]
and, therefore, for the Coxeter number and the dual Coxeter number of \( \mathfrak{sl}_{l+1} \) one has
\[ h = l + 1, \quad h' = l + 1. \]  
(3.3)

Let \( q \) be the exponential of a complex number \( \bar{h} \), such that \( q \) is not a root of unity. We define the quantum group \( \mathbb{U}_q(\mathfrak{gl}_{l+1}) \) as a unital associative \( \mathbb{C} \)-algebra generated by the elements\(^5\)
\[ E_i, \quad F_i, \quad i = 1, \ldots, l, \quad q^X, \quad X \in \mathfrak{h}_{l+1}, \]
satisfying the following defining relations
\[ q^0 = 1, \quad q^X_1 q^X_2 = q^{X_1+X_2}, \]
\[ q^X E_i q^{-X} = q^{\alpha_i,X} E_i, \quad q^X F_i q^{-X} = q^{-\alpha_i,X} F_i, \]
\[ [E_i, F_j] = \delta_{ij} \frac{q^{K_i-K_{i+1}} - q^{-K_i+K_{i+1}}}{q - q^{-1}}. \]

Besides, we have the Serre relations
\[ E_i E_j = E_j E_i, \quad F_i F_j = F_j F_i, \quad |i - j| \geq 2, \]
\[ E_i^2 E_{i\pm 1} - [2]_q E_i E_{i\pm 1} E_i + E_{i\pm 1} E_i^2 = 0, \quad F_i^2 F_{i\pm 1} - [2]_q F_i F_{i\pm 1} F_i + F_{i\pm 1} F_i^2 = 0. \]

From the point of view of quantum integrable systems, it is important that \( \mathbb{U}_q(\mathfrak{gl}_{l+1}) \) is a Hopf algebra with respect to appropriately defined co-multiplication, antipode and counit. However, we do not use the explicit form of the Hopf algebra structure in the present paper. The quantum group \( \mathbb{U}_q(\mathfrak{sl}_{l+1}) \) can be considered as a Hopf subalgebra of \( \mathbb{U}_q(\mathfrak{gl}_{l+1}) \) generated by the elements
\[ E_i, \quad F_i, \quad i = 1, \ldots, l, \quad q^X, \quad X \in \mathfrak{h}_{l+1}. \]

Following Jimbo [59], introduce the elements \( E_{ij} \) and \( F_{ij} \), \( 1 \leq i < j \leq l + 1 \), with the help of the relations
\[ E_{i,i+1} = E_i, \quad i \in [1..l], \]
\[ E_{ij} = E_{i,j-1} E_{j-1,j} - q E_{j-1,j} E_{i,j-1}, \quad j - i > 1, \]
and
\[ F_{i,i+1} = F_i, \quad i = 1, \ldots, l, \]
\[ F_{ij} = F_{j-1,j} F_{i,j-1} - q^{-1} F_{i,j-1} F_{j-1,j}, \quad j - i > 1. \]

The appropriately ordered monomials constructed from \( E_{ij}, F_{ij}, 1 \leq i < j \leq l + 1 \), and \( q^X, X \in \mathfrak{h}_{l+1} \), form a Poincaré–Birkhoff–Witt basis of \( \mathbb{U}_q(\mathfrak{gl}_{l+1}) \).

\(^5\)We use capital letters to distinguish between generators of \( \mathbb{U}_q(\mathfrak{gl}_{l+1}) \) and \( \mathbb{U}_q(\mathfrak{c}(\mathfrak{sl}_{l+1})) \).
A $U_q(gl_{l+1})$-module $V$ is said to be a weight module if

$$V = \bigoplus_{\lambda \in \mathfrak{t}^*_{l+1}} V_\lambda,$$

where

$$V_\lambda = \{ v \in V \mid q^Xv = q^{(\lambda, X)}v \text{ for any } X \in \mathfrak{t}_{l+1} \}.$$  

The space $V_\lambda$ is called the weight space of weight $\lambda$, and a nonzero element of $V_\lambda$ is called a weight vector of weight $\lambda$. We say that $\lambda \in \mathfrak{t}^*_{l+1}$ is a weight of $V$ if $V_\lambda \neq \{0\}$.

The $U_q(gl_{l+1})$-module $V$ is called a highest weight $U_q(gl_{l+1})$-module with highest weight $\lambda$ if there exists a weight vector $v^\lambda \in V$ satisfying the relations

$$E_i v^\lambda = 0, \quad i = 1, \ldots, l, \quad q^X v^\lambda = q^{(\lambda, X)} v^\lambda, \quad X \in \mathfrak{t}_{l+1}, \quad \lambda \in \mathfrak{t}^*_{l+1},$$

$$U_q(gl_{l+1}) v^\lambda = V.$$  

Given $\lambda \in \mathfrak{t}^*_{l+1}$, denote by $\tilde{V}^\lambda$ the corresponding Verma $U_q(gl_{l+1})$-module, see, for example [60]. This is a highest weight module with the highest weight $\lambda$. Below we sometimes identify any weight $\lambda$ with the set of its components $(\lambda_1, \ldots, \lambda_{l+1})$, where

$$\lambda_i = \langle \lambda, K_i \rangle.$$  

We denote by $\tilde{\pi}^\lambda$ the representation of $U_q(gl_{l+1})$ corresponding to $\tilde{V}^\lambda$. The structure and properties of $\tilde{V}^\lambda$ and $\tilde{\pi}^\lambda$ for $l = 1$ and $l = 2$ are considered in much detail in papers [32, 34–36, 61] and for a general $l$ in papers [62–64]. It is clear that $\tilde{V}^\lambda$ and $\tilde{\pi}^\lambda$ are infinite dimensional for a general weight $\lambda \in \mathfrak{t}^*_{l+1}$. However, if all the differences $\lambda_i - \lambda_{i+1}$, $i = 1, \ldots, l$, are non-negative integers, there is a maximal submodule, such that the respective quotient module is finite dimensional. We denote this quotient by $V^\lambda$ and the corresponding representation by $\pi^\lambda$. For any $i \in \{1, \ldots, l\}$ the finite dimensional representation $\pi^{\omega_i}$ with

$$\omega_i = (1, \ldots, 1, 0, \ldots, 0)_{i}^{i+1-i}$$

is called the $i$-th fundamental representation of $U_q(gl_{l+1})$. It is clear that $\omega_i$ can be also defined as

$$\omega_i(K_j) = \begin{cases} 1, & 1 \leq j \leq i, \\ 0, & i < j \leq l+1. \end{cases}$$

Hence, it is evident that

$$\omega_i(H_j) = \delta_{ij}.$$  

The weights $\omega_i$, $i \in \{1, \ldots, l\}$, are called the fundamental weights of $U_q(gl_{l+1})$. The dimensions of the corresponding fundamental representations $\pi^{\omega_i}$ are $\binom{l+1}{i}$, $i \in \{1, \ldots, l\}$.

3.1.2. Representation $\pi$. We denote by $\pi$ the first fundamental representation $\pi^{\omega_1}$ of the quantum group $U_q(gl_{l+1})$. This representation is $(l+1)$-dimensional and can be realised as follows. Assume that the representation space is the free vector space generated by the set $\{v_k\}_{k \in \{1, \ldots, l+1\}}$ and denote by $E_{ij}$, $i, j \in \{1, \ldots, l+1\}$, the endomorphisms of this space defined by the equation

$$E_{ij}v_k = v_i \delta_{jk}. \quad (3.4)$$

One can verify that the equations

$$\pi(q^{K_i}) = q^i \sum_{k=1}^{l+1} E_{kk}, \quad \pi(q^{-K_i}) = \sum_{k=1}^{l+1} E_{kk}, \quad i \in \{1, \ldots, l+1\},$$

$$\pi(q^X) = q^{(\omega_1, X)}I, \quad X \in \mathfrak{t}_{l-1}.$$
\[ \pi(E_i) = E_{i,i+1}, \quad \pi(F_i) = E_{i+1,i}, \quad i \in [1..l], \]

describe an \((l + 1)\)-dimensional representation of \(U_q(\mathfrak{gl}_{l+1})\) with the highest weight \(\omega_1\), as was required. It is useful to have in mind the equations

\[ \pi(E_{ij}) = \varepsilon_{ij}, \quad \pi(F_{ij}) = \varepsilon_{ji}, \quad 1 \leq i < j \leq i + 1. \]

One can see that

\[ v_2 = F_1 v_1, \quad v_3 = F_2 F_1 v_1, \quad \ldots, \quad v_{l+1} = F_l \cdots F_2 F_1 v_1. \]

Therefore, \(v_k\) is a weight vector of weight

\[ \lambda_k = \omega_l - \sum_{i=1}^{l-1} \alpha_i. \quad (3.5) \]

3.1.3. Representation \(\pi\). The representation \(\pi^{\omega_l}\) of \(U_q(\mathfrak{gl}_{l+1})\) is also \((l + 1)\)-dimensional. We again assume that the representation space is the free vector space generated by the set \(\{v_k\}_{k \in [1..l+1]}\) and denote by \(E_{ij}, F_{ij}, i,j \in [1..l+1]\), the endomorphisms of this space defined by equation (3.4). Here we have

\[ \pi(q^{K_l}) = q^{\nu} \sum_{k=1}^{l+1} E_{kk} + E_{l-i+2,l-i+2}, \quad i \in [1..l+1], \]

\[ \pi(E_i) = E_{l-i+1,l-i+2}, \quad \pi(F_i) = E_{l-i+2,l-i+1}, \quad i \in [1..l]. \]

It is not difficult to determine that

\[ \pi(E_{ij}) = (-1)^{i+j} q^{-i+j-1} E_{l-j+2,l-i+2}, \quad 1 \leq i < j \leq l + 1, \]

\[ \pi(F_{ij}) = (-1)^{i+j} q^{-j+i+1} E_{l-i+2,l-j+2}, \quad 1 \leq i < j \leq l + 1. \]

We obtain successively

\[ v_2 = F_1 v_1, \quad v_3 = F_2 F_1 v_1, \quad \ldots, \quad v_{l+1} = F_1 \cdots F_2 F_1 v_1, \]

and see that \(v_k\) is a weight vector of weight

\[ \lambda_k = \omega_l - \sum_{i=l-k+2}^{l} \alpha_i. \quad (3.6) \]

3.2. Representations of \(U_q(\mathcal{L}(\mathfrak{sl}_{l+1}))\). All representations of \(U_q(\mathcal{L}(\mathfrak{sl}_{l+1}))\) considered in this section are \((l + 1)\)-dimensional, and we always assume that their representation space is the free vector space generated by the set \(\{v_k\}_{k \in [1..l+1]}\) and denote by \(E_{ij}, i,j \in [1..l + 1]\), the endomorphisms of this space defined by equation (3.4).

3.2.1. Jimbo’s homomorphism. To construct representations of \(U_q(\mathcal{L}(\mathfrak{sl}_{l+1}))\), it is common to use Jimbo’s homomorphism \(\varepsilon\) from the quantum loop algebra \(U_q(\mathcal{L}(\mathfrak{sl}_{l+1}))\) to the quantum group \(U_q(\mathfrak{gl}_{l+1})\) defined by the equations [59]

\[ \varepsilon(q^{\nu_0}) = q^{\nu(K_{l+1}-K_1)}, \quad \varepsilon(q^{\nu_1}) = q^{\nu(K_1-K_{l+1})}, \]

\[ \varepsilon(e_0) = F_{1,l+1} q^{K_{l+1}}, \quad \varepsilon(e_i) = E_{i,i+1}, \]

\[ \varepsilon(f_0) = E_{1,l+1} q^{-K_1}, \quad \varepsilon(f_i) = F_{i,i+1}, \]

where \(i\) runs from 1 to \(l\).
3.2.2. **Representation** \( \varphi_{\zeta} \). We denote by \( \varphi_{\zeta} \) the representation \( \pi \circ \varepsilon \circ \Gamma_{\zeta} \) of \( U_q(\mathcal{L}(\mathfrak{s}\mathfrak{l}_{l+1})) \), where \( \pi \) is the representation of \( U_q(\mathfrak{g}\mathfrak{l}_{l+1}) \) considered in section 3.1.2. Using Jimbo’s homomorphism, we obtain

\[
\varphi_{\zeta}(q^{v_{h_0}}) = q^{-v}E_{11} + q^vE_{l+1,l+1} + \sum_{k=2}^l E_{kk}, \tag{3.10}
\]

\[
\varphi_{\zeta}(q^{v_{h_i}}) = q^vE_{i+i} + q^{-v}E_{i+1,i+1} + \sum_{k=1}^{l+1} E_{kk}, \quad i \in \{1 \ldots l\}, \tag{3.11}
\]

and, further,

\[
\varphi_{\zeta}(e_0) = \zeta^{s_0}qE_{l+1,1}, \quad \varphi_{\zeta}(e_i) = \zeta^{s_i}E_{i+1,i}, \quad i \in \{1 \ldots l\},
\]

\[
\varphi_{\zeta}(f_0) = \zeta^{-s_0}q^{-1}E_{1,l+1}, \quad \varphi_{\zeta}(f_i) = \zeta^{-s_i}E_{i+1,i}, \quad i \in \{1 \ldots l\}.
\]

It is clear that the vector \( v_k \) is a weight vector of weight defined as the restriction of the weight \( \lambda_k \), given by equation (3.5), to the Cartan subalgebra \( h_{l+1} \) of \( \mathfrak{s}\mathfrak{l}_{l+1} \).

3.2.3. **Representation** \( \varphi_{\bar{\zeta}} \). From the representation \( \bar{\pi} \) of \( U_q(\mathfrak{g}\mathfrak{l}_{l+1}) \), described in section 3.1.3 we obtain the representation \( \varphi_{\bar{\zeta}} = \bar{\pi} \circ \varepsilon \circ \Gamma_{\bar{\zeta}} \) of \( U_q(\mathcal{L}(\mathfrak{s}\mathfrak{l}_{l+1})) \). Here we have

\[
\varphi_{\bar{\zeta}}(q^{v_{h_0}}) = q^{-v}E_{11} + q^vE_{l+1,l+1} + \sum_{k=2}^l E_{kk},
\]

\[
\varphi_{\bar{\zeta}}(q^{v_{h_i}}) = q^vE_{i-i+1,i-i+1} + q^{-v}E_{l+1,i+2,l-i+2} + \sum_{k=1}^{l+1} E_{kk}, \quad i \in \{1 \ldots l\},
\]

and, further,

\[
\varphi_{\bar{\zeta}}(e_0) = \zeta^{s_0}(-1)^{l-1}q^{-l^2}E_{l+1,1}, \quad \varphi_{\bar{\zeta}}(e_i) = \zeta^{s_i}E_{i-i+1,i-i+2}, \quad i \in \{1 \ldots l\},
\]

\[
\varphi_{\bar{\zeta}}(f_0) = \zeta^{-s_0}(-1)^{l-1}q^{l^2}E_{1,l+1}, \quad \varphi_{\bar{\zeta}}(f_i) = \zeta^{-s_i}E_{l-i+2,l-i+1}, \quad i \in \{1 \ldots l\}.
\]

Here again \( v_k \) is a weight vector of weight which is obtained by the restriction of the weight \( \lambda_k \), given by equation (3.6), to the Cartan subalgebra \( h_{l+1} \) of \( \mathfrak{s}\mathfrak{l}_{l+1} \).

3.2.4. **Representations** \( \varphi_{\bar{\zeta}}^* \) and \( \varphi_{\zeta}^* \). Consider first the representation \( \varphi_{\bar{\zeta}}^* \). For the generators \( q^{v_{h_i}} \) we obtain

\[
\varphi_{\bar{\zeta}}^*(q^{v_{h_0}}) = q^vE_{11} + q^{-v}E_{l+1,l+1} + \sum_{k=2}^l E_{kk},
\]

\[
\varphi_{\bar{\zeta}}^*(q^{v_{h_i}}) = q^{-v}E_{i+i} + q^vE_{i+1,i+1} + \sum_{k=1}^{l+1} E_{kk}, \quad i \in \{1 \ldots l\},
\]

and some simple calculations lead to the relations

\[
\varphi_{\bar{\zeta}}^*(e_0) = -\zeta^{s_0}E_{1,1}, \quad \varphi_{\bar{\zeta}}^*(e_i) = -\zeta^{s_i}q^{-1}E_{i,i}, \quad i \in \{1 \ldots l\},
\]

\[
\varphi_{\bar{\zeta}}^*(f_0) = -\zeta^{-s_0}E_{1,1}, \quad \varphi_{\bar{\zeta}}^*(f_i) = -\zeta^{-s_i}qE_{i,i}, \quad i \in \{1 \ldots l\}.
\]

Now \( v_k \) is a weight vector of weight

\[
\lambda_k = \omega_l - \sum_{i=k}^l \alpha_i, \tag{3.12}
\]
where $\omega_i$ and $\alpha_i$ are treated as elements of $\mathfrak{h}_{i+1}^*$. The representations $\varphi_\xi^*$ and $\overline{\varphi}_\xi$ are equivalent up to a rescaling of the spectral parameter. In fact, for any $a \in U_q(\mathcal{L}(\mathfrak{s\mathfrak{l}}_{i+1}))$ one has
\[ \mathbb{P} \varphi_\xi^*(a) \mathbb{P}^{-1} = \overline{\varphi}_\xi(a), \]
where the operator $\mathbb{P}$ is given by the equation
\[ \mathbb{P} = \sum_{i=1}^{l+1} (-1)^{i-1} q^{-2\Sigma_{k=1}^{i-1}s_k/s+i-1} E_{l-i+2,i}. \]

The representation $^*\varphi_\xi$ is very similar to the representation $\varphi_\xi^*$. Here for the generators $q^{\nu_i}$ of $U_q(\mathcal{L}(\mathfrak{s\mathfrak{l}}_{i+1}))$ we obtain
\[ ^*\varphi_\xi(q^{\nu_i}) = q^{\nu_i} E_{i,i+1} + q^{-\nu_i} E_{i+1,i+1} + \sum_{k=2}^{l} E_{kk}^i, \]
\[ ^*\varphi_\xi(q^{\nu_i}) = q^{-\nu_i} E_{ii} + q^{\nu_i} E_{i+1,i+1} + \sum_{k=1}^{l+1} E_{kk}^i, \]
for $i \in [1..l]$. Then it is not difficult to come to the relations
\[ ^*\varphi_\xi(e_0) = -\zeta^{s_0} q^2 E_{1,1}, \quad ^*\varphi_\xi(e_i) = -\zeta^{s_i} q E_{i+1,i}, \quad i \in [1..l], \]
\[ ^*\varphi_\xi(f_0) = -\zeta^{-s_0} q^{-2} E_{l+1,1}, \quad ^*\varphi_\xi(f_i) = -\zeta^{-s_i} q^{-1} E_{i,i+1}, \quad i \in [1..l]. \]
The vector $v_k$ is a weight vector of the weight given again by equation (3.12). The representations $^*\varphi_\xi$ and $\overline{\varphi}_\xi$ are again equivalent up to a rescaling of the spectral parameter. It can be verified that
\[ \mathbb{P} ^*\varphi_{q^{-2i/s}}(a) \mathbb{P}^{-1} = \overline{\varphi}_\xi(a), \]
where now the operator $\mathbb{P}$ is given by the equation
\[ \mathbb{P} = \sum_{i=1}^{l+1} (-1)^{i-1} q^{2\Sigma_{k=1}^{i-1}s_k/s-i+1} E_{l-i+2,i}. \]

3.3. Integrability objects.

3.3.1. Poincaré–Birkhoff–Witt basis. Recall that to construct a Poincaré–Birkhoff–Witt basis one has to define root vectors corresponding to all roots of $\mathcal{L}(\mathfrak{s\mathfrak{l}}_{i+1})$. To construct root vectors we follow the procedure proposed by Khoroshkin and Tolstoy based on a normal ordering of positive roots [24, 51–53].

For the case of a finite dimensional simple Lie algebra an order relation $\prec$ is called a normal order [65–67] when if a positive root $\gamma$ is a sum of two positive roots $\alpha \prec \beta$, then $\alpha \prec \gamma \prec \beta$. In our case we assume additionally that
\[ \alpha + k\delta \prec m\delta \prec (\delta - \beta) + n\delta \]
for any $\alpha, \beta \in \Delta_+, k, n \in \mathbb{Z}_{\geq 0}$ and $m \in \mathbb{Z}_{\geq 0}$.

Assume that some normal ordering of positive roots is chosen. We say that a pair $(\alpha, \beta)$ of positive roots generates a root $\gamma$ if $\gamma = \alpha + \beta$ and $\alpha \prec \beta$. A pair of positive roots $(\alpha, \beta)$ generating a root $\gamma$ is said to be minimal if there is no other pair of positive roots $(\alpha', \beta')$ generating $\gamma$ such that $\alpha \prec \alpha' \prec \beta' \prec \alpha$.

It is convenient to denote a root vector corresponding to a positive root $\gamma$ by $e_{\gamma}$, and a root vector corresponding to a negative root $-\gamma$ by $f_{\gamma}$. Following [51, 52], we define root vectors by the following inductive procedure. Given a root $\gamma \in \Delta_+$, let $(\alpha, \beta)$ be a
minimal pair of positive roots generating $\gamma$. Now, if the root vectors $e_\alpha, e_\beta$ and $f_\alpha, f_\beta$ are already constructed, we define the root vectors $e_\gamma$ and $f_\gamma$ as

$$e_\gamma = [e_\alpha, e_\beta]_q, \quad f_\gamma = [f_\beta, f_\alpha]_q.$$  

Here and below we use the $q$-commutator of root vectors $[\cdot, \cdot]_q$ defined as

$$[e_\alpha, e_\beta]_q = e_\alpha e_\beta - q^{-(\alpha|\beta)} e_\beta e_\alpha, \quad [f_\alpha, f_\beta]_q = f_\alpha f_\beta - q^{(\alpha|\beta)} f_\beta f_\alpha,$$

where $(\cdot|\cdot)$ denotes the symmetric bilinear form on $\hat{h}^*$ described in section 2.1.1.

We use the normal order of the positive roots of $\hat{\mathfrak{sl}}_{l+1}$ defined as follows. First order the positive roots of $\mathfrak{sl}_{l+1}$ assuming that $\alpha_i < \alpha_l$ if $i < k$, or if $i = k$ and $j < l$. Then, $\alpha + m\delta < \beta + n\delta$, with $\alpha, \beta \in \Delta_+$ and $m, n \in \mathbb{Z}_{\geq 0}$, if $\alpha < \beta$, or $\alpha = \beta$ and $m < n$. Further, $(\delta - \alpha) + m\delta < (\delta - \beta) + n\delta$, with $\alpha, \beta \in \Delta_+$, if $\alpha < \beta$, or $\alpha = \beta$ and $m > n$. Finally, we assume that relation (3.13) is valid.

The root vectors are defined inductively. We start with the root vectors corresponding to the roots $\pm \alpha_i, i \in [1..l]$, which we identify with the generators $e_i$ and $f_i$, $i \in [1..l]$, of $U_q(\mathcal{L}(\mathfrak{sl}_{l+1}))$,

$$e_{\alpha_i} = e_{\alpha_{i+1}} = e_i, \quad f_{\alpha_i} = f_{\alpha_{i+1}} = f_i.$$

The next step is to construct root vectors $e_{\alpha_{ij}}$ and $f_{\alpha_{ij}}$ for all roots $\alpha_{ij} \in \Delta_+$. We assume that

$$e_{\alpha_{ij}} = e_{\alpha_{i-1,j}} e_{\alpha_{i-1,j}}, \quad f_{\alpha_{ij}} = f_{\alpha_{i-1,j}} f_{\alpha_{i-1,j}} - q^{-1} f_{\alpha_{i-1,j}} f_{\alpha_{i-1,j}}$$

for $j \geq i$. Further, taking into account that

$$\alpha_0 = \delta - \alpha_{1,l+1},$$

we put

$$e_{\delta - \alpha_{1,l+1}} = e_0, \quad f_{\delta - \alpha_{1,l+1}} = f_0,$$

and define

$$e_{\delta - \alpha_{i,l+1}} = e_{\alpha_{i-1,l+1}} e_{\delta - \alpha_{i-1,l+1}} - q e_{\delta - \alpha_{i-1,l+1}} e_{\alpha_{i-1,l+1}},$$

$$f_{\delta - \alpha_{i,l+1}} = f_{\alpha_{i-1,l+1}} f_{\delta - \alpha_{i-1,l+1}} - q^{-1} f_{\alpha_{i-1,l+1}} f_{\delta - \alpha_{i-1,l+1}}$$

for $i > 1$, and

$$e_{\delta - \alpha_{ij}} = e_{\alpha_{i+1,j}} e_{\delta - \alpha_{i+1,j}} - q e_{\delta - \alpha_{i+1,j}} e_{\alpha_{i+1,j}},$$

$$f_{\delta - \alpha_{ij}} = f_{\alpha_{i+1,j}} f_{\delta - \alpha_{i+1,j}} - q^{-1} f_{\alpha_{i+1,j}} f_{\delta - \alpha_{i+1,j}}$$

for $j < l + 1$. The root vectors corresponding to the roots $\delta$ and $-\delta$ are indexed by the elements of $\Delta_+$ and defined by the relations

$$e'_{\delta - \alpha_{ij}} = e_{\alpha_{ij}} e_{\delta - \alpha_{ij}} - q^2 e_{\delta - \alpha_{ij}} e_{\alpha_{ij}}, \quad f'_{\delta - \alpha_{ij}} = f_{\delta - \alpha_{ij}} f_{\alpha_{ij}} - q^{-2} f_{\alpha_{ij}} f_{\delta - \alpha_{ij}}.$$

The remaining definitions are

$$e_{\alpha_{ij} + n\delta} = [2]^{-1}_q (e_{\alpha_{ij} + (n-1)\delta} e'_{\delta, \alpha_{ij}} - e'_{\delta, \alpha_{ij}} e_{\alpha_{ij} + (n-1)\delta}),$$

$$f_{\alpha_{ij} + n\delta} = [2]^{-1}_q (f'_{\delta, \alpha_{ij}} f_{\alpha_{ij} + (n-1)\delta} - f_{\alpha_{ij} + (n-1)\delta} f'_{\delta, \alpha_{ij}}),$$

$$e_{(\delta - \alpha_{ij}) + n\delta} = [2]^{-1}_q (e'_{\delta, \alpha_{ij}} e_{(\delta - \alpha_{ij}) + (n-1)\delta} - e_{(\delta - \alpha_{ij}) + (n-1)\delta} e'_{\delta, \alpha_{ij}}),$$

$$f_{(\delta - \alpha_{ij}) + n\delta} = [2]^{-1}_q (f'_{(\delta - \alpha_{ij}) + (n-1)\delta} f_{\delta, \alpha_{ij}} - f_{\delta, \alpha_{ij}} f'_{(\delta - \alpha_{ij}) + (n-1)\delta}),$$

$$e'_{n\delta, \alpha_{ij}} = e_{\alpha_{ij} + (n-1)\delta} e_{\delta - \alpha_{ij}} - q^2 e_{\delta - \alpha_{ij}} e_{\alpha_{ij} + (n-1)\delta},$$

$$f'_{n\delta, \alpha_{ij}} = f_{\delta - \alpha_{ij}} f_{\alpha_{ij} + (n-1)\delta} - q^{-2} f_{\alpha_{ij} + (n-1)\delta} f_{\delta - \alpha_{ij}}.$$
Note that, among all imaginary root vectors \( e'_{n\delta, a_{ij}} \) and \( f'_{n\delta, a_{ij}} \), only the root vectors \( e'_{n\delta, a_{i,i+1}} \) and \( f'_{n\delta, a_{i,i+1}} \), \( i \in [1..., l] \), are independent and required for the construction of the Poincaré–Birkhoff–Witt basis. However, the vectors \( e'_{\delta, \gamma} \) and \( f'_{\delta, \gamma} \) with arbitrary \( \gamma \in \Delta_+ \) are needed for the iterations (3.14)–(3.19).

The prime in the notation for the root vectors corresponding to the imaginary roots \( n\delta \) and \( -n\delta \), \( n \in \mathbb{Z}_{>0} \) is explained by the fact that to construct the expression for the universal \( R \)-matrix one uses another set of root vectors corresponding to these roots. They are introduced by the functional equations

\[
-k_{q} e_{\delta, \gamma}(u) = \log(1 - k_{q} e'_{\delta, \gamma}(u)), \\
k_{q} f_{\delta, \gamma}(u^{-1}) = \log(1 + k_{q} f'_{\delta, \gamma}(u^{-1})),
\]

where the generating functions

\[
e'_{\delta, \gamma}(u) = \sum_{n=1}^{\infty} e'_{n\delta, \gamma} u^{n}, \quad e_{\delta, \gamma}(u) = \sum_{n=1}^{\infty} e_{n\delta, \gamma} u^{n},
\]
\[
f'_{\delta, \gamma}(u^{-1}) = \sum_{n=1}^{\infty} f'_{n\delta, \gamma} u^{-n}, \quad f_{\delta, \gamma}(u^{-1}) = \sum_{n=1}^{\infty} f_{n\delta, \gamma} u^{-n}
\]

are defined as formal power series.

3.3.2. Monodromy operators. The expression for the universal \( R \)-matrix of \( U_{q}(\mathcal{L}(\mathfrak{sl}_{l+1})) \) considered as a \( C[[h]] \)-algebra can be constructed using the procedure proposed by Khoroshkin and Tolstoy [24, 51–53]. Here we treat a quantum group as an associative \( C \)-algebra. In fact, one can use the expression for the universal \( R \)-matrix from papers [24, 51–53] in this case as well, having in mind that the quantum group is quasitriangular only in some restricted sense. Namely, all the relations involving the universal \( R \)-matrix should be considered as valid only for the weight representations of \( U_{q}(\mathcal{L}(\mathfrak{sl}_{l+1})) \), see in this respect paper [56] and the discussion below.

Let \( V, W \) be two weight \( U_{q}(\mathcal{L}(\mathfrak{sl}_{l+1})) \)-modules in the category \( \mathcal{O} \), and \( \varphi, \psi \) the corresponding representations. Define the monodromy operator \( M_{V|W}(\xi|\eta) \) as

\[
M_{V|W}(\xi|\eta) = \rho_{V|W}(\xi|\eta) (\varphi_{\xi} \otimes \psi_{\eta})(R_{<\delta} R_{=\delta} R_{>\delta}) K_{V|W}.
\]  

(3.20)

Here \( R_{<\delta} \), \( R_{=\delta} \) and \( R_{>\delta} \) are elements of \( U_{q}(\mathcal{L}(\mathfrak{sl}_{l+1})) \otimes U_{q}(\mathcal{L}(\mathfrak{sl}_{l+1})) \), while \( K_{V|W} \) is an element of \( \text{End}(V \otimes W) \).

Explicitly, the element \( R_{<\delta} \) is the product over the set of roots \( \alpha_{ij} + n\delta \) of the \( q \)-exponentials

\[
R_{\alpha_{ij} + n\delta} = \exp_{q^2}(-k_{q} e_{\alpha_{ij} + n\delta} \otimes f_{\alpha_{ij} + n\delta}).
\]

The order of the factors in \( R_{<\delta} \) coincides with the chosen normal order of the roots \( \alpha_{ij} + n\delta \).

The element \( R_{=\delta} \) is defined as

\[
R_{=\delta} = \exp \left( -k_{q} \sum_{n \in \mathbb{Z}_{>0}} \sum_{i,j=1}^{l} u_{n,ij} e_{n\delta, a_{i}} \otimes f_{n\delta, a_{j}} \right),
\]

where for each \( n \in \mathbb{Z}_{>0} \) the quantities \( u_{n,ij} \) are the matrix elements of the matrix \( U_{n} \) inverse to the matrix \( T_{n} \) with the matrix elements

\[
l_{n,ij} = (-1)^{n(i+j)} \left( \frac{1}{n} [na_{ij}]_{q} \right) \left( \frac{1}{n} [n_{ij}]_{q} \right) a_{ij}^{n}.
\]
where $a_{ij}$ are the matrix elements of the Cartan matrix $A$ of the Lie algebra $\mathfrak{sl}_{l+1}$. The matrix $T_n$ is tridiagonal. Using the results of paper [68], one can see that

$$u_{n,ij} = (-1)^{n(i+j)} \frac{n}{[i]_q} \frac{[j]_q^n [l-j+1]_q^n}{[l+1]_q^n}, \quad i \leq j,$$

$$u_{n,ij} = (-1)^{n(i+j)} \frac{n}{[i]_q} \frac{[j]_q^n [l-i+1]_q^n}{[l+1]_q^n}, \quad i > j.$$

The definition of the element $R_{\mu,\nu}$ is similar to the definition of the element $R_{\alpha,\beta}$. It is the product over the set of roots $(\delta - \alpha_{ij}) + n\delta$ of the $q$-exponentials

$$R_{(\delta-\alpha_{ij})+n\delta} = \exp_q \left( -K_q \delta^{(\delta-\alpha_{ij})+n\delta} \otimes f^{(\delta-\alpha_{ij})+n\delta} \right).$$

The order of the factors in $R_{\mu,\nu}$ coincides with the chosen normal order of the roots $(\delta - \alpha_{ij}) + n\delta$.

The endomorphism $K_{V|W}$ is defined as follows. Let $v \in V$ and $w \in W$ be weight vectors of weights $\lambda$ and $\mu$ respectively. Then we assume that

$$K_{V|W} v \otimes w = q^{- \sum_{i=1}^l b_{ij} (\lambda,h_i) \langle \mu, h_i \rangle} v \otimes w, \quad (3.21)$$

where $b_{ij}$ are the matrix elements of the matrix $B$ inverse to the Cartan matrix $A = (a_{ij})_{i,j\in[1..l]}$ of the Lie algebra $\mathfrak{sl}_{l+1}$, see equation (3.1). Using again the results of paper [68], we obtain

$$b_{ij} = \frac{i(l-j+1)}{l+1}, \quad i \leq j, \quad b_{ij} = \frac{(l-i+1)j}{l+1}, \quad i > j.$$  

One can show that it is possible to work with $M_{V|W}(\zeta|\eta)$ defined by (3.20) as if it was defined by the universal $R$-matrix satisfying equations (2.17) and (2.18).

3.3.3. Explicit form of $R$-operator. In this section we obtain explicit expressions for the $R$-operators arising in the case $V = W = V^{\omega_1}$. The explicit formulas for the action of the generators of $U_q(\mathcal{L}(\mathfrak{sl}_{l+1}))$ on the basis of the representation space are given in section 3.2.2. We have

$$R_{V|V}(\xi_1|\xi_2) = \rho_{V|V}(\xi_1|\xi_2)(\varphi_{\xi_1} \otimes \varphi_{\xi_2})(R_{\alpha,\beta})(\varphi_{\xi_1} \otimes \varphi_{\xi_2})(R_{\beta,\alpha})(\varphi_{\xi_1} \otimes \varphi_{\xi_2})(R_{\alpha,\beta}) K_{V|V}.$$  

First construct the expression for the operator $K_{V|V}$. Using equations (3.21) and (3.5), we see that

$$K_{V|V} v_m \otimes v_n = q^{- \sum_{i=1}^l (\omega_1 - \sum_{q=1}^{m-1} \alpha_q, h_i)(\omega_1 - \sum_{p=1}^{n-1} \alpha_p , h_i) b_{ij} v_m \otimes v_n}$$

$$= q^{-(h_{11} - \sum_{q=1}^{m-1} \delta_{q1} - \sum_{p=1}^{n-1} \delta_{p1} + \sum_{q=1}^{m-1} \sum_{p=1}^{n-1} \alpha_{qp})} v_m \otimes v_n.$$

It is not difficult to demonstrate that

$$K_{V|V} v_m \otimes v_n = q^{-1/(l+1)} v_m \otimes v_n, \quad m = n,$$

$$K_{V|V} v_m \otimes v_n = q^{1/(l+1)} v_m \otimes v_n, \quad m \neq n.$$  

Hence, we come to the equation

$$K_{V|V} = q^{-1/(l+1)} \left( \sum_{i=1}^{l+1} E_{ii} \otimes E_{ii} + q \sum_{i,j=1}^{l+1} E_{ii} \otimes E_{jj} \right). \quad (3.22)$$
Following the Khoroshkin–Tolstoy procedure, described in section 3.3.1, we obtain

\[
\varphi_\zeta(e_{\alpha ij+n\delta}) = \zeta^{s_{ij}+ns}(-1)^{i\eta}q^{(i+1)n}E_{ij},
\]
(3.23)

\[
\varphi_\zeta(f_{\alpha ij+n\delta}) = \zeta^{-s_{ij}-ns}(-1)^{i\eta}q^{-(i+1)n}E_{ij},
\]
(3.24)

\[
\varphi_\zeta(e_{(\delta-\alpha)ij+n\delta}) = \zeta^{(s-s_{ij})+ns}(-1)^{i(n+1)-1}q^{(i+1)n+i\eta}E_{ij},
\]
(3.25)

\[
\varphi_\zeta(f_{(\delta-\alpha)ij+n\delta}) = \zeta^{-(s-s_{ij})-ns}(-1)^{(n+1)-1}q^{-(i+1)n-i\eta}E_{ij},
\]
(3.26)

\[
\varphi_\zeta(e'_{\alpha\delta,\alpha ij}) = \zeta^{ns}(-1)^{i\eta-1}q^{(i+1)n-1}(E_{ii} - q^2E_{jj}),
\]
(3.27)

\[
\varphi_\zeta(f'_{\alpha\delta,\alpha ij}) = \zeta^{-ns}(-1)^{i\eta-1}q^{-(i+1)n+1}(E_{ii} - q^{-2}E_{jj}).
\]
(3.28)

Here and below we denote

\[
s_{ij} = \sum_{k=i}^{j-1} s_k.
\]

Now we find expressions for \(\varphi_\zeta(e_{\alpha\delta,\alpha ij})\) and \(\varphi_\zeta(f_{\alpha\delta,\alpha ij})\). Using (3.27) and (3.28), we obtain for the corresponding generating functions the following expressions

\[
1 - \kappa_q \sum_{n=1}^{\infty} \varphi_\zeta(e'_{\alpha\delta,\alpha ij})u^n = \sum_{k=1}^{l+1} E_{kk} + \frac{1 - (-1)^{i\eta-1}q^{i\eta}E_{ii}}{1 - (-1)^{i\eta}q^{i\eta}E_{ii}} E_{ij},
\]

\[
1 + \kappa_q \sum_{n=1}^{\infty} \varphi_\zeta(f'_{\alpha\delta,\alpha ij})u^n = \sum_{k=1}^{l+1} E_{kk} + \frac{1 - (-1)^{i\eta+1}q^{i\eta}E_{ii}}{1 - (-1)^{i\eta+1}q^{i\eta}E_{ii}} E_{ij},
\]

and come to the equations

\[
\varphi_\zeta(e_{\alpha\delta,\alpha ij}) = \zeta^{ns}(-1)^{i\eta-1}q^{i\eta}E_{ii} - q^{2n}E_{jj},
\]

\[
\varphi_\zeta(f_{\alpha\delta,\alpha ij}) = \zeta^{-ns}(-1)^{i\eta-1}q^{-i\eta}E_{ii} - q^{-2n}E_{jj}.
\]

Now, we find the expression

\[
(q_{\xi_1} \otimes q_{\xi_2})(-\kappa_q \sum_{n=1}^{\infty} \sum_{i,j=1}^{l} u_{n,ij} e_{\alpha\delta,\alpha ij} \otimes f_{\alpha\delta,\alpha ij}) = -\sum_{n=1}^{\infty} \frac{q_{nl} - q_{-nl}}{[l+1]q^n} \sum_{i=1}^{l+1} E_{ii} \otimes E_{ii}
\]

\[
- \sum_{n=1}^{\infty} \frac{q^{-n(l+2)} - q^{-nl}}{[l+1]q^n} \sum_{i,j=1}^{l+1} E_{ii} \otimes E_{jj} - \sum_{n=1}^{\infty} \frac{q_{nl} - q_{-nl}}{[l+1]q^n} \sum_{i,j=1}^{l+1} E_{ii} \otimes E_{jj},
\]

which can be rewritten as

\[
(q_{\xi_1} \otimes q_{\xi_2})(-\kappa_q \sum_{n=1}^{\infty} \sum_{i,j=1}^{l} u_{n,ij} e_{\alpha\delta,\alpha ij} \otimes f_{\alpha\delta,\alpha ij}) = -\sum_{n=1}^{\infty} \frac{q_{nl} - q_{-nl}}{[l+1]q^n} \sum_{i,j=1}^{l+1} E_{ii} \otimes E_{jj}
\]

\[
- \sum_{n=1}^{\infty} (q^{-2n} - 1) \frac{r_{ns}}{n} \sum_{i,j=1}^{l+1} E_{ii} \otimes E_{jj} - \sum_{n=1}^{\infty} (1 - q^{2n}) \frac{r_{ns}}{n} \sum_{i,j=1}^{l+1} E_{ii} \otimes E_{jj}.
\]
Introducing the transcendental function

\[ F_m(\zeta) = \sum_{n=1}^{\infty} \frac{1}{|m|^q} \frac{\zeta^n}{n}, \]

and performing some summations, we obtain

\[
(q_{\xi_1} \otimes q_{\xi_2})(-\kappa_q \sum_{n=1}^{\infty} \sum_{i,j=1}^{l} (u_n)_{ij} e_{n\delta, a_i} \otimes f_{n\delta, a_j})
= (F_{l+1}(q^{-l} \xi_{12}) - F_{l+1}(q^l \xi_{12})) \sum_{i,j=1}^{l+1} \mathbb{E}_{ii} \otimes \mathbb{E}_{jj}
+ \log \frac{1 - q^{-2} \xi_{12}}{1 - \xi_{12}} \sum_{i,j=1}^{l+1} \mathbb{E}_{ii} \otimes \mathbb{E}_{jj} + \log \frac{1 - \xi_{12}}{1 - q^{2} \xi_{12}} \sum_{i,j=1}^{l+1} \mathbb{E}_{ii} \otimes \mathbb{E}_{jj}.
\]

After all, we see that

\[
(q_{\xi_1} \otimes q_{\xi_2})(R_{-\delta}) = e^{(F_{l+1}(q^{-l} \xi_{12}) - F_{l+1}(q^l \xi_{12}))} \sum_{i=1}^{l+1} \mathbb{E}_{ii} \otimes \mathbb{E}_{ii}
+ \frac{1 - q^{-2} \xi_{12}}{1 - \xi_{12}} \sum_{i,j=1}^{l+1} \mathbb{E}_{ii} \otimes \mathbb{E}_{jj} + \frac{1 - \xi_{12}}{1 - q^{2} \xi_{12}} \sum_{i,j=1}^{l+1} \mathbb{E}_{ii} \otimes \mathbb{E}_{jj}.
\] (3.29)

Proceed to the factor \((q_{\xi_1} \otimes q_{\xi_2})(R_{-\delta})\). Using equations (3.23) and (3.24), we determine that

\[
(q_{\xi_1} \otimes q_{\xi_2})(R_{a_{ij}+n\delta}) = \exp q^{2} \left( -\kappa_q \xi_{12}^{s_{ij}+ns} \mathbb{E}_{ij} \otimes \mathbb{E}_{ji} \right).
\]

Since

\[
(\mathbb{E}_{ij} \otimes \mathbb{E}_{ji})^k = 0
\]
for all \(1 \leq i < j \leq l + 1\) and \(k > 1\) we can obtain

\[
(q_{\xi_1} \otimes q_{\xi_2})(R_{a_{ij}+n\delta}) = 1 - \kappa_q \xi_{12}^{s_{ij}+ns} \mathbb{E}_{ij} \otimes \mathbb{E}_{ji}.
\]

Taking into account that

\[
(\mathbb{E}_{ij} \otimes \mathbb{E}_{ji})(\mathbb{E}_{km} \otimes \mathbb{E}_{mk}) = 0
\]
for all \(1 \leq i < j \leq l + 1\) and \(1 \leq k < m \leq l + 1\), we see that the factors \((q_{\xi_1} \otimes q_{\xi_2})(R_{a_{ij}+n\delta})\) of \((q_{\xi_1} \otimes q_{\xi_2})(R_{-\delta})\) can be taken in an arbitrary order and obtain the expression

\[
(q_{\xi_1} \otimes q_{\xi_2})(R_{-\delta}) = 1 - \kappa_q \sum_{n=0}^{\infty} \xi_{12}^{ns_{ij}} \sum_{i,j=1}^{l+1} \mathbb{E}_{ij} \otimes \mathbb{E}_{ji} = 1 - \frac{\kappa_q}{1 - \xi_{12}} \sum_{i,j=1}^{l+1} \mathbb{E}_{ij} \otimes \mathbb{E}_{ji}.
\] (3.30)

In a similar way we come to the equation

\[
(q_{\xi_1} \otimes q_{\xi_2})(R_{\delta}) = 1 - \frac{\kappa_q}{1 - \xi_{12}} \sum_{i,j=1}^{l+1} \mathbb{E}_{ij} \otimes \mathbb{E}_{ji}.
\] (3.31)

Finally, using equations (3.30), (3.29), (3.31) and (3.22) we obtain the following expression for the R-operator
\[ R_{V|V}(\zeta_1|\zeta_2) = \sum_{i=1}^{l+1} E_{ii} \otimes E_{ii} + \frac{q(1 - q^{s_{12}})}{1 - q^{2s_{12}}} \sum_{i,j=1}^{l+1} E_{ij} \otimes E_{jj} \]

\[ + \frac{(1 - q^2)}{1 - q^{2s_{12}}} \left( \sum_{i,j=1}^{l+1} \xi_{12}^{s_{ij}} E_{ij} \otimes E_{ij} + \sum_{i,j=1}^{l+1} \xi_{12}^{s_{ij}} E_{ij} \otimes E_{ji} \right), \]

where we assumed that the normalization factor has the form

\[ \rho_{V|V}(\zeta_1|\zeta_2) = q^{-l/(l+1)} e^{F_{l+1}(q^{-s_{12}}) - F_{l+1}(q^{s_{12}})}. \]  

(3.32)

It is common to use an $R$-operator depending on only one spectral parameter. To this end one introduces the operator

\[ R_{V|V}(\zeta) = R_{V|V}(\zeta|1) \]

so that

\[ R_{V|V}(\zeta_1|\zeta_2) = R_{V|V}(\zeta_{12}). \]

With an appropriate choice of the integers $s_i$ and normalization, we obtain the Bazhanov–Jimbo $R$-operator [69–71].

3.3.4. Crossing and unitarity relations. It is convenient to put

\[ \rho_{V^*|V}(\zeta_1|\zeta_2) = \rho_{V|V}(\zeta_1|\zeta_2)^{-1}, \quad \rho_{V^*|V}(\zeta_1|\zeta_2) = \rho_{V|V}(\zeta_1|\zeta_2)^{-1}, \]  

(3.33)

\[ \rho_{V|V^*}(\zeta_1|\zeta_2) = \rho_{V|V}(\zeta_1|\zeta_2)^{-1}, \quad \rho_{V|V^*}(\zeta_1|\zeta_2) = \rho_{V|V}(\zeta_1|\zeta_2)^{-1}, \]  

(3.34)

\[ \rho_{V^*|V^*}(\zeta_1|\zeta_2) = \rho_{V|V}(\zeta_1|\zeta_2), \quad \rho_{V^*|V^*}(\zeta_1|\zeta_2) = \rho_{V|V}(\zeta_1|\zeta_2), \]  

(3.35)

where $\rho_{V|V}(\zeta_1|\zeta_2)$ is defined by equation (3.32). In this case all coefficients $D$, entering the crossing relations (2.41)–(2.46), are equal to 1. Moreover, all corresponding $R$-operators satisfy unitarity relation with the coefficients C equal to 1.

Describe now the explicit form of the quantities entering the crossing relations (2.62)–(2.65). Notice first that due to (3.2) and (3.3) one has

\[ q^{-(\theta|\theta)h^*/s} = q^{-2(l+1)/s}, \quad q^{(\theta|\theta)h^*/s} = q^{2(l+1)/s}. \]

Further, it follows from (2.55) and (3.3.2) that

\[ \lambda_i = -(l + 1 - i) i + 2(l + 1 - i) \sum_{j=1}^{i} j s_j / s + 2i \sum_{j=i+1}^{l} (l + 1 - j) s_j / s. \]

Now, taking into account (3.11), we obtain

\[ \chi_V = q^{\sum_{i=1}^{l+1} \lambda_i h_i} = \sum_{i=1}^{l+1} q^{\chi_i} E_{ii}, \]

where

\[ \chi_i = \lambda_i - \lambda_{i-1} = -(l + 2 - 2i) - 2 \sum_{j=1}^{i-1} j s_j / s + 2 \sum_{j=i}^{l} (l + 1 - j) s_j / s. \]

It follows from the definition of $F_m(\zeta)$ that

\[ F_m(q^m \zeta) - F_m(q^{-m} \zeta) = -\log(1 - q \zeta) + \log(1 - q^{-1} \zeta). \]
At last, using equations (3.33) and (3.34), we obtain for the coefficients \( D(\zeta_1|\zeta_2) \) entering the crossing relations (2.62) and (2.63) the expression
\[
D(\zeta_1|\zeta_2) = \frac{1 - q^{-2s_{12}}}{1 - \zeta^{s_{12}}} \frac{1 - q^{-2l\zeta_{12}}}{1 - q^{-2l+2s_{12}}},
\]
and for the coefficients \( D(\zeta_1|\zeta_2) \) entering the crossing relations (2.64) and (2.65) the expression
\[
D(\zeta_1|\zeta_2) = \frac{1 - q^{2s_{12}}}{1 - \zeta^{s_{12}}} \frac{1 - q^{2l\zeta_{12}}}{1 - q^{2l+2s_{12}}}.\]

3.3.5. Hamiltonian. It is easy to verify that the permutation operator \( P_{12} \) has the representation
\[
P_{12} = \sum_{i,j=1}^{l+1} E_{ij} \otimes E_{ji}.
\]
Using this representation, we obtain
\[
P_{12}(E_{ij} \otimes E_{km}) = E_{kj} \otimes E_{im},
\]
and come to the equation
\[
\tilde{R}_{V|V}(\zeta) = \sum_{i=1}^{l+1} E_{ii} \otimes E_{ii} + \frac{q(1 - \zeta^{s})}{1 - q^{2s}} \sum_{i,j=1}^{l+1} E_{ji} \otimes E_{ij} + \frac{1 - q^{2}}{1 - q^{2s}} \left( \sum_{i,j=1}^{l+1} \zeta^{s_{ij}} E_{jj} \otimes E_{ii} + \sum_{i,j=1}^{l+1} \zeta^{s_{ij}} E_{jj} \otimes E_{ii} \right).
\]

From the structure of the universal R-matrix \([24,51–55]\), it follows that the dependence of a transfer operator on \( \zeta \) is determined by the dependence on \( \zeta \) of the elements of the form \( \varphi_{\zeta}(a) \), where \( a \) is an element of the Hopf subalgebra of \( \mathcal{U}_q(\mathfrak{sl}_{l+1}) \) generated by the elements \( e_i, i \in [0..l] \), and \( q^x, x \in \bar{\mathbb{N}} \). Taking into account the form (3.7)–(3.9) of Jimbo’s homomorphism, we see that \( \varphi_{\zeta}(a) \) for any such element equals \( \pi(A) \), where \( A \) is a linear combination of monomials each of which is a product of \( E_i, i \in [1..l], F_{1,l+1} \) and \( q^X \) for some \( X \in \mathfrak{t}_{l+1} \). Let \( A \) be such a monomial. We have
\[
q^{H_1} A q^{-H_1} = q^{2n_1-n_2-n} A, \\
q^{H_1} A q^{-H_1} = q^{-n_{i-1}+2n_i-n_{i+1}} A, \quad i \in [2..l-1], \\
q^{H_1} A q^{-H_1} = q^{-n_{i-1}+2n_i-n} A,
\]
where \( n_i, i \in [1..l] \), are the numbers of \( E_i \), and \( n \) the number of \( F_{1,l+1} \) in \( A \). Hence \( \text{tr}(A) \) can be non-zero only if \( n_i = n \) for any \( i \in [1..l] \). Each \( E_i \) enters \( A \) with the factor \( \zeta^{s_i} \), and each \( F_{1,l+1} \) with the factor \( \zeta^{s_0} \). Thus, for a monomial with non-zero trace we have the dependence on \( \zeta \) of the form \( \zeta^{ns} \) for some integer \( n \). Therefore, assuming that the corresponding normalization factor depends only on \( \zeta^{s} \), we see that transfer operator depends on \( \zeta \) only via \( \zeta^{s} \). Thus, without any loss of generality, finding the expression for the Hamiltonian, we can put \( s_{ij} = 0 \).

Choose the group like element entering definition of the transfer operator as
\[
a = q^{\sum_{i=1}^{l} \phi_i h_i}.
\]
Assuming that $\phi_0 = \phi_{i+1} = 0$, we have

$$A_N = \phi(a) = \sum_{i=1}^{l+1} q^i \mathbb{E}_{ii}, \quad \Phi_i = \phi_i - \phi_{i-1}.$$  

Using equation (2.73), we obtain

$$H_N = -\frac{s}{k \eta} \sum_{k=1}^{N-1} \left( -\sum_{i,j=1}^{l+1} E_{ji}^{(k)} E_{ij}^{(k+1)} + q \sum_{i,j=1}^{l+1} E_{ji}^{(k)} E_{ji}^{(k+1)} + q^{-1} \sum_{i,j=1}^{l+1} E_{ji}^{(k)} E_{ji}^{(k+1)} \right)$$

$$-\frac{s}{k \eta} \left( -\sum_{i,j=1}^{l+1} q^i \mathbb{E}_{ji}^{(N)} \mathbb{E}_{ij}^{(1)} + q \sum_{i,j=1}^{l+1} \mathbb{E}_{ji}^{(N)} \mathbb{E}_{ji}^{(1)} + q^{-1} \sum_{i,j=1}^{l+1} \mathbb{E}_{ji}^{(N)} \mathbb{E}_{ji}^{(1)} \right).$$

One can also write

$$H_N = -\frac{s}{k \eta} \sum_{k=1}^{N} \left( -\sum_{i,j=1}^{l+1} E_{ji}^{(k)} E_{ij}^{(k+1)} + q \sum_{i,j=1}^{l+1} E_{ji}^{(k)} E_{ji}^{(k+1)} + q^{-1} \sum_{i,j=1}^{l+1} E_{ji}^{(k)} E_{ji}^{(k+1)} \right),$$

where we assume that the following boundary condition

$$\mathbb{E}_{ij}^{(N+1)} = q^\phi_i - \phi_j \mathbb{E}_{ij}^{(1)}$$

is satisfied.

3.3.6. Case of $U_q(\mathcal{L}(s\mathfrak{g}))$. In this case, in addition to the usual crossing relations, we have also others following from the fact that here the dual representations $\varphi_\xi^*$ and $\varphi_\xi^*$ are related in a simple way to the initial representation $\varphi_\xi$. For example, we have

$$\varphi_\xi^* (a) = \mathcal{O} \varphi_{q^{-2/s} \xi} (a) \mathcal{O}^{-1},$$

where

$$\mathcal{O} = -q^{1-2s_i/s} E_{12} + E_{21}.$$  

It follows from this equation that

$$R_{V_i | V}(\xi_1 | \xi_2) = \rho_{V_i | V}(\xi_1 | \xi_2)^{-1} \rho_{V | V}(q^{-2/s} \xi_1 | \xi_2) (\mathcal{O} \otimes 1) R_{V | V}(q^{-2/s} \xi_1 | \xi_2) (\mathcal{O} \otimes 1)^{-1}.$$  

Using the identity

$$F_2(q \xi) + F_2(q^{-1} \xi) = -\log(1 - \xi),$$

we find

$$\rho_{V_i | V}(\xi_1 | \xi_2)^{-1} \rho_{V | V}(q^{-2/s} \xi_1 | \xi_2) = q^{-1} \frac{1 - \xi_{12}^s}{1 - q^{-2/s} \xi_{12}^s}.$$  

Since

$$R_{V_i | V}(\xi_1 | \xi_2) = (R_{V | V}(\xi_1 | \xi_2)^{-1})^{t_i}$$

we come to the equation

$$(R_{V_i | V}(\xi_1 | \xi_2)^{-1})^{t_i} = q^{-1} \frac{1 - \xi_{12}^s}{1 - q^{-2/s} \xi_{12}^s} (\mathcal{O} \otimes 1) R_{V_i | V}(q^{-2/s} \xi_1 | \xi_2) (\mathcal{O} \otimes 1)^{-1}.$$  

For the representation $\varphi_\xi$ we get

$$\varphi_\xi(a) = (\mathcal{O}^t)^{-1} \varphi_{q^{2/s} \xi} (a) \mathcal{O}^t.$$
and come to the equation
\[
(R_{V|V}(\bar{\zeta}_1|\bar{\zeta}_2)^{-1})^{l_2} = q^{-1} \frac{1 - \bar{\zeta}_2^{2s}}{1 - q^{-2}\bar{\zeta}_2^{2s}} (1 \otimes \mathbb{O}^t)^{-1} R_{V|V}(q^{2s}\bar{\zeta}_1|\bar{\zeta}_2) (1 \otimes \mathbb{O}).
\]

In a similar way, applying representations \( q^m \) and \( \bar{q}^m \) to other factors of \( U_q(\mathfrak{L}(sl_{l+1})) \otimes U_q(\mathfrak{L}(sl_{l+1})) \), we find that
\[
(R_{V|V}(\bar{\zeta}_1|\bar{\zeta}_2)^{(l_1)})^{-1} = q^{-1} \frac{1 - q^{2s}\bar{\zeta}_2^{2s}}{1 - \bar{\zeta}_2^{2s}} (\mathbb{O}^t \otimes 1)^{-1} R_{V|V}(q^{2s}\bar{\zeta}_1|\bar{\zeta}_2) (\mathbb{O}^t \otimes 1),
\]
\[
(R_{V|V}(\bar{\zeta}_1|\bar{\zeta}_2)^{(l_2)})^{-1} = q^{-1} \frac{1 - q^{2s}\bar{\zeta}_2^{2s}}{1 - \bar{\zeta}_2^{2s}} (1 \otimes \mathbb{O}) R_{V|V}(\bar{\zeta}_1|\bar{\zeta}_2)^{-1} (1 \otimes \mathbb{O}).
\]

The Hamiltonian \( H_N \) given by (3.36) is related to the well known Hamiltonian of the XXZ-model
\[
H_{XXZ} = -\sum_{k=1}^{N} \left[ \sigma_+^{(k)} \sigma_-^{(k+1)} + \sigma_-^{(k)} \sigma_+^{(k+1)} + \frac{q + q^{-1}}{4} (\sigma_z^{(k)} \sigma_z^{(k+1)} - 1) \right]
\]
by the equation
\[
H_N = -\frac{s}{\kappa_\eta} H_{XXZ}.
\]
Here we use the standard notations
\[
\sigma_+ = \mathbb{E}_{12}, \quad \sigma_- = \mathbb{E}_{21}, \quad \sigma_z = \mathbb{E}_{11} - \mathbb{E}_{22},
\]
and assume the validity of the boundary conditions
\[
(\sigma_+^{(N+1)})^{(1)} = q^\Phi \sigma_+^{(1)}, \quad (\sigma_-^{(N+1)})^{(1)} = q^{-\Phi} \sigma_-^{(1)}, \quad (\sigma_z^{(N+1)})^{(1)} = \sigma_z^{(1)}
\]
with
\[
\Phi = \Phi_1 - \Phi_2.
\]

4. Graphical description of open chains

4.1. Transfer operator. The transfer operator for an open chain is constructed in the following way. First we choose an auxiliary space \( V \) and two quantum spaces
\[
W^R = W^\otimes m, \quad W^L = W^\otimes n.
\]
With the space \( V \) we associate a spectral parameter \( \zeta \), and with the factors of \( W^R \) and \( W^L \) the spectral parameters \( \eta_1, \ldots, \eta_m \) and \( \eta_{m+1}, \ldots, \eta_{m+n} \). Then we introduce two operators \( K_{V|W}(\zeta|\eta_1, \ldots, \eta_m) \) and \( K_{V|W}(\zeta|\eta_{m+1}, \ldots, \eta_{m+n}) \) acting on the spaces \( V \otimes W^R \) and \( V \otimes W^L \), respectively. The depiction of their matrix elements can be seen in figures 80 and 81. It should be noted that when an incoming line associated with the auxiliary space becomes an outgoing one, the spectral parameter turns to its inverse. The case \( m = 0 \) or \( n = 0 \) is also allowed. Here we have operators \( K_{V|W}^R(\zeta) \) and \( K_{V|W}^L(\zeta) \) acting on the auxiliary space \( V \). Now, the transfer operator is defined by the equation
\[
T_{V|W}(\zeta|\eta_1, \ldots, \eta_m, \eta_{m+1}, \ldots, \eta_{m+n})
= \text{tr}_V \left( K_{V|W}^R(\zeta|\eta_1, \ldots, \eta_m) K_{V|W}^L(\zeta|\eta_{m+1}, \ldots, \eta_{m+n}) \right). \tag{4.1}
\]
Here the expression under the partial trace in the right hand side means an operator acting on \( V \otimes W^R \otimes W^L \). In terms of matrix elements we have
\[
T_{V|W}(\zeta|\eta_1, \ldots, \eta_m, \eta_{m+1}, \ldots, \eta_{m+n})^{i_1 \ldots i_m i_{m+1} \ldots i_{m+n}}_{j_1 \ldots j_m j_{m+1} \ldots j_{m+n}}
\]
4.2. Commutativity of transfer operators. Let us derive sufficient conditions for the commutativity of the transfer operators for the case under consideration.

The picture representing the product of two transfer operators is given in figure 83. We subject it to the following transformations. First, we twist two horizontal lines in the middle of the picture. One sees that these lines go in the opposite directions. Therefore, we use for our purpose the graphical equation given in figure 10. The result is represented in figure 84. Then we twist two upper lines of this figure. Now the lines go in the same
direction, and we use for twisting the graphical equation in figure 6 with the double and single lines interchanged. After two transformations we come to the situation depicted in figure 85.

Proceed now to the opposite product of the same transfer operators represented graphically in figure 86. We again twist two horizontal lines in the middle of the picture and then two bottom lines. The result can be seen in figure 87.

Compare figures 85 and 87. If we cut these figures vertically in the middle, then the types and directions of the lines intersecting the cut will be the same. Therefore, we can
Figure 87

equate the left and right halves of the figures. Graphically it is represented by figures 88 and 89. It is clear that if the equations given in these figures are satisfied, then the product of the transfer operators under consideration does not depend on the order.

The remarkable fact is that if the operators depicted in figures 80 and 81 satisfy the graphical equations presented in figures 88 and 89, then the 'dressed' operators depicted in figures 90 and 91 satisfy these equations as well. Let us demonstrate this first for the case of the operator $K_{V_1\mid W}^R$. Insert the dressed operators $K_{V_1\mid W}^R$ and $K_{V_2\mid W}^R$ into the left hand side of the graphical equation in figure 89. This gives the picture given in figure 92. Now,
using the Yang–Baxter equations depicted in figures 93 and 94, we move the leftmost wavy line to the left and come to the situation which can be seen in figure 95. It should be noted that the Yang–Baxter equations in figures 93 and 94 can be obtained without
assuming the validity of the unitarity relations. Then we use the graphical equation in figure 92 and obtain figure 96. Finally, using the Yang–Baxter equations in figures 97 and 98, we move the leftmost wavy line to the right and come to the situation which can be seen in figure 99. The Yang–Baxter equations in figures 97 and 98 can be again obtained without assuming the validity of the unitarity relations. Comparing figures 92 and 99, we obtain the desired result. The case of the operator $K^L_{V|W}$ can be analysed in the same way.

Thus, it is possible to take as the operators $K^L_{V|W}$ and $K^R_{V|W}$, the operators depicted in figures 100 and 101. One can verify that they can be defined analytically by the equations
The operators $K_L$ and $K_R$ act on the auxiliary space $V$ and satisfy the graphical equations given in figures 102 and 103. It is not difficult to find the analytical expression for these equations, namely,

$$K_L^{V|W}(\zeta|\eta_{m+1},\ldots,\eta_{m+n})$$

$$= M_{V|W}(\zeta^{-1}|\eta_{m+1},\ldots,\eta_{m+n})^{-1} K_L^{V}(\zeta) M_{V|W}(\zeta|\eta_{m+1},\ldots,\eta_{m+n}), \quad (4.2)$$

$$K_R^{V|W}(\zeta|\eta_1,\ldots,\eta_m)$$

$$= ((M_{V|W}(\zeta^{-1}|\eta_1,\ldots,\eta_m))^{-1} K_R^{V}(\zeta) M_{V|W}(\zeta|\eta_1,\ldots,\eta_m))^{\eta_1}. \quad (4.3)$$

There are many papers devoted to solving these equations with respect to the operators $K_L^{V}$ and $K_R^{V}$ for a fixed $R$-operator, see, for example, paper [72] and references therein. The
most complete set of solutions for the case of the quantum loop algebras $U_q(\mathcal{L}(\mathfrak{sl}_{l+1}))$ was obtained in [73].

It is clear now that the graphical image of the transfer operator is the one given by figure 104 whose analytical expression is

$$T_{V|W}(\zeta|\eta_1, \ldots, \eta_N) = \text{tr}_V (K^R_V(\zeta)M_{V|W}(\zeta^{-1}|\eta_1, \ldots, \eta_N)^{-1}K^L_V(\zeta)M_{V|W}(\zeta|\eta_1, \ldots, \eta_N)).$$

It is rather tricky to obtain this expression from the definition (4.1) and equations (4.2) and (4.3), see paper [42]. However, from the graphical point of view it is evident.

4.3. Hamiltonian. As in the case of a periodic chain we assume that the quantum space $W$ coincides with the auxiliary space $V$ and $R_{V|V}(1|1)$ coincides with the permutation operator $P_{12}$. The Hamiltonian $H_N$ for the chain of length $N$ is again constructed from the homogeneous transfer operator

$$T_V(\zeta) = T_{V|V}(\zeta|1, 1, \ldots, 1)$$

with the help of equation

$$H_N = \zeta \frac{d}{d\zeta} \log T_V(\zeta) \bigg|_{\zeta=1} = \frac{dT_V(\zeta)}{d\zeta} \bigg|_{\zeta=1} T_V(1)^{-1}.$$

One can find the graphical image of the operator $T_V(1)$ in figure 105. Here and below

Gray border means the value of an operator at $\zeta = 1$. Thus to have an invertible operator $T_V(1)$, one should assume that the operator $K^L_V(1)$ is invertible. Here one has

$$T_V(1)^{-1} = (K^L_V(1)^{-1})^{(N)} / \text{tr} K^R_V(1).$$

The graphical form of the various possible forms of summands which enters the expression for the derivative $T'_{V}(1)$ are given in figures 106–113, where, as above, a double line means the derivative at $\zeta = 1$. Using these figures we come to the following analytical
expression for the Hamiltonian

\[ H_N = 2 \text{tr} \left( \mathbb{H}^{(1',1)} K^R_V (1) (1') / \text{tr} K^R_V (1) + 2 \sum_{i=1}^{N-2} \mathbb{H}^{(i,i+1)} \right) \]

\[ + \mathbb{H}^{(N-1,N)} + K^L_V (1) (N) \mathbb{H}^{(N-1,N)} (K^R_V (1) (1') (N)) \]

\[ + K^L_V (1) (N) (K^R_V (1') (1')) (N) + \text{tr} K^R_V (1) / \text{tr} K^R_V (1), \]

where \( \mathbb{H}^{(k,l)} \) is defined by equation (2.74).

5. CONCLUSIONS

This paper has been devoted to systematisation and development of the graphical approach to the investigation of the quantum integrable vertex models of statistical physics and the corresponding spin chains. We hope that the usefulness and productivity of this
approach was clearly demonstrated. In fact, we have derived and graphically described much more relations and equations than it was needed for the considered applications. We will use them in our future works. The calculation of correlation functions is obviously one of such promising applications of the graphical approach, as it was already commenced, for example, in papers [74–76] based on qKZ equations.
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APPENDIX. SOME LINEAR ALGEBRA

In this appendix we introduce notation for the operators acting in tensor products of vector spaces and discuss some their properties, see also Appendix A of paper [47].

A.1. Tensor products and symmetric group. We mean by \( n \)-tuple a mapping from the interval \([1 \ldots n] \subset \mathbb{N}\) to a set or a class. It is common for an \( n \)-tuple \( F \) to use the notation

\[
F(i) = F_i, \quad i \in [1 \ldots n],
\]

and write

\[
F = (F_1, \ldots, F_n) = (F_i)_{i \in [1 \ldots n]}.
\]

We define the range of an \( n \)-tuple as the range of the corresponding mapping.

Let \( A = (A_i)_{i \in [1 \ldots n]} \) be an \( n \)-tuple of unital associative algebras. Consider the tensor product

\[
A^\otimes = A_1 \otimes A_2 \otimes \cdots \otimes A_n.
\]

For any element \( \sigma \) of the symmetric group \( S_n \) denote

\[
A_\sigma = (A_\sigma)_{i \in [1 \ldots n]} = (A_{\sigma^{-1}(i)})_{i \in [1 \ldots n]},
\]

so that

\[
(A_\sigma)^\otimes = A_{\sigma^{-1}(1)} \otimes A_{\sigma^{-1}(2)} \otimes \cdots \otimes A_{\sigma^{-1}(n)}.
\]

It is clear that for any two elements \( \sigma, \tau \in S_n \) one has

\[
(A_\sigma)^\tau = A_{\sigma \tau}.
\]

Define also a linear mapping \( \Pi_\sigma : A^\otimes \to (A_\sigma)^\otimes \) acting on a monomial \( a_1 \otimes a_2 \otimes \cdots \otimes a_n \) in accordance with the rule

\[
\Pi_\sigma(a_1 \otimes a_2 \otimes \cdots \otimes a_n) = a_{\sigma^{-1}(1)} \otimes a_{\sigma^{-1}(2)} \otimes \cdots \otimes a_{\sigma^{-1}(n)}.
\]

It is not difficult to demonstrate that for any \( \sigma, \tau \in S_n \) one obtains

\[
\Pi_\sigma \circ \Pi_\tau = \Pi_{\sigma \tau}.
\]

It is evident that \( \Pi_\sigma \) is an isomorphic mapping from the algebra \( A^\otimes \) to the algebra \( (A_\sigma)^\otimes \).
Now, let $B$ be one more unital associative algebra, and $b \in B$. If for some $i \in [1..n]$ we have $B = A_i$, then we denote by $b^{(i)}$ the element of $A^\otimes$ defined as

$$b^{(i)} = 1 \otimes \cdots \otimes 1 \otimes b \otimes 1 \otimes \cdots \otimes 1.$$ 

One can easily get convinced that

$$\Pi_{\sigma}(b^{(i)}) = b^{(\sigma(i))}$$

for any $\sigma \in S_n$.

More generally, given $0 < k \leq n$, let $B = (B_i)_{i\in[1..k]}$ be a $k$-tuple of unital associative algebras. Further, let $i = (i_1, i_2, \ldots, i_k)$ be a $k$-tuple of distinct positive integers from the interval $[1..n]$. If $B_i = A_i$ for all $i \in [1..k]$ and $b = b_1 \otimes b_2 \otimes \cdots \otimes b_k$ is an element of the algebra $B^\otimes = B_1 \otimes B_2 \otimes \cdots \otimes B_k$, we denote by $b^i$ the element of the algebra $A$ defined as

$$b^i = b^{(i_1, i_2, \ldots, i_k)} = b_1^{(i_1)} b_2^{(i_2)} \cdots b_k^{(i_k)}.$$ 

We extend this rule to all elements of $B$ by linearity. Further, given $\sigma \in S_n$, we denote

$$\sigma^i = (\sigma(i_1), \sigma(i_2), \ldots, \sigma(i_k)),$$

so that

$$\sigma^\tau i = \sigma(\tau i)$$

for any $\sigma, \tau \in S_n$. Here one has

$$\Pi_{\sigma}(b^i) = b^{\sigma^i},$$

or, more explicitly,

$$\Pi_{\sigma}(b^{(i_1, i_2, \ldots, i_k)}) = b^{(\sigma(i_1), \sigma(i_2), \ldots, \sigma(i_k))}.$$ 

Usually, if it does not lead to a misunderstanding, one simplifies the notation $b^{(i_1, i_2, \ldots, i_k)}$ to $b^{i_1 i_2 \cdots i_k}$ or even to $b^{i_1 i_2 i_3 \cdots i_k}$.

Now, let $W = (W_i)_{i\in[1..n]}$ be an $n$-tuple of vector spaces, and

$$A = (A_i)_{i\in[1..n]} = (\text{End}(W_i))_{i\in[1..n]}$$

an $n$-tuple of unital associative algebras. Similarly as above, we denote

$$W^\otimes = W_1 \otimes W_2 \otimes \cdots \otimes W_n,$$ 

and

$$A^\otimes = \text{End}(W_1) \otimes \text{End}(W_2) \otimes \cdots \otimes \text{End}(W_n) \cong \text{End}(W^\otimes).$$

Given $\sigma \in S_n$, define

$$(W^\otimes)_\sigma = W_{\sigma^{-1}(1)} \otimes W_{\sigma^{-1}(2)} \otimes \cdots \otimes W_{\sigma^{-1}(n)},$$

so that for any two elements $\sigma, \tau \in S_n$ one has

$$(W_\sigma)_\tau = W_{\sigma^\tau}.$$ 

Now, define a linear mapping $P_\sigma : W^\otimes \to (W^\otimes)_\sigma$ by the equation

$$P_\sigma(w_1 \otimes w_2 \otimes \cdots \otimes w_n) = w_{\sigma^{-1}(1)} \otimes w_{\sigma^{-1}(2)} \otimes \cdots \otimes w_{\sigma^{-1}(n)}.$$ 

Here for any $\sigma, \tau \in S_n$ one has

$$P_\sigma \circ P_\tau = P_{\sigma \tau}.$$ 

Let $M \in \text{End}(V)$, and $V = W_i$ for some $i \in [1..n]$. It means that $\text{End}(V) = \text{End}(W_i)$ and one can define $M^i \in \text{End}(W)$. One can show that

$$P_\sigma \circ M^i = M^{\sigma(i)} \circ P_\sigma.$$
for any $\sigma \in S_n$. It follows from this equation that

$$\Pi_\sigma(M^i) = P_\sigma \circ M^i \circ (P_\sigma)^{-1}.$$ 

More generally, given $k \leq n$, let $W = (W_i)_{i \in [1..k]}$ be a $k$-tuple of vector spaces, and $i = (i_1, i_2, \ldots, i_k)$ a $k$-tuple of distinct positive integers from the interval $[1..n]$. If $M \in \text{End}(W^{\otimes})$, and $W_i = V_{i_l}$ for all $l \in [1..k]$, one can define $M^i \in \text{End}(V^{\otimes})$. Here for any $\sigma \in S_n$ one has

$$P_\sigma \circ M^i = M^\sigma \circ P_\sigma$$

and

$$\Pi_\sigma(M^i) = P_\sigma \circ M^i \circ P_\sigma^{-1},$$

or, more explicitly,

$$P_\sigma \circ M^{i_1i_2\ldots i_k} = M^{\sigma(i_1)\sigma(i_2)\ldots\sigma(i_k)} \circ P_\sigma$$

and

$$\Pi_\sigma(M^{i_1i_2\ldots i_k}) = P_\sigma \circ M^{i_1i_2\ldots i_k} \circ (P_\sigma)^{-1}.$$ 

If $\sigma \in S_n$ is a transposition $(ij)$ one writes $\Pi_{ij}$ and $P_{ij}$ instead of $\Pi_\sigma$ and $P_\sigma$ respectively. Furthermore, if $n = 2$ one denotes $\Pi = \Pi_{12}$ and $P = P_{12}$.

If vector spaces $V$ and $U$ belong to the range of $W$ and there is only one $i$ and one $j$ such that $V = W_i$ and $U = W_j$, we also write $P_{V|U}$ instead of $P_{ij}$.

### A.2. Partial transpose

Let again $W^{\otimes}$ be defined as in (A.1). For any monomial

$$M = M_1 \otimes M_2 \otimes \cdots \otimes M_n,$$  

(A.2)

where $M_i \in \text{End}(W_i)$, $i \in [1..n]$, we define the partial transpose $M^{t_i}$ of $M$ with respect to $W_i$ by the equation

$$M^{t_i} = M_1 \otimes \cdots \otimes M_{i-1} \otimes (M_i)^t \otimes M_{i+1} \otimes \cdots \otimes M_n,$$

and extend this definition to all $M \in \text{End}(W^{\otimes})$ by linearity. By definition, for any $M \in \text{End}(W^{\otimes})$ the partial transpose $M^{t_i}$ is an element of the space$^6$

$$\text{End}(W_1) \otimes \cdots \otimes \text{End}(W_{i-1}) \otimes \text{End}((W_i)^* \otimes \text{End}(W_{i+1}) \otimes \cdots \otimes \text{End}(W_n))$$

$$\cong \text{End}(W_1) \otimes \cdots \otimes \text{End}(W_{i-1}) \otimes \text{End}(W_i)^* \otimes \text{End}(W_{i+1}) \otimes \cdots \otimes \text{End}(W_n).$$

If a vector space $V$ belongs to the range of $W$ and there is only one $i$ such that $V = W_i$ we also write $W^{t_i}$ instead of $W^{t_i}$.

It is evident that

$$(M^{t_i})^{t_i} = M$$

and

$$(M^{t_i})^{t_m} = (M^{t_m})^{t_i}$$

for any distinct $l$ and $m$. The relation of the partial transposes to the usual transpose is described by the equation

$$(\ldots (M^{t_1})^{t_2} \ldots)^{t_n} = M^t.$$ 

Given $0 < k_1, k_2 \leq n$, let

$$V_1 = ((V_1)_1, (V_1)_2, \ldots, (V_1)_{k_1})$$

and

$$V_2 = ((V_2)_1, (V_2)_2, \ldots, (V_2)_{k_2})$$

be a $k_1$-tuple and a $k_2$-tuple of vector spaces, $i_1 = ((i_1)_1, (i_1)_2, \ldots, (i_1)_{k_1})$ and $i_2 = ((i_2)_1, (i_2)_2, \ldots, (i_2)_{k_2})$ be a $k_1$-tuple and a $k_2$-tuple of distinct positive integers from the

$^6$We assume that the vector spaces under consideration are $U_q(\mathfrak{g})$-modules in the category $\mathcal{O}$ and denote by $V^*$ the restricted dual of $V$, see section 2.2.4.
interval $[1 \ldots n]$. Let $M_1 \in \text{End}((V_1)^\otimes)$ and $M_2 \in \text{End}((V_2)^\otimes)$. Assume that $V_{1l} = W_{(i_1)l}$ for all $l \in [1 \ldots k_1]$ and $V_{2l} = W_{(i_2)l}$ for all $l \in [1 \ldots k_2]$, and define the corresponding operators $(M_1)^{i_1} \in \text{End}(W^\otimes)$ and $(M_2)^{i_2} \in \text{End}(W^\otimes)$.

Now, if range $i_1 \cap \text{range } i_2 = \{l\}$ we have

$$((M_1)^{i_1}(M_2)^{i_2})^l = ((M_2)^{i_2})^l((M_1)^{i_1})^l.$$  \hspace{1cm} (A.3)

Furthermore,

$$((M_1)^{i_1}(M_2)^{i_2})^l = (M_1)^{i_1}((M_2)^{i_2})^l$$ \hspace{1cm} (A.4)

if $l$ does not belong to the range of $i_1$, and

$$((M_1)^{i_1}(M_2)^{i_2})^l = ((M_1)^{i_1})(M_2)^{i_2}$$ \hspace{1cm} (A.5)

if $l$ does not belong to the range of $i_2$.

A.3. Partial trace. Let again $W = (W_i)_{i \in [1 \ldots n]}$ be an $n$-tuple of vector spaces. Given $l \in [1 \ldots n]$, denote by $V$ the $(n-1)$-tuple defined as

$$V_i = W_i, \quad i \in [1 \ldots l - 1], \quad V_i = W_{l+1}, \quad i \in [l \ldots n - 1].$$

We define the partial trace $\text{tr}_l$ with respect to $W_l$ as the mapping from $\text{End}(W^\otimes)$ to $\text{End}(V^\otimes)$ in the following evident way. Let $M$ be a monomial of the form (A.2). We define

$$\text{tr}_l M = \text{tr} M_l (M_1 \otimes \cdots \otimes M_{l-1} \otimes M_{l+1} \otimes \cdots \otimes M_n),$$

and extend this definition to the case of an arbitrary $M \in \text{End}(V^\otimes)$ by linearity. If a vector space $V$ belongs to the range of $W$ and there is only one $i$ such that $V = W_i$ we also write $\text{tr}_V W$ instead of $\text{tr}_l W$.

Let $N$ be an element of $V$ and $V = W_i$, then for any $M \in \text{End}(W)$ one has

$$\text{tr}_i(MN^i) = \text{tr}(N^iM).$$

One can demonstrate that\footnote{We draw the reader’s attention to the partial shift in the numbering of the factors of the tensor product after taking the trace.} $\text{tr}_l \text{tr}_k = \text{tr}_k \text{tr}_{l+1}$ for $l \geq k$, and $\text{tr}_l \text{tr}_k = \text{tr}_{k-1} \text{tr}_l$ for $l < k$.

Let $V_1, V_2$ be two vector spaces, and $M_1 \in \text{End}(V_1 \otimes W^\otimes), M_2 \in \text{End}(V_2 \otimes W^\otimes)$. Define two $(n+1)$-tuples of vector spaces, $W_1$ defined by the rules

$$(W_1)_1 = V_1, \quad (W_1)_i = W_{i-1}, \quad i \in [2 \ldots n + 1],$$

and $W_2$ defined by the rules

$$(W_2)_1 = V_2, \quad (W_2)_i = W_{i-1}, \quad i \in [2 \ldots n + 1].$$

It is clear that $M_1 \in \text{End}((W_1)^\otimes)$ and $M_2 \in \text{End}((W_2)^\otimes)$.

Further, let $\tilde{W}$ be an $(n+2)$-tuple of vector spaces given by the equations

$$\tilde{W}_1 = V_1, \quad \tilde{W}_2 = V_2, \quad \tilde{W}_i = W_{i+2}, \quad i \in [3 \ldots n + 1].$$

Consider two elements of $\text{End}(\tilde{W}^\otimes)$ defined as

$$\tilde{M}_1 = M_1^{1,3,\ldots,n+2}, \quad \tilde{M}_2 = M_2^{2,3,\ldots,n+2}.$$

One can see that

$$\text{tr}_1 \text{tr}_2(\tilde{M}_1 \tilde{M}_2) = (\text{tr}_1 M_1)(\text{tr}_1 M_2).$$
Finally, we give some examples of interplay between partial traces and partial transposes. First of all, one has
\[ \text{tr}_i (M^i N^i) = \text{tr}_i (MN) \]
for any \( M, N \in \text{End}(W \otimes) \). Further,
\[ \text{tr}_i M^i = (\text{tr}_i M)^{i-1} \]
for all \( M \in W \otimes \) and \( i < j \), and
\[ \text{tr}_i M^i = (\text{tr}_i M)^{i} \]
for all \( M \in W \otimes \) and \( i > j \).
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