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Abstract

This article details a complete procedure to derive a data-driven small-signal-based model useful to perform converter-based power system related studies. To compute the model, Decision Tree (DT) regression, both using single DT and ensemble DT, and Spline regression have been employed and their performances have been compared, in terms of accuracy, training and computing time. The methodology includes a comprehensive step-by-step procedure to develop the model: data generation by conventional simulation and mathematical models, databases (DBs) arrangement, regression training and testing, realizing prediction for new instances. The methodology has been developed using an essential network and then tested on a more complex system, to show the validity and usefulness of the suggested approach. Both power systems test cases have the essential characteristics of converter-based power systems, simulating high penetration of converter interfaced generation and the presence of HVDC links. Moreover, it is proposed how to represent in a visual manner the results of the small-signal stability analysis for a wide range of system operating conditions, exploiting DT regressions. Finally, the possible applications of the model are discussed, highlighting the potential of the developed model in further power system small-signal related studies.
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1. Introduction

The use of data-driven techniques is proliferating in the field of power system analysis [1] thanks to the large amount of data that is being captured by network operators [2,3,4]. An intelligent and efficient use of this data by means of advanced data-based techniques can provide relevant information to improve the network planning, operation and control [2]. However, the access to real data might not always be possible, due to Intellectual Property (IP) restrictions [4] or lack of measurements [5], and provides knowledge of a limited set of scenarios, i.e. power system operating conditions. Therefore, the use of high-fidelity simulations and mathematical models for the construction of data-driven models can be extremely useful for system studies. This is specially important if extreme scenarios, which can endanger the system stability, are to be considered. In these cases, data-driven models based on simulation can be the only choice as there is no available data.

Assuming that the simulation and mathematical models are correct and have been validated, they allow generating representative system response data for several different scenarios. This is independent from whether the scenarios are likely to occur or have been experienced in real operation. Engineers have complete freedom to select the variables that are measured and used for system response estimation. Once the data set has been generated in an adequate manner, data-driven techniques can be used to extract additional information from the simulation and mathematical models, that conventional engineering-based techniques might not be able to provide.

This article focuses on one of the possibilities for data-driven power system analysis: small-signal studies using data-based models and its possible applications. In particular, converter-based power system are considered (see Fig. [1]). The ongoing progressive conventional synchronous generation (SG) displacement by converter interfaced generation still requires small-signal analysis in order to evaluate system stability and the arised interactions [6]. The high penetration of power electronic...
converters, due for example to the installation of large scale photovoltaic and wind power plants, affects system small-signal stability both in positive and negative manner, depending on several factors as the amount of SG power replaced, the network topology and the point of connection of the plants, among others [6, 7, 8, 9]. Both well known rotor angle stability and new stability phenomena, driven by converter controls interactions with other network equipment, need to be investigated through small-signal studies in order to ensure secure systems operation [6].
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**Figure 1:** Example of converter-based power system.

In literature, several studies concerning Machine Learning based small-signal stability assessment are provided. Most of them propose models for the damping ratio and the damped angular frequency prediction, as function of power injected by generators, power demand, lines’ power flows, currents and buses voltages. Neural Networks (NN) and Deep Learning have been widely implemented [10, 11, 12, 13]. In [12], the analysis focuses on a power system characterized by high renewable generation penetration. In addition to the mentioned input features, solar and wind historical data are included, deploying the ability of a data-driven strategy to integrate information coming from different fields. In [13], a Convolution Neural Network is employed for the small-signal analysis of a large power system. It is proposed to use the obtained predictive model in an iterative manner, in order to compute preventive control actions. In [11] and [14], the authors propose to use, respectively, NN and DT based algorithms for the estimation of the regions of the complex plane where the critical eigenvalues are located. DT was introduced in the field of power system analysis in [15] and [16] for the assessment of system transient stability. It has been widely implemented in small-signal analysis as well. In [17] two DT Regression based algorithms are implemented in order to estimate the voltage and oscillatory stability margins, respectively. The first is expressed as the distance between the maximum allowed power transfer and the actual power demand; the second is the damping ratio of the critical oscillation modes. In this study, data used for training are generated by PSS/E system simulations but the features selected can be easily accessible from real power system Phasor Measurement Units (PMUs). Thus, the DTs intrinsic ability to assess and show feature importance is deployed in order to suggest the optimal PMUs locations. In [18] and [19] the integration of data-driven stability assessment algorithms into Security Constraint Optimal Power Flow (SC-OPF) is proposed. In [19], DTs are trained to classify the system small-signal stability, using the damping ratio as metrics, for different fault contingencies and system operating points. Then, the decision rules estimated by the DTs, which express the power transfer limits that ensure small-signal stability, are added to the SC-OPF formulation. In [19] NN are used to encode the stability region in the SC-OPF, performing a stability classification based on the minimum system damping ratio.

In this article a detailed methodology to develop a data-driven model to perform small-signal stability-related studies is described. While in [10, 12, 13, 17, 19] the use of data-driven techniques is limited to assess the small-signal stability, implementing a stable/unstable status classification or performing the regression of the critical modes damping ratios, in the present study a methodology for a complete small-signal analysis is provided. The objective of the algorithms developed is to predict the complete eigenvalue map and the Participation Factors (PFs), providing information about which network components have a dominant impact on the stability of the system. To the best of the author’s knowledge, such methodology has not been covered in the literature. Moreover, regression techniques have been exploited in order to deepen the knowledge of the studied systems. Conventional tools need a detailed system dynamics model and are able to provide information only about a particular operating condition per simulation. In contrast, regression-based models are trained in order to map the system response for a wide set of operating conditions. Therefore, in this work it is proposed and described a possible way for organizing and visualizing the information drawn by the regression models, which allows improving the knowledge of the system behaviour.

The procedure to obtain the data driven model is detailed in the following sections, including: the requirements to develop a simulation model, the preparation and organization of the simulation model and corre-
sponding mathematical equations to create the data-set, the data-driven model training phase and the final testing phase, to validate the results. This methodology is developed based on an essential test case and then tested on a slightly larger and more complex system in order to exemplify its application, but it could be expandable and applicable to larger models. The article also includes a discussion on the potential uses of the developed data-driven model.

The remaining parts of this paper are organized as follows. Section 2 describes the proposed methodology. Section 3 provides a description of the regression techniques implemented. Section 4 illustrates the application of the proposed methodology to an essential power system test case. The performances obtained by the employed regression techniques are compared. Finally, a larger power system test case is studied. In Section 5 the conclusions are drawn and some potential applications are identified.

2. Methodology

2.1. Problem Definition

In general, power system dynamic response can be studied through time domain simulations. To do so, an accurate system modeling is required, typically based on non-linear differential and algebraic equations (DAE). Such equations are able to model the behavior of the network and the equipment installed in the system, including generators and converters, with their associated controllers, transformers, lines, cables and dynamic loads, among other devices [20]. The resulting set of equations can be expressed in compact form as:

\[ \dot{x} = f(x, u) \]  
\[ y = g(x, u) \]  
(1)  
(2)

where equation (1) represents the set of differential equations and equation (2) the set of algebraic equations. Vectors \( x, u, y \) contain the state variables, the inputs and the outputs of the system. Conventional small-signal stability analysis involves the linearization of the system of DAEs (1)-(2), around an equilibrium point obtained via time-domain or power flow simulation. Through a first order Taylor’s series expansion, the following generic linearized system, describing the temporal evolution of the inputs/perturbations, is obtained:

\[ \Delta x = A\Delta x + B\Delta u \]  
\[ \Delta y = C\Delta x + D\Delta u \]  
(3)  
(4)

Based on the previous model, the characteristic equation of matrix \( A \in \mathbb{R}^{N \times N} \), with \( N \) equal to the number of state variables, is obtained:

\[ \det(M - A) = 0 \]  
(5)

The roots of (5), \( \lambda \) in \( \mathbb{C}^M \), namely the eigenvalues of \( A \), identify \( M (= N) \) system’s modes that are used to assess the stability of the system. The fact that the number of state variables is equal to the number of solutions of the characteristics equation \( (N = M) \) suggest the use of a common indexing. However, in the following, a distinct notation is maintained in order to indicate more explicitly the addressed variable. The eigenvalues can actually be both complex and real (here considered as complex values with null imaginary parts), indicating an oscillatory and a non-oscillatory response, respectively. Following Lyapunov’s first method for small-signal stability assessment, the system results asymptotically stable if all the eigenvalues have negative real parts [20].

A deeper eigenvalues analysis, based on the computation of the PFs [21], is used to extract information about the eigenvalues sensitivity. This analysis is based on the computation of the (square) participating matrix \( P \in \mathbb{R}^{N \times M} \). Each element of \( P \), namely the PF \( p_{nm} \) is computed as:

\[ p_{nm} = \Phi_{mn} \Psi_{mn} \]  
(6)

where \( \Phi_{mn} \) is the \( n \)-th entry of the right eigenvector \( \Phi_m \) and \( \Psi_{mn} \) is the \( n \)-th entry of the left eigenvector \( \Psi_m \), where \( n = 1, ..., N \) and \( m = 1, ..., M \).

\[ A \Phi_m = \lambda_m \Phi_m \]  
\[ \Psi_m A = \lambda_m \Psi_m \]  
(7)  
(8)

Each \( p_{nm} \) measures the net participation of the \( n \)-th state variable on the \( m \)-th mode. Thus, from the analysis of \( P \) it is possible to estimate which state variables have a dominant impact on each mode and if interactions between different state variables occur.

The above described methodology for small-signal stability studies is widely used during power systems planning, design and operation phases. They are employed for checking the small-signal local and global stability for different power system operating points and load conditions and to verify that SGs and converters controllers are properly tuned, in order to avoid low damped oscillations [20].

For large power systems, both the execution of time-domain simulations and the state-space linearization can be challenging tasks. Time-domain simulations are high-consuming in terms of both computation and time. Moreover, the detailed dynamics model required for the
eigenvalue analysis can involve up to several thousands of state variables [20], which complicates the information extraction from the model.

Fast and low complexity models can be obtained by the use of data-driven and data-mining techniques, as proposed in the following sections. In addiction, such data-based models can further unlock additional uses and applications, such as: additional information extraction, inter-variable relation, IP-protected model development, stability indicators calculation, data-driven optimization including stability constraints, among others. Further discussions about these applications can be found in Section 5.

2.2. Proposed Data-Driven Methodology

The study presented in this paper proposes a methodology for power system small-signal stability analyses, using regression techniques, as complementary to time-domain simulations and eigenvalue analysis (see Fig. 2). The procedure defined by the proposed methodology involves the following steps to obtain a data-driven system model:

- **Power system modeling**: build the power system model in the selected simulation package environment (e.g. PSS/E, DigSilent, PSCAD, EMTP-RV, Matlab Simulink, etc.).

- **Data generation**: for several values of the parameters of interest and for different system configurations, obtain operation points from time-domain simulations (or power flows calculations) and compute eigenvalues and PFs from the state-space model.

- **Regression technique selection**: choose the regression technique to implement. The choice is driven by several factors: the linear or non-linear nature of data to be fitted, the desired level of accuracy, robustness, scalability, interpretability and complexity of the algorithm.

- **DBs arrangement**: organize the obtained results in training DBs with a pairwise input-output structure. It has to be suitable and consistent with the regression strategy to be implemented.

- **Training**: make the regression model able to approximate the selected outputs, as function of the inputs. Tune the parameters of the model in order to achieve good performances, avoiding overfitting [22].

- **Testing**: deploy the obtained regression models for predicting the output values related to new input instances, not belonging to the training DB. The performance of the model is evaluated in terms of accuracy and computing time, comparing the prediction with the corresponding results obtained by the conventional methodology.

Figure 2: Flow-chart of the proposed methodology.

The Power system modeling and Data generation steps correspond to the implementation of the conventional methodology described in Section 2.1. The suggested data-driven methodology is based on the fact that small-signal studies are typically carried out following approaches analogous to the one described in the prior section. It also considers that power system models, as well as simulation models and results, are already available for engineers who work in power system stability assessment.

The Training and Testing phases are the core of the data-driven part of the procedure. It is worth to consider two aspects that makes the use of regression model advantageous: The time decoupling between the model preparation and model deployment phase and the additional freedom in setting up the model. In fact, the steps carried out to build the data-driven model, i.e. the simulations execution and the regression training,
which represents the most computationally expensive tasks, are conducted in a phase that can be considered as a preparatory step, off-line with respect to the phase in which the model is used. The trained model, which contains information about the system response to different operating conditions, is then asked to predict the system status for unknown instances during testing. In this phase, the low-demanding computing properties of regression-based model are exploited.

Concerning the modeling setup, regression-based model differs from conventional methodology on the number of independent variable needed for realizing an accurate modeling. A small-signal analysis involves the formulation of several equations and considers an extensive number of variables in order to properly capture the dynamics of the system equipment. On the contrary, regression-based approach uses a limited number of selected independent inputs variables, interchangeably referred to as features. The advantage does not stay only in the reduction of the number inputs, but also in introducing the possibility of selecting them in an user’s need oriented manner. The features selection is extended also to those variables which are not linked to the outputs by clear mathematical equations. In fact, features can be also chosen on the basis of their availability and accessibility, as measured quantities, or because of particular interest to the user. Obviously, the degree of freedom for the selection is limited by the accuracy achieved by the predictive model, which can be considered as a trade-off objective and as an indicator of the correlation quality between the selected inputs and the outputs.

### 3. Regression Techniques

Regression problems can be solved employing a wide variety of techniques. A first important selection is the nature of the model to be used: linear or non-linear. The selection of the regression technique to implement is heavily influenced by the objective to be achieved. For this reason, the accuracy and robustness of the model are not the only characteristics to be considered. Depending on the study objective and the application field, features such as: computing time, scalability and interpretability might become especially relevant. Also, as discussed in [23], data-mining models are affected by a trade-off between accuracy and transparency. The need of transparent, interpretable and explainable machine learning algorithms is emerging since they allow the user verifying and interpreting how the algorithm works [24].

In this work the small-signal analysis, i.e. the evaluation of the modes and of the PFs of a power system subjected to a small perturbation, is dealt as a non-linear regression problem. In the choice of the regression technique, characteristics as transparency and interpretability have been preferred, both concerning the model development, the formulation of the models and the presentation of the results. Therefore, the techniques implemented are DT and Spline-based regressions.

DT-based regressions are simple to develop, easily interpretable and allow to implement a multi-output strategy. Spline-based regressions are based on non-linear interpolations and approximations through piece-wise polynomial functions. They allow to manage non-linear problems with models that include low complex functions (i.e. with low polynomial degree). In the following subsections a description of their basic principles is provided, as well as concepts and definitions useful to understand how these techniques have been implemented in the test case, as described in Section 4.4.

#### 3.1. DT Regression

DT Regression is a decision algorithm with a tree-like structure able to predict the value of a continuous numerical target through a series of recursive DB splits [23]. In this study, DT regressions have been developed using the Python library Scikit-Learn [25], which implements a version of the Classification And Regression Trees (CART) algorithm [26].

![Figure 3: Example of the structure of a simplified trained DT regression](image)

The left side of Fig. 3 shows an essential scheme of the structure of a DT. The first node of the tree-like structure is called root: it contains all the samples of the DB and generates the first couple of child nodes. Weather the child nodes undergo further splits, they are called internal nodes or leaves. Thus, the leaves are the terminal nodes which provide the regression outcomes \( R_1, R_2 \) and \( R_3 \), in Fig. 3. The outcome can be a single value or a set of values, weather a single-output (SO) or a multi-outputs (MO) approach is used.

At each node split, the samples contained in the node are divided into two subsets. They are associated to
the proper child node depending on the adopted splitting rule. The splitting rules are expressed as operational thresholds, applied to the features of the problem, as \( x_1 < t \) in Fig. 1a, where \( x_1 \) is a feature and \( t \) is a numerical threshold value. The choice of the feature involved by the splitting rule and the computation of the threshold value depend on the selected splitting criterion and on how it is applied. The splitting criterion is based on the minimization of the weighted average of the impurity of the child nodes' samples. Usually, in regression problems, the impurity is measured as the Mean Squared Error (MSE) or as the Mean Absolute Error (MAE). Besides, the splitting criterion can be applied in order to realize the best split or the best random split. In case the best split is desired, among all the candidate splits \( \theta = (x, t) \), the splitting rule is determined by \( \theta \) which returns the minimum impurity. Otherwise, the best random split randomly selects the feature to which apply the operational threshold and estimates the value of \( t \) in order to minimize the impurity.

Moreover, it is possible to use a single tree or an ensemble model. There are several strategies for the implementation of ensemble DT regression. In this study the bagging strategy has been adopted \([22, 27]\), which consists of training, for the same regression problems, several different DTs. Then, the result of the regression is computed as the average of the outcomes of all the trained DTs. This strategy is able to improve the accuracy reducing the variance of the model \([22]\).

Concerning the scalability, a fully-grown CART algorithm has a computational complexity tending to \( O(N_f N_s \log N_s) \), where \( N_f \) is the number of features and \( N_s \) the number of samples of the training DB \([28]\). Usually, the model complexity is limited in order to reduce the training runtime as well as to avoid overfitting and to improve the estimator generalization ability. The hyperparameters tuning process, through a grid-search cross validation strategy, and the minimal cost-complexity pruning are applied with this aim, as described in \([22]\). Once the DT structure is built, i.e. the DT regression is trained, it is possible to compute the regression output for features not belonging to the training DB. Depending on the values of the features, a unique path, from the root to one of the leaves, is individuated. The regression output is calculated as the average value of the samples contained in the leaf at the end of the path.

In addiction to the prediction of outcomes for unknown instances, DT regression models provide further information useful to deepen the carried out analysis. An example can be explained considering Fig. 3. The tree-like structure on the left and the feature space partition on the right refer to the same regression problem but point out different aspects. The tree structure highlights which splits have been computed and return information about feature importance. The feature importance is related to the predictive ability of the feature and, since the features of the upper levels of the tree are involved in the splits of the larger fractions of samples, they result in higher importance. It is worth to consider that this kind of feature importance estimation depends on the training DB structure and tends to favor that features that have higher cardinality, i.e. the ones that are present with a larger number of unique values. However, with the proper, balanced DB composition it can extract useful information, as in \([17]\). The feature space partition is suitable for mapping the value of the output variable, pointing out which range and combination of features values bring to a desirable or undesirable output value.

### 3.2. Spline Regression

Splines are used to interpolate or approximate a non-linear function through piece-wise polynomial curves. In this work spline regressions have been implemented using the Matlab Spline Toolbox \([29]\). For a detailed mathematical background refer to \([30] \) and \([31]\).

For the spline construction it is common to use the B-form, which fits the curves as a weighted sum of basis splines (B-splines), over the interpolation interval. An univariate spline in the B-form is expressed as

\[
    f(x) = \sum_{j=1}^{J} B_{jk}(x) a_j
\]

where \( J \) is the number of adjacent segments which compose the interpolation interval, \( B_{jk} \) is the \( j \)-th B-spline of order \( k \) and \( a_j \) is the coefficient to be fitted in order to realize the linear combination of \( J \) B-splines that interpolate or approximate the known data points. B-splines of 2nd and 3rd order are shown in Fig. 4 as an example. Each \( B_{jk} \) is defined over a knot sequence \( t := (t_0)^{l+1} \), it is non-negative within the interval \( [t_1, \ldots, t_{J+k}] \) and equal to zero outside it. A knot sequence is an increasing sequence of points, obtained augmenting the break points sequence \( \xi := (\xi_0)^{l+1} \), made by the points that define the segments of the interpolation interval. In particular, the boundary break points are included \( k \) times in the knots sequence, while the internal break points can be repeated, modifying the continuity and the smoothness of the fitted curve in that point. For instance, the B-splines of Fig. 4 have knot sequences (shown by the upper x-axes) with internal knots multiplicity equal to one (simple knots): this makes \( B_{3,2}(x) \) continuous and
\( B_{j,k}(x) \) continuous, with a continuous first order derivative at the break points \( \xi \).

### Figure 4: Example of 2nd order and 3rd order B-splines.

Univariate splines can be built both with interpolation and approximation approaches, fitting a curve that passes through the known points or that minimizes the least square difference with the known points, respectively. In case of univariate spline approximations, it is possible to estimate the optimal knots position, with the use of the `newknt` function provided by the Matlab Spline Toolbox \[29\]. Hence, at the beginning an univariate spline approximation is computed using a sequence of uniformly distributed knots. Then, the knots sequence is recalculated in order to optimize the approximation.

Computing the tensor product of univariate splines, multivariate splines can be obtained. Bivariate splines are expressed as

\[
 f(x, y) = \sum_{j=1}^{J} \sum_{v=1}^{V} B_{j,k}(x)B_{v,l}(y)a_{j,v} \tag{10}
\]

where \( k \) and \( l \) are the orders of the spline along the \( x \) and \( y \) directions, respectively.

In order to obtain the formulation in (10), the two-step procedure illustrated in \[30\], aimed to fit the coefficient \( a_{j,v} \), can be carried out. Let consider \( z \in \mathbb{R}^{N_x \times N_y} \) known points. The objective is to fit the \( f = (x, y) \) function that approximates the \( z \) points. The first step is aimed to the estimation of one spline (of order \( k \)) for each of the \( N_y \) data sets as function of \( x \). The group of univariate splines as function of \( x \) has the same formulation in (9). The second step consists in the approximation of the values \( a_{j,v} \) through a set of univariate splines as well. This time the approximation is conducted as function of \( y \) and results in a set of univariate splines of order \( l \):

\[
 a_{j,v} = \sum_{y=1}^{V} a_{j,v}B_{v,l}(y) \tag{11}
\]

This procedure can be applied also inverting the directions along which the splines are calculated in the two steps and leads, in both cases, to the formulation in (10).

### 4. Test Case

In this section the application of the proposed data-driven small-signal model is presented for two power system examples. The procedure delineated in Section 2.2 is first applied to a 3-bus power system, which main characteristics are provided in Section 4.1 but for a more detailed description refer to \[32\]. Sections from 4.2 to 4.5 illustrate the proposed methodology’s steps, dealing with the application of both the regression technique described in Section 3. Their performances are compared and the one that achieves the best results has been applied to a still essential 9-bus power system, with an higher complexity due to the presence of two SGs and eight loads (see Section 4.6).

#### 4.1. Power System Description

The Power System object of the small-signal stability analysis has been previously modeled and studied in \[32\]. The system represents a simplified and aggregated model of an AC grid with high penetration of Voltage Source Converters (VSCs). As shown in the scheme of Fig. 5, a single converter is used to model the VSC-based elements (possibly aggregating HVDC links, wind and photovoltaic power plants), the thermal-based generation is represented by an equivalent SG and the aggregated power demand is represented by a load.

![Figure 5: Scheme of the simplified model with aggregated thermal-based generation (SG), aggregated VSC-based components (VSC) and aggregated power demand (Load) \[29\].](image_url)
governor, including a frequency droop control; the VSC model is composed of a PLL control, an inner current control loop, a power control, a voltage control and a frequency droop control. All the details about the system modeling are provided in [32].

In [32], a small-signal stability analysis of the system is conducted in order to identify the impact of the VSC controllers and the minimum SG rated power required to ensure stability. The procedure for the estimation of the modal map and of the PFs follows the conventional methodology described in Section 2.1. The equilibrium points used in the state-space linearization are obtained by time domain simulations, executed for several values of VSC controllers’ parameters and SG rated power. A small-signal perturbation is considered as an input for the system. An example of modal map and of PFs matrix related to a single simulated condition is shown in Fig. 6. The state-space model and the eigenvalue analysis identify $M=22$ system oscillation modes ($\lambda$), related to $N=22$ state variables. The state variables, namely the participating variables (PVs) in the PFs analysis, are related to the VSC and SG controllers: they are grouped in variables related to VSC currents, VSC controllers, SG mechanics, SG Exciter and SG currents. For each pole, the PFs of each PV are computed. The PFs are normalized values and the value of 0.3 is chosen as the lower threshold that indicates if the PV has a relevant impact on the mode. From the PFs analysis emerges that a pole can be subjected to the dominant influence of a single PV or of a combination of them, revealing interactions when PVs of the VSC and SG controllers are simultaneously dominant for a pole. For an easy graphical representation of the PFs analysis’ results on the modal maps, a color is associated to each pole that highlights the PV with higher participation (Fig. 6).

4.2. Data generation

A number of parameters are involved in the dynamics of the equipment and affect the system operating conditions. In the scope of this work, in order to exemplify the proposed methodology, three parameters have been selected: the SG rated power, which is a physic variable, and the VSC voltage control and the VSC frequency droop control, which are control variables. In particular, the latter two are the voltage controller time constant $\tau_v$ and the frequency droop characteristic $R = \Delta \omega / \Delta P$, where $\Delta \omega$ is the frequency variation and $\Delta P$ is the active power variation. Therefore, simulations have been conducted for different values of the SG rated power, keeping constant the VSC rated power (equal to 500 MVA). The load demand is set equal to 500 MW at the beginning of the simulation and, at time equal to 5 s, a load variation of 1% is imposed in order to simulate a small disturbance. The simulations have been conducted setting the following values of SG rated power, $R$ and $\tau_v$:

- SG rated power has been set equal to 500 MVA, 400 MVA, 300 MVA and 200 MVA;
- $\tau_v$ has been set equal to 0.01 s, 0.05 s, 0.1 s, 0.3 s, 0.5 s, 0.7 s and 1 s;
- $R$ has been set between 0.01 and 1, with a step of 0.01, has been executed.

Therefore, the total amount of simulations is $N_s = 4 \times 7 \times 100 = 2800$. For each simulation instance, the poles real and imaginary parts and the related PFs are extracted.
4.3. DBs Arrangement

Two regression problems need to be solved: the first deals with the prediction of the poles location; the second deals with the prediction of the PFs. The poles’ regression problem is split into two sub-problems, one related to the computing of the real part of the poles and one related to the imaginary part. Thus, the results of the simulations are organized in three main DBs: one for the regression of the poles imaginary part (DBs), one for the regression of the poles real part (DBs) and one for the regression of the PFs (DBPF). Each DB has a pairwise inputs-outputs structure as shown in (12) and (13).

\[
\text{DB}_{R/S} \in \mathbb{R}^{N_s \times (N_f + M)} \quad \text{(12)}
\]

\[
\text{DB}_{PF} \in \mathbb{R}^{N \times (N_f + M)} \quad \text{(13)}
\]

The inputs matrix \( \mathbf{X} \) in (12) and (13) collects the value of the parameters \( S_{SGshare}, \tau, \) and \( R \) involved in the executed time-domain simulations. Therefore, \( \mathbf{X} \in \mathbb{R}^{N \times N_f}, \) with \( N_f = 3 \). Concerning the SG rated power, it is expressed as the share of SG installed in the system, evaluated as \( S_{SGshare} = S_{SG} / (S_{SG} + S_{VSC}) \), where \( S_{SG} \) and \( S_{VSC} \) are the SG and VSC apparent rated power in the network, respectively. In this way data standardization can be avoided.

The matrices of the outputs of the real part and imaginary part regression problems, \( \mathbf{Y}_R \) and \( \mathbf{Y}_I \), collect the real and imaginary parts of all the poles for each simulation instance. The matrices are \( \mathbf{Y}_R, \mathbf{Y}_I \in \mathbb{R}^{N \times M} \).

Concerning the PFs regression problem, for each \( i \)-th simulation instance a PFs square matrix \( \mathbf{Y}_{PF,i} \in \mathbb{R}^{N \times M} \) is generated. Hence, the complete DB contains \( N \) PFs matrices and the resulting complete output matrix is \( \mathbf{Y}_{PF} \in \mathbb{R}^{N \times M} \) (or \( \mathbf{Y}_{PF} \in \mathbb{R}^{N \times N_f \times M} \) if seen from a bidimensional point of view).

The described DBs have been adequately manipulated depending on weather a SO or a MO strategy is adopted, as explained in the following and shown in Figs. 7 and 9.

For the poles’ real and imaginary parts regression problems, both the SO and the MO strategies have been used. Fig. 7 shows how DBs have been handled in order to implement the regression with the MO strategy. The same approach has been applied to DBPF. Each \( i \)-th input sample \( \mathbf{X}_i \in \mathbb{R}^{1 \times N_f} \) is associated to an output array \( \mathbf{Y}_i \in \mathbb{R}^{1 \times M} \) that contains the values of the real parts of the \( M \) modes. The two colors, blue and black, of the frames of the output instances indicate which samples have been used for training (blue) and testing (black) in DT’s hyperparameters tuning and for splines accuracy verification. Finally, the MO poles’ real and imaginary parts regression models realize the prediction of new cases using an input and obtaining an output with the same size of \( \mathbf{X}_i \) and \( \mathbf{Y}_i \).

\[\begin{array}{c|c|c|c|c|c}
\text{DB}_R & \text{DB}_{PF} & \text{Y}_R & \text{Y}_{PF} & \text{Y}_1 \& \lambda_m & \lambda_o \\
X_1 & \mathbf{S}_{G1}, \tau_{V1} \& R_1 & \begin{array}{c}
\begin{array}{c}
\text{Train samples} \quad \text{Test samples}
\end{array}
\end{array} & \begin{array}{c}
\begin{array}{c}
\text{Train samples} \quad \text{Test samples}
\end{array}
\end{array} & \begin{array}{c}
\begin{array}{c}
\text{Train samples} \quad \text{Test samples}
\end{array}
\end{array}
\end{array}
\end{array}\]

The SO approach requires a slight DB manipulation. In order to predict \( M \) real parts and \( M \) imaginary parts, the same number of regressions have to be trained. Each regression is trained using \( \mathbf{X} \) as input and the real (imaginary) parts of the \( m \)-th pole, \( Y_{R/m, s} \in \mathbb{R}^{N \times 1} \) (\( Y_{I/m, s} \in \mathbb{R}^{N \times 1} \)) as output. Fig. 8 shows the structure of the \( M \) DBs created for the poles’ real part regression.

Fig. 9 represents DBPF with 3-D structures, resulting from the concatenation of the \( N \) simulations outcomes participating matrices. For the PFs regression only the MO strategy has been applied, but two different approaches have been used. In one case (Method I) the goal is to predict the PFs of one PV for all the poles. Then, \( N \) DB subsets are generated, one for each PV (DBPF in Fig. 9a using different colors). Considering the DB subset associated to the \( n \)-th PV, for each input sample \( \mathbf{X}_i \in \mathbb{R}^{1 \times N_f} \) the related output is an array \( \mathbf{Y}_{PF,n,i} \in \mathbb{R}^{1 \times M} \), containing the PFs of \( n \)-th PV, for all the poles generated by that input instance. The second approach (Method II) is aimed to predict the PFs of all the PVs for one pole. Then, \( M \) DB subsets are generated, one for each pole (DBPF,i in Fig. 9b using different col-
ors). Considering the DB subset associated to the \( m \)-th pole, the input matrix involved, in addition to the three parameters \( S, G_{\text{share}}, \tau \) and \( R \), contains also the real and imaginary parts of the \( m \)-th pole, becoming \( \mathbf{X} \in \mathbb{R}^{N_{f} \times N_{i}} \), with \( N_{f}=5 \). The output related to a single input sample is an array \( Y_{\text{PFs}}(\lambda_{1}) \in \mathbb{R}^{1 \times N_{f}} \), containing the PFs of all PVs for the \( m \)-th pole.

Tables 4.3 and 4.3 summarize the structures of inputs and outputs for each regression problem and for each regression strategy employed.

![DB for the SO poles real parts regression](image)

Figure 8: DBs for the SO poles real parts regression.

### Poles’ Real and Imaginary Parts Regression

| Regression Input | Regression Output |
|------------------|-------------------|
| \( \mathbb{R}(\lambda) \) | \( \mathbb{M} \) |
| \( X_{i} \in \mathbb{R}^{N_{f}} \) | \( Y_{i} \in \mathbb{R}^{1 \times N_{f}} \) |
| \( X_{i} = [S_{G_{\text{share}}}, \tau_{i}, R_{i}] \) | \( Y_{i} = [R_{(\lambda_{1})}, \ldots, R_{(\lambda_{M})}] \) |
| \( m=1, \ldots, M \) | \( m=1, \ldots, M \) |

| \( \mathbb{I}(\lambda) \) | \( \mathbb{W} \) |
| \( X_{i} \in \mathbb{R}^{N_{f}} \) | \( Y_{i} \in \mathbb{R}^{1 \times N_{f}} \) |
| \( X_{i} = [S_{G_{\text{share}}}, \tau_{i}, R_{i}] \) | \( Y_{i} = [I_{(\lambda_{1})}, \ldots, I_{(\lambda_{M})}] \) |
| \( m=1, \ldots, M \) | \( m=1, \ldots, M \) |

Table 1: Shape of the input and output of a \( i \)-th instance in the poles’ real and imaginary parts regression problems.

### 4.4. Training Phase

#### 4.4.1. DT-based Regressions

DT-based regressions have been employed both for the poles and the PFs regressions. For the poles regressions, both the SO and MO strategies have been used. When the regression is made by a single tree, the best split has been adopted as splitting criterion and the MSE...
as impurity function. The MO approach has been implemented also with a bagging ensemble technique. In this case the splitting criterion is the best random split and the impurity function adopted is the MSE. Single tree single-output Decision Tree (SO-DT for short) involves the training of $2N$ models for the poles real and imaginary parts computation. With single tree multi-outputs Decision Tree (MO-DT for short) and ensemble multi-outputs Decision Tree (ENS MO-DT) only the training of two models is needed, one for the real and one for the imaginary parts.

The PFs regressions are trained only with a MO strategy, with the single tree and the bagging ensemble approaches, following Method I (MO-DT I, ENS MO-DT I) and Method II (MO-DT II, ENS MO-DT II).

When the ensemble strategy is used, the trained models are made up of fully-grown trees. Concerning the DT models obtained by the training of a single tree, the tree growth is limited by tuning the maximum depth, minimum samples leaf and minimum samples split hyperparameters and by the minimal cost-complexity pruning \[22\]. The tuning of the hyperparameters is carried out during the algorithms’ validation phase, that entails the use of 80% of the available training data for training and the remaining 20% for testing the performances, with a cross-validation approach.

Fig. 10 shows, by way of example, one of the trained DT models and its corresponding feature space partition representations. It refers to the computation of the real part of one of the low damped oscillation modes (namely the 2nd pole). The 3D plot at the top left panel shows the trajectories of the pole’s real part, predicted by the trained model as explained in the following subsection. The markers edge colors correspond to the predicted PFs, which show a dominant effect of the participating variables related to the VSC Control, the SG Mechanics, the SG Exciter and the SG Currents groups. They affect the pole behaviour singularly or simultaneously. Coherently the tree structure, at the top right panel, shows that among the features considered, $S_{SGshare}$ and $\tau_y$ have the highest importance, since they are involved in the splits of the upper layers. On the bottom of the figure, the feature space partition of different targets are presented. The first from above is referred to the real part of the pole, while the four at the bottom to the dominant PVs groups. Circular scatter markers in $R(z_2)$ feature space partition show the exact value of the target for the corresponding features values, in order to have a qualitative estimation of the model accuracy.

Although the feature space partition plots are bidimensional representations, the values of the mapped target variables take also into account the effect of the other problem’s features. In the shown example, following a conservative approach, the values of the mapped variables are the maximum values over the third problem’s feature $R$.

In summary, the operational thresholds decision rules that define the tree structure are used in the feature space partition representations to map the regressions target variables. In this way a quantitative estimation of the value of the target variables is provided also for unsimulated and unknown instances. Therefore, with respect to the conventional simulation-based analysis, focused on single system conditions instances, DT trained models provide an extensive view about variables relations. This analysis improves the knowledge of the system behavior and can support the choice of possible control actions.

4.4.2. Spline-based Regressions

Spline-based regressions are employed only in the poles’ real and imaginary parts regression problems. The univariate interpolations (1DLI) and approximations (1DLA) are developed as function of the feature with the largest cardinality, i.e. $R$. Thus, for each combination of the values of the other features, a curve is computed, with the interpolation or the approximation method, through the estimation of the spline coefficients and knots. The bivariate approximations (2DLA) are developed as function of $R$ and $\tau_y$: for each value of the $S_{SGshare}$ present in the training DB a surface is computed. Fig. 11 shows, as example, the curves and the surfaces obtained by the 1DLA and 2DLA of the real part of the 2nd pole. While the interpolation method fits the original curves passing through the training points, the approximation generates least square approximation curves passing through the points corresponding to the optimal knots sequence. The optimal knots sequence along the $R$ axis obtained for the univariate splines has been used also for the bivariate approximation. In Fig. 11a-11b the average position of the break points is indicated by the grid lines.

4.5. Testing phase

The testing phase consists in the deployment of the trained models for the computation of outputs corresponding to instances not belonging to the training DBs. For DT-based algorithms, the computation of a new instance simply corresponds to the evaluation of the outcome at the end of the tree’s path. The proper path is obtained by the application of the operational threshold rules, defined during training.

In the case of the splines regression, a multiple linear interpolation approach is used. Consider a generic
new input instance \( X_\ast = [S_{SG\text{share}}, \tau_v, R_\ast]. \) Among all the splines curves (or surfaces), the ones involved in the computation are the splines related to values of the input features that are the lower and upper values closest to the actual input. They are used to compute the values of the target variable as function of \( R_\ast \) or of \((R_\ast, \tau_v)\) whether univariate and bivariate splines are adopted. Then, between the obtained values, simple linear interpolations are applied to evaluate the final output prediction.

In order to compare the performances of the models, the trained regressions are tested with the following features values: \( S_{SG\text{share}} = 330 \text{ MVA}, \tau_v=[0.05, 0.2, 0.35, 0.5, 0.65, 0.8, 0.95] \text{ s and } R=0.05. \) The performances are evaluated for several values of \( \tau_v \) in order to check if the models are able to generate predictions with a good accuracy for those input features that have low cardinality in the training DB.

Table 4.5 summarizes the performances achieved by all the techniques tested for the regression of the poles’ real and imaginary parts. Concerning the training and testing computing times, consider that both time domain simulations and data-driven computation have been executed with a CPU Intel Core i5, 8 GB of RAM. The most accurate methods are the DT-based ones and, among them, the ENS MO-DT is the best. Concerning the splines-based regressions, the most accurate is 1DLA,
which error is slightly lower than the 1DLI. The accuracy is measured using the Wave Hedge Error (WHE), for a scale free error estimation \cite{33}. Fig. 12 compares the modal maps obtained by all the regression techniques with the exact values, obtained by simulations. The top panel shows the exact modal map and identifies the $M$ poles thanks to the use of different marker colors. According to the colors used in the plot of the exact modal map, the remaining subplots show the exact (solid lines) and predicted (circular markers) location of some selected poles.

![Figure 12: Comparison between exact and predicted poles, obtained for some selected poles.](image)

Table 3: Performances comparison of the trained models relative to the poles’ real and imaginary parts regression problem.

| Method         | Training time [s] | Testing time [s] | Average error | Misclassified cases |
|----------------|-------------------|------------------|---------------|---------------------|
| SO-DT          | 0.1348            | 0.008            | 0.0472        | 0.151               |
| MO-DT          | 0.0440            | 0.0006           | 0.0552        | 0.0767              |
| ENS MO-DT      | 0.2015            | 0.0014           | 0.0467        | 0.1117              |
| 1DLI           | 3.5348            | 0.0264           | 0.0848        | 0.2107              |
| 1DLA           | 4.3997            | 0.0330           | 0.0491        | 0.2137              |
| 2DLA           | 3.6521            | 0.0374           | 0.0540        | 0.2332              |

Table 4: Performances comparison of the trained models relative to the PFs regression problem.

| Method         | Training time [s] | Testing time [s] | Average error | Misclassified cases |
|----------------|-------------------|------------------|---------------|---------------------|
| MO-DT 1        | 1.8098            | 0.0635           | 0.1102        | 32.5%               |
| MO-DT 2        | 1.7391            | 0.1381           | 0.0949        | 34.4%               |
| ENS MO-DT 1    | 1.4047            | 0.2916           | 0.0221        | 7.1%                |
| ENS MO-DT 2    | 2.639             | 0.2903           | 0.0280        | 14.3%               |

Fig. 12 confirms the accuracy results summarized in Table 4 and allows to estimate the different algorithms’ generalization ability. Considering the 5-th pole ($\lambda_5$) by way of example, it is possible to notice that, among the DT-based regressions, only the ENS MO-DT is able to compute seven distinct solutions, one for each test instance. SO-DT and MO-DT, are able to compute only five and six distinct solutions, respectively. In fact, using MO-DT, the solutions for $\tau_v$ equal to 0.65 s and 0.8 s coincide and are equal to the one that would be obtained with $\tau_v$ equal to 0.7 s, which is contained in the training DB. This demonstrate that SO-DT and MO-DT require a larger training DB and that, with the same training DB, the ensemble method has a larger generalization ability.

Table 4.5 summarizes the performances achieved for the PFs’ regression problem. The error is estimated as the MAE. In Fig. 13 the modal maps of the test cases are shown. The colors of the poles indicate which controllers have a dominant impact on the pole. In particular, for each pole marker the edge color indicates the dominant impact obtained with the exact PFs, while the inner color indicates the dominant impact corresponding to the predicted PFs. If the poles show different edge and inner color, means that the error of the regression brings to a misclassification of the dominant controllers.

Finally, the solution of the overall problem (regression of poles’ real and imaginary parts and regression of corresponding PFs), for a single test case, is compared with a single simulation result. For $S_{\text{SGrid}}=330$ MVA, $\tau_v=0.65$ s, $R=0.05$ the time-domain non-linear model, followed by the state-space model and the eigenvalues analysis takes 102 s. The ensemble DTs take 0.9253 s with an error equal to 0.0429 and to 0.0113 for the real
and imaginary parts, respectively. The error over the prediction of the PFs is equal to 0.0123, that brings to the misclassification of only three poles (Fig. 14).

4.6. Test on a larger power system

The proposed data driven methodology has been tested on a larger power system model. The scheme of the system used is shown in Fig. 15. It is still an essential model of an converter-based power system, made up of nine buses with eight loads, two SGs and one VSC, representing power demand and the aggregated thermal and renewable based generation. The SGs rated power has been progressively decreased while the VSC rated power is fixed to 500 MVA.

Data generation process involves power flows, state space linearization and eigenvalues analysis. The simulations have been executed considering that:

- Each SG rated power is progressively decreased from 250 MVA to 50 MVA, with a step of 50 MVA;
- Three power demand scenarios are considered: First the total demand, distributed among the eight loads, is set equal to 500 MW; Then, 10% of power demand increase is simulated, changing the power absorbed at loads 5 (from 100 MW to 150 MW) and 6 (from 50 MW to 100 MW);
- The VSC voltage controller time constant $\tau_v$ is set equal to 0.01s, 0.05s, 0.1s, 0.3s, 0.5s, 0.7s, 1s;
- The VSC frequency droop characteristic is set equal to $0.01, 0.05, 0.1, 0.3, 0.5, 0.7, 1$.

Therefore, the total amount of simulations is $N_x = 5 \times 5 \times 3 \times 7 \times 7 = 3675$ and $N_f = 6$ features are
considered: \( S_{SG1\text{share}}, S_{SG2\text{share}}, P_{load5\text{share}}, P_{load6\text{share}} \), \( \tau_i \), \( R \). The state space analysis involves \( N = 71 \) state variables. Thus, the system response to each simulation instance results in \( M = N = 71 \) oscillation modes. Therefore, a generic \( i \)-th simulation generates outputs with the following shapes: \( Y_{\mathbb{R},i} \in \mathbb{R}^{1 \times M} \), \( Y_{\mathbb{C},i} \in \mathbb{R}^{1 \times M} \), \( Y_{PF,i} \in \mathbb{R}^{N \times M} \).

The regression technique implemented both for the poles and PFs regressions is the one that achieved the best performances in the previous test case, namely the ENS MO-DT. According to this choice, the DBs have been arranged following the methodology described in Section 4.3 for the application of a MO strategy.

Table 5 summarizes the results obtained for the following test cases: \( S_{SG1\text{share}} = 0.28 \) (\( S_{SG1} = 70 \) MVA), \( S_{SG2\text{share}} = 0.68 \) (\( S_{SG2} = 170 \) MVA), \( P_{load5\text{share}} = 0.5 \) (\( P_{load5} = 125 \) MW), \( P_{load6\text{share}} = 0.28 \) (\( P_{load6} = 70 \) MW), \( \tau_i = [0.05, 0.2, 0.35, 0.5, 0.65, 0.8, 0.95] \), \( R = 0.02 \). For the same test cases, Fig. 16 shows a comparison between the exact (cross-shaped markers) and predicted (circle-shaped markers) modal maps. The colors of the markers indicate the dominant participating variables groups, according to their PFs and coherently with the legend below the plots.

5. Conclusion and discussion on data-driven model applications

In this study a complete methodology for a data-driven small-signal power system stability analysis has been developed, based on the implementation of regression techniques. DT-based and Spline based regression have been implemented for the prediction of the modal map of the system and of the PFs. The methodology has been tested on two essential power systems, with the characteristics of converter-based systems and with an increasing level of complexity. The regression models have been trained using as features physic variables, as the SGs rated power, also related to the system operation point, as the power demand, and converter control variables. However, as discussed in Section 2.2 the feature selection could be also extended to other variables. Among the trained model, the DT-based regressions perform with highest accuracy and lowest training and testing computing time. In particular, the use of the ensemble strategy improves the generalization ability of the models. A dramatic reduction in the computing time is achieved, if compared to the use of conventional time-domain simulations. Besides, the ability of DT regression to realize feature space partition can be used to map the target of the regression as function of the selected features, providing a fast and broad view on the system behaviour.

In the following, a list of the potential uses of the
derived model is provided:

- Extraction of additional information and mapping of small-signal stability results: find out the cross-relationships among variables that might not be evident employing conventional small-signal analysis techniques

- Data-driven IP protected model: provision of a closed model based on equations revealing the dynamics of the system without providing the internal details, for network studies.

- System optimization: use the data-driven model in order to include dynamic constraints in system optimizations for either planning and operation analysis.

- Extract stability indicators: use the data-driven small-signal estimation to compute stability indicators and build a system stability margin in a low intensive computation manner.
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