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Abstract. In this paper we consider planar systems of differential equations of the form
\[
\begin{align*}
\dot{x} &= -y + \delta p(x, y) + \varepsilon P_n(x, y), \\
\dot{y} &= x + \delta q(x, y) + \varepsilon Q_n(x, y),
\end{align*}
\]
where \(\delta, \varepsilon\) are small parameters, \((p, q)\) are quadratic or cubic homogeneous polynomials such that the unperturbed system \((\varepsilon = 0)\) has an isochronous center at the origin and \(P_n, Q_n\) are arbitrary perturbations. Estimates for the maximum number of limit cycles are provided and these estimatives are sharp for \(n \leq 6\) (when \(p, q\) are quadratic). When \(p, q\) are cubic polynomials and \(P_n, Q_n\) are linear, the problem is addressed from a numerical viewpoint and we also study the existence of limit cycles.

1. Introduction. In this paper we consider the following 2-parameters planar polynomial differential system
\[
\begin{align*}
\dot{x} &= -y + \delta p(x, y) + \varepsilon P_n(x, y), \\
\dot{y} &= x + \delta q(x, y) + \varepsilon Q_n(x, y),
\end{align*}
\] (1)
where \((p, q)\) are quadratic or cubic homogeneous polynomials and \(P_n, Q_n\) are \(n\)-degree polynomials. The parameter \(\varepsilon > 0\) is small, and \(\delta \in \mathbb{R}\). We suppose also that (1) for \(\varepsilon = 0\) (and any value of \(\delta \in \mathbb{R}\)) has an isochronous center at the origin.

Our aim is to study the number of limit cycles that bifurcates from the linear and non-linear centers of (1), considering polynomials perturbations. We also compare the maximum number of limit cycles that can bifurcate from linear and non-linear centers, when perturbed with a fixed perturbation.

The number of limit cycles in systems that are perturbations of a linear non-denegerate center has been extensively studied in [3, 18, 17]. This problem is considered in a large number of papers (see [3] and references), including higher dimensions analogues. The averaging theory has been the main technique to attack this problem, especially in the last years.
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The existence of limit cycles in perturbations of non-linear centers is also a very active research topic, and the main tools employed are the Abelian integrals [8], Melnikov functions [11] and averaging theory [21]. In [3] is proved that if we consider the special case $\delta = 1$ in (1) and a quadratic perturbation then at most 2 limit cycles bifurcate from this center. The same result was proved in [6]. A computational-numeric approach to this problem (using general perturbations up to some degree) can be found in [26, 13]. For cubic centers in particular form, Llibre and Giné studied the number of limit cycles in [9].

Worth to mention that the interest on this kind of problem (counting the number of limit cycles) is mainly motivated by the Hilbert 16th problem [12].

To work with arbitrary perturbations of non-linear centers is a very hard task. In [13] authors consider particular perturbations up to some degree, and in [20] authors consider a very specific family of polynomial perturbations without restrictions on the degree.

The choice of the polynomials $p(x, y)$ and $q(x, y)$ is justified by the classification of isochronous planar centers, due to Loud in the quadratic case and to Pleshkan in the cubic case.

In [19] is proved that the origin is a isochronous center of a quadratic system if and only if the system can be brought to one of the systems (2), (3), (4) or (5) through a linear change of coordinates and a rescaling of time:

\[
\begin{align*}
\dot{x} &= -y + x^2 - y^2 \\
\dot{y} &= x(1 + 2\delta y) \\
\end{align*}
\]

(2) \hspace{2cm}

\[
\begin{align*}
\dot{x} &= -y + \frac{4}{3}x^2 \\
\dot{y} &= x(1 - \frac{16}{3}y) \\
\end{align*}
\]

(4) \hspace{2cm}

\[
\begin{align*}
\dot{x} &= -y + x^2 \\
\dot{y} &= x(1 + y) \\
\end{align*}
\]

(3) \hspace{2cm}

\[
\begin{align*}
\dot{x} &= -y + \frac{16}{3}x^2 - \frac{4}{3}y^2 \\
\dot{y} &= x(1 + \frac{8}{3}y) \\
\end{align*}
\]

(5)

All these systems are integrable. In this paper we consider variations of systems (2) and (3), that we highlight now:

\[
\begin{align*}
\dot{x} &= -y + \delta(x^2 - y^2) \\
\dot{y} &= x(1 + 2\delta y) \\
\end{align*}
\]

(S1)

\[
\begin{align*}
\dot{x} &= -y + \delta x^2 \\
\dot{y} &= x(1 + \delta y) \\
\end{align*}
\]

(S2)

The main results we prove in this paper are the following.

**Theorem 1.1.** Regarding systems (S1) and (S2),

a) If we consider an n-degree polynomial perturbation of system (S1),

\[
\begin{align*}
\dot{x} &= -y + \delta(x^2 - y^2) + \varepsilon P_n(x, y), \\
\dot{y} &= x(1 + 2\delta y) + \varepsilon Q_n(x, y),
\end{align*}
\]

where $\delta \neq 0$, $\varepsilon > 0$ is small, $P_n, Q_n$ are n-degree polynomials, then the maximum number of limit cycles bifurcating from the nonlinear system (S1p) which are detected by first order averaging is given by Table 1 and it is achieved.

b) If we consider an n-degree polynomial perturbation of system (S2),

\[
\begin{align*}
\dot{x} &= -y + \delta x^2 + \varepsilon P_n(x, y), \\
\dot{y} &= x(1 + \delta y) + \varepsilon Q_n(x, y),
\end{align*}
\]

where $\delta \neq 0$, $\varepsilon > 0$ is small, $P_n, Q_n$ are n-degree polynomials, then the maximum number of limit cycles bifurcating from the nonlinear system (S2p) which are detected by first order averaging is given by Table 2 and it is achieved.
Based on Tables 1 and 2, we present the following conjectures.

**Conjecture 1:** Consider system (S1p) for $\delta \neq 0$, $\varepsilon > 0$ small and $P_n, Q_n$ $n$-degree polynomials. Then the maximum number of limit cycles bifurcating from the nonlinear center (S1p) (via first order averaging) is $n - 2$ for $n \geq 3$.

**Conjecture 2:** Consider system (S2p) for $\delta \neq 0$, $\varepsilon > 0$ small and $P_n, Q_n$ $n$-degree polynomials. Then the maximum number of limit cycles bifurcating from the nonlinear center (S2p) (via first order averaging) is given by $n$ for $n \geq 2$.

We remark that the case $\delta = 0$ of Theorem 1.1 is a classical result discussed in [7], [15] and references therein. Theorem 1.1 can also be proved using the techniques presented in [10].

We also notice that the case $\delta = 1$ with $P_n, Q_n$ quadratic is studied in [16]. In Theorem 4 of [14], the authors obtained an upper bound of limit cycles when $P_n$ and $Q_n$ are cubic, but they didn’t provide the upper bound for a perturbation of any degree.

The main objective of Theorem 1.1 is to provide the maximum number of limit cycles (by first order averaging) for a perturbation of arbitrary degree, and show that it seems to follow a certain rule with respect to the perturbation degree, and it originates (and justify) Conjectures 1 and 2.

The cubic case is studied in [22] and a classification is obtained. In particular, is proved that the origin is a isochronous center of a cubic system if and only if the system can be brought to one of the systems [6], [7], [8], [9] through a linear change of coordinates and a rescaling of time:
Again, all of these systems are integrable.

Using the averaging theory, we relate the existence of limit cycles to the existence of simple zeroes of a function that involves elliptic integrals, so it is not possible to solve analytically, and we employ some numerical methods. Theorems 1.2 and 1.3 can also be proved using the techniques presented in [10]. In the cubic case, we just consider linear perturbations.

**Theorem 1.2.** We consider the 2-parameter planar polynomial system

\[
\begin{align*}
\dot{x} &= -y + x^3 - 3xy^2 \\
\dot{y} &= x + 3x^2 y - y^3 + \varepsilon(a_1 x + a_0 y) \\
\dot{x} &= -y + \delta x^3 - 3\delta xy^2 + \varepsilon(a_{1,0} x + a_{0,1} y) \\
\dot{y} &= x + 3\delta x^2 y - \delta y^3 + \varepsilon(b_{1,0} x + b_{0,1} y)
\end{align*}
\]

(T1p)

that is a linear perturbation of (6). If \( \delta = 0 \) then there is no limit cycle. If \( \delta \neq 0 \) we present numerical evidences that there is a set \( \Omega \subset [0,1]^4 \) in the 4-dimensional space of the parameters \( a_{1,0}, a_{0,1}, b_{1,0}, b_{0,1} \) such that system (T1p) admits a limit cycle if the parameters are in \( \Omega \).

**Remark 1.** As the result above is numerical, the set \( \Omega \) is discrete. We conjecture that:

i) it is possible to take \( \Omega \) as an convex set and

ii) the reciprocal is also true, that is, system (T1p) has a limit cycle only if the parameters are in \( \Omega \),

but our method does not allow to conclude this.

**Theorem 1.3.** We consider the 2-parameter planar polynomial system

\[
\begin{align*}
\dot{x} &= -y + \delta x^3 - 3\delta xy^2 + \varepsilon(a_{1,0} x + a_{0,1} y) \\
\dot{y} &= x + 3\delta x^2 y - \delta y^3 + \varepsilon(b_{1,0} x + b_{0,1} y)
\end{align*}
\]

(T2p)

that is a linear perturbation of (7). If \( \delta = 0 \) then there is no limit cycle. If \( \delta \neq 0 \) there is at most one limit cycle via first order averaging, that shrinks to the origin when \( \delta \to 0^+ \).

This paper is organized as follows. In Section 2 we provide classifications for quadratic and cubic isochronous integrable centers. In Section 3 we describe the results of the averaging theory that we shall need to our purposes. In Section 4 we consider the case of quadratic centers and prove Theorem 1.1. In Section 5 we consider the case of cubic centers and prove Theorem 1.2. In Section 6 we provide some examples, including numerics.

2. Quadratic and cubic centers. In this section we present some classical classification results on planar isochronous centers. More details can be found on [5] and references therein.

These classifications guarantees that systems (2), (3), (4) and (5) have isochronous centers at origin.

**Theorem 2.1** (Loud’1964 [19]). The origin of system

\[
\begin{align*}
\dot{x} &= -y + a_{2,0} x^2 + a_{1,1} xy + a_{0,2} y^2, \\
\dot{y} &= x + b_{2,0} x^2 + b_{1,1} xy + b_{0,2} y^2,
\end{align*}
\]

is an isochronous center.
with $a_{i,j}, b_{i,j} \in \mathbb{R}$ is an isochronous center if and only if the system can be brought to one of the systems (2)-(5) through a linear change of coordinates and rescaling of time.

Consider systems (6), (7), (8) and (9).

**Theorem 2.2** (Pleshkan’1969 [22]). The origin of system
\[
\begin{align*}
    \dot{x} &= -y + a_{3,0}x^3 + a_{2,1}x^2y + a_{1,2}xy^2 + a_{0,3}y^3, \\
    \dot{y} &= x + b_{3,0}x^3 + b_{2,1}x^2y + b_{1,2}xy^2 + b_{0,3}y^3,
\end{align*}
\]
with $a_{i,j}, b_{i,j} \in \mathbb{R}$ is an isochronous center if and only if the system can be brought to one of the systems (6)-(9) through a linear change of coordinates and rescaling of time.

Now we list some useful informations about the quadratic systems (2)-(5) and also about the cubic systems (6)-(9), including their expressions in (generalized) polar coordinates. For details, see [2].

**2.1. Quadratic systems.**

**2.1.1. System (2).** System
\[
\begin{align*}
    \dot{x} &= -y + x^2 - y^2, \\
    \dot{y} &= x(1 + 2y)
\end{align*}
\]
in polar coordinates is given by
\[
\begin{align*}
    \dot{r} &= r^2 \cos(\theta), \\
    \dot{\theta} &= 1 + r \sin(\theta).
\end{align*}
\]
A strong first integral for this system is $H(x, y) = \frac{x^2 + y^2}{1 + 2y}$ and a reciprocal integrating factor is $V = (1 + 2y)^2$.

**2.1.2. System (3).** System
\[
\begin{align*}
    \dot{x} &= -y + x^2, \\
    \dot{y} &= x(1 + y)
\end{align*}
\]
in polar coordinates is given by
\[
\begin{align*}
    \dot{r} &= r^2 \cos(\theta), \\
    \dot{\theta} &= 1.
\end{align*}
\]
A strong first integral for this system is $H(x, y) = \frac{x^2 + y^2}{(1 + y)^2}$ and a reciprocal integrating factor is $V = (1 + y)^3$.

**2.1.3. System (4).** System
\[
\begin{align*}
    \dot{x} &= -y + \frac{4}{3}x^2, \\
    \dot{y} &= x(1 - \frac{3}{4}y)
\end{align*}
\]
in polar coordinates is given by
\[
\begin{align*}
    \dot{r} &= r^2(\cos(3\theta) - \frac{7}{8} \cos(\theta)), \\
    \dot{\theta} &= 1 + r(-\sin(3\theta) - \sin(\theta)).
\end{align*}
\]
A strong first integral for this system is $H(x, y) = \frac{9(x^2 + y^2) - 24x^2y + 16x^4}{-3 + 16y}$ and a reciprocal integrating factor is $V = (3 - 16y)(9 - 24y + 32x^2)$. 
2.1.4. System \( (5) \). System
\[
\begin{align*}
\dot{x} &= -y + \frac{16}{3}x^2 - \frac{4}{3}y^2 \\
\dot{y} &= x(1 + \frac{8}{3}y)
\end{align*}
\]
in polar coordinates is given by
\[
\begin{align*}
\dot{r} &= r^2(\cos(3\theta) - \frac{13}{4}\cos(\theta)), \\
\dot{\theta} &= 1 + r(-\sin(3\theta) - \frac{1}{3}\sin(\theta)).
\end{align*}
\]
A strong first integral for this system is \( H(x, y) = 9(x^2 + y^2) + 24y^3 + 16y^4 (3 + 8y)^4 \) and a reciprocal integrating factor is \( V = (3 + 8y)(9 + 96y - 256x^2 + 128y^2) \).

2.2. Cubic systems.

2.2.1. System \( (6) \). System
\[
\begin{align*}
\dot{x} &= -y + x^3 - 3xy^2 \\
\dot{y} &= x + 3x^2y - y^3
\end{align*}
\]
in polar coordinates is given by
\[
\begin{align*}
\dot{r} &= r^3\cos(2\theta), \\
\dot{\theta} &= 1 + r^2\sin(2\theta).
\end{align*}
\]
A strong first integral for this system is \( H(x, y) = \frac{(x^2 + y^2)^2}{1 + 4xy} \) and a reciprocal integrating factor is \( V = (x^2 + y^2)^3 \).

2.2.2. System \( (7) \). System
\[
\begin{align*}
\dot{x} &= -y + x^3 - xy^2 \\
\dot{y} &= x + x^2y - y^3
\end{align*}
\]
in polar coordinates is given by
\[
\begin{align*}
\dot{r} &= r^3\cos(2\theta), \\
\dot{\theta} &= 1.
\end{align*}
\]
A strong first integral for this system is \( H(x, y) = \frac{x^2 + y^2}{1 + 2xy} \) and a reciprocal integrating factor is \( V = (1 + 2xy)^2 \).

2.2.3. System \( (8) \). System
\[
\begin{align*}
\dot{x} &= -y + 3x^2y \\
\dot{y} &= x - 2x^3 + 9xy^2
\end{align*}
\]
in polar coordinates is given by
\[
\begin{align*}
\dot{r} &= r^3(-4\sin(4\theta) + \frac{7}{2}\sin(2\theta)), \\
\dot{\theta} &= 1 - r^2(\cos(4\theta) + \cos(2\theta)).
\end{align*}
\]
A strong first integral for this system is \( H(x, y) = \frac{x^2 + y^2 - 4x^4 + 4x^6}{(-1 + 3x^2)^3} \) and a reciprocal integrating factor is \( V = (1 - 3x^2)^4 \).
2.2.4. System. System
\[
\begin{align*}
\dot{x} &= -y - 3x^2y \\
\dot{y} &= x + 2x^3 - 9xy^2
\end{align*}
\]
in polar coordinates is given by
\[
\begin{align*}
\dot{r} &= r^3(\sin(4\theta) - \frac{5}{2}\sin(2\theta)), \\
\dot{\theta} &= 1 + r^2(\cos(4\theta) + \cos(2\theta)).
\end{align*}
\]
A strong first integral for this system is \(H(x, y) = x^2 + y^2 + 4x^4 + 4x^6\) and a reciprocal integrating factor is \(V = (1 + 3x^2)^4\).

3. Averaging theory. Here we briefly describe some results on periodic averaging of first order. This is the simplest form of averaging, and is concerned with approximating solutions of a non-autonomous differential equation by solutions of a autonomous one. In particular, the first order averaging method is equivalent to the study of the first order Melnikov function (both are equivalent to the study of the displacement function). For more references on this, see [11].

The next theorem is the classical averaging theorem for periodic differential system.

**Theorem 3.1.** We consider the following differential system
\[
x' = \varepsilon f(t, x) + \varepsilon^2 g(t, x, \varepsilon)
\]
where \(x \in D\), an open subset of \(\mathbb{R}\), \(t \in [0, \infty)\), \(\varepsilon \in (0, \varepsilon_0]\), \(f, g\) are \(T\)-periodic in the variable \(t\). Suppose that \(f, g\) are of class \(C^2\). Consider the average function of \(f(t, x)\) with respect to \(t\)
\[
f^0(y) = \int_0^T f(t, y) \, dt.
\]
If \(p \in D\) is such that \(f^0(p) = 0\) and \(Df^0(p) \neq 0\), then for every \(\varepsilon \in (0, \varepsilon]\), system (10) has a \(T\)-periodic solution \(\varphi_\varepsilon(t)\) with \(\varphi_\varepsilon(0) = p\) and \(\varphi(t, \varepsilon) \to p\) as \(\varepsilon \to 0\).

Systems in the form of (10) are said to be in the standard form. We remark that the regularity condition that \(f, g\) are of class \(C^2\) is not really necessary, but simplify the statement. For a proof and more comments, see chapter 6 of [21].

Theorem 3.1 is about the existence of periodic solutions for non-autonomous systems. The following construction allows us to use this theorem for proving the existence of limit cycles.

Consider the planar system
\[
\begin{align*}
\dot{x} &= p(x, y) + \varepsilon P(x, y) \\
\dot{y} &= q(x, y) + \varepsilon Q(x, y)
\end{align*}
\]
where \(p, q, P, Q : \mathbb{R}^2 \to \mathbb{R}\) are continuous functions.

Let us first consider the case \(p(x, y) = -y\) and \(q(x, y) = x\). Then, for \(\varepsilon = 0\), system (12) is the linear center.

In this case, using a polar change of coordinates \(x = r \cos(\theta), y = r \sin(\theta)\), we obtain
\[
\begin{align*}
\dot{r} &= \varepsilon [\cos(\theta) P(r \cos(\theta), r \sin(\theta)) + \sin(\theta) Q(r \cos(\theta), r \sin(\theta))] \\
\dot{\theta} &= 1 + (\varepsilon/r) [\cos(\theta) Q(r \cos(\theta)) - \sin(\theta) P(r \cos(\theta), r \sin(\theta))] \\
\end{align*}
\]
For small $\varepsilon > 0$, the second equation of (13) is not zero. Then we can reparametrize (13) to obtain

\[
\begin{aligned}
\dot{r} &= \varepsilon \left[ \cos(\theta)P(r \cos(\theta), r \sin(\theta)) + \sin(\theta)Q(r \cos(\theta), r \sin(\theta)) \right] + o(\varepsilon^2) \\
\dot{\theta} &= 1
\end{aligned}
\]  

(14)

Taking $\theta$ as the new time, (14) turns into a non-autonomous differential equation

\[
\begin{aligned}
\dot{r}' &= \varepsilon \left[ \cos(\theta)P(r \cos(\theta), r \sin(\theta)) + \sin(\theta)Q(r \cos(\theta), r \sin(\theta)) \right] + o(\varepsilon^2) \\
\end{aligned}
\]  

(15)

where the prime is derivative with respect to $\theta$.

Note that we can apply Theorem 3.1 to system (15).

Let $G(r) = \int_{0}^{2\pi} \left[ \cos(\theta)P(r \cos(\theta), r \sin(\theta)) + \sin(\theta)Q(r \cos(\theta), r \sin(\theta)) \right] d\theta$.

By Theorem 3.1, each simple zero of $G$ is associated with a periodic solution of (15), and thus, with a limit cycle of (12).

Now we turn to the general case, where $p(x,y)$ and $q(x,y)$ are general polynomials. Our aim is to put (12) in the standard form to apply the Averaging Theorem 3.1.

From now, we assume that (12), for $\varepsilon = 0$, has a first integral $H$, and a continuous family of closed orbits $\{ \Gamma_h \} \subset \{ (x,y) : H(x,y) = h, h_1 < h < h_2 \}$.

This allows us to find a change of coordinates that put (12) in the standard form. Assume that $xq(x,y) - yp(x,y) \neq 0$ for all $(x,y)$ in $\bigcup \Gamma_h$. Let

$\rho : (\sqrt{h_1}, \sqrt{h_2}) \times [0, 2\pi) \to [0, \infty)$

be a continuous function such that

$H(\rho(R, \phi) \cos(\phi), \rho(R, \phi) \sin(\phi)) = R^2$

for all $R \in (\sqrt{h_1}, \sqrt{h_2})$ and all $\phi \in [0, 2\pi)$.

The change of coordinates $x = \rho(R, \phi) \cos(\phi), \ y = \rho(R, \phi) \sin(\phi)$ applied to system (12) gives us

\[
\begin{aligned}
\dot{R} &= \varepsilon L(R, \phi), \\
\dot{\phi} &= 1 + \varepsilon S(R, \phi),
\end{aligned}
\]  

(16)

for some smooth functions $L, S$. Now, using the same argument as in the linear center, we can obtain a non-autonomous system in the form

\[
\begin{aligned}
R' &= \varepsilon L(R, \phi) + o(\varepsilon^2),
\end{aligned}
\]  

(17)

where the prime is derivative with respect to $\phi$. Note that (17) is in the standard form.

Applying the Averaging Theorem 3.1 to (17) and writing the expression of $L$, we obtain the following result:

**Theorem 3.2** ([3], Theorem 5.2). Consider that system (12) has a first integral $H$ for $\varepsilon = 0$, and a continuous family of closed orbits $\{ \Gamma_h \} \subset \{ (x,y) : H(x,y) = h, h_1 < h < h_2 \}$.

Let $\mu(x,y)$ be an integrating factor for system (12). If

$F(R) = \int_{0}^{2\pi} \frac{\mu \cdot (x^2 + y^2) \cdot (Pq - Qp)}{2R \cdot (qx - py)} d\phi,$

(18)
where $\mu, P, p, Q, q$ depends on $x = \rho(R, \phi) \cos(\phi)$ and $y = \rho(R, \phi) \sin(\phi)$, then each simple zero of $F(R)$ give us a limit cycle of (12).

**Remark 2.** The integrand of $F(R)$ is exactly the function $L(R, \phi)$ in the first line of system (16).

4. **Proof of Theorem 1.1** Here we consider the following 2-parameter systems
\[
\begin{align*}
\dot{x} &= -y + \delta(x^2 - y^2) + \varepsilon P_n(x, y), \\
\dot{y} &= x(1 + 2\delta y) + \varepsilon Q_n(x, y),
\end{align*}
\]
(S1p)
\[
\begin{align*}
\dot{x} &= -y + \delta x^2 + \varepsilon P_n(x, y), \\
\dot{y} &= x(1 + \delta y) + \varepsilon Q_n(x, y),
\end{align*}
\]
(S2p)

where $P_n, Q_n$ are $n$-degree polynomials. The parameter $\varepsilon > 0$ is small, and $\delta \in \mathbb{R}$.

To study the number of limit cycles in these systems for $\varepsilon > 0$ small, by Theorem 3.2 we have to determine the isolated zeroes of the function (18) We divide the proof in the following cases:

4.1. **Non-linear quadratic center** (S1) $(\delta \neq 0)$. Consider system (S1p) with $\delta \neq 0$, $P_n(x, y) = \sum_{i+j=1}^{n} a_{i,j} x^i y^j$ and $Q_n(x, y) = \sum_{i+j=1}^{n} b_{i,j} x^i y^j$. Notice that, for $\varepsilon = 0$, the system is integrable for each $\delta \in \mathbb{R}$.

In fact $H^1(x, y) = x^2 + y^2$ is a first integral for this system.

In order to apply Theorem 3.2 we must find $\rho$ such that:

\[
H(\rho(R, \varphi) \cos(\varphi), \rho(R, \varphi) \cos(\varphi)) = R^2.
\]

Solving this equation for this system, we obtain:

\[
\rho(R, \varphi) = \delta R \sin(\varphi) + R\sqrt{(\delta R)^2(1 - \cos^2(\varphi)) + 1}.
\]

Notice that we must assume $(\delta R)^2 \leq 1$ to get $\rho$ well-defined. Therefore, the domain of $R$ is $(-1/|\delta|, 1/|\delta|)$ and we have that $h_2 = 1/\delta^2$.

Since $h_1 = 0$, it follows that the period annulus occurs when $R \in \left(0, \frac{1}{|\delta|}\right)$.

The integrating factor associated to the first integral $H^1(x, y)$ is given by:

\[
\rho^1(x, y) = \frac{2}{(1 + 2\delta y)^2}.
\]

Now, we use these informations to compute the Melnikov function $F^1_{1}^{[n]}$, following the expression (18). Unfortunately, it is not possible to obtain the expression of $F^1_{1}^{[n]}$ without particularize the degree $n$ of the polynomials $P_n, Q_n$, therefore we must fix $n$ between 1 and 7.

As we mention, the period annulus occurs when $R \in \left(0, \frac{1}{|\delta|}\right)$, so we seek zeroes of the Melnikov functions in this domain.

For simplicity, we introduce a new variable $Z$ given by $R = \frac{x - y}{|\delta|}$. We observe that $R \in \left(0, \frac{1}{|\delta|}\right)$ is a zero of the Melnikov function in $R$ if and only if $Z \in (0, 1)$ is a zero of the Melnikov function in $Z$.

After solving the corresponding integrals, we obtain the expressions for the functions $F^1_{1}^{[n]}$, for $n = 1, \ldots, 7$ (see Appendix A).

The functions $F^1_{1}^{[n]}$ are in the form $F^1_{1}^{[n]}(Z) = \rho^1(Z) f^1_{1}^{[n]}(Z)$, where $\rho^1(Z)$ is a $C^\infty$ function without real zeroes and $f^1_{1}^{[n]}(Z)$ is a polynomial function for $1 \leq n \leq 7$ presenting just even powers of $Z$. The degrees of $f^1_{1}^{[n]}(Z)$ are listed in Table 3.
Table 3. Degree of the polynomial part of $F_{1}^{[n]}(Z)$ according to the value of $n$.

| Value of $n$ | Degree of $f_{1}^{[n]}(Z)$ |
|--------------|----------------------------|
| 1            | 2                          |
| 2            | 2                          |
| 3            | 2                          |
| 4            | 4                          |
| 5            | 6                          |
| 6            | 8                          |
| 7            | 10                         |

The complete expressions for $F_{1}^{[n]}(Z)$ are given in the Appendix A. We remark that all the polynomials $f_{1}^{[n]}(Z)$ are even functions, so the number of positive roots is at most half of the degree.

To conclude the proof, now we present an example for every degree, proving that the maximum number of limit cycles can be achieved.

Consider the family of differential equations

$$
\begin{cases}
  \dot{x} = -y + \delta(x^2 - y^2) + \varepsilon P_n(x, y), \\
  \dot{y} = x(1 + 2\delta y) + \varepsilon Q_n(x, y),
\end{cases}
$$

(19)

where $P_n, Q_n$ are $n$-degree polynomials, for $1 \leq n \leq 7$.

If $P_1(x, y) = \frac{-2\delta^2 + 3}{2\delta^2} - x$ and $Q_1(x, y) = y$, then $f_{1}^{[1]}(Z) = 2Z^2 - \frac{1}{2}$ has only one zero in $(0,1)$, so the system has one limit cycle.

If $P_2(x, y) = x$ and $Q_2(x, y) = x^2 + \left(\frac{4}{3}\delta^3 - 1\right)y^2$, then $f_{1}^{[2]}(Z) = \delta^3\left(-\frac{4}{3}Z^2 + \frac{1}{3}\right)$ has only one zero in $(0,1)$, so the system has one limit cycle.

If $P_3(x, y) = x + x^3 + \left(-\frac{16}{3}\delta^4 - 6\right)xy^2$ and $Q_3(x, y) = y^3$, then $f_{1}^{[3]}(Z) = \delta^4\left(-\frac{16}{3}Z^2 + \frac{4}{3}\right)$ has only one zero in $(0,1)$, so the system has one limit cycle.

If $P_4(x, y) = x + x^3 + \left(-\frac{16}{3}\delta^4 - 6\right)xy^2 + \left(-\frac{128}{9}\delta^5 - \frac{32}{3}\delta^5 - \frac{4}{3}\delta\right)y^3$, and $Q_4(x, y) = x^4 + y^4 + y$, then $f_{1}^{[4]}(Z) = \delta^7\left(12Z^4 - \frac{13}{3}Z^2 + \frac{1}{3}\right)$ has two zeroes in $(0,1)$, so the system has two limit cycles.

If $P_5(x, y) = x^5 - \frac{2880\delta^2 + 7420}{576\delta}xy^3 + \frac{705}{64\delta^2}x^2y^2 - \frac{25}{32\delta^3}x$ and $Q_5(x, y) = y^5$, then $f_{1}^{[5]}(Z) = 20Z^6 - \frac{305}{36}Z^4 + \frac{145}{144}Z^2 - \frac{5}{144}$ has two zeroes in $(0,1)$, so the system has two limit cycles.
If $Q_6(x, y) = y^6$ and

$$P_6(x, y) = xy^5 - \frac{108000\delta^2 + 456085}{x}$$

$$- \frac{1}{640000\delta^6} \left( - \frac{1800000}{3} \delta^2 (108000\delta^2 + 456085) \right) xy^3$$

$$- \frac{26285}{10245^5} xy^2 + \frac{735}{512\delta^3} x$$

then

$$f_1^{[6]}(Z) = 35Z^8 - \frac{9583}{720} Z^6 + \frac{637}{480} Z^4 - \frac{63}{1280} Z^2 + \frac{7}{11520} x$$

has four zeroes in $(0,1)$, so the system has four limit cycles.

If $Q_7(x, y) = y^7$ and

$$P_7(x, y) = x^7 - \frac{50400\delta^2 + 1817872}{x^2}$$

$$- \frac{1}{69120\delta^6} \left( - \frac{504000\delta^3 + 1817872}{75} \delta^2 (50400\delta^2 + 1817872) + 241920\delta^4 \right) xy^4$$

$$- \frac{1}{238878720\delta^9} \left( - \frac{60921116928}{25} \delta^2 (50400\delta^2 + 1817872) + 241920\delta^4 \right) xy^3 - \frac{1645}{36512} xy^2 + \frac{49}{24\delta^4} x$$

then

$$f_1^{[7]}(Z) = 224Z^{10} - \frac{24766}{225} Z^8 + \frac{7273}{405} Z^6 - \frac{6797}{5400} Z^4 + \frac{7}{180} Z^2 - \frac{7}{16200}$$

has five zeroes in $(0,1)$, so the system has five limit cycles.

In Appendix C we provide general expressions on the coefficients of $f_1^{[n]}$ for $1 \leq n \leq 7$, to obtain the maximum number of limit cycles.

In Table 4 we summarize the relations between the degree of the perturbation, the degree of the polynomial part of $F_1^{[n]}(Z)$ and the maximum number of limit cycles.

| Value of $n$ | Degree of $f_1^{[n]}$ | Maximum number of limit cycles |
|--------------|----------------------|-------------------------------|
| 1            | 2                    | 1                             |
| 2            | 2                    | 1                             |
| 3            | 2                    | 1                             |
| 4            | 4                    | 2                             |
| 5            | 6                    | 3                             |
| 6            | 8                    | 4                             |
| 7            | 10                   | 5                             |

Table 4. Degree of the perturbation in (19), degree of the polynomial part of $F_1^{[n]}(Z)$ according to the value of $n$ and maximum number of limit cycles.
4.2. Non-linear quadratic center \([S2c]\) \((\delta \neq 0)\). Now, consider system \([S2c]\) with \(\delta \neq 0\), \(P_n(x, y) = \sum_{i+j=1}^n a_{i,j} x^i y^j\) and \(Q_n(x, y) = \sum_{i+j=1}^n b_{i,j} x^i y^j\). Notice that, for \(\varepsilon = 0\), the system is integrable for each \(\delta \in \mathbb{R}\).

In fact \(H_\delta^2(x, y) = \frac{x^2 + y^2}{1 + \delta y^2}\) is a first integral for this system.

In order to apply Theorem 3.2 we must find \(\rho\) such that:

\[
H(\rho(R, \varphi) \cos(\varphi), \rho(R, \varphi) \cos(\varphi)) = R^2.
\]

Solving this equation for this system, we obtain:

\[
\rho(R, \varphi) = \frac{R}{1 - \delta R \sin(\varphi)}.
\]

Notice that we must assume \(|\delta R| \neq 1\) to get \(\rho\) well-defined. Since 0 is in the boundary Therefore, the domain of \(R\) is \((-1/|\delta|, 1/|\delta|)\) and we have that \(h_2 = 1/\delta^2\).

Since \(h_1 = 0\), it follows that the period annulus occurs when \(R \in (0, \frac{1}{|\delta|})\).

The integrating factor associated to the first integral \(H_\delta^2\) is given by:

\[
\mu_\delta^2(x, y) = \frac{2}{(1 + \delta y)^3}.
\]

Now, we use these informations to compute the Melnikov function \(F_2^{[n]}\) following the expression \([18]\) We obtain:

\[
F_2^{[n]}(R) = \int_0^{2\pi} \left[ \cos(\psi) P_n(x, y) + \sin(\psi) Q_n(x, y) - \delta R \sin(\psi) \cos(\psi) P_n(x, y) - 2\delta R Q_n(x, y) + \delta R Q_n(x, y) \cos^2(\psi) + \delta^2 R^2 Q_n(x, y) \sin(\psi) \right] d\psi
\]

where \((x, y) = \left( \frac{R \cos(\psi)}{1 - \delta R \sin(\psi)}, \frac{R \sin(\psi)}{1 - \delta R \sin(\psi)} \right)\).

Since \(P_n(x, y) = \sum_{i+j=1}^n a_{i,j} x^i y^j\) and \(Q_n(x, y) = \sum_{i+j=1}^n b_{i,j} x^i y^j\), \([20]\) writes as:

\[
F_2^{[n]}(R) = \sum_{k=1}^n \sum_{i+j=k} \int_0^{2\pi} \left[ a_{i,j} R^k \cos^{i+1}(\psi) \sin^j(\psi) + b_{i,j} R^k \cos^i(\psi) \sin^{j+1}(\psi) \right. \\
- a_{i,j} \frac{R^{k+1} \cos^{i+1}(\psi) \sin^{j+1}(\psi)}{(1 - \delta R \sin(\psi))^k} - 2b_{i,j} \frac{R^{k+1} \cos^i(\psi) \sin^j(\psi)}{(1 - \delta R \sin(\psi))^k} \\
+ b_{i,j} \frac{R^{k+1} \cos^{i+2}(\psi) \sin^j(\psi)}{(1 - \delta R \sin(\psi))^k} + b_{i,j} \frac{R^{k+2} \cos^i(\psi) \sin^{j+1}(\psi)}{(1 - \delta R \sin(\psi))^k} \left. \right] d\psi.
\]

Also, it is not possible to obtain the expression of \(F_2^{[n]}\) without particularize the degree \(n\) of the polynomials \(P_n, Q_n\), therefore we must fix \(n\) between 1 and 6.

As we mention, the period annulus occurs when \(R \in \left(0, \frac{1}{|\delta|}\right)\), so we seek zeroes of the Melnikov functions in this domain.
For simplicity, we introduce a new variable \( Z \) given by \( R = \sqrt{1 - Z^2} \). We observe that \( R \in (0, 1) \) is a zero of the Melnikov function \( F_2^{[n]}(R) \) in \( R \) if and only if \( Z \in (0, 1) \) is a zero of the Melnikov function \( F_2^{[n]}(Z) \) in \( Z \).

After solving the corresponding integrals, we obtain the expressions for the functions \( F_2^{[n]} \), for \( n = 1, \ldots, 6 \) (see Appendix B).

As in the last, we can write \( F_2^{[n]}(Z) = \rho_2^n(Z) f_2(Z) \), where \( \rho_2^n \) is a \( C^\infty \) function without real zeroes in \((0, 1)\) and \( f_2(Z) \) is a polynomial function for \( 1 \leq n \leq 6 \). The degrees of \( f_2^{[n]}(Z) \) are listed in Table 5.

| Value of \( n \) | Degree of \( f_2^{[n]} \) |
|------------------|-----------------|
| 1                | 1               |
| 2                | 2               |
| 3                | 3               |
| 4                | 5               |
| 5                | 7               |
| 6                | 9               |

Table 5. Degree of the polynomial part of \( F_2^{[n]}(Z) \) according to the value of \( n \).

The complete expressions for \( F_2^{[n]}(Z) \) are given in the Appendix B.

Now we prove that the number of zeros of the polynomials \( F_2^{[4]} \), \( F_2^{[5]} \) and \( F_2^{[6]} \) in \((0, 1)\) can be reduced.

We say that a set of real functions \( \{ f_0, f_1, \ldots, f_n \} \) defined on an open interval \( I \subset \mathbb{R} \) is an extended complete Chebyshev system on \( I \) if, for all \( k = 0, 1, \ldots, n, \) any nontrivial linear combination \( a_0 f_0(Z) + a_1 f_1(Z) + \cdots + a_k f_k(Z) \) has at most \( k \) isolated zeros on \( I \) counted with multiplicities. The next theorem exhibits a characterization of ECT-systems:

**Theorem 4.1.** Let \( f_0, f_1, \ldots, f_n \) be analytic real functions defined on an open interval \( I \subset \mathbb{R} \). Then, \( \{ f_0, f_1, \ldots, f_n \} \) is an ECT-system on \( I \) if and only if for each \( k = 0, 1, \ldots, n, \) and all \( Z \in I \), the Wronskian (of order \( k \)):

\[
W(f_0, f_1, \ldots, f_k)(Z) = \begin{vmatrix}
  f_0(Z) & f_1(Z) & \cdots & f_k(Z) \\
  f'_0(Z) & f'_1(Z) & \cdots & f'_k(Z) \\
  \vdots & \vdots & \ddots & \vdots \\
  f^{(k)}_0(Z) & f^{(k)}_1(Z) & \cdots & f^{(k)}_k(Z)
\end{vmatrix}
\]

is nonvanishing.

Given \( a_0, a_1, \ldots, a_6 \) real numbers, using Maple, we can find parameters such that:

\[
F_2^{[4]} = a_0(Z + 1) + a_1 Z^2 + a_2 Z^3 + a_3 Z^4 + a_4 Z^5
\]

(22)

\[
F_2^{[5]} = a_0(Z + 1) + a_1(Z^3 + Z^2) + a_2 Z^4 + a_3 Z^5 + a_4 Z^6 + a_5 Z^7
\]

(23)

\[
F_2^{[6]} = a_0(Z + 1) + a_1(Z^4 + Z^3) + a_2(Z^5 + Z^4) + a_3 Z^6 + a_4 Z^7 + a_5 Z^8 + a_6 Z^9
\]

(24)

If we compute the Wronskians of any order of the systems \( \{ Z + 1, Z^2; Z^3, Z^4, Z^5 \}, \)

\( \{ Z + 1, Z^3 + Z^2, Z^4, Z^5, Z^6 \} \) and \( \{ Z + 1, Z^3 + Z^2, Z^5 + Z^4, Z^6 + Z^7, Z^8, Z^9 \} \), we
can see that they are nonvanishing in \((0, 1)\). Therefore, they are ECT-systems on \((0, 1)\), by theorem 4.1.

It follows that \(F_2^{[4]}\), \(F_2^{[5]}\) and \(F_2^{[6]}\) has at most 4, 5 and 6 roots in \((0, 1)\), respectively.

Again, to conclude the proof, we present an example of every degree, proving that the maximum number of limit cycles can be achieved also in this case.

To conclude the proof, now we present an example of every degree, proving that the maximum number of limit cycles can be achieved.

Consider the family of differential equations

\[
\begin{aligned}
\dot{x} &= -y + \delta x^2 + \varepsilon P_n(x, y), \\
\dot{y} &= x(1 + \delta y) + \varepsilon Q_n(x, y),
\end{aligned}
\]

where \(P_n, Q_n\) are \(n\)-degree polynomials, for \(1 \leq n \leq 6\).

For \(n = 1\), the only \(f_1^{[1]}(Z)\) has no non-zero roots, so the system has no limit cycles.

If \(P_2(x, y) = x + 3\delta xy\) and \(Q_2(x, y) = 3\delta x^2\), then \(f_2^{[2]}(Z) = 6Z^2 - 5Z + 1\) has two zeroes in \((0, 1)\), so the system has two limit cycles.

If \(P_3(x, y) = x - \frac{5\delta^2}{6}x^3 - \frac{\delta^2}{6}xy^2\) and \(Q_3(x, y) = -4\delta^2x^2y\), then \(f_2^{[3]}(Z) = \delta^2\left(8Z^3 - \frac{26}{3}Z^2 + 3Z - \frac{1}{3}\right)\) has three zeroes in \((0, 1)\), so the system has three limit cycles.

If \(P_4(x, y) = x + x^3y - \frac{169\delta^2}{24}xy^2 + \left(\frac{\delta^3}{192} - 1\right)xy^3\) and

\[
Q_4(x, y) = y^4 + \left(-\frac{857\delta^3}{64} + 9\right)x^2y^2 + \left(-\frac{1157\delta^3}{96} + 6\right)x^4,
\]

then

\[
f_2^{[4]}(Z) = \delta^3\left(\frac{75}{8}Z^5 - \frac{365}{32}Z^4 + \frac{911}{192}Z^3 - \frac{139}{192}Z^2 + \frac{1}{192}Z + \frac{1}{192}\right)
\]

has four zeroes in \((0, 1)\), so the system has four limit cycles.

If \(P_5(x, y) = x - \frac{5899\delta^2}{810}xy^2 + \left(-\frac{\delta^4}{9720} - 2\right)x^4y^4 + \left(-\frac{12\delta^4}{9720} - 3\right)x^3y^2\) and

\[
Q_5(x, y) = y^5 + \frac{2489\delta^4}{2025}x^2y^3 + \frac{7079\delta^4}{6075}x^4y^5,
\]

then

\[
f_2^{[5]}(Z) = \delta^4\left(\frac{280}{27}Z^7 - \frac{364}{27}Z^6 + \frac{14999}{2430}Z^5 - \frac{2641}{2430}Z^4 + \frac{25}{1944}Z^3 + \frac{25}{1944}Z^2 - \frac{1}{9720}Z - \frac{1}{9720}\right)
\]

has five zeroes in \((0, 1)\), so the system has five limit cycles.

If \(P_6(x, y) = x + x^3y^3 - \frac{59087\delta^2}{7930}xy^2 + \frac{1770229\delta^4}{71370}x^4y^4 + \frac{\delta^5}{713700}xy^5\) and

\[
Q_6(x, y) = \left(-\frac{1160819\delta^5}{11700} - 3\right)x^2y^4 + \left(-\frac{17707253\delta^5}{9475} - 12\right)x^3y^2 + \left(-\frac{97580638\delta^5}{53275} - 8\right)x^5,
\]
then
\[
f_{[6]}^{2}(Z) = \delta^5 \left( 35280 \frac{Z^9}{793} - 47880 \frac{Z^8}{793} + 116329 \frac{Z^7}{3965} - 22271 \frac{Z^6}{3965} + 12079 \frac{Z^5}{142740} \right) (Z^5 + Z^4) \]

\[
- \frac{41}{35685} (Z^3 + Z^2) - \frac{1}{142740} (Z - 1) \]

has six zeroes in (0,1), so the system has six limit cycles.

In Appendix B, we provide general expressions on the coefficients of \( f_{[n]}^{2} \), for \( 1 \leq n \leq 6 \), to obtain the maximum number of limit cycles.

In Table 6 we summarize the relations between the degree of the perturbation, the degree of the polynomial part of \( F_{[n]}^{2}(Z) \) and the maximum number of limit cycles.

| Value of \( k \) | Degree of \( f_{[n]}^{2} \) | Maximum number of limit cycles |
|-------------------|--------------------------|-------------------------------|
| 1                 | 1                        | 0                             |
| 2                 | 2                        | 2                             |
| 3                 | 3                        | 3                             |
| 4                 | 5                        | 4                             |
| 5                 | 7                        | 5                             |
| 6                 | 9                        | 6                             |

Table 6. Degree of the perturbation in (25), degree of the polynomial part of \( F_{[n]}^{2}(Z) \) according to the value of \( n \) and maximum number of limit cycles.

5. **Proof of Theorems 1.2 and 1.3** First we prove Theorem 1.3. Recall system \((T2p)\),

\[
\begin{align*}
\dot{x} &= -y + \delta x^3 - \delta xy^2 + \varepsilon (a_{1,0}x + a_{0,1}y), \\
\dot{y} &= x + \delta x^2 y - \delta y^3 + \varepsilon (b_{1,0}x + b_{0,1}y),
\end{align*}
\]

and note that \( H_{3}(x, y) = x^2 + y^2 \) is a first integral for this system, with integrating factor \( \mu = 2/(1 + 2\delta xy)^2 \).

To study the number of limit cycles in this system for \( \varepsilon > 0 \) small and \( \delta \neq 0 \), by Theorem 3.2, we have to construct function (18) and determine its simple zeroes.

In this case, (18) is given by

\[
F_{\delta}(R) = \int_{0}^{2\pi} \left( -Rb_{0,1} (\cos(\psi))^2 + R (\cos(\psi))^2 a_{1,0} - (\cos(\psi))^2 R^{3}\delta b_{1,0} \\
+ (\cos(\psi))^2 R^{3}\delta a_{0,1} - \cos(\psi) \sin(\psi) R^{3}\delta a_{1,0} + R \cos(\psi) \sin(\psi) a_{0,1} \\
- \cos(\psi) \sin(\psi) b_{0,1}\delta R^{3} + R \cos(\psi) \sin(\psi) b_{1,0} - R^{3}\delta a_{0,1} + Rb_{0,1} \right) d\psi \\
= R\pi \left( -R\delta b_{1,0} + b_{0,1} + a_{1,0} - R^{2}\delta a_{0,1} \right)
\]

(26)

Considering \( \delta > 0 \), note that \( F_{\delta}(R) = 0 \) has a positive and simple solution if and only if \( a_{0,1} + b_{1,0} \neq 0 \), and the solution is given by

\[
R_{\delta} = \left| \frac{\sqrt{\delta} (b_{1,0} + a_{0,1}) (b_{0,1} + a_{1,0})}{\delta (b_{1,0} + a_{0,1})} \right|.
\]
Then we have at most one limit cycle, thus proving Theorem 1.3.

**Corollary 1.** A differential system with the form

\[
\begin{align*}
\dot{x} &= -y + \delta x^3 - \delta xy^2 + \varepsilon(a_{1,0}x + a_{0,1}y), \\
\dot{y} &= x + \delta x^2 y - \delta y^3 + \varepsilon(b_{1,0}x + b_{0,1}y),
\end{align*}
\]

with \( \varepsilon > 0 \) small, \( \delta > 0 \) and \( a_{i,j}, b_{i,j} \in \mathbb{R} \) has a limit cycle if and only if \( a_{0,1} + b_{1,0} \neq 0 \).

Now we proceed to the proof of Theorem 1.2. Recall system (T1p)

\[
\begin{align*}
\dot{x} &= -y + \delta x^3 - 3\delta xy^2 + \varepsilon(a_{1,0}x + a_{0,1}y), \\
\dot{y} &= x + 3\delta x^2 y - \delta y^3 + \varepsilon(b_{1,0}x + b_{0,1}y),
\end{align*}
\]

and note that \( H_\delta^1(x, y) = \frac{(x^2 + y^2)^2}{1 + 4\delta xy} \) is a first integral for this system, with integrating factor \( \mu = 4(x^2 + y^2)/(1 + 4\delta xy)^2 \).

Again, we construct function (18) to this case and determine its simple zeroes. In the case of system (T1p), the function (18) is given by

\[
F_\delta(R) = \int_0^{2\pi} \frac{1}{D(R, \psi)} \left( a_{1,0}A_{1,0}(R, \psi) + a_{0,1}A_{0,1}(R, \psi) + b_{1,0}B_{1,0}(R, \psi) + b_{0,1}B_{0,1}(R, \psi) \right) d\psi,
\]

where \( D(R, \psi), A_{i,j}(R, \psi), B_{i,j}(R, \psi) \) are given in Appendix E.

This integral can be rewritten with respect to elliptic integrals of the first and second kinds:

\[
F_\delta(R) = a_{1,0} \overline{A_{1,0}}(R) + a_{0,1} \overline{A_{0,1}}(R) + b_{1,0} \overline{B_{1,0}}(R) + b_{0,1} \overline{B_{0,1}}(R),
\]

where

\[
\begin{align*}
\overline{A_{1,0}}(R) &= 2\delta^2 R^3 \pi + 2R \\
\overline{B_{0,1}}(R) &= 2\delta^2 R^3 \pi + 2R
\end{align*}
\]

\[
\begin{align*}
\overline{A_{0,1}}(R) &= \frac{1}{\sqrt{\delta^2 R^2 + 1}} \left( 8 \delta R^2 \text{EllipticF}(z, k) - 16 \delta^3 R^4 \text{EllipticE}(z, k) \right. \\
&\quad + 8 \text{EllipticF}(z, k)\delta^{-1} + 4 \delta R^2 \text{EllipticK}(k) \\
&\quad - 24 \delta R^2 \text{EllipticE}(z, k) - 8 \delta^3 R^4 \text{EllipticE}(k) \\
&\quad - 4 \text{EllipticE}(k)\delta^{-1} - 12 \delta R^2 \text{EllipticE}(k) \\
&\quad - 8 \text{EllipticE}(z, k)\delta^{-1} + 4 \text{EllipticK}(k)\delta^{-1} \\
&\left. + 8 \text{EllipticF}(z, k)\delta^{-1} + 4 \delta R^2 \text{EllipticK}(k) \right) \\
\overline{B_{1,0}}(R) &= \frac{1}{\sqrt{\delta^2 R^2 + 1}} \left( 8 \delta R^2 \text{EllipticF}(z, k) - 16 \delta^3 R^4 \text{EllipticE}(z, k) \right. \\
&\quad + 8 \text{EllipticF}(z, k)\delta^{-1} + 4 \delta R^2 \text{EllipticK}(k) \\
&\quad - 24 \delta R^2 \text{EllipticE}(z, k) - 8 \delta^3 R^4 \text{EllipticE}(k) \\
&\quad - 4 \text{EllipticE}(k)\delta^{-1} - 12 \delta R^2 \text{EllipticE}(k) \\
&\quad - 8 \text{EllipticE}(z, k)\delta^{-1} + 4 \text{EllipticK}(k)\delta^{-1}
\end{align*}
\]
where \( \text{EllipticF}(z,k) \) and \( \text{EllipticK}(k) \) are the incomplete and complete integrals of first kind and \( \text{EllipticE}(z,k) \) is the (complete and incomplete) elliptic integral of second kind, given by

\[
\text{EllipticF}(z,k) = \int_0^z \frac{1}{\sqrt{1-t^2}\sqrt{1-k^2 t^2}} \, dt,
\]

\[
\text{EllipticK}(k) = \int_0^1 \frac{1}{\sqrt{1-t^2}\sqrt{1-k^2 t^2}} \, dt,
\]

\[
\text{EllipticE}(z,k) = \int_0^z \frac{1}{\sqrt{1-k^2 t^2}} \, dt.
\]

with

\[
(z,k) = \left( \frac{\sqrt{\delta^2 R^2 + 1}}{\delta R}, \frac{\delta R}{\sqrt{\delta^2 R^2 + 1}} \right).
\]

More details on these functions can be found on [25, 23].

It is not possible to obtain the real zeros of \( F_3(R) \) by using algebraic or analytic methods, due to the appearance of the elliptic integrals. Our strategy is to employ a numerical procedure to obtain the conclusions of Theorem 1.2.

5.1. **Numerical strategy.** We consider a partition

\[ \mathcal{P} = \{t_0 = 1 < t_1 < t_2 < \ldots < t_{n-1} < t_n = 1\} \]

of the interval \( I = [0,1] \) and then a (induced) mesh on the 4-dimensional cube \( I^4 = [0,1] \times [0,1] \times [0,1] \times [0,1] \).

Let \( \mathcal{M} \subset I^4 \) be the subset of the vertices of the mesh. For every \( m = (m_1, m_2, m_3, m_4) \in \mathcal{M} \) we construct a function \( F_{3}^m(R) \) that consists of the function \( F_3(R) \) given in (28) but with \( a_{1,0} = m_1, a_{0,1} = m_2, b_{1,0} = m_3 \) and \( b_{0,1} = m_4 \), and then we search for a numerical solution of \( F_3^m(R) = 0 \). If such solution exists, we call the vertex \( m \) an admissible vertex.

We denote by \( \Omega \subset \mathcal{M} \) the subset of the admissible vertices. If \( m \in \Omega \) then the equation \( F_3^m(R) = 0 \) has a positive solution, so there is a limit cycle for system (T1p), with the parameters \( (a_{1,0}, a_{0,1}, b_{1,0}, b_{0,1}) = m \).

We note that in all the other cases considered in this paper, we have open conditions defining the subsets of the parameter space where there are limit cycles. We believe it is reasonable to suppose that this also holds for the current case. Then we consider that there is a set \( \overline{\Omega} \supset \Omega \) open and represented by the convex hull of \( \Omega \) such that for every \( m \in \overline{\Omega} \), system (T1p) with the parameters \( (a_{1,0}, a_{0,1}, b_{1,0}, b_{0,1}) = m \) has a limit cycle.

We applied this strategy for \( n = 10 \). In this case the set \( \mathcal{M} \) has \( 11^4 = 14,641 \) points. Using Maple 14™ to numerically determine if each \( F_3^m(R) \) has a zero, we found that \( \Omega \) consists of 8,960 admissible vertices.

Using the software Octave we calculated the convex hull \( H \) of \( \Omega \) and obtained the equations of 21 limiting hyperplanes for \( \Omega \) (consider \( \Omega \subset [0,1]^4 = \{(x, y, z, w); 0 \leq x, y, z, w \leq 1\} \), for \( \delta = 1 \) (the result is the same for every \( \delta \in (0,1]) \):

\[
\begin{align*}
-1.35447 x - 1.35447 w &= -0.13545, \\
-1.31837 x + 0.32959 z - 1.31837 w &= 0.06592, \\
-1.47998 z + 0.21143 y + 0.21143 z - 1.47998 w &= -0.02114, \\
1.51613 x - 2.27419 y - 1.51613 z + 1.51613 w &= 0.30323.
\end{align*}
\]
together with the \([0,1]^4\) limiting planes \(w = 0, x = 1, y = 1, z = 0\) and \(z = 1\).

We remark that \(\Omega = [0,1]^4 \cap \mathcal{H}\).

The Figure 1 show projections of the convex hull \(\mathcal{H}\) together with the points of \(\Omega\) inside it.

\[
\begin{align*}
1.51613x - 1.51613y - 2.27419z + 1.51613w &= 0.30323, \\
1.66667x - 1.66667y - 1.66667z + 1.66667w &= 0.66667, \\
1.90027x - 2.21698y - 2.53369z + 1.90027w &= 0.12668, \\
1.95021x - 2.60028y - 2.60028z + 1.95021w &= -0.06501, \\
2.05960x - 2.67748y - 2.57450z + 2.05960w &= 0, \\
2.05960x - 2.57450y - 2.67748z + 2.05960w &= 0, \\
2.06321x - 2.65270y - 2.65270z + 2.12216w &= 0, \\
2.10934x - 2.68462y - 2.68462z + 2.10934w &= -0.01918, \\
2.12216x - 2.65270y - 2.65270z + 2.06321w &= 0,
\end{align*}
\]

Figure 1. Projections of \(\Omega\) and \(\partial\mathcal{H}\) in the \(xy\)-plane for different values of \(z, w\).

This complete the proof of Theorem 1.3. We summarize the results in the following corollary.
Corollary 2. A differential system of the form
\[
\begin{align*}
\dot{x} &= -y + \delta x^3 - 3\delta xy^2 + \varepsilon(a_{1,0}x + a_{0,1}y) \\
y &= x + 3\delta x^2 y - \delta y^3 + \varepsilon(b_{1,0}x + b_{0,1}y)
\end{align*}
\]
with \(\varepsilon > 0\) small, \(\delta \in (0, 1]\) and \(a_{i,j}, b_{i,j} \in \mathbb{R}\) has a limit cycle if \((a_{1,0}, a_{0,1}, b_{1,0}, b_{0,1}) \in \Omega\), where \(\Omega\) is constructed using the above numerical strategy.

Despite our numerical method, and based on the numerical results we found, we present the follow conjecture.

Conjecture 1. A differential system of the form
\[
\begin{align*}
\dot{x} &= -y + \delta x^3 - 3\delta xy^2 + \varepsilon(a_{1,0}x + a_{0,1}y) \\
y &= x + 3\delta x^2 y - \delta y^3 + \varepsilon(b_{1,0}x + b_{0,1}y)
\end{align*}
\]
with \(\varepsilon > 0\) small, \(\delta > 0\) and \(a_{i,j}, b_{i,j} \in [0, 1]^4\) has a limit cycle if and only if \((a_{1,0}, a_{0,1}, b_{1,0}, b_{0,1}) \in \Omega\), where \(\Omega \subseteq [0, 1]^4\) is a convex set that can be approximated by taking the convex hull of \(\Omega\) for a large grid.

Appendix A. Full expressions of functions \(F_1^{[n]}(Z)\). Denote \(\zeta = \sqrt{-1-\bar{Z}^2}\). The expression of the Melnikov functions \(F_1^{[n]}\) are given by:

\[
F_1^{[1]}(Z) = -\frac{\pi \zeta}{\delta} \left( 2Z^2b_{0,1} - a_{1,0} - 3b_{0,1} \right)
\]

\[
F_1^{[2]}(Z) = -\frac{\pi \zeta}{\delta^2} \left( (2\delta b_{0,1} - b_{0,2} - b_{2,0}) Z^2 - \delta a_{1,0} - 3\delta b_{0,1} \right)
\]

\[
+ b_{0,2} + b_{2,0} \right)
\]

\[
F_1^{[3]}(Z) = -\frac{\pi \zeta}{4\delta^3} \left( (8\delta^2 b_{0,1} - 4\delta b_{0,2} - 4\delta b_{2,0} + a_{1,2} + 3a_{3,0} \right)
\]

\[
+ 3b_{0,3} + b_{2,1} Z^2 - 4\delta^2 a_{1,0} - 12\delta b_{0,1} + 4\delta b_{0,2} + 4\delta b_{2,0} - a_{1,2}
\]

\[
- 3a_{3,0} - 3b_{0,3} - b_{2,1} \right)
\]

\[
F_1^{[4]}(Z) = \frac{\pi \zeta}{4\delta^4} \left( (a_{1,3} + a_{3,1} + 2b_{0,4} - 2b_{4,0}) Z^4 + (8\delta^3 b_{0,1} \right)
\]

\[
+ 4\delta^2 b_{0,2} + 4\delta b_{2,0} - \delta a_{1,2} - 3\delta a_{3,0} - 3\delta b_{0,3} - \delta b_{2,1} - 2a_{1,3}
\]

\[
- 2a_{3,1} - 4b_{0,4} + 4b_{4,0} Z^2 - 4a_{3,0} + 12\delta^3 b_{0,1} - 4\delta^2 b_{0,2} - 4\delta^2 b_{2,0}
\]

\[
+ \delta a_{1,2} + 3\delta a_{3,0} + 3\delta b_{0,3} + \delta b_{2,1} + a_{1,3} + a_{3,1} + 2b_{0,4} - 2b_{4,0} \right)
\]

\[
F_1^{[5]}(Z) = \frac{\pi \zeta}{16\delta^5} \left( (5a_{1,4} + 3a_{3,2} + 5a_{5,0} + 15b_{0,5} + b_{2,3} \right)
\]

\[
- b_{4,1} Z^6 + (4\delta a_{1,3} - 4\delta a_{3,1} - 8\delta b_{0,4} + 8\delta b_{4,0} - 17a_{1,4} - 11a_{3,2}
\]

\[
- 25a_{5,0} - 55b_{0,5} - 5b_{2,3} + b_{4,1}) Z^4 + (32\delta^4 b_{0,1} - 16\delta^3 b_{0,2}\right)
\]
\(-16 \delta^2 b_{2,0} + 4 \delta^2 a_{1,2} + 12 \delta^2 a_{3,0} + 12 \delta^2 b_{0,3} + 4 \delta^2 b_{2,1} + 8 \delta a_{1,3} + 8 \delta a_{3,1} + 16 \delta b_{0,4} - 16 \delta b_{4,0} + 19 a_{1,4} + 13 a_{3,2} + 35 a_{5,0} + 65 b_{0,5} + 7 b_{2,3} + b_{4,1}) Z^2 - 16 \delta^4 a_{1,0} - 48 \delta^4 b_{0,1} + 16 \delta^3 b_{0,2} + 16 \delta^3 b_{2,0} - 4 \delta^2 a_{1,2} - 12 \delta^2 a_{3,0} - 12 \delta^2 b_{0,3} - 4 \delta^2 b_{2,1} - 4 \delta a_{1,3} - 4 \delta a_{3,1} - 8 \delta b_{0,4} + 8 \delta b_{4,0} - 7 a_{1,4} - 5 a_{3,2} - 15 a_{5,0} - 25 b_{0,5} - 3 b_{2,3} - b_{4,1})\)

\[F_1^{[6]}(Z) = \frac{\pi \zeta}{16 \delta^6} \left( (7 a_{1,5} + 3 a_{3,3} + 3 a_{5,1} + 28 b_{0,6} + 2 b_{2,4} - 2 b_{0,6}) Z^8 + (-5 \delta a_{1,4} - 3 \delta a_{3,2} - 5 \delta a_{5,0} - 15 \delta b_{0,5} - \delta b_{2,3} + \delta b_{4,1}) + 33 a_{1,5} - 15 a_{3,3} - 17 a_{5,1} - 137 b_{0,6} - 11 b_{2,4} - b_{4,2} + 13 b_{6,0}) Z^6 + (4 \delta^2 a_{1,3} + 4 \delta^2 a_{3,1} + 8 \delta^2 b_{0,4} - 8 b_{4,0} \delta^2 + 17 \delta a_{1,4} + 11 \delta a_{3,2} + 25 \delta a_{5,0} + 55 \delta b_{0,5} + 5 \delta b_{2,3} - \delta b_{4,1} + 57 a_{1,5} + 27 a_{3,3} + 33 a_{5,1} + 243 b_{0,6} + 21 b_{2,4} + 3 b_{4,2} - 27 b_{6,0}) Z^4 + (-32 \delta^5 b_{0,1} + 16 \delta^4 b_{0,2} - 4 \delta^3 a_{1,2} - 12 \delta^3 a_{3,0} - 12 \delta^3 b_{0,3} - 4 \delta^3 b_{2,1} - 8 \delta^2 a_{3,1} - 19 \delta a_{1,4} - 13 \delta a_{3,2} - 65 \delta b_{0,5} - 7 \delta b_{2,3} - \delta b_{4,1} - 43 a_{1,5} - 21 a_{3,3} - 27 a_{5,1} - 187 b_{0,6} - 17 b_{2,4} - 3 b_{4,2} + 23 b_{6,0} - 16 \delta^2 b_{0,4} - 35 \delta a_{5,0} + 16 b_{4,0} \delta^2 + 16 \delta^4 b_{2,0} - 8 \delta^2 a_{1,3}) Z^2 + 3 \delta b_{2,3} + \delta b_{4,1} + 7 \delta a_{1,4} + 5 \delta a_{3,2} + 15 \delta a_{5,0} + 25 \delta b_{0,5} + 53 b_{0,6} + 6 a_{3,3} + 12 a_{1,5} + 4 \delta^3 a_{1,2} + 12 \delta^2 b_{0,3} + 12 \delta^3 a_{3,0} - 16 \delta^4 b_{0,2} + 4 \delta^3 b_{2,1} - 16 \delta^4 b_{2,0} + 8 a_{5,1} + 5 b_{2,4} + 16 \delta^5 a_{1,0} - 7 b_{6,0} + b_{4,2} + 48 \delta^5 b_{0,1} + 4 \delta^2 a_{1,3} + 4 \delta^2 a_{3,1} + 8 \delta^2 b_{0,4} - 8 b_{4,0} \delta^2)\)

\[F_1^{[7]}(Z) = -\frac{\pi \zeta}{64 \delta^7} \left( (42 a_{1,6} + 14 a_{3,4} + 10 a_{5,2} + 14 a_{7,0} + 210 b_{0,7} + 14 b_{2,5} + 2 b_{4,3} - 2 b_{6,1}) Z^{10} + (28 \delta a_{1,5} - 12 \delta a_{3,3} - 12 \delta a_{5,1} - 112 \delta b_{0,6} - 8 \delta b_{2,4} + 8 \delta b_{6,0} - 252 a_{1,6} - 88 a_{3,4} - 68 a_{5,2} - 112 a_{7,0} - 1288 b_{0,7} - 92 b_{2,5} - 16 b_{4,3} + 12 b_{6,1}) Z^8 + (20 \delta^2 a_{1,4} + 12 \delta^2 a_{3,2} + 20 \delta^2 a_{5,0} + 60 \delta^2 b_{0,5} + 4 \delta^2 b_{2,3} + 4 \delta^2 b_{4,1} + 132 \delta a_{1,5} + 60 \delta a_{3,3} + 68 \delta a_{5,1} + 548 \delta b_{0,6} + 44 \delta b_{2,4} + 4 \delta b_{4,2} - 52 \delta b_{6,0} + 593 a_{1,6} + 215 a_{3,4} + 177 a_{5,2} + 343 a_{7,0} + 3087 b_{0,7}\)
\[+ 233b_{2,5} + 47b_{4,3} - 23b_{6,1})Z^6 + (-287b_{2,5} - 228\delta a_{1,5} - 108\delta a_{3,3}\]
\[- 132\delta a_{5,1} - 972\delta b_{0,6} - 84\delta b_{2,4} + 108\delta b_{6,0} + 17b_{6,1} - 16\delta^3 a_{3,1}\]
\[+ 32b_{4,0}\delta^3 - 16\delta^3 a_{1,3} - 32\delta^3 b_{0,4} - 68\delta^2 a_{1,4} - 44\delta^2 a_{3,2} - 100\delta^2 a_{5,0}\]
\[- 220\delta^2 b_{0,5} - 20\delta^2 b_{2,3} + 4\delta^2 b_{4,1} - 12\delta b_{4,2} - 223a_{5,2} - 497a_{7,0}\]
\[- 687a_{1,6} - 3633b_{0,7} - 257a_{3,4} - 65b_{4,3})Z^4 + (173b_{2,5} + 172\delta a_{1,5}\]
\[+ 84\delta a_{3,3} + 108\delta a_{5,1} + 748\delta b_{0,6} + 68\delta b_{2,4} - 92\delta b_{6,0} - 3b_{6,1}\]
\[+ 32\delta^3 a_{3,1} - 64b_{4,0}\delta^3 + 32\delta^3 a_{1,3} + 64\delta^3 b_{0,4} + 76\delta^2 a_{1,4} + 52\delta^2 a_{3,2}\]
\[+ 140\delta^2 a_{5,0} + 260\delta^2 b_{0,5} + 28\delta^2 b_{2,3} + 4\delta^2 b_{4,1} + 12\delta b_{4,2} + 137a_{5,2}\]
\[+ 343a_{7,0} - 64\delta^3 b_{0,2} + 128\delta^3 b_{0,1} + 16\delta^4 a_{1,2} + 48\delta^4 a_{3,0} + 48\delta^4 b_{0,3}\]
\[+ 16\delta b_{2,1} - 64\delta^5 b_{0,2} + 393a_{1,6} + 2107b_{0,7} + 151a_{3,4} + 43b_{4,3})Z^2\]
\[+ 11a_{2,5} - 48\delta a_{1,5} - 24\delta a_{3,3} - 32\delta a_{5,1} - 212\delta b_{0,6} - 20\delta b_{2,4}\]
\[+ 84\delta b_{6,0} - b_{0,1} - 16\delta^3 a_{3,1} + 32b_{4,0}\delta^3 - 16\delta^3 a_{1,3} - 32\delta^3 b_{0,4}\]
\[+ 32\delta^3 a_{1,4} - 20\delta^2 b_{3,2} + 60\delta^2 a_{5,0} - 100\delta^2 b_{0,5} - 12\delta^2 b_{2,3} + 4\delta^2 b_{4,1}\]
\[+ 4\delta b_{4,2} - 33a_{5,2} - 91a_{7,0} + 64\delta^5 b_{0,2} - 192\delta^5 b_{0,1} + 16\delta^4 a_{1,2}\]
\[- 47\delta^4 a_{3,0} - 47\delta^4 a_{3,0} + 47\delta^4 b_{0,3} - 16\delta^4 b_{2,1} + 64\delta^5 b_{2,0} - 89a_{1,6} - 483b_{0,7}\]
\[- 64\delta^6 a_{1,0} - 35a_{3,4} - 11b_{4,3}\]

Appendix B. Full expressions of functions \( F_2^{[n]}(Z) \). The expression of the Melnikov functions \( F_2^{[n]} \) are given by:

\[ F_2^{[1]}(R) = \pi R(a_{1,0} + b_{0,1}) \]

\[ F_2^{[2]}(Z) = -\frac{\pi (Z - 1)}{\sqrt{-\langle Z - 1 \rangle (Z + 1)}} \left( 2Z^2b_{2,0} + (\delta a_{1,0} + \delta b_{0,1} - a_{1,1} + b_{0,2} \right) \]

\[ - b_{2,0})Z + \delta a_{1,0} + \delta b_{0,1} + a_{1,1} - b_{0,2} - b_{2,0} \right) \]

\[ F_2^{[3]}(Z) = -\frac{\pi (Z - 1)}{\sqrt{-\langle Z - 1 \rangle (Z + 1)}} \left( 2\delta b_{2,0} - 2b_{2,1})Z^3 + (\delta^2 a_{1,0} + \delta^2 b_{0,1} \right) \]

\[ - \delta a_{1,1} + \delta b_{0,2} - \delta b_{2,0} + a_{1,2} - 3a_{3,0} - 3b_{0,3} + 3b_{2,1})Z^2 + (\delta^2 a_{1,0} \]

\[ + \delta^2 b_{0,1} + \delta a_{1,1} - \delta b_{0,2} - \delta b_{2,0} - 3a_{1,2} + 3a_{3,0} + 3b_{0,3} - b_{2,1})Z \]

\[ + 2a_{1,2} \)
\( F_2^4(Z) = -\frac{\pi (Z - 1)}{\sqrt{- (Z - 1) (Z + 1)}} \left( (2 \delta^2 b_{2,0} - 2 \delta b_{2,1} + 2 b_{2,2} - 3 b_{4,0}) Z^5 + (\delta^3 a_{1,0} + \delta^3 b_{0,1} - \delta^2 a_{1,1} + \delta^2 b_{0,2} - \delta^2 b_{2,0} - 3 \delta a_{1,2} - 3 \delta a_{3,0}) \right) \)

\begin{align*}
F_2^5(Z) &= -\frac{\pi (Z - 1)}{\sqrt{- (Z - 1) (Z + 1)}} \left( (2 \delta^3 b_{2,0} - 2 \delta^2 b_{2,1} + 2 \delta b_{2,2} - 3 \delta b_{4,0}) Z^5 + 2 b_{2,3} + 3 b_{4,1}) Z^7 + (a_{1,0} \delta^4 + b_{0,1} \delta^4 - 3 \delta a_{1,1} + \delta^3 b_{0,2} - \delta^3 b_{2,0}) \right) \\
&\quad + \delta^2 a_{1,2} - 3 \delta^2 a_{3,0} - 3 \delta^2 b_{0,3} + 3 \delta^2 b_{2,1} + 3 \delta a_{3,1} + 5 \delta b_{0,4} - 5 \delta b_{2,2} \\
&\quad + 6 \delta b_{0,4} + a_{1,4} - 3 \delta a_{3,2} + 5 a_{5,0} - 7 b_{0,5} + 7 b_{2,3} - 8 b_{4,1} - 4 \delta a_{1,3} + Z^6 \\
&\quad + (a_{1,0} \delta^4 + b_{0,1} \delta^4 + \delta^3 a_{1,1} - \delta^3 b_{0,2} - \delta^3 b_{2,0} - 3 \delta^2 a_{1,2} + 3 \delta^2 a_{3,0}) \\
&\quad - \delta^2 b_{2,1} + 5 \delta a_{1,3} - 6 \delta a_{3,1} - 7 \delta b_{0,4} + 4 \delta b_{2,2} - 3 \delta b_{4,0} - 7 a_{1,4} \\
&\quad + 9 a_{3,2} - 10 a_{5,0} + 13 b_{0,5} - 8 b_{2,3} + 7 b_{4,1} + 3 \delta^2 b_{0,3}) Z^5 + (2 \delta^2 a_{1,2} \\
&\quad - 6 \delta a_{1,3} + 3 \delta a_{3,1} - \delta b_{2,2} + 12 a_{1,4} - 8 a_{3,2} + 5 a_{5,0} + 3 b_{2,3} \\
&\quad - 2 b_{4,1}) Z^4 + (\delta a_{1,3} + \delta b_{0,4} - 4 a_{1,4} + a_{3,2} - 5 b_{0,5}) Z^3 + (\delta a_{1,3} \\
&\quad + \delta b_{0,4} - 4 a_{1,4} + a_{3,2} - 5 b_{0,5}) Z^2 + (2 b_{0,5} + a_{1,4}) Z + a_{1,4} + 2 b_{0,5}) \\
\end{align*}

\( F_2^6(Z) = -\frac{\pi (Z - 1)}{4 \sqrt{- (Z - 1) (Z + 1) Z^7 \delta^6}} \left( (8 \delta^4 b_{2,0} - 8 \delta^3 b_{2,1} + 8 \delta^2 b_{2,2}) \\
\quad - 12 \delta^2 b_{4,0} - 8 \delta b_{2,3} + 12 \delta b_{4,1} + 8 b_{2,4} - 12 b_{4,2} + 15 b_{6,0}) Z^9 \\
\quad + (-4 a_{1,5} - 45 b_{6,0} + 40 b_{4,2} - 4 \delta^2 a_{1,3} + 4 \delta a_{1,4} - 28 \delta b_{0,5} \\
\quad + 12 \delta^2 a_{3,1} - 4 \delta^4 a_{1,1} - 12 \delta^3 b_{0,3} + 4 a_{1,0} \delta^5 + 4 b_{0,1} \delta^5 + 20 b_{0,4} \delta^2 \\
\quad - 12 \delta a_{3,2} + 20 \delta a_{5,0} - 12 \delta^3 a_{3,0} + 4 \delta a_{1,2} + 4 \delta^4 b_{0,2} + 36 b_{0,6} \\
\quad - 36 b_{2,4} + 12 a_{3,3} - 20 a_{5,1} - 4 \delta^4 b_{0,2} + 12 \delta^3 b_{2,1} - 20 \delta^2 b_{2,2} \\
\quad + 24 \delta^2 b_{4,0} + 28 \delta b_{2,3} - 32 \delta b_{4,1}) Z^8 + (36 a_{1,5} + 45 b_{6,0} - 47 b_{4,2} \\
\quad + 20 \delta^2 a_{1,3} - 28 \delta a_{1,4} + 52 \delta b_{0,5} - 24 \delta^2 a_{3,1} + 4 \delta^4 a_{1,1} + 12 \delta^3 b_{0,3} \\
\quad + 4 a_{1,0} \delta^5 + 4 b_{0,1} \delta^5 - 28 b_{0,4} \delta^2 + 36 \delta a_{3,2} - 40 \delta a_{5,0} + 12 \delta^3 a_{3,0} \right) 

Appendix C. General conditions on the coefficients to obtain the maximum number of limit cycles in system \([\mathcal{S}_1]\). Perturbation of degree 1: If we choose

\[
a_{1,0} = \frac{1}{2} b_{0,1} \left( 2\delta^2 + 3 \right)
\]

and \(b_{0,1} \neq 0\) the polynomial becomes:

\[
2b_{0,1} Z^2 - \frac{1}{2} b_{0,1}
\]

which has \(Z = \pm \frac{1}{2}\) as roots. Then \(F_1^{[1]}\) has one root in \((0,1)\).

Perturbation of degree 2: If we choose

\[
b_{0,2} = 4 \frac{3}{3} \delta^3 a_{1,0} + 4 \frac{3}{3} \delta^3 b_{0,1} + 2 \delta b_{0,1} - b_{2,0}
\]

and \(a_{1,0} \neq -b_{0,1}\) the polynomial becomes:

\[
\frac{4}{3} (a_{1,0} + b_{0,1}) \delta^3 Z^2 + \frac{1}{3} (a_{1,0} + b_{0,1}) \delta^3
\]

which has roots \(Z = \pm \frac{1}{2}\). Then \(F_1^{[2]}\) has one root in \((0,1)\).

Perturbation of degree 3: If we choose

\[
a_{1,2} = -\frac{16}{3} \delta^4 (a_{1,0} + b_{0,1}) - 8 \delta^2 b_{0,1} + 4 \delta (b_{0,2} + b_{2,0}) - 3 (a_{3,0} + b_{0,3}) - b_{2,1}
\]

and \(a_{1,0} \neq -b_{0,1}\) the polynomial becomes:

\[
-\frac{16}{3} (a_{1,0} + b_{0,1}) \delta^4 Z^2 + \frac{4}{3} (a_{1,0} + b_{0,1}) \delta^4
\]

which has roots \(Z = \pm \frac{1}{2}\). Then \(F_1^{[3]}\) has one root in \((0,1)\).

Perturbation of degree 4: If we choose

\[
a_{1,3} = -\frac{64}{9} \delta^7 (a_{1,0} + b_{0,1}) - \frac{32}{3} \delta^5 b_{0,1} + \frac{16}{3} \delta^4 (b_{2,0} + b_{2,2}) - \frac{4}{3} \delta^3 (a_{1,2} + b_{2,1})
\]
Perturbation of degree 5: If we choose $Z = \pm \frac{1}{2}, \pm \frac{1}{3}$. Then $F_1^4$ has two roots in $(0, 1)$.

Perturbation of degree 5: If we choose

$$a_{1, 0} = -\frac{59}{6} \delta^4 (a_{1, 0} + b_{0, 1}) - 8 \delta^2 b_{0, 1} + 4 \delta (b_{0, 2} + b_{2, 0}) - 3 (a_{3, 0} - b_{0, 3}) - b_{2, 1}$$

and $a_{1, 0} \neq -b_{0, 1}$ the polynomial becomes:

$$6(a_{1, 0} + b_{0, 1}) \delta^7 Z^4 - \frac{13}{6} (a_{1, 0} + b_{0, 1}) \delta^7 Z^2 + \frac{1}{6} (a_{1, 0} + b_{0, 1}) \delta^7$$

which has roots $Z = \pm \frac{1}{2}, \pm \frac{1}{3}$. Then $F_1^4$ has two roots in $(0, 1)$.

Perturbation of degree 5: If we choose

$$a_{1, 0} = -b_{0, 1} - \frac{3}{2} b_{0, 1} + \frac{3}{4} (b_{0, 2} + b_{2, 0}) \delta - \frac{9}{16} (a_{3, 0} + b_{0, 3}) - \frac{3}{4} (b_{2, 1} + a_{1, 2})$$

$$+ \frac{9}{62} (a_{1, 3} + a_{3, 1}) - \frac{9}{162} (b_{0, 4} - b_{4, 0})$$

$$+ \frac{9}{128} (a_{1, 4} + a_{3, 2} + b_{2, 3} + b_{4, 1}) - \frac{45}{128} (a_{5, 0} + b_{0, 5})$$

$$+ \frac{135}{1024} (a_{1, 4} + a_{5, 0}) - \frac{81}{1024} (a_{3, 2} - \frac{405}{1024} b_{0, 5} + \frac{27}{1024} (b_{4, 1} - b_{2, 3}))$$

$$\frac{1}{\delta^4}$$

$$a_{1, 2} = -8 b_{0, 1} \delta^2 + 4 (b_{0, 2} + b_{2, 0}) \delta - 3 (b_{0, 3} + a_{3, 0}) - b_{2, 1}$$

$$+ \frac{59}{36} (a_{1, 3} + a_{3, 1}) - \frac{59}{18} (b_{0, 4} - b_{4, 0})$$

$$+ \frac{59}{72} (a_{1, 4} + a_{3, 2} + b_{2, 3} + b_{4, 1}) - \frac{295}{72} (a_{5, 0} + b_{0, 5})$$

$$+ \frac{2617}{5184} (b_{4, 1} - b_{2, 3}) - \frac{2617}{1728} (a_{3, 2} - \frac{13085}{5184} (a_{5, 0} + a_{1, 4}) - \frac{13085}{1728} b_{0, 5})$$

$$\frac{1}{\delta^6}$$

$$a_{1, 3} = -a_{3, 1} - 2 (b_{0, 4} - b_{4, 0}) + \frac{1}{\delta} (a_{1, 4} + a_{3, 2} + b_{2, 3} + b_{4, 1}) - \frac{5}{2} (a_{5, 0} + b_{0, 5})$$

$$+ \frac{1855}{576} (a_{1, 4} + a_{5, 0}) - \frac{371}{192} a_{3, 2} - \frac{1855}{192} b_{0, 5} - \frac{371}{576} (b_{2, 3} - b_{4, 1})$$

and $15 b_{0, 5} + 5 a_{1, 4} - b_{4, 1} + b_{2, 3} + 3 a_{3, 2} + 5 a_{5, 0} \neq 0$ the polynomial becomes:

$$(15 b_{0, 5} + 5 a_{1, 4} - b_{4, 1} + b_{2, 3} + 3 a_{3, 2} + 5 a_{5, 0}) \left( Z^6 - \frac{61}{144} Z^4 + \frac{29}{576} Z^2 - \frac{1}{576} \right)$$

which has roots $Z = \pm \frac{1}{2}, \pm \frac{1}{3}, \pm \frac{1}{4}$. Then $F_1^5$ has three roots in $(0, 1)$.

Perturbation of degree 6: If we choose

$$a_{1, 0} = -b_{0, 1} - \frac{3}{2} b_{0, 1} + \frac{3}{4} (b_{0, 2} + b_{2, 0}) \delta - \frac{9}{16} (a_{3, 0} + b_{0, 3}) - \frac{3}{4} (b_{2, 1} + a_{1, 2})$$

$$+ \frac{1}{\delta^4}$$
\[ a_{1,2} = \frac{-8b_{0,1}\delta^2 + 4(b_{0,2} + b_{2,0})\delta - 3(b_{0,3} + a_{3,0}) - b_{2,1}}{\delta^3} + \frac{-\frac{27}{10}(a_{1,3} + a_{3,1}) - \frac{27}{8}(b_{0,4} - b_{4,0})}{\delta^4} + \frac{\frac{549}{1024}(b_{4,1} - b_{2,3}) - 1647(a_{3,2} - \frac{275}{1024}(a_{5,0} + a_{1,4}) - 8235b_{0,5})}{\delta^6} + \frac{-\frac{549}{1024}b_{4,2} - 2745(a_{1,5} + a_{5,1} - b_{6,0}) - 1647(a_{3,3} + b_{2,4}) - 13725b_{0,6}}{\delta^7} + \frac{-69741(3a_{3,0} + a_{5,1} - b_{6,0}) - 69741}{16384}b_{0,6} + 8192}{8192}b_{0,6} + b_{2,4})}{\delta^9} \]

\[ a_{1,3} = \frac{-a_{3,1} - 2(b_{0,4} - b_{4,0}) + \frac{-\frac{5}{2}(a_{1,4} + a_{3,2} + b_{2,3} + b_{4,1}) - \frac{5}{2}(a_{5,0} + b_{0,5})}{\delta}}{\delta^3} + \frac{-\frac{1059}{1024}(a_{1,4} + a_{5,0}) - 3177(a_{3,2} - 3177b_{0,5} - 1059b_{2,3} - b_{4,1})}{\delta^4} + \frac{-\frac{1059}{1024}(a_{1,5} + a_{5,0} - b_{6,0}) - 3177(a_{3,3} + b_{2,4}) - 1059b_{0,6} - 1059b_{0,6}}{1024b_{0,6}}}{\delta^4} + \frac{-\frac{524867}{64000}a_{1,5} - \frac{524867}{64000}b_{0,6} - \frac{2249343}{640000}(a_{3,3} - a_{5,1}) - \frac{749761}{120000}}{\delta^6} \]

\[ a_{1,4} = \frac{-\frac{3}{5}a_{3,2} - a_{5,0} - 3b_{0,5} - \frac{1}{5}(b_{2,3} - b_{4,1})}{\delta} + \frac{-a_{1,5} - \frac{3}{5}(a_{3,3} + b_{2,4}) - a_{5,1} - 5b_{0,6} - \frac{1}{5}b_{4,2} + b_{6,0}}{\delta} + \frac{-\frac{91217}{18000}a_{1,5} - \frac{13031}{6000}(a_{3,3} + a_{5,1}) - \frac{91217}{4500}b_{0,6} - \frac{13031}{9000}(b_{2,4} - b_{6,0})}{\delta^3} \]

and \( 7a_{1,5} + 3a_{3,3} + 3a_{5,1} + 28b_{0,6} + 2b_{2,4} - 2b_{6,0} \neq 0 \) the polynomial becomes:
\[(7a_{1,5} + 3a_{3,3} + 3a_{5,1} + 28b_{0,6} + 2b_{2,4} - 2b_{6,0})\left(Z^8 - \frac{1369}{3600} Z^6 + \frac{91}{2400} Z^4 - \frac{9}{6400} Z^2 + \frac{1}{57600}\right)\]

which has roots \(Z = \pm \frac{1}{2}, \pm \frac{1}{3}, \pm \frac{1}{5}, \pm \frac{1}{6}\). Then \(F_1^{[6]}\) has four roots in \((0, 1)\).

**Perturbation of degree 7**: If we choose

\[a_{1,0}\]

\[= -b_{0,1} - \frac{3}{2} b_{0,1} + 3 (b_{0,2} + b_{2,0}) + \frac{9}{64} (a_{1,3} + a_{3,1}) - \frac{9}{32} (b_{0,4} - b_{4,0})\]

\[+ \frac{9}{128} (a_{1,4} + a_{3,2} + b_{2,3} + b_{4,1}) - \frac{45}{128} (a_{5,0} + b_{0,5})\]

\[+ \frac{135}{1024} (a_{1,4} + a_{5,0}) - \frac{81}{1024} a_{3,2} - \frac{405}{1024} b_{0,5} + \frac{27}{1024} (b_{4,1} - b_{2,3})\]

\[+ \frac{135}{1024} (a_{1,5} + a_{5,1} - b_{0,0}) - \frac{81}{1024} (a_{3,3} + b_{2,4}) - \frac{27}{1024} b_{4,2} - \frac{675}{1024} b_{0,6}\]

\[+ \frac{945}{4096} (a_{7,0} + b_{0,7}) - \frac{81}{4096} (b_{4,3} + a_{3,4}) - \frac{135}{4096} (a_{1,6} + b_{2,5} + b_{6,1} + a_{5,2})\]

\[+ \frac{567}{4096} (a_{1,5} + b_{0,6}) - \frac{243}{4096} (a_{3,3} + a_{5,1}) - \frac{81}{2048} (b_{2,4} + b_{6,0})\]

\[+ \frac{1701}{8192} (a_{1,6} + a_{7,0}) - \frac{729}{8192} (a_{3,4} + a_{5,2}) - \frac{9639}{8192} b_{0,7} - \frac{243}{8192} b_{4,3} - \frac{891}{8192} b_{2,5} + \frac{81}{8192} b_{0,6}\]

\[+ \frac{1701}{32768} (b_{2,5} + a_{7,0} + a_{3,4}) - \frac{243}{32768} (b_{4,3} - b_{6,1}) - \frac{25515}{32768} b_{0,7} - \frac{49103}{32768} a_{1,6} - \frac{1215}{32768} a_{5,2}\]

\[a_{1,2} = -8b_{0,1} \delta^2 + 4(b_{0,2} + b_{2,0}) \delta - 3(b_{0,3} + a_{3,0}) - b_{2,1}\]

\[+ \frac{59}{36} (a_{1,3} + a_{3,1}) - \frac{59}{18} (b_{0,4} - b_{4,0})\]

\[+ \frac{59}{72} (a_{1,4} + a_{3,2} + b_{2,3} + b_{4,1}) - \frac{295}{72} (a_{5,0} + b_{0,5})\]

\[+ \frac{2517}{5184} b_{4,1} - b_{2,3}) - \frac{2617}{1728} a_{3,2} - \frac{13085}{5184} (a_{5,0} + a_{1,4}) - \frac{13085}{1728} b_{0,5}\]

\[+ \frac{2617}{1728} (b_{2,4} - a_{3,3}) - \frac{13085}{5184} (a_{1,5} + a_{5,1} - b_{0,0}) - \frac{2617}{5184} b_{4,2} - \frac{65425}{5184} b_{0,6}\]

\[+ \frac{9155}{20736} (a_{7,0} + b_{0,7}) - \frac{2617}{20736} (a_{3,4} + b_{4,3}) - \frac{13085}{20736} (a_{1,6} + b_{2,5} + b_{6,1} + a_{5,2})\]

\[+ \frac{103427}{12288} (a_{4,3} + a_{5,1}) - \frac{103427}{12288} b_{2,4} - b_{0,0}) - \frac{723899}{180244} a_{1,5} - \frac{723899}{180244} b_{0,6}\]

\[+ \frac{723899}{124416} (a_{1,6} + a_{7,0}) - \frac{103427}{12288} (a_{3,4} - a_{5,2}) - \frac{1}{373244} (12307813b_{0,7}\]

\[+ \frac{1137697}{124416} b_{2,5} - \frac{103427}{12288} b_{0,6}) - \frac{103427}{12288} b_{4,3}\]
\[ a_{1.3} = -a_{1.3} - 2(b_{0.4} - b_{4.0}) + \frac{1}{2} \left( a_{1.4} + a_{3.2} + b_{2.3} + b_{4.1} \right) - \frac{1}{2} (a_{5.0} + b_{0.5}) \]

\[ \frac{+ \begin{array}{c}
\frac{-26887735}{13486928} (a_{7.0} + b_{2.5} + a_{4.4}) - \frac{3841105}{13486928} (b_{4.3} - b_{6.1}) - \frac{1}{447810} (134438675b_{0.7}) \\
\delta^{12}
\end{array}}{\delta^{12}}
\]

\[ + \frac{26887735a_{1.6}}{\delta^{12}} - \frac{19250552}{13486928} a_{5.2} \]

\[ a_{1.4} = \frac{-3}{5} a_{3.2} - a_{5.0} - 3b_{0.5} - \frac{1}{5} (b_{2.3} - b_{4.1}) \]

\[ + \frac{-a_{1.5} - \frac{3}{5} (a_{3.3} + b_{2.4}) - a_{1.1} - 5b_{0.6} - \frac{1}{5} b_{4.2} + b_{6.0}}{\delta} \]

\[ \frac{-a_{7.0} + b_{0.7} - \frac{3}{5} (a_{3.4} + b_{4.3}) - \frac{1}{5} (a_{1.6} + b_{2.5} + b_{6.1} + a_{5.2})}{\delta^{2}} \]

\[ + \frac{-3577}{430} a_{1.5} - \frac{511}{720} (a_{4.3} + a_{5.1}) - \frac{3577}{430} b_{0.6} - \frac{511}{720} (b_{2.4} - b_{6.0})}{\delta^{3}} \]

\[ + \frac{-3577}{430} a_{1.6} + a_{7.0} - \frac{511}{720} (a_{3.4} + a_{5.2}) - \frac{1}{1440} \left( 608096b_{0.7} + 5621b_{2.5} - 511b_{6.1} - 511 b_{4.3} \right)}{\delta^{4}} \]

\[ + \frac{-381493}{69720} (a_{7.0} + b_{2.5} + a_{3.4}) - \frac{544999}{10080} (b_{4.3} - b_{6.0}) - \frac{281493}{15120} b_{0.7} - \frac{381493}{45360} a_{1.6} - \frac{44499}{11520} a_{5.2}}{\delta^{6}} \]

\[ a_{1.5} = \frac{-3}{7} (a_{3.3} + a_{5.1}) - 4b_{0.6} - \frac{2}{7} (b_{2.4} - b_{6.0}) \]

\[ + \frac{3}{7} (a_{1.6} + a_{7.0}) - \frac{9}{7} (a_{3.4} + a_{5.2}) - \frac{1}{14} \left( 11b_{2.5} + 3b_{4.3} - b_{0.1} \right) - \frac{17}{7} b_{0.7}}{\delta} \]

\[ + \frac{-16231}{1200} (a_{7.0} + b_{2.5} + a_{3.4}) - \frac{16231}{9000} (b_{4.3} - b_{6.0}) - \frac{16231}{9000} b_{0.7} - \frac{16231}{1200} a_{1.6} - \frac{16231}{1000} a_{5.2}}{\delta^{3}} \]
and $42a_{1,6} + 14a_{3,4} + 10a_{5,2} + 14a_{7,0} + 210b_{0,7} + 14b_{2,5} + 2b_{4,3} - 2b_{6,1} \neq 0$ the polynomial becomes:

$$
(42a_{1,6} + 14a_{3,4} + 10a_{5,2} + 14a_{7,0} + 210b_{0,7} + 14b_{2,5} + 2b_{4,3} - 2b_{6,1}) \left( Z^{10} - \frac{1729}{3000} Z^8 + \frac{1039}{12960} Z^6 - \frac{971}{172800} Z^4 + \frac{1}{370} Z^2 - \frac{1}{51800} \right)
$$

which has roots $Z = \pm \frac{1}{2}, \pm \frac{1}{3}, \pm \frac{1}{5}, \pm \frac{1}{7}$. Then $F_1^{[7]}$ has five roots in $(0, 1)$.

**Appendix D. General conditions on the coefficients to obtain the maximum number of limit cycles in system (52).**

**Perturbation of degree 1:** The only root in this case is $R = 0$, then $F_2^{[1]}$ has no zeroes in $(0, 1)$.

**Perturbation of degree 2:** If we choose

$$
a_{1,1} = -3\delta(a_{1,0} + b_{0,1}) + b_{0,2} + 2b_{2,0}
$$

$$
b_{2,0} = 3\delta(a_{1,0} + b_{0,1})
$$

and $a_{1,0} \neq -b_{0,1}$ the polynomial becomes:

$$(a_{1,0} + b_{0,1}) \delta(6Z^2 - 5Z + 1)$$

which has roots $Z = \frac{1}{2}, \frac{1}{3}$. Then $F_2^{[2]}$ has two roots in $(0, 1)$.

**Perturbation of degree 3:** If we choose

$$
a_{1,2} = -\delta^2(a_{1,0} + b_{0,1}) + \frac{\delta}{3}(b_{0,2} + 2b_{2,0} - a_{1,1}) - a_{3,0} - b_{0,3}
$$

$$
b_{2,1} = -9\delta^2(a_{1,0} + b_{0,1}) + \delta(2b_{0,2} + 5b_{2,0} - 2a_{1,1}) - 6(a_{3,0} + b_{0,3})
$$

$$
a_{3,0} = -5\delta^2(a_{1,0} + b_{0,1})) + \frac{\delta}{3}(b_{0,2} + 2b_{2,0} - a_{1,1}) - b_{0,3}
$$

and $a_{1,0} \neq -b_{0,1}$ the polynomial becomes:

$$(a_{1,0} + b_{0,1}) \delta^2 \left( 8Z^3 - \frac{26}{3} Z^2 + 3Z - \frac{1}{3} \right)$$

which has roots $Z = \frac{1}{2}, \frac{1}{3}, \frac{1}{7}$. Then $F_2^{[3]}$ has three roots in $(0, 1)$.

**Perturbation of degree 4:** If we choose

$$
b_{4,0} = 2\delta^3(a_{1,0} + b_{0,1}) + \frac{2}{3}\delta^2(a_{1,1} - b_{0,2} - 2b_{2,0})
$$

$$
+ 2\delta(a_{1,2} + a_{3,0} + b_{0,3}) + 6a_{1,3} + 2a_{3,1} + 10b_{0,4}
$$

$$
b_{2,2} = -3\delta^3(a_{1,0} + b_{0,1}) - \frac{1}{2}\delta^2(a_{1,1} - b_{0,2} - 3b_{2,0})
$$

$$
+ \frac{1}{2}\delta(3a_{1,2} - 3a_{3,0} - 3b_{0,3} - b_{2,1}) + 33a_{1,3} + 3a_{3,1} + 39b_{0,4}
$$

...
Perturbation of degree 5: If we choose

\[ a_{1,3} = -\frac{5}{54} \delta^3 (a_{1,0} + b_{0,1}) - \frac{1}{72} \delta^2 (a_{1,1} - b_{0,2} - 3b_{2,0}) \]
\[ - \frac{1}{72} \delta (a_{1,2} + 3a_{3,0} + 3b_{0,3} + b_{2,1}) - b_{0,4} \]

\[ a_{1,2} = -\frac{169}{24} \delta^2 (a_{1,0} + b_{0,1}) - \delta (a_{1,1} - b_{0,2} - 3b_{2,0}) - 3(a_{3,0} + b_{0,3}) \]

and \( a_{1,0} \neq -b_{0,1} \) the polynomial becomes:

\[ (a_{1,0} + b_{0,1}) \delta^3 \left( \frac{75}{8} Z^5 - \frac{365}{32} Z^4 + \frac{911}{192} Z^3 - \frac{139}{192} Z^2 + \frac{1}{192} Z + \frac{1}{192} \right) \]

which has roots \( Z = \frac{1}{2}, \frac{1}{3}, \frac{1}{4}, \frac{1}{5}, -\frac{1}{15} \). Then \( F_2^{[4]} \) has four roots in \((0, 1)\).

**Perturbation of degree 5:** If we choose

\[ b_{4,1} = 6 \delta^3 (a_{1,0} + b_{0,1}) + 2 \delta^3 (a_{1,1} - b_{0,2} - 2b_{2,0}) \]
\[ + 6 \delta^2 (a_{1,2} + a_{3,0} + b_{0,3}) + \delta (18a_{1,3} + 6a_{3,1} + 30b_{0,4} - 3b_{4,0}) \]
\[ + 70a_{1,4} + 14a_{3,2} + 10a_{5,0} + 182b_{0,5} + 4b_{2,3} \]

\[ a_{3,2} = 5 \delta^4 (a_{1,0} + b_{0,1}) + \frac{1}{2} \delta^2 (3a_{1,1} - 3b_{0,2} - \frac{19}{3} b_{2,0}) \]
\[ + \frac{1}{2} \delta^2 (7a_{1,2} + 9a_{3,0} + 9b_{0,3} + \frac{1}{3} b_{2,1}) \]
\[ + \delta (a_{1,3} + 3a_{3,1} + 7b_{0,4} + \frac{1}{3} b_{2,2} - 2b_{4,0}) \]
\[ - 87a_{1,4} + 5a_{5,0} - 177b_{0,5} + \frac{5}{3} b_{2,3} \]

\[ b_{2,3} = -\frac{55}{18} \delta^4 (a_{1,0} + b_{0,1}) - \frac{109}{120} \delta^3 (a_{1,1} - b_{0,2} - \frac{231}{109} b_{2,0}) \]
\[ - \frac{1}{40} \delta^2 \left( \frac{253}{4} a_{1,2} + 109a_{3,0} + 109b_{0,3} + \frac{13}{4} b_{2,1} \right) \]
\[ - \frac{1}{9} \delta (6a_{1,3} + 9a_{3,1} + 24b_{0,4} + b_{2,2} - 6b_{4,0}) \]
\[ - \frac{59}{2} a_{1,4} - 3a_{5,0} + 59b_{0,5} \]

\[ a_{1,4} = \frac{169}{56232} \delta^4 (a_{1,0} + b_{0,1}) + \frac{1}{2343} \delta^3 (a_{1,1} - b_{0,2} - 3b_{2,0}) \]
\[ + \frac{1}{2343} \delta^2 (a_{1,2} + 3a_{3,0} + 3b_{0,3} + b_{2,1}) - 2b_{0,5} \]

\[ a_{1,2} = \frac{-5899}{810} \delta^2 (a_{1,0} + b_{0,1}) - \delta (a_{1,1} - b_{0,2} - 3b_{2,0}) \]
\[ - 3a_{3,0} - 3b_{0,3} - b_{2,1} \]
and $a_{1,0} \neq -b_{0,1}$ the polynomial becomes:

$$(a_{1,0} + b_{0,1}) \delta^4 \left( \frac{280}{27} Z^7 - \frac{364}{27} Z^6 + \frac{14999}{2430} Z^5 - \frac{2641}{1944} Z^4 + \frac{25}{1944} Z^3 - \frac{1}{9720} Z - \frac{1}{9720} \right)$$

which has roots $Z = \frac{1}{2} \cdot \frac{1}{1.4} \cdot \frac{1}{5} \cdot \frac{3}{40} - \frac{\sqrt{189}}{280} i - \frac{3}{40} + \frac{\sqrt{189}}{280} i$. Then $F_2^{(5)}$ has five roots in $(0, 1)$.

**Perturbation of degree 6:** If we choose

$$b_{6,0} = \frac{8}{5} \delta^5 (a_{1,0} + b_{0,1}) + \frac{8}{15} \delta^4 (a_{1,1} - b_{0,2} - 2b_{2,0})$$

$$+ \frac{8}{5} \delta^3 (a_{1,2} + a_{3,0} + b_{0,3}) + \frac{1}{5} \delta^2 (24a_{1,3} + 8a_{3,1} + 40b_{0,4} - 4b_{4,0})$$

$$+ \frac{1}{15} (16b_{2,3} + 40a_{5,0} + 56a_{3,2} + 728b_{0,5} + 280a_{4,1} - 4b_{4,1})$$

$$+ \frac{1}{5} (32b_{2,4} + 1448b_{0,6} + 56a_{3,3} + 20a_{5,1} + 408a_{1,5})$$

$$b_{4,2} = -285 (a_{1,0} + b_{0,1}) - \frac{5}{9} \delta^4 (a_{1,1} - b_{0,2} - \frac{11}{5} b_{2,0})$$

$$- \frac{1}{3} \delta^3 (3a_{1,2} + 5a_{3,0} + 5b_{0,3} + \frac{1}{3} b_{2,1}) + \frac{1}{3} \delta^2 (10a_{1,3} - 2a_{3,1} + 6b_{0,4} + 2b_{4,0} - \frac{2}{3} b_{2,2})$$

$$+ \frac{1}{6} (34a_{3,2} - 2b_{2,3} - 10a_{5,0} + 1426b_{0,5} + 662a_{4,1} - 2b_{4,1})$$

$$+ \frac{1}{3} (193b_{2,4} + 9541b_{0,6} + 157a_{3,3} + 15a_{5,1} + 2971a_{1,5})$$

$$b_{2,4} = -\frac{128}{1047} \delta^5 (a_{1,0} + b_{0,1}) - \frac{1}{349} \delta^4 (11a_{1,1} - 11b_{0,2} - 25b_{2,0})$$

$$- \frac{1}{349} \delta^3 (19a_{1,2} + 33a_{3,0} + 33b_{0,3} + 3b_{2,1})$$

$$- \frac{1}{349} \delta^2 (12a_{1,3} + 12a_{3,1} + 36b_{0,4} + 4b_{2,2} - 12b_{4,0})$$

$$- \frac{1}{349} \delta (4b_{2,3} + 20a_{5,0} + 4a_{3,2} + 2812b_{0,5} + 1400a_{4,1} - 4b_{4,1})$$

$$+ \frac{175971}{349} b_{0,6} - 3a_{3,3} - \frac{57261}{349} a_{1,5}$$

$$a_{1,5} = \frac{658789}{667707840} \delta^5 (a_{1,0} + b_{0,1}) + \frac{1}{111284640} \delta^4 (27169a_{1,1} - 24169b_{0,2} - 20921b_{2,0})$$

$$+ \frac{45913}{111284640} a_{1,2} + \frac{1685}{22256928} b_{2,1})$$

$$+ \frac{1}{3091240} \delta^2 (781a_{1,3} + 781a_{3,1} + 2343b_{0,4} + \frac{781}{3} b_{2,2} - 781b_{4,0})$$

$$+ \frac{781}{9273720} b_{2,3} + 5a_{5,0} + 5a_{3,2} + 5b_{0,5} + a_{1,4} + b_{4,1}) - 3b_{0,6}$$

$$a_{1,4} = -\frac{121027363}{9732600} \delta^4 (a_{1,0} + b_{0,1}) - \frac{1}{324420} \delta^3 (972539(a_{1,1} - b_{0,2}) - 2268777b_{2,0})$$
\[ a_{1,2} = -\frac{59087}{7930} \delta^2(a_{1,0} + b_{0,1}) - \delta(a_{1,1} - b_{0,2} - b_{2,0}) - (3b_{0,3} + 3a_{3,0} + b_{2,1}) \]

and \( a_{1,0} \neq -b_{0,1} \) the polynomial becomes:

\[
(a_{1,0} + b_{0,1}) \delta^5 \left( \frac{35280}{793} Z^9 - \frac{47880}{793} Z^8 + \frac{116329}{3965} Z^7 - \frac{22271}{3965} Z^6 + \frac{12079}{142740} Z^5 + \frac{12079}{142740} Z^4 \right)
\]

which has roots \( Z = \frac{1}{2}, \frac{1}{3}, \frac{1}{4}, \frac{1}{5}, \frac{1}{6}, \frac{1}{7}, -\frac{8}{105} - \frac{\sqrt{105}}{105} i, -\frac{8}{105} + \frac{\sqrt{105}}{105} i \). Then \( R_2^{[6]} \) has six roots in \((0, 1)\).

Appendix E. Functions \( D(R, \psi), A_{i,j}(R, \psi), B_{i,j}(R, \psi) \) in equation (27).
\[ \begin{align*}
& + 16 \delta^1(\cos(\psi))^3(\sin(\psi))^3 R^5 - 8 R^3(\cos(\psi))^3 \delta^2(\sin(\psi))^3 \\
& + 64 R^5(\cos(\psi))^7 \delta^3(\sin(\psi))^3 - 80 R^5(\cos(\psi))^5 \delta^1(\sin(\psi))^3 \\
& - 288 R^3(\cos(\psi))^5 \delta^4 \sin(\psi) + 432 R^5(\cos(\psi))^5 \delta^4 \sin(\psi) \\
& - 192 R^5(\cos(\psi))^9 \delta^4 \sin(\psi) + 48 (\cos(\psi))^3 \delta^4 R^3 \sin(\psi) \\
& + 8 \delta^3(\cos(\psi))^2 R^4 \sqrt{1 + 4 \delta^2(\cos(\psi))^2 R^2} - 4 \delta^2(\cos(\psi))^4 R^2 \\
& - 32 R^4(\cos(\psi))^6 \delta^5 \sqrt{1 + 4 \delta^2(\cos(\psi))^2 R^2} - 4 \delta^2(\cos(\psi))^4 R^2 \\
& + 2 R^2 \delta \sqrt{1 + 4 \delta^2(\cos(\psi))^2 R^2} - 4 \delta^2(\cos(\psi))^4 R^2 \\
& - 120 R^4(\cos(\psi))^4 \delta^3(\sin(\psi))^2 \sqrt{1 + 4 \delta^2(\cos(\psi))^2 R^2} - 4 \delta^2(\cos(\psi))^4 R^2 \\
& + 96 R^4(\cos(\psi))^6 \delta^5(\sin(\psi))^2 \sqrt{1 + 4 \delta^2(\cos(\psi))^2 R^2} - 4 \delta^2(\cos(\psi))^4 R^2 \\
& + 24 \delta^5(\cos(\psi))^2(\sin(\psi))^2 R^4 \sqrt{1 + 4 \delta^2(\cos(\psi))^2 R^2} - 4 \delta^2(\cos(\psi))^4 R^2 \\
& - 8 R^2(\cos(\psi))^2 \delta(\sin(\psi))^2 \sqrt{1 + 4 \delta^2(\cos(\psi))^2 R^2} - 4 \delta^2(\cos(\psi))^4 R^2 \\
& \end{align*} \]

\[ B_{1,0}(R, \psi) = -2 \cos(\psi) \sin(\psi) R \]

\[ \begin{align*}
& + 56 R^4(\cos(\psi))^6 \delta^3 \sqrt{1 + 4 \delta^2(\cos(\psi))^2 R^2} - 4 \delta^2(\cos(\psi))^4 R^2 \\
& - 24 R^4(\cos(\psi))^4 \delta^3 \sqrt{1 + 4 \delta^2(\cos(\psi))^2 R^2} - 4 \delta^2(\cos(\psi))^4 R^2 \\
& - 6 R^2(\cos(\psi))^2 \sqrt{1 + 4 \delta^2(\cos(\psi))^2 R^2} - 4 \delta^2(\cos(\psi))^4 R^2 \\
& + 56 R^3(\cos(\psi))^5 \delta^2 \sin(\psi) \\
& + 8 R^2(\cos(\psi))^4 \delta \sqrt{1 + 4 \delta^2(\cos(\psi))^2 R^2} - 4 \delta^2(\cos(\psi))^4 R^2 \\
& - 44 R^3(\cos(\psi))^3 \delta^2 \sin(\psi) \\
& + 96 R^4(\cos(\psi))^6 \delta^3(\sin(\psi))^2 \sqrt{1 + 4 \delta^2(\cos(\psi))^2 R^2} - 4 \delta^2(\cos(\psi))^4 R^2 \\
& - 72 R^4(\cos(\psi))^4 \delta^3(\sin(\psi))^2 \sqrt{1 + 4 \delta^2(\cos(\psi))^2 R^2} - 4 \delta^2(\cos(\psi))^4 R^2 \\
& - 8 R^2(\cos(\psi))^2 \delta(\sin(\psi))^2 \sqrt{1 + 4 \delta^2(\cos(\psi))^2 R^2} - 4 \delta^2(\cos(\psi))^4 R^2 \\
& - 8 R^3(\cos(\psi))^3 \delta^2(\sin(\psi))^3 + 64 R^5(\cos(\psi))^7 \delta^4(\sin(\psi))^3 \\
& - 48 R^5(\cos(\psi))^5 \delta^4(\sin(\psi))^3 + 336 R^3(\cos(\psi))^7 \delta^4 \sin(\psi) \\
& - 192 R^5(\cos(\psi))^9 \delta^4 \sin(\psi) - 144 R^5(\cos(\psi))^5 \delta^4 \sin(\psi) \\
& - 32 R^4(\cos(\psi))^8 \delta^3 \sqrt{1 + 4 \delta^2(\cos(\psi))^2 R^2} - 4 \delta^2(\cos(\psi))^4 R^2 \\
& \end{align*} \]

\[ B_{0,1}(R, \psi) = -2 R + 2 R(\cos(\psi))^2 - 144 R^5(\cos(\psi))^4 \delta^4(\sin(\psi))^2 \\
+ 336 R^5(\cos(\psi))^5 \delta^4(\sin(\psi))^2 - 192 R^5(\cos(\psi))^8 \delta^4(\sin(\psi))^2 \\
+ 40 R^3(\cos(\psi))^4 \delta^2(\sin(\psi))^2 - 32 R^3(\cos(\psi))^8 \delta^2(\sin(\psi))^2 \\
+ 44 R^3(\cos(\psi))^4 \delta^2 \\
- 14 R^2(\cos(\psi) \delta \sin(\psi) \sqrt{1 + 4 \delta^2(\cos(\psi))^2 R^2} - 4 \delta^2(\cos(\psi))^4 R^2 \\
- 20 R^3(\cos(\psi))^2 \delta^2 - 176 R^5(\cos(\psi))^8 \delta^4 - 48 R^5(\cos(\psi))^4 \delta^4 \\
+ 160 R^5(\cos(\psi))^9 \delta^4 \\
- 72 R^4(\cos(\psi))^3 \delta^3 \sin(\psi) \sqrt{1 + 4 \delta^2(\cos(\psi))^2 R^2} - 4 \delta^2(\cos(\psi))^4 R^2 \\
+ 168 R^4(\cos(\psi))^5 \delta^3 \sin(\psi) \sqrt{1 + 4 \delta^2(\cos(\psi))^2 R^2} - 4 \delta^2(\cos(\psi))^4 R^2 \]
LIMIT CYCLES FOR QUADRATIC AND CUBIC PLANAR EQUATIONS

\[ R = \frac{1}{\gamma} \delta^4 - 24 \delta R^2 \]
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