Teachers in concordance for pseudo-labeling of 3D sequential data
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Abstract—Automatic pseudo-labeling is a powerful tool to tap into large amounts of sequential unlabeled data. It is especially appealing in safety-critical applications of autonomous driving, where performance requirements are extreme, datasets are large, and manual labeling is very challenging. We propose to leverage sequences of point clouds to boost the pseudo-labeling technique in a teacher-student setup via training multiple teachers, each with access to different temporal information. This set of teachers, dubbed Concordance, provides higher quality pseudo-labels for student training than standard methods. The output of multiple teachers is combined via a novel pseudo-label confidence-guided criterion. Our experimental evaluation focuses on the 3D point cloud domain and urban driving scenarios. We show the performance of our method applied to 3D semantic segmentation and 3D object detection on three benchmark datasets. Our approach, which uses only 20% manual label confidence-guided criterion. Our experimental evaluation accomplishes. Reducing annotation needs is, therefore, a crucial performance boost is achieved for classes rarely appearing in labels, outperforms some fully supervised methods. A notable benchmark datasets. Our approach, which uses only 20% manual

I. INTRODUCTION

In many machine learning problems, state-of-the-art performance requires supervision via complete annotation of the training data. Therefore, an effective way to increase the performance of a model is to add more annotated training data [12]. However, this approach is neither scalable nor sustainable, requiring thorough manual labeling by human annotators. Annotation tasks such as semantic segmentation of videos and sequences of point clouds are very complex to accomplish. Reducing annotation needs is, therefore, a crucial and active research field. Pseudo-labeling [14] has emerged as a versatile and powerful tool. A teacher model trained on a small amount of labeled data is used to annotate lots of unlabeled data automatically. The student model trains on the combination of a small labeled set and a large pseudo-labeled set. This work introduces ways to boost pseudo-labeling when dealing with temporally ordered data streams. The proposed framework is instantiated and evaluated in the context of 3D point-cloud analysis for driving applications. In contrast to unordered data, the temporal ordering of the data grants the student and teacher access to a meaningful temporal context. In particular, the teacher can also access future data in the form of privileged information [39] that is available at the time of pseudo-labeling but not at the students’ inference time. Consequently, the teacher can benefit from past and future frames, thus making the most of the temporal consistency over an extended time window. We noticed that the range of this temporal window has a crucial influence on teachers’ performance, as it captures different temporal contexts. The complexity of spatio-temporal events in 3D driving scenes would require the teacher to operate simultaneously at different temporal ranges. Learning a large enough teacher capable of modeling the aforementioned complexity would require many labels, contradicting the motivation of easing the annotation. We take a more practical approach where multiple complementary teachers are trained, each operating in its own temporal range with the past and future frames unannotated. These teachers use the Concordance to assess the confidence of the extracted pseudo-labels (PLs) and to select the most confident ones for student training eventually.

We experimentally demonstrate that Concordance-based pseudo-labeling (i) achieves competitive performance with state-of-the-art fully supervised methods [42], [20], [44], [46] with only a fraction of labeled data, (ii) outperforms pseudo-labeling methods that do not leverage multiple teachers [12].

Our approach (Fig. 1) only assumes that two sets of sequences are available: The first with the central frames annotated and the second larger and devoid of annotation. Several teachers are trained on the first set to predict the label of the middle frame of an input sequence. Once trained, all the offline models run on the second dataset to pseudo-label the central frames. The most promising automatically annotated samples are weighted and added to the first set based on time-aware

Fig. 1: Proposed “Concordance of teachers” for pseudo-labeling of sequences. A set $D_p$ of sequences with a central frame labeled and a larger set $D_u$ of unannotated ones are available for training; (1) Multiple offline teachers are trained with full supervision on $D_p$, each with a different temporal range towards future and past frames; (2) The teachers are run on $D_u$ to produce pseudo-labels (PLs) for central frames; (3) Sequences with the most confident PLs according to Concordance of teachers are selected, forming the pseudo-labeled set $D_p$. The white box depicts the discarded PLs; (4) The student is trained on $D_p \cup D_u$, to work online with past and current frames only.
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Concordance sample selection. The resulting large labeled set, with the future frames not available at the input, is used to train the final online model.

We put this framework to work for different spatio-temporal perception tasks on sequences of outdoor point clouds (PCs). We take advantage of the temporal ordering to provide more accurate pseudo-labels than an ordinary PL method would deliver. We demonstrate its superiority on the tasks of 3D detection and 3D semantic segmentation in driving scenes on two architectures [26], [46] and three datasets (see Fig. 2). Our contributions to pseudo-labeling of temporal data are: 1) An effective way to aggregate time-ordered unannotated/annotated 3D scans; Leveraging such privileged information improves teacher’s performance for 3D semantic segmentation and object detection tasks. 2) A novel confidence-guided criterion for better pseudo-labels selection and loss function guidance. 3) A novel weighting of pseudo-labels via the Concordance of teachers trained on different temporal ranges.

II. RELATED WORK

Spatial and temporal consistency in point clouds. LiDAR PCs are unstructured data. PointNet architecture [23] directly consumes raw PCs to extract features with permutation invariance and global features for classification. PointNet++ [24] further improves the extraction of local features. The architecture of MeteorNet [18] works with multiple input PCs to extract features from additionally available points with consistent temporal properties. Choy et al. [6] use sparse 4D CNN for spatiotemporal perception to improve robustness in detection tasks. Spatial synchronization to the reference scan and adding one additional channel of encoded time lead to further performance gain [10]. Qi et al. [22] use temporal information for PC densification based on tracking previously detected objects for automatic data annotation. Conversely to us, they use a top-performance detection model pre-trained in a fully supervised way. We focus on building a set of teacher models (Concordance) from a minimal amount of annotated data and apply distillation through pseudo-labeling.

Knowledge distillation. Training the student model is usually done by distilling knowledge in the feature or output space [9]. Liu et al. [17] distill an ensemble of teachers into a single student and extend the idea for different architectures suitable for different tasks as teachers. Cho and Hariharan [5] show that larger models are not necessarily better teachers, mainly due to parameter complexity mismatch. Mirzadeh et al. [21] propose a multistep knowledge distillation with an intermediate-sized network to bridge the gap between student and teacher complexity. The benefit of using the teacher network can also come from exploiting privileged information [33]. In our work, we adopt a teacher-student framework and distill future data in sequential frames when training the teacher models.

Semi-supervised learning. Semi-supervised learning approaches have been heavily researched for image recognition, less so for point clouds [12], [45]. Extending an image pseudo-labeling approach [14] to 3D perception [33] has recently shown that automatic labeling of LiDAR data could be leveraged to achieve considerable performance gain. An early approach [34] proposes to extract useful training examples from unlabeled data by exploiting the temporal information in LiDAR scans for classification. Enforcing consistency of model predictions across perturbed versions of unlabelled data [45] proves to be beneficial in 3D object detection. For the task of 3D semantic segmentation, learning with a point-guided contrastive loss [12] increases performance even with fewer ground-truth labels. The authors show that using pseudo-labels and confidence thresholding can help to improve feature learning. This method is compared to ours in Section IV. Our approach focuses on semi-supervised learning using pseudo-labeling and knowledge distillation. It is worth mentioning that a complementary line of work explores approaches such as self-supervised pre-training [35], [29] and domain adaptation [30], [31] to avoid labeling too many samples.

III. METHOD

Point-cloud notations. A point cloud \( X = \{x_k\}_{k=1}^K \) is a finite order-less collection of 3D points, where the number of points \( K \) is assumed constant over time to keep the notation simple. We consider symmetric time-ordered PC sequences of the form \( X_{n:n} = (X_{n-1}, X_0, X_1, \ldots, X_n) \) composed of a reference scan \( X_0 \), preceded by \( n \) past scans and followed by \( n \) future ones. For the symmetric sequences, the reference scan (frame) is the same as the central one, see Fig. 1. All scans in the sequence are transformed into the coordinate system of the reference one.

Time-aware feature extraction. We build on a modified architectures of the Cylinder3D [46] for semantic segmentation and PointRCNN [26] for object detection. Both architectures consist of MLP modules responsible for attaching rich spatial features to individual scan points, followed by task-dependent modules. In contrast to single-frame perception, we must handle successive scans; therefore, we propose a time-aware extension of their original MLPs.

Given a sequence \( X_{n:n} \) of point clouds, the backbone architecture estimates a feature vector \( h(x_0) \) for each point \( x_0 \) in the reference scan \( X_0 \). This feature vector encompasses all contextual information from its spatio-temporal neighborhood \( \mathcal{N}(x_0) \) defined as an hourglass-like 3D shape centered in \( x_0 \):

\[
\mathcal{N}(x_0) = \{ x_t \in X_t : \| x_t - x_0 \| \leq r(|t|), \ t \in [-n, n] \},
\]

where \( r \) is an increasing function as in [18] (Fig. 3). The feature of each \( x_0 \in X_0 \) is finally defined as:

\[
h(x_0) = \max_{x_t \in \mathcal{N}(x_0)} \{ \phi(x_t - x_0, t) \},
\]

that is, by max-pooling of time-aware pairwise features over the spatio-temporal neighborhood, where \( \phi \) is an MLP with shared weights to be trained, and \( t \in [-n, n] \).

The construction of the spatio-temporal neighborhoods obeys the intuition that the maximum distance an object can travel between two scans increases with the object’s speed and the temporal separation between the scans. Thus, the maximum spatial distance for grouping points should increase with their temporal distance.
Fig. 2: **Proposed architectures that aggregate sequence of 3D point clouds.** We build a modified version of Cylinder3D for semantic segmentation and PointRCNN for object detection that can aggregate multiple frames inside its spatio-temporal encoder. The output of the spatio-temporal encoder-decoder are extracted point features $h(x)$. For object detection, only features from the reference frame, i.e., $h(x_0)$ for $x_0 \in X_0$, are used to train PointRCNN for object detection. Here, we use the full set of features $h(x)$ for semantic segmentation due to the setup of the state-of-the-art Cylinder3D architecture.

Fig. 3: **Time-aware neighborhood of a point in the reference scan.** Points from different times are presented in different colors, where circled green point $x_0$ is from the (green) reference frame $X_0$. Its spatio-temporal neighborhood $N(x_0)$ is composed of all points in scan $X_t$ in a spatial radius $r(|t|)$, for $t = -n, \ldots, n$. Crossed points are excluded from this spatio-temporal neighborhood.

**Task-dependent modules.** The feature extraction method provides point-wise feature vectors and their corresponding 3D positions for the points in the reference coordinate frame of $X_0$. The feature vectors are then fed into subsequent task-dependent modules.

**3D Object Detection:** We consider the 3D detection of vehicles with our multi-frame adaptation of PointRCNN [26]. Here, the bounding box labels are not associated with specific input points but with a specific 3D position. If we consider box labels from all frames, we would not know which points on input are associated with each one. Therefore, we use the bounding box labels only for the reference scan $X_0$ and mask the box labels from other frames. This differs from semantic segmentation, where each point has its own exclusive class probability in each frame.

**3D Semantic Segmentation:** We adopt Cylinder3D [46] and extend it into a semi-supervised approach. A trained Cylinder3D classifier semantically labels each point. Here, we use labels for all temporal input instants.

**Training data.** We consider two types of teacher models for training: (i) $T_{-n:n}$ with access to future frames, and (ii) $T_{-n:0}$, which has access only to past frames.

To understand the effect of distilling a teacher model with access to privileged information $T_{-n:n}$, we have performed an experiment where we train a student model by the pseudo-labels provided by one teacher with and without privileged information. As shown in Fig. 4 distilling a single teacher with privileged information in a student model $S_{-m:0} \leftarrow T_{-n:n}$ provides the best performance (red on top) over the baseline supervised student (black pillars) and over distilling a single teacher without privileged information into a student model $S_{-m:0} \leftarrow T_{-n:0}$ (blue pillars).

**Concordance and selection of pseudo-labels.** Inspired by our finding from Fig. 4, we want to fully exploit the information contained in the available scan sequences of length $(2n + 1)$. We propose Concordance of teachers, where we train a set of $n$ teachers with a varying span of the temporal context. It means that teacher $T_{-1:1}$ is trained on the subsequences $X_{-1:1}$, teacher $T_{-2:2}$ on $X_{-2:2}$ and so on, for the sake of simplicity,
we further drop the distinction between these sequences and assume that given a sequence $X \in \mathcal{D}^u$ any network will crop the temporal range appropriately. Given the Concordance of teachers

$$\mathcal{T}^{(1,...,n)} = \{T_{1,1}, T_{2,2}, \ldots, T_{n,n}\}. \quad (3)$$

We independently process every unlabeled sequence $X \in \mathcal{D}^u$ by all trained teachers. Since the nature of outputs is slightly different for the semantic segmentation (point-wise class probabilities) and for the object detection (3D bounding boxes with class probabilities), we split the Concordance description at this point to avoid any misinterpretation.

**Concordance for semantic segmentation.** We estimate the pseudo-label $k^*$ and its confidence $c$ for each output point. Given the point, each teacher $T \in \mathcal{T}^{(1,...,n)}$ provides a vector of class probabilities $\hat{y}_T$. We then estimate the teacher-wise pseudo-labels $k^*(T)$

$$k^*(T) = \arg\max_{k \in K} \hat{y}_T^T. \quad (4)$$

We pay special attention to the teacher with the strongest opinion, the one with the highest output value $\hat{y}_k^T$. In particular, we denote this teacher as $T^*$, its pseudo-label $k^*$ and the score of this pseudo-label as $y^* = \hat{y}_{T^*}^T$.

We determine the pseudo-label of the given output point as $k^*$. The confidence of $k^*$ is defined as the weighted sum of two criteria: (i) the score $y^*$ of the pseudo-label and (ii) the number of other teachers $T$ that predict the same class, i.e., for which $k^* = k^*(T)$. The trade-off between these two criteria is determined by a non-negative weight $\lambda$ as follows:

$$\hat{c} = y^* + \lambda \sum_{T \in \mathcal{T} \setminus T^*} 1[k^* = k^*(T)]. \quad (5)$$

To preserve compatibility with training loss Eq. (6), this confidence is clipped: $c = \min(1, \hat{c})$.

**Concordance for object detection.** Each teacher provides a different set of 3D bounding boxes (bbs) and class probabilities. To calculate final pseudo-label confidence, we need to extract bbs that correspond to a single physical object. We greedily search for clusters of bbs with mutual intersection-over-union above a user-defined threshold. The algorithm starts by building the first cluster from the strongest bb. Once there are no more bbs with a sufficient IoU with the strongest bb, we stop building the cluster, suppress all associated bbs, and continue building a following cluster from the remaining bbs. The class probabilities $\hat{y}_T$ corresponding to every single cluster are then used directly to compute the pseudo-label and its confidence by the same procedure as for the semantic segmentation following. The standard practice in pseudo-labeling (e.g., [19] in object detection or [16] in semantic segmentation), the final selection of pseudo-labels is obtained by thresholding the confidence. Individual pseudo-labels with confidence below the chosen threshold are masked out of the loss function and treated as a Don’t Care class. The final selection of pseudo-labels and associated data form the training set $\mathcal{D}^p$.

Training the student. The student model only performs inference online and, therefore, is learned only with past input sequences. Following pseudo-labeling through the teacher-student framework [14], [27], we train the student model on both the human-labeled set and the pseudo-labeled one. The loss function for training the student is summed as follows:

$$\mathcal{L} = \frac{1}{M} \sum_{(y, c) \in \mathcal{D}^p \cup \mathcal{D}^e} c \cdot \mathcal{L}_{\text{task}}(\hat{y}, y), \quad (6)$$

where $y$ is one hot label encoding vector, $\hat{y}$ are model predictions, and $c$ is the corresponding confidence from our Concordance selection. Samples collected from the original human-labeled dataset have $c = 1$. The original loss function of the task-dependent module is denoted $\mathcal{L}_{\text{task}}$. All data are sampled from the combined datasets $\mathcal{D}^p$ and $\mathcal{D}^e$, and $M$ is the number of samples in the union.

IV. Experiments

A. Datasets

We evaluate our approach on the Argoverse dataset [4] for 3D vehicle object detection, and SemanticKITTI [1] and nuScenes [32] for 3D semantic segmentation. Argoverse provides a large collection of LiDAR sequences with 3D bounding-box labels, from which we utilize the first 10% of human-labeled sequences ($\mathcal{D}^p$) and 90% being gathered without annotation in $\mathcal{D}^u$ for pseudo-labeling. SemanticKITTI provides a large-scale set of driving-scene sequences for 3D semantic segmentation. It consists of 22 sequences that split from 00 to 10 for training (08 reserved for validation) and 11 to 21 for testing. The dataset has two challenges, i.e., single-scan with 19 class categories and multi-scan with 25 class categories, including 19 from single-scan and six moving-object categories. nuScenes contains 1000 scenes with a great diversity of urban traffic and weather conditions. It officially divides the data into 700/150/150 scenes for train/val/test. For our experiment, we cut each sequence into two parts, the first 20% for the human-labeled set $\mathcal{D}^f$ and the latter 80% for the unlabeled set $\mathcal{D}^u$.

B. 3D Multi-Class Semantic Segmentation

We train a student model on pseudo-labels generated by the concordance of teachers. Here, we utilize Cylinder3D and the output class probabilities for all individual scan points are treated with our confidence-guided criterion (Eqs. 4, 5). Training is done by optimizing the cross-entropy loss and the Lovasz-softmax loss [2] weighted by our confidence-guided criterion, as in Eq. 6. The standard mean Intersection over Union (mIoU) metric is used for evaluation.

**Single-scan semantic segmentation.** In this experiment, we compare the results of our method with fully-supervised state-of-the-art LiDAR segmentation on SemanticKITTI single-scan test set and nuScenes validation set. Further, we present some qualitative results in Fig. 5a, which show that our model helps to improve the segmentation quality as compared to its supervised-only counterparts. As shown in Table 1, our method $S_{0:0.5} \rightarrow \mathcal{T}^{[1,2,8]}$ trained with only 20% of ground truth (GT) and 80% of pseudo-labeled outperforms all methods based on 3D-to-2D projection with fully-annotated training data [42],
Moreover, our method shows comparable results to voxel partition and 3D convolution-based methods, including fully-supervised Cylinder3D. We made a similar comparison with the fully-supervised state-of-the-art methods on nuScenes validation split. Our method $S_{0.0} \sim T^{(1,2,3)}$ trained with only 20% of GT and 80% of pseudo-labels outperforms some of the fully-supervised models, see Table II.

### Multi-scan semantic segmentation

Compared to the single-scan setup, the multi-scan segmentation in SemanticKITTI has six more categories accounting for moving objects (car, truck, other-vehicle, person, bicyclist and motorcyclist). In this experiment, all methods utilize multiple input point clouds. In Table III, we show that our method, with only 20% of human-labeled training data, outperforms methods that use full manual annotations, namely, DarkNet53 [11] and SqueezeSegV3 [25], and is on par with KPConv [38] and CylAsy3D [49]. Our method outperforms all others on the moving-car and traffic-sign categories.

### Comparison to state-of-the-art semi-supervised method

To further assess the merit of our approach, we compare it to the most recent semi-supervised segmentation work, Guided-Point-SSL [12] on the SemanticKITTI validation set. As shown in Table IV, our method learned from Concordance of teachers, $S_{0.0} \sim T^{(1,2,3)}$, outperforms Guided-Point-SSL with 20%, 30% and 40% labeled data by 1.1, 1.3 and 2.3 mIoU points respectively.

### C. 3D Object Detection

The models are trained in the same way as described in PointRCNN [26], except for the confidence-guided criterion and the usage of multiple frames at the input. In Table V, we compare the proposed method to the baseline $S_{5.0}$ [26] and to the Mean-Teacher framework (MT) $S_{5.0} \sim T_{5.0}$ [45]. To reach a fair comparison, we have re-implemented the MT [45] into our architecture and used the classification and regression branches of the original PointRCNN loss function instead of the MT [45] consistency loss. The proposed method $S_{5.0} \sim T^{(3,4,5)}$ learned from the concordance of teachers achieves 58.3 AP when trained with 10% human-labeled training data, outperforming the baseline [26] by 7.2 AP and the MT [45] by 1.4 AP. Moreover, it closes 62.6% of the gap between the baseline [26] and the ‘Oracle’ (the model $S_{5.0}$ trained with 100% GT labeled training data).

### Table I: LiDAR semantic segmentation performance on SemanticKITTI single-scan test set.

Our method, $S_{0.0} \sim T^{(1,2,3)}$ (‘Ours (20%)’) utilizes only 20% of the labeled data, the remaining 80% of training data being automatically annotated, to achieve a performance comparable with state-of-the-art methods. ‘Cylinder3D (20%)’ denotes Cylinder3D [46] trained, like our method, with only 20% of labeled data; all other results are obtained from the literature, where full (100%) labeled data is used.

**Performance in IoU percentages, per class and averaged, the higher, the better. Green and red indicate fully-supervised methods that have performance below and above the performance of the proposed method, respectively. *‘* means that techniques such as fine-tuning and test-time augmentation (TTA) with flip and rotation are applied.**

### Table II: LiDAR semantic segmentation performance on nuScenes valid set.

‘Ours (20%)’ utilizes only 20% of the GT annotation, the remaining 80% of training data being automatically annotated, to achieve a performance comparable with state-of-the-art methods. All other results are obtained from the literature, where full (100%) GT annotation is used.
TABLE III: LiDAR semantic segmentation performance on SemanticKITTI multi-scan test set. Moving object classes are prefixed with ‘mv’; N.B., our model fails to segment ‘moving-truck’ and ‘moving-other’ objects as there are no examples of such categories in the 20% labeled split. This is the limitation of the data split.

| method     | car   | bicycle | motorcycle | truck | o-vehicle | person | road | parking | sidewalk | o-ground | building | vegetation | trunk | terrain | pole | traffic-sign | mv-car | mv-truck | mv-other | mv-person | mv-bicycle | mv-motor | mIoU  |
|------------|-------|---------|------------|-------|-----------|--------|------|---------|----------|----------|----------|------------|-------|---------|------|-------------|--------|----------|---------|-----------|-----------|----------|-------|
| DarkNet53  | 40.8  | 50.9    | 43.1       | 49.3  | 44.9      | 43.4   | 37.8 | 34.4    | 31.4     | 27.6     | 27.2     | 25.4       | 47.3  | 48.5    | 52.0 | 3.0         | 3.7    | 3.0      | 2.7    | 2.7       | 2.7      | 2.7      | 38.8  |
| Squeezesegv3 | 43.1  | 53.8    | 51.2       | 47.2  | 45.9      | 43.4   | 37.8 | 34.4    | 31.4     | 27.6     | 27.2     | 25.4       | 47.3  | 48.5    | 52.0 | 3.0         | 3.7    | 3.0      | 2.7    | 2.7       | 2.7      | 2.7      | 38.8  |
| KPConv     | 51.2  | 93.1    | 89.6       | 86.2  | 82.9      | 81.3   | 76.8 | 72.4    | 69.0     | 65.6     | 62.2     | 59.9       | 80.3  | 80.6    | 77.6 | 0.0         | 0.0    | 0.0      | 0.0    | 0.0       | 0.0      | 0.0      | 38.8  |
| CylAsy3D   | 51.5  | 93.8    | 87.6       | 84.9  | 81.6      | 79.8   | 75.4 | 71.1    | 68.7     | 65.3     | 62.0     | 59.7       | 80.3  | 80.6    | 77.6 | 0.0         | 0.0    | 0.0      | 0.0    | 0.0       | 0.0      | 0.0      | 38.8  |

TABLE IV: Semi-supervised learning on SemanticKITTI validation set. Performance in mIoU (%). ‘Guided-Point-SSL’ denotes [12] semi-supervised models; ‘S_{0,0} \leftarrow T^{(1,2,3)} (Ours)’ denotes our approach with distillation from the concordance teachers.

| method                          | 20%   | 30%   | 40%   |
|---------------------------------|-------|-------|-------|
| Guided Point SSL [12]           | 58.8  | 59.4  | 59.9  |
| S_{0,0} \leftarrow T^{(1,2,3)} (Ours) | 59.9  | 60.7  | 62.2  |

TABLE V: Results of 3D object detection. Detection performance (AP percentage) of proposed students trained with 10% human-labeled training data and of oracle model trained with full (100%) labeled data on Argoverse validation set. ‘*’ indicates reimplementation into our multi-frame PointRCCN architecture.

| method                          | 51.1  | 56.9  | 58.3  | 62.6  |
|---------------------------------|-------|-------|-------|-------|
| S_{5,0} [26]*                   |       |       |       |       |
| S_{-5,0} \leftarrow T_{-5,0} [45]* |       |       |       |       |
| S_{-5,0} \leftarrow T^{(3,4,5)} (Ours) |       |       |       |       |

D. Implementation Details

We trained models with an ADAM optimizer with a learning rate of 0.001 for 40 epochs on semantic segmentation and 200 and 50 epochs of the RPN and RCNN branches of the object detection model, respectively, using 4 Nvidia A100 GPUs running for 3 days of training for each task. In the object detection task, we subsample each point cloud to 16,384 points from each frame as inputs to the model. We have used three set-abstraction layers $\phi$ with sizes 4096, 1024, and 128 for our multi-scale time-aware grouping to subsample points into groups. We have used $\lambda = 0.1$ in our experiments.

V. Ablation Studies

Ablation on temporal diversity of teachers. We show that the temporal diversity among teachers overperforms teachers with the same temporal range but with various training initializations. Following the Concordance notation, a set of teachers with the same temporal range is denoted $\mathcal{E}^{(n,...,n)} = \{T_{1,n,n},...,T_{N,n,n}\}$, where each randomly initialized teacher $T_{k,n,n}$ is operating in the same temporal range as others. As shown in Table VI, the student trained by teachers from different temporal ranges outperforms one trained by teachers on the same temporal range, in both 3D object detection and 3D semantic segmentation.

Selection of pseudo-labels. This ablation study demonstrates the benefits of the proposed confidence-guided criterion. The standard baselines here are tuning a single confidence-based...
The student trained using concordance of teachers from different temporal ranges outperforms the one trained from the same temporal range but with different initialization in both (a) 3D object detection (Argoverse validation set) and (b) semantic segmentation (SemanticKITTI validation set).

**Effect of labeled and pseudo-labeled dataset ratio.** We performed an ablation study to understand the effect of labeled vs. pseudo-labeled training data. We have used the same architecture setup, only varying the amount of labeled and pseudo-labeled data. \(|D^f| = 10, 20, 30, 40, 60,\) and 100\% of training data. As shown in Fig. 7, the gain increases significantly by \(\sim 10\) mIoU when the model uses \(|D^p| = 20\%\) of training data compared to \(|D^f| = 10\%\). However, the relative gain decreases as the number of labeled data increases to 30 and 40\%. This trend shows that the size ratio between \(D^f\) and \(D^p\) should be carefully set to achieve adequate performance with the smallest amount of labeled data possible. Moreover, the proposed method, when it uses \(|D^f| = 60\%\) of training data (and \(|D^p| = 40\%\)), reaches the performance of the fully-supervised baseline model \(S_{0,0}\) which is Cylinder3D [46] trained with 100\% of labeled training data; it can be observed by comparing the top-right ending points on the blue and green lines.

**Comaprison to other teacher-student frameworks.** We compare in Table VII our method with other teacher-student approaches such as knowledge distillation (KD) [36], and Ensemble (EN) [37]. We report a comparison using the Cylinder3D \(S_{0,0}\) model trained with the methods above using the hyperparameters from Section IV-D. All methods are trained with 20\% labeled data. As shown in Table VII, the proposed method significantly outperforms KD [36] and EN [37] baseline teacher-student methods.

**Distant and close objects.** We investigate how multi-scan segmentation is affected by the distance of the points to the ego-vehicle and the number of labeled and pseudo-labeled points for each object class. We compare our method to the baseline [46] on the SemanticKITTI validation set to show the relative gain. Both models are trained with 20\% labeled training data. As shown in Fig. 8, a notable performance boost is observed for rarely-appearing classes, especially within 30 meters distance from the ego-vehicle.

**Limitations.** The SemanticKITTI dataset has a huge data imbalance, and we perform the \(D^f\) and \(D^p\) split without any relevance to the number of points per object class. We observe cases where no points belong to a specific object category in the labeled set \(D^f\) resulting in teachers’ inability to recognize a particular class, see ‘mv-truck’ and ‘mv-other’ in Table III. One should ensure that all the object categories are present in the labeled set \(D^f\). Secondly, in object detection, since we estimate only objects in the reference frame, we sometimes observe false positive detections, i.e., detections that are correct but missing in the GT annotation due to no points in the reference frame. The model learns point features from different times and estimate vehicle position in the reference frame. We did not address this issue in evaluating the object detection task.

**VI. Conclusion**

We propose a novel pseudo-labeling framework that leverages spatio-temporal information from unlabeled sequences of point clouds. We demonstrate its merit in two 3D perception tasks on publicly available datasets. The reported performance gains stem from (i) A better selection of the final pseudo-labels via the concordance of multiple teachers operating at different temporal ranges; (ii) A novel pseudo-label confidence-guided criterion. Thanks to the privileged information available in the different temporal ranges, the Concordance of teachers...
Fig. 8: Distance-based improvement in class IoU values on SemanticKITTI. Classes are sorted according to the number of associated labeled training points in $D^l$ and visualized together with pseudo-labeled points $(D^p)$. We show relative IoU gain within a 30-meter distance from the ego-vehicle ([0-30)m] and at a further distance ([30+ m]). Moving objects are prefixed with ‘mv’; N.B.: we have omitted classes that do not have points in the labeled split $D^l$.

delivers strong pseudo-labeled samples. Using manual labeling of only 20% of training data, our method achieves state-of-the-art performance in semi-supervised 3D semantic segmentation and competes even with methods that use the full set of labels on this task. By the nature of our pseudo-labeling framework, the proposed approach is complementary to other techniques that use sequential data, and can thus be combined with them to further boost the performance.
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