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Abstract. We describe the combinatorics of the multisemigroup with multiplicities for the tensor category of subbimodules of the identity bimodule, for an arbitrary non-uniform orientation of a finite cyclic quiver.

1. Introduction

Modern 2-representation theory has its origins in [BFK, Kh, CR, Ro], see [Ma] for an overview. A recent direction of 2-representations theory, which started in the series [MM1, MM2, MM3, MM4, MM5, MM6] and was further developed in [GM1, GM2, Na, Zh1, Zh2, CM, MZ, M1, M2, M1M2, Z], studies 2-analogues of finite dimensional algebras which are called finitary 2-categories, as was introduced in [MM1]. Most of the natural examples of finitary 2-categories which appear in the listed papers have an additional structure given by weak involution and adjunction morphisms which is governed by the notion of fiat 2-categories, which also appears in [MM1]. Fiat 2-categories have particularly nice properties, as can be seen from the main results of the papers mentioned above.

Therefore, to understand properties of general finitary but not fiat 2-categories, it is important to have more examples of such 2-categories. The papers [GM1, GM2, Zh2] study interesting examples of finitary but not fiat 2-categories defined using sub-bimodules of the identity bimodule for path algebras of tree quivers. Combinatorics of finitary 2-categories is described by the corresponding multisemigroup, as defined in [MM2]. We refer the reader to [KM] for more details on multisemigroups. As was explained in [Ro], based on rough ideas outlined in [MM2], the multisemigroup of a finitary 2-category is a shadow of a slightly more general structure called multisemigroup with multiplicities. The latter contains enough information to fully recover the algebra structure of the Grothendieck decategorification of a finitary 2-category. For the 2-categories studied in [GM1, GM2, Zh2], the multisemigroup structure was shown to be rather simple (degenerate) and given by a usual semigroup. This means that, in the examples studied in [GM1, GM2, Zh2], composition of two indecomposable 1-morphisms was always an indecomposable 1-morphism or zero.

The present paper studies the first family of examples which are similar in spirit to the ones studied in [GM1, GM2, Zh2], but which lie outside the world of path algebras of tree quivers. More precisely, we study the finitary 2-category given by sub-bimodules of the identity bimodule for path algebras of arbitrary orientations of the (finite) cyclic quiver. We show that, typically, the multisemigroup (with multiplicities) for this 2-category is a proper multisemigroup and not a semigroup. We also explicitly describe the combinatorics of the multiplication in this multisemigroup and all appearing multiplicities. To ensure that we stay in the world of finite dimensional algebras, we assume that the orientation of our cyclic quiver is
not uniform, that is, does not result in an oriented cycle. Equivalently, our quiver is assumed to have at least one sink (and hence at least one source). The case with exactly one sink turns out to be special and more difficult than the general case.

The paper is organized as follows: Section 2 sets up our notation and contains all necessary preliminaries. In Section 3 we analyze, in detail, indecomposable ideals and their product, for any non-uniform orientation of an affine Dynkin quiver of type $\tilde{A}_n$. Here an important combinatorial tool is the graph of an ideal which is defined in terms of both, maximal paths which the ideal contains (these are vertices) and primitive idempotents that the ideal contains (these are edges). For example, in Theorem 9 we show that connectedness of this graph controls indecomposability of the ideal. We also describe product and tensor product of ideals in terms of intersection for the corresponding graphs. Finally, in Section 4 we present a number of combinatorial results, from various enumeration formulae to a combinatorial criterion for the product of two indecomposable ideals to decompose.

2. Notation and preliminaries

Let $Q$ be a quiver. We denote by $Q_0$ the set of all vertices in $Q$ and by $Q_1$ the set of all arrows in $Q$. The function $h : Q_1 \to Q_0$ assigns, to each arrow $\alpha \in Q_1$, its head $h(\alpha)$. The function $t : Q_1 \to Q_0$ assigns, to each arrow $\alpha \in Q_1$, its tail $t(\alpha)$.

Denote by $P^* = P_Q^*$ be the set of all (oriented) paths over $Q$. We also apply the head and tail terminology and notation to oriented paths, in the obvious way. Denote by $P = P_Q$ the set $P^* \cup \{z\}$, where $z$ is just a formal element. Then the set $P$ has the natural structure of a semigroup with respect to concatenation of paths. Here, two paths $\omega_1$ and $\omega_2$ can be concatenated if and only $h(\omega_2) = t(\omega_1)$. The corresponding concatenation is denoted $\omega_1 \omega_2$ and we have $h(\omega_1 \omega_2) = h(\omega_1)$ and $t(\omega_1 \omega_2) = t(\omega_2)$. If two paths cannot be concatenated in this way, their concatenation is defined to be $z$. We also define the concatenation of $z$ with any other element to be $z$. The element $z$ becomes the zero element of the semigroup $P$ under this definition. For convenience of the reader we will try to adopt the following convention:

- vertices of $Q$ will be denoted $x, y, \cdots$,
- arrows of $Q$ will be denoted $\alpha, \beta, \cdots$,
- paths over $Q$ will be denoted $\omega, \nu$,

if necessary, with additional decoration such as indices. Unless $|Q_0| = 1$, the semigroup $P$ does not have any identity element. As usual, we denote by $P^1$ the semigroup $P$, in case $P$ has an identity element, and, otherwise, the semigroup obtained from $P$ by attaching an external identity element.

Throughout the paper we fix an algebraically closed field $k$. The main object of study in the paper is the path algebra $kQ$ of the quiver $Q$. This algebra can be defined as the quotient of the semigroup algebra $k[P]$ modulo the one-dimensional ideal $kz$.

We denote by $\leq_J$ Green’s two-sided relation on $P$, see [Gr], defined, for $\omega, \nu \in P$, via $\omega \leq_J \nu$ if and only if $P^1 \omega P^1 \supset P^1 \nu P^1$. Similarly, for $\omega, \nu \in P$, we define Green’s left relation $\leq_L$ on $P$ via $\omega \leq_L \nu$ if and only if $P^1 \omega \supset P^1 \nu$; furthermore, we define Green’s right relation $\leq_R$ on $P$ via $\omega \leq_R \nu$ if and only if $\omega P^1 \supset \nu P^1$. We denote by $J$, $L$ and $R$ the equivalence relations describing the equivalence classes
with respect to $\leq_J$, $\leq_L$ and $\leq_R$. For $\omega \in \mathcal{P}$, we denote by $\mathcal{J}_\omega$ the $J$-equivalence class containing $\omega$ and use similar notation for $L$ and $R$.

We denote by $l : \mathcal{P}^* \to \mathbb{N}$ the usual length function which assigns to a path the number of arrows which constitute this path (counted with all multiplicities). This function $l$ satisfies $l(\omega \upsilon) = l(\omega) + l(\upsilon)$, for all $\omega, \upsilon \in \mathcal{P}^*$ such that $\omega \upsilon \neq z$. Clearly, $\omega \leq_J \upsilon$ implies $l(\omega) \leq l(\upsilon)$. In particular, it follows that $\omega$ is the unique shortest path in $\mathcal{P}^1 \omega \mathcal{P}^1$. Consequently, all $J$-classes in $\mathcal{P}$ are singletons. This, of course, implies that all Green’s equivalence relations are trivial, that is, coincide with the equality relation, and that $\leq_J$, $\leq_L$ and $\leq_R$ are genuine partial orders (in general, they are only pre-orders).

For each vertex $x \in Q_0$, there is the trivial path $\varepsilon_x$ at vertex $x$ of length 0. For this path, we have $x = h(\varepsilon_x) = t(\varepsilon_x)$ and the path $\varepsilon_x$ serves as the local identity with respect to concatenation.

A path $\omega$ of positive length is called a cycle provided that $h(\omega) = t(\omega)$. A cycle of length 1 is called a loop. The set $\mathcal{P}$ is finite if, and only if, $Q$ is finite and contains no cycles.

A path $\omega \in \mathcal{P}^*$ will be called maximal provided that it is a maximal element in $\mathcal{P}^*$ with respect to the restriction of the partial order $\leq_J$ from $\mathcal{P}$ to $\mathcal{P}^*$. We note that the restriction to $\mathcal{P}^*$ is necessary as $\mathcal{P}$ contains a maximum element with respect to $\leq_J$, namely, the element $z$. As both, $\leq_L$ and $\leq_R$, can be extended, as partial orders, to $\leq_J$, it follows that any maximal path is a maximal element in $\mathcal{P}^*$ both, with respect to $\leq_L$ and $\leq_R$, as well. However, the converse is usually not true.

For a path $\omega$, denote by $Q_\omega$ the (not necessarily full) subquiver of $Q$ consisting of all vertices $x$ satisfying $\varepsilon_x \leq_J \omega$ and all arrows $\alpha : x \to y$ satisfying $\alpha \leq_J \omega$. The quiver $Q_\omega$ will be called the support of $\omega$.

Denote by $\mathcal{T}$ the equivalence relations on $\mathcal{P}^*$ defined by $\omega \mathcal{T} \upsilon$ if, and only if, $t(\omega) = t(\upsilon)$. Denote by $\mathcal{H}$ the equivalence relations on $\mathcal{P}^*$ defined by $\omega \mathcal{H} \upsilon$ if, and only if, $h(\omega) = h(\upsilon)$. Extend both $\mathcal{T}$ and $\mathcal{H}$ to $\mathcal{P}$ by letting $z$ be its own equivalence class. Abusing notation, we will denote the resulting relations still by $\mathcal{T}$ and $\mathcal{H}$. Let $\mathcal{Q}$ denote the intersection of $\mathcal{T}$ and $\mathcal{H}$, which is again an equivalence relation. Similarly as for Green’s relations, for $\omega \in \mathcal{P}$, we denote by $\mathcal{Q}_\omega$ the equivalence class of $Q$ containing $\omega$, and we use similar notation for $\mathcal{T}$ and $\mathcal{H}$. Define the sets:

$$\mathcal{P}_{(1)} = \{ \omega \in \mathcal{P}^* \mid |Q_\omega| = 1 \}, \text{ and } \mathcal{P}_{(>1)} = \mathcal{P} \setminus \mathcal{P}_{(1)}.$$  

As we do not have any relations in $\mathcal{P}$ which would identify two different paths, directly from the definitions it follows that the set $\mathcal{P}_{(>1)}$ forms a two-sided ideal in the semigroup $\mathcal{P}$.

Let $\omega \in \mathcal{P}^*$. Then the equivalence class $\mathcal{H}_\omega$ contains a unique minimal element with respect to the partial order $\leq_J$, namely $\varepsilon_{h(\omega)}$. Moreover, the equivalence classes $\mathcal{T}_\omega$ contains a unique minimal element with respect to the partial order $\leq_J$, namely $\varepsilon_{t(\omega)}$. The set $\mathcal{H}_\omega \cup \{z\}$ is a left ideal of the semigroup $\mathcal{P}$ and the set $\mathcal{T}_\omega \cup \{z\}$ is a right ideal of $\mathcal{P}$.

From the fact that $\mathcal{P}_{(>1)}$ is an ideal in $\mathcal{P}$, we have the following: for $\omega, \upsilon \in \mathcal{P}^*$, the facts that $\omega \leq_J \upsilon$ and $\upsilon \in \mathcal{P}_{(1)}$ imply that $\omega \in \mathcal{P}_{(1)}$ as well. Consequently, the fact that all maximal paths are in $\mathcal{P}_{(1)}$ implies that all paths are in $\mathcal{P}_{(1)}$. Note that each path $\varepsilon_x$, where $x \in Q_0$, is always in $\mathcal{P}_{(1)}$. 


Being the zero element of $\mathcal{P}$, the element $z$ belong to any left, any right and any two-sided ideal of $\mathcal{P}$. We will work both with semigroup ideals in $\mathcal{P}$ and algebra ideals in $k\mathcal{Q}$. To avoid any confusions, we will always specify what kind of ideals we consider at each particular moment. Note that, any semigroup ideal $I \subset \mathcal{P}$ cab be linearized to give an algebra ideal $I_k := kI/kz$. Moreover, the map $I \mapsto I_k$ is, clearly, injective. It is natural to ask under which conditions this map is bijective. We answer this in Proposition 2 below. As a first step, we will need the following lemma.

**Lemma 1.** Let $I \subset k\mathcal{Q}$ be a non-zero algebra ideal and $a \in I$ be of the form
\[
a = \sum_{\omega \in \mathcal{P}^*} c_\omega \omega, \quad \text{where } c_\omega \in k.
\]
Then, for every $\omega \in \mathcal{P}^*$ satisfying $\omega \in \mathcal{P}(1)$ and $c_\omega \neq 0$, we have $\omega \in I$.

**Proof.** Fix some $\omega \in \mathcal{P}(1)$ such that $c_\omega \neq 0$. Let $h = h(\omega)$ and $t = t(\omega)$. Then $\varepsilon_h a \varepsilon_t$ is a sum of elements of the form $c_v v$, where $v$ is a path such that $h(v) = h$ and $t(v) = t$. Because of our assumption that $\omega \in \mathcal{P}(1)$, we thus have $\varepsilon_h a \varepsilon_t = c_\omega \omega$. As $a \in I$, it follows that $c_\omega^{-1} \varepsilon_h a \varepsilon_t = \omega \in I$ as well. The claim follows. □

**Proposition 2.** Let $Q$ be a quiver such that $\mathcal{P}^* = \mathcal{P}(1)$. Then every algebra ideal $I$ in $k\mathcal{Q}$ is of the form $\hat{I}_k$, for some semigroup ideal $\hat{I}$ in $\mathcal{P}$.

**Proof.** For an algebra ideal $I$ in $k\mathcal{Q}$, define
\[
X := \{ \omega \in \mathcal{P}^* \mid \exists a \in I : a = \sum_{v \in \mathcal{P}^*} c_v v \text{ and } c_\omega \neq 0 \}.
\]
Directly from the definition we have $I \subset kX$. At the same time, from Lemma 1 we have $X \subset I$ and hence $I = kX$. Now let $\hat{I} = X \cup \{z\}$. We claim that $\hat{I}$ is a semigroup ideal of $\mathcal{P}$ and that $I = \hat{I}_k$. The second part of the claim follows from the first part of the claim and all definitions. To prove the first part of the claim, we note that the standard basis of $k\mathcal{Q}$ consists of elements in $\mathcal{P}^*$. These elements multiply just as in $\mathcal{P}$ with the only difference that the semigroup element $z$ is changed to the algebra element 0. Therefore the fact that $I$ is an ideal implies that $\hat{I}$ is an ideal. □

Proposition 2 applies, in particular, to all trees, regardless of orientation. If $Q$ is an orientation of a cycle, then Proposition 2 applies if and only if $Q$ has at least two sinks (or, equivalently, at least two sources).

Let $Q$ be a finite quiver without oriented cycles. Denote by $\text{max}(Q)$ the quiver defined as follows:

- the set $\text{max}(Q)_0$ of vertices in $\text{max}(Q)$ is defined to be the set of all sources and all sinks in $Q$;
- for $x, y \in \text{max}(Q)_0$, the set of arrows in $\text{max}(Q)$ from $x$ to $y$ coincides with the set of all maximal paths in $Q$ from $x$ to $y$.

The underlying undirected graph of $\text{max}(Q)$ has the natural structure of a bipartite graph in which we collect all sources in one part of the graph and all sinks in the other part of the graph.
3. Oriented $\tilde{A}_n$ quivers

3.1. Sinks and sources. From now on, we specialize to quivers whose underlying undirected graph is the affine Dynkin diagram $\tilde{A}_n$ with $n$ vertices, for some $n \geq 1$. Moreover we require that the orientation of $Q$ is chosen such that $Q$ is acyclic, in particular, $n \neq 1$, and, furthermore, $Q$ has at least one source and at least one sink. We will call such orientation admissible. Let $k$ be the number of sources in $Q$. Then the number of sinks in $Q$ is also $k$ because sources and sinks alternate when one goes around our underlying unoriented cycle of the Dynkin diagram. By assumption, we have $k \geq 1$ and $|Q_0| = n$.

Example 3. Here is an example with $n = 8$ vertices and $k = 3$ sinks. Sources and sinks are highlighted. In this particular example we have $P^* = P(1)$.

Example 4. Here is another example with five vertices and one sink (again, sources and sinks are highlighted). In this examples there are two different paths from 1 to 3. This is the only pair of paths which share both, a common head and a common tail.

The empirical observations made in Examples 3 and 4 can be formulated as the following lemma, whose proof is obvious and thus left to the reader.

Lemma 5. Let $Q$ be an admissible orientation of $\tilde{A}_n$.

(i) If $k > 1$, then $P^* = P(1)$.

(ii) If $k = 1$, then $\omega \in P^*$ belong to $P(1)$ if, and only if, it is not maximal. Moreover, there are exactly two maximal paths, and these two paths are both, $\mathcal{T}$- and $\mathcal{H}$-equivalent.

3.2. Ideals of $kQ$. After our observations in Lemma 5 we can describe all algebra ideals in $kQ$.

Proposition 6. Let $Q$ be an admissible orientation of $\tilde{A}_n$ and $I$ an algebra ideal in $kQ$. Then exactly one of the following statements holds:

(a) The ideal $I$ is a linearized semigroup ideal.

(b) We have $k = 1$, and $I = k(\omega + av)$, where $\omega$ and $v$ are the two different maximal paths and $a \in k \setminus \{0\}$.
Proof. If $k > 1$, then, by Lemma 5(ii), we have $P^* = P_{(1)}$. Therefore, in the case $k > 1$, from Proposition 2 it follows that $I$ is a linearized semigroup ideal, implying that we are in the situation as described in (a).

It remains to consider the case $k = 1$. Clearly, the algebra ideals of the form $k(\omega + av)$, for $a \in k \setminus \{0\}$, are not linearized semigroup ideals. Therefore, we may assume that $I$ is not a linearized semigroup ideal and need to show that $I$ is of the form as in (b).

If $I$ contains some element that, when written as a linear combination of paths, contains a non-zero coefficient at some non-maximal path $v$, then $v \in I$ by Lemma 1 as all non-maximal paths belong to $P_{(1)}$. In this case the unique maximal path $\omega$ such that $v \leq_{\mathcal{G}} \omega$ also belongs to $I$ as the latter is an ideal. Let $\varpi$ be the other maximal path in $P^*$, that is the one different from $\omega$. If $\varpi \in I$, then from Lemma 1 we immediately have that $I$ is a linearized semigroup ideal. If $\varpi \notin I$, then any element of $I$, when written as a linear combination of paths, must have a zero coefficient at $\varpi$, for otherwise, taking into account that $\omega \in I$ and following the proof of Lemma 1 would give us $\varpi \in I$, a contradiction. In either case, $I$ is a linearized semigroup ideal.

It remains to consider the case when $I$ only contains linear combinations of $\omega$ and $\varpi$. The argument in the previous paragraph implies that neither $\omega$ nor $\varpi$ can be in $I$ for then $I$ would be a linearized semigroup ideal. Therefore $I$ has to be one-dimensional and of the form as in (b). The claim follows. □

It is worth to remember that non-linearized ideals only exist in the case when $k = 1$. In the latter case, when non-linearized ideals exist, the number of such ideals is finite only in the case the base field $k$ is finite.

3.3. Graph of an ideal. Let $\Gamma$ be the graph, dual to the undirected graph underlying of $\max(Q)$. In other words, $\Gamma$ can be described as follows:

- vertices of $\Gamma$ are maximal paths in $P^*$,
- edges of $\Gamma$ are sinks and sources in $Q$,
- a sink or source $x$ is the edge between the two maximal paths which have $x$ as the unique common endpoint.

For a linearized semigroup ideal $I \subset kQ$, let $\Gamma_I$ be the subgraph of $\Gamma$ defined as follows:

- vertices of $\Gamma_I$ are exactly the maximal paths in $P^*$ which belong to $I$,
- edges in $\Gamma_I$ are exactly the sinks and sources $x \in Q$ such that $\varepsilon_x$ is in $I$.

Note that well-definedness of $\Gamma_I$ is based on the fact that $I$ is an ideal: if $x$ is a sink or a source in $Q$, then $\varepsilon_x \in I$ implies that the two maximal paths $\omega, v$ which have $x$ as the common endpoint are also in $I$. To simplify notation, we will denote by $V_I$ the set of vertices of $\Gamma_I$ and by $E_I$ the set of edges of $\Gamma_I$.

Example 7. To illustrate the notions defined above, consider the following example: Let $Q$ be the quiver

```
1 \(\alpha_1\) \(\alpha_2\) \(\alpha_3\) \(\alpha_4\)
\(\alpha_5\) \(\alpha_6\)
4 \(\alpha_1\) \(\alpha_2\) \(\alpha_3\) \(\alpha_4\)
```

It is worth to remember that non-linearized ideals only exist in the case when $k = 1$. In the latter case, when non-linearized ideals exist, the number of such ideals is finite only in the case the base field $k$ is finite.
and let \( I = (\alpha_2, \varepsilon_6) \) be the ideal in \( kQ \) generated by the arrow \( \alpha_2 \) and the trivial path \( \varepsilon_6 \) at 6. As \( I \) is generated by elements of \( P \), it is a linearized semigroup ideal. The ideal \( I \) contains the maximal paths \( \alpha_3 \alpha_2, \alpha_4 \) and \( \alpha_6 \alpha_5 \). The corresponding graph \( \Gamma_I \) is therefore as follows:

\[
\begin{align*}
\alpha_3 \alpha_2 & \\
\varepsilon_6 & \\
\alpha_4 & \\
\alpha_6 \alpha_5
\end{align*}
\]

Note that the graph \( \Gamma_I \) is disconnected and that \( I \) equals the direct sum \( (\alpha_2) \oplus (\varepsilon_6) \) of two ideals.

**Remark 8.** In general, there are many linearized semigroup ideals that share the same graph \( \Gamma \). In more detail, let \( I \) and \( J \) be two linearized semigroup ideals in \( kQ \). Then \( I \subseteq J \) implies \( \Gamma_I \subseteq \Gamma_J \), by definition. However, \( \Gamma_I = \Gamma_J \) and \( I \subset J \) do not imply \( I = J \), in general, as, on the semigroup level, the ideal \( J \) might contain, compared to \( I \), just some extra paths with are neither maximal nor of length 0.

The ideals \( I \) which are not linearized semigroup ideals are on the form \( I = k(\omega + av) \), by Proposition \( \text{rem8} \). In particular, they are one-dimensional and hence indecomposable. Our first major observation is the following proposition which says that indecomposability of a linearized semigroup ideal \( I \) is controlled by the connectedness of the corresponding graph \( \Gamma_I \).

**Theorem 9.** Let \( I \) be a non-zero linearized semigroup ideal. Then the ideal \( I \) is indecomposable (as an ideal) if, and only if, the graph \( \Gamma_I \) is connected.

**Proof.** We begin with the “if” direction. Assume that \( \Gamma_I \) is connected and that we have a decomposition \( I = I_1 \oplus I_2 \), where \( I_1 \) and \( I_2 \) are non-zero ideals. Clearly, both \( I_1 \) and \( I_2 \) are linearized semigroup ideals. Thus \( \Gamma_{I_1} \) and \( \Gamma_{I_2} \) are well-defined. Let \( \omega \) be a path in \( I \). Then either \( \omega \in I_1 \) or \( \omega \in I_2 \). In particular, each maximal path in \( I \) is either a maximal path in \( I_1 \) or a maximal path in \( I_2 \). This gives us a natural decomposition of vertices in \( \Gamma_I \) into a disjoint union of vertices in \( \Gamma_{I_1} \) and those in \( \Gamma_{I_2} \). It remains to show that no edge of \( \Gamma_I \) can connect a vertex of \( \Gamma_{I_1} \) with a vertex of \( \Gamma_{I_2} \). Indeed, let \( x \) be an edge of \( \Gamma_I \) connecting a vertex \( \omega \) of \( \Gamma_{I_1} \) with a vertex \( v \) of \( \Gamma_{I_2} \). Then \( \varepsilon_\omega \in I \) and hence either \( \varepsilon_\omega \in I_1 \) or \( \varepsilon_\omega \in I_2 \). In the first case we get \( v \in I_1 \), a contradiction. In the second case we get \( \omega \in I_2 \), a contradiction. This completes the proof of the “if” direction.

For the “only if” direction assume that \( \Gamma_I \) is disconnected. Then \( \Gamma_I \) has two or more connected components. Pick one maximal path \( \omega_0 \) in \( I \). Let \( I_1 \) be the linear span of all paths \( v \in I \) for which the unique maximal path \( \omega \) satisfying \( v \leq \omega \omega_0 \) is in the same connected component of \( \Gamma_I \) as \( \omega_0 \). Define \( I_2 \) to be the span of all paths in \( I \) which are not in \( I_1 \). Then \( I_1 \) and \( I_2 \) are, by construction, non-zero algebra ideals such that \( I = I_1 \oplus I_2 \). Therefore \( I \) is decomposable. This completes the proof. \( \square \)

### 3.4. Tensor product of ideals.

For two algebra ideals \( I \) and \( J \) in \( kQ \), consider the multiplication map

\[
\varphi_{I,J} : I \otimes_{kQ} J \to JJ, \quad a \otimes b \mapsto ab, \quad \text{for all } a \in I_1 \text{ and } b \in I_2.
\]

**Lemma 10.** The map \( \varphi_{I,J} \) is an isomorphism of \( kQ \)-\( kQ \)-bimodules.
Proof. The map $\varphi_{I,J}$ is a homomorphism of $kQ$-$kQ$-bimodules by construction. The surjectivity of $\varphi_{I,J}$ is clear. Indeed, for a general element $x = \sum a_i b_i \in IJ$, where all $a_i \in I$ and $b_i \in J$, the map $\varphi_{I,J}$ maps the element $\sum a_i \otimes b_i \in I \otimes_k Q J$ to $x$. It remains to prove the injectivity of $\varphi_{I,J}$.

Consider the short exact sequence

\[ 0 \to J \to kQ \to \text{Coker} \to 0 \]

of $kQ$-$kQ$-bimodules, where $J \to kQ$ is the natural inclusion and $kQ \to \text{Coker}$ is the natural projection. As the algebra $kQ$ is hereditary, the ideal $I$, being a sub-bimodule of the regular $kQ$-$kQ$-bimodule $kQ$, is projective as a right $kQ$-module. Therefore the functor $I \otimes_{kQ} -$ is exact. Applying this exact functor to the short exact sequence in Equation (1) results in the exact sequence

\[ 0 \to I \otimes_{kQ} J \to I \otimes_{kQ} kQ \to I \otimes_{kQ} \text{Coker} \to 0. \]

For the middle term in the sequence in Equation (2), the corresponding multiplication map $\varphi_{I,J} : I \otimes_{kQ} kQ \to I$ is, clearly, an isomorphism. Composing this isomorphism with the inclusion $I \otimes_{kQ} J \hookrightarrow I \otimes_{kQ} kQ$ from the sequence in Equation (2), results in the map $\varphi_{I,J}$. This shows that $\varphi_{I,J}$ is, indeed, injective. The proof is complete. \qed

Because of Lemma (11) we may identify $I \otimes_A J$ with the ideal $IJ \subset A$ via $\varphi_{I,J}$.

3.5. Graph of ideals vs tensor products of ideals. The following proposition describes the behavior of the graph of an ideal under tensor product.

**Proposition 11.** For linearized semigroup ideals $I$ and $J$ in $kQ$, we have:

- (i) $\Gamma_{I \otimes_A J} \subset \Gamma_I \cap \Gamma_J$.
- (ii) $E_{I \otimes_A J} = E_I \cap E_J$.
- (iii) If the graph $\Gamma_I \cap \Gamma_J$ has no isolated vertices, then $\Gamma_{I \otimes_A J} = \Gamma_I \cap \Gamma_J$.
- (iv) There is an ideal $J' \subset J$ such that $I \otimes_A J = I \otimes_A J'$, and $\Gamma_{I \otimes_A J} = \Gamma_I \cap \Gamma_{J'}$.

If, moreover, $J$ is indecomposable, then so is $J'$.

**Proof.** We begin by proving claim (i). Let $\omega$ be a maximal path in $IJ$. Then $\omega = \omega_1 \omega_r$, for some $\omega_1 \in I$ and $\omega_r \in J$. But, as both, $\omega_1 \leq_I \omega$ and $\omega_r \leq_J \omega$, it follows that $\omega$ belongs to both, $I$ and $J$. This proves that $V_{I \otimes_A J} \subset V_I \cap V_J$. To prove $E_{I \otimes_A J} \subset E_I \cap E_J$, note that the equation $\omega \cdot v = \varepsilon_x$, where $\omega \in P^*$ and $v \in P^*$, has the unique solution $\omega = v = \varepsilon_x$. Thus $\varepsilon_x \in IJ$ implies that $\varepsilon_x$ is also in both, $I$ and $J$. Claim (i) is proved.

To prove claim (ii), it remains to show that $E_{I \otimes_A J} \cap E_I \cap E_J$. Let $\varepsilon_x$ in $E_I \cap E_J$. Then $\varepsilon_x = \varepsilon_x \cdot \varepsilon_x$ is also in $E_{I \otimes_A J}$ and claim (ii) follows.

To prove claim (iii), assume that $\Gamma_I \cap \Gamma_J$ has no isolated vertices. From claim (i) we have that $E_{I \otimes_A J} = E_I \cap E_J$, and from claim (ii) we have that $\Gamma_{I \otimes_A J} \subset \Gamma_I \cap \Gamma_J$. These imply that all vertices adjacent to some edge in $E_I \cap E_J$ are in $\Gamma_{I \otimes_A J}$. By assumption, all vertices in $V_I \cap V_J$ are adjacent to some edge in $E_I \cap E_J$. Hence $V_{I \otimes_A J} \subset V_I \cap V_J$. Put together, this gives $\Gamma_{I \otimes_A J} = \Gamma_I \cap \Gamma_J$, completing the proof of claim (iii).

It remains to prove claim (iv). Because of claim (iii), we only need to prove claim (iv) in the situation when $\Gamma_I \cap G_J$ has isolated vertices. Denote by $\Delta$ the
Corollary 12. Let $I_1, \cdots, I_m$ be indecomposable linearized semigroup ideals in $kQ$. Then, for $\oplus_{i=1}^m I_i := kQ(I_1I_2\cdots I_m)kQ \cong kQ(I_1 \otimes kQ I_2 \otimes kQ \cdots \otimes kQ I_m)kQ$, the following statements hold.

(i) The ideal $I$ is a direct sum of at most $\min(m, 2k)$ indecomposable ideals.

(ii) Each indecomposable summand in $I$ has multiplicity one.

(iii) Each indecomposable summand in $I$ is a linearized semigroup ideal.

Proof. We note that the $kQ$-$kQ$-bimodule isomorphism 
\[ kQ(I_1I_2\cdots I_m)kQ \cong kQ(I_1 \otimes kQ I_2 \otimes kQ \cdots \otimes kQ I_m)kQ \] 
follows from Lemma 11 and is given by the multiplication map. The ideal $I$ is the span of all elements on the form $\omega_1\omega_2\cdots\omega_m$, where all $\omega_i$ are paths. Therefore $I$ is a linearized semigroup ideal and its graph $\Gamma_I$ is well-defined.

Each indecomposable summand of $I$ corresponds to a non-empty connected component in $\Gamma_I$, by Theorem 9. In particular, it is a linearized semigroup ideal and appears in $\Gamma_I$ with multiplicity one. The number of such components does not exceed the number of vertices of $\Gamma_I$ and the latter is equal to $2k$. Let us now use
induction on \( m \) to prove that the number of connected components of \( \Gamma_J \) does not exceed \( m \). The case \( m = 1 \) is obvious.

To make the induction step, assume that \( J := I_1 I_2 \cdots I_{m-1} \) is a sum of at most \( m-1 \) indecomposable summands. Then \( \Gamma_J \) has at most \( m-1 \) connected components and they all are, obviously, disjoint.

Let \( K \) and \( K' \) be two indecomposable linearized semigroup ideals such that \( KK' \neq 0 \). If either \( \Gamma_K \) or \( \Gamma_{K'} \) is a cycle, then, from Proposition 11 we get the equality \( \Gamma_{KK'} = \Gamma_K \cap \Gamma_{K'} \) and hence \( KK' \) is indecomposable. If both, \( \Gamma_K \) and \( \Gamma_{K'} \), are chains, there are two possibilities:

- The intersection \( \Gamma_K \cap \Gamma_{K'} \) is again a chain. In this case from Proposition 11 it follows that \( KK' \) is indecomposable.
- The intersection \( \Gamma_K \cap \Gamma_{K'} \) is a union of two chains. This is only possible in case \( \Gamma_K \cup \Gamma_{K'} \) is the full cycle (i.e. coincides with \( \Gamma_{kQ} \)). In this case \( KK' \) might decompose into a direct sum of two indecomposable summands (in which case each summand corresponds to a connected component of \( \Gamma_K \cup \Gamma_{K'} \)).

Now, let us return to \( \Gamma_J \), which is a disjoint union of connected components. From the previous paragraph it follows that, for the connected graph \( \Gamma_{Jm} \), there could exist at most one connected component of \( \Gamma_J \) such that the union of this component with \( \Gamma_{Jm} \) is a cycle. Only this component can split into two different components when going from \( J \) to \( J\Gamma_{Jm} \). Therefore the number of indecomposable direct summands of \( \Gamma_{Jm} \) is at most \( m \). This completes the proof. \( \square \)

**Example 13.** Here is an example which illustrates how the product of two ideals splits into a direct sum. Let \( Q \) be given by:

\[
\begin{array}{c}
1 & \xrightarrow{\alpha} & 2 & \xleftarrow{\beta} & 3 \\
\updownarrow \nu & & & & \updownarrow \gamma \\
6 & \xleftarrow{\kappa} & 5 & \xrightarrow{\delta} & 4
\end{array}
\]

Let \( I \) be the ideal of \( kQ \) generated by \( \epsilon_1, \epsilon_2, \epsilon_5, \epsilon_6 \). Then \( \Gamma_I \) is as follows:

\[
\begin{array}{c}
1 & \xrightarrow{\alpha} & 2 & \xleftarrow{\beta} & 3 \\
\updownarrow \nu & & & & \updownarrow \gamma \\
6 & \xleftarrow{\kappa} & 5 & \xrightarrow{\delta} & 4
\end{array}
\]

Let \( J \) be the ideal of \( kQ \) generated by \( \epsilon_2, \epsilon_3, \epsilon_4, \epsilon_5 \). Then \( \Gamma_J \) is as follows:

\[
\begin{array}{c}
1 & \xrightarrow{\alpha} & 2 & \xleftarrow{\beta} & 3 & \xleftarrow{\gamma} & 4 & \xrightarrow{\delta} & 5 & \xleftarrow{\kappa}
\end{array}
\]

Note that \( \Gamma_I \cup \Gamma_J \) is the full cycle:

\[
\begin{array}{c}
1 & \xrightarrow{\alpha} & 2 & \xleftarrow{\beta} & 3 & \xleftarrow{\gamma} & 4 & \xrightarrow{\delta} & 5 & \xleftarrow{\kappa}
\end{array}
\]

The ideal \( IJ \) is generated by \( \epsilon_2 \) and \( \epsilon_5 \) and \( \Gamma_{IJ} \) is as follows:

\[
\begin{array}{c}
1 & \xrightarrow{\alpha} & 2 & \xleftarrow{\beta} & 3 & \xleftarrow{\gamma} & 4 & \xrightarrow{\delta} & 5 & \xleftarrow{\kappa}
\end{array}
\]

The ideal \( IJ \) is thus a direct sum of two indecomposable summands, the first one is the ideal generated by \( \epsilon_2 \) and the second one is the ideal generated by \( \epsilon_5 \).
Denote by $S$ the set of (isomorphism classes of) indecomposable ideals in $\mathbb{k}Q$. If $k > 1$, then all projective $\mathbb{k}Q$-modules are multiplicity free. In this case the regular $\mathbb{k}Q$-$\mathbb{k}Q$-bimodule $\mathbb{k}Q\otimes \mathbb{k}Q$ is multiplicity free and therefore all subbimodules of this bimodule are uniquely determined by their composition multiplicities. This implies that $S$ is a finite set, in the case $k > 1$. The set $S$ has the natural structure of a multisemigroup given, for $I, J \in S$, by:

$$I \star J := \{K : K \text{ is an indecomposable summand of } IJ\}.$$ 

We refer to [KM] for more details on multisemigroups and to [GM2, Section 5] and [Zh2, Section 3] for more details on multisemigroups of ideals in path algebras.

Let $I$ be an indecomposable linearized semigroup ideal. We define its width $w(I)$ as $w(I) = |\Gamma_I|$. For $0 \leq m \leq 2k$, we define $S_{\leq m}$ to be the subset of $S$ consisting of all linearized ideals $I$ such that $w(I) \leq m$ or $I = \mathbb{k}Q$.

**Corollary 14.** Let $0 \leq m \leq 2k$. Then we have the following:

1. The set $S_{\leq m}$ inherits from $S$ the structure of a multisemigroup with identity.
2. The multisemigroup $S_{\leq m}$ is a semigroup if, and only if, $m \leq k$. In this case $S_{\leq m}$ is a monoid with a zero element.
3. If $k \geq 2$, then $S_{\leq 2k} = S$.

**Proof.** To prove that $S_{\leq m}$ is a semigroup, we need to show that $S_{\leq m}$ is closed under tensor products inside $S$. But this follows immediately from the facts that the tensor product of two linearized semigroup ideals is a linearized semigroup ideal, and that $\Gamma_{I \otimes J} \subset \Gamma_I \cap \Gamma_J$, see Proposition [11][ii]. This implies claim (i).

Assume that $m \leq k$. Without loss of generality, we may assume that $I \neq \mathbb{k}Q \neq J$. By Proposition [11][ii], we have $I \otimes_A J = I \otimes_A J'$, for some indecomposable linearized semigroup ideal $J' \subset J$ such that $\Gamma_{I \otimes_A J'} = \Gamma_I \cap \Gamma_J$. Note that $J' \subset J$ implies that $w(J') \leq w(J) \leq m$. Therefore both $\Gamma_I$ and $\Gamma_J$ are chains and the intersection $\Gamma_I \cap \Gamma_J$ contains at most one connected component, as $m \leq k$. Consequently, $IJ = IJ'$ is indecomposable.

If $m > k$, then the obvious generalization of Example [13] proves existence of two indecomposable $I$ and $J$ such that $IJ$ decomposes. This establishes claim (ii).

Claim (iii) follows directly from the definitions, completing the proof. \[\square\]
3.7. $kQ$ as stair-shaped algebras. We say that a matrix algebra $B \subseteq \text{Mat}_{r \times r}(k)$ is \textit{stair-shaped} if it consists of all matrices of the following fixed form

$$
\begin{pmatrix}
\ast & \ast & \ast & \cdots & \ast \\
\ast & \ast & \ast & \cdots & \ast \\
\ast & \ast & \ast & \cdots & \ast \\
\vdots & \vdots & \hdots & \ddots & \vdots \\
\ast & \ast & \ast & \cdots & \ast
\end{pmatrix}
$$

Here the sizes of triangles are arbitrary, all entries different from $\ast$ are supposed to be zero and the value of the two bold entries (the north-west and the south-east corners) are the same. Also, here the last triangle may also point north-east instead of south-west. Note that we require the two ends of the main diagonal to have the same value. Let $k'$ denote the number of triangles on this picture which point south-west.

\textbf{Example 15.} Here are two examples of stair-shaped algebras, both with $k' = 1$:

$$
\begin{cases}
\begin{pmatrix}
 a & b & 0 \\
 0 & c & 0 \\
 0 & d & a
\end{pmatrix} : a, b, c, d \in k \\
\begin{pmatrix}
 a & b & 0 & 0 \\
 0 & c & 0 & 0 \\
 0 & d & e & f \\
 0 & 0 & 0 & a
\end{pmatrix} : a, b, c, d, e, f \in k
\end{cases}
$$

For the first algebra, the last triangle points south-west. For the second algebra, the last triangle points north-east.

\textbf{Proposition 16.}

\textbf{prop16.1} (i) Let $Q$ be as in Subsection 3.1. Then $kQ$ is isomorphic to a stair-shaped algebra with $k' = k$ triangles pointing north-east (and hence the last triangle pointing south-west).

\textbf{prop16.2} (ii) Every stair-shaped algebra with the last triangle pointing south-west is isomorphic to $kQ$, for some $Q$ as in Subsection 3.1.

\textbf{prop16.3} (iii) Let $Q$ be as in Subsection 3.1 and $\alpha$ and $\beta$ be two composable arrows of $Q$ (i.e. $\beta\alpha \in P^*$). Then $kQ/(\beta\alpha)$ is isomorphic to a stair-shaped algebra with $k' = k$ and the last triangle north-east.

\textbf{prop16.4} (iv) Every stair-shaped algebra with the last triangle pointing north-east is isomorphic to $kQ/(\beta\alpha)$, for some $Q$ be as in Subsection 3.1 and for some composable arrows $\alpha$ and $\beta$ in $Q$.

\textbf{Proof.} We start by proving claim (i). Start from a fixed source $x$ in $Q$, and walk around the underlying circle of $Q$ (in some fixed direction). The zero length paths $\varepsilon_y$, for $y$ different from $x$, then correspond to diagonal matrix units, in the circular order. The element $\varepsilon_x$ corresponds to the sum of the south-east and the north-west diagonal matrix units. In this way, each path from $y$ to $z$, where $y, z \neq x$, corresponds to the matrix unit in the intersection of the row indexed by $z$ with the
column indexed by $y$. If $z = x$ (in particular, this is the case if $y = x$, as $y$ is a source), then a path from $y$ to $z$ corresponds to a matrix unit in the first row and the column indexed by $x$ if there are no sinks between $x$ and $y$ in the direction of our walk. Otherwise, our path corresponds to a matrix unit in the last column. This defines the isomorphism which proves claim (i). Note that $r = n + 1$. For example, the first algebra in Example 15 is obtained in this way from the Kronecker algebra, that is an admissible orientation of the $A_2$ diagram:

![Diagram]

Given a stair-shaped algebra $B$ with the last triangle pointing south-west, we can reverse the correspondence described in the previous paragraph and thus read off an orientation $Q$ of the affine Dynkin diagram of type $A_{r-1}$ such that $B$ is isomorphic to $kQ$. This proves claim (ii).

Claims (iii) and (iv) are proved similarly. The only difference is that, instead of staring at a fixed source, one starts at the vertex $x = h(\alpha) = t(\beta)$. We leave the details to the reader. □

4. Combinatorics

4.1. Ideals and Dyck paths. Recall that a Dyck path of semilength $n$ is a path on an $(n + 1) \times (n + 1)$-grid from the north-west to the south-east corner which never goes below, but is allowed to touch, the diagonal that connects these two corners. The number of Dyck paths of semilength $n$ is given by the $n$-th Catalan number $C_n := \frac{1}{n+1} \binom{2n}{n}$, see [St, Chapter 6]. Dyck paths of semilength $n$ correspond bijectively to nilpotent ideals in the associative algebra $T_n$ of upper triangular $n \times n$-matrices with coefficients in $k$. To state the correspondence, we can view an $n \times n$-matrix as a “filling” of an $(n + 1) \times (n + 1)$-grid. Then, the correspondence mentioned above associates to a Dyck path the ideal consisting of all matrices which have zero entries below the path.

Similarly one shows that all ideals in $T_n$ are in bijection with Dyck path of semilength $n + 1$ and hence are enumerated by $C_{n+1}$. All such ideals are indecomposable and form a semigroup with respect to multiplication (alternatively, with respect to tensor product). This gives a categorification of the Catalan monoid of all order decreasing and order preserving transformations of a finite chain and was studied in detail in [GM1]. Note that the algebra of all upper triangular $n \times n$-matrices is isomorphic to the path algebra of a uniform orientation of the (finite type) Dynkin diagram of type $A_n$.

Example 17. The following picture shows the 10-dimensional ideal $I$ generated by the matrix units $e_{3,3}$ and $e_{4,5}$ in the algebra of upper triangular $5 \times 5$-matrices:

![Diagram]

Potentially non-zero entries for elements in $I$ are indicated by *.

The boundaries of the matrix are indicated by dashed lines. Dotted lines indicate an “extension” of the matrix necessary to include non-nilpotent ideals. The dotted diagonal is the
An alternative way to describe all ideals in $T_n$ is to use the terminology of generalized Dyck paths. A generalized Dyck describes the south-west boundary of an ideal. For the ideal $I$ in Example 17, the corresponding generalized Dyck path is given by the $\bullet$-entires in Figure 1. As we see from this example, a generalized Dyck path is described by the following rules:

- It is a path on an $n \times n$-grid (instead of $(n + 1) \times (n + 1)$-grid).
- It starts at some point on the upper row of the grid.
- Each step is either to the right or down.
- It ends at some point on the rightmost column of the grid.
- It never goes under the main diagonal.

Note that a generalized Dyck path may be empty (this corresponds to the zero ideal of $T_n$). Clearly, the number of generalized Dyck paths on an $n \times n$-grid is $C_{n+1}$, the same as the number of ideals in $T_n$.

In [GM2], Catalan combinatorics plays important role in enumeration of indecomposable ideals in path algebras associated to arbitrary orientations of finite type $A$ Dynkin diagrams. Stair-shaped algebras correspond to orientations of affine type $A$ Dynkin diagrams. Therefore it is natural to expect that Catalan numbers and some generalizations of Dyck paths should also appear in the study of ideals for stair-shaped algebras. We describe the corresponding combinatorics of certain cylindrical generalizations of Dyck paths in this section and the enumeration of ideals in the next section. The combinatorics we describe generalizes the one described in [GM2]. We also note that a version of cylindrical Dyck paths appeared in [HR].

For a quiver $Q$ as in Subsection 3.1, we fix a realization of the algebra $kQ$ as a stair-shaped algebra of the form described in Subsection 3.7, see Proposition 10. In this realization we have $k$ triangles pointing north-east and $k$ triangles pointing south-west. Going from top left to bottom right, let the lengths of the diagonal parts of these triangles be $i_1, i_2, \ldots, i_{2k}$. Note that the triangles corresponding to $i_1, i_3, \ldots$ point north-east while the triangles corresponding to $i_2, i_4, \ldots$ point south-west. The vector $i = (i_1, i_2, \ldots, i_{2k})$ will be called the signature of $Q$. The corresponding stair-shaped algebra will be denoted by $B_i$. Note that, subtracting vector $(1, 1, \ldots, 1)$ from the signature gives a vector which records lengths of all maximal paths in $Q$. Note also that $n = i_1 + i_2 + \cdots + i_{2k} - 2k$.

Let $I$ be a linearized semigroup ideal in $kQ$. Then $I$ has a basis consisting of the matrix units in the stair-shaped realization of $kQ$. Define the boundary of $I$ as the set of all matrix units which
The boundary of the zero ideal is empty. This definition obviously agrees with the above notion of the boundary for an ideal in $T_n$.

**Example 18.** On Figure 2 one finds an example of an ideal (whose potentially non-zero components are indicated by *) and its boundary (whose elements are indicated by •) for the stair-shaped algebra with signature $(2, 4, 4, 3)$. The remaining potentially non-zero places of the algebra are indicated by ◦. Note that, in the example given by Figure 2, the boundary is connected. However, in general, it can also be disconnected.

An axiomatic description of a boundary of an ideal is collected in the following definition.

**Definition 19.** Given an $n \times n$ grid and a signature $i = (i_1, \ldots, i_{2k})$ such that $i_1 + i_2 + \cdots + i_{2k} - 2k = n$, a cylindrical generalized Dyck path $\pi$ of signature $i$ is a possibly empty collection of paths on this grid satisfying the following conditions:

1. Each step of $\pi$ belongs to one of the triangles of $B_i$.
2. The intersection of $\pi$ with each of the triangles of $B_i$ is a generalized Dyck path for that triangle.
3. The north-west corner belongs to $\pi$ if and only if the south-east corner does.

Note that condition of Definition 19(c) corresponds to the cylindrical nature of our generalized Dyck paths. The connection between ideals and cylindrical generalized Dyck path is given by the following statement. A cylindrical generalized Dyck path is called connected provided that it is a connected path, after identification of the north-west and the south-east corners.

**Proposition 20.** In the situation as above, we have:

1. The boundary of any ideal $I$ in $kQ$ is a cylindrical generalized Dyck path, which we will denote by $\pi(I)$. This correspondence between ideals and cylindrical generalized Dyck paths is bijective.
2. Indecomposable ideals correspond to connected cylindrical generalized Dyck paths.
Nilpotent ideals correspond to cylindrical generalized Dyck paths that have empty intersection with the main diagonal.

Proof. Claim (i) follows directly from definitions. Claim (iii) follows from the fact that an ideal is nilpotent if and only if it does not contain any of the primitive idempotents of \( kQ \) (these idempotents are given by the diagonal elements in \( B_i \)).

Claim (ii) follows from Theorem 9 and the observation that triangles intersecting with \( \pi(I) \) are exactly the vertices of \( \Gamma_I \) and the diagonal elements of \( \pi(I) \) are exactly the edges of \( \Gamma_I \).

\[ \square \]

\section{Enumeration of ideals}

Assume that the quiver \( Q \) is as in Subsection 3.1. Let \( i \) be the signature of \( Q \). For simplicity, we define \( i_0 := i_1, i_{2k+1} := i_2 \) and so on. Similarly, we define \( i_2 := i_{2k}, i_{2k+1} := i_{2k-1} \) and so on. For each \( s \in \mathbb{Z} \), we also define \( i_s := i_s - 1 \). Then \( i_s \) is the length of a maximal path in \( Q \) and the vector \( (i_1, i_2, \ldots, i_{2k}) \) provides a complete list of lengths of maximal paths in \( Q \). Note that \( i_s \geq 2 \), for all \( s \).

Recall also that the number of ideals in the algebra \( T_n \) of upper triangular \( n \times n \) matrices is exactly \( C_n+1 \). All ideals in \( T_n \) are indecomposable (as \( T_n-T_n \)-bimodules). Further, the number of nilpotent ideals in \( T_n \) equals \( C_n \).

\textbf{Theorem 21.} Let \( Q \) be as in Subsection 3.1 and of signature \( i \).

\textbf{thm21.1} (i) The number of indecomposable ideals in \( kQ \) is

\[
\prod_{s=1}^{2k} C_{i_{s}-1} + \sum_{t=1}^{2k} \sum_{s=1}^{2k-1} (C_{i_t} - C_{i_t-1})(C_{i_{t+s-1}} - C_{i_{t+s-1}-1}) \prod_{r=2}^{s-1} C_{i_{t+r-1}-1} + \sum_{t=1}^{2k} (C_{i_{t+1}} - 2C_{i_t} + C_{i_{t-1}} - 1).
\]

\textbf{thm21.2} (ii) The number of nilpotent ideals in \( kQ \) is \( \prod_{s=1}^{2k} C_{i_s} \).

\textbf{thm21.3} (iii) The number of nilpotent indecomposable ideals in \( kQ \) is \( \left( \sum_{s=1}^{2k} C_{i_s} \right) - 2k \).

\textbf{Proof.} An ideal \( I \) of \( kQ \) is nilpotent and indecomposable if and only if \( \pi(I) \) is connected and contains no diagonal elements, see Proposition 20. Therefore \( I \) is a nilpotent ideal inside one of the triangular parts of \( B_i \). This implies claim (iii) using the rule of sum and taking into account that zero ideals are not indecomposable. This also implies claim (ii) using the rule of product. So, it remains to prove claim (i).

The graph \( \Gamma_I \) of an indecomposable ideal \( I \) is connected by Theorem 9. Let \( s \) be the number of vertices in \( \Gamma_I \). If \( s = 0 \), then \( I \) is the zero ideal and hence is not indecomposable. If \( s = 1 \), then \( \pi(I) \) is a generalized Dyck path of the corresponding \( T_m \) which does not contain any endpoints of the triangle. The number of such Dyck paths is counted in \cite[Proposition 27(ii)]{GM2} and equals

\[
C_{m+1} - 2C_{m} + C_{m-1} - 1.
\]
If $s = 2k$, then $\Gamma_I$ is a full circle. Then $I$ is given by choosing, in each triangle of the algebra $B_k$, an ideal of the corresponding $T_m$ which contains the diagonal endpoints of this triangle. This correspond to a Dyck path of semilength $m - 2$. Therefore we get the total number
\[ \prod_{s=1}^{2k} C_{i_s - 1} \]
of ideals $I$ for which $\Gamma_I$ is a full circle.

If $1 < s < 2k$, then $\Gamma_I$ is a chain with two endpoints. Let $t \in \{1, 2, \ldots, 2k\}$ be one of the endpoints of this chain. We assume that the chain goes from $t$ in the circular order of our walk (which was used to identify $kQ$ with $B_k$). Then the second endpoint of the chain will be $t + s - 1$, modulo $2k$. The cylindrical generalized Dyck paths $\pi(I)$ intersects only the triangles corresponding to vertices of $\Gamma_I$. If this vertex is not one of the endpoints, then the corresponding component of $\pi_I$ is counted in the previous paragraph. For the endpoints, the corresponding component of $\pi(I)$ should contain one end of the corresponding triangle for $T_m$, but not the other. The number of such components equals $C_r - C_{r-1}$, see [GM2, Lemma 29].

Therefore the number of $I$ such that $\Gamma_I$ is a chain with two endpoints is given by
\[ \sum_{t=1}^{2k} \sum_{s=1}^{2k-1} (C_{i_s} - C_{i_t-1}) (C_{i_t+s-1} - C_{i_t+s-1-1}) \prod_{r=2}^{s-1} C_{i_{t+r-1} - 1} \]
Claim 4 follows by putting all these formulae together.

The formulae in Theorem 21 become much nicer if one assumes that all maximal paths in $Q$ have the same length.

**Corollary 22.** Let $Q$ be as in Subsection 3.1 and of signature $i$. Assume that this signature is constant in the sense that $i_1 = i_2 = \cdots = i_{2k} =: i$. Then we have the following:

1. If $i > 2$, then the number of indecomposable ideals in $kQ$ is
   \[ 2k \left( C_{i+1} - 2C_i + C_{i-1} - 1 + (C_i - C_{i-1}) C_{i-1}^{2k-1} - 1 \right) \]
   \[ + C_i^{2k}. \]

2. If $i = 2$, then the number of indecomposable ideals is $4k^2 + 1$.

3. The number of nilpotent ideals in $kQ$ is $C_i^{2k}$.

4. The number of nilpotent indecomposable ideals in $kQ$ is $2k(C_i - 1)$.

### 4.3. Multiplication of indecomposable ideals and a combinatorial description for decomposability of the product

In this subsection we study multiplication in the multisemigroup $S$. To start with, we give explicit formulæ for multiplication with those algebra ideals in $kQ$ which are not linearized semigroup ideals.

**Lemma 23.** Assume that $k = 1$ and $\omega$ and $\nu$ are the two different longest paths in $Q$. Let $x$ be the source in $Q$ and $y$ be the sink in $Q$. Let $a \in k \setminus \{0\}$. Then, for any indecomposable algebra ideal $I$ in $kQ$, we have
\[ (\omega + av) \cdot I \cong \begin{cases} (\omega + av), & \varepsilon_x \in I; \\ 0, & \text{otherwise}; \end{cases} \]
and

\[ I \cdot (\omega + av) \cong \begin{cases} (\omega + av), & \varepsilon_y \in I; \\ 0, & \text{otherwise.} \end{cases} \]

In particular, \((\omega + av) \cdot (\omega + bv) = 0\), for any \(b \in k \setminus \{0\}\).

Proof. The formula \((\omega + av) \cdot (\omega + bv) = 0\), for any \(b \in k \setminus \{0\}\), follows directly from the observation that \(x \neq y\). It remains to consider the case when \(I\) is a linearized semigroup ideal. If \(\varepsilon_x \in I\), then \((\omega + av) \cdot I = (\omega + av)\) follows directly from the fact that \((\omega + av)\) is 1-dimensional. If \(\varepsilon_x \not\in I\), then \(I\) contains no paths which terminate at \(x\), as \(x\) is a source of \(Q\). Therefore \((\omega + av) \cdot I = 0\) in this case. The second formula is proved similarly.

From Lemma 23 it follows that, for \(k = 1\), algebra ideals which are not linearized semigroup ideals form a nilpotent ideal in \(S\). Now let us consider multiplication of linearized semigroup ideals. Let us split all indecomposable linearized semigroup ideals into three types.

(I) Ideals of type I are those ideals whose graph is the full circle.

(II) Ideals of type II are those ideals whose graph is a chain with at least two vertices.

(III) Ideals of type III are those ideals whose graph consists of a single vertex.

The arguments in the proof of Corollary 12 imply the following:

**Lemma 24.** Let \(I\) and \(J\) be two indecomposable linearized semigroup ideals in \(kQ\). If \(IJ\) is not indecomposable, then both \(I\) and \(J\) are of type II and \(\Gamma_I \cup \Gamma_J\) is the full circle.

Proof. This is proved during the proof of Corollary 12.

Let us now give more explicit description of when, for two indecomposable linearized semigroup ideals \(I\) and \(J\) of type II, their product \(IJ\) decomposes into a direct sum of two ideals.

**Lemma 25.** Let \(I\) and \(J\) be two indecomposable linearized semigroup ideals in \(kQ\) of type II such that \(\Gamma_I \cup \Gamma_J\) is the full circle. Then \(IJ\) decomposes into a direct sum of two non-zero components if and only if the following condition is satisfied: Each isolated vertex \(\omega\) in \(\Gamma_I \cap \Gamma_J\) can be written as \(\omega = \alpha \beta\), for some \(\alpha \in I\) and \(\beta \in J\).

Proof. The condition of the lemma is, by definition, equivalent to the fact that \(\Gamma_{IJ} = \Gamma_I \cap \Gamma_J\), which implies the statement.

One nice sufficient condition for decomposition is the following:

**Corollary 26.** Let \(I\) and \(J\) be two indecomposable linearized semigroup ideals in \(kQ\) of type II such that \(\Gamma_I \cup \Gamma_J\) is the full circle. Assume that, for each isolated vertex \(\omega\) in \(\Gamma_I \cap \Gamma_J\), the edge \(x\) in \(\Gamma_J\) adjacent to \(\omega\) is a source. Then \(IJ\) decomposes into a direct sum of two non-zero components.

Proof. If the condition of the lemma is satisfied, then \(\varepsilon_x \in J\) and \(\omega \in I\), moreover, \(\omega \varepsilon_x \neq 0\). Therefore the necessary claim follows from Lemma 25.
Theorem 27. Let $I$ and $J$ be two indecomposable linearized semigroup ideals in \( kQ \) of type II such that \( \Gamma_I \cup \Gamma_J \) is the full circle. Then \( I \cdot J \) decomposes into a direct sum of two non-zero components if and only if the following condition is satisfied: For each isolated vertex \( \omega \) in \( \Gamma_I \cap \Gamma_J \) such that the edge \( x \) in \( \Gamma_J \) adjacent to \( \omega \) is a sink, we have
\[
\text{ts}(\pi(J)_\omega) \geq \text{is}(\pi(I)_\omega),
\]
where \( \pi(I)_\omega \) denotes the intersection of \( \pi(I) \) with the triangle corresponding to \( \omega \) and similarly for \( \pi(J)_\omega \) (our normalization is such that \( \text{is}(\pi(J)_\omega) = 1 \) and \( \text{ts}(\pi(I)_\omega) = l(\omega) + 1 \)).

Proof. We have to take a look at the algebra \( T_m \), where \( m = l(\omega) + 1 \), which corresponds to \( \omega \) in our stair-shaped realization of \( kQ \), namely, we have to investigate when \( (T_m \cap I)(T_m \cap J) \) is non-zero. Our normalization is chosen such that \( \text{ts}(\pi(J)_\omega) < l(\omega) + 1 \) and \( \text{is}(\pi(I)_\omega) > 1 \). The ideal \( I \) contains the matrix unit \( e_{1,\text{is}(\pi(I)_\omega)} \in T_m \). The ideal \( J \) contains the matrix unit \( e_{\text{ts}(\pi(J)_\omega),m} \in T_m \).

If the inequality (3) is satisfied, then the ideal \( J \) also contains \( e_{\text{is}(\pi(I)_\omega),m} \in T_m \) because \( J \) is an ideal and because of (4). Then we have \( e_{1,\text{is}(\pi(I)_\omega)} \neq 0 \) which implies that the \( \omega \)-component of \( IJ \) is zero. If the inequality (3) is not satisfied, then, for any matrix unit \( e_{a,b} \in I \cap T_m \) and any matrix unit \( e_{c,d} \in J \cap T_m \), we have \( b > c \) and hence \( e_{a,b} e_{c,d} = 0 \). This implies that the \( \omega \)-component of \( IJ \) is zero. The claim of the theorem follows. \( \square \)
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