Abstract

In the contest of open quantum systems, we study a class of Kraus operators whose definition relies on the defining representation of the symmetric groups. We analyze the induced orbits as well as the limit set and the degenerate cases.

1 Introduction and preliminaries

We are interested in studying open quantum systems, that is systems that are free to interact with the environment or with other systems. The study of open systems is useful in fields such as quantum optics, quantum measurement theory, quantum statistical mechanics and quantum cosmology. Moreover, the study of composite systems is at the heart of quantum computation and quantum information, where, for examples, concepts like entanglement can have applications in devising algorithms and protocols, such as quantum teleportation, that do not have a classical analogue.
In elementary quantum mechanics, the state of a closed quantum system is represented by a ray \([1]\) in a separable Hilbert space \(v \in \mathcal{H}\), i.e. by an equivalence class of vectors \([v]\), \(v \in \mathcal{H}\), with respect to the relation: \(v \sim \lambda v\) with \(\lambda \in \mathbb{C} - \{0\}\). Such equivalence class can be represented via the density matrix \(\rho_v \equiv vv^\dagger/\|v\|^2\) (where \(v^\dagger\) is in the dual space \(\mathcal{H}^* \simeq \mathcal{H}\)), which is a rank-one projector or, more precisely, a bounded, self-adjoint, positive definite, unit-trace operator such that:

\[
\rho_v^2 = \rho_v. \tag{1}
\]

A system whose density matrix satisfies the latter condition is said to be *pure*. In general, as we will explain shortly below, it is necessary to consider a more general kind of density matrices that are constructed out of a statistical mixture \(\{\rho_j, p_j\}_{j=1}^N\), where the \(\rho_j\)'s are pure density matrices and the \(p_j\)'s are probabilities, therefore satisfying \(0 \leq p_j \leq 1\) and \(\sum_{j=1}^N p_j = 1\). Such a density matrix (called *mixed*) is obtained by setting

\[
\rho = \sum_{j=1}^N p_j \rho_j \tag{2}
\]

and is a bounded, self-adjoint, positive definite, unit-trace operator, with now \(\rho^2 \neq \rho\).

In the following we will be interested in the case in which the Hilbert space is finite dimensional with \(\dim(\mathcal{H}) = n\), a fact we will assume from now on.

When considering an open quantum system, i.e. a (sub)system \(A\) in interaction with an environment \(B\), the Hilbert space representing the total system is given by \(\mathcal{H}_A \otimes \mathcal{H}_B\), where the general element of \(\mathcal{H}_A \otimes \mathcal{H}_B\) will be \(\psi_{AB} = \sum_{i \in I,j \in J} a_{ij} e_i^A \otimes e_j^B\) where \(\{e_i^A \mid i \in I\}\) and \(\{e_j^B \mid j \in J\}\) are orthonormal basis of \(\mathcal{H}_A\) and \(\mathcal{H}_B\) respectively and \(\sum_{i \in I,j \in J}|a_{ij}|^2 = 1\). The density matrix representing the quantum state of the subsystem \(A\) is obtained by taking the partial trace over the environment \(B\): \(\rho_A = \text{Tr}_B[\rho_{\psi_{AB}}]\). A very well known theorem \(2\) states that the density matrix \(\rho_A\) is pure if and only if \(\psi_{AB}\) is of the form \(v_A \otimes v_B\) with \(v_A \in \mathcal{H}_A\) and \(v_B \in \mathcal{H}_B\), i.e. it is a *separable* state.
In all other cases, i.e. when the state $\psi_{AB}$ is entangled, $\rho_A$ will represent a mixed state.

The space of quantum states can be endowed of interesting geometrical structures. The set of pure states is a complex projective space and indeed a Kahler manifold [1], that can be embedded in the Lie algebra of self-adjoint matrices as the (co)-adjoint orbit of the unitary group $U(N)$ of rank-one density matrices. The latter description generalizes also to rank-k mixed states [3, 4], so that the full space of states can be seen as the union of orbits of the unitary groups, each of them been a complex manifold endowed by a metric, a symplectic form and a compatible complex structure.

From a more algebraic point of view, let us notice that the space of pure states can be seen as the extremal points of the positive cone in the algebra of self-adjoint operators, generated by positive definite and unit-trace matrices.

The time evolution of a closed quantum system is determined by the Schrödinger equation [2] or, when the Hamiltonian operator $\mathcal{H}$ is time-independent, by the unitary operator $U(t) = \exp[-i\mathcal{H}t/\hbar]$ via:

$$\rho(t) = U(t)\rho(t = 0)U(t)^\dagger. \quad (3)$$

This is the evolution also of the density matrix of the total system $A \cup B$, which can be seen as isolated, whereas the evolution of the subsystem $A$ which is obtained by taking the partial trace: $\rho_A(t) = \text{Tr}_B[\rho_{\psi_{AB}}(t)]$. Let us notice that, contrary to what happens for a closed system, open quantum dynamics may change the spectrum as well as the rank of the density matrix.

The dynamics of open quantum systems is generated by the so-called Gorini-Kossakowski-Sudarshan- Linblad (GKLS) equation (see ref. [5] for a, also historical, review):

$$L(\rho) = -i[\mathcal{H}, \rho] - \frac{1}{2} \sum_{j=1}^{N} \left\{ V_j^\dagger V_j, \rho \right\} + \sum_j V_j \rho V_j^\dagger, \quad (4)$$

where $\mathcal{H}$ is the Hermitian Hamiltonian operator and the $V_j$’s ($N = 1, 2, \cdots, n^2$—
Eq. (4) has a clear geometrical interpretation. Indeed, it can be shown \[6\] that the dynamical evolution described by this equation defines a vector field \( \Gamma = X + Y + Z \), that can be decomposed into three vector fields related with the three addends of the GKLS equation. More precisely, \( X \) is a Hamiltonian vector field whose flow preserves the spectrum of \( \rho \) (hence moving on a given co-adjoint orbit), \( Y \) is a gradient-like vector field whose flow changes the spectrum but preserves the rank while \( Z \) is a vector field corresponding to a flow that changes the rank of \( \rho \).

In this paper we take a different, but equivalent perspective \[7\], according to which the dynamic of an open quantum system with density matrix \( \rho_A(t_0) \equiv \rho(t_0) \) is described by means of the so called Universal Dynamical Maps (UDM), that is a trace-preserving linear completely positive\(^2\) definite map defined as

\[
\mathcal{E}_K([t_0,t_1]) : \rho(t_0) \rightarrow \rho(t_1) = \sum_{\alpha} K_\alpha(t_1,t_0) \rho(t_0) K_\alpha(t_1,t_0)^\dagger \tag{5}
\]

given an initial configuration of the system at time \( t = t_0 \) encoded by the density matrix \( \rho(t_0) \). The operators \( K_\alpha(t_1,t_0) \), for \( \alpha \in A \) are called Kraus operators: they do not depend on the initial condition \( \rho(t_0) \), but, as the indices should suggest, just on the time interval \([t_0,t_1]\). We will call Kraus map a linear combination of Kraus operators. Moreover, to ensure \( \text{Tr}[\rho(t_1)] = 1 \), the Kraus operators must satisfy the following condition

\[
\sum_{\alpha \in A} K_\alpha(t_1,t_0) K_\alpha(t_1,t_0)^\dagger = 1. \tag{6}
\]

Whenever the (super)-operators \( [5] \) satisfy also:

\[
\mathcal{E}_K([s,t]) \circ \mathcal{E}_K([t,0]) = \mathcal{E}_K([s,0]), \quad \forall s \geq t \geq 0, \tag{7}
\]

\(^1\)As usual we denote with \( V^\dagger \) the adjoint of \( V \), with \([\cdot,\cdot]\) the commutator and with \{\cdot,\cdot\} the anticommutator.

\(^2\)Here for completely positive we mean that the operator \( K_{[t_0,t_1]} \otimes 1_B \) is positive for any possible extension of \( \mathcal{H}_A \) to \( \mathcal{H}_A \otimes \mathcal{H}_B \). We refer the interested reader to \[\text{[5]}\] for a detailed discussion of why completely positivity and not simply positivity is required.
eq. (5) defines a one-parameter semigroup of completely positive maps, of which
the operator \( L \) of eq. (4) is the generator. In this case the dynamics is called
quantum Markovian [7]. Let us remark that the decomposition of such a map
into Kraus operators is not unique, a question that will be considered in the
following.

In this paper, we are interested in characterizing the non-unitary part of the
dynamic and we set \( H = 0 \). Notice that the GKLS equation is invariant under
any unitary transformation, since \( \rho(t) \rightarrow U\rho(t)U^\dagger, V_j \rightarrow UV_j U^\dagger \), for all \( j \). Also,
we can always find a unitary transformation such that, at the initial time, we
can write the density matrix in the diagonal form \( \rho(t=0) = \text{diag}(\lambda_1, \ldots, \lambda_n) \),
with \( \lambda_i \geq 0 \) and \( \lambda_1 + \cdots + \lambda_n = 1 \). Thus we can consider a GKLS equation of
the form
\[
L(\rho) = -\frac{1}{2} \sum_{j=1}^{N} \{ V_j^\dagger V_j, \rho \} + \sum_{j=1}^{N} V_j \rho V_j^\dagger,
\]
with \( \rho \) diagonal. This situation encompasses a series of interesting cases in
physics, such as (when \( N=1 \)) the so-called Quantum Poisson and Gaussian Semi-
groups [6].

In order to describe explicitly this type of dynamics, we take an algebraic
approach and consider Kraus operators associated to elements of the symmetric
group \( \Sigma_n \) via the defining representation. In Section 2, we recall the basic
notions of this representation and associate a Kraus map to each element of
\( \mathbb{C}[\Sigma_n] \), the group algebra of \( \Sigma_n \). We give conditions on the elements of \( \mathbb{C}[\Sigma_n] \)
giving rise to Kraus maps with admissible action and reduce the study of the
orbits of the dynamic to those associated to cyclic subgroups of \( \Sigma_n \). In Section
3, we compute explicitly the orbits in the cyclic case as well as the limit set of
the dynamics. We will also describe what happens in the degenerate cases, that
is the cases in which the initial density matrix is not generic (i.e., the cardinality
of the spectrum of \( \rho \) is less than the order of the matrix).
2 Defining representation of $\Sigma_n$ and associated Kraus maps

In this section, after recalling some classical notion on the defining representation of $\Sigma_n$ (see [8]), we describe how to associate a Kraus map to elements of $\mathbb{C}[\Sigma_n]$, the group algebra of $\Sigma_n$.

Let $\Sigma_n$ be the symmetric group on $n$ letters. The $n$-dimensional defining representation $\chi : \Sigma_n \to GL_n(\mathbb{C})$ of $\Sigma_n$ is given by

$$
\chi(\sigma) = R_\sigma \quad \text{with} \quad (R_\sigma)_{ij} = \begin{cases} 
1 & \text{if } \sigma(j) = i \\
0 & \text{otherwise}
\end{cases}.
$$

(9)

The defining representation is unitary (i.e., the image of $\chi$ is contained in $U(n)$) and reducible. Indeed, the 1-dimensional subspace $W$ spanned by $e_1 + e_2 + \cdots + e_n$, with $e_i$ the $i$-th vector of the canonical basis of $\mathbb{C}^n$, is invariant under the action of $\chi(\Sigma_n)$ and $\chi$ restricts to the trivial action on $GL(W)$. Moreover, $\chi$ is completely reducible: indeed, if $W^\perp$ denotes the orthogonal complement with respect to the standard hermitian product on $\mathbb{C}^n$, also $W^\perp$ is invariant under the action of $\chi(\Sigma_n)$. It is also possible to prove that the $(n-1)$-dimensional representation of $\Sigma_n$ induced by $\chi$ into $GL(W^\perp)$ is irreducible.

If we identify $\mathbb{C}^n$ with the vector space $D_n(\mathbb{C})$ of diagonal matrices with complex entries, then $\Sigma_n$ acts on $D_n(\mathbb{C})$ as

$$
\sigma \cdot \text{diag}(\lambda_1, \ldots, \lambda_n) = R_\sigma \text{diag}(\lambda_1, \ldots, \lambda_n) R_\sigma^{-1} = \text{diag}(\lambda_{\sigma(1)}, \ldots, \lambda_{\sigma(n)}).
$$

Since $W$ is an invariant subspace with respect to $\chi$, then the trace of a matrix is invariant under this action.

Let $\mathbb{C}[\Sigma_n]$ denotes the group algebra of $\Sigma_n$. The defining representation of $\Sigma_n$ naturally induces a representation of $\mathbb{C}[\Sigma_n]$ into $M_n(\mathbb{C})$, that we still denote
with $\chi$, given by

$$\chi \left( \sum_{\sigma \in \Sigma_n} c_{\sigma} \right) \mathbf{v} = \sum_{\sigma \in \Sigma_n} c_{\sigma} (R_{\sigma} \mathbf{v}),$$

(10)

with $c_{\sigma} \in \mathbb{C}$, for all $\sigma$, and $\mathbf{v} \in \mathbb{C}^n$.

We want now to introduce a time dependence: for each $\sigma \in \Sigma_n$ we choose $\mathbb{C}$-valued smooth functions $[0, +\infty) \ni t \mapsto c_{\sigma}(t) \in \mathbb{C}$ and consider the map

$$[0, +\infty) \ni t \mapsto \sum_{\sigma \in \Sigma_n} c_{\sigma}(t) \sigma \in C[\Sigma_n].$$

(11)

If we look at the operator obtained trough $\chi$, we have that:

$$\sum_{\sigma \in \Sigma_n} (c_{\sigma}(t) R_{\sigma}) (c_{\sigma}(t) R_{\sigma})^\dagger = \sum_{\sigma \in \Sigma_n} c_{\sigma}(t) \overline{c}_{\sigma}(t) R_{\sigma} R_{\sigma}^\dagger = \left( \sum_{\sigma \in \Sigma_n} c_{\sigma}(t) \overline{c}_{\sigma}(t) \right) \text{Id}_n,$$

where $\overline{c}_{\sigma}(t)$ denotes the complex conjugate function. So if

$$\sum_{\sigma \in \Sigma_n} c_{\sigma}(t) \overline{c}_{\sigma}(t) = 1,$$

(12)

where $\mathbf{1}$ denotes the constant function equal to 1, the element $\sum_{\sigma \in \Sigma_n} c_{\sigma}(t) \sigma$ acts on $D_n(\mathbb{C})$, via $\chi$, as a Kraus operator.

Even if this condition on the coefficients is satisfied, a generic element of $\sum_{\sigma \in \Sigma_n} c_{\sigma}(t) \sigma \in \mathbb{C}[\Sigma_n]$ might not yield a suitable one-parameter semigroup unless: i) it is completely positive; ii) it satisfies the time condition $[7]$

As for the second condition, let us notice that, if we consider

$$\chi \left( \sum_{\sigma \in \Sigma_n} c_{\sigma}(t) \right) = \sum_{\sigma \in \Sigma_n} c_{\sigma}(t) R_{\sigma},$$

such that $\mathcal{N} = \{\sigma \in \Sigma_n \mid c_{\sigma}(t) \neq 0\}$ is a subgroup of $\Sigma_n$, it is possible to choose opportunely the coefficients $c_{\sigma}(t)$ so that the operators satisfy the time conditions. Indeed, given a subgroup $S$ of $\Sigma_n$, we associate to it the operator

$$K_S = g(t) \text{Id}_n + f(t) \sum_{\sigma \in S} R_{\sigma}$$

(13)
giving the evolution function

\[ F_{(t,0)}^S(\rho(0)) = \rho(t) = g^2(t)\rho(0) + f^2(t) \sum_{\sigma \in S} R_\sigma \rho(0) R_{\sigma}^{-1}, \]  

(14)

where

\[ g(t) = \sqrt{\frac{1}{|S|} (1 + (|S| - 1)e^{-t})} \quad \text{and} \quad f(t) = \sqrt{\frac{1}{|S|} (1 - e^{-t})}, \]  

(15)

with \(|S|\) the order of \(S\). It is immediate to check that \(K_S\) satisfies (12).

Given \(S\) and \(T\) subgroups of \(\Sigma_n\), we say that \(K_S\) and \(K_T\) are equivalent, and write \(K_S \cong K_T\), if they determine the same evolution function that is

\[ F_{(t,0)}^S(\rho(0)) = F_{(t,0)}^T(\rho(0)) \]

for each \(t \in [0, +\infty)\) and each \(\rho(0) \in D_n(\mathbb{C})\).

Since our aim is to study all the possible evolution functions, we want to look at Kraus maps associated to subgroups of \(\Sigma_n\) up to equivalence. On this regard, we have the following result.

**Proposition 1.** Two Kraus maps \(K_S\) and \(K_T\), associated to subgroups \(S, T \subseteq \Sigma_n\), are equivalent if and only if the partition of \(\{1, 2, \ldots, n\}\) associated to the orbits of the action of \(S\) and \(T\) onto \(\{1, 2, \ldots, n\}\) is the same.

**Proof.** Notice that \(K_S\) and \(K_T\) are equivalent if and only if \(|S| = |T|\) and

\[ \sum_{\sigma \in T} R_\sigma \rho(0) R_{\sigma}^{-1} = \sum_{\sigma' \in S} R_{\sigma'} \rho(0) R_{\sigma'}^{-1} \]

Therefore, there is a bijective map \(T \to S\) that sends \(\sigma \in T\) in \(\sigma' \in S\). Since the \(R\)'s matrices are permutation matrices, this happens if and only if the orbits of the action of \(S\) and \(T\) onto \(\{1, 2, \ldots, n\}\) are the same. \(\square\)

The previous proposition allows us to reduce to the case in which \(S\) is a cyclic subgroup. Indeed, it is enough to select one subgroup \(S\) for each partition of \(\{1, 2, \ldots, n\}\) and we can always choose a cyclic subgroup: given a
The partition \( \{p_1, \ldots, p_k\} \) of \( \{1, 2, \ldots, n\} \) we can take the cyclic subgroup generated by \( \sigma = c_1 \cdots c_k \), where \( c_i \) is any cycle permuting all the elements of \( p_i \), for \( i = 1, \ldots, k \). In other words, given a diagonal matrix \( \rho \), it is always possible to find a cyclic subgroup that permutes the elements on the matrix according to the evolution.

Let us consider now the following trivial but important:

**Remark 2.** If \( S \) and \( T \) are conjugated subgroups, then the evolution function \( F_{(t,0)}^T \) can be deduced from the evolution function \( F_{(t,0)}^S \) because

- \( |S| = |T| \) and hence \( g_T(t) = g_S(t) \) and \( f_T(t) = f_S(t) \);
- \[ \sum_{\sigma \in T} R_{\sigma} \rho(0) R_{\sigma}^{-1} = \sum_{\sigma' = \tau \sigma \tau^{-1} \in S} R_{\sigma'} \rho(0) R_{\sigma'}^{-1}, \]

where \( \tau \in T \) and \( R_{\sigma'} = R_{\tau} R_{\sigma} R_{\tau}^{-1} \).

Therefore, by Proposition 1 and Remark 2, in order to understand the dynamical evolution, it is enough to consider actions of cyclic subgroups of \( \Sigma_n \) onto \( \mathbb{C}^n \) up to conjugation. It is important to recall that the number of conjugacy classes of elements in \( \Sigma_n \), that corresponds to the number of cyclic subgroups of \( \Sigma_n \) up to conjugacy, depends on the number of partitions of \( n \) as follows.

First we recall that a partition \( \mu \) of \( n \) is a vector \((\mu_1, \ldots, \mu_r)\), whose entries are positive integers and satisfy \( \mu_1 + \cdots + \mu_r = n \) and \( \mu_i \geq \mu_{i+1} \). Given an element \( \sigma \in \Sigma_n \), let \( \sigma = c_1 \cdots c_r \) be its decomposition into disjoint cycles and, up to renumbering the cycles, suppose that \( |c_i| \geq |c_{i+1}| \), where \( |c_i| \) denotes the length of the \( i \)-th cycle. We can associate to \( \sigma \) a partition \( \mu_{\sigma} \) of \( n \) given by \((|c_1|, \ldots, |c_r|)\). The following facts hold:

- a) given two element \( \sigma_1, \sigma_2 \in \Sigma_n \), they are conjugated if and only if \( \mu_{\sigma_1} = \mu_{\sigma_2} \)
b) the map $[\sigma] \rightarrow \mu_{\sigma}$ is a one to one correspondence on the level of conjugacy classes of elements in $\Sigma_n$.

3 Action of Kraus maps associated to subgroups of $\Sigma_n$

Given $S = \langle \sigma \rangle$ be a cyclic subgroup of $\Sigma_n$, we have

$$K_S = K_{\sigma} = g(t)\text{Id}_n + f(t) \sum_{i=1}^{\lfloor \sigma \rfloor - 1} R_{\sigma}^i$$

(16)

and

$$\rho(t) = g^2(t)\rho(0) + f^2(t) \sum_{i=1}^{\lfloor \sigma \rfloor - 1} R_{\sigma}^i \rho(0) R_{\sigma}^{-i}.$$ (17)

We want to compute an explicit analytic expression for $\rho(t)$.

Suppose that $\sigma = c_1 \cdots c_r$ is the decomposition into disjoint cycles, including cycles of length one, and with $|c_i| \geq |c_{i+1}|$. Let $|c_i| = \mu_i$, for $i = 1, \ldots, r$ and set $\mu_0 = 1$. Clearly $\mu_1 + \mu_2 + \cdots + \mu_r = n$. Since we work up to conjugacy, we can assume that the permutation has the following form

$$\sigma = (1 \ 2 \cdots \mu_1) (\mu_1 + 1 \ \mu_1 + 2 \cdots \mu_1 + \mu_2) \cdots \left( \sum_{j=1}^{\mu_i} 1 + \sum_{j=1}^{\mu_i} \cdots n \right).$$

So the $i$-th cycle is

$$c_i = \left( \sum_{j=0}^{\mu_i - 1} \mu_j \ 1 + \sum_{j=0}^{\mu_i - 1} \mu_j \ \cdots \ \sum_{j=1}^{\mu_i} \mu_j \right).$$

Note that $|\sigma| = \text{LCM}\{\mu_1, \ldots, \mu_r\}$, where LCM stands for the least common multiple.

A straightforward computation shows that if $\rho(0) = \text{diag}(\lambda_1, \ldots, \lambda_n)$ and we set

$$B_i = \left( \frac{1}{\mu_i} \sum_{h \in c_i} \lambda_h \right) \text{Id}_{\mu_i}$$

(18)
for $i = 1, \ldots, r$, then

$$\rho_\sigma(t) = \rho(0)e^{-t} + (1 - e^{-t})B,$$

(19)

where $B$ is the block diagonal matrix $B_1 \oplus B_2 \oplus \cdots \oplus B_r$.
We observe that, by equations (18) and (19), the eigenvalues of the matrix $\rho_\sigma(t)$ are linear combinations of the eigenvalues of $\rho(0)$ with non negative coefficients and at least one non-zero coefficient.

We can then formulate the following:

**Theorem 3.** The action associated to each cyclic subgroup $\langle \sigma \rangle$ of $\Sigma_n$ satisfies two properties: 1) it is completely positive and 2) it satisfies the time condition (7).

**Proof.** We consider

$$\rho(t) = g^2(t)\rho(0) + f^2(t) \sum_{i=1}^{\lfloor \sigma \rfloor - 1} R_{\sigma i}^i \rho(0) R_{\sigma i}^{-i}.$$  

(20)

Since a map $A \to BAB^*$ is completely positive [9], and the sum of completely positive operators is completely positive, we can deduce that the action associated to each cyclic subgroup $\langle \sigma \rangle$ is completely positive.

Now we prove the time condition, $F_{(s,t)} \circ F_{(t,0)}(\rho(0)) = F_{(s,0)}(\rho(0))$. Noticing that

$$F_{(s,0)}(\rho(0)) = \rho_{\sigma}(s) = g^2(s)\rho(0) + f^2(s) \sum_{i=1}^{\lfloor \sigma \rfloor - 1} R_{\sigma i}^i \rho(0) R_{\sigma i}^{-i},$$
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we have

\[ F_{(s,t)} \circ F_{(t,0)}(\rho(0)) = g^2(s-t)g^2(t)\rho(0) + g^2(s-t)f^2(t) \sum_{i=1}^{\sigma-1} R^i_{\sigma}\rho(0)R_{\sigma}^{-i} + \]

\[ + f^2(s-t)g^2(t) \sum_{i=1}^{\sigma-1} R^i_{\sigma}\rho(0)R_{\sigma}^{-i} + f^2(s-t)f^2(t) \sum_{i,j=1}^{\sigma-1} R^{i+j}_{\sigma}\rho(0)R_{\sigma}^{-(i+j)} = \]

\[ = \{g^2(s-t)g^2(t) + (|\sigma| - 1)f^2(s-t)f^2(t)\}\rho(0) + \]

\[ + \sum_{i=1}^{\sigma-1} \{g^2(s-t)f^2(t) + f^2(s-t)g^2(t) + (|\sigma| - 2)f^2(s-t)f^2(t)\} R^i_{\sigma}\rho(0)R_{\sigma}^{-i} = \]

\[ = \frac{1}{|\sigma|^2} \{1 + (|\sigma| - 1)e^{-s+t}\}[1 + (|\sigma| - 1)e^{-t}] + (|\sigma| - 1)[1 - e^{-s+t}][1 - e^{-t}]\rho(0) + \]

\[ + \frac{1}{|\sigma|^2} \sum_{i=1}^{\sigma-1} \{1 + (|\sigma| - 1)e^{-s+t}\}[1 - e^{-t} + (|\sigma| - 1)e^{-s}]\rho(0) + \frac{1}{|\sigma|^2} \sum_{i=1}^{\sigma-1} \{1 - e^{-t} + (|\sigma| - 1)e^{-s+t} - (|\sigma| - 1)e^{-s} + \]

\[ + 1 - e^{-s+t} + (|\sigma| - 1)e^{-t} - (|\sigma| - 1)e^{-s} + |\sigma| - 2 - (|\sigma| - 2)e^{-s+t} - (|\sigma| - 2)e^{-t} + \]

\[ + (|\sigma| - 2)e^{-s}\} R^i_{\sigma}\rho(0)R_{\sigma}^{-i} = \]

\[ = \frac{1}{|\sigma|} \{1 + (|\sigma| - 1)e^{-s}\}\rho(0) + \frac{1}{|\sigma|}(1 - e^{-s}) \sum_{i=1}^{\sigma-1} R^i_{\sigma}\rho(0)R_{\sigma}^{-i} = \rho_\sigma(s). \]

Using the explicit description of Formula (19), we can easily deduce a description of the associated orbit. First of all, notice that

\[ \lim_{t \to +\infty} \rho_\sigma(t) = B. \]

Moreover we have \( \rho(0) - \rho_\sigma(t) = (1 - e^{-t})(\rho(0) - B) \), so it is easy to check that \( \rho(0) - \rho(t) \) is a diagonal matrix whose diagonal entries satisfy the system of equations

\[
\begin{aligned}
&x_1 + x_2 + \cdots + x_{\mu_1} = 0 \\
x_{\mu_1+1} + x_{\mu_1+2} + \cdots + x_{\mu_1+\mu_2} = 0 \\
&\vdots \\
x_{n-\mu_r} + x_{n-\mu_r+1} + \cdots + x_n = 0.
\end{aligned}
\] (22)

Notice that if we start with a matrix \( \rho(0) \) having \( n \) different eigenvalues, that is a generic initial condition, the limit point of the orbit of \( K_\sigma \) with \( \sigma = c_1 \cdots c_r \), lies in a closed subspace containing the matrices having at most \( r \) distinct eigenvalues \( \nu_1, \ldots, \nu_r \).
If we start with a matrix $\rho(0)$ having at least one eigenvalue with multiplicity greater than one, all the previous results hold. Nevertheless, we have less freedom in movements: indeed, there exists non-trivial elements of $\Sigma_n$ acting trivially on the submanifold containing it. More precisely, the elements of $\Sigma_n$ that permutes the eigenvalues that are equal act trivially on $\rho(0)$. In order to have a non-trivial action, the different eigenvalues must be shuffled by the permutation. Hence, if, given a partition $\lambda = (\lambda_1, \ldots, \lambda_r)$ of $n$, we denote with $M_\lambda$ the submanifold containing matrices having $r$-different eigenvalues with multiplicities $\lambda_1, \ldots, \lambda_r$, the trivial action is carried by the stabilizer of $M_\lambda$ in $\Sigma_n$. This subgroup can be characterized as that containing $\sigma$ such that $\mu_\sigma = (\mu_1, \ldots, \mu_k)$ is a subpartition of $\lambda$, that is there exist indices $1 \leq j_1 \leq j_2 \leq \ldots \leq j_r \leq k$ such that $\lambda_i = \mu_{j_i} + \mu_{j_i+1} + \cdots + \mu_{j_i+r-1} + \mu_{j_i+1}$, for $i = 1, \ldots, r$.

4 Geometric interpretation and examples

Let’s try to have a more geometric picture. Given $n$ points $P_1, \ldots, P_n \in \mathbb{C}^n$ in general position, we denote the $(n-1)$-simplex having $P_1, \ldots, P_n$ as vertices with $\Delta^{n-1} = \Delta(P_1, \ldots, P_n)$. To each matrix $\rho(0) = \text{diag}(\lambda_1, \lambda_2, \ldots, \lambda_n)$ we can associate a point $\lambda_1 P_1 + \lambda_2 P_2 + \cdots + \lambda_n P_n$ in $\Delta(P_1, \ldots, P_n)$. Each element $\sigma \in \Sigma_n$ clearly acts on the vertices of $\Delta^{n-1}$ and, by linearity, on the points of the simplex. Given a cycle $c = (i_1, i_1, \cdots, i_\mu)$, we denote by $L(c) \subset \mathbb{C}^n$ the subspace spanned by the $n-1$ vectors $P_{i_j} - P_{i_i}$, with $j = 2, \ldots, \mu$. Moreover, with the notation $\text{Bar}(c)$ we indicate the barycenter of the $(\mu-1)$-simplex having vertices $P_{i_1}, \ldots, P_{i_\mu}$. Notice that $c$ fixes $\text{Bar}(c)$.

Since $K_\sigma$ satisfies the range condition, the orbit $\rho_\sigma(t)$ gives a path inside $\Delta^{n-1}$. In this setting, [22] tells us that the orbit is contained in the affine subspace passing through the point associated to $\rho(0)$ and parallel to the subspace $L(c_1) \oplus L(c_2) \oplus \cdots \oplus L(c_r)$, with $\sigma = c_1 \cdots c_r$. Moreover, the limit of the orbit is the intersection point between this affine subspace and the affine closure of
the points $\text{Bar}(c_1), \ldots, \text{Bar}(c_r)$.

Figure 1: The simplex of diagonal density matrices for (a) $n = 1$, i.e. a qubit, and (b) $n = 3$, i.e. a qutrit. The arrows show the direction of the time evolution of the operators defined in the text.

As a first example, we can take the case of a qubit, i.e. a Hilbert space of dimension $n = 2$, so that a generic diagonal density matrix is of the form $ho = \text{diag}(\lambda_1, \lambda_2 = 1 - \lambda_1)$. By setting $X = \lambda_1 - \lambda_2 \in [-1, 1]$, we can represent the simplex $\Delta^1$ as the segment (convex cone) generated by the two points $P_1, P_2$ with coordinate $X = +1, -1$ respectively, as shown in Fig. 1(a).

The unique non-trivial cyclic subgroup is now generated by the permutation $\sigma : (\lambda_1, \lambda_2) \mapsto (\lambda_2, \lambda_1)$. A simple calculation shows that it generates the time evolution:

$$
\rho_\sigma(t) = \text{diag}(e^{-t}\lambda_1 + (1 - e^{-t})(\lambda_1 + \lambda_2)/2, e^{-t}\lambda_2 + (1 - e^{-t})(\lambda_1 + \lambda_2)/2)
$$

$$
= \text{diag}(e^{-t}\lambda_1 + (1 - e^{-t})/2, e^{-t}\lambda_2 + (1 - e^{-t})/2) \quad (23)
$$

which tends to the limit point $\rho_\infty = \text{diag}((\lambda_1 + \lambda_2)/2, (\lambda_1 + \lambda_2)/2)$. 
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As a second case, we take $n = 3$, i.e. the case of a qutrit, whose diagonal density matrices are of the form: $ho = \text{diag}(\lambda_1, \lambda_2, \lambda_3 = 1 - \lambda_1 - \lambda_2)$. Setting $X_1 = (\lambda_1 - \lambda_2)/2$ and $X_2 = (\lambda_1 + \lambda_2)/2 - 1/3$, we can represent the simplex $\Delta^2$ in the $X_1 - X_2$-plane as the (equilateral) triangle with vertices: $P_1 = (1, \sqrt{3}), P_2 = (-1, \sqrt{3}), P_3 = (0, -2/\sqrt{3})$, as shown in Fig. 1(b).

Now there are different kinds of cyclic subgroups. For example, we can assume $S_1 : (\lambda_1, \lambda_2, \lambda_3) \mapsto (\lambda_1, \lambda_3, \lambda_2)$, which corresponds to a cycle of length 1 and one of length 2. Then, the density matrix evolves in time through a UDM $F_1$, as follows:

$$\rho_{F_1}(t) = \begin{pmatrix}
\lambda_1 \\
e^{-t} \lambda_2 + (1 - e^{-t})(\lambda_2 + \lambda_3)/2 \\
e^{-t} \lambda_3 + (1 - e^{-t})(\lambda_2 + \lambda_3)/2
\end{pmatrix}$$

(24)

which tends to the limit point $\rho_\infty = \text{diag}(\lambda_1, (\lambda_2 + \lambda_3)/2, (\lambda_2 + \lambda_3)/2)$. As it is shown in Fig. 1(b), the orbit is parallel to the side $P_2 P_3$ of the triangle.

Similar orbits, but now parallel to the other sides $P_1 P_3$ and $P_1 P_2$ are obtained by considering the cyclic subgroups: $S_2 : (\lambda_1, \lambda_2, \lambda_3) \mapsto (\lambda_3, \lambda_2, \lambda_1)$ and $S_3 : (\lambda_1, \lambda_2, \lambda_3) \mapsto (\lambda_2, \lambda_1, \lambda_3)$ respectively.

We can also consider the maximal cyclic subgroup $S : (\lambda_1, \lambda_2, \lambda_3) \mapsto (\lambda_3, \lambda_1, \lambda_2)$, which yields:

$$\rho_{F}(t) = \begin{pmatrix}
e^{-t} \lambda_1 + (1 - e^{-t})/3 \\
e^{-t} \lambda_2 + (1 - e^{-t})/3 \\
e^{-t} \lambda_3 + (1 - e^{-t})/3
\end{pmatrix}$$

(25)

whose limit point is the barycenter of the triangle, i.e. the maximally mixed matrix $\rho_\infty = \text{diag}(1/3, 1/3, 1/3)$. 
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