An Ensemble Deep Learning Model for Drug Abuse Detection in Sparse Twitter-Sphere
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Abstract

As the problem of drug abuse intensifies in the U.S., many studies that primarily utilize social media data, such as postings on Twitter, to study drug abuse-related activities use machine learning as a powerful tool for text classification and filtering. However, given the wide range of topics of Twitter users, tweets related to drug abuse are rare in most of the datasets. This imbalanced data remains a major issue in building effective tweet classifiers, and is especially obvious for studies that include abuse-related slang terms. In this study, we approach this problem by designing an ensemble deep learning model that leverages both word-level and character-level features to classify abuse-related tweets. Experiments are reported on a Twitter dataset, where we can configure the percentages of the two classes (abuse vs. non abuse) to simulate the data imbalance with different amplitudes. Results show that our ensemble deep learning models exhibit better performance than ensembles of traditional machine learning models, especially on heavily imbalanced datasets.
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Introduction

Misuse and abuse of prescription drugs and of illicit drugs have been major public health problems in the United States for decades. A “Public Health Emergency” declared in 2016 \(^1\) and several official surveys \(^2\) all show that the problem has been getting worse in recent years. For example, the most recent reports from the National Survey on Drug Use and Health (NSDUH) \(^2\) estimate that 10.6% of the total population of people ages 12 years and older (i.e., about 28.6 million people) have misused illicit drugs in 2016, which represents an increase of 0.5% over 2015. According to the Centers for Disease Control and Prevention (CDC), opioid drugs were involved in 42,249 known deaths in 2016 nationwide \(^3\). In addition, the number of heroin-related deaths has been increasing sharply over five years and has surpassed the number of firearm homicides in 2015 \(^4\). The emerging new problems, such as the epidemic of illicitly manufactured fentanyl (IMF) \(^5\), marijuana-related traffic accidents \(^6\), and marijuana use among adolescents \(^7\) are posing further increasing threats to public health.

To fight this epidemic of drug abuse, methods of social media monitoring with wider scope and shorter response time are needed. Social media, such as Twitter, have been proven to be sufficient and reasonably reliable data sources for social-level detection and monitoring tasks \(^8\). Twitter is a popular social media platform that has 100 million daily active users and 500 million daily tweets \(^10\) (messages posted by Twitter users), most of which are publicly accessible, on a wide range of topics.

We are using algorithms for filtering and classification for acquiring abuse-related tweets for analysis and monitoring. Filtering is the very first and most basic step toward extracting potentially useful tweets from the large number posted every day. Filtering, by itself, even with standard drug names (e.g., heroin), generally does not suffice to produce a dataset pure enough for practical use. Thus, machine learning classifiers have to be trained to further identify tweets that are related to drug abuse. However, most abuse-related Twitter datasets have the problem of imbalanced class distributions. Typical datasets, collected with only the names of drugs, may have 5% to 30% of positive (abuse-related) tweets, due to the topic diversity and language irregularity of tweets. The percentage of positive tweets decreases sharply when more keywords, especially slang names for drugs (e.g., snow) and abuse behavior keywords (e.g., snorting), are included in a tweet dataset. The imbalanced class distribution and the noisy nature of the Twitter data make it hard to train a classifier with good performance.

In this paper, we propose an ensemble of two types of deep learning-based methods as better options, among classifiers, for situations in which the collected data is inevitably imbalanced, because they are more robust than traditional machine learning models. Our ensemble deep learning model combines word-level CNN models and character-level CNN models to perform classification. We compare our models with baseline models on a dataset we collected, where we can configure the class distribution of positive versus negative tweets in the training data and test data. By changing the percentage of positively and negatively labeled data in the dataset, we can simulate the imbalanced datasets that were collected by different means. We validate the performance of different models in a variety of settings to gain a clearer picture of how imbalanced data affect classification performance.

Related Works

Large scale surveys, such as NSDUH \(^2\), Monitoring the Future \(^11\), the MedWatch program \(^12\), and the results derived from these surveys \(^13\), clearly show that there is an epidemic of drug abuse across the United States. However, a recent report \(^14\) states that the estimated number of deaths due to prescription drugs could be inflated due to the difficulties in determining whether a drug is obtained by prescription or not. We assert that the ambiguities highlighted in this new report raise questions about the reliability of the earlier surveys,
and thus, such a report illustrates the potential value of social media-based studies.

In fact, several studies found positive correlations between Twitter data and real-world data. Chary et al. [15] performed a comprehensive study on drug abuse and found significant agreement with the NSDUH data. Hanson et al. [16] conducted a comprehensive analysis of 213,633 tweets discussing Adderall, and found positive geo-temporal correlations. Furthermore, Shutler et al. [17] performed a qualitative analysis of prescription opioid-related tweets and found that indications of abuse were common. On the other hand, several studies focused on designing machine learning models to perform tweet classification. Mahata et al. [18] performed a study on using deep learning models to identify mentions of drug intake in tweets. Katsuki et al. [20] trained support vector machine (SVM) on a dataset of 1,000 tweets for classification of tweets for relevance and favorability of online drug sales. Hu et al. [19] showed the potential of applying deep learning models in a drug abuse monitoring system to detect abuse-related tweets. Sarker et al. [9] proposed an ensemble of traditional machine learning models to classify drug abuse tweets and non-abuse tweets of certain drugs. Other studies focus on social media users, such as Fan’s work [26] utilizes user interaction networks to identify opioid users on Twitter. In this paper, we will be developing ensemble deep learning models to expand the classification of tweets to a border scope of drugs and their abuse behaviors with better performance in the unbalanced class distribution settings.

Methods

In this section, we present the definition of the drug abuse-related risk behavior detection problem, our methods for collecting tweets, our methods for labeling tweets, and our ensemble deep learning approach.

Problem Definition

In this paper, our first goal was to build a Twitter dataset consisting of tweets that are related to drug abuse risk behaviors (positive tweets), and tweets that are not (negative tweets). The “drugs” in the term “drug abuse risk behaviors” in this study include Schedule 1 and Schedule 2 drugs and their derivatives [21], including marijuana, heroin, cocaine, fentanyl, etc. The reasons we included marijuana even though it is legalized in several states are that: (1) Marijuana is still a controlled substance in the federal law, whether for medical use or recreational use; and (2) Marijuana can still cause harm to adolescents [7], can cause “use disorder” [13], and is related to traffic fatalities [6]. The term “abuse risk behavior” can be defined as “The existence of likely abusive activities, consequences, and endorsements of drugs.” Tweets that contain links to or summarize news and reports related to drug abuse, and tweets that merely express opinions about drug abuse, are counted as negative in this study. Our main goal in this paper is to train a model that can accurately classify positive and negative tweets in a highly imbalanced (drug abuse) dataset.

Data Collection

Although there are human-labeled drug abuse Twitter datasets (e.g. Sarker’s dataset [9]) available, due to Twitter’s data policy, which prohibits the direct sharing of tweet contents, by the time we access the tweets in that dataset, more than 40% of tweets are either removed or hidden from the public. This significantly affects the quality and integrity of existing publicly available datasets. Therefore, we need to build a new dataset from scratch. In our framework, raw tweets are collected through a set of Application Programming Interfaces (Twitter APIs) via keyword filtering. By defining a set of keywords, the API will fetch tweets that contain any of the keywords from either the real-time stream of tweets or from archived tweets. For a more complete coverage of drug-related topics, we selected three types of keywords: (1) Full and official names of drugs, e.g. marijuana, cocaine, OxyContin, fentanyl, etc.; (2) Slang terms for drugs, e.g. pot, blunt, coke, crack, smack, etc.; and (3) Drug abuse-related behaviors and symptoms, e.g., high, amped, addicted, headache, dizzy, etc. The number of keywords we used is limited to 400 by the Twitter APIs.

Data Annotation

We built a comprehensive guide, accessible at https://goo.gl/tqWdDS, based on Sarker’s guide [9]. Each one of the three members in our research team with experience in health informatics annotated the 1,794 tweets from Hu et al.’s study [19] independently following the guide. A final label for each seed tweet is determined by majority voting from the three labels.

To acquire annotated tweets rapidly, at low cost, and with increased percentage of positive tweets, we (1) used these labeled tweets as “seed” tweets to train a SVM classifier; (2) ran the SVM classifier on the unlabeled dataset, and randomly sampled 5,000 machine-labeled tweets that have a prediction probability (estimated with Platt scaling) > 0.8; and (3) posted the 5,000 tweets (without identification information) onto the Amazon Mechanical Turk (AMT) crowdsourcing platform for annotation. AMT is a well-known crowdsourcing platform where Posters can post Human Intelligence Tasks (HITs) and Workers finish HITs for micro-payments. A literature study [22] evaluated AMT as a trustworthy platform to obtain human-labeled data. The same guide is used to guide the Workers on how to annotate the tweets. Each tweet is posted as one HIT that requires the Worker to label it as positive or negative following the guide. Each HIT is replicated as three assignments to be completed by three individual Workers. We set the price of each assignment to be $0.05, a very generous price compared to what was reported in Buhrmester’s work [22]. All HITs are completed within hours after being posted. The final label of each tweet is aggregated from the three labels by majority voting. We also label 1,000 tweets randomly sampled from the 5,000 tweets with our annotator as a measure of quality check.

Feature Extraction

Machine learning models require numerical features to work. Feature extraction transforms text features into numerical features in the form of vectors. To cover the content ambiguity in drug abuse-related tweets, a variety of feature extraction methods are used in this study. In our word-level, CNN models, we use pre-trained word embedding models that were trained on large corpora to transform words into dense vectors. We tested several pre-trained models as Mahata’s work [18] suggested. With our word-level CNN model, the Drug Chatter embedding had the best average performance on our dataset; thus, it was chosen as the pre-trained, word embedding model for this study. The details of the tested, word embedding models are shown in Table 1. Each tweet is converted to a sequence of 400-dimensional vectors. Considering that the length limit of each tweet nowadays is 280 characters, the sequence length is set to 40. In our char-level CNN, the preprocessing step only turns all characters to lower case as suggested by [23]. Each char. is then converted into a 128-dimensional trainable
randomly-initialized vector. Instead of being fixed, the character embeddings are trained along with other layers in the model.

Table 1. Details of Pre-Trained Word Embedding

| Name             | Model     | Corpus                  | Dimension |
|------------------|-----------|-------------------------|-----------|
| GoogleNews       | Word2vec  | ~100 billion words       | 300       |
| Glove Common     | Glove     | ~42 billion words        | 300       |
| Godin            | Word2vec  | ~400 million tweets      | 400       |
| Drug Chatter     | Word2vec  | ~1 billion tweets        | 400       |

We also replicated the features extracted in Sarker et al. study [9], including: (1) The tokenization process; (2) The abuse-indicating term features, consisting of the presence and the counts of abuse-indicating terms obtained from Hanson et al. [16]; (3) The drug-slang lexicon features, consisting of the presence and the counts of terms longer than five characters found in an online drug abuse dictionary [24]; (4) The word cluster features, represented by 150-dimensional one-hot vectors, were constructed by identifying words that belong to certain word clusters in a dataset [9] that contains 150 drug-related word clusters; and (5) The synonym expansion features, accomplished by identifying all synonyms of all nouns, verbs, and adjectives in the tokenized tweets using WordNet [25].

An Ensemble Deep Learning Model for Drug Abuse Detection in Sparse Twitter-Sphere

In this section, we present our novel, ensemble deep learning model for drug abuse risk behavior detection by integrating extracted features from tweets into CNN models. Our ensemble model takes the outputs of multiple prediction models, word-level CNN (W-CNN) and char-level CNN (C-CNN) [29], in our case, and feed them to a meta-learner that provides the final predictions. We designed W-CNN and C-CNN for this task. In fact, both the W-CNN and the C-CNN share a similar structure as shown in Figure 1.

![Figure 1. Ensemble CNN Model Structures](image)

The inputs of our W-CNN are vectors of shape [40, 400] where 40 is the maximum sequence length (number of words allowed) in an input tweet, and 400 is the length of the pre-trained word embeddings. The input of our C-CNN is shaped as [280, 128] where 280 is the maximum possible length of a tweet, and 128 is the length of the vector representation of each character in the charset. The auxiliary features in the input include: (1) The synonym expansion features in the form of synonymous words are directly concatenated with the input tweets (before they are transformed into vectors); and (2) The remaining auxiliary features, in the form of 154-dimensional vectors, are concatenated to the last hidden layer of the dense layers. For each convolution kernel size, the W-CNN model has two convolution layers with ReLU activation functions stacked together. Each is followed by a max-pooling layer.

The C-CNN model has one convolution layer for each convolution kernel size with Tanh activation function, followed by a global-max-pooling layer that performs max-pooling over all outputs of convolution layers with different kernel sizes. Both models have one dense layer block, consisting of two dense layers with 1,024 hidden units each, and one Softmax output layer with two units. The activation functions are slightly different, as the W-CNN model uses ReLU, while the C-CNN model uses SELU. The output of the last hidden layer is concatenated with vectors of abuse-indicating term features, drug-slang lexicon features, and word cluster features, before being fed into the output layer.

Finally, a number of independently trained CNN models of both types are ensembled together by using majority. Model ensembles were also used in Sarker et al. study [9] to reduce variability and bias, in order to improve prediction performance. We apply the same ensemble strategy to both our deep learning models and the baseline models.

Experimental Design

Our main objective in this experiment was to directly compare the performances of the ensemble traditional machine learning model and the ensemble deep learning model. For the ensemble traditional machine learning model, two of each type of baseline models, six in total, are trained and ensembled together. For the ensemble deep learning model, six models of three types (two for each type) are used. The three types are denoted as follows. (1) “char_aux” is the char-level CNN model with auxiliary features. (2) “char_cnt” is the plain character-level CNN without any auxiliary features. (3) “word_aux” is the word-level CNN model with all auxiliary features. For deep learning models, it is extremely easy to overfit, due to the rather small number of training and test data elements; thus, the model is saved at each training epoch, and the best epoch is found among the saved models. For each class distribution scenario, each model is trained with the same six sets of training data and tested on the corresponding test data. All results reported are averaged results from the 6-fold cross-validation.

Experimental Results

Data Annotation Results

From Jan 2017 to Feb 2017, we collected 3,265,153 tweets in total. The “seed” dataset that we annotated to be used to train the pre-filter consisted of 1,794 tweets, including 280 positive labels and 1,514 negative labels. Our annotator achieved the agreement score of 0.414, measured by Krippendorff’s Alpha. For the AMT labeled dataset, we removed duplicate tweets from it, with a resulting dataset containing 4,736 tweets with 2,657 positive labels and 2,079 negative labels. The agreement score is 0.456 measured by Alpha, which can be considered as a reliable result in our study as demonstrated in [27], since: (1) We are performing data annotation with data aggregation to reduce variability, instead of typical content analysis [28]; (2)
The Krippendorff’s Alpha is sensitive to data imbalance; and (3) we focus on sparse and imbalanced data distributions. The 1,000 tweets for quality check, we received the Kappa score of 0.910 between our final labels and the labels we obtained from AMT. This is showing that our annotation guide was followed consistently by both our annotators and AMT Workers.

To simulate the data imbalance scenarios, we configured the class distribution and pre-sampled the dataset into six blocks for each distribution scenario, for 6-fold cross-validation. Each model was trained and tested on the same sets of training and test data to ensure a fair comparison. The number of data points included in each distribution scenario was maximized, but it was inevitably different between scenarios. Table 2 shows the dataset in each class distribution scenario.

Table 2. Dataset Variants

| Class distribution (positive: negative) | # of training data items | # of test data items |
|----------------------------------------|--------------------------|----------------------|
| 50:50 split                            | 3450                     | 690                  |
| 40:60 split                            | 2850                     | 570                  |
| 30:70 split                            | 2450                     | 490                  |
| 20:80 split                            | 2150                     | 430                  |
| 10:90 split                            | 1900                     | 380                  |

Drug Abuse Detection Results

Table 3 shows the results for all individual models and two ensemble models. The ensemble model results are separated from the individual models for easier viewing. The highest value of each measure is marked in bold font. There is an interesting trend in the results of the ensemble models. When the data is balanced or nearly balanced, the traditional ensemble machine learning model becomes better and has a higher F1-score for positive labels, compared with the traditional ensemble machine learning model. At 20:80 and 10:90 splits, the ensemble deep learning model takes the lead, most significantly in each measure for positive labels. The larger model capacity and the ability of the deep learning models to learn more complex non-linear functions, can better distinguish the semantic differences between positive tweets and negative tweets, when the distribution of classes is heavily imbalanced.

Looking at individual machine learning models, Random Forest and SVM showed a strong performance on all datasets, and they perform well when the dataset is balanced. Naïve Bayes also has a good performance on a balanced dataset, but on an imbalanced dataset, it is heavily biased towards negative labels and has a poor performance for positive labels. Deep learning models generally have more stable performance, compared to traditional machine learning models, across all datasets, and a smaller difference between precision and recall, but their peak performances are not as good. Comparing between deep learning models, auxiliary features do not provide C-CNN significant performance boost, and W-CNN performed worse than the C-CNN model. However, in additional results that are not shown in this paper due to space limitations, auxiliary features give the plain W-CNN model a performance boost.

By investigating the performance of each individual model and the ensemble model that includes it, we can see that our ensemble strategy works well for deep learning models, as most ensemble machine learning model is superior over the ensemble deep learning model for most of the criteria. This is partially due to the relatively small dataset size. When the data becomes more imbalanced, e.g., at a 30:70 split, the ensemble deep learning model becomes better and has a higher F1-score for positive labels.

Table 3. Experimental Results

| Measure | Ensemble CNN | Ensemble ML |
|---------|--------------|-------------|
| Accuracy | 0.8510 | 0.8575 |
| Precision_p | 0.8468 | 0.8350 |
| Recall_p | 0.8575 | 0.8918 |
| F1_score_p | 0.8520 | 0.8623 |

| Measure | Ensemble CNN | Ensemble ML |
|---------|--------------|-------------|
| Accuracy | 0.8567 | 0.8582 |
| Precision_p | 0.8079 | 0.8047 |
| Recall_p | 0.8428 | 0.8531 |
| F1_score_p | 0.8249 | 0.8280 |

| Measure | Ensemble CNN | Ensemble ML |
|---------|--------------|-------------|
| Accuracy | 0.8599 | 0.8959 |
| Precision_p | 0.7402 | 0.7426 |
| Recall_p | 0.8231 | 0.8163 |
| F1_score_p | 0.7792 | 0.7771 |

| Measure | Ensemble CNN | Ensemble ML |
|---------|--------------|-------------|
| Accuracy | 0.8641 | 0.5908 |
| Precision_p | 0.6325 | 0.6128 |
| Recall_p | 0.7713 | 0.8295 |
| F1_score_p | 0.7001 | 0.6900 |

| Measure | Ensemble CNN | Ensemble ML |
|---------|--------------|-------------|
| Accuracy | 0.8728 | 0.8636 |
| Precision_p | 0.4338 | 0.3975 |
| Recall_p | 0.7281 | 0.6754 |
| F1_score_p | 0.5389 | 0.4999 |
of the measures for the ensemble model are higher than for any of its components corresponding measures. This effect was only observed a few times for traditional machine learning models. We expect that, by using more complicated ensemble strategies, deep learning has the potential to reach an even better performance level.

Conclusions

In this study, we investigated how the data imbalance issue influences the performance of classifiers that are trained for identifying tweets that are related to drug abuse. We first collected a dataset with a broad selection of drug abuse-related keywords and slang terms. We explored the use of the Amazon Mechanical Turk platform as a reliable source for acquiring human-labeled tweets, and we obtained a solid dataset. We designed an ensemble deep learning classification model with both word-level and character-level CNNs, and we conducted a direct comparison with traditional machine learning models on our dataset, with simulated class imbalance. Experimental results show that our ensemble deep learning models have better performance than traditional machine learning models when the data is off-balance. Results also show that the ensemble strategy we used is effective for improving deep learning models. Finally, our analysis of the collected three million tweets, labeled by our model, shows an interesting temporal pattern that agrees with our intuition.
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