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Abstract

We derive simple-to-evaluate, closed-form solutions to the inhomogeneous Helmholtz equation, $\Delta u + k^2 u = \chi_{B_{x_0},r}$, the Schrödinger equation, $i\hbar \partial_t u + \frac{\hbar^2}{2m} \Delta u = 0$ with initial data $u(x,0) = \chi_{B_{x_0},r}$, and the Cauchy problem for the linear wave equation, $\partial^2_t u - c^2 \Delta u = 0$ with initial data $(u(x,0), \partial_t u(x,0)) = (\chi_{B_{x_0},r}, \chi_{B_{x_0},r})$. The function $\chi_{B_{x_0},r}$ is the characteristic function on the ball $B_{x_0,r} = \{x \in \mathbb{R}^3 : |x_0 - x| \leq r\}$. Furthermore, we use these solutions to construct explicit approximate solutions when the data are radial functions on $B_{x_0,r}$, and give various error estimates on these approximations.

1 Introduction

The Helmholtz, Schrödinger and wave equation are well known, fundamental partial differential equations. The Helmholtz equation models the propagation of monochromatic waves, i.e., waves with a fixed temporal frequency, and can be applied to the study of acoustic and electromagnetic wave propagation. The Cauchy problem for the wave equation model the time-dependent propagation of waves due to initial disturbances. The Schrödinger equation governs the probabilistic evolution of particles in quantum mechanics. These equations have been thoroughly analyzed many times; see for example [3, 7, 12] on the Helmholtz equation, [4, 7, 8, 14] on the wave equation and [4, 6, 7, 17, 18] on the Schrödinger equation. Closed form solutions to wave equations are useful for multiple reasons, for example in resolution and uncertainty analysis in scattering problems [5, 9], synthetic data generation in inverse problems [11], regularity estimates [3, 7], perturbation methods for non-linear problems and qualitative analysis of wave fields. Due to their oscillating nature, wave equations are demanding to deal with computationally, especially for high-frequency waves and large domains, see for example [1, 2, 10, 15] and references therein. As a consequence, closed form solutions are valuable for convergence testing and analysis of numerical methods.

In this paper we use a method that relies on the spatial symmetry of fundamental solutions to construct closed form solutions to these equations in $\mathbb{R}^3$, when the data, i.e., the initial conditions or the source term, is a characteristic function on a ball with arbitrary location and radius. The main results are found in Propositions 1-3 in Section 2. In Section 3 we show how these solutions can be used to construct approximate solutions when the data is a function with radial symmetry on such balls. Since all equations are linear, the results imply
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the construction of solutions to equations when the data is any finite sum of such characteristic functions. Although the literature on these equations is vast, we believe the results to be novel.

The idea behind this paper originated while trying to generate non-trivial, high-frequency solutions for an inverse problem for the Helmholtz equation in [11].

2 Results

This section contains solutions to equations followed by their derivations. In the first subsection on the Helmholtz equation, we show in detail the method used in all computations.

2.1 Helmholtz equation

We consider the inhomogeneous Helmholtz equation,

\[
\begin{align*}
(\Delta + k^2)u_k &= \chi_{B_{x_0,r}}, \quad x \in \mathbb{R}^3, \\
\lim_{|x| \to \infty} |x|(|\partial_x| - ik)u_k &= 0, \quad \text{uniformly for } x/|x| \in S^2.
\end{align*}
\]

Here, \( k = \frac{\omega}{c} > 0 \) is the wavenumber, where \( c \) is the wave speed of the medium and \( \omega \) is the temporal frequency of the wave. \( S^2 \) is the unit sphere in \( \mathbb{R}^3 \), and the Sommerfeld radiation condition guarantees a unique, radiating solution \( u_k \) (cf. [7], p. 91). The source term is the characteristic functions \( \chi_{B_{x_0,r}}(x) \), defined as

\[
\chi_{B_{x_0,r}}(x) = \begin{cases} 
1, & \text{for } x \in B_{x_0,r}, \\
0, & \text{for } x \in \mathbb{R}^3 \setminus B_{x_0,r},
\end{cases}
\]

where \( B_{x_0,r} = \{ x \in \mathbb{R}^3 : |x_0 - x| \leq r \} \) is a closed ball of radius \( r \) centered at \( x_0 \).

We now present the first result.

**Proposition 1.** Let \( d = |x - x_0| \). The solution to (1) is given by

\[
u_k(x) = \begin{cases} 
\frac{(i - kr)e^{ik(d-r)} - (i + kr)e^{ik(d+r)}}{2dk^3}, & \text{for } x \in \mathbb{R}^3 \setminus B_{x_0,r}, \\
\frac{(i + kr)(e^{ik(r-d)} - e^{ik(r+d)}) - 2dk}{2dk^3}, & \text{for } x \in B_{x_0,r}.
\end{cases}
\]

**Proof.** The solution to (1) is given by the convolution

\[
u_k(x) = \int_{B_0} G_k(x - y)\chi_{B_{x_0,r}}(y)dy, \quad x \in \mathbb{R}^3.
\]

Here \( G_k \) is the outgoing fundamental solution of the Helmholtz equation in \( \mathbb{R}^3 \) (cf. [3]),

\[
G_k(x) = \frac{\exp(ik|x|)}{4\pi|x|}, \quad x \in \mathbb{R}^3 \setminus \{0\}.
\]

\footnote{For the case of complex valued \( k \), see below.}
Figure 1: 2-dimensional sketch of the intersecting spheres. The spherical cap $S(z)$ is the part of $\partial B_{x,z}$ contained in $B_{x,0,r}$.

We now evaluate the integral \[4\]. Assume first that $x \in \mathbb{R}^3 \setminus B_{x_0,r}$ and let $d = |x - x_0|$. Let $B_{x,z}$ be a ball centered at $x$ with radius $z$, where $d - r \leq z \leq d + r$. Let $S(z) = \partial B_{x,z} \cap B_{x,0,r}$, i.e., the part of the surface $\partial B_{x,z}$ contained in $B_{x,0,r}$. The surface area of $S(z)$ is given by $A(z) = 2\pi zh(z)$, where $h(z)$ is the height of the spherical cap (cf. [19], p. 224). Figure 1 depicts the situation. Computing the length $z_i$ from $x$ to the intersection of the spheres, we find that $h(z) = z - z_i = z \left(1 - \frac{z^2 + d^2 - r^2}{2zd}\right)$. Next, we note that for $y \in \partial B_{x,z}$ the integrand is constant; $\frac{\exp(ik|x-y|)}{4\pi|x-y|} = \frac{\exp(ikz)}{4\pi z}$. We now write $dy = dV(z) = A(z)dz$. Hence we have reduced the integral dimension from 3 to 1, and we get

$$u_k(x) = \int_{\mathbb{R}^3} G_k(x - y) \chi_{B_{x_0,r}}(y) dy = \int_{B_{x,0,r}} e^{ik|x-y|} \frac{y}{4\pi|x-y|} dy = \int_{d-r}^{d+r} e^{ikz} A(z) dz$$

$$= \frac{1}{2} \int_{d-r}^{d+r} e^{ikz} \left(1 - \frac{z^2 + d^2 - r^2}{2zd}\right) dz$$

$$= \frac{(i - kr)e^{ik(d-r)} - (i + kr)e^{ik(d+r)}}{2dk^3}.$$

Next, assume that $x \in B_{x_0,r} \setminus \{x_0\}$. We split the integral into two parts: a spherical integral
when $0 \leq z \leq r - d$, and a spherical cap integral when $r - d \leq z \leq r + d$.

$$u_k(x) = \int_{\mathbb{R}^3} G_k(x - y) \chi_{B_{x_0,r}}(y)dy$$

$$= \int_{B_{x_0,r}} \frac{e^{ik|x-y|}}{4\pi|x-y|}dy$$

$$= \int_0^{r-d} \frac{e^{ikz}}{4\pi z^2}dz + \frac{1}{2} \int_{r-d}^{r+d} e^{ikz} \left( 1 - \frac{z^2 + d^2 - r^2}{2zd} \right)dz$$

$$= \frac{e^{ik(r-d)}(1 - ik(r-d)) - 1}{k^2} + \frac{i - 2idk^2(d - r) + (r - 2d)e^{ik(r-d)} - (i + kr)e^{ik(r+d)}}{2dk^3}$$

$$= \frac{(i + kr)(e^{ik(r-d)} - e^{ik(r+d)}) - 2dk}{2dk^3}.$$

Last, we have

$$u_k(x_0) = \int_{\mathbb{R}^3} G_k(x_0 - y) \chi_{B_{x_0,r}}(y)dy$$

$$= \int_0^r \frac{e^{ikz}}{4\pi z^2}dz$$

$$= \frac{e^{ikr}(1 - ikr) - 1}{k^2},$$

and it is straightforward to check that

$$u_k(x_0) = \lim_{d \to 0} \frac{(i + kr)(e^{ik(r-d)} - e^{ik(r+d)}) - 2dk}{2dk^3} = \frac{e^{ikr}(1 - ikr) - 1}{k^2}.$$

\[\Box\]

**Complex wavenumber:** The above calculation also holds for complex wave numbers. If one considers instead the operator $(\Delta + \kappa^2)$ with $\kappa^2 = k^2 + ik\sigma$, where $\sigma$ is an attenuation parameter (cf. [13]), the solution is again given by

$$u_\kappa(x) = \int_{B_0} G_\kappa(x - y) \chi_{B_{x_0,r}}(y)dy, \quad x \in \mathbb{R}^3,$$

where

$$G_\kappa(x) = \frac{\exp(i\kappa |x|)}{4\pi|x|}, \quad x \in \mathbb{R}^3 \setminus \{0\},$$

and

$$\text{Re}(\kappa) = \left( \frac{\sqrt{k^4 + k^2\sigma^2 + k^4}}{2} \right)^{1/2}, \quad \text{Im}(\kappa) = \left( \frac{\sqrt{k^4 + k^2\sigma^2 - k^2}}{2} \right)^{1/2}.$$

As one can readily check, the solution $u_\kappa(x)$ is identical to the one in Proposition [1] but with $k$ replaced by $\kappa$. 4
2.2 Schrödinger equation

We consider the Schrödinger equation without potential,

\[
\begin{cases}
    i\hbar \frac{\partial u}{\partial t} + \frac{\hbar^2}{2m} \Delta u = 0, & x \in \mathbb{R}^3, t > 0, \\
u(x, 0) = \chi_{B_{x_0, r}}(x), & x \in \mathbb{R}^3.
\end{cases}
\]

(6)

Here \(m\) is the mass of the particle and \(\hbar\) is the Planck constant. The solution \(u\) is called the wave function, and \(|u(x, t)|^2\) is interpreted as the probability density function of the particle; the probability that the particle is contained in some region \(\Omega \subset \mathbb{R}^3\) at the time \(t\) is given by

\[P(p \in \Omega) = \int_{\Omega} |u(x, t)|^2 \, dx.\]

Moreover, we have that \(\|u(x, t)\|_{L^2(\mathbb{R}^3)} = \|u(x, 0)\|_{L^2(\mathbb{R}^3)}\), i.e., conservation of probability. We require the total probability to sum to one at all times. Hence, for the solution to be physically meaningful, the initial condition should be multiplied by \((4\pi r^3/3)^{-1/2}\), and \((4\pi r^3/3)^{-1}\chi_{B_{x_0, r}}(x)\) represents a uniform probability distribution on \(B_{x_0, r}\) with the corresponding solution given by \((4\pi r^3/3)^{-1/2}u(x, t)\).

Proposition 2. Let \(d = |x - x_0|\) and \(\mathcal{M}_t = m/2\hbar t\). For \(u(x, 0) = \chi_{B_{x_0, r}}(x)\), the solution to (6) is given by

\[
u(x, t) = \frac{1}{2} \text{erf} \left( e^{i3\pi/4}(\mathcal{M}_t)^{1/2}(d - r) \right) - \frac{1}{2} \text{erf} \left( e^{i3\pi/4}(\mathcal{M}_t)^{1/2}(d + r) \right) + \frac{e^{-i3\pi/4}(e^{i\mathcal{M}_t(d - r)^2} - e^{i\mathcal{M}_t(d + r)^2})}{(\mathcal{M}_t)^{1/2}d\sqrt{\pi}}, \quad \text{for } t > 0, x \in \mathbb{R}^3.
\]

Above, \(\text{erf}(z) = 2\pi^{-1/2} \int_0^z e^{-t^2} \, dt\) is the error function.

Proof. The fundamental solution for the Schrödinger equation in \(\mathbb{R}^3\) is given by (cf. [4,7])

\[
G(x, t) = \left( \frac{me^{-i\pi/2}}{2\pi\hbar t} \right)^{3/2} e^{-\frac{|x|^2}{2\hbar t}}, \quad x \in \mathbb{R}^3, t > 0,
\]

(7)

and the solution to (6) is given by

\[
u(x, t) = \int_{\mathbb{R}^3} G(x - y, t) \chi_{B_{x_0, r}}(y) \, dy.
\]

(8)

Proceeding as in the proof of proposition 1, we compute the above integral. We write \(\mathcal{M}_t = m/2\hbar t\). For fixed \(t > 0\), the observation that \(G(x - y, t)\) is constant on the sphere \(\partial B_{x, |x - y|}\) still holds, and for \(x \in \mathbb{R}^3 \setminus B_{x_0, r}\) and \(t > 0\) we have
\[ u(x, t) = \frac{e^{-i3\pi/4}}{\pi^{3/2}} M_t^{3/2} \int_{B_{x_0,r}} e^{iM_t|x-y|^2} dy \]

\[ = \frac{e^{-i3\pi/4}}{\pi^{3/2}} M_t^{3/2} \int_{d-r}^{d+r} e^{iM_t z^2} 2\pi z^2 \left( 1 - \frac{z^2 + d^2 - r^2}{2zd} \right) dz \]

\[ = \frac{e^{-i3\pi/4}}{\pi^{3/2}} M_t^{3/2} \left( - \frac{(-1)^{1/4} \pi^{3/2} i \text{erf} \left( i(-1)^{1/4} M_t^{1/2} z \right)}{2M_t^{3/2}} \right) \bigg|_{d-r}^{d+r} \]

\[ + \frac{i\pi e^{iM_t z^2} (M_t(d^2 - 2dz - r^2 + z^2) + i)}{2dM_t^2} \bigg|_{d-r}^{d+r} \]

\[ = \frac{1}{2} \left( \text{erf} \left( e^{i3\pi/4} (M_t)^{1/2} (d - r) \right) - \text{erf} \left( e^{i3\pi/4} (M_t)^{1/2} (d + r) \right) \right) \]

\[ + \frac{2e^{-i3\pi/4} \left( e^{iM_t(d-r)^2} - e^{iM_t(d+r)^2} \right)}{(M_t)^{1/2} d\sqrt{\pi}}. \]

For \( x \in B_{x_0,r} \setminus \{x_0\} \) and \( t > 0 \) we compute

\[ u(x, t) = \frac{e^{-i3\pi/4}}{\pi^{3/2}} M_t^{3/2} \int_{B_{x_0,r}} e^{iM_t|x-y|^2} dy \]

\[ = \frac{e^{-i3\pi/4}}{\pi^{3/2}} M_t^{3/2} \left( \int_0^{r-d} e^{iM_t z^2} 4\pi z^2 dz + \int_{r-d}^{r+d} e^{iM_t z^2} 2\pi z^2 \left( 1 - \frac{z^2 + d^2 - r^2}{2zd} \right) dz \right) \]

\[ = \frac{e^{-i3\pi/4}}{\pi^{3/2}} M_t^{3/2} \left( - \frac{(-1)^{1/4} \pi^{3/2} i \text{erf} \left( i(-1)^{1/4} M_t^{1/2} z \right)}{2M_t^{3/2}} \right) \bigg|_0^{r-d} \]

\[ - \frac{(-1)^{1/4} \pi^{3/2} i \text{erf} \left( i(-1)^{1/4} M_t^{1/2} z \right)}{2M_t^{3/2}} \bigg|_{r-d}^{r+d} \]

\[ + \frac{i\pi e^{iM_t z^2} (M_t(d^2 - 2dz - r^2 + z^2) + i)}{2dM_t^2} \bigg|_{r-d}^{r+d} \]

\[ = - \text{erf} \left( e^{i3\pi/4} M_t^{1/2} (r - d) \right) - \frac{2e^{-i3\pi/4} M_t^{1/2} (r - d) e^{iM_t(r-d)^2}}{\sqrt{\pi}} - \frac{\text{erf} \left( e^{-i3\pi/4} M_t^{1/2} (r + d) \right)}{2} \]

\[ + \frac{\text{erf} \left( e^{i3\pi/4} M_t^{1/2} (r - d) \right) - e^{-i3\pi/4} \left( e^{iM_t(r-d)^2} - e^{iM_t(r+d)^2} \right)}{2M_t^{1/2} d\sqrt{\pi}} \]

\[ - \frac{ie^{-i3\pi/4} M_t^{1/2} e^{iM_t(r-d)^2} (4d(d - r))}{2d\sqrt{\pi}} \]

\[ = \frac{1}{2} \left( \text{erf} \left( e^{i3\pi/4} (M_t)^{1/2} (d - r) \right) - \text{erf} \left( e^{i3\pi/4} (M_t)^{1/2} (d + r) \right) \right) \]

\[ + \frac{2e^{-i3\pi/4} \left( e^{iM_t(d-r)^2} - e^{iM_t(d+r)^2} \right)}{(M_t)^{1/2} d\sqrt{\pi}}. \]
where the last equality follows from the fact that $\text{erf}(-z) = -\text{erf}(z)$. Last, we have

$$
\begin{align*}
 u(x, t) &= e^{-i3\pi/4} \int_{0}^{r} e^{iM_{t}z^{2}/2} 4\pi z^{2} dz \\
 &= e^{-i3\pi/4} \left( (-1)^{1/4} \text{erf} \left( i(-1)^{1/4}M_{t}^{1/2}r \right) - 2i\pi^{-1/2}rM_{t}^{1/2}e^{iM_{t}r^{2}} \right) \\
 &= - \text{erf} \left( e^{i3\pi/4}(M_{t})^{1/2}r \right) + \frac{2e^{i3\pi/4}r(M_{t})^{1/2}}{\sqrt{\pi}} e^{i(M_{t})r^{2}}. 
\end{align*}
$$

We check that

$$
\begin{align*}
 u(x, t) &= \lim_{d \to 0} \frac{1}{2} \left( \text{erf} \left( e^{i3\pi/4}(M_{t})^{1/2}(r - d) \right) + \text{erf} \left( e^{i3\pi/4}(M_{t})^{1/2}(r + d) \right) \\
 &\quad - 2e^{-i3\pi/4} \left( e^{iM_{t}(r-d)^{2}} - e^{iM_{t}(r+d)^{2}} \right) \\
 &\quad \frac{(M_{t})^{1/2}d}{\sqrt{\pi}} \right) \\
 &= - \text{erf} \left( e^{i3\pi/4}(M_{t})^{1/2}r \right) + \frac{2e^{i3\pi/4}r(M_{t})^{1/2}}{\sqrt{\pi}} e^{i(M_{t})r^{2}}. 
\end{align*}
$$

2.3 Wave equation

The linear Cauchy problem for the wave equation is

$$
\begin{align*}
 \frac{\partial^{2}u}{\partial t^{2}} - c^{2}\Delta u &= 0, & x \in \mathbb{R}^{3}, t > 0, \\
 u(x, 0) &= f(x), & \frac{\partial u(x, 0)}{\partial t} = g(x), & x \in \mathbb{R}^{3}. 
\end{align*}
$$

Here $c$ is the wave speed, $u(x, t)$ the wave amplitude and $f(x)$ and $g(x)$ is the initial configuration and velocity of the wave.

**Proposition 3.** Let $d = |x - x_{0}|$. The solution to (12) with $(f(x), g(x)) = (\chi_{B_{x_{0}, r}}(x), 0)$ is given by

$$
\begin{align*}
 u(x, t) &= \begin{cases} 
 \frac{d - ct}{2d} \chi_{[d-r,d+r]}(ct), & \text{for } x \in \mathbb{R}^{3} \setminus B_{x_{0}, r}, t > 0, \\
 \chi_{[0,r-d]}(ct) + \frac{d - ct}{2d} \chi_{[r-d,r+d]}(ct), & \text{for } x \in B_{x_{0}, r} \setminus \{x_{0}\}, t > 0, \\
 \chi_{[0,r]}(ct) - t\delta(r - ct), & \text{for } x = x_{0}, t > 0. 
\end{cases} 
\end{align*}
$$

The solution to (12) with $(f(x), g(x)) = (0, \chi_{B_{x_{0}, r}}(x))$ is given by

$$
\begin{align*}
 u(x, t) &= \begin{cases} 
 \frac{t}{2} \left( 1 - \frac{(ct)^{2} + d^{2} - r^{2}}{2dct} \right) \chi_{[d-r,d+r]}(ct), & \text{for } x \in \mathbb{R}^{3} \setminus B_{x_{0}, r}, t > 0, \\
 t\chi_{[0,r-d]}(ct) + \frac{t}{2} \left( 1 - \frac{(ct)^{2} + d^{2} - r^{2}}{2dct} \right) \chi_{[r-d,r+d]}(ct), & \text{for } x \in B_{x_{0}, r} \setminus \{x_{0}\}, t > 0, \\
 t\chi_{[0,r]}(ct), & \text{for } x = x_{0}, t > 0. 
\end{cases} 
\end{align*}
$$
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Proof. The fundamental solution to (12) with $f(x) = 0, g(x) = \delta(x)$ is

$$G(x, t) = \begin{cases} \frac{1}{4\pi c^2 t} \delta(|x| - ct), & \text{for } x \in \mathbb{R}^3, t \geq 0, \\ 0, & \text{for } x \in \mathbb{R}^3, t < 0. \end{cases}$$

where $\delta(x)$ is the Dirac delta distribution (cf. [7]). Hence, the solution to (12) is given by

$$u(x, t) = \frac{\partial}{\partial t} \left( \frac{1}{4\pi c^2 t} \int_{\mathbb{R}^3} \delta(|x - y| - ct) f(y) dy \right) + \frac{1}{4\pi c^2 t} \int_{\mathbb{R}^3} \delta(|x - y| - ct) g(y) dy$$

$$= \frac{\partial}{\partial t} \left( \frac{1}{4\pi c^2 t} \int_{|y|=1} f(x + cty) dS(y) \right) + \frac{1}{4\pi c^2 t} \int_{|y|=1} g(x + cty) dS(y),$$

where $dS(y)$ is the surface measure on $S^2$. For $x \in \mathbb{R}^3 \setminus B_{x_0, r}$ and $d = |x_0 - x|$ we compute

$$v(x, t) = \int_{|y|=1} \chi_{B_{x_0, r}}(x + cty) dS(y) = 2\pi(ct)^2 \left( 1 - \frac{(ct)^2 + d^2 - r^2}{2dct} \right) \chi_{[d-r,d+r]}(ct).$$

Here $\chi_{[d-r,d+r]}$ is the characteristic function on the interval $[d-r,d+r]$. For $x \in B_{x_0, r} \setminus \{x_0\}$ we have

$$v(x, t) = \int_{|y|=1} \chi_{B_{x_0, r}}(x + cty) dS(y) = 4\pi(ct)^2 \chi_{[0,r-d]}(ct) + 2\pi(ct)^2 \left( 1 - \frac{(ct)^2 + d^2 - r^2}{2dct} \right) \chi_{[r-d,r+d]}(ct).$$

Last,

$$v(x_0, t) = \int_{|y|=1} \chi_{B_{x_0, r}}(x_0 + cty) dS(y) = 4\pi(ct)^2 \chi_{[0,r]}(ct).$$

For $(f(x), g(x)) = (0, \chi_{B_{x_0, r}})$ and $x \in \mathbb{R}^3 \setminus B_{x_0, r}, t > 0$, we get

$$u(x, t) = \frac{v(x, t)}{4\pi c^2 t} = \frac{t}{2} \left( 1 - \frac{(ct)^2 + d^2 - r^2}{2dct} \right) \chi_{[d-r,d+r]}(ct). \quad (15)$$

Similar expressions are easily found for $x \in B_{x_0, r}$.

Next, we compute the solution for $(u(x, 0), \partial_t u(x, 0)) = (\chi_{B_{x_0, r}}, 0)$. For $x \in \mathbb{R}^3 \setminus B_{x_0, r}, t > 0$ we have

$$u(x, t) = \frac{\partial}{\partial t} \left( \frac{t}{2} \left( 1 - \frac{(ct)^2 + d^2 - r^2}{2dct} \right) \chi_{[d-r,d+r]}(ct) \right)$$

$$= \frac{t}{2} \left( 1 - \frac{(ct)^2 + d^2 - r^2}{2dct} \right) c (\delta(d - r - ct) - \delta(d + r - ct)) + \frac{d - ct}{2d} \chi_{[d-r,d+r]}(ct)$$

$$= \frac{d - ct}{2d} \chi_{[d-r,d+r]}(ct),$$

where the first term in the second line vanish due to $1 - \frac{(ct)^2 + d^2 - r^2}{2dz}$ having zeros at $d \pm r$.

Solutions for $x \in B_{x_0, r}$ are obtained in the same way.
3 Approximate solutions for radial data

We want to use the solutions above to approximate solutions when the data are radial functions supported on a ball. For a ball $B_{x_0,R}$, let $f(r) \in H^1(B_{x_0,R})$ be a radial function, i.e., a function of the radial coordinate $r = |x_0 - x|$ only. We want to approximate $f(r)$ by constant functions on spherical annulus regions. Define an annulus $S_{r_i,\Delta r}$ by $S_{r_i,\Delta r} = B_{x_0,r_i+\Delta r} \setminus B_{x_0,r_i}$. We define the approximation $f_N$ of $f$ by

$$f_N(x) = \sum_{i=0}^{N-1} \bar{f}_i \chi_{S_{r_i,\Delta r}}(x), \quad \Delta r = \frac{R}{N}, \quad r_i = i \Delta r, \quad \bar{f}_i = \frac{1}{\mu(S_{r_i,\Delta r})} \int_{S_{r_i,\Delta r}} f(x) \, dx. \quad (16)$$

From the calculation

$$\|f_N - f\|_{L^2(B_{x_0,R})}^2 = \sum_{i=0}^{N-1} \int_{S_{r_i,\Delta r}} |\bar{f}_i - f|^2 \, dx \leq \sum_{i=0}^{N-1} (\Delta r)^2 \int_{S_{r_i,\Delta r}} |f'|^2 \, dx \leq \frac{R^2}{N^2} \|f\|_{H^1(B_{x_0,R})}^2,$$

where we have used the Poincaré inequality (cf. [8]), we have the following approximation estimate

$$\|f_N - f\|_{L^2(B_{x_0,R})} \leq \frac{R}{N} \|f\|_{H^1(B_{x_0,R})}. \quad (17)$$

Now, let $u^{r_i}_k$ be the solution to the Helmholtz equation (1) with data $\chi_{S_{r_i,\Delta r}}$, i.e., a characteristic function on the annulus $S_{r_i,\Delta r}$. Since $\chi_{S_{r_i,\Delta r}} = \chi_{x_0,r_i+\Delta r} - \chi_{x_0,r_i}$, the linearity of (1) implies that $u^{r_i}_k$ is given by the difference of the solutions (3) with $\chi_{x_0,r_i} \Delta r$ and $\chi_{x_0,r_i}$ as data, respectively. For example, for $x \in \mathbb{R}^3 \setminus B_{x_0,R}$, we have

$$u^{r_i}_k(x) = \frac{(i - k(r_i + \Delta r)) e^{ik(|x_0 - x| - (r_i + \Delta r))} - (i + k(r_i + \Delta r)) e^{ik(|x_0 - x| + (r_i + \Delta r))}}{2|x_0 - x| k^3} - \frac{(i - kr_i) e^{ik(|x_0 - x| - r_i)} - (i + kr_i) e^{ik(|x_0 - x| + r_i)}}{2|x_0 - x| k^3}. \quad (18)$$

For $N > 0$ and $f \in H^1(B_{x_0,R})$, let $f_N$ be the approximation. Inserting $f_N$ as data in (1), we find that

$$u^N_k = \sum_{i=0}^{N-1} \bar{f}_i u^{r_i}_k$$

is the corresponding approximate solution to (1). Taking $u_k$ to be the solution to (1) with data $f$, we have that

$$u^N_k - u_k = \int_{B_{x_0,R}} G_k(x - y)(f_N(y) - f(y)) \, dy.$$

Applying the Cauchy-Schwarz inequality, it follows that

$$\|u^N_k - u_k\|_{L^\infty(\mathbb{R}^3)} \leq \sup_{x \in \mathbb{R}^3} \int_{B_{x_0,R}} |G_k(x - y)(f_N(y) - f(y))| \, dy \leq \sup_{x \in \mathbb{R}^3} \|G_k(x - \cdot)\|_{L^2(B_{x_0,R})} \|(f_N - f)\|_{L^2(B_{x_0,R})} \leq \frac{R^{3/2}}{\sqrt{4\pi N}} \|f\|_{H^1(B_{x_0,R})},$$

\[\footnote{Recall that $f$ is in $H^1(B_{x_0,R})$ if $\|f\|_{H^1(B_{x_0,R})} = \|f\|_{L^2(B_{x_0,R})} + \|\nabla f\|_{L^2(B_{x_0,R})} < \infty.$}
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where the last inequality is a consequence of the estimate
\[
\int_{B_{x_0,R}} |G_k(x - y)|^2 dy \leq \frac{1}{(4\pi)^2} \int_{B_{0,R}} \frac{1}{|z|^2} dz = \frac{R}{4\pi} \text{ for all } x \in \mathbb{R}^3.
\]
We summarize the result in a proposition.

**Proposition 4.** For \( N \in \mathbb{N} \), let \( f_N \) be the piecewise constant approximation to a radial function \( f \in H^1(B_{x_0,R}) \) given by (16). Let \( u_k^N \) and \( u_k \) be solutions to (1) with data \( f_N \) and \( f \), respectively. Then
\[
\|u_k^N - u_k\|_{L^\infty(\mathbb{R}^3)} \leq \frac{R^{3/2}}{\sqrt{4\pi N}} \|f\|_{H^1(B_{x_0,R})},
\]

More or less similar results can be obtained for the Schrödinger and wave equation as well; from the conservation of probability (cf. [4] p. 154) we immediately have that
\[
\|u_N(\cdot,t) - u(\cdot,t)\|_{L^2(\mathbb{R}^3)} = \|f^N - f\|_{L^2(\mathbb{R}^3)} \leq \frac{R}{N} \|f\|_{H^1(B_{x_0,R})},
\]
(19)
where \( u_N \) and \( u \) are solutions to (2) with data \( f_N \) and \( f \), respectively. For \( t > 0 \), a pointwise estimate is given by
\[
\|u_N(\cdot,t) - u(\cdot,t)\|_{L^\infty(\mathbb{R}^3)} \leq \sup_{x \in \mathbb{R}^3} \int_{B_{x_0,R}} |G(x - y)(f_N(y) - f(y))| dy 
\leq \sup_{x \in \mathbb{R}^3} \|G(x - \cdot)\|_{L^2(B_{x_0,R})} \|f_N - f\|_{L^2(B_{x_0,R})} 
\leq \left( \frac{m^3}{6\pi^2(h)^3} \right) \frac{R^4}{N} \|f\|_{H^1(B_{x_0,R})}.
\]
Above and below, the approximations of \( f_N \) and \( u_N \) are constructed as in equations (16) and (18), but with solutions from Proposition 1 replaced by solutions from Propositions 2 and 3. However, one should note that \( \|f\|_{L^2} = 1 \) does not necessarily imply \( \|f_N\|_{L^2} = 1 \), and hence \( |u_N(x)|^2 \) may not sum to one. Still, estimate (19) shows that by increasing \( N \) we can make \( u_N \) arbitrarily close to \( u \) in the \( L^2 \)-norm.

For the wave equation we can use \( L^p \)-estimates for Fourier integral operators (cf. [16], Eq. 6) to conclude that
\[
\|u_N(\cdot,t) - u(\cdot,t)\|_{L^2(\mathbb{R}^3)} \leq CT \left( \|f_N - f\|_{L^2(\mathbb{R}^3)} + \|g_N - g\|_{H^{-1}(\mathbb{R}^3)} \right) 
\leq CT \left( \|f_N - f\|_{L^2(\mathbb{R}^3)} + \|g_N - g\|_{L^2(\mathbb{R}^3)} \right) 
\leq CT \frac{R}{N} \left( \|f\|_{H^1(B_{x_0,R})} + \|g\|_{H^1(B_{x_0,R})} \right), \quad 0 < t < T < \infty.
\]
Above, \( u \) and \( u_N \) are solutions to (12) with radial initial data \((f,g)\) in \( H^1(B_{x_0,R}) \) and \((f_N,g_N)\), respectively, and the constant \( C_T \) depends on the maximum time \( T \). We summarize the results.
Proposition 5. For $N \in \mathbb{N}$, let $f_N$ and $g_N$ be the piecewise constant approximations to radial functions $f, g \in H^1(B_{x_0,R})$. Let $v$ and $v_N$ be solutions to the Schrödinger equation (6) with initial data $f$ and $f_N$, respectively. Then $v_N$ satisfy the estimate

$$\|v_N(\cdot,t) - v(\cdot,t)\|_{L^\infty(\mathbb{R}^3)} \leq \left(\frac{m^3}{6\pi^2(h\ell)^3}\right) \frac{R^4}{N} \|f\|_{H^1(B_{x_0,R})}.$$ 

Let $w$ and $w_N$ be solutions to the wave equation (12) with initial data $(w(x,0), \partial_tw(x,0)) = (f, g)$ and $(w_N(x,0), \partial_tw_N(x,0)) = (f_N, g_N)$, respectively. Then $w_N$ satisfy the estimate

$$\|w_N(\cdot,t) - w(\cdot,t)\|_{L^2(\mathbb{R}^3)} \leq C_T \frac{R}{N} \left(\|f\|_{H^1(B_{x_0,R})} + \|g\|_{H^1(B_{x_0,R})}\right), \quad 0 < t < T < \infty.$$

4 Discussion

Due to the linearity of the above equations, all results can be extended to obtain solutions when the data is any finite linear combination of characteristic functions on balls. As seen in Section 3, this includes characteristic functions on spherical shells, but any function that can be described by a sum $g = \sum w_i \chi_{B_{x_i,r_i}}$ will have a similar solution. Since many shapes in nature are spherical, this should have interesting applications. Moreover, it can possibly be used for approximation of more complicated functions than radial ones. Last, the method used to find solutions in this paper can, in principle, be generalized to any PDE with spherically symmetric fundamental solutions. However, the explicit and simple form of the surface measure on spherical caps that makes the calculation work out is, as far as we know, only available in $\mathbb{R}^3$.

The author was partially funded by the Research Council of Norway project number 301538.
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