Design of the PID temperature controller for an alkaline electrolysis system with time delays
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Abstract

Electrolysis systems use proportional–integral–derivative (PID) temperature controllers to maintain stack temperatures around set points. However, heat transfer delays in electrolysis systems cause manual tuning of PID temperature controllers to be time-consuming, and temperature oscillations often occur. This paper focuses on the design of the PID temperature controller for an alkaline electrolysis system to achieve fast and stable temperature control. A thermal dynamic model of an electrolysis system is established in the frequency-domain for controller designs. Based on this model, the temperature stability is analysed by the root distribution, and the PID parameters are optimized considering both the temperature overshoot and the settling time. The performance of the optimal PID controllers is verified through experiments. Furthermore, the simulation results show that the before-stack temperature should be used as the feedback variable for small lab-scale systems to suppress stack temperature fluctuations, and the after-stack temperature should be used for larger systems to improve the economy. This study is helpful in ensuring the temperature stability and control of electrolysis
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**Nomenclature**

**Parameters and variables**

\(\bar{T}\) Average temperature

\(\dot{y}\) Control signal for valve opening

\(\rho\) Density

\(\tau\) Time delay

\(A\) Area

\(C\) Thermal capacity

\(c\) Specific heat capacity

\(I\) Current

\(k\) Heat transfer coefficient

\(P\) Electricity power

\(Q\) Thermal power

\(R\) Thermal resistance

\(T\) Temperature

\(t\) Time

\(T_f\) Temperature feedback

\(U\) Voltage

\(u\) Control variable, \(u = y_{\text{valve}}\)

\(v\) Volume flow rate
Green hydrogen, produced by renewable energy, will play a critical role in the decarbonization of the steel, chemical and transport sectors [1]. As the core element of hydrogen production, it is important to ensure the safe and efficient operation of water electrolysis systems to achieve a steady hydrogen supply. However, the temperature of the electrolysis system is often disturbed by load and ambient temperature fluctuations, which affects both the system efficiency and security. Temperatures lower than the rated temperature will hinder the electrolysis reaction and lead to low efficiencies [3]; on the other hand, high temperatures beyond the upper limit can harm the stack by decreasing the corrosion resistance [4].

In existing commercial electrolysis systems, cooling devices are equipped to maintain the temperature at a set point, and PID temperature controllers are used to suppress the disturbances by regulating the cooling water flow rate [5, 6]. However, heat transfer delays in electrolysis systems make PID tuning to be time-consuming, and the selected PID parameters often fail to achieve satisfactory performance. For example, stack temperature oscillations occur in [7] for both constant and intermittent power inputs caused by the improper PID parameter setting. In [8], the stack temperature does not remain stable under wind power inputs, and the temperature variation is approximately 8 °C with current fluctuations between 40% to 100% rated. Restricted by
temperature variations, the electrolyte temperature is controlled at 65 °C in [8], which is far from the allowable limit of 90 °C; thus, the system efficiency is sacrificed.

For the temperature control of electrolysis systems, systematic modelling and controller design methods are needed. Ulleberg [9] proposed a lumped model to predict the operating temperature of an advanced alkaline electrolyser. This model considers the thermal balance among the heat generation, heat loss and auxiliary cooling, which is widely used in thermal-related studies [10–14]. Y. Qiu presented an optimal production scheduling approach for utility-scale P2H plants considering the dynamic thermal process through a first-order temperature model [15], whose parameters were estimated in [16]. The lumped model does not consider the temperature difference between the stack and the auxiliary devices. Sakas et al. [6] and [17] used second-order and third-order thermal models, respectively, taking into account the thermal inertia of the gas-liquid separators. Time delays exist in heat transfer processes and will affect the accuracy of the model when analysing the temperature of a specific component, e.g., the stack. Qi et al. [18] emphasized the effects of heat transfer delays on the thermal dynamic performance and added two time delay terms for the stack and the cooling coil in the third-order model.

There are few existing studies focusing on temperature control. Sakas et al. [6] used a PID temperature controller in the simulation; however, the dynamic performance of the temperature controller was not discussed. Qi et al. [18] proposed two novel temperature controllers to reduce the temperature overshoot: a current feed-forward PID controller and a model predictive controller. As the most widely used temperature controller in commercial electrolysis systems, the tuning process of the PID temperature controller is a time-consuming task due to the multiple thermal inertia and time delay terms, which have not been discussed yet.

The focus of this paper is on the thermal dynamic analysis and PID controller design of an alkaline electrolysis system. The main contributions are as follows.

1. A frequency-domain thermal model that considers the time delays in the heat transfer process is first proposed for the controller design of electrolysis systems.
2. The temperature stability is analysed by the root distribution, and an optimization model is proposed for parameter tuning considering both
fastness and security, which is verified through experiments.

3. Suggestions are given for system design to improve the thermal dynamic performance. It is suggested to use the before-stack temperature as the feedback variable for small lab-scale systems to suppress the temperature fluctuation and use the after-stack temperature for larger systems to improve the economy. In addition, time delays should be reduced to improve the thermal dynamic performance by increasing the flow rates or using shorter channels.

This paper is organized as follows. In Section II, the complete thermal model of an alkaline electrolysis system, which is linearized and transferred to the frequency domain in Section III is introduced. In Section IV, a method for PID tuning that considers the overshoot and setting time is provided. The proposed PID tuning method is verified through experiments in Section V. In Section VI, the PID temperature controllers are compared with before-stack and after-stack temperature feedbacks. In Section VII, the influence of time delays on the thermal dynamic performance is analysed.

2. Temperature control of an alkaline electrolysis system by the PID temperature controller

2.1. System process description

The process of the analysed alkaline electrolysis system is shown in Fig. 1. The stack is the core element of the system, in which water is electrolyzed to produce hydrogen and oxygen. The gas products mixed with electrolytes enter the gas-liquid separators, in which the gas product is separated for subsequent processing, and the remaining electrolyte from two sides are mixed and circulated into the stack.

The electrolysis reaction in the stack is exothermic at room temperature [9]. To maintain the stack temperature at the rated value, a cooling coil is placed in the gas-liquid separator to cool down the electrolytes and indirectly cool the stack. The cooling water flow rate is controlled by the water valve according to the command from the temperature controller. However, the stack temperature tends to fluctuate considerably in industrial practice due to the inappropriate parameter setting of the temperature controller as well as external disturbances, e.g., current and ambient temperature fluctuations. Thus, it becomes an important issue to obtain stable and fast temperature control.
Fig. 1. Thermal management process of an alkaline electrolysis system.
2.2. Thermal dynamic characteristics of the alkaline electrolysis system

The thermal dynamics of the alkaline electrolysis system was modelled as a third-order with time-delays process in our previous article [18]. The state equations are as follows:

\[ C_{\text{stack}} \frac{dT_{\text{stack},t}}{dt} = Q_{\text{ele},t} - Q_{\text{dis,stack},t} - c_{\text{lye}}v_{\text{lye}}\rho_{\text{lye}} (T_{\text{stack},t} - T_{\text{sep},t - \tau_1}) \] (1a)

\[ C_{\text{sep}} \frac{dT_{\text{sep},t}}{dt} = \frac{1}{2} v_{\text{lye}}\rho_{\text{lye}}c_{\text{lye}} (T_{\text{stack},t} - T_{\text{sep},t}) - kA\Delta T_t - Q_{\text{dis,sep},t} \] (1b)

\[ C_c \frac{dT_{c,t}}{dt} = v_{c,t - \tau_2}\rho_c c_c (T_{c,\text{in},t} - T_{c,t}) + kA\Delta T_t \] (1c)

where \( T_{\text{stack}}, T_{\text{sep}} \) and \( T_c \) are the temperatures of the stack, gas-liquid separator and cooling coil, respectively, as shown in Fig. 1. Considering that \( T_{\text{sep}} \) is also the electrolyte temperature at the inlet of the stack, it is referred to as the before-stack temperature in this paper, and \( T_{\text{stack}} \) is referred to as the after-stack temperature.

In (1), there are two time delay terms \( \tau_1 \) and \( \tau_2 \). \( \tau_1 \) is the time delay of the stack, which shows that the after-stack temperature \( T_{\text{stack}} \) changes later than the before-stack temperature \( T_{\text{sep}} \) by a time-delay \( \tau_1 \) due to electrolyte convection in the stack. \( \tau_2 \) is the time delay for the cooling process. When the valve opening command \( y_{\text{valve}} \) from the controller changes, the influence is delayed by \( \tau_2 \) to the temperature of the cooling water \( T_c \) caused by the slow response of the cooling valve and the electrolyte convection in the cooling coil.

Our experimental results clearly show the existence of the time delays \( \tau_1 \) and \( \tau_2 \), as shown in Fig. 2. The simulation results are in good agreement with the experimental data when \( \tau_1 = 6 \) min and \( \tau_2 = 4 \) min are adopted, which are also used in our previous paper [18]. These minute-long delays cause the manual tuning of the PID temperature controller to be very difficult in practice, and oscillations often occur as in Fig. 2.

2.3. PID temperature controller for the electrolysis system

The PID temperature controller is widely used in commercial electrolysis systems [6], as follows (2):

\[ y_{\text{valve}} = k_p e_t + k_i \int e_t dt + k_d \frac{de_t}{dt} \] (2)
Fig. 2. Comparison of the modelling accuracy with different time delays. The current is fixed at the rated, and the temperature oscillation is caused by improper PID parameter settings. (solid lines: experimental data; dotted lines: simulation results.)
The error between the temperature feedback $T_f$ and the set point $T_{\text{aim}}$ is defined as $e_t = T_{f,t} - T_{\text{aim},t}$, where $k_p$, $k_i$, and $k_d$ are the coefficients for the proportional, integral, and derivative terms, respectively; $e_t$ is the error between the temperature feedback $T_f$ and the set point $T_{\text{aim}}$ as in (3), and $y_{\text{valve}}$ is the valve opening command.

Challenges for PID controller designs lie in both parameter tuning and selecting the feedback variable. The PID parameters $k_p$, $k_i$, and $k_d$ have a significant impact on the thermal dynamics of the electrolysis system. In addition, either the inlet temperature $T_{\text{sep}}$ or the outlet temperature $T_{\text{stack}}$ of the stack can be selected as the feedback variable for the PID temperature controller, as shown in Fig. 1.

This paper answers the following questions.

1. How can the PID parameters be tuned to achieve stable and fast temperature control?
2. How can the temperature feedback for the PID controller be chosen between the before-stack temperature and the after-stack temperature?
3. Will the time delays $\tau_1$ and $\tau_2$ influence the thermal dynamic performance?

3. Frequency-domain model of the alkaline electrolysis system with a PID temperature controller

In this section, the equation set (1)-(3) will be linearized and transformed to the frequency domain for stability analysis and controller design.

3.1. Electrolysis system model

The thermal dynamic model of the electrolysis system (1) can be reorganized as differential-algebraic equations with delays of (4):

\[
\begin{align*}
\dot{x} &= f(x, x_{\tau}, y, y_{\tau}, p, u, u_{\tau_i}) \\
0 &= g(x, y, p, u) \\
0 &= g_i(x_{\tau_i}, y_{\tau_i}, p, u_{\tau_i}) & i = 1, 2.
\end{align*}
\]

$f$ is the state equation vector consisting of the thermal dynamic model for the electrolysis system (1). $g$ is the algebraic equation vector describing the electrochemical characteristics of the stack and the heat transfer process, as shown in (A.1)-(A.8) in the appendix. $x$ and $y$ are the state variable vector and algebraic variable vector, respectively, defined as (5a) and (5b); $u$ is the...
control variable as the valve opening $y_{\text{valve}}$; $x_{\tau}, y_{\tau}$ and $u_{\tau}$ are the variables with time delays defined as (5c)-(5e); and $\mathbf{p}$ is the parameter vector.

$$
\mathbf{x} \overset{\text{def}}{=} \begin{bmatrix} T_{\text{stack}} & T_{\text{sep}} & T_{c} \end{bmatrix}^T \quad (5a)
$$

$$
\mathbf{y} \overset{\text{def}}{=} \begin{bmatrix} Q_{\text{ele}} & Q_{\text{dis,stack}} & Q_{\text{dis,sep}} & \Delta T_{t} \end{bmatrix}^T \quad (5b)
$$

$$
x_{\tau_i}(t) = x(t - \tau_i) \quad i = 1, 2 \quad (5c)
$$

$$
y_{\tau_i}(t) = y(t - \tau_i) \quad i = 1, 2 \quad (5d)
$$

$$
u_{\tau_i}(t) = u(t - \tau_i) \quad i = 1, 2 \quad (5e)
$$

The nonlinear thermal dynamic model (4) can be linearized and transferred to the frequency domain as (6):

$$
s\mathbf{x}(s) = \mathbf{A}\mathbf{x}(s) + \mathbf{E}\mathbf{u}(s) + \sum_{i=1}^{2} (\mathbf{A}_i x_{\tau_i}(s) + \mathbf{E}_i u_{\tau_i}(s)) \quad (6)
$$

where $\mathbf{A}, \mathbf{E}, \mathbf{A}_i,$ and $\mathbf{E}_i$ are the Jacobian matrices, and the details can be found in Appendix B. Then, (6) is reorganized as (7), and the transfer function of the electrolysis system $G_p$ is derived as (8):

$$
\mathbf{x}(s) = \frac{\mathbf{E} + \sum_{i=1}^{2} \mathbf{E}_i e^{-\tau_is}}{s\mathbf{I} - \mathbf{A} - \sum_{i=1}^{2} \mathbf{A}_i e^{-\tau_is}} \mathbf{u}(s) \quad (7)
$$

$$
G_p(s) = \frac{T_{t}(s)}{u(s)} = \frac{\mathbf{F}\mathbf{x}(s)}{u(s)} = \frac{\mathbf{F}(\mathbf{E} + \sum_{i=1}^{2} \mathbf{E}_i e^{-\tau_is})}{s\mathbf{I} - \mathbf{A} - \sum_{i=1}^{2} \mathbf{A}_i e^{-\tau_is}} \quad (8)
$$

where $\mathbf{F}$ shows the selection of the temperature feedback $T_{t}$:

$$
\mathbf{F} = \begin{cases} 
1 & 0 & 0, \text{ if } T_t = T_{\text{stack}}, \\
0 & 1 & 0, \text{ if } T_t = T_{\text{sep}}.
\end{cases} \quad (9)
$$

3.2. System model with a PID temperature controller

The PID temperature controller equations (2)-(3) can also be transferred into the frequency domain:

$$
u(s) = G_c(s) e(s) = G_c(s)(T_{t}(s) - T_{\text{aim}}(s)) \quad (10a)
$$

$$
G_c(s) = k_p + \frac{k_i}{s} + k_d s \quad (10b)
$$
Combining (7) and (10), the closed-loop transfer function of the system is:

\[ G(s) = \frac{T_f(s)}{T_{\text{aim}}(s)} = \frac{-G_c(s)G_p(s)}{1 - G_c(s)G_p(s)}. \]  

(11)

The poles \( \lambda \) of the closed-loop transfer function (11) determine the characteristic of the thermal dynamic process, which can be calculated by the characteristic equation as (12). The transcendental terms \( e^{-\tau s} \) can be replaced by the Padé approximation, and a first-order form is (13).

\[ 1 - G_c(\lambda)G_p(\lambda) = 0. \]  

(12)

\[ e^{-\tau s} \approx -\frac{\tau s/2 + 1}{\tau s/2 + 1} \]  

(13)

A block diagram can be derived from the linear model (6) as Fig. 3 to show the thermal dynamic process more intuitively. Fig. 3 gives a clear physical meaning to each Jacobian element in matrices \( \mathbf{A}, \mathbf{E}, \mathbf{A}_i, \) and \( \mathbf{E}_i \). The diagonal elements indicate the thermal inertia of the devices. Moreover, \( \mathbf{A}(1,1), \mathbf{A}(2,2), \) and \( \mathbf{A}(3,3) \) represent the time constant (the inverse of thermal inertia) of the stack, the gas-liquid separator and the cooling coil, respectively; while the nondiagonal elements are the gain coefficients. Furthermore, Fig. 3 compares PID temperature controllers with different temperature feedback variables \( T_i \), shown by dotted lines. When the after-stack temperature \( T_{\text{stack}} \) is adopted as the feedback variable \( T_i \), the thermal inertia of the stack, controller and separator are connected in series so that the total thermal inertia of the system increases. On the other hand, when the before-stack temperature \( T_{\text{sep}} \) is used as the feedback, the thermal inertia of the stack is in parallel with the other auxiliaries, and the system inertia is reduced, leading to better dynamic performance. The simulation results are shown in Section 6.

3.3. The thermal dynamic characteristics

The closed-loop transfer function \( G(s) \) (11) is of high-order with \( n_\lambda = 6 \) poles and \( n_\nu = 4 \) zeros, in which two pole-zero pairs are introduced by the time delays \( \tau \), three poles by the thermal inertia \( C \) and others by the PID controller. Fig. 4 shows a root-locus plot, which draws the zero and pole distributions with changing PID parameters. The parameters used for the electrolysis system model (1) are from a 5 Nm\(^3\)/hr alkaline electrolysis
platform CNDQ5 [18] and summarized in Appendix C. In Fig. 4, only the zeros and poles within 10 times the real part of the dominant pole are shown, and those far from the imaginary axis are ignored because their influences on the system dynamics are weak. The real parts of the roots are close to each other, and different poles may become the dominant pole determining the system dynamics when the PID parameters change. Therefore, there is no fixed dominant pole for the thermal dynamic process, and it is difficult to approximate it as a second-order system.

This high-order characteristic makes it difficult to use the time response-based PID tuning method, which selects the suitable pole and zero positions of a controller. Instead, we simply use an optimization model to select the optimal PID parameters considering both the temperature overshoot $\gamma$ and setting time $t_s$ in the next section.

4. Parameter tuning of the PID temperature controller

In this section, a tuning method for the PID temperature controller is provided. The stability region is derived based on the linearized frequency-domain model [11]. The optimal PID parameters are selected by maximizing the temperature overshoot and the setting time in the stability region.
Fig. 4. The root-locus plots with varying PID parameters (+: poles, o: zeros).
4.1. Stability analysis

The stack temperature should be asymptotically stable, which means that an equilibrium temperature is eventually reached after the disturbance. The stability can be judged by the stability criteria: a transfer function is stable if all its poles have a negative real part \[19\]. Therefore, the system temperature is stable if:

$$\lambda_i = \sigma_i + jw_i, \ i = 1, 2, \ldots, n_\lambda$$  

(14)

$$\sigma_i < 0, \ i = 1, \ldots, n_\lambda.$$  

(15)

where $\sigma_i$ and $jw_i$ are the real and imaginary parts of the $i$th pole $\lambda_i$, respectively, derived from \[12\]. The PID parameters $(k_p, k_i, k_d)$ satisfying (15) form the stability region.

4.2. PID tuning by optimization

On the premise of temperature control stability, the dynamic performance becomes important, and we pay special attention to the security and fastness of the temperature controller. The temperature overshoot $\gamma$ and the settling time $t_s$ are selected as the performance indicators defined as follows:

1. Temperature overshoot $\gamma$ evaluates the maximum variation of the controlled temperature from the set point $T_{\text{set}}$ after a disturbance:

$$\gamma = (T_{\text{peak}} - T_\infty)/T_\infty$$  

(16)

where $T_{\text{peak}}$ is the peak temperature and $T_\infty$ is the steady-state value. $\gamma$ is usually defined as (16) under the step response process and zero initial condition in control theory \[19\]. A large temperature overshoot $\gamma$ will cause the stack temperature to exceed the permissible limit and cause safety problems.

2. The setting time $t_s$ is the time required to reach and remain within $\pm2\%$ of the steady state value $T_\infty$ for a step response process. A long setting time $t_s$ will cause temperature error accumulation since the stack temperature has not returned to the set point $T_{\text{set}}$ when the load changes again.

The optimal PID parameters can be derived by (17):

$$\min_{k_p, k_i, k_d} (\gamma/\gamma_0)^2 + (t_s/t_{s0})^2$$  

(17)
where $\gamma_0$ and $t_{s,0}$ are the reference overshoot and setting time, respectively, used to unify the order of magnitude of the two parts. The optimization problem (17) can be solved by traversing the PID parameters in the stability region, and the overshoot $\gamma$ and setting time $t_s$ are calculated by applying a unit step change on the temperature set point $T_{aim}$ based on the closed-loop transfer function $G(s)$ as (11).

In addition to the optimization method above, the PID parameters can also be obtained by using commercial PID parameter tuning software (e.g., MATLAB PID tuner) with the closed-loop transfer function $G(s)$ as (11). The advantage of the optimization method (17) is that the reference values $\gamma_0$ and $t_{s,0}$ can be easily adjusted based on the permitted temperature overshoot and setting time. In addition, an optimal PID parameter exists for the after-stack PID temperature controller at the intersection of the minimum overshoot line $\gamma_{\min}$ and the minimum setting time line $t_{s,\min}$ shown in the root-locus plot Fig. 4, which can be found by the optimization problem (17).

5. PID temperature controller design and verification for a 5 Nm$^3$/hr alkaline electrolysis platform

The proposed PID tuning method is verified on a commercial 5 Nm$^3$/hr alkaline electrolysis platform CNDQ5 from the Purification Equipment Research Institute of CSIC. The details of this system can be found in our previous article [18]. The values of the parameters in the thermal dynamic model (1) are summarized in Appendix C.

5.1. Optimal PID parameters

The stability regions of the after-stack and before-stack temperature controllers are shown in Fig. 5, which are derived by linearizing the thermal dynamic model (4) at the equilibrium point with a rated current $I = 820$ A and after-stack temperature $T_{stack} = 80^\circ C$. The allowed PID parameters are within the region formed by the curves and the coordinate axes. If any PID parameter is on or outside the boundary, the stack temperature $T_{stack}$ will oscillate or overheat. Comparing the two kinds of controllers in Fig. 5, it can be seen that the stability region of the after-stack temperature controller is much smaller than that of the before-stack temperature controller, which is why manual tuning of the after-stack temperature controller is more difficult. In addition, the after-stack temperature controller allows a larger derivative
term \( k_d \) to predict the temperature change and offset the influence of thermal inertia and time delays. The before-stack temperature controller has a smaller upper limit for the differential term \( k_d \), which indicates that a PI controller may be able to reduce the parameter tuning difficulty.

(a) after-stack temperature PID controller

(b) before-stack temperature PID controller

Fig. 5. The stability regions of the after-stack and before-stack PID temperature controllers.

The PID parameters are derived by solving the optimization problem (17). The reference overshoot \( \gamma_0 \) and setting time \( t_s \) are selected as 50% and 2 hr, respectively. A regular grid of \( 10 \times 10 \times 10 \) sampling points of control parameters \( (k_p, k_i, k_d) \) is employed in the traversing process. The optimal PID parameters are shown in Table 1.

| Type                | \( k_p \)     | \( k_i \)       | \( k_d \)     |
|---------------------|---------------|-----------------|---------------|
| After-stack feedback| 0.02          | \( 1.1 \times 10^{-5} \) | 6             |
| Before-stack feedback| 0.031        | \( 3.1 \times 10^{-5} \) | 0             |

5.2. Experimental results

The optimal PID temperature controllers in Table 1 are applied to the CNDQ5 platform to maintain the controlled temperature (\( T_{\text{stack}} \) or \( T_{\text{sep}} \)) around the set point \( T_{\text{aim}} \) under current disturbance. The temperature set
point \( T_{\text{aim}} \) of the after-stack PID controller is set to 70°C and the before-stack PID controller to 50°C. The sampling time of the PID controller is 1 s. The experimental results are shown in Fig. 6.

It is clear that both PID controllers can achieve stable temperature control and that the controlled temperature (\( T_{\text{stack}} \) or \( T_{\text{sep}} \)) gradually approaches the set point \( T_{\text{aim}} \). The oscillation that occurred in Fig. 6(b) is caused by the fluctuation of the cooling water inlet temperature \( T_{c,\text{in}} \), as a result of the improper PID parameter setting of the chiller. By using a fixed cooling water temperature \( T_{c,\text{in}} = 30°C \) in the simulation, the oscillation is eliminated, as shown by the dotted lines in Fig. 6(b). In the experiment, the temperature set point \( T_{\text{aim}} \) is fixed at 70°C and 50°C for the after-stack PID controller and the before-stack PID controller, respectively. However, in Fig. 6(a), the after-stack temperature \( T_{\text{stack}} \) is lower than the set point \( T_{\text{aim}} = 70°C \) during 0-0.5 hr, which is caused by the large heat dissipation to the ambient \( Q_{\text{dis}} \).

The start-up process takes approximately 4 to 5 hours. In addition, the load interval that requires cooling is very narrow, which is not conducive to testing the temperature controller.

The experiment is carried out in winter when the ambient temperature \( T_{\text{amb}} \) is approximately 0 to 10°C. This low temperature makes it difficult to carry out experiments. The simulation results of the time-domain model (4) are shown in Fig. 6 by the dotted lines. The thermal dynamic model shows very high accuracy compared to the experimental data. The difference is mainly caused by the hysteretic characteristic of the cooling water valve, which is ignored in the modelling [18]. The high accuracy of the thermal dynamic model allows for the comparison of different PID designs and analyse the effect of time delays by simulation in the following sections.

6. Comparison between the after-stack and before-stack PID temperature controllers

In this section, the PID temperature controllers are compared with different feedbacks: the after-stack PID temperature controller and the before-stack PID temperature controller, shown in Fig. 1. To obtain results with better flexibility, we use the nonlinear model (4) in the simulation, and the ambient temperature \( T_{\text{amb}} \) is set to 25°C. In addition, the optimal PID parameters in Table I are adopted.

Fig. 7 shows the thermal dynamic performance of the electrolysis system under the temperature set point regulation and current disturbance scenarios.
In Fig. 7(a), it is clear that the before-stack PID temperature controller can approach the set point $T_{aim}$ faster than the after-stack PID temperature controller. This is because the thermal inertia is reduced with a before-stack temperature feedback, as illustrated in the structure block Fig. 3. During 4.5-5.5 hr, the after-stack temperature $T_{stack}$ of the system with an after-stack PID temperature controller has not reached the temperature set point $T_{aim} = 70^\circ C$ and is still in a slow heat-up process, since the integration term $k_i$ is very small at approximately $1.1 \times 10^{-5}$ in Table 1.

In Fig. 7(b), the before-stack PID temperature controller also shows better resistance to current disturbances compared to the after-stack PID temperature controller. It requires a shorter time to return to the temperature set point $T_{aim}$, and the maximum temperature deviation $\Delta T_{max}$ is smaller: the before-stack PID temperature controller has $\Delta T_{max} = 2^\circ C$, and the after-stack PID temperature controller has $\Delta T_{max} = 5.88^\circ C$. This advantage can be explained by the structure block as Fig. 3: for the before-stack PID controller, the thermal inertia $A(1, 2)/(s - A(1, 1))$ of the stack and the heat transfer delay $\tau_1$ are not in the control loop 2; thus, the valve opening $y_{valve}$ is closer to the temperature feedback $T_{sep}$, resulting in a more timely adjustment of the cooling valve.
The resistance to current disturbances is significant for electrolysis systems under dynamic operation, e.g., in renewable-to-hydrogen scenarios. The thermal dynamic performance of the two PID temperature controllers are compared in Fig. 8 with the wind power input from a wind turbine generator that is averaged and received every 1 hr [20]. Statistics indicating the temperature control performance are shown in Table 2.

From Table 2, the before-stack PID temperature controller has better dynamic performance considering the maximum temperature deviation $\Delta T_{\text{max}}$ and the fluctuation of the controlled temperature $\delta T$. For the after-stack PID temperature controller, the stack temperature $T_{\text{stack}}$ exceeds the set point $T_{\text{aim}}$ with a deviation of $\Delta T_{\text{max}} = 5.26\,^{\circ}\text{C}$ when the current suddenly increases at $t = 16\,\text{hr}$. This temperature deviation $\Delta T_{\text{max}}$ makes it necessary for the after-stack PID temperature controller to leave a certain margin between the temperature set point $T_{\text{aim}}$ and the upper limit; otherwise, the stack will be overheated and cause safety problems. Furthermore, the controlled temperature fluctuation of the after-stack PID temperature controller in the medium load region is larger than that of the before-stack PID temperature controller, as shown in $\delta T$ in Table 2. This can also be observed in Fig. 8 since the before-stack temperature $T_{\text{sep}}$ of the before-stack PID
temperature controller is stable in the full operating intervals.
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Fig. 8. Comparison of the after-stack and before-stack PID temperature controllers under the peak shaving scenario.

Although the before-stack PID temperature controller has the advantages described above, it is not always the best choice. The average stack temperature $\bar{T}$ is reduced during low and medium loading periods since the before-stack temperature $T_{\text{sep}}$ is fixed at $T_{\text{set}}$, leading to an efficiency loss. On the other hand, the after-stack PID temperature controller can achieve a high average electrolysis temperature $\bar{T}$ and ensure safe operation since the hottest spot in the stack is always at the outlet $T_{\text{stack}}$.

Table 3 gives suggestions on the temperature feedback selection. For small lab-scale systems, it is preferred to use the before-stack temperature $T_{\text{sep}}$ as the feedback because the thermal capacity $C$ of the system is small and the stack temperature tends to fluctuate considerably under disturbances, e.g., current and ambient temperature. In addition, the after-stack PID tempera-
Table 2: Comparison of the thermal dynamic performance in peak shaving scenario

|                                      | Before-stack PID | After-stack PID |
|--------------------------------------|------------------|-----------------|
| Maximum temperature deviation from the set point $\Delta T_{\text{max}}$ | 1.82°C           | 5.26°C          |
| Controlled temperature variance during medium loading $\delta_T^*$ | 0.46°C           | 1.31°C          |
| Average stack temperature $\bar{T}^{**}$ | 67.58°C          | 72.27°C         |

\[ \delta_T = \sqrt{\sum_{i=1}^{N} (T_i - T_{\text{aim},i})^2 / N}, T = T_{\text{sep}} \text{ or } T_{\text{stack}} \]

\[ \bar{T} = \sum_{i=1}^{N} (T_{\text{sep},i} + T_{\text{stack},i}) / (2N) \]

A temperature controller is more suitable for larger commercial systems to improve the economy.

Table 3: PID controller comparison

| Controller         | Advantages                               | Disadvantages                           |
|--------------------|------------------------------------------|-----------------------------------------|
| Before-stack PID   | Less fluctuation under dynamic operation | Low average temperature during low-load periods |
| After-stack PID    | High efficiency                          | More fluctuation under dynamic operation |

7. Effect of the time delays on the thermal dynamic performance

The impact of the time delays $\tau_1$ and $\tau_2$ on the thermal dynamic performance is analysed in this section to optimize the performance in the system design process.

The stability regions with different time delays for the after-stack PID temperature controller are shown in Fig. 9. When the time delay $\tau_1$ or $\tau_2$ increases, the stability region decreases monotonically. This indicates that for the after-stack PID temperature controller with large time delays, the allowed PID parameter domain is extremely narrow, which causes PID tuning to be difficult.

For the before-stack PID temperature controller, the influence of the time delay of the stack $\tau_1$ on the stability region is different from that of the after-stack PID controller, as shown in Fig. 10(a). When the derivative term $k_d = 0$, the stability region increases slightly and then remains almost the
same with the increasing time delay of the stack $\tau_1$. This is attributed to the position of $\tau_1$, as shown in the structure block Fig. 3. The time delay of the stack $\tau_1$ is in the positive feedback loop 1, which can be beneficial to the system stability for some PID parameter settings. For example, when the before-stack temperature $T_{sep}$ increases due to disturbances, $\tau_1$ delays the further increase of $T_{sep}$ through loop 1. On the other hand, the time delay of the cooling process $\tau_2$ is inside the control loop 2, which is a negative feedback loop and therefore worsens the stability, as shown in Fig. 10(b).

The relationships between the time delays and the thermal dynamic performance of the system are analysed using performance indicators, that is, the temperature overshoot $\gamma$ and the settling time $t_s$, shown as Fig. 11. The blue dots show the performances of the optimal PID controllers at the different time delays $\tau_1$ and $\tau_2$. A surface as (18) is used to show the changing trend, in which $a_1$-$a_4$ are the fitting parameters.

$$\tau/t_s = a_1 + a_2 \tau_1 + a_3 \tau_2 + a_4 \tau_1 \tau_2$$  \hspace{1cm} (18)

From Fig. 11 it is clear that smaller time delays $\tau_1 \tau_2$ lead to faster response $t_s$ and reduced overshoot $\gamma$, which is beneficial to effective temperature control. Compared with the no-delay circumstance, $\tau_1 = \tau_2 = 12$ min will increase the setting time $t_s$ from 0.17 hr to 3.69 hr and the overshoot $\gamma$ from 0% to 25.94% for the after-stack PID controller. A similar phenomenon is also observed for the before-stack PID controller: $\tau_1 = \tau_2 = 12$ min increases
the setting time $t_s$ from 0.197 hr to 0.96 hr, while the overshoot $\gamma$ remains 2% below. Furthermore, from the slope of the surface, it can be seen that the before-stack PID temperature controller is less sensitive to the time delay variation and can tolerate large time delays. For the before-stack PID temperature controller, $\tau_2$ has a greater impact on the performance compared to $\tau_1$, which is consistent with the results obtained from the stability analysis in Fig. 10.

Time delays should be reduced during the system design to avoid slow temperature regulations and large overshoots. The time delay of the stack $\tau_1$ is caused by the electrolyte convection in the stack and can be reduced by increasing the electrolyte flow rate or using shorter channels. The time delay of the cooling process $\tau_2$ represents the time from the change in the valve opening command $y_{\text{valve}}$ to the change in the outlet temperature of the cooling coil $T_c$, which can be reduced by adopting a larger cooling water flow rate $v_c$ or optimizing the structure of the cooler (shorter cooling pipelines). In addition, moving the cooler closer to the stack, rather than putting the cooling coil in the gas-liquid separator as Fig. 11, is also beneficial to improve the thermal performance because the cooling effect can be applied on the stack as soon as possible.

In recent years, large-scale alkaline electrolysis systems have become a development trend, and the long pipelines between modules make the time-delays obvious. In such scenarios, evaluating and eliminating the influence of
time delays become significant to improve the dynamic performance of the system.
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Fig. 11. Setting time $t_s$ and overshoot $\gamma$ at different time-delays. (a)(b) After-stack PID temperature controller. (c)(d) Before-stack PID temperature controller.

8. Conclusion

This study shows how to design a PID temperature controller in an alkaline electrolysis system with time delays. A frequency-domain model that can be directly used for PID tuning is derived. In addition, an optimization-based PID tuning method is proposed to minimize both the temperature setting time $t_s$ and overshoot $\gamma$.

The effectiveness of the proposed PID tuning method is verified through experiments. Furthermore, a detailed comparison between the after-stack...
and the before-stack PID temperature controllers is carried out through simulation. The results show that the before-stack PID temperature controller has better thermal dynamic performance than the after-stack PID temperature controller, although the system efficiency is sacrificed at low-loading periods. It is suggested to use the before-stack temperature $T_{sep}$ as the feedback variable for small lab-scale systems to suppress the stack temperature fluctuation and use the after-stack temperature $T_{stack}$ for larger systems to improve the economy.

The influence of time delays on the thermal dynamic performance is also discussed. Larger time delays result in a longer setting time $t_s$ and larger overshoot $\gamma$. Optimization methods should be considered in the design process, including increasing the electrolyte and cooling water flow rate, optimizing the structure of the cooler, and moving the cooler closer to the stack.

This study is helpful for the temperature controller design of electrolysis systems. Although the alkaline electrolysis system is the focus in this study, the method given is suitable for both alkaline and proton exchange membrane (PEM) electrolysis systems and for different system structures.

**Appendix A. Algebraic equations in the thermal dynamic model**

The heat produced $Q_{ele,t}$ is proportional to the electrolysis current $I_{cell}$ as

$$Q_{ele} = (U_{cell} - U_{th})I_{cell}N_{cell} \quad (A.1)$$

and an empirical relationship is used for calculating the cell voltage $U_{cell}$:

$$U_{cell,t} = U_{rev} + (r_1 + r_2 T_t)i_t + s \log \left( \left( t_1 + t_2/T_t + t_3/T_t^2 \right) i_t + 1 \right) \quad (A.2)$$

$$\bar{T}_t = (T_{stack,t} + T_{sep,t})/2. \quad (A.3)$$

The heat loss to the ambient $Q_{dis,stack}$ is composed of the thermal convection term $Q_{conv}$ and the radiation term $Q_{rad}$:

$$Q_{dis,stack} = Q_{conv} + Q_{rad} = hA_{stack}(T_{stack} - T_{amb}) + \sigma A_{stack} \varepsilon_{stack} \left( T_{stack}^4 - T_{amb}^4 \right) \quad (A.4)$$

$$h = 2.51 \times 0.52 \left( \frac{T_{stack} - T_{amb}}{\bar{T}_{stack}} \right)^{0.25}. \quad (A.5)$$

The time-delay term $\tau_1$ in (1a) represents the delay from the change in the before-stack temperature $T_{sep}$ to the change in the after-stack temperature $T_{stack}$. 
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(1b) and (1c) illustrate the heat exchange process from the electrolyte in the separator to the cooling water. $T_{sep}$ is the outlet temperature of the separator, which is also the before-stack temperature, as shown in Fig. 1, and $T_c$ is the outlet temperature of the cooling coil. The mean logarithmic temperature difference $\Delta T_t$ and the heat dissipation to the ambient $Q_{\text{dis,sep}}$ are:

$$
\Delta T_t = \frac{(T_{\text{stack},t} - T_{c,t}) - (T_{\text{sep},t} - T_{c,\text{in},t})}{\ln \left( \frac{(T_{\text{stack},t} - T_{c,t})}{(T_{\text{sep},t} - T_{c,\text{in},t})} \right)} \quad (A.6)
$$

$$
Q_{\text{dis,sep}} = \frac{T - T_{\text{amb}}}{R_{\text{sep}}} \quad (A.7)
$$

The cooling water flow rate $v_{c,t}$ in (1c) is proportional to the valve opening $y_{\text{valve},t}$ as (A.8), and a time-delay term $\tau_2$ is introduced to show the delay from the change of cooling water flow rate $v_c$ to the cooling coil’s temperature $T_c$.

$$
v_{c,t} = k_{\text{valve}} y_{\text{valve},t} \quad (A.8)
$$

**Appendix B. Methods for model linearization and transformation to frequency domain**

Discretizing the nonlinear model (4) at an equilibrium point $(x^*, y^*, u^*)$:

$$
\begin{align*}
\Delta \dot{x} &= \tilde{A} \Delta x + \tilde{B} \Delta y + \sum_{i=1}^{2} \left( \tilde{A}_i \Delta x_{\tau_i} + \tilde{B}_i \Delta y_{\tau_i} \right) \\
0 &= \tilde{C}_i \Delta x_{\tau_i} + \tilde{D}_i \Delta y_{\tau_i} + \tilde{E}_i \Delta u_{\tau_i}, \quad i = 1, 2
\end{align*}
$$

(B.1)

where $\Delta x = x - x^*$ and $\Delta y = y - y^*$, and the Jacobian matrices are as follows:

$$
\begin{align*}
\tilde{A} &= J(f, x) & \tilde{B} &= J(f, y) & \tilde{C} &= J(g, x) & \tilde{D} &= J(g, y) & \tilde{E} &= J(g, u) \\
\tilde{A}_i &= J(f, x_{\tau_i}) & \tilde{B}_i &= J(f, y_{\tau_i}) & \tilde{C}_i &= J(g, x_{\tau_i}) & \tilde{D}_i &= J(g, y_{\tau_i}) & \tilde{E}_i &= J(g, u_{\tau_i})
\end{align*}
$$

(B.2)

$$
J(f, x) = \begin{bmatrix}
\frac{\partial f_1}{\partial x_1} & \cdots & \frac{\partial f_1}{\partial x_n} \\
\vdots & \ddots & \vdots \\
\frac{\partial f_n}{\partial f_1} & \cdots & \frac{\partial f_n}{\partial x_n}
\end{bmatrix}_{x=x^*}
$$

(B.3)

(B.4)
Then, \( \Delta y \) and \( \Delta y_i \) are eliminated from (B.1) to obtain a simplified form:

\[
\Delta \dot{x} = \tilde{A} \Delta x - \tilde{B} \tilde{D}^{-1}(\tilde{C} \Delta x + \tilde{E} \Delta u) + \sum_{i=1}^{2} \left( \tilde{A}_i \Delta x_{\tau_i} - \tilde{B}_i \tilde{D}_i^{-1}(\tilde{C}_i \Delta x_{\tau_i} + \tilde{E}_i \Delta u_{\tau_i}) \right)
\]

\[
= A \Delta x + \sum_{i=1}^{2} A_i \Delta x_{\tau_i} + E \Delta u + \sum_{i=1}^{2} E_i \Delta u_{\tau_i}
\]

(B.5)

where \( A, E \) are the reduced-order Jacobian matrices and \( A_i, E_i \) are the reduced-order Jacobian matrices with delay:

\[
A = \tilde{A} - \tilde{B} \tilde{D}^{-1}\tilde{C}
\]

(B.6)

\[
A_i = \tilde{A}_i - \tilde{B}_i \tilde{D}_i^{-1}\tilde{C}_i
\]

(B.7)

\[
E = -\tilde{B} \tilde{D}^{-1}E
\]

(B.8)

\[
E_i = -\tilde{B}_i \tilde{D}_i^{-1}E_i
\]

(B.9)

The linear model (B.5) is transferred into the frequency domain by Laplace transform to get (6).

### Appendix C. Parameters for the thermal dynamic model

Thermally related parameters for the 5 m\(^3\)/hr alkaline electrolysis systems are shown in Table C.4, and the parameters for the cell’s U-I curve (A.2) are shown in Table C.5.
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