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Abstract—It is well known that independent (separate) encoding of $K$ correlated sources may incur some rate loss compared to joint encoding, even if the decoding is done jointly. This loss is particularly evident in the multiple descriptions problem, where it is the same source that is encoded in each description. We observe that under mild conditions about the source and distortion measure, the sum-rate of $K$ separately encoded individually good descriptions tends to the rate-distortion function of the joint decoder in the limit of vanishing small coding rates of the descriptions. Moreover, we then propose to successively encode the source into $K$ independent descriptions in each round in order to achieve a final distortion $D$ after $M$ rounds. We provide two examples – a Gaussian source with mean-squared error and an exponential source with one-sided error – for which the excess rate vanishes in the limit as the number of rounds $M$ goes to infinity, for any fixed $D$ and $K$. This result has an interesting interpretation for a multi-round variant of the multiple descriptions problem, where after each round the encoder gets a (block) feedback regarding which of the descriptions arrived: In the limit as the number of rounds $M$ goes to infinity (i.e., many incremental rounds), the total rate of received descriptions approaches the rate-distortion function. We provide theoretical and experimental evidence showing that this phenomenon is in fact more general than in the two examples above.

Index Terms—Multiple description (MD) coding, successive refinement, joint source-channel coding, source coding with feedback.

I. INTRODUCTION

The problem of lossy communication of a source over a packet network has received considerable attention over the years, from various different angles. If the packet network is totally predictable in terms of throughput and reliable that packets are never dropped, the problem reduces to the standard rate distortion tradeoff. When the packet network does not satisfy the assumptions above, different formulations may be considered, depending on the constraints that are most important.

Perhaps the simplest scenario is when there is no constraint on latency (and sparse utilization of the network is not of concern) and further there is a (perfect) feedback mechanism informing the sender whether a packet has been successfully received (ACK/NACK mechanism). In such a case, if the source is to be reconstructed at a given fidelity, one can simply divide the compressed source into many packets, sending each only after the previous packet has been successfully received (with enough re-transmissions). Note that the erasure pattern (packet drops), whether it is modeled statistically or not, has no bearing on such a transmission scheme, and simply translates to the total transmission time required (latency). We further note that one can avoid the need for supporting an ACK mechanism per packet by using a rateless code, in which case the only feedback needed is a termination flag to be fed back when sufficiently many packets have arrived for decoding (of the channel code) to be possible.

Quite a different scenario arises when latency constraints are imposed. While in the case of an ergodic (e.g., i.i.d.) erasure process, one can still use a separation approach to compress the source to a fixed distortion and employ a fixed-rate code for the erasure channel (provided the latency constraint is not too strict), when ergodicity cannot be assumed, one cannot guarantee any pre-determined distortion level.

The latter scenario therefore falls within the framework of joint source channel coding and more specifically, for the considered case of an erasure channel, the scenario is the well known multiple description (MD) problem. In contrast to the ergodic scenario, in the multiple description problem, the distortion level achieved is variable, depending on the erasure pattern experienced. In other words, in this scenario, the user experiences graceful degradation in accordance with the channel quality.

Ideally, one would wish to achieve in the multiple description scenario the same level of distortion as dictated solely by the source’s rate distortion function (RDF), i.e., the same distortion one could achieve had the erasure pattern been known to the sender a priori. Unfortunately, this is known not to be possible except for under very special conditions, most notably, the case of successive refinement [4]. While all sources are at least almost successively refinable at high resolution [5] (and the important case of a Gaussian source is strictly successively refinable), in order to employ successive refinement one must use the stop and wait (for ACK) approach discussed above, or prioritize the most important packet, which may limit its applicability. In general, and in particular in...
that repetition coding is an effective means to achieve rateless coding over general DMCs in the regime where the (maximal) rate of transmission is low. In [10], it was demonstrated that for the case of Gaussian channels, this intuition can be leveraged to construct rateless codes that are not limited to the low-rate regime, by incorporating layered encoding and successive decoding.

In the present work, we explore how this behavior of mutual information can be leveraged in the realm of lossy source coding. Let $X$ be the source and $Y$ the output of the source coder, and assume that we are using the source coder twice on the “same” (see discussion below) source to obtain the outputs $Y_1$ and $Y_2$, where $Y_1 - X - Y_2$ satisfy a Markov chain. If the source coder is unconditionally incrementally refinable, it means that $I(X; Y_1, Y_2) \approx I(X; Y_1) + I(X; Y_2)$ at low rates. Furthermore, the quality of the reconstruction $\hat{X}(Y_1, Y_2)$ should be roughly equal to the case where $(X, Y_1, Y_2)$ do not have to satisfy a Markov chain constraint.

From a channel coding perspective we know that if $Y_1$ and $Y_2$ are “repetitions” of the source $X$ observed over parallel channels, then $Y_1 - X - Y_2$ satisfy a Markov chain. An important difference between the source coding and channel coding scenarios arises when it comes to the operational significance of the mutual information relations. In channel coding, one can literally use repetition coding since the channel noise is independent in the repetition branches. In contrast, in lossy source coding, the noise, i.e., the distortion, is artificial and thus applying the same quantization operation multiple times is of no use. A means to circumvent this problem and still use the “same code” is to employ some form of dithered (randomized) codebook. Indeed, dithered quantization has been widely employed in the MD problem [11]–[13].

Another difference, which again stems from the fact that we are the ones creating the “noise”, is that there may be many possible test channels that one can use, which satisfy asymptotic optimality (in the limit of low rate). As we will observe, different test channels correspond to drastically different compression schemes.

### A. Incremental Information in Channels and Sources

To obtain some intuition for this low-rate optimality, let us look on a dual phenomenon in channel coding. In the realm of channel coding, it is well known that for Gaussian channels, repetition loses very little in terms of mutual information, when operating at a very low signal-to-noise ratio (SNR) (the wideband regime) [8]. Namely:

$$\frac{1}{2} \log(1 + K \cdot \text{SNR}) \approx K \cdot \frac{1}{2} \log(1 + \text{SNR}),$$

as long as $K \cdot \text{SNR} \ll 1$. This linear behavior is in fact much more general as observed by Shulman [9] where the behavior of $K$-repetition codes used over discrete memoryless channels was studied. Shulman considered the very noisy regime where $Y_i$ was the output of the $i$th “parallel channel” when applying a repetition code. He showed that assuming that $Y_1, \ldots, Y_K$ are independent outcomes of the channel, then $I(X; Y_1, \ldots, Y_K) \approx \sum_i I(X; Y_i)$, see [9, Chapter 6] for details.

As a consequence of this behavior, it was concluded in [9] that repetition coding is an effective means to achieve rateless coding.

### B. Notation and Definitions

Throughout the paper, we use capital letters such as $X$ and $Y$ for random variables and small letters for their realizations, e.g., $x$ and $y$. Markov chains are denoted by $X - Y - Z$, and $X \perp Z$ means that $X$ and $Z$ are statistically independent. $\mathbb{E}_Z$ denotes statistical expectation with respect to the random variable $Z$. The sequence $X_1, \ldots, X_i$ will frequently be denoted $X[i]$. The conditional variance of $X$ given $Y$ is written as:

$$\text{var}(X|Y) \triangleq \mathbb{E}_X[(X - \mathbb{E}_X[X|Y])^2|Y], \quad (1)$$

and $\mathbb{E}_Y[\text{var}(X|Y)]$ is then the minimum MSE (MMSE) due to estimating $X$ using $Y$.

The distortion-rate function (DRF) is denoted $D_X(R)$, and the rate-distortion function (RDF) is denoted $R_X(D)$.

### C. Encoding and Decoding Policies

We consider a random vector $X \in \mathbb{R}^n$ with $n$ i.i.d. elements. The marginal distribution of $X$ is allowed to be arbitrary.
The vector $X$ is encoded in $M$ rounds into $K$ descriptions in each round. The encoder in round $i = 1, \ldots, M$, is defined as:

$$\mathcal{F}_i : \mathcal{X}^i \times \mathcal{S}^i \rightarrow \mathcal{B}_i^K,$$

where $\mathcal{X}, \mathcal{S}$, and $\mathcal{B}$ denote the alphabets of the source, side information, and codewords, respectively. The side information, known at both transmission ends, will in our work mainly denote an external random signal such as a \textit{dither} signal, so that the encoder and decoder are allowed to be stochastic.

Let $B^{(j)}(i)$ be the $j$th output of the encoder in the $i$th round. The coding rate $R^{(j)}(i) = \frac{1}{n} \mathbb{E}[|B^{(j)}(i)|]$ is defined as the expected length (in bits per sample) of $B^{(j)}(i)$. The sum-rate over the $K$ descriptions in round $i$ is $\sum_{j=1}^K R^{(j)}(i)$, and the total accumulated sum-rate over all $M$ rounds is:

$$\bar{R}_M = \sum_{i=1}^M \sum_{j=1}^K R^{(j)}(i).$$

We will often assume that $R^{(j)}(i) = R$, i.e., the coding rate is the same for all descriptions over all rounds. In this case, the total accumulated sum-rate is simply given by $\bar{R}_M = MKR$.

Let $\mathcal{I}(i) \subseteq \{1, \ldots, K\}$ denote the set of indices of the received descriptions in round $i$. For example, if $K = 4$ and only $B^{(2)}(i)$ and $B^{(3)}(i)$ are received, then $\mathcal{I}(i) = \{2, 3\}$. Let $\mathcal{T}^i = (\mathcal{I}(1), \ldots, \mathcal{I}(i))$. The decoder to be used in round $i$ depends upon the sequence of received description, that is:

$$\mathcal{G}_i^T : \mathcal{B}^T \times \mathcal{S}^T \rightarrow \hat{\mathcal{X}}, \quad \forall \mathcal{T}^i,$$

where $\hat{\mathcal{X}}$ is the reproduction alphabet, which could be equal to the source alphabet.

The expected distortion $\bar{D}_i$ after round $i$ is:

$$\bar{D}_i = \mathbb{E}[d(X, \mathcal{G}_i^T(B^T, S^T))],$$

where $d(\cdot, \cdot)$ denotes a single-letter distortion measure, and where the expectation is with respect to $\mathcal{X}$ and $\mathcal{T}^i$.

The following new joint source-channel coding problem with block acknowledgement is defined in this paper. Let $R_X(\cdot)$ be the RDF of the source $X$ under some single-letter distortion measure $d(\cdot, \cdot)$. Assume that the source is successively encoded over $M$ rounds and with $K$ descriptions in each round. Assume that the encoder is informed about which of the $K$ descriptions that are received by the decoder in each round. Then, the problem is to establish the existence of a family of encoders and decoders, where for a given source and distortion measure, and asymptotically in the number of rounds, the intermediate achievable sum-rate $\bar{R}_i$ and distortion $\bar{D}_i$ satisfy:

$$\lim_{M \to \infty} \left[ \bar{R}_i - R_X(\bar{D}_i) \right] = 0, \forall i.$$

We will mainly base our analysis on mutual information measures and we will refer to the general test channels shown in Fig. 2 rather than the explicit coding policies defined above. In our analysis, we will assume the existence of stochastic encoding and decoding policies that can produce random signals with certain desired distributions. Towards that end, it is common in the information theoretic literature to simply define $X$ to be a vector of i.i.d. variables, which are to be jointly encoded but where one is only interested in the marginal distributions. In the present work, we will follow this common strategy and simply assume that one would employ high-dimensional vector quantizers on a long sequence of i.i.d. samples.

### D. Paper Organization

The paper is organized as follows: Section II focuses on the case of a single round with $K$ independent encodings. Here we prove asymptotic optimality of the rate ratio, a quantity we shall refer to as \textit{efficiency} in the sequel, in the limit of vanishing sum-rates for the quadratic Gaussian case, the one-sided exponential source under a one-sided error distortion, generalized Gaussian sources under $p$-th power distortions, general sources and Gaussian coding noise, and general sources in the regime of very noisy test channels.

Section III focuses on the case of multiple rounds, see Fig. 2. Here, we confine our treatment to the two special cases mentioned above, the quadratic-Gaussian scenario or that of an exponential with a one-sided distortion measure (defined in detail below). The reason for this narrowing of scope is that for these two special cases, we have the beneficial property that the estimation error has precisely the same distribution (up to scaling) as the source itself, yielding in turn the same efficiency to hold for all rounds. This property is key in allowing one to derive performance guarantees that hold for a finite, non-vanishing, total rate. In particular, it allows us to show that for these two sources (with the associated distortion measures), for a fixed total rate $MKR$, the efficiency approaches one as $R \to 0$ (and accordingly $M \to \infty$).

For these two sources, we also provide a non-asymptotic analysis as a function of $R, K$ and $M$. In all these analyses, we implicitly assume infinite block lengths. We furthermore analyze general sources with Gaussian coding noise (i.e., Gaussian test channels) and under MSE distortion.
In particular, we show that for general (“smooth”) sources under MSE distortion, the efficiency of the multi-round incremental-refinement scheme approaches one in the high resolution limit where \( R \to 0 \); specifically, \( R \to 0 \) and \( Mr \to \infty \).

Section IV builds on the results of Section III, describing the implication (and application) of the latter to the problem motivating this work, namely to a scenario of incremental multiple descriptions with feedback as illustrated in Fig. 1. The feedback indicates which \( k \) out of \( K \) descriptions were received. As the erasure pattern can be arbitrary and thus the total “received rate” can vary anywhere between 0 and \( MKR \) (invalidating high resolution assumptions), in this section we confine attention solely to the two special cases mentioned above. In round \( i \), the error signal due to estimating the source using the \( k_i \) received descriptions, forms the new source. The new source in each round is again encoded into \( K \) independent encodings (multiple descriptions). We compare the performance to the RDF. We end this section by proposing a simple and practical threshold vector quantizer, which produces \( K \) encodings (multiple descriptions). We compare the performance to the RDF. We end this section by proposing a simple and practical threshold vector quantizer, which produces \( K \) encodings. We prove asymptotic optimality for the case of a Gaussian source and MSE distortion in the limit of low rate quantization per round.

The conclusions are given in Section V, and longer proofs are in the appendix.

II. SINGLE ROUND OF INCREMENTAL REFINEMENTS

In this section, we will consider a source which is separately encoded into \( K \) independent encodings and jointly decoded. This situation can be modelled as a source \( X \) which is transmitted over set of \( K \) parallel test channels and then jointly estimated as \( \hat{X}_1 \) using all the channel outputs, see the top part of Fig. 2. The figure also illustrates the case of multiple rounds of \( K \) parallel test-channels, where the source is jointly estimated as \( \hat{X}_M \) after \( M \) rounds. The situation with multiple rounds is considered in the next section.

Definition 1: We define \( Y_1, \ldots, Y_K \), to be independent encodings of the common source \( X \) and with respect to some distortion measure \( d(\cdot, \cdot) \) used at the decoder, if and only if:

1. \( Y_1^{\mathcal{J}} \) are jointly conditionally mutually independent given \( X \). Form all the pairs of complementary sets \( \mathcal{J} = \{(J, J^c)\} \), where \( J \subseteq \{1, \ldots, K\} \) and \( J^c = \{1, \ldots, K\} \setminus J \), and let \( Y_J \) and \( Y_{J^c} \) be the sets of \( Y_i \)'s that are indexed by \( J \) and \( J^c \), respectively. Then the following Markov chain applies: \( Y_J - X - Y_{J^c} \), for all pairs \( (J, J^c) \in \mathcal{J} \).

2. Let \( X \to Y \) denote the optimum test-channel for the given source under the distortion measure \( d(\cdot, \cdot) \). Then, for \( i = 1, \ldots, K \), \( Y_i \) has the same distribution as \( Y \).

There are several ways to show that the coding schemes are asymptotically rate-distortion optimal. For example, if the slope of the operational RDF due to using \( K \) descriptions, coincides with the slope of the true RDF in the limit of low rate, then the scheme is asymptotically optimal as the coding rate vanishes. For non-zero coding rates, this means that the true RDF and the operational RDF are equivalent up till a first-order approximation.

One can also, for example, form a so-called worst case efficiency, where the operational sum-rate is divided by the true RDF. If this ratio tends to 1, then the scheme is asymptotically optimal. Finally, we will also model coding schemes via so-called test channels, and in this case we assess optimality via the rate-loss in terms of excess mutual information across the test-channels but without addressing the distortion. We will make use of these approaches to assess asymptotic optimality of the different test channels and sources under different distortion measures in the sequel.

A. Gaussian Source and MSE

The RDF of an i.i.d. Gaussian source \( X \sim \mathcal{N}(0, \sigma_X^2) \) under a quadratic distortion measure is given by

\[
R_X(D) = \frac{1}{2} \log(\sigma_X^2 / D). \tag{7}
\]

To draw the analogy to the channel coding problem counterpart, it is convenient to define the “unbiased” signal-to-distortion ratio (uSDR) as

\[
uSDR = \frac{\sigma^2}{D} - 1.
\]

This amounts to the equivalent SNR in a test channel followed by Wiener estimation.

With this notation, (7) becomes

\[
R_X(uSDR_{\text{opt}}) = \frac{1}{2} \log(1 + uSDR_{\text{opt}}). \tag{8}
\]

Suppose now that we pass the source through parallel (optimal) dithered quantizers to obtain reproductions \( Y_i \), where the differences \( X - Y_i \) will all be of distortion \( D \) and further will be mutually independent. Denoting now the unbiased SDR attained by averaging the individual reconstructions by uSDR, we will obtain a combined (central) reconstruction with an unbiased SDR of \( K \cdot uSDR \). Consequently, just as in the case of channel coding, as long as \( K \cdot uSDR \ll 1 \), reconstruction based on any subset of outputs of a set of dithered quantizers is close to individual RDF optimality, where the maximal loss in terms of bit rate can be captured by defining the worst-case efficiency:

\[
\eta_{K}(R) \triangleq \frac{\log(1 + K \cdot uSDR_{\text{opt}})}{K \log(1 + uSDR_{\text{opt}})} = \frac{\log \left( 1 + \frac{K(2^2R - 1)}{2KR} \right)}{2KR}.
\]

It can be noticed that \( \eta_{K}(R) \in [0, 1] \), and \( 1 / \eta_{K}(R) \) is the excess rate (as a fraction of the optimal rate) beyond the minimal rate required to attain the combined distortion using conditional source coding strategies such as successive refinement or MD coding. If \( \eta_{K}(R) \approx 1 \) then it is nearly rate-distortion optimal to separately encode the source into \( K \) descriptions. On the other hand, if \( \eta_{K}(R) \ll 1 \) then the resulting sum-rate of the \( K \) descriptions is significantly greater than the rate-distortion function.

Let us assume the availability of a source coding scheme that produces Gaussian quantization noise \( N \), which is independent of the source \( X \). For example, this is asymptotically the case for good subtractively dithered lattice vector quantizers in the limit where the dimension tends to infinity [14].
Thus, we assume that we can model the output of the source coder by $Y = X + N$, where both $X$ and $N$ are Gaussian distributed. We refer to such a source encoder as a Gaussian source coder.

The following theorem shows that near zero rate, the mutual information over the additive white Gaussian test channel is linear in the number of descriptions.

**Theorem 1:** Let the source $X$ be Gaussian distributed with variance $\sigma_X^2$, and let us use a Gaussian source coder $K$ times on $X$ to obtain $Y_i = X + N_i, i = 1, \ldots, K$, where $N_i \perp X, i = 1, \ldots, K$, are zero-mean and mutually independent Gaussian each with variance $\sigma_N^2$. Then, for any finite $\sigma_X^2 > 0$:

$$\lim_{\sigma_N^2 \to \infty} \frac{I(X; X + N_1, \ldots, X + N_K)}{\sum_{j=1}^{K} I(X; X + N_j)} = 1.$$  

**Proof:** It is easy to show that

$$I(X; X + N_1, \ldots, X + N_K) = I(X; X + \frac{1}{\sqrt{K}} N_1). \quad (10)$$

To prove the theorem, we observe that:

$$\lim_{\sigma_N^2 \to \infty} \frac{1}{K} I(X; X + N_1) = \frac{1}{2} \log_2(K \sigma_X^2 / \sigma_N^2 + 1) = 1,$$  

where the left-hand-side is identical to $\lim_{R \to 0} \eta_K(R)$, and where the last equality follows since $\lim_{e \to 0} e^{-1} \log_2 (1 + c) = 1$.

In terms of the worst-case efficiency in (9), then Theorem 1 shows that it asymptotically tends to one as the sum-rate tends to zero, i.e., $1/\eta_K(R) \to 1$ as $R \to 0$, where $R = I(X; X + N_1)$.

**B. One Sided Exponential Source Under One-Sided Error Criterion**

The one-sided exponential source is defined as [16]:

$$f_X(x) = \lambda e^{-\lambda x}, \quad x \geq 0,$$  

where $E[X] = 1/\lambda$, and $\lambda > 0$.

Let $y$ denote the reproduction of the coder, and let the one-sided error criterion be given by:

$$d(x, y) = \begin{cases} x - y, & \text{if } x \geq y, \\ \infty, & \text{if } x < y. \end{cases} \quad (13)$$

The rate-distortion function for the exponential source with one-sided error criterion is given by [16]:

$$R_X(D) = \begin{cases} -\log(\lambda D), & 0 \leq D \leq \frac{1}{\lambda}, \\ 0, & D > \frac{1}{\lambda}. \end{cases} \quad (11)$$

Let $X = Z + Y$ denote the backward test channel whose optimal conditional output distribution is given by [16], [17]:

$$f_{X|Y}(x|y) = \frac{1}{D} e^{-(x - y)/\lambda}, \quad x \geq y \geq 0.$$  

Given $K$ independent encodings, $Y_i^K$. The estimator that selects the maximum $\hat{Y} = \max\{Y_1, \ldots, Y_K\}$ will be denoted the select-max estimator of $X$.

**Lemma 1 (Optimality of the Select-Max Estimator: Lemma 2 in [2]):** Let $Y_1, \ldots, Y_K$, be $K > 0$ independent encodings of the one-sided exponential source $X$. The select-max estimator $\hat{Y} = \max\{Y_1, \ldots, Y_K\}$ is an optimal estimator under the one-sided distortion measure.

**Lemma 2 (Distortion of the Select-Max Estimator: Lemma 3 in [2]):** Let $Y_1, \ldots, Y_K$, be $K > 0$ independent encodings of the one-sided exponential source $X$ with parameter $\lambda > 0$. The total expected distortion $D$ due to using the select-max estimator on the outputs $Y_1, \ldots, Y_K$ is given by:

$$D = \frac{D}{K - (K - 1)\lambda D}.$$  

The following three lemmas show that the estimation error $\tilde{Z} = X - \hat{Y}$ has the same statistical properties as the optimum noise in the backward test channel, i.e., $\tilde{Z}$ is exponentially distributed and independent of $\hat{Y}$. Moreover, $\hat{Y}$ is a sufficient statistic for $X$ from $(Y_1, \ldots, Y_K)$.

**Lemma 3 (Distribution of Estimation Error: Lemma 1 in [3]):** Let $Y_1, \ldots, Y_K$, be $K > 0$ independent encodings of the one-sided exponential source $X$ with parameter $\lambda > 0$. Moreover, let $\delta = \frac{1}{\lambda} - \lambda, 0 \leq \delta \leq 1/\lambda$. Then, the estimation error $\tilde{Z} = X - Y$, due to estimating the source $X$ by the select-max estimator $\hat{Y}$, is one-sided exponentially distributed with parameter $\lambda = \lambda + K\delta$, i.e.:

$$f(\tilde{Z}) = (\lambda + K\delta)e^{-(\lambda + K\delta)\tilde{Z}}, \quad \tilde{Z} \geq 0.$$  

**Lemma 4 (Sufficient Statistic: Lemma 2 in [3]):** Let $X$ be a one-sided exponential source, and let $X \rightarrow Y_1, \ldots, X \rightarrow Y_K$ be $K$ parallel (RDF achieving) test channels. Moreover, let $\hat{Y} = \max\{Y_1, \ldots, Y_K\}$. Then,

$$X - \hat{Y} \sim Y_i^K.$$  

form a Markov chain, i.e., $\hat{Y}$ is a sufficient statistic for $X$ from $Y_i^K$.

**Lemma 5 (Orthogonality Principle: Lemma 3 in [3]):** Let $X$ be a one-sided exponential source, and let $X \rightarrow Y_1, \ldots, X \rightarrow Y_K$ be $K$ parallel (RDF achieving) test channels. Finally, let $\hat{Y} = \max\{Y_1, \ldots, Y_K\}$. Then, the backward channel $X = \hat{Y} + \tilde{Z}$ is additive, i.e., the estimation error $\tilde{Z}$ is independent of the estimator $\hat{Y}$. Moreover, $\tilde{Z}$ is independent of the joint output vector $(Y_1, \ldots, Y_K)$.

The following theorem assesses the asymptotic distortion-rate performance due to using $K$ independent encodings as the sum-rate tends to zero.

**Theorem 2:** Let the source be one-sided exponential with parameter $\lambda > 0$, and let $D$ in (15) be the distortion due to using the select-max estimator on $K$ independent encodings each of rate $R$. Moreover, let $D_X(R)$ denote the RDF of the source under the one-side error distortion. Then,

$$\lim_{R \to 0} \frac{\partial}{\partial R} D_X(KR) = 1.$$  

**Proof:** Let the distortion be given by $D = \frac{1}{\lambda} + \varepsilon$, for any $1 > \varepsilon > 0$. Then the rate for a single description is given by the RDF:

$$R_X(D) = -\log_2(D\lambda) = -\log_2(1 - \varepsilon).$$  

\[\]
The DRF is given by:
\[ D_X(R) = \frac{1}{\lambda} 2^{-R}. \]
Inserting the rate of \( K \) times the single-description rate into the DRF leads to a distortion of:
\[ D_X(KR) = \frac{1}{\lambda} 2^{K \log_2(1 - \epsilon)} = \frac{1}{\lambda} (1 - \epsilon)^K. \] (18)
On the other hand, the operational DRF (15) using \( K \) independent encodings and the select-max estimator yields:
\[ \hat{D} = \frac{1 - \epsilon}{\lambda(1 + \epsilon(K - 1))}. \] (19)
The ratio of the derivatives of (18) and (19) wrt. \( \epsilon \) tends to 1 as \( \epsilon \to 0 \):
\[ \lim_{\epsilon \to 0} \frac{\frac{1}{\lambda} (1 - \epsilon)^K}{\frac{1}{\lambda} (1 + \epsilon(K - 1))} = 1, \]
which proves the theorem.

Theorem 2 shows that in the limit of vanishing rates (large distortions), the slope of the operational DRF using \( K \) independent encodings each of rate \( R \), coincides with the slope of the true DRF using a single channel at rate \( K R \). Thus, at small rates and under the one-sided error criterion, it is nearly rate-distortion optimal, to encode the one-sided exponential source into \( K \) independent encodings and then reconstruct using the simple select-max estimator.

To illustrate this behaviour near zero rate, we have shown the DRF (18) and the operational DRF (19) using \( K = 5 \) independent encodings in Fig. 3. In the figure, we have used a one-sided exponential source with parameter \( \lambda = 0.2 \). The rates are equal for the DRF and the operational DRF and are given by \(-K \log_2(1 - \epsilon)\). As \( \epsilon \to 0 \), the distortion tends to its maximum, i.e., \( \hat{D} \to E[X] = \lambda^{-1} = 5 \). From the figure, one may observe that the slope of the operational DRF approaches that of the DRF as \( \epsilon \) becomes small. This demonstrates that the DRF and the operational DRF are equivalent near \( R = 0 \) up till a first-order approximation.

C. Generalized Gaussian Source Under \( p \)-th Power Distortion Criterion

The distribution \( \mathcal{N}_q(0, \alpha^q) \) of a zero-mean generalized Gaussian random variable with parameters \( \alpha, q \) is given by [18]:
\[ p_X(x) = \frac{c_q}{\alpha} e^{-\frac{|x|^q}{\alpha^q}}, \] (20)
\[ c_q = \frac{q}{2^{\frac{q+1}{2}} \Gamma\left(\frac{1}{q}\right)}, \] (21)
for all \( x \in \mathbb{R} \).

We consider the \( p \)-th power distortion measure, i.e.:
\[ d(x, \hat{x}) = |x - \hat{x}|^p, \quad p \geq 1. \] (22)

The generalized Gaussian distribution maximizes the Shannon entropy and the Renyi entropy under a \( p \)-th absolute moment constraint [18]. Specifically, \( h(X) \leq \frac{1}{q} \log(\frac{\alpha^q}{c_q}) \) with equality if and only if \( X \sim \mathcal{N}_q(0, \alpha^q) \).

The Shannon lower bound for \( X \sim \mathcal{N}_q(0, \alpha^q) \) and \( (p, q) \in \mathbb{R}_+^2 \) under the \( p \)-th power distortion measure is given by [18]:
\[ R_{q,p}(\alpha, D) = \inf \ I(X; Y) \geq \left[ \frac{1}{\alpha^q} + \log\left(\frac{c_q}{\alpha^q} \frac{1}{\alpha^q}ight) \right]^+, \] (23)
where the infimum is over all conditional distributions \( p_{Y|X} \) satisfying the \( p \)-th power distortion constraint given by:
\[ E(|X - Y|^p) \leq \frac{2}{p} D^p. \] (25)

For any \( \alpha \geq 1, 1 \leq q \leq 2 \), and \( 1 \leq p < 2 \), Shannon’s lower bound is tight and equality is obtained in the backward test channel using \( Z \sim \mathcal{N}_p(0, D^p) \) independent of \( Y \), where \( Y \) has a mixture distribution given by [18]:
\[ p_Y(y) = \left( \frac{D}{\alpha} \right)^{p+1} \delta(y) + \left( 1 - \left( \frac{D}{\alpha} \right)^{p+1} \right) g(y), \] (26)
where \( \delta(y) \) is the Dirac delta function and \( g(y) \) is the pdf of a random variable with characteristic function:
\[ \phi(t) = \frac{\phi_{p}(\alpha t) - \left( \frac{D}{\alpha} \right)^{p+1} \phi_{p}(Dt)}{\left( 1 - \left( \frac{D}{\alpha} \right)^{p+1} \phi_{p}(Dt) \right)}, \] (27)
and where \( \phi_{p} \) is the characteristic function of a random variable with distribution \( \mathcal{N}_p(0, 1) \), which is given by:
\[ \phi_{p}(t) = 2 c_p \int_{0}^{\infty} \cos(tx) e^{-\frac{t^2}{2}} dx. \] (28)

In the following we assume that \( p = q > 0 \), and we will be interested in finding the forward test channels.

The conditional distribution \( p_{X|Y}(x|y) = p_Z(z) \) of the noise \( Z \) is given by:
\[ p_{X|Y}(x|y) = \frac{c_q}{\alpha} e^{-\frac{|x|^q}{\alpha^q}}, \] (29)
\[ = \frac{c_q}{D} e^{-\frac{|x|^p}{D^p}}. \] (30)

Lemma 6 (Conditional Distortion for a Generalized Gaussian Source): Let the noise \( Z \) in the backward test
channel $X = Z + Y$, be independent of $Y$ and distributed as $Z \sim N_p(0, D_p)$. Then, for any finite $p > 0$, the conditional distortion
\[ \int_R p_{X|Y}(x|y) |x-y|^p dx \] is independent of $y$ and given by:
\[ \int_R p_{X|Y}(x|y) |x-y|^p dx = \frac{2}{p} D_p. \quad (31) \]

**Proof:** From Proposition 2 in [18] it can be deduced that:
\[ \int_R e^{-|x-y|^p} |z|^p dz = \frac{2}{p^2} \frac{\Gamma \left( \frac{1}{p} \right)}{\Gamma \left( \frac{p+1}{p} \right)} e^{-\frac{1}{2p^2}}. \quad (32) \]
By a change of variables, $z = x - y$ in (31), where $dz = dx$, one can readily verify that (31) is obtained by inserting $c = \frac{1}{2p^2}$ into (32) and normalizing by $c_p/D$.

The conditional distribution $P_{Y|X}(y|x)$ of the forward test channel is given by:
\[ P_{Y|X}(y|x) = \frac{p_{X|Y}(x|y)p_Y(y)}{p_X(x)} \]
\[ = \frac{\alpha}{D} e^{-\frac{|y|^p}{2D_p}} e^{-\frac{|x|^p}{2D_p}} \left( \left( \frac{D}{\alpha} \right)^{p+1} \delta(y) + \left( 1 - \left( \frac{D}{\alpha} \right)^{p+1} \right) g(y) \right), \quad (33) \]
which is a mixture distribution.

We now assume the presence of $K$ parallel forward test channels having outputs $y_1, \ldots, y_K$, which satisfy the properties of being independent encodings of $x$. Clearly the joint distribution of $(Y^K, X)$ satisfies:
\[ p(y_1, \ldots, y_K, x) = p_{Y|X}(y_1|x) \cdots p_{Y|X}(y_K|x)p(x) \]
\[ = p_{Y^K|X}(y_K|x)p(x). \quad (34) \]

**Lemma 7 (Probability of an All-Zeros Output):** Let $X \sim N_p(0, \alpha^2p)$, and let $Y_i, i = 1, \ldots, K$ be the outputs of $K$ parallel channels that jointly with $X$ satisfy (35). Moreover, let the marginal distribution of $Y_i$ be given by (37) for all $i = 1, \ldots, K$.

\[ p(y_i, \ldots, y_K, x) = p_{Y|X}(y_i|x) \cdots p_{Y|X}(y_K|x)p(x) \]
\[ = p_{Y^K|X}(y_K|x)p(x). \quad (35) \]

\[ P_{Y^K}(y_i = 0) = D \left( \frac{D}{\alpha} \right)^{pK} (D^p + K\alpha^p - KD^p)^{-\frac{1}{p}}. \quad (36) \]

**Remark 1:** We note that several mixture distributions on the form given by (37) were provided in [18]. One example is that of (26).

**Proof of Lemma 7:** Due to the delta distribution in (37) and the fact that $\tilde{y}$ is bounded in a neighbourhood around $y_i = 0$, we only need to evaluate the joint distribution of $Y^K$ at $y_i = 0, \forall i$. In order to do this, we marginalize (35) over $x \in \mathbb{R}$ and insert $y_i = 0, \forall i$.
\[ P_i = \int_{\mathbb{R}} p_{X|Y}(0|x)^K p(x) dx \]
\[ = \frac{c_p}{\alpha} \left( \frac{D}{\alpha} \right)^{pK} \int_{\mathbb{R}} e^{-\frac{|y|^p}{2D_p} e^{-\frac{|x|^p}{2D_p}}} \frac{1}{p} \left( \frac{D}{\alpha} \right)^{pK} \int_{\mathbb{R}} e^{-\frac{|x|^p}{2D_p} (K\alpha^p - KD^p + D^p)} dx \]
\[ = \frac{2c_p}{\alpha} \left( \frac{D}{\alpha} \right)^{pK} \int_{\mathbb{R}} e^{-\frac{|y|^p}{2D_p} (K\alpha^p - KD^p + D^p)} dx \]
\[ = \frac{a}{\alpha} \left( \frac{D}{\alpha} \right)^{pK} \int_{\mathbb{R}} e^{-\frac{|y|^p}{2D_p} (K\alpha^p - KD^p + D^p)} dx \]
\[ = \left( \frac{D}{\alpha} \right)^{pK} (D^p + K\alpha^p - KD^p)^{-\frac{1}{p}}, \quad (37) \]

where $(a)$ follows since $\int_0^\infty \exp(-cx^p) dx = c^{-\frac{1}{p}} p^{-1} \Gamma(p^{-1})$, and $(b)$ is obtained by using (21).

Let $Y_i, i = 1, \ldots, K$, be the outputs from $K$ channels that jointly with $X$ satisfy (35). Then $Y_1, \ldots, Y_K$ are independent encodings of $X$. Let $\mathcal{I} \subseteq \{1, \ldots, K\}$ be a set containing the indices for the outputs, which are non zero. Moreover, if $\mathcal{I}$ is non-empty, we let $i^* = \min i \in \mathcal{I}$ denote the minimum of the indices in $\mathcal{I}$. We define the select-non-zero estimator as $\tilde{Y} = Y_{i^*}$ if $|\mathcal{I}| > 0$ and otherwise $\tilde{Y} = 0$. At general coding rates, the select-non-zero estimator is a sub-optimal estimator. However, in the limit of vanishing small rates, it becomes asymptotically optimal.

**Lemma 8 (Distortion for a Generalized Gaussian Source):** Let $X \sim N_p(0, \alpha^2p)$, and let $Y_1, \ldots, Y_K$ be independent encodings of $X$. Moreover, let the marginal distributions of $Y_i$ be given by (37) for all $i = 1, \ldots, K$. Then, the joint distortion $\overline{D}$ under the $p$-th power distortion measure and using the select-non-zero estimator is given by:
\[ \overline{D} = P \left( \sum_{i=1}^{K} |y_i| = 0 \right) \frac{2}{p} \alpha^p D^p (D^p + K\alpha^p - KD^p)^{-\frac{1}{p}} + \left( 1 - P \left( \sum_{i=1}^{K} |y_i| = 0 \right) \right) \frac{2}{p} D^p. \quad (38) \]

**Proof of Lemma 8:** Let $\tilde{y} = \tilde{y}(y_1, \ldots, y_K)$ be the select-max estimator of $x$ based on all $K$ channels outputs $y_i, i = 1, \ldots, K$. With this, the joint distortion $\overline{D}$ can be written as:
\[ \overline{D} = \int_{\mathbb{R}^K} \int_{\mathbb{R}} p(x)p_{Y^K|X}(y_K|x)|x-\tilde{y}|^p dx \ dy^K \]
\[ = \int_{\mathbb{R}^K} \int_{\mathbb{R}} p(x)p_{Y^K|X}(y_K|0) |x|^p dx \]
\[ + \int_{\mathbb{R}^{K\setminus\{Y_K=0\}}} \int_{\mathbb{R}} p(x)p_{Y^K|X}(y_K|x)|x-\tilde{y}|^p dx \ dy^K. \]

(38) The left term, $D_0$, in (47) is the distortion when all channel outputs are zero, in which case the optimal estimator is $\tilde{y} = 0$. When at least one of the channel outputs is non-zero, the estimator $\tilde{y}$ is not necessarily optimal. The right term, $D_1$, is the distortion when at least one of the channel outputs is non zero. If we use the select-non-zero estimator, i.e., $\tilde{y} = y_i^*,$
we can express $D_1$ in closed-form:

$$D_1 = (1 - P(\sum_{i=1}^{K} |y_i| = 0))$$

$$\times \int_{\mathcal{R}} \int_{\mathcal{R}^i} p_X(x)p_Y|X(y_i, |x - y_i| |p| dx dy_i,$$

$$= (1 - P(\sum_{i=1}^{K} |y_i| = 0)) \frac{2}{p} R^{p},$$

where we used (31) to get to the last equality.

We will now show that $D_0$ in (47) can be expressed in closed form:

$$D_0 = \int_{\mathcal{R}} \left( \frac{\alpha}{\bar{D}} e^{-\frac{|x|^p}{\bar{D}}} e^{\frac{|x|^p}{\alpha}} \right) \frac{K}{\alpha} e^{-\frac{|x|^p}{\alpha}} |x|^p dx$$

$$= \left( \frac{\alpha}{\bar{D}} \right) \int_{\mathcal{R}} \left( e^{-\frac{|x|^p}{\alpha}} e^{\frac{|x|^p}{\alpha}} \right) \frac{K}{\alpha} e^{-\frac{|x|^p}{\alpha}} |x|^p dx$$

$$= \frac{2}{p} \alpha^p D^{p+1} \left( \frac{D}{\bar{D}} \right)^{pK} (D^p + K \alpha^p - K D^p)^{-\frac{p+1}{p}}$$

$$= P(\sum_{i=1}^{K} |y_i| = 0) \frac{2}{p} \alpha^p D^p (D^p + K \alpha^p - K D^p)^{-1}.$$  

(54)

Since $\bar{D} = D_0 + D_1$, the lemma is proved.

The two lemmas below, show that it is asymptotically optimal to encode the generalized Gaussian source into $K$ independent encodings and using the select-non-zero estimator, as the rate tends to zero.

For a fixed rate $R > 0$ and a fixed number of descriptions $K$, let the distortion redundancy factor $\rho_D(R, K) = \frac{D}{D_{opt}(K, R)}$ describe the ratio of the joint distortion $\bar{D}$ due to using $K$ descriptions each at rate $R$ over the optimum distortion $D_{opt}(K, R)$ due to using $K R$ bits in a single description.

**Lemma 9 (Distortion Redundancy of a Generalized Gaussian Source):** Let $X \sim N_p(0, \alpha^p)$ and let $Y_1, \ldots, Y_K$, be independent encodings of $X$. Moreover, let the marginal distributions of $Y_i$ be given by (37) for all $i = 1, \ldots, K$. Then, under the $p$-th power distortion measure and using the select-non-zero estimator:

$$\lim_{D \to \alpha^p} \rho_D(R, K) = 1.$$  

(55)

**Proof of Lemma 9:** The Shannon lower bound for the case of $q = p$ and distortion $D' = \frac{2}{p} D^p$ can be written as [18]

$$R_{slb}(D) = \log \left( \frac{\alpha}{D} \right),$$

(56)

which implies that

$$D_X(R) = \alpha 2^{-R}.$$  

(57)

Since the description rate is $R = -\log_2(\alpha/D)$, it follows that using a rate which is $K$ times $R$ gives the conditional (joint) distortion

$$D_X(KR) = \frac{2}{p} (D^K \alpha^{1-K})^p.$$  

(58)

The distortion redundancy factor $\rho_D(K)$ can then be expressed as $\bar{D}$ divided by (58), that is:

$$\rho_D(K) = \frac{D}{(D^K \alpha^{1-K})^p}$$

$$= \frac{P(\sum_{i=1}^{K} |y_i| = 0) \alpha^p D^p (D^p + K \alpha^p - K D^p)^{-1}}{(D^K \alpha^{1-K})^p}$$

(59)

$$+ \frac{(1 - P(\sum_{i=1}^{K} |y_i| = 0)) D^p}{(D^K \alpha^{1-K})^p}$$

(60)

which for any finite $K$ tends to one as $D \to \alpha$.

**Theorem 3 (Asymptotic Slope Optimality of $K$ Independent Encodings of the Generalized Gaussian Source and Select-Non-Zero Estimation):** The slope of the operational RDF of the generalized Gaussian source under the $p$-th power distortion criterion and when using the select-non-zero estimator on $K$ independent encodings, coincides with the slope of Shannon’s RDF at zero rates, and is given by:

$$\frac{\partial}{\partial D} R(\bar{D}) = -\frac{1}{2\alpha^{p-2}}.$$  

(61)

**Proof:** Let $\bar{D}_R \triangleq \frac{1}{p} \bar{D}$, where $\bar{D}$ is the distortion of the $K$-description scheme and given by (44), i.e.:

$$\bar{D}_R \triangleq p_0 \alpha^p D^p (D^p + K \alpha^p - K D^p)^{-1} + (1 - p_0) D^p,$$  

(62)

where $p_0 \triangleq P(\sum_{i=1}^{K} |y_i| = 0)$ is a function of $D$ and is given by (38). The derivative of $\bar{D}_R$ wrt. $D$ at the point $D = \alpha$ is given by:

$$\frac{\partial}{\partial D} \bar{D}_R|_{D=\alpha} = p K \alpha^{p-1},$$

(63)

which implies that the slope of $\bar{D}$ is $2K \alpha^{p-1}$. The derivative of the rate function $K \log(\alpha/D)$ of the $K$-description scheme is given by:

$$\frac{\partial}{\partial D} K \log(\alpha/D) = -K D^{-1}.$$  

(64)

The ratio of (64) over (63) (and then normalizing by $2/p$) is the derivative of the operational rate-distortion function of the $K$-description single round scheme, and is given by (61).

From Shannon’s single-description RDF we have that $R_X(D) = \log(\alpha/D)$, where the distortion under the $p$-th power distortion criteria is $D = \frac{2}{p} D^p$. If we write the DRF

$$D_X(R) = \alpha 2^{-R},$$

and replace $R$ by $KR$, we obtain the distortion achieved when the rate is increased $K$ times. Thus, we get

$$D_X(KR) = \alpha 2^{-K(\log(\alpha/D))} = D^K \alpha^{1-K},$$

which implies that the slope of the resulting $p$-th power distortion $\bar{D}$ is

$$\frac{\partial}{\partial D} \bar{D}(2R)|_{D=\alpha} = \frac{2}{p} (D^K \alpha^{1-K})^p|_{D=\alpha} = 2K \alpha^{p-1}.$$  

(65)

The corresponding RDF is given by $R_X(\bar{D}) = \log(\alpha/(D^K \alpha^{1-K}))$, which has slope:

$$\frac{\partial}{\partial D} R = -K \alpha^{-1}.$$  

(66)

Dividing (66) by (65) yields (61), which proves the theorem. ■
D. General Sources and Additive White Gaussian Noise Channels

In Section II-A, we considered the case of a Gaussian source and a source coding scheme that produced Gaussian noise. In this section, we extend it to the case of arbitrarily distributed sources and source coding schemes that produce Gaussian noise. However, we do not claim that the efficiency tends to one asymptotically in the limit of low resolution as we did in the previous section. Instead, we first introduce an additive RDF, and prove asymptotic efficiency with regards to the additive RDF. Then we consider two different type of test-channels and assess their asymptotic behavior as the mutual information over the channels tends to zero. In this latter case we do not assess the distortion.

1) I-MMSE: Guo et al. [19] was able to establish an explicit connection between information theory and estimation theory by using an incremental Gaussian channel. For future reference, we include one of their results below:

**Theorem 4 ([19]):** Let $N$ be zero-mean Gaussian of unit variance, independent of $X$, and let $X$ have an arbitrary distribution that satisfies $\mathbb{E}[X^2] < \infty$. Then

$$\frac{d}{d\gamma} I(X; \sqrt{\gamma} X + N) = \frac{\log_2(e)}{2}\text{mmse}(\gamma),$$

(67)

where

$$\text{mmse}(\gamma) = \mathbb{E}[(X - \mathbb{E}[X|\sqrt{\gamma}X + N])^2] = \mathbb{E}[	ext{var}(X|\sqrt{\gamma}X + N)].$$

We now model the output of the source coder by $Y_i = \sqrt{\gamma} X + N_i$, where $\gamma$ is equal to the SNR if $N_i$ is unit normal. We will show that we can embed the unconditional incremental refinement property within the I-MMSE relation. Before doing this, we first need the following lemma, which is inspired by oversampling for multiple descriptions [13]. Specifically, if one oversamples a source $K$ times, and adds mutually independent noises to the oversampled source sequence, then the resulting noisy source sequence satisfies the property of linearity in the mutual information:

**Lemma 10 (Mutual Information in Noisy Oversampling: Lemma 2 in [1]):** Let $X$ be arbitrarily distributed with variance $\sigma_X^2$, and let $N_i \perp X, i = 0, \ldots, K - 1$, be a sequence of zero-mean mutually independent Gaussian sources each with variance $\sigma_N^2$. Then

$$I(X; X + N_0, \ldots, X + N_{K - 1}) = I(X; X + \frac{1}{\sqrt{K}}N_0).$$

**Lemma 11 (I-MMSE for an Oversampled Source: Lemma 3 in [1]):** Let $Y_i = \sqrt{\gamma} X + N_i, i = 0, \ldots, K - 1$, where $X$ is arbitrarily distributed with variance $\sigma_X^2$, and $N_0, \ldots, N_{K - 1}$ are zero-mean zero-unit-variance i.i.d. Gaussian distributed independent of $X$. Then

$$\lim_{\gamma \to 0} \frac{1}{\gamma}I(X; Y_0^{K-1}) = K \lim_{\gamma \to 0} \frac{1}{\gamma}I(X; \sqrt{\gamma} X + N)$$

(68)

and

$$\lim_{\gamma \to 0} \frac{1}{\gamma} \left[ \frac{1}{\mathbb{E}[	ext{var}(X|Y_0^{K-1})]} - \frac{1}{\sigma_X^2} \right] = K.$$  

If $X$ is Gaussian, then (68) follows from the linearity of the mutual information in the SNR at low SNR, while the conditional variance in (69) is equal to $(\sigma_X^2 + K\gamma)^{-1}$, for all $\gamma$. Thus, Lemma 11 demonstrates that the same expressions hold even if the source is not Gaussian in the limit of low SNR.

**Lemma 12 (Slope of Additive RDF: Lemma 1 in [1]):** Let $Y = \sqrt{\gamma} X + N$, where $N \perp X, X$ is arbitrarily distributed with variance $\sigma_X^2$ and $N$ is Gaussian distributed according to $N(0,1)$. Moreover, let $R_X^{\text{add}}(D)$ be the additive RDF. Then

$$\lim_{D \to D_{\text{max}}} \frac{d}{dD} R_X^{\text{add}}(D) = -\frac{\log_2(e)}{2\sigma_X^2},$$

(71)

irrespective of the distribution on $X$.

**Proof of Lemma 12:** This proof is also given in [1]. We repeat it here in order to be able to make an explicit reference to (73), which is needed in the proof of Lemma 13. Note that $D$ is a function of $\gamma$, i.e., $D(\gamma) = \mathbb{E}[	ext{var}(X|\sqrt{\gamma}X + N)]$. Thus, the additive RDF is defined parametrically as $R_X^{\text{add}}(D(\gamma))$. From the derivative of a composite function, it follows that

$$\frac{d}{dD} R_X^{\text{add}} = \frac{d}{d\gamma} R_X^{\text{add}} \cdot \frac{d\gamma}{dD}.$$  

From [19], we identify that $R_X^{\text{add}}(D(\gamma)) = I(\gamma)$ and $D(\gamma) = \text{mmse}(\gamma)$, and that $I(\gamma)$ and $\text{mmse}(\gamma)$ have the following convergent Taylor series expansions:

$$I(\gamma) = \log_2(e) \left[ \frac{1}{2} \sigma_X^2 - \frac{1}{4} \gamma^2 \sigma_X^2 + \frac{1}{6} \gamma^3 \sigma_X^6 \right]$$

(72)
\[-\frac{1}{48} \left( (EX^4)^2 - 6EX^4 - 2(EX^3)^2 + 15 \right) \gamma^2 \sigma_X^6 + o(\gamma^5), \]

\[\text{mmse}(\gamma) = \sigma_X^2 - \gamma \sigma_X^4 + \gamma^2 \sigma_X^2 + \frac{1}{6} \gamma^3 \sigma_X^6 + o(\gamma^4). \quad (73)\]

Since the series expansions are convergent, we can do term-wise differentiation from which it follows that the higher order terms vanish as \(\gamma \to 0\). Thus, from (72) we obtain:

\[\lim_{\gamma \to 0} \frac{d^2}{d \gamma^2} I(\gamma) = - \frac{\log_2(e)}{2} \sigma_X^4,\]

and \(\lim_{\gamma \to 0} \frac{d}{d \gamma} \text{mmse}(\gamma) = \frac{\log_2(e) \sigma_X^2}{2}\). Moreover, since \(\lim_{\gamma \to 0} \frac{d}{d \gamma} R_X^{\text{add}}(D) = \text{mmse}(\gamma) = \log_2(e) \sigma_X^2 / 2\) and since \(\gamma \to 0\) implies \(D \to D_{\text{max}}\), we have that the slope of \(R_X^{\text{add}}(D)\) with respect to \(D\) at \(D = D_{\text{max}}\) is

\[\lim_{D \to D_{\text{max}}} \frac{d}{dD} R_X^{\text{add}}(D) = - \frac{\log_2(e)}{2 \sigma_X^2}.\]

Comparing Lemma 12 to Lemma 11 we deduce that the incrementally refineable source coder proposed above is asymptotically ARDF optimal. This, however, does not mean that it is asymptotically rate-distortion optimal since the ARDF may suffer from a rate loss with respect to the true RDF. Since we are operating at very small rates, it is meaningful to consider the multiplicative rate loss of the ARDF instead of the additive rate loss. In Lemma 13, we show that there exists sources, where the multiplicative rate loss is unbounded.

**Lemma 13 (Asymptotic Multiplicative Rate Loss of the Additive RDF):** The multiplicative rate loss between the ARDF and the RDF may be unbounded, i.e., there exists finite variance sources, where

\[\lim_{D \to \sigma_X^2} \frac{R_X^{\text{add}}(D)}{R_X(D)} \to \infty.\]

**Proof:** We provide the complete proof here, since only a partial proof was given in [11]. Let \(X\) be a Gaussian mixture source with a density \(P_X(x)\) given by \(P_X(x) = P_0N(0, \sigma_0^2) + P_1N(0, \sigma_1^2)\), where \(P_0 + P_1 = 1\). The variance \(\sigma_X^2\) of \(X\) is \(\sigma_X^2 = P_0 \sigma_0^2 + P_1 \sigma_1^2\). The components contribution can be parametrized by \(\lambda \in [0; 1]\) as follows: \(P_0 \sigma_0^2 = \lambda \sigma_X^2, P_1 \sigma_1^2 = (1 - \lambda) \sigma_X^2\). It will be convenient to let \(\sigma_X^2 = 1\) and \(\lambda = \frac{1}{2}\). Moreover, we shall assume that \(\sigma_1^2 > 1 > \sigma_0^2 \geq \frac{1}{2}\). Notice that as \(\sigma_1^2 \to \infty\) we have that \(P_1 \to 0, P_0 \to 1\), and \(\sigma_0^2 \to \frac{1}{2}\).

At this point, let \(S = 0\) with probability \(P_0\) and \(S = 1\) with probability \(P_1\), and let \(S\) be an indicator of the two components, i.e., \(X \sim N(0, \sigma_0^2)\), if \(S = 0\), and \(X \sim N(0, \sigma_1^2)\), if \(S = 1\). The RDF, conditional on the indicator \(S\), is:

\[R_X|S(D) = \begin{cases} \frac{1}{2} \sum_{i \in \{0, 1\}} P_i \log_2(\sigma_i^2 / D), & \text{if } 0 < D \leq \sigma_0^2, \\ \frac{P_1}{2} \log_2 \left( \frac{P_1 \sigma_1^2}{D - P_0 \sigma_0^2} \right), & \text{if } \sigma_0^2 < D < 1. \end{cases}\]

Thus, the slope of \(R_X|S(D)\) w.r.t. \(D\) is given by

\[\lim_{D \to \sigma_X^2} \frac{d}{dD} R_X|S(D) = - \frac{P_1}{4 \ln(2) \sigma_X^2}.\]

which tends to zero as \(\sigma_1^2 \to \infty\) and \(P_1 \to 0\). It follows that the ratio of the slope of the conditional RDF and the slope of the ARDF grows unboundedly as \(\sigma_1^2 \to \infty\).

Informally, as \(\sigma_1^2 \to \infty, \sigma_0^2 \to \frac{1}{2}\), it becomes increasingly easier for the uniformed encoder and decoder to guess the correct mixture component of the source. Thus, the conditional RDF converges towards the true RDF \(R_X(D)\), from which it follows that the ratio \(\lim_{\sigma_1^2 \to \infty} \frac{R_X^{\text{add}}(D)}{R_X(D)} \to \infty\).

We will now formally prove that the encoder can guess (with probability one) the mixture component distribution, which the source sample belongs to. To do so, we assume that the encoder has to guess each sample independently of each other. Thus, at the encoder, we form a hypothesis test deciding whether sample \(X\) belongs to a normal distribution of variance \(\sigma_0^2\) or of variance \(\sigma_1^2\).

Let \(M_i\) denote the event that \(X \sim \mathcal{N}(0, \sigma_i^2)\) and let \(p_i\) denote the prior probability on \(M_i\). Moreover, let \(p(M_i|X)\) denote the probability that a given \(X = x\) is drawn from \(\mathcal{N}(0, \sigma_i^2)\). Then the ratio test can be written as:

\[r \triangleq \frac{p(M_0|X = x)}{p(M_1|X = x)} = \frac{p(X|M_0)p(M_0)}{p(X|M_1)p(M_1)}\]

\[= \sqrt{\frac{\sigma_0^2}{\sigma_1^2}} \frac{p_0}{p_1} \exp \left( x^2 \left( \frac{1}{2 \sigma_1^2} - \frac{1}{2 \sigma_0^2} \right) \right). \quad (75)\]

To find the thresholds \(\pm \xi\) upon which to decide in favor of \(M_0\) if \(|x| \leq \xi\) or in favor of \(M_1\) if \(|x| > \xi\), we let \(r = 1\) and solve for \(\xi = x\) in (75), i.e.,

\[\xi = \pm 2 \sqrt{\frac{\sigma_0^2 \sigma_1^2}{\sigma_0^2 - \sigma_1^2} \ln \left( \frac{\sqrt{\sigma_0^2} p_0}{\sqrt{\sigma_1^2} p_1} \right)} = \pm 2 \sqrt{\frac{3 \sigma_0^2 \sigma_1^2}{\sigma_0^2 - \sigma_1^2} \ln \left( \frac{\sigma_0^2}{\sigma_1^2} \right)},\]

where the last equality follows since \(\sigma_0^2 p_0 = \sigma_1^2 p_1\) and \(p_0 + p_1 = 1\), which implies that \(p_i = \sigma_i^2 / (\sigma_0^2 + \sigma_1^2), i \neq j\). For large \(\sigma_1^2\) and fixed \(\sigma_0^2\), it follows that

\[\xi \approx 2 \sqrt{3 \sigma_0^2 \ln(\sigma_1)} \]

and, thus, \(\lim_{\sigma_1^2 \to \infty} \xi \to \infty\).

Let \(f_i\) denote the Normal distribution of the \(i\)th component. Then, for a fixed and finite \(\sigma_0^2\), it follows that

\[\lim_{\sigma_1^2 \to \infty} \frac{2p_1 \int_0^\xi f_1(x)dx}{2p_0 \int_0^\xi f_0(x)dx} \to 0,\]

since \(p_1 \to 0\) and the remaining terms are positive and bounded. Thus, the probability of observing any symbol \(X\) where \(|X| < \xi\) and \(X\) is drawn from \(f_1\) tends to zero as \(\sigma_1^2 \to \infty\). On the other hand, we show next that

\[\lim_{\sigma_1^2 \to \infty} \frac{2p_0 \int_\xi^\infty f_0(x)dx}{2p_1 \int_\xi^\infty f_1(x)dx} \to 0. \quad (76)\]

Thus, the probability of observing a symbol \(X\) where \(|X| > \xi\) and \(X\) is drawn from \(f_0\) also tends to zero.
of (76) is non-zero. Without loss of generality, let \( \xi' = \sqrt{\sigma_1^2} \), where for large \( \sigma_1^2, \xi' > \xi \), then
\[
\int_{\xi'}^\infty f_\xi(x)dx = \frac{1}{2} - \frac{1}{2} \text{erf} \left( \frac{1}{2\sqrt{2}} \right) \approx 0.1587.
\]
Thus, we just need to show that \( \lim_{\sigma_1^2 \to \infty} p_1^{-1} f_{\xi'}(x)dx = 0 \). Clearly, \( p_1 = \frac{\sigma_2^2}{\sigma_1^2 + \sigma_2^2} \approx \sigma_1^{-2} \). On the other hand, it is known that [21, (7.1.13)]
\[
\int_{\xi}^\infty e^{-t^2} dt < \frac{1}{2\sigma_1^2}. \tag{77}
\]
Letting \( \sigma_2^2 = \frac{1}{2} \), and using (77), it follows that
\[
\int_{\xi = c \sqrt{n(\sigma_1^2)}}^\infty f_{\xi'}(x)dx < c' \frac{1}{2c\sqrt{\ln(\sigma_1^2)}(\sigma_1^2)^{\frac{1}{2}}} < c'' \frac{1}{2c\sqrt{\ln(\sigma_1^2)}\sigma_1^2},
\]
where \( c, c' \) are constants greater than one. We have now proved that \( p_1^{-1} f_{\xi'}(x)dx = o\left(\frac{1}{\sqrt{\ln(\sigma_1^2)}}\right) \), which tends to zero as \( \sigma_1^2 \to \infty \).

The encoder knows (with high probability), which mixture components is active. This information should also be conveyed to the decoder. However, when encoding a large block of samples, the entropy \( H(S) \) of the component indicator is vanishing small in the limit where \( \sigma_1^2 \to \infty \) and \( p_1 \to 0 \). Specifically,
\[
I(X;Y) = I(X,S;Y) - I(S;X|Y)
\]
\[
= I(X;Y|S) + I(S;Y) - I(S;Y|X)
\]
\[
\leq I(X;Y|S) + I(S;Y)
\]
\[
= I(X;Y|S) + H(S) - H(S|Y)
\]
\[
\leq I(X;Y|S) + H(S),
\]
where \( H(S) = -p_0 \log_2(p_0) - p_1 \log_2(p_1) \) so that
\[
\lim_{\sigma_1^2 \to \infty} H(S) = \lim_{\sigma_1^2 \to \infty} -p_1 \log_2(p_1) = 0. \tag{80}
\]
Using (80) in (79), shows that
\[
\lim_{\sigma_1^2 \to \infty} I(X;Y) \leq \lim_{\sigma_1^2 \to \infty} I(X;Y|S)
\]
and the encoder may transmit using a coding rate equal to the conditional RDF \( R_{X|S}(D) \).\(^2\)

E. General Sources and Very Noisy Channels

As is standard in rate distortion theory, we consider test channels as a means to obtain the encoding functions. Towards that end, we introduce so-called noisy channels that can model data compression at low rates. At vanishing small data rates, we show that the channels exhibit similar asymptotic behaviour from a mutual information perspective. In particular, if the source \( X \) is independently encoded into \( Y \) and \( Z \), so that \( X \to Y \) and \( X \to Z \) both satisfy certain properties

\(^2\)The coding rate overhead due to informing the decoder about the locations of the improbable components is also upper bounded by \( \left[ \log_2 \left( \frac{1}{p_{1,c}} \right) \right] \), where \( L \) denotes the block length. When \( p_1 \to 0 \), this overhead clearly vanishes.

of the noisy test channels, then their mutual informations satisfy \( I(X;Y,Z) \approx I(X;Y) + I(X;Z) \). If the Markov chain \( Y \to X \to Z \) holds, then \( I(X;Y,Z) = I(X;Y) + I(X;Z) - I(Y;Z) \), and to establish the aforementioned approximation, we will then only need to show that at low coding rates, i.e., when both \( I(X;Y) \) and \( I(X;Z) \) are small, then \( I(Y;Z) \) is even smaller.

1) Discrete-Discrete \( \epsilon/1 \)-Channel: Recall the very noisy channel (VNC), which was used by Gallager in [22] in order to derive a universal exponent-rate curve in the limit of low SNR. A similar notion of VNCs was proposed by Lapidot et al. in [23]. Here the motivation was to study noisy wideband broadcast channels. This VNC has both discrete input and output alphabets. We show below, that the mutual information in this test channel is linear in the number of descriptions at low rates.

Let \( P_X \) be the input distribution and \( P_{\epsilon} \) the marginal distribution of the channel output. Then, a VNC is defined by [22]–[24]:
\[
P_{Y|X}(y|x) \triangleq P_Y(y)(1 + \epsilon \psi(y|x)), \quad \forall x \in \mathcal{X}, y \in \mathcal{Y}, \tag{81}
\]
where \( \psi(y|x) \) is any function satisfying \( \sum_y P_Y(y)\psi(y|x) = 0, \forall x \), in order to guarantee that (81) is a well-defined conditional distribution. In some sense \( \psi(y|x) \) describes the shape or direction of a local perturbation of the joint distribution on \( X \) and \( Y \), and \( \epsilon \) describes its size [25]. It was shown in [22], [23] that if \( X \to Y \) defines a VNC, then the mutual information \( I(X;Y) \) is proportional to \( \epsilon^2 \):
\[
\lim_{\epsilon \to 0} \frac{1}{\epsilon^2} I(X;Y) = \frac{1}{2} \sum_y P_Y(y) \sum_x P_X(x)\eta(y|x)^2, \tag{82}
\]
where
\[
\eta(y|x) = \psi(y|x) - \sum_{x'} P_X(x')\psi(y|x').
\]
Notice that the r.h.s. of (82) is independent of \( \epsilon \) and non-zero if \( \psi(y|x) \) depends upon \( x \).

The following lemma shows that if \( Y \) and \( Z \) are conditionally independent given \( X \), and if \( X \to Y \) and \( X \to Z \) are VNCs, then the cascading (product) channel \( Y \to Z \) \( P_{Y|Z} = P_{Y|X}P_{X|Z} \) is more noisy than the individual channels \( X \to Y \) and \( X \to Z \). This implies that \( I(Y;Z) \) tends to zero faster than either of \( I(X;Y) \) and \( I(X;Z) \) as \( \epsilon \to 0 \).

**Lemma 14 (Mutual Information Over Very Noisy Discrete Channels):** Let \( X,Y,Z \) be discrete random variables that satisfy the Markov chain: \( Y \to X \to Z \). Moreover, let \( X \) be arbitrarily distributed with \( P(x) > 0, \forall x \), and let \( X \to Y \) and \( X \to Z \) be VNCs so that \( P_{Y|X}(y|x) = P_Y(y)(1 + \epsilon \psi(y|x)) \) and \( P_{Z|X}(z|x) = P_Z(z)(1 + \epsilon \psi_Z(z|x)) \). Then,
\[
\lim_{\epsilon \to 0} \frac{1}{\epsilon^2} I(X;Y,Z) = \lim_{\epsilon \to 0} \frac{1}{\epsilon^2} [I(X;Y) + I(X;Z)].
\]

**Proof:** See the appendix.

2) Continuous-Discrete \( \epsilon/1 \)-Channel: We now introduce a test-channel with a continuous input alphabet and a discrete output alphabet. We refer to this channel as a continuous-discrete \( \epsilon/1 \)-channel if one particular output symbol, say \( y' \in \mathcal{Y}^d \), has almost all the probability. Thus a very weakly
distribution is induced on the channel output symbols. Let \(0 < \epsilon \ll 1\), then:
\[
P_Y(y') = \int_{x \in X} P_X(x)P_{Y|X}(y'|x) \, dx = 1 - \epsilon. \tag{83}
\]

This model is motivated by the fact that for many sources and distortion criteria, the optimal reconstruction alphabet contains very few elements near \(D_{\text{max}}\) [26]. In particular, for common distortion measures (e.g., Hamming, MSE), \(D_{\text{max}}\) is achieved by a unique channel, that maps all inputs into a single output \(y^* = \min_y E[d(X, y)]\) [8], [26]. Moreover, the optimal test channel changes continuously with \(D\), and near \(D = D_{\text{max}}\) the optimal channel becomes an \(\epsilon/1\)-channel [26]. We will consider the asymptotic case where \(\epsilon_Y, \epsilon_Z \to 0\) and their ratio \(\epsilon_Y/\epsilon_Z\) is fixed.

**Lemma 15 ( Mutual Information Over Very Noisy Continuous-Discrete Channels):** Let \(X\) be a random variable with pdf \(P_X\) and let \(Y, Z\) be discrete random variables that satisfy the Markov chain: \(Y \to X \to Z\). Moreover, let \(X \to Y\) and \(X \to Z\) be two continuous-discrete \(\epsilon_Y/1\) and \(\epsilon_Z/1\) channels given by \(P_{Y|X} \) and \(P_{Z|X}\), respectively. Then, the following asymptotic expression holds:
\[
\lim_{\epsilon_Y, \epsilon_Z \to 0} \frac{I(X; Y, Z)}{I(X; Y)} = 1. \tag{84}
\]

**Proof:** See the appendix.

This shows that near zero rate, the mutual information over the continuous-discrete \(\epsilon/1\) test channel is also linear in the number of descriptions, as was the case for the AWGN channel as well as for the discrete-discrete \(\epsilon/1\) test channel.

### III. Multiple Rounds of Incremental Refinements

In the previous section, we considered coding a source into \(K\) descriptions in a single round. Optimality was then assessed in the limit, where the coding rate tended to zero. This will necessarily lead to a large distortion. To decrease this distortion, we turn our attention to multi round encoding in this section. In each round, we can use a small coding rate, and then incrementally improve the distortion, see e.g., Fig. 2. To establish optimality, we will consider the asymptotical limit, where the number of rounds \(M\) tends to infinity. Moreover, the coding rate in each round tends to zero, yet the total sum-rate over all rounds is finite and positive. For a given distortion, we then assess asymptotic optimality via the rate-loss of the operational RDF compared to the true RDF.

A necessary condition for a small rate loss in the multiple round case is that the source be successively refinable, or even better – from a practical viewpoint – additively successively refinable [27]. But this is not sufficient: in order to attain an overall efficiency \(MKR/R_X(D)\) that is close to one, the efficiency in most rounds must be close to one. Furthermore, to achieve a small (additive) excess rate \(MKR - R_X(D)\), we need to keep the accumulated rate loss over all \((M \to \infty)\) rounds small.

#### A. Gaussian Sources and MSE Distortion

Let us consider the situation of a zero-mean unit-variance memoryless Gaussian source \(X\), which is to be encoded successively in \(M\) rounds with \(K\) descriptions per each round.

We begin the first round by encoding \(X\) unconditionally into \(K\) descriptions \(Y_{1,j}, j = 1, \ldots, K\). Let each description yield distortion \(d_1 = E[\text{var}(X|Y_{1,j})] = \sigma_X^2/(1 + \gamma \sigma_X^2)\), which implies that \(\gamma = (\sigma_X^2 - d_1)/d_1(\sigma_X^2)\). It follows that each description uses rate \(r_1 = 1/2 \log_2(\sigma_X^2/d_1)\), and the joint distortion \(D_1\) when using all \(K\) descriptions is:
\[
D_1 = E[\text{var}(X|Y_{1,1}, \ldots, Y_{1,K})] = 1/(\sigma_X^2 + K\gamma) \tag{85}
\]

\[
= \frac{d_1}{K - (K - 1)d_1/\sigma_X^2}, \tag{86}
\]

where the r.h.s. of (85) follows by the arguments presented below (69), and (86) follows by inserting the expression for \(\gamma\). In round 2, we form the residual source \(E[X|Y_{1,1}, \ldots, Y_{1,K}]\) obtained by estimating \(X\) from the \(K\) descriptions obtained in the first round. Notice that the variance of this residual source is \(D_1\). We then encode the residual source into \(K\) descriptions \(Y_{2,1}, \ldots, Y_{2,K}\), where each description yields the distortion \(d_2 = D_1/(1 + \gamma D_1)\). Similarly, in round \(i\), \(K\) descriptions \(Y_{i,j}, j = 1, \ldots, K\), are constructed unconditionally of each other. Thus, the joint distortion \(D_M\) of the \(M\)th round when coding the residual source of variance \(D_{M-1}\) is given by
\[
\bar{D}_M = \frac{d_M}{K - (K - 1)d_M/D_{M-1}} \tag{87}
\]

and the sum-rate at round \(M\) is given by
\[
R_M = K \sum_{j=1}^M r_M = K \sum_{j=1}^M \frac{1}{2} \log_2(\bar{D}_{j-1}/d_j). \tag{88}
\]

Since the Gaussian source is successively refinable, constructing \(K\) descriptions in each round, that are conditioned upon each other, will achieve the true RDF with a sum-rate at round \(M\) of \(R_M^* = 1/2 \log_2(D_{M-1}/D_M)\), where \(D_M\) is given by (87). On the other hand, the rate required when unconditional coding is used in each round is given by (88). For comparison, we have illustrated the performance of unconditional coding and conditional coding when the source is encoded into \(K \in \{2, 5\}\) descriptions per round, for the case of \(M \in \{2, 10\}\) rounds, see Fig. 4. In this example, \(\sigma_X^2 = 1\) and \(D_M = 0.1\). The red dashed curve illustrates the case when we use \(M = 2\) rounds with \(D_1 = 0.3162\). The black solid curves illustrate the cases when using \(M = 10\) (and \(K = 2, 5\)) to get to the same resulting distortion \(D_{10} = 0.1\). The distortions \(D_i, i = 1, \ldots, 10\) are uniformly distributed on the dB scale. Notice that when using smaller increments, i.e., when \(M = 10\) as compared to when \(M = 2\) (red curve), the resulting rate loss due to using unconditional coding is significantly reduced. On the other hand, using less descriptions per round (smaller \(K\)) also reduces the rate loss.

The efficiency \(\eta_K(R) = R_X(D)/K R\), for the example in Fig. 4 on Gaussian multi-round coding is illustrated in Table I. It can be noticed that the efficiency depends upon the number of descriptions in each round as well as the number of rounds.

**Theorem 5 (Asymptotic Optimal Sum-Rate for a Gaussian Source):** Consider a Gaussian source, MSE distortion, and \(K\)

---

\(^3\)Using \(K\) conditional descriptions at rate \(r\) leads to the same joint distortion as that of a single description at rate \(Kr\).
and the resulting distortion is:

$$\bar{D}_M = \frac{d(\sigma_X^2)^M}{(\sigma_X^2 K - (K - 1) \left(\frac{\sigma_X^2}{d}\right)^{-1/M} \sigma_X^2)^M}, \quad (94)$$

which has the following limit:

$$\lim_{M \to \infty} \bar{D}_M = \sigma_X^2 \left(\frac{d}{\sigma_X^2}\right)^K. \quad (95)$$

The optimal distortion at rate $R_M$ is:

$$D^* = D_X(R_M) = \sigma_X^2 2^{-2R_M} \quad (96)$$

$$= \sigma_X^2 2^{-2\left(\frac{M}{K} \log_2 \left(\frac{\sigma_X^2}{d}\right)\right)} \quad (97)$$

$$= \sigma_X^2 \left(\frac{d}{\sigma_X^2}\right)^K, \quad (98)$$

which is equal to (95).

For any fixed distortion $D$, choosing $d = \sigma_X^2 (D/\sigma_X^2)^{1/K}$ leads to the sum-rate $R_M$ (93), which is asymptotically optimal as the number of rounds tends to infinity and the resulting operational distortion $\bar{D}_M \to D$. □

B. One Sided Exponential Source Under One Sided Error Criterion

In Section II-B, the one-sided exponential source was encoded into $K$ independent encodings and decoded using the select-max estimator. It was shown that such an approach was asymptotically optimal under the one-sided error criterion in the limit of zero rate. In this section, we extend this result to multiple rounds, where the estimation error in round $M$ becomes the source in round $M+1$. In each round, we assume the source is encoded into $K$ descriptions each of rate $R$. Thus, the sum-rate of each round is $K R$. The total sum-rate over $M$ rounds is then given by $MKR$.

Lemma 16 (Successive Refinability of an Exponential Source): Let $X$ be one-sided exponentially distributed. Then, for $K = 1$ encodings, $X$ is successive refinable under the one-sided error distortion for any coding rate $R$ and any rounds $M$.

Proof: Let $\lambda_M$ denote the source distribution in round $M$, then the distribution of the error $z_M$ in round $M+1$ is $\lambda_{M+1} = \lambda_M + K \delta_M$, where $\delta_M = D_M^{-1} - \lambda_M$, and $D_M$ is the single-channel (test-channel) distortion achieved by each individual description. From Lemma 3 the source in round $M+1$ is exponentially distributed with parameter $\lambda_{M+1}$ given as:

$$\lambda_{M+1} = \lambda_M + K(D_M^{-1} - \lambda_M).$$

The total distortion $\bar{D}_M$ in round $M$ is:

$$\bar{D}_M = \frac{D_M}{K - (K - 1)D_M \lambda_M}. \quad (99)$$

We now fix the rate of each test channel in each round to be $R$. Using that $R_X(D_M) = -\log_2(\lambda_M D_M)$, we obtain $\lambda_M D_M = 2^{-R}$, which after using (99) yields:

$$\bar{D}_M = \frac{D_M}{K - (K - 1)D_M \lambda_M}.$$
loss over many rounds also vanishes. Let $R'$ be the total rate after $M$ rounds each having $K$ descriptions so that the rate per description is $R = R'/(KM)$. Thus, after $M$ rounds we have:

\[
\lambda_{M+1} = \lambda_M + K(D_M^{-1} - \lambda_M) = \lambda_M(1 + K(2R'/(KM) - 1)) = \lambda_{M-1}(1 + K(2R'/(KM) - 1))^2 = \lambda_1(1 + K(2R'/(KM) - 1))^M.
\]

For $K = 1$, we obtain

\[
\lambda_{M+1} = \lambda_1 2^{MR},
\]

which shows that for $K = 1$, the source is successive refinable for any $R$ and any number of rounds $M$.

Lemma 16 proves successive refinability for $K = 1$ and any coding rate. For $K > 1$, the source is generally not successive refinable. However, for any finite positive sum-rate, the source is asymptotically successively refinable in the limit, where the number of rounds tends to infinity, and the rate in each round tends to zero. This can be deduced from the following theorem.

**Theorem 6 (Asymptotic Optimality of Independent Encodings of Exponential Sources):** For any finite total sum-rate and under the one-sided error distortion measure, it is asymptotically rate-distortion optimal to encode a one-sided exponential source into $M$ independent encodings (descriptions) in each round, as the number of rounds $M$ tends to infinity.

**Proof:** The proof for the case of $K = 1$ follows from Lemma 16. For $K > 1$, we consider the case of an asymptotically large number of rounds $M$. Specifically, we multiply $\lambda_{M+1}$ by $2^{-R'}$ and show that this product tends to $\lambda_1$ as $M \to \infty$, which implies that $\lambda_{M+1} \to \lambda_1 2^{-R'}$ as $M \to \infty$, that is:

\[
\lim_{M \to \infty} 2^{-R'} \lambda_{M+1} = \lim_{M \to \infty} 2^{-R'} \lambda_1(1 + K(2R'/(KM) - 1))^M = \lim_{M \to \infty} \lambda_1(1 + K(2R'/(KM) - 1))^M = \lambda_1.
\]

Since $D_M = \lambda_{M+1}^{-1}$, it follows that for any finite $K \geq 1$, and any total rate $R' > 0$, the total distortion $D_M \to \lambda_1^{-1} 2^{-R'}$ asymptotically in $M$, which is equivalent to the rate-distortion behaviour of ideal successive refinement.

Since the total sum-rate is finite, it follows that the sum-rate in each round must tend to zero as the number of rounds tends to infinity. In each round, using $K$ independent encodings followed by the select-max decoder is asymptotically optimal as the rate tends to zero. The proof now follows immediately since the source becomes asymptotically successive refinable as the number of rounds tends to infinity. Thus, the rate loss within each round due to using independent encodings vanishes, and due to the source being asymptotically (in the number of rounds) successive refinable, the accumulated rate loss over many rounds also vanishes.

C. General Sources, Gaussian Noise Channels, and MSE Distortion

1) Multi Round Non Gaussian Source Coding: In the single round case, $K$ independent encodings (descriptions) are constructed. In the multi round case, the new source is the residual from the previous round. This residual could be dependent upon descriptions from previous rounds. To address this issue, we extend Lemma 11 to include the possibility of having “side information” available at the encoder and decoder, which is dependent upon the source. The case of side information available at the encoder and the decoder was not considered in the 1-MMSE relation [19]. With Lemma 17 and Corollary 2 below, we generalize Theorem 4 and Lemma 11 to include side information.

**Lemma 17 (Conditional I-MMSE Relation):** Let $Y = \sqrt{\gamma}X + N$ where $N \sim N(0, 1)$ and $X$ is arbitrarily distributed, independent of $N$ and of variance $\sigma_X^2$. Let $Z$ be arbitrarily distributed and correlated with $X$ but independent of $N$. Then

\[
I(X; Y | Z) = \frac{\log_2(e)}{2} \left( \gamma \mathbb{E}[\var(X | Z)] - \frac{1}{2} \gamma^2 \mathbb{E}[\var(X | Z)^2] \right) + o(\gamma^2).
\]

and in the limit $\gamma \to 0$ we have:

\[
\lim_{\gamma \to 0} \frac{1}{\gamma} I(X; Y | Z) = \frac{\log_2(e)}{2} \mathbb{E}[\var(X | Z)].
\]

**Proof:** See the appendix.

**Corollary 2:** Let $Y_i = \sqrt{\gamma}X + N_i$, $i = 0, \ldots, K-1$, where $X$ is arbitrarily distributed with variance $\sigma_X^2$ and $N_0, \ldots, N_{K-1}$, are zero-mean unit-variance i.i.d. Gaussian distributed. Let $Z$ be arbitrarily jointly distributed with $X$, where $(X, Z)$ are independent of $N_i, \forall i$. Then

\[
\lim_{\gamma \to 0} \frac{1}{\gamma} I(X; Y_0, \ldots, Y_{K-1} | Z) = \frac{K \log_2(e)}{2} \mathbb{E}[\var(X | Z)].
\]

2) Conditions for Asymptotic Optimality of Linear Estimation: It was shown by Akyol et al. [28], that for an arbitrarily distributed source $X$, contaminated by Gaussian noise $N$, the MMSE estimator of $X$ given $Y = \sqrt{\gamma}X + N$, converges in probability to a linear estimator, in the limit where $\gamma \to 0$. We show below that in general the conditional MMSE estimator $\mathbb{E}[X | Y, Z]$ with side information $Z$, where $Z$ is independent of $N$ but is arbitrarily correlated with $X$ becomes asymptotically linear in $X$ but not in $Z$ (unless $Z$ is Gaussian).

**Theorem 18 (Asymptotic Linearity of the Conditional MMSE Estimator):** Let $Y = \sqrt{\gamma}X + N$, where $N \perp X$, $X$ is arbitrarily distributed with variance $\sigma_X^2$ and $N$ is Gaussian distributed according to $N(0, 1)$. Moreover, let $Z$ be arbitrarily distributed, independent of $N$ but arbitrarily correlated with $X$. Then the conditional MMSE estimator $\mathbb{E}[X | Y, Z]$ is asymptotically linear as $\gamma \to 0$ if and only if

\[
\mathbb{E}_Z[\var(X | Z)^2] = (\mathbb{E}_Z[\var(X | Z)])^2.
\]

**Proof:** We provide the complete proof, which fixes a typo in the proof provided in [1]. We first consider the unconditional case, where $Z = \emptyset$. Let us assume that $\mathbb{E}X = \mu_X \neq 0$. Recall
that \( Y = \sqrt{\gamma}X + N \), where \( \mathbb{E}N = 0 \) and \( \sigma_N^2 = 1 \). For small \( \gamma \), the optimal estimator is linear, and we have that
\[
\mathbb{E}[X|Y] = \mu_X + \alpha(Y - \mathbb{E}Y) + o(\sqrt{\gamma}), \tag{101}
\]
where \( \alpha \) is the optimal Wiener coefficient for \( Y - \mathbb{E}Y = Y - \sqrt{\gamma} \mu_z \) given by \( \alpha \sqrt{\gamma} \sigma_X^2 + o(\sqrt{\gamma}) \). From (73), we know that the MMSE behaves as:
\[
\mathbb{E}_Y[\text{var}(X|Y)] = \sigma_X^2 - \gamma \sigma_X^4 + o(\gamma). \tag{102}
\]
On the other hand, in the conditional case with side information \( Y \), for each \( Z = z \) the source has mean \( \mathbb{E}[X|Z = z] \) and variance \( \text{var}(X|Z = z) \). Using this in (101), and fixing \( Z = z \), leads to
\[
\mathbb{E}[X|Y, Z = z] = \mathbb{E}[X|Z = z] + \alpha_z(Y - \mathbb{E}[Y|Z = z]) + o(\sqrt{\gamma}),
\]
where the Wiener coefficient depends on \( z \), i.e., \( \alpha_z = \sqrt{\gamma} \text{var}(X|Z = z) + o(\sqrt{\gamma}) \). Using (73) for a fixed \( Z = z \) yields
\[
\mathbb{E}_Y[\text{var}(X|Y, Z = z)] = \text{var}(X|Z = z) - \gamma \text{var}(X|Z = z)^2 + o(\gamma).
\]
Taking the average over \( Z \) results in
\[
\begin{align*}
\mathbb{E}_{Y,Z}[\text{var}(X|Y, Z)] &= \mathbb{E}_Z[\text{var}(X|Z)] - \gamma \mathbb{E}_Z[\text{var}(X|Z)^2] + o(\gamma). \tag{103}
\end{align*}
\]
By Jensen’s inequality, it follows that
\[
\mathbb{E}_Z[\text{var}(X|Z)^2] \geq (\mathbb{E}_Z[\text{var}(X|Z)])^2,
\]
with equality if and only if the conditional variance \( \text{var}(X|Z = z) \) is independent of the realization of \( z \) as would be the case for a linear estimator. Thus, comparing (103) to (102) shows that the linear estimator is generally not optimal.

\section*{D. General Sources Under MSE Distortion and at High Resolutions}

Most i.i.d. sources are successive refinable at high resolutions under the MSE distortion [5]. Moreover, for a fixed variance, it is well known that the Gaussian source is the hardest to code under the MSE distortion [29]. We exploit these properties in Theorem 7 below in order to show that the Gaussian source is asymptotically in rate the hardest to UIR code under the MSE.

\textbf{Theorem 7 (A Gaussian Source is Asymptotically the Worst to Code Using Independent Encodings):} Let \( X \) be arbitrarily distributed, let \( \hat{X} \) be Gaussian distributed, and let both \( X \) and \( \hat{X} \) have finite differential entropy and finite variance. Moreover, let \( X \) have the same mean and variance as \( X \). Then under the MSE distortion measure:
\[
\lim_{D_1, D_2 \to 0, \frac{D_1}{D_2} = c} R(\hat{X}, D_1, D_2, K, M) - R(X, D_1, D_2, K, M) \geq 0. \tag{104}
\]
where \( R(\phi, D_1, D_2, K, M) \) denotes the total sum-rate for UIR encoding a source \( \phi \) going from an initial distortion \( D_1 \) to a final distortion \( D_2 < D_1 \) using \( M \) rounds and \( K \) descriptions in each round.

\textbf{Proof:} Let the source \( X \) be encoded and reconstructed by the MMSE estimator \( \hat{X} \). Moreover, let the coding error be given by the difference \( E = X - \hat{X} \). In successively refinable coding, the error \( E \) is independent of \( \hat{X} \) [4]. Due to this independence, in UIR source coding at high resolution (for Gaussian or non-Gaussian sources) one can ignore the conditioning on the previous round, and directly encode the error signal.

For a fixed variance, it is well known that the Gaussian source is the hardest to code under the MSE distortion [29]. It follows that for the same distortion, the rate for coding an arbitrarily distributed error \( \epsilon \) of variance \( \sigma_\epsilon^2 \) is smaller than or equal to that obtained due to coding a Gaussian error of the same variance \( \sigma_\epsilon^2 \). At general resolution, the error \( \epsilon \) for a non-Gaussian source is not Gaussian. However, \( \epsilon \) becomes asymptotically Gaussian in a Divergence sense, i.e., \( D(\epsilon||G) \to 0 \), where \( G \) is Gaussian, in the limit of high resolution [30].

Let us first prove that for a single-description scheme, the coding rate going from an initial distortion \( D_1 \) to a final distortion \( D_2 < D_1 \) is always smaller than or equal to the rate required if the source was Gaussian. Note that this also holds even if the source \( X \) is not successive refinable.

The RDF of a general source \( X \) with finite differential entropy \( h(X) \) and under a difference distortion is lower bounded by Shannon’s lower bound (SLB) [31]:
\[
R(D) \geq R_{SLB}(D) = h(X) - \frac{1}{2} \log_2(2\pi eD), \tag{105}
\]
where equality is achieved in the limit where \( D \to 0 \) [30]. On the other hand, the RDF is clearly upper bounded by the rate obtained due to using a Gaussian coding scheme (instead of an optimal coding scheme), where the source is encoded as \( X + N \) and \( N \sim \mathcal{N}(0, D) \):
\[
R(D) \leq I(X; X + N) = h(X + N) - \frac{1}{2} \log_2(2\pi eD). \tag{106}
\]
If we now upper bound \( R(D_2) \) using (107) and lower bound \( R(D_1) \) using \( R_{SLB} \) (105), where \( D_2 < D_1 \), we can establish the following inequality, which upper bounds the maximal rate required going from \( D_1 \) to \( D_2 \):
\[
R(D_2) - R(D_1) \leq h(X + N_2) - \frac{1}{2} \log_2(2\pi eD_2) - (h(X) - \frac{1}{2} \log_2(2\pi eD_1)) \tag{108}
\]
\[
= \frac{1}{2} \log_2 \frac{D_2}{D_1} + h(X + N_2) - h(X). \tag{109}
\]
At this point, we let \( D_1, D_2 \to 0 \), keeping the ratio \( D_1/D_2 = c > 1 \) constant and finite, which when used in (109) yields:
\[
\lim_{D_1, D_2 \to 0, \frac{D_1}{D_2} = c} \left[ \frac{1}{2} \log_2 \frac{D_1}{D_2} + h(X + N_2) - h(X) \right] = \frac{1}{2} \log_2 \frac{D_1}{D_2}, \tag{110}
\]
\[
= \frac{1}{2} \log_2 \frac{D_1}{D_2}, \tag{111}
\]
which follows from the fact that in the limit of $D \to 0$, $h(X + N) \to h(X)$ for sources with a finite differential entropy and finite variance [30]. It follows that asymptotically $R(D_2) - R(D_1) \leq \frac{1}{2} \log_2(D_1/D_2)$, where the right-hand-side is the rate required if the source was Gaussian.

To prove the theorem, we repeat the above arguments for the case of $K$ descriptions. Assume we have $K$ independent encodings of $X$, which individually leads to distortion $D_1$ and when combined yields distortion $D_1 \leq \tilde{D}_1$, where $\tilde{D}_1$ would be joint distortion for $K$ independent encodings of the Gaussian source $X$, which individually leads to the same distortion $\tilde{D}_1^i = D_1^i$. Then we can lower bound the sum-rate of the $K$ encodings by the sum of the individual lower bounds, i.e.,

$$
\sum_{i=1}^{K} R_{\text{SLB}}(D_1^i) = K h(X) - \frac{K}{2} \log_2(2\pi e D_1^i). \quad (112)
$$

Similarly, we can use a $K$ descriptions Gaussian coding scheme, $X + N_i, i = 1, \ldots, K$, to get the upper bound, where each description leads to a distortion $D_2^i = \tilde{D}_2^i$ and when combined the joint distortion is $D_2 \leq \tilde{D}_2$. The following upper bound on the sum-rate can then be established:

$$
\sum_{i=1}^{K} R(D_2^i) \leq \sum_{i=1}^{K} h(X + N_i) - \frac{1}{2} \log_2(2\pi e D_2^i). \quad (113)
$$

Subtracting (112) from (113) yields the following upper bound:

$$
\sum_{i=1}^{K} R(D_2^i) - \sum_{i=1}^{K} R(D_1^i) \leq \sum_{i=1}^{K} (h(X + N_i) - \frac{1}{2} \log_2(2\pi e D_2^i)) - K h(X) + \frac{K}{2} \log_2(2\pi e D_1^i)
$$

$$
= \lim_{\delta \to 0} \frac{1}{2} \log_2(D_1^i / D_2^i),
$$

where the last equality holds in the limit where $\tilde{D}_1, \tilde{D}_2 \to 0$ and $D_1/D_2 = \epsilon > 1$. Since this last equality is non-negative and achieved for a Gaussian coding scheme, the theorem is proved.

IV. INCREMENTAL MULTIPLE DESCRIPTIONS WITH FEEDBACK

In the previous sections, we considered coding a source into $K$ independent encodings. Then, all $K$ independent encodings were combined to form an estimate of the source. In the next round, this estimate was further refined by being coded into $K$ new independent encodings. It is interesting to consider the case, where instead of using all $K$ encodings in each round, one may consider the case of only using a subset of the $K$ encodings. Indeed, this can then be considered as a special case of multiple descriptions with feedback. For example, an encoder forms $K$ independent encodings (descriptions), which are transmitted over an erroneous communications network. At the decoder, only a subset of the descriptions are received, and the decoder then informs the encoder which descriptions were received. The encoder can then successively refine the source using only the descriptions that are received by the decoder. The new source is then further encoded into $K$ descriptions, and so on, see Fig. 1. The following theorem shows that the accumulated sum-rate of the received descriptions after any number of rounds in the system of Fig. 1, is asymptotically optimal as the number of rounds tends to infinity, and the rate in each round tends to zero.

Theorem 8: Let $R_X$ be the RDF for the source $X$ under the distortion measure $d(\cdot, \cdot)$, and consider $M$ rounds, each having $K$ independent encodings, and either of the following two cases:

1) $X$ is one-sided exponential, $d(\cdot, \cdot)$ is the one-sided distortion measure, and the decoder uses the select-max estimator.

2) $X$ is Gaussian, $d(\cdot, \cdot)$ is the MSE distortion measure, and the decoder averages the received descriptions.

Let $R$ be the rate of each description, let $0 \leq k_i \leq K$ denote the number of received descriptions in round $i$, and let $\tilde{D}_i > 0$ be the resulting distortion in round $i$, for $i = 1, \ldots, M$. Finally, let $m_\ell$ denote the number of times $\ell$ descriptions were received in $M$ rounds, where $m_\ell/M > 0$ for $M \to \infty$, $\ell = 1, \ldots, K$. Then

$$
\lim_{M \to \infty} \left[ R_X(\tilde{D}_i) - R \sum_{\ell=1}^{K} m_\ell \right] = 0, \quad \forall i. \quad (114)
$$

Proof: We only need to focus on the cases where $k_1 = 0$ for some $i$, which will affect the total sum-rate of the received descriptions, and nor will it affect the resulting distortion.

A. Case 1: Exponential Source

Let us first consider a single round, where the source, say $X_1$, is to be encoded into $K$ independent encodings, $Y_1, \ldots, Y_K$, which each are rate-distortion optimal resulting in an individual distortion of $D_1$. Assume that we receive $k_1$ out of $K$ encodings and that we use the select-max estimator $Z_1 = \max_i \{Y_i\}$. Then, from Lemma 3 it follows that the estimation error $\tilde{X}_1 = X_1 - Z_1$ is exponentially distributed with parameter $\lambda_2$, where

$$
\lambda_2 = (k_1 - (k_1 - 1)c_1)D_1^{-1}, \quad (115)
$$

where $c_1 = \lambda_1 D_1$. Moreover, the resulting expected distortion $\tilde{D}_1$ using $Z_1$ as the estimator is obtained using Lemma 2 as:

$$
\tilde{D}_1 = \frac{D_1}{k_1 - (k_1 - 1)D_1 \lambda_1} = \frac{c_1 \lambda_1^{-1}}{k_1 - (k_1 - 1)c_1}. \quad (116)
$$

Since the rate of the individual descriptions are given by $R_i = -\log_2(D_1 \lambda_1)$, it follows that in order to keep the rate equal in all rounds, we need to have $D_1 \lambda_1 = D_1 \lambda_1 = c_1 = c, \forall i$. Moreover, to keep the accumulated sum-rate over $M$ rounds finite, when $M$ tends to infinity, we let the rate per description be $-\frac{1}{M} \log_2(D_1 \lambda_1)$ for all rounds, which implies that:

$$
c = (\lambda_1 D_1)^{1/M}. \quad (117)
$$
Let $k_1^M$ be the sequence of received descriptions. Let $\bar{R}_M(k_1^M)$ denote the total rate of this sequence, which is given by:

$$\bar{R}_M(k_1^M) = \frac{-1}{M} \log(D_1 \lambda_1) \sum_{i=1}^{M} k_i.$$  \hspace{1cm} (118)

Since the DRF is given by $D_X(R) = \lambda^{-1} 2^{-R}$, we find the optimum distortion given $\bar{R}_M(k_1^M)$ to be:

$$D_X(\bar{R}_M(k_1^M)) = \lambda^{-1} 2^{-\frac{1}{\lambda^{-1}} \log(D_1 \lambda_1) \sum_{i=1}^{M} k_i},$$  \hspace{1cm} (119)

$$= \lambda^{-1} (\lambda_1 D_1)^{-\frac{1}{\lambda^{-1}} \sum_{i=1}^{M} k_i}. \hspace{1cm} (120)$$

Let us now assume that $k_1$ and $k_2$ independent encodings are received in rounds 1 and 2, respectively. The source in round 2 is $X_2 = \bar{X}_1$, the estimation error of round 1. This source is encoded into $K$ independent encodings each leading to an individual optimum distortion of $D_2$. The resulting expected distortion after round 2, when using the select-max estimator on the $k_2$ successively transmitted encodings is then given by:

$$\bar{D}_2 = \frac{D_2}{k_2 - (k_2 - 1)c}$$  \hspace{1cm} (121)

$$= \frac{D_2 c}{k_2 - (k_2 - 1)c} \lambda_1^{-1}$$  \hspace{1cm} (122)

$$= \frac{D_2 c}{k_2 - (k_2 - 1)c} \lambda_1^{-1} \sum_{i=1}^{M} k_i. \hspace{1cm} (123)$$

After $M$ rounds we therefore obtain an expected distortion $\bar{D}_M$ given by:

$$\bar{D}_M = \frac{c^M \lambda_1^{-1}}{\prod_{i=1}^{M} (k_i - (k_i - 1)c)}$$  \hspace{1cm} (124)

$$= \frac{c^M \lambda_1^{-1}}{\prod_{i=1}^{M} (\ell - (\ell - 1)c)^{m_{i\ell}}}, \hspace{1cm} (125)$$

where $m_{i\ell}$ is the number of times $\ell$ encodings are successively received over a total of $M$ rounds. We will assume that the ratio $M/m_{i\ell} = c_{i\ell}$ is finite, as $M \to \infty$. Focusing on the limit of the $\ell$th term in the product, we obtain:

$$\lim_{M \to \infty} (\ell - (\ell - 1)c)^{m_{i\ell}} = \lim_{M \to \infty} (\ell - (\ell - 1)c)^{\frac{c_{i\ell}}{d_{i\ell}}} \lambda_1^{-1} (\lambda_1 D_1)^{\frac{c_{i\ell}}{d_{i\ell}}}$$

$$= \left(\lambda_1 D_1\right)^{-\frac{c_{i\ell}}{d_{i\ell}}}. \hspace{1cm} (126)$$

Taking the limit of $\bar{D}_M$ leads to:

$$\lim_{M \to \infty} \frac{c^M \lambda_1^{-1}}{\prod_{i=1}^{M} (\ell - (\ell - 1)c)^{m_{i\ell}}} = \lambda_1^{-1} (\lambda_1 D_1)^{\frac{c_{i\ell}}{d_{i\ell}}}, \hspace{1cm} (127)$$

where we used the fact that $\frac{1}{M} \sum_{i=1}^{M} k_i = \frac{1}{M} \sum_{i=1}^{K} \ell c_{i\ell} = \sum_{i=1}^{K} \ell c_{i\ell}$, and $\sum_{i=1}^{K} c_{i\ell}^{-1} = 1$. Since (127) is equal to (120), we have proved that the total accumulated sum-rate is asymptotically optimal as $M \to \infty$.

Consider now the accumulated sum-rate $\bar{R}_M$, and distortion $\bar{D}_M$, obtained after the first $M'$ rounds out of the $M = \infty$ rounds. From (124) we can write the operational distortion $\bar{D}_M$ achieved in round $M'$ after $M$ rounds:

$$\lim_{M \to \infty} \bar{D}_M = \lim_{M \to \infty} \frac{c^M \lambda_1^{-1}}{\prod_{i=1}^{M} (k_i - (k_i - 1)c)}$$

$$= \lim_{M \to \infty} \frac{c^M \lambda_1^{-1} (\lambda_1 D_1)^{\frac{c_{i\ell}}{d_{i\ell}}}}{\prod_{i=1}^{M} (k_i - (k_i - 1)c)} \hspace{1cm} (130)$$

$$= \lim_{M \to \infty} \frac{c^M \lambda_1^{-1} (\lambda_1 D_1)^{\frac{c_{i\ell}}{d_{i\ell}}}}{\prod_{i=1}^{M} (k_i - (k_i - 1)c)} \hspace{1cm} (131)$$

$$= \lim_{M \to \infty} \frac{c^M \lambda_1^{-1} (\lambda_1 D_1)^{\frac{c_{i\ell}}{d_{i\ell}}}}{\prod_{i=1}^{M} (k_i - (k_i - 1)c)} \hspace{1cm} (132)$$

The above distortion is obtained by using a sum-rate of $R \sum_{i=1}^{M} k_i$. Replacing the sum $\sum_{i=1}^{M} k_i$ in (120) by $\sum_{i=1}^{M} k_i$ shows that the operational distortion obtained in (133) becomes identical to the DRF. This proves that asymptotically as the number of rounds tends to infinity, the resulting distortion achieved after any $M'$ rounds tends to the DRF.

**B. Case 2: Gaussian Source**

Let the rate $R$ per description in each round to be related to the number of rounds $M$ in the following way:

$$R = \frac{1}{2M} \log_2 \left( \frac{\sigma_X^2}{d} \right), \hspace{1cm} (134)$$

where $0 < d \leq \sigma_X^2$. The total sum-rate $R_M$ for the received descriptions after $M$ rounds is then given by:

$$R_M = R \sum_{i=1}^{M} k_i = \frac{1}{2M} \log_2 \left( \frac{\sigma_X^2}{d} \right) \sum_{i=1}^{M} k_i. \hspace{1cm} (135)$$

The optimum distortion $D_M^*$ at rate $R_M$ is obtained by inserting into the DRF:

$$D_M^* = \sigma_X^2 2^{-2R_M} \hspace{1cm} (136)$$

$$= \sigma_X^2 \left( \frac{d}{\sigma_X^2} \right)^{\frac{1}{2}} \sum_{i=1}^{M} k_i. \hspace{1cm} (137)$$

On the other hand, the operational distortion after round $i$ depends directly upon $k_i$ in the following way:

$$\bar{D}_i = \frac{d_i}{k_i - (k_i - 1)d_i/D_{i-1}}, \hspace{1cm} (138)$$

where $d_i$ was introduced in Section III-A as the conditional variance of the source in the $i$th round given one of the $K$ descriptions.

Consider now a fixed sequence $k_1, \ldots, k_M$, where $k_i \in \{1, \ldots, K\}$. Then, the resulting distortion $\bar{D}_i(k_i)$ after round 1 due to receiving $k_1$ descriptions is given by:

$$\bar{D}_1(k_1) = \frac{d_1}{D_{0k_1} - (k_1 - 1)d_1} \hspace{1cm} (139)$$

Similarly, the resulting distortion $\bar{D}_2(k_2)$ after round 2 due to receiving $k_2$ packets in round 2 and $k_1$ packets in round 1 is:

$$\bar{D}_2(k_2^3) = \frac{d_2(k_2) \bar{D}_1(k_1)}{D_1(k_1)k_2 - (k_2 - 1)d_2(k_1)} \hspace{1cm} (140)$$

$$= \frac{d_2(k_2) \bar{D}_1(k_1)}{D_{0k_2} - (k_2 - 1)d_1 \bar{D}_1(k_1)} \hspace{1cm} (141)$$
where we used the following relation, which guarantees that the sum-rate is the same for all rounds:
\[
d_{i+1}(k^i_1) = d_i(k^i_1^{-1}) \frac{\hat{D}_i(k^i_1)}{\hat{D}_{i-1}(k^i_1^{-1})}.
\]
(143)

After \(M\) rounds we obtain:
\[
\hat{D}_M(k^M_1) = \frac{d^M(\sigma_X^2)}{\prod_{\ell=1}^{K}(\sigma_X^2 \ell - (\ell - 1)d_1)^{m_\ell}}.
\]
(144)

where \(\sum_{i=1}^{K} m_\ell = M\), and where \(m_\ell\) denotes the number of times that \(\ell\) descriptions were received in the \(M\) rounds.

In order to obtain a finite rate and a non-zero distortion, when \(M \to \infty\), we let the distortion \(d_1\) of round 1 depend upon \(M\) through the distortion parameter \(d\), i.e.:
\[
d_1 = \left(\frac{\sigma_X^2}{d}\right)^{-1/M} \sigma_X^2,
\]
(145)

where \(\sigma_X^2 \geq d > 0\). With this the distortion in round \(M\) can be written as:
\[
\hat{D}_M(k^M_1) = \frac{d(\sigma_X^2)^M}{\prod_{\ell=1}^{K}(\sigma_X^2 \ell - (\ell - 1)d_1)^{m_\ell}}
\]
(146)

where we inserted \(\hat{D}_0 = \sigma_X^2\).

Let \(M/m_\ell = c_\ell\) be constant so that \(m_\ell\) tends to infinity at the same rate as \(M\). Then, the limit of the ratio \((\sigma_X^2)^{m_\ell}\) and the \(\ell\)th term in the product can be written as:
\[
\lim_{m_\ell \to \infty} (\sigma_X^2)^{m_\ell}(\sigma_X^2 \ell - (\ell - 1)(\frac{d}{\sigma_X^2})^{1/(c_\ell m_\ell)}) = \left(\frac{d}{\sigma_X^2}\right)^{(\ell - 1)/c_\ell}
\]
(147)

which implies that:
\[
\lim_{M \to \infty} \hat{D}_M(k^M_1) = d \prod_{\ell=1}^{K} \left(\frac{d}{\sigma_X^2}\right)^{(\ell - 1)/c_\ell} = d \sigma_X^2 \prod_{\ell=1}^{K} \ell/c_\ell
\]
(148)

\[
= \sigma_X^2 \left(\prod_{\ell=1}^{K} \ell/c_\ell\right),
\]
(151)

where we used that \(\sum_{\ell=1}^{K} \ell/c_\ell = 1\). Since \(M^{-1} \sum_{i=1}^{M} k_i = M^{-1} \sum_{\ell=1}^{K} \ell/c_\ell\), the optimum final distortion \((137)\) is asymptotically equal to the operational distortion \((151)\) after \(M\) rounds in the limit where \(M \to \infty\).

We can use a similar technique as for Case 1, in order to prove that the operational distortion obtained after any finite number of rounds asymptotically tends towards the DRF as the total number of rounds tends to infinity. This proves the theorem.

C. Incremental Gaussian Multiple Descriptions

In the quadratic Gaussian MD problem, a Gaussian random variable \(X\) is encoded into \(K\) descriptions \(Y_1, \ldots, Y_K\). If we consider the symmetric case, then the rates of the descriptions are equal, i.e., \(R_i = R, \forall i\), and the distortion observed at the decoder, does not depend upon which descriptions that are received but only upon the number of received descriptions; \(D_I = D_{I'}, \forall \{I, I'\} \subseteq \{1, \ldots, K\}\) such that \(|I| = |I'|\).

The rate-distortion region for the quadratic Gaussian MD problem is only known for some specific cases. For example, for the two-receiver case, where one is only interested in the distortion when receiving \(k < K\) or all \(K\) descriptions, the optimal sum-rate region (for Gaussian vector sources) was given as an optimization problem in [32]. For the symmetric case (and scalar Gaussian sources), the optimization problem of [32] was explicitly solved in [33]. In this subsection, we focus on the two-receiver case of \(k = 1\) or \(k = K\) descriptions. Let the distortion due to receiving a single description be \(D_1 = D, \forall i\), and let \(D_{1, \ldots, K}\) denote the distortion due to receiving all \(K\) descriptions. Then, the optimal per description rate \(R\) as a function of \((D, D_{1, \ldots, K})\) is given by [33]:
\[
R(D, D_{1, \ldots, K}) = \frac{1}{2} \log_2 \left(\frac{(K-1)(\sigma_X^2 - D_{1, \ldots, K})}{(K-1)D_{1, \ldots, K}(\sigma_X^2 - D)}\right)
\]
(152)

If we now let \(D = D_{\max} = \sigma_X^2 - \epsilon\), for some \(\epsilon > 0\), and vary \(D_{1, \ldots, K}\), it is possible to illustrate the efficiency for the case where we are only interested in \(|I| \in \{1, K\}\):
\[
\eta_K(I, R) = \begin{cases} R(D), & |I| = 1, \\ \min \left\{ \frac{R(D_{1, \ldots, K})}{R(D)}, \frac{R(D)}{K R(D_{1, \ldots, K})} \right\}, & |I| = K, \end{cases}
\]
(153)

since \(R_i = R(D, D_{1, \ldots, K})\). This is illustrated in Fig. 5 for the case of \(\epsilon = 1/1000, \sigma_X^2 = 1\), and \(K \in \{2, 4, \ldots, 10\}\).

One extreme solution to the MD coding problem is when the distortion due to receiving a single description is minimized, i.e., the case of “no excess marginal rate”. Indeed, in the
quadratic Gaussian case, generating independent descriptions $Y_i = X + N_i$, with mutually independent noises will then be optimal. However, if we compromise the distortion due to receiving a single description, in order to get an even smaller distortion when receiving more descriptions, then the use of use mutually independent noises is often suboptimal [34]. Thus, in order to better illustrate the loss of unconditional coding (e.g., using mutually independent noises) over that of conditional coding (MD coding), we provide the following example. For the case of unconditional coding, we let $Y_i = X + N_i, i = 1, \ldots, K$, where $N_i$ are mutually independent Gaussian random variables of equal variance $\sigma^2_N$, and $X$ is standard Gaussian. Combining $K$ descriptions yields a distortion of:

$$D_{1,...,K} = \frac{\sigma^2 + \sigma^2_N}{\sigma^2_N + K\sigma^2_X}.$$  

The sum-rate for the $K$ descriptions $\{Y_i\}_{i=1}^K$ is given by $\frac{K}{2} \log_2 (\sigma^2_X / D_1)$, where $D_1 = \frac{\sigma^2}{\sigma^2_N + \sigma^2_X}$. On the other hand, when using Gaussian MD coding, we can slightly increase the individual distortions $D_i$ due to receiving a single description, in order to achieve the desired $D_{1,...,K}$ at a lower sum-rate than that of unconditional coding. The efficiency of unconditional versus conditional (MD) coding is shown in Fig. 6. Notice that the high distortions of $D_{1,...,K}$, the efficiency of unconditional coding is not far from that of MD coding.

D. Incremental Multiple Descriptions Vector Quantization

We now introduce a multiple descriptions vector quantizer that can be modelled by the $\epsilon/1$ channel. Specifically, we propose a very practical binary (threshold) vector quantizer, which is asymptotically rate-distortion optimal in the limit of zero rate in the quadratic Gaussian case. Our quantizer is inspired by the binary scalar quantizer in [35].

1) Threshold Vector Quantizer: Let $X \in \mathbb{R}^n$ be zero-mean and Gaussian distributed with covariance matrix $\Sigma_X = \sigma^2 I$, where $I \in \mathbb{R}^{n \times n}$ is the identity matrix. Moreover, let $x \in \mathbb{R}^n$ be a realization of $X$ and let $x(i)$ denote the $i$th element of the vector $x$. Let $Q_i, \xi$ be an $n$-dimensional binary quantizer with its single decision region being the hyperplane described by $x(i) = \xi$ for some fixed $i$.

Let $c_j \in \mathbb{R}^n, j = 0, 1$, denote the reproduction points of the quantizer. The Voronoi cells $V_j, j = 0, 1$ are given by:

$$V_j \triangleq \{x \in \mathbb{R}^n : \|x - c_j\|_2^2 \leq \|x - c_{j'}\|_2^2, j \neq j'\}.$$  

At this point, we let $c_0 = 0 \in \mathbb{R}^n$ be the all zero vector, and we let $c_1$ be the centroid of $V_1$. We note that $c_1 = [0, \ldots, 0, \hat{z}, 0, \ldots, 0]^T$ is the all zero vector except that the $i$th element is given by the centroid $\hat{z}$ of the $i$th interval:

$$\hat{z} = \frac{1}{\sqrt{2\pi} e^{-\frac{c_i^2}{2}}} \int_{\xi}^{+\infty} f(z) z dz \quad \frac{1}{\sqrt{2\pi} (1 - \text{erf}(\frac{\hat{z}}{2\sigma}))},$$  

where $f$ denotes the marginal distribution of $X$, erf denotes the error function, and $\sigma^2$ is the variance of the individual elements of $X$. Thus, given a vector $x \in \mathbb{R}^n$, the output $\hat{x}$ of the quantizer is given by:

$$\hat{x} = Q_i, \xi(x) = \begin{cases} 0, & \text{if } x(i) \leq \xi, \\ [0, \ldots, 0, \hat{z}, 0, \ldots, 0]^T, & \text{otherwise}. \end{cases}$$

The probability $p_0$ that $X \in V_0$ is independent of the vector dimension $n$ and given by the scalar integral:

$$p_0 = \int_{-\infty}^{\xi} f(z) dz = \frac{1}{2} + \frac{1}{2} \text{erf}(\frac{\sqrt{2} \xi}{2\sigma}).$$  

Since the quantizer has only two cells, $p_1 = 1 - p_0$.

The distortion due to using this particular construction of a binary quantizer is clearly equal to the (marginal) variance $\sigma^2$ of the source for the $(n - 1)$ dimensions (coordinates) of $c_1$, which are equal to zero. The $i$th coordinate of $c_1$ is non-zero and yields a smaller distortion $D_i < \sigma^2$, which is given by:

$$D_i = \int_{-\infty}^{\xi} f(z) z^2 dz + \int_{\xi}^{+\infty} f(z)(z - \hat{z})^2 dz.$$  

It follows that the total distortion $D$ is equal to

$$D = D_i + \sigma^2(n - 1) = \frac{\sigma^2}{\pi n (1 - \text{erf}(\frac{\sqrt{2} \xi}{2\sigma}))} - e^{-\frac{\hat{z}^2}{\pi}} \frac{\hat{z}^2}{\pi (1 - \text{erf}(\frac{\sqrt{2} \xi}{2\sigma}))}.$$  

The entropy $R$ of the quantizer is given by:

$$R = -p_0 \log_2 (p_0) - p_1 \log_2 (p_1).$$  

From (157) and (155) it follows that both $R$ and $D$ are functions of the threshold $\xi$. To find the slope of $R(D)$ w.r.t. $D$, we may therefore use the derivative of a composite function:

$$\lim_{\xi \to -\infty} \frac{\partial}{\partial D} R(D) = \lim_{\xi \to -\infty} \frac{\partial}{\partial \xi} \frac{\partial R}{\partial \xi} = -\frac{1}{2\sigma^2 \ln(2)},$$

which coincide with the RDF of a white Gaussian source at zero rate. Thus, the quantizer is asymptotically RDF optimal in the limit of zero rate.

\footnote{The index $i$ could alternatively be found as the component of the source that decreases the MSE the most, which would yield a rate $1/n + \log(n)/n$. The rate $\log(n)$ is needed to describe the desired component (location) within the vector and the 1 bit describes whether it is above or below the threshold.}
2) Unconditional Refinement: The only non-zero codeword of the binary vector quantizer $Q_i, \xi$ is parallel to the unit-vector (basis vector) along the $i$th coordinate. In an $n$-dimensional vector space, we may form $n$ distinct binary vector quantizers $Q_i, \xi, i = 1, \ldots, n$, where each is non-zero on a different coordinate. Each quantizer is applied independently upon the source vector $X \in \mathbb{R}^n$. This results in $n$ reproduction vectors. Let $\hat{X}_i = Q_i, \xi(X)$ denote the reproduction vector due to using the $i$th quantizer on the source vector $X$. At the decoder, we may receive a subset $I \subseteq \{1, \ldots, n\}$ of the $n$ descriptions. Let $\hat{X}_I$ denote the joint reconstruction using the set of reproductions indexed by $I$. Similarly, let $D_I$ denote the distortion due to approximating the source $X$ by $\hat{X}_I$. In particular, we form the following reconstruction rule:

$$\hat{X}_I = \sum_{i \in I} \hat{X}_i,$$

where no averaging is needed since the non-zero codewords of the different quantizers are orthogonal to each other. The resulting distortion $D_I$ is then given by:

$$D_I = \mathbb{E}\|X - \hat{X}_I\|^2_2 = |I| D_i + (n - |I|)\sigma^2$$

$$= \frac{\sigma^2(\pi n (1 - \text{erf}(\frac{\sqrt{2}k}{2\sigma})) - |I|e^{-\frac{\xi^2}{2\sigma^2}})}{\pi (1 - \text{erf}(\frac{\sqrt{2}k}{\sigma}))},$$

where $|I|$ denotes the cardinality of the set $I$, and $D_i$ is given by (156). It is clear from (160), that the distortion is linearly decreasing in the number $|I|$ of combined descriptions. If the $n$ outputs of the different quantizers are independently entropy coded, the resulting coding rate is simply given by $nR$, where $R$ is the entropy of the individual quantizer outputs, see (157).

The rate-distortion performance for $K = 10$ uses of the threshold vector quantizer on a zero-mean vector Gaussian source of dimension $n = 10$ and with identity covariance matrix is illustrated in Fig. 7 for the case of $\xi = 1$ and $\xi = 2$. For $\xi = 1$ the entropy per dimension is $H = 0.0631$ bits/dim., which gives a sum-rate of 0.63 bits/dim. when using $K = 10$ descriptions. The resulting distortion is $-2$ dB/dim., when combining all $K = 10$ description.

To reduce this distortion, we may increase the threshold $\xi$. For $\xi = 2$, the entropy per dimension of each description is $H = 0.0157$ bits/dim., which leads a sum-rate of 0.16 bits/dim., when using $K = 10$ descriptions. The resulting distortion is $-0.6$ dB/dim. To get below this distortion level, one can introduce multi-round coding as we do below.

3) Multi-Round Threshold Vector Quantization: In the first round, the source is encoded into $K$ descriptions and reconstructed as $\tilde{X}$ (158) using a subset of descriptions indexed by $I$. In the next round, the residual $X - \tilde{X}$ becomes the new source to encode. The variance of this residual is equal to $D_I$ in (160). In Fig. 7, we have shown the performance of multi-round coding. In this example, we let $\xi = 2$ and use $M = 5$ rounds. In each round, we use $K = n = 10$ descriptions. It can be noticed that multi-round coding makes it possible to further reduce the distortion below that of single-round coding.

For some $n \in \mathbb{N}$, one may consider to do a single round with $kM \leq n$ descriptions or e.g., $M$ rounds with $K$ descriptions in each round. Assuming the vector is quantized along different dimensions in the $M$ rounds, one can show that in the limit of $\xi \rightarrow \infty$, the two approaches lead to the same rate and distortion performance. For a finite $\xi$, using $kM \leq n$ descriptions in a single round is slightly better than using $M$ rounds each of $K$ descriptions.

4) Efficiency: The average efficiency $\eta_K(I, R)$ for $|I| = K$ evaluated at each of the operating points indicated by * in the multi round coding curves of Fig. 7 is 0.64 and 0.73 for $(M = 5, \xi = 2)$ and $(M = 100, \xi = 3)$, respectively.

---

3One may increase the number of quantizers beyond $n$ by, for example, using $-\xi$ in addition to $\xi$. 6934 IEEE TRANSACTIONS ON INFORMATION THEORY, VOL. 68, NO. 10, OCTOBER 2022

---

Fig. 7. Threshold vector quantization of a Gaussian source under quadratic distortion. Single round coding for $\xi = 1$ (solid blue) and $\xi = 2$ (dashed) and when combing $K = 1, \ldots, n$ descriptions for $n = 10$. For $\xi = 2$ the rate per dim. is small and the curve stops at $-0.6$ dB for $K = n$ descriptions.

To get below this, one can use multi-round coding (stars) and use $K = n$ descriptions in each round. The dash-dotted curve shows the corresponding unit-variance Gaussian RDF.

Fig. 8. Encoding a Laplacian source into $K = 20$ descriptions in either $M = 1, 2,$ or 3 rounds.
5) Extension to General Sources and Distortion Measures: Our results indicate that the new idea of encoding a source into independent encodings and then incrementally improving the reconstruction quality over $M$ rounds is (nearly) asymptotically optimal for a wide variety of sources and distortion measures. In this section, we will demonstrate how one can apply our proposed threshold vector quantizer in practice to the Laplacian source under the two-sided absolute distortion measure. Specifically, we only have to choose a desired $\xi$ threshold and calculate centroids to form the codebook. Thus, the approach is applicable to quite general sources and distortion measures. We choose the Laplacian source under the two-sided distortion measure, since its RDF is known in closed-form, which makes it possible to compare the operational performance to the optimum. We compare the performance in terms of the accumulated rate-loss when encoding the source in $M = 1, 2,$ or 3 rounds, respectively. In each round, we encode into $K$ descriptions, where we set $K = d$, i.e., the dimension of the source vector. In the simulations, we have used $d = 20$ dimensional vectors, and $L = 10^6$ realizations. The vectors are i.i.d. and the elements within each vector are also i.i.d. The results are presented in Fig. 8. In this simulation we have pre-calculated the centroids for each round, using different realizations of the same source. We also explicitly exploit that the source is symmetric around zero, and that it has zero mean.

For the case of $M = 1$, we have used $\xi = 0.5265$. This leads to a distortion of 0.5377, which is equivalent to $-2.6946$ dB. In order to calculate the rate, we count the number of times that the elements of the $\ell$-th source dimension is greater than the threshold $\xi$ and divide by $L$. In principle, this corresponds to the probability $p$ of the “rare” symbol in the $c/1$-channel introduced in Section II-E.2. The rate is obtained from the binary entropy: $R = -p \log_2(p) - (1 - p) \log_2(1 - p)$. Thus, we assume that an efficient entropy encoder will be applied, so that the operational coding rate gets arbitrarily close to the discrete entropy of the quantized output.

For the case of $M = 2$, we have used $\xi = 1.525$ in round 1 and $\xi = -2$ in round 2. In this case where $\xi < 0$, we are checking how often the source is less than $\xi$. The sum-rate over all $K$ encodings in round 1 is $KR_1$, and the sum-rate for round 2 is $R_2$. The total sum-rate (normalized per dimension of the vector) is $\sum_{j=1}^{M=2} R_j$, since $d = K$.

For the case of $M = 3$, we used $\xi = 1.8, -3.0, 1.7$, for round $j = 1, 2, 3$, respectively. Let $D^{(M)}$ be the resulting distortion after round $M$, then the accumulated rate-loss is given by $\sum_{t=1}^{M} R_t - R(D^{(M)})$, where $R(\cdot)$ denotes the RDF of the source.

In Fig. 8, it can be seen that for the same distortion, the rate-loss is significantly decreased by using two rounds instead of a single round. Moreover, by using $M = 3$ rounds, the rate-loss is further decreased. In fact, for $M = 3$, the operational performance is close to the RDF.

V. CONCLUSION

We introduced a new source coding paradigm, which combines multiple descriptions and successive refinements. Specifically, we introduced the concept of independent encodings, which refer to a set of descriptions, which are conditionally jointly mutually independent given the source. The source is first encoded into $K$ independent encodings (descriptions) with zero excess marginal rates. Then, the source is estimated using a subset of the received descriptions. The estimation error is then successively encoded into $K$ new descriptions. In each round, the distortion is further reduced. Our main result is that independent encodings and feedback over multiple rounds lead to nearly ideal multiple-description coding, i.e., simultaneously obtaining zero excess sum-rate and zero excess marginal rates for non-trivial distortions.

We proved asymptotic optimality for a Gaussian source under the squared error distortion measure, and for a one-sided exponential source under a one-sided distortion measure. We also showed that at high-distortions, and for general sources under the quadratic distortion measure, there is nearly no loss by using $K$ independent encodings each of rate $R$ bits, as compared to forming a single description using $KR$ bits.

On the operational side, we proposed a simple threshold multiple-description vector quantizer, which outputs $K$ descriptions, each at very low rate. The descriptions are individually as well as jointly asymptotically rate-distortion optimal for the Gaussian source under the squared error distortion. Our simulations indicate that using $K$ description in multiple rounds, is nearly optimal also for the case of the Laplacian source under the two-sided absolute error distortion. We believe this holds for a wide range of sources and distortion measures. The simple Gaussian successive refinement coding scheme that was recently presented in [36], can be seen as the case of having $K = 1$ description in each round. On the other hand, our scheme provides $K$ descriptions in each round, which leads to robustness in case of packet dropouts.

APPENDIX

Proof of Lemma 14: Mutual information over very noisy discrete channels

To prove the lemma it is sufficient to show that $I(Y; Z) = o(\epsilon^3)$, since earlier works [22], [23] have established that $I(X; Y) = o(\epsilon^2)$ and $I(X; Z) = o(\epsilon^2)$.

$$I(Y; Z) = \sum_{y, z} p(y|z)p(z) \log \frac{p(y|z)p(z)}{p(y)p(z)} \quad (161)$$

$$= \sum_{x, y, z} p(x|y)p(x|z)p(y)p(z) \log \frac{\sum_{x'} p(y|x')p(x'|z)p(z)}{p(y)p(z)}$$

$$= \sum_{x, y, z} p(y|x)p(x|z)p(x) \log \frac{\sum_{x'} p(y|x')p(x'|z)p(z)}{p(y)p(z)} \quad (162)$$

where (a) follows since $p(y|z) = \sum_{x} p(y|x)p(x|z)$. At this point, we can replace $p(y|x)$ and $p(y)$ by their induced channel conditional $p(y)(1 + \epsilon Y (y|x))$ and marginal $p(y)(1 + \epsilon Y^*(y))$ output distributions, respectively, where

$$\psi_{y}(y) = \sum_{x} p(x) \psi_{y}(y|x), \quad \psi_{z}(z) = \sum_{x} p(x) \psi_{z}(z|x).$$
Thus, the expression within the log becomes:
\[
\sum_{x'} p(y|x')p(z|x')p(x') \over p(y)p(z) \\
= \sum_{x'} p(x')p(y)(1 + \epsilon\psi_Y(y|x'))p(z)(1 + \epsilon\psi_Z(z|x')) \over p(y)(1 + \epsilon\psi_Y'(y)p(z)(1 + \epsilon\psi_Z'(z))) \\
= \sum_{x'} p(x')(1 + \epsilon\psi_Y(y|x'))(1 + \epsilon\psi_Z(z|x')) \over (1 + \epsilon\psi_Y'(y))(1 + \epsilon\psi_Z'(z)) \\
= 1 + \epsilon\psi_Y(y) + \epsilon\psi_Z(z) + \epsilon^2 \sum_{x'} p(x')\psi_Y(y|x)\psi_Z(z|x) \\
+ 1 + \epsilon\psi_Y'(y) + \epsilon\psi_Z'(z) + \epsilon^2 \psi_Y'(y)\psi_Z'(z).
\]

(163)

Using the log expansion \(\log(1 + c) = c - \frac{1}{2}c^2 + o(c^3)\) on the log term in (162) and inserting (163) leads to
\[
\log \left( \sum_{x'} p(y|x')p(z|x')p(x') \over p(y)p(z) \right) = \epsilon\psi_Y(y) + \epsilon\psi_Z(z) \\
+ \epsilon^2 \sum_{x'} p(x')\psi_Y(y|x')\psi_Z(z|x') \\
- \frac{\epsilon^2}{2} (\psi_Y'(y))^2 + \psi_Z'(z)^2 \\
+ 2 \sum_{x',x''} p(x')p(x'')\psi_Y(y|x')\psi_Z(z|x'') \\
- (\epsilon\psi_Y(y) + \epsilon\psi_Z(z) + \epsilon^2 \psi_Y'(y)\psi_Z'(z)) \\
+ \frac{\epsilon^2}{2} (\psi_Y'(y))^2 + \psi_Z'(z)^2 + 2\psi_Y'(y)\psi_Z'(z) + o(\epsilon^3) \\
= \epsilon^2 \sum_{x'} p(x')\psi_Y(y|x')\psi_Z(z|x') - \epsilon^2 \psi_Y'(y)\psi_Z'(z) + o(\epsilon^3).
\]

(164)

The terms outside the log in (162) can be written in a similar way as the nominator in (163), that is,
\[
\sum_{x,y,z} p(y|x)p(z|x)p(x) = \sum_{x,y,z} p(x)p(y)p(z) \\
\times (1 + \epsilon\psi_Y(y|x) + \epsilon\psi_Z(z|x) + \epsilon^2 \psi_Y(y|x)\psi_Z(z|x)).
\]

(165)

To complete the expansion of (162), we multiply (164) by (165), which leads to
\[
I(Y; Z) = \epsilon^2 \sum_{y,z} p(y)p(z) \left( \sum_{x'} p(x')\left(\psi_Y(y|x')\psi_Z(z|x')\right) \right) \\
- \psi_Y'(y)\psi_Z'(z) + o(\epsilon^3).
\]

where the last equality follows using the fact that \(\psi\) must have zero expected value with respect to the output, i.e.,
\[
\sum_{y} p(y)\psi_Y(y|x) = \sum_{z} p(z)\psi_Z(z|x) = 0,
\]
which implies that
\[
\sum_{y} p(y)\psi_Y'(y) = \sum_{z} p(z)\psi_Z'(z) = 0.
\]

Proof of Lemma 15 Mutual Information Over Very Noisy Continuous-Discrete Channels: Due to the Markov chain, it follows that:
\[
I(X; Y, Z) = I(X; Y) + I(X; Z) - I(Y; Z).
\]

(166)

In the following, we will show that \(I(X; Y) = o(\epsilon\gamma)\), \(I(X; Z) = o(\epsilon\gamma)\), and \(I(Y; Z) = o(\epsilon^2\gamma\epsilon_2)\), which when combined with (166) and used in (84), proves the lemma. Let \(p_{y|x} = p_{Y|x}(y_j|x)\) denote the conditional probability of receiving \(y_j\) when \(x \in X\) was transmitted on the channel \(P_{Y|x}\). Similarly, let \(p_{z|x} = p_{Z|x}(z_j|x)\) denote the conditional probability of receiving \(z_j\) when \(x \in X\) was transmitted on the channel \(P_{Z|x}\). Let \(X = \mathbb{R}, Y = \{y_1, \ldots, y_{|Y|}\}\), and \(Z = \{z_1, \ldots, z_{|Z|}\}\). Without loss of generality, we let \(y_1\) and \(z_1\) denote high probability symbols, i.e., \(I \int_X P_X(x)p_{y|x}|dx = 1 = \epsilon\gamma\) and \(\int_X P_X(x)p_{z|x}|dx = 1 = \epsilon\gamma\). It follows that \(\int_X \sum_{y_j=2}^{|Y|} P_X(x)p_{y_j|x}|dx = \epsilon\gamma\) and \(\int_X \sum_{z_j=2}^{|Z|} P_X(x)p_{z_j|x}|dx = \epsilon\gamma\).

We first define
\[
\epsilon_{y_j} = \Pr(Y = y_j) = \int_X P_X(x)p_{y_j|x}|dx, \quad j = 1, \ldots, |Y|,
\]

(167)

where \(\epsilon_{y_1} = 1 - \epsilon\gamma\) and \(p_{y_j|x}\) denotes the conditional pmf of \(y_j\) given \(x \in X\). Notice that \(\epsilon\gamma \rightarrow 0\) implies that \(p_{y_j|x} \rightarrow 0, \forall x, y_j\) where \(j \neq 1\), and it furthermore implies that for \(j > 1\) and any \(x \in X\),
\[
\lim_{\epsilon\gamma \rightarrow 0} p_{y_j|x} = a_1, \quad \lim_{\epsilon\gamma \rightarrow 0} p_{y_j|x} = a_2,
\]

where \(a_1, a_2\) are non-zero and finite constants and therefore independent of \(\gamma\). We use the convention that \(0 \log(0) \equiv 0\) and \(0 \log(\frac{1}{0}) \equiv 0\). Thus, \(P_X(x)p_{y_j|x}\log\left(\frac{p_{y_j|x}}{\epsilon_{y_j}}\right)\) is well-defined, non-negative, and finite for all \(0 \leq P_X(x)\) and \(0 \leq p_{y_j|x}, \epsilon_{y_j}, \leq 1\). With this, we may expand the mutual information in the following way:
\[
\lim_{\epsilon\gamma \rightarrow 0} I(X; Y) = \lim_{\epsilon\gamma \rightarrow 0} \int_X P_X(x)\left(\sum_{j=1}^{|Y|} p_{y_j|x}\log\left(\frac{p_{y_j|x}}{\epsilon_{y_j}}\right)\right)dx \\
= \lim_{\epsilon\gamma \rightarrow 0} \int_X P_X(x)p_{y_1|x}\log\left(\frac{p_{y_1|x}}{1 - \epsilon\gamma}\right)dx \\
+ \sum_{j=2}^{|Y|} p_{y_j|x}\log\left(\frac{p_{y_j|x}}{\epsilon_{y_j}}\right)dx \\
\overset{(a)}{=} \lim_{\epsilon\gamma \rightarrow 0} \int_X P_X(x)p_{y_1|x}\log\left(\frac{p_{y_1|x}}{1 - \epsilon\gamma}\right)dx + o(\epsilon\gamma) \\
= \lim_{\epsilon\gamma \rightarrow 0} \int_X P_X(x)p_{y_1|x}\log\left(1 - (1 - p_{y_1|x}) - \epsilon\gamma\right)dx \\
+ o(\epsilon\gamma) \\
\overset{(b)}{=} \int_X P_X(x)p_{y_1|x}\left(\frac{\epsilon\gamma}{1 - \epsilon\gamma} - (1 - p_{y_1|x}) + o(\epsilon\gamma)\right)dx \\
+ o(\epsilon\gamma) \\
\overset{(c)}{=} o(\epsilon\gamma),
\]

where \((a)\) follows since \(|Y| - 1 < \infty\) and \(\lim_{\epsilon\gamma \rightarrow 0} p_{y_1|x}\log\left(\frac{p_{y_1|x}}{\epsilon_{y_1}}\right) = o(\epsilon\gamma)\log(a_1) = o(\epsilon\gamma)\), which follows by moving the limit inside the integral, which is possible since \(p_{y_1|x}\) is bounded in \(x\), and since the linear term dominates the log, which implies that \(p_{y_1|x}\log(p_{y_1|x})\) is also bounded. Clearly, \(P_X(x)p_{y_j|x}\log(p_{y_j|x})\) is therefore also bounded. Thus, we can invoke the dominated convergence theorem. Step \((b)\) follows by using the asymptotic expansion of the logarithm, i.e., \(\log(1 + x) = x + o(x^2)\). Finally, \((c)\)
follows since either \( p_{\gamma_1|x} = 0 \) for any \( \epsilon_Y \) or \( p_{\gamma_1|x} \to 1 \) as \( \epsilon_Y \to 0 \). The same procedure shows that \( I(X;Z) = o(\epsilon_Z) \).

Let us now consider cascading the two channels \( P_{Y|X} \) and \( P_{Z|X} \) (with a fixed distribution \( f_X \) in the middle) resulting in the product channel \( P_{Y,Z} \). Similar to (167), we define

\[
\epsilon_{z_k} \triangleq Pr(Z = z_k) = \int_X P_X(x) p_{z_k|x} dx, \quad k = 1, \ldots, |Z|,
\]

where \( \epsilon_{z_k} = 1 - \epsilon_Z \). Moreover, we define

\[
\epsilon_{y_j|z_k} \triangleq \frac{Pr(Y = y_j, Z = z_k)}{Pr(Z = z_k)} = \int_X P_X(x) p_{y_j|x} p_{z_k|x} dx,
\]

where \((a)\) is due to the Markovian property, i.e., \( p_{y_j|z_k,x} = p_{y_j|x} \). As before, we note that \( \epsilon_Y, \epsilon_Z \to 0 \) implies that \( \epsilon_{y_j} \to 0, \epsilon_{y_j|z_k} \to 0 \) and that \( \frac{\epsilon_{y_j|z_k}}{\epsilon_{y_j}} = a_1 \). For \( j = k = 1 \), we have the following result

\[
\epsilon_{y_j|z_1} = 1 - \frac{1}{\epsilon_{y_j}} \sum_{j=2}^{|Y|} \epsilon_{y_j|z_1} = 1 - \frac{1}{\epsilon_{y_j}} \sum_{j=2}^{|Y|} \frac{\int X \sum_{j=2}^{|Y|} P_X(x) p_{y_j|x} p_{z_1|x} dx}{\epsilon_{z_1}}
\]

\[
\epsilon_{y_j} = 1 - \frac{1}{\epsilon_{y_j}} \sum_{j=2}^{|Y|} \frac{\int X \sum_{j=2}^{|Y|} P_X(x) p_{y_j|x} (P_{z_1|x} - 1)}{\epsilon_{z_1}}
\]

\[
\epsilon_{y_j} = 1 - \frac{1}{\epsilon_{y_j}} \sum_{j=2}^{|Y|} \frac{\int X \sum_{j=2}^{|Y|} P_X(x) p_{y_j|x} (P_{z_1|x} - 1)}{\epsilon_{z_1}}
\]

where \( \epsilon_{z_1} = 1 - \epsilon_Z \) and \( \epsilon_{y_1} = 1 - \epsilon_Y \). We now first observe that \( \lim_{\epsilon_{z_1} \to 0} p_{z_1|x} - \epsilon_{z_1} = \lim_{\epsilon_{y_1} \to 0} P_{z_1|x} - 1 + \epsilon_{Z} = o(\epsilon_Z) \). Then since \( \int \sum_{j=2}^{|Y|} P_X(x) p_{y_j|x} dx = o(\epsilon_Y) \), we deduce that (169) can be written as \( 1 - o(\epsilon_Y) o(\epsilon_Z) \). With this, it follows from (169) that

\[
\lim_{\epsilon_Y, \epsilon_Z \to 0} \log \left( \frac{\epsilon_{y_1|z_1}}{\epsilon_{y_1}} \right) = o(\epsilon_Y \epsilon_Z),
\]

by the log expansion \( \log(1 - o(\epsilon_Y) o(\epsilon_Z)) = o(\epsilon_Y) o(\epsilon_Z) \).

We are now in a position to show the following:

\[
\lim_{\epsilon_Y, \epsilon_Z \to 0} I(Y';Z) = \lim_{\epsilon_Y, \epsilon_Z \to 0} \sum_{k=1}^{|Z|} \sum_{j=1}^{|Y|} \epsilon_{z_k} \left( \sum_{j=1}^{|Y|} \log \left( \frac{\epsilon_{y_j|z_k}}{\epsilon_{y_j}} \right) \right)
\]

\[
+ \sum_{k=2}^{|Z|} \epsilon_{z_k} \left( \sum_{j=2}^{|Y|} \log \left( \frac{\epsilon_{y_j|z_k}}{\epsilon_{y_j}} \right) \right)
\]

\[
= o(\epsilon_Y \epsilon_Z)
\]

\[
\text{Proof of Lemma 17 Conditional I-MMSE Relation: We provide the complete proof, which fixes some typos in the proof provided in [1]. We will make use of a similar proof technique as that used in [19].}
\]

\[
I(X;Y|Z) = E_Z[\int P_{X,Y|Z} \log \frac{P_{X,Y|Z}}{P_{X|Z} P_{Y|Z}}]
\]

\[
= E_Z[\int P_{X|Z} P_{Y|Z} P_{X,Y,X} \log \frac{P_{X,Y,X}}{P_{X|Z}}]
\]

\[
= E_Z[\int P_{X|Z} P_{Y|Z} P_{X,Y,X} \log \frac{P_{Y|Z,X}}{P_{Y|Z}} + \int P_{X,Y,X} \log \frac{P_{Y|Z,X}}{P_{Y|Z}}]
\]

\[
= E_Z[\int P_{X|Z} P_{Y|Z} P_{X,Y,X} \log \frac{P_{Y|Z,X}}{P_{Y|Z}} + \int P_{Y,X} \log \frac{P_{Y|Z,X}}{P_{Y|Z}}]
\]

\[
= E_Z[\int P_{X|Z} P_{Y|Z} P_{X,Y,X} \log \frac{P_{Y|Z,X}}{P_{Y|Z}}]
\]

\[
= E_Z[\log \frac{P_{Y|Z,X}}{P_{Y|Z}}]
\]

(170)

We can freely choose the distribution of \( Y'|Z \) as long as it has the same support as \( Y|Z \). If we choose it to be Gaussian, then
the first term in (170) is the divergence between two Gaussian distributions, which can be determined as follows [19]:

\[
D(N(m_1, \sigma_1)||N(m_0, \sigma_0)) = \frac{1}{2} \log \left( \frac{\sigma_0^2}{\sigma_1^2} \right) + \frac{1}{2} \left( \frac{(m_1 - m_0)^2}{\sigma_0^2} + \frac{\sigma_1^2}{\sigma_0^2} - 1 \right) \log e. \tag{171}
\]

Since \(E[Y|X, Z] = \sqrt{\gamma}X\) and \(E[\text{var}(Y|X, Z)] = \sigma_N^2\gamma\), if it follows that \(Y|X, Z \sim N(\sqrt{\gamma}E[X|Z], 1 + \gamma \text{var}(X|Z))\), which when inserted into (171) leads to:

\[
\mathbb{E}_{X|Z}[D(P_{Y|X}||P_{Y|Z})] = \frac{1}{2} \log (1 + \gamma \mathbb{E}[\text{var}(X|Z)])
\]

\[
= \frac{1}{2} \log(e) + \frac{1}{2} \log(e) \frac{\mathbb{E}_{X|Z}[\mathbb{E}[\mathbb{E}[X|Z]]]}{1 + \gamma \mathbb{E}[\text{var}(X|Z)]}
\]

\[
+ \frac{1}{2} \log(e) \frac{1}{1 + \gamma \mathbb{E}[\text{var}(X|Z)]}
\tag{172}
\]

(173)

When taking the limit \(\gamma \to 0\), it follows from (173) that:

\[
\lim_{\gamma \to 0} \frac{1}{\gamma} \mathbb{E}_{X|Z}[D(P_{Y|X}||P_{Y|Z})] = \frac{1}{2} \mathbb{E}[\text{var}(X|Z)], \tag{174}
\]

since \(\lim_{\gamma \to 0} \frac{1}{\gamma} \log(1 + \gamma c) = c\).

We now look at the second equation in (170) and use that \(P_{Y|Z} = \mathbb{E}_{X|Z}P_{Y|X,Z,X}\). Following along similar lines as in [19], we can write:

\[
\log \left( \frac{P_{Y|XZ}(y,z)}{P_{Y|Z}(y,z)} \right) = \log \left( \frac{\mathbb{E}_{X|Z}[P_{Y|Z}(y,z)]}{P_{Y|Z}(y,z)} \right)
\]

\[
= \log \left( \frac{\sqrt{2\pi}(1 + \gamma \mathbb{E}[\text{var}(X|Z)])}{\sqrt{2\pi} \sigma_N^2} \right)
\]

\[
+ \log \left( \frac{\mathbb{E}_{X|Z}[\exp(-\frac{X^2}{2\sigma_N^2})]}{\exp(-\frac{1 + \gamma \mathbb{E}[\text{var}(X|Z)])}{\mathbb{E}_{X|Z}[\exp(-\frac{X^2}{2\sigma_N^2})]}\right)
\]

\[
= \frac{1}{2} \log(1 + \gamma \mathbb{E}[\text{var}(X|Z)])
\]

\[
+ \log \left( \frac{\mathbb{E}_{X|Z}[\exp(-\frac{X^2}{2\sigma_N^2})]}{\exp(-\frac{1 + \gamma \mathbb{E}[\text{var}(X|Z)])}{\mathbb{E}_{X|Z}[\exp(-\frac{X^2}{2\sigma_N^2})]}\right)
\]

\[
= \frac{1}{2} \log(1 + \gamma \mathbb{E}[\text{var}(X|Z)])
\]

(175)

\[
+ \frac{1}{2} \log \left( \mathbb{E}_{X|Z}[\mathbb{E}[\mathbb{E}[X|Z]]]y \sqrt{\gamma} + \frac{1}{2} y^2 \gamma (\mathbb{E}[X|Z] - X)^2
\]

\[
- \frac{1}{2} X^2 \gamma \right) + 1 - \frac{1}{2} y^2 \gamma \mathbb{E}[\text{var}(X|Z)] + \frac{1}{2} \gamma \mathbb{E}[X|Z]
\]

\[
= \frac{1}{2} \log(1 + \gamma \mathbb{E}[\text{var}(X|Z)]) + \log(1 + \frac{1}{2} \gamma (E[X|Z]^2 - E[X|Z] Z^2)
\]

\[
+ d(y, z) \gamma^{3/2} + o(\gamma^{3/2})
\]

\[
= \frac{1}{2} \log(1 + \gamma \mathbb{E}[\text{var}(X|Z)])
\]

\[
+ \log \left( 1 - \frac{1}{2} \gamma \mathbb{E}[\text{var}(X|Z)] + d(y, z) \gamma^{3/2} + o(\gamma^{3/2}) \right)
\]
\[ = 3\sqrt{2}E[X^2]E[Z] + o(\sqrt{\gamma}) \]
\[ = 3\sqrt{2}E[X|Z] + o(\sqrt{\gamma}), \quad (179) \]
where \( o(\cdot) \) follows since \( E[N^3|Z] = E[X^3] = 0 \), due to \( N \) being zero-mean Gaussian. At this point, we write out \( d(y,z) \) after taking the expectation w.r.t. \( X|Z \) and simplifying terms:
\[
E_{X|Z} d(y,Z) = \frac{y}{2} (2E[X|Z]E[\text{var}(X|Z)]) + E[X|Z]E_{X|Z}[X^2 - E_{X|Z}[X^3]]
\]
\[
+ \frac{y^3}{6} (E[X|Z]^3 - 3E[X|Z]E_{X|Z}[X^2] + E_{X|Z}[X^3]), \quad (180)
\]
Taking the expectation of (180) w.r.t. \( Y|Z \) and inserting (178) - (179) leads to:
\[
E_{Y|Z} E_{X|Z} d(Y,Z) = \gamma \lambda E[X|Z]^2 E[\text{var}(X|Z)] - E_{X|Z}[X^2] + E[X|Z]^2 + o(\sqrt{\gamma})
\]
\[
= o(\sqrt{\gamma}),
\]
since
\[
- E_{X|Z}[X^2] + E[X|Z]^2 = -E[\text{var}(X|Z)].
\]
Thus, we have shown that
\[
E[d(Y,Z)] = o(\gamma^{3/2} + o(\gamma^2)),
\]
which when used in (177) implies that
\[
I(X;Y|Z) = \frac{1}{2}E[\text{var}(X|Z)] - \frac{1}{4}\gamma^2 E[\text{var}(X|Z)]^2 + o(\gamma^2).
\]
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