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In recent years, solar redox flow batteries have attracted attention as a possible integrated technology for simultaneous conversion and storage of solar energy. Unlike solar water splitting technologies which require at least 1.8 V for meaningful performance, a lesson learned from previous studies on solar redox flow batteries (SRFBs) is that even single-photon devices can demonstrate unbiased photo-charging owing to the flexibility of redox couple selection. Thus, in this paper, we present a theoretical model reflecting experimental parameters, such that we can highlight important parameters that merit the most attention in further studies towards the practical development of SRFBs. Importantly, the results clearly show how to choose an optimum combination of semiconductors and redox couples under unavoidable conditions that a practical system would encounter, including, but not limited to, optical loss by the electrolyte, overpotential, device architecture and chemical potentials.

1. Introduction

In 2017 the contribution from renewable sources to the electricity production in OECD countries totalled 23.7%, of which 26.9% was from solar energy (i.e., photovoltaic (PV) and solar-thermal power). However, continued implementation is facing challenges concerning the security of supplies because of the intermittent nature of sunlight. In this context, storing solar energy directly in hydrogen or other chemicals via photo-electrochemical (PEC) water splitting or CO₂ reduction has been regarded as a particularly attractive technology.

Alternatively, solar rechargeable redox flow batteries (SRFBs) are being studied as a means of simultaneous storage of solar energy into chemicals, which can be readily utilized to generate electricity via reversible redox reactions. Generally, redox flow batteries (RFBs) present facile reaction kinetics, which can be several orders of magnitude faster than water oxidation, and are deemed safer than other solid-state batteries owing to their wide discharging voltage range. Additionally, the system power rating and discharging time of RFBs surpass those of conventional batteries.

The architectural concept of the SRFB is a combination of a redox flow battery (RFB) and a PEC or PV-assisted device, which may be fully integrated into a single cell or separated into an RFB and a solar charging component. Since the initial pioneering work in 1976 by Hodes et al., a lot of effort has been put into this field relatively recently in the wake of the maturation of PEC water splitting materials which offer practical utilization of PV materials for electrochemical applications. Unlike conventional PEC water splitting, SRFBs offer flexibility with respect to redox potential and solubility in a wide pH range. In recent studies, it is apparent that conventional inorganic redox chemicals combined with various organic chemicals allow an unprecedented wide selection of redox energy level matching with the photovoltage for an optimized charging reaction. Despite the above-mentioned advantages, one of the major drawbacks is the relatively low solar-to-chemical efficiency (i.e., charging efficiency, STC% hereinafter).

An integrated system with a photo-anode and cathode immersed in the PEC charging cell in a dual-bed or tandem device configuration (2-photon-device) leads to an increased photovoltage that is enough for the redox couples with a high cell voltage (≥0.8 V). Most recently, Urbain et al. reported a record-breaking STC% (12.3%) using a mono-lithic tandem a-Si/a-Si PV-assisted device which showed a high photovoltage (>2 V) owing to the wide bandgap of the two absorbing layers (ca. 1.95 eV).
Nonetheless, the 2-photon-device approach is cost-advantageous only when both photo-absorbers have an ideal band-gap pairing and are made using technologies providing a similar cost per unit output power.\textsuperscript{25} Another critical challenge is the demonstration of a wide band-gap top cell with a cost below $100 per m\textsuperscript{2} and an efficiency above 20\%, which is essential for having a lower LCOE (levelized cost of electricity) than a single-photon-device.\textsuperscript{25,26} Meanwhile, a lesson learned from previous studies is that even single-photon-devices can demonstrate unbiased photocharging owing to the flexibility of redox couple selection.

Previously published STC efficiencies for single photon devices are shown in Fig. 1, showing the efficiencies and the materials used. Initial studies in the eighties demonstrated meaningful charging efficiencies using n-WSe\textsubscript{2}.\textsuperscript{27,28} However, these references used a stationary redox chemical cell with a non-standard light source (e.g., He–Ne laser; 150 mW cm\textsuperscript{-2}). Recently, McKone and co-workers\textsuperscript{22} have demonstrated an SRFB under standard light conditions (AM 1.5 irradiation). A crystalline WSe\textsubscript{2} photocathode was used for charging an RFB with NaI and AQDS (2.7) redox couples with a cell voltage ($V_{cell}$) of 0.46 V with an STC\% of 3.9\%, which is one of the highest values among the SRFBs with an unbiased single PEC device.\textsuperscript{22} Interestingly, examples with already proven PEC materials, such as c-Si, GaAs, DSSC, etc.,\textsuperscript{19,29–31} exhibited quite low charging efficiencies. For the sake of consistency, all STC\% data are calculated using the light-driven photocurrent measured at 0\% state of charge (SOC\%).

For an ideal case, \textit{i.e.}, the Shockley–Queisser limit, one would expect a theoretical maximum efficiency of up to around 33\%. However, Fig. 1 shows that the charging efficiencies are far from this maximum. There is even a precondition of sufficient solubility of the redox couples to balance the energy storage capacity, and thus there remains substantial room for improvement considering the gap between the performances of the SRFB with a single-photon-device and the state-of-the-art PV cell technology. The performance of the stationary redox cells in the bubble chart (Fig. 1) alone also highlights the experimental potential of SRFBs. In this respect, modeling the theoretical conversion efficiency for a PEC device containing SRFBs is useful as it can identify practical performance limits and aspects of material properties that need to be enhanced. A number of previous studies have addressed the theoretical performance limit for both single- and 2-photon PEC water splitting devices.\textsuperscript{32–37} However, to the best of our knowledge, no study on theoretical device performance has been done for SRFB applications.

In this work, we aim to provide a model for studying the charging performance of SRFBs by considering the inherent nature of SRFB operation, including, but not limited to, optical loss by the electrolyte and overpotential, to reveal the practical photo-charging performance limit of a single-device-based system. We emphasize that the calculations reflect experimental parameters from previous research studies and/or our own measurements (particularly, photocharging using c-Si with Fe(CN)\textsubscript{6}\textsuperscript{3–}/\textsuperscript{4–} and NH\textsubscript{4}Br; Fig. 1, circle with an asterisk) so that we can highlight which properties merit the most attention in further studies towards the practical development of SRFBs.

It should be noted that for any PEC or PV-assisted device, there needs to be a corresponding energy level matching between the photo-device and redox couples as described in a previous study.\textsuperscript{11} While understanding that these counter reactions is important, this work only focuses on the analysis of photo-charging performance with an assumption of appropriate energy matching. For readers interested in energy level matching and analysis on the electrochemical performance of RFBs we suggest previous studies by McCulloch \textit{et al.}\textsuperscript{40} and Wedege \textit{et al.}\textsuperscript{11} and technological review studies by Ye \textit{et al.}\textsuperscript{16} and Park \textit{et al.}\textsuperscript{21} It is also worthwhile to note that theoretical calculations are valid only if there is no positive photo-redox effect, such as modification of the redox properties owing to photo-excited states, as demonstrated in dye-sensitized PEC cells.\textsuperscript{37,38}

\textbf{2. Experimental}

\textbf{2.1. Theoretical modeling}

In most instances in this work, photo-devices are assumed to possess the following properties: (I) photon absorptivity with an energy level lower than the band gap energy ($E_g$) is not considered (\textit{i.e.}, light utilization by intermediate states is zero), (II) The device has ideal contact with both the counter electrode and the conducting layer at the solid/liquid interface. (III) The current output is not limited by mass transport (\textit{e.g.}, flow or circulation rate of the electrolyte). (IV) Dynamics due to the state-of-charge ratio change is not considered. Under the given assumptions, the following diode equation is derived by Shockley and
According to the analysis by Frijnts et al., the current density determined in eqn (1) and (2) would lead to misleading and non-physical results, since calculations show that it would increase the open circuit voltage of the device, while in practice, a higher ideality factor could be varied from 1 to 2. Although this factor could be easily implemented in eqn (1), changing $n$ solely in eqn (1) and (2) would lead to misleading and non-physical results, since calculations show that it would increase the open circuit voltage of the device, while in practice, a higher ideality factor leads to a lower open circuit voltage as described elsewhere. Therefore, this work will not take into account the impact of the ideality factor on the modeled STC%.

One important point to discuss is how $I_{max,ph}$ can be defined. While conventional studies on PEs and solar-fuel use standard air mass 1.5 (i.e., AM 1.5) as an incident photon source, most SRFBs use electrolytes with distinctive colours which can lead to a significant loss in $I_{max,ph}$ due to parasitic light absorption. Therefore, this work will not take into account the impact of the ideality factor on the modeled STC%.

Typically, power losses caused by the presence of a shunt resistance are due to manufacturing defects, rather than poor device design. However, a fill factor loss due to the presence of $\Omega_s$ cannot be eliminated. Unlike conventional PV systems with $\Omega_s$ in the range of 3-10 $\Omega$ cm$^{-2}$, SRFB-assisted systems have additional interfaces at the liquid side to protect devices from corrosion, and this interlayer with a conducting material causes an increased resistance. In addition, electrochemical losses due to redox reactions at the solid/liquid interfaces as well as ionic charge transport (i.e., solution resistance, $R_{sol}$) are taken into account as one of the contributing factors to both absorption and parasitic absorption are considered, by including their effects on the absorbed solar flux, and consequently on $I_{max,ph}$ (detailed equations are shown in Section S2 of the ESI†).

For the back-illuminated case, total reflectance of the device is simply the reflectance spectrum of the photo-absorber (covered with any available ARF layer). In the case of front-side illumination, there are three reflection interfaces: the air-window, window–electrolyte and electrolyte–electrode interface. For each interface, the reflectance ($R$) is calculated using the Fresnel equation:

$$R = \frac{|n_2 - n_1|^2}{|n_2 + n_1|^2}$$

in which $n_1$ and $n_2$ are the (complex) indices of refraction of the substrates in front of/behind the respective interfaces. In this equation, $n_{air} \approx 1$, $n_{glass} = 1.5$ and $n_{electrolyte} = 1.33$. It is worth noting that the complex part of the index of refraction is negligible since calculations show very low numbers (i.e., $10^{-4}$ to $10^{-7}$). For the $n_{electrode}$ the only data used in this work is the refractive index of the well-documented silicon photo-absorber, from which the experimental absorptivity ($\alpha$ cm$^{-1}$) is obtained. For the contour plots (shown in the results of this work), by continuously varying the bandgap energy, the reflectance at the electrode surface, although significant, is not considered in detail, but rather a constant reflection percentage is assumed.

The effect of $\Omega_{sh}$ is assumed to be negligible, since commercially available PV devices have $\Omega_{sh}$ with triple digits (>2 kΩ cm$^{-2}$). Typically, power losses caused by the presence of a shunt resistance are due to manufacturing defects, rather than poor device design. However, a fill factor loss due to the presence of $\Omega_s$ cannot be eliminated. Unlike conventional PV systems with $\Omega_s$ in the range of 3–10 $\Omega$ cm$^{-2}$, SRFB-assisted systems have additional interfaces at the liquid side to protect devices from corrosion, and this interlayer with a conducting material causes an increased resistance. In addition, electrochemical losses due to redox reactions at the solid/liquid interfaces as well as ionic charge transport (i.e., solution resistance, $R_{sol}$) are taken into account as one of the contributing factors to the overpotential (i.e., resistance overpotential, $\eta_{red}$) to satisfy the following basic condition for unbiased photocharging:

$$E_{ph} \geq E_{redox} + E_{dev.\ loss} + \eta_{redox}$$

where $E_{ph}$ is the photovoltage derived by the photo-device, $E_{dev.\ loss}$ is the device losses due to factors mentioned above (electrical resistance, reflection, etc.), and $\eta_{redox}$ is the redox overpotential. $E_{redox}$ is the thermodynamic potential which is equivalent to the difference between the redox potentials of redox couples (i.e., $\varphi_{red} - \varphi_{ox}$). In general, $E_{redox}$ is a function of the state of charge (SOC) of the SRFB, governed by the Nernst equation, rewritten in terms of the SOC:

$$E_{redox} = E_{redox}^0 + \frac{RT}{n_{electrode}F} \ln \frac{SOC^2}{(1 - SOC)^2}$$
in which $E_{\text{redox}}^0$ is the experimentally observed redox potential (at 50% SOC), $R$ is the gas constant, $n_{\text{electrons}}$ is the number of electrons participating in the reaction and $F$ is Faraday’s constant.

The operating current $j_{\text{op}}$ can be obtained as the maximum possible current density in the current–voltage characteristic of eqn (1) at a voltage that also satisfies the condition in eqn (4). It is worth noting that the experimental $j_{\text{op}}$ ($j_{\text{op,exp}}$) is defined by the photocurrent at zero bias voltage using a two-electrode setup. Knowing the operating current, the STC% can be calculated using the following equation:

$$\text{STC}\% = \frac{j_{\text{op}} \times E_{\text{redox}}}{P_{\text{input}}} \times 100$$

where $P_{\text{input}}$ is the input power of the incident solar radiation. Knowing the efficiency, the effect of several factors, such as the solution resistance, kinetic overpotentials and electrode positioning (i.e., front- or backlit configuration) can be modeled.

### 2.2. Sample preparation

Front-side illuminated photocathodes (pn–Si) were prepared as described elsewhere\(^{24,25,28-32}\) and used with further optimization. In the case of the back-illuminated sample (Fig. 2a), a shallow np’-junction was formed at the surface of n-type c-Si wafers. Pt thin films were also sputtered at room temperature as a conducting layer with a Ti adhesion layer. Further experimental information can be found in the ESI (Section S3†).

In addition to Pt, various materials, such as carbon, Ti, TiO₂, and Au, have been used to provide experimental overpotentials and exchange current densities for the verification of the theoretical model. All conducting layers have been deposited using the same sputtering technique as previously mentioned at room temperature. Fabricating an SRFB requires careful selection of the conducting material since some redox potentials, such as $V^{3+/2+}$, are favourable for the hydrogen evolution reaction (HER) that can lead to mechanical damage to the system.\(^{11}\)

### 3. Results and discussion

When varying the cell voltage (i.e., thermodynamic potential to drive the redox reaction) as well as the band-gap of the photo-absorber, a 2D contour-plot of the STC efficiency is obtained. This format will be used to assess several parameters. In Fig. 3a the ideal case is shown, in which no losses, for instance, due to parasitic light absorption, reflection or resistances, are taken into account. It is found that the theoretical maximum STC efficiency for a single-photo-absorber device is 32.4%, which concurs with literature estimations for PV solar cells.\(^{79,55}\) However, the SRFB system allows a wider operational range than the PEC water splitting system which has a fixed thermodynamic energy barrier for driving the redox reaction (i.e., water oxidation at 1.23 V). The top left of the plot shows no efficiency data, due to the limited photovoltage with respect to $E_{\text{redox}}$. When moving towards a higher bandgap energy, the STC% is limited by the number of incoming photons only with an energy higher than $E_g$. This figure indicates that there is an optimum thermodynamic potential depending on the band-gap of the absorber material, and finding this optimum could drastically enhance the solar charging performance of SRFBs.

In Fig. 3b and c, the effect of parasitic light absorption by the electrolyte [Fe(CN)₆]³⁻ and $V^{3+}$ (in 1 M NH₄Cl and HCl, respectively) is shown for a concentration of 0.3 M and a path length of 1 cm. These figures mimic the working environment of a PEC compartment where the photoelectrode is directly immersed in the electrolyte. As shown in these figures, the maximum STC% decreases to 27.2% and 17.2% for [Fe(CN)₆]³⁻ and $V^{3+}$ respectively. Moreover, the shape of the efficiency-landscape changes depending on the exact absorption spectrum of a given electrolyte (see also Fig. S1† for the AQS/AQSH₂ and $I^-/I_3^-$ cases).
This makes finding the optimum $E_{\text{redox}}/E_{g}$ combination extensively more complex. In Fig. 3d, the experimental absorption spectra, based on the literature,54-56 and experimental measurements, overlap with the photon flux (in current density) converted from the standard AM1.5 spectrum, showing the impact of electrolyte selection on the incoming solar spectrum. Note that this result does not take into account the individual effect of the supporting electrolyte since there is no significant loss up to 10 cm of water thickness in the case of a single-photon device.25 Overall, the reduced incoming-photon flux shifts the optimum $E_{\text{redox}}/E_{g}$ combination towards a smaller value such that an electrolyte with a high concentration is required for balancing the discharging capacity.

Another factor used to differentiate between the efficiency of the back- and front-side illumination configurations is the possibility of introducing an antireflective treatment (e.g., AR coating). In the case of the electrode being immersed in the electrolyte, some corrosion protective layers for photoelectrodes (e.g., TiO$_2$ with c-Si) show anti-reflective properties; however, typical AR treatments, such as MgF$_2$ and SiO$_2$ layers, are not applicable in this case due to their stability which is pH dependent.2 To account for this, the reflectance spectrum of c-Si with and without an AR coating is used for modeling the back-illuminated efficiency, while the (complex) refractive indices of air, glass, electrolyte and bare silicon are used to model the front-illuminated efficiencies. As shown by the dash-dot line in Fig. 3e, almost 8% efficiency loss is expected in the case of bare c-Si indicating the importance of having an AR treatment to minimize reflection losses. It is interesting to note that the back-illuminated bare c-Si case shows slightly lower charging efficiency than the front-illuminated cases in the low concentration range. According to the Fresnel equation (eqn (3)), the higher refractive index of the electrolyte with respect to air leads to reduced reflection of bare silicon for a front-illuminated configuration (also see Fig. S2 in the ESI†) with respect to back illumination, resulting in higher efficiencies in the cases where this effect is more dominant than electrolyte absorption.

The concentration dependency of the electrolyte on the STC% in Fig. 3e highlights that conventional vanadium-based redox couples with a front-illumination architecture cannot be considered as an efficient charging method for a high storage capacity system (i.e., high concentration) due to their high molar absorptivity in the high wavelength range (see the inset of Fig. 3d). On the other hand, the STC% with an iodide electrolyte is relatively less sensitive to the concentration but it showed drastic molar absorptivity in the short wavelength region (Fig. 3d). This study of the absorption spectra is particularly important for the wide band gap semiconductor-based device.
For instance, GaP (2.24 eV) has a large absorption spectral overlap with the AQS electrolyte, leading to a drastic drop in $J_{ph}$ upon the addition of AQS into $\text{H}_2\text{SO}_4$ (Fig. S3 in the ESI†). The experimental LSVs in Fig. 3f support the modeled trends of the expected higher photo-currents (and thus efficiencies) for a back-illuminated configuration. The saturation current of the front-side illuminated device is significantly lower than that of the back-illuminated case, despite an otherwise almost identical setup (see Fig. S4 in the ESI† for detailed charging/discharging in RFB mode).

In a practical model, kinetic overpotentials should be considered, as the electron transfer between the photo-absorber and the electrolyte is never perfect. In general, an RFB presents facile kinetics, which can be several orders of magnitude faster than water oxidation that requires a high overpotential. In Fig. 4a and b, the effects of fixed kinetic overpotentials ($\eta_k$) of 0.2 V and 0.6 V on the efficiency-landscapes respectively are shown. First, it can be seen that the maximum STC%, as opposed to the previous electrolyte concentration effect case in Fig. 3a–c, shifts to higher $E_g$ and lower $E_{\text{redox}}$ due to the kinetic overpotential effectively increasing the voltage needed to drive the reaction (eqn (4)).

Moreover, owing to the shift of the contour-plot to higher bandgap energies, the STC% decreases due to reduced absorbed solar flux (as shown more clearly in Fig. 4c). An important aspect is the selection of a conducting material at the solid/liquid interface. Conventionally, high overpotentials arise from the photoelectrode while the counter electrode shows quite fast kinetics. Experimental linear sweep voltammograms (LSVs) of n-type Si electrodes under dark conditions for the cathodic charging of $\text{Fe(\text{CN})}_6^{3-}$ (Fig. 4d) show how the overpotential varies with the type of conducting layer. The inset shows the LSVs for a carbon felt electrode submerged in an anolyte (NaI and TEMPO-sulfate in this case) which exhibits a negligible overpotential owing to the sufficient active area of carbon felt. Unlike typical RFB systems in which the metallic electrodes or carbon is directly connected to a wire, SRFBs require integration of semiconductors with the conducting layer which may form an energy barrier with unfavourable band-bending at the semiconductor/metal junction. As shown in Fig. 4d, Pt shows outstanding kinetics; however, noble metals like Pt are not recommended for RFB applications since the formation of bubbles due to the concurrent hydrogen evolution reaction may lead to mechanical damage of the system. Addressing designing rules for efficient charge transfer at the solid/liquid interface is beyond the scope of this work.

Fig. 5a and b display the effects of the overpotential and electrolyte resistance, respectively, on the photocharging efficiency landscape for the c-Si case ($E_g = 1.12$ eV). The dashed lines represent the efficiency curves for which surface reflection and shading by the front contact grid (i.e., a dead area of 4% of the total active area) are taken into account. Interestingly, the efficiency loss due to the reflection and shadowing in the case of a photo-absorber with appropriate treatment (i.e., AR and optimized front grid) is limited. Fig. 5a shows the sensitivity analysis by plotting the charging efficiency against the thermodynamic potential. Naturally, it shows a similar trend to that found in Fig. 4c for overpotential variation; an increased overpotential greatly decreases the performance limit and threshold cell voltage (i.e., the potential differential between the catholyte and anolyte). As mentioned earlier, electrolyte resistance ($R_{\text{sol}}$) is one of the dominant contributors to the overpotential, and the plots in Fig. 5b were obtained from calculations with various resistance overpotentials at zero kinetic overpotential. Fig. 5b shows a relatively low sensitivity of the STC% to the electrolyte resistance variation. While a negative shift of the optimum thermodynamic potential is seen along with increasing solution resistance, the threshold potential below which achievable STC% is observed remains almost constant. The solution resistance is often a significant factor under practical working conditions where ionic transfer pathways are on the order of centimeters. Generally, the resistance of an ionic solution depends on the ionic concentration, type of ions, temperature, and geometry in which the current is carried. This is made evident in Fig. 5c, where the conductivity of the electrolytes is highly dependent on the electrolyte type and concentration. For example, for a system with a 1 M $\text{NH}_4\text{Cl}$ supporting electrolyte and an estimated conductivity of 75 mS cm$^{-1}$ for the redox electrolyte, the total electrolyte resistance for a 2 cm path length (e.g., 1 cm each for catholyte and anolyte) is 11.35 $\Omega$ cm$^2$ (see Section S5 in the ESI† for explicit calculations), implying that the impact of the electrolyte resistance should not be neglected in practical models. The plots for various electrolytes in Fig. 5c were calculated based on data found in the literature,$^{58-61}$ where
the measurements were conducted under precisely controlled conditions (e.g., temperature, electrode distance, purification treatment, etc.). As demonstrated in Fig. 5c, it is relatively easy to reduce the solution resistance simply via concentration control, whereas a reduction in the overpotential requires careful selection of conducting materials along with electrical and morphological design to provide sufficient conductivity and active sites over the whole surface.

As shown in Fig. 5d, the optimum point shifts towards lower $E_g$ with decreasing solution resistance (white circles). In the extremely low solution resistance case, a lowered optimum point ($E_g$ of 1.2–1.6 eV with an $E_{cell}$ of ~0.6–0.9 V) makes the use of commercial PV materials (e.g., c-Si, CIGSe, and GaAs)$^{34}$ promising. However, the high ionic strength may potentially lead to corrosion of the materials, which will mostly likely require an additional protection layer. For instance, a solution resistance of 2.5 $\Omega$ cm$^{-2}$ corresponds to highly acidic supporting electrolytes (e.g., a 3 M HCl solution). These extremely harsh conditions are not practical considering that most studies in the PEC water splitting field have been conducted in the pH range of 0–14, and still suffer from poor long term stability.$^1$ Alternatively, minimizing the distance between the electrodes also can be an option to decrease solution resistance. Fig. 5e plots the STC efficiency versus the photo-absorber band-gap for which the distance between the electrodes decreases in magnitude, showing that a shorter electrode–electrode distance leads to a shift of the optimum band-gap towards lower values with a higher overall conversion efficiency. Again, we emphasize that this theoretical estimation has been conducted without the consideration of the possible photo-redox effect under the assumption that electrolytes are completely isolated from light due to the back-side illuminated architecture (e.g., Fig. 2a). In the front-illuminated design (e.g., Fig. 2b) case, reduction of the electrolyte thickness may increase the photo-redox effect of some specific redox couples, such as anthraquinones.$^{37}$ Furthermore, the reduction of the electrode distance (i.e., channel size) may result in a notable mass transport phenomenon that can lead to a decrease in the obtainable STC% at a certain electrolyte flow rate,$^{22,64}$ and this must be addressed using the Butler–Volmer model.

In general, the standard redox potential ($E_{redox}^0$) is defined as 50% state of charge (SOC), but this SOC effect should be taken into account for optimizing an SRFB. Fig. 6 exhibits the maximum practical STC efficiency for a set of parameters: $R_{sol}$ = 2.5 $\Omega$ cm$^{-2}$ (corresponding to a highly conductive, but useable electrolyte with an optimized path length of ~1 cm), an internal series resistance of 3 $\Omega$ cm$^{-2}$, $\eta_{redox}$ = 0.25 V with a constant parasitic light loss at the photo absorber of 5% and a contact shading of 4% of the active area. This is done for 10% and 90% SOC to show the effect of charging on the efficiency landscape.
point out the possibilities of choosing an optimal photo-absorber.

Fig. 6 The efficiency landscape for a realistic set of parameters: \( R_{\text{sol}} = 2.5 \ \Omega \ cm^2 \), \( \eta_h = 0.25 \ \text{V} \) with a constant parasitic light loss at the absorber of 5\%, a contact shading of 4\% of the active area, an internal series resistance of 3 \( \Omega \ cm^2 \) and 10\% SOC (a) and the same plot with similar parameters, but with an SOC of 90\% (b). Both plots assume a back-lit configuration. Several photo-absorbers are indicated in (a) to point out the possibilities of choosing an optimal photo-absorber. (Fig. 6a and b, respectively). These plots highlight a shift of the entire STC shape towards a lower thermodynamic potential due to the potential polarization in accordance to the Nernst equation (eqn (5)).

It is expected that an STC\% of \( \sim 16\% \) can be obtained if the band-gap of the absorber material is within 1.6–1.8 eV and the thermodynamic cell voltage is around 0.9 V and 0.7 V for an SOC of 10\% and 90\%, respectively. To improve the STC, averaged over the entire charging cycle, this SOC-dependent shift should be taken into account when choosing optimal redox couples. Considering the fact that changing the redox couples during the operation is not unrealistic, these figures with SOC variance also imply that one should choose a photo-absorber material with a larger photovoltage than needed to allow operational flexibility. As discussed in a previous report, Wedge et al. demonstrated 95\% SOC using a c-Si photocathode which exhibits a photovoltage exceeding the thermodynamic cell voltage by approximately 30\%.

When comparing Fig. 6 to Fig. 1, it can be seen that while practical parameters are taken into account for modeling the photo-charging performance, most experimental data are still far below the theoretical limit. It is partly because of the fact that most of these experimental studies have been demonstrated using a front-illuminated configuration showing a decrease of up to 34\% in the theoretical photo-charging limit with respect to the back-illuminated configuration as shown earlier in Fig. 3. In this sense, the c-Si sample with ferricyanide/NH4Br (at pH 7) results in an STC\% of around 3.1\% with backside illumination (Fig. 3f) which can be considered as a promising result. There is still, however, the possibility of degradation of bromine and ferricyanide molecules to form toxic side products, such as bromic acid and hydrogen cyanide gas, respectively,\(^{64,65}\) and this needs to be addressed for further development. Although the demonstrated theoretical model can be used to perform several sensitivity analyses and identify general trends, it is not yet suited to cover all specific experimental conditions in a single figure. As a remedy for this drawback, video clips showing dynamic contour plots with continuous parameter changes are presented in the ESI† to help the readers in tracking optimum combinations of thermodynamic potentials and band-gaps of the semiconductors.

4. Conclusions

In this work, the necessity of accurately matching the photo-absorber bandgap-energy with the thermodynamic potential of the respective redox reaction in an SRFB is emphasized along with supporting experimental evidence. The key advancement of the present work is the incorporation of realistic losses and assumptions based on the experimental studies in the field. The optimum solar-to-chemical efficiency is shown to shift significantly in the efficiency landscape depending on the kinetic overpotential, electrolyte resistance, state-of-charge and compartment architecture (i.e., front- or backside illumination).

The model used in this work identifies these trends and shows that in addition to reducing the respective losses in an SRFB, photo-absorber/redox-couple matching should be carried out carefully for maximizing the obtainable STC efficiency for a single absorber system. A baseline single absorber SRFB system can achieve a maximum STC efficiency of \( \sim 18\% \), which decreases with increasing SOC at a certain \( E_g \) and cell voltage (i.e., thermodynamic potential). This value surpasses the theoretical conversion efficiency for PEC water splitting (\( \sim 11\% \) for the single-absorber case) owing to the flexibility of the redox potential design and relatively fast redox kinetics. As the field explores new and higher performance materials (e.g., additives for increasing the solution conductivity, non-Pt conducting materials with higher conductivity, etc.), our model indicates that higher STC efficiencies (>20\%) can be achieved.

Although this model is a strong tool to identify general trends and sensitivities, the accuracy and predicted value could be increased by including certain effects, for instance, the photo-redox effect which has not been considered in this study. Furthermore, implementation of the dynamic overpotential as a function of the current density and mass-transport phenomena, which are governed by the Butler–Volmer model, can enhance the accuracy of the model further.

To aid further development of the field, we suggest here a range of recommendations that can be undertaken to make SRFB development competitive with other solar utilization systems:

- Back-side illumination is highly recommended unless there is no significant overlap between the light absorption spectra of the chosen electrolyte and photo-absorber, and no anti-reflective layer is needed.
- It is necessary that the electrolyte has a sufficiently low resistance (\( \sim 2.5 \ \Omega \ cm^2 \)) such that implementation of commercially available, mature, but low band-gap PV materials, such as Si and CIGSe, are possible.
- In the same manner, the overall distance between the electrodes should be minimized. For example, a reduction of 1 cm in distance corresponds to a reduction of \( \sim 50\% \) of the solution resistance.
- Albeit forming a porous conducting layer with an extremely high surface area at the surface of a photoelectrode is technically possible, individual evaluation of intrinsic activity of the
conducting layer should be conducted in order to minimize the kinetic overpotential.

- In the case of wide band-gap materials, such as a-SiC and Fe$_2$O$_3$, which require redox couples with a quite high potential gap (>1.3 V) to obtain a feasible STC%, care must be taken to avoid the risk of having a competitive reaction (e.g., water splitting).
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