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ABSTRACT

In this paper, we propose a flux splitting finite volume method for the approximation of the Euler equations with source terms derived from a potential. The flux splitting strategy that we adopt here relies on a separate treatment of the terms related to pressure effects from the terms related to transport. We show that this approach can be recast into a relaxation approximation that shares similarities with the Lagrange-Projection method, so that the present flux splitting method can be viewed as an "unsplit Lagrange-Projection" algorithm. We perform a truncation analysis error in the low Mach regime that suggests a flux modification in order to preserve the accuracy of the method in this regime. We show that the resulting method is well-balanced in the sense that it preserves hydrostatic equilibrium profiles. Under a CFL condition, the numerical scheme is also positivity preserving for the mass and the internal energy and it also verifies a discrete entropy inequality. One-dimensional and two-dimensional numerical experiments show the ability of the method to deal with a wide range of Mach regime, shocks, rarefactions and to preserves hydrostatic equilibrium states.

1 Introduction

In this work we consider the approximation of the compressible Euler equations in the presence of source terms derived from a potential energy by means of a collocated finite volume method.

Our numerical method belongs to the category of flux splitting methods. Flux splitting methods have been used in many application contexts thanks to their ease of implementation that relies on building discrete evaluation of the fluxes (see for example [1,2,3,4,5]). These methods have been extensively developed for several decades (see for example [6,7,8,9,10,11,12,13,14] and the references therein) yielding efficient simulation tools. Unfortunately, deriving theoretical results that ensure the good behavior of these methods is difficult which contrast with their good performance in practice.

Our aim is to propose a method that fulfills several key criteria without sacrificing ease of implementation: the method should be positivity preserving for both density and internal energy. In the low Mach regime, it should provide a uniform...
truncation error with respect to the Mach number. The method should be conservative with respect to the pure convective effects. The discretization of the source term should be well-balanced (see for instance [15, 16, 17, 18, 19, 20] and the reference therein) in the sense that it should preserve null velocity stationary solutions of the system. We furthermore require the method to verify a discrete entropy inequality.

In order to achieve all these goals, we revisit a particular type of flux splitting that relies on separating acoustic and transport related fluxes [7, 21, 22]. Discretization techniques that also feature a separate treatment for the pressure and advection effects have been proposed for fractional step methods [23, 24, 25, 26, 27, 19, 28, 29]. By recasting the flux splitting evaluation into an averaging process we can adapt these methods to propose both a numerical flux and a discretization of the source terms. Moreover, it is possible to encode this averaging process into a larger relaxation system so that the flux splitting method and the source term discretization can also be considered as a direct approximation of the relaxation system. That new angle of analysis will enable to prove the preservation of admissible states and a discrete entropy inequality, under Courant-Friedrichs-Lewy (CFL) constraints along with the well-balanced properties. Moreover, following similar lines as in [27, 29] we will also derive a modified scheme that preserves accuracy in the low Mach regime.

The paper is organized as follows: we first introduce the set of equations with the thermodynamical related hypotheses that support the stability properties of the model and we present the stationary profiles we will be interested in. Then, anticipating all the technical developments that are used to derive the numerical scheme, we will directly present the numerical experiments that demonstrate the good behavior of the scheme.

## 2 Flow model

For the sake of clarity but without loss of generality, we focus on one-dimensional problems and we consider the Euler equations supplemented with a potential source term, that is to say

$$\partial_t U + \partial_x F(U) = S(U, \phi), \quad \text{for } x \in \mathbb{R}, \ t > 0,$$

with $U = (\rho, \rho u, \rho E)^T$, $F(U) = (\rho u, \rho u u + p, \rho u E + \rho u)^T$ and $S(U, \phi) = -\rho \partial_x \phi(0, 1, u)^T$. Although (1) is not strictly limited to flows accounting for gravitational forces the stationary potential $x \mapsto \phi(x)$ will be referred to as the gravitational potential. The fields $\rho, u, p$ and $E$ respectively denote the density, velocity, pressure and specific total energy of the fluid. If $e = E - u^2/2$ is the specific internal energy, we define the set of admissible states

$$\Omega = \{(\rho, \rho u, \rho E) \in \mathbb{R}^3 \mid \rho > 0, \ e > 0\}.$$  

(2)

Let $s$ be the specific entropy of the fluid, we suppose given an Equation Of State (EOS) in the form of a mapping $(1/\rho, s) \mapsto e^{\text{EOS}}(1/\rho, s)$ that satisfies the classic Weyl assumptions [30, 27]:

$$\frac{\partial e^{\text{EOS}}}{\partial (1/\rho)} < 0, \quad \frac{\partial^2 e^{\text{EOS}}}{\partial s^2} > 0, \quad \frac{\partial e^{\text{EOS}}}{\partial s} > 0, \quad \frac{\partial^2 e^{\text{EOS}}}{\partial (1/\rho)^2} > 0, \quad \frac{\partial^2 e^{\text{EOS}}}{\partial s^2} > 0, \quad \frac{\partial^2 e^{\text{EOS}}}{\partial s \partial (1/\rho)} > 0,$$

(3a)

$$0 < \frac{\partial^3 e^{\text{EOS}}}{\partial (1/\rho)^3} < 0.$$  

(3b)

The temperature $T$ and the pressure $p$ of the fluids are related to the other parameters respectively by $T = T^{\text{EOS}}(1/\rho, s) = \frac{\partial e^{\text{EOS}}}{\partial s}$ and $p = p^{\text{EOS}}(1/\rho, s) = -\frac{\partial e^{\text{EOS}}}{\partial (1/\rho)}$. It is possible to define a mapping $(1/\rho, e) \mapsto s^{\text{EOS}}(1/\rho, e)$ such that $e = e^{\text{EOS}}(1/\rho, s)$ if $s = s^{\text{EOS}}(1/\rho, e)$ so that we have the Gibbs relation

$$d e + p d (1/\rho) = T d s.$$  

(4)

Note that (4) imply that $-s^{\text{EOS}}(1/\rho, e)$ and $e^{\text{EOS}}(1/\rho, s)$ are strictly convex functions. Relations (4) also ensure that

$$\frac{\partial p^{\text{EOS}}}{\partial (1/\rho)}(1/\rho, s) < 0,$$

(5)
so that the sound velocity $c = 1/\rho \sqrt{\partial p_{\text{EOS}}(1/\rho, s)/\partial (1/\rho)}$ is real valued. We also make the classic assumption \[31\] that 
\[\mathcal{M}s(\mathcal{M}, \mathcal{V}, \mathcal{S}, \mathcal{E}) = \mathcal{S}(\mathcal{M}, \mathcal{V}, \mathcal{S}),\]
where the entropy $(\mathcal{M}, \mathcal{V}, \mathcal{S}) \rightarrow \mathcal{S}(\mathcal{M}, \mathcal{V}, \mathcal{S})$ is a strictly concave homogeneous first order function. Let us note that as $\partial \mathcal{S}/\partial \mathcal{S}(\mathcal{M}, \mathcal{V}, \mathcal{S}, \mathcal{M}, \mathcal{V}, \mathcal{S}) = 1/T_{\text{EOS}}(\mathcal{M}, \mathcal{V}, \mathcal{S}, \mathcal{M}, \mathcal{V}, \mathcal{S}) > 0$, then $\mathcal{S} \rightarrow \mathcal{S}(\mathcal{M}, \mathcal{V}, \mathcal{S})$ is a strictly increasing function.

Weak solutions of (1) also satisfy the entropy inequality
\[\partial_t (\rho s) + \partial_x (u \rho s) \geq 0,\]
where the inequality (7) is indeed an equality in the case of smooth solutions (see \[32\][33][34][35]).

In this work, we will also be interested in the study of particular steady states solutions of (1) called the hydrostatic equilibria that are defined by
\[\partial_x p = -\rho \partial_x \phi, \quad u = 0.\]

Moreover, we will investigate finite volume methods for approximating (1) that are compatible with discrete equivalents of (7) and (8) while ensuring that the fluid states remain in $\Omega$.

Before going any further, we introduce the following decomposition of the flux $F$
\[F(U) = P(U, p_{\text{EOS}}(1/\rho, e)) + A(U, u), \quad P(U, p') = (0, p', p' u)^T, \quad A(U, v) = vU,\]
into two parts $P$ and $A$ that account respectively for the pressure and the advection effects.

### 3 Approximation of the flow model by a flux-splitting strategy

Let us introduce the notations for our space-time discretization: we consider a strictly increasing sequence $\{x_j\} = [x_n, x_{n+1}]$ and divide the real line into cells where the $j^{th}$ cell is the interval $[x_{j-1/2}, x_{j+1/2}]$. The space step of $j^{th}$ cell is $\Delta x_j = x_{j+1/2} - x_{j-1/2} > 0$. We note $\Delta t > 0$ the time step such that $t^{n+1} - t^n = \Delta t$ with $n \in \mathbb{N}$. For a given initial condition $x \rightarrow U^0(x)$, we consider a discrete initial data $U_j^0$ defined by $U_j^0 = 1/\Delta x_j \int_{x_{j-1/2}}^{x_{j+1/2}} U^0(x)dx$, for $j \in \mathbb{Z}$. The algorithm proposed in this paper aims at computing a first order accurate (in both space and time) approximation of the cell-averaged values $U_j^n$ of $\Delta x_j \int_{x_{j-1/2}}^{x_{j+1/2}} U(x, t^n)dx$ where $x \rightarrow U(x, t^n)$ is the exact solution of (1) at time $t^n$.

The aim of our work is to propose a conservative finite volume discretization in (1) in the form
\[U_{j+1} - U_j + \frac{\Delta t}{\Delta x_j} \left(F_{j+1/2} - F_{j-1/2}\right) = \Delta t S_j,\]
where the numerical flux $F_{j+1/2}$ can be expressed thanks to a flux splitting strategy along the lines of \[8\][7][14] as the sum
\[F_{j+1/2} = P_{j+1/2} + A_{j+1/2}\]
of an acoustic flux $P_{j+1/2}$ and an advection flux $A_{j+1/2}$ that are respectively an approximate value for $P$ and $A$ at $x = x_{j+1/2}$.

Before going any further, let us display the final flux and source term formulas that will result from the developments in the forthcoming sections: if we note $\Pi_j^n = p_{\text{EOS}}(1/\rho_j^n, e_j^n)$ then $P_{j+1/2}$, $A_{j+1/2}$ and $S_j$ are evaluated as
\[P_{j+1/2} = \left[0, \Pi_j^1 + \Pi_j^n, \Pi_j^1 + \Pi_j^n u_j^* + u_j^n + u_j^{n+1}/2\right]^T, \quad A_{j+1/2} = \left(u_j^{n+1}/2\right)U_j^n + (u_j^*)^n U_{j+1/2}^n, \quad S_j = \Delta x_j \left(S_{j+1/2} + \Delta x_j S_{j-1/2}/2\right), \quad \Delta x_{j+1/2} = \frac{1}{2}(\Delta x_j + \Delta x_{j+1})\]
with
\[u_j^{n+1} = \frac{1}{2}(u_j^n + u_{j+1}^n) - \frac{1}{2a_{j+1/2}} \left(\Pi_{j+1}^n - \Pi_j^n\right) - \frac{1}{2a_{j+1/2}} \left(\rho_j^n + \rho_{j+1}^n/2\right)(\phi_{j+1} - \phi_j), \quad \Pi_j^{n+1} = \frac{1}{2}(\Pi_j^n + \Pi_{j+1}^n) - \frac{a_{j+1/2}}{2} (u_{j+1} - u_j^n), \quad S_{j+1/2} = -\frac{\rho_j^n + \rho_{j+1}^n/2}{2} \left(\phi_{j+1} - \phi_j/\Delta x_{j+1/2}\right) \left[0, 1, u_{j+1/2}\right]^T.\]
We propose to formalize the averaging process of (13) thanks to a relaxation approximation. Let

\[ U_{j+1}^{n+1} = \frac{U_j^P + U_j^A}{2}, \]  

(13a)

where \( U_j^P \) and \( U_j^A \) are defined by

\[ U_j^P - U_j^n + \frac{\Delta t}{\Delta x_j} \left[ 2P_{j+1/2} - 2P_{j-1/2} \right] = 2\Delta t S_j, \]  

(13b)

\[ U_j^A - U_j^n + \frac{\Delta t}{\Delta x_j} \left[ 2A_{j+1/2} - 2A_{j-1/2} \right] = 0. \]  

(13c)

Relation (13a) indicates that the flux splitting (10b) can be viewed as an averaging process. Moreover, the update relations (13b), (13c) suggest that \( U_j^P \) and \( U_j^A \) can be defined as approximate solutions of two systems that respectively only account for the pressure and the advection effects.

We propose to formalize the averaging process of (13) thanks to a relaxation approximation. Let \( \nu \) be a positive parameter and consider the system

\[ \partial_t \beta \begin{bmatrix} U^P \\ \rho^P \Pi^P \\ \rho^P \mathcal{T}^P \end{bmatrix} + \partial_x \beta \begin{bmatrix} 2P(U^P, \Pi^P) \\ 2a^2 u^P + \rho^P \Pi^P/\rho^P \\ -2u^P \end{bmatrix} - \begin{bmatrix} 2S(U^P, \phi) \\ 0 \\ 0 \end{bmatrix} = \nu \begin{bmatrix} \frac{2U^P - (U^P + U^A)}{2} \\ \frac{2U^P - (U^P + U^A)}{2} + \frac{p_{\text{EOS}}(1/\rho^P, e^A) - \Pi^P}{1 - \rho^P T^P} - \Pi^A \\ \frac{p_{\text{EOS}}(1/\rho^P, e^A) - \Pi^P}{1 - \rho^P T^P} - \Pi^A \end{bmatrix}, \]  

(14a,φ)

\[ \partial_t \beta \begin{bmatrix} U^A \\ \rho^A \Pi^A \\ \rho^A T^A \end{bmatrix} + \partial_x \beta \begin{bmatrix} 2A(U^A, u^P) \\ 2\rho^A \Pi^A u^P + \rho^A \Pi^A/\rho^A \\ 2u^P \end{bmatrix} = \nu \begin{bmatrix} \frac{2U^A - (U^P + U^A)}{2} \\ \frac{2U^A - (U^P + U^A)}{2} + \frac{p_{\text{EOS}}(1/\rho^A, e^A) - \Pi^A}{1 - \rho^A T^A} - \Pi^A \\ \frac{p_{\text{EOS}}(1/\rho^A, e^A) - \Pi^A}{1 - \rho^A T^A} - \Pi^A \end{bmatrix}, \]  

(14b,φ)

The system (14a) features a pair of duplicate conservative variable \((U^P, U^A)\) and 4 other variables: \(\Pi^P, \Pi^A, T^A\) and \(T^P\). The variables \(\Pi^P\) and \(\Pi^A\) are surrogate for the thermodynamical pressure, while \(T^A\) and \(T^P\) play the role of a pseudo-specific volume. It is possible to view (14a) as a Suliciu relaxation approximation with a separation of the acoustic and transport operators. Indeed, (14a) implies that

\[ \partial_t \beta \left[ \frac{U^P + U^A}{2} \right] + \partial_x \beta \left[ P(U^P, \Pi^P) + A(U^A, u^P) \right] = S(U^P, \phi), \]  

(15a)

\[ \partial_t \beta \left[ \frac{\rho^P \Pi^P + \rho^A \Pi^A}{2} \right] + \partial_x \beta \left[ \rho^A \Pi^A u^P + \rho^P \Pi^P/\rho^P \right] = \nu \left( \frac{p_{\text{EOS}}(1/\rho^A, e^A) + \rho_{\text{EOS}}(1/\rho^P, e^P)}{2} - \Pi^A + \Pi^P \right), \]  

(15b)

\[ \partial_t \beta \left[ \frac{\rho^P T^P + \rho^A T^A}{2} \right] = \nu \left( 1 - \frac{\rho^P T^P + \rho^A T^A}{2} \right). \]  

(15c)

Taking the limit \( \nu \to +\infty \) formally enforces that \( U^P = U^A = U = (\rho, \rho u, \rho E)^T \) and \( \Pi^P = \Pi^A = p_{\text{EOS}}(1/\rho, e) \), so that (15a) yields

\[ \partial_t U + \partial_x \beta \left[ P(U, \rho_{\text{EOS}}(1/\rho, e)) + A(U, u) \right] = S(U, \phi), \]  

(16)

By (16) we see that we recover the Euler system (1). Therefore, we choose to use the relaxation system (14a) as an approximation of (1) in the limit \( \nu \to +\infty \). The parameter \( a > 0 \) is a constant approximate value of the acoustic impedance \( \rho c \) that has to be chosen sufficiently large for stability concerns that we will be discussed later (see (58)). The equation (15b) plays here a similar role as surrogate pressure equation in the classic Suliciu approximation (37, 38, 39). The sole purpose of equation (15c) is to ensure that \( \frac{\rho^P T^P + \rho^A T^A}{2} = 1 \) in the regime...
\( \nu \to \infty \). In our discretization strategy, we classically mimic the \( \nu \to \infty \) regime for \( t \in [t^n, t^{n+1}] \), by enforcing \((U^p, \Pi^p, T^A, U^A, \Pi^A, T^A)(t = t^n) = (U, p^{\text{EOS}}(1/\rho, e), 1/\rho, U, p^{\text{EOS}}(1/\rho, e), 1/\rho)(t = t^n) \) and by solving the relaxation off-equilibrium system \((14)_{}\to0\).

We now turn to the properties of the off-equilibrium system \((14)_{}\to0\) with the following proposition whose proof is given in [5].

**Proposition 3.1.** The system \((14)_{\to0}\) is hyperbolic with a set of characteristic velocities given by: \(2u^P\) (with an algebraic multiplicity \(4\)), \(0\) (with an algebraic multiplicity \(5\)) and \(\pm 2u/\rho^P\). Moreover, \((14)_{\to0}\) only involves linearly degenerate fields.

The relaxation formulation \((14)_{\to0}\) shows that the flux we propose here shares similarities with the operator acoustic/transport splitting strategy presented in [7][19]. Indeed, the source term and pressure effects are treated together apart from the advection terms. The difference is that although the operators are separated that are distributed within a larger system instead of two isolated systems. We will see in the next sections approximations of each of these subsystems that will enable to retrieve \((12)\).

### 3.2 Derivation of the numerical fluxes

We will now use a discretization of system \((14)_{\to0}\) in order to build the fluxes \(P_{j+1/2}\) and \(A_{j+1/2}\) of our splitting strategy \((1)\). Before going any further, let us underline once again that we will consider the evolution of \(T^A\) and \(T^P\) and the update of discrete associated values although these variables do not play any role in the update relation of our flux splitting scheme \((1)\). Nevertheless, these variables will help us in constructing discrete entropy inequalities verified by the numerical scheme.

We consider the first 4 equations of \((14)_{\to0}\) that form a first independant subsystem for the acoustic part

\[
\frac{\partial}{\partial t} \begin{bmatrix} U_P^p \\ \rho^P T^p_P \\ \phi \end{bmatrix} + \frac{\partial}{\partial x} \begin{bmatrix} 2P(U_P^p, \Pi^p) \\ 2\rho^2 u^p \\ -2\rho P \\ 0 \\ 0 \end{bmatrix} = \begin{bmatrix} \Pi^p \\ \rho P \\ U^p \end{bmatrix},
\]

Then we remark that the update of the conservative variable \((U^A + U^P)/2\) by \((15)_{a}\) does not involve \(\Pi^A\) that acts as a passive variable, we will examine a second subsystem for the advection effects that reads

\[
\frac{\partial}{\partial t} \begin{bmatrix} U^A \\ \rho^A T^A \end{bmatrix} + \frac{\partial}{\partial x} \begin{bmatrix} 2\mathbf{A}(U^A, u^P) \\ 2\rho^A u^P \end{bmatrix} = 0.
\]

The initial conditions for \((17a)\) \((18a)\) will verify \((U^P, \Pi^P, \phi, T^P)(t = 0, x) = (U_{j+1/2}^p, 1/\rho_j^p, e_j^p, 1/\rho_j^p)\) and \((U^A, T^A)(t = 0, x) = (U_{j+1/2}^p, 1/\rho_j^p)\) for \(x \in (x_j, x_{j+1/2})\).

Using similar lines as in [19], we propose to build the numerical update \((13)_{b}\) by using an approximate Riemann solver \((U_{RP}, \Pi_{RP}, T_{RP})\) for \((17a)\). The detailed building process of \((U_{RP}, \Pi_{RP}, T_{RP})\) is given in the appendix [C]. Updating \((U^P, \rho^P T^P)\) thanks to this approximate Riemann solver is equivalent to the following update formula:

\[
\begin{bmatrix} U^p \\ \rho^p T^p \end{bmatrix} = \begin{bmatrix} U^n \\ 1 \end{bmatrix} - \frac{\Delta t}{\Delta x_j} \begin{bmatrix} 2P_{j+1/2}^* - 2P_{j-1/2}^* \\ -2u_{j+1/2}^* + 2u_{j-1/2}^* \end{bmatrix} + \frac{2\Delta tS_j}{0},
\]

where the discrete fluxes and source terms are defined by

\[
P_{j+1/2}^* = \left[ 0, \Pi_{j+1/2}^*, \Pi_{j+1/2}^* u_{j+1/2}^* \right]^T, \quad S_j = \frac{\Delta x_{j+1/2}}{2\Delta x_j} S_{j+1/2} + \frac{\Delta x_{j-1/2}}{2\Delta x_j} S_{j-1/2},
\]

with

\[
u_{j+1/2} = \frac{1}{2}(u_{j+1}^n + u_{j+1}^n) - \frac{1}{2\Delta x_{j+1/2}}(\Pi_{j+1}^n - \Pi_{j}^n) - \frac{1}{2\Delta x_{j+1/2}}(\rho_{j+1}^n + \rho_{j+1}^n)(\phi_{j+1} - \phi_{j}),
\]

\[
\Pi_{j+1/2}^1 = \frac{1}{2}(\Pi_{j}^n + \Pi_{j+1}^n) - \frac{1}{\Delta x_{j+1/2}}(u_{j+1}^n - u_{j}^n),
\]

\[
S_{j+1/2} = -\frac{\rho_{j+1}^n + \rho_{j+1}^n}{\Delta x_{j+1/2}}(\phi_{j+1} - \phi_{j}) \left[ 1, 0, u_{j+1/2}^n \right]^T,
\]

so that we indeed retrieve the discrete flux and discrete source term evaluation of \((12)\).
Under the Courant-Friedrichs-Lewy (CFL) condition
\[
\frac{\Delta t}{\Delta x_j} \max_{j \in \mathbb{Z}} (\max (1/\rho_j^0, 1/\rho_{j+1}^0)) a_{j+1/2} \leq \frac{1}{4}, \tag{21}
\]

the update relations (19) are stable in the sense that the waves involved in the approximate Riemann solver centered each cell interface \(x_{j+1/2}\) will not interact with each other. The parameter \(a_{j+1/2}\) is a local choice of the artificial acoustic impedance \(a\) associated with each interface \(j + 1/2\) that should be chosen large enough so that (21) can guarantee stability for (19). In practice, we define it by setting
\[
a_{j+1/2} = K \max (\rho_j^0 c_j^0, \rho_{j+1}^0 c_{j+1}^0) \quad \text{with} \quad K > 1.
\tag{22}
\]

We now turn to the definition of the fluxes for the advection subsystem (18a): we simply use a standard finite-volume upwind update formula by setting:
\[
\begin{bmatrix}
U_j^n^A \\
\rho^n A^T A
\end{bmatrix} = \begin{bmatrix}
U_j^n \\
1
\end{bmatrix} - \frac{\Delta t}{\Delta x_j} \begin{bmatrix}
2A_{j+1/2} - 2A_{j-1/2} \\
2b_{j+1/2} - 2b_{j-1/2}
\end{bmatrix},
\tag{23a}
\]

with
\[
A_{j+1/2} = (u_{j+1/2}^*)^+ U_{j}^n + (u_{j+1/2}^*)^- U_{j+1}^n,
\tag{23b}
\]

where \(u_{j+1/2}^*\) is given by (20b) and \(b^\pm = (b \pm |b|)/2\) for any scalar \(b\). For (23), we consider the classic CFL constraint
\[
\frac{\Delta t}{\Delta x_j} 2 \max_{j \in \mathbb{Z}} \left[ \left( u_{j+\frac{1}{2}}^* \right)^+ - \left( u_{j-\frac{1}{2}}^* \right)^- \right] < 1. \tag{24}
\]

We also consider a discrete update of the variable \((\rho T)^A\) by setting
\[
(\rho T)_j^A = 1 - 2 \frac{\Delta t}{\Delta x_j} [(u_{j+1/2}^*) - (u_{j+1/2})]. \tag{25}
\]

It is possible to consider the flux splitting scheme as a two-step evaluation followed by an average: given the states \(U_j^n\), \(j \in \mathbb{Z}\):
\begin{enumerate}
\item Compute \(U_j^p\) thanks to (19),
\item Compute \(U_j^A\) thanks to (23),
\item Update the discrete state value by evaluating \(U_j^{n+1} = (U_j^p + U_j^A)/2\).
\end{enumerate}

Then, we see that the overall update reads
\[
U_j^{n+1} - U_j^n + \frac{\Delta t}{\Delta x_j} \left[ (A_{j+1/2} + P_{j+1/2}) - (A_{j-1/2} + P_{j-1/2}) \right] = \Delta t S_j, \tag{26}
\]
so that we retrieve the discretization (10).

The properties of the numerical schemes (19), (23) and (26) are given in section 5.

\section{Behavior in the low Mach regime and modified numerical scheme}

In this section, we investigate the behavior of the flux splitting scheme (26) in the low Mach regime along the lines used in (27). In order to outline the dependence on the system on the Mach number, we first recall a classic rescaling of (11) thanks to the following non-dimensional numbers
\[
\tilde{x} = \frac{x}{L}, \quad \tilde{t} = \frac{t}{t_0}, \quad \tilde{\rho} = \frac{\rho}{\rho_0}, \quad \tilde{u} = \frac{u}{u_0}, \quad \tilde{e} = \frac{e}{e_0}, \quad \tilde{p} = \frac{p}{p_0}, \quad (\tilde{\partial}_x \phi) = \frac{\partial_x \phi}{\partial_x \phi_0}. \tag{27}
\]

The numbers \(L, t_0, \rho_0, u_0, e_0 = p_0/\rho_0, c_0 = \sqrt{p_0/\rho_0}\) and \((\partial_x \phi_0)\) featuring in (27) are respectively characteristic magnitudes for length, time, density, velocity, pressure, sound velocity and \(\partial_x \phi\) the gravitational force. The Mach
number M and the Froude number $\text{Fr}$ are defined by $M = u_0/c_0$ and $\text{Fr} = u_0/\sqrt{L(\partial_z \phi)_{|a}}$, so that the system (26) takes the following non-dimensional form

\begin{equation}
\partial_t \tilde{\rho} + \partial_x (\tilde{\rho} \tilde{u}) = 0,
\end{equation}

\begin{equation}
\partial_t (\tilde{\rho} \tilde{u}) + \partial_x (\tilde{\rho} \tilde{u}^2) + \frac{1}{M^2} \partial_x \tilde{p} = -\frac{1}{\text{Fr}^2} \tilde{\rho} \left( \partial_x \phi \right),
\end{equation}

\begin{equation}
\partial_t (\tilde{\rho} \tilde{E}) + \partial_x (\tilde{\rho} \tilde{E} \tilde{u} + \tilde{p} \tilde{u}) = -\frac{M^2}{\text{Fr}^2} \tilde{\rho} \left( \partial_x \phi \right).
\end{equation}

For a fixed value of Fr, in the low Mach regime, the term $\partial_x \tilde{p}$ should remain of magnitude $O(M^2)$ in order to remain non-singular. Following [27] we will express the numerical scheme using non dimensional quantities and examine the dependency of the truncation error on the Mach number. To achieve this task, we suppose that the discretized variables verify a discrete equivalent of the low Mach regime hypothesis: $\Pi_{j+1}^{\theta} = \Pi_{j}^{\theta} + O(M^2 \Delta \tilde{x})$ and and express the schemes (19), (23) and (26) using non-dimensional variables. The resulting truncation errors are given in the following proposition.

**Proposition 4.1.** For a fixed value of Fr and a discretized set of variables in the (discrete) low Mach regime, the non-dimensional discretization of the pressure subsystem (19) is consistent with

\begin{equation}
\partial_t \tilde{p} = 0,
\end{equation}

\begin{equation}
\partial_t (\tilde{p} \tilde{u}) + \frac{2}{M^2} \partial_x \tilde{p} = -\frac{2}{\text{Fr}^2} \tilde{p} \left( \partial_x \phi \right) + O(\Delta \tilde{x}) + O(M \Delta \tilde{x}),
\end{equation}

\begin{equation}
\partial_t (\tilde{p} \tilde{E}) + 2(\tilde{p} \tilde{u} \tilde{u}) = -\frac{2M^2}{\text{Fr}^2} \tilde{p} \left( \partial_x \phi \right) + O(\Delta \tilde{x}) + O(M \Delta \tilde{x}),
\end{equation}

and the non-dimensional discretization of the advection subsystem (23) is consistent with

\begin{equation}
\partial_t \tilde{b}^A + 2\partial_x (\tilde{b}^A \tilde{u}) = O(\Delta \tilde{x}) + O(M \Delta \tilde{x}),
\end{equation}

\begin{equation}
\tilde{b}^A \in \{ \tilde{\rho}^A, (\tilde{\rho} \tilde{u})^A, (\tilde{\rho} \tilde{E})^A \}
\end{equation}

The overall discretization (26) is equivalent to

\begin{equation}
\partial_t \tilde{p} + \partial_x (\tilde{\rho} \tilde{u}) = O(\Delta \tilde{x}) + O(M \Delta \tilde{x}),
\end{equation}

\begin{equation}
\partial_t (\tilde{p} \tilde{u}) + \partial_x (\tilde{p} \tilde{u}^2) + \frac{1}{M^2} \partial_x \tilde{p} = -\frac{1}{\text{Fr}^2} \tilde{p} \left( \partial_x \phi \right) + O(\Delta \tilde{x}) + O(M \Delta \tilde{x}) + O\left( \frac{\Delta \tilde{x}}{M} \right),
\end{equation}

\begin{equation}
\partial_t (\tilde{p} \tilde{E}) + \partial_x (\tilde{p} \tilde{E} \tilde{u} + \tilde{p} \tilde{u}) = -\frac{M^2}{\text{Fr}^2} \tilde{p} \left( \partial_x \phi \right) + O(\Delta \tilde{x}) + O(M \Delta \tilde{x}).
\end{equation}

Similarly as in [27], the error term of magnitude $O(\Delta \tilde{x} / M)$ that appears in (29b) and (30b) results from the non-centered term evaluated in the discretized pressure (20c). In order to prevent this term from being very large when $M \ll \Delta \tilde{x}$. We use a similar cure as in [27] that consists in replacing $\Pi_{j+1/2}$ by

\begin{equation}
\Pi_{j+1/2}^\theta = \frac{1}{2} \left( \Pi_j^\theta + \Pi_{j+1}^\theta \right) - \frac{\partial_{j+1/2}}{2} - \left( u_{j+1} - u_j \right),
\end{equation}

so that the acoustic subsystem (17a) is now approximated by

\begin{equation}
U_j^n = U_{j+1}^n - \frac{\Delta \tilde{x}}{2} \left[ 2P_{j+1/2}^\theta - 2P_{j-1/2}^\theta \right] + 2\Delta \tilde{x} S_j,
\end{equation}

\begin{equation}
P_{j+1/2}^\theta = \left[ 0, \Pi_{j+1/2}^\theta, \Pi_{j+1/2}^\theta, u_{j+1/2} \right]^T,
\end{equation}

and the overall scheme reads

\begin{equation}
U_{j+1}^n - U_j^n + \frac{\Delta \tilde{x}}{2} \left[ (A_{j+1/2}^\theta + P_{j+1/2}^\theta) - (A_{j-1/2}^\theta + P_{j-1/2}^\theta) \right] = \Delta \tilde{x} S_j.
\end{equation}

The behavior of (33) in the low Mach regime is summed up in the following proposition.

**Proposition 4.2.** For a fixed value of Fr and a discretized set of variables in the (discrete) low Mach regime, the non-dimensional discretization of the pressure subsystem (19) is consistent with

\begin{equation}
\partial_t \tilde{p} = 0,
\end{equation}

\begin{equation}
\partial_t (\tilde{p} \tilde{u}) + \frac{2}{M^2} \partial_x \tilde{p} = -\frac{2}{\text{Fr}^2} \tilde{p} \left( \partial_x \phi \right) + O(\Delta \tilde{x}) + O\left( \frac{\theta \Delta \tilde{x}}{M} \right),
\end{equation}

\begin{equation}
\partial_t (\tilde{p} \tilde{E}) + 2(\tilde{p} \tilde{u} \tilde{u}) = -\frac{2M^2}{\text{Fr}^2} \tilde{p} \left( \partial_x \phi \right) + O(\Delta \tilde{x}) + O(M \Delta \tilde{x}) + O(\theta M \Delta \tilde{x}).
\end{equation}
For the transport subsystem discretization, the truncation error estimate associated with the modified scheme is the same as in [29a], we have
\[
\partial_t \tilde{\rho}^A + 2\partial_x (\tilde{\rho}^A \tilde{u}^P) = O(\Delta t) + O(\Delta x) + O(M \Delta x), \quad \tilde{b}^A \in \{\tilde{\rho}^A, (\tilde{\rho}u)^A, (\tilde{\rho}E)^A\}. \quad (35)
\]
The overall discretization (26) is equivalent to
\[
\partial_t \tilde{\rho} + \partial_x (\tilde{\rho} \tilde{u}) = O(\Delta t) + O(\Delta x) + O(M \Delta x),
\]
\[
\partial_t (\tilde{\rho} \tilde{u}) + \frac{1}{M^2} \partial_x (\tilde{\rho} \tilde{u}^2) = -\frac{1}{Fr} \tilde{\rho} (\partial_x \phi) + O(\Delta t) + O(\Delta x) + O(M \Delta x) + O(\theta^2 M),
\]
\[
\partial_t (\tilde{\rho} \tilde{E}) + \partial_x (\tilde{\rho} \tilde{E} \tilde{u} + \tilde{p} \tilde{u}) = -\frac{M^2}{Fr} \tilde{\rho} \tilde{u} (\partial_x \phi) + O(\Delta t) + O(\Delta x) + O(M \Delta x) + O(\theta M \Delta x). \quad (36c)
\]

Thanks to (36) we can see that if the magnitude of the parameter \( \theta \) is \( O(M) \) then the truncation error of (36) is uniform with respect to \( M \).

5 Properties of the flux splitting schemes

In this section, we will derive properties for both the modified pressure update (32a) and the advection scheme (23) that will enable properties for the full flux splitting scheme (33). Before going any further, we consider a discretization of the hydrostatic pressure stationary state [8] defined by

\[
\Pi_{j+1} - \Pi_j = -\frac{\rho_{j+1} + \rho_j}{2} (\phi_{j+1} - \phi_j), \quad u_j = 0, \quad \forall j \in \mathbb{Z}. \quad (37)
\]

For the pressure subsystem, the properties of the discretization result from the properties of the approximate Riemann solver that are detailed in [8]. Using the notations of the definition (86), we consider the following more restricting subcharacteristic conditions

\[
\begin{align*}
T_j^T &= 0, \quad & -\partial_T \text{EOS} (T, s_L) \leq a^2, \quad \forall T \in (T_L, T_{L}^L), \\
T_j^R &= 0, \quad & -\partial_T \text{EOS} (T, s_R) \leq a^2, \quad \forall T \in (T_R, T_{R}^L),
\end{align*}
\]

We have the following proposition.

Proposition 5.1. The all-Mach discretization (32a) of the pressure subsystem verifies the following properties.

1. The pressure subsystem all-mach discretization (32a) is well-balanced in the sense that it preserves discrete hydrostatic solutions defined by (37), for any \( \theta \in [0, 1] \).

2. Suppose that \( \alpha \) is chosen large enough so that (38) is verified: under the CFL condition (21), if \( \rho_j^P > 0 \) for all \( j \in \mathbb{Z} \), then \( T_j^P > 0 \) for all \( j \in \mathbb{Z} \), for any \( \theta \in [0, 1] \).

3. If \( \theta = O(M) \) (e.g. via (40)), then the truncation error of the scheme (32a) is uniform with respect to \( M \) when \( M \ll 1 \).

4. Suppose that \( \alpha \) is chosen large enough so that (38) is verified and that (110) is valid: under the CFL conditions (21) we have that

\begin{enumerate}
\item for all \( j \in \mathbb{Z} \) we have \( e_j^P > 0 \),
\item the discretization (32a) satisfies the following inequality that involves the entropy of the model:
\[
\rho_j^P s(T_j^P, e_j^P) - \rho_j^n s(1/\rho_j^n, e_j^n) + \frac{\Delta t}{\Delta x_j} (2q_{j+1/2}^n - 2q_{j-1/2}^n) \geq 0,
\]
with \( q_{j+1/2}^n = q_\Delta (U_j^n, U_{j+1}^n) \) where \( q_\Delta \) is consistent with 0 as \( \Delta t, \Delta x_j \to 0 \).
\end{enumerate}

Proof. By construction of the approximate Riemann solver \( U_{j+1}^{\theta P}, \Pi_{j+1}^{\theta P}, T_{Rj}^{\theta P} \) in [1], one can see that (37) is preserved by the pressure update (32a), which proves 1. Assertion 2. is a direct consequence of the consistency in the integral sense with the hypothesis (38). The truncation error (34) yields 3. Finally the positivity of the internal energy and the entropy inequality of 4. are a direct consequence of the approximate Riemann solver properties of proposition D.2 and consistency in the integral sense [17].
Remark 5.1. In order to ensure $\theta = O(M)$, we suggest the following formula:

$$\theta_{i+1/2} = \min\left(\frac{1}{2}, \frac{|u_{i+1/2}^*|}{\min(c_i, c_{i+1})}\right) \quad (40)$$

note that in some cases, this choice can violate inequality (110). However, in practice we did not observe any case where it induced problematic behavior. Note that (110) can be manually enforced and corresponds to imposing a minimum value on $\theta$.

Let us now turn to the properties of the advection discretization.

Proposition 5.2. The discretization (23) of the advection subsystem verifies the following properties.

1. The advection subsystem discretization (23) is well-balanced in the sense that it preserves discrete hydrostatic solutions defined by (37).
2. The truncation error of the scheme (23) is uniform with respect to $M$ when $M \ll 1$.
3. Under the CFL conditions (24): $U_j^A$ is a positive linear combination of $U_{j-1}^n$, $U_j^n$ and $U_{j+1}^n$.
4. Under the CFL conditions (24): $b_j^A$ is a convex combination of $b_{j-1}^n$, $b_j^n$ and $b_{j+1}^n$ for $b \in \{u, E, T\}$.
5. Under the CFL conditions (24): if $\varepsilon_j^u > 0$ for all $j \in \mathbb{Z}$ then $\varepsilon_j^A > 0$ for all $j \in \mathbb{Z}$.
6. The discretization (23) satisfies the following inequality that involves the entropy of the model:

$$\rho_j^A \phi_j^A(e_j^A) - \rho_j^n s_j^n + \frac{\Delta t}{\Delta x_j} \left(2u_{j+1/2}^n \rho_j^n + 2u_{j-1/2}^n - 2u_j^{n-1/2} - 2u_{j-1/2}^n - 2s_{j+1/2}^n - 2s_{j-1/2}^n - 2s_j^n - 2s_{j-1/2}^n\right) \geq 0. \quad (41)$$

Proof. The assertion 1. is a direct consequence of the null velocity assumed by the hydrostatic profile (37). The truncation error (35) yields 2. The advection scheme (23) can be recast into

$$U_j^n = -2 \frac{\Delta t}{\Delta x_j} u_{j+1/2}^n U_{j+1}^n + 2 \frac{\Delta t}{\Delta x_j} u_{j-1/2}^n U_{j-1}^n + \left[1 - 2 \frac{\Delta t}{\Delta x_j} (u_{j+1/2}^n - u_{j-1/2}^n)\right] U_j^n, \quad (42)$$

which proves 3. One can also write

$$\left(\frac{U}{\rho}\right)_j^A = \lambda_j^{(1)} \left(\frac{U}{\rho}\right)_{j+1}^n + \lambda_j^{(0)} \left(\frac{U}{\rho}\right)_j^n + \lambda_j^{(-1)} \left(\frac{U}{\rho}\right)_{j-1}^n, \quad (43)$$

with

$$\lambda_j^{(1)} = -2 \frac{\Delta t}{\Delta x_j} u_{j+1/2}^n \left(\rho_{j+1}^n / \rho_j^n\right), \quad \lambda_j^{(0)} = \left[1 - 2 \frac{\Delta t}{\Delta x_j} (u_{j+1/2}^n - u_{j-1/2}^n)\right] \left(\rho_j^n / \rho_j^n\right), \quad \lambda_j^{(-1)} = 2 \frac{\Delta t}{\Delta x_j} u_{j-1/2}^n \left(\rho_{j-1}^n / \rho_j^n\right). \quad (44)$$

By (42) we have that

$$\rho_j^A = -2 \frac{\Delta t}{\Delta x_j} u_{j+1/2}^n \rho_{j+1}^n + 2 \frac{\Delta t}{\Delta x_j} u_{j-1/2}^n \rho_{j-1}^n + \left[1 - 2 \frac{\Delta t}{\Delta x_j} (u_{j+1/2}^n - u_{j-1/2}^n)\right] \rho_j^n, \quad (45)$$

so that $\lambda_j^{(1)} + \lambda_j^{(0)} + \lambda_j^{(-1)} = 1$, which proves that $b_j^A$ is a convex combination of $b_{j-1}^n$, $b_j^n$ and $b_{j+1}^n$ for $b \in \{u, E\}$.

Let us now consider the case of $T^A$. By (25) we have that

$$T_j^A = T_j^n \rho_j^A / \rho_j^n - 2 \frac{\Delta t}{\Delta x_j} u_{j+1/2}^n \rho_{j+1}^n / \rho_j^n - 2 \frac{\Delta t}{\Delta x_j} u_{j-1/2}^n \rho_{j-1}^n / \rho_j^n + 2 \frac{\Delta t}{\Delta x_j} u_{j+1/2}^n \rho_{j+1}^n / \rho_j^n + 2 \frac{\Delta t}{\Delta x_j} u_{j-1/2}^n \rho_{j-1}^n / \rho_j^n. \quad (46)$$

However, if one accounts for the fact that $\rho_i^n T_i^n = 1$ for all $i \in \mathbb{Z}$, then we can write that

$$T_j^A = T_j^n \rho_j^A / \rho_j^n - 2 \frac{\Delta t}{\Delta x_j} u_{j+1/2}^n \rho_{j+1}^n / \rho_j^n T_j^n - 2 \frac{\Delta t}{\Delta x_j} u_{j-1/2}^n \rho_{j-1}^n / \rho_j^n T_j^n + 2 \frac{\Delta t}{\Delta x_j} u_{j+1/2}^n \rho_{j+1}^n / \rho_j^n T_{j+1}^n + 2 \frac{\Delta t}{\Delta x_j} u_{j-1/2}^n \rho_{j-1}^n / \rho_j^n T_{j-1}^n + 2 \frac{\Delta t}{\Delta x_j} u_{j+1/2}^n \rho_{j+1}^n / \rho_j^n T_j^n \quad (47)$$

$$\quad = \lambda_j^{(1)} T_{j+1}^n + \lambda_j^{(-1)} T_{j-1}^n + \lambda_j^{(0)} T_j^n. \quad (48)$$
Consequently $T_j^A$ is also a convex combination of $T_{j-1}^n$, $T_j^n$ and $T_{j+1}^n$, which proves 4. For the statement 5., we consider the concave function $K$ introduced in the proof of lemma A.2 and we have that $e_j^A = K(u_j^A, E_j^A)$. Thanks to the statement 4. we can thus write that

$$e_j^A = K \left( \sum_{k=0, \pm 1} \lambda_j^{(k)} u_{j+k}^n, \sum_{k=0, \pm 1} \lambda_j^{(k)} E_{j+k}^n \right) \geq \sum_{k=0, \pm 1} \lambda_j^{(k)} K(u_{j+k}^n, E_{j+k}^n) = \sum_{k=0, \pm 1} \lambda_j^{(k)} e_{j+k}^n > 0,$$

which proves statement 5.

Now using the lemma A.2 we have that

$$s(T_j^A, e_j^A) = \mathcal{U}(T_j^A, u_j^A, E_j^A) = \mathcal{U} \left( \sum_{k=0, \pm 1} \lambda_j^{(k)} T_{j+k}^n, \sum_{k=0, \pm 1} \lambda_j^{(k)} u_{j+k}^n, \sum_{k=0, \pm 1} \lambda_j^{(k)} E_{j+k}^n \right) \geq \sum_{k=0, \pm 1} \lambda_j^{(k)} \mathcal{U}(T_{j+k}^n, u_{j+k}^n, E_{j+k}^n) = \sum_{k=0, \pm 1} \lambda_j^{(k)} s(T_{j+k}^n, e_{j+k}^n).$$

This inequality also reads

$$s(T_j^A, e_j^A) \geq s_j^{(A)} \lambda_j^{(k)} \mathcal{U}(T_{j+k}^n, u_{j+k}^n, E_{j+k}^n) \geq 2 \frac{\Delta \rho}{\Delta x} u_{j+1/2}^n \rho_j^n - 2 \frac{\Delta \rho}{\Delta x} u_{j-1/2}^n \rho_j^n s_j^n - 2 \frac{\Delta t}{\Delta x} u_{j+1/2}^n \rho_j^{n+1} - 2 \frac{\Delta t}{\Delta x} u_{j-1/2}^n \rho_j^{n+1} + \frac{\Delta t}{\Delta x} u_{j-1/2}^n \rho_j^{n+1} s_j^{n+1} - 2 \frac{\Delta t}{\Delta x} u_{j+1/2}^n \rho_j^{n+1} s_j^{n+1} + 2 \frac{\Delta t}{\Delta x} u_{j-1/2}^n \rho_j^{n+1} s_j^{n+1}.$$  \hspace{1cm} (52)

If the CFL condition (24) is met then $\rho_j^A \geq 0$ and by multiplying (52) by $\rho_j^A$ we get (41).

From propositions 5.1 and 5.2 we now deduce the proposition.

**Proposition 5.3.** The full numerical scheme (26) verifies the following properties.

1. In the case $S = 0$, the scheme (26) is conservative with respect to mass, momentum and total energy for any $\theta \in [0, 1]$.

2. The numerical scheme (26) is well-balanced in the sense that it preserves discrete hydrostatic solutions defined by (37) for any $\theta \in [0, 1]$.

3. If $\theta = O(M)$ (e.g. via (40)), the truncation error of the scheme (26) is uniform with respect to $M$ when $M \ll 1$.

4. Suppose that $a$ is chosen large enough so that (38) is verified and (110) is valid. Then under the CFL conditions (21) and (24):

   (a) if $\rho_j^0 > 0$, the scheme (26) ensures that $\rho_j^n > 0$,

   (b) the scheme (26) ensures that $\rho_j^n e_j^n > 0$,

   (c) the scheme (26) satisfies a discrete entropy inequality

   $$\rho_j^{n+1} \lambda_j^{(k)} s(1/\rho_j^{n+1}, e_j^{n+1}) - \rho_j^n s(1/\rho_j^n, e_j^n) + \frac{\Delta t}{\Delta x} (Q_{j+1/2} - Q_{j-1/2}) \geq 0,$$

   with $Q_{j+1/2} = u_{j+1/2}^n + q_{j+1/2}^n$.

**Proof.** 1., 2., and 3. are straightforward consequences of proposition 5.1 and 5.2. Let us suppose that $\rho_j^n > 0$, then $\rho_j^0 = \rho_j^n > 0$ and $\rho_j^A > 0$ by 3) in proposition 5.2. We have then $\rho_j^{n+1} = (\rho_j^A + \rho_j^0)/2 > 0$, which proves 4a.

If $\Lambda$ is the concave function defined in the proof of lemma A.3 we have that

$$\rho_j^{n+1} = \rho_j^{n+1} \frac{2 \rho_j^{n+1} + (\rho_0 u_j^{n+1})^2}{2 \rho_j^{n+1}} = \Lambda(\rho_j^{n+1}, (\rho_0 u_j^{n+1}, (\rho_0 E_j^{n+1})^2) = \Lambda \left( \frac{\rho_j^{n+1} + \rho_j^0}{2}, \frac{(\rho_0 u_j^{n+1})^2}{2}, \frac{(\rho_0 E_j^{n+1})^2}{2} \right) \geq \frac{1}{2} \Lambda(\rho_j^A, (\rho_0 u_j^{n+1}), (\rho_0 E_j^{n+1})^2) \leq \frac{1}{2} \Lambda(\rho_j^A, (\rho_0 u_j^{n+1}), (\rho_0 E_j^{n+1})^2) + \frac{1}{2} \Lambda(\rho_j^A, (\rho_0 u_j^{n+1}), (\rho_0 E_j^{n+1})^2) = \frac{1}{2} \Lambda(\rho_j^A, (\rho_0 u_j^{n+1}), (\rho_0 E_j^{n+1})^2).$$

Thanks to the propositions 5.1 and 5.2 we deduce then that $\rho_j^{n+1} > 0$. 
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We have
\[
\rho_j^{n+1} s(1/\rho_j^{n+1}, e_j^{n+1}) = \rho_j^{n+1} s \left( \frac{1}{\rho_j^{n+1}}, (\rho E)_j^{n+1}/\rho_j^{n+1} \right) - \frac{1}{2} \left( \frac{(\rho u)_j^{n+1}}{\rho_j^{n+1}} \right)^2 = \eta(\rho_j^{n+1}, 1, (\rho u)_j^{n+1}, (\rho E)_j^{n+1})
\]
\[
= \eta(\rho_j^{n+1}, (\rho T)_j^{n+1}, (\rho u)_j^{n+1}, (\rho E)_j^{n+1}) = \eta \left( \sum_{k=A,P} \frac{\rho_j^k}{2}, \sum_{k=A,P} \frac{(\rho T)_j^k}{2}, \sum_{k=A,P} \frac{(\rho u)_j^k}{2}, \sum_{k=A,P} \frac{(\rho E)_j^k}{2} \right).
\]

(55)

Thanks to lemma [A.3], we know that \( \eta \) is concave and thus we have
\[
\rho_j^{n+1} s(1/\rho_j^{n+1}, e_j^{n+1}) \geq \sum_{k=A,P} \frac{1}{2} \eta(\rho_j^k, (\rho T)_j^k, (\rho u)_j^k, (\rho E)_j^k) = \sum_{k=A,P} \frac{1}{2} \rho_j^k s(T_j^k, e_j^k).
\]

(56)

Using (59) and (41), we get
\[
\rho_j^{n+1} s(1/\rho_j^{n+1}, e_j^{n+1}) \geq \rho_j^n s(1/\rho_j^n, e_j^n) - \frac{\Delta t}{\Delta x_j} \left( q_j^n - q_j^{n-1} \right) - \frac{\Delta t}{\Delta x_j} \sum_{k=A,P} \left( u_j^{n+1/2}_k - u_j^{n-1/2}_k \right) s(q_j^{n+1} - q_j^{n-1}, u_j^{n+1} - u_j^{n-1}, e_j^n).
\]

(57)

which prooves 4c).

\[
\text{6 Alternative Energy source term discretizations}
\]

In this section, we propose two alternative discretizations of the source term. Indeed, the formula (20d) allows to derive an entropy inequality but does not satisfy the two following properties:

1. It is not conservative with respect to the total mechanical energy \( \mathcal{E} = E + \phi \).
2. The internal energy is impacted by the source term.

depending on the field of application, the user of the solver may prefer one of these alternative discretizations.

\[
\text{6.1 Conservation of the mechanical energy}
\]

The first alternative allows the conservation of the total mechanical energy up to machine precision. It is really easy to derive. First, note that the energy equation (1) rewrites for \( \mathcal{E} \):
\[
(\rho \mathcal{E})_t + (u(\rho \mathcal{E}) + p \mathcal{E})_x = 0
\]
on which we can perform the following conservative discretization:
\[
(\rho \mathcal{E})_j^{n+1} - (\rho \mathcal{E})_j^n - \frac{\Delta t}{\Delta x} \left( u_j^{n+1/2}_j - u_j^{n+1/2}_j \right) + \Pi_j^{n+1/2} u_j^{n+1/2}_j - u_j^{n+1/2}_j \mathcal{E}_j^{n+1/2} - \Pi_j^{n+1/2} u_j^{n+1/2}_j - u_j^{n+1/2}_j \mathcal{E}_j^{n+1/2}
\]

(58)

the method can be directly implemented taking \( \mathcal{E} \) as a variable and is conservative with respect to \( \mathcal{E} \) by construction. It also corresponds to a specific discretization of the energy source term when using the total energy \( E \) as a variable.

\[
\text{Proposition 6.1. The discretization:}
\]
\[
\{\rho u \partial_x \phi\} = \frac{1}{\Delta x} \left( u_j^{n+1/2} \phi_{j+1} - u_j^{n+1/2} \phi_j + u_j^{n+1/2} \phi_{j-1} - u_j^{n+1/2} \phi_{j-1} \right)
\]

(59)

instead of (20d) corresponds to the update (58) and is thus conservative.

\[
\text{Proof. We perform a straightforward expansion of } \rho \mathcal{E} \text{ in (58):}
\]
\[
(\rho \mathcal{E})_j^{n+1} + \rho_j^{n+1} \phi_j = (\rho \mathcal{E})_j^n + \rho_j^n \phi_j - \frac{\Delta t}{\Delta x} \left( u_j^{n+1/2} (\rho \mathcal{E})_j^{n+1/2} + p_j^{n+1/2} u_j^{n+1/2} - u_j^{n+1/2} (\rho \mathcal{E})_j^{n+1/2} - p_j^{n+1/2} u_j^{n+1/2} \right).
\]

\[
- \frac{\Delta t}{\Delta x} \left( u_j^{n+1/2} (\rho \phi)_j^{n+1/2} - u_j^{n+1/2} (\rho \phi)_j^{n+1/2} \right).
\]

\[
(\rho \mathcal{E})_j^{n+1} = (\rho \mathcal{E})_j^n - \frac{\Delta t}{\Delta x} \left( u_j^{n+1/2} (\rho \mathcal{E})_j^{n+1/2} + p_j^{n+1/2} u_j^{n+1/2} - u_j^{n+1/2} (\rho \mathcal{E})_j^{n+1/2} - p_j^{n+1/2} u_j^{n+1/2} \right) - \Delta t \{\rho u \partial_x \phi\}_j^n,
\]

(57)
We consider here the classic Sod shock tube test case \([40]\). We set all the following tests are performed with a perfect gas EOS \(p\).

The second alternative is motivated by the fact that the gravitational source terms should not modify the internal energy \(e\) unchanged in order to preserve the well-balanced property, one can compute that

\[
\Delta \frac{\partial u}{\partial x} \Delta t \approx \left( \rho u + \Pi \right)_{n+1}^{j+1} - \left( \rho u + \Pi \right)_{n}^{j+1}.
\]

Proof. The scheme for the homogenous set of equations is endowed with a discrete entropy inequality (see \([27]\) or consider the special case \(\partial x \phi = 0\) in this paper). Thus, \(s(1/\rho, e, \Pi)\) follows an entropy inequality. Moreover, \(s(1/\rho) \neq e\) and \(e = e\) by design of the source term, hence the desired result.

6.2 Unmodified internal energy

The second alternative is motivated by the fact that the gravitational source terms should not modify the internal energy i.e., if we note \(U^{n+1,}\):

\[
\begin{align*}
\rho_j^{n+1,} &= \rho_j^{n+1} \\
(\rho u)_j^{n+1,} &= (\rho u)_j^{n+1} - \Delta t \frac{\partial}{\partial x} \left( u_j^{n+1/2} + \Pi_j^{n+1/2} \right)
\end{align*}
\]

\[
(\rho e)_j^{n+1,} = (\rho e)_j^{n+1} - \Delta t \frac{\partial}{\partial x} \left( u_j^{n+1/2} + \Pi_j^{n+1/2} e_j^{n+1/2} \right)
\]

i.e., the updated state without source terms, then the update \([10a]\) gives \(e^{n+1,} \neq e^{n+1}\). If we keep \(\{\rho \partial_x \phi\}\) unchanged in order to preserve the well-balanced property, one can compute that \(e^{n+1,} = e^{n+1}\) implies

\[
\{\rho \partial_x \phi\}_j^n = \{u\}_j^n \{\rho \partial_x \phi\}_j^n
\]

where

\[
\{u\}_j^n = u_j^{n+1,} - \frac{1}{2} \frac{\Delta t}{\rho_j^{n+1}} \{\rho \partial_x \phi\}_j^n
\]

Proposition 6.2. The scheme equipped with the internal energy preserving source term is endowed with a discrete entropy inequality.

Proof. The scheme for the homogenous set of equations is endowed with a discrete entropy inequality (see \([27]\) or consider the special case \(\partial_x \phi = 0\) in this paper). Thus, \(s(1/\rho, e, \Pi)\) follows an entropy inequality. Moreover, \(1/\rho_j^{n+1,} = 1/\rho_j^{n+1}\) and \(e_j^{n+1,} = e_j^{n+1}\) by design of the source term, hence the desired result.

7 Numerical experiment

All the following tests are performed with a perfect gas EOS \(p = \rho e(\gamma - 1)\) with \(\gamma = 1.4\) or 1.6.

7.1 The Sod shock tube

We consider here the classic Sod shock tube test case \([40]\). We set \(\gamma = 1.4\) and the initial conditions are set to:

\[
(\rho, u, p) = \begin{cases} (1, 0, 1) & \text{if } x < 0.5, \\ (0.125, 0, 0.1) & \text{if } x > 0.5. \end{cases}
\]
Figure 1: Resolution of the Sod shock tube problem with 3 different methods: Coarse HLLC, Unsplit and Split schemes. Resolution: 100 cells, $CFL = 0.99$. The Reference was generated with HLLC and 10000 cells.

Figure 1 shows the profile obtained at $t = 0.2s$ with three different methods: HLLC, Unsplit and Split along with a reference solution. The HLLC solver provides the sharpest resolution of the shock and the discontinuity of all three methods. The interest of this test in our study is to show that our solver is stable when dealing with shocks and to ensure that it propagates the different waves at the right speed. Both requirements are clearly satisfied. No spurious oscillation is observed and the center of the waves matches on all 4 curves. The difference between the Split and Unsplit method is hardly visible.

7.2 2D Riemann problem

We now consider the 2D Riemann problem introduced in [41] with $\gamma = 1.4$. This test involves the evolution of 4 states that are put in contact in a squared box of side length 1. The initial data is the following:

$$(\rho, u, v, p) =\begin{cases} 
(0.138, 1.206, 1.206, 0.029) & \text{if } x < 0.8 \text{ and } y < 0.8 \text{ (bottom left)} \\
(0.5323, 0.0, 1.206, 0.3) & \text{if } x > 0.8 \text{ and } y < 0.8 \text{ (bottom right)} \\
(0.5323, 1.206, 0.0, 0.3) & \text{if } x < 0.8 \text{ and } y > 0.8 \text{ (top left)} \\
(1.5, 0.0, 0.0, 1.5) & \text{if } x > 0.8 \text{ and } y > 0.8 \text{ (top right)} 
\end{cases}$$

The results are usually displayed at time $t = 0.8$. This test challenges the ability of the scheme to deal with two-dimensional shocks propagation. It also measures the numerical dissipation as a complex feature appears in the middle of the domain.

Figure 2: Resolution of the 2D Riemann problem with 3 different methods: HLLC, Unsplit and Split. Resolution: $100^2$ cells with $CFL = 0.99$

Figure 2 shows that the three methods essentially provide the same final density map since this test does not involve a low Mach flow. However, it demonstrates the stability of the method in a two dimensional context.
7.3 Einfeldt’s Strong Rarefaction

We test our numerical method against the Einfeldt’s Strong Rarefaction test [42] in order to challenge the robustness of the solver when dealing with low densities or pressures. The initial conditions are

\[(\rho, u, p) = \begin{cases} 
(1, -2, 0.4), & \text{if } x < 0.5, \\
(1, 2, 0.4), & \text{if } x > 0.5,
\end{cases}\]

and we use \(\gamma = 1.4\).

Figure 3 shows that all three methods are robust to the strong rarefaction, providing very similar results. In particular the numerical scheme does not exhibit entropy-related issue with the apparition of nonphysical shocks in the intermediate states of the strong rarefaction.

7.4 Atmosphere at rest

The atmosphere at rest test case is a simple column of atmosphere at equilibrium. The test allows us to measure the ability of a given scheme to preserve (8). We suppose that \(\gamma = 5/3\) and we initialize the simulation with a linear temperature profile, according to (37) with the following parameters:

\[\phi = -gy = y, \quad e_{\text{gnd}} = 3.78565, \quad \rho_{\text{gnd}} = 1, \quad \nabla e = -1.2,\]

We copy the profile column by column on the \([0, 2] \times [0, 1]\) rectangle discretized over a \(40 \times 80\)-cell grid. Then we let the solver evolve the profile for \(t \in [0, 100s]\) and check if spurious velocities are created.
Figure 4: Comparison of the Split well-balanced method (blue), Split method with well-balanced correction turned off (red) and HLLC (green) on the atmosphere at rest test case. The quantity plotted is the average vertical velocity as a function of time \( u_{y}^{\text{avg}}(t) = \frac{1}{|\Omega|} \int_{(x,y) \in \Omega} |u_y(x, y, t)| \, dx \, dy \) where \(|\Omega|\) is the surface area of the domain.

Figure 4 compares the average vertical velocity as a function of time in the whole computational domain. The Split method is able to preserve this value around the machine round-off error (about \(10^{-14}\) \(10^{-15}\) \(\text{[m/s]}\)). HLLC and Split method without well-balanced correction (i.e. using (20b)) immediately creates a vertical velocity of magnitude \(10^{-7}\) that is not negligible and could ultimately break the macroscopic equilibrium. The well-balanced correction allows to preserve the hydrostatic equilibrium at machine precision while the other methods fail to do so.

### 7.5 Rayleigh-Taylor instability

The Rayleigh-Taylor test case with the rectangular computational domain \([L_x/2, L_x/2] \times [-L_y/2, L_y/2]\) where two perfect gases with \(\gamma = 5/3\) with different densities are superposed at equilibrium. The denser fluid lies on top of the lighter, so that the configuration unstable. We impose a constant gravity field and add a small, single mode velocity perturbation to break the equilibrium by imposing:

\[
\begin{align*}
g &= -0.1, \quad \text{(62a)} \\
\phi(x, y) &= -gy, \quad \text{(62b)} \\
\rho(x, y) &= \begin{cases} 1 & \text{for } y < 0, \\ 2 & \text{for } y \geq 0, \end{cases} \quad \text{(62c)} \\
p(x, y) &= \rho gy = -\rho \phi, \quad \text{(62d)} \\
u(x, y) &= 0, \quad \text{(62e)} \\
v(x, y) &= \frac{C}{4} \left( 1 + \cos \left( \frac{2\pi x}{L_x} \right) \right) \left( 1 + \cos \left( \frac{2\pi y}{L_y} \right) \right), \quad \text{(62f)}
\end{align*}
\]

with a the magnitude of the velocity perturbation \(C = 0.01\) and \((L_x, L_y) = (0.5, 1.5)\). We now compare how the different methods behave:
Figure 5: Several resolutions of the Rayleigh-Taylor instability. The coarse grid has a resolution of 50×150, the fine grid is 200×600, both with $CFL = 0.9$. Each rectangle corresponds to a different simulation. From left to right: fine HLLC, coarse Unsplit method, Unsplit not well-balanced, unsplit not well-balanced not all-regime, HLLC. Gravity is negative along the y axis.

Figure 5 compares several methods a reference HLLC solution. The HLLC and Unsplit with no low-Mach correction are both presenting an important amount of numerical diffusion: they only show a single mode growth and no lateral arm is created. On the other hand, The Unsplit method with low-Mach correction is able to produce these arms. It shows that our new method is able to capture high frequency features of the flow with much lower resolution than the classic HLLC solver. This is due to the low-Mach nature of this test. With the All-regime not well-balanced panel, we see that the well-balanced correction does not affect the final aspect of the density map. Note however how the low-Mach correction does not fix the important amount of numerical diffusion around the density discontinuity between both layers. The transition length between the two phases is much smaller on the fine reference resolution than in every coarse cases.

7.6 The Gresho vortex

The Gresho vortex [43] is a configuration used to test numerical schemes in the low-Mach regime. It is a stationary vortex that can be parametrized by the maximum value of the Mach number $M_a$ across the computational domain. Using polar coordinates $(r, \theta)$, the initial condition reads:

$$
\begin{align*}
\rho &= \rho_0 = 1, \gamma = 1.4, \\
(u_r, u_\theta) &= \begin{cases} 
(0, 5r) & 0 \leq r < 0.2, \\
(0, 2 - 5r) & 0.2 \leq r < 0.4, \\
(0, 0) & 0.4 \leq r,
\end{cases} \\
p &= \begin{cases} 
p_0 + 12.5r^2, & 0 \leq r < 0.2, \\
p_0 + 12.5r^2 + 4 - 20r + 4\ln(5r), & 0.2 \leq r < 0.4, \\
p_0 - 2 + 4\ln 2, & 0.4 \leq r,
\end{cases}
\end{align*}
$$

(63)

where $p_0 = \frac{1}{\gamma M_a^2}$. For a given value of $M_a$, the vortex is initialized and evolved to $10^{-3}s$. Then, we compare the original velocity magnitude profile to the one obtained as the solution of (63) is stationary.

Figure 6 gives us the final velocity magnitude map for the Gresho vortex obtained with different simulations. The first row is obtained with HLLC, second row with the all-regime split method and third row with the all-regime Unsplit.
Figure 6: Comparison of the final velocity magnitude map for the Gresho vortex test case obtained with different solvers and Mach numbers. Each square is of size $1^2$ and corresponds to a different simulation. The first row is obtained with HLLC, second row with the all-regime split method, third row with the all-regime Unsplit method. First column corresponds to $M = 10^{-1}$, second column to $M = 10^{-3}$ and third column to $M = 10^{-5}$. The resolution is $80^2$ and $CFL = 0.4$.

The first column corresponds to $M = 10^{-1}$, the second column to $M = 10^{-3}$ and the third column to $M = 10^{-5}$. It is clear that the All regime solvers are able to preserve the structure of the vortex regardless of how small the Mach number is. However, the HLLC solver is not able to do so; the original vortex is deformed with $M = 10^{-3}$ and completely diffused away with $M = 10^{-5}$.

8 Conclusion

We proposed a finite volume method for the Euler equations with a source term induced by a potential. The numerical flux for the method is obtained by adding a flux for the pressure terms and a flux for the transport terms that are derived separately using the formalism introduced in [19]. We showed that this flux splitting method can be viewed as the result of a relaxation approximation that duplicates the initial set of variables in order to build a larger system where the pressure and the relaxation effects are almost decoupled. The fluid parameters are then obtained by taking the average of these duplicate flow variables.

Following the lines of [27], the analysis of the numerical scheme truncation error in the low Mach regime suggests to modify the numerical diffusion involved with the discretization of the pressure. This allows to derive a numerical scheme whose truncation error is uniform with respect to the Mach number. We then showed that under a CFL condition the scheme is positivity preserving for the mass and the internal energy. Moreover, under classic hypotheses in a non-vanishing Mach number regime the scheme verifies a discrete entropy inequality. The method is also well-balanced in the sense that it preserves hydrostatic equilibrium solutions.
The resulting numerical scheme is easy to implement and we have been able to successfully test its good stability and accuracy properties against one-dimensional and two-dimensional tests.

In future works we plan to investigate extensions to high-order methods and an implicit version of the solver for the acoustic flux in order to prevent the severe CFL limitations imposed by the sound velocity in the low Mach regime.
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A  A few classic convexity properties

We recall hereafter a few classic convexity/concavity properties related to admissible states, entropy and energy of our flow model that can be found in the literature (see for example [44]). We propose short self-contained proofs of these properties for the sake of completeness.

Lemma A.1. We have the following properties.

(a) The function \( \Lambda : U = (\rho, \rho u, \rho E) \in [0, +\infty) \times \mathbb{R} \times [0, +\infty) \mapsto \Lambda(U) = (\rho E) - \frac{(\rho u)^2}{2\rho} \) is concave.

(b) \( \Omega \) is convex.

Proof. Let \( \theta_1 = 1 - \theta_2 \in [0, 1] \) and \( U_k \in [0, +\infty) \times \mathbb{R} \times [0, +\infty) \) for \( k = 1, 2 \), we have

\[
\Lambda \left( \sum_{k=1,2} \theta_k U_k \right) - \sum_{k=1,2} \theta_k \Lambda(U_k) = \sum_{k=1,2} \theta_k (\rho E)_k + \frac{\theta_1 \theta_2}{\sum_{k=1,2} \theta_k \rho_k} \left[ (\rho u)_1 \sqrt{\rho_2} - (\rho u)_2 \sqrt{\rho_1} \right]^2 \geq 0,
\]

which proves (a). For (b), consider again \( \theta_1 = 1 - \theta_2 \in [0, 1] \) and \( U_k \in \Omega, k = 1, 2 \). If we note \( U = \sum_{k=1,2} \theta_k U_k \), then \( U \in \Omega \). Indeed, we have that \( \sum_{k=1,2} \theta_k \rho_k \geq 0 \), and as \( \rho e = \Lambda(U) \geq \sum_{k=1,2} \theta_k \Lambda(U_k) = \sum_{k=1,2} \theta_k \rho_k e_k \geq 0 \), where \( e_k = E_k - (u_k^2)/2 \). This implies that \( e \geq 0 \).

Lemma A.2. The function \( \mathcal{U} : (T, u, E) \mapsto s(T, E - \frac{u^2}{2}) \) is strictly concave.

Proof. The function \( K : (u, E) \mapsto E - \frac{u^2}{2} \) is strictly concave and we have \( \mathcal{U}(T, u, E) = s(T, K(u, E)) \). Consider \( \lambda \in [0, 1] \) and let us note \( \lambda = \lambda_1 \) and \( \lambda_2 = 1 - \lambda \). We have that

\[
\mathcal{U} \left( \sum_{k=1,2} \lambda_k T_k, \sum_{k=1,2} \lambda_k u_k, \sum_{k=1,2} \lambda_k E_k \right) - \sum_{k=1,2} \lambda_k \mathcal{U}(T_k, u_k, E_k)
\]

\[
= s \left( \sum_{k=1,2} T_k, K \left( \sum_{k=1,2} \lambda_k u_k, \sum_{k=1,2} \lambda_k E_k \right) \right) - \sum_{k=1,2} \lambda_k s(T_k, K(u_k, E_k))
\]

\[
= s \left( \sum_{k=1,2} T_k, K \left( \sum_{k=1,2} \lambda_k u_k, \sum_{k=1,2} \lambda_k E_k \right) \right) - s \left( \sum_{k=1,2} T_k, \sum_{k=1,2} \lambda_k K(u_k, E_k) \right)
\]

\[
+ s \left( \sum_{k=1,2} T_k, \sum_{k=1,2} \lambda_k K(u_k, E_k) \right) - \sum_{k=1,2} \lambda_k s(T_k, K(u_k, E_k)).
\]

As \( K \) is concave, we get that

\[
K \left( \sum_{k=1,2} \lambda_k u_k, \sum_{k=1,2} \lambda_k E_k \right) \geq \sum_{k=1,2} \lambda_k K(u_k, E_k).
\]

By [3] we know that \( e' \mapsto s^{E\text{OS}}(T, e') \) is increasing so that

\[
s \left( \sum_{k=1,2} T_k, K \left( \sum_{k=1,2} \lambda_k u_k, \sum_{k=1,2} \lambda_k E_k \right) \right) - s \left( \sum_{k=1,2} T_k, \sum_{k=1,2} \lambda_k K(u_k, E_k) \right) \geq 0.
\]

We also know that \( s \) is concave therefore

\[
s \left( \sum_{k=1,2} T_k, \sum_{k=1,2} \lambda_k K(u_k, E_k) \right) - \sum_{k=1,2} \lambda_k s(T_k, K(u_k, E_k)) \geq 0.
\]
By replacing (69) and (70) into (67) we obtain that

\[ \mathcal{U}\left( \sum_{k=1,2} \lambda_k T_k, \sum_{k=1,2} \lambda_k u_k, \sum_{k=1,2} \lambda_k E_k \right) \geq \sum_{k=1,2} \lambda_k \mathcal{U}(T_k, u_k, E_k). \]  

(71)

**Lemma A.3.** The function \( \eta : (\rho, \rho T, \rho u, \rho E) \mapsto \rho s\left( \frac{\rho T}{\rho}, \frac{(\rho E)^2}{2\rho^2} \right) \) is strictly concave.

**Proof.** If we note again \( \mathbf{U} = (\rho, \rho u, \rho E) \), by (65), we have

\[ \eta(\rho, \rho T, \rho u, \rho E) = \rho s\left( \frac{\rho T}{\rho}, \frac{(\rho E)^2}{2\rho^2} \right) = S\left( \rho, \rho T, \rho E - \frac{(\rho u)^2}{2\rho} \right) = S(\rho, \rho T, \Lambda(\mathbf{U})). \]  

(72)

Now we consider \( \mathbf{U}_k = (\rho_k, \rho_k u_k, \rho_k E_k) \in \Omega \) and \( T_k \geq 0, k = 1, 2 \), we have

\[ \eta\left( \sum_{k=1,2} \theta_k \rho_k, \sum_{k=1,2} \theta_k \rho_k u_k, \sum_{k=1,2} \theta_k \rho_k E_k \right) - \sum_{k=1,2} \theta_k \eta(\rho_k, \rho_k T_k, \rho_k u_k, \rho_k E_k) \]

\[ = S\left( \sum_{k=1,2} \theta_k \rho_k, \sum_{k=1,2} \theta_k \rho_k u_k, \sum_{k=1,2} \theta_k \rho_k E_k \right) - \sum_{k=1,2} \theta_k S(\rho_k, \rho_k T_k, \Lambda(\mathbf{U}_k)) \]

\[ = S\left( \sum_{k=1,2} \theta_k \rho_k, \sum_{k=1,2} \theta_k \rho_k T_k, \sum_{k=1,2} \theta_k \rho_k u_k \right) - S\left( \sum_{k=1,2} \theta_k S(\rho_k, \rho_k T_k, \Lambda(\mathbf{U}_k)) \right) \]

\[ + S\left( \sum_{k=1,2} \theta_k \rho_k, \sum_{k=1,2} \theta_k \rho_k T_k, \sum_{k=1,2} \theta_k \Lambda(\mathbf{U}_k) \right) - \sum_{k=1,2} \theta_k S(\rho_k, \rho_k T_k, \Lambda(\mathbf{U}_k)) \]  

(73)

As \( \Lambda \) is concave, we have \( \Lambda\left( \sum_{k=1,2} \theta_k \mathbf{U}_k \right) \geq \sum_{k=1,2} \theta_k \Lambda(\mathbf{U}_k) \) and as \( \Theta' \mapsto S(\bar{\rho}, \Theta', \Theta'') \) is increasing, we have

\[ S\left( \sum_{k=1,2} \theta_k \rho_k, \sum_{k=1,2} \theta_k \rho_k T_k, \sum_{k=1,2} \theta_k \Lambda(\mathbf{U}_k) \right) \geq 0. \]  

(74)

Using the fact that \( S \) is concave, we also get

\[ S\left( \sum_{k=1,2} \theta_k \rho_k, \sum_{k=1,2} \theta_k \rho_k T_k, \sum_{k=1,2} \theta_k \Lambda(\mathbf{U}_k) \right) - \sum_{k=1,2} \theta_k S(\rho_k, \rho_k T_k, \Lambda(\mathbf{U}_k)) \geq 0. \]  

(75)

Injecting (74) and (75) into (73) provides

\[ \eta\left( \sum_{k=1,2} \theta_k \rho_k, \sum_{k=1,2} \theta_k \rho_k T_k, \sum_{k=1,2} \theta_k \rho_k u_k, \sum_{k=1,2} \theta_k \rho_k E_k \right) \geq \sum_{k=1,2} \theta_k \eta(\rho_k, \rho_k T_k, \rho_k u_k, \rho_k E_k). \]  

(76)

\[ \square \]

**B  Eigenstructure of the off-equilibrium \( 14a = 0 \)**

Let us first express the acoustic part of \( 14a = 0 \) using a change of variables: accounting for \( \epsilon^P = E^P - (u^P)^2/2 \), the evolution equations for \( E^P \), for \( \Pi^P \) and \( T^P \) in \( 14a = 0 \) yield

\[ \partial_t (\rho^P \epsilon^P) + 2 \Pi^P \partial_x u^P = 0, \]

\[ 2 \partial_x u^P = \partial_t (\rho^P \Pi^P / a^2). \]  

(77)

We thus obtain the stationary equations

\[ \partial_t \left[ \epsilon^P - \frac{(\Pi^P)^2}{2a^2} \right] = 0, \]

\[ \partial_t \left[ T^P + \frac{\Pi^P}{a^2} \right] = 0. \]  

(78)
We now turn to the advection part of \((14)\), we can see that (14) takes the simple form
\[
\frac{\partial \phi}{\partial t} = 0, \quad \frac{\partial \rho P}{\partial t} = 0, \quad \frac{\partial \left[ eP - \frac{(\Pi P)^2}{2a^2} \right]}{\partial t} = 0. \tag{79a}
\]
\[
\frac{\partial (\rho P u^P)}{\partial t} + 2\partial_x \Pi \Pi P + 2\rho P \partial_x \phi^P = 0, \quad \frac{\partial (\rho P \Pi)}{\partial t} + 2a^2 \partial_x u^P = 0, \quad \frac{\partial}{\partial t} \left[ \Pi P + \frac{\Pi P}{a^2} \right] = 0. \tag{79b}
\]
We now turn to the advection part of \((14)\) the subsystem \((14b, c)\) takes the simple form
\[
\frac{\partial \rho^A + \partial_x (2\rho^A u^P)}{\partial t} = 0, \quad \frac{\partial \left[ \rho^A \Pi^A - \frac{\rho^A \Pi P}{a^2} \right]}{\partial t} = 0, \quad \frac{\partial b^A + 2u^P \partial_x b^A}{\partial t} = 0, \quad b^A \in \{ u^A, E^A, \Pi^A \}. \tag{80}
\]
Therefore if we set
\[
W = \left[ u^P, \Pi^P, \rho^P, \phi^P, e^P - \frac{(\Pi P)^2}{2a^2}, \Pi^P + \frac{\Pi P}{a^2}, \rho^A \Pi^A - \frac{\rho^A \Pi P}{a^2}, u^A, E^A, \rho^A \right], \tag{81}
\]
we can see that \((14)\) can be recast into the following quasilinear system
\[
\frac{\partial W}{\partial t} + M(W) \frac{\partial W}{\partial x} = 0, \quad M(W) = \left[ \begin{array}{cccccccc} 0 & 2 & 0 & 0 & 0 & 0 & 0 & 0 \\ 2a^2 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \rho P & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 2\rho^A & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 2u^P & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 2u^P & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 2u^P & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 2u^P & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{array} \right]. \tag{82}
\]
It is then straightforward to see that the eigenvalues of \(M(W)\) are \(2u^P\) (with an algebraic multiplicity 4), 0 (with an algebraic multiplicity 3) and \(\pm 2a/\rho P\).

The eigenvectors \(r^{(k)}_0, r^{(k)}_{\rho P}, r^{(k)}_{\pi} \) and \(r_{\pm}\) that are respectively associated with 0, \(2u^P\) and \(\pm 2a/\rho P\) are
\[
\begin{align*}
r^{(1)}_0 &= [0, 0, 1, 0, 0, 0, 0, 0, 0, 0]^T, & r^{(2)}_0 &= [0, -\rho P, 0, 1, 0, 0, 0, 0, 0, 0]^T, \quad (83a) \\
r^{(3)}_0 &= [0, 0, 0, 0, 1, 0, 0, 0, 0, 0]^T, & r^{(4)}_0 &= [0, 0, 0, 0, 0, 0, 0, 0, 0, 0]^T, \quad (83b) \\
r^{(1)}_{\rho P} &= [0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0]^T, & r^{(2)}_{\rho P} &= [0, 0, 0, 0, 0, 0, 0, 0, 1, 0, 0]^T, \quad (83c) \\
r^{(3)}_{\rho P} &= [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]^T, & r^{(4)}_{\rho P} &= [0, 0, 0, 0, 0, 0, 0, 0, 1, 0]^T, \quad (83d) \\
r_{+} &= \begin{bmatrix} 1, a, 0, 0, 0, 0, 0, 0, 0, -\rho A \rho P \\ -\rho P u^P - a \end{bmatrix}^T, & r_- &= \begin{bmatrix} 1, -a, 0, 0, 0, 0, 0, 0, 0, -\rho A \rho P \\ -\rho P u^P + a \end{bmatrix}^T, \quad (83e)
\end{align*}
\]
so that (82) is hyperbolic and only involves linearly degenerate fields.

### C Approximate Riemann solver for the pressure subsystem

Let \(\Delta x_L > 0, \Delta x_R > 0\) and suppose that \(x \to \phi(x)\) is smooth. We consider \(\bar{x}\) and the following piecewise initial data
\[
(U^P, \Pi^P, T^P, \phi) (x, t = 0) = \begin{cases}
(U^P_L, \Pi^P_L, T^P_L, \phi_L) & \text{if } x \leq \bar{x}, \\
(U^P_R, \Pi^P_R, T^P_R, \phi_R) & \text{if } x > \bar{x},
\end{cases} \tag{84}
\]
that verifies the equilibrium relations:
\[
(U^P_k, \Pi^P_k, T^P_k, \phi_k) = \left[ \begin{array}{c} \rho^P \rho P \rho^P u^P_P, E^P_k \end{array} \right]^T, \quad p^{\text{EOS}} \left( \frac{1}{\rho^P_k}, \frac{1}{\rho^P_k}, \phi_k \right), \quad k = L, R. \tag{85}
\]
with \( \phi_L = \frac{1}{\Delta x_L} \int_0^x \phi(\bar{x} + x) \, dx \) and \( \phi_R = \frac{1}{\Delta x_R} \int_x^0 \phi(\bar{x} + x) \, dx \). We seek for a self-similar function \((U_{RP}, \Pi_{RP}, \tau_{RP}, \phi_{RP})\) composed of four constant states separated by three discontinuities as follows:

\[
(U_{RP}, \Pi_{RP}, \tau_{RP}, \phi_{RP}) \left( \frac{x - \bar{x}}{t} \right) = \begin{cases} (U_L, \Pi_L, \tau_L, \phi_L), & \text{if } \frac{x - \bar{x}}{t} \leq -\frac{2a}{\rho_L}, \\ (U_2^*, \Pi_2^*, \tau_2^*, \phi_2^*), & \text{if } -\frac{2a}{\rho_L} < \frac{x - \bar{x}}{t} \leq 0, \\ (U_R^*, \Pi_R^*, \tau_R^*, \phi_R^*), & \text{if } 0 < \frac{x - \bar{x}}{t} \leq \frac{2a}{\rho_R}, \\ (U_R, \Pi_R, \tau_R, \phi_R), & \text{if } \frac{2a}{\rho_R} < \frac{x - \bar{x}}{t}, \end{cases}
\]

where the intermediate states \( U_k^*, \Pi_k^* \) and \( \tau_k^* \) are required to satisfy the four following properties.

1. The approximate Riemann solver should be consistent in the integral sense with the pressure subsystem (17a) for \( \Delta t \) such that \( \frac{2a}{\min(\rho_L, \rho_R)} \Delta t \leq \frac{1}{2} \min(\Delta x_L, \Delta x_R) \), we have

\[
\begin{bmatrix} 2P(U_R) - 2P(U_L) \\ 2a^2(u_R^2 - u_L^2) \\ -(2u_R^2 - 2u_L^2) \end{bmatrix} = \begin{bmatrix} 2a \rho_L \\ -2a \rho_L \\ 2a \rho_R \end{bmatrix} \begin{bmatrix} \Pi_L - \Pi_R \\ \rho(T)_L - \rho(T)_R \\ \rho(T)_L - \rho(T)_R \end{bmatrix} + \begin{bmatrix} \Pi_R - \Pi_L \\ \rho(T)_R - \rho(T)_L \end{bmatrix} + (\Delta x_L + \Delta x_R) \{S\},
\]

with \( \{S\} \) a function that is a consistent approximation of \( S \), that is to say:

\[
\lim_{\Delta x_L, \Delta x_R \to 0, (U_R, \Pi_R), (U_L, \Pi_L) \to (U, \rho^0, \phi(x))} \{S\} = S(U, \phi)(x = \bar{x}).
\]

2. In the case \( \phi_L = \phi_R \), the should be degenerate to an approximate Riemann for the homogeneous problem obtained with (17a) when \( S = 0 \).

3. If \( U_L \) and \( U_R \) satisfy the following discrete version of the hydrostatic condition (9):

\[
\Pi_R - \Pi_L = -\frac{\rho_L + \rho_R}{2} (\phi_R - \phi_L), \quad u_L = u_R = 0,
\]

then \( (U_2^*, \Pi_2^*) = (U_L, \Pi_L) \) and \( (U_R^*, \Pi_R^*) = (U_R, \Pi_R) \).

Let us build the states \( (U_R^*, \Pi_R^*) \) and \( (U_L^*, \Pi_L^*) \) so that they verify the above properties. We note

\[
\Pi_R - \Pi_L + M = 0.
\]

First, we impose that \( \rho_k^* \) and \( \rho_k^* \) are consistent with the exact solution of (17a) by setting \( \rho_L^* = \rho_L \) and \( \rho_R^* = \rho_R \). Then we also require that the Rankine-Hugoniot jump conditions obtained in the case \( S = 0 \) are valid across the waves of velocity \(-2a/\rho_L + + 2a/\rho_R\)

\[
\begin{bmatrix} \rho_L \rho_L \\ (\rho(T)_L - \rho(T)_R) \end{bmatrix} \begin{bmatrix} \rho_L^* - \rho_R^* \\ (\rho(T)_R - \rho(T)_L) \end{bmatrix} = \begin{bmatrix} 2P(U_L^*) - 2P(U_R^*) \\ 2a^2u_L^* - 2a^2u_R^* \end{bmatrix} = \begin{bmatrix} 2P(U_L) - 2P(U_R) \\ 2a^2(u_R^2 - 2a^2u_L^*) \end{bmatrix} = 0
\]

Finally, we postulate that the velocity is continuous across the stationary wave by setting

\[
u_L^* = u_R^* = u^*,
\]

and we also impose that \( (\Pi u)_k^* = \Pi_k^* u^* = \Pi_k^* u^*, k = L, R \). Then, relations (87), (91), (90) yield

\[
\begin{align*}
\rho_L^* &= \rho_L, \\
E_L^* &= E_L - \frac{1}{a} \left( (\Pi^* + \frac{M}{2})u^* - \Pi_L u_L \right), \\
u^* &= u_R^* = u_L^* = \frac{u_R + u_L}{2} - \frac{1}{2a} (\Pi_R - \Pi_L) - \frac{M}{2a}, \\
\Pi_L^* &= \Pi^* + \frac{M}{2}, \\
\tau_L^* &= \frac{1}{\rho_L} + \frac{1}{a} (u^* - u_L), \\
\rho_R^* &= \rho_R, \\
E_R^* &= E_R + \frac{1}{a} \left( (\Pi^* - \frac{M}{2})u^* - \Pi_R u_R \right), \\
\Pi_R^* &= \Pi^* - \frac{M}{2}, \\
\tau_R^* &= \frac{1}{\rho_R} - \frac{1}{a} (u^* - u_R).
\end{align*}
\]
where the jump $\mathcal{M}$ can be identified as
\[
\mathcal{M} = \frac{\Delta x_L + \Delta x_R}{2} \{\rho \partial_x \phi\}, \quad \mathcal{M} u^* = \frac{\Delta x_L + \Delta x_R}{2} \{(\rho u) \partial_x \phi\}.
\] (94)
At this point, the functions $\{\rho \partial_x \phi\}$ and $\{(\rho u) \partial_x \phi\}$ are still yet to be specified. Let us consider the constraint 3: if it is satisfied then for a state that verifies (93), the jumps $\mathcal{M}$ and $\mathcal{M} u^*$ necessarily take the value $\mathcal{M} = -(\Pi_R - \Pi_L)$ and $\mathcal{M} u^* = 0$. A simple choice that fulfills this requirement is
\[
\{\rho \partial_x \phi\} = (\rho_L + \rho_R) \frac{\phi_R - \phi_L}{\Delta x_L + \Delta x_R}, \quad \{\rho u \partial_x \phi\} = (\rho_L + \rho_R) u^* \frac{\phi_R - \phi_L}{\Delta x_L + \Delta x_R}.
\] (95a)
Relations (93) and (95a) give a complete definition of the approximate Riemann solver. Let us note
\[
P_\Delta(U_L, \Pi_L, \phi_L, U_R, \Pi_R, \phi_R) = \frac{P(U_R, \Pi_R) + P(U_L, \Pi_L)}{2} - \frac{a}{\rho_L} (U_L - U_R) - \frac{a}{\rho_R} (U_R - U_L),
\] (96a)
so that for two neighbouring states $(U_j^n, \Pi_j^n, \phi_j)$ and $(U_{j+1}^n, \Pi_{j+1}^n, \phi_{j+1})$ across the cell interface $j+1/2$ that separates the cell $j$ and the cell $j+1$, the numerical conservative flux $P_{j+1/2}$ is defined by
\[
P_{j+1/2} = P_\Delta(U_j^n, \Pi_j^n, \phi_j, U_{j+1}^n, \Pi_{j+1}^n, \phi_{j+1}),
\] (97)
and the discrete source term $S_j$ within the cell $j$ is given by
\[
S_j = \frac{\Delta x_{j+1/2}}{2 \Delta x_j} S_{j+1/2} + \frac{\Delta x_{j-1/2}}{2 \Delta x_j} S_{j-1/2}, \quad S_{j+1/2} = S_\Delta(U_j^n, \Pi_j^n, \phi_j, U_{j+1}^n, \Pi_{j+1}^n, \phi_{j+1}).
\] (98)
Let us now give some properties of the approximate Riemann solver. Let us note $e^*_k = E_k^* - (u^*_k)^2/2$, the following lemma is a direct consequence of (91) that exhibits a reminiscent property associated with the Riemann invariants associated of the system (17a) when $S = 0$.

**Lemma C.1.**
\[
e^*_k - \frac{(\Pi_k^2)^2}{2a^2} = e_k - \frac{(\Pi_k^2)^2}{2a^2}, \quad T_k^* + \frac{\Pi_k^*}{a} = T_k + \frac{\Pi_k}{a},
\] (99)
The following positivity result is a direct consequence of (95c).

**Proposition C.1.**
1. If $a$ is chosen large enough then $T_L^* > 0$ and $T_R^* > 0$.
2. $T_L^* > 0$ and $T_R^* > 0$ is equivalent to $u_L - aT_L = u_L - a/\rho_L < u^* < u_R + aT_R = u_R + a/\rho_R$.

Following the lines of [19], we first prove two preliminary stability-related results. The differences from Lemma 1 of [19] are that the Riemann states we are dealing with here depends on the $M$ terms and that the specific volume we use is $\bar{T}$ instead of $\frac{1}{p}$ (that are different in the sub-system framework). However, the proof turns out to be almost identical.

**Proposition C.2.** Consider the intermediate states defined by (92), and noting $s_k = s_{EOS}(T_k, s_k)$, we have
\[
e^*_k - e_{EOS}(T_k^*, s_k) + \frac{(\rho_{EOS}(T_k^*, s_k) - \Pi_k^*)^2}{2a^2} \geq 0,
\] (100)
with $e_k^* = E_k^* - \frac{u_k^2}{2}$.

**Proof.** We only describe the case $k = R$. Consider the function:
\[
\chi(T) = e_{EOS}(T, s_R) - \frac{\rho_{EOS}(T, s_R)^2}{2a^2} - e_{EOS}(T_R^*, s_R) + \frac{\rho_{EOS}(T_R^*, s_R)^2}{2a^2}
\]
\[
+ \rho_{EOS}(T_R^*, s_R) \left( T - \frac{\rho_{EOS}(T_R^*, s_R)}{a^2} - T_R - \frac{\rho_{EOS}(T_R^*, s_R)}{a^2} \right).
\] (101)
One can check that \( \chi'(T) = (p_{\text{EOS}}^E(T_r, s_r) - p_{\text{EOS}}^E(T, s_r)) \left( 1 - \rho^2 c^2 (T, s_r) / a^2 \right) \). We have \( \partial T_p < 0 \) from 3 which ensures \( \text{sign}(\chi'(T)) = \text{sign}(p_{\text{EOS}}^E(T_r, s_r) - p_{\text{EOS}}^E(T, s_r)) \). We have two different cases:

\[
T_r < T < T_r \quad \implies \quad \chi'(T) > 0 \quad \implies \quad \chi(T_R) < \chi(T) < \chi(T_R).
\]

\[
T_r > T > T_r \quad \implies \quad \chi'(T) < 0 \quad \implies \quad \chi(T_R) < \chi(T) < \chi(T_R).
\]

As \( \chi(T_R^a) = 0 \), we have \( \chi(T_R^a) > 0 \), in both cases. Accounting for 99, we get

\[
0 < \chi(T_R) = p_{\text{EOS}}^E(T_R, s_r) - \frac{p_{\text{EOS}}^E(T_R, s_r)^2}{2a^2} \left( T_R + \frac{p_{\text{EOS}}^E(T_R, s_r)}{a^2} \right) - T_R - p_{\text{EOS}}^E(T_R^a, s_r) \right) = c_R^* - \frac{(P_R^*)^2}{2a^2} - p_{\text{EOS}}^E(T_R^a, s_r) - \frac{p_{\text{EOS}}^E(T_R, s_r)^2}{2a^2} + p_{\text{EOS}}^E(T_R, s_r) \left( T_R + \frac{p_{\text{EOS}}^E(T_R, s_r)}{a^2} \right) - T_R - p_{\text{EOS}}^E(T_R^a, s_r) \right).
\]

Similar lines can be used for \( k = L \).

\[\square\]

### D All-regime approximate Riemann solver for the pressure subsystem

Following similar lines as in 27, although the modified pressure scheme \[32\] is defined as a flux scheme, it is possible to find an approximate Riemann solver \((U_{R}^\theta, \Pi_{R}^\theta, \tau_{R}^\theta)\) that enable to retrieve the numerical flux \( P_{j+1/2}^\theta \). We suppose that \((U_{R}^\theta, \Pi_{R}^\theta, \tau_{R}^\theta)\) has the same structure as \((U_{L}^\theta, \Pi_{L}^\theta, \tau_{L}^\theta)\), we consider

\[
(U_{R}^\theta, \Pi_{R}^\theta, \tau_{R}^\theta, \rho_{R}^\theta) \left( \frac{x - \bar{x}}{L} ; U_{L}, \Pi_{L}, \tau_{L}, \phi_{L}, U_{R}, \Pi_{R}, \tau_{R}, \rho_{R}^\theta, \phi_{R} \right) = \begin{cases} (U_{L}, \Pi_{L}, \tau_{L}, \Phi_{L}) , & \text{if } \frac{x - \bar{x}}{L} \leq \frac{\rho_{L} - \rho_{R}^\theta}{\rho_{L}} , \\ (U_{R}^\theta, \Pi_{L}, \tau_{R}^\theta, \phi_{L}) , & \text{if } \frac{\rho_{L} - \rho_{R}^\theta}{\rho_{L}} < \frac{x - \bar{x}}{L} \leq 0 , \\ (U_{R}^\theta, \Pi_{R}, \tau_{R}^\theta, \phi_{R}) , & \text{if } 0 < \frac{x - \bar{x}}{L} \leq \frac{\rho_{R}^\theta}{\rho_{R}}, \end{cases}
\]

(104)

where \( \Pi_{k}, \tau_{k} \) and \( \Phi_{k} \) verify 25, \( k = L, R \). The states \((U_{k}^{*\theta}, \Pi_{k}^{*\theta}, \tau_{k}^{*\theta}) \), \( k = L, R \) are yet to be defined. First, we impose that \((U_{L}^\theta, \Pi_{L}^\theta, \tau_{L}^\theta)\) verifies the consistency in the integral sense

\[
\begin{bmatrix} 2P(U_{R}) - 2P(U_{L}) \end{bmatrix} = 2a^2 \rho_{L} \begin{bmatrix} U_{L}^{*\theta} - U_{L} \left( \rho_{L} \right)_{L} - (\rho_{L})_{L} \right) + 2a^2 \rho_{R} \begin{bmatrix} U_{R} - U_{R}^{*\theta} \left( \rho_{R} \right)_{R} - (\rho_{R})_{R}^{*\theta} \right) + \frac{\Delta x_{L} + \Delta x_{R}}{2} \begin{bmatrix} S \end{bmatrix} \right).
\]

(105)

We then enforce that the numerical flux resulting from 105 is \( P_{2, \Delta}^\theta \), which boils down to require that

\[
\begin{bmatrix} 2P_{2, \Delta}^\theta \end{bmatrix} \begin{bmatrix} U_{L}, \Pi_{L}, \tau_{L}, \phi_{L}, U_{R}, \Pi_{R}, \phi_{R} \end{bmatrix} = \begin{bmatrix} P(U_{R}, \Pi_{R}^\theta) + P(U_{L}, \Pi_{L}) \end{bmatrix} \begin{bmatrix} a^2 \rho_{L} \end{bmatrix} \begin{bmatrix} U_{L}^{*\theta} - U_{L} \left( \rho_{L} \right)_{L} - (\rho_{L})_{L} \right) - \frac{a}{\rho_{L}} \begin{bmatrix} U_{R} - U_{R}^{*\theta} \left( \rho_{R} \right)_{R} - (\rho_{R})_{R}^{*\theta} \right) + \frac{\Delta x_{L} + \Delta x_{R}}{2} \begin{bmatrix} S \end{bmatrix} \right).
\]

(106)

Choosing \( \rho_{k}^{*\theta} = \rho_{k}, \ k = L, R \), relation 105 and 106 provide a linear system with respect to \( u_{k}^{*\theta}, \Pi_{k}^{*\theta}, \tau_{k}^{*\theta} \) and \( E_{k}^{*\theta}, \ k = 1, 2 \) whose solution is

\[
\begin{align*}
\rho_{L}^{*} &= \rho_{L}, \\
E_{L}^{*\theta} &= E_{L}^{*} - (1 - \theta) \frac{u_{L}^{*} - u_{L}}{2} \\
u_{L}^{*\theta} &= u_{L}^{*} - (1 - \theta) \frac{u_{L}^{*} - u_{L}}{2}, \\
\Pi_{L}^{*\theta} &= \Pi_{L}^{*}, \\
\tau_{L}^{*\theta} &= \tau_{L}^{*}.
\end{align*}
\]

(107a)

\[
\begin{align*}
\rho_{R}^{*} &= \rho_{R}, \\
E_{R}^{*\theta} &= E_{R}^{*} + (1 - \theta) \frac{u_{R}^{*} - u_{L}^{*}}{2} \\
u_{R}^{*\theta} &= u_{R}^{*} + (1 - \theta) \frac{u_{R}^{*} - u_{L}^{*}}{2}, \\
\Pi_{R}^{*\theta} &= \Pi_{R}^{*}, \\
\tau_{R}^{*\theta} &= \tau_{R}^{*}.
\end{align*}
\]

(107b)

We now turn to positivity-preserving related properties. Let us note \( e_{k}^{*\theta} = E_{k}^{*\theta} - u_{k}^{*\theta}^2 / 2 \), we have the following result.
Proposition D.1. Assuming again that $a$ is large enough so that it satisfies the subcharacteristic conditions, we have
\[ e_k^{*, \theta} - e_{\text{EOS}} \left( T_k^{*, \theta}, s_k \right) - \frac{\left( p_{\text{EOS}} \left( T_k^{*, \theta}, s_k \right) - \Pi_k^{*, \theta} \right)^2}{2a^2} + \frac{(1 - \theta)^2(u_R - u_L)^2}{8} \geq 0. \] (108)

Proof. Let us consider the case $k = R$, by (107) we get
\[ e_R^{*, \theta} - e_R = E_R^{*, \theta} - E_R - \frac{1}{2}(u_R^{*, \theta} - u_R)^2 \]
\[ = (1 - \theta)\frac{u_R - u_L}{2} u^* - \frac{1}{2} \left( (u^*)^2 + u^*(1 - \theta)(u_R - u_L) + (1 - \theta)^2 \frac{(u_R - u_L)^2}{4} - (u^*)^2 \right) \]
\[ = -\frac{1}{8}(1 - \theta)^2(u_R - u_L)^2. \] (109)

Using (100), we obtain
\[ e_R^{*, \theta} - e_{\text{EOS}} \left( T_R^{*, \theta}, s_R \right) = e_R^{*, \theta} - e_R + e_R^{*, \theta} - e_{\text{EOS}} \left( T_R^{*, \theta}, s_R \right) = -\frac{1}{8}(1 - \theta)^2(u_R - u_L)^2 + e_R^{*, \theta} - e_{\text{EOS}} \left( T_R^{*, \theta}, s_R \right) \]
\[ \geq -\frac{1}{8}(1 - \theta)^2(u_R - u_L)^2 + \left( p_{\text{EOS}} \left( T_k^{*, \theta}, s_k \right) - \Pi_k^{*, \theta} \right)^2. \]

Similar lines can be used for the case $k = L$. \hfill \Box

The relation (108) highlights the role of the inequality
\[ \frac{1}{2a^2} \left( p_{\text{EOS}} \left( T_k^{*, \theta}, s_k \right) - \Pi_k^{*, \theta} \right)^2 - \frac{(1 - \theta)^2(u_R - u_L)^2}{8} \geq 0, \quad k = L, R \] (110)
in obtaining stability properties for the modified scheme. We have the following proposition.

Proposition D.2. Let us note: $s_k^{*, \theta} = s_{\text{EOS}}(T_k^{*, \theta}, e_k^{*, \theta})$, if (110) is satisfied, then

- the modified approximate Riemann solver (104) preserves the positivity of the internal energy, that is to say: $e_k^{*, \theta} > 0$, $k = R, L$.
- the modified approximate Riemann solver (104) verifies $s_k^{*, \theta} \geq s_k$, $k = R, L$.
- the modified approximate Riemann solver (104) is entropy satisfying in the sense that

\[ -a(s_L^{*, \theta} - s_L) + a(s_R - s_R^{*, \theta}) \geq 0. \] (111)

Proof. If (111) is satisfied, then $e_k^{*, \theta} \geq e_{\text{EOS}} \left( T_k^{*, \theta}, s_k \right)$. By the assumption on the EOS, we have that $e_k^{*, \theta} > 0$. Now, considering a fixed $\ell > 0$, by (3) we know that $e' \mapsto s_{\text{EOS}}(\ell, e')$ is increasing, thus we deduce that $s_{\text{EOS}}(T_k^{*, \theta}, e_{\text{EOS}}(T_k^{*, \theta}, s_k)) = s_k^{*, \theta} \geq s_{\text{EOS}}(T_k^{*, \theta}, e_{\text{EOS}}(T_k^{*, \theta}, s_k)) = s_k$, $k = L, R$. This implies (111). \hfill \Box