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Abstract—Multi-party learning provides solutions for training joint models with decentralized data under legal and practical constraints. However, traditional multi-party learning approaches are confronted with obstacles such as system heterogeneity, statistical heterogeneity, and incentive design. How to deal with these challenges and further improve the efficiency and performance of multi-party learning has become an urgent problem to be solved. In this paper, we propose a novel contrastive multi-party learning framework for knowledge refinement and sharing with an accountable incentive mechanism. Since the existing parameter averaging method is contradictory to the learning paradigm of neural networks, we simulate the process of human cognition and communication, and analogize multi-party learning as a many-to-one knowledge sharing problem. The approach is capable of integrating the acquired explicit knowledge of each client in a transparent manner without privacy disclosure, and it reduces the dependence on data distribution and communication environments. The proposed scheme achieves significant improvement in model performance in a variety of scenarios, as we demonstrated through experiments on several real-world datasets.
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I. INTRODUCTION

The waves of advances in the applications of deep learning keep on coming, and the foundation of these artificial intelligence algorithms is a large amount of data. However, with the enhancement of people’s awareness of privacy and the improvement of relevant laws and regulations, data-driven artificial intelligence faces with serious obstacles, i.e., the limited and scattered data silos. Therefore, it has been increasingly challenging to build efficient joint models while meeting privacy and regulatory requirements. To handle this problem, a novel learning paradigm among multiple parties [1] [2] is proposed, which enables participants to train a global model with non-shared data through updating local model parameters.

There has been a growing interest in multi-party learning frameworks [3] [4] in the past few years. Preliminary research named Federated Stochastic Gradient Descent (FedSGD) [5] is a synchronous approach where a single batch gradient calculation is conducted per round of communication, which is shown to outperform asynchronous approaches. Derived by the idea of FedSGD, Federated Averaging (FedAvg) [6] adds more computation to each participant by iterating the local update multiple times before the averaging step. It achieves a substantial reduction in the required communication rounds compared with FedSGD when building high-quality models, and thus becomes a typical representative of multi-party learning algorithms.

However, most existing approaches take the form of aggregating parameters [7] [8] [9], such as methods based on averaging local stochastic gradient descent updates for the optimization, to update the global model. Although they could work well empirically under ideal conditions, these approaches defeat the original purpose of the artificial neural networks, i.e., the simulation of human brain cognition, which reduces the interpretability of multi-party learning. Moreover, clients usually generate local data in a not independent or not identically distributed (non-IID) manner, in which aggregating methods come without convergence guarantees and frequently diverge in practical applications [2] [10] [11]. Besides, an appropriate incentive mechanism that encourages clients to provide high-quality data and communicate more frequently with the server is necessary for the multi-party learning scenario [12] [13]. Additionally, due to the differences of devices in hardware state, battery level and network connectivity in the process [14], the synchronous scheme is susceptible to unforeseen upload delays in the face of device variability, which results in a decline in the rate of convergence and performance degradation of the global model.

To address the aforementioned challenges, we present a novel contrastive multi-party learning framework to improve efficiency and effectiveness in an explainable manner, which follows the scenario that humans impart knowledge by extracting key information with distinguishable characteristics instead of sharing the data source directly. Specifically, we employ the modularized design for local models, i.e. cognitive module, descriptive module and the discriminative module, and analogize the multi-party learning scenario as a many-to-one knowledge sharing problem, as depicted in Figure 1. Clients extract the higher-order features of the raw data and refine the representations with contrastive loss, and the distribution is imparted to the server explicitly as the acquired knowledge, which is analyzed synthetically on the server. Afterwards, the server forms a representative collaborative cognition and distributes it to each client for seeking the unity of the individual’s cognition in turn. The interactions among clients and the server are more
flexible and stimulated by the knowledge aggregation strategy, which follows the principle that contributions correspond with rewards. To the best of our knowledge, this paper is the first to preliminarily explore the potential of explainable knowledge sharing in multi-party learning. The main contributions of this paper are summarized as follows:

- We introduce a contrastive knowledge sharing framework to provide more explainable solutions for multi-party learning problems, and we show that the biomimetic scheme achieves superior performance than conventional parameter aggregation methods in various scenarios.

- We provide a novel view for handling the problem of statistical heterogeneity (non-IID data). Participants are able to selectively impart the acquired knowledge to the central server, so that the quality of learning can be guaranteed and the global model could avoid being polluted by the untrained parameters.

- We design an incentive mechanism employed in the presented scheme that enables the global model to demonstrate better performance on more active clients, and it encourages participants to contribute more data with high-quality.

- The proposed framework achieves superior performance in an asynchronous setting with the assistance of the modularized structure and end-to-end training, and clients could receive immediate feedback for continuous training without requiring bounded-delay assumptions.

The remainder of this paper is organized as follows. Section II briefly presents the related backgrounds about multi-party learning and contrastive learning. In Section III, we formalize the research problem of the multi-party learning, then the details of our framework are described. Section IV shows extensive experiments that validate the effectiveness. Finally, we conclude with a discussion of our framework and summarize the future work in Section V.

II. BACKGROUND AND RELATED WORKS

A. Multi-Party Learning

The rapid development of artificial intelligence promotes the demand for a large number of high-quality data. However, data is limited or of poor quality in most fields, making it hard for artificial intelligence algorithms to achieve their optimum performance. Besides the scarcity of high-quality data resources, many areas in reality, such as medicine and finance, also have privacy issues, which become another obstacle to the access to raw data. An effective multi-party learning framework proposed recently [15] allows participants to keep their private data and conduct model training locally. Meanwhile, it is models instead of raw data that are aggregated in the server, hence the risk of privacy leakage is minimized.

A typical representative of this work is Federated Averaging (FedAvg), which runs several steps of stochastic gradient descent (SGD) in parallel on each client, and then averages the resulting model updates through a central server. Compared with FedSGD and its variants, FedAvg has more local computation and less communication. The gradient update strategy of FedAvg is to calculate the gradient $g_k = \nabla F_k(w_t)$ on $K$
clients, then aggregate these gradients on the central server
\[ \sum_{k=1}^{K} \frac{n_k}{n} g_k \] and return it to update local models
\[ w_{t+1} \leftarrow w_t - \eta \sum_{k=1}^{K} \frac{n_k}{n} g_k, \] (1)
as shown in the Figure 2.

While alleviating the data privacy problem, multi-party learning algorithms still have several problems to be solved, such as system heterogeneity, statistical heterogeneity, and interpretability. For example, unlike the traditional distributed learning system, multi-party learning cannot control the connection of participants [16]. When local devices are turned off or the communication network is not available, they have no access to the server and become stragglers, in which conditions the system heterogeneity occurs, and it significantly slows down the convergence under different sampling and averaging schemes [17].

Moreover, the local data on clients is usually non-IID due to different regions or habits of participants [18], which not only makes the theoretical analysis difficult but also challenges the algorithm design. Wang et al. [19] analyzes the convergence bounds of the distributed gradient descent algorithm theoretically, and Stich [20] calculated the local convergence rate of SGD on convex problems. However, they all make some assumptions about the data distribution or equipment condition, i.e. the data are distributed in an IID manner and all devices are well connected, which obviously violates the characteristics of multi-party learning. Lin et al. [21] investigated ensemble distillation for model fusion, which trains the central classifier through unlabeled data on the outputs of the models from the clients. Sahu et al. [22] proposed FedProx to tackle heterogeneity in multi-party networks, which generalizes and re-parameterize the FedAvg. In a word, the statistical heterogeneity is a pressing problem for multi-party learning and could be an insurmountable obstacle for the traditional parameter aggregation methods.

B. Contrastive Learning

In recent years, the pursuit of higher-level semantic and logical extraction has become the development trend of deep learning, and it is also the essence of contrast learning, which has shown its innovation and potential by learning the similarity and dissimilarity of samples to construct representations. More concretely, contrastive learning can maximize the consistency between different extended views of similar data samples through the contrastive loss in potential space, and it only needs to learn distinguishing features to classify different classes of samples without paying too much attention to fine-grained feature details.

Contrastive learning has been applied to many scenes and has provided excellent performance [23, 24]. Dai et al. [25] introduced contrastive learning to image caption tasks to enhance the uniqueness of the caption description. The Contrastively-trained Structured World Models (C-SWMs) presented in [26] performs contrastive learning in the environment with a composite structure, which makes the interaction among objects achieve good inductive preference. C-SWMs not only learn interpretable object-based representation, but also overcome the limitations of the pixel reconstruction model. In terms of theoretical analysis of contrastive learning, Arora et al. [27] proposed a theoretical framework for analyzing contrastive learning algorithms by introducing potential classes and hypothetical semantic similarity points from the same potential class. They also proved that the generated representations could reduce the sample complexity of downstream tasks, that is, fewer samples are required for the model to converge.

When handling labeled data, Khosla et al. [28] proposed supervised contrastive learning which combines category information with self-supervised contrastive learning. Specifically, supervised contrastive learning leverages category labels to construct positive samples and negative samples, and measures the distance among them. Its training process is to obtain 2N samples after 2 kinds of data enhancement for N labeled samples. Then, the backbone network is trained by using labels and loss function to make the representations of the same class close to each other, and make the representations from different classes far away. The loss function is defined as follows:

\[ L_{\text{con}} = \sum_{i=1}^{2N} L_{\text{con}}^{(i)}, \] (2)

\[ L_{\text{con}}^{(i)} = -\frac{1}{2N \tilde{y}_i - 1} \sum_{j=1}^{2N} 1_{i \neq j} 1_{\tilde{y}_i = \tilde{y}_j} \log \frac{\exp(z_i \cdot z_j / \tau)}{\sum_{k=1}^{2N} 1_{i \neq k} \cdot \exp(z_i \cdot z_k / \tau)}, \] (3)

where \( \tilde{y}_i, \tilde{y}_j \) denote the category of sample \( i \) and sample \( j \), \( N \tilde{y}_i \) represents the total number of samples that have the same label as \( i \) in a minibatch, and \( \tau \) is a scalar parameter greater than 0.

It encourages the encoder to distribute closely aligned representations to all entries from the same class in each instance of Eq. 3 resulting in a more robust clustering in the latent space [28]. Compared with the cross-entropy loss, the contrastive loss pulls representations of samples from the same class closer in a more natural way instead of forcing them towards a specific target, and the improvement can more vividly simulate the human cognitive and learning scenarios.

III. PROPOSED ALGORITHM

The proposed contrastive multi-party learning framework consists of several clients and a server, in which the former owns private data and learns to describe the distinguishing features of raw data, while the latter could constantly train the discriminant module with knowledge shared by clients, as depicted in Figure 3. In this section, we first give a formal definition of the problem and put forward the properties that the scheme should satisfy. Then we elaborate on the specific work and principles of the three functional modules. Finally, the learning process and relevant supplementation of the framework are presented in detail.

A. Problem Statement

Consider there are \( K \) clients, each with a local dataset that can only be stored and processed locally, and the goal of multi-party learning is to learn the global statistical model from the
Fig. 3: A graphical illustration of the contrastive multi-party learning framework, in which blue arrows denote data flow links. The descriptive module in the green box, which masters the higher-order representations of each class of data, is transmitted to clients to teach the central discriminative module in the red box. Then, the latter, along with the collaborative cognitive loss, are sent back to clients for feedback and updates.

decentralized data across a large number of clients. Take non-convex neural network optimization as an example, the scheme should be applicable to the finite-sum objective of the form

$$\min_{w \in \mathbb{R}^d} f(w) \text{ where } f(w) = \frac{1}{N} \sum_{i=1}^{N} f_i(w).$$

(4)

It typically takes $f_i(w) = \ell(x_i, y_i; w)$ for deep learning problems, denoting the loss of the prediction on $N$ samples $(x_i, y_i)$ made with model parameters $w$. Therefore, the objective of multi-party learning with $K$ clients can be rewritten as

$$f(w) = \frac{1}{N} \sum_{k=1}^{K} \frac{N_k}{N} f_k(w) \text{ where } f_k(w) = \frac{1}{N_k} \sum_{i=1}^{N_k} f_i(w),$$

(5)

which indicates the loss for the global model is formed by the weighted sum of that for all clients, and the weight is associated with the size of the local dataset utilized in the training process. The incentive mechanism enables the global model to demonstrate superior performance on more active clients, and further encourages participants to contribute more data with high-quality. In particular, given the aforementioned challenges, the multi-party learning framework could be more superior and competitive if it could handle statistical and system heterogeneity in an explainable manner.

### B. Functional Module

The proposed scheme works against the traditional parameter aggregation methods since it attempts to simulate the process of human cognition and communication, and the multi-party learning is regarded as a many-to-one knowledge transference problem in a bionic perspective. Naturally, the process of human learning is mainly involved in three modules: cognitive module, descriptive module and discriminative module, corresponding to the analysis, memory and judgment for the human brain, as depicted in Fig. 4.

1) **Cognitive Module:** The function of the cognitive module is to extract high-order dense representations from the raw data for the subsequent judgment. Specifically, there is no need to pay attention to every detail of samples, as long as the learned features can distinguish the sample from the others. Taking a dollar bill as an illustrative example, despite having seen it countless times, it would make a big difference if one tries to draw a bill from memory. Therefore, the cognitive module should summarize more clear and concise knowledge instead of bloated and redundant ones. The cognitive module is always instantiated as an encoder, whose network structure can be designed flexibly according to the type and characteristics of the input data, e.g., convolutional layers for image data and recurrent layers for text data. In the training stage of the encoder, the contrastive loss is introduced, which is defined as follows:

$$\mathcal{L}_{\text{con}}(z^{(i)}, z^{(j)}) = \left[1_{y^{(i)} = y^{(j)}}\right] \|z^{(i)} - z^{(j)}\|_2^2 + \left[1_{y^{(i)} \neq y^{(j)}}\right] \max(0, M - \|z^{(i)} - z^{(j)}\|_2^2).$$

(6)

The contrastive loss function is calculated on pairwise output embedding vectors $(z^{(i)}, z^{(j)})$. It essentially retrogrades to the Euclidean distance if the two vectors have the same label, i.e., $y^{(i)} = y^{(j)}$, and is otherwise equivalent to the hinge
loss. The margin parameter $M > 0$ is leveraged to impose a lower bound on the distance between a pair of samples with different labels. Intuitively, it encourages representations with the same labels closer to each other, while those with different labels are enforced to form a margin $m$ among them, thus the encoder is able to capture distinctive features of each class for downstream memory and judgment.

It is worth noting that representations of each class for a single client is assumed to be distributed in an IID manner, though there could exist statistical heterogeneity among different clients. Further, due to the contrastive loss that imposes restrictions on the distribution of embedding vectors, their mathematical expectations and variances are finite, and it has been proved that these dense representations follow the multivariate Gaussian distribution $\mathcal{N}(\mu, \Sigma)$ according to the Lindeberg-Lévy Central Limit Theorem [34]. Therefore, the representative collaborative cognition $R_j$ for each class $j$ acquired by a client can be summarized by the mathematical expectation $\mu$ and the covariance matrix $\Sigma$, i.e.,

$$\mu = \frac{1}{m} \sum_{i=1}^{m} z^{(i)}, \quad \Sigma = \frac{1}{m} \sum_{i=1}^{m} (z^{(i)} - \mu)(z^{(i)} - \mu)^T,$$

in which $z^{(i)}$ is an embedding vector, and $m$ means the number of vectors in class $c$. Note that we have $\Sigma \leftarrow \Sigma + \gamma I$ where $\gamma$ is a small number and $I$ is the identity matrix, hence $\Sigma$ is guaranteed to be invertible to facilitate subsequent calculations.

However, as mentioned before, due to the permutation invariance of hidden elements (such as channels for convolution layers) in neural networks, there could exist various cognition for the same class in different clients. If one develops a cognitive system without acquiring common knowledge from the outside world, there will be cognitive bias in descriptions of objects for the person, e.g. deems green as blue and that square is round, hence the knowledge sharing process becomes baffling and counteractive. Therefore, cognitions of all clients need to be unified by introducing a collaborative cognitive loss into cognitive modules, the calculation of which is given in Section III-C.

$$W_2(\mathcal{N}(\mu_c, \Sigma_c); \mathcal{N}(\mu_R, \Sigma_R)) = ||\mu_c - \mu_R||_2^2 + tr(\Sigma_c + \Sigma_R - 2(\Sigma_c^{1/2}\Sigma_R^{1/2})^{1/2}),$$

which is the second-order Wasserstein distance between the local knowledge and common knowledge. $\mu_c, \Sigma_c$ represent client’s local cognitions for class $c$, and $\mu_R, \Sigma_R$ denote representative collaborative cognition. As both covariance matrices are symmetric positive definite matrices, it satisfies

$$tr(\Sigma_c^{1/2}\Sigma_R^{1/2}) = tr(\Sigma_c\Sigma_R)$$

in the commutative case, and we have

$$tr(\Sigma_c + \Sigma_R - 2(\Sigma_c^{1/2}\Sigma_R^{1/2})^{1/2}) = tr(\Sigma_c) + tr(\Sigma_R) - 2(tr(\Sigma_c^{1/2}\Sigma_R^{1/2})^{1/2})
\quad = tr((\Sigma_c^{1/2} - \Sigma_R^{1/2})^2)
\quad = ||\Sigma_c^{1/2} - \Sigma_R^{1/2}||_F^2,$$

It imposes common knowledge constraints that the server approves, as depicted by the brown arrows in Figure 3 in order to force generated embedding vectors of each client’s cognitive module to follow similar distribution to the others. The distribution can be continuously corrected by local data, and the modification is transmitted to the server by the descriptive module. The final loss of the cognitive module consists of the above two parts:

$$\mathcal{L}_{cog} = \mathcal{L}_{con} + \mathcal{L}_{col}.$$
the difference between vectors generated by the two modules, and the descriptive module is updated by descending

$$L_{\text{des}} = \sum_{i=1}^{N} \sqrt{(z^{(i)}_{\text{cog}} - z^{(i)}_{\text{des}})^T \Sigma^{-1} (z^{(i)}_{\text{cog}} - z^{(i)}_{\text{des}})},$$ (13)

in which \(N\) is the batch size, and \(\Sigma\) is the local covariance matrix associated with the class of \(z^{(i)}\). The descriptive module maps the standard Gaussian distribution to that of representative features, and it is capable of reporting representative features to the server to update the central discriminative module. It prevents privacy disclosure of the raw data against various inversion attacks [35], which can merely derive noise data from the parameters or gradients of the descriptive module. Therefore, the modular design is safer compared with conventional parameter aggregation algorithms when facing a curious or semi-honest server.

3) Discriminative Module: The function of the discriminative module is to predict representations from the cognitive module and descriptive module, which is instantiated as a classifier. The classification accuracy of the discriminative module intuitively reflects the quality of features extracted by the cognitive module and knowledge learned by the descriptive module.

The cross-entropy loss is utilized for the optimization of the discriminative module, and it is able to update the three networks simultaneously by descending two losses defined as follows:

$$L_{\text{cc}} = - \sum_{i=1}^{N} \sum_{c=1}^{C} y_c^{(i)} \log y_{\text{cog}}^{(i)},$$ (14)

$$L_{\text{cd}} = - \sum_{i=1}^{N} \sum_{c=1}^{C} y_c^{(i)} \log y_{\text{des}}^{(i)},$$ (15)

where \(N\) is the batch size, \(y_c\) is the real labels of samples, \(y_{\text{cog}}\) indicates the probability that embedding vectors generated by the cognitive module belong to the \(c\)-th class, and \(y_{\text{des}}\) is that for the descriptive module, and \(C\) means the number of classes, i.e. the output dimension of the discriminative module. The total loss of the discriminative module \(L_{\text{dis}}\) is obtained by weighting the predicted results of samples from the cognitive module and descriptive module with a scalar \(\alpha\) in the following equation:

$$L_{\text{dis}} = \alpha L_{\text{cc}} + (1 - \alpha) L_{\text{cd}}.$$ (16)

C. Training Process

The training process of the proposed framework consists of a client-side local training stage and a server-side knowledge sharing stage. Each client is able to flexibly schedule the execution of the two alternate phases. In other words, they can perform training and upload at their own convenience without the restriction of synchronizing with other clients.

Specifically, the update process on local clients is depicted in Algorithm 1. Once receiving the central discriminative module (classifier) \(M_C\) that has the ability of global judgment from the server, each client replaces its local discriminative module with \(M_C\) and splits local data into batches of minibatch size \(B\). It calculates the contrastive loss and collaborative cognitive loss at first, then updates the local encoder \(E\). When the encoder has been able to capture distinctive features of each class and achieves cognitive unification with other clients, the descriptive loss is computed and the local generator \(G\) can be updated, thus more comprehensive knowledge is reserved in the network parameters of \(M_G\). Afterwards, the extracted features serve as the input of the classifier \(M_C\), and fine-tuning is conducted on all modules to reduce classification error. After a training epoch, the descriptive module, which possesses the knowledge of high-order features of local data, is sent to the server to impart the feature distribution to the central discriminative module.

Moreover, the synchronous knowledge sharing process on the server-side is shown in Algorithm 2 but note that the scheme is capable of working in an asynchronous manner without any modification. After receiving descriptive module \(M_G^k\) from client \(k\), the server feeds \(M_G^k\) with noise and labels to generate data embeddings that follow the same distribution as client \(k\), hence the central discriminative module \(M_C\) performs incremental learning on the embeddings. Considering that raw data in some clients could be insufficient or of poor quality, it is reflected by a large variance, that is, the client randomly generates mapping vectors for this class of poor quality, it is reflected by a large variance, that is, the client randomly generates mapping vectors for this class of data without refined extraction. Therefore, in order to prevent \(M_C\) from being disturbed by such data, the trace of the covariance matrix \(\Sigma_k\) for mapping vectors, which can be interpreted as the dispersion of vectors, i.e. confidence in the acquired knowledge, is calculated and compared with that of the representative collaborative cognition \(\Sigma_R\). The incremental learning is conducted only in the condition that

$$tr(\Sigma_k) < \beta \cdot tr(\Sigma_R),$$ (17)

which indicates that client \(k\) is believed to describe the data correctly at confidence level \(\beta\). Meanwhile, the representative

| Algorithm 1 Clients Update Procedure |
|-------------------------------------|
| **Input:** Central discriminative module \(M_C\); collaborative cognition \(\mu\), \(\Sigma\) |
| **Output:** Descriptive module \(M_G\) |
| **Client executes:** |
| 1: Replace the local discriminative module with \(M_C\); |
| 2: Split local data into batches \(B\) of minibatch size \(B\); |
| 3: for batch \(b \in B\) do |
| 4: Calculate the contrastive loss \(L_{\text{con}}\) and collaborative cognitive loss \(L_{\text{col}}\) according to Eq. 6 and Eq. 11; |
| 5: Update encoder \(M_E\); |
| 6: Calculate the descriptive loss \(L_{\text{des}}\) according to Eq. 13; |
| 7: Update generator \(M_G\); |
| 8: Calculate the discriminative loss \(L_{\text{dis}}\) using Eq. 16; |
| 9: Update classifier \(M_C\) and the upstream modules \(M_E, M_G\); |
| 10: end for |
| 11: return descriptive module \(M_G\) to the server |
Algorithm 2 Contrastive Knowledge Sharing Framework

Input: Communication rounds $T$; $K$ clients indexed by $k$
Output: Central discriminative module $\mathcal{M}_C$

Server executes:
1: Initialize the same local modules for all clients;
2: for each round $t=1,2,...,T$ do
3: Send central discriminative module $\mathcal{M}_C$ and collaborative cognition $\mu$, $\Sigma$ to each client;
4: for each client $k$ in parallel do
5: Receive $\mathcal{M}_G^k$ from local client’s update;
6: end for
7: Generate embeddings by $\mathcal{M}_G$;
8: Update representative collaborative cognition $\mu$, $\Sigma$ according to Eq. [18];
9: Update $\mathcal{M}_C$ with generated embeddings;
10: end for
11: return Central discriminative module $\mathcal{M}_C$

The collaborative cognition $\mu$ and $\Sigma$ for class $j$ is updated during the process following the winner-take-all principle:

$$
\begin{align*}
\Sigma_{\mathcal{R}} & \leftarrow \Sigma_k, \\
\mu_{\mathcal{R}} & \leftarrow \frac{1}{\beta}(\mu_k + \mu_{\mathcal{R}}),
\end{align*}
$$

where the trace is utilized to measure the quality of the description, and cognition that has minimum within-class scatter is regarded as the representative collaborative one. Otherwise, collaborative cognition remains the same, while the discriminator continues to be updated and assumes the role of knowledge integration. All clients could reach a consensus to reduce cognitive dissonance, so that the central server will not be misled. Afterwards, the central discriminative module $\mathcal{M}_C$ and representative collaborative cognition $\{\mu_c, \Sigma_c\}_{c \in C}$ are sent back to client $k$ to integrate global knowledge for further training.

The modular deployments and knowledge transfer mechanisms improve the interpretability of multi-party learning by imitating various functional zones of the human brain. When meeting the challenge of statistical heterogeneity, the discriminative module could avoid being polluted by unlearned classes that randomly generate vectors, which usually accompanied by large diagonal elements and can be filtered out in the incremental learning stage. Besides, the many-to-one teaching system naturally supports asynchronous communication since there is no parameter aggregation, and clients have the flexibility to join the learning process at a time convenient to them. Moreover, clients with better cognition and description of data will lead the representative collaborative cognition, and those who participate in interaction actively will facilitate the personalized adaptation of the central discriminative module to them, thus attracting and motivating more clients to participate and contribute their own data.

IV. EXPERIMENTS

A. Dataset

The MNIST dataset [36] consists of 0-9 handwritten digits, with 60000 handwritten digits in the training set and 10000 in the test set. The test set came from the original NIST program. Each data unit is a $28 \times 28$ grayscale image with single channel.

The CIFAR-10 dataset [37] is a small color image data set closer to real objects, with 50000 training images and 10000 test images. It contains 10 classes of RGB color images, each image size is $32 \times 32$, each category has 6000 images.

The 20 Newsgroups dataset [38] is one of the international standard datasets for text classification, text mining and information retrieval. The dataset collects about 20000 newsgroup documents, which are evenly divided into 20 newsgroup collections with different topics. Some newsgroups have similar themes, while others are completely irrelevant.

The Stanford Sentiment Treebank (SST-5) dataset [39] contains 9646 training samples and 2210 test samples, where each one is annotated as very negative, negative, neutral, positive, or very positive.

The FEMNIST dataset [40] is a 62-class image classification dataset. It is built by partitioning the digit or character in Extended MNIST dataset based on the writer.

B. Experimental Settings

The experiments investigate the testing accuracy and convergence speed, and these measures are derived from different methods for comparison. The centralized learning with mini-batch gradient descent serves as the baseline, which gathers all data in the server and enables the model to train on it without privacy concerns. Besides, the classic multi-party learning algorithm, i.e., the Federated Averaging (FedAvg) [6], is compared with the proposed scheme as well.

We build a learning scenario with 20 clients and all of them participate in each communication round. The number of local samples is set to be 800 (some repeated sentences for SST-5), except that the number of local samples for CIFAR-10 is 1600 as such leading to a more accurate model. The local batch size is 64 for all modules and comparison algorithms. Moreover, the number of samples generated on the server is 800 for each client as well. Other key impacting factors are weight scalar $\alpha$ for the loss of discriminative module and the confidence level $\beta$ for knowledge updating on the server. The former is set 0.9 due to the faster convergence speed of the descriptive module; and it is found that the model achieves optimal performance when $\beta = 1.25$ is taken through extensive experiments.

Since functions of the discriminative module (classifier) descriptive module (generator) and are relatively simple, they are instantiated as a multi-layer perceptron with three and four fully-connected layers, respectively. As mentioned before, the network structure of the cognitive module (encoder) can be designed flexibly according to the type and characteristics of the input data. Hence, it consists of three $3 \times 3$ convolutional layers with (64, 128, 256) channels for MNIST and five $3 \times 3$ convolutional layers with (64, 192, 384, 256, 256) channels for CIFAR-10, and an average pooling layer is utilized for mapping each feature map to a single value, which means the
output of the discriminative is a vector of 256 dimensions. For text datasets, the encoder has an embedding layer of 32 dimensions and the max length is 25, which follows a convolutional layer with 64 channels and the kernel size is $4 \times 32$. A bi-directional recurrent layer with 128 hidden unit is stacked, and the output is flattened in the top layer.

For the baseline and FedAvg, their network structure is the chained connection of the encoder and classifier, i.e. a common classification network, which follows the same design of ours for fairness. In order to evaluate the effectiveness of the proposed scheme when handling the challenge of statistical heterogeneity, system heterogeneity and closed-loop characteristics, extensive experiments are conducted on IID data and non-IID data, and the framework in the asynchronous setting is compared with that in the synchronous scenario. In addition, how the incentive mechanism works is demonstrated as well. Each experiment is repeated for 5 trials and the averages are reported.

C. Results on IID Data

Since the explainable knowledge sharing framework provides new solutions for multi-party learning problems, its performance is evaluated in various scenarios and compared with the benchmarking, i.e. the conventional FedAvg algorithm, and the testing accuracy on four datasets in the IID setting are given in Fig. 5. To investigate the influence of different aggregation rules of FedAvg and ours, we introduce the comparative studies on a single device, which follows the same hyper-parameter and data distribution, except that it trains on its own data and does not participate in multi-party learning. Note that in the single device condition, where devices are trained merely on their local dataset without aggregation, only one in two algorithms is drawn for simplicity, as the model structure and experimental settings are consistent, and they show similar performance without aggregation.

Compared with the single device, both aggregation rules, i.e. the parameter averaging and knowledge sharing, demonstrate considerable performance improvement, especially on datasets with more complicated data distribution, and our approach even achieves competitive performance against the jointly trained baseline on the MNIST dataset. Though FedAvg achieves a testing accuracy close to that of ours, the proposed scheme converges faster with the assistance of the knowledge sharing strategy. Due to the permutation invariance of internal elements (e.g. channels for convolution layers and hidden elements for recurrent layers) in neural networks, these variants of layers that only differ in the ordering of parameters will ruin the learned feature extraction signatures, which reduces the convergence rate of the global model in parameter averaging approaches. On the contrary, our method is performed following the learning rules of neural networks without parameter aggregation, and the cognitive differences are constrained by the representative collaborative loss; thus the model efficiency and framework interpretability are improved.

D. Results on Non-IID Data

For the challenge of statistical heterogeneity in multi-party learning, we simulate the scene that there only exist a few categories in the local training stage for clients, in order to demonstrate the effectiveness of our approach. To be specific, we randomly assign several classes of data to each client and keep the number of local samples unchanged. Since the data is partitioned and trained in the non-IID setting, the baseline that gathers all data in the server is not introduced. In addition, the influence of the number of categories $N$ deployed in clients is also measured in the experiments. For MNIST and CIFAR-10 that own 10 classes of data, $N$ is set 2 and 5 in the training stage. As there exist more categories in the 20 Newsgroups dataset, the value of $N$ is 5 and 10, while it equals 2 and 4 for the SST-5 dataset with 5 categories. When calculating the testing accuracy, the test set has all classes of data and follow the IID distribution, and the same setting is employed on FevAvg.

It is observed that the global model converges faster with a larger number of categories on each client for both the FedAvg method and ours. Besides, similar to the performance in the IID scenario, the proposed method obtains superior performance against FevAvg in the model convergence speed and the accuracy. Participants are able to selectively impart the acquired knowledge to the central server explicitly, whose quality is further evaluated according to the dispersion on the server. Therefore, the quality of learning can be guaranteed and the global model could avoid being polluted by redundant information or untrained parameters. Our knowledge sharing framework usually achieves the optimal performance within 40 rounds of communication on four datasets, while the FedAvg algorithm is still not convergent at the end of the training, especially on the SST-5 dataset that is hard to train.
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table 1: Testing accuracy of different multi-party learning algorithms.

| Methods   | 0      | 20     | 40     | 60     | 80     |
|-----------|--------|--------|--------|--------|--------|
| FedAvg    | 81.81±1.39 | 79.33±1.92 | 76.89±2.63 | 74.05±2.74 | 71.10±2.97 |
| FedProx   | 82.96±1.22 | 82.20±1.49 | 81.32±1.62 | 80.34±1.97 | 79.70±2.14 |
| FedDF     | 78.31±2.01 | 78.34±1.90 | 78.05±2.27 | 77.55±2.24 | 78.27±1.95 |
| FedAsync  | 80.75±1.51 | 80.43±1.24 | 81.00±1.55 | 79.95±1.36 | 80.61±1.49 |
| ours      | 84.20±2.39 | 84.36±2.17 | 84.40±1.93 | 84.14±2.15 | 83.94±2.26 |

Table 1: Communication rounds and speedup ratio when reaching 70% testing accuracy.

| Methods   | 0      | 20     | 40     | 60     | 80     |
|-----------|--------|--------|--------|--------|--------|
| FedAvg    | 66     | 83     | 108    | 124    | 138    |
| FedProx   | 69 (0.96×) | 75 (1.11×) | 79 (1.37×) | 88 (1.41×) | 95 (1.45×) |
| FedDF     | 59 (1.12×) | 52 (1.60×) | 62 (1.74×) | 58 (2.14×) | 57 (2.42×) |
| FedAsync  | 83 (0.79×) | 84 (0.98×) | 83 (1.30×) | 87 (1.43×) | 82 (1.68×) |
| ours      | 39 (1.69×) | 44 (1.89×) | 44 (2.45×) | 42 (2.95×) | 40 (3.45×) |

E. Comprehensive Performance Comparison

To make a comprehensive comparison of the algorithm performance, several state-of-the-art frameworks that focus on different challenges of multi-party learning are introduced in the experiments, and these algorithms share similar ideas with the proposed framework. For addressing the statistical heterogeneity, FedProx [22] introduces a proximal term to the local subproblem to limit the impact of variable local updates, which allows for incorporating variable amounts of local work resulting from that. As an ensemble distillation for model fusion, FedDF [43] uses transfer learning and knowledge distillation to develop a framework, in which each party computes the class store on the public dataset and transmits the result to the central server. The number of public dataset is set the average number of local samples. FedAsync [44] is an asynchronous aggregation scheme for multi-party learning, where the server aggregates the model parameters immediately when receiving the client’s parameters without waiting for any other clients.

The experiments are conducted on a non-IID subset of the FEMNIST dataset, containing 100 clients and 18476 samples, and the number of rounds is 150. We employ the same model structure as MNIST and evaluate the performance in the system heterogeneity scenario by introducing random stragglers, whose updates will delay and a communication epoch means all clients uploaded their updates. All state-of-the-art approaches are available in the scene, while FedAvg merely drops these clients upon reaching the global clock cycle. It is a more realistic scenario that facilitates to measure the effectiveness and robustness of the methods. The testing accuracy is shown in Table 1 and the convergence speed comparison of algorithms is shown in Table 11.

It is observed that the performance of FedAvg degrades significantly with the increasing number of stragglers, as fewer
TABLE III: Influence of different data quality levels on testing accuracy.

| Methods | Word Error Probability |
|---------|------------------------|
|         | 0         | 0.1      | 0.2      | 0.3      | 0.4      | 0.5      | 0.6      |
| well-behaved | 86.66 | 86.88 | 86.75 | 86.69 | 86.73 | 87.03 | 86.56 |
| unreliable  | 86.74 | 86.24 | 85.77 | 85.19 | 84.68 | 83.99 | 83.13 |

TABLE IV: Influence of malicious clients on testing accuracy.

| Methods | Attack Strength |
|---------|----------------|
|         | 0 | 0.15 | 0.30 | 0.45 | 0.60 | 0.75 | 0.90 |
| well-behaved | 86.65 | 86.87 | 86.49 | 86.57 | 86.91 | 86.85 | 86.71 |
| unreliable  | 86.76 | 86.08 | 85.61 | 84.14 | 82.30 | 80.89 | 79.07 |

Fig. 7: Testing accuracy of active client and normal client under different number of interactions on CIFAR-10.

clients participate in multi-party learning in each communication round. The proximal term in FedProx is assistant to improve the stability by incorporate the partial updates from stragglers so that the performance decline more slowly compared with FedAvg. The asynchronous aggregation approaches, FedDF and FedAsync, are not affected by the number of stragglers and show stable performance. The proposed method is applicable to the asynchronous system as well and achieves superior performance with a various number of stragglers. Moreover, it converges faster than other algorithms and yields about twice the speedup ratio. FedDF also aggregates the outputs from clients instead of the model parameters, but it heavily relies on the public dataset, which is limited in quantity and quality. Thus, the convergence of FedAsync has a high rate but a low accuracy.

F. Effect of Incentive Mechanism

The presented many-to-one knowledge sharing framework is naturally combined with the incentive mechanism, as the discriminative module deployed on the server has more affinity for clients that share more high-quality knowledge, while all clients in FedAvg are treated equally regardless of data quality or level of interaction, since all clients are with the same number of local samples. It is assumed that there exist 5 unreliable participants (with low-quality data or poisoned dataset) in 20 clients, and the experiments are conducted on the 20 Newsgroups dataset. For the FedAvg algorithm, the testing accuracy with unreliable clients participating in, denoted as ‘unreliable’, is compared with that obtained in a federation with all honest clients, named ‘well-behaved’, to measure the interference of these unreliable clients. Since the cognitive module is trained with local data and hence unique for each user in our scheme, ‘unreliable’ means testing accuracy on the 5 clients with low-quality data, while ‘honest’ represents that on the remaining 15 clients.

To quantify the data quality of local training data in unreliable clients, we introduce the word error probability to indicate the percentage of tokens in the corpus that are randomly replaced or deleted, and the experimental results are given in Table III. With the increase of the word error probability, all models experience varying degrees of performance degradation, and the value is positively correlated with the probability. Nevertheless, for unreliable clients that provide unstable models to the server, the testing accuracy of the FedAvg algorithm is better than that of ours, since the influence of migrated network parameters is diluted by the majority of normal parameters of uploaded by honest clients. As a contrast, the accuracy of these clients for the presented method reduces from 87% to around 80%, which means unreliable data providers suffer more performance penalty. On the contrary, the performance of honest clients in our scheme only drops by about 1%, while the value in FedAvg is more than 3%, indicating that we provide a more accountable knowledge aggregation strategy for all participants and encourage users to provide training data with higher quality.

For the malicious clients with poisoning attacks [45][46], some labels of the training samples are deliberately modified,
i.e. the random label flipping attack, in order to mislead the global model. The attack strength represents the modified label percentage, and the experimental results are shown in Table IV. Though exhibiting similar characteristics, the malicious clients are more destructive compared with low-quality data providers. For the FedAvg algorithm, the accuracy of the global model for all clients decreases by 7% in the unreliable execution environment. In our scheme, the model performance of poisoning attackers and honest users are polarized, since that for the former approximates random guess when the attack strength is 0.9, while it is barely affected for the latter. Due to the misleading labels for the cognitive module, which is kept locally and is not corrected by normal parameters as FedAvg, the malicious clients cannot learn distinct features and take the consequences. The descriptive module cannot learn meaningful data distribution from the cognitive module, thus its shared cognition has a large trace of the covariance matrix $\Sigma$, and it is excluded from the knowledge sharing process on the server, and this is the reason for a higher accuracy for honest clients in a poisoning attack scenario than that when facing low-quality data providers. The mechanism makes the poisoning attacks futile to the majority of honest clients. Though it can effectively handle untarget poisoning attacks, it may not achieve the same performance when facing target attacks, which has a smaller variance, and the more effective solution is left in our future work. Moreover, normal clients in the scenario perform slightly better when the number of interactions in a round is greater, because more training times on active models also accelerate the convergence of the central discriminative module.

G. Performance in Asynchronous Setting

We also conduct comparative studies of the proposed scheme in the asynchronous and synchronous settings on the MNIST and SST-5 dataset, as illustrated in Fig. 8. Meanwhile, different from the asynchronous scenario where all clients upload and download in turn, we introduce a comparison with random interactions, and every 20 interactions are counted as one round of communication.

It is observed that the proposed scheme demonstrates similar performance in the asynchronous environment to the synchronous setting. The asynchronous communication even achieves 0.5% performance gains on the SST-5 dataset due to the updating policy of the representative collaborative cognition $R$, which requires a minimum change interval that is hard for the synchronous communication to reach, because testing accuracy for all clients is close and may not meet the change criteria. For the same reason, the performance of the random method is slightly worse with poor robustness, especially on the MNIST dataset.

V. Conclusion

In this work, we develop a novel contrastive knowledge sharing framework towards explainable multi-party learning. To address the problem of statistical and system heterogeneity in traditional multi-party setting, we introduce modularized functional zones for each client inspired by the process of human cognition and communication, which is capable of selectively imparting the acquired knowledge to the central server explicitly, and it prevents privacy disclosure of raw data from uploaded gradients. It achieves comparable performance to the conventional FedAvg algorithm in both IID and non-IID setting. Moreover, the separately trained modules provide
natural choices for the incentive mechanism, and the scheme illustrates a more accountable knowledge aggregation strategy when facing unreliable clients and active clients. Extensive experimental results on several real-world datasets with various neural networks demonstrate its effectiveness in synchronous and asynchronous environments.

We will explore the following directions in the future:

1. We provide a more explainable view for multi-party learning problems, which achieves comparable performance to conventional parameter aggregation approaches. Nevertheless, it is still a preliminary investigation in this direction, and the naive design of loss functions imposes restrictions on the performance of the framework at the current stage. Thus, we plan to carry out further research on the theoretical analysis and flexible module of the framework in the future.

2. The proposed scheme can effectively handle a variety of scenarios, such as statistical heterogeneity and system heterogeneity. However, as the cognitive module is trained with local data thus unique for each user, the framework at the current stage may not well handle cold-start users with insufficient local samples. We try to explore some new approaches for cognitive ability transferring, such as unsupervised encoding techniques, to serve cold-start users without exposing private information.
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