A Novel Framework for Centrifugal Pump Fault Diagnosis by Selecting Fault Characteristic Coefficients of Walsh Transform and Cosine Linear Discriminant Analysis
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ABSTRACT In this paper, we propose a three-stage lightweight framework for centrifugal pump fault diagnosis. First, the centrifugal pump vibration signatures are fast transformed using a Walsh transform, and Walsh spectra are obtained. To overcome the hefty noise produced by macro-structural vibration, the proposed method selects the fault characteristic coefficients of the Walsh spectrum. In the second stage, statistical features in the time and Walsh spectrum domain are extracted from the selected fault characteristic coefficients of the Walsh transform. These extracted raw statistical features result in a hybrid high-dimensional space. Not all these extracted features help illustrate the condition of the centrifugal pump. To overcome this issue, novel cosine linear discriminant analysis is introduced in the third stage. Cosine linear discriminant analysis is a dimensionality reduction technique which selects similar interclass features and adds them to the illustrative feature pool, which contains key discriminant features that represent the condition of the centrifugal pump. To achieve maximum between-class separation, linear discriminant analysis is then applied to the illustrative feature pool. This combination of illustrative feature pool creation and linear discriminant analysis forms the proposed application of cosine linear discriminant analysis. The reduced discriminant feature set obtained from cosine linear discriminant analysis is then given as an input to the K-nearest neighbor classifier for classification. The classification results obtained from the proposed method outperform the previously presented state-of-the-art methods in terms of fault classification accuracy.

INDEX TERMS Centrifugal pump, cosine linear discriminant analysis, fault diagnosis, walsh transform.

I. INTRODUCTION

Centrifugal pumps (CPs) perform essential tasks in many industrial processes. In 2017, a study was conducted on the failure of 437 CPs that showed that 6128 hours were spent on CP maintenance with a cost of 50 million dollars due to the lack of predictive maintenance [1]. Despite the time and economic losses, performance degradation also poses serious safety hazards [2]. Early fault diagnosis of CP is of primary importance to overcome the time consumption, economic losses, and safety hazards due to CP performance degradation.

Performance degradation in a CP can be caused either by mechanical faults (MF) or fluid flow-related hydraulic faults [3]. Specifically, 34% of MFs in the CP are related to mechanical seal faults [4]. Furthermore, impeller defects in the CP can cause both mechanical and hydraulic faults in the CP [5]. Additionally, MFs can cause either soft or hard failure in the CP. Hard failures are dangerous, but they are easy to identify. In the case of soft failure, the CP performance degrades slowly, requiring an intelligent method for fault identification [6]. For this reason, this study focuses on soft
failure related to MFs, specifically due to mechanical seal scratches (MSS), mechanical seal holes (MSH), and faults due to impeller defects.

A MF in the CP affects the stiffness of the mechanical specimen, and this change in the stiffness produces an impulse or variation in the vibration signatures [7], [8]. Therefore, vibration signals (VS) can be efficiently used for the CP fault diagnosis [9]. These variations in the vibration signatures change the amplitude of the impulses in the Fourier spectrum at a specific fault characteristic frequency (FCF) [10]. However, these fault characteristic impulses (FCI) are often overwhelmed by impulsive noise and unnecessary macrostructural vibration noise because of their low energy content [11]. Furthermore, the complex fluid and mechanical interaction inside the pump and the variation in vibration signal due to the stiffness change of the mechanical components make the statistical properties of the vibration signal vary with time, thus the signal becomes non-linear and non-stationary and it is known that sinusoidal transforms, such as Fourier transforms are not effective in the case of non-stationary signals [12]. Multi-band envelop detection has been widely used to detect the FCIs in the vibration signatures [13]. However, a narrow band signal demodulation technique suffers from being unable to distinguish between interference impulses and FCIs. To overcome this issue, Tra and Kim [14] used the blind source separation (BSS) technique for acoustic emission signal denoising. Furthermore, Antoni [15], [16] introduced spectral kurtosis and a fast kurtogram as an indicator for selecting optimal frequency bands for FCIs. However, the BSS technique needs a baseline signal to ensure noise reduction in the resulting signal. On the other hand, spectral kurtosis is sensitive to periodic noises because of its primary focus on the impulsiveness of the signal. When applied to non-stationary VS, wavelet transform (WT) has remarkable advantages because WT is sensitive for longer duration defects reflected by non-stationary impulses [17]–[19]. Unfortunately, WT also has some drawbacks. For example, WT suffers from the oscillation effects when an inappropriate mother wavelet is selected for decomposition [20]. An adaptive signal decomposition method called empirical mode decomposition (EMD) was introduced to overcome the shortcomings of WT [21]. However, EMD suffers from mode mixing, extreme interpolation, distortion of faulty impulses and its limited mathematical background, making it less attractive over WT [22]. Different from sinusoidal-type transforms, specifically non-sinusoidal type transforms such as Walsh transforms are appropriate for the impulsive signals and can be used to overcome the limitations of the sinusoidal-type transforms [23]. Furthermore, Walsh transforms have no multipliers and can transform a complicated impulse signal into rectangular waveforms called Walsh coefficients with smaller computational complexity [24]. To reduce the noise, higher coefficients are truncated as the signal energy is concentrated at lower coefficients of the Walsh transform [25]. However, due to the orthogonality property of the Rademacher function used in the Walsh transform, truncating higher coefficients without predetermining the fault characteristic coefficients can cause important fault-related FCIs loss. In the case of CPs (which involve complex mechanical components and fluid interactions), focusing just on the lower coefficients of the Walsh transform is not a convenient choice. Therefore, in this study, a new, fast CP fault diagnosis method based on Walsh Transform was developed. For signal preprocessing, the new fault diagnosis strategy first defines fault characteristic modes of vibration (MOV) where the FCIs of CP can be perceived. Furthermore, to overcome the macrostructural vibration noise and the truncating issue of the Walsh transform, the fault characteristic coefficients of the Walsh transform will be identified and selected for fault feature extraction.

Fault detection and diagnosis based on intelligence methods consist of signal statistical indicator extraction, preprocessing of the statistical features, and classification of faults [26]–[28]. Feature extraction from the VS is the most important step in intelligent fault diagnosis. Herein, statistical indicators from the VS are extracted in the time, frequency, and time-frequency domain [29]. However, these raw statistical features are not appropriate for incipient faults and are also not sensitive to severe faults and can affect the fault classification accuracy [30]. Furthermore, a high-dimensional feature vector is created when all these features are combined into a single feature vector. However, all the features do not illustrate the class discriminatory information, making it important to extract the intrinsic information and to enhance the classification accuracy [31]. In the past, numerous dimensionality reduction and feature evaluation techniques have been proposed. Linear discriminant analysis (LDA) and principal component analysis (PCA) are the prominent ones among them [32], Sakthivel et al. [33] conducted a comparative study between dimensionality reduction and feature classification techniques and found that PCA performs better for CP fault classification. PCA considers variance in the feature and uses this information to construct a low-dimensional representation of the features. However, the selection of principal components leads to information losses. Furthermore, PCA does not consider the between-class separability. In contrast, LDA considers the inter-class scatteredness and between-classes separability for low-dimensional representation of the features. Several variants of LDA such as sensitive discriminant analysis, trace ratio LDA, and robust linear optimized LDA have been proposed in the past decade [34]–[37]. However, the between-class separation represented by the penalty graph can affect the fault classification accuracy. To address this issue, analyzing the hidden patterns in the raw statistical features before applying LDA is of main importance. In this paper, we propose a new technique called cosine LDA. Cosine LDA first selects highly illustrative features in each class and adds them to the illustrative feature pool. The LDA is applied to the illustrative feature pool to maintain original class information and to increase between-class separation. This combination of illustrative feature pool formation and LDA forms the core of cosine LDA. The contributions
The rest of the study is arranged as follows. The technical background of Walsh transforms and LDA is presented in Section 2. The data collection and experimental setup are explained in Section 3. Section 4 introduces the proposed CP mechanical fault diagnosis method. The experimental results and comparison of the proposed method with other state-of-the-art methods are presented in Section 5. Section 6 presents the concluding remarks, along with future research directions.

II. TECHNICAL BACKGROUND

A. REVIEW OF WALSH TRANSFORM

The definition for the Walsh function changes according to the targeted application domain. That is, strict sequence ordering Walsh function is appropriate for communication purposes, while the Hadamard function is applicable for control applications. The Rademacher function is appropriate for signal processing. Thus, the Walsh transform can be derived from the Rademacher function for signal processing.

\[ r(l + 1, x) = \text{Sign}(\sin 2\pi 2^l x), \]

where, \( l = 0, 1, \ldots, L; \ 0 \leq x < 1. \) \hspace{1cm} (1)

Equation (1) represents the Rademacher function where \( r(0, x) = 1, N \) is the signal data points. The \( \text{Sign}(y) \) is expressed in (2).

\[ \text{Sign}(y) = \begin{cases} +1, & y \leq 0 \\ -1, & y < 0. \end{cases} \] \hspace{1cm} (2)

The Walsh function \( \Phi(n, t) \) can be expressed in terms of the product of the Rademacher function as in (3).

\[ \Phi(n, t) = \prod_{i=1}^{N} r(i + 1, t)^{n_i}, \quad n_i \in \{0, 1\}, \] \hspace{1cm} (3)

A signal \( f(t) \) can be represented in terms of the Walsh series as follows:

\[ f(t) = \sum_{n=0}^{N-1} A_n \Phi(n, t), \] \hspace{1cm} (4)

Here, \( A_n \) expresses Walsh coefficients in (4). The Walsh coefficients for a signal \( f(t) \) having length \( N \) can be represented by:

\[ A_n = \frac{1}{N} \sum_{n=0}^{N-1} f_n \Phi(n, t), \] \hspace{1cm} (5)

Equation (5) reveals that the base vector representing Walsh coefficients consists of the values ‘−1’ or ‘+1’. Furthermore, there is no use of complex numbers, and the transform is based on simple arithmetic operations of real numbers. This makes the Walsh transform computationally fast compared to other non-sinusoidal transforms.

B. REVIEW OF LDA FOR MULTI-CLASS

The LDA is a supervised dimensionality reduction algorithm that preserves original class information while projecting the data of a high dimension into a lower dimension space. The optimal class discrimination matrix is obtained by minimizing the within-class scatteredness and maximizing between-class distance. In multiclass LDA, the within-class scatter matrix and between-classes distance matrix can be represented as follows:

\[ I_s = \sum_{j=1}^{J} I_j^2 = \sum_{j=1}^{J} \sum_{m \in \text{class}_j} (m_j - \mu_j)^2, \] \hspace{1cm} (6)

where \( m_j \) is the feature and \( \mu_j \) is the mean of \( \text{class}_j \) in (6).

\[ C_s = \sum_{j=1}^{J} n_j (\mu_j - \mu)(\mu_j - \mu)^T \] \hspace{1cm} (7)

where \( \mu = \frac{1}{N} \sum_{j=1}^{J} n_j \mu_j. \) \hspace{1cm} (8)

The feature number is represented by \( n_j \), the number of features in each class is represented by \( N \), and the rank of between-class distance matrix \( C_s \) is \( j-1 \) for \( \text{class}_j \) in (7). Assume that \( T \) is the transform matrix that will allow a high dimensional statistical feature space to be reduced to a low dimension space. Based on (2) and (3), the transform matrix \( T \) can be expressed as follows:

\[ \widetilde{I}_s = T^T I_s T \] \hspace{1cm} (9)

\[ \widetilde{C}_s = T^T C_s T. \] \hspace{1cm} (10)
In (9) and (10) \( \tilde{I}_s \) is the projected within the class scattered-ness, and \( \tilde{C}_s \) is the discrimination matrix between classes. From (9) and (10), the objective function can be derived as (11) and (12).

\[
J(T) = \frac{\text{det}(\tilde{I}_s)}{\text{det}(\tilde{C}_s)} \quad (11)
\]
\[
\tilde{C}_sT = \lambda \tilde{I}_sT, \quad \left( \lambda = \frac{T^T \tilde{C}_sT}{T^T \tilde{I}_sT} \right) \quad (12)
\]

Equation (12) has at most \( I - 1 \) eigenvectors, and the eigenvectors are represented by the members of projection matrix \( T \) as \( T_1, T_2, \ldots, T_{I-1} \) respectively. The reduced dimensional feature space is presented by the largest \( L \) eigenvalues corresponding to the linearly independent eigenvectors. Therefore, a high dimensional feature space can be projected into a reduced subspace of dimension \( I - 1 \) using LDA.

III. PUMP TEST RIG SETUP

A self-developed CP test rig was used for MF experiments, the test rig and its schematics are shown in Figure 1(a) and 1(b). A multistage CP PMT-4008 with...
A 5.5kW electric motor was used to pump water from the main tank to the buffer tank through clear steel pipes. A separate control panel was established for controlling the electric power, speed, and flow rate of the pump. After turning on the power from the control panel, the CP was operated at a speed of 1733 rpm, and the vibration signature was recorded from the CP under different operating conditions.

Four accelerometers (622b01-accelerometer) were used to record the vibration signature from the CP. Two accelerometers were attached to the pump casing, one accelerometer was mounted near the impeller, and one was mounted near the mechanical seal. Each accelerometer uses an independent channel for recording the vibration data. The vibration data were digitized using a DAQ from National Instruments (NI-9234).

The vibration signature from the CP was recorded under normal, impeller fault (IF), MSH, and MSS conditions. In each condition, the CP was operated for 300 seconds, and a total of 1200 samples were collected from the CP at a sampling rate of 26.5kHz. A hole of 2.8mm diameter and depth of 2.8mm was seeded in the rotating part of a mechanical seal having an inner diameter of 38mm for MSH conditions as shown in Figure 2(a). For the MSS condition, a scratch was made with a diameter of 2.5mm and depth of 2.8mm in the rotating part of the mechanical seal, as shown in Figure 2(b). For the impeller defect condition, a metal piece was removed from the surface of the impeller with a length of 18mm and a depth of 2.8mm as shown in Figure 2(c). The vibration signatures of the CP obtained under normal and defective operating conditions are presented in Figure 3.

IV. PROPOSED FAULT DIAGNOSIS FRAMEWORK

The proposed fault diagnosis framework starts with a fast transformation of the VS obtained from the CP under normal and defective operation conditions and ends with CP fault classification as shown in Figure 4. The steps involved in the proposed fault diagnosis strategy are explained in this section.

A. STEP-1: SELECTION OF THE FAULT CHARACTERISTIC COEFFICIENT OF WALSH TRANSFORM

A MF affects the stiffness of the CP mechanical components. These changes in the stiffness result in specific FCIs in the vibration spectrum of the CP. These FCIs occur at lower frequencies and contain little energy. Thus, they are overwhelmed by macrostructural vibration noise. A non-sinusoidal type of transform such as a Walsh transform can mitigate this issue as the high energy impulses occur at lower coefficients. In addition to this, identifying and selecting the fault characteristic coefficient of the Walsh transform is very important as the discriminability of the statistical features is based on the preprocessing of the VS. For this reason, the fault characteristic coefficient of the Walsh transform is identified and selected for feature extraction in this step.

In CP, there are electronic, excitation frequencies and generated frequencies. The excitation and generated frequencies are valuable frequencies for the identification of the fault characteristic coefficient of the Walsh transform. These frequencies can be identified in the vibration spectrum if the basic geometry and the speed of the CP are known.

Generated frequencies are responsible for the FCIs of IF [38]. IF appears in the frequency spectrum in the form of impeller imbalance. The impeller imbalance occurs at a specific fault characteristic frequency in the vibration spectrum.
of the CP. These FCIs can be calculated using (13).

\[ FCI_{i,\text{defect}} = n.R \]  

(13)

The number of harmonics is represented by \( n \), and the rotating speed in Hz is given by \( R \) in (13). The equation for the FCIs of IF also assures the 13373-1:2002 ISO standard for machine condition monitoring [39]. The \( FCI_{i,\text{defect}} \) are calculated up to the 5th harmonic, as can be seen in Figure 5. Figure 5(a) shows the Walsh spectrum of the CP under normal conditions. Figure 5(b) shows the Walsh coefficients of the CP obtained under IF conditions. It is evident from Figure 5(b) that FCIs appear in the Walsh spectrum due to impeller defects.

CP excitation frequency in the vibration spectrum is a valuable feature for the identification of mechanical seal-related faults. A single amplified impulse present in the vibration spectrum of the CP represents the excitation frequency. In the case of mechanical seal-related faults, the excitation frequency for CP can be determined from the vibration theory of a ring.

From the vibration kinetic energy \( E_{KE} \) and deformation potential energy \( E_{PE} \), the conservation of energy can be written as:

\[
\frac{d}{dt}(E_{KE} + E_{PE}) = 0
\]

(14)

where

\[ E_{KE} = \left( \frac{1}{2} \rho A \right) \left( \ddot{u}^2 \right) (2\pi r) \]

(15)

\[ E_{PE} = \left( \frac{1}{2} \left( \frac{AEu^2}{r^2} \right) \right) (2\pi r). \]

(16)

Here, \( \rho \) is the material density, \( A \) is the cross-sectional area, radial displacement is \( u \), \( E \) represents the elasticity modulus, and \( r \) is the ring centerline radius in (15) and (16). By solving (14) using (15) and (16), we can get the fundamental frequency as follows:

\[ f_{c,\text{ring}} = \left( \frac{1}{2\pi r} \right) \sqrt{\frac{E}{\rho}} \]

(17)

\( f_{c,\text{ring}} \) is the circular ring fundamental frequency. For complex vibratory systems, there are specific MOVs, such as torsional and flexural MOVs. In the case of a mechanical seal, the fundamental and torsional vibration have high frequencies. However, flexural vibration exists at lower frequencies. The mechanical seal natural frequency in flexural vibration and its corresponding bending modes can be calculated using (18).

\[ f_{\text{flexural}} = \left( \frac{n (n^2 - 1)}{\pi d^2 \sqrt{n^2 + 1}} \right) \sqrt{\frac{E_1 t^2}{3\rho}} \]

(18)

Here, \( d \) is the diameter of the ring, \( t \) is the thickness of the ring, and \( n = 1, 2, \ldots, 5 \) represent the MOVs. After calculating the flexural vibration and its corresponding bending modes for the mechanical seal using (18), we observed that the CP excitation frequency changes whenever a mechanical seal defect occurs as shown in Figure 6. Figure 6(a) shows the Walsh spectrum of CP under normal conditions. In contrast, Figure 6(b) shows the Walsh spectrum of CP under MSH fault. It is noticeable from Figure 6(b) that the impulse representing excitation frequency is in between the 1st and 2nd modes of flexural vibration with a slight increase in amplitude. For MSS, the impulse representing excitation frequency is in between the 2nd and 3rd modes of flexural vibration with an increase in the amplitude as can be seen in Figure 6(c).

As discussed earlier, identifying and selecting the fault characteristic coefficient of the Walsh transform is very important as the discriminability of the statistical features is based on the preprocessing of the VS. Thus, the fault characteristic coefficient of the Walsh transform is selected up to the 3rd mode of flexural vibration for feature extraction in this step. These Walsh coefficients cover the FCIs of impeller defects and the CP excitation frequencies for normal and mechanical seal defects. In this paper, these coefficients are referred to as fault characteristic coefficients of the Walsh transform.

B. STEP-2: RAW FEATURES EXTRACTION

Raw features in the spectral and spatial domain are extracted from the selected fault characteristic coefficients of the Walsh transform. A total of 16 features adapted from [26] are extracted from the preprocessed VS under each CP operating condition. All these features are combined into a single feature vector, which forms a high dimensional raw hybrid feature pool.

C. STEP-3: COSINE LINEAR DISCRIMINANT ANALYSIS

Discriminant features are very important for precise classification. The high dimensional raw hybrid feature pool might have some irrelevant features that can affect the CP condition classification. To overcome this issue, identification of the intrinsic patterns in the feature space is of greater importance. For this reason, a new feature illustration-based dimensionality reduction method called cosine LDA is introduced in this step. The various steps involved in cosine LDA are as follows:

1. Cosine similarity between feature \( F_i \) with other within the class features \( F_j \) is calculated using (19).

\[ C_{\text{sim}}(F_i, F_j) = \frac{F_i \cdot F_j}{\|F_i\| \|F_j\|} \]

(19)

2. The cosine similarity values for each feature are summed up, which results in an illustrative value \( I_{\text{value}} \) for the feature \( F_i \).

\[ I_{\text{value}} = \sum_{i=1}^{n} C_{\text{sim}} \]

(20)

3. If the \( I_{\text{value}} \) for a feature \( F_i \) is greater than 0, then the feature will be included in the illustrative feature pool \( I_{F, \text{pool}} \). If not, it will be included in the less illustrative
4. After selecting the illustrative features and creating an illustrative feature pool, the LDA transformation matrices are applied to the illustrative feature pool (explained in 2.2). The illustrative feature pool helps the LDA to reduce the within-class feature scatteredness. Furthermore, the illustrative features also help the LDA to overcome the penalty graph issue for between-class separation as the illustrative feature pool contains only features that are highly similar within the class features.

A discriminant reduced dimensional feature space is obtained from the cosine-LDA. The new reduced dimensional feature space obtained from cosine-LDA has a minimum within the class features scatteredness and a maximum between-class distance. The new feature space is classified using the k-nearest neighbor (KNN) for CP condition identification. The KNN classifier is gaining attention because of its low computational complexity and simple architecture. However, the KNN computational complexity is truly dependent on the dimensions of the provided features. For this reason, cosine LDA is used to reduce the feature dimensions based on an improvement in the discriminancy of the features. The results obtained from the proposed method of CP fault diagnosis and its comparisons with other methods are presented in the next section.

V. EXPERIMENTAL RESULTS AND DISCUSSION
The effectiveness of the proposed CP fault diagnosis framework with fault characteristic Walsh coefficient selection is presented along with its industrial application to fault diagnosis.
A. VALIDATION OF THE FAULT CHARACTERISTIC WALSH COEFFICIENTS

The proposed method for Walsh coefficients selection is based on the CP FCFs. The CP FCFs were calculated using (13) and (18). For comparison purposes, the Fourier transform of the CP vibration signatures for normal, impeller, and mechanical seal fault conditions is calculated and presented in Figure 7 along with CP FCFs. Figure 7(a) shows that the frequency spectrum of the normal condition of the CP contains the fundamental harmonic and higher harmonic of the impeller imbalance. Furthermore, the amplitude of the fractional harmonics is very small. Figure 5(a) shows that the fundamental harmonic and higher harmonics of the CP impeller imbalance indicate its presence in the Walsh spectrum with smaller amplitude along with fractional harmonics, which are very reasonable for the normal condition of the CP. Figure 7(b) shows the CP vibration spectrum under impeller defect conditions. A very small but noticeable increase in the amplitude of higher harmonics happened. However, the amplitude of the fractional harmonics is very small. Comparing Figure 7(b) and Figure 5(b), we see that the fundamental and higher harmonics are present in the Walsh spectrum, and fractional harmonics are also present in the spectrum that are representing the complex fluid flow interaction with faulty impeller. It is known that mechanical faults in the CP affect the behavior of fundamental and higher harmonics. Therefore, when the change in fundamental and higher harmonics are considered as a sign of impeller fault then it is extremely hard to determine whether the extracted statistical features represent CP impeller defects or the effect of background noise or other mechanical faults. In contrast, Walsh coefficients carry valuable information for impeller
FIGURE 7. Frequency spectrum of the CP under: (a) normal conditions, (b) impeller fault conditions, (c) MSH fault, and (d) MSS fault.
TABLE 1. Performance comparison of the proposed method with the reference methods.

| Methods       | Results in Percentage% | Average Classification Accuracy |
|---------------|-------------------------|--------------------------------|
|               | Macro Precision | Macro Recall | Error Rate |                     |
| Proposed      | 100          | 100          | 0          | 100                 |
| Viet et al. [14] | 96.3        | 96.2        | 7.0        | 96.20               |
| Tr-LDA [37]   | 89.6        | 89.6        | 16.8       | 89.56               |
| K-PCA [33]    | 88.0        | 87.6        | 18.1       | 87.62               |

defects because fundamental and higher harmonics along with fractional harmonics are present in the Walsh spectrum. Thus, the selected coefficients of the Walsh spectrum can be considered for feature extraction.

In the case of mechanical seal-related faults, the excitation frequency is a valuable feature in the CP spectrum. Figure 7 shows the CP spectrum under MSH and scratch defect conditions. It can be seen from Figure 7(c) and (d) that the CP excitation frequency under MSH and scratch defect conditions occurs between the 2nd and 3rd bending mode of vibration. In contrast, Figure 6(b) shows the Walsh spectrum of the CP under MSH defect condition. Here, the excitation frequency of the CP appeared in between the 4th and 2nd bending MOV with a slight increase in amplitude. For MSS, the excitation frequency of the CP appears between the 2nd and 3rd bending MOV with an increase in the amplitude as can be seen from Figure 6(c). These changes in the coefficient for excitation frequency can be helpful for discriminant feature extraction for CP under mechanical seal defect conditions. Furthermore, the higher coefficients of the Walsh transform, which occurs at the 4th mode or higher MOV may be due to microstructural CP vibration, and these coefficients can be truncated from the Walsh spectrum. As compared to the Fourier spectrum of the CP, the Walsh coefficients of the CP up to 3rd mode of vibration carry enough discriminatory signal level information, and these coefficients can be used for statistical feature extraction.

B. CONFIGURATION OF THE DATASET

In this paper, a 300-second-long signal was acquired from the CP under normal, MSH, MSS, and impeller defect conditions, which results in a total of 1200 signal instances. Statistical features were extracted from these signal instances, resulting in a feature pool consisting of \( N_{\text{class}} \times N_{\text{signal}} \times N_{\text{feature}} \), where \( N_{\text{class}} \) is the CP condition (class), \( N_{\text{signal}} \) is the signal instance, and \( N_{\text{feature}} \) is the extracted features.

A K-Fold cross-validation (kCV) strategy was adopted for the validation of the proposed method, where \( k = 3 \) for each trial. In the kCV, the feature dataset was divided randomly into k-folds, where a sub fold was used for testing a classifier that is trained on k-1 folds. In this study, 200 samples were randomly selected from each class of the CP for training, and the remaining 100 samples were used for testing the classifier. Therefore, each training set contained a total of 800 samples, while the remaining 400 samples were used for testing purposes.

C. CONFIGURATION PROPOSED METHOD FAULT DIAGNOSIS RESULTS WITH THE NEW COSINE LDA

To evaluate the performance of the proposed method for CP fault diagnosis, a comparison was made with the VS and feature preprocessing method [14], supervised dimensionality reduction technique with trace ratio criteria (Tr-LDA) [37], and kernel-based dimensionality reduction technique (K-PCA) [33]. To ensure a fair evaluation and repeatability in results, each experiment was repeated 10 times with a random combination of testing and training data. Average classification accuracy (CA), macro precision (mP), macro recall (mR), or true positive rate (TPR), and error rate (ER) are the matrices used for comparisons between the proposed method and the reference methods. These metrics for each class were calculated using the formulas below:

\[
CA = \frac{1}{n} \sum_{j=1}^{n} \left( \frac{\sum_{m=1}^{L} TP_{j,m}}{T_{\text{samples}}} \right) \times 100(\%)
\]

\[
mP = \frac{1}{n} \sum_{j=1}^{n} \left( \frac{TP_{j,m}}{TP_{j,m} + FP_{j,m}} \right) \times 100(\%)
\]

\[
TPR_m = \frac{1}{n} \sum_{j=1}^{n} \left( \frac{TP_{j,m}}{TP_{j,m} + FN_{j,m}} \right) \times 100(\%)
\]

\[
ER = \frac{1}{n} \sum_{j=1}^{n} \left( \frac{TP_{j,m} + FP_{j,m}}{TP_{j,m} + FN_{j,m} + TP_{j,m} + FP_{j,m}} \right) \times 100(\%)
\]
FIGURE 8. True positive rate (TPR) of the proposed method against reference methods for each operating condition of the CP.

FIGURE 9. Three-dimensional feature space representation (a) Obtained from the proposed method (b) obtained from Tra and Kim [14] (c) obtained from Tr-LDA [37] (d) obtained from K-PCA [33].

After applying the proposed method to the CP VS obtained under normal and defective conditions, the proposed method outperformed the reference methods and classified the CP conditions with an average CA of 100%, an mP of 100% with
an ER of 0% as given in Table 1. The TPR for each class is shown in Figure 8.

The results obtained from the proposed method can be explained as follows. MF in the CP results in random variations in the VS. These fluctuations are represented by the FCIs in the CP spectrum. The FCIs occur at lower frequencies and contain little energy. Thus, they are overwhelmed by macrostructural vibration noise. A non-sinusoidal type of transform such as a Walsh transform can mitigate this issue as the high energy impulses occur at lower coefficients. In addition to this, identifying and selecting the fault characteristic coefficient of the Walsh transform is very important as the discriminability of the statistical features is truly based on the preprocessing of the VS and the raw statistical features. For this reason, the proposed method first selects fault characteristic coefficients of the Walsh transform. After selecting the coefficients, the proposed method extracts 16 statistical features in the time and spectral domain for each CP condition. To obtain discriminant information from the raw feature pool, a new cosine LDA is applied. Cosine LDA chooses highly similar within the class features and adds them to the illustrative feature pool, which contains key discriminant features that represent the condition of the centrifugal pump. To achieve maximum between-classes separation and maintain original class information, LDA is then applied to the illustrative feature pool. As can be observed from Figure 9 (a), the features obtained from the proposed method are highly separable. Furthermore, Figure 9(a) provides strong evidence for the high CA and the effectiveness of the proposed method. The method of Tra and Kim [14] removes the noise from the signal using the BSS technique. To improve the classification accuracy of KNN, that method uses the genetic algorithm for key feature selection from a large feature pool. The large feature pool consists of time, frequency, time-frequency domain features obtained from the preprocessed VS. After applying this method to our experimental setup, we obtained an average CA of 96.20%, an average TPR of 96.2%, and an mP of 96.3% with an ER of 7.0% as given in Table 1. The TPR for each class is shown in Figure 8. The CA of 96.20% was expected because the unimpaired signal in the BSS technique is obtained from a mixing matrix. This unimpaired signal often results in loss of important fault-related information. Furthermore, the fitness function of the genetic algorithm also affects the feature selection process. Despite the drawback, this method can be effective for CP fault diagnosis since the average CA of this method is greater than 95%. Likewise, the average TPR for MSS fault and IF is very close to the proposed method as can be seen from Figure 8. However, in the case of closely varying severity faults (such as normal conditions and a MSH fault), the presented method cannot classify them effectively, which leads the method to a higher ER, as can be seen from Figure 9(b).

Tr-LDA [37] is a linear dimensionality technique that maximizes between classes distance and reduces within the class feature scatteredness using a trace ration criterion with LDA transformation matrices. After implementing the presented method to our experimental setup, we obtained an average CA of 89.56%, an average TPR of 89.6%, and a mP of 89.6% with an ER of 16.8% as given in Table 1. The TPR for each class is shown in Figure 8. The CA of 89.56% is expected because this method did not consider feature preprocessing before applying the LDA transformation. The feature space obtained from the underperformed Tr-LDA is shown in Figure 9(c). The Tr-LDA successfully reduced the within class feature scatteredness but cannot increase the between classes distance, which led to an ER of 16.8%.

Another method is K-PCA [33], which is a modified version of traditional PCA for dimensionality reduction using a kernel function. Rather than computing the covariance matrix, K-PCA computes the principal eigenvectors of the kernel matrix. By implementing the steps provided for K-PCA in [33] for our dataset, we obtained an average CA of 87.6%, an average TPR of 87.6%, and a mP of 88.0% with an ER of 18.1% as given in Table 1. The TPR for each class is shown in Figure 8. The weak performance of K-PCA is expected because of the RBF kernel parameter tuning. Finding the best kernel parameter for K-PCA requires extensive experimentation. From Figure 9(d) it can be observed that the K-PCA cannot discriminate features effectively. Due to weak feature discrimination, we have a classification ER of 18.1% for our dataset.

Overall, the method proposed for CP condition monitoring is very efficient for soft mechanical defect identification and classification. Furthermore, the proposed method is computationally fast and easy to implement. The effectiveness and the fast computation of the proposed method arise from its core idea: CP VS preprocessing and raw statistical feature preprocessing. The computational property, easy implementation, and the results obtained from the proposed CP fault diagnosis strategy make it desirable for industrial use.

VI. CONCLUSION

In this paper, we propose a new fast fault diagnosis strategy for centrifugal pump soft mechanical faults. To obtain vibration signatures of the CP under normal and defective condition, experimental setup was established which is presented in the early part of this paper. To identify the condition of the CP, the proposed method for CP fault diagnosis is divided into three stages. In the first stage, Walsh fault characteristic coefficients were selected. In the second phase, raw statistical features in the time and Walsh spectrum domains were extracted from the selected fault characteristic coefficient of the Walsh transform. In the final step, low dimensional discriminant feature space was obtained using cosine linear discriminant analysis, which selects highly similar interclass features from the raw hybrid statistical feature pool and then reduces the dimension of the selected features using linear discriminant analysis. The reduced dimension discriminant feature space is provided as an input to the K-nearest neighbor classifier for the classification task. The experimental results
obtained from the proposed method reveal that the proposed method is sensitive to soft mechanical faults of a centrifugal pump with closely varying severities and thus outperformed the reference methods with a tested classification accuracy of 100%. It is worth noticing that the proposed method is not tested for hydraulic faults of the centrifugal pump. Moreover, smaller number of features have been considered in this study and, high variance will be an issue if a classification algorithm other than K-NN is applied. All these issues will be considered for future work.
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