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Abstract

Image super-resolution reconstruction is an important task in the field of image processing technology, which can restore low resolution image to high quality image with high resolution. In recent years, deep learning has been applied in the field of image super-resolution reconstruction. With the continuous development of deep neural network, the quality of the reconstructed images has been greatly improved, but the model complexity has also been increased. In this paper, we propose two lightweight models named as MSwinSR and UGSwinSR based on Swin Transformer. The most important structure in MSwinSR is called Multi-size Swin Transformer Block (MSTB), which mainly contains four parallel multi-head self-attention (MSA) blocks. UGSwinSR combines U-Net and GAN with Swin Transformer. Both of them can reduce the model complexity, but MSwinSR can reach a higher objective quality, while UGSwinSR can reach a higher perceptual quality. The experimental results demonstrate that MSwinSR increases PSNR by \(0.07\)dB compared with the state-of-the-art model SwinIR, while the number of parameters can reduced by \(30.68\%\), and the calculation cost can reduced by \(9.936\%\). UGSwinSR can effectively reduce the amount of calculation of the network, which can reduced by \(90.92\%\) compared with SwinIR.

1. Introduction

Super resolution (SR) is a computer vision and image processing technology that reconstructs a high-resolution (HR) image from its low-resolution (LR) image \([3, 4, 5]\). It can improve the clarity of the displayed image without changing the physical properties of the imaging equipment. Therefore, this technology can be applied to medical imaging\([6]\), security monitoring\([7]\), remote sensing image processing\([8]\) and other fields, reducing the cost of upgrading imaging equipment due to the need for higher image quality. In addition, it can also be applied to the early stage of data preprocessing\([9]\), which can effectively improve the performance of edge detection, semantic segmentation, digit recognition and scene recognition.

Due to the successful performance of convolutional neural network (CNN) in the field of computer vision, it has also been used in the field of SR\([10, 11, 12, 13, 14]\), besides, the quality of reconstructed images has been greatly improved compared with traditional machine learning algorithms. However, CNN also has some disadvantages, because the convolution kernel can not be well adapted to the content of the image. This deficiency can be improved by replacing CNN with Transformer\([15]\), which uses a self-attentional mechanism, capturing global content information of images, showing promising performance in several computer vision tasks\([16, 17, 18, 19]\). However, Transformer can cost large amount of calculation. Recently, Swin Transformer\([18]\) has been introduced to reduce the computation, and it can capture local information of image content just like CNN.

SwinIR\([1]\) applied Swin Transformer to SR for the first time. Compared with CNN and networks with attention mechanism, SwinIR has the advantages of fewer parameters and higher objective quality of reconstructed images. But SwinIR also have the following drawbacks: (1) Since capturing the attention mechanism is implemented by the global information of source image, the overall reconstruction image is more smooth, while some local details are difficult to be detected. This has little effect on higher-resolution images, but it will greatly reduce the perceptual quality of small-size images. (2) Besides the Swin Transformer block, SwinIR also uses a large number of convolutional layers, which will increase the amount of computation in the network. If these convolutional layers are deleted, the reconstruction quality of the image will be greatly reduced. (3) In order to solve the special problem of SR, SwinIR cancels the downsampling operation in Swin Transformer. Although this can reduce the number of parameters, it will also increase the amount of calculation of the model, and it is difficult to extract deeper features of the images.

In this paper, we propose two models to solve the problems mentioned above. The first model named Multi-size Swin SR (MsSwinSR) uses multiple blocks with different
Figure 1: Comparison of the reconstructed image (×4) generated by different models. SwinIR[1] and MSwinSR use Swin Transformer with high objective quality. SRGAN[2] and UGSwinSR use GAN with high perceptual quality.

attention windows to process feature maps in parallel, so that a single multilayer perceptron (MLP) block can process the information obtained by multiple Swin Transformer blocks simultaneously. Therefore it can reduce the number of MLP blocks, building a lightweight network with both less computation and fewer parameters. In other words, the original network’s depth is reduced, but the width of the network increases. As a result, the performance of MSwinSR doesn’t change greatly compared with SwinIR, since it uses the same count of Swin Transformer blocks which play an important role in SR.

The second model named as U-net GAN Swin SR (UGSwinSR). We add the downsampling operation into SwinIR, so that the deep features of the image could be extracted. However, due to the particularity of SR, upsampling operation is required after downsampling to restore the features. Therefore, we refer to the design of U-net[20, 21] and removed the convolutional layer, which greatly reduces the computation of the network. Due to the downsampling operation, the original image information is destroyed, hence this structure can only be used for extracting the deep features. But for the original image, other methods that can restore LR to HR are required. In order to reduce the size of the model, we use BICUBIC[22], a simple interpolation, to obtain HR. Generative Adversarial Network (GAN)[14] is also used in this model for higher perception quality. The results show that we can obtain promising image perception quality with very low computational cost.

2. Related Work

2.1. Image Super-Resolution

Image super-resolution was first proposed by Harris[23] in the 1960s. Early image super-resolution technologies are mainly based on interpolation methods, such as nearest neighbor interpolation, bilinear interpolation and bicubic interpolation[22]. With the continuous development of machine learning, Freeman et al.[24] introduced machine learning to the field of SR for the first time in 2000. Subsequently, a variety of reconstruction algorithms based on machine learning have emerged, such as the algorithm based on neighborhood embedding[25], the algorithm based on sparse representation[26] and the algorithm based on local linear regression[27].

However, traditional super-resolution reconstruction algorithms and machine learning algorithms mostly make use of the underlying features of the image, so the reconstruction performance is greatly limited, besides it is difficult to reconstruct the edge, contour, texture and other details of the high-resolution image. Therefore, in order to extract deep features of images, deep learning algorithm is applied to the field of super-resolution.

Dong et al.[10] applied convolutional neural network in the field of image super-resolution in 2014 for the first time. This work inspired researchers to apply neural networks to the field of super-resolution and proposed a large number of super-resolution reconstruction algorithms based on deep learning[11, 12, 13, 14].

2.2. Swin Transformer

The attention mechanism was first used in the field of natural language processing to solve the problem that the recurrent neural network[28] could not perform parallel computation and had long-term dependence on sequential information. The most famous model of the attention mechanism is called Transformer[15]. Transformer is mainly used in the field of natural language processing and has achieved great success. Vision Transformer (ViT)[17] introduced Transformer into the field of Computer Vision for the first time and worked out promising result. Swin Transformer[18] is improved on the basis of ViT by introducing sliding window. On the one hand, it has the ability to process local information, and on the other hand, it has less computation compared with ViT. SwinIR[1] uses Swin Transformer model, which is currently performing well in
the field of computer vision, and has the best performance among all models in the objective evaluation index of reconstruction effect with relatively few parameters.

### 2.3. U-net

U-net[20] is widely used in medical image segmentation. U-net includes two modules: feature extraction and upsampling, also known as encoder-decoder. Feature images obtained from feature extraction and upsampling at the same scale need concat operation, which is called skip connection in the network. Cao et al.[21] have combined U-net with Swin Transformer for medical image segmentation. Wang et al.[29] use Swin Transformer with a U-shaped structure for image restoration, including SR.

### 2.4. GAN

Generative Adversarial Networks (GAN)[14] consists of a generator to generate the image, and a discriminator to determine whether the image is generated by the generator. SRGAN[2] is the first model to use generative adversarial network in SR. The characteristic of SRGAN is that the loss function is not a single loss function, but a weighted sum of pixel loss, content loss and adversarial loss, so as to ensure the perceptual quality of the reconstructed image. If Mean Square Error (MSE) loss is used alone in pursuit of a higher Peak Signal-to-Noise Ratio (PSNR), the reconstructed image will produce an unsatisfactorily smooth texture effect.

### 3. Method

#### 3.1. MSwinSR

As shown in Figure 2, the network structure of MSwinSR is similar to SwinIR’s. The main difference is that the Residual Swin Transformer Block (RSTB) in SwinIR is replaced with Multi-size Swin Transformer Block (MSTB), which mainly contains four parallel multi-head self-attention (MSA) blocks.

Given a LR image \(I_{LR} \in \mathbb{R}^{H \times W \times C_in}\), where \(H, W, C_in\) represent the height, weight and channel of the image respectively, we use an Embedding layer to get \(F_{0,\text{out}} \in \mathbb{R}^{H \times W \times C}\), the input of MSTB:

\[
F_{0,\text{out}} = H_{\text{Embed}}(I_{LR}) \tag{1}
\]

Where \(H_{\text{Embed}}(\cdot)\) is the Embedding layer. We use a \(3 \times 3\) convolutional layer to implement the functions of this Embedding layer. Then we use \(K\) Stage, which consists of \(L\) MSTB, a convolutional layer and a residual connection, represented by a dashed box in Figure 2, to extract deep feature \(F_{L,\text{out}} \in \mathbb{R}^{H \times W \times C}\):

\[
F_{L,\text{out}} = H_{\text{Stage}_i}(F_{j,\text{out}}) + F_{(i-1)L,\text{out}},
\]

\(i = 1, 2, \ldots K,\)

\(j = 0, L, 2L, \ldots, KL\)

\[
F_{i,\text{out}} = \begin{cases} 
H_{\text{MSTB}}(F_{i-1,\text{out}}), i = 1, \ldots, L - 1 \\
H_{\text{Conv}}(H_{\text{MSTB}}(F_{i-1,\text{out}})), i = L 
\end{cases} \tag{3}
\]

Where \(H_{\text{Stage}_i}(\cdot)\) is the \(i\)-th Stage, whose operation can be represented by Equation 3.

It is worth noting that we use ‘depth’ to indicate the number of MSTB used throughout the model. For example, in Figure 2, the depth of the model is denoted as [2, 2, 2], which means after every 2 MSTB there is a convolutional layer and a residual connection, represented as a Stage, and there are 3 same structures in the model.

Finally we use PixelShuffle[30], represented as \(H_{PS}(\cdot)\), to reconstruct the HR image \(I_{HR} \in \mathbb{R}^{(Hs) \times (Ws) \times C_in}\), where \(s\) represents the scale of image magnification. But before PixelShuffle, we need to use a convolutional layer to change the channel of the feature into \(s^2 C_in\). So the process of getting the HR image is formulated as:

\[
I_{HR} = H_{PS}(H_{\text{Conv}}(F_{KL,\text{out}})) \tag{4}
\]

For the input feature graph \(F_{i,0}\) of the \(i\)-th MSTB, the output obtained by feature extraction of the \(j\)-th MSA is formulated as:

\[
F_{i,j} = LN(H_{\text{MSA}_{i,j}}(F_{i,0})) + F_{i,0}, \quad j = 1, 2, 3, 4 \tag{5}
\]

Where \(H_{\text{MSA}_{i,j}}(\cdot)\) is the \(j\)-th MSA in the \(i\)-th MSTB, then the LayerNorm (LN) layer is added before residual connection.

Four outputs of the MSA would be concatenated before a LN layer and a MLP block. The whole output of the \(i\)-th MSTB is formulated as:

\[
F_{i,\text{out}} = MLP(LN(\text{Concat}(F_{i,1}, \cdots, F_{i,4}))) + F_{i,0} \tag{6}
\]

As shown in Figure 2 (b), the MLP block is different from that used in Swin Transformer, since the channel dimension of the input feature map of MLP block is expanded by 4 times after concatenation. Therefore, the two Linear layers in MLP need to reduce the channel dimension by half, so that the output of the MSTB has the same size as the input.

Four different MSA blocks are named as W-MSA, SW-MSA, W-MSA-1/2, SW-MSA-1/2. Where ‘W’ and ‘SW’ represent MSA blocks with regular and shifted windowing configurations respectively, while ‘1/2’ represents the window size of the MSA blocks is half of the regular ones. The attention windows of those MSA blocks are shown in Figure 3.

The pixel loss can directly guide the reconstructed image to approach the real high-resolution image in terms of pixel value. Compared with L1 loss, L2 loss has greater loss on pixel values with larger differences, and is more likely to
Figure 2: The architecture of MSwinSR. (a) is the Multi-size Swin Transformer Block. (b) is the MLP Block.

Figure 3: The different MSA blocks.
accept pixel values with smaller differences. However, this will cause the image to be too smooth. In practice, $L_1$ loss shows better performance and convergence than $L_2$ loss\cite{31, 32, 33}. So we use $L_1$ loss as the loss function to optimize the parameters of MSwinSR:

$$\mathcal{L}_{L_1}(I_{LR}, I_{HR}) = \frac{1}{HWC} \sum_{i,j,k} |I_{LRi,j,k} - I_{HRi,j,k}| \quad (7)$$

Compared with SwinIR, this design has two benefits. On the one hand, there is one MLP block after each MSA in SwinIR, while the MLP in MSwinSR is after four parallel MSA, so that there are fewer MLP blocks and parameters in MSwinSR. On the other hand, it makes sure that the network can take advantage of multiple features extracted by parallel MSA blocks with different attention windows rather than a single MSA. Even if some of these MSA blocks could not extract useful features, the MLP block can reduce the weight to prevent the network from being inefficient.

3.2. UGSwinSR

As shown in Figure 4, UGSwinSR contains two parts: generator and discriminator. The generator can reconstruct HR image from LR image with downsampling and upsampling. While the discriminator only has downsampling since it need to extract the deep features from both the reconstructed images and the ground truth.

Similar to MSwinSR, UGSwinSR also has a parameter 'depth', which represents the times of downsampling. For example, in Figure 4, the depth of the model is 4.

3.2.1 Computational Complexity

The advantage of using U-net is that it can effectively reduce the computational burden of the model. We can compare the RSTB module in SwinIR with the Swin Transformer Block plus Patch Merging module in UGSwinSR which are called a Stage in Swin Transformer\cite{18}. Given a LR image as an input, the height and width of the image are $h$ and $w$ respectively. After the Shallow Feature Extraction in SwinIR and the Embedding layer in UGSwinSR, the number of channels in the feature map is $C$. If Softmax and bias are omitted, the computational complexity of W-MSA is\cite{18}:

$$\Omega(W-MSA) = 4hwC^2 + 2M^2hwC \quad (8)$$

Six Swin Transformer blocks are included in a RSTB, including a Layer Norm and a MLP in addition to a W-MSA. Therefore, the computational complexity of a RSTB is:

$$\Omega(RSTB) = 81hwC^2 + 12(M^2 + 1)hwC \quad (9)$$

While for a Stage in UGSwinSR, taking the first module downsampled by 4 times as an example, a Patch Merging contains a Layer Norm and a fully connected Layer that reduces the number of channels from $4C$ to $2C$, so the computational complexity of a Stage is:

$$\Omega(Stage) = \frac{37}{8} hwC^2 + \left(\frac{3}{4}M^2 + \frac{13}{16}\right)hwC \quad (10)$$

4. Experiments

4.1. Dataset

Our models are trained on CelebA\cite{34}, a dataset that contains 202599 face images with the size of 178×218. Firstly, an image of 178×178 is cropped in the center of the image, and then the 178×178 image is enlarged to 256×256 image by bicubic interpolation as a HR image. Finally, bicubic downsampling is used as the image degradation, and the 256×256 HR image is scaled to 64×64 LR image, so that the high and low resolution image pairs required for training can be obtained. 10000 images are selected as the training dataset, and another 100 images are selected as the validation dataset.

4.2. Experimental Setup

In the experiment, the training epoch was uniformly set as 100, the batch size was 20 images, the optimizer used for training was Adam\cite{35}, the learning rate was set as 0.0002, and the exponential decay rates were set as 0.5 and 0.999. In the model using the attention mechanism, the number of channels after the embedding layer is set to 60.

4.3. Results

Figure 5 shows the reconstruction effect of different super-resolution algorithms on the same images, including Bicubic\cite{22}, SRCNN\cite{36}, SRGAN\cite{2}, SwinIR\cite{1}, MSwinSR and UGSwinSR.

In Figure 6, a typical image in the validation set is taken as an example, and the details of the eyes and mouth are enlarged. In the low-resolution image (lower left), it can be seen that the details of the eyes and mouth have virtually disappeared, including pupils and teeth. Although all models can basically restore these details, the effects of restoration are different. For example, in SRCNN and SwinIR, the pupil and tooth parts are still of a single color, while the SRGAN and UGSwinSR proposed in this paper can restore the details of reflection inside the pupil and the details of each tooth. In addition, SRGAN is also better for the details of
Figure 4: The architecture of UGSwinSR

Table 1: Quantitative comparison with different methods. Best and second best performance are in red and blue colors respectively.

| Method           | Params | Multi-Adds | PSNR  | SSIM  | LPIPS-Alex | LPIPS-VGG |
|------------------|--------|------------|-------|-------|------------|-----------|
| BICUBIC[22]      | -      | -          | 27.53 | 0.8222| 0.2808     | 0.2674    |
| SRCNN[36]        | 69.25k | 4.538G     | 27.66 | 0.8455| 0.2048     | 0.2562    |
| SRGAN[2]         | 1.550M | 4.791G     | 24.30 | 0.7939| 0.1202     | 0.2100    |
| SwinIR[1]        | 897.2k | 4.187G     | 29.47 | 0.8661| 0.1834     | 0.2233    |
| MSwinSR (ours)   | 621.9k | 3.771G     | 29.54 | 0.8661| 0.1892     | 0.2266    |
| USwinSR (ours)   | 19.85M | 380.0M     | 26.48 | 0.8146| 0.1268     | 0.2101    |
| UGSwinSR+MSwinSR (ours) | 11.42M | 255.3M     | 26.28 | 0.8164| 0.2139     | 0.2602    |

Table 2: Quantitative comparison with different depths in MSwinSR and UGSwinSR. The best performance in each model is in red color.

| Method          | depth | Params | Multi-Adds | PSNR  | SSIM  | LPIPS-Alex | LPIPS-VGG |
|-----------------|-------|--------|------------|-------|-------|------------|-----------|
| MSwinSR (ours)  | [1, 1, 1, 1] | 701.1k | 3.484G     | 29.06 | 0.8616| 0.1864     | 0.2277    |
|                 | [1, 1, 1, 1, 1, 1] | 829.3k | 4.169G     | 29.26 | 0.8631| 0.1866     | 0.2278    |
|                 | [2, 2, 2]   | 621.9k | 3.771G     | 29.54 | 0.8647| 0.1892     | 0.2266    |
| UGSwinSR (ours) | 2      | 1.203M | 98.63M     | 27.42 | 0.8298| 0.1348     | 0.2037    |
|                 | 3      | 4.943M | 286.9M     | 27.13 | 0.8236| 0.1298     | 0.2082    |
|                 | 4      | 19.85M | 380.0M     | 26.48 | 0.8146| 0.1268     | 0.2107    |
the double eyelid and eye bags, with the highest perception quality.

The objective index comparison between models is also a key point to verify the advantages and disadvantages of the model. We compare the effect of the model from the aspects of parameter number, calculation amount, peak signal-to-noise ratio, structural similarity[37] and the learned perceptual image patch similarity (LPIPS)[38].

Table 1 shows the performance of different methods in objective indexes mentioned above. SwinIR in Table 1 has 4 RSTB, and each of which has 6 Swin Transformer Layers (STL). While the depth of MSwinSR in Table 1 is [2,
UGSwinSR, and the loss function is $L_1$ loss. In other words, the discriminator is removed compared to UGSwinSR, and the loss function is $L_1$ loss.

UGSwinSR+MSwinSR in Table 1 replaces the Swin Transformer Block in Figure 4 with MSTB in Figure 2.

The following conclusions can be drawn from Table 1:

1. The models with GAN have the highest perceptual quality (LPIPS), while SwinIR and MSwinSR have the highest objective quality (PSNR and SSIM);
2. Compared with SwinIR, MSwinSR can reduce the number of parameters and calculation amount, but there is no significant difference in other evaluation indexes. There is even a slight improvement in PSNR, which shows the advantage of the structure of MSwinSR compared with which of SwinIR;
3. UGSwinSR can effectively reduce the amount of calculation of the network, which is only about one tenth of SwinIR, and it is the lowest among several typical networks if its Swin Transformer Block is replaced by MSTB. However, the number of parameters of UGSwinSR is significantly higher, because the downsampling process will increase the number of channels of the feature map, and the number of parameters is closely related to the number of channels;
4. The combination of UGSwinSR and MSwinSR in Table 1 doesn’t perform well on those metrics, which means this combination can not achieve the benefits of both the high perceptual quality of UGSwinSR and the high objective quality of MSwinSR.

Table 2 shows the performance of MSwinSR and UGSwinSR under different network sizes, which shows that with the increasing size of network, the model does not necessarily perform better. In MSwinSR, it is worth noting that when depth is $[1, 1, 1, 1, 1]$ and $[2, 2, 2]$, the number of MSA in these models are the same as 24, but the latter performs better. In UGSwinSR, the performance of the model decreases with the increase of depth, which is probably because the size of the image used in training is small, and excessive downsampling makes the network pay too much attention to local details and ignore the overall continuity of the image.

5. Conclusion

In this paper, we propose two main models named as MSwinSR and UGSwinSR to reduce the number of parameters and the amount of calculation. The former one uses Multi-size Swin Transformer Block (MSTB), which mainly contains four parallel multi-head self-attention (MSA) blocks to replace the residual Swin Transformer blocks (RSTB) in SwinIR[1]. With the same number of MSA, MSwinSR performs better compared with SwinIR[1] in both model complexity and reconstruction effect. The latter one uses both downsampling and upsampling to decrease the calculation cost, and use GAN to reach a higher perceptual quality. But the combination of UGSwinSR and MSwinSR in this paper, which replaces the Swin Transformer Block in UGSwinSR with MSTB in MSwinSR, can not combine the advantages of both the high perceptual quality and the high objective quality. How to reduce the number of parameters of UGSwinSR and how to combine the advantages of these two models will be our further research direction.
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