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Abstract
Analytical top-down and bottom-up wind-farm models have become major tools for quick assessment of yields from larger wind farms and the extension and properties of their wakes and have proven their principal applicability from recently obtained in situ observations. We review some of the limitations of top-down wind-farm models, partly in light of basic atmospheric boundary-layer findings which have been coined by the late Sergej Zilitinkevich. Essentially, for the applicability of such analytical models, the wind-farm turbine hub height should be small compared to the atmospheric boundary-layer height, and very small compared to the horizontal extension of the farm and the distance to the nearest surface inhomogeneities. Possibilities and options to include recently discovered blockage effects are also discussed.
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1 Introduction
Analytical wind-farm models are attractive because they offer rapid answers much faster than numerical models. In this way, they are indispensable tools for first estimations and assessments on newly planned wind farms. Primarily, they give numbers for farm efficiency, and some of them also for the farm wake length, depending on installed power density, turbine thrust coefficients, surface characteristics, and atmospheric parameters. These models are based on long-standing basic laws of the atmospheric boundary layer, i.e., surface-layer similarity, Rossby number similarity, the logarithmic wind profile, and the geostrophic resistance law (Businger et al. 1971; Dyer 1974; Zilitinkevich 1975).

Two variants of analytical wind-farm models have been derived in the past: bottom-up models starting off from the description of a single wind-turbine wake (Jensen 1983) and then superposing multiple wakes, and top-down models regarding wind farms as one entity dissipating momentum, which is delivered from the sides and the layers above the farm (Bossonie et al. 1980). A recent summary of the contemporary development of various
bottom-up models (also often called engineering models) is given in Stieren and Stevens (2021). Examples of recent versions of top-down models are EFFWAKE (EFFWAKE is the name now assigned to the analytical model described in Emeis 2010 and Emeis 2018) and the model by Antonini and Caldeira (2021). The former considers thermal stability of the boundary layer in a non-rotating framework while the latter considers the Coriolis force in a neutral boundary layer. Only the first model gives an estimation of the farm-wake length as well. A general overview on wind-farm flows can be found in Porté-Agel et al. (2020).

Top-down models are an ideal tool to estimate the upper limit of extractable energy by large wind farms as well. This upper limit, which is relevant in designing sustainable global energy supply systems and in regional climate assessments, only depends on the ability of the atmosphere to produce kinetic energy from differential heating and to transport this kinetic energy downwards to the surface where wind farms are located. A very simple approach is given in Miller et al. (2015), and a more detailed three-layer approach (wind-farm layer, wind-farm canopy layer, and outer layer) can be found in Luzzatto-Fegiz and Caulfield (2018). Recently, Klaidon (2021) reviewed this not-yet-finally-solved issue. Numerical flow models which address the same topic are outside the scope of this paper. For recent achievements with numerical models see, e.g., Akhtar et al. (2021).

Although such top-down models are very simple, recent comparisons (Cañadillas et al. 2020; Platis et al. 2021a) have shown an astonishing overall agreement with respect to wind-farm efficiency and wind-farm wake length between EFFWAKE results and the first available in situ measurements over and behind larger offshore wind farms in the North Sea from aircraft within the framework of the WIPAFF (WInd PArk Far Field) experiment (Lampert et al. 2020; Platis et al. 2020).

Above-mentioned agreements have to be considered together with a longer list of limitations for top-down models. Without claiming to be complete, the list of assumptions comprises:

1. indefinitely large wind farms,
2. stationarity,
3. horizontal homogeneity,
4. wind turbines are small compared to the height of the boundary layer,
5. governing equations from different boundary-layer descriptions fit together,
6. vertical turbulent momentum flux is shear-driven only.

The purpose of this paper is to discuss these limitations and to assess the applicability of top-down wind farm models given the steady growth of wind turbines themselves and the size of wind farms. Simultaneously, this paper intends to cast a spotlight on an appealing encounter where long-standing very basic theoretical laws of the atmospheric boundary layer meet urgently wanted applications in a growing industrial issue.

2 A Short Model History and Characterization

Top-down approaches consider the wind farm either as an additional surface roughness or as an additional momentum sink at hub height that modifies the mean boundary-layer flow and turbulence. The first one-layer approach by Bossanyi et al. (1980) for the reduction of the wind speed in a large wind farm assumed a wind-speed-dependent turbine drag and a logarithmic layer, in which the wind farm is fully immersed and which also accounts for the momentum replenishment from above. Frandsen (1992) derived a two-layer model for the wind-speed reduction in the centre of a large wind farm by assuming a logarithmic wind profile below
hub height and the validity of the resistance law developed by Zilitinkevich (1975) above hub height. The germ for the EFFWAKE model was then created when Emeis and Frandsen (1993) reformulated the Frandsen (1992) model without making specific assumptions on the wind profiles in the two layers below and above hub height. The price paid for this simplification and generalization is the necessity to specify a length-scale ratio between the height difference between hub height and the height of the flow above which is undisturbed by the wind farm, \( \Delta z \), and the mixing length, \( l \). Emeis and Frandsen (1993) set this ratio as

\[
\frac{\Delta z}{l} = \frac{2}{\kappa} \approx 5,
\]

where \( \kappa = 0.4 \) is the von Kármán constant. Rooijmans (2004) then took the Emeis and Frandsen (1993) model, made it stability dependent by stipulating

\[
\frac{\Delta z}{l} = \phi_m + \frac{2}{\kappa}
\]

using the dimensionless shear \( \phi_m \) (Businger et al. 1971; Dyer 1974), and compared it to MM5 simulations (MM5 version 3.5, Dudhia et al. 2000), finding reasonable agreement.

Triggered by Rooijmans’ (2004) comparison, Emeis (2010) revised the Emeis and Frandsen (1993) model by not only using (2) but by also making the relation for the drag exerted by the surface underneath the wind farm stability dependent using the usual relations from surface-layer similarity theory. This was not included by Rooijmans (2004). In addition, an estimation of the length of the farm wake was added based on the same approach that momentum has to be replenished by turbulent motion from above. Finally, Emeis (2018) added turbine-induced turbulence to the Emeis (2010) model. This 2018 model version is now labelled EFFWAKE (Fig. 1). The large-scale forces in Fig. 1 are mainly the pressure gradient force and the Coriolis force (Antonini and Caldeira 2021).

Fig. 1 Schematic side view of the EFFWAKE model. Left: vertical fluxes and forces for the estimation of the farm efficiency, right: vertical fluxes and forces for the estimation of the wake length implying a flow from the left
The introduction of the turbine-induced turbulence required a reformulation of that part of the model which contained the mixing length. Now, the unspecified length-scale ratio $r_{ls}$ in the model formulation turns out to be the ratio

$$r_{ls} = \frac{h + \Delta z}{\Delta z} \approx 2,$$

where $h$ is the hub height of the turbines. This ratio is held constant in the EFFWAKE model, but it could be that it is stability dependent in the same way as (2). The constancy of this ratio (3) is also discussed in Platis et al. (2020), and some variation with stability from measured data is documented. The final equation for the reduced wind speed at hub height $R_t$ in an indefinitely large wind farm in the EFFWAKE model reads

$$R_t = \left( \frac{\phi_m c_{s,h} + r_{ls} I_{ueff}}{\phi_m c_{teff} + r_{ls} I_{ueff}} \right),$$

where $c_{s,h}$ is the stability-dependent surface drag felt at hub height $h$, $c_{teff}$ is the sum of surface drag and turbine drag, and $I_{ueff}$ is the turbulence intensity including the turbulence induced by the presence of the operating turbines. The ratio $R_t$ is less than unity and strongly depends on atmospheric stability. It takes the smallest value for strongly stable conditions, because then the vertical turbulent momentum fluxes governing the replenishment of momentum are smallest. This fits to the experimental results presented in Platis et al. (2021a) who showed values of $R_t$ of about 0.6 for stable conditions. Equation 4 demonstrates that the ability of the atmosphere to replenish the momentum extracted by the turbines is the limiting factor for the yield of large wind farms and not the exact number and layout of the turbines within the farm. For the assessment of the reduction of power obtainable from an indefinitely large wind farm we have to consider the third power of (4).

Recovery of wind speed in the wake $R_w$ turns out to be an exponential function in the EFFWAKE model

$$R_w(t) = \frac{u_{hw}(t)}{u_0} = 1 + (R_t - 1) \exp(-\alpha t),$$

where $u_{hw}$ is wind speed at hub height in the wake and $u_0$ is the undisturbed wind speed at hub height upstream of the wind farm. The factor governing the exponential function in (5), $\alpha = \kappa u_* h / \Delta z^2$ with the friction velocity $u_*$, is the stability-dependent and surface-roughness-dependent recovery coefficient ($u_*$ depends on these two properties). Due to the appearance of $\Delta z$ in this expression it is subject to the same constancy discussions as with reference to (3) above. Using $u_{hw}$, this time domain result can be translated into the spatial domain. The value of $R_w$ is less than unity but approaches unity with increasing distance from the leeward wind farm edge. For the recovery of the available power in the wake we have once again to take the third power of (5). Wake length is specified as the distance behind the farm where 95% of the undisturbed value is reached again. The full derivation of (4) and (5) can be found in Emeis (2018).

Flow features in a wind-farm wake should in principle have something in common with those in the lee of a forest canopy (Liu et al. 1996; Träumner et al. 2012), which is different from a pure flow transition over a roughness change from rough to smooth. But porosity of a wind turbine canopy is much larger than the porosity of a forest canopy so that no recirculation is found in the lee of wind farms. Actually, porosity is not a factor in analytical wind farm models. Only drag forces at the surface and at hub height reduce the atmospheric flow speed.
3 Assessment of the Limitations

The basic boundary-layer laws mentioned at the beginning of the introduction are simple, notwithstanding that the knowledge on the atmospheric boundary layer has increased dramatically over the last 50 years (this is more or less exactly the time span within which the late Sergej Zilitinkevich performed his scientific work). A very recent summary on the knowledge on the atmospheric boundary layer is given by Helbig et al. (2021). Here the six limitations listed in the Introduction are discussed in more detail.

3.1 Assumption of Indefinitely Large Wind Farms

The EFFWAKE model and other top-down models assume that a wind farm extends more or less indefinitely, i.e., the ratio \( l_{xy}/h \) tends to infinity, where \( l_{xy} \) is the characteristic horizontal extension of the wind farm. This implies that lateral momentum fluxes into the wind farm are negligible and that no outer zone of the farm is regarded where single wake effects are still relevant. This assumption simplifies the balance of forces considerably: the extraction of momentum by the turbines is completely balanced by the downward turbulent momentum flux in the atmospheric layer above hub height. In the EFFWAKE model a predetermined undisturbed wind speed at hub height or a predetermined geostrophic wind speed is considered as an unlimited momentum source and the downward turbulent momentum flux is the limiting factor. Antonini and Caldeira (2021) predetermine a pressure gradient force and a latitude-dependent Coriolis force as limiting factors. Klaidon (2021) even goes a step further and predetermines the ability of the atmosphere to produce kinetic energy from heat differences and sets this ability as an upper limit for the large-scale energy generation from the wind.

It is difficult to assess from which size onwards real wind farms can be regarded as indefinitely large. The occurrence of deep-array wake effects (Barthelmie and Jensen 2010) may be a good indicator for this. Usually, depending on the angle between wind direction and the orientation of turbine rows, five to ten rows of turbines are sufficient that the single turbine wakes start to merge to a common farm wake (see Fig. 2). When such a merger takes place, simple superposition strategies should no longer work, because single wakes no
longer have lateral outer boundaries through which momentum could entrain into the wake laterally. The above-mentioned experimental validations of the EFFWAKE model (Platis et al. 2020; Cañadillas et al. 2020) used data behind wind farms with eight to ten rows of turbines. Thus, seven to eight rows of turbines seem to be sufficient to apply a top-down model for estimating the farm efficiency in the farm interior and the wake length, i.e., the onset of deep-array effects seems to be a good indicator for the validity of the application of a top-down wind-farm model.

3.2 Assumption of Stationarity

Analytical wind-farm models have been formulated by stipulating a stationary balance between extracting and supplying forces. Thus, they do not work properly for non-stationary conditions, neither for developing synoptic weather situations nor for diurnal variations over land. Both time scales are related to the rotational time period of the Earth, $f^{-1}$, with $f$ being the Coriolis parameter. This means that analytical models work best for time scales larger than $f^{-1}$. But over land they should also be shorter than half a day which is roughly $\pi f^{-1}$. Therefore, for example, they cannot simulate bending wakes, which are often observed behind real offshore wind farms. This has to be kept in mind when comparing analytical model simulations with experimental data. Nevertheless, the impact of slowly evolving weather situations on large offshore wind farms can be approximated by a sequence of analytical farm model solutions initialized independently from each other with varying large-scale outer conditions.

3.3 Assumption of Horizontal Homogeneity

Analytical wind-farm models do not work properly in cases of horizontal inhomogeneity such as coast lines and internal boundary layers caused by such inhomogeneity, because there is only one downward momentum flux in the model, which is representative for the entire wind farm. This implies that $d/l_{xy}$ should be large, with $d$ being the distance to an upstream coast line or any other significant surface property change.

For the same reason, different farm layouts cannot be modelled with a top-down model. The only farm parameter known in the model is the overall drag exerted by the turbines. In the EFFWAKE model, this drag is computed from the number of turbines per unit area and the wind-speed-dependent thrust coefficient. This latter point is also the reason why the solution of a top-down model is wind direction independent. Wind-direction can only be considered indirectly by specifying different atmospheric stability for the simulations. Hence, typical weather patterns linked to different wind directions in a given area can be represented with a top-down model. This allows for, e.g., the construction of a farm-efficiency distribution or a wake-length distribution as function of atmospheric stability (an example of a wake-length distribution is shown in Emeis 2018), if a stability distribution as presented in Platis et al. (2021b), for example, is known.
3.4 Assumption on Turbine Height to Boundary-Layer Height Ratio

Top-down models make assumptions on the wind profile or at least on the surface drag (geostrophic drag law, Zilitinkevich 1975). This implies that the wind turbines are small compared with the height of the boundary layer, \( z_i \) (\( h/z_i < 1 \)), or even to the height of the surface layer, \( z_P \) (\( h/z_P < 1 \)) when the validity of the logarithmic wind profile is assumed for the layer above the turbines as well. This assumption was fulfilled to a large extent when these analytical models were developed for the first time 30–40 years ago, because at that time wind turbines were only up to a few tens of metres high.

The drag law also has some limitations in itself. For strong stable stratification, the geostrophic drag coefficient becomes independent of the surface friction, see (13) in Emeis and Zilitinkevich (1991). But also for not so extremely stable stratification the height of the stable boundary layer becomes so small (see, e.g., Zilitinkevich and Baklanov 2002) that the turbines extend above the stable-boundary-layer height.

For nearly neutral stratification the increase of the surface drag coefficient including the drag of the wind turbines is limited to about twice the pure surface drag coefficient, because otherwise the square root in the geostrophic drag law becomes imaginary (see (6) in Emeis and Zilitinkevich 1991). This limitation disappears for strongly unstable situations.

3.5 Assumption on Fitting Together Different Wind-Profile Descriptions

Surface-layer-similarity theories give height-dependent relations for wind speed (Businger et al. 1971; Dyer 1974); Ekman-based theories do so as well, but geostrophic drag laws (Zilitinkevich 1975) do not. The derivation of seamless vertical wind profiles has been investigated at least during the last two decades (see, e.g., fitting approaches for Prandtl and Ekman layer wind profiles in Etling 2002, Emeis et al. 2007, Gryning et al. 2007, and Peña et al. 2010). All these approaches need additional length scales, which are not easily at hand. The height of the Prandtl layer is needed for the matching of a surface-layer profile with an Ekman-layer profile in Etling (2002) and Emeis et al. (2007), or different forms of modified mixing lengths are needed in Gryning et al. (2007) and Peña et al. (2010) in order to create seamless profile descriptions. Although analytical wind-farm models do not explicitly use these rather complicated seamless vertical profiles, they do rely on the principal possibility of matching surface-layer relations below hub height with Ekman layer relations or the geostrophic drag law above hub height when formulating the equilibrium relation for wind speed at hub height. This does not circumvent the necessity for an additional length scale.

The open (and thus tunable) ratios (1) to (3) given above demonstrate that such a length scale—in this case the height difference \( \Delta z \)—is missing for this profile matching in the analytical models. Returning to one-layer solutions such as in Bossanyi et al. (1980) is no longer an option, because modern wind turbines extend over at least two layers.

3.6 Assumption on Turbulence Generation

Generally, the friction velocity is linked to vertical wind shear when closing the full set of equations of motion. This means that vertical profile laws and also the geostrophic drag law, which involve the friction velocity, are based on the presence and dominance of shear-driven turbulence, which in turn is responsible for vertical turbulent momentum fluxes. This assumption leads to problems in strongly stable conditions where well-defined turbulence is
no longer present (see Sect. 3.4 above), and in strongly unstable conditions where thermally driven turbulence dominates the shear-driven turbulence (see, e.g., Stull 1988).

### 3.7 Resumé of the Assumption Assessment

The above given assessment can be summarized by the statement that analytical top-down wind-farm models work best when the hub height, \( h \), of the turbines in the wind farm follows relations with the boundary-layer height, \( z_i \), the horizontal farm length scale, \( l_{xy} \), and the distance, \( d \), to the next upstream surface inhomogeneity as given in (6),

\[
h < z_i \quad \text{and} \quad h \ll l_{xy} < d, \tag{6}
\]

and when the considered time scale is larger than \( f^{-1} \) (but smaller than \( \pi f^{-1} \) for onshore wind farms) and the predominant turbulence responsible for turbulent momentum fluxes is shear-generated.

### 4 Additional Limitations: Global Blockage

The main purpose of analytical top-down wind-farm models is to estimate the annual energy production of larger wind farms by computing the overall power efficiency of such larger farms. A currently emerging second purpose is the estimation of wake effects (Platis et al. 2020), which is becoming increasingly important for the design and operation of larger clusters of wind farms in regions with limited areal resources. Layout issues within single wind farms have to be dealt with by using bottom-up analytical wind farm models as long as those farms are not too large and the nonlinear deep-array effects (Barthelmie and Jensen 2010) do not dominate the output parameters.

Likewise, farm efficiency and wake effects have been the focus of experimental studies so far. This applies to the first in situ aircraft experiment around North Sea offshore wind farms (Platis et al. 2020) as well. But there are also blockage effects (also known as induction zones or upstream wakes) of single turbines and turbines in larger wind farms, which have entered the discussion recently, and which are neither fully understood nor even covered in analytical models. Blockage effects related to the entire upstream edge of wind farms are also known as global blockage effects. Engineering standards (IEC 2005) still assume that flow reduction upstream is limited to two rotor diameters so that the upstream wind speed between two and four rotor diameters upstream could be considered as undisturbed (Segalini and Dahlberg 2019). Medici et al. (2011) present wind-tunnel data which show that the upstream blockage effect can be detected to more than three rotor diameters, and that the wind-speed reduction at two or four rotor diameters upstream could be considered as undisturbed. Bleeg et al. (2018) found from several experimental studies that the average wind-speed reduction two rotor diameters upstream is about 3.4%, and according to this source, the reduction at seven to ten rotor diameters upstream is still 1.9%. Global blockage is dependent on atmospheric stratification. From lidar measurements the largest blockage effect is found with stable stratification while the effect is vanishing within normal wind fluctuations with strong unstable conditions (Schneemann et al. 2021). Thus, global blockage is not a negligible effect and should be included in analytical wind-farm models.

The first attempts in including bottom-up models are described in Bleeg et al. (2018), Nygaard et al. (2020), and Forsting et al. (2021). A first comparison of such inclusions with a large-eddy simulation is described in Centurelli et al. (2021). This comparison shows that
bottom-up models have some difficulties in simulating global blockage since this blockage seems to involve nonlinear interactions with the atmospheric boundary layer (e.g., those interactions described in Smith 2010 and Allaerts and Meyers 2017) not included in bottom-up models.

Inclusion of blockage effects in top-down models such as EFFWAKE is not known to the author so far. Given the construction principle of top-down models, which defines the overall drag exerted by the turbines of a wind farm by the number of these turbines multiplied by the wind-speed-dependent thrust coefficient, an inclusion of the blockage effect can only be done by introducing additional dependencies of the turbine thrust coefficient, i.e., making it also stratification-dependent and mean turbine distance-dependent. This task definitely needs more data on blockage effects than is presently available. In particular, the part of global blockage related to nonlinear interactions with the atmospheric boundary layer and not with the electrical energy generation (Smith 2010; Allaerts and Meyers 2017; Centurelli et al. 2021) has to be analyzed more deeply before designing approaches which mirror global blockage in top-down models.

5 Short Application Example

Here, a demonstration of a possible application of a top-down model (here EFFWAKE) in the framework of future planning of offshore wind farms in the German part of the North Sea is given. The example foresees 100 turbines with a rated power of 15 MW per turbine at 11 m s$^{-1}$ wind speed to be deployed over an area of 150 km$^2$. This corresponds to an areal density of installed power of 10 MW km$^{-2}$. The assumed roughness of the sea surface is 0.0001 m. The cut-in wind speed is 3 m s$^{-1}$ and the cut-out wind speed is 25 m s$^{-1}$. The interval between these two wind speeds is divided into 22 wind speed bins with a constant bin width of 1 m s$^{-1}$. The EFFWAKE model is run 22 times with pre-described undisturbed wind speeds representing the centres of the chosen wind speed bins. The frequency by which these wind speed bins occurs is specified from a given wind statistic (extracted from the New European Wind Atlas; Hahmann et al. 2020; Dörenkämper et al. 2020), and the power curve of a hypothetical 15 MW wind turbine with hub height of 150 m and rotor diameter of 240 m is applied.

Taking the EFFWAKE results for neutral thermal stratification, farm efficiency starts at 0.57 for low wind speeds and increases to unity for incident wind speeds of 15.5 m s$^{-1}$ and above. This leads to an overall efficiency of this wind farm of 0.80 (this efficiency compares the total output of a wind farm with a given number of wind turbines to the output of the same number of isolated wind turbines), 4361 full load hours, and an annual energy production of 6.542 TWh, i.e., on the average each turbine produces 0.065 TWh per year. Repeating the calculation for a farm with 90 such turbines deployed to the same area (i.e., an areal density of installed power of 9 MW km$^{-2}$) leads for neutral stability to a slightly higher overall farm efficiency of 0.81, 4416 full load hours, and an annual energy production of 5.961 TWh. This mean each turbine produces 0.066 TWh per year on average. The reported efficiencies of 0.80 and 0.81 are lower bounds for very large farms with the specified density of installed power. Real farms with 90–100 turbines perform marginally better, because the turbines at the upwind edge are not subject to wakes. But larger farms with more turbines come closer to these values. The simulation could be made even more realistic if a thermal
stability distribution is supplied for each wind-speed bin and the available respective non-neutral values are taken from the EFFWAKE simulations as well. Unfortunately, stability distributions were not available for the above example.

Computations such as those in the above example can be made to design optimum wind farms from energetic and economic constraints. The latter constraint comes in when a price per turbine is specified. In the above example, more energy per unit area is harvested in the 10 MW km$^{-2}$ wind farm, whereas more energy per installed turbine is harvested in the 9 MW km$^{-2}$ wind farm. As the overall German annual net electricity generation (https://energy-charts.info) is in the order of 500 TWh, this means that, hypothetically, roughly 80 to 85 such offshore power plants would meet this generation demand, if appropriate energy storage devices were available. A further discussion of a secure energy supply is beyond the scope of this paper.

6 Conclusion

Notwithstanding the above discussed simplifications, assumptions, and deficiencies, analytical wind-farm models remain ‘first-assessment’ tools in the wind energy industry, as they do not need much computer resources. For deeper analyses they have to be followed by more detailed simulations with scale-interacting computational wind engineering models, computational fluid dynamics models, or mesoscale meteorological models (see, e.g., Emeis 2015). Inclusion of recently detected important influencing processes on the annual estimated production of wind turbines and wind farms such as global blockage (Sect. 4) remains a challenge and will—if successful—help to keep these first-assessment tools up to date. The inclusion of global-blockage effects also requires a scientific analysis of whether and how deep-array effects and global-blockage effects overlap. This last issue does not seem to have been addressed in the literature so far.

The basic similarity theories for the atmospheric boundary layer derived by Sergej Zilitinkevich and his contemporaries have us brought very far, even in fields of direct application. The analytical models used in wind energy meteorology today are a very good example for this.

7 Tribute to Sergej Zilitinkevich

The author is happy to have had the opportunity of extensive discussions with the late Sergej Zilitinkevich in 1990 and 1991. Sergej Zilitinkevich visited the Institute of Meteorology and Climate Research of the then Technical University of Karlsruhe in 1990 where the author was working as a post doc on numerically simulating form drag exerted by orographic features on the atmospheric boundary layer (Emeis 1987, 1990). The boundary-layer expertise of Sergej Zilitinkevich very much supported the description of this form drag in terms of internal and external boundary-layer parameters.

The second fruitful encounter with Sergej Zilitinkevich happened during a stay of the author at the Wind Energy Institute of the then Risø National Laboratory near Roskilde, Denmark. It was at this stay in Denmark when the author first got in contact with wind energy meteorology and the very first ideas of the EFFWAKE model emerged from parallel discussions with the late Sten Frandsen of Risø National Laboratory and Sergej Zilitinkevich.
The primary outcomes of these discussions are documented in Emeis and Zilitinkevich (1991) and Emeis and Frandsen (1993).
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