Abstract

Graphs have become increasingly popular in modeling structures and interactions in a wide variety of problems during the last decade. Graph-based clustering and semi-supervised classification techniques have shown impressive performance. This paper proposes a graph learning framework to preserve both the local and global structure of data. Specifically, our method uses the self-expressiveness of samples to capture the global structure and adaptive neighbor approach to respect the local structure. Furthermore, most existing graph-based methods conduct clustering and semi-supervised classification on the graph learned from the original data matrix, which doesn’t have explicit cluster structure, thus they might not achieve the optimal performance. By considering rank constraint, the achieved graph will have exactly $c$ connected components if there are $c$ clusters or classes. As a byproduct of this, graph learning and label inference are jointly and iteratively implemented in a principled way. Theoretically, we show that our model is equivalent to a combination of kernel k-means and k-means methods under certain condition. Extensive experiments on clustering and semi-supervised classification demonstrate that the proposed method
outperforms other state-of-the-art methods.
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1. Introduction

As a natural way to represent structure or connections in data, graphs have broad applications including world wide web, social networks, information retrieval, bioinformatics, computer vision, natural language processing, and many others. Some special cases of graph algorithms, such as graph-based clustering [1, 2], graph embedding [3], graph-based semi-supervised classification [4], signal processing [5], have attracted increasing attention in the recent years.

Clustering refers to the task of finding subsets of similar samples and grouping them together, such that samples in the same cluster would share high similarity to each other, whereas samples in different groups are dissimilar [6, 7]. By leveraging a small set of labeled data, semi-supervised classification aims at determining the labels of a large collection of unlabeled samples based on relationships among the samples [8]. In essence, both clustering and semi-supervised classification algorithms are trying to predict labels for samples [9]. As fundamental techniques in machine learning and pattern recognition, they have been facilitating various research fields and have been extensively studied.

Among numerous clustering and semi-supervised classification methods developed in the past decades, graph based techniques often provide impressive performance. In general, these methods consist of two key steps. First, an affinity graph is constructed from all data points to represent the similarity among the samples. Second, spectral clustering [10] algorithm or label propagation [11] method is utilized to obtain the final labels. Therefore, the start step of building graph might heavily impact the subsequent step and finally lead to suboptimal performance. Since underlying structures of data are often unknown in advance, this pose a major challenge for graph construction. Consequently, the final result might be far from optimal. Unfortunately, constructing a good graph that
best captures the essential data structure is still known to be fundamentally challenging [12].

The existing strategies to define adjacency graph can be roughly divided into three categories: a) the metric based approaches, which use some functions to measure the similarity among data points [13], such as Cosine, Euclidean distance, Gaussian function; b) the local structure approaches, which induce the similarity by representing each datum as a linear combination of local neighbors [14] or learning a probability value for two points as neighbors [15]; c) the global self-expressiveness property based approaches, which encode each datum as a weighted combination of all other samples, i.e., its direct neighbors and reachable indirect neighbors [16, 17]. The traditional metric based approaches and the local neighbor based methods depend upon the selection of metric or the local neighborhood parameter, which heavily influence final accuracy. Hence, they are not reliable in practice [18].

On the other hand, adaptive neighbor [15] and self-expressiveness approaches [19, 20] automatically learn graph from data. As a matter of fact, they share a similar spirit as locality preserve projection (LPP) and locally linear embedding (LLE), respectively. Different from LPP and LLE, they don’t specify the neighborhood size and predefine the similarity graph. In realistic applications, they enjoy several benefits. First, automatically determining the most informative neighbors for each data point will avoid the inconsistent drawback in widely used $k$-nearest-neighborhood and $\epsilon$-nearest-neighborhood graph construction techniques, which provide unstable performance with respect to different $k$ or $\epsilon$ values [21]. Second, they are independent of measure metric, while traditional methods are often data-dependent and sensitive to noise and outliers [22]. Third, they can tackle data with structures at different scales of size and density [23]. Therefore, they are preferred in practice. For example, [24] performs dimension reduction and graph learning based on adaptive neighbor in a unified framework.

Nevertheless, they emphasize different aspects of data structure information, i.e., local and global, respectively. As demonstrated in many problems, such as
dimension reduction \cite{25}, feature selection \cite{26}, semi-supervised classification \cite{27}, clustering \cite{14}, local and global structure information are both important to algorithm performance since they can provide complementary information to each other and thus enhance the performance. In the paper, we combine them into a unified framework for graph learning task.

Moreover, most existing graph-based methods conduct clustering and semi-supervised classification on the graph learned from the original data matrix, which doesn’t have explicit cluster structure, thus they might not achieve the optimal performance. For example, the seminal work \cite{20} assumes a low-rank structure of graph, whose solution might not be optimal due to the bias of nuclear norm \cite{28}. Ideally, the achieved graph should have exactly $c$ connected components if there are $c$ clusters or classes. Most existing methods fail to take this information into account. In this paper, we consider rank constraint to meet this requirement. As an extension to our previous work \cite{22}, we establish the theoretical connection of our clustering model to kernel k-means and k-means and consider semi-supervised classification application. As an added bonus, graph learning and label inference are seamlessly integrated into a unified objective function. This is quite different from traditional ways, where graph learning and label inference are performed in two separate steps, which easily lead to suboptimal results. To overcome the limitation of single kernel method, we further extend our model to accommodate multiple kernels.

Though there are many other lines of research on graph. For instance, \cite{29} discusses the transformation issue; \cite{30} introduces a fitness metric to learn the adjacency matrix; \cite{31} focuses on the graph that is sampled from a graphon. Different from them, this work aims to learn a graph that has explicit cluster structure. In particular, the number of clusters/classes is employed as a prior knowledge to enhance the quality of graph, which leads to improved performance of clustering and semi-supervised classification. Additionally, graph neural networks (GNN) has gained increasing popularity recently \cite{32}. The main difference between GNN and our method is that GNN targets to process a graph that is already available in existing data, while our method is designed to learn
a good graph from feature data for further processing. Hence, our method and GNN focus on different types of data. In practice, feature data is more common than graph data. From this point of view, our method could be useful for GNN applications when the graph is not available or the graph has low quality. As a matter of fact, how to refine the graph used in GNN is a promising research direction.

To sum up, the main contributions of this paper are:

1. The similarity graph and labels are adaptively learned from the data by preserving both global and local structure information. By leveraging the interactions among them, they are mutually reinforced towards an overall optimal solution.

2. Theoretical analysis shows the connections of our model to kernel k-means, k-means, and spectral clustering methods. Our framework is more general than k-means and kernel k-means. At the same time, it solves the graph construction challenge of spectral clustering.

3. Based on our method with a single kernel, we further extend our model into an integrated framework which can simultaneously learn the similarity graph, labels, and the optimal combination of multiple kernels. Each subtask can be iteratively boosted by using the results of the others.

4. Extensive experiments on real-world data sets are conducted to testify the effectiveness and advantages of our framework over other state-of-the-art clustering and semi-supervised classification algorithms.

The rest of the paper is organized as follows. Section 2 introduces the proposed clustering method based on a single kernel. In Section 3, we show the theoretical analysis of our model. An extended model with multiple kernel learning ability is provided in Section 4. Clustering and semi-supervised classification experimental results and analysis are presented in Section 5 and 6, respectively. Section 7 draws conclusions.

Notations. Given a data set \( X \in \mathbb{R}^{n \times m} \) with \( m \) features and \( n \) instances, its \( i \)-th sample and \((i, j)\)-th element are denoted by \( x_i \in \mathbb{R}^{m \times 1} \) and \( x_{ij} \), respectively.
The $\ell_2$-norm of $x_i$ is denoted as $\|x_i\| = \sqrt{x_i^T \cdot x_i}$, where $T$ means transpose. The definition of squared Frobenius norm is $\|X\|_F^2 = \sum_{ij} x_{ij}^2$. $I$ represents the identity matrix and $\mathbf{1}$ denotes a column vector with all the elements as one. $Tr()$ is the trace operator. $0 \leq Z \leq 1$ indicates that elements of $Z$ are in the range of $[0, 1]$.

2. Structured Graph Learning with Single Kernel

In this section, we first review local and global structure learning, then describe our model and its optimization.

2.1. Local Structure Learning

It is reasonable to assume that the similarity $z_{ij}$ between the $i$-th sample $x_i$ and the $j$-th sample $x_j$ is big if distance $\|x_i - x_j\|^2$ is small. Intuitively, we follow the adaptive neighbor approach [15] to have the following objective function:

$$\min_{z_i} \sum_{j=1}^{n} \left( \|x_i - x_j\|^2 z_{ij} + \alpha z_{ij}^2 \right) \quad s.t. \quad z_i^T \mathbf{1} = 1, \quad 0 \leq z_{ij} \leq 1,$$

where $\alpha$ is a tuning parameter and it can be computed in advance as we show later. By solving above problem, we obtain a graph matrix $Z \in \mathbb{R}^{n \times n}$, which characterizes the pairwise relationships among samples.

Define $d^x_{ij} = \|x_i - x_j\|^2 = x_i^T x_i + x_j^T x_j - 2x_i^T x_j$, then its corresponding matrix is $D^x = \text{Diag}(XX^T)\mathbf{1}\mathbf{1}^T + \mathbf{1}\mathbf{1}^T \text{Diag}(XX^T) - 2XX^T$, where $\text{Diag}(XX^T)$ is a diagonal matrix with the diagonal elements of $XX^T$. Thus [1] can be reformulated in matrix format as:

$$\min_Z Tr(Z^T D^x) + \alpha \|Z\|_F^2 \quad s.t. \quad Z^T \mathbf{1} = 1, \quad 0 \leq Z \leq 1. \quad (2)$$

The achieved graph $Z$ from (2) will capture the local structure information. Since choosing local neighbors may lead to disjoint components and incorrect neighbors, we advocate to preserve global neighborhoods.
2.2. Global Structure Learning

Self-expressive property has been applied to many applications and demonstrates its capability in capturing the global structure of data \[33, 34\]. In particular, subspace clustering is built on this property to learn an adjacency matrix \[35, 23, 19\]. It assumes that each data point can be linearly reconstructed from weighted combinations of all other data points, i.e., its direct neighbors and reachable indirect neighbors. The weight coefficient matrix \(Z\) also behaves like similarity matrix, since the weight \(z_{ij}\) should be big if \(x_i\) and \(x_j\) are similar. In mathematical language, this problem is written as:

\[
\min_Z \|X^T - X^T Z\|_F^2 + \alpha f(Z) \quad \text{s.t. } Z^T 1 = 1, \quad 0 \leq Z \leq 1.
\]  

(3)

where \(f(Z)\) is a regularizer on \(Z\). For simplicity, squared Frobenius norm of \(Z\) is adopted in this paper. As a result, (3) will learn the graph matrix by following the distribution of the data points, which will reflect the global relationships.

It is easy to see that (3) is a linear model and assumes that data points are drawn from a union of subspaces. Hence, it may not work well when data points reside in a union of manifolds. As we know, nonlinear data display linearity if mapped to an implicit, higher-dimensional space \[36, 37\]. Therefore, we extend (3) to kernel representation through transformation \(\phi\), then \(K_{ij} = \langle \phi(x_i), \phi(x_j) \rangle\). It yields:

\[
\min_Z \text{Tr}(K - 2KZ + Z^T KZ) + \alpha f(Z) \quad \text{s.t. } Z^T 1 = 1, \quad 0 \leq Z \leq 1.
\]  

(4)

(4) will recover the nonlinear relationships in the raw space.

To make use of possible complementary information provided by the local structure and the global structure of the samples, we combine (2) and (4) into a single unified objective function:

\[
\min_Z \text{Tr}(K - 2KZ + Z^T KZ) + \text{Tr}(Z^T D^x) + \alpha \|Z\|_F^2 \quad \text{s.t. } Z^T 1 = 1, \quad 0 \leq Z \leq 1.
\]  

(5)
As a consequence, Equation (5) will provide a graph matrix $Z$ that respects the global and local structure hidden in the data. However, $Z$ doesn’t display an explicit cluster structure, thus it may not produce the optimal performance. Specifically, we expect that the connections among data samples from different classes are as weak as possible; whereas the connections among data points within the same class are as strong as possible. Ideally, the achieved graph should have exactly $c$ connected components if there are $c$ clusters or classes, i.e., $Z$ is block diagonal (with proper permutations) in which each block is connected and corresponds to data samples from the same class.

2.3. Structured Graph Learning

To achieve the desired structure of graph matrix $Z$, we impose constraint on the rank of its Laplacian, which is defined as $L = D - \frac{Z + Z^T}{2}$, where $D \in \mathbb{R}^{n \times n}$ is the diagonal degree matrix with $d_{ii} = \sum_j \frac{z_{ij} + z_{ji}}{2}$. Concretely, we are based on the following important theorem [16].

**Theorem 1.** The multiplicity $c$ of the eigenvalue 0 of the Laplacian matrix $L$ is equal to the number of connected components in the graph associated with $Z$.

Theorem 1 indicates that $\text{rank}(L) = n - c$ if $Z$ contains exactly $c$ connected components. Thus our proposed **Structured Graph learning framework with Single Kernel (SGSK)** is:

$$
\begin{align*}
\min_Z & \quad \text{Tr}(K - 2KZ + Z^T KZ) + \text{Tr}(Z^T D^2) + \alpha \|Z\|_F^2 \\
\text{s.t.} & \quad Z^T 1 = 1, \quad 0 \leq Z \leq 1, \quad \text{rank}(L) = n - c.
\end{align*}
$$

(6)

The problem (6) seems very difficult to solve since $L$ also depends on $Z$. In the next subsection, we will design a novel algorithm to solve this problem.

2.4. Optimization

Let $\sigma_i(L)$ denotes the $i$-th smallest eigenvalue of $L$. Since $L$ is positive semi-definite, we have $\sigma_i(L) \geq 0$. Then $\text{rank}(L) = n - c$ means $\sum_{i=1}^c \sigma_i(L) = 0$. The
problem (6) is equivalent to the following problem for a large enough \( \gamma \):

\[
\min_{Z} \operatorname{Tr}(K - 2KZ + Z^T KZ) + \operatorname{Tr}(Z^T D^x) + \alpha \|Z\|_F^2 + \gamma \sum_{i=1}^{c} \sigma_i(L) \\
\text{s.t.} \quad Z^T 1 = 1, \quad 0 \leq Z \leq 1.
\]

(7)

According to the Ky Fan’s Theorem [16], we have:

\[
\sum_{i=1}^{c} \sigma_i(L) = \min_{P^T P = I} \operatorname{Tr}(P^T LP),
\]

where \( P \in \mathbb{R}^{n \times c} \) is the cluster/label matrix. Therefore, the problem (7) can be reformulated as:

\[
\min_{Z,P} \operatorname{Tr}(K - 2KZ + Z^T KZ) + \operatorname{Tr}(Z^T D^x) + \alpha \|Z\|_F^2 + \gamma \operatorname{Tr}(P^T LP) \\
\text{s.t.} \quad Z^T 1 = 1, \quad 0 \leq Z \leq 1, \quad P^T P = I.
\]

(9)

Then we can solve problem (9) using an alternating optimization strategy.

When \( Z \) is fixed, the problem (9) becomes:

\[
\min_{P^T P = I} \operatorname{Tr}(P^T LP).
\]

(10)

The optimal solution \( P \) is formed by the \( c \) eigenvectors of \( L \) corresponding to the \( c \) smallest eigenvalues.

When \( P \) is fixed, the problem (9) becomes:

\[
\min_{Z} \operatorname{Tr}(K - 2KZ + Z^T KZ) + \operatorname{Tr}(Z^T D^x) + \alpha \|Z\|_F^2 + \\
\gamma \operatorname{Tr}(P^T LP) \\
\text{s.t.} \quad Z^T 1 = 1, \quad 0 \leq Z \leq 1.
\]

(11)

According to the property of Laplacian matrix, we have the following equation:

\[
\sum_{i,j} \frac{1}{2} \|P_{i:} - P_{j:}\|^2 z_{ij} = \operatorname{Tr}(P^T LP)
\]

(12)

Based on it, the problem (11) can be rewritten in the vector form as:

\[
\min_{z_i} z_i^T (\alpha I + K) z_i + [(d_i^x + \frac{\gamma}{2} d_i^p)^T - 2K_i:] z_i \\
\text{s.t.} \quad z_i^T 1 = 1, \quad 0 \leq z_{ij} \leq 1.
\]

(13)
Algorithm 1 The algorithm of SGSK

**Input:** Kernel matrix $K$, parameter $\gamma > 0$, $\alpha$.

**Initialize:** Random matrix $Z$.

**REPEAT**

1. Calculate $P$ as the $c$ smallest eigenvectors of $L = D - \frac{Z + Z^T}{2}$.
2. For each $i$, update the $i$-th column of $Z$ according to (13).

**UNTIL** stopping criterion is met.

where we denote $d^i_j \in \mathbb{R}^{n \times 1}$ as a vector with the $j$-th element $d^i_{j} = \|P_i - P_j\|^2$.

Note that the nearest neighbors to any data point $x_i$ are not steady and they change in each iteration. Thus the neighbors are learned adaptively here, which is quite different from traditional approaches. Problem (13) can be solved in parallel by various quadratic programming packages.

We can observe that when graph $Z$ is given, our algorithm solves a spectral clustering problem; when $P$ is known, our algorithm learns graph to well respect the local and global structure of the data under the guidance of the cluster structure. For clarity, the complete procedure is outlined in Algorithm 1.

### 2.5. Convergence Analysis

SGSK is solved in an alternative way, the optimization procedure will monotonically decrease the objective function value of the problem in (9) in each iteration [38]. Since the objective function has a lower bound, such as zero, the above iteration converges.

### 2.6. Determination of Parameter $\alpha$

In our proposed model, parameter $\alpha$ controls the balance between the trivial solution ($\alpha = 0$) and the uniform distribution ($\alpha = \infty$). To alleviate computational burden, a sparse $z_i$, i.e., only $x_i$' closest neighbors are connected to $x_i$, is expected for local structure learning. Motivated by this, we introduce a practical way to set $\alpha$ value.
For subproblem (1), its corresponding Lagrangian function is

\[(d^x_i)^T z_i + \alpha_i z_i^T z_i - \beta (z_i^T 1 - 1) - \rho_i^T z_i,\]

where $\beta$ and $\rho_i$ are the Lagrangian multipliers. For each $i$, we introduce a parameter $\alpha_i$. By Karush-Kuhn-Tucker (KKT) condition, we have

\[z_{ij} = \left(\frac{\beta - d^x_{ij}}{2\alpha_i}\right)_+ \quad (15)\]

Considering the constraint $z_i^T 1 = 1$, we have

\[\sum_{j=1}^k \left(\frac{\beta - d^x_{ij}}{2\alpha_i}\right) = 1 \Rightarrow \beta = \frac{2\alpha_i + \sum_{j=1}^k d^x_{ij}}{k} \quad (16)\]

To keep $k$ nonzero components, we can have $z_{ik} > 0$ and $z_{i,k+1} = 0$ if we sort each row of $D^x$ in ascending order denoted by $d^x_{i1}, d^x_{i2}, \cdots, d^x_{in}$. Then the following inequalities hold

\[\begin{cases} 
\frac{\beta - d^x_{ik}}{2\alpha_i} > 0 & \text{for } k' = 1, \cdots, k \\
\frac{\beta - d^x_{i,k''}}{2\alpha_i} \leq 0 & \text{for } k'' = k+1, \cdots, n.
\end{cases} \quad (17)\]

Inserting the $\beta$ value, we have the following inequality for $\alpha_i$:

\[\frac{k}{2} d^x_{ik} - \frac{1}{2} \sum_{j=1}^k d^x_{ij} < \alpha_i \leq \frac{k}{2} d^x_{i,k+1} - \frac{1}{2} \sum_{j=1}^k d^x_{ij} \quad (18)\]

This range of $\alpha_i$ values will make sure $z_i$ has exactly $k$ nonzero elements. For convenience, we set $\alpha_i = \frac{k}{2} d^x_{i,k+1} - \frac{1}{2} \sum_{j=1}^k d^x_{ij}$. Then, the average number of nonzero elements in each row of $Z$ is close to $k$ if we set $\alpha_i$ to be the mean value of $\alpha_1, \alpha_2, \cdots, \alpha_n$. That is,

\[\alpha = \frac{1}{n} \sum_{i=1}^n \left(\frac{k}{2} d^x_{i,k+1} - \frac{1}{2} \sum_{j=1}^k d^x_{ij}\right). \quad (19)\]

In this way, we can avoid tuning $\alpha$ blindly and instead we search the neighborhood size $k \in (0, n]$. 
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3. Theoretical Connection

3.1. Connection to Kernel K-means and K-means Clustering

**Theorem 2.** When $\alpha \to \infty$, the proposed SGSK model is equivalent to a combination of kernel k-means and k-means problems.

**Proof.** As aforementioned, the constraint $\text{rank}(L) = n - c$ in (6) will make $Z$ block diagonal. Suppose $Z_i \in \mathcal{R}^{n_i \times n_i}$ is the similarity graph matrix of the $i$-th component, where $n_i$ is the number of data samples in this component. Then problem (6) can be written for each $i$:

$$
\min_{Z_i} \|\phi(X_i) - \phi(X_i)Z_i\|^2_F + \text{Tr}(Z_i^T D_x^r) + \alpha \|Z_i\|^2_F
$$

s.t. $Z_i^T \mathbf{1} = 1, \ 0 \leq Z_i \leq 1,$

(20)

where $X_i$ consists of the points in the $Z_i$. When $\alpha \to \infty$, the above problem becomes:

$$
\min_{Z_i} \|Z_i\|^2_F \quad \text{s.t.} \quad Z_i^T \mathbf{1} = 1, \ 0 \leq Z_i \leq 1.
$$

(21)

The solution is all elements in $Z_i$ are with the same value $\frac{1}{n_i}$.

Therefore, when $\alpha \to \infty$, the solution to problem (6) is:

$$
z_{ij} = \begin{cases} 
\frac{1}{n_k}, & \text{if } x_i \text{ and } x_j \text{ are in the same } k\text{-th component} \\
0, & \text{otherwise}
\end{cases}
$$

(22)

Denote the solution set of this form as $C$. We can see that $\|Z\|^2_F = c$ and $Z \mathbf{1} = 1^T Z = \mathbf{1}$. Thus (6) can be written as:

$$
\min_{Z \in C} \sum_i \|\phi(x_i) - \phi(X)z_i\|^2 + \text{Tr}(Z^T D^r)
$$

(23)

For the first term, it is easy to deduce that $\phi(X)z_i$ is the mean of cluster $c_i$ in the kernel space. Therefore, the first term in (23) is exactly the kernel k-means.

For the second term in (23), we first introduce the centering matrix, i.e., $H = I - \frac{1}{n} \mathbf{1}\mathbf{1}^T$. It is obvious that $H \mathbf{1} = \mathbf{0}$ and also $\mathbf{1}^T H = 0$. It can be shown that $H D^r H = -2 HXX^T H$. Moreover, $\text{Tr}(Z^T D^r) = \text{Tr}(D^r Z) = \text{Tr}(HD^r HZ) +$
\[ \frac{1}{n} \mathbf{1}^T D^x \mathbf{1} \]. Therefore, we have

\[
\begin{align*}
\min_{Z \in \mathcal{C}} \text{Tr}(Z^T D^x) & \iff \min_{Z \in \mathcal{C}} \text{Tr}(HD^x HZ) \\
\iff \max_{Z \in \mathcal{C}} \text{Tr}(HX^T HX) & \iff \max_{Z \in \mathcal{C}} \text{Tr}(X^T HZH X) \\
\iff \min_{Z \in \mathcal{C}} \text{Tr}(X^T H(I - Z)HX) & \iff \min_{Z \in \mathcal{C}} \text{Tr} (S_w)
\end{align*}
\]

which is exactly the problem of k-means. Here, \( S_w \) is the so-called within-class scatter matrix.

Therefore, our proposed model is to solve a combination of kernel k-means and k-means clustering problems when \( \alpha \to \infty \). When \( \alpha \) is not very large, our model becomes a generalization of kernel k-means and k-means, so it can partition data of an arbitrary shape.

3.2. Connection to Spectral Clustering

With a prespecified graph \( Z \), spectral clustering solves the following problem:

\[
\min_{P^T P = I} \text{Tr}(P^T LP).
\]

In general, \( Z \) does not have exactly \( c \) connected components and \( P \) may not be optimal. Unlike existing spectral clustering method, \( Z \) is not predefined in (10). Also, \( Z \) is achieved by incorporating cluster/class structure. \( Z \) and \( P \) are learned simultaneously in a coupled way, so that collaboratively improve each of them. This results in overall optimal solutions, which are confirmed by our experiments.

4. Structured Graph Learning with Multiple Kernel

The only input for our proposed model (9) is kernel \( K \). It is well known that the performance of kernel method is strongly dependent on the selection of kernel. It is also time consuming and impractical to exhaustively search the optimal kernel. Multiple kernel learning (39) which lets an algorithm do the
picking or combination from a set of candidate kernels is an effective way to tackle this issue. Here we present an approach to identify a suitable kernel or construct a consensus kernel from a pool of predefined kernels.

Transforming and concatenating $r$ kernel spaces with different weights $\sqrt{w_i}(w_i \geq 0)$, we have $\tilde{\phi}(x) = [\sqrt{w_1}\phi_1(x), \sqrt{w_2}\phi_2(x), ..., \sqrt{w_r}\phi_r(x)]^T$. Then the combined kernel $K_w$ becomes

$$K_w(x, y) = <\tilde{\phi}_w(x), \tilde{\phi}_w(y)> = \sum_{i=1}^r w_i K^i(x, y). \tag{26}$$

Replacing single kernel with combined kernel, we obtain our proposed Structured Graph learning framework with Multiple Kernel (SGSK) as:

$$\min_{Z, P, w} \text{Tr}(K_w - 2K_w Z + Z^T K_w Z) + \text{Tr}(Z^T D Z) + \alpha \|Z\|_F^2 + \gamma \text{Tr}(P^T L P), \tag{27}$$

s.t. $Z^T 1 = 1, \quad 0 \leq Z \leq 1, \quad P^T P = I,$

$$K_w = \sum_{i=1}^r w_i K^i, \quad \sum_{i=1}^r \sqrt{w_i} = 1, \quad w_i \geq 0. \tag{28}$$

4.1. Optimization

We can iteratively solve $Z$, $P$, and $w$, so that each of them will be adaptively refined by the results of the other two.

When $w$ is fixed, we can directly calculate $K_w$, and the optimization problem goes back to (9). We can update $Z$ and $P$ by following Algorithm 1 with $K_w$ as the input kernel.

When $Z$ and $P$ are known, solving (27) with respect to $w$ can be rewritten as:

$$\min_w \sum_{i=1}^r w_i h_i \quad \text{s.t.} \quad \sum_{i=1}^r \sqrt{w_i} = 1, \quad w_i \geq 0, \tag{28}$$

where

$$h_i = \text{Tr}(K^i - 2K^i Z + Z^T K^i Z). \tag{29}$$

The Lagrange function corresponding to (28) is

$$\mathcal{J}(w) = w^T h + g(1 - \sum_{i=1}^r \sqrt{w_i}). \tag{30}$$
According to the KKT condition, we require $\frac{\partial J(w)}{\partial w_i} = 0$. Then, $w$ has the following expression:

$$w_i = (h_i \sum_{j=1}^{r} \frac{1}{h_j})^{-2}. \tag{31}$$

In summary, our algorithm for solving (27) is provided in Algorithm 2.

**Algorithm 2** The algorithm of SGMK

**Input:** Kernel matrices $\{K^i\}_{i=1}^{r}$, parameter $\gamma > 0$, $\alpha$.

**Initialize:** Random matrix $Z$, $w_i = 1/r$.

**REPEAT**

1. Compute $K_w$ by (26).
2. Calculate $P$ as the $c$ smallest eigenvectors of $L = D - \frac{Z + Z^T}{2}$.
3. For each $i$, update the $i$-th column of $Z$ according to (13).
4. Compute $h$ by (29).
5. Calculate $w$ by (31).

**UNTIL** stopping criterion is met.

4.2. **Extend to Semi-supervised Classification**

Model (6) also lends itself to semi-supervised classification. Graph construction and label inference are two fundamental stages in semi-supervised learning (SSL). Solving two separate problems only once is suboptimal since label information is not exploited when learning the graph. SGMK unifies these two fundamental components into a unified framework. Then the given labels and estimated labels will be utilized to build the graph and to predict the unknown labels.

Based on a similar approach, we can reformulate SGMK for semi-supervised
classification as:

\[
\min_{Z,P,w} \text{Tr}(K_w - 2K_wZ + Z^TK_wZ) + \text{Tr}(Z^TDx) + \alpha \|Z\|_F^2
\]

\[+ \gamma \text{Tr}(P^TLP)\]

s.t. \(Z^T1 = 1, \quad 0 \leq Z \leq 1, \quad P_l = Y_l,\]

\[K_w = \sum_{i=1}^r w_iK_i, \quad \sum_{i=1}^r \sqrt{w_i} = 1, \quad w_i \geq 0,\]

\[(32)\]

where \(Y_l = [y_1, \cdots, y_l]^T\) denote the label matrix. \(y_i \in \mathbb{R}^{c \times 1}\) and \(l\) is the number of labeled points. \(y_i\) is one-hot and \(y_{ij} = 1\) indicates that the \(i\)-th sample belongs to the \(j\)-th class. (32) can be solved in the same procedure as (27), the only difference is updating \(P\).

For convenience, we rearrange all the points and put the unlabeled \(u\) points in the back, e.g., \(P = [Y_l; P_u]\). To solve \(P\), we take the derivative of (32) with respect to \(P\), we have \(LP = 0\), i.e.,

\[
\begin{bmatrix}
L_{ll} & L_{lu} \\
L_{ul} & L_{uu}
\end{bmatrix}
\begin{bmatrix}
Y_l \\
P_u
\end{bmatrix}
= 0.
\]

Then \(P_u = -L_{uu}^{-1}L_{ul}Y_l.\) Finally, the class label for unlabeled points could be assigned according to following decision rule:

\[
y_i = \arg\max_j P_{ij}.\]

\[(33)\]

5. Clustering Experiments

In this section, we demonstrate the effectiveness of our proposed method on clustering application.

5.1. Data Sets

We implement experiments on eight publicly available data sets. The statistics information of these data sets is summarized in Table. Specifically, the first
Table 1: Description of the data sets

|      | # instances | # features | # classes |
|------|-------------|------------|-----------|
| YALE | 165         | 1024       | 15        |
| JAFFE| 213         | 676        | 10        |
| ORL  | 400         | 1024       | 40        |
| AR   | 840         | 768        | 120       |
| BA   | 1404        | 320        | 36        |
| TR11 | 414         | 6429       | 9         |
| TR41 | 878         | 7454       | 10        |
| TR45 | 690         | 8261       | 10        |

five data sets include four face databases (ORL\(^1\), YALE\(^2\), AR\(^3\), and JAFFE\(^4\)) and a binary alpha digits data set BA\(^5\). Tr11, Tr41, and Tr45 are derived from NIST TREC Document Database\(^6\).

Following the setting in [40], we design 12 kernels. They are: seven Gaussian kernels of the form \(K(x, y) = \exp(-\|x - y\|^2/(td_{max}^2))\), where \(d_{max}\) is the maximal distance between samples and \(t\) varies over the set \(\{0.01, 0.0, 0.1, 1, 10, 50, 100\}\); a linear kernel \(K(x, y) = x^\top y\); four polynomial kernels \(K(x, y) = (a + x^\top y)^b\) with \(a \in \{0, 1\}\) and \(b \in \{2, 4\}\). Besides, all kernels are rescaled to \([0, 1]\) by dividing each element by the largest pairwise squared distance.

5.2. Comparison Methods

To fully investigate the performance of our method on clustering, we choose a good set of methods to compare.

---

\(^1\)http://www.cl.cam.ac.uk/research/dtg/attarchive/facedatabase.html
\(^2\)http://vision.ucsd.edu/content/yale-face-database
\(^3\)http://www2.ece.ohio-state.edu/~aleix/ARdatabase.html
\(^4\)http://www.kasrl.org/jaffe.html
\(^5\)http://www.cs.nyu.edu/~roweis/data.html
\(^6\)http://www-users.cs.umn.edu/~han/data/tmdata.tar.gz
• **Spectral Clustering (SC)** [10]: SC is a widely used clustering technique. It enjoys the advantage of exploring the intrinsic data structures. However, how to construct a good similarity graph is an open issue. Here, we directly use kernel matrix as its input.

• **Robust Kernel K-means (RKKM)** [40]: As an extension to classical k-means clustering method, RKKM has the capability of dealing with non-linear structure, noise, and outliers in the data, since $\ell_2$-norm is adopted to measure the loss of k-means. RKKM shows promising results on a number of real-world data sets.

• **Low Rank Representation (LRR)** [20]: Based on self-expressive property, a low-rank graph is obtained.

• **Simplex Sparse Representation (SSR)** [41]: Based on self-expressive property, a sparse graph is obtained. SSR achieves satisfying performance in numerous data sets.

• **Local structure learning approach (Local)** [12]: By using adaptive neighbor idea, this method considers local structure [1] and the rank constraint.

• **Global structure learning approach (Global)** [10]: Based on self-expressive property, this method incorporates global structure [3] and the rank constraint.

• Our proposed **SGSK** and **SGMK** methods: Our method combines both local and global structure information. The code for our method is publicly available[7]

• **Multiple Kernel K-means (MKKM)** [43]: It is an extension of k-means in a multiple-kernel setting. Besides, a different way of kernel weight learning is used.

[7]https://github.com/sckangz/ICDE
• **Affinity Aggregation for Spectral Clustering (AASC)** [44]: It is a version of spectral clustering where multiple affinity graphs exist.

• **Robust Multiple Kernel K-means (RMKKM)** [40]: It extends RKKM to the situation of multiple kernels.

5.3. Clustering Results

To quantitatively assess the performance of our proposed method, we adopt the commonly used metrics, accuracy (Acc), normalized mutual information (NMI), and Purity [45]. We present the experimental results of different methods in Table 2. We can see that our proposed methods obtain promising results. More precisely, we have the following observations.

• Compared to traditional spectral clustering and recently proposed robust kernel k-means techniques, our method can enhance the performance considerably. For instance, in terms of the best acc, SGSK improves over SC and RMMK by 42.95%, 36.01% on average, respectively.

• Adaptive neighbor and self-expressiveness based approaches outperform spectral clustering and k-means based methods. Specifically, LRR, SSR, Local, Global, SGSK perform much better than SC and RKKM on YALE, JAFFE, ORL, AR datasets. Among them, SGSK, which combines the complementary information carried by local and global structure, works the best in most cases. This confirms the equally importance of local and global structure information.

• For multiple kernel learning based methods, our proposed SGMK achieves much better results than MKKM, AASC, RMKKM. Furthermore, the performance of multiple kernel methods are close to or better than their corresponding single kernel methods.

5.4. Ablation Study

The Local and Global results in Table 2 have demonstrate the importance of local and global strcture learning. Here we further investigate their importance
in the multiple kernel setting. In particular, we show the results of SGMK and SGMK without local structure part in Table 3.

Once again, we can observe that our global and local structure unified model generally outperforms the model only with global structure learning. This strongly verifies the benefit of incorporating both global and local structure in graph learning. Furthermore, it can be seen that global part can obtain better performance than SGMK in several cases. This could be caused by the fact that we treat the global and local structure terms equally important in our model \((27)\). In real-world applications, global structure might be more important than local structure in some data sets. In such cases, it would be more practical to introduce a parameter to balance the first two terms in Eq. \((27)\).

### 5.5. Parameter Sensitivity

There are two parameters in our model: \(\alpha\) and \(\gamma\). As we discussed in subsection \(2.6\) the search for \(\alpha\) can be better handled by searching for a proper neighborhood size \(k\). Therefore, we perform grid search for the \(\gamma\) and \(k\) that produce the best performance. Taking YALE and JAFFE data sets as examples, we demonstrate the sensitivity of our model SGMK to \(\gamma\) and \(k\) in Figure 1 and 2. They illustrate that our method works well \(\gamma\) and \(k\) over wide ranges of values. For \(k\), we can increase its value when there are more samples in the data set.

![Figure 1: Parameter influence on YALE data set.](image)
Figure 2: Parameter influence on JAFFE data set.

(a) Accuracy  
(b) NMI  
(c) Purity

Figure 3: Sample images of YALE, BA, and COIL20.

(a) YALE  
(b) BA  
(c) COIL20
6. Semi-supervised Classification Experiments

In this section, we assess the effectiveness of SGMK on semi-supervised learning (SSL) task.

6.1. Data Sets

1) **Evaluation on Face Recognition**: We examine the effectiveness of our graph learning for face recognition on two frequently used face databases: YALE and JAFFE. The YALE face data set contains 15 individuals, and each person has 11 near frontal images taken under different illuminations. Each image is resized to 32×32 pixels. Some sample images are shown in Figure 3a. The JAFFE face database consists of 10 individuals, and each subject has 7 different facial expressions (6 basic facial expressions +1 neutral). The images are resized to 26×26 pixels.

2) **Evaluation on Digit/Letter Recognition**: In this experiment, we address the digit/letter recognition problem on the BA database. The data set consists of digits of “0” through “9” and letters of capital “A” to “Z”. Therefore, there are 39 classes and each class has 39 samples. Figure 3b shows some sample images from BA database.

3) **Evaluation on Visual Object Recognition**: We conduct visual object recognition experiment on the COIL20 database. The database consists of 20 objects and 72 images for each object. For each object, the images were taken 5 degrees apart as the object is rotating on a turntable. The size of each image is 32×32 pixels. Some sample images are shown in Figure 3c. Similar to clustering experiment, we construct 7 kernels for each data set. They include: four Gaussian kernels with \( t \) varies over \( \{0.1, 1, 10, 100\} \); a linear kernel \( K(x, y) = x^\top y \); two polynomial kernels \( K(x, y) = (a + x^\top y)^2 \) with \( a \in \{0, 1\} \).

6.2. Comparison Methods

We compare our method with several other state-of-the-art algorithms.
• **Local and Global Consistency (LGC)** [27]: LGC is a popular label propagation method. For this method, kernel matrix is used to compute $L$.

• **Gaussian Field and Harmonic function (GFHF)** [13]: Different from LGC, GFHF is another mechanics to infer those unknown labels as a process of propagating labels through the pairwise similarity.

• **Semi-supervised Classification with Adaptive Neighbours (SCAN)** [15]: Based on adaptive neighbors method, SCAN adds the rank constraint to ensure that $Z$ has exact $c$ connected components. As a result, the similarity matrix and class indicator matrix $F$ are learned simultaneously. It shows much better performance than many other techniques.

• **A Unified Optimization Framework for Semisupervised Learning** [8]: Li et al. propose a unified framework based on self-expressiveness approach. Similar to SCAN, the similarity matrix and class indicator matrix $F$ are updated alternatively. By using low-rank and sparse regularizer, they have $S^2$LRR and $S^3$R method, respectively.

• **Our Proposed SGMK**: SGMK integrates both local and global structure information, with a rank constraint to improve the quality of graph.

6.3. Classification Results

We randomly choose some portions of samples as labeled data and repeat 20 times. In our experiment, 10%, 30%, 50% of samples in each class are randomly selected and labeled. Then, classification accuracy and deviation are shown in Table 4. For GFHF and LGC, the aforementioned seven kernels are tested and the best performance is reported. For these two methods, more importantly, the label information is only used in the label propagation stage. For SCAN, $S^2$LRR, $S^3$R, and SGMK, the label prediction and graph learning are conducted in a unified framework, which often leads to better performance.
As expected, the classification accuracy for all methods monotonically increase with the increase of the percentage of labeled samples. As can be observed, our SGMK method outperforms other state-of-the-art methods in general. This confirms the effectiveness of our proposed method on SSL task. Remember that $S^2$LRR and $S^3$R are using self-expressive property to capture the global information, while SCAN is developed to reveal local structure information, so the advantages of our SGMK method over them verify the necessity of incorporating both global and local structure information.

7. Conclusion

In this paper, we propose a new graph learning framework by iteratively learning the graph matrix and the labels. Specifically, both local and global structure information is incorporated in our model. We also consider rank constraint on the graph Laplacian, to yield an optimal graph for clustering and classification tasks, so the achieved graph is more informative and discriminative. This turns out to be a unified model for both graph and label learning, both are improved collaboratively. A multiple kernel learning method is also developed to avoid extensive search for the most suitable kernel. Extensive experiments show the high potential of our method on real-world applications.

Though impressive performance is achieved, the proposed approach has a high time complexity. In the future, we plan to improve its computation efficiency. This can be addressed by borrowing the idea of anchor point. Specifically, we only need to learn a graph between the whole data points and some landmarks. Considering the crucial role of graph in many algorithms, researchers from many other communities could benefit from this line of research.
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Table 2: Clustering results of various methods. The average performance of those 12 kernels are put in parenthesis. Single and multiple kernel methods are separated by double lines. The best performance of single and multiple kernel methods are highlighted in boldface. '*' denotes the results are unavailable due to numerical error (text data is sparse).

(a) Accuracy(%) 

| Data  | SC  | SSRK | LMK | MKKM | SGSK | LRR | MKKM | TR 41 | JAFFE | TR 11 | BA  | AR  | ORL  | YALE |
|-------|-----|------|-----|------|------|-----|------|-------|-------|-------|-----|-----|------|------|
| VAIL | 49.42(40.52) | 48.09(39.71) | 53.94 | 54.55 | 54.79 | 55.85(43.35) | 62.75(62.05) | 45.70 | 40.64 | 52.18 | 63.62 |
| TAPP | 74.88(43.03) | 75.61(67.98) | 70.89 | 70.32 | 80.12 | 99.83(60.44) | 99.53(98.12) | 74.55 | 30.35 | 87.07 | 99.53 |
| ORL  | 57.96(46.65) | 54.96(46.88) | 71.50 | 69.00 | 61.50 | 62.35(50.50) | 70.05(62.10) | 47.51 | 27.26 | 55.60 | 70.02 |
| LRR  | 28.83(22.22) | 33.43(31.90) | 32.02 | 45.00 | 42.26 | 46.79(31.85) | 62.59(48.21) | 28.61 | 33.21 | 34.37 | 63.45 |
| RA   | 31.07(28.25) | 42.17(34.35) | 25.93 | 23.97 | 30.62 | 47.72(39.50) | 48.32(37.59) | 40.52 | 27.07 | 43.42 | 49.37 |
| TRL  | 50.98(43.32) | 53.03(45.04) | -   | 41.96 | 38.89 | 71.26(54.88) | 71.74(54.92) | 50.13 | 47.15 | 57.71 | 74.40 |
| TR 41| 63.52(44.80) | 56.76(46.80) | -   | 63.78 | 62.89 | 67.43(31.13) | 72.67(69.15) | 56.10 | 45.98 | 62.65 | 79.38 |
| TR 11| 57.39(45.96) | 58.13(45.69) | -   | 71.45 | 56.96 | 74.02(53.38) | 77.54(73.33) | 58.46 | 52.64 | 64.00 | 77.54 |

(b) NMI(%) 

| Data  | SC  | SSRK | LMK | MKKM | SGSK | LRR | MKKM | TR 41 | JAFFE | TR 11 | BA  | AR  | ORL  | YALE |
|-------|-----|------|-----|------|------|-----|------|-------|-------|-------|-----|-----|------|------|
| VAIL | 52.92(44.79) | 52.29(42.87) | 59.39 | 57.26 | 57.67 | 56.58(45.07) | 61.58(60.47) | 56.88 | 46.83 | 55.58 | 62.04 |
| TAPP | 32.06(59.35) | 83.47(74.01) | 75.73 | 92.93 | 97.31 | 99.35(84.67) | 99.18(97.62) | 79.79 | 27.22 | 89.37 | 99.18 |
| ORL  | 15.16(66.74) | 71.23(63.91) | 85.40 | 84.23 | 76.59 | 78.96(63.55) | 82.65(75.93) | 68.86 | 43.77 | 74.83 | 81.94 |
| LRR  | 50.76(50.89) | 57.82(46.91) | 40.74 | 30.29 | 49.32 | 63.04(52.17) | 61.94(52.71) | 56.88 | 42.34 | 58.47 | 62.25 |
| RA   | 43.11(31.39) | 49.69(33.48) | -   | 27.68 | 19.17 | 58.68(37.58) | 62.07(38.98) | 44.56 | 39.39 | 56.08 | 64.18 |
| TRL  | 61.33(36.60) | 60.77(40.86) | -   | 59.56 | 51.13 | 65.58(43.18) | 70.59(63.67) | 57.75 | 43.05 | 63.47 | 69.85 |
| TR 41| 48.03(33.22) | 57.86(38.96) | -   | 67.82 | 40.31 | 74.24(44.36) | 70.76(69.76) | 56.17 | 41.94 | 62.73 | 70.92 |

(c) Purity(%) 

| Data  | SC  | SSRK | LMK | MKKM | SGSK | LRR | MKKM | TR 41 | JAFFE | TR 11 | BA  | AR  | ORL  | YALE |
|-------|-----|------|-----|------|------|-----|------|-------|-------|-------|-----|-----|------|------|
| VAIL | 51.63(43.06) | 49.79(41.74) | 55.15 | 58.18 | 59.39 | 57.27(55.79) | 66.77(66.19) | 47.52 | 42.31 | 53.64 | 67.79 |
| TAPP | 76.83(56.56) | 79.58(71.82) | 74.18 | 96.24 | 98.12 | 99.85(96.53) | 99.53(96.17) | 76.83 | 33.88 | 88.90 | 99.53 |
| ORL  | 41.45(31.90) | 59.60(34.46) | 75.25 | 76.50 | 76.50 | 74(70.37) | 75.53(71.62) | 32.85 | 31.54 | 60.21 | 77.08 |
| LRR  | 33.24(25.99) | 35.87(33.88) | 33.33 | 69.52 | 44.64 | 63.45(62.37) | 80.60(62.54) | 30.46 | 34.98 | 36.78 | 83.57 |
| RA   | 34.50(29.07) | 45.28(36.86) | 28.70 | 40.85 | 39.67 | 52.36(49.79) | 57.36(53.74) | 43.47 | 30.29 | 46.27 | 58.27 |
| TRL  | 58.79(50.23) | 67.93(56.40) | -   | 85.02 | 44.20 | 82.85(66.76) | 81.40(68.07) | 45.48 | 54.67 | 72.91 | 82.87 |
| TR 41| 73.66(56.45) | 74.99(60.21) | -   | 75.40 | 67.54 | 73.23(71.21) | 78.36(77.19) | 72.83 | 62.05 | 77.57 | 87.13 |
| TR 11| 61.25(50.02) | 68.18(53.77) | -   | 83.82 | 60.87 | 78.26(77.76) | 78.70(78.06) | 69.14 | 57.49 | 75.20 | 78.70 |
Table 3: Global and local structure effect in multiple kernel learning setting.

| Metric | Method            | YALE   | JAFFE  | ORL    | BA     | TR11   | TR41   | TR45   |
|--------|-------------------|--------|--------|--------|--------|--------|--------|--------|
| Acc    | SGMK without Local| 56.97  | 100    | 65.25  | 62.38  | 47.34  | 73.43  | 67.31  | 74.35  |
|        | SGMK              | 63.62  | 99.53  | 70.02  | 63.45  | 49.37  | 74.40  | 79.38  | 77.54  |
| NMI    | SGMK without Local| 56.52  | 100    | 80.04  | 81.51  | 62.94  | 60.15  | 65.11  | 74.97  |
|        | SGMK              | 62.84  | 99.18  | 81.94  | 83.51  | 62.25  | 64.18  | 69.85  | 70.92  |
| Purity | SGMK without Local| 60.00  | 100    | 77.00  | 82.62  | 62.94  | 60.15  | 65.11  | 74.97  |
|        | SGMK              | 67.79  | 99.53  | 77.00  | 83.57  | 58.27  | 82.37  | 78.70  |        |

Table 4: Classification accuracy (%) on benchmark data sets (mean±standard deviation).

The best results are in bold font.

| Data | Labeled Percentage(%) | GFHF     | LGC      | S^R     | S^LR   | SCAN    | SGKM    |
|------|-----------------------|----------|----------|---------|--------|---------|---------|
|      |                       |          |          |         |        |         |         |
| YALE |                       |          |          |         |        |         |         |
| 10   | 38.00±11.91           | 47.33±11.96 | 38.83±8.60 | 28.77±9.59 | 45.07±1.30 | 52.40±0.19 |
| 30   | 54.13±9.47            | 63.08±2.20 | 58.25±4.25 | 42.58±5.93 | 60.92±4.03 | 75.58±0.04 |
| 50   | 60.28±5.16            | 69.56±5.42 | 69.00±6.57 | 51.22±6.78 | 68.94±4.57 | 82.11±0.05 |
|      |                       |          |          |         |        |         |         |
| JAFFE|                       |          |          |         |        |         |         |
| 10   | 92.85±7.76            | 96.68±2.76 | 97.33±1.51 | 94.38±6.23 | 96.92±1.68 | 99.57±0.02 |
| 30   | 98.50±1.04            | 98.86±1.14 | 99.25±0.81 | 98.82±1.05 | 98.20±1.22 | 99.99±0.01 |
| 50   | 98.94±1.11            | 99.29±0.94 | 99.82±0.69 | 99.47±0.59 | 99.25±5.79 | 100±0.00  |
|      |                       |          |          |         |        |         |         |
| BA   |                       |          |          |         |        |         |         |
| 10   | 45.09±3.09            | 48.37±1.98 | 25.32±1.14 | 20.10±2.51 | 55.05±1.67 | 58.77±0.83 |
| 30   | 62.74±0.92            | 63.31±1.03 | 44.16±1.03 | 43.84±1.54 | 68.84±1.09 | 89.88±0.27 |
| 50   | 68.30±1.31            | 68.45±1.32 | 54.10±1.55 | 52.49±1.27 | 72.20±1.44 | 90.69±0.13 |
|      |                       |          |          |         |        |         |         |
| COIL |                       |          |          |         |        |         |         |
| 10   | 87.74±2.26            | 85.43±1.40 | 93.57±1.59 | 81.10±1.69 | 90.99±1.15 | 90.74±0.64 |
| 30   | 95.48±1.49            | 87.82±1.01 | 96.52±0.68 | 87.69±1.30 | 95.27±0.93 | 96.85±0.32 |
| 50   | 96.27±0.71            | 88.47±0.45 | 97.87±0.10 | 90.92±1.19 | 97.53±0.82 | 98.74±0.08 |
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