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Abstract

Checking mesh validity is a mandatory step before doing any finite element analysis. If checking the validity of tetrahedra is trivial, checking the validity of hexahedral elements is far from being obvious. In this paper, a method that robustly and efficiently compute the validity of standard linear hexahedral elements is presented. This method is a significant improvement of a previous work on the validity of curvilinear elements\textsuperscript{1}. The new implementation is simple and computationally efficient. The key of the algorithm is still to compute Bézier coefficients of the Jacobian determinant. We show that only 20 Jacobian determinants are necessary to compute the 27 Bézier coefficients. Those 20 Jacobians can be efficiently computed by calculating the volume of 20 tetrahedra. The new implementation is able to check the validity of about 6 million hexahedra per second on one core of a personal computer. Through the paper, all the necessary information is provided that allow to easily reproduce the results, \textit{i.e.} write a simple code that takes the coordinates of 8 points as input and outputs the validity of the hexahedron.
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\textsuperscript{1} In many references, the accuracy of linear hexahedra is shown to be equivalent to the accuracy of quadratic tetrahedra with the same mesh density. Note that quadratic tetrahedra have one extra node per edge of the mesh, which multiplies the number of degrees of freedom by 7.
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1. Introduction

Hexahedral meshes are often preferred to tetrahedral meshes as they offer excellent numerical properties: faster assembly\textsuperscript{2}, orthogonal grids in the wall-normal direction for wall-bounded flows, high accuracy in solid mechanics, both for statics\textsuperscript{3} and dynamics, or for quasi-incompressible materials\textsuperscript{4}. Generating hex-meshes is however still an open problem for general 3D domains. Finite element meshes should ideally fill the 3D domain in a conformal fashion but should also respect some size and quality constraints in order to be suitable for finite element formulations. The validity of elements is usually the most important constraint and can be checked by verifying the local injectivity of their mapping; in the usual finite element language, one should check the positivity of the Jacobian determinant. While checking the validity of a linear tetrahedron just consists in ensuring its volume positivity, checking the validity of a linear hexahedron is not trivial.
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\textsuperscript{2} In many references, the accuracy of linear hexahedra is shown to be equivalent to the accuracy of quadratic tetrahedra with the same mesh density. Note that quadratic tetrahedra have one extra node per edge of the mesh, which multiplies the number of degrees of freedom by 7.

\textsuperscript{3} In many references, the accuracy of linear hexahedra is shown to be equivalent to the accuracy of quadratic tetrahedra with the same mesh density. Note that quadratic tetrahedra have one extra node per edge of the mesh, which multiplies the number of degrees of freedom by 7.

\textsuperscript{4} In many references, the accuracy of linear hexahedra is shown to be equivalent to the accuracy of quadratic tetrahedra with the same mesh density. Note that quadratic tetrahedra have one extra node per edge of the mesh, which multiplies the number of degrees of freedom by 7.
Testing hexahedron validity is of particular interest when generating hex meshes with an indirect method [5–7]. In these methods, a huge set of hexahedral elements whose cardinality can be as high as 40 times the number of vertices of the mesh is computed [8]. Computing the validity robustly and rapidly is then essential for the efficiency of these methods. Many algorithms have been proposed in the literature for checking the validity of hexahedra, however they do not provide any strong guarantees except method of [1]. In this paper, we particularize this method for the linear hexahedron and propose an efficient and simple implementation.

**Previous works.** Knupp [9] has shown that the positivity of the Jacobian determinant at the 8 corners of a linear hexahedron, as well as on its edges, is not sufficient to ensure its validity. He conjectured that any hexahedra having a positive Jacobian determinant on its boundary is valid. However, the Jacobian determinant on the faces are biquadratic functions; verifying their positivity is complex and, to our knowledge, no practical algorithm has been presented.

Some authors have proposed to check the validity by ensuring the positivity of sets of tetrahedra constructed from the 8 nodes of the hexahedron [10–14]. The number of tetrahedra ranges from 8 to 64. Ushakova [15] compiled and empirically studied these tests. It is known that the positivity of the 8 corner tetrahedra is a necessary condition [9,10]. Ushakova [15] showed that none of the tests that consider less than 58 tetrahedral volumes constitute a sufficient condition. The volume of the hexahedron is sometimes used in commercial packages [12]. It can be expressed from the volume of 10 tetrahedra. It is a poor test alone but gives a sharper necessary condition when combined with the 8 corner tetrahedra.

Another original method for checking the validity of linear hexahedra has been proposed by Knabner et al. [16]. The Jacobian determinant of the hexahedron is expanded into the monomial basis. Positivity conditions are derived from the monomial coefficients of respectively a quadratic one-dimensional polynomial, a biquadratic polynomial and a triquadratic polynomial. The latter enables to check the positivity of the Jacobian determinant of the hexahedron. However, it is needed to linearize inequalities containing a square root which implies this approach to be only a sufficient condition. A parameter provided by the user allows to determine the precision of this linearization.

A method for checking the validity of curved finite element of any type has been proposed by Johnen et al. [11]. This method consists in expanding the Jacobian determinant into the Bézier basis of order 2. Thanks to the convex hull property of Bézier expansion, the minimum of these coefficients gives a lower bound of the Jacobian determinant. Moreover, the minimum of specific coefficients gives an upper bound of the minimum of the Jacobian determinant. These bounds are subsequently sharpened by “subdividing” in a recursive and adaptive manner which allows to compute the minimum of the Jacobian determinant with any prescribed tolerance. This method can be employed for the validity of the linear hexahedron since it is a particular case of the curved hexahedron.

**Contribution.** To the best of our knowledge, the method [11] is the only method to robustly check the validity of linear hexahedra. However, the general framework used for curved elements is not well-adapted for an efficient computation of the validity of one specific type of element. In this work, this method is optimized for to the specific case of the linear hexahedron. We start by introducing the validity of the linear quadrangle and hexahedron (§2), and the Bézier expansion of the Jacobian determinant (§3). Then, two substantial improvements are presented: we show that only 20 quantities have to be computed instead of 27 (§4) and that those quantities can be computed as the volume of tetrahedra (§5). Finally, we present the complete algorithm (§6) and demonstrate that this new algorithm is robust and efficient (§7). The C++ code implementing the algorithm will be available in Gmsh [17] (www.gmsh.info).

### 2. Validity of finite elements

Let us consider a $d$-dimensional physical linear finite element which is geometrically defined by a set of $N$ points $n_k \in \mathbb{R}^d, k = 1, \ldots, N$, called nodes, and a set of Lagrange shape functions $L_k(\xi) : \Omega_{\text{ref}} \subset \mathbb{R}^d \rightarrow \mathbb{R}, k = 1, \ldots, N$. These polynomial functions allow to map a reference unit element, represented by the domain of definition $\Omega_{\text{ref}}$, to the physical element (see Figure 1):

$$
x(\xi) = \sum_{k=1}^{N} L_k(\xi) n_k.
$$

(1)
The Jacobian matrix of this mapping, denoted $J : \Omega_{\text{ref}} \to \mathbb{R}^{d \times d} : \xi \mapsto J(\xi)$, is by definition the matrix of the first-order partial derivatives of $x$, i.e. $(J)_{ij} = \frac{\partial x_i}{\partial \xi_j}$. Since the mapping is polynomial, each element of $J$ is polynomial.

To be well-defined, finite element formulations require the mapping between the reference and any physical element to be injective \cite{18}. This imposes to the determinant of the Jacobian matrix (the Jacobian determinant) to be non-zero for every point of $\Omega_{\text{ref}}$ \cite{19} and we conventionally impose it to be strictly positive. A physical element is valid if its Jacobian determinant is positive everywhere on the reference domain, otherwise it is invalid. The validity of linear simplices (i.e. linear triangles and tetrahedra) is easy to check: since the Jacobian determinant is constant for these elements, it is sufficient to compute it at any point $\xi \in \Omega_{\text{ref}}$ and verify that it is positive. In practice, it is equivalent to compute the signed area of linear triangle since it is equal to the Jacobian determinant divided by 2. Similarly, the signed volume of linear tetrahedra is equal to the Jacobian determinant divided by 6 and can equivalently be computed to check their validity. The Jacobian determinant of linear quadrangles and hexahedra, on the other hand, is not constant over their reference domain. It is necessary to compute the minimum of their Jacobian determinant in order to check their validity. The two following sections are dedicated to explaining how to achieve it.

2.1. Validity control of a linear quadrangle

In finite element codes, the domain of definition $\Omega_{\text{ref}}$ of the quadrangular element is taken as the domain $[-1, 1] \times [-1, 1]$ due to better numerical properties. This choice has no impact on the validity criterion and we will consider $\Omega_{\text{ref}} = [0, 1] \times [0, 1]$ in this paper for clarity reasons. Consequently, the Lagrange shape functions for a linear quadrangle reads:

$$\begin{align*}
L_1(\xi, \eta) &= (1 - \xi) (1 - \eta) \\
L_2(\xi, \eta) &= \xi (1 - \eta) \\
L_3(\xi, \eta) &= \xi \eta \\
L_4(\xi, \eta) &= (1 - \xi) \eta.
\end{align*}$$

This implies that the mapping of a quadrangle (cf. equation (1)), is bilinear. Let $(x_k, y_k)$ denotes the coordinates of the node $n_k$, and let us write shortly any difference $(x_j - x_i)$ as $x_{ij}$ (and similarly for the $y$ coordinate). The partial derivative of $x$ with respect to $\xi$ is noted $x_{\xi}$. The Jacobian matrix is given by:

$$J(\xi, \eta) = \begin{bmatrix} x_{\xi} & x_{\eta} \\ y_{\xi} & y_{\eta} \end{bmatrix} = \begin{bmatrix} x_{12} (1 - \eta) + x_{43} \xi & x_{14} (1 - \xi) + x_{23} \xi \\ y_{12} (1 - \eta) + y_{43} \xi & y_{14} (1 - \xi) + y_{23} \xi \end{bmatrix}$$

and the Jacobian determinant is given by:

$$J(\xi, \eta) = \det (J) = L_1(\xi, \eta) \left[ x_{12} y_{14} - y_{12} x_{14} \right] + L_2(\xi, \eta) \left[ x_{12} y_{23} - y_{12} x_{23} \right] + L_3(\xi, \eta) \left[ x_{43} y_{14} - y_{43} x_{14} \right] + L_4(\xi, \eta) \left[ x_{43} y_{23} - y_{43} x_{23} \right]$$

$$= \sum_{k=1}^{4} L_k(\xi, \eta) J_k$$

(2)
where the coefficient \( J_k \) is the value taken by the Jacobian determinant at corner \( k \). As a consequence, the Jacobian determinant is also bilinear and its minimum is reached at one of the four corners. The validity control of linear quadrangle thus consists in computing the Jacobian determinant at each corner and in verifying that none is negative. An equivalent, but computationally more expensive test would be to compute the angles of the four corners and to check if they lie between \( 0^\circ \) and \( 180^\circ \).

The four quantities to compute (either the angles or the coefficients \( J_k \)) are not linearly independent. Indeed, concerning the angles, the existing linear relation is that the four angles of a quadrangle sum up to \( 360^\circ \). Now, from equation (2), we can deduce that the Jacobian determinant at e.g. the first corner is equal to the third component of the vector \( \mathbf{v}_{12} \times \mathbf{v}_{14} \), where \( \mathbf{v}_{ij} = \mathbf{n}_j - \mathbf{n}_i = (x_{ij}, y_{ij}, z_{ij}) \) is the vector that goes from node \( i \) to node \( j \). But, for two vectors \( \mathbf{a} \) and \( \mathbf{b} \) of the \( xy \)-plane, it is well-known that the value of the third component of their cross product \( \mathbf{a} \times \mathbf{b} \) is equal to the signed area of the parallelogram they span. In consequence, the Jacobian determinant at corner 1 is equal to two times the signed area of the triangle defined by \( \mathbf{n}_1, \mathbf{n}_2 \) and \( \mathbf{n}_4 \). Let us note \( A_k \) the signed area of the triangle of corner \( k \). Since the total area of the quadrangle is equal to \( A_1 + A_3 = A_2 + A_4 \), we have the following relation concerning the Jacobian determinant: \( J_1 + J_3 = J_2 + J_4 \) (see Figure 2).

![Fig. 2. The linear relationship between the areas of the triangles in a quadrangle \((A_1 + A_3 = A_2 + A_4)\) implies an equivalent linear relationship between the four coefficients of the Jacobian determinant \(J_k: J_1 + J_3 = J_2 + J_4\), where \(J_k\) is the value taken by the Jacobian determinant at corner \(k\).](image)

### 2.2. Validity control of a linear hexahedron

Let \((x_1(\xi), x_2(\xi), x_3(\xi))\) be the trilinear mapping of the hexahedron. The 3D Jacobian determinant is by definition:

\[
J(\xi, \eta, \zeta) = \sum_{i,j,k=1}^{3} \varepsilon_{i,j,k} \left( x_i \right)_\xi \left( x_j \right)_\eta \left( x_k \right)_\zeta \tag{3}
\]

where \(\varepsilon_{i,j,k}\) is the permutation symbol. We have that \((x_i)_\xi\) is a bilinear function in \(\eta\) and \(\zeta\), and similarly for \((x_i)_\eta\) and \((x_i)_\zeta\). This means that each term of the sum in equation (3) is triquadratic and so is the Jacobian determinant of the linear hexahedron. As a consequence, the minimum of the Jacobian determinant is not necessarily located at one of the eight corners. A more sophisticated validity test for hexahedra would be to compute the minimum of \(J\) on the edges. This can be easily implemented since the Jacobian determinant restricted to an edge is a quadratic function in one of the reference variables. However, it has been proved in [9] that this test is not sufficient. One step further would be the “face test” that would consist in computing the global minimum of a biquadratic function (defined on a square domain) for the 6 faces of the hexahedron. However, there is, to the best of our knowledge, no proof that it would be sufficient, i.e. that the global minimum cannot be exclusively located in the volume.

Currently, the only existing technique to robustly compute the validity of linear hexahedra is the method proposed in [1]. This method computes bounds on the minimum of the Jacobian determinant that can be sharpened as much as desired. The main drawback of the proposed algorithm is the general framework used for curved elements that is not well-adapted for an efficient computation for the linear hexahedron. We thus propose to adapt this method to the particular case that concerns us.

In the next section, we introduce the Bézier formulation that allows to compute the bounds and subsequently accurately compute the minimum of \(J\).
3. Bézier expansion of hexahedra Jacobian determinant

Polynomial quantities can be expanded into the so-called Bézier basis in order to make use of Bézier expansion properties. In this section, we first introduce the Bézier expansion, then we derive the transformation matrix that computes the Bézier coefficients from the Lagrange coefficients.

3.1. Definition of Bézier expansion

Let \( B^n_k \) be the Bernstein polynomial function whose expression is:

\[
B^n_k(t) = \binom{n}{k} t^k (1 - t)^{n-k} \quad t \in [0, 1], \quad k = 0, \ldots, n
\]

where \( \binom{n}{k} = \frac{n!}{k!(n-k)!} \) is the binomial coefficient. These functions allow to construct the hexahedral Bézier functions in term of the tensor product of three Bernstein polynomials:

\[
B^n_{ijk}(\xi, \eta, \zeta) = B^i_i(\xi) B^j_j(\eta) B^k_k(\zeta).
\]

These functions, \( \{B^n_{ijk}\}_{0 \leq i,j,k \leq n} \), defines the Bézier basis of the hexahedral polynomial space of order \( n \). Since the Jacobian determinant of the linear hexahedron is a triquadratic function, it is included in the hexahedral polynomial space of order 2 and it can be expanded into the Bézier basis of order 2. There exists thus a unique set of coefficients \( b_{ijk} \) (also known as control values) such that we have:

\[
J(\xi) = \sum_{i,j,k=0} b_{ijk} B^2_{ijk}(\xi)
\]

where the right member of the above expression is the Bézier expansion of the Jacobian determinant. The number of coefficients is 27 since every index can take three values.

Bézier bases have the property that the basis functions are positive over their domain of definition and sum up to 1. This implies the well-known convex hull property which, in our case, gives that \( \min_{ijk} b_{ijk} \leq \min_{\xi} J \). In addition to that, some Bézier coefficients are actual values of the Jacobian determinant. Those are the one “located” at the corners of the element. For example, we have: \( b_{000} = J(0,0,0) \) and \( b_{200} = J(1,0,0) \). The minimum of these corner coefficients constitutes an upper bound for \( \min_{\xi} J \). In other words, the control values allow to bound the minimum of the Jacobian determinant from below and above. A positive lower bound implies the positivity of the Jacobian determinant and the validity of the element. On the other hand, a negative upper bound implies that the element is invalid. In the third and last case, when the lower bound is negative and the upper bound is positive, nothing can be told concerning the validity of the element. Those bounds are not necessarily sharp. However, they can be sharpened as much as desired by “subdividing”, i.e. by expanding the same function defined on a smaller domain, called a subdomain \([1]\). It is proven in \([20,21]\) that such subdivision algorithm always stops and that it can be used to check the positivity of a multivariate polynomials. Moreover, the bounds converge quadratically with the size of the subdomains \([22]\). The subdivision algorithm can be implemented in a recursive and adaptive manner making the validity check very efficient \([1]\).

In the following section, we explain how to compute the 27 coefficients \( b_{ijk} \) of the Bézier expansion \([5]\).

3.2. Computation of the Bézier coefficients

In order to compute the 27 Bézier coefficients we have to write a linear system of equations. Let us consider a different indexing for Bézier coefficients and Bézier functions for which the order is given in Figure\([3]\). This permits to gather the 27 Bézier coefficients into a vector \( b \) for which we have, for example, \( b_1 = b_{000} \), \( b_2 = b_{200} \) and \( b_9 = b_{100} \). We will use a greek letter to refer to this new indexing. In the same way, \( B_\alpha \) will refer to a certain function \( B_{ijk} \) such that to respect the order defined in Figure\([3]\). Let \( \xi_\alpha, \alpha = 1, \ldots, 27 \) be different points of the reference domain. In practice, these points are taken as the uniformly spaced nodes of the order 2 hexahedron, which limits numerical errors. We
order them in the same way, such that we have $\xi_1 = (0, 0, 0)$, $\xi_2 = (1, 0, 0)$ and $\xi_9 = (1/2, 0, 0)$ for example. Let $c$ be the vector of the Jacobian determinant computed at those points, \( i.e. \ c_\alpha = J(\xi_\alpha) \).

From the definition of the Bézier expansion (5), we can write the following linear system:

$$
J(\xi_\alpha) = \sum_{\beta=1}^{27} b_\beta B_\beta(\xi_\alpha) \quad \forall \alpha \in \{1, \ldots, 27\}
$$

$$
\Leftrightarrow \quad c = Ab
$$

where $A$ is a transformation matrix in which each element $A_{\alpha\beta}$ is equal to $B_\beta(\xi_\alpha)$. The inverse of $A$, denoted $T$, is the matrix that computes the Bézier coefficients from the computed values of the Jacobian determinant, \( i.e. \ b = T c \). Matrix $T$ is given in Table 1. To calculate the vector $c$, one may derive the analytical expression of the Jacobian determinant, as we did in 2D (see equation (2)). But we will see in Section 5 that it can be performed by computing the volume of tetrahedra. Moreover, we show in the next section that only a small part of $c$ has to be computed.

4. Linear dependency of the coefficients

Like for quadrangles, Bézier coefficients of the hexahedral elements are not all linearly independent. This is linked to the fact that the Taylor series expansion of the Jacobian determinant contains only 20 non-zero coefficients, as demonstrated in [9]. In this section, we formulate the dependency between the coefficients through a similar reasoning.

We then construct a transformation matrix between the 20 linearly independent Jacobian determinant values and the 27 Bézier coefficients.

The Jacobian determinant can be written as the triple scalar product:

$$
J = \left( x_\xi \times x_\eta \right) \cdot x_\zeta.
$$

This permits to compute the derivatives of the Jacobian determinant in terms of derivatives of the mapping. Given that the mapping is trilinear, the only non-zero derivatives of $x$ are $x_\xi, x_\eta, x_\zeta, x_{\xi\eta}, x_{\xi\zeta}, x_{\eta\zeta}$ and $x_{\xi\eta\zeta}$. The derivatives of $J$ can be found in [9] and result in the following observation:

\[2\] Indeed, we can expand the Jacobian determinant into the traditional Lagrange functions of order 2 for the hexahedral element, in which case we have: $J(\xi) = \sum_{j=1}^{27} c_j L_j(\xi)$. The sets $\{L_j\}$ and $\{B_j\}$ are two different bases of the same functional space for which $c$ and $b$ are the respective coefficients of the Jacobian determinant.
Expression of the Bézier function monomial coefficients. Let us consider the monomial basis \( \{M_{ijk}\}_{0 \leq i, j, k \leq 2} \), where \( M_{ijk} = M_{ijk}(\xi, \eta, \zeta) = \xi^i \eta^j \zeta^k \) and let us expand the Jacobian determinant into this basis. Let \( m_{ijk} \) be the coefficients of this expansion. Observation 1 admits the following corollary:

**Corollary 2.** 7 monomial coefficients of the Jacobian determinant are always equal to zero: \( m_{220} = m_{202} = m_{022} = m_{221} = m_{212} = m_{122} = m_{222} = 0 \).

Corollary 2 implies that the Jacobian determinant space is of dimension 20 and that it is possible to obtain 7 linear relations between the 27 Bézier-Lagrange coefficients. We will obtain them by writing the expression of the monomial coefficients in function of the Bézier coefficients. Let \( a_{\alpha\beta} \) be the coefficient of monomial \( \alpha \) in the expression of the Bézier function \( \beta \) (whose definition is given at equation (4)). Mathematically, we have \( B_\beta(\xi) = \sum_{\alpha=1}^{27} a_{\alpha\beta} M_\alpha(\xi) \). We can thus write:

\[
J(\xi) = \sum_{\beta=1}^{27} b_\beta B_\beta(\xi) = \sum_{\alpha=1}^{27} \left[ \sum_{\beta=1}^{27} b_\beta a_{\alpha\beta} \right] M_\alpha(\xi)
\]

The linear relations between the Bézier coefficients are found by considering the equations \( m_\alpha = \sum_{\beta=1}^{27} a_{\alpha\beta} b_\beta \) for the 7 monomial coefficients of Corollary 2. This leads to the matrix given in Table 2 that computes the last 7 Bézier coefficients in function of the first ones. Let us write \( D \) the matrix that computes the 27 Bézier coefficients from the first 20 Bézier coefficients. Matrix \( D \) is constructed by extending the matrix given in Table 2 with an identity matrix of size 20. We have:

\[
b = DB_{20}
\]

where \( b_{20} \) is the vector containing the first 20 components of \( b \).
Table 3. Transformation matrix that allows to compute the B´ezier coefficients from 20 samplings of the Jacobian determinant. matrix of dimension \( m \), submatrix \( Q_{m\times m} \) is an \( m \times n \) matrix with only 0 and \( 1_{m\times n} \) is an \( m \times n \) matrix containing only 1.

Constructing the matrix that computes the 27 B´ezier coefficients in function of the 20 first components of \( \mathbf{c} \), we have that:

\[
\mathbf{b}_{21} = \mathbf{T}_{20\times20} \mathbf{c}_{20} \iff \mathbf{b} = \mathbf{D} \mathbf{T}_{20\times20} \mathbf{c}_{20} = \mathbf{Q} \mathbf{c}_{20}
\]

where \( \mathbf{Q} \), the matrix that computes all the B´ezier coefficients from the first 20 Lagrange coefficients, is given in Table 3.

5. Expression of the 20 Lagrange coefficients in function of 20 tetrahedral volumes

In this section we show that the 20 Lagrange coefficients that has to be computed are equal to the volume of tetrahedra.

Recalling that \( \mathbf{x} \) is the column vector \((x, y, z)^T\), the Jacobian matrix can be written as:

\[
J(\xi, \eta, \zeta) = \begin{bmatrix}
    \xi \\
    \eta \\
    \zeta
\end{bmatrix} = \begin{bmatrix} \mathbf{x}_\xi \mid \mathbf{x}_\eta \mid \mathbf{x}_\zeta \end{bmatrix},
\]
Let us recall that $v_{aβ}$ denotes the difference $(n_β - n_a)$. We can express the derivatives of $x$ from the definition of the mapping (1) and the Lagrange functions given in Appendix A:

\[
\begin{align*}
  x_ξ &= v_{12} (1 - η) (1 - ζ) + v_{43} η (1 - ζ) + v_{56} (1 - η) ζ + v_{87} η ζ \\
  x_η &= v_{14} (1 - ξ) (1 - ζ) + v_{23} ξ (1 - ζ) + v_{58} (1 - ξ) ζ + v_{67} ξ ζ \\
  x_ζ &= v_{15} (1 - ξ) (1 - η) + v_{26} ξ (1 - η) + v_{48} (1 - ξ) η + v_{37} ξ η.
\end{align*}
\]

In the following, $det(a, b, c)$ will denote the determinant of the matrix made up of columns $a$, $b$ and $c$. Note that $det(a, b, c)$ equals $(a \times b) \cdot c$ and is a trilinear function. Moreover, if the three vectors have the same origin, then the determinant is also 6 times the volume of the tetrahedron that the vectors define. Lastly, if the three vectors are not linearly independent, then the determinant is zero.

There are two types of Lagrange coefficients we are interested in: the coefficients that correspond to the corners and the coefficients that correspond to the edges of the hexahedron. By symmetry of the problem, there must be also two types of tetrahedra to identify. It is already well-known that the Jacobian determinant computed at a corner corresponds to 6 times the volume of the tetrahedron constructed from the 3 edges of the corner. Let us formulate it mathematically for the first corner:

\[
J_1 = det(J(0, 0, 0)) = det(v_{12}, v_{14}, v_{15}) = 6 vol(n_1, n_2, n_4, n_5)
\]

where $vol(\cdot)$ refer to the volume of the tetrahedron defined by the four nodes.

In a similar manner, we can express the 9th value of the Jacobian determinant as the volume of a tetrahedron:

\[
J_9 = det(J(1/2, 0, 0)) = det(v_{12}, \frac{v_{14} + v_{23}}{2}, \frac{v_{15} + v_{26}}{2})
\]

\[
= det(v_{12}, \frac{n_1 + n_3}{2} - \frac{n_1 + n_2}{2}, \frac{n_5 + n_6}{2} - \frac{n_1 + n_2}{2})
\]

\[
= det(v_{12}, [\frac{n_1 + n_3}{2} - n_1] + [\frac{n_1 + n_2}{2} - n_1] + [\frac{n_5 + n_6}{2} - n_1])
\]

where the terms $[n_1 - \frac{n_1 + n_3}{2}]$ are equal to $-\frac{v_{12}}{2}$. By trilinearity of the determinant and dependency with respect to the first vector ($v_{12}$), the terms $-\frac{v_{12}}{2}$ vanish and we obtain:

\[
J_9 = 6 vol(n_1, n_2, \frac{n_4 + n_3}{2}, \frac{n_5 + n_6}{2})
\]

Figure 4 shows the tetrahedra that correspond to four value of the Jacobian determinant.

![Fig. 4. Different tetrahedra whose volume corresponds to the value of the respective coefficients $J_1$, $J_9$, $J_2$ and $J_{10}$ divided by 6.](image)

6. The algorithm

The algorithm that computes the validity of a linear hexahedron takes as input the 8 nodes coordinates of the element. It returns true if the element is valid and return false if the element is invalid. The execution is the following:
1. Compute the 20 volumes of Section 5 and put them in vector \( v \) (ordering them as in Figure 3).
2. If at least one volume is negative, return False.
3. Compute the Bézier coefficients \( b = Qv \) where \( Q \) is the matrix given in Table 3.
4. If all the Bézier coefficients in \( b_{9\to27} \) are positive, return True.
5. Return recursive subdivision(\( b \)).

In Step 4, the 8 first Bézier coefficients are equal to the volume of the corner tetrahedra and must be positive otherwise the algorithm would have stop at Step 2.

The subdivision algorithm, recursive subdivision(\( b \)), is identical to the subdivision algorithm presented in paper [11] (although implemented in a more efficient manner in our new implementation). It takes a vector of 27 Bézier coefficients as input and return true if the Jacobian determinant is strictly positive on the subdomain, otherwise it returns false. The algorithm is:

1. Subdivide: Compute the subcoefficients \( b_i \), \( i = 1, \ldots, 8 \) as described in paper [11].
2. For each \( b_i \):
3. If at least one of the coefficients in \( b_{1\to8} \) is negative, return False.
4. If all the coefficients in \( b_{9\to27} \) are positive, continue the loop.
5. If recursive subdivision(\( b_i \)) is false, return False.
6. Return True.

In Step 3 of this algorithm, it is checked if the 8 first Bézier coefficients are not negative since they are actual values of the Jacobian determinant. In Step 4, the positivity of the 19 other coefficients ensures that the Jacobian determinant is positive on the corresponding subdomain in which case the algorithm skip Step 5 and continue the loop. While there is no negative real value of the Jacobian determinant but at least one negative Bézier coefficients, the algorithm subdivide (Step 5).

### 7. Results

We begin the results with unitary tests. The Jacobian determinant of the hexahedron defined in Figure 5 is positive at the 8 corners, the center of the edges, the center of the faces and the center of the volume. Moreover, the hexahedron passes the Ushakova's [15] test6 that requires the computation of 24 tetrahedral volumes. Our algorithm detects that this hexahedron is invalid. Figure 6 presents a hexahedron that does not pass Ushakova's [15] test6, despite the fact that the element is valid. In hexahedral mesh community, it is common to measure the quality of hexahedra by computing the minimum of the “scaled Jacobian” on the 8 corners [23,24]. For the hexahedron of Figure 7 this quality measure...
is equal to 0.64 although the element is invalid. This demonstrates that even invalid hexahedra can have a good quality at the corners.

For the next experimentation, we compare our method with some previous methods on different datasets. The results are given in Table 4. The datasets have been generated by the algorithm described in [8] which takes a tetrahedral mesh as input and computes hexahedra that can be created by combining tetrahedra. This algorithm can generate a large amount of hexahedra of different quality. We have considered two models. The first one, “Fusee_1”, contains 71,947 vertices and 349,893 tetrahedra. The second one is “FT47” and contains 370,401 vertices and 2,085,394 tetrahedra. Both of them are available on the website www.hextreme.eu. We have disabled the validity check during the hexahedra creation and, for each model, we have generated three datasets of hexahedra by varying the desired minimal quality \( q \) (computed at the corners). Datasets that correspond to \( q = -1 \) contain a large proportion of invalid hexahedra while datasets that correspond to \( q = 0.5 \) contain only valid hexahedra. We have compared our new implementation with the previous one [1], as well as the 5 first validity tests presented in [15]. These tests consist in computing the volume of respectively 8, 10, 24, 32 and 58 tetrahedra and returning False as soon as a negative volume is found or returning True if no negative volume is obtained. For each algorithm we store the execution time as well as the number of false valid (the number of invalid hexahedra that pass the test) and the number of false invalid (the number of valid hexahedra that do not pass the test). The experimentation has been conducted in serial on a MacBook Pro 2016 @ 2.9 GHz.

Our new implementation detects the same invalid hexahedra than our previous implementation. We have taken this result as the reference for computing the false invalid and false valid elements of the methods from [15]. Test 1...
Table 4. Comparison of our new implementation with some previous methods. The datasets differ in the number of hexahedra and proportion of invalid element amongst them. For each method, the computation time, the number of false valid and the number of false invalid are given.

| Dataset | # hex | # invalid | Ours | Johnen et al.[1] | Test 1 [15] | Test 2 [15] | Test 3 [15] | Test 4 [15] | Test 5 [15] |
|---------|-------|-----------|------|-----------------|------------|------------|------------|------------|------------|
| Fusee_1, q = 0.5 | 334,000 | 0 | # false valid | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0.0565 | 0.812 | 0.0180 | 0.0168 | 0.0349 | 0.0549 | 0.0866 |
| Fusee_1, q = 0 | 2,040,000 | 79,900 | # false valid | 0 | 0 | 79,900 | 73,900 | 0 | 0 | 0 | 0.339 | 6.60 | 0.0945 | 0.0977 | 0.161 | 0.220 | 0.358 |
| Fusee_1, q = -1 | 6,060,000 | 4,110,000 | # false valid | 0 | 0 | 80,000 | 74,000 | 48,000 | 0 | 0 | 0 | 0.488 | 15.5 | 0.202 | 0.212 | 0.301 | 0.347 | 0.418 |
| FT47, q = 0.5 | 3,000,000 | 0 | # false valid | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0.459 | 6.93 | 0.181 | 0.203 | 0.341 | 0.463 | 0.725 |
| FT47, q = 0 | 14,700,000 | 366,000 | # false valid | 0 | 0 | 366,000 | 342,000 | 7 | 7 | 0 | 2.43 | 42.5 | 0.712 | 0.872 | 1.30 | 1.73 | 2.33 |
| FT47, q = -1 | 40,500,000 | 26,100,000 | # false valid | 0 | 0 | 370,000 | 346,000 | 247,000 | 7 | 0 | 0 | 3.17 | 102 | 1.55 | 1.54 | 2.08 | 2.49 | 3.09 |

computes the volume of corner tetrahedra, which corresponds to a necessary condition. As expected, Test 1 misses invalid elements but never finds false invalid. Test 2 to Test 4 are neither sufficient nor necessary. Test 4 misses very few invalid hexahedra, however. Test 5 corresponds to a sufficient condition and can miss as much as 80% of valid elements (see dataset Fusee_1, q = -1).

Our new implementation is about 15 to 30 time faster than the algorithm designed for curvilinear elements and runs at similar speed than Test 5 of [15] which consists in computing 58 tetrahedral volumes. Our new algorithm can check the validity of hexahedra at a rate of between 6 million and 12 million hexahedra per second on a single core. The speed is higher when there is a large proportion of invalid hexahedra since the algorithm can stop at an early stage if a negative Jacobian determinant is obtained.

8. Conclusion

Our implementation is able to check the validity of linear hexahedral elements in a very efficient manner. The algorithm benefit from the robustness of the previous method for checking the validity of curvilinear elements [1] on which it is based. The novelty consists of two improvements: (1) a reduced number of quantities to be computed at the beginning of the algorithm and (2) the computation of those quantities as tetrahedral volumes instead of the Jacobian determinant. The particularization to hexahedra also permits a fine-tuned implementation. Our new code runs more than 15 time faster than the previous code for curvilinear elements and runs at similar speed than the sufficient but not necessary method presented in [15]. More than 6 million hexahedra per second can be analyzed on a single core of a personal computer. The algorithm is simple and can readily be implemented from the information given in this paper. The C++ code will be available in Gmsh [www.gmsh.info].

Acknowledgements

This research project was funded by the European Research Council (project HEXTREME, ERC-2015-AdG-694020) and the TILDA project. The TILDA (Towards Industrial LES/DNS in Aeronautics - Paving the Way for Future Accurate CFD) project has received funding from the European Unions Horizon 2020 research and innovation program under grant agreement No 635962. The project is a collaboration between NUMECA, DLR, ONERA, DASSAULT, SAFRAN, CERFACS, CENAERO, UCL, UNIBG, ICL and TsAGI.
Appendix A. Lagrange shape functions of the linear hexahedron

In this paper, we consider the following Lagrange shape functions for the linear hexahedron:

\[
\begin{align*}
L_1(\xi, \eta, \zeta) &= (1 - \xi)(1 - \eta)(1 - \zeta) \\
L_2(\xi, \eta, \zeta) &= \xi(1 - \eta)(1 - \zeta) \\
L_3(\xi, \eta, \zeta) &= \xi\eta(1 - \zeta) \\
L_4(\xi, \eta, \zeta) &= (1 - \xi)\eta(1 - \zeta) \\
L_5(\xi, \eta, \zeta) &= (1 - \xi)(1 - \eta)\zeta \\
L_6(\xi, \eta, \zeta) &= \xi(1 - \eta)\zeta \\
L_7(\xi, \eta, \zeta) &= \xi\eta\zeta \\
L_8(\xi, \eta, \zeta) &= (1 - \xi)\eta\zeta.
\end{align*}
\]
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