Time-Optimal Trajectory Optimization of Serial Robotic Manipulator With Kinematic and Dynamic Limits Based On Improved Particle Swarm Optimization

Yu Yang (✉ 416271907@qq.com)  
Beijing Jiaotong University  https://orcid.org/0000-0003-2481-0502

Hongze Xu  
Beijing Jiaotong University

Shaohua Li  
Beijing Jiaotong University

Lingling Zhang  
Beijing Jiaotong University

Xiuming Yao  
Beijing Jiaotong University

Research Article

Keywords: 4-3-4 polynomial interpolation function, particle swarm optimization with cosine decreasing weight, time-optimal trajectory planning, kinematic and dynamic limits

Posted Date: July 22nd, 2021

DOI: https://doi.org/10.21203/rs.3.rs-710806/v1

License: This work is licensed under a Creative Commons Attribution 4.0 International License. Read Full License

Version of Record: A version of this preprint was published at The International Journal of Advanced Manufacturing Technology on February 11th, 2022. See the published version at https://doi.org/10.1007/s00170-022-08796-y.
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Abstract Effective motion control can achieve accurate and fast positioning and movement of industrial robotics and improve industrial productivity significantly. Time-optimal trajectory optimization (TO) is a great concern in the motion control of robotics and can improve motion efficiency by providing high-speed and reasonable motion references to the motion controller. In this study, a new time-optimal TO strategy, polynomial interpolation function (PIF) combined with improved particle swarm optimization (PSO) considering kinematic and dynamic limits, successfully optimizes the movement time of the PUMA 560 serial manipulator along a randomly assigned path. The 4-3-4 PIF is first used to generate the smooth and 3-order continuous movement trajectories of six joints in joint space. The PSO with cosine decreasing weight (CDW-PSO) algorithm further reduces the trajectories movement time considering the limits of the angular displacement, angular velocity, angular acceleration, angular jerk, and joint torque. Experimental results show that the CDW-PSO algorithm achieves a better convergence rate of 23 and a better fitness value of 2.46 compared with the PSO with constant weight and linearly decreasing weight algorithms. The CDW-PSO optimized movement time is reduced by 83.6% compared to the manually setting movement time value of 15. The proposed time-optimal TO strategy can be conducted easily and directly search for global optimal solutions without approximation of the limits. The optimized trajectories could be incorporated in the motion controller of the actual manipulators due to considering the kinematic and dynamic limits.
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1 Introduction

The operational stock of industrial robots in factories was in ascending trend over the last few years and achieved 2.7 million in 2019 around the world, an 12% increase compared to 2018 [1]. Robotic manipulators are the most popular industrial robots and used widely to perform repetitive tasks with high efficiency and precision in tedious, dirty, and dangerous industrial environments. Efficient motion control of the manipulators consists of trajectory planning and tracking, which can improve the execution efficiency and stability of the manipulators greatly. Specifically, trajectory planning can shorten movement time, improve tracking accuracy, and reduce wear of the manipulators by providing high-speed and smooth motion references to the motion controller. The trajectory planning consists of path generation (PG) and trajectory optimization (TO) and could be conducted offline generally. The PG can generate a raw path through or avoid some assigned position points in operating spaces for specified task requirements. The TO then convert the raw path to an optimized trajectory, which can reduce movement time and avoid unnecessary jitter and impact of the manipulators [2]. The conventional TO algorithms only have been used to generate a smooth and continuous movement trajectory, such as polynomial interpolating function (PIF) [3, 4], B-spline curve [5, 6], NURBS curve [7, 8], Bezier curve [9, 10]. However, the execution efficiency of the manipulators is not considered in these
algorithms. Time-optimal TO algorithms can be used to find the fastest movement trajectory while respecting kinematic or dynamic limits. The dynamic programming (DP) [11, 12], quadratic programming (QP) [13, 14], and convex optimization (CO) algorithms [2, 15] have been researched to optimize the movement time. However, the DP and QP algorithms might consume great memory storage and long computation time to find the optimal solution. Approximate conversions of the jerk limits are inevitable in the CO algorithms, otherwise, the convexity of the CO algorithms is not satisfied. The heuristic search techniques, such as the genetic [16, 17], cuckoo search [18], and particle swarm optimization (PSO) algorithms [5, 19], have been researched to directly search for optimal solutions without approximation of the jerk limits by effective adjustment of the search strategies. The PSO algorithm has advantages of fewer parameters, simpler structure, and easier realization compared with other algorithms. However, the slow convergence rate and trapping into the local optimum could occur in the basic PSO algorithm. In addition, many researchers do not consider all kinematic and dynamic limits using the PSO algorithm. The trajectories optimized by these algorithms could not be applied in the industry. Therefore, an improved PSO algorithm with the limits of the angular displacement, angular velocity, angular acceleration, angular jerk, and joint torque is proposed to optimize the movement time of trajectories. The performance of the algorithm is evaluated in this study. The finding of this study will build a time-optimal TO strategy by which the generated trajectories could be incorporated in the motion controller of the actual manipulator.

2 Kinematics and dynamics analysis of the serial manipulator

The PUMA 560 serial manipulator with six degrees of freedom is used to study (Fig. 1). The geometric and inertial parameters of the PUMA 560 are as shown in Table 1 [20]. The simulation model of the PUMA 560 based on the above parameters is built in the MATLAB platform using the Robotics Toolbox. The reachable workspace of the manipulator is then calculated based on the Monte Carlo method [21], which is used as the feasible region of the trajectory planning, as shown in Fig. 2.

According to the above kinematic parameters($\theta_i$, $d_i$, $a_i$, $\alpha_i$), the rotation angles of the joints can be calculated using the Kinematics Toolbox in MATLAB when given a fixed position in the Cartesian space [4]. The dynamic equations of the manipulator based on the Lagrangian function are shown as follows.

$$\tau_i = \sum_{j=1}^{n} D_{ij} q_j^{(2)} + \sum_{k=1}^{n} \sum_{l=1}^{n} D_{ijk} q_j^{(1)} q_k^{(1)} + D_i$$

Where $D_{ij}$ are the elements of the Jacobian matrix, $q_j$ are the joint angles, and $\tau_i$ are the joint torques.

![Fig. 1 PUMA 560 serial manipulator](image)

![Fig. 2 Simulation model of PUMA 560 in MATLAB](image)

**Table 1 Geometric and inertial parameters of PUMA 560 [20]**

| Link N | 1 | 2 | 3 | 4 | 5 | 6 |
|--------|---|---|---|---|---|---|
| $\theta_i$(rad) | Q1 | Q2 | Q3 | Q4 | Q5 | Q6 |
| $d_i$(m) | 0 | 0 | 0.15 | 0.4318 | 0 | 0 |
| $a_{i-1}$(m) | 0 | 0.4318 | 0.0203 | 0 | 0 | 0 |
| $\alpha_{i-1}$($\degree$) | $\pi/2$ | $\pi/2$ | $\pi/2$ | 0 |
| $m$(kg) | 0 | 17.4 | 4.8 | 0.82 | 0.34 | 0.09 |
| $p_i$(m) | 0 | -0.3638 | -0.0203 | 0 | 0 | 0 |
| $p_i$(m) | 0 | 0.006 | -0.0141 | 0.19 | 0 | 0 |
| $p_i$(m) | 0 | 0.2275 | -0.3638 | 0 | 0 | 0.032 |
| $I_{xx}$(kg m$^2$) | 0.13 | 0.066 | 1.8e-3 | 0.3e-3 | 0.15e-3 |
| $I_{yy}$(kg m$^2$) | 0.35 | 0.524 | 0.086 | 1.3e-3 | 0.4e-3 | 0.15e-3 |
| $I_{zz}$(kg m$^2$) | 0.539 | 0.0125 | 1.8e-3 | 0.3e-3 | 0.04e-3 |
Table 2 Limits of PUMA 560 [20]

| Joint | N   | 1  | 2  | 3  | 4  | 5  | 6  |
|-------|-----|----|----|----|----|----|----|
| \(\theta_{\text{max}}\) (rad) |     | \(\pi\) | \(3\pi/4\) | \(3\pi/4\) | \(\pi\) | \(3\pi/4\) | \(3\pi/4\) |
| \(v_{\text{max}}\) (rad/s) |     | 8  | 10 | 10 | 5  | 5  | 5  |
| \(a_{\text{max}}\) (rad/s²) |     | 10 | 12 | 8  | 5  | 5  | 5  |
| \(J_{\text{max}}\) (rad/s³) |     | 30 | 40 | 20 | 20 | 20 | 20 |
| \(\tau_{\text{max}}\) (N·m) |     | 97.6 | 186.4 | 89.4 | 24.2 | 20.1 | 21.3 |

Where, \(q_i^{(1)}\), \(q_i^{(2)}\), and \(\bar{r}_i\) are the angular velocity, angular acceleration, and joint torque of the \(i\)th joint, respectively; \(D_{ij}\), \(D_{ijk}\), and \(D_{ik}\) are the inertial system coordinate system, Coriolis and centripetal forces matrix, and gravity loading, respectively; \(A_i\) is the transformation matrix of the \(i\)th link coordinate system to the \((i - 1)\)th ink coordinate system; \(J_p\) is the inertia matrix consists of the moments of inertia and products of inertia; \(m_p\) is the mass of the \(p\)th link; \(\bar{r}_p\) is the position vector of the center of \(m_p\) in the \(p\)th link coordinate system; \(\gamma^T\) is the acceleration vector due to gravity in the base coordinate system. The viscous damping and Coulomb friction are not considered for simplicity [20, 22].

The limits of the angular velocity, angular acceleration, angular jerk, and joint torque of the PUMA 560 are as shown in Table 2 [20].

3 Time-optimal TO with the kinematic and dynamic limits

3.1 4-3-4 PIF used in in joint space

In this study, four positions are assigned randomly in the reachable region of the manipulator in the Cartesian coordinate system. Therefore, the end effector of the manipulator has to pass by above the positions. The 4-3-4 PIF is first used to generate the smooth and 3-order continuous movement trajectories of six joints in joint space. Four rotation angles of each joint are set as interpolation points in joint space. Three sections then are divided from the starting to the end interpolation point of each joint. The quartic, cubic and quartic polynomial functions are built on three sections, respectively, as shown in formula (1).

\[
\begin{align*}
\theta_{j1}(t) &= a_{j1}t^4 + a_{j13}t^3 + a_{j12}t^2 + a_{j11}t + a_{j10}, \\
& \quad \forall t \in [0, t_{j1}] \\
\theta_{j2}(t) &= a_{j2}t^3 + a_{j22}t^2 + a_{j21}t + a_{j20}, \\
& \quad \forall t \in [0, t_{j2}] \\
\theta_{j3}(t) &= a_{j3}t^4 + a_{j33}t^3 + a_{j32}t^2 + a_{j31}t + a_{j30}, \\
& \quad \forall t \in [0, t_{j3}]
\end{align*}
\]

(1)

Where, \(a_{jk}\) is the \(k\)th coefficient of the \(j\)th polynomial function of the \(j\)th joint; \([0, t_{ji}]\) is the time domain of the \(j\)th polynomial function of the \(j\)th joint. To reduce the mechanical friction, the movement time in each section of each joint needs to be the same, namely \(t_{ji} = t_i\). \(\theta_{ji}(t)\) is the angular displacement of the \(i\)th polynomial function of the \(j\)th joint at time \(t\).

According to the angular displacement of four interpolation points, zero angular velocity and angular acceleration of the starting and the end interpolation points, and continuity of the angular velocity, angular acceleration of intermediate interpolation points, the coefficients in the formula (1) can be obtained by \(\gamma\), \(\beta\), and \(\alpha\) as follows.

\[
\begin{align*}
A_1 &= [a_{14} a_{13} a_{12} a_{11} a_{10}] \\
A_2 &= [a_{23} a_{22} a_{21} a_{20}] \\
A_3 &= [a_{34} a_{33} a_{32} a_{31} a_{30}] \\
A^T &= \gamma^{-1}B = [A_1 \ A_2 \ A_3]
\end{align*}
\]

(2)
3.2 4-3-4 PIF combined with improved PSO used in joint space

In this study, an improved PSO algorithm considering kinematic and dynamic limits (Table 2) is proposed to optimize the movement time of the trajectories generated by the 4-3-4 PIF. The objective function and limits of joints are as follows:

\[
\theta(t) = \min(t_1 + t_2 + t_3) \\
\begin{aligned}
\max &\{ |\theta_{j1}|, |\theta_{j2}|, |\theta_{j3}| \} < \theta_{j,\text{max}} \\
&\max \{ |\theta_{j1}'|, |\theta_{j2}'|, |\theta_{j3}'| \} < \theta_{j,\text{max}} \\
&\max \{ |\theta_{j1}''|, |\theta_{j2}''|, |\theta_{j3}''| \} < a_{j,\text{max}} \\
&\max \{ |\tau_{j1}|, |\tau_{j2}|, |\tau_{j3}| \} < \tau_{j,\text{max}}
\end{aligned}
\]

s.t. \[
\begin{aligned}
\max &\{ |\theta_{j1}|, |\theta_{j2}|, |\theta_{j3}| \} < \theta_{j,\text{max}} \\
&\max \{ |\theta_{j1}'|, |\theta_{j2}'|, |\theta_{j3}'| \} < \theta_{j,\text{max}} \\
&\max \{ |\theta_{j1}''|, |\theta_{j2}''|, |\theta_{j3}''| \} < a_{j,\text{max}} \\
&\max \{ |\tau_{j1}|, |\tau_{j2}|, |\tau_{j3}| \} < \tau_{j,\text{max}}
\end{aligned}
\]

Where, \( t_i \) is the time span of the \( i_{th} \) polynomial function of each joint, \( \theta_{j1}, \theta_{j1}'', \theta_{j2}', \theta_{j2}'' \), and \( \tau_{j} \) are the angular displacement, angular velocity, angular acceleration, angular jerk, and joint torque of the \( j_{th} \) joint in the \( i_{th} \) section, respectively. \( \theta_{j,\text{max}}, \theta_{j,\text{max}}', \theta_{j,\text{max}}'', \theta_{j,\text{max}}''' \), \( \tau_{j,\text{max}} \), \( \tau_{j,\text{max}}', \), \( \tau_{j,\text{max}}'' \), and \( \tau_{j,\text{max}}''' \) are the limiting values of the \( j_{th} \) joint (Table 2).

The basic PSO algorithm is a stochastic global optimization technique and used widely in multidimensional space optimization problems [23–25]. In this study, an PSO with cosine decreasing weight (CDW-PSO) algorithm is proposed for overcoming the shortcomings of the basic PSO algorithm. The description of parameters and formulas of the CDW-PSO algorithm is as follows:

\( N \) and \( K \) are the number of iterations and particles respectively; \( P_k\theta_{i}^{k}, P_k\theta_{i}'^{k}, P_k\theta_{i}''^{k}, \theta_{i}^{k} \in [\theta_{\text{min}}, \theta_{\text{max}}] \) and \( V_k\theta_{i}^{k}, V_k\theta_{i}'^{k}, V_k\theta_{i}''^{k}(\theta_{i}^{k} \in [\text{vmin}, \text{vmax}] \) are the position and speed vectors of the \( i_{th} \) particle, respectively, at the \( k_{th} \) iteration; \( I_k^{\theta} \) is the fitness value of the \( i_{th} \) particle at the \( k_{th} \) iteration and calculated by \( t_1^{k} + t_2^{k} + t_3^{k} \); \( I_k^{\theta} \) and \( I_k^{\theta}_{\text{G}} \) are the minimum fitness value of the \( i_{th} \) particle and the global minimum fitness value of all particles, respectively, during \( k \) iterations; \( P_k\theta_{i}^{G} \) and \( P_k\theta_{i}'^{G} \) are the corresponding position vectors of \( I_k^{\theta} \) and \( I_k^{\theta}_{\text{G}} \) respectively; the dynamic inertia weight \( \omega \), learning factors \( c_1 \) and \( c_2 \) are expressed in formulas (4)-(5), respectively. In the CDW-PSO algorithm, \( \omega \) descends in the form of the cosine function with the increase of the number of iterations. The descending speed of \( \omega \) in the early stage of iterations is slower than in the later stage for achieving the better global searching ability early and stronger local convergence ability later. \( \text{rand} \) is the random value in the range of 0 to 1. The updating formulas of speed and position vectors are shown in (6) and (7) respectively.

\[
\theta(t) = \min(t_1 + t_2 + t_3) \\
\begin{aligned}
\max &\{ |\theta_{j1}|, |\theta_{j2}|, |\theta_{j3}| \} < \theta_{j,\text{max}} \\
&\max \{ |\theta_{j1}'|, |\theta_{j2}'|, |\theta_{j3}'| \} < \theta_{j,\text{max}} \\
&\max \{ |\theta_{j1}''|, |\theta_{j2}''|, |\theta_{j3}''| \} < a_{j,\text{max}} \\
&\max \{ |\tau_{j1}|, |\tau_{j2}|, |\tau_{j3}| \} < \tau_{j,\text{max}}
\end{aligned}
\]

s.t. \[
\begin{aligned}
\max &\{ |\theta_{j1}|, |\theta_{j2}|, |\theta_{j3}| \} < \theta_{j,\text{max}} \\
&\max \{ |\theta_{j1}'|, |\theta_{j2}'|, |\theta_{j3}'| \} < \theta_{j,\text{max}} \\
&\max \{ |\theta_{j1}''|, |\theta_{j2}''|, |\theta_{j3}''| \} < a_{j,\text{max}} \\
&\max \{ |\tau_{j1}|, |\tau_{j2}|, |\tau_{j3}| \} < \tau_{j,\text{max}}
\end{aligned}
\]

Table 3 Joint angles of interpolation points

| Joint angle(rad) | A | B | C | D |
|------------------|---|---|---|---|
| Joint 1          | 0 | 0.2 | 1.6 | 2 |
| Joint 2          | -0.5 | -0.2 | 0 | 0.2 |
| Joint 3          | 0 | 0.2 | 0.5 | 0.7 |
| Joint 4          | -1 | -0.5 | 0 | 0.7 |
| Joint 5          | 0 | -0.2 | -0.7 | -1 |
| Joint 6          | 0 | 0.6 | 0.4 | 0.3 |

\[
\begin{aligned}
V_{i}^{k+1} &= \omega V_{i}^{k} + c_1 \text{rand}(P_{i}^{k} - X_{i}^{k}) + c_2 \text{rand}(P_{G}^{k} - X_{i}^{k}) \\
V_{i}^{k+1} &= P_{i}^{k} + V_{i}^{k+1}
\end{aligned}
\]

\[
\omega = \omega_{\text{min}} + (\omega_{\text{max}} - \omega_{\text{min}}) \cos(\frac{\pi k}{2K}) \quad (4)
\]

\[
c_1 = c_2 = \text{const} \quad (5)
\]

4 Results and discussion

Four random positions (A, B, C, and D) are assigned in the reachable region (Fig. 2) in the Cartesian system and the corresponding joint angles can be calculated by using the inverse kinematic function of the Robotics Toolbox, as shown in Table 3. \( t_1, t_2, \) and \( t_3 \) are manually set to 5, which satisfies the formula (3) and will be further optimized by the CDW-PSO algorithm.

The basic PSO with constant weight (CW-PSO) and linearly decreasing weight (LDW-PSO) algorithms are used as comparisons to illustrate the advantages of the CDW-PSO algorithm. \( N, K, t_{\text{min}}, t_{\text{max}}, V_{\text{min}}, V_{\text{max}}, \omega, \omega_{\text{max}}, \omega_{\text{min}}, c_1, c_2 \), and \( c_2 \) are set to 40, 100, 5, 0, 2, -2, 2, and 2, respectively, in three algorithms; \( \omega \) is set to 1 in the CW-PSO algorithm; \( \omega_{\text{max}} \) and \( \omega_{\text{min}} \) are set to 0.9 and 0.4, respectively.
respectively, in both the LDW-PSO and CDW-PSO algorithms.

Iteration processes of the above algorithms are as shown in Fig. 4 and Fig. 5. The global fitness values decrease and tend to be stable with the increase of the number of iterations. The CW-PSO, LDW-PSO, and CDW-PSO algorithms converge to 2.70, 2.50, and 2.46 at about the 57th, 37th, and 23rd iteration. The optimized movement time $t_{\text{all}}$ based on the above algorithms is reduced by 82%, 83%, and 83.6%, respectively, compared to manually setting $t_{\text{all}} = 3t_{\text{max}} = 15$. In this study, the performance of the CDW-PSO algorithm is verified well and shown better than the CW-PSO and LDW-PSO algorithms in both convergence speed and final-global-optimal fitness value. The resulting angular displacement, angular velocity, angular acceleration, angular jerk, and joint torque of joints 1 to 6, based on the CDW-PSO algorithm, are within their limits obviously, as shown in Fig. 6.

5 Conclusion

A new time-optimal TO strategy, the 4-3-4 PIF combined with CDW-PSO algorithm considering kinematic and dynamic limits, successfully optimizes the trajectory movement time of the PUMA 560 robotic manipulator. Compared with the CW and LDW, adopting the CDW in the PSO algorithm can achieve a better convergence rate of 23 and a better fitness value of 2.46. The optimized movement time based on the CDW-PSO algorithm is reduced by 83.6% compared to the manually setting movement time. The optimized trajectories could be incorporated in the motion controller of the actual manipulators due to considering all kinematic and dynamic limits. Further studies of multi-objective TO, such as minimum time-energy and time-jerk, should be considered for achieving the better motion performance of the manipulators.
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