SHEAVES ON MOMENT GRAPHS AND A LOCALIZATION OF VERMA FLAGS
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Abstract. To any moment graph $G$ we assign a subcategory $\mathcal{V}$ of the category of sheaves on $G$ together with an exact structure. We show that in the case that the graph is associated to a non-critical block of the equivariant category $\mathcal{O}$ over a symmetrizable Kac–Moody algebra, $\mathcal{V}$ is equivalent (as an exact category) to the subcategory of modules that admit a Verma flag. The projective modules correspond under this equivalence to the intersection cohomology sheaves on the graph.

1. Introduction

Duality constructions between geometric and representation-theoretic situations sometimes become quite transparent when interpreted in a suitable combinatorial context. Finding a combinatorial interpretation can even be crucial for establishing a duality.

In this paper we consider the combinatorics underlying the Koszul duality between the representation category $\mathcal{O}$ over a symmetrizable Kac-Moody algebra and the geometry of Schubert varieties. In [Soe1] Soergel showed, in the case of semi-simple finite-dimensional complex Lie algebras, that the projective objects in $\mathcal{O}$ and the intersection cohomologies of Schubert varieties in the Langlands-dual flag variety share the same combinatorial description in terms of the algebra of coinvariants of the associated Weyl group. The proof uses translation functors and it is very difficult to describe the resulting objects (this is the main concern of combinatorial Kazhdan-Lusztig theory, cf. [Soe3] and the references therein).

In [BMP] Braden and MacPherson gave another description of the (equivariant) intersection cohomologies on complex projective varieties with an equivariantly formal torus action in terms of a canonical sheaf on the associated moment graph. In the case of Schubert varieties their description is essentially equivalent to Soergel’s, but it has the advantage of avoiding the translation functors. In this paper we establish the Koszul-dual result by localizing the projective objects in an equivariant version of $\mathcal{O}$ on the moment graph.

Let $\mathcal{M} \subset \mathcal{O}$ be the subcategory of modules admitting a Verma flag. We construct an equivalence between an equivariant version of $\mathcal{M}$ and a subcategory $\mathcal{V}$ of the category of sheaves on the associated moment graph. Both categories carry an exact structure and our equivalence is exact. We show that the Braden-MacPherson canonical sheaves are the indecomposable projective objects in $\mathcal{V}$. Therefore they correspond to the indecomposable projective
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objects in \(\mathcal{M}\). Our approach works in the infinite dimensional context of symmetrizable Kac–Moody algebras when we exclude the blocks in the critical hyperplanes.

We describe the ideas in this paper in some more detail. Let \(V\) be a vector space over a field \(k\). A \(V\)-moment graph \(\mathcal{G}\) is a (not necessarily finite) partially ordered graph whose edges are labelled by one-dimensional subspaces of \(V\). Moment graphs occur in the following situations:

- As a combinatorial model for the topology of a complex equivariantly formal variety (cf. [GKM, BMP]). The moment graph encodes the structure of the 0- and 1-dimensional orbits of a torus action.
- As a combinatorial model for the extension structure of Verma modules in a non-critical block of the category \(\mathcal{O}\) over a symmetrizable Kac-Moody algebra.

Let \(S = S(V)\) be the graded symmetric algebra over \(V\). To a moment graph \(\mathcal{G}\) one associates the graded algebra \(\mathcal{Z} = \mathcal{Z}(\mathcal{G})\) of tuples \((z_x) \in \prod S\), indexed by the vertices of \(\mathcal{G}\), such that \(z_x - z_y \in S \cdot L\) if \(x\) and \(y\) are linked by an edge that is labelled by \(L \subset V\). We call \(\mathcal{Z}\) the structure algebra of \(\mathcal{G}\). Note that it does not depend on the order on \(\mathcal{G}\). If \(\mathcal{G}\) is associated to an equivariantly formal variety, \(\mathcal{Z}\) is naturally isomorphic to its equivariant cohomology. If \(\mathcal{G}\) is associated to a block of category \(\mathcal{O}\), \(\mathcal{Z}\) is isomorphic to the equivariant center of the block.

The structure algebra is the algebra of global sections of the structure sheaf \(\mathcal{A} = \mathcal{A}_G\) on \(\mathcal{G}\). More generally, the global sections of any sheaf naturally form a \(\mathcal{Z}\)-module (cf. [23]). In this article we study the \(\mathcal{Z}\)-modules that occur as global sections of sheaves. For this purpose we define a localization functor that is left adjoint to the functor of global sections. This gives rise to the notions of sheaves generated by global sections and of \(\mathcal{Z}\)-modules determined by local relations. It turns out that the corresponding categories are equivalent (cf. [37]). Hence we can view such objects either as sheaves on \(\mathcal{G}\) or as modules over \(\mathcal{Z}\).

The partial order defines the Alexandrov topology on \(\mathcal{G}\), i.e. the open sets are the sets that are downwardly closed. We consider the category \(\mathcal{C}^{fl} = C^{fl}(\mathcal{G})\) of sheaves that are generated by global sections and that are flabby for the Alexandrov topology (cf. Section 4). They have the important property that their global sections can be constructed vertex by vertex following the order.

The structure sheaf may fail to be flabby. As a substitute Braden and MacPherson constructed the “canonical sheaf” \(\mathcal{B} = \mathcal{B}_G\) on \(\mathcal{G}\) (it is called \(\mathcal{M}\) in [BMP]). If \(\mathcal{G}\) comes from an equivariantly formal variety, \(\mathcal{B}\) encodes the structure of the equivariant and ordinary intersection cohomologies in the sense that the space of global sections of \(\mathcal{B}\) is isomorphic to the hypercohomology of the equivariant IC-complex as a module over the equivariant cohomology ring. Specialization gives the analogous statement for the ordinary cohomology. Hence the failure of flabbiness of \(\mathcal{A}_G\) corresponds to the occurrence of singularities.

If \(\mathcal{G}\) is quasi-finite (cf. [31]), any \(\mathcal{Z}\)-module carries a functorial filtration indexed by the ordered set of vertices of \(\mathcal{G}\). If the subquotients of this filtration
are free over $S$, we say that the module admits a Verma flag. If $G$ is a GKM-graph (cf. [4.4]), the corresponding sheaf is flabby. We denote by $V = C^{Verma} \subset C^{fl}$ the resulting category.

Despite their universal nature it is not clear whether the Braden–MacPherson sheaves admit a Verma flag (cf. Remark [5.3]). In the case that $G$ is associated to an equivariantly formal variety this is shown in [BMP]. Our results confirm it if $G$ is associated to a non-critical block of category $O$. In general the subquotients of $B$ will only be reflexive. Let $C^{ref} \subset C^{fl}$ be the subcategory of such sheaves.

We show that the functorial filtration induces an exact structure on $V$ and on $C^{ref}$ and that the Braden–MacPherson sheaves associated to certain subgraphs are representatives of the indecomposable projective objects.

Let $O_{\Lambda}$ be a non-critical block of the equivariant category $O$ over a symmetrizable Kac–Moody algebra (cf. Section [6]), let $G_{\Lambda}$ be the associated moment graph and $V_{\Lambda} = V(G_{\Lambda})$. Let $M_{\Lambda} \subset O_{\Lambda}$ be the subcategory of modules that admit a finite Verma flag. Our main result is that the structure functor (cf. [7.1]) gives rise to an equivalence

$$M_{\Lambda} \cong V_{\Lambda}$$

of exact categories (Theorem [7.1]). Under this equivalence the indecomposable projective modules correspond to the Braden-MacPherson sheaves.
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2. Sheaves on moment graphs

In this section we define the basic notions such as moment graphs, sheaves on moment graphs, the structure sheaf and the functor of sections over a subgraph.

2.1. Moment graphs. Let $k$ be a field and $V$ a finite dimensional vector space over $k$. A moment graph $G = (V, E, \leq, l)$ over $V$ is given by

- a (not necessarily finite) graph $(V, E)$ with a set of vertices $V$ and a set of edges $E$,
- a partial order $\leq$ on $V$ such that $x$ and $y$ are comparable if they are linked by an edge and
- a labelling $l: E \to \mathbb{P}^1(V)$ by one-dimensional subspaces of $V$.

We can think of the order as giving each edge a direction. We write $E: x \to y$ for an edge $E$ with endpoints $x$ and $y$ such that $x \leq y$. We write $E: x \xrightarrow{\alpha} y$, where $\alpha = \alpha(E) \in V^\times$ is a generator of the line $l(E)$. If we forget about the direction we use the notations $E: x \rightarrow y$ and $E: x \xrightarrow{\alpha} y$. Often we write $x \in G$ for the vertices $x \in V$ of the underlying graph.

Later we will make two additional assumptions on the moment graph, namely quasi-finiteness (cf. [3.1]) and the GKM-property (cf. [4.4]). For the Braden-MacPherson construction (cf. [5.2]) we will in addition assume that the set of vertices is bounded from above.
2.2. Examples of moment graphs.

(1) The **generic moment graph** is the graph with one vertex and no edges. The **subgeneric moment graph** is the graph with two vertices that are connected by one labelled edge.

(2) Let \((W, S)\) be a (not necessarily finite) Coxeter system and let \(\mathfrak{h}\) be its real reflection representation (cf. [Hum]). Let \(T \subset W\) be the set of reflections in \(W\). Let \(\lambda \in \mathfrak{h}\) such that \(W^\lambda := \text{Stab}_W(\lambda)\) is generated by simple reflections. Let \(V = W.\lambda = W/W^\lambda\) be the orbit of \(\lambda\). For any reflection \(t \in T\) and \(w.\lambda \in V\) with \(tw.\lambda \neq w.\lambda\) define a labelled edge \(E : w.\lambda \xrightarrow{w.\lambda-tw.\lambda} tw.\lambda\). Together with the Bruhat order on \(W/W^\lambda\) this defines the \(\mathfrak{h}\)-moment graph \(G(W, S, W^\lambda)\) associated to the Coxeter datum \((W, S, W^\lambda)\).

(3) To any block of the category \(O\) over a symmetrizable complex Kac-Moody algebra outside the critical hyperplanes one can associate a moment graph over its Cartan subalgebra (cf. [Hum]). It is equivalent to the (complexified) moment graph associated to its Coxeter datum.

(4) To a complex projective variety with a torus action that is equivariantly formal one associates a moment graph over the dual of the Lie algebra of the torus (cf. [BMP]). It encodes the structure of the orbits of dimension zero and one. In the case of a flag variety of a complex finite dimensional Lie algebra we get the (complexified) moment graph associated to its Coxeter datum.

2.3. Sheaves on moment graphs. Let \(G\) be a \(V\)-moment graph and \(S = S(V)\) the symmetric algebra over \(V\). We provide \(S\) with an algebra \(\mathbb{Z}\)-grading such that \(\text{deg} V = 2\) (here this is completely arbitrary and chosen for reasons of compatibility with, for example, [Soc3]). In the following we will consider graded \(S\)-modules and graded morphisms, i.e. morphisms of degree zero.

A sheaf \(\mathcal{M} = (\{\mathcal{M}_x\}, \{\mathcal{M}_E\}, \{\rho_{x,E}\})\) on \(G\) (or a \(G\)-sheaf) is given by

- an \(S\)-module \(\mathcal{M}_x\) for any vertex \(x \in V\),
- an \(S\)-module \(\mathcal{M}_E\) for any edge \(E \in E\) such that \(l(E) \cdot \mathcal{M}_E = 0\),
- and maps \(\rho_{x,E} : \mathcal{M}_x \rightarrow \mathcal{M}_E\) and \(\rho_{y,E} : \mathcal{M}_y \rightarrow \mathcal{M}_E\) of \(S\)-modules if \(x\) and \(y\) are the endpoints of \(E\).

A morphism \(f : \mathcal{M} \rightarrow \mathcal{N}\) of \(G\)-sheaves consists of maps \(f^x : \mathcal{M}_x \rightarrow \mathcal{N}_x\) and \(f^E : \mathcal{M}_E \rightarrow \mathcal{N}_E\) that are compatible with \(\rho\). The notion of a \(G\)-sheaf does not depend on the order on \(V\). For a \(G\)-sheaf \(\mathcal{M}\) let \(\text{supp}(\mathcal{M}) := \{x \in V \mid \mathcal{M}_x \neq 0\}\) be its support. Let \(\mathcal{SH}(G)\) be the category of \(G\)-sheaves \(\mathcal{M}\) such that \(\text{supp}(\mathcal{M})\) is finite and each \(\mathcal{M}_x\) is finitely generated and torsion free over \(S\).

Let \(\mathcal{A}_G = \mathcal{A}_G^x\) be the **structure sheaf** of \(G\), i.e. the sheaf defined by

- \(\mathcal{A}_x = S\) for a vertex \(x\) of \(G\),
- \(\mathcal{A}_E = S/\alpha S\) for an edge \(E : x \xrightarrow{\alpha} y\) and
- \(\rho_{x,E}\) the natural quotient map \(S \rightarrow S/\alpha S\).

2.4. Sections of sheaves on moment graphs. A subgraph \(\mathcal{I} \subset G\) will always be a full subgraph, i.e. any edge of \(G\) connecting two vertices of \(\mathcal{I}\) will be contained in \(\mathcal{I}\). In other words, a subgraph is determined by its set of vertices.
Let $\mathcal{I} \subset \mathcal{G}$ be a subgraph and $\mathcal{M}$ a $\mathcal{G}$-sheaf. The space of sections of $\mathcal{M}$ over $\mathcal{I}$ is

$$\mathcal{M}(\mathcal{I}) := \left\{ (m_x) \in \prod_{x \in \mathcal{I}} \mathcal{M}^x \middle| \rho_{x,E}(m_x) = \rho_{y,E}(m_y) \text{ for any edge } E : x \to y \right\}.$$  

For subgraphs $\mathcal{J} \subset \mathcal{I} \subset \mathcal{G}$ we have a natural restriction map $\mathcal{M}(\mathcal{I}) \to \mathcal{M}(\mathcal{J})$. We write $\Gamma(\mathcal{M}) := \mathcal{M}(\mathcal{G})$ for the global sections of $\mathcal{M}$.

Let

$$\mathcal{Z}(\mathcal{I}) := \mathcal{M}(\mathcal{I}) = \left\{ (z_x) \in \prod_{x \in \mathcal{I}} S_x \middle| z_x \equiv z_y \mod \alpha \text{ for any edge } x \to y \text{ of } \mathcal{I} \right\}$$

be the space of sections over $\mathcal{I}$ of the structure sheaf of $\mathcal{G}$. Pointwise multiplication defines an algebra structure on $\mathcal{Z}(\mathcal{I})$. We call the algebra of global sections, $\mathcal{Z} = \mathcal{Z}(\mathcal{G})$, the structure algebra of $\mathcal{G}$.

**Remark 2.1.** Suppose $\mathcal{G}$ is the moment graph associated to a block of the category $\mathcal{O}$ over a symmetrizable Kac-Moody algebra (cf. [6.6]). Let $R = S(\mathfrak{h})$ be the localization of $S = S(\mathfrak{h})$ at the maximal ideal $S \cdot \mathfrak{h}$. Then the analogously defined algebra $\mathcal{Z}_R$ is naturally isomorphic to the center of the block (cf. Theorem [6.2]). If $T$ is a torus and if $\mathcal{G}$ is associated to an equivariantly formal $T$-variety, then $\mathcal{Z}$ is naturally isomorphic to its $T$-equivariant cohomology (cf. [GKM]).

For any $\mathcal{I} \subset \mathcal{G}$ let $\mathcal{Z}^\mathcal{I}$ be the image of the restriction $\mathcal{Z} \to \mathcal{Z}(\mathcal{I})$. Let $\mathcal{Z}^\mathcal{I} = \mathcal{Z}^\mathcal{I}$ be the full subcategory of $\mathcal{Z}$-modules that are finitely generated over $S$, torsion free over $S$ and for which there is a finite subgraph $\mathcal{I} \subset \mathcal{Z}$ such that the action of $\mathcal{Z}$ factors through $\mathcal{Z}^\mathcal{I}$.

If $\mathcal{M}$ is a $\mathcal{G}$-sheaf, then the space of its global sections $\Gamma(\mathcal{M})$ is a $\mathcal{Z}$-module under pointwise multiplication. If $\mathcal{M} \in \mathcal{SH}(\mathcal{G})$, then $\Gamma(\mathcal{M}) \in \mathcal{Z}^\mathcal{I} = \mathcal{Z}^\mathcal{I}$, hence we get a functor

$$\Gamma : \mathcal{SH}(\mathcal{G}) \to \mathcal{Z}^\mathcal{I}.$$  

**2.5. Base change.** Instead of the graded symmetric algebra $S = S(V)$ of the vector space we can also work with one of its localizations. Let $\mathfrak{p} \subset S$ be a graded ideal and let $S_\mathfrak{p}$ be the localization of $S$ at $\mathfrak{p}$. For any subgraph $\mathcal{I} \subset \mathcal{G}$ we define

$$\mathcal{Z}_\mathfrak{p}(\mathcal{I}) := \left\{ (z_x) \in \prod_{x \in \mathcal{I}} S_\mathfrak{p} \middle| z_x \equiv z_y \mod \alpha \text{ for any edge } x \to y \text{ of } \mathcal{I} \right\},$$

its structure algebra over the base $S_\mathfrak{p}$. Note that we have to consider only the edges $E$ such that $\alpha(E) \in S_\mathfrak{p}$ is not invertible. Hence it suffices to consider the $\mathfrak{p}$-reduction $\mathcal{I}_\mathfrak{p}$ of $\mathcal{I}$ that we construct from $\mathcal{I}$ by keeping all vertices, but where we delete all edges labelled by elements that are invertible in $S_\mathfrak{p}$.

The canonical map $S \to S_\mathfrak{p}$ induces an algebra morphism $\mathcal{Z}(\mathcal{I}) \otimes_S S_\mathfrak{p} \to \mathcal{Z}_\mathfrak{p}(\mathcal{I})$. If $\mathfrak{p} \subset S$ is such that $\mathcal{I}_\mathfrak{p} = \mathcal{I}$, i.e. such that $\alpha(E) \in \mathfrak{p}$ for all edges $E$, and if $\mathcal{I}$ is finite, then we have a canonical isomorphism

$$\mathcal{Z}_\mathfrak{p}(\mathcal{I}) = \mathcal{Z}(\mathcal{I}) \otimes_S S_\mathfrak{p}.$$  

If $\mathfrak{p} = S \cdot \gamma$ for some $\gamma \in V$ we will write $S_\gamma$ for $S_\mathfrak{p}$, $\mathcal{Z}_\gamma(\mathcal{I})$ for $\mathcal{Z}_\mathfrak{p}(\mathcal{I})$ and $\mathcal{I}_\gamma$ for $\mathcal{I}_\mathfrak{p}$. 
3. Localization of $\mathcal{Z}$-modules

Let $\mathcal{G}$ be a moment graph over $V$ and $\mathcal{Z} = \mathcal{Z}(\mathcal{G})$ its structure algebra. We want to define a functor $\mathcal{Z} : \text{Z-mod}^{\mathcal{G}} \to \text{SH}(\mathcal{G})$ that is left adjoint to the functor $\Gamma$ of global sections. We call it the localization functor.

3.1. Quasi-finite moment graphs. Let $\gamma \in V$. Recall that $S_\gamma$ is the localization of $S$ at the prime ideal $p = S \cdot \gamma$. Let $\mathcal{I} \subset \mathcal{G}$ be a finite subgraph. Consider the composition $\mathcal{Z}(\mathcal{G})^{I} \to \mathcal{Z}(I) \to \mathcal{Z}_\gamma(I)$. We call $\mathcal{G}$ quasi-finite if the induced map

$$\mathcal{Z}(\mathcal{G})^{I} \otimes_S S_\gamma \to \mathcal{Z}_\gamma(I)$$

is a bijection for any finite subgraph $\mathcal{I} \subset \mathcal{G}$ and any $\gamma \in V$. Note that this map is always injective because it is an inclusion of subspaces of $\bigoplus_{x \in \mathcal{I}} S_\gamma$.

Lemma 3.1. (1) Any finite moment graph is quasi-finite.

(2) Any moment graph associated to a Coxeter datum $(\mathcal{W}, S, \mathcal{W}^\lambda)$ (cf. [2, 3]) is quasi-finite.

Proof. Let $\mathcal{G}$ be as in (1) or (2), $V$ the underlying $k$-vector space, $\gamma \in V$ and choose a finite subgraph $\mathcal{I} \subset \mathcal{G}$. Then $\mathcal{Z}_\gamma(I) = \bigoplus_J Z_\gamma(J)$, where $I_\gamma = \bigcup J$ is the decomposition into connected components. Recall that we construct $I_\gamma$ from $I$ by deleting all edges that are not labelled by $k \cdot \gamma$. For any component $J$ its structure algebra $Z_\gamma(J)$ is generated, as an $S_\gamma$-module, by $d = (d_v)_{v \in I}$ with $d_v = 1$ if $v \in J$ and $d_v = 0$ otherwise, and the set $\{e^w\}_{v \in J}$, where $e^w = (e^w_v)_{v \in I}$ with $e^w_v = \gamma$ and $e^w_v = 0$ if $v \neq w$. Hence we have to show that $d$ and $e^w$ are in the image of $\mathcal{Z}(\mathcal{G}) \otimes_S S_\gamma \to \mathcal{Z}_\gamma(I)$.

Suppose $\mathcal{G}$ is finite and let $\alpha_1, \ldots, \alpha_n$ be the labels of all edges of $\mathcal{G}$ that do not belong to $J$ but that are connected to $J$. In particular, none of the $\alpha_i$ is a multiple of $\gamma$. Define $a = (a_v) \in \bigoplus_{v \in G} S$ by $a_v = 0$ if $v \notin J$ and $a_v = \alpha_1 \cdots \alpha_n$ if $v \in J$. Then $a \in \mathcal{Z}(\mathcal{G})$ and $\alpha_1 \cdots \alpha_n$ is invertible in $S_\gamma$, hence $(\alpha_1 \cdots \alpha_n)^{-1} a \in \mathcal{Z}(\mathcal{G}) \otimes_S S_\gamma$ is a preimage of $d$.

Choose $w \in J$. We can assume that there are at least two vertices in $J$. Let $\alpha_1, \ldots, \alpha_n$ be the labels of all edges connected to $w$. Define $b = (b_v) \in \bigoplus_{v \in G} S$ by $b_v = 0$ for $v \neq w$ and $b_w = \gamma \cdot \beta_1 \cdots \beta_m$, where $\beta_1, \ldots, \beta_m$ are those of the $\alpha_i$ that are not a multiple of $\gamma$. Thus $\beta_1 \cdots \beta_m \in S_\gamma$ is invertible and $(\beta_1 \cdots \beta_m)^{-1} b \in \mathcal{Z}(\mathcal{G}) \otimes_S S_\gamma$ is a preimage of $e^w$. Hence we proved the lemma for finite moment graphs.

Suppose $\mathcal{G} = \mathcal{G}(\mathcal{W}, S, \mathcal{W}^\lambda)$. Then every connected component of the reduced graph $\mathcal{I}_\gamma$ is either generic or subgeneric, since there is at most one edge at any vertex labelled by a multiple of $\gamma$. Recall that $V = \mathfrak{h}$ is the reflection representation of $\mathcal{W}$. The element $c^\lambda = (c^\lambda_v) \in \prod_{v \in \mathcal{W}^\lambda} S$ with $c^\lambda_{v_0} := \vartheta(\lambda) \in \mathfrak{h}$ is in $\mathcal{Z}(\mathcal{G})$, and $c^\lambda - \vartheta(\lambda) \cdot 1$ is supported on $\mathcal{G} \setminus \{v_0\}$.

We assume that $J = \bar{w} \xrightarrow{\gamma} \bar{w}'$ is subgeneric (the generic case is proven similarly). Then $\bar{w}' = t\bar{w}$ for some reflection $t$ and $\gamma$ is a multiple of $\bar{w}(\lambda) - t\bar{w}(\lambda)$. We have to show that the elements $(\gamma, 0)$ and $(1, 1)$ of $\mathcal{Z}_\gamma(J) \subset \mathcal{Z}_\gamma(I)$ have a preimage in $\mathcal{Z}(\mathcal{G}) \otimes_S S_\gamma$.

Consider $a = \prod_{v \in I, \bar{v} \neq \bar{w}} (c^\lambda_{\bar{v}} - \vartheta(\lambda) \cdot 1) \in \mathcal{Z}(\mathcal{G})$. Then $\text{supp}(a) \cap I = \{\bar{w}\}$. For $\bar{v} \notin \{\bar{w}, t\bar{w}\}$ the element $c^\lambda_{\bar{v}} - \vartheta(\lambda) = \bar{w}(\lambda) - \vartheta(\lambda)$ is not divisible by $\gamma$,
hence invertible in $S_\gamma$. Moreover, $c_\bar{w}^\lambda - t\bar{w}(\lambda)$ is a scalar multiple of $\gamma$. Thus multiplying with an invertible element gives a preimage in $\mathcal{Z}(\mathcal{G}) \otimes_S S_\gamma$ of $(\gamma, 0) \in \mathcal{Z}_\gamma(\mathcal{J})$.

Consider $b = \prod_{\bar{q} \in \mathcal{J}, \bar{w} \notin \{\bar{w}, t\bar{w}\}} (c^\lambda - \bar{v}(\lambda) \cdot 1) \in \mathcal{Z}(\mathcal{G})$. Then $\text{supp}(b) \cap \mathcal{I} = \{\bar{w}, t\bar{w}\}$. Neither $b_{\bar{w}}$ nor $b_{t\bar{w}}$ is divisible by $\gamma$, but $b_{\bar{w}} - b_{t\bar{w}}$ is divisible by $\gamma$. We already showed that $(\gamma, 0)$ lies in the image of $\mathcal{Z}(\mathcal{G})^\mathcal{I}$, hence there is a preimage of $(x, x) \in \mathcal{Z}_\gamma(\mathcal{J})$ for some invertible element $x \in S_\gamma$. Thus also $(1, 1)$ has a preimage. □

3.2. Modules over the structure algebra. Suppose that $\mathcal{G}$ is quasi-finite. Let $Q$ be the quotient field of $S$. For any $S$-module $N$ let $N_Q := N \otimes_S Q$. We have $\mathcal{Z}(\mathcal{G})^\mathcal{I} \otimes_S Q = \bigoplus_{x \in \mathcal{I}} Q$ for any finite subgraph $\mathcal{I} \subset \mathcal{G}$. So for $M \in \mathcal{Z}^\mathcal{I}$ there is a canonical action of $\mathcal{Z}(\mathcal{G})^\mathcal{I}$ on $M_Q$, hence a canonical decomposition

$$M_Q = \bigoplus_{x \in \mathcal{G}} M^x_Q.$$ 

Since we assume that $M$ has no $S$-torsion we get an inclusion $M \hookrightarrow M_Q = \bigoplus_{x \in \mathcal{G}} M^x_Q$, so we can view any $m \in M$ as a tuple $m = (m_x)$ with $m_x \in M^x_Q$. We define $\text{supp}(m) := \{x \in \mathcal{G} \mid m_x \neq 0\}$ and $\text{supp}(M) := \bigcup_{m \in M} \text{supp}(m) \subset \mathcal{G}$. If the action of $\mathcal{Z}$ on $M$ factors over $\mathcal{Z}^\mathcal{I}$, then $\text{supp}(M) \subset \mathcal{I}$, hence $\text{supp}(M)$ is finite.

For any $\mathcal{J} \subset \mathcal{G}$ let

- $M_\mathcal{J}$ be the subspace of elements supported on $\mathcal{J}$, i.e. $M_\mathcal{J} = M \cap \bigoplus_{x \in \mathcal{J}} M^x_Q$,
- $M^\mathcal{J}$ the projection of $M$ onto the coordinates in $\mathcal{J}$, i.e. let $M^\mathcal{J}$ be the image of $M$ under the projection $\bigoplus_{x \in \mathcal{G}} M^x_Q \to \bigoplus_{x \in \mathcal{J}} M^x_Q$ with kernel $\bigoplus_{x \in \mathcal{G} \setminus \mathcal{J}} M^x_Q$.

Note that $M^\mathcal{J}$ and $M_\mathcal{J}$ are $\mathcal{Z}$-modules. We write $M_{x_1, \ldots, x_n}$ and $M_{x_1, \ldots, x_n}$ instead of $M^{\{x_1, \ldots, x_n\}}$ and $M_{\{x_1, \ldots, x_n\}}$. For any $\mathcal{J} \subset \mathcal{G}$ we have inclusions

$$\bigoplus_{x \in \mathcal{J}} M_x \subset M_\mathcal{J} \subset M^\mathcal{J} \subset \bigoplus_{x \in \mathcal{J}} M^x.$$ 

3.3. Localization. For any $M \in \mathcal{Z}^\mathcal{I}$ we want to construct a $\mathcal{G}$-sheaf $\mathcal{L}(M) = \{\mathcal{L}(M)^x\}, \{\mathcal{L}(M)^E\}, \rho_{x,E}$). For a vertex $x$ of $\mathcal{G}$ we define

$$\mathcal{L}(M)^x := M^x.$$ 

For any edge $E : x \xrightarrow{\alpha} y$ of $\mathcal{G}$ let $\mathcal{Z}(E) := \{(z_x, z_y) \in S \oplus S \mid z_x \equiv z_y \mod \alpha\}$ be its local structure algebra. Note that the restriction map $\mathcal{Z} \to \mathcal{Z}(E)$ is not necessarily surjective. Consider the inclusion $M^x \subset M^x \subset M^y$. The algebra $\mathcal{Z}(E)$ acts on $M^x \oplus M^y$ by pointwise multiplication. Let $M(E) := \mathcal{Z}(E) \cdot M^x \subset M^x$ and let $M(E) \to M^x$ be the submodule generated by $M^y$ and let $M(E) \to M^y$ be the projections onto the coordinates. Let $\mathcal{L}(M)^E$ be the push out in the following diagram of $S$-modules

$$\begin{array}{ccc}
M(E) & \longrightarrow & M^x \\
\downarrow & & \downarrow \\
M^y & \longrightarrow & \mathcal{L}(M)^E
\end{array}$$
and let \( \rho_{x,E} : \mathcal{L}(M)^x = M^x \to \mathcal{L}(M)^E \) and \( \rho_{y,E} : \mathcal{L}(M)^y = M^y \to \mathcal{L}(M)^E \) be the push out maps. Since \( M(E) \to M^x \) and \( M(E) \to M^y \) are surjective they induce isomorphisms

\[
M^x / M(E)_x \xrightarrow{\sim} \mathcal{L}(M)^E \xleftarrow{\sim} M^y / M(E)_y,
\]

where \( M(E)_x = \ker(M(E) \to M^y) \cong M^x \cap M(E) \) and \( M(E)_y = \ker(M(E) \to M^x) \cong M^y \cap M(E) \).

Since \( (\alpha, \alpha) = (0, \alpha) + (\alpha, 0) \in \mathcal{Z}(E) \) we have \( \alpha M^x = (\alpha, 0) \cdot M(E) \subset M(E)_x \) and hence \( \mathcal{L}(M)^E \) is annihilated by \( \alpha \). So we have defined a \( \mathcal{G} \)-sheaf \( \mathcal{L}(M) \).

Its support is finite and the \( \mathcal{S} \)-modules on the vertices are torsion-free and finitely generated, hence \( \mathcal{L}(M) \in \mathcal{SH}(\mathcal{G}) \). This gives the localization functor

\[
\mathcal{L} : \mathcal{Z}\text{-mod}^\mathcal{I} \to \mathcal{SH}(\mathcal{G}).
\]

3.4. Properties of the localization functor. Let \( M \in \mathcal{Z}\text{-mod}^\mathcal{I}, E : x \longrightarrow y \) an edge and consider the local sections

\[
\mathcal{L}(M)(E) = \{(m_x, m_y) \in M^x \oplus M^y \mid \rho_{x,E}(m_x) = \rho_{y,E}(m_y)\}.
\]

For later use we state the following two lemmas.

**Lemma 3.2.** We have \( M(E) = \mathcal{L}(M)(E) \) as subspaces of \( M^x \oplus M^y \). Hence globally we have

\[
\Gamma \circ \mathcal{L}(M) = \left\{(m_x) \in \bigoplus_{x \in \mathcal{G}} M^x \mid (m_x, m_y) \in M(E) \text{ for any edge } E : x \longrightarrow y \right\}.
\]

**Proof.** We obviously have \( M(E) \subset \mathcal{L}(M)(E) \). Let \( (m_x, m_y) \in \mathcal{L}(M)(E) \). We want to show that \( (m_x, m_y) \in M(E) \). There is \( m' = (m'_x, m'_y) \in M(E) \) such that \( m'_x = m_x \), so we can assume that \( m_y = 0 \). Then the image of \( m_y \) in \( \mathcal{L}(M)^E \) is zero. Since \( \mathcal{L}(M)^E \cong M^y/M(E)_y \) we deduce \( (0, m_y) \in M(E)_y \subset M(E) \). \( \square \)

**Lemma 3.3.** For any \( M \in \mathcal{Z}\text{-mod}^\mathcal{I} \) and any \( \mathcal{I} \subset \mathcal{G} \) we have \( \mathcal{L}(M)(\mathcal{I}) = \mathcal{L}(M^\mathcal{I})(\mathcal{G}) \).

**Proof.** For any \( \mathcal{G} \)-sheaf \( \mathcal{N} \) let \( \mathcal{N}^\mathcal{I} \) be its restriction to the subgraph \( \mathcal{I} \), i.e. the \( \mathcal{G} \)-sheaf that we obtain from \( \mathcal{N} \) by setting all \( \mathcal{N}^x \) and \( \mathcal{N}^E \) to zero if \( x \) or \( E \) do not belong to \( \mathcal{I} \). Then \( \mathcal{L}(M)(\mathcal{I}) = \mathcal{L}(M^\mathcal{I})(\mathcal{G}) \). By construction we have \( \mathcal{L}(M^\mathcal{I}) = \mathcal{L}(M)^\mathcal{I} \), hence the claim. \( \square \)

3.5. Natural transformations. We want to define natural transformations \( f : \mathcal{L} \circ \Gamma \to \text{id}_{\mathcal{SH}(\mathcal{G})} \) and \( g : \text{id}_{\mathcal{Z}\text{-mod}^\mathcal{I}} \to \Gamma \circ \mathcal{L} \).

Let \( \mathcal{M} \in \mathcal{SH}(\mathcal{G}) \). We have to define the components \( f^x : \mathcal{L}(\Gamma(\mathcal{M}))^x \to \mathcal{M}^x \) and \( f^E : \mathcal{L}(\Gamma(\mathcal{M}))^E \to \mathcal{M}^E \). The space of global sections \( \Gamma(\mathcal{M}) \) is a subspace of \( \bigoplus_{x \in \mathcal{G}} M^x \) and \( \mathcal{Z} \) acts pointwise, hence we have an inclusion \( f^x : \mathcal{L}(\Gamma(\mathcal{M})) = \Gamma(\mathcal{M})^x \subset \mathcal{M}^x \).

Let \( E : x \longrightarrow y \) be an edge. The diagram

\[
\begin{array}{ccc}
\Gamma(\mathcal{M})(E) & \longrightarrow & \Gamma(\mathcal{M})^x \\
\downarrow & & \downarrow \rho_{x,E} \\
\Gamma(\mathcal{M})^y & \longrightarrow & \mathcal{M}^E
\end{array}
\]
commutes, so the universal property gives a map $f^E : \mathcal{L}(\Gamma(\mathcal{M}))^E \rightarrow \mathcal{M}^E$. It is clear that $f = (f^x, f^E)$ is compatible with $\rho$, so we have defined a natural transformation $f : \mathcal{L} \circ \Gamma \rightarrow \text{id}_{\mathcal{S\mathcal{H}(G)}}$.

Let $M \in \mathcal{Z}\text{-mod}^f$. Then $\mathcal{L}(M)^x = M^x$ and any $m = (m_x) \in M$ defines a global section in $\Gamma(\mathcal{L}(M))$ by Lemma 3.2, hence we get an inclusion $M \rightarrow \Gamma(\mathcal{L}(M))$ and a natural transformation $g : \text{id}_{\mathcal{Z}\text{-mod}^f} \rightarrow \Gamma \circ \mathcal{L}$.

3.6. Adjointness. Let $A, B$ and $C$ be categories, $F : A \rightarrow B$ and $G, H : B \rightarrow C$ functors and $j : G \rightarrow H$ a natural transformation. Then, composing with $F$, we get an induced transformation between the functors $G \circ F, H \circ F : A \rightarrow C$ that we denote by $j \circ F$. In a similar situation we define $F \circ j$ analogously.

**Proposition 3.4.** The natural transformations $\Gamma \xrightarrow{g_\Gamma} \Gamma \circ \mathcal{L} \circ \Gamma$ and $\mathcal{L} \circ \Gamma \circ \mathcal{L} \xrightarrow{f_\mathcal{L}} \mathcal{L}$ are isomorphisms with inverses $\Gamma \circ f$ and $\mathcal{L} \circ g$, resp.

**Proof.** Let $\mathcal{M} \in \mathcal{S\mathcal{H}(G)}$. Then

$$\Gamma(\mathcal{M}) \xrightarrow{g_\Gamma} \Gamma \circ \mathcal{L} \circ \Gamma(\mathcal{M}) \xrightarrow{f_\mathcal{L}} \Gamma(\mathcal{M})$$

are mutual inclusions of subspaces of $\bigoplus_{x \in G} \mathcal{M}^x$, hence the first claim.

Let $M \in \mathcal{Z}\text{-mod}^f$ and $x \in G$. Then $(\Gamma \circ \mathcal{L})(M)^x \subset M^x$ and composing with $M^x \xrightarrow{g} (\Gamma \circ \mathcal{L})(M)^x$ gives the identity. Applying $\mathcal{L}$ yields

$$\mathcal{L}(M)^x \xrightarrow{\mathcal{L}(g)} (\mathcal{L} \circ \Gamma \circ \mathcal{L})(M)^x \xrightarrow{f_\mathcal{L}} \mathcal{L}(M)^x.$$

Let $E : x \rightarrow y$ be an edge. Then $M^{x:y} \xrightarrow{g^{x,y}} (\Gamma \circ \mathcal{L})(M)^{x:y}$ is an inclusion of subspaces of $M^x \oplus M^y$. Every global section specializes to a local section, hence $(\Gamma \circ \mathcal{L})(M)^{x:y} \subset \mathcal{L}(M)(E)$. Acting with $\mathcal{Z}(E)$ gives

$$M(E) \subset (\Gamma \circ \mathcal{L})(M)(E) \subset \mathcal{L}(M)(E).$$

By Lemma 3.2 these are bijections, hence $M(E) = (\Gamma \circ \mathcal{L})(M)(E)$. Then $\mathcal{L}(M)^E = (\mathcal{L} \circ \Gamma \circ \mathcal{L})(M)^E$ and $(\mathcal{L} \circ g)^E$ and $(f \circ \mathcal{L})^E$ are mutually inverse isomorphisms.

**Theorem 3.5.** The functor $\mathcal{L} : \mathcal{Z}(G)\text{-mod}^f \rightarrow \mathcal{S\mathcal{H}(G)}$ is left adjoint to the functor $\Gamma : \mathcal{S\mathcal{H}(G)} \rightarrow \mathcal{Z}(G)\text{-mod}^f$.

**Proof.** The maps $f$ and $g$ induce transformations $\text{Hom}(\cdot, \Gamma \cdot) \rightarrow \text{Hom}(\mathcal{L} \cdot, \cdot)$ and $\text{Hom}(\mathcal{L} \cdot, \cdot) \rightarrow \text{Hom}(\cdot, \Gamma \cdot)$ of bifunctors, respectively. In order to show that they are mutually inverse, we have to show that the two compositions $\mathcal{L} \xrightarrow{\mathcal{L}(g)} \mathcal{L} \circ \Gamma \circ \mathcal{L} \xrightarrow{f_\mathcal{L}} \mathcal{L}$ and $\Gamma \xrightarrow{g_\Gamma} \Gamma \circ \mathcal{L} \circ \Gamma \xrightarrow{f_\mathcal{L}} \Gamma$ both equal the identity. The statement of Proposition 3.4 is even stronger.

3.7. Combinatorial objects. From the Proposition 3.4 it follows that $\Gamma$ and $\mathcal{L}$ induce isomorphisms between their respective essential images. Concretely, this means the following. Let $\mathcal{Z}\text{-mod}^{loc}$ be the full subcategory of $\mathcal{Z}\text{-mod}^f$ consisting of all objects that are “determined by local relations”, i.e. the category of objects $M \in \mathcal{Z}\text{-mod}^f$ such that the natural transformation $(\Gamma \circ \mathcal{L})(M) \rightarrow M$ is an isomorphism. Analogously, let $\mathcal{S\mathcal{H}(G)}^{glob}$ be the full subcategory of $\mathcal{S\mathcal{H}(G)}$ consisting of all objects that are “generated by global
sections”, i.e. the category of objects \( \mathcal{M} \in \mathcal{SH}(\mathcal{G}) \) such that the natural transformation \( \mathcal{M} \to (\mathcal{L} \circ \Gamma)(\mathcal{M}) \) is an isomorphism. By Proposition 3.4, the image of \( \mathcal{L} \) lies in \( \mathcal{SH}(\mathcal{G})^{\text{glob}} \), the image of \( \Gamma \) lies in \( \mathcal{Z}^{\text{mod loc}} \) and \( \mathcal{L} \) and \( \Gamma \) define mutually inverse equivalences between \( \mathcal{Z}^{\text{mod loc}} \) and \( \mathcal{SH}(\mathcal{G})^{\text{glob}} \). We can think of this as a category \( \mathcal{C} = \mathcal{C}(\mathcal{G}) \) that is simultaneously embedded into \( \mathcal{SH}(\mathcal{G})^{\text{glob}} \) and \( \mathcal{Z}^{\text{mod loc}} \), so each object of \( \mathcal{C} \) has both a local and a global nature.

4. Categories of \( \mathcal{Z} \)-modules and exact sequences

Let \( \mathcal{G} \) be a quasi-finite moment graph and \( \mathcal{Z} = \mathcal{Z}(\mathcal{G}) \) its structure algebra. We can topologize the set of vertices of \( \mathcal{G} \) using the Alexandrov topology on partially ordered sets. That means that the open sets are the subsets \( \mathcal{I} \subset \mathcal{G} \) that are downwardly closed, i.e. if \( y \in \mathcal{I} \) and \( x \leq y \), then \( x \in \mathcal{I} \).

Let \( M \in \mathcal{Z}^{\text{mod fl}} \). We say that \( M \) is flabby, if \( M^I \) is determined by local relations, i.e. \( M^I \in \mathcal{Z}^{\text{mod loc}} \), for any open subgraph \( \mathcal{I} \subset \mathcal{G} \). In particular, \( M = M^G \) is determined by local relations. Proposition 4.2 shows that the associated sheaf is flabby for the Alexandrov topology. Let \( \mathcal{Z}^{\text{mod fl}} \subset \mathcal{Z}^{\text{mod loc}} \) be the full subcategory of flabby objects.

Let \( M = \bigoplus_{n \in \mathbb{Z}} M_n \) be an \( S \)-module, graded as always. For \( i \in \mathbb{Z} \) define the graded \( S \)-module \( M[i] \) by \( M[i]_n = M_{n+i} \). For graded \( S \)-modules \( M \) and \( N \) let \( \text{Hom}^S(M, N) := \text{Hom}_S(M, N[i]) \) and set \( \text{Hom}_S(M, N) = \bigoplus_{i \in \mathbb{Z}} \text{Hom}^S(M, N) \).

The graded dual of \( M \) is the graded \( S \)-module \( M^* = \text{Hom}_S^*(M, S) \). Note that \( S^* = S \) canonically. Recall that \( M \) is called reflexive, if it is isomorphic to its double dual, i.e. if \( M \cong (M^*)^* \). This is the case if and only if \( M \) is the intersection of all its graded localizations at graded prime ideals of \( S \) of height one.

Let \( M \in \mathcal{Z}^{\text{mod fl}} \). We say that \( M \) is reflexive, if \( M^I \) is reflexive as an \( S \)-module for any open subgraph \( \mathcal{I} \subset \mathcal{G} \). Let \( \mathcal{Z}^{\text{mod ref}} \subset \mathcal{Z}^{\text{mod fl}} \) be the full subcategory of reflexive objects.

We say that \( M \) admits a Verma flag, if \( M^I \) is graded free, i.e. isomorphic to \( \bigoplus S[l_i] \) for some \( l_1, \ldots, l_n \in \mathbb{Z} \), for any open subgraph \( \mathcal{I} \subset \mathcal{G} \). Let \( \mathcal{Z}^{\text{mod Verma}} \subset \mathcal{Z}^{\text{mod ref}} \) be the full subcategory of objects that admit a Verma flag.

In the following we will define an exact structure (i.e. a class of exact sequences) on \( \mathcal{Z}^{\text{mod fl}} \). The subcategories \( \mathcal{Z}^{\text{mod ref}} \) and \( \mathcal{Z}^{\text{mod Verma}} \) are closed under extensions in \( \mathcal{Z}^{\text{mod fl}} \), hence inherit an exact structure. Since \( \mathcal{Z}^{\text{mod fl}} \subset \mathcal{Z}^{\text{mod loc}} \) is not closed under extensions it is not clear if it inherits an exact structure. I do not know if it does.

If \( \mathcal{G} \) is a GKM-graph (see 4.4 for the definition) we will show that any reflexive \( \mathcal{Z} \)-module is flabby, i.e. that

\[
\mathcal{Z}^{\text{mod Verma}} \subset \mathcal{Z}^{\text{mod ref}} \subset \mathcal{Z}^{\text{mod fl}} \subset \mathcal{Z}^{\text{mod loc}}.
\]
Thus we can consider all of the categories above as categories of sheaves on $G$. To incorporate this viewpoint we denote them by
\[C_{\text{Verma}} \subset C_{\text{ref}} \subset C_{\text{fl}} \subset C.\]

The most important category for us is the category $\mathcal{V} := C_{\text{Verma}}$ of objects admitting a Verma flag. In Section 6 we prove the main result of this article, namely that if $G$ is associated to a non-critical block of the equivariant category $\mathcal{O}$ over a symmetrizable Kac-Moody algebra, then $\mathcal{V}$ is equivalent (as an exact category) to the subcategory of modules that admit a Verma flag.

4.1. An exact structure. Let $A \rightarrow B \rightarrow C$ be a sequence in $\mathbb{Z}\text{-mod}^f$. We say that it is short exact, if for any open $I \subset G$ the induced sequence
\[0 \rightarrow A^I \rightarrow B^I \rightarrow C^I \rightarrow 0\]
is a short exact sequence of abelian groups.

In particular any short exact sequence $A \rightarrow B \rightarrow C$ induces a short exact sequence $0 \rightarrow A \rightarrow B \rightarrow C \rightarrow 0$ of $\mathbb{Z}$-modules. Conversely, if $0 \rightarrow A \rightarrow B \rightarrow C \rightarrow 0$ is short exact as a sequence of $\mathbb{Z}$-modules, then $A^I \rightarrow B^I$ is injective, $B^I \rightarrow C^I$ is surjective and we have to check the exactness of $0 \rightarrow A^I \rightarrow B^I \rightarrow C^I \rightarrow 0$ only in the middle.

Theorem 4.1. The above definition gives an exact structure in the sense of Quillen (cf. [Qu]) on $\mathbb{Z}\text{-mod}^f$.

Proof. Let $E$ be the class of short exact sequences in $\mathbb{Z}\text{-mod}^f$. A morphism $g: B \rightarrow C$ in $\mathbb{Z}\text{-mod}^f$ is called an admissible epimorphism if it occurs on the right side of a short exact sequence. Dually, a morphism $f: A \rightarrow B$ is called an admissible monomorphism if it occurs on the left side of an exact sequence. We have to show the following properties of a Quillen exact structure:

(1) Any sequence isomorphic to a sequence in $E$ is in $E$. Any split sequence is in $E$. If $A \xrightarrow{f} B \xrightarrow{g} C$ is in $E$, then $f$ is a kernel of $g$ and $g$ is a cokernel of $f$ in $\mathbb{Z}\text{-mod}^f$.

(2) The class of admissible epimorphisms is stable under composition and under base-change along arbitrary morphisms in $\mathbb{Z}\text{-mod}^f$. Dually, the class of admissible monomorphisms is stable under composition and under cobase-change along arbitrary morphisms in $\mathbb{Z}\text{-mod}^f$.

(3) If $g: B \rightarrow C$ has a kernel in $\mathbb{Z}\text{-mod}^f$ and if there is a morphism $h: D \rightarrow B$ such that $g \circ h: D \rightarrow C$ is an admissible epimorphism, then $g$ is an admissible epimorphism. Dually for admissible monomorphisms.

The properties (1) follow immediately from the definition. We will now show that admissible monomorphisms are stable under composition.

Let $A \rightarrow B \rightarrow C$ and $B \rightarrow D \rightarrow E$ be short exact sequences in $\mathbb{Z}\text{-mod}^f$. Let $F$ be the cokernel of $A \rightarrow D$ in the category of $\mathbb{Z}$-modules. Then we have a short exact sequence (of $\mathbb{Z}$-modules) $0 \rightarrow C \rightarrow F \rightarrow E \rightarrow 0$, hence $F$ is finitely generated and torsion free over $S$, so $F \in \mathbb{Z}\text{-mod}^f$. We have to show that the sequence $A \rightarrow D \rightarrow F$ is short exact, i.e. we have to check if the sequence $0 \rightarrow A^I \rightarrow D^I \rightarrow F^I \rightarrow 0$ is short exact in the middle for any open
subgraph \( \mathcal{I} \subset \mathcal{G} \). This follows from the diagram

\[
\begin{array}{c}
A^\mathcal{I} \rightarrow B^\mathcal{I} \rightarrow C^\mathcal{I} \\
\parallel \downarrow \quad \downarrow \\
A^\mathcal{I} \rightarrow D^\mathcal{I} \rightarrow F^\mathcal{I} \\
\downarrow \quad \downarrow \\
E^\mathcal{I} = E^\mathcal{I}
\end{array}
\]

using the fact that the middle row and the top column are exact and that the map \( C^\mathcal{I} \rightarrow F^\mathcal{I} \) is injective. That the composition of two admissible epimorphisms is an epimorphism is proven in a similar way.

Now we consider base-change. Let \( A \rightarrow B \rightarrow C \) be a short exact sequence and \( D \rightarrow C \) an arbitrary morphism. Then there is a base-change diagram

\[
\begin{array}{c}
A \rightarrow E \rightarrow D \\
\parallel \downarrow \quad \downarrow \\
A \rightarrow B \rightarrow C
\end{array}
\]

in \( \mathcal{Z} \)-mod\(^I\). We have to show that the top row is short exact. Again we only have to show that for any open \( \mathcal{I} \subset \mathcal{G} \) the sequence \( 0 \rightarrow A^\mathcal{I} \rightarrow E^\mathcal{I} \rightarrow D^\mathcal{I} \rightarrow 0 \) is exact in the middle. This follows from the diagram

\[
\begin{array}{c}
A^\mathcal{I} \rightarrow E^\mathcal{I} \rightarrow D^\mathcal{I} \\
\| \downarrow \quad \downarrow \\
0 \rightarrow A^\mathcal{I} \rightarrow B^\mathcal{I} \rightarrow C^\mathcal{I}
\end{array}
\]

using the fact that the bottom row is exact and the injectivity of the map \( E^\mathcal{I} \rightarrow B^\mathcal{I} \oplus D^\mathcal{I} \). Cobase-change for admissible epimorphisms is treated similarly.

According to Keller (cf. [Kel]), (3) follows from (1) and (2).

\[\square\]

4.2. Flabby objects. We want to characterize the flabby \( \mathcal{Z} \)-modules when considered as sheaves on the moment graph. Let \( x \) be a vertex of \( \mathcal{G} \) and let \( \mathcal{E}_{\delta x} \subset \mathcal{E} \) be the set of all edges \( E: y \rightarrow x \) ending at \( x \). For a \( \mathcal{G} \)-sheaf \( \mathcal{M} \) let \( \mathcal{M}^{\delta x} \subset \bigoplus_{E \in \mathcal{E}_{\delta x}} \mathcal{M}^E \) be the image of the map

\[
\mathcal{M}(\{\leq x\}) \subset \bigoplus_{y \leq x} \mathcal{M}^y \xrightarrow{\pi} \bigoplus_{y \rightarrow x} \mathcal{M}^y \oplus \rho_{x,E} \bigoplus_{E \in \mathcal{E}_{\delta x}} \mathcal{M}^E,
\]

where \( \pi \) is the projection with the sum of the \( \mathcal{M}^y \) with \( y < x \) and \( y \) not linked to \( x \) as the kernel. Note that for \( \mathcal{M} \in \text{SH}(\mathcal{G})^{\text{glob}} \) the image of \( \mathcal{M}^x \xrightarrow{\rho_{x,E}} \bigoplus_{E \in \mathcal{E}_{\delta x}} \mathcal{M}^E \) is contained in \( \mathcal{M}^{\delta x} \) since any \( m_x \in \mathcal{M}^x \) comes from a global section.

**Proposition 4.2.** Let \( \mathcal{M} \in \text{SH}(\mathcal{G})^{\text{glob}} \). Then the following are equivalent:

1. \( \Gamma(\mathcal{M}) \in \mathcal{Z} \)-mod\(^I\), i.e. \( \Gamma(\mathcal{M}) \) is flabby.
2. The sheaf \( \mathcal{M} \) is flabby for the Alexandrov topology on the set of vertices of \( \mathcal{G} \), i.e. for any open \( \mathcal{I} \subset \mathcal{G} \) the restriction map \( \mathcal{M}(\mathcal{G}) \rightarrow \mathcal{M}(\mathcal{I}) \) is surjective.
3. For any vertex \( x \in \mathcal{G} \) the restriction map \( \mathcal{M}(\{\leq x\}) \rightarrow \mathcal{M}(\{< x\}) \) is surjective.
4. For any vertex \( x \) of \( \mathcal{G} \) the map \( \bigoplus_{E \in \mathcal{E}_{\delta x}} \rho_{x,E}: \mathcal{M}^x \rightarrow \mathcal{M}^{\delta x} \) is surjective.
**Proof.** Let \( i_1 : \Gamma(\mathcal{M})^2 \hookrightarrow (\Gamma \circ \mathcal{L})(\Gamma(\mathcal{M})^2) \) be induced by the natural transformation \( \text{id} \rightarrow \Gamma \circ \mathcal{L} \), and \( i_2: \Gamma(\mathcal{M})^2 \hookrightarrow \mathcal{M}(\mathcal{I}) \) the canonical inclusion. By Lemma 3.3 we can identify \((\Gamma \circ \mathcal{L})(\Gamma(\mathcal{M})^2) \cong \mathcal{L} \circ \Gamma(\mathcal{M})(\mathcal{I}) = \mathcal{M}(\mathcal{I})\) and, under these identifications, \( i_1 = i_2 \). Property (1) means that \( i_1 \) is an isomorphism for any \( \mathcal{I} \), whereas property (2) says that \( i_2 \) is an isomorphism for any \( \mathcal{I} \). Hence (1) and (2) are equivalent.

It is clear that (3) and (4) are equivalent. And (3) follows from a special case of (2). It remains to prove that (3) implies (2).

It is enough to show that, if (3) holds and if \( \mathcal{I}' = \mathcal{I} \cap \{x\} \) (for some vertex \( x \)) is again open, then the restriction \( \mathcal{M}(\mathcal{I}') \rightarrow \mathcal{M}(\mathcal{I}) \) is surjective. Let \( m \in \mathcal{M}(\mathcal{I}) \) and let \( m^{<x} \in \mathcal{M}(\{x\}) \) be its restriction. By (3) we find an extension \( m' \in \mathcal{M}(\{x\}) \) of \( m^{<x} \). Then \( m'' = (m'_y) \) with \( m''_y = m_y \) if \( y \neq x \) and \( m''_x = m'_x \) is a preimage of \( m \) in \( \mathcal{M}(\mathcal{I}') \). \( \square \)

### 4.3. The order filtration.

Let \( M \in \mathcal{Z} \text{-mod}^\mathcal{I} \) and let \( x \) be a vertex of \( \mathcal{G} \). We denote by \( M^\leq \) the module \( M^\leq \) for \( \mathcal{I} = \{y \mid y \leq x\} \). Similarly we define \( M^{<} \).

For \( y \leq x \) we have a map \( M^\leq \rightarrow M^\leq_y \), so we get a filtration of \( M \) indexed by the partially ordered set of vertices. We call it the order filtration. For a vertex \( x \) we denote by \( M^\uparrow x \) the kernel of this filtration at the index \( x \), i.e.

\[
M^\uparrow x := \ker(M^\leq \rightarrow M^{<}).
\]

Note that \( M^\uparrow x \subset M^\leq \) is the submodule of elements supported on \( \{x\} \), hence \( M^\uparrow x \) is the intersection of the kernels of the maps \( M^\leq \rightarrow M^\leq_y \) for all \( y < x \).

If \( \mathcal{M} \) is the sheaf associated to \( M \), then \( M^\leq = \mathcal{M}(\{\leq x\}) \) because \( M \) is flabby, hence \( M^\uparrow x = \mathcal{M}^\uparrow x := \ker(\mathcal{M}^\leq \rightarrow \mathcal{M}^\leq_x) \).

Let \( \mathcal{I} \subset \mathcal{G} \) be open and \( x \in \mathcal{I} \) maximal. Since \( x \) is not linked to any vertex in \( \mathcal{I} \setminus \{\leq x\} \) we get the following lemma.

**Lemma 4.3.** There is a canonical exact sequence

\[
0 \rightarrow M^\uparrow x \rightarrow M^\uparrow \rightarrow M^\uparrow \{x\} \rightarrow 0.
\]

Thus \( M \) is an extension of the \( M^\uparrow x \) “in the direction given by the order”, i.e. for any enumeration \( i: \text{supp}(M) \rightarrow \{1, 2, \ldots, \#\text{supp}(M)\} \) such that \( i(v) < i(w) \) if \( w < v \) there is a filtration by \( \mathcal{Z} \)-modules

\[
0 = M_0 \subset M_1 \subset \cdots \subset M_{\#\text{supp}(M)} = M
\]

with \( M_{i(v)}/M_{i(v)-1} \cong M^\uparrow v \) for all \( v \in \text{supp}(M) \).

The following lemma is an immediate consequence.

**Lemma 4.4.** Let \( A \rightarrow B \rightarrow C \) be a sequence in \( \mathcal{Z} \text{-mod}^\mathcal{I} \) with \( A, B, C \in \mathcal{Z} \text{-mod}^\mathcal{I} \). It is short exact if and only if for any \( x \in \mathcal{G} \) the sequence

\[
0 \rightarrow A^\uparrow x \rightarrow B^\uparrow \rightarrow C^\uparrow \rightarrow 0
\]

is a short exact sequence of \( \mathcal{Z} \)-modules.

### 4.4. GKM-graphs and reflexive \( \mathcal{Z} \)-modules.

A moment graph \( \mathcal{G} \) is called a **Goresky-Kottwitz-MacPherson-graph** (or **GKM-graph**) if it is quasi-finite and if, for any vertex \( x \), the labels of the edges that are linked to \( x \) are pairwise linearly independent, i.e. \( \mathcal{G}_p \) splits into a disjoint union of generic and subgeneric graphs for any prime \( p \subset S \) of height one.
We want to show that if \( G \) is a GKM-graph, then every reflexive \( \mathcal{Z} \)-module \( M \) is determined by local relations. Applying this to \( M^I \) for any open subgraph \( I \subset G \) shows that \( \mathcal{Z}\)-mod\(^ref\) is a subcategory of \( \mathcal{Z}\)-mod\(^fl\). Being reflexive as well as being free is stable under extensions (in the category of \( S \)-modules), hence \( \mathcal{Z}\)-mod\(^ref\) and \( \mathcal{Z}\)-mod\(^Verma\) inherit an exact structure from \( \mathcal{Z}\)-mod\(^fl\).

From now on we assume that \( G \) is a GKM-graph. If \( M \in \mathcal{Z}\)-mod\(^fl\), then \( M_p \) can be considered as a \( \mathcal{Z}_p(G_p) \)-module by quasi-finiteness.

**Proposition 4.5.** Suppose that \( G \) is a GKM-graph and that \( M \in \mathcal{Z}\)-mod\(^fl\) is reflexive as an \( S \)-module. Then \( M \) is determined by local relations, i.e. \( M \in \mathcal{Z}\)-mod\(^loc\).

**Proof.** We have to show that the map \( M \to (\Gamma \circ \mathcal{L})(M) \) is an isomorphism. Let \( p \subset S \) be a prime ideal of height one. Let \( \Gamma_p \) and \( \mathcal{L}_p \) be the global section and localization functors for \( G_p \) (over the base \( S_p \)). Since \( G \) is quasi-finite, \( M_p \) decomposes into the direct sum of its submodules supported on the connected components of \( G_p \). By assumption, \( G_p \) is a disjoint union of generic and subgeneric moment graphs, and hence Lemma 3.2 shows that the map \( M_p \to (\Gamma_p \circ \mathcal{L}_p)(M_p) \) is an isomorphism. The natural transformation \( \text{id} \to \Gamma \circ \mathcal{L} \) is compatible with localizations. The following commutative diagram

\[
\begin{array}{ccc}
M & \longrightarrow & (\Gamma \circ \mathcal{L})(M) \\
\downarrow & & \downarrow \\
\bigcap M_p & \sim & \bigcap(\Gamma_p \circ \mathcal{L}_p)(M_p)
\end{array}
\]

proves the proposition (the intersections are taken over all prime ideals of height one). \( \square \)

**Lemma 4.6.** Let \( M \in \mathcal{Z}\)-mod\(^fl\) be flabby and suppose that for any \( x \in G \) the \( S \)-module \( M^x \) is reflexive. Then \( M \in \mathcal{Z}\)-mod\(^ref\).

**Proof.** Let \( I \subset G \) be an open subset. By Proposition 4.2 (2) we have \( M^I = (\Gamma \circ \mathcal{L})(M)^I = \mathcal{L}(M)(I) \). Then

\[
\mathcal{L}(M)(I) \subset \bigcap_{\text{ht}(p)=1} \mathcal{L}(M)(I)_p \\
\subset \bigcap_{\text{ht}(p)=1} \left\{ m_x \in \bigoplus_{x \in I} M^x_p \right| \rho_{x,E}(m_x) = \rho_{y,E}(m_y) \text{ for any edge } E: x \rightarrow y \right\} \\
= \mathcal{L}(M)(I).
\]

Thus \( M^I = \mathcal{L}(M)(I) \) is reflexive. \( \square \)

4.5. **Objects with a Verma flag.** Let \( G \) be a GKM-graph and choose \( x \in G \). Let \( V(x) \in \mathcal{Z}\)-mod\(^f\) be the free \( S \)-module of rank one, generated in degree zero, on which \( \mathcal{Z} \) acts via the evaluation \( \mathcal{Z} \to S; (z_i) \mapsto z_x \). We call \( V(x) \) the **Verma module** at \( x \). It is obviously flabby. Considered as a sheaf \( \mathcal{V}(x) \) on the moment graph it is just the free skyscraper of rank one at the vertex \( x \). Lemma 4.3 implies the following.
Lemma 4.7. Let $M \in \mathcal{Z}\text{-mod}^f$. Then $M \in \mathcal{V} = \mathcal{Z}\text{-mod}^{\text{Verma}}$ if and only if $M^{[x]}$ is graded free over $S$, i.e. $M^{[x]} \cong \bigoplus V(x)[k_i]$ for some $k_1, \ldots, k_l \in \mathbb{Z}$, for any $x \in \mathcal{G}$.

4.6. Tilting duality. For a moment graph $\mathcal{G}$ let $t(\mathcal{G})$ be the tilted moment graph, i.e. the moment graph with the same sets of vertices and edges, the same labelling, but with the reversed order on the vertices. Since the structure algebra does not depend on the order we have $\mathcal{Z}(\mathcal{G}) = \mathcal{Z}(t(\mathcal{G}))$.

We can view any $M \in \mathcal{V}(\mathcal{G})$ as a $\mathcal{Z}$-module. The graded dual $M^* = \text{Hom}_S(M, S)$ inherits a $\mathcal{Z}$-structure. This duality reverses the order filtration and since every quotient is free as an $S$-module we get the tilting equivalence

$$t: \mathcal{V}(\mathcal{G}) \sim \mathcal{V}(t(\mathcal{G}))^{\text{opp}}$$

of exact categories (for exactness use Lemma 4.3). It corresponds to the tilting equivalence on category $\mathcal{O}$ for moment graphs associated to non-critical blocks (cf. Section 6).

5. Projective Objects

Let $\mathcal{A}$ be an exact category. Recall that an object $P$ of $\mathcal{A}$ is called projective, if the functor $\text{Hom}(\mathcal{A}(P, \cdot))$ transforms short exact sequences in $\mathcal{A}$ to short exact sequences of abelian groups.

5.1. Local characterization. Let $\mathcal{G}$ be a GKM-graph. In this section we consider the category $\mathcal{C}\text{ref}$ of reflexive objects and we view any $\mathcal{M} \in \mathcal{C}\text{ref}$ as a sheaf on $\mathcal{G}$. Let $\mathcal{I} \subset \mathcal{G}$ be open. Recall that we defined the sheaf $\mathcal{M}^{x}$ by setting $\mathcal{M}^{x}$ and $\mathcal{M}^{E}$ to zero if $x$ or $E$ do not belong to $\mathcal{I}$. Since $\mathcal{M}$ is flabby, $\mathcal{M}^{I} = \mathcal{L}(\Gamma(\mathcal{M}^{I}))$, hence our notations are compatible.

Proposition 5.1. Let $\mathcal{P} \in \mathcal{C}\text{ref}$. Suppose that

1. for any vertex $x$ of $\mathcal{G}$ the $S$-module $\mathcal{P}^{x}$ is projective and
2. for any edge $E: y \rightarrow x$ the map $\rho_{y,E}: \mathcal{P}^{y} \rightarrow \mathcal{P}^{E}$ induces an isomorphism $\mathcal{P}^{y}/\alpha \mathcal{P}^{y} \sim \mathcal{P}^{E}$.

Then $\mathcal{P}$ is projective in $\mathcal{C}\text{ref}$.

Proof. We have to show that for an admissible epimorphism $\mathcal{P} \rightarrow \mathcal{C}$ in $\mathcal{C}\text{ref}$ the induced map $\text{Hom}(\mathcal{P}, \mathcal{B}) \rightarrow \text{Hom}(\mathcal{P}, \mathcal{C})$ is surjective. We first prove this in the case of the quotient $\mathcal{M}^{\leq x} \rightarrow \mathcal{M}^{\leq x}$ for $\mathcal{M} \in \mathcal{C}\text{ref}$ and $x \in \mathcal{G}$.

Choose a map $f: \mathcal{P} \rightarrow \mathcal{M}^{\leq x}$. We want to extend it to the vertex $x$, i.e. we have to define compatible maps $f^{E}: \mathcal{P}^{E} \rightarrow \mathcal{M}^{E}$ for $E \in \mathcal{E}_{\leq x}$ and $f^{x}: \mathcal{P}^{x} \rightarrow \mathcal{M}^{x}$. Let $E: y \rightarrow x$ be an edge in $\mathcal{E}_{\leq x}$. Because of property (2) of $\mathcal{P}$ and since $\mathcal{M}^{E}$ is annihilated by $\alpha$, the map $f^{y}: \mathcal{P}^{y} \rightarrow \mathcal{P}^{y}/\rho_{y,E} \mathcal{M}^{E}$ determines $f^{E}: \mathcal{P}^{E} \rightarrow \mathcal{M}^{E}$.

Moreover, $f$ induces a map $f^{<x}: \mathcal{P}(\{<x\}) \rightarrow \mathcal{M}(\{<x\})$ and $\mathcal{P}(\{<x\}) \rightarrow \mathcal{M}(\{<x\})$

$$\bigoplus_{E \in \mathcal{E}_{\leq x}} \mathcal{P}^{E} \oplus f^{E} \bigoplus_{E \in \mathcal{E}_{\leq x}} \mathcal{M}^{E}$$
commutes. We get an induced map \( f^\delta x : \mathcal{P}^\delta x \to \mathcal{M}^\delta x \). Since \( \mathcal{M} \) is reflexive, it is flabby, so by Proposition 4.2 the map \( \mathcal{M}^x \to \mathcal{M}^\delta x \) is surjective. Since \( \mathcal{P}^x \) is projective, we can find a map \( f^x : \mathcal{P}^x \to \mathcal{M}^x \) such that

\[
\begin{array}{ccc}
\mathcal{P}^x & \xrightarrow{f^x} & \mathcal{M}^x \\
\downarrow & & \downarrow \\
\mathcal{P}^\delta x & \xrightarrow{f^\delta x} & \mathcal{M}^\delta x
\end{array}
\]

\( f^\delta x \) commutes. Therefore it is enough to find \( f^E \) and \( f^x \) are compatible with \( \rho \) and we arrive at an extension \( \mathcal{P}^{\leq x} \to \mathcal{M}^{\leq x} \) of \( f \).

Now let \( h : \mathcal{B} \to \mathcal{C} \) be an admissible epimorphism in \( \mathcal{C}^{ref} \) and choose a map \( f : \mathcal{P} \to \mathcal{B} \). We want to construct \( g : \mathcal{P} \to \mathcal{B} \) such that \( f = h \circ g \). We construct \( g \) vertex by vertex, following the order. Suppose we have constructed \( g^y \) for all vertices \( y \) with \( y < x \). By what we showed above we can find an extension \( j^{\leq x} : \mathcal{P}^{\leq x} \to \mathcal{B}^{\leq x} \) of the map \( g^{< x} : \mathcal{P}^{< x} \to \mathcal{B}^{< x} \). Set

\( f' := h^{\leq x} \circ j^{\leq x} - f^{\leq x} : \mathcal{P}^{\leq x} \to \mathcal{C}^{\leq x} \).

Suppose we find a map \( g' : \mathcal{P}^{\leq x} \to \mathcal{B}^{\leq x} \) such that \( f' = h^{\leq x} \circ g' \). Then \( f^{\leq x} = h^{\leq x} \circ (j^{\leq x} - g') \). So it is enough to find \( g' \).

Now \( f' : \mathcal{P}^{\leq x} \to \mathcal{C}^{\leq x} \) is such that \( (f')^{< x} = 0 \), i.e. \( f' \) is given by its component \( (f')^x : \mathcal{P}^x \to \mathcal{C}^x \) and the image of \( (f')^x \) lies inside \( \mathcal{C}^x \). Therefore it is enough to find \( (g')^x : \mathcal{P}^x \to \mathcal{B}^x \) such that \( (f')^x = h^x \circ (g')^x \). By the exactness of the sequence we started with, the map \( h^x : \mathcal{B}^x \to \mathcal{C}^x \) is surjective, and since \( \mathcal{P}^x \) is projective we find \( (g')^x : \mathcal{P}^x \to \mathcal{B}^x \).

5.2. Braden-MacPherson sheaves. In the following we assume that the order on the set of vertices is bounded from above, i.e. that for any vertex \( v \) of \( \mathcal{G} \) the set \( \{ x \mid x \geq v \} \) is finite.

**Theorem 5.2.** For any \( v \in \mathcal{G} \) there exists an object \( \mathcal{B}(v) \in \mathcal{C}^{ref} \), unique up to isomorphism, with the following properties:

1. \( \mathcal{B}(v) \) is indecomposable and projective.
2. \( \text{supp}(\mathcal{B}(v)) \subset \{ x \mid x \geq v \} \) and \( \mathcal{B}(v)^v \cong S \).

Moreover, every indecomposable projective object in \( \mathcal{C}^{ref} \) is isomorphic to \( \mathcal{B}(v) \) for a unique \( v \in \mathcal{G} \).

**Proof.** Let \( v \) be a vertex of \( \mathcal{G} \). We first use the Braden-MacPherson algorithm (cf. [BMP], 1.4) to construct a \( \mathcal{G} \)-sheaf \( \mathcal{B}(v) \) and then we show that it has all the properties listed in the theorem. Its uniqueness follows from the construction (cf. Lemma 5.3).

We build \( \mathcal{B}(v) \) inductively, using the order on the vertices. Suppose we have already constructed \( \mathcal{B}(v)^y \) on a vertex \( y \). As Proposition 5.1 suggests, we then define \( \mathcal{B}(v)^E := \mathcal{B}(v)^y / \alpha \mathcal{B}(v)^y \) for any edge \( E : y \to x \) and we let \( \rho_y : \mathcal{B}(v)^y \to \mathcal{B}(v)^E \) be the canonical quotient map. So we only have to define \( \mathcal{B}(v) \) on the vertices together with the maps \( \rho \) in the downwards direction.

We set \( \mathcal{B}(v)^x = 0 \) for all edges \( x \) with \( x \not\geq v \). Then we define \( \mathcal{B}(v)^v = S \). Suppose we have already constructed \( \mathcal{B}(v)^y \) for any vertex \( y \) with \( y < x \). As before we define \( \mathcal{B}(v)^{\delta x} \subset \bigoplus_{E \in E_{x^c}} \mathcal{B}(v)^E \) as the image of \( \mathcal{B}(v)^{< x} (\{ < x \}) \) and
we let $B(v)^x$ be a projective (i.e. free) cover of $B(v)^x$ as an $S$-module. The components of the projective cover map $B(v)^x \to B(v)^x \subset \bigoplus B(v)^E$ define the maps $\rho_{x,E}: B(v)^x \to B(v)^E$.

So we have constructed a $\mathcal{G}$-sheaf $B(v)$. By construction $\text{supp}(B(v)) \subset \{ x \mid x \geq v \}$ and $B(v)^v = S$. We now show that $B(v)$ is generated by global sections, i.e. that $(L \circ \Gamma)(B(v)) \to B(v)$ is an isomorphism. Every $m \in B(v)^x$ is a component of a global section, hence $\Gamma(B(v))^x = B(v)^x$ for any vertex $x$. For an edge $E: x \to y$ consider the commutative diagram

\[
\begin{array}{c}
\Gamma(B(v))^x = B(v)^x \\
(L \circ \Gamma)(B(v))^E \xrightarrow{g^E} B(v)^E.
\end{array}
\]

The vertical and diagonal maps are surjective and $\alpha B(v)^x$ is the kernel of the diagonal map. It is contained in the kernel of the vertical map, hence the horizontal map is injective, hence an isomorphism. So $B(v)$ is generated by global sections. It is easy to see that $B(v)$ is indecomposable. Any $B(v)^x$ is free, in particular reflexive, hence Proposition 4.6 gives $B(v) \in \mathcal{C}_{\text{ref}}$. By Proposition 5.1, $B(v)$ is projective.

The following Lemma follows from the fact that, if $B$ is an $S$-module and $A \to B$ is a projective cover, then any endomorphism on $A$ that induces an automorphism on $B$ is an automorphism. In [BMP], Proposition 1.2, one can find a stronger statement.

**Lemma 5.3.** Let $B(v)$ be the $\mathcal{G}$-sheaf constructed above and let $f \in \text{End}(B(v))$ be an endomorphism such that $f^v \in \text{End}_S(B(v)^v)$ is an automorphism. Then $f$ is an automorphism.

Let $P \in \mathcal{C}_{\text{ref}}$ be projective and choose $v$ minimal such that $P^v \neq 0$. Then $P^v$ is free over $S$. Choose a direct summand of rank one in $P^v$ and identify it with $B(v)^v$. By projectivity the corresponding inclusion and projection are induced by maps $f: B(v) \to P$ and $g: P \to B(v)$. Then $(g \circ f)^v \in \text{End}(B(v)^v)$ is the identity, so, by the lemma above, $g \circ f$ is an automorphism. Thus $B(v)$ is a direct summand of $P$. This proves uniqueness of $B(v)$ up to isomorphism and shows that every indecomposable projective in $\mathcal{C}_{\text{ref}}$ is isomorphic to $B(v)$ for a unique $v \in \mathcal{G}$. □

**5.3. A question.** When does $B(v)$ admit a Verma flag? On the level of $\mathcal{G}$-sheaves, admitting a Verma flag means that the kernel of the map $B(v)^x \to B(v)^x$ is graded free for all $x \in \mathcal{G}$. From this perspective this seems to be an interesting and strong additional property of the moment graph. It also implies that the global section of $B(v)$ form a free $S$-module.

The results in the following show that the moment graphs associated to blocks outside the critical hyperplanes of the category $\mathcal{O}$ of a symmetrizable Kac-Moody algebra have this property. The results in [BMP] show that this is also true for moment graphs associated to equivariantly formal varieties.

**5.4. Dependancy on the base.** Let $R$ be the localization of $S = S(V)$ at the point $0 \in V^*$, i.e. at the maximal ideal $S \cdot V$. For everything we have done so far we can replace $S$ by $R$. We denote the resulting objects by the index
R. For example, \( \mathcal{V}_R(\mathcal{G}) \) is the \( R \)-linear category of objects that admit a Verma flag.

6. Equivariant Representation Theory

Let \( \mathfrak{g} \) be a complex symmetrizable Kac-Moody algebra, \( \mathfrak{b} \subset \mathfrak{g} \) its Borel subalgebra and \( \mathfrak{h} \subset \mathfrak{b} \) its Cartan subalgebra. Let \( U(\mathfrak{g}), U(\mathfrak{b}) \) and \( S = S(\mathfrak{h}) = U(\mathfrak{h}) \) be the universal enveloping algebras. We give a short overview of the equivariant representation theory of \( \mathfrak{g} \). More details and proofs can be found in [Fie1] and [Fie2].

6.1. Equivariant modules with a Verma flag. Let \( R = S_{(\mathfrak{h})} \) be the localization of the symmetric algebra of \( \mathfrak{h} \) at the point \( 0 \in \mathfrak{h}^* \). We will work with \( R \) instead of \( S \) since, for most of the following representation-theoretic constructions, it is essential that the base ring is local.

Let \( \tau : S \to R \) be the canonical map. For \( \lambda \in \mathfrak{h}^* \) we let \( R_\lambda \) be the \( \mathfrak{h} \)-\( R \)-bimodule that is free of rank one over \( R \) and on which \( \mathfrak{h} \) acts according to the character \( \lambda + \tau \) (that means that \( H \in \mathfrak{h} \) acts by multiplication with \( \lambda(H) \cdot 1 + \tau(H) \in R \)). We have \( \mathfrak{b} = [\mathfrak{b}, \mathfrak{b}] \oplus \mathfrak{h} \) and the projection \( \mathfrak{b} \to \mathfrak{h} \) onto the second summand is a morphism of Lie algebras. So we can consider \( R_\lambda \) as a \( \mathfrak{b} \)-\( R \)-bimodule and induction yields a \( \mathfrak{g} \)-\( R \)-bimodule

\[
M_R(\lambda) = U(\mathfrak{g}) \otimes_{U(\mathfrak{b})} R_\lambda.
\]

It is called the equivariant (or deformed) Verma module with highest weight \( \lambda \).

Let \( M \) be a \( \mathfrak{g} \)-\( R \)-bimodule and \( \mu \in \mathfrak{h}^* \). Then

\[
M_\mu := \{ m \in M \mid H.m = (\mu(H) \cdot 1 + \tau(H))m \quad \text{for all } H \in \mathfrak{h} \}
\]

is called its weight space of weight \( \mu \). We say that \( M \) is an (equivariant) weight module if \( M = \bigoplus_{\mu \in \mathfrak{h}^*} M_\mu \) and we call \( \{ \mu \in \mathfrak{h}^* \mid M_\mu \neq 0 \} \) its set of weights. The equivariant Verma module \( M_R(\lambda) \) is a weight module. Its set of weights is \( \lambda - \mathbb{N} \cdot \Delta^+ \), where \( \Delta^+ \subset \mathfrak{h}^* \) is the set of roots of \( \mathfrak{b} \) (i.e. the set of positive roots).

Let \( \mathcal{M}_R \) be the category of \( \mathfrak{g} \)-\( R \)-bimodules that are weight modules and that admit a finite Verma flag, i.e. a finite filtration whose subquotients are isomorphic to equivariant Verma modules. Let \( (M : M_R(\lambda)) \) be the multiplicity of \( M_R(\lambda) \). It is independent of the filtration. \( \mathcal{M}_R \) is a subcategory of the category \( \mathcal{O}_R \), which is the category of \( \mathfrak{g} \)-\( R \)-bimodules \( M \) that are weight modules and locally finite for the action of \( \mathfrak{b} \), i.e. that have the property that for any \( m \in M \) the space \( (U(\mathfrak{b}) \otimes_{\mathbb{C}} R).m \) is finitely generated over \( R \). Note that \( \mathcal{O}_R \) is abelian and \( \mathcal{M}_R \) is closed under extensions in \( \mathcal{O}_R \), so \( \mathcal{M}_R \) inherits an exact structure.

6.2. Projective objects. Let \( \Delta \subset \mathfrak{h}^* \) be the set of roots of \( \mathfrak{g} \) and \( \Delta_+ \subset \Delta \) the set of roots of \( \mathfrak{b} \). We define a partial order on \( \mathfrak{h}^* \) by setting \( \lambda \geq \mu \) if and only if \( \lambda - \mu \) can be written as a sum of positive roots.

For \( \nu \in \mathfrak{h}^* \) let \( \mathcal{M}_R^{\leq \nu} \) be the full subcategory of \( \mathcal{M}_R \) consisting of modules \( M \) such that \( M_\mu \neq 0 \) implies \( \mu \leq \nu \). This is equivalent to saying that only Verma modules with highest weights \( \mu \) with \( \mu \leq \nu \) occur in a Verma flag. \( \mathcal{M}_R^{\leq \nu} \) is
a subcategory of the analogously defined category $\mathcal{O}_R^{\leq \nu} \subset \mathcal{O}_R$ and it is closed under extensions, so it inherits an exact structure.

The category $\mathcal{O}_R^{\leq \nu}$ contains enough projective objects and all of them admit a Verma flag, i.e., they are projective in $\mathcal{M}_R^{\leq \nu}$. For any $\lambda$ with $\lambda \leq \nu$ there exists an object $P_R^{\leq \nu}(\lambda) \in \mathcal{M}_R^{\leq \nu}$ which is characterized by being indecomposable and projective and the properties

\[
(P_R^{\leq \nu}(\lambda) : M_R(\mu)) \neq 0 \Rightarrow \mu \geq \lambda \quad \text{(and } \mu \leq \nu),
\]

\[
(P_R^{\leq \nu}(\lambda) : M_R(\lambda)) = 1.
\]

Every indecomposable projective object in $\mathcal{O}_R^{\leq \nu}$ is isomorphic to $P_R^{\leq \nu}(\lambda)$ for a unique $\lambda$.

6.3. **Block decomposition.** For a symmetrizable Kac-Moody algebra $\mathfrak{g}$ there exists an invariant, non-degenerate bilinear form $(\cdot, \cdot) : \mathfrak{g} \times \mathfrak{g} \to \mathbb{C}$. It induces a non-degenerate bilinear form $(\cdot, \cdot) : \mathfrak{h} \times \mathfrak{h} \to \mathbb{C}$ and, dually, a non-degenerate bilinear form $(\cdot, \cdot) : \mathfrak{h}^* \times \mathfrak{h}^* \to \mathbb{C}$. Choose $\rho \in \mathfrak{h}^*$ such that $(\rho, \alpha) = 1$ for any simple root $\alpha \in \Delta$.

Let $\sim$ be the finest equivalence relation on $\mathfrak{h}^*$ such that $\lambda \sim \mu$ if there exist $\beta \in \Delta$ and $n \in \mathbb{Z}$ with $\lambda - \mu = n\beta$ and $2(\lambda + \beta, \beta) = n(\beta, \beta)$. This definition does not depend on the choice of $\rho$. For an equivalence class $\Lambda \in \mathfrak{h}^*/\sim$ let $\mathcal{M}_{RA} \subset \mathcal{M}_R$ be the subcategory of $\mathcal{M}_R$ consisting of all modules $M$ such that $(M : M_R(\lambda)) \neq 0$ implies $\lambda \in \Lambda$. The next result follows from the analogous result in [Fie1], Proposition 2.8.

**Theorem 6.1.** The functor

\[
\prod_{\Lambda \in \mathfrak{h}^*/\sim} \mathcal{M}_{RA} \to \mathcal{M}_R,
\]

\[
\{M_\Lambda\} \mapsto \bigoplus_{\Lambda \in \mathfrak{h}^*/\sim} M_\Lambda
\]

is an equivalence of categories.

Let $\Lambda \in \mathfrak{h}^*/\sim$ be an equivalence class. For $\nu \in \Lambda$ let $\Lambda^{\leq \nu} \subset \Lambda$ be the subset of elements that are smaller or equal to $\nu$. Let $\mathcal{M}_{RA^{\leq \nu}} = \mathcal{M}_R^{\leq \nu} \cap \mathcal{M}_{RA}$ and $\mathcal{O}_{RA^{\leq \nu}} = \mathcal{O}_R^{\leq \nu} \cap \mathcal{O}_{RA}$ be the respective truncations. Then $M \in \mathcal{M}_R$ lies in $\mathcal{M}_{RA^{\leq \nu}}$ if and only if $(M : M_R(\mu)) \neq 0$ implies $\mu \in \Lambda^{\leq \nu}$. Let $\mathcal{P}_{RA^{\leq \nu}} \subset \mathcal{M}_{RA^{\leq \nu}}$ be the full subcategory of projective objects. The set $\{P_{RA^{\leq \nu}}(\lambda)\}_{\lambda \in \Lambda^{\leq \nu}}$ is a faithful set of small projectives in the sense of [Mit]. If we denote by $R$-mod($\mathcal{P}_{RA^{\leq \nu}})^{opp}$ the category of all additive contravariant functors from $\mathcal{P}_{RA^{\leq \nu}}$ to $R$-mod, then the functor

\[
\mathcal{O}_{RA^{\leq \nu}} \to R$-mod($\mathcal{P}_{RA^{\leq \nu}})^{opp}
\]

\[
M \mapsto M(\cdot) := \text{Hom}_{\mathcal{O}_R}(\cdot, M)
\]

is an equivalence of categories.
6.4. **Canonical Verma flags.** Let $\Lambda \in \mathfrak{h}^*/\sim$ and $M \in \mathcal{O}_{R,\Lambda}$. For any $\mu \in \Lambda$ let $M_{\geq \mu} \subset M$ be the sub-$\mathfrak{g}$-$R$-bimodule that is generated by all weight spaces $M_\nu$ with $\nu \geq \mu$ and let $M^{\leq \mu}$ be the cokernel of $\sum_{\nu \geq \mu} M_{\geq \nu} \subset M$. Define $M^{< \mu}$ analogously. For $\mu, \mu' \in \Lambda$ the associated integral Coxeter system.

6.5. **The associated integral Coxeter system.** Let $\mathcal{W}$ be the Weyl group of $\mathfrak{g}$. It naturally acts on $\mathfrak{h}^*$. Recall that a root $\alpha \in \Delta$ is called real if it is $\mathcal{W}$-conjugate to a simple root. Roots that are not real are called imaginary. Let $\Delta^re$ be the set of real roots and $\Delta^im$ the set of imaginary roots. For any $\beta \in \Delta^re$ let $s_\beta \in \mathcal{W}$ be the corresponding reflection.

There is an elegant description of the non-critical equivalence classes $\Lambda \in \mathfrak{h}^*/\sim$ as orbits of certain subgroups of $\mathcal{W}$. We say that an equivalence class $\Lambda \in \mathfrak{h}^*/\sim$ lies outside the critical hyperplanes, if $2(\lambda + \rho, \beta) \notin \mathbb{Z}(\beta, \beta)$ for any imaginary root $\beta \in \Delta^im$. We say that an equivalence class $\Lambda \in \mathfrak{h}^*/\sim$ lies outside the critical hyperplanes, if any $\lambda \in \Lambda$ does. For such $\Lambda$ let

$$
\Delta_\Lambda := \{ \beta \in \Delta | 2(\lambda + \rho, \beta) \in \mathbb{Z}(\beta, \beta) \text{ for some } \lambda \in \Lambda \},
$$

$$
\mathcal{W}_\Lambda := \{ s_\beta | \beta \in \Delta_\Lambda \} \subset \mathcal{W},
$$

$$
\Delta_{\Lambda,+} := \Delta_\Lambda \cap \Delta_+,
$$

$$
\Pi_\Lambda := \{ \alpha \in \Delta_{\Lambda,+} | s_{\alpha}(\Delta_{\Lambda,+} \setminus \{ \alpha \}) \subset \Delta_{\Lambda,+} \},
$$

$$
\mathcal{S}_\Lambda := \{ s_\alpha | \alpha \in \Pi_\Lambda \}.
$$

Then $(\mathcal{W}_\Lambda, \mathcal{S}_\Lambda)$ is a Coxeter system (it is called the integral Coxeter system for $\Lambda$). Denote the linear $\mathcal{W}$-action on $\mathfrak{h}^*$ by $\lambda \mapsto w(\lambda)$ and let $\lambda \mapsto w.\lambda = w(\lambda + \rho) - \rho$ be the action shifted by $\rho$. Again it does not depend on the choice of $\rho$. Then $\Lambda$ is a $\mathcal{W}_\Lambda$-orbit in $\mathfrak{h}^*$, i.e. $\Lambda = \mathcal{W}_\Lambda \lambda$ for any $\lambda \in \Lambda$.

6.6. **The associated moment graph.** Let $\Lambda \in \mathfrak{h}^*/\sim$ be an equivalence class outside the critical hyperplanes. The associated moment graph $\mathcal{G} = \mathcal{G}_\Lambda$ over $\mathfrak{h}$ is defined as follows. Its set of vertices is $\Lambda$. Let $\mathcal{T}_\Lambda \subset \mathcal{W}_\Lambda$ be the set of reflections in $\mathcal{W}_\Lambda$ and for $t \in \mathcal{T}_\Lambda$ let $\alpha_t^\vee \in \mathfrak{h}$ be the corresponding coroot. The vertices $\lambda, \mu \in \Lambda$ are linked by an edge if there is a reflection $t \in \mathcal{T}_\Lambda$ such that $\lambda = t.\mu$ and $\lambda \neq \mu$. We label the edge by $C \cdot \alpha_t^\vee \subset \mathfrak{h}$. The order on the vertices is the induced order on $\Lambda \subset \mathfrak{h}^*$.

If $\lambda \in \Lambda$ is antidominant, i.e. a smallest element in $\Lambda$, then $\mathcal{W}_\Lambda/\mathcal{W}_\lambda^\Lambda \rightarrow \Lambda, \bar{\lambda} \mapsto \bar{\lambda} \lambda$ is a bijection of ordered sets and $\mathcal{G}_\Lambda$ is isomorphic to the moment graph $\mathcal{G}(\mathcal{W}_\Lambda, \mathcal{S}_\Lambda, \mathcal{W}_\lambda^\Lambda)$ defined in [20]. If $\lambda \in \Lambda$ is dominant, i.e. a largest element in $\Lambda$ with respect to the Bruhat order, then $\mathcal{G}_\Lambda$ is isomorphic to the tilted moment graph $t(\mathcal{G}(\mathcal{W}_\Lambda, \mathcal{S}_\Lambda, \mathcal{W}_\lambda^\Lambda))$. By Lemma 3.1, $\mathcal{G}_\Lambda$ is quasi-finite and it has the GKM-property since any two coroots that induce different reflections are linearly independent.
6.7. The equivariant center. Let $\Lambda \in h^*/\sim$ be a non-critical equivalence class. Let $Z_{RA}$ be the center of $O_{RA}$, i.e. the ring $\text{End}(\text{id}_{O_{RA}})$ of endotransformations of the identity functor on $O_{RA}$. It is naturally isomorphic to the center of $M_{RA}$ since all projectives in $O_{RA}$ lie in $M_{RA}$. Let

$$ev: Z_{RA} \to \prod_{\nu \in \Lambda} \text{End}(M_R(\nu)) = \prod_{\nu \in \Lambda} R$$

be the evaluation at the Verma modules.

**Theorem 6.2** ([Fie1], Theorem 3.6). The evaluation map is injective and defines an isomorphism

$$Z_{RA} \cong \left\{ (z_\nu) \in \prod_{\nu \in \Lambda} R \bigg| z_\nu \equiv z_{t,\nu} \mod \alpha^\vee_t \text{ for all } \nu \in \Lambda, t \in T \right\}.$$

Hence the center of a block $O_{RA}$ is canonically isomorphic to the structure algebra $Z_R(G_\Lambda)$ of its associated moment graph. Let $\nu \in \Lambda$ and let $Z_{RA,\leq \nu}$ be the center of the truncated category $O_{RA,\leq \nu}$. Analogously we have an isomorphism

$$Z_{RA,\leq \nu} = \left\{ (z_\mu) \in \prod_{\mu \in \Lambda, \leq \nu} R \bigg| z_\mu \equiv z_{t,\mu} \mod \alpha^\vee_t \text{ for all } \mu, t, \mu \in \Lambda, \leq \nu, t \in T \right\}.$$

So if $G_{A,\nu}$ is the restricted moment graph, i.e. the subgraph that contains only the vertices that are smaller or equal to $\nu$, we again have an identification $Z_{RA,\leq \nu} = Z_R(G_{A,\nu}).$

**Remark 6.3.** It is a non-trivial fact that the restriction $Z_{RA} \to Z_{RA,\leq \nu}$ is surjective. This corresponds to the smoothness of flag varieties and to the fact that the multiplicities in the antidominant projective are at most one (cf. [Fie2], Lemma 3.8). In the language of moment graphs this means that the structure sheaf $\mathcal{A}_{R,G_\Lambda}$ is flabby.

In the following we denote by $V_{RA}$ and $V_{RA,\leq \nu}$ the categories $V_R(G_\Lambda)$ and $V_R(G_{A,\nu}).$

7. An equivalence of categories

In this section we state and prove the main result, namely Theorem 7.1

7.1. The structure functor. Let $\Lambda \subset h^*/\sim$ be an equivalence class outside the critical hyperplanes. In [Fie2] we defined the structure functor

$$V = V_{RA}: \mathcal{M}_{RA} \to Z_{RA}\text{-mod}^f.$$  

If $\Lambda$ contains an antidominant, i.e. smallest element $\lambda$, then $V = \text{Hom}(P_R(\lambda), \cdot)$, where $P_R(\lambda) = \lim P_{R,\leq \nu}(\lambda)$ is a completion of the truncated antidominant projective objects. If $\Lambda$ contains a dominant, i.e. largest element we use the tilting functor to translate the situation to the antidominant case.

Note that $V$ is exact for the classical exact structure on $Z_{RA}\text{-mod}^f$ since $P_R(\lambda)$ is projective. Let $M \in \mathcal{M}_{RA}$. Then $M \otimes_R Q \in \mathcal{M}_{Q,\Lambda}$ splits into the direct sum of Verma modules. Applying the structure functor gives the
canoncial decomposition of $\mathbb{V}M \otimes_R Q$ in $\mathbb{3.2}$. Hence $\mathbb{V}$ transforms the canonical Verma filtration to the order filtration. In particular, $\mathbb{V}$ is exact even for the non-standard exact structure defined in $\mathbb{4.1}$.

By $\mathbb{[Fie2]}$, Proposition 3.11, the image of a Verma module is a Verma module, i.e. $\mathbb{V}M_R(\lambda) \cong \mathbb{V}R(\lambda)$, hence the image of $\mathbb{M}_{R,\lambda}$ is contained in $\mathbb{V}_{R,\lambda}$. We denote the restriction $\mathbb{V}: \mathbb{M}_{R,\lambda} \to \mathbb{V}_{R,\lambda}$ again by $\mathbb{V}$.

**Theorem 7.1.** The functor $\mathbb{V}: \mathbb{M}_{R,\lambda} \to \mathbb{V}_{R,\lambda}$ is an equivalence of exact categories.

### 7.2. The structure of projectives.

For $\nu \in \Lambda$ the structure functor restricts to a functor $\mathbb{V}: \mathbb{M}_{R,\lambda} \to \mathbb{V}_{R,\lambda}$ such that we denote by $\mathbb{V}$ as well. The most important step in the proof of Theorem 7.1 is the following proposition.

**Proposition 7.2.** Let $P \in \mathbb{M}_{R,\lambda}^{\leq \nu}$ be projective. Then $\mathbb{V}P$ is projective in $\mathbb{V}_{R,\lambda}^{\leq \nu}$.

**Proof.** We will show that $\mathbb{V}P$ has the two properties listed in Proposition $\mathbb{5.1}$.

In the following we make extensive use of the base change results that are described in $\mathbb{[Fie1]}$, 2.3, and $\mathbb{[Fie2]}$.

Let $\chi \in \Lambda^{\leq \nu}$. We want to show that $\mathbb{V}P$ is free over $\mathbb{R}$. Let $P_\mathbb{C} := P \otimes_R \mathbb{C}$ and $M_\mathbb{C}(\chi) = M_R(\chi) \otimes_R \mathbb{C}$. Then $P_\mathbb{C}$ is projective in the classical category $\mathbb{O}$ and $M_\mathbb{C}(\chi)$ is a classical Verma module. Moreover

$$
(P : M_\mathbb{R}(\chi)) = (P_\mathbb{C} : M_\mathbb{C}(\chi)) = \dim_\mathbb{C} \text{Hom}_\mathbb{O}(P_\mathbb{C}, M_\mathbb{C}(\chi)).
$$

Denote this number by $k$.

We have $\text{Hom}_\mathbb{O}(P, M_\mathbb{R}(\chi)) \otimes_\mathbb{R} \mathbb{C} = \text{Hom}_\mathbb{O}(P_\mathbb{C}, M_\mathbb{C}(\chi))$. So we can choose $f_1, \ldots, f_k \in \text{Hom}_\mathbb{O}(P, M_\mathbb{R}(\chi))$ such that $f_1, \ldots, f_k$ with $f_i = f_i \otimes 1$ is a basis of $\text{Hom}_\mathbb{O}(P_\mathbb{C}, M_\mathbb{C}(\chi))$. Consider

$$
f = (f_1, \ldots, f_k) : P \to M_\mathbb{R}(\chi) \oplus^k = \bigoplus_{1 \leq i \leq k} M_\mathbb{R}(\chi).
$$

The map $\mathbb{V}f : \mathbb{V}P \to \mathbb{V}M_\mathbb{R}(\chi) \oplus^k$ factors over $\mathbb{V}P \to (\mathbb{V}P)^\chi$, since $\mathbb{V}M_\mathbb{R}(\chi)$ is supported on $\chi$. We claim that $(\mathbb{V}f)^\chi : (\mathbb{V}P)^\chi \to \mathbb{V}M_\mathbb{R}(\chi) \oplus^k$ is an isomorphism of $\mathbb{R}$-modules. As $\mathbb{V}M_\mathbb{R}(\chi)$ is free over $\mathbb{R}$ this shows the first property in Proposition 5.1.

Let $Q$ be the quotient field of $\mathbb{R}$. For an $\mathbb{R}$-module $M$ we write $M_\mathbb{Q}$ for its localization $M \otimes_\mathbb{R} \mathbb{Q}$. We have a canonical decomposition $P_\mathbb{Q} = \bigoplus_{\mu \in \Lambda^{\leq \nu}} P_{\mathbb{Q}, \mu}$ such that each $P_{\mathbb{Q}, \mu}$ is isomorphic to a direct sum of copies of $M_\mathbb{Q}(\mu)$. Then $f$ induces an isomorphism $P_{\mathbb{Q}, \chi} \cong M_\mathbb{Q}(\chi)^{\oplus k}$; hence $\mathbb{V}(f_\mathbb{Q})^\chi$ is an isomorphism. As $\mathbb{V}$ and $(\cdot)^\chi$ commute with base change, $(\mathbb{V}f)^\chi$ is an isomorphism. Since $(\mathbb{V}P)^\chi$ is torsion free, $(\mathbb{V}f)^\chi$ is injective. So we are left with showing that $(\mathbb{V}f)^\chi$ is surjective.

It is enough to show that $\mathbb{V}f$ is surjective. It suffices to show that it is surjective at the closed point $\text{Spec}(\mathbb{C})$, i.e. we have to show that for $\bar{f} = (\bar{f}_1, \ldots, \bar{f}_k) : P_\mathbb{C} \to M_\mathbb{C}(\chi)^{\oplus k}$ the map $\mathbb{V}\bar{f} : \mathbb{V}P_\mathbb{C} \to \mathbb{V}M_\mathbb{C}(\chi)^{\oplus k}$ is surjective.

We have to distinguish two cases. First we assume that $\Lambda$ contains an antidominant element $\lambda$. Then $\mathbb{V} = \text{Hom}_\mathbb{O}(P_\mathbb{C}(\lambda), \cdot)$. Let $P_\mathbb{C}^\lambda \subset M_\mathbb{C}(\chi)^{\oplus k}$ be the image of $\bar{f}$. By projectivity of $P_\mathbb{C}(\lambda)$, $\text{im} \mathbb{V}\bar{f} = \mathbb{V}P_\mathbb{C}^\lambda$. Since $\mathbb{V}M_\mathbb{C}(\chi)$ is one-dimensional, we have to show that the dimension of $\mathbb{V}P_\mathbb{C}^\lambda$ is at least $k$. 
Lemma 7.3. The socle of $M_C(\chi)$ is simple and isomorphic to $M_C(\lambda)$.

Before we prove the lemma, we finish our previous argument. $\forall M_C(\chi)$ is generated by the composition $P_C(\chi) \rightarrow M_C(\lambda) \rightarrow M_C(\chi)$. Let $g: P_C^\chi \rightarrow M_C(\chi)$ be a non-zero map. By the lemma, $M_C(\lambda)$ is contained in the image of $g$ and by projectivity of $P_C(\chi)$ any map $P_C(\chi) \rightarrow M_C(\chi)$ factors over $g$. In particular, the map $\text{Hom}(P_C^\chi, M_C(\chi)) \rightarrow \text{Hom}([\forall P_C^\chi, \forall M_C(\chi)])$, that is induced by $\forall$, is injective.

Every homomorphism $P_C \rightarrow M_C(\chi)$ factors over $P_C^\chi$, and the dimension of $\text{Hom}(P_C, M_C(\chi))$ is $k$. Hence $\text{dim}_C \text{Hom}(\forall P_C^\chi, \forall M_C(\chi)) \geq k$. Since $\forall M_C(\chi)$ is one-dimensional, the dimension of $\forall P_C^\chi$ is at least $k$. This is what we wanted to show.

Proof of the Lemma. We use induction on the Bruhat order on $\Lambda$. The case $\chi = \lambda$ follows from the fact that $M_C(\lambda)$ is simple. Let $\chi \in \Lambda$ and let $M \subset M_C(\chi)$ be a non-trivial submodule. Let $\nu < \chi$ be a maximal weight of $M$. Then there is a non-zero map $i: M_C(\nu) \rightarrow M$. Every non-trivial map between Verma modules is injective, so by the induction hypothesis there is a non-zero map $M_C(\lambda) \rightarrow M$. So any submodule of $M_C(\chi)$ contains a copy of $M_C(\lambda)$. Since the multiplicity of the simple module $M_C(\lambda)$ in $M_C(\chi)$ is one (cf. [Fie2, Lemma 3.8]), this is the unique simple submodule.

Now assume that $\Lambda$ contains a largest element $\lambda$. Recall that we want to show that the map $\forall f: \forall P_C \rightarrow \forall M_C(\chi)^{\oplus k}$ is surjective. Let $\mathcal{M} \subset \mathcal{O}$ be the non-equivariant category of modules that admit a Verma flag and $\mathcal{M}_\Lambda = \mathcal{M} \cap \mathcal{O}_\Lambda$ the corresponding blocks. There is a tilting equivalence $t: \mathcal{M}_\Lambda \rightarrow \mathcal{M}_\Lambda^{\text{opp}}$, where $t(\lambda) := -2\rho - \lambda$ is an equivalence class with smallest element $-2\rho - \lambda$ (cf. [Soe2] and [Fie2]). For $M \in \mathcal{M}_\Lambda$ we have $\forall M = \text{Hom}(P_C(-2\rho - \lambda), t(M))^*$, where $\ast = \text{Hom}(\ast, \mathbb{C})$ is the duality functor on $Z_{C,A}$-mod.

The next lemma shows that $t(\bar{f}): t(M_C(\chi)^{\oplus k}) \rightarrow t(P_C)$ is injective. Hence $\text{Hom}(P_C(-2\rho - \lambda), t(M_C(\chi)^{\oplus k})) \rightarrow \text{Hom}(P_C(-2\rho - \lambda), t(P_C))$ is injective, so the dual map $\forall P_C \rightarrow \forall M_C(\chi)^{\oplus k}$ is surjective.

Lemma 7.4. Choose $M \in \mathcal{M}$, $\mu \in \mathfrak{h}^*$ and a map $g: M_C(\mu)^{\oplus k} \rightarrow M$. Suppose that $g_\mu: M_C(\mu)^{\oplus k} \rightarrow M_\mu$ is injective. Then $g$ is injective.

Proof. Set $N = M_C(\mu)^{\oplus k}$. Choose a filtration $M = M_l \supset M_{l-1} \supset \cdots \supset M_0 = 0$ of $M$ by Verma modules. It induces, via $g_\mu$, a filtration $N_\mu = N_{\mu, l} \supset \cdots \supset N_{\mu, 0} = 0$ on the $\mu$-weight space of $N$. Let $N_i \subset N$ be generated by $N_{\mu, i}$. We get a map $g_i: N_i/N_{i-1} \rightarrow M_i/M_{i-1}$ that is injective on the $\mu$-weight space. Now $M_i/M_{i-1}$ is a Verma module and any non-trivial morphism between Verma modules is injective. Hence $g_i$ is injective. This is the case for any $i$, so $g$ is injective.

So we proved that $(\forall P)^\chi$ is free over $R$ in both cases. We still have to show the second property in Proposition 5.1. Let $E: \chi \xrightarrow{\alpha} \chi'$ be an edge, starting at $\chi$, i.e. $\chi < \chi'$. Since $\forall P$ has a Verma flag, it is determined by local relations, so we can identify $(\forall P)^\chi \rightarrow (\forall P)^E$ with the quotient map $(\forall P)^\chi \rightarrow (\forall P)^\chi/(\forall P)_\chi$. So we have to show that $(\forall P)_\chi = \alpha^\chi(\forall P)^\chi$. It is
clear that \( \alpha^\forall(\forall P)^x \subset (\forall P)_x \), hence we must show that any \( m \in (\forall P)_x \) is divisible by \( \alpha^\forall \) in \( (\forall P)^x \).

Denote by \( M_{\alpha^\forall} \) the localization \( M \otimes_R R_{\alpha^\forall} \) of an \( R \)-module \( M \) at the ideal generated by \( \alpha^\forall \). It is enough to show that \( m \in (\forall P)_x \) is divisible by \( \alpha^\forall \) in the localization \( ((\forall P)^x)_{\alpha^\forall} \). Note that \( ((\forall P)^x)_{\alpha^\forall} = (\forall P_{\alpha^\forall})^x \) since \( \forall \) and \( (\cdot)^x \) commute with base change.

The module \( P_{\alpha^\forall} \) is projective in \( \mathcal{M}_{\alpha^\forall} \), the corresponding version of \( \mathcal{M} \) over \( R_{\alpha^\forall} \) (cf. [Fie1], Proposition 2.4). The category \( \mathcal{M}_{\alpha^\forall} \) splits into generic and subgeneric blocks. Since \( \chi < \chi' \), the only contribution to \( (\forall P_{\alpha^\forall})^x \) comes from the direct summands isomorphic to the antidominant projective object \( P_{\alpha^\forall}(\chi) \).

By [Fie1], Lemma 3.12, \( \forall P_{\alpha^\forall}(\chi) \) is isomorphic to the local structure algebra \( Z_{\alpha^\forall}(E) \). But \( Z_{\alpha^\forall}(E)_x = \alpha^\forall \cdot Z_{\alpha^\forall}(E)^x \), hence \( (\forall P_{\alpha^\forall})_x = \alpha^\forall \cdot (\forall P_{\alpha^\forall})^x \). \( \square \)

7.3. **The representation functor.** Recall the tilting duality \( t: \mathcal{M}_{R\Lambda} \overset{\sim}{\to} \mathcal{M}'_{R(t(\Lambda))} \) (cf. [Fie2], 2.6), where \( t(\Lambda) = -2\rho - \Lambda \). By definition we have \( \forall \Lambda = \ast \circ \forall_{t(\Lambda)} \circ t \), where \( (\cdot)^* = \text{Hom}_R(\cdot, R) \). We can identify \( G_{t(\Lambda)} \) with the tilted moment graph \( t(G_\Lambda) \). Using the tilting duality \( \forall_{R\Lambda} \overset{\sim}{\to} \forall_{R,t(\Lambda)}^{opp} \) (cf. 4.6) we see that it is enough to consider the case that \( \Lambda \) contains an antidominant element in order to prove Theorem 7.1.

Since every object in \( \mathcal{M}_{R\Lambda} \) or in \( \forall_{R\Lambda} \) lies in some suitably truncated subcategory, we only have to show that \( \forall: \mathcal{M}_{R\Lambda, \leq \nu} \to \forall_{R\Lambda, \leq \nu} \) is an equivalence. For this we construct an inverse functor.

We have an equivalence \( \mathcal{O}_{R\Lambda, \leq \nu} \overset{\sim}{\to} R\text{-mod}^{(\mathcal{P}_{R\Lambda, \leq \nu})^{opp}} \) (cf. 6.3). For \( \mathcal{M} \in \forall_{R\Lambda, \leq \nu} \) and \( P \in \mathcal{P}_{R\Lambda, \leq \nu} \) we set \( (\mathcal{W}, \mathcal{M})(P) := \text{Hom}_{\forall}(\forall P, \mathcal{M}) \). This yields an additive contravariant functor \( \mathcal{W}: \mathcal{P}_{R\Lambda, \leq \nu} \to R\text{-mod} \), hence an object \( \mathcal{W}, \mathcal{M} \in \mathcal{O}_{R\Lambda, \leq \nu} \) and we get a functor

\( \mathcal{W}: \forall_{R\Lambda, \leq \nu} \to \mathcal{O}_{R\Lambda, \leq \nu} \).

By Proposition 7.2, \( \forall P \) is projective in \( \forall_{R\Lambda, \leq \nu} \) for any \( P \in \mathcal{P}_{R\Lambda, \leq \nu} \), hence \( \mathcal{W} \) is an exact functor.

7.4. **Natural transformations.** Let \( P \in \mathcal{P}_{R\Lambda, \leq \nu} \) and \( M \in \mathcal{M}_{R\Lambda, \leq \nu} \). The functor \( \forall \) induces a map \( \text{Hom}_{\mathcal{O}_R}(P, M) \to \text{Hom}_{\forall}(\forall P, \forall M) \), hence a map \( M(P) \to (\mathcal{W} \circ \forall)(M)(P) \) that is both functorial in \( M \) and \( P \), hence we get a natural transformation \( \text{id}_{\mathcal{M}_{R\Lambda, \leq \nu}} \to \mathcal{W} \circ \forall \).

**Proposition 7.5** ([Fie2], Theorem 3.15). For \( M, N \in \mathcal{M}_{R\Lambda, \leq \nu} \) the map

\( \text{Hom}_{\mathcal{O}_R}(M, N) \to \text{Hom}_{\forall}(\forall M, \forall N) \)

is an isomorphism.

**Proof of Theorem 7.4.** The proposition above means that the natural transformation \( \text{id}_{\mathcal{M}_{R\Lambda, \leq \nu}} \to \mathcal{W} \circ \forall \) is an isomorphism. Let \( \mu \in \Lambda_{\leq \nu} \). From \( \forall M_R(\mu) \cong \forall_R(\mu) \) (cf. 1.2) we get \( \mathcal{W} \forall_R(\mu) \cong M_R(\mu) \). Since \( \mathcal{W} \) is exact, for any \( \mathcal{M} \in \forall_{R\Lambda, \leq \nu} \) the module \( \mathcal{W}, \mathcal{M} \) has a Verma flag. Hence we get a functor

\( \mathcal{W}: \forall_{R\Lambda, \leq \nu} \to \mathcal{M}_{R\Lambda, \leq \nu} \).

For any projective \( P \in \mathcal{P}_{R\Lambda, \leq \nu} \), the module \( \forall P \) is projective in \( \forall_{R\Lambda, \leq \nu} \). If \( P \) is indecomposable, then so is \( \forall P \). Since both \( \forall \) and \( \mathcal{W} \) do not change the
support, we get $V P R ^{\leq \nu} (\mu) \cong B_R (\mu)$ and $W B_R (\mu) \cong P R ^{\leq \nu} (\mu)$, where $B_R (\mu)$ is the Braden–MacPherson sheaf on $G^\leq $.

All that remains to show is that $V \circ W$ is isomorphic to the identity functor on $V_{R, \leq \nu}$. By Lemma 3.12 in [Fie2], we have a natural identification $Z_{R, \leq \nu} = \text{End}(P R ^{\leq \nu} (\lambda)) = V P R ^{\leq \nu} (\lambda)$. Moreover, for any $\mathcal{M} \in V_{R, \leq \nu}$, the object $W \mathcal{M}$ is characterized by $\text{Hom}_{\mathcal{O}} (P, W \mathcal{M}) = \text{Hom}_{V_R} (V P, \mathcal{M})$ for any $P \in P_{R, \leq \nu}$. Hence

$$
(V \circ W)(\mathcal{M}) = \text{Hom}_{\mathcal{O}} (P R ^{\leq \nu} (\lambda), W \mathcal{M}) = \text{Hom}_{V_R} (V P R ^{\leq \nu} (\lambda), \mathcal{M}) = \text{Hom}_{Z_R} (Z_{R, \leq \nu}, \mathcal{M}) = \mathcal{M}.
$$

This finishes the proof of Theorem 7.1. 

References

[BMP] T. Braden, R. MacPherson, From moment graphs to intersection cohomology, Math. Ann. 321, No. 3 (2001), 533–551.

[Fie1] P. Fiebig, Centers and translation functors for the category $\mathcal{O}$ over Kac–Moody algebras, Math. Z., 243 (2003), 689–717.

[Fie2] P. Fiebig, The combinatorics of category $\mathcal{O}$ over symmetrizable Kac–Moody algebras, math.RT/0305378, to appear in Transf. Groups.

[GKM] M. Goresky, R. Kottwitz, R. MacPherson, Equivariant cohomology, Koszul duality, and the localization theorem, Invent. Math. 131, No. 1 (1998), 25–83.

[Hum] J. E. Humphreys, Reflection groups and Coxeter groups, Cambridge Studies in Advanced Mathematics 29, Cambridge: Cambridge University Press (1992).

[Kel] B. Keller, Chain complexes and stable categories, Manuscripta Math. 67 (1990), 379–417.

[Mit] B. Mitchell, Rings with several objects, Adv. Math. 8 (1972), 1–161.

[Qu] D. Quillen, Higher algebraic $K$-theory: I, (H. Bass, ed.), Lecture Notes in Mathematics 341, Springer Verlag (1973), 77–139.

[Soe1] W. Soergel, Kategorie $\mathcal{O}$, perverse Garben und Moduln über den Koinvarianten zur Weylgruppe, J. Am. Math. Soc. 3 (1990), No.2, 421–445.

[Soe2] W. Soergel, Character formulas for tilting modules over Kac–Moody algebras, Represent. Theory 2 (1998), No.13, 432–448.

[Soe3] W. Soergel, Kazhdan–Lusztig Polynome und unzerlegbare Bimoduln über Polynomringen, preprint, math.RT/0403498

Mathematisches Institut, Universität Freiburg, 79104 Freiburg, Germany
E-mail address: peter.fiebig@math.uni-freiburg.de