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 Abstract

 The main result of this paper is the proof that there are local electric and magnetic field configurations expressed in terms of field lines on an arbitrary hyperbolic manifold. This electromagnetic field is described by (dual) solutions of the Maxwell’s equations of the Einstein-Maxwell theory. These solutions have the following important properties: i) they are general, in the sense that the knot solutions are particular cases of them and ii) they reduce to the electromagnetic fields in the field line representation in the flat space-time. Also, we discuss briefly the real representation of these electromagnetic configurations and write down the corresponding Einstein equations.
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1 Introduction

Recently, there has been an increasing interest in the topologically non-trivial configurations of the electromagnetic field in the flat space-time [1, 2, 3, 4]. These fields are associated to the solutions of the Maxwell’s equations without sources subject either to the null field or more general conditions [5]. The most known class of field line solutions of the Maxwell’s equations have the knot topology given in terms of complex scalar Hopf maps $S^3 \rightarrow S^2$ over the compactified space-like directions. The basic physical and geometrical properties of the field line solutions were investigated in a series of early papers [4]-[7]. More recent studies have focused on other features of the electromagnetic fields in terms of field lines: in [8, 9] the authors studied the connection between the knotted and linked solutions, the dynamics of the electric charges in this background and of the knotted fields were investigated in [11]-[14] and the topological quantization was discussed in [15]-[18]. The generalization of the above solutions to the torus knot topology was given in [19]-[21] and field lines and Hopf solutions were constructed in the non-linear electromagnetism in [22]-[24]. The importance of the electromagnetic fields in terms of field lines is emphasised by a large range of phenomena in which they seem to be present: in fluid physics [23, 24], atmospheric physics [25], liquid crystals [26], plasma physics [27], optical vortices [28, 29] and superconductivity [30]. (For a review of the subject and some of its applications see [31] and the references therein).

The existence of the general local field line solutions is a fundamental step in constructing particular field configurations, for example Hopf and torus knot fields, since it is the field lines rather than the electromagnetic potentials that contain the information about the topology of a given field configuration [2, 3]. In this bottom to top approach, the connection between the field lines and the knot topology is given by the complex scalar maps that characterize the integral lines of the electric and magnetic components. Therefore, by proving the existence of the field line solutions to the Maxwell’s equations one is able to describe a larger class of electromagnetic field configurations that contains the topological fields as a subclass specified by a certain number of parameters.

Our goal in this paper is to prove the existence of a general class of local field line solutions to the Maxwell’s equations without sources on an arbitrary hyperbolic manifold in the Einstein-Maxwell theory. These solutions are the natural generalization of the flat space-time field configurations from [2, 3] to the gravitating electromagnetic field. They are parametrized by two locally smooth complex scalar fields $f$ and $g$ which satisfy a set of constraints that result from the representation of both electric and magnetic fields in
terms of their own field lines\(^1\). The local solutions are the most general ones on a curved space-time because their global continuation depends on the topological and geometrical properties of the underlying manifold. A particular solution was obtained in [36] for the case of the cylinder topology that can be obtained from our local analysis in the case of the \(\mathbb{R} \times S^3\) space-time manifold. Other attempts to generalize the Hopf knots to the gravito-electromagnetic fields were performed in [32, 33, 34, 35] in the context of higher spin fields.

The paper is organized as follows. In Section 2 we establish our notations following mainly [37] and review the Einstein-Maxwell equations in the \(1 + 3\) formalism that is best suited for addressing the existence of the field line solutions locally on the hyperbolic space-time manifolds. In Section 3 we propose a new expression for the electric and magnetic fields in terms of the field lines. Our proposal generalizes naturally the field configurations given in [2, 3] in the Minkowski space-time. Then we prove by direct calculations that the new fields satisfy the local Maxwell’s equations. Although the computational steps follow closely the ones done in the flat space-time, the calculations are non-trivial due to the presence of the gravitational field. As in the Minkowski space-time, the electric and magnetic fields are orthogonal to each other and are parametrized by two arbitrary complex scalar fields \(f\) and \(g\) associated to the field lines. We show that \(f\) and \(g\) can be chosen to have the same form as the ones that enter the Hopf maps from the flat space-time. Also, we find a decomposition of the electric and magnetic fields similar to the Clebsch parametrization in the Minkowski space-time in which the fields are explicitly real. For completeness, we give the Einstein-Maxwell equations in terms of the energy, momentum and stress-tensor of the electromagnetic field in the field line representation in the Section 4. The last section is devoted to discussions. In the Appendix we have collected some basic mathematical relations the have been used in the calculations.

\section{Einstein-Maxwell equations}

In this section, we establish our notations and review the Einstein-Maxwell equations in the \(1 + 3\) formalism following [37].

Consider a hyperbolic four-dimensional space-time manifold \(\mathcal{M}\) endowed with a metric tensor field \(\mathbf{g}\) of signature \((- , + , + , + )\) and a global scalar field \(t\). Then \(\mathcal{M} \simeq \mathbb{R} \times \Sigma\) is a foliation generated by \(t\) with the leaves defined

\(^1\) The scalars \(f\) and \(g\) are geometrical fields, not physical. They describe the equations of the field lines. Therefore, there is no question about them carrying electric charges and coupling with the electromagnetic field.
as \( \Sigma_t = \{ p \in M : t(p) = t = \text{constant} \} \). The normal vector \( n \), the normal evolution vector \( m \) and the lapse function \( N \) are defined as

\[
n := -N \nabla t, \quad m := N n, \quad N := [-g_{\mu \nu} \nabla^\mu t \nabla^\nu t]^{-\frac{1}{2}},
\]

where \( \mu, \nu = 0, 1, 2, 3 \) are space-time indices. It is further required that the gradient \( \nabla t \) be time-like which makes the leaves \( \Sigma_t \) space-like. In the neighbourhood \( U_p \in \Sigma_t \) we choose the local coordinates \( (t, x) = (t, x^i) \) adapted to the foliation, where \( i, j = 1, 2, 3 \) are the indices for the objects living on the leaf. Then the time evolution of any system is determined by the following vector

\[
\partial_t := m + \beta, \quad g_{\mu \nu} \beta^\mu n^\nu = 0,
\]

where \( \partial_t \) is the derivative along the adapted time and \( \beta \) is the shift vector from \( T_p(M) \). The induced metric on \( \Sigma_t \) is denoted by \( \gamma \) and has the components \( \gamma_{ij} = g_{ij} \). This is obtained by projecting the tensor field \( g \) onto \( \Sigma_t \) with the projector \( P_{\mu \nu} := g_{\mu \nu} + n^\mu n_\nu \). The metric \( \gamma \) is compatible with the covariant derivative \( \nabla \), i. e. \( \nabla^\beta \gamma_{ij} = 0 \), which makes the associated connection a metric connection assumed to be torsionless. The components of the extrinsic curvature are defined as usual by the following relations

\[
K_{ij} := -\partial_t^i \partial_t^j \nabla n_{\mu}, \quad K := \gamma^{ij} K_{ij}.
\]

The Maxwell field strength tensor \( F_{\mu \nu}(t, x) \) can be decomposed locally into the electric \( E^\mu(t, x) \) and magnetic \( B^\mu(t, x) \) components, respectively, as follows

\[
E_\mu(t, x) = F_{\mu \nu}(t, x)n^\nu(t, x), \quad B_\mu(t, x) = \frac{1}{2} \varepsilon_{\mu \rho \sigma}(t, x) F^{\rho \sigma}(t, x),
\]

where \( \varepsilon_{\mu \rho \sigma}(t, x) \) is the contracted four-dimensional Levi-Civita tensor (see the equation (35) from the Appendix). The vectors \( E^\mu(t, x) \) and \( B^\mu(t, x) \) belong to \( T_p(\Sigma_t) \) due to the following relations

\[
E_\mu(t, x)n^\mu(t, x) = 0, \quad B_\mu(t, x)n^\mu(t, x) = 0.
\]

Then the Maxwell field strength tensor has the following form\(^2\)

\[
F_{\mu \nu} = n_\mu E_\nu - n_\nu E_\mu + \varepsilon_{\mu \rho \sigma} n^\rho B^\sigma.
\]

The dynamics of the electromagnetic field in the presence of gravity is given by the Maxwell’s equations of the Einstein-Maxwell theory. In the

\(^2\)In what follows we will drop the local space-time coordinates most of the time, unless the locality needs to be emphasized.
absence of sources of the electromagnetic field and in the adapted coordinate frame, the Maxwell’s equations take the following form:

\[
\mathcal{L}_m E^i - NK E^i - \epsilon^{ijk} D_j (NB_k) = 0,
\]

\[
\mathcal{L}_m B^i - NK B^i + \epsilon^{ijk} D_j (NE_k) = 0,
\]

\[
D_i E^i = 0,
\]

\[
D_i B^i = 0.
\]

As well known, the first two equations (7) and (8) determine the dynamics of the electric and magnetic fields, respectively. These are the generalization of the Faraday’s and Ampère’s laws. On the other hand, the equations (9) and (10) generalize the Gauss’ laws and represent constraints that \(E^i\) and \(B^i\) must obey at all times.

The definition of the Lie derivative \(\mathcal{L}_m\) and the three-dimensional Levi-Civita tensor are given by the equations (32) and (34), respectively, from the Appendix. For other details we refer the reader to [37].

### 3 Existence of the general field line solutions

In this section, we are going to show that there are local general solutions to the Maxwell’s equations (7) - (10) that can be expressed in terms of the field lines of the vector fields \(E\) and \(B\) and generalize the corresponding solutions from the Minkowski space-time.

#### 3.1 Magnetic field line solutions

Let us start with the equations (8) and (10). The magnetic field lines can be defined locally as follows. One picks up a neighbourhood \(U_p \in \mathcal{M}\) where \(p \in \Sigma_t\) and chooses the adapted coordinates \((t, x)\) in \(U_p\). Then one can define a complex scalar field \(\phi : U_p \to \mathbb{C}\) such that the field lines of the magnetic field \(B^i(t, x)\) are the level curves of \(\phi(t, x)\) in \(U_p\). The vector field \(B^i(t, x)\) must obey the constraint given by the equation (10) while its dynamics is given by the equations (8). The equation (10) suggests that the magnetic field should have the following form:

\[
B^i(t, x) = f(t, x)\epsilon^{ijk}(t, x)D_j \phi(t, x)D_k \bar{\phi}(t, x),
\]

where the bar denotes the complex conjugate and \(f(t, x)\) is an arbitrary real field on \(U_p\). One can easily see that the above field \(B^i(t, x)\) satisfies the constraint (10) if the function \(f(t, x)\) depends on the coordinates implicitly as \(f(\phi(t, x), \bar{\phi}(t, x))\) which is the same condition as in the flat space-time.
From the equation (8), one can see that the time-evolution of the field $B^i(t,x)$ is determined by both the gravitational and the electric field $E^i(t,x)$. That suggests taking for the electric field the following expression

$$E^i(t,x) = \frac{f(t,x)}{N(t,x)} \left[ (\mathcal{L}_m \bar{\phi}(t,x)) D^i \phi(t,x) - (\mathcal{L}_m \phi(t,x)) D^i \bar{\phi}(t,x) \right]. \quad (12)$$

In order to show that the fields $B^i(t,x)$ and $E^i(t,x)$ from the equations (11) and (12) satisfy the equation (8), we proceed at direct calculation of the terms from both sides of the Ampère’s law. Firstly, we expand the terms that contain $B^i(t,x)$. Then we note that some of the factors generated by the covariant derivative are symmetric while the Levi-Civita tensor is antisymmetric and thus many of these terms cancel individually. After some more algebraical manipulations, it turns out that the only non-vanishing terms from the right hand side of the equation (8) are the following ones

$$+ \varepsilon^{ijk} f D_j \left[ (\mathcal{L}_m \bar{\phi}) D_k \phi - (\mathcal{L}_m \phi) D_k \bar{\phi} \right]. \quad (13)$$

The formula (13) has been derived by using the basic relations (30)- (34) from the Appendix. The expression from the equation (13) should be equated with the left hand side of the equation (8) with (12). After some algebra, one can show that the left hand side of the equation (8) takes the following form

$$- \varepsilon^{ijk} D_j \left[ f \left( (\mathcal{L}_m \bar{\phi}) D_k \phi - (\mathcal{L}_m \phi) D_k \bar{\phi} \right) \right]. \quad (14)$$

These terms can be expanded further by applying successively the covariant derivative (30) and the Lie derivative (31). Then some straightforward calculations result in the equality of both terms from (13) and (14) which can be shown to have the same form

$$\varepsilon^{ijk} f \left( \partial_i \partial_j \phi - \beta^r \partial_r \partial_j \phi - \partial_r \phi \partial_j \beta^r \right) \partial_k \bar{\phi} + \varepsilon^{ijk} f \left( \partial_i \partial_k \bar{\phi} - \beta^r \partial_r \partial_k \bar{\phi} - \partial_r \bar{\phi} \partial_k \beta^r \right) \partial_j \phi. \quad (15)$$

That proves that the fields $B^i(t,x)$ and $E^i(t,x)$ from the equations (11) and (12) are field line solutions of the equations (8) and (10). We note that while $B^i(t,x)$ has a clear geometric interpretation in terms of magnetic lines, the field $E^i(t,x)$ does not and its connection with the electric lines is obscured in the equation (12). Indeed, this less clear geometrical picture is due to the fact that the electric and the magnetic fields are reciprocally orthogonal $\gamma^{ij} E_i B_j = 0$ at every point of $U_p$ as can be easily proved.
3.2 Dual electric field line solutions

In order to express the electric field in terms of its field lines, we firstly recall that the electric and magnetic fields away from sources are dual to each other in the curved space-time \[38\]. Therefore, one can look for solutions to the Gauss’ law (9) for the electric field and the Faraday’s law (7) by exploiting this duality as is done in the flat space-time.

In the dual picture, the field lines of the electric field are the level curves of a second complex scalar field \(\theta : U_p \to \mathbb{C}\). Since \(E^i(t, x)\) obeys the same constraint equation as \(B^i(t, x)\), it is natural to take it of the following form

\[
E^i(t, x) = g(t, x)\varepsilon^{ijk}(t, x)D_j\bar{\theta}(t, x)D_k\theta(t, x),
\]

(16)

where \(g(t, x)\) is an arbitrary real smooth field on \(U_p\). The associated magnetic field \(B^i(t, x)\) that determines the time-evolution of the field \(E^i(t, x)\) is given by the following relation

\[
B^i(t, x) = \frac{g(t, x)}{N(t, x)} \left[ (\mathcal{L}_m\bar{\theta}(t, x)) D^i\theta(t, x) - (\mathcal{L}_m\theta(t, x)) D^i\bar{\theta}(t, x) \right].
\]

(17)

Following the same steps as before, one can show that the equation (9) is satisfied if \(g(t, x)\) depends implicitly on the adapted coordinates \(g(\theta(t, x), \bar{\theta}(t, x))\). Also, by reproducing the same calculations from the previous subsection, one can prove that the electric and magnetic fields from the relations (16) and (17) satisfy the second set of Maxwell’s equations (9) and (7).

The solutions of the two sets of Maxwell’s equations (8) and (10) and (9) and (7) represent the same electromagnetic field but in two different representations that display different field lines. Therefore, the scalar fields \(f(\phi, \bar{\phi})\) and \(g(\theta, \bar{\theta})\) are not independent of each other. Indeed, by requiring that the two sets of Maxwell’s equations (8) and (10) and (9) and (7), respectively, be satisfied simultaneously, the following set of constraints are imposed on the scalar fields

\[
f(\phi, \bar{\phi})\varepsilon^{ijk}D_j\phi D_k\bar{\phi} = \frac{g(\theta, \bar{\theta})}{N} \left[ (\mathcal{L}_m\bar{\theta}(t, x)) D^i\theta(t, x) - (\mathcal{L}_m\theta(t, x)) D^i\bar{\theta}(t, x) \right],
\]

(18)

\[
g(\theta, \bar{\theta})\varepsilon^{ijk}D_j\bar{\theta}D_k\theta = \frac{f(\phi, \bar{\phi})}{N} \left[ (\mathcal{L}_m\bar{\phi}(t, x)) D^i\phi(t, x) - (\mathcal{L}_m\phi(t, x)) D^i\bar{\phi}(t, x) \right].
\]

(19)

The above equations are the equivalent of the corresponding mutual constraints of the real functions \(f\) and \(g\) in the flat space-time. As is the case there, the equations (18) and (19) are non-linear, but with a higher degree of non-linearity due to the interaction with the gravitational field.

This concludes our proof of the existence of field line solutions to the Maxwell’s equations on general hyperbolic space-times.
Some comments are in order here. Our approach to solving the Maxwell’s equations in this section is the same as used in the flat space-time by Rañada in [2, 3]. The difference here is the presence of the gravitational field that manifests itself in the covariant and the Lie derivatives of the complex scalars as well as in the presence of the gauge variables \((N, \beta)\). The benefits of maintaining the close analogy with the flat space-time are two fold: on one hand, the local field line solutions have a simple and intuitive geometrical interpretation. On the other hand, one can easily argue that the curved space-time solutions reduce to the corresponding flat space-time solution in the appropriate limit. Indeed, by recalling that the foliation of the Minkowski space-time is trivial, it follows that one can fix the gravitational gauge by picking up the Gauss normal coordinate systems \((N = 1, \beta = 0)\) in which our fields take the form of the solutions from [2, 3]. Thus, the fields obtained here are solutions of the Maxwell’s equations in the field line representations in exactly the same way as in the flat space-time. That shows that our proposal is a local generalization of the field configurations given in [2, 3] to the Einstein-Maxwell theory.

### 3.3 Real and topological solutions

We have proved in the previous subsection that the electromagnetic field is described by local field line solutions of the Maxwell’s equations parametrized by the two smooth scalar fields \(f\) and \(g\) that are arbitrary up to the constraints given by the equations (18) and (19) as in the Minkowski space-time.

One interesting solutions studied in the flat space-time is given by the following choice of parameters

\[
\begin{align*}
f &= \frac{1}{2\pi i} \frac{1}{(1 + |\phi|^2)^2}, \\
g &= \frac{1}{2\pi i} \frac{1}{(1 + |\theta|^2)^2}.
\end{align*}
\]

(20) (21)

We can use these scalars to construct the electric and magnetic fields in the curved space-time. Direct calculations show that \(E^i(t, x)\) and \(B^i(t, x)\) obtained from (20) and (21) have the following form

\[
\begin{align*}
B^i(t, x) &= \varepsilon^{ijk} D_j \alpha_1(t, x) D_k \alpha_2(t, x), \\
E^i(t, x) &= \varepsilon^{ijk} D_j \beta_1(t, x) D_k \beta_2(t, x),
\end{align*}
\]

(22) (23)

where \(\alpha_1, \alpha_2, \beta_1\) and \(\beta_2\) are real scalar fields expressed in the coordinates associated to the foliation in \(U_p\). The equations (22) and (23) represent the
same fields as the equations (11) and (16) if the following identifications are made

$$\alpha_1 = \frac{1}{1 + |\phi|^2}, \quad \alpha_2 = \frac{\Phi}{2\pi}, \quad \phi = |\phi|e^{i\Phi}, \quad (24)$$

$$\beta_1 = \frac{1}{1 + |\theta|^2}, \quad \beta_2 = \frac{\Theta}{2\pi}, \quad \theta = |\theta|e^{i\Theta}. \quad (25)$$

The proof that $E^i(t, x)$ and $B^i(t, x)$ can be expressed in terms of the fields $\alpha_{1,2}$ and $\beta_{1,2}$ from the equations (24) and (25) above can be made by calculating explicitly the two expressions of $E^i(t, x)$ and $B^i(t, x)$ in terms of $\phi, \alpha_1, \alpha_2$ and $\theta, \beta_1, \beta_2$, respectively. Also, we can show that the electric and magnetic fields obtained in this way are real.

The solutions given by the equations (22) and (23) are interesting because they represent the local generalization of the electromagnetic solutions from the Minkowski space-time used to construct the electromagnetic Hopf knots [2, 3]. However, despite the fact that the local analysis of the Maxwell’s equations leads to results similar to the ones obtained in the flat space-time, there are no topological (or even global) solutions on a general hyperbolic manifold as the existence of such solution depends on the topology of the leaf $\Sigma$.

An exception is the particular case $\Sigma \simeq S^3$ which corresponds to the cosmological models with the $SO(3)$ symmetry. Because $S^3$ is parallelizable, there are no topological obstructions to constructing non-vanishing global vector fields on it. Moreover, there is a global frame $\{\omega^i\} = \{\omega^1, \omega^2, \omega^3\}$ that obeys the $su(2)$ algebra on $S^3$ and constitutes the basis of the cotangent space $T^*(S^3)$ at each point. Since the global frame is not a global coordinate frame, one has to reformulate the Maxwell’s equations in terms of forms. Then, by choosing the Gauss normal gauge ($N = 1, \beta = 0$) and defining the time evolution in the holonomic basis of the cylinder, one obtains a Hopf knot field. This solution was given in [36].

4 The Einstein’s equations

In the previous section, we have proved that $E^i(t, x)$ and $B^i(t, x)$ are field line solutions to the Einstein-Maxwell theory. For completeness, we give in this section the Einstein’s equations for the fields given by the relations (11) and (12), respectively. By using them, one can readily calculate the trace of the energy density $\mathcal{E}$, the momentum density $p^i$ and the stress tensor $S_{ij}$ for the corresponding electromagnetic field. By plugging the results obtained in this
way into the general form of the Einstein’s equations in the 1+3-formulation [37] we obtain the following dynamical equations for the gravitational field

\[ L_m \gamma_{ij} = -2NK_{ij}, \quad \text{(26)} \]

\[ L_m K_{ij} = -D_i D_j N + N(R_{ij} + K K_{ij} - 2K_{ir} K^r_j) \]

\[ - \frac{4\pi f^2}{N^2} \left( (L_m \bar{\phi}) D_k \phi - (L_m \phi) D_k \bar{\phi} \right) \left( (L_m \bar{\phi}) D^k \phi - (L_m \phi) D^k \bar{\phi} \right) \gamma_{ij} \]

\[ - \frac{\pi f^2}{N^2} \left( D^r \phi D^s \bar{\phi} - D^s \phi D^r \bar{\phi} \right) D_r \phi D_s \bar{\phi} \gamma_{ij} \]

\[ + \frac{8\pi f^2}{N^2} \left( (L_m \bar{\phi}) D_i \phi - (L_m \phi) D_i \bar{\phi} \right) \left( (L_m \bar{\phi}) D_j \phi - (L_m \phi) D_j \bar{\phi} \right) \]

\[ - \epsilon_{imn} \epsilon_{jrs} D^m \phi D^n \bar{\phi} D^r \phi D^s \bar{\phi}. \]

(27)

In the same way, one can obtain the Hamiltonian and the momentum constraints that take the following form

\[ R + K^2 - K_{ij} K^{ij} = 8\pi f^2 \left[ (L_m \bar{\phi})^2 D_i \phi D^i \phi - 2 (L_m \bar{\phi}) (L_m \phi) D_i \bar{\phi} D^i \bar{\phi} \right. \]

\[ + \left. (L_m \phi)^2 D_i \bar{\phi} D^i \phi + D^i \phi D^j \bar{\phi} \left( D_r \phi D_s \bar{\phi} - D_s \phi D_r \bar{\phi} \right) \right], \quad \text{(28)} \]

\[ D_j K^{ij} - D_i K = \frac{8\pi f^2}{N} \left( L_m \bar{\phi} D^j \phi - L_m \phi D^j \bar{\phi} \right) \left( D_i \phi D_j \bar{\phi} - D_j \phi D_i \bar{\phi} \right). \]

(29)

Similar equations can be obtained for the dual and the two scalar solutions. These are the most general equations for the evolution of the gravitational field generated by the field line solutions of the Maxwell’s equations. As usual, in order to solve the Einstein’s equations one needs to make further assumptions about the space-time and by choosing a convenient gauge \((N, \beta)\).

5 Discussions

In this paper, we have proved that the Maxwell’s equations of the Einstein-Maxwell theory admit a general class of local field line solutions that are a natural generalization of the solutions from the Minkowski space-time given in [2, 3]. The generalization is not trivial, as it involves non-trivial relations between the electromagnetic and the gravitational fields. Note that, while in the flat space-time, these solutions can be used to construct global electromagnetic knots, the global solutions are not always possible on an arbitrary hyperbolic manifold. Nevertheless, at least one particular example of our general solution is known in the case of spherical leafs [36]. However, it would
be interesting to explore further the electromagnetic line configurations to
determine other local as well as global solutions of the Maxwell’s equations.
This problem can be studied by performing an analysis akin of ours. Also,
it would be interesting to obtain solutions to the Einstein-Maxwell theory in
particular cases as there could be potentially new applications in astrophysics
and cosmology as well as in the fundamental study of the topological knots.
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6 Appendix

In this Appendix we have collected from [37] few mathematical relations that
were used throughout the text.

We recall that the action of the covariant derivative and of the Lie derivative
on an arbitrary tensor from $T^{(r,s)}(\Sigma_p)$ are given by the following equations

$$D_j T^{i_1 \ldots i_r k_1 \ldots k_s} = \partial_j T^{i_1 \ldots i_r k_1 \ldots k_s} + \Gamma^i_{mj} T^{m i_2 \ldots i_r k_1 \ldots k_s} + \cdots + \Gamma^i_{m j} T^{i_1 \ldots i_r \ldots i_m k_1 \ldots k_s} - \Gamma^m_{k_1 j} T^{i_1 \ldots i_r m k_2 \ldots k_s} - \cdots - \Gamma^m_{k_s j} T^{i_1 \ldots i_r k_1 \ldots k_{s-1} m},$$  \hspace{1cm} (30)

$$(\mathcal{L}_\xi T)^{i_1 \ldots i_r k_1 \ldots k_s} = \xi^j (\partial_j T^{i_1 \ldots i_r k_1 \ldots k_s}) - (\partial_j \xi^1) T^{j i_2 \ldots i_r k_1 \ldots k_s} - \cdots - (\partial_j \xi^r) T^{i_1 \ldots i_{r-1} j k_1 \ldots k_s} + (\partial_k \xi^j) T^{i_1 \ldots i_r j k_2 \ldots k_s} + \cdots + (\partial_k \xi^s) T^{i_1 \ldots i_r k_1 \ldots k_{s-1} j},$$  \hspace{1cm} (31)

where $\xi$ is an arbitrary vector field from $T(\Sigma)$. The Lie derivative of $m$, $\partial_t$ and $\beta$ satisfy the following relations

$$\mathcal{L}_m := \mathcal{L}_{\partial_t} - \mathcal{L}_\beta = \partial_t - \mathcal{L}_\beta,$$  \hspace{1cm} (32)

The second equality the equations (32) holds in the adapted coordinates to
the leaf while the first equality is valid for all tensor fields from $T^{(r,s)}(M)$. In
particular, the time evolution of the induced metric is given by the following equation

$$\mathcal{L}_m = -2NK_{ij}.$$  \hspace{1cm} (33)

It is important to recall that the Levi-Civita tensor on the leaf satisfies the relations

$$\varepsilon_{ijk} := \sqrt{\gamma} \epsilon_{ijk}, \quad \gamma^{ij} D_i \varepsilon_{jrs} = 0,$$  \hspace{1cm} (34)
where $\sqrt{\gamma} = \det \gamma_{ij}$. The four-dimensional Levi-Civita tensor $\varepsilon_{\mu\nu\rho\sigma}$ is the four-dimensional volume element. It can be contracted with the normal vector $n^\mu$ to obtain the three-indices four dimensional Levi-Civita tensor

$$\varepsilon_{\mu\nu\sigma} := n^\rho \varepsilon_{\rho\mu\nu\sigma}, \quad \varepsilon_{\mu\nu\sigma} n^\sigma = 0.$$  \hfill (35)
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