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Abstract: The on-board sensors of connected autonomous vehicles (CAVs) are limited by their range and inability to see around corners or blind spots, otherwise known as non-line of sight scenarios (NLOS). These scenarios have the potential to be fatal (critical scenarios) as the sensors may detect an obstacle much later than the amount of time needed for the car to react. In such cases, mechanisms such as vehicular communication are required to extend the visibility range of the CAV. Despite there being a substantial body of work on the development of navigational and communication algorithms for such scenarios, there is no standard method for generating and selecting critical NLOS scenarios for testing these algorithms in a scenario-based simulation environment. This paper puts forward a novel method utilising a genetic algorithm for the selection of critical NLOS scenarios from the set of all possible NLOS scenarios in a particular road environment. The need to select critical scenarios is pertinent as the number of all possible driving scenarios generated is large and testing them against each other is time consuming, unnecessary and expensive. The selected critical scenarios are then validated for criticality by using a series of MATLAB based simulations.
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1. Introduction

Connected autonomous vehicles (CAVs) utilise sensors to perceive their environment. This data is brought together using sensor fusion algorithms and integrated onto the maps available within the vehicle or in the cloud to support navigation. These sensors can perceive up to a certain range (150–250 m at a maximum speed of 120 km/h [1–3]). This perception range can be further limited due to sensor occlusion, sensor noise or scenarios with blind spots, such as corners and intersections [4,5]. Such scenarios in which a vehicle’s perception is occluded due to a blind-spot or geometry of the road are referred to as non-line of sight scenarios (NLOS). Such scenarios are the main focus of this paper. In such cases, scenario perception range of autonomous vehicles (AVs) needs to be extended by enabling the receipt of information about obstacles far in advance of being detected by on-board sensors in order to avoid a collision. The need to increase vehicle perception range in the presence of blind spots has been a focus of research within both academia and industry [6–13]. The most common method within the literature for extending perception range in NLOS scenarios is through vehicle-to-everything (V2X) communication [14–19]. There are a number of studies that have looked into developing algorithms (obstacle detection, trajectory planning, collision avoidance, etc.) and communication protocols (e.g., routing protocols [19]) for such NLOS scenarios. These algorithms need to be tested to ensure quality and adherence to system requirements, paving the way for safe deployment of autonomous vehicles. Testing is primarily conducted through on-road testing, simulation or scenario-based methods. On-road testing incurs enormous resources in terms of time,
cost and human resources, while simulation-based testing requires a large volume of data; both methods cannot ensure coverage of all critical scenarios. A scenario-based approach facilitates the development of suitable driving scenarios that can incorporate specific requirements, such as critical scenarios.

Menzel et al. [20] proposed a three-terminology framework along V-model-based scenario development of the ISO26262 standard for the development of scenarios to test and validate the functionalities of autonomous vehicles. This consists of functional scenarios, which are the most abstract way of describing a scenario and involve the description of on-road scenario concepts (e.g., road segments) and their relation (e.g., road segment has a relation to lane segment) in a linguistic manner, as well as logical scenarios, which specify a value range for each attribute of a concept in a scenario state space (e.g., a road segment has an attribute length which consists of a range of values for possible lengths), and concrete scenarios which specify a specific value for each parameter from within the respective value range. The scenario development process can be visualised in Figure 1. However, the scenarios generated from functional and logical scenarios are a substantial number, equivalent to the number of combinations of every value of each attribute (for example, the speed and position of the roads in the scenario) making up the scenario. Not all scenarios within this scenario space will be relevant for desired functionality testing and testing against each one will be costly and time consuming. Therefore, there is a need to select concrete scenarios which are relevant to certain functional requirements, for example, scenarios that are critical in nature.

There are numerous studies on concrete scenario generation for various applications, for example, free driving, following, lane keeping, traffic scenarios, overtaking obstacle detection, etc. [21–24]. However, there are none that cover the selection of NLOS critical scenarios. Subsequently, the focus of this paper is the selection of critical concrete NLOS scenarios. To search the large scenario space and identify critical scenarios, this paper proposes an innovative way of utilising a genetic algorithm (GA). The selected critical scenarios are then tested and validated on a MATLAB simulated driving environment. As the majority of the proposed algorithms developed to safely manoeuvre a NLOS scenario utilise vehicular communication to detect and avoid obstacles, the implementation platform presented in this paper incorporates vehicular communication as a means for allowing the testing of these algorithms in the future.

Thus, the primary contribution of the paper is:

- The development of a new and effective methodology to search for critical NLOS scenarios from a large scenario space. This involved defining a critical scenario as used in this paper and included the development of a methodology to evaluate critical scenarios for NLOS cases. This has been performed by combining several indicators, for example, time to collision (TTC) and total stopping time (TST), as presented in Section 3. This is followed by searching for critical scenarios within the scenario search space through the unique use of a genetic algorithm.
The subsequent implementation framework that simulates the scenarios selected by the GA. This platform incorporates vehicular communication.

We envisage this contribution to be utilised for testing AV algorithms developed for NLOS road scenarios and these algorithms include built-for-purpose communication protocols.

The paper is organised as follows: Section 2 discusses the related works on AV testing methods, critical scenario selection and the use of evolutionary algorithms to search the scenario space. Section 3 discusses the methodology for determining the metric for identifying NLOS critical scenarios (adopted as a fitness function for the GA); details of the GA and simulation environment were used to validate GA output. The experiments and results are presented in Section 4, followed by discussion in Section 5 and conclusion in Section 6.

2. Related Work

This section reviews related work on testing and validating CAV algorithms (Section 2.1) and metrics for selecting safety critical concrete scenarios (Section 2.2). Finally, Section 2.3 provides a brief introduction of genetic algorithms and their application in the current context.

2.1. Automotive Software Testing

There are several methods for assessing the safety capabilities of AVs. These include: formal verification [25–28], a function-based approach [29], shadow mode [30–32], real-world testing [33–35], a simulation-based approach [36–40] and a scenario-based approach [41–45]. Throughout the literature, the most common approaches used are real-world testing, the simulation-based approach and the scenario-based approach [46].

Real-world testing is the most realistic of the validation methods, but it necessitates more effort and comes at a higher cost due to the high level of realism required. Furthermore, the authors Kalra and Paddock [47] stated that driving 11 billion miles is required to prove statistically with 95% confidence that an autonomous vehicle is 20% better than a human driver (based on the failure rate). They concluded that in the real world, the traditional “miles driven” approach is not economically viable. Another issue with this statistical approach is that it fails to account for how eventful the miles driven are. For example, an AV can complete the miles requirement by driving on a relatively simple road. To address this, companies in California are now required to publish “disengagement reports” as per California State law. Disengagements are situations in which human intervention is required during an automated operation due to an unsafe decision made by an AV due to the criticality of the situation or a technological failure [48].

AVs can be tested through simulations with varying levels of fidelity instead of being tested in real-world settings. Dedicated software with a simple or complex mathematical representation of the subsystems can be used depending on the purpose. In April 2020, Waymo announced that it had driven 20 million miles on public roads and 15 billion miles in its simulator [49]. Tesla’s Dojo supercomputer replays recorded data in order to retrain its full self-driving software stack [38]. Scalability and cost-efficiency are two advantages of simulation testing. Simulation models, on the other hand, must be tested in the real world. Nonetheless, AV testing can be accelerated by combining simulation and real-world testing.

Scenario-based testing focuses on specific scenarios, such as safety-critical scenario cases, to reduce testing time and effort by generating proof of correct functionality using a scenario coverage matrix rather than relying on the statistical distribution used in real-world testing. In the PEGASUS project, scenario-based testing was used to test ADAS systems. The ability to use only the data that are required is a significant benefit of scenario-based testing. Several proposed methods, including clustering, rule-based and machine learning-based methods, are used to identify representative scenarios [41–43]. Other methods focus on categorising scenarios based on their rarity. Scenario-based testing, in which individual traffic scenarios are tested using virtual simulation, is a promising method [50,51]. It has a number of advantages. It can be significantly faster than other approaches because it does not require real-time execution and testing can be used in parallel. Another significant advantage of this method is the assurance of safety during testing.
Scenarios can be simulated in a virtual environment without endangering real-world traffic participants. However, because the simulated world deviates from the real world at times, model–world mismatches can occur. The primary goal of reproducing failure scenarios after they have occurred is to reduce as many failures as possible ahead of time.

Although there has been some research looking at test case generation using scenario-based methods, none of these focused on incorporating scenarios that included blind spots, i.e., the presence of obstacles that are not in direct sight of the onboard sensors. This research uses a scenario-based approach to generate NLOS safety-critical scenarios for connected autonomous vehicles.

### 2.2. Metrics

To evaluate the safety of a concrete scenario, Key Performance Indicators (KPIs) are required. Since accidents are rare, criticality metrics such as KPIs are advantageous [52]. The most well-known criticality measure is time-to-collision (TTC) [53]. The goal is to detect scenarios which jeopardise vehicle safety by using criticality measurements. Some of the metrics used in previous works are summarised in Table 1.

| Indicator | Description | Collision Type | Reference |
|-----------|-------------|----------------|-----------|
| Time-to-collision (TTC) or Time-measured-to-collision (TMTC) | The time it would take for the vehicles to collide if they continued on their current paths at their current speeds. | Rear-end collision, weaving/turning, colliding with objects/parked vehicles, crossing and colliding with a pedestrian. | [54,55] |
| Time exposed time-to-collision (TET) | Sum of all times (during the time period under consideration) when a driver approaches a front vehicle with a TTC value less than TTC. | As a result of a rear-end collision, turning/weaving, hitting objects/parked vehicles, crossing, hitting a pedestrian and vehicle–vehicle collision. | [56] |
| Time integrated time-to-collision (TIT) | The integral when TTC is below the threshold. | As a result of a rear-end collision, turning/weaving, hitting objects/parked vehicles, crossing, hitting a pedestrian and vehicle–vehicle collision. | [56] |
| Modified time-to-collision (MTTC) | Models that were modified to account for all possible longitudinal conflict scenarios caused by acceleration or deceleration discrepancies. | As a result of a rear-end collision, turning/weaving, hitting objects/parked vehicles, crossing, hitting a pedestrian and vehicle–vehicle collision. | [57,58] |
| Crash index (CI) | The effect of collision speed on the kinetic energy involved. | As a result of a rear-end collision, turning/weaving, hitting objects/parked vehicles, crossing, hitting a pedestrian and vehicle–vehicle collision. | [57] |
| Headway (H) | The time it takes for the front of the leading vehicle to pass a point on the road and for the front of the following vehicle to pass the same point. | As a result of a rear-end collision, turning/weaving, hitting objects/parked vehicles, crossing, hitting a pedestrian and vehicle–vehicle collision. | [59,60] |
Table 1. Cont.

| Indicator                        | Description                                                                 | Collision Type                                                                                     | Reference |
|----------------------------------|-----------------------------------------------------------------------------|---------------------------------------------------------------------------------------------------|-----------|
| Time-to-accident (TA)            | The time-to-accident (TA) is the amount of time it takes for an accident to occur from the time one of the road users begins an evasive action and continues at the same speed and direction. | As a result of a rear-end collision, turning/weaving, hitting objects/parked vehicles, crossing, hitting a pedestrian and vehicle–vehicle collision. | [61,62]  |
| Post-encroachment time (PET)     | The time between the moment that a road user (vehicle) leaves the area of potential collision and the other road user arrives at the collision area. | Mostly for right-angle or crossing crashes that result in a pedestrian being hit. Head-on collision when merging/diverging (to a certain extent). | [63,64]  |

As mentioned earlier, TTC is a well-known representative temporal metric and it is presented in the works of Saffarzadeh et al. [65]. The TTC measure, while simple to calculate and interpret, is unable to account for the participants’ acceleration and deceleration behaviour because it is a stationary metric. As a result, combining different metrics from different basic methods for a comprehensive assessment is required. This paper will discuss combining different metrics in order to determine NLOS safety-critical scenarios.

2.3. Evolutionary Algorithm

An evolutionary algorithm is an optimisation-based approach that uses the design variables, the constraints, the fitness function, and the optimiser (i.e., the solver) to search the scenario space for critical scenarios [66]. The fitness function is the quantified criticality measure and has been further discussed in Section 3.1.

The problem formulation, particularly the transparency and complexity of the underlying models, has a significant impact on the optimiser chosen. When estimating criticality measures, a simulator is frequently used. Because of high model complexity, simulation and system analysis of the system of interest (SoI) can be computationally expensive in many cases. As a result, the SoI’s behaviour is treated as a black box. Thus, the corresponding search procedure can be considered as a black-box optimisation problem.

The relationship between the input (i.e., scenario parameters) and the output (i.e., simulation results) for a black-box optimisation problem can only be analysed by external observation through simulations [67]. Various heuristic methods, such as a genetic algorithm [68–70], Bayesian optimisation [71,72] and simulated annealing [68], can be used to approximate the fitting function and find the global minimum iteratively to solve this problem. Furthermore, domain-specific heuristic techniques, such as rule-based searching [73], heuristic simulation-based gradient descent [74] and zoom-in sampler [75], help to identify multiple local minimums of feasible solutions. Feng et al. [76,77] formulated scenario searching as a two-step optimisation problem. The first step in the optimisation process is to find as many local optimal solutions as possible. The neighbourhood of the local optimal solutions is searched in the second step to find all the scenarios whose criticalities are within a certain threshold.

It is a well-known approach to use genetic algorithms for test generation and optimisation. Stahmer [78] demonstrated in his Ph.D. thesis in 1995 that using genetic algorithms to generate test data is an order of magnitude more efficient than using random selection. Abdessalem et al. [69] were also inspired by the idea of using evolutionary algorithms. They demonstrated in their paper that evolutionary algorithms are well-suited for testing vision-based control systems and characterising critical input space regions. In addition, [79] proposed a genetic algorithm-based approach for testing an autonomous parking system. Bueheler et al. [80] used a similar technique to perform evolutionary functional testing of a vehicle brake assistant system, concluding that system errors discovered by evolutionary function testing are fairly unlikely to be discovered using traditional testing techniques.
Acknowledging the power of evolutionary algorithms to search through solution spaces to identify optimum solutions based on certain criteria and associated constraints, in this research a genetic algorithm approach is used to select NLOS safety-critical scenarios which require communication in order to avoid a collision. Unlike previous works, this work uses a GA to select critical scenarios for testing the functionalities for connected autonomous vehicles. The use of a GA for scenario selection has been further discussed in Section 3.

3. Methodology

To test autonomous vehicle algorithms against test scenarios requires the selection of a set of scenarios complying with testing criteria from the entire range of scenarios which would help with evaluation of the algorithm [29]. It must be noted that selecting scenarios is an essential step as the number of possible test scenarios a vehicle can encounter is very large and it would be very time consuming to test against each scenario. In addition, many scenarios are trivial in that they will not lead to a safety critical event. Furthermore, many scenarios are essentially similar and hence testing against one is enough for the cluster of similar scenarios. The research presented in this paper will select scenarios that have the potential to lead to a collision as a result of the ego vehicle (vehicle under test) not being aware of the obstacle until it is too late to avoid collision. These scenarios are referenced to as critical scenarios in this paper. The selection of critical scenarios comes under concrete scenarios within the development process of functional, logical and concrete scenarios along the V-model based development process of ISO26262. Concrete scenarios correspond to the selection of a scenario from the scenario space (logical scenario). For the test case, we have used a T-junction scenario to determine critical NLOS scenarios; statistically T-junctions have a high number of collisions as discussed in [81–83]. This simple yet powerful scenario can be easily expanded to include more roads (forming crossroads and roundabouts) or adapted to form blind bends on the same road. Similarly, more cars and road users can be added. Figure 2 illustrates an example of a NLOS T-junction scenario.

Figure 2. Example NLOS scenario (T-junction).

As illustrated in Figure 2, both vehicles (ego and CAV) have a range of NLOS positions they can occupy, as represented by the black bounding box and speed as detailed in Section 3.3. The bounding box position was determined through simulation and represents locations from where the ego vehicle’s on-board sensors do not detect the CAV, even though it is within the range of the sensors, as a result of obstacles present in its line-of-sight. This creates a large scenario space where a scenario is made up of a combination of attribute
values over the underlying T-junction layout. Figure 3 (with each vertical line representing an attribute and where the attributes included are the starting position and speed of both the ego and CAV) shows a sample of 1000 possible scenarios (represented by the blue and red lines that connect the values of the attributes for that particular scenario) within the scenario space. Not all scenarios within this scenario space will lead to a collision and not all collision scenarios are critical in nature. In this Figure, the red and blue lines are mapped to the corresponding fitness value (detailed in the next section) and subsequently to its collision status; red lines indicate parameter value combinations that result in a collision and blue lines indicate those scenarios where collision is not possible.

![Sample Scenario Space](image)

**Figure 3.** Sample Scenario Space.

### 3.1. Critical Scenarios

The most common measure used in the literature to determine the criticality of scenario is time-to-collision (TTC) [56]. This can be defined as the remaining time from the current time to the time for two objects to collide if they persist on their current planned trajectory (speed and direction). The lower the value of TTC, the more critical a scenario.

This paper focuses on scenarios where TTC represents the time for the two NLOS vehicles (ego and CAV) to collide. Given the current planned trajectory, \( t_d \) is the point in time along the planned trajectory after which, if the ego detects the CAV, there is not sufficient time for the vehicle to react, manoeuvre or brake in order to avoid a collision (and to note that the presence of an obstacle or the geometry of the road prevents early detection of the CAV before \( t_d \)). In such a scenario, if the ego vehicle receives information regarding an oncoming object before the \( t_d \), this would allow for an early reaction that would change speed or direction in order to avoid the collision. The TTC is determined via the simulation-based approach rather than mathematically. A simulation-based approach is used as this can be easily implemented for any scenario with any underlying road network with no or little change to the function to determine TTC. This is more advantageous than any mathematical calculation as it takes into consideration all varying parameters, such as yaw, and can be easily implemented for corner scenarios.

The total time taken for an ego vehicle to detect and react is termed as total stopping time (TST), as depicted in Equation (1). This is the time taken for the vehicle to travel the total stopping distance which is made up of the braking distance and reaction time. The time to react is the product of perception–reaction time and speed of the vehicle [84].

\[
TST = TTS + TTD + TTR
\]  

(1)
where TTS is time to stop, TTD is time to detect and TTR is time to react. TTS can be acquired by first determining the braking distance. The braking distance is shown in Equation (2) \[85,86\].

\[
d = \frac{1}{2K_a} \ln \left(1 + \frac{K_a}{K_t}v^2\right)
\]

where:

\[
K_a = \frac{\rho}{2m}(C_D)
\]

\[
K_t = (0.01 + \mu)g
\]

and \(v, \rho, m, g, \mu\) and \(C_D\) depict velocity, atmospheric density, mass, acceleration due to gravity, road friction coefficient and drag factor, respectively.

TTS can be determined using Equation (5):

\[
TTS = \frac{v}{d}
\]

To calculate time to detect (TTD), the following inputs are required: the starting position \(x_p\), position of detection \(x_d\) and velocity \(v\), as shown in Equation (6). Time to React (TTR) has been calculated incorporating vehicle dynamics.

\[
TTD = \frac{(x_d - x_p)}{v}
\]

Therefore, a critical scenario is defined as a scenario involving at least two dynamic objects (for example, the ego vehicle or the vehicle under test and a CAV) such that the ego and CAV are in NLOS from each other and their planned trajectories and speed will lead to a collision. Therefore, a criticality metric is developed using TTC and TST (obtained as explained above) which meets the following conditions:

- The position of both dynamic objects must be within NLOS (i.e., the ego vehicle’s on-board sensors have not detected the CAV) from each other.
- There must exist a point of interaction between the trajectories of both dynamic objects, which is also known as the collision point (CP).
- The time taken for both dynamic objects to reach the CP must be within TTC.
- The time taken for the ego vehicle to perceive and react to the oncoming dynamic object and reach a velocity of zero is known as the TST.
- A scenario is therefore critical if TTC < TST or within a safety parameter.

Section 3.2 discusses the selection of a critical scenario using a T-junction scenario whose boundaries and parameters are depicted in Figure 6.

### 3.2. Simulation Environment

The simulation environment used was MATLAB/Simulink with Automated Driving Toolbox which streamlines the implementation and evaluation of autonomous driving concepts. In this work, the design and simulation of the environment (Figure 4) and vehicle dynamics (Figure 5) have been carried out with the use of MATLAB built-in libraries, models and algorithms. The vehicle model used was the force input bicycle model, as seen in Figure 5. The kinematic bicycle model, while a simplification of the kinematic four-wheel model, is considered to be sufficiently representative over a large range of operations, hence it has been widely adopted in many studies by academia and industry \[87,88\].
Automated Driving Toolbox and MATLAB-based functions were also used to compute TTC. A simulation-based approach is used as this can be easily implemented for any scenario with any underlying road network with no or little change to the function to determine TTC. This is more advantageous to mathematical calculation as it incorporates the dynamics of the environment and actors in a scenario.

A dedicated MATLAB function has been written to send/receive messages at regular intervals when the vehicles are within communication range. It must be noted here that aspects of the communication such as latency, maximum range of communication and other protocols can be tested using the generated scenarios to validate, for example, how suitable a particular communication technology is to mitigate arising critical scenarios.

The genetic algorithm presented in Section 3.3 was also implemented within a MATLAB/Simulink environment.
3.3. Genetic Algorithm

A GA is an optimisation algorithm that is utilised in the current context to identify a set of safety-critical scenarios from the set of all NLOS scenarios for a given road layout. For proof of concept, this research will use a T-junction as an example of NLOS scenarios as illustrated in Figure 6. This scenario consists of a road layout as well as an obstacle to obscure vehicle perception.

![T-junction scenario](image)

**Figure 6.** T–junction scenario.

The GA will seek to identify critical scenarios by determining the fitness value of a scenario given a set of input parameters. For the purpose of this experiment, we will fix the number of road users to two: the ego vehicle and the connected autonomous vehicle. The speed ranges use UK government data [89] acquired from the probability of speed distribution given a particular speed limit; a function for the probability distribution is an input to the GA. The scenario space for each individual scenario is made up of a set of parameters which are inputted to the GA. The scenario space has these parameters:

- Position of the ego vehicle \([X_{\text{Ego}}, Y_{\text{Ego}}, Z_{\text{Ego}}]\).
- Position of the CAV \([X_{\text{CAV}}, Y_{\text{CAV}}, Z_{\text{CAV}}]\).
- The position is based on bounding box range as shown in Figure 2. Upper and lower limits for the X and Y position of the ego vehicle and CAV are within NLOS range. As mentioned above, this has been determined through simulation.
- Speed of the ego vehicle.
- Speed of the CAV.

The speed for the initial population is selected from the speed distribution depicted in Figure 7. The likelihood of a speed being selected is directly proportional to its probability within the speed probability distribution. A MATLAB function has been defined to facilitate this selection. Algorithm 1 below shows the genetic algorithm steps.
Algorithm 1 below shows the genetic algorithm steps.

**Algorithm 1:** Genetic algorithm for NLOS critical scenario selection

**Input:**
- Population size, $n$
- Maximum number of iterations, $\text{MAX}$

**Output:**
- Critical scenario

**Begin:**
1. Generate initial population (randomly) of $n$ chromosomes $Y_i$ ($i = 1, 2, \ldots, n$)
2. Set iteration counter $t = 0$
3. Compute the fitness values of each chromosome

**while** ($t < \text{MAX}$)
1. Step 1: The individuals are ranked according to fitness value
2. Step 2: The elitism rate is checked and, depending on the value, the appropriate number of individuals are taken over to the next generation
3. Step 3: Select a pair of chromosomes from the current generation based on fitness
4. Step 4: Apply crossover operation on the selected pair with crossover probability
5. Step 5: Select a chromosome from the current generation based on fitness
6. Step 6: Apply mutation on the selected individual with mutation probability
7. Step 7: Replace the old population with a newly generated population
8. Step 8: Increment the current iteration $t$ by 1

**end while**

return the critical scenario

**end**

The input parameters to the GA are as follows: population size, number of generations, probability of crossover ($P_c$), probability of mutation ($P_m$) and elitism rate ($E_r$). The values...
for these have been determined empirically through experimentation. The chromosomes are represented using real-value encoding. The genes of each chromosome include *Position of the Ego, Position of the Car, Speed of the Ego and Speed of the Car*.

The fitness function evaluates the fitness value \( f(Y) \) of each individual, \( Y_i \), in the population. To determine the fitness value of each individual, the metric that represents the criticality of the scenarios is used (as discussed in Section 3.1). The fitness value is then evaluated (by using a normalised value of the difference between TTC and TST) by comparing the TTC and the TST (TTC < TST). The lower the fitness value, the lower the difference between TTC and TST. A roulette wheel selection function \([90]\) is used to select individuals with lower fitness values for the next generation.

An individual or a scenario outputted from the GA can be within one of the following categories as discussed below and shown in Figure 8.

### TTC values in ascending order

![TTC values in ascending order](image)

#### Figure 8. Categories for scenarios.

- **Category 1:**
  - TTC < TST
  - This comprises individuals whose TTC < TST. Individuals in this category require information before hand in order to avoid a collision. These individuals make up a small percentage within the large scenario space.

- **Category 2:**
  - TTC ≥ TST
  - This comprises individuals whose TTC is not less than TST but is within a certain safety parameter (which has been assumed to be 5 m). Individuals in this category could result in a collision and can move to category 1 if any parameter is changed negatively, for example, road surface conditions become icy. The individuals in this category require communication despite the possibility of being able to avoid a collision narrowly.

- **Category 3:**
  - TST < TTC
  - The individuals in this category have TST < TTC and would therefore not require communication in order to avoid a collision. However, if any parameter is changed negatively, the individuals in this category can move to Category 2.

- **Category 4:**
  - No Collision
  - Category 4 comprises those individuals in which no collision occurs. Since there would have been no collision that would have occurred, there would be no value for TTC. The TTC for individuals in this category is equal to the total run time of the simulation. Thus, having a larger value for TTC.

The GA is used to search for solutions that lay within Category 1 and Category 2.

### 4. Results

To guide the GA, a fitness value is assigned to each scenario using the metrics time-to-collision (TTC) and total stopping time (TST). The lower a fitness value, the more critical
a scenario and the more likely that a scenario is taken to the next generation. The entire implementation of the GA was conducted within the MATLAB environment utilising the Automated Driving Toolbox. The parameters used to run the GA are as follows:

- Population Size: 50.
- Number of Generations: 100.
- Crossover Rate: 0.85.
- Mutation Rate: 0.1.
- Elitism Rate: 0.2.

To conduct the experiment, the GA was executed multiple times (greater than 100) for the selected road layout with a different combination of speed limits. For each speed limit combination, the GA outputs a slightly different optimum scenario, e.g., a T-junction with a chosen speed limit for the road segment with the GA selecting a certain value of road user positions and speeds (corresponding to the speed limit) that leads to a critical scenario. As part of implementation for each speed limit combination (within the UK context which is in mph and is as follows: [20,30,50,60,70]), the optimum chromosome is outputted after maximum generation has been reached.

Table 2 shows the results of a sample of 25 experiments (the best 25 of all the GA runs or the most critical scenarios with lowest fitness values) each resulting in the optimum chromosome being selected with its corresponding fitness value. Next, a test is conducted to ensure all scenarios selected by the GA do lead to a collision and hence validate the approach. To conduct this test, the chromosome is inputted to the simulation environment, where through simulation it is determined whether a collision will occur or not. All scenarios within Table 2 lead to a collision. The scenario crash validates that none of the outputted scenarios lay within scenario Category 4 (as discussed in Section 3.3). The simulations within this section assumed that the ego vehicle did not react, even when the sensors detected the other vehicle (of course detection range is still satisfying the criticality scenario), and hence these tests are termed as lower bound tests as they depict tests in the most pessimistic layout.

**Table 2. Genetic Algorithm Simulation Results.**

| U.K Speed Limit (mph) | Scenario No. | Ego Speed (m/s) | CAV Speed (m/s) | Ego Initial Position [x, y, z] (m) | CAV Initial Position [x, y, z] (m) | Fitness Value |
|-----------------------|--------------|----------------|----------------|-----------------------------------|-----------------------------------|---------------|
| 20                    | 1            | 17.12          | 16.67          | [13.91, 0.97, 0]                  | [37.26, −24.12, 0]                | 264.50        |
|                       | 2            | 20.39          | 17.17          | [10.86, 1.41, 0]                  | [38.37, −22.81, 0]                | 261.94        |
|                       | 3            | 15.87          | 17.52          | [13.97, 1.69, 0]                  | [38.37, −26.86, 0]                | 248.93        |
|                       | 4            | 11.31          | 14.31          | [15.24, 1.25, 0]                  | [38.12, −26.79, 0]                | 247.71        |
|                       | 5            | 16.99          | 13.81          | [14.59, 1.33, 0]                  | [38.35, −21.87, 0]                | 282.01        |
| 30                    | 6            | 17.66          | 16.14          | [13.94, 1.96, 0]                  | [37.65, −25.83, 0]                | 226.72        |
|                       | 7            | 13.44          | 3.62           | [13.91, 1.82, 0]                  | [38.57, −26.99, 0]                | 227.47        |
|                       | 8            | 19.36          | 18.42          | [15.17, 2.13, 0]                  | [38.35, −22.87, 0]                | 291.26        |
|                       | 9            | 15.84          | 13.87          | [15.46, 1.68, 0]                  | [38.24, −25.00, 0]                | 250.67        |
|                       | 10           | 13.08          | 15.04          | [16.74, 1.76, 0]                  | [37.81, −23.86, 0]                | 194.25        |
| 50                    | 11           | 28.39          | 24.10          | [15.11, 1.32, 0]                  | [37.30, −24.77, 0]                | 137.22        |
|                       | 12           | 25.85          | 24.21          | [14.67, 1.60, 0]                  | [38.54, −25.51, 0]                | 151.71        |
|                       | 13           | 24.18          | 28.68          | [15.28, 1.51, 0]                  | [38.46, −25.80, 0]                | 158.10        |
|                       | 14           | 27.96          | 24.15          | [15.42, 1.66, 0]                  | [38.01, −22.36, 0]                | 147.22        |
|                       | 15           | 25.03          | 22.31          | [11.98, 1.96, 0]                  | [38.61, −27.08, 0]                | 142.73        |
Table 2. Cont.

| U.K Speed Limit (mph) | Scenario No. | Ego Speed (m/s) | CAV Speed (m/s) | Ego Initial Position [x, y, z] (m) | CAV Initial Position [x, y, z] (m) | Fitness Value |
|-----------------------|--------------|----------------|----------------|-----------------------------------|-----------------------------------|---------------|
| 60                    | 16           | 39.26          | 39.17          | [14.02, 1.47, 0]                  | [37.86, −22.98, 0]                | 111.79        |
|                       | 17           | 24.75          | 27.11          | [16.46, 2.05, 0]                  | [37.59, −27.42, 0]                | 130.46        |
|                       | 18           | 25.67          | 24.02          | [16.68, 1.53, 0]                  | [38.04, −26.41, 0]                | 138.12        |
|                       | 19           | 35.58          | 32.86          | [16.87, 1.14, 0]                  | [38.70, −27.38, 0]                | 173.33        |
|                       | 20           | 28.30          | 23.88          | [14.28, 2.08, 0]                  | [38.12, −27.66, 0]                | 175.19        |
| 70                    | 21           | 37.37          | 34.69          | [12.13, 2.14, 0]                  | [38.61, −27.60, 0]                | 107.47        |
|                       | 22           | 20.12          | 22.11          | [15.13, 1.56, 0]                  | [38.12, −27.66, 0]                | 178.85        |
|                       | 23           | 35.18          | 34.11          | [15.85, 1.62, 0]                  | [38.70, −27.38, 0]                | 173.33        |
|                       | 24           | 19.53          | 23.00          | [17.13, 1.87, 0]                  | [38.73, −26.59, 0]                | 165.69        |
|                       | 25           | 21.77          | 20.92          | [15.37, 1.16, 0]                  | [38.57, −26.94, 0]                | 165.69        |

However, the ego vehicle will react depending upon its software algorithms (for example, collision avoidance algorithm or trajectory planning) and control systems.

5. Discussion

This section discusses the efficacy of the proposed GA approach in identifying critical scenarios. This has been performed by discussing the validation of the GA selected scenarios on the MATLAB simulation platform and categorising them as discussed in Section 3.3. We highlight that experiments have been conducted in ideal scenarios and factored in realistic attributes, such as weather and road surface condition, that will make the selected scenarios more critical in nature. We go on to discuss that the scenarios and MATLAB platform can be utilised to test algorithms incorporating vehicular communication through another experiment and discuss a possible way to validate the success of the tested algorithms, i.e., through measurement of TTC.

In Section 4, a lower bound test was conducted to ensure all scenario outputted from the GA are within the first three categories. A lower bound test is one that was conducted in the most pessimistic setting assuming that the ego vehicle does not react and apply brakes on detection of the obstacle. As discussed earlier, a critical scenario resides within Category 1 and 2. To determine this, a second experiment was conducted. This experiment differs from the initial experiment by including straightforward braking (assuming negligible algorithm processing and reaction time) such that when the sensors detect an oncoming obstacle, braking is applied. This experiment measures the distance from the point where the trajectories of the ego vehicle and CAV intersect (otherwise known as the collision point).

Furthermore, a third experiment was set up which incorporated vehicular communication which was configured to send information from the CAV to the ego vehicle. The information included its current time, position, speed and heading [83]. The third experiment was set up to determine how early detection has an effect on distance from collision point.

The sample results which consisted of critical scenarios from Section 4 (Table 2) were inputted into both simulation environments: a scenario with no communication (Experiment 2) and a scenario with communication (Experiment 3). Table 3 shows the stopping distance from the collision point without communication and with communication for the same underlying scenario.
Table 3. Results for Experiments 2 and 3.

| Scenario Number | Distance to Collision without Communication (m) | Distance to Collision with Communication (m) |
|-----------------|-----------------------------------------------|---------------------------------------------|
| 1               | 2.52                                          | 17.88                                       |
| 2               | 2.42                                          | 17.63                                       |
| 3               | 2.96                                          | 16.64                                       |
| 4               | 1.39                                          | 14.36                                       |
| 5               | 2.52                                          | 18.13                                       |
| 6               | 3.64                                          | 17.58                                       |
| 7               | 5.24                                          | 18.85                                       |
| 8               | 4.76                                          | 17.31                                       |
| 9               | 5.21                                          | 18.92                                       |
| 10              | 3.23                                          | 17.28                                       |
| 11              | 9.25                                          | 23.25                                       |
| 12              | 3.00                                          | 16.32                                       |
| 13              | 2.76                                          | 14.66                                       |
| 14              | 3.95                                          | 17.92                                       |
| 15              | 4.01                                          | 18.10                                       |
| 16              | 5.16                                          | 20.33                                       |
| 17              | 7.55                                          | 19.48                                       |
| 18              | 6.60                                          | 17.61                                       |
| 19              | 5.42                                          | 18.15                                       |
| 20              | 6.02                                          | 18.37                                       |
| 21              | 8.71                                          | 20.85                                       |
| 22              | 7.39                                          | 20.74                                       |
| 23              | 2.60                                          | 14.43                                       |
| 24              | 4.14                                          | 17.06                                       |
| 25              | 5.61                                          | 21.49                                       |

From Table 3, it can be observed that the distance from the collision point is much greater when communication is introduced or when the ego vehicle is aware of the obstacle much earlier. Looking into the results of Table 3 under column 1 more minutely, in scenario number 4 the ego vehicle was only 1.39 m away from the collision point when it came to a stop on braking initiation. Similarly, several other scenarios have less than 3 m distance from the collision point. This distance is the distance where the ego vehicle comes to a complete halt upon initiating braking from the point the sensors detect the oncoming CAV. This is in the most optimistic road and weather condition, or in other words the best-case scenario, and hence if any of these parameters were to change slightly, Category 3 scenarios would move to Category 2 and Category 2 scenarios would likewise be in Category 1. These results show the GA was successfully able to search the scenario space for critical scenarios. Figure 9 illustrates the results from Table 3 and the corresponding scenario categories of the simulation without communication.

Figure 9 shows the scenario categories; the red dots indicate scenarios in Category 2 and the orange dots indicate scenarios in Category 3. From Figure 9 it can be observed that a large number of scenarios have a stopping distance from collision point of less than 5 m (Category 2) with many coming under 3 m. From the results it can be seen that the scenarios outputted from the GA fit within the definition of critical scenarios as discussed in Section 3.1. A scenario is considered critical if TTC < TST (Category 1) or within a threshold safety value (Category 2). The safety value is when the stopping distance is within a small distance from the collision point, which has been assumed to be 5 m. If there was a change in weather condition which would lead to the need for a much larger braking distance, this could result in a collision and the Category 2 scenarios would very likely be Category 1 scenarios. Furthermore, if system performance or reaction time was to change as suggested by Hammerschmidt et al. [84], an autonomous vehicle could have a reaction time of up to 0.5 s and, with these parameters, all the scenarios from Category 2 would be within Category 1 and all scenarios within Category 3 would be either within Category 1 or within
the upper limits of Category 2. Figure 10 compares these results with communication to determine the braking distance if communication was received beforehand.

![Figure 9](https://example.com/figure9.png)

**Figure 9.** Scenario categories (orange dots indicate Category 3 scenarios and red dots Category 2).

![Figure 10](https://example.com/figure10.png)

**Figure 10.** Comparison of distances from collision point.

Figure 10 shows the comparison of the results of distance to collision point with and without communication. From Figure 10 it can be observed that most of the critical scenarios acquired from the GA have a stopping distance of less than 5 m, with a few a little over 5 m and an outlier at just under 10 m. These scenarios are critical scenarios, as discussed earlier, where any change in parameters leads to a collision. These scenarios can be used as test scenarios to test algorithms, for example, obstacle detection, trajectory planning or collision avoidance. Comparing this to results acquired with a communication network, it can be observed that the stopping distance from the collision point for most of the scenarios was over 15 m. This confirms the need for communication beforehand in order to avoid a collision. From this it is clearly seen that the scenarios are also capable of being used as test scenarios for any new development within the V2X communication area and not just for autonomous vehicle navigation algorithms.

6. Conclusions and Future Work

This paper discusses a methodology for selecting NLOS critical scenarios. This has been achieved using a GA. The fitness function in the GA uses the criticality metric discussed in Section 3 to search the scenario space and filter out identified scenarios. From Figure 11, results demonstrating how effectively the genetic algorithm searched the scenario space can be seen. Several simulations of the genetic algorithm were run (with setting parameters as discussed in Section 4), and results are visualised in the graphs below:
Figure 11. Fitness value convergence curves of two example scenarios (Scenario 19 in (A) and Scenario 8 in (B) of Table 2).

From the graphs (A and B) in Figure 11, it can be seen that the genetic algorithm was searching the scenario space effectively by having a population with a lower fitness after each generation. Based on the empirical data collated when testing the scenario, we can assume that there is high probability of obtaining a collision scenario. From this data, it can be noted that the GA is able to effectively locate valid scenarios. From the categories defined in Section 3.3, most scenarios seem to fall between Category 2 and 3. This is perhaps because the GA is getting stuck in a local minima and hence Category 1 is not identified. An improvement to the GA would be to locate Category 1 scenarios by coming out of the local minima. Another possibility is that they are not sufficiently complex because the current test scenarios are not Category 1. A more complex scenario would include more traffic participants, various driving manoeuvres and more underlying parameters, such as weather and road surface conditions. Furthermore, this research also addresses the need for vehicle-to-vehicle communication, as shown from the results. When the vehicle receives information beforehand, the distance to the collision point increases and thus reverts the criticality of the scenario.

The methodology outlined within this paper can be easily expanded to a crossroad, developed into a roundabout or adapted to be a simpler curve (with blind corners) on the same road by removing one outgoing road. Once the underlying road network is selected, additional genes (to represent additional road user parameters, weather conditions, road surface conditions, etc.) can be added to an individual chromosome. Much of the GA will remain the same, with a need to review the fitness function so that it incorporates additional factors such as road surface conditions, thus identifying critical NLOS test scenarios which can be used to validate algorithms as discussed.
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