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Resource tradeoffs can often be established by solving an appropriate robust optimization problem for a variety of scenarios involving constraints on optimization variables and uncertainties. Using an approach based on sequential convex programming, we demonstrate that quantum gate transformations can be made substantially robust against uncertainties while simultaneously using limited resources of control amplitude and bandwidth. Achieving such a high degree of robustness requires a quantitative model that specifies the range and character of the uncertainties. Using a model of a controlled one-qubit system for illustrative simulations, we identify robust control fields for a universal gate set and explore the tradeoff between the worst-case gate fidelity and the field fluence. Our results demonstrate that, even for this simple model, there exist a rich variety of control design possibilities. In addition, we study the effect of noise represented by a stochastic uncertainty model.
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I. INTRODUCTION

Robust control and robust optimization of uncertain systems are essential in many areas of science and engineering [1–8]. Recently, there has been much interest in achieving robust control of quantum information systems in the presence of uncertainty [9–40]. An important property of quantum information processing that distinguishes it from most other applications is the requirement of an unprecedented degree of precision in controlling the system dynamics. Also, due to the very fast time-scale of physical processes in the quantum realm, implementing closed-loop feedback control is extremely difficult and thus open-loop control arises as the most feasible option in most circumstances.

For quantum information systems, a robust optimization problem can be formulated as a search for design variables \( \theta \in \Theta \) (where \( \Theta \) is the design set) that maximize a measure of quantum gate fidelity \( F \) over a range of uncertain parameters \( \delta \in \Delta \) (where \( \Delta \) is the uncertainty set). Fidelity compares a target unitary transformation with the actual quantum channel which depends on both \( \theta \) and \( \delta \). Fidelity is typically normalized: \( F \in [0,1] \), and the maximum value \( F = 1 \) corresponds to a perfect generation of the target transformation. The design variables \( \theta \) can include time-dependent control fields (for both open-loop and closed-loop control), measurement configurations (for closed-loop feedback control), constants associated with physical implementation, the circuit lay-out, and so on. The uncertainties \( \delta \) can affect any element of the system Hamiltonian (including the design variables), with specific manifestations and ranges depending on details of the physical implementation and external hardware. For example, uncertainties can represent dispersion and/or slow time variation of parameters such as coupling strengths, exchange interactions, and applied electromagnetic fields, as well as additive and/or multiplicative noise in control fields. The uncertainty set \( \Delta \) can thus, in general, contain deterministic and random variables. Whatever the case, we assume that \( \theta \) and \( \delta \) are constrained to known sets \( \Theta \) and \( \Delta \), respectively.

One common approach to robust control of quantum gates (e.g., see Refs. [21, 40]) is based on maximizing the average fidelity given by

\[
\mathcal{F}_{avg}(\theta) = \mathbb{E}_{\delta \in \Delta} \{ F(\theta, \delta) \},
\]

where \( F(\theta, \delta) \) denotes the fidelity as a function of design and uncertain variables, and \( \mathbb{E}_{\delta \in \Delta} \{ \cdot \} \) is expectation with respect to the underlying distribution in \( \Delta \). Often the average fidelity is well approximated as the sum over a discrete sample with associated probabilities \( \{ \delta_i \in \Delta, p_i \in [0,1] \} \), i.e.,

\[
\mathcal{F}_{avg}(\theta) = \sum_i p_i F(\theta, \delta_i).
\]

While the use of the average fidelity is applicable in some cases (e.g., when the uncertainty represents weak random noise), the stringent performance requirements of quantum information processing make it more appropriate, in general, to estimate gate errors by using the worst-case fidelity with respect to all uncertainties \( \delta \in \Delta \):

\[
\mathcal{F}_{wc}(\theta) = \min_{\delta \in \Delta} F(\theta, \delta).
\]

Also, worst-case robust optimization (or minimax optimization) is a well known approach employed in many classical problems [7, 41–57], and some of the methods developed for these applications can be adapted for robust control of quantum gates. The worst-case robust optimization problem for quantum gate fidelity is formulated as:

\[
\begin{align*}
\text{maximize} & \quad \min_{\delta \in \Delta} F(\theta, \delta) \\
\text{subject to} & \quad \theta \in \Theta, \; \delta \in \Delta.
\end{align*}
\]

The goal reflected in the problem (3) is to find the design variables \( \theta \in \Theta \) that maximize the worst-case fidelity of Eq. (2). In control applications, the design set \( \Theta \) represents the set of control constraints, and is most often convex or sufficiently well approximated by a convex set. In some cases so is the uncertainty set \( \Delta \), although this is not necessary for solving (3). What makes the problem difficult is that the fidelity is not a...
convex function of \( \theta \) for any sample \( \delta \in \Delta \). Non-convex optimization problems are common in all of science and engineering and have engendered numerous numerical approaches to finding local optimal solutions. In particular, effective methods have been developed in recent years for worst-case robust optimization with non-convex cost functions [51–57].

In optimal control applications, the functional dependence of the objective (e.g., fidelity) on the control variables is referred to as the optimal control landscape [58–61]. For an ideal model of a closed quantum system with no uncertainties, the optimal control landscape for the generation of unitary transformations has a very favorable topology [62–64]. Specifically, provided a number of physically reasonable conditions are satisfied [65], the landscape is free of local optima, i.e., there exist one manifold of global minimum solutions (resulting in \( F = 0 \)) and one manifold of global maximum solutions (resulting in \( F = 1 \)), while all other critical points reside on saddle-point manifolds [62–64]. Such a favorable landscape topology facilitates easy optimization, as any gradient-based search (various types of which are popular in quantum optimal control [21, 66–75]) is guaranteed to reach the global maximum [76]. Unfortunately, when uncertainties are present, this landscape topology is not preserved. Typically, uncertainties cause a decrease and fragmentation of the global maximum manifold, resulting in the emergence of multiple local maxima [40] (the landscape also undergoes a similar transformation when control fields are severely constrained [77]). Provided that the range of uncertainty is not too large, many of these local optimal solutions will have fidelities close to one.

For quantum information systems, there is considerable ongoing effort to develop efficient methods for obtaining a good solution to the problem of robust control, for either average or worst-case fidelity. The majority of existing approaches rely on a numerical optimization procedure, mostly involving a gradient-based search for maximizing the average fidelity of Eq. (1). In some cases, a randomized search such as a genetic algorithm is employed [40]. The results demonstrate the existence of many solutions with high fidelities, consistent with the control landscape picture discussed above. Additionally, the optimal controls are often similar to the corresponding initial controls, provided the latter are reasonably good. This phenomenon, also observed in many engineering and design applications employing local search algorithms, supports the need for developing tools to efficiently calculate a good initial control. In particular, empirical evidence and simulations suggest that robust controls for an uncertain quantum system can be found by searches that start from solutions generated by applying optimal control theory or dynamical decoupling to the ideal (zero-uncertainty) counterpart system (see, e.g., [39, 61] and references therein).

In this paper, we propose the use of sequential convex programming (SCP) which is one of several methods available for numerically solving optimization problems like (3). (See [78] for a collection of earlier SCP varieties and uses and [79] for a recent informative overview.) SCP provides a general framework for finding local optimal solutions to the worst-case robust optimization problem (3). The specific SCP algorithm used here, delineated in Algorithm 1 below, follows directly from [52, 55]. It was used previously for robust design of slow-light tapers in photonic-crystal waveguides [55, 56] and quantum potential profiles for electron transmission in semiconductor nanodevices [57]. In this paper, we apply this SCP algorithm to identify robust control fields for the generation of quantum gates in an uncertain one-qubit system.

### II. SEQUENTIAL CONVEX PROGRAMMING

The SCP algorithm used here is shown in abstract form in Algorithm 1. The algorithm is initialized with (i) a control in the feasible set \( \Theta \), which is assumed to be convex, (ii) samples \( \delta_i, i = 1, \ldots, L \) taken from the uncertainty set \( \Delta \), which need not be convex, and (iii) a convex trust region \( \tilde{\Theta}_{\text{trust}} \). The trust region is selected so that the linearized fidelity \( F(\theta, \delta_i) + \delta^T \nabla_\theta F(\theta, \delta_i) \), where \( \delta \in \tilde{\Theta}_{\text{trust}} \), used in the optimization step retains sufficient accuracy. In each iteration the SCP algorithm returns the optimal increment \( \tilde{\theta} \) and the associated worst-case linearized fidelity. To compute the actual worst-case fidelity requires simulating the system’s evolution with the control variables \( \theta + \tilde{\theta} \) as indicated in Step 3 of Algorithm 1. The centerpiece is the optimization step which, in the version shown in Algorithm 1, is gradient based, thereby resulting in L affine constraints in \( \theta \), and hence is a convex optimization. The Hessian, perhaps not so easily computed, can be easily incorporated as shown in Appendix A. In some cases the number of samples, \( L \), can be very large. Fortunately, however, computational complexity grows gracefully with the number of constraints and thus does not grossly affect the convex optimization efficiency [8].

#### Algorithm 1. Robust control via SCP.

**Initialize:**
- control \( \theta \in \Theta \subseteq \mathbb{R}^N \);
- uncertainty/noise sample \( \{\delta_i \in \Delta, i = 1, \ldots, L\} \);
- trust region \( \tilde{\Theta}_{\text{trust}} \subseteq \mathbb{R}^N \).

**Repeat:**
1. Calculate fidelities and gradients:
   \[ F(\theta, \delta_i), \nabla_\theta F(\theta, \delta_i) \in \mathbb{R}^N, i = 1, \ldots, L. \]
2. Using the linearized fidelity, solve for the increment \( \tilde{\theta} \) from the convex optimization:
   \[ \text{maximize } \min \left[ F(\theta, \delta_i) + \tilde{\theta}^T \nabla_\theta F(\theta, \delta_i) \right] \]
   \[ \text{subject to } \theta + \tilde{\theta} \in \Theta, \tilde{\theta} \in \tilde{\Theta}_{\text{trust}}. \]
3. Update:
   - if \( \min F(\theta + \tilde{\theta}, \delta_i) > \min F(\theta, \delta_i) \) then
     - replace \( \theta \) by \( \theta + \tilde{\theta} \) and increase \( \tilde{\Theta}_{\text{trust}} \)
   - else
     - decrease \( \tilde{\Theta}_{\text{trust}} \)

**Until:** Stopping criteria satisfied.

In Appendix A we show how the gradient and Hessian can be cast in standard forms compatible with freely available
software specifically designed to solve such convex optimization problems. In general, solving the convex optimization is not the most time consuming step in the SCP algorithm. The time-burden in each iteration falls more often on simulations required to compute the fidelities and gradients (and the Hessian if used) at each uncertainty sample. Of course, as is the case with numerical simulations of any quantum information system, there always lurks the exponential scaling with the number of qubits.

Despite many advantages, SCP is a local optimization method. As such, there is no way to verify that a globally optimal solution has been found. Since the fidelity by construction cannot exceed one, it would seem that at least the maximum is known, so if \( F = 1 \) is achieved, it is an optimal solution. However, even as we often obtain fidelities that are extremely close to one, for example, \( \log_{10}(1-F) \in [-6, -4] \), this does not guarantee that the algorithm did not miss a better solution. Although a fidelity value with 4 to 6 nines following the decimal point is effectively one for most engineering problems, for quantum computing every additional improvement in fidelity is important, since it can greatly decrease the physical resources required for fault-tolerant operation.

III. SEQUENTIAL CONVEX PROGRAMMING FOR AN UNCERTAIN QUBIT

In this section, we show how to use SCP for robust control of quantum gates in the presence of common types of uncertainties and constraints. We consider a one-qubit system modeled by the time-dependent Hamiltonian \( (\hbar = 1) \):

\[
H(t) = c(t)\omega_x X + \omega_z Z,
\]

where \( c(t) \) is the external control field (a real-valued function of time defined on the interval \([0, T]\)), and \( X \) and \( Z \) are the respective Pauli matrices. The real parameters \( \omega_x \) and \( \omega_z \) are constant but uncertain over the time interval \([0, T]\). Correspondingly, the uncertain parameters \( \delta \) in (3) are specified by the parameter vector \( \omega = [\omega_x, \omega_z]^T \).

A. Control generation and constraints

The control field \( c(t) \) is typically the output of a signal generation device whose dynamics impose constraints on magnitudes, bandwidth, and so on. To illustrate the use of SCP we make the simplifying assumption that the control is piecewise-constant over \( N \) uniform time intervals of width \( h = T/N \):

\[
c(t, \theta) = \theta_k \quad \text{for} \quad t \in (t_{k-1}, t_k), \quad k = 1, \ldots, N,
\]

where \( t_k = kh \). Correspondingly, the design variables \( \theta \) in the optimization problem (3) are specified by the vector of field values \( \Theta = [\theta_1, \ldots, \theta_N]^T \). The set \( \Theta \) reflects control constraints, typical examples of which are shown in Table I.

The appearance of control constraints due to signal generation dynamics is discussed in Appendix B.

A couple of important characteristics of the control field, used in Table I, are the fluence (a measure of the field energy):

\[
\Phi(\theta) = \int_0^T c^2(t, \theta)dt = \|\theta\|^2 h
\]

and the area (a measure of the field strength):

\[
A(\theta) = \int_0^T |c(t, \theta)|dt = \|\theta\|_1 h,
\]

where \( \|\theta\|_p = (\sum_{k=1}^N |\theta_k|^p)^{1/p} \) is the vector \( L^p \)-norm.

The list of control constraints in Table I is certainly not exhaustive. However, since \( c(t, \theta) \) is a linear function of \( \theta \), each of these constraints or any combination thereof forms a convex set in \( \mathbb{R}^N \). The bounding parameters in Table I can also be used as design variables to establish control resource tradeoffs via SCP. In particular, the tradeoff between the gate fidelity and the field fluence is explored in Sec V.

B. Evolution operator and fidelity

For a given realization of the Hamiltonian (4) (i.e., for given values of \( \omega_x \) and \( \omega_z \)), the system undergoes a unitary evolution, governed by the Schrödinger equation:

\[
i\hbar \frac{d}{dt} U(t) = H(t)U(t), \quad U(0) = I,
\]

where \( U(t) \equiv U(t, 0) \) is the time-evolution operator (propagator) from time \( t = 0 \) to \( t \), and \( I \) is the identity operator. For the piecewise-constant control (5), the evolution operator \( U(t_k) \) is given by a product of incremental propagators:

\[
U(t_k) = U(t_k, t_{k-1}) \cdots U(t_2, t_1)U(t_1, t_0),
\]

\[
U(t_k, t_{k-1}) = \exp \left[ -i\hbar (\theta_k \omega_x X + \omega_z Z) \right].
\]

In particular, the evolution operator attained at the final time \( T \) is \( U_T \equiv U(T) = U(t_N) \). This evolution operator is a function of \( \theta \) and \( \omega \).

The fidelity of a quantum gate is a measure of alignment between the target unitary transformation \( W \) and the actual final-time evolution operator \( U_T \). Specifically, for the one-qubit system, we use the fidelity defined as

\[
\mathcal{F}(\theta, \omega) = \frac{1}{4} \left| \text{Tr} \left( W^\dagger U_T \right) \right|^2.
\]
This fidelity, normalized to $[0, 1]$, is independent of the phase of either $W$ or $U_T$. Along with fidelity, we will also use the normalized distance between $W$ and $U_T$, which is defined as
\[ D(\theta, \omega) = 1 - F(\theta, \omega). \] (12)

In accordance with Eq. (12), $D_{\text{avg}}(\theta) = 1 - F_{\text{avg}}(\theta)$ and $D_{\text{wc}}(\theta) = 1 - F_{\text{wc}}(\theta)$.

C. Uncertainty modeling

One general approach to modeling the uncertainty in the Hamiltonian parameters $\omega$ is via a deterministic (or set-membership) model:
\[ \Delta = \left\{ ||\Omega^{-1}(\omega - \bar{\omega})||_p \leq 1 \right\}, \] (13)
where $\omega = [\omega_x, \omega_z]^T$ is the vector of nominal values, $\Omega$ is a positive-definite weighting matrix (here $2 \times 2$), and $p$ is typically 2 or $\infty$. If $p = \infty$ and $\Omega$ is diagonal, then $\omega_x$ and $\omega_z$ are not correlated, in which case Eq. (13) reduces to
\[ \Delta = \{ |\omega_x - \bar{\omega}_x| \leq \bar{\omega}_x, |\omega_z - \bar{\omega}_z| \leq \bar{\omega}_z \}, \] (14)
where $\Omega = \text{diag}(\bar{\omega}_x, \bar{\omega}_z)$. If $\Omega$ is not diagonal, then $\omega_x$ and $\omega_z$ are correlated, possibly arising, respectively, from an approximation of a joint Gaussian or uniform distribution, with $\Omega$, typically, being the covariance matrix associated with a specified confidence region for the parameters.

The uncertainty in the parameters can often be best described via a probabilistic model, for example,
\[ \Delta = \{ \mathbb{E}\{\omega\} = \bar{\omega}, \mathbb{E}\{(\omega - \bar{\omega})(\omega - \bar{\omega})^T\} = C \}, \] (15)
where $\mathbb{E}\{\cdot\}$ is expectation with respect to the underlying probability distribution of $\omega$. If this distribution is Gaussian, then $\Delta = \{ \omega \in \mathcal{N}(\bar{\omega}, C) \}$.

Random uncertainty also arises from noise in the control field and/or environment, best represented by a stochastic model. In this case, the uncertainty set $\Delta$ can have the same form as in Eq. (15), but here the elements of $\omega(t) = [\omega_x(t), \omega_z(t)]^T$ are stochastic variables with the moments $\mathbb{E}\{\omega(t)\} = \bar{\omega}$ and $\mathbb{E}\{\omega(t) - \bar{\omega} | \omega(t') - \bar{\omega}|^T\} = C(t, t')$.

As mentioned above, the uncertainty set $\Delta$ for SCP need not be convex; for example, the set of Eq. (13) is convex, but that of Eq. (15) is not. Step 2 in Algorithm 1 only requires that the uncertain parameters be sampled from the set $\Delta$. In a numerical example studied below, we use a simple uniform sampling from an uncertainty set of the form (14). More sophisticated methods cycle through a sampling in the optimization step followed by validation on a different sampled set; bad parameters revealed in the validation step can be used in a new sampling for a repeat of the optimization step (e.g., see Ref. [52]).

D. Robust optimization

Now we can formulate a specific instance of the optimization problem (3), corresponding to finding a robust control field for generating a target quantum gate in an uncertain one-qubit system. Specifically, the goal is to solve for the field values $\theta \in \mathbb{R}^N$ from the optimization problem:
\[
\begin{align*}
\text{maximize} & \quad \min_{\omega \in \Delta} F(\theta, \omega) \\
\text{subject to} & \quad U_T \text{ obtained from Eq. (9)}, \\
& \quad \theta \in \Theta \text{ from a combination of sets in Table I,} \\
& \quad \omega \in \Delta \text{ from Eq. (13) or Eq. (15)}. \\
\end{align*}
\] (16)

Since $\Theta$ is a convex set and samples are taken from $\Delta$ to compute gradients of $F$ with respect to $\theta$, then Step 2 of Algorithm 1 will be a convex optimization.

IV. ROBUST ONE-QUBIT GATES

We use the SCP routine to find robust control fields corresponding to the following target unitary transformations:
\[
W_1 = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad W_H = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}, \quad W_P = \begin{bmatrix} 1 & 0 \\ 0 & e^{i\pi/4} \end{bmatrix}.
\] (17)

Here, $W_1$, $W_H$, and $W_P$ represent the identity, Hadamard, and phase ($\pi/8$) gates, respectively. Note that $W_H$ and $W_P$ comprise a universal gate set for one-qubit operations.

The uncertainty set used for all optimizations presented in this section is
\[ \Delta = \{ |\omega_x - 1| \leq 0.01, |\omega_z - 2| \leq 0.20 \}, \] (18)
corresponding to a deterministic model with 1% control amplitude uncertainty and 10% drift magnitude uncertainty. For each target gate, SCP is used to solve for $\theta \in \mathbb{R}^N$ from:
\[
\begin{align*}
\text{maximize} & \quad \min_{\omega \in \Delta} \left\{ F(\theta, \omega) = \frac{1}{4} | \text{Tr} (W_1^T U_T)^2 | \right\} \\
\text{subject to} & \quad U_T \text{ obtained from Eq. (9)}, \\
& \quad \theta \in \mathbb{R}^N \text{ (unconstrained)}, \\
& \quad \omega \in \Delta \text{ from Eq. (18)}. \\
\end{align*}
\] (19)

We obtain solutions of (19) for all combinations of $W \in \{ W_1, W_H, W_P \}$ and $T \in \{ 1, 2, 4 \}$, along with selected values of $N \in \{ 5, 10, 20, 80 \}$. For each SCP optimization presented in this section, we first used a gradient-based search [76, 80] to find a control field vector $\theta^{(0)}$ that achieves $F(\theta^{(0)}, \omega) \approx 0.999$ for the nominal parameter values $\omega_x = 1$ and $\omega_z = 2$. For a fixed $\omega$ (i.e., in the absence of uncertainty), it is easy to achieve unit fidelity to a desired numerical accuracy, so $\theta^{(0)}$ is a solution which is close to the top of the landscape, but not fully optimal. Then, $\theta^{(0)}$ was used as the initial field to start the SCP search for the uncertain system.

Figure 1 shows control fields that are solutions of the worst-case robust optimization problem (19) for various choices of $W$, $T$, and $N$, along with corresponding distances $D(\theta, \omega)$ that are plotted on a logarithmic scale as functions of the parameters $\omega_x$ and $\omega_z$. Properties of these robust controls, including logarithms of the corresponding worst-case and average distances, the field fluence, and the maximum field value, are listed in Table II. For each target gate, we present results
FIG. 1. (Color online) Left column: control fields $c(t, \theta)$ that are solutions of the worst-case robust optimization problem (19). Right column: logarithms of corresponding distances, $\log_{10} D(\theta, \omega)$, as functions of $\omega_x \in [0.99, 1.01]$ and $\omega_z \in [1.8, 2.2]$. The results are shown for eight combinations of $N$ and $T$ for each of the three target gates of Eq. (17): (a) the identity gate, (b) the Hadamard gate, and (c) the phase gate.
TABLE II. Properties of control fields that are solutions of the worst-case robust optimization problem (19), for the three target gates of Eq. (17) and various combinations of $N$ (the number of field values) and $T$ (the final time).

| $N$ | $T$ | $\log_{10}D_{wc}(\theta)$ | $\log_{10}D_{avg}(\theta)$ | $\Phi(\theta)$ | $\max(\theta)$ |
|-----|-----|-----------------------------|-----------------------------|----------------|----------------|
| 5   | 1   | -3.13                       | -3.82                       | 103.63         | 16.21          |
| 5   | 2   | -2.35                       | -3.16                       | 372.34         | 7.25           |
| 10  | 1   | -3.28                       | -4.20                       | 58.45          | 11.88          |
| 10  | 2   | -5.23                       | -5.79                       | 51.00          | 6.59           |
| 20  | 1   | -3.31                       | -4.24                       | 53.66          | 13.47          |
| 20  | 2   | -4.35                       | -4.98                       | 25.34          | 6.03           |
| 10  | 4   | -4.62                       | -5.66                       | 28.96          | 4.22           |
| 80  | 4   | -5.08                       | -5.60                       | 31.74          | 6.00           |

| $N$ | $T$ | $\log_{10}D_{wc}(\theta)$ | $\log_{10}D_{avg}(\theta)$ | $\Phi(\theta)$ | $\max(\theta)$ |
|-----|-----|-----------------------------|-----------------------------|----------------|----------------|
| 5   | 1   | -2.20                       | -3.08                       | 32.27          | 7.59           |
| 5   | 2   | -3.02                       | -3.74                       | 16.35          | 3.77           |
| 10  | 1   | -2.17                       | -3.05                       | 36.93          | 8.02           |
| 10  | 2   | -4.33                       | -4.80                       | 30.33          | 8.95           |
| 20  | 1   | -2.17                       | -3.06                       | 34.38          | 8.64           |
| 20  | 2   | -4.34                       | -4.86                       | 30.07          | 9.17           |
| 10  | 4   | -4.06                       | -4.63                       | 16.60          | 2.86           |
| 80  | 4   | -4.69                       | -5.12                       | 25.61          | 5.48           |

| $N$ | $T$ | $\log_{10}D_{wc}(\theta)$ | $\log_{10}D_{avg}(\theta)$ | $\Phi(\theta)$ | $\max(\theta)$ |
|-----|-----|-----------------------------|-----------------------------|----------------|----------------|
| 5   | 1   | -2.77                       | -3.51                       | 41.98          | 8.39           |
| 5   | 2   | -3.71                       | -4.19                       | 29.99          | 6.70           |
| 10  | 1   | -2.96                       | -3.55                       | 116.17         | 28.62          |
| 10  | 2   | -4.34                       | -4.88                       | 25.40          | 6.80           |
| 20  | 1   | -3.02                       | -3.61                       | 136.06         | 33.88          |
| 20  | 2   | -4.30                       | -4.77                       | 23.39          | 7.12           |
| 10  | 4   | -5.57                       | -6.02                       | 46.82          | 5.87           |
| 80  | 4   | -6.00                       | -6.34                       | 33.51          | 5.91           |

for eight different combinations of $N$ and $T$. With the one-qubit system of Eq. (4) and the uncertainty set $\Delta$ of Eq. (18), controls with worst-case fidelities $F_{wc}(\theta) \geq 0.99999$ are obtained for $N \geq 10$ and $T \geq 2$ for all three target gates. These results demonstrate that robust, high-fidelity control is possible with a relatively small number of control variables $N$, provided that the final time $T$ is chosen properly.

Interestingly, the worst-case fidelity $F_{wc}$ can decrease as the number of field values $N$ increases; this behavior is seen in the results of Table II for the identity gate with $T = 2$ when $N$ increases from 10 to 20 and for the Hadamard gate with $T = 1$ when $N$ increases from 5 to 20. Since the set of controls with $N_1$ field values is a proper subset of controls with $N_2 > N_1$ field values, these results suggest that the control landscape for the optimization problem (19) possesses local optima that can trap SCP searches. Thus, even more robust solutions are, in principle, achievable by combining SCP with a non-local algorithm capable of exploring multiple optima.

V. TRADEOFF BETWEEN GATE FIDELITY AND CONTROL FIELD FLUENCE

The success of the optimization depends on available control resources, and it is expected that constraints on the control field will, generally, decrease the attainable fidelity [77, 80]. As a further illustration of the utility of SCP, we use it to explore the tradeoff between the gate’s worst-case fidelity and the control field’s fluence. Specifically, we consider five uncertainty sets for $\omega$:

\[
\Delta_1 = \{ |\omega_x - 1| \leq 0.001, |\omega_z - 2| \leq 0.02 \}, \quad \text{(20a)}
\]

\[
\Delta_2 = \{ |\omega_x - 1| \leq 0.010, |\omega_z - 2| \leq 0.02 \}, \quad \text{(20b)}
\]

\[
\Delta_3 = \{ |\omega_x - 1| \leq 0.001, |\omega_z - 2| \leq 0.10 \}, \quad \text{(20c)}
\]

\[
\Delta_4 = \{ |\omega_x - 1| \leq 0.010, |\omega_z - 2| \leq 0.10 \}, \quad \text{(20d)}
\]

\[
\Delta_5 = \{ |\omega_x - 1| \leq 0.010, |\omega_z - 2| \leq 0.20 \}. \quad \text{(20e)}
\]

These sets correspond to deterministic models with relative variations ranging from $0.1\%$ to $1\%$ in $\omega_x$ and from $1\%$ to $10\%$ in $\omega_z$. Note that $\Delta_5$ is the uncertainty set in Eq. (18) with relative variations in $\omega_x$ and $\omega_z$ at 1% and 10%, respectively. For each of the uncertainty sets in Eqs. (20), we use SCP to solve for $\theta \in \mathbb{R}^N$ from:

\[
\text{maximize} \quad \min_{\omega \in \Delta} \left\{ F(\theta, \omega) = \frac{1}{4} \left| \text{Tr} \left( W^\dagger U_T \right) \right|^2 \right\}
\]

subject to

\[
\Phi(\theta) \leq \gamma, \quad \omega \in \Delta_m \text{ from Eqs. (20)}. \quad \text{(21)}
\]

The solutions of (21) are obtained for the target identity gate $U_I$, final time $T = 2$, number of field values $N = 10$, and varying values of the fluence bound $\gamma$. For each uncertainty set $\Delta_m (m = 1, \ldots, 5)$, we perform a series of SCP searches with decreasing $\gamma$. In the first SCP search in the series, the fluence bound is set to $\gamma = \infty$ (i.e., the fluence is unconstrained) and the solution of the optimization problem (19) with the uncertainty set (18) is used as the initial field. In each subsequent search in the series, $\gamma$ is set to 0.95 of the fluence of the control field found in the previous search, and all values of the initial field are reduced proportionally so as to match the new fluence constraint. This process is repeated until the SCP routine fails to achieve $F_{wc} \geq 0.9$ due to the severity of the fluence constraint.

Figure 2 shows the resulting tradeoffs between the logarithm of the worst-case distance, $\log_{10}D_{wc}$, and the achieved field fluence $\Phi(\theta)$, for each of the uncertainty sets $\Delta_m$ in (20). The rightmost point in each series corresponds to unconstrained fluence ($\gamma = \infty$). The rate of increase in the distance as the fluence bound is decreased is seen to be essentially the same for all sets $\Delta_m$. Additionally, the fluence value where the distance abruptly changes for the worse is also about the same: $\Phi \approx 10$. It is important to note that it is not known if any of the tradeoff curves in Fig. 2 represents a true Pareto front for distance versus field fluence.

The tradeoff curves in Fig. 2 show that the gate error, on average, exhibits a similar sensitivity of about one order of magnitude to either 1% variation in $\omega_x$ or 5% variation in $\omega_z$. The greater sensitivity to variations in $\omega_x$ is due in part to
in [40, 80], a Taylor series approximation of the fidelity up to

\[ |\ \text{term}. \]

Assuming \( \omega_\text{z} \) is a direct uncertain multiplicative gain on the control signal. In other words, a perturbation \( \bar{\omega}_\text{z} \) around \( \omega_\text{z} = 1 \) is equivalent to a perturbation \( \omega_\text{z} \theta \) in the control field. Following the procedure presented in [40, 80], a Taylor series approximation of the fidelity up to the second order in \( \bar{\omega}_\text{z} \) gives:

\[
\mathcal{F}(\theta, \bar{\omega}_\text{z} + \bar{\omega}_\text{z}, \omega_\text{z}) = \mathcal{F}(\theta + \bar{\omega}_\text{z} \theta, \omega_\text{z}, \omega_\text{z}) \\
\approx \mathcal{F}(\theta, \bar{\omega}_\text{z}, \omega_\text{z}) + \bar{\omega}_\text{z} \theta^T \nabla_{\theta} \mathcal{F}(\theta, \bar{\omega}_\text{z}, \omega_\text{z}) \\
+ \frac{1}{2} \bar{\omega}_\text{z}^2 \theta^T \nabla_{\theta}^2 \mathcal{F}(\theta, \bar{\omega}_\text{z}, \omega_\text{z}) \theta. \tag{22}
\]

For any control field that is a solution of the optimization problem (19) or (21), the Hessian \( \nabla_{\theta}^2 \mathcal{F}(\theta, \bar{\omega}_\text{z}, \omega_\text{z}) \) is negative semi-definite and the Hessian term dominates the gradient term. Assuming \( |\bar{\omega}_\text{z}| \leq \epsilon \), we use Eq. (22) to obtain a lower bound on the fidelity:

\[
\mathcal{F}(\theta, \bar{\omega}_\text{z} + \bar{\omega}_\text{z}, \omega_\text{z}) \geq \mathcal{F}(\theta, \bar{\omega}_\text{z}, \omega_\text{z}) - \epsilon \left| \theta^T \nabla_{\theta} \mathcal{F}(\theta, \bar{\omega}_\text{z}, \omega_\text{z}) \right| \\
- \frac{1}{2} \epsilon^2 \left| \theta^T \nabla_{\theta}^2 \mathcal{F}(\theta, \bar{\omega}_\text{z}, \omega_\text{z}) \theta \right|. \tag{23}
\]

We evaluated the lower bound \( \mathcal{F}(\theta, \bar{\omega}_\text{z}, \epsilon, \omega_\text{z}) \), given by the right-hand side of Eq. (23), for control fields whose worst-case distances are shown in Fig. 2, using \( \omega_\text{z} = 1, \epsilon \) values (\( \epsilon = 0.001 \) and \( \epsilon = 0.01 \)) and \( \omega_\text{z} \) ranges (\( \omega_\text{z} \in [1.08, 2.02] \), \( \omega_\text{z} \in [1.9, 2.1] \), \( \omega_\text{z} \in [1.8, 2.2] \)) that correspond to the five uncertainty sets \( \Delta_m \) of Eqs. (20). Then, for each field, we minimized \( \mathcal{F}(\theta, \bar{\omega}_\text{z}, \epsilon, \omega_\text{z}) \) over the respective \( \omega_\text{z} \) range and found that the resulting distance values coincide almost exactly with points on the corresponding tradeoff curves in Fig. 2. This coincidence indicates that the lower bound \( \mathcal{F}(\theta, \bar{\omega}_\text{z}, \epsilon, \omega_\text{z}) \) approximates well the minimum of the fidelity \( \mathcal{F}(\theta, \omega) \) over the \( \omega_\text{z} \) variation.

The tradeoff analysis is valuable for understanding the interplay between constraints in control and system designs. In particular, a limitation on the maximum field fluence can reflect not only signal generator constraints, but also system design considerations such as thermal loads on the system. For example, if variations in \( \omega_\text{x} \) and \( \omega_\text{z} \) are small, such as in the uncertainty set \( \Delta_1 \), we observe from the corresponding curve in Fig. 2 that a distance value \( D_{wc} \approx 10^{-1} \) is possible with a fairly low fluence \( (\Phi \approx 25) \), and it can be even lower as \( D_{wc} \approx 10^{-3} \) with a higher fluence \( (\Phi \approx 50) \). Attaining parameter uncertainties on the order of \( \Delta_1 \) could be accomplished via material/hardware improvements and better manufacturing/testing procedures. Certainly, the possibility of achieving such high fidelities is a motivation to explore these options. Thus, establishing the tradeoff between the gate fidelity and the field fluence provides important information about possibilities for enhancing the robust gate performance.

VI. EFFECT OF NOISE

When uncertainty is due to noise, performing SCP generally requires some form of sampling from the noise distribution. If the noise is sufficiently weak, then, based on ideas from Ref. [40], we show in Appendix C that an approximation can be utilized which avoids expensive sampling. We will explore this approach in more detail in a future paper. Here, we consider a simplified scenario which captures some of the salient features of robust control in the presence of noise.

Consider the Hamiltonian of Eq. (4), where the parameter \( \omega_\text{z} \) in the control term is constant, \( \omega_\text{z} = 1 \), and the parameter \( \omega_\text{z} \) in the drift term is a noisy time series, i.e.,

\[
\bar{\omega}_\text{z}(t) = \bar{\omega}_\text{z} + \tilde{\omega}_\text{z}(t), \quad t \in [0, T], \tag{24}
\]

where \( \bar{\omega}_\text{z} \) is the average value of \( \omega_\text{z}(t) \) and \( \tilde{\omega}_\text{z}(t) \) is a stochastic variable obtained as the output of a linear filter \( G \) driven by stationary, Gaussian white noise \( u(t) \) with variance \( \sigma_0^2 \). Specifically, \( u(t) \) satisfies:

\[
\mathbb{E}\{u(t)\} = 0, \quad \mathbb{E}\{u(t)u(t')\} = \sigma_0^2 \delta(t-t'), \tag{25}
\]

the filter action is

\[
\tilde{\omega}_\text{z}(t) = (G * u)(t), \quad t \in (-\infty, T], \tag{26}
\]

\( G \) is a linear first-order filter with the transfer function:

\[
G(s) = 1/(s\tau + 1), \tag{27}
\]

and \( \tau \) is the filter time-constant.

The average gate fidelity \( \mathcal{F}_{avg}(\theta) = \mathbb{E}\{\mathcal{F}(\theta, \omega_\text{z})\} \) under a noise process affecting \( \omega_\text{z} \) can be evaluated using random sampling from the noise distribution:

\[
\mathcal{F}_{avg}(\theta) \approx \frac{1}{L} \sum_{l=1}^{L} \mathcal{F}(\theta, \omega_\text{z}^{(l)}). \tag{28}
\]

Here, \( \omega_\text{z} \in \mathbb{R}^M \) is the vector whose elements represent a piecewise-constant approximation of the time series \( \omega_\text{z}(t) \)
with a uniform time step \( \tilde{h} = T/M \), \( \omega_z(0) = \bar{\omega}_z + \tilde{\omega}_z(0) \) is the vector corresponding to the \( l \)th realization of the noise process, and \( L \) is the number of noise realizations in the sample. Another method for evaluating \( F_{\text{avg}}(\theta) \) is the weak noise approximation described in Appendix C. Specifically, using the Taylor series expansion of the fidelity about \( \bar{\omega}_z \) up to the second order in \( \tilde{\omega}_z \) and assuming that \( \tilde{\omega}_z \) has zero mean and covariance matrix \( C = \mathbb{E}\{\tilde{\omega}_z\tilde{\omega}_z^\dagger\} \), we obtain [cf. Eq. (C9)]:

\[
F_{\text{avg}}(\theta) \approx F(\theta, \bar{\omega}_z) - \frac{1}{2} \text{Tr}(C R_{\omega_z \omega_z}),
\]

(29)

where \( R_{\omega_z \omega_z} = -\nabla^2_{\omega_z} F(\theta, \bar{\omega}_z) \) is the negative Hessian matrix. For the filtered noise process of Eqs. (25)–(27), elements of the covariance matrix \( C \) are given by:

\[
C_{mm'} = \tilde{\sigma}^2 \frac{1 - \alpha}{1 + \alpha \delta_{mm'}} m, m' = 1, \ldots, M,
\]

(30)

where \( \tilde{\sigma}^2 = \sigma^2/\tilde{h} \) and \( \alpha = \exp(-\tilde{h}/\tau) \).

It is interesting to analyze how a control field designed to be robust for a deterministic uncertainty model performs in the presence of noise. For example, consider the control field that is a solution of the optimization problem (21) with \( W = W_1, T = 2, N = 10, \Delta_1 \) of Eq. (20a), and no fluence constraint \( (\gamma = \infty) \); this field corresponds to the rightmost point on the bottom curve in Fig. 2. For this field, we use both the random sampling method of Eq. (28) and weak noise approximation of Eq. (29) to evaluate the average fidelity \( F_{\text{avg}}(\theta) \) under the noise process of Eqs. (25)–(27) with \( \tilde{\omega}_z = 2, \sigma \in \{0.001, 0.02\} \), and various values of \( \tau \). Figure 3 shows the corresponding values of log_{10} \( D_{\text{avg}}(\theta) \), for a range of filter time-constants relative to the control time, \( \tau/T \in [10^{-4}, 10^4] \). We observe an excellent agreement between the weak noise approximation (solid lines) and simulated data from random sampling (circles).

Equations (29) and (30) can be further used to investigate the asymptotic behavior in the limits of low-bandwidth and high-bandwidth filter. For \( \tau/T \gg 1 \), the filter bandwidth is very low, and the noise is effectively blocked. In this limit, all elements of \( C \) are approximately zero, and \( D_{\text{avg}}(\theta) \approx D(\theta, \bar{\omega}_z) \approx 10^{-8.88} \) is independent of \( \sigma \). For \( \tau/T \ll 1 \), the filter bandwidth is very high, which allows for the white noise to pass through unaltered. In this limit, \( C \) is proportional to the identity matrix: \( C_{mm'} = \bar{\sigma}^2 \delta_{mm'} \), and \( F_{\text{avg}}(\theta) \approx F(\theta, \bar{\omega}_z) - \frac{1}{2} \bar{\sigma}^2 \text{Tr}(R_{\omega_z \omega_z}) \). For a control field \( c(t, \theta^*) \) which is globally optimal for the objective of maximizing \( F(\theta, \bar{\omega}_z) \), each diagonal matrix element of \( R_{\omega_z \omega_z} \) equals \( 2\tilde{h}^2 \), and we obtain a simple analytic result:

\[
D_{\text{avg}}(\theta^*) \approx \bar{\sigma}^2 \tilde{h}^2.
\]

(31)

The field that we use here is not exactly \( \theta^* \), but the value \( D(\theta, \bar{\omega}_z) \approx 10^{-8.88} \) is sufficiently close to the optimum for the result of Eq. (31) to be a very good approximation. Then, with \( T = 2 \), we obtain \( D_{\text{avg}} \approx 2 \times 10^{-6} \approx 10^{-5.70} \) for \( \sigma = 0.001 \) and \( D_{\text{avg}} \approx 8 \times 10^{-4} \approx 10^{-3.10} \) for \( \sigma = 0.02 \). The asymptotic results in both limits are very well confirmed by the data shown in Fig. 3.

VII. SUMMARY

Using SCP we demonstrated that it is possible to generate high-fidelity quantum gates with a substantial robustness against uncertainties, while simultaneously using limited control resources such as field amplitude, bandwidth, and fluence. Designing such robust control fields requires a specific knowledge of the range and character of the uncertainties, a process referred to in the control theory literature as “uncertainty modeling.” Although we focused on a one-qubit system, even this simple example clearly shows the strong effect of control constraints on the attainable degree of robustness. Our analysis of this system also revealed that a control field designed for a deterministic (set-membership) uncertainty model can be quite effective against stochastic uncertainty (noise).

This work shows that SCP is useful for exploring possible improvements in the robust gate performance for different values and ranges available for both control and system designs.
Specifically, SCP makes it possible to quantify a variety of tradeoffs between constraints on control and system parameters. For example, one can determine how many control variables are required to achieve a desired worst-case fidelity for a given uncertainty range or, alternatively, how tight should be the uncertainty range for a given limitation on the maximum field fluence. Such tradeoff analysis could reveal a combination of physical design and robust control design resulting in a “sweet spot” amongst the possibilities.

Of course, SCP is not the only approach to finding locally optimal solutions to non-convex problems. An important advantage of SCP is the ease by which various uncertainty models and constraints on design variables can be directly incorporated in the local convex optimization step of the algorithm. It would be desirable to develop a hybrid approach, integrating SCP with a non-local optimization method, in order to make it possible to search among multiple solutions.

The array of results presented here hopefully herald what would be seen in more complex systems, involving multiple qubits, controlled ancillae, coupling to a bath, and so on. In addition, the results also begin to provide an insight into unanticipated control field structures. Many of these potentialities are under consideration at present and will be forthcoming.
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Appendix A: Convex optimization

The convex optimization step in the SCP algorithm can be equivalently expressed as:

\[
\begin{align*}
\text{maximize} \quad f_0 \\
\text{subject to} \quad f_i + \theta^T g_i \geq f_0, \quad i = 1, \ldots, L, \\
\theta + \tilde{\theta} \in \Theta, \quad \tilde{\theta} \in \Theta_{\text{trust}},
\end{align*}
\]  

where \( f_i = F(\theta, \delta_i) \) and \( g_i = \nabla_\theta F(\theta, \delta_i) \). Both \( \tilde{\theta} \) and \( f_0 \) are now the optimization variables. If both \( \Theta \) and \( \Theta_{\text{trust}} \) bound their respective elements in a “box” in \( \mathbb{R}^N \), then (A1) is a linear program.

The Hessian can be employed in the optimization step by using its negative definite part, \( R_i = -[\nabla^2_\theta F(\theta, \delta_i)] \) where \([-] \) retains only the negative eigenvalues of the Hessian, specifically, \( R_i = V_i V_i^T \) with \( V_i \in \mathbb{R}^{N \times r} \) where \( r \) is the number of strictly negative eigenvalues of the Hessian less than or equal to a chosen threshold. Then the worst-case fidelity constraint can be formulated as:

\[
f_i + \tilde{\theta}^T g_i - \frac{1}{2} \tilde{\theta}^T V_i V_i^T \tilde{\theta} \geq f_0, \quad i = 1, \ldots, L. \tag{A2}
\]

Each of the inequalities in Eq. (A2) is equivalent to a linear-matrix-inequality in the variables \( \{ \theta, f_0 \} \) [8]:

\[
Q_i(\tilde{\theta}, f_0) = \begin{bmatrix} f_i - f_0 & -\tilde{\theta}^T g_i \\ V_i^T \tilde{\theta} / \sqrt{2} & I_r \end{bmatrix}, \tag{A3}
\]

and \( I_r \) is the \( r \times r \) identity matrix. The optimization step in SCP is now given by the semidefinite program:

\[
\begin{align*}
\text{maximize} \quad f_0 \\
\text{subject to} \quad Q_i(\tilde{\theta}, f_0) & \succeq 0, \quad i = 1, \ldots, L, \\
\theta + \tilde{\theta} & \in \Theta, \quad \tilde{\theta} \in \Theta_{\text{trust}}.
\end{align*}
\]  

The optimization problems (A1) and (A4) are now expressed in standard forms suitable for use with existing software specially developed for these classes of convex optimization. In particular, YALMIP [81] and CVX [82, 83] are convex compilers compatible with MATLAB. Using these software tools makes it very easy to code the convex optimization problems almost exactly as expressed mathematically. These compilers call convex solvers such as SDPT-3 [84] and SeDuMi [85] which have been developed and in use for many years, and as a result are generally efficient and reliable. There are limits imposed by both memory and speed for a particular problem instance and computer platform. In these cases it could be necessary to use or develop specialized versions with modifications that take into account the specific underlying structure of the problem.

Appendix B: Signal generation

In general, the control field \( c(t, \theta) \) is the output of a signal generation device. As an example, consider a field generated by a device with rate \( \nu \) and piecewise-constant commands \( \theta \):

\[
\begin{align*}
\dot{c}(t, \theta) &= \nu [c(t, \theta) - c(t, \theta)], \quad c(0) = 0, \tag{B1a} \\
c(t, \theta) &= \theta_k \quad \text{for} \quad t \in [t_{k-1}, t_k], \quad k = 1, \ldots, N, \tag{B1b}
\end{align*}
\]

where \( t_k = kh \) and \( h = T/N \). The field in this example can be expressed in a general form:

\[
c(t, \theta) = \sum_{k=1}^{N} s_k(t) \theta_k = s(t)^T \theta, \quad t \in [0, T]. \tag{B2}
\]
This expression holds for any signal generation well represented by known linear dynamics whose input is a finite sequence of control commands \{\theta_k\} at a uniform sampling rate. The linear dynamics are captured in the shape-function vector \(s(t) \in \mathbb{R}^N\). For example, for the field of Eqs. (B1), the elements of \(s(t)\) are given by

\[
s_k(t) = \begin{cases} 0 & \text{for } t \leq t_k, \\ 1 - e^{-\nu(t-t_k-1)} & \text{for } t \in (t_k-1, t_k), \\ (1 - e^{-\nu h})e^{-\nu(t-t_k)} & \text{for } t > t_k.
\end{cases}
\]

In the limit of very fast dynamics (\(\nu \to \infty\)), the element \(s_k(t)\) of Eq. (B3) becomes the indicator function of the interval \((t_k-1, t_k)\), and the control field \(c(t, \theta)\) is piecewise-constant over \(N\) uniform time intervals of width \(h\), as given by Eq. (5).

Generally, when the dynamics of the signal generation device have an appreciable effect on the shapes of \(\{s_k(t)\}\), the numerical integration of the Schrödinger equation (8) would require using a time step over which the field \(c(t, \theta)\) does not change much, i.e., finer than the command interval \(h\).

Note that for any field of the form (B2), the control constraint sets in Table I are convex. For example, the constraint on the field fluence can be expressed as \(\Phi(\theta) = \theta^TB\theta \leq \gamma\) with \(B = \int_0^T s(t)s(t)^T dt\).

The field form of Eq. (B2) can be further generalized by considering multiple command vectors \(\{\theta_i\}\) and shape-function vectors \(\{s_i(t)\}\), i.e.,

\[
c(t, \theta) = \sum_{i=1}^K s_i(t)^T\theta_i.
\]

For example, laser pulse shaping in a liquid crystal modulator generates a control field of the form:

\[
c(t) = A_0(t)\sum_{i=1}^K a_i \sin(\omega_i t + \phi_i),
\]

where the envelope function \(A_0(t)\) and frequencies \(\{\omega_i\}\) are fixed, while amplitudes \(\{a_i\}\) and phases \(\{\phi_i\}\) are the control variables. The field (B5) can be equivalently expressed in the form (B4), where \(s_i(t) = A_0(t)\sin(\omega_i t, \cos(\omega_i t))^T\) and \(\theta_i = a_i[\cos(\phi_i, \sin(\phi_i)^T]\).

For a control field of the form (B5), constraints are typically imposed on the amplitudes \(\{a_i\}\) and, since \(\|\theta_i\|^2 = a_i^2\), they can be equivalently expressed as constraints on \(\theta\). For example, the magnitude constraint \(a_i \leq a_{\text{max}}\) is equivalent to the convex set \(\|\theta_i\|^2 \leq a_{\text{max}}\). However, the constraint that all the amplitudes are the same, i.e., \(a_i = a_0\) is equivalent to the non-convex set \(\|\theta_i\|^2 = a_0^2\). This problem can be circumvented by using the constraint set \(\|\theta_i\|^2 \leq a_0^2\) which is a convex relaxation [8] of the actual non-convex one; then SCP will return a local solution to the relaxed problem. Some relaxations can be proven to be optimal, but that is not known here and hence a post-optimization analysis is required.

**Appendix C: Weak noise approximation**

When the noise variance is small, it is possible to avoid the expensive simulation of noise realizations drawn from the underlying distribution. The approach for evaluating the effect of weak noise, the basics of which are presented here, was introduced in Refs. [40, 80] and will be explored in depth in a subsequent paper.

Consider an \(n\)-level quantum system with the Hamiltonian:

\[
H(t) = c(t)H_c + w(t)H_w,
\]

where \(c(t)\) and \(w(t)\) are, respectively, the control field and the noisy field (real-valued functions of time defined on the interval \([0,T]\)). We assume that \(c(t) = c(t, \theta)\) is a piecewise-constant function of the form (5). Let the elements \(\{w_m\}\) of the vector \(w \in \mathbb{R}^M\) represent a piecewise-constant approximation of \(w(t)\), i.e.,

\[
w(t) = w_m \quad \text{for } t \in (\tilde{t}_{m-1}, \tilde{t}_m), \quad m = 1, \ldots, M,
\]

where \(\tilde{t}_m = m\hat{h}\) and \(\hat{h} = T/M\). Assuming that \(M \geq N\) and \(p = M/N\) is an integer, the control can be represented as:

\[
c(t) = c_m \quad \text{for } t \in (\tilde{t}_{m-1}, \tilde{t}_m), \quad m = 1, \ldots, M,
\]

where \(c_m\) are the elements of the vector \(c = \theta \otimes \nu \in \mathbb{R}^M\) and \(\nu\) denotes the vector of ones of length \(p\). Analogous to Eqs. (9) and (10), the time-evolution operator is given by

\[
U(\tilde{t}_m) = U(\tilde{t}_m, \tilde{t}_{m-1}) \cdots U(\tilde{t}_2, \tilde{t}_1)U(\tilde{t}_1),
\]

and, in particular, \(U_T = U(\tilde{t}_M)\). The gate fidelity is

\[
F(\theta, w) = \frac{1}{n^2} \left| \text{Tr} \left( W^T U_T \right) \right|^2.
\]

Assume that the noisy field has the form \(w = \bar{w} + \tilde{w}\), where \(\bar{w} \in \mathbb{R}^M\) is a deterministic mean and \(\tilde{w} \in \mathbb{R}^M\) is a stochastic variable that represents a stationary noise process. For a specified control field \(\theta\), the Taylor series expansion of the fidelity about \(\bar{w}\) up to the second order in \(\tilde{w}\), gives the approximation:

\[
F(\theta, w) \approx F(\theta, \bar{w}) + \tilde{w}^T g_w - \frac{1}{2} \tilde{w}^T R_{\text{ww}} \tilde{w},
\]

where \(g_w = \nabla_w F(\theta, \bar{w}) \in \mathbb{R}^M\) is the gradient vector and \(R_{\text{ww}} = -\nabla_{\tilde{w}}^2 F(\theta, \bar{w}) \in \mathbb{R}^{M \times M}\) is the negative Hessian matrix. Assume that the stochastic variable \(\tilde{w}\) has zero mean and covariance matrix \(C \in \mathbb{R}^{M \times M}\), i.e.,

\[
E\{\tilde{w}\} = 0, \quad E\{\tilde{w}^T \tilde{w}\} = C.
\]

The fidelity averaged over all noise realizations is given by the statistical expectation: \(F_{\text{avg}}(\theta) = E\{F(\theta, w)\}\). Using Eqs. (7) and (C8), we obtain the weak noise approximation for the average fidelity:

\[
F_{\text{avg}}(\theta) \approx F(\theta, \bar{w}) - \frac{1}{2} \text{Tr}(C R_{\text{ww}}).
\]

Since the dependence on noise in Eq. (C9) is only through the covariance matrix, the evaluation of \(F_{\text{avg}}(\theta)\) via this approximation does not require random sampling from the noise distribution, providing a huge advantage in numerical efficiency.
For Gaussian white noise with variance $\sigma^2$, the covariance matrix is given by $C = \langle \sigma^2/\hbar \rangle I_M$, and Eq. (C9) yields:

$$F^{\text{avg}}(\theta) \approx F(\theta, \bar{w}) - \frac{\sigma^2}{2\hbar} \text{Tr}(R_{ww}).$$  \hfill (C10)

For a control $\theta^\ast$ which is globally optimal for the objective of maximizing $F(\theta, \bar{w})$, all diagonal matrix element of $R_{ww}$ are equal to each other:

$$(R_{ww})_{mm} = \frac{2\hbar^2}{n} \text{Tr}(H_w^2) - \frac{2\hbar^2}{n^2} [\text{Tr}(H_w)]^2, \ \forall m. \hfill (C11)$$

If the operator $H_w$ is traceless, substituting Eq. (C11) into Eq. (C10) leads to a simple analytical expression:

$$F^{\text{avg}}(\theta^\ast) \approx 1 - \frac{1}{n} \text{Tr}(H_w^2) \sigma^2 T. \hfill (C12)$$

This result shows that robustness against additive white noise can be improved only by reducing the control duration $T$; however, this can be done only as long as $T \geq T^\ast$, where $T^\ast$ is a critical value below which the nominal objective is not reachable [80]. In a quantum information system, $H_w$ is typically given by a tensor product of Pauli matrices and identity operators for individual qubits. In this case, $H_w^2 = I_n$, and Eq. (C12) is further simplified:

$$F^{\text{avg}}(\theta^\ast) \approx 1 - \sigma^2 T. \hfill (C13)$$

The weak noise approximation together with a similar expansion for a small control change (from $\theta$ to $\theta + \hat{\theta}$) can be used in the optimization step of SCP for designing controls robust to a stochastic uncertainty model. Expanding the fidelity about $\{\theta, \bar{w}\}$ up to the second order in $\{\theta, \bar{w}\}$ gives:

$$F(\theta + \hat{\theta}, w) \approx f + \hat{x}^T g - \frac{1}{2} \hat{x}^T R \hat{x}, \hfill (C14)$$

where

$$\hat{x} = \begin{bmatrix} \hat{\theta} \\ \hat{\bar{w}} \end{bmatrix}, \quad g = \begin{bmatrix} g_{\theta} \\ g_{\bar{w}} \end{bmatrix}, \quad R = \begin{bmatrix} R_{\theta\theta} & R_{\theta \bar{w}} \\ R_{\theta \bar{w}} & R_{\bar{w} \bar{w}} \end{bmatrix}.$$  \hfill (C15)

$f = F(\theta, \bar{w})$ is the fidelity, $g_{\bar{w}} = \nabla_{\bar{w}} F(\theta, \bar{w})$ are gradient vectors, and $R_{\theta \bar{w}} = -\nabla_{\theta} \nabla_{\bar{w}} F(\theta, \bar{w})$ are negative Hessian matrices $(a, b \in \{\theta, \bar{w}\})$. Given a model of the noise distribution, we can then pose the robust optimization problem:

maximize $\gamma$

subject to $\text{Prob}\{F(\theta + \hat{\theta}, w) \geq \gamma\} \geq \eta, \ \hat{\theta} \in \Theta$. \hfill (C16)

Assume further that the stochastic variable $\bar{w}$ has a zero-mean Gaussian distribution with covariance matrix $C$, i.e., satisfies Eq. (C8), with $\| \gamma \| = O(\sigma^2)$. Following the approach to robust optimization described in [8, Ch.4], the problem (C16) is equivalent, up to $O(\sigma^2)$, to the second order cone program (SOCP) with optimization variables $\hat{\theta}$ and $\gamma$:

maximize $\gamma$

subject to $F(\theta + \hat{\theta}) \geq \gamma + \Phi^{-1}(\eta) V^{1/2}, \ \hat{\theta} \in \Theta,$ \hfill (C17)

where $F(\theta + \hat{\theta}) = f + \hat{x}^T g - \frac{1}{2} \hat{x}^T R \hat{x} - V(CR_{ww})$, \hfill (C18)

$V = (R_{ww} \delta_{\bar{w}} - g_{\bar{w}})^T (C R_{ww} \delta_{\bar{w}} - g_{\bar{w}})$, \hfill (C19)

and $\Phi(\eta)$ is the cumulative distribution function for the normal Gaussian density. The SOCP of Eq. (C17) can be used in the optimization step in Algorithm 1. The use of the weak noise approximation makes this approach very numerically efficient. Indeed, calculations at each new control $\theta$ require only the knowledge of the noise covariance matrix, thus eliminating the need for random sampling from the noise distribution. A full exploration of this approach will be forthcoming.
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