High-performance approximate half and full adder cells using NAND logic gate
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Abstract In this letter, NAND-based approximate half adder (NHAx) and full adder (NFAx) cells are proposed for low power approximate adders. NHAx and NFAx architectures are built using NAND logic gate which has a minimal normalized gate delay among all the CMOS-based integrated circuit digital logic family; therefore, an improvement of 29% in the critical path delay is achieved. For the performance evaluation, 8-bit ripple carry adder (RCA) is then built using proposed cells. RCA-NFAx shows a good power-efficiency trade-off when both power delay product and error metric NMED are considered with reference to the previous approximate 1-bit FA based RCA designs.
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1. Introduction

The strict power constraints and high performance require new design strategies to cope up with computing efficiency [1, 2]. One such emerging and promising design methodology is named as approximate or inexact computing [3]. A lot of applications such as computer vision, data mining, image/video processing and deep learning neural networks, etc., reveal inherent error resilience [4, 5]. Therefore, approximate computing paradigm produce less accurate but acceptable quality results by relaxing the stringent error requirement [6, 7].

Arithmetic units are the most power hungry component and are an integral part all of the computing hardware designs [8, 9, 10]. Therefore, approximation in hardware focus to reduce power consumption of these arithmetic units [11]. Adder is the basic building block used in these arithmetic units. In adders, the addition process is governed by the carry generation and propagation mechanism [12, 13, 14]. Some well-known adders designed using approximation techniques are named as speculative [15, 16], segmented [17, 18] and carry select adders [19, 20]. However, this design approach is not suitable for energy-efficient circuits as this process requires multiple overlapping sub-adders [21]. Generally, for the low power approximate adder designs, the most appropriate design approach is to replace exact FAs with the approximate FAs [22, 23].

In the technical literature, approximate FAs using different logic styles have been proposed, e.g., Approximate Mirror Adders (AMAs) [24] use standard static CMOS techniques; pass transistor logic is used in XOR/XNOR based FAs [25]; TGAx based FAs [26] use transmission gate. All approximate FAs as compared to the exact design provide less area and power consumption at the cost of relaxing accuracy. However, most of the designs have a degraded performance (high delay) due to the internal structure and node capacitance. For example in AXA3 [25] delay is higher, due to the threshold voltage drop of the pass transistors. Similarly in [24], AMA5 cell lacks the output drive strength; therefore, extra buffers must be added to design it. On contrary to that, NHAx and NFAx cells show a good speed-accuracy trade-off, achieving high-performance (lower delay) while maintaining error distance (ED) as 1. Normalized CMOS logic gate delays used in this work are as follows; NAND (0.5), OR/AND (0.7), XOR/XNOR (1.0) [27].

2. NHAx cell

HA takes two 1-bit inputs and outputs corresponding Sum (S) and Carry (C). The Boolean expressions for NHAx are given by Eq. (1) and Eq. (2), respectively. Fig. 1 shows S computation is carried out using NAND gate resulting in one incorrect result, while C has accurate output.

\[ NHAx_{sum} = \overline{ab} \]  
\[ NHAx_{carry} = \overline{ab} \]  

Fig. 1. Logic diagram of NHAX cell.

The path delay for S is reduced to 0.5 as compared to 0.7 unit delay of previous best approximate so-called approximate half adder (AHA) [28], i.e., an improvement of 28% in delay.

3. NFAx cell

FA takes three 1-bit inputs and outputs corresponding S and C. NFAx expressions for (S,C) are given by Eq. (3) and Eq. (4), respectively. Fig. 2 shows the gate level design of NFAx.
\[ NFAx_{sum} = (\overline{a}b)c \quad (3) \]
\[ NFAx_{carry} = (\overline{a}b)\overline{c} \quad (4) \]

NFAX handle approximation in such a way that error difference between exact output and approximate output is always kept as one. Since C has more binary weight with respect to S, error in C output will adversely affect the result. Therefore, approximation in C is considered only for the cases where S is also approximated. This results in one error in the C computation and in total three inaccurate results out of eight as shown in Table I.

**4. Performance evaluation**

For the fair analysis, both transistor and logic level approximate 1-bit FA cells are taken into account for comparison. AFA [28] is selected among the approximate logic level designs as to the author’s best of knowledge this is the most recent proposed logic level 1-bit approximate design. As discussed earlier, many transistor level designs based on different logic styles are found in technical literature; therefore, the best designs from each logic style and corresponding gate level realizations are considered for reference.

**4.1 Critical path delay**

Table II shows the analysis of critical path delay reduction achieved by the NFAX cell. By using normalized gate delay, for NFAX, the critical path delay is 1.0 as compared to 1.4 unit delay for AFA (logic level design) and AMA4 (transistor level best design), respectively, i.e., an improvement of 29% in the critical path delay.

**4.2 Hardware resource analysis**

The proposed NFAX cell along with other approximate 1-bit FA cells are realized at gate level using Verilog hardware description language (HDL). These gate level realizations are used to build an approximate RCAs as shown in Table III. 8-bit RCAs are designed by replacing least significant part of RCAs with the approximate FA cells respectively. Synopsys Design Compiler is used to synthesize the said designs at 45 nm technology node. All the basic logic gates are mapped using standard CMOS library and supply voltage is kept at 1.25 V. Optimization primitive is kept off and pure combinational logic is analyzed for the calculation of delay, area, power and PDP. NMED [30] is used as a metric for error analysis, 8-bit RCAs are simulated in MATLAB against all input combinations.

| Inputs | Exact-FA | NFAX | ED |
|--------|----------|------|----|
| a      | b        | c    | C  |
| 0      | 0        | 0    | 0  |
| 0      | 1        | 0    | 1  |
| 0      | 0        | 1    | 1  |
| 0      | 1        | 1    | 0  |
| 1      | 0        | 0    | 0  |
| 1      | 1        | 1    | 1  |
| 1      | 0        | 1    | 0  |
| 1      | 1        | 1    | 1  |
| 1      | 1        | 1    | 1  |

| Designs   | Area (um²) | Delay (ns) | Power (uW) | PDP (fJ) | NMED (10⁻¹³) |
|-----------|------------|------------|------------|----------|---------------|
| RCA-NFAX  | 29.16      | 0.33       | 5.98       | 1.97     | 0.12          |
| RCA-AFA   | 36.06      | 0.37       | 7.81       | 2.88     | 0.10          |
| RCA-AMA4  | 33.57      | 0.37       | 6.63       | 2.45     | 0.12          |
| RCA-AXA1  | 42.86      | 0.41       | 10.23      | 4.19     | 0.13          |
| RCA-TGA2  | 36.06      | 0.39       | 7.81       | 3.04     | 0.11          |
| RCA-InAX2 | 41.18      | 0.43       | 9.13       | 3.92     | 0.09          |

Table III shows RCA-NFAX achieved high performance (reduced delay). In addition to that, RCA-NFAX has the lowest PDP as compared to all other approximate FA designs. RCA-InAX2 has the smallest NMED among all the designs as they generate error only in the S part.

**4.3 NMED vs PDP analysis**

To comprehend the accuracy-power trade-off, all the designs are further compared with reference to PDP and NMED as shown in Fig. 3. RCA-AFA and RCA-TGA2 have a nominal NMED at the cost of high power consumption. RCA-AXA1 and RCA-InAX2 have a large PDP as compared to all other designs. On the other hand, RCA-AMA4 and RCA-NFAX have similar NMED but smaller PDP of RCA-NFAX makes it a favorable choice for power-efficient designs.
5. Conclusion

This letter presents NAND-based approximate half adder (NHAx) and full adder (NFAx) cells for area constrained designs. The proposed cells are designed using NAND logic gate, as a result reducing the critical path delay for the 1-bit FA cell. An improvement of 29% in the critical path delay is achieved with reference to previous best 1-bit approximate FA cell. The comparative performance analysis is done by designing 8-bit RCA using proposed NHAx and NFAx cells. The result shows RCA-NFAx has a lower PDP, i.e., an improvement of 32% and 20% in PDP, as compared to RCA-AFA (logic level) and RCA-AMA4 (transistor level) FA cells, respectively. RCA-NFAx outperforms all other designs in terms of PDP and proves to be the most efficient building block for low-power high-performance approximate adders.
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