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Abstract

It has become crucial to develop tools for automated hate speech and abuse detection. These tools would help to stop the bullies and the haters and provide a safer environment for individuals especially from marginalized groups to freely express themselves. However, recent research shows that machine learning models are biased and they might make the right decisions for the wrong reasons. In this thesis, I set out to understand the performance of hate speech and abuse detection models and the different biases that could influence them. I show that hate speech and abuse detection models are not only subject to social bias but also to other types of bias that have not been explored before. Finally, I investigate the causal effect of the social and intersectional bias on the performance and unfairness of hate speech detection models.

1 Introduction

Over the last decade, there have been attempts to use machine learning models (Dinakar et al., 2011; Dadvar et al., 2014; Rafiq et al., 2015; Waseem and Hovy, 2016a; Raisi and Huang, 2017; Agrawal and Awekar, 2018a; Kumar et al., 2019; Pavlopoulos et al., 2019; Mozafari et al., 2019; Yadav et al., 2020; Paul and Saha, 2020) for the task of hate speech and abuse detection. However, those studies focused mainly on enhancing models' performance, without providing any insight into the models' inner workings.

In recent years, the research community started to pay more attention to machine learning models’ explainability and the biases in these models and the datasets. Wagner et al. (2021) describe the term algorithmically infused societies as the societies that are shaped by algorithmic and human behavior. The data collected from these societies carry the same bias in algorithms and humans, like population bias and behavioral bias (Olteanu et al., 2019). These biases are important in the field of Natural Language Processing (NLP) because unsupervised models like word embeddings encode them during training. (Brunet et al., 2019; Joseph and Morgan, 2020). This includes racial biases (Garg et al., 2018; Manzini et al., 2019; Sweeney and Najafian, 2019), gender biases (Garg et al., 2018; Bolukbasi et al., 2016; Chaloner and Maldonado, 2019), and personality stereotypes (Agarwal et al., 2019).

Recent research in social science explains that using racial slurs and third person profanity goes beyond offending individuals or groups of people and that it actually aims at stressing on inferiority of the identity of marginalized groups (Kukla, 2018). However, the research on bias in NLP have not payed attention to how this type of offensive stereotyping being encoded in machine learning models that are trained on data from social media. So I introduce systematic offensive stereotyping (SOS) bias which includes associating offensive terms to different groups of people, especially marginalized people, based on their ethnicity, gender, or sexual orientation. On the other hand, studies that focused on the same type of bias in hate speech detection models studied it within hate speech datasets (Dixon et al., 2018; Waseem and Hovy, 2016b; Zhou et al., 2021), but not in the widely-used word embeddings which are, in contrast, not trained on data specifically curated to contain offensive content.

Moreover, the proposed methods to study social biases like gender bias in word embeddings focused on studying the statistical association between words that describe women e.g., wife, mother, sister, girl, woman, and words related to femininity e.g. nurturing, sensitive, and emotional (Caliskan et al., 2017; Garg et al., 2018; Sweeney and Najafian, 2019; Dev and Phillips, 2019). However, social science literature has shown that femininity differs in conceptualization among White and black people (Giddings, 2006; Rosenfield, 2012). Additionally, the claim that the bias found in the word
embeddings influence the NLP downstream tasks has not been proven (Blodgett et al., 2020). A few studies have used statistical correlation to show that influence (De-Arteaga et al., 2019). However, correlation is not causation and causal inferences have not been used to understand the influence of bias that exists in word embeddings, on the downstream task of hate speech detection.

The limitations enlisted here could have negative implications as hate speech detection models might learn to associate marginalized groups with extremism and abuse. As a result, these models that were supposed to provide a protective environment for the marginalized people to express themselves are the ones that could lead to silencing them or flagging their content as inappropriate. In this thesis, I aim to understand and investigate the performance and the biases of hate speech and abuse detection models through achieving the following research goals: 1) Understand the performance of state-of-the-art hate speech and abuse detection models. 2) Inspect other biases than social stereotypical bias in commonly used static word embeddings. 3) Investigate intersectional bias in contextual word embeddings and the causal effect of social and intersectional bias on the task of hate speech detection.

2 Literature review

2.1 Hate speech detection

In the literature on hate speech and abuse detection, there is a lack of clear distinction between hate speech and related concepts like online abuse (Elsafoury et al., 2021). There are different definitions of online abuse but most of them can be summarized as “one form or another of insulting, spread using mobile or internet technology” (Elsafoury et al., 2021). On the other hand, Fortuna et al. studied hate speech in the literature in relation to four dimensions: physical violence encouragement, targets, attack language, and humorous hate speech and introduced the following definition “a language that attacks or diminishes, that incites violence or hate against groups, based on specific characteristics such as physical appearance, religion, descent, national or ethnic origin, sexual orientation, gender identity or other, and it can occur with different linguistic styles, even in subtle forms or when humor is used” (Fortuna and Nunes, 2018). I could distinguish between online abuse and online hate speech through the target of the attack. If the target is an individual then it is online abuse but if the target is a group of people then it is online hate speech. Since I’m investigating bias which is related to groups of people, so in this thesis, I focus on hate speech detection rather than abuse detection except for the first research goal where online abuse datasets are used.

Different approaches have been developed to detect hate speech and abuse detection from social media including rule-based, conventional, deep learning, and attention-based machine learning models (BERT) (Elsafoury et al., 2021). These studies have shown that BERT outperformed all the other models on the task of hate speech and abuse detection (Paul and Saha, 2020; Mozafari et al., 2019). However, none of them explain why. In the last few years, there have been published studies on the analysis of BERT’s attention weights on the GLUE tasks (Kovaleva et al., 2019; Rogers et al., 2021; Sun and Lu, 2020; Vashishth et al., 2019; Serrano and Smith, 2019) but none of them were employed for the task of hate speech and abuse detection. Inspired by this research, one of my research goals in this thesis is to gain a better understanding of BERT’s strong performance on the task of hate speech and abuse detection.

2.2 Bias in word embeddings

The term bias is defined and used in many different ways (Olteanu et al., 2019). Most of the studies that measure bias in NLP use the statistical definition of bias as “systematic distortion in the sampled data that compromises its representatives” (Olteanu et al., 2019). In the case of bias in distributional word representations (static word embeddings), the most commonly used methods for quantifying bias are WEAT, RND, RNSB, and ECT (Badilla et al., 2019). For WEAT, the authors were inspired by the Implicit Association Test (IAT) to develop a statistical test to demonstrate human-like biases in word embeddings (Caliskan et al., 2017). They used the cosine similarity and statistical significance tests to measure the unfair correlations for two different demographics, as represented by manually curated word lists. For RND, the authors used the Euclidean distance between neutral words, like professions, and a representative group vector created by averaging the word vectors for words that describe a stereotyped group (gender/ethnicity) (Garg et al., 2018). In RNSB, a logistic regression model has first trained on the word vectors of unbiased labeled sentiment words (positive and negative) ex-
tracted from biased word embeddings. Then, that model was used to predict the sentiment of words that describe certain demographics (Sweeney and Najafian, 2019). In ECT, the authors proposed a method to measure how much bias has been removed from the word embeddings after debiasing them (Dev and Phillips, 2019). These metrics, except RNSB, are based on the polarity between two opposing points, like male and female, allowing for binary comparisons. This forces practitioners to model gender as a spectrum between more “male” and “female” words, requiring an overly simplified view of the construct, leading to similar problems for other stereotypical types of bias, like racial and sexual orientation, where there are more than two categories that need to be represented (Sweeney and Najafian, 2019). These metrics also use lists of seed words that are unreliable as explained by (Antoniak and Mimno, 2021). Since I am interested in measuring the systematic offensive stereotypes of different marginalized groups based on race and sexual orientation, these metrics would fall short of my needs. As for the RNSB metric, even though it is possible to include more than two identities, the sentiment dimension is represented as positive or negative (binary). But in my case, I am interested in a variety of offensive language targeted at different marginalized groups. Additionally, the literature on bias in word embeddings claims that it influences downstream tasks, like translation, classification, and text generation. Still, these claims have not yet been tested (Blodgett et al., 2020). In this thesis, I aim to address these limitations by introducing the systematic offensive stereotyping (SOS) bias, proposing a method to measure it, and investigating the statistical association between the SOS bias and the task of hate speech detection.

2.3 Intersectionality of bias

Intersectionality as a term is coined by Kimberle Crenshaw (Crenshaw, 1989) to describe that Black women experience a different type of bias other than the ones experienced by White women and Black men. She states that “This intersectional experience is greater than the sum of racism and sexism, any analysis that does not take intersectionality into account cannot sufficiently address the particular manner in which Black women are subordinated” (Crenshaw, 1989). Ever since there has been increasing research on intersectionality in social sciences. For example, European Americans associate femininity with characteristics like submissiveness, nurturing, sensitivity, and emotional expressiveness. On the contrary, for African American people, femininity incorporate paid work and achievement. African American people conceptualize gender as flexible with greater gender role equality and less traditional attitudes towards women’s roles than European American people (Giddings, 2006; Rosenfield, 2012). Similarly, O’Brien et al., show that African American women are more likely to major in STEM fields in comparison to European American women. They also found that African Americans had a weaker implicit gender-STEM stereotype than European Americans (O’Brien et al., 2015). These Examples show that the methods used in the literature to measure the gender bias in word embeddings (WEAT, RND, and ECT) measure the gender bias that European American women suffer from “White gender bias” which does not reflect the experience of women of color especially African American women.

A few studies focus on the intersectionality of bias in pre-trained contextual word embeddings (Guo and Caliskan, 2021; Tan and Celis, 2019; Lepori, 2020). These studies have used seed words from the literature for their tests without mitigating for their limitations as specified by (Antoniak and Mimno, 2021). The limitations include the lack of motivation behind choosing and the lack of coherence among the words that describe the same group of people like using people’s names to infer their ethnicity or race. Additionally, the inspected intersectional biases have not been tested for their influence on downstream tasks. For example, (Kim et al., 2020) investigated the intersectional bias in hate speech datasets again without analyzing their influence on the model’s outcome.

In this thesis, I aim to mitigate this limitation by creating a new bias dataset and propose a method to measure intersectional bias in contextual word embeddings. Additionally, I am going to investigate the causal influence of the studied intersectional bias on the task of hate speech detection.

2.4 Causality in NLP

As mentioned earlier the research community has mainly focused on measuring bias in word embeddings without understanding how this bias influences the downstream NLP tasks. Even the few studies that investigated that influence, have re-
Table 1: Dataset statistics

| Dataset      | Samples | Positive samples |
|--------------|---------|------------------|
| Kaggle-insults | 7425    | 35%              |
| Twitter-sex   | 14742   | 23% (Waseem and Hovy, 2016a) |
| HateEval      | 13349   | 15%              |
| Twitter-rac   | 5569    | 25% (Davidson et al., 2017) |
| WTP-agg       | 11449   | 13% (Wulczyn et al., 2017) |
| WTP-tox       | 157671  | 10% (Wulczyn et al., 2017) |

Table 2: F1-scores achieved for each dataset

| Dataset            | LSTM    | Bi-LSTM  | BERT(FT) |
|--------------------|---------|----------|----------|
| Kaggle-insults     | 0.6420  | 0.653    | 0.768    |
| Twitter-sex        | 0.6569  | 0.649    | 0.760    |
| Twitter-rac        | 0.6400  | 0.678    | 0.757    |
| WTP-agg            | 0.7110  | 0.679    | 0.753    |
| WTP-tox            | 0.7230  | 0.737    | 0.786    |

3.1 Research objective 1

To achieve my first research goal, I started with reviewing the literature on hate speech and abuse detection models including the most used ML models, and datasets. Then, we used BERT in comparison to RNN models on the task of hate speech and abuse detection using some or fine-tuning. BERT was trained for 10 epochs with a batch size of 32 and a learning rate of $2e^{-5}$, as suggested in (Devlin et al., 2019). The sequence length parameter changed across datasets depending on their maximum token length. For the Twitter-sexism and Twitter-racism datasets, a sequence length of 64 was used because it is the closest to the maximum observed sequence length in the dataset, while 128 was used for the rest because it is the maximum I could use due to available computational resources limitations. A single linear layer was added on top of the pooled output of BERT for sentence classification. I also used LSTM (Hochreiter and Schmidhuber, 1997) and Bi-directional LSTM (Schuster and Paliwal, 1997), with the same architecture as in (Agrawal and Awekar, 2018a), who used RNN models to detect cyberbullying. To this end, I first used the Keras tokeniser (Tensorflow.org, 2020) to convert the text into numerical vectors (each integer being the index of a token in a dictionary) with a maximum length of 600 (the maximum I could use due to computational resources limitations) for the Kaggle and WTP datasets and 41 (maximum observed sequence length in the dataset) for the Twitter datasets. A trainable embedding layer was used as the first hidden layer of the LSTM and Bi-LSTM-based networks, with an input size equal to the number of unique tokens of the dataset after preprocessing and an output size of 128. The two models were then trained for 100 epochs with a batch size of 32, using the Adam optimiser and a learning rate of 0.01 which is the default of the Keras Optimiser. The results show that BERT outperforms other commonly used deep learning models on multiple hate speech and abuse-related datasets achieving the highest F1 (Table 2).

I built on these results by analyzing the performance of BERT to understand the reason behind BERT’s good performance (Elsafoury). To achieve that I first examined how fine-tuning affects BERT’s attention weights, the results show that there is a difference in attention weights’ patterns between BERT with and without fine-tuning. Then, to investigate the role of attention weights...
of a fine-tuned BERT in the model’s performance, I compared the mean feature importance score of individual tokens, obtained using the Integrated Gradients algorithm (Sundararajan et al., 2017), to their mean attention weights. I computed the Pearson’s correlation coefficient (PCC) between the mean attention weights of fine-tuned BERT of all heads across the last layers (9-12) and the tokens’ absolute importance score, as it has been shown that fine-tuning effects mostly BERT’s last layers (9-12) (Rogers et al., 2021).

The results show that even though the patterns of the attention weights of fine-tuned BERT are different from those of BERT without fine-tuning, results show that attention weights are not meaningful when it comes to the model’s prediction. As I found no linear correlation between the absolute importance score and the mean attention weights of BERT, Table 3, for the examined datasets (0.056 ≤ PCC ≤ 0.171), as well as between the number of occurrences of a token and the mean attention weights (−0.101 ≤ PCC ≤ −0.015) or the mean importance scores (−0.011 ≤ PCC ≤ −0.002). These results suggest that attention weights don’t play a direct role in explaining BERT’s performance, which is in line with previous studies (Sun and Lu, 2020; Serrano and Smith, 2019; Vashishth et al., 2019).

Finally, I analyzed the importance scores of POS tags of fine-tuned BERT to find out the features that BERT relies on to make its prediction. The results show that BERT captures syntactical biases in the datasets. As the results in Figure 1 show that the POS tags with the highest importance scores are auxiliaries, punctuation, determiners, adpositions, and pronouns which are not informative for the task of hate speech and abuse detection. Among these, the most informative tag for hate speech and abuse detection is the pronoun. These results suggest that BERT relies on syntactical biases and shortcuts in the datasets for its good performance. I speculate that this syntactical bias is resulted from the upstream datasets that BERT was pre-trained on. To mitigate the effect of that bias, I fine-tuned BERT on an intermediate task which is English POS tags classification dataset following the work suggested in (Zhou et al., 2020). However, the results show almost the same distribution of the feature importance scores. This results suggest that Post-processing bias mitigation in BERT is not effective and mitigating the bias during the pre-training might be more effective. The results in this section motivate the second and the third research objectives.

3.2 Research objective 2
To achieve my second research goal and to find out if there are other biases in the commonly used word embeddings that are used in the task of hate speech and abuse detection models, I aim to reveal whether word embeddings associate offensive language with words describing marginalized groups. I define systematic offensive stereotypes (SOS) from a statistical perspective as “A systematic association in the word embeddings between profanity and marginalized groups of people”. In other words, SOS refers to associating offensive terms to different groups of people, especially marginalized people, based on their ethnicity, gender, or sexual orientation. Based on my definition of SOS, I want a method to measure the association that each word embedding model has between profanity and marginalized groups of people. I propose to measure that association using the cosine similarity between swear words and words that describe marginalized social groups.

For the swear words, I used a list of 427 swear words from (Agrawal and Awekar, 2018b).
describing marginalized social groups, I used a word list that contains non-offensive identity (NOI) names to describe marginalized groups of people (Zhou et al., 2021; Dixon et al., 2018) and non-marginalized ones (Sweeney and Najafian, 2019), as summarised in Table 4. Similar to RNSB, I use NOI words to describe the different groups, unlike WEAT, ECT, and RND which used seed words like people’s names to infer their nationality or pronouns. The motivation behind using NOI words is clearer than using seed words used in the literature (Antoniak and Mimno, 2021). Moreover, According to the reported coherence scores in (Antoniak and Mimno, 2021). The used NOI words for women, men, white and non-white ethnicity groups, score the highest coherence which are 0.909 and 0.910 respectively which shows that the NOI that describe two different groups, e.g. Women vs Men, are far apart which is ideal. However, they don’t provide analysis for seed words related to sexual orientation. Since we used the same method to collect these seed words like gender and ethnicity related seed words, I assume that sexual oriented seed words would also have accepted coherence scores.

To measure the SOS bias, let $W_{NOI} = \{w_1, w_2, w_3, ..., w_n\}$ be the list of NOI words $w_i$, $i = 1, 2, ..., n$, and $W_{sw} = \{o_1, o_2, o_3, ..., o_m\}$ be the list of swear words $o_j$, $j = 1, 2, ..., m$. To measure the SOS bias for a specific word embedding $we$, I first compute the average vector $\overrightarrow{w_{sw}}$ of the swear words for $we$, e.g. for Word2Vec, Glove, etc. $SOS_{i,we}$ for a NOI word $w_i$ and a word embedding $we$ is then defined (Equation 1) as the cosine similarity between $\overrightarrow{w_{sw}}$ and the word vector $\overrightarrow{w_{i,we}}$, for the word embedding $we$, normalised to the range $[0, 1]$ using min-max normalisation across all NOI words ($W_{NOI}$).

$$SOS_{i,we} = \frac{\overrightarrow{w_{sw}} \cdot \overrightarrow{w_{i,we}}}{||\overrightarrow{w_{sw}}|| \cdot ||\overrightarrow{w_{i,we}}||}$$

The normalized SOS score takes values within the range $[0, 1]$ and indicates the similarity of an NOI word to the average representation of swear words. Consequently, a higher $SOS_{i,we}$ value for word $w_i$ indicates that the word embedding $\overrightarrow{w_{i,we}}$ for the word $w_i$, is more associated with profanity. The metric is intended to be used comparatively among word embeddings, e.g. w2v vs Glove-WK, or among different groups of people, e.g. Women vs Men, rather than to determine an objective threshold below which no bias exists.

I computed the mean SOS score over the examined word embeddings(Word2Vec, Glove-WK, Glove-Twitter, UD, and Chan) for each examined group individually. Figure 2 shows that some word embeddings are more biased than others and that the biased word embeddings are more biased towards the marginalized group than the non-marginalized groups.

To validate my SOS bias metric, I compared the SOS bias, measured by my proposed method and state-of-the-art metrics (WEAT, RNSB, RND, ECT), to the published statistics on online abuse.
and extremism that is targeted at marginalized groups (Women, LGBTQ, Non-white ethnicities). The WEFE framework (Badilla et al., 2020) was used to measure the SOS bias of the examined word embeddings using the state-of-the-art metrics. The metrics in the WEFE platform take 4 inputs: Target list 1: a word list describing a group of people, e.g., women; Target list 2: a word list that describes a different group of people, e.g., men; Attribute list 1: a word list that contains attributes that are believed to be associated with target group 1, e.g., housewife; and Attribute list 2: a word list that contains attributes that are believed to be associated with target group 2, e.g., engineer. Each metric then measures these associations.

To measure the SOS women using the state-of-the-art metrics, target list W1 contained the NOI words that describe women in Table 4, target list W2 contained the NOI words that describe men, attribute list 1 contained the same swear words used earlier to measure the SOS bias, and attribute list 2 a list of positive words provided by the WEFE framework. To measure the SOS ethnicity, I used the same process, with the same attribute lists, but with target list E1 that contained NOI words that describe non-white ethnicities and target list E2 that contained NOI words that describe white ethnicities. Similarly, to measure SOS lgbtq, I used the same attribute lists and target list L1, which contained NOI words that describe LGBTQ, and target list L2 which contained NOI words that describe straight and cisgender people. To measure SOS women, SOS lgbtq, and SOS ethnicity with my proposed metric, I computed the mean SOS scores of the NOI words that describe Women, LGBTQ, and Non-white ethnicities. The percentages of people belonging to the examined marginalized groups who experienced abuse and extremism online were then acquired from the following surveys: the Rad Campaign Online Harassment Survey 2014 (Rad Campaign, 2014) where 1,000 adult Americans (aged 18+) were surveyed about being harassed online and the online extremism and online hate survey (OEOH), collected by (Hawdon et al., 2015) from Finland (FI) (n=555), Germany (GR) (n=999), the US (n=1,033), and the UK (n=999) in 2013 and 2014, for individuals aged 15 - 30.

Then, I computed the Pearson’s correlation coefficient between the SOS women scores, measured by the different metrics for Women, LGBTQ, and Non-white ethnicities for the examined word embeddings and the percentages of people belonging to the examined marginalized groups who experienced abuse and extremism online. The results in Figure 3† show that my proposed SOS bias metric, for Chan, UD, and Glove-Twitter, has a high positive correlation with the published statistics on online abuse (RAD), whereas the correlation is very small or negative for word2vec and Glove-WK. On the contrary, for the online hate and extremism surveys OEOH (US, UK, GR, and FI), my SOS bias metric for Word2Vec and Glove-WK shows a positive correlation, whereas the correlation for Glove-Twitter, UD, and Chan is negative or very small. A similar pattern is exhibited by the RNSB metric to a lesser extend. On the other hand, WEAT, RND, and ECT exhibit almost the opposite pattern, as they show a negative or very small correlation to the statistics of the surveys on online abuse (RAD) for all the word embeddings, but show a high positive correlation with the statistics of the surveys of online hate and extremism OEOH (US, UK, GR, and FI).

These results suggest that my metric highlights the difference in the SOS bias between the different word embeddings, as the word embeddings that were trained on the social media datasets (Glove-Twitter, UD, and Chan) encode the online abuse towards marginalized people, while word embeddings that were trained on Google news and Wikipedia articles encode the hate and extremism against the marginalized groups shared in those sources. On the contrary, the other metrics fail to

†Contrary to all other metrics, ECT scores have an inverse relationship with the level of bias, so I subtract all ECT scores from 1 to enforce that higher scores for all metrics indicate greater levels of bias.

‡The correlation results for OEOH-US are similar to OEOH-UK, OEOH-GR, and OEOH-FI, so the latter were omitted from the figure.
capture that difference between the word embeddings. Consequently, the results suggest that my bias metric is more reflective of the SOS bias in the different word embeddings than the state-of-the-art bias metrics.

| Dataset       | Model     | Word2Vec | Glove-WK | Glove-Twitter | UD | Chan |
|---------------|-----------|----------|----------|---------------|----|------|
| HateEval      | MLP       | 0.593    | 0.583    | 0.623         | 0.597 | 0.627 |
|               | BiLSTM    | 0.663    | 0.651    | 0.671         | 0.661 | 0.661 |
| Twitter-sexism| MLP       | 0.587    | 0.587    | 0.589         | 0.578 | 0.563 |
|               | BiLSTM    | 0.659    | 0.661    | 0.661         | 0.625 | 0.631 |
| Twitter-racism| MLP       | 0.683    | 0.681    | 0.680         | 0.679 | 0.650 |
|               | BiLSTM    | 0.717    | 0.727    | 0.6999        | 0.698 | 0.712 |
| Twitter-hate  | MLP       | 0.681    | 0.713    | 0.775         | 0.780 | 0.692 |
|               | BiLSTM    | 0.772    | 0.821    | 0.851         | 0.837 | 0.84  |

Table 5: F1 scores for the used models using the examined word embeddings on my datasets.

I also investigate the influence that my SOS bias metric and state-of-the-art metrics have on the downstream task of hate speech detection. By correlating the F1 scores of machine learning models on different hate speech datasets (Table 5) and the SOS bias scores as measured by my proposed methods and the state-of-the-art metrics. The results in Table 6 show that my metric exhibits a positive correlation with the F1 scores of the Bi-LSTM and MLP models on the HateEval and Twitter-sexism datasets. For Twitter-racism, RNSB shows the highest positive correlation with the F1-score of the Bi-LSTM model, while for the Twitter-hate dataset, WEAT shows the highest positive correlation with the F1-scores of the MLP and Bi-LSTM models. These results suggest that my SOS bias metric correlates consistently positively with the F1 scores of the deep learning models on the different datasets compared to the other metrics. My findings in this section suggest that there is an influence of the SOS bias in the word embeddings on the downstream task of hate speech detection. However, the results are not conclusive and more experiments are required.

The results in this section suggest that the SOS bias provides important information to be used in addition to the social bias to get a fuller picture of the bias in the word embeddings. They also suggest that impact of the SOS and the social bias in the word embeddings on the performance of hate speech detection models. Which means it is important for the future studies on hate speech detection to pay attention to the influence of bias on the models’ performance to develop fairer models.

My findings in this section motivate my next research objective to use counterfactual causal inference to understand the influence of the bias in word embedding on the downstream tasks of hate speech and abuse detection.

3.3 Research objective 3

This research goal can be achieved by answering the following research question: 1) How to measure the intersectional bias in pre-trained contextual word embeddings? 2) What is the causal influence of bias, social and intersectional, in the pre-trained contextual word embeddings on the task of hate speech detection and how harmful that bias is it on the models’ fairness?

To answer the first research question and to measure the intersectional bias (gender and race) in contextual word embeddings, I plan to first create an intersectional bias dataset similar to SteroSet (Nadeem et al., 2021) and CrowS-Pairs (Nangia et al., 2020) bias datasets but with focus on intersectionality of gender and race. Then, I plan to use the same method proposed to measure the bias in contextual word embeddings using the same method proposed in (Nangia et al., 2020).

To answer the first part of the second questions and to measure the influence of social and intersectional bias on the task of hate speech detection, I plan to compute the Average Treatment Effect (ATE) on the model’s prediction probability distribution (Feder et al., 2021b). I plan to compute the ATE of the prediction probability distribution of a biased contextual word embeddings on a hate speech dataset (factual) and the prediction probability distribution of a debiased contextual word embeddings (counterfactual) on hate speech datasets. I plan to use contextual word embeddings without fine-tuning to avoid unobserved con-founders like the bias in the hate speech datasets.

To answer the second half of the second research question and measure the potential harm of the
bias on the task of hate speech detection, I plan to measure the unfairness model for the marginalized and the non-marginalized groups. To measure the unfairness of hate speech detection models, I plan to use similar fairness metric to the one suggested in (De-Arteaga et al., 2019) where the authors measure the difference of the true positive rates (TPR) scores between the different groups of people (marginalised vs. non-marginalized). But instead of the TPRs scores, I plan to use the false positive rate (FPR) scores since FPR is a better estimate of unfairness in hate speech detection models as suggested by (Dixon et al., 2018). Our metric to measure unfairness in hate speech models is described in Equation 2 where \( g \) is the marginalized group of people (women, non-white ethnicities, and LGBTQ) and \( \hat{g} \) is the non-marginalized groups of people (men, white-ethnicities, and straight).

\[
Unfairness_{g,\hat{g}} = TPR_g - TPR_{\hat{g}}
\]  

(2)

Similarly I plan to use contextual word embeddings without fine-tuning to avoid the unfairness that might result from the imbalances in the datasets. For the experiments I plan to use distilled versions of different pre-trained contextual word embedding, e.g. Distill-BERT, Distill-Roberta, and Distill-GPT2. due to limited access to computational resources. I also plan to use the hate speech datasets described in Table 7, as they contain detailed information on the target of the hate based on attributes like race, gender, and sexual orientation.

This work is expected to reveal the intersectional bias in the contextual word embeddings and how, in addition to the social bias, it causally influence the performance and the unfairness of the hate speech detection models. Understanding this causal influence on performance and fairness would be helpful in developing more effective and targeted debias techniques that address the unfairness of the hate speech detection models instead of generic superficial debias techniques (Gonen and Goldberg, 2019).

### 3.4 Limitations

Even though this work has a positive implications, it also has its limitations. One of the limitations is studying bias only from the western society perspective as the way bias is measured might differ in different societies. As for intersectional bias, this work focus only on the intersectionality of gender and race. This work focuses only on models and datasets that are in English which is another limitation. Finally, this work studies the influence of bias only on hate speech detection models using only supervised machine learning models.

### 3.5 Ethical consideration

This work has a positive impact on the society since it is targeted at revealing the different biases in the commonly used NLP models. It gives insight into the potential risks and unfairness of these NLP models.

### 4 Conclusion

Hate speech and abuse detection is a very important task to provide a safe inclusive environment for people from different backgrounds to express themselves. However, the different types of biases that have been shown in different NLP tasks could have a counter effect on these hate speech and abuse detection models as they could associate minorities with hate and abuse which could lead to flagging their content as inappropriate and silencing which is the exact opposite of the aim of hate speech and abuse detection models. In this thesis, I look at the different biases in hate speech and abuse detection models and what is the influence of that bias on the performance of hate speech detection models and how this bias could harm the model’s fairness. This work reveal types of biases other than social bias in some of the most common NLP models. And it gives insight into developing targeted and effective techniques to mitigate the effect of the different biases and to develop fairer hate speech detection models.
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