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Abstract

This is an expository presentation of a completely integrable Hamiltonian system of Clebsch top under a special condition introduced by Weber. After a brief account on the geometric setting of the system, the structure of the Poisson commuting first integrals is discussed following the methods by Magri and Skrypnyk. Introducing supplementary coordinates, a geometric connection to Kummer surfaces, a typical class of K3 surfaces, is mentioned and also the system is linearized on the Jacobian of a hyperelliptic curve of genus two determined by the system. Further some special solutions contained in some vector subspace are discussed. Finally, an explicit computation of the action-angle coordinates is introduced.

1 Introduction

This article provides expository explanations on a class of completely integrable Hamiltonian systems describing the rotational motion of a rigid body in an ideal fluid, called Clebsch top. Further, some new results are exhibited about the computation of action variables of the system.

In analytical mechanics, the Hamiltonian systems of rigid bodies are typical fundamental problems, among which one can find completely integrable systems in the sense of Liouville, such as Euler, Lagrange, Kowalevski, Chaplygin, Clebsch, and Steklov tops. These completely integrable systems are studied from the viewpoint of geometric mechanics, dynamical systems, (differential) topology, and algebraic geometry. A nice survey on the former four systems (Euler, Lagrange, Kowalevski, Chaplygin tops) of completely integrable heavy rigid body is [9]. In particular, the authors have studied some elliptic fibrations arising from free rigid bodies, Euler tops, with connections to Birkhoff normal forms. (See [24, 25, 11].)

As to Clebsch top, an integrable case of rigid bodies in an ideal fluid, classical studies about the integration of the system were done in [17]. In [17], Kötter has given the integration of the flows on a certain Jacobian variety. One of the achievements of [17] was to identify the intersection of...
the quadrics with the manifold of lines tangent to two different confocal ellipsoids. Modern studies on this topic have been done in [8, 19].

Before [17], Weber has also worked on the same system under a special condition about the parameters ([30]), as is also explained briefly in [3]. The same type of integration method was applied for Frahm-Manakov top in [27] by Schottky. Modern studies on such a type of systems can be found in [1, 12, 13].

One of the interesting aspects of Clebsch top under Weber’s condition is its relation to Kummer surfaces, a typical class of K3 surfaces. In complex algebraic geometry, it is known that Kummer surface is characterized as a quartic surface with the maximal number (i.e. 16) of double points. It is usually defined as the quotient of an Abelian surface by a special involution. (See [15].) Recall that describing the Abelian surface as the quotient $\mathbb{C}^2/\Lambda$ of $\mathbb{C}^2$ by a lattice $\Lambda$, group-theoretically isomorphic to $\mathbb{Z}_4^2$, the involution is induced from the one of $\mathbb{C}^2$ defined through $z \mapsto -z$ for all $z \in \mathbb{C}^2$. (See [6].) As to the real aspect of Kummer surfaces, one can look at the beautiful book [9] edited by G. Fischer.

In the case of Clebsch top, the Abelian surface appears as the Jacobian variety of a hyperelliptic curve of genus two. The equations of motion for Clebsch top allow to determine this hyperelliptic curve and the Hamiltonian flow is linearized on the Jacobian variety.

The rigid body in an ideal fluid, described by Kirchhoff equations, is also studied in [14] from the viewpoint of dynamical systems theory. In [14], there are given some interesting special solutions which seem similar to the ones appearing in the case of free rigid body dynamics for Euler top.

An important problem about completely integrable systems in the sense of Liouville is to describe the action-angle coordinates whose existence is guaranteed by Liouville-Arnold(-Mineur-Jost) Theorem (cf. [4]). The problem is also closely related to Birkhoff normal forms, which was studied by the authors in the cases of Euler top ([28, 11]).

In the present paper, the geometric setting of Kirchhoff equations is explained and the complete integrability is considered following the methods by [19]. The connection to Kummer surface is observed directly, but, introducing two supplementary coordinates, the Kummer surface is also connected to the Jacobian variety of a hyperelliptic curve of genus two, with which the integration of the system is carried out. Two important aspects of the system from the viewpoint of dynamical systems theory are also discussed: some special solutions contained in invariant vector subspaces of dimension three and the computation of action-angle coordinates.

It should be pointed out that there are many studies on the relation to integrable systems and K3 surfaces from general point of view as can be found e.g. in [7, 20, 22]. However, such connection can be found more concretely in the case of Clebsch top under Weber’s condition. In this sense, the present paper has the same type of intention as [23], where the relation between Euler top and Kummer surface is discussed.

The structure of the present paper is as follows: Section 2 gives a brief explanation on Kirchhoff equations and Clebsch condition. Kirchhoff equations are Hamilton’s equations with respect to Lie-Poisson bracket of $\mathfrak{so}(3)^* = (\mathfrak{so}(3) \times \mathbb{R}^3)^\mathbb{R} = \mathbb{R}^3$, which has two quadratic Casimir functions $C_1$ and $C_2$. In fact, Kirchhoff equations can be restricted to the symplectic leaf, defined as the intersection of level hypersurfaces of $C_1$ and $C_2$. In the Clebsch case, there exists an additional constants of motion other than the Hamiltonian and hence the restricted system is completely integrable in the sense of Liouville with two degrees of freedom. In the present paper, we mainly focus on the case of Weber where $C_1 = 0$ and $C_2 = 1$, with which he was able to integrate Kirchhoff equations by using his methods of theta functions in [29]. Note that the condition $C_1 = 0$ is a strong simplification, while $C_2 = 1$ can be assumed without loss of generality because it is only a convenient scaling.

In Section 3, a change of parameters for Kirchhoff equation in Clebsch case is introduced following the methods of [19], which allows to describe symmetrically the two first integrals other
than the Casimir functions $C_1$ and $C_2$, as is observed through the functions $C_3$ and $C_4$. The intersection of the four quadrics $C_1 = 0, C_2 = 1, C_3 = c_3, C_4 = c_4$ defines, generically, naturally an eightfold covering of a Kummer’s quartic surface. Further, one introduces the two supplementary coordinates $(x_1, x_2)$ with which the coordinates of the intersection of the four quadrics $C_1 = 0, C_2 = 1, C_3 = c_3, C_4 = c_4$ are clearly described. These coordinates are also useful to linearize the Hamiltonian flows.

In section 4, a family of invariant subspaces of dimension 3 on which solutions are elliptic curves is discussed ([14]). Such solutions are contained in the discriminant locus of the family of hyperelliptic curves. We miss the special solution with $p = 0$ where the motion is equivalent to the Euler case of the rigid body, since this is incompatible with Weber’s condition $C_2 = 1$.

Section 5 provides an explicit computation of the actions following the method of [10]. In Section 6, the conclusion and the future perspectives are mentioned.

2 Kirchhoff equations and Clebsch condition

Following [14], we consider Kirchhoff equations

\[
\begin{align*}
\frac{dK_1}{dt} &= \left(\frac{1}{I_3} - \frac{1}{I_2}\right)K_2K_3 + \left(\frac{1}{m_3} - \frac{1}{m_2}\right)p_2p_3, \\
\frac{dK_2}{dt} &= \left(\frac{1}{I_4} - \frac{1}{I_3}\right)K_3K_1 + \left(\frac{1}{m_1} - \frac{1}{m_3}\right)p_3p_1, \\
\frac{dK_3}{dt} &= \left(\frac{1}{I_2} - \frac{1}{I_1}\right)K_1K_2 + \left(\frac{1}{m_2} - \frac{1}{m_1}\right)p_1p_2, \\
\frac{dp_1}{dt} &= \frac{1}{I_3}p_2K_3 - \frac{1}{I_2}p_3K_2, \\
\frac{dp_2}{dt} &= \frac{1}{I_4}p_3K_1 - \frac{1}{I_3}p_1K_3, \\
\frac{dp_3}{dt} &= \frac{1}{I_2}p_1K_2 - \frac{1}{I_1}p_2K_1,
\end{align*}
\]

(2.1)

which describe the rotational motion of a ellipsoidal rigid body in an ideal fluid, where the center of buoyancy and that of gravity for the rigid body are assumed to coincide. In (2.1), (2.2), Kirchhoff equations (2.1), (2.2) are Hamilton’s equations for the Hamiltonian

\[
H(K, p) = \frac{1}{2} \left(\sum_{\alpha=1}^{3} \frac{K_\alpha^2}{I_\alpha} + \sum_{\alpha=1}^{3} \frac{p_\alpha^2}{m_\alpha}\right)
\]

with respect to Lie-Poisson bracket

\[
\{F, G\}(K, p) = \{K, \nabla_K F \times \nabla_K G\} + \{p, \nabla_K F \times \nabla_p G - \nabla_K G \times \nabla_p F\}
\]

on $\mathfrak{so}(3)^* = (\mathfrak{so}(3) \times \mathbb{R}^3)^* \equiv \mathbb{R}^3 \times \mathbb{R}^3 = \mathbb{R}^6$, where $F, G$ are differentiable functions on $\mathbb{R}^6$, $\{\cdot, \cdot\}$ is the standard Euclidean inner product on $\mathbb{R}^3$, and $\nabla_p F = \left(\frac{\partial F}{\partial p_1}, \frac{\partial F}{\partial p_2}, \frac{\partial F}{\partial p_3}\right)$, $\nabla_K F = \begin{pmatrix} \frac{\partial F}{\partial K_1} \\ \frac{\partial F}{\partial K_2} \\ \frac{\partial F}{\partial K_3} \end{pmatrix}$. Note that the Hamiltonian vector field $\Xi_F$ for an arbitrary Hamiltonian $F$ is defined through $\Xi_F [G] = \{F, G\}$ for all differentiable functions $G$ on $\mathbb{R}^6$ and can be written as

\[
(\Xi_F)(K, p) = (K \times \nabla_K F + p \times \nabla_p F, p \times \nabla_K F).
\]
The two functions \( C_1 (\mathbf{K}, \mathbf{p}) = \langle \mathbf{K}, \mathbf{p} \rangle = K_1 p_1 + K_2 p_2 + K_3 p_3 \), \( C_2 (\mathbf{K}, \mathbf{p}) = \langle \mathbf{p}, \mathbf{p} \rangle = p_1^2 + p_2^2 + p_3^2 \) are Casimir functions, i.e. \( \{ C_1, G \} \equiv 0 \), \( \{ C_2, G \} \equiv 0 \) for an arbitrary differentiable function \( G \) on \( \mathbb{R}^6 \) and hence they are constant of motion, as well as the Hamiltonian \( H \).

We now focus on Clebsch case where the parameters \( I_1, I_2, I_3, m_1, m_2, m_3 \) satisfy

\[
\begin{align*}
&\frac{m_1 I_1 (m_2 - m_3) + m_2 I_2 (m_3 - m_1) + m_3 I_3 (m_1 - m_2)}{m_1} = 0, \\
&\Longleftrightarrow \frac{I_2 - I_3}{m_2} + \frac{I_3 - I_1}{m_3} + \frac{I_1 - I_2}{m_1} = 0, \\
&\Longleftrightarrow \exists \nu, \nu' \in \mathbb{R} \text{ s.t. } \forall \alpha = 1, 2, 3, \frac{1}{m_\alpha} = \nu + \frac{\nu' I_\alpha}{I_1 I_2 I_3}.
\end{align*}
\]

Under this condition, the system \( (2.2) \) admits the fourth constant of motion

\[
L (\mathbf{K}, \mathbf{p}) = -\left( \frac{p_1^2}{I_2 I_3} + \frac{p_2^2}{I_3 I_1} + \frac{p_3^2}{I_1 I_2} \right) + \frac{K_1^2}{m_1 I_1} + \frac{K_2^2}{m_2 I_2} + \frac{K_3^2}{m_3 I_3}.
\]

The four constants of motion \( H, L, C_1, C_2 \) Poisson commute and hence they define a completely integrable system in the sense of Liouville on each generic coadjoint orbit (symplectic leaf) in \( \mathfrak{se}(3)^* \equiv \mathbb{R}^6 \) defined as the intersection of the level hypersurfaces of \( C_1 \) and \( C_2 \). (See [3][21] for the generalities of completely integrable systems in the sense of Liouville and of Lie-Poisson brackets, although some of their notations do not coincide with ours.)

It is known that the coadjoint orbit \( V^4 \) defined as the common level set of \( C_1 \) and \( C_2 \) is diffeomorphic either to the two-dimensional sphere \( S^2 \) or to its cotangent bundle \( T^* S^2 \). In the following, we assume that \( C_1 = 0 \) and \( C_2 = 1 \), in which case the coadjoint orbit is symplectomorphic to the cotangent bundle \( T^* S^2 \) of the two-dimensional unit sphere. (See e.g. [20 §7.5].) On the coadjoint orbit \( V^4 \) equipped with the orbit symplectic form, we can define the “momentum mapping” \( J : V^4 \ni (\mathbf{K}, \mathbf{p}) \mapsto (H (\mathbf{K}, \mathbf{p}), L (\mathbf{K}, \mathbf{p})) \in \mathbb{R}^2 \). (Later, we use another description of first integrals \( C_3 \) and \( C_4 \), but the “momentum mapping” \( J \) is equivalent to the one \( J' \) defined as \( J' (\mathbf{K}, \mathbf{p}) := (C_3 (\mathbf{K}, \mathbf{p}), C_4 (\mathbf{K}, \mathbf{p})) \), since \( C_3 \) and \( C_4 \) are linear transformations of \( H \) and \( L \).)

Clearly, the level hypersurfaces of the function \( H \) are ellipsoids and hence it is compact. This means that the fiber \( J^{-1} (c) \) of the “momentum mapping” \( J \) for the value \( c \in \mathbb{R}^2 \) is compact and hence we are able to use Liouville-Arnol’d-(Mineur-Jost) Theorem [4] which implies that regular fibers are (finite disjoint union of) real two-dimensional torus (tori) and around these regular fibers we can take the action-angle coordinates.

In what follows, we mainly work on the complexified system except for Section 5. The variables and parameters of Kirchhoff equations are naturally extended to a complex analytic ordinary differential equations on \( \mathbb{C}^6 \) from the original ones on \( \mathbb{R}^6 \) and the real quadratic polynomial first integrals \( C_1, C_2, H, L \) are also automatically extended to complex quadratic polynomials.

### 3 The algebraic linearization

In this section, we describe the linearization of the Kirchhoff equations \( (2.2), (2.1) \) with Clebsch condition \( (2.3) \).

Following the lines of the presentation of [19], we consider the intersections of the four quadrics
defined as the level hypersurfaces of quadratic functions

\[
\begin{align*}
C_1 &= \sum_{\alpha=1}^{3} K_{\alpha} p_{\alpha}, \\
C_2 &= \sum_{\alpha=1}^{3} p_{\alpha}^2, \\
C_3 &= \sum_{\alpha=1}^{3} \left\{ K_{\alpha}^2 + (j_1 + j_2 + j_3 - j_\alpha)p_{\alpha}^2 \right\}, \\
C_4 &= \sum_{\alpha=1}^{3} \left( j_\alpha K_{\alpha}^2 + \frac{j_1 j_2 j_3}{j_\alpha} p_{\alpha}^2 \right)
\end{align*}
\]

(3.1)

in \((K_1, K_2, K_3, p_1, p_2, p_3) \in \mathbb{C}^6\). In what follows, the parameters \(j_1, j_2, j_3 \in \mathbb{C}\) are fixed to recover Kirchhoff equations (2.1), (2.2).

**Lemma 3.1.** The four functions \(C_1, C_2, C_3, C_4\) Poisson commute with respect to Lie-Poisson bracket \(\{\cdot, \cdot\}\).

This is a result of straightforward computations of \(\{C_3, C_4\} = 0\). Recall that \(C_1\) and \(C_2\) are Casimir functions for Lie-Poisson bracket \(\{\cdot, \cdot\}\).

We take the Hamiltonian

\[\lambda C_3 + \lambda' C_4 = \sum_{\alpha=1}^{3} \left( n_\alpha K_{\alpha}^2 + n'_\alpha p_{\alpha}^2 \right),\]

a member of the linear pencil generated by \(C_3\) and \(C_4\), as well as its Hamiltonian vector field \(\Xi_{\lambda C_3 + \lambda' C_4} = \lambda \Xi_{C_3} + \lambda' \Xi_{C_4}\) with respect to Lie-Poisson bracket \(\{\cdot, \cdot\}\). Here, we put

\[n_\alpha = \lambda + \lambda' j_\alpha, \quad n'_\alpha = \lambda (j_1 + j_2 + j_3 - j_\alpha) + \lambda' \frac{j_1 j_2 j_3}{j_\alpha}\]

As is pointed out in [19], we recover the original Kirchhoff equations (2.1), (2.2), when we choose the parameters \(\lambda, \lambda'\) correctly. In this case, we have \(n_\alpha = \frac{1}{2J_\alpha}\) and \(n'_\alpha = \frac{1}{2m_\alpha}\).

The family of commuting Hamiltonians leaves invariant the level sets of the functions \(C_1, C_2, C_3, C_4\), which are the symplectic leaves of Poisson space \((\mathbb{C}^6, \{\cdot, \cdot\}\))

### 3.1 Intersection of the three quadrics \(C_2 = 1, C_3 = c_3, C_4 = c_4\)

We describe the intersection of the three quadrics \(C_2 = 1, C_3 = c_3, C_4 = c_4\). We first observe that the three equations are linear in \(p_1^2, p_2^2, p_3^2\). We introduce the matrix

\[A = \begin{pmatrix} 1 & 1 & 1 \\ j_2 + j_3 & j_1 + j_3 & j_1 + j_2 \\ j_2 j_3 & j_1 j_3 & j_1 j_2 \end{pmatrix}\]

and write the conditions of intersection of the three quadrics as:

\[
\begin{pmatrix}
1 \\
(1/2) \\
(1/2)
\end{pmatrix} = 
\begin{pmatrix}
(1/2) \\
(1/2) \\
(1/2)
\end{pmatrix} = 
\begin{pmatrix}
-K_1^2 + c_3 \\
-K_2^2 + c_3 \\
-K_3^2 + c_3
\end{pmatrix}.
\]

(3.2)
We further assume the order \( j_1 < j_2 < j_3 \) of the parameters and the generic condition
\[
\det A = j_1j_2(j_1 - j_2) + j_2j_3(j_2 - j_3) + j_1j_3(j_3 - j_1) = -(j_1 - j_2)(j_2 - j_3)(j_3 - j_1) \neq 0.
\]
Under this condition, we have
\[
A^{-1} = -\frac{1}{\Delta} \begin{pmatrix}
  j_1^2(j_2 - j_3) & j_1(j_3 - j_2) & j_2 - j_3 \\
  j_2^2(j_3 - j_1) & j_2(j_1 - j_3) & j_3 - j_1 \\
  j_3^2(j_1 - j_2) & j_3(j_2 - j_1) & j_1 - j_2
\end{pmatrix},
\]
where we set \( \Delta := (j_1 - j_2)(j_2 - j_3)(j_3 - j_1) \), and hence the solution to (3.2) is written as
\[
\begin{align*}
p_1^2 &= l - \frac{1}{\Delta} \left\{(j_1 - j_2)(j_2 - j_3)K_2^2 - (j_2 - j_3)(j_3 - j_1)K_3^2\right\}K_1, \\
p_2^2 &= m - \frac{1}{\Delta} \left\{(j_2 - j_3)(j_3 - j_1)K_3^2 - (j_3 - j_1)(j_1 - j_2)K_1^2\right\}K_2, \\
p_3^2 &= n - \frac{1}{\Delta} \left\{(j_3 - j_1)(j_1 - j_2)K_1^2 - (j_1 - j_2)(j_2 - j_3)K_2^2\right\}K_3,
\end{align*}
\]
where \( (l, m, n) \) are functions of the parameters \( (j_1, j_2, j_3) \) and of the \( (c_3, c_4) \), such that \( l+m+n = 1 \).

### 3.2 The associated Kummer surface

From the equation and the vanishing condition of the first Casimir, we get
\[
\sqrt{l - \frac{1}{\Delta} \left\{(j_1 - j_2)(j_2 - j_3)K_2^2 - (j_2 - j_3)(j_3 - j_1)K_3^2\right\}K_1} \\
+ \sqrt{m - \frac{1}{\Delta} \left\{(j_2 - j_3)(j_3 - j_1)K_3^2 - (j_3 - j_1)(j_1 - j_2)K_1^2\right\}K_2} \\
+ \sqrt{n - \frac{1}{\Delta} \left\{(j_3 - j_1)(j_1 - j_2)K_1^2 - (j_1 - j_2)(j_2 - j_3)K_2^2\right\}K_3} = 0.
\]
This equation represents an eight-fold covering of a Kummer’s quartic surface [15, §54] and [30, p.341], given by the correspondence \( (K_1, K_2, K_3) \mapsto (K_1^2, K_2^2, K_3^2) \). We homogenize (3.3) by setting
\[
\begin{pmatrix}
  K_1^2 = \frac{X_1}{X_4}, \\
  K_2^2 = \frac{X_2}{X_4}, \\
  K_3^2 = \frac{X_3}{X_4}
\end{pmatrix}
\]
and by using the parameters
\[
\begin{align*}
d_1 &= -\frac{1}{\Delta}(j_3 - j_1)(j_1 - j_2) = \frac{1}{j_3 - j_2}, \\
d_2 &= -\frac{1}{\Delta}(j_1 - j_2)(j_2 - j_3) = \frac{1}{j_1 - j_3}, \\
d_3 &= -\frac{1}{\Delta}(j_2 - j_3)(j_3 - j_1) = \frac{1}{j_2 - j_1}.
\end{align*}
\]
As a result, we have
\[
X_1^2(lX_4 + d_2X_2 - d_3X_3)^2 + X_2^2(mX_4 + d_3X_3 - d_1X_1)^2 + X_3^2(nX_4 + d_1X_1 - d_2X_2)^2 \\
- 2X_1X_2(lX_4 + d_2X_2 - d_3X_3)(mX_4 + d_3X_3 - d_1X_1) \\
- 2X_1X_3(lX_4 + d_2X_2 - d_3X_3)(nX_4 + d_1X_1 - d_2X_2) \\
- 2X_2X_3(mX_4 + d_3X_3 - d_1X_1)(nX_4 + d_1X_1 - d_2X_2) = 0,
\]
(3.6)
where \((X_1 : X_2 : X_3 : X_4)\) are regarded as homogeneous coordinates in \(\mathbb{P}^3\). Note that we have the relation \(\frac{1}{d_1} + \frac{1}{d_2} + \frac{1}{d_3} = 0\). As is described in [134, §54], the quartic surface defined through (3.5) can be shown to be a Kummer surface. Here, we give a brief justification to this.

**Theorem 3.2.** The quartic surface defined through (3.5) in \(\mathbb{P}^3\) has 16 double points and hence it is a Kummer surface.

**Proof.** The maximal number of double points in \(\mathbb{P}^3\) is 16 ([134, 25]). Thus, we only need to count the number of double points for the surface defined through (3.5). Setting \(U_1 = lX_4 + d_2X_2 - d_3X_3, U_2 = mX_4 + d_3X_3 - d_1X_1, U_3 = nX_4 + d_1X_1 - d_2X_2\), we can write down (3.6) as

\[
X_1^2U_1^2 + X_2^2U_2^2 + X_3^2U_3^2 - 2X_1X_2U_1U_2 - 2X_2X_3U_2U_3 - 2X_3X_1U_3U_1 = 0.
\]

(3.7)

The singular points of the surface appear at the following 14 points:

1. Consider the points of the surface on the line \(X_3 = 0\), where the linear functions \(U_1/X_4, U_2/X_4, U_3/X_4\) are non-zero. These functions are regarded as units in the local ring of the polynomials. The equation (3.7) of the surface is written as

\[
(U_1/X_4)(X_1/X_4 + U_2/X_4) - U_3/X_4 + 2U_2X_3/X_4 - U_3X_3/X_4 = 0,
\]

which apparently has a double point at \(X_1/X_4 = X_2/X_4 = X_3/X_4 = 0\) since three polynomials \(U_1X_1/X_4 - U_2X_2/X_4 - U_3X_3/X_4\) are of weight one.

Concerning the point \((X_1 : X_2 : X_3 : X_4) = (0 : 0 : 1 : 0)\), we see that \(U_1 \neq 0, U_2 \neq 0, U_3 = 0\) and hence the polynomials \(X_1/X_4, U_3/X_4, 2U_1X_1/X_3, 2U_2X_2/X_3, -U_3/X_3\) are of weight one. Thus, the transformation

\[
(U_1/X_4)(X_1/X_3 - U_2/X_3)^2 - U_3/X_4 + 2U_1X_1/X_3 - U_3X_3/X_3 = 0
\]

of (3.7) indicates that \((X_1 : X_2 : X_3 : X_4) = (0 : 0 : 1 : 0)\) is a double point of the surface. The argument can also be applied to the other two points \((X_1 : X_2 : X_3 : X_4) = (0 : 1 : 0 : 0)\) and \((X_1 : X_2 : X_3 : X_4) = (1 : 0 : 0 : 0)\). We have in total four double points of this type.

(2) Consider the points of the surface on the line \(X_3 = U_3 = 0\). Here, we can assume \(X_4 \neq 0\), since if \(X_4 = 0\), we have \(X_1X_2 = 0\) by (3.7) and hence it reduces to the case (1). Under this assumption, we have \(U_1X_1 - U_2X_2 = 0\) by (3.7), which consists of two distinct points, as the condition is reduced to the quadratic equation in \((X_1 : X_2): l_1d_1X_1^2 - \{(m + n)d_1 + (n + l)d_2\}X_1X_2 + md_2X_2^2 = 0\). Around each of these two points, the polynomials \(U_1X_1/X_4, U_2X_2/X_4 - U_3X_3/X_4\) are of weight one, while \(2U_1X_1/X_4 + 2U_2X_2/X_4 - U_3X_3/X_4\) is a unit. Thus, the transformation (3.8) of (3.7) indicates that each of the two points is double point. The same method can be applied to the points where \(X_1 = U_1 = 0\) and \(X_2 = U_2 = 0\). The total number of these double points is six.

7
Consider the points with the condition $U_1 = U_2 = X_3 = 0$, with which we have $U_3 \neq 0$, $X_1 \neq 0$, $X_2 \neq 0$, $X_4 \neq 0$. Around this points, the polynomials $\frac{U_1 X_1}{X_4 X_4}$, $\frac{U_2 X_2}{X_4 X_4}$, $2 \frac{U_1 X_1}{X_4 X_4} + 2 \frac{U_2 X_2}{X_4 X_4}$, $\frac{U_3 X_3}{X_4 X_4}$, $\frac{X_3}{X_4}$, $\frac{X_4}{X_4}$ are of weight one, while $\frac{U_3}{X_4}$ is a unit. Thus, from the transformation (3.8) of (3.7), we see that the point is a double point. The method is applied also to the points $U_2 = U_3 = X_1 = 0$, $U_3 = U_1 = X_2 = 0$. In total, we have three double points.

At the point $U_1 = U_2 = U_3 = 0$, we have $0 = U_1 + U_2 + U_3 = (l + m + n) X_4 = X_4$ and hence we obtain $(X_1 : X_2 : X_3 : X_4) = \left( \frac{1}{d_1} : \frac{1}{d_2} : \frac{1}{d_3} : 0 \right)$. In particular, $X_1$, $X_2$, $X_3$ are non-zero at this point. The functions $\frac{U_1 X_1}{X_3 X_3}$, $\frac{U_2 X_2}{X_3 X_3}$, $\frac{U_3}{X_4}$, $\frac{X_3}{X_4}$, $\frac{X_4}{X_4}$ are polynomials of weight one. So, again, we have a double point because of the transformation (3.8) of (3.7).

The other two points can be detected as in [15 §55].

Note that we obtain Kummer surface depending both on the parameters $(j_1, j_2, j_3)$ and on the values of the two first integrals $(C_3, C_4)$.

To summarize, there are

1. The origin in the affine space $[0 : 0 : 0 : 1]$.
2. Four points at infinity $(X_4 = 0)$ which are: [1 : 0 : 0 : 0], [0 : 1 : 0 : 0], [0 : 0 : 1 : 0] real independent of any constant and $\left[ \frac{1}{d_1} : \frac{1}{d_2} : \frac{1}{d_3} : 0 \right]$ real depending only of the parameters $(j_1, j_2, j_3)$. There are two other singular points at infinity $(X_4 = 0)$ obtained through the method in [15 §55].
3. Three points $\left[ \frac{m}{d_1} : -\frac{l}{d_2} : 0 : 1 \right]$, $\left[ 0 : \frac{n}{d_2} : -\frac{m}{d_3} : 1 \right]$, $\left[ -\frac{n}{d_1} : 0 : \frac{l}{d_3} : 1 \right]$ in the real affine space.
4. Six points of type $X_3 = U_3 = 0$ (and cyclic perturbations) which are affine either real or complex conjugated depending on the sign of $[(m + n)d_1 + (n + l)d_2] - 4ld_1d_2$ (and cyclic perturbations).

### 3.3 Supplementary coordinates $(x_1, x_2)$

Inspired by [30], we introduce two supplementary coordinates $(x_1, x_2)$ as the solutions of the equation

$$\frac{p_1^2}{x - j_1} + \frac{p_2^2}{x - j_2} + \frac{p_3^2}{x - j_3} = 0,$$

which can also be written as

$$x^2 - Ex + F = 0,$$

where $E = \sum_{\alpha=1}^{3} (j_1 + j_2 + j_3 - j_\alpha)p_\alpha^2$, $F = \sum_{\alpha=1}^{3} j_1 j_2 j_3 j_\alpha p_\alpha^2$. Note that $(x_1, x_2)$ are functions only of the $p_\alpha, \alpha = 1, 2, 3$, hence $\{x_1, x_2\} = 0$ and that the expression of the squared coordinates $p_\alpha^2$, 
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\( \alpha = 1, 2, 3 \), in terms of \((x_1, x_2)\):

\[
\begin{align*}
\rho_1^2 &= \frac{(j_1 - x_1)(j_1 - x_2)}{(j_1 - j_2)(j_1 - j_3)}, \\
\rho_2^2 &= \frac{(j_2 - x_1)(j_2 - x_2)}{(j_2 - j_3)(j_2 - j_1)}, \\
\rho_3^2 &= \frac{(j_3 - x_1)(j_3 - x_2)}{(j_3 - j_1)(j_3 - j_2)},
\end{align*}
\tag{3.12}
\]

where we used \( C_2 = \rho_1^2 + \rho_2^2 + \rho_3^2 = 1 \).

We also introduce the two solutions \( j_4, j_5 \) of the equation

\[
\frac{l}{x - j_1} + \frac{m}{x - j_2} + \frac{n}{x - j_3} = 0
\]

\( \iff x^2 - \{(j_2 + j_3)l + (j_1 + j_3)m + (j_2 + j_1)n\} x + (j_2j_3l + j_1j_3m + j_1j_2n) = 0. \)

By \( l + m + n = 1 \), we have the expression of the parameters \( l, m, n \) in terms of \( j_1, j_2, j_3 \) as

\[
\begin{align*}
\begin{cases}
l &= \frac{(j_1 - j_4)(j_1 - j_5)}{(j_1 - j_2)(j_1 - j_3)}, \\
m &= \frac{(j_2 - j_4)(j_2 - j_5)}{(j_2 - j_3)(j_2 - j_1)}, \\
n &= \frac{(j_3 - j_4)(j_3 - j_5)}{(j_3 - j_1)(j_3 - j_2)}.
\end{cases}
\end{align*}
\tag{3.13}
\]

Putting \( K_1 = K_2 = K_3 = 0 \) in (3.2), we have

\[
\begin{pmatrix} l \\ m \\ n \end{pmatrix} = A^{-1} \begin{pmatrix} 1 \\ C_3 \\ C_4 \end{pmatrix},
\tag{3.14}
\]

which yields

\[
\begin{align*}
l &= -\frac{1}{\Delta} \left\{ j_2^2(j_2 - j_3) + C_3j_1(j_3 - j_2) + C_4(j_2 - j_3)\right\}, \\
m &= -\frac{1}{\Delta} \left\{ j_3^2(j_3 - j_1) + C_3j_2(j_1 - j_3) + C_4(j_3 - j_1)\right\}, \\
n &= -\frac{1}{\Delta} \left\{ j_1^2(j_1 - j_2) + C_3j_3(j_2 - j_1) + C_4(j_1 - j_2)\right\}.
\end{align*}
\]

Therefore, we have

\[
(j_2 + j_3)l + (j_1 + j_3)m + (j_2 + j_1)n = -\frac{C_3}{\Delta} \left\{ j_1(j_1^2 - j_2^2 + j_2(j_2^2 - j_3^2) + j_3(j_3^2 - j_1^2))\right\} = C_3,
\]

\[
j_2j_3l + j_1j_3m + j_1j_2n = -\frac{C_4}{\Delta} \left[j_2j_3(j_2 - j_3) + j_1j_3(j_3 - j_1) + j_1j_2(j_1 - j_2)\right] = C_4.
\]

and hence \( j_4, j_5 \) are the two roots of the equation

\[
x^2 - C_3x + C_4 = 0. \tag{3.15}
\]

Thus, they are independent of the parameters \( j_1, j_2, j_3 \) and only depends on \( C_3, C_4 \).

We observe that the two vectors

\[
e_1 = \begin{pmatrix} \frac{x_1 - j_1}{\rho_1} \\ \frac{x_2 - j_1}{\rho_2} \\ \frac{x_3 - j_1}{\rho_3} \end{pmatrix}, \quad e_2 = \begin{pmatrix} \frac{x_1 - j_2}{\rho_1} \\ \frac{x_2 - j_2}{\rho_2} \\ \frac{x_3 - j_2}{\rho_3} \end{pmatrix}
\]


are orthogonal to the vector \((p_1, p_2, p_3)^T\) with respect to the standard Euclidean metric. In general, these two vectors are independent. The vector \((K_1, K_2, K_3)^T\), which is also orthogonal to \((p_1, p_2, p_3)^T\), is thus a linear combination of these two vectors \((K_1, K_2, K_3)^T = Ac_1 + Bc_2, A, B \in \mathbb{R}\). This yields

\[
\begin{align*}
K_1 &= \frac{1}{\sqrt{(j_1 - j_2)(j_1 - j_3)}} \left( A \sqrt{\frac{x_1 - j_1}{x_2 - j_1}} + B \sqrt{\frac{x_2 - j_1}{x_1 - j_1}} \right), \\
K_2 &= \frac{1}{\sqrt{(j_2 - j_3)(j_2 - j_1)}} \left( A \sqrt{\frac{x_1 - j_2}{x_2 - j_2}} + B \sqrt{\frac{x_2 - j_2}{x_1 - j_2}} \right), \\
K_3 &= \frac{1}{\sqrt{(j_3 - j_1)(j_3 - j_2)}} \left( A \sqrt{\frac{x_1 - j_3}{x_2 - j_3}} + B \sqrt{\frac{x_2 - j_3}{x_1 - j_3}} \right).
\end{align*}
\]  

(3.16)

Next, we insert these formulae inside (for instance) the first equations of (3.11) and get

\[
\begin{align*}
\frac{(j_1 - x_1)(j_1 - x_2) - (j_1 - j_4)(j_1 - j_3)}{(j_1 - j_2)(j_1 - j_3)} &= \frac{(j_1 - x_1)(j_1 - x_2) - (j_1 - j_4)(j_1 - j_3)}{(j_1 - j_2)(j_1 - j_3)} \\
&= -\frac{1}{\Delta} \left[ -\left[ A^2\left(\frac{x_1 - j_2}{x_2 - j_2} - \frac{x_1 - j_3}{x_2 - j_3}\right) - B^2\left(\frac{x_2 - j_2}{x_1 - j_2} - \frac{x_2 - j_3}{x_1 - j_3}\right) \right] \right] \\
&= -\frac{1}{\Delta} \left[ -\left[ A^2\left(\frac{x_1 - j_2}{x_2 - j_2} - \frac{x_1 - j_3}{x_2 - j_3}\right) - B^2\left(\frac{x_2 - j_2}{x_1 - j_2} - \frac{x_2 - j_3}{x_1 - j_3}\right) \right] \right] \\
&= -\frac{1}{\Delta} \left[ -A^2\left(\frac{x_2 - x_1}{x_2 - j_2}\right)\left(\frac{x_1 - j_3}{x_2 - j_3}\right) - B^2\left(\frac{x_1 - x_2}{x_1 - j_2}\right)\left(\frac{x_2 - j_3}{x_1 - j_3}\right) \right],
\end{align*}
\]

(3.17)

which yields

\[
\begin{align*}
(j_1 - x_1)(j_1 - x_2) - (j_1 - j_4)(j_1 - j_3) &= -\left(\frac{A^2}{x_2 - j_3}(x_2 - j_3) - \frac{B^2}{x_1 - j_3}(x_1 - j_3) \right) \\
&= -\left(\frac{A^2}{x_2 - j_3}(x_2 - j_3) - \frac{B^2}{x_1 - j_3}(x_1 - j_3) \right).
\end{align*}
\]

(3.18)

Next, from the formulae (3.16) and the second equation of (3.11), we obtain

\[
\begin{align*}
(j_2 - x_1)(j_2 - x_2) - (j_2 - j_4)(j_2 - j_3) &= -(x_1 - x_2) \left\{ \frac{A^2}{x_2 - j_3}(x_2 - j_3) - \frac{B^2}{x_1 - j_3}(x_1 - j_3) \right\} \\
&= -(x_1 - x_2) \left\{ \frac{A^2}{x_2 - j_3}(x_2 - j_3) - \frac{B^2}{x_1 - j_3}(x_1 - j_3) \right\}.
\end{align*}
\]

(3.19)

We further assume the genericity assumption

\[
\begin{align*}
\det \begin{pmatrix}
\frac{1}{x_2 - j_3} & -\frac{1}{x_1 - j_3} \\
-\frac{1}{x_2 - j_3} & \frac{1}{x_1 - j_3}
\end{pmatrix}
&= \frac{(j_1 - j_2)(x_1 - x_2)}{(x_1 - j_1)(x_1 - j_2)(x_1 - j_3)(x_2 - j_1)(x_2 - j_2)(x_2 - j_3)} \neq 0
\end{align*}
\]

on \((x_1, x_2, j_1, j_2, j_3)\) with which the two last equations (3.18) and (3.19) determine uniquely \(A^2\) and \(B^2\) in terms of \((x_1, x_2, j_1, j_2, j_3)\). Then, we have

\[
\begin{align*}
A^2 &= -\frac{\Phi(x_2)\Psi(x_1)}{(x_2 - x_1)^2}, \\
B^2 &= -\frac{\Phi(x_1)\Psi(x_2)}{(x_2 - x_1)^2},
\end{align*}
\]

\[
\Phi(x) = (j_1 - x)(j_2 - x)(j_3 - x), \quad \Psi(x) = (x - j_4)(x - j_5).
\]

(3.20)

This also follows from the following identity satisfied by an arbitrary \(\lambda\)

\[
\begin{align*}
(\lambda - x_1)(\lambda - x_2) - (\lambda - j_4)(\lambda - j_5) &= \frac{1}{(x_2 - x_1)} \left\{ \Psi(x_1)(x_2 - \lambda) - \Psi(x_2)(x_1 - \lambda) \right\}.
\end{align*}
\]

(3.21)
Proof. The equations (2.2) can be written as:
\[ \text{Recall that } x \to \text{Theorem 3.3.} \]

Next, from (3.16) and (3.20), we obtain the formula (7) of [30]:
\[ K_1 = \sqrt{\frac{1}{(j_1 - j_2)(j_1 - j_3)} \frac{1}{x_2 - x_1}} \left\{ \frac{\Phi(x_2)\Psi(x_1)(x_1 - j_1)}{x_2 - j_1} \right\}, \]
\[ K_2 = \sqrt{\frac{1}{(j_2 - j_3)(j_2 - j_1)} \frac{1}{x_2 - x_1}} \left\{ \frac{\Phi(x_2)\Psi(x_1)(x_1 - j_2)}{x_2 - j_2} \right\}, \]
\[ K_3 = \sqrt{\frac{1}{(j_3 - j_2)(j_3 - j_1)} \frac{1}{x_2 - x_1}} \left\{ \frac{\Phi(x_2)\Psi(x_1)(x_1 - j_3)}{x_2 - j_3} \right\}. \]

At this point, we can observe that these equations induce an algebraic parametrization of the Kummer surface with the coordinates \((x_1, x_2)\). See also [15, §99].

### 3.4 Linearization of the Hamiltonian flows

**Theorem 3.3.** The Hamiltonian flows associated with the Hamiltonians \(\lambda C_3 + \lambda' C_4\) induce linear flows on the Jacobian of the hyperelliptic curves \(C_c\) defined through the equation \(y^2 = (j_1 - x)(j_2 - x)(j_3 - x)(j_4 - x)(j_5 - x)\).

**Proof.** The equations (2.2) can be written as:
\[ \begin{align*}
\dot{p}_1 &= (\lambda + \lambda' j_2)K_1p_3 - (\lambda + \lambda' j_3)K_2p_3, \\
\dot{p}_2 &= (\lambda + \lambda' j_1)K_2p_1 - (\lambda + \lambda' j_1)K_1p_3, \\
\dot{p}_3 &= (\lambda + \lambda' j_1)K_1p_2 - (\lambda + \lambda' j_2)K_2p_1.
\end{align*} \tag{3.23} \]

Recall that \(n_\alpha = \frac{1}{2I_\alpha}\) and \(n'_\alpha = \frac{1}{2m_\alpha}\).

From (3.20), we obtain
\[ \frac{dp_1}{dt} = \frac{1}{2\sqrt{(j_1 - j_2)(j_1 - j_3)}} \left( \sqrt{\frac{j_1 - x_2}{j_1 - x_1}} \frac{dx_1}{dt} + \sqrt{\frac{j_1 - x_1}{j_1 - x_2}} \frac{dx_2}{dt} \right). \]

On the other hand, from (3.22), (3.22), (3.22), we have
\[ \dot{p}_1 = (\lambda + \lambda' j_2) \sqrt{\frac{1}{(j_2 - j_3)(j_2 - j_1)} \frac{1}{x_2 - x_1}} \times \left\{ \Phi(x_2)\Psi(x_1) \frac{x_1 - j_2}{x_2 - j_2} - \Phi(x_1)\Psi(x_2) \frac{x_2 - j_2}{x_1 - j_2} \right\} \frac{(j_3 - x_1)(j_4 - x_2)}{(j_3 - j_1)(j_3 - j_2)}, \]
\[ - (\lambda + \lambda' j_3) \sqrt{\frac{1}{(j_3 - j_2)(j_3 - j_1)} \frac{1}{x_2 - x_1}} \times \left\{ \Phi(x_2)\Psi(x_1) \frac{x_1 - j_3}{x_2 - j_3} - \Phi(x_1)\Psi(x_2) \frac{x_2 - j_3}{x_1 - j_3} \right\} \frac{(j_2 - x_1)(j_4 - x_2)}{(j_2 - j_3)(j_2 - j_1)}. \]
where we have set \( R(x) = \sqrt{(j_1 - x)(j_2 - x)(j_3 - x)(j_4 - x)(j_5 - x)} \). Thus, we have

\[
\begin{align*}
\sqrt{\frac{j_1 - x_2}{j_1 - x_1}} \frac{dx_1}{dt} + \sqrt{\frac{j_1 - x_1}{j_1 - x_2}} \frac{dx_2}{dt} &= \frac{2}{x_1 - x_2} \left\{ (\lambda + \lambda'x_2) R(x_1) \left( x_2 - j_1 \right) \frac{1}{x_1 - j_1} - (\lambda + \lambda'x_1) R(x_2) \left( x_1 - j_1 \right) \frac{1}{x_2 - j_1} \right\},
\end{align*}
\]

Similar equations can be obtained via cyclic permutations of \((1, 2, 3)\) for the subindices in \(j_1, j_2, j_3\):

\[
\begin{align*}
\sqrt{\frac{j_2 - x_1}{j_2 - x_2}} \frac{dx_1}{dt} + \sqrt{\frac{j_2 - x_2}{j_2 - x_1}} \frac{dx_2}{dt} &= \frac{2}{x_1 - x_2} \left\{ (\lambda + \lambda'x_2) R(x_2) \left( x_2 - j_1 \right) \frac{1}{x_1 - j_1} - (\lambda + \lambda'x_1) R(x_2) \left( x_2 - j_1 \right) \frac{1}{x_2 - j_1} \right\},
\end{align*}
\]

Since \(j_1, j_2, j_3\) (and hence \(\sqrt{\frac{j_1 - x_2}{j_1 - x_1}}, \sqrt{\frac{j_2 - x_1}{j_2 - x_2}}, \sqrt{\frac{j_3 - x_2}{j_3 - x_1}}\)) can be assumed to be distinct, this means that the following two linear forms in \((\xi, \eta)\) are the same:

\[
\frac{dx_1}{dt} \xi + \frac{dx_2}{dt} \eta,
\]

\[
\frac{2}{x_1 - x_2} (\lambda + \lambda'x_2) R(x_1) \xi - (\lambda + \lambda'x_1) R(x_2) \eta.
\]

Therefore, the flow induced by the family of Hamiltonian systems \(\lambda C_3 + \lambda' C_4\) yields

\[
\begin{align*}
\frac{dx_1}{dt} &= 2 \frac{1}{x_1 - x_2} R(x_1)(\lambda' x_2 + \lambda), \\
\frac{dx_2}{dt} &= 2 \frac{1}{x_2 - x_1} R(x_2)(\lambda' x_1 + \lambda),
\end{align*}
\]
and hence

\[
\begin{align*}
\frac{1}{R(x_1)} \frac{dx_1}{dt} + \frac{1}{R(x_2)} \frac{dx_2}{dt} &= -2\lambda', \\
\frac{x_1}{R(x_1)} \frac{dx_1}{dt} + \frac{x_2}{R(x_2)} \frac{dx_2}{dt} &= 2\lambda.
\end{align*}
\] (3.24)

This proves the theorem as the two differential forms \( \frac{dx}{R(x)} \wedge \frac{dx}{R(x)} \) provide a basis of the space of holomorphic 1-forms on the Jacobian of the hyperelliptic curve \( \mathcal{C}_c \).

\( \blacksquare \)

Note that these equations (3.24) induce a uniformization of the Kummer surface [1.5 §99].

4 Some special solutions

In this section, we discuss two types of special solutions to Kirchhoff equations (2.1), (2.2) of Clebsch top. Namely, as is pointed out in [1.4, §2.2, §2.4], there are three special solutions on the three-dimensional vector spaces \( p_1 = K_2 = K_3 = 0, p_2 = K_3 = K_1 = 0, p_3 = K_1 = K_2 = 0 \), as well as the solutions on the three-dimensional vector spaces \( p_\alpha = \delta_\alpha, K_\alpha, \alpha = 1, 2, 3 \), with suitable constants \( \delta_\alpha, \alpha = 1, 2, 3 \). In fact, assuming e.g. \( p_1 = K_2 = K_3 \), we can reduce Kirchhoff equations (2.1), (2.2) to

\[
\begin{align*}
\frac{dK_1}{dt} &= \left( \frac{1}{m_3} - \frac{1}{m_2} \right) p_2 p_3, \\
\frac{dp_2}{dt} &= \frac{1}{I_1} p_3 K_1, \\
\frac{dp_3}{dt} &= -\frac{1}{I_1} K_1 p_2,
\end{align*}
\] (4.1)

while, under the condition \( p_\alpha = \delta_\alpha, K_\alpha, \alpha = 1, 2, 3 \), the equations (2.1), (2.2) are transformed to

\[
\begin{align*}
\frac{dK_1}{dt} &= \frac{1}{\delta_1} \left( \frac{\delta_2}{I_3} - \frac{\delta_1}{I_2} \right) K_2 K_3, \\
\frac{dK_2}{dt} &= \frac{1}{\delta_2} \left( \frac{\delta_3}{I_1} - \frac{\delta_1}{I_3} \right) K_3 K_1, \\
\frac{dK_3}{dt} &= \frac{1}{\delta_3} \left( \frac{\delta_1}{I_2} - \frac{\delta_2}{I_1} \right) K_1 K_2.
\end{align*}
\] (4.2)

To describe the Hamiltonian structures of these equations (4.1) and (4.2), we first consider the modified Lie bracket \([\cdot, \cdot]_M\) on \( \mathbb{C}^3 \) associated to a diagonal matrix \( M = \text{diag}(\mu_1, \mu_2, \mu_3) \):

\[ [u, v]_M := M (u \times v), u, v \in \mathbb{C}^3. \]

In association to the modified Lie bracket \([\cdot, \cdot]_M\), we can define Lie-Poisson bracket \{\cdot, \cdot\}_M through

\[ \{F, G\}_M (x) := \langle x, M (\nabla F(x) \times \nabla G(x)) \rangle, \]

where \( x \in \mathbb{C}^3 \) and \( F, G \) are differentiable functions on \( \mathbb{C}^3 \). The Lie bracket \([\cdot, \cdot]_M\) and the associated Lie-Poisson bracket \{\cdot, \cdot\}_M are considered in [1.3] and used to relate the free rigid body and the simple pendulum. (It is further used in [1.6] to analyze the quantization problems.)

Since \( \{F, G\}_M = \langle (Mx) \times \nabla F(x), \nabla G(x) \rangle \), the Hamiltonian vector field \( \tilde{x}_F^{(M)} \) for the Hamiltonian \( F \) is given as \( \tilde{x}_F^{(M)} = (Mx) \times \nabla F(x) \). In particular, if we choose the Hamiltonian \( F \) as
\[ F(x) = \frac{1}{2} \langle x, \text{diag} (f_1, f_2, f_3) x \rangle, \] then the Hamiltonian vector field is written as

\[
\left( \frac{\partial}{\partial p} \right)_x = \left( (\mu_2 f_3 - \mu_3 f_2) x_2 x_3, \cdots, (\mu_3 f_1 - \mu_1 f_3) x_3 x_1, (\mu_1 f_2 - \mu_2 f_1) x_1 x_2 \right)^T,
\]

where \( x = (x_1, x_2, x_3)^T \).

Then, one can easily check that, regarding \( x_1 = K_1, x_2 = p_2, x_3 = p_3 \), we can recover (4.1), by setting \( \mu_0 = \frac{1}{\lambda_C}, \alpha = 1, 2, 3, f_1 = 0, f_2 = -1, f_3 = -1 \). On the other hand, (4.2) can be obtained for \( x_\alpha = K_\alpha, \alpha = 1, 2, 3 \), by substituting as \( \mu_1 = \frac{\delta_1}{\delta_2 \delta_3}, \mu_2 = \frac{\delta_2}{\delta_3 \delta_1}, \mu_3 = \frac{\delta_3}{\delta_1 \delta_2}, f_\alpha = \frac{\delta_\alpha}{\lambda_C}, \alpha = 1, 2, 3 \).

The solutions can be given in terms of elliptic functions because there are two quadratic first integrals \( \frac{1}{2} \langle x, M \bar{x} \rangle, F(x) = \frac{1}{2} \langle x, \text{diag} (f_1, f_2, f_3) x \rangle \) and because the intersection of the level surfaces of these functions are elliptic curves. This is a parallel argument to the one for Euler top.

The above two kinds of special solutions can be found in the intersection of four quadric level surfaces for the functions \( C_1, C_2, C_3, C_4 \) in (3.1), but with specific values of \( C_3 \) and \( C_4 \). (Recall that we assume \( C_1 = 0 \) and \( C_2 = 1 \).) About the solution (4.1), the condition \( p_1 = K_2 = K_3 = 0 \) implies that \( C_1 \equiv 0, C_2 = 2 \beta^2 + \frac{1}{2}, C_3 = K_1^2 + (j_3 + j_1)p_3^2 + (j_2 + j_1)p_2^2, C_4 = j_1 K_1^2 + j_3 j_1 p_3^2 + j_2 j_1 p_3^2 \). Now, it is easy to check that \( j_1^2 - C_3 j_1^2 + C_4 = 0 \). Taking (4.2) into account, we see that this is equivalent to the case where either \( j_1 = j_4 \) or \( j_1 = j_5 \) is satisfied. Clearly, the same type of special solution with the condition \( p_2 = K_3 = K_1 = 0 \) can be obtained only if \( j_2^2 - C_3 j_2^2 + C_4 = j_2 - j_4)(j_2 - j_5) = 0 \) and the one with \( p_3 = K_1 = 0 \) can only if \( j_3^2 - C_3 j_3^2 + C_4 = (j_3 - j_4)(j_3 - j_5) = 0 \).

About the solution (4.2), the values of \( C_3 \) and \( C_4 \) must satisfy the condition \( j_4 = j_5 \). In fact, if we assume the condition \( p_\alpha = \delta_\alpha K_\alpha, \alpha = 1, 2, 3 \), the functions \( C_1, C_2, C_3, C_4 \) in (3.1) amount to

\[
\begin{align*}
C_1 &= \sum_{\alpha=1}^{3} \delta_\alpha K_\alpha^2, \\
C_2 &= \sum_{\alpha=1}^{3} \delta_\alpha^2 K_\alpha^2, \\
C_3 &= \sum_{\alpha=1}^{3} \left( 1 + (j_\beta + j_\gamma) \delta_\alpha \right) K_\alpha^2, \\
C_4 &= \sum_{\alpha=1}^{3} \left( j_\alpha + j_\beta j_\gamma \delta_\alpha \right) K_\alpha^2.
\end{align*}
\]

Here, \( \{\alpha, \beta, \gamma\} = \{1, 2, 3\} \). For these functions, we have the dependence relation \( C_3^2 - 4C_4 = 0 \), which is equivalent to say that the quadric equation (3.15) has one double root, namely \( j_4 = j_5 \).

To verify the relation \( C_3^2 - 4C_4 = 0 \), we first show the following lemma.

**Lemma 4.1.** For the condition \( p_\alpha = \delta_\alpha K_\alpha, \alpha = 1, 2, 3 \), to be satisfied along an integral curve of the Hamiltonian flow for the Hamiltonian \( \lambda C_3 + \lambda' C_4 \), it is necessary that there exist two constants \( \sigma, \sigma' \in \mathbb{C} \) such that \( (j_1 - \sigma')(j_2 - \sigma') (j_3 - \sigma') = \sigma^2 \) and that \( j_\alpha = \sigma \delta_\alpha + \sigma', \alpha = 1, 2, 3 \).

**Proof.** For \( p_\alpha = \delta_\alpha K_\alpha, \alpha = 1, 2, 3 \) to be invariant along an integral curve of \( \Xi_{\lambda C_3 + \lambda' C_4} \), it is necessary and sufficient that \( \{\lambda C_3 + \lambda' C_4, p_\alpha - \delta_\alpha K_\alpha \} = 0, \alpha = 1, 2, 3 \). Since

\[
\begin{align*}
\{\lambda C_3 + \lambda' C_4, p_1 - \delta_1 K_1 \} &= \{(\lambda + \lambda' j_3) (\delta_1 - \delta_2) - (\lambda + \lambda' j_2) (\delta_1 - \delta_2) + (j_2 - j_3) (\lambda + \lambda' j_1) \delta_1 \delta_2 \delta_3 \} K_2 K_3,
\end{align*}
\]
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we have \((\lambda + \lambda' j_3) (\delta_1 - \delta_2) - (\lambda + \lambda' j_2) (\delta_1 - \delta_2) + (j_2 - j_3) (\lambda + \lambda' j_1) \delta_1 \delta_2 \delta_3 = 0\). By cyclic change of parameters, we obtain the system of linear equations in \((\delta_1 - \delta_2, \delta_1 - \delta_3, \delta_1 \delta_2 \delta_3)^	op:\n
\begin{align*}
\begin{pmatrix}
\lambda + j_3 \lambda' & (\lambda + j_2 \lambda') (j_2 - j_3) (\lambda + j_1 \lambda') & \delta_1 - \delta_2 \\
(j_3 - j_1) \lambda' & \lambda + j_1 \lambda' & (j_1 - j_2) (\lambda + j_3 \lambda') & \delta_1 - \delta_3 \\
-(\lambda + j_1 \lambda') & (j_1 - j_2) \lambda' & \lambda + j_2 \lambda' & \delta_1 \delta_2 \delta_3
\end{pmatrix}
\begin{pmatrix}
\delta_1 - \delta_2 \\
\delta_1 - \delta_3 \\
\delta_1 \delta_2 \delta_3
\end{pmatrix}
= \begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix}.
\end{align*}

These equations have already appeared in [14, §A.1] and it can be reduced through Gauß method to the simple equations

\[
\begin{pmatrix}
1 & 0 & - (j_1 - j_2) \\
0 & 1 & - (j_1 - j_3) \\
0 & 0 & 0
\end{pmatrix}
= \begin{pmatrix}
0 \\
0 \\
0
\end{pmatrix}.
\]

Thus, there exist \(s, s' \in \mathbb{C}\) such that \(\delta_\alpha = sj_\alpha + s'\). In other words, we have \(j_\alpha = \sigma \delta_\alpha + \sigma'\), \(\alpha = 1, 2, 3\), where \(\sigma = 1/s\) and \(\sigma' = -s'/s\). By the condition \(\delta_1 \delta_2 \delta_3 = 1\), we have the condition \((sj_1 + s')(sj_2 + s')(sj_3 + s') = s \iff (j_1 - \sigma')(j_2 - \sigma')(j_3 - \sigma') = \sigma^2\).

Inserting the condition \(j_\alpha = \sigma \delta_\alpha + \sigma', \alpha = 1, 2, 3\), to [14, §A.1], we have

\[
C_3 = \sum_{\alpha=1}^{3} \left\{ 1 + \sigma (\delta_\beta + \delta_\gamma) \delta_\alpha + 2\sigma' \delta_\alpha^2 \right\} K_\alpha^2
= \frac{1}{s} \sum_{\alpha=1}^{3} \left\{ s + (\delta_\alpha \delta_\beta + \delta_\gamma \delta_\alpha) \delta_\alpha \right\} K_\alpha^2 + 2\sigma' C_2
= \sigma \sum_{\alpha=1}^{3} \left\{ \delta_\alpha \delta_\beta \delta_\gamma + (\delta_\gamma \delta_\alpha + \delta_\alpha \delta_\beta) \delta_\alpha \right\} K_\alpha^2 + 2\sigma' C_2
= \sigma \sum_{\alpha=1}^{3} \left\{ \delta_\alpha \delta_\beta + \delta_\alpha \delta_\gamma + \delta_\gamma \delta_\alpha \right\} \delta_\alpha K_\alpha^2 + 2\sigma' C_2
= \sigma \sum_{\alpha=1}^{3} \left\{ \delta_1 \delta_2 + \delta_2 \delta_3 + \delta_3 \delta_1 \right\} \delta_\alpha K_\alpha^2 + 2\sigma' C_2
= (\delta_1 \delta_2 + \delta_2 \delta_3 + \delta_3 \delta_1) \sigma C_1 + 2\sigma' C_2 = 2\sigma'
\]

and similarly

\[
C_4 = \sum_{\alpha=1}^{3} \left\{ \sigma \delta_\alpha + \sigma' + \sigma^2 \delta_\beta \delta_\gamma \delta_\alpha^2 + \sigma' (\delta_\beta + \delta_\gamma) \delta_\alpha^2 + (\sigma')^2 \delta_\alpha^2 \right\} K_\alpha^2
= \sigma C_1 + (\sigma')^2 C_2 + \sigma^2 \delta_1 \delta_2 \delta_3 \sum_{\alpha=1}^{3} \delta_\alpha K_\alpha^2 + \sum_{\alpha=1}^{3} \left\{ \sigma + (\delta_\beta + \delta_\gamma) \delta_\alpha^2 \right\} K_\alpha^2
= \{2\sigma - \sigma' (\delta_1 \delta_2 + \delta_2 \delta_3 + \delta_3 \delta_1)\} C_1 + (\sigma')^2 C_2 = (\sigma')^2.
\]

Here we used the condition \(C_1 = 0\) and \(C_2 = 1\). Therefore, we have \(C_3^2 - 4C_4 = 0\).

5 Explicit computation of action-angle coordinates

The Clebsch case displays many similarities with the Kowalevski top as there is a linearization on the Jacobian of a genus two curve. Indeed the explicit computation of the action-angle coordinates
can be made quite similarly with that made for the Kowalevski top [10] at least for the Weber case ($C_1 = 0$). In this paragraph, we return back to the real coordinates, since the action-angle coordinates are usually considered for real completely integrable Hamiltonian systems.

We first include a detailed report of the general result proved in [10].

We consider an integrable Hamiltonian system with $m$ degrees of freedom, defined on a symplectic manifold $(V^{2m}, \omega)$ of dimension $2m$ and where $\omega$ is the symplectic form, as the data of $m$ generically independent functions:

$$f_j : V^{2m} \to \mathbb{R}, j = 1, \cdots, m,$$

such that $\{f_i, f_j\} = 0$, where $\{\cdot, \cdot\}$ denotes the Poisson bracket associated with the symplectic form $\omega$.

For instance, the system that we have considered, in restriction to the 4-dimensional symplectic leaf $V^4 : C_1 = 0, C_2 = 1$ defines with the couple $C_3, C_4$ an integrable Hamiltonian system with $m = 2$ degrees of freedom.

We assume furthermore that $f = (f_1, \ldots, f_m) : V^{2m} \to \mathbb{R}^m$ is proper. Denote $D$ the critical locus of $f$, then for $c \in \mathbb{R}^m - D$, the connected components of $f^{-1}(c)$ are $m$-dimensional real tori.

Inspired by several examples (including the Kowalevski top), the following “algebraic linearization” condition (A) was introduced in [10]:

1. There exists $m$ generically independent functions $(x_1, \ldots, x_m)$ defined on $V^{2m}$ so that, together with the collection $(f_1, \ldots, f_m)$ of first integrals, we obtain a system of coordinates on an open dense set of $V^{2m} - f^{-1}(D)$.

2. There is a family of hyperelliptic curves of genus $m$, $y^2 = P(x, c)$, where $P$ is a polynomial in $x$ of degree $2m$ or $2m + 1$, parameterized by regular values $c \in \mathbb{R}^m - D$ of $(f_1, \ldots, f_m)$, so that

$$\sum_{k=1}^{m} x_k^{-1} \{f_i, x_k\} \sqrt{P(x_k, c)} = W_{ij},$$

where the $m \times m$ matrix $W = (W_{ij})$ is invertible and constant.

In [10], it was shown that the Kowalevski top satisfies the condition (A) with the constant invertible matrix $W = \text{diag}(1, 2)$. We can easily check, from the above computations, that this condition is also verified in the Clebsch case, with $C_1 = 0$.

The following was proved in [10]:

**Theorem 5.1.** Assume that an integrable Hamiltonian system satisfies the condition (A), then the symplectic form $\omega$ can be written as:

$$\omega = \sum_{l=1}^{m} \eta_l \wedge df_l,$$

$$\eta_l = \sum_{j=1}^{m} A_{lj} df_j + \sum_{j=1}^{m} B_l(x_j) dx_j,$$

$$B_l(x) = \sum_{k=1}^{m} \frac{(W^{-1})_{kl} x^{k-1}}{\sqrt{P(x, c)}}.$$

Consider a family of cycles $\gamma_j(c), (j = 1, \cdots, m)$ which defines a system of generators of the homology of the torus $f^{-1}(c)$, where $c \in \mathbb{R}^m - D$ are regular values. We introduce the so-called
“period matrix” \( \Psi = (\Psi_{ij}) \) given by:

\[
\Psi_{ij}(c) = \int_{\gamma_j(c)} \eta_i.
\]

(5.2)

As the 1-forms \( \eta_i \) are closed when restricted to the tori \( f^{-1}(c) \), it is easy to check that the \( \Psi_{ij}(c) \) depend only on the homology class of \( \gamma_j(c) \) in \( H_1(f^{-1}(c), \mathbb{Z}) \). By the previous theorem, we obtain:

\[
\Psi_{ij}(c) = \int_{\gamma_j(c)} \sum_{l,k} \frac{x^{k-1}(W-1)^{l}}{P(x,c)} dx_l.
\]

(5.3)

It is known that the curves \( C_c : y^2 = P(w,c) \) is mapped injectively into its Jacobian \( \text{Jac}(C_c) = H^0(C_c, \Omega^1_{C_c})^* / H_1(C_c, \mathbb{Z}) \) via the Abel map \( S^m(C_c) \rightarrow \text{Jac}(C_c) \) from the symmetric product \( S^m(C_c) \) of \( C_c \) and that this injection is a quasi-isomorphism (induces an isomorphism at the level of homology). So we can assume that the generators \( \gamma_j(c) \) are already given as paths on the curve \( C_c \). As consequence, we can suppress the index \( l \) in the above formula and write:

\[
\Psi_{ij}(c) = \int_{\gamma_j(c)} \sum_k \frac{x^{k-1}(W-1)^{l}}{P(x,c)} dx_k.
\]

(5.3)

Note that the Riemann theorem on the usual period matrix of hyperelliptic surfaces yields the invertibility of the “period matrix” \( \Psi(c) \). Assume for simplicity that the symplectic form \( \omega \) is exact, \( \omega = d\eta \), then the actions \( a_j, j = 1, \ldots, m \) are defined as functions of \( c \) (or equivalently of the functions \( f_1, \ldots, f_m \)) by

\[
a_j = f^*(a_j(c)), \quad a_j(c) = \int_{\gamma_j(c)} \eta_i,
\]

and thus the derivatives are given as

\[
\frac{\partial a_j}{\partial f_i} = \Psi_{ij}(c), \quad i, j = 1, \ldots, m.
\]

(5.4)

Clearly, the formula (5.3) can be applied to the Clebsch case (with \( C_1 = 0 \)) that we have been studying. In that case, the supplementary coordinates \( (x_1, x_2) \) are in involution with respect to the Poisson bracket \( \{\cdot, \cdot\} \). In this case, we have \( P(x,c) = \sqrt{(j_1 - x)(j_1 - x)(j_3 - x)(x^2 - C_3 x + C_4)} \), whose three zeros \( j_1, j_2, j_3 \) are independent of \( C_3, C_4 \), which is very different for example from Kowalevski top. In the case \( j_1 < j_2 < j_3 \) we can choose the two generators \( \gamma_1(c), \gamma_2(c) \) associated with the two paths lifted from the complex \( x \)-plane to the curve \( C_c \) obtained for instance as a path which turns around \( j_1 \) and \( j_2 \) and another path which encircles \( j_3 \) and \( j_1 \). The formula (5.3) yields now a very simple formula

\[
\Psi_{i1} = \int_{j_1}^{j_2} \left\{ \frac{(W-1)^{l_1}}{P(x,c)} \frac{dx}{P(x,c)} + (W^{-1})_{2i} \frac{dx}{P(x,c)} \right\},
\]

\[
\Psi_{i2} = \int_{j_3}^{j_4} \left\{ \frac{(W-1)^{l_1}}{P(x,c)} \frac{dx}{P(x,c)} + (W^{-1})_{2i} \frac{dx}{P(x,c)} \right\},
\]
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where the matrix $W$ is diagonal (cf. (3.24)): $W = \begin{pmatrix} -2 & 0 \\ 0 & 2 \end{pmatrix}$. Thus, we have

$$
\Psi_{11} = \int_{j_1}^{j_2} -2 \frac{x \, dx}{R(x, c)},
$$

$$
\Psi_{21} = \int_{j_1}^{j_2} \frac{2 \, dx}{R(x, c)},
$$

$$
\Psi_{12} = \int_{j_3}^{j_4} -2 \frac{dx}{R(x, c)},
$$

$$
\Psi_{22} = \int_{j_3}^{j_4} \frac{2 \, dx}{R(x, c)}.
$$

The integration of this “period matrix” is quite easy and it yields

$$
a_1 = -2 \int_{j_3}^{j_4} \sqrt{\frac{x^2 - C_3 x + C_4}{(x - j_1)(x - j_2)(x - j_3)}} \, dx,
$$

$$
a_2 = -2 \int_{j_3}^{j_4} \sqrt{\frac{x^2 - C_3 x + C_4}{(x - j_1)(x - j_2)(x - j_3)}} \, dx.
$$

## 6 Conclusion and Perspectives

As it has been shown in this article, the Clebsch case under Weber’s condition (i.e. $C_1 = 0$) provides a quite remarkable example of the deep connections between integrable systems and algebraic geometry. By simple elimination of variables from the quadratic equations given by the constant of motions, it is possible to deduce naturally an associated Kummer surface. It is known in general that there always exists a double covering of a Kummer surface which is the Jacobian of an hyperelliptic curve of genus two. In the case of Clebsch top under Weber’s condition ($C_1 = 0$), such a curve can be derived from the induced Hamiltonian Dynamics. It is an interesting perspective to further develop the analysis of the actions over the singularities of the system and the connection to a global aspects such as monodromy. Another important issue would be the extension to the general case ($C_1 \neq 0$), as treated by Kötter [17].

**Acknowledgment:** The second author thank Jun-ichi Matsuzawa for the stimulating and valuable discussion about Kummer surfaces.
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