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Abstract
Diabetes is a chronic metabolic disease which is characterized by a permanently high blood sugar level. A distinction is made between two forms: Type 1 diabetes and Type 2 diabetes. It is believed that there are around 415 million people between the ages of 20 and 79 worldwide who have some form of diabetes illness today. In Europe, over 60 million people are diabetic, a diabetes incidence of 10.3% of men and 9.6% of women is estimated. The prevalence of diabetes is increasing among all ages in the European Region, mainly due to increases in overweight and obesity, unhealthy diet, and physical inactivity. A huge people in this population have type 2 diabetes, and the numbers will continue to rise over the next few years. So one can speak of a real widespread disease. The problem is not only the increased blood sugar, but also complications and accompanying diseases such as heart attack, stroke, or diabetic foot. However, as a type 2 diabetic, we can significantly influence the course of the disease and the success of therapy. To do this, it is important that we early detect the person that have (or likely have) a serious problem or an emergent case, and know about it as fast as possible. Early detection and treatment of this disease are very important to help diabetics live a healthy and near normal life. It can also help to avoid several serious complications. In addition, the evolution of wearable and Internet of Things medical devices can help to collect various health data for diagnosis using machine learning algorithms. In this paper, we present an IoT-based system architecture which ensures the collection of patient data in order to predict serious cases of diabetes. To secure data, Blockchain and IPFS are used, and to analyze data, we propose a statistical-based method for predictions. The process is as follows. First, data were collected from IoT devices, and a dataset was constructed and stored using IPFS. Then, the data will be scaled and filtered using noise-invariant data expansion. Next, an adaptive random forest algorithm is made in order to train data on the training dataset, and people with diabetes were classified using the proposed model. Three datasets were used, namely, the Pima Indian diabetes dataset, the Frankfurt Hospital diabetes dataset, and the last is the fusion of these two datasets. Finally, the performance of the method was evaluated and compared with other recent prediction methods. Based on the experiment result, an accuracy of 85.9%, 99.5%, and 99.8% has been achieved based on the three datasets, respectively. Thus, the model can be used to predict and alert physicians or hospitals serious cases that need urgent reactions.
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Introduction

Diabetes is one of the most common chronic diseases in the world and requires that patients living with it have a continuous self-management to control it. It is characterized by an excess of sugar in the blood and therefore a level of glucose (blood sugar) that is too high. This disease happens either when the pancreas does not produce enough insulin (type 1 diabetes) or when the produced insulin can not be used efficiently by the body (type 2 diabetes) [1, 2]. On the one hand, type 1 diabetes is also known as juvenile diabetes and usually begins before the age of 20 [3]. The cause is an autoimmune disease, i.e. a disease in which the immune system attacks its own body. In type 1 diabetes, insulin-producing cells in the pancreas are destroyed. On the other hand, the much more common form, type 2 diabetes, usually occurs only after the age of 30 and is therefore often referred to as old-age diabetes. However, young people can also be affected. Hereditary factors, obesity and lack of exercise play a role as the cause [4]. According to the global report, published by the World Health Organization (WHO), they estimated that 422 million people in the world were living with diabetes in 2014 compared to 108 million in 1980 [5]. To live healthy with this disease, diabetics should have regular check-ups to control blood glucose to reduce the development of complications and premature death. However, WHO reported also that between 24% and 62% of people with type 2 diabetes were undiagnosed and untreated.

With the advancement of Internet of Things (IoT), especially medical devices, wearable sensors and smartphones the quality of life for diabetic peoples will be improved [6]. It will improve diabetes care by collecting health records, such as blood pressure and glucose levels, regularly to ensure self-management of diabetes. IoT devices can help doctors make better decisions because the data collected by these devices are highly accurate. We can also take advantage of this advancement to collect health data in order to use it to predict future diabetes based on machine learning (ML) algorithms.

The purpose of this study is twofold. On one hand, it aims to help patients with diabetes live better lives by collecting their health data and keeping track of them. On the other hand, it allows healthcare professionals to obtain real-time data on their patients thanks to the use of IoT devices, making it easier to administer the proper medication, intervene and build the right treatment plan. In this paper, we propose a complete architecture which incorporates IoT for health information collection, Blockchain and Interplanetary File System (IPFS) to secure and store data, and ML for predicting possible future diabetes. Based on an adaptive random forest algorithm, we proposed a model and we trained it on two datasets in order to predict diabetes urgent cases.

The rest of the paper is organized as follows: The "Related work" Section presents the related work. The "Research methodology" Section explains our research methodology. In "Theoretical principles" Section, we present the theoretical background needed in our work. In "The proposed algorithm" Section, we discuss the proposed algorithm. The experimental results are discussed in "Experimental results" Section. The "Performance analysis" Section gives the performance analysis and in "Conclusion and future work" Section, we conclude the paper and introduce some future work.
Related work

Several researches have taken advantage of technological advances such as IoT and AI to improve the healthcare industry. The integration of such technologies in the medical field is promoting the healthcare services by helping both patients and doctors to monitor and manage patients’ health situation. We review here some relevant work that used ML and IoT to predict diabetes using the well-known diabetes datasets, Pima Indians diabetes dataset [7] and Hospital Frankfurt Germany diabetes dataset [8] (which are available in the Kaggle data repository). Table 1 highlights the state-of-the-art solutions related to the prediction of diabetes.

Gandhi et al. [9] proposed a system based on feature selection and support vector machine classifier (SVM). Sowjanya et al. [10] proposed a mobile application based solution which used ML algorithm to predict diabetes. Four ML algorithms were tested in their work. After analysis, J48 algorithm demonstrated to give better results compared to others algorithms. Authors in [11] proposed a new methodology, based on novel pre-processing techniques, and K-nearest neighbor classifier (KNN). Komi et al. [12] treated early prediction of diabetes using five data mining algorithms. Based on their experiment result, they proved that artificial neural network (ANN) provided the highest accuracy compared to the others treated algorithms. Kaur et al. [13] proposed a cloud IoT based framework for diabetes prediction. Their solution incorporates wearable devices to collect blood glucose levels and cloud infrastructure for data storage. They used Decision Tree (DT) and ANN models to predict diabetes in patients. Lukmanto et al. [14] proposed a classification framework to detect and classify diabetes using F-Score feature selection and Fuzzy SVM. In [15], the authors had integrated principal component analysis (PCA) and K-means techniques to improve the logistic regression (LR) model for predicting diabetes using electronic health records. Most recently, Pradhan et al. [16] conducted a study to compare 8 different ML algorithms to predict diabetes and concluded that SVM provided the highest accuracy. The authors in [17] used four

| Authors               | Year | Methods                  | Used dataset                          | IoT |
|-----------------------|------|--------------------------|---------------------------------------|-----|
| Gandhi et al. [9]     | 2014 | SVM                      | Pima Indian                           | No  |
| Sowjanya et al. [10]  | 2015 | DT (J48)                 | Pima Indian                           | No  |
| Panwar et al. [11]    | 2016 | KNN                      | Pima Indian                           | No  |
| Komi et al. [12]      | 2017 | ANN                      | Not specified                         | No  |
| Kaur et al. [13]      | 2018 | DT + ANN                 | Pima Indian                           | Yes |
| Sarwar et al. [20]    | 2018 | KNN                      | Pima Indian                           | No  |
| Lukmanto et al. [14]  | 2019 | Fuzzy SVM                | Pima Indian                           | No  |
| Zhu et al. [15]       | 2019 | PCA + K-means + LR       | Pima Indian                           | No  |
| Pradhan et al. [16]   | 2020 | SVM                      | Pima Indian                           | No  |
| Naz and Ahuja [17]    | 2020 | DL                       | Pima Indian                           | No  |
| Jashwanth Reddy et al. [18] | 2020 | RF                       | Pima Indian                           | No  |
| Nath et al. [19]      | 2020 | LR                       | Pima Indian                           | No  |
| Yaganteeswarudu et al. [23] | 2020 | SVM                      | Pima Indian / Frankfurt hospital      | No  |
| Malik et al. [21]     | 2021 | RF                       | Frankfurt hospital                    | No  |
| Beghiriche et al. [22] | 2021 | DNN                      | Frankfurt hospital                    | No  |
| Ihnaini et al. [24]   | 2021 | DL                       | Fusion of the two datasets            | No  |
classification algorithms based on the Pima database to predict diabetes. They showed that among the four algorithms, deep learning (DL) provided the best results for diabetes onset. Another recent work done by Jashwanth Reddy et al. [18] designed models using 6 ML classifiers to predict the diabetes. After comparison, Random Forest (DF) algorithm ranked first. Nath et al. [19] used logistic regression (LR) to predict type 2 diabetes, their model showed an accuracy of 75.32%. The authors in [20], used six different ML algorithms (LR, SVM, Naive Bayes (NB), DT, RF, and KNN) to predict diabetes. After comparison, SVM and KNN achieved the highest accuracy which is 77%.

All the works mentioned above are based on the Pima Indian diabetes dataset which has only 768 instances. Other researches were carried out on a large diabetes dataset provided by Frankfurt Hospital. The authors in [21] provided a comparison of ten different ML algorithms and deduced that KNN, RF, and DT outperformed the other algorithms in terms of all metrics. Beghriche et al. [22] performed a comparison between six well-known ML algorithms and showed that the DNN provided better accuracy. Yaganteeswarudu et al. [23] evaluated several ML algorithms using the two datasets. The results showed that SVM achieved the highest accuracy. Most recently, Ihnaini et al. [24] proposed a healthcare system for diabetes prediction and recommendation based on DL and the fusion of the two datasets.

Deshkar et al. [25] presented a set of applications based on IoT for diabetes management such as web-based services, robot assistant and systems based on mobile health (m-health). They also discussed the major challenges facing the integration of IoT in healthcare applications, namely, security and privacy issues, interoperability and legal regularities. This research study fills these security gaps by using Blockchain and IPFS to secure data and enhance integrity.

**Research methodology**

In this section, we first explain the main steps that make up a prediction system. Then we expose the composition of our architecture. In the end, we express the implemented ML algorithms to predict diabetes.

**Prediction system**

Every prediction system consists of three main steps: Extraction, Risk and Alert. Data extraction is the first step and it refers to the process of collecting or retrieving different types of data from different sources for further processing, storage and analysis. Once the data is collected and stored, it can be analyzed and explored to get all the relevant information. In this step, different algorithms can be created in order to predict and classify risks, suggest solutions and propose decisions. The second step is about risk prediction, the system predicts the state from the created algorithms, then a reaction will be done according to the gravity of the situation and an alert will be sent in case of a risk (serious situation). In the last step, when an alert is triggered, the appropriate decision will be taken based on the created classification decisions.

**Prediction model overview**

Figure 1 illustrates the model used for prediction. The system is divided into seven layers: input data, data exploration, feature extraction, data exploitation, training and
testing data, predictive model, and predictive accuracy. The system has two phases—training phase and application phase. Expert knowledge is used to develop class labels in the training phase. The relationships between features are defined according to historical data. Then ML algorithms process the data. Within this phase, we used 80% of the dataset. In the application phase, the remaining 20% of data is used for checking the algorithm accuracy. The predictive model is applied to test if these people would develop the diabetes disease. By using this model high-impact factors can be recognized to help organizations to focus their strategies and decisions on most relevant issues. Each phase is important because it has a huge impact on the final accuracy.

Proposed approach
Our proposed architecture summarizes the prediction process in several steps (Fig. 2).

Data collection
Data collection is carried out by a set of medical devices that collect health data such as blood pressure, glucose level, sleep patterns, heart rate, and patient weight. These features are necessary to track patient’s health. In the proposed solution, we developed a mobile application that collects health data from patient’s devices and allows people to enter their medical data (such as medical test results) to store them as a csv file and send them to the medical team using their smartphones. Figure 3 explains the interaction between the patient and the medical team.
Data filtration

(a) **Dealing with dataset errors** In this phase, we try to keep track and take a look at the patterns where most errors originate, as this will make it much easier to recognize the correction of erroneous or degenerate information. This is especially important if we need to integrate different arrangements in the model, that is, the framework programs, so that mistakes do not end with a mistake made by different divisions.

(b) **Standardize your processes** It is important to normalize the waypoint and check its meaning. By institutionalizing all information procedure, we ensure a valid transit declaration and reduce the risk of duplication.

(c) **Approve the accuracy** We approve the accuracy of all the information after we cleaned up the current database. Precisely, we find out and put resources into information devices that allow us to gradually clean up the information. Currently, many devices even use AI to test accuracy even more.
(d) **Check for duplicate data** Recognize the copies, as this will save you time when reviewing the information. Therefore, you can keep a strategic distance from the exploration and use of resources in various information cleaning instruments, such as those mentioned above, which can mass decompose raw information and automate the procedure.

Figure 5 illustrates data representation after the filtration process. In this phase, the data is explored and cleaned. Categorical (non-numeric) values were converted to binary fields. Also, non-desirable features were deleted. After exploring the data, no missing values were found. Figures 4 and 5 use an indicator of missing (or NAN) values. Overall, it can be seen that there are no missing values on the dataset after the cleaning process.

**Data Storage**

IPFS is a protocol built on top of BitTorrent [26] and Kademlia DHT [27]. It is based on a distributed system for storing and sharing data in a peer-to-peer network. It uses content-addressing to give a unique identifier for each file. In our system, once data is collected and filtered, we store it in the IPFS in order to ensure distributed storage and high storage throughput and to avoid single point of failure. The data will then be the subject of further analysis using ML algorithms. Another interest of using the IPFS for storage is to be able to combine this work with another previous work that uses Blockchain for security concerns [28]. The idea, is to use Blockchain for storing the hash of data stored in the IPFS to ensure the integrity.

Figure 6 illustrates an overview of the storage process adopted in the Blockchain technology. Five basic steps were presented:
• Step 1: First of all, the transaction (TXn) is initiated and broadcasted to the Blockchain network for treatment. In our case, this transaction will contain the hash of the data.

• Step 2: Once the transaction is received, the nodes participating in the Blockchain network authenticate the digital signature and append the transaction to the previous ones.

• Step 3: Each node tries to create a new block that contains the set of transactions. In the case of Bitcoin, for example, a block is generated each 10 minutes. The process used to create a block in Bitcoin is called proof of work (PoW) and it consists
in using the computing power to solve a mathematical problem. When a node succeeds in creating a block, it sends it to the entire network for verification.

- Step 4: The network verifies the generated PoW to check if the solution is correct or not.
- Step 5: If the given solution is correct, then the block is added to the Blockchain.

**Data analysis**

The Data analysis consists of analyzing data of each patient in order to diagnostically predict whether the patient will develop diabetes in the future. In this work, our ML models are trained and tested using a real diabetes database. Furthermore, the data used in this investigation was acquired from two open databases 'Pima Indians diabetes database' (in the next, we will call it 'Dataset1') and 'Hospital Frankfurt Germany diabetes dataset' (which will be called 'Dataset2'). The sample is 768 and 2000, respectively, with a total of 9 attributes (768, 9) and (2000, 9). Since the two datasets have the same features, we merged them to create a third dataset. The merged dataset consists of 2768 cases with eight features and we will denote it 'Dataset3'.

Attributes include several descriptive measures such as glucose, blood pressure, insulin, age, etc. The features are presented in the table below (Table 2). Patients in the two databases are women over 21 years of age. The implemented models are explained above, and the accuracy of results is compared in the "Discussion" Section.

The data is split into two big groups: diabetic and non-diabetic cases. Figures 7 and 8 illustrate the distribution of the population in each group of study. The figure 7 shows that the Indian dataset contains 500 diabetic and 268 non-diabetic persons. Figure 8 shows that the Frankfurt dataset contains 1316 diabetic and 684 non-diabetic persons.

Once we get the data, we need to analyze the distribution in terms of each feature. In other words, we need to study the distribution of the population of each characteristic used as parameter of prediction. Based on the Dataset1, the results are represented in Figure 9. In this last, the features are shown respectively from the top left as Age, BMI, Blood pressure, Diabetes Pedigree Function, Glucose, Insulin, Outcome, Pregnancies, and Skin Thickness.

| Features                  | Description                                                                 | Index |
|---------------------------|-----------------------------------------------------------------------------|-------|
| Pregnancies               | Number of times pregnant                                                    | 1     |
| Glucose                   | Plasma glucose concentration 2 hours in oral glucose tolerance test         | 2     |
| Blood Pressure            | Diastolic blood pressure (mm Hg)                                            | 3     |
| Skin Thickness            | Triceps skin fold thickness (mm)                                            | 4     |
| Insulin                   | 2-Hour serum insulin (mu U/ml)                                              | 5     |
| BMI                       | Body mass index (weight in kg/height² in m)                                 | 6     |
| Diabetes Pedigree Function| Diabetes pedigree function                                                  | 7     |
| Age                       | Age (years)                                                                 | 8     |
Data exploitation and analysis

In this phase, we need to compare the features with each other. This step is very important because it shows how react conjoint features. It can obtain the statistic link inter-features. Figure 10 resumes the distribution of each with all rest of features using the Dataset1.

Theoretical principles

Theoretical approach

The objective of this work is to build a predictive model in emergency cases caused by diabetes. The predictive model used in this study is the RF algorithm.

DT and RF are now standard methods in supervised learning. They offer many advantages (wide applicability, ease of use, good performance, etc.) and are now commonly used in many fields, particularly in healthcare purposes [29, 30] or to make predictions/estimates [31, 32]. Before presenting these methods in more detail, we define the mathematical framework within which this research fits.

Let $D_n = (X_1, Y_1), ..., (X_n, Y_n)$ n independent copies of the pair of random variables $(X, Y)$. The pair $(X, Y)$ is independent of $D_n$ and its law is unknown. $D_n$ represents the training set.
Denote by $X$ and $Y$ the measurable spaces in which the random variables $X$ and $Y$ respectively live. In this manuscript, we consider the case $X = \mathbb{R}^d$. The variable $X = (X_1, \ldots, X_d)$ denotes the vector of explanatory variables and $Y$ is the response variable.

In this article, we consider the case of supervised classification where $Y$ denotes the class with $Y = 1, \ldots, K, K \geq 2$, and $f^*$ is the Bayes classifier (unknown), defined on $X$ by:

$$f^*(x) = \arg\max_{k \in \{1, \ldots, K\}} P(Y = k | X = x)$$  \hspace{1cm} (1)$$

In each context, the problem is to estimate the link between the vector $X$ and the response variable $Y$, that is, to estimate the function $f^*$ from the data of the training sample $D_n$. An estimator of $f^*$ is a measurable function

$$\hat{f} : (X \times (X \times Y))^n \rightarrow Y$$  \hspace{1cm} (2)$$

which, for any new observation $x$, predicts the value of the response $Y$ by $\hat{f}(x, D_n)$. In the following, we will note for convenience $\hat{f}(x)$. The function $\hat{f}$ is called a prediction rule or a decision rule. A set of reference books deals with the issue of supervised learning; see, for example [33].

In many problems in supervised learning, the explanatory variables can have a group structure. The grouping of variables can be natural or well defined to capture / model the relationships between the different variables. The explanatory variables can

**Fig. 9** Mono distribution in terms of each feature (Age, BMI, Blood pressure, Diabetes Pedigree Function, Glucose, Insulin, Outcome, Pregnancies, Skin Thickness)
act in groups on the response variable. Thus, the exploitation of such a structure can be very useful for building a prediction rule.

In this work, we are interested in the case where the vector $X$ is structured in $J$ known groups. Each one represents a group of patients. We define the $j$-th group $X_j, j = 1, ..., J$, by:

$$X_j = (X_{j1}, X_{j2}, ..., X_{jd_j}),$$  \hfill (3)

where the set $j_1, j_2, ..., j_{d_j} \subseteq 1, ..., d$ denotes the $d_j$ index of the explanatory variables belonging to the group $j, d_j \leq d$. Note that the groups are not necessarily disjoint. The objective is to use this structure to build a prediction rule $\hat{f}$.

**Data pre-processing**

In the previous phases, we have improved the modeling and made it more relevant. Modeling emphasizes the development of predictive or descriptive models according to the previously defined analytical approach. Usually, the modeling process is extremely iterative, as you start with the first version of the prepared dataset, get interim analyzes, and use them to refine the preparation of model data and specifications.
This phase takes advantage of mathematical tools such as statistics, correlations, and visualizations, which can be used to communicate major trends within the data exploitation. A statistical description describes a large and complex dataset using a few key figures. But it is dangerous to rely only on statistical descriptions and ignore the overall distribution.

In Fig. 11, variables were compared and the correlation hypothesis was tested using Dataset1. From the analysis of correlations several hypotheses were proposed about the underlying generation of the dataset. This analysis gave the initial idea of the dataset. As the main focus of this study is emergency diabetes cases identification, the highest correlations with emergency cases measures within the dataset were extracted.

The initial analysis proposes that the most important factor affecting diabetes is glucose level. After data training and the application of the best performing ML algorithm, these results will be compared.

The proposed algorithm
Decision tree
The DT CART is a classification and prediction tool. Its popularity is largely based on its simplicity. A decision tree is made up of a root node through which data is entered, leaf nodes which correspond to a classification of questions, and answers which condition

![Correlation analysis between all features presented in the dataset](image)
the following question. It is an interactive rule-inducing process that leads to a well-justified assignment. The connection of the nodes involves the calculation of various criteria according to the chosen algorithm. There are different algorithms for building decision trees such as ID3, C4.5, CHAID, and CART. This last is represented in the Fig. 12. To construct a CART tree from the data of the training sample $D_n$, the algorithm proceeds in two steps.

- **Step 1:** Development of a maximal tree. This step consists of a recursive and dyadic partitioning of the $X$ data space.
- **Step 2:** Pruning and selection of the final tree. The often too complex maximum tree $T_{\text{max}}$ is generally not optimal within the meaning of a chosen performance criterion (for example in classification, classification error). An excessive number of cuts results in a tree that tends to over-adjust.

**Random forest**

This is an approach based on RF algorithm that consists of aggregating a collection of estimators constructed from bootstrap samples. A RF is an aggregation of random trees. The principle of building a forest is first of all to independently generate a large number (denoted $ntree$) of bootstrap samples $D_n^1, ..., D_n^{ntree}$ by randomly drawing, for each of them, observations (with or without replacement) in the training

![Fig. 12](image-url) An example of a CART tree in binary classification. Each leaf is associated with the best-represented class.
sample $D_n$. Then, $ntree$ decision trees $T_1, \ldots, T^{ntree}$ are built from the bootstrap samples $D_1^n, \ldots, D_{ntree}^n$ and using a variant of CART. In fact, each tree is here constructed as follows. To split a node, the algorithm chooses randomly and without replacement a number $mtry$ of explanatory variables, then it determines the best cut only according to the selected $mtry$ variables. In addition, the constructed tree is fully developed and is not pruned. The RF, denoted by $T_1^n$, is finally obtained by aggregating the $ntree$ trees thus constructed. It defines a prediction rule that corresponds to the empirical mean of the predictions in regression and the majority vote in classification. The construction of Breiman’s RF is described in Fig. 13 (and later in Algorithm Fig. 13).

**Experimental results**

In this context, we take into consideration several parameters in the proposed algorithm.

- The number of trees in the forest. Its default value is 500. Note that this parameter is not really a parameter to calibrate in the sense that a larger value of this parameter will always lead to more stable predictions than a smaller value of this parameter.
• **mtry** number of variables chosen for the division of each node. This is arguably the most important parameter to calibrate as it can greatly influence the performance of the forest.
• **nodesize** minimum number of observations below which a node is no longer split. In this context, the default value for this parameter is $\text{nodesize} = 1$.
• **bn** The number of observations per time unit in each bootstrap sample. By default, each bootstrap sample contains $\text{bn} = n$ observations drawn with replacement in the initial sample $D_n$.

Several authors have been interested in the choice and influence of these parameters ([33] in 2018 and [34] in 2016). In general, the default values of the parameters work well. Indeed, there are few theoretical results available for the Breiman RF. We can nevertheless cite a major result recently established in [35] and focusing on the convergence of RF in the additive model. Theoretical guarantees have also been obtained for simplified versions of the method [36]. A summary of the main theoretical results is illustrated in the algorithm in Fig. 14.

**Model configuration**
The model uses two phases: the training phase and the classification phase (testing phase). Algorithm in Fig. 15 illustrates the update of algorithm in Fig. 14 using the proposed approach.

The model validation technique used for this particular dataset is decomposed as follows: 80% of data is used for training and 20% is held out for testing. After validating the data and training the models optimal configuration these models were tested on 20% holdout sample. The algorithm is tested in (RAM: 8Gb, CPU: Intel core i5-8250U CPU 1.80 GHz). The implementation code is published publicly [37].
Performance analysis
It is very important to test, measure, and monitor the performance of a predictive model before and after deploying it to production. We must then define the measures to be used for the evaluation of this performance.

Confusion matrix
This is an array of size $n \times n$ to visualize the results of predictive models for classification problems. Where $n$ is the number of classes in our datasets. In this matrix, the real target classes are crossed with the predicted classes obtained (see Table 3). This gives

\[
\begin{array}{c|c|c|c|c}
\text{TP} & \text{FP} & \text{FN} & \text{TN} \\
\end{array}
\]

Table 3 Description of the confusion matrix

| TP | FP | FN | TN |
|----|----|----|----|

Fig. 15 The proposed algorithm

Training Phase
Given
- $X$: the objects in the training data set (an $N \times n$ matrix)
- $Y$: the labels of the training set (an $N \times 1$ matrix)
- $L$: the number of classifiers in the ensemble
- $K$: the number of subsets
- $\{\omega_1, \ldots, \omega_c\}$: the set of class labels
For $i = 1 \ldots L$
- Prepare the rotation matrix $R_i^e$:
  - Split $F$ (the feature set) into $K$ subsets: $F_{i,j}$ (for $j = 1 \ldots K$)
  - For $j = 1 \ldots K$
    * Let $X_{i,j}$ be the data set $X$ for the features in $F_{i,j}$
    * Eliminate from $X_{i,j}$ a random subset of classes
    * Select a bootstrap sample from $X_{i,j}$ of size 75% of the number of objects in $X_{i,j}$. Denote the new set by $X_{i,j}'$
    * Apply PCA on $X_{i,j}'$ to obtain the coefficients in a matrix $C_{i,j}$
    - Arrange the $C_{i,j}$, for $j = 1 \ldots K$ in a rotation matrix $R_i$ as in equation (1)
    - Construct $R_i^e$ by rearranging the the columns of $R_i$ so as to match the order of features in $F$.
- Build classifier $D_i$ using $(X R_i^e, Y)$ as the training set

Classification Phase
- For a given $x$, let $d_{i,j}(x R_i^e)$ be the probability assigned by the classifier $D_i$ to the hypothesis that $x$ comes from class $\omega_j$. Calculate the confidence for each class, $\omega_j$, by the average combination method:
  \[
  \mu_j(x) = \frac{1}{L} \sum_{i=1}^{L} d_{i,j}(x R_i^e), \quad j = 1, \ldots, c.
  \]
- Assign $x$ to the class with the largest confidence.
us the number of instances that are correctly classified and the number of misclassified instances.

- TP: this is the number of True Positives, the number of correctly classified positive instances,
- FP: this is the number of False Positives, the number of instances which are not positive and which are predicted to be positive,
- FN: this is the number of False Negatives, the number of non-negative instances classified as negative,
- TN: this is the number of True Negatives, the number of correctly classified negative instances.

In Fig. 16 the confusion matrix of the proposed algorithm applied to the Dataset1 and in Fig. 17 the confusion matrix of the proposed algorithm applied to the Dataset2. They show results for predicted and actual labels. True Positive (TP) presents patients who define the most urgent cases and were correctly determined by the algorithm. True Negative (TN) of patients who present dangerous cases and were correctly determined by the algorithm. False Negative (FN) are the cases that the algorithm predicted they would need to be treated as emergency cases without presenting such dangerous case. And finally, the False Positive (FP) presents patients who need to be alerted as emergency cases, and the algorithm does not. In this case, we must rescale our data so that it fulfills these requirements. The accuracy given by the proposed algorithm was around 85.9% for the Dataset1, 96.4% for the Dataset2, and 99.8% for the Dataset3.

The algorithm places great importance on the ‘Glucose’ feature, but it also chooses ‘BMI’ to be the second most informative feature overall. The randomness in building the algorithm forces the algorithm to consider many possible explanations, the result being
that the proposed algorithm captures a lot of details compared to the conventional RF algorithm. That is due to the ability of the proposed approach to deal with the perturbations that affect generate errors in predictions. It helps more to select and reject unimportant features in the model. To demonstrate more the performance of the proposed algorithm, we compare the results with different algorithms. Next section proceed the comparison of the proposed approach against recent prediction methods for diabetes identification.

Comparison of different ML algorithms
In this part, we give a selection of the most relevant works for predicting diabetes. We also give a comparison of the different ML algorithms used in these works. Tables 4, 5, and 6 give a summary of the studied works and Fig. 18 shows a comparison of the proposed method with recent prediction methods.

In Panwar et al. [11], the authors utilize KNN, The algorithm is arguably a ML algorithm which is considered to be the simplest. Building the model consists only of storing the training dataset. To make a prediction for a new data point, the algorithm looks for the closest data points in the training dataset, its “nearest neighbors”.

Table 4 Summary of the different algorithms on Dataset 1

| Authors              | Year | Algorithm-based | Accuracy |
|----------------------|------|-----------------|----------|
| Yu et al. [41]       | 2010 | SVM             | 73%      |
| Panwar et al. [11]   | 2016 | KNN             | 78%      |
| Ramezankhani et al. [39] | 2016 | DT              | 74%      |
| Mingqi et al. [40]   | 2020 | ADAboost        | 79.2%    |
| Pradhan et al. [42]  | 2020 | ANN             | 80.4%    |
| Tigga et al. [38]    | 2021 | LR              | 75.32%   |
| Ihnaini et al. [24]  | 2021 | DL              | 72.7%    |
| Our proposition      | 2022 | RF              | 85.9%    |

Fig. 17 Output: Confusion matrix of the proposed algorithm applied to the Dataset 2.
The precision was around 78%. Tigga et al. [38] use LR, a popular machine learning classification algorithm to predict the risk of type 2 diabetes among individuals. The aim of this study is to improve prediction so that the LR algorithm can be used on any dataset to give a result with good accuracy 75.32%. Ramezankhani et al. [39] used a large population-based sample in their study. Direct measurements of glucose value and anthropometric indices were used rather than self-reported information for predictor variables and outcome. The study proposes an approach for detecting interactions between predictors. There were no data available on the dietary intake among the participants. The average rate is 74%. Another work by Mingqi et al. [40] utilizes the ADAboost algorithm to perform diabetes dataset. To reduce overfitting, they apply a prior-adjustment of data by limiting the maximum depth or lower the

Table 5 Summary of the different algorithms on Dataset2

| Authors                  | Year | Algorithm-based | Accuracy |
|--------------------------|------|-----------------|----------|
| Malik et al. [21]        | 2021 | RF              | 98.8%    |
| Ihnaini et al. [24]      | 2021 | DL              | 91%      |
| Our proposition          | 2022 | RF              | 99.5%    |

Table 6 Summary of the different algorithms on Dataset3

| Authors                          | Year | Algorithm-based | Accuracy |
|----------------------------------|------|-----------------|----------|
| Yaganteeswarudu et al. [23]      | 2020 | SVM             | 92%      |
| Ihnaini et al. [24]              | 2021 | DL              | 99.6%    |
| Our proposition                  | 2022 | RF              | 99.8%    |

Fig. 18 A comparison of different ML algorithms
learning rate. Through the comparative analysis with the integrated algorithm, they propose an improved feature combination algorithm based on XGBoost. The prediction rate was about 79.2%. The authors in Ref. [41] used SVM algorithms in order to predict diabetes. The SVM models were used to select sets of variables that would yield the best classification of individuals into these diabetes categories. The model overfits quite substantially, with a perfect score in the training set and only a rate of 65% in the testing phase. SVM requires all the features to vary on a similar scale. They need to rescale our data that all the features are approximately on the same scale. The obtained accuracy using the same dataset was 73%. In [42], the accuracy of the MLP is not as good as the other models at all, this is likely due to scaling of the data. ANN also expects all input features to vary in a similar way and ideally to have a mean of 0, and a variance of 1. The obtained overall accuracy by Pradhan et al. [42] is 80.4%. Tables 4, 5, and 6 resume this comparative study based on Dataset1, Dataset2, and Dataset3, respectively. These tables clearly show that the proposed method outperforms the other methods.

Discussion

The proposed algorithm was found to be the best prediction algorithm for the dataset used (Dataset1) compared to the other algorithms cited previously. But it has the disadvantage of being more difficult to interpret. In order to overcome this, several indexes of the importance of the variables are defined. These scores make it possible to establish a hierarchy of explanatory variables based on the importance in relation to answer $Y$. The proposed approach mainly offers two criteria: the importance of Gini and the importance by permutation.

The importance of a variable is first assessed in each tree in the forest. Thus, for a given tree, it corresponds to the overall reduction in impurity, that is, the weighted sum of the reductions in impurity induced when the variable is used to cut a node from the said tree. The Gini importance of a variable is then defined by the average (over all trees in the forest) of the overall impurity reductions. In other words, the permutation importance index is based on the idea that an explanatory variable can be considered important in predicting the $Y$ response if breaking the link between this variable and the $Y$ response deteriorates the quality of the prediction. In this sense, random permutations of the values of the variable are used to mimic the breaking of this link. Formally, the calculation of the measure of importance by permutation for a variable $X_j$ (with $j = 1, ..., d$) consists first of all in defining the out-of-bag (OOB) sample associated with each sample bootstrap [43].

These steps are repeated on all the trees in the forest. The importance index then corresponds to the average over all trees of the increase in error:

$$I_{\text{perm}}(X_j, (T^b)_1^{ntree}) = \frac{1}{ntree} \sum_{b=1}^{ntree} R(T^b, \bar{D}_n^b) - R(T^b, \bar{D}_n^{bj})$$

(4)

If the random permutation of the $j$-th variable induces a large increase in the error then $I_{\text{perm}}(X_j, (T^b)_1^{ntree})$ is large and the variable is considered important. Conversely, if the perturbations do not affect the error, then the permutation importance index of $X_j$ is close to zero and the variable is considered unimportant in predicting the response $Y$. feature
importance rates how important each feature is for the decision a tree makes. It is a number between 0 and 1 for each feature, where 0 means “not used at all” and 1 means “perfectly predicts the target”. The feature importance always sum to 1. In this context, Fig. 19 illustrates the importance of each feature according to the dataset used.

According to the proposed algorithm, the most important features are Glucose, BMI, DPF (Diabetes Pedigree Function) and the Age. Only glucose was recognized as the top features, high that represent high performance in prediction. The proposed algorithm shows the importance and efficiency of ML Algorithm in predicting diabetes and having results that are more precise. The value calculated by the proposed algorithm are listed in Table 7.

**Conclusion and future work**

Diabetes is a chronic disease which causes a lot of death per year. The number of people living with diabetes is increasing each year. It is clear now that the early detection and management of diabetes is the only solution to have a nearly normal life with this illness. The early detection of diabetes is then a very important step for the management
and treatment of diabetes. In this work, we proposed a novel method to efficiently predict diabetes based on a statistical predictive model using the two well-known databases, namely, Pima Indians diabetes dataset and Hospital Frankfurt Germany diabetes dataset. In addition, we created a third dataset by merging these two datasets. The experimental results show that the proposed algorithm outperforms the state of the art methods in terms of accuracy. Based on an adaptive random forest algorithm, the proposed model achieved an accuracy of 85.9% based on the Pima Indian dataset, 99.5% based on the Frankfurt dataset, and 99.8% on the merged dataset. That is due to the process made for data management, storage, and analysis. The system integrates the IoT medical devices with Blockchain and IPFS to securely collect and store data. That makes the mechanism more robust and consistent. At the end, an alarm is transferred to the persons responsible to deal with the urgent cases.

In future work, we plan to address this problem by designing training algorithms that are more suitable for specific city by gathering data from a big area and alert the nearest hospital/family doctor by means of real time monitoring.
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