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FIBERS OF RATIONAL MAPS AND ELIMINATION MATRICES: AN APPLICATION ORIENTED APPROACH

LAURENT BUSÉ AND MARC CHARDIN

Dedicated to David Eisenbud on the occasion of his seventy-fifth birthday.

Abstract. Parameterized algebraic curves and surfaces are widely used in geometric modeling and their manipulation is an important task in the processing of geometric models. In particular, the determination of the intersection loci between points, pieces of parameterized algebraic curves and pieces of algebraic surfaces is a key problem in this context. In this paper, we survey recent methods based on syzygies and blowup algebras for computing the image and the finite fibers of a curve or surface parameterization, more generally of a rational map. Conceptually, the main idea is to use elimination matrices, mainly built from syzygies, as representations of rational maps and to extract geometric informations from them. The construction and main properties of these matrices are first reviewed and then illustrated through several settings, each of them highlighting a particular feature of this approach that combines tools from commutative algebra, algebraic geometric and elimination theory.

1. Introduction

In geometric modeling or closely related domains, parameterized curves or surfaces are used intensively. Actually, 2D and 3D geometric objects are often represented by assembling pieces of algebraic rational curves and surfaces that are called rational Bézier curves and surfaces. Typical examples goes from the letter fonts stored in a computer to a complex CAD model of mechanical pieces (see e.g. [Cox20, Chapter 3] and [Far97, PM10]). In this context, intersection problems between rational curves and surfaces are central questions to be solved. An important problem is to decide whether a point belongs to a given rational curve or surface. There is a huge literature on this topic with quite different types of techniques (see [PM10, Chapter 5] and references therein). Among them, the development of algebraic methods to turn the parametric representation of an algebraic curve or surface into an implicit representation received a lot of attention. This so-called implicitization problem is quite useful, because the membership problem we just mentioned can be decided by means of an evaluation operation, which is much simpler. Mathematical tools for solving the implicitization problem goes back to the elimination theory as developed by Sylvester, Cayley, Dixon and others (see e.g. [Dix09, ZCG98]). A more
modern version, based on resultant theory, can be found in many recent papers and books (see e.g. [CLO98, GKZ94, Jou97]).

From a practical point of view, the implicitization of a rational curve or surface by means of polynomial equation(s), typically the implicit equation \( F(x_0, x_1, x_2) = 0 \) of a rational planar curve, is not enough for solving intersection problems on geometric models. Indeed, as already mentioned, in this field geometric models are built from pieces of rational curves and surfaces. Therefore, given a point on a parameterized curve or surface it is necessary to determine its pre-image(s) via the parameterization in order to decide if it belongs to the piece that is used (see e.g. [SBAD16]). It is clear that an implicit equation does not allow to do that directly as it only detects if a point belongs to the entire algebraic curve or surface. In what follows, we will focus on tools and methods from commutative algebra and algebraic geometry that have been developed in order to not only describe implicit equations of the image of a rational map, but also to analyze and determine the fibers of these rational maps, especially the finite fibers.

The setting we will focus on in this survey is the following. Suppose given a rational map \( \psi : X \rightarrow \mathbb{P}^{r-1}_k \), where \( X \) will be typically a (product of) projective space(s) of dimension \( \leq 3 \) (\( r = 3, 4 \)) over a field \( k \), and assume that it is generically finite onto its image. Then, we would like to detect and compute the finite fibers of \( \psi \). The tools that we will present are deeply rooted in elimination theory with a particular focus on elimination matrices. The simplest examples of such matrices are the famous Sylvester matrix, Dixon matrices [Dix09] or Macaulay matrices [Mac02, Jou97]. The key observation here is to lift the rational map \( \psi \) as a projection from its graph \( \Gamma \) to \( \mathbb{P}^{r-1}_k \), turning this way our problem into the study of a projection (elimination) map. More precisely, there is a diagram

\[
\begin{array}{c}
\Gamma \\
p_1 \downarrow \\
\pi_2 \\
\downarrow \\
X \\
\xrightarrow{\psi} \mathbb{P}_k^{r-1}
\end{array}
\qquad \xrightarrow{X \times_k \mathbb{P}_k^{r-1}}
\]

and we will describe how the fibers of \( \pi_2 \) can be analyzed by means of elimination matrices.

The paper is organized as follows. In Section 2 we set notation and we introduce blowup algebras associated to a rational map \( \psi \), namely the Rees and symmetric algebras, and recall their connection to the graph of \( \psi \). Section 3 is devoted to elimination techniques. We first show how Fitting ideals associated to some graded components of blowup algebras are connected to the image and fibers of a rational map. Then, we explain how the choice of the graded components to be considered is governed by the control of the vanishing of some local cohomology modules. This section ends with an important result showing that for finite fibers the control of this vanishing can be done globally (and not for each point). In Section 4 we derive the first consequences of the above-mentioned methods in the case of curve parameterizations, i.e. the case where the
source is a projective line. Besides the computation of the fibers of such maps, we also provide an estimate of the Castelnuovo-Mumford regularity of rational curves as a by-product of our approach. Section 5 deals with the case of hypersurface parameterizations without base point, i.e. morphisms from $\mathbb{P}^{n-1}$ to $\mathbb{P}^n$. Here, the emphasis is on the use of non linear equations of the Rees algebra in order to get more compact elimination matrices. Then, the case of surface parameterizations is discussed in Section 6, where the presence of finitely many base points is considered. There is also a detailed discussion on the enumeration and determination of positive dimensional fibers of such parameterizations. Finally, the paper ends with Section 7 where the challenging case of 3-dimensional generically finite and dominant rational maps is treated. This setting is actually motivated by the computation of the euclidian distance of a point to a parameterized 3D surface, an important problem in geometric modeling. It will also be the occasion to illustrate how to deal with blowup algebras over multigraded rings.

Works of David Eisenbud were very inspiring while exploring this subject and the title of his beautiful book named ‘The Geometry of Syzygies” fits perfectly our approach, even though he probably had in mind other strong and fruitful relations between geometry and syzygies while choosing this title.

2. Graph of a rational map

Given a rational map, the determination of its image or of the parameters corresponding to one point of its image (the fiber) relies, at least in the algebraic approach that we present, on the choice of compactifications for the source and the target. It turns out in practice that a good choice for compactifying the source could help in speeding up the computations, this choice being adapted to the type of parametrization that is used. For this reason, in this survey we will focus on rational maps of the form

$$\psi : X \rightarrow \mathbb{P}^{n-1}_k$$

$$x \mapsto (f_1(x) : \cdots : f_r(x)),$$

where $X$ is a toric variety given in terms of its Cox ring, over a field $k$. A very important case is when $X = \mathbb{P}^{n-1}_k$ is itself a projective space, but choosing for $X$ a product of projective spaces is also often used.

Recall that a Cox ring is an extension of the usual construction used in the case of a projective space or a product of such spaces [CLS11]. It is given by a grading on a polynomial ring $R$ by an abelian group $G$ (that corresponds to the Picard group of $X$) and a specific monomial ideal $B$ that defines the empty set in $X$. The points of $X$ (in the scheme sense, in other words irreducible reduced subvarieties) correspond to $G$-graded prime ideals and there is a one-to-one correspondence between subschemes of $X$ and $G$-graded $R$-ideals that are $B$-saturated.
Coherent $G$-graded $R$-modules correspond to coherent sheaves on $X$ and graded pieces of their local cohomology with respect to $B$ correspond to sheaf cohomology of corresponding twists of this coherent sheaf, in a very similar way as in the case of a projective space.

Thus, the rational map $\psi$, as defined by (1), corresponds to a tuple of homogeneous polynomials $(f_1, \ldots, f_r)$ of the same degree $d \in G$. This tuple is uniquely determined, up to multiplication by an element in $k \setminus \{0\}$, assuming that the $f_i$’s have no common factor. To understand image and fibers of $\psi$, it is no surprise that the graph of $\psi$ plays a very important role. As we will now see, this graph corresponds to the notion of Rees algebra.

2.1. Graph and Rees algebra. For an ideal $I$ in a ring $R$, the Rees algebra is defined as the subalgebra $\bigoplus_{t \geq 0} I^t T^t \subseteq R[T]$. From this description, it is clear that it is a domain if $R$ is a domain. When $I = (f_1, \ldots, f_r)$ is a graded ideal in a graded ring $R$ and the $f_i$’s are of the same degree $d$, the Rees algebra admits a bigrading as follows. Let $S := R[T_1, \ldots, T_r]$ with the bigrading (i.e. $G \times \mathbb{Z}$-grading) $\deg(T_i) := (0, 1)$ and $\deg(x) := (\deg(x), 0)$ for $x \in R$, then there is a bigraded onto map

$$S = R[T_1, \ldots, T_r] \to \mathcal{R}_I := \bigoplus_t I^t (td)$$

$$T_i \mapsto f_i \in I(d)_0 = I_d.$$

This grading gives $(\mathcal{R}_I)_{\mu,t} = (I^t)_{\mu+td}$ for $t \geq 0$. Moreover, $\mathcal{R}_I = S/\mathfrak{P}$ for some $G \times \mathbb{Z}$-graded prime ideal $\mathfrak{P}$ whose elements are called the equations of the Rees algebra $\mathcal{R}_I$.

As a key property, the Rees algebra $\mathcal{R}_I$ defines the graph of $\psi$. To prove it, notice that the defining ideal of the Rees algebra $\mathfrak{P} \subseteq S$ contains the elements $G_{ij} := f_i T_j - f_j T_i$ for any $i < j$. In particular, off $V(I)$, the Rees algebra coincides with the graph of $\psi$. Thus, the closure $\Gamma$ of the graph in $X \times \mathbb{P}_k^{r-1}$ is the closure of the variety defined by the $G_{ij}$’s in $(X \setminus V(I)) \times \mathbb{P}_k^{r-1}$, which is the one defined by $\mathcal{R}_I$, as $\mathcal{R}_I$ is a domain. We notice that another more geometrical way to state this, is that the Koszul relations $G_{ij}$ define a subscheme of $X \times \mathbb{P}_k^{r-1} = \text{Proj}_{G \times \mathbb{Z}}(S)$ that contains the graph of $\psi$ (more precisely the Zariski closure $\Gamma$ of this graph) as an irreducible component. The following lemma is useful to determine cases where the equations $G_{ij}$ define the Rees algebra (Micali proved that a similar result holds over any commutative ring; see [Mic64, Théorème 1]).

**Lemma 2.1.** Let $R$ be a Cohen-Macaulay local domain and $I = (f_1, \ldots, f_r)$ be a complete intersection ideal of codimension $r$. Then the defining ideal $\mathfrak{P}$ of $\mathcal{R}_I$ is generated by the elements $G_{ij} := f_i T_j - f_j T_i$. 

Proof. Consider the \((2 \times r)\)-matrix
\[
M := \begin{bmatrix} f_1 & \cdots & f_r \\ T_1 & \cdots & T_r \end{bmatrix}.
\]
Let \(J := I_2(M) = (G_{ij})\). The ideals \(\mathfrak{P}\) and \(J\) coincide off \(V(I.S)\), which is of codimension \(r\) in \(S\). As \(\mathfrak{P}\) is of codimension \(r - 1\), it follows that \(J\) has depth at least \(r - 1\). Hence the Eagon-Northcott complex associated to \(M\) is a free \(S\)-resolution of \(J := (G_{ij})\). Thus \(S/J\) is Cohen-Macaulay as well, hence unmixed. As \(J\) and \(\mathfrak{P}\) coincide off \(V(I.S)\), it follows that \(J = \mathfrak{P}\). \(\square\)

2.2. Symmetric algebra. The elements in \(\mathfrak{P}\) of \(T\)-degree 1, that we can write \(\mathfrak{P}^*, 1\), correspond to linear forms \(\sum_i a_i T_i\) with \(a_i \in R\) such that \(\sum_i a_i f_i = 0\), that is to the first syzygies of the given generators of \(I\), written as linear forms of the \(T_i\)'s with coefficients in \(R\), in place of a \(r\)-tuple of elements in \(R\). The surjection \(S/(\mathfrak{P}^*, 1) \to S/\mathfrak{P}\) is an incarnation of the canonical map \(\text{Sym}_R(I) \to R_I\), whose kernel is the non linear part of \(\mathfrak{P}\) (the torsion of the symmetric algebra).

It is important to notice that, locally at a prime \(q \in \text{Spec}(R)\) where \(I\) is a complete intersection, the symmetric and Rees algebras coincide, by Lemma 2.1. This shows that the schemes in \(X \times k^r\) defined by \(\text{Sym}_R(I)\) and \(R_I\) coincide whenever this holds for any \(q \in \text{Proj}_G(R/I)\). In other words,

**Proposition 2.2.** If \(\text{Proj}_G(R/I)\) is locally a complete intersection in \(X\), then
\[
R_I = \text{Sym}_R(I)/H^0_B(\text{Sym}_R(I)).
\]

We notice that the case \(\text{Proj}_G(R/I) = \emptyset\), i.e. \(I\) contains a power of \(B\), is contained in the above proposition.

3. Elimination matrices and fibers of projections

In this section we assume that \(X\) is a product of projective spaces and that the subscheme \(\Gamma \subset X \times \mathbb{P}_k^{r-1}\) is given by finitely many equations that are homogeneous with respect to the \(\mathbb{Z}^s\)-grading of the coordinate ring \(R\) of \(X\). We denote by \(J \subset S = R[T_1, \ldots, T_r]\) the ideal generated by these equations, by \(S\) the quotient ring \(R[T_1, \ldots, T_r]/J\) and by \(B\) the irrelevant ideal associated to \(X\). We also set \(A := k[T_1, \ldots, T_r]\).

3.1. Elimination ideal. Consider the canonical projection \(\pi_2 : X \times \mathbb{P}_k^{r-1} \to \mathbb{P}_k^{r-1}\). It is a classical result that \(\pi_2(\Gamma)\) is closed in \(\mathbb{P}_k^{r-1}\) and is defined by the elimination ideal
\[
\mathfrak{A}(J) := (J : B^\infty) \cap A.
\]

An interesting fact is that the elimination ideal can be connected to the graded components of the quotient ring \(S\).
Lemma 3.1. Assume that $\nu \in \mathbb{N}^s$ is such that $H^0_B(S)_\nu = 0$, then $\mathfrak{A}(J) = \text{ann}_A(S_\nu)$. Moreover, there exists an integer $n_\nu$ such that

$$A(J)^{n_\nu} \subseteq \text{Fitt}_A^0(S_\nu) \subseteq A(J)$$

where $\text{Fitt}_A^0(S_\nu)$ denotes the initial Fitting ideal of the $A$-module $S_\nu$.

Proof. $S' := S/H^0_B(S)$ is generated over $A/\mathfrak{A}(J) = (S'_0)$ by the variables of $R$ and, as $B$ is contained in the ideal generated by any of these $s$ sets of variables of $R$ ($B$ is the intersection of the ideals $B_i$ generated by the sets of variables), $S'$ is saturated with respect to $B_i$. In particular, for any $\nu \in \mathbb{N}^s$ there exists a non zero divisor of degree $\nu$ on $S'$, proving the claimed equality. The inclusions derive from any finite presentation of the $A$-module $S_\nu$. □

Now, for any $\nu \in \mathbb{N}^s$ such that $H^0_B(S)_\nu = 0$, denote by $M_\nu$ a presentation matrix of the $A$-module $S_\nu$:

$$A^b \xrightarrow{M_\nu} A^a \rightarrow S_\nu \rightarrow 0.$$

As a consequence of Lemma 3.1, for any point $p \in \mathbb{P}^{r-1}_k$ the corank of $M_\nu(p)$ (the evaluation of $M_\nu$ at the point $p$) is positive if and only if $p \in \pi_2(\Gamma)$. This result can actually be refined as follows.

3.2. Finite fibers. Let $p \in \mathbb{P}^{r-1}_k$ and denote by $S_p$ the specialization of $S$ at $p$. From the definition of $M_\nu$ and the stability of Fitting ideals under arbitrary base change (which is not the case for annihilators), for any $\nu$, the corank of $M_\nu(p)$ is nothing but the Hilbert function of $S_p$ in degree $\nu$. Thus, if the fiber of $p$ under $\pi_2$ is finite then its Hilbert polynomial is a constant which is equal to the degree of this fiber. The next result shows that the degree $\nu$ such that the Hilbert function of $S_p$ reaches its Hilbert polynomial is globally controlled by the vanishing of the local cohomology of $S$.

Theorem 3.2. Let $\nu \in \mathbb{N}^s$ be such that $H^0_B(S)_\nu = H^1_B(S)_\nu = 0$ and suppose given $p \in \mathbb{P}^{r-1}_k$ such that the fiber $\pi_2^{-1}(p) \subset X$ is finite (a scheme of dimension zero or empty), then

$$\text{corank}(M_\nu(p)) = \text{deg}(\pi_2^{-1}(p)).$$

Sketch of proof. First, Grothendieck-Serre’s formula (see e.g. [BC17, Proposition 4.26]) shows that, for any $\nu \in \mathbb{Z}^s$,

$$\dim_k(S_p)_\nu = \text{deg}(\pi_2^{-1}(p)) + \sum_{i \geq 0} (-1)^i \dim_k H^i_B(S_p)_\nu,$$

and by Grothendieck vanishing theorem $H^i_B(S_p) = 0$ for $i > 1$, as $\pi_2^{-1}(p)$ is of dimension zero or empty (in which case it also holds for $i = 1$).
Let $p$ be the graded ideal defining the point $p$ and let $k_p := A_p/pA_p$ be its residue field. Since $H^i_B(S \otimes_A A_p) \otimes_A A_p$, we may replace $A$ by $A_p$, $S$ by $S \otimes_A A_p$ and $S$ by $S \otimes_A A_p$ to assume that $A$ is local with residue field $k_p$.

Next one uses a construction as in [Cha13, Lemma 6.2] to show the existence, for any finitely generated $S$-module $M$ and $A$-module $N$, of two spectral sequences with same abutment and second terms:

$$\begin{aligned}
\tilde{E}^p_q &= H^p_B(\Tor^A_q(M, N)) \\
\tilde{E}^p_q &= \Tor^A_q(H^p_B(M), N).
\end{aligned}$$

As the support in $S$ of $\Tor^A_q(M, N)$ sits inside the one of $M \otimes_A N$, one deduces by choosing $M := S$ and $N := k_p$, first that $\max\{i \mid H^i_B(S) \neq 0\} = \max\{i \mid H^i_B(S \otimes_A k_p) \neq 0\} = 1$, and then that $H^1_B(S) = 0 \iff H^1_B(S \otimes_A k_p) = 0$ and $H^0_B(S) = H^1_B(S) = 0 \iff H^0_B(S \otimes_A k_p) = 0$. □

4. When the source is $\mathbb{P}^1$

In this section we focus on maps whose source is a projective line, which covers the case of rational curves embedded in a projective space of arbitrary dimension. We first describe how fibers of curve parameterizations can be obtained from elimination matrices, following the methods introduced in Section 3. Then, in the second part of this section we derive an upper bound for the Castelnuovo-Mumford regularity of rational curves by means of similar elimination techniques. The definition of Castelnuovo-Mumford regularity is also quickly reviewed.

4.1. Matrix representations. For simplicity, we deviate from general notations and write $R := k[x, y]$. We suppose given a rational map

$$\psi : \mathbb{P}^1_k \to \mathbb{P}^{r-1}_k$$

$$(x:y) \mapsto (f_1 : \cdots : f_r)$$

where the $f_i$’s are homogeneous polynomials in $R$ of degree $d \geq 1$ without common factor. Then, the image of $\psi$ is a curve $C \subset \mathbb{P}^{r-1}_k$ and $\psi$ is a morphism, in other words it has no base point. A classical intersection theory formula yields the equality

$$\deg(\psi) \deg(C) = d.$$ 

In this setting, the equations of the symmetric algebra of $I = (f_1, \ldots, f_r)$ define the graph of $\psi$, because, as we assume that the $f_i$’s have no common factor, $\psi$ is a morphism. By Hilbert-Burch Theorem, these equations have the following nice structure: there exist non-negative integers $\mu_1, \ldots, \mu_{r-1}$ such that $\sum_{i=1}^{r-1} \mu_i = d$ and $R/I$ has a minimal finite free resolution of the form

$$0 \to \sum_{i=1}^{r-1} R(-d - \mu_i) \xrightarrow{\phi} R(-d) \to I \to 0.$$
The columns of the map $\Phi$ yield a basis of the first syzygy module of $I$. It follows that the forms $L_1, \ldots, L_{r-1}$ defined as

\[
\begin{bmatrix}
L_1 \\
\vdots \\
L_{r-1}
\end{bmatrix}
= \Phi
\begin{bmatrix}
T_1 \\
\vdots \\
T_r
\end{bmatrix}
\]

are defining equations of the symmetric algebra $\text{Sym}_R(I)$. Therefore, for any integer $\nu$ the multiplication map

\[
\bigoplus_{i=1}^{r-1} R_{\nu-\mu_i}[T_1, \ldots, T_r](-1)^{r-1} \frac{(L_1, \ldots, L_{r-1})}{R}[T_1, \ldots, T_r]
\]

is a presentation of $\text{Sym}_R(I)_\nu$ by free graded $A$-modules (recall $A = k[T_1, \ldots, T_r]$). We denote by $M_\nu$ its matrix in some bases and set $B := (x, y)$.

**Proposition 4.1.** For all $\nu \geq \max_{i \neq j} \{\mu_i + \mu_j\}$, $H^0_B(\text{Sym}_R(I)_\nu) = H^1_B(\text{Sym}_R(I)_\nu) = 0$. Hence the matrix $M_\nu$ satisfies

\[
\text{corank}(M_\nu(p)) = \deg(\psi^{-1}(p)), \quad \forall p \in \mathbb{P}^{r-1}_k.
\]

**Proof.** As $L_1, \ldots, L_{r-1}$ form a complete intersection in $\mathbb{P}^1_k \times \mathbb{P}^{r-1}_k$, the claimed vanishing of the local cohomology modules follows from the comparison of two spectral sequences associated to the Čech-Koszul double complex of $L_1, \ldots, L_{r-1}$ (see [Jou80, §2.10]). The property on the corank of the matrix $M_\nu(p)$ then follows from Theorem 3.2. \qed

**Example 4.2** (Plane curves). In the case $r = 3$, the map $\psi$ defines a curve $C$ in the projective plane and $\mu_1 + \mu_2 = d$. In suitable bases, the matrix $M_{d-1}$ is nothing but the Sylvester matrix associated to $L_1$ and $L_2$ and we recover here classical results. In particular, its determinant is equal to $F^{\deg(\psi)}$, where $F$ is an implicit equation of $C$.

**Example 4.3** (Twisted cubic). Consider the following map whose image is the twisted cubic

$\psi : \mathbb{P}^1_k \rightarrow \mathbb{P}^3_k$

$\begin{cases}
(x : y) \mapsto (x^3 : x^2 y : xy^2 : y^3).
\end{cases}$

In this case $\mu_1 = \mu_2 = \mu_3 = 1$ and we get the matrix

$M_1 = \begin{pmatrix}
-T_2 & -T_3 & -T_4 \\
T_1 & T_2 & T_3
\end{pmatrix}.$

Applying Proposition 4.1, we deduce that the twisted cubic is a smooth curve and $\psi$ is an isomorphism, because $\text{corank}(M_1(p)) \leq 1$ for any $p \in \mathbb{P}^3_k$. 

4.2. **Regularity estimate for rational curves.** As illustrated above, presentation matrices of the graded components of the symmetric algebra $\text{Sym}_R(I)$ provide an interesting computational tool to manipulate rational curves. Let us recall the notion of Castelnuovo-Mumford regularity, which controls degrees of generators of an ideal, and much more: degrees of all syzygies (as we will see) and degrees of generators of Groebner bases for reverse lexicographic order and general coordinates.

4.2.1. *The four equivalent definitions of Castelnuovo-Mumford regularity.* Assume $A$ is a Noetherian ring (hence $S = A[x_1, \ldots, x_n]$ as well) and $M$ is a finitely generated graded $S$-module. And assume further that $\deg(x_i) = 1$ for all $i$ and $\deg(a) = 0$ for $a \in A$ (standard grading).

In what follows, we will denote by $K_{\bullet}(f; N)$ the Koszul complex associated to a sequence of elements $f$ on a graded module $N$.

As $K_{\bullet}(x_1, \ldots, x_n; S)$ is a resolution of the $S$-module $A = S/(x_1, \ldots, x_n)$, by definition of Tor functors one has first

$$\text{Tor}^S_i(M, A) \simeq H_i(K_{\bullet}(x_1, \ldots, x_n; M)).$$

By Noetherianity, $\text{Tor}^S_i(M, A)$ is a finitely generated graded $A$-module (hence not zero in only finitely many degrees). If $N$ is a graded module, we set

$$\text{end}(N) := \sup\{\mu \mid N_\mu \neq 0\} \in \mathbb{Z} \cup \{\pm \infty\},$$

write $S_\pm := (x_1, \ldots, x_n)$ and define

$$a^i(M) := \text{end}(H^i_{S_+}(M)) \in \mathbb{Z} \cup \{-\infty\}, \quad b_j(M) := \text{end}(\text{Tor}^S_j(M, R)) \in \mathbb{Z} \cup \{-\infty\}.$$

Recall that, as $M$ is finitely generated, it is generated in degrees at most $b_0(M)$, and this estimate is optimal. We are now ready to introduce regularity (see [CJR13, Proposition 2.4] and [Cha13, §2]).

**Theorem 4.4.** Let $M \neq 0$ be a finitely generated graded $S$-module. Then,

$$\text{reg}(M) := \max_i \{a^i(M) + i\} = \max_j \{b_j(M) - j\} = \min\{\sup_{F^M_j} b_0(F^M_j) - j\}$$

$$= \min\{\max_{F^M_j} b_0(F^M_j) - j\} \in \mathbb{Z},$$

where $F^M_{\bullet}$ runs over graded free $S$-resolutions of $M$.

Notice that $a^i(M) = -\infty$ unless $0 \leq i \leq n$ and that $b_j(M) = -\infty$ unless $0 \leq j \leq n$. However, $F^M_j$ could be non zero for any $j$, even if $F^M_{\bullet}$ is a minimal resolution over a local ring $A$, unless $A$ is local regular (in which case $F^M_j = 0$ for $j > n + \dim A$, if $F^M_{\bullet}$ is minimal).
Remark 4.5. (1) If $A$ is local (or *local : graded with a unique graded maximal ideal) and $F^M_\bullet$ is a minimal graded free $S$-resolution of $M$, then

$$\text{reg}(M) = \max_j \{ b_0(F^M_j) - j \} = \max_{j \leq n} \{ b_0(F^M_j) - j \}.$$

(2) If $d := \text{cd}_{S_+}(M) := \max \{ i \mid H^i_{S_+}(M) \neq 0 \}$ denotes the cohomological dimension of $M$ relatively to $S_+$, then

$$\text{reg}(M) = \max_{n-d \leq j \leq n} \{ b_j(M) - j \}.$$

For instance, whenever $A$ is a field and $M$ is Cohen-Macaulay of dimension $d$,

$$\text{reg}(M) = b_n - d(M) - n + d.$$

Recall that for a Noetherian local ring $(A, m)$ and a finitely generated $A$-module $M$, $\text{cd}_m(M) = \dim M := \dim(A/\text{ann}_A(M))$: the cohomological dimension with respect to the maximal ideal is the dimension of the support of the module.

Let us briefly present the geometrical interpretation of the cohomological dimension with respect to $S_+$. For any prime ideal $p \in \text{Spec}(A)$, set $k_p := A_p/pA_p = \text{Frac}(A/p)$. The stalk of $\mathcal{F} := \tilde{M}$ at $V(p)$ is the sheaf defined on $\mathbb{P}^{n-1}_{\text{Spec}(A_p)}$ by $M \otimes A_p$. The fiber of $\mathcal{F}$ at the corresponding point is the sheaf defined on $\mathbb{P}^{n-1}_{k_p}$ by $M \otimes A k_p$, with the usual abuse of notations $\mathbb{P}^{n-1}_{k_p} := \mathbb{P}^{n-1}_{\text{Spec}(k_p)}$.

The following result shows in particular that, in our situation, the cohomological dimension is the maximal dimension of the fibers of the family of sheaves given by $\mathcal{F}$ (plus one, as there is a difference of 1 between the dimension of a graded module and the one of the sheaf on the projective sheaf it represents).

Lemma 4.6 ([Cha13, Proposition 6.3]). (1) For any $p \in \text{Spec}(A)$,

$$H^i_{S_+}(M) \otimes_A A_p \simeq H^i_{S_+}(M \otimes_A A_p).$$

(2) If $(A, m, k)$ is local, then

$$d := \max_{p \in \text{Spec}(A)} \{ \dim(M \otimes_A A_p/pA_p) \} = \max \{ i \mid H^i_{S_+}(M \otimes_A k) \neq 0 \} = \max \{ i \mid H^i_{S_+}(M) \neq 0 \},$$

and $H^d_{S_+}(M) \otimes_A k \simeq H^d_{S_+}(M \otimes_A k)$.

Hence, by (1) and (2), $\text{cd}_{S_+}(M)$ is the maximal dimension over the prime ideals $p$ of $A$ (equivalently among the maximal ideals) of the modules $M \otimes_A A_p/pA_p$. In other words, it is one more than the maximal dimension of support of the fibers of the family of sheaves $\mathcal{F}$ over $\text{Spec}(A)$.

The notion of regularity extends to Cox rings, taking cohomology with respect to $B$ or more generally with respect to any graded $S$-ideal; we refer the reader to [MS04] and [BC17].
4.2.2. The regularity estimate for rational curves. For the case of rational curves in a projective space, the next result gives another application of the matrices introduced in Section 4.1, for Castelnuovo-Mumford regularity estimation. The proof is very much related to the original argument of L’vovsky [Lvo96], which itself relies on work of Gruson, Lazarsfeld and Peskine [GLP83]; our presentation has a more ring theoretic flavor.

**Theorem 4.7.** Let \( \psi : \mathbb{P}^1_k \longrightarrow \mathbb{P}^{r-1}_k \) be a morphism defined by \((f_1, \ldots, f_r)\) and \( I_C \) be the defining ideal of the image of \( \psi \). If \( \psi \) is birational to its image, then \( \sum_{i=1}^{r-1} \mu_i = d \) and

\[
\text{reg}(I_C) \leq \max_{i \neq j} \{\mu_i + \mu_j\}.
\]

In particular, \( \text{reg}(S/I_C) \leq \deg(C) - \text{codim}(C) \) if the \( f_i \)’s are linearly independent (in other words, if the curve \( C \) is not sitting in any hyperplane).

**Proof.** Let \( \rho := \max_{i \neq j} \{\mu_i + \mu_j\} \). From Proposition 4.1, it follows that \( H^0_{(x,y)}(S_I)_\mu = 0 \) for \( \mu \geq \rho - 1 \), in particular \( (S_I)_\mu = (R)_\mu \) for \( \mu \geq \rho - 1 \). This provides a presentation for the \( A \)-module \((R)_\rho^{-1} \):

\[
\oplus_i A[x,y]_{\rho-1-\mu_i} \longrightarrow A[x,y]_{\rho-1} \longrightarrow (R)_\rho^{-1} \longrightarrow 0
\]

where, for \( j \) corresponding to \( x^a y^b \in A[x,y]_{\rho-1-\mu_i} \) one has \( x^a y^b L_i = \sum_{i=1}^{\rho} x^{i-1} y^{\rho-i} L_{ij}(T_1, \ldots, T_r) \). We now use the graded presentation of the \( A \)-module \((R)_\rho^{-1} \) as above

\[
A[-1]^N \xrightarrow{\Psi} A^\rho \longrightarrow (R)_\rho^{-1} \longrightarrow 0
\]

where \( \Psi \) is the matrix of the linear forms \( L_{ij} \). The ideal \( J := \text{Fitt}_A^0((R)_\rho^{-1}) \) is an ideal of \( A \) generated in degree \( \rho \) (by the maximal minors of \( \Psi \)). Let \( n := (T_1, \ldots, T_r) \) be the graded irrelevant ideal of \( A \). The conclusion will derive easily from the two following observations: (1) \( J = I_C \cap a \) with \( V(a) \) supported on the finitely many points of \( C \) where \( \psi \) is not locally invertible (and thus an isomorphism), (2) \( \text{reg}(J_{\text{sat}}) \leq \rho \).

Indeed, \( J_{\text{sat}} = I_C \cap a' \) with \( V(a) = V(a') \), and the exact sequence

\[
0 \longrightarrow I_C/J_{\text{sat}} \longrightarrow S/J_{\text{sat}} \longrightarrow S/I_C \longrightarrow 0
\]

provides an exact sequence

\[
H^1_n(S/J_{\text{sat}}) \longrightarrow H^1_n(S/I_C) \longrightarrow H^2_n(I_C/J_{\text{sat}}) = 0
\]

and an isomorphism \( H^2_n(S/I_C) \simeq H^2_n(S/J_{\text{sat}}) \), proving that \( \text{reg}(I_C) \leq \text{reg}(J_{\text{sat}}) \).
To prove (1) notice that if \( z \in C \) is such that \( \pi := \Gamma \to C \) is locally an isomorphism at \( z = V(p) \), then \( \mathcal{R}_I \otimes_A A_p \simeq (A/I_C)_p[x] \) - in other words, the defining ideal of \( \mathcal{R}_I \) over \( (A/I_C)[x, y] \) contains an equation \( fx + gy \) with \( f, g \in A/I_C \) and \( g \not\in p \). Hence, for any \( \mu \geq 0 \), \( (\mathcal{R}_I \otimes_A A_p)_\mu \simeq A_p/(I_C)_p \) admits a presentation

\[
A_p^i \xrightarrow{\Theta} A_p \longrightarrow (\mathcal{R}_I \otimes_A A_p)_\mu \longrightarrow 0,
\]

where the entries of \( \Theta \) are generators of \( I_C \otimes_A A_p \). It follows that \( J \otimes_A A_p = I_C \otimes_A A_p \), as Fitting ideals are independent of the presentation. This proves (1).

We now prove (2). The Eagon-Northcott complex \( E_\bullet \) of the matrix \( \Psi \) has the form :

\[
\cdots \longrightarrow A[-\rho - 1]^{a_2} \longrightarrow A[-\rho]^{a_1} \longrightarrow A.[\rho] \longrightarrow 0.
\]

We consider the double complex \( C_n^\bullet(E_\bullet) \) to estimate the regularity of \( H_0(E_\bullet) = A/J \), where the notation \( C_n^\bullet(\cdot) \) stands for the Čech complex with respect to the ideal \( n \). Setting \( H_i := H_i(E_\bullet) \), the two spectral sequences have respective second pages :

\[
\begin{array}{ccccccc}
\cdots & H_0^0(H_2) & H_1^0(H_1) & (A/J) & 0 & \cdots & 0 \\
\cdots & H_0^1(H_2) & H_1^1(H_1) & (A/J) & 0 & \cdots & 0 \\
\cdots & H_0^2(H_2) & H_1^2(H_1) & (A/J) & \cdots & H_i(H_n^\mu(E_\bullet)) & \cdots \\
\cdots & 0 & 0 & 0 & \cdots & 0 & \cdots
\end{array}
\]

As a consequence, \( H_0^2(A/J) \simeq H_{n-2}(H_n^\mu(E_\bullet)) \) and \( H_{n-1}(H_n^\mu(E_\bullet))_\mu = 0 \) implies that \( H_1^\mu(A/J)_\mu = 0 \). But \( H_n^\mu(E_p) \simeq H_n^\mu(A[-\rho-p+1]^{a_p}) \) for \( p \geq 1 \) vanishes in degrees \( > \rho + p - 1 - n \). This shows that \( H_1^\mu(A/J)_\mu = 0 \) for \( \mu > \rho - 2 \) and \( H_2^\mu(A/J)_\mu = 0 \) for \( \mu > \rho - 3 \). Hence \( \text{reg}(S/J^{sat}) \leq \rho - 1 \), as claimed. \( \square \)

5. Morphisms from \( \mathbb{P}^{n-1}_k \) to \( \mathbb{P}^n_k \)

A morphism has no base point and hence only has finite fibers. In this section, we will consider morphisms associated to hypersurface parameterizations and present some results that partially extends to more general situations, in particular to rational maps whose base locus is of dimension zero (see [BCS10, Section 4]). We keep notations as in Section 2; we consider a
The original approach of Jouanolou in this situation was to notice first that the Rees algebra is the saturation of the symmetric algebra, i.e. \( R/I \simeq \text{Sym}_R(I)/H^0_\mathfrak{m}(\text{Sym}_R(I)) \) with \( \mathfrak{m} = (x_1, \ldots, x_n) \), and second that \( \text{Sym}_R(I) \) admits a resolution by the approximation complex of cycles, whose graded components provide free \( A \)-resolutions of \( \text{Sym}_R(I)_{\mu,*} \). Hence, given \( \mu \geq 0 \) such that \( H^0_\mathfrak{m}(\text{Sym}_R(I))_{\mu,*} = 0 \), one gets a (minimal) free \( A \)-resolution of the \( A \)-module \( (R/I)_{\mu,*} \), whose annihilator is the ideal of the image.

We briefly recall what the approximation complex (of cycles) is. The two Koszul complexes \( K_*(f; S) \) and \( K_*(T; S) \) where \( f := (f_1, \ldots, f_{n+1}) \) and \( T := (T_1, \ldots, T_{n+1}) \), have the same modules \( K_p = \bigwedge^p S^{n+1} \simeq S^{(n+1)} \) and differentials \( d^T \) and \( d^s \), respectively. Set \( Z_p(f; S) := \ker(d^T_p) \).

It directly follows from the definitions that \( d^T_{p-1} \circ d^T_p + d^T_p \circ d^T_{p-1} = 0 \), so that \( d^T_p(Z_p(f; S)) \subset Z_{p-1}(f; S) \). The complex \( Z_* := (Z_*(f; S), d^T_*) \) is the \( Z \)-complex associated to the \( f_i \)’s. Notice that \( Z_p(f; S) = S \otimes_R Z_p(f; R) \), \( Z_0(f; R) = R \), \( Z_1(f; R) = \text{Syz}_R(f_1, \ldots, f_{n+1}) \), and the map \( d^T_1 \) is defined by

\[
\begin{align*}
  d^T_1 : S \otimes_R \text{Syz}_R(f_1, \ldots, f_{n+1}) & \rightarrow S \\
  (a_1, \ldots, a_{n+1}) & \mapsto a_1 T_1 + \cdots + a_{n+1} T_{n+1}.
\end{align*}
\]

The following result, that holds for any finitely generated ideal \( I \) in a commutative ring \( R \), shows the intrinsic nature of the homology of the \( Z \)-complex, it is a key point in proving results on its acyclicity (see [HSV83, Section 4]).

**Theorem 5.1.** \( H_0(Z_*) \simeq \text{Sym}_R(I) \) and the homology modules \( H_i(Z_*) \) are \( \text{Sym}_R(I) \)-modules that only depend upon \( I \subset R \), up to isomorphism.

Now, we consider graded pieces :

\[
Z^\nu_*: \cdots \rightarrow A \otimes_k Z_2(f; R)_\nu + 2d \xrightarrow{d^T_2} A \otimes_k Z_1(f; R)_\nu + d \xrightarrow{d^T_1} A \otimes_k Z_0(f; R)_\nu \rightarrow 0
\]

where \( Z_p(f; R)_\nu + pd \) is the part of \( Z_p(f; R) \) consisting of elements of the form \( \sum a_{i_1, \ldots, i_p} e_{i_1} \wedge \cdots \wedge e_{i_p} \) with the \( a_{i_1, \ldots, i_p} \)'s all of the same degree \( \nu \). Busé and Jouanolou proved in [BJ03, Theorem 5.2 and Proposition 5.5] that (we refer the reader to [GKZ94, Appendix A] for the notion of determinant of complexes) :
Proposition 5.2. \( Z \) is acyclic and for any \( \nu \geq (n-1)(d-1), H^0_m(\text{Sym}_R(I))_{\nu,v} = 0 \). Hence, for such an integer \( \nu \), \( Z^\nu \) is a minimal free \( A \)-resolution of \( (R I)_{\nu,v} \) and \( \det(Z^\nu) = H^\delta \), where \( H \) is the equation of the image and \( \delta \) the degree of the map \( \psi \) onto its image.

In addition, it can be seen that for these degrees \( \nu \), the fibers of \( \psi \) can be obtained by means of elimination matrices. More precisely, let \( M_\nu \) be a matrix of the first map of the complex \( Z^\nu \), i.e. the map of free \( A \)-modules

\[
Z^\nu_1 = A \otimes_k Z_1(f; R)_{\nu+v+d} \xrightarrow{d_1^{T}} Z_0^\nu = A \otimes_k R_{\nu}.
\]

Proposition 5.3. Let \( \nu \geq (n-1)(d-1) \) and suppose given \( p \in \mathbb{P}^n_k \), then \( \text{corank}(M_\nu(p)) = \deg(\psi^{-1}(p)) \).

Proof. As the matrix \( M_\nu \) is a presentation matrix of the \( A \)-module \( \text{Sym}_R(I)_{\nu,v} \), according to Theorem 3.2 one has to prove that \( H^i_m(\text{Sym}_R(I))_{\nu,v} = 0 \) for \( i = 0,1 \) and for all \( \nu \geq (n-1)(d-1) \). This follows from Proposition 5.2 for \( i = 0 \) and the case \( i = 1 \) can be proved in the same vain; we refer the reader to the proof of [BBC14, Proposition 5]. \( \square \)

A useful structural result to go further, in particular to get more compact elimination matrices, is the following. Recall that \( \mathfrak{p} \) denotes the defining ideal of the Rees algebra \( R_I \) in \( S = R[T_1, \ldots, T_{n+1}] \). We define \( \mathfrak{p}(\ell) \) as the ideal generated by equations of the Rees algebra of \( T \)-degree at most \( \ell \). In particular \( \text{Sym}_R(I) = S/\mathfrak{p}(1) \) and \( R_I = S/\mathfrak{p}(\ell) \) for \( \ell \gg 0 \).

Proposition 5.4 ([BCS10, Corollary 1]). For every \( \nu \geq \nu_0(I) := \text{reg}(I) - d \), the \( A \)-module \( (R_I)_{\nu,v} \) admits a minimal graded free \( A \)-resolution of the form

\[
\cdots 
\rightarrow Z_3^\nu \rightarrow \cdots \rightarrow Z_2^\nu \rightarrow Z_1^\nu \oplus_{\ell=2}^n \mathfrak{p}(\ell)/\mathfrak{p}(\ell-1)_{\nu} \rightarrow Z_0^\nu
\]

with \( Z_1^\nu = A \otimes_k Z_1(f; R)_{\nu+v} \).

Notice that \( Z_1^\nu = (\mathfrak{p}(1)/\mathfrak{p}(0))_{\nu} \). In comparison with the admissible degrees in Proposition 5.2, the gain is potentially quite big in terms of the range of degrees it concerns due to the following:

Lemma 5.5 ([BCS10, Corollary 3]). The threshold degree \( \nu_0(I) \) defined in Proposition 5.4 satisfies the inequalities

\[
\left\lfloor \frac{(n-1)(d-1)}{2} \right\rfloor \leq \nu_0(I) \leq (n-1)(d-1).
\]

Moreover, the equality on the left holds if the forms \( f_1, \ldots, f_{n+1} \) are sufficiently general and \( k \) has characteristic 0.
Above the threshold degree $\nu_0(I) := \text{reg}(I) - d = \text{reg}(R/I) + 1 - d$, the following nice property holds:

\[
(3) \quad (\mathfrak{p}(\ell)/\mathfrak{p}(\ell-1))_\nu \simeq (H_1)_{\nu+\ell d} \otimes_k A[-\ell], \quad \forall \nu \geq \nu_0(I), \quad \forall \ell > 1,
\]

where the brackets stand for degree shifting in the $T_i$'s and $H_1$ denotes the homology module of the Koszul complex $K_*(f; R)$. It turns out that the isomorphism (3) is very explicit: given a non-Koszul syzygy $s := (h_1, \ldots, h_{n+1})$ with $\deg(h_i) = \nu + (\ell - 1)d$, which corresponds to an element in $(H_1)_{\nu+\ell d}$, or equivalently to the class to the degree $h_iT_1 + \cdots + h_{n+1}T_{n+1}$ in $\mathfrak{p}(1)/\text{im}(d_\ell^T)$, one can write $h_i = \sum_{|\alpha|=\ell-1} c_{i,\alpha} f^\alpha$ as

\[
\deg(h_i) \geq \nu_0(I) + (\ell - 1)d = \text{reg}(R/I) + 1 + (\ell - 2)d \geq \text{reg}(R/I^{\ell-1}) + 1 = \text{end}(R/I^{\ell-1}) + 1
\]

(see [Cha07, Theorem 1.7.1] for the last above inequality). The map sends $s$ to the element $\sum_{i} \sum_{\alpha} c_{i,\alpha} T_i^\alpha$. In the other direction, one writes (the class) of an element of $(\mathfrak{p}(\ell)/\mathfrak{p}(\ell-1))_\nu$ in the form $\sum_{i} \sum_{\alpha} b_{i,\alpha} T_i^\alpha$ and maps it to $(\sum_{\alpha} b_{1,\alpha} f^\alpha, \ldots, \sum_{\alpha} b_{n+1,\alpha} f^\alpha)$. After checking that both maps are well-defined, it is clear that one is the inverse of the other. They are called upgrading and downgrading maps (which refers to the degree in the $T_i$'s of the elements).

One can interpret (3) as a description of the graded strands of $\mathcal{R}_I$ in degrees at least the threshold degree $\nu_0(I)$ purely in terms of syzygies: the non-linear equations are all obtained by upgrading some non-Koszul syzygies, and this is a one-to-one correspondence. For the cases of small dimension, it was already observed previously that incorporating quadratic relations allowed to work in degrees smaller than $(n - 1)(d - 1)$, hence provides matrix representations of smaller size (but with quadratic, or linear and quadratic entries); see e.g. [CGZ00, Cox01, BCD03]. In the general case, the following result holds.

**Theorem 5.6.** For every $\nu \geq \nu_0(I)$, a matrix $M_\nu$ of the $A$-linear map (extracted from (2))

\[
(4) \quad \bigoplus_{\ell=1}^n (\mathfrak{p}(\ell)/\mathfrak{p}(\ell-1))_\nu \longrightarrow R_\nu[T] = A^{(\nu+n-1)}_{\nu-1}
\]

is a matrix representation of the fibers of $\psi$: for any $p \in \mathbb{F}_k^n$, $\text{corank}(M_\nu(p)) = \deg(\psi^{-1}(p))$. Furthermore, for $\ell > 1$, $k$-bases of $(\mathfrak{p}(\ell)/\mathfrak{p}(\ell-1))_\nu$ and $(H_1)_{\nu+\ell d}$ are in one-to-one correspondence via the upgrading and downgrading maps described above.

**Proof.** The algebra $S^{(\nu)} := S/(\mathfrak{p}_{*,1} + \mathfrak{p}_{\geq \nu,*}) = \text{Sym}_R(I)/H_0^m(\text{Sym}_R(I))_{\geq \nu,*}$ satisfies the equalities $H_0^m(S^{(\nu)})_{\geq \nu,*} = 0$ and $H_0^m(S^{(\nu)}) = H_0^m(\text{Sym}_R(I))$ for $i > 0$. As $H_i^m(\text{Sym}_R(I))_{\geq \nu,*} = 0$ for $i > 0$ by [BCS10, Theorem 1], the conclusion follows from [Cha13, 6.3] since $H_i^m(S^{(\nu)})_{\geq \nu,*} = 0$ for all $i$. □
Remark 5.7. In the particular case of a general map from $\mathbb{P}^2_k$ to $\mathbb{P}^3_k$ ($n = 3$), Theorem 5.6 provides a square matrix of quadrics which is a matrix representation of the fibers: the determinant is the equation of the image and ideals of minors of different sizes yield a filtration of fibers by their degrees; see [BCS10, §5] for more details.

6. When the source is of dimension 2

In this section we consider the case of a rational map $\psi: \mathbb{P}^2_k \dashrightarrow \mathbb{P}^3_k$ defined by four homogeneous polynomials $f_1, \ldots, f_4$ of the same degree $d \geq 1$. Following the discussion in Section 2.2, the geometric picture is reflected by the inclusions $\Gamma \subseteq W \subset \mathbb{P}^2_k \times_k \mathbb{P}^3_k$, with $\Gamma = \text{Proj}(R/I)$ and $W = \text{Proj}(S_I)$. We are seeking informations on both the image and the fibers of the second canonical projection $\pi$ from $\Gamma$ to $\mathbb{P}^3_k$.

Following Proposition 2.2, whenever $\text{Proj}(R/I) \subseteq \mathbb{P}^2_k$ is empty or locally a complete intersection (for instance reduced, as it is of dimension zero) then $\Gamma = W$. Actually, components of $W$ can be easily described: besides $\Gamma$, they only differ by linear subspaces of the form $\{p\} \times L_p$ where $p$ is a point where $V(I)$ is not locally a complete intersection. Two cases happen:

- $V(I)$ is locally defined at $p$ by the four equations, and not less, in which case $L_p = \mathbb{P}^3_k$ and therefore $\pi(W) = \mathbb{P}^3_k$,
- $V(I)$ is locally defined at $p$ by three equations, in which case $L_p$ is a hyperplane whose equation is given by the specialization at $p$ of any syzygy that do not specialize to 0, equivalently the specialization of a local relation expressing one $f_i$ in terms of the other three. It can be verified (see [BCJ09, Lemma 6]) that this component has multiplicity equal to the difference between the Hilbert-Samuel local multiplicity of the ideal and its colength (these being equal if and only if $I$ is locally a complete intersection).

We keep notations as above, in particular $I = (f_1, \ldots, f_4)$ is a graded ideal of $R$ generated in degree $d$. Recall that $a^i(M) := \text{end}(H^i_m(M))$ and $a^*(M) := \max \{a^i(M)\}$, with $m = (x_1, x_2, x_3)$. Finally, in a local ring the notation $\mu(N)$ denotes the minimal number of generators of the module $N$.

In view of applying Theorem 3.2, a crucial step is to estimate the vanishing degree of local cohomology with respect to $m$, which is reflected in the regularity of $S_I$ as a $\mathbb{Z}$-graded $A[x_1, x_2, x_3]$-module ($\deg(x_i) = 1$).

Proposition 6.1 ([BBC14, Proposition 5]). Assume that $\dim(R/I) \leq 1$ and $\mu(I_p) \leq 3$ for every prime ideal $m \supset p \supset I$, then $a^*(S_I) + 1 \leq \nu_0 := 2(d - 1) - \text{indeg}(I^{\text{sat}})$, and

$$\text{reg}(S_I) \leq \nu_0,$$

unless $I$ is a complete intersection of two forms of degree $d$. 

Notice that if $I$ is a complete intersection of two forms, it defines a surjective map from $\mathbb{P}^2_k$ to $\mathbb{P}^1_k$ that has no finite fiber. We will be interested by the case where $\psi$ is generically finite. To understand and compute fibers, Fitting ideals plays a key role.

6.1. Fitting ideals associated to $\psi$. From the properties of matrix representations of $\psi$, we see that for all $\nu \geq \nu_0$ the Fitting ideal $\text{Fitt}^0_A((S_I)_\nu)$ is supported on $W$ and hence provides a scheme structure on $W$. Following [Tei77] and [EH00, V.1.3], it is called the Fitting image of $S_I$ by $\pi$.

Remark 6.2. Observe that by definition, the ideals $\text{Fitt}^0_A((S_I)_\nu)$ depend on the integer $\nu$ (it is generated in degree $\nu$) whereas $\text{ann}_A((S_I)_\nu) = I_Z$, with $Z := \pi(W)$ defined by the elimination ideal, for all $\nu \geq \nu_0$.

We can push further the study of $\text{Fitt}^0_A((S_I)_\nu)$ by looking at the other Fitting ideals $\text{Fitt}^i_A((S_I)_\nu)$, $i > 0$, since they provide a natural stratification:

$$\text{Fitt}^0_A((S_I)_\nu) \subset \text{Fitt}^1_A((S_I)_\nu) \subset \text{Fitt}^2_A((S_I)_\nu) \subset \cdots \subset \text{Fitt}^\binom{\nu+2}{2}_A((S_I)_\nu) = A.$$  

These Fitting ideals are actually closely related to the geometric properties of the parameterization $\psi$. For simplicity, the Fitting ideals $\text{Fitt}^i_A((S_I)_\nu)$ will be denoted $\text{Fitt}^i(\psi)$. We recall that $\text{Fitt}^i(\psi) \subset A$ is generated by all the minors of size $\binom{\nu+2}{2} - i$ of any $A$-presentation matrix of $(S_I)_\nu$.

Example 6.3. Consider the following parameterization of the sphere

$$\psi : \mathbb{P}^2_C \longrightarrow \mathbb{P}^3_C$$

$$(x_1 : x_2 : x_3) \mapsto (x_1^2 + x_2^2 + x_3^2 : 2x_1x_3 : 2x_1x_2 : x_1^3 - x_2^3 - x_3^3).$$

It has two base points. Following Theorem 3.2 and Proposition 6.1, matrix representations $M_\nu$ have the expected properties for all $\nu \geq 2 - 1 = 1$. The computation of $M_1$ yields

$$M_1 = \begin{pmatrix}
0 & T_2 & T_3 & -T_1 + T_4 \\
T_2 & 0 & -T_1 - T_4 & T_3 \\
-T_3 & -T_1 - T_4 & 0 & T_2
\end{pmatrix}.$$  

A primary decomposition of the $3 \times 3$ minors of $M_1$, i.e. $\text{Fitt}^0(\psi)$, gives

$$(T_1^2 - T_2^2 - T_3^2 - T_4^2) \cap (T_3T_2, T_1^2 + 2T_1T_4 + T_4^2),$$

which corresponds to the implicit equation of the sphere plus one embedded double point $(1 : 0 : 0 : -1)$. Now, a primary decomposition of the $2 \times 2$ minors of $M_1$, i.e. $\text{Fitt}^1(\psi)$, is given by

$$(T_3, T_2, T_1 + T_4) \cap (T_4, T_3^2, T_2T_3, T_1T_3, T_2^2, T_1T_2, T_1^2),$$
which corresponds to the same embedded point \((1 : 0 : 0 : -1)\) plus an additional component supported at the origin. Finally, the ideal of 1-minors of \(M_1\), i.e. \(\text{Fitt}_1^1(\psi)\), is supported at \(V(T_1, \ldots, T_4)\) and hence is empty as a subscheme of \(\mathbb{P}^3_k\).

The point \((1 : 0 : 0 : -1)\) is actually a singular point of the parameterization \(\psi\) (but not of the sphere itself). Indeed, the line \(L = (0 : x_2 : x_3)\) is a \(\mathbb{P}^1\) that is mapped to the point \((x_2^2 + x_3^2 : 0 : 0 : -(x_2^2 + x_3^2))\). In particular, the base points of \(\psi\), namely \((0 : 1 : i)\) and \((0 : 1 : -i)\), are lying on this line, and the rest of the points are mapped to \((1 : 0 : 0 : -1)\). Outside \(L\) at the source and \(P\) at the target, \(\psi\) is an isomorphism.

Applying Theorem 3.2 with the estimate of Proposition 6.1 gives the following result that explains the phenomenon just noticed in the example:

**Theorem 6.4.** Let \(\pi : W \to \mathbb{P}^3_k\) be the second canonical projection of \(W \subset \mathbb{P}^2_k \times \mathbb{P}^3_k\) and \(p \in \mathbb{P}^3_k\). If \(\dim \pi^{-1}(p) \leq 0\) then, for all \(\nu \geq \nu_0 := 2(d - 1) - \text{indeg}(I^{\text{sat}})\),

\[
(5) \quad p \in V(\text{Fitt}_\nu^i(\psi)) \iff \deg(\pi^{-1}(p)) \geq \nu + 1.
\]

In other words, for any \(\nu \geq \nu_0\), the Fitting ideals of a matrix representations stratify the fibers of dimension zero (or empty) by their degrees. One could also remark that the existence of base points improves the value of \(\nu_0\) (\(\text{indeg}(I^{\text{sat}}) = 0\) when \(V(I) = \emptyset\)); furthermore, it was proved in [BCJ09, Proposition 2] that the value of \(\nu_0\) is sharp in some sense.

### 6.2. One dimensional fibers

When \(p\) is such that the fiber has dimension one, then Theorem 3.2 does not apply and in fact fails without further assumptions. In the special case we are considering, one can nevertheless obtain good estimates for the regularity. One way to see this uses the fact that such a fiber corresponds to a special form of the ideal, namely:

**Lemma 6.5** ([BBC14, Lemma 10]). Assume that the \(f_i\)'s are linearly independent, the fiber over \(p := (p_1 : p_2 : p_3 : p_4) \in \mathbb{P}^3_k\) is of dimension 1, and its unmixed component is defined by \(h_p \in R\). Let \(\ell_p\) be a linear form with \(\ell_p(p) = 1\) and set \(\ell_i(T_1, \ldots, T_4) := T_i - p_i \ell_p(T_1, \ldots, T_4)\). Then, \(h_p = \gcd(\ell_1(f), \ldots, \ell_4(f))\) and

\[
I = (\ell_p(f)) + h_p(g_1, \ldots, g_4)
\]

with \(\ell_i(f) = h_p g_i\) and \(\ell_p(g_1, \ldots, g_4) = 0\). In particular

\[
(\ell_p(f)) + h_p(g_1, \ldots, g_4)^{\text{sat}} \subseteq I^{\text{sat}} \subseteq (\ell_p(f)) + (h_p).
\]

In [BBC14, Theorem 12] an estimate on the regularity of the specialization of the symmetric algebra and of its Hilbert function (the one of the fiber) is derived, which is at least one less than the one given for fibers of dimension zero. However, this does not provide a very easy way to determine or control the fibers of dimension one.
We now turn to this question using Lemma 6.5 and Jacobian matrices. Let \( Z \) be the finite set of points \( p \in \mathbb{P}^3_k \) having a 1-dimensional fiber. Notice that the unmixed part (i.e. purely 1-dimensional part) of a fiber of \( \pi : W \to \mathbb{P}^3_k \) or \( \pi' : \Gamma \to \mathbb{P}^3_k \) are equal, as the fibers may only differ at points where \( V(I) \) is not locally a complete intersection.

Choose a linear form \( \ell = \lambda_1 T_1 + \cdots + \lambda_4 T_4 \), with \( \lambda_i \in k \), not vanishing at any point of \( Z \) (i.e. a plane that does not meet \( Z \)) with non zero first coefficient (a general form for instance) and set \( f := \lambda_1 f_1 + \cdots + \lambda_4 f_4 \). Then for any point \( p \in Z \) with a fiber whose unmixed part is defined by \( h_p \in R \), there exists \( g_{p,1}, g_{p,2}, g_{p,3} \) such that:

\[
I = (f) + (h_p)(g_{p,1}, g_{p,2}, g_{p,3})
\]

Examples show that for 4 forms of degree \( d \), one can find birational morphisms with a least \( 2d - 2 \) distinct 1-dimensional fibers, hence at least this number of distinct decompositions of this type (private communication of M. Chardin and Hoa Tran Quang). On the other hand, the following result gives an upper bound and a way to determine the 1-dimensional fibers:

**Theorem 6.6** ([CCT21, 4.4]). Let \( J(f) \) be the Jacobian matrix of the \( f_i \)'s. Then the ideal \( I_3(J(f)) \) of maximal minors of this \( 3 \times 4 \) matrix is generated by 4 forms of degree \( 3(d - 1) \). If not all zero, the GCD \( F \) of these 4 forms is divisible by \( \prod_{z \in Z} h_z \), hence:

\[
\sum_{z \in Z} \deg(h_z) \leq \deg F \leq 3(d - 1) - \text{indeg(Syz}(I))
\]

(the degree of a homogeneous syzygy \( \sum a_i f_i = 0 \) is \( \deg(a_i) \) for any \( i \)).

We notice that if the characteristic is zero, the Jacobian ideal is not zero, and this also holds if the characteristic of \( k \) doesn't divide \( d \) and \( k(X) \) is separable over \( k(f) \) (in other words \( \pi \) is generically étale). The simplest proof of this theorem is by choosing the generators in the above form for a given \( z \in Z \), then to verify that \( h_z \) divides each maximal minor (in fact a little more is true, see [CCT21]) and to conclude using the fact that \( h_z \) and \( h_{z'} \) have no common factor if \( z \neq z' \). The improvement from \( 3(d - 1) \) comes from the fact that maximal minors provide a syzygy of the \( f_i \)'s via the Euler formula, thus a GCD \( F \) of high degree will provide a syzygy of small degree for the \( f_i \)'s.

**Question 6.7.** At this moment, we are not aware of an example with \( \sum_{z \in Z} \deg(h_z) > 2d - 2 \), and wonder if this can hold or not.

Theorem 6.6 can be seen as a particular case of the following result for a rational map \( \psi \) from \( \mathbb{P}^n_k \) to \( \mathbb{P}^n_k \), defined on the complement \( \Omega_{\psi} \) of the base locus of \( \psi \). It could be used to detect subvarieties in \( \mathbb{P}^n_k \) that are contracted to lower dimensional ones by \( \psi \) (see [CCT21, 2.3]):
**Proposition 6.8.** Suppose that $V$ is a subvariety of $\mathbb{P}^m_k$ such that $V \cap \Omega_\Psi \neq \emptyset$ and let $r := \dim V - \dim \psi(V)$. Then $V \subset V(I_{m-r+2}(J(f)))$, where $I_{m-r+2}(J(f))$ is the ideal generated by the $(m-r+2)$-minors of $J(f)$.

7. When the base locus is of positive dimension

In this section, we consider the case of a parameterization whose source is of dimension three. This problem has been recently considered in [BBCY20] in order to compute the orthogonal projections of a point in space onto a parameterized algebraic surface. The main idea is to consider the congruence of the normal lines of the surface. Indeed, given a rational surface in projections of a point in space onto a parameterized algebraic surface. The main idea is to consider the congruence of the normal lines $\Psi$ is a rational map from $X \times \mathbb{P}^1_k$ to $\mathbb{P}^3_k$ and the orthogonal projections of a point $p \in \mathbb{P}^2_k$ on $X$ are in correspondence with the pre-images of $p$ via $\Psi$. In comparison with the previous cases where the source was of dimension one or two, here the base locus may have a one-dimensional component. In what follows we review the results obtained in [BBCY20] with a particular focus on the new techniques that are used to tackle this new difficulty. It will also provide us the opportunity to illustrate how to work with blowup algebras over multigraded rings.

Thus, we consider a homogeneous parameterization

$$\Psi : X \times \mathbb{P}^1_k \longrightarrow \mathbb{P}^3_k$$

$$\xi \times (\vec{t} : t) \mapsto (\Psi_1 : \Psi_2 : \Psi_3 : \Psi_4),$$

where $X$ stands for the spaces $\mathbb{P}^2_k$ or $\mathbb{P}^1_k \times \mathbb{P}^1_k$ over an algebraically closed field $k$, and the $\Psi_i$’s are homogeneous polynomials in the coordinate ring of $X \times \mathbb{P}^1_k$. The coordinate ring $R_X$ of $X$ is equal to $k[w, u, v]$ or $k[\vec{u}, u; \vec{v}, v]$, respectively, depending on $X$. The coordinate ring of $\mathbb{P}^1$ is denoted by $R_1 = k[\vec{t}, t]$ and hence the coordinate ring of $X \times \mathbb{P}^1_k$ is the polynomial ring $R := R_X \otimes_k R_1$. The polynomials $\Psi_1, \Psi_2, \Psi_3, \Psi_4$ are hence multihomogeneous polynomials of the same degree $(d, e)$, where $d$ refers to the degree with respect to $X$, which can be either an integer $d$ if $X = \mathbb{P}^2_k$, or either a pair of integers $(d_1, d_2)$ if $X = \mathbb{P}^1_k \times \mathbb{P}^1_k$.

7.1. The base locus. We assume that $\Psi$ is a dominant map. We denote by $I$ the ideal of $R = R_X \otimes R_1$ generated by the defining polynomials of the map $\Psi$, i.e. $I := (\Psi_1, \Psi_2, \Psi_3, \Psi_4)$. The irrelevant ideal of $X \times \mathbb{P}^1_k$ is denoted by $B$; it is equal to the product of ideals $(w, u, v) \cdot (\vec{t}, t)$ if $X = \mathbb{P}^2_k$, or to the product $(\vec{u}, u) \cdot (\vec{v}, v) \cdot (\vec{t}, t)$ if $X = \mathbb{P}^1_k \times \mathbb{P}^1_k$. The notation $I^{\text{sat}}$ stands for the saturation of the ideal $I$ with respect to the ideal $B$, i.e. $I^{\text{sat}} = (I : B^\infty)$.

The base locus of $\Psi$ is the subscheme of $X \times \mathbb{P}^1_k$ defined by the ideal $I$; it is denoted by $\mathcal{B}$. Without loss of generality, $\mathcal{B}$ can be assumed to be of dimension at most one, but the presence of a curve component is a possibility after factoring out the gcd of the $\Psi_i$’s. When $\dim(\mathcal{B}) = 1$
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we denote by \( C \) its top unmixed one-dimensional curve component. We will need the following definition.

**Definition 7.1.** The curve \( C \subset X \times \mathbb{P}^1_k \) has no section in degree \( < (a, b) \) if for any \( \alpha < a \) and \( \beta < b \), \( H^0(C, \mathcal{O}_C(\alpha, \beta)) = 0 \).

7.2. **Fibers.** As we already mentioned previously, a proper definition of the fiber of a point under \( \Psi \) requires to consider the graph of \( \Psi \) and its closure \( \Gamma \subset X \times \mathbb{P}^1_k \times \mathbb{P}^3_k \). Thus, the fiber of a point \( p \in \mathbb{P}^3_k \) is the subscheme

\[
(7) \quad \mathfrak{F}_p := \text{Proj}(\text{Rees}_R(I) \otimes \kappa(p)) \subset X \times \mathbb{P}^1_k,
\]

where \( \kappa(p) \) denotes the residue field of \( p \). As the equations of the Rees algebra \( \text{Rees}_R(I) \) are in general very difficult to get we also consider the corresponding symmetric algebra \( \text{Sym}_R(I) \) of the ideal \( I \) and hence, as a variation of (7) we introduce the subscheme

\[
(8) \quad \mathfrak{L}_p := \text{Proj}(\text{Sym}_R(I) \otimes \kappa(p)) \subset X \times \mathbb{P}^1_k
\]

that we call the linear fiber of \( p \). We emphasize that the fiber \( \mathfrak{F}_p \) is always contained in the linear fiber \( \mathfrak{L}_p \) of a point \( p \), and that they coincide if the ideal \( I \) is locally a complete intersection at \( p \) (see Proposition 2.2).

7.3. **The main theorem.** Theorem 3.2 can be used to analyze finite linear fibers of \( \Psi \) following the ideas we introduced in previous sections. In particular, a similar analysis of the regularity of these fibers can be done but there is an additional difficulty that is appearing if there exists a curve component \( C \) in the base locus \( \mathcal{B} \). In order to describe the multidegrees for which the matrices \( M_{(\mu, \nu)} \) (see Theorem 3.2) of the map \( \Psi \) yield a representation of its finite fibers, we introduce the following notation.

**Notation 7.2.** Let \( r \) be a positive integer. For any \( \alpha = (\alpha_1, \ldots, \alpha_r) \in (\mathbb{Z} \cup \{-\infty\})^r \) we set

\[
E(\alpha) := \{ \zeta \in \mathbb{Z}^r \mid \zeta_i \geq \alpha_i \text{ for all } i = 1, \ldots, r \}.
\]

It follows that, for any \( \alpha \) and \( \beta \) in \( (\mathbb{Z} \cup \{-\infty\})^r \), \( E(\alpha) \cap E(\beta) = E(\gamma) \) where \( \gamma_i = \max\{\alpha_i, \beta_i\} \) for all \( i = 1, \ldots, r \), i.e. \( \gamma \) is the maximum of \( \alpha \) and \( \beta \) component-wise.

**Theorem 7.3** ([BBCY20, Theorem 8]). Assume that we are in one of the two following cases:

(a) The base locus \( \mathcal{B} \) is finite, possibly empty,
(b) \( \dim(\mathcal{B}) = 1 \), \( C \) has no section in degree \( < (0, e) \) and locally at every point \( q \in \text{Proj}(R) = X \times \mathbb{P}^1_k \), the ideal \( I_q \) is generated by at most three elements.
Let $p$ be a point in $\mathbb{P}^3_k$ such that $\mathcal{L}_p$ is finite, then
\[
\text{corank } M_{(\mu, \nu)}(p) = \deg(\mathcal{L}_p)
\]
for any degree $(\mu, \nu)$ such that
\[
\bullet \quad \text{if } X = \mathbb{P}^2_k, (\mu, \nu) \in E(3d - 2, e - 1) \cup E(2d - 2, 3e - 1).
\]
\[
\bullet \quad \text{if } X = \mathbb{P}^1_k \times \mathbb{P}^1_k,
\]
\[
(\mu, \nu) \in E(3d_1 - 1, 2d_2 - 1, e - 1) \cup E(2d_1 - 1, 3d_2 - 1, e - 1) \cup E(2d_1 - 1, 2d_2 - 1, 3e - 1).
\]

7.4. Idea of the proof of the main theorem. If the base locus $B$ of $\Psi$ is composed of finitely many points, then the proof of Theorem 7.3 goes along the same lines as the usual strategy developed in [BJ03, BC03, Bot11]. However, if there exists a curve component in $B$ then an additional difficulty appears. Indeed, if $\dim(B) = 0$ then $H_2^B(H_i) = 0$ for all $i$, where $H_j$ denotes the homology module of the Koszul complex $K_\bullet$ of the $\Psi_i$’s over $R$ and $H_0^B(-)$ the local cohomology modules with respect to the irrelevant $B$. If $\dim(B) = 1$ then it is necessary to control the multidegree at which these homology modules vanish. Following [BBCY20], we describe the main steps and tools to determine such multidegrees.

Proposition 7.4 ([BBCY20, Proposition 10]). For any integer $i$, let $\mathcal{R}_i \subseteq \mathbb{Z}^r$ be a subset satisfying
\[
\forall j \in \mathbb{Z} : \mathcal{R}_i \cap \text{Supp}(H^j_B(K_{i+j})) = \emptyset.
\]
Then, if $\dim B \leq 1$ the following properties hold for any integer $i$:

- For all $\mu \in \mathcal{R}_{i-1}$, $H^1_B(H_i) \mu = 0$.
- There exists a natural graded map $\delta_i : H^0_B(H_i) \to H^2_B(H_{i+1})$ such that $(\delta_i)\mu$ is surjective for all $\mu \in \mathcal{R}_{i-1}$ and is injective for all $\mu \in \mathcal{R}_i$.

In particular,
\[
H^0_B(H_i) \mu \simeq H^2_B(H_{i+1}) \mu \text{ for all } \mu \in \mathcal{R}_{i-1} \cap \mathcal{R}_i.
\]

The regions $\mathcal{R}_i$ are obtained by the computation of cohomology of a product of projective spaces that is as follows in our case (recall that the Koszul modules $K_{i+j}$ are direct sums of shifted copies of $R$)

Lemma 7.5 ([Bot11, §6]). First, $H^1_B(R) = 0$ for all $i \neq 2, 3, 4$. In addition, if $X = \mathbb{P}^2_k$ then $R_X = k[w,u,v]$ and
\[
H^1_B(R) \simeq R_X \otimes \tilde{R}_1, \quad H^3_B(R) \simeq \tilde{R}_X \otimes R_1, \quad H^4_B(R) \simeq \tilde{R}_X \otimes \tilde{R}_1
\]
where $\tilde{R}_1 = \frac{1}{tt} k[t^{-1}, t^{-1}]$ and $R_X = \frac{1}{wuv} k[w^{-1}, u^{-1}, v^{-1}]$. 

If $X = P^1_k \times P^1_k$ then $R_X = R_2 \otimes R_3$, where $R_2 = k[u,v], R_3 = k[u,v]$, and

$$H^2_B(R) \simeq \bigoplus_{\{i,j,k\} = \{1,2,3\}} \bar{R}_i \otimes R_j \otimes R_k,$$

$$H^3_B(R) \simeq \bigoplus_{\{i,j,k\} = \{1,2,3\}} R_i \otimes \bar{R}_j \otimes R_k, \quad H^4_B(R) \simeq \bar{R}_1 \otimes \bar{R}_2 \otimes \bar{R}_3,$$

where $\bar{R}_2$ and $\bar{R}_3$ are defined similarly to $\bar{R}_1$.

For the control of vanishing degrees of $H^2_B(H_i)$, a key ingredient is Serre duality. To be more precise, we have the following lemma that we state in a little more generality, when $P = P^n_1 \times \cdots \times P^n_r$ is a product of projective spaces.

**Lemma 7.6** ([BBCY20, Lemma 13]). Assume that $\dim(B) = 1$ and that the $s + 1$ forms $\Psi_1, \ldots, \Psi_{s+1}$ are of the same degree $\delta$. Let $C$ be the unmixed curve component of $B$ and set $p := s - \dim P + 2$ and $\sigma := (s + 1)\delta - (n_1 + 1, \ldots, n_r + 1)$. Then, for all $\mu \in \mathbb{Z}^r$,

$$H^2_B(H_p) \mu \simeq H^0(C, \mathcal{O}_C(-\mu + \sigma))^\vee.$$

In particular, if $C$ has no section in degree $< \mu_0$, for some $\mu_0 \in \mathbb{Z}^r$, then

$$H^2_B(H_p) \mu = 0 \text{ for all } \mu \in \mathbb{E}((s + 1)\delta - (n_1, \ldots, n_r) - \mu_0).$$

**Proof.** As locally at a closed point $x \in P$, the $\Psi_i$'s contain a regular sequence of length $s - 1$, and of length $s$ unless $x \in C$, by [BH93, §1-3] there are isomorphisms

$$\widetilde{H}^2(B_p(\sigma)) \simeq \operatorname{Ext}^{s-1}_S(S/I, \omega_S) \simeq \operatorname{Ext}^{s-1}_S(S/I_C, \omega_S) \simeq \omega_C$$

from which we deduce that

$$H^2_B(H_p) \mu \simeq \bigoplus_{\mu} H^1(C, \omega_C(\mu - \sigma)).$$

Now, applying Serre’s duality Theorem [Har77, Corollary 7.7] we get

$$H^1(C, \omega_C(\mu - \sigma)) \simeq H^0(C, \mathcal{O}_C(-\mu + \sigma))^\vee,$$

which concludes the proof. \qed

**Lemma 7.7** ([BBCY20, Lemma 14]). In the setting of Lemma 7.6, let $s = \dim P$ and let $I'$ be an ideal generated by $s$ general linear combinations of the $\Psi_i$'s. If $I'^{\text{sat}} = I^{\text{sat}}$ then for all $\mu \in \mathbb{Z}^r$ there exists an exact sequence

$$H^0(C, \mathcal{O}_C(-\mu - \delta + \sigma))^\vee \rightarrow H^2_B(H_1) \mu \rightarrow H^2_B(S/I) \mu - \delta \rightarrow 0.$$
In particular, if \( C \) has no section in degree \( < \mu_0 \), for some \( \mu_0 \in \mathbb{Z}^r \), then

\[
H^2_B(H_1)_{\mu} = 0, \quad \forall \mu \in \mathbb{E}(s\delta - (n_1, \cdots, n_r) - \mu_0) \cap (\delta + R_{-2}).
\]

Proof. We will denote by \( H'_i \) the \( i \)-th homology module of the Koszul complex associated to \( I' \subset R \). By [BH93, Corollary 1.6.13] and [BH93, Corollary 1.6.21] we have the following graded exact sequence

\[
0 \to M \to H'_1 \to H_1 \to H'_0(\delta) \to N \to 0
\]

with the property that the modules \( M \) and \( N \) are supported on \( V(B) \), which implies that \( H^i_B(M) = H^i_B(N) = 0 \) for \( i \geq 1 \).

This implies that the sequence

\[
H^2_B(H'_1) \to H^2_B(H_1) \to H^2_B(H'_0(-\delta)) \to 0
\]

is exact. By Lemma 7.6, \( H^2_B(H'_1)_{\mu} \simeq H^0(\mathcal{C}, \mathcal{O}_C(-\mu - \delta + \sigma))^\vee \) and one verifies that the equalities \( H^2_B(H'_0(-\delta)_{\mu} = H^2_B(S/I)(-\delta)_{\mu} = 0 \) hold for all \( \mu - \delta \in R_{-2} \). \( \square \)

From here, the proof of Theorem 7.3 follows by the usual consideration of the Cech-Koszul spectral sequences associated to the approximation complex of cycles of \( I \) and comparison between cohomology of Koszul cycles and homologies (see [BBCY20, §4.2] for more details).

### 7.5. Curve with no section in negative degree.

To apply Theorem 7.3 it is necessary that the curve component in the base locus, if any, has no section in negative degrees. Therefore, we now discuss when such a property holds.

A reduced irreducible scheme of positive dimension in a projective space has no section in negative degrees, this is due to the fact that the section ring is finite over \( R \) and has no non-zero nilpotent element. Over a product of projective spaces it is typically not the case that the section ring is finitely generated, unless the scheme is a product of projective schemes. However, for instance using Veronese-Segre embeddings, one can easily show that it has no section in degrees \( < 0 \) (all degree is strictly negative), which is sufficient for several applications.

An interesting question is anyhow to understand in which multidegrees a scheme could have sections in a product of projective schemes, and a closely related question (equivalent for schemes satisfying \( S_2 \)) is to determine in what twists the top cohomology of the canonical module is not zero. Another related issue is to understand, for a projective scheme, if it has sections in negative degrees and what is the geometric meaning of these. In this direction, we reproduce a result (together with a proof) showing that symbolic powers of prime ideals determines schemes with no sections in negative degrees (unless it is of dimension zero).
Lemma 7.8. Let $k$ be a field, $C$ a geometrically reduced curve in $\mathbb{P}^n_k$ and $t > 0$. Then, the natural map

$$H^0(\mathbb{P}^n_k, \mathcal{O}_C(t)) \to H^0(\mathbb{P}^n_k, \mathcal{O}_{C(t-1)})$$

is injective for $\nu < t - 1$. In particular $H^0(\mathbb{P}^n_k, \mathcal{O}_C(t)) = 0$ for $\nu < 0$ and $H^0(\mathbb{P}^n_k, \mathcal{O}_C(t)) = H^0(\mathbb{P}^n_k, \mathcal{O}_C)$. 

Proof. This is clear for $t = 1$. Let $t \geq 2$. Write $I$ for the defining ideal of $C$ and $\omega_{A/I(j)} := \text{Ext}_A^{-1}(A/I(j), \omega_A)$. For any $\nu$, $(\omega_{A/I(j)})_\nu = H^0(\mathbb{P}^n_k, \omega_{C(j)}(\nu))$ and setting $-\nu := \text{Hom}_k(-, k)$,

$$H^0(\mathbb{P}^n_k, \mathcal{O}_{C(j)}(\nu)) = H^1(\mathbb{P}^n_k, \omega_{C(j)}(-\nu)) = H^2_m(A/I{j})_{-\nu}.$$

Consider the exact sequence

$$0 \to \omega_{A/I(t-1)} \to \omega_{A/I(t)} \to \text{Ext}_A^{-1}(I(t-1)/I(t), \omega_A) \to \text{Ext}_A^n(A/I(t-1), \omega_A).$$

As $\text{Ext}_A^n(A/I(t-1), \omega_A)$ has finite length and the other three modules are Cohen-Macaulay of dimension two, it gives rise to an exact sequence,

$$0 \to \text{im}(\psi) \to H^2_m(\omega_{A/I(t-1)}) \to H^2_m(\omega_{A/I(t)}) \to H^2_m(\text{Ext}_A^{-1}(I(t-1)/I(t), \omega_A)) \to 0$$

and it remains to show that $H^2_m(\text{Ext}_A^{-1}(I(t-1)/I(t), \omega_A))_\nu = 0$ for $\nu > 1 - t$.

First notice that $\text{Ext}_A^{-1}(I(t-1)/I(t), \omega_A) \simeq \text{Ext}_A^{-1}(I(t-1)/I^t, \omega_A) \simeq \text{Ext}_A^{-1}(\text{Sym}_A^{-1}(I/I^2), \omega_A)$, as $I$ is generically a complete intersection. There is an exact sequence

$$0 \to K \to I/I^2 \to A/I[-1]^{n+1} \to \Omega_{A/I} \to 0$$

where $K$ is supported on the locus where $C$ is not a complete intersection. Furthermore, locally on the smooth locus of $C$, $\delta$ is split injective. One deduces an exact sequence,

$$0 \to K_t \to \text{Sym}_{A/I}^{-1}(I/I^2) \to \text{Sym}_{A/I}^{-1}(A/I[-1]^{n+1}) = A/I[-t+1]^{(n+t-1)/n},$$

with $K_t$ supported on the non complete intersection locus of $C$ and $\text{coker}(\delta_t)$ of dimension two. This in turn gives an exact sequence

$$\omega_{A/I[t-1]}^{(n+t-1)/n} \to \text{Ext}_A^{-1}(\text{Sym}_{A/I}^{-1}(I/I^2), \omega_A) \to \text{Ext}_A^n(\text{coker}(\delta_t), \omega_A).$$

As $\text{Ext}_A^n(\text{coker}(\delta_t), \omega_A)$ is of dimension at most 1, it follows that the natural map

$$H^2_m((\omega_{A/I[t-1]})^{(n+t-1)/n}) \to H^2_m(\text{Ext}_A^{-1}(\text{Sym}_{A/I}^{-1}(I/I^2), \omega_A))$$

is onto. On the other hand, $H^2_m(\omega_{A/I})_\nu \simeq H_0(\mathbb{P}^n_k, \mathcal{O}_C(-\nu))^\vee = 0$ for $\nu > 0$ as $C$ is reduced. Therefore $H^2_m(\text{Ext}_A^{-1}(\text{Sym}_{A/I}^{-1}(I/I^2), \omega_A))_\nu = 0$ for $\nu > 1 - t$, and the result follows. $\square$
As, by Bertini theorem, the general hyperplane section $Y = X \cap H$ of a (geometrically) reduced scheme $X$ is a (geometrically) reduced scheme of dimension one less and $Y(t) = X(t) \cap H$, the exact sequence

$$0 \longrightarrow H^0(\mathbb{P}_k^n, \mathcal{O}_{X(t)}(\nu - 1)) \longrightarrow H^0(\mathbb{P}_k^n, \mathcal{O}_{X(t)}(\nu)) \longrightarrow H^0(\mathbb{P}_k^n, \mathcal{O}_{Y(t)}(\nu))$$

gives by induction on the dimension:

**Theorem 7.9.** If $X$ is a geometrically reduced scheme with all irreducible components of positive dimension and $t > 0$, then

$$H^0(\mathbb{P}_k^n, \mathcal{O}_{X(t)}(\nu)) = 0, \quad \forall \nu < 0,$$

and $H^0(\mathbb{P}_k^n, \mathcal{O}_{X(t)}) = k$ if $X$ is equidimensional and connected in codimension one.

In the case $X$ is irreducible and locally a complete intersection, and $k$ has characteristic zero, the above result follows from the generalization of Kodaira vanishing proved in [BBL+19, Theorem 1.4] : $H^\ell(\mathbb{P}_k^n, \mathcal{O}_{X(t)}(\nu)) = 0$ for all $\nu < 0$ and $\ell < \text{codim}(\text{Sing}(X))$.
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