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Abstract

We study constructing an algebraic curve from a Riemann surface given via a translation surface, which is a collection of finitely many polygons in the plane with sides identified by translation. We use the theory of discrete Riemann surfaces to give an algorithm for approximating the Jacobian variety of a translation surface whose polygon can be decomposed into squares. We first implement the algorithm in the case of $L$ shaped polygons where the algebraic curve is already known. The algorithm is also implemented in any genus for specific examples of Jenkins–Strebel representatives, a dense family of translation surfaces that, until now, lived squarely on the analytic side of the transcendental divide between Riemann surfaces and algebraic curves. Using Riemann theta functions, we give numerical experiments and resulting conjectures up to genus 5.

1 Introduction

We present an algorithm with numerical experiments as a step in bridging the transcendental divide between Riemann surfaces and algebraic curves. The classical equivalence of Riemann surfaces and algebraic curves leaves a divide in the sense that it is non-trivial to determine the exact curve associated to a Riemann surface. This becomes transcendental as connecting a Riemann surface to an algebraic curve utilizes Riemann theta functions. In our case we use discrete harmonic functions to approximate the Jacobian variety of the algebraic curve of a translation surface and the theta functions to understand these approximations.

A translation surface is obtained by identifying edges of finitely many polygons in the plane with complex translations. This identification of polygons builds a Riemann surface $X$, or equivalently a complex algebraic curve. The surface $X$ naturally comes equipped with a nonzero holomorphic 1-form $\omega$, given locally by $dz$, with $2g - 2$ zeroes located at the vertices of the polygons, where $g$ is the genus of $X$. One method to obtain an equation for the underlying algebraic curve of a translation surface is to first find a basis of the space of holomorphic one-forms on $X$. This space identifies a canonical model of the curve in some projective space. For instance, if the translation surface has extra automorphisms the basis of holomorphic one-forms can be determined exactly \cite{DM21, Rod13, Sil06}. Instead
of requiring extra symmetries, we here aim to construct an algebraic curve explicitly from a translation surface by approximating the Riemann matrix.

Recall that a Riemann matrix $\tau$ associated to an algebraic curve $C$ is defined by integrating a canonical basis of holomorphic differentials over the cycles forming a homology basis for the curve. The matrix $\tau$ data defines the Jacobian variety of $C$, namely the quotient $C^g/(\mathbb{Z}^g + \tau \mathbb{Z}^g)$. The Torelli theorem states that the curve $C$ is determined by its Jacobian variety. In practice, one can construct Riemann matrices given an algebraic curve [Dv01], and, less trivially, given $\tau$ reconstruct the algebraic curve at least in low genus [AÇE21]. We will approximate the Riemann matrix from a translation surface and then utilize tools from numerical algebraic geometry to approximate the underlying curve.

The key instruments of our approach are discrete Riemann surfaces. They can be thought as discrete counterparts of the Riemann surfaces in discrete complex analysis [Smi10]. All notions such as Riemann matrices and holomorphic differential forms have corresponding discretizations. An important result in the literature of discrete Riemann surfaces, which is fundamental for the present study, uses discrete energies to prove convergence of the discrete Riemann surfaces to the underlying Riemann surface. In particular the discrete Riemann matrices converge to a Riemann matrix [BB21] of the Riemann surface. Our experiments employ compact Riemann surfaces given by quadrangulations based on theory developed in [BG17]. In the case of [BG17], convergence of the discrete Riemann matrices to a Riemann surface is not known in full generality, but our results give evidence for a potential result on convergence of the period matrices of [BG17].

A fairly technical algorithm to compute discrete Riemann matrices when the discrete complex structure is given by triangulations was presented in [BMS11]. In contrast to the previous work, we present Algorithm 3.1 to be accessible to a large variety of mathematical audiences. Algorithm 3.1 inputs a translation surface as a polygon, a level of approximation, and outputs the associated discrete Riemann matrix. The given polygon must be able to be divided into squares. Moreover one must place an initial bipartite graph on the square tiled polygons, which means that the vertices are either black and white, and no two vertices of the same color are connected by an edge. The bipartite graph must be chosen so that all identified vertices of the translation surface are the same color. The rest is to find the correct basis of homology which respects the pairings given in the translation surface.

We present two concrete implementations of Algorithm 3.1. In Algorithm 3.2.1 we consider a family of symmetric $L$ shaped polygons which are all genus 2 Riemann surfaces. The $L$ shapes are highly symmetric, so they serve as a good test case where the exact underlying algebraic curve is known [Sil06]. Another benefit of the $L$ shapes is that they allow us to experiment with convergence to polygons which cannot be square tiled e.g., shapes with an irrational side length, by closer approximations of square tiled polygons.

We also present Algorithm 3.3.2 which gives a natural family of square tiled translation surfaces, called Jenkins–Strebel differentials, for any genus $g \geq 2$. When working with any genus, the step of Algorithm 3.1 where we must choose a homology basis respecting the identifications requires care. We explain our difficulties, and explain how we overcame these difficulties. This algorithm leads to two interesting experiments. First we approximate the Riemann matrix in a case where the underlying curve is not yet known. In genus 2, we can numerically compute the hyperelliptic curve, leading to some conjectures on the structure
of the underlying curves. Further, we can do experiments in genus \( g = 3, 4, \) and \( 5, \) to understand how the discrete matrices approach along the Schottky locus of \( g \times g \) matrices which are associated to an algebraic curve.

In Section 2, we give history, definitions, and examples for algebraic curves, translation surfaces, and discrete Riemann surfaces. In Section 3, we present the algorithms and numerical experiments introduced above. Namely in Algorithm 3.1 we give the algorithm for any translation surface. Given a translation surface via its defining polygons, we approximate its Riemann matrix through a family of discrete Riemann surfaces, which are expressed in terms of subdivisions of the polygons. We then run experiments in two specific cases. In Section 3.2 we describe the algorithm in details and discuss convergence to the underlying Riemann surface for the case of the \( L. \) In Section 3.3 we again give specifics of the algorithm for the family of Jenkins-Strebel differentials, and we use theta functions to approximate an equation of the algebraic curve from the estimated matrix. Finally in Appendix A we give tables of values for approximating discrete Riemann matrices. The code can be found at our MathRepo page [CFM22].
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2 Background

We aim here to recall some background which we need to reconstruct algebraic curves from their translation surfaces. This includes some preliminaries for Riemann surfaces and theta functions, translation surfaces, and discrete Riemann surfaces. Each topic is a well studied and interesting subject in its own right, so we provide references for their underlying theories.

2.1 Riemann Surfaces, analytic and algebraic

Riemann surfaces are one-dimensional complex manifolds, among which the compact ones are complex smooth algebraic curves. Among central objects underlying the connection between the analytic side and the algebraic side are the so-called theta functions.

Let \( \mathcal{C} \) be a complex smooth algebraic curve. Let \( \omega_1, \ldots, \omega_g \) be a basis of \( H^0(\mathcal{C}, \Omega^1_\mathcal{C}) \), i.e. the space of holomorphic differential one-forms. Let \( \alpha_1, \ldots, \alpha_g, \beta_1, \ldots, \beta_g \) be a symplectic basis of \( H_1(\mathcal{C}, \mathbb{Z}) \). The \( g \times 2g \) matrix is called the period matrix:

\[
(\tau_1 | \tau_2) := \left( \begin{array}{c} \left( \int_{\alpha_i} \omega_j \right) \\
\left( \int_{\beta_i} \omega_j \right) \end{array} \right)
\]

(1)
and \( \tau := \tau_1^{-1}\tau_2 \) is called a \textit{Riemann matrix} of the algebraic curve \( \mathcal{C} \). The Riemann matrix lies in the set of \( g \times g \) symmetric matrices with positive definite imaginary part with complex entries, the so-called Siegel upper half space \( \mathbb{H}_g \). The theta function with characteristic \( \varepsilon, \delta \in \{0, 1\}^g \) is a complex-valued function defined on \( \mathbb{C}^g \times \mathbb{H}_g \):

\[
\theta_{\epsilon, \delta}^{[\varepsilon \delta]}(z \mid \tau) = \sum_{n \in \mathbb{Z}^g} \exp \left( \pi i \left( n + \frac{\varepsilon}{2} \right)^T \tau \left( n + \frac{\varepsilon}{2} \right) + \left( n + \frac{\varepsilon}{2} \right)^T \left( z + \frac{\delta}{2} \right) \right).
\] (2)

Here \( i = \sqrt{-1} \) to allow the use of the indexing variable \( i \). When \( \varepsilon = \delta = 0 \), this is nothing but the \textit{Riemann theta function}, and differs by an exponential factor from the latter. The characteristic is called even, odd if \( \varepsilon \cdot \delta \equiv 0, 1 \pmod{2} \) respectively. So there are \( 2^{g-1}(2^g + 1) \) odd and \( 2^{g-1}(2^g + 1) \) even characteristics. For fixed \( \tau \), the values \( \theta_{\epsilon, \delta}^{[\varepsilon \delta]}(0 \mid \tau) \) at \( z = 0 \) are known as \textit{theta constants}. We will also use the term theta constant for the evaluation of the derivatives of the theta function at \( 0 \), which we denote as follows:

\[
\theta_{ij \ldots}^{\epsilon \delta} := \frac{\partial}{\partial z_i} \frac{\partial}{\partial z_j} \ldots \theta_{\epsilon, \delta}^{[\varepsilon \delta]}(z \mid \tau) \bigg|_{z=0}.
\] (3)

The theta functions play a central role in the literature of the Schottky problem and the Torelli theorem [Gru12]. When \( g = 4 \), the so-called Schottky-Igusa modular form defines an analytic hypersurface [Igu82, Theorem 1] in terms of theta functions, which describes Riemann matrices in the Siegel upper half space that are of algebraic curves, the so-called \textit{Schottky locus}. For higher genus, there are analytical equations in terms of theta functions defining a locus containing the Schottky locus. In the context of the Torelli theorem, we suggest the reader to see [Gua02, Theorem 8.1] for hyperelliptic curves and see [Gua11, Theorem 1.1] for genus 3 non-hyperelliptic curves. These rely on the classical formulae going back to Riemann, namely the Thomae formula and the Weber formula [Rie76, Tho70, Web76] with their generalizations to any genus [C19], which relate the extrinsic and intrinsic sides of geometry of the underlying curve. For instance, the vanishing theta constants i.e., the theta constants that are zero, are well-understood when the curve is hyperelliptic [Mum07]. Actually, the theta constants express certain divisors of the curve \( \mathcal{C} \), e.g. theta characteristic divisors (semi-canonical divisors), which recover the curve itself. More precisely, the choice of the basis \( \omega_1, \ldots, \omega_g \) of the holomorphic differentials on \( \mathcal{C} \) gives a map, namely the \textit{canonical map} of \( \mathcal{C} \):

\[
\Phi : \mathcal{C} \to \mathbb{P}^{g-1}
\]

\[
P \mapsto (\omega_1(P), \ldots, \omega_g(P)).
\]

An important note is that the canonical image \( \Phi(\mathcal{C}) \) is defined over a field over which the differential forms are defined. The following statement formulates the theta characteristic divisors in terms of the canonical model:

**Theorem 2.1** (Theorem 2.2, [Gua02]). Let \( \tau_1 \) be the first \( g \times g \) part of the period matrix (1). Let \( D \) be an effective theta characteristic divisor of degree \( g - 1 \) with \( \dim H^0(\mathcal{C}, D) = 1 \). The corresponding equations of the hyperplanes spanned by \( \Phi(D) \) are given by:
where the characteristic $\begin{bmatrix} \varepsilon \\ \delta \end{bmatrix}$ ranges over the odd ones.

The values of (4) are nothing but the branch points for the case of hyperelliptic curves, which directly deliver the image of the canonical map. In the case of non-hyperelliptic curves, (4) gives the so-called multitanget hyperplanes of the canonical model in $\mathbb{P}^{g-1}$. For instance, bitangent lines of smooth plane quartics in genus 3, tritangent planes of smooth space sextics in genus 4. It has been proven that the odd theta characteristics recover its algebraic curve [CS03]. For explicit reconstructions the algebraic curve from their multitangent hyperplanes for small genera see [Leh15, Leh22, CKRS19].

Algebro-geometric solutions of integrable systems contribute solutions to the Torelli and the Schottky problems in any genus [Kri77, Dub81], where fundamental objects are again the theta functions (2). For our experiments, we use an implementation presented in [ACE21] that follows these studies to recover curves from their Riemann matrices.

Mathematical software packages are available to compute with theta functions, such as [GB21, AC21, DHB*04, FJK19], which enable us to carry out our experiments.

2.2 Translation surfaces

We will give two equivalent definitions of a translation surface, introduce the two families of examples considered in this paper, and conclude by discussing the connection to algebraic curves.

Fix $X$ a Riemann surface of genus $g$, and recall that $\omega$ is a holomorphic 1-form (also called an abelian differential) if for every $x \in X$ there is a holomorphic function $f_x$ so that in local coordinates $\omega = f_x(z) \, dz$ with the condition that a transition map $T$ between charts with $f(z)$ and $g(z)$ as holomorphic function satisfies $f(T(z))T'(z) = g(z)$. In other words $\omega$ is a global section of the cotangent bundle of $X$.

**Definition 2.2.** A translation surface is:

1. a pairing $(X, \omega)$ where $X$ is a Riemann surface and $\omega$ is a holomorphic 1-form. Two translation surfaces $(X, \omega)$ and $(Y, \eta)$ are equivalent if there exists a holomorphic diffeomorphism $\phi : X \to Y$ so that $\phi^* \eta = \omega$.

2. collections of polygons up to an equivalence relation: $\mathcal{P} / \sim$. In particular $\mathcal{P}$ is a finite collection of polygons $\mathcal{P}$ in the plane so that all sides come in pairs of equal length with opposite orientations on the boundary of the polygons. Identifying these sides gives a compact finite genus Riemann surface. Given such collections of polygons $\mathcal{P}$ and $\mathcal{Q}$, we say $\mathcal{P} \sim \mathcal{Q}$ if elements of $\mathcal{P}$ can be cut into pieces along straight lines (where a cut produces two new boundary components that are paired) and these pieces can be translated and re-glued (where gluing only occurs along paired edges) to $\mathcal{Q}$.
For more background on translation surfaces see \[\text{Wri15, Mas22}\].

**Remark 2.3.** If \(X\) has genus \(g\) any holomorphic 1-form \(\omega\) has \(2g - 2\) zeros with multiplicity. Away from the zeroes, \(\omega = dz\), and if \(z\) is a point where \(\omega\) has a zero of order \(k\), then we can write \(\omega = z^k dz\).

**Example 2.4.** The square torus \(P = [0, 1]^2\) on the right and the torus \(Q\) on the left with vertices given by \((0, 0), (1, 0), (1, 1), (2, 1)\) are equivalent via the cut and paste operation shown below.

The first definition of a translation surface is very concise, but the second definition is useful for constructing examples, and we will use these as our source of examples for this paper. As mentioned in Remark 2.3 there are \(2g - 2\) zeroes with multiplicity \(\text{Wri15}\) Theorem 1.2] If we label the zeroes by a multi-index \(\alpha = (\alpha_1, \ldots, \alpha_k)\), then \(k\) is the number of distinct zeroes, each with multiplicity \(\alpha_k\), and \(\sum k \alpha_k = 2g - 2\).

**Definition 2.5.** The set of translation surfaces with orders of zeroes given by a multi-index \(\alpha\) is the stratum \(\mathcal{H}(\alpha)\). When \(k = 2g - 2\) and thus for each \(1 \leq i \leq 2g - 2\), \(\alpha_i = 1\), then the stratum is called the principal stratum.

**Example 2.6.** Consider the \(L\) shaped polygon of Figure 1 which lives in the stratum \(\mathcal{H}(2)\).

![Figure 1](image-url)

Figure 1: A symmetric \(L\) translation surface with opposite sides identified by complex translation. The vertices all map to the same point under identification. Using an Euler Characteristic argument, the underlying surface is a genus 2 Riemann surface. For a general symmetric \(L\) shape fix \(\lambda > 1\) let 1 be the length of sides 4 and 1, and let \(\lambda - 1\) be the length of sides 2 and 3. The image above is shown for \(\lambda = 2\).

The sides given by the numbers 1, 2, 3, 4 are identified by complex translations \(z \mapsto z \pm i\lambda\), \(z \mapsto z \pm i\), \(z \mapsto z \pm 1\), and \(z \mapsto z \pm \lambda\), respectively. Under these edge identifications, the
corners are all mapped to a single point, which is a zero with angle $6\pi = (1 + 2)(2\pi)$. An angle of $6\pi$ is a zero of order 2 since it contains 2 full circles of excess angle. This can also be seen in the local charts from $\mathbb{C}$ into the Riemann surface $z \mapsto z^3$, for which the differential is $3z^2\,dz$, giving the zero of order 2. Since there are $2g - 2$ zeroes of $\omega$ with multiplicity, this implies that the genus should be 2. We can also see this via the Euler characteristic $2 - 2g = V - E + F = 1 - 4 + 1$, where there is 1 vertex under identification, 4 edges, and a single facet.

**Example 2.7.** The other primary examples we will work with are a family of curves in the principal stratum, so the $2g - 2$ zeros are all distinct zeroes of order 1, namely the Jenkins–Strebel differentials, which are formed by a single horizontal rectangle of length $4g - 4$ and height 1 [Zor08]. In Section 3.3 we review these objects in more details. By considering horizontal lines connecting two zeros, there are at most $4g - 4$ total parallel lines connecting all of the zeroes as explained in Remark 3.5. In this example, the edge identifications are given through a permutation identifying the edges on the top of the rectangle to the bottom edges, as well as the horizontal translation identifying the vertical sides. For example in Figure 2 the translation surface $J_2$ is composed of a $1 \times 4$ rectangle where the numbers indicate the sides identified by translation. There are 4 horizontal sides on the top and bottom, and the sides are glued by taking a permutation of the top sides to glue to the bottom sides. By doing an Euler characteristic argument, we can verify that there are 2 vertices, 5 edges, and 1 facet, resulting in a genus 2 surface. Thus $J_2 \in \mathcal{H}(1, 1)$. Higher genus examples will be constructed in Section 3.3.

By varying the edge lengths, we can move from $J_2$ through a family of curves which are all Jenkins–Strebel differentials of the same genus, similar to how $\lambda$ formed a one-parameter family of curves in $\mathcal{H}(2)$. In order to preserve some of the symmetries, we will only allow two parameters to change. Given $\lambda, \mu \in (0, \infty)$, let 0 have side length $\lambda$, side 1 has side length $\mu$, and sides 2, 3 and 4 each have length 1. This now gives a 2 dimensional family of curves $J_2(\lambda, \mu) \in \mathcal{H}(1, 1)$.

![Figure 2](image)

Figure 2: Above is $J_2(\lambda, \mu)$ given by the 4 unit squares glued with the following identifications. The associated permutation is $\pi_{J_2} = \begin{pmatrix} 1 & 2 & 3 & 4 \\ 2 & 1 & 4 & 3 \end{pmatrix}$. The paths $\alpha_j, \beta_j$ for $j = 1, 2$ form a symplectic basis of homology.

For the Jenkins–Strebel differentials, we do not know the underlying Riemann surface. However in the case of the $L$, we can use symmetries of the polygon to determine a second
linearly independent 1-form. This was done by [Sil06, Rod13] in the case of the $L$ using the order 4 symmetry to show that the underlying Riemann matrix is given by

$$
\tau_{\lambda} = \frac{i}{2\lambda - 1} \begin{pmatrix} 2\lambda^2 - 2\lambda + 1 & -2\lambda(\lambda - 1) \\ -2\lambda(\lambda - 1) & 2\lambda^2 - 2\lambda + 1 \end{pmatrix}.
$$

(5)

Moreover, since we are in genus 2 and thus hyperelliptic, the equation of the underlying curve is given by

$$
y^2 = x(x^2 - 1)(x - a)(x - 1/a) \text{ for } a \neq -1, 0, 1.
$$

The values of $a$ are computed in [Sil06] for certain values of $\lambda$, in particular for the examples computed in this paper that when $\lambda = 2$, then $a = 7 + 4\sqrt{3}$. Other families of surfaces where the symmetries are used to compute the underlying curve can be found in [DM21]. We close our section with an example that illustrates reconstructing an algebraic curve from its translation surface via numerical computations relying on methods in Section 2.1.

**Example 2.8.** We take the Riemann matrix $\tau$ as

$$
i \begin{pmatrix} \frac{5}{3} & -\frac{1}{3} \\ -\frac{1}{3} & \frac{5}{3} \end{pmatrix}
$$

for certain $\lambda$ in Equation (5). Section 2.2 contains more details about this example and its underlying translation surface.

We use SageMath [GB21], computing with 100 bits of precision, we approximate the six branch points as follows via the six theta constants with odd characteristics:

\begin{align*}
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First and foremost, the discretization of the Cauchy-Riemann equation is formulated in terms of combinatorial elements of \( \Lambda \) and its dual \( \Lambda^* \), namely the sub-cells. In particular, for a complex valued function \( f \) defined on the 0-cells of \( \Gamma \) to satisfy the Cauchy-Riemann equation means certain compatibility between the proportions of the 0-cells of \( \Lambda \) and \( \Lambda^* \) and their values under \( f \), see [BG17, Section 3].

In the development of this theory, one fundamental concept is the discrete theory of Riemann surfaces. In fact, many results in the classical theory have discrete counterparts, which includes period matrices, Abelian integrals, and so forth. Bobenko and Günther use a medial graph approach to the discrete theory of Riemann surfaces on quad-decompositions, which was introduced as a perspective to discrete complex analysis in [BG16]. Mercat makes use of the tool of deRham cohomology to introduce standard notions in discrete exterior calculus [Mer01]. A discrete one-form \( \omega \) is defined as a complex function on the one-cells of \( \Gamma \). The evaluation of \( \omega \) at an oriented edge is nothing but the discrete integral \( \int_e \omega \), via which one defines the discrete integral over a directed path by means of the oriented edges forming the path.

Suppose that \( X \) is a compact Riemann surface of genus \( g \). Its discretization is given a cell decomposition of \( X \). We follow [BG17] for the notion of discrete Riemann matrix, where the authors note that their object coincides with [Mer01]. Fix a symplectic basis \( \alpha_1, \ldots, \alpha_g, \beta_1, \ldots, \beta_g \) of \( H_1(X, \mathbb{Z}) \). One defines the \( A \) and \( B \) periods of a given discrete differential by taking the integrals over the \( \alpha_j \) and \( \beta_j \), respectively. These cycles induce closed paths on \( \Lambda \) and \( \Lambda^* \), which are distinguished with the colors, white and black, labeling the cell decompositions. This yields the notions of black or white \( A \) or \( B \) periods.

For a discrete differential, the \( 4g \) discrete black and white periods are defined as the integrals that are over the induced black and white closed paths. For technical details of the cycles and the periods, see [BG17, Section 5.1]. It turns out there is a unique holomorphic differential such that the black and white \( A \) and \( B \) periods match a given set of \( 4g \) complex values [BG17, Theorem 6.3]. It follows that the canonical basis of holomorphic one-forms \( \omega_1, \ldots, \omega_g \) [BG17, §6.3 Definition] is well defined where the black and white \( A \) periods are chosen to be equal with integration against the curves \( \alpha_1, \ldots, \alpha_g \) is the identity matrix. The \( g \times g \) discrete period matrix entries are the \( B \) periods with respect to the canonical basis. This is somewhat mimicking the normalization of the \( g \times 2g \) period matrix in the classical setting. Abusing the notation, we will call the discrete period matrix as discrete Riemann matrix by referring its second \( g \times g \) part.

There is another notion of a period matrix called the complete discrete period matrix, which is a \( 2g \times 2g \) block matrix made of four \( g \times g \) matrices. These \( g \times g \) matrices are formed by not imposing the white and black \( A \) periods are equal, and instead considering \( g \times g \) matrices formed according to the relationship of black and white periods. Note that the discrete period matrix can be computed from the complete one [BG17, Remark at Page 917].

Computing the (complete) discrete period matrix amounts to computing the discrete periods. The periods are the values of the discrete differentials at the edges of the closed paths arising from the fixed symplectic basis. In order to compute these values, one may use the condition of being holomorphic for the discrete differentials by the discrete Cauchy-Riemann relations. This gives a linear system of equations, which we call holomorphicity.
equations.

In our algorithm we also construct the so-called periodicity equations, which are given by the presentation of our underlying surface as a translation surface. Translation surfaces are an example of a polyhedral surface, which consists of planar polygons that are glued together along edges. It turns out that this is yet another characterization of a compact Riemann surface \[\text{Bos92}\]. This perspective might be more convenient for explicit computations involving discrete surfaces, in particular while considering the discrete complex structure on the decomposition of the surface. For the case of computing the discrete period matrices, the edges being glued adds linear equations to the holomorphy equations, namely the periodicity equations.

As the decomposition into cells gets finer, one expects that the discrete period matrix converges to a Riemann matrix of the underlying Riemann surface. At this point the convergence of discrete Riemann surfaces to their continuous counterparts in full generality remains open. When one decomposes the surface into a Delaunay triangulation, convergence of the period matrices is proved.

**Theorem 2.9** (Theorem 2.5, \[\text{BS16}\]). For a sequence of triangulations of a compact Riemann surface \(X\) with the maximal edge length tending to zero and with face angles bounded from zero, the discrete period matrices converge to a Riemann matrix of \(X\).

The techniques of \[\text{BS16}\] led to the suggestion that one builds the discrete complex structure via quad-decompositions with orthogonal diagonals. \[\text{BG17}\] put the suggestion in place and examined related fundamental notions of such discrete Riemann surfaces. Another convergence result of \[\text{BB21}, \text{Theorem 3}\] considers compact Riemann surfaces in terms of their branched covers of the Riemann spheres. Our experiments, which employ compact Riemann surfaces given by quadrangulations, give evidence for a potential result on convergence of the period matrices of \[\text{BG17}\].

The convergence rate is given by looking at particular triangulations as the longest edge length \(l\) goes to zero. For translation surfaces, the convergence rate \[\text{BS16}, \text{Theorem 2.5}\], is proportional to \(l\) when the genus \(g = 1\). When \(g \geq 2\), the rate is \(l|\log(l)|\) when the \(2g - 2\) zeroes are all distinct, and at worst \(l^{2g-2}\) which corresponds to the case when there is a single zero of order \(2g - 2\). In \[\text{BB21}, \text{Theorem 2.4}\], when working with ramified coverings of the sphere and carefully choosing an optimal triangulation, the convergence rate is always proportional to \(l\). We consider square quadrangulations instead of triangulations for two primary reasons. First, not every surface can be split into quadrilaterals, but when this is possible, the computational ease of parameterizing the quadrangulation, subdivision of the quadrilaterals, and elementary linear algebra needed to compute the matrices makes it more effective. Moreover, after discussions with Felix Günther, we expect similar convergence rates to \[\text{BS16}\]. The key idea is that by dividing the squares along the diagonal, the resulting triangulation is sufficiently regular to fit into the framework of \[\text{BS16}\].
3 Algorithms

In the following section, we will present algorithms for constructing discrete Riemann matrices associated to two families of translation surfaces: The \( L \) shape in Section 3.2 and the Jenkins–Strebel representatives in Section 3.3. In the first case, we aim to construct the associated discrete Riemann matrices when approximating the shape by squares and observe the convergence to the known underlying algebraic curve. In the second case we observe convergence and show experiments indicating what we expect from the underlying curve.

**Definition 3.1.** Given a translation surface \( P \), the 0th level discrete approximation \( P_0 \) is the discrete Riemann surface defined by the smallest bipartite square quadrangulation of the surface which respects the identifications of the vertices in \( P \). The \( n \)th level discrete approximation \( P_n \) for \( n \in \mathbb{N} \geq 1 \) is defined to be the discrete Riemann surface defined by the bipartite square quadrangulation which subdivides each square of the \( n = 0 \) level into \( 3^{2n} \) squares.

We give an algorithm used to obtain the discrete Riemann matrix associated to \( P_n \).

### 3.1 General Polygon Algorithm

**Input:** A polygon \( P \) in \( \mathbb{R}^2 \) with fixed side lengths, and side identifications which gives a translation surface, and a level \( n \in \mathbb{N}_{\geq 0} \).

**Output:** The discrete Riemann matrix associated to \( P_n \).

1. **Constructing an initial bipartite quadrangulation.** We first divide the given translation surface into a bipartite quadrangulation, note that the bipartite quadrangulation must also respect the identifications of the vertices under the identifications in the given translation surface.

2. **Quadrangulations for further levels of approximation.** In order to preserve the bi-coloring, we must divide each square into an odd number of squares, for which we will choose 3. So each square of side length \( s \) will be divided into \( 3^{2n} \) squares, and so the \( n \)th level approximation will consist of squares of size \( s/3^n \).

3. **Labelling vertices.** Placing the bottom left corner of the given polygon at the origin, we label the the vertices by their location in the plane, where we will move freely between complex notation and vector notation:
   \[
   x_{i,j} = \left(\frac{i s}{3^n}, \frac{j s}{3^n}\right) = \frac{i s}{3^n} + \frac{j s}{3^n} i.
   \]
   The vertex \( x_{i,j} \) corresponds to the bottom left corner of the square which is \( (i + 1) \) from the left and \( (j + 1) \) from the bottom.

4. **Holomorphicity equations.** For each square with coordinate \( x_{i,j} \) in the bottom left, we have the holomorphicity relation
   \[
   i(x_{i+1,j+1} - x_{i,j}) = x_{i,j+1} - x_{i+1,j}. \quad (6)
   \]
Figure 3: Representation of the holomorphicity equations at the $ij$ square.

See Figure 3 for a visual description of these relations.

By [BG17, Proposition 2.1] and the discrete Cauchy Riemann equations, a discrete Riemann surface tiled by squares with given orientation in Figure 3 should indeed satisfy (6). When $x_{i,j}$ is instead a white vertex [BG17] gives

$$i = \frac{x_{i+1,j+1} - x_{i,j}}{x_{i+1,j} - x_{i,j+1}} = \frac{x_{i+1,j+1} - x_{i,j}}{-(x_{i,j+1} - x_{i+1,j})}$$

which is equivalent to (2).

5. **Periodicity.** We choose a symplectic basis of homology $\alpha_1, \ldots, \alpha_g, \beta_1, \ldots, \beta_g$, and the associated $4g$ discrete periods are given by $A^w_k, A^b_k, B^w_k, B^b_k$ for $k = 1, \ldots, g$, and the superscripts $w, b$ representing the white and black periods, respectively. The periodicity relationships are constructed in order to make edge identifications for the given polygon in the plane. So for each edge identification, the identified vertices have difference given by the correct associated vector, and the coloring is found through checking the parity of $i$ and $j$.

6. **Final Normalizations.** To make a well-determined system, we make the following normalizations:

- Fix the first values of the holomorphic function, one one black and one one white vertex: $x_{0,0} = x_{1,0} = 0$. This comes from the fact that the associated holomorphic function is only defined up to a constant, so we normalize the constant to be zero at the origin.

- In order to construct the canonical basis of discrete holomorphic differentials, we set the black and white values to be the same, and for each $k = 1, \ldots, g$, the differential $\omega_k$ is determined by the following equations for $j = 1, \ldots, g$:

$$A^w_j = A^b_j \quad \text{and} \quad A^w_j = \begin{cases} 1 & j = k \\ 0 & \text{else} \end{cases}.$$

7. **Solving a system of equations for the discrete approximation.** Now for each $k = 1, \ldots, g$, the $k$th row of the discrete period matrix is given by

$$\frac{1}{2}(B^w_1 + B^b_1, \ldots, B^w_g + B^b_g).$$
3.2 Riemann Matrix of the $L$

In this section we find numerical approximations to a family of translation surfaces for which we already know the Riemann matrix. Namely, consider a symmetric $L$ shape with side length $\lambda \in (1, \infty)$ with opposite sides identified as in Figure 1. We aim to construct the associated discrete Riemann matrices when approximating the shape by squares, and observe the convergence towards $\tau_\lambda$ in Equation (5), which is guaranteed by [BG17].

As mentioned in Section 2.3 to construct the discrete Riemann matrix, we must solve a system of linear equations given by holomorphicity relations between vertices of squares in the polygonal subdivision, and by periodicity relations obtained from identifications of points on the boundary of the shape. We now describe an algorithm which constructs for us this system of equations. See [BG17] for more details on this construction. We used MATLAB for the implementation of the algorithm.

3.2.1 Algorithm for symmetric $L$

**Input:** Let $\lambda = p/q$ be rational and reduced so that $\gcd(p, q) = 1$. Let $n \in \mathbb{N} \cup \{0\}$ be the level of approximation.

**Output:** Discrete Riemann matrix of the $n$th level approximation for symmetric $L$ with side length $\lambda$.

1. **Constructing an initial bipartite quadrangulation.** Refer to Figure 4 for an example of the level 0 approximation. To divide the entire shape into squares, the sizes of the squares must divide $1/q$. In order to bi-color the square tiling and maintain the vertex identifications, there must be an even number of squares on each side length. Hence we define the step size to be $s_\lambda = \text{lcm}(q, 2)$. The shape $L$ can be bi-colored by being divided into squares of size $1/s_\lambda$.

2. **Quadrangulations for further levels of approximation.** Each square of side length $1/s_\lambda$ will be divided into $3^{2n}$ squares, and so the $n$th level approximation will consist of squares of size $1/(3^n s_\lambda)$.

3. **Labelling vertices.** We label the vertices with the following bounds to match the $L$ shape:

$$x_{i,j} = \left( \frac{i}{3^n s_\lambda}, \frac{j}{3^n s_\lambda} \right) \quad \text{for} \quad \begin{cases} 0 \leq i \leq 3^n s_\lambda & 0 \leq j \leq \lambda 3^n s_\lambda, \\ 3^n s_\lambda + 1 \leq i \leq \lambda 3^n s_\lambda & 0 \leq j \leq 3^n s_\lambda. \end{cases}$$

4. **Holomorphicity equations.** For each bottom left of a square, we have a new holomorphicity equation. So in this case, we have a total of $3^{2n}(s_\lambda)^2(2\lambda - 1)$ equations with indices given by

$$\begin{cases} 0 \leq i \leq 3^n s_\lambda - 1 & 0 \leq j \leq \lambda 3^n s_\lambda - 1, \\ 3^n s_\lambda \leq i \leq \lambda 3^n s_\lambda - 1 & 0 \leq j \leq 3^n s_\lambda - 1. \end{cases}$$
Figure 4: This shows some of the labels in the level 0 approximation of a symmetric $L$ translation surface with opposite sides identified by complex translation. In this case, we have $\lambda = 4$. On the inset to the right, we show a basis of homology $(\gamma_1, \gamma_2, \delta_1, \delta_2)$, which gives a symplectic basis of homology $(\gamma_1, \gamma_2 - \gamma_1, \delta_1, \delta_2)$. In the left picture is the basis of homology that we used in our algorithm (see Remark 3.2).

5. **Periodicity equations.** We first choose a symplectic basis of the underlying Riemann surface, as shown in Figure 4. To justify our choice, under the edge identifications, we select the closed loops $\alpha_1$ and $\beta_1$ as the first two, and normalize the symplectic basis so that we travel from $\alpha_1$ counterclockwise to $\beta_1$ for a positive intersection number. The choice of $\alpha_2$ comes naturally by trying to find another curve parallel to $\alpha_1$ which does not intersect $\beta_1$. The final step involves finding $\beta_2$. To do this, recall $\alpha_2$ is also identified by travelling from $x_{2,0}$ to $x_{8,0}$. Now going counterclockwise from $\alpha_2$, we travel around the vertex $x_{2,0}$, which is identified with $x_{2,8}$, so $\beta_2$ must travel from $x_{2,8}$ to $x_{2,2}$ in order to have the correct intersection number with $\alpha_2$ and avoid intersecting $\beta_1$ or $\alpha_1$.

We now need to construct the period equations, so for example to travel from $x_{0,0}$ to $x_{8,0}$, we travel along the $\alpha_1$ curve on black periods

$$A_1^b = \int_{\alpha_1} \omega_k = x_{8,0} - x_{0,0}.$$ 

For all the $A$ periods we have the following equations where the parity $p$ is determined
by $p = b$ if $i + j \equiv 0 \pmod{2}$ and $p = w$ otherwise:

$$
\begin{align*}
0 \leq j \leq 3^n s_\lambda & \quad x_{\lambda 3^n s_\lambda, j} - x_{0,j} = A^p_1 \\
3^n s_\lambda \leq j \leq \lambda 3^n s_\lambda & \quad x_{3^n s_\lambda, j} - x_{0,j} = A^p_1 - A^p_2.
\end{align*}
$$

We compute similar equations for the $B$ periods,

$$
\begin{align*}
0 \leq i \leq 3^n s_\lambda & \quad x_{i, \lambda 3^n s_\lambda} - x_{i,0} = B^p_1 \\
3^n s_\lambda \leq i \leq \lambda 3^n s_\lambda & \quad x_{i, 3^n s_\lambda} - x_{i,0} = B^p_1 + B^p_2.
\end{align*}
$$

In total we have $2(\lambda 3^n s_\lambda + 1)$ equations.

6. **Final Normalizations.** In the final two normalizations we have the following number of equations:

- 2 equations for normalization of holomorphic function.
- For each $k = 1, 2$, there are 4 equations normalizing to the canonical basis.

7. **Solving a system of equations for the discrete approximation.** For the $k$th row of the period matrix with $k = 1, 2$, we obtain the equations by solving the system with:

- Total of $9 + 3^{2n}(s_\lambda)^2(2\lambda - 1) + 2\lambda 3^n s_\lambda$ variables. With $(3^n s_\lambda + 1)(\lambda 3^n s_\lambda + 1) + (\lambda 3^n s_\lambda - 3^n s_\lambda)(3^n s_\lambda + 1)$ variables $x_{i,j}$, and 8 variables coming from $B^p_j$ with $j = 1, 2$ and parity given by $b$ and $w$.
- Total of $10 + 3^{2n}(s_\lambda)^2(2\lambda - 1) + 2\lambda 3^n s_\lambda$ equations. With $3^{2n}(s_\lambda)^2(2\lambda - 1)$ holomorphicity equations, $2(\lambda 3^n s_\lambda + 2)$ periodicity equations, and 6 normalizing equations.

Thus we have a system of equations overdetermined by 1 equation, and these are not conflicting with a unique solution, as guaranteed by [BG17, Theorem 6.8] since they are simply relations describing the unique holomorphic differential with the given initial conditions.

**Remark 3.2.** In our implementation, we choose the homology basis that is exhibited in Figure 4, namely $\alpha_1, \alpha_2, \beta_1, \beta_2$. This basis appears to be in relative homology, but this just reflects the representation of the $L$ as a translation surface which includes a holomorphic one-form. Alternatively, in the same figure, we point out a different symplectic basis for the object given by $\delta_1, \delta_2, \gamma_1, \gamma_2 - \gamma_1$. The algorithm can be designed using the new basis by replacing the cases of the periodicity conditions as follows:

$$
\begin{align*}
x_{3^n s_\lambda, j} - x_{0,j} = A^p_2, \\
x_{i, \lambda 3^n s_\lambda} - x_{i,0} = B^p_2 + B^p_1, \\
x_{i, 3^n s_\lambda} - x_{i,0} = B^p_1.
\end{align*}
$$
The matrix which results from $\delta_1, \delta_2, \gamma_1, \gamma_2 - \gamma_1$ can be obtained from the matrix resulting from $\alpha_1, \alpha_2, \beta_1, \beta_2$ by the transformation

$$\begin{bmatrix} x & y \\ y & z \end{bmatrix} \mapsto \begin{bmatrix} x + 2y + z & -y - z \\ -y - z & z \end{bmatrix}.$$}

For each of the two the symplectic bases, we approximated the corresponding Riemann matrices and their curves for several examples. We compared the results via their invariants, which coincide up to 15 digits. Though the same curve is represented under this change of basis, we note that the experiments arising from $\alpha_1, \alpha_2, \beta_1, \beta_2$ coincide with the results following the algebraic computations of [Sil06], whereas the computations from $\delta_1, \delta_2, \gamma_1, \gamma_2 - \gamma_1$ gives a matrix which is different from the one given by [Sil06].

### 3.2.2 Example when $\lambda = 2$

Fix $\lambda = 2$, in Table 1 we demonstrate the convergence to the Riemann matrix for levels 0 through 7 as defined in Definition 3.1. Indeed, note that the accuracy of the matrix entries increases by about 1 digit with each additional level, resulting in accuracy up to $10^{-5}$ in level 7. The computation was unable to finish on the 8th level. Though the linear equations are very sparse (on the order of 4-5 nonzero coefficients each), due to the size of the system we were not able to push beyond level 8 for the computation. However, we believe there are ways to increase the efficiency of the computation, which may be worth attempting in future work.

### 3.2.3 An irrational $\lambda$

In this case, we first approximate the $L$ surface up to a fixed tolerance via continued fractions. As we decrease the tolerance, the denominator of the continued fraction approximation grows, creating finer and finer quadrangulations as the size of the squares is dependent on the size of the denominator (See Table 2). We selected the value $\lambda = \frac{1 + \sqrt{3}}{2}$ since the underlying algebraic curve is defined over the field of rational numbers, given in [Sil06], by $y^2 = x(x^2 - 1)(x - 2)(x - \frac{1}{2})$.

Finally to demonstrate the further convergence, we fix a continued fraction approximation of $\frac{10864}{7953}$ (See Table 3). Since the 0th level already includes squares of size $\frac{1}{2(7953)}$, we were only able to run subdivisions of level 1 and level 2. For comparison we then include the numerical approximations of the Riemann matrices for the continued fraction as well as the original value of $\lambda$. In this case, similarly to the $\lambda = 2$ case, we find that the entries of the matrix are accurate to $10^{-6}$, both for the matrix for the continued fraction and for the original irrational $\lambda$. The entries of the matrices for the continued fraction and for $\lambda$ coincide up to 8 digits.

### 3.3 The Jenkins–Strebel representatives

Given an integer $g \geq 2$, the goal of this section is to use discrete approximations to estimate the curve underlying a Riemann surface of genus $g$ for which we do not a priori know the
underlying algebraic curve. Namely we will define $J_g$ to be a square tiled Jenkins–Strebel (JS) representative of the principal stratum. We construct discrete approximations in low genera. Our construction of JS representatives for a holomorphic one-form with one cylinder follows the work of [Zor08].

### 3.3.1 Constructing a Jenkins–Strebel representative

In this section we define the surface $J_g$ for $g \geq 2$, with some background on how to obtain a Jenkins–Strebel representative of the principal stratum for each genus $g$ and select basis curves for homology. Example 2.7 illustrates the surface when $g = 2$. In general we will construct a Jenkens–Strebel representative by taking a $1 \times (4g - 4)$ rectangle, identifying sides by translation, where the top and bottom are identified via a permutation $\pi_{J_g}$ of the $4g - 4$ horizontal edges and the single vertical side is identified. By varying the side lengths, we can move from $J_g$ through a family of curves which are all Jenkins–Strebel differentials of the same genus. For the sake of tractable computations, we allow ourselves to vary only two parameters that label the vertical edge and the far left horizontal edge in our experiments. We insert the parameters in the parenthesis as $J_g(\lambda, \mu)$ if needed.

We say that $\pi_{J_g}$ is the permutation associated to $J_g$.

**Theorem 3.3** ([Zor08] Proposition 2). Given a genus $g \geq 2$, the Jenkins–Strebel representative associated to the principal stratum composed of unit squares is given by the permutation on $4g - 4$ elements where for $k = 1, \ldots, 4g - 4$,

$$
\pi_{J_g}(k) = \begin{cases} 
  k + 1, & \text{if } k \text{ is odd}, \\
  k - 1, & \text{if } k \equiv 2 \pmod{4}, \\
  k + 3 \pmod{4g - 4}, & \text{if } k \equiv 0 \pmod{4}.
\end{cases}
$$

**Remark 3.4.** We apply a shear by $\begin{bmatrix} 1 & -1/2 \\ 0 & 1 \end{bmatrix}$, and then perform a cut and paste operation moving the left square over to the right, and then relabel to obtain Theorem 3.3 from Proposition 2 of [Zor08].

**Remark 3.5.** Notice that there are always $4g - 4$ elements in the permutation, which comes from the fact that at each singularity, there is an angle of $4\pi$, so there are at most 4 parallel saddle connections. This gives a total of $4(2g - 2)$ possible saddle connections, but since each saddle connection has an incoming and outgoing direction, we have double counted. Thus there are $2(2g - 2) = 4g - 4$ possible parallel saddle connections.

Each JS differential is associated to a ribbon graph. Indeed we take the graph with vertices given by the $2g - 2$ singularities, and edges labelled by the $4g - 4$ parallel saddle connections. We then preserve the topological information by contracting the surface with boundary that follows the graph (c.f. Figure 5). The fact that we can do this on $J_g$ comes from the fact that JS surfaces have closed horizontal leaves.

For any $g$, we obtain the ribbon graph by gluing $g - 1$ pretzels together. We define a pretzel to be a ribbon graph on two vertices, with 3 edges connecting the two vertices, and
an open edge on each vertex. These pretzels are formed by the fact that $4\pi$ angle allows for a graph of degree 4 at each vertex. Then there are 3 parallel saddle connections between any two vertices, and the 4th at each pair of saddle connections is used to connect to other pretzels.

Figure 5: Above is the ribbon graph associated to $J_g$. The first pretzel is given by the 1, 2, and 3 edges, and then the two half edges $4g - 4$ and 4. There are a total of $g - 1$ pretzels.

The ribbon graph has a top and bottom surrounding each edge. Following around the top edge starting at the top left in Figure 5, we start at $4g - 4$, then 1, then travel to 2,3,4, and continue in order. Now start at the bottom edge of $4g - 4$ on the left. The permutation is now 3, 2, 1, 4, 7, 6, 5, and so on. For a concrete example, one can perform this exercise with $g = 3$ and edge numbers 1 – 8 to obtain the permutation as given in Figure 6a.

The next step we must take is to fix a basis of homology to help in determining the periodicity equations. We first consider the topological picture, as in Figure 6b. We fix a standard symplectic homology basis curves $\alpha_j, \beta_j$ for $j = 1, \ldots, g$ where the pairs $\alpha_i, \beta_i$ are oriented to have intersection number 1, and all other pairs have intersection zero. For higher genus, the picture is best seen when $\alpha_g, \beta_g$ are in the center, and all other attached tori are equally spread out and only attached to the $\alpha_g, \beta_g$ torus. The idea is each pretzel in the ribbon graph adds one torus and two zeros. Notice that the symplectic basis is less obvious in the polygonal picture. In Figure 6a, by removing the second reference to $\alpha_3$ used for periodicity identifications, the set of curves are consistent in the intersection numbers to be a symplectic basis, and one can see the curves are not homologous by cutting the surface into $g$ tori with boundary components formed by cutting vertically along the zeroes. The curves $\alpha_j, \beta_j$ then form the standard two symplectic basis vectors of homology of the torus excluding the basis curves relative to the boundary.

Next mark the $2g - 2$ zeroes of the one-form, between the $\alpha_g, \beta_g$ torus and the corresponding numbers of that pretzel. For example in Figure 6b, the filled and unfilled circles belong to the first pretzel, and the filled and unfilled squares belong to the second pretzel. Next label each edge coming out of a vertex in the correct order. To determine the correct order, for example in Figure 6a, consider the unfilled circle. Starting at the 0 side, we travel in a circle with the unfilled circle vertex to our left. From side 0, we go to side 1, keep traveling with the circle on our left, cross side 2, then 3, and 8 before returning to side zero. This order matches the order seen in Figure 6b.

Now to connect edges, we have 3 cases. First we select the 1, 2 (mod 4) edges in the $j$th pretzel to be the edges crossing $\beta_j$, $\alpha_j$, respectively. Next the 3 (mod 4) edges cross the $\beta_g$. Third, the 0 (mod 4) sides are either 0 and cross no homology curves, or cross $\alpha_g$. In this manner, every homology curve is crossed by at least 1 edge. We then mark the respective homology curves and their directions in the polygonal picture by keeping track of directions.
(a) Here is the polygonal representation of the JS surface for \( g = 3 \). The associated permutation is \( \pi_{J_3} = (1 \ 2 \ 3 \ 4 \ 5 \ 6 \ 7 \ 8 \ 2 \ 1 \ 4 \ 7 \ 6 \ 5 \ 8 \ 3) \). The sides which are not \( 3 \pmod{4} \) are labelled by the homology basis curve that is used for the periodicity equations in Algorithm 3.1. The curve \( \beta_3 \) is represented by a dashed line since more care must be taken to construct the periodicity equations. (See Algorithm 3.3.2)

(b) Here is the topological representation of the polygonal surface for \( g = 3 \) keeping track of edge identifications and zeroes of the 1-form, and the intersections of the edges with the standard homology basis.

Figure 6: The polygonal representation and topological representation giving information of how homology vectors behave under identified sides of the JS surface for genus 3.

For example in 6b, as we travel along side 2 from open circle to filled circle \( \alpha_1 \) crosses from left to right. Similarly \( \alpha_3 \) crosses from left to right as we travel along side 8 from filled square to open circle, but this is exactly the opposite direction as side 2 in the polygonal picture 6a, giving the marked directions of \( \alpha_1 \) and \( \alpha_3 \).

Remark 3.6. Notice the choice of the principal stratum is for simplicity. To construct other orders of zeroes, [Zor08] combines zeroes in the principal stratum. When the zeroes are combined, the same method of carefully following edge identifications in the polygon and how they connect to the homology basis works as well.

In addition to computations for the two examples given in Figure 2 and Figure 6, we will also give examples in genus 4 and 5 (Figure 7), where the choice of homology basis follows the same strategy outlined above.
Figure 7: Surface representations of $J_4$ (above) and $J_5$ (below) with marked homology basis curves, the basis curve $\beta_g$ is represented by the dashed line.

### 3.3.2 Algorithm for discrete approximation of JS surfaces

Let $g$ be the genus of the JS representative. Let $n \in \mathbb{N} \cup \{0\}$ be the level of approximation. For simplicity of the description we here fix all side lengths to be 1, but implementation with varying side lengths can be found on our MathRepo page [C \& FM22]. We will note here, however, that the algorithm requires side lengths to be rational numbers, with odd numerator and denominator, due to the bicolored structure.

1. **Constructing an initial bipartite quadrangulation.** Since all the side lengths are 1, the shape is already divided into squares. In order to bi-color the square tiling and maintain the vertex identifications, there must be an even number of squares on each side length, which is always true since $4g - 4$ is always even. Hence we define the step size to be 1.

2. **Quadrangulations for further levels of approximation.** Each square of side length 1 will be divided into $3^{2n}$ squares, and so the $n$th level approximation will consist of squares of size $1/3^n$.

3. **Labelling vertices.** We label the vertices with the following bounds:

   $$x_{i,j} = \left( \frac{i}{3^n}, \frac{j}{3^n} \right) \quad \text{for} \quad 0 \leq i \leq 3^n(4g - 4) \quad \text{and} \quad 0 \leq j \leq 3^n.$$

4. **Holomorphicity equations.** For each bottom left of a square, we have a new holomorphicity equation. So in this case, we have a total of $3^{2n}(4g - 4)$ equations with indices given by $0 \leq i \leq 3^n(4g - 4) - 1$ and $0 \leq j \leq 3^n - 1$.

5. **Periodicity equations.** The basis of homology was chosen so that each edge aside from the 0 edge and the edges which are congruent to 3 (mod 4) is identified via a single basis of homology vector. For all of the following periods, the parity $p$ is determined by $p = b$ if $i + j \equiv 0 \pmod{2}$ and $p = w$ otherwise, so we only need to determine the periodicity relationships.

   - **$A_{k+1}$ periods for $k = 0, \ldots, g - 2$.** We have $(g - 1)(3^n + 1)$ equations where for each $k$ there are $3^n + 1$ equations, and the basis vectors occur at $2 \pmod{4}$ to give
     $$A_{k+1}^p = x_{i+3^n,3^n} - x_{i,0} \quad \text{for} \quad 4k3^n \leq i \leq 3^n(4k + 1).$$
• **$A_g$ periods.** We have $(g - 1)(3^n + 1)$ equations where there are $3^n + 1$ equations occurring at each of the $0 \pmod{4}$ sides given by
\[ A_p^g = x_{i,0} - x_{i+3^n,3^n} \quad \text{for} \quad 3^n(4k + 2) \leq i \leq 3^n(4k + 3). \]

• **$B_k$ periods for $k = 1, \ldots, g - 1$.** We use the same indexing as the $A_{k+1}$ periods to have $(g - 1)(3^n + 1)$ equations given by
\[ B_p^k = x_{i,3^n} - x_{i+3^n,0} \quad \text{for} \quad 4k3^n \leq i \leq 3^n(4k + 1). \]

• **$B_g$ periods and $0 \pmod{4}$ side identifications.** The homology curve is crossed by all of the sides $3 \pmod{4}$, and the side 0 crosses no homology curve. To find the correct identifications, we construct relations from highest numbers to lowest numbers. The idea is for each unidentified edge, we follow all paths around vertices which identify the two possible sides, except for the side 3 which we choose to be the curve we follow around $\beta_3$. We go through this carefully following the identification in the example of $g = 3$ following the image in Figure 6b. We refer to the top and bottom of every edge by looking at the top and bottom in the polygonal representation of Figure 6a.

  – **Sides 3 (mod 4) bigger than 3.** On side 7, we describe the path travelling from $7_{\text{bottom}}$ to $7_{\text{top}}$, by travelling around the filled square to the right. To do this we cross side 6 from bottom to top, which is identified via $\alpha_2$. Next we cross side 5 top to bottom giving $-\beta_2$, and finally side 8 bottom to top giving $a - \alpha_3$. So all together,
\[ 7_{\text{top}} - 7_{\text{bottom}} = \alpha_2 - \beta_2 - \alpha_3. \]
Following along a circle with the unfilled square to the left verifies the choice that side 4 is identified by $\alpha_3$. In general working with 3 (mod 4) sides not equal to 3 we have $(g - 2)(3^n + 1)$ equations of the form
\[ x_{(i+3^n,3^n)} - x_{i,0} = A_{k+2} - B_{k+2} - A_g \quad \text{for} \quad \begin{cases} 0 \leq k \leq g - 3, \\ (4k + 3)3^n \leq i \leq 3^n(4k + 4). \end{cases} \]

  – **Side 3.** On the 3 side, travelling around the zeroes as in the 7 sides will be used to determine the identifications of the 0 sides. We choose the 3 side to encode the crossing information of $\beta_g$ since it is included in all genus $g \geq 2$. When $g = 2$, the curve $\beta_2$ only is crossed by side 3. However for $g = 3$, we may follow the image in Figure 6b. Starting at the bottom of 3, we travel in the direction of $-\beta_3$, crossing side 7 from top to bottom before we complete $\beta_3$ to return to the bottom of 3. Thus
\[ 3_{\text{top}} - 3_{\text{bottom}} = -\beta_3 + 7_{\text{bottom}} - 7_{\text{top}} = -\beta_3 + \alpha_3 - \alpha_2 + \beta_2. \]
For higher genus, there are $g - 2$ total 3 (mod 4) sides each contributing $\alpha_3$ and some $\beta_k - \alpha_k$. 
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Setting

\[ \iota = i + 3 \cdot 3^n \quad (\text{mod} \ 3^n(4g - 4)) \]

we have \(3^n + 1\) equations for identifying the top and bottom of side 3 given by

\[ x_{i,3^n} - x_{i,0} = -B_g + (g - 2)A_g + \sum_{j=2}^{g-1} (B_j - A_j) \quad \text{for} \ (4g - 5)3^n \leq i \leq 3^n(4g - 4). \]

- **Side 0.** We conclude by identifying the zero sides. We will travel around with the open circle on the left, and leave it to the reader to verify the same result holds for travelling around the closed circle to the right. We start at the left side of zero, crossing sides 1, 2, 3, 8. This gives

\[ 0_{\text{right}} - 0_{\text{left}} = -\beta_1 + \alpha_1 + 3_{\text{bottom}} - 3_{\text{top}} - \alpha_3 = \beta_3 - 2\alpha_3 + \alpha_2 - \beta_2 + \alpha_1 - \beta_1. \]

In general, we always follow the same crossing pattern, of \(-\beta_1 + \alpha_1 - \alpha_3\), and then this must be combined with the information about the 3 side. This gives \(3^n + 1\) equations of the form

\[ x_{3^n(4g - 4),j} - x_{0,j} = B_g - (g - 1)A_g + \sum_{j=1}^{g-1} (B_j - A_j) \quad \text{for} \ 0 \leq j \leq 3^n. \]

6. **Final Normalizations.** In the final two normalizations we have the following number of equations:

- 2 equations for normalization of holomorphic function.
- For each \(k = 1, \ldots, g\), there are \(2g\) equations normalizing to the canonical basis.

7. **Solving a system of equations for the discrete approximation.** For the \(k\)th row of the period matrix with \(k = 1, \ldots, g\), we obtain the equations by solving the system with:

- Total of \(3^{2n}(4g - 4) + 3^n(4g - 3) + 4g + 1\) variables. With \((3^n(4g - 4)(3^n+1) + (3^n+1)\) variables \(x_{i,j}\), and \(4g\) variables coming from \(A_k^p, B_k^p\) with \(k = 1, \ldots, g\) and parity given by \(b\) and \(w\).
- Total of \(3^{2n}(4g - 4) + 3^n(4g - 3) + 6g - 1\) equations. With \(3^{2n}(4g - 4)\) holomorphicity equations, \((2g - 2)(3^n + 1)\) periodicity equations for the \(A\) periods, \((2g - 2)(3^n + 1)\) equations for the \(B\) periods and \(3 \ (\text{mod} \ 4)\) sides, \(3^n + 1\) equations for the 0 sides, and \(2g + 2\) normalizing equations.

Since \(g \geq 2\), we have a system of equations over determined by \(2g - 2\) equations, and these are not conflicting with a unique solution, since they all describe the unique discrete holomorphic differential guaranteed to exist by [BG17, Theorem 6.8].
3.3.3 Experiments in low genus

We consider the JS representative for \( g = 2, 3, 4, 5 \) in the principal stratum. We only consider 2-parameter family \( J_g(\lambda, \mu) \) as noted in the beginning of Section 3.3. When \( g = 2 \), such a surface has been exhibited in Example 2.7. Setting the side lengths to be \( \lambda = \mu = 1 \), we present our experiments of the discrete period matrix approximations up to level 7 in Table 4–8 which use our algorithm that has been described in Section 3.3.2. Our computations with the approximations in theta functions encourage us to make the following conclusions for low genus.

Genus 2. We now take the discrete Riemann matrix of level 7 from Table 4. As in Example 2.8, we compute the odd theta constants and then approximate the six branch points of the hyperelliptic curve corresponding the \( J_2 \) surface via the SageMath package [GB21]:

\[
\begin{align*}
\alpha_1 &:= -3.55001177927944 + i \cdot 9.27369555271397, \\
\alpha_2 &:= -0.0360027110167584 - i \cdot 0.0940498797751955, \\
\alpha_3 &:= 0.603906137193071 + i \cdot 3.24517640725254, \\
\alpha_4 &:= 0.0554252204362169 - i \cdot 0.297835386410189, \\
\alpha_5 &:= 3.90800485599692 - i \cdot 7.79154768793860, \\
\alpha_6 &:= 0.0514341663705383 + i \cdot 0.102546382318450.
\end{align*}
\]

We observe that these values are pairwise reciprocal, more precisely \( \alpha_1 \cdot \alpha_2 = \alpha_3 \cdot \alpha_4 = \alpha_5 \cdot \alpha_6 = 1 \) up to a numerical round off, which can be sharpened by working with a higher precision complex field. Computing also the 10 even theta constants, we see that some of these values coincide up pairwise to numerical error. These pairs of the constants are in the following pairs of characteristics:

\[
\{ \begin{bmatrix} 1 & 0 \\ 0 & 0 \end{bmatrix}, \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \} , \quad \{ \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix}, \begin{bmatrix} 0 & 0 \\ 1 & 0 \end{bmatrix} \} , \quad \{ \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \} .
\]

Concluding from similar computations as above, we observe that the reciprocity is respected for some other rational \( \lambda \) parameters and \( \mu = 1 \). On the other hand, this phenomenon does not occur if we change \( \mu \).

Therefore, our experiments suggest making the following conjecture:

Conjecture 3.7. The family of hyperelliptic curves corresponding to the family of the translation surfaces, \( J_2(\lambda, 1) \) of genus 2, in the stratum \( \mathcal{H}(1, 1) \), is given by the equation:

\[
y^2 = (x - a)(x - 1/a)(x - b)(x - 1/b)(x - c)(x - 1/c)
\]

for some complex parameters \( a, b, c \).

A first remark about the conjecture is that the curve (7) can be transformed to the curve by a projective transformation of \( \mathbb{P}^1 \):

\[
y^2 = x(x - 1)(x - A)(x - B)(x - B/(1 - A - B))
\]
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for some complex parameters $A, B$. The model (7) also manifests that this hyperelliptic
curve has an extra involution, namely $(x, y) \mapsto (1/x, y)$. This suggests studying of the
translation surface $J_2(\lambda, 1)$, in particular to reconstruct the underlying algebraic curve via
exact computations, akin to the work of [Sil06, Rod13] for the $L$-shape. We also remark that
there are a total of 5 possible choices of side lengths when constructing $J_2$, and we do not
expect the symmetry of Weierstrass points to hold for every choice. Indeed by restricting to
only allowing $\lambda$ to change, we observe Conjecture 7 still holds in the cases tested, whereas
allowing $\mu$ to change no longer preserved the symmetries of the fixed points. Indeed the
change in symmetry can already be seen on the diagonal entries as shown in Table 5 which
by continuity, we expect similar results for irrational $\lambda$.

In [RS14], the author is able to construct algebraic equations for genus two curves by
approximating the coefficients numerically to high precision with transcendental methods,
and then deducing the algebraic numbers using their continued fraction expansions. Once
one has the algebraic numbers, it is significantly easier to prove that the equations are
correct. In our case, it appears that we need more digits to be able to draw conclusions from
the continued fraction expansions. In particular, the methods in section 5 of [RS14] do not
lead to any clear guesses as to what the algebraic numbers may be. An improvement to our
algorithm’s implementation, allowing one to compute further levels of subdivision, may lead
to these methods becoming applicable.

**Genus 3.** We take the level 7 approximation in Table 6. Among the 36 even theta constants
that we compute in SageMath, one of them gets closer to zero as the precision is increased.
As the hyperelliptic curves of genus 3 are characterized with the condition of at least one
vanishing even theta constant, we state Conjecture 3.8 for $g = 3$.

**Genus 4.** We first look for evidence that the discrete Riemann matrix estimates a Riemann
matrix of an algebraic curve. So we evaluate the discrete Riemann matrix of level 7 from
Table 7 in the Schottky-Igusa modular form [Igu82] as the underlying precision increases.
We observe the values approximate to zero. For references see Section 2.1. Similar to the
case above, our computations in SageMath support that there are 10 vanishing even theta
constants, which inspires us to state Conjecture 3.8 for $g = 4$.

**Genus 5.** Plugging the discrete period matrix of level 7 from Table 7 into the three equations
[FGM21, Proposition 1.2], we estimate each of the three values at zero. In addition,
we observe that the number of even theta constants that converge the zero is more than 10,
which concludes Conjecture 3.8 for $g = 5$.

**Conjecture 3.8.** The surface $J_g(\lambda, 1)$ is hyperelliptic for $g = 3, 4, 5$.

One of the primary results of [Zor08] was to give JS representatives in every connected
component of every stratum, of which some of these connected components are called hyper-
elliptic. As stated in remark 3 of [KZ03] we note that a hyperelliptic Riemann surface is not
always contained in a hyperelliptic connected component. Thus we can expect these specific
elements of the principal stratum to be hyperelliptic, but shouldn’t expect that we keep a
hyperelliptic involution once we allow less symmetries by allowing the $4g – 3$ side lengths to
be changed.
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## A Tables of (discrete) Riemann matrices

In the following tables, \( n \) denotes the level of approximation as given in Definition 3.1. The code is always run in Matlab with run time given in seconds.

### A.1 \( L \) shape tables

| \( n \) | Time | Approximation |
|--------|------|---------------|
| 0      | 0.02 | \( i \begin{pmatrix} 1.75 & -1.5 \\ -1.5 & 2.00 \end{pmatrix} \) |
| 1      | 0.05 | \( i \begin{pmatrix} 1.682276986822770 & -1.364553973645541 \\ -1.364553973645541 & 1.729107947291081 \end{pmatrix} \) |
| 2      | 0.37 | \( i \begin{pmatrix} 1.670169914926280 & -1.340339829852565 \\ -1.340339829852566 & 1.680679659705133 \end{pmatrix} \) |
| 3      | 3.92 | \( i \begin{pmatrix} 1.667472042082942 & -1.334944084165891 \\ -1.334944084165893 & 1.66988168331791 \end{pmatrix} \) |
| 4      | 28.23| \( i \begin{pmatrix} 1.666852605322711 & -1.333705210645449 \\ -1.333705210645455 & 1.66741042129092 \end{pmatrix} \) |
| 5      | 255.10| \( i \begin{pmatrix} 1.666709630962870 & -1.333419261925784 \\ -1.333419261925776 & 1.666838523851582 \end{pmatrix} \) |
| 6      | 2333.12| \( i \begin{pmatrix} 1.666676596082551 & -1.333353192165260 \\ -1.33335319216523 & 1.666706384330567 \end{pmatrix} \) |
| 7      | 22786.59| \( i \begin{pmatrix} 1.666668961530435 & -1.333337923061337 \\ -1.333337923061278 & 1.666675846122862 \end{pmatrix} \) |
| \( \infty \) | \( i \begin{pmatrix} \frac{2}{3} & -\frac{1}{3} \\ -\frac{1}{3} & \frac{5}{3} \end{pmatrix} \) | \( i \begin{pmatrix} 1.66666666666667 & -1.33333333333 \\ -1.333333333333 & 1.66666666666667 \end{pmatrix} \) |

Table 1: Given the \( L \) shape as in Figure for \( \lambda = 2 \), the table gives the successive approximations with the bottom row representing the Riemann matrix in the limit. Since we expect the real part to be zero, we only write down the imaginary parts of the matrix level. The real parts are on the order of at worst \( 10^{-14} \).
Table 2: This table gives the successive approximations representing $\tau_\lambda$ for $\lambda = \frac{1+\sqrt{3}}{2}$. Since we expect the real part to be zero, we only keep track of the exponential parts of the real term which are on the order of $10^{-14}$. We run a 0 level approximation, with the finer square approximations coming from increasing the tolerance according to the continued fraction expansion in Matlab.

| Fraction | Tolerance | Time | 0 level approximation |
|----------|-----------|------|-----------------------|
| $\frac{15}{11}$ | $1e-2$ | 0.33 | $i\begin{pmatrix} 1.1552767361944555 & -0.582252607292078 \\ -0.582252607292077 & 1.183447277345288 \end{pmatrix}$ |
| $\frac{56}{41}$ | $1e-3$ | 4.04 | $i\begin{pmatrix} 1.15495696004714 & -0.57850598176023 \\ -0.5785059817602 & 1.159755674257178 \end{pmatrix}$ |
| $\frac{209}{153}$ | $1e-4$ | 56.96 | $i\begin{pmatrix} 1.154756293461396 & -0.577572595239909 \\ -0.577572595239901 & 1.155583435806089 \end{pmatrix}$ |
| $\frac{780}{571}$ | $1e-5$ | 758.43 | $i\begin{pmatrix} 1.154710996247692 & -0.577390320924590 \\ -0.577390320924568 & 1.154853829287965 \end{pmatrix}$ |
| $\frac{780}{571}$ | $1e-6$ | 758.43 | $i\begin{pmatrix} 1.154710996247692 & -0.577390320924590 \\ -0.577390320924568 & 1.154853829287965 \end{pmatrix}$ |
| $\frac{2911}{2131}$ | $1e-7$ | 744.47 | $i\begin{pmatrix} 1.154710996247692 & -0.577390320924590 \\ -0.577390320924568 & 1.154853829287965 \end{pmatrix}$ |
| $\frac{10864}{7953}$ | $1e-8$ | 774.37 | $i\begin{pmatrix} 1.154710996247692 & -0.577390320924590 \\ -0.577390320924568 & 1.154853829287965 \end{pmatrix}$ |
| $\frac{40545}{29681}$ | $1e-9$ | 871.63 | $i\begin{pmatrix} 1.154710996247692 & -0.577390320924590 \\ -0.577390320924568 & 1.154853829287965 \end{pmatrix}$ |
| $\frac{i\sqrt{3}}{2}$ | $\infty$ | $\frac{10864}{7953}$ | $i\begin{pmatrix} 1.154700535838 & -0.57735026919 \end{pmatrix}$ |
| $\frac{i\sqrt{3}}{2}$ | $\infty$ | $\frac{1+\sqrt{3}}{2}$ | $i\begin{pmatrix} 1.154700535838 & -0.57735026919 \end{pmatrix}$ |

Table 3: This table gives an approximation of $\lambda = \frac{1+i\sqrt{3}}{2}$ by the continued fraction expansion up to a tolerance of $10^{-8}$ which is $\frac{10864}{7953}$. Since we expect the real part to be zero, we only keep track of the exponential parts of the real term, which are on the order of $10^{-14}$. 

Table 2: This table gives the successive approximations representing $\tau_\lambda$ for $\lambda = \frac{1+\sqrt{3}}{2}$. Since we expect the real part to be zero, we only keep track of the exponential parts of the real term which are on the order of $10^{-14}$. We run a 0 level approximation, with the finer square approximations coming from increasing the tolerance according to the continued fraction expansion in Matlab.
### A.2 Jenkins–Strebel Tables

| $n$ | Time | Approximation |
|-----|------|---------------|
| 0   | 0.01 | $\begin{pmatrix} i & 0 \\ 0 & i \end{pmatrix}$ |
| 1   | 0.01 | $(-0.162162162162 + 0.972972972972974i, -0.162162162162 + 0.972972972972974i)$ |
| 2   | 0.01 | $(-0.18114511093554 + 0.966032669224184i, -0.18114511093554 + 0.966032669224184i)$ |
| 3   | 0.88 | $(-0.183154151609461 + 0.965246769734324i, -0.183154151609461 + 0.965246769734324i)$ |
| 4   | 6.07 | $(-0.18337643045854 + 0.965159203662908i, -0.18337643045854 + 0.965159203662908i)$ |
| 5   | 61.02| $(-0.183401116934979 + 0.965149709305761i, -0.183401116934979 + 0.965149709305761i)$ |
| 6   | 539.43| $(-0.183403859739504 + 0.965148389476543i, -0.183403859739504 + 0.965148389476543i)$ |
| 7   | 3969.65| $(-0.183404164493931 + 0.965148269311433i, -0.183404164493931 + 0.965148269311433i)$ |

Table 4: The table gives the successive approximations of the Riemann matrix for $J_2(1, 1)$, from the family of the Jenkins–Strebel differential of genus 2.

| $(\lambda, \mu)$ | $n$ | Approximation |
|-----------------|-----|---------------|
| $(3, 1)$        | 6   | $0.391790821341348 + 0.799932604843609i - 0.408209178658656 + 0.199932604843692i$ |
| $(3/5, 1)$      | 5   | $-0.552067431042614 + 0.828028726521117i - 0.814791957486144 - 0.054324214655292i$ |
| $(5/7, 1)$      | 4   | $-0.435881709806809 + 0.891395736738509i - 0.11557385482526 - 0.054450290927392i$ |
| $(1, 3)$        | 6   | $-0.219850571265274 + 0.369151081713766i - 0.070500626168865 - 0.041147264401732i$ |
| $(1/3, 5)$      | 5   | $0.014050129786854 + 1.2451217092456i - 0.237782438362241 + 0.00010998053037688i$ |
| $(1, 5/7)$      | 4   | $-0.064933582171857 + 1.1606129684551i - 0.220568218021245 - 0.043136795910651i$ |
| $(3/5, 5/7)$    | 3   | $-0.533853619968335 + 1.366663730786095i - 0.110172300929262 - 0.0542953165508437i$ |

Table 5: The table gives some approximations in genus 2 for $J_2(\lambda, \mu)$ where we chose the level $n$ so that the number of subdivided squares is approximately the same for each case.
| $n$ | Time  | Approximation |
|-----|-------|---------------|
| 0   | 0.01  | \[
\begin{pmatrix}
i & 0 & 0 \\
in & 0 & 0 \\
0 & 0 & 2i
\end{pmatrix}
\] |
| 1   | 0.01  | \[
\begin{pmatrix}
-0.163636364 + 0.972727273i & 0.001474201 + 0.000245700i & -0.162162162 - 0.027027027i \\
0.001474201 + 0.000245700i & -0.163636364 + 0.972727273i & -0.162162162 - 0.027027027i \\
-0.162162162 - 0.027027027i & -0.162162162 - 0.027027027i & -0.323423423 + 1.945945946i
\end{pmatrix}
\] |
| 2   | 0.01  | \[
\begin{pmatrix}
-0.181890640 + 0.965429514i & 0.000745330 + 0.000603155i & -0.181145111 - 0.0033967331i \\
0.000745530 + 0.000603155i & -0.181145111 - 0.0033967331i & -0.181145111 - 0.0033967331i \\
-0.181145111 - 0.0033967331i & -0.181145111 - 0.0033967331i & -0.362929222 + 1.932065538i
\end{pmatrix}
\] |
| 3   | 0.27  | \[
\begin{pmatrix}
-0.183837862 + 0.964626792i & 0.000683710 + 0.000619978i & -0.183154152 - 0.0034753230i \\
0.000683710 + 0.000619978i & -0.183154152 - 0.0034753230i & -0.183154152 - 0.0034753230i \\
-0.183154152 - 0.0034753230i & -0.183154152 - 0.0034753230i & -0.366308303 + 1.930493539i
\end{pmatrix}
\] |
| 4   | 2.65  | \[
\begin{pmatrix}
-0.184053419 + 0.964537638i & 0.000676988 + 0.000621565i & -0.183376430 - 0.0034840796i \\
0.000676988 + 0.000621565i & -0.183376430 - 0.0034840796i & -0.183376430 - 0.0034840796i \\
-0.183376430 - 0.0034840796i & -0.183376430 - 0.0034840796i & -0.3667752861 + 1.930318407i
\end{pmatrix}
\] |
| 5   | 38.37 | \[
\begin{pmatrix}
-0.184077360 + 0.964527733i & 0.000676243 + 0.000621738i & -0.183401117 - 0.003485029i \\
0.000676243 + 0.000621738i & -0.183401117 - 0.003485029i & -0.183401117 - 0.003485029i \\
-0.183401117 - 0.003485029i & -0.183401117 - 0.003485029i & -0.366802234 + 1.930298942i
\end{pmatrix}
\] |
| 6   | 398.04| \[
\begin{pmatrix}
-0.1840800120 + 0.964526632i & 0.000676160 + 0.000621757i & -0.183403860 - 0.0034851611i \\
0.000676160 + 0.000621757i & -0.183403860 - 0.0034851611i & -0.183403860 - 0.0034851611i \\
-0.183403860 - 0.0034851611i & -0.183403860 - 0.0034851611i & -0.3668076779 + 1.930296779i
\end{pmatrix}
\] |
| 7   | 3429.78| \[
\begin{pmatrix}
-0.184080315 + 0.964525651i & 0.000676151 + 0.000621759i & -0.183404164 - 0.0033841731i \\
0.000676151 + 0.000621759i & -0.183404164 - 0.0033841731i & -0.183404164 - 0.0033841731i \\
-0.183404164 - 0.0033841731i & -0.183404164 - 0.0033841731i & -0.366808329 + 1.930296539i
\end{pmatrix}
\] |

Table 6: The table gives the successive approximations of the Riemann matrix for $J_3(1, 1)$, a specific surface from the family of the Jenkins–Strebel differential of genus 3. Results are rounded to 9 decimal places.
| n  | Time | Approximation       |
|----|------|--------------------|
| 0  | 0.01 | $$\begin{pmatrix} i & 0 & 0 & 0 \\ 0 & i & 0 & 0 \\ 0 & 0 & i & 0 \\ 0 & 0 & 0 & 3i \end{pmatrix}$$ |
| 1  | 0.01 | $\begin{pmatrix} -0.163639 + 0.972727i & 0.000739 + 0.000123i & 0.000739 + 0.000123i & -0.162162 - 0.027027i \\ 0.000739 + 0.000123i & -0.163639 + 0.972727i & 0.000739 + 0.000123i & -0.162162 - 0.027027i \\ -0.162162 - 0.027027i & 0.000739 + 0.000123i & -0.163639 + 0.972727i & -0.162162 - 0.027027i \\ -0.162162 - 0.027027i & 0.000739 + 0.000123i & -0.163639 + 0.972727i & -0.162162 - 0.027027i \end{pmatrix}$$ |
| 2  | 0.02 | $\begin{pmatrix} -0.181189 + 0.96543i & 0.000374 + 0.000301i & 0.000374 + 0.000301i & -0.181145 - 0.033967i \\ 0.000374 + 0.000301i & -0.181189 + 0.965430i & 0.000374 + 0.000301i & -0.181145 - 0.033967i \\ -0.181145 - 0.033967i & 0.000374 + 0.000301i & -0.181189 + 0.965430i & -0.181145 - 0.033967i \\ -0.181145 - 0.033967i & 0.000374 + 0.000301i & -0.181189 + 0.965430i & -0.181145 - 0.033967i \end{pmatrix}$$ |
| 3  | 0.48 | $\begin{pmatrix} -0.183843 + 0.964628i & 0.000343 + 0.00031i & 0.000343 + 0.00031i & -0.183154 - 0.047533i \\ 0.000343 + 0.00031i & -0.183843 + 0.964628i & 0.000343 + 0.00031i & -0.183154 - 0.047533i \\ -0.183154 - 0.047533i & 0.000343 + 0.00031i & -0.183843 + 0.964628i & -0.183154 - 0.047533i \\ -0.183154 - 0.047533i & 0.000343 + 0.00031i & -0.183843 + 0.964628i & -0.183154 - 0.047533i \end{pmatrix}$$ |
| 4  | 5.70 | $\begin{pmatrix} -0.183843 + 0.964628i & 0.000343 + 0.00031i & 0.000343 + 0.00031i & -0.183154 - 0.047533i \\ 0.000343 + 0.00031i & -0.183843 + 0.964628i & 0.000343 + 0.00031i & -0.183154 - 0.047533i \\ -0.183154 - 0.047533i & 0.000343 + 0.00031i & -0.183843 + 0.964628i & -0.183154 - 0.047533i \\ -0.183154 - 0.047533i & 0.000343 + 0.00031i & -0.183843 + 0.964628i & -0.183154 - 0.047533i \end{pmatrix}$$ |
| 5  | 89.00| $\begin{pmatrix} -0.184079 + 0.964529i & 0.000339 + 0.000310i & 0.000339 + 0.000310i & -0.183401 - 0.048518i \\ 0.000339 + 0.000310i & -0.184079 + 0.964529i & 0.000339 + 0.000310i & -0.183401 - 0.048518i \\ -0.183401 - 0.048518i & 0.000339 + 0.000310i & -0.184079 + 0.964529i & -0.183401 - 0.048518i \\ -0.183401 - 0.048518i & 0.000339 + 0.000310i & -0.184079 + 0.964529i & -0.183401 - 0.048518i \end{pmatrix}$$ |
| 6  | 846.84| $\begin{pmatrix} -0.184082 + 0.964527i & 0.000339 + 0.000310i & 0.000339 + 0.000310i & -0.183404 - 0.048521i \\ 0.000339 + 0.000310i & -0.184082 + 0.964527i & 0.000339 + 0.000310i & -0.183404 - 0.048521i \\ -0.183404 - 0.048521i & 0.000339 + 0.000310i & -0.184082 + 0.964527i & -0.183404 - 0.048521i \\ -0.183404 - 0.048521i & 0.000339 + 0.000310i & -0.184082 + 0.964527i & -0.183404 - 0.048521i \end{pmatrix}$$ |
| 7  | 7997.04| $\begin{pmatrix} -0.184082 + 0.964527i & 0.000339 + 0.000310i & 0.000339 + 0.000310i & -0.183404 - 0.048521i \\ 0.000339 + 0.000310i & -0.184082 + 0.964527i & 0.000339 + 0.000310i & -0.183404 - 0.048521i \\ -0.183404 - 0.048521i & 0.000339 + 0.000310i & -0.184082 + 0.964527i & -0.183404 - 0.048521i \\ -0.183404 - 0.048521i & 0.000339 + 0.000310i & -0.184082 + 0.964527i & -0.183404 - 0.048521i \end{pmatrix}$$ |

Table 7: The table gives the successive approximations of the Riemann matrix for $J_4(1,1)$ from the family of the Jenkins–Strebel differential of genus 4. Results rounded to 6 places.
| n   | Time   | Approximation                                                                 |
|-----|--------|-------------------------------------------------------------------------------|
| 0   | 0.01   | \[
\begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{bmatrix}
\] |
| 1   | 0.01   | \[
\begin{bmatrix}
-0.163639 + 0.972727i & 0.000737 + 0.000123i & 0.000003 \\
0.000573 + 0.000123i & -0.163639 + 0.972727i & 0.000003 \\
0.000003 & 0.000737 + 0.000123i & -0.163639 + 0.972727i \\
-0.162162 - 0.027027i & -0.162162 - 0.027027i & -0.162162 - 0.027027i
\end{bmatrix}
\] |
| 2   | 0.03   | \[
\begin{bmatrix}
-0.181853 + 0.965434i & 0.000373 + 0.000302i & 0.000002 - 0.000001i \\
0.000373 + 0.000302i & -0.181853 + 0.965434i & 0.000002 - 0.000001i \\
0.000373 + 0.000302i & 0.000002 - 0.000001i & -0.181853 + 0.965434i \\
-0.181145 - 0.039867i & -0.181145 - 0.039867i & -0.181145 - 0.039867i
\end{bmatrix}
\] |
| 3   | 0.69   | \[
\begin{bmatrix}
-0.183842 + 0.964629i & 0.000432 + 0.000031i & 0.000002 - 0.000001i \\
0.000432 + 0.000031i & -0.183842 + 0.964629i & 0.000002 - 0.000001i \\
0.000432 + 0.000031i & 0.000002 - 0.000001i & -0.183842 + 0.964629i \\
-0.181854 - 0.034753i & -0.181854 - 0.034753i & -0.181854 - 0.034753i
\end{bmatrix}
\] |
| 4   | 9.02   | \[
\begin{bmatrix}
-0.184055 + 0.964538i & 0.000358 + 0.000011i & 0.000002 - 0.000001i \\
0.000358 + 0.000011i & -0.184055 + 0.964538i & 0.000002 - 0.000001i \\
0.000358 + 0.000011i & 0.000002 - 0.000001i & -0.184055 + 0.964538i \\
-0.183154 - 0.034841i & -0.183154 - 0.034841i & -0.183154 - 0.034841i
\end{bmatrix}
\] |
| 5   | 94.25  | \[
\begin{bmatrix}
-0.184079 + 0.964529i & 0.000338 + 0.000011i & 0.000001 - 0.000001i \\
0.000338 + 0.000011i & -0.184079 + 0.964529i & 0.000001 - 0.000001i \\
0.000338 + 0.000011i & 0.000001 - 0.000001i & -0.184079 + 0.964529i \\
-0.183401 - 0.034852i & -0.183401 - 0.034852i & -0.183401 - 0.034852i
\end{bmatrix}
\] |
| 6   | 1051.54| \[
\begin{bmatrix}
-0.184082 + 0.964527i & 0.000338 + 0.000011i & 0.000001 - 0.000001i \\
0.000338 + 0.000011i & -0.184082 + 0.964527i & 0.000001 - 0.000001i \\
0.000338 + 0.000011i & 0.000001 - 0.000001i & -0.184082 + 0.964527i \\
-0.183404 - 0.034852i & -0.183404 - 0.034852i & -0.183404 - 0.034852i
\end{bmatrix}
\] |
| 7   | 12739.99| \[
\begin{bmatrix}
-0.184082 + 0.964527i & 0.000338 + 0.000011i & 0.000001 - 0.000001i \\
0.000338 + 0.000011i & -0.184082 + 0.964527i & 0.000001 - 0.000001i \\
0.000338 + 0.000011i & 0.000001 - 0.000001i & -0.184082 + 0.964527i \\
-0.183404 - 0.034852i & -0.183404 - 0.034852i & -0.183404 - 0.034852i
\end{bmatrix}
\] |

Table 8: The table gives the successive approximations of the Riemann matrix for $J_5(1,1)$ from the family of the Jenkins–Strebel differential of genus 5. Results rounded to 6 places.