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Abstract

Cross-frequency coupling is emerging as a crucial mechanism that coordinates the integration of spectrally and spatially distributed neuronal oscillations. Recently, phase-amplitude coupling, a form of cross-frequency coupling, where the phase of a slow oscillation modulates the amplitude of a fast oscillation, has gained attention. Existing phase-amplitude coupling measures are mostly confined to either coupling within a region or between pairs of brain regions. Given the availability of multi-channel electroencephalography recordings, a multivariate analysis of phase amplitude coupling is needed to accurately quantify the coupling across multiple frequencies and brain regions. In the present work, we propose a tensor based approach, i.e., higher order robust principal component analysis, to identify response-evoked phase-amplitude coupling across multiple frequency bands and brain regions. Our experiments on both simulated and electroencephalography data demonstrate that the proposed multivariate phase-amplitude coupling method can capture the spatial and spectral dynamics of phase-amplitude coupling more accurately compared to existing methods. Accordingly, we posit that the proposed higher order robust principal component analysis based approach filters out the background phase-amplitude coupling activity and predominantly captures the event-related phase-amplitude coupling dynamics to provide insight into the spatially distributed brain networks across different frequency bands.
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I. INTRODUCTION

NEURONAL oscillations and the interactions between them are believed to play a key role in understanding the cognitive function of the brain [1], [2]. The interaction and coordination between oscillations at different frequencies is defined as cross-frequency...
coupling (CFC) [3], [4]. CFC plays a fundamental role in large scale neuronal encoding and communication by providing temporal and spatial dynamics necessary for routing information through brain networks [3], [5]. CFC is an umbrella term to define a variety of phenomena like phase-phase coupling (PPC), amplitude-amplitude coupling (AAC), and phase-amplitude coupling (PAC).

One of the most studied forms of CFC is PAC, which quantifies the interplay between the phase of a slower oscillation and the envelope of a faster oscillation [4]. PAC has been reported to play a critical role in the execution of cognitive functions [6], attention selection [7], long-term memory processing [8], and sensory signal detection [9]. Although a variety of metrics have been developed to quantify PAC, most of these measures are bivariate in nature, i.e., they quantify local PAC observed between different frequencies of the same signal (within-channel PAC) or two different signals (cross-channel PAC). With the availability of multi-channel EEG data, there is a growing need for methods that can quantify neuronal couplings across the whole brain and across different frequency bands.

Recently, several methods have been introduced to quantify multivariate phase amplitude coupling [10]–[12]. The existing methods are based on matrix factorization and as a result, they model multivariate PAC for a pre-defined pair of frequencies rather than capturing the variation of PAC across space and frequency, simultaneously. For example, phase coupling estimation (PCE) is limited to quantifying CFC between one high frequency and N low frequency signals. As such, PCE cannot capture the whole brain CFC dynamics. [11]. Generalized eigendecomposition (gedCFC), on the other hand, is based on generalized eigendecomposition of multi-channel covariance matrices [10]. This is a hypothesis-driven framework and requires a priori knowledge about the low and high frequency bands that are coupled with each other. Thus, even though it is a multivariate PAC analysis method, it is limited to two pre-determined frequency bands. In recent work [12], we have introduced a tensor based framework using PARAFAC decomposition to identify multivariate PAC. While this method can capture the multi-way nature of PAC across channels and frequency bands, it is highly dependent on model order selection. Moreover, it identifies the phase and amplitude providing channels separately rather than directly determining the coupled channel pairs. Thus, this method requires additional significance testing of all possible combinations of phase and amplitude providing channels identified through the outer product of the extracted factors.

In this paper, we first compute bivariate PAC values across all phase and amplitude providing channels, frequency bands, and subjects and then represent these pairwise PAC values as a multi-way tensor. We propose a Higher order Robust Principal Component Analysis (HoRPCA) based multivariate framework to capture the spatial and spectral variation of the event-related PAC. HoRPCA decomposes an input tensor into low-rank and sparse parts and has been widely used in a variety of outlier detection applications such as distinguishing sparse event-related EEG from the background non-task related brain activity [13]–[15]. It has been previously reported that different behavioral tasks evoke distinct patterns of PAC across the cortex [16]. For example, enhanced PAC in the temporal cortex region is correlated with working memory maintenance tasks [17] whereas an increase in PAC in the medial frontal cortex is related to error processing tasks [18]. During an event-
related study, as all subjects perform the same task and respond to the same stimulus, we assume a relatively similar PAC network structure exists for all subjects. A similar assumption was previously made about within frequency synchronization networks [15], [19]. Based on this assumption for event-related activity, HoRPCA based multivariate PAC approach captures the background PAC network in the low-rank part of the tensor while the sparse tensor captures the PAC activity associated with the event of interest. We evaluate the performance of HoRPCA based multivariate PAC approach on synthetic EEG data with varying signal parameters such as noise, subject variability, and volume conduction and compare it with existing multivariate PAC approaches. Finally, we apply the proposed method to EEG recordings collected during a cognitive control study to identify the spatial and spectral dynamics of pairwise PAC associated with different response types and to differentiate between the response types using multivariate analysis of PAC networks.

II. BACKGROUND

A. RID-Rihaczek Time-Frequency Distribution

RID-Rihaczek time-frequency distribution of a signal \( x(t) \) is defined as\(^1\) [20]:

\[
C(t, f) = \int \int \exp \left( -\frac{(\theta \tau)^2}{\sigma} \right) \times \exp \left( \frac{\partial \tau}{\tau} \right) A(\theta, \tau) e^{-j(\theta t + 2\pi f \tau)} d\tau d\theta, \tag{1}
\]

where \( \exp(-\frac{(\theta \tau)^2}{\sigma}) \) corresponds to the Choi-Williams kernel, and \( \exp(\frac{\partial \tau}{\tau}) \) corresponds to the kernel function of the Rihaczek distribution [21], \( A(\theta, \tau) \) refers to the ambiguity function of \( x(t) \) and is defined as:

\[
A(\theta, \tau) = \int x(u + \frac{\tau}{2}) x^*(u - \frac{\tau}{2}) e^{j\theta u} du. \tag{2}
\]

This is a complex-valued distribution that can be employed to extract the amplitude and phase components of a given signal. In this paper, this time-frequency distribution will be used to extract the phase of the low frequency and amplitude of the high frequency oscillations to compute PAC as detailed in Section III-A.

B. Tensor Notation

A multidimensional array with \( N \) modes given as \( \mathcal{X} \in \mathbb{R}^{I_1 \times I_2 \times \ldots \times I_N} \) is called a tensor, where \( x_{i_1,i_2,\ldots,i_N} \) denotes the \((i_1, i_2,\ldots,i_N)\)th element. Column vectors obtained by fixing all indices of the tensor except the one that corresponds to \( n \)th mode are called mode-\( n \) fibers. The process of rearranging the tensor elements into a matrix is defined as unfolding or matricization. The mode-\( n \) unfolding of the tensor \( \mathcal{X} \), which is denoted by \( X_{(n)} \), can be obtained by arranging the mode-\( n \) fibers as the columns of the resulting matrix. The vectorization of \( \mathcal{X} \) is defined as \( \text{vec}(\mathcal{X}) \).

\(^1\)All integrals are from \(-\infty\) to \(\infty\) unless otherwise noted.
III. METHODS

A. Time-Frequency PAC (t-f PAC)

PAC for a given signal is defined as the modulation between the amplitude $A_{f_a}(t)$ of the high frequency ($f_a$) with the phase $\phi_{f_p}(t)$ of the low frequency ($f_p$) oscillations. The first step in computing PAC between two neuronal oscillations, $x(t)$ and $y(t)$ (where the amplitude of $x(t)$ is coupled with the phase of $y(t)$) is to compute the RID-Rihaczek distributions $C_x(t, f)$ and $C_y(t, f)$ following (1). The amplitude component of $x(t)$ at the desired frequency $f_a$ is extracted from the frequency constrained time marginal of $C_x(t, f)$ as follows [22], [23]:

$$A_{x}^{f_a}(t) = \int_{f_a}^{f_a2} C_x(t, f) df$$

where $f_{a1}$ and $f_{a2}$ refer to the bandwidth around the high frequency of interest, $f_a$. The phase component of $y(t)$ at the desired frequency $f_p$ is computed from the complex RID-Rihaczek distribution $C_y(t, f)$ as follows [22], [23]:

$$\phi_{x}^{f_p}(t) = \arg \frac{C_y(t, f_p)}{|C_y(t, f_p)|}.$$  

After quantifying the amplitude and phase components, bivariate PAC between $x(t)$ and $y(t)$ can be computed using the amplitude normalized modulation index (MI) proposed by Özkurt and Schnitzler [24] as follows:

$$MI_{x, y}(f_p, f_a, t) = 1 - \frac{1}{\sqrt{K}} \left| \sum_{k=1}^{K} \frac{A_{x}^{f_a}(t) e^{-j\phi_{y}^{f_p}(t)}}{\sum_{k=1}^{K} A_{x}^{f_a}(t)} \right|$$

where $K$ is the number of trials, $A_{x}^{f_a}(t)$ is the extracted amplitude component from $x(t)$ at high frequency $f_a$ for the $k$th trial and $\phi_{y}^{f_p}(t)$ is the extracted phase component at low frequency $f_p$ from $y(t)$ for the $k$th trial. This metric quantifies PAC as a function of time, low frequency ($f_p$) and high frequency ($f_a$) and is between 0 and 1. As time-frequency based phase and amplitude component estimates were used to compute $MI_{x, y}(f_p, f_a, t)$, for the remainder of the paper, this PAC index will be referred to as t-f PAC to differentiate it from conventional PAC metrics. MATLAB implementation of this metric is given in [25]. From this t-f PAC, we compute time averaged PAC as:

$$MI_{x, y}(f_p, f_a) = \frac{\sum_{T} T^{MI_{x, y}(f_p, f_a)}}{|T|},$$

where $T$ is the time window of interest and $|T|$ is the number of time points in that interval. This time averaged PAC, which is constructed by averaging the multi-dimensional t-f PAC estimate within a time window of interest, is used for constructing the PAC networks.
such, although t-f PAC itself is a time-varying metric, the PAC networks are not time-varying.

B. Statistical Significance Testing

The significance of pairwise PAC values can be determined by surrogate data testing. The surrogate data is generated by following the block swapping procedure suggested in [26]. In this approach, a surrogate amplitude time series was generated by splitting the amplitude time series at a random point and swapping the two obtained time series. This surrogate amplitude time series was then associated with the original phase time series to compute PAC values. This procedure was repeated 100 times to generate 100 random time averaged surrogate PAC values for each frequency pair. Using these values, a threshold value, \( Th_{i,j}(f_p, f_a) \) is obtained at the 95% confidence interval for each low frequency \((f_p)\)- high frequency \((f_a)\) combination between phase channel \(i\) and amplitude channel \(j\). Time averaged PAC values that surpass this threshold value are considered significant for that low-high frequency pair and used for constructing the PAC network.

We also obtain a threshold \( Th_{i,j}(F_p, F_a) \), for all \( 1 \leq i, j \leq N \) channel pairs and low and high frequency band pairs by averaging all the threshold values within those frequency bands, i.e.,

\[
Th_{i,j}(F_p, F_a) = \frac{\sum_{f_p \in F_p} \sum_{f_a \in F_a} Th_{i,j}(f_p, f_a)}{|F_p||F_a|},
\]

where \( F_p \) is the low frequency band of interest, \( F_a \) is the high frequency band of interest, \( |F_p| \) is the number of frequencies in the low frequency band \( F_p \) and \( |F_a| \) is the number of frequencies in the high frequency band \( F_a \).

C. PAC Tensor Construction Across Frequency Bands and Subjects

For a channel and frequency band pair, we first compute the pairwise time averaged PAC \( MI_{i,j}(f_p, f_a) \) for all frequencies of interest, \( f_p \) and \( f_a \) and compare it with the threshold value \( Th_{i,j}(f_p, f_a) \). \( MI_{i,j}(f_p, f_a) \) values that surpass the corresponding threshold values are considered significant and used for computing the average PAC for that channel pair. After quantifying the pairwise time averaged PAC for all EEG channels and across all frequencies, a \( N \times N \) weighted and directed connectivity network, \( A_{F_pF_a} \), is constructed where,

\[
A_{i,j}(F_p, F_a) = \frac{\sum_{f_p \in F_p} \sum_{f_a \in F_a} MI_{i,j}(f_p, f_a)}{|F_p||F_a|},
\]

where \( F_p \) is the low frequency band of interest, \( F_a \) is the high frequency band of interest, \( |F_p| \) is the number of frequencies in the low frequency band \( F_p \), \( |F_a| \) is the number of frequencies in the high frequency band \( F_a \) and

\[
MI_{i,j}(f_p, f_a) = \begin{cases} 
MI_{i,j}(f_p, f_a) & \text{if } MI_{i,j}(f_p, f_a) > Th_{i,j}(f_p, f_a) \\
0 & \text{otherwise}.
\end{cases}
\]
In this paper, we focus on four different low frequency bands \((F_p)\), delta (1-3 Hz), theta (4-7 Hz), alpha (8-12 Hz), and beta (13-30 Hz) that may modulate the amplitude of the high frequency \((F_a)\) band gamma (31-100 Hz). After constructing these adjacency matrices for all frequency bands of interest, the goal of multivariate PAC analysis is to detect the spatial and spectral localization of the coupled channel pairs.

Given \(A^{F_pF_a}\), a 4-way tensor \(\mathcal{A} \in \mathbb{R}^{N \times N \times M \times S}\) is constructed where the first mode corresponds to \(N\) phase providing channels, second mode corresponds to \(N\) amplitude providing channels, third mode corresponds to the \(M\) different low-high frequency band pairs and the fourth mode of the tensor is included to capture the variation of PAC values across \(S\) subjects.

### D. PARAFAC-Based Multivariate PAC

In this paper, we compare our proposed approach with a previously proposed PARAFAC based multivariate analysis. PARAFAC is a generalization of PCA for multi-way data and has been commonly used to extract information from multi-channel EEG data [27]–[29]. For PARAFAC based multivariate PAC, following [12], a 4-way PARAFAC decomposition is used to express \(\mathcal{A}\) in terms of its factors across each mode. As \(\mathcal{A}\) is non-negative, a non-negativity constraint was imposed on the PARAFAC factors as follows:

\[
\mathcal{A}_{ijkl} = \sum_{r=1}^{R} \lambda_r a_{ir} b_{jr} c_{kr} d_{lr}\]  

(6)

where, \(a_{ir} \geq 0\), \(b_{jr} \geq 0\), \(c_{kr} \geq 0\) and \(d_{lr} \leq 0\) are the elements of the loading vectors across each mode. The first mode factors \(a_r \in \mathbb{R}^{N \times 1}\) provide the spatial loading for the different phase-providing channels whereas \(b_r \in \mathbb{R}^{N \times 1}\) provide the spatial loading for the different amplitude-providing channels. The third mode factors, \(c_r \in \mathbb{R}^{K \times 1}\) correspond to the low frequency bands that modulate the high frequency band. The factors for the fourth mode \(d_r \in \mathbb{R}^{S \times 1}\) contain the signature for each subject. As described in [12], the peaks in the factors of the first two modes allow us to determine the spatial locations of the phase- and amplitude-providing channels while the peaks in the factors of third mode provide the coupled low-high frequency band pairs. In this analysis, the rank, \(R\) was determined using DIFFerence in FIT (DIFFIT) method proposed in [30] as it was reported to be more suitable for offline analysis [31].

### E. HoRPCA-Based Multivariate PAC

For matrix or two-way data, the limitations of PCA associated with outliers and non-Gaussian errors have been addressed using robust PCA (RPCA) [32]. In this method, a given matrix is decomposed into a low-rank and a sparse matrix. The extension of RPCA to higher-order data, i.e., tensors, has been proposed recently by Goldfarb and Qin [33]. In HoRPCA, the nuclear rank of a matrix is altered by the Tucker rank (Trank) of a tensor. To generalize RPCA to tensors, Trank and \(l_0\) norms are replaced with their convex surrogates CTrank and \(l_1\) norm. Given a tensor, \(\mathcal{X}\), the corresponding optimization problem is given as:
\[
\min_{\mathcal{X}, \mathcal{S}} C_{\text{Trank}}(\mathcal{X}) + \lambda \|\mathcal{S}\|_1 \quad \text{subject to} \quad \mathcal{X} + \mathcal{S} = \mathcal{X},
\]  

(7)

where \(\mathcal{X}\) is the low-rank part of the tensor and \(\mathcal{S}\) is the sparse part of the tensor and \(\|\mathcal{S}\|_1 = \|\text{vec}(\mathcal{S})\|_1\).

In this paper, we propose to employ HoRPCA [34]–[36] to capture the dynamics of multivariate PAC. HoRPCA is applied to \(\mathcal{X}\) to obtain the estimates of low-rank component \(\mathcal{X}\) and sparse component \(\mathcal{S}\). The low-rank tensor \(\mathcal{X}\) accounts for the background or task-independent PAC network whereas the sparse component \(\mathcal{S}\) represents the task-relevant PAC network.

For computing HoRPCA, we considered the Singleton model proposed in [33], which evaluates the nuclear norm of the tensor as the sum of the nuclear norms of the mode-n unfolding of the tensor, so \(C_{\text{Trank}}(L) = \sum_{i=1}^{4} \|L_{(i)}\|_*, \) HoRPCA with the Singleton low-rank tensor model can be written as the following convex optimization problem:

\[
\min_{\mathcal{X}, \mathcal{S}} \sum_{i=1}^{4} \|L_{(i)}\|_* + \lambda \|\mathcal{S}\|_1 \quad \text{subject to} \quad \mathcal{X} + \mathcal{S} = \mathcal{X},
\]  

(8)

The low-rank component \(\mathcal{X}\) and sparse component \(\mathcal{S}\) can be extracted from \(\mathcal{X}\) by solving (8) using an alternating direction augmented Lagrangian (ADAL) method [33]. To apply HoRPCA algorithm, we need to tune the regularization parameter \(\lambda\), which controls the trade-off between the sparse and low-rank parts of the tensor \(\mathcal{X}\). If \(\lambda\) is small, more data points will be allowed to move from \(\mathcal{X}\) to \(\mathcal{S}\), and as \(\lambda\) increases fewer data points will be considered anomalous. For this study, following [33], \(\lambda\) was set as \(\lambda = \frac{1}{\sqrt{I_{\text{max}}}}\) where,

\[I_{\text{max}} = \max(N, N, M, S)\]

For multivariate PAC detection, we are interested in the sparse component \(\mathcal{S}\), as the nonzero elements of this tensor will provide us the phase and amplitude providing channels. Each row of \(\mathcal{S}(\cdot, \cdot, m, l)\) will provide the phase providing channels while each column of \(\mathcal{S}(\cdot, \cdot, m, l)\) will provide the amplitude providing channels for the \(m\)th frequency band and \(l\)th subject.

Fig. 1 illustrates the flowchart for the proposed HoRPCA based multivariate PAC detection method. A toy example detailing how the proposed HoRPCA based multivariate t-f PAC measure can detect coupled channel pairs and the frequency band pairs, simultaneously, is provided in the supplementary material.

IV. Description of Datasets and Experiments

The proposed multivariate PAC approach was validated first on multiple synthesized data sets, and then on EEG data collected during a cognitive control study.
A. Synthesized Multi-Channel Data

To generate synthesized EEG data, time series data were created at 2,004 dipole locations in the brain. These dipole locations were based on the standard MRI brain. EEG data were created by considering the fact that the spectrum of EEG data follow the power law, i.e., higher the frequency, weaker the amplitude \( P(f) \sim \left( \frac{1}{f^\beta} \right) \). The rate of decay of the amplitude is defined by the parameter \( \beta \) with \( \beta = 0, 1, \) and \( 2 \) indicating white noise, pink noise, and Brownian (red) noise, respectively [37]. The frequency spectrum of the human brain has been reported to be similar to Brownian noise [38], [39], hence EEG data was generated from Brownian noise. Time series data from Brownian noise was generated at each of the 2,004 uncorrelated dipole locations in the brain at a sampling frequency of \( F_s \) Hz. Cross-voxel correlations were imposed across all the dipoles by generating a random dipole-to-dipole correlation matrix. The new data matrix was constructed as \( Y = X^T V D^{1/2} \), where \( V \) is the eigenvector, \( D \) is the eigenvalue, and \( X \) is the data matrix. To project each dipole location to the scalp EEG locations, the forward model was generated by following the openmeeg [40] algorithm implemented in Brainstorm [41].

To introduce phase-amplitude coupling in the simulated data, first the dipole locations corresponding to the high frequency amplitude component and low frequency phase component were chosen. Brownian noise signal \( x_B(t) \) was generated with a sampling frequency of \( F_s \) Hz. Low frequency phase signal \( x_{fp}(t) \) was generated by bandpass filtering \( x_B(t) \) at the phase providing frequency \( f_p \) with a bandwidth of 2 Hz \( (f_p \pm 1 \) Hz). To create the amplitude signal, \( x_B(t) \) was bandpass filtered at the amplitude providing frequency \( f_a \) with a bandwidth of 10 Hz \( (f_a \pm 5 \) Hz) to ensure that the high frequency activity is broadband. PAC was generated using the procedure described by Kramer and Eden [42]. The time locations of relative maxima of the phase signal \( x_{fp}(t) \) were detected. At each maxima, a DC shifted Hanning window with a duration of 42 ms, was multiplied with the amplitude time series. The amplitude signal \( x_{fa}(t) \) with monophasic coupling was generated at high frequency \( f_a \) by multiplying the Hanning window with the filtered amplitude time series centered at the relative maxima (peaks) of the phase signal \( x_{fp}(t) \). The coupling intensity is controlled by multiplying the Hanning window itself with a multiplier \( I \), where \( I = 1 \) indicates full coupling and \( I = 0 \) indicates no coupling. Finally, the time series of the chosen dipole locations were replaced with \( x_{fp}(t) \) for the low frequency and \( x_{fa}(t) \) for the high frequency signal. The whole procedure was repeated \( d \) times to generate \( d \) distinctly coupled neuronal oscillations between \( 2d \) dipole locations \( (d \) phase providing dipoles and \( d \) amplitude providing dipoles).

B. EEG Data

The EEG dataset used to assess the proposed PAC measure was collected during a cognitive control-related error processing study. The experiment conducted was a letter version of the speeded-reaction Flanker task [43]. The study was designed following the experimental protocol and guidelines approved by the Institutional Review Board (IRB) of the Michigan State University (IRB: LEGACY13-144). The data acquisition was performed following the guidelines and regulations established by this protocol. Written and informed consent was collected from each participant before data collection. A string of five letters, which could
be congruent (e.g., SSSSS) or incongruent (e.g., SSTSS), was exhibited in front of each participant for each trial. The participants have to select the center letter with a standard mouse with respect to the Flanker letters. The trials began with a 35ms of flanking stimuli (e.g., SS SS). Then, the target stimuli were embedded in the center of the flankers (e.g., SSSSS/SSTSS) and remained for 100 ms (total presentation time is 135ms) followed by an inter-trial interval of varying duration ranging from 1200 to 1700 ms.

Continuous EEG responses were recorded using the ActiveTwo system (BioSemi, Amsterdam, The Netherlands) by placing the 64 Ag–AgCl channels following the international 10/20 system. All EEG signals were sampled at 512 Hz. The trials with artifacts were removed, and volume conduction was minimized using the Current Source Density (CSD) Toolbox [44]. The artifact removed data were considered for analysis in this paper. The trials corresponding to the error and correct responses were separated from each other for analysis. Each trial was one second long. A total of 20 participants were considered for the ongoing study. The inclusion criteria were that the number of trials for error response should be at least 20 or higher. Since the total number of correct/error response trials varies for different participants, the number of trials considered for both responses were kept the same for a fair comparison. The correct response trials were randomly sub-sampled from the whole set of correct responses and the whole procedure was repeated 10 times to select the correct response trials.

C. Synthesized Data Experiments

The proposed HoRPCA based multivariate PAC method is first tested on the synthesized data set described in Section IV-A. Experiments were conducted to evaluate the robustness of the proposed method against spurious coupling due to noise, subject variability and linear mixing with respect to existing approaches. In these experiments, HoRPCA based method was compared to three other methods, i.e., simple averaging, matrix factorization based gedCFC [10] and PARAFAC based method [12]. For simple averaging method, we first average the delta-gamma, theta-gamma, alpha-gamma and beta-gamma PAC networks for each subject. We also average the thresholds for delta-gamma, theta-gamma, alpha-gamma and beta-gamma networks obtained from the statistical significance testing described in Section III-B for each subject. To detect the coupled channels, we compare the averaged PAC network with the thresholds for each electrode pair. PAC values for gedCFC were computed following the codes provided in [10]. As gedCFC computes PAC between two pre-defined low and high-frequency bands, we compute gedCFC based PAC individually for each frequency band pair combination. PARAFAC based analysis is conducted as described in section III-D. For both gedCFC and PARAFAC based methods, to differentiate the coupled channel pairs from background PAC values, the outputs of these two methods are compared to the average threshold PAC value $\left(\bar{T}_{h_i,j}(F_p, F_d)\right)$ for that channel pair obtained through the statistical significance testing described in Section III-B.

In this section, we conducted two experiments. Experiment 1 focuses on whether the methods can differentiate true coupling from no coupling whereas experiment 2 focuses on the accuracy of the detected channel pairs. The performance evaluation metrics and the description of the experiments are as follows.
Performance evaluation metrics: The performance metrics are:

1. Precision = \( \frac{TP}{TP + FP} \).

2. Recall/sensitivity = \( \frac{TP}{TP + FN} \).

3. F–measure = \( \frac{2 \times \text{precision} \times \text{recall}}{\text{precision} + \text{recall}} \).

4. G–mean = \( \sqrt{\text{sensitivity} \times \text{specificity}} \).

where,

\( \text{Specificity} = \frac{TN}{TN + FP} \).

- TP (true positive): coupled pairs detected as coupled.
- FP (false positive): uncoupled pairs detected as coupled.
- FN (false negative): coupled pairs detected as uncoupled.
- TN (true negative): uncoupled pairs detected as uncoupled.

1) Experiment 1: Evaluation of Detection Power of Different Approaches: In this experiment, we are interested in quantifying the ability of the different methods to differentiate between multi-channel data with and without PAC for different noise levels. This simulation is conducted to ensure that our method is robust against external noise, e.g., measurement or biological noise, and is able to differentiate true coupling from uncoupled oscillatory activity. Two multi-channel EEG datasets were generated. First dataset was generated with theta-gamma coupling (I = 0.7) between any two randomly selected dipole locations. Signals for amplitude and phase providing dipoles were generated following the procedure described in Section IV-A. For all other dipoles, the signals were time series data generated from Brownian noise. This procedure was repeated 20 times to generate a dataset with 20 subjects with different dipole locations and this dataset was referred to as 'dataset with coupling'. For the second dataset, low and high frequency signals were generated at the same dipole locations as the first dataset but the coupling intensity was set to zero (I = 0) to generate no-coupling condition. This procedure was also repeated 20 times to generate a dataset with 20 subjects and this dataset was referred to as 'dataset without coupling'. The performance of each approach was determined by evaluating whether each method detected any coupled pairs for each subject or not. Based on this evaluation, detection accuracy in terms of precision, recall, F-measure and G-mean is quantified across subjects for varying signal to noise ratio (SNR) levels (−6dB to 6dB). We repeat the whole experiment 20 times to quantify the variability of each method.

2) Experiment 2: Performance Evaluation With Varying Signal Parameters: We next conduct experiments assessing the accuracy of the detected coupled channel pairs with respect to various signal parameters, including noise, variability in dipole locations and number of coupled channel pairs. As gedCFC cannot detect multiple channel pairs across multiple frequencies, it was not included in these comparisons. For evaluating the performance of the remaining three methods (HoRPCA, PARAFAC and averaging), for a
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fair comparison, the number of channel pairs detected by each method was fixed as the actual number of coupled pairs in the data.

**Robustness to noise:** To evaluate the robustness of the proposed method, we generated synthesized data with additive white Gaussian noise of varying SNR from −6dB to 6dB added to all dipole locations. Assessing the robustness to noise is important as real EEG signals are not simple linear combinations of dipole sources and noise can be generated by both neural and external measurement systems. Eight coupled pairs (5 theta-gamma and 3 alpha-gamma) were generated for each subject between 16 dipole locations (8 phase providing and 8 amplitude providing dipoles) following the steps described in Section IV-A. The projections of these dipole locations are shown in Fig.2. This procedure was repeated ten times to generate a dataset with ten subjects for each SNR level. The whole experiment was repeated 20 times to quantify the variability of each method.

**Robustness to subject variability:** For multi-subject analysis, methods such as our method which tries to identify coupled channels across subjects, variability across subjects is natural. In this experiment, we evaluate the performance of the proposed method by introducing variability in the location of the coupled channels to determine the robustness of the method against variability across subjects. First, eight multivariate coupled pairs of oscillations (5 theta-gamma and 3 alpha-gamma) were generated for each subject between 16 locations (8 phase providing and 8 amplitude providing) following the steps described in Section IV-A and for the dipoles illustrated in Fig.2. Using this procedure, a dataset was generated with ten subjects. SNR was fixed at 6dB for all subjects. Variability was introduced by changing 5% to 25% of the dipole locations with a step size of 5% for different datasets. We repeated the whole experiment 20 times to quantify the variability of each method.

**Robustness to volume conduction:** The performance of the proposed measure was also evaluated with increasing number of coupled channel pairs to determine the robustness of the proposed method against volume conduction. Volume conduction is very commonly encountered in EEG and refers to the phenomenon where nearby electrodes are highly correlated with each other due to the conductivity of the scalp [45]. This is important as the number of coupled dipoles increases there will be more interference across channels which may make it harder to detect the truly coupled channels. Synthesized datasets (10 subjects in each dataset with the same number of coupled pairs) were generated by varying the number of coupled channel pairs from 4 to 20 following the steps described in Section IV-A. SNR was fixed at 6dB for all subjects. 75% of the coupled channel pairs were theta-gamma coupled while 25% were alpha-gamma coupled. The whole experiment was repeated 20 times to quantify the variability of each method.

### D. EEG Data Experiments

1) **Detection of PAC Networks:** Using the average PAC within a frequency band and time window of interest ($\bar{MT}$) defined in section III-C, pairwise PAC values were computed across all 64 electrodes for delta-gamma, theta-gamma, alpha-gamma and beta-gamma frequency band combinations for each subject and response type, error and correct. As
previous studies indicate increased synchronization associated with the ERN in the time window 0-100 ms [46], the connectivity matrices were constructed by averaging the time-varying PAC within this time window. This resulted in $\mathcal{A}_{\text{error}} \in \mathbb{R}^{64 \times 64 \times 4 \times 20}$ and $\mathcal{A}_{\text{correct}} \in \mathbb{R}^{64 \times 64 \times 4 \times 20}$.

HoRPCA is applied on both $\mathcal{A}_{\text{error}} \in \mathbb{R}^{64 \times 64 \times 4 \times 20}$ and $\mathcal{A}_{\text{correct}} \in \mathbb{R}^{64 \times 64 \times 4 \times 20}$ to obtain the estimates of low-rank components $\mathcal{L}_{\text{error}}, \mathcal{L}_{\text{correct}}$ and sparse components $\mathcal{S}_{\text{error}}, \mathcal{S}_{\text{correct}}$. The sparse components indicate that the theta-gamma frequency band pairs have the highest PAC for both EEG error and correct responses. The set of coupled channels for error and correct responses for theta band across all subjects was determined for all $1 \leq i, j \leq N$ as:

Error response: $X_{\text{er}}(i, j) = \sum_{l=1}^{20} 1_{\mathbb{R}^+}[\delta_{\text{error}}(i, j, 2, l)]$ (9)

Correct response: $X_{\text{cr}}(i, j) = \sum_{l=1}^{20} 1_{\mathbb{R}^+}[\delta_{\text{correct}}(i, j, 2, l)]$ (10)

where, $1_{\mathbb{R}^+}[\delta_{\text{error}}(i, j, 2, l)] = \begin{cases} 1, & \text{if } \delta_{\text{error}}(i, j, 2, l) > 0, \\ 0, & \text{otherwise}, \end{cases}$

and $1_{\mathbb{R}^+}[\delta_{\text{correct}}(i, j, 2, l)] = \begin{cases} 1, & \text{if } \delta_{\text{correct}}(i, j, 2, l) > 0, \\ 0, & \text{otherwise}. \end{cases}$

The detected channel combinations for error ($X_{\text{er}}$) and correct ($X_{\text{cr}}$) responses are referred to as PAC networks for error and correct responses, respectively.

2) Classification Based on Detected PAC Network: A classification experiment was conducted to determine if the detected multivariate PAC networks can be used as features to discriminate between error and correct responses. As the proposed method uses the sparse part of the tensor for classification and since this sparse part is data dependent, the classification was performed by following the sparse representation classification (SRC) approach described in [47], [48].

We first generate training and test samples from $\mathcal{A}_{\text{error}} \in \mathbb{R}^{64 \times 64 \times 4 \times 20}$ and $\mathcal{A}_{\text{correct}} \in \mathbb{R}^{64 \times 64 \times 4 \times 20}$ using 5-fold cross-validation. For each validation, we take $I$ subjects (both error and correct responses) to generate a test set $\mathcal{A}_{\text{test}} \in \mathbb{R}^{64 \times 64 \times 4 \times 2I} = \begin{bmatrix} \mathcal{A}_{\text{err test}}, \mathcal{A}_{\text{cr test}} \end{bmatrix}$. We then compute HoRPCA for the remaining $J$
= 20 − I subjects in the training set separately for error $\mathcal{A}_{\text{err}}^{\text{train}} \in \mathbb{R}^{64 \times 64 \times 4 \times J}$ and correct responses $\mathcal{A}_{\text{crr}}^{\text{train}} \in \mathbb{R}^{64 \times 64 \times 4 \times J}$ to obtain two separate training feature matrices corresponding to error and correct responses. The feature matrices are the fourth mode slices of the sparse tensors $\mathcal{S}_{\text{err}}^{\text{train}} \in \mathbb{R}^{64 \times 64 \times 4 \times J}$ and $\mathcal{S}_{\text{crr}}^{\text{train}} \in \mathbb{R}^{64 \times 64 \times 4 \times J}$ corresponding to each subject $j \in \{1, 2, \ldots, J\}$ in the training set. Next, for each subject and response type in the test set ($\mathcal{Y}_k = \mathcal{A}_{\text{test}}^{\cdot,\cdot,\cdot, k}$), we concatenate the error and correct tensors with the PAC tensor corresponding to each test sample ($\mathcal{Y}_k$) separately, i.e., we end up with two tensors $\left[ \mathcal{A}_{\text{err}}^{\text{train}} \mathcal{Y}_k \right] \in \mathbb{R}^{64 \times 64 \times 4 \times (J + 1)}$ and $\left[ \mathcal{A}_{\text{crr}}^{\text{train}} \mathcal{Y}_k \right] \in \mathbb{R}^{64 \times 64 \times 4 \times (J + 1)}$. We perform HoRPCA on each of these tensors and extract the sparse matrix corresponding to the test sample. This results in two feature matrices for our test sample, one based on projection with respect to the error training samples and the other based on projection with respect to correct training samples. For each of these feature matrices, we compute the distances between the feature matrix from the test sample and the feature matrices obtained from the training data. The test sample is assigned to the class to which it has the smallest distance, i.e., Nearest Neighbor (NN) classification. We repeat this procedure across all test samples and multiple 5-folds and report the average accuracy. The overall procedure is summarized in Algorithm 1.

**Algorithm 1**

Sparse Representation-Based Classification (SRC) of PAC Networks

| Input | Training tensors: $\mathcal{A}_{\text{err}}^{\text{train}} \in \mathbb{R}^{64 \times 64 \times 4 \times J}$ and $\mathcal{A}_{\text{crr}}^{\text{train}} \in \mathbb{R}^{64 \times 64 \times 4 \times J}$; Test tensor: $\mathcal{A}_{\text{test}} \in \mathbb{R}^{64 \times 64 \times 4 \times 2I}$, where, $\mathcal{A}_{\text{err}}^{\text{test}} \in \mathbb{R}^{64 \times 64 \times 4 \times I}$, $\mathcal{A}_{\text{crr}}^{\text{test}} \in \mathbb{R}^{64 \times 64 \times 4 \times I}$. |
|-----------------------------------------------|
| Output | Label of test samples in $\mathcal{A}_{\text{test}}$. |

1. Perform HoRPCA on $\mathcal{A}_{\text{err}}^{\text{train}}$ and $\mathcal{A}_{\text{crr}}^{\text{train}}$ using (8) to obtain training features $\mathcal{S}_{\text{err}}^{\text{train}}$ and $\mathcal{S}_{\text{crr}}^{\text{train}}$.
2. for $k = 1$ to $2I$
do  
3. $\mathcal{Y}_k = \mathcal{A}_{\text{test}}^{\cdot,\cdot,\cdot, k}$.  
4. Using (8), perform HoRPCA on $\left[ \mathcal{A}_{\text{err}}^{\text{train}} \mathcal{Y}_k \right]$ and $\left[ \mathcal{A}_{\text{crr}}^{\text{train}} \mathcal{Y}_k \right]$ to obtain $\mathcal{S}_{\text{err}}^{\text{train}}$ and $\mathcal{S}_{\text{crr}}^{\text{train}}$.
5. $\mathcal{S}_{\text{err}}^{k} \leftarrow \mathcal{S}_{\text{err}}^{\text{train}}^{\cdot,\cdot,2J+1}$
6. $\mathcal{S}_{\text{crr}}^{k} \leftarrow \mathcal{S}_{\text{crr}}^{\text{train}}^{\cdot,\cdot,2J+1}$.  
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for \( l = 1 \) to \( J \) do

\[
d^l_{k,\text{err}} = \| \hat{\delta}^k_{\text{err},\text{train}}(:,\cdot,:2) - \bar{\delta}^k_{\text{err},\text{test}} \|_2
\]

\[
d^l_{k,\text{crr}} = \| \hat{\delta}^k_{\text{crr},\text{train}}(:,\cdot,:2) - \bar{\delta}^k_{\text{crr},\text{test}} \|_2
\]

end

Label(\( Y_k \)) = \arg\min_{\text{err},\text{crr}} (d^l_{k,\text{err}}, d^l_{k,\text{crr}}) \text{ for all } l.

We compare the classification performance of HoRPCA with simple averaging, gedCFC and PARAFAC based methods. As simple averaging and gedCFC methods are not data dependent, to classify the error and correct responses for these two methods, we employ simple NN classifier without the SRC based algorithm. For simple averaging method, the classification was performed using 5-fold cross-validation with an NN classifier. The feature matrices in this case are the 64 × 64 PAC networks averaged across frequency bands corresponding to each subject and response type. The classification for gedCFC was also performed by using 5-fold cross-validation with NN classifier. In this case, the features are the multivariate PAC values for the theta-gamma band extracted by gedCFC. For PARAFAC based method, as it is also data dependent similar to HoRPCA, the classification was performed following the SRC based NN-classifier approach described in Algorithm 1. For all cases, the performance was evaluated in terms of precision, recall, F-measure and G-mean.

V. Results

A. Synthesized Data Results

1) Results for Experiment 1: The evaluation performance of the detection power for the four methods for various SNR values is reported in Table I. From Table I, it can be seen that the proposed HoRPCA based PAC approach outperforms gedCFC in all cases and can detect the presence of PAC even for highly noisy data (−6dB) with a F-measure close to 0.85. The detection power of PARAFAC based approach was also high and comparable to the proposed HoRPCA based approach. The high performance exhibited by the HoRPCA and PARAFAC based methods indicates that the tensor based multi-way analysis takes full advantage of the multi-linear structure of the data, which improves the classification performance compared to matrix factorization-based methods like gedCFC. Averaging the networks has the worst performance (i.e., performance around the chance level) for all SNR levels indicating loss of information due to averaging.

2) Results for Experiment 2: The performance of the three approaches for various SNR levels, variability in dipole locations and number of coupled channel pairs are depicted in Tables II, III and IV, respectively. From Tables II, III and IV, we can see that the proposed HoRPCA based method outperforms PARAFAC and the averaging based methods in all cases. HoRPCA detected the coupled channels correctly with more than 80% precision and recall even for high noise levels, e.g. −6dB, (Table II). HoRPCA is also shown to be more
robust against subject variability (Table III). It is also less sensitive to the number of coupled channel pairs (Table IV). While PARAFAC based multivariate PAC detection performs well for low noise levels and less variability in the data, its performance deteriorates quickly as the uncertainty in the data increases. For example, PARAFAC is unable to detect the correct coupled channel pairs in the presence of variability across subjects. This can be explained by the fact that PARAFAC based method detects the channel pairs which are common across all subjects. In all cases, averaging the networks yielded the worst performance and was found to be more sensitive to different signal parameters. This is due to the fact that averaging cannot capture variability across subjects and frequency bands. The standard deviations reported in these Tables reflect that the variability of the HoRPCA method is smaller than others across multiple realizations of the experiments. This indicates the stability of the proposed method.

B. EEG Data Results

1) PAC Network Detection Result: The low-rank and sparse networks extracted for the theta band of error and correct responses averaged across subjects is shown in Fig.3. This figure shows that the low-rank parts of the tensor for both response types are similar, while the sparse parts illustrate the differences in the coupled brain regions for the two response types.

This observation is also verified by statistical testing. A Wilcoxon Signed Rank Sum Test (p < 0.05) with Bonferroni correction is conducted to determine the statistical significance of the difference between ERN and CRN PAC networks across subjects. The statistical testing revealed no significant difference between the low rank networks but significant difference was observed between sparse networks. We constructed a p-value PAC network that shows the channel pairs with significant difference between the sparse networks corresponding to error and correct responses. The p-value PAC network is depicted in Fig.4.

From the extracted sparse networks, we detected the channel combinations for error ($X_{err}$) and correct ($X_{cor}$) responses as shown in Fig.5 (a) and (b), respectively. The colormap shows the number of subjects for which a channel combination was detected. The yellow pixels indicate channel pairs with coupling across the majority of subjects, while the light blue pixels correspond to channel pairs with coupling for only a few number of subjects.

The channel pairs (phase-amplitude coupled channels) detected for a majority of subjects for error response are: FP1-POz, FP1-Pz, FP1-C4, F3-Oz, FT7-POz, FC1-P7, FC1-POz, FC1-Pz, FC1-C4, FC1-P6, Fz-C4, Fz-P6, FCz-P7, FCz-POz, FCz-Pz, FCz-P6, C2-Pz, and C2-P6. Similarly, for correct response the channel pairs (phase-amplitude coupled channels) detected for a majority of subjects are: FP1-P7, FP1-P3, FP1-O2, F1-Pz, F5-PO4, FPz-P7, FPz-P3, FPz-P8, FPz-C6, FPz-TP8, AFz-PO4 and C6-Pz. The resulting theta-gamma band PAC networks for error and correct responses are shown in Fig.6(a) and (b) respectively.

2) Classification Experiment Result: Table V shows the comparison of classification performance for 50 repetitions of the 5-fold cross-validation in terms of precision, recall, F-measure and G-mean. From this Table, it can be seen that the proposed HoRPCA based multivariate method results in very high accuracy (F-measure and G-mean > 0.98) compared
to averaging (F-measure and G-mean close to 0.70) and matrix factorization-based gedCFC (F-measure and G-mean close to 0.85). The discrimination power of PARAFAC was slightly lower than the proposed method. The increased discrimination power of the tensor based methods indicates that the tensor based multivariate t-f PAC approaches are more effective at identifying the brain regions central to PAC.

VI. DISCUSSION

In this paper, a HoRPCA based approach was proposed to identify the spatial and spectral components of multivariate PAC across all channels, frequency bands, and subjects. As illustrated in Fig.5, HoRPCA can determine the coupled channel pairs directly from the row and column indices of the non-zero elements of the sparse tensor component for a given frequency band. This approach provides certain advantages over PARAFAC decomposition of the same tensor. First, with the PARAFAC model, order selection is an open problem. While the first factor across each mode can be used to identify the coupled channel pairs and frequency bands, these factors are only effective at capturing the largest variance in the data and are not necessarily robust to outliers and variations in the data such as the ones considered in Tables II, III and IV. Second, PARAFAC identifies the amplitude and phase providing channels individually rather than identifying the actual channel pairs. This results in $P \times Q$ possible channel pairs, where $P$ is the number of amplitude providing channels and $Q$ is the number of phase providing channels. In order to determine the actual coupled channel pairs, one needs to do significance testing which is computationally expensive. Estimation of coupled channel pairs from the indices of the sparse matrix in the HoRPCA method overcomes these limitations. Based on the F-measure values reported for various simulations, HoRPCA based method outperforms PARAFAC and averaging based method and is more robust to varying signal conditions such as noise level, subject variability and number of couplings. HoRPCA is also more robust to noise compared to gedCFC indicating the advantage of tensor representation with respect to matrix factorization based methods (Table I).

In the analysis of EEG data, the proposed approach detected event-related theta-gamma PAC during error and correct responses with higher PAC for error response. This finding is consistent with prior studies where theta-gamma coupling was reported during visual tasks like working memory processing and serial memory recall [9]. Theta-gamma PAC was also reported in an error processing MEG study [18] and in error/correct trial learning [49]. A possible explanation for the presence of higher theta-gamma PAC during error response is that error trials may reflect a miscoding of information, which leads to a large-scale functional integration across theta-gamma frequency bands to improve the performance after an error response [49].

Cross-frequency networks extracted through HoRPCA are sparse networks as the background couplings are discarded (Fig.3, Fig.6). Analysis of the low-rank parts of the tensors for both error and correct responses showed that there was no significant difference between the two response types based on solely the low-rank tensor (Fig.3). This observation justifies our hypothesis that the low-rank part of the tensor captures background PAC activity while the sparse part corresponds to response-evoked PAC. Observation of the
detected PAC networks shows that the networks corresponding to the correct response were concentrated between frontal theta phase providing channels and parietal gamma amplitude channels. On the other hand, networks for error response were concentrated between frontal-central theta phase activity and parietal gamma activity. Comparison of ERN and CRN networks through statistical significant testing revealed that the difference was centered around the medial frontal cortex, which has been previously reported to be active during error processing [18]. Prior studies also hypothesized that error-related negativity initiates the medial frontal based top-down control mechanisms to improve the performance after an error response [50], [51]. Thus, the PAC networks extracted by the proposed HoRPCA approach are consistent with previous literature reflecting higher theta-gamma coupling in the medial frontal cortex and relating this with error-related negativity. The high classification accuracy achieved by HoRPCA based multivariate PAC also indicates that multivariate PAC can be successfully employed to characterize cross-frequency connectivity networks associated with error and correct responses.

Although the proposed multivariate approach is promising, there are some limitations. First, the multivariate analysis was conducted by constructing the network with amplitude extracted only from the gamma frequency band. The low-high frequency band combinations were chosen based on the literature indicating the presence of PAC mainly between the low frequency phase (typically 5–12 Hz) and high frequency amplitude (typically 30–100Hz) [9]. However, other low-high frequency combinations such as delta-theta/alpha/beta, theta-alpha/beta and alpha-beta can also be studied by adding those networks in $\mathcal{A}$. Another limitation is that the multivariate measure focuses on the average PAC values across a predetermined time window. However, there is growing empirical evidence that PAC is dynamic, varying across time. Consequently, future work could include extending the proposed measure to capture the temporal and spatial dynamics of PAC.

VII. Conclusion

In this study, we proposed a HoRPCA based multivariate PAC framework to capture the dynamics of cross-frequency PAC across various brain regions and frequencies. The empirical results obtained from the analyses of simulated and EEG data supported our hypothesis that the sparse tensor extracted through HoRPCA can capture the spectral and spatial dynamics of event-related multivariate PAC network while discarding the background perturbations as part of the low-rank tensor. With these unique properties, the proposed HoRPCA based multivariate approach can lead to obtaining a complete understanding of connectivity across frequency bands and brain regions.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.

Acknowledgment

The authors would like to thank Dr. J. S. Moser from Michigan State University for providing the EEG data.

This work was supported in part by NIH under Grant 5R01MH108511-04.
This work involved human subjects or animals in its research. Approval of all ethical and experimental procedures and protocols was granted by The Institutional Review Board at Michigan State University under Approval No. LEGACY13-144.

REFERENCES

[1]. Buzsáki G, Rhythms of the Brain. London, U.K.: Oxford Univ. Press, 2006.

[2]. Buzsáki G, “Neural syntax: Cell assemblies, synapsembles, and readers,” Neuron, vol. 68, no. 3, pp. 362–385, 11. 2010. [PubMed: 21040841]

[3]. Jensen O and Colgin LL, “Cross-frequency coupling between neuronal oscillations,” Trends Cognit. Sci, vol. 11, no. 7, pp. 267–269, 7. 2007. [PubMed: 17548233]

[4]. Canolty RT and Knight RT, “The functional role of cross-frequency coupling,” Trends Cognit. Sci, vol. 14, no. 11, pp. 506–515, 11. 2010. [PubMed: 20932795]

[5]. Hyafil A, Giraud A-L, Fontolan L, and Gutkin B, “Neural cross-frequency coupling: Connecting architectures, mechanisms, and functions,” Trends Neurosci, vol. 38, no. 11, pp. 725–740, 11. 2015. [PubMed: 26549886]

[6]. Tort ABL et al., “Dynamic cross-frequency couplings of local field potential oscillations in rat striatum and hippocampus during performance of a T-maze task,” Proc. Nat. Acad. Sci. USA, vol. 105, no. 51, pp. 20517–20522, 12. 2008. [PubMed: 19074268]

[7]. Lakatos P, Karmos G, Mehta AD, Ulbert I, and Schroeder CE, “Entrainment of neuronal oscillations as a mechanism of attentional selection,” Science, vol. 320, no. 5872, pp. 110–113, 4. 2008. [PubMed: 18388295]

[8]. Axmacher N, Henseler MM, Jensen O, Weinreich I, Elger CE, and Fell J, “Cross-frequency coupling supports multi-item working memory in the human hippocampus,” Proc. Nat. Acad. Sci. USA, vol. 107, no. 7, pp. 3228–3233, 2. 2010. [PubMed: 20133762]

[9]. Tort ABL, Komorowski R, Eichenbaum H, and Kopell N, “Measuring phase-amplitude coupling between neuronal oscillations of different frequencies,” J. Neurophysiol, vol. 104, no. 2, pp. 1195–1210, 8. 2010. [PubMed: 20463205]

[10]. Cohen MX, “Multivariate cross-frequency coupling via generalized eigendecomposition,” eLife, vol. 6, p. e21792, 1. 2017. [PubMed: 28117662]

[11]. Canolty RT, Cadieu CF, Koepsell K, Knight RT, and Carmena JM, “Multivariate phase–amplitude cross-frequency coupling in neurophysiological signals,” IEEE Trans. Biomed. Eng, vol. 59, no. 1, pp. 8–11, 1. 2012. [PubMed: 22020662]

[12]. Munia TTK and Aviyente S, “A time-frequency based multivariate phase-amplitude coupling measure,” in Proc. IEEE Int. Conf. Acoust., Speech Signal Process. (ICASSP), 5 2019, pp. 1095–1099.

[13]. Lin Y-P, Jao P-K, and Yang Y-H, “Improving cross-day EEG-based emotion classification using robust principal component analysis,” Frontiers Comput. Neurosci, vol. 11, p. 64, 7. 2017.

[14]. Wei C-S, Lin Y-P, and Jung T-P, “Exploring the EEG correlates of neurocognitive lapse with robust principal component analysis,” in Proc. Int. Conf. Augmented Cognition. Cham, Switzerland: Springer, 2016, pp. 113–120.

[15]. Ozdemir A, Bernat EM, and Aviyente S, “recursive tensor subspace tracking for dynamic brain network analysis,” IEEE Trans. Signal Inf. Process. Netw, vol. 3, no. 4, pp. 669–682, 12. 2017.

[16]. Canolty RT et al., “high gamma power is phase-locked to theta oscillations in human neocortex,” science, vol. 313, no. 5793, pp. 1626–1628, 9. 2006. [PubMed: 16973878]

[17]. Daume J, Gruber T, Engel AK, and Friese U, “phase-amplitude coupling and long-range phase synchronization reveal frontotemporal interactions during visual working memory,” J. Neurosci, vol. 37, no. 2, pp. 313–322, 1. 2017. [PubMed: 28077711]

[18]. Cohen MX and van Gaal S, “dynamic interactions between large-scale brain networks predict behavioral adaptation after perceptual errors,” cerebral cortex, vol. 23, no. 5, pp. 1061–1072, 5 2013. [PubMed: 22514250]

[19]. Mahyar AG and Aviyente s., “Hierarchical distributed compressive sensing for simultaneous sparse approximation and common component extraction,” Digit. Signal Process, vol. 60, pp. 230–241, 1. 2017.
[20]. Aviyente S and Mutlu AY, “A time-frequency-based approach to phase and phase synchrony estimation,” IEEE Trans. Signal Process., vol. 59, no. 7, pp. 3086–3098, 7. 2011.

[21]. Rihaczek A, “Signal energy distribution in time and frequency,” IEEE Trans. Inf. Theory, vol. IT-14, no. 3, pp. 369–374, 5 1968.

[22]. munia TTK and Aviyente S, “Time-frequency based phase-amplitude coupling measure for neuronal oscillations,” Sci. Rep, vol. 9, no. 1, pp. 1–15, 12. 2019. [PubMed: 30626917]

[23]. munia TTK and Aviyente S, “Comparison of wavelet and rihaczek based methods for phase-amplitude coupling,” IEEE Signal Process. Lett, vol. 26, no. 12, pp. 1897–1901, 12. 2019.

[24]. Özkurt TE and Schnitzler A, “A critical note on the definition of phase–amplitude cross-frequency coupling,” J. Neurosci. Methods, vol. 201, no. 2, pp. 438–443, 10. 2011. [PubMed: 21871489]

[25]. (2019). TF-PAC. [online]. available: https://github.com/muntam/tf-pac

[26]. Aru J et al. , “Untangling cross-frequency coupling in neuroscience,” Current Opinion Neurobiol., vol. 31, pp. 51–61, 4. 2015.

[27]. Miwakeichi F, Martinez-montes E, Valdés-sosa PA, Nishiyama N, Mizuhara H, and Yamaguchi Y, “Decomposing eeg data into space-time–frequency components using parallel factor analysis,” NeuroImage, vol. 22, no. 3, pp. 1035–1045, 7 2004. [PubMed: 15219576]

[28]. Lee H, Kim Y-D, Cichocki A, and Choi S, “Nonnegative tensor factorization for continuous eeg classification,” Int. J. Neural Syst, vol. 17, no. 4, pp. 305–317, 8. 2007. [PubMed: 17696294]

[29]. Kolda TG and Bader BW, “Tensor decompositions and applications,” SIAM Rev., vol. 51, no. 3, pp. 455–500, 8. 2009.

[30]. Timmerman ME and Kiers HAL, “Three-mode principal components analysis: choosing the numbers of components and sensitivity to local optima,” Brit. J. Math. Stat. Psychol, vol. 53, no. 1, pp. 1–16, 5 2000. [PubMed: 10895519]

[31]. Cong F, Lin Q-H, Kuang L-D, Gong X-F, Astikainen P, and Ristaniemi T, “Tensor decomposition of EEG signals: a brief review,” J. Neurosci. Methods, vol. 248, pp. 59–69, 6. 2015. [PubMed: 25840362]

[32]. Candès EJ, Li X, Ma Y, and Wright J, “Robust principal component analysis?” J. ACM, vol. 58, no. 3, pp. 1–37, 2011.

[33]. Goldfarb D and Qin Z, “Robust low-rank tensor recovery: models and algorithms,” SIAM J. Matrix Anal. Appl, vol. 35, no. 1, pp. 225–253, 1. 2014.

[34]. Li J, Han G, Wen J, and Gao X, “Robust tensor subspace learning for anomaly detection,” Int. J. Mach. Learn. Cybern, vol. 2, no. 2, pp. 89–98, 6. 2011.

[35]. Tan H, Feng J, Feng G, Wang W, and Zhang Y-J, “Traffic volume data outlier recovery via tensor model,” Math. Problems Eng. vol. 2013, pp. 1–8, 2. 2013.

[36]. Xie K et al. , “Fast tensor factorization for accurate internet anomaly detection,” IEEE/ACM Trans. Netw, vol. 25, no. 6, pp. 3794–3807, 12. 2017.

[37]. Hülsemann MJ, Naumann E, and Rasch B, “Quantification of phase-amplitude coupling in neuronal oscillations: comparison of phase-locking value, mean vector length, modulation index, and generalized-linear-modeling-cross-frequency-coupling,” Frontiers neurosci., vol. 13, p. 573, 6. 2019.

[38]. Miller JK, Sorensen BL, Ojemann GJ, and Nijs MD, “Powerlaw scaling in the brain surface electric potential,” Plos Comput. Biol, vol. 5, no. 12, pp. 1–10, 12. 2009.

[39]. He JB, Zempel MJ, Snyder ZA, and Raichle EM, “The temporal structures and functional significance of scale-free brain activity,” Neuron, vol. 66, no. 3, pp. 353–369, 2010. [PubMed: 20471349]

[40]. Gramfort A, Papadopoulo T, Olivi E, and Clerc M, “OpenMEEG: Opensource software for quasistatic bioelectromagnetics,” Biomed. Eng. OnLine, vol. 9, p. 45, 9. 2010. [PubMed: 20819204]

[41]. Tadel F, Baillet S, Mosher JC, Pantazis D, and Leahy AM, “Brainstorm: a user-friendly application for MEG/EEG analysis,” Comput. Intell. Neurosci. vol. 2011, p. 8, 10. 2011.
[42]. Kramer MA and Eden UT, “Assessment of cross-frequency coupling with confidence using generalized linear models,” J. Neurosci. Methods, vol. 220, no. 1, pp. 64–74, 2013. [PubMed: 24012829]

[43]. Eriksen BA and Eriksen CW, “Effects of noise letters upon the identification of a target letter in a nonsearch task,” Perception psychophys., vol. 16, no. 1, pp. 143–149, 1974.

[44]. Kayser J and Tenke CE, “Principal components analysis of laplacian waveforms as a generic method for identifying ERP generator patterns: I. Evaluation with auditory oddball tasks,” Clin. Neurophysiol, vol. 117, no. 2, pp. 348–368, 2. 2006. [PubMed: 16356767]

[45]. Nunez PL et al., “EEG coherency: I: Statistics, reference electrode, volume conduction, laplacians, cortical imaging, and interpretation at multiple scales,” Electroencephalogr. Clin. Neurophysiol, vol. 103, no. 5, pp. 499–515, 1997. [PubMed: 9402881]

[46]. Moran TP, Bernat EM, Aviyente S, Schroder HS, and Moser JS, “Sending mixed signals: worry is associated with enhanced initial error processing but reduced call for subsequent cognitive control,” Social Cognit. Affect. Neurosci, vol. 10, no. 11, pp. 1548–1556, 2015.

[47]. Wright J, Yang AY, Ganesh A, Sastry SS, and Ma Y, “Robust face recognition via sparse representation,” IEEE Trans. Pattern Anal. Mach. Intell, vol. 31, no. 2, pp. 210–227, 2. 2009. [PubMed: 19110489]

[48]. Luan X, Fang B, Liu L, Yang W, and Qian J, “Extracting sparse error of robust PCA for face recognition in the presence of varying illumination and occlusion,” Pattern Recognit., vol. 47, no. 2, pp. 495–508, 2014.

[49]. Tort AB, Komorowski RW, Manns JR, Kopell NJ, and Eichenbaum A, “Theta–gamma coupling increases during the learning of item–context associations,” Proc. Nat. Acad. Sci. USA, vol. 106, no. 49, pp. 20942–20947, 2009. [PubMed: 19934062]

[50]. Holroyd CB and Coles MG, “The neural basis of human error processing: reinforcement learning, dopamine, and the error-related negativity,” Psychol. Rev, vol. 109, no. 4, p. 679, 2002. [PubMed: 12374324]

[51]. Ridderinkhof KR, Ullsperger M, Crone EA, and Nieuwenhuis S, “The role of the medial frontal cortex in cognitive control,” Science, vol. 306, no. 5695, pp. 443–447, 2004. [PubMed: 15486290]
Fig. 1.
Illustration of the proposed method: (a) Generation of the high-order tensor $\mathcal{A}$ by concatenating the $N \times N$ PAC networks across $\mathcal{M}$ various frequency bands and $\mathcal{S}$ subjects. (b) Low-rank ($\mathcal{L}$) and sparse tensor ($\mathcal{S}$) decomposition of $\mathcal{A}$ through HoRPCA.
Fig. 2.
The projections of the dipole locations to the scalp for the phase and amplitude components of the synthesized data for the performance evaluation experiments with varying signal parameters. (a) Theta band phase providing dipoles; (b) Gamma band amplitude providing dipoles coupled with the theta phase providing dipoles; (c) Alpha band phase providing dipoles; (d) Gamma band amplitude providing dipoles coupled with the alpha phase providing dipoles.
Fig. 3.
Low-rank and sparse networks extracted for the error and correct responses averaged across subjects. (a) Average low-rank PAC network for error response; (b) Average low-rank PAC network for correct response; (c) Average sparse PAC network for error response; (d) Average sparse PAC network for correct response.
Fig. 4.
PAC network of $p$-values showing significant difference between error and correct responses. The color scale from white to black indicates the level of significance (Wilcoxon Signed Rank Sum Test with $p < 0.05$). The arrows originate from phase providing channel.
Fig. 5.
The detected channel combinations across all subjects for (a) error response \((X_{er})\); and (b) correct response \((X_{cr})\) for theta frequency band.
Fig. 6.  
Theta-gamma PAC networks detected for (a) Error response and (b) Correct response. The color scale from white to black indicates the number of subjects for which a channel pair was detected. The arrows originate from phase providing channel.
| SNR (dB) | gedCFC based multivariate PAC | PARFAC based multivariate PAC | HoRPCA based multivariate PAC |
|---------|------------------------------|--------------------------------|-------------------------------|
|         | Precision | Recall | F-measure | G-mean | Precision | Recall | F-measure | G-mean | Precision | Recall | F-measure | G-mean | Precision | Recall | F-measure | G-mean |
| −6dB    | 0.366±0.1112 | 0.384±0.1143 | 0.375±0.1127 | 0.359±0.1145 | 0.747±0.0829 | 0.784±0.0921 | 0.765±0.0905 | 0.759±0.0922 | 0.817±0.0778 | 0.812±0.0793 | 0.810±0.0674 | 0.891±0.0647 | 0.849±0.0630 | 0.840±0.0617 |
| −3dB    | 0.432±0.1127 | 0.480±0.1097 | 0.457±0.1110 | 0.429±0.1128 | 0.793±0.0878 | 0.833±0.0805 | 0.813±0.0811 | 0.808±0.0807 | 0.844±0.0732 | 0.887±0.0727 | 0.865±0.0726 | 0.862±0.0704 | 0.855±0.0603 | 0.941±0.0620 | 0.896±0.0594 | 0.890±0.0586 |
| 0dB     | 0.505±0.1001 | 0.500±0.1030 | 0.492±0.1014 | 0.503±0.1002 | 0.840±0.0780 | 0.882±0.0808 | 0.860±0.0794 | 0.857±0.0810 | 0.891±0.0630 | 0.936±0.0628 | 0.913±0.0626 | 0.911±0.0628 | 0.918±0.0618 | 0.973±0.0506 | 0.945±0.0522 | 0.942±0.0518 |
| 3dB     | 0.585±0.0904 | 0.556±0.0933 | 0.570±0.0919 | 0.580±0.0936 | 0.914±0.0678 | 0.952±0.0530 | 0.936±0.0591 | 0.934±0.0545 | 0.985±0.0502 | 0.952±0.0427 | 0.974±0.0429 | 0.977±0.0427 | 0.962±0.0421 | 0.978±0.0415 | 0.978±0.0402 | 0.981±0.0337 |
| 6dB     | 0.617±0.0828 | 0.556±0.0928 | 0.585±0.0912 | 0.604±0.0832 | 0.936±0.0652 | 0.963±0.0599 | 0.949±0.0585 | 0.947±0.0531 | 1.000±0.0000 | 1.000±0.0000 | 1.000±0.0000 | 1.000±0.0000 | 1.000±0.0000 | 1.000±0.0000 | 1.000±0.0000 | 1.000±0.0000 |
TABLE II

Comparison of Detected Channel Pair Accuracy for Various SNRs Obtained With HoRPCA, PARAFAC and Averaging Based Methods. The Table Depicts the Mean ± Standard Deviation of Evaluation Matrices for 20 Repetition of Each Experiment.

| SNR (dB) | Multivariate PAC with Averaging | PARAFAC based multivariate PAC | HoRPCA based multivariate PAC |
|---------|--------------------------------|--------------------------------|-------------------------------|
|         | Precision | Recall | F-measure | G-mean | Precision | Recall | F-measure | G-mean | Precision | Recall | F-measure | G-mean |
| −6dB    | 0.380±0.1029 | 0.380±0.1029 | 0.380±0.1029 | 0.611±0.0807 | 0.704±0.0925 | 0.704±0.0925 | 0.704±0.0925 | 0.837±0.0719 | 0.818±0.0715 | 0.818±0.0715 | 0.902±0.0541 |
| −3dB    | 0.479±0.0990 | 0.479±0.0990 | 0.479±0.0990 | 0.690±0.0768 | 0.794±0.0564 | 0.794±0.0564 | 0.794±0.0564 | 0.883±0.0479 | 0.843±0.0461 | 0.843±0.0461 | 0.916±0.0240 |
| 0dB     | 0.549±0.0928 | 0.549±0.0928 | 0.549±0.0928 | 0.739±0.0568 | 0.836±0.0563 | 0.836±0.0563 | 0.836±0.0563 | 0.902±0.0396 | 0.902±0.0310 | 0.902±0.0310 | 0.949±0.0197 |
| 3dB     | 0.608±0.0764 | 0.608±0.0764 | 0.608±0.0764 | 0.778±0.0479 | 0.919±0.0540 | 0.919±0.0540 | 0.919±0.0540 | 0.958±0.0282 | 0.949±0.0289 | 0.949±0.0289 | 0.971±0.0150 |
| 6dB     | 0.663±0.0859 | 0.663±0.0859 | 0.663±0.0859 | 0.813±0.0544 | 0.968±0.0179 | 0.968±0.0179 | 0.968±0.0179 | 0.984±0.0091 | 0.999±0.0038 | 0.999±0.0038 | 0.999±0.0038 |
**TABLE III**

Comparison of Detected Channel Pair Accuracy for Variability in Channel Locations Obtained With HoRPCA, PARAFAC and Averaging Based Methods. The Table Depicts the Mean ± Standard Deviation of Evaluation Matrices for 20 Repetition of Each Experiment.

| Variability (%) | Multivariate PAC with Averaging | PARAFAC Based Multivariate PAC | HoRPCA Based Multivariate PAC |
|-----------------|---------------------------------|-------------------------------|-----------------------------|
|                 | Precision | Recall | F-measure | G-mean | Precision | Recall | F-measure | G-mean | Precision | Recall | F-measure | G-mean |
| 0%              | 0.663±0.0859 | 0.663±0.0859 | 0.663±0.0859 | 0.813±0.0544 | 0.968±0.0179 | 0.968±0.0179 | 0.968±0.0179 | 0.984±0.0091 | 0.999±0.0038 | 0.999±0.0038 | 0.999±0.0038 | 0.999±0.0019 |
| 5%              | 0.609±0.0758 | 0.609±0.0758 | 0.609±0.0758 | 0.778±0.0624 | 0.903±0.0292 | 0.903±0.0292 | 0.903±0.0292 | 0.950±0.0155 | 0.979±0.0112 | 0.979±0.0112 | 0.979±0.0112 | 0.989±0.0056 |
| 10%             | 0.561±0.0842 | 0.561±0.0842 | 0.561±0.0842 | 0.747±0.0631 | 0.820±0.0377 | 0.820±0.0377 | 0.820±0.0377 | 0.905±0.0225 | 0.950±0.0256 | 0.950±0.0256 | 0.950±0.0256 | 0.975±0.0132 |
| 15%             | 0.443±0.0903 | 0.443±0.0903 | 0.443±0.0903 | 0.662±0.0630 | 0.770±0.0472 | 0.770±0.0472 | 0.770±0.0472 | 0.877±0.0248 | 0.925±0.0284 | 0.925±0.0284 | 0.925±0.0284 | 0.962±0.0155 |
| 20%             | 0.400±0.0971 | 0.400±0.0971 | 0.400±0.0971 | 0.632±0.0654 | 0.721±0.0549 | 0.721±0.0549 | 0.721±0.0549 | 0.848±0.0338 | 0.906±0.0321 | 0.906±0.0321 | 0.906±0.0321 | 0.951±0.0174 |
| 25%             | 0.338±0.1046 | 0.338±0.1046 | 0.338±0.1046 | 0.581±0.0666 | 0.684±0.0701 | 0.684±0.0701 | 0.684±0.0701 | 0.826±0.0432 | 0.861±0.0444 | 0.861±0.0444 | 0.861±0.0444 | 0.928±0.0236 |
**TABLE IV**

Comparison of detected channel pair accuracy for various number of coupled channel pairs obtained with HoRPCA, PARAFAC and averaging based methods. The table depicts the mean±standard deviation of evaluation matrices for 20 repetition of each experiment.

| Coupled Pairs | Multivariate PAC with Averaging | PARAFAC based multivariate PAC | HoRPCA based multivariate PAC |
|---------------|---------------------------------|---------------------------------|--------------------------------|
|               | Precision | Recall | F-measure | G-mean | Precision | Recall | F-measure | G-mean | Precision | Recall | F-measure | G-mean |
| 4             | 0.724±0.0917 | 0.724±0.0917 | 0.724±0.0917 | 0.849±0.00619 | 1.000±0.0000 | 1.000±0.0000 | 1.000±0.0000 | 1.000±0.0000 | 1.000±0.0000 | 1.000±0.0000 | 1.000±0.0000 | 1.000±0.0000 |
| 8             | 0.663±0.0859 | 0.663±0.0859 | 0.663±0.0859 | 0.813±0.0544 | 0.968±0.0179 | 0.968±0.0179 | 0.968±0.0179 | 0.984±0.0091 | 0.999±0.0038 | 0.999±0.0038 | 0.999±0.0038 | 0.999±0.0019 |
| 12            | 0.564±0.0869 | 0.564±0.0869 | 0.564±0.0869 | 0.748±0.0592 | 0.909±0.0408 | 0.909±0.0408 | 0.909±0.0408 | 0.953±0.0217 | 0.961±0.0198 | 0.961±0.0198 | 0.961±0.0198 | 0.980±0.0103 |
| 16            | 0.496±0.0927 | 0.496±0.0927 | 0.496±0.0927 | 0.700±0.0653 | 0.858±0.0535 | 0.858±0.0535 | 0.858±0.0535 | 0.925±0.0395 | 0.927±0.0267 | 0.927±0.0267 | 0.927±0.0267 | 0.963±0.0139 |
| 20            | 0.473±0.1032 | 0.473±0.1032 | 0.473±0.1032 | 0.685±0.0701 | 0.808±0.0763 | 0.808±0.0763 | 0.808±0.0763 | 0.897±0.0531 | 0.878±0.0565 | 0.878±0.0565 | 0.878±0.0565 | 0.937±0.0302 |
### TABLE V

Classification of EEG Error and Correct Responses Based Multivariate PAC Networks Computed Using Averaging, gedCFC, PARAFAC and HoRPCA Based Methods

| Method    | Precision | Recall  | F-measure | G-mean   |
|-----------|-----------|---------|-----------|----------|
| Averaging | 0.685±0.243 | 0.726±0.230 | 0.678±0.199 | 0.701±0.163 |
| gedCFC    | 0.801±0.178 | 0.915±0.137 | 0.833±0.115 | 0.842±0.110 |
| PARAFAC   | 0.906±0.141 | 1.000±0.000 | 0.945±0.0879 | 0.946±0.0797 |
| HoRPCA    | 0.975±0.061 | 1.000±0.000 | 0.986±0.033 | 0.984±0.038 |