Computing optical meteor flux using Global Meteor Network data
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ABSTRACT
Meteor showers and their outbursts are the dominant source of meteoroid impact risk to spacecraft on short time scales. Meteor shower prediction models depend on historical observations to produce accurate forecasts. However, the current lack of quality and persistent world-wide monitoring at optical meteoroid sizes has left some recent major outbursts poorly observed. A novel method of computing meteor shower flux is developed and applied to Global Meteor Network data. The method is verified against previously published observations of the Perseids and the Geminids. The complete mathematical and algorithmic details of computing meteor shower fluxes from video observations are described. As an example application of our approach, the flux measurements of the 2021 Perseid outburst, the 2020-2022 Quadrantids, and 2020-2021 Geminids are presented. The flux of the 2021 Perseids reached similar levels to the 1991-1994 and 2016 outbursts (ZHR ≃ 280). The flux of the Quadrantids shows high year-to-year variability in the core of the stream while the longer lasting background activity is less variable, consistent with an age difference between the two components. The Geminids show a double peak in flux near the time of peak.
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1 INTRODUCTION
Modelling and measuring the flux and associated risk of meteoroids to spacecraft in and beyond Earth’s orbit is essential to all space operations, especially human spaceflight programs (Moorhead et al. 2020b, 2021). Space agencies produce meteor shower forecasts (Moorhead et al. 2020a), which predict the number of meteoroids above a given mass threshold that may impact a spacecraft over a particular time period.

The sporadic complex is the dominant impact risk to spacecraft over long time intervals (Moorhead et al. 2019), however the shower meteoroid flux may dominate the impact risk compared to sporadics in some short periods (hours to days). Moreover, as shower velocities are typically much higher than those of sporadic meteoroids, the threshold shower mass for a given kinetic damage is smaller while the risk from impact plasma is much higher (Moorhead et al. 2019).

The three strongest annual showers at Earth are the Perseids, Geminids, and Quadrantids, each regularly displaying a Zenithal Hourly Rate (ZHR) of over 100 (Moorhead et al. 2019). The Perseids and Geminids are comparatively older (>1000s of years) streams which have been studied widely (Brown & Jones 1998; Blaauw et al. 2016; de León et al. 2010). Apart from rare Perseid outbursts, they display predictable annual behavior (Miskotte & Van de Putte 2017; Jenniskens & Miskotte 2021). The Quadrantids, however, are a young, short-duration shower known to display large year-to-year variations (Belkovich & Tohktasev 1974; Rendtel et al. 2016; Abedin et al. 2015, 2018) making it the least well documented of the major showers.

The Perseids, whose parent body is the comet 109P/Swift–Tuttle, is arguably the most well known meteor shower. It consists of an old (~25,000 yrs) core component which produces regular returns with a ZHR of ~100 (Rendtel et al. 2020). In addition, a younger (100s yrs) component (Brown & Jones 1998) produces infrequent outbursts with ZHRS as high as 300 (Brown & Rendtel 1996). The outbursts are caused by direct gravitational perturbations from Jupiter and Saturn which shift the nodes of Perseid meteoroids inward, making them collide with Earth (Brown & Jones 1998). The outbursts significantly increase meteoroid impact risk to spacecraft (Beech & Brown 1993) because the meteoroids are fast, and even ~10−5 g meteoroids can cause significant damage (Moorhead et al. 2019). A Perseid meteoroid from the 1993 outburst is considered the likely cause of the demise of an operational satellite (Olympus-1; Caswell et al. 1995).

Unlike other meteor showers whose parent bodies are comets,
The Geminids originate from the C-complex asteroid 3200 Phaethon. Their ablation behaviour in the atmosphere is also distinct and consistent with stronger asteroidal material (Ceplecha et al. 1998). A major outstanding question related to the shower is its mode of formation and the ultimate nature of Phaethon - is it an asteroid or a defunct comet (Ryabova 2021)? Key to unravelling this mystery is the structure of the Geminid stream, in particular its current activity profile.

The mass of the stream is estimated to be as high as ~ 10% of Phaethon’s (Hughes & McBride 1989; Blaauw 2017), but large uncertainties remain (Ryabova 2017). The asteroid currently shows insufficient activity and mass loss to explain the mass residing in the stream (Jewitt & Li 2010; Tabeshian et al. 2019). However, to accurately estimate the stream mass, the structure of the stream and the way the Earth intersects it must be known. The exact shape of the activity profile directly informs these, which is why flux measurements are desirable (Ryabova 2007).

The Quadrantid meteor shower was first observed in 1835, but modelling suggests that the broader shower has been active for several thousand years. The core of the stream where the flux is highest is only two centuries old (Wiegert & Brown 2005; Abedin et al. 2015). The proposed parent body of the core is asteroid 2003 EH1, though other objects have been linked to the Quadrantids, most notably 96P/Machholz and C/1490 Y1 (Abedin et al. 2015, 2018). The shower displays a sharp flux peak around 283° degrees solar longitude (corresponding to approximately January 3) with half width of only about 6-8 hours. Thus in the visual size ranges, the Quadrantids are only seen for one night, and mostly in the northern hemisphere which suffers from poor weather at this time of the year.

Generally, absolute measurement of meteoroid flux has been made from in-situ impacts (Grün et al. 2002) as well as radar (Kaiser 1960), visual (Koschack & Rendtel 1990a) and video (Molau & Barentsen 2013; Molau 2020) meteor observations. Each technique has inherent biases and significant effort is required to develop robust flux measurements from raw values. In particular, though there has been explosive growth in the deployment of video meteor systems in the last decade (Koten et al. 2019), the video meteor flux estimation methodology has often been only briefly described in prior literature (e.g. Brown et al. 2002; Gural 2002; Campbell-Brown & Jones 2006; Blaauw et al. 2016).

Here we describe, validate and justify corrections and analysis procedures to be applied to single-station video meteor measurements to convert raw observed counts to meteor shower fluxes. The algorithm is generally applicable to any optical system, but here we focus on fluxes as measured by the Global Meteor Network (GMN). In our approach, single-station observations from multiple video systems are aggregated into an equivalent ‘global’ instrumental meteor detector to improve statistics and temporal resolution. We apply this procedure to the Perseids, Quadrantids, and Geminids to compare with other measurements and verify our method. In addition, we measure the flux of the 2021 Perseid outburst.

2 METHODS

2.1 Global Meteor Network Hardware and Data Reduction

The Global Meteor Network (GMN) is an amateur-professional collaboration project with over 600 video meteor cameras in more than 30 countries (Vida et al. 2021). The GMN uses low-cost consumer-grade security cameras which are a good match to the sensitivity and field of view of a human observer. In the most common configuration, a Sony IMX291 CMOS sensor is paired with a 3.6 mm f/0.95 lens to provide a field of view of 88° × 48° and a stellar limiting magnitude of +6.0 ± 0.5M at 25 frames per second, though other lens configurations are occasionally used.

The camera is controlled via a Raspberry Pi 4 single-board computer (used currently, circa 2022). This runs the fully automated Raspberry pi Meteor Station (RMS) software1 which schedules observations, captures the video stream, detects meteors, and calibrates the data (Vida et al. 2016). The final data product at each station is a list of time, position (right ascension, declination) and magnitude measurements for every point on the meteor’s trajectory. These observations are uploaded to a central server which correlates them with other stations and computes trajectories and orbits (Vida et al. 2020a).

To conserve disk space, RMS uses a rolling Four-frame Temporal Pixel video compression scheme (Gural 2011). This method assumes that meteors are the brightest objects visible in a sub-area of the frame for a period on the order of seconds. The algorithm then compresses blocks of 256 video frames into 4 images: a per-pixel maximum stack, an image where the frame index of pixel maximum occurrence is encoded as pixel level, a per-pixel average stack, and per-pixel standard deviation image (Vida et al. 2021). At the normal GMN frame rate of 25 frames per second each 256-frame block has a duration of 10.24 seconds.

As a first step, a star extraction algorithm identifies stars on the average pixel stack and fits a Gaussian point spread function on each candidate star (Vida et al. 2016). The full width at half maximum (FWHM) is determined for every detected star. If more than 20 stars are detected (which from examination of many camera images had been determined to indicate that at least a part of the sky is clear), the meteor detection algorithm is run, producing measurements of meteor position and brightness.

When a camera is first set up, an initial astrometric and photometric calibration is manually produced to ensure quality. For the most common 3.6 mm lens configurations, the average astrometric accuracy is ~ 1 arcmin, and the photometric uncertainty is ±0.2M. However, the camera pointing drifts slightly throughout the night due to thermal expansion of the camera housing bracket, amounting to as much as 10 arcmin. The sky conditions such as transparency also change, so an automated recalibration procedure is run for every detected meteor. In the recalibration step, the lens distortion and vignetting parameters are kept fixed, and only the pointing and the photometric offset are fit (Vida et al. 2021).

2.2 Shower Association

Single-station shower association is performed by first fitting a great circle to the observed equatorial coordinates of the meteor (see Section 3.2 in Vida et al. 2020a). If this great circle at any point is within 3° from the predicted position of the apparent radiant of a meteor shower, the meteor is tentatively associated with the shower. In this first association step, the geocentric radiants of all possible meteor showers occurring at the time of the meteor event are computed by applying empirically derived radiant drifts based on the shower list from Vida et al. (2021). The equatorial coordinates of the apparent radiant (Ω, φ) are numerically inverted assuming a mean meteor height of 100 km and the geographical coordinates of the observer (i.e. the camera). From the great circle fit of the meteor

1 RMS software: https://github.com/CroatianMeteorNetwork/RMS
observation, the normal vector \( \mathbf{n} \) describing the orientation of the great circle (in equatorial coordinates) can be simply computed as:

\[
\mathbf{n} = \frac{\mathbf{n}}{|\mathbf{n}|},
\]

(1)

\[
\alpha_n = \arctan 2(\hat{h}_y, \hat{x}_z),
\]

(2)

\[
\delta_n = \arcsin \hat{h}_z.
\]

(3)

The closest radiant approach distance, which should be < 3° for a tentative association, is the angular separation between the normal and the apparent shower radiant offset by \( \pi/2 \):

\[
\theta_{\text{rad}} = |\pi/2 - \arccos (\sin \delta_n \sin \delta_n \cos \delta_n \cos(\alpha_n - \alpha_n))|.
\]

(4)

A second check is made ensuring that the meteor is coming from the radiant instead of going towards it. This is simply achieved by confirming that the angular separations between the apparent radiant and the meteor begin point is smaller than the angular separation between the radiant and the end point.

Finally, the meteor is definitively associated with a shower if its observed angular velocity is consistent with the known shower radiant/speed and the corresponding begin and end heights are in the expected range of heights (Duffy et al. 1987). Meteor heights are known to vary with speed (Jenniskens et al. 2016) and meteoroid type (Vida et al. 2018b); at typical meteoroid sizes the GMN observes, asteroidal meteoroids penetrate about 5 km deeper than cometary meteoroids. To derive heights for various showers, we fit an empirical model to all observed begin and end heights (in kilometers) using the GMN trajectory database (Vida et al. 2021):

\[
H_{\text{beg}} = 97.84 + 0.41v_0 - 20919.39v_0^{-3},
\]

(5)

\[
H_{\text{end}} = 59.48 + 0.37v_0 - 11193.74v_0^{-3},
\]

(6)

where \( v_0 \) is the initial in-atmosphere velocity in km/s. The shape of the model closely follows the bulk of the observations, but has been shifted such that 99% of observed meteorites are within the empirical height range. The empirical fits compared to data are shown in Fig. 1.

Three pieces of information are available to compute the observed range of heights assuming a shower membership: the unit vector pointing to the meteor beginning in horizontal coordinates \( \hat{v}_b \), the vector pointing to the end \( \hat{v}_e \), and the total observed length of the meteor \( d \). The total observed length in this construct is simply the product of the observed duration and the known shower velocity. Vectors \( \hat{v} \) are computed by taking the observed azimuths \( \Lambda \) and altitudes \( \epsilon \) of the beginning and the end of the meteor and separating them into Cartesian components:

\[
v_x = \cos \epsilon \cos \Lambda,
\]

(7)

\[
v_y = \cos \epsilon \sin \Lambda,
\]

(8)

\[
v_z = \sin \epsilon.
\]

(9)

The same is done using the apparent horizontal coordinates of the radiant, resulting in a meteor shower radiant vector \( \hat{v}_r \).

Taking the curvature of the Earth into account, the observed meteor begin height \( h_b \) and the end height \( h_e \) are computed as follows:

\[
\theta_{\text{met}} = \arccos (\hat{v}_b \cdot \hat{v}_e),
\]

(10)

\[
\theta_b = \arccos (\hat{v}_r \cdot (-\hat{v}_e)),
\]

(11)

\[
\theta_e = \arccos (-\hat{v}_r \cdot (-\hat{v}_b)),
\]

(12)

\[
d_b = \frac{d}{\sin \theta_{\text{met}}},
\]

(13)

\[
d_e = \frac{d}{\sin \theta_{\text{met}}},
\]

(14)

\[
R_{\text{obs}} = N + h_{\text{obs}},
\]

(15)

where \( \theta_{\text{met}} \) is the observed angular extent of the meteor in the sky, \( \theta_b \) the observer-end-begin angle, \( \theta_e \) the observer-begin-end angle, \( d_b \) and \( d_e \) are the linear distances from the observer to the begin and end point, respectively, \( N \) is the distance between the centre of the Earth and surface at latitude \( \phi \) (see Appendix D in Vida et al. 2020a), \( h_{\text{obs}} \) is the elevation of the observer above the WGS84 ellipsoid, \( R_{\text{obs}} \) is the distance between the centre of the Earth and the observer, and \( \epsilon_b \) and \( \epsilon_e \) are the observed altitude of the meteor begin and end points above the horizon, respectively. Fig. 2 shows an illustration explaining the geometry.

If \( H_{\text{beg}} > (h_b + h_e)/2 > H_{\text{end}} \), the meteor is considered to be associated with the shower. This method is very sensitive to the estimated length of the meteor \( d \), and may cause short meteors not to be associated at small distances from the radiant. We perform additional checks with the duration varied by \( \pm 1 \) video frame - if any of these instances satisfy the height criterion, the association is accepted. Potential issues this method might encounter with meteors that have low entry angles are avoided by imposing a minimum apparent radiant elevation limit, as described below in Section 2.4.2.

Fig. 3 is an example of an all-sky map in equatorial coordinates which shows the paths of observed meteors from one camera on one night, and the associated shower membership using our criteria.

### 2.3 Determining the Effective Period of Camera Observation

The first step in measuring the flux for a given camera is choosing observing periods during which the measurements will be made. We define a favourable observing period as a time when at least 50% of catalog stars that are predicted to be observed (based on known pointing and expected sensitivity of the camera) are registered by the RMS star detector. The method takes into account lens vignetting, atmospheric extinction, the changing stellar limiting magnitude, the presence of the Moon, and masked out portions of the field of view due to the presence of obstructions.

All observations when the Moon was at least 25% illuminated and inside of the field of view are rejected. The astrometry and photometry recalibration is performed in 5 minute steps throughout the night to determine the limiting stellar magnitude. This recalibration procedure produces measurements of the photometric offset \( p_0 \) which is used to convert instrumental observations of pixel intensity to magnitudes using the classical relation (Hawkes 2002):

\[
M = -2.5 \log_{10}(S_{px}) + p_0,
\]

(18)

where \( M \) is the magnitude and \( S_{px} \) is the sum of pixel intensities. The effect of vignetting and atmospheric extinction is also removed,
Figure 1. Comparison between begin (left) and end heights (right) observed for complete lightcurves from multi-station GMN data. Light grey dots are all meteors, and dark grey are only meteors from major showers of interest as specified in Moorhead et al. (2019). The adopted begin height for single-station shower association is shown with a solid line (top), the reference height at which collection areas are computed is shown with a dashed line (middle), and the end for shower association with a dotted line (bottom). The populations where excursions are seen above the line (near 60 km/s for begin heights) or below for end heights (at 35 and 60 km/s) correspond to shower fireballs which are insignificant in flux calculations.

Figure 2. Diagram showing how the observed begin and end heights are estimated. The red arrow is the meteor pointing in reverse, towards the radiant.

\[ M_s = 0.83 \rho_0 - 2.59 \]  

(19)

This relation was derived via manually estimated limiting stellar magnitude measurements covering the whole range of GMN systems, from all sky to narrow field lenses, as shown in Fig. 5. The manual procedure included increasing the stellar limiting magnitude of catalog stars in increments of 0.1 M until the stars in the image could not be visually determined to match the catalog stars. This procedure closely mimics limiting magnitude estimation during visual meteor observations (Rendtel et al. 2020). Moreover, it accounts for all end-to-end biases (except those from the RMS software) such as photometric processing by the camera, noise etc. The linear empirical fit has a standard deviation of ±0.25 M.

Unlike other source-extraction software, the RMS star detector was designed to robustly and quickly detect around 50-100 stars during clear skies, even though more stars can be seen in the image. By comparing the predicted limiting magnitude from our empirical relation to the limiting magnitude recovered by the software, we determined that the detection threshold of the software translates into a 1.2 M brighter limiting magnitude than is given in Eq. 19.

The GAIA DR2 catalog (Gaia Collaboration et al. 2018) is queried for stars up to the instrumental limiting magnitude and the detected stars are matched to the catalog. This gives the number of matched stars \( N_{\text{matched}} \). The edge of the image is sampled with 4 vertices on each side to capture the effects of lens distortion. The list of catalog stars is filtered such that only the stars inside the polygon in equatorial coordinates described by the 16 vertices are taken. Stars whose apparent magnitude (with vignetting and atmospheric extinction applied) is fainter than the limiting magni-
Figure 3. Top: Individual meteor paths (solid lines ending with cyan circle) and their partial great circle projections (dotted lines, colored per shower named following the IAU three letter designation) for single-station shower association in the night of August 8-9, 2021 from the HR0010 station. All-sky map (sinusoidal project) is in equatorial coordinates showing mean locations of apparent shower radiants. The top legend shows the time period of the observation and the number of single-station shower associations as well as sporadics (given by “...”). The point of closest approach for each great circle to the radiant is designated by a cyan cross. Bottom: A list of the annual showers based on the International Astronomical Union shower catalogue considered for flux computation and their activity periods (Moorhead et al. 2019).

Figure 4. Variation of the photometric offset (in units of magnitude) as observed on August 14, 2021 by a camera in South Dakota, USA. The dip around 9:00 UTC corresponds to a cloudy period, and the error bars indicate 1σ fit errors.

To determine when conditions are suitable for inclusion in flux estimation, the ratio $N_{\text{matched}}/N_{\text{predicted}}$ is considered. By investigating observations from cameras in various conditions, we found empirically that a ratio of 0.5 accurately discriminates between acceptable and overcast skies. This method works regardless of observing conditions, sky quality, and lens used, as long as there is a good initial calibration. It also identifies poorly calibrated cameras, as the algorithm will not match any stars and will thus always produce a ratio of 0.

Observing periods are included for flux estimation only for cameras where the ratio is above the threshold for at least 90 minutes with no more than 15 minutes per 90 minute block below the threshold. Fig. 6 shows an example of the estimation of good observing periods for one night using this approach.

We tested the method on dozens of nights around the peaks of investigated showers. The automated results produced cloudy time windows that were within five minutes in start/stop time compared to manual estimates. Were the algorithm to produce erroneous results on some nights that were not covered by the verification procedure, it could only do so conservatively. The requirement that at least 20
2.4 Computing Meteoroid Flux

The flux of meteors in the Earth’s atmosphere is defined as the number of meteors passing through a unit of area in a unit of time, down to a certain mass limit:

\[ F(> m_{\text{lim}}) = \frac{N_{\text{meteors}}}{A_{\text{e}}t} \]  

where \( N_{\text{meteors}} \) is the number of meteors of mass larger than \( m_{\text{lim}} \) observed over an area \( A_{\text{e}} \) in time \( t \). The \( A_{\text{e}}t \) term in the denominator is often referred to as the time-area product (TAP) (Musci et al. 2012). Conventionally, the flux is expressed in the units of meteoroids km\(^2\) h\(^{-1}\) (Brown et al. 1998). For convenience, the TAP can be expressed in units of meteoroids per 1000 km\(^2\) h, as most major showers have their peak flux in the range of tens \( \times 10^{-3} \) meteoroids km\(^{-2}\) h\(^{-1}\).

For the GMN, the number of meteors is provided as-is by the meteor detector, the limiting mass is computed using an empirical conversion relating the mass-peak magnitude and velocity (Verniani 1973), and the time is simply the duration of a chosen time bin. The flux is most sensitive to estimation of the effective collection area \( A_{\text{e}} \) (also called the “reduced area” in some literature; Koschack & Rendtel 1990a) which includes all observational biases.

2.4.1 Raw Atmospheric Collecting Area

The effective collection area is computed by starting with the true area of the atmosphere observed by the camera at meteor heights (assumed to be a segment of a spherical shell at a height mid-way between the start and end height as a function of speed from Fig 1, at around 100 km), and correcting for observational biases. The effective area is always smaller than the true area, as observational biases decrease the number of observed meteors compared to ideal conditions. The bias corrections include terms for the camera sensitivity, meteor distance, radiant elevation, and meteor angular velocity. All of these values change across the field of view and over time.

The observing period determined in Section 2.3 is binned into 5 minute intervals, which was chosen as the smallest unit of time likely to be needed for flux calculations in most circumstances. For every time bin, the field of view is divided into 20 \( \times \) 11 rectangular blocks.
(for 16:9 sensor formats) and the correction variation is applied per block across the field of view. The outline of the blocks is projected to meteor heights from which raw atmospheric collecting areas are computed.

To compute the area, the geographical coordinates of the four corners of the block at the reference meteor height are needed. As a first step, apparent azimuth $\Lambda$ and altitude $\epsilon$ of the corners are computed using the astrometric plate, accounting for atmospheric refraction and lens distortion (Vida et al. 2021). Blocks with all four corners below an altitude of 20° are ignored. This avoids applying large corrections due to high meteor range and atmospheric extinction for large atmospheric areas. We take this conservative procedure to avoid a major source of uncertainty (Vauzallon et al. 2021), namely high corrections which may skew absolute estimates when debiasing (Galligan & Baggaley 2004). As part of this procedure we also remove all meteors observed below an altitude of $\epsilon < 20°$.

Given the known WGS84 geographical coordinates of the observer (latitude $\varphi$, longitude $\lambda$, elevation $h_{\text{obs}}$), the range $r$ between the observer and a corner line of sight projected at the meteor height $h_{\text{met}}$ can be computed with the curvature of the Earth taken into account as:

$$d_k = N + h_{\text{obs}},$$
$$d_m = N + h_{\text{met}},$$
$$\beta = \epsilon + \arcsin\left(\frac{d_k \cos \epsilon}{d_m}\right),$$
$$r = d_m \frac{\cos \beta}{\cos \epsilon},$$

where $N$ is the distance between the centre of the Earth and surface at latitude $\varphi$ (see Appendix D in Vida et al. 2020a), $\beta$ is the angle between the observer, the centre of the Earth, and a point at height $h_{\text{met}}$ which lies on the corner line.

With the range $r$ known, the Earth-centered Earth-fixed (ECEF) coordinates of a corner point can be computed as:

$$S = -r \cos \epsilon \cos \Lambda,$$
$$E = r \cos \epsilon \sin \Lambda,$$
$$Z = r \sin \epsilon,$$
$$x = x_{\text{obs}} + S \sin \varphi \cos \Lambda - E \sin \varphi \cos \Lambda + Z \cos \varphi \cos \Lambda,$$
$$y = y_{\text{obs}} + S \sin \varphi \sin \Lambda + E \cos \Lambda \cos \varphi \sin \Lambda,$$
$$z = z_{\text{obs}} - S \cos \varphi + Z \sin \varphi,$$

where $S$, $E$, $Z$ are South, East, and vertical components of the range vector, $x_{\text{obs}}$, $y_{\text{obs}}$, $z_{\text{obs}}$ are ECEF coordinates of the observer (see Appendix D1 in Vida et al. 2020a), and $x$, $y$, $z$ are ECEF coordinates of the corner point at the meteor height. The final step is to convert the resulting ECEF coordinates into geographical coordinates (see Appendix D2 in Vida et al. 2020a, take apparent sidereal time at Greenwich $\theta'_{\text{obs}} = 0$ to get ECEF instead of Earth-centered inertial coordinates).

We compute the total area $A$ bound by the four sets of geographical coordinates ($\varphi_i$, $\lambda_i$) by performing a line integral on a sphere (the radius of the sphere is assumed to be $N + h_{\text{met}}$). The Green’s theorem allows the integration to be split into piece-wise segments bound by each side of the polygon:

$$\chi_i = \sin^2\left(\frac{\varphi_i}{2}\right) + \cos \varphi_i \sin^2\left(\frac{\lambda_i}{2}\right),$$
$$\theta_i = 2 \arctan\left(\sqrt{x_i}, \sqrt{1 - x_i}\right),$$
$$\tilde{\theta}_i = \theta_i + (\theta_i - \theta_{i+1})/2 \quad \forall i \in [1, 4],$$
$$\gamma_i' = \arctan2(\cos \varphi_i \sin \lambda_i, \sin \varphi_i) \mod 2\pi,$$
$$\Delta \gamma_i' = ((\gamma_i' - \gamma_{i+1} + \pi) \mod 2\pi) - \pi \quad \forall i \in [1, 4],$$
$$A' = \sum_{i=1}^{4} \Delta \gamma_i' (1 - \cos \tilde{\theta}_i),$$
$$A = \min(A', 1 - A', (N + h_{\text{met}})^2).$$

Note that the input vector of latitudes and longitudes has five elements - the first and the last element are the same to form a closed polygon. To satisfy the Green’s theorem, the order of the vertices needs to be counter-clockwise.

With the per-block raw area computed, the fraction of the image that is masked out in the given block (due to the presence of local obstructions near the camera) is removed from the computed area. This final step yields the total raw area per block observed by the camera (excluding any observational biases). This area remains constant over time, as long as the camera pointing does not change. Fig. 7 shows an example of an image divided into blocks and the associated projection into geographical coordinates at the height of 100 km.

### 2.4.2 Correcting for Observational Biases

Prior to introducing any corrections, area blocks which are within 15° from the radiant are excluded, as are observation periods when the radiant was within 15° of the middle of the field of view. This is done to avoid the radiant singularity and unphysically large corrections as the apparent meteor angular velocity is zero at the radiant. Additionally, all observation periods when the apparent radiant elevation was below 15° are rejected. These limits were chosen such that no corrections exceed a factor of 10, minimizing potential systematic errors due to modelling assumptions, as adopted in earlier meteor debiasing work (Galligan & Baggaley 2004).

For every time bin, a reference meteor limiting magnitude $M_m$ in the middle of the focal plane is computed following Blaauw et al. (2016):

$$M_m = M_k - 5 \log_{10}\left(\frac{r_{\text{mid}}}{100}\right) - 2.5 \log_{10}\left(\frac{v_0 F \sin \theta}{\text{FPS} r_{\text{mid}} \text{FWHM}}\right),$$

where $r_{\text{mid}}$ is the range in kilometers from the centre of the focal plane to a point at the meteor height (computed using Eq. 24), $v_0$ is the in-atmosphere meteor velocity in km/s, $F$ is the plate scale in px/deg, FPS is the frame rate, and FWHM is the full width at half maximum of the point spread function in px. The FWHM is determined by fitting a Gaussian point spread function on individual

found no other published literature on the subject: https://github.com/anutkk/sphericalgeometry, accessed on 2022/04/05.
The blocks used for area estimation are overlaid on the image, and the co-added images including meteors as detected from the station HR000K.

The blocks pointing to lower apparent elevations are significantly larger in area than those near the zenith, but they also have larger bias corrections. Bottom: Blocks plane projected to the Earth’s surface from the station HR000K at the height of 100 km, with the apparent elevation color coded. Figure 7. Top: Blocks plane projected to the Earth’s surface from the station HR000K at the height of 100 km, with the apparent elevation color coded. Figure 7.

The blocks used for area estimation are overlaid on the image, and the co-added images including meteors as detected from the station HR000K.

The blocks pointing to lower apparent elevations are significantly larger in area than those near the zenith, but they also have larger bias corrections. Bottom: Blocks plane projected to the Earth’s surface from the station HR000K at the height of 100 km, with the apparent elevation color coded. Figure 7. Top: Blocks plane projected to the Earth’s surface from the station HR000K at the height of 100 km, with the apparent elevation color coded. Figure 7.

where \( w(h) \) is the weight at each height, \( A(x, y, h) \) is the raw area of each block at the height \( h \), the \( c \) parameters are individual per-block corrections, and \( s \) is the differential mass index of the shower. Note that this is physically the same basic approach as is used to compute meteor radar collecting areas (Kaiser 1960).

The sensitivity correction takes into account optical vignetting and atmospheric extinction. The GMN photometric calibration models both of these effects (Vida et al. 2021). A no-atmosphere magnitude \( M_{\text{na}} \) is computed using the full model and an arbitrary pixel level sum value \( S_{\text{px}} = 400 \); this magnitude includes the vignetting and extinction corrections. The magnitude is then converted back into a pixel value without these corrections (simply \( S_{\text{raw}} = 10^\left( M_{\text{na}} - p_0 \right)/5.25 \) recalling that \( p_0 \) is the photometric offset). The total sensitivity correction is thus:

\[
c_{\text{sensitivity}} = \frac{S_{\text{px}}}{S_{\text{raw}}}.
\]

The range correction is:

\[
c_{\text{range}} = \left( \frac{100}{r} \right)^2,
\]

where \( r \) is the range in km along the middle of the block to the meteor height, as the meteor absolute magnitude is defined as the magnitude of a meteor seen from a range of 100 km.

The radiant elevation correction is:

\[
c_{\epsilon} = \sin \gamma \epsilon
\]

where \( \epsilon \) is the radiant elevation at the considered time, and \( \gamma \) is the zenith exponent (Zvolankova 1983) which we keep fixed at 1.5 for all showers. \( \gamma > 1 \) indicates that there is a non-geometrical dependence on the observation efficiency with the radiant elevation, possibly due to atmosphere or ablation effects, and can range between 1 and 2. Molau & Barentsen (2013) found that \( \gamma \) varies from shower to shower; however they also found it very difficult to measure.

The angular velocity correction accounts for sensitivity loss due to the shortened effective exposure per pixel during a frame integration caused by the meteor angular velocity. Because of this, the meteor limiting magnitude varies across the field of view. The correction normalizes the angular velocity to the limiting magnitude in the middle of the field of view. The per-block correction is:

\[
c_{\theta} = \frac{\theta_{\text{block}}}{\theta_0},
\]

where \( \theta_{\text{block}} \) is the angular velocity in the middle of the considered block, and \( \theta_0 \) is the angular velocity in the middle of the focal plane. The angular velocity is computed as:

\[
\theta = v_0 \frac{\sin \eta}{r},
\]

where \( \eta \) is the angular distance from the radiant to the considered direction.

We ignore any correction for partial trails in the field of view as the GMN fields are large compared to typical apparent meteor path lengths that almost all meteors occur entirely inside the FOV.
For narrower field of view this correction may need to be added (Blaauw et al. 2016).

2.5 Scaling the Flux to a Target Limiting Magnitude or Mass

Optical observations of meteor showers are by definition brightness limited surveys. In this work, we use as reference sensitivity the meteor limiting magnitude in the middle of the field of view. However, as the limiting magnitude can change over time, an approach is required to scale observations to a standardized reference, which is traditionally taken as a meteor limiting magnitude of +6.5M (Blaauw et al. 2016). From an operational standpoint, however, it is helpful to have the sensitivity expressed as a limiting mass, as it will not depend on the spectral response of the system nor the velocity, so fluxes can be compared between different showers on the same mass scale.

From atmospheric observations (Vojáček et al. 2019; Vida et al. 2020b) and in-situ measurements of dust at parent comets (Fulle et al. 2016), it is known that masses of shower meteors are usually distributed according to a power-law distribution:

\[ dN \propto m^{-s} \, dm, \]

where \( dN \) is the number of meteoroids with mass in the interval \( dm \) and \( s \) is the differential mass index. The mass indices of showers can be measured using various methods (Koschack & Rendtel 1990a; Blaauw et al. 2011; Pokorný & Brown 2016; Ehler & Erskine 2020; Vida et al. 2020b). Although it is possible to measure the mass index from the actual data set used to compute the flux (Molau et al. 2014), in this work we use accepted values from the literature.

Traditionally, the meteor peak magnitude is taken as a proxy for mass (Jacchia et al. 1967). From the magnitude-mass relation (Vida et al. 2020b), it can be shown that the number of meteors of a given peak magnitude should follow:

\[
N = \frac{N(M_m + 1)}{N(M_m)},
\]

where \( r \) is the population index (Brown & Rendtel 1996) and \( N(M_m) \) is the number of meteors in the integer mass bin \( M_m \).

Thus, to scale the flux from the observed meteor limiting magnitude \( M_m \) to a reference limiting magnitude of +6.5M, the following relation can be used:

\[
F(6.5^M) = F(M_m) / 10^{-0.4M_m}.
\]

To minimize the effect of the assumed mass index on the final result, a mean observed limiting magnitude can also be chosen as reference, in which case the factor of 6.5 in the equation would be replaced with the limiting magnitude of choice.

Formally, from the definition of the magnitude, the conversion between the mass and the population index is (Ceplecha et al. 1998):

\[
s = 1 + 2.5 \log_{10} r.
\]

Verniani (1973) found that a factor of 2.3 better describes the conversion based on empirical observations of the meteor radar magnitude and mass. However, Vida et al. (2020b) compared the directly measured population and mass indices using a robust statistical method on a high-quality manually reduced data set of optical meteors. They found that the conversion with the factor of 2.3

\[
2.25 \log_{10}(m_{lim}) = -8.75 \log_{10}(v_0) - M_{lim} + 11.59,
\]

where \( m_{lim} \) is the limiting mass in grams, \( v_0 \) is the initial atmosphere velocity in km/s, and \( M_{lim} \) is the peak meteor limiting magnitude in the panchromatic bandpass. As an example, for the Quadrantids with a velocity of 41 km/s the limiting mass at +6.5 magnitude is \( 9 \times 10^{-5} \) grams.

We estimate the errors in the computed flux using a classic assumption that the meteor events are distributed according to a Poisson distribution (Vida et al. 2020b). A confidence interval for the flux based on the number of observed events can be computed using the “exact” method (Ulm 1990): [\( \Pr[(\alpha/2, 2N), \Pr(1 - \alpha/2, 2(N + 1))] \), where \( \Pr \) is the percent point function of the \( \chi^2 \)
distribution, \( N \) is the number of meteors, and \( \alpha \) is the confidence interval \((\alpha = 0.05 \text{ for the } 95\% \text{ confidence interval})\). The resulting range in the number of meteors expected based on Poisson statistics yields a flux confidence interval via Eq. 20, keeping the effective range in the number of meteors expected based on Poisson statistics distribution.

\[
ZHR = \frac{37200F(6.5M)}{(13.1r - 16.5)(r - 1.3)^{0.748}}
\]

where \( F(6.5M) \) is the flux to the limiting meteor magnitude of \( +6.5M \) in meteoroids km\(^{-2}\) h\(^{-1}\).

Fig. 9 is an example of the single-station flux output the software generated for the Geminids during the peak night of the shower. These reports are automatically generated for all showers relevant for spacecraft meteoroid impact risk assessment (Moorhead et al. 2019).

2.5.1 Combining Single-station Measurement

To improve number statistics and produce robust and continuous flux measurements, we create a "virtual" global instrument by combining single-station meteor counts and time-area product (TAPs) observations across the entire meteor network. The single-station flux code is run automatically on data from all available stations. To ensure that possible false positives (not real meteors) do not pollute the data set, all nights when more than 20 sporadic meteors per hour were detected are ignored. This value was found to be much higher than the number of real sporadic meteors ever observed in practice by any of the GMN cameras.

All observing periods are divided into fixed \( \sim 5 \) minute bins (by solar longitude) which do not change across the years (if more than one year is being analysed). Meteor counts and TAPs are summed in each bin across all cameras. The implicit assumption is that all measurements have been scaled to the same limiting magnitude, which is achieved by scaling the TAP using Eq. 47. The meteor count remains as-is because it is used to compute the Poisson confidence interval.

Next, the 5 minute bins are combined to achieve a target minimum number of meteors and/or a minimum TAP per bin (Molau & Barentsen 2014; Molau 2020). This allows a user to choose between precision and time resolution. Fig. 10 shows the global instrument equivalent flux of the 2020 Perseids obtained by combining measurements across the whole network.

2.5.2 Method Verification

To verify the code implementation, we compare the fluxes derived for two major showers with consistent year-to-year activity: the Perseids and the Geminids. A peak flux of \( 30.5^{+1.1}_{-1.1} \times 10^{-3} \) meteors km\(^{-2}\) h\(^{-1}\) to a limiting mass and magnitude of \( 2.2 \times 10^{-5} \) g and \( +6.5M \) (4.68\( ^{+0.17}_{-0.16} \times 10^{-3} \) meteoroids km\(^{-2}\) h\(^{-1}\) at \( 3 \times 10^{-4} \) g, \( +3.95M \) was measured for the Perseids in 2020 (ZHR = 124.7\( ^{+4.5}_{-4.3} \) at solar longitude \( 140.4^{\circ} \pm 0.2^{\circ} \), as shown in Fig. 10. This value compares favourably to the predicted flux at the given mass limit by Ehlerl & Erskine (2020), who based their model on independent measurements across 5 orders of magnitude in mass, as shown in Fig. 11. This value is also consistent with both past visual and video flux measurements of the Perseids (Brown & Rendtel 1996; Molau et al. 2019), as given in Table 1. The measured flux as a function of solar longitude is available in Supplementary Materials.

A combined peak flux of \( 20.04^{+5.1}_{-5.0} \times 10^{-3} \) meteoroids km\(^{-2}\) h\(^{-1}\) at a limiting mass and magnitude of \( 2 \times 10^{-4} \) g and \( +6.5M \) (4.68\( ^{+0.17}_{-0.16} \times 10^{-3} \) meteoroids km\(^{-2}\) h\(^{-1}\) at \( 3 \times 10^{-4} \) g, \( +4.73M \) was measured for the Geminids in 2020 and 2021 (ZHR = 128.2\( ^{+3.2}_{-3.1} \), \( r = 1.9 \)) at solar longitude 261.98\( ^{\circ} \pm 0.08^{\circ} \). The full flux profile is shown in Fig. 12, and the data are given in Supplementary Materials. These values are in accordance with recent visual and video flux measurements (Molau et al. 2015, 2016; Miskotte 2019), as given in Table 2. Ehlerl & Erskine (2020) measured their fluxes in 2015 the night after the peak, at solar longitude \( \sim 263.0^{\circ} \), and our measurement can be seen in Fig. 13. Our measurements lie below their curve by a factor of two, however the other data points across the large mass range show a similar scatter.

3 RESULTS

Having verified our method with two showers showing consistent annual activity, we next present results for the more challenging situation of two recent showers/outbursts where fluxes varied on short timescales. Specifically we focus on the short-lived outburst reported for the 2021 Perseid return and examine the core of the Quadrantid meteor shower.

3.1 2021 Perseid Outburst

Fig. 14 shows the flux of the 2021 Perseids recorded by the GMN. From this figure, the 2021 activity of the base Perseid component was consistent with the 2020 return, with a ZHR of \( \sim 120 \). The peak flux of the outburst, however, was much higher having a flux of \( 67.9^{+4.4}_{-4.2} \times 10^{-3} \) meteoroids km\(^{-2}\) h\(^{-1}\) to a limiting mass and magnitude of \( 2 \times 10^{-5} \) g and \( +6.5M \) (10\( ^{+7}_{-6} \times 10^{-3} \) meteoroids km\(^{-2}\) h\(^{-1}\) at \( 3 \times 10^{-4} \) g, \( +3.90M \) ).

The equivalent ZHR is \( 277^{+17}_{-18} \), in agreement with previous outbursts in 1991-1994 and 2016 (Brown & Rendtel 1996; Jenniskens et al. 1998; Miskotte & Vandepitte 2017), as given in Table 1. Our measurements are also in agreement with some radio and visual observations in 2021 (Miskotte et al. 2021), however other authors report a 25% lower peak flux (ZHR \( \sim 200 \); Jenniskens & Miskotte 2021). It is probable that due to the short duration of the outburst the chosen binning affects the peak values, and the uncertainty in the mass index which varies significantly in published work.

The peak time of the outburst occurred at solar longitude 141.470\( ^{\circ} \pm 0.024^{\circ} \), with a total duration of about two and a half hours. The end of the outburst and the subsequent \( \sim 10 \) hours were not observed as the network had no coverage over the Pacific. The same mass index for the base component and the outburst of \( s = 1.8 \) was assumed. Due to the short duration of the outburst, it was only observed by 36 cameras in North America. The flux measurements are given in Supplementary Materials.

3.2 Quadrantids 2020 - 2022

Quadrantid fluxes from GMN cameras were combined between 2020-2022 to produce an average flux profile as presented in Fig. 15, with individual years shown as well. These represent data from 69 cameras in 2020, 151 cameras in 2021, and 329 cameras in 2022. Taking a weighted average using all three years of data, the peak flux was found to be \( 33.7^{+1.6}_{-1.8} \times 10^{-3} \) meteoroids km\(^{-2}\) h\(^{-1}\) to a limiting...
Figure 9. An example showing the single-station flux of the 2020 Gemind peak observed by station HR000K. Individual computation steps and corrections are shown. The corrections shown are the median across the field of view. A fixed number of 100 meteors per bin is used, and the flux is computed to a limiting mass of $2 \times 10^{-4}$ grams (+6.5$M$).

mass and magnitude of $9 \times 10^{-5}$ g and +6.5$M$ ($7.86^{+0.38}_{-0.37} \times 10^{-3}$ meteoroids km$^{-2}$ h$^{-1}$ at $7 \times 10^{-4}$ grams, +4.52$M$). This equates to a ZHR of $137.8^{+6.2}_{-6.5}$. The peak occurred on average at 283.03$\pm$0.1$^\circ$ solar longitude. During 2022, the timing of the peak in flux occurred in regions which were mostly cloudy; hence the curve has few data points at the peak.

A mass index of $s = 1.8$ and a population index of $r = 2.1$ were used to calculate these Quadrantid fluxes. This value was chosen based on surveying 19 publications with calculated Quadrantid mass and population indices (Blaauw et al. 2011). This mass index has been used in other Quadrantid flux computations in the past, such as Brown et al. (1998). Ehler & Erskine (2020) most recently constrained the Quadrantid mass index by measuring fluxes at three different mass limits and found $s = 1.83$.

Quadrantid fluxes have been measured for several past returns; results are summarized in Table 3. Brown et al. (1998) used radar to measure a flux of of $0.140 \pm 0.010$ meteoroids km$^{-2}$ h$^{-1}$ at 283.08$\pm$0.08$^\circ$ solar longitude for the shower in 1997 to a limiting radio magnitude of +7.7$M$. This corresponded to a peak ZHR of almost 350. In another radar study, Poole et al. (1972) calculated the Quadrantid flux using 1964-1971 data, measuring a peak value of 0.056 meteoroids km$^{-2}$ h$^{-1}$ down to +6.5$M$ (ZHR = ~490).

In the optical mass range, the estimated equivalent rates are a factor of two smaller. Visual observations were analysed by Rendtel et al. (1993) for the 1992 Quadrantids. They found a peak flux of 0.058 meteoroids km$^{-2}$ h$^{-1}$ to +6.5$M$. This is equivalent to a peak ZHR of ~145. They also measured a population index around the peak of $r = 2.1$, which corresponds to a mass index of 1.8 (using Eq. 48). Their peak occurred at 283.15$^\circ$ solar longitude. Finally, Ehler & Erskine (2020) measured the 2016 Quadrantid flux as $1.08 \times 10^{-5}$ meteoroids km$^{-2}$ h$^{-1}$ to a limiting mass of 1.20 grams using all-sky cameras. This corresponds to a ZHR of 63 $\pm$ 33.

Molau et al. (2016) and Molau et al. (2018) presented Quadrantid fluxes from 2011 to 2018 using the IMO Video Network. While it is clear that the network did not catch the peak activity every year, during years where the peak was well covered, the ZHR ranges from 40 to 190, with 2015 showing the lowest peak flux, and 2014 showing the highest. The Quadrantid results found in the
Figure 10. Flux measurements of the 2020 Perseids using all cameras reporting data for the shower in the GMN (a total of 130 cameras in this example). A minimum TAP was set to 100,000 km$^2$ h to dynamically define the bin lengths. Error bars for some points in the wings are smaller than plot markers. Individual insets show mean TAP-weighted shower properties and limiting magnitude. Note that for this bin size and number of cameras each equivalent “global” measurement has between hundreds to thousands of meteors per data point. The top inset shows the mid-bin flux and confidence interval for a reference mass of $2 \times 10^{-5}$ g (black dots) while the grey symbols represent the flux to a limiting mass of $3 \times 10^{-4}$ g, which was derived from the average effective meteor limiting sensitivity of the aggregated network data (+3.95M). The former is scaled from the latter using the mass index of 1.8 as shown in the figure title. The second inset from top shows the time-area product (TAP) for the network as a function of solar longitude with the vertical grey lines denoting the time bins needed to achieve the constant TAP of 100,000 km$^2$ h. The black dots represent the total number of raw meteor detections by all cameras included in the flux calculation for a given bin. The third inset from the top shows the average radiant elevation across all cameras as well as the radiant distance from the center of the camera FOV's weighted by the TAP per bin. The phase of the moon is also shown for ease of interpretation, with 100 being full moon. Finally, the bottom inset shows the average limiting magnitude and average meteor shower angular velocity in the center of the field of view per bin, TAP weighted.

Current study also display a variation in strength between 2020 and 2022. This may represent true yearly variation. The ascending and descending flux branches are very consistent, but the peak levels are variable, likely because the stream core is influenced by Jovian resonances (Murray et al. 1980). This might also indicate an age difference between the two components, which is also evident from the shower radiant dispersion which is significantly higher during the time period away from the peak. The complete tables of measurements are given in Supplementary Materials.

For comparison, the Visual Meteor DataBase (VMDB) reported peak ZHRs of 70.8 ± 2.6, 96.0 ± 14.8, and 44.1 ± 1.9 for 2020, 2021, and 2022, respectively. This follows the same trend as found by the GMN (peak ZHRs from 2020 to 2022 were ~100, ~140, and ~50), with the highest flux observed in 2021, while 2022 was noticeably weaker. This underscores the wide variability in peak activity for the Quadrantids year to year which likely has an intrinsic component as well as a coverage aspect due to the short duration of the peak.

Note that for each of these studies, the mass or population index plays a significant role in scaling the fluxes to arrive at an associated ZHR. Because of the sensitivity of fluxes to the mass index, it is difficult to compare studies that were calculated to different limiting masses. What can be helpful, however, is to plot them on a single plot, overlaying a constant mass index (Blaauw 2017; Ehlert & Erskine 2020), as shown in Fig. 16. The Canadian Meteor Orbit Radar (CMOR), Wide-field, and All-sky fluxes are extracted from Ehlert & Erskine (2020). The GMN shower fluxes match well to these previous measurements. The mass index was determined using Monte Carlo linear regression simulations, and the uncertainty given is the standard deviations of the simulations.

International Meteor Organization: www.imo.net, accessed May 2, 2022.
Table 1. Perseid flux measurements for the annual and the outburst component compared from this study to other previously published values. * - numbers taken from a plot, not given explicitly in text. † - computed either from the flux or ZHR, whichever one was originally given in the paper.

| Study                  | Years          | Component | Method | s   | r   | Flux (met km⁻²·hr⁻¹) at 2.2 × 10⁻⁹ g (+6.5 M⁻¹) | ZHR   |
|------------------------|----------------|-----------|--------|-----|-----|-----------------------------------------------|-------|
| Brown & Rendtel (1996) | 1991           | Annual    | Visual | 1.80 | 2.10 | 0.024 ± 0.001†                              | 97 ± 2|
| Brown & Rendtel (1996) | 1992           | Annual    | Visual | 1.80 | 2.10 | 0.021 ± 0.009†                              | 84 ± 34|
| Brown & Rendtel (1996) | 1993           | Annual    | Visual | 1.80 | 2.10 | 0.022 ± 0.001†                              | 86 ± 2|
| Mola et al. (2019)     | 2015           | Annual    | Video  | 1.80 | 2.10 | 0.038 ± 0.002*                              | 124 ± 5*|
| Mola et al. (2019)     | 2018           | Annual    | Video  | 1.80 | 2.20 | 0.028 ± 0.001*                              | 92 ± 3*|
| VMD3                   | 2020           | Annual    | Video  | 1.80 | 2.20 | 0.027 ± 0.001                               | 86 ± 5|
| Our study              | 2020           | Annual    | Video  | 1.80 | 2.09 | 0.031 ± 0.001                               | 125 ± 5|

Table 2. Comparison of Geminid flux measurements from this study to other previously published values. * - numbers taken from a plot, not given explicitly in text. † - computed either from the flux or ZHR, whichever one was originally given in the paper.

| Study                  | Years          | Method | s   | r   | Flux (met km⁻²·hr⁻¹) at 2 × 10⁻⁹ g (+6.5 M⁻¹) | ZHR   |
|------------------------|----------------|--------|-----|-----|-----------------------------------------------|-------|
| Mola et al. (2016)     | 2012-2015      | Video  | 1.95 | 2.60| 0.070 ± 0.005*                               | 123 ± 10*|
| Miskotte (2019)        | 2018           | Visual | 1.69 | 1.80| 0.014 ± 0.003†                               | 121 ± 22|
| VMDB                   | 2020           | Visual | 1.87 | 2.40| 0.058 ± 0.002†                               | 134 ± 5|
| meteoroflux.org        | 2020           | Video  | 1.70 | 2.00| 0.015 ± 0.001                                | 76 ± 3|
| VMD3                   | 2021           | Visual | 1.87 | 2.40| 0.055 ± 0.002†                               | 128 ± 4|
| meteoroflux.org        | 2021           | Video  | 1.70 | 2.00| 0.018 ± 0.002                                | 89 ± 15|
| Our study              | 2020-2021      | Video  | 1.70 | 1.91| 0.020 ± 0.001†                               | 128.2 ± 3.3|

Table 3. Comparison of Quadrantid flux results from this study to other previously published values. * - numbers taken from a plot, not given explicitly in text. † - computed either from the flux or ZHR, whichever one was originally given in the paper.

| Study                  | Years          | Method | s   | r   | Flux (met km⁻²·hr⁻¹) at 8.9 × 10⁻³ g (+6.5 M⁻¹) | ZHR   |
|------------------------|----------------|--------|-----|-----|-----------------------------------------------|-------|
| Poole et al. (1972)    | 1964-1971      | Radar  | 1.64 | 1.90| 0.056*                                         | 490 ± 7*|
| Rendtel et al. (1993)  | 1992           | Visual | 1.84 | 2.31| 0.054 ± 0.001†                               | 144.5 ± 3.7|
| Brown et al. (1998)    | 1997           | Radar  | 1.75 | 2.12| 0.068 ± 0.008*                               | 344 ± 40†|
| Brown et al. (1998)    | 1997           | Visual | 1.80 | 2.23| 0.021 ± 0.015*                               | 93 ± 18*|
| Ehlert & Erskine (2020)| 2016           | Video  | 1.83 | 2.30| 0.017 ± 0.01†                                | 63 ± 33|
| meteoroflux.org        | 2020-2022      | Video  | 1.80 | 2.20| 0.024 ± 0.001†                               | 78 ± 3|
| VMD3                   | 2020-2021      | Visual | 1.75 | 2.10| 0.018 ± 0.002†                               | 70 ± 6.4|
| Our study              | 2020-2022      | Video  | 1.80 | 2.09| 0.030 ± 0.002†                               | 138 ± 7|

4 CONCLUSIONS

In this work we have presented details of a new optical meteor flux algorithm and applied it to data collected by the Global Meteor Network. A key feature of this approach is that it combines all cameras across a wide area into a single “virtual” global network improving number statistics and aggregating collection time-area products.

The method was verified by comparing past studies to GMN-derived fluxes for two showers which show little year-to-year variation, namely the Geminids and the Perseids. From this analysis, we determined a peak flux of 30.5±1.1×10⁻³ metroids km⁻² h⁻¹ to a limiting mass and magnitude of 2.2×10⁻⁵ g and +6.5 M⁻¹ (4.6±0.17×10⁻³ metroids km⁻² h⁻¹ at 3×10⁻⁴ g, +3.9 M⁻¹) for the annual component of the Perseids in 2020. This corresponds to a ZHR of 124.7±4.3, assuming an s = 1.8, r = 2.1. The peak was found to be located at solar longitude 140.4° ± 0.8°. These values...
are in agreement with the general annual shower flux levels computed in other years from visual observations of the shower (Rendtel 2014).

The flux measurements of the 2021 Perseid outburst using GMN data produced a peak ZHR of 277$^{+18}_{-17}$ which also compares well to previous Perseid outbursts and is similar to the ZHR estimate of Jenniskens & Miskotte (2021).

From GMN data we measured a peak flux of $20.04^{+51}_{-50} \times 10^{-3}$ meteoroids km$^{-2}$ h$^{-1}$ at a limiting mass and magnitude of $2 \times 10^{-4}$ g and $+6.5^M (6.40^{+16}_{-16})$ meteoroids km$^{-2}$ h$^{-1}$ at $1 \times 10^{-3}$ g. $+4.73^M$ for the Geminids in 2020 and 2021 (ZHR = 128.2$^{+3.3}_{-3.2}$ s = 1.7, r = 1.9) at solar longitude 261.98° $\pm$ 0.08°. This is also similar to the peak visual ZHR measured in recent years (Ryabova & Rendtel 2018). A noticeable feature of our average profile is an apparent double peak in the flux near solar longitude 261.8° $\pm$ 0.2°, a feature predicted by several models of the stream (Jones 1982, 1985; Ryabova 2007) and reported in visual data (Rendtel 2014).

Finally, we also determined the Quadrantid meteor shower flux between 2020-2022 from GMN data processed with the new flux methodology. The average peak flux was found to be $33.7^{+1.6}_{-1.6} \times 10^{-3}$ meteoroids km$^{-2}$ h$^{-1}$ at a limiting mass and magnitude of $9 \times 10^{-5}$ g and $+6.5^M (7.86^{+38}_{-30}) \times 10^{-3}$ meteoroids km$^{-2}$ h$^{-1}$ at $7 \times 10^{-4}$ grams, $+4.52^M$. This corresponds to a ZHR of 137.8$^{+6.7}_{-6.5}$, again very similar to the peak ZHR reported from long-term visual records (Rendtel 2014).

4.1 Note on Code Availability

Implementation of all methods used in this work is published as open source on the following GitHub web pages:

- RMS software: https://github.com/CroatianMeteorNetwork/RMS
- WesternMeteorPyLib: https://github.com/wmpg/WesternMeteorPyLib

Readers are encouraged to contact the lead author (DV) in the event they are not able to obtain the code on-line.

4.2 Data Availability

Per-station and summary flux measurements are available upon request. All flux data of the Perseids, Geminids, and the Quadrantids presented in this paper are given in supplementary materials.
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Figure 12. Combined flux measurements of the 2020 and 2021 Geminids. A minimum TAP was set to 300,000 km$^2$ h and 100 meteors per bin. Error bars for some points in the wings are smaller than plot markers. The top inset shows the mid-bin flux and confidence interval for a reference mass and magnitude of $2 \times 10^{-4}$ g and +6.5M (black dots), while the grey symbols represent the flux to a limiting mass of $1 \times 10^{-3}$ g, which is derived from the average effective meteor limiting sensitivity of the aggregated network data (+4.73M). The former is scaled from the latter using the mass index of 1.7, as shown in the figure title.
Geminids from GMN cameras. With these fluxes a mass index of 1.65 ± 0.06 was measured. The GMN uncertainties are smaller than the symbol size.
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Figure 14. Flux measurements of the 2021 Perseids showing the outburst. A minimum TAP was set to 10,000 km$^2$ h and a minimum of 500 meteors were taken per bin. The top inset shows the mid-bin flux and confidence interval for a reference mass and magnitude of $2 \times 10^{-5}$ g and $+6.5^m$ (black dots), while the grey symbols represent the flux to a limiting mass of $3 \times 10^{-4}$ g, which is derived from the average effective meteor limiting sensitivity of the aggregated network data (+3.90M). The former is scaled from the latter using the mass index of 1.8 as shown in the figure title.
Figure 15. Quadrantid fluxes to a limiting mass and magnitude of $9 \times 10^{-5}$ grams and $+6.5^M$ found with the GMN camera network. The years 2020 - 2022 are shown individually as is their weighted average. $s = 1.8$ and $r = 2.09$ have been used to compute flux.

Figure 16. Quadrantid fluxes from Ehlert & Erskine (2020) based on measurements by the Canadian Orbit Meteor Radar (CMOR), NASA’s Wide-Field meteor cameras and NASA’s All-Sky meteor cameras. Results for the average of the 2020-2022 returns from the GMN are also shown. From these fluxes as a function of mass, a mass index of $1.83 \pm 0.10$ was measured. The GMN fluxes have uncertainties smaller than the symbol size.