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ABSTRACT

Node injection attack on Graph Neural Networks (GNNs) is an emerging and practical attack scenario that the attacker injects malicious nodes rather than modifying original nodes or edges to affect the performance of GNNs. However, existing node injection attacks ignore extremely limited scenarios, namely the injected nodes might be excessive such that they may be perceptible to the target GNN. In this paper, we focus on an extremely limited scenario of single node injection evasion attack, i.e., the attacker is only allowed to inject one single node during the test phase to hurt GNN’s performance. The discreteness of network structure and the coupling effect between network structure and node features bring great challenges to this extremely limited scenario. We first propose an optimization-based method to explore the performance upper bound of single node injection evasion attack. Experimental results show that 100%, 98.60%, and 94.98% nodes on three public datasets are successfully attacked even when only injecting one node with one edge, confirming the feasibility of single node injection evasion attack. However, such an optimization-based method needs to be re-optimized for each attack, which is computationally unbearable. To solve the dilemma, we further propose a Generalizable Node Injection Attack model, namely G-NIA, to improve the attack efficiency while ensuring the attack performance. Experiments are conducted across three well-known GNNs. Our proposed G-NIA significantly outperforms state-of-the-art baselines and is 500 times faster than the optimization-based method when inferring.
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1 INTRODUCTION

Graph Neural Networks (GNNs) have achieved remarkable performance in many graph mining tasks such as node classification [14, 19, 34, 38, 39], graph classification [28], cascade prediction [6, 26] and recommendation systems [10]. Most GNNs follow a message passing scheme [37], learning the representation of a node by aggregating representations from its neighbors iteratively. Despite their success, GNNs are proved to be vulnerable to adversarial attacks [3, 8, 46], which are attracting increasing research interests. Imperceptible perturbations on graph structure or node attributes can easily fool GNNs both at training time (poisoning attacks) as well as inference time (evasion attacks) [47].

Pioneer attack methods for GNNs generally modify the structure [22, 46, 47] or attributes [11, 46] of existing nodes in the original graph, which requires high authority and makes the attack difficult to apply. The emerging node injection attack focuses on a more practical scenario. However, existing node injection attacks ignore extremely limited scenarios for adversarial attacks, namely the injected nodes might be excessive such that they may be perceptible or detected by both the target victim system or the target nodes. In addition, existing node injection attacks generally focus on poisoning scenarios, i.e., assuming that the target GNN is trained/retrained on the injected malicious nodes with labels. Such assumption is hard to satisfy in real scenarios since we may have no ideas about the label standard of target victim systems.

In this paper, we focus on a practical and extremely limited scenario of single node injection evasion attack, i.e., the attacker...
is only allowed to inject one single node during the test phase to hurt the performance of GNNs. Single node injection evasion attack has the advantages of being difficult to detect and low in cost. Taking social networks as an example, it is very difficult for both the detection system and the user to detect the addition of one single malicious follower, especially compared with existing node injection methods [31] which lead to a sudden emergence of multiple followers. In addition, the focused evasion attack scenario does not require the vicious nodes to be present in the training set, nor does it force GNN to train on the unknown label, making it more realistic than the poisoning attack.

The key of single node injection evasion attack is to spread malicious attributes to the proper nodes along with the network structure. However, the discreteness of network structure and the coupling effect between network structures and node features bring great challenges to this extremely limited scenario. We first propose an optimization-based method, namely OPTI, to explore the performance upper bound of single node injection evasion attack. To directly optimize the continuous/discrete attributes and the discrete edges of the malicious node, we extend the Gumbel-Top-k technique to solve this problem. Experimental results show that OPTI can successfully attack 100%, 98.60%, 94.98% nodes on three public datasets, confirming the feasibility of single node evasion injection attack. Nevertheless, OPTI needs to be re-optimized for each attack, which is computationally unbearable. In addition, the information learned in each optimization is discarded, which hinders the generalization of the injection attack.

To solve the dilemma, we further propose a Generalizable Node Injection Attack model, namely G-NIA, to improve the attack efficiency while ensuring the attack performance. G-NIA generates the discrete edges also by Gumbel-Top-k following OPTI and captures the coupling effect between network structure and node features by a sophisticated designed model. Comparing with OPTI, G-NIA shows advantages in the following two aspects. One is the representation ability. G-NIA explicitly models the most critical feature propagation via jointly modeling. Specifically, the malicious attributes are adopted to guide the generation of edges, modeling the influence of attributes and edges better. The other is the high efficiency. G-NIA adopts a model-based framework, utilizing useful information of attacking during model training, as well as saving a lot of computational cost during inference without re-optimization.

To provide an intuitive understanding of single node evasion injection attack, we give a real example about the attack performance of our proposed generalizable node injection attack model in Figure 1. Specifically, we construct a subgraph of the social network Reddit. The attacker makes a total of 9 nodes misclassified even in an extremely limited scenario, i.e., injecting one node and one edge. Indeed, we observe remarkable performances when applying our proposed G-NIA model on real large-scale networks. Experimental results on Reddit and ogbn-products show that our G-NIA achieves the misclassification rate of 99.9%, 98.8%, when only injecting one node and one edge. The results reveal that G-NIA significantly outperforms state-of-the-art methods on all the GNN models and network datasets, and is much more efficient than OPTI. The results demonstrate the representation ability and high efficiency of G-NIA.

To sum up, our proposal owns the following main advantages:

1. **Effectiveness**: When only injecting one single node and one single edge, the proposed OPTI can successfully attack 100%, 98.60%, 94.98% nodes on a social network, a co-purchasing network, and a citation network. Our G-NIA can achieve comparable results during inferring without re-optimization like OPTI. Both of them significantly outperform state-of-the-art methods on all three datasets.

2. **Efficiency**: The proposed model G-NIA is approximately 500 times faster than OPTI in the inference phase.

3. **Flexibility**: Extensive experiments are conducted on three kinds of network datasets across three well-known GNN models in two scenarios, to demonstrate the effectiveness of our proposed G-NIA model. In addition, G-NIA is also capable in the black-box scenario.

## 2 RELATED WORK

### 2.1 Adversarial Attacks on Graphs

GNNs have shown exciting results on many graph mining tasks, e.g., node classification [14, 20], network representation learning [27], graph classification [28]. However, they are proved to be sensitive to adversarial attacks [3, 16, 18, 24, 30, 45, 47]. Attack methods can perturb both the graph structure, node attributes, and labels [7, 32, 40]. Specifically, Nettack [46] modifies node attributes and the graph structure guided by the gradient. RL-S2V [8] uses reinforcement learning to flip edges. Others make perturbations via approximation techniques [35], label flipping [44], and exploratory strategy [22].

In the real world, modifying existing edges or attributes is intractable, due to no access to the database storing the graph data [31]. Node injection attack [31, 36] focuses on a more practical scenario, which only injects some malicious nodes without modifying the existing graph. Pioneering researches focus on node injection poisoning attacks and have some problematic disadvantages which cannot be overlooked in an evasion attack scenario. Node Injection Poisoning Attack (NIPA) uses a hierarchical Q-learning network to sequentially generate the labels and edges of the malicious nodes [31]. Nevertheless, NIPA fails to generate the attributes of injected nodes, which are extremely important in evasion attacks, resulting in its poor performance. Approximate Fast Gradient Sign method (AFGSM) provides an approximate closed-form attack solution to GCN with a lower time cost [36], but AFGSM is difficult to handle other GNNs, which limits its application. In addition, AFGSM cannot deal with the continuous attributed graphs which are common in the real world. Such approximation also leads to an underutilization of node attributes and structure.

There is still a lack of an effective method that simultaneously considers the attributes and structure of the injected node.

### 2.2 Attack in the Extremely Limited Scenario

Extremely Limited Scenario is firstly proposed in one-pixel attack by Su et al. [29] in the computer vision area. The attacker can only modify one pixel to make the image misclassified. Su et al. propose a method for generating one-pixel adversarial perturbations based on differential evolution. This work starts the discussion of extremely limited scenario in adversarial learning area [1, 11, 21, 33].

Recently, in the graph adversarial learning area, Finkelshtein et al. [11] propose the single-node attack to show that GNNs are
vulnerable to the extremely limited scenario. The attacker aims to make the target node misclassified by modifying the attributes of a selected node. However, it is not realistic because modifying an existing node requires high authority and makes it difficult to apply. Up to now, there is still a lack of a practical method conducted in the extremely limited scenario in graph adversarial learning.

Our work fills the two gaps by proposing a single node injection evasion attack scenario and proposing G-NIA to ensure the effectiveness and efficiency of the model at the same time.

3 PRELIMINARIES
This section introduces the task of node classification, together with GNNs to tackle this task.

3.1 GNN for Node Classification
Node classification Given an attributed graph $G = (V, E, X)$, $V = \{1, 2, ..., n\}$ is the set of $n$ nodes, $E \subseteq V \times V$ is the edge set, and $X \in \mathbb{R}^{n \times d}$ is the attribute matrix with $d$-dimensional features. We denote network structure as adjacency matrix $A$. Given $V_f \subseteq V$ labelled by a class set $X$, the goal is to assign a label for each unlabelled node by the classifier $Z = f(Y(G))$, where $Z \in \mathbb{R}^{n \times K}$ is the probability distribution, and $K = |X|$ is the number of classes.

Graph neural networks. A typical GNN layer contains a feature transformation and an aggregation operation [23, 41, 42] as:

$$
X'_\text{in} = f_{\text{trans}}(X_{\text{in}}); \quad X_{\text{out}} = f_{\text{agg}}(X'_\text{in}, G)
$$

where $X_{\text{in}} \in \mathbb{R}^{n \times d_{\text{in}}}$ and $X_{\text{out}} \in \mathbb{R}^{n \times d_{\text{out}}}$ are the input and output features of a GNN layer with $d_{\text{in}}$ and $d_{\text{out}}$ dimensions. The feature transformation $f_{\text{trans}}(\cdot)$ transforms $X_{\text{in}}$ to $X'_\text{in} \in \mathbb{R}^{n \times d_{\text{out}}}$; and the feature aggregation $f_{\text{agg}}(\cdot; G)$ updates features by aggregating transformed features via $G$. Different GNNs have varied definitions of $f_{\text{trans}}(\cdot)$ and $f_{\text{agg}}(\cdot; G)$. Taking the GCN as an example: $X'_\text{in} = X_{\text{in}}W$; $X_{\text{out}} = \hat{D}^{-\frac{1}{2}}\hat{A}\hat{D}^{-\frac{1}{2}}X'_\text{in}$, where $\hat{A} = A + I$, $\hat{D}$ is the degree matrix, $W \in \mathbb{R}^{d_{\text{in}} \times d_{\text{out}}}$ is a weight matrix for feature transformation.

3.2 Problem Definition
Single node injection evasion attack aims to make the original nodes misclassified in an extremely limited scenario, i.e., the attacker is only allowed to inject one single node in the test phase without modifying the existing nodes and edges in the original graph. We formalize the objective function as:

$$
\max_{G'} \sum_{t \in V_{\text{tar}}} I(f_{\theta'}(G', t) \neq y_t) \\
G' = \{V \cup v_{\text{inj}}, E \cup e_{\text{inj}}, X \oplus a_{\text{inj}}\} \\
s.t. \quad \theta' = \arg \min_{\theta} \mathcal{L}_{\text{train}}(f_{\theta}(G), y),
$$

where $I(\cdot)$ is an indicator function, $V_{\text{tar}}$ is the target nodes which can be a single node as well as multiple nodes, $y_t$ is the ground truth label of node $t$, and $f_{\theta'}$ is the attacked GNN model which has been trained on the original graph $G$. The perturbed graph $G'$ includes the malicious injected node $v_{\text{inj}}$, together with its edges $e_{\text{inj}}$ and attributes $a_{\text{inj}}$. $\oplus$ refers to the concatenation operation. To ensure the imperceptibility, we define an injected edge budget i.e., $||e_{\text{inj}}|| < \Delta$. And the malicious attributes are also limited by the maximum and minimum values of the existing attributes for continuous attributed graphs, and the maximum $L^\theta$ norm for discrete ones.

Node injection evasion attack takes the advantage of the feature propagation to spread the malicious attributes to the proper nodes without retraining. Feature propagation depends on the coupling effect of attributes and edges. Therefore, the core is to generate proper attributes and edges of the injected nodes, while considering their coupling effect between each other. Nevertheless, generating attributes and edges faces their respective challenges.

Challenges: For edges, the challenge comes from the discrete nature of edges. The resulting non-differentiability hinders back-propagating gradients to guide the optimization of injected edges. For attributes, different network datasets vary greatly. Most networks, such as social networks and co-purchasing networks, have continuous attributes to denote more meanings, while commonly used citation networks in researches have discrete node attributes to represent the appearance of keywords. But so far, few studies have focused on continuous attribute graphs. Also, discrete attribute generation faces the same challenge as edge generation. It is worth noting that no node injection attack method can handle both kinds of attributed graphs.

4 OPTIMIZATION-BASED NODE INJECTION ATTACK
In this section, we first propose an optimization-based approach, which is simple but effective. We evaluate it on three well-known datasets. Experimental results indicate that this method explores the performance upper bound. These results prove that the single node injection attack is sufficient for the targeted evasion attack, and it is time to explore the efficiency of the attack.

4.1 Optimization-based Approach
To tackle the single node injection evasion attack problem, we propose an optimization-based approach, namely OPTI, to directly optimize the attributes and edges of the vicious node. Specifically, we first initialize the vicious attributes and edges as free variables and inject them into the original graph. Then, we feed the perturbed graph into a surrogate GNN model to obtain the output. After that, we calculate the loss by Equation 8 and optimize the free variables until convergence. The joint optimization helps to depict the coupling effect between the attributes and edges of the vicious node. To overcome the gradient challenge of discrete variables as

![Figure 2: Misclassification rate of single node injection attack on GCN on three datasets. Clean refers to the clean graph. AFGSM is the state-of-the-art node injection attack method. OPTI is our proposed jointly optimization method.](image-url)
we mentioned above, we adopt the Gumbel-Top-\(k\) technique to aid in optimizing, which will be specifically introduced in Section 5.4.2.

### 4.2 Attack Performance

We execute the single node injection evasion attack on three datasets. For each attack, the attacker only injects one node and one edge to attack one target node during the inference phase. Every node in the whole graph is selected as a target node, separately. We will elaborate on the settings and datasets in Section 6.1. Here, we just tend to illustrate the attack performance.

As shown in Figure 2, our proposed method OPTI significantly outperforms state-of-the-art AFGSM on all three datasets. OPTI makes 100%, 98.60%, 94.98% nodes misclassified on Reddit, ogbn-products, and Citeseer, even when injecting only one single node and one single edge. The results show that OPTI can attack almost all target nodes successfully. It also confirms the feasibility and effectiveness of the single node injection evasion attack, thus we do not need to inject more nodes on this attack scenario.

Even though OPTI achieves excellent results, it is difficult to be executed in reality. Because it is a case-by-case method, which means a distinct optimization is executed for each attack. The optimization is computationally expensive, and no knowledge can be saved and reused. What’s worse, these limitations exist in almost all attack methods in the graph adversarial learning area. Therefore, it is time to explore the efficiency of single node injection attack.

## 5 GENERALIZABLE NODE INJECTION ATTACK

In this section, we first introduce the generalization ability in the graph adversarial attack area. Then, we creatively propose a generalizable attack model G-NIA to carry out the node injection attack, which generates attack plans through the knowledge learning from the original graph.

### 5.1 Generalization in Graph Adversarial Attack

Generalization refers to the adaptability of machine learning algorithms to fresh (unseen) samples. In the field of graph adversarial learning, generalization is also important, especially in targeted attacks [2]. For example, the above optimization-based method is almost impossible to tackle a real-life attack, even though it achieves superb attack performance. Because the huge computation brought by the case-by-case optimization is intolerable.

To solve the dilemma, we propose to model the optimization process by a generalizable model. The generalizable model should have the ability of both fitting and generalization. The fitting ability refers to having high attack performance during training, fitting OPTI as much as possible. Note that the fitting ability is the fundamental condition for generalization. A parametric attack model with poor attack performance does not meet the standard of generalization. The generalization ability refers to the performance and efficiency of (fresh) test data which is unseen in the training phase. The efficiency is naturally guaranteed by the parametric model since the knowledge has been preserved by the parameters. Note that, unlike those one-off optimization methods, the model can be saved and reused. A well-trained model can learn the information that is implicit in the data. Thus, the model can attack successfully on unseen fresh nodes, as long as they obey the assumption of independent and identical distribution.

### 5.2 Framework of Generalizable Node Injection Attack Model

We design and propose Generalizable Node Injection Attack model, namely G-NIA, to perform the single node injection evasion attack on graph data, which brings the generalization ability while keeping the high attack performance as the above OPTI.

Figure 3 illustrates the overall framework of the proposed model G-NIA. The upper part shows the workflow of our proposed G-NIA during training. Specifically, G-NIA consists of three components: attribute generation, edge generation, and optimization. The first two components generate proper attributes and edges for the malicious injected node, and the last one performs an attack on the surrogate GNN and calculates the loss to optimize G-NIA. The lower part shows how G-NIA attacks the original graph in the inference phase. G-NIA first generates the malicious attributes, then generates edges, and uses the obtained adversarial graph \(G'\) to
attack the target nodes. Next, we will provide the fine details of each component in our proposed model G-NIA.

5.3 Attribute Generation

The key point of the node injection evasion attack is that the injected node propagates the malicious attributes to proper nodes through feature aggregation. This process requires close cooperation between the attributes and edges of the malicious node. Among them, attributes are essential for attack performance, since attributes bring additional information to a successful attack.

The goal of the attack is to make target nodes misclassified, which is inherently related to target nodes as well as class information, including the label class, i.e., $y_t$, and the class that is most likely to be misclassified by a surrogate GNN, i.e., $k_t$. Specifically, target nodes provide necessary information about who we are going to attack, and the class information tells a possible way to conduct the attack, i.e., changing their predicted labels from $y_t$ to $k_t$. Based on these, we adopt the representation of target nodes $r_t$ as well as the representation of label class and misclassified class, i.e., $u_t = \{u_{y_t}, u_{k_t}\}$, to generate attributes. For the representation of target nodes, $r_t$ is calculated by the surrogate GNN $f$. For the representation of label class $u_t$, we adopt the $y_t$-th column of the feature transformation weights, i.e., $u_{y_t} = W_{y_t}$ and $u_{k_t} = W_{k_t}$, where $W = W_0W_1$ in a GNN with two layers. Because feature transformation is a mapping between the attribute space and label space.

Feeding the above representations, we utilize two layer neural networks $F^a$ and a mapping function $G^a$ to generate attribute of the malicious injected node $a_{inj}$:

$$a_{inj} = G^a(F^a(V_{tar}, f, G; \theta^0))$$

$$F^a(V_{tar}, f, G; \theta^0) = \sigma(\|r_t\|u_t W_0^a + b_0^a) W_1^a + b_1^a,$$  \hspace{1cm} (3)

where $\theta = \{W_0^a, W_1^a, b_0^a, b_1^a\}$ are the trainable weights. $G^a$ maps the output of $F^a$ to the designated attributes space of the original graph, making the attributes similar to existing nodes. For continuous attributes, $G^a$ contains a sigmoid function and a scaler to stretch to the designated attributes space. For discrete attributes, $G^a$ is the Gumbel-Top-$k$ technique, which will be introduced in Section 5.4.2.

Comparing with other approaches, G-NIA is more flexible. Our model can handle high-dimensional attributes generation for both discrete and continuous attributed graphs, but AFGSM can only deal with discrete attributes and NIPA even cannot generate attributes.

5.4 Edge Generation

The malicious edges help the malicious node to spread its attributes to the required candidate nodes. Here, the candidate nodes are limited within the target nodes and their first-order neighbors, making the injected node to be at least the second-order neighbors of the target nodes. Because most GNNs with good performance contain two layers of feature propagation. Owing to the limited injected edge budget, we score the candidate nodes and select the best $\Delta$ ones to connect to the injected node. The scores of candidate nodes measures the impact of connecting certain candidate nodes to the malicious node on the attack performance.

5.4.1 Jointly modeling. To capture the coupling effect between network structure and node features, we jointly model the malicious attributes and edges. Specifically, we use malicious attributes to guide the generation of malicious edges. **Jointly modeling** the attributes and edges of the injected node. According to this, we use the representation of candidate nodes $r_i$ and the representation of the malicious node $r_{inj}$ to obtain scores. Specifically, $r_{inj}$ is computed by feature transformation of the surrogate GNN, i.e., $r_{inj} = \text{f}_\text{trans}(a_{inj})$, since the malicious node does not have structure yet. (The brown arrow from malicious attributes to the input of edge generation in Figure 3.)

As we mentioned before, the goal of the attack is closely tied to two elements, target nodes, and class information. The representations of the above two elements, i.e., $r_t$ and $u_t$, are also included in the input of neural networks, and they are both repeated $m$ times, where $m$ is the number of candidate nodes.

With all the mentioned inputs, we adopt two layer neural networks $F^e$ to obtain the score of candidate nodes, and use Gumbel-Top-$k$ technique $G^e$ to discretize the scores as follows:

$$e_{inj} = G^e(F^e(a_{inj}, V_{tar}, f, G; \theta^0))$$

$$F^e(a_{inj}, V_{tar}, f, G; \theta^0) = \sigma(\|r_{inj}\|u_t ||u_t| r_{inj} W_0^e + b_0^e) W_1^e + b_1^e,$$

where $\theta = \{W_0^e, W_1^e, b_0^e, b_1^e\}$ are the trainable weights.

5.4.2 Gumbel-Top-$k$ technique. To tackle the discreteness of network structure, we adopt the Gumbel-Top-$k$ technique to solve the optimization of edges. Gumbel distribution $G_t$ is used to model the distribution of the extremum of a number of samples of various distributions [9, 13]. Formally, $G_t = -\log(-\log(U_t))$ where $U_t \sim \text{Uniform}(0, 1)$ is uniform distribution. Gumbel-Softmax is:

$$\text{Gumbel-Softmax}(x) = \frac{z_t G_t}{\sum_{j=1}^{\tau} z_t + G_t}, \hspace{1cm} (5)$$

where $\tau$ is the temperature controlling the smoothness, $z$ is the output of the neural network $F^e$. Gumbel-Softmax brings exploration to the edge selection through Gumbel distribution $G_t$. To encourage exploring, we further use $\epsilon$ to control the strength of exploration:

$$\text{Gumbel-Softmax}(x, \epsilon) = \frac{\exp\frac{z_t + \epsilon G_t}{\epsilon}}{\sum_{j=1}^{\tau} \exp\frac{z_t + \epsilon G_t}{\epsilon}}, \hspace{1cm} (6)$$

Gumbel-Top-$k$ function $G^e$ is:

$$G^e(z) = \sum_{j=1}^{k} \text{Gumbel-Softmax}(z \odot \text{mask}_j, \epsilon), \hspace{1cm} (7)$$

where $k$ is the budget of edges (discrete attributes), $\text{mask}_j$ filters the selected edges/attributes to ensure they will not be selected again. Note that the obtained vector is sharp but not completely discrete, which benefits training. In the test phase, we discretize the vector compulsorily to obtain discrete edges. And we do the same for discrete attributes.

Gumbel-Top-$k$ technique can solve the optimization problem of high-dimensional discrete attributes. But it is difficult for reinforcement learning methods to deal with huge discrete action spaces. It may be the reason why NIPA [31] cannot generate attributes. In addition, Gumbel-Top-$k$ does not affect training stability.
After generating the malicious attributes and edges, we inject the malicious node into the original graph \( G \) to obtain the perturbed graph \( G' \). We feed \( G' \) into the surrogate GNN model and compute the attack loss \( \mathcal{L}_{\text{atk}} \):

\[
\min_{G'} \mathcal{L}_{\text{atk}}(f_{\theta}(G'), V_{\text{tar}}) = \sum_{t \in V_{\text{tar}}} \left( Z_{t,y_t} - \max_{k \neq y_t} Z'_{t,k} \right).
\]

(8)

Attack loss \( \mathcal{L}_{\text{atk}} \) is used to guide the training process. We iteratively optimize the attack loss by gradient descent until convergence.

6 EXPERIMENTS

6.1 Experimental Settings

6.1.1 Datasets. To illustrate the wide adaptability of the proposed G-NIA to different application scenarios, we conduct experiments on three different types of network datasets: a social network Reddit [14, 43], a products co-purchasing network ogbn-products [15] and a commonly used citation network Citeseer [4]. Specifically, in Reddit, each node represents a post, with word vectors as attributes and community as the label, while each edge represents the post-to-post relationship. In ogbn-products, a node represents a product sold in Amazon with the word vectors of product descriptions as attributes and the product category as the label, while each edge represents the post-to-post relationship. In Citeseer, a node represents a paper with sparse bag-of-words as attributes and paper class as the label, and the edge represents the citation relationship. Note that the attributes of the first two datasets are continuous and Citeseer has discrete attributes. G-NIA can effectively attack both types of attributed graphs.

Due to the high complexity of some GNN models, it is difficult to apply them to very large graphs with more than 200k nodes. Thus, we keep the subgraphs of Reddit and ogbn-products for experiments. For Reddit, we randomly sample 12k nodes as a subgraph and then select the largest connected components (LCC) of the subgraph. For ogbn-products, we randomly sample 55k nodes as a subgraph and then keep the LCC. Following the settings of most previous attack methods [31, 36, 46, 47], experiments are conducted on the LCC for all the three network datasets. The statistics of each dataset are summarized in Table 1.

6.1.2 Baseline Methods. Since the node injection attack is an emerging type of attack, which is firstly proposed on [31], only two researches are focusing on this area. To demonstrate the effectiveness of our proposed model G-NIA, we design a random method and two heuristic-based methods as our baselines. We also compare G-NIA with the two state-of-the-art node injection attack methods.

- **Random.** We randomly sample a node from the whole graph and make its attributes as the attributes of the malicious node to make the attack difficult to be detected. As for edges, we randomly select \( \Lambda \) nodes from the target nodes and their neighbors to ensure the injected node can influence the target node.

- **Heuristic-based methods.** We design two heuristic methods from the perspective of attributes and edges. (1) MostAttr. For the attributes of the malicious node, we use the attributes of a node randomly selected from the class that is most likely to be misclassified, i.e. \( k_1 \). The edge selection is the same as Random. (2) PrefEdge. We adopt the preferential attachment mechanism [31] to inject edges. Specifically, it connects the nodes with a probability proportional to the degree of the nodes, which preferentially injects edges to high-degree nodes from the targets nodes and their neighbors. The attributes are obtained by random sampling, the same as Random.

- **NIPA.** NIPA [31] is a node injection poisoning attack method, which generates the label and edges of the injected node via deep reinforcement learning. Since the code is not released, we reproduce the code and adapt it to the evasion attack scenario. For attributes, it originally applies a Gaussian noise \( N(0, 1) \) on the average attributes of existing nodes. We concern it is too weak for the evasion attack. Hence, we compute the average of attributes on the generated label and apply a Gaussian noise \( N(0, 1) \) added on to them. Afterward, we discretize or rescale the output, which is the same as our method, to obtain the malicious attributes.

- **AFGSM.** AFGSM [36] is a targeted node injection attack, which calculates the approximation of the optimal closed-form solutions for attacking GCN. It sets the edges (discrete attributes) with the largest \( b \) approximate gradients to 1 where \( b \) is the budget. For continuous attributed graph, we do not limit the budget of attributes and set all the attributes with positive gradients to 1, to maximize its attack ability as much as possible. Note that AFGSM has already outperformed existing attack methods (such as Nettack [46] and Metattack [47]), thus, we just compare our proposed G-NIA with the state-of-the-art AFGSM.

6.1.3 Experimental Configuration. We conduct experiments to attack across three well-known GNNs (GCN, GAT, and APPNP). The hyper-parameters of them are the same with original works [19, 20, 34]. We randomly split 80% nodes for the training phase, and the rest 20% for the inference phase. We also randomly select 20% nodes from the training split as a validation set, which are used for hyper-parameters tuning and early stopping. The train/validation/test split is consistent in training GNN and the proposed G-NIA, which means G-NIA first trains on the nodes of the training set as the target nodes, and then validates on the nodes of the validation set, finally evaluates the performance on the test set.

For our proposed model G-NIA, we employ RMSprop Optimizer [12] to train it for at most 2000 epochs and stop training if the misclassification rate of the validation set does not increase for 100 consecutive epochs. Learning rate is tuned over \{1^{-5}, 1^{-4}, 1^{-3}\}, and the temperature coefficient \( r \) of Gumbel-Top-\( k \) over \{0.01, 0.1, ..., 100\}. We use exponential decay for the exploration coefficient \( \epsilon \). For the baseline methods, the settings are the same as described in the respective papers [30, 36].

To demonstrate the capability of G-NIA, we design two scenarios for single node injection evasion attack, one is to attack a single target node, namely Single Target Attack, and the other is to attack multiple target nodes, namely Multiple Targets Attack. Note that existing target node injection attacks, such as AFGSM,
can only attack one target node. Thus, we adjust it to adapt to the scenario of Multiple Targets Attack.

To ensure a low attack cost, we strictly limit the injected edge budget \( \Delta \) of the malicious node. For Single Target Attack, \( \Delta = 1 \), which means the attacker is only allowed to inject one single edge. For Multiple Targets Attack, the edge budget is no more than \( \Delta = \min(n_t \Delta_{avg}, 0.5 \times m) \), where \( m \) is the number of candidate nodes, \( n_t \) is the number of target nodes, \( \Delta_{avg} \) is the average degree which is shown in Table 1. And the injected attributes are also forced to be consistent with the original graph. This change is to make the settings more realistic.

All experiments run on a server with Intel Xeon E5-2640 CPU, Tesla K80, and 128GB RAM, which installs Linux CentOS 7.1.

### 6.2 Performance of Single Target Attack

To evaluate the effectiveness and broad applicability of our proposed G-NIA, we conduct experiments on the Single Target Attack scenario on three benchmark datasets across three representative GNNs, i.e., GCN, GAT, and APPNP. In this scenario, the goal of the attacker is to attack one target node. The attacker is only allowed to inject one single node and one single edge to minimize the attack cost. We compare our proposed G-NIA model with the above heuristic and state-of-the-art baselines. The misclassification of the clean graph, i.e., Clean, is also included here as a lower bound.

Table 2 shows the misclassification rate in the test phase. We can see that all the methods, including Random, increase the misclassification rate across three GNNs comparing with Clean. The heuristic baselines perform consistently on three GNNs. MostAttr performs better than Random. Comparing with Random, MostAttr only samples attributes from the most likely class \( k_t \). This indicates that well-designed malicious attributes benefit the attack performance. However, PrefEdge even leads to a decrease compared with Random and is similar to Clean. The result indicates that the preferential attachment mechanism is not suited for node injection attacks.

For the state-of-art node injection attack baselines, NIPA performs well on the continuous attributed graphs, Reddit and ogbn-products, while on the discrete attributed graph Citeseer, it performs even similar to Random. The result of Citeseer is different from what is shown in the original paper [31] because we discretize the attributes to avoid the malicious node as outliers, which is performed for all methods. We also evaluate our reproduced code on the original poisoning attack settings, and the results show that our code without discretizing the attributes can reproduce the attack performance in the paper. We believe the performance on that paper is brought by the continuous malicious attributes. AFGSM performs best among all the baselines, especially on Citeseer dataset. This is because AFGSM can only generate discrete attributes. Its good performance indicates the effectiveness of the closed-form solution for attacking GCN proposed by AFGSM.

Our proposed model G-NIA outperforms all the baselines (or performs the same as the state-of-the-art baseline) on all datasets attacking all the three GNNs. On continuous attributed graphs, G-NIA shows tremendous attack performance, making nearly all the nodes misclassified. Specifically, G-NIA achieves 99.90% and 98.76% misclassification rate on Reddit and ogbn-products on GCN. As for GAT and APPNP, G-NIA also achieves the misclassification rate of more than 91%. On the discrete attributed graph Citeseer, G-NIA still performs better than state-of-the-art AFGSM on GCN, which indicates that G-NIA learns the knowledge neglected by the approximate optimal solution of AFGSM. Attacking GAT, G-NIA regains a significant advantage, indicating its adaptive capacity for different models. Attacking APPNP, G-NIA performs the same as AFGSM. This may be because that APPNP has multiple layers (more than 2 layers) of feature propagation but our malicious node selects the edge from only the one-order neighbors of the target node, making some information being neglected. Our G-NIA shows its superiority on the continuous attributed graph, and still has room to be improved on the discrete attributed graph.

In this setting, OPTI achieves misclassification rates of 100% on Reddit, 98.60% on ogbn-products, and 86.97% on Citeseer when attacking GCN. Note that the misclassification rate in Section 4.2 is 94.98% on Citeseer. The difference comes from the number of non-zero attributes of the vicious node being the maximum value of the original nodes (Section 4.2) or the average value (here). Our model G-NIA performs comparably with OPTI on all three datasets without re-optimization. The results reveal the attack performance and generalization ability of our proposed G-NIA.

### 6.3 Performance of Multiple Targets Attack

To further demonstrate the attack ability of G-NIA, we conduct experiments on the Multiple Targets Attack scenario. It is a difficult scenario, where the attacker is required to make all nodes in the group of multiple targets misclassified with only one injected node. Each group contains three target nodes, and their distance is at most two hops. It is a reasonable scenario since the attacker may inject malicious information into one community for each attack. Note that the \( r_t \) is the average of the representation of all target

|                         | GCN       |                         |          | GAT       |                         |          | APPNP     |                         |          |
|-------------------------|-----------|-------------------------|----------|-----------|-------------------------|----------|-----------|-------------------------|----------|
|                         | Reddit    | ogbn-products           | Citeseer | Reddit    | ogbn-products           | Citeseer | Reddit    | ogbn-products           | Citeseer |
| Clean                   | 8.15%     | 21.01%                  | 22.04%   | 8.45%     | 24.34%                  | 21.09%   | 6.65%     | 18.58%                  | 19.91%   |
| Random                  | 11.33%    | 27.65%                  | 24.05%   | 10.45%    | 29.60%                  | 22.23%   | 8.05%     | 22.44%                  | 20.83%   |
| MostAttr                | 13.53%    | 31.82%                  | 27.80%   | 12.30%    | 33.18%                  | 24.41%   | 9.95%     | 26.56%                  | 22.80%   |
| PrefEdge                | 8.53%     | 23.05%                  | 22.75%   | 8.70%     | 26.76%                  | 21.64%   | 6.77%     | 20.11%                  | 20.21%   |
| NIPA                    | 10.54%    | 22.20%                  | 22.99%   | 10.19%    | 25.49%                  | 21.56%   | 9.55%     | 20.10%                  | 19.91%   |
| AFGSM                   | 68.57%    | 85.76%                  | 84.60%   | 74.11%    | 80.28%                  | 57.11%   | 45.43%    | 74.18%                  | 41.47%   |
| G-NIA                   | 99.90%    | 98.76%                  | 85.55%   | 99.85%    | 93.23%                  | 73.70%   | 91.05%    | 98.67%                  | 41.47%   |
nodes in each group, and so is \( u_i \). Also, we make sure there is no intersection between groups. We select all groups that meet the criteria from each dataset, i.e., 2959 groups in Reddit, 2620 groups in ogbn-products, 578 groups in Citeseer. We randomly split 80% of groups for training and the other 20% for tests. We also randomly split 20% from the training split as a validation set. Owing to space limitations, we only report experimental results on GCN on three datasets. And the OPTI is still not included due to the expansively computational cost.

The baselines show similar performance to that in the above. Single Target Attack on Reddit and ogbn-products. However, on Citeseer, the misclassification rate of heuristic baselines and NIPA decreases, comparing with Clean. This may be because we only increase the edge budget rather than the most critical attribute budget. In addition, the discrete attributed graph is more difficult to attack, since the attribute budget is small. On continuous attributed graphs, MostAttr performs better than Random, while PrefEdge shows less effectiveness. NIPA achieves better results on the continuous attributed graph. AFGSM performs best among baselines on all datasets.

For our model, G-NIA outperforms all the baselines on all datasets. G-NIA shows great attack performance, making 92.62%, 95.42%, and 63.51% nodes misclassified successfully on Reddit, ogbn-products, and Citeseer. We can see that G-NIA has a great advantage on continuous attributed graphs, and can successfully attack almost all nodes. On the discrete attributed graph Citeseer, G-NIA still performs better than the state-of-the-art AFGSM.

### 6.4 Black-box Attack

To explore G-NIA’s possibility in the real world, we execute the black-box attack. We adopt the most limited black-box scenario, i.e., the attacker has no access to any information of the victim GNN model (the type, parameters, and outputs of GNN). Specifically, all the attack methods use a surrogate GCN to obtain the malicious nodes and are evaluated on completely unknown models. Here, we use GAT and APPNP to evaluate the attack methods. Since it is a very hard scenario, we only compare G-NIA to the state-of-the-art baselines, i.e., AFGSM and NIPA.

As shown in Table 4, the performance of NIPA is still unsatisfactory. AFGSM performs well whose misclassification rate is even 1% higher than our model on Citeseer. On Reddit and ogbn-products, our proposed G-NIA also achieves the misclassification rate of over 90% in this black-box scenario, significantly outperforming all the baselines. The result shows that G-NIA can maintain its advantages and attacking unknown GNN models on continuous attributed graphs, while on discrete data, there is room for improvement.

### 6.5 Efficiency Analysis

The main reason that we require a generalizable model for the node injection attack is to avoid the repeating optimization for each attack and improve the efficiency of the attack. To clarify the efficiency of our proposed method G-NIA, we report the running time of G-NIA, OPTI, and state-of-the-art baselines. The other heuristic baselines are not included in the experiments, considering their poor attack performance. The experiments are conducted on Single Target Attack on GCN on Reddit. We profile the node injection attack on a server with GPU Tesla K80 and show the results in Table 5. Note that running time refers to the average inference time of each node injection attack.

As shown in Figure 5, OPTI takes about 1.17 seconds to complete each attack, tens or even hundreds of times longer than other methods. This is because that OPTI has to run a distinct optimization for each attack which is the reason why we need to further improve the attack efficiency.

Our proposed model G-NIA is significantly more efficient than OPTI. For each attack, our model can generate the attributes and edges of the injected node in 0.00253 seconds, nearly 500 times faster than OPTI. Moreover, G-NIA only takes 5 seconds to complete the node injection attacks on all test data, but OPTI needs 2333 seconds which is unbearable. In addition, G-NIA is 10 times faster than AFGSM. Because AFGSM has to loop many times to generate attributes, while G-NIA and NIPA can directly infer the results since they are both parametric models. This gap will be even more significant as the number of attacks increases. The results prove the efficiency of our G-NIA model when inferring.

### 6.6 Case Study

Our proposed G-NIA achieves great attack performances. Especially on two continuous graphs, the misclassification rate is close to 100%. We wonder whether it injects a weird node that is very different...
from the original ones. Therefore, we visualize the attributes of the original nodes and the malicious node on Reddit and ogbn-products, to have an intuitive understanding of the malicious node injected by G-NIA. We adopt the standard t-SNE technique [25] to visualize high-dimensional attributes.

The attribute visualizations on Reddit and ogbn-products are illustrated in Figure 4. For each dataset, we show two attack cases on the Single Target Attack scenario. Specifically, for each case, we randomly sample a target node and attack it via G-NIA. In the four attack cases, the malicious node is mix up with the original nodes, further confirming that the single injected node is imperceptible and undetectable. The results demonstrate that our attribute restriction and edge budget on the attack is helpful, and the injected node looks quite similar to existing nodes.

6.7 Ablation Study

We analyze the influence of each part of G-NIA through experiments and compare their attack performances when the corresponding part is removed. Specifically, we remove attribute generation and edge generation respectively, and replace them with the Random strategy, namely G-NIA w/o Attr and G-NIA w/o Edge. We also investigate the influence of jointly modeling by removing the attribute guidance for edges, i.e., G-NIA w/o Joint. That is, we replace $r_{ij}$ in the input of edge generation with an all-zero vector. Note that we take the experimental results of Single Target Attack on GCN on Reddit as an illustration.

As shown in Figure 5, we find that the lack of any part damages the performance of G-NIA a lot. Among them, G-NIA w/o Attr performs worst, indicating that the most important part is attribute generation, which is consistent with our analysis in Section 5.3. G-NIA w/o Edge also loses half of the attack performance, implying the necessity of edge generation. Besides, G-NIA w/o Joint only achieves a 62% misclassification rate, which demonstrates the importance of jointly modeling. In other words, it makes sense to use malicious attributes to guide the generation of edges. In a word, the experimental results prove that each part of G-NIA is necessary and helpful to improve the attack performance.

7 CONCLUSIONS

In this paper, we focus on an extremely limited scenario of single node injection evasion attack. We first present an effective optimization-based approach (OPTI) to explore the upper bound of attack performance. However, the case-by-case optimization is not of practical significance, due to its computationally expensive cost. To solve the dilemma, we propose a generalizable node injection attack model (G-NIA) to balance the attack performance and efficiency. G-NIA models the optimization process via a parametric model, to preserve the learned attack strategy and reuse it when inferring. We conduct extensive attack experiments on three representative GNNs (GCN, GAT, APPNP) and three well-known datasets. The experimental results reveal that G-NIA performs comparable with OPTI, but is much more efficient without re-optimization. With only injecting one node, G-NIA shows tremendous attack performances on Single Target Attack and Multiple Targets Attack tasks, outperforming state-of-the-art baselines. In addition, G-NIA can also carry out black-box attacks.

Although G-NIA is effective and efficient, there are still some remaining issues for future work. The first is whether the injected node is easy to be detected by some defense methods. If so, it is important to design and inject a more imperceptible malicious node. The second is whether G-NIA is effective on the robust GNNs [5, 17, 48] with adversarial training or robust training. We will explore these problems in the future.
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