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Abstract—Batch Normalization (BatchNorm) is commonly used in Convolutional Neural Networks (CNNs) to improve training speed and stability. However, there is still limited consensus on why this technique is effective. This paper uses concepts from the traditional adaptive filter domain to provide insight into the dynamics and inner workings of BatchNorm. First, we show that the convolution weight updates have natural modes whose stability and convergence speed are tied to the eigenvalues of the input autocorrelation matrices, which are controlled by BatchNorm through the convolution layers’ channel-wise structure. Furthermore, our experiments demonstrate that the speed and stability benefits are distinct effects. At low learning rates, it is BatchNorm’s amplification of the smallest eigenvalues that improves convergence speed, while at high learning rates, it is BatchNorm’s suppression of the largest eigenvalues that ensures stability. Lastly, we prove that in the first training step, when normalization is needed most, BatchNorm satisfies the same optimization as Normalized Least Mean Square (NLMS), while it continues to approximate this condition in subsequent steps. The analyses provided in this paper lay the groundwork for gaining further insight into the operation of modern neural network structures using adaptive filter theory.

Index Terms—BatchNorm, Natural Modes, NLMS, whitening

I. INTRODUCTION

The Deep Neural Network (DNN) community is split into two groups. One group drives progress empirically and has delivered innovations in new network architectures such as Residual Networks (ResNets) [1] and training techniques such as Batch Normalization (BatchNorm) [2]. The other group focuses on understanding why these contributions work [3] [4]. However, experiment-driven research has become the prevailing paradigm due to widespread access to large datasets and GPU-accelerated frameworks [5], resulting in a growing gap between DNN innovations and their theoretical understanding.

An example of where this gap exists is BatchNorm, a channel-wise normalization technique popular in CNN training. The primary benefit is in maintaining network stability at higher learning rates. At lower learning rates, BatchNorm increases training speed. In networks such as ResNet [1], BatchNorm is critical to convergence. The creators of BatchNorm theorized that BatchNorm reduces the effect of Internal Covariate Shift (ICS) [2]. Later publications have since disproved the impact of ICS. For example, the authors of [6] demonstrated that they could deliberately induce ICS without affecting convergence speed. Works such as [7] and [8] experimentally demonstrated that BatchNorm helps control exploding gradients but ultimately provide conflicting hypotheses. These works show that despite BatchNorm’s popularity, there is still a debate on why BatchNorm helps training.

This work focuses on improving our theoretical understanding of BatchNorm. Unlike prior work in this area, we leverage insight from the traditional adaptive filter domain. Although modern DNNs are considered a separate field, there are reasons to expect similarities between classical adaptive filter theory and modern DNN techniques. Neural networks originated from the signal processing community in the early 1960s [9] and were treated as a particular form of an adaptive filter. Like modern DNNs, adaptive filters are trained using gradient descent to minimize a loss function such as Least Mean Squares (LMS) [10]. Additionally, BatchNorm bears a strong resemblance to Normalized LMS (NLMS), a variant of LMS that reduces its sensitivity to the learning rate and increases convergence speed. Thus, it is reasonable to expect that classical adaptive filters can provide insight into understanding BatchNorm. We explore the similarities and differences in this paper. More concretely, this work:

- restructures CNNs to follow the traditional adaptive filter notation (Section II). We address the handling of CNN nonlinearities and the global cost function over multiple layers. This explicit recasting is necessary to reconcile the differences between CNNs and adaptive filters.
- demonstrates that CNNs, similar to adaptive filters, have natural modes, stability bounds, and training speeds that are controlled by the input autocorrelation matrix’s eigenvalues (Section III). We demonstrate how the sliding convolution mechanisms create uniform statistics within channels, leading to pseudo-whitening effects via channel-wise normalization. This results in better-conditioned eigenvalues.
- analyzes two BatchNorm variants to explore their impact on the eigenvalues. We show how the pseudo-whitening effects lead to improved bounds and study the effects on training speed and network stability (Section IV).
- proves that the Principle of Minimum Disturbance (PMD) can be applied to CNNs and that under certain conditions,
BatchNorm placed before the convolution operation is equivalent to NLMS (Section V).

II. CASTING CNN FEATURES AS ADAPTIVE FILTERS

A. Adaptive Filter Definitions

1) Variables: At time step \( n \) for adaptive filters with vector weights and scalar outputs, we use the following variables:
   - \( X(n) \): column vector input
   - \( W(n) \): column vector weight
   - \( d(n) = W^T(n+1)X(n) \): scalar desired response
   - \( y(n) = X^T(n)W(n) = W^T(n)X(n) \): scalar output
   - \( \varepsilon(n) = d(n) - y(n) = d(n) - W^T(n)X(n) \): scalar error
   - \( \delta W(n+1) = W(n+1) - W(n) \)

2) Convolution: We use convolution to refer to the CNN’s spatial convolutions instead of the temporal convolution typical in signal processing.

B. The Convolution Layer as an Adaptive Filter

1) Restructuring the CNN Convolution Layer: For CNNs with image inputs, tensors are the default structures for the weights, inputs, and outputs, with the following dimensions:
   - Weight dimensions input channel \( \times \) output channel \( \times \) height \( \times \) width: \( IC \times OC \times H \times W \)
   - Input activations input height \( \times \) input width \( \times \) input channels: \( IH \times IW \times IC \)
   - Output activations output height \( \times \) output width \( \times \) output channels: \( OH \times OW \times OC \)

   We restructure the 4D spatial convolution into a matrix-vector multiplication, as shown in Fig. 1. Without loss of generality, we restrict the analysis to a single output channel and single batch because operations along the output channels and batches are independent of one another. For brevity, we drop references to the time step \( n \).

2) Variables: Given this restructured form, we adapt the framework from Section II-A to describe the CNN layer components for a given convolution layer \( l \):
   - \( W(l) \): filter weight vector of size \( IC \times H \times W \). \( w_k \) is the \( k \)th element in \( W(l) \). When there are multiple output channels, the weight array is the matrix \( W(l) \).
   - \( E(l) \): unrolled local error vector of length \( M \). \( e(m,l) \) is the \( m \)th element in \( E(l) \).
   - \( D(l) \): unrolled local desired response vector of length \( M \). \( d^{(m,l)} \) is the \( m \)th element in \( D(l) \).

Fig. 2: Convolution layer recast as an adaptive filter.

- \( X^{(m,l)} \): input vector of size \( IC \times H \times W \). It is the unrolled patch of the spatial input map that is convolved with the filter. \( x^{(m,l)}_k \) is the \( k \)th element in this vector.
- \( X(i) \): input matrix of size \( (IC \times H \times W) \times M \). It is the input when \( X^{(m,l)} \) is expanded along the spatial convolutions. Each stride, indexed by \( m \), corresponds to a vector \( X^{(m,l)} \) and a new output pixel.
- \( Y(i) = X(i)T \cdot W(l) \): unrolled output vector of length \( M \). \( y^{(m,l)} = W(l)^T \cdot X^{(m,l)} \) is the \( m \)th element in \( Y(i) \).

As in the adaptive filter format, the goal of CNN training is to update \( \nabla W(l) \) for all \( l \) so that the desired response \( \nabla D(l) \) eventually matches the local error vector \( \nabla E(l) \). Fig. 2 shows the recast convolution layer with these terms, the ReLU nonlinearity, and the backpropagation path.

3) The Restructured Loss Function: To make the natural modes analysis of Section II-A tractable, we transform the global loss function \( \nabla J_{gb} \) (defined over the entire network architecture) into \( \nabla \nabla W(l) \cdot J \), which is a function of only terms available in the current layer \( l \). We start with \( J_{gb} \) as a function of only the layer input \( X(l) \), the layer weights \( W(l) \) and the downstream weights \( \nabla W(l+i) \) (where \( i > 1 \)). At time step \( n \), since the downstream updates do not affect the update at layer \( l \) until time step \( n+1 \), we safely fix all downstream weights as constants, leaving \( X(l) \) and \( \nabla W(l) \) as the only variables in \( \nabla J_{gb} \). \( \nabla J_{gb} = \nabla \nabla W(l) \cdot J \), where \( \nabla \nabla W(l) \cdot J \) is the local gradient calculated using the chain rule. For the \( k \)th element in \( \nabla J \):

\[
\nabla \nabla W(l) \cdot J = \sum_{m=0}^{M-1} \frac{\partial y^{(m,l)}}{\partial w_k^{(m,l)}} \frac{\partial J}{\partial y^{(m,l)}} = \sum_{m=0}^{M-1} x^{(m,l)} e^{(m,l)} = \Xi^{(l)}_{k,s} \Xi^{(l)}_{k,s}
\]

(1)

\[ \Xi^{(l)}_{k,s} = [x_k^{(0,l)} x_k^{(1,l)} \ldots x_k^{(M-1,l)}] \] is the \( k \)th row of \( \Xi^{(l)} \). We now have an expression for \( \nabla J \) that is usable in the derivation of the natural modes.

III. NATURAL MODES AND NORMALIZATION EFFECTS

This section shows that the restructured CNN layer has natural modes similar to adaptive filters [11] [12].

A. Derivation of the Natural Modes

To begin this analysis, we define the following terms. \( \Pi^{(l)} = E[X^{(l)} \cdot \Delta D(l)] \) is the cross-correlation vector between the input and the desired response. \( \Xi^{(l)} = \Pi^{(l)} - Y^{(l)} \) is the unrolled local error vector (Section II-B).

\[
\frac{\partial E}{\partial X^{(l)}} = E[(X^{(l)} - \Xi^{(l)}) \otimes \Xi^{(l)}]
\]
\((\mathbf{X}^{(l)} - \bar{\mathbf{X}}^{(l)})\) is the autocorrelation matrix. \(\bar{\mathbf{X}}^{(l)}\) is the mean along the rows of \(\mathbf{X}^{(l)}\). We use these terms to expand (1):

\[
\nabla_{\mathbf{w}^{(l)}} J = E[\mathbf{X}^{(l)} \mathbf{E}^{(l)}] = \mathbf{P}^{(l)} - \mathbf{R} \mathbf{W}^{(l)}
\]

(2)

Let us apply the principle of orthogonality to the CNN layer: when the estimation error vector, \(\mathbf{E}^{(l)}\), is orthogonal to the input \(\bar{\mathbf{X}}^{(l)}\) (and by extension, all rows of \(\mathbf{X}^{(l)}\)), then the weights are at their optimum value, \(\mathbf{W}^{(l)}\). At this point, the error vector is at its minimum, denoted as \(\mathbf{E}_o^{(l)}\), \(\nabla_1 J = \nabla_{\mathbf{w}^{(l)}} J = 0\).

In summary, applying the principle of orthogonality to (1) results in \(E[\mathbf{X}^{(l)} \mathbf{E}^{(l)}] = E[\mathbf{X}^{(l)} \mathbf{E}_o^{(l)}] = \mathbf{P}^{(l)} - \mathbf{R}^{(l)} \mathbf{W}^{(l)} = 0\).

This gives the Wiener-Hopf equations \(\mathbf{P}^{(l)} = \mathbf{R}^{(l)} \mathbf{W}^{(l)}\). We introduce the time step, \(n\), and \(\mu\) as the learning rate and apply the Wiener-Hopf equations and (2) to the weight update equation, \(\mathbf{W}^{(l)}(n + 1) = \mathbf{W}^{(l)}(n) - \mu \nabla_{\mathbf{w}^{(l)}} J; \mathbf{W}^{(l)}(n + 1) = \mathbf{W}^{(l)}(n) + \mu (\mathbf{R}^{(l)} \mathbf{W}^{(l)}(n) - \mathbf{R}^{(l)} \mathbf{W}^{(l)}(n)) - \mathbf{R}^{(l)} \mathbf{W}^{(l)}(n)\).

Define the weight error vector, \(\mathbf{C}^{(l)}(n) = \mathbf{W}^{(l)}(n) - \mathbf{W}^{(l)}_o\) and substitute into this new weight update equation to obtain:

\[
\mathbf{C}^{(l)}(n + 1) = \mathbf{C}^{(l)}(n) [I - \mu \mathbf{R}^{(l)}]
\]

(3)

Define \(\mathbf{V}(n) = \mathbf{Q}^{(l)} \mathbf{H} \mathbf{C}(n)\). Substituting the eigendecomposition \(\mathbf{R} = \mathbf{Q} \Lambda \mathbf{Q}^H\), where \(\Lambda\) is the diagonal matrix containing the eigenvalues of \(\mathbf{R}\), and \(\mathbf{V}(n)\) into (3) gives the transformed set of weight update equations: \(\mathbf{V}^{(l)}(n + 1) = \mathbf{V}^{(l)}(n) [I - \mu \Lambda^{(l)}]\). The natural modes are the elements in \(\mathbf{V}(n)\). Let \(v_k(n)\) be a single element in \(\mathbf{V}(n)\), indexed by \(k\), such that \(k = 1, ..., N\) for \(N\) eigenvalues and assume an initial starting point \(v_k(0)\). Then the natural modes are as follows:

\[
v_k^{(l)}(n) = (1 - \mu \lambda_k)^n v_k^{(l)}(0)
\]

(4)

### B. Bounds of the Natural Modes

The exponential form of (4) enables us to derive explicit bounds on stability and error decay rate. Training is stable when \(-1 < 1 - \mu \lambda_k < 1, \forall k\), indicating that any CNN architecture that uses a technique to suppress the largest eigenvalues is stable at comparatively higher \(\mu\). Assuming all modes have the same \(\mu\), the largest eigenvalue of all the modes sets the stability bound:

\[
\mu < \frac{2}{\lambda_{\text{max}}}
\]

(5)

The time constant of the modes determine the speed of weight error decay, and by extension, the speed of training. Each entry in the weight error matrix \(\mathbf{C}(n)\) decays via an exponential \(e^{-\frac{\tau}{\tau_k}}\), where \(\tau_k = \frac{-1}{\ln(1 - \mu \lambda_k)}\). The bound on the training speed is set by the largest time constant, or the smallest eigenvalue:

\[
\tau_{\text{max}} = \frac{-1}{\ln(1 - \mu \lambda_{\text{min}})}
\]

(6)

In the adaptive filter setting, we estimate the autocorrelation matrix by averaging the input vector’s outer product with itself over many time steps, i.e., strides in time. In the restructured CNN, these strides are spatial. Therefore, we average over both the \(M\) columns of \(\mathbf{X}\) and a randomly sampled batch.
eigenvalues. Entire groups of eigenvalues can be scaled by scaling their associated channel.

While in reality, there is some correlation between channels, large eigenvalues primarily result from the channels with larger power, and small eigenvalues result from the channels with smaller power. Therefore, there exists the possibility that we can independently tune the large and small eigenvalues by normalizing only the largest and smallest channels, respectively. This ability allows us to delineate the effects of the bounds proposed in Section III-A. Therefore, we propose two BatchNorm variants: BN Amplify and BN Suppress. BN Amplify amplifies channels using normalization only on channels above a power threshold of 1.0. BN Suppress suppresses channels using normalization only on channels below a power threshold of 1.0 (Fig. 6).

IV. EXPERIMENTS

A. MNIST

The networks are based on LeNet [14] with one FC layer removed (to reduce memory requirements for saving activations from multiple training steps). We compare four networks:

- Baseline: Described in Table I
- BatchNorm: BatchNorm layer after each conv layer
- BN Amplify: BN Amplify layer after each conv layer
- BN Suppress: BN Suppress layer after each conv layer

All networks are trained with five seeds, starting with the same set of random weights on the MNIST dataset [15]. \( \mu \) for the convolution weights is swept over 20 epochs. We capture the minimum and maximum eigenvalues after the five steps across various \( \mu \). All other parameters are trained at \( \mu = 0.1 \) without dropout. The training algorithm uses stochastic gradient descent and cross-entropy loss.

1) Results for Training Convergence Speed Measurements on MNIST: The nearly indistinguishable BatchNorm and BN Amplify curves in Fig. 8a and Fig. 8b show that at low \( \mu \), BatchNorm is amplifying the weaker channels. In Fig. 7 below \( \mu = 0.1 \), the minimum eigenvalues of BatchNorm and BN Amplify not only match, but they are higher than the minimum eigenvalues of the other curves.

Amplification did not affect the final validation error for \( \mu < 0.5 \). Even though we plot up to 20 epochs, all networks eventually reached the same validation error in all cases for \( \mu < 0.5 \). This observation reinforces the observation that at these lower \( \mu \), the amplification of the smallest eigenvalues benefits primarily speed rather than absolute validation error.

2) Stability Analysis on MNIST: At high \( \mu \), the primary benefit of BatchNorm is in suppressing the largest eigenvalue. In Fig. 8d, the validation errors of BatchNorm and BN Suppress are nearly indistinguishable, indicating at these high \( \mu \), the primary benefit of BatchNorm is in suppression. Indeed, in Fig. 9b at \( \mu < 1.0 \), the maximum eigenvalue of BatchNorm and BN Suppress is nearly indistinguishable from that of BN Suppress. In contrast, BN Amplify and Baseline cannot to suppress the largest eigenvalues and therefore become unstable.

Figs. 8 and 9a show that there is a crossover point between \( \mu = 0.1 \) and \( \mu = 1.0 \). In this range, the stability bound

| Table I: Baseline architecture |
|--------------------------------|
| Layer | Type | Filter Size | Stride |
|-------|------|-------------|--------|
| 1     | Conv | 1×6×5×5     | 1      |
| 2     | ReLU | -           | -      |
| 3     | Avg Pool | 2×2     | 2      |
| 4     | Conv | 6×16×5×5    | 1      |
| 5     | ReLU | -           | -      |
| 6     | Avg Pool | 2×2     | 2      |
| 7     | Fully Connected | 400×10 | -      |

Fig. 7: Minimum eigenvalues of \( \mathbb{R} \) after 5 training steps.

Fig. 8: Training curves at different \( \mu \). Color bands denote 2nd to 3rd quartile spread of validation error from five seeds.
begins to dominate training performance over the slowest mode bound, and for BN_Amplify and Baseline, the validation error starts increasing. This growing instability is marked in Fig. 8c and 8d by an increase in the error bands.

The toy network described in Table I provides a controlled environment to disentangle the dynamics of BatchNorm and its effects on the bounds of the natural modes. However, due to the strong dependence modern neural networks have on BatchNorm, we expand this analysis to ResNet20.

B. ResNet20 on CIFAR-10

ResNet20 [1], featuring residual connections that allows for much deeper networks, is difficult to train without BatchNorm. To stably train the BatchNorm variants of interest, we use the core portion of Fix-Up initialization [7] which applies depth-wise layer scaling of the weights to our ResNet models. We call this “FixupCore” in our experiments. This scaling removes the exponential scaling effect of depth on the variances and allows the more detailed study of the impact of channel-wise scaling of BatchNorm on the bounds provided by the Natural Modes analysis (Fig. 10b). We compare five networks:

- FixupCore: ResNet20 with FixupCore
- BN_Suppress: ResNet20 with BN_Suppress
- BN_Suppress_FixupCore: ResNet20 with BN_Suppress, FixupCore initialization
- BatchNorm: ResNet20 with BatchNorm
- BN_Amplify_FixupCore: ResNet20 with BN_Amplify, FixupCore initialization

All networks are trained with 20 seeds for 20 epochs without dropout. We sweep $\mu$ for the convolution weights, but fix $\mu = 0.1$ for all other parameters.

1) Training Without BatchNorm: The Connection to Initialization: Prior to BatchNorm, CNNs were deemed very sensitive to initialization. Networks such as AlexNet [16] and VGG [17] were developed before the introduction of BatchNorm but were sensitive to the selection of $\mu$ and weight initialization.

Works studying neural network initialization [18] [19] aim to reduce this sensitivity by using the heuristics of the layer-wise variance of activations and gradients to set the weights during initialization. The authors hoped to strike a balance between the problems of exploding and vanishing gradients. BatchNorm reduces CNNs’ reliance on these methods.

Natural mode analysis presents a more concrete interpretation of the initialization story. The analysis shows that the stability bound is set by the largest eigenvalue and $\mu$. Since the common method for training neural networks is to set all layers of the network to have the same $\mu$, the maximum allowed eigenvalue must also be the same for all layers of the network. Limiting the variance is a very coarse method to limit the maximum eigenvalue because the maximum eigenvalue is upper-bounded by the variance. Indeed, in Fig. 10a the maximum eigenvalue exponentially increases with depth without Fixup or normalization.

2) Training Speed Experiments: We plot the training curves at different $\mu$ (Fig. 11). For low $\mu$, BN_Amplify_FixupCore trains the fastest. However, since BatchNorm could not match the performance of BN_Amplify, we cannot conclude that for residual networks that BatchNorm’s primary function at low $\mu$ is to amplify weak channels. Further work is needed to understand BatchNorm’s effect on the minimum eigenvalues at these low learning rates.

3) Stability: We explore the stability of the network at different $\mu$ (Fig. 12). At $\mu = 0.05$, the two networks without active suppression via normalization become unstable. Fixup does not help because it is an initialization technique. Fig. 12 shows how the eigenvalues rapidly increase before the network fails to train completely.

V. NLMS AND THE PRINCIPLE OF MINIMUM DISTURBANCE

This section details the similarities and differences between NLMS and BatchNorm. We formally introduce NLMS as a result of an optimization problem based on the Principle

![Image](image-url)
of Minimum Disturbance (PMD) \cite{11}. We demonstrate how to apply PMD to CNNs, and that BatchNorm placed before the convolution operation most closely matches NLMS. We conclude with noise injection experiments to validate the theoretical results.

LMS is a popular stochastic gradient algorithm used to find the filter weights of an adaptive filter based on just the current input and current error \cite{10}: \( \mathbb{W}(n+1) = \mathbb{W}(n) + \epsilon(n) \mathbb{X}(n) \). A well-known problem with LMS is its sensitivity to the input size, where large inputs amplify gradient noise. As a result of this sensitivity, when the input power fluctuates, it becomes hard to maintain stability at high \( \mu \). Normalized LMS (NLMS) is a technique that resolves this sensitivity by dividing the weight update by the input power: \( \mathbb{W}(n+1) = \mathbb{W}(n) + \epsilon(n) \mathbb{X}(n) / ||\mathbb{X}(n)||^2 \).

NLMS is derived using the Principle of Minimum Disturbance. PMD is the idea that while there are many ways to apply PMD to CNNs, and that BatchNorm placed before the convolution operation most closely matches NLMS. We conclude with noise injection experiments to validate the theoretical results.

1) The Scalar Output Case: Constrain the analysis to a single pixel in a given output feature map, indexed by \( m \). Then the output is scalar, and the weight update can be expressed using ordinary LMS. The output pixel at location \( m \) is given by \( y^{(m)}(n) \) at time step \( n \).

To apply the PMD to the convolution layer, we need the desired output \( d^{(m)}(n) \). For a traditional adaptive filter, the desired response is provided externally by the system that the filter is trying to model. In the convolution layer case, internal layers do not have a local desired response directly provided. Instead, they have the local error \( \delta^{(m)}(n) \). Therefore, we assume the following relationship to derive the desired response: \( d^{(m)}(n) = y^{(m)}(n) - \delta^{(m)}(n) \). Using \( d^{(m)}(n) \), NLMS can be derived for this scalar case.

2) Multiple Input Channels: Recall that for every output pixel \( y^{(m)}(n) \), where \( m \in [0, \ldots, OHxOW - 1] \), there is an unrolled input patch \( \mathbb{X}^{(m)}(n) \), with size \( K = ICxHxW \). However, there is a distinct set of \( Z = HxW \) weights for the block row of weights corresponding to channel \( i \). Using the components defined in Section II-B and notation developed in Section II-A for block rows in \( \mathbb{X} \), we can index into this patch and the associated weight element with \( z \), where \( z \in [0, \ldots, Z - 1] \) for input channel \( i \):

\[
 w_{z,i}(n + 1) = w_{z,i}(n) + \frac{\delta^{(m)}(n)}{||\mathbb{X}^{(m)}_{i}(n)||^2} x^{(m)}_{k,i}(n) \tag{7}
\]

3) The Array Output Case: For a convolution layer, any given single weight value \( w_{z,i}(n) \) is used in the calculation of \( M = OHxOW \) output pixels. Therefore, in a single time step, \( w_{z,i}(n) \) has weights updates from \( M \) sources. Because the weight update contributions from each output pixel are summed together to create the total weight update for \( w_{z,i}(n) \), these updates are operationally independent of each other. Therefore, instead of a single optimization with \( M \) constraints, there are \( M \) separate optimization problems, each with a scalar Lagrangian multiplier. Therefore, to extend \( (7) \) over an array of output pixels, we sum over all constraint equations. Starting with \( (7) \), sum over \( M \):

\[
 \sum_{m=0}^{M-1} w_{z,i}(n + 1) = \sum_{m=0}^{M-1} \left[ w_{z,i}(n) + \frac{\delta^{(m)}(n)}{||\mathbb{X}^{(m)}_{i}(n)||^2} x^{(m)}_{z,i}(n) \right] \tag{8}
\]

4) Normalized Inputs: The explicit normalization by the input power in the weight update equation can be removed if the input is normalized to zero mean and unit variance. To do so, assume that within each feature map patch with dimensions \( HxW \), the pixels locally have the same statistics and therefore have the same variance. Then the variance for \( x^{(m)}_{z,i} \) is the same for all \( m \) and \( z \), and is indicated by \( \sigma_z^2 \).

Let us introduce the learning parameter \( \mu \), and roll \( \frac{1}{\sigma_z^2} \) into \( \mu \). Assume that the input along channel \( i \) is zero mean, denoted by \( u_i(n) \). Then \( \sigma_z^2 \) can replace \( ||\mathbb{X}^{(m)}_{i}(n)||^2 \):

\[
 w_{z,i}(n + 1) = w_{z,i}(n) + \frac{\delta^{(m)}(n)}{\sigma_z^2} u_{z,i}(n) \tag{9}
\]

5) The Role of Batches: In Section V-A the variance is estimated over a single input feature map. For many CNNs, the number of pixels can be as small as \( 7x7 \), making it difficult to estimate the variance. However, if weight updates

\[
 \text{(a) Validation error vs. } \mu \text{ (19 epochs, 20 seeds). Bands denote 2nd to 3rd quartile spread of the error.}
\]

\[
 \text{(b) Max eigenvalues of } \mathbb{X} \text{ vs. } \mu \text{ (after 19 epochs) for inputs for 3rd residual block.}
\]

Fig. 12: Stability experiments for ResNet20 on CIFAR-10.
A. BatchNorm and NLMS

In this section, we analyze how BatchNorm deviates from the prior analysis. To do so, we must start with defining the location of BatchNorm and NLMS in the forward and backward pass of CNN operations.

1) BatchNorm Before or After the Convolution: Fig. 13a gives the base arrangement of a convolution layer followed by a ReLU nonlinearity. Fig. 13b illustrates how NLMS operates on the weight update during the backward pass. Fig. 13c and 13d show the two possible placements of BatchNorm, either before or after the convolution layer. It is not clear from [2] which placement of the BatchNorm layer is better. Work such as [20] found that the networks performed slightly better when the BatchNorm layer is placed before the convolution layer. Despite these findings, the standard convention is to place BatchNorm after the convolution layer.

We can only remove the explicit normalization term and still satisfy PMD if the inputs are already normalized. Assuming the learned parameters of BatchNorm are close to their initial values, BatchNorm placed before the convolution layer more closely satisfies PMD. From Fig. 13 it is clear that BatchNorm has no chance of normalizing the inputs of that particular layer if placed after a given convolution layer, and thus cannot meet the conditions outlined in Section V-D. We do not expect it to match the performance of NLMS.

2) The Role of Learned Parameters: A key difference between BatchNorm and the normalization requirements of PMD are the BatchNorm channel-wise scale and shift parameters, γ and β, respectively. These parameters change the channel-wise mean from 0 to β and the variance from 1 to \( \gamma^2 \).

To follow PMD exactly, the common CNN update equation needs the following change:

\[
  w_{z,i}(n+1) = w_{z,i}(n) + \mu \sum_{b=0}^{B-1} \sum_{m=0}^{M-1} \left[ \delta(m,b)(n) \mu^{(m,b)}(n) \right]
\]

(10)

where \( \gamma \) and \( \beta \) are usually initialized to 1 and 0, respectively. This means that in the first training step, the CNN update follows PMD exactly. The first training step is arguably the point in training when NLMS is most needed. During the first training steps, when the weights have not settled, the input power is still wildly fluctuating. Recall that the original motivation behind NLMS was that it enables designers to pick a high \( \mu \) when the input power is strongly fluctuating.

Even though \( \gamma \) and \( \beta \) allow deviations from the weight update size mandated by PMD, as long as they do not deviate too far from their initial values, we expect BatchNorm placed before the convolution layer to come close to satisfying PMD.

B. Experiments with NLMS

Here, we quantify the effect of NLMS on gradient noise, and compare NLMS to BatchNorm before and after the convolution operation. The network variants (Fig. 13) are:

- Baseline: Network in Table I
- BatchNorm: BatchNorm layer after the convolution
- NLMS_L1: NLMS, with L1 norm
- NLMS_L2: NLMS, with L2 norm
- BN_Prior: BatchNorm layer before the convolution

To isolate the effects of NLMS on the convolution layers and not have the FC layers’ learning power compensate for the impact of noise in the weight updates, we leave the FC layer as untrained. We only apply BatchNorm and NLMS to the second convolution layer. This results in BatchNorm having a higher validation error, dropping the baseline’s accuracy from 99% to 95%. This is acceptable for our analysis because we are only interested in the validation error variance due to noise injection. To measure the effect of NLMS in a controlled manner, we inject noise into the local error (before weight gradient calculation). The noise is drawn from a Gaussian and scaled according to the local error variance. We train with stochastic gradient descent, no dropout, and no weight decay or momentum over 40 epochs (Fig. 14).

Fig. 14 shows that NLMS, which satisfies PMD exactly, has the least amount of noise amplification, resulting in the smoothest curve in the presence of noise. NLMS_L2 has the smallest band and shows the greatest resilience to noise. BN_Prior, which comes close to satisfying PMD, performs similar to NLMS_L2. Other networks, including both BatchNorm and Baseline, are sensitive to injected noise. As a result of leaving the FC layer untrained, the variant with BatchNorm placed after the convolution layer settles at a higher error.

VI. RELATED WORKS

Our work is similar to others that focus on the Hessian matrix because the input autocorrelation matrix \( R \) is the expectation of the local Hessian of the layer weights. Reference [21] studies the relationship between the local Hessian
and backpropagation and similarly proposed that BatchNorm applied to an FC layer controls the spectrum of the local Hessian eigenvalues, which can lead to better training speed. In this work, we study BatchNorm applied to convolution layers and separate the amplification and suppression effects of BatchNorm to demonstrate that it is the amplification of the smallest eigenvalues that leads to increased training speed. The works of [22]–[23] derive the Hessian and draw conclusions similar to our work. They extend the findings to Hessian-free techniques for determining an adaptive learning rate. We derive the relationship between BatchNorm and the eigenvalues of $\mathbb{R}$ by applying adaptive filter ideas (principle of orthogonality and Wiener-Hopf equations).

VII. CONCLUSION

This work uses the lens of classical adaptive filters to analyze BatchNorm. We showed that CNN weight updates have natural modes, whose bounds control stability and training speed dynamics. We explored these connections with experiments on LeNet/MNIST and ResNet20/CIFAR10. For small LeNet-like networks, the experiments match the theoretical results. For ResNet, the stability behavior provides an explanation of how BatchNorm stabilizes networks with residual connections. The ResNet experiments demonstrate that amplification at low learning rates is critical for fast convergence. BatchNorm does not demonstrate similar amplification results at low learning rates, and this holds back training. Further work is needed to fully understand the role of BatchNorm in ResNets at low $\mu$. Finally, we derived NLMS for CNNs and showed how BatchNorm placed before the convolution operation is closest to NLMS and demonstrates similar gradient noise suppression.
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