A Reliability-Based Method to Sensor Data Fusion
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Abstract: Multi-sensor data fusion technology based on Dempster–Shafer evidence theory is widely applied in many fields. However, how to determine basic belief assignment (BBA) is still an open issue. The existing BBA methods pay more attention to the uncertainty of information, but do not simultaneously consider the reliability of information sources. Real-world information is not only uncertain, but also partially reliable. Thus, uncertainty and partial reliability are strongly associated with each other. To take into account this fact, a new method to represent BBAs along with their associated reliabilities is proposed in this paper, which is named reliability-based BBA. Several examples are carried out to show the validity of the proposed method.
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1. Introduction

In practical applications, there are various interferences in the working environment. Sensor data fusion technology can combine the related information from multiple sensors to enhance the robustness and safety of a system [1,2]. Hence, this technique has received significant attention in many fields, such as target tracking and recognition [3,4], complex network [5–7] and image processing [8–10]. Besides, information gathered from sensors is usually uncertain due to the change of the environment. It can degrade the performance of the information fusion system. Thus, how to handle uncertain information is a vital issue in the sensor fusion system. To solve this problem, many theories are presented by domestic and foreign scholars. Fuzzy sets theory was first introduced by Zadeh [11] in 1965 as an extension of the classical notion of set. It can be used in a wide range of domains in which information is incomplete or imprecise [12–14]. Dempster–Shafer evidence theory (evidence theory) acts as the pioneer in data fusion algorithms, which was proposed by Dempster [15] and extended by Shafer [16] subsequently. It is capable of managing epistemic and aleatoric uncertainty due to its framework. Possibility theory was introduced in 1978 by Zadeh [17]. It describes reasonably the meaning of information, especially the meaning of incomplete information within a possibilistic framework [18–21], which could be seen as the theory interconnecting fuzzy sets and evidence theory.

Within these theories, evidence theory has a good performance to process the uncertain information without the prior probability, which contributes to its wide application [22,23]. However, counter-intuitive results may be obtained when dealing with highly conflicting evidence. A famous example was illustrated by Zadeh [24]. Since then, many methods have been proposed to address this issue [25–27]. Martin et al. [28] proposed a conflict measures of a group of experts based on the distance of basic belief assignments. Smarandache et al. [29] presented a new normalization of a measure called contradiction to characterize the degree of discord or conflict inside a body of evidence. Martin [30] defined a conflict measure to quantify how the focal elements of two mass functions are included together. Deng et al. [31] considered a biological and evolutionary perspective to study the combination of evidences. Another open issue in evidence theory is how to determine
the basic belief assignment (BBA). So far, many methods to generate BBA have been put forward. Denoeux [32] determined BBA by minimizing the mean squared differences between the classifier outputs and target values. Xu et al. [33] calculated an interval BBA from this matching degree by the modified Latin hypercube sampling Monte Carlo technique. Tabassian et al. [34] determined BBA in which the class memberships of training data are subject to ambiguity. A BBA method based on probability families encoded by possibility distributions and belief functions is presented by Baudrit and Dubois [35]. Mönks et al. [36,37] defined a fuzzy basic belief assignment (µBBA) based on α-cut of fuzzy membership.

Comparing with the µBBA, the idea of the proposed BBA determination method is similar to the µBBA method to some extent. We both use the fuzzy membership function to obtain the degree of membership to the respective propositions, and the degree of membership is applied as BBA. However, the proposed method is still very different from the µBBA method in some aspects. First, the BBA of the µBBA method is defined in the real line. Namely, the determination of BBA is the determination of the possibility of sensor signal belonging to each interval proposition, which is the determination of value ranges. The BBA of the proposed method is defined in categorical data. Namely, the determination of the sensor signal is the determination of the category. Besides, in the proposed method, the fuzzy membership function is used to model the feature of each category proposition. However, in the µBBA method, the fuzzy membership function is used to represent the knowledge of possibility, and the proposition is modeled by an interval. Hence, the proposed method and the µBBA method are different. They are applicable to the different application backgrounds.

In reality, information is often not just uncertain, but also partially reliable. If we only consider one of them, then the whole complexity of real-world information cannot completely be covered, which may cause the incorrect fusion results. Hence, reliability evaluation is indispensable in practical applications [38,39]. Guo et al. [40] presented a new framework for sensor reliability evaluation in classification problems based on evidence theory. Yuan et al. [41] took the static reliability and dynamic reliability into consideration to handle the conflicting evidence. However, the reliability of these methods is measured from the support degree (consistency) among BBA. Namely, the reliability is obtained based on the given BBA, rather than from the information sources, which may lose part of the source information. Glock et al. [42] used the concepts of majority observation and consistency to monitor the sensor reliability based on the possibilistic framework. Ehlenbröker et al. [43] proposed a method to generate a consistency-based reliability assessment for sensors, which is utilized to detect sensor defects based on groups of sensors instead of combining all sensors at once. In the two reliability methods, the whole measure of reliability is time dependent. Besides, the static reliability is a prior reliability based on expert knowledge, and the dynamic reliability considers its former reliability and the consistency of observations. Comparing with that, the measure of reliability is not time dependent in this paper. The reliability is obtained based on the measure of sensor capability to distinguish the different targets. The capability to discriminate the difference classes is large under a certain attribute, and the reliability of the generated BBA is larger under this attribute.

The existing BBA methods pay more attention to the uncertainty of information, but do not simultaneously consider the reliability of information sources. In fuzzy sets theory, Zadeh [44] proposed the concept of the Z-number in 2011, which is an ordered pair of fuzzy numbers denoted by \( Z = (A, B) \). The first component \( A \) is a fuzzy measurement of the uncertainty. The second component \( B \) is a measurement of the reliability of \( A \). The Z-number can simultaneously describe the reliability of information sources. Originating from the idea of the Z-number, a new method to represent BBAs along with their associated reliability is proposed in this paper, which is named reliability-based BBA. Reliability-based BBA \((BBA, R)\) is an ordered pair; its first component \( BBA \) is a mass function, and the second component \( R \) is a measurement of the reliability of the first component \( BBA \).
The rest of this paper is organized as follows. The relevant concepts of evidence theory and pignistic probability are briefly recalled in Section 2. In Section 3, a reliability-based BBA is proposed. In Section 4, this method is compared with other methods by several examples. The conclusion is presented in Section 5.

2. Preliminaries

In this section, the relevant concepts of evidence theory and pignistic probability are briefly recalled.

2.1. Dempster–Shafer Evidence Theory

Evidence theory was introduced by Dempster [15] and then developed by Shafer [16]. It includes the following concepts: frame of discernment, mass function and Dempster’s combination rule, etc. These concepts contribute to its good performance in handling the uncertainty information [45–47].

2.1.1. Frame of Discernment

Let $\Theta$ be a set of $N$ mutually-exclusive and collectively-exhaustive hypotheses, defined as:

$$\Theta = \{\theta_1, \theta_2, \cdots, \theta_i, \cdots, \theta_N\}$$  \hspace{1cm} (1)

where $\Theta$ is called a frame of discernment. The power set of $\Theta$ is composed with $2^{\Theta}$, namely:

$$2^{\Theta} = \{\emptyset, \{\theta_1\}, \cdots, \{\theta_N\}, \{\theta_1, \theta_2\}, \cdots, \{\theta_1, \theta_2, \cdots, \theta_i\}, \cdots, \Theta\}$$  \hspace{1cm} (2)

where $\emptyset$ is denoted as the empty set. The $N$ subsets containing only one element each are called the singleton subset proposition; the subsets containing more than one element each are called the compound subset proposition.

2.1.2. Mass Function

A mass function $m$ is a mapping from $2^\Theta$ to $[0, 1]$, formally defined as:

$$m : 2^\Theta \rightarrow [0, 1],$$  \hspace{1cm} (3)

which satisfies the following conditions [16]:

$$\begin{align*}
\sum_{A \subset 2^\Theta} m(A) &= 1 \\
m(\emptyset) &= 0.
\end{align*}$$  \hspace{1cm} (4)

The mass function $m$ is also called the BBA function. Any subset $A$ of $2^\Theta$, such that $m(A) > 0$, is called a focal element.

2.1.3. Dempster’s Combination Rule

Suppose $m_1$ and $m_2$ are two mass functions in the same frame of discernment. Dempster’s combination rule, which is denoted as $m = m_1 \oplus m_2$, is defined as follows [15]:

$$m(A) = \begin{cases} 
\frac{\sum_{B \cap C = A} m_1(B)m_2(C)}{1 - k}, & A \neq \emptyset \\
0, & A = \emptyset
\end{cases}$$  \hspace{1cm} (5)

where:

$$k = \sum_{B \cap C = \emptyset} m_1(B)m_2(C).$$  \hspace{1cm} (6)
Here, $k$ is regarded as a measure of conflict between $m_1$ and $m_2$. The value of $k$ is larger, and the conflict between the evidence is larger.

2.1.4. Discounting

Assuming that a BBA has a support degree of $\alpha$, where $0 \leq \alpha \leq 1$, then this BBA is discounted by the following discounting rule [16]:

$$
\begin{align*}
    m^\alpha(A) &= \alpha \times m(A) \quad \forall A \subset 2^\Theta \\
    m^\alpha(\Theta) &= \alpha \times m(\Theta) + (1 - \alpha)
\end{align*}
$$

(7)

where $A$ is any subset of the power set of the frame of discernment $\Theta$.

2.2. Pignistic Probability

The pignistic probability function is introduced by Smets and Kennes [48] for decision making. Its procedure corresponds to the insufficient reason principle: if you need to build a probability distribution on $n$ elements, given a lack of information, give a probability $1/n$ to each element. This procedure is repeated for each mass $m$. Let BetP be the pignistic probability distribution so derived. For all propositions $A \in \Theta$,

$$
\text{BetP}(A) = \sum_{A \subseteq B \subseteq 2^\Theta} \frac{1}{|B|} \cdot \frac{m(B)}{1 - m(\emptyset)}
$$

(8)

where $\emptyset$ is denoted as the empty set. $B$ is the proposition in mass function $m$, and $|B|$ is the cardinality of $B$.

3. The Proposed Method

In this section, the method of generating reliability-based BBA is given in detail. As shown in Figure 1, the method is expounded from five parts. In the first part, the models of training samples are built using the Gaussian membership functions. In the second part, according to the matching degree between the test sample and the attribute model, the first component BBA is generated, which is based on previous work in the literature [49]. In the third part, the second component $R$ (reliability of BBA) is measured, where both the similarity among classes under a certain attribute (static state) and the distance between the test sample and the models (dynamic state) are taken into account. The main contribution of this paper focuses on this part. Then, a reliability-based BBA $(BBA, R)$ is obtained. Each $(BBA, R)$ is discounted by the obtained reliability. Finally, these reliability-based BBAs are fused based on Dempster’s combination rule. At the stage of modeling of sensor information, the uncertainty and the reliability of the information source are simultaneously considered in the proposed method, which can obtain a more adequate construction for the description of real-world information.
3.1. The Modeling of Each Attribute

Due to the change of environment, the sensor data have usually a certain degree of fuzziness. In this case, the membership function can be used to represent the sample feature. Besides, there are some interruptions in the working process of the sensor, such as the mechanical noise and electromagnetic waves. In this case, the probability density function of the measured value of the same physical quantity is generally regarded as a form of Gaussian distribution. The Gaussian distribution possesses the following advantages [50]: first, if the error can be seen as the superposition of many independent random variables, then the error is supposed to have the form of the Gaussian distribution based on the central limit theorem. Second, many of the probability distributions of random variables in production and scientific experiments can be approximately described by the Gaussian distribution. Hence, the modeling of the training samples is built based on the Gaussian membership function in this paper.

Assuming that $X$ is a sample space of the training set, then the Gaussian membership function of each attribute is defined as follows:

$$
\mu(x) : X \rightarrow [0, 1], x \in X.
$$

$\mu(x)$ can be gained by the following steps:

1. Suppose that there are $n$ classes, namely the frame of discernment $\Theta = \{\theta_1, \theta_2, \ldots, \theta_n\}$. Each class $\theta_i$ ($i = 1, 2, \ldots, n$) has $k$ attributes.
2. For the training samples of class $\theta_i$ in the $j$-th attribute, the mean value $\bar{x}_{ij}$ and the standard deviation $\sigma_{ij}$ are calculated respectively as follows:

$$
\bar{x}_{ij} = \frac{1}{N} \sum_{l=1}^{N} x_{ijl},
$$

$$
\sigma_{ij} = \sqrt{\frac{1}{N-1} \sum_{l=1}^{N} (x_{ijl} - \bar{x}_{ij})^2},
$$

where $i = 1, 2, \ldots, n$ and $j = 1, 2, \ldots, k$. $N$ is the training sample size of class $\theta_i$. $x_{ijl}$ is the attribute value of the $j$-th attribute from the $l$-th training sample in class $\theta_i$. 

![Figure 1. Flowchart of the proposed method.](image-url)
3. The Gaussian membership function of the $j$-th attribute of class $\theta_i$ is generated as follows:

$$
\mu_i^j(x) = \exp\left[-\frac{(x - \bar{X}_{ij})^2}{2\sigma_{ij}^2}\right]
$$

(10)

where $-3\sigma_{ij} \leq x \leq 3\sigma_{ij}$, $i = 1, 2, \cdots, n$ and $j = 1, 2, \cdots, k$.

3.2. Reliability-Based BBA Generation Method

In this section, a reliability-based BBA is introduced from two parts: one is the determination of BBA; another is the reliability measurement of BBA.

3.2.1. The Determination of BBA

In this section, a nested structure BBA function is introduced. As described in Figure 2, a singleton subset proposition is modeled by a Gaussian membership function. For example, the singleton subset proposition $\{A\}$ is produced by the membership function $\mu_A(x)$. The proposition with two elements is represented by the intersection of two singleton subset propositions. For instance, the compound subset proposition with two elements $\{AB\}$ can be constructed as follows:

$$
\mu_{AB}(x) = \min(\mu_A(x), \mu_B(x)).
$$

(11)

Namely, $\{AB\}$ is defined by the intersection $\mu_{AB}(x)$ of $\{A\}$ with $\{B\}$. Further, a compound subset proposition with three elements can be constructed by the intersection among three singleton subset propositions. For example, $\{ABC\}$ can be constructed as follows:

$$
\mu_{ABC}(x) = \min(\mu_A(x), \mu_B(x), \mu_C(x)).
$$

(12)

![Figure 2. The modeling of the singleton subset and compound subset.](image)

Suppose that $G(G \subset 2^\Theta)$ is a proposition and $t$ is the feature information of a test sample under a certain attribute. The matching degree between $t$ and $G$ implies the plausibility of this test sample belonging to this proposition, which is defined as follows:

$$
Pl(G|t) = \mu_G(x) \mid x=t
$$

(13)

where $G$ can be a singleton subset proposition or a compound subset proposition. Equation (13) indicates that the plausibility is determined by the intersection between functions $\mu_G(x)$ and $x = t$. 
That is, the plausibility of a test sample belonging to these propositions \{A\}, \{AB\} and \{ABC\} is denoted respectively as follows:

\[
\begin{align*}
Pl(A|t) &= \mu_A(x) \mid x = t, \\
Pl(AB|t) &= \mu_{AB}(x) \mid x = t, \\
Pl(ABC|t) &= \mu_{ABC}(x) \mid x = t.
\end{align*}
\]

(14)

Then, the plausibility function, which measures the matching degree between the test sample and class proposition, is used to determine BBA in this paper. Note that when the plausibility of a singleton subset proposition is equal to the plausibility of a compound subset proposition, this plausibility is only assigned to the compound subset proposition as its BBA. For example, as shown in Figure 3, for the test sample \(x\), the plausibility of this test sample belonging to each proposition can be given as:

\[
\begin{align*}
Pl(B|t) &= \mu_B(x) \mid x = 7 = p_2, \\
Pl(C|t) &= \mu_C(x) \mid x = 7 = p_1, \\
Pl(BC|t) &= \mu_{BC}(x) \mid x = 7 = p_2, \\
Pl(A|t) &= Pl(AB|t) = Pl(AC|t) = Pl(ABC|t) = 0
\end{align*}
\]

Then, the BBA of each proposition is obtained as follows:

\[
\begin{align*}
m(C) &= Pl(C|t) = p_1, \\
m(BC) &= Pl(BC|t) = p_2, \\
m(A) &= m(B) = m(AB) = m(AC) = m(ABC) = 0
\end{align*}
\]

where since \(Pl(B|t) = Pl(BC|t) = p_2\), the plausibility \(p_2\) is assigned to the compound subset proposition \(BC\), namely \(m(BC) = p_2\), but \(m(B) = 0\).

Figure 3. The determination of BBA.

Considering that the cumulative sum of the above gained BBAs may not be equal to one, the following rules are given to normalize BBAs: if the total sum is greater than one, these BBAs are normalized; if the total sum is less than one, the redundancy belief value \(1 - \sum BBA\) is assigned to the universal set \(\Theta\), namely that is assigned to the unknown.
3.2.2. The Measurement of the Reliability of BBA

As shown in Figure 4, there exist two kinds of potential possibility of false classification: one is that class $A$ is incorrectly recognized as class $B$, which is defined as $P(B \mid A)$; the other is that class $B$ is incorrectly recognized as class $A$, which is defined as $P(A \mid B)$. The potential possibility leads to the generated BBA being not wholly reliable. This issue is not considered in the existing BBA methods. To address this issue, a method of measuring the BBA reliability is proposed in this paper.

![Figure 4. The overlapping area of the static attribute model.](image)

1. The static reliability index based on the attribute model:

Assume there are two kinds of class $A$ and $B$; from Figure 4, we can know that if a test sample comes from class $A$ and its value locates in the range from $c$ to $d$, the possibility of the false BBA $P(B \mid A) = \int_c^d \mu_A(x) dx / \int_a^d \mu_A(x) dx$. If a test sample comes from class $B$ and its value locates in the range from $b$ to $c$, the possibility of the false BBA $P(A \mid B) = \int_b^c \mu_B(x) dx / \int_b^d \mu_B(x) dx$. Hence, the total error rate of BBA is $P = P(B \mid A) + P(A \mid B)$. Namely, under a certain model ($\int_a^d \mu_A(x) dx$ and $\int_b^e \mu_B(x) dx$ are invariable), if the overlapping area $\int_c^d \mu_A(x) dx$ or $\int_b^c \mu_B(x) dx$ is larger, the similarity among classes is larger, then the possibility of generating the false BBA is larger, and vice versa. As analyzed above, a method of measuring the reliability of BBA is proposed based on the similarity among the attribute model, which is detailed as follows.

In the attribute $j (j = 1, 2, \cdots, k)$, the similarity between Classes 1 and 2 is defined as:

$$sim_{12}^j = sim(\mu_1^j(x), \mu_2^j(x)) = \frac{\int \mu_{12}^j(x) dx}{\int \mu_1^j(x) dx + \int \mu_2^j(x) dx - \int \mu_{12}^j(x) dx}$$  \hspace{1cm} (15)

where $\mu_1^j(x)$ and $\mu_2^j(x)$ are the membership functions of the $j$-th attribute of Class 1 and Class 2, respectively. $\mu_{12}^j(x)$ is the $j$-th attribute’s membership function of the overlapping area between Class 1 and Class 2, namely the membership function of the compound subset \{12\}. 

Then, a similarity matrix of the \( j \)-th attribute, \( SM_j \), is obtained as follows:

\[
SM_j = \begin{bmatrix}
\mu_1^j(x) & \mu_2^j(x) & \cdots & \mu_n^j(x) \\
\mu_1^j(x) & 1 & \cdots & \text{sim}_{12}^j & \cdots & \text{sim}_{1n}^j \\
\vdots & \vdots & \ddots & \vdots \\
\mu_1^j(x) & \text{sim}_{21}^j & 1 & \cdots & \text{sim}_{2n}^j \\
\vdots & \vdots & & \ddots & \vdots \\
\mu_1^j(x) & \text{sim}_{n1}^j & \text{sim}_{n2}^j & \cdots & 1
\end{bmatrix}
\]  

(16)

where \( \text{sim}_{il}^j(i, l = 1, 2, \cdots, n) \) is the similarity between class \( i \) and class \( l \) in the \( j \)-th attribute.

Finally, based on the static model of the \( j \)-th attribute, the reliability of BBA generated from the \( j \)-th attribute is denoted as follows:

\[
R^s_j = \sum_{i \in C} (1 - \text{sim}_{il}^j)
\]  

(17)

where \( j = 1, 2, \cdots, k \) and \( \text{sim}_{il}^j(i, l = 1, 2, \cdots, n) \) is the similarity between class \( i \) and class \( l \) in the \( j \)-th attribute. Obviously, \( R^s_j \) implies that the larger the similarity, the lower the reliability of BBA generated from this attribute model.

2. The dynamic reliability index based on the test samples:

The static reliability index shows that the overlapping area among classes is larger, the similarity is larger, the possibility of generating the false BBA is larger, then the reliability of the generated BBA is smaller. This index can reflect that the reliability of BBA is affected by some static factors, such as the similarity among classes. However, the reliability of BBA is also affected by the test samples. For example, as shown in Figure 5a, although classes \( B \) and \( C \) have a large overlapping area, it is almost impossible that the test sample \( x_1 \) from class \( A \) is incorrectly classified as class \( B \) or \( C \). In this case, the overlap degree between class \( B \) and \( C \) has little negative influence on the reliability of the generated BBA; whereas, in Figure 5b, the test sample \( x_2 \) from class \( C \) is easily incorrectly classified as class \( B \). In this case, the overlap degree between classes \( B \) and \( C \) has a large negative influence on the reliability of the generated BBA. As analyzed above, the reliability of BBA is related to the test samples. To reflect this influence, a risk distance \( d \) is introduced in this section. It is denoted as the distance between the test sample and the overlapping area among attribute models. If the distance is larger, the influence of the overlapping area is smaller, the risk of the incorrect classification is smaller, then the reliability of the generated BBA is larger, and vice versa. The risk distance is produced as follows.

In the attribute \( j (j = 1, 2, \cdots, k) \), \( p_{12}^j \) is the maximum of the intersection between Class 1 and Class 2, namely the vertex of the overlapping area between Class 1 and Class 2. In this section, \( p_{12}^j \) is taken as the reference point of this overlapping area. Hence, the distance between the test sample \( x^j \) and the reference point \( p_{12}^j \) can be calculated to represent the risk distance. This reference point is defined as:

\[
p_{12}^j = \sup \min(\mu_1(x)^j, \mu_2(x)^j).
\]  

(18)

where \( \mu_1(x)^j \) and \( \mu_2(x)^j \) are the Gaussian membership functions of Class 1 and Class 2 in the \( j \)-th attribute, respectively. Then, a vector \( P_j \) containing all reference points of the overlapping area among class \( i (i = 1, 2, \cdots, n) \) in the \( j \)-th attribute is obtained as follows:

\[
P_j = \begin{bmatrix}
p_{12}^j & \cdots & p_{1n}^j & p_{23}^j & \cdots & p_{2n}^j & \cdots & p_{(n-1)n}^j
\end{bmatrix}
\]  

(19)
In the $j$-th attribute, the risk distance between the test sample $x^j$ and the reference points $p^j_{(n-1)n}$ of the overlapping area between the classes $\mu^-_{n-1}(x)$ and $\mu^+_n(x)$ is formulated as:

$$d^j_{(n-1)n} = d(x^j, p^j_{(n-1)n}) = \frac{|x^j - p^j_{(n-1)n}|}{D^j} \tag{20}$$

where $D^j$ represents the maximal interval comprised by all classes. Then, distance vector $D^*_j$ of the $j$-th attribute is given as follows:

$$D^*_j = [d^j_{12} \cdots d^j_{1n} d^j_{23} \cdots d^j_{2n} \cdots d^j_{(n-1)n}] \tag{21}$$

Finally, the dynamic reliability index based on the test samples of the $j$-th attribute is denoted as follows:

$$R^d_j = e^{\sum_{l=2}^n d^j_{(l-1)l}} \tag{22}$$

where $d^j_{(l-1)l}$ is the distance between the test sample $x^j$ and the reference points $p^j_{(l-1)l}$ of the overlapping area between class $\mu^-_{l-1}(x)$ and $\mu^+_l(x)$ in the $j$-th attribute. Obviously, $R^d_j$ implies that the larger the risk distance, the larger the reliability of BBA generated from this attribute.

**Figure 5.** Reliability measure based on the dynamic test samples.

3. Comprehensive reliability measure:

Based on the above analysis, a method of measuring the BBA reliability is proposed. This method, which considers the comprehensive reliability based on the attribute model and the test samples, is more reasonable and effective. It is denoted as follows:

$$R_j = R^s_j \times R^d_j \tag{23}$$

where $R^s_j$ and $R^d_j$ are separately the static reliability index and the dynamic reliability index in the $j$-th attribute, which can be gained using Equations (17) and (22), respectively.

Suppose that there are $K$ attributes of each class, the reliability of the generated BBA in the $j$-th attribute are normalized as:

$$R^*_j = \frac{R_j}{\max(R_k)} \tag{24}$$

where $k = 1, 2, \cdots, K.$
According to Section 3.2.1 and Section 3.2.2, both the first component $BBA$ and the second component $R$ of reliability-based BBA can be acquired. Finally, the proposed reliability-based BBA $(BBA, R)$ is obtained.

### 3.3. Sensor Data Fusion

In this paper, the reliability-based BBA is first translated into the classical BBA based on the discounting method [16]. After that, Dempster’s combination rule can be used to fuse these BBAs.

Assuming that in the frame of discernment $\Theta = \{\theta_1, \theta_2, \cdots, \theta_n\}$, there are $k$ reliability-based BBAs $(BBA_j, R_j)$, $(j = 1, 2, \cdots, k)$. Based on the discounting method, the BBAs generated from sensors are discounted as follows:

$$
\begin{align*}
    m_{Rj}^R(A) &= R_j \times m_j(A) \quad \forall A \subset 2^\Theta \\
    m_{Rj}^R(\Theta) &= R_j \times m_j(\Theta) + (1 - R_j)
\end{align*}
$$

(25)

where $R_j$ is the reliability of $BBA_j$ of the $j$-th attribute.

Eventually, these reliability-based BBAs are fused using Dempster’s combination rule. The maximum pignistic probability is taken as the decision-making criterion in this paper. Hence, the final mass function is transformed to pignistic probability, and the final decision-making can be done.

### 4. Numerical Example

To evaluate the validity of the reliability-based BBA, several experiments of two datasets and a fault diagnosis are performed in this section.

#### 4.1. Experiments on Two Datasets: Five-Fold Cross-Validation

In this section, two kinds of datasets, including Iris and Wine, are selected from the UCI databases (UCI Machine Learning Repository: [http://archive.ics.uci.edu/ml/datasets.html.](http://archive.ics.uci.edu/ml/datasets.html)) to evaluate the proposed method. Within these, the Iris dataset contains three classes of 50 samples each, and each class has four attributes, which is the well-known database in pattern recognition. The Wine dataset contains three classes, and each class has 13 attributes. First of all, the proposed method is compared with the method, which uses the same BBA method, but does not consider the reliability of BBA. The comparison results of five-fold cross-validation are shown in Figure 6.

![Figure 6. The comparison of considering the reliability or not.](image-url)
The above results show that after considering the reliability of BBA, the recognition rates of two datasets are all increased to some extent. Namely, the proposed method that measures the reliability of BBA is valid and reasonable.

To further evaluate this method, a comparison experiment between our method and other classifiers is carried out. Here, we consider the following three kinds of classifiers: support vector machine with radial basis function (SVM-RBF), decision tree (REPTree) and naive Bayesian (NB). Within these, SVM and NB are both the top ten data-mining algorithms [51]. REPTree is also a well-known machine-learning algorithm. The comparison results of five-fold cross-validation are shown in Figure 7.

![Figure 7. The comparing results between our method and other classifiers.](image)

From the above experimental results, it can be found that: in the Iris dataset, the recognition rates of the proposed method and the classical classifiers are greater than 90%, namely they are all effective in this dataset. In the Wine dataset, the recognition rate of our method is 95.66%; NB is 85.27%; REPTree is 90.36%; and SVM-RBF is 37.18%. This shows that the proposed method has competitive performances contrasting with these selected classifiers. What is more, the reliability of BBA is measured at the stage of BBA generation, which is more reasonable.

4.2. An Application Example of Fault Diagnosis

To evaluate the validity of this method in engineering applications, a case study of the fault diagnosis of motor rotor is executed. There are three kinds of fault: $F_1 = \{\text{Rotorunbalance}\}$, $F_2 = \{\text{Rotormisalignment}\}$ and $F_3 = \{\text{Pedestallooseness}\}$. Three vibration acceleration sensors and a vibration displacement sensor are placed in different installation positions to collect the vibration signal. Vibration displacement and acceleration vibration frequency amplitudes at the frequencies of $1\times$, $2\times$ and $3\times$ are taken as the fault feature variables. The relevant data are acquired from the literature [52], which is cited in the Appendix. The method is compared with the method that does not consider the reliability of BBA and other classifiers, respectively. The comparison results of five-fold cross-validation are shown in Table 1.
### Table 1. The comparing the results of fault diagnosis.

| Methods                              | Classes | Overall Average |
|--------------------------------------|---------|-----------------|
|                                      |         |                 |
| Not considering reliability          | 99.00%  | 95.50%          |
|                                      | 100%    | 98.17%          |
| Support vector machine                | 94.15%  | 92.86%          |
|                                      | 100%    | 95.67%          |
| Decision tree                         | 99.05%  | 98.68%          |
|                                      | 99.78%  | 99.17%          |
| Naive Bayesian                        | 98.05%  | 96.94%          |
|                                      | 100%    | 98.33%          |
| The proposed method                   | 100%    | 100%            |

The above experiments can evaluate the rationality and the effectiveness of the presented method well. The advantages of our method are concluded as follows:

- Based on the idea of the Z-number, an ordered pair \((BBA, R)\) is proposed to represent BBA along with its associated reliability. The first component \(BBA\) is a mass function; the second component \(R\) is a measurement of the reliability of the first component. According to this ordered pair, the reliability of BBA can be measured well at the stage of BBA generation.

- In the process of measuring the reliability of BBA, the information about two things is taken into account. One is the similarity among classes (static information). Another is the risk distance between the test samples and the overlapping area among classes (dynamic information). This makes the results truer and more credible.

- The proposed method is based on a feasible method of measuring the reliability of BBA, which can be replaced with other measure methods for different applications. Namely, this method is flexible and easy to extend in many applications.

### 5. Conclusions

In the multi-sensors data fusion based on evidence theory, how to determine BBA is an open issue. In this paper, a novel method named the reliability-based BBA is proposed. Within this method, first, the models of training samples are built using the Gaussian membership functions. Second, the BBA of every test sample is generated based on the matching degree between the test sample and the attribute model. Then, the reliability of BBA is measured according to both the similarity among classes and the risk distance between the test samples and the overlapping area among classes. Finally, a reliability-based BBA can be generated. Several performed experiments verify that the proposed method is effective. In the future, we will try to apply the proposed method to more practical applications and research a new combination rule for reliability-based BBA.
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### Appendix A. Experimental Data of Fault Diagnosis

There are three kinds of faults in a motor rotor: \(F = \{X, Y, Z\} = \{\text{Rotor unbalance}, \text{Rotormisalignment}, \text{Pedestal looseness}\}\), which has four fault feature variables. At the same time interval, each fault feature of each fault is continuously observed 40 times, which is taken as a group of observations. A total of five groups is measured in each fault feature of each fault. Hence, \(i = 1, 2, 3, 4\) respectively represent four fault feature variables: displacement, acceleration
frequency of $1 \times, 2 \times$ and $3 \times$. $j = 1, 2, 3, 4, 5$ respectively represent the group numbers of the measured data. Five groups of observations of each feature variables of each fault are shown in Table A1.

**Table A1.** Experimental data of fault diagnosis [52].

| Groups | Observations |
|--------|--------------|
| X11    | 0.1663 0.1590 0.1568 0.1485 0.1723 0.2006 0.1903 0.1908 0.1986 0.1843 | 0.1785 0.1610 0.1579 0.1511 0.1532 0.1647 0.1628 0.1646 0.1634 0.1642 |
| X12    | 0.154 0.1518 0.1537 0.1548 0.1542 0.1538 0.1545 0.1537 0.1571 0.1560 | 0.1584 0.1552 0.1586 0.1574 0.1569 0.1565 0.1551 0.1585 0.1585 0.1593 |
| X13    | 0.1647 0.1647 0.1654 0.1651 0.1656 0.1653 0.1652 0.1652 0.1648 0.1649 | 0.1653 0.1650 0.1652 0.1652 0.1649 0.1650 0.1643 0.1640 0.1639 0.1641 |
| X14    | 0.1630 0.1629 0.1627 0.1626 0.1622 0.1624 0.1627 0.1618 0.1614 0.1617 | 0.1621 0.1615 0.1618 0.1611 0.1614 0.1610 0.1612 0.1611 0.1616 0.1612 |
| X15    | 0.1609 0.1610 0.1612 0.1615 0.1609 0.1606 0.1604 0.1604 0.1605 0.1601 | 0.1604 0.1608 0.1610 0.1603 0.1599 0.1601 0.1602 0.1599 0.1598 0.1598 |
| X21    | 0.1612 0.1620 0.1612 0.1610 0.1385 0.1222 0.1475 0.1306 0.1210 0.1501 | 0.1548 0.1577 0.1622 0.1618 0.1621 0.1665 0.1639 0.1652 0.1625 0.1637 |
| X22    | 0.1645 0.1645 0.1650 0.1649 0.1650 0.1630 0.1493 0.1533 0.1474 0.1460 | 0.1489 0.1499 0.1495 0.1491 0.1489 0.1503 0.1507 0.1505 0.1477 0.1496 |
| X23    | 0.1464 0.1460 0.1446 0.1448 0.1476 0.1464 0.1434 0.1432 0.1450 0.1420 | 0.1448 0.1452 0.1456 0.1462 0.1464 0.1464 0.1444 0.1440 0.1422 0.1442 |
| X24    | 0.1470 0.1478 0.1468 0.1482 0.1472 0.1462 0.1478 0.1494 0.1488 0.1496 | 0.1480 0.1476 0.1502 0.1496 0.1488 0.1488 0.1484 0.1534 0.1490 0.1496 |
| X25    | 0.1466 0.1460 0.1438 0.1458 0.1488 0.1466 0.1494 0.1502 0.1486 0.1488 | 0.1512 0.1490 0.1470 0.1478 0.1484 0.1490 0.1474 0.1456 0.1464 0.1446 |
| X31    | 0.1494 0.1474 0.1488 0.1460 0.1462 0.1464 0.1452 0.1450 0.1438 0.1434 | 0.1438 0.1438 0.1436 0.1436 0.1432 0.1412 0.1428 0.1418 0.1422 0.1422 |
| X32    | 0.1432 0.1406 0.1420 0.1402 0.1410 0.1418 0.1432 0.1450 0.1418 0.1424 | 0.1412 0.1408 0.1412 0.1390 0.1412 0.1398 0.1406 0.1394 0.1392 0.1382 |

0.1221 0.1219 0.1207 0.1215 0.1222 0.1296 0.1235 0.1295 0.1280 0.1233 | 0.1218 0.1159 0.1163 0.1195 0.1190 0.1271 0.1247 0.1232 0.1233 0.1237 |

0.1044 0.1060 0.1064 0.1042 0.1072 0.1071 0.1070 0.1070 0.1041 0.1049 | 0.1068 0.1063 0.1069 0.1057 0.1091 0.1061 0.1094 0.1067 0.1109 0.1111 | 0.1122 0.1121 0.1207 0.1215 0.1222 0.1296 0.1235 0.1295 0.1280 0.1233 | 0.1112 0.1096 0.1074 0.1085 0.1109 0.1116 0.1110 0.1113 0.1106 0.1110 | 0.1091 0.1080 0.1044 0.1098 0.1084 0.1102 0.1078 0.1087 0.1111 0.1116 | 0.1124 0.1128 0.1110 0.1078 0.1101 0.1115 0.1131 0.1108 0.1111 0.1079
| Groups  | Observations |
|--------|--------------|
| Y33    | 0.1105 0.1092 0.1074 0.1096 0.1059 0.1106 0.1103 0.1086 0.1078 0.1101 0.1086 0.1097 0.1109 0.1112 0.1124 0.1117 0.1120 0.1130 0.1143 0.1127 0.1158 0.1145 0.1138 0.1144 |
| Y34    | 0.1160 0.1137 0.1159 0.1164 0.1158 0.1165 0.1167 0.1169 0.1175 0.1168 0.1191 0.1190 0.1191 0.1190 0.1205 0.1194 0.1193 0.1195 0.1198 0.1197 0.1199 0.1194 0.1196 0.1196 |
| X1     | 4.4090 4.3280 4.3430 4.2950 4.2890 4.2890 4.2740 4.1840 4.1820 4.2020 |
| X2     | 4.4480 4.4380 4.4420 4.4320 4.4270 4.4320 4.4220 4.4320 4.4240 4.4270 |
| X3     | 4.3680 4.3840 4.3800 4.3690 4.3840 4.3830 4.3830 4.3820 4.3830 4.3850 |
| X4     | 4.4000 4.3440 4.3410 4.3420 4.3510 4.3450 4.3370 4.3370 4.3340 4.3330 |
| X5     | 4.3330 4.3210 4.3250 4.3180 4.3300 4.3100 4.3190 4.3160 4.3160 4.3150 |
| X6     | 4.3090 4.3040 4.3060 4.3050 4.3010 4.3000 4.2960 4.2940 4.2860 4.2860 |
| X7     | 4.2890 4.2940 4.2900 4.3070 4.2890 4.2800 4.2820 4.2880 4.2810 4.2980 |
| X8     | 4.3000 4.2930 4.2980 4.3303 4.2990 4.2870 4.3030 4.2910 4.2950 4.3050 |
| X9     | 4.3020 4.3120 4.3250 4.3090 4.3240 4.3210 4.3240 4.3230 4.3270 4.3290 |
| X10    | 4.3230 4.3290 4.3290 4.3350 4.3210 4.3240 4.3270 4.4620 4.4120 4.3740 |
| X11    | 4.3960 4.3730 4.3550 4.3540 4.3500 4.3470 4.3470 4.3430 4.3380 4.3310 |
| X12    | 0.1666 0.1666 0.1670 0.1696 0.1665 0.1671 0.1652 0.1663 0.1656 0.1656 |
| X13    | 0.1828 0.1817 0.1820 0.1823 0.1808 0.1818 0.1814 0.1816 0.1808 0.1807 |
| X14    | 0.1093 0.1097 0.1122 0.1139 0.1140 0.1129 0.1130 0.1143 0.1132 0.1132 0.1115 0.1111 |
| X15    | 0.1177 0.1175 0.1174 0.1769 0.1780 0.1778 0.1758 0.1740 0.1736 0.1738 |
| Groups | Observations |
|--------|-------------|
| Y21    |             |
| 0.311  | 0.3124      |
| 0.3205 | 0.3268      |
| 0.3225 | 0.3268      |
| 0.3305 | 0.3245      |
| 0.3247 | 0.3245      |
| Y22    |             |
| 0.3386 | 0.3342      |
| 0.3364 | 0.3388      |
| 0.3381 | 0.3388      |
| 0.3347 | 0.3348      |
| 0.3321 | 0.3367      |
| Y23    |             |
| 0.3117 | 0.3095      |
| 0.3152 | 0.3222      |
| 0.3171 | 0.3171      |
| 0.3169 | 0.3157      |
| 0.3480 | 0.3498      |
| Y24    |             |
| 0.3419 | 0.3436      |
| 0.339 | 0.3354      |
| 0.3350 | 0.3350      |
| 0.3402 | 0.3356      |
| 0.3389 | 0.3449      |
| Y25    |             |
| 0.3282 | 0.3208      |
| 0.3211 | 0.3138      |
| 0.3144 | 0.3199      |
| 0.3205 | 0.3235      |
| Y31    |             |
| 0.2517 | 0.2634      |
| 0.2590 | 0.2808      |
| 0.2869 | 0.2827      |
| 0.2913 | 0.2909      |
| 0.2893 | 0.2903      |
| Y32    |             |
| 0.2485 | 0.2534      |
| 0.2636 | 0.2670      |
| 0.2661 | 0.2641      |
| 0.2581 | 0.2637      |
| 0.2733 | 0.2735      |
| Y33    |             |
| 0.2786 | 0.2774      |
| 0.2921 | 0.2991      |
| 0.2982 | 0.2974      |
| 0.2980 | 0.2980      |
| 0.2015 | 0.1872      |
| 0.1865 | 0.1865      |
| Y34    |             |
| 0.2170 | 0.2130      |
| 0.2190 | 0.2192      |
| 0.2112 | 0.2112      |
| 0.2214 | 0.2214      |
| 0.2166 | 0.2166      |
| 0.2137 | 0.2137      |
| 0.2109 | 0.2109      |
| Y35    |             |
| 0.2206 | 0.2133      |
| 0.2141 | 0.2031      |
| 0.2073 | 0.2099      |
| 0.2066 | 0.2066      |
| 0.2052 | 0.2052      |
| Y41    |             |
| 5.3920 | 5.3260      |
| 5.3080 | 5.2620      |
| 5.2800 | 5.2460      |
| 5.1950 | 5.2280      |
| 5.1840 | 5.1820      |
| Y42    |             |
| 4.8610 | 4.8220      |
| 4.6890 | 4.7250      |
| 4.7070 | 4.7300      |
| 4.6980 | 4.6810      |
| 4.6620 | 4.7610      |
| Y43    |             |
| 4.3700 | 4.4000      |
| 4.3950 | 4.3840      |
| 4.3740 | 4.3800      |
| 4.3310 | 4.3230      |
| 4.3140 | 4.2870      |
| 4.2300 | 4.2440      |
| 4.2500 | 4.2200      |
| 4.2150 | 4.2150      |
| 4.2540 | 4.2410      |
| 4.1980 | 4.2550      |
| 4.2210 | 4.2210      |
| 4.2110 | 4.2000      |
| 4.1870 | 4.1840      |
| 4.1570 | 4.1440      |
| 4.1460 | 4.1150      |
| 4.0940 | 4.0940      |
| 4.1230 | 4.1280      |
| 5.2340 | 5.2320      |
| 5.2320 | 5.2110      |
| 5.2280 | 5.2280      |
| 5.2060 | 5.1800      |
| 5.1890 | 5.1890      |
| Groups | Observations |
|--------|--------------|
| Y44    |              |
| 5.1510 | 5.1240       |
| 5.0150 | 5.0250       |
| 4.8980 | 4.8830       |
| 4.8010 | 4.7670       |
| 4.6700 | 4.6610       |
| 4.6250 | 4.6220       |
| 4.5350 | 4.5520       |
| 4.5220 | 4.5210       |
| 0.3207 | 0.3213       |
| 0.3474 | 0.3476       |
| 0.3416 | 0.3402       |
| 0.3379 | 0.3391       |
| 0.3347 | 0.3320       |
| 0.3309 | 0.3270       |
| 0.3271 | 0.3252       |
| 0.3293 | 0.3304       |
| 0.3260 | 0.3247       |
| 0.3218 | 0.3244       |
| 0.3263 | 0.3266       |
| 0.3259 | 0.3221       |
| 0.3267 | 0.3277       |
| 0.3266 | 0.3299       |
| 0.3326 | 0.3317       |
| 0.3264 | 0.3279       |
| 0.3270 | 0.3252       |
| 0.3248 | 0.3261       |
| 0.2893 | 0.2863       |
| 0.3360 | 0.3368       |
| 0.3478 | 0.3477       |
| 0.3539 | 0.3544       |
| 0.3541 | 0.3561       |
| 0.3601 | 0.3619       |
| 0.3525 | 0.3527       |
| 0.3397 | 0.3375       |
| 0.3287 | 0.3323       |
| 0.3472 | 0.3526       |
| 0.3480 | 0.3397       |
| 0.3493 | 0.3546       |
| 0.3469 | 0.3380       |
| 0.3333 | 0.3298       |
| 0.3379 | 0.3356       |
| 0.3302 | 0.3318       |
| 0.3454 | 0.3396       |
| 0.3440 | 0.3428       |
| 0.3471 | 0.3566       |
| 0.3587 | 0.3578       |
| 0.1810 | 0.1864       |
| 0.1502 | 0.1477       |
| 0.1486 | 0.1480       |
| 0.1467 | 0.1443       |

Table A1. Cont.
Table A1. Cont.

| Groups | Observations          |
|--------|-----------------------|
| Z32    | 0.1434 0.1380 0.1413 0.1412 0.1452 0.1444 0.1396 0.1364 0.1400 0.1424 |
|        | 0.1408 0.1419 0.1415 0.1393 0.1472 0.1452 0.1387 0.1383 0.1267 0.1326 |
|        | 0.1326 0.1398 0.1283 0.1291 0.1296 0.1282 0.1314 0.1235 0.1283 0.1179 |
|        | 0.1206 0.1285 0.1365 0.1290 0.1290 0.1345 0.1191 0.1275 0.1290 0.1187 |
| Z33    | 0.1252 0.1210 0.1268 0.1339 0.1333 0.1359 0.1309 0.1362 0.1315 0.1399 |
|        | 0.1387 0.1369 0.1326 0.1381 0.1308 0.1301 0.1322 0.1302 0.1260 0.1241 |
|        | 0.1266 0.1210 0.1298 0.1264 0.1232 0.1250 0.1313 0.1284 0.1257 0.1281 |
|        | 0.1321 0.1350 0.1665 0.1695 0.1692 0.1386 0.1352 0.1422 0.1409 0.1332 |
| Z34    | 0.1232 0.1340 0.1316 0.1299 0.1375 0.1238 0.1344 0.1229 0.1331 0.1324 |
|        | 0.1297 0.1297 0.1233 0.1286 0.1314 0.1334 0.1259 0.1362 0.1151 0.1279 |
|        | 0.1256 0.1287 0.1323 0.1216 0.1263 0.1296 0.1241 0.1274 0.1252 0.1310 |
|        | 0.1276 0.1314 0.1328 0.1284 0.1284 0.1339 0.1346 0.1360 0.1356 0.1359 |
| Z35    | 9.7920 9.8090 9.8090 9.8130 9.8190 9.8730 9.7850 9.8220 9.7880 9.7530 |
|        | 9.8170 9.7530 9.7060 9.7480 9.7840 9.7210 9.7330 9.7910 9.9090 9.9510 |
|        | 9.9670 9.9340 9.8760 9.9070 9.9470 9.8780 9.9150 9.9200 9.9090 9.9220 |
|        | 9.8440 9.8740 9.8000 9.8700 9.8970 9.8670 9.8870 9.9370 9.9330           |
| Z41    | 9.9070 9.8530 9.8510 9.8690 9.8250 9.8630 9.8610 9.8440 9.8500 9.7980 |
|        | 9.8300 9.8250 9.8370 9.8890 9.8350 9.8030 9.7550 9.7960 9.7760 9.7730 |
|        | 9.7270 9.6260 9.6430 9.6620 9.6920 9.6800 9.6990 9.3850 9.7020 9.7160 |
|        | 9.7420 9.6530 9.7390 9.7830 9.7300 9.7460 9.7360 9.8000 9.7490 9.7840 |
| Z42    | 9.7060 9.7540 9.7830 9.7500 9.7290 9.7900 9.7790 9.7370 9.7640 9.6970 |
|        | 9.6850 9.7260 9.6830 9.6880 9.7230 9.7360 9.6930 9.7560 9.7500 9.7880 |
|        | 9.7050 9.7660 9.7710 9.8240 9.8610 9.8290 9.8020 9.8550 9.7600 9.8230 |
|        | 9.8610 9.8200 9.8420 9.8370 9.8340 9.8750 9.9040 9.8570 9.8000 9.8650 |
| Z43    | 9.8190 9.8400 9.8350 9.7756 9.8520 9.8900 9.9230 9.8810 9.9580 9.9290 |
|        | 9.9320 9.6500 9.9680 9.9220 9.8580 9.9460 9.8760 9.9400 9.8370 9.7400 |
|        | 9.8990 9.9440 9.9570 10.0360 9.8960 9.9550 10.0230 10.0170 9.9950 9.7420 |
|        | 9.6220 9.7320 9.7280 0.9780 10.1120 10.0350 0.9930 0.9670 0.9570 0.9810 |
| Z44    | 9.7530 9.7570 9.7510 9.8330 9.7730 9.7980 9.8460 9.8440 9.8750 9.8690 |
|        | 9.8300 9.6950 9.6930 0.9690 9.6540 9.6880 0.9570 0.9660 0.9250 0.9880 |
|        | 9.6240 9.6830 9.8540 9.6300 9.5890 9.6450 0.9790 0.9260 0.9420 0.9150 |
|        | 9.9150 9.7980 9.9240 0.9890 0.9880 0.9890 0.9790 0.9810 0.9850 0.9830 |
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