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Abstract: Numerical analysis of hybrid rocket internal ballistics is carried out with a Reynolds-averaged Navier–Stokes solver integrated with a customized gas–surface interaction wall boundary condition and coupled with a radiation code based on the discrete transfer method. The fuel grain wall boundary condition is based on species, mass, and energy conservation equations coupled with thermal radiation exchange and finite-rate kinetics for fuel pyrolysis modeling. Fuel pyrolysis is governed by the convective and radiative heat flux reaching the surface and by the energy required for the propellant grain to heat up and pyrolyze. Attention is focused here on a set of static firings performed with a lab-scale GOX/HDPE motor working at relatively low oxidizer mass fluxes. A sensitivity analysis was carried out on the literature pyrolysis models for HDPE, to evaluate the possible role of the uncertainty of such models on the actual prediction of the regression rate. A reasonable agreement between the measured and computed averaged regression rate and chamber pressure was obtained, with a noticeable improvement with respect to solutions without including radiative energy exchange.
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1. Introduction

Hybrid Rocket Engines (HRE) are identified as promising propulsion systems for space transportation application [1,2]. Their performance is comparable to that of storable or semi-cryo liquid rocket engines, and they exhibit appealing features of both solid rocket motors and liquid rocket engines. Moreover, they are safer and less expensive than solid and liquid rockets and are more environmentally friendly than solid rockets and storable-liquid rockets. Therefore, many research programs have been focusing on HRE development for applications that range from Earth-suborbital flights to space exploration. Despite the above-mentioned advantages, some issues hinder the success of HRE: low regression rates of commonly used polymeric fuels, reduced combustion efficiency, mixture ratio shifts, the uncertainty of regression rate law, and its scalability are the most challenging problems. Uncertainty in the regression rate and its scalability remain some of the most challenging issues, since the regression rate is a parameter that strongly drives the design process and heavily influences the performance of the entire propulsion system.

To date, research efforts in developing reliable hybrid propulsion systems have strongly depended on firing tests and experimental trials and errors, which are expensive and time-consuming. In particular, as concerns the estimate of the fuel regression rate, empirical correlations based on linear interpolation in the logarithmic plane are mostly used, as well as surface energy balances, which
include the simplified boundary layer correlations based on bulk transfer coefficients to evaluate the convective heat flux to the solid fuel. Such approaches are particularly useful during the preliminary design and analysis process, providing a simpler and faster estimation of the rocket performance, but they rely on a very simplified modeling of the mutually-interacting and complex physico-chemical phenomena involved. Therefore, they should be carefully calibrated relying on the availability of specific experimental data existing for each analyzed motor. Consequently, such models are limited to providing a qualitative analysis of the motor trends, but they are insufficient for providing the kind of quantitative data that are required for motor final design and optimization. Indeed, the extension of those models to new motors that can be different in geometry, scale, etc., is hardly possible without the availability of existing experimental data for each motor. For these reasons, there is a renewed interest in the development of more accurate and advanced models based on Computational Fluid Dynamics (CFD) [3–15] that are capable of representing more accurately the physico-chemical phenomena involved. The numerical modeling of the fluid dynamics and the combustion process in the fuel port area and nozzle of a hybrid rocket is a challenging task as it involves strongly-interacting multiphysics processes such as fluid dynamics, fuel pyrolysis [16,17], atomization and vaporization of the oxidizer, mixing and combustion in the gas phase [11–13,18], thermochemical erosion of the nozzle [3,19], particulate formation, and the radiative characteristics of the flame. Commercial CFD tools are generally not optimized to this task, as they are typically less flexible for the treatment of fluid/solid boundary conditions, which are typically prescribed as constant temperature or heat flux with no feedback with the mass transfer mechanisms (pyrolysis, sublimation, etc.). To obtain an adequate tool for the analysis of the flowfield of hybrid rocket burning classical non-liquefying fuels, CFD codes should take into account spatially-varying heat flux, surface temperature, and fuel regression rate, realistic surface multispecies mass and energy balances, thermal soak into the fuel grain, radiative energy exchange, and finite-rate Arrhenius kinetics for fuel pyrolysis modeling or, in the case of commercial solvers, a number of user-defined functions need to be built and integrated in the numerical framework [8,14,20]. In the most general case, an in-house code has to be used.

The goal of this study is the high-fidelity simulation of the internal ballistics of a hybrid rocket, including the pre- and post-combustion chamber and nozzle. The reference configuration was a 1-kN-class lab-scale hybrid rocket tested at the University of Naples “Federico II” and equipped with an axial subsonic injector nozzle that feeds gaseous oxygen into the port of High-Density Polyethylene (HDPE) grains. With such an injector arrangement, the regression rate results in being appreciably larger than what expected from the literature [21], in particular at the very low mass fluxes (around 10 kg/m²·s) that exhibit a 2.4-fold increase [18]; it also shows a lower dependence on the mass flux, and at a given mass flux, an increase with the port diameter is achieved. Furthermore, combustion efficiency and motor stability are both favored.

The numerical simulations presented here were carried out by solving the Reynolds-averaged Navier-Stokes equations for multicomponent, single-phase, turbulent reacting flows [22,23], including the sub-models required in order to describe the homogeneous combustion in the gaseous phase, the radiative energy exchange, and the gas–surface interaction in the combustion chamber (fuel pyrolysis model) for HDPE grains. The in-house computational tool used for the simulations, and its gas–surface interaction capability has been validated for high-speed re-entry flows [24], for the analysis of Hydroxyl-Terminated Polybutadiene (HTPB) fuel grains [3,4,25], and for hybrid rocket nozzle thermal protection systems’ ablation [3,19,26]. Recent literature works focusing on HDPE fuel grains in hybrid rockets either used commercial CFD tools with user-defined functions to compute the fuel mass flux as a function of the wall heat flux [8,14] or in-house CFD code [15] with imposed fuel mass flux using the mean regression rates measured during the firing test. Thermal radiation was not taken into account in [14,15]. Interestingly, the work in [8] showed that the regression rate was underestimated by 30% for high-density polyethylene grains when radiative heat exchange was not accounted for. The authors concluded stating that no clear information exists regarding the relative importance of radiative heat flux with respect to the convective one for HDPE grains at relatively low
gaseous oxygen mass fluxes. The current work also aims at providing some insight into the effect of thermal radiation for HDPE regression rate predictions. Two main contributions to the field of hybrid rocket internal ballistics numerical simulation are addressed in this paper: First, a sensitivity analysis of the regression rate and chamber pressure to the pyrolysis models for HDPE available in the literature is carried out, highlighting the main effect of the heat of pyrolysis against the much lower influence of the pyrolysis kinetics parameters, leading to the conclusion that the former has a key role in the correct motor performance prediction. Second, an evaluation of the possible contribution of the radiative energy exchange between combustion gases and the solid fuel on the regression rate calculation, which is often neglected in simulations, is conducted with a novel approach, showing that radiation seems to play a significant role, especially with low oxidizer mass fluxes. This represents a first step towards a complete modeling of radiative contribution, which should also include emission from soot particles.

2. Theoretical and Numerical Model

The study of HRE flowfields requires a suitable modeling of the motor internal ballistics including both gas–surface interaction (fuel pyrolysis) and gas phase reactions’ (pyrolyzed fuel and oxidizer combustion) sub-models. Concerning the former aspect, a detailed gas–surface interaction sub-model based on surface mass and energy balances for fuel pyrolysis, including thermal radiation exchange and finite-rate Arrhenius kinetics, was coupled with a chemically-reacting three-dimensional CFD code and a gray/non-scattering two-dimensional axisymmetric radiation code.

The CFD tool is a finite-volume solver for three-dimensional compressible multicomponent turbulent reacting flows [22,23], with temperature-variable thermodynamic and transport properties. The thermodynamic properties of individual species were approximated by seventh-order polynomials of temperature, while the transport properties were approximated by fourth-order polynomials [27]. Mixture properties for viscosity and thermal conductivity were derived from Wilke’s mixing rule [28]. The species diffusion model was based on a single effective diffusion coefficient obtained assuming a constant Schmidt number. The Spalart–Allmaras one-equation turbulence model [29] was used to compute the turbulent viscosity. The turbulent thermal conductivity and the turbulent species diffusivity were computed from the turbulent viscosity, the specific heat at constant pressure, and the turbulent Prandtl and Schmidt number. The gas-phase chemistry was modeled assuming a zero-dimensional, perfectly-stirred reactor model. The numerical code solved the time-dependent conservation equations of species, mass, momentum, and energy for the chemical nonequilibrium flowfield by adopting a standard finite-volume Godunov-type formulation. It used multi-block structured meshes and was second-order accurate in space. An explicit Runge–Kutta integration scheme was adopted to advance in time the ordinary differential equation system, resulting from the time-discretization.

Radiation energy exchange from the hot combustion gases to the pyrolyzing fuel surface was accounted for through a separate code for generic axisymmetric gray/diffuse boundaries and inhomogeneous gray/non-scattering media, based on the Discrete Transfer Method (DTM) [30]. The equations of the problem under scrutiny were written in finite form by discretizing the solid angle, at each node, and the path length, for each ray. The discretized equations were then integrated by means of a summation over the whole path length along each ray, in order to evaluate the corresponding radiative intensity, and over the whole solid angle at each surface node location, to evaluate the associated radiative wall heat flux. Finally, the field and wall local state parameters needed by the radiation tool were retrieved from the CFD simulations, with which the DTM computations were coupled. A suitable geometric ray-tracing procedure was also implemented in the DTM radiation code.

2.1. Gas-Surface Interaction Model for Pyrolyzing Fuels

To complete the formulation of the theoretical model, suitable boundary conditions that describe the physics of the surface phenomena must be specified at the gas–surface interface (i.e., “wall”).
Such wall boundary conditions that are applicable to pyrolyzing fuels (such as HDPE) are detailed in the following.

Assuming that no material is being removed in a condensed phase (either solid or liquid), then the general conservation equations at the gas–surface interface over a pyrolyzing fuel wall can be written as follows [31]. The overall surface mass balance is:

\[
\dot{m}_b = (\rho v)w = \rho_s \dot{r}
\]

where \( \dot{m}_b \) is the overall mass flux of the injected fuel pyrolysis products per unit area of the wall surface, \( \rho_v \) and \( v \) are the mixture gas density at the wall and its normal-to-wall bulk velocity component, and finally, \( \rho_s \) and \( \dot{r} \) are the solid fuel density and its regression rate, respectively. The surface mass balance for each generic species is:

\[
\rho D_{im} \frac{\partial y_i}{\partial \eta} + \dot{\omega}_i = (\rho v)w y_i \quad i = 1, 2, \ldots, N
\]

where \( D_{im} \) is the \( i \)-th species-to-mixture effective diffusion coefficient, \( y_i \) the gas phase mass fraction of the \( i \)-th species at the wall, \( N \) the total number of species, \( \dot{\omega}_i \) is the rate of production per unit surface area of gas-phase species \( i \) due to fuel pyrolysis, and \( \eta \) is the coordinate axis normal to the surface and oriented from the solid to gas. The overall surface energy balance is:

\[
k \frac{\partial T}{\partial \eta} + \sum_{i=1}^{N} h_i \rho D_{im} \frac{\partial y_i}{\partial \eta} + \dot{\omega}_i h_s + \dot{q}_{rad,abs} = \dot{m}_b h_w + \dot{q}_{cond} + \dot{q}_{rad,em}
\]

where \( h_w \) represents the enthalpy of the gas mixture at the wall, \( h_i \) the enthalpy of the single gas species at the wall temperature, \( h_s \) the enthalpy of the solid fuel grain at the wall temperature, \( k \) the gas mixture thermal conductivity, \( T \) the gas temperature, and \( \dot{q}_{cond} \) the solid conduction heat flux inside the fuel grain. Note that the term \( \dot{m}_b h_s \) represents the energy flux entering the surface due to fuel grain regression. Finally, radiation emitted from the hot combustion products and absorbed by the fuel grain, as well as emitted radiation from the fuel surface were included in the surface energy balance, Equation (3). The terms \( \dot{q}_{rad,abs} \) and \( \dot{q}_{rad,em} \) represent the absorbed and emitted radiation from the fuel grain surface, respectively. The absorbed radiative heat flux, which is the radiative heat flux coming from the gas and absorbed by the wall, is:

\[
\dot{q}_{rad,abs} = \alpha_w \dot{q}_{rad} = \epsilon_w \dot{q}_{rad}
\]

where \( \dot{q}_{rad} \) represents the incident radiative heat flux that is evaluated from the radiation model. Note that, according to Kirchhoff’s law, the wall absorptivity \( \alpha_w \) is equal to the wall emissivity \( \epsilon_w \). The emitted radiative heat flux, which is the radiative heat flux emitted from the wall because of its temperature \( T_w \), can be expressed as:

\[
\dot{q}_{rad,em} = \epsilon_w \sigma T_w^4
\]

where \( \sigma \) is the Stefan–Boltzmann constant, \( \sigma = 5.67 \times 10^{-8} \text{ Wm}^{-2} \cdot \text{K}^{-4} \).

As concerns the energy transfer into the solid fuel, it was assumed that the heat conduction was dominant in the direction normal to the fuel surface. Although axial temperature gradients certainly existed along the fuel surface, they were generally small if compared with those in the radial direction due to the negligible temperature variation along the fuel surface. Hence they could be assumed to represent a second-order effect. In a local coordinate system that is moving with the receding fuel surface, the steady-state conduction term \( \dot{q}_{cond}^{ss} \) can be expressed as:

\[
\dot{q}_{cond}^{ss} = k_s \frac{\partial T_s}{\partial \eta} = \rho_s c_s (T_w - T_{si}) = \dot{m}_b c_s (T_w - T_{si})
\]
where \( c_s \) and \( k_s \) indicate the fuel heat capacity per unit mass and the fuel thermal conductivity, respectively, and \( T_w \) and \( T_{si} \) are the fuel grain wall temperature and initial temperature, respectively. It is worth noting that the steady-state conduction heat flux, Equation (6), is affected by the fuel specific heat, but not by its thermal conductivity, which only influences the in-depth fuel grain temperature profile. The steady-state assumption appears as a reasonable approximation as long as the thermal lag in the solid phase is sufficiently short, which actually occurs in the hybrid rocket operating conditions to be simulated, i.e., moderately high fuel regression rates and low fuel thermal diffusivity.

The surface energy balance equation can be recast using Equation (2), in order to emphasize the contributions due to convection from the gas phase, net radiation, pyrolysis surface reactions, and conduction into the solid fuel grain by recalling that, by the definition of the mixture enthalpy at the wall, \( h_w = \sum_{i=1}^{N} y_i h_i \):

\[
\frac{k}{\partial \eta} \frac{\partial T}{\partial \eta} + \epsilon_w (\dot{q}_{\text{rad}} - \sigma T_w^4) = \sum_{i=1}^{N} \dot{\omega}_i h_i - \dot{m}_b h_s + \dot{q}_{\text{cond}} \tag{7}
\]

The chemical heat flux due to pyrolysis surface reactions can be expressed as:

\[
\dot{q}_{\text{chem}} = \dot{m}_b \left( \sum_{i=1}^{N} \frac{\dot{\omega}_i}{\dot{m}_b} h_i - h_s \right) = \dot{m}_b \Delta h_p \tag{8}
\]

where the term between parentheses represents the heat absorbed by the pyrolysis surface reactions, and hence, it is the so-called heat of pyrolysis (more correctly, a heat of thermal degradation or depolymerization), \( \Delta h_p \). Note that, upon substitution of Equations (6) and (8) into Equation (7), one obtains the final form of the surface energy balance:

\[
\frac{k}{\partial \eta} \frac{\partial T}{\partial \eta} + \epsilon_w (\dot{q}_{\text{rad}} - \sigma T_w^4) = \dot{q}_{\text{conv}} + \dot{q}_{\text{rad,net}} = \rho_s \hat{r} \left[ \Delta h_p + c_s (T_w - T_{si}) \right] \tag{9}
\]

which, by defining \( h_v = \left[ \Delta h_p + c_s (T_w - T_{si}) \right] \) as the effective heat of gasification of the solid fuel, coincides with the classical regression rate expression derived by Marxman and Gilbert [32]:

\[
\hat{r} = \frac{\dot{q}_{\text{conv}} + \dot{q}_{\text{rad,net}}}{\rho_s h_v} \tag{10}
\]

which shows that the fuel regression rate is proportional to the incoming heat flux (convective plus radiative) and is inversely proportional to the fuel density and its effective heat of gasification.

At each time step, the gas–surface interface boundary condition iteratively solves the overall mass balance, Equation (1), the species mass balance, Equation (2), and the energy balance, Equation (7), in order to compute the mixture composition at the fuel surface, the injected pyrolysis mass flux, and the wall temperature of the fuel grain.

2.2. HDPE Pyrolysis Model

The rate of production per unit surface area of gas-phase species \( i \), \( \dot{\omega}_i \), appearing in Equations (2) and (7), has to be estimated based on the fuel pyrolysis model. The kinetics and energetics of fuel thermal degradation can be investigated with various experimental techniques, such as thermogravimetry, typically under much lower heating rates than those of hybrid propulsion. In particular, these techniques have been applied to HDPE, a fuel often considered for application to lab-scale hybrid motors with simple perforations. Surface regression (often called linear pyrolysis) experiments have been performed by different authors [33–36] in order to measure the regression rate and the surface temperature of the fuel, as well as its heat of pyrolysis (or of degradation). Under the effect of an external heating source, the fuel grain is subjected to an abrupt temperature rise and,
only very close to the surface, undergoes a thermal decomposition into gases [37]. The fuel grain thermal behavior is usually separated in two zones: the conduction zone, where heat is penetrating into the fuel, and the superficial degradation zone, where the fuel thermal degradation occurs. The latter is typically more than one order of magnitude smaller than the former. According to Lengelle [37], assuming a first-order reaction, the superficial degradation zone is described by the conservation of the non-degraded (virgin) material along the material thickness, $x$, as:

$$\rho_s \frac{dY_p}{dx} = \rho_s Y_p A \cdot \exp\left(-\frac{E_a}{RT_w}\right)$$  (11)

where $Y_p$ is the mass fraction of the virgin polymer. The terms $A$ and $E_a$ are the pre-exponential factor (in sec$^{-1}$) and the activation energy (in kJ/mol) of the fuel pyrolysis law, respectively, and $R$ is the universal gas constant. With the details of the complete explicit calculation given by Lengelle [34], the relation between fuel regression rate and surface temperature is obtained,

$$\dot{r} = \sqrt{\frac{A \cdot \exp(-E_a/RT_w)}{E_a/RT_w}} a_s R^2$$  (12)

with $a_s$ being the fuel thermal diffusivity and $R$ being a non-dimensional regression rate of the form:

$$R^2 = \frac{1}{[-\ln(Y_{pw})(1 - T_s/T_w + \Delta h_p/c_s T_w) - \Delta h_p/c_s T_w]}$$  (13)

Equation (12) expresses that as the regression rate increases, the surface temperature has to increase in order to accelerate the degradation process to allow for the complete decomposition of the material into gases. The term $Y_{pw}$, i.e., the mass fraction of the virgin polymer at the fuel surface, was assumed to be 0.01. Equation (12) can be expressed in the form:

$$\dot{r} = \hat{A} \cdot \exp(-E_a/2RT_w)$$  (14)

with:

$$\hat{A} = R \sqrt{\frac{Aa_s}{E_a/RT_w}}$$  (15)

where the term $\hat{A}$ is expressed in m/s and is varying with temperature. A simpler Arrhenius-type pyrolysis law of the form:

$$\dot{r} = \bar{A} \cdot \exp(-E_a/2RT_w)$$  (16)

is often used for correlating the regression rate with surface temperature [38,39], where the term $\bar{A}$ represents the Arrhenius pre-exponential constant obtained from curve fitting of experimental data. Arrhenius-type pyrolysis laws of the form of Equation (16) can be obtained for various fuel formulations by plotting the fuel regression rate (in millimeters per second) vs. the reciprocal surface temperature $1/T_w$ (in degrees Kelvin). Experimental sets of data generally follow the same trend and fit quite well to a single straight line on the semilog plot represented by the Arrhenius-type expression of the form of Equation (16) [40]. Note that Equation (16) is given in the form of the pyrolysis law based on bulk kinetics (Equation (14)) where the term $E_a/2$ represents the value of the activation energy of the Arrhenius-type data fit [40]. The values assumed for these coefficients are reported in Table 1, according to [34]. Note that, because of the large value of the activation energy $E_a$ (Table 1), relevant regression rate changes can be generated with minor changes of the fuel surface temperature.

In this work, as a single one-step irreversible Arrhenius-type equation was adopted to model $\dot{r} = \dot{m}_b/\rho_s$, it was assumed that the only pyrolysis product of HDPE was the monomer ethylene ($C_2H_4$).
Table 1. Arrhenius rate constants from curve fitting for HDPE [34].

| Surface Reaction | $\dot{A}$, m/s | $E_a$, kJ/mol |
|------------------|-----------------|--------------|
| HDPE $\rightarrow$ C$_2$H$_4$ | $4.78 \times 10^3$ | 251.04 |

Hence, according to [6], the species production rate per unit surface area, $\dot{\omega}_i$, is equal to $\dot{m}_b$ for the species C$_2$H$_4$, while it is equal to zero for all the remaining gaseous species. As concerns the heat of pyrolysis, it could be directly evaluated from Equation (8); nevertheless, since the assumption that the pyrolysis gas is only composed by the monomer ethylene is necessarily an approximation, here, the heat of pyrolysis was rather derived from the available experimental data. According to [34], a value of 2.72 MJ/kg was assumed for the heat of pyrolysis of HDPE. All the HDPE properties used for the simulations are listed in Table 2.

Table 2. HDPE properties [34].

| Density $\rho_s$ | Specific Heat $c_s$ | Thermal Conductivity $k_s$ | Heat of Pyrolysis $\Delta h_p$ |
|-----------------|---------------------|---------------------------|------------------|
| kg/m$^3$        | J/(kg·K)            | W/(m·K)                   | MJ/kg            |
| 960             | 1255.2              | 0.1549                    | 2.72             |

Note that, although ethylene was assumed to be the only pyrolysis product, the gaseous mixture at the fuel surface was not solely composed of C$_2$H$_4$, as the other gaseous species (i.e., oxygen and the combustion gases) can actually reach/leave the surface due to diffusion and convection induced by wall blowing, as shown in Equation (2). The gaseous mixture composition at the HDPE surface, in fact, can be determined by solving the species surface mass balance, Equation (2), coupled with the surface energy balance, Equation (7), to guarantee that the correct amount of gaseous fuel is injected into the flowfield from the grain surface.

2.3. Gas Phase Reactions

Finite-rate gas phase reactions were modeled using a global reaction mechanism, because detailed chemical kinetics mechanisms [41] would include several species and many reactions and would be, on the one hand, computationally intensive and, on the other hand, beyond the scope of the present study, whose major purpose is to focus on the gas–surface interaction and its coupling with the internal ballistics. Therefore, gas phase reactions were modeled using a simplified two-step global reaction mechanism. Within this mechanism, the first irreversible global reaction step involved C$_2$H$_4$, the fuel pyrolysis product, and molecular oxygen to form CO and H$_2$O and was considered first-order in both the fuel and oxidizer. The second global step was reversible and accounted for the formation of CO$_2$.

\[
\begin{align*}
\text{C}_2\text{H}_4 + 1.5\text{O}_2 & \Rightarrow 2\text{CO} + \text{H}_2\text{O} + \text{H}_2 \\
\text{CO} + 0.5\text{O}_2 & \Leftrightarrow \text{CO}_2
\end{align*}
\]

(17)

(18)

According to [5,42], the net reaction rates of these two global steps can be expressed as follows, where [-] indicates the species concentration:

\[
\begin{align*}
\dot{w}_1 &= k_f_1[C_2H_4][O_2] \\
\dot{w}_2 &= k_f_2[CO][H_2O]^{0.5}[O_2]^{0.25} - k_b[C_2O][H_2O]^{0.5}[O_2]^{-0.25}
\end{align*}
\]
The resulting rates of production and destruction of species \( i \) per unit volume, \( \dot{w}_i \), were obtained from the net reaction rates, \( \dot{w}_j \), and the reaction stoichiometry:

\[
\begin{align*}
\dot{w}_{C_2H_4} &= -MC_{2H_4}\dot{w}_1 \\
\dot{w}_{O_2} &= MO_2\{-1.5\dot{w}_1 - 0.5\dot{w}_2\} \\
\dot{w}_{CO} &= MCO\{2\dot{w}_1 - \dot{w}_2\} \\
\dot{w}_{H_2O} &= MH_2O\dot{w}_1 \\
\dot{w}_{H_2} &= MH_2\dot{w}_1 \\
\dot{w}_{CO_2} &= MCO_2\dot{w}_2
\end{align*}
\]

where \( M_\cdot \) is the molar mass of the generic species indicated as the subscript. The forward and backward reaction rates, \( k_f \) and \( k_b \), for the two reaction steps are expressed as Arrhenius functions in the usual form \( k = A_k T^{n_k} \exp\left(-\frac{E_{a_k}}{RT}\right) \), where the values of the constants used in this work are tabulated in Table 3.

### Table 3. Reaction rate constants for global reactions (17) and (18).

| Reaction Rate | \( A_k \) | \( n_k \) | \( E_{a_k}/R_k \) K |
|---------------|-----------|-----------|---------------------|
| \( k_f_1 \) [5] | \( 4.9486 \times 10^9 \) | 0.0 | 15200 |
| \( k_f_2 \) [42] | \( 2.2400 \times 10^6 \) | 0.0 | 5032.7 |
| \( k_b \) [42] | \( 1.1000 \times 10^{13} \) | -0.97 | 39456.5 |

The first global step rate constants were taken from the work of [5], while the second step was taken from [42], which is a modified version of the reaction used in [5,6] to account for oxy-fuel combustion conditions.

### 2.4. Radiation Model

The radiation heat flux is usually recognized to play a role in determining the fuel regression rate, especially when burning either metalized or carbon black solid fuels. Furthermore, according to [39], in addition to convection, radiation from soot and variable fluid properties across the boundary layer can have significant effects on the regression rate, even with pure polymers. Radiation from the gas phase is, instead, typically considered smaller than convection and soot radiation. Despite soot radiation being generally considered more important than radiation from combustion products in the gaseous phase, soot radiation modeling still involved much more uncertainties than gas radiation modeling. For this reason, as a first step towards complete modeling of radiative heat flux for the present gas–surface interaction model, only the radiative contribution from hot gases was taken into account and discussed. Marxman and Gilbert [32] and Muzzy [43] proposed the first fuel regression model incorporating the effect of the radiative heat flux of the gas phase to the wall. By means of their boundary layer diffusion-controlled regression theory, they showed that a small radiation heat flux would not significantly affect the regression rate for the well-known convective heat transfer blockage due to the increased fuel blowing. As expected, the radiation contribution grows with the engine scale, i.e., with fuel port diameter. However, it has been established that the radiant heat flux is relatively more significant under low mass flux and low oxidizer-to-fuel ratio conditions. Here, a separate model for the calculation of the radiation heat flux from the gas phase is presented. The basic hypotheses adopted include gray/diffuse wall and gray/non-scattering medium. The gray/diffuse wall assumption was deemed acceptable since thermal radiation from the wall is not a major contribution. The gray/non-scattering medium assumption, on the other hand, allows us to reduce the computational time enormously, thanks to a spectrally-averaged treatment. It was also assumed that the radiation energy exchange did not affect the flowfield significantly [44,45], a hypothesis that is justified in view of the relatively small weight (1% at most for the analyzed test
cases) of total power lost through heat transfer and the radiative one in particular, as compared to the thermal power generated within the thrust chamber. This assumption reasonably allows avoiding the calculation of the radiative heat flux at each cell volume in the flowfield and, hence, to neglect its contribution to the energy conservation equation. The radiative heat flux was therefore only evaluated at selected nodes on the wall boundary.

The incident radiative wall heat flux, \( q_{\text{rad}} \), reaching a specific wall location and coming from other wall locations through the gas and from the gas, is defined by the following integral expression of the radiative intensity at the wall, \( I_{\text{w}} \), over the hemispherical solid angle that is facing the incoming radiation, \( \Omega \):

\[
q_{\text{rad}} = \int_{2\pi} I_{\text{w}} \sin \theta \, d\Omega = \int_0^{2\pi} \int_0^\pi I_{\text{w}} \sin \theta \cos \theta \, d\theta 
\]

(19)

The radiative intensity at the wall from each generic line-of-sight can be computed by integrating the Radiative Transfer Equation (RTE) along the entire radiation path length. The RTE represents the balance of the radiative intensity along a generic direction, including contributions due to emission/absorption and, potentially, in-/out-scattering. Under the hypothesis of gray/non-scattering medium, it reduces to the form:

\[
\frac{dI}{ds} = j - \kappa I = \kappa \frac{I_b}{\pi} - \kappa I
\]

(20)

where \( j \) is the power emitted from the gas per unit volume, which can be expressed as proportional to black-body radiative intensity \( I_b = \sigma T^4 / \pi \) through a proportionality constant for emission, which is the same as the absorption coefficient \( \kappa \).

The RTE formal solution is then given by:

\[
I_{\text{w}} = I_{\text{w},0} \exp \left( - \int_{s_0}^{s_0} \kappa ds \right) + \int_{s_0}^{s_{\text{w}}} j \exp \left( - \int_{s_0}^{s'} \kappa ds \right) ds
\]

(21)

where it was assumed that the line-of-sight is originating from another wall point. The radiative intensity \( I_{\text{w}} \) reaching a generic wall point from a given line-of-sight was hence due to the contributions \( I_{\text{w},0} \) from the origin of the line-of-sight and \( j \) from each point in the medium along the line-of-sight. The exponential terms account for the radiation absorption by the medium from the origin (first term in Equation (21)) and through the medium itself (second term in Equation (21)). Equations (19) and (21) require the knowledge of the radiative intensity at the origin, \( I_{\text{w},0} \), and of the absorption coefficient, \( \kappa \), in order to be solved.

The radiative intensity at the origin, under the hypothesis of a gray/diffuse wall, is evaluated as:

\[
I_{\text{w},0} = \frac{\epsilon_{\text{w},0} \sigma T_{\text{w},0}^4 + r_{\text{w},0} q_{\text{rad},0}}{\pi}
\]

(22)

taking into account both the radiative intensity that is emitted and reflected by the wall at the line-of-sight origin, where surface emissivity and reflectivity are \( \epsilon_{\text{w},0} \) and \( r_{\text{w},0} \), respectively. Assuming the wall as opaque, the radiation balance yields the relation \( r_{\text{w}} + \epsilon_{\text{w}} = 1 \) between reflectivity and absorptivity. Since such a boundary condition also depends on the radiative heat flux reflected by the wall, which in turn depends on the incoming radiative heat flux, \( q_{\text{rad},0} \), an iterative procedure is hence required for the more general case of gray reflecting walls.

The absorption coefficient of the gas mixture was derived by means of a global model, which is typically used for high-temperature combustion gas mixtures under vibrational equilibrium conditions,

\[
\kappa = p \sum_{i=1}^{N_{\text{rad}}} X_i \kappa_{p,i}
\]

(23)
indicating that the absorption coefficient of radiative energy is proportional to the pressure, $p$, and to the absorption coefficients of the $N_{\text{rad}}$ participating species, weighted with their molar fraction, $X_i$. In particular, water vapor, carbon monoxide, and carbon dioxide [46,47] are the most relevant species in the process of thermal radiation exchange. The present absorption coefficients, also known as Planck-mean absorption coefficients, were averaged over the whole wavelength spectrum. Their temperature dependence was given up to 5000 K and at atmospheric pressure in [48], by fitting and extending the curves reported in [46,47]. This model is adopted here, although not explicitly accounting for high-pressure effects, admittedly leaving some uncertainty, which is deemed of a weight comparable to those implied by other aspects of the model.

In the present work, the RTE was integrated by DTM using an in-house software for generic inhomogeneous gray/non-scattering media and axisymmetric gray/diffuse boundaries. The software was suitably developed and validated in [49,50].

3. Motor Configuration and Firing Tests

A basic description of the lab-scale motor and of the test facility that was employed to carry out the firing tests referred to in this work is reported here; more exhaustive data can be found in [51].

The lab-scale rocket had an axisymmetric combustion chamber; the main dimensions needed in the numerical simulations are reported in Figure 1 for the sake of the reader’s convenience. Several static firings were performed with this motor configuration using HDPE grains. All the experimental firing test data used in this paper were obtained with an axial injector configuration that employs a subsonic converging conical nozzle whose exit diameter was 8 mm. A stainless steel pre-chamber and a thermally insulated aft-mixing chamber were arranged upstream and downstream of the fuel grain, respectively. Gaseous oxygen was supplied to the motor feeding line through a pressure regulator and was measured by means of a calibrated Venturi tube. A water-cooled conical converging-diverging nozzle made of copper alloy with a 2.4 expansion ratio and a 16 mm throat diameter ensured long-duration firings without throat erosion. Chamber pressure was measured by using two capacitive transducers arranged in the pre-chamber and in the aft-mixing chamber.

![Figure 1. Lab-scale hybrid rocket engine schematic.](image)

Cylindrical HDPE grains with a single circular port were employed with a fixed length, and four different initial inner diameters (16, 25, 50, and 75 mm) were used to achieve a wide range of grain length to diameter ratios and of average mass fluxes at a limited expense of oxidizer mass flow rate (the maximum achievable oxygen flow rate being 350 g/s). The selected experimental test cases that were used for model sensitivity analysis and validation in this work are summarized in Table 4, which indicates the average parameters measured over the different firing tests. More details can be found in [51]. The firing test parameters were derived as follows.
Table 4. Firing test average experimental results (HDPE) [51].

| Test No. | t_b, s | \( \dot{G}_{ox}, \text{kg/m}^2\cdot\text{s} \) | \( \hat{D}_2, \text{mm} \) | \( \hat{r}, \text{mm/s} \) | \( p_c, \text{bar} \) | O/F |
|----------|--------|---------------------------------|-----------------|-----------------|-----------------|---|
| 2        | 54.9   | 27.68                           | 75.84           | 0.47            | 17.07           | 2.05 |
| 4        | 43.0   | 87.14                           | 43.48           | 0.64            | 15.84           | 2.70 |
| 9        | 31.5   | 28.41                           | 89.84           | 0.47            | 22.91           | 2.50 |
| 10       | 21.2   | 126.00                          | 42.33           | 0.82            | 20.52           | 3.02 |
| 13       | 26.2   | 28.19                           | 60.04           | 0.38            | 10.22           | 2.05 |
| 18       | 44.1   | 78.07                           | 40.32           | 0.55            | 11.94           | 2.64 |
| 19       | 44.3   | 54.03                           | 47.19           | 0.50            | 11.26           | 2.37 |

The time- and space-averaged fuel regression rate was calculated via the fuel-mass loss method:

\[
\hat{r} = \frac{\bar{m}_f}{\rho_s \pi DL}
\]  

where \( \bar{m}_f \) represents the time-averaged fuel mass flow rate that is obtained by dividing the measured fuel mass loss, \( \Delta M \), by the burning time, \( t_b \):

\[
\bar{m}_f = \frac{\Delta M}{t_b}
\]  

The time-averaged (over the entire burning) port diameter, \( \hat{D}_2 = (D_0 + \hat{D}_2)/2 \), was computed from the initial port diameter, \( D_0 \), and the space-averaged final one, \( \hat{D}_2 \). \( \hat{D}_2 \) was determined by means of the consumed fuel mass as follows:

\[
\hat{D}_2 = \sqrt{D_0^2 + \frac{4\Delta M}{\pi \rho_s L}}
\]

The determination of the burning time, \( t_b \), derived from the pressure-time trace, following a well-assessed procedure [51].

Finally, the time- and space-averaged mass flux was computed based on the average port diameter and the time-averaged mass flow rate (either the oxidizer or the total one):

\[
\bar{G} = \frac{4}{\pi} \frac{\bar{m}}{\hat{D}_2^2}
\]

This averaging definition was demonstrated to be the most accurate and reliable in describing the classical power law of the regression rate over mass flux [52].

4. Domain Discretization and Boundary Conditions

In order to simulate the motor operating conditions and predict the internal ballistics in terms of motor regression rate and chamber pressure that were experimentally measured, the flow domain was discretized into a grid. The computational domain analyzed represented a simplified geometrical representation of the physical domain in which the pre-chamber, the fuel grain, and the post-chamber were all schematized with a constant cross-section (see Figure 2). Based on the available experimental data, the inflow boundary condition enforced the oxidizer static temperature and mass flow rate. More specifically, a single value for the oxygen inflow temperature \( (T = 300 \text{ K}) \) was imposed in all simulations, whereas different values for the oxygen mass flow rate were enforced according to the firing test (see Table 4). It is worth noting that the oxidizer mass flow rate was controlled by the choked Venturi injector and was held constant during the firing, regardless of the grain diameter and chamber pressure variations over time. The pyrolysis gas that was injected from the fuel wall was \( C_2H_4 \), and its amount was determined first by iteratively solving Equation (7) for the wall temperature and, then,
by updating the gaseous chemical composition at the grain surface through Equations (2) and (16). Incoming net radiative heat flux was computed from the DTM radiation code as a post-processing of the CFD solution. The CFD code and radiation code were coupled until convergence was reached. Some iterations between the two codes were required to reach convergence as the radiation computed by the DTM code affected the fuel regression rate, which, in turn, affected the CFD solution. All the simulation presented here were axisymmetric and at the steady-state condition reached by iterating in time until the residuals dropped by five orders of magnitude. For each value of enforced inflow oxygen mass flow rate, the CFD solution provided a prediction of the fuel regression rate axial distribution (from the surface balances), as well as of the chamber pressure value in the motor arising from the choked condition at the nozzle throat. Hence, the chamber pressure level attained in the chamber depended on both the fuel mass flow rate and the mixing and combustion process.

Figure 2. Numerical grid schematic (not to scale).

Figure 2 shows the numerical grid for Firing Test #10 (see Table 4) at the average port diameter condition. An enlargement of the injection region is also shown that highlights the adopted grid refinement needed to capture the strong recirculation region induced by the axial injector. The computational domain was divided into $170 \times 60$ grid volumes in the axial and radial directions, respectively. Volume cells were clustered towards the surface so as to ensure a value of $y^+$ of about one at the wall-adjacent cell to accurately describe the boundary layer up to the wall all along the motor length. The dimension of the wall-adjacent cell at the fuel surface was of the order of 10 $\mu$m. Additional axial clustering of cell volumes was placed in the region near the grain leading and trailing edges, as well as in the nozzle region. In the numerical simulations, the details of the leading- and trailing-edge regions of the fuel and the corresponding pre- and post-chamber cavities were omitted. Those simplifications of the actual geometrical details (Figure 1) allowed a reasonable computational time and accuracy in order to perform parametric analyses. A grid sensitivity analysis and a grid convergence analysis was carried out to ensure that the results were grid independent and to assess that the grid size and refinement was sufficient to obtain an accurate solution, respectively. A finer $340 \times 120$ mesh, made by doubling the grid volumes in both axial and radial directions with respect to the reference one, was also used for Firing Test #10. Results computed by the two grids showed a difference in the average chamber pressure and in the average regression rate of approximately 1% and 2%, respectively. Hence, the reference $170 \times 60$ grid was considered sufficiently refined for the present analysis.

5. Results and Discussion

For each experimental firing, which was characterized by a given oxygen mass flow rate (constant over the firing) and by an evolving port diameter due to the fuel regression, a single computation
was performed at the average port diameter (known from measurements and reported in Table 4) and enforcing the experimentally-determined oxygen mass flow rate. Performing a single numerical simulation for each experimental firing is indeed a simplification of the actual test condition as the port diameter inevitably changes during the burning time. However, previous results [4] have shown that the time- and space-averaged regression rate computed through several computations performed at different grain geometries (each corresponding to a specific phase of the burn) only deviates by a few percent from the space-averaged regression rate derived from a single simulation computed at the average port diameter. Hence we assumed, here and in the following, that the space-averaged values computed from the simulations carried out at the average port diameter were representative of time- and spatially-averaged values measured in the tests. Moreover, the oxidizer mass flux and the port diameter of each simulation, respectively indicated with $\bar{G}_{\text{ox}}$ and $\bar{D}$, were to be considered as averaged values. As an example, Figure 3 shows the resulting temperature field at the average port diameter of Firing Test #19 with an oxygen mass flow rate of 94.5 g/s. The simulation showed that the flowfield in the motor entrance region was dominated by a strong recirculation region generated by the oxidizer axial injection. This hot recirculation region was instrumental in enhancing fuel and oxidizer mixing and combustion. Figure 3 also shows the cold region ($<1000$ K) close to the motor axis in the proximity of the axial oxygen injector.

Before comparing the computed results in terms of predicted fuel regression rate and motor chamber pressure with respect to the experimental measurements, a thorough sensitivity analysis of the fuel pyrolysis model was performed.

5.1. Sensitivity Analysis of the Pyrolysis Model

In order to understand how the law of pyrolysis and the heat of pyrolysis used in the surface energy balance can affect the regression rate and chamber pressure prediction, a sensitivity analysis was performed. In fact, aside from the reference model presented in Section 2.2 (see Table 1), other pyrolysis models are available in the literature. Hence, before comparing the obtained predictions with the experimental measurements, it was important to quantify the effect of the fuel pyrolysis model uncertainties on such predictions. For such a study, Firing Test #19 was taken as the reference because of its intermediate port diameter (47.19 mm) and oxidizer mass flux (54.03 kg/m$^2$·s) with respect to the operating conditions of the considered firing tests (Table 4).

The laws of pyrolysis available in the literature are widely scattered because of significantly different pre-exponential constants and activation energies. At a given temperature, this leads to significantly different values of regression rate, as is shown in Figure 4, where five different laws of
pyrolysis are compared for HDPE fuel grain temperatures ranging approximately from 750 to 950 K. The five analyzed laws of pyrolysis were taken from different references in the open literature, and they were expressed either in the form of Equation (14) or in the form of Equation (16). In fact, when the pyrolysis reaction rates were obtained from thermogravimetric analyses, they were expressed in terms of reaction speeds with a pre-exponential factor $A$ in $\text{sec}^{-1}$, while the pre-exponential constant $\bar{A}$ of Equation (16) was expressed in $\text{m/s}$ and was obtained from curve fitting of surface regression experiments. When the form of Equation (14) was used, a pre-exponential term $\hat{A}$, which varied with temperature, could be computed from the pre-exponential factor, the fuel thermal diffusivity, and the non-dimensional regression rate from Equation (15).

![Figure 4. HDPE regression rate vs. temperature from various pyrolysis laws.](image)

Tables 5 and 6 list the activation energy and the pre-exponential constant (see Table 5) or the pre-exponential factor (see Table 6) for the different HDPE pyrolysis laws. As shown in Figure 4, a significant scattering was evidenced between the various laws. Note that the r5 pyrolysis law, according to its authors [36], was obtained with a very low heating rate of about 20 K/min that was several orders of magnitude lower than the heating rate of the fuel in actual hybrid rocket combustion chamber conditions, which was estimated to be around $10^5 \text{ K/s}$ [36]. For this reason, the r5 pyrolysis law was discarded from this analysis. The behavior of the r1, r2, and r3 laws showed a very similar slope (Figure 4) due to the fact that the activation energies were practically the same. Differently, the r4 pyrolysis law showed a significantly higher activation energy. Finally, although the regression rate of the r1, r2, r3, and r4 pyrolysis laws were comparable, they could show differences in $\dot{r}$ at the same temperature up to 40%. Therefore, it was of importance to analyze the effect of different activation energies and pre-exponential constants on the regression rate prediction in actual hybrid rocket conditions.

Starting from the reference law of pyrolysis r1 (blue curve in Figure 4), the following parameters were changed: first, the pre-exponential constant was modified by using the corresponding (lower) value from the law r2 (green curve in Figure 4), and second, the activation energy was modified by using the corresponding (higher) value from the law r4 (cyan curve in Figure 4). This was in order to analyze separately the effect of a change in each of the parameters $A$ and $E_a$ of the pyrolysis law.

Table 5. Activation energies and pre-exponential constants for different HDPE pyrolysis laws (Equation (16)).

| Pyrolysis Law | Source       | $\hat{A}$, m/s | $E_a$, kJ/mol |
|---------------|--------------|----------------|--------------|
| r1 (reference)| [34,51]      | $4.78 \times 10^3$ | 251.04       |
| r2            | [33]         | $2.68 \times 10^3$ | 251.20       |
Table 6. Activation energies and pre-exponential factors for different HDPE pyrolysis laws (Equation (14)).

| Pyrolysis Law | Source  | $A$, 1/s | $E_a$, kJ/mol |
|---------------|---------|----------|--------------|
| r3            | [34]    | $2.00 \times 10^{16}$ | 251.04       |
| r4            | [35]    | $4.80 \times 10^{22}$ | 349.00       |
| r5            | [36]    | $7.57 \times 10^{6}$ | 130.00       |

5.1.1. Sensitivity to the Pyrolysis Law Parameters

Figure 5 shows the effect of a 44% reduction in the pre-exponential constant (from $4.78 \times 10^3$ to $2.68 \times 10^3$ m/s) on both the fuel regression rate and the fuel temperature. Table 7 shows the results in terms of the space-averaged regression rate and motor chamber pressure.

Table 7. Computed average results for Firing Test #19 with the effect of a change in the pre-exponential constant, Case #19a.

| Firing Test | $\bar{p}_c$, Bar | $\bar{\dot{r}}_c$, mm/s |
|-------------|------------------|--------------------------|
| #19         | 9.78             | 0.320                    |
| #19a        | 9.69 (−0.9%)     | 0.316 (−1.3%)            |

Not surprisingly, once the widely-different pre-exponential constants were used in the gas–surface interaction wall boundary condition, very similar values of fuel regression rate were found, with a difference of the order of 1%. This was due to the fact that the wall temperature behaved as a compensating factor, while the regression rate was dominantly dictated by the incoming heat flux, Equation (10). In fact, when a lower pre-exponential constant was used, a higher wall temperature resulted from the energy balance (see Figure 5b), leading to a computed regression rate that remained practically unaffected (see Figure 5a). Thus, the pyrolysis process was certainly controlled by the heating of the fuel surface, with reaction kinetics only playing a minor role [32]. Hence, as shown in Figure 5 and in Table 7, the reduction in the pre-exponential constant of the pyrolysis law was almost completely compensated by the increased grain wall temperature (of the order of 30–40 K), leading to negligibly small variations of both regression rate and motor chamber pressure.

Figure 6 shows the effect of a 39% increase in the activation energy (from 251.04 to 349.00 kJ/mol) on both the fuel regression rate and the fuel temperature. Table 8 shows the results in terms of space-averaged regression rate and motor chamber pressure.

![Figure 5](image-url) Effect of the pre-exponential constant on the fuel regression rate and the fuel temperature: (a) fuel regression rate; (b) fuel temperature.
The effect of the increase of the activation energy was qualitatively similar to the effect of a decrease in the pre-exponential constant, although quantitative results were significantly different. As shown in Figure 6 and in Table 8, the increase in the activation energy was only partially compensated by the increased grain wall temperature, causing limited, but non-negligible variations of both the regression rate and chamber pressure. Although the analyzed percentage variations in the pre-exponential constant and activation energy were similar (44% and 39%, respectively), the effect of the activation energy on the overall results was much stronger than that of the pre-exponential constant, due to its exponential effect on the pyrolysis law. It must be stressed that the grain temperature increase was also much higher (of the order of 300–350 K) than in the previous case, thus causing a more significant reduction of the convective heat flux that translated into a regression rate reduction. Finally, it has to be noted that the present sensitivity analysis was carried out for the sake of investigation to understand the specific role of the two parameters ($A$ and $E_a$) of the pyrolysis law. However, pyrolysis laws should be obviously used taking all the relevant parameters from a single reference, avoiding mismatches between parameters taken from different data. Therefore, a direct comparison between r1 and r4 pyrolysis laws will be later presented. We conclude this sensitivity analysis highlighting the fact that both the pre-exponential constant and the activation energy had a direct effect on the grain wall temperature, while they were only mildly affecting the grain regression rate and, hence, the motor chamber pressure. This was especially true for the pre-exponential constant.

5.1.2. Sensitivity to the Heat of Pyrolysis

The last sensitivity that was analyzed, before comparing directly one complete set of pyrolysis law data to another complete set (r1 vs. r4), was the effect of the heat of pyrolysis, $\Delta h_p$. A significant scattering was found in the literature also for the heat of pyrolysis of HDPE. For such a reason, the heat of pyrolysis was reduced by an arbitrary amount of 30% with respect to the reference value (2.72 MJ/kg), listed in Table 2, in order to measure the direct effect of its change on the results in terms of regression rate and chamber pressure. The results presented in Figure 7 and Table 9 showed a strong
sensitivity to the value assumed for the heat of pyrolysis. A modest rise of the grain wall temperature (of the order of 6–12 K) was also found because of the increased available energy associated with the lower heat of pyrolysis. However, different from the two previous cases (#19a and #19b), the effect of the heat of pyrolysis on the grain wall temperature was minimal (of the order of 1%), while the effect on the fuel regression rate (and hence, on the chamber pressure) was definitely more pronounced (+21% on the regression rate).

Table 9. Computed average results for Firing Test #19 with the effect of a change in the heat of pyrolysis, Case #19c.

| Firing Test | $\bar{p}_c$, Bar | $\bar{\dot{r}}$, mm/s |
|-------------|-----------------|-----------------|
| #19         | 9.78            | 0.320           |
| #19c        | 10.37 (+6.0%)   | 0.387 (+20.9%)  |

Figure 7. Effect of the heat of pyrolysis on the fuel regression rate and the fuel temperature: (a) fuel regression rate; (b) fuel temperature.

This, again, confirmed that the regression rate was dictated by the energy balance at the grain surface and by the competition between incoming heat fluxes (convection and radiation) and outgoing heat fluxes (fuel pyrolysis and solid grain heating), as shown in Equation (10). A modification of the heat of pyrolysis without any change in the pyrolysis law (pre-exponential constant and activation energy), hence, caused a direct effect on the fuel regression rate, which was increased as the heat of pyrolysis was decreased and generated only a very limited effect on the grain temperature.

According to the results of the previous sensitivity analyses (Cases #19a, #19b, and #19c), it can be concluded that the heat of pyrolysis was the parameter most affecting the fuel regression rate, followed by the activation energy with a relatively weak effect, and the pre-exponential constant showing negligibly small variations.

5.1.3. Sensitivity to the Pyrolysis Law Dataset

This last sensitivity analysis was performed comparing directly one complete set of pyrolysis law data to another complete set (r1 in Table 5 vs. r4 in Table 6). The heat of pyrolysis $\Delta h_p$ associated with r1 law was 2.72 MJ/kg, and the corresponding average specific heat $c_v$ was 1255.2 J/(kg·K) [34], while the heat of pyrolysis associated with r4 law was 1.138 MJ/kg, and the corresponding average specific heat was 3428.5 J/(kg·K) [53]. For such a study, Firing Tests #2 and #10 were analyzed because they were characterized by the minimum and maximum oxidizer mass flux, respectively (see Table 4).

As shown in Table 10, the results in terms of the space-averaged regression rate and motor chamber pressure were moderately affected by a change in the adopted law of pyrolysis and associated
heat of pyrolysis. In conclusion, it can be stated that a significant dependence of the solution from the law of pyrolysis adopted was not evidenced, provided that each dataset was consistently taken from a single reference.

Table 10. Computed average results for Firing Tests #2 and #10 with the effect of a change in the pyrolysis law data (r1 vs. r4), Cases #2d and #10d.

| Firing Test | $\bar{p_c}$, Bar | $\bar{\dot{r}}$, mm/s |
|-------------|------------------|---------------------|
| #2 (r1)     | 12.78            | 0.248               |
| #2d (r4)    | 13.23 (+3.5%)    | 0.265 (+6.9%)       |
| #10 (r1)    | 16.26            | 0.541               |
| #10d (r4)   | 17.01 (+4.6%)    | 0.589 (+8.9%)       |

5.2. Comparison with Experimental Data

All the firing tests are considered in this section in order to understand the ability of the numerical setup to reproduce the experimental data in terms of fuel regression rate and motor chamber pressure. For such a comparison, at first, all simulations were performed neglecting radiative energy exchange and either imposing the experimental fuel regression rate or solving for the surface balances, which enabled the determination of the fuel temperature and regression rate as part of the flowfield solution. The corresponding deviation between measured and predicted data of chamber pressure and regression rate over all the firing tests are summarized in Figure 8, with both the imposed or calculated fuel regression rate. When the fuel regression rate was computed by solving the gas–surface interaction wall boundary condition (neglecting radiative energy exchange), results (see Figure 8a) indicated a quite evident underestimation of the averaged regression rate for all firing tests. This underestimation in the regression rate reflected more or less directly (depending on the average O/F ratio and on the corresponding theoretical $c^*$ of the firing test) an underestimation of the motor operating chamber pressure (see Figure 8b). In particular, the regression rate was underestimated between 31 and 47%, while the chamber pressure was underestimated between 13 and 25%. Table 11 shows the space-averaged results in terms of regression rate, chamber pressure, and convective heat flux when solving the gas–surface interaction wall boundary condition. It is important to underline here that the predicted chamber pressure was not only the result of the fuel regression rate, but also of the mixing and combustion process within the combustion chamber, which can strongly affect the characteristic exhaust velocity. Hence, a correct prediction of the fuel regression rate did not necessarily grant that the chamber pressure was correctly predicted. If the mixing and combustion processes were not correctly modeled, in fact, a mismatch between predicted and measured chamber pressure would result.

Since the previously discussed sensitivity analysis showed that the results could be affected by the law of pyrolysis adopted just for a few percentage points (less than 10% for regression rate and less than 5% for the chamber pressure), a study to evaluate the goodness of the combustion model was carried out. To check that the mixing and combustion processes were adequately modeled in the current approach, simulations for five firing tests (namely #2, #4, #10, #13, and #19) were computed by directly imposing the experimentally-measured averaged regression rate at the fuel boundary condition. Results are shown in Figure 8b in terms of motor chamber pressure and show that, once the experimentally-measured regression rate value was imposed in the simulation, a very good prediction of motor pressure (hence of the characteristic velocity) was obtained. This confirmed that mixing and combustion processes were correctly modeled, in fact, a mismatch between predicted and measured chamber pressure would result.

Nevertheless, when the fuel regression rate was predicted from the gas–surface interaction wall boundary condition, the averaged regression rate values from the various experimental firing tests were always underestimated (by 31% up to 47%). Considering the analyses that were carried out so far with respect to the fuel pyrolysis model uncertainties, it is clear that such a significant underestimation must be attributed to another source of error, as the absence of the radiative contribution to the wall heating. The regression rate general trend (Figure 8a), in fact, seemed to suggest the lack of radiation modeling,
whose effects are known to be more substantial at the lower oxidizer mass fluxes. Chiaverini et al. [38] showed that radiation effects are relevant for oxygen mass fluxes lower than \( \approx 160 \text{ kg/m}^2\text{·s} \) and for chamber pressures in the range 1.5–2.5 MPa or higher. The experimental conditions analyzed here were inside the indicated pressure range, and all fall well below the 160 kg/m\(^2\)·s for the oxygen mass flux, with three firing tests (#2, #13, and #9) reaching average values below 30 kg/m\(^2\)·s. Hence, the analyzed tests were expected to show significant radiation effects.

Table 11. Computed average results (gas–surface interaction w/o radiation).

| Test No. | \( \dot{r} \), mm/s | \( \tilde{p}_{\text{c}} \), Bar | \( \tilde{q}_{\text{conv}} \), MW/m\(^2\) |
|----------|----------------------|----------------------|----------------------|
| 2        | 0.25                 | 12.80                | 0.83                 |
| 4        | 0.42                 | 12.51                | 1.43                 |
| 9        | 0.28                 | 17.97                | 0.94                 |
| 10       | 0.54                 | 16.21                | 1.86                 |
| 13       | 0.22                 | 8.61                 | 0.75                 |
| 18       | 0.38                 | 9.91                 | 1.28                 |
| 19       | 0.32                 | 9.77                 | 1.07                 |

Figure 8. Comparison of computed values from simulations (with the calculated or imposed regression rate) with measured data from the experimental firings: (a) time- and space-averaged regression rates; (b) time-averaged chamber pressures.

5.3. Effect of Thermal Radiation Exchange

In order to analyze the effect of radiative energy exchange, CFD simulations were coupled to radiation heat transfer calculations to take into account the net incoming radiative heat flux to the fuel grain and its effect on the fuel regression rate, through Equation (10). A wall emissivity equal to 0.85 for the HDPE grain was assumed according to typical values for polymers exposed to flames. The wall and flowfield local conditions required by the radiative simulation were taken from the CFD solution, with which the radiative solution was coupled until convergence was attained. The resulting deviation between computed (with and without radiative energy exchange) and measured data of chamber pressure and regression rate over all the firing tests is summarized in Figure 9.

Table 12 shows the space-averaged results with coupled radiative energy exchange in terms of regression rate, chamber pressure, convective heat flux, and absorbed radiative heat flux. The larger port diameter firing tests (Firing Tests #2, #9, and #13) were those for which the absorbed radiative heat flux was larger than the convective heat flux, denoting the highly non-linear contribution from thermal radiation exchange for varying operating conditions. Moreover, it is worth noting that the results obtained with coupled thermal radiation exchange (see Table 12) showed a convective heat flux
that was lower than the corresponding case without radiation (see Table 11). This confirmed that, due to the well-known convective heat transfer blockage, the regression rate increase due to radiation was mitigated by a corresponding convective heat flux decrease, induced by the increased fuel blowing.

Looking at the numerical results obtained with the radiation modeling, the errors previously found without including thermal radiation were much mitigated. Despite a noticeable improvement with respect to previous solutions without radiation, the regression rate and chamber pressure for firing tests characterized by the largest port diameters (Firing Tests #2 and #9) were evidently overestimated when including thermal radiation. In particular, Firing Test #9 showed a large overestimation with respect to measured data on both the regression rate and chamber pressure data, requiring a deeper analysis of the port diameter effect on the net radiative heat flux to the grain surface. The rest of the analyzed tests, however, fell within a ±12% error on both regression rate and chamber pressure.

In particular, Figures 10 and 11 show the axial distributions of convective, radiative, and total heat flux together with the fuel regression rate for Firing Test #13 (for which $\dot{q}_{\text{rad, abs}}$ was larger than $\dot{q}_{\text{conv}}$) and for Firing Tests #18 (for which $\dot{q}_{\text{rad, abs}}$ was smaller than $\dot{q}_{\text{conv}}$), respectively. The results highlight the coupling between radiation and the blocking effect, showing a reduction of the convective heat flux when radiation was included in the calculation. However, the effect was much stronger in the first one-third of the grain as the extra fuel injection was increasing the overall mass flux in the port, hence counteracting the blockage effect toward the aft-end of the grain. The analysis of the axial profiles also revealed that the peak of radiation heating was shifted further downstream with respect to that of convective heating, hence flattening the total incoming wall heat flux and, correspondingly, the regression rate axial distribution.

![Figure 9. Comparison of computed values from simulations (with and without radiative energy exchange) with measured data from the experimental firings: (a) time- and space-averaged regression rates; (b) time-averaged chamber pressures.](image)

**Table 12.** Computed average results (gas–surface interaction with radiation).

| Test No. | $\bar{r}$, mm/s | $\bar{p}_c$, Bar | $\dot{q}_{\text{conv}}$, MW/m$^2$ | $\dot{q}_{\text{rad, abs}}$, MW/m$^2$ |
|----------|-----------------|-----------------|------------------|------------------|
| 2        | 0.62            | 20.38           | 0.50             | 1.59             |
| 4        | 0.58            | 14.20           | 1.34             | 0.64             |
| 9        | 1.05            | 43.31           | 0.38             | 3.22             |
| 10       | 0.72            | 18.52           | 1.74             | 0.73             |
| 13       | 0.40            | 10.92           | 0.59             | 0.76             |
| 18       | 0.50            | 10.96           | 1.22             | 0.46             |
| 19       | 0.47            | 11.22           | 0.96             | 0.61             |
Figure 10. Axial distributions (with and without radiative energy exchange) of surface parameters for Firing Test #13: (a) convective and radiative heat flux; (b) regression rate.

Figure 11. Axial distributions (with and without radiative energy exchange) of surface parameters for Firing Test #18: (a) convective and radiative heat flux; (b) regression rate.

For Firing Test #9, the radiative wall heat flux was found to be much higher with respect to the other test cases as a consequence of the high value of the product between chamber pressure and port diameter. One of the causes for this significant error on the computed thermal radiation at the wall could be the simplified chemical mechanism, which lacked radicals and hence tended to overestimate both flame temperature and radiation-emitting species concentrations. Therefore, to reduce the error for the high-pressure high-diameter tests, more detailed chemical reaction mechanisms including radical species should be included to have a better prediction of the radiative heat flux. Probably, this error was also amplified in the coupling procedure between CFD and radiative simulations. In fact, as the radiation enhanced the regression rate, the mixture ratio tended to shift from an oxidizer- to a fuel-rich condition, hence increasing flame temperature and radiation-emitting species’ concentrations, which further increased the radiation contribution. Moreover, it has to be recalled that a single simulation was computed at the average port diameter, which was assumed representative of the whole firing test. This assumption might not be fully justified for firing tests characterized by a more relevant radiation exchange, which has been shown to be highly non-linear. In addition, it has been confirmed by radiative simulations [49] that the value assumed for the wall emissivity has a differential impact on the net computed radiative wall heat flux, strictly depending on the medium optical thickness, i.e., the product between chamber pressure and port diameter. In particular, for high values of the medium optical thickness, as in the case Firing Test #9, a high sensitivity to the wall emissivity was found, hence requiring more carefulness in the selection of the HDPE wall emissivity value.
6. Conclusions

A CFD approach for the internal ballistics of GOX/HDPE hybrid rocket engines integrated with gas–surface interaction modeling capabilities was presented. The fluid dynamic equations were the Reynolds-averaged Navier–Stokes equations with additional transport equations for turbulence and chemical species. Suitable sub-models were included in order to describe the homogeneous combustion in the gaseous phase, the radiative energy exchange toward the fuel surface, and the fluid–surface interaction in the fuel combustion port (fuel pyrolysis model). The gas-phase equations were solved coupled to the solid fuel-phase by using customized surface balances of energy and mass, which enabled the determination of the fuel surface temperature and regression rate as part of the flowfield solution. An experimental lab-scale test case, represented by a 1 kN-class hybrid rocket engine burning gaseous oxygen and HDPE, was simulated. A thorough sensitivity analysis was carried out on the literature pyrolysis models for HDPE. The obtained results confirmed that both the pre-exponential constant and the activation energy of the pyrolysis law had a direct effect on the grain wall temperature, while they were only mildly affecting the grain regression rate and, hence, the motor chamber pressure. This was due to the fact that the fuel temperature behaved as a compensating factor, while the regression rate was dominantly dictated by the surface energy balance. Differently, the obtained results showed a much stronger sensitivity of the fuel regression rate and chamber pressure to the value assumed for the heat of pyrolysis, which directly affected the surface energy balance. On the other hand, the effect of the heat of pyrolysis on the grain wall temperature appeared to be minimal. Thus, the pyrolysis process appeared to be definitely controlled by the energy balance at the grain surface and thus by the competition between incoming heat fluxes (convection and radiation) and outgoing heat fluxes (fuel pyrolysis and solid grain heating), with reaction kinetics only playing a minor role. The heat of pyrolysis was the parameter most affecting the fuel regression rate, followed by the activation energy with a relatively weak effect and the pre-exponential constant inducing negligibly small variations.

The numerical approach was validated by direct comparison of experimental and numerical data, in terms of time- and space-averaged measurements. The comparison revealed that, despite the adopted simplifying assumptions, the CFD approach was fairly able to capture the main features of the motor internal ballistics both in terms of regression rate and average chamber pressure trends with oxidizer mass flux and port diameter. When the experimentally-measured regression rate was imposed as a boundary condition in the simulation, the model was correctly able to predict the motor chamber pressure; hence, the mixing and combustion process were adequately modeled, with errors ranging from +4% to −8%. When the regression rate was computed from the gas–surface interaction wall boundary condition, however, the regression rate was underestimated between 31 and 47%, while the chamber pressure was underestimated between 13 and 25%. Considering the sensitivity analyses that were carried out on the fuel pyrolysis model, such a significant underestimation must be attributed to another source of error, as the absence of the radiative contribution to the wall heat flux. When a thermal radiation model was included, the errors previously found were much mitigated. Despite a noticeable improvement with respect to solutions without radiation, regression rate and chamber pressure for firing tests characterized by the larger port diameters were overestimated when including thermal radiation effects. To improve predictions, a more detailed combustion modeling including radical species was deemed necessary, as well as a deeper analysis of the port diameter and grain wall emissivity effects on the net radiative heat flux to the fuel surface. The rest of the analyzed tests, however, fell within a ±12% error on both the regression rate and chamber pressure when the radiative contribution to grain heating was included. Hence, the importance of including thermal radiation effects in the prediction of fuel regression rate and motor internal ballistics was highlighted for firing tests characterized by low oxidizer mass fluxes. Finally, the results also highlighted the coupling between radiation and the blocking effect, showing a reduction of the convective heat flux when radiation was included in the calculation, although the effect was much stronger in the first
one-third of the grain and was much mitigated toward the aft-end of the grain due to the increase of the overall mass flux in the port.
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**Nomenclature**

- $a$: thermal diffusivity, m$^2$/s
- $c$: heat capacity, J/kg K
- $D$: port diameter, m
- $D_{im}$: effective diffusion coefficient, m$^2$/s
- $G$: mass flux, kg/m$^2$·s
- $h$: enthalpy, J/kg
- $I$: radiative intensity, W/m$^2$·sr
- $k$: thermal conductivity, W/m K
- $L$: grain length, m
- $\dot{m}$: mass flow rate, kg/s
- $\dot{m}_b$: mass blowing rate per unit area, kg/m$^2$·s
- $M$: molar mass of the species, kg/kmole
- $N$: number of species
- $O/F$: $\dot{m}_o / \dot{m}_f$, oxidizer to fuel ratio of the motor
- $p$: pressure, N/m$^2$
- $\dot{q}$: heat flux, W/m$^2$
- $r$: reflectivity
- $\dot{r}$: regression rate, m/s
- $R$: universal gas constant, J/mol K
- $s$: abscissa along a line-of-sight, m
- $T$: temperature, K
- $t_b$: burning time, s
- $v$: velocity component normal to surface, m/s
- $\dot{w}_i$: source term of species $i$ in the control volume, kg/m$^3$·s
- $\dot{w}_j$: net reaction rate of reaction $j$, kmole/m$^3$·s
- $X_i$: mole fraction of species $i$
- $y_i$: mass fraction of species $i$

**Greek**

- $\alpha$: absorptivity
- $\epsilon$: emissivity
- $\theta$: line-of-sight elevation angle, rad
- $\eta$: inward (from solid to gas) coordinate normal to the surface
- $\kappa$: absorption coefficient, m$^{-1}$
- $\kappa_p$: Planck-mean absorption coefficient, m$^{-1}$atm$^{-1}$
- $\rho$: density, kg/m$^3$
- $\sigma$: Stefan–Boltzmann constant, W/m$^2$·K$^4$
- $\varphi$: line-of-sight azimuth angle, rad
- $\omega_i$: source term of species $i$ in the control surface, kg/m$^2$·s
- $\Omega$: solid angle, sr
Subscripts
b blowing
c combustion chamber
ox oxidizer
f fuel
i species
j reaction
s solid material
w wall

Superscripts
\bar{g} average in time and space
\hat{g} average in space

Abbreviations
The following abbreviations are used in this manuscript:

CFD Computational Fluid Dynamics
DTM Discrete Transfer Method
GOX Gaseous Oxygen
HDPE High-Density Polyethylene
HRE Hybrid Rocket Engines
HTPB Hydroxyl-Terminated Polybutadiene
RTE Radiative Transfer Equation
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