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Abstract—This paper considers a multi-pair two-way amplify-and-forward relaying system, where multiple pairs of full-duplex users are served via a full-duplex relay with massive antennas, and the relay adopts maximum-ratio combining/maximum-ratio transmission (MRC/MRT) processing. The orthogonal pilot scheme and the least square method are firstly exploited to estimate the channel state information (CSI). When the number of relay antennas is finite, we derive an approximate sum rate expression which is shown to be a good predictor of the ergodic sum rate, especially in large number of antennas. Then the corresponding achievable rate expression is obtained by adopting another pilot scheme which estimates the composite CSI for each user pair to reduce the pilot overhead of channel estimation. We analyze the achievable rates of the two pilot schemes and then show the relative merits of the two methods. Furthermore, power allocation strategies for users and the relay are proposed based on sum rate maximization and max-min fairness criterion, respectively. Finally, numerical results verify the accuracy of the analytical results and show the performance gains achieved by the proposed power allocation.

Index Terms—Massive multiple-input multiple-output (MIMO), full-duplex, two-way relay, pilot scheme, power control.

I. INTRODUCTION

Massive multiple-input multiple-output (MIMO), an emerging technology which employs a few hundreds even thousands of antennas, is recently a very hot research topic in wireless communications [1]. By providing great array and spatial multiplexing gains, massive MIMO systems can be of higher spectral and energy efficiencies than conventional MIMO. Besides, the simplest linear precoders and detectors (such as maximum-ratio combining/maximum-ratio transmission (MRC/MRT)) can achieve optimal performance as the nonlinearities [2]. Therefore, massive MIMO is widely regarded as one of the cornerstone technologies for next-generation mobile networks. Furthermore, the related issues in terms of the implementation of massive MIMO technologies, such as the channel state information (CSI) acquisition and beamforming techniques, have been being proposed and discussed in recent 3GPP meetings [3].

On the other hand, full-duplex (FD) systems have attracted significant interest [4], due to the provided double spectral efficiency (SE) of traditional half-duplex (HD) systems. However, by receiving and transmitting simultaneously on the same channel, FD systems suffer from a great drawback of the inherent loop interference (LI) due to the signal leakage from the FD node output to input.

To suppress loop interference, many researches have already been done [5]–[10]. LI suppression approaches can be categorized as passive cancellation and active cancellation and the active cancellation further includes analog cancellation and digital cancellation. For example, [5] showed that LI can be reduced to within a few dB of the noise floor by combining passive and active cancellations. In [6], the authors proposed the signal inversion and adaptive cancellation, which support wideband and high power systems, thus making it possible to build FD 802.11n devices. In addition, [7] extended the cancellation for single channel case to the FD MIMO relay case and proposed new spatial suppression techniques, such as minimum mean square error (MMSE) filtering. The authors in [8] also studied the spatial processing techniques for a FD MIMO relay, and indicated that LI suppression is preferable to pre-cancellation at the relay transmitter. Then the joint precoding/decoding design with low complexity to mitigate LI in spatial domain for FD MIMO relaying was proposed in [9]. In [10], it was shown that the combination of digital and analog cancellation can sometimes increase the LI. Besides, it has been reported in [10]–[12] that 70-110 dB overall suppression of the LI can be realized. In a word, recent achievements in radio frequency (RF)/circuit design have made it feasible to perform full-duplex in certain scenarios. On the other hand, in the 3GPP process, it has been proposed by Huawei, NTT DOCOMO, etc., that new radio (NR) access technology should support of FD in the future in a forward compatible way [3]. Furthermore, in a recent paper [13], the authors utilized the large-scale antennas to eliminate the loop interference due to the large array gain, and this discovery promotes the joint consideration of massive MIMO and full-duplex in subsequent analysis. Nevertheless, the work considered the one-way relay with massive antennas, and similar research in such systems for two-way channels is barely addressed.

Inspired by both ad hoc and infrastructure-based (e.g., cellular and WiFi) networks, two-hop wireless relaying is the most possible use case which can benefit from the FD operation [12], [14], since in wireless relaying, the data traffic is inherently symmetric as far as the relay always forward the received information, and this character can efficiently utilize...
the FD ability of doubling the SE. Recently, FD wireless relaying has been discussed and included in the 3GPP standard [15]. In the experimental aspect, a FD MIMO relay for LTE-A has been studied in lab and proved to be technologically feasible [12]. Then, in this paper, it is straightforward to generalize the FD wireless relaying model to the multi-pair two-way FD massive MIMO relay system model, by considering two-way relaying to more efficiently utilize the time/frequency resource. And either a mobile terminal or a base station can act as the FD relay.

Over the recent years, much progress has been made on two-way or one-way relaying systems. For example, the authors in [16] studied the performance of a two-way amplify-and-forward (AF) MIMO relay system based on orthogonal space-time block codes (OSTBCs). In [17], a differential modulation based two-way relaying protocol was proposed for two-way AF satellite relaying communication. In [18], the joint beamforming optimization and power control were investigated for a two-way FD MIMO relay system. However, [16]–[18] all considered the traditional MIMO with a small number of antennas at the relay. Besides, the power efficiency of a multi-pair AF relaying model with massive MIMO was investigated in [19], and it was shown that massive MIMO could greatly improve the power efficiency while maintaining a given quality-of-service. Nonetheless, it only considered the one-way HD relaying. In addition, [20] studied the spectral efficiency and energy efficiency for a multi-pair two-way massive MIMO relay system, but only the case of infinite number of relay antennas was considered in [20]. Moreover, [21] discussed the achievable ergodic rate with a finite number of relay antennas for the same system as [20], however, both [20] and [21] dealt with the HD relays.

In this paper, we model a multi-pair two-way full-duplex AF relay system where the relay has a large-scale antenna array, in the presence of inter-user interference, and the MRC/MRT technique is considered. For massive MIMO systems, it is a big challenge to acquire the CSI. In our system model, the relay needs to acquire the global CSI to perform MRC/MRT processing. The model involves both the uplink channels (from users to the receive antenna array of the relay) and the downlink channels (from the transmit antennas of the relay to users). In general, the estimations of channels are obtained by transmitting pilot signals. Since the frequency-division duplex (FDD) scheme, where users estimate the downlink CSI based on the pilot signals transmitted by the relay and feedback them to the relay, is prohibitive in massive MIMO relay networks [22], we consider the time division duplex (TDD) system where users transmit pilot signals to both the transmit and receive antennas of the relay, then the CSI estimated by the relay transmit antennas is considered as the downlink CSI based on channel reciprocity.

The contributions of this work are summarized as follows.

- We derive a lower bound and an approximate expression for the ergodic sum rate with a finite and large number of relay antennas based on the statistical CSI, and the results are obtained by utilizing the orthogonal pilot scheme and least square (LS) channel estimation. The approximate sum rate expression is demonstrated to be a tight approximation to the ergodic sum rate. It is also shown that the sum rate can be increased significantly by adding the relay antenna number.
- We also derive the achievable rate expression by employing another pilot transmission scheme, which estimates the composite channel for each user pair. We present the comprehensive theoretical analysis on the achievable rates of the two pilot schemes and provide the valuable insights to show the relationship between the two methods.
- We derive the power allocation for maximizing the achievable sum rate and the minimum signal-to-interference-plus-noise ratio (SINR) of all users, respectively. Furthermore, we present the comparison of our scheme with other schemes and demonstrate that when the relay antenna number is very large, our scheme performs better than the corresponding one-way FD relaying scheme as well as the two-way HD relaying scheme.

The remainder of this paper is organized as follows. In Section II, the system model of the multi-pair massive MIMO two-way FD relay channel is described. In Section III, we derive an approximate sum rate expression based on conventional pilot scheme and LS channel estimation, when the relay antenna number is finite. In Section IV, we consider another pilot scheme and the corresponding achievable rate expression is also obtained. Section V compares the two pilot schemes and addresses the problem of power allocation. Numerical results are provided in Section VI. Finally, Section VII concludes the paper.

Notations: Boldface uppercase and boldface lowercase letters denote matrices and column vectors, respectively. $E\{\cdot\}$, $\|\cdot\|_2$, $\text{Tr}(\cdot)$, $(\cdot)^H$, $(\cdot)^T$, $(\cdot)^*$ stand for the expectation, Euclidean norm, the trace of a square matrix, the conjugate transpose, the transpose and the conjugate of a matrix, respectively. $\mathcal{CN}(\mathbf{x}, \Sigma)$ represents the distribution of a circularly symmetric complex Gaussian vector with mean vector $\mathbf{x}$ and covariance matrix $\Sigma$. $\mathbf{I}_N$ denotes an $N \times N$ identity matrix.

II. SYSTEM MODEL

As shown in Fig. 1, we consider a multi-pair two-way relaying network, where $K$ ($K \geq 2$) user pairs try to exchange information within pair through a relay ($R$) which operates in AF protocol. Let $(S_k, S_{k'})$ denote one source pair, $(k, k') = (2m - 1, 2m)$ or $(2m, 2m - 1)$, $m = 1, 2, \cdots, K$. Besides, all the user equipments and the relay operate in the FD mode, so that all nodes suffer from self-LI due to the simultaneous transmission and reception. Assume that each FD user has one FD antenna [23]–[25], and the FD relay is equipped with $N_r$ receive antennas and $N_t$ transmit antennas [13], [26], and let $\kappa = N_t/N_r$. We consider the scenario where

1We assume that the FD antenna at each user can be used for transmission and reception simultaneously. Based on this assumption and the orthogonality of the pilot sequences, the length of pilot symbols ($\tau$) consumed in the channel estimation stage would be at least the number of users ($2K$), which is half of that (4K) under the scenario where each user has two antennas in which one for transmission and the other for reception. In addition, the transmit antennas and receive antennas at the FD relay are separated, then $N_t$ receiving RF chains, for receiving pilot signals during the channel estimation stage, are needed in the transmit antenna set apart from $N_t$ transmitting RF chains, while only $N_r$ receiving RF chains are needed in the receive antenna set.
the $K$ users with odd subscripts ($S_{2m-1}$) stay in one area and
the other $K$ users with even subscripts ($S_{2m}$) stay in another
area, thus direct links between $S_k$ and $S_{k'}$ do not exist due
to the high path loss and shadow fading, while one user can
invariably receive signals from nearby users in the same area
due to FD operation, and we regard this interference as inter-
user interference. In addition, we adopt the linear precoder
and detector MRC/MRT at the relay in this paper, which is a
common technique in the massive MIMO system.

Before further description, we assume that some traditional
loop interference cancellation (LIC) techniques have been
executed at the users and the relay in this paper, such as
applying RF attenuation, time-domain suppression and/or spatial
cancellation techniques [7], [24], [27]. Then the residual LI
channels can be modeled as Rayleigh fading distribution [7],
[13]. Furthermore, the residual LIs due to the imperfection
of LIC methods are assumed to be additional Gaussian noise
variables [7], [24], [28], [29]. This assumption will be the worst-case scenario regarding the achievable data rate if the
residual LI is not Gaussian [28], [30].

A. Signal Model

At time instant $n$, $S_k$ ($k = 1, 2, \cdots, 2K$) transmits the signal
$\sqrt{P_S}x_k(n)$ to the relay, and at the same time, the relay
broadcasts the signal $x_R(n) \in \mathbb{C}^{N_r \times 1}$ to all source nodes.
Here, we consider that each user has the same transmit power
$P_S$ and $\mathbb{E}\{|x_k(n)|^2 \} = 1$. The transmit power of the relay is
restricted by $P_R$, so we have $P_R = \mathbb{E}\{ \text{Tr} \{x_R(n)x_R^H(n)\} \}$. Therefore the received signals at the relay and the source node
$S_k$ are, respectively

$$y_k(n) = f_k^T x_R(n) + \sum_{i\in U_k} \Omega_{k,i} \sqrt{P_S} x_i(n) + z_k(n),$$

where the set $U_k = \{1, 3, \cdots, 2K - 1 \}$ if $k$ is an
odd number or $U_k = \{2, 4, \cdots, 2K \}$ otherwise, and
$x(n) = [x_1(n), x_2(n), \cdots, x_{2K}(n)]^T$. Let us define $G = [g_1, g_2, \cdots, g_{2K}]$, where $g_k \in \mathbb{C}^{N_r \times 1}$ denotes the uplink
channels between the antenna of $S_k$ and the receive antenna
array of the relay. Also we define $F = [f_1, f_2, \cdots, f_{2K}]$,
where $f_k^T \in \mathbb{C}^{1 \times N_t}$ denotes the downlink channels from
the transmit antenna array of $R$ to the antenna of $S_k$. $G$ and $F$
are assumed to obey the independent identically distributed
(i.i.d) Rayleigh fading and therefore $g_k \sim \mathcal{CN}(0, \beta_{uk} I_{N_t})$
and $f_k \sim \mathcal{CN}(0, \beta_{fk} I_{N_t})$. Hence, $G$ and $F$ can be expressed
as $G = H_u D_u^{1/2}$ and $F = H_d D_d^{1/2}$, respectively, where $H_u$
and $H_d$ denote the small-scale fading with i.i.d. $\mathcal{CN}(0, 1)$
random entries, $D_u$ and $D_d$ are diagonal matrices representing
the large-scale fading, and the $k$-th diagonal elements of $D_u$
and $D_d$ are denoted as $\beta_{uk}$ and $\beta_{dk}$, respectively. In addition,$G_{RR} \in \mathbb{C}^{N_r \times N_r}$ and $S_{kk}$ denote the self-LI channel
coefficients at the relay $R$ and user $S_k$, respectively, and the entries
of $G_{RR}$ and $\Omega_{kk}$ are i.i.d. $\mathcal{CN}(0, \sigma^2_{LI})$ and $\mathcal{CN}(0, \sigma^2_{R})$ random
variables, respectively. $\Omega_{kk}$ ($i \in U_k, i \neq k$) represents
the inter-user interference channel coefficient from $S_i$ to $S_k$, and
assume $\Omega_{kk} \sim \mathcal{CN}(0, \sigma^2_{R})$. $\mathcal{CN}(0, \sigma^2_{R})$ is an
additive white Gaussian noise (AWGN) vector at the relay
and $z_k(n) \sim \mathcal{CN}(0, \sigma^2_{n})$ means AWGN at $S_k$.

Let $\tau_d$ ($\tau_d \geq 1$) denote the processing delay of the relay. At
time instant $n$ ($n > \tau_d$), the relay $R$ amplifies the previously
received signal $y_R(n - \tau_d)$ and broadcasts it to the sources.
We thus have

$$x_R(n) = \alpha W y_R(n - \tau_d),$$

where $W \in \mathbb{C}^{N_r \times N_r}$ is the relay processing matrix, and $\alpha$
denotes a power constraint factor at the relay.

Due to the processing delay of the relay, we assume that
the transmitted signal $x_R(n)$ of the relay is uncorrelated with
the received signal $y_R(n)$ [13], [32], [33]. In addition, after
performing some LIC techniques, let $G_{RR}x_R(n)$ represent
the residual LI at the relay. And because the amount of
LI is mainly decided by the transmit power $P_R$, we have
$G_{RR}x_R \sim \mathcal{CN}(0, P_R \sigma^2_{LI} I_{N_r})$ according to the previous
assumption of the residual LI. Then, substituting (1) into (3) and
owing to the power constraint of the relay, i.e.
$\mathbb{E}\{\text{Tr} \{x_R(n)x_R^H(n)\}\} = P_R$, we have

$$\alpha = \sqrt{\frac{P_R}{P_S \cdot \Delta_1 + (P_R \sigma^2_{LI} + \sigma^2_{n}) \cdot \Delta_2}},$$

in which

$$\Delta_1 = \mathbb{E}\{\text{Tr} \left( WGG^H W^H \right) \},$$

$$\Delta_2 = \mathbb{E}\{\text{Tr} \left( WW^H \right) \}.$$
the time labels hereinafter for convenience. It is seen that the first term of the right hand side of (7) is the desired signal. The second term denotes the inter-pair interferences which are transmitted by other source pairs and then are amplified and forwarded to $S_k$ by the relay. The third and fourth terms indicate the residual LI due to the FD operation of the user itself. And the last term is the local noise.

III. ACHIEVABLE RATE ANALYSIS WITH INDIVIDUAL CHANNEL ESTIMATION

In this section, we derive the achievable rate for the multi-pair two-way FD relay system, when the number of relay antennas is finite.

A. Individual Channel Estimation (ICE)

In this paper, we consider the flat block-fading channel, i.e. the channels during a block keep constant and vary independently across different blocks. The coherence interval (in symbols) of a block is denoted by $T_c$. Suppose that $\tau$ symbols of the coherence interval $T_c$ are consumed in the pilot transmission phase. All users transmit deterministic pilot sequences ($\sqrt{T_p} \phi_k \in \mathbb{C}^{1 \times \tau}, k = 1, 2, \cdots, 2K$) to the relay simultaneously, where $\phi_k \phi_k^H = 1$ and $P_p$ denotes the transmit power of each pilot symbol. Then the received pilot signals at the receive and transmit antenna arrays of the relay are represented by, respectively

$$Y_{tp} = \sqrt{T_p} G \Phi + Z_{tp},$$

$$Y_{tp} = \sqrt{T_p} F \Phi + Z_{tp},$$

where $\Phi = [\phi_1^T, \phi_2^T, \cdots, \phi_{2K}^T]^T \in \mathbb{C}^{2K \times \tau}$ is the transmitted pilot signal matrix, $Z_{tp} \in \mathbb{C}^{N_r \times \tau}$ and $Z_{tp} \in \mathbb{C}^{N_t \times \tau}$ denote the AWGN matrices with their elements are all $\mathcal{CN}(0, \sigma^2_{nr})$ random variables. The goal of channel estimation is to obtain individual CSI for each user, thus all pilot sequences need to be orthogonal to each other, i.e. $\Phi \Phi^H = I_{2K}$, which requires $\tau \geq 2K$.

In this paper, the popular LS channel estimation is applied at the relay, and the LS estimations of the matrices $G$ and $F$ are given by

$$\hat{G} = \frac{1}{\sqrt{T_p}} Y_{tp} \Phi^H = G + Z_t,$$

$$\hat{F} = \frac{1}{\sqrt{T_p}} Y_{tp} \Phi^H = F + Z_t,$$

respectively, where $Z_t = \frac{1}{\sqrt{T_p}} Z_{tp} \Phi^H$ and $Z_t = \frac{1}{\sqrt{T_p}} Z_{tp} \Phi^H$ indicate the relevant estimation error matrices and their entries have zero means and variances of $\frac{\sigma^2_{nr}}{T_p}$.Apparently, the actual channel matrices $G$ and $F$ are independent with the error matrices $Z_t$ and $Z_t$, hence the large-scale fading matrices are estimated as

$$\hat{D}_a = D_a + \frac{\sigma^2_{nr}}{T_p} I_{2K},$$

$$\hat{D}_d = D_d + \frac{\sigma^2_{nr}}{T_p} I_{2K},$$

where the $i$-th diagonal elements of $\hat{D}_a$ and $\hat{D}_d$ are denoted by $\beta_{ai}$ and $\beta_{di}$, respectively.

B. Achievable Rate: A Lower Bound

From (7), we can obtain the ergodic sum rate of the multi-pair two-way FD relay system with massive MIMO processing as represented by

$$C = \frac{T_c - \tau}{T_c} \mathbb{E}\left\{ \sum_{k=1}^{2K} \log_2(1 + \text{SINR}_k) \right\},$$

where $\text{SINR}_k$ denotes the received instantaneous SINR at the user node $S_k$. However, it is extremely difficult to derive a closed-form expression of the system capacity from (14). Therefore, instead of calculating (14) directly, we refer to the technique from [36] which is widely used in the regime of massive MIMO [2, 13, 37–39]. This technique utilizes the statistical channels to detect the received signals. With this technique, the received signal expression (7) can be rewritten as

$$\tilde{y}_k = \alpha \sqrt{P_S} \mathbb{E}\{ f_k^T W g_{k'} \} x_{k'} + \tilde{z}_k,$$

where $\tilde{z}_k$ is defined as the effective noise at $S_k$, and $\tilde{z}_k$ is given by

$$\tilde{z}_k \triangleq \alpha \sqrt{P_S} \left\{ f_k^T W g_{k'} \right\} x_{k'} + \alpha \sqrt{P_S} \sum_{j \neq k,k'} f_k^T W g_{j} x_{j} + \alpha f_k^T W G_{RR} \tilde{x}_R + \alpha f_k^T W z_R + \sqrt{P_S} \sum_{i \in U_k} \Omega_{k,i} x_i + z_k.$$

The reason we adopt the LS estimation method here is that it has the lowest complexity than other estimation methods and the main focus of this paper is to study and compare the impact of different pilot schemes on the system performance. Although its estimation error is a little larger than other methods, such as MMSE channel estimation, the estimation error will be cancelled out by the large array gain offered by massive MIMO. Thus we consider the popular LS approach.
\[ \gamma_k = \frac{P_S}{\var{E} \{ f_k^T W g_k^T \}^2} \]
\[ P_S \var{E} \{ f_k^T W g_k^T \} + P_S \sum_{j \neq k}^{2K} E \left\{ \left| f_k^T W g_j^T \right|^2 \right\} + (P_R \sigma_{L,I}^2 + \sigma_{nr}^2) \var{E} \left\{ \left| f_k^T W \right|^2 \right\} + \frac{P_S \sum_{i=1}^{2K} \sigma_{2,i} \sigma_{2,i}^*}{\alpha^2} \]

(18)

\[ R = \frac{T_o - \tau}{T_e} \sum_{k=1}^{2K} \log_2(1 + \gamma_k) \]

(17)

where the statistical SINR \( \gamma_k \) is given by (13) based on (15) and (16).

**Remark 1:** Since the worst case uncorrelated Gaussian noise property is used to derive \( \gamma_k \), it is expected that the rate expression (17) is a lower bound of the ergodic rate, i.e. \( R \leq C \). And it will be demonstrated via the numerical results that the performance gap between the lower bound and the achievable ergodic rate is very small, which verifies that the lower bound is a good predictor of the achievable rate.

### C. An Approximate Rate Expression

According to (20), the MRC/MRT processing matrix is given by
\[ W = \hat{F}^T \hat{T} \hat{G}^H = (F + Z_n)^T (G + Z_T)^H, \]

(19)

where \( T = \text{diag}(T_1, T_2, \cdots, T_K) \) is the diagonal permutation matrix indicating the exchange of information between each user pair, and \( T_m = [0, 1, 0] \), for any \( m = 1, 2, \cdots, K \).

Substituting (19) into (5) and (6), we have
\[ \Delta_1 = N_t \sum_{i=1}^{2K} \hat{\beta}_{di} \left( N_r^2 \beta_{2i}^2 + N_r \beta_{au} \sum_{j=1}^{2K} \beta_{uj} \right), \]

(20)

\[ \Delta_2 = N_t N_r \sum_{i=1}^{2K} \hat{\beta}_{di} \beta_{au} \].

(21)

Equations (20) and (21) are proved in Appendix A. Thus we can obtain the power constraint factor \( \alpha \) by substituting (20) and (21) into (4).

In the following theorem, we derive an approximate closed-form expression of the achievable lower bound given by (17).

**Theorem 1:** With a fixed value of \( \kappa \), when the number of relay antennas is finite and \( N_r \gg 2K \), an approximate closed-form expression for the SINR of user \( S_k \) under MRC/MRT processing is represented by
\[ \gamma_k \approx \frac{N_t}{A_k + MP_k + LIR_k + NR_k + MU_k + AN_k}, \]

(22)

where
\[ A_k = \kappa \hat{\beta}_{ak} + \hat{\beta}_{dk}, \]

(23)

\[ MP_k = \sum_{j \neq k}^{2K} \left( \frac{\kappa \beta_{uj} \hat{\beta}_{ak}}{\beta_{2jk}^2} + \frac{\hat{\beta}_{dj} \beta_{2j}^2}{\beta_{dk}^2 \beta_{ak}^2} \right), \]

(24)

\[ LIR_k = \frac{P_R \sigma_{L,I}^2}{\beta_{2ak}^2}, \]

(25)

\[ NR_k = \frac{\sigma_{nr}^2}{\beta_{2ak}^2}, \]

(26)

\[ MU_k = \frac{1}{\beta_{2dk}^2 \beta_{ak}^2} \Delta_3 \sum_{j \neq k} \sigma_{2,i}^2, \]

(27)

\[ AN_k = \frac{\sigma_{2,k}^2}{P_S \beta_{2dk}^2 \beta_{ak}^2}, \]

(28)

and \( \Delta_3 = \frac{P_S}{P_R} \sum_{i=1}^{2K} \beta_{di} \beta_{au}^2 \).

**Proof:** See Appendix B.

Theorem 1 provides an approximate achievable rate expression when the number of relay antennas is large and finite. We observe that the small-scale fading is averaged out and the achievable rate is decided by the large-scale fading coefficients, which is the advantage of using the statistical channels for signal detection. On the other hand, since only the average effective channel \( E \{ f_k^T W g_k^T \} \) is utilized for detection, there will be a deviation from the instantaneous channel, which is denoted by \( A_k \). In addition, it is easy to discover that \( MP_k \) represents the inter-pair interference; \( LIR_k \) and \( NR_k \) denote the interference and self-interference, respectively; \( MU_k \) signifies the inter-user interference and self-LI; \( AN_k \) indicates the additive noise at \( S_k \). Furthermore, (22) indicates that increasing the transmit antenna number of the relay can greatly enhance the sum rate, and approximately logarithmically in very large \( N_t \).

Next, we investigate the best relation between \( N_t \) and \( K \) with which the sum rate will achieve its peak value.

For simplicity of analysis, we consider the case where all large-scale fading coefficients are normalized to be 1, i.e., \( D_u = D_d = I_{2K} \). Without loss of generality, consider perfect CSI with no channel estimation error, \( \sigma_{nr}^2 = \sigma_n^2, \sigma_{L,I}^2 = \sigma_{L,i}^2 \) (\( i \in U_k \) and \( k \)), \( P_R = K P_S \) and \( N_t = N_r \). Then, based on (22), the SINR for any user is given by
\[ \gamma_k = \frac{N_t}{aK - b}, \forall k, \]

(29)

where \( a = 3 \sigma_n^2 + 4 \) and \( b = 2 - \frac{a^2}{P_S} \). Let \( \xi_S = \frac{P_S}{\sigma_n^2} \), and obviously \( \xi_S \) indicates the transmit signal-to-noise ratio (SNR).

**Note:** Considering the power-scaling law: \( P_S = E_S/N_t \) and \( P_R = E_R/N_t \) where \( E_S \) and \( E_R \) are fixed, we have \( \Delta_3 = \frac{P_S}{P_R} \sum_{i=1}^{2K} \beta_{di} \beta_{au}^2 + \frac{\sigma_{2,k}^2}{\sigma_{nr}^2} \sum_{i=1}^{2K} \beta_{di} \beta_{au}^2 \).
of users. Thereby, the lower bound in (17) is represented as
\[ R = \frac{T_c - \tau}{T_c} 2K \log_2 \left( 1 + \frac{N_t}{aK - b} \right). \] (30)

By taking the first order derivative \( R'(K) \) of \( R \) with respect to \( K \), and letting \( R'(K) = 0 \), we have
\[ \ln \left( 1 + \frac{N_t}{aK - b} \right) = \frac{N_t aK}{(aK - b + N_t)(aK - b)}, \] (31)
which shows the best relation between \( N_t \) and \( K \). The “best relation” means that the sum rate will achieve its peak value when the number of users \( K \) satisfies (31). Here, however, it’s nontrivial to obtain some meaningful insights from (31). Indeed, in massive MIMO case and when \( N_t \gg aK - b \), we can obtain the following expression from (31)
\[ N_t \approx (aK - b)e^{\frac{N_t}{aK - b}}. \] (32)

By differentiation with respect to \( K \), we have
\[ N'_t(K) = \frac{a(aK - b) - 2b}{aK - b} e^{\frac{N_t}{aK - b}}. \] (33)

Note that \( aK - 2b = 3a^2 \Delta_{L,K}^2 + 4(1-K) + 6/\xi_8 > 0 \) with \( K > 1 \), thus we have \( N'_t(K) > 0 \). Therefore, for satisfying the best relation, the required transmit antenna number is increasing with respect to the optimal \( K \).

Furthermore, (22) implies that with fixed \( N_t \), the sum rate will increase with the number of user pairs. But when the number of user pairs is larger than the optimal \( K \) which satisfies the best relation, the sum rate will decline. And this insight will be verified by the simulation results in Fig. 2.

**Remark 2:** About the self-interference \( \alpha \sqrt{T_{S1}} f_k^T W_{g_k} x_k \), when \( N_r \) and \( N_t \) are very large and based on the law of large numbers (Lemma 1 in [20]), we have
\[ f_k^T W_{g_k} = f_k^T \sum_{i=1}^{2K} \left( f_k^T + z_{k}^T \right) \] (34)
where \( z_{k} \) and \( z_{k}^T \) are the \( i \)-th columns of \( Z_k \) and \( Z_{k}^T \), respectively. We see that only the CSI of the user pair \((S_k, S_k')\) is required for \( S_k \) to perform SIC when \( N_r \) and \( N_t \) are large. In addition, when \( K \) is fixed and \( N_r \rightarrow \infty \), we get \( f_k^T W_{g_k} \rightarrow 0 \), while \( f_k^T W_{g_k} \rightarrow \beta_{dk} \beta_{uk} \), thus SIC is needless when \( N_r \rightarrow \infty \).

**IV. Achievable Rate Analysis with Composite Channel Estimation**

In the previous section, every user’s CSI can be estimated by pilot-based channel estimation at the cost of at least \( 2K \) pilot symbols, and only \( (T_c - 2K) \) symbols are left for payload transmission. When \( T_c \) is small, the achievable data rate would be very little. Motivated by (22) in which the scheme, where all users in a cell exploit the same pilot sequence and different cells use orthogonal pilot sequences, is proposed to eliminate the inter-cell interference, we are interested in investigating the performance for our system model when two users in each user pair employ the same pilot sequence and different user pairs adopt orthogonal pilot sequences. With this pilot scheme, the minimum pilot sequence length can be reduced to a half, i.e. only \( K \) pilot symbols are required at least. As a result, the relay can only estimate the composite channels for each user pair instead of each user’s CSI.

In addition, this pilot scheme was also employed in [40], where the performance was evaluated for the multi-pair two-way relay system when the number of relay antennas went to infinity. However, [40] only evaluated the performance when \( T_c \) was little (\( T_c = 10 \) therein), and the performance in the regime of large coherence interval is worth exploring. Besides, only the HD relay and the infinite relay antenna number were considered in [40].

**A. Composite Channel Estimation (CCE)**

Assume that all users transmit pilot signals simultaneously and the two users in the \( n \)-th user pair transmit the same pilot sequence \( \sqrt{T_{P_n}} \phi_{cn} \in \mathbb{C}^{1 \times \tau_c} \) \( (\phi_{cn} \phi_{cn}^H = 1, n = 1, 2, \cdots, K) \), the received signal matrices of the receive and transmit antenna array of the relay are shown as
\[ Y_{rc} = \sum_{n=1}^{K} \sqrt{T_{P_n}} (g_{2n-1} + g_{2n}) \phi_{cn} + Z_{rc}, \] (35)
\[ Y_{tc} = \sqrt{T_{P_n}} G_c \Phi_c + Z_{tc}, \] (36)
respectively, where \( \Phi_c = [\phi_{c1}, \phi_{c2}, \cdots, \phi_{cK}]^T \in \mathbb{C}^{K \times \tau_c} \) and \( \Phi_c \Phi_c^H = I_K (\tau_c \geq K) \). Let \( G_1 = [g_1, g_3, \cdots, g_{2K-1}] \), \( G_2 = [g_2, g_4, \cdots, g_{2K}] \), \( F_1 = [f_1, f_3, \cdots, f_{2K-1}] \) and \( F_2 = [f_2, f_4, \cdots, f_{2K}] \), thus \( G_c = G_1 + G_2 \) and \( F_c = F_1 + F_2 \). Besides, \( Z_{rc} \in \mathbb{C}^{N_r \times \tau_c} \) and \( Z_{tc} \in \mathbb{C}^{N_t \times \tau_c} \) denote the AWGN matrices with each element’s variance of \( \sigma_n^2 \).

Then we obtain the LS estimations of \( G_c \) and \( F_c \) as
\[ \hat{G}_c = \frac{1}{\sqrt{T_{P_n}}} Y_{rc} \Phi_c^H = G_c + Z_{rc}, \] (37)
\[ \hat{F}_c = \frac{1}{\sqrt{T_{P_n}}} Y_{tc} \Phi_c^H = F_c + Z_{tc}, \] (38)
respectively, where \( Z_{rc} \) and \( Z_{tc} \) signify the error matrices and their elements are all \( \mathcal{CN}(0, \sigma_n^2) \) random variables. We observe that \( G_c \), \( Z_{rc} \), \( F_c \) and \( Z_{tc} \) are pairwise independent. Besides, we can easily get that
\[ E [G_c^H G_c] = N_r (D_{u1} + D_{u2}), \] (39)
\[ E [F_c^H F_c] = N_r (D_{d1} + D_{d2}), \] (40)
where \( D_{u1} = \text{diag} \left[ \beta_{u1}, \beta_{u3}, \cdots, \beta_{u(2K-1)} \right] \), \( D_{d2} = \text{diag} \left[ \beta_{d2}, \beta_{d4}, \cdots, \beta_{d(2K-2)} \right] \), \( D_{d1} = \text{diag} \left[ \beta_{d1}, \beta_{d3}, \cdots, \beta_{d(2K-1)} \right] \), and \( D_{d2} = \text{diag} \left[ \beta_{d2}, \beta_{d4}, \cdots, \beta_{d(2K-2)} \right] \). Therefore, the covariance matrices of the rows of \( \hat{G}_c \) and \( \hat{F}_c \) are denoted as
\[ \hat{D}_{uc} = \frac{E [\hat{G}_c^H \hat{G}_c]}{N_r} = D_{u1} + D_{u2} + \frac{\sigma_{\tau_c}^2}{T_{P_n}} I_K, \] (41)
\[ \hat{D}_{dc} = \frac{E [\hat{F}_c^H \hat{F}_c]}{N_t} = D_{d1} + D_{d2} + \frac{\sigma_{nr}^2}{T_{P_n}} I_K. \] (42)
where the $n$-th diagonal elements of $\tilde{D}_{uc}$ and $\tilde{D}_{dc}$ are represented as $\tilde{\beta}_{ucn}$ and $\tilde{\beta}_{dcn}$, respectively.

With respect to the training length, \cite{36} shows that the optimal training length equals the minimum possible, i.e., $\tau = 2K$ and $\tau_c = K$, assuming that the training power and data power can vary. However, when the training power and the data power are equal and very low, the optimal number of training symbols may be larger. Without loss of generality, we use $\tau_c = \frac{1}{2}\tau$ in the following.

Corollary 1: When $\tau_c = \frac{1}{2}\tau$, based on \cite{12}, \cite{13} and \cite{41}, we can easily get that
\begin{align}
\tilde{\beta}_{ucn} = \tilde{\beta}_{u(2n-1)} + \tilde{\beta}_{u(2n)}, \quad (43)
\end{align}
\begin{align}
\tilde{\beta}_{dcn} = \tilde{\beta}_{d(2n-1)} + \tilde{\beta}_{d(2n)}, \quad (44)
\end{align}
for any user pair $n$ ($n = 1, 2, \cdots, K$).

B. Achievable Rate with CCE

With the estimated composite channels, the relay takes the following MRC/MRT matrix
\begin{align}
W_c = \hat{F}_c \hat{G}_c^H = (F_c + Z_{dc})^*(G_c + Z_{rc})^H. \quad (45)
\end{align}

Similar to \cite{20} and \cite{21}, substituting \cite{45} into \cite{5} and \cite{6}, we get
\begin{align}
\Delta_1 &= N_c \sum_{n=1}^{K} \tilde{\beta}_{dn} \left[ N_r^2 (\tilde{\beta}_{u(2n-1)}^2 + \tilde{\beta}_{u(2n)}^2) \right] + N_c \tilde{\beta}_{dn} \sum_{j=1}^{2K} \beta_{uj}, \quad (46)
\end{align}
\begin{align}
\Delta_2 &= N_c N_r \sum_{n=1}^{K} \beta_{dn} \tilde{\beta}_{un}, \quad (47)
\end{align}
Then the power limiting factor $\alpha$ with CCE is achieved by substituting \cite{46} and \cite{47} into \cite{4}.

Theorem 2: Without loss of generality, consider user $S_k$ ($k = 2m - 1$) in user pair $m$. When $\kappa$ is fixed and $N_r \gg 2K$, the SINR of user $S_k$ for a finite number of relay antennas under CCE is approximated as
\begin{align}
\gamma_k^c \approx \frac{N_c}{A_k^c + MP_k^c + LIR_k^c + NR_k^c + MU_k^c + AN_k^c}, \quad (48)
\end{align}
where
\begin{align}
A_k^c = \frac{\tilde{\beta}_{ucn}^2}{\beta_{u(2m)}^2} + \frac{\tilde{\beta}_{dcm}^2}{\beta_{d(2m)}^2},
\end{align}
\begin{align}
MP_k^c = \sum_{n=1,n \neq m}^{K} \tilde{\beta}_{ucn}^2 (\beta_{u(2n-1)}^2 + \beta_{u(2n)}^2)
+ \frac{\tilde{\beta}_{dcm}^2}{\beta_{d(2m-1)}^2 + \beta_{d(2m)}^2},
\end{align}
\begin{align}
LIR_k^c = \frac{P_R \sigma_n^2 \kappa \tilde{\beta}_{ucn}^2}{P_S \beta_{u(2m)}^2},
\end{align}
\begin{align}
NR_k^c = \frac{\sigma_n^2 \kappa \tilde{\beta}_{ucn}^2}{P_S \beta_{u(2m)}^2},
\end{align}
\begin{align}
MU_k^c = \frac{1}{\beta_{d(2m-1)}^2 \beta_{d(2m)}^2} \Delta_k^c, \quad (53)
\end{align}
\begin{align}
AN_k^c = \frac{\sigma_n^2}{P_S \beta_{d(2m-1)}^2 \beta_{u(2m)}^2} \Delta_k^c, \quad (54)
\end{align}
and
\begin{align}
\Delta_3^c = \frac{P_S}{\Gamma_n} \sum_{n=1}^{K} \beta_{dcm} (\beta_{u(2n-1)}^2 + \beta_{u(2n)}^2).
\end{align}

Proof: The proof is similar with Theorem 1.

We observe that the SINR of user $S_k$ with CCE is similar to that with ICE. By comparing \cite{48} with \cite{22} and based on \cite{43} and \cite{44}, we obtain $\tilde{\gamma}_k^c < \gamma_k^c$. Particularly, consider that the system is symmetric, i.e. $D_{u1} = D_{u2}$ and $D_{d1} = D_{d2}$, then we can easily obtain $\gamma_k^c = \frac{1}{2}\gamma_k$, $\forall k$.

Remark 3: As to the self-interference under CCE, according to the law of large numbers (Lemma 1 in \cite{20}) and in the regime of very large $N_r$ and $N_t$, we get
\begin{align}
f_k^T W_c g_k = f_k^T \left( \sum_{n=1}^{K} (f_{2n-1}^T + f_{2n}^T + z_{2n})^T \right) \left( g_{2n-1}^H + g_{2n}^H + z_{2n}^H \right) g_k
\approx \| f_k \|^2 \| g_k \|^2 \approx N_c N_r \beta_{dk} \beta_{uk}, \quad (55)
\end{align}
where $z_{2n}$ and $z_{2n}^*$ are the $n$-th columns of $Z_{tc}$ and $Z_{rc}$, respectively. Note that the individual CSI for each user cannot be acquired under CCE. But based on the law of large numbers, we can approximate the self-interference $\alpha \sqrt{P_S} \tilde{W}_c g_k x_k$ as $\alpha \sqrt{P_S} \tilde{N}_c N_r \beta_{dk} \beta_{uk} x_k$. It is meant that the self-interference is only related to the large-scale fading coefficients and then can be cancelled out.

V. PERFORMANCE EVALUATION

In this section, we evaluate the system performance with different pilot schemes. First, we analytically compare the performance under ICE with that under CCE. Then, the power control of the users and the relay is derived based on sum rate maximization and max-min fairness criterion, respectively.

A. Performance Comparison Between ICE and CCE

The previous analysis shows that in the symmetric system ($D_{u1} = D_{u2}$, $D_{d1} = D_{d2}$), we have $\gamma_k^c = \frac{1}{2}\gamma_k$, $\forall k$. Then we can obtain the following corollary.

Corollary 2: Consider the symmetric traffic and $\tau_c = \frac{1}{2}\tau$. Let $T_c^E = \left( 1 + \left( \frac{1}{g-1} \right) \right) \tau$, where $g = \sum_{k=1}^{2K} \log_2(1 + \gamma_k)$. The coherence interval $T_c^E$ satisfies $R_c^E < R_c$, where $R_c^E$ denotes the sum rate of the system with CCE. Moreover, we have
\begin{itemize}
\item $R_c^E > R_c$, when $T_c \in (\tau_c, T_c^E)$;
\item $R_c^E < R_c$, when $T_c \in (T_c^E, \infty)$.
\end{itemize}

Proof: In the symmetric system, when $\tau_c = \frac{1}{2}\tau$, we have
\begin{align}
R_c^E = \frac{T_c}{T_c - \tau} \left( \sum_{k=1}^{2K} \log_2(1 + \gamma_k) \right)^{-1}. \quad (56)
\end{align}
Let $g = \frac{\sum_{k=1}^{2K} \log_2(1 + \gamma_k)}{\sum_{k=1}^{2K} \log_2(1 + \gamma_k)}$, $\gamma_k > 0$, $\forall k$. Evidently, we have $g > 1$. In addition, it can be easily proved that $\frac{1}{\log_2(1 + \gamma_k)} < \log_2(1 + \frac{1}{\gamma_k})$, therefore, we obtain $g \in (1, 2)$.

\footnote{Similar to the fourth footnote, considering the power-scaling law, we have $\Delta_3^c = \frac{P_S}{\Gamma_n} \sum_{n=1}^{K} \beta_{dcm} (\beta_{u(2n-1)}^2 + \beta_{u(2n)}^2) + \frac{\beta_{dcm}^2}{\beta_{d(2m-1)}^2 \beta_{d(2m)}^2} \sum_{n=1}^{K} \beta_{dcm} \beta_{ucn}$.}

\footnote{It is known that the large-scale fading is closely related to the distance, hence symmetry here can be interpreted as the same distance from the two users in each user pair to the relay.}
Besides, let \( f(T_c) = \frac{\tau}{\log(T_c - \tau)}. \) We can easily show that \( f(T_c) \) is a monotonically decreasing function of \( T_c \). Let \( f(T_c) = 1 \), then we get the solution of \( T_c: T_c^E = \left(1 + \frac{1}{\log(\frac{1}{\tau})}\right) \tau. \) Since \( g \in (1, 2) \), we have \( T_c^E > \frac{3}{2} \tau > \tau. \) Based on the monotonically decreasing property of \( f(T_c) \), we have \( f(T_c) > 1 \) if \( \tau < T_c < T_c^E \), and \( f(T_c) < 1 \) if \( T_c > T_c^E \). Then the proof is completed.

Corollary 3 shows that the CCE scheme performs better in the scenario where the coherence interval is smaller than a certain value. Otherwise, the ICE scheme is preferable.

In addition, we rewrite (22) as \( \gamma_k = \theta_k N_t \), where \( \theta_k = \frac{\alpha_k + \beta_k}{\alpha_k + \beta_k + 1} \). Then we have the following corollary concerning the relation between \( \gamma_k \) and \( N_t \).

**Corollary 3:** When the number of relay antennas is very large such that \( \theta_k N_t \gg 2 \) for any user, \( T_c^E \) is increasing with respect to \( N_t \) in an approximately logarithmic way.

**Proof:** Consider \( N_t \) as the argument and keep other system parameters fixed, such as the transmit powers, large-scale fading and the interference levels, thus all \( \theta_k \) (\( \forall k \)) are constant and positive values. Then we have

\[
g(N_t) = \frac{\sum_{k=1}^{2K} \log_2(1 + \theta_k N_t)}{\sum_{k=1}^{2K} \log_2(1 + \frac{1}{2} \theta_k N_t)}.
\]

When \( N_t \) is very large such that \( \theta_k N_t \gg 2, \forall k \), we get

\[
g(N_t) \approx \frac{\sum_{k=1}^{2K} \log_2(\theta_k N_t)}{\sum_{k=1}^{2K} \log_2(\frac{1}{2} \theta_k N_t)} = 1 + \frac{1}{\log_2 N_t + (\sum_{k=1}^{2K} \log_2 \theta_k) / (2K) - 1},
\]

which shows that \( g \) is logarithmically decreasing with \( N_t \) when \( N_t \) is very large. In addition, \( T_c^E \) is decreasing with \( g \). As a result, we obtain that \( T_c^E \) is increasing with respect to \( N_t \) in an approximately logarithmic way in massive MIMO.

**Remark 4:** (Complexity Analysis) Since both the two channel estimation schemes adopt the LS estimation approach, the difference of complexity between the two schemes only stays in the channel estimation stage (i.e., in (10), (11) and (37), (38)) and the computing stage of the MRC/MRT matrix (i.e., in (19) and (45)), thus we only present the complexity analysis of these two stages. Thereby, the time complexity of ICE scheme is given by \( O(2KN_t N_r) + O(2K\tau(N_t + N_r)) \), and the time complexity of CCE scheme is shown as \( O(KN_t N_r) + O(K\tau(N_t + N_r)) \). In particular, when \( \tau = \frac{\tau}{K} = K, \) the ICE scheme has an extra time complexity of \( O(KN_t N_r) + O(3K^2(N_t + N_r)) \).

### B. Power Control

Without loss of generality, we only present the power allocation of the system under ICE. And we consider the fixed pilot power \( P_p \). First, different transmit powers are optimally allocated to different users and the relay in order to obtain the maximal achievable sum rate. Then we address the power allocation problem for maximizing the minimum SINR of all the users. In the end, based on the max-min fairness criterion, we discuss a special scenario where all large-scale fading coefficients are set to be the same.

#### 1) Sum Rate Maximization

Assuming different users have different transmit powers and user \( S_i \) takes the transmit power \( P_i \). Then we can obtain the approximate SINR of \( S_k \) using the similar way as that of Theorem 1.

**Theorem 3:** When \( k \) is fixed and finite \( N_r \) satisfies \( N_r \gg 2K \), the approximate SINR of user \( S_k \) under different user powers is given by

\[
\gamma_k \approx \frac{1}{f_k(P_1, P_2, \cdots, P_{2K}, P_R)} \frac{\bar{R}_k N_t}{\bar{M} \bar{P} + \bar{L} \bar{R} + \bar{N} R_k + \bar{M} \bar{U} + \bar{A} N_k},
\]

where

\[
\bar{M} \bar{P}_k = \sum_{j=1,j \neq k}^K P_j a_{k,j},
\]

\[
\bar{L} \bar{R}_k = P_R \sigma_L b_k, \quad \bar{N} R_k = \sigma_N, b_k, \quad \bar{M} \bar{U}_k = \frac{1}{\bar{P}_R} \sum_{i=1}^K P_i c_{k,i}, \quad \bar{N} N_k = \sigma_N^2 c_k, i = 1 \quad \text{and} \quad a_{k,j} = \frac{k}{\sigma_A \sigma_A}, b_k = \frac{k}{\sigma_A \sigma_A}, c_k = \frac{k}{\sigma_A \sigma_A},
\]

and \( \gamma_k \) is a monotonically decreasing function of \( \gamma_k \).

Our goal of power allocation is to maximize the sum rate, and this optimization problem is formulated as

\[
\max_{(P_i, P_R, \gamma_k)} \prod_{k=1}^{2K} \{1 + \gamma_k\} \quad \text{s.t.} \quad \gamma_k \cdot f_k(P_1, P_2, \cdots, P_{2K}, P_R) \leq 1, \forall k,
\]

\[
0 \leq P_i \leq P_{S_i}^\max, \forall i,
\]

\[
0 \leq P_R \leq P_{R}^\max
\]

where \( P_{R}^\max \) and \( P_{S}^\max \) are peak power constraints of the users and the relay, respectively. Note that we use the inequality constraints in (64) to replace the equality constraints in (59) and (41), and the optimal solution of (64) will satisfy (59) since the objective function increases with each \( \gamma_k \).

Equation (59) indicates that the function \( f_k(P_1, P_2, \cdots, P_{2K}, P_R) \) is a posynomial, then the problem (64) would be a geometric program (GP) if the objective function was a monomial. To solve a GP which can be converted to convex form, we can use CVX (a convex optimization tool) [42]. Based on the Lemma 1 in [41], we can approximate \( 1 + \gamma_k \) as

\[
1 + \gamma_k \approx \lambda_k \gamma_k^{\nu_k}
\]

near an arbitrary point \( \gamma_k > 0 \), where \( \nu_k = \gamma_k(1 + \gamma_k)^{-1} \) and \( \lambda_k = \gamma_k^{\nu_k}(1 + \gamma_k) \). Note that \( 1 + \gamma_k \approx \lambda_k \gamma_k^{\nu_k} \) if and only if \( \gamma_k = \hat{\gamma}_k \), and \( 1 + \gamma_k = \lambda_k \gamma_k^{\nu_k} \) otherwise [41]. Hence, by making a guess of \( \hat{\gamma}_k \), (64) can be approximated as

\[
\max_{(P_i, P_R, \gamma_k)} \prod_{k=1}^{2K} \lambda_k \gamma_k^{\nu_k} \quad \text{s.t.} \quad \gamma_k \cdot f_k(P_1, P_2, \cdots, P_{2K}, P_R) \leq 1, \forall k,
\]

\[
0 \leq P_i \leq P_{S_i}^\max, \forall i,
\]

\[
0 \leq P_R \leq P_{R}^\max
\]

(66)
Algorithm 1: Successive approximation algorithm for (64)

1: Initialization. Set the iteration number \( i = 1 \). Choose a feasible power allocation, such as \( P_k = P_k^{\text{max}}, \forall k \) and \( P_R = KP_R^{\text{max}} \). The initial guess of \( \gamma_{k,i} \) for all \( k \) is determined by (59). Besides, set a convergence judgement parameter \( \epsilon > 0 \).

2: Iteration \( i \). Solve the GP (66) using CVX. The solution of \( \gamma_k \) is denoted as \( \gamma_{k,i}^* \), \( \forall k \).

3: Zero judgement. If there exists any \( k \) satisfying \( \gamma_{k,i}^* = 0 \), stop. Otherwise, go to step 4.

4: Convergence judgement. If \( \max_k |\gamma_{k,i}^* - \gamma_{k,i}^{|k-1}}| \leq \epsilon, \) stop. Otherwise, go to step 5.

5: Set \( i = i + 1 \), \( \hat{\gamma}_{k,i} = \gamma_{k,i}^* \), \( \forall k \), then go to step 2.

Similar to the Theorem 1 in [41], it is easy to obtain

\[
\prod_{k=1}^{2K} (1 + \hat{\gamma}_{k,i}) = \prod_{k=1}^{2K} \lambda_k \hat{\gamma}_{k,i}^{\gamma_{k,i}} \leq 2K \lambda_{k,i}^{\hat{\gamma}_{k,i}^{\gamma_{k,i}}} \leq 2K \lambda_{k,i}^{\gamma_{k,i}^{\gamma_{k,i}}} \, (70)
\]

where the first inequality follows from the fact that \( \hat{\gamma}_{k,i}^{\gamma_{k,i}} \) is the solution of (66) after the \( i \)-th iteration, and the second inequality follows from \( 1 + \gamma_{k} \geq \lambda_k \gamma_{k}^* \). Thus Algorithm 1 is monotonically increasing with the iteration number.

2) Max-Min Fairness Criterion: On the other hand, since each user receives data from its partner, the rate performance of the worst user with the minimum SINR represents the system performance in some sense. As a result, based on the max-min fairness design criterion, the goal of power allocation can be maximization of the minimum SINR of the users. This optimization problem is formulated as follows.

\[
\max_{\{P_i, P_R\}} \min_{\forall k} \quad \frac{1}{t} f_k(P_1, P_2, \ldots, P_{2K}, P_R)
\]

s.t. \( 0 \preceq P_i \preceq P_i^{\text{max}}, \forall i \),

\( 0 \preceq P_R \preceq P_R^{\text{max}} \, (68) \)

Similar to the technique in [22], a slack variable \( t \) is introduced to (68) and the problem is reformulated as

\[
\max_{\{P_i, P_R, t\}} \quad t
\]

s.t. \( t \cdot f_k(P_1, P_2, \ldots, P_{2K}, P_R) \leq 1, \forall k \),

\( 0 \preceq P_i \preceq P_i^{\text{max}}, \forall i \),

\( 0 \preceq P_R \preceq P_R^{\text{max}} \, (69) \)

We observe that the optimization problem (69) is a GP and can be solved using CVX.

3) A Special Scenario: In this special scenario, we assume that all large-scale fading coefficients are the same (i.e., \( D_u = D_d = \beta L_k \)), there would be no large-scale fading if \( \beta = 1 \). Without loss of generality, we consider equal self-LI levels and equal inter-user interference levels, i.e., \( \sigma_{k,k}^2 = \sigma_{L}^2, \sigma_{k,i}^2 = \sigma_{I}^2, \forall k \) and \( i \neq k \). From (60) \sim (63), we obtain \( d_{k,j} = (k+1) \hat{b}, \hat{b} = \frac{c_k^2}{2}, c_{k,i} = \frac{d}{2}, \forall k, j, i \). Then if all users transmit the same power (\( P_i = P_S, \forall i \)), the SINRs for all users will be equal, which satisfies the condition of the max-min fairness criterion.

With all users having the same power, (25) \sim (28) are re-expressed as

\[
\text{LIR}_k = \frac{P_R}{P_S} \cdot \sigma_{L}^2 b_k, \quad \text{NR}_k = \frac{1}{P_S} \sigma_n^2 b_k, \quad (70)
\]

\[
\text{MU}_k = \frac{P_S}{P_R} \cdot 2K^2 \mu^2, \quad (71)
\]

\[
\text{AN}_k = \frac{1}{P_R} \cdot 2K \sigma_n^2, \quad (72)
\]

where \( b = \frac{\beta L_k}{4}, \mu = \frac{1}{a}, \delta = \frac{\sigma_{I}^2}{\sigma_{L}^2}, \text{ and } \gamma = \frac{1}{\sigma_{L}^2}. \) Accordingly, the max-min problem is equivalent to the following minimization problem:

\[
\min \{P_S, P_R\} \quad f_k(P_S, P_R) = \text{LIR}_k + \text{NR}_k + \text{MU}_k + \text{AN}_k
\]

s.t. \( 0 \preceq P_S \leq P_S^{\text{max}}, \quad P_R \geq 0 \, (73) \)

where \( P_S^{\text{max}} \) is the peak power constraint of \( P_S \). By solving (73), we obtain the following corollary.

**Corollary 4:** Let \( \eta = K \sqrt{\frac{25}{\sigma_{L}^2}} \). When \( K \delta P_S^{\text{max}} \gg \sigma_n^2 \), the optimal value of the max-min problem for the special case is achieved when \( P_S = P_S^{\text{max}} \) and \( P_R \approx \eta P_S^{\text{max}} \).

**Proof:** Equation (73) is the minimization problem about a binary function. Thus by utilizing the properties of binary functions, we can get that the optimal value of (73) is achieved when \( P_S = P_S^{\text{max}} \) and \( P_R = \frac{\sqrt{2K} \delta P_S^{\text{max}} + \sigma_n^2}{\sigma_{L}^2} \, (72) \). Then we can obtain Corollary 4.

Corollary 4 indicates the simple power allocation based on max-min fairness criterion when all large-scale fading coefficients are the same. In addition, we observe that the variable \( \eta \) is decided by interference levels (\( \sigma_{L}^2 \) and \( \sigma_{I}^2 \)), while it has nothing to do with the large-scale fading \( \beta \). Furthermore, the numerical results by operating Algorithm 1 can show that in this special case, the sum rate optimization criterion yields the same power allocation results as that of max-min criterion.

**Remark 5:** (Interference Analysis) From (7), we know that there are mainly four types of interference in the system, in which inter-pair interference and inter-user interference are due to the multi-pair consideration, and LI from the relay and self-LI are caused by the full-duplex operation. (22) shows that all these interferences are harmful to the SINR. With respect to their impacts on the sum rate, we know from (24) and (27) that inter-pair and inter-user interferences increase with the number of user pairs \( K \). However, the previous analysis indicates that the sum rate will achieve its maximum with an optimal \( K \) for a fixed \( N_t \). Thus the sum rate will first increase with \( K \) though the inter-pair and inter-user interferences also increase since
the multiplexing gain is larger than the interference effect, and then the sum rate will decrease with $K$ when $K$ is larger than its optimal value due to the opposite reason. In addition, the power allocation result of Corollary 4 implies that there is a nearly linear relation between $P_R$ and $P_S$ for the special scenario when the sum rate achieve its peak value. Therefore, for LI from the relay and under fixed $P_S$, the sum rate will first increase and then decrease with $P_R$ while the LI from the relay keeps increasing with $P_R$, and the case of self-LI under fixed $P_R$ is similar. Moreover, if both $P_R$ and $P_S$ increase according to their optimal relation in Corollary 4, it can be easily inferred from (22) $\sim$ (28) that the sum rate will increase though both the interferences also increase.

From (22), we see that the SINR will increase significantly with $N_t$ due to the large array gain of massive MIMO. However, the denominator in (22) indicates that the interferences keep constant regardless of the increase of antenna number. Therefore, by enhancing the received power of the desired signal and the relative value SINR, it seems that massive MIMO is able to suppress all types of interference.

VI. NUMERICAL RESULTS

In this section, the numerical results for the proposed system are illustrated, as well as the comparison of our scheme with other schemes. We set $N_t = N_r$, the coherence interval $T_c = 100$ symbol and the number of user pairs $K = 5$ unless otherwise specified. The noise is normalized to be $\sigma_n^2 = \sigma_{tx}^2 = 1$. In addition, the inter-user interference level is also set to be $1$, i.e. $\sigma_{\text{LI}} = 1 (i \in U_k, i \neq k)$, and we choose the LI level $\sigma_{\text{LI}}^k/\sigma_n^2 = \sigma_{tx}^2/k, \sigma_n^2 = 5 \text{ dB (}\forall k)$ unless otherwise specified.\[\]

Besides, the training length is set to be $\tau = 2K$ for ICE and $\tau = K$ for CCE and we set $P_p/\sigma_n^2 = P_S/\sigma_n^2 = 10 \text{ dB}$\[\]

A. Sum Rate with Statistical CSI

In this subsection, we only consider the case of ICE, and the large-scale fading coefficients are normalized to be 1, i.e. $D_u = D_l = I_{2K}$.

Fig. 2 describes the sum rate of the system vs. $K (1 \leq K \leq 20)$ under different number of relay antennas. We set $P_R = \eta P_S$ based on Corollary 4. The “Statistical CSI: lower bound” curve is generated from (17), where the statistical distributions of the channels are used to detect the desired signals. The ergodic sum rate given by (4) is also presented in Fig. 2 by using Monte Carlo simulation, via the “Instantaneous CSI” curve. We can observe that the proposed rate expression (17) is a lower bound of the ergodic rate, and the performance gain between them is very small, even when the relay antenna number is not so large, such as $N_t = N_r = 50$, verifying that using statistical channels for signal detection in massive MIMO systems is quite feasible. Besides, we see that the sum rate of a $K$-pair ($K > 1$) system is less than $K$ times the sum rate of a one-pair system, because the multi-pair system has more interferences (inter-pair and inter-user interferences) than the one-pair system. We also observe that the sum rate increases with the increase of $K$, since the multiplexing gain is larger than the interference effect. However, when $K$ is very large, the inter-pair and inter-user interferences dominate the system performance, and hence the sum rate will decrease in very large $K$ (such as $K > 5$ when $N_t = 50$). Furthermore, Fig. 2 verifies that adding the number of relay antennas can significantly improve the system performance.

In Fig. 3, we compare the approximate sum rate given by Theorem 1 with the lower bound given by (17) with $P_R = \eta P_S$ and $\sigma_{\text{LI}}^k = \sigma_{tx}^2 k, \forall k$. First, we also observe that the performance gap between the lower bound and the ergodic sum rate is very small under different LI levels, regardless of the relay antenna number. Then it is seen that Theorem 1 is a very close approximation to the proposed rate bound, especially when the number of relay antennas is very large. Thus Theorem 1 is a good predictor for the ergodic sum rate in...
Fig. 4. Sum rate vs. $T_c$ in symmetric system with different number of relay antennas ($P_R = K P_S$).

Fig. 5. Sum rate vs. $N_t$ in symmetric and asymmetric systems ($P_R = K P_S$, $T_c = 15$).

the case of large antennas. However, the derived approximated results match not so well with the ergodic sum rates when not so many antennas are used, especially for the case of large LI. For example, the approximate result is 0.85 bits/s/Hz higher than the ergodic sum rate for $N_t = N_r = 10$ and $\sigma^2_{LI} = 10$ dB. Furthermore, the high LI level decreases the sum rate significantly. In order to achieve the same sum rate in higher LI level, more antennas can be employed at the relay to suppress the LI.

B. Comparison between ICE and CCE

In this subsection, the sum rate performance under ICE is compared with that under CCE. The path loss and shadow fading are taken into account with regard to the large-scale fading coefficients. Besides, it is reasonable to assume that $D_{th} = D_{dl}$. Therefore, the large-scale fading coefficient $\beta_{ui}$ is given by

$$\beta_{ui} = \frac{10^{\omega_i/10}}{1 + (d_i/d_0)^\gamma},$$

(74)

where $10^{\omega_i/10}$ is log-normally distributed with standard deviation of $\sigma$ dB, and $\omega_i \sim N(0, \sigma^2)$ shows the log-normal attenuation which is also expressed in dB. $d_i$ denotes the distance from user $S_i$ to the relay and $d_0$ indicates the breakpoint in the path loss curve, and $l$ is the path loss exponent. In this paper, assuming that $d_i$ is uniformly distributed between 0 and 500 m, in addition, we set $\sigma = 8$ dB, $d_0 = 200$ m and $l = 3.8$.

Note that it is very difficult to derive the theoretical analysis as considering the asymmetric scenario. As a result, we only exhibit the simulation results of the asymmetric scenario.

C. Power Optimization (PO)

In this subsection, we evaluate the power allocation algorithms. And we only consider the ICE scheme.

In Fig. 6 we examine the power allocation algorithm for sum rate maximization by comparing the cumulative distribution function (CDF) of sum rate in the case of power optimization to that without power optimization. The practical large-scale fading model (74) is adopted and we choose $N_t = N_r = 200$. The “Without PO” curve corresponds to the uniform power allocation, i.e. $P_k = 10$ dB ($\forall k$) and $P_R = K P_S$, and is obtained by performing (59). The “With PO” curve is achieved by running the Algorithm 1. It is seen

13Note that it is very difficult to derive the theoretical analysis as considering the asymmetric scenario. As a result, we only exhibit the simulation results of the asymmetric scenario.

14In our simulation, we stop the algorithm after a few iterations before it converges, and the maximum iteration number is set to be 5.
that the system achieves a large improvement for the sum rate performance with the optimal power allocation. For example, the 50th percentile of the sum rate is improved by about 1.9 bits/s/Hz.

Then we evaluate the power allocation scheme based on the max-min fairness design criterion. Fig. 7 plots the CDF curves of the minimum and maximum SINR with and without power optimization, respectively. We observe that with optimal power allocation, the minimum SINR among all the users improves significantly. For example, the 50th percentile of minimum SINR with power optimization increases by about 31 dB over that with uniform power allocation. Furthermore, it is seen that each user will achieve the same SINR under optimal power allocation.

Fig. 8 depicts the sum rate given by (22) vs. $P_S$ and $P_R$ in the special case in which $D_u = D_d = \beta I_{2K}$, when $N_t = N_r = 200$. Without loss of generality, we assume that $\beta = 1$. We see that if $P_S$ is fixed, there will be an optimal $P_R$ for the maximum sum rate, and the performance will decline when $P_R$ is larger than this value, since the loop interference from the relay dominates the performance of FD systems in very large $P_R$. In addition, for any finite $P_S$, the $P_R$ which contributes to the maximum sum rate has a linear relationship with $P_S$.

Moreover, the figure indicates that the maximum sum rate is achieved when $P_S$ equals the peak value ($P_S^{max} = 10$ dB). Therefore, Fig. 8 matches exactly with the result of Corollary 4 which gives the linear factor $\eta = 0.95K$ between $P_R$ and $P_S$.
VII. CONCLUSION

In this paper, we investigated the achievable rate of a multi-pair two-way full-duplex AF relay system, where the relay adopted MRC/MRT processing and was equipped with large-scale antennas. When the number of relay antennas was large and finite, the approximate sum rates for the system were derived based on statistical channels, under individual channel estimation and composite channel estimation, respectively. It was shown that the derived sum rate expression is a tight approximation of the ergodic sum rate. In addition, we compared the two channel estimation schemes in terms of the achievable rate and showed that in symmetric systems, the composite channel estimation scheme performs better than the individual channel estimation scheme when the coherence interval is smaller than a certain value, and vice versa. Moreover, the power controls for the users and the relay were derived based on the achievable rate maximization and max-min fairness criterion, respectively. And the numerical results verified the accuracy of the analysis.

APPENDIX

A. Proofs of Equations (20) and (27)

Substituting (19) into (3) and (6), and based on the property \(\text{Tr}(AB) = \text{Tr}(BA)\), we obtain
\[
\Delta_1 = \text{Tr} \left\{ \mathbf{F}^H \mathbf{F}^T \mathbf{T} \left( \mathbf{G}^H \mathbf{G}^H \mathbf{G} \right) \mathbf{T} \right\}, \quad (75)
\]
\[
\Delta_2 = \text{Tr} \left\{ \mathbf{F}^H \mathbf{F}^T \mathbf{T} \left( \mathbf{G}^H \mathbf{G} \right) \mathbf{T} \right\}. \quad (76)
\]
Assume that the matrices \(\mathbf{F}\) and \(\mathbf{G}\) are mutually independent, we can easily get that
\[
\mathbb{E} \left\{ \mathbf{F}^H \mathbf{F}^T \right\} = \mathbb{E} \left\{ (\mathbf{F} + \mathbf{Z}_r)^H (\mathbf{F} + \mathbf{Z}_r) \right\} = N_r \mathbf{D}_4, \quad (77)
\]
\[
\mathbb{E} \left\{ \mathbf{G}^H \mathbf{G} \right\} = \mathbb{E} \left\{ (\mathbf{G} + \mathbf{Z}_r)^H (\mathbf{G} + \mathbf{Z}_r) \right\} = N_r \mathbf{D}_u. \quad (78)
\]
Substituting (77) and (78) into (76), we obtain (21) for \(\Delta_2\).

Besides, for obtaining \(\Delta_1\), we calculate
\[
\mathbb{E} \left\{ \mathbf{G}^H \mathbf{G} \right\} = \mathbb{E} \left\{ (\mathbf{G} + \mathbf{Z}_r)^H \mathbf{G} \right\} \]
\[
= \mathbb{E} \left\{ \mathbf{G}^H \mathbf{G} \right\} + \mathbb{E} \left\{ \mathbf{Z}_r^H \mathbf{G} \mathbf{Z}_r \right\} + \mathbb{E} \left\{ \mathbf{G}^H \mathbf{Z}_r \mathbf{Z}_r^H \mathbf{G} \right\}. \quad (79)
\]
Since \(\mathbb{E} \left\{ \mathbf{F}^H \mathbf{F}^T \mathbf{T} \right\}\) is a diagonal matrix, we only need to know the diagonal entries of \(\mathbb{E} \left\{ \mathbf{G}^H \mathbf{G} \right\}\).

Firstly, we calculate \(\mathbb{E} \left\{ \mathbf{G}^H \mathbf{G} \right\}\). Let \(\mathbf{M} = \mathbf{G}^H \mathbf{G}\), thus the \(i\)-th diagonal entry of \(\mathbb{E} \left\{ \mathbf{MM}^H \right\}\) is given by
\[
\mathbb{E} \left[ \mathbf{MM}^H \right]_{ii} = \mathbb{E} \left\{ \left| g_i^H g_i \right|^2 \right\} + \sum_{j=1, j \neq i}^{2K} \mathbb{E} \left\{ \left| g_i^H g_j \right|^2 \right\}. \quad (80)
\]
Based on the properties of Wishart matrix \(43\), we can get that
\[
\mathbb{E} \left\{ \left| g_i^H g_j \right|^2 \right\} = \mathbb{E} \left\{ \text{Tr} \left[ \left( g_i^H g_i \right)^2 \right] \right\} = N_r (N_r + 1) \beta_{ui}^2. \quad (81)
\]

Besides,
\[
\mathbb{E} \left\{ \left| g_i^H g_j \right|^2 \right\} = \mathbb{E} \left\{ g_i^H \mathbf{g}_g \mathbf{g}_i \right\} = N_r \beta_{ui} \beta_{uj}, \quad j \neq i. \quad (82)
\]
Thus we have
\[
\mathbb{E} \left\{ \mathbf{G}^H \mathbf{G}^H \mathbf{G}_i \right\} = N_r^2 \beta_{ui}^2 + N_r \beta_{ui} \sum_{j=1}^{2K} \beta_{uj}. \quad (83)
\]
Secondly, we obtain
\[
\mathbb{E} \left\{ \mathbf{Z}_i^H \mathbf{G}^H \mathbf{Z}_i \right\} = \mathbb{E} \left\{ \mathbf{Z}_i^H \mathbf{G} \mathbf{G}^H \mathbf{Z}_i \right\} = \text{Tr} (\mathbf{D}_u) \cdot \mathbb{E} \left\{ \mathbf{Z}_i^H \mathbf{Z}_i \right\} = \text{Tr} (\mathbf{D}_u) \cdot N_r \sigma_p^2 / (\pi P). \quad (84)
\]
And then, we calculate \(\mathbb{E} \left\{ \mathbf{G}^H \mathbf{G}^H \mathbf{Z}_i \right\}\). The \(j\)-th row of \(\mathbb{E} \left\{ \mathbf{G}^H \mathbf{G}^H \mathbf{Z}_i \right\}\) is represented as
\[
\mathbb{E} \left\{ \mathbf{G}^H \mathbf{G}^H \mathbf{Z}_i \right\} = \mathbb{E} \left\{ g_i^H g_i \right\} + \sum_{i=1, i \neq j}^{2K} \mathbb{E} \left\{ g_i^H g_j \right\} \mathbb{E} \left\{ g_j^H g_i \right\}. \quad (85)
\]
It is apparent that \(\mathbb{E} \left\{ g_i^H g_i \right\} = 0_{1 \times N_r}\), and \(\mathbb{E} \left\{ g_i^H g_j \right\} = \beta_{ui} \mathbf{I}_{N_r}, \forall i, j\). And since \(x^T f(x) (f(x)\) is an even function which represents the probability density function for the real or imaginary part of the element of \(g_i\) is an odd function, we can easily get that
\[
\mathbb{E} \left\{ \left| g_i \right|^2 \right\} = 0_{1 \times N_r}, \quad \forall j. \quad (86)
\]
Thus we obtain \(\mathbb{E} \left\{ \mathbf{G}^H \mathbf{G}^H \mathbf{Z}_i \right\} = 0_{2K \times N_r}\), then we get
\[
\mathbb{E} \left\{ \mathbf{G}^H \mathbf{G}^H \mathbf{Z}_i \right\} = \mathbb{E} \left\{ \mathbf{G}^H \mathbf{G}^H \mathbf{Z}_i \right\} = 0_{2K \times 2K}. \quad (87)
\]
Based on (83), (84) and (87), we have
\[
\mathbb{E} \left\{ \mathbf{G}^H \mathbf{G}^H \mathbf{G}_i \right\} = N_r^2 \beta_{ui}^2 + N_r \beta_{ui} \sum_{j=1}^{2K} \beta_{uj} + N_r \sigma_p^2 / (\pi P) \text{Tr} (\mathbf{D}_u) \]
\[
= N_r^2 \beta_{ui}^2 + N_r \beta_{ui} \sum_{j=1}^{2K} \beta_{uj}. \quad (88)
\]
Substituting (77) and (88) into (75), we achieve \(\Delta_1\) in (20).

B. Proof of Theorem 1

From (18), to obtain \(\gamma_k\), we give the following calculations.

1) Compute \(\mathbb{E} \left\{ \mathbf{f}_k^T \mathbf{W} g_k \right\}\): With MRC/MRT processing, we have
\[
\mathbb{E} \left\{ \mathbf{f}_k^T \mathbf{W} g_k \right\} = \mathbb{E} \left\{ \mathbf{f}_k^T (\mathbf{F} + \mathbf{Z}_r) \right\} \mathbf{TE} \left\{ (\mathbf{G} + \mathbf{Z}_r)^H g_k \right\} = (N_t \beta_{dk} \mathbf{1}_k) \mathbf{T} (N_r \beta_{uk} \mathbf{1}_k^T) \mathbf{g}_k \]
\[
= N_t N_r \beta_{dk} \beta_{uk} \mathbf{1}_k. \quad (89)
\]
where \(\mathbf{1}_k\) is a \(1 \times 2K\) vector whose \(k\)-th element is 1, and the others are zeros.
\[
\gamma_k = \frac{2K}{\sum_{j=1}^{2K} \left( \frac{\beta_{d_k} \beta_{u_k}}{\beta_{d_k}} + \frac{\beta_{d_k} \beta_{u_k}}{\beta_{u_k}} \right) + \sum_{j=1}^{2K} \frac{\beta_{d_k} \beta_{u_k'}}{N_r \beta_{d_k} \beta_{u_k'}} + \frac{1}{N_r \beta_{d_k} \beta_{u_k'}} \sum_{i=1}^{2K} \beta_{d_i} \beta_{u_k}'} \cdot \frac{N_t}{N_r} \tag{100}
\]

2) Compute \( \text{Var}(f_k^T \mathbf{W}_{gk'}) \): It is calculated that
\[
\text{Var}(f_k^T \mathbf{W}_{gk'}) = E \left\{ |f_k^T \mathbf{W}_{gk'}|^2 \right\} - E \left\{ f_k^T \mathbf{W}_{gk'} \right\}^2, \tag{90}
\]
in which
\[
E \left\{ f_k^T \mathbf{W}_{gk'} \right\} = \text{Tr} \left\{ \mathbf{F}^T f_k^T \mathbf{F}^* \right\} + \text{Tr} \left\{ \mathbf{Z}_k^T f_k^T \mathbf{Z}_i^* \right\}
\]
Based on (81) and (86), the \((i,j)\)-th element of \( E \left\{ \mathbf{F}^T f_k^T \mathbf{F}^* \right\} \)
\[
E \left[ \mathbf{F}^T f_k^T \mathbf{F}^* \right]_{ij} = \begin{cases} 
E \left\{ |f_k|^2 \right\} & i = j = k; \\
E \left\{ f_k^T \mathbf{E} \left[ f_k^T f_k^T \mathbf{F}^* \right] \right\} & i = j \neq k; \\
E \left\{ f_k^T \mathbf{E} \left[ f_k^T f_k^* \right] \right\} & i \neq j.
\end{cases}
\]
Similar to (87), we easily get \( E \left[ \mathbf{F}^T f_k^T \mathbf{F}^* \right] = 0_{2K \times 2K} \). In addition,
\[
E \left[ \mathbf{Z}_k^T f_k^T \mathbf{Z}_i^* \right] = \text{Tr} \left\{ \mathbf{Z}_k^T f_k^T \mathbf{Z}_i^* \right\} = N_t \beta_{d_k} \beta_{u_i} \sum_{j=2K}^{-1} \frac{\sigma^2_{r,T}}{\tau F_p}.
\]
Thus \( E \left[ \mathbf{F}^T f_k^T \mathbf{F}^* \right] \) is a diagonal matrix and the \((i, i)\)-th entry is
\[
E \left[ \mathbf{F}^T f_k^T \mathbf{F}^* \right]_{ii} = \begin{cases} 
N_t^2 \beta_{d_k}^2 & i = k; \\
N_t \beta_{d_k} \beta_{u_i} & i \neq k.
\end{cases}
\]

In the same way, we get that \( E \left[ \mathbf{G}^H g_k^T \mathbf{g}_k^* \right] \) is also a diagonal matrix, and the \((i, i)\)-element
\[
E \left[ \mathbf{G}^H g_k^T \mathbf{g}_k^* \right]_{ii} = \begin{cases} 
N_t^2 \beta_{u_k'}^2 + N_t \beta_{u_k'} \beta_{u_k'} & i = k'; \\
N_t \beta_{u_k'} \beta_{u_i} & i \neq k'.
\end{cases}
\]
As a result, substituting (95) and (96) into (91) and then substituting (91) and (89) into (87), we obtain
\[
\text{Var}(f_k^T \mathbf{W}_{gk'}) = N_t^2 \beta_{u_k} \beta_{u_k'} + N_t N_r^2 \beta_{d_k} \beta_{d_k'} \sum_{i=1}^{2K} \beta_{d_i} \beta_{u_i'}.
\]

3) Compute \( E \left\{ |f_k^T \mathbf{W}_{gj}|^2 \right\} \): With the similar way as (91), we get
\[
E \left\{ |f_k^T \mathbf{W}_{gj}|^2 \right\} = N_t^2 N_r \beta_{d_k} \beta_{u_i} \beta_{u_j} + \sum_{i=1}^{2K} \beta_{d_i} \beta_{d_i'} \beta_{u_i}.
\]

4) Compute \( E \left\{ \|f_k^T \mathbf{W}_{gj}\|^2 \right\} \): With \( \mathbf{W} = \mathbf{F}^* \mathbf{T} \mathbf{G}^H \), based on (95), we have
\[
E \left\{ \|f_k^T \mathbf{W}_{gj}\|^2 \right\} = N_t \text{Tr} \left\{ \mathbf{F}^T f_k^T \mathbf{F}^* \right\} \mathbf{T} \mathbf{D}_{\alpha} \mathbf{T}
\]
Based on (81) and (86), the \((i,j)-th\) element of \( E \left\{ \mathbf{F}^T f_k^T \mathbf{F}^* \right\} \)
\[
E \left[ \mathbf{F}^T f_k^T \mathbf{F}^* \right]_{ij} = \begin{cases} 
E \left\{ |f_k|^2 \right\} & i = j = k; \\
E \left\{ f_k^T \mathbf{E} \left[ f_k^T f_k^T \mathbf{F}^* \right] \right\} & i = j \neq k; \\
E \left\{ f_k^T \mathbf{E} \left[ f_k^T f_k^* \right] \right\} & i \neq j.
\end{cases}
\]

Thus \( E \left[ \mathbf{F}^T f_k^T \mathbf{F}^* \right] \) is a diagonal matrix and the \((i, i)\)-th entry is
\[
E \left[ \mathbf{F}^T f_k^T \mathbf{F}^* \right]_{ii} = \begin{cases} 
N_t^2 \beta_{d_k}^2 & i = k; \\
N_t \beta_{d_k} \beta_{u_i} & i \neq k.
\end{cases}
\]

In the same way, we get that \( E \left[ \mathbf{G}^H g_k^T \mathbf{g}_k^* \right] \) is also a diagonal matrix, and the \((i, i)\)-element
\[
E \left[ \mathbf{G}^H g_k^T \mathbf{g}_k^* \right]_{ii} = \begin{cases} 
N_t^2 \beta_{u_k'}^2 + N_t \beta_{u_k'} \beta_{u_k'} & i = k'; \\
N_t \beta_{u_k'} \beta_{u_i} & i \neq k'.
\end{cases}
\]

As a result, substituting (95) and (96) into (91) and then substituting (91) and (89) into (87), we obtain
\[
\text{Var}(f_k^T \mathbf{W}_{gk'}) = N_t^2 N_r \beta_{d_k} \beta_{u_k} \beta_{u_k'} + N_t N_r^2 \beta_{d_k} \beta_{d_k'} \beta_{u_k'}
\]

\[
\text{Var}(f_k^T \mathbf{W}_{gk'}) = N_t N_r \beta_{d_k} \beta_{u_k} \beta_{u_k'} + \sum_{i=1}^{2K} \beta_{d_i} \beta_{u_i'}.
\]
