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Citation impact indicators nowadays play an important role in research evaluation, and consequently these indicators have received a lot of attention in the bibliometric and scientometric literature. This paper provides an in-depth review of the literature on citation impact indicators. First, an overview is given of the literature on bibliographic databases that can be used to calculate citation impact indicators (Web of Science, Scopus, and Google Scholar). Next, selected topics in the literature on citation impact indicators are reviewed in detail. The first topic is the selection of publications and citations to be included in the calculation of citation impact indicators. The second topic is the normalization of citation impact indicators, in particular normalization for field differences. Counting methods for dealing with co-authored publications are the third topic, and citation impact indicators for journals are the last topic. The paper concludes by offering some recommendations for future research.

1. Introduction

Citation impact indicators are indicators of scientific impact that are based on an analysis of the citations received by scientific publications. Citation impact indicators may provide information on the impact of individual publications, but more often they provide information on the impact of research units such as researchers, research groups, research institutions, countries, or journals. In that case, citation impact indicators are based on an analysis of the citations received by the entire publication oeuvre of a research unit. Well-known examples of citation impact indicators are the journal impact factor (Garfield, 1972) and the h-index (Hirsch, 2005).

Citation impact indicators nowadays play a prominent role in the evaluation of scientific research. The importance of citation impact indicators in the context of research evaluation has increased a lot during the past decades, and this is reflected in a rapidly growing body of scientific literature in which citation impact indicators are
studied. Most of this literature can be found in journals in the fields of bibliometrics, scientometrics, and research evaluation, although contributions to this literature are also often made by researchers from other fields.

In this paper, I present an in-depth review of the literature on citation impact indicators. This review aims to serve both researchers studying citation impact indicators and practitioners working with these indicators. An overview is provided of different citation impact indicators that have been proposed in the literature and, more generally, of different choices that can be made in the construction of citation impact indicators. In practice, citation impact indicators are calculated based on data obtained from bibliographic databases. The literature on bibliographic databases is therefore reviewed as well, focusing on the three most popular multidisciplinary databases: Web of Science (WoS), Scopus, and Google Scholar.

The literature on citation impact indicators is rather large, and it is not possible to cover the entire literature in this review. Because of this, there are various topics related to citation impact indicators that are not discussed in this review. First of all, no detailed review of the literature on the h-index and related indicators is provided. During recent years, a large literature on this topic has emerged, but reviews of this literature can already be found elsewhere (Alonso et al., 2009; Egghe, 2010; Norris & Oppenheim, 2010; Panaretos & Malesios, 2009). There also is a literature in which citation impact indicators are studied from a mathematical or statistical point of view. This literature is of less interest to practitioners working with citation impact indicators, and therefore I have chosen not to include it in this review. Furthermore, this review also does not cover literature on the meaning of citations (Bornmann & Daniel, 2008; Nicolaisen, 2007), literature on the practical application of citation impact indicators in the context of research evaluation, and literature on the correlation between citation impact indicators and peer review. I refer to Moed (2005) for an introduction into these topics. Finally, no discussion of the historical development of the literature on citation impact indicators is provided. Such a historical account is offered by De Bellis (2009).

This paper presents the first large-scale review of the literature on citation impact indicators. However, there is some related work to which I would like to draw attention. Vinkler (2010) offers a systematic overview of scientometric indicators for research evaluation. This overview has a broader scope than the literature review provided in the present paper, but its coverage of the recent literature on citation impact indicators is rather limited.
impact indicators is less extensive. Wildgaard et al. (2014) present a review of the literature on bibliometric indicators for assessing the performance of individual researchers. A limitation of this review is that it focuses exclusively on individual researchers and does not consider other research units. Finally, Mingers and Leydesdorff (2015) provide a review of the entire scientometric literature. This review has a broad scope and citation impact indicators are just one topic covered in the review.

An earlier version of the literature review presented in this paper appeared in a report prepared for the Higher Education Funding Council for England (HEFCE; Wouters et al., 2015). This report provides an overview of the literature on the following four topics: (1) citation impact indicators, (2) effects of the use of indicators in research evaluation, (3) relation between indicators and peer review, and (4) alternative indicators for research evaluation. The review on the effects of the use of indicators in research evaluation is also published separately (De Rijcke et al., 2015).

The organization of this paper is as follows. First, the methodology used to collect the literature included in this review is discussed in Section 2. Next, a review of the literature on bibliographic databases is provided in Section 3. An overview of the most basic citation impact indicators is then presented in Section 4. Based on this overview, selected topics in the literature on citation impact indicators are reviewed in Sections 5 to 8. Section 5 deals with the selection of publications and citations to be included in the calculation of citation impact indicators. Sections 6, 7, and 8 cover the topics of normalization, counting methods, and citation impact indicators for journals, respectively. Finally, some recommendations for future research are made in Section 9.

2. Methodology

I collected the literature included in this review using a semi-systematic methodology. First, based on my prior knowledge of the literature, I chose the topics to be covered in the review. Next, for each topic, I selected an initial set of relevant publications. This was again done based on my prior knowledge of the literature, but in addition some preliminary literature searches were performed as well. Given a set of relevant publications on a certain topic, additional relevant publications were identified in a systematic way.
To systematically identify relevant publications on a given topic, I used CitNetExplorer (Van Eck & Waltman, 2014a, 2014b). CitNetExplorer is a software tool for visualizing and analyzing citation networks of scientific publications. The tool is freely available at www.citnetexplorer.nl. I first downloaded data from the WoS database on about 26,000 publications that appeared in the 14 journals listed in Table 1. I selected these journals either because they are core journals in the fields of bibliometrics, scientometrics, and research evaluation or because they have strong citation relations to core journals in these fields. I then provided the data on the 26,000 publications as input to CitNetExplorer. CitNetExplorer then constructed the citation network of the 26,000 publications. In addition, CitNetExplorer identified publications (not only journal publications but also for instance books) that did not appear in the 14 journals listed in Table 1 but that were cited at least ten times in these journals. These publications were also included in the citation network. In this way, a citation network of almost 30,000 publications was obtained.

Table 1. Journals included in the systematic literature search.

| Journal Name                                             |
|----------------------------------------------------------|
| American Documentation                                   |
| Annual Review of Information Science and Technology      |
| ASLIB Proceedings                                        |
| Information Processing and Management                    |
| Information Scientist                                    |
| Information Storage and Retrieval                        |
| Journal of Documentation                                 |
| Journal of Information Science                           |
| Journal of Informetrics                                  |
| Journal of the American Society for Information Science  |
| Journal of the American Society for Information Technology |
| Research Evaluation                                      |
| Research Policy                                          |
| Scientometrics                                           |

Given an initial set of relevant publications on a certain topic, I used CitNetExplorer to identify additional publications that could potentially be of relevance. This was done based on citation relations between publications. For instance, all publications cited by or citing to publications already classified as relevant were identified. Or alternatively, publications with at least a certain minimum number of citation relations (e.g., three or four citation relations) with publications already classified as relevant were identified. For each publication identified by CitNetExplorer, I then manually determined (e.g., based on the title and abstract of the publication) whether the publication is indeed of relevance to the topic of interest.
or not. In this way, the set of relevant publications was extended. The above steps could then be repeated in order to identify additional relevant publications. A number of iterations were usually performed until all relevant publications on a certain topic seemed to have been found.

Two further comments should be made on the way in which the publications included in this review were selected. First, it should be emphasized that the primary aim of this review is to provide an overview of the current state of the art in the literature on citation impact indicators. The focus of the review therefore is mainly on the more recent literature on citation impact indicators. No special attention is paid to the historical development of the literature. Second, it should be mentioned that this review does not provide an exhaustive overview of the literature on citation impact indicators. Given the size of the literature, providing an exhaustive overview in which all relevant publications are included is hardly possible. As already pointed out in Section 1, this review focuses on selected topics studied in the literature on citation impact indicators. However, even the literature on these selected topics cannot be covered in a fully comprehensive way. This review therefore includes the publications that were considered to be most relevant or most interesting. In some cases, citation counts were used to support decisions on which publications to include in the review and which publications to exclude.

3. Bibliographic databases

The three most important databases available for performing citation analyses are WoS, Scopus, and Google Scholar. There are more databases available, but these usually cover only a limited number of scientific fields. I start by summarizing some key features of WoS, Scopus, and Google Scholar.

WoS is a subscription-based database that comprises a number of citation indices. The best-known citation indices are the Science Citation Index Expanded, the Social Sciences Citation Index, and the Arts & Humanities Citation Index. These citation indices cover journals and book series. Nowadays, WoS also offers a Conference Proceedings Citation Index and a Book Citation Index, covering conference proceedings and books. WoS was originally owned by the Institute for Scientific Information. Its current owner is Thomson Reuters. The use of WoS for performing citation analyses has a long history, and therefore the characteristics of this database have been studied in significant detail. For instance, Moed (2005, Chapter 7) and
Larsen and Von Ins (2010) analyze the coverage of WoS, García-Pérez (2011) draws attention to the issue of incorrect citation relations in WoS, Michels and Schmoch (2012) investigate the growth of WoS, Harzing (2013a) studies the document type classification of WoS, and Zhang et al. (in press) perform a comparison between author keywords and algorithmically selected keywords (‘KeyWords Plus’) in WoS.

Like WoS, Scopus is a subscription-based database. In addition to journals, Scopus also covers trade publications, book series, conference proceedings, and books. Scopus is owned by Elsevier and was launched in 2004. The characteristics of the Scopus database have been studied less extensively than those of WoS, but some work has been done. In particular, Franceschini et al. (2015a) discuss the assignment of incorrect DOIs to publications in Scopus, Kawashima and Tomizawa (2015) study the accuracy of Scopus author identifiers, and Valderrama-Zurián et al. (2015) analyze the problem of duplicate publications in Scopus. Furthermore, a combined analysis of WoS and Scopus relating to the problem of missing citation relations is reported by Franceschini et al. (2013, 2014, 2015b).

Google Scholar was also launched in 2004. It indexes scholarly literature that is available on the web. This includes not only publications in journals and conference proceedings, but also for instance books, theses, preprints, and technical reports. Google Scholar is made freely available by Google. Little is known about the coverage of Google Scholar. For instance, there is no list available of sources that are covered by Google Scholar. In a recent study by Khabsa and Giles (2014), it is estimated that Google Scholar indexes about 100 million English-language documents, representing almost 87% of all English-language scholarly documents available on the web. Another study by Orduna-Malea et al. (in press) estimates that the total number of documents indexed by Google Scholar, without any language restriction, is between 160 and 165 million.

Most institutions with a subscription to WoS or Scopus have access to these databases through a web interface. The WoS and Scopus web interfaces can be used for performing simple citation analyses at a relatively small scale. Advanced citation analyses at a larger scale require direct access to the full WoS or Scopus database, without the restrictions imposed by a web interface. Professional bibliometric centers often have direct access to the full WoS or Scopus database. An alternative way of performing advanced citation analyses is the use of specialized web-based tools such as InCites and SciVal. InCites is provided by Thomson Reuters based on WoS, and
SciVal is provided by Elsevier based on Scopus. Performing large-scale citation analyses using Google Scholar is more difficult, because the only way to access Google Scholar is through its web interface. It is not possible to get direct access to the full Google Scholar database. Citation analyses based on Google Scholar are sometimes performed using a software tool called Publish or Perish (Harzing, 2010).

Below, an overview of the literature on WoS, Scopus, and Google Scholar is provided. It should be emphasized that all three databases are in continuous development (e.g., Chen, 2010; De Winter et al., 2014; Harzing, 2013b, 2014; Michels & Schmoch, 2012). Results reported in the literature, especially in less recent work, may therefore not be up-to-date anymore.

3.1. Comparing Web of Science and Scopus

The most comprehensive comparison between WoS and Scopus is reported by Visser and Moed (2008). By matching publications in Scopus with publications in WoS, they establish that 97% of all publications from 2005 covered by WoS are also covered by Scopus. Hence, WoS can almost be considered a perfect subset of Scopus. Looking at publications submitted to the 2001 Research Assessment Exercise, Scopus coverage turns out to be better than WoS coverage especially in the subject group ‘Subjects Allied to Health’ and to a lesser degree in the subject group ‘Engineering & Computer Science’. Visser and Moed (2008) note that when Scopus is used in a citation analysis it may be preferable to work with a subset of all Scopus data instead of the entire database. As reported by López-Illescas et al. (2008, 2009) based on an analysis in the field of oncology, journals covered by Scopus and not covered by WoS tend to have a low citation impact and tend to be more nationally oriented. Including these journals in a citation analysis may significantly reduce the average citation impact of certain countries.

The observation that Scopus has a better coverage than WoS is made in various other studies as well. In an analysis of researchers in the field of human-computer interaction, Meho and Rogers (2008) observe that Scopus has a better coverage of conference proceedings than WoS. Gavel and Iselid (2008) find that Scopus has a better journal coverage than WoS especially in science, technology, and medicine. Norris and Oppenheim (2007) observe that Scopus has a better coverage than WoS of social science publications submitted to the 2001 Research Assessment Exercise. In an analysis of Slovenian publications, Bartol et al. (2014) report that Scopus has a
better coverage than WoS in the social sciences, humanities, and engineering & technology. In a study of publications of two Portuguese universities, Vieira and Gomes (2009) observe publications that are covered by Scopus and not by WoS, but the reverse situation is found as well. Likewise, Cavacini (2015) reports that Scopus has a better coverage of journal publications in computer science than WoS, although each of the two databases covers some publications that are not indexed in the other database. It is also observed in the literature that citation counts tend to be higher in Scopus than in WoS (e.g., Haddow & Genoni, 2010; Kulkarni et al., 2009; Torres-Salinas et al., 2009).

Regarding the sensitivity of citation analyses to the choice between WoS and Scopus, results reported in the literature are somewhat mixed. Torres-Salinas et al. (2009) report that WoS and Scopus yield similar results for rankings of university departments. In an analysis in the field of information studies, Meho and Sugimoto (2009) observe that for smaller entities (e.g., journals, conference proceedings, and institutions) results based on WoS and Scopus are considerably different while for larger entities (e.g., research domains and countries) very similar results are obtained. This is in line with Archambault et al. (2009), who show that at the country level results based on WoS and Scopus are highly correlated.

3.2. Comparing Google Scholar with Web of Science and Scopus

There are a substantial number of studies in which Google Scholar is compared with WoS and sometimes also with Scopus. A number of studies report that Google Scholar outperforms WoS and Scopus in terms of coverage of publications. Meho and Yang (2007) analyze publications of library and information science researchers and report that, in comparison with WoS and Scopus, Google Scholar stands out in its coverage of conference proceedings and non-English language journals. Mingers and Lipitakis (2010) find that in the field of business and management Google Scholar has a much better coverage than WoS, and they therefore conclude that WoS should not be used for measuring the impact of business and management research. Very similar observations are made by Amara and Landry (2012). Walters (2007) reports that Google Scholar has a substantially better coverage than WoS in the field of later-life migration. Franceschet (2010a) compares WoS and Google Scholar in an analysis of computer science researchers and finds that Google Scholar identifies many more publications and citations than WoS. Similar results are obtained by García-Pérez
(2010) in the field of psychology and by Wildgaard (in press) in the fields of
astronomy, environmental science, philosophy, and public health. Kousha and
Thelwall (2008) study the sources of citations that are counted by Google Scholar but
not by WoS. They find that 70% of these citations originate from full-text scholarly
sources available on the web.

On the other hand, there are studies indicating that the coverage of Google Scholar
is not consistently better than the coverage of WoS and Scopus. The analysis of Bar-
Ilan (2008b) suggests that Google Scholar has a better coverage than WoS and Scopus
in computer science and mathematics, but a worse coverage in high energy physics.
Bornmann et al. (2009) report coverage problems of Google Scholar in the field of
chemistry. They conclude that WoS and Scopus are more suitable than Google
Scholar for research evaluation in chemistry. Bakkalbasi et al. (2006) compare WoS,
Scopus, and Google Scholar in the fields of oncology and condensed matter physics
and indicate that none of the three databases consistently outperforms the others. A
similar conclusion is reached by Kulkarni et al. (2009) based on an analysis of
publications in general medical journals. Mikki (2010) presents a comparison of WoS
and Google Scholar in the field of earth sciences and also reports that neither database
has a consistently better performance than the other. It should be noted that a number
of studies indicate substantial improvements in the coverage of Google Scholar over
time (Chen, 2010; De Winter et al., 2014; Harzing, 2013b, 2014). This suggests that
perhaps the results of earlier studies reporting coverage problems of Google Scholar
may not be relevant anymore.

A different perspective on the comparison of Google Scholar with WoS and
Scopus is offered by Li et al. (2010). These authors use WoS, Scopus, and Google
Scholar to calculate citation impact indicators for a number of library and information
science researchers, and they then correlate the indicators with judgments provided by
experts. The three databases turn out to yield broadly similar results. Indicators
calculated based on Scopus are most strongly correlated with expert judgment, while
WoS-based indicators have the weakest correlation, but the differences are very small.

Various studies also investigate specific problems of Google Scholar. A general
conclusion from the literature is that there is a lack of quality control in Google
Scholar. There are many inaccuracies and errors. Jacsó (2006) for instance discusses
the problem of incorrect citation counts in Google Scholar. The possibility of
manipulating citation counts in Google Scholar is discussed by Beel and Gipp (2010),
Labbé (2010), and López-Cózar et al. (2014). Google Scholar is also criticized for its lack of transparency (e.g., Wouters & Costas, 2012). It is unclear what is covered by Google Scholar and what is not. Researchers also point out that cleaning Google Scholar data can be very time consuming (Li et al., 2010; Meho & Yang, 2007).

3.3. Social sciences and humanities

Social sciences and humanities (SSH) research differs from research in the sciences in a number of fundamental ways. This is discussed in detail in literature reviews provided by Hicks (1999), Nederhof (2006), and Huang and Chang (2008). Nederhof (2006) for instance lists the following key differences between SSH research and research in the sciences:

- SSH research has a stronger national and regional orientation.
- SSH research is published less in journals and more in books.
- SSH research has a slower pace of theoretical development.
- SSH research is less collaborative.
- SSH research is directed more at a non-scholarly public.

As pointed out by Hicks (1999) and Nederhof (2006), because of the relatively strong national and regional orientation of SSH research, the coverage of SSH publications in WoS is limited. Many national and regional SSH journals are not covered by WoS. The significant role played by books in SSH research also contributes to the limited WoS coverage of SSH publications. Until recently, books were not covered at all by WoS.

The difficulties caused by the national and regional orientation of SSH research are emphasized by Archambault et al. (2006). They claim that WoS has a 20 to 25% overrepresentation of English language SSH journals. On the other hand, the difficulties caused by book publishing may diminish over time. Larivière et al. (2006) observe that journals play an increasingly important role in the social sciences (but not in the humanities). Also, WoS nowadays includes a Book Citation Index. This may make it possible to include books in citation analyses, although Gorraiz et al. (2013) conclude that the Book Citation Index at the moment should not yet be used for this purpose.

Further insight into the WoS coverage of SSH literature is provided by studies in which the complete SSH publication output of a country or region is compared with the output that is covered by WoS. Such studies are reported by Larivière and
Macaluso (2011) for the province of Québec in Canada, by Engels et al. (2012) for the region of Flanders in Belgium, and by Sivertsen and Larsen (2012) for Norway. Larivière and Macaluso (2011) study the Érudit database, which is a database of journals from Québec, and report that in comparison with WoS this database includes about 30% more SSH publications from French-speaking universities in Québec. Based on an analysis of the VABB-SHW database, which is a database of publications authored by SSH researchers in Flanders, Engels et al. (2012) conclude that SSH researchers in Flanders increasingly publish their work in English, often in WoS covered journals, but they also report that there is no shift away from book publishing. The main observation made by Sivertsen and Larsen (2012), based on data on SSH publications from Norway, is that book publishing and domestic journal publishing show a concentration of many publications in a limited number of publication channels, which suggests that there are promising opportunities for obtaining a more comprehensive coverage of SSH literature. A comparison between the databases used in Flanders and Norway is presented by Ossenblok et al. (2012), who conclude that SSH researchers in Flanders display a stronger tendency to publish in WoS covered journals than Norwegian SSH researchers.

3.4. Conference proceedings

In certain fields, publications in conference proceedings play an important role. As discussed by Glänzel et al. (2006b), Lisée et al. (2008), and Vrettas and Sanderson (in press), this is especially the case in computer science and engineering. However, including conference proceedings publications in a citation analysis is difficult for a number of reasons. Below, two important difficulties are discussed.

The first difficulty is that little is known about the coverage of conference proceedings in WoS, Scopus, and Google Scholar. There is almost no work in which the three databases are compared. Exceptions are the studies by Meho and Rogers (2008) and Meho and Yang (2007), both of which have already been mentioned above. Meho and Rogers (2008) report that in the field of human-computer interaction Scopus has a better coverage of conference proceedings than WoS. Meho and Yang (2007) find that in the field of library and information science Google Scholar outperforms WoS and Scopus in terms of its coverage of conference proceedings. Another study of the coverage of conference proceedings is reported by Michels and
Fu (2014), but this study considers only the WoS database. Michels and Fu (2014) observe gaps in the coverage of important conferences in WoS.

The second difficulty in the use of conference proceedings publications in a citation analysis relates to the issue of double counting of work that is published both in a conference proceedings and in a journal. This issue is analyzed by Bar-Ilan (2010) and Michels and Fu (2014). As pointed out by Bar-Ilan (2010), double counting creates various problems. Most importantly, publication counts increase in an artificial way as a consequence of double counting, while citation counts per publication are likely to decrease.

4. Basic citation impact indicators

To organize the discussion on citation impact indicators, I start by distinguishing between a number of very basic indicators. These basic indicators are important because most indicators proposed in the literature can be seen as variants or extensions of these basic indicators.

In this section and the next ones, I assume that we know how many citations have been received by each publication of a research unit (e.g., a researcher, a research group, a research institution, a country, or a journal). As discussed in Section 3, the number of publications of a research unit and the number of citations of these publications are likely to be different in different databases. However, from now on, it is simply assumed that one particular database is used and that citation impact indicators are calculated based on the publication and citation counts provided by this database.

The number of publications of a research unit also depends on the time period within which publications are counted. Likewise, the number of citations of a publication depends on the time period within which citations are counted. Instead of simply counting all publications and citations, one may choose to count only publications from for instance the past ten years and only citations received within for instance the first five years after the appearance of a publication. In this review, I do not discuss these choices in more detail. I simply assume that we work with a given set of publications and for each publication a given number of citations.

I distinguish between five basic citation impact indicators. These indicators are listed in Table 2. I will now briefly discuss each indicator:
• **Total number of citations.** The total number of citations of the publications of a research unit. As an example, consider a research unit with five publications, which have received 14, 12, 3, 1, and 0 citations. The total number of citations then equals 30.

• **Average number of citations per publication.** The average number of citations of the publications of a research unit. For the research unit in our example, the average number of citations per publication equals $30 / 5 = 6$. Without doubt, the best-known indicator based on the idea of counting the average number of citations per publication is the journal impact factor, which counts the average number of citations received by the publications in a journal.

Indicators based on average citation counts are frequently used, but they are also criticized in the literature. Citation distributions tend to be highly skewed (e.g., Albarrán et al., 2011; Seglen, 1992), and therefore the average number of citations of a set of publications may be strongly influenced by one or a few highly cited publications. This is for instance observed by Aksnes and Sivertsen (2004) at the level of countries and by Waltman et al. (2012a) at the level of universities. Because of the skewness of citation distributions, it is sometimes suggested to replace or complement indicators based on average citation counts by alternative indicators (e.g., Aksnes & Sivertsen, 2004; Bornmann & Mutz, 2011; Leydesdorff & Opthof, 2011; Waltman et al., 2012a). Indicators based on the idea of counting highly cited publications are a frequently suggested alternative.

• **Number of highly cited publications.** The number of publications of a research unit that are considered to be highly cited, where a certain threshold needs to be chosen to determine whether a publication is counted as highly cited or not. For instance, using a threshold of ten citations, the research unit in our example has two highly cited publications. The idea of counting highly cited publications is suggested by for instance Martin and Irvine (1983), Plomp (1990, 1994), and Tijssen et al. (2002). The i10-index reported by Google Scholar is based on the idea of counting highly cited publications.

• **Proportion of highly cited publications.** The proportion of the publications of a research unit that are considered to be highly cited. Using again a threshold of
ten citations, the proportion of highly cited publications for the research unit in our example equals 2 / 5 = 0.4 (or 40%).

- **h-index.** The h-index (or Hirsch index) is defined as follows: A research unit has index h if h of its publications each have at least h citations and the other publications each have no more than h citations. For the research unit in our example, the h-index equals three. This is because the three most frequently cited publications each have at least three citations while the other two publications each have no more than three citations.

The h-index was introduced in 2005 (Hirsch, 2005) and has quickly become very popular. A large number of variants and extensions of the h-index have been proposed in the literature, of which the g-index (Egghe, 2006) is probably the one that is best known. Some counterintuitive properties of the h-index are highlighted by Waltman and Van Eck (2012a). In this review, no detailed discussion of the literature on the h-index and its variants is provided. Instead, the reader is referred to existing literature reviews (Alonso et al., 2009; Egghe, 2010; Norris & Oppenheim, 2010; Panaretos & Malesios, 2009).

Table 2. Five basic citation impact indicators, with a distinction between size-dependent and size-independent indicators.

| Size-dependent indicators                  | Size-independent indicators                          |
|-------------------------------------------|----------------------------------------------------|
| Total number of citations                 | Average number of citations per publication         |
| Number of highly cited publications       | Proportion of highly cited publications             |
| h-index                                   |                                                    |

In Table 2, a distinction is made between size-dependent and size-independent indicators. Size-dependent indicators aim to provide an overall performance measure. When additional publications are obtained, these indicators will never decrease. On the other hand, size-independent indicators aim to provide an average performance measure per publication. These indicators may decrease when additional publications are obtained. Size-independent indicators are typically used to make comparisons between units that are of different size, for instance between a small and a large research group or between a small and a large university. Most citation impact indicators for journals, such as the impact factor, are also size independent. This is because when journals are compared, one often does not want the size of the journals
(i.e., the number of publications in each journal) to have an effect on the comparison. It is usually more interesting to compare journals based on the average citation impact of their publications.

As can be seen in Table 2, the average number of citations per publication and the proportion of highly cited publications are size-independent indicators. These indicators have the total number of citations and the number of highly cited publications as their size-dependent counterparts. The h-index is also size dependent, but it does not have a size-independent counterpart.

5. Selection of publications and citations

In the calculation of citation impact indicators, a selection of the publications of a research unit is sometimes made. Only the selected publications are taken into account in the calculation of the indicators. In this way, certain types of publications, such as editorials or publications in national journals, can be excluded. Likewise, a selection of the citations received by the publications of a research unit is sometimes made, and only the selected citations are considered in the calculation of citation impact indicators. This for instance allows self-citations to be left out. Below, a review is provided of the literature on excluding certain types of publications and citations from the calculation of citation impact indicators.

5.1. Document type

The most common criterion for excluding publications from the calculation of citation impact indicators is based on the so-called document type of a publication. In WoS and Scopus, each publication has a document type. For instance, important document types in WoS are ‘article’, ‘review’, ‘letter’, ‘editorial material’, ‘meeting abstract’, and ‘proceedings paper’. The main reason for excluding certain document types is that publications of different document types are hard to compare with each other. This problem is of limited significance in the case of basic size-dependent indicators such as the total number of citations or the h-index, but the problem is serious in the case of size-independent indicators such as the average number of citations per publication. For instance, consider a researcher who serves as editor of a journal and who now and then writes an editorial for his/her journal. Editorials are of a very different nature than ordinary research articles, and they therefore tend to be cited much less frequently. Using a size-independent indicator such as the average
number of citations per publication, a researcher would essentially be penalized for writing editorials. This can be avoided by excluding editorials from the calculation of the average number of citations per publication.

In the literature, discussions on document types and their inclusion in or exclusion from the calculation of citation impact indicators mainly relate to the WoS database. González-Albo and Bordons (2011), Zhang and Glänzel (2012), and Harzing (2013a) discuss the ‘proceedings paper’ document type. Harzing (2013a) in addition also focuses on the ‘review’ document type. The document types ‘letter’ and ‘editorial material’ are discussed by, respectively, Van Leeuwen et al. (2007) and Van Leeuwen et al. (2013). For older literature on document types in the WoS database, I refer to Sigogneau (2000) and the references provided in this work.

5.2. Language

Another criterion for excluding publications from the calculation of citation impact indicators is the language in which a publication is written. Van Leeuwen et al. (2001) and Van Raan et al. (2011) suggest that in a comparative analysis of countries or research institutions publications not written in English should be excluded from the calculation of size-independent indicators. They show that non-English language publications on average receive fewer citations than English language publications, which they suggest is because many researchers cannot read publications that are not in English. Following this reasoning, they then argue that including non-English language publications creates a bias against countries in which researchers publish a lot in their own language.

5.3. National vs. international journals

Waltman and Van Eck (2013a, 2013b) go one step further and argue that not only non-English language publications should be excluded but all publications in journals that do not have a sufficiently strong international orientation. They present criteria for identifying these journals. The possibility of excluding non-international journals is also suggested by Moed (2002) and López-Illescas et al. (2009), based on the idea that international comparisons can best be made by considering only publications in the international scientific literature. Zitt et al. (2003) reason in a somewhat similar direction. They study the effect of excluding journals with a low citation impact, which are often journals with a national focus.
5.4. Self-citations

In addition to excluding certain types of publications from the calculation of citation impact indicators, it is also sometimes suggested to exclude certain types of citations, in particular self-citations. Self-citations can be defined at various levels, for instance at the journal level (i.e., a publication in a journal citing another publication in the same journal) or at the level of research institutions (i.e., a publication of an institution citing another publication of the same institution). However, in the literature, most attention is paid to self-citations at the level of authors. I therefore focus on these author self-citations.

Author self-citations are usually defined as citations for which the citing and the cited publication have at least one author in common (e.g., Aksnes, 2003; Glänzel et al., 2004). Although this is the most commonly used definition of author self-citations, some proposals for alternative definitions can be found in the literature. Costas et al. (2010) propose to distinguish between author self-citations and co-author self-citations (see also Schreiber, 2007, 2008a). From the point of view of a specific researcher, they define an author self-citation as a citation made by the researcher to his/her own work, while a co-author self-citation is defined as a citation made by a co-author of the researcher to one of their co-authored works. Another proposal is made by Schubert et al. (2006), who suggest a fractional author self-citation concept based on the degree of overlap between the set of authors of a citing publication and the set of authors of a cited publication. The problem of the algorithmic identification of self-citations is studied by Donner (in press). An important difficulty in the identification of self-citations is that the name of a researcher may be written in different ways in different publications.

Regardless of the definition of author self-citations that is adopted, one needs to decide whether author self-citations should be excluded from the calculation of citation impact indicators or not. At the macro level (e.g., countries), Aksnes (2003) and Glänzel and Thijs (2004) show that the effect of author self-citations is very small. Glänzel and Thijs (2004) therefore conclude that there is no need to exclude author self-citations. Aksnes (2003) argues that below the macro level author self-citations should preferably be excluded. At the meso level (e.g., research institutions), Thijs and Glänzel (2006) are in favor of presenting citation impact indicators both including and excluding author self-citations. As an alternative to excluding author
self-citations, Glänzel et al. (2006a) suggest to offer supplementary indicators based on author self-citations. At the meso and micro level (e.g., individual researchers), Costas et al. (2010) consider non-self-citations to be the most relevant citations for evaluation purposes, but they emphasize that author self-citations also provide interesting information. At the micro level, Hirsch (2005) states that author self-citations should ideally be excluded, but he also claims that the h-index is not very sensitive to author self-citations, at least less sensitive than the total number of citations. Schreiber (2007) argues that Hirsch (2005) underestimates the sensitivity of the h-index to author self-citations. He prefers to exclude author self-citations from the calculation of the h-index, a position that is supported by Vinkler (2007) and Gianoli and Molina-Montenegro (2009). Schreiber (2008a) makes a similar point for the g-index, which he claims to be even more sensitive to author self-citations than the h-index. On the other hand, Engqvist and Frommen (2008, 2010), Henzinger et al. (2010), and Huang and Lin (2011) suggest that the sensitivity of the h-index to author self-citations is limited and, consequently, that there may be no need to exclude author self-citations.

Fowler and Aksnes (2007) suggest that excluding author self-citations from the calculation of citation impact indicators may not be sufficient, because author self-citations may serve as an advertisement of a researcher’s work and may therefore have an increasing effect on the number of citations received from others. More precisely, they indicate that each author self-citation seems to yield an additional 3.65 citations from others. Their suggestion is that there might be a need for an explicit penalty on author self-citations. An earlier study by Medoff (2006), based on a more limited data set, does not find strong evidence of an ‘advertisement effect’ of author self-citations.

6. Normalization

One of the key principles of citation analysis is that citation counts of publications from different fields should not be directly compared with each other. This is because there are large differences among fields in citation density, that is, in the average number of citations per publication. For instance, a biochemistry publication with 25 citations cannot be considered to have a higher citation impact than a mathematics publication with ten citations. There is a difference in citation density between biochemistry and mathematics of about an order of magnitude (Waltman et al.,
2011b). Taking this into account, it needs to be concluded that the publication with the higher citation impact is actually the one in mathematics rather than the biochemistry one.

In addition to comparisons between publications from different fields, one should also be careful with comparisons between publications from different years. Even within the same field, a publication from 2005 with 25 citations cannot necessarily be considered to have a higher citation impact than a publication from 2010 with ten citations. Taking into account that the publication from 2005 has had five more years to attract citations, the conclusion may be that the publication with the higher citation impact is actually the one from 2010. This would for instance be a reasonable conclusion if we know that in the field of interest publications from 2005 on average have 40 citations while publications from 2010 on average have only five citations.

In a similar way, it is often argued that citation counts of publications of different document types, for instance the WoS document types ‘article’, ‘letter’, and ‘review’, should not be directly compared with each other, for instance because review articles tend to attract many more citations than ordinary research articles.

For practical purposes, there often is a need to make comparisons between publications that are from different fields or different years or that have different document types. Normalized citation impact indicators have been developed to make such comparisons. The idea of these indicators is to correct as much as possible for the effect of variables that one does not want to influence the outcomes of a citation analysis, such as the field, the year, and the document type of a publication. Below, I review the literature on normalized citation impact indicators. My focus is on normalization for field differences. In general, normalization for differences in publication year and document type can be performed in a similar way.

For each of the five basic citation impact indicators presented in Table 2, it is possible to develop normalized variants. I start by discussing normalized variants of the average number of citations per publication. I then consider normalized variants of the proportion of highly cited publications. Normalized variants of the size-dependent counterparts of these two indicators can be obtained in a completely analogous way (e.g., Waltman et al., 2011a) and therefore do not need any further discussion. In the context of the h-index, the third size-dependent indicator listed in Table 2, there is some literature on the topic of normalization (Batista et al., 2006; Iglesias & Pecharromán, 2007; Kaur et al., 2013; Radicchi et al., 2008). However, since most
work on normalization does not consider the h-index, I do not provide a further discussion of this literature.

6.1. Normalized indicators based on average citation counts

In the calculation of normalized variants of the average number of citations per publication, a key concept is the expected number of citations of a publication. The expected number of citations of a publication is defined as the average number of citations of all publications in the same field (and from the same year and of the same document type). When working with the WoS database, fields are often defined based on the WoS journal subject categories. WoS distinguishes between about 250 journal subject categories, most of which can be considered to represent a specific field of science, such as biochemistry, condensed matter physics, economics, mathematics, oncology, and sociology. Each journal covered by WoS belongs to one or more of these journal subject categories. Hence, based on the journal in which a publication has appeared, each publication indexed in WoS can be assigned to one or more journal subject categories, which then represent the fields to which the publication belongs.

Given the expected number of citations of a publication, the normalized citation score of the publication is calculated as the ratio of the actual number of citations of the publication and the expected number of citations. For a set of publications of a research unit, a normalized variant of the average number of citations per publication is obtained by taking the average of the normalized citation scores of the publications of the research unit. Table 3 provides a simple example. This example considers a research unit that has five publications. For each publication, both the actual and the expected number of citations is given (first two columns of Table 3). The normalized citation score of a publication is calculated by dividing the actual number of citations by the expected number of citations (last column of Table 3). Next, a normalized variant of the average number of citations per publication is obtained by averaging the normalized citation scores of the five publications. As shown in Table 3, the average normalized citation score equals 1.07. This score is somewhat above one, which indicates that on average the publications of the research unit have been cited above expectation.
Another normalized variant of the average number of citations per publication is obtained by first calculating, for a given set of publications, the total number of citations actually received and the expected total number of citations and by then taking the ratio of the actual and the expected total number of citations. For instance, in the case of the publications listed in Table 3, the actual total number of citations equals 30, while the expected total number of citations equals 34. Hence, the ratio of the actual and the expected total number of citations equals $30 / 34 = 0.88$. The fact that the ratio is below one indicates that the total number of citations actually received is below expectation.

In the literature, there is no agreement which of the above two normalized variants of the average number of citations per publication is to be preferred. Most researchers nowadays seem to prefer the first variant, which is sometimes referred to as the average of ratios approach, over the second variant, which is sometimes called the ratio of averages approach. Using different arguments, Lundberg (2007), Opthof and Leydesdorff (2010), Van Raan et al. (2010), and Waltman et al. (2011a) claim that the average of ratios approach is more appropriate than the ratio of averages approach. However, Moed (2010b) and Vinkler (2012) present counterarguments in favor of the ratio of averages approach. Empirical comparisons between the two approaches are presented by Larivière and Gingras (2011) and Waltman et al. (2011b). They conclude that the differences between the two approaches are small, especially at the level of countries and research institutions.

In addition to the above discussion on averages of ratios versus ratios of averages, researchers have also studied various alternative approaches to calculate normalized citation scores. Lundberg (2007) suggests to apply a logarithmic transformation to citation counts and to normalize citation counts by calculating $z$-scores. This approach...
is also studied by Zhang et al. (2014). Others have built on the work of Radicchi et al. (2008) and Radicchi and Castellano (2011), who start from the viewpoint that a proper normalization approach should result in normalized citation distributions that are universal across fields. Radicchi et al. (2008) conclude that normalization based on the ratio of the actual and the expected number of citations of a publication indeed yields the desired universality of citation distributions. However, Waltman et al. (2012b) claim that this conclusion is too strong and that no perfect universality of citation distributions is obtained. Abramo et al. (2012a, 2012b) compare a number of normalization approaches and suggest that the best normalization is obtained by dividing the actual number of citations of a publication by the average number of citations of all publications that are in the same field and that have at least one citation. Radicchi and Castellano (2012b) propose a normalization approach that is based on a transformation of citation counts by a two-parameter power-law function. Li et al. (2013) compare this normalization approach with a number of other approaches and conclude that, based on the criterion of universality of citation distributions, it has the best performance.

6.2. Normalized indicators based on highly cited publications

Normalized variants of the proportion of highly cited publications use a field-dependent threshold to determine whether a publication is counted as highly cited or not. The field-dependent threshold is usually chosen in such a way that the percentage of highly cited publications is the same in each field. This approach is proposed by Tijssen et al. (2002), who focus on the top 1% and the top 10% most highly cited publications in a field, and by Van Leeuwen et al. (2003), who consider the top 5% most highly cited publications. Nowadays, the idea of calculating the proportion of publications that belong to the top 10% most highly cited in their field plays an important role both in the CWTS Leiden Ranking and in the SCImago Institutions Rankings, which are the two most important bibliometric university rankings (Waltman et al., 2012a; Bornmann et al., 2012).

Choosing a citation threshold in such a way that a certain pre-specified percentage of the publications in a field, for instance 10% of the publications, are above the threshold is not entirely straightforward. It is usually not possible to obtain exactly the desired percentage of publications above the threshold. Depending on how the threshold is chosen, the percentage will be either somewhat too low or somewhat too
high. The main cause of this difficulty is that there are often many publications in a field that all have the same number of citations. Because publications with the same number of citations will be either all below the threshold or all above the threshold, it becomes difficult to obtain exactly the desired percentage of publications above the threshold. There is some discussion in the literature on the best way to deal with this difficulty. Different approaches are proposed by, among others, Van Leeuwen et al. (2003), Pudovkin and Garfield (2009), Leydesdorff et al. (2011), Bornmann et al. (2012), and Waltman and Schreiber (2013). A summary of the different approaches is given by Waltman and Schreiber (2013), and an empirical comparison is presented by Schreiber (2013).

Leydesdorff et al. (2011) introduce a generalization of the idea of identifying a certain percentage of highly cited publications in each field. Instead of making a binary distinction between publications that are highly cited and publications that are not, Leydesdorff et al. (2011) suggest to define a number of classes of publications, where each class of publications is defined in terms of percentiles of the citation distribution of a field. For instance, the first class may include all publications whose number of citations is below the 50th percentile of the citation distribution of a field, the second class may include all publications whose number of citations is between the 50th and the 75th percentile, and so on. Leydesdorff et al. (2011) propose an indicator that values publications based on the class to which they belong, with publications in the lowest class having a value of one, publications in the second-lowest class having a value of two, etc. An approach that is somewhat similar to the approach of Leydesdorff et al. (2011) is presented by Glänzel (2013). Glänzel (2013) and Glänzel et al. (2014) also defines a number of classes of publications, but instead of percentiles he uses the method of characteristic scores and scales (Glänzel & Schubert, 1988) to define the classes. Publications belong to the lowest class if they have fewer citations than the average of their field, they belong to the second-lowest class if they do not belong to the lowest class and if they have fewer citations than the average of all publications that do not belong to the lowest class, and so on.

6.3. Choice of a field classification system

Normalization of citation impact indicators, either of indicators based on average citation counts or of indicators based on highly cited publications, requires a classification system in which publications are assigned to fields. As explained above,
the WoS journal subject categories are the most commonly used field classification system for normalization purposes. However, researchers have raised some important questions related to the choice of a classification system. These questions are for instance about the sensitivity of normalized indicators to the choice of a classification system and about the possibilities for using alternative classification systems instead of the WoS journal subject categories.

Zitt et al. (2005), Adams et al. (2008), Glänzel et al. (2009), and Colliander and Ahlgren (2011) study the sensitivity of normalized indicators to the aggregation level at which fields are defined. Zitt et al. (2005) and Adams et al. (2008) observe a lack of stability of normalized indicators with respect to the aggregation level at which normalization takes place. They argue that different aggregation levels provide different viewpoints and may all have a certain legitimacy. Glänzel et al. (2009) compare normalization at the level of WoS journal subject categories with normalization at higher aggregation levels defined according to the Leuven/Budapest field classification system (Glänzel and Schubert, 2003). Based on a macro level analysis of research institutions, they indicate that their preferred approach is to normalize at a relatively high aggregation level at which there are 60 fields. Colliander and Ahlgren (2011) perform an analysis of university departments and conclude that there are no substantial differences when instead of the WoS journal subject categories the 22 fields defined in the Essential Science Indicators are used for normalization purposes.

Other analyses of the suitability of the WoS journal subject categories for normalization purposes are reported by Van Eck et al. (2013) and Leydesdorff and Bornmann (in press). Van Eck et al. (2013) observe a strong heterogeneity in citation characteristics within medical subject categories, suggesting that the use of these subject categories for normalizing citation impact indicators may be problematic. Leydesdorff and Bornmann (in press) study the way in which two fields, namely library and information science and science and technology studies, are represented by WoS journal subject categories. They suggest that the WoS journal subject categories may be inappropriate for normalization purposes.

Researchers have proposed various improvements of and alternatives to the use of the WoS journal subject categories for normalizing citation impact indicators. Improvements are suggested by Glänzel et al. (1999) and Rons (2012). Glänzel et al. (1999) discuss the reassignment of publications in multidisciplinary journals (e.g.,
Nature and Science) to appropriate subject categories based on their references. Rons (2012) introduces the idea of exploiting the overlap of subject categories to obtain a more detailed classification system.

An obvious alternative to the use of the WoS journal subject categories is to replace them by an alternative field classification system. Proposals in this direction are made by Bornmann et al. (2008), Neuhaus and Daniel (2009), and Van Leeuwen and Calero-Medina (2012), who suggest the use of, respectively, Medical Subject Headings, Chemical Abstracts sections, and the EconLit classification system. An important limitation of these alternative classification systems is that each of them is restricted to a single field of science. Ruiz-Castillo and Waltman (2015) also propose the use of an alternative classification system, but instead of using an existing classification system they algorithmically construct their own classification system based on a large-scale analysis of citation relations between publications (Waltman & Van Eck, 2012). Their algorithmically constructed classification system covers all fields of science.

A critical perspective on the normalization of citation impact indicators is taken by Kostoff (2002) and Kostoff and Martinez (2005). They argue that the only meaningful normalization approach is to select for each publication a small number of thematically similar publications and to compare the number of citations of a publication with the number of citations received by the selected similar publications. According to Kostoff (2002) and Kostoff and Martinez (2005), selecting similar publications needs to be done manually by experts. Colliander (2015) proposes a somewhat similar approach, but instead of selecting similar publications manually he introduces an algorithm that selects similar publications based on shared references and shared terms. The idea of comparing publications with other similar publications selected based on shared references (i.e., bibliographic coupling) is also discussed by Schubert and Braun (1993, 1996). A somewhat similar idea at the level of journals instead of individual publications is proposed by Dorta-González et al. (2014).

### 6.4. Alternative normalization approaches

The normalization approaches discussed so far are based on the idea of comparing the number of citations of a publication with the number of citations of other publications that are considered to be in the same field. I now discuss some alternative normalization approaches that have been proposed in the literature. An attractive
feature of these alternative normalization approaches is that they do not require a field classification system.

An important alternative normalization approach is given by the concept of citing-side normalization. Citing-side normalization is based on the idea that differences among fields in citation density are to a large extent caused by the fact that in some fields publications tend to have longer reference lists than in other fields. Citing-side normalization aims to normalize citation impact indicators by correcting for the effect of reference list length. The concept of citing-side normalization originates from Zitt and Small (2008). Different approaches to citing-side normalization are discussed by Zitt and Small (2008), Zitt (2010), Gómez-Sancho and Mancebón-Torrubia (2009), Moed (2010a), Leydesdorff and Opthof (2010), Leydesdorff and Bornmann (2011a), Leydesdorff et al. (2013a), Waltman et al. (2013), and Glänzel et al. (2011). Empirical comparisons between citing-side normalization and traditional cited-side normalization are presented by Glänzel et al. (2011), Radicchi and Castellano (2012a), Leydesdorff et al. (2013b), and Waltman and Van Eck (2013a, 2013b). Radicchi and Castellano (2012a) and Leydesdorff et al. (2013b) conclude that cited-side normalization performs better than citing-side normalization. However, Sirtes (2012) criticizes the methodology on which this conclusion is based. Waltman and Van Eck (2013a, 2013b) reach the opposite conclusion and suggest that citing-side normalization may outperform cited-side normalization.

Ideas similar to citing-side normalization are also suggested by Nicolaisen and Frandsen (2008), Kosmulski (2011), Franceschini et al. (2012), and Franceschini and Maisano (2014). However, these authors propose to perform a normalization based on the reference list length of cited publications, while citing-side normalization is based on the reference list length of citing publications.

Recursive citation impact indicators offer another alternative normalization approach. These indicators give different weights to citations depending on their source. The higher the citation impact of the source of a citation, the higher the weight of the citation. Like indicators based on citing-side normalization, recursive citation impact indicators correct for the effect of reference list length. The idea of recursive citation impact indicators originates from Pinski and Narin (1976). The introduction of the well-known PageRank algorithm (Brin & Page, 1998) has led to a renewed interest in recursive citation impact indicators. Overviews of the literature on these
indicators are provided by Waltman and Yan (2014) and Fragkiadaki and Evangelidis (2014).

7. Counting methods

Science is becoming increasingly collaborative. Various studies have for instance shown a continuously increasing trend in the average number of authors per publication (e.g., Gazni et al., 2012; Lariviè re et al., 2015; Persson et al., 2004; Wuchty et al., 2007). Extreme examples of large-scale scientific collaboration can be found in high energy physics and in certain biomedical fields, where publications sometimes include several hundreds of authors (e.g., Cronin, 2001).

With increasing numbers of authors per publication, it becomes more and more difficult to properly allocate the credits of a publication to the individual authors. Citation impact indicators often allocate the full credits of a publication to each individual author. This approach is known as full counting, whole counting, integer counting, or total counting. For instance, if a publication with five authors has been cited ten times, each author is considered to have ten citations. Hence, overall 50 citations are allocated to the five authors. It is clear that this approach has an inflationary effect, since citations received by publications with multiple authors are counted multiple times. This is sometimes considered undesirable, and therefore various alternative approaches to dealing with multi-author publications have been proposed in the literature. Below, I first discuss the fractional counting method. I then review a number of other counting methods suggested in the literature.

7.1. Fractional counting

In the fractional counting method, the credits of a publication are fractionally allocated to the authors of the publication. Each author receives an equal share of the credits. For instance, in the case of a publication with five authors and ten citations, each author receives one fifth of the credits of the publication, which means that each author is allocated two citations.

When working at the level of countries or institutions rather than individual researchers, there are different ways in which fractional counting can be implemented. For instance, in the case of a publication co-authored by three US researchers and one UK researcher, one possibility is to allocate the publication with weight 0.75 to the US and with weight 0.25 to the UK. Another possibility is to allocate the publication
to each country with a weight of 0.5. Detailed discussions of the different possibilities are provided by Gauffriau et al. (2007) and Waltman and Van Eck (2015). These researchers also present proposals of a systematic terminology that can be used to distinguish between different counting methods.

Comparisons between full and fractional counting in analyses at the level of countries are reported by, among others, Rinia et al. (1993), Gauffriau and Larsen (2005), Moed (2005), Gauffriau et al. (2008), Huang et al. (2011), Aksnes et al. (2012), and Waltman and Van Eck (2015). Gauffriau et al. (2008) also provide references to earlier work in which full and fractional counting are compared. Empirical comparisons between the two counting methods show that fractional counting yields lower citation scores than full counting. This is because publications co-authored by multiple countries on average receive more citations than publications authored by a single country. In the fractional counting method, publications co-authored by multiple countries have less weight, and therefore fractional counting yields lower citation scores than full counting. There is no general consensus on which of the two counting methods is to be preferred. It can be argued that full and fractional counting measure different concepts (participation vs. contribution) and both provide useful information. This perspective is emphasized by Moed (2005). However, in most studies in which full and fractional counting are compared, a preference for fractional counting is indicated (Aksnes et al., 2012; Gauffriau & Larsen, 2005; Huang et al., 2011; Rinia et al., 1993; Waltman & Van Eck, 2015). Full counting is often criticized because it provides non-additive statistics, with for instance the sum of the number of publications of each country in the world being larger than the total number of publications worldwide.

At the institutional level, full and fractional counting are compared by Waltman et al. (2012a), Lin et al. (2013), and Waltman and Van Eck (2015). These researchers express a preference for fractional counting over full counting. Waltman et al. (2012a) and Waltman and Van Eck (2015) argue that full counting may lead to invalid comparisons across fields, even when working with normalized indicators. From a somewhat different perspective, this problem is also studied by Perianes-Rodríguez and Ruiz-Castillo (2015).

At the level of individual researchers, Price (1981) argues that fractional counting is preferable over full counting. Lindsey (1980) presents an overview of bibliometric analyses at the level of individual researchers reported in the sociology of science.
literature. Most studies turn out to use full counting, but Lindsey (1980) argues that fractional counting is preferable. The introduction of the h-index has led to a renewed interested in counting methods at the level of individual researchers. Fractional counting variants of the h-index are studied by Egghe (2008) and Schreiber (2008b, 2008c, 2009a). The same researchers also investigate fractional counting variants of the g-index (Egghe, 2008; Schreiber, 2009b, 2010a, 2010b).

7.2. Other counting methods

A common objection against fractional counting is that distributing the credits of a publication equally over all authors may not be fair. Some authors may have contributed more than others, and ideally this should be reflected in the way in which credit is allocated to authors. In the literature, various approaches have been proposed for allocating credit to the authors of a publication based on their position in the author list. This is based on the idea that the position of an author in the author list of a publication provides an indication of the contribution made by the author, with the first author typically being regarded as the most important contributor. Of course, this idea is not valid in fields in which the authors of a publication tend to be ordered alphabetically. This phenomenon of alphabetical authorship is studied by Frandsen and Nicolaisen (2010) and Waltman (2012). Waltman (2012) finds that alphabetical authorship is common in mathematics, economics, and high energy physics. A review of the literature on authorship order is provided by Marušić et al. (2011).

A simple approach to allocate credit to authors based on their position in the author list of a publication is to give the full credits of a publication to the first author and to give no credits at all to the other authors. This approach is known as first-author counting or straight counting. First-author counting has been studied in country-level analyses (Gauffriau et al., 2008; Huang et al., 2011; Rinia et al., 1993; Schubert et al., 1989; Waltman & Van Eck, 2015), institutional-level analyses (Lin et al., 2013), and analyses at the level of individual researchers (Lange, 2001; Lindsey, 1980). Instead of allocating the credits of a publication to the first author, researchers have also investigated the idea of allocating the credits to the corresponding author (Huang et al., 2011; Lin et al., 2013; Moya-Anegón et al., 2013; Waltman & Van Eck, 2015). Another possibility is to allocate credit both to the first and to corresponding author of a publication. Hu et al. (2010) explore this possibility in the context of the h-index. It should be noted that the concepts of first author and corresponding author
can be somewhat ambiguous. Hu (2009) draws attention to the fact that an increasing number of publications have multiple first authors (‘equal first authorship’) or multiple corresponding authors.

Various more complex approaches to allocate credit to authors based on their position in the author list of a publication have been proposed. These approaches assign weights to the authors of a publication. The weight of an author depends on the position of the author in the author list and on the total number of authors of the publication. The typical idea is to assign the highest weight to the first author, followed by the second author, the third author, and so on. The total weight of all authors of a publication usually equals one. The weight of an author can then be interpreted as the share of the credits of the publication that are allocated to that author. Weights can be assigned to authors in many different ways, and therefore a number of different weighted counting methods have been introduced in the literature. These include harmonic counting (Hagen, 2008, 2010, 2013, 2014a, 2014b; Hodge & Greenberg, 1981; Jian & Xiaoli, 2013), arithmetic counting (Abbas, 2011; Egghe et al., 2000; Van Hooydonk, 1997), also known as proportional counting, geometric counting (Egghe et al., 2000), the counting method of Assimakis and Adam (2010) based on the golden number, and the axiomatic counting method of Stallings et al. (2013). Table 4 illustrates the differences between these approaches by showing the weights assigned to the authors of a publication with five authors. Other weighted counting methods are proposed by Lukovits and Vinkler (1995), Trueba and Guerrero (2004), Liu and Fang (2012a, 2012b), Abramo et al. (2013), and Kim and Diesner (2014). A comparison of different methods is presented by Xu et al. (in press).

Table 4. Weights assigned to the authors of a publication with five authors. The weights are determined based on harmonic counting, arithmetic counting, geometric counting, and the counting methods of Assimakis and Adam (2010) and Stallings et al. (2013).

| Method                        | 1st author | 2nd author | 3rd author | 4th author | 5th author |
|-------------------------------|------------|------------|------------|------------|------------|
| Harmonic counting             | 0.438      | 0.219      | 0.146      | 0.109      | 0.088      |
| Arithmetic counting           | 0.333      | 0.267      | 0.200      | 0.133      | 0.067      |
| Geometric counting            | 0.516      | 0.258      | 0.129      | 0.065      | 0.032      |
| Assimakis and Adam (2010)     | 0.618      | 0.236      | 0.090      | 0.034      | 0.021      |
| Stallings et al. (2013)       | 0.457      | 0.257      | 0.157      | 0.090      | 0.040      |
A critical perspective on weighted counting methods is presented by Kosmulski (2012). He argues that weighted counting methods fail to take into consideration the situation of group leaders, who in many cases are listed as the last author of a publication. When weights are assigned to authors based on their position in the author list of a publication, group leaders often will not be assigned a correct weight. A possible solution to this problem is proposed by Aziz and Rozing (2013), who introduce a counting method that gives most weight to the first and the last author of a publication and least weight to the author in the middle of the author list. Other researchers have suggested weighted counting methods that do not depend at all on the order of the authors of a publication. These approaches therefore do not suffer from the group leader problem discussed by Kosmulski (2012). One approach is suggested by Tol (2011), who proposes to assign weights to the authors of a publication based on each author’s past performance. Another approach, suggested by Shen and Barabasi (2014), assigns weights to the authors of a publication by taking into account co-citation relations between the publication and each author’s earlier work.

Discussions on weighted counting methods often take place in the context of the h-index (Abbas, 2011; Galam, 2011; Hagen, 2008; Jian & Xiaoli, 2013; Liu & Fang, 2012a, 2012b). However, in addition to weighted counting methods, researchers have also proposed alternative ways of correcting the h-index for the effect of co-authorship. Batista et al. (2006) and Wan et al. (2007) suggest to divide the h-index by a correction factor that depends on the number of co-authors someone has. A more complex proposal is made by Hirsch (2010), who introduces a variant of the h-index referred to as the h-bar-index. A publication contributes to someone’s h-bar-index only if it also contributes to the h-bar-index of each of the co-authors of the publication.

8. Citation impact indicators for journals

The discussion in the previous sections has focused on citation impact indicators in general. In this section, I focus specifically on citation impact indicators for journals. A separate section is devoted to this topic because of the large amount of attention it receives in the literature. I refer to Glänzel and Moed (2002), Rousseau (2002), Bar-Ilan (2008a), and Haustein (2012) for earlier overviews of the literature.
on indicators of the citation impact of journals. Empirical comparisons of various
citation impact indicators for journals are reported by Bollen et al. (2009),
Leydesdorff (2009), and Elkins et al. (2010).

8.1. Basic citation impact indicators for journals

The best-known indicator of the citation impact of journals is the impact factor
(Garfield, 1972). The impact factor of a journal equals the ratio of on the one hand the
number of citations given in a particular year to publications in the journal in the
previous two years and on the other hand the number of publications in the journal in
the previous two years. For instance, if a journal published a total of 100 publications
in 2012 and 2013 and if these publications were cited 200 times in 2014, the impact
factor of the journal equals 200 / 100 = 2. Hence, the impact factor essentially equals
the average number of citations of the publications of a journal. However, the
interpretation of the impact factor as a journal’s average number of citations per
publication is not entirely correct. This is because in the numerator of the impact
factor citations to publications of all document types are counted while in the
denominator only publications of specific document types (i.e., so-called citable
documents) are included (Moed & Van Leeuwen, 1995, 1996).

There is a large amount of literature on the impact factor. Here I mention only a
few selected works. Garfield (1996, 2006) discusses the history, interpretation, and
proper use of the impact factor from the perspective of its inventor. More details on
the history of the impact factor are provided by Bensman (2007) and Archambault
and Larivière (2009). The impact factor causes a lot of debate. Some of the discussion
on the impact factor is summarized by Bar-Ilan (2008a). Recently, discussion took
place in a special issue of Scientometrics (Braun, 2012). This discussion was triggered
by a critical paper about the impact factor by Vanclay (2012). It should be noted,
however, that part of the debate about the impact factor is not so much about the
indicator itself but more about the way in which the indicator is used for research
assessment purposes. In particular, there is much criticism on the use of the impact
factor for assessing individual publications (and their authors) based on the journal in
which they have appeared. I will get back to this below.

In addition to the classical impact factor based on citations to publications in the
previous two years, there is also a five-year impact factor, which takes into account
citations to publications in the previous five years. The five-year impact factor
addresses the criticism that in some fields the two-year citation window of the classical impact factor is too short (e.g., Glänzel & Schoepflin, 1995; Moed et al., 1998). An empirical comparison between the two-year and the five-year impact factor is presented by Campanario (2011). The two-year and the five-year impact factor are both available in the Journal Citation Reports produced by Thomson Reuters. The Journal Citation Reports also include the immediacy index, an indicator of the frequency at which the publications in a journal are cited in the year in which they appeared. Some other citation impact indicators included in the Journal Citation Reports will be discussed below.

Various other basic citation impact indicators for journals have been proposed in the literature, either as an alternative or as a complement to the impact factor. Ingwersen et al. (2001), Frandsen and Rousseau (2005), and Ingwersen (2012) discuss a so-called diachronic variant of the impact factor. In the ordinary synchronic impact factor, citations in a single year to publications in multiple earlier years are counted. In the diachronic impact factor, citations in multiple years to publications in a single year are counted, for instance citations in 2012, 2013, and 2014 to publications in 2012. Another variant of the impact factor is introduced by Sombatsompop et al. (2004) and Rousseau (2005). They propose an ordinary synchronic impact factor, but instead of considering publications in a fixed two-year time period their proposed impact factor considers publications in a flexible journal-dependent time period. The longer it takes for the publications in a journal to be cited, the longer the time period in which publications are taken into consideration in the impact factor of the journal. In this way, the impact factor is adjusted to the specific citation characteristics of a journal. A somewhat similar proposal is presented by Dorta-González and Dorta-Gonzálvez (2013). Thelwall and Fairclough (2015) introduce yet another variant of the impact factor. In order to obtain a more stable indicator, they propose to calculate the impact factor using a geometric average instead of an arithmetic one. Other basic citation impact indicators for journals suggested in the literature include the share of (un)cited publications (Markpin et al., 2008; Van Leeuwen & Moed, 2005), the median number of citations (Calver & Bradley, 2009), and the h-index (Braun et al., 2006; Harzing & Van der Wal, 2009). It should be noted that unlike most indicators for journals the h-index is size dependent. Journals with more publications tend to have higher h-indices.
8.2. Normalized citation impact indicators for journals

The citation impact indicators for journals discussed above do not correct for differences in citation density among fields. To address this limitation, a large number of normalized citation impact indicators have been proposed in the literature.

The simplest proposal is made by Pudovkin and Garfield (2004). They suggest a normalized citation impact indicator for journals that is based on the rank of a journal within its WoS subject category when journals are ordered by their impact factor. For instance, if a journal has the 10th highest impact factor within a subject category that includes 200 journals, the journal is assigned a score of (approximately) 0.95, indicating that 95% of the journals in the subject category have a lower impact factor.

Building on their earlier work (Moed et al., 1998, 1999), Van Leeuwen and Moed (2002) propose a citation impact indicator for journals that is normalized for field, publication year, and document type. Normalization is implemented by comparing the actual number of citations of each publication in a journal with the expected number of citations, where the expected number of citations of a publication is given by the average number of citations of all publications in the same field and publication year and of the same document type. Related proposals on normalized citation impact indicators for journals are presented by Sen (1992), Marshakova-Shaikevich (1996), Sombatsompop and Markpin (2005), and Vieira and Gomes (2011). These proposals all use the WoS subject categories to define fields. Mutz and Daniel (2012a, 2012b) also suggest an approach for normalizing citation impact indicators for journals. Their focus is mainly on normalization for document type rather than normalization for field. Leydesdorff and Bornmann (2011b) and Wagner and Leydesdorff (2012) introduce a normalized citation impact indicator for journals that, unlike most indicators for journals, is not based on average citation counts per publication. Following the ideas developed by Leydesdorff et al. (2011), the proposed indicator values the publications in a journal based on their position within the citation distribution of the field. Glänzel (2011) proposes a somewhat similar idea based on the method of characteristic scores and scales (Glänzel & Schubert, 1988).

During recent years, another approach to the normalization of citation impact indicators for journals has been developed. This is the citing-side normalization approach introduced by Zitt and Small (2008). The SNIP (source normalized impact per paper) indicator provided in Scopus is based on citing-side normalization. The
original version of this indicator is presented by Moed (2010a). The version that is currently included in Scopus is described by Waltman et al. (2013). I refer to Subsection 6.4 for a further discussion of the literature on citing-side normalization. Most of this literature focuses on indicators for journals.

8.3. Recursive citation impact indicators for journals

As already mentioned in Subsection 6.4, recursive citation impact indicators give different weights to citations depending on their source, with citations originating from a high-impact source having more weight than citations originating from a low-impact source. The idea for instance is that being cited in Nature or Science should be valued more than being cited in an obscure journal that almost no one knows about. The first proposal of a recursive citation impact indicator for journals is made by Pinski and Narin (1976). A more recent proposal, inspired by the well-known PageRank algorithm (Brin & Page, 1998), is made by Bollen et al. (2006). Recursive citation impact indicators for journals are included both in the Journal Citation Reports and in Scopus. The Journal Citation Reports include the eigenfactor and article influence indicators (Bergstrom, 2007; West et al., 2010a), while Scopus includes the SCImago journal rank (SJR) indicator (González-Pereira et al., 2010; Guerrero-Bote & Moya-Anegón, 2012). I now discuss these indicators in more detail. A more extensive overview of the literature on recursive citation impact indicators for journals is provided by Waltman and Yan (2014).

Like the impact factor, the article influence indicator is obtained by calculating the average number of citations of the publications in a journal. However, unlike the impact factor, the article influence indicator gives more weight to citations from high-impact journals than to citations from low-impact journals. The size-dependent counterpart of the article influence indicator is referred to as the eigenfactor indicator. This indicator is proportional to the product of the number of publications of a journal and the article influence indicator. Hence, the eigenfactor indicator takes the size of a journal into account and therefore favors larger journals over smaller ones. The article influence indicator and the eigenfactor indicator have the special property that self-citations at the level of journals are not counted. Citations given by a journal to itself are ignored in the calculation of the indicators. For a further discussion on the article influence indicator and the eigenfactor indicator, including empirical comparisons
with other citation impact indicators for journals, I refer to Davis (2008), West et al. (2010b), Franceschet (2010b, 2010c, 2010d), and Walters (2014).

The SJR indicator has two versions, the original version introduced by González-Pereira et al. (2010) and the revised version discussed by Guerrero-Bote and Moya-Anegón (2012). The revised version is the one that is currently included in Scopus. The SJR indicator is fairly similar to the article influence indicator, although its mathematical definition is more complex. A special feature of the revised SJR indicator is that the weight of a citation depends not only on the citation impact of the citing journal but also on a measure of the thematic closeness of the citing and the cited journal. A citation from a citing journal that is thematically close to the cited journal is given more weight than a citation from a more distant citing journal.

8.4. Citation impact of journals vs. citation impact of individual publications

In research assessments, there often is a tendency to evaluate publications based on the citation impact of the journal in which they have appeared. Especially the impact factor is often used for this purpose. Evaluating publications based on the impact factor of the journal in which they have appeared is attractive because impact factors are easily available, more easily than statistics on the number of times individual publications have been cited. Impact factors therefore often serve as a substitute for publication-level citation statistics.

Many bibliometricians reject the use of the impact factor and other journal-level indicators for evaluating individual publications. The most important argument against this practice is that the citation impact of a journal offers only a weak predictor of the citation impact of individual publications in the journal. This is because the distribution of citations over the publications in a journal tends to be highly skewed, with for instance 20% of the publications receiving 60% of the citations. The average number of citations of the publications in a journal is therefore determined mainly by a small proportion of highly cited publications, and most publications in a journal have a citation impact that is substantially below the citation impact of the journal as a whole. Hence, the citation impact of a journal is not representative of the citation impact of a typical publication in the journal. This argument against the use of journal-level indicators for evaluating individual publications has received widespread support in the literature. Especially the work by Seglen (1992, 1994, 1997) on this topic has been influential. The inventor of the
impact factor also warns against the use of this indicator for evaluating individual publications (Garfield, 1996, 2006). Recently, the San Francisco Declaration on Research Assessment (http://am.ascb.org/dora/), which strongly argues against the use of the impact factor in the assessment of individual publications and their authors, received a lot of support in the scientific community.

Some researchers argue that indicators of the citation impact of journals may be useful in evaluating very recent publications. In the case of very recent publications, the number of citations received provides hardly any information, simply because there has been almost no opportunity for these publications to be cited. The citation impact of the journal in which a publication has appeared may then be seen as an interesting alternative source of information. This line of reasoning is followed by Abram et al. (2010) and Levitt and Thelwall (2011). Abram et al. (2010) argue that in certain fields very recent publications can better be evaluated based on the impact factor of their journal than based on their individual number of citations. Levitt and Thelwall (2011) suggest to evaluate recent publications using a composite indicator that takes into account both the impact factor of the journal in which a publication has appeared and the number of citations received by the publication. In line with this suggestion, Stern (2014) reports that in the prediction of the long-term number of citations of recent publications the impact factor offers useful complementary information to the short-term number of citations. On the other hand, Lozano et al. (2012) claim that since 1990 the relation between the impact factor and the number of citations of individual publications has been weakening, suggesting that the use of the impact factor as a substitute for publication-level citation statistics is becoming more and more problematic.

9. Recommendations for future research

In this paper, I have provided a review of the literature on citation impact indicators, focusing on bibliographic databases based on which indicators can be calculated, the selection of publications and citations to be included in the calculation of indicators, the normalization of indicators, the different counting methods that can be used to handle co-authored publications, and the topic of citation impact indicators for journals. I will conclude this review by providing three recommendations for future research.
Recommendation 1: Do not introduce new citation impact indicators unless they have a clear added value relative to existing indicators.

During the past decade, a very large number of new citation impact indicators have been introduced in the literature. Some of these indicators were discussed in this review, but most of them were not discussed because they have been introduced in the h-index literature that was not covered in detail in this review. Given the large number of citation impact indicators that have already been proposed, there is little need for having even more indicators. Many indicators proposed in the literature have different definitions but nevertheless provide essentially the same information. This is not surprising, since the information that can be obtained from citation counts is inherently limited, and therefore it is unlikely that there is a practical need to have more than a handful of indicators. New citation impact indicators should be proposed only if convincing arguments can be presented of their added value relative to existing indicators.

Recommendation 2: Pay more attention to the way in which citation impact indicators are being used in practice.

The literature on citation impact indicators has a strong technical focus. For instance, during the past years, many sophisticated technical ideas on the problem of normalization for field differences have been introduced in the literature. Having citation impact indicators with a solid technical foundation is absolutely essential. At the same time, however, it is important to think about the practical use of indicators and to make sure that the technical criteria based on which indicators are constructed match well with the needs and expectations of the end users of indicators. This is something which has received less attention in the literature. There are a number of important questions that require more research. For instance, how are citation impact indicators being used in practice? How are these indicators interpreted and what types of conclusions are drawn from them? How is a concept such as field normalization understood by end users of citation impact indicators? Do end users overestimate the accuracy of field-normalized indicators? Answering questions such as these will require technically focused research on citation impact indicators to be complemented by research that takes a more qualitative approach.

Recommendation 3: Exploit new data sources to obtain more sophisticated measurements of citation impact.
There are important ongoing developments in scientific publishing that are likely to create opportunities to obtain more advanced measurements of citation impact. One development is the introduction of more sophisticated ways in which the contributions that authors have made to a publication can be specified, for instance by having group authors in addition to ordinary authors, by distinguishing between authors, contributors, and guarantors, or by providing author contribution statements. These improved ways of specifying author contributions may offer new possibilities to address the credit allocation problem discussed in Section 7. Another major development is the increase in open access publishing, and related to this, the increase in the availability of the full text of scientific publications (instead of only the bibliographic meta data). The availability of full text data enables the construction of more advanced citation impact indicators, for instance indicators that take into account the number of times a publication is referenced in a citing publication (e.g., Ding et al., 2013; Wan & Liu, 2014; Zhu et al., 2015), the location (e.g., introduction, methods, results, or discussion) where a publication is referenced in a citing publication (e.g., Bertin et al., in press; Ding et al., 2013; Hu et al., 2013), or even the context in which a publication is referenced (i.e., the sentences in a citing publication around the reference to a cited publication).
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