Vibrational scattering anisotropy in O2—dynamics beyond the Born–Oppenheimer approximation
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Abstract. Born–Oppenheimer and Franck–Condon approximations are two major concepts in the interpretation of electronic excitations and modeling of spectroscopic data in the gas and condensed phases. We report large variations of the anisotropy parameter (β) for the fully resolved vibrational sub-states of the X2Πg electronic ground state of O2 populated by participator resonant Auger decay following excitations of K-shell electrons into the σ* resonance by monochromatic x-rays. Decay spectra for light polarization directions parallel and perpendicular to the electron detection axis recorded at four different excitation energies in the vicinity of the O 1s → σ* transition are presented. Breakdown of the Born–Oppenheimer approximation is for the first time selectively observed for the lower vibrational sub-states, where two quantum
paths—resonant and direct—leading to the same final cationic state exist. The higher vibrational sub-states can only be populated by resonant photoemission; hence no interference between these channels can occur.
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1. Introduction

In the Born–Oppenheimer (BO) approximation the electronic wave functions $\Psi_e(r, R)$ are functions of the electronic coordinates $r$ but are only parametrically depending on the nuclear coordinates $R$, thus making possible the independent determination of electronic and nuclear motions [1, 2]. When the interaction between light and matter is described within this picture, only the electronic equation involves the dipole operator—leading to an expected dependence of the electronic wave functions on the polarization of the light. Consequently, there is no particular reason to expect electron emission anisotropy to be different for different vibrational sub-states of the same final electronic state when the transition dipole moment is independent of the molecular geometry. This can be understood from the Franck–Condon (FC) principle [3, 4]. From the Condon approximation one infers that an electronic transition between two states occurs on a short enough time scale that the transition probability can be computed in a fixed geometry. This is a consequence of the BO approximation. The FC principle thus states that the transition dipole moment is independent of the nuclear coordinates for the considered vibronic transition. If this principle holds, the matrix element describing a transition between two molecular electronic states is a product of two parts: a vibrational wave function overlap integral over nuclear coordinates (the FC factor) and an integral over electronic coordinates that defines the (dipole) transition probability between these two states (see, for instance, [5]).

Even though the BO approximation allows for a geometry dependence of the transition dipole moments describing the electronic transitions, when potential curve crossings occur in the final state one has to take into account the non-adiabatic coupling between these states beyond the BO approximation [2, 6, 7]. While such phenomena are well known in vacuum ultraviolet spectroscopy of isolated molecules [8–12], they are also present in condensed phases such as liquids [13], at surfaces [14] or even in quantum particles [15].

In soft x-ray photoemission, valence-ionized states can be produced through either direct or resonant processes, and in general, their description has to take into account lifetime vibrational interference as well as the interference between continuum (direct) and bound (resonant)
states [16]. Owing to a lack of systematic high-resolution measurements until now, only a few studies have reported unusual angular dependences of the vibrational envelopes in the soft x-ray region, and interpreted them as being related to these interference processes [17, 18], without supporting these interpretations by full scale simulations of the nuclear dynamics that are crucial in the analysis of the vibrational spectra. Only very recently, ultrahigh resolution soft x-ray electron spectroscopy measurements in acetylene combined with ab initio simulations allowed clear identification and modeling of the so-called vibrational scattering anisotropy (VSA) phenomena [19]. The cause of the VSA effect is twofold. The first reason is that the direct and the resonant scattering channels have different angular distributions of the ejected electrons. The second one is the nuclear dynamics taking place in the intermediate core-excited state, strongly affecting the resonant channel but not the direct photoionization channel, which has a qualitatively different vibrational profile. Acetylene presents a complex case: besides typical non-BO phenomena (such as the Renner–Teller effect), several decay channels interfere with each other and lead to the breakdown of the BO approximation. In this context, it may be inquired whether the VSA is characteristic of polyatomic species where multichannel interference occurs [20, 21] or whether it is a more general phenomenon that can also be observed in the simpler case of diatomic molecules, where only direct and resonant channels may interfere.

This work addresses the question above by making a clear demonstration that even in the case of single-mode systems such as diatomic molecules, one has to take into account the non-adiabatic couplings and the interference between the direct and resonant channels simultaneously to properly model the experiments. Our finding will be widely applicable to detect non-adiabatic couplings between two or more electronic states and phase transition-like phenomena in both isolated and condensed species through the observation of VSA in ultrahigh resolution resonant photoemission spectroscopy.

To avoid any confusion, let us clarify at this point the distinction between the BO and the FC approximations. Whereas the FC approximation is widely used in the interpretation of electronic transitions, it is not applicable to the cases when the final state changes its character within the vibrational region of the initial state and the transition dipole is heavily dependent on geometry. We would like to stress here that the BO approximation might still be valid in these cases. However, when the BO approximation is broken, the FC approximation is necessarily broken as well. Furthermore, the BO approximation is not able to account for phenomena such as the VSA, where the effective final state wave function cannot be factorized as the product of electronic and nuclear wave functions due to the coupling of the vibrational dynamics in the intermediate and final states through inter-channel interference.

The consequences of interference phenomena between direct and resonant photoemission channels have been studied previously in the soft x-ray range using resonant Auger (or resonant photoemission) spectroscopy for a series of diatomic molecules, e.g. in oxygen [22], nitrogen [6], nitric oxide [23], hydrogen chloride [24] or carbon monoxide [25, 26]. In [27], for instance, it was shown that the isotropic resonant Auger scattering cross section in the oxygen molecule is affected by such interference. The number of examples of recorded anisotropy for individual vibrational sub-states after resonant Auger decay is scarce. In diatomics, observations have been reported for CO [25, 26] and NO [23], whereas the larger systems studied were water [28] and acetylene [19].

In this paper, we present a study of the electron emission anisotropy in the resonant Auger scattering occurring upon soft x-ray photo-excitation of the oxygen molecule with the
polarization vector of the photons parallel or perpendicular to the electron detection axis. The experimental data have sufficient resolution to fully resolve the vibrational components of the resonant Auger spectrum of the oxygen molecule. The integral anisotropies for various final electronic states have been reported in the literature [22]—the new data allow for the identification of anisotropies as a function of the vibrational excitation.

The analysis of the spectra shows that the anisotropy parameter varies significantly with the amount of vibrational excitation in the final state. Furthermore, the magnitude of the anisotropy change also varies with the excitation energy (i.e. with the energy detuning from the resonance maximum). The former variation can be modeled by the interference between the direct and resonant ionization channels, while the latter type of variation is heavily influenced by the non-adiabatic coupling between Rydberg and valence states, which was shown to play a crucial role in the formation of the x-ray absorption profile [29, 30]. The angularly independent resonant Auger scattering cross section changes as a function of the excitation energy will be the subject of a separate publication [31].

The oxygen molecule has been extensively investigated by resonant x-ray scattering involving core levels and the unoccupied molecular states. Besides the resonant photoemission spectrum involving the prominent $\pi^*$ resonance [32], particular attention has been paid to non-radiative (Auger) decay processes associated with the excitation to the $\sigma^*$ resonance (which is non-adiabatically coupled with Rydberg progressions, as discussed below): a neutral dissociation process in the core-excited state was shown to lead to the Auger–Doppler effect [33–35], whereas more recently second step auto-ionization of excited atomic fragments has also been discussed [36]. The radiative decay channels of the core-excited state have also been investigated via resonant inelastic x-ray scattering [37, 38], where the effect of spatial quantum beats was observed [39], whereas in [40, 41], the O 1s$^{-1}$ photoelectron spectra recorded at threshold ($E_{\text{kin}} = 0$ eV) without post-collision interaction broadening were presented and discussed.

Various aspects of the decay dynamics and their imprint on the resonant Auger decay following resonant x-ray excitations of free molecules have recently been reviewed from the viewpoint of either coincidence measurements [42], of high-resolution electron spectroscopy [43], or of both [44]. More precisely, for the oxygen molecule the x-ray absorption and associated resonant Auger scattering spectra have been investigated by Feifel et al in a series of publications [27, 45, 46].

Since the oxygen molecule has already been studied intensively, it provides an excellent playground to investigate various phenomena—in particular non-adiabatic coupling and interference between direct and resonant ionization channels. Hence, in contrast to the cases of complex molecules, it provides a textbook example: only one of the interference phenomena contributing to VSA is isolated and pinpointed. We will show that even in the case of a single-vibrational-mode system, a non-adiabatic coupling between states arises and abolishes the BO approximation and thus also the FC principle.

The paper is organized as follows: firstly, the experiment is described, as the performance of the x-ray source and spectrometer used is crucial for such investigations; the experimental results are presented and analyzed—the extracted parameters are used in the discussion section, which follows the description of the theoretical framework used to model the phenomenon.
2. Experimental details

The experiments were performed at the soft x-ray spectroscopy Pleiades beamline [47] at the 2.75 GeV SOLEIL synchrotron, France.

The photon source used was an 80 mm period Apple II undulator—allowing the polarization vector of the x-rays to be rotated arbitrarily in the plane perpendicular to the photon beam propagation axis. The beamline allows photon energies within the range 7–1000 eV, and consists of a pair of prefocusing mirrors and an in-house modified Petersen monochromator using varied line spacing and varied groove depth plane gratings. The x-ray beam is then focused to one of the three optical branches where several permanent end-stations are available (photoelectron spectroscopy [48–51], Auger electron–ion momentum coincidence setup [42, 52, 53] and photoionization of ions setup [54, 55]) together with free ports for user setups (see [47]). For the experiments considered here, a 2400 lines mm\(^{-1}\) grating was utilized; the transverse position of the grating was adjusted so as to provide optimum flux at the selected energies—a criterion which was checked by an AXUV100 photodiode from IRD Inc., and a total ion yield detector, both situated after the photoelectron spectroscopy station.

The spectrometer used at the beamline is a VG Scienta R4000 hemispherical electron energy analyzer with its wide-angle lens mounted vertically, perpendicular to the light propagation direction. Oxygen gas (purity 99.9995%, Air Liquide Alphagaz 2 quality) was introduced into a differentially pumped gas cell. The gas cell allows for a higher local pressure of the sample gas (without adversely influencing the working conditions for the spectrometer) in the interaction region, where the x-ray beam hits the sample; at modest gas cell pressures no pressure effects influence the recorded spectra. Inside the gas cell, correction electrodes allow for the compensation of the local plasma potential created by the varying density of ionized gas created along the photon beam [56].

The combined experimental resolution, obtained from a least-squares curve fit to the typical measured electron spectra, was 96 ± 0.1 meV. The contributions to the combined broadening can be decomposed as a series of Gaussian broadenings from: the monochromator bandwidth about 30 meV at the photon energy \(\hbar \omega = 539\) eV; about 40 meV from the electron energy analyzer, and about 51 meV accounting for the well-established translational [56], and recently discussed rotational Doppler broadenings [50, 57], as well as from other causes including unresolved rotational excitation or recoil-induced rotational broadening [58].

The resonant Auger decay spectra were recorded under resonant Auger–Raman conditions, i.e. monochromator bandwidth (30 meV) significantly lower than the core hole lifetime (about 155 meV for the O 1s\(^{-1}\) state [59]). All data have been normalized, wherever appropriate, with respect to sample pressure, photon flux and acquisition time.

3. Experimental results

3.1. Total ion yield spectrum

The total ion yield spectrum of oxygen, which mimics the x-ray absorption spectrum in the region between 537 eV and the O 1s\(^{-1}\) ionization thresholds (543.39 and 544.43 eV for \(^4\Sigma^-\) and \(^2\Sigma^-\), respectively [60]) has been studied extensively due to its intricacy, i.e. consisting of overlapping dissociative \(\sigma^* \equiv 3\sigma_u\) states (associated with the doublet and quartet core-ionized
states, respectively) and Rydberg progressions [29, 30, 35, 46, 61]. Velkov et al [30] provide a detailed interpretation of the components of this spectrum. Pioneering angle-resolved ion yield spectra were recorded by Kosugi and co-workers in 1992 and 1994 [29, 61], and show the partition of the resonance’s components into the $\sigma^*$ and the Rydberg orbitals belonging to excitations involving quartet and doublet states, as also reviewed by Adachi et al [62]. The role of the non-adiabatic coupling between the Rydberg and valence states in this energy region [30] is also very important in the build-up of the angularly independent resonant Auger decay, as discussed in [31]. A recent measurement of this spectrum can also be found in [46].

The total ion yield spectrum shown in figure 1 was calibrated by the $4p\sigma_u\left(^4\Sigma_g^+\right) v = 0$ state (541.80 eV [63]). In the figure the black triangles mark the photon energies at which the resonant Auger decay spectra were recorded—in the following they will be referred to as A, B, C (mainly valence excitation) and R (Rydberg and valence excitation), corresponding to excitation energy detunings ($\Omega$) 0.0, $-0.26$, $-0.79$ and $+0.4$ eV relative to the first sharp maximum in the spectrum at 538.95 eV, respectively.

### 3.2. Resonant Auger decay spectra

Figure 2 presents the resonant Auger decay spectra, fingerprinting the resonant Auger scattering process, recorded for the four excitation energies marked by triangles in figure 1. The binding energy scale $E_b = \hbar \omega - E_k$, where $E_k$ is the Auger electron kinetic energy, was calibrated using the known binding energy of the $X^2\Pi_g\left(v = 0\right)$ ground state of O$_2^+$: 12.074 eV [64]. For each energy detuning, spectra were recorded with the x-ray polarization vector parallel (pluses) and perpendicular (crosses) to the electron detection axis. Solid lines represent the results of the calculations described below.

For linearly polarized light the differential photoionization cross section can be written as [65] ($\sigma = \frac{d\sigma}{d\Omega}$):

$$\sigma = \frac{\sigma^{(0)}}{4\pi} \left[ 1 + \beta P_2 (\cos \vartheta) \right].$$

Therefore an electron spectrum measured with linearly polarized light can be described in terms of the total isotropic cross section $\sigma^{(0)}$, the angle $\vartheta$ between the electron momentum (detection axis) and polarization vector of the light and the anisotropy parameter $\beta$. $P_2$ is the second-order Legendre polynomial. The anisotropy parameter $\beta$ can take values between $-1$ and 2.

The degree of linear polarization of the light in the present experiments is assumed to be close to unity, as indicated by independent measurements of Ar 2p and 3p as well as Ne 2s and 2p atomic samples for a discrete set of photon energies. The anisotropy parameter $\beta$ of the electron emission process can then be expressed from the spectra recorded with the polarization vector of the light perpendicular or parallel to the detection axis. For each excitation energy, the angularly independent cross sections can be extracted by constructing a linear combination of the parallel $\sigma_\parallel$ and perpendicular $\sigma_\perp$ photoionization cross sections. From equation (1), it follows that

$$\frac{\sigma^{(0)}}{4\pi} = \frac{\sigma_\parallel + 2\sigma_\perp}{3}.$$

This corresponds to a cross section observed at the angle 54.7° between the light polarization vector and the electron detection axis, commonly referred to as the magic angle. This angle is the root of $P_2$, i.e. the second term of equation (1) becomes zero.
Figure 1. Total ion yield spectrum of oxygen in the vicinity of the $\sigma^*$ and Rydberg manifolds below the $^4\Sigma^-$ and $^2\Sigma^-$ O 1s$^{-1}$ ionization thresholds. The triangles mark the excitation energies at which the resonant Auger decay spectra were measured.

The anisotropy parameter $\beta = \beta(E_b, \omega)$, as obtained from

$$\beta(E_b, \omega) = \frac{2 \left[ \sigma_\parallel(E_b, \omega) - \sigma_\perp(E_b, \omega) \right]}{2 \cdot \sigma_\parallel(E_b, \omega) + \sigma_\perp(E_b, \omega)},$$

is plotted in the upper panels (dotted line) of figure 2. Additionally, the areas (proportional to $\sigma_\parallel$ and $\sigma_\perp$) for each vibrational peak in the progressions were extracted from the spectra by least-squares fits using a sequence of Gaussian peak shapes, using the SPANCF macro package for the Igor Pro software package [66]. The anisotropy parameter obtained per peak is shown with solid circles, where the error bars were obtained by error propagation for the standard deviation. The larger error bars for higher binding energies reflect the lower count rate in those experiments.

The lower panel of figure 3 presents an angularly independent experimental direct photoemission (off-resonance) spectrum (dashed, plus-markers) recorded for a photon energy set in between the $\pi^*$ and $\sigma^*$ resonances. The spectrum was constructed from the perpendicular and parallel component spectra using equation (2). The data here were recorded using the same overall experimental settings as for the resonant spectra. A photoelectron spectrum of the same state recorded with He II radiation [64] contains the same vibrational components with comparable branching ratios to the ones in our spectrum.

The experimental anisotropy extracted from the off-resonance spectra in figure 3 is 0.40(1), the same as the anisotropy per vibrational component. This number also coincides with the integral anisotropy for the whole progression. The theoretically modeled spectrum (discussed below), accounting exclusively for the direct ionization channel, is shown as a solid line underneath that spectrum. The good agreement between experimental and theoretical spectra demonstrates that for this excitation energy the contribution of the resonant channel is negligible. This is also corroborated by the fact that the extracted anisotropy parameter does not change with the vibrational excitation.

The long vibrational progression of the $X^2\Pi_g$ final state, observed for both polarizations and for all excitation energies, reflects the nuclear dynamics in the core-excited state. This can be understood from the contribution of the strongly repulsive $\sigma^*$ components to the resonance. The excited wave packet will rapidly propagate and promote the molecular system towards...
Figure 2. Experimental resonant Auger spectra (bottom panels, dashed with markers) obtained for two different light polarization directions of 0° and 90° with respect to the electron detection axis, with +0.4, 0.0, −0.26 and −0.79 eV energy detunings (labeled R, A, B and C, respectively) from the first maximum observed in the ion yield spectrum. Solid lines in the bottom panels are the results of the theoretical description of the process, as discussed in the text. Top panels show values for the anisotropy parameter extracted from the experimental spectra directly (green dotted line), for each vibrational peak in the spectra (red dots) and the calculated ones (blue solid line) from equation (3). Colors refer to the online version of this paper.

longer bond distances. Therefore, the subsequent Auger decay into the cationic \( \chi^2\Pi_g \) state will lead to a significant excitation of higher vibrational levels, in contrast to the photoionization occurring in the direct channel, which is governed by the FC factors involving the vibrational wave functions of the ground and final states only.

According to Sorensen et al [67], excitation to high Rydberg states does not seem to lead to a strong vibrational excitation of the \( \chi^2\Pi_g \) final state. A more detailed survey, as done in [45], reveals that certain features in the x-ray absorption spectrum can indeed give rise to
Figure 3. Theoretical total cross section $\sigma^{(0)}$ (computed using equation (2)) for the spectra recorded for a $-0.79\,\text{eV}$ energy detuning. Also shown are the calculated spectra corresponding to the direct, the resonant and the interference term. The dashed line decorated with pluses indicates the off-resonance experimental spectrum. The calculated direct photoemission spectrum is shown in the bottom panel with a continuous green line. The right panel shows a schematic of the processes discussed in the text.

A resonant Auger decay spectrum very similar to the off-resonance spectrum (see figure 3), whereas excitation to other resonant features can result in a significant population of higher vibrational sub-levels of the $X^2\Pi \_\text{g}$ state—therefore suggesting some repulsive character for the core-excited state potential. This highlights that the resonant Auger scattering process is very sensitive to the non-adiabatic coupling between the Rydberg and valence states and this question will be specifically addressed, as mentioned, in a forthcoming publication [31].

Figure 2 of [45] contains the extended resonant Auger decay spectrum (as well as an off-resonance spectrum) measured at the first sharp feature of the x-ray absorption spectrum. This can be directly compared to our spectrum measured on resonance (detuning $0.0\,\text{eV}$, point A). These data are represented for the magic angle, thus being related to our spectra via equation (2). Spectra taken at similar excitation energies as those presented here can also be found in [27].

To investigate the impact of the improved energy resolution on the spectral features, we reconstructed a magic angle spectrum at the $0.0\,\text{eV}$ detuning point, which can therefore be directly compared to the corresponding spectrum in [27] (see figure 4). The peak to valley intensity ratio can be used as a measure of how well overlapping spectral features are discerned [68]. If taking the valley on the high binding energy side, this value varies between
Figure 4. Comparison between the data presented in this paper (solid) and a previously published spectrum [27] (plus markers) taken on top of the first sharp feature found in the x-ray absorption spectrum (point A).

0.15 and 0.13 for peak $\nu = 1, \ldots, 4$ (the ratio is 0.24 for the first peak $\nu = 0$); in the previously published data [27] the corresponding variation is 0.41–0.3 (with the ratio 0.5 for the first peak). The separation in the data presented here is thus sufficient to extract for the first time anisotropy parameters per peak. The present and earlier published data differ not only in resolution; the differences might be due to the normalization of either data set with respect to photon flux, measurement duration and gas pressure.

In table 1, the integral anisotropy parameter (using the integrals of the spectra for $\sigma_\perp$ and $\sigma_\parallel$ in equation (3)) for each excitation energy, as well as the values for the first seven vibrational components, are listed. The integral anisotropy parameter $\tilde{\beta}$ measured by Kivimäki et al on top of the first peak (A) in the absorption spectrum, 0.3(2) [22], is in agreement with our measurement. The integral anisotropy parameter oscillates as a function of the excitation energy, going through a minimum for point A in our measurements.

The spectrum for case C exhibits the largest oscillation in the anisotropy parameters of the individual vibrational levels. The difference between the highest and the lowest measured $\beta$ values is about 1.05. For the neighboring points B, A and R the corresponding values are: 0.94, 0.85 and 0.75.

At the level of theory employed here, the anisotropy parameters do not change when there is not enough transition amplitude for both direct and resonant channels, since no interference is possible then. This holds true for each excitation energy. However, the mean values of the experimental anisotropy parameters for peak $\nu = 6$ and upwards attain values 0.45, 0.1, 0.58 and 0.39 for points R, A, B and C, respectively. This oscillation of the anisotropy parameter’s value as a function of the excitation energy is a consequence of the strongly changing non-adiabatic coupling between the Rydberg and valence states used in the description of the states involved in the resonant Auger scattering process—as discussed in the theory section.

4. Theoretical framework

The neutral ground state’s electronic configuration of the oxygen molecule is $^3\Sigma_g^-$:

$$(1\sigma_g)^2(1\sigma_u)^2(2\sigma_g)^2(2\sigma_u)^2(3\pi_g)^2(1\pi_u)^4(1\pi_g)^2.$$
Table 1. The first row of data is the integral anisotropy parameter. For off-resonance the integral anisotropy parameter is 0.40(1). The errors for the individual anisotropy parameters are about 10%.

| R  | A   | B   | C   |
|----|-----|-----|-----|
| φ̃  | 0.48 | 0.28 | 0.58 | 0.57 |
| β_{ν=0} | 1.14 | 0.95 | 1.51 | 1.21 |
| β_1   | 0.86 | 0.78 | 1.18 | 1.15 |
| β_2   | 0.71 | 0.64 | 0.76 | 0.80 |
| β_3   | 0.54 | 0.41 | 0.59 | 0.17 |
| β_4   | 0.39 | 0.29 | 0.58 | 0.16 |
| β_5   | 0.40 | 0.19 | 0.57 | 0.30 |
| β_6   | 0.45 | 0.10 | 0.58 | 0.39 |

The first cationic state, having the lowest binding energy in the molecular ion, is the $X^2Π_g$, which has the electronic configuration:

$$ \begin{align*} & \langle 1σ_g \rangle \langle 2σ_g \rangle \langle 3σ_u \rangle \langle 1π_u \rangle^4 \langle 1π_g \rangle. \end{align*} $$

The x-ray Raman scattering process studied here transfers the ground state $|0⟩\ X^3Σ_g^−$ neutral $O_2$ molecule to the ground state of the singly ionized molecule $X^2Π_g$ with the emission of an electron from the outermost molecular orbital. This process is induced when the excitation energy is tuned near the $O 1s → σ^*$ resonance referred to as the intermediate state $|i⟩ = |1σ_g^{-1}3σ_u^1⟩$. There are two channels which can bring the system to the final state:

| 0⟩ + hω → |i⟩ → |1π_g^{-1}ψ_k⟩ (R),
| 0⟩ + hω → |1π_g^{-1}ψ_k⟩ (D).

Since the ground $|0⟩$ and final $|f⟩$ states are the same for both channels above, these two channels—resonant (R) and direct (D)—will interfere with each other giving rise to an interference term. Indeed, in the time-dependent formulation of the Kramers–Heisenberg formalism using the auto-correlation function [69], the cross section $σ_0(τ)$ can be expressed in terms of the time $τ$ elapsed from the starting point by

$$ σ_0(τ) = \langle Ψ(0)| Ψ(τ) \rangle + |A|^2 \langle 0| \varphi(τ) \rangle + i \left[ A \langle Ψ(0)| \varphi(τ) \rangle - A^* \langle 0| Ψ(τ) \rangle \right]. $$

Here the first term describes the resonant channel, while the second and third terms are responsible for the direct and interference contributions, respectively. The amplitude of the direct contribution, relative to the resonant one

$$ |A|^2 = |a e^{iφ}|^2, $$

is usually rather small, while the interference term can be quite strong and should be taken into account for a proper description of the total scattering process.

The wave packets required for the calculation of the time-dependent cross section using equation (4) are [27, 69]

$$ |Ψ(0)⟩ = Γ_A \int_0^∞ e^{-i(A_{Δ} - E_0 - ω)t} d_1 |0⟩ e^{-Γ_t t} dt, $$

$$ |Ψ(τ)⟩ = e^{-i(A_{Δ} - E_0)t} |Ψ(0)⟩. $$
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\[ |\varphi(\tau)\rangle = e^{-i(\mathcal{H}_f - E_0)\tau} |0\rangle, \]

where \( E_0 \) is the ground-state energy, \( \Gamma_i \) is the lifetime broadening of the core-excited state, \( d_i \) and \( \Gamma_A \) are the transition dipole moment \((g \rightarrow i)\) and the Auger decay rate \((i \rightarrow f)\), respectively, and \( \mathcal{H}_i \) and \( \mathcal{H}_f \) are the nuclear Hamiltonians of the intermediate and final states, respectively.

The resonant Auger scattering cross section can be computed as

\[ \sigma(E_b, \omega) = \Im \int_0^\infty \sigma_0(\tau) e^{i(E_b + i\Gamma_f)\tau} d\tau, \]

where \( \Gamma_f \) is the final state lifetime broadening.

In the case of the resonant Auger scattering through the oxygen 1s\( \rightarrow \sigma^* \) resonance studied here, the picture becomes more complicated due to the non-adiabatic coupling between Rydberg and valence orbitals in the core-excited state [29, 30, 38]. In the presence of two ionization thresholds \( 4\Sigma^- (Q) \) and \( 2\Sigma^- (D) \), there are six electronic configurations contributing to the formation of the main resonant spectral features: two valence \( 2p\sigma^* \) (the \( \sigma (D) \) and \( \sigma (Q) \)) and four Rydberg states: the \( 3s(D) \), \( 3s(Q) \), \( 3p(D) \) and \( 3p(Q) \). Near the crossing points of the potential energy curves the BO approximation is no longer valid, and the non-adiabatic coupling between the various diabatic electronic configurations has to be taken into account [70]. In this case, the wave packet evolution in the intermediate state is defined by the nuclear Hamiltonian \( \mathcal{H}^\prime [30] \), which reads

\[ \mathcal{H}_{mn} = \delta_{mn} \left( -\frac{1}{2\mu} \frac{d^2}{dR^2} + E_m(R) \right) + (1 - \delta_{mn}) V_{mn}, \]

where \( E_m(R) \) is the diabatic potential energy curve of the \( m \)th electronic state, \( V_{mn} \) is the interaction matrix element between the states \( m \) and \( n \) and \( m, n = \sigma (D), \sigma (Q), 3s(D), 3s(Q), 3p(D) \) and \( 3p(Q) \). Then, equation (6) becomes

\[ |\Psi(0)\rangle = H_A^\dagger \int_0^\infty e^{i(E_0 + \omega)\tau} e^{-\Gamma_f \tau} |\phi(\tau)\rangle d\tau, \]

\[ |\phi(\tau)\rangle = e^{-i\mathcal{H}_f \tau} |d\rangle, \]

where \( d \) and \( H_A \) are the column vectors consisting of the transition dipole moments and Auger decay rates for each core-excited diabatic state, respectively. In the present calculations, both non-adiabatic coupling in the core-excited state and the interference between the direct and several resonant channels are implicitly taken into account.

\textit{Ab initio} calculations of the potential energy curves, transition dipole moments and interaction matrix elements for the O 1s\( \rightarrow \sigma^* \) core-excited state used in the simulations were performed in previous studies [29, 30] using the configuration interaction approach implemented in the GSCF3 program package [71, 72]. The values of the Auger decay rates \( \Gamma_A \) were chosen such that \( |\Gamma_{A_{\sigma(Q)}}|/|\Gamma_{A_{\sigma(D)}}| = 2\sqrt{2} \) following [27], with \( |\Gamma_{A_{\sigma(Q)}}|/|\Gamma_{A_{\sigma(D)}}| \approx |\Gamma_{A_{\sigma(D)}}|/|\Gamma_{A_{\sigma(D)}}| \sim 10 \), in accordance with [73].

The results of the theoretical simulations are compared against the experimental data in figures 2 and 3. In the latter figure, a decomposition of the total calculated cross section into resonant, interference and direct contributions is shown, to allow for a qualitative interpretation of the interference term contribution. The calculated direct channel contribution is superimposed with the experimental spectrum recorded below the resonance.
Table 2. The resulting parameters for the description of the interference between direct and resonant channels.

|    | \(a_{\parallel}\) | \(a_{\perp}\) | \(\phi_{\parallel}\) | \(\phi_{\perp}\) |
|----|-----------------|-------------|-----------------|-----------------|
| C  | 0.27            | 0.11        | -115°           | -100°           |
| B  | 0.22            | 0.11        | -100°           | -100°           |
| A  | 0.11            | 0.11        | -50°            | -100°           |
| R  | 0.16            | 0.11        | -70°            | -90°            |

The numerical simulations in figure 3 suggest that both resonant and interference terms are rather weak around the first vibrational peak (12.074 eV), where the resonant Auger scattering profile is mainly formed by direct photoionization. The anisotropy parameter around this peak \(\beta_0 = 1.21\) (see table 1) is similar to that discussed previously for direct photoionization at much lower electron kinetic energies [74]. On the other hand, the direct and interference terms are almost zero around the seventh vibrational peak (\(\nu = 6\)), where the anisotropy is solely related to the resonant process. The anisotropy parameter \(\beta_6 = 0.39\) differs sufficiently from that for the direct ionization process. This observation immediately suggests that the relative amplitudes of the direct photoionization contribution with respect to the resonant ones \(A\) (see equation (5)) for the parallel \(A_{\parallel}\) and the orthogonal \(A_{\perp}\) cross sections are different, which is the first reason for the anomalously strong VSA effect observed in the present study.

Moreover, the amplitude \(a\) and the phase \(\phi\) (see equation (5)) of the direct and interference terms change with excitation energy across the \(1s\rightarrow 3\sigma_u^*\) resonance (see table 1), reflecting the complex character of the molecular orbitals in that spectral region owing to the strong non-adiabatic coupling between Rydberg and valence states [30]. For example, a significant contribution from Rydberg states when the excitation energy is tuned to the point R considerably suppresses the VSA effect (see figure 2 and table 1). More information on the specific role of the non-adiabatic Rydberg–valence coupling in the formation of vibrational profiles in resonant x-ray scattering (radiative and non-radiative) will be published elsewhere [31].

Numerical simulations at point C (see figures 2 and 3), where mainly one valence state \(\sigma(Q)\) is contributing to the resonant scattering process and where the effect of non-adiabatic coupling with Rydberg states is absent [30], allow for an accurate estimation of the parameters \(a\) and \(\phi\) using the angularly resolved experimental resonant Auger scattering profiles. However, for larger excitation energies, covering the region of non-adiabatic Rydberg–valence coupling, the complexity of the core-excited state and the high quality of the experimental data motivated us to use the comparison with the experiment to extract the angularly dependent scattering amplitudes of the resonant channel relative to the direct photoionization channel, which can be measured independently (far below resonance). When one knows the relative contribution of the direct and of the various resonant channels (with possibly different anisotropies), a detailed analysis of the angularly resolved vibrational progressions of the resonant photoemission spectra is possible and such is the characterization of the nuclear dynamics in the intermediate core-excited state. The relative amplitudes and phases of the direct and resonant channels used in the numerical analysis are summarized in table 2.

5. Discussion

The isotropic resonant Auger scattering cross section (e.g. measured at the magic angle \(\vartheta = 54.7°\) or reconstructed from cross sections obtained with the electron detection axis parallel
and perpendicular to the polarization vector according to equation (2)) involving the states considered here shows strong dependence on excitation energy, in accordance with [27]. This can be understood as being a consequence of the interference between direct and resonant channels and the non-adiabaticity in the coupling between Rydberg and valence states in the vicinity of the resonance maximum. The interference itself depends on the excitation energy through the changing ratios between the amplitudes of the direct and resonant channels.

In this study, we also have to consider the dependence on light polarization. The spectra with the light polarization vector perpendicular to the detection axis are dominated by the resonant channel’s contribution. In the parallel polarization case, depending on the excitation energy detuning with respect to the resonance maximum, a more or less strong excitation of the $\sigma^*$ resonance occurs [46]. The two points below resonance (C and B) are dominated by the excitation into valence orbitals, whereas the points on and above the first resonance (A and R) must be seen as constituted by a mixture of Rydberg and valence orbitals. In figure 2, this can be observed, as the perpendicular polarization scattering cross sections appear to consist of a single progression of vibrational lines, whereas the parallel polarization ones seem to consist of two contributions that vary with excitation energy (as highlighted in figure 3).

The direct photoionization and the resonant Auger scattering channels have different electronic anisotropies. Moreover, the interference term mixes the vibrational wave functions of the final and core-excited states. Considering the upper panels in figure 2 (curves constructed according to equation (3)) it is obvious that not only does the integrated electronic anisotropy change with excitation energy (as inferred from table 1 and [22]), but also it changes with increasing vibrational excitation within the same electronic state. Above a certain amount of vibrational excitation ($\nu > 6$) the anisotropy remains the same. The data hint at oscillatory behavior even above 13.5 eV, but with a much smaller amplitude. However, this oscillation is well within the error bars of our experiment.

When both direct and resonant channels are open, the scattering experiment is akin to a double slit experiment with both slits open. Direct photoionization cannot populate vibrational states above $\nu = 6$—this slit is then closed. In contrast to the case of polyatomic molecules, where multichannel interference processes may occur in different energy regions [19], in the case of diatomic oxygen a single interference process occurs only when both channels can be accessed in the scattering process, i.e. below 13.5 eV. This aspect is well reflected in the theory, as well as in the experimental anisotropy curve, which is flat for the higher vibrational states.

The BO approximation decouples the nuclear and electronic wave functions. When this approximation is valid, the anisotropy is governed only by the electronic wave function. Let us consider the ideal situation when this approximation holds for both direct and resonant scattering channels when they are taken separately. However, when they are considered together, this approximation is not valid anymore for the whole process—due to the mixing of the vibrational wave functions of the core-excited and final states. Indeed, for the direct channel we may write the final state’s wave function as a product of the electronic $\psi_f$ and nuclear $|\nu\rangle$ wave functions:

$$\Psi_f^{\text{dir}} = \psi_f |\nu_f\rangle,$$

whereas for the resonant channel this reads

$$\Psi_f^{\text{res}} = \psi_i \langle \psi_i | \hat{\Gamma}_A | \psi_f \rangle \sum_{\nu_i} \langle \nu_i | \nu_f \rangle Z_{\nu_i} |\nu_i\rangle.$$
When expressed as the sum of these two channels, the final state wave function does not fulfil the BO approximation any longer:

$$\Psi_f = \Psi_f^{\text{dir}} + \Psi_f^{\text{res}} \neq \psi_f |\nu_f\rangle.$$

Here $Z_{\nu_i} = \omega - \omega_{\nu_i,0} + i\Gamma_i$, $\omega$ is the photon frequency, $\omega_{\nu_i}$ is the transition frequency from the ground to the $\nu_i$th vibrational sublevel of the intermediate electronic state, $\hat{\Gamma}_A$ is the Coulomb operator—defining the decay rate between the intermediate and final states—and $\psi_f |\nu_f\rangle$ is the total final state wave function within the BO picture.

In the vicinity of the maximum of the absorption resonance, the resonant Auger (or resonant photoemission) process takes long enough for the vibrational wave functions of the intermediate state to establish (the duration of the scattering process is long for a small energy detuning [16]). Therefore the nuclear dynamics in the intermediate state is of crucial importance. This results in a strong mixing of the final (cationic) vibrational states with the vibrational states of the intermediate core-excited state. Hence, we experience a breakdown of the BO approximation, because the total wave function cannot be factorized into a product of electronic and nuclear wave functions.

When the excitation energy is tuned far away from the resonant intermediate state, the scattering duration becomes small. As a consequence, from the viewpoint of nuclear dynamics, this situation corresponds to a direct transition from the ground state potential to the final state potential (this is the case for direct photoionization). In this case, the relevant matrix element describing the process is the overlap between the ground and final state vibrational wave functions $\langle 0 | d(R) | \nu_f \rangle$. This matrix element is valid within the BO approximation, but the FC approximation can be broken when the $R$-dependence of $d(R)$ is significant. We can identify at least two possible mechanisms for this $R$-dependence generating a breakdown of the FC approximation: the $R$-dependence of the unperturbed electronic wave functions of the ground $\psi_0$ and final $\psi_f$ states, or the admixture of other electronic states in the scattering processes, for instance. The excitation in the vicinity of shape resonances is a well-known example leading to the breakdown of the FC approximation [9–12]. Interestingly, the photon energy detuning from the maximum of the photoabsorption resonance drives the transition from the non-BO regime studied here to the non-FC behavior met in photoionization where an $R$-dependence of the electronic transition dipole moment occurs.

For points A and R the theory employed here does not take into account, for instance, energy-dependent decay rates, considered to be beyond the scope of this paper. A more advanced description (energy- and Rydberg-dependent) of the potential energy curves, as well as of the wave functions, may improve the noticeable discrepancy between the theory and the experiment for the higher vibrational excitations (starting from 14 eV binding energy and above).

The oxygen case described here represents a textbook example of vibrational scattering anisotropy, where a single interference process occurs, pointing out that this is a general phenomenon. In contrast to this simple situation, in a polyatomic molecule such as acetylene [19], interferences also arise from a Renner–Teller split double-well potential of a bending mode in the core-excited state and via a doubly degenerate vacant molecular orbital, making the description of the single contributions to the vibrational scattering anisotropy much more complex to analyze.
6. Conclusion

Detailed data on anisotropies of model systems, such as the one considered here, are necessary in the quest for ‘complete’ characterizations of the decay processes following photoexcitation. A recent example is that of the fluorescence decay spectra of resonantly excited NO, where the characteristics of the non-radiative resonant Auger decay channel needed to be part of the analysis [75].

We have made measurements of the vibrational scattering anisotropy in the $X^2\Pi_g$ cationic final state populated by resonant Auger scattering with x-ray excitations in the vicinity of oxygen’s core-shell to $\sigma^*$ manifold. The excitation energies were $-0.79, -0.26, 0.0$ and $0.4 \text{ eV}$ (C, B, A and R) relative to $538.95 \text{ eV}$, i.e. the energy of the first sharp feature in the x-ray absorption spectrum recorded between $537$ and $544 \text{ eV}$ on the excitation energy scale. One additional point measured off resonance is included in the analysis; its accurate theoretical description needed only the inclusion of the direct photoionization channel.

The integral anisotropy, understood as the $\beta$ parameter computed using the area of the whole $X^2\Pi_g$ state for each polarization direction, changes with excitation energy as $0.4(1)$ (off-resonance) to $0.45(9), 0.17(6), 0.25(5)$ and $0.36(8)$ (C, B, A and R). It goes through a minimum when approaching the $0.0 \text{ eV}$ energy detuning point. A recent investigation [27] has concentrated on the excitation energy dependence of the isotropic resonant Auger scattering cross section that could be understood through: (i) the interference between the direct and the resonant ionization channels and (ii) the mixing between the valence and Rydberg orbitals involved.

Presented here are the angularly resolved experimental resonant Auger scattering cross sections with full vibrational resolution such that a detailed investigation of the anisotropy of the scattering process became possible: the anisotropy parameter depends on the final vibrational state as long as both the direct and resonant ionization channels can interfere (in the present case this condition is fulfilled below $\nu = 6$). It is shown that even if the BO approximation held for both direct and resonant ionization channels individually (not the case here for the resonant channel due to the non-adiabatic Rydberg–valence mixing in the core-excited state), it would still not be applicable to the scattering process as a whole. In other words, the breakdown of the BO approximation occurs due to the mixing of different nuclear dynamics between the autoionizing state and the continuum states in which the former is embedded. The measurements and interpretation are supported by time-dependent wave packet propagation calculations providing very good agreement with the data.

The observed anisotropy of the resonant Auger scattering in oxygen, in the region of the $\sigma^*$ resonances, thus showcases a single process (interference between resonant and direct ionization channels) that can give rise to vibrational scattering anisotropy (VSA) [19]. The VSA phenomenon thus appears to be a general phenomenon, that may be observed as soon as the experimental conditions allow for a fully vibrationally resolved measurement. The results presented here highlight a methodology which, given sufficient experimental resolution, can be widely applicable in the x-ray regime to detect non-adiabatic couplings between two or more electronic states—not only in molecules but also for phase-transition phenomena in solid state or in nanomaterials—through vibrational scattering anisotropy. Finally, we would also like to point out the importance of extracting the anisotropy data of the resonant channels based on the experiment–theory comparison to reveal non-BO effects in the spectra previously interpreted within the BO or FC approximation.

New Journal of Physics 14 (2012) 113018 (http://www.njp.org/)
We hope that such investigations will encourage further studies of this process—not the least using the rich information it provides to better understand non-adiabatic processes in complex systems such as biopolymers or quantum dots, to cite only a few.

Acknowledgments

Data collection was performed at the Pleiades beamline at the SOLEIL Synchrotron, France (proposal number 99090106). We are grateful to E Robert for technical assistance and to the SOLEIL staff for stable operation of the equipment and the storage ring during the experiments. The research leading to these results has received funding from the European Union Seventh Framework Programme (FP7/2007-2013) under grant agreement no. 252781, the Triangle de la physique under contract no. 2007-010T, the Swedish Research Council (VR contract no. 623-2009-779) and the Knut and Alice Wallenberg Foundation.

References

[1] Born M and Oppenheimer R 1927 Ann. Phys. 389 457–84
[2] Köppel H, Domcke W and Cederbaum L S 1984 Adv. Chem. Phys. 57 59–246
[3] Franck J and Dymond E G 1926 Trans. Faraday Soc. 21 536–42
[4] Condon E 1926 Phys. Rev. 28 1182–201
[5] Coolidge A S, James H M and Present R D 1936 J. Chem. Phys. 4 193–211
[6] Piancastelli M N et al 2000 J. Phys. B: At. Mol. Opt. Phys. 33 1819–26
[7] Salek P et al 2000 Phys. Rev. A 62 062506
[8] Andersson L M, Burmeister F, Karlsson H O and Goscinski O 2001 Phys. Rev. A 65 012705
[9] Parr A, Ederer D, West J, Holland D and Dehmer J 1982 J. Chem. Phys. 76 4349
[10] Langhoff P, McKoy B, Unwin R and Bradshaw A 1981 Chem. Phys. Lett. 83 270
[11] Rathbone G, Poliakoff E, Bozek J and Lucchese R 2004 Can. J. Chem. 82 1043
[12] Poliakoff E and Lucchese R 2006 Phys. Scr. 74 C71
[13] Hanna G and Kapral R 2006 Acc. Chem. Res. 39 167–214
[14] Wodtke A, Matsiev D and Auerbach D 2008 Prog. Surf. Sci. 83 167–214
[15] Kataoka M, Fletcher J D, See P, Giblin S P, Janssen T J B M, Griffiths J P, Jones G A C, Farrer I and Ritchie D A 2011 Phys. Rev. Lett. 106 126801
[16] Gel’mukhanov F and Ågren H 1999 Phys. Rep. 312 87–330
[17] Kukk E, Bozek J D, Cheng W T, Fink R F, Wills A A and Berrah N 1999 J. Chem. Phys. 111 9642
[18] Hjelte I et al 2005 J. Chem. Phys. 122 084306
[19] Miron C, Kimberg V, Morin P, Nicolas C, Kosugi N, Gavrilyuk S and Gel’mukhanov F 2010 Phys. Rev. Lett. 105 093002
[20] Miron C, Guillemin R, Leclercq N, Morin P and Simon M 1998 J. Electron Spectrosc. Relat. Phenom. 93 95–103
[21] Liu J C et al 2011 J. Phys. Chem. B 115 5103–12
[22] Kivimäki A, Kemppens B, Piancastelli M N, Neeb M, Maier K, Rüdel A, Hergenhahn U and Bradshaw A M 1998 J. Electron Spectrosc. Relat. Phenom. 93 81–8
[23] Wang H et al 2003 Chem. Phys. 289 31–44
[24] Feifel R et al 2000 Phys. Rev. Lett. 85 5133–6
[25] Kukk E, Bozek J D, Cheng W T, Fink R F, Wills A A and Berrah N 1999 J. Chem. Phys. 111 9642–50
[26] Demekhin P V, Petrov I D, Tanaka T, Hoshino M, Tanaka H, Ueda K, Kielich W and Ehresmann A 2010 J. Phys. B: At. Mol. Opt. Phys. 43 065102
[27] Feifel R et al 2008 J. Chem. Phys. 128 064304

New Journal of Physics 14 (2012) 113018 (http://www.njp.org/)
[28] Hjelte I et al 2005 *J. Chem. Phys.* **122** 084306
[29] Yagishita A, Shigemasa E and Kosugi N 1994 *Phys. Rev. Lett.* **72** 3961–4
[30] Velkov Y, Kimberg V, Kosugi N, Salek P and Gel’mukhanov F 2009 *Chem. Phys. Lett.* **476** 147–50
[31] Kimberg V, Kosugi N, Lindblad A, Nicolas C, Söderström J, Travnikova O and Miron C 2012 to be published
[32] Sorensen S L, Fink R, Feifel R, Piancastelli M N, Bässler M, Miron C, Wang H, Hjelte I, Björnholm O and Svensson S 2001 *Phys. Rev. A* **64** 012719
[33] Gel’mukhanov F, Ågren H and Sałek P 1998 *Phys. Rev. A* **57** 2511–26
[34] Björnholm O et al 2000 *Phys. Rev. Lett.* **84** 2826–9
[35] Hjelte I, Björnholm O, Carravetta V, Angeli C, Cimiraglia R, Wiesner K, Svensson S and Piancastelli M N 2005 *J. Chem. Phys.* **123** 064314
[36] Guillemin R, Simon M and Shigemasa E 2010 *Phys. Rev. A* **82** 051401
[37] Sun Y P et al 2011 *J. Phys. B: At. Mol. Opt. Phys.* **44** 161002
[38] Kimberg V, Gejo T, Oura M, Tokushima T, Horikawa Y, Arai H, Shin S and Kosugi N 2012 *Phys. Rev. A* **85** 032503
[39] Pietzsch A et al 2011 *Phys. Rev. Lett.* **106** 153004
[40] Söderström J, Alagia M, Richter R, Stranges S, Ker M A, Ström M, Sorensen S and Rubensson J E 2004 *J. Electron Spectrosc. Relat. Phenom.* **141** 161–70
[41] Alagia M et al 2005 *Phys. Rev. A* **71** 012506
[42] Miron C and Morin P 2009 *Nucl. Instrum. Methods A* **601** 66–77
[43] Feifel R and Piancastelli M 2011 *J. Electron Spectrosc. Relat. Phenom.* **183** 10–28
[44] Miron C and Morin P 2011 *High-Resolution Photoionization, Photoelectron and Coincidence Spectroscopy: Handbook of High-Resolution Spectroscopy* vol 3 (New York: Wiley) pp 1655–89
[45] Feifel R et al 2007 *J. Chem. Phys.* **126** 174304
[46] Tanaka T, Feifel R, Kitajima M, Tanaka H, Sorensen S, L, Sankari R, De Fanis A, Piancastelli M N, Karlsson L and Ueda K 2008 *Phys. Rev. A* **78** 022516
[47] Miron C et al 2012 http://www.synchrotron-soleil.fr/Recherche/LignesLumiere/PLEIADIES
[48] Travnikova O, Liu J C, Lindblad A, Nicolas C, Söderström J, Kimberg V, Gel’mukhanov F and Miron C 2010 *Phys. Rev. Lett.* **105** 233001
[49] Söderström J, Lindblad A, Grum-Grzhimailo A N, Travnikova O, Nicolas C, Svensson S and Miron C 2011 *New J. Phys.* **13** 073014
[50] Thomas T D, Kukk E, Ueda K, Ouchi T, Sakai K, Carroll T X, Nicolas C, Travnikova O and Miron C 2011 *Phys. Rev. Lett.* **106** 193009
[51] Miron C, Nicolas C, Travnikova O, Morin P, Sun Y, Gel’mukhanov F, Kosugi N and Kimberg V 2012 *Nature Phys.* **8** 135–8
[52] Morin P, Simon M, Miron C, Leclercq N and Hansen D 1998 *J. Electron Spectrosc. Relat. Phenom.* **93** 49–60
[53] Céolin D, Miron C, Simon M and Morin P 2004 *J. Electron. Spectrosc. Relat. Phenom.* **141** 171–81
[54] Gharaibeh M F et al 2011 *J. Phys. B: At. Mol. Opt. Phys.* **44** 175208
[55] Blanchard C et al 2012 *Phys. Rev. A* **85** 043408
[56] Baltzer P, Karlsson L, Lundqvist M and Wannberg B 1993 *Rev. Sci. Instrum.* **64** 2179–89
[57] Sun Y P, Wang C K and Gel’mukhanov F 2010 *Phys. Rev. A* **82** 052506
[58] Thomas T D et al 2010 *J. Chem. Phys.* **133** 174312
[59] Nicolas C and Miron C 2012 *J. Electron Spectrosc. Relat. Phenom.* **185** 267–72
[60] Sorensen S L, Borve K J, Feifel R, de Fanis A and Ueda K 2008 *J. Phys. B: At. Mol. Opt. Phys.* **41** 095101
[61] Kosugi N, Shigemasa E and Yagishita A 1992 *Chem. Phys. Lett.* **190** 481–8
[62] Adachi J, Kosugi N and Yagishita A 2005 *J. Phys. B: At. Mol. Opt. Phys.* **38** R127
[63] Hitchcock A P and Brion C R 1980 *J. Electron Spectrosc. Relat. Phenom.* **18** 1
[64] Baltzer P, Wannberg B, Karlsson L, Carlsson Göthe M and Larsson M 1992 *Phys. Rev. A* **45** 4374–84
[65] Cooper J and Zare R N 1968 *J. Chem. Phys.* **48** 942–3
[66] Kukk E 2012 http://www.physics.utu.fi/en/department/materials_research/material_science/Fitting.html

*New Journal of Physics* **14** (2012) 113018 (http://www.njp.org/)
[67] Sorensen S et al 2004 Chem. Phys. Lett. 398 168–74
[68] Christophe A 1971 Chromatographia 4 455–8
[69] Salek P 2003 Comput. Phys. Commun. 150 85–98
[70] Köppel H, Domecke W and Cederbaum L S 2007 Multimode Molecular Dynamics Beyond the Born–Oppenheimer Approximation (New York: Wiley) pp 59–246
[71] Kosugi N and Kuroda H 1980 Chem. Phys. Lett. 74 490–3
[72] Kosugi N 1987 Theor. Chim. Acta 72 149–73
[73] Kosugi N, Ueda K, Shimizu Y, Chiba H, Okunishi M, Ohmori K, Sato Y and Shigemasa E 1995 Chem. Phys. Lett. 246 475–80
[74] Lin P and Lucchese R 2002 J. Chem. Phys. 116 8863
[75] Demekhin P V, Petrov I D, Sukhorukov V L, Kielich W, Knie A, Schmoranzer H and Ehresmann A 2010 Phys. Rev. Lett. 104 243001