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Abstract

To mitigate the effects of shadow fading and obstacle blocking, reconfigurable intelligent surface (RIS) has become a promising technology to improve the signal transmission quality of wireless communications by controlling the reconfigurable passive elements with less hardware cost and lower power consumption. However, accurate, low-latency and low-pilot-overhead channel state information (CSI) acquisition remains a considerable challenge in RIS-assisted systems due to the large number of RIS passive elements. In this paper, we propose a three-stage joint channel decomposition and prediction framework to require CSI. The proposed framework exploits the two-timescale property that the base station (BS)-RIS channel is quasi-static and the RIS-user equipment (UE) channel is fast time-varying. Specifically, in the first stage, we use the full-duplex technique to estimate the channel between a BS’s specific antenna and the RIS, addressing the critical scaling ambiguity problem in the channel decomposition. We then design a novel deep neural network, namely, the sparse-connected long short-term memory (SCLSTM), and propose a SCLSTM-based algorithm in the second and third stages, respectively. The algorithm can simultaneously decompose the BS-RIS channel and RIS-UE channel from the cascaded channel and capture the temporal relationship of the RIS-UE channel for
prediction. Simulation results show that our proposed framework has lower pilot overhead than the traditional channel estimation algorithms, and the proposed SCLSTM-based algorithm can also achieve more accurate CSI acquisition robustly and effectively.
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**I. INTRODUCTION**

The demand for future 5G and 6G wireless communications is to make wireless communication systems more high-speed, low-power, energy-efficient, and low-latency with the explosion of device connectivity and information exchange [1], [2]. Although existing technologies in wireless communications, such as massive multiple-input multiple-output, can improve spectrum efficiency and system throughput, the transmission between the transmitter and the receiver might be affected by the lousy transmission environments [3]. Another technology that can overcome the influence of the awful environment is the relay communication (i.e., cooperative communication), which requires more hardware consumption and complex signal processing [4], [5].

Recently, reconfigurable intelligent surface (RIS) is known as a potential technology that dramatically improves system throughput, spectrum efficiency, and energy efficiency of wireless communications [6]–[14]. An RIS is equipped with a large number of hardware-efficient and nearly passive reflecting elements. Thanks to the development of programmable materials, the phase shifts of these elements at the RIS can be adjusted in real time to achieve intelligent manipulation of the communication environment and thus improve communication quality [15].

There have been many works on the performance optimization of RIS-assisted wireless communications. For example, the authors in [6] and [16] analyzed the energy efficiency potential of RIS in the uplink multi-user multiple-input multiple-output (MU-MISO) communications. The capacity improvement can be achieved through a well-designed precoding matrix at the base station (BS) and the passive reflection coefficient vector at the RIS under different constraints. Specifically, the authors in [17]–[21] solved the joint beamforming problem under the assumption of continuous phase shifts, while the practical discrete phase shifts were considered in [22]–[25]. Besides, the combinations of RIS-assisted systems with other technologies such as non-orthogonal multiple access, millimeter wave (mmWave), and Terahertz (THz) have been
investigated in [26], [27]. The advantages of RIS-assisted systems are achieved by a reasonable design for the RIS, which requires obtaining the channel state information (CSI) of the system in advance.

A. Prior Works

Most of the existing works on the CSI acquisition of RIS-assisted systems have focused on pilot-assisted channel estimation to estimate the cascaded channel of the BS-RIS-user equipment (UE). For example, both [28] and [29] estimated the cascaded channel by switching on and off the reflective element of the RIS during different time slots. The difference is that the former used a minimum mean square error criterion, while the latter combined sparse matrix decomposition and matrix completion methods. However, this scheme suffers from the degradation of the signal-to-noise ratio (SNR) since only one element of the RIS reflects the pilots during a time slot. In [30], the authors proposed an optimal channel estimation scheme based on a minimum variance unbiased estimator by designing a series of reflection coefficient vectors. In [31], the authors assumed that the BS-RIS channels between different users were constant. Then, they estimated the cascaded channel of the first user as a reference channel for estimating the cascaded channels of other users to reduce the pilot overhead. Nevertheless, the three-phase method of [31] suffers from severe error propagation, especially at the low SNR region. In [32], the authors further reduce the pilot overhead upon leveraging the low-rank property of the cascaded channel. In [33], the authors estimated the separated BS-RIS and RIS-UE channels from the cascaded channel model based on a PARAllel FACtor (PARAFAC) decomposition. In addition, deep learning methods have also been applied in channel estimation to reduce the protocol overhead [34]–[37]. However, most of their principles are based on channel sparsity and compressive sensing, which require a certain number of active elements to be configured at the RIS.

Since the vast number of elements at the RIS cannot receive and transmit signals, the pilot overhead is unbearable in the pilot-based channel estimation methods. Especially in some ultra-high bands situation such as mmWave and THz, where the coherence time of the channel is significantly reduced. In addition, the pilot-based channel estimation methods are no longer sufficient for the requirements of real-time CSI acquisition in high-mobility wireless communications because the channel coherence time is not enough for pilot transmission.

Channel prediction is a technology that uses previous CSI to forecast future CSI. Unlike the pilot-based channel estimation algorithms, it can monitor the time-varying characteristic of the
channel without any pilots to effectively solve the time-varying channel acquisition problem. Traditional channel prediction is usually based on the autoregressive predictive model [38], [39], or the deterministic parameter-based model [40]. However, channel prediction algorithms based on these models are not applicable for the non-stationary and fast-varying environments. Although adaptive filtering techniques (e.g., Kalman filtering) can predict time-varying fast fading channels with the second-order statistics of the time-varying channel, and the cost is relatively high [41].

B. Contributions

To acquire the CSI of the time-varying channels in a RIS-assisted MU-MISO system, we propose a three-stage joint channel decomposition and prediction framework based on the two-timescale property and the channel prediction in this paper. Besides, we design a novel neural network (NN) structure, called sparse-connected long short-term memory (SCLSTM), and develop a SCLSTM-based algorithm to achieve channel decomposition and prediction. The contributions are summarized as follows:

- We leverage the two-timescale channel property, where the BS-RIS channel is quasi-static and the RIS-UE channel is time-varying. Then we propose a three-stage joint channel decomposition and prediction framework based on the two-timescale property to obtain the CSI in real time in a fast time-varying environment. In the first stage, we use a dual-link pilot transmission scheme to estimate the channel between the specific BS’s antenna and the RIS to correct the scaling ambiguity in the subsequent channel decomposition. In the second stage, the initial channels are estimated for the channel prediction of the third stage, and the channel decomposition and prediction are completed in the third stage. Unlike pilot-based channel estimation, the proposed framework does not send pilots during the channel prediction.

- We design a NN framework SCLSTM based on long short-term memory (LSTM), which can simultaneously perform channel decomposition and prediction. In the channel decomposition part, we construct two sparse-connected layers according to the mapping relationship between the input and the output, which significantly reduces the computational complexity of the NN. In the prediction part, the LSTM structure is used to capture the temporal relationship of the time-varying RIS-UE channel.
• We develop a SCLSTM-based algorithm for the proposed three-stage framework. Moreover, through the pilot-overhead analysis, computational-complexity analysis, and simulation results, we prove the effectiveness and robustness of the proposed framework and algorithm. The simulation results indicate that our proposed algorithm can be directly applied when the channel is fast time-varying and the channel coherence time is less than the period needed for pilots of the traditional pilot-based channel estimation algorithms.

C. Organization and Notations

The rest of this paper is organized as follows. Section II introduces the system and signal models of the RIS-assisted MU-MISO communication system. In Sections III, we propose the joint channel decomposition and prediction framework based on the two-timescale property. Section IV presents the SCLSTM-based algorithm for the proposed framework. Furthermore, the pilot overhead and the computational complexity are analyzed in Section V. Section VI presents the simulation results of our proposed algorithm. Finally, we conclude the paper in Section VII.

Notations: Scalars are denoted by italic letters. Vectors and matrices are denoted by boldface lower-case and upper-case letters, respectively. The superscripts $(\cdot)^T$ and $(\cdot)^H$ denote the operations of transpose and Hermitian transpose. $\mathbb{E}[\cdot]$ denotes the statistical expectation. $|\cdot|$ denotes the absolute value of a real number. $\|\cdot\|$ denotes the 2-Norm of a vector or a matrix. $\text{Re}\{x\}$ and $\text{Im}\{x\}$ denote the real and imaginary parts of $x$, respectively. $\text{diag}(\cdot)$ denotes the diagonal operation. $\lceil x \rceil$ denotes the smallest integer that is greater than or equal to $x$. $\odot$ is the Hadamard product.

II. SYSTEM AND CHANNEL MODELS

A. System Model

In this paper, we consider an uplink RIS-assisted mmWave MU-MISO system, as illustrated in Fig. 1. The system consists of a BS with $M$ antennas, $K$ single-antenna UEs, and one RIS equipped with $N$ passive reflecting elements in a rectangular arrangement. Defining $K = \{1, 2, \cdots, K\}$ as the UE set and $\forall k \in K$ in the following. Note that we ignore the direct links between the BS and UEs due to the high attenuation characteristics of mmWave and the harsh propagation environment.
In the uplink transmission, the received signal at the BS in the $t$-th time slot can be expressed as

$$y_t = \sum_{k=1}^{K} G\Theta_t h_k x_{k,t} + n_t,$$

where $y_t \in \mathbb{C}^{M \times 1}$ is the received signal at the BS, $G \in \mathbb{C}^{M \times N}$ denotes the channel matrix between the BS and the RIS, $h_k \in \mathbb{C}^{N \times 1}$ is the channel vector between the RIS and the UE $k$, $\Theta_t = \text{diag}(e^{j\varphi_1}, e^{j\varphi_2}, \ldots, e^{j\varphi_N})$ is the reflection coefficient matrix of the RIS, and $\varphi_l$ is the phase of the $l$-th RIS element. $n_t \in \mathbb{C}^{M \times 1}$ is the additive white Gaussian noise (AWGN), with $n_t \sim \mathcal{CN}(0, \sigma^2 I_M)$. $x_{k,t}$ is the transmitted signal from the UE $k$.

In practice, the BS and the RIS are placed at the fixed positions in most situations, and UEs are mobile. Therefore, the BS-RIS channel can be regarded as quasi-static in a large timescale and the RIS-UE channels are time-varying in a small timescale. This is called the two-timescale property of channels. We define the coherence time of the large-timescale channel and the small-timescale channel as $T_L$ and $T_S$, respectively, and set $T_L = \tau T_S$. Besides, we also define the time step consists of $T_S$ time slots. The received signal in the $s$-th time step can be expressed as

$$Y(s) = \sum_{k=1}^{K} Gh_k v(s)x_k + N(s)$$

$$= \sum_{k=1}^{K} H_k(s)v(s)x_k + N(s),$$
where $Y(s) \in \mathbb{C}^{M \times T_S}$ is the received signal in the $s$-th time step, $h_k(s) \in \mathbb{C}^{N \times 1}$ is the channel vector between the RIS and the UE $k$ in the $s$-th time step, $H_k(s) \triangleq \text{Gdiag}(h_k(s)) \in \mathbb{C}^{M \times N}$ denotes the BS-RIS-UE cascaded channel, $v(s) \triangleq [e^{j\phi_1}, e^{j\phi_2}, \ldots, e^{j\phi_N}]^T \in \mathbb{C}^{N \times 1}$ is the reflection coefficient vector of the RIS, $x_k = [x_{k,1}, x_{k,2}, \ldots, x_{k,T_S}] \in \mathbb{C}^{1 \times T_S}$ is the transmitted signal sequence, and $N(s) = [n_1, n_2, \ldots, n_{T_S}] \in \mathbb{C}^{M \times T_S}$ is the AWGN matrix.

### B. Time-Varying mmWave Channel Model

Due to the two-timescale property, we model $G$ as a mmWave channel without the Doppler effect and $h_k$ as a time-varying mmWave channel with the Doppler effect.

The mmWave channel is well described by the Saleh-Valenzuela model [42]. Thus $G$ can be expressed as

$$G = \sqrt{\frac{MN}{L_G}} \sum_{\rho=1}^{L_G} \alpha_{\rho} a_r(v_{\rho}^r, \phi_{\rho}^r) a_H(v_{\rho}^H, \phi_{\rho}^H),$$

(3)

where $L_G, \alpha_{\rho} \sim \mathcal{CN}(0, 1)$, $v_{\rho}^r (\phi_{\rho}^r)$, and $v_{\rho}^H (\phi_{\rho}^H) (\rho = 1, 2, \ldots, L_G)$ denote the multi-path number of $G$, the complex gain, azimuth (elevation) angle of arrival (AoA), and azimuth (elevation) angle of departure (AoD) of the $\rho$-th path of the BS-RIS channel. $a_r (a_H^H)$ denote the array response vector of arrival (departure).

The time-varying geometric channel model [43] can describe $h_k$, which is given by

$$h_k(s) = \sqrt{\frac{N}{L_k}} \sum_{\gamma=1}^{L_k} \beta_{\gamma,k} e^{j2\pi f_{\gamma,k} T_S s} a(\psi_{\gamma,k}^r, \psi_{\gamma,k}^H),$$

(4)

where $L_k, h_k(s), \beta_{\gamma,k} \sim \mathcal{CN}(0, 1)$, and $\psi_{\gamma,k}^r (\psi_{\gamma,k}^H) (\gamma = 1, 2, \ldots, L_k)$ denote the multi-path number of $h_k$, the time-varying channel, the complex gain, and azimuth (elevation) AoD of the $\gamma$-th path of the RIS-UE channel during $s$-th time step, respectively. $f_{\gamma,k}$ is the Doppler shift. The array response vector of a half-wavelength spaced uniform planar array is given by

$$a(\theta, \phi) = \frac{1}{\sqrt{N_x N_y}} \left[1, \ldots, e^{j\pi (n_x \sin \theta \sin \phi + n_y \cos \phi)}, \ldots, e^{j\pi ((N_x-1) \sin \theta \sin \phi + (N_y-1) \cos \phi)} \right]^T,$$

(5)

where $N_x$ and $N_y$ are the number of horizontal and vertical antennas of the plane. $n_x$ and $n_y$ are the antenna element indices. $\theta$ and $\phi$ are the azimuth and elevation angles, respectively.
III. THE PROPOSED TWO-TIMESCALE JOINT CHANNEL DECOMPOSITION AND PREDICTION FRAMEWORK

In this section, we propose a joint channel decomposition and prediction framework based on the two-timescale channel property. By leveraging the two-timescale property, we only need to estimate $G$ and $h_k$ once in a long and a short coherence block, respectively.

The proposed framework consists of three stages, as shown in Fig. 2. In the first stage, we exploit the dual-link pilot transmission scheme to estimate the quasi-static channel $g_1$ ($g_1 = G(1,:)$ $\in \mathbb{C}^{1 \times N}$), thereby solving the scaling ambiguity in the third stage. We then estimate the cascaded channel of $S$ time steps in the second stage, and $S$ is the number of previous time steps needed for the channel prediction. In the third stage, we decompose $G$ and $h_k$ from $H_k$ and finish the time-varying prediction of $h_k$.

A. The First Stage: The Estimation of $g_1$

In this stage, we estimate $g_1$ based on a dual-link pilot transmission scheme to eliminate the scale ambiguity caused by the decomposition of the third stage, which is inspired by [44]. However, it is different that we only utilize one specific full-duplex antenna (FDA) instead of all antennas at the BS, which means less pilot overhead and hardware consumption.

Specifically, a FDA at the BS transmits the pilots to the RIS via the downlink channel, and then the RIS reflects the pilots to this FDA through the uplink channel. We can exploit multiple beams to exhaustively search through the whole space to solve the problem that we cannot deliberately design one RIS beam to reflect the pilots to the direction of the FDA without channel knowledge [44]. We assume that the downlink channel and the uplink channel between the specific FDA
and RIS are reciprocal [45], represented as $g_1^T$ and $g_1$, respectively. The received pilots at the specific FDA can be expressed as

$$y_t = g_1 \text{diag}(v_t) g_1^T x_t + e_t = (g_1 \odot g_1^T) v_t x_t + e_t,$$

where $y_t$ and $x_t$ are the received and transmitted pilot by the specific FDA at the $t$-th time slot, respectively. $e_t$ is the error resulting from all interference and noise. Therefore, we can obtain the estimated channel $\hat{g}_1$ between the RIS and the FDA at the BS via the traditional least square (LS) method in the first stage.

### B. The Second Stage: The Estimation of Cascade Channels

In this stage, we estimate a sequence of cascaded channels $\tilde{H}_k$, where $\tilde{H}_k = \{\hat{H}_k(1), \hat{H}_k(2), \cdots, \hat{H}_k(S)\}$ during $S$ time steps via the pilot-based method for the channel prediction in the third stage. The signal model is the same as (2) except that $x_k = [x_{k,1}, x_{k,2}, \cdots, x_{k,K}]$ denotes the orthogonal pilot to distinguish the pilots from different UEs.

$$x_i x_j^H = \begin{cases} KP_k, & i = j = k, \\ 0, & i \neq j, \end{cases}$$

where $P_k$ denotes the transmitted power of UE $k$.

Although the estimation accuracy of $\tilde{H}_k$ is vital for channel prediction, high-performance pilot-based channel estimation methods often require a large number of pilots. Therefore, we use the channel estimation algorithm proposed in [44] to achieve a tradeoff between accuracy and pilot overhead.

### C. The Third Stage: The Channel Decomposition and Prediction

The channel decomposition and prediction at this stage does not need to transmit any pilots and makes up for the shortcomings of traditional channel estimation methods with poor real-time performance when the channel is time-varying.

As we mentioned earlier, the RIS-assisted system has the two-timescale property, only $h_k$ is time-varying in a small timescale, while $G$ is quasi-static in a large timescale. Therefore, we only need to perform channel prediction on $h_k$. However, it is challenging to obtain $G$ and $h_k$, respectively, due to the passive elements at the RIS. Most of the existing works major in the
study of cascaded channel estimation. At the same time, some works that estimate $G$ and $h_k$ tend to arrange active elements with receiving capability at the RIS, which causes additional hardware consumption. Another feasible way to solve this problem is the decompose-based algorithms.

In this stage, we propose a novel NN architecture, SCLSTM, to joint decompose $G$ and $h_k$ from $H_k$ and capture the temporal relationship of $h_k$ to finish the channel prediction. The details of the SCLSTM and the corresponding algorithm are introduced in Section IV.

IV. THE PROPOSED SCLSTM-BASED ALGORITHM FOR JOINT CHANNEL DECOMPOSITION AND PREDICTION FRAMEWORK

In this section, we first introduce the LSTM, which is the fundamental component of SCLSTM. Then, we propose two types of sparse-connected layers to decompose $G$ and $h_k$ from $H_k$ based on the mapping relationship between input and output. Finally, we introduce the channel prediction process based on LSTM and the joint training of the channel decomposition and prediction.

A. The Introduction of LSTM

The LSTM is proposed as a special kind of recurrent neural network based on sequence operations [46]. It can build up the temporal correlations between previous information and the current circumstances by passing the decision at the previous time step $s - 1$ to the later time step $s$ for the time series problem.

The details of the LSTM structure are shown in Fig. 3. We generally define the input sequence of the LSTM as $\{z_1, z_2, ..., z_S\}$, and $z_s \in \mathbb{R}^F$, where $F$ is the dimension of the input data in each time step. The key of establishing temporal connections in the LSTM is the internal memory cell states defined as $\{q_1, q_2, ..., q_S\}$ and maintained throughout the cycle, which are the most critical elements of the LSTM structure. The memory cell state runs straight down the entire chain and interacts with the intermediate output and the next time step input to determine which elements of the internal state vector should be updated, maintained, or erased. Note that the information of the memory cell state is regulated by the structure called the gate, which is illustrated in Fig. 3. The gate is composed out of a sigmoid layer and a pointwise multiplication operation. The output of the sigmoid layer is between 0 and 1, describing how much information each component should be allowed, which 0 means no pass and 1 means all pass. There are three gates to protect and control the cell state in the LSTM.
Next, we introduce the main steps of the LSTM. At the first step, the LSTM uses a sigmoid layer called the “forget gate layer” to throw away some information from the memory cell state selectively. As shown in Fig. 3, the inputs of the “forget gate layer” are the intermediate output $u_{s-1}$ at the previous time step and the input $z_s$ at the current time step, and the output $f_s$ is a real value vector whose elements are between 0 and 1 for each component of the memory cell state $q_{s-1}$. The operation of the first step can be expressed as

$$f_s = \sigma \left( W_{fz} z_s + W_{fu} u_{s-1} + b_f \right),$$  \hspace{1cm} (8)

where $W_{fz}$ and $W_{fu}$ are weight matrices for the corresponding inputs of the network activation functions, respectively. $b_f$ is the bias vector. $\sigma$ is the sigmoid activation function defined as

$$\sigma(x) = \frac{1}{1 + e^{-x}}.$$  \hspace{1cm} (9)

The second step is to store new information in the memory cell state, and it consists of two parts. The first part is to apply a tanh layer to generate a vector of new candidate values, $\tilde{q}_s$, which would be added to the memory cell state. In the second part, the output $i_s$ of a sigmoid layer called the “input gate layer” is applied to choose the values of $q_s$ that need to be updated.
Then, the current state $q_s$ can be updated as

$$
\tilde{q}_s = \vartheta(W_{qz}z_s + W_{qu}u_{s-1} + b_q),
$$

(10)

$$
i_s = \sigma(W_{iz}z_s + W_{iu}u_{s-1} + b_i),
$$

(11)

$$q_s = \tilde{q}_s \odot i_s + q_{s-1} \odot f_s,
$$

(12)

where $W_{qz}$, $W_{qu}$, $W_{iz}$, and $W_{iu}$ are weight matrices for the corresponding inputs of the network activation functions, respectively. $b_i$ and $b_q$ are the bias vectors. $\vartheta$ denotes the tanh activation function defined as

$$
\vartheta(x) = \frac{e^{2x} - 1}{e^{2x} + 1}.
$$

(13)

As we can see from (10)-(12), the current state $q_s$ is determined by the state preserved in the previous time step and the newly added state.

In the third step, the output of the LSTM block $u_s$ is determined by the $q_s$, $u_{s-1}$, and $z_s$. We first use a sigmoid layer to decide which parts of the $q_s$ need to be output. Then, we limit the values of the $q_s$ between -1 and 1 by a tanh function and multiply them by the output $o_s$ of the sigmoid gate to output the parts we need to.

$$
o_s = \sigma(W_{oz}z_s + W_{ou}u_{s-1} + b_o),
$$

(14)

$$u_s = \vartheta(q_s) \odot o_s,
$$

(15)

where $W_{oz}$ and $W_{ou}$ are weight matrices for the corresponding inputs of the network activation functions. $b_o$ is the bias vector.

This three-step process continues to repeat many time steps to build a chain structure of LSTM modules. The details of the chain structure are shown in Fig. 3. It can selectively preserve and maintain the information of the current time step, which can affect the future time steps.

**B. The Joint Channel Decomposition and Prediction Algorithm Based on the Proposed SCLSTM**

The structure of our proposed SCLSTM is shown in Fig. 4, which comprises one sparse-connected layer called G-layer, $K$ sparse-connected layer called h-layer, and $K$ LSTM blocks. Each LSTM block consists of two LSTMs. For $K$ different UEs, all h-layers share the same set of parameters, and so do all LSTM blocks. Therefore, for convenience, we mainly introduce the joint decomposition and prediction of the UE $k$, which also applies to multiple UEs. The input of the SCLSTM is the $\tilde{H}_k$ estimated in the second stage. Besides, the SCLSTM is trained based
on real values, so we stack the real and imaginary parts of the $\bar{H}_k$ into a vector which can be defined as

$$\text{Input} = \left[ \text{vec} \left( \text{Re} \left\{ \bar{H}_1 \right\} \right), \text{vec} \left( \text{Im} \left\{ \bar{H}_1 \right\} \right), \cdots, \right.
\left. \text{vec} \left( \text{Re} \left\{ \bar{H}_K \right\} \right), \text{vec} \left( \text{Im} \left\{ \bar{H}_K \right\} \right) \right]^T.$$  \hspace{1cm} (16)

The outputs of the SCLSTM are $\tilde{G}$ and $\tilde{h}_k(S + 1)$.

For the UE $k$, we aim to decompose $G$ and $h_k$ from $H_k$ in the channel decomposition part. As we defined above, $H_k = G \text{diag}(h_k)$, $H_k$ is the matrix product of $G$ and $h_k$, which means that we can obtain $G$ and $h_k$ by matrix operation on $H_k$. However, it is tough to implement this matrix operation without prior knowledge about $G$ and $h_k$, which are hard to obtain because of the passive elements on the RIS that cannot receive and process signals.

To overcome this dilemma, we can exploit the fully-connected layer to replace the decomposition matrix operations unlike some existing work based on complex PARAFAC decomposition. The operation of the original fully-connected layer is similar to matrix operation, which can be expressed as

$$x_{out} = \alpha \left( W x_{in} + b \right),$$  \hspace{1cm} (17)

where $W$ and $b$ are the weights matrix and the bias vector that can be learned, respectively; $\alpha$ is the activation function of the layer. However, each element of the output of the fully-connected layer has a corresponding connection with each element of the input. To reduce the number of connections, we propose two types of sparse-connected, called G-layer and h-layer, to decompose $G$ and $h_k$ with less computational complexity directly. To ensure that $G$ is constant over $S$ time
steps, we first perform the following average processing on the input of the G-layer while the
input of the \( k \)-th h-layer is \( \text{Input}_{h,k} = [\text{vec}(\text{Re}\{\hat{H}_k\}), \text{vec}(\text{Im}\{\hat{H}_k\})]^T \).

\[
\hat{H} = \frac{\hat{H}_1(1) + \cdots + \hat{H}_1(S) + \hat{H}_2(1) + \cdots + \hat{H}_K(S)}{SK},
\]

(18)

\[
\text{Input}_G = [\text{Re}\{\hat{H}\}, \text{Im}\{\hat{H}\}]^T \in \mathbb{R}^{2MN \times 1}.
\]

Besides, the outputs of the two types of sparse-connected layers are also different, while one is \( \hat{G} \) and the other is \( \hat{h}_k = \{\hat{h}_k(1), \hat{h}_k(2), ..., \hat{h}_k(S)\} \).

According to the definition of the cascaded channel, the input and output formats of the two sparse layers, we can find that the real and imaginary parts of \( G \) or \( h_k \) in the output of the two sparse layers are only related to the inputs with the information of \( G \) or \( h_k \), respectively. The elements \( \text{Re}\{G[m, n]\} \) and \( \text{Im}\{G[m, n]\} \) of the G-layer’s output are determined by the elements \( \text{Re}\{G[m, n]h_k[n]\} \) and \( \text{Im}\{G[m, n]h_k[n]\} \) in the input, and \( \text{Re}\{h_k[n]\} \) and \( \text{Im}\{h_k[n]\} \) of the h-layer’s output are determined by the \( \text{Re}\{G[1 : M, n]h_k[n]\} \) and \( \text{Im}\{G[1 : M, n]h_k[n]\} \).

Therefore, we can use this property to build two sparse-connected layers, as shown in Fig. 5. In Fig. 5, the layer connections and corresponding layer matrix operations are illustrated in detail. For example, we assume that \( M = N = 2 \). The output neurons \( x_{\text{out}}^G[1] \) and \( x_{\text{out}}^G[5] \) of the G-layer represent \( \text{Re}\{G[1, 1]\} \) and \( \text{Im}\{G[1, 1]\} \), respectively. They only connect to \( \text{Re}\{G[1, 1]h_k[1]\} \) and \( \text{Im}\{G[1, 1]h_k[1]\} \) marked as \( x_{\text{in}}^G[1] \) and \( x_{\text{in}}^G[5] \). Similarly, the output neurons \( x_{\text{out}}^h[1] \) and \( x_{\text{out}}^h[3] \) of the h-layer represent \( \text{Re}\{h_k[1]\} \) and \( \text{Im}\{h_k[1]\} \), respectively. They both have connections with \( \text{Re}\{G[1, 1]h_k[1]\} , \text{Re}\{G[2, 1]h_k[1]\} , \text{Im}\{G[1, 1]h_k[1]\} \) and \( \text{Im}\{G[2, 1]h_k[1]\} \) marked as \( x_{\text{in}}^h[1] , x_{\text{in}}^h[3] , x_{\text{in}}^h[5] , \) and \( x_{\text{in}}^h[7] \), respectively. Therefore, both weight matrices \( W^G \) and \( W^h \) of two sparse-connected layers are sparse matrices with \( 4MN \) entries, while the corresponding fully-connected weight matrices have \( 4M^2N^2 \) and \( 4MN^2 \) entries, respectively.

Next, we utilize the decomposed sequence \( \hat{H}_k \) as the input of the \( k \)-th LSTM block to predict the \( \hat{H}_k(S + 1) \) at the \( S + 1 \) time step. The LSTM block consists of two LSTMs with \( 6N \) and \( 4N \) neurons, and one dense layer with \( 2N \) neurons. Thus, the SCLSTM can adapt to the changes in the size of the RIS. Note that the output of the dense layer is the vector of the real and imaginary parts of \( \hat{H}_k(S + 1) \). Then, we need to transform it into a complex vector.

To train the SCLSTM for joint channel decomposition and prediction, we first calculate the predicted cascaded channel \( \bar{H}_k(S + 1) \) using the decomposed \( \bar{G} \) and the predicted \( \bar{H}_k(S + 1) \),
and then use the mean squared error (MSE) between the $\tilde{H}_k(S + 1)$ and its desired values as the loss function of SCLSTM, which can be expressed as

$$\text{MSE} = \frac{1}{B} \sum_{b=1}^{B} \sum_{k=1}^{K} \left\| \tilde{H}_k(S + 1) - H_k(S + 1) \right\|^2,$$

(20)

where $B$ is the size of a training batch, and $H_k(S + 1)$ is the desired cascaded channel at the $S + 1$ time step. As we can see from (20), the loss function includes the parameters of the two sparse-connected layers for channel decomposition and the LSTM structure for channel prediction, so their parameters can be updated simultaneously to achieve the joint training.

Similar to PARAFAC based methods in [33], [47], $\tilde{G}$ and $\tilde{h}_k(S + 1)$ decomposed based on SCLSTM algorithm also have scaling ambiguity, which can be expressed as

$$\tilde{G} = G\Delta_1, \quad \text{diag}(\tilde{h}_k(S + 1)) = \Delta_2\text{diag}(h_k(S + 1)),$$

(21)

where $\Delta_1$ and $\Delta_2$ are $N \times N$ complex diagonal scaling matrices, and $\Delta_1\Delta_2 = I_N$. $g_1$ is used to eliminate the scaling ambiguity by correcting the first row of $\tilde{G}$.

After the training is completed, we reserve the model with the best performance on the validation set. For continuous online prediction, we first obtain $\hat{g}_1$ and $\tilde{H}_k$ in the first and
second stages, respectively. Secondly, they are used to predict $\hat{H}_k(S + 1)$ at the $(S + 1)$-th time step. Then we use $\bar{H}_k = [\hat{H}_k(2), \hat{H}_k(3), \cdots, \hat{H}_k(S + 1)]$ to predict $\hat{H}_k(S + 2)$, and so on until the large-timescale $G$ changes and the first and second stages need to be repeated. Finally, we use $\tilde{g}_i$ to eliminate the scaling ambiguity. The details of the joint SCLSTM-based channel decomposition and prediction algorithm are shown in Table I.

V. PILOT OVERHEAD AND COMPUTATIONAL COMPLEXITY

A. Pilot Overhead

The pilot overhead of our proposed three-stage framework mainly comes from the first and second stages. In the first stage, we need $N$ time slots to transmit pilots for efficient estimation of $g_1$ consisting of $N$ coefficients. In the second stage, there are $KSMN$ coefficients in the $\bar{H}_k$ that need to be estimated. Therefore, the applied channel estimation method [44] costs $2(N + 1) + KS\lceil \frac{N}{M} \rceil$ pilots, and the total pilot $P_L$ during $T_L$ is $3N + 2 + KS\lceil \frac{N}{M} \rceil$.

In our proposed framework, there is no pilot consumption in the channel prediction stage. Therefore, we have to average the pilot overhead to the whole framework time. We also define the average pilot overhead $P_a$ during a period of $T_S$, which can be expressed as

$$P_a = \frac{P_L T_S}{T_L} = \frac{P_L}{\tau}. \quad (22)$$

We then compare the value of $P_a$ of our proposed framework with some existing channel estimation methods illustrated in Table II.

**Proposition 1:** The average pilot overhead $P_a$ of our proposed framework is lower than the MVU algorithm [30] and PARAFAC-VAMP algorithm [33] with the feasible condition $\tau > \frac{2}{K} + \frac{S}{M} + \frac{S}{N} + \frac{2}{NK}$.

**Proof:** Please refer to Appendix A.

**Proposition 2:** The average pilot overhead of our proposed framework is lower than the two-timescale framework [44] with the feasible condition $\tau \geq \frac{M}{K} + S$.

**Proof:** The proof is similar to that of proposition 1. We can get

$$\tau \geq \frac{N}{K\lceil \frac{N}{M} \rceil} + S = \frac{M}{K} + S \Rightarrow \tau \geq \frac{N}{K\lceil \frac{N}{M} \rceil} + S, \quad (23)$$

where $\lceil \frac{N}{M} \rceil \geq \frac{N}{M}$ is exploited in the above derivation.

The proposition 1 shows that the feasible conditions of $\tau$ for pilot comparison between the proposed framework and the algorithms in [30] and [33] are the same and determined by $K, M,$
Algorithm 1: A SCLSTM-based algorithm

**Offline Training:**

**Input:** Training set \( \{ \hat{H}_k, H_k(S + 1) \} \).

**Output:** Trained SCLSTM model.

1. Obtain the input \( \hat{H} \) of G-layer by (18);
2. Obtain the output \( \hat{G} \) of G-layer;
3. Obtain the output \( \hat{h}_k \) of h-layer;
4. Obtain the output \( \hat{h}_k(S + 1) \) of LSTM block;
5. Calculate \( \hat{H}_k(S + 1) = \hat{G} \text{diag}(\hat{h}_k(S + 1)) \);
6. Calculate the loss function by (20);
7. Update the parameters of the SCLSTM;
8. Output the best SCLSTM model via a validation set;

**Online Continuous Prediction:**

**Input:** The trained SCLSTM, the coherence time \( T_L \) of G, and the time period \( T_C \);

**Output:** \( \{ \hat{H}_k(S + 1), ..., \hat{H}_{k(T_C)} \} \), \( \{ \hat{G}_1, ..., \hat{G}_{\lceil \frac{T_C}{T_L} \rceil} \} \), and \( \{ \hat{h}_k(S + 1), ..., \hat{h}_{k(T_C)} \} \);

9. **Initialization:** \( t = S + 1, m = S + 1 \);

10. If \( T_C \leq T_L \)

11. Obtain \( \hat{g}_{\lceil \frac{T_C}{T_L} \rceil, 1} \) in the first stage;

12. Obtain \( \hat{H}_k(t) = [\hat{H}_k(t - S), ..., \hat{H}_k(t - 1)] \);

13. while \( t \leq T_C \) do

14. Obtain \( \{ \hat{H}_k(t), \hat{G}_{\lceil \frac{T_C}{T_L} \rceil, t}, \hat{h}_k(t) \} \) via the SCLSTM;

15. \( t = t + 1 \);

16. update \( \hat{H}_k(t) = [\hat{H}_k(t - S), ..., \hat{H}_k(t - 1)] \);

17. **end while and output**

18. Else \( T_C > T_L \)

19. do step 11 \( \sim \) 12;

20. while \( t \leq T_C \) and \( m \leq T_L \) do

21. do step 14 \( \sim \) 16 and \( m = m + 1 \);

22. if \( m > T_L \)

23. \( m = m - T_L \) and do step 11 \( \sim \) 12;

24. **end while and output**

25. Eliminate the scaling ambiguity of the outputs via \( \hat{g}_1 \).
TABLE II
Pilot overhead and computational complexity comparisons of different channel estimation schemes.

| Channel estimation algorithms | Average pilot overhead $P_a$ | Computational complexity |
|-------------------------------|-----------------------------|--------------------------|
| Proposed framework           | $\frac{3N^2 + 2 + KS[\frac{N}{M}]}{\tau}$ | $O(360KN^2 + (4KM + 4M + 42K)N)$ |
| MVU [30]                     | $NK$                        | $O(N^3 + KN^2)$          |
| PARAFAC-VAMP [33]            | $KMP$                       | $O((K + M)(5N^2 - N))$   |
| Two-Timescale [44]           | $\frac{2(N + 1)}{\tau} + K[\frac{N}{M}]$ | $O(2N^3 + (K + ML)N^2 + MLN_{max})$ |

$S$, and $N$. When given $K$, $M$, and $S$, the lower bound of $\tau$ decreases with the increasing $N$. Besides, we can conclude that the lower bound of $\tau$ of the pilot overhead comparison between the proposed framework and the two-timescale algorithm in [44] has nothing to do with $N$, but $K$, $M$, and $S$ from proposition 2. When $K$ and $M$ are fixed, the lower bound is only determined by $S$. In practice, $S$ is small and $\tau \gg 1$, which means our proposed framework is significant to the pilot reduction compared to the two-timescale algorithm in [44].

B. Computational Complexity

In Table II, we summarize the computational complexity of our proposed SCLSTM and other traditional channel estimation algorithms. The complexity of SCLSTM comes from two parts, $K + 1$ sparse-connected layers and $K$ LSTM blocks. The complexity of one sparse-connected layer is $O(4MN)$. Thus, the total complexity of $K + 1$ layers is $O(4MN + 4KMN)$. The complexity of the LSTM with $L$ layers is $O(N_{LSTM})$, where $N_{LSTM}$ is the number of parameters for the LSTM structure, which can be calculated as [48]

$$N_{LSTM} = 4(n_{in} \times n^1_{c} + n^1_{c} \times n^1_{c} + n^1_{c}) + \sum_{l=2}^{L} 4(n^{l-1}_{c} \times n^{l}_{c} + n^{l}_{c} \times n^{l}_{c} + n^{l}_{c}) + n^{L}_{c} \times n_{out} + n_{out},$$

(24)

where $n_{in}$, $n_{out}$, and $n_{c}^{l}(l = 1, \cdots, L)$ are the number of input units, output units, and memory cells, respectively. In our proposed SCLSTM, one LSTM block has two LSTM layers with $6N$ and $4N$ memory cells, respectively. Besides, a dense layer with $2N$ neurons followed by two LSTM layers. Thus, the complexity of the $K$ LSTM blocks and the SCLSTM is $O(360KN^2 + 42KN)$ and $O(360KN^2 + (4KM + 4M + 42K)N)$, respectively.
TABLE III
PARAMETERS OF THE TWO CHANNEL MODELS

| Parameter | Description                        | Value  |
|-----------|------------------------------------|--------|
| $M$       | The number of antennas at BS       | 4      |
| $K$       | The number of UEs                  | 4      |
| $N$       | The size of the RIS                | [20, 40, 60, 80, 100] |
| $L_G$     | The paths number of channel $G$    | 3      |
| $L_h$     | The paths number of channel $h_k$  | 3      |
| $f_c$     | The carrier frequency              | 28 GHz |
| $v_{max}$ | The velocity of UEs                | 3 m/s  |

TABLE IV
HYPER-PARAMETERS OF SCLSTM

| Parameter                         | Value  |
|-----------------------------------|--------|
| Training samples                  | 10000  |
| Validation and test samples       | 1000   |
| Time steps                        | [2, 4, 6, 8, 10] |
| Learning rate                     | 0.001  |
| Decaying rate                     | 0.00001|
| Batch size                        | 128    |
| Maximum epoches                   | 1000   |

VI. Simulation Results

This section presents the simulation results to demonstrate the effectiveness of our proposed framework and the SCLSTM-based algorithm.

A. Simulation Setup

We generate $G$ with the model in (3), and $h_k$ with the model in (4). The parameters of the two channel models are illustrated in Table III. Moreover, the AoAs/AoDs are assumed to distribute in $[0, 2\pi]$, and the the Doppler shift $f_{t,k}$ is randomly distributed in $[0, f_{max}]$, where $f_{max} = \frac{f_c v_{max}}{c}$ is the maximum Doppler shift, and $c$ is the velocity of light.

For the different simulations, we generate training samples, validation samples, and test samples with various setups. The details are shown in Table IV.
B. NMSE of Cascaded Channel $\mathbf{H}$

For convenience, we define $\mathbf{H} = \mathbf{H}_k$ and $\mathbf{h} = \mathbf{h}_k$. Besides, we measure the prediction accuracy of the cascaded channel in the whole simulation using the NMSE defined as

$$\text{NMSE}_{\mathbf{H}} \triangleq \mathbb{E} \left\{ \frac{\sum_{k=1}^{K} \| \tilde{\mathbf{H}}_k(S+1) - \mathbf{H}_k(S+1) \|^2}{\sum_{k=1}^{K} \| \mathbf{H}_k(S+1) \|^2} \right\},$$

and through simple data replacement, (25) is also suitable for measuring the prediction accuracy of BS-RIS channel and RIS-UE channels.

The NMSE comparisons of $\mathbf{H}$ between different algorithms versus the uplink SNR are illustrated in Fig. 6 with the setup that $M = 4$, $N = 40$, $K = 4$, and $S = 4$. In Fig. 7 and Fig. 8, we give the NMSE performance of the predicted $\mathbf{H}$ by the proposed SCLSTM-based algorithm with various $N$ and $S$. We set $M = 4$, $K = 4$, $S = 4$ in Fig. 7, while $M = 4$, $N = 40$, $K = 4$ in Fig. 8.

As shown in Fig. 6, the NMSE of all algorithms decreases with the increase of SNR, and our proposed algorithm gets the lowest NMSE between different algorithms. The gap between the SCLSTM-based algorithm and the MVU algorithm is 6.5 dB, while it is 8 dB between the SCLSTM-based algorithm and the two-timescale algorithm. The performance of our proposed algorithm is the best one, since deep learning can eliminate the noise influence in CSI acquisition by training on a large amount of data.

In Fig. 7, the NMSE decreases with the increase of $N$. This happens because our proposed channel prediction is based on the results of the channel estimation [44] in the second stage of our proposed framework. The reflection matrix of the RIS-UE channel estimation [44] is designed as a DFT matrix, which causes the NMSE of the channel estimation to be inversely proportional to $N$.

Fig. 8 shows that the longer the $S$, the better the NMSE performance of the predicted $\mathbf{H}$, because the longer $S$ enables the SCLSTM to capture the temporal relationship of the time-varying channel more accurately.

C. NMSE of $\mathbf{G}$ and $\mathbf{h}$

Fig. 9 contains the NMSE performance comparison of $\mathbf{G}$ and $\mathbf{h}$ between the proposed SCLSTM-based channel prediction, the genie-aided LS channel estimation that estimates one
unknown channel based on the another known channel, and the VAMP-based channel estimation [33] with the parameter setting $M = 4$, $N = 40$, $K = 4$, and $S = 4$. As shown in Fig. 9, there are about 5 dB and 7.5 dB NMSE performance gaps between the proposed SCLSTM-based algorithm and the genie-aided LS algorithm and the VAMP-based algorithm, respectively. For the proposed algorithm, the NMSE performance of $h$ has the same result under the high SNR,
Fig. 8. The NMSE of the cascaded channel $H$ of SCLSTM versus $S$, where $M = 4$, $N = 40$, $K = 4$.

but these gaps become greater under the low SNR due to the scale ambiguity correction error.

D. NMSE of $G$ and $h$ with the Error of Estimated $g_1$

Fig. 10 and Fig. 11 study the NMSE performance of $G$ and $h$ against SNR for different channel estimation errors of $g_1$ under the setting $M = 4$, $N = 40$, $K = 4$, and $S = 4$, to show
the impact of scaling ambiguity correction accuracy on our proposed framework. We also use NMSE to represent the channel estimation error of $g_1$, marked as $g_1^e$ for convenience.

Fig. 10 shows that when $g_1^e = 0.01$, the NMSE of $G$ has a big performance gap compared to the case of perfect $g_1$, and the gap increases with the increase of SNR, e.g., when SNR = 0 dB, the gap is 2.5 dB, and when SNR = 30 dB, it increases to 30 dB. The case where $g_1^e = 0.001$ is similar to that of 0.01, but the NMSE performance of $G$ is improved, and when SNR $\leq$ 0 dB, the NMSE performance of $G$ in the former case is the same as the perfect $g_1$ case. We also observe that when SNR $\leq$ 15 dB and $g_1^e = 0.0001$, the NMSE performance of $G$ does not decrease compared to the case of perfect $g_1$. Furthermore, while SNR $<$ 20 dB and $g_1^e = 0.00001$, the NMSE performance of $G$ is the same as the case of perfect $g_1$, and the gap between them is about 2 dB when SNR = 25, 30 dB.

We can find that the trend in Fig. 11 is the same as that in Fig. 10. The NMSE of $h$ decreases with the decrease of $g_1^e$, and when the SNR is low, different $g_1^e$ have minor impact on the NMSE of $h$. Conversely, as the SNR increases, the smaller the $g_1^e$, the smaller the NMSE of $h$. When $g_1^e = 0.00001$, the performance similar to that of the perfect $g_1$ can be achieved.
E. Performance of Continuous Prediction

In Fig. 12, we plot the NMSE curve of $H$ for the continuous prediction versus the time via the proposed SCLSTM-based algorithm, where $M = 4$, $N = 40$, $K = 4$, $S = 4$, $T_C = 200T_S$, and $T_L = 100T_S$. From Fig. 12, the prediction error decreases with the increasing SNR. Moreover, when $t$ is within the same coherence time $T_L$, the prediction performance becomes worse over time because the prediction error at the last time accumulates to a later time. Fortunately, some improved schemes such as the joint channel prediction and data detection can be employed to deal with this problem. Specifically, the predicted channel is first used for data detection, then known information such as the constellation diagram of the modulation mode is used to correct the detected datas, and finally, the updated datas are used as pseudo pilots to improve the channel prediction accuracy. The improved results are also shown in Fig. 12. During a coherent time $T_L$, the improved scheme can effectively enhance the predicted channel accuracy. We also observe that the predicted channel is more accurate than the improved channel initially. This is because the improved scheme is an LS-based channel estimation with worse performance than our proposed method. In addition, we also utilize this improved scheme to the traditional pilot-based time-varying channel estimation for a fair comparison. Moreover, $G$ can be obtained very accurately in the initial time step of $T_L$ and is unchanged during $T_L$. Therefore, it is also easy to get accurate $h$ over time according to the predicted $G$ and the improved $H$. Note that
Fig. 12. The NMSE of $H$ of SCLSTM for the continues prediction versus the time, where $M = 4$, $N = 40$, $K = 4$, $S = 4$, $T_C = 200T_S$, and $T_L = 100T_S$.

when $t$ is not in the same coherence time $T_L$, the large-timescale channel $G$ changes, so the first and second stages of the proposed framework need to be repeated.

$F$. Average Downlink Sum Rate

To further study the impact of the CSI obtained by our proposed channel prediction algorithm and existing channel estimation algorithms on the average downlink sum rate, we use the method in [18] to jointly optimize the precoding matrix at the BS and the reflection coefficient vector at the RIS. The average downlink sum rate is defined as

$$R = \mathbb{E}\left\{ \frac{T_S - P_a}{T_S} \sum_{k=1}^{K} \log_2 (1 + \text{SINR}_k) \right\},$$  \hspace{1cm} (26)

where $\lambda_d = (T_S - P_a)/T_S$ is the data transmission coefficient, which represents the proportion of data effectively transmitted in each small-timescale $T_S$. SINR$_k$ is the signal-to-interference-plus-noise ratio for the UE $k$, which is expressed as

$$\text{SINR}_k = \frac{|h_k^H \Theta G^H w_k x_k|^2}{\sum_{n,n\neq k} |h_{k,n}^H \Theta G^H w_n x_n|^2 + \sigma^2},$$  \hspace{1cm} (27)

where $w_k$ and $\Theta$ are the precoding matrix at the BS and the reflection coefficient vector at the RIS.
The data transmission coefficient and average sum rate comparisons over $T_S$ between different algorithms are shown in Fig. 13, where $M = K = S = 4$, $N = 40$, SNR = 20 dB, and $T_C = T_L = 5000$.

In Fig. 13(a), we can find that the $\lambda_d$ of the SCLSTM-based algorithm is a constant, which is calculated as $1 - P_L/T_L$ with the fixed $T_L$ and $P_L$. The $\lambda_d$ under the MVU and two-timescale channel estimation algorithms increases with the increase of $T_S$. The lines of $\lambda_d$ of the SCLSTM-based algorithm and the other two algorithms have two intersection points, A (1000, 0.9436) with $\tau = 5$ and B (2836.88, 0.9436) with $\tau = 1.76$. This result is in line with our analysis of the feasible conditions of $\tau$ in proposition 1 and proposition 2. When $T_S$ is smaller than the abscissa values of A and B, respectively, the value of $\lambda_d$ of the SCLSTM-based algorithm is larger than that of the other algorithms. Note that the faster the channel changes, the smaller the value of $T_S$ is. This shows that the proposed SCLSTM-based algorithm has higher data transmission efficiency than the existing algorithms when the channel is fast time-varying. Besides, the pilot-based channel estimation is hard to directly apply when $T_S$ is less than the period needed to send the pilot.

Fig. 13(b) shows that the average sum rate of the SCLSTM-based algorithm is always greater than that of the other two algorithms, even if $T_S = T_L$. However, $T_S \leq T_L$ is always satisfied under the two-timescale assumption. Although the SCLSTM-based algorithm can have better data transmission efficiency only when $T_S$ is small, it can obtain CSI more accurately, which achieves the better average sum rate.
VII. Conclusion

In this paper, we proposed a joint time-varying channel decomposition and prediction framework based on the two-timescale property for a RIS-assisted MU-MISO wireless communication system. Different from other channel estimation algorithms, our proposed framework acquired CSI by channel prediction and effectively decomposed the BS-RIS and RIS-UE channels from the cascaded channels. Moreover, the framework employed the full-duplex scheme to estimate the channel from a specific antenna to the RIS for solving the scaling ambiguity in channel decomposition. We also proposed a novelty LSTM-based network structure, SCLSTM, and designed a corresponding algorithm for our proposed framework. Theoretical analysis demonstrated that our proposed framework had a lower pilot overhead and computational complexity by comparing it with the existing channel estimation algorithms. Simulation results verified that the proposed algorithm performed better than other traditional channel estimation algorithms and was robust to the estimation error of all channels in the first and second stages used to correct the scaling ambiguity and predict, respectively.

APPENDIX A

PROOF OF PROPOSITION 1

Referring to Table II, when $P_a$ of our proposed framework is lower than that of the MVU algorithm and the PARAFAC-VAMP algorithm, the following formulas need to be satisfied.

$$\frac{3N + 2 + KS\lceil \frac{N}{M} \rceil}{\tau} \leq NK.$$  \hspace{1cm} (28)

$$\frac{3N + 2 + KS\lceil \frac{N}{M} \rceil}{\tau} \leq KM.$$  \hspace{1cm} (29)

(29) can be relaxed as (28) because $MP \geq N$ is needed for efficient channel estimation from the simulation results of [33]. Then, (28) becomes

$$\tau \geq \frac{3N + 2 + KS\lceil \frac{N}{M} \rceil}{NK}.$$ \hspace{1cm} (30)

Since $\lceil \frac{N}{M} \rceil < \frac{N}{M} + 1$ holds, (30) can be rewritten as

$$\tau > \frac{3N + 2 + KS(\frac{N}{M} + 1)}{NK} = \frac{3}{K} + \frac{S}{M} + \frac{S}{N} + \frac{2}{NK}.$$ \hspace{1cm} (31)

The proof is completed.
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