Snapshot Hyperspectral Imaging Based on Weighted High-order Singular Value Regularization
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Abstract—Snapshot hyperspectral imaging can capture the 3D hyperspectral image (HSI) with a single 2D measurement and has attracted increasing attention recently. Recovering the underlying HSI from the compressive measurement is an ill-posed problem and exploiting the image prior is essential for solving this ill-posed problem. However, existing reconstruction methods always start from modeling image prior with the 1D vector or 2D matrix and cannot fully exploit the structurally spectral-spatial nature in 3D HSI, thus leading to a poor fidelity. In this paper, we propose an effective high-order tensor optimization based method to boost the reconstruction fidelity for snapshot hyperspectral imaging. We first build high-order tensors by exploiting the spatial-spectral correlation in HSI. Then, we propose a weight high-order singular value regularization (WHOSVR) based low-rank tensor recovery model to characterize the structure prior of HSI. By integrating the structure prior in WHOSVR with the system imaging process, we develop an optimization framework for HSI reconstruction, which is finally solved via the alternating minimization algorithm. Extensive experiments implemented on two representative systems demonstrate that our method outperforms state-of-the-art methods.

I. INTRODUCTION

Hyperspectral imaging techniques, which are able to capture the 3D hyperspectral image (HSI) with multiple discrete bands at specific frequencies, have attracted increasing interests in recent years. By providing abundant spatial and spectral information simultaneously, HSI can be used for many visual tasks that traditional gray image or color image cannot accomplish. In recent years, HSI has been applied in various vision tasks, such as classification [1], segmentation [2], recognition [3] and tracking [4].

HSI consists of 2D spatial information and 1D spectral information. To obtain the 3D HSI, conventional hyperspectral imaging techniques scan the scene along 1D or 2D coordinate [5], [6], [7], [8]. This imaging is time-consuming and can not be used in dynamic scenes. To address the limitations of conventional spectral imaging techniques, many snapshot hyperspectral imaging systems based on compressive sensing theory [9], [10] has been developed. Among those numerous imaging systems, the coded aperture snapshot spectral imager (CASSI) [11], [12], stands out in the dynamic scene due to its advantage in collecting the 3D data from different wavelengths with one shot. As an advancement system of CASSI, the latest proposed design of dual-camera compressive hyperspectral imaging (DCCHI) incorporates a common panchromatic camera to collect more information simultaneously with CASSI [13], [14]. With the complementary details from the uncoded panchromatic branch, DCCHI can improve the reconstruction fidelity significantly, which obtains the potential ability to apply snapshot hyperspectral imaging into practice [15].

Since the number of snapshot hyperspectral imaging systems is far less than what is required by the Nyquist sampling frequency, the reconstruction is severely under-determined. Such a difficult issue can be addressed by solving a convex optimization problem regularized with a HSI prior. So far considerable reconstruction methods have been proposed in this domain [16], [17], [18], [19], [20], [21]. However, most of them start from expressing HSI as 1D vector or 2D matrix and cannot fully exploit the structurally spectral-spatial prior in 3D HSI. Such a compromise treatment results in poor reconstruction quality and hinder the application of snapshot hyperspectral imaging.

To overcome the aforementioned drawbacks, we propose a novel tensor based reconstruction method with weight high-order singular value regularization (WHOSVR). Our key observation is that, compared with the 1D vector and 2D
matrix, the high-order tensor is more faithful to delivery the structure information of the 3D HSI. Such advantage of tensor motivates us to exploit the high-order representation for snapshot hyperspectral imaging reconstruction and promote the reconstruction fidelity. Specifically, we first build a high-order tensor by exploiting the high correlation in the spatial and spectral domains for each exemplar cubic patch. Then, to characterize the high-order structure prior of HSI, we propose a WHOSVR model, where the singular values of tensor are treated adaptively, to finish an accurate low-rank tensor recovery. By integrating the structure prior in WHOSVR with the system imaging process, we develop an optimization algorithm for HSI reconstruction, which is finally solved via an alternating minimization algorithm. To an optimization algorithm for HSI reconstruction, which is WHOSVR with the system imaging process, we develop rank tensor recovery. By integrating the structure prior in

We propose a WHOSVR model, where the singular values of HSI makes those methods difficult to be extended for snapshot hyperspectral imaging. A convolutional autoencoder (AE) based method was first designed for CASSI to learn a non-linear sparse representation [32]. A recent work named HSCNN [33], which treats the reconstruction task as an image enhancement task, was proposed for CASSI. HRNet utilized two separate networks to explore the spatial and spectral similarity [34].

The latest design in [35] combined the neural network and the optimization framework to learn the spectral regularization prior (SRP) and achieved suboptimal results. However, these methods all try to learn a single image prior information with network and still ignore the high-dimensionality intrinsic structure of HSI.

### II. RELATED WORKS

#### A. Hyperspectral Imaging System

Conventional scanning-based hyperspectral imaging systems directly trade the temporal resolution for the spatial/spectral resolution and thus lose the ability to record dynamic scenes [5], [6], [7], [8]. To capture the dynamic scenes, several snapshot hyperspectral imaging systems have been developed in the last decades [22], [23], [24]. However, these systems still suffer from the trade-off between the spatial and temporal resolution.

Leveraging the compressive sensing theory, CASSI stands out as a promising solution for the trade-off between the spatial and temporal resolution recently. CASSI employs one disperser or two dispersers to capture a 2D encoded image of the target [11], [12]. Then the underlying HSI can be reconstructed from the compressive measurement by solving an ill-posed problem. Several hardware advancements of CASSI have been developed to improve the performance, e.g., multiple snapshot hyperspectral imaging system [25], [26] and spatial-spectral compressive spectral image [18].

The latest dual-camera design, i.e., DCCHI [13], [14], incorporates a co-located panchromatic camera to collect more information simultaneously with CASSI. With the complementary details from the uncoded image, DCCHI obtains a significant improvement on reconstruction quality and the potential ability to be applied into practice. In this paper, we propose a high-order tensor optimization based method to boost the reconstruction accuracy for snapshot hyperspectral imaging. Meanwhile, our method is a general approach and can be easily extends different systems.

#### B. Hyperspectral Image Reconstruction

Recovering the underlying HSI from the compressive measurement plays an essential role for snapshot hyperspectral imaging. Based on compressive sensing, HSI can be reconstructed by solving optimization problems with prior knowledge based regularization. With the hypothesis that nature images own piecewise smooth property, TV prior based methods have been widely used in snapshot hyperspectral imaging [27], [28], [29]. By conducting wavelet transform or over-completed learned dictionary as sparsity basis, various sparse reconstruction methods have been developed [12], [14], [16], [19], [17]. Matrix rank minimization regularization based on spectral-spatial correlation are also adopted [20], [21]. However, all these methods always start their modeling with vector or matrix and ignore the high-dimensionality nature of HSI, thus leading to poor reconstruction quality. In recent years, several methods on deep learning, including ADMM-Net [30] and ISTA-Net [31] have been developed for compressive sensing of nature image. However, the heterogeneity of HSI makes those methods difficult to be extended for snapshot hyperspectral imaging.

A convolutional autoencoder (AE) based method was first designed for CASSI to learn a non-linear sparse representation [32]. A recent work named HSCNN [33], which treats the reconstruction task as an image enhancement task, was proposed for CASSI. HRNet utilized two separate networks to explore the spatial and spectral similarity [34].

The latest design in [35] combined the neural network and the optimization framework to learn the spectral regularization prior (SRP) and achieved suboptimal results. However, these methods all try to learn a single image prior information with network and still ignore the high-dimensionality intrinsic structure of HSI.

### III. APPROACH

#### A. Notations and Preliminaries

We first introduce notations and preliminaries as follows. Matrices are denoted as boldface capital letters, e.g., $X$, vectors are represented with blodface lowercase letters, e.g., $x$, and scalars are indicated as lowercase letters, e.g., $x$. A tensor of order $N$ as boldface Euler script $\mathbf{X} \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N}$. By varying index $i_n$ while keeping the others fixed, the mode-$n$ fiber of $\mathbf{X}$ can be obtained. By arranging the mode-$n$ fibers of $\mathbf{X}$ as column vectors, we get the mode-$n$ unfolding matrix $\mathbf{X}_{(n)} \in \mathbb{R}^{I_n \times (I_1 \cdots I_{n-1} I_{n+1} \cdots I_N)}$, fold$_n(\cdot)$ is the operator that converts the matrix back to the tensor format along the mode-$n$.

The Frobenius norm of tensor is defined as the square root of the sum of the squares of all its elements, i.e.,

$$ ||\mathbf{X}||_F = \sqrt{\sum_{i_1=1}^{I_1} \sum_{i_2=1}^{I_2} \cdots \sum_{i_N=1}^{I_N} x(i_1, i_2, \cdots, i_N)^2}. $$

The tensor $n$-mode product is defined as multiplying a tensor by a matrix in mode-$n$. For example, the $n$-mode product of $\mathbf{X} \in \mathbb{R}^{I_1 \times I_2 \times \cdots \times I_N}$ by a matrix $\mathbf{A} \in \mathbb{R}^{J_1 \times I_n}$, which denoted as $\mathbf{X} \times_n \mathbf{A}$, is an $N$-order tensor $\mathbf{B} \in \mathbb{R}^{I_1 \times \cdots \times J_n \times \cdots \times I_N}$, with entries

$$ b(i_1, \ldots, i_{n-1}, j, i_{n-1}, \ldots, i_N) = \sum_{i_n=1}^{I_n} x(i_1, i_2, \cdots, i_N) a(j, i_n). $$

$$ \sum_{i_1=1}^{I_1} \sum_{i_2=1}^{I_2} \cdots \sum_{i_N=1}^{I_N} x(i_1, i_2, \cdots, i_N)^2. $$

(1)

(2)
With the Tucker decomposition [36], an N-order tensor $\mathbf{X}$ can be decomposed into the following form:

$$\mathbf{X} = \mathbf{G} \times_1 \mathbf{U}_1 \times_2 \mathbf{U}_2 \times_3 \cdots \times_N \mathbf{U}_N,$$

where $\mathbf{G} \in \mathbb{R}^{R_1 \times R_2 \times \cdots \times R_N}$ is called the core tensor, which is similar to the singular values in matrix SVD, and $\mathbf{U}_i \in \mathbb{R}^{I_i \times R_i}$ is the orthogonal base matrix, which is also similar to the principal components matrix in matrix SVD. Therefore, the Tucker decomposition can be regarded as high-order SVD (HOSVD).

**B. Observation Model**

We then give a brief introduction to the observation model of the two representative systems, i.e., CASSI and DCCHI. It is worth mention that our method is general in this field and of the two representative systems, i.e., CASSI and DCCHI. It can be decomposed into the following form:

$$y^p(i, j) = \sum_{\lambda=1}^{\Lambda} \rho(\lambda) f(i, j, \lambda),$$

where $\varphi(i, j)$ denotes the modulation pattern of the coded aperture, $\phi(\lambda)$ denotes the dispersion introduced by Amici prism and $\rho(\lambda)$ is the spectral response of the detector. For brevity, let $\mathbf{Y}^c \in \mathbb{R}^{I \times J \times \Lambda}$ denote the matrix representation of $y^c(i, j)$, and $\Phi^c$ denote the forward imaging function of CASSI, which is jointly determined by $\rho(\lambda), \varphi(i, j)$ and $\phi(\lambda)$. Then the matrix form of CASSI imaging can be expressed as:

$$\mathbf{Y}^c = \Phi^c(\mathbf{F}).$$

As shown in Fig. 2, DCCHI consists of a CASSI branch and a panchromatic camera branch. The incident light first is divided into two directions by the beam splitter, equivalently. The light in one direction is captured by the CASSI system according to the above imaging principle, while the light on the other direction is captured directly by a panchromatic camera. The compressive measurement $y^p(i, j)$ on the panchromatic detector can be represented as:

$$y^p(i, j) = \sum_{\lambda=1}^{\Lambda} \rho(\lambda) f(i, j, \lambda).$$

Let $\mathbf{Y}^p \in \mathbb{R}^{I \times J}$ denote the matrix representation of $y^p(i, j)$, and $\Phi^p$ denote the forward imaging function of the panchromatic camera, which is determined by $\rho(\lambda)$. Then the matrix form of the panchromatic branch can be expressed as:

$$\mathbf{Y}^p = \Phi^p(\mathbf{F}),$$

A general imaging representation of snapshot hyperspectral imaging can be formulated as:

$$\mathbf{Y} = \Phi(\mathbf{F}).$$

For CASSI, $\mathbf{Y} = \mathbf{Y}^c$ and $\Phi = \Phi^c$. For DCCHI, $\mathbf{Y} = [\mathbf{Y}^c; \mathbf{Y}^p]$ and $\Phi = [\Phi^c; \Phi^p]$. The goal of HSI reconstruction is to estimate $\mathbf{F}$ from the compressive measurement $\mathbf{Y}$.

**C. Weighted High-order Singular Value Regularization**

The key of reconstruction algorithm is to fully exploit the prior information of HSI and build a suitable regularization model. So far most of existing reconstruction methods are on account of two important properties of HSI, i.e., the spatial self-similarity and the spectral correlation. The spatial self-similarity states a nature that there are many image patches around each exemplar patch with the same texture structure. While the spectral correlation indicates that HSI contains a small amount of basis materials and thus exhibits rich redundancy in spectra. In this paper, we utilize tensor low-rank regularization to take such two properties into consideration simultaneously and promote the reconstruction accuracy.

For one cubic patch with the size of $s \times s \times \Lambda$ across full bands of HSI $\mathbf{F} \in \mathbb{R}^{I \times J \times \Lambda}$, we search for its $k - 1$ nearest neighbors patches in a local window. By reordering the spatial block of each band into a 1D column vector, the
constructed 3-order tensor $\mathcal{S}$ with the size of $s^2 \times \Lambda \times k$ is formed. The constructed tensor simultaneously exhibits the spatial self-similarity (mode-1), the spectral correlation (mode-2) and the joint correlation (mode-3). Here we take the multi-dimensionality property of tensor and introduce low-rank tensor recovery model to preserve the structure information of HSI. Consequently, we build a basic regularization towards low-rank tensor recovery:

$$\Gamma(\mathcal{S}) = \tau \| \mathbf{R}(\mathcal{F}) - \mathcal{S} \|_F^2 + \text{rank}(\mathcal{S}),$$

(9)

where $\mathbf{R}(\mathcal{F})$ represents extracting the 3D tensor from $\mathcal{F}$ and $\tau$ denotes the penalty factor. With the Tucker decomposition [36], the rank of a 3-order tensor can be defined as the sum of ranks of unfolding matrices along three modes. However, considering the rank of different modes separately still ignore the correlation between different modes. Meanwhile, estimating the rank of a matrix is still a NP-hard problem.

We return to the definition of Tucker decomposition and analyze the low rank property of the constructed tensor. As shown in Fig. 3, we implement Tucker decomposition on a nonlocal tensor extracted from a clean HSI and show the distribution of singular values in the core tensor. We can see that the singular values tend to be dropping to zero fleetly, which indicates that the core tensor exhibits significant sparsity. Therefore, we can introduce a weighted $\ell_1$ norm to pursue the tensor rank minimization, i.e.:

$$\text{rank}(\mathcal{S}) = \| w \circ \mathcal{G} \|_1 \quad \text{s.t.} \quad \mathcal{S} = \mathcal{G} \times_1 \mathcal{U}_1 \times_2 \mathcal{U}_2 \times_3 \mathcal{U}_3,$$

(10)

where $\| w \circ \mathcal{G} \|_1 = \sum_n w_n | g_n |$ and $g_n$ is the element of $\mathcal{G}$. The weight $w_n$ is set as:

$$w_n^{t+1} = c / (|w_n^t| + \varepsilon),$$

(11)

where $t$ denotes the $t$-th iteration, $c$ is a positive constant number and $\varepsilon \leq 10^{-6}$. Such formulation derives a meaningful outcome that the singular values can be penalized adaptively and structure information can be better preserved. Specifically, those greater singular values in the $t$-th iteration, which deliver more important structure information, will get a smaller weight and be shrunk less at $(t+1)$-th iteration.

By combining Equation 9 and 10, we obtain the WHOSVR model as:

$$\Gamma(\mathcal{G}) = \| \mathbf{R}(\mathcal{F}) - \mathcal{G} \times_1 \mathcal{U}_1 \times_2 \mathcal{U}_2 \times_3 \mathcal{U}_3 \|_F^2 + \| w \circ \mathcal{G} \|_1.$$  

(12)

D. Reconstruction Method

Based on the analysis above, a general reconstruction formulation for snapshot hyperspectral imaging is proposed:

$$\begin{align*}
\min_{\mathcal{F}, \mathcal{G}} & \frac{1}{2} \| \mathbf{Y} - \Phi(\mathcal{F}) \|_F^2 + \sum_{l=1}^{L} \left( \tau \| \mathbf{R}_l(\mathcal{F}) - \mathcal{G}_l \times_1 \mathcal{U}_{l,1} \times_2 \mathcal{U}_{l,2} \times_3 \mathcal{U}_{l,3} \|_F^2 + \| w_l \circ \mathcal{G}_l \|_1 \right),
\end{align*}$$

(13)

where $L$ denotes the total number of constructed tensors. To optimize Equation 13, we adopt an alternating minimization scheme to split it into two finer subproblems: updating core tensor $\mathcal{G}_l$ and updating the whole HSI $\mathcal{F}$.

1) Updating Core Tensor $\mathcal{G}_l$: By fixing HSI $\mathcal{F}$, we can estimate each low-rank tensor $\mathcal{G}_l$ independently by solving the following reformulated equation:

$$\min_{\mathcal{G}_l} \tau \| \mathbf{R}_l(\mathcal{F}) - \mathcal{G}_l \times_1 \mathcal{U}_{l,1} \times_2 \mathcal{U}_{l,2} \times_3 \mathcal{U}_{l,3} \|_F^2 + \| w_l \circ \mathcal{G}_l \|_1,$$

(14)

Given $\mathbf{R}_l(\mathcal{F}) = \hat{\mathcal{G}}_l \times_1 \mathcal{U}_{l,1} \times_2 \mathcal{U}_{l,2} \times_3 \mathcal{U}_{l,3}$ be the Tucker decomposition of $\mathbf{R}_l(\mathcal{F})$, the solution of $\hat{\mathcal{G}}_l$ in Equation 14 is:

$$g_n = \max(\hat{g}_n - \frac{w_n}{2\tau}, 0),$$

(15)

where $\hat{g}_n$ is the element of $\hat{\mathcal{G}}_l$.

2) Updating Whole HSI $\mathcal{F}$: Once we obtain the core tensor $\hat{\mathcal{G}}_l$, the whole HSI $\mathcal{F}$ can be updated by solving the following problem:

$$\min_{\mathcal{F}} \frac{1}{2} \| \mathbf{Y} - \Phi(\mathcal{F}) \|_F^2 + \sum_{l=1}^{L} \tau \| \mathbf{R}_l(\mathcal{F}) - \mathcal{G}_l \times_1 \mathcal{U}_{l,1} \times_2 \mathcal{U}_{l,2} \times_3 \mathcal{U}_{l,3} \|_F^2.$$  

(16)

Equation 16 is a quadratic optimization problem, so $\mathcal{F}$ admits a straightforward least-square solution:

$$\mathcal{F} = (\Phi^T \Phi + 2\tau \sum_{l=1}^{L} \mathbf{R}_{l,1}^T \mathbf{R}_{l,1})^{-1} (\Phi^T \mathbf{Y})$$

$$+ 2\tau \sum_{l=1}^{L} \mathbf{R}_{l,1}^T (\hat{\mathcal{G}}_l \times_1 \mathcal{U}_{l,1} \times_2 \mathcal{U}_{l,2} \times_3 \mathcal{U}_{l,3}).$$

(17)

In practice, Equation 17 can be solved by the conjugate gradient algorithm [37].

IV. EXPERIMENTS

In this section, we conduct experiments on two representative snapshot hyperspectral imaging systems, i.e., CASSI and DCCHI, to verify the performance of our method.
Fig. 4: Reconstructed quality comparison of CASSI. The PSNR and SSIM for the result images of chart and stuffed toy and stuffed toys are shown in the parenthesis. By comparing the reconstructed results and ground truth (shortened as GT in the figure), our method obtains better spatial contents and textures.

A. Implementation Details

We generate the mask of coded aperture in CASSI as a random Bernoulli matrix with $p = 0.5$. The dispersion of the Amici prism obeys a linear distribution across the wavelength dimension. The Columbia dataset, which contains 32 various real-world objects from 400nm to 700nm (31 bands with 10nm interval), are used as synthetic data. In our experiment, the resolution of all tested images is cropped into $256 \times 256$ at the center region cross full bands. Meanwhile, we use 22 HSIs for training and 10 HSIs for testing.

Our algorithm is compared with 5 prior knowledge based methods, i.e., TV regularization solved by TwIST [38], 3D sparse reconstruction (3DSR) [18], approximate message passing (AMP) [17], nonlocal sparse representation (NSR) [19] and low-rank matrix approximation (LRMA) [20] and 5 deep learning based methods, i.e., AE [32], HSCNN [33], ISTA-Net (shorten as ISTA) [31], HRNet [34] and SRP[35].

The parameters for our method are set as following. The penalty factor $\tau = 1$, the constant $c = 0.0055$, and the cubic spatial size $s = 5$ with step length of 4. We search $k = 45$ nonlocal similar patches within a [-20, 20] window. We set the max iteration number of the alternating minimization
Fig. 5: The error maps comparison of two typical scenes on DCCHI. It shows that our method can produce relatively higher spatial fidelity.

Fig. 6: The absolute spectral error on DCCHI between the ground truth and reconstructed results of the white labels in Fig. 4. It shows that our method obtains the highest spectral accuracy.

| TABLE II: Average reconstruction results of different methods on DCCHI. |
|---|---|---|---|---|---|---|
| Indexes | TV | AMP | 3DSR | NSR | LRMA | Ours |
| PSNR  | 28.51 | 28.52 | 28.32 | 32.58 | 37.45 | **37.81** |
| SSIM  | 0.8938 | 0.8526 | 0.9037 | 0.9377 | 0.9730 | **0.9733** |
| ERGAS | 167.14 | 140.75 | 163.67 | 107.71 | 57.30 | **51.38** |
| RMSE  | 0.0525 | 0.0263 | 0.0337 | 0.0285 | 0.0132 | **0.0069** |

scheme as 600 for the stop criterion. For the competitive methods we make great efforts to achieve the best results for all the competing methods according to their publication and released codes. We execute our experiments on a platform of the Windows 10 64-bit system with I7 6700 and 64GB RAM.

For quantitative evaluation, four image quality indexes are employed, including peek signal-to-noise ratio (PSNR), structure similarity (SSIM) [39], erreur relative globale adimensionnelle de synthèse (ERGAS)[40] and root mean square error (RMSE). PSNR and SSIM measure the visual quality and the structure similarity, respectively. ERGAS and RMSE measure the spectral fidelity. Generally, a bigger PSNR and SSIM and a smaller ERGAS and RMSE suggest a better reconstruction fidelity.

B. Evaluation Results

The average quantitative results of all methods on CASSI are shown in Table I. The best values for each index are highlighted in bold. We can see that our method obtains remarkable promotion in PSNR, SSIM, ERGAS and RMSE compared with other methods. Specifically, our method produces noticeable quality promotion compared with TV, AMP, 3DSR and NSR. It indicates that low rank prior can recover
more structure information than sparse prior. The promotion upon LRMA demonstrates that the high-dimensional tensor is more powerful than matrix to exploit the intrinsic nature of HSI. Meanwhile, promotion upon the deep learning based methods indicates that the tensor based optimization can more faithfully account for the high-dimensionality structure. For a visual comparison, we convert HSI into RGB image using the CIE color mapping function. The synthetic RGB images of two representative scenes, i.e., chart and stuffed toy and stuffed toys, are shown in Fig. 4. We can see that our method can produce not only clearer spatial textures but also higher spectral accuracy.

Next, we evaluate the reconstruction performance on DCCHI. It should be noted that the mismatch in the two branches of DCCHI results in that block layout based learning methods can not be implemented. So here we compare our method with the prior regularization based methods. The average quantitative results are presented in Table II. It shows that our method can produce the best quantitative performance. We then show the average absolute error maps between the ground truth and restored results across spectra in Fig. 5. It can be seen that the results produced by our method are closer to the ground truth compared with other methods, which verifies that our method obtains higher spatial accuracy. Futhermore, we show the average absolute error curves between the ground truth and reconstructed results across spectra in Fig. 6. It demonstrates that our method obtains higher spectral accuracy.

V. CONCLUSION

In this paper, we proposed a novel and general reconstruction method with low-rank tensor recovery based on WHOSVR for snapshot hyperspectral imaging. We introduce 3D tensors to exploit the high-order nature of HSI, including spatial self-similarity, spectral correlation and spatial-spectral joint correlation. Specifically, we first construct a 3D tensor for each exemplar cubic patch of HSI. We then proposed to utilize WHOSVR to characterize the high correlation in each mode of the formulated tensors. Finally, an iterative optimization algorithm based on WHOSVR was developed to finish high-accuracy HSI reconstruction. Through experiments implemented on two representative systems verified that our method outperforms state-of-the-art methods.
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