Abstract

Powers-of-two (PoT) quantization reduces the number of bit operations of deep neural networks on resource-constrained hardware. However, PoT quantization triggers a severe accuracy drop because of its limited representation ability. Since DNN models have been applied for relatively complex tasks (e.g., classification for large datasets and object detection), improvement in accuracy for the PoT quantization method is required. Although some previous works attempt to improve the accuracy of PoT quantization, there is no work that balances accuracy and computation costs in a memory-efficient way. To address this problem, we propose an efficient PoT quantization scheme. Bit-level sparsity is introduced; weights (or activations) are rounded to values that can be calculated by \( n \) shift operations in multiplication. We also allow not only addition but also subtraction as each operation. Moreover, we use a two-stage fine-tuning algorithm to recover the accuracy drop that is triggered by introducing the bit-level sparsity. The experimental results on an object detection model (Center-Net, MobileNet-v2 backbone) on the COCO dataset show that our proposed method suppresses the accuracy drop by 0.3% at most while reducing the number of operations by about 75% and model size by 11.5% compared to the uniform method.

1. Introduction

Deep neural networks (DNNs) have shown a significant improvement in performance for various tasks and real-life applications. However, recently proposed DNNs tend to be over-parameterized and difficult to implement on resource-constrained devices (e.g., smartwatches, etc.) [12, 36]. To address this challenge, various DNN compression techniques including quantization [42, 41], pruning [11, 25], and other compression techniques including low-rank decomposition [9], knowledge distillation (KD) [13], and neural architecture search [35] have been proposed.

For efficient hardware (HW) deployment, fixed-point quantization [21] has been widely studied. Fixed-point quantization is often applied to real HW deployment instead of floating-point bit expression because it can reduce memory usage. When DNN is operated on HW, the output of the network is calculated by multiplying activations and weights. However, the computation cost for multiplication is large on HW [5]; reducing computation cost for multiplication operation efficiently speeds up DNN operation on HW. Coubariaux et al. [6] proposed BinaryConnect that binarizes weights. On binary networks, the calculation can be accelerated because multiplication operations can be replaced by simple accumulation. Coubariaux et al. [7] and Hubara et al. [15] proposed BinaryNet that expanded the previous studies; not only weights but activations are also binarized. While BinaryNet suffered from severe accuracy loss for larger datasets, Rastegari et al. [27] adjusted binarized values per layer to improve recognition accuracy for ImageNet dataset [8].

However, since binary representation has a lower capacity of information, the accuracy tends to be low. Another approach to reducing the computation cost on multiplication is considering the shift and additive operation method. Multiplication operation can be decomposed into shift and addition operation and actual DNN calculation on HW can be achieved by these. Chen et al. [5] proposed AdderNet that only required additive operations. The convolution layers are replaced with proposed AdderNet layers that only use additive operations. Although AdderNet benefits from limited operations, it may suffer from accuracy drop for certain tasks because it cannot use conventional convolution layers.

On the other hand, Miyashita et al. [24] expressed weights by only using values with powers-of-two (PoT) quantization levels. PoT quantization reduces the number of shifts in multiplication. For example, when operating a typical DNN with 8-bit weights, eight times shift operations are required. However, if the weights are expressed
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by PoT values, the shift operation occurs once. While PoT quantization can largely reduce computation costs, the expressible values are limited. For instance, while quantization levels near zero are dense, they are sparse for values near the maximum value because the step size increases by $\times 2$. This leads to the degradation of the quantized DNNs’ recognition ability. Especially, accuracy loss is severe for quantization for complex tasks such as object detection.

Li et al. [20] expands PoT representation by allowing $n > 1$ shift operations in multiplication. They proposed additive PoT (APoT) [20] that expresses values by adding PoT terms. The experimental results show that $n = 2$ APoT quantization largely improves classification accuracy while the number of shift operations is limited to two times; compared to a PoT representation, APoT can express values near the maximum value of the quantization range. Although APoT is a powerful method to balance computation cost and accuracy, it does not consider model size reduction. Reducing memory is important for memory-restricted devices. Therefore, a memory-efficient quantization method that balances reduction in the number of shift operations and accuracy is required.

We propose an “$n$-hot” quantization for DNNs. Different from previous approaches, we introduce bit-level sparsity for efficient weight representation to address the tradeoff. Our main contributions are as follows:

• We introduce bit-level sparsity; each weight (or activation) expressed by less than or equal to $n$ PoT terms by selecting the appropriate values from the original $b$-bit precision model, thus reducing the model size. The proposed $n$-hot quantization reduces the number of operations in multiplication that for DNNs with $b$-bit weights, that $n/b$ bit operations are required than that of uniform quantization schemes. Moreover, we use not only addition but subtraction of PoT terms (we call this bit representation “$n$-hot”). By considering subtraction, the accuracy improves without increasing the number of operations because the number of expressible values increases.

• For fine-tuning, we show a two-stage fine-tuning algorithm - firstly fine-tunes by only quantizing activations, then secondly fine-tunes by quantizing both activations and weights - effectively recovers the accuracy drop that is triggered by introducing bit-level sparsity for object detection tasks.

• Our proposed method is evaluated on different tasks (e.g., classification and object detection) and settings (e.g., quantization on pruned networks) on MobileNet and ResNet models by using the COCO and CIFAR100 datasets. Specifically, compared to the uniform method, our proposed method suppresses the accuracy drop by 0.4% while reducing the number of bit operations by approximately 75% and the model size by 11.5% for 8-bit quantization on the COCO dataset.

2. Related Works

2.1. Non-uniform quantization

Several works study non-uniform quantization schemes. Seo et al. [31] used kernel density estimation based non-uniform quantizer. While some works use deterministic methods, others use learnable functions to optimize quantizers. Zhang et al. [40] proposed LQ-Nets, which learns quantizers for both weights and activations. Polino et al. [26] introduced a differentiable quantization method that optimizes the location of quantization points by using a KD technique. Although using learnable non-uniform quantization levels improves accuracy, these works do not consider computation costs on HW.

PoT quantization schemes [24, 41] use logarithmic quantization methods. Because of its efficiency on HW, several works [32, 37] applied PoT to accelerate multiplication operation on HW for DNNs. Several works seek to improve the performance of DNNs that are quantized with PoT values. Vogel et al. [33] optimized base values of the quantizer to improve accuracy. As explained in the previous section, Li et al. [20] proposed APoT that addresses the tradeoff between accuracy and the number of operations. However, no previous works propose a memory-efficient PoT scheme to balance accuracy and computation costs.

2.2. Quantization on complex tasks

Recent studies on DNN quantization mostly fall into two categories. One achieves extremely low-bit such as ternary [18, 42] or even binary [6, 15, 27] compaction. These extremely low-bit quantization techniques are mostly performed on relatively simple tasks such as classification. Another category is quantization techniques for relatively complex tasks such as natural language processing [4], semantic segmentation [45], and object detection [39, 19, 16].

Especially, object detection has been intensively studied because of its wide range of applications (e.g., surveillance [38] and autonomous driving [34]). There are various object detection techniques including two stage ([29]) and one-stage ([23, 28, 22]) methods. Among previously proposed methods, CenterNet [43] is a one-stage, simple, and efficient method; it represents objects as a single point at their bounding box center. It achieved the best speed-accuracy trade-off on the MS COCO dataset [1].

Several works study quantization techniques on object detection tasks. Jacob et al. [16] evaluated their quantization scheme on SSD [23] and showed a small accuracy drop when quantized to 8-bit. Yin et al. [39] proposed LBW-Net, which efficiently optimizes quantized network by using full-precision weights. Although most previous works
3. Proposed Method

3.1. n-hot quantization

Our proposed quantization scheme aims to select appropriate values that can be calculated by the limited number of shift operations during multiplying weights and activations without a large accuracy loss. We take the approach of selecting values that can be calculated by less than or equal to \( n \) shifts. For instance, weights (or activations) are rounded to the values that can be expressed by \( n \) PoT terms.

Considering a binary expression, values are expressed as the addition of different PoT values (e.g., one-hot values). When two PoT terms are added (e.g., \((010000)_2 + (000100)_2 = (010100)_2\)), the required number of the shift operations in multiplication is two. Our proposed bit expression further considers the case of subtraction to expand the representation ability. More than two consecutive “1”s in the bit expression can be replaced by subtractive expression. For example, “\((011100)_2\)” can be replaced by “\((100000)_2 - (000100)_2\)”.

Introducing the subtractive expression, the number of the expressible values increases which leads to improvement in the accuracy of the quantized DNN. For example, for 8-bit, when using only addition, the number of expressible values is 37; considering subtraction, it is expanded to 58.

Figure 1 briefly explains the bit expression of our \( n \)-hot quantization scheme for the case of \( n = 2 \) and bit-width \( b = 6 \). The values are expressed by either addition or subtraction of different PoT values of \( b \)-bit. Subtractive expression effectively increases the number of expressible values. For instance, if the bit expression \((011100)_2\) is expressed by addition, it is decomposed to \((010000)_2 + (001000)_2 + (000100)_2\), which required three shift operations. However, if a subtractive unit is implemented on HW, it can be operated by only two shift operations.

Figure 2 depicts the difference in the number of expressible values for different quantization methods when \( b = 5 \). For simplicity, only the absolute values are presented, and values are quantized between 0 and 1 for this example; although the discussions are made for positive values, negative values have the same characteristics. Near zero, both “Only addition” (Figure 2(b)) and “Addition and subtraction” (Figure 2(c)) methods express the same quantized levels as the uniform case. Since weight distributions of typical DNNs are bell-shaped, most weight values are near zero, this prevents “Only addition” and “Addition and subtraction” (e.g., our proposed \( n \)-hot quantization) methods from degrading their accuracies; most values can be expressed by the same quantization levels as the original bit expression. Near the maximum value, while “Only addition” has large quantization levels, “Addition and subtraction” has smaller quantization levels. Comparing to “Only addition”, “Addition and subtraction” can improve the quantized resolution around the maximum value. This fact suppresses accuracy drop especially for complex tasks that require smaller quantization levels (e.g., DNN models for object detection) without increasing computation costs.

Figure 2(a) also illustrates bit representation for the conventional PoT quantization (e.g., values between 0 and 1 are expressed by quantization levels 0, 2\(^{-2^{b-1}}\), \ldots, 2\(^{-1}\)). Comparing to the proposed representation (Figure 2(c)), while the quantization level around zero is small, it is much broader for values larger than around 0.4. It causes a large approximation loss for the quantized DNN, and which results in an accuracy drop. Comparing to the conventional PoT, our proposed method increases the number of quantization levels while guaranteeing the number of shift operations to \( n \).

The selective values for our proposed \( n \)-hot quantization can be generalized in Equation (2) for \( b \)-bit quantized weights when values are quantized between 0 and 1:

\[
P_b = \{2^0, 2^{-1}, 2^{-2}, \ldots, 2^{-(b-1)}\}
\]

\[
Q_{n\text{-hot}}(\alpha, b, n) = \left\{ \alpha \sum_{i=1}^{n} (-1)^{c_i} P_{b,i} \right\} \cup \left\{ \alpha \sum_{i=1}^{n-1} (-1)^{c_i} P_{b,i} \right\} \cup \ldots
\]

\[
\cup \left\{ \alpha \sum_{i=1}^{2} (-1)^{c_i} P_{b,i} \right\} \cup \left\{ \alpha (-1)^{c_1} P_{b,1} \right\} \cup \{0\}
\]

\[
P_{b,1} < P_{b,2} < \ldots < P_{b,n}, c_i \in \{0, 1\}, \alpha > 0
\]

(2)

where \( \alpha \) is a scale. Equation (1) represents PoT values for \( b \) bit. For any real value \( x_{\text{input}} \), \( x_{\text{input}} \) is projected by \( \Pi(\cdot) \) to \( n \)-hot quantization levels \( Q_{n\text{-hot}}(\alpha, b, n) \) (Equation 3). In this paper, \( \Pi(\cdot) \) is the projection to the nearest value.

\[
x_{\text{quantized}} = \Pi Q_{n\text{-hot}}(\alpha, b, n)(x_{\text{input}})
\]

(3)
More levels for large values

Figure 2. Quantized values for (a) PoT and uniform (b) only addition and (c) addition and subtraction (proposed).

For example, in the case of $n = 2$, Equation 2 can be expanded as follows:

$$Q_{n\text{-}hot}(\alpha, b, n = 2) =$$

$$\{\alpha(P_{b,1} + P_{b,2})\} \cup \{\alpha(P_{b,1} - P_{b,2})\} \cup$$

$$\{\alpha(-P_{b,1} - P_{b,2})\} \cup \{\alpha(-P_{b,1} + P_{b,2})\}$$

$$\{\alpha P_b\} \cup \{\alpha(-P_b)\} \cup \{0\}$$

(4)

Similar expansion can be performed for other $n$.

### 3.2. Computation on HW

The possible HW architecture is illustrated in Figure 3. Figure 3 presents the case that each weight is expressed by the proposed $n$-hot quantization with 1 bit for a sign and 8-bit for an absolute value, and each activation is expressed by a conventional uniform quantization representation. The input weights are rounded to values that can be expressed by the proposed $n$-hot quantization. Multiplication is performed by $n$ times shifts and additions to get the output activation.

Each weight is decomposed to one-hot values with signs. Then, the location of “1” is searched and kept in some memory units such as a flip-flop. Selectors retrieve positive or negative activation values depending on the sign of the weight. Shift operations are performed depending on the information of the location of “1”. Finally, the shifted values are accumulated by $n$ times to get the output.

Although in Figure 3, additional memories to keep the location of “1” (indicated by grey color) and circuits to decompose inputs and finding the locations of “1” are indicated, these can be omitted; in an offline process, the sign and location information can be retrieved in advance. In this case, the circuit which reads out the sign and location from the memory (indicated by the blue box) only is required.

The HW architecture can also be applied for the opposite case when activations and weights are represented by the proposed and the conventional uniform schemes, respectively. In that case, simply, the locations of weights and activations are switched in Figure 3.

### 3.3. Relation to other PoT quantization schemes

When $n = 1$, our proposed bit expression can be described as a special case of PoT, that is, the bit expression is PoT, but the number of possible bit values is only $b$ for $b$-bit expression while typical methods often choose $2^b$ values ([20], [24], [41]). Comparing to APoT, our method shares the idea of expanding the number of shifts. However, while APoT only considers the addition of values, we also consider subtraction. Note that as well as the case of $n = 1$, the number of selected values is less than $2^b$.

Our approach considers introducing a bit-level sparsity in an efficient way; the number of selective values is expanded by considering subtraction. Hence, the gap of the number of values between the uniform and proposed method becomes smaller as $b$ decreases. This can be depicted quantitatively. Equation 5 presents the number of expressible values when only addition is considered for our proposed bit expression for a $b$-bit expression.

$$N_{\text{additive}}(b, n) = bC_n + bC_{n-1} + \ldots + bC_1 + bC_0$$

(5)

When Equation 5 is expanded to count the values that can be expressed by subtraction, the number of expressible values is expressed by Equation 6, where $m$ denotes the number of continuous “1”s. For simplicity, the case of $n = 2$ is discussed here although a similar discussion can be made for other $n$.

$$N_{n\text{-}hot}(b, n = 2) = N_{\text{additive}}(b, n = 2) + \sum_{m=3}^{b} b - m + 1$$

where $b \geq 3$
From Equation 6, we notice that when $b$ gets smaller, values that are expressed by subtraction decrease, and the number of expressible values approaches $2^b$. Hence, depending on the combination of $(b, n)$, $2^b$ values can be expressed by our proposed $n$-hot expression. For instance, when $n = 2$ and $b = 3$, all values can be replaced by the $n$-hot quantization.

3.4. Overall training process

When our proposed quantization scheme is applied, an accuracy drop may be induced due to the bit-level sparsity. We observed that the accuracy drop occurs especially for object detection tasks that should be recovered. To cope with this problem, a two-stage fine-tuning algorithm is used to recover the accuracy drop.

Two-stage fine-tuning algorithm: During training, comparing to full-precision networks, quantized networks are more likely to fall into local minima because of gradient approximation such as straight-through estimator (STE) ([7] and [15]). Zhuang et al. [44] indicated that appropriate initialization can prevent this problem and thus improve accuracy. For this purpose, they proposed a two-stage optimization algorithm (e.g., firstly quantizing only weight and then secondly quantizing both weights and activations) and progressive quantization technique that gradually trains networks from higher to lower precision (e.g., 32-bit → 16-bit → 8-bit → ...). Similarly, we observed that appropriate initialization improves accuracy after fine-tuning for the training of object detection models. We used the two-stage fine-tuning algorithm similar to [44] but in different optimization order. First, only activations are quantized and fine-tuned. Then, both activations and weights are quantized and fine-

Algorithm 1 Two-stage fine-tuning algorithm

- **Input:** training data $(x_i, y_i)$, the number of minibatch $T$, pre-trained weight $W_{full-precision}$, scale $\alpha$, bit-width $b$, number of shift operations $n$, warmup epochs $epoch_{warmup}$, total epochs $epoch_{total}$
- **Output:** quantized weights $W_{n-hot}$

**[Activation quantization stage]**

1: for epoch = 1, 2, ..., $epoch_{warmup}$ do
2: for iter = 1, 2, ..., $T$ do
3: Uniformly quantize activations
4: Update $W_{full-precision}$ by STE
5: end for
6: end for

**[Weight quantization stage]**

7: for epoch = $epoch_{warmup}+1$, ..., $epoch_{total}$ do
8: for iter = 1, 2, ..., $T$ do
9: Uniformly quantize activations
10: Quantize weights by the proposed method $W_{n-hot} \leftarrow \Pi_{Q_{n-hot}(a,b,n)}(W_{uniform})$
11: Update $W_{n-hot}$ by STE
12: end for
13: end for

Algorithm 1 summarizes the overall training process. In the experiment, $n$-hot quantization is applied for only weights and the quantization scheme for activations (lines 4 and 10) is the one given in Equation 7 (uniform quantization), where $m$ and $M$ denote the lower and upper limit of the quantization range, respectively and $x$ denotes the input.
4. Experiments

4.1. Experimental settings

The experiments are performed on object detection and classification tasks by using the COCO [1] and CIFAR100 [17] datasets, respectively. Our proposed method is compared with previously proposed methods, PoT, APoT, DoReFa-net [42], and SBM [3]. For DoReFa-net and SBM, the experimental results are directly referenced from the study of Fu et al. [10]. For our proposed method, the experiment is conducted for the case of $n = 2$ because it has shown the best accuracy and computation cost trade-off. For PoT and APoT, while their proposed quantization scheme is implemented, the same scale and backpropagation strategy as our proposed method are used. They are denoted as PoT* and APoT*. “Uniform” means the quantization method given by Equation 7.

The full-precision models of CenterNet with MobileNet-v2 and ResNet-18 backbone are trained by the same setting as the original paper but the different batch sizes; the batch sizes are 32 and 60 for MobileNet-v2 and ResNet-18 backbone, respectively. MobileNet-v1 [14] and -v2 [30] are fine-tuned for 800 epochs with the stochastic gradient descent (SGD) optimizer. The learning rate at a certain epoch ($l_{\text{epoch}}$) is reduced by a cosine curve (Equation 9), where $l_{-1}$ denotes the initial learning rate and $\lambda$ is the period of the cosine curve.

$$l_{\text{epoch}} = l_{-1} \times \left(1 + \cos \left(\frac{\text{epoch}}{\lambda} \pi\right)\right)$$  \quad (9)

$l_{-1}$ is set as $1 \times 10^{-5}$ and 0.01 for object detection and classification, respectively except for non-pruned MobileNet-v1; $l_{-1}$ is 0.005 for non-pruned MobileNet-v1. The weight decay is set as 0.0001. Our proposed quantization scheme is also evaluated for pruned models. The filters (e.g., channels) of the pre-trained networks are pruned by using the method of [25]. 100 filters are pruned every 100 iterations unless the accuracy drop from the point of previous pruning is less than 0.1. During the fine-tuning of the quantized models, the learning rate is scheduled by the cosine curve (Equation 9). The initial learning rate is 0.001 and the weight decay is 0.0001. For the object detection task, the activation and weight quantization stages in Algorithm 1 are both 80 epochs. For the classification task, they are 20 and 60 epochs, respectively. The batch sizes are 8 and 32 for the object detection and classification tasks, respectively.

For activations, all activations except the last layer are quantized. For weights, all convolution, depthwise, and de-convolution layers are quantized. For CenterNet, not only the backbone network, but the detector layers are also quantized. The batch normalization layers are folded into convolution layers.

The experiments are conducted on eight and four Tesla v100 GPUs running on an Ubuntu 18.04 operating system for the object detection and classification tasks, respectively. Neural Network Libraries [2] is used for the implementation.

4.2. Experimental results for COCO

The performance of different quantization methods is compared for their accuracy, model size, and the number of binary operations (bitOPs) under different bit-widths. The sign and absolute value bit are 1-bit and $b$-bit, respectively. To evaluate the number of bitOPs, the number of multiplication operations between activations and weights is counted. For instance, while the multiplication between $b_a$-bit activation and $b_w$-bit weight requires $b_a \times b_w$ bitOPs, the multiplication between $b_a$-bit activation and a weight with $n$ “1” bit values requires $b_a \times n$ bitOPs. The theoretical model size is calculated by considering the compression rate of each layer. The accuracy metric for the COCO dataset is the mean average precision (mAP) for intersection over union (IoU) between 0.5 and 0.95.

Table 1 summarizes the experimental results of the COCO dataset. The proposed method is evaluated with and without (denoted as “proposed” and “proposed*” in Table 1) the two-stage fine-tuning algorithm. Compared to the uniform method, the proposed* method suppresses the accuracy drop within 0.3% while reducing the bitOPs by about 75% and the model size by 11.5% (8 / 8-bit, MobileNet-v2 backbone). Similar accuracy is achieved for the 8 / 8-bit proposed method and 8 / 6-bit uniform method. This infers that while our proposed method reduces the number of quantization levels of an 8-bit model as the same as a 6-bit model in a non-uniform way, the recognition performance is kept at the level of the uniform model. The proposed two-stage fine-tuning algorithm effectively improves the accuracy. For instance, the accuracy is improved by 1.8% and 0.4% for MobileNet-v2 and ResNet-18 backbone models, respectively (6 / 6-bit).

Compared to the uniform method, the accuracy drop for PoT* is severe (4.8% for 8 / 8-bit, MobileNet-v2). Because CenterNet model is sensitive to quantization, the accuracy degradation for PoT may be severe because the quantiza-
Table 1. Results for COCO on different bit-width, method, accuracy, model size, and bitOPs on CenterNet (backbone MobileNet-v2 and ResNet-18) models.

Table 2. Accuracy (%) for CIFAR100 on different methods on MobileNet-v2 and v1.

4.3. Experimental results for CIFAR100

Table 2 summarizes the accuracy of the CIFAR100 dataset. Similar characteristics to the case of object detection are observed. Our proposed method suppresses the accuracy loss by 0.4% (MobileNet-v2, 6 / 6-bit at most) while PoT* suffers from accuracy loss because of its sparse quantization levels. However, SBM outperforms other methods in the case of 8 / 8-bit. This infers that introducing Range BN and differentiable backward function may improve accuracy for 8-bit networks.

For pruned models, the accuracy loss for the proposed method compared to other methods is small as well as non-pruned situations (0.4% for MobileNet-v1, 8 / 8-bit at most). For the pruned models of MobileNet-v1, the results show the different characteristics to others; the accuracies are similar between 8 and 6-bit precisions. This infers that the accuracy loss may be induced mostly by aggressive pruning. The accuracy loss by \( n \)-hot quantization is not obvious as well. The results indicate that our proposed \( n \)-hot quantization scheme is robust to pruning. In the combination with pruning, further model compression can be achieved without a large accuracy loss that is triggered by quantization.

4.4. Ablation studies

Our proposed \( n \)-hot bit representation takes the parameter \( n \). Moreover, it proposes to expand representative val-
Table 3. Evaluation (mAP) of the proposed method for different $n$ and subtraction on CenterNet models on COCO.

| Method                      | CenterNet MobileNet-v2, mAP | CenterNet ResNet-18, mAP |
|-----------------------------|-----------------------------|--------------------------|
|                             | 8 / 8 -bit | 6 / 6 -bit | 8 / 8 -bit | 6 / 6 -bit |
| PoT* ($n = 1$)              | 0.177       | 0.151      | 0.228       | 0.222      |
| One-hot¹ ($n = 1$)          | 0.182       | 0.144      | 0.229       | 0.211      |
| Addition ($n = 2$)          | 0.221       | 0.187      | 0.242       | 0.229      |
| Addition & subtraction ($n = 2$) | 0.222       | 0.191      | 0.243       | 0.231      |

¹ Special case of PoT* that the number of bit values is $b$.

5. Conclusion

In this paper, we propose an efficient non-uniform quantization scheme that balances the accuracy and computation costs. Our proposed $n$-hot quantization scheme introduces bit-level sparsity into the bit representation; values are expressed by either addition or subtraction of $n$ PoT values. Also, we show the improvement in the performance of our proposed quantization scheme by using the two-stage fine-tuning algorithm. The evaluation is performed for classification and object detection tasks. The experimental results show that our proposed method suppresses the accuracy drop by 0.3% at most while reducing the bit operations by about 75% and model size by 11.5% compared to the uniform method for an 8-bit CenterNet model on the COCO dataset. Similarly, the proposed quantization scheme suppresses the accuracy drop by 0.4% at most for the CIFAR100 dataset. Our proposed quantization scheme is also evaluated for pruned networks and showed robustness. We hope that our approach facilitates the implementation of DNN to resource-constrained HW.

References

[1] Coco common objects in context. https://cocodataset.org. 2017. 2, 6
[2] Neural network libraries by sony. https://nnabla.org/, 2021. 6
[3] Ron Banner, Itay Hubara, Elad Hoffer, and Daniel Soudry. Scalable methods for 8-bit training of neural networks. arXiv preprint arXiv:1805.11046, 2018. 6
[4] Aishwarya Bhandare, Vamsi Sripathi, Deepthi Karkada, Vivek Menon, Sun Choi, Kushal Datta, and Vikram Sale-tore. Efficient 8-bit quantization of transformer neural machine language translation model. arXiv preprint arXiv:1906.00532, 2019. 2
[5] Hanting Chen, Yunhe Wang, Chunjing Xu, Boxin Shi, Chao Xu, Qi Tian, and Chang Xu. Addernet: Do we really need multiplications in deep learning? Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), pages 1468–1477, 2020. 1
[6] Matthieu Courbariaux, Yoshua Bengio, and Jean-Pierre David. Binaryconnect: Training deep neural networks with binary weights during propagations. Proceedings of the 28th International Conference on Neural Information Processing Systems (NIPS), pages 3123–3131, 2015. 1, 2
[7] Matthieu Courbariaux, Itay Hubara, Daniel Soudry, Ran El-Yaniv, and Yoshua Bengio. Binarized neural networks: Training deep neural networks with weights and activations constrained to $+1$ or $-1$. arXiv preprint arXiv:1602.02830, 2016. 1, 5
[8] Jia Deng, Wei Dong, Richard Socher, Li-Jia Li, Kai Li, and Li Fei-Fei. Imagenet: A large-scale hierarchical image database. 2009 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), pages 248–255, 2009, 2015. 1
[9] Misha Denil, Babak Shakibi, Laurent Dinh, Marc’Aurelio Ranzato, and Nando De Freitas. Predicting parameters in deep learning. Proceedings of the 26th International Conference on Neural Information Processing Systems (NIPS), pages 2148–2156, 2015. 1
[10] Yonggan Fu, Han Guo, Meng Li, Xin Yang, Yining Ding, Vikas Chandra, and Yingyan Lin. Cpt: Efficient deep neu-
ral network training via cyclic precision. arXiv preprint arXiv:2101.09868, 2021. 6
[11] Song Han, Huizi Mao, and William J. Dally. Deep compression: Compressing deep neural networks with pruning, trained quantization and huffman coding. International Conference on Learning Representations (ICLR), 2015. 1
[12] Song Han, Jeff Pool, John Tran, and William J. Dally. Learning both weights and connections for efficient neural networks. Proceedings of the 28th International Conference on Neural Information Processing Systems (NIPS), pages 1135–1143, 2015. 1
[13] Geoffrey Hinton, Oriol Vinyals, and Jeff Dean. Distilling the knowledge in a neural network. NIPS Deep Learning and Representation Learning Workshop, 2015. 1
[14] Andrew G. Howard, Menglong Zhu, Bo Chen, Dmitry Kalenichenko, Weijun Wang, Tobias Weyand, Marco Andreetto, and Hartwig Adam. Mobilenets: Efficient convolutional neural networks for mobile vision applications. arXiv preprint arXiv:1704.04861, 2017. 6
[15] Itay Hubara, Matthieu Courbariaux, Daniel Soudry, Ran El-Yaniv, and Yoshua Bengio. Binary neural networks. Proceedings of the 30th International Conference on Neural Information Processing Systems, pages 4114–4122, 2016. 1, 2, 5
[16] Benoit Jacob, Skirmantas Kligys, Bo Chen, Menglong Zhu, Matthew Tang, Andrew Howard, Hartwig Adam, and Dmitry Kalenichenko. Quantization and training of neural networks for efficient integer-arithmetic-only inference. Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR), pages 2704–2713, 2018. 2
[17] Alex Krizhevsky, Geoffrey Hinton, et al. Learning multiple layers of features from tiny images. Citeseer, 2009. 6
[18] Fengfu Li, Bo Zhang, and Bin Liu. Ternary weight networks. arXiv preprint arXiv:1605.04711, 2016. 2
[19] Rundong Li, Yan Wang, Feng Liang, Hongwei Qin, Junjie Yan, and Rui Fan. Fully quantized network for object detection. Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), pages 2805–2814, 2019. 2, 3
[20] Yuhang Li, Xin Dong, and Wei Wang. Additive powers-of-two quantization: An efficient non-uniform discretization for neural networks. International Conference on Learning Representations (ICLR), 2020. 2, 4
[21] Darryl D. Lin, Sachin S. Talath, and Sreekanth V. Annapureddy. Fixed point quantization of deep convolutional networks. Proceedings of the 33rd International Conference on International Conference on Machine Learning (ICML), pages 2849–2858, 2015. 1
[22] Tsung-Yi Lin, Priya Goyal, Ross Girshick, Kaiming He, and Piotr Dollár. Focal loss for dense object detection. Proceedings of the IEEE International Conference on Computer Vision (ICCV), pages 2980–2988, 2017. 2, 3
[23] Wei Liu, Dragomir Anguelov, Dumitru Erhan, Christian Szegedy, Scott Reed, Cheng-Yang Fu, and Alexander C. Berg. Ssd: Single shot multibox detector. European Conference on Computer Vision (ECCV), 2016. 2
[24] Daisuke Miyashita, Edward H. Lee, and Boris Murmann. Convolutional neural networks using logarithmic data representation. arXiv preprint arXiv:1603.01025, 2016. 1, 2, 4
[25] Pavlo Molchanov, Arun Mallya, Stephen Tyree, Iuri Froisio, and Jan Kautz. Importance estimation for neural network pruning. Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), pages 11256–11264, 2019. 1, 6
[26] Antonio Polino, Razvan Pascanu, and Dan Alistarh. Model compression via distillation and quantization. arXiv preprint arXiv:1802.05668, 2018. 2
[27] Mohammad Rastegari, Vicente Ordonez, Joseph Redmon, and Ali Farhadi. Xnor-net: Imagenet classification using binary convolutional neural networks. European Conference on Computer Vision (ECCV), pages 525–542, 2016. 1, 2
[28] Joseph Redmon, Santosh Divvala, Ross Girshick, and Ali Farhadi. You only look once: Unified, real-time object detection. 2016 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), pages 779–788, 2016. 2
[29] Shaoqing Ren, Kaiming He, Ross Girshick, and Jian Sun. Faster r-cnn: Towards real-time object detection with region proposal networks. Advances in Neural Information Processing Systems (NIPS), 2015. 2, 3
[30] Mark Sandler, Andrew Howard, Menglong Zhu, Andrey Zhmoginov, and Liang-Chieh Chen. Mobilenetv2: Inverted residuals and linear bottlenecks. 2018 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), pages 4510–4520, 2018. 6
[31] Sanghyun Seo and Juntae Kim. Efficient weights quantization of convolutional neural networks using kernel density estimation based non-uniform quantizer. Applied Sciences, 9(12):2559, 2019. 2
[32] Kodai Ueyoshi, Kota Ando, Kazutoshi Hirose, Shinya Takamaeda-Yamazaki, Mototsugu Hamada, Tadahiro Kuroda, and Masato Motomura. Quest: Multi-purpose log-quantized dnn inference engine stacked on 96-mb 3-d sram using inductive coupling technology in 40-nm cmos. IEEE Journal of Solid-State Circuits, pages 186–196, 2019. 2
[33] Sebastian Vogel, Mengyu Liang, Andre Guttoro, Walter Stechele, and Gerd Ascheid. Efficient hardware acceleration of cnns using logarithmic data representation with arbitrary log-base. Proceedings of the International Conference on Computer-Aided Design, 2018. 2
[34] Dequan Wang, Coline Devin, Qi-Zhi Cai, Fisher Yu, and Trevor Darrell. Deep object-centric policies for autonomous driving. 2019 International Conference on Robotics and Automation (ICRA), pages 8853–8859, 2019. 2
[35] Kuan Wang, Zhijian Liu, Yujun Lin, Ji Lin, and Song Han. Haq: Hardware-aware automated quantization with mixed precision. 2019 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), pages 8612–8620, 2019. 1
[36] Wei Wen, Chunpeng Wu, Yandan Wang, Yiran Chen, and Hai Li. Learning structured sparsity in deep neural networks. Proceedings of the 30th International Conference on Neural Information Processing Systems (NIPS), pages 2082–2090, 2016. 1
[37] Jiawei Xu, Yuxiang Huan, Yi Jin, Haoming Chu, Li-Rong Zheng, and Zhuo Zou. Base-reconfigurable segmented logarithmic quantization and hardware design for deep neural networks. *Journal of Signal Processing Systems*, 92(11):1263–1276, 2020.

[38] Jing Xu, Rui Zhao, Feng Zhu, Huaming Wang, and Wanli Ouyang. Attention-aware compositional network for person re-identification. *Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition (CVPR)*, pages 2119–2128, 2018.

[39] Penghang Yin, Shuai Zhang, Yingyong Qi, and Jack Xin. Quantization and training of low bit-width convolutional neural networks for object detection. *Journal of Computational Mathematics*, 37:349–360, 2018.

[40] Dongqing Zhang, Jiaolong Yang, Dongqiangzi Ye, and Gang Hua. Lq-nets: Learned quantization for highly accurate and compact deep neural networks. *Proceedings of the European Conference on Computer Vision (ECCV)*, pages 365–382, 2018.

[41] Aojun Zhou, Anbang Yao, Yiwen Guo, Lin Xu, and Yurong Chen. Incremental network quantization: Towards lossless cnns with low-precision weights. *arXiv preprint arXiv:1702.03044*, 2017.

[42] Shuchang Zhou, Yuxin Wu, Zekun Ni, Xinyu Zhou, He Wen, and Yuheng Zou. Dorefa-net: Training low bit-width convolutional neural networks with low bit-width gradients. *arXiv preprint arXiv:1702.03044*, 2016.

[43] Xingyi Zhou, Dequan Wang, and Philipp Krähenbühl. Objects as points. *arXiv preprint arXiv:1702.03044*, 2019.

[44] Bohan Zhuang, Chunhua Shen, Mingkui Tan, Lingqiao Liu, and Ian Reid. Towards effective low-bitwidth convolutional neural networks. *2018 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR)*, pages 7920–7928, 2018.

[45] Bohan Zhuang, Chunhua Shen, Mingkui Tan, Lingqiao Liu, and Ian Reid. Structured binary neural networks for accurate image classification and semantic segmentation. *2019 IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR)*, pages 413–422, 2019.