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Abstract—We are assisting at a growing interest in the development of learning architectures with application to digital communication systems. Herein, we consider the detection/decoding problem. We aim at developing an optimal neural architecture for such a task. The definition of the optimal criterion is a fundamental step. We propose to use the mutual information (MI) of the channel input-output signal pair, which yields to the minimization of the a-posteriori information of the transmitted codeword given the communication channel output observation. The computation of the a-posteriori information is a formidable task, and for the majority of channels it is unknown. Therefore, it has to be learned. For such an objective, we propose a novel neural estimator based on a discriminative formulation. This leads to the derivation of the mutual information neural decoder (MIND). The developed neural architecture is capable not only to solve the decoding problem in unknown channels, but also to return an estimate of the average MI achieved with the coding scheme, as well as the decoding error probability. Several numerical results are reported and compared with maximum a-posteriori and maximum likelihood decoding strategies.

Index Terms—Channel decoding, statistical learning, mutual information, MAP, machine learning, neural networks.

I. INTRODUCTION

IN DIGITAL communication systems, data detection and decoding are fundamental tasks implemented at the receiver. The maximum a-posteriori (MAP) decoding approach is the optimal one to minimize the symbol or sequence error probability [1], [2]. If the channel model is known, the MAP decoder can be realized according to known algorithms, among which the BCJR algorithm [2]. For instance, for a linear time invariant (LTI) channel with additive Gaussian noise, the decoder comprises a first stage where the channel impulse response is estimated. Then, a max-log-MAP sequence estimator algorithm is implemented. The decoding metric is essentially related to the Euclidean distance between the received and hypothesized transmitted message filtered by the channel impulse response [1]. The task becomes more intriguing for channels that cannot be easily modeled or that are even unknown and for which only data samples are available. In such a case, a learning strategy turns out to be an attractive solution and it can be enabled by recent advances in machine learning for communications [3], [4], [5].

In this letter, we derive a neural architecture for optimal decoding in an unknown channel. We propose to exploit the mutual information (MI) of the input-output channel pair as decoding metric. The computation of the MI, unknown in many instances, is a formidable task. Therefore, the MI has to be learned, which can be done in principle with neural architectures [6], [7], [8], [9], [10]. However, they are not directly deployable since in the problem at hand the decoder has a more specific task: it has to learn and minimize the a-posteriori information $- \log_2 (p_{X|Y}(x|y))$ of the transmitted codeword $x$ given the observed/received signal vector $y$. The direct estimation of the a-posteriori information becomes then the objective. Such an estimation is possible by directly learning the conditional probability density function (pdf) $p_{X|Y}(x|y)$ with a new estimator that exploits a discriminative model referred to as mutual information neural decoder (MIND). MIND allows not only to perform the decoding task, but also to return an estimate of the achieved rate, the MI, and of the decoding error probability.

This letter is organized as follows. Section II presents the decoding approach principle. Section III describes the core idea about MIND. Section IV discusses two practical neural architectures. Section V explains how MIND can be exploited to estimate both the achieved rate and the decoding error probability. Numerical results for different scenarios are reported in Section VI. Finally, the conclusions are drawn.

II. MUTUAL INFORMATION DECODING PRINCIPLE

The considered communication system comprises an encoder, a channel, and a decoder. The encoder maps a message of $k$ bits into one of the $M = 2^k$ encoded messages of $n$ (not necessarily binary) symbols. The uncoded message is denoted with the vector $b$, while the coded message with the vector $x$ belonging to the set ${\mathcal A}_x$. Thus, the code rate is $R = k/n$ bits per channel use. The channel conveys the coded message to the receiver. Without loss of generality, we can write that the received message is $y = H(x, h, n)$, where the channel transfer function $H$ implicitly models the channel internal state $h$ including stochastic variables, e.g., noise, $n$. For instance, for an LTI channel with additive noise, we obtain $y = h \ast x + n$, where $\ast$ denotes convolution.

The aim of the decoder is to retrieve the transmitted message so that to minimize the decoding error, or equivalently to maximize the received information for each transmitted message. Indeed, if we consider the mutual information of the pair $(x,y)$, with joint pdf $p_{XY}(x,y)$, and marginals $p_X(x)$ and $p_Y(y)$, this can be written as

$$i(x;y) = i(x) - i(x|y)$$

(1)

where $i(x) = - \log_2 p_X(x)$ is the information of the transmitted message and $i(x|y)$ is the a-posteriori information (residual uncertainty observing $y$) [11]. It follows that for each transmitted message, the mutual information is maximized when the a-posteriori information is minimized. The a-posteriori information is given by

$$i(x|y) = - \log_2 p_{X|Y}(x|y) = - \log_2 \frac{p_{XY}(x,y)}{p_Y(y)}$$

(2)
so that the decoding criterion becomes

\[ \hat{x} = \arg \min_{x \in A_i} i(x|y) = \arg \max_{x \in A_i} \log_2 p_X|Y(x|y) \] (3)

which corresponds to the log-MAP decoding principle [1], [2].

To compute the a-posteriori information, we need to know the a-posteriori probability \( p_{X|Y}(x|y) \). If the channel transfer function can be modeled, the decoder is realized according to known approaches. In fact, the a-posteriori probability is explicitly calculated as \( p_{X|Y}(x|y) = p_{Y|X}(y|x)p_X(x)/p_Y(y) \), i.e., from the conditional channel pdf, the coded message a-priori probability and the channel output pdf. However, for unknown channels and sources, we have to resort to a learning strategy as explained in the following.

\[ \mathbf{III.\ \text{Discriminative\ Formulation\ of\ MIND}} \]

In the following, we show that it is possible to design a parametric discriminator whose output leads to the estimation of the a-posteriori information. The optimal discriminator is found by maximizing an appropriately defined value function. Before describing the proposed solution, it should be noted that generative adversarial networks (GANs) [12] deploy a discriminator \( D \) implemented by a neural network. It is used to distinguish if a sample is an original one coming from real data or a fake one generated by the generator \( G \). The adversarial training pushes the discriminator output \( D(a) \) towards the optimum value \( D^*(a) = p_{\text{data}}(a)/(p_{\text{data}}(a) + p_{\text{gen}}(a)) \), where \( p_{\text{data}}(a) \) is the real data pdf and \( p_{\text{gen}}(a) \) is the pdf of the data generated by \( G \). The output of the optimal discriminator \( D^*(a) \) can be used to estimate the pdf ratio \( p_{\text{gen}}(a)/p_{\text{data}}(a) = (1 - D^*(a))/D^*(a) \).

Now, the idea is to design a discriminator that estimates the probability density ratio \( p_{XY}(x,y)/p_Y(y) \) and consequently the a-posteriori information as shown in (2). The following Lemma provides an a-posteriori information estimator that exploits a discriminator trained to maximize a certain value function. At the equilibrium, a transformation of the discriminator output yields the searched density ratio.

**Lemma 1:** Let \( x \sim p_X(x) \) and \( y \sim p_Y(y) \) be the channel input and output vectors, respectively. Let \( H(\cdot) \) be the channel transfer function, in general stochastic, such that \( y = H(x, h, n) \), with \( h \) and \( n \) being internal state and noise variables, respectively. Let the discriminator \( D(x, y) \) be a scalar function of \((x, y)\). If \( J_{MIND}(D) \) is the value function defined as

\[ J_{MIND}(D) = \mathbb{E}_{(x, y) \sim p_U(x)p_Y(y)} \left[ T_x \log \left( D(x, y) \right) \right] + \mathbb{E}_{(x, y) \sim p_{XY}(x,y)} \left[ \log \left( 1 - D(x, y) \right) \right] \] (4)

where \( p_U(x) = 1/[T_x] \) describes a multivariate uniform distribution over the support \( T_x \) of \( p_X(x) \) having Lebesgue measure \( |T_x| \), then the optimal discriminator output is

\[ D^*(x, y) = \arg \max_D J_{MIND}(D) = \frac{p_Y(y)}{p_Y(y) + p_{XY}(x,y)} \] (5)

and the a-posteriori information is computed as

\[ i(x|y) = -\log_2 \left( \frac{1 - D^*(x, y)}{D^*(x, y)} \right) \] (6)

**Proof:** From the hypothesis of the Lemma, the value function can be rewritten as

\[ J_{MIND}(D) = \int_{T_x} \int_{T_y} \left[ T_x |p_U(x)p_Y(y) \log \left( D(x, y) \right) \right] \, dx \, dy \] (7)

where \( T_y \) is the support of \( p_Y(y) \). To maximize \( J_{MIND}(D) \), a necessary and sufficient condition requires to take the derivative of the integrand with respect to \( D \) and equating it to 0, yielding the following equation in \( D \)

\[ \frac{T_x |p_U(x)p_Y(y)}{D(x, y)} - \frac{p_{XY}(x,y)}{1 - D(x, y)} = 0 \] (8)

The solution of the above equation yields the optimum discriminator \( D^*(x, y) \) since \( p_U(x) = \frac{|T_x|}{|T_y|} \) and \( J_{MIND}(D^*) \) is a maximum being the second derivative w.r.t. \( D \) a non-positive function.

Finally, at the equilibrium,

\[ p_{XY}(x,y) = p_Y(y) - \frac{1 - D^*(x,y)}{D^*(x,y)} \] (9)

therefore the thesis follows.

\[ \square \]

\[ \mathbf{IV.\ \text{Parametric (Neural Network) Implementation}} \]

The practical implementation of MIND is realized through a neural network-based learning approach. That is, the discriminator \( D(x, y) \) with input \((x, y)\) is parameterized by a neural network. In a first phase, training of the discriminator is performed via maximization of (4). Training consists of transmitting repeatedly all coded messages such that at equilibrium the a-posteriori information \( i(x|y) \) is estimated. Then, in the testing phase, decoding can take place for each received new message \( y \) by minimizing the a-posteriori information. While the testing phase can be of moderate complexity depending on the neural network dimension, the training phase is more complex since no assumption on the channel and source statistics is made. In the following, we propose two different architectures and implementations of Lemma 1.

**A. Unsupervised Approach**

The value function in (4), as it stands, requires the discriminator to be a scalar parameterized function which takes as input both the transmitted and received vector of samples \((x, y)\). The resulting architecture is presented in Fig. 1. Such formulation is general and can be applied to any coding scheme. In fact, to learn the parameters of \( D \), it is sufficient during training to alternate the input joint samples \((x, y)\) with marginal samples \((u, y)\), where \( u \) are realizations of a multivariate uniform distribution with independent components, defined over the support \( T_x \) of \( p_X(x) \). Then, during the testing phase, decoding is accomplished by finding \( x \) that minimizes (6), for all possible coded messages \( x \). This method can be thought as an unsupervised learning approach since no
known labels are exploited in the loss function for the training process. Hence, the objective is to implicitly estimate the density ratio in (5). Since in practical cases, the coded message $x$ has discrete alphabet, another architecture is proposed below.

### B. Supervised Approach

It is possible to deploy a discriminative architecture that receives as input only the channel output $y$. Indeed, if the channel input has discrete nature, e.g., $x$ belongs to the alphabet $A_x = \{x_1, x_2, \ldots, x_M\}$ with pdf $p_X(x) = \sum_{x_i \in A_x} P_X(x_i) \delta(x - x_i)$, then also the multivariate uniform pdf in Lemma 1 reads as $p_U(x) = \sum_{x_i \in A_x} P_U(x_i) \delta(x - x_i)$, with $P_U(x_i) = 1/M$. Thus, the value function in (4), or its Lebesgue integral expression in (7), can be decomposed as a sum of independent elements for every input codeword $x_i$, for $i \in \{1, \ldots, M\}$, as follows

$$J_{MIND}(D) = \sum_{i=1}^{M} J_i(D),$$

(10)

where

$$J_i(D) = \mathbb{E}_{y \sim p_Y(y)} \left[ \log \left( \frac{D(x_i,y)}{p_Y(y) + P_X(x_i)p_{Y|X}(y|x_i)} \right) + P_X(x_i) \mathbb{E}_{y \sim p_{Y|X}(y|x_i)} \left[ \log (1 - D(x_i,y)) \right] \right].$$

(11)

Writing (11) with Lebesgue integrals and following the proof of Lemma 1, it is simple to verify that the discriminator which maximizes (10) has to maximize all terms $J_i(D)$, and this happens for

$$D^*(x_i, y) = \frac{p_Y(y) + P_X(x_i)p_{Y|X}(y|x_i)}{1 + P_X|Y(x_i)|},$$

(12)

where $P_X|Y(x_i|y)$ is the probability mass function of $X|Y$.

Now, it is more convenient from an implementation perspective to define an $M$-dimensional discriminator vector

$$\tilde{D}(y) := [D(x_1, y), \ldots, D(x_M, y)] = [D_1, \ldots, D_M].$$

(13)

In fact, the expectations in (11) can be rewritten as

$$J_{MIND}(D) = \mathbb{E}_{y \sim p_Y(y)} \left[ \log \left( \frac{\tilde{D}(y)}{p_Y(y)} \right) \cdot \tilde{1}_M \right] + \sum_{x_i \in A_x} P_X(x_i) \mathbb{E}_{y \sim p_{Y|X}(y|x_i)} \left[ \log (1 - \tilde{D}(y)) \cdot \tilde{1}_M(x_i) \right],$$

(14)

Finally, the value function of the supervised architecture (see Fig.2) assumes the following vector form

$$J_{MIND}(D) = \mathbb{E}_{y \sim p_Y(y)} \left[ \log (\tilde{D}(y) \cdot \tilde{1}_M) \right] + \mathbb{E}_{x \sim p_X(x)} \mathbb{E}_{y \sim p_{Y|X}(y|x)} \left[ \log (1 - \tilde{D}(y)) \cdot \tilde{1}_M(x) \right].$$

(16)

The new expression (16) possesses the label information in the scalar product with the one-hot positional code and therefore can be treated as a supervised learning problem.

By comparing the $M$ discriminator outputs $D_i^* = D^*(x_i, y)$ in (12), the final decoding stage implements

$$\hat{x}_i = \arg \max_{i \in \{1, \ldots, M\}} \frac{1 - D_i^*}{D_i^*} = \arg \min_{x_i \in A_x} i(x_i|y),$$

(17)

thus, MIND aims at finding the codeword $x_i$ which minimizes the residual uncertainty $i(x_i|y)$ after the observation of $y$.

### V. Estimation of Achieved Information Rate and Decoding Error Probability

Dealing with an unknown channel, a relevant question is the estimation of the information rate achieved with the used coding scheme. MIND can be exploited for such a goal. In fact, the normalized average mutual information (in bits per channel use) is given by [11]

$$I_n(X; Y) = \frac{1}{n} (H(X) - H(X|Y))$$

(18)

whose computation requires the entropy of the source $H(X)$ and the conditional entropy $H(X|Y)$:

$$H(X) = \mathbb{E}_{x \sim p_X(x)} [i(x)] = - \sum_{x_i \in A_x} P_X(x_i) \log_2 P_X(x_i)$$

(19)

$$H(X|Y) = -\mathbb{E}_{y \sim p_Y(y)} \left[ \sum_{x_i \in A_x} P_X|Y(x_i|y) \log_2 P_X|Y(x_i|y) \right].$$

(20)

The discriminator in MIND, for a given coding scheme, returns an estimate of the a-posteriori probability mass function values $P_{X|Y}(x_i|y) = (1 - D_i)/D_i \forall i = \{1, \ldots, M\}$, therefore (20)
can be directly computed. About (19), it is worth mentioning that the source distribution can be obtained using Monte Carlo integration from the a-posteriori probability obtained with MIND by averaging over $N$ realizations $y_j$ of $Y$ as follows

$$P_X(x_i)^N \overset{N \to \infty}{=} \frac{1}{N} \sum_{j=1}^{N} P_{X|Y}(x_i|y_j).$$

Similarly,

$$H(X|Y) \overset{N \to \infty}{=} -\frac{1}{N} \sum_{j=1}^{N} \sum_{x_i \in A_x} P_{X|Y}(x_i|y_j) \log_2 P_{X|Y}(x_i|y_j).$$

MIND can also be used to estimate the decoding error probability $P_e$. In fact,

$$P_e = 1 - P[x = \hat{x}] = 1 - E_{y \sim p_Y(y)}[P_{X|Y}(x = \hat{x}|y)],$$

where the probability $P_{X|Y}(x = \hat{x}|y)$ is the instantaneous probability of correct decoding obtained from the decision criterion $\max_{x_i} P_{X|Y}(x_i|y)$. Hence,

$$P_e^N \overset{N \to \infty}{=} 1 - \frac{1}{N} \sum_{j=1}^{N} \max_{x_i \in A_x} P_{X|Y}(x_i|y_j).$$

In the next section, we compare MIND to other well-known decoding criteria in scenarios for which an analytic solution is available. Furthermore, thanks to the network ability to estimate the a-posteriori probability, the average input-output mutual information is also reported.

VI. NUMERICAL RESULTS

The assessment of the proposed decoding approach is done by considering the following three representative scenarios: a) Uncoded transmission of symbols that are produced by a non-uniform source over an additive Gaussian noise channel; b) Uncoded transmission in a non-linear channel with additive Gaussian noise; c) Short block coded transmission in an additive Middleton noise channel.

Details about the architecture and hyper parameters of the neural networks are reported in the GitHub repository [13].

A. Non-Uniform Source

To show the ability of the decoder to learn and exploit data dependence at the source, we firstly consider 4-PAM transmission with symbols $x_i \in \{-3, -1, 1, 3\}$ and mass function generated by a non-uniform source $P_X(x) = [(1 - P)/2, P/2, (1 - P)/2, P/2]$, with $P = 0.05$. It should be noted that data dependence at the source can be either created with a coding stage from a source that emits i.i.d. symbols, or intrinsically by the source of data traffic having certain statistics, as in this case. In Fig. 3a the symbol error rate (SER) is shown. MIND is compared with the optimal MAP Genie decoder that knows the a-priori distribution of the transmitted data symbols $p_X(x)$ and with the maximum likelihood (MaxL) decoder that only knows the Gaussian nature of the channel and assumes a source with uniform distribution. Moreover, the estimated $P_e$ is also shown. MIND and the MAP Genie decoder perform identically. In Fig. 3b, the source entropy, the conditional entropy and the average achieved MI, as estimated by MIND, are reported and compared with the ground truth numerically obtained. It is worth noticing that the average MI increases with the SNR, or alternatively, the residual uncertainty introduced by the channel decreases. In addition, the estimated source entropy tends to stabilize around its real value given by $-P \log_2(P/2) - (1 - P) \log_2((1 - P)/2)$.

B. Non-Linear Channel

As a second example, we consider 4-PAM uncoded transmission with uniform source distribution over a non-linear channel with additive Gaussian noise. The objective of this experiment is to show the ability of MIND to discover such a channel non-linearity. In particular, the channel introduces a non-linearity (for instance because of the presence of non-linear amplifiers) modeled as $y_k = \text{sign}(x_k) \sqrt{|x_k|^k + n_k}$, where $k$ denotes the $k$-th time instant. Fig. 4a demonstrates how the MIND decoder manages to implicitly learn the non-linear channel model during the training phase and effectively use such information during decoding. A comparison with the MaxL decoder with and without perfect channel state information (CSI) knowledge is also conducted. Results show that MIND exhibits performance identical to the MAP Genie.
Fig. 5. Bit error rate and mutual information of a short block coded transmission in an additive Middleton noise channel: a) Repetition code; b) Hamming code; c) Convolutional code.

C. Additive Non-Gaussian Noise Channel

Lastly, and perhaps as most interesting example, we consider a short block coded transmission over an additive non-gaussian channel. The aim is to assess the ability of MIND to learn and exploit the presence of non-gaussian noise.

In particular, we suppose that the noise follows a truncated Middleton distribution, wherein we also set \( P = 0.05 \). Fig. 5 shows the gain provided by the neural-based decoder scheme over the classical maximum likelihood one that exploits the Middleton distribution. With MIND, the BER performance gets closer to the classical maximum likelihood one that exploits the neural-based decoder scheme over the code; c) Convolutional code.

VII. CONCLUSION

In this letter, MIND, a neural decoder that uses the mutual information as decoding criterion, has been proposed. Two specific architectures have been described and they are capable of learning the a-posteriori information \( i(x|y) \) of the codeword \( x \) given the channel output observation \( y \) in unknown channels. Additionally, MIND allows the estimation of the achieved information rate with the used coding scheme as well as the decoding error probability. Several numerical results obtained in illustrative channels show that MIND can achieve the performance of the genie MAP decoder that perfectly knows the channel model and source distribution. It outperforms the conventional MaxL decoder that assumes the presence of Gaussian noise.
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