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ABSTRACT
The core objective of modelling recommender systems from implicit feedback is to maximize the positive sample score $s_p$ and minimize the negative sample score $s_n$, which can usually be summarized into two paradigms: the pointwise and the pairwise. The pointwise approaches fit each sample with its label individually, which is flexible in weighting and sampling on instance-level but ignores the inherent ranking property. By qualitatively minimizing the relative score $s_n - s_p$, the pairwise approaches capture the ranking of samples naturally but suffer from training efficiency. Additionally, both approaches are hard to explicitly provide a personalized decision boundary to determine if users are interested in items unseen. To address these issues, we innovatively introduce an auxiliary score $b_u$ for each user to represent the User Interest Boundary (UIB) and individually penalize samples that cross the boundary with pairwise paradigms, i.e., the positive samples whose score is lower than $b_u$ and the negative samples whose score is higher than $b_u$. In this way, our approach successfully achieves a hybrid loss of the pointwise and the pairwise to combine the advantages of both. Analytically, we show that our approach can provide a personalized decision boundary and significantly improve the training efficiency without any special sampling strategy. Extensive results show that our approach achieves significant improvements on not only the classical pointwise or pairwise models but also state-of-the-art models with complex loss function and complicated feature encoding.

CCS CONCEPTS
• Computing methodologies → Ranking. • Information systems → Learning to rank.
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With the problem of information overload, recommendation systems play an important role to provide useful information for users efficiently. As the widely used technique of the recommendation system, collaborative filtering (CF) based methods usually leverage the user interaction behaviours to model users’ potential preferences and recommend items to users based on their preferences [14]. Generally, given the user-item interaction data, a typical CF approach generally consists of two steps: (i) defining a scoring function to calculate the relevance scores between the user and candidate items, (ii) defining a loss function to optimize the total relevance scores of all observed user-item interaction. From the view of the loss definition, the CF methods are usually optimized by a loss function that assigns higher scores $s_p$ to observed interactions (i.e., positive instances) and lower scores $s_n$ to unobserved interactions (i.e., negative instances).
In the previous work, there are two types of loss functions designed for recommendation systems, namely, pointwise and pairwise. As shown in figure 1(a), pointwise based approaches typically formulate the ranking task as a regression or classification task, where the loss function $\psi(x, l)$ directly optimizes the normalized relevance score $s_x$ of the sample $x$ into its label $l \in \{0, 1\}$. The sample $x = (u, i)$ is the observed or unobserved pair of the user $u$ and the item $i$. Usually, the pointwise-based loss function uses a fixed hardline like 0.5 as the indicator to distinguish the sample as positive or negative, i.e., for all users in the ranking stage, samples whose scores more than 0.5 are regarded as positive, where the user $u$ would be interested in the item $i$. Correspondingly, the pairwise based approaches shown in figure 1(b), take the pairs $(x_n, x_p)$ of the positive and negative samples as input, and try to minimize the relative score $s_n - s_p$ by the loss function $\phi(x_n, x_p)$. The pairwise loss focuses on making the score $s_p$ of positive samples greater than that $s_n$ of negative samples, which can get the plausibility of the sample $x = (u, i)$ for being used in the ranking stage.

Recently, such two paradigms of loss function are widely used in various recommendation methods, and helpful to achieve a promising recommendation performance. However, they still have disadvantages. They are hard to learn the explicit user’s personalized interest boundary, which can directly infer whether the user likes a given unseen item $[5, 16]$. Factually, the users have their own interest boundary learned from their interactions for determining whether the sample is the positive sample in ranking stage. As mentioned above, the pointwise loss function is non-personalized and prone to determine the global interest boundary as a fixed hardline for all users, which may make the incorrect classification for the users whose real interest boundary is lower than the fixed hardline. For example, in figure 1(a), although the score $S_x$ of the sample $x$ is more than the users’ real interest boundary, the positive sample $x$ is still classified into the negative group as its score $S_x$ is lower than the fixed hardline. While the pairwise approach is unable to provide an explicit personalized boundary for unseen candidate sample $x$ in figure 1(b), because its score $S_x$ learned by the relative scores can only reflect the plausibility of the sample $x$, not the explicit user-specific indicator of whether the sample is a positive sample in ranking stage.

In addition, we are also interested in another issue, the lower training efficiency problem that prevents the pairwise models from obtaining optimal performance. For the pairwise, with the convergence of the model in the later stage of training, most of negative samples have been classified correctly. In this case, the loss of most randomly generated training samples is zero, i.e., those samples are too “easy” to be classified correctly and are unable to produce an effective gradient to update models, which is also called the gradient vanishing problem. To alleviate this problem, previous work adopt the hard negative sample mining strategy to improve the probability of sampled effective instances $[6, 7, 24, 32, 35]$. Although these methods are successful, they ignore the basic mechanism leading to the vanishing problem. Intuitively, hard samples are typically those near the boundary, and it is hard for the model to distinguish these samples well. Instead of improving the sampling strategy to mine a hard sample, why don’t we directly use the boundary to represent the hard sample score?

To address the issue mentioned above, we innovatively introduce an auxiliary score $b_u$ for each user and individually penalize samples that cross the boundary with the pairwise paradigm, i.e., the positive samples whose score is lower than $b_u$ and the negative samples whose score is higher than $b_u$. The boundary $b_u$ is meaningfully used to indicate user interest boundary(UIB), which can be used to explicitly determine whether an unseen item is worth recommending to users. As we can see from the figure 1(c), the candidate sample $s_x$ can be easily predicted as positive by the UIB $b_u$ of user $u$. In this way, our approach successfully achieves a hybrid loss of the pointwise and the pairwise to combine the advantages of both. Specifically, it follows the pointwise in the whole loss expression while the pairwise inside each example. In the ideal state, the positive and negative samples should be separated by the boundary $b_u$, i.e., scores of positive samples are higher than $b_u$ and those of negative are lower as figure 1. The learned boundary can provide a personalized interest boundary for each user to predict unseen items. Additionally, different from previous works trying to mine hard samples, the boundary $b_u$ can be directly interpreted as score of the hard samples, which significantly improves the training efficiency without any special sampling strategy. Extensive results show that our approach achieves significant improvements on not only classical models of the pointwise or pairwise approaches, but also state-of-the-art models with complex loss function and complicated feature encoding.

The main contributions of this paper can be summarized as:

- We propose a novel hybrid loss to combine and complement the pointwise and pairwise approaches. As far as we know, it is the first attempt to introduce an auxiliary score for fusing pointwise and pairwise.
- We provide a efficient and effective boundary to match users’ interest scope. As the result, a personalized interest boundary of each user is learned, which can be used in the pre-ranking stage to filter out abundant obviously worthless items.
- We analyze qualitatively the reason why the pairwise trains inefficiently, and further alleviate the gradient vanishing problem from the source by introducing an auxiliary score to represent as the hard sample.
- We conduct extensive experiments on four publicly available datasets to demonstrate the effectiveness of UIB, where multiple baseline models achieve significant performance improvements with UIB.

2 PRELIMINARY

For the implicit CF methods, the user-item interactions are the important resource in boosting the development of recommender systems. For convenience, we use the following consistent notations throughout this paper: the user set is $U$ and the item set is $X$. Their possible interaction set is denoted as $T = U \times X$, in which the observed part is regarded as users’ real interaction histories $I \subset T$. Formally, the labeling function $l : T \rightarrow \{0, 1\}$ is used to indicate if a sample is observed, where a value of 1 denotes the interaction is positive (i.e. $(u, p) \in I$) and a value of 0 denotes the interaction is negative (i.e. $(u, n) \notin I$).

In implicit collaborative filtering, the goal of models is to learn a score function $s : T \rightarrow \mathbb{R}$ to reflect the relevance between items.
We propose a new loss paradigm to combine the advantages of two mainstream methods and match the user’s interest adaptively. As shown in equation 4, we innovatively introduce an auxiliary score \( b_u \) for each user \( u \) to represent the User Interest Boundary (UIB):

\[
b_u = W^T P_u
\]

where \( P_u \in \mathbb{R}^d \) is the embedding vector of user \( u \), \( W \in \mathbb{R}^d \) is a learnable vector. Our loss comes from the weighted sum of two parts: the positive sample loss part \( L_p \) and the negative sample loss part \( L_n \). Within the \( L_p \) and \( L_n \), the pairwise loss is used to penalize samples that cross the decision boundary \( b_u \), i.e. the positive samples whose \( s(u, p) \) is lower than \( b_u \) and the negative samples whose \( s(u, n) \) is higher than \( b_u \). Formally, the loss function of our approach can be rewritten as:

\[
\mathcal{L} = \sum_{(u,p) \in I} \phi(b_u - s(u,p)) + \alpha \sum_{(u,n) \not\in I} \phi(s(u,n) - b_u) \tag{4}
\]

where \( \alpha \) is a hyperparameter to balance the contribution weights of positive and negative samples.

Our approach can be regarded as the hybrid loss of the pointwise and the pairwise, which is significantly different from previous works. On one hand, the pointwise loss usually optimizes each sample to match its label, which is flexible but not suitable for rank-related tasks. On another hand, the pairwise loss takes a pair of the positive and negative samples, then optimizes the model to make their scores orderly, which is a great success but suffers from the gradient vanishing problem. Our approach successfully combines and complements each other by introducing an auxiliary score \( b_u \). Specifically, in the whole loss expression, it follows the pointwise loss because the positive samples and negative samples are calculated separately in \( L_p \) and \( L_n \). Inside the \( L_p \) and \( L_n \), each sample is applied the pairwise loss, e.g., the margin loss, with the auxiliary score \( b_u \). In other words, the pairwise loss is applied on \((b_u - s(u, p))\) and \((s(u, n) - b_u)\) respectively rather than traditional \((s(u, n) - s(u, p))\). In this way, our approach can provide a flexible and efficient loss function.

### 3.2 User Interest Boundary

The learned \( b_u \) can provide a personalized decision boundary to determine whether the user likes the item in the inference stage. The explicit boundary is useful for many applications, e.g., filter out obviously worthless items in the pre-ranking stage.

Why it is personalized? From the view of gradient direction, the ideal boundary of user \( u \) is adaptively matched under the balance between positive and negative samples, which provides a personalized decision boundary for different users. Concretely, to optimize the loss function equation 4 we proposed, the optimizer has to penalize two-part simultaneously: the positive part \( L_p \) and the negative part \( L_n \). During the process, the \( L_p \) pushes the boundary \( b_u \) upward and the boundary \( b_u \) downward forces the negative like the blue arrow. If the boundary is straying from its reasonable range, the unbalance gradient will push it back until it well-matched between positive and negative samples. Take the boundary \( b_u \) in figure 2 for example. The boundary is mistakenly initialized to a very low score so that all negative samples are incorrectly classified as positive. Consequently, the boundary is pushed upward to balance the low \( L_p \) and large \( L_n \). As the result of the balance between positive and negative samples,
the boundary can adaptively match the user’s interest scope. Additionally, we also conduct experiments to verify this statement, detailed in section 4.6.

As our approach explicitly learns the user interest boundary in the training stage, the boundary learned can be directly used to determine whether the user likes the item in the inference stage. It is easily used, such as regarding candidates with a higher score than boundary as the positive, otherwise the negative as shown in figure 1(c).

3.3 Training Efficiency
Our approach can significantly improve the training efficiency without any special sampling strategy. The traditional pairwise loss function suffers from the gradient vanishing problem, especially in the later stage of training. Since the pairwise loss is to minimize the relative score \( \Delta = (s_p - s_n) \), it is reasonable to use \( \Delta \) as an indicator to explain the training efficiency. For example, as shown in figure 3, 9 pair training instances are generated by combining the scores of positive examples \( \{s_1, s_2, s_3\} \) and the scores of negative examples \( \{s_4, s_5, s_6\} \), but only the pair \((s_2, s_5)\) can provide effective gradient information to update the model, i.e. is not classified correctly or "corrupted" [13] as \( \Delta = (s_5 - s_2) \) greater than zero. That is 1/9 probability. By introducing the boundary setting, our approach significantly improves the training efficiency only with the simple uniform sampling strategy. From the view of negative sampling, the boundary \( b_u \) can be naturally interpreted as the hard negative sample for positive samples and the hard positive for negative ones. Concretely, both positive and negative samples are paired with the boundary \( b_u \) and result in 6 pair training instances, two of which are effective, i.e., \((s_5 - b_u)\) and \((b_u - s_2)\). That is 1/3 probability. Formally, let a dataset contains \( N \) positive samples, \( N \) negative samples, and \( M \) effective pairs of all possible combination results. Each time a training instance \((s_p, s_n)\) is generated by randomly sampling, only \( M/N^2 \) probability of the pairwise loss can provides effective gradient information. While in our approach, \( M/N \) probability can be achieved. Hence, compared with the traditional pairwise loss, our approach is more efficient and significantly alleviate the gradient vanishing problem. Furthermore, the advantage of our approach is proved experimentally in section 4.8.

3.4 Classes balance
Our approach can provide a flexible way to balance the negative and positive samples. In general, the positive samples are observed instances collected from users’ interaction history, while negative samples are instances that are not in the interaction history. As the method is different to obtain the positive and negative samples, it is unreasonable to treat both with the same weight and sampling strategy. As our approach optimizes \( L_n \) and \( L_p \) individually on the whole expression, we can assign a proper \( \alpha \) and develop different sampling strategy to balance classes. For sampling strategy, since the negative sample space is much larger than the positive, we use negative samples of \( M \) times the positive to balance the class for each batch sampling. Significantly, here we still use the simplest uniform sampling strategy instead of other advanced methods [6, 7, 24, 32, 35]. For weighting, the introduction of the auxiliary score mechanism makes another way possible: adjusting \( \alpha \) to enlarge or reduce the scoring space of positive and negative samples. Here, we denote the positive scoring space \( S_p \) as the range between boundary and the maximum score of positive samples, while the negative scoring space \( S_n \) as the range between boundary and the minimum score of negative samples as shown in figure 4. Intuitively, the scoring space corresponds to the score range of a candidate sample determined as the positive sample or negative. Amplifying \( L_n \) by increasing \( \alpha \) will push the boundary upward and compress the positive scoring space \( S_p \) as shown on the right side of figure 4. With the boundary \( b_u \) driven up, all positive samples obtain a larger upward gradient by larger \( L_p \) and gather into a more compact space. In this way, the expected score of positive and negative samples are limited in a proper range. Our approach can adjust \( \alpha \) to balance the negative and positive samples. Conversely, the same is true for reducing \( \alpha \). This phenomenon is also observed in the experiments with different \( \alpha \) settings in section 4.7.

4 EXPERIMENT
In this section, we first introduce the baselines (including the boosted version via our approach), datasets, evaluation protocols,
and detailed experimental settings. Further, we show the experimental results and some analysis of them. In particular, our experiments mainly answer the following research questions:

- **RQ1** How well can the proposed UIB boost the existing models?
- **RQ2** How well does the boundary match the users’ interest scope?
- **RQ3** How does the $\alpha$ affect the behaviour of the boundary?
- **RQ4** How does the proposed UIB improve the training efficiency?

### 4.1 Baselines

To verify the generality and effectiveness of our approach, targeted experiments are conducted. Concretely, we reproduce the following four types of S.O.T.A. models as the baselines and implement the boosted version by our UIB loss. To compare the difference among those architectures, table 2 list all score function and loss function used in the baselines and our boosted models.

- **Pairwise model**, i.e. the BPR [28], which applies an inner product on the latent features of users and items and uses a pairwise loss, the $\text{L}n\text{Sigmoid}(\text{also known as the soft hinge loss})$ to optimize the model as follows:

$$\mathcal{L} = -\sum_{(u,p)\in I} \sum_{(u,n)\notin I} \ln \sigma(s(u, p) - s(u, n)).$$  \hspace{1cm} (5)

In boosted version, the loss function is reformed into UIB style as:

$$\mathcal{L}' = -\sum_{(u,p)\in I} \ln \sigma(s(u, p) - b_u)$$

$$-\alpha \sum_{(u,p)\notin I} \ln \sigma(b_u - s(u, n)).$$  \hspace{1cm} (6)

- **Pointwise model**, i.e. the NCF [14], which is a classical neural collaborative filtering model. The NCF uses the cross-entropy loss (pointwise approach) to optimize the model as equation 7. Here, we only use the MLP version of NCF as our baseline and replace the cross-entropy loss with UIB loss to build our boosted model. Specifically, we directly replace the loss function with equation 6 in the boosted version of NCF.

$$\mathcal{L} = -\sum_{(u,x)\in T} l(u, x) \ln(s(u, x) + (1 - l(u, x)) \ln(1 - s(u, x)))$$  \hspace{1cm} (7)

- **Model with complicated loss function**, i.e. the SML [18], which is a S.O.T.A. metric learning model. The loss function of SML not only makes sure the score of positive items is higher than that of negative, i.e. $\mathcal{L}_A$, but also keeps positive items away from negative items, i.e. $\mathcal{L}_B$. Furthermore, it extends the traditional margin loss with the dynamically adaptive margins to mitigate the impact of bias. The loss of SML can be characterized as:

$$\mathcal{L}_A = |s(u, n) - s(u, p) + m_u|_{+}$$

$$\mathcal{L}_B = |s(n, p) - s(u, p) + n_u|_{+}$$

$$\mathcal{L} = \sum_{(u,p)\in I} \sum_{(u,n)\notin I} \mathcal{L}_A + \lambda \mathcal{L}_B + \gamma \mathcal{L}_{AM}$$  \hspace{1cm} (10)

where $m_u$ and $n_u$ are learnable margin parameters, $\lambda$ and $\gamma$ are hyperparameters and the $\mathcal{L}_{AM}$ is the regularization on dynamical margins.

Since the loss of SML contains multiple pairwise terms, various adaptations on SML with UIB can be selected, which also shows the flexibility of our approach to boost models with a complex loss function. Here, we boost the SML only by replacing the main part $\mathcal{L}_A$ to:

$$\mathcal{L}'_A = |s(u, n) - b_u + m_u|_{+} + \alpha |s(u, p) + m_u|_{+}$$  \hspace{1cm} (11)

- **Model with complicated feature encoding**, i.e. the LightGCN [12], is used to make sure our approach can work on advanced models. The LightGCN [12] is a state-of-the-art graph convolution network for the recommendation task. Here, we only focus on the loss part and employ the simplified $G(\cdot)$ to represent the complicated feature encoding process with the graph convolution network. LightGCN uses the same loss function as BPR [28] in equation 5. To boost the LightGCN, we remain the score function $s(u, x) = G(u)G(x)\odot$ and only replace the loss function with equation 6.

### 4.2 Datasets

In order to evaluate the performance of each model comprehensively, we select four publicly available datasets including different types and sizes. The detailed statistics of the datasets are shown in table 3.

- Amazon Instant Video (AIV) is a video subset of Amazon Dataset benchmark\(^1\), which contains product reviews and metadata from Amazon [11]. We follow the 5-core, which promises that each user and item have 5 reviews at least.
- LastFM dataset \(^2\) contains music artist listening information from Last.fm online music system.
- Movielens-1M (ML1M) \(^3\) dataset [10] contains 1M anonymous movie ratings to describe users’ preferences on movies.
- Movielens-10M (ML10M) dataset is the large version of ML1M, which contains 10 million ratings of 10,677 movies by 72,000

\(^1\)https://jmcauley.ucsd.edu/data/amazon/
\(^2\)https://grouplens.org/datasets/hetrec-2011/
\(^3\)https://grouplens.org/datasets/movielens/
users. We use this dataset to check whether our approach works well on the large dataset.

| Dataset   | AIV     | LastFM | ML1M   | ML10M   |
|-----------|---------|--------|--------|---------|
| #User     | 5,130   | 1,877  | 6,028  | 69,878  |
| #Item     | 1,685   | 17,167 | 3,706  | 10,677  |
| #Train    | 26,866  | 89,047 | 988,129| 9,860,298|
| #Valid    | 5,130   | 1,877  | 6,028  | 69,878  |
| #Test     | 5,130   | 1,877  | 6,028  | 69,878  |

Table 3: Dataset statistics.

4.3 Evaluation Protocol
We use Hit Ratio(Hit@K), Normalized Discounted Cumulative Gain(NDCG@K) and Mean Reciprocal Rank(MRR@K) to evaluate the models, where K is selected from classical settings [1, 10]. The higher value of all measures means the better performance. As Hit@1, NDCG@1 and MRR@1 are equivalent mathematically, we only report the Hit@1, Hit@10, NDCG@10 and MRR@10.

All datasets are split by the popular One-Leave-Out strategy [14, 28] as table 3. In the testing phase, models learned are asked to rank a given item list for each user. As the space of negative sampling is extremely huge or unknown in the real world, for each positive sample in the test set, we fix the number of its relevant negative items as 100 negative samples [18]. Each experiment is independently repeated 5 times on the same candidates and the average performance is reported.

4.4 Settings
We use the PyTorch [25] to implement all models and use Adamgrad [8] optimizer to learn all models. To make the comparison fair, the dimension d and batch size of all experiments are assigned as 32 and 1024, respectively. For all boosted version, M = 32 is used to balance classes as discussed in section 3.4. Grid search with early stop strategy on NDCG@10 of the validation dataset is adopted to determine the best hyperparameter configuration. Each experiment runs 500 epochs for all datasets except ML10M, which is limited to 100 epochs due to its big size. The detailed hyperparameter configuration table is reported in the appendix.

4.5 Performance Boosting(RQ1)
From the results shown in figure 4, we make three observations: (1) Comparing our boosted versions and the baselines on all datasets, our approach works well for all data sets to improves the model, even if in the large ML10M dataset. It confirms that our model successfully uses the UIB to improve the prediction performance on the recommendation task. Specifically, compared with the baselines, our models achieve a consistent average improvement of 6.66% on HIT@1, 1.57% on HIT@10, 3.19% on NDCG@10, 4.07% on MRR@10 for the AIV dataset, 4.15%, 1.01%, 2.34%, 2.90% for the LastFM dataset, 5.07%, 0.78%, 2.00%, 2.60% for the ML1M dataset and 4.98%, 0.29%, 2.34%, 3.27% for the ML10M dataset. Among them, the improvement on HIT@1 is the most impressive, reaching 5.22% average on all datasets. (2) Comparing the pointwise and pairwise models, our approach achieves a higher performance, concretely, 9.18%, 0.68%, 3.83%, 5.34% average improvements for pointwise approach and 5.81%, 1.36%, 3.10%, 3.94% for pairwise approach. It confirms that the UIB loss can be used to boost pointwise or pairwise based models dominated in the recommendation system. It is because our approach can help for learning inherent ranking property to boost the pointwise and improves training efficiency to boost the pairwise. (3) Compared to the state-of-the-art model LightGCN [12] with complicated feature encoding, our boosted model LightGCN+UIB makes an average gain of 4.73% on HIT@1, 0.93% on HIT@10, 2.30% on NDCG@10 and 2.97% on MRR@10, which suggests our approach also works on the deep learning models.

4.6 User Interest Boundary(RQ2)
To determine how well the boundary matches the user’s interest scope, we essentially need to answer two sub-questions: (1) Does the model match different boundaries for different users? (2) Does the matched boundary is the best value? To answer the first question, learned boundary distributions of NCF+UIB on four datasets are visualized in figure 5. It confirms that our model matches different boundaries for different users in the form of different normal distributions. To answer the second question, we add extra offsets {-5,-4, …, 5} on the b_u and make predictions on all items for users. Then the precision, recall, and F1 measures are reported to determine if the boundary learned is the best. As the results shows in
| Dataset   | AIV                      | LastFM                     |
|-----------|--------------------------|----------------------------|
| BPR       | HIT@1: 0.2216            | HIT@1: 0.4717              |
|           | HIT@10: 0.5776           | HIT@10: 0.7903             |
|           | NDCG@10: 0.3848          | NDCG@10: 0.6336            |
|           | MRR@10: 0.3250           | MRR@10: 0.5830             |
| BPR+UIB(ours) | HIT@1: 0.2452         | HIT@10: 0.4907             |
|           | HIT@10: 0.5949           | HIT@10: 0.7995             |
|           | NDCG@10: 0.4063          | NDCG@10: 0.6493            |
|           | MRR@10: 0.3477           | MRR@10: 0.6060             |
| NCF       | HIT@1: 0.2322            | HIT@1: 0.4827              |
|           | HIT@10: 0.6268           | HIT@10: 0.8034             |
|           | NDCG@10: 0.4149          | NDCG@10: 0.6445            |
|           | MRR@10: 0.3489           | MRR@10: 0.5934             |
| NCF+UIB(ours) | HIT@1: 0.2608         | HIT@10: 0.5205             |
|           | HIT@10: 0.6314           | HIT@10: 0.8135             |
|           | NDCG@10: 0.4333          | NDCG@10: 0.6727            |
|           | MRR@10: 0.3714           | MRR@10: 0.6270             |
| SML       | HIT@1: 0.2624            | HIT@1: 0.5004              |
|           | HIT@10: 0.6796           | HIT@10: 0.8237             |
|           | NDCG@10: 0.4559          | NDCG@10: 0.6681            |
|           | MRR@10: 0.3861           | MRR@10: 0.6175             |
| SML+UIB(ours) | HIT@1: 0.2591         | HIT@10: 0.5077             |
|           | HIT@10: 0.6889           | HIT@10: 0.8258             |
|           | NDCG@10: 0.4582          | NDCG@10: 0.6711             |
|           | MRR@10: 0.3964           | MRR@10: 0.6210             |
| LightGCN  | HIT@1: 0.2617            | HIT@1: 0.5070              |
|           | HIT@10: 0.6732           | HIT@10: 0.8141             |
|           | NDCG@10: 0.4540          | NDCG@10: 0.6644             |
|           | MRR@10: 0.3855           | MRR@10: 0.6160             |
| LightGCN+UIB(ours) | HIT@1: 0.2747       | HIT@10: 0.5237             |
|           | HIT@10: 0.6814           | HIT@10: 0.8253             |
|           | NDCG@10: 0.4642          | NDCG@10: 0.6782             |
|           | MRR@10: 0.3964           | MRR@10: 0.6307             |

| Average Improvement | ML1M | ML10M |
|---------------------|------|-------|
| HIT@1               | 6.669% | 5.075% |
| HIT@10              | 1.579% | 0.7820% |
| NDCG@10             | 3.193% | 2.001% |
| MRR@10              | 4.078% | 2.608% |
| MRR@10              | 4.153% | 4.987% |

Table 4: Performance comparison on four datasets.

Figure 5: Boundary distribution on different datasets.

Figure 6: Measures with different offset on boundary.

4.7 Hyperparameter Studies (RQ3)

In our approach, only one hyperparameter $\alpha$ is introduced to balance the contributions of positive and negative samples. To investigate how does the $\alpha$ affect the behaviour of our approach, experiments with various $\alpha \in \{0.1, 0.2, 1, 2, 4, 8, 16\}$ settings are conducted.
based on the optimal experiment of NCF+UIB in LastFM datasets. We also provides the results on other datasets in the appendix. Besides the performance and boundary distribution comparison, we also analyze the score distribution changes of positive and negative samples. The experimental results in figure 7 show that: (1) From the first cell of figure 7, it is confirmed that the $\alpha$ does affect the performance and here exists an optimal $\alpha$ to achieve the best performance. (2) Along with the growth of $\alpha$, boundary $b_u$ consistently increases, which suggests that the $\alpha$ is strongly relative with boundary distribution. This phenomenon confirms that increasing $\alpha$ to emphasize the negative loss part actually forces upward the boundary and affects both positive and negative sides at the same time. (3) From the change of positive sample score distribution at the bottom-left, it is confirmed that the positive sample score space is compressed caused by the growth of $\alpha$. (4) We also observe that the negative sample score distribution becomes compact at the bottom-right cell. It is because the larger $\alpha$ also enlarges the loss of “margin”, such as $\gamma$ in the MarginLoss $\max(0, \Delta + \gamma)$, which pushes negative samples farther from the boundary and becomes compact.

4.8 Training Efficiency (RQ4)

To show the ability of our approach to improve training efficiency and alleviate the gradient vanishing problem that plague the traditional pairwise approach, experiments on BPR (the pairwise approach) and BPR+UIB (ours) are conducted to compare the rate of corrupted samples through epochs, i.e. the proportion of training samples that model classify incorrectly. Usually, a high corrupted rate means that a higher proportion of training samples can provide gradient information to optimize model.

As shown in figure 8, the x-axis is the epoch through training, while the y-axis is the corrupted rate. The red is computed by our approach, while the blue is by the traditional pairwise approach. From figure 8, we can observe that the corrupted rate in our model is higher than that in BPR loss on all datasets. Consistent with previous literature, the training efficiency of the traditional pairwise model decreases obviously with the convergence, that is, the gradient vanishing. This leads to low training efficiency. Especially in ML10M and ML1M datasets, the proportion of training samples that can provide effective gradient is low after 10 epochs. Our approach maintains a certain effective gradient in training for all datasets, especially in the AIV dataset. As discussed in section 3.3, this is because the boundary itself is a good hard sample to guide the training.

5 RELATED WORK

This paper tries to combine and complement the two mainstream loss paradigms for the recommendation task. As the pointwise and the pairwise approaches have their advantages and limitations [22], several methods have been proposed to improve the loss function [9, 33]. Bellogín et al. [1] improved the recommendations based on the formation of user neighbourhoods. Liu et al. [19] proposed Wasserstein automatic coding framework to improve data sparsity and optimize uncertainty. The pairwise approach is good at modeling the inherent ranking property but suffers the inflexible optimization [31]. Lo and Ishigaki [20] proposed a personalized pairwise weighting framework for BPR loss function, which makes the model overcome the limitations of BPR on cold start of items. Sidana et al. [29] proposed a model that can jointly learn the new representation of users and items in the embedded space, as well as the user’s preference for item pairs. Mao et al. [21] considers loss function and negative sampling ratio equivalently and propose a unified CF model to incorporate both. Zhou et al. [36] introduces a limitations to ensure the fact that the scoring of correct instances must be low enough to fulfill the translation. Inspired by metric learning [31], several researchers try to employ the metric learning to optimize the recommendation model [15, 17, 18, 23, 30]. In addition, the problem of low training efficiency of paired method has also attracted much attention. Uniform Sampling approaches are widely used in training collaborative filtering because of their simplicity and extensibility [14]. Advanced methods try to mine the hard negative samples to improve the training efficiency, including attribute-based [26, 27], GAN-based [6, 24, 32], Cache-based [7, 35] and Random-walk-based methods [34]. Chen et al. [4] provides
another way by directly using all samples in the negative sample space.

6 CONCLUSION

In this work, we innovatively introduce an auxiliary score $h_{\theta}$ for each user to represent the User Interest Boundary (UIB) and individually penalize samples that cross the boundary with pairwise paradigms. In this way, our approach successfully achieves a hybrid loss of the pointwise and the pairwise to combine the advantages of both. Specifically, it follows the pointwise in the whole loss expression while the pairwise inside each example. Analytically, we show that our approach can provide a personalized decision boundary and significantly improve the training efficiency without any special sampling strategy. Extensive results show that our approach achieves significant improvements on not only classical models of the pointwise or pairwise approaches, but also state-of-the-art models with complex loss function and complicated feature encoding.

REFERENCES

[1] Alejandro Bellogin, Javier Parapar, and Pablo Castells. 2013. Probabilistic collaborative filtering with negative cross entropy. In Proceedings of the 7th ACM conference on Recommender systems (RecSys ’13). Association for Computing Machinery, 387–390. https://doi.org/10.1145/2507157.2507191

[2] Chris J. C. Burges, Tal Shaked, Erin Renshaw, Ari Lazier, Matt Deeds, Nicole Hamilton, and Greg Hullender. 2005. Learning to Rank using Gradient Descent. Technical Report MSR-TR-2005-66. https://www.microsoft.com/en-us/research/publication/learning-to-rank-using-gradient-descent/

[3] Iván Cantador, Peter Brusilovsky, and Tsvi Kuflik. 2011. 2nd Workshop on Information Heterogeneity and Fusion in Recommender Systems (HetRec 2011). In Proceedings of the 5th ACM conference on Recommender systems (RecSys 2011). ACM, New York, NY, USA.

[4] Chong Chen, Min Zhang, Yongfeng Zhang, Yiqun Liu, and Shaoping Ma. 2020. Efficient Neural Matrix Factorization without Sampling for Recommendation. ACM Trans. Inf. Syst. 38, 2, Article Article 14 (Jan 2020), 28 pages. https://doi.org/10.1145/3373807

[5] Paul Covington, Jay Adams, and Emre Sargin. 2016. Deep Neural Networks for YouTube Recommendations. In Proceedings of the 10th ACM conference on Recommender systems (RecSys ’16). Association for Computing Machinery, 191–198. https://doi.org/10.1145/2959106.2959190

[6] Jingtao Ding, Yuhuan Qian, Xiangnan He, Yong Li, and Depeng Jin. 2019. Reinforced Negative Sampling for Recommendation with Exposure Data. (2019), 2230–2236.

[7] Jingtao Ding, Yuhuan Qian, Quanming Yao, Yong Li, and Depeng Jin. 2020. Simplify and Robustify Negative Sampling for Implicit Collaborative Filtering. In NeurIPS. https://proceedings.neurips.cc/paper/2020/hash/63b0c65c962d797bee1140bc6c487c7e-Abstract.html

[8] John Duchi, Elad Hazan, and Yoram Singer. 2011. Adaptive Subgradient Methods for Online Learning and Stochastic Optimization. NeurIPS. 2230–2236.

[9] Yifan Sun, Changmao Cheng, Yuhan Zhang, Chi Zhang, Liang Zheng, Zhongdao Wang, and Yichen Wei. 2020. Circle Loss: A Unified Perspective of Pair Similarity Learning for personalized recommendation. In Proceedings of the 13th ACM Conference on Recommender Systems (RecSys ’19). Association for Computing Machinery, 34–42. https://doi.org/10.1145/3386889.3387012

[10] Kachun Lo and Tzuksa Ishigaki. 2021. PPNW: personalized pairwise novelty loss weighting for novel recommendation. Knowledge and Information Systems 65, 3 (May 2021), 1117–1148. https://doi.org/10.1007/s10115-021-01546-8

[11] Keng Liao, Jierong Zhu, Jingpeng Wang, Quanyu Dai, Zhenhua Dong, Xi Xiao, and Xiuqiang He. 2021. SimpX: A Simple and Strong Baseline for Collaborative Filtering. arXiv:2109.12631 [cs] (Sep 2021). http://arxiv.org/abs/2109.12613 arXiv:2109.12613

[12] Vitalik Melnikov, Eyke Hüllermeier, Daniel Kaimann, Bernd Frick, and Pritha Gupta. 2017. Pairwise versus Pointwise Ranking: A Case Study. Schedule Informatica 1/2016 (2017). https://doi.org/10.4467/20388467SIF.016.006.6187

[13] Chanyoung Park, Donghyun Kim, Xing Xie, and Hwanjo Yu. 2018. Collaborative Translational Matrix Learning. In 2018 IEEE International Conference on Data Mining (ICDM). 367–376. https://doi.org/10.1109/ICDM.2018.00052

[14] Dae Hoon Park and Yi Chang. 2019. Adversarial Sampling and Training for Semi-Supervised Information Retrieval. In The World Wide Web Conference (WWW ’19). Association for Computing Machinery, 1443–1453. https://doi.org/10.1145/3308558.3313416

[15] Adam Paszke, Sam Gross, Francisco Massa, Adam Lerer, James Bradbury, Gregory Chanan, Trevor Killeen, Zeming Lin, Natalia Gimelshein, Luca Antiga, and et al. 2019. PyTorch: An Imperative Style, High-Performance Deep Learning Library. In Advances in Neural Information Processing Systems, Vol. 32. Curran Associates, Inc. https://proceedings.neurips.cc/paper/2019/hash/ b6fca288eef19d2baf97012774770-Abstract.html

[16] Maosong Sun, Mikhail Trofimov, Oleg Horodnitskii, Charlotte Laclau, and Yury Maximov. 2020. PyTorch: An Imperative Style, High-Performance Deep Learning Library. In Advances in Neural Information Processing Systems, Vol. 32. Curran Associates, Inc. https://proceedings.neurips.cc/paper/2019/hash/ b6fca288eef19d2baf97012774770-Abstract.html

[17] Dzung Huu Nguyen, Tien Hoang, and Grzegorz Kachelriess. 2018. RGB-D-based 3D Reconstruction from 2D Images Using Random Sample Consensus (RANSAC). In Proceedings of the 26th International Conference on Pattern Recognition (ICPR 2018). 2077–2081.
[33] Mengyue Yang, Quanyu Dai, Zhenhua Dong, Xu Chen, Xiuqiang He, and Jun Wang. 2021. Top-N Recommendation with Counterfactual User Preference Simulation. arXiv preprint arXiv:2109.02444 (2021).

[34] Lu Yu, Chuxu Zhang, Shichao Pei, Guolei Sun, and Xiangliang Zhang. 2018. WalkRanker: A Unified Pairwise Ranking Model With Multiple Relations for Item Recommendation. Proceedings of the AAAI Conference on Artificial Intelligence 32, 11 (Apr 2018). https://ojs.aaai.org/index.php/AAAI/article/view/11866

[35] Yongqi Zhang, Quanming Yao, Yingxia Shao, and Lei Chen. 2019. NSCaching: Simple and Efficient Negative Sampling for Knowledge Graph Embedding. In 2019 IEEE 35th International Conference on Data Engineering (ICDE). 614–625. https://doi.org/10.1109/ICDE.2019.00061

[36] Xiaofei Zhou, Qiannan Zhu, Ping Liu, and Li Guo. 2017. Learning knowledge embeddings by combining limit-based scoring loss. In Proceedings of the 2017 ACM on Conference on Information and Knowledge Management. 1009–1018.

A APPENDIX
Figure 9: Model behaviours with different $\alpha$ settings.
| Model     | ML1M | ML1M | AIV | LastFM |
|-----------|------|------|-----|--------|
| BPR       | 1.0  | 1.0  | 3.0 | 1.0    |
|           | 3.0  | 0.1  | 0.3 | 0.2    |
| +UIB      | 0.1  | 0.1  | 0.2 | 0.2    |
|           | 8.0  | 8.0  | 1.0 | 2.0    |
| NCF       | 1.0  | 1.0  | 1.0 | 1.0    |
|           | 0.1  | 0.1  | 0.4 | 0.3    |
| +UIB      | 0.1  | 0.1  | 0.4 | 0.4    |
|           | 8.0  | 8.0  | 0.1 | 8.0    |
| SML       | 0.1  | 1.0  | 1.0 | 1.0    |
|           | 0.0  | 0.0  | 0.0 | 0.0    |
|           | 0.3  | 0.3  | 0.3 | 0.3    |
|           | 64   | 128  | 256 | 128    |
| +UIB      | 0.1  | 1.0  | 0.3 | 0.3    |
|           | 0.0  | 0.0  | 0.0 | 0.0    |
|           | 0.3  | 0.3  | 0.3 | 0.3    |
|           | 64   | 128  | 256 | 256    |
|           | 0.2  | 0.2  | 0.2 | 2.0    |
| LightGCN  | 0.1  | 0.1  | 0.03| 0.1    |
|           | 0.0  | 0.0  | 0.0 | 0.0    |
|           | 1e-4 | 1e-4 | 1e-4| 1e-4   |
| +UIB      | 0.3  | 0.3  | 0.03| 0.1    |
|           | 0.0  | 0.0  | 0.0 | 0.0    |
|           | 1e-4 | 1e-4 | 1e-4| 1e-4   |
|           | 8.0  | 8.0  | 8.0 | 0.2    |

Table 5: Model Hyperparameter Settings.