Note on the lifespan estimate of solutions for non-gauge invariant semilinear massless semirelativistic equations with some scaling critical nonlinearity
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Abstract. In this manuscript, in the $L^1$ scaling critical case, a lifespan estimate of solutions to the Cauchy problem for non-gauge invariant semilinear semirelativistic equations is considered. The lifespan estimate is given by the modified test function method with a fractional Laplace operator. The main obstacle to obtaining the lifespan estimate is the non-locality of the fractional Laplace operator. To treat the non-locality, special test functions are introduced.

1. Introduction

In this manuscript, we consider the following Cauchy problem for (massless) semilinear semirelativistic equations:

$$\begin{cases}
    i \partial_t u + (\Delta)^{1/2} u = |u|^p, & t \in [0, T), \quad x \in \mathbb{R}^n, \\
    u(0) = u_0, & x \in \mathbb{R}^n,
\end{cases} \quad (1)$$

where $p > 1$ and $n$ is a positive integer. The fractional Laplace operator $(-\Delta)^{1/2}$ is defined by a Fourier multiplier with symbol $|\xi|$: $(-\Delta)^{1/2} = \mathcal{F}^{-1}|\xi|\mathcal{F}$, where $\mathcal{F}$ denotes the usual Fourier transform. The aim of this manuscript is to show some a priori lifespan estimates of non-global weak solutions with the scaling critical power $p = (n + 1)/n$ for some initial data.

Semirelativistic equations are also known as half-wave or fractional Schrödinger equations. Indeed, a semirelativistic equation is derived by a formal factorization of a wave equation. On the other hand, it is known that semirelativistic and wave equations do not share the property of solutions. Specifically, the differential operator $(-\Delta)^{1/2}$ is non-local and makes it difficult to apply the analysis of the classical wave and Schrödinger equations.
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It may be directly seen that \((-\Delta)^{1/2}\) has the same scaling property as \(\nabla\). Namely, the identity
\[
(-\Delta)^{1/2}(f(\lambda \cdot))(x) = \lambda(-\Delta)^{1/2}f(\lambda x)
\]
holds for any positive constant \(\lambda\). Therefore, \(\lambda^{1/(p-1)}u(\lambda t, \lambda x)\) satisfies (1) for any \(\lambda > 0\) with initial data \(\lambda^{1/(p-1)}u_0(\lambda x)\) as long as \((u, u_0)\) satisfies (1). For \(q \geq 1\), we call \(p = (n + q)/n\) a critical power in the \(L^q(\mathbb{R}^n)\) framework because the identities
\[
\|\lambda^{1/(p-1)}u_0(\lambda \cdot)\|_{L^q(\mathbb{R}^n)} = \|\lambda^{n/q}u_0(\lambda \cdot)\|_{L^q(\mathbb{R}^n)} = \|u_0\|_{L^q(\mathbb{R}^n)}
\]
hold for any \(\lambda > 0\). We also say that the power \(p\) is subcritical if \(p\) is less than the corresponding critical power. By the analogy of heat, damped wave, and Schrödinger equations, it is expected that there exist no global weak solutions to (1) for some integrable initial data when \(p \leq (n+1)/n\) in the \(L^1(\mathbb{R}^n)\) scaling critical and subcritical cases. For details of the nonexistence results for the equations above, we refer the reader to the examples in [1–4]. Here, the global weak solutions to (1) are defined as follows:

**Definition 1.1.** Let \(u_0 \in L^1 \cap L^2(\mathbb{R}^n)\). For \(T > 0\), we say that \(u\) is a weak solution to (1) on \([0, T]\), if \(u\) belongs to \(L^1_{\text{loc}}(0, T; L^2(\mathbb{R}^n)) \cap L^1_{\text{loc}}(0, T; L^p(\mathbb{R}^n))\) and the following identity
\[
\int_0^\infty \int_{\mathbb{R}^n} u(t, x)(i\partial_t + (-\Delta)^{1/2})\phi(t, x)dx dt
= i \int_{\mathbb{R}^n} u_0(x)\overline{\phi(0, x)} dx + \int_0^\infty \int_{\mathbb{R}^n} |u(t, x)|^p \overline{\phi(t, x)} dx dt
\]
holds for any \(\phi \in C^\infty(\mathbb{R}^{n+1})\) satisfying \(\phi, \partial_t \phi, (-\Delta)^{1/2} \phi \in L^1 \cap L^\infty(\mathbb{R}^{n+1})\) and \(\text{supp} \phi \subset (-\infty, T] \times \mathbb{R}^n\).

Moreover, we define the maximal existence time \(T_m = T_m(u_0)\) as
\[
T_m = \sup\{T > 0; \text{ There is a weak solution for (1) on } [0, T)\}.
\]
We also say that \(u\) is a global weak solution to (1) when \(T_m = \infty\).

Indeed, in [5], it is shown that when \(n = 1\) in the \(L^1(\mathbb{R})\) scaling critical and subcritical cases, there are no global solutions with some initial data as follows:

**Proposition 1.2.** If \(n = 1, 1 < p \leq 2,\) and \(u_0 \in L^1 \cap L^2(\mathbb{R})\) satisfying that
\[
\text{Re}(u_0) \equiv 0, \quad -\text{Im}\left(\int_{\mathbb{R}} u_0(x) dx\right) > 0,
\]
then there are no global weak solutions; namely, there are no weak solutions on \([0, T)\) for \(T\) big enough.
We note that classical test function methods are not applicable to (1) because of the non-local operator \((-\Delta)^{1/2}\). Particularly, the lack of the (pointwise) Leibniz rule for \((-\Delta)^{1/2}\) is the main obstacle. For details of classical test function methods, we refer the readers to [3,4]. In [5], to avoid the difficulty arising from \((-\Delta)^{1/2}\), (1) is reduced to the equation

\[
(\partial^2_t - \Delta) \text{Im } u = -\partial_t (|u|^p).
\] (4)

Equation (4) is obtained by applying the conjugate operator \(- (i \partial_t - (-\Delta)^{1/2})\) to both sides of (1) and taking the imaginary part of the resulting equation. We remark that this reduction can be regarded as the inverse operation of the derivation of semirelativistic equations from wave equations. Later, Inui [6] obtained not only nonexistence results but also lifespan estimates of weak solutions to (1) in the \(L^2(\mathbb{R}^n)\) subcritical case with \(n \geq 1\) by improving the approach of [5]. However, we remark that the method of [6] is not applicable to either \(L^1(\mathbb{R}^n)\) or \(L^2(\mathbb{R}^n)\) scaling critical cases. We also remark that the condition (3) is technical and to the best of our knowledge, the precise condition of initial data for the nonexistence of global weak solutions is not known. For a related topic, we refer the reader to [7].

In [8], in the \(L^1(\mathbb{R}^n)\) scaling subcritical case with \(n \geq 1\), the following lifespan estimate is obtained:

**Proposition 1.3.** ([8, Proposition 4]) Let \(n \geq 1\) and \(1 < p < (n + 1)/n\). Let \(f \in L^1(\mathbb{R}^n)\setminus\{0\}\) satisfy

\[
\Re f(x) = 0, \quad \text{and} \quad -\Im f(x) > 0
\] (5)

for any \(x \in \mathbb{R}^n\). For sufficiently small \(\varepsilon\) positive, there are no global weak solutions to (1) with \(u_0 = \varepsilon f\) and the lifespan estimate

\[
T_m \leq C \varepsilon^{\frac{1}{n-1/(p-1)}}
\]

holds with a positive constant \(C = C(n, p, f)\) independent of \(\varepsilon\).

Here, we denote by \(C(\ast, \cdots, \ast)\) a constant depending on the quantities appearing in parenthesis. We remark that Proposition 1.3 is natural from the viewpoint of the scaling property of (1). For example, similar lifespan estimates for Schrödinger equations are found in [2,9]. Proposition 1.3 is shown without the reduction of (4) but with the pointwise control of fractional derivatives of specific test functions. We note that Córdoba and Córdoba [10] showed that the pointwise estimate

\[
(-\Delta)^{s/2}(\phi^2)(x) \leq 2\phi(x)((-\Delta)^{s/2}\phi)(x)
\] (6)

holds for any \(0 \leq s \leq 2\), \(\phi \in S(\mathbb{R}^n)\), and \(x \in \mathbb{R}^n\) but (6) is insufficient to apply the test function method unless weak solutions are nonnegative. For details, see [11]. On the other hand, in [8], the following estimate is introduced and plays a critical role in the proof for Proposition 1.3:
Lemma 1.4. For $q > 0$, there exists a positive constant $C = C(n, q)$ such that the estimate
\[
|((−Δ)^{1/2}(1 + .2)^{-q/2})(x)| \leq C \begin{cases} (1 + x^2)^{−(q+1)/2}, & \text{if } 0 < q < n, \\ (1 + x^2)^{−(n+1)/2}(1 + \log(1 + |x|)), & \text{if } q = n, \\ (1 + x^2)^{−(n+1)/2}, & \text{if } q > n. \end{cases}
\]
holds for any $x \in \mathbb{R}^n$.

Particularly, in the case of Lemma 1.4, $((−Δ)^{1/2}$ can be treated like a classical differential operator in the scaling subcritical case. For a related topic, we also refer the reader to [12].

In the scaling critical case, a more careful treatment is required and Lemma 1.4 is not sufficient for the blow-up analysis. In [13], the nonexistence of global weak solutions to generalized (1) in the $L^1(\mathbb{R}^n)$ scaling critical case with $n \geq 1$ is shown by using the following identity of the fractional derivative of specific test functions:

Lemma 1.5. ([13, Corollary 3.3]) For $q > n$,
\[
(−Δ)^{\sigma} [(1 + .2)^{-q/2}](0) = 2^{2\sigma} \frac{\Gamma(\sigma + n/2) \Gamma(\sigma + q/2)}{\Gamma(n/2) \Gamma(q/2)},
\]
where $\Gamma$ denotes the usual gamma function.

We note that $\Gamma(1/2 + \cdot)/\Gamma(\cdot)$ is an increasing function on $[0, \infty)$. Then, we set
\[
\eta_0(x) = (1 + x^2)^{−(n+1)/2} - C_0(1 + x^2)^{−(n+2)/2},
\]
where the constant $C_0 \in (0, 1)$ is given and computed by
\[
C_0 = \frac{\Gamma((n+2)/2)^2}{\Gamma((n+1)/2) \Gamma((n+3)/2)} = \left(\frac{\pi}{2}\right)^{(n \mod 2)−1} \frac{1}{(n+1)(n-1)!!} \left(\frac{n!!}{(n+1)!!}\right)^2 \quad (7)
\]
where $n!!$ and $(n − 1)!!$ denote the double factorials of $n$ and $n − 1$, respectively. In order to show the nonexistence of global weak solutions in the scaling critical case, it is important that $\eta_0$ is a positive smooth function and $((−Δ)^{1/2}\eta_0)(0) = 0$. We will use these properties later. However, the lifespan estimate of weak solutions cannot be obtained by the method of [13], just as one cannot obtain any lifespan estimate for Schrödinger equations with classical test function methods.

The purpose of the current manuscript is to obtain the lifespan estimate of weak solutions with $p = (n + 1)/n$: in the $L^1(\mathbb{R}^n)$ scaling critical case. In particular, we combine the approaches of [2] and [13]. In [2], Ikeda and Sobajima derived an ordinal differential inequality (ODI) from damped wave equations with respect to a scaling
parameter, while an ODI with respect to time was used in [8]. This ODI with respect to the scaling parameter plays a critical role for obtaining the lifespan estimate of weak solutions in the scaling critical case. However, the derivation of the ODI relies on the classical Leibniz rule and one cannot apply the approach of [2] directly to the blow-up analysis of (1). In this manuscript, we modify the argument of [2] with the idea of [13] so as to deal with the fractional differential operator \((-\Delta)^{1/2}\).

Now, we can provide our main statement.

**Theorem 1.6.** Let $n \geq 1$ and $p = (n + 1)/n$. Let $f \in L^1(\mathbb{R}^n)$ satisfy (5). For sufficiently small $\varepsilon$ positive, there are no global weak solutions to (1) with $u_0 = \varepsilon f$ and the following lifespan estimate holds with a positive constant $C = C(n, p, f)$:

$$T_m \leq \exp(C \varepsilon^{-1/n}).$$

We remark that Theorem 1.6 is again natural from the viewpoint of the scaling property of (1). Indeed, Theorem 1.6 corresponds to Proposition 2.1 of [2]. However, we note that, in general, Theorem 1.6 is not a sharp estimate. For example, in the one-dimensional case, if initial data are (possibly integrable but) singular at the origin in some sense, then it is shown in [14] that there are no local weak solutions to (1); namely, there exist no weak solutions on $[0, T)$ for any positive $T$. In addition, even if the initial data are bounded, then a sharper lifespan estimate

$$T_m \leq C \varepsilon^{-p+1}$$

is obtained for any $p > 1$ in [15]. Indeed, in the $L^1(\mathbb{R})$ critical case, (8) is rewritten by

$$T_m \leq C \varepsilon^{-1}.$$

Roughly speaking, this is because when $n = 1$, (1) can be identified with the semilinear advection equation:

$$\begin{cases}
\partial_t w + \partial_x w = w^p, & t \in [0, T), \quad x \in \mathbb{R}, \\
w(0, x) = w_0(x), & x \in \mathbb{R},
\end{cases}$$

whose solutions are formally but explicitly given by

$$w(t, x) = \left( w_0(t - x)^{-p+1} - (p - 1)t \right)^{-1/(p-1)},$$

with real valued $w_0$. This representation of $w$ formally implies the nonexistence of local weak solutions to (1) and the lifespan estimate (8). On the other hand, in the multi-dimensional case, (1) cannot be identified with (9) and (8) seems not to hold. Therefore, it is unclear whether or not Theorem 1.6 is sharp.

In the next section, we collect some estimates of fractional derivatives. In the last section, we show Theorem 1.6.
2. Some estimates of fractional derivatives

We set
\[ \eta(t, x) = (1 + t^2 + x^2)^{-\frac{(n+1)}{2}} - C_0(1 + t^2 + x^2)^{-\frac{(n+2)}{2}}, \tag{10} \]
where \( C_0 \in (0, 1) \) is given by (7). The purpose of this section is to show the following estimate:

**Proposition 2.1.** The estimate
\[ \left| (-\Delta)^{1/2} \eta(t, x) \right| \leq C \min \left\{ (t^2 + x^2)^{1/2}, (1 + t^2 + x^2)^{-\frac{(n+1)}{2}} \right\} \tag{11} \]
holds for any \( t \in \mathbb{R} \) and \( x \in \mathbb{R}^n \) with some positive constant \( C \) independent of \( t \) and \( x \).

First, we recall that in [13], a generalization of Lemma 1.4 is shown:

**Lemma 2.2.** ([13, Lemma 3.2]) Let \( f \in C^2(\mathbb{R}^n) \) be almost decreasing with almost decreasing second derivatives:
\[ |f(y)| \leq C_1 |f(x)|, \quad \sup_{|\alpha|=2} |\partial^\alpha f(y)| \leq C_1 \sup_{|\alpha|=2} |\partial^\alpha f(x)| \]
hold when \( |x| \leq |y| \) with some positive constant \( C_1 \) independent of \( x \) and \( y \), then the pointwise estimate
\[ \left| (-\Delta)^\sigma f(x) \right| \leq C |x|^{-n-2\sigma} \int_{|y|<3|x|} |f(y)|dy + |f(x)||x|^{-2\sigma} + C \frac{2^{3-2\sigma}}{2 - 2\sigma} |x|^{2-2\sigma} \sum_{|\alpha|=2, \alpha!} |\partial^\alpha f(\frac{x}{2})|, \]
holds for any \( \sigma \in (0, 1) \) and \( |x| > 1 \) with some positive constant \( C = C(n, C_1) \).

Lemma 2.2 implies that we have
\[ \left| (-\Delta)^{1/2} \eta(t, x) \right| \leq C(1 + x^2)^{-\frac{(n+1)}{2}} \]
for \( |x| > 1 \) with \( C \) independent of \( t \) and \( x \). Therefore, (11) holds when \( \max(t, 1) \leq |x| \) because the estimate
\[ (1 + x^2)^{-1} \leq 2(1 + t^2 + x^2)^{-1} \]
holds. In order to show (11) when \( \max(1, |x|) \leq t \), we need the following lemma:

**Lemma 2.3.** The estimate
\[ \left| (-\Delta)^{1/2} [(1 + t^2 + x^2)^{-q/2}](x) \right| \leq C \log\left( \frac{4t}{\max(|x|, 1)} \right)(1 + t^2 + x^2)^{-\frac{(q+1)}{2}} \]
holds for any \( q > 0 \) and \( t \geq \max(|x|, 1) \) with some positive constant \( C \) independent of \( t \) and \( x \).
Proof. Let \( f(x) = (1 + t^2 + x^2)^{-q/2} \). We note that we have

\[
(-\Delta)^{1/2} f(x) = C \int_{\mathbb{R}^n} \frac{f(x + y) - 2f(x) + f(x - y)}{|y|^{n+1}} dy
\]

\[= C \int_{|y|>2t} \frac{f(x + y) - 2f(x) + f(x - y)}{|y|^{n+1}} dy + C \int_{|y|<2t} \frac{f(x + y) - 2f(x) + f(x - y)}{|y|^{n+1}} dy.
\]

For the representation of the fractional derivative above, we refer the reader to [16]. The first integral on the RHS of the second identity above is estimated by

\[
\int_{|y|>2t} \frac{f(x + y) - 2f(x) + f(x - y)}{|y|^{n+1}} dy 
\leq C f(x) \int_{|y|>2t} |y|^{-n-1} dy
\]

\[\leq C (1 + t^2 + x^2)^{-(q+1)/2}.
\]

Here, we have used the fact that the estimate

\[t^{-2} \leq 3(1 + t^2 + x^2)^{-1}\] (12)

holds when \( t \geq \max(|x|, 1) \). So as to estimate the second integral, we compute it with the Taylor theorem by

\[
\int_{|y|<2t} \frac{f(x + y) - 2f(x) + f(x - y)}{|y|^{n+1}} dy = C \sum_{|\alpha|=2} \frac{2}{\alpha!} \int_{|y|<2t} \frac{y^\alpha}{|y|^{n+1}} \int_0^1 (1 - \theta) \partial_{\theta}^\alpha f(x + \theta y) d\theta dy
\]

\[+ C \sum_{|\alpha|=2} \frac{2}{\alpha!} \int_{|y|<2t} \frac{y^\alpha}{|y|^{n+1}} \int_0^1 (1 - \theta) \partial_{\theta}^\alpha f(x - \theta y) d\theta dy.
\] (13)

The first and second integrals on the RHS of (13) are estimated similarly. When \( |x| < 1 \), the RHS of (13) is estimated by

\[C (1 + t^2)^{-q/2-1} \int_{|y|<2t} |y|^{-n} dy \leq C (1 + t^2 + x^2)^{-(q+1)/2}.
\]

When \( |x| > 1 \), we divide the first integral on the RHS of (13) into two cases where \( 0 < \theta < |x|/4t \) and \( |x|/4t < \theta < 1 \). In the first case, since \( |x + \theta y| > |x|/2 \), we estimate

\[
\left| \int_{|y|<2t} \frac{y^\alpha}{|y|^{n+1}} \int_0^{|x|/4t} (1 - \theta) \partial_{\theta}^\alpha f(x + \theta y) d\theta dy \right|
\leq C (1 + t^2 + |x|^2)^{-q/2-1} \int_{|y|<2t} |y|^{-n} dy
\]

\[\leq C (1 + t^2 + |x|^2)^{-q/2-1} \frac{|x|}{t} \int_{|y|<2t} |y|^{-n} dy
\]
\[ \leq C(1 + t^2 + |x|^2)^{-(q+1)/2}. \]

By changing the integral variable as \( z = x + \theta y \), we estimate the second case as

\[
\left| \int_{|y|<2t} \frac{y^\alpha}{|y|^{n+1}} \int_{|x|/4t}^1 (1 - \theta) \partial_x^\alpha f(x + \theta y) d\theta dy \right| \\
\leq \int_{|x|/4t}^1 \theta^{-1} d\theta \int_{\mathbb{R}^n} |z - x|^{-n+1}(1 + t^2 + |z|^2)^{-q/2-1} dz \\
\leq \log(4t) \int_{\mathbb{R}^n} |z - x|^{-n+1}(1 + t^2 + |z|^2)^{-q/2-1} dz.
\]

Furthermore, we estimate

\[
\int_{\mathbb{R}^n} |z - x|^{-n+1}(1 + t^2 + |z|^2)^{-q/2-1} dz \\
\leq (1 + t^2)^{-q/2-1} \int_{|z|<2|x|} |z - x|^{-n+1} dz + \int_{|z|>2|x|} |z|^{-n+1}(1 + t^2 + |z|^2)^{-q/2-1} dz \\
\leq C(1 + t^2)^{-q/2-1}|x| + C(1 + t^2)^{-q/2-1} \int_{2|x|<r<2t} dr + C \int_{r>2t} (1 + t + r)^{-q-2} dr \\
\leq C(1 + t^2 + |x|^2)^{-(q+1)/2},
\]

where we have used (12) again. \(\square\)

**Proof of Proposition 2.1.** Lemmas 2.2 and 2.3 imply that the estimate

\[ |(-\Delta)^{1/2} \eta(t, x)| \leq C(1 + t^2 + x^2)^{-(n+1)/2} \]

holds for any \( t, x \) satisfying \( \max(t, |x|) > 1 \) with some positive constant \( C \) independent of \( t \) and \( x \). Then, it is sufficient to show (11) when \( \max(t, |x|) < 1 \). Lemma 1.5 implies that the identity

\[ (-\Delta)^{1/2} \eta(0, 0) = 0 \]

holds. Moreover, it is also seen that we have

\[ \|\partial_t (-\Delta)^{1/2} \eta\|_{L^\infty(\mathbb{R}^{n+1})} + \|\nabla (-\Delta)^{1/2} \eta\|_{L^\infty(\mathbb{R}^{n+1})} < \infty. \]

Therefore, the mean value theorem implies that (10) holds when \( t^2 + x^2 < 1 \). \(\square\)

3. **Proof of Theorem 1.6**

We consider the weak form (2) with the test function

\[ \phi_r(t, x) = \rho \left( \frac{t}{r + 1} \right) \eta \left( \frac{t}{r + 1}, \frac{x}{r + 1} \right), \]
where \( \rho : \mathbb{R} \to [0, 1] \) is a smooth decreasing function satisfying that
\[
\rho(\tau) = \begin{cases} 
1, & \text{if } \tau \leq 1/2, \\
0, & \text{if } \tau > 1
\end{cases}
\]
and \( |\rho'(\tau)| \leq C\rho(\tau)^{n/(n+1)} \) for any \( \tau \in \mathbb{R} \), where \( r = |x| \). We remark that such \( \rho \) can be constructed by using bump functions. Here, we put
\[
\psi_r(t, x) = \min \left\{ \left( \frac{t^2 + x^2}{(r + 1)^2} \right)^{(n+1)/2n}, \left( \frac{t^2 + x^2}{(r + 1)^2} \right)^{-1/4n} \right\} \phi_r(t, x).
\]
Proposition 2.1 implies that the estimates
\[
| - i \partial_t \phi_r(t, x) + (\Delta)^{1/2} \phi_r(t, x) |
\leq C \min \left\{ \left( \frac{t^2 + x^2}{(r + 1)^2} \right)^{1/2}, \left( 1 \right)^{-(n+1)/2} \right\} \rho\left( \frac{t}{r + 1} \right)^{n/(n+1)}
\]
\[
\leq C \left( 1 + \frac{t^2 + x^2}{(r + 1)^2} \right)^{-(n+1)/2(n+1)} \psi_r(t, x)^{n/(n+1)} \chi_r(t) \tag{14}
\]
hold, where cutoff function \( \chi_r \) is given by
\[
\chi_r(t) = \begin{cases} 
1, & \text{if } t < r + 1, \\
0, & \text{if } t \geq r + 1.
\end{cases}
\]
Here, we note that the estimates
\[
(1 - C_0) \left( 1 + t^2 + x^2 \right)^{-(n+1)/2} \leq \eta(t, x) \leq \left( 1 + t^2 + x^2 \right)^{-(n+1)/2}
\]
follow from (10). By (2), by assuming \( u \) is a weak solution to (1) on \([0, T]\) with \( T > 0 \), we compute
\[
i \int_{\mathbb{R}^n} u_0(x) dx + \int_0^T \int_{\mathbb{R}^n} |u(t, x)|^{(n+1)/n} \phi_r(t, x) dx dt
= \int_0^T \int_{\mathbb{R}^n} u(t, x) \left( - i \partial_t \phi_r(t, x) + (\Delta)^{1/2} \phi_r(t, x) \right) dx dt. \tag{15}
\]
Combining (14) and the Hölder estimate, the RHS of (15) is estimated by
\[
\left| \int_0^T \int_{\mathbb{R}^n} u(t, x) \left( - i \partial_t \phi_r(t, x) + (\Delta)^{1/2} \phi_r(t, x) \right) dx dt \right|
\leq C \left( \int_0^{r+1} \int_{\mathbb{R}^n} \left( 1 + \frac{t^2 + x^2}{(r + 1)^2} \right)^{-(n+1)/2} dx dt \right)^{1/(n+1)}
\cdot \left( \int_0^T \int_{\mathbb{R}^n} |u(t, x)|^{(n+1)/n} \psi_r(t, x) dx dt \right)^{n/(n+1)}
\]
\[ \left( \int_0^T \int_{\mathbb{R}^n} |u(t, x)|^{(n+1)/n} \psi_r(t, x) \, dx \, dt \right)^{n/(n+1)} \leq C. \]

We set

\[ y(r) = \int_0^T \int_{\mathbb{R}^n} |u(t, x)|^{(n+1)/n} \psi_r(t, x) \, dx \, dt, \]
\[ Y(R) = \int_0^R \frac{y(r)}{r + 1} \, dr. \]

The Fubini theorem implies that \( Y \) is rewritten by

\[ Y(R) = \int_0^T \int_{\mathbb{R}^n} |u(t, x)|^{(n+1)/n} \int_0^R \frac{\psi_r(t, x)}{r + 1} \, dr \, dx \, dt. \] (16)

Since \( \phi_r(t, x) \) is increasing with respect to \( r \) for any fixed \( t \) and \( x \), the estimate

\[ \int_0^R \frac{\psi_r(t, x)}{r + 1} \, dr \leq C \phi_R(t, x) \] (17)

holds for any \( t \) and \( x \) with some positive constant \( C \) independent of \( t \) and \( x \). Indeed, we have

\[ \int_0^R \frac{\psi_r(t, x)}{r + 1} \, dr \leq \phi_R(t, x) \int_0^{\infty} \min \left\{ \left( \frac{t^2 + x^2}{(r + 1)^2} \right)^{1/2}, \left( \frac{t^2 + x^2}{(r + 1)^2} \right)^{-1/4} \right\} \frac{1}{r + 1} \, dr \]
\[ \leq \phi_R(t, x) \int_0^{\infty} \min\{r^{-1/2}, r^{-3/2}\} \, dr' \]

with \( r' = (t^2 + x^2)^{1/2}/(r + 1) \). Combining (16) and (17), the estimate

\[ Y(R) \leq C \int_0^T \int_{\mathbb{R}^n} |u(t, x)|^{(n+1)/n} \phi_R(t, x) \, dx \, dt \] (18)

holds. (15) and (18) imply that the estimate

\[ \varepsilon + Y(R) \leq C((R + 1)Y'(R))^{n/(n+1)} \]

holds with some positive constant \( C = C(n, p, f) \) independent of \( R \). Therefore, we have

\[ Y(R) \geq \left( \varepsilon^{-1/n} - C \log(R + 1) \right)^{-n} - \varepsilon. \]

Since the estimate above and \( Y(R) < \infty \) hold for any \( R \in (0, T_m) \) and \( R \) can be taken between \([0, T]\), we get

\[ T \leq T_m \leq \exp(C\varepsilon^{-1/n}). \]
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