Evaluating information-theoretic measures of word prediction in naturalistic sentence reading
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ABSTRACT

We review information-theoretic measures of cognitive load during sentence processing that have been used to quantify word prediction effort. Two such measures, surprisal and next-word entropy, suffer from shortcomings when employed for a predictive processing view. We propose a novel metric, lookahead information gain, that can overcome these short-comings. We estimate the different measures using probabilistic language models. Subsequently, we put them to the test by analysing how well the estimated measures predict human processing effort in three data sets of naturalistic sentence reading. Our results replicate the well known effect of surprisal on word reading effort, but do not indicate a role of next-word entropy or lookahead information gain. Our computational results suggest that, in a predictive processing system, the costs of predicting may outweigh the gains. This idea poses a potential limit to the value of a predictive mechanism for the processing of language. The result illustrates the unresolved problem of finding estimations of word-by-word prediction that, first, are truly independent of perceptual processing of the to-be-predicted words, second, are statistically reliable predictors of experimental data, and third, can be derived from more general assumptions about the cognitive processes involved.

1. Introduction

Over the last 15 years,1 the role of prediction during human language processing has fueled many debates in cognitive science and linguistics. In psycholinguistics, the idea of prediction has become a key explanation to the question of how humans process language so efficiently, for instance at “rates of 120–200 words per minute” (Broderick et al., 2017, p. 803) during speech comprehension. A general principle of prediction in language comprehension has strong explanatory power for many phenomena that have previously been observed in experimental studies, such as reduced reading time (Staub, 2015) and N400 strength (Kutas and Federmeier, 2011) for words that can be expected from prior sentence context, as well as for efficient turn taking in dialogue (Corps et al., 2018), to name only a few examples.

Theoretical accounts engaging with the anticipation of upcoming linguistic elements differ in the importance they attribute to predictive mechanisms for language processing, with some regarding the brain essentially as a proactive prediction machine (Bar, 2007; Clark, 2013; Friston, 2010; den Ouden et al., 2012), while others argue that prediction occurs under only under specific circumstances (Huetig, 2015) or even question the usefulness of a predictive mechanism for the processing of language (e.g., Jackendoff, 2007).

In the present work, we are particularly interested in the phenomenon of word prediction (as opposed to, e.g., prediction of syntactic structure; Staub and Clifton, 2006), a phenomenon supported by a large body of work (Dambacher et al., 2009; DeLong et al., 2005; Dikker et al., 2010; Dikker and Pyllkänen, 2013; Federmeier, 2007; Laszlo and Federmeier, 2009; Lau et al., 2014; van Berkum et al., 2005; Wicha et al., 2004).2 In particular, we investigate whether the upcoming word is probabilistically predicted (anticipated) from prior words, even before perceptual processing of the upcoming word commences.

Methodologically, this study follows a line of work that employs probabilistic language models (PLMs) to quantify cognitive load during human language processing. Trained on large text collections, PLMs assign probabilities to next words when presented with a sequence of prior words. Notably, the predictions these models make correlate with
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reading times (Goodkind and Bicknell, 2018; Hahn and Keller, 2016; Monsalve et al., 2012; Smith and Levy, 2013), N400 sizes (Frank et al., 2015), and voxel activation in the brain (Hale et al., 2015; Willems et al., 2016) during sentence or text comprehension.

For the evaluation of PLM-based measures of cognitive effort, it is common to collect human processing data over all words of naturally occurring sentences, rather than looking only at critical words of carefully crafted experimental items. Probabilities are then estimated over the same words and potential confounds are factored out in a large-scale regression analysis. This is also the approach we take here.

We study three sets of human data collected using EEG, eye-tracking, and self-paced reading while participants read naturalistic sentences. In the EEG data, we focus on the N400 event-related potential amplitude, an electrophysiological measurement of word level processing that is often interpreted as an index of predictive processing (van Petten and Luka, 2012). Similarly, both self-paced reading times and first-pass durations (measured in eye-tracking) have been found sensitive to predictive processes (van Berkum et al., 2005; Staub and Clifton, 2006).

In Section 2, we first describe information-theoretic metrics that have been proposed as measures of comprehension effort and discuss their interpretation in the context of predictive processing. Doing so, we find that two established measures, surprisal and next-word entropy, suffer from shortcomings. We propose a novel measure which we name lookahead-information gain, that can overcome the identified problems of surprisal and next-word entropy. Next, Section 3 describes a set of recurrent neural networks that we use as PLMs, provides detail about the experimental data, and explains our statistical analysis. We then investigate how the fit of the PLM-based measures to human data relates to how accurately the PLMs have captured the linguistic patterns.

In that last step we assume that any true predictors of word processing effort should result in stronger effects when computed from increasingly more accurate PLMs. Using this method, we demonstrate that neither next-word entropy nor lookahead information gain explain human reading effort in our data.

2. Information-theoretic processing measures

PLMs assign probabilities to words (or other linguistic units) given the prior context. Formally, they estimate \( P(\mathbf{w}_t | \mathbf{w}_{1:t-1}) \): the probability distribution over the possibly upcoming words \( \mathbf{w}_t \) conditional on the sequence of preceding words \( \mathbf{w}_{1:t-1} \). From now on, we will denote the preceding word sequence more concisely as \( \mathbf{w}_{1:t-1} \).

Different word prediction measures, rooted in information theory, can be derived from the probability distributions. We will discuss three: surprisal, next-word entropy, and our novel ‘lookahead information gain’ measure.

2.1. Surprisal

Hale (2001) and Levy (2008) argued that the surprisal of \( \mathbf{w}_t \) (defined in Eq. (1)) is a relevant measure for the amount of cognitive processing load required to process the word.

\[
S_t = -\log P(\mathbf{w}_t | \mathbf{w}_{1:t-1})
\]  

(1)

The surprisal measure can be derived in different ways (Levy, 2008; Smith and Levy, 2008, 2013). The following is based on Levy (2008) and highlights why surprisal has been viewed as a measure of word prediction. Suppose that the language processing system is like a perfectly predictive PLM in the sense that, after processing \( \mathbf{w}_{1:t-1} \) (but, crucially, before encountering any evidence about \( \mathbf{w}_t \)) it has constructed the probability distribution \( P(\mathbf{w}_t | \mathbf{w}_{1:t-1}) \). That is, for each word in the language, the system has estimated the probability that it will be the upcoming word. Further, we assume that when the actual next word is encountered there is no uncertainty about its identity. This means that the probability distribution \( P(\mathbf{w}_t | \mathbf{w}_{1:t-1}) \) ‘couples’ to \( P(\mathbf{w}_t | \mathbf{w}_{1:t}) \), where a single word has a probability of one and all other words have zero probability.

How much cognitive work is involved in the update of the probability distribution? The so-called Kullback-Leibler divergence (Kullback and Leibler, 1951), also known as relative entropy or information gain, is an information-theoretic measure for the amount of change in a probability distribution. It is defined as:

\[
D_{KL}(P || Q) = \sum_{w \in \mathcal{W}} P(w) \log \frac{P(w)}{Q(w)}
\]  

(2)

where \( P \) is the updated probability distribution (in our case: \( P(\mathbf{w}_t | \mathbf{w}_{1:t-1}) \)), \( Q \) is the original distribution (i.e., \( P(\mathbf{w}_t | \mathbf{w}_{1:t-1}) \)), and \( \mathcal{W} \) is the set of word types in the language. It is easy to prove that

\[
D_{KL}(P | Q) = \sum_{w \in \mathcal{W}} P(w) \log \frac{P(w)}{Q(w)}
\]  

Hence, probabilistic prediction implies that surprisal quantifies the amount of “information gained” when processing a word, which is reflected in the amount of cognitive processing effort required for comprehension.

The validity of the surprisal measure is uncontroversial. Particularly convincing findings are that surprisal scales linearly with word-reading time (Goodkind and Bicknell, 2018; Smith and Levy, 2013) and N400 size (Yan and Jaeger), and that more accurate PLMs assign surprisal measures that correlate more strongly with reading time (Goodkind and Bicknell, 2018; Monsalve et al., 2012) and N400 size (Frank et al., 2015). However, scepticism remains about whether these results are indicative of predictive processing. After all, effects of surprisal of \( \mathbf{w}_t \) are measured during (or after) processing the word. Hence, such effects fail to provide direct evidence that \( \mathbf{w}_t \) was activated before encountering any evidence of its identity (Smith and Levy, 2013).

2.2. Next-word entropy

The entropy of a probability distribution is a measure of the amount of uncertainty about the outcome of the probabilistic process (Shannon, 1948). In the concrete case of word-by-word language processing, entropy thus gauges the uncertainty about the identity of the upcoming word. If there is absolute certainty about what the next word will be (i.e., \( P(\mathbf{w}_{t+1} | \mathbf{w}_t = \epsilon) \) is zero for all words except one), the entropy equals zero. Conversely, maximum entropy is attained when all words are equally likely to appear next. Formally, the entropy of the distribution over upcoming words is defined as:

\[
H_t = -\sum_{w \in \mathcal{W}} P(\mathbf{w}_{t+1} | \mathbf{w}_t) \log P(\mathbf{w}_{t+1} | \mathbf{w}_t)
\]

Because \( H_t \) is computed from the probability distribution over \( \mathbf{w}_{t+1} \) (as opposed to \( \mathbf{w}_t \)), effects of \( H_t \) would constitute empirical evidence for next-word prediction. However, the role of next-word entropy in language comprehension has not been investigated as thoroughly as surprisal. Roark et al. (2009) report that higher entropy over words’ parts of speech (rather than the words themselves) leads to longer self-paced reading time. More recently, van Schijndel and Linzen (2019) found the entropy over the next-word distribution to positively correlate with reading time and argued that slowdowns are caused by the readers’ increased uncertainty about the upcoming word. In an analysis of fMRI data collected while participants listened to spoken narratives, Willems et al. (2016) found that lower next-word entropy correlates with higher activation of, among others, the left middle frontal gyrus and right inferior frontal cortex. They interpreted this in terms of pre-activation of words when there is high certainty (i.e., low entropy) about what the word is, as was the case for surprisal, \( \mathbf{w}_t \) is the word on which human processing data is compared to PLM predictions.

Note the small change in notation: we now consider the probability distribution over \( \mathbf{w}_{t+1} \) given the words up to and including \( \mathbf{w}_t \). As was the case for surprisal, \( \mathbf{w}_t \) is the word on which human processing data is compared to PLM predictions.
upcoming word could be. Lastly, Armien et al. (2019) investigated the
effect of next-word entropy on frequency-specific brain dynamics
recorded using MEG, finding that increased next-word entropy coincides
with higher theta-band source dynamics. Theta-band activity was
maximal at middle temporal and inferior frontal lobes. Further, the
authors report increased beta-band activity for decreased next-word
entropy in left central and superior temporal areas, as well as in the
angular gyrus.

Although these next-word entropy effects could be taken as evidence
for (probabilistic) next-word prediction, there are two caveats. First, in
both the fMRI data of Willems et al. (2016) and the MEG data of Armi-
en et al. (2019), evidence about \( w_t \) is already available at the point where
the \( H_t \) effect occurs: co-articulation can provide information about
the upcoming word in spoken language, for instance between determiners
and nouns (Salverda et al., 2014). Moreover, the slowness of the BOLD
response in MRI means that effects of \( H_t \) actually arise several words
downstream.

Second, the entropy measure lacks a theoretical foundation as an
estimation of processing effort. Unlike surprisal, it is not derived from
assumptions about cognitive load during probabilistic processing. Why
would higher next-word entropy lead to slower reading? What is the
cognitive work being performed in this additional processing time?

If we attempt to derive next-word entropy similarly to surprisal (see
Section 2.1) we find that this fails. We start again with the Kullback-
Leibler divergence (Eq. (2)) but now, \( P \) represents the upcoming word
distribution \( P \ w_t | \ w_{t-1} \) and \( Q \) is the previous distribution over \( w_{t-1} \) (i.
.e., before encountering \( w_t \)): \( P \ w_t | \ w_{t-1} \). Thus, \( D_{KL} P \parallel Q \) again
measures the amount of probability distribution update involved in
processing word \( w_t \), but now it refers to the upcoming word \( w_t \). Put
differently, \( D_{KL} P \parallel Q \) quantifies the amount of cognitive effort in
involving the probabilistic next-word prediction \( P \ w_t | \ w_{t-1} \). This
measure reduces to negative next-word entropy if \( P \ w_t | \ w_{t-1} \) is
uniform, that is, the probability is divided equally over all words:
\( P \ w_t | \ w_{t-1} \) \( = \) \( W \), where \( W \) is the number of word types in the
language. In that case:

\[
D_{KL} P \parallel Q = \log |W|,
\]

where the constant term \( \log |W| \) can be ignored.\(^5\) Clearly, this outcome is not satisfactory.\(^5\) It predicts a negative
entropy effect, that is, higher \( H_t \) would correspond to faster reading of
\( w_t \). This is the opposite of what has been observed (Roark et al., 2009;
van Schijndel and Linzen, 2019). Second, it is very unrealistic that all
words would be considered equally likely to occur at \( t + 1 \) after pro-
cessing \( w_{t-1} \).

2.3. Lookahead information gain

We call our novel measure lookahead information gain (LIG) because it
quantifies the information gained (in the information-theoretic sense, see
Section 2.1) due to processing \( w_t \) when the system probabilistically
looks ahead to \( w_{t+1} \). Hence, it combines aspects from the surprisal and
next-word entropy measures: Like surprisal, LIG is derived from the
Kullback-Leibler divergence measuring the amount of change in the
probability distribution due to encountering word \( w_t \) and, like next-
word entropy (but unlike surprisal), it is a truly forward looking
measure.

We begin again with the assumption that the language processing
system constructs a probability distribution \( P \ w_t | \ w_{t-1} \). The (hy-
pothesized) amount of cognitive effort required to construct this distri-
bution equals the Kullback-Leibler divergence from the previous
distribution \( P \ w_t | \ w_{t-1} \).

In Section 2.2, we showed that the next-word entropy measure is
implicitly based on the unrealistic assumption that this previous distri-
bution is uniform. However, even if the language processing system does
not predict two words ahead, it could at least use the words’ uncondi-
tional probabilities, that is, \( P \ w_t | \ w_{t+1} \), \( P \ w_t \), where \( P \ w_t \) can
simply be estimated from the word’s base frequency. This reasoning
yields one version of lookahead information gain:

\[
LIG_t \parallel D_{KL} P \ w_t | \ w_{t-1} \ || \ P \ w_t .
\]

If we believe that the language system predicts two words ahead (i.e.,
when \( P \ w_t | \ w_{t+1} \), the measure becomes:

\[
LIG_t \parallel D_{KL} P \ w_t | \ w_{t-1} \ || \ P \ w_t | \ w_{t+1} .
\]

Studies investigating surprisal effects have shown that the cognitive
effort involved in adjusting a word probability distribution is observable
in online measures of reading difficulty, such as reading times and N400
sizes. Hence, in a truly predictive language processing system, we expect
the \( LIG_t \) and/or \( LIG_{t+1} \) measures of probability-distribution update to
quantify cognitive effort and therefore account for human reading data
as well.

3. Methods\(^6\)

3.1. Probabilistic language models

To estimate the information theoretic metrics of sentence processing
effort outlined in Section 2 we rely on a probabilistic language model,
implemented as a Long Short-Term Memory (LSTM) recurrent neural
network (Hochreiter and Schmidhuber, 1997).

For the PLMs estimating \( P \ w_t | \ w_{t-1} \), we use the LSTM models
described in Aurnhammer and Frank (2019). The performance of a
specific neural network architecture depends not only on the training
materials it is presented with, but also their presentation order and on
the network’s random initial weights. To account for this kind of vari-
ation, Aurnhammer and Frank (2019) made use of six LSTMs, each of
which was trained with different initial weights (drawn randomly from
a uniform distribution between 0.1; with initial biases 0). Additionally,
for each of the LSTMs the order of the training sentences, taken from
the ENCOW corpus (Schafer, 2015), was varied randomly. The entire corpus
consisted of 6.47 million sentences (94,422,754 word tokens) and
comprised a vocabulary of 10,103 word types.

In the subsequently described steps, all information theoretic-metrics
are computed from the probability distributions averaged over the six
LSTMs. We refer to this ‘average language model’ as PLM from here on.

For the estimation of \( LIG_t \) we proposed a word-frequency based prior
distribution \( P \ w_t | \ w_{t-1} \ \ P \ w_t \) (see Eq. (3)). We generate this
unigram model from the word frequencies in the full training corpus. To
compute \( LIG_{t+1} \) from two fully conditional probability distributions (Eq.
(4)), we use the already trained language models as forward models.
After each next-word prediction step, we apply the chain rule to obtain
the probability distribution over all possible words one further step
ahead.\(^5\)

In order to ascertain whether the language models were effectively
trained we assess the surprisal (Eq. (1)) on the unseen experimental
stimulus materials at different points during training. Better language
models assign higher probabilities to the actually occurring words and
thus surprisal is expected to be lower, the more sentences the PLM has
been trained on. Additionally, we report on \( LIG_t \) and \( LIG_{t+1} \), as specified in
Eqs (3) and (4), again at different points during training in order to

\(^5\) All code and data will be made available at github.com/caurnhammer/ AurnhammerFrank_LIG
\(^6\) We also followed a less elegant method in which we trained six additional
LSTM models to predict \( P \ w_t \) after seeing only \( w_{t-1} \), that is, after observing
all words up to, but not including, the current word. We provide the results of this
approach in Appendix B.
assess the behaviour of this new metric as a function of language model quality. We report on the performance of the PLM in Section 4.1.

3.2. Human sentence processing data

The information-theoretic measures we discussed above are compared to human data from three reading studies, collected using electroencephalography (EEG), eye-tracking (ET), and self-paced reading (SPR). The EEG data was published by Frank et al. (2015) and the ET and SPR data by Frank et al. (2013). The sentence stimuli used in the experiments are sampled from unpublished English novels. After half of the sentences, the participants were asked yes/no question to test comprehension.

Table 1 summarises the properties of the three experiments with regard to the number of participants, the number of word tokens and sentences used as well as the length of the sentences and the number of observations in each data set. The ET experiment made use of a subset of the SPR sentences that fitted on a single line on the computer screen. The same, shorter sentences were used in rapid serial visual presentation during the EEG experiment. In the SPR experiment, each subject received a random subset of the 361 possible sentences.

3.3. Data analysis

Our strategy to assess the fit of the information theory-based formalisations of predictive processing is to set each of the metrics in relation to the amount of training data that was presented to the language models (compare Frank et al., 2015; Goodkind and Bicknell, 2018; Monsalve et al., 2012). To this end, we compute each measure for all words in the 361 stimuli sentences from the language model after training it on 1K, 3K, 10K, 30K, 100K, 300K, 1M, 3M and 6.47M sentences. The relation of the measures to SPR times, first-pass durations, and N400 sizes is assessed for each of these training steps. At each step, the metrics of predictive processing are computed and their relation to SPR times, first-pass durations, and N400 sizes is assessed. Any observed effects should become stronger with the PLM having learned more about the language’s statistical properties. Hence, if effects do not grow with the number of training sentences, we see this as reason to doubt that they truly stand in relation to the prediction effort as estimated by the PLM. Especially for less studied metrics such as next-word entropy or our new lookahead information gain, this approach is superior to individual analyses based on single fully trained models.

3.3.1. Data exclusion

In all three data sets, we exclude observations on sentence-initial and sentence-final words, words before a comma, and words with clitics. Since our reading-time analysis (Section 3.3.2) includes factors from previous words, we also remove words directly following a comma or clitic. In addition, we exclude all trials with reading times below 50 ms or over 3500 ms, and all EEG trials with artefacts (e.g., blinks) as indicated by Frank et al. (2015). Finally, we remove all non-native English speaking participants from the analyses as well as all participants who did not answer correctly to at least 80% of the yes/no comprehension questions.

| Exp. | Part. | Sent. | Range sent. len. | Mean sent. len. | Tokens | Obs. |
|------|------|------|------------------|-----------------|--------|-----|
| EEG  | 24   | 205  | 5-15            | 9.4             | 1931   | 32,033 |
| ET   | 35   | 205  | 5-15            | 9.4             | 1931   | 32,074 |
| SPR  | 54   | 361  | 5-39            | 14.1            | 4957   | 136,078 |

3.3.2. Regression analyses

Data are analysed in linear mixed-effects regression models (LMEs), using lme4 (Bates et al., 2015) in R (R Core Team, 2015).

Dependent variables. Reading times are log-transformed and N400 sizes, following Frank et al. (2015), are defined as the average potential on central-parietal electrodes in the 300–500 ms window respective to stimulus onset.

Independent variables. In all data sets, the regression includes as fixed effects: log-transformed word frequency in the training corpus, word length (number of characters), and word position in the sentence. Reading times are subject to so-called spillover effects, that is, processing effort at \( w_{i-1} \) affects reading time at \( w_i \) (Rayner, 1998). To account for this, we include word frequency and word length of the previous word in the analysis. The analysis of the SPR data set factors out the correlation between subsequent RTs, a typical phenomenon of the SPR paradigm, by entering the log-transformed RT on the previous word into the model. In the EEG data, baseline activity is controlled for by entering the average electrode potential in the 100 ms leading up to word onset into the regression. To account for word skipping in the eye-tracking data, a binary factor is used in the ET model, indicating whether the previous word was fixated. Additionally, the regression models include all two-way interactions between all fixed effects and a random effects structure with by-subject and by-item random intercepts, as well as by-subject random slopes for all fixed-effect predictors. All numerical predictors were scaled to z-scores.

Model comparison. To investigate the extent to which the information theoretic-metrics explain variance in reading times and N400 sizes, we employ regression model comparisons assessing the decrease in deviance. Since the significance of surprisal as a predictor in the three data sets is already well established and is a potential confound for all other formalisations of predictive processing effort, we first build a regression model that only includes the baseline factors, as described above, as well as surprisal as a fixed effect and as a by-subject random slope. For reading times, this baseline also includes surprisal on the previous word as fixed and as random effect. This model is then compared to a second model that also includes one of the other three variables (H, LIG1, or LIG2), together with their previous-word counterparts for RTs (except previous word H because this equals the expected value of the current word’s surprisal), again as fixed and as random effects. Mirroring this, we also obtain the unique effect of surprisal by comparing the deviance of regression models that include one of H, LIG1, or LIG2, to a second model that includes also surprisal.

The decrease in deviance between two models is expressed as a \( \chi^2 \)-statistic where the degrees of freedom equals the number of additional predictors in the larger model. We indicate effects in the expected direction (i.e., positive for reading time, negative for N400 size) by positive \( \chi^2 \), and add a minus sign for reverse effects. Note that, for the negative-going N400 deflection, positive \( \chi^2 \) therefore indicates stronger negativities.

4. Results

4.1. Language model training

Fig. 1 depicts the relation between the amount of training data, the \( D_{KL} \) on the word \( w_i \) (surprisal) and on the word \( w_{i-1} \) (LIG1 and LIG2). The better the averaged PLM becomes the higher become the probabilities assigned to the test items. As a function of this, average surprisal decreases. Unexpectedly, both LIG1 and LIG2 increased with training (although LIG1 at first decreased), indicating that with better PLMs more and more probability mass needs to be shifted when updating predictions about \( w_i \).
4.2. Effects of prediction measures

Fig. 2 presents the goodness-of-fit of surprisal and next-word entropy as a function of the number of sentences the PLM was trained on. As we showed in Fig. 1, the amount of training data is a valid indication of language model quality in our models. In each of the three data sets, the effect of surprisal over and above next-word entropy is highly similar to the effect of surprisal over only the baseline factors, as reported by Aurnhammer and Frank (2019).

In the EEG data, all PLM training steps lead to next-word entropy measures that predict N400 sizes over and above what is accounted for by surprisal. However, unlike for surprisal, the LMEM comparisons indicate that more accurate next-word entropy leads to weaker regression improvements. In the ET data, some intermediary models improved the regression models, but next-word entropy computed from the best PLM did not substantially improve the fit of the regression. The situation is even clearer in the SPR analysis in which the best PLMs lead to goodness-of-fit measures that group around $\chi^2 \approx 0$.

In the next series of regression models LIG$_1$ was analysed, leading to the goodness-of-fits depicted in Fig. 3. Entering LIG$_1$ values into the EEG analysis lead to model improvements with positive sign, indicating that higher LIG$_1$ is related to higher N400 size. However, model improvement due to LIG$_1$ does not increase steadily as corpus sizes of the PLM do. In the ET and the SPR data, adding LIG$_1$ to the regression resulted in no shape deviating from zero in clear direction. For LIG$_2$ there appears to be no consistent relationship between the linguistic accuracy of the PLMs and reading times.

Lastly, Fig. 4 displays model fits of LIG$_2$. In the EEG data, the goodness-of-fit values obtained from lookahead information gain resemble the ones obtained from next-word entropy, with the difference that the $\chi^2$-values for the EEG data are larger for next-word entropy. Striking similarities can also be observed between LIG$_1$ and LIG$_2$ fits on the ET data. Resulting from the SPR model comparisons, deviations from zero-$\chi^2$ are both positive and negative going until the final models indicate a negative relation between LIG$_2$ and reading time.

5. Discussion

In our evaluation of three information-theoretic metrics of predictive processing against three data sets of human sentence reading, each measure yielded partly non-zero results, many of which would have earned the label “significant” if they were subjected to a single-comparison null-hypothesis test. In many cases, however, these effects did not consistently grow with PLM training. This finding underlines that analysis metrics estimated by only a single PLM instance need to be interpreted with great caution. Due to the exploratory nature of our study and the large number of comparisons, we refrain entirely from claiming statistical significance. Instead we focus on assessing the relationship between language model quality (as varied by manipulating the number of training sentences) and the resulting goodness-of-fit.

Based on this method none of the effects of next-word entropy and lookahead information gain can be set into a straightforward relation to the number of sentences that the PLMs were trained on. It remains to be established what leads to the striking similarities between some of the results of next-word entropy, and the two lookahead information gain variants. While the figures may suggest that, in the EEG and ET data, the effects of next-word entropy and lookahead information gain become overshadowed by the effect of surprisal for better PLMs, LMEM comparisons between regression models including next-word entropy and a baseline without surprisal take virtually the same form (see Appendix C).

5.1. Next-word entropy

Strikingly, we did not replicate the effect of next-word entropy on SPR data reported by van Schijndel and Linzen (2019). Although they used a similar amount of training data as we did in this work, their PLM was trained for many epochs and possesses two recurrent layers and is therefore superior to ours. Nevertheless, we would have expected to see an effect of next-word entropy arise over training time even with our simpler model, as it very clearly did for surprisal. Apart from the differences in PLMs, our SPR data analysis differed from van Schijndel & Linzen’s in that we factored out previous-word effects of baseline variables. Further, our data set is smaller compared to the Natural Stories Corpus (Putrell et al., 2018) used by van Schijndel & Linzen which consists of 485 sentences that were read by 181 participants. These differences need further exploration to determine the disagreement between the two sets of results.

Roark et al. (2009) reported an effect on self-paced reading time of the next-part-of-speech entropy but no effect of next-word entropy. Since our analysis did not explicitly tease apart part-of-speech from word entropy, we expected our language model to indirectly learn at least some aspects of the occurrence probabilities of different parts of speech. Nonetheless, the absence of next-word entropy effects in our results is specifically clear for self-paced reading times.

5.2. The cost of predicting

In generating the lookahead information gain estimates, we observed that with better PLMs (i.e., more training) the LIG measures become larger on average. Notably this occurred regardless of whether the probability of the word after the next word was computed from base frequencies (LIG$_1$) or explicit prediction (LIG$_2$). This was unexpected given that better trained language models should gain less information from each incoming word. Why does it happen nonetheless? The Kullback-Leibler divergence, which forms the basis for our LIG definitions, can be rewritten as

$$D_{KL} P||Q \quad H P, Q \quad H P,$$

where $H P, Q$ is the so-called cross-entropy, a measure of the difference between $P$ and $Q$. For our LIG measures, $P$ is the distribution over
upcoming words \( w_{1-1} \) after encountering the current word \( w_i \) (as estimated by the PLM), and \( Q \) is the distribution before encountering \( w_i \) (estimated by its unigram frequency or by using the PLM as a forward model). These two distributions become more similar over training because both PLMs learn to predict \( w_{1-1} \). This leads to a decrease in \( \text{H} P, Q \). However, the next-word entropy \( \text{H} P \) decreases faster, thereby increasing \( D_{\text{KL}} \) (and hence, increasing LIG).

As is easy to see from Eq. (5), in order for LIG to decrease \( H, P, Q \) must decrease faster than \( H, P \). Apparently, this is not what happens, even for \( \text{LIG}_1 \), which does not depend on forward modeling but uses unigram frequencies instead. Hence, our simulations show how learning to predict \( w_{1-1} \) reduces processing effort on that word but also, ironically, increases effort on \( w_i \) due to the rising cost of making more and more accurate predictions about \( w_{1-1} \). While most theories of predictive processing claim to explain the efficiency of language processing, our approach highlights the idea that prediction also incurs additional costs on the language comprehension system. Under strong assumptions of predictive processing, \( \text{LIG} \) would be assumed to be a useful measure of predictions given existing predictions. Taken to the extreme, our results may even raise doubts about the value of predictive language processing.

6. Conclusion

In this study, we replicated a well known relationship: the predictive power of surprisal on N400 sizes and reading times grows with language models that capture the linguistic structures on which they are trained increasingly well, clearly demonstrating the validity of this method. Applying this method to both next-word entropy and two variants of our newly proposed metric, lookahead information gain, we find no positive relation between any of the measures and language model quality.

If probabilistic word prediction reliably occurs across items and participants, our method and measures provide good conditions to detect potential effects of prediction effort on N400s and reading times. A thorough look at how much information is gained at each word during next-word prediction in the PLMs raises the question of how the benefits of a predictive processing mechanism relate to its costs.
Fig. 4. The goodness-of-fit (χ²) of LIG₂ and surprisal is plotted as a function of the number of training sentences. The panels on the left, in the middle, and on the right correspond to EEG, ET, and SPR data.

Taken at face value our study does not support predictive processing. This holds at least to the extent to which our word-prediction model captures the information that humans would presumably capitalise on for their predictions. In this regard it is worth noting that the language model approximations of predictive processing employed in this study are by definition incomplete. They are based only on the words present in one sentence up until and including the currently processed word. As such, the PLM does not account for many other predictive cues, such as extra-sentential discourse context (Otten and van Berkum, 2008), world knowledge (Bicknell et al., 2010), non-verbal factors (Rommers et al., 2015).

Appendix A. Derivation of next-word entropy

In Section 2.3, we claimed that the Kullback-Leibler divergence between the previous and current probability distribution over w₁, \( D_{KL} P || Q \) equals the negative next-word entropy if the previous distribution is assumed to be uniform, that is, \( P \ w₁ \ W \). This is derived as follows:

\[
D_{KL} P || Q = \sum_{w \in W} P \ w₁ \ | \ w₁ \ldots \ w₄ \ \log \left( \frac{P \ w₁ \ | \ w₁ \ldots \ w₄}{Q \ w₁} \right) \\log |W| \\
= \sum_{w \in W} P \ w₁ \ | \ w₁ \ldots \ w₄ \ \log P \ w₁ \ | \ w₁ \ldots \ w₄ \ \log |W| \\
= \sum_{w \in W} P \ w₁ \ | \ w₁ \ldots \ w₄ \ \log |W| 
\]

\[
H \ w₁ \ | \ w₁ \ldots \ w₄ \ = \ \log |W| 
\]

Appendix B. Computing LIG₂ from two separate PLMs

As an alternative to forward modeling, the probabilities of \( w₁ \) can be estimated by a language model that estimates \( w₁ \) after seeing only the words in a sentence up until (and including) \( w₁ \). Using identical network architectures and training regimes as described in 3.1, we computed LIG₂ by taking \( P \ w₁ \ | \ w₁ \ldots \ w₄ \) from the LSTMs used before but \( P \ w₁ \ | \ w₁ \ldots \ w₄ \) from LSTMs predicting two words ahead. The results of this approach are provided in Figure B.5.
Fig. B.5. The goodness-of-fit ($\chi^2$) of $LIG_2$ computed from a PLM predicting the next word and a PLM predicting two words ahead. Surprisal is plotted as a function of the number of training sentences. The panels on the left, in the middle, and on the right correspond to EEG, ET, and SPR data.

Appendix C. Individual effects of prediction measures

Figures C.6, C.7, C.8, and C.9 provide the goodness-of-fit of surprisal, $H$, $LIG_1$, and $LIG_2$, respectively, over a regression model that includes only baseline effects.

Fig. C.6. Goodness-of-fit of surprisal over baseline factors.
Fig. C.7. Goodness-of-fit of next-word entropy over baseline factors.

Fig. C.8. Goodness-of-fit of $LIG_1$ over baseline factors.

Fig. C.9. Goodness-of-fit of $LIG_2$ over baseline factors.
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