I. INTRODUCTION

Since the discovery of the charge density wave (CDW) instability in several families of one- (1D) and two-dimensional (2D) conductors such as the Krogmann salts [1], organic charge transfer salts [2] and transition metal dichalcogenides [3], the unconventional physics associated with these instabilities [4] as well as the search for new families of CDW materials (for recent reviews see [5, 6]) has been the focus of continued attention. The basic mechanism of the CDW instability is well understood for 1D metals [7]. Due to their simple band structure the Lindhard response function, which is the Fermi wave vector of the 1D electron gas) and transverse components at \( T_1 \) and \( T_2 \), respectively, whereas the second maximum is not observed for \( m\)-TaS\(_3\) at \( T_2 \). Analysis of the different inter-chain coupling mechanisms leads to the conclusion that FS nesting effects are only relevant to set the transverse \( a^* \) components in NbSe\(_3\). For the transverse coupling along \( c^* \) in NbSe\(_3\) and along both \( a^* \) and \( c^* \) for \( m\)-TaS\(_3\), one must take into account the strongest inter-chain Coulomb coupling mechanism. Phonon spectrum calculations show the formation of a giant 2\( k_F \) Kohn anomaly in \( m\)-TaS\(_3\). All these results support the weak coupling scenario for the Peierls transition of transition metal trichalcogenides.

NbSe\(_3\) and monoclinic-TaS\(_3\) (\( m\)-TaS\(_3\)) are quasi-1D metals containing three different types of chains and undergoing two different charge density wave (CDW) Peierls transitions at \( T_1 \) and \( T_2 \). The nature of these transitions is discussed on the basis of first-principles DFT calculation of their electron-hole Lindhard response function. As a result of stronger inter-chain interactions the Fermi surface (FS) and Lindhard function of NbSe\(_3\) are considerably more complex than those for \( m\)-TaS\(_3\); however a common scenario can be put forward to rationalize the results. The intra-chain inter-band nesting processes dominate the strongest response for both type I and type III chains of the two compounds. Two well-defined maxima of the Lindhard response for NbSe\(_3\) are found with the \((0a^*, 0c^*)\) and \((1/2a^*, 1/2c^*)\) transverse components at \( T_1 \) and \( T_2 \), respectively, whereas the second maximum is not observed for \( m\)-TaS\(_3\) at \( T_2 \). Analysis of the different inter-chain coupling mechanisms leads to the conclusion that FS nesting effects are only relevant to set the transverse \( a^* \) components in NbSe\(_3\). For the transverse coupling along \( c^* \) in NbSe\(_3\) and along both \( a^* \) and \( c^* \) for \( m\)-TaS\(_3\), one must take into account the strongest inter-chain Coulomb coupling mechanism. Phonon spectrum calculations show the formation of a giant 2\( k_F \) Kohn anomaly in \( m\)-TaS\(_3\). All these results support the weak coupling scenario for the Peierls transition of transition metal trichalcogenides.
appropriate. That a weak coupling mechanism does not seem to from being understood. Although the electronic structure of the Peierls transition is still far from being understood. 

Recent calculations of the band structure of this material so clearly show that there is no clear maximum that can account for the nearly $3^{3}$ modulation of this material so that a weak coupling mechanism does not seem to be appropriate.

Here we report and analyse the first-principles Lindhard function calculation for NbSe$_3$ and $m$-TaS$_3$ for which the mechanism of the Peierls transition is still far from being understood. Although the electronic structure of these solids has been the subject of several studies [24-31], the Lindhard response function has never been reported hampering a full discussion of the microscopic origin of the $q_1$ and $q_2$ modulations. This question has been raised again by several recent experimental investigations of the electronic structure in particular via ARPES measurements. While the first ARPES measurements pointed out the importance of Fermi surface (FS) nesting processes [29, 32], more recent investigations emphasized the role of intra- [30] and inter-chain [31] Coulomb interactions. The present study usefully complements our recent work on the blue bronze [22] since both materials are quasi-1D metals and exhibit nonlinear conductivity yet many experimental results suggest that the mechanism of the CDW instability in the two materials must differ significantly [5].

In this work, as well as in recent studies [21, 22], considering the charge response of a low dimension electron gas to an external potential caused by the coupling to the phonon field, the Lindhard response is taken as a scalar quantity (note that a tensorial form of the Lindhard response should be used to describe the inter-atomic response when phonon dynamics is considered). $\chi(q,\omega)$ is generally defined as a complex quantity whose real part for $\omega=0$, probes the tendency of the system to exhibit a CDW instability and whose imaginary part corresponds to the density of states of $(q,\omega)$ electron-hole excitations. In the limit $\omega \rightarrow 0$, the imaginary part exhibits maxima for nesting conditions of the FS: $\epsilon_i(k) = \epsilon_j(k+q) = E_F$ [33]. For 2D metals such as tellurides and dichalcogenides, the maxima of the real and imaginary parts of the Lindhard function are found to be different. Thus, for these materials the simple consideration of the best $q$ nesting conditions of the FS does not imply that the system should undergo a CDW instability at this particular $q$ wave vector. In fact the CDW instability occurs for the $q$ wave vector at which the $\omega=0$ real part of the Lindhard function (simply called Lindhard function below and given by Eq. 1) exhibits a low temperature divergence; such $q$ divergence is built from multiple connections between $|i,k>\text{ and } |j,k+q>$ electronic states over a large $k$ range connecting $\epsilon_i(k)$ and $\epsilon_j(k+q)$ energies from each side of the Fermi level (and not only at the Fermi level). This is the reason why, in spite of previous considerations of nesting properties of the strongly hybridized multilayer FS of NbSe$_3$ probed by ARPES [29, 32], we have undertaken the direct calculation of the Lindhard function for transition metal dichalcogenides.

II. COMPUTATIONAL DETAILS

DFT calculations [34, 35] were carried out using a numerical atomic orbitals approach, which was developed for efficient calculations in large systems and implemented in the SIESTA code [36, 37]. We have used the generalized gradient approximation (GGA) to DFT.
and, in particular, the functional of Perdew, Burke and Ernzerhof. Only the valence electrons are considered in the calculation, with the core being replaced by norm-conserving scalar relativistic pseudopotentials factorized in the Kleinman-Bylander form. The non-linear core-valence exchange-correlation scheme was used for all elements. We have used a split-valence double-$\zeta$ basis set including polarization functions. The energy cutoff of the real space integration mesh was 550 Ry. To build the charge density, the Brillouin zone (BZ) was sampled using a grid of $(21 \times 89 \times 21)$ $k$-points. The phonon band structure for $m$-TaS$_3$ was calculated using the finite differences method within a $1 \times 11 \times 1$ supercell considering a $k$-point grid of $5 \times 3 \times 3$, an energy cutoff of the real space integration of 2000 Ry and a 50 K Fermi-Dirac smearing. The unit cell was previously relaxed until the forces on the atoms were below $3 \times 10^{-4}$ meV/Å.

The Lindhard response function,

$$\chi(q) = -\sum_{i,j} \sum_k f_F(\epsilon_i(k)) - f_F(\epsilon_j(k + q)) \epsilon_i(k) - \epsilon_j(k + q),$$

was obtained from the computed DFT band eigenvalues $\epsilon_i(k)$. The integral over $k$-points of the BZ was approximated by a direct summation over a dense, regular grid of points. As the Lindhard function is more sensitive to the accuracy of the BZ integration than the total energy, especially in very anisotropic systems, and/or in the presence of hot spots in the band structure (e.g. saddle points with the corresponding van Hove singularity in the DOS), the $k$-points grid used for its calculation must be more dense than in the standard self-consistent determination of the charge density and Kohn-Sham energy. The calculations are done, nevertheless, using the eigenvalues obtained in the DFT calculation for the coarser grid, and interpolating their values in the denser grid, using a post-processing utility available within the SIESTA package. In this work, for the calculation of the Lindhard response function, the BZ was sampled using a grid of $(64 \times 256 \times 64)$ $k$-points. The four partially filled bands for TaS$_3$, respectively five for NbSe$_3$, were those taken into account in the calculations. Note that Eq. (1) is strictly valid for plane waves. In the case of Bloch wave functions each numerator of this equation should incorporate the squared matrix element $<i,k|\exp(iqr)|j,k+q>^2$. In Section IV we use the plane wave approximation as is currently used in the literature and we discuss the validity of this approximation in Sect. IV-B.

III. ELECTRONIC VS. CRYSTAL STRUCTURE

Although the electronic structures of $m$-TaS$_3$ and NbSe$_3$ have already been reported in the literature, it is essential to understand how the details of the crystal structure are related to the band structure and FS in order to fully grasp the information contained in their Lindhard response functions. As shown in Fig. 1, the unit cell of NbSe$_3$ contains six chains of Nb atoms trigonally coordinated with Se atoms running along $b$. As mentioned above, there are three different types of NbSe$_3$ chains; in those of type I and type III one of the Se-Se triangular sides is very short and compatible with a Se-Se bond. However, in chains of type II such distance is too long to be associated with a Se-Se bond. It is important to note (see Fig. 1b) that since two adjacent chains are displaced by half the repeat vector along the chain direction ($b$), every transition metal atom is coordinated to six Se atoms of its own chain and two additional Se atoms of the neighboring chains. i.e. they are really eight-coordinated, thus leading to (b, c) NbSe$_3$ layers. There are several Se...Se contacts, both intra-layer and inter-layer ones, shorter than twice the van der Waals radii of Se (i.e. 3.8 Å) conferring some 3D character to this structure.

For electron counting purposes the isolated Se atoms must be considered as $Se^{2-}$ but those involved in Se-Se bonds as $(Se^{2-})^2$. Consequently, the system can be formulated as $2 \times [Nb_I(Se^{2-})(Se^{2-})^3] + Nb_{III}(Se^{2-})^3$. In other words, there are two electrons to fill the low-lying bands of six NbSe$_3$ chains. Since the Nb atoms of chains II are formally $d^0$ the two electrons will fill the low-lying bands of chains I and III. For a transition metal atom in a trigonal prismatic coordination there are three low-lying $d$ orbitals. With a local coordinate axis with the $z$ direction along the chain direction (i.e., $b$) and the bisector of the $x$ and $y$ axes lying on the approximate bisector plane of the chain, these orbitals are $d_{yz}$, $d_{xy}$ and $d_{x^2-y^2}$. Because the Nb atom of one chain lies on the same plane as the Se atoms of the two neighboring chains (Fig. 1b), the $d_{xy}$ and $d_{x^2-y^2}$ orbitals strongly interact with the $p_x$ and $p_y$ of the two Se atoms and the $d_{z^2}$ orbitals are pushed to high energies. Under such circumstances, the only low-lying Nb $d$ orbitals remaining are the $d_{z^2}$ of Nb$_I$ and Nb$_{III}$. Consequently, there are just two electrons to fill the four low-lying bands of NbSe$_3$ which are based on the $d_{z^2}$-type orbitals of the Nb atoms in chains I and III, i.e. a set of four quarter-filled $d_{z^2}$-type bands.

All these structural and electronic features of NbSe$_3$ are shared by $m$-TaS$_3$. However, since the sulphur orbitals are less spread than those of selenium, the inter-chain and inter-layer interactions in $m$-TaS$_3$ are weaker thus leading to simpler, less warped FSs. Thus, we will start our analysis considering the electronic structure of $m$-TaS$_3$. The calculated band structure around the Fermi level is shown in Fig. 2. In this figure we also present a fatband analysis of the band composition: the size of the green, blue and red circles is proportional to the Ta$_I$, Ta$_{III}$ and Ta$_{III}$ character, respectively. It is clear from this figure that the bands based on the Ta$_{III}$S$_3$ chains lie higher than the Fermi level and thus should not be primarily affected by the CDW modulations, and that the
Ta$_{III}$S$_3$ and Ta$_I$S$_3$ chains lead to the two inner (red) and outer (green) partially filled bands, respectively.

The calculated FS is shown in Fig. 3. As expected, it contains four pairs of sheets. The two inner ones, originating from the Ta$_{III}$S$_3$ chains, are considerably warped whereas the two outer ones, originating from the Ta$_I$S$_3$ chains, are very flat. It is somewhat unexpected that the really warped sheets of the Fermi surface are those associated with the tilted Ta$_{III}$S$_3$ chains whose $q_1$-CDW exhibits nil components along the inter-chain ($c$) and inter-layer ($a$) directions whereas the very flat sheets are those associated with the Ta$_I$S$_3$ chains which exhibit a $q_2$-CDW with 1/2 component along both directions. Looking at the band structure of Fig. 2a along the $\Gamma \rightarrow X$ direction, it is clear that one of the red bands (Ta$_{III}$S$_3$ chains) exhibits a quite sizable dispersion whereas the very flat sheets are those associated with the Ta$_I$S$_3$ chains, which exhibit a $q_2$-CDW with 1/2 component along both directions. This suggests that the chains of type III undergo non negligible inter-chain interactions along $a$ whereas the chains of type I are subject to weaker inter-chain interactions along this direction. In Figs. 2a and c we show the dispersion of the red and green bands along the $a^*$ and $c^*$ directions for a $b^*$ component of 1/8 (i.e. practically at the Fermi level). It is clear that the warping of the inner sheets, associated with the red bands, is largely dominated by the interaction along the $a^*$ (inter-layer) direction. In contrast, for the outer sheets the small warping seems to be due to smaller interactions in both $a^*$ and $c^*$ directions.

Analysis of the S...S inter- and intra-layer interactions in m-TaS$_3$ (see Fig. 4) provides useful hints to understand the warping of the Fermi surface sheets. The high temperature transition, occurring on the Ta$_{III}$S$_3$ chains, is due to the coupling between the inner sheets of the FS. Although every one of these sheets is clearly warped, the fact that they have opposite warping makes the two pairs of sheets well nested by a vector with nil $a^*$ and $c^*$ components (i.e. the red nesting vector $q_{III}^{per}$ in Fig. 3). The reason for this opposite curvature is that the orbitals of the two Ta$_{III}$S$_3$ chains of one layer lead to in-phase and out-of-phase combinations which thus, when interact directly along the inter-layer $a^*$ direction (red dotted arrows in Fig. 4) through several S...S contacts shorter than the sum of the van der Waals radii, they must acquire opposite curvature. In contrast, they are practically non-dispersive along the inter-chain direction $c^*$ because they are separated by the quartets of Ta$_I$S$_3$ and Ta$_{III}$S$_3$ chains. Thus, even if there are quite noticeable inter-chain interactions along the inter-layer direction, the nesting vector has only a $b^*$ component.

The pairs of Ta$_3$S$_3$ chains interact through several S...S short contacts only indirectly through the pairs of chains Ta$_{III}$S$_3$ along $c$ and $\sim(a/2)+c$ (black dotted arrows in Fig. 4) so that the interaction is weaker. However, the interaction within the pair of chains I is now stronger, as...
FIG. 3. Fermi surface of TaS$_3$ (the Brillouin zone is shown in Fig. 1c). The different nesting wave vectors discussed in the text are noted. The labels I/III at the left of the different portions of the FS indicate that these portions originate from chains I/III of the structure.

FIG. 4. Inter- and intra-layer interactions associated with X...X (X: S or Se) contacts shorter than the sum of the van der Waals radii between the pairs of chains of type I and/or III in the crystal structure of m-TaS$_3$ and NbSe$_3$.

shown by the fact that the two green bands in Fig. 2, are separated while the red ones (Ta$_{III}$S$_3$) are practically degenerate. This is essentially due to the shorter S...S contacts between the inner S$^{2-}$ atoms in the Ta$_{III}$S$_3$ chains. Note that the larger warping of the inner sheets leads to an unexpected complication: there are very weakly avoided crossings between the inner and outer sheets. Consequently, although the Fermi surface is made of two pairs of slightly warped sheets and every pair can be clearly associated with either chains III or chains I, the existence of these real or avoided crossings as well as regions where the contributions of the two chains practically overlap, blur somewhat the attribution of the nesting wave vectors to specific chains. This will be especially so for NbSe$_3$ because of the stronger Se...Se interactions.

The calculated band structure and Fermi surface for NbSe$_3$ are shown in Figs. 5 and 6, respectively. As anticipated, the inter-chain interactions are stronger leading to considerably more warped FSs and a notably larger separation of the two green bands (Nb$_{I}$Se$_3$ chains). Yet the main picture correlating the structural and electronic features is still at work. The main difference with the case of TaS$_3$ is that in the present case a fifth band associated with the Nb$_{I}$Se$_3$ chains slightly crosses the Fermi level leading to the appearance of an additional closed pocket around $\Gamma$ in the Fermi surface (see Fig. 6). If this additional pocket should occur or not in a perfectly stoichiometric material is still unclear from the experimental viewpoint (see for instance the different experimental results recently reported in refs. [30] and [31]). As a matter of fact, the analysis of the Lindhard response does not lead to any significant variation when this pocket is included or not in the calculation [45]. Otherwise the present results concerning the band structure are in very good agreement with previous ARPES studies [29, 32] as well as tight-binding [28] and DFT results [26, 27, 29–31].

IV. ANALYSIS OF THE LINDHARD FUNCTION

In this section we first describe the Lindhard function of m-TaS$_3$ which exhibits more regular and less hybridized warped open FSs associated with the two pairs of chains of type III and I (compare Figs. 3 and 6). Then we will analyze the more complex case of NbSe$_3$ where warping and hybridization effects between the various sheets of the FS are stronger and where the presence of a closed FS component, associated with a 5th band in the vicinity of the $\Gamma$ point, perturbs the dispersion (see Fig. 5). How these results are related to the available experimental information is discussed in detail in Sect. V.

As noted above, different sheets of the FS can be associated with different types of chains of the structure therefore we will refer to the FS portions originating from chain j as type j FS. Since these sheets occur in pairs (there are two chains of each type in the unit cell), it is essential to clearly state the meaning of the different nest-
FIG. 5. DFT band structure of NbSe$_3$. Γ = (0, 0, 0), X = (1/2, 0, 0), Y = (0, 1/2, 0), M = (0, 1/2, 1/2) and Z = (0, 0, 1/2) in units of the monoclinic reciprocal lattice vectors are defined in Fig. 1c (a). Dispersion relations calculated along the (0, 1/8, 0) to (1/2, 1/8, 0) (b) and (0, 1/8, 0) to (0, 1/8, 1/2) (c) lines of the Brillouin zone. The size of the green, blue and red dots is proportional to the Nb$_I$, Nb$_{II}$ and Nb$_{III}$ character, respectively.

TABLE I. Wave-vector component and HWHM (1/$\xi_{eh}$) along $b^*$ determined via the three Lorentzians sum fitting of the Lindhard responses of $m$-TaS$_3$ along the (0, $q$, 0) and (1/2, $q$, 1/2) directions at 10 K, 200 K and 400 K. The error is indicated in parenthesis.

|            | Lorentzian 1 | Lorentzian 2 | Lorentzian 3 |
|------------|--------------|--------------|--------------|
| (0, $b^*$, 0) | $q_i^{\text{intra-I}}$ ($b^*$ units) | $q_i^{\text{inter}}$ ($b^*$ units) | $q_i^{\text{intra-E}}$ ($b^*$ units) |
|            | 1/$\xi_{eh}$ ($\text{Å}^{-1}$) | 1/$\xi_{eh}$ ($\text{Å}^{-1}$) | 1/$\xi_{eh}$ ($\text{Å}^{-1}$) |
| 10 K       | 0.192(0)     | 0.059(1)     | 0.247(0)     | 0.049(1)     | 0.303(0)     | 0.071(1)     |
| 200 K      | 0.191(1)     | 0.061(1)     | 0.247(0)     | 0.063(1)     | 0.303(1)     | 0.076(1)     |
| 400 K      | 0.189(1)     | 0.067(2)     | 0.245(0)     | 0.081(3)     | 0.299(2)     | 0.092(2)     |
| (1/2, $b^*$, 1/2) | $q_i^{\text{intra-I}}$ ($b^*$ units) | $q_i^{\text{inter}}$ ($b^*$ units) | $q_i^{\text{intra-E}}$ ($b^*$ units) |
|            | 1/$\xi_{eh}$ ($\text{Å}^{-1}$) | 1/$\xi_{eh}$ ($\text{Å}^{-1}$) | 1/$\xi_{eh}$ ($\text{Å}^{-1}$) |
| 10 K       | 0.195(0)     | 0.061(1)     | 0.243(0)     | 0.043(1)     | 0.295(0)     | 0.064(1)     |
| 200 K      | 0.192(1)     | 0.061(1)     | 0.242(0)     | 0.061(2)     | 0.295(1)     | 0.070(1)     |
| 400 K      | 0.190(1)     | 0.068(3)     | 0.239(0)     | 0.077(4)     | 0.291(1)     | 0.087(2)     |

Figs. 7a and b show (0, $q$, 0) and (1/2, $q$, 1/2) scans of the Lindhard response at 10 K, respectively. Each scan exhibits three superposed but clearly separated peaks revealing the presence of three well-defined responses. This is also visible for (1/2, $q$, 0) and (0, $q$, 1/2) scans not shown here. As a consequence, the Lindhard response in the $b^*$ direction can be nicely fitted by the sum of three Lorentzians (the $q$ dependence of an individual electron-hole response has a Lorentzian shape for independent particles [2]). For each scan the strongest response, observed at around the $2k_F$ $\approx 0.25b^*$ in-chain component, corresponds to the interband nesting processes $q_i^{\text{inter}}$ (i=...
I or III). Note that:

- for the (0, q, 0) scan, there is a near superposition of the inter-band nesting processes between type III FS and type I FS leading to a plateau of maxima (Fig. 7a),
- for the (1/2, q, 1/2) scan, the dominant inter-band nesting processes between type I FS give rise to a sharper maxima (Fig. 7b).

Two weakest responses appear as shoulders at each side of the \(2k_F \approx 0.25b^*\) maxima. They correspond to two possible intra-band nesting processes for the double sheets associated to type I chains:
- at \(2k_F \approx 0.19b^*\) for nesting of the internal FS \(q_{\text{intra,I}}\),
- at \(2k_F \approx 0.30b^*\) for nesting of the external FS \(q_{\text{intra,E}}\).

The different \(q_{\text{III}}\), \(q_{\text{I}}\), \(q_{\text{I}}\) and \(q_{\text{I}}\) nest-

---

**FIG. 6.** Fermi surface of NbSe\(_3\) (the Brillouin zone is shown in Fig. 1c). The different nesting wave vectors discussed in the text are noted. The labels I/III at the left of the different portions of the FS indicate that these portions originate from chains I/III of the structure.

**FIG. 7.** Longitudinal scans of the (0, q, 0) and (1/2, q, 1/2) Lindhard responses of m-TaS\(_3\) at 10 K ((a) and (b)), and at 400 K ((c) and (d)) together with their fit by the sum of 3 Lorentzians.
ing wave vectors are marked in Fig. 8 and Figs. 7a and b. Note that the finding of nearly identical \( q_{\text{inter}}^{1}, q_{\text{inter}}^{1*} \) and \( q_{\text{inter},E}^{1} \) peak positions for the Lindhard function in both \((0, q, 0)\) and \((1/2, q, 1/2)\) scans means that the (weak) transverse dispersion of the FS along \( a^* \) and \( c^* \) does not appreciably change the longitudinal components of the FS nesting instabilities for type I chains. This is not the case for the type III chains where \( q_{\text{inter}}^{III} \) is detected only for the longitudinal \((0, q, 0)\) scan direction. Good Lorentzian fits have been obtained from all Lindhard functions calculated between 10 K and 400 K. For example, the \((0, q, 0)\) and \((1/2, q, 1/2)\) Lindhard functions calculated at 400 K are shown in Figs. 7c and d, respectively. Note that at this temperature one still distinguishes bumps at the position of the two intra-band nesting processes.

An interesting quantity which can be extracted from these longitudinal fits is the half-width at half-maximum (HWHM) of the Lorentzian of each individual response. As we will see in the discussion (i.e. Sect. VC) the HWHM of the Lorentzian response centered at \( q_{i} \) gives the inverse electron-hole coherence length in the chain direction, \( 1/\xi_{eh}^{b} \), associated with the \( q_{i} \) nesting process. The \( b^* \) peak position and its HWHM of the individual Lorentzians fitting the total response are reported in Table I for selected temperatures. Note that the HWHM of the three Lorentzians remains well defined at 400 K. Table I also shows that fits of the \((0, q, 0)\) and \((1/2, q, 1/2)\) responses lead to consistent results. We defer to Sect. VC the discussion of the thermal dependence of \( 1/\xi_{eh}^{b} \) for \( q_{\text{inter}}^{III} \) (given in Fig. 13).

\[
\begin{align*}
\text{FIG. 9.} & \quad \text{Transverse } a^* (a) \text{ and } c^* (b) \text{ scans across the } 0a^* \text{ maximum of the Lindhard function of } m\text{-TaS}_3 \text{ as a function of temperature.}
\end{align*}
\]

Fig. 8a and b give 2D \((a^*, c^*)\) transverse plots of the Lindhard response for the critical \( 2k_{F} = 0.254b^* \) wave vector of the \( T_{P1} = 240 \) K upper Peierls transition and for the critical \( 2k_{F} = 0.246b^* \) wave vector of the \( T_{P2} = 160 \) K lower Peierls transition of \( m\text{-TaS}_3 \), respectively. Note that:

- At \( T_{P1} = 240 \) K there is a broad line of maximum intensity centered at about \( 0a^* \) (Fig. 8a). This maximum is clearly revealed by \( a^* \) transverse scans (see Fig. 8b). This should be contrasted with the result for the \( c^* \) transverse scans (Fig. 8b) which do not reveal any appreciable maximum at \( 0c^* \) above \( T_{P1} \).
- At \( T_{P2} = 160 \) K, when the \( T_{P2} \) Peierls transition
occurs, the maximum of the Lindhard response expected with $1/2a^*$ and $1/2c^*$ components is not observed (Fig. 9b). In order to sustain this finding we have performed diagonal $(a^*\pm c^*)$ scans (see Fig. S1 in Supplementary Information (SI)) which show that a secondary maximum located in $(a^*\pm c^*)/2$ appears upon cooling, but only below $T_p=160$ K.

The thermal dependence of the HWHM of the $a^*$ response displayed in Fig. 9a, which amounts to the inverse electron-hole coherence along $a^*$ ($1/\xi_{eh}$, given in Fig. 14) will be discussed in Sect. V.D

**B. NbSe$_3$**

The Lindhard function of NbSe$_3$, although more complex, keeps the basic features of that for $m$-TaS$_3$. This can be seen by looking at the $(0, q, 0)$ and $(1/2, q, 1/2)$ scans at 400 K (Figs. 10b and d) which strongly resemble those of $m$-TaS$_3$ (Figs. 7c and d). However the longitudinal scans for NbSe$_3$ are much broader than those for the $m$-TaS$_3$. The difference can be clearly realized from the low temperature data where the NbSe$_3$ (0, q, 0) and (1/2, q, 1/2) scans (see Figs. 10b and c for 10 K) exhibit more maxima than those for $m$-TaS$_3$. Such difference originates from a more complex FS with a larger transverse dispersion along $a^*$ and numerous band hybridizations as discussed in Sect. III (see Fig. 6).

The NbSe$_3$ (0, q, 0) and (1/2, q, 1/2) scans shown in Figs. 10a and b, respectively, exhibit several overlapping but still distinguishable peaks revealing the presence of 6 or 7 distinct responses. Thus the 10 K (0, q, 0) and (1/2, q, 1/2) longitudinal Lindhard responses can be fitted by the sum of 6 and 7 Lorentzians, respectively, whose individual $b^*$ peak positions and HWHM are reported for selected temperatures in Tables II and III respectively.

The maxima of the Lindhard response scans can be correlated with different nesting processes of the FS (Fig. 6) in the following way (the different $q_i$'s are highlighted in both Fig. 6 and Figs. 10a and b). It appears that:

- $q_4 \approx 0.248b^*$ corresponds to the inter-band III FS nesting ($q_{III}^{inter}$)
- $q_5 \approx 0.221b^*$ and $q_5 \approx 0.281b^*$, whose average is $0.25b^*$, correspond to partial inter-band I FS nesting ($q_{I}^{inter}$).
- $q_1 \approx 0.08b^*$ and $q_2 \approx 0.15b^*$, correspond to partial internal intra-band I FS nesting ($q_{I}^{intra,I}$)
- $q_6 \approx 0.32b^*$ and $q_6'' \approx 0.36b^*$ correspond to the external intra-band I FS nesting ($q_{I}^{intra,E}$).

Thus, one recovers the same FS nesting processes discussed for $m$-TaS$_3$ with the addition of a splitting of some nesting wave vectors essentially caused by the strongly perturbed FS sheets associated with the type I bands because of the stronger Se...Se inter-chain interactions. As for $m$-TaS$_3$, one observes nearly identical split sets of $q_{I}^{inter}$, $q_{I}^{intra,I}$, and $q_{I}^{intra,E}$ peak positions for the longitudinal (0, q, 0) and (1/2, q, 1/2) scans of the Lindhard function for NbSe$_3$ (Fig. 10). This means that, due

![FIG. 10. Longitudinal scans of the (0, q, 0) and (1/2, q, 1/2) Lindhard responses of NbSe$_3$ at 10 K ((a) and (b)), and at 400 K ((c) and (d)) together with their fit by the sum of 6/7 Lorentzians at 10 K and 3 Lorentzians at 400 K.](image)
TABLE II. Wave-vector component and HWHM (1/\(\xi_{ch}^{b}\)) along \(b^*\) determined via Lorentzians sum fitting of the Lindhard response of NbSe\(_3\) along the (0, \(q\), 0) direction at 10 K, 160 K and 400 K. The error is indicated in parenthesis.

|            | Lorentzian 1 | Lorentzian 2 | Lorentzian 3 |
|------------|--------------|--------------|--------------|
| (0, \(b^*\), 0) | \(q_1\) (\(b^*\) units) 1/\(\xi_{ch}^{b}\)(\(A^{-1}\)) | \(q_2\) (\(b^*\) units) 1/\(\xi_{ch}^{b}\)(\(A^{-1}\)) | \(q_3\) (\(b^*\) units) 1/\(\xi_{ch}^{b}\)(\(A^{-1}\)) |
| 10 K       | 0.080(1)     | 0.034(7)     | 0.153(1)     | 0.089(5)     | 0.220(0)     | 0.051(1)     |
| 160 K      | 0.081(1)     | 0.044(3)     | 0.149(1)     | 0.090(3)     | 0.223(1)     | 0.081(4)     |
| 400 K      | -            | -            | 0.136(2)     | 0.095(11)    | -            | -            |

|            | Lorentzian 4 | Lorentzian 5 | Lorentzian 6 |
|------------|--------------|--------------|--------------|
| (0, \(b^*\), 0) | \(q_4\) (\(b^*\) units) 1/\(\xi_{ch}^{b}\)(\(A^{-1}\)) | \(q_5\) (\(b^*\) units) 1/\(\xi_{ch}^{b}\)(\(A^{-1}\)) | \(q_6\) (\(b^*\) units) 1/\(\xi_{ch}^{b}\)(\(A^{-1}\)) |
| 10 K       | 0.247(1)     | 0.017(3)     | 0.280(0)     | 0.079(5)     | 0.359(1)     | 0.097(9)     |
| 160 K      | 0.248(1)     | 0.023(8)     | 0.282(1)     | 0.091(3)     | 0.361(1)     | 0.099(3)     |
| 400 K      | 0.246(0)     | 0.209(6)     | -            | -            | 0.365(1)     | 0.123(8)     |

to the strongly hybridized nature of the transverse band dispersion along \(a^*\) and \(c^*\), the transverse components of the split intra- and inter-band nesting processes for the chain I FS sheets are poorly defined. Thus, one should consider that the indication in Fig. [6] of intra- and inter-band nesting wave vectors between chain I sheets is only indicative.

The (0, \(q\), 0) and (1/2, \(q\), 1/2) longitudinal responses have been followed upon heating. When T increases the individual responses broaden, so that their separation becomes more difficult to estimate. However the fit with 6/7 Lorentzians is still reasonable until about 200 K. Fitting of the (0, \(q\), 0) and (1/2, \(q\), 1/2) scans gives the same \(q_1\) peak position, although with a significant dispersion of their HWHMs, especially for the \(q_4\) peak. The error on the width of the individual Lorentzians is enhanced when reaching 200 K. Consequently, the fit with 3 Lorentzians, leading to separate maxima at the \(q_2\), \(q_4\) and \(q_6\) positions, is more reliable for T > 200 K. Figs. [10] and [11] show the three Lorentzians fit of the (0, \(q\), 0) and (1/2, \(q\), 1/2) longitudinal scans obtained at 400 K. The result of these fits is reported for selected temperatures in Tables [11] and [13]. Note that the fit with three Lorentzians leads to a considerable jump of the HWHM for the \(q_4\) peak (which is not the case for the \(q_2\) and \(q_6\) peaks) probably because the central Lorentzian now includes the \(q_3\), \(q_4\) and \(q_5\) peaks.

![Fig. 11. 2D transverse plots of the Lindhard function of NbSe3 for \(2k_F = 0.25 b^*\) at 140 K(a) and at 60 K(b).](image)

Following the observation of an average of maxima of longitudinal response between \(q_{11}^{\text{inter}}\) and \(q_{11}^{\text{inter}}\) at \(2k_F\approx 0.25b^*\), we report in Fig. [11] the \((a^*, c^*)\) 2D plot.
FIG. 12. Transverse $a^*$ scans for different $b^*$ components across the $(0a^*, 0c^*)$ and $(1/2a^*, 1/2c^*)$ maxima of the Lindhard function of NbSe$_3$ as a function of temperature (a),(b), respectively. Transverse $c^*$ scans across the $(0a^*, 0c^*)$ and $(1/2a^*, 1/2c^*)$ maxima of the Lindhard function of NbSe$_3$ as a function of temperature (c),(d), respectively.

of the Lindhard response for this wave vector at 140 K and 60 K, close to the upper ($T_{\Gamma 1} = 144$ K) and lower ($T_{\Gamma 2} = 59$ K) Peierls transition temperatures. One can clearly observe two well-defined maxima at $(0a^*, 0c^*)$ and $(1/2a^*, 1/2c^*)$. These transverse components are those giving the best nesting conditions for the different FS shown in Fig. 6. The $(0a^*, 2k_{F}^{III}, 0c^*)$ "longitudinal" maximum accounts for the experimental $q_1$-BOW/CDW modulation stabilized at $T_{\Gamma 1}$ while the $(1/2a^*, 2k_{F}^{I}, 1/2c^*)$ "staggered" maximum accounts for the experimental $q_1$-BOW/CDW modulation stabilized at $T_{\Gamma 2}$. The $(0a^*, 2k_{F}^{III}, 0c^*)$ maximum is more localized in reciprocal space in NbSe$_3$ than in $m$-TaS$_3$. Note that the $(1/2a^*, 2k_{F}^{I}, 1/2c^*)$ maximum is not observed for $m$-TaS$_3$ at $T_{\Gamma 2}$ (compare Figs. 11 and 8).

$\alpha^*$ transverse scans for different $b^*$ components show that the $(0a^*, 2k_{F}^{III}, 0c^*)$ maxima is the strongest for $2k_{F}^{III} = 0.245 b^*$. As shown in Fig. 12, $\alpha^*$ scans starting from $(0a^*, 2k_{F}^{III}, 0c^*)$ exhibit a quite well-defined maximum for $0a^*$. The thermal dependence of the HWHM of the $\alpha^*$ response, corresponding to the inverse electron-hole coherence length along $\alpha^*$, $1/\xi_{\alpha h}^{\alpha}$, plotted in Fig. 14 will be discussed in Sect. V D. The $c^*$ transverse scans starting from $(0a^*, 2k_{F}^{III}, 0c^*)$ exhibit a quite flat maximum around $c^* = 0$ (see Fig. 12). From the HWHM of the $c^*$ response one gets the inverse electron-hole coherence length along $c^*$, $1/\xi_{\alpha h}^{c}$, for type III chains of NbSe$_3$. The coherence length thus obtained, $\xi_{\alpha h}^{c} \approx 11$ Å at 140 K varies weakly with temperature.

Fig. 11 shows that, in contrast with $m$-TaS$_3$, another strong $(1/2a^*, 2k_{F}, 1/2c^*)$ zone boundary maximum of the Lindhard response is already clearly visible at $T_{\Gamma 1}$ and, with an enhanced intensity, at $T_{\Gamma 2}$. At the latter temperature it is more intense than the $(0a^*, 2k_{F}, 0c^*)$ maximum. The relative intensity variation of these two peaks can be more precisely considered by looking at the diagonal transverse scans along the $(\alpha^* \pm c^*)$ directions (Fig. S2 in SI). The $(1/2a^*, 2k_{F}, 1/2c^*)$ zone boundary maximum, already detected at 400 K, strongly increases upon cooling and becomes stronger than the $(0a^*, 2k_{F}, 0c^*)$ maximum below about 100 K. Finally, $\alpha^*$ transverse scans starting from $(1/2a^*, 2k_{F}, 1/2c^*)$ (Fig. S2 in SI) exhibit a well defined maximum for $1/2a^*$. From the HWHM of the $\alpha^*$ response one can obtain the inverse electron-hole coherence length along $\alpha^*$ for type I chains. Its thermal dependence, plotted in Fig. 14 follows $1/\xi_{\alpha h}^{\alpha}$ for the type III chains. The $c^*$ transverse scans starting from $(1/2a^*, 2k_{F}, 1/2c^*)$ (Fig. S2 in SI) exhibit a flat maximum around $1/2c^*$ and from the HWHM of the $c^*$ response one gets the inverse electron-hole coherence length along $c^*$, $1/\xi_{\alpha h}^{c}$, for type I chains of NbSe$_3$. The coherence length thus obtained, $\xi_{\alpha h}^{c} \approx 11$ Å at 60 K, varies weakly with temperature and amounts to the measured value of $\xi_{\alpha h}^{c}$ for type III chains. These transverse coherence lengths will be discussed in Sect. V D.

V. DISCUSSION

We can now use the Lindhard response function results to examine the relevance of the spatial coupling of electron-hole pairs in driving the CDW fluctuations and the bond-order-wave (BOW) fluctuations preceding the two successive Peierls instabilities of the NbSe$_3$ and $m$-TaS$_3$. This will also allow us to quantitatively discuss the nature of the inter-chain coupling in achieving the successive $T_{\Gamma 1}$ and $T_{\Gamma 2}$ Peierls transitions. Finally, we will present some general considerations concerning the
strength of the electron-phonon coupling and the critical Peierls lattice dynamics.

A. General shape of the electron-hole response.

The shape of the Lindhard response can be simply explained for m-TaS$_3$. Let us first consider its variation in the b chain direction (Fig. 7): it consists of a central inter-band response surrounded by two intra-band responses, resembling that previously found for the blue bronze [22]. The central response is practically the superposition of two inter-band FS nesting processes for type III and type I chains (see Fig. 3). The 2$k_F$ wave vectors $\sim 0.25b^*$ agree with those experimentally determined for m-TaS$_3$ [14]: $2k'_F = 0.254b^*$ and $2k_2^* = 0.245b^*$ at the $T_{P1} = 240$ K and $T_{P2} = 160$ K transitions involving type III and type I chains, respectively. The two other responses, at smaller and higher 2$k_F$ values correspond respectively to the intra-band nesting processes between internal and external pairs of the FS associated with type I chains, which are quite well separated in reciprocal space (Fig. 3). Such intra-band processes do not occur for pairs of FS associated with chains III which, because of their particular transverse dispersion, cross at a common $k_F$ wave vector already involved in the inter-band nesting process.

The shape of the Lindhard response of NbSe$_3$ is more complex. The longitudinal scans shown in Figs. [13a] and b reveal maxima which are spread over a range which is around twice broader than the longitudinal response of m-TaS$_3$. In addition, 6-7 singularities can be distinguished in the low temperature longitudinal response of NbSe$_3$ instead of only 3 in m-TaS$_3$. At high temperatures the Lindhard response of NbSe$_3$ and m-TaS$_3$ are similar. This means that the response should be basically decomposed into intra- and inter-band processes as for m-TaS$_3$. However, the splitting of low temperature maxima is related to the occurrence of a quite complex FS nesting mechanism (Fig. 6) due to the stronger inter-chain interactions.

By analogy with the interpretation of the Lindhard response of m-TaS$_3$ we suggest that:

1. The central longitudinal response at $q_1 \approx 0.248 - 0.245b^*$ corresponds to the inter-band III nesting process ($q_1^\text{inter}$) whose value corresponds to the experimental 2$k_F$ CDW modulation on type III chains measured as $0.2445(1)b^*$ at $T_{P1}$ [16].

2. There is apparently no single response corresponding to the inter-band I FS nesting process ($q_1^\text{inter}$). Instead, one can find at each side of $q_1^\text{inter}$ two responses at $q_1 \approx 0.221b^*$ and $q_2 \approx 0.281b^*$. These responses should correspond to partial inter-band I nesting processes between different portions of the FS as shown in Fig. 6. Note that the average of these two wave vectors, $0.251b^*$, is close to the 2$k_F$ component, $0.259(3)b^*$, of the experimental CDW type I chain modulation occurring at the $T_{P2}$ transition of NbSe$_3$ [12].

3. $q_1 \approx 0.08b^*$ and $q_2 \approx 0.15b^*$ seem to correspond also to partial intra-band nesting processes ($q_1^\text{intra,I}$) between the inner FS of type I chains. The large difference between these wave vectors is due to the quite sizable warping of the internal FS.

4. $q_0^* \approx 0.32b^*$ and $q_0'' \approx 0.36b^*$ most likely correspond to the intra-band nesting processes ($q_1^\text{intra,E}$) between the external FS of type I chains.

Note that the average value between $q_1$ and $q_2$, 0.12$b^*$, is smaller than $q_1^\text{intra,I}$ = 0.19$b^*$ for m-TaS$_3$ and that the average value of $q_0^*$ and $q_0''$, 0.34$b^*$, is larger than $q_1^\text{intra,E} = 0.30b^*$ for m-TaS$_3$. This is a consequence of the larger separation between the FSs of type I chains in NbSe$_3$ because of the stronger inter-chain interactions (Sect. [11]).

In section [IV] we have decomposed the total Lindhard response $\chi(q)$ of the trichalcogenides into several components $\chi_i(q)$ which individually exhibit a maximum at $q_i$:

$$\chi(q) = \sum_i \chi_i(q).$$

Near each $\chi_i$ maximum the q dependence of $\chi_i(q)$ can be expanded in powers of $(q - q_i)_j$ along the three directions j of an orthogonal frame. For monoclinic trichalcogenides the decomposition along the orthogonal frame $(a, b, c^*)$ of proper directions should be used [37]. In this frame there are no cross terms in the q expansion. Thus in the vicinity of the maximum $q_i$ one gets

$$\chi_i(q) = \frac{\chi_i(q_i)}{1 + \sum_j \xi_j^2(q - q_i)_j^2}. \quad (3)$$

$\chi_i(q)$ has a Lorentzian shape where each term in the $(q - q_i)_j^2$ development along the proper direction j involves a coefficient which is homogeneous to a square length

$$\xi_j^2 = - \left[ \frac{\delta \ln \chi_i(q)}{\delta (q)_j} \right]_{q_i}. \quad (4)$$

For the component $\chi_i(q)$ of the Lindhard function, $\xi_j$ given in Eq. [4] (and noted $\xi_j^i$ below) is the electron-hole coherence length in the j direction. The $\xi_j^i$'s used in this paper are obtained from the best fit of the various component of the DFT Lindhard function with a Lorentzian profile. $1/\xi_j^2$ of $\chi_i(q)$ is thus directly given by the HWHM along j of the Lorentzian fit of this component. The thermal dependence of the electron-hole coherence length in the chain direction $b$ will be analyzed in Sect. [V] while those in the two transverse directions a or c$^*$ (close to a) and c will be analyzed in Sect. [V].

In particular, the comparison of a transverse coherence length along j with inter-stack distances along the same direction allows to determine how electron-hole pairs located on neighboring distant chains are coupled.
B. Influence of the matrix elements $|<i,k|exp(iqr)|j,k,q>|^2$ in the numerator of the Lindhard response.

The electron-hole responses analyzed in Sect. IV have been calculated assuming that all matrix elements $|<i,k|exp(iqr)|j,k,q>|^2$ in the numerator of the Lindhard response are equal to the unity (i.e. plane wave approximation of Eq. [1]). The matrix element $|<i,k|exp(iqr)|j,k,q>|^2$ takes into account the spatial overlap of the $|i,k>$ and $|j,k,q>$ Bloch functions of bands $i$ and $j$ respectively. In transition metal trichalcogenides the conduction band structure is primarily built from $d_{z^2}$ orbitals located either on type III or type I chains (see Sect. [III]). As indicated in Fig. 2, the two inner conduction bands are basically located on chains III and the two outer ones on chains I. Due to the fact that chains III and chains I are spatially separated in the structure (see Fig. 1a) and as the $d_{z^2}$ orbitals are directed along the chain direction, the matrix elements associated with the overlap of chain III and chain I wave functions should be much smaller than those associated with the overlap of two chain III or two chain I wave functions. Thus the Lindhard function should be primarily the sum of the separate contributions of the individual chains III and I. Note that the analysis of the Lindhard function in Sect. [IV] is based on such a decoupling.

In order to check the validity of this assumption, we have separately calculated the intra-chain III and intra-chain I Lindhard responses of $m$-TaS$_3$ at 10 K in the $(0,q,0)$ and $(1/2,q,1/2)$ longitudinal directions by separating the contribution of the inner and the outer bands in the dispersion shown in Fig. 2. The intra-chain III and intra-chain I contributions still obtained in the plane wave approximation are shown in Figs. S3a and S3b of the supplementary information, respectively. These partial Lindhard responses exhibit maxima of intensity which are more resolved than those of the total Lindhard function shown in Figs. 7a and b. However, the $<2k_F>$ maxima are located at about the same wave vector. More precisely the intra-chain III response is the strongest for $q = 0.254b^*$ in the $(0,q,0)$ direction. This value nicely corresponds to the experimental $q_1$ value. The intra-chain I response in the $(0,q,0)$ and $(1/2,q,1/2)$ directions exhibits maxima of similar intensity, but located at slightly different $q$ values: $q = 0.246b^*$ and $q = 0.254b^*$ for the two scans, respectively. These maxima also correspond to the experimental $q_2$ and $q_1$ values respectively. This shows that the nesting condition for the FS of chain I is not so well defined as for chains III. However chains I could undergo a single $q_2$-CDW instability at $T_{P2}$ after the removal of the $q_1$ instability by the onset of a $q_1$-CDW below the upper $T_{P1}$ Peierls transition.

The intra-chain I response exhibits two well defined secondary maxima in the $(1/2,q,1/2)$ scan at 0.186$^*$ and 0.31$b^*$, which correspond to $q_{1\text{ intra},I}$ and $q_{1\text{ intra},E}$ in Fig. 3. However such secondary maxima are also observed in the $(0,q,0)$ scan, which means that the intra-band I nesting processes are loosely defined. Secondary maxima can be also guessed in the intra-chain III response. A possible explanation is that they are due to some mixing existing between the inner and outer sets of conduction bands primarily built with chains III and I, as already mentioned in section III. This seems to be particularly the case near the Brillouin zone boundary where FSs primarily associated with chains III and chains I become tangent to each other (see Fig. 5). We have not performed separate intra-band calculations of the Lindhard response of NbSe$_3$ because there is more mixing between type III and type I bands due to the larger hybridization between the different sets of bands (see Figs. 5 and 6) and because in this case the attribution of the maxima of the Lindhard function to a given set of chain would be uncertain.

Although the calculation of separate intra-chain contributions of the Lindhard response basically validates the nesting scenario proposed in Sect. [IV] for $m$-TaS$_3$, the calculation of the true Lindhard function incorporating the matrix elements would be important. However such a calculation is difficult for many of the low-dimensional systems of interest. Only in some very recent works such matrix elements have been included [45, 49]. The work of Divilov et al. [45] shows that the inclusion of the matrix elements does not appreciably change the $2k_F$ instability of 1D metals (as for instance (CH)$_2$) primarily obtained with a Lindhard response calculated with constant matrix elements. By analogy, one expects that the observation of well defined $2k_F$ maxima in the Lindhard response of 1D metals such as the transition metal trichalcogenides (this work) and the blue bronze [22] will persist after inclusion of the matrix elements. In contrast, the work of ref [45] shows that the inclusion of the matrix elements completely alters (washes out) the structure of the response function of 2D metals such as VSe$_2$. The same situation certainly occurs in other 2D transition metal dichalcogenides such as 2H-NbSe$_2$ where the calculation of individual intra-band components of the response function in the plane wave approximation was unable to exhibit clear-cut $<2k_F>$ maxima [21]. In fact, the need for the inclusion of the matrix elements in the calculation of the response function of transition metal dichalcogenides as 2H-NbSe$_2$ is understandable. The important bands in this case result from the hybridization of different types of orbitals (the $d_{z^2}$ and $d_{x^2−y^2}$) and consideration of the different matrix elements clearly influences the calculated response [48]. This is also the case of 3D system like Cr [49].

C. Longitudinal electron-hole fluctuations.

Tables I [I], [II] and [III] report the calculated inverse electron-hole coherence length in the chain direction $(1/ζ_{eh})$ for the different $q_i$ electron-hole singularities. The thermal dependence $1/ζ_{eh}$ for the inter-band response of $m$-TaS$_3$ is shown in Fig. 13 and is compared
with the inverse experimental correlation length for the $T_{P1}$ CDW/BOW transition ($1/\xi_{BOW}^{\text{inter}}$) of $m$-TaS$_3$ driven by the $q^{\text{inter}}_{III}$ electron-hole instability $^{[50]}$. The ID BOW fluctuations have been clearly detected in this material both by electron $^{[44]}$ and X-ray $^{[51]}$ scattering at 300 K. The experimental $1/\xi_{BOW}$ tends asymptotically towards $1/\xi_{eh}^b$ around 400 K, which is also the temperature at which $\xi_{eh}^b$ amounts to the $2k_F$ wave length $\lambda_{2k_F} \approx 4b \approx 13$ Å. Above this temperature, when $\xi_{eh}^b < \lambda_{2k_F}$, the CDW fluctuations are not well defined.

The experimental $1/\xi_{BOW}$ tends asymptotically towards $1/\xi_{eh}^b$ around 400 K, which is also the temperature at which $\xi_{eh}^b$ amounts to the $2k_F$ wave length $\lambda_{2k_F} \approx 4b \approx 13$ Å. Above this temperature, when $\xi_{eh}^b < \lambda_{2k_F}$, the CDW fluctuations are not well defined.

The analysis of the longitudinal electron-hole fluctuations due to the $q^{\text{inter}}_{III}$ electron-hole instability of NbSe$_3$, gives a quite inaccurate estimation of the inverse electron-hole coherence length $1/\xi_{eh}$ for the type III chains (see Sect. $^{[11]}$). The average of the two estimations obtained from the fit of the $(0, q, 0)$ and $(1/2, q, 1/2)$ scans is plotted for temperatures lower than 200 K in Fig. 13. In this figure, the thermal variation of $1/\xi_{eh}$ is also compared with that of the inverse experimental correlation length ($1/\xi_{BOW}$) of the fluctuations preceding the $T_{P1}$ CDW/BOW transition of NbSe$_3$ involving type III chains $^{[46][60]}$. Note that ID BOW fluctuations on both type III and type I chains have been clearly detected at 300 K by X-ray scattering methods $^{[52]}$. $1/\xi_{eh}^b$ extrapolates to $1/\xi_{BOW}$ at about 300 K, which is also the temperature at which $\xi_{eh}^b$ reaches the $2k_F$ wave length $\lambda_{2k_F} \approx 4b \approx 13$ Å. Above this temperature, when $\xi_{eh}^b < \lambda_{2k_F}$, the CDW fluctuations are not well defined.

Fig. 13 shows that $1/\xi_{BOW}$ on type III chains de-

parts from $1/\xi_{eh}^b$ below about 400 K for $m$-TaS$_3$ and 300 K for NbSe$_3$. These temperatures are approximately 150 K above $T_{P1}$ for both compounds. The enhanced growth of $\xi_{BOW}$ with respect to $\xi_{eh}^b$ is due to the critical effect of the electron-phonon coupling to achieve the BOW/Peierls instability. A somewhat similar behaviour was previously reported for the blue bronze $^{[22]}$. Note that if the electron-phonon coupling is not strong enough to drive a Peierls instability, $\xi_{BOW}$ follows the thermal dependence of $\xi_{eh}^b$, as found in the Bechgaard salts $^{[53]}$, and a Peierls instability is not achieved.
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**FIG. 13.** Thermal dependence of the inverse electron-hole coherence length $1/\xi_{eh}$ of $m$-TaS$_3$ and NbSe$_3$ for the responses associated to the $q^{\text{inter}}_{III}$ inter-band electron-hole instability (full and empty circles, respectively). The experimental dependence of the inverse BOW correlation length, $1/\xi_{BOW}$, measured for the upper $T_{P1}$ Peierls transition of $m$-TaS$_3$ and NbSe$_3$ is also shown (full squares from $^{[50]}$ and empty squares from $^{[46]}$). The inverse of the $2k_F$ wave length for both compounds is indicated. $1/\xi_{BOW}$ of $m$-TaS$_3$ is extrapolated above 300 K using the square root thermal dependence of Gaussian fluctuations.

**D. Transversal electron-hole fluctuations.**

Let us first consider the electron-hole fluctuations in the $a^*$ direction. Fig. 14 gives the thermal dependence of $1/\xi_{eh}^a$ on type III chains for both $m$-TaS$_3$ and NbSe$_3$. In both cases $1/\xi_{eh}^a$ decreases upon cooling. Also reported in this figure is $1/\xi_{eh}^a$ for type I chains of NbSe$_3$. For both compounds and for the whole temperature range, $\xi_{eh}^a$ is always larger than the lateral distance between pairs of chains of the same type, $\sim 3.75$ Å. This means that electron-hole pairs located on pairs made of the closest type III or type I chains are always coupled. Since the structural refinement of the two modulated structures of NbSe$_3$ shows that the CDW/BOW located on pairs of chains is out-of-phase $^{[19]}$, it follows that pre-transitional CDW fluctuations involving coupled chains
should be of dipolar nature, as schematically represented in Fig. 15a and previously considered in refs. [28], [17] and [6]. Thus, dipolar coupled electron-hole pairs are the basic units to consider when analyzing the inter-chain coupling mechanism achieving the 3D ordering for the Peierls transitions of these trichalcogenides.

\( \xi_{eh}^* \) for type III and type I chains of NbSe\(_3\) reach the value of the unit cell parameter \( a \) (distance between first neighbor pairs of identical chains) at about 340 K, well above the \( T_{P1} \) Peierls transition. This means that dipolar electron-hole pairs are already well coupled beyond neighboring pairs along \( a \) at \( T_{P1} \). In contrast, \( \xi_{eh}^* \) for type III chains in \( m\)-TaS\(_3\) only reaches the unit cell parameter \( a \) at about 190 K, which is in-between \( T_{P1} \) and \( T_{P2} \). Thus, in \( m\)-TaS\(_3\) the dipolar electron-hole pairs neither are coupled along \( a \) at \( T_{P1} = 240 \) K nor they are coupled at \( T_{P2} \) since there is no visible maximum in the Lindhard function at \((1/2, 2k_F, 1/2)\) (see Fig. 8b).

The \( 1/\xi_{eh}^* \) of NbSe\(_3\) is compared in Fig. 14 with the thermal dependence of the inverse CDW/BOW correlation length measured along the \( a^* \) direction \((1/\xi_{BOW}^*)\) due to transverse pre-transitional fluctuations at \( T_{P1} \) [30]. This quantity increases quickly upon heating above \( T_{P1} \) and reaches the inverse electron-hole coherence length \( 1/\xi_{eh}^* \) around 200 K. Fig. 14 also reports another measurement of the CDW/BOW correlation length \((1/\xi_{BOW}^*)\) along the \( a \) direction (proper direction of the tensor of correlation lengths) [17], which reaches the inverse electron-hole coherence length \( 1/\xi_{eh}^* \) at about 170 K. The thermal dependence of the inverse CDW/BOW correlation length measured along \( a \) \((1/\xi_{BOW}^*)\) associated with the transverse pre-transitional fluctuations of the \( T_{P2} \) transition which involve type I chains [17] is also shown in Fig. 14. This quantity increases rapidly upon heating above \( T_{P2} \) and reaches the inverse electron-hole coherence length \( 1/\xi_{eh}^* \) around 80 K. The strong deviation between the thermal dependencies of \( 1/\xi_{BOW}^* \) or \( 1/\xi_{BOW}^* \) and \( 1/\xi_{eh}^* \) is due to the critical effect of the inter-chain coupling due to either tunneling and/or Coulomb interactions (see Sect. V.E) in the vicinity of the Peierls transitions.

For NbSe\(_3\) \( \xi_{eh}^* \) (\( \approx 11 \) Å) is smaller than the distance between type III chains along \( c \) \((c = 13.6 \) Å\) for all the temperature range. This means that dipolar electron-hole pairs located on neighboring type III chains are not coupled by tunneling along \( c \) above \( T_{P1} \). Similarly, the dipolar electron-hole pairs located on neighboring type I chains are never coupled by tunneling along \( c \) above \( T_{P2} \). This conclusion remains true for \( m\)-TaS\(_3\), where \( \xi_{eh}^* \) cannot be measured above \( T_{P1} \) and \( T_{P2} \).

E. Inter-chain coupling mechanism between BOW and CDW.

Two main types of inter-chain coupling must be considered in 1D Peierls systems [2, 6]:
- Interchain tunneling causing the warping of the open FS, which leads to maxima of the Lindhard response for the best FS nesting transverse wave vector components, and
- Coulomb coupling between quasi-1D CDW (here referred to as dipolar CDW).

Let us now discuss how both mechanisms operate coherently in the trichalcogenides.

NbSe\(_3\) and \( m\)-TaS\(_3\) trichalcogenides undergo two successive Peierls transition at \( T_{P1} \) and \( T_{P2} \) with the critical wave vectors \( q_1 = (0, 2k_F^H, 0) \) and \( q_2 = (1/2, 2k_F, 1/2) \) respectively. In NbSe\(_3\) each of these critical wave
vectors corresponds to maxima of the electron-hole response function (Fig. 11). In the case of m-TaS₃ only the (0, 2kₓ, 1/2, 0) wave vector corresponds to a maximum of the Lindhard response (Fig. 8). Thus, the transverse nesting process of the warped open FS calculated at 10 K can account for the 0a* or 1/2a* components of the T_P₁ and T_P₂ CDW modulations of NbSe₃ and the T_P₁ of m-TaS₃ but not those of T_P₂ of m-TaS₃. In addition, the efficiency of the transverse FS nesting process is less evident for the T_P₂ transition of NbSe₃ because the FS sheets associated with type I chains are strongly hybridized. Clearly, a closer look at the interchain coupling mechanism is in order. The divergence of the electron-hole response function due to nesting is reduced by the thermal broadening of the FS. Such thermal effects are included in the calculation of the electron-hole response at T_P₁ and T_P₂ (Figs. 8 and 11). The occurrence of FS nesting breaking effects, as those clearly seen in NbSe₃, reduce the Peierls instability and even can suppress it if the gap remaining between electron and hole pockets after the nesting process closes the (mean-field) Peierls gap [54]. This is for instance what occurs as the result of pressure application. Since pressure increases significantly the warping and hybridization of the different FSs, the nesting breaking effects become more important and lead to the vanishing of the lower/upper CDW of NbSe₃ at 0.75/4 GPa, respectively. As a consequence, a superconducting ground state is stabilized at high pressure (see Fig. 26 in ref. 5). Because of its best nested FSs, the Peierls transitions of m-TaS₃ are much less depressed under pressure. In contrast, strong magnetic fields should render the electronic motion more 1D. The associated decrease of nesting breaking effects should lead to an enhancement of the Peierls temperature under magnetic field. This is nicely illustrated by the 40% increase of T_P₂ in NbSe₃ under 30 T (see Fig. 164 in ref. 13). Nesting breaking terms are also responsible of the finite value of the inverse longitudinal electron-hole coherence length 1/ξ_{eh}(0) at 0 K (see Fig. 13), whose value amounts to the typical size along b* of the electron and hole pockets remaining after the nesting process.

Quantitatively, the relevance of inter-chain tunneling effects can be appreciated by comparing the value of the electron-hole coherence length in a transverse direction with the inter-stack distances along this direction. In the case of m-TaS₃, it is found that ξ_{eh}^c is not large enough compared to a so that nesting effects cannot set the 0a* component of the modulation for T_P₁. In addition, since ξ_{eh}^c is not measurable for T_P₂, nesting cannot fix the 1/2a* component for this modulation. Finally one finds that for both NbSe₃ and m-TaS₃ ξ_{eh}^a is not large enough so that nesting cannot achieve a relevant coupling between neighboring electron-hole pairs along c. So FS nesting effects cannot impose the 0c* and 1/2c* components of the modulations for T_P₁ and T_P₂ respectively, for both NbSe₃ and m-TaS₃. In conclusion, FS nesting effects are only relevant to fix the a* components in NbSe₃. Thus, for the transverse coupling along c* in NbSe₃ and along both a* and c* for m-TaS₃, one must consider another inter-chain coupling mechanism such as the Coulomb attraction between CDW located on neighboring stacks.

In these trichalcogenides simple electrostatic considerations previously developed in Ref. 17 show that Coulomb coupling between dipolar CDWs located on pairs of identical chains can account for the (0a*, 0c*) transverse components between type III chains and the (1/2a*, 1/2c*) transverse components between type I chains. The result is schematically shown in Fig. 15. Note that this electrostatic coupling leads to the same phasing between neighboring CDWs as do FS nesting mechanisms. Also, as the ξ_{eh}^c associated with the inter-chain tunneling along c* is not relevant, the Coulomb interaction should be the dominant inter-chain coupling mechanism in the c* direction.

F. Peierls transitions.

Fig. 13 shows that the thermal dependence of ξ_BOW in the b chain direction deviates from that of ξ_BOW below about 300 K in NbSe₃ and 400 K in m-TaS₃. Here the critical divergence of ξ_BOW when approaching the Peierls transition is driven by the coupling of the quasi-1D electron-hole response with the phonon-field. A deviation between the thermal dependencies of ξ_BOW in the transverse direction a or a* and ξ_BOW^c occurs around 20-50 K above T_P₁ and T_P₂ in NbSe₃ when the inter-chain tunneling or Coulomb coupling becomes critical. Such features, expected for 3D coupled Peierls chain systems, are observed in many quasi-1D Peierls compounds as for instance the blue bronze 22. There is however a substantial difference between the Peierls transitions occurring in NbSe₃ and the blue bronze. According to the experimental measurement of 1/ξ_BOW for NbSe₃ (~0.1 Å⁻¹ at 300 K [52]) it can be found that the Peierls critical lattice fluctuations occupy ~25% of the Brillouin zone (BZ) volume, while in K₀.₃MoO₃ this quantity amounts to ~12% of the BZ [22]. With a lattice softening occupying only 12% of the BZ, the lattice entropy can be neglected when considering the Peierls mechanism for K₀.₃MoO₃ which justifies the weak coupling scenario. With a volume twice larger in NbSe₃ it is not quite clear that the lattice entropy can be neglected. The lattice entropy, first considered by McMillan for transition metal dichalcogenides [56], can affect significantly the weak-coupling mechanism of the Peierls transition making it more similar to those obtained in strong coupling theories.

An important question to consider is that of the strength of the electron-phonon coupling at work in these transition metal trichalcogenides (this is also a recurrent question for the transition metal dichalcogenides [57]). It has been proposed from the non detection of a pre-transitional Kohn anomaly in the phonon spectrum of NbSe₃ that the Peierls instability should be caused by
a strong electron-phonon coupling [5]. In such a case, the pretransitional BOW/CDW fluctuations should exhibit a quasi-elastic dynamics which corresponds to the formation of local clusters of quasi-static BOW/CDW. However note that in NbSe$_3$ such quasi-elastic (or order-disorder) scattering is observed only 10 K above $T_{P1}$[58] and not on the whole temperature range (between $T_{P1}$ and 300 K) where 1D fluctuations are detected [52]. This means that the Peierls transition of NbSe$_3$ cannot be described in the order-disorder limit. Quasi-elastic BOW/CDW clusters can be viewed as the formation of local chemical bonds. From the associated bonding energy gain one expects the occurrence of local modulations with large atomic displacements. In reciprocal space the modulated structure based on clusters of strongly modified chemical bonds should be described by an anharmonic modulation of large amplitude. Such features are observed in the BOW/CDW ground state of the large $m$ members of another family of CDW materials, the monophosphate tungsten bronzes (PO$_2$)$_4$(WO$_3$)$_{2m}$ [59, 60]. This is apparently not the case for NbSe$_3$ because the amplitude of the Nb displacement and of the modulation of the Nb-Se distances in the $T_{P1}$ modulated structure, $\sim 0.05$ Å [19, 20], is comparable to that found for the Mo in the Peierls ground state of the blue bronze considered as a model Peierls system. This is sustained by the fact that local measurements in the Peierls ground states of NbSe$_3$, such as NMR [17] and STM [18] provide evidence for simple sinusoidal modulations.

Another intriguing question concerns the role of phonons in the pre-transitional dynamics of the Peierls transition of NbSe$_3$ and $m$-TaS$_3$. The calculated phonon dispersion spectrum for $m$-TaS$_3$ at 10 K along $b^*$ is shown in Fig. 10. The calculation reveals the formation of a giant Kohn anomaly whose negative frequency around $2k_F$ implies a lattice instability. This broad phonon anomaly takes place in a longitudinal optical (LO) branch which, because of the screw axis symmetry, folds the $b^*$ dispersion of the longitudinal acoustic (LA) branch at the Brillouin zone boundary. We have checked that the Kohn anomaly involves mostly the displacement of Ta atoms located on chain III. The location of the Kohn anomaly in a LO branch implies out-of-phase longitudinal displacements of the Ta atoms between the two type III chains of the unit cell. This supports the formation of a dipolar CDW/BOW as schematically represented in Fig. 15a. Fig. 16 shows also that the LO branch hybridizes with the lower frequency acoustic branch for $q < 2k_F$ (transversal acoustic (TA) mode polarized along $c^*$). If the LO mode hybridizes with a TA mode near $2k_F$ it can be expected that due to the $q$-dependent mixing of longitudinal and transverse atomic (basically Ta atoms) polarizations, the electron-phonon coupling should substantially vary in $q$ space in the vicinity of $2k_F$. More precisely if the electron-phonon coupling is less important for the TA mode than for the LO mode one expects an increase of the electron-phonon when $q$ increases on approaching $2k_F$. A similar feature was reported in the blue bronze for $q \approx 2k_F$ suggesting a decrease of the electron-phonon when $q$ increases [22]. The decrease of the electron-phonon of the blue bronze with $q$ could explain the increase of the experimental $2k_F$ modulation wave vector upon cooling. $m$-TaS$_3$ shows an opposite variation of the electron-phonon coupling so that one expects a decrease of the experimental $2k_F$ modulation wave vector upon cooling. With certainly a similar phonon spectrum in NbSe$_3$, one expects a similar $q$ dependent electron-phonon coupling and thus, a thermal decrease of the $q_1$ modulation wave vector upon cooling, providing a suitable explanation for the experimental observation [10].

Finally, let us remark that in the case of a strong coupling scenario, the calculation of the Lindhard response should not bring reliable information concerning the Peierls mechanism compatible with the experimental data because in that case, the electron wave functions will be so strongly modified by the coupling with the phonon field that it would not be meaningful to use the unperturbed electronic wave function to calculate the electron-hole response function (Eq. 1). The nice relationship between many of the results of the present work based on the unperturbed electron-hole response function and the experimental results, such as the longitudinal and staggered maxima of the electron-hole response and BOW correlation lengths, suggests that one can exclude a strong electron-phonon coupling scenario to describe the mechanism of the Peierls transition in NbSe$_3$ and $m$-TaS$_3$. However our work shows that an intermediate or weak coupling scenario seems to be appropriate. This is also the case for the Lindhard function calculated for 2D oxides and bronzes [62, 63] where the CDW is triggered by nesting of differently oriented quasi-1D FS resulting from the hidden 1D nature of their electronic structure [64]. In other 1D conductors such as trichalcogenides (this paper) and the blue bronze [22], both FS nesting and inter-chain coulomb coupling contribute to the stabilization the CDW ground state. Finally, note that the quantitative analysis of the Lindhard response of quasi-1D organic materials such as (TMTSF)$_2$PF$_6$ [83] or α-(BEDT-TTF)$_2$KHg(SCN)$_4$ [65, 66] points out the importance of multi-nesting processes of their simply warped FS in the stabilization process of their spin density wave or CDW ground states. All these findings should be contrasted with those found in 2D metals such as transition metal dichalcogenides and tellurides [21, 83] where the Lindhard function calculation suggests that FS nesting does not trigger their CDW instabilities.

VI. CONCLUDING REMARKS

The electron-hole Lindhard response function of the pseudo-1D trichalcogenides NbSe$_3$ and $m$-TaS$_3$ has been calculated and analyzed on the basis of the nesting features of their FS. Although both the FS and Lindhard
function of NbSe₃ are considerably more complex as a result of the stronger inter-chain interactions, a common scheme can be put forward to understand the results. The intra-chain inter-band nesting processes dominate the strongest response for both chains I and III. Two well-defined maxima of the Lindhard response for NbSe₃ are found with the (0a*, 0c*) and (1/2a*, 1/2c*) transverse components whereas the second is not observed for m-TaS₃ at Γ₂. Analysis of the different inter-chain coupling mechanisms leads to the conclusion that FS nesting effects are only relevant to set the a* components in NbSe₃. Thus, for the transverse coupling along c* in NbSe₃ and along both a* and c* for m-TaS₃, one must take into account an inter-chain Coulomb coupling mechanism. Note that Coulomb coupling between dipolar CDWs leads to the same transverse phasing between CDWs as do FS nesting processes Altogether, the present results of the Lindhard response calculation and the relevant experimental information at hand point out that even if a weak coupling scenario of the Peierls transition is not as perfectly suited as for the blue bronzes, a large body of experimental work can be well accounted for within this approach. Phonon calculations provide evidence for the formation of a giant q₁ Kohn anomaly at the upper CDW transition of m-TaS₃. Strong coupling scenarios as those apparently at work in 2D transition metal dichalcogenides do not seem relevant for these quasi-1D transition metal trichalcogenides.
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**Appendix: Longitudinal phonon spectrum of m-TaS₃.**

The full phonon dispersion for m-TaS₃ along the b* direction has been calculated. Below we specify several noticeable features which are relevant for the discussion in Sect. V-F.

1- From a total of 72 branches which disperse up to 60 meV (484.0 cm⁻¹), 22 phonon branches are present below 20 meV (161.3 cm⁻¹). These low frequency dispersions are those reported in Fig. 16.

2- The dispersion in Fig. 16 has been calculated along the direction of the 2₁ screw axis symmetry of the structure. Thus, the structure projected in this direction has a b/2 periodicity which means that the dispersion has a 2b* periodicity. Also the energy of phonon branches is 2-fold degenerate at the Brillouin zone boundary (±b*/2).

3- All the acoustic branches are continuously extended by an optical branch. This is in particular the case for the LO branch bearing the Kohn anomaly (see point 4) which continuously extends the LA branch.

4- The lower frequency acoustic mode is the LA branch polarized along b. The transverse acoustic mode of intermediate frequency is polarized along a. The lower frequency acoustic branch should be the TA branch polarized along c*. The transverse acoustic mode of similar dispersion have been measured in NbSe₃ [58]. The sound velocity deduced for the slope of the calculated acoustic dispersions are 34 eV Å⁻¹, 17.5 eV Å⁻¹ and 11 eV Å⁻¹ for the LA(b), TA(a) and TA(c*) modes of m-TaS₃. The two highest velocities are consistently close to those measured in NbSe₃: 32 eV Å⁻¹ LA(b) and 16.5 eV Å⁻¹ TA(a), respectively [58]. The anisotropy ratio of the sound velocity being 3 : 1.5 : 1, one obtains a quite anisotropic ratio of elastic constants C_{22} : C_{44} : C_{46} of 9 : 2.5 : 1. Note that this anisotropy does not follow the structural anisotropy quoted in the literature [22] because the smallest elastic constant corresponds to a shear deformation inside the strongly linked (bc) layers.

4- There is a giant Kohn anomaly in the LO branch dispersing from 5.6 meV (45.2 cm⁻¹) at Γ to 13.3 meV (107.3 cm⁻¹) at Y. The negative frequency for q ~ 0.27b*
(i.e. close to $q_1$) implies a lattice instability which is found to be located on chains III.

5- As shown in Fig. [16] the gap formation at the crossing point clearly shows that the LO branch continuously extends the LA branch and that the LO branch hybridizes with the lower frequency TA ($e^\ast$) branch (hybridization with the TA($a$) branch can be also guessed). This hybridization could favor the transverse deformation of the sulfur prisms surrounding Ta$_{III}$, such as observed in the $q_1$ CDW modulated state of NbSe$_3$ [19, 20].

6- Another weaker phonon anomaly is observed at 5.3 meV (42.7 cm$^{-1}$) for $q_\sim 0.26 a^\ast$. This branch also hybridizes with the TA($e^\ast$) and TA($a$) branches. Other phonon anomalies can be identified at higher energies.

7- The low frequency phonon branches exhibit frequent hybridizations for $q < 2k_F$. However there is nearly no inter-branch hybridization for $q > 2k_F$.
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S1. Thermal dependence of the transverse scans of the Lindhard response of $m$-TaS$_3$ along the two diagonal ($a^* \pm c^*$) directions. Note that these scans link the two transverse (0 $a^*$,0 $c^*$) and (1/2 $a^*$,1/2 $c^*$) low temperature maxima of the Lindhard response.

S2. Thermal dependence of the transverse scans of the Lindhard response of NbSe$_3$ along the two diagonal ($a^* \pm c^*$) directions. Note that these scans link the two transverse (0 $a^*$,0 $c^*$) and (1/2 $a^*$,1/2 $c^*$) low temperature maxima of the Lindhard response.

S3. Separate contribution of (a) the two outer bands (chains I based) and (b) the two inner bands (chains III based) to the longitudinal scans of the (0, $q$, 0) and (1/2, $q$, 1/2) Lindhard responses of $m$-TaS$_3$ at 10 K.
FIG. S1. Thermal dependence of the transverse scans of the Lindhard response of $m$-TaS$_3$ along the two diagonal ($a^* \pm c^*$) directions. Note that these scans link the two transverse ($0 a^*, 0 c^*$) and ($1/2 a^*, 1/2 c^*$) low temperature maxima of the Lindhard response.
FIG. S2. Thermal dependence of the transverse scans of the Lindhard response of NbSe$_3$ along the two diagonal ($a^* \pm c^*$) directions. Note that these scans link the two transverse ($0 a^*, 0 c^*$) and ($1/2 a^*, 1/2 c^*$) low temperature maxima of the Lindhard response.
FIG. S3. Separate contribution of (a) the two outer bands (chains I based) and (b) the two inner bands (chains III based) to the longitudinal scans of the (0, 0, 0) and (1/2, 0, 1/2) Lindhard responses of m-TaS$_3$ at 10 K.