Interference Localization for Uplink OFDMA Systems in Presence of CFOs
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Abstract—Multiple carrier frequency offsets (CFOs) present in the uplink of orthogonal frequency division multiple access (OFDMA) systems adversely affect subcarrier orthogonality and impose a serious performance loss. In this paper, we propose the application of time domain receiver windowing to concentrate the leakage caused by CFOs to a few adjacent subcarriers with almost no additional computational complexity. This allows us to approximate the interference matrix with a quasi-banded matrix by neglecting small elements outside a certain band which enables robust and computationally efficient signal detection. The proposed CFO compensation technique is applicable to all types of subcarrier assignment techniques. Simulation results show that the quasi-banded approximation of the interference matrix is accurate enough to provide almost the same bit error rate performance as that of the optimal solution. The excellent performance of our proposed method is also proven through running an experiment using our FPGA-based system setup.

I. INTRODUCTION

Because of its high spectral efficiency and robustness against multipath fading, orthogonal frequency division multiple access (OFDMA) technology has been adopted for the physical layer of several wireless standards, e.g., WiMAX and 3GPP Long Term Evolution (LTE). OFDMA systems have high sensitivity to synchronization errors especially in the uplink. The inevitable imperfect synchronization breaks the orthogonality between the subcarriers and causes multiple access interference (MAI) as well as self-user interference [1]. Synchronization errors due to the timing misalignment of the users’ signals can be eliminated by a choice of long enough cyclic prefix (CP), to obtain a set of quasi-synchronous OFDM signals. The residual timing mismatch between different users will be reflected as part of their respective channel impulse responses and hence, can be compensated for at the equalization stage [2].

Because of the fact that the received signal at the base station (BS) is a superposition of all the users’ signals, multiple CFOs appear in the received signal. This results in inter-carrier interference (ICI) and hence MAI. To remove MAI a two-step process is applied. First, an appropriate signal processing method is used to estimate the different users’ CFOs. A CFO compensation method is then employed to remove MAI effects. Several algorithms have been proposed in the literature for the former [3], [4], [2]. However, the focus of this paper is on the latter, i.e., the MAI removal methods.

To tackle the ICI problem caused by CFOs, in the uplink of OFDMA based systems, a number of solutions have been proposed in the literature [5]–[13]. The authors in [5] and [6] propose interference cancellation techniques to eliminate the effect of ICI and MAI using tentatively detected data symbols of different users in each iteration. Chen et al. [13], extend this study by suggesting a joint minimum mean square error frequency domain equalization (MMSE-FDE) and CFO compensation technique with interference cancellation. Ahmed and Zhang [11] suggest a method of preconditioning the received signal vector, before applying the DFT, in order to limit the interfering subcarriers to a few adjacent ones only. This reduces the complexity of successive interference cancellation significantly. This method was originally proposed by Schniter, [14], in the context of single user OFDM systems in time varying channels. The drawback of the interference cancellation solutions is that their performance degrades as the CFO increases [5], [6], [11]. Besides, such methods may suffer from the error propagation problem, since wrong decisions may be fed back for cancellation.

In another class of CFO compensation techniques, which is of more interest in this paper, the CFO effects are modelled as multiplication of an interference matrix to a composite data vector of all the users which forms a system of equations. Solving this system of equations gives all the users’ data symbols, free of MAI and self-interference. However, the solution needs an inversion of the interference matrix whose size equals the total number of subcarriers, which, in practice, can be as large as a few thousands. This clearly makes the solution highly complex. Hence, solutions with reduced complexity have to be sought. Such a solution for the case where interleaved subcarrier allocation is used is proposed by Hsu and Wu [8]. In a more recent work, the authors take advantage of interference matrix structure in interleaved and block-interleaved subcarrier assignments to further reduce the computational cost [13]. Lee et al. [10], consider the generalized carrier allocation scheme (G-CAS) and proposed an MMSE compensation technique using conjugate gradient (CG) algorithm. This method reduces the computational complexity to a great extent. Another relevant work is that of Cao et al. [7], where the authors approximated the interference matrix by a banded one, simply, by assuming the elements that are off from the diagonal by a spacing of greater than $D$ (a design parameter) are equal to zero. It is then noted that this banded property of the (approximated) interference matrix can be used to find the desired solution with a low computational complexity.
complexity that is of the order of \( ND^2 \).

In this paper, we propose a new approach for limiting the interference from each subcarrier to a few of its adjacent ones using a receiver windowing technique. This enables us to approximate the interference matrix to a quasi-banded one with a negligible loss in performance. This is in contrast to the solution in [10] where the approximation of the original interference matrix to a banded one incurs a significant loss in performance. Our solution will result in a similar performance to that of [10], albeit at the cost of some loss (less than 10%) in bandwidth efficiency; see the details in Section III. Moreover, similar to [10], it is applicable to G-CAS. In addition, our novel solution, for typical cases of interest, reduces the computational complexity by over an order of magnitude when compared to the CG method; the most efficient algorithm in the literature.

The rest of the paper is organized as follows. In Section II we formulate the CFO problem in the uplink of OFDMA based systems. Section III discusses our proposed MAI reduction and CFO compensation techniques in detail. The BER performance of the proposed technique and comparisons with existing methods are presented in Section IV. Results of an experimental study are presented in Section V. A system complexity analysis that compares the proposed method with its counterparts from literature is presented in Section VI, and finally, the conclusions of the paper are drawn in Section VII.

Throughout the paper, matrices, vectors and scalar quantities are denoted by boldface uppercase, boldface lowercase and normal letters, respectively. \( [\mathbf{A}]_{m,n} \) represents the element in the \( m \)th row and \( n \)th column of matrix \( \mathbf{A} \). \( \mathbf{A}^{-1} \) signifies the inverse of \( \mathbf{A} \). \( \mathbf{I}_M \) is the identity matrix of size \( M \) and \( \mathbf{0}_{m \times n} \) is the zero matrix of size \( m \) by \( n \). The superscripts \( (\cdot)^T \) and \( (\cdot)^H \) indicate transpose and conjugate transpose of a matrix, respectively. Finally, \( \text{diag}(\cdot) \), \( * \) and \( | \cdot | \) represent a diagonal matrix with diagonal elements belonging to the vector \( \mathbf{x} \), linear convolution and absolute value, respectively.

II. System Model

The uplink of an OFDMA system with \( K \) users communicating with the base station through independent multipath wireless channels is considered. We assume to have a total number of \( N \) subcarriers in each OFDM symbol. Therefore, each user can have \( L = N/K \) subcarriers. In this paper, we consider the generalized subcarrier assignment scheme where randomly chosen subcarriers are assigned to different users. The \( L \times 1 \) vector \( \mathbf{d}^{(i)} \) contains data symbols of the \( i \)th user. It is worth mentioning that the subcarriers of distinct users are mapped on mutually disjoint subsets of the available subcarriers. Hence, if the subcarriers allocated to the \( i \)th and \( j \)th users belong to the sets \( \Psi_i \) and \( \Psi_j \), respectively, then \( \Psi_i \cap \Psi_j = \emptyset, i \neq j \) and \( \bigcup_{m=1}^{N} \Psi_m = \{1, \ldots, N\} \). In the OFDMA transmitter, the first step is carrier allocation. Thus, the \( i \)th user signal vector after subcarrier mapping is

\[
\mathbf{s}_i^{(i)} = \mathbf{\Gamma}^{(i)} \mathbf{d}^{(i)},
\]

where the subscript \( f \) in \( \mathbf{s}^{(i)}_i \) stresses that the data is in frequency domain and \( \mathbf{\Gamma}^{(i)} \) is a \( N \times L \) subcarrier allocation matrix of user \( i \). Columns of \( \mathbf{\Gamma}^{(i)} \) are equal to the columns of an \( N \times N \) identity matrix that belong to \( \Psi_i \). The output of the IDFT unit for user \( i \) is given by

\[
\mathbf{s}^{(i)}_t = \mathbf{F}_N^H \mathbf{s}^{(i)}_i,
\]

where \( \mathbf{F}_N \) is an \( N \)-point DFT matrix with elements \( [\mathbf{F}_N]_{n,k} = \frac{1}{\sqrt{N}} \frac{1}{\sqrt{\sqrt{N}}} e^{j \frac{2\pi nk}{N}} \). The subscript \( t \) in \( \mathbf{s}^{(i)}_t \) emphasizes that the vector is in time domain. Finally, the cyclic prefix (CP) and cyclic suffix (CS) whose lengths are \( N_{CP} \) and \( N_{CS} \) will be appended to the first and last part of the signal. In order to avoid self and multi-user interference due to the timing offsets of the users, a CP longer than both the maximum channel delay spread and the two way propagation delay is required and the residual timing errors will be incorporated in the channel impulse responses of the users; thereby, inter-symbol interference (ISI) between different users will be avoided. Therefore, the cyclically extended signal can be shown as

\[
\tilde{\mathbf{s}}^{(i)}_t = \mathbf{T} \mathbf{s}^{(i)}_t,
\]

where \( \mathbf{T} = [\mathbf{G}^T_{CP}, \mathbf{I}^N_{N_{CS}}, \mathbf{G}^T_{CS}]^T \) is the corresponding cyclic extension matrix and the rows of \( \mathbf{G}_{CP} \) and \( \mathbf{G}_{CS} \) matrices include the last \( N_{CP} \) and the first \( N_{CS} \) rows of the identity matrix \( \mathbf{I}_N \), respectively. The wireless channels for different users are assumed to be statistically independent with respect to each other and time invariant during one OFDMA symbol. If the channel impulse response for user \( i \) has the length equal to \( N_{ch} \) samples, it can be denoted by the vector \( \mathbf{h}^{(i)} = [h_{0}^{(i)}, \ldots, h_{N_{ch}−1}^{(i)}]^T \) whose elements are assumed to be statistically independent complex Gaussian random variables. Considering the impact of CFOs from different users, the received signal at the receiver can be depicted by

\[
\tilde{\mathbf{r}} = \sum_{i=1}^{K} \tilde{\Phi}(\epsilon_i)(\mathbf{h}^{(i)} * \tilde{\mathbf{s}}^{(i)}_t) + \nu,
\]

where \( \tilde{\Phi}(\epsilon_i) \) is the \( N_T \times N_T \) diagonal CFO matrix whose diagonal elements are \( \{1, e^{\frac{2\pi i\epsilon_1}{N}}, \ldots, e^{\frac{2\pi i\epsilon_{N_T}}{N}}\} \), \( \epsilon_i \) is the \( i \)th user’s CFO normalized by subcarrier spacing and \( N_T = N + N_{CP} + N_{CS} \). Finally, \( \nu \) is the complex additive white Gaussian noise (AWGN) vector, i.e, \( \nu \sim \mathcal{CN}(0, \sigma^2 \mathbf{I}_{N_T}) \) and \( \sigma^2 \) is the noise variance.

III. Filtering at the Receiver for MAI Reduction

In conventional OFDMA systems, after CP removal, the received signal vector is passed through a DFT block. This is equivalent to analyzing each received OFDM symbol through a bank of filters that are characterized by a rectangular prototype filter. Such a filter bank system suffers from large side-lobes and consequently a significant level of MAI when different subcarriers are not synchronized in frequency with respect to one another.

In order to reduce the ICI to a limited number of adjacent subcarriers and hence, limit the interference matrix to a quasi-banded one, we borrow the following idea from the discrete
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multitone (DMT) literature. In [15], to mitigate near-end
cross-talk and radio frequency interference in very high bit-
rate digital subscriber lines (VDSL), it has been proposed to
replace the rectangular prototype filter/window in an OFDM
receiver by a window with smooth roll-offs at the sides, as
shown in Fig. 1. A raised-cosine window is proposed for this
application in [15]. Given that the number of samples in the
time domain are \( N + N_w \) and we need to analyze the signal
samples in the frequency domain at \( N \) equally spaced samples,
one may conveniently alias the time domain signal, as shown in
Fig. 1 and then apply an \( N \)-point DFT to the result [15].

An analysis of the raised-cosine window that provides insight to its impact on side-lobe suppression is recently
reported in [16]. It is noted that if \( T_{\text{FFT}} \) denotes the length of DFT and \( T_w \) the duration of the roll-off at each side, the
raised-cosine window can be mathematically expressed as

\[ g(t) = \text{rect} \left( \frac{t - T_{\text{FFT}}/2}{T_{\text{FFT}}} \right) * c(t), \quad (5) \]

where

\[ c(t) = \frac{\pi}{2T_w} \sin \left( \frac{\pi t}{T_w} \right) \text{rect} \left( \frac{t - T_w/2}{T_w} \right), \quad (6) \]

and \( \text{rect}(\cdot) \) is the rectangular function. Accordingly, in the frequency
domain,

\[ |G(f)| = T_{\text{FFT}} |\text{sinc}(fT_{\text{FFT}})| \times |C(f)|, \quad (7) \]

and

\[ |C(f)| = \cos(\pi f T_w) \left| \frac{1 - 4f^2 T_w^2}{\pi f T_w} \right|. \quad (8) \]

A point to note here is that \( |C(f)| \) has a ‘sinc’ shape with the main lobe of \( 3/T_w \) wide. It also drops to below
\(-12 \text{ dB} \) beyond the frequency range \((-1.1/T_w, 1.1/T_w)\). If this attenuation is taken as sufficient to suppress the subcarrier
side-lobes (numerical results presented later shows this is a
good compromise choice), one will find that the interference
matrix becomes (with a good approximation) quasi-banded
with a bandwidth of \( 2[1.1T_w/2] + 1 \), where \( \lfloor \cdot \rfloor \) rounds down the
number inside.

Since, the first \( N_{\text{GI}} \) samples of \( \tilde{r} \) in (4) are affected by
the channels of the users, we will discard them using guard
interval removal matrix \( R_{\text{GI}} = [0_{(N+N_w) \times N_{\text{GI}}}, I_{(N+N_w)}] \) and we have

\[ \tilde{r} = \sum_{i=1}^{K} e^{j2\pi t N_{\text{GI}}} \Phi(t) TH_{i} s_{i} + R_{\text{GI}} \nu, \quad (9) \]

where \( \Phi(t) = \text{diag}(1, e^{-j2\pi t \gamma_1}, \ldots, e^{j2\pi t (N+N_w-1)}) \), \( T = \left[ G_{W}, I_{N}, G_{CS} \right]^T \). The sub-matrices \( G_{W} \) and \( G_{CS} \) are \( \frac{N}{2} \times N \) matrices which consist of the last and the first \( \frac{N}{2} \) rows of the identity matrix \( I_{N} \), respectively. \( H_{i} \) is the \( N \times N \)
circulant channel matrix of user \( i \) with the first column being \( h_{i}^{(1)} \) zero
padded to have the length of \( N \). The windowed and aliased
signal can be written as

\[ r' = \sum_{i=1}^{K} e^{j2\pi t N_{\text{GI}}} \left( T^T \tilde{W} \Phi(t) T \right) H_{i} s_{i} + \tilde{T}^T W \tilde{R}_{\text{GI}} \nu, \quad (10) \]

where \( \tilde{W} = \text{diag}(w_{rc}) \), \( w_{rc} \) is the raised-cosine window vector and \( T^T \) does the aliasing operation as mentioned earlier.

Since, \( H_{i}^{(1)} \) is a circulant matrix, it can be spectrally factorized as \( F_{N} H_{i}^{(1)} F_{N} \) where \( H_{i}^{(1)} \) is the \( N \times N \) diagonal matrix whose diagonal elements are the channel frequency response of
the user \( i \). Hence, recalling (2), \( H_{i}^{(1)} s_{i} \) can be written as \( F_{N} H_{i}^{(1)} s_{i} \) and after passing the signal through the DFT
block, we have

\[ \tilde{r} = F_{N} r' \]

\[ = \sum_{i=1}^{K} e^{j2\pi t N_{\text{GI}}} \left( F_{N} \tilde{T}^T \tilde{W} \Phi(t) T \right) F_{N} H_{i} s_{i} + \tilde{\nu}, \quad \] (11)

where

\[ x = \sum_{i=1}^{K} e^{j2\pi t N_{\text{GI}}} H_{i} s_{i} = \tilde{H}_{i} \tilde{d}, \quad (12) \]

and

\[ \Lambda = \sum_{i=1}^{K} F_{N} \tilde{T}^T \tilde{W} \Phi(t) T \tilde{F}_{N} H_{i}^{1}, \quad (13) \]

is the \( N \times N \) interference matrix. The matrix

\[ \Pi^{(i)} = \Gamma^{(i)}(\Gamma^{(i)H})^{H} + \tilde{\nu} = F_{N} \tilde{T}^T \tilde{W} \tilde{R}_{\text{GI}} \nu. \]

The \( N \times N \) diagonal matrix \( \tilde{H}_{i} \) contains the composite channel frequency response of all the users in its
diagonal elements. It is worth mentioning that the phase factors, \( e^{j2\pi t N_{\text{GI}}} \), are absorbed into the composite
channel of the users. The composite data vector \( \tilde{d} \) includes the
information symbols of all the users corresponding to their
allocated subcarriers as if there has been no interference.

As mentioned earlier, the effect of receiver windowing is that
it limits the interference generated by each subcarrier on
its adjacent ones within a certain distance which depends on
the roll-off factor of the window. Fig. 2 shows the quantized
value of the interference powers among different subcarriers
for both cases of OFDMA system with and without receiver
windowing. In Fig. 2 we consider an OFDMA system with 32

\[ \text{DMT} \] is the equivalent name for OFDM in the digital subscriber lines (DSL) literature.
As long as the elements in $\Lambda_1$ are very small, they do not have any impact on the precision of the detected data symbols. Using structural properties of the quasi-banded matrices, the ZF technique can be efficiently implemented. The interference matrix $\Lambda_{QB}$ can be factorized into lower and upper triangular matrices, i.e., $\Lambda_{QB} = LU$ using LU factorization. Since $\Lambda_{QB}$ is a quasi-banded matrix, the matrices $L$ and $U$ inherit some kind of banded properties; thereby, they have many zeros and data symbol detection can be implemented with low computational complexity by using forward and backward substitution techniques.

### IV. Simulation Results

In this section, we will compare the bit error rate (BER) performance of our technique for uplink OFDMA system with the solutions proposed in [7] and [10]. In the present solution we make an improvement to the ZF technique in [7] by making use of windowing at the receiver. We also compare the BER of our technique with the one in [10], which coincides with the optimal MMSE solution.

In our simulations we consider an uplink system with $N = 128$ subcarriers that are allocated to $K = 4$ users based on G-CAS. Therefore, the total number of subcarriers assigned to each user is $L = 32$. We assume that the users are using uncoded 4-QAM modulation and their signals have gone through the SUI-2 channel proposed by the IEEE802.16 broadband wireless access working group [17]. It is worth mentioning that the users experience independent multipath channels. The normalized CFOs are randomly chosen from a uniform distribution within the range $(-0.5, 0.5)$ and we have 10000 simulation runs. The receiver window that is used in our simulations is a raised-cosine window with $N_w = 14$ and the width $D = 10$ is considered for both banded and quasi-banded approximation of the interference matrix. In the banded approximation of the interference matrix, we do not consider the top right and bottom left elements of the matrix in multiple CFO compensation process.

Banded approximation of the interference matrix without any filtering at the receiver side is suggested in [7]. However, approximation of the interference matrix with a banded one is not very precise and, as shown in Fig. 3, the BER performance is greatly degraded compared to ZF solution using the full interference matrix, as testified by the error floor of the starred blue curve. From Fig. 2 we can see that there is interference power in the top right and bottom left parts of the matrix. This may lead to the conclusion that using a quasi-banded rather than a banded interference matrix may result in better performance. However, as Fig. 3 shows, the performance improvement is small.

The addition of windowing at the receiver is much more effective. In the case of the banded matrix there is significant improvement in performance as Fig. 3 shows. The performance can be further improved when a quasi-banded matrix is used and in fact it approaches the case of the ZF solution using the full interference matrix.

Fig. 2. Interference power between different subcarriers for G-CAS case when $N = 32$, $K = 4$, $N_w = 8$, CFOs = $[0.20, -0.35, 0.45, -0.11]$ shows the interference power without receiver windowing; [b] shows interference power for OFDMA system with windowing at the receiver.
Fig. 3. BER performance comparison of uplink OFDMA systems with and without receiver windowing when users are using G-CAS and normalized CFOs are $[-0.44, 0.09, -0.34, 0.18]$.

For the purposes of valid comparison, it should be noted that the quasi-banded technique with receiver windowing also performs as well as the CG technique in [10] but with the advantage of using a much simpler type of receiver.

V. EXPERIMENTAL STUDY

In this section, we present some results from an experimental wireless setup. Our system setup consists of a pair of National Instruments (NI) software defined radios. Each radio consists of a controller made up of an NI-PXIe-1082 and an NI-PXIe-1071 for transmitting and receiving the users’ data, respectively, through an NI Flex-RIO FPGA module, NI-PXIe-7965R. This FPGA module is equipped with a Xilinx Vertex-5 FPGA. The FPGA sends and receives data to and from an NI RF Transceiver Adapter Module, NI 5791, over the air. On the transmitter side, the Transceiver Adapter Module, effectively, takes a digital signal from the FPGA and converts it to an analog signal through a 16-bit digital-to-analog converter (DAC) that operates at 130 MSamples/s, and modulates the result to a radio frequency (RF) carrier. The RF carrier frequency can take any value in the range of 200 MHz through 4.4 GHz and may have a bandwidth of up to 100 MHz. On the receiver side, the Transceiver Adapter Module uses an analog-to-digital converter (ADC) that also operates at 130 MSamples/s, and provides a resolution of 14 bits/sample.

We consider the case where four mobile users transmit simultaneously to a base station. However, since our hardware is limited to two communicating radios only, we have taken the following approach to emulate the presence of four users. The transmitting radio transmits the signal corresponding to each user, one at a time. The signals of the four users that experience different channels (as we have changed the position of transmitting radio for each user) are captured by the receiver and added together, after adding a controlled CFO for each. It is worth mentioning that all the received signals from our four users have the same signal to noise ratios (SNRs). The SNR of the uplink signal in our experiment is approximately 25 dB. Data symbols are from a 16-QAM alphabet. To obtain an average performance, 500 OFDM data packets are transmitted, each consisting of a preamble (for synchronization and channel estimation) followed by 6 OFDM data symbols. The generalized carrier assignment scheme has been used to transmit the data of the four users over a bandwidth of 16.25 MHz and across 512 subcarriers. 126 subcarriers are allocated to each user. The zero-th subcarrier is not used as our hardware adds an undesirable DC offset to it. Also, we have some guard-band subcarriers. Hence, the total number of active subcarriers is $504 = 126 \times 4$.

Our method and that of [7] are applied to the received signal (the combination of the four users’ signals), to obtain the recovered data symbols according to [15]. These soft values are subtracted from the transmitted symbols to obtain the residual error due to the channel noise as well as any other effect due to the wireless channel. The ratio of the data symbol powers over the residual error provides an estimate of signal-to-interference plus noise ratio (SINR). The measured SINR for our method turns out to be 24.7 dB, while that of [7] was only 16.4 dB. That is, the method proposed in this paper performs over 8 dB better than the method of [7] on average. These numbers and the fact that the SNR at the input is around 25 dB indicate that while the method of this paper suffers from a negligible level of ICI, the less sophisticated method
of \([7]\) is dominated by a significant level of ICI. This clearly is consistent with our simulation results in the previous section, where we found the method of \([7]\) suffers from a BER floor. To further show the superior performance of the method of this paper over that of \([7]\), an example of the scattered plots of the two methods are presented in Fig. \([\text{VI}].\]

VI. SYSTEM COMPLEXITY

Table \(\text{I}\) summarizes the computational complexity of our technique, the CG technique and the direct ZF technique which involves direct computation of the inverse of the full interference matrix \(\Lambda\). It is assumed that \(N\) subcarriers are allocated to \(K\) users based on G-CAS. Parameter \(I\) in the table indicates the number of iterations in the CG algorithm. Since all the operations include complex numbers, the complexity expressions are presented based on the number of complex multiplications (CMs). Compared to \([7]\), the complexity of our method is slightly higher.

The conjugate gradient solution offers a good computational complexity reduction for the case of G-CAS with respect to the other existing solutions \([10]\). However, the computational complexity of the CG technique depends on the number of users while our proposed technique is independent of the number of users. Therefore, in some cases we are able to reduce the complexity by over an order of magnitude. As a case in point, for \(N = 512\), \(D = 10\), \(K = 8\) and \(I = 32\) (as suggested in \([10]\)), complexity of the proposed technique with quasi-banded matrix approximation is only 16.5\% of the CG technique. As the number of users increases from 8 to 16, the computational complexity of our proposed technique is only 9\% of the CG method. Hence, our technique is more computationally efficient than the CG algorithm as the number of users increases. Another point to make here is that since in \([14]\), we have many zero elements, the matrix \(A_{QH}\) is a sparse matrix. Therefore, sparse storage techniques can be applied to significantly reduce the memory requirements.

VII. CONCLUSION

In this paper, we proposed a novel method to reduce the CFO induced interference in the uplink of OFDMA systems. Our method is applicable to the generalized carrier allocation scheme. We suggested the use of receiver windowing for interference suppression; an idea that we borrowed from DSL literature. The interference power in OFDMA system with windowing is more concentrated towards the main diagonal of the interference matrix compared to the conventional OFDMA system. This interference localization comes at the expense of a longer cyclic extension, but with the gain of a simpler receiver. We have shown that after the application of windowing at the receiver, the interference matrix can be approximated well with a quasi-banded matrix while keeping very close to the optimal performance. A substantial amount of saving in computational complexity has been achieved using our proposed solution which makes it attractive for hardware implementations. Simulation and experimental results that compare the advantageous trade-offs of the proposed method with the existing methods were also presented.
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