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Abstract

In this paper, we consider a more general four-terminal memoryless relay-eavesdropper channel with state information (REC-SI) and derive an achievable perfect secrecy rate for it. We suppose that the state information is non-causally available at the transmitter and relay only. The transmitter wishes to establish a secure communication with the legitimate receiver by the help of a relay where a confidential message will be kept secret from a passive eavesdropper. We consider active cooperation between the relay and transmitter. The relay helps the transmitter by relaying the message using decode-and-forward (DF) scheme. The proposed model is a generalization of some existing models and the derived achievable perfect secrecy rate is compared to the special cases. The results are also validated numerically for the additive white Gaussian noise (AWGN) channel.
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I. INTRODUCTION

SHANNON developed the theory of secrecy systems in [1], in which the transmitter attempts to send message \( M \) to a legitimate receiver through a noiseless channel. This message is encrypted to a cipher text \( E \) by a key \( K \) shared between the transmitter and receiver. In Shannon’s model, an eavesdropper which knows the family of encryption and decryption functions has access to the ciphertext \( E \) and tries to get some information about the message \( M \). In Shannon model [1], the perfect secrecy can be achieved if \( p(M|E) = P(M) \). In particular, the system is considered perfectly secure if the key space is at least as large as the message space.

The basic information theoretic model of wiretap channel was introduced by Wyner [2]. In this model, the eavesdropper as a passive receiver gets a noisy version of the legitimate receiver’s signal. Then, this degraded wiretap channel was extended...
to the broadcast channel with confidential messages by Csiszár and Körner in [3], where the transmitter attempts to send a common message to both legitimate receiver and eavesdropper and to send a secret message only to the legitimate receiver.

Considering the works on communications with state information [4], [5], Chen and Vink investigated the Gaussian wiretap channel with state information [6]. This work was then extended to the wiretap channel with state information in [7] and after that, several similar ideas were investigated [8]–[12].

During the past years, a number of international efforts have led to developing several initiatives on the concept of cooperative secrecy. These works deal with three main categories, oblivious cooperation for secrecy, active cooperation for secrecy, and untrusted helpers [13]. In the first category, the cooperating party facilitates the transmission of a confidential message from the transmitter to the receiver without the need of any information about that message. Cooperative jamming [14], artificial noise [15], and noise forwarding [16] are three common techniques proposed for this kind of cooperation. In the second category, the cooperating party is active and facilitates the transmission by relaying the message using some techniques like decode and forward (DF) and compress and forward [16], [17]. Finally, in the third category, the eavesdropper is assumed to be a cooperating partner and the interaction of cooperation and secrecy is investigated [18], [19].

In this paper, we consider relay eavesdropper channel with an active cooperation. Moreover, we assume that the channel is state-dependent and a state information is non-causally available at the transmitter and relay. Exploiting the results of cooperation for secrecy in relay eavesdropper channel [16] and state-dependent relay channel [20], we consider a general framework and propose achievable secrecy rate for the memoryless relay eavesdropper channel with state information (REC-SI). In this model, the relay uses DF scheme to facilitate the transmission of the confidential message from the transmitter to the receiver. We extend this work to the Gaussian channel and provide some numerical examples.

The organization of the paper is as follows. Section II introduces our notations and the discrete memoryless REC-SI. An achievable secrecy rate for the REC-SI is presented in Section III. In Section V, we extend the results to the Gaussian REC-SI. We provide some numerical examples of Gaussian REC-SI in Section V. Finally, Section VI concludes the paper.

II. Notations and System Model

A. Notations

We use the following notations throughout the paper. Uppercase letters are used to denote random variables, (e.g. X), and lowercase letters their realizations, (e.g. x). Also, calligraphic letters are used to denote the alphabet set, (e.g. X). Vectors are denoted as \( X^n = (X(1), X(2), X(3), \ldots, X(n)) \). We use the following shorthand for probability mass functions (p.m.f.): \( p(x) \triangleq \Pr(X = x), p(x, y) \triangleq \Pr(X = x, Y = y) \), and \( p(x|y) \triangleq \Pr(X = x|Y = y) \). Finally, \( |x|^+ \) denotes \( \max\{0, x\} \).

For simplicity in notion, we need the following definitions.

**Definition 1.**

\[
C_1(x) \triangleq \frac{1}{2} \log(1 + x),
\]

\[
C_2(a, b, c, d, e, f, g, h) \triangleq \frac{1}{2} \log \left( \frac{(|ac - b|^2df + ed + c^2fe)(|ag + h|^2d + |g|^2e + |g + h|^2f + 1)}{|g(b - 1) + h(c - 1)^2fde + |ac - b|^2df + ed + c^2fe|} \right).
\]
B. System Model

To specify the discrete memoryless REC-SI depicted in Fig. 1, we define five sets \((X_1, X_2, Y, \mathcal{Y}, Z)\). We also define a transition probability distribution \(p(y_2, y, z | x_1, x_2, s)\) for all \((x_1, x_2, y_2, y, z, s \in X_1, X_2, Y_2, Y, Z, S)\). \(X_1\) and \(X_2\) are the transmitter and relay inputs, respectively while \(Y_2, Y,\) and \(Z\) are the outputs of the relay, legitimate receiver, and eavesdropper, respectively. We suppose that the random state information \(S\) is non-casually known to the transmitter and relay only, and taking values from a finite set \(S\). In this model, the transmitter wants to transmit a message \(m \in \{1, 2, \ldots, 2^{nR}\}\) to the receiver with the help of relay using a \((2^{nR}, n, P^n_e)\) code in \(n\) channel uses. The relay helps the transmitter by relaying the message using DF scheme.

**Definition 2.** A \((2^{nR}, n, P^n_e)\) code for the discrete memoryless REC-SI consists of

1. A stochastic encoder function at the transmitter,
   \[
   \Phi^n_1 : \{1, 2, \ldots, 2^{nR}\} \times S^n \rightarrow X^n_1. 
   \]  
2. A sequence of stochastic encoder functions at the relay,
   \[
   \Phi_2(i) : Y_2^{i-1} \times S^n \rightarrow X_2(i) \quad \text{for} \quad i = 1, 2, \ldots, n. 
   \]
3. A decoding function at the legitimate receiver,
   \[
   \Psi^n : Y^n \rightarrow \{1, 2, \ldots, 2^{nR}\}. 
   \]
4. The average error probability of this code is
   \[
   P^n_e = \frac{1}{2^{nR}} \sum_{m=1}^{2^{nR}} \Pr \left( \Psi^n(Y^n) \neq m \mid m \text{ was sent} \right). 
   \]
5. The information leakage rate for the eavesdropper is measured by
   \[
   R_L = \frac{1}{n} I(M; Z^n). 
   \]
Definition 3. The rate-leakage pair \((R, R_L^*)\) is achievable for the discrete memoryless REC-SI if for any \(\epsilon > 0\), there exist a sequence of coeds \((2^nR, n, P^n_e)\) such that for sufficiently large \(n\), we have
\[
P^n_e \leq \epsilon \quad \text{and} \quad R_L \leq R_L^* + \epsilon. \tag{6}
\]
The prefect secrecy rate \(R_s\) is achievable if the rate-leakage pair \((R_s, R_s)\) is achievable.

III. Achievable Secrecy Rate for REC-SI

In this section, we present an achievable perfect secrecy rate for the discrete memoryless REC-SI with DF strategy after the following definitions.

Definition 4. Define \(\mathcal{P}\) as the set of all joint distributions of the random variables \(S, U_1, U_2, X_1, X_2, Y_2, Y,\) and \(Z\) which factor as
\[
p(s, u_1, u_2, x_1, x_2, y_2, y, z) = p(s)p(u_1, u_2, x_1, x_2 | s)p(y_2, y, z | x_1, x_2, s). \tag{7}
\]

Definition 5. Given \(p \in \mathcal{P}\), define the following rates:
\[
\tilde{R} \triangleq \left[ I(U_1; Y_2 | S, U_2) - I(U_1, U_2; Z) \right]^+ \tag{8}
\]
and
\[
\hat{R} \triangleq \left[ I(U_1, U_2; Y) - I(U_1, U_2; S) - I(U_1, U_2; Z) \right]^+. \tag{9}
\]

An achievable perfect secrecy rate for discrete memoryless REC-SI is given by the following theorem.

Theorem 1. For a discrete memoryless REC-SI with DF strategy and state information \(S^n\) non-causally available at the transmitter and relay, the following perfect secrecy rate is achievable:
\[
R_s = \sup_{p \in \mathcal{P}} \min \left\{ \tilde{R}, \hat{R} \right\}. \tag{10}
\]

Proof. The proof of this theorem is based on random coding scheme which combines Csiszar et al. [3] and sliding-window decoding strategy [21]–[23]. The proof is provided in Appendix A. \blacksquare

The presented achievable perfect secrecy rate for the discrete memoryless REC-SI is generalization of some previous works.

Remark 1. If \(Z = \emptyset\), our model reduces to the RC-SI and Theorem [1] reduces to the achievable rate presented in [20, Theorem 2.1].

Remark 2. If \(S = \emptyset\), our model reduces to the REC and Theorem [1] reduces to the perfect secrecy rate achieved in [16, Theorem 2].

Remark 3. If we set \(U_1 = X_1\) and \(U_2 = X_2\) and disable the state information \((S = \emptyset)\), our model is reduced to the classical RC and Theorem [1] is reduced to the rate of RC in [24, Theorem 6].
IV. THE GAUSSIAN REC-SI

In this section, we extend the results of Section III to the AWGN relay eavesdropper channel with additive state information. As previous section, we suppose that the state information is known to the transmitter and relay.

A. Channel Model

Assume that the received signals at each nodes of the model depicted in Fig. 1 at times $i = 1, 2, \ldots, n$ are as follows:

\[
Y_2(i) = h_{sr}[X_1(i) + S(i)] + Z_1(i),
\]

\[
Y(i) = h_{sd}[X_1(i) + S(i)] + h_{rd}[X_2(i) + S(i)] + Z_2(i),
\]

\[
Z(i) = h_{se}[X_1(i) + S(i)] + h_{re}[X_2(i) + S(i)] + Z_3(i)
\]

where $X_1(i)$ and $X_2(i)$ are the transmitted signals by the transmitter and relay, $S(i)$ is the channel state information and non-causally known to the transmitter and relay, $Y_2(i), Y(i)$ and $Z(i)$ are the outputs of the relay, legitimate receiver, and eavesdropper, respectively, $Z_1(i), Z_2(i)$ and $Z_3(i)$ are i.i.d. and independent white Gaussian noises with unit variance, and $h_{jk}$ is the channel coefficient between node $j$ and node $k$. We suppose that the channel state information at different times are i.i.d. and distributed as $\mathcal{N}(0, Q)$. We also let $X_2(i) \sim \mathcal{N}(0, P_2)$ and

\[
X_1(i) = cX_2(i) + \tilde{X}(i)
\]

where $c$ is a constant and the novel information is modeled by $\tilde{X}(i)$, i.i.d. $\mathcal{N}(0, P)$. The power constraint at the transmitter and relay is

\[
|c|^2 P_2 + P \leq P_1.
\]

B. Achievable Secrecy Rate for the Gaussian REC-SI

The main result of Theorem 1 for the Gaussian REC-SI is presented in the following theorem.

**Theorem 2.** Using the auxiliary random variables $U_1 = X_1 + \alpha_1 S$ and $U_2 = X_2 + \alpha_2 S$, where $\alpha_1$ and $\alpha_2$ are real numbers and the state information $S$ is independent of $X_1$ and $X_2$, the following perfect secrecy rate is achievable for the Gaussian REC-SI:

\[
R_s^G = \max_{c, \alpha_1, \alpha_2, P} \min \left\{ \hat{R}^G, \tilde{R}^G \right\},
\]

where

\[
\hat{R}^G = C_1 \left( |h_{sr}|^2 P \right) - C_2 \left( c, \alpha_1, \alpha_2, P_2, P, Q, h_{se}, h_{re} \right)^+
\]

and

\[
\tilde{R}^G = C_2 \left( c, \alpha_1, \alpha_2, P_2, P, Q, h_{sd}, h_{rd} \right) - C_2 \left( c, \alpha_1, \alpha_2, P_2, P, Q, h_{se}, h_{re} \right) - C_1 \left( \frac{|c\alpha_2 - \alpha_1|^2 P_2 + \alpha_2^2 P}{PP_2} Q \right)^+.
\]

**Proof.** Please refer to Appendix B where the proof is provided.
V. NUMERICAL EXAMPLES

In this section, we discuss several numerical examples for the Gaussian REC-SI. The network topology is selected as suggested in [16] and shown in Fig. 2. In this network, the transmitter, relay, receiver, and eavesdropper are placed at (0, 0), (x, 0), (1, 0), and (1, 0), respectively. In the following, we consider two modes for this channel, real and fading channel, as presented in [16].

A. Real Channel

In this model, the channel is real; hence the channel coefficient is \( h_{jk} = d_{jk}^{-\gamma} \) where \( d_{jk} \) is the distance between node \( j \) and \( k \) and \( \gamma > 1 \) is the channel attenuation coefficient. We give the achievable perfect secrecy rate of this channel under several scenarios. In all numerical examples of this subsection, we set \( P_1 = 1 \) and \( P_2 = 8 \), and \( \gamma = 3 \).

In the first scenario, the power of state information, \( Q \), is changed and the relay is moved along the \( x \)-axis. Fig. 3 illustrates the achievable perfect secrecy rate versus the position of the relay, \( x \), with and without state information. The dashed curve belongs to the state independent REC. It can be seen that how the state information could help the secure communication between the transmitter and receiver. Moreover, it is not possible to get positive secrecy rate for \( x > 1 \) in REC without state information while as seen in Fig. 3 we could get positive secrecy rate for this case. Finally, when \( x = 0 \), we could not get positive secrecy, meaning using multi-antenna at the transmitter is ineffective.

In the second scenario, we set \( Q = 0.5 \) and the eavesdropper is moved between the transmitter and point \((0, 1)\) along the \( y \)-axis. The results of this scenario are depicted in Fig. 4. In our network topology, not necessarily with the eavesdropper closer to the transmitter, the secrecy rate will not decrease. Even putting the eavesdropper nearby the transmitter, because it does not know about state information, we can get positive secrecy rate.

In the third scenario, the eavesdropper is nearer to the transmitter than the legitimate receiver. It is placed at the point \((0, 0.4)\) and \( Q \) is changed. Fig. 5 shows the achievable perfect secrecy of this scenario with and without state information. We can see
Fig. 3. The achievable perfect secrecy rate for the Gaussian REC-SI with and without state information.

Fig. 4. The achievable perfect secrecy rate for the Gaussian REC-SI when the eavesdropper is moved between the transmitter and (0, 1). (Q = 0.5)

how the state information could help these secure communications. Furthermore, we cannot get positive secrecy rate without state.

Finally, in the fourth scenario, the relay is moved on the straight line between the eavesdropper and receiver. The achievable secrecy rate is shown in Fig. 5. Again, we cannot establish secure communication without the state information. But if we increase the power of the transmitter to $P_1 = 4$, we can also get positive secrecy rate without the state. This results of this scenario with $P_1 = 4$ and $P_2 = 8$ are shown in Fig. 7.
B. Fading Channel

In this model we consider a random phase for each channel coefficients, i.e., $h_{jk} = d_{jk}^{-\gamma}e^{j\theta_{j,k}}$. In this model, the transmitter knows the phases $\theta_{12}$, $\theta_{13}$, $\theta_{23}$ but does not know the $\theta_{14}$ and $\theta_{24}$. We choose the fading phases uniformly from $[0, 2\pi)$. Moreover, $\theta_{13}$ and $\theta_{13}$ are independent of other fading phases. Here, we only consider the first scenario presented in Subsection V-A to see how the state information also helps secure communication in Gaussian fading channel. In this example, we also set $P_1 = 1$, $P_2 = 8$, and $\gamma = 3$. The results are shown in Fig. 8.
VI. CONCLUSION

In this paper, we give an achievable secrecy rate for the memoryless REC-SI. The presented model was a generalization of some existing models, where the transmitter wishes to transmit a confidential message to the legitimate receiver keeping
secret from an eavesdropper with the help of a relay as an active cooperating partner. Moreover, a random state is non-causally available only to the transmitter and relay. The relay helps this secret communication by relaying the message using DF scheme. We also extended our model to the AWGN channel with an additive Gaussian random state information. An achievable secrecy rate was also derived for the Gaussian REC-SI. We provided some numerical examples, where it could be seen how the state information helps to achieve secure communication.

**APPENDIX A**

**Proof of Theorem 1**

*Proof.* As stated before, the proof is based on random coding scheme and combination of Csiszar et al. [3] and sliding-window decoding strategy [21,22]. Let define the following parameters for simplicity:

**Definition 6.**

\[ R_1 \triangleq I(U_1, U_2; Z) + \epsilon, \]

\[ R_2 \triangleq I(U_2; S) + \epsilon, \]

\[ R_3 \triangleq I(U_1; S|U_2) + \epsilon, \]

\[ R \triangleq \min \left\{ I(U_1|Y_2; S, U_2), I(U_1, U_2; Y) - I(U_1, U_2; S) \right\} - I(U_1, U_2; Z) - 6\epsilon. \]

Consider B transmission blocks in which n transmissions occur. A sequence of \((B - 1)\) messages \(M_b, b \in [1 : B - 1]\), each selected independently and uniformly over \([1 : 2^{nR}]\) is sent over these B blocks. Hence the average rate over these blocks is \(R(B - 1)/B\) which can be made arbitrary close to \(R\) as \(n \to \infty\).

**Codebook generation:** Fix a p.m.f. as \(\{7\}\) that attains the achievable perfect secrecy rate in \([10]\). For each block \(b \in [1 : B]\), generate \(2^{n(R+R_1+R_2)}\) i.i.d. \(u_2^n\) sequences, each of length \(n\) according to probability \(\prod_{i=1}^{n} p(u_{2i})\). Index them as \(u_2^n(m_{b-1}, l_{b-1}, w_{b-1}')\) where \(m_{b-1} \in [1 : 2^{nR}], l_{b-1} \in [1 : 2^{nR_1}], w_{b-1}' \in [1 : 2^{nR_2}]\). Moreover, for each \(u_2^n\), generate \(2^{n(R+R_1+R_3)}\) conditionally i.i.d. \(u_1^n\) sequences with \(\prod_{i=1}^{n} p(u_{1i}|u_{2i})\). Also index them as \(u_1^n(m_{b-1}, l_{b-1}, u_{b-1}', m_b, l_b, w_b)\) where \(m_b \in [1 : 2^{nR}], l_b \in [1 : 2^{nR_2}], w_b \in [1 : 2^{nR_3}]\).

**Encoding:** Let \(m_b \in [1 : 2^{nR}]\) be the message to be sent in block \(b\) with state information \(s^n\) observed. At first, the stochastic encoder at the transmitter looks in bin \(m_{b-1}\) and subbin \(l_{b-1}\) for the smallest index \(u_{b-1}'\) such that \(u_2^n(m_{b-1}, l_{b-1}, u_{b-1}'), s^n) \in T_e^{(n)}\). Then, it uniformly randomly chooses \(l_b\) from bin \(m_b\) and looks in subbin \(l_b\) for a sequence \(u_1^n\) such that \((u_1^n(m_{b-1}, l_{b-1}, w_{b-1}', m_b, l_b, w_b), u_2^n(m_{b-1}, l_{b-1}, w_{b-1}')\), \(s^n) \in T_e^{(n)}\) and transmits \(\prod_{i=1}^{n} p(x_{2i}|u_{2i}, s_i)\). If there is no such sequences, then the sender randomly chooses one of them. Assume \(m_0 = m_B = 1\) by convention. In block \((b + 1)\), the relay knows the estimates \((\tilde{m}, \tilde{l}_b)\) of the message sent by the transmitter in the previous block; hence, it looks in bin \(\tilde{m}_b\) and subbin \(\tilde{l}_b\) for the smallest index \(\tilde{w}_b'\) such that \(u_2^n(\tilde{m}_b, \tilde{l}_b, \tilde{w}_b'), s^n) \in T_e^{(n)}\) and sends \(\prod_{i=1}^{n} p(x_{2i}|u_{2i}, s_i)\).

**Decoding:** Let \(\tilde{m}_0 = 1\) by convention. At the end of block \(b\), the relay finds the unique \((\tilde{m}_b, \tilde{l}_b)\) such that

\[ (u_1^n(m_{b-1}, l_{b-1}, w_{b-1}', \tilde{m}_b, \tilde{l}_b, \tilde{w}_b'), u_2^n(m_{b-1}, l_{b-1}, w_{b-1}'), s^n, y^n_2(b)) \in T_e^{(n)} \]
for some \( \hat{w}_b \). At the end of block \((b + 1)\), the receiver finds the unique \((\hat{m}_b, \hat{b}_b)\) such that

\[
\left( u_1^n(m_{b-1}, b_{b-1}, w'_{b-1}, \hat{m}_b, \hat{b}_b, \hat{w}_b), u_2^n(m_{b-1}, b_{b-1}, w'_{b-1}), y^n(b) \right) \in T^{(n)}
\]

for some \( \hat{w}_b \) and \( \left( u_2^n(\hat{m}_b, \hat{b}_b, \hat{w}_b'), y^n(b + 1) \right) \in T^{(n)} \) for some \( \hat{w}_b' \).

**Analysis of the error probability:** Assume without loss of generality that the transmitted messages are \( M_{b-1} = M_b = 1 \) with the corresponding indices \( L_{b-1} \) and \( L_b \) and \( \hat{M}_b \) and \( \hat{M}_b \) are the relay and receiver message estimates, respectively. If one or more of the following events occur the decoder makes an error.

\[
E^1_1(b) = \left\{ \left( u_1^n(M_{b-1}, L_{b-1}, w'_{b-1}, M_b, L_b, w_b), u_2^n(M_{b-1}, L_{b-1}, w'_{b-1}), y^n(b) \right) \notin T^{(n)} \text{ for all } w_b \right\},
\]

\[
E^1_2(b) = \left\{ \left( u_2^n(M_{b-1}, L_{b-1}, w'_{b-1}), y^n(b) \right) \notin T^{(n)} \text{ for all } w'_b \right\},
\]

\[
E^2_1(b + 1) = \left\{ \left( u_2^n(\hat{M}_b, \hat{L}_b, w'_b), y^n(b) \right) \notin T^{(n)} \text{ for all } w'_b \right\},
\]

\[
E^2_2(b - 1) = \left\{ \hat{M}_{b-1} \neq 1 \right\},
\]

\[
E^2_2(b) = \left\{ \hat{M}_b \neq 1 \right\},
\]

\[
E(b - 1) = \left\{ \hat{M}_{b-1} \neq 1 \right\},
\]

\[
E^1_1(b) = \left\{ \left( u_1^n(\hat{M}_{b-1}, \hat{L}_{b-1}, w'_{b-1}, \hat{M}_b, \hat{L}_b, W_b), u_2^n(\hat{M}_{b-1}, \hat{L}_{b-1}, w'_{b-1}), y^n(b) \right) \notin T^{(n)} \right. \text{ or } \left. \left( u_2^n(\hat{M}_b, \hat{L}_b, \hat{w}_b), y^n(b + 1) \right) \notin T^{(n)} \right\},
\]

\[
E^2_1(b) = \left\{ \left( u_1^n(\hat{M}_{b-1}, \hat{L}_{b-1}, w'_{b-1}, m_b, l_b, w_b), u_2^n(\hat{M}_{b-1}, \hat{L}_{b-1}, w'_{b-1}), y^n(b) \right) \notin T^{(n)} \right\}.
\]

The probability of error can be upper bounded as

\[
P(E(b)) = P\left\{ \hat{M}_b \neq 1 \right\} \leq P\left\{ E^1_1(b) \right\} + P\left\{ E^1_2(b) \right\} + P\left\{ E^2_1(b + 1) \right\} + P\left\{ E^2_2(b - 1) \right\}
\]
\[
+ P\left\{ E^2_2(b) \right\} + P\left\{ E(b - 1) \right\} + P\left\{ E^1_1(b) \cap E^2_2(b - 1) \cap E^2_2(b) \cap E^c(b - 1) \right\}
\]
\[
+ P\left\{ E^2_2(b) \cap E^2_2(b) \cap E^c(b - 1) \right\}.
\]

The first, second, and third terms tends to zero as \( n \to \infty \) since (18) and (19), respectively, imply that \( R_2 > I(U_2; S) \) and \( R_3 > I(U_1; S|U_2) \). Since the definitions of \( R, R_1, \) and \( R_3 \) in Definition 6 imply that \( R + R_1 + R_3 < I(U_1; S, Y_2|U_2) \), it is
not difficult to prove that the forth, fifth, and seventh terms also tends to zero as \( n \to \infty \). For the eighth term, we have

\[
P \left\{ \left( u^1_n(\hat{M}_{b-1}, \hat{L}_{b-1}, \hat{W}_{b-1}, m_b, l_b, w_b), u^2_n(\hat{M}_{b-1}, \hat{L}_{b-1}, \hat{W}_{b-1}), y^n(b) \right) \in T_c^{(n)} \right\}
\]

for some \((m_b, l_b) \neq (M_b, L_b)\) and \((\hat{M}_b, \hat{L}_b) = (M_b, L_b)\)

\[
= \sum_{m_b \neq M_b} \sum_{l_b \neq L_b} P \left\{ \left( u^1_n(\hat{M}_{b-1}, \hat{L}_{b-1}, \hat{W}_{b-1}, m_b, l_b, w_b), u^2_n(\hat{M}_{b-1}, \hat{L}_{b-1}, \hat{W}_{b-1}), y^n(b) \right) \in T_c^{(n)} \right\} \times
\]

\[
P \left\{ (u^2_n(m_b, l_b), y^n(b+1)) \in T_c^{(n)} | (\hat{M}_b, \hat{L}_b) = (M_b, L_b) \right\}
\]

\[
= \sum_{m_b \neq M_b} \sum_{l_b \neq L_b} \sum_{m_b \neq M_b} \sum_{l_b \neq L_b} 2^{-n|I(U_1, Y) - 3\epsilon|} \leq 2^{-n|I(U_1, U_2; Y) - 6\epsilon|},
\]

hence it is necessary to have

\[
R + R_1 + R_2 + R_3 \leq I(U_1, U_2; Y) - 6\epsilon.
\]  

(31)

According to Definition [5], we can see that \((31)\) holds and therefore, the eighth term also tends to zero as \( n \to \infty \). Finally using induction the sixth term also tends to zero as \( n \to \infty \).

**Analysis of information leakage rate:** We calculate the mutual information between message \( M \) and \( Z^n \), averaged over the random codebook \( C \).

\[
I(M; Z^n | C) = H(M|C) - H(M|Z^n, C) = nR - H(M, l|Z^n, C) + H(l|M, Z^n, C)
\]

\[
= nR - H(M, l|C) + I(M, l; Z^n|C) + H(l|M, Z^n, C)
\]

\[
= nR - n(R + R_1) + I(M, l, U^n_1, U^n_2; Z^n | C) + H(l|M, Z^n, C)
\]

\[
\leq - nR_1 + I(M, l, U^n_1, U^n_2; Z^n) + H(l|M, Z^n, C)
\]

\[
\leq - nR_1 + I(U^n_1, U^n_2; Z^n) + H(l|M, Z^n, C) + ne' \tag{32}
\]

\[
\leq - nR_1 + nI(U_1, U_2; Z) + H(l|M, Z^n, C) + ne' \tag{32}
\]

\[
\leq - nR_1 + nI(U_1, U_2; Z) + n(R_1 - I(U_1, U_2; Z) + \epsilon)
\]

\[
= ne
\]

(a) follows from the fact that \( C, M, l \rightarrow U^n_1, U^n_2 \rightarrow Z^n \) forms a Markov chain and (b) is due to the following fact that

\[
I(U^n_1, U^n_2; Z^n) \leq nI(U_1, U_2; Z) + ne'.
\]  

(33)

The proof of \((33)\) is similar to the proof provided in [25] (Lemma 3) and in [26] (Appendix A). (c) holds since by using Lemma 22.1 in [23], if we have \( R_1 > I(U_1, U_2; Z) \), then \( H(l|M, Z^n, C) \leq n(R_1 - I(U_1, U_2; Z) + \epsilon) \). From (17), we can see that this condition is satisfied and hence the proof is completed.
APPENDIX B

PROOF OF THEOREM 2

Proof. We extend the achievable perfect secrecy rate derived in Theorem 1 to the Gaussian case with continuous alphabets for the channel model presented in Theorem IV-A. Using an appropriate choice of input distributions, it is sufficient to calculate the mutual information terms in (10). Straightforward calculations result in the following expressions:

\[
I(U_1; Y_2|S, U_2) = \frac{1}{2} \log \left( 1 + |h_{s_2}|^2 P \right),
\]

\[
I(U_1, U_2; S) = \frac{1}{2} \log \left( 1 + \frac{\alpha_2 - \alpha_1}{\alpha_2 P_2 + \alpha_2^2 P Q} \right),
\]

\[
I(U_1, U_2; Y) = \frac{1}{2} \log \left( \frac{(|\alpha_2 - \alpha_1|^2 P_2 Q + PP_2 + \alpha_2^2 P Q) (|ch_{sd} + h_{rd}|^2 P_2 + |h_{sd}|^2 P + |h_{sd} + h_{rd}|^2 Q + 1)}{|h_{sd}(\alpha_1 - 1) + h_{rd}(\alpha_2 - 1)|^2 PP_2 Q + |\alpha_2 - \alpha_1|^2 P_2 Q + PP_2 + \alpha_2^2 P Q} \right),
\]

and

\[
I(U_1, U_2; Z) = \frac{1}{2} \log \left( \frac{(|\alpha_2 - \alpha_1|^2 P_2 Q + PP_2 + \alpha_2^2 P Q) (|ch_{se} + h_{re}|^2 P_2 + |h_{se}|^2 P + |h_{se} + h_{re}|^2 Q + 1)}{|h_{se}(\alpha_1 - 1) + h_{re}(\alpha_2 - 1)|^2 PP_2 Q + |\alpha_2 - \alpha_1|^2 P_2 Q + PP_2 + \alpha_2^2 P Q} \right).
\]

The proof is completed by substituting (34), (37) in (10). □
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