Chapter 9
Doing What Is Right or Doing What Is Safe
An Examination of the Relationship Between Professionalization and Safety

Linda J. Bellamy

Abstract The relationship between professionalization and safety is examined from two angles. One is how professionals manage high risk by doing what is right, what the trusted professional does when applying their skills and expertise in controlling a hazardous technological system. The other is doing what is safe, control of safety by a formal system of regulation, rules, procedures, codes and standards which constrains behaviour to remain within specified boundaries of operation but which must still somehow allow sufficient flexibility of behaviour to adapt to the specifics of the situation. By looking at some of the aspects of accidents and lessons learned, issues in safety and professionalism are highlighted which could be important topics for developing safety competence, in particular for the management of uncertainty and unforeseen risks. The handling of uncertainties and the mitigation of cognitive bias, the development of tacit knowledge and the use of lessons learned from successful recoveries are potential learning opportunities for both types of professional for uncertainty management. The chapter first sets out to clarify the meanings in the title and how they are different and possibly even conflicting in the approach to safety. This theme continues in examining how these issues are reflected in accidents and lessons learned. Finally, some possible ways forward are identified.
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9.1 Introduction

Two types of professional activity relate to the control of the hazards, namely *doing what is right* and *doing what is safe*. These labels simplify the more complex understanding of what is meant in these two areas. *Doing what is safe* refers to the human-involved activity of safety control which is largely governed by rules and procedures, with criteria for how things are done and what the outputs of the processes should be. Keeping within the boundaries of the formal system is achieved by compliance. However, when formal control systems break down or are ambiguous or wrong and in any case are never complete in covering variations in the working environment, those at the sharper end are left to resolve the control dilemmas in other ways.¹ This is labelled here as *doing what is right* because it depends on knowing what is the right thing to do. It is similar to what Colas (1997) described as the positive contribution of human reliability:

(….) participation in building safety, understanding of situations, the unavoidable “operational adaptation” in areas the rules do not cover, good habits and the real situations to which they apply, depending on the specificities of those situations.

9.2 Doing What Is Right

For *doing what is right* there is a dependence upon professionalism, a particular kind of expertise for which a person can be trusted to perform both according to established high standards as well as ethically. Professional bodies, like the Institution of Chemical Engineers for example, emphasise the importance of public trust in the professional. There is a normative value system of professionalism in work which is expected at the micro level in individual practices in the workplace. Membership of professional bodies depends upon adherence to accepted knowledge and competence standards and codes of practice.

Holtman (2011), a medical professional, says that expertise—specialised skills and knowledge—is the foundational element of professionalism. Specialised knowledge is often used to distinguish a profession from an occupation; an occupation is considered to rely more on craft skills even though craft skills are also required by professionals. According to Vitale (2012, 2013) professionalization of work has intellectualised occupations and transformed them into knowledge-based professions. This separation from craftsmanship is seen as an inhibitor of inter-professionalism with the creation of in- and out-groups. In the field of safety Almklov et al. (2014) have suggested that the knowledge element produced by

¹For an extreme example of this see Fink (2013) describing the life and death dilemmas faced by staff at the Memorial hospital in New Orleans after Hurricane Katrina hit, taking out essential support systems and eliminating options for recovery.
scientists, which journals like Safety Science purport to communicate, may actually contribute to undermining local and system specific personal expertise and hence the unwritten craft skills associated with craftsmanship. Top professionals managing high risks recognise the importance of these skills:

...thanks to your experience you will have the right reflexes and will act in a way in which you will find the right answer for situations that are extremely difficult. Professional Alpinist & Adventurer (Van Galen and Bellamy 2015).

This kind of knowledge is also called “tacit” knowledge, a term introduced by Polanyi (1958) to distinguish it from propositional knowledge in that it cannot be communicated by language or mathematics. The person knows how to do something but cannot explain how it is done. Maslen (2014) has looked at building safety knowledge among new engineers in the pipeline industry. She provides evidence that this kind of tacit knowledge associated with craft skills is important and not easily passed on. It has to be developed in the workplace from experience and mentoring.

The skills and expertise expected of the professional are called upon when there are uncertainties in how to respond. There are unforeseen risks and surprises in practice which are not immediately covered by a normative risk management system. This demands a certain amount of flexibility which may be difficult to define in a system focused only on doing what is safe.

9.3 Doing What Is Safe

The safety of any activity must be assured for it to be acceptable. The safety of an activity is like a piece from a cake with many layers built up over time as contexts and knowledge change and develop as shown in Fig. 9.1. This model was originally designed to provide a scenario based approach to inspection and auditing of chemical plants (Oh and Bellamy 2000; Bouchet 2001). Any activity cuts through many perspectives: the knowledge of hazards and how to control them, the management of the processes which ensure integrity of the system, the human role at the different levels of control and, not shown, the environment of the system itself. The integrity of the technical system is at the core of the model. If this functioned without any further need for intervention there would be no requirement to manage it but this is rarely if ever the case. Maintaining the integrity of the technical system, keeping within the boundaries of the formal systems—codes, standards, rules, regulations, procedures, best practices, safety margins etc., are defined here as doing what is safe. It is what the public might expect, to be protected in some definable way. Recently, new efforts have been made to grapple with the complex nature of the problem. For example, Le Coze (2013) provides a “sensitising model” covering multiple perspectives (technological, organisational, psychological, cultural, sociological, political) emphasising their intertwined nature at a micro-meso- and macro-level.
The purpose of choosing the words *doing what is safe* is to also link to the role of safety professional. The professionalization of safety was originally associated with enforcing legislation directed at accident prevention and was not integrated with the work. Factory inspectors for this purpose originated in the mid-19th century (Hale and Harvey 2012; Mohun 2013) and were the first safety professionals. Later, safety officers were appointed to ensure compliance in companies. Today the safety professional’s role has expanded beyond compliance in the evaluation and control of the hazards. Regulation has developed with an increasing focus on risk management like the layers in Fig. 9.1. The safety professional’s role is much concerned with hazard identification, assessing the risks and accident investigation when hazard control fails. Problem solving, advising, training and communicating also need to be considered along with appropriate technical knowledge. Wybo and Wassenhove (2016) distilled four main activities of HSE professionals as: regulatory compliance, design and operation of the HSE management system, risk and accident analysis, and emergency and crisis management. Although regulatory compliance is now regarded in the literature as low importance, compliance with laws, codes and standards is considered fundamental to risk management. In the Netherlands, investigated serious accident reports and major hazard loss of containment reports are analysed with the tool Storybuilder (Bellamy et al 2013, 2014). The extensively analysed data indicate however that only around
half the accidents are found to have legal breaches, whether occupational or loss of containment accidents (previously unpublished data). Compliance does not mean accidents are always prevented.

### 9.4 Problems

*Doing what is safe* may contribute to causing accidents. The Three Mile Island (TMI) nuclear accident in 1979 (Kemeny 1979) is an example where following the procedures actually made things worse. TMI was a turning point for highlighting the importance of operator support (interface design, procedures, training) in handling complex technologies. After the Chernobyl accident in 1986 and the conclusion that operators had been violating *doing what is safe*, the concept of Safety Culture was introduced (IAEA 1991). It was emphasised that safety as a collective attitude should be given number one priority, something that goes beyond procedure following and which requires a questioning attitude, stopping and thinking, and communicating with others. Later however design deficiencies were revealed that suggested it was the Chernobyl plant design that was at fault as well as arrangements for presenting important safety information to operators (IAEA 1992):

Certain actions by operators that were identified in INSAG-1 as violations of rules were in fact not violations (p.24).

The system of *doing what is safe* can always be used to blame operators rather than support them.

The reality is that professionals engaged in operating a system have multiple performance goals to achieve:

Resources will always be limited. So you need to think carefully, “when is enough, enough?” … You can optimize, and plan and prepare to perfection, but that means you never move. So you need to have some courage and say, okay let’s go, now we’re going to execute and do. *Process manager, Petrochemical Industry* (Van Galen and Bellamy 2015).

Ale (2005) says that courageous acts should be preceded by consulting “a morbid pessimist like a risk analyst”. While this could be formalised and turned into a matter of routine, even so there is still a need to push on. Besides that, not all risks can be foreseen. When there are many uncertainties, and so an incomplete model of knowledge and risk, and there are high pressures for the day to day operations to continue, balancing safety and production becomes what one manager called “top level sport”: being able to reduce the human error statistics in decision making without the performance going down too much (Van Galen and Bellamy 2015).

---

1Currently there are around 25,000 occupational accidents (around 44% with no breach of the law found) and 270 loss of containment accidents (around 50% with no breach of the law found) analysed in the Dutch tool Storybuilder. The software and databases can be freely downloaded at: [http://www.rivm.nl/en/Topics/S/Storybuilder](http://www.rivm.nl/en/Topics/S/Storybuilder).
Another perspective on this is “mindfulness” (Weick and Sutcliffe 2007). Mindful organising is a collective behavioural capability to detect and correct errors and adapt to unexpected events. In doing what is right one would expect professionals to be mindful in attention to detail and quality such as checking their own work, to be observant to the possibility of making and correcting errors as part of successful recovery and to be aware of possible biases in thinking.

The unexpected is about not knowing. For example, Kletz (2009) in his book “What Went Wrong” has a chapter entitled I Did Not Know. The Flixborough accident in the UK in 1974 (Department of Employment 1975) was an explosion at a chemical plant that killed 28 people. It is an example of a major hazard accident involving not knowing what you do not know; in order to by-pass a failed reactor to get production going again, no-one thought it was anything other than a routine plumbing job. This resulted in the court of enquiry recommendation that the training of engineers should be more broadly based and that all engineers should learn at least the elements of other branches of engineering (Recommendation 210 (ii) (Op.cit.). This was an exceptional situation. However, routine non-compliances may also occur where professionals work. Take pilots, for example. Apparently 97% of unstabilised approaches to a landing continue to be flown contrary to airline Standard Operating Procedures (Go-around safety forum 2013). The pilot may think that making a go-around instead of continuing the landing is more risky or that the go-around criterion is overly stringent. It is argued from the failure data that non-stabilised approaches increase the number of accidents like runway excursions and that it is the inadequate situational awareness of pilots that is causing an inaccurate risk assessment. Here is a conflict; where to draw the line between compliance and professionalism?

Standard work methods are important for standard work, but when things are happening that are not standard and the organisation only is built around these standard procedures, you will lack people that have the possibility to think thoroughly Production assistant, Steel-making industry (Van Galen and Bellamy 2015).

An example of this is given by the failure of workers to “drop your tools” (Weick 1996). Weick describes two separate incidents where firemen escaping wildland fires failed to drop their heavy tools despite the fact that they needed to do so in order to quickly escape the threat. Failing to outrun the flames, many perished. This lack of flexibility is brought about by adaptation and learning. Conversely, there can be too much potential flexibility of behaviour when it has not been adequately constrained by procedures and learning. In a train derailment accident, lack of skills in handling tools and equipment was an underlying cause in a failure to identify defective railway points (RAIB 2009). In-house competence training did not include hands-on use of the tools or equipment on the infrastructure for which it was intended for use. Worn rails would have been needed to demonstrate a failed switch; the trainer used a computer presentation.

Although knowledge, expertise and experience from doing may be beneficial in finding the right solution to risk problems under uncertainty, there are important flip sides to experience, such as overconfidence (Roberto 2002). The human perception
of and response to uncertainty is the subject of psychological debate (Smithson 2008) with a literature beyond coverage here. Cognitive models explaining judgement and decision-making outcomes under uncertainty have received attention, such as Endsley (2000) on situation awareness, a dynamic relationship with the cues from the environment for knowing what is going on around you. Another area concerns the limited availability of cognitive resources. For example, Hollnagel (2009) considers that when these cognitive resources are challenged, such as under time pressure, it results in an efficiency-thoroughness trade off (ETTO) in performance. Another camp (Tversky and Kahneman 1973, 1974; Kahneman 2011) suggests that even when it is within a person’s capacity to reason correctly they still use heuristics (mental shortcuts) and cognitive biases (tendencies to come to a wrong conclusion). When competent professional people make discretionary decisions they are not necessarily free of bias.

Another bias occurs when safety performance is measured in hindsight. Hindsight bias (the wisdom of hindsight) is a projection of new knowledge onto past events as though that knowledge were available at the time. Fischoff (1975) suggests that hindsight bias undermines our ability to appreciate the nature of uncertainty and surprises and to learn from them to improve the system. Lessons learned derived from an analysis of accidents are a form of hindsight bias, usually towards a normative model of safety. They are intended to encourage people to think of safety in their own work context and usually specified in terms of failures e.g. see ARIA 3 accident database of technological accidents (BARPI 4 n.d.) and lessons learned from the eMARS 5 major accidents database (European Commission n.d.). Little lessons learned attention is given to successful recoveries (Resilience Success Consortium 2015). One aspect of biased thinking is that it can lead to depreciation of successful recoveries by attributing them to luck. In fact, professionals with a role in dealing with high risk tend not to show much interest in learning from success, and even suggest that this could be potentially dangerous because of certain heuristic traps (Van Galen and Bellamy 2015). Little if any lessons learned attention was given to, for example, the fact that unarmed but aware and trained persons were able to thwart an armed terrorist on the Thalys train travelling from Amsterdam to Paris on 21 August 2015. After a brief interest in the heroism of these persons who applied their professional knowledge and skills in an unexpected context, attention focused instead on the weaknesses of the system. Positive recoveries are rarely analysed for factoring into risk assessment models and are easily dismissed as luck or heroism, with a consequent absence of data that would enable their effects to be quantified. Take an example—the ditching of a passenger flight in the Hudson River in the US after bird strike caused a complete lack of thrust. Successful recovery, it was concluded, mostly resulted from “a series of fortuitous circumstances” (NTSB 2010, p.79).

---

3 Analysis, research and information on accidents (editors’ note).
4 Bureau for Analysis of Industrial Risks and Pollutions (editors’ note).
5 Major Accident Reporting System (editors’ note).
9.5 Conclusion and Solutions

Doing what is safe and normative safety management is about constraining human performance. Human beings can follow such a system but this only deals with foreseen risks. In this system the human is regarded as a component that could deviate from the norms and the system is then considered vulnerable to errors and violations when there is human interaction.

The human potential for safety rests with the professional in doing what is right. Here it is an uncertainty management system that is required that allows human beings the flexibility to adapt and deal with the unforeseen risks as they arise, the unexpected events and surprises that can occur. It is through developing the professional as part of an uncertainty management system that the human potential for safe performance can be enhanced. It is only recently that this is being recognised. In Fig. 9.1 a new layer was added, the human factor, and explicitly resilience and safety culture. It is this area that is the important part of the uncertainty management system.

A number of problems have been identified:

- Treating safety as if it is only about keeping to norms and not including other aspects of safe behaviour associated with the management of uncertainty misses the opportunities to develop and use professionals for thinking about and dealing with the unforeseen.
- Knowledge and experience are important in uncertainty management yet developing experience takes time; there is the need to acquire craft skills/tacit knowledge which enhances the capacity to deal with the unexpected but this is not the type of knowledge that can be written down—it has to involve doing.
- When faced with uncertainty, it is a challenge to optimise the human cognitive functions when also having to deal with resource constraints (like limited time, tools, information), conflicting goals (like safety constraints versus the need to push on) and cognitive biases (such as overconfidence).

Some solutions to these problems might be found in changing the way we think about safety. Already there is more emphasis on integration between doing what is safe and doing what is right. Jørgensen (2015) says that accident research shows that safety must be integrated with the whole enterprise and function on all levels of management. It is necessary to make safety a part of professionalism without making it a separate issue; it should be an integrated part of the right way to do things and aligned to the mission of the organisation. This means that safety is not picked out as an independent separate item. Good operators will be attentive to everything and have the judgement and decision-making skills for dealing with uncertainties.

However, the necessary experience for certain jobs may take years to develop. Researchers are recognising the value of considering ways to communicate the kind of knowledge that develops from experience. For example, Podgórski (2015) examines the use of tacit knowledge in occupational safety and health.
management systems in the context of knowledge management. He finds that the methods of information transfer about knowledge rooted in the working context are not well studied, although there are some promising solutions like hazard awareness apprenticeships in the field and the use of virtual realities. Maslen (2014) identifies that for new engineers learning from experience can be facilitated by actual participation early on the job by being given responsibilities like being in charge of a project instead of just observing how things are done.

Professionals should also have good tools. Ideally the tools of hazard control, unlike the earlier mentioned heavy tools of the firemen (Weick 1996), should help to buy time in situations of threat and uncertainty and not limit it. Time provides the opportunity for the gathering of multiple perspectives and expertise for reducing the uncertainty of a successful outcome and deciding actions when things deviate. In making decisions in the face of uncertainty, professionals managing high risk have pointed out the advantages of thinking and deciding together, of sharing observations, knowledge and experience and of having a group of opinions to find the right path through the uncertainties (Van Galen and Bellamy 2015). Even that may be subject to biases such as groupthink (Janis 1972); biases are always there compromising successful outcomes. Learning about biases is a process lacking in training resources although there are recommendations for debiasing strategies in the literature such as simulation, thinking about thinking, or forcing consideration of alternatives (Croskerry 2003). Professionals should be aware of biases and how to mitigate their adverse effects as well as enhance their good ones as efficient strategies such as when time is limited. The role of safety professionals is very much in the normative camp. They are the watchmen and enforcers when the risks are foreseen. But safety professionals cannot deal with the uncertainties when they lack the specialist professional skills and experience of the subject expert. They cannot be surrogates for mindfulness in this respect. An important role however could be as a devil’s advocate or “morbid pessimist” or at least to facilitate the acquisition of such a resource.

The process of generating increasing mindfulness is, as Weick and Sutcliffe (2007) point out, not more equipment or more training or more of the old strategies. The thinking in this chapter leads to the conclusion it is more about how to:

- Recognise and develop uncertainty management systems for handling unforeseen risks.
- Integrate safety with the other goals of the system in professional training, identifying how multiple goals can be achieved through doing what is right and not just by doing what is safe.
- Learn to recognise and reduce uncertainty and bias, with the need to develop resources to support this and to make use of connections to people with other perspectives. This has an organising aspect of uncertainty management for enabling this connectivity and communication.
- Improve and speed up acquisition of tacit knowledge through using new possibilities for apprenticeship, such as to virtual masters, and organisational solutions like giving new recruits early opportunities to be responsible for work.
• Improve safety as an increased awareness for successes in past recoveries where there were uncertainties associated with changes, deviations or near misses, using lessons learned about successes as part of investigation and learning about how to better anticipate the unknown.

References

Ale. B.J.M. (2005). Living with risk: a management connection. Reliability Engineering and System Safety, 90, 196–205.

Almklov, P.G., Rosness, R., & Størkersen, K. (2014). When safety science meets the practitioners: Does safety science contribute to marginalization of practical knowledge? Safety Science, 67, 25–36.

BARPI (n.d.). The ARIA database. Bureau d’Analyse des Risques et Pollutions Industriels. Retrieved from: http://www.aria.developpement-durable.gouv.fr/about-us/the-aria-database/?lang=en.

Bellamy, L.J., Mud, M., Manuel, H.J. & Oh, J.I.H. (2013). Analysis of underlying causes of investigated loss of containment incidents in Dutch Seveso plants using the Storybuilder method. Journal of Loss Prevention in the Process Industries, 26, 1039–1059.

Bellamy, L.J., Manuel, H.J. & Oh, J.I.H. (2014). Investigated Serious Occupational Accidents in The Netherlands, 1998–2009. International Journal of Occupational Safety and Ergonomics (JOSE), 20 (1), 3–16.

Bouchet, S. (2001). Analyse des risques et prévention des accidents majeurs (DRA-07). Présentation des méthodes d’inspection TRAM, NIVRIM et AVRIM2. INERIS, Rapport intermédiaire d’opération d, Prise en compte de l’influence des barrières de sécurité dans l’évaluation des risques. Retrieved from: http://www.ineris.fr/centredoc/28.pdf.

Colas, A. (1997). Human factor in the nuclear industry. Paper presented at the specialist meeting on operational events, Organisation for Economic Co-operation and Development/Nuclear Energy Agency, Chattanooga, TN. Retrieved from: http://www.iaea.org/inis/collection/NCLCollectionStore/_Public/44/026/44026252.pdf.

Crosskerry, P. (2003). The importance of cognitive errors in diagnosis and strategies to minimise them. Academic Medicine, 78 (8), Aug 2003.

Department of Employment (1975). The Flixborough disaster. Report of the Court of Inquiry. Formal Investigation into Accident on 1st June 1974 at the Nypro Factory at Flixborough. London: HMSO.

Endsley, M.R. (2000). Theoretical underpinnings of situation awareness: a critical review. In Mica R. Endsley & Daniel J. Garland (Eds.), Situation awareness analysis and measurement (pp. 3–32). Mahwah, NJ: Lawrence Erlbaum Associates.

European Commission (n.d.). Learning lessons from accidents to prevent future accidents. Retrieved from: https://minerva.jrc.ec.europa.eu/en/content/minerva/f4cfe8e-6c6c-4c96-b483-217fe3cbf289/lessons_learned_from_major_accidents.

Fink, S. (2013). Five days at Memorial: Life and death in a storm-ravaged hospital. London: Atlantic Books.

Fischhoff, B. (1975). Hindsight foresight: the effect of outcome knowledge on judgment under uncertainty. Human Perception and Performance, 1, 288–299. Reprinted in Quality and Safety in Health Care 2003, 12 (4), 304–311. Retrieved from: http://www.ncbi.nlm.nih.gov/pmc/articles/PMC1743746/pdf/v012p00304.pdf.

Go-Around Safety Forum (2013). Findings and conclusions, 18 June 2013, Brussels. Retrieved from: http://www.skybrary.aero/index.php/Portal:Go-Around_Safety.
Hale, A. & Harvey, H. (2012). *Certification of safety professionals: emerging trends of internationalisation*. Proceedings of the 6th International Conference of Working on Safety Network “Towards Safety Through Advanced Solutions”, Sopot, Poland, 11–14 September 2012.

Hollnagel, E. (2009). *The ETTO Principle: Efficiency-Thoroughness Trade-Off*. Ashgate Publishing.

Holtman, M.C. (2011). Paradoxes of professionalism and error in complex systems. *Journal of Biomedical Informatics*, 44, 395–401.

IAEA (1991). *Safety culture*. Safety series No. 75-INSAG-4. Vienna, Austria: IAEA.

IAEA (1992). *The Chernobyl accident: updating of INSAG-1*. Safety series No. 75-INSAG-7. Vienna, Austria: IAEA.

Janis, I. L. (1972). *Victims of groupthink*. Boston: Houghton Mifflin.

Jørgensen, K. (2015). Integration of safety in management in tasks in onshore transport SME’s. pp. 50–62 in *Proceedings of the 8th International Conference Working on Safety (WOS)* 23–25 Sept, Porto, Portugal.

Kahneman, D. (2011). Thinking fast and slow. New York: Farrar Straus & Giroux. (Paper back 2012 Penguin Books).

Kemeny, J.G. (1979). Report of the President’s Commission on the accident at Three Mile Island. John G. Kemeny, Chairman. Retrieved from: http://www.threemileisland.org/downloads/188.pdf.

Kletz, T. (2009), *What went wrong* (5th edition). Amsterdam: Elsevier.

Le Coze, J-C. (2013). Outlines of a sensitising model for industrial safety assessment. *Safety Science*, 51(1), 187–201.

Maslen, S. (2014). Learning to prevent disaster: An investigation into methods for building safety knowledge among new engineers to the Australian gas pipeline industry. *Safety Science*, 64, 82–89.

Mohun, A. (2013). *Risk: Negotiating Safety in American Society*. Baltimore: John Hopkins University Press.

NTSB (2010). *Loss of Thrust in Both Engines After Encountering a Flock of Birds and Subsequent Ditching on the Hudson River US Airways Flight 1549 Airbus A320-214, N106US Weehawken, New Jersey January 15, 2009*. Aircraft Accident Report. NTSB/AAR-10/03 PB2010-910403, National Transportation Safety Board, USA.

Oh, J.I.H. & Bellamy L.J. (2000). AVRIM2: A holistic assessment tool for use within the context of the EU Seveso II directive. Seveso 2000 conference, 22–23 June, Bordeaux, France. http://whitequeen.nl/papers_files/Avrim2bordeaux.pdf.

Podgórski, D. (2015). The Use of Tacit Knowledge in Occupational Safety and Health Management Systems. *International Journal of Occupational Safety and Ergonomics*, 16(3), 283–310.

Polanyi, M. (1958). *Personal Knowledge: Towards a Postcritical Philosophy*. London: Routledge and Kegan Paul.

RAIB (2009), *Derailment near Exhibition Centre station, Glasgow, 3 September 2007*. Rail Accident Investigation Branch, Department for Transport, Report 04/2009, February 2009. https://www.gov.uk/raib-reports/derrailment-near-exhibition-centre-station-glasgow.

Resilience Success Consortium (2015). *Success in the face of uncertainty. Human resilience and the accident risk bow-tie*. Final report of a European SAfERA project, March 2015. www.resiliencesuccessconsortium.com/resources Retrieved from: http://dx.doi.org/10.13140/RG.2.1.3670.1046.

Roberto, M.A. (2002). Lessons from Everest: the interaction of cognitive bias, psychological safety, and system complexity. *California Management Review*, 45, 136–158.

Smithson, M. (2008). Psychology’s ambivalent view of uncertainty. In Gabriele Bammer and Michael Smithson (Eds.), *Uncertainty and Risk: Multidisciplinary Perspectives* (pp. 205–217). London: Earthscan Publications Ltd.

Tversky, A., & Kahneman, D. (1973). Availability: A heuristic for judging frequency and probability. *Cognitive Psychology*, 5, 207–232.
Tversky, A., & Kahneman, D. (1974). Judgment under Uncertainty: Heuristics and Biases. *Science, 185* (4157), 1124–1131.

Van Galen, A. & Bellamy, L.J. (2015). Resilience Case Studies. Annex B to Resilience Success Consortium main report: Success in the face of uncertainty. www.resiliencesuccessconsortium.com/resources, February 2015. Retrieved from: http://dx.doi.org/10.13140/RG.2.1.4063.3209.

Vitale, J.E. (2012). An Essay on the Division between Craft-Based and Knowledge-Based Professions as an Inhibitor of Interprofessional Healthcare Education and Practice, Part I. *Health and Interprofessional Practice, 1*(3), eP1026. Retrieved from: http://dx.doi.org/10.7772/2159-1253.1026.

Vitale, J.E. (2013). An Essay on the Division between Craft-Based and Knowledge-Based Professions as an Inhibitor of Interprofessional Healthcare Education and Practice, Part 2. *Health and Interprofessional Practice, 1*(4), eP1047. Retrieved from: http://dx.doi.org/10.7772/2159-1253.1047.

Weick, K.E. (1996). Drop your tools: An allegory for organizational studies. *Administrative Science Quarterly, 41*(2), 301–313.

Weick, K.E. & Sutcliffe, K.M. (2007). *Managing the unexpected: Resilient performance in an age of uncertainty* (2nd edition). San Francisco, CA: Jossey-Bass.

Wybo, J.-L. & Wassenhove, W.V. (2016). Preparing graduate students to be HSE professionals. *Safety Science, 81*, 25–34.

**Open Access** This chapter is licensed under the terms of the Creative Commons Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/), which permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the Creative Commons license and indicate if changes were made.

The images or other third party material in this chapter are included in the chapter’s Creative Commons license, unless indicated otherwise in a credit line to the material. If material is not included in the chapter’s Creative Commons license and your intended use is not permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder.