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As an application of Stein’s method for Poisson approximation, we prove rates of convergence for the tail probabilities of two scan statistics that have been suggested for detecting local signals in sequences of independent random variables subject to possible change-points. Our formulation deals simultaneously with ordinary and with large deviations.

1. Introduction. Let \( \{X_1, \ldots, X_n\} \) be a sequence of random variables. A widely studied problem is to test the hypothesis that the \( X \)’s are independent and identically distributed against the alternative that for some \( 0 \leq i < j \leq n \), \( \{X_{i+1}, \ldots, X_j\} \) have a distribution that differs from the distribution of the other \( X \)’s. If \( t := j - i \) is assumed known and the change in distribution is a shift in the mean, one common suggestion to detect the change is the statistic

\[
M_{n; t} = \max_{1 \leq i \leq n-t+1} (X_i + \cdots + X_{i+t-1}).
\]

(1.1)

See Glaz, Naus and Wallenstein (2001) for an introduction to scan statistics.

When \( t \) is unknown but the distributions of the \( X \)’s are otherwise completely specified, the maximum log likelihood ratio statistic is

\[
\max_{0 \leq i < j \leq n} (S_j - S_i),
\]

(1.2)

where

\[
S_i = \sum_{k=1}^{i} \log [f_1(X_k)/f_0(X_k)]
\]

(1.3)

and \( f_0 (f_1, \text{resp.}) \) is the density function of \( X \) under the null hypothesis (alternative hypothesis resp.). Appropriate statistics when the distributions involve unknown parameters can be found, for example, in Yao (1993).
Asymptotic $p$ values of test statistics (1.1) and (1.2) have been derived as $n \to \infty$ under certain distributional assumptions on $X_1$; see, for example, Arratia, Gordon and Waterman (1990), Haiman (2007) and Siegmund (1988). The statistic (1.2) has also been studied for its role in queueing theory, where it has the interpretation of the maximum waiting time among the first $n$ customers of a single server queue [cf. Iglehart (1972)]. However, except for (1.1) in the special case when $X_1$ is a Bernoulli variable [cf. Arratia, Gordon and Waterman (1990) and Haiman (2007)], and for (1.2) when the problem is scaled so that the probability is approximately zero [cf. Siegmund (1988)], the rate of convergence for these approximations is unknown. In this paper, we establish rate of convergence of tail approximations for both statistics (1.1) and (1.2) under the assumption that $X_1$ comes from an exponential family of distributions. The error in our approximation is relative error, hence is applicable when the probability is small as well as when it converges to a positive limit.

In practice, simulations have been widely used to justify the accuracy of the approximations suggested here. The sample size $n$ used in those simulations is typically a few thousands at most, partly because the simulation would take too long for larger $n$. We have not seen any related work trying to infer a convergence rate by simulation results. The constants arising from our calculations are undoubtedly much too large to be an alternative source to justify use of the approximations in practice. We view the value of our approximations as providing understanding of the relations of various parameters involved in the approximations, and in particular the uniformity of the validity of the approximation for both large and ordinary deviations.

In the next section, we state our main results. Section 3 contains an introduction to our main technique, Stein’s method and the proof of our main results. We discuss related problems in Section 4.

2. Main results.

2.1. Scan statistics with fixed window size. Let $\{X_1, \ldots, X_n\}$ be independent, identically distributed random variables with distribution function $F$ and $E X_1 = \mu_0$. Suppose the distribution of $X_1$ can be imbedded in an exponential family of probability measures $\{F_\theta : \theta \in \Theta\}$ where $\Theta$ is an open interval in $\mathbb{R}$ containing 0, and

\[
d F_\theta(x) = e^{\theta x - \Psi(\theta)} dF(x).
\]

It is known that the mean and variance of $F_\theta$ are $\Psi'(\theta)$ and $\Psi''(\theta)$, respectively. We assume $F_\theta(x)$ is nondegenerate, that is, $\Psi''(\theta) > 0$ for all $\theta \in \Theta$. From $X_1 \sim F$ and $EX_1 = \mu_0$, we have $\Psi(0) = 0$ and $\Psi'(0) = \mu_0$.

Let $a > \mu_0$ be given. Assume that there exists $\theta_a \in \Theta$ such that $\Psi'(\theta_a) = a$. For a positive integer $t < n$, and for $M_{n; t}$ defined in (1.1), we are interested in calculating approximately the probability $P(M_{n; t} \geq at)$. In the following theorem,
we provide a Poisson approximation result with rate of convergence. We consider the following two cases:

**Case 1:** There exists $\theta_{a'} \in \Theta$ such that $\theta_{a'} > \theta_a$ [thus $\Psi'(\theta_{a'}) = a' > a$] and

\[
\sup_{\theta_a \leq \theta \leq \theta_{a'}} \int_{-\infty}^{\infty} |\varphi_{\theta}(x)|^v \, dx < \infty \quad \text{for some positive integer } v,
\]

where $\varphi_{\theta}$ is the characteristic function of $F_{\theta}$.

**Case 2:** $X_1$ is an integer-valued random variable with span 1, where the span is defined to be the largest value of $\Delta$ such that

\[
\sum_{k \in \mathbb{Z}} \mathbb{P}(X_i = k\Delta + w) = 1 \quad \text{for some } w \in \mathbb{Z}.
\]

We remark that (2.2) is a smoothness condition on $F$ [cf. Condition 1.4 of Diaconis and Freedman (1988)]. Note also that any lattice random variable, i.e., that satisfying (2.3) with $w \in \mathbb{R}$ instead of $w \in \mathbb{Z}$, can be reduced to case 2 by linear transformation.

For the statement in the following theorem, we define $\sigma_a^2 = \Psi''(\theta_a)$ and $\lceil at \rceil = \inf\{v \in \mathbb{Z} : v \geq at\}$. Let $\{X_i, X_i^a : i \geq 1\}$ be independent with $X_i \sim F$ and $X_i^a \sim F_{\theta_a}$, and let $D_k = \sum_{i=1}^{k} (X_i^a - X_i)$ for $k \geq 1$.

**Theorem 2.1.** Under the assumptions given above, for some constant $C$ depending only on the exponential family (2.1), $\mu_0$, and $a$, we have

\[
\left| \mathbb{P}(M_{n;t} \geq at) - (1 - e^{-\lambda}) \right| \leq C \left( \frac{(\log t)^2}{t} + \frac{(\log t \wedge \log(n-t))}{n-t} \right) (\lambda \wedge 1),
\]

where for case 1,

\[
\lambda = \frac{(n-t+1)e^{-[a\theta_a - \Psi(\theta_a)]t}}{\theta_a \sigma_a (2\pi t)^{1/2}} \exp \left[ -\sum_{k=1}^{\infty} \frac{1}{k} \mathbb{E}(e^{-\theta_a D_k^+}) \right],
\]

and for case 2,

\[
\lambda = \frac{(n-t+1)e^{-[(a\theta_a - \Psi(\theta_a))t e^{-\theta_a ([at] - at)}]} (1 - e^{-\theta_a}) \sigma_a (2\pi t)^{1/2}}{\sigma_a (2\pi t)^{1/2}} \exp \left[ -\sum_{k=1}^{\infty} \frac{1}{k} \mathbb{E}(e^{-\theta_a D_k^+}) \right].
\]

**Remark 2.1.** The various expressions entering into $\lambda$ will be explained below. Here, it is important to note that provided $n - t$ and $t$ are large the error of approximation is relative error, valid when $n$ is relatively small, so $\lambda$ is near zero, and when $\lambda$ is bounded away from zero. Although it is possible to trace through the proof of Theorem 2.1 and obtain a numerical value for the constant $C$ in (2.4), it would be too large for practical purposes. Therefore, we do not pursue it here.
Remark 2.2. Arratia, Gordon and Waterman (1990) obtained a bound for $|\mathbb{P}(M_{n,t} \geq at) - (1 - e^{-\lambda})|$ for independent, identically distributed Bernoulli random variables. They do not restrict the threshold (at in our case) to grow linearly in $t$ with fixed slope. For fixed $a$, their bound is of the form [cf. equations (11)–(13) of Arratia, Gordon and Waterman (1990)]

$$C \left( e^{-ct} + \frac{t}{n} \right) (\lambda \wedge 1).$$

Compared to their result, Theorem 2.1 applies to more general distributions and recovers typical limit theorems in the literature on scan statistics. As $t, n - t \to \infty$, Theorem 2.1 guarantees the relative error in (2.4) goes to 0; see, for example, Theorem 1 of Chan and Zhang (2007).

Remark 2.3. The infinite series appearing in the definition of $\lambda$ is derived as an application of classical random walk results of Spitzer. It arises probabilistically in the proof of Theorem 2.1 in the form $\mathbb{E}[1 - \exp\{-\theta_a D_{\tau_+}\}] / \mathbb{E}(\tau_+)$, where $\tau_+ = \inf\{t : D_t > 0\}$. The series form is useful for numerical computation. Let $g(x) = \mathbb{E}e^{ixD_1}$ and $\xi(x) = \log[1/(1 - g(x))]$. Woodroofe (1979) proved that for case 1 of Theorem 2.1,

$$\sum_{k=1}^{\infty} \frac{1}{k} \mathbb{E}(e^{-\theta_a D_k^+}) = -\log[(a - \mu_0)\theta_a] - \frac{1}{\pi} \int_0^\infty \frac{\theta_a^2[I_1(x) + \pi/2]}{x(\theta_a^2 + x^2)} dx$$

$$+ \frac{1}{\pi} \int_0^\infty \frac{\theta_a[R_1(x) + \log((a - \mu_0)x)]}{\theta_a^2 + x^2} dx,$$

(2.7)

where $R$ and $I$ denote real and imaginary parts. Tu and Siegmund (1999) proved that for case 2 of Theorem 2.1,

$$\sum_{k=1}^{\infty} \frac{1}{k} \mathbb{E}(e^{-\theta_a D_k^+})$$

$$= -\log(a - \mu_0)$$

$$+ \frac{1}{2\pi} \int_0^{2\pi} \left\{ \frac{\xi(x)e^{-\theta_a - ix}}{1 - e^{-\theta_a - ix}} + \frac{\xi(x) + \log((a - \mu_0)(1 - e^{ix}))}{1 - e^{ix}} \right\} dx.$$

The right-hand sides of (2.7) and (2.8) can be calculated by numerical integration. For example, Woodroofe (1979) calculated the right-hand side of (2.7) for normal, gamma and chi-squared distributions, and Tu and Siegmund (1999) calculated the right-hand side of (2.8) for binomial distributions.

Remark 2.4. For $M_{n,t}$ defined in (1.1) and $b > 0$, Dembo and Karlin (1992) proposed the simple approximation to $\mathbb{P}(M_{n,t} \geq b)$ given by $1 - e^{-\lambda}$, where [cf. Theorem 2 of Dembo and Karlin (1992)]

$$\lambda = (n - t + 1)\mathbb{P}(X_1 + \cdots + X_t \geq b).$$
Similar approximations have also been considered for more complicated biological models. See Chen and Karlin (2000), Karlin and Chen (2000) and Chen and Karlin (2007). Such a simple approximation requires specific conditions on the relation of \( b, t \) and \( n \) and does not hold when \( b \) is proportional to \( t \), which leads to the “clumping” phenomenon; see, for example, Section 4.2 of Arratia, Goldstein and Gordon (1990) or the book by Aldous (1989). In applications, one must judge whether the appropriate scaling relations hold for specific values of \( t \) and \( b \). In this regard, it is interesting to note that our approximation becomes the Dembo–Karlin approximation when the scaling relations of Dembo and Karlin (1992) are satisfied.

Next, we compute the limiting probability \( 1 - e^{-\lambda} \) in (2.4) explicitly for normal and Bernoulli random variables. We show that the limiting probability is close to the true probability by using simulation and known results.

**Example 2.1.** Suppose \( X_1 \sim N(0, 1) \). We have that \( X_1^a \sim N(a, 1) \), \( D_1 \sim N(a, 2) \) and in the definition of \( \lambda \) in (2.5),

\[
\sum_{k=1}^{\infty} \frac{1}{k} \mathbb{E}(e^{-\theta_0 D_1^k}) = 2 \sum_{k=1}^{\infty} \frac{1}{k} \Phi(-a\sqrt{k/2})
\]

\[
= -\log[(a - \mu_0)^2 \nu(\sqrt{2a})],
\]

where \( \Phi \) is the standard normal distribution function and the function \( \nu(x) \) was defined in (4.38) of Siegmund (1985). It was shown there that \( \nu(x) = \exp(-cx) + o(x^2) \) as \( x \to 0 \) for \( c \approx 0.583 \), while \( x^2 \nu(x)/2 \to 1 \) as \( x \to \infty \). Siegmund and Yakir (2007) indicate that a very simple and good approximation is

\[
\nu(x) \approx \left[ (2/x) \left( \Phi(x/2) - 1/2 \right) \right] / \left( (x/2) \Phi(x/2) + \phi(x/2) \right),
\]

where \( \phi \) is the standard normal density function. Table 1 presents a numerical study with different values of \( n, t \) and \( a \). The limiting probability \( 1 - e^{-\lambda} \) is denoted by \( p_1 \). The values of \( p_2 \) are simulated with 10,000 repetitions each. We can see from the table that \( p_1 \) is very close to the true probability.

| \( n \)  | \( t \) | \( a \) | \( p_1 \) | \( p_2 \) |
|---|---|---|---|---|
| 1000 | 50 | 0.2 | 0.9315 | 0.9594 |
| 1000 | 50 | 0.4 | 0.2429 | 0.2624 |
| 1000 | 50 | 0.5 | 0.0331 | 0.0334 |
| 2000 | 50 | 0.5 | 0.0668 | 0.0672 |
EXAMPLE 2.2. Let \( \{X_1, \ldots, X_n\} \) be a sequence of independent Bernoulli random variables with \( \mathbb{P}(X_i = 1) = \mu_0 \) for all \( i \) where \( 0 < \mu_0 < 1 \). The distribution of \( X_1 \) can be imbedded in an exponential family of probability measures \( \{F_\theta : \theta \in \mathbb{R}\} \) where \( F_\theta \) is defined as in (2.1) with

\[
\Psi(\theta) = \log \left( 1 + \frac{\mu_0 e^\theta}{1 - \mu_0} \right) + \log(1 - \mu_0).
\]

(2.9)

For \( 0 < p < 1 \), define

\[
\theta_p = \log \left( \frac{p}{1 - p} \right) - \log \left( \frac{\mu_0}{1 - \mu_0} \right).
\]

(2.10)

It is straightforward to check that

\[
\Psi'(\theta_p) = p, \quad \theta_{\mu_0} = 0, \quad \Psi(\theta_{\mu_0}) = 0.
\]

Let \( 1 > a > \mu_0 \) (see Corollary 2.1 for the relatively easier case where \( a = 1 \)). From (2.6) and (2.8), we have

\[
\lambda = \frac{(n - t + 1)e^{-(a\theta_a - \Psi(\theta_a))t}e^{-\theta_a(\lceil at \rceil - at)}}{(1 - e^{-\theta_a})[2a(1 - a)\pi t]^{1/2}} \times (a - \mu_0)
\]

\[
\times \exp \left( -\frac{1}{2\pi} \int_0^{2\pi} \left\{ \frac{\xi(x)e^{-\theta_a - ix}}{1 - e^{-\theta_a - ix}} + \frac{\xi(x) + \log[(a - \mu_0)(1 - e^{ix})]}{1 - e^{ix}} \right\} dx \right),
\]

(2.11)

where \( \theta_a \) and \( \Psi(\theta_a) \) are defined in (2.10) and (2.9),

\[
g(x) = a(1 - \mu_0)e^{ix} + (1 - a)\mu_0 e^{-ix} + a\mu_0 + (1 - a)(1 - \mu_0)
\]

and \( \xi(x) = \log[1/[1 - g(x)]] \).

Let \( t < n \), and let \( M_{n;t} \) be defined as in (1.1). The bound (2.4) suggests the following approximation to \( \mathbb{P}(M_{n;t} \geq at) \):

\[
\mathbb{P}(M_{n;t} \geq at) \approx 1 - e^{-\lambda},
\]

(2.12)

where \( \lambda \) is defined in (2.11). Table 2 presents a numerical study with different values of \( n, t \) and \( a \). The probability \( p_1 \) is calculated by the right-hand side of (2.12).

| \( n \) | \( t \) | \( \mu_0 \) | \( a \) | \( p_1 \) | \( p_2 \) |
|-------|------|------|------|------|------|
| 7680  | 30   | 0.1  | 11/30| 0.14097 | 0.14021 |
| 7680  | 30   | 0.1  | 0.4  | 0.029614 | 0.029387 |
| 15360 | 30   | 0.1  | 0.4  | 0.058458 | 0.058003 |
The values of $p_2$ are found in Table 1 of Haiman (2007) and are shown there to be very accurate. We can see from the table that $p_1$ is very close to the true probability. The derivation in Haiman (2007) uses the distribution function of

$$Z_k := \max\{T_1, \ldots, T_{kt+1}\} \quad \text{for } k = 1 \text{ and } 2,$$

where $T_\alpha = X_\alpha + \cdots + X_{\alpha+t-1}$. However, the distribution functions of $Z_k$ for $k = 1$ and 2 are only known in limited cases. See Haiman (2000) for another example on Poisson processes.

**Remark 2.5.** From the proof of Theorem 2.1, the $\lambda$ in Example 2.2 can be reduced to

$$\lambda = \frac{(n-t+1)e^{-a(\theta_a-\Psi(\theta_a))t}e^{-\theta_a([at]-at)}}{[2a(1-a)\pi t]^{1/2}} \times (a - \mu_0).$$

The reason is that the intermediate quantity $\lambda_2$ in (3.39) for Bernoulli random variables can be expressed as

$$\lambda_2 = (n-t+1)P(T_1 = [at])P(D_i > 0, i \geq 1)$$

and

$$P(D_i > 0, i \geq 1) = P(D_1 > 0) \times P(D_i > 0, i \geq 1)$$

$$= a(1 - \mu_0) \times \left[1 - \frac{\mu_0(1-a)}{a(1-\mu_0)}\right]$$

$$= a - \mu_0,$$

where the second equation is from a known result for the first visit to $-1$ of a Bernoulli random walk starting from 0 [see, e.g., page 272 of Feller (1968)].

The following corollary considers the case that $X_i$ is integer-valued and $a$ is the largest value $X_i$ can take. The proof of it, which is deferred to Section 3, is simpler than the proof of Theorem 2.1 and the convergence rate we obtain is faster.

**Corollary 2.1.** Let $\{X_1, \ldots, X_n\}$ be independent, identically distributed integer-valued random variables. For integers $t < n$, define $M_{n:t}$ as in (1.1). Suppose $a = \sup\{x : p_x := P(X_1 = x) > 0\}$ is finite. We have, with constants $C$ and $c$ depending only on $p_a$,

$$|P(M_{n:t} \geq at) - (1 - e^{-\lambda})| \leq C(\lambda \wedge 1)e^{-ct},$$

where

$$\lambda = (n-t)p_a^t(1 - p_a) + p_a^t.$$
2.2. Scan statistics with varying window size. Next, we study the maximum log likelihood ratio statistic (1.2). Suppose in (1.3), \( f_0(x) = dF_{\theta_0}(x) \) and \( f_1(x) = dF_{\theta_1}(x) \) where \( \{ F_\theta : \theta \in \Theta \} \) is an exponential family as in (2.1) and \( \theta_0 < \theta_1 \). Then we have

\[
S_i = \sum_{k=1}^{i} \log \left[ \frac{f_1(X_k)}{f_0(X_k)} \right] \\
= \sum_{k=1}^{i} (\theta_1 - \theta_0) \left( X_k - \frac{\Psi(\theta_1) - \Psi(\theta_0)}{\theta_1 - \theta_0} \right).
\]

By appropriate change of parameters and a slight abuse of notation, studying (1.2) is equivalent to studying the following problem.

Let \( \{ X_1, \ldots, X_n \} \) be independent, identically distributed random variables with distribution function \( F \) that can be imbedded in an exponential family, as in (2.1). Let \( E[X_1] = \mu_0 < 0 \). Let \( S_0 = 0 \) and \( S_i = \sum_{j=1}^{i} X_j \) for \( 1 \leq i \leq n \). We are interested in the distribution of \( \max_{0 \leq i < j \leq n} (S_j - S_i) \). Statistics of this form have been widely studied in the context of CUSUM tests. Its limiting distribution was derived by Iglehart (1972), who observed that it can be interpreted as the maximum waiting time of the first \( n \) customers in a single server queue. Genomic applications are discussed by Karlin, Dembo and Kawabata (1990).

Suppose there exists a positive \( \theta_1 \in \Theta \) such that

\[
\Psi'(\theta_1) = \mu_1, \quad \Psi(\theta_1) = 0.
\]

For \( b > 0 \), in the following theorem we give an approximation to

\[
p_{n,b} := \mathbb{P} \left( \max_{0 \leq i < j \leq n} (S_j - S_i) \geq b \right)
\]

with an explicit error bound. We again consider two cases:

**Case 1:** The distribution \( F_{\theta_1} \) satisfies \( \int_{-\infty}^{\infty} |\varphi_{\theta_1}(t)| \, dt < \infty \).

**Case 2:** \( X_1 \) is an integer-valued random variable not concentrated on the set \( \{ jd, -\infty < j < \infty \} \) for any \( d > 1 \).

In the following, let \( \mathbb{P}_\theta(\cdot) \) [\( \mathbb{E}_\theta(\cdot) \) resp.\] denote the probability (expectation resp.) under which \( \{ X_1, X_2, \ldots \} \) are independent, identically distributed as \( F_\theta \).

**Theorem 2.2.** Let \( h(b) > 0 \) be any function such that

\[
h(b) \to \infty, \quad h(b) = O(b^{1/2}) \quad \text{as} \quad b \to \infty.
\]

Suppose \( n - b/\mu_1 > b^{1/2}h(b) \). Under the above setting, we have, for some constants \( c, C \) only depending on the exponential family \( F_\theta \) and \( \theta_1 \),

\[
|p_{n,b} - (1 - e^{-\lambda})| \leq C \lambda \left( 1 + \frac{b/h^2(b)}{n - b/\mu_1} \right) e^{-ch^2(b)} + \frac{b^{1/2}h(b)}{n - b/\mu_1},
\]

(2.16)
where for case 1,

$$\lambda = \left( n - \frac{b}{\mu_1} \right) e^{-\theta_1 b} \exp\left( -2 \sum_{k=1}^{\infty} \frac{1}{k} E_{\theta_1} e^{-\theta_1 S_k^+} \right),$$

and for case 2 and integers $b$,

$$\lambda = \left( n - \frac{b}{\mu_1} \right) \frac{e^{-\theta_1 b}}{(1 - e^{-\theta_1}) \mu_1} \exp\left( -2 \sum_{k=1}^{\infty} \frac{1}{k} E_{\theta_1} e^{-\theta_1 S_k^+} \right).$$

Remark 2.6. We refer to Remark 2.3 for the numerical calculation of $\lambda$. By choosing $h(b) = b^{1/2}$, we get

$$|p_{n,b} - (1 - e^{-\lambda})| \leq C \lambda \left\{ e^{-cb} + \frac{b}{n} \right\}$$

from (2.16). By choosing $h(b) = C (\log b)^{1/2}$ with large enough $C$, we can see that the relative error in the Poisson approximation goes to zero under the conditions

$$b \to \infty, \quad (b \log b)^{1/2} \ll \frac{n - b}{\mu_1} = O(e^{\theta_1 b}),$$

where $n - b/\mu_1 = O(e^{\theta_1 b})$ ensures that $\lambda$ is bounded. For the smaller range (in which case $\lambda \to 0$)

$$b \to \infty, \quad \delta b \leq \frac{n - b}{\mu_1} = o(e^{(1/2)\theta_1 b})$$

for some $\delta > 0$, Theorem 2 of Siegmund (1988) obtained more accurate estimates by a technique different from ours.

As in the case of Theorem 2.1, in some simple cases there is also the possibility here to evaluate $\lambda$ by direct argument, and hence avoid the need for the numerical calculations of the general theory. Suppose the $X_j$ are integer valued with either the maximum of the support equal to 1 or the minimum of the support equal to $-1$. Two interesting examples mentioned explicitly in Karlin, Dembo and Kawabata (1990) involve these possibilities. For example, assume that $X_i$ equals $k \geq 0$ with probability $p_k$ and the negative value $-k$ with probability $q_k$. Let $G(z) = \sum_{k=0}^\infty p_k z^k + \sum_{k=1}^\infty q_k z^{-k}$, and let $z_0$ denote the unique root $> 1$ of $G(z) = 1$. For the case $p_k = 0$ for $k > 1$, using the notation $Q(z) = \sum_{k} q_k z^k$, one can show for large values of $n$ and $b$ that $\lambda \sim nz_0^{-b} [(Q(1) - Q(z_0^{-1})] - (1 - z_0^{-1}) z_0^{-1} Q'(z_0^{-1})].$

For the case $q_k = 0$ for $k > 1$, $\lambda \sim nz_0^{-b} (1 - z_0^{-1})(G'(1))^2 / G'(z_0)$. In particular if $q_1 = q$ and $p_1 = p$, where $p + q = 1$, both these results specialize to $\lambda \sim n(p/q)^b (q - p)^2 / q$. These results differ from those given in Karlin, Dembo and Kawabata (1990), and hence produce numerical results slightly different from those cited there.
3. Proofs. Before proving our main theorems, we first introduce our main tool: Stein’s method. Stein’s method was first introduced by Stein (1972) and further developed in Stein (1986) for normal approximation. Chen (1975) developed Stein’s method for Poisson approximation, which has been widely applied especially in computational biology after the work by Arratia, Goldstein and Gordon (1990). We refer to Barbour and Chen (2005) for an introduction to Stein’s method.

The following theorem provides a useful upper bound on the total variation distance between the distribution of a sum of locally dependent Bernoulli random variables and a Poisson distribution. The total variation distance between two distributions is defined as

\[ d_{TV}(L(X), L(Y)) = \sup_{A \subset \mathbb{R}} |\mathbb{P}(X \in A) - \mathbb{P}(Y \in A)|. \]

**Theorem 3.1** [Arratia, Goldstein and Gordon (1990)]. Let \( W = \sum_{\alpha \in A} Y_\alpha \) be a sum of Bernoulli random variables where \( A \) is the index set and \( \mathbb{P}(Y_\alpha = 1) = 1 - \mathbb{P}(Y_\alpha = 0) = p_\alpha \). Let \( \lambda = \sum_{\alpha \in A} p_\alpha \), and let \( \text{Poi}(\lambda) \) denote the Poisson distribution with mean \( \lambda \). Then

\[ d_{TV}(L(W), \text{Poi}(\lambda)) \leq \left( 1 \wedge \frac{1}{\lambda} \right) (b_1 + b_2 + b_3), \]

where for each \( \alpha \) and \( B_\alpha \) such that \( \alpha \in B_\alpha \subset A \),

\[ b_1 := \sum_{\alpha \in A} \sum_{\beta \in B_\alpha} p_\alpha p_\beta, \]

\[ b_2 := \sum_{\alpha \in A} \sum_{\alpha \neq \beta \in B_\alpha} \mathbb{E}(Y_\alpha Y_\beta), \]

\[ b_3 := \sum_{\alpha \in A} \mathbb{E}\left[ |\mathbb{E}(Y_\alpha - p_\alpha |Y_\beta : \beta \notin B_\alpha)| \right]. \]

**Remark 3.1.** If \( B_\alpha \) is chosen such that \( X_\alpha \) is independent of \( \{X_\beta : \beta \notin B_\alpha\} \), then \( b_3 \) in (3.1) equals 0. Roughly speaking, in order for \( b_1 \) and \( b_2 \) to be small, the size of \( B_\alpha \) has to be small and \( \mathbb{E}(Y_\beta | Y_\alpha = 1) = o(1) \) for \( \alpha \neq \beta \in B_\alpha \).

3.1. Proof of Theorem 2.1. In this subsection, let \( C \) and \( c \) denote positive constants depending only on the exponential family (2.1), \( \mu_0 \) and \( a \). They may represent different values in different expressions. The lemmas used in the proof of Theorem 2.1 will be stated and proved after the proof of the theorem.

**Proof of Theorem 2.1.** By the union bound and Lemma 3.1, we have

\[ \mathbb{P}(M_{n:t} \geq at) \leq (n - t + 1) \mathbb{P}(X_1 + \cdots + X_t \geq at) \]

\[ \sim (n - t + 1) e^{-a(\theta_a - \Psi(\theta_a))t / t^{1/2}}, \]
where \( x \sim y \) means that \( x/y \) is bounded away from zero and infinity. On the other hand, by the definition of \( \lambda \) in (2.5) and (2.6), we have
\[
\lambda \sim (n - t + 1)e^{-(ab_a - \Psi(\theta_a))t} / t^{1/2}.
\]
From (3.3) and (3.4), if \( t \) or \( n - t \) is bounded, then the bound (2.4) holds true by choosing \( C \) in (2.4) to be large enough. Therefore, in the sequel, we can assume \( t \) and \( n - t \) to be larger than any given constant.

Let \( \delta \) be a positive number such that
\[
0 < \delta < 1 \wedge (a - \mu_0)/4 \quad \text{and} \quad \Psi(\theta_a) - (\mu_0 + \delta) \theta_a > 0.
\]
The second inequality above is possible because of the strict convexity of \( \Psi \). Let
\[
m = \left\lfloor C (\log t \wedge \log(n - t)) \right\rfloor,
\]
where the constant \( C \) will be chosen later in (3.17). By Lemma 3.2, we can find \( \theta_a_1 \in \Theta \) such that \( \theta_a < \theta_a_1, \theta_a_1 \leq \theta_a' \) for case 1 and for \( t \) and \( n - t \) larger than some unspecified constant, the following bound holds uniformly in \( a_2 \in [a, a_1] \):
\[
d_{TV}(\mathcal{L}(\tilde{X}_{i_a}^{a_2} : 1 \leq i \leq m), \mathcal{L}(X_{i_a}^{a_2} : 1 \leq i \leq m)) \leq C m / t,
\]
where \( \{\tilde{X}_{i_a}^{a_2}, \ldots, \tilde{X}_{m_a}^{a_2}\} \) is distributed as the conditional distribution of \( \{X_1, \ldots, X_m\} \) given \( X_1 + \cdots + X_t = a_2 t \), and \( \{X_{i_a}^{a_2}, \ldots, X_{m_a}^{a_2}\} \) are independent, identically distributed as \( F_{\theta_a} \). In the following, we fix such an \( a_1 \) and assume \( t \) and \( n - t \) to be large enough so that the bound (3.7) holds and
\[
m < (a_1 - a) t / \delta.
\]
We embed the sequence \( \{X_1, \ldots, X_n\} \) into an infinite i.i.d. sequence
\[\{\ldots, X_{-1}, X_0, X_1, \ldots\}.
\]
For each integer \( \alpha \), let
\[
T_\alpha = X_\alpha + \cdots + X_{\alpha+t-1}, \quad \tilde{Y}_\alpha = I(T_\alpha \geq at).
\]
To avoid the clumping of 1’s in the sequence \( (\tilde{Y}_\alpha) \) which makes a Poisson approximation invalid, we define
\[
Y_\alpha = I(T_\alpha \geq at, T_{\alpha-1} < at, \ldots, T_{\alpha-m} < at).
\]
Let
\[
W = \sum_{\alpha=1}^{n-t+1} Y_\alpha, \quad \lambda_1 = \mathbb{E}W = (n - t + 1)\mathbb{E}Y_1.
\]
In the following, we first bound \(|\mathbb{P}(M_n ; t \geq at) - \mathbb{P}(W \geq 1)|\), then bound the total variation distance between the distribution of \( W \) and \( \text{Poi}(\lambda_1) \), finally we bound \(|\lambda_1 - \lambda|\).
First, since $\{M_{n,t} \geq at\} \setminus \{W \geq 1\} \subset \bigcup_{\alpha=1}^{m} \{T_{\alpha} \geq at\}$, we have
\[(3.12) \quad 0 \leq \mathbb{P}(M_{n,t} \geq at) - \mathbb{P}(W \geq 1) \leq m \mathbb{P}(T_{1} \geq at).
\]
Next, by applying Theorem 3.1, we prove in Lemma 3.3 that
\[(3.13) \quad |\mathbb{P}(W \geq 1) - (1 - e^{-\lambda_1})| \leq C \left( 1 \wedge \frac{1}{\lambda_1} \right) (n - t + 1) \mathbb{P}(T_{1} \geq at)[t \mathbb{P}(T_{1} \geq at) + e^{-cm}],
\]
where the constant $c$ does not depend on the choice of the constant $C$ in (3.6), as can be seen from the proof of Lemma 3.3. Since $\lambda_1$ does not have an explicit expression, our final goal is to show that $\lambda_1$ is close to $\lambda$, which can be calculated explicitly as discussed in Remark 2.3. For this purpose, we first introduce an intermediate quantity $\lambda_2$ defined as
\[(3.14) \quad \lambda_2 = (n - t + 1) \int_{at}^{\infty} \mathbb{P}(D_{i} > s - at, i \geq 1) d\mathbb{P}(T_{1} \leq s).
\]
Lemma 3.4 shows that
\[(3.15) \quad |\lambda_1 - \lambda_2| \leq C(n - t) \left[ \frac{m^2}{t} + e^{-cm} \right] \mathbb{P}(T_{1} \geq at),
\]
and Lemma 3.5 shows that
\[(3.16) \quad \lambda_2 = \lambda \left( 1 + O \left( \frac{(\log t)^2}{t} \right) \right).
\]
Again, from the proof of Lemma 3.4, the constant $c$ in (3.15) does not depend on the choice of the constant $C$ in (3.6). Let the constant $C$ in (3.6) be chosen such that
\[(3.17) \quad e^{-cm} = O \left( \frac{1}{t} \vee \frac{1}{n - t} \right)
\]
for the constants $c$ in (3.13) and (3.15). By Lemma 3.1 and (3.4), we have
\[(3.18) \quad \lambda \sim (n - t) \mathbb{P}(T_{1} \geq at).
\]
This, together with (3.15), (3.16) and (3.6), implies
\[(3.19) \quad |\lambda_1 - \lambda| \leq C \lambda \left[ \frac{(\log t)^2}{t} + \frac{1}{n - t} \right] \quad \text{and} \quad \lambda_1 \sim \lambda.
\]
By (3.12) and (3.13), we have
\[(3.19) \quad |\mathbb{P}(M_{n,t} \geq at) - (1 - e^{-\lambda_1})| \leq C \left( 1 \wedge \frac{1}{\lambda_1} \right) (n - t) \mathbb{P}(T_{1} \geq at) \left[ t \mathbb{P}(T_{1} \geq at) + e^{-cm} + \frac{m}{n - t} \right].
\]
where the constant $c$ is the same as that in (3.13). By (3.18), (3.19), (3.3), (3.17) and (3.6), this is further bounded by

\begin{equation}
|\mathbb{P}(M_{n; t} \geq at) - (1 - e^{-\lambda_1})| \leq C(\lambda \wedge 1) \left[ \frac{1}{t} + \frac{\log t \wedge \log(n - t)}{n - t} \right].
\end{equation}

The bound (2.4) is proved by using (3.19) and (3.20) for the cases $\lambda \leq 1$ and $\lambda > 1$ separately and using $|e^{-\lambda} - e^{-\lambda_1}| \leq |\lambda - \lambda_1|e^{-(\lambda \wedge \lambda_1)}$.

The following lemmas have been used in the above proof.

**Lemma 3.1** (Theorem 1 and Theorem 6 of Petrov (1965)). Under the setting of Theorem 2.1, we have

\[ \mathbb{P}(X_1 + \cdots + X_t \geq at) \sim e^{-(a\theta_a - \Psi(\theta_a))t / t^{1/2}}. \]

**Lemma 3.2.** Under the setting of Theorem 2.1, there exists $\theta_{a_1} \in \Theta$ such that $\theta_a < \theta_{a_1}$, $\theta_{a_1} \leq \theta_a'$ for case 1 and the bound (3.7) holds uniformly in $a \in [a, a_1]$ and in $m$ and $t$ such that $m$, $t$ and $t / m$ are larger than some unspecified constant.

**Proof.** For case 1, by (2.2), we have $|\varphi_{\theta_a}(x)| < 1$ for $x \neq 0$ and $|\varphi_{\theta_a}(x)| \to 0$ as $|x| \to \infty$. Therefore, there exists $M > 0$ such that $|\varphi_{\theta_a}(x)| < 1/2$ for $|x| > M$. By the dominated convergence theorem,

\[ |\varphi_{\theta_a + h}(x) - \varphi_{\theta_a}(x)| \to 0 \quad \text{as} \quad h \to 0^+ \quad \text{uniformly in} \quad x. \]

This, together with the continuity of the function $\varphi_{\theta}(\cdot)$, implies that there exists $a_1 \leq a'$ such that

\begin{equation}
\sup_{\theta_a \leq \theta \leq \theta_{a_1}} \sup_{|x| > \varepsilon} |\varphi_{\theta}(x)| < 1 \quad \text{for all} \quad \varepsilon > 0.
\end{equation}

We now show that with such choice of $a_1$, (3.7) is satisfied. We follow the proof of Theorem 1.6 of Diaconis and Freedman (1988). Since only the range of parameters $[a, a_1]$ enters into considerations, we do not need their Condition 1.1. By (2.2) and (3.21), their Conditions 1.2–1.4 are satisfied for the range of parameters $[a, a_1]$. Following their proof of Theorem 1.6, (3.7) holds uniformly in $a \in [a, a_1]$ and in $m$ and $t$ such that $m$, $t$ and $t / m$ are larger than some unspecified constant. The bound (3.7) for case 2 can be proved by rewriting the proof (e.g., changing density functions to probability mass functions) for case 1. As mentioned in Diaconis and Freedman (1988), the proof for the discrete case is a little easier. Therefore, we omit the details here.

**Lemma 3.3.** Under the setting of Theorem 2.1, we have

\[ |\mathbb{P}(W \geq 1) - (1 - e^{-\lambda_1})| \leq C\left(1 \wedge \frac{1}{\lambda_1}\right)(n - t + 1)\mathbb{P}(T_1 \geq at)[t\mathbb{P}(T_1 \geq at) + e^{-cm}]. \]
where $W$ and $\lambda_1$ are defined in (3.11), $T_1$ is defined in (3.9), and $m$ is defined in (3.6).

**Proof.** We apply Theorem 3.1 to bound the total variation distance between the distribution of $W$ and $\text{Poi}(\lambda_1)$. For each $1 \leq \alpha \leq n - t + 1$, define $B_\alpha = \{1 \leq \beta \leq n - t + 1 : |\alpha - \beta| < t + m\}$. By definition of $B_\alpha$, $Y_\alpha$ in (3.10) is independent of $\{Y_\beta : \beta \notin B_\alpha\}$. Therefore, $b_3$ in (3.2) equals zero. Since $|B_\alpha| < 2(t + m)$,

$$b_1 = \sum_{1 \leq \alpha \leq n - t + 1} \sum_{\beta \in B_\alpha} EY_\alpha EY_\beta < 2(t + m)\lambda_1 EY_1.$$ 

By the definition of $Y_\alpha$, for $1 \leq |\beta - \alpha| \leq m$, $EY_\alpha Y_\beta = 0$, and for $m < |\beta - \alpha| < t + m$, $EY_\alpha Y_\beta \leq E\tilde{Y}_\alpha \wedge \tilde{Y}_\alpha \vee \tilde{Y}_\beta$ where $\tilde{Y}_\alpha$ is defined in (3.9). Therefore, by symmetry,

$$b_2 = \sum_{1 \leq \alpha \leq n - t + 1} \sum_{\alpha \neq \beta \in B_\alpha} EY_\alpha Y_\beta < 2(n - t + 1)E\tilde{Y}_1 \sum_{\beta = m + 2}^{m + t} P(T_\beta \geq at | T_1 \geq at).$$

For $\beta \geq t + 1$, by independence,

$$P(T_\beta \geq at | T_1 \geq at) = P(T_1 \geq at).$$

Let $\delta$ be the positive number defined above (3.5) such that (3.5) is satisfied, and let $a_1$ be as in Lemma 3.2. We observe that for $m + 2 \leq \beta \leq t$, $T_\beta \geq at$ and $X_{t+1} + \cdots + X_{t+\beta-1} \leq (\mu_0 + \delta)(\beta - 1)$ together imply $X_\beta + \cdots + X_t \geq at - (\mu_0 + \delta)(\beta - 1)$. Therefore,

$$\sum_{\beta = m + 2}^t P(T_\beta \geq at | T_1 \geq at) \leq \sum_{\beta = m + 2}^t \{P(X_{t+1} + \cdots + X_{t+\beta-1} > (\mu_0 + \delta)(\beta - 1))$$

$$+ P(X_\beta + \cdots + X_t \geq at - (\mu_0 + \delta)(\beta - 1) | T_1 \geq at)\}.$$ 

For the first term, we have

$$\sum_{\beta = m + 2}^t P(X_{t+1} + \cdots + X_{t+\beta-1} > (\mu_0 + \delta)(\beta - 1))$$

$$(3.22) \leq \sum_{\beta = m + 2}^t e^{-[\theta\mu_0 + \delta(\mu_0 + \delta) - \Psi(\theta\mu_0 + \delta)](\beta - 1)}$$

$$\leq \frac{e^{-[\theta\mu_0 + \delta(\mu_0 + 2\delta) - \Psi(\theta\mu_0 + \delta)]m}}{1 - e^{-[\theta\mu_0 + \delta]}},$$

where $\Psi(\theta\mu_0 + \delta)$ is defined in (2.5).
By the bound on $V$ on page 613 of Komlós and Tusnády (1975) and recalling that we have chosen $\delta$ such that $\Psi(\theta_0) - (\mu_0 + \delta)\theta_0 > 0$, we have

$$\sum_{\beta=m+2}^{t} f(X_\beta + \cdots + X_t \geq at - (\mu_0 + \delta)(\beta - 1) | T_1 \geq at)$$

(3.23)

$$\leq C \sum_{\beta=m+2}^{t} e^{-[\Psi(\theta_0) - (\mu_0 + \delta)\theta_0](\beta - 1)} \sqrt{t - \beta + 1}$$

$$\leq C \frac{e^{-[\Psi(\theta_0) - (\mu_0 + \delta)\theta_0]m}}{(1 - e^{-[\Psi(\theta_0) - (\mu_0 + \delta)\theta_0]})}. $$

Therefore,

$$b_2 \leq C(n - t + 1)P(T_1 \geq at)[mP(T_1 \geq at) + e^{-cm}].$$

Lemma 3.3 is then followed by Theorem 3.1 and the above bounds on $b_1$ and $b_2$.

**Lemma 3.4.** Under the setting of Theorem 2.1, we have

$$|\lambda_1 - \lambda_2| \leq C(n - t)\left[\frac{m^2}{t} + e^{-cm}\right]P(T_1 \geq at),$$

where $\lambda_1$ and $\lambda_2$ are defined in (3.11) and (3.14), $m$ is defined in (3.6) and satisfies (3.8), and $T_1$ is defined in (3.9).

**Proof.** By symmetry, we can write

$$EY_1 = I(T_1 \geq at, T_2 < at, \ldots, T_{m+1} < at)$$

$$= E\tilde{Y}_1(1 - \tilde{Y}_2) \cdots (1 - \tilde{Y}_{m+1})$$

(3.24)

$$\leq \int_{at}^{at+\delta} E[(1 - \tilde{Y}_2) \cdots (1 - \tilde{Y}_{m+1}) | T_1 = s] dP(T_1 \leq s)$$

$$+ P(T_1 > at + m\delta),$$

where $\tilde{Y}_i$ is defined in (3.9) and $\delta$ is the positive number defined above (3.5) such that (3.5) is satisfied. Observe that $T_1 = s$ and $T_{i+1} < at$ imply $T_1 - T_{i+1} = S_i - (S_i + 1) - S_i) > s - at$ where $S_i = \sum_{j=1}^{i} X_j$. Therefore, given $T_1 = s$, $(1 - \tilde{Y}_2) \cdots (1 - \tilde{Y}_{m+1})$ is the indicator of the event that $\tilde{S}_i^{s/t} - S_i > s - at, 1 \leq i \leq m$ where $\tilde{S}_i^{s/t}$ is independent of $S_i$,

$$\tilde{S}_i^{s/t} = \sum_{j=1}^{i} \tilde{X}_j^{s/t} \quad \text{and} \quad \mathcal{L}(\tilde{X}_i^{s/t} : 1 \leq i \leq m) = \mathcal{L}(X_i : 1 \leq i \leq m | S_i = s).$$
Note that the assumption $m < (a_1 - a)t/\delta$ in (3.8) implies $a \leq s/t \leq a_1$ for $s \in [at, at + m\delta]$.

By the definition of total variation distance, for $at \leq s \leq at + m\delta$ and $m \geq \nu$,

$$d_{\text{TV}}(\mathcal{L}(X_{i}^{s/t} : 1 \leq i \leq m), \mathcal{L}(X_{i}^{a} : 1 \leq i \leq m))$$

$$\leq \mathbb{E}_{\theta_{s/t}} I(S_{m} > t/m) + \mathbb{E}_{\theta_{a}} I(S_{m} > t/m)$$

$$+ \mathbb{E}_{\theta_{a}} |e^{(\theta_{s/t} - \theta_{a})S_{m} - m(\Psi(\theta_{s/t}) - \Psi(\theta_{a}))} - 1| I(S_{m} \leq t/m).$$

(3.25)

For $s/t \in [a, a_1]$ and $s/t - a \leq m\delta/t$, we have

$$|\theta_{s/t} - \theta_{a}| \leq \sup_{\theta_{a} \leq \theta \leq \theta_{a_1}} \frac{1}{\Psi''(\theta)} (s/t - a) \leq \sup_{\theta_{a} \leq \theta \leq \theta_{a_1}} \frac{m\delta}{\Psi''(\theta)t}.$$  

(3.26)

$$\left|\Psi(\theta_{s/t}) - \Psi(\theta_{a})\right| \leq \sup_{\theta_{a} \leq \theta \leq \theta_{a_1}} |\Psi'(\theta)| (s/t - a) \leq \sup_{\theta_{a} \leq \theta \leq \theta_{a_1}} m\delta t.$$  

This implies that if $a \leq s/t \leq a + m\delta/t$, $S_{m} \leq t/m$ and $m \leq \sqrt{t}$, then

$$d_{\text{TV}}(\mathcal{L}(X_{i}^{s/t} : 1 \leq i \leq m), \mathcal{L}(X_{i}^{a} : 1 \leq i \leq m))$$

$$\leq \frac{m}{t} \left(\mathbb{E}_{\theta_{s/t}} |S_{m}| + \mathbb{E}_{\theta_{a}} |S_{m}|\right)$$

$$+ C \mathbb{E}_{\theta_{a}} \left| \left(\theta_{s/t} - \theta_{a}\right)S_{m} - m(\Psi(\theta_{s/t}) - \Psi(\theta_{a}))\right|$$

$$\leq Cm^2/t,$$

(3.28)

where in the last inequality we used $s/t \in [a, a_1]$, $\mathbb{E}_{\theta} |S_{m}| \leq Cm$ for $\theta \in [\theta_{a}, \theta_{a_1}]$ and (3.26). By (3.24) and the argument just below it, (3.7) and (3.28), we have

$$\mathbb{E}Y_{1} \leq \int_{at}^{at + m\delta} \left[ \mathbb{P}(D_{i} > s - at, 1 \leq i \leq m) + C \frac{m^2}{t} \right] d\mathbb{P}(T_{1} \leq s)$$

$$+ \mathbb{P}(T_{1} > at + m\delta).$$

(3.29)

By (3.5), $at \leq s \leq at + m\delta$ implies

$$s - at - m(a - \mu_{0})/2 < m(\mu_{0} - a)/4.$$  

(3.30)

From the FKG inequality [cf. (1.7) of Karlin and Rinott (1980)] and the fact that $I(D_{i} > s - at, 1 \leq i \leq m)$ and $I(D_{i} > s - at, m_{1} \geq i > m)$ are both increasing
functions of \(\{X^a_1 - X_1, \ldots, X^a_{m_1} - X_{m_1}\}\) for \(m_1 > m\), we have

\[
P(D_i > s - at, m_1 \geq i \geq 1)
\]

\[
= P(D_i > s - at, 1 \leq i \leq m) P(D_i > s - at, m_1 \geq i > m)
\]

\[
D_i > s - at, 1 \leq i \leq m
\]

(3.31) \[
\geq P(D_i > s - at, 1 \leq i \leq m) P(D_i > s - at, m_1 \geq i > m, D_m \geq m(a - \mu_0)/2)
\]

\[
\geq P(D_i > s - at, 1 \leq i \leq m)
\]

\[
\times \left\{1 - P(D_m < m(a - \mu_0)/2) - \sum_{i=1}^{\infty} P(D_i < m(\mu_0 - a)/4)\right\},
\]

where the last inequality in (3.31) follows from (3.30). Letting \(m_1 \to \infty\) in (3.31), we have

\[
P(D_i > s - at, i \geq 1)
\]

(3.32) \[
\geq P(D_i > s - at, 1 \leq i \leq m)
\]

\[
\times \left\{1 - P(D_m < m(a - \mu_0)/2) - \sum_{i=1}^{\infty} P(D_i < m(\mu_0 - a)/4)\right\}.
\]

For \(0 < r \leq \theta_a\), we have

\[
\mathbb{E} \exp(-r D_i) = \exp\left\{-i[\Psi(\theta_a) - \Psi(r) - \Psi(\theta_a - r)]\right\}.
\]

By Taylor’s expansion,

\[
\Psi(\theta_a) - \Psi(\theta_a - r) = ra - \frac{r^2}{2} \Psi''(\theta_a - r_1), \quad -\Psi(r) = -r \mu_0 - \frac{r^2}{2} \Psi''(r_2),
\]

where \(0 \leq r_1, r_2 \leq r\). Therefore,

\[
P(D_m < m(a - \mu_0)/2)
\]

(3.33) \[
\leq \exp\left\{-m\left[\Psi(\theta_a) - \Psi(r) - \Psi(\theta_a - r) - \frac{(a - \mu_0)r}{2}\right]\right\}
\]

\[
= \exp\left\{-m\left[\frac{r}{2}(a - \mu_0) - \frac{r^2}{2}(\Psi''(\theta_a - r_1) + \Psi''(r_2))\right]\right\}.
\]

Let

\[
c_1 = \frac{a - \mu_0}{4\theta_a} \vee \max_{\theta \in \Theta : 0 \leq \theta \leq \theta_a} \Psi''(\theta).
\]

Choosing \(r = (a - \mu_0)/(4c_1)\) in (3.33), we have

\[
P(D_m < m(a - \mu_0)/2) \leq \exp\left\{-\frac{(a - \mu_0)^2}{16c_1}m\right\}.
\]

(3.34)
Similarly,

\[(3.35) \quad \mathbb{P}(D_i < m(\mu_0 - a)/4) \leq \exp \left\{ -\frac{(a - \mu_0)^2}{16c_1}i - \frac{(a - \mu_0)^2}{16c_1}m \right\}.\]

Applying (3.34) and (3.35) in (3.32), we obtain

\[\mathbb{P}(D_i > s - at, 1 \leq i \leq m) \leq \mathbb{P}(D_i > s - at, i \geq 1) + 2\exp\left\{ -\frac{(a - \mu_0)^2}{16c_1}m \right\} / \left(1 - \exp\left\{ -\frac{(a - \mu_0)^2}{16c_1} \right\}\right).\]

Therefore, by (3.29),

\[(3.36) \quad \mathbb{E}Y_1 - \frac{\lambda_2}{n - t + 1} \leq \left\{ \begin{array}{l} 2\exp\left\{ -m(a - \mu_0)^2/(16c_1) \right\} \\ 1 - \exp\left\{ -(a - \mu_0)^2/(16c_1) \right\} \end{array} \right\} + \frac{m^2}{t} + \frac{\mathbb{P}(T_1 > at + m\delta)}{\mathbb{P}(T_1 \geq at)} \mathbb{P}(T_1 \geq at).\]

From the corollary on page 611 of Komlós and Tusnády (1975), and recalling that in proving (2.4), we can only consider those \( t \) larger than any given constant, we have

\[(3.37) \quad \mathbb{P}(T_1 > at + m\delta | T_1 \geq at) \leq Ce^{-\theta_a m\delta}.\]

After proving a similar and easier lower bound of \( \mathbb{E}Y_1 \), we obtain Lemma 3.4. \( \square \)

**Lemma 3.5.** Under the setting of Theorem 2.1, we have

\[\lambda_2 = \lambda \left(1 + O\left(\frac{(\log t)^2}{t}\right)\right),\]

where \( \lambda_2 \) is defined in (3.14).

**Proof.** We first consider case 1 of Theorem 2.1. By the proof of Theorem 2.7 of Woodroofe (1982), we have for \( x \geq 0 \),

\[(3.38) \quad \mathbb{P}(D_i > x, i \geq 1) = \frac{\mathbb{P}(D_{\tau_+} > x)}{\mathbb{E}\tau_+},\]

where \( \tau_+ = \inf\{i \geq 1, D_i > 0\} \). Let \( x_0 = \log t / \theta_a \). By change of variable and (2.1), we have

\[\lambda_2 = (n - t + 1) \int_0^\infty \mathbb{P}(D_i > x, i \geq 1) d\mathbb{P}(T_1 \leq at + x)\]

\[(3.39) \quad = (n - t + 1)e^{-(a\theta_a - \Psi(\theta_a))t}\]
\[
\times \int_{0}^{x_0} \mathbb{P}(D_l > x, i \geq 1) e^{-\theta_a x} \, d\mathbb{P}_{\theta_a}(T_1 \leq at + x)
+ O((n - t + 1)\mathbb{P}(T_1 > at + x_0)),
\]

where \( T_\alpha \) is defined in (3.9). By the local central limit theorem [cf. Feller (1971)], uniformly for \( 0 \leq x \leq x_0 \),

\[
\frac{1}{\sigma_a(2\pi t)^{1/2}} + O\left(\frac{(\log t)^2}{t^{3/2}}\right).
\]

From (3.37) and Lemma 3.1, we have

\[
\mathbb{P}(T_1 > at + x_0) = \mathbb{P}(T_1 > at + x_0 | T_1 \geq at) \mathbb{P}(T_1 \geq at)
\leq Ce^{-\theta ax_0} e^{-a(\alpha - \Psi_{\theta}(\alpha))t} \frac{1}{\sqrt{t}}
\leq C e^{-a(\alpha - \Psi_{\theta}(\alpha))t} \frac{1}{t}.
\]

Applying (3.38), (3.40) and (3.41) in (3.39), we obtain

\[
\lambda_2 = \frac{(n - t + 1)e^{-(\alpha - \Psi_{\theta}(\alpha))t}}{(\mathbb{E} \tau_+ \sigma_a(2\pi t)^{1/2})}
\times \int_{0}^{x_0} \mathbb{P}(D_{\tau_+} > x) e^{-\theta_a x} \left(1 + O\left(\frac{(\log t)^2}{t}\right)\right) \, dx
+ O((n - t + 1)\mathbb{P}(T_1 > at + x_0))
= \frac{(n - t + 1)e^{-(\alpha - \Psi_{\theta}(\alpha))t}}{(\mathbb{E} \tau_+ \sigma_a(2\pi t)^{1/2})}
\times \left[ \int_{0}^{\infty} \mathbb{P}(D_{\tau_+} > x) e^{-\theta_a x} \left(1 + O\left(\frac{(\log t)^2}{t}\right)\right) \, dx + O\left(\frac{1}{t}\right) \right].
\]

By the integration by parts formula, we have

\[
\frac{1}{\mathbb{E} \tau_+} \int_{0}^{\infty} \mathbb{P}(D_{\tau_+} > x) e^{-\theta_a x} \, dx
= \frac{1}{\theta_a \mathbb{E} \tau_+} \left[ 1 - \mathbb{E} e^{-\theta_a D_{\tau_+}} \right]
= \frac{1}{\theta_a \mathbb{E} \tau_+} \exp \left[ -\sum_{k=1}^{\infty} k^{-1} \mathbb{E}(e^{-\theta_a D_k}, D_k > 0) \right]
= \frac{1}{\theta_a} \exp \left[ -\sum_{k=1}^{\infty} k^{-1} \mathbb{E}(e^{-\theta_a D_k^+}) \right],
\]

(3.42)
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where we used the first equality in the proof of Corollaries 2.7 and 2.4 of Woodroofe (1982). Therefore,

$$\lambda_2 = \frac{(n-t+1)e^{-(\theta_a-\Psi(\theta_a))t}}{\theta_a \sigma_a(2\pi t)^{1/2}} \exp \left[ - \sum_{k=1}^{\infty} \frac{1}{k}e^{-(\theta_a)D_{\tau_k}^+} \right] \left( 1 + O\left( \frac{(\log t)^2}{t} \right) \right).$$

Next, we consider case 2 of Theorem 2.1. The calculation of $\lambda_2$ is similar to case 1 except that we have, for integers $0 \leq k \leq x_0$,

$$\mathbb{P}_{\theta_a}(T_1 = \lfloor at \rfloor + k) = \frac{1}{\sigma_a(2\pi t)^{1/2}} + O\left( \frac{(\log t)^2}{t^{3/2}} \right)$$

and

$$\sum_{k=0}^{\infty} \mathbb{P}(D_{\tau_k}^+ > \lfloor at \rfloor - at + k)e^{-\theta_a(\lfloor at \rfloor - at + k)} = e^{-\theta_a(\lfloor at \rfloor - at)} \sum_{k=0}^{\infty} \mathbb{P}(D_{\tau_k}^+ > k)e^{-\theta_a k}$$

(3.43)

$$= e^{-\theta_a(\lfloor at \rfloor - at)} \left[ 1 - e^{-\theta_a} \right] \left[ 1 - e^{-\theta_a D_{\tau_k}^+} \right].$$

Therefore, for the arithmetic case,

$$\lambda_2 = \frac{(n-t+1)e^{-(\theta_a-\Psi(\theta_a))t}e^{-(\theta_a)(\lfloor at \rfloor - at)}}{(1 - e^{-\theta_a})\sigma_a(2\pi t)^{1/2}} \times \exp \left[ - \sum_{k=1}^{\infty} \frac{1}{k}e^{-(\theta_a)D_{\tau_k}^+} \right] \left( 1 + O\left( \frac{(\log t)^2}{t} \right) \right).$$

3.2. Proof of Corollary 2.1. Following the proof of Theorem 2.1, let

$$Y_1 = I(X_1 = \cdots = X_t = a)$$

and for $2 \leq \alpha \leq n - t + 1$,

$$Y_\alpha = I(X_{\alpha - 1} < a, X_\alpha = \cdots = X_{\alpha + t - 1} = a).$$

Then with $W = \sum_{\alpha=1}^{n-t+1} Y_\alpha$,

$$\mathbb{E}W = p^t_a + (n-t)p^t_a(1-p_a) = \lambda.$$

Instead of (3.12), we have $\mathbb{P}(M_{n,t} \geq at) = \mathbb{P}(W \geq 1)$, and instead of (3.13), we have

$$|\mathbb{P}(W \geq 1) - (1 - e^{-\lambda})| \leq \left( 1 + \frac{1}{\lambda} \right)(n-t+1)(2t+1)p^2_a.$$

This proves the bound (2.13).
3.3. **Proof of Theorem 2.2.** In this subsection, let $C$ and $c$ denote positive constants depending on the exponential family $F_\theta$ and $\theta_1$, and may represent different values in different expressions. The lemmas used in the proof of Theorem 2.2 will be stated and proved after the proof.

**Proof of Theorem 2.2.** Recall $S_i = \sum_{k=1}^i X_k$. Define $\tau_+ = \inf\{n \geq 1 : S_n > 0\}$ and

$$\tau_b := \inf\{n \geq 1 : S_n \geq b\}, \quad T_b := \inf\{n \geq 1 : S_n \notin [0, b)\}. \tag{3.44}$$

If $b$ is bounded, then by choosing $C$ to be large enough in (2.16), and observing that

$$\lambda \sim \left(n - \frac{b}{\mu_1}\right)e^{-\theta_1 b}, \tag{3.45}$$

we have $C\lambda b^{1/2}h(b)/(n - b/\mu_1) \geq 1$ and (2.16) is trivial. Therefore, in the following we can assume $b$ is larger than any given constant. Moreover, since we assume $h(b)/b^{1/2} = O(b^{1/2})$ in the theorem, by choosing $C$ to be large enough and $c$ to be small enough in (2.16), we only need to consider the case where $h(b)/b^{1/2}$ is smaller than any given positive constant. In particular, we can assume

$$\frac{h(b)}{b^{1/2}} \leq \min\left\{\frac{2(\theta'_1 - \theta_1)}{\mu_1}, \frac{2}{\mu_1^2} \sup_{0 < \theta \leq \theta_1} \Psi''(\theta)\right\} \tag{3.46}$$

for some $\theta'_1 \in \Theta$ and $\theta_1 < \theta'_1 < 2\theta_1$.

We embed the sequence $\{X_1, \ldots, X_n\}$ into an infinite i.i.d. sequence

$$\{\ldots, X_{-1}, X_0, X_1, \ldots\}.$$ 

For a positive integer $m$, let $\omega_m^+ \alpha$ be the $m$-shifted sample path of $\omega := \{X_1, \ldots, X_n\}$, so $S_i(\omega_m^+ \alpha) = S_{m+i}(\omega) - S_m(\omega)$, $\tau_b(\omega_m^+ \alpha) := \inf\{n \geq 1 : S_n(\omega_m^+ \alpha) \notin [0, b)\}$, and $\tau_b(\omega_m^+ \alpha), \tau_+(\omega_m^+ \alpha)$ are defined similarly. Let $t = \left\lceil \frac{b}{\mu_1} + b^{1/2}h(b)\right\rceil$ and $m = \lfloor ch^2(b) \rfloor$ such that $m < t$. For $1 \leq \alpha \leq n - t$, let

$$Y_\alpha = 1(S_\alpha < S_{\alpha - \beta}, \forall 1 \leq \beta \leq m; T_b(\omega^+_\alpha) \leq t, S_{T_b(\omega^+_\alpha)}(\omega^+_\alpha) \geq b). \tag{3.47}$$

That is, $Y_\alpha$ is the indicator of the event that the sequence $\{S_i\}$ reaches a local minimum at $\alpha$ and the $\alpha$-shifted sequence $\{S_i(\omega^+_\alpha)\}$ exits the interval $[0, b)$ within time $t$ and the first exiting position is $b$. Let

$$W = \sum_{\alpha=1}^{n-t} Y_\alpha. \tag{3.48}$$

In the following, we first compare $p_{n,b}$ with $\mathbb{P}(W \geq 1)$. Then we approximate the distribution of $W$ by the Poisson distribution with mean $\mathbb{E}(W)$. Finally, we calculate approximately $\mathbb{E}(W)$. 
First, from the definition of $W$, we have $p_{n,b} \geq \mathbb{P}(W \geq 1)$ and with $t_1 = \lfloor b/\mu_1 - b^{1/2}h(b) \rfloor$,

$$
\begin{align*}
\left\{ \max_{0 \leq i < j \leq n} (S_j - S_i) \geq b \right\} \backslash \{W \geq 1\} \\
\subset \left( \bigcup_{k=0}^{n-t-1} \left\{ S_{T_b}(\omega^+_k) \geq b, T_b(\omega^+_k) > t \right\} \right) \\
\cup \left( \bigcup_{k \in [0,m] \cup (n-t,n-t_1)} \left\{ S_{T_b}(\omega^+_k) \geq b, T_b(\omega^+_k) \leq t \right\} \right) \\
\cup \left( \bigcup_{n-t_1 \leq i < j \leq n} \{ S_j - S_i \geq b \} \right).
\end{align*}
$$

By symmetry,

$$
p_{n,b} - \mathbb{P}(W \geq 1) \leq (n-t)\mathbb{P}(S_{T_b} \geq b, T_b > t) + (m + 2b^{1/2}h(b) + 2)\mathbb{P}(S_{T_b} \geq b, T_b \leq t) + \mathbb{E}\left( \bigcup_{0 \leq i < j \leq t_1} \{ S_j - S_i \geq b \} \right).
$$

By (3.60) and Lemma 3.7, we have

$$
\mathbb{P}(S_{T_b} \geq b) = \mathbb{E}_{\theta_1}[e^{-\theta_1 S_{T_b}} I(S_{T_b} \geq b)] \leq e^{-\theta_1 b}
$$

and

$$
\mathbb{P}(S_{T_b} \geq b, T_b > t) = \mathbb{E}_{\theta_1}[e^{-\theta_1 S_{T_b}} I(S_{T_b} \geq b, T_b > t)] \leq e^{-\theta_1 b}\mathbb{P}_{\theta_1}(T_b > t) \leq C e^{-\theta_1 b - ch^2(b)}.
$$

Along with Lemma 3.9, we have

$$
p_{n,b} - \mathbb{P}(W \geq 1) \leq C(n - b/\mu_1)
$$

$$
\times e^{-\theta_1 b} \left\{ e^{-ch^2(b)} + \frac{m + b^{1/2}h(b)}{n - b/\mu_1} + \frac{b/h^2(b)}{n - b/\mu_1} e^{-ch^2(b)} \right\}.
$$

Next, we use Theorem 3.1 to obtain a bound on the total variation distance between the distribution of $W$ and $\text{Poi}(\lambda_1)$ with

$$
\lambda_1 := \mathbb{E}(W) = (n-t)\mathbb{E}Y_\alpha.
$$

For each $1 \leq \alpha \leq n-t$, let $B_\alpha = \{1 \leq \beta \leq n-t : |\beta - \alpha| \leq t + m\}$. In applying Theorem 3.1, by our definition of $B_\alpha$, $b_3 = 0$. From $|B_\alpha| \leq 2(t + m) + 1$ and (3.50),
we have
\[ b_1 < \left[ (n - t)(t + m) \right] Y_n \leq C(n - t)(t + m) e^{-2\theta_1 b}. \]
(3.54)

\[ \leq C(n - t)(t + m) e^{-2\theta_1 b}. \]

Let
\[ \hat{Y}_\alpha = I(T_b(\omega^+_{\alpha}) \leq t, S_{T_b}(\omega^+_{\alpha}) \geq b). \]

We have for \( b_2 \) in (3.2)
\[ b_2 \leq \sum_{\alpha=1}^{n-t} \sum_{\alpha \neq \beta \in B_{\alpha}} \mathbb{E}(Y_\alpha Y_\beta) \]
\[ \leq 2 \sum_{\beta=1}^{n-t} \left[ \sum_{\beta-t-m \leq \alpha < \beta-m} \mathbb{E}Y_\beta \hat{Y}_\alpha + \sum_{\beta-m \leq \alpha \leq \beta-1} \mathbb{E}Y_\beta \hat{Y}_\alpha \right]. \]

For \( \beta - t - m \leq \alpha < \beta - m \), because \( S_{\beta} < S_{\alpha} \) implies \( T_b(w^+_{\alpha}) \leq \beta - \alpha \), we have
\[ \mathbb{E}Y_\beta \hat{Y}_\alpha = \mathbb{E}Y_\beta \hat{Y}_\alpha [I(S_{\beta} \geq S_{\alpha}) + I(S_{\beta} = S_{\alpha})] \]
\[ \leq \mathbb{E}I(S_{\beta} = S_{\alpha} \geq 0) \hat{Y}_\beta + \mathbb{E}I(S_{T_b}(\omega^+_{\alpha}) \geq b, T_b(\omega^+_{\alpha}) \leq \beta - \alpha) \hat{Y}_\beta. \]

By independence and symmetry, we have
\[ \sum_{\beta-t-m \leq \alpha < \beta-m} \mathbb{E}Y_\beta \hat{Y}_\alpha \leq \mathbb{E}\hat{Y}_1 \sum_{i=m}^{t+m} \left[ \mathbb{P}(S_i \geq 0) + \mathbb{P}(S_{T_b} \geq b, T_b \leq t + m) \right]. \]

For \( \beta - m \leq \alpha \leq \beta - 1 \), because \( Y_\beta = 1 \) implies \( S_{\alpha} > S_{\beta} \), which in turn implies \( T_b(w^+_{\alpha}) \leq \beta - \alpha \), we have
\[ \sum_{\beta-m \leq \alpha \leq \beta-1} \mathbb{E}Y_\beta \hat{Y}_\alpha \leq \sum_{\beta-m \leq \alpha \leq \beta-1} \mathbb{E}\hat{Y}_1 \mathbb{P}(S_{T_b} \geq b, T_b \leq i). \]

Therefore, by Lemma 3.8 and (3.50),
\[ b_2 \leq 2(n - t) \mathbb{E}\hat{Y}_1 \left[ \sum_{i=m}^{t+m} \left( \mathbb{P}(S_i \geq 0) + \mathbb{P}(S_{T_b} \geq b, T_b \leq t + m) \right) \right] \]
\[ + \sum_{i=1}^{m} \mathbb{P}(S_{T_b} \geq b, T_b \leq i) \]
(3.55)
\[ \leq 2(n - t) e^{-\theta_1 b} \left[ C e^{-cm} + (t + m) e^{-\theta_1 b} \right]. \]
From (3.1), (3.54) and (3.55), we obtain
\[
\left| \mathbb{P}(W \geq 1) - (1 - e^{-\lambda_1}) \right| \leq C(n - t)e^{-\theta_1 b}[t + m]e^{-\theta_1 b} + e^{-cm}.
\]

Since \( \lambda_1 \) does not have an explicit expression, our final goal is to show that \( \lambda_1 \) is close to \( \lambda \). For this purpose, we first introduce an intermediate quantity \( \lambda_2 \) defined as
\[
\lambda_2 = (n - t)\mathbb{P}(\tau_0 = \infty)\mathbb{P}(S_{T_b} \geq b).
\]  
(3.57)

Recall
\[
\lambda_1 = (n - t)\mathbb{E}Y_{\alpha}
\]
\[
= (n - t)\mathbb{P}(S_0 - \beta - S_0 > 0, \forall 1 \leq \beta \leq m)\mathbb{P}(T_b(\omega^+) \leq t, S_{T_b}(\omega^+) \geq b)
\]
\[
= (n - t)\mathbb{P}(\tau_0 > m)\mathbb{P}(T_b \leq t, S_{T_b} \geq b).
\]

From the upper and lower bounds of their difference
\[
\lambda_2 - \lambda_1 \leq (n - t)\mathbb{P}(T_b > t, S_{T_b} \geq b),
\]
\[
\lambda_1 - \lambda_2 \leq (n - t)\mathbb{P}(S_{T_b} \geq b)\mathbb{P}(m < \tau_0 < \infty),
\]
we have
\[
|\lambda_1 - \lambda_2| \leq C(n - t)e^{-\theta_1 b} - ch^2(b) + (n - t)e^{-\theta_1 b}\sum_{i=m}^{\infty}\mathbb{P}(S_i \geq 0)
\]
\[
\leq C(n - t)e^{-\theta_1 b}[e^{-ch^2(b)} + e^{-cm}],
\]
where we used (3.51), (3.50) and Lemma 3.7.

Finally, in Lemma 3.11, we will show that
\[
\lambda_2 = \left[1 + O\left(\frac{b^{1/2}h(b)}{n - b/\mu_1}\right)\right]\lambda + (n - t)e^{-\theta_1 b}o(e^{-cb}).
\]
(3.59)

Theorem 2.2 is proved by combining (3.52), (3.56), (3.58) and (3.59) and using (3.45). \( \square \)

The following lemmas have been used in the above proof.

**Lemma 3.6.** Let \( \{X_1, \ldots, X_n\} \) be independent, identically distributed random variables with distribution function \( F \) that can be imbedded in an exponential family, as in (2.1). Let \( \mathbb{E}X_1 = \mu_0 < 0 \). Let \( S_0 = 0 \) and \( S_i = \sum_{k=1}^{i}X_k \) for \( 1 \leq i \leq n \). Suppose there exist \( \theta_1 > 0 \) such that \( \Psi(\theta_1) = 0 \). Let \( F_n = \sigma\{X_1, \ldots, X_n\} \), and let \( T \) be a stopping time with respect to \( \{F_n\} \). Then we have
\[
\mathbb{P}(G \cap \{T < \infty\}) = \mathbb{E}_{\theta_1}[e^{-\theta_1 S_T}I(G \cap \{T < \infty\})]
\]
for any \( G \in \mathcal{F}_T \).
PROOF. Equation (3.60) follows by a direct application of Wald’s likelihood ratio identity [cf. Theorem 1.1 of Woodroofe (1982)] to the sequence \( \{X_1, X_2, \ldots \} \).

\[ \square \]

**Lemma 3.7.** Under the setting of Theorem 2.2, let \( t = \left[ \frac{b}{\mu_1} + b^{1/2} h(b) \right] \). We have

\[ P_{\theta_1}(T_b > t) \leq Ce^{-ch^2(b)}, \]

where \( T_b \) is defined in (3.44).

**Proof.** Let

\[ r = \frac{\mu_1^2}{2 \sup_{0 \leq \theta \leq \theta_1} \Psi''(\theta) h(b)/b^{1/2}}. \]

By (3.46), we have \( r < \theta_1 \) and

\[ \mu_1 r - \sup_{0 \leq \theta \leq \theta_1} \Psi''(\theta)r^2/2 \geq \mu_1 r/2. \]  

(3.61)

Form \( \{T_b > t\} \subset \{S_t \leq b\} \) and Markov’s inequality, we have

\[ P_{\theta_1}(T_b > t) \leq P_{\theta_1}(S_t \leq b) \leq e^{rb} \mathbb{E}_{\theta_1} e^{-rS_t}. \]

This is further bounded by

\[ P_{\theta_1}(T_b > t) \]

\[ \leq \exp\left\{ rb - \left[ \Psi(\theta_1) - \Psi(\theta_1 - r) \right] t \right\} \quad \text{(by direct computation)} \]

\[ \leq \exp\left\{ rb - \left[ \mu_1 r - \sup_{0 \leq \theta \leq \theta_1} \Psi''(\theta)r^2/2 \right] t \right\} \quad \text{(by Taylor’s expansion)} \]

\[ \leq \exp\left\{ \frac{\sup_{0 \leq \theta \leq \theta_1} \Psi''(\theta)r^2b}{2\mu_1} - \left[ \mu_1 r - \sup_{0 \leq \theta \leq \theta_1} \Psi''(\theta)r^2/2 \right] b^{1/2}h(b) \right\} \quad \text{(from the definition of \( t \))} \]

\[ \leq \exp\left\{ \frac{\sup_{0 \leq \theta \leq \theta_1} \Psi''(\theta)r^2b}{2\mu_1} - \frac{\mu_1 r}{2} b^{1/2}h(b) \right\} \quad \text{[from (3.61)]} \]

\[ \leq \exp\left\{ -\frac{\mu_1^3}{8 \sup_{0 \leq \theta \leq \theta_1} \Psi''(\theta) h^2(b) \right\} \quad \text{(from the definition of \( r \)).} \]

This proves Lemma 3.7. \[ \square \]

**Lemma 3.8.** Under the setting of Theorem 2.1, for positive integers \( m \), we have

\[ \sum_{i=m}^{\infty} P(S_i \geq 0) \leq Ce^{-cm}. \]
PROOF. Lemma 3.8 follows from
\[ \mathbb{P}(S_i \geq 0) \leq \mathbb{E} e^{\theta^* S_i} = e^{\Psi(\theta^*)}, \]
where \( 0 < \theta^* < \theta_1 \) and \( \Psi(\theta^*) < 0 \). \( \square \)

**Lemma 3.9.** Under the setting of Theorem 2.2, let \( t_1 = \lfloor \frac{b}{\mu_1} - b^{1/2} h(b) \rfloor \). We have
\[ \mathbb{E} \left( \bigcup_{0 \leq i < j \leq t_1} \{ S_j - S_i \geq b \} \right) \leq C e^{-\theta_1 b} \frac{b}{h^2(b)} e^{-c h^2(b)}. \]

**PROOF.** We only need to consider the case when \( t_1 > 0 \). Let
\[ r = \frac{\mu_1^2}{2 \sup_{\theta_1 \leq \theta < \theta_1'} \Psi''(\theta) h(b)/b^{1/2}}, \]
where \( \theta_1' \) is defined just below (3.46). By (3.46), \( \theta_1 + r \leq \theta_1' \in \Theta \). By (2.1), we have
\[ \mathbb{P}_{\theta_1}(S_j \geq b) = \mathbb{E}_{\theta_1 + r}\left\{ e^{-r S_j + j [\Psi(\theta_1 + r) - \Psi(\theta_1)]} I(S_j \geq b) \right\} \leq \exp\left\{ j [\Psi(\theta_1 + r) - \Psi(\theta_1)] - rb \right\}. \]
Thus,
\[ \sum_{j=1}^{t_1} \mathbb{P}_{\theta_1}(S_j \geq b) \]
(3.62)
\[ \leq \frac{1}{1 - e^{\Psi(\theta_1) - \Psi(\theta_1 + r)}} \exp\left\{ i [\Psi(\theta_1 + r) - \Psi(\theta_1)] - rb \right\}. \]
By the union bound, (3.60) and (3.62), we have
\[ \mathbb{E} \left( \bigcup_{0 \leq i < j \leq t_1} \{ S_j - S_i \geq b \} \right) \]
\[ \leq e^{-\theta_1 b} \sum_{i=1}^{t_1} \sum_{j=1}^{i} \mathbb{P}_{\theta_1}(S_j \geq b) \]
\[ \leq \frac{e^{-\theta_1 b}}{1 - e^{\Psi(\theta_1) - \Psi(\theta_1 + r)}} \sum_{i=1}^{t_1} \exp\left\{ i [\Psi(\theta_1 + r) - \Psi(\theta_1)] - rb \right\} \]
\[ \leq e^{-\theta_1 b} \left( \frac{1}{1 - e^{\Psi(\theta_1) - \Psi(\theta_1 + r)}} \right)^2 \exp\left\{ t_1 [\Psi(\theta_1 + r) - \Psi(\theta_1)] - rb \right\}. \]
By the definition of $r$ and $t_1$, the inequality $(1/(1 - e^{-x}))^2 \leq Cx^{-2}$ for bounded $x$, and Taylor’s expansion, the above bound can be further bounded as

$$
\mathbb{E} I \left( \bigcup_{0 \leq i < j \leq t_1} \{ S_j - S_i \geq b \} \right)
\leq C e^{-\theta_1 b} \frac{b}{h^2(b)} \exp \left\{ t_1 \left[ \Psi(\theta_1 + r) - \Psi(\theta_1) \right] - rb \right\}
\leq C e^{-\theta_1 b} \frac{b}{h^2(b)} \times \exp \left\{ \left( \frac{b}{\mu_1} - b^{1/2} h(b) \right) \left( r \mu_1 + \frac{\sup_{\theta_1 \leq \theta \leq \theta_1'} \Psi''(\theta)}{2} r^2 \right) - rb \right\}
\leq C e^{-\theta_1 b} \frac{b}{h^2(b)} \exp \left\{ -b^{1/2} h(b) r \mu_1 + \frac{\sup_{\theta_1 \leq \theta \leq \theta_1'} \Psi''(\theta) b}{2 \mu_1} r^2 \right\}
\leq C e^{-\theta_1 b} \frac{b}{h^2(b)} e^{-c h^2(b)}.
$$

This proves Lemma 3.9. □

The next lemma will be used in proving Lemma 3.11.

**Lemma 3.10.** Under the setting of Theorem 2.2, if $\int_{-\infty}^{\infty} |\varphi_{\theta_1}(t)| dt < \infty$ where $\varphi_{\theta_1}(t) = \mathbb{E}_{\theta_1} e^{itX_1}$, then $S_{\tau_+}$ under $F_{\theta_1}$ has bounded density and is strongly nonarithmetic in the sense that

$$
\liminf_{|\lambda| \to \infty} |1 - \phi_{\theta_1}(\lambda)| > 0 \quad \text{where } \phi_{\theta_1}(\lambda) = \mathbb{E}_{\theta_1} e^{i\lambda S_{\tau_+}},
$$

where $\tau_+$ is defined just above (3.44).

**Proof.** The condition $\int_{-\infty}^{\infty} |\varphi_{\theta_1}(t)| dt < \infty$ implies that under $F_{\theta_1}$, $X_1$ is strongly nonarithmetic. By (8.42) of Siegmund (1985) with $s = 1$, the distribution of $S_{\tau_+}$ under $F_{\theta_1}$ is also strongly nonarithmetic. The condition $\int_{-\infty}^{\infty} \varphi_{\theta_1}(t) dt < \infty$ also implies that the density of $X_1$ under $F_{\theta_1}$ is bounded by a constant $M$. Therefore,

$$
\mathbb{P}_{\theta_1} \left( S_{\tau_+} \in [x, x + dx] \right)
\leq \mathbb{E}_{\theta_1} \sum_{n=0}^{\infty} I(S_1, \ldots, S_n \leq 0, S_{n+1} \in [x, x + dx])
\leq \mathbb{E}_{\theta_1} \sum_{n=0}^{\infty} I(S_n \leq 0, S_{n+1} \in [x, x + dx])
$$

where $\tau_+$ is defined just above (3.44).
\[ \sum_{n=0}^{\infty} \int_{-\infty}^{0} \mathbb{P}_{\theta_1}(S_n = dt) \mathbb{P}_{\theta_1}(X_1 \in [x-t, x+dx-t]) \]

\[ \leq M dx \sum_{n=0}^{\infty} \mathbb{P}_{\theta_1}(S_n \leq 0) \leq C dx, \]

where in the last inequality we used

\[ \mathbb{P}_{\theta_1}(S_n \leq 0) \leq e^{\Psi(\theta_1 - \theta^*) n} \]

for \( 0 < \theta^* < \theta_1 \) such that \( \Psi(\theta_1 - \theta^*) < 0 \). This proves that \( S_{\tau_+} \) under \( F_{\theta_1} \) has bounded density.

**Lemma 3.11.** Under the setting of Theorem 2.2, (3.59) holds.

**Proof.** From (3.57) and (3.60), we have

\[ \lambda_2 = (n-t) e^{-\theta_1 b} \mathbb{P}(\tau_0 = \infty) \mathbb{E}_{\theta_1}(e^{-\theta_1 (S_{T_b} - b)}, S_{T_b} \geq b). \]

Since

\[ \mathbb{E}_{\theta_1}(e^{-\theta_1 (S_{T_b} - b)}) = \mathbb{E}_{\theta_1}(e^{-\theta_1 (S_{T_b} - b)}, S_{T_b} \geq b) \]

\[ + \mathbb{E}_{\theta_1}(e^{-\theta_1 (S_{T_b} - b)}, S_{T_b} < 0), \]

we have

\[ \mathbb{E}_{\theta_1}(e^{-\theta_1 (S_{T_b} - b)}, S_{T_b} \geq b) = \mathbb{E}_{\theta_1}(e^{-\theta_1 (S_{T_b} - b)}, S_{T_b} < 0) = \mathbb{E}_{\theta_1}(e^{-\theta_1 (S_{T_b} - b)} - \mathbb{E}_{\theta_1}(e^{-\theta_1 (S_{T_b} - b)} | S_{T_b})), S_{T_b} < 0). \]

We first consider case 1. Let \( \tau_0(0) = 0 \), and let \( \tau^{(k)}_+ \) be defined recursively as \( \tau_+^{(k+1)} = \inf\{n > \tau_+^{(k)} : S_n > S_{\tau_+^{(k)}}\} \). Define \( U(x) = \sum_{k=0}^{\infty} \mathbb{P}_{\theta_1}(S_{\tau_+^{(k)}} \leq x) \). Observe that \( \{S_{\tau_+^{(k+1)}} - S_{\tau_+^{(k)}}, k = 0, 1, \ldots \} \) are i.i.d. with the same distribution as \( S_{\tau_+} \). By Lemma 3.10 and (2) of Stone (1965), we have

\[ U(x) = x \frac{\mathbb{E}_{\theta_1}(S_{\tau_+}^2)}{2 \mathbb{E}_{\theta_1}(S_{\tau_+})^2} + o(e^{-cx}) \quad \text{as} \quad x \to \infty. \]

Following the proof of Corollary 8.33 of Siegmund (1985), we have for \( x \geq 0 \),

\[ \mathbb{P}_{\theta_1}(S_{T_b} - b > x) = \sum_{n=0}^{\infty} \mathbb{P}_{\theta_1}(S_{\tau_+^{(n)}} < b, S_{\tau_+^{(n+1)}} > b + x) \]
\[
= \left( \int_{(0, b/2]} + \int_{(b/2, b)} \right) U(dt) \mathbb{P}_{\theta_1}(S_{\tau_+} > b + x - t)
\]
\[
= O(\mathbb{P}_{\theta_1}(S_{\tau_+} > b/2) U(b/2)) + \int_{(b/2, b)} U(dt) \mathbb{P}_{\theta_1}(S_{\tau_+} > b + x - t).
\]

For \( x > 0 \),
\[
\mathbb{P}_{\theta_1}(S_{\tau_+} > x) = \mathbb{E}_{\theta_1} \left[ \sum_{i=0}^{\infty} \mathbb{I}(S_0, \ldots, S_i \leq 0, X_{i+1} > x - S_i) \right]
\]
\[
\leq \sum_{i=0}^{\infty} \mathbb{P}_{\theta_1}(S_i \leq 0, X_{i+1} > x)
\]
\[
= \sum_{i=0}^{\infty} \mathbb{P}_{\theta_1}(S_i \leq 0) \mathbb{P}_{\theta_1}(X_{i+1} > x) \leq C \mathbb{P}_{\theta_1}(X_1 > x),
\]

where we used (3.63). Therefore, the right tail probability of \( S_{\tau_+} \) under \( F_{\theta_1} \) decays exponentially. From this fact and (3.66), the first term on the right-hand side of (3.67) is bounded by \( o(e^{-cb}) \). Let \( j = \lceil e^{cb} \rceil \) with small enough \( c \), and let \( \Delta = \frac{b}{2j} \).

Let
\[
A = \sum_{k=1}^{j} \left[ U(b - (k - 1)\Delta) - U(b - k\Delta) \right] \mathbb{P}_{\theta_1}(S_{\tau_+} > x + k\Delta).
\]

We have
\[
\int_{(b/2, b)} U(dt) \mathbb{P}_{\theta_1}(S_{\tau_+} > b + x - t) \geq A
\]
and by (3.66) and the fact that \( S_{\tau_+} \) under \( F_{\theta_1} \) has bounded density (cf. Lemma 3.10),
\[
\int_{(b/2, b)} U(dt) \mathbb{P}_{\theta_1}(S_{\tau_+} > b + x - t) - A
\]
\[
\leq \sum_{k=1}^{j} \left[ U(b - (k - 1)\Delta) - U(b - k\Delta) \right] \mathbb{P}_{\theta_1}(S_{\tau_+} \in [x + (k - 1)\Delta, x + k\Delta])
\]
\[
= o(e^{-cb}).
\]

From (3.66),
\[
(3.68) \quad A = \sum_{k=1}^{j} \frac{\Delta}{\mathbb{E}_{\theta_1} S_{\tau_+}} \mathbb{P}_{\theta_1}(S_{\tau_+} > x + k\Delta) + O(j e^{-cb})
\]

with the same constant \( c \) as in (3.66). By choosing \( c \) in the definition of \( j \) to be small enough, the second term on the right-hand side of (3.68) is of smaller order.
of $e^{-cb}$. Using the fact that $S_{\tau^+}$ under $F_{\theta_1}$ has bounded density and an exponential tail, we have
\[
\sum_{k=1}^{j} \frac{\Delta}{\mathbb{E}_{\theta_1} S_{\tau^+}} \mathbb{P}_{\theta_1}(S_{\tau^+} > x + k\Delta) = \frac{1}{\mathbb{E}_{\theta_1} S_{\tau^+}} \int_{x}^{\infty} \mathbb{P}_{\theta_1}(S_{\tau^+} > y) dy + o(e^{-cb}).
\]
Therefore,
\[
A = \sum_{k=1}^{j} \left[ \frac{\Delta}{\mathbb{E}_{\theta_1} S_{\tau^+}} + o(e^{-cb}) \right] \mathbb{P}_{\theta_1}(S_{\tau^+} > x + k\Delta) = \frac{1}{\mathbb{E}_{\theta_1} S_{\tau^+}} \int_{x}^{\infty} \mathbb{P}_{\theta_1}(S_{\tau^+} > y) dy + o(e^{-cb}).
\]
By (3.67) and the above argument, we have
\[
\mathbb{P}_{\theta_1}(S_{\tau^+} - b > x) \leq \mathbb{E}_{\theta_1} \left( e^{-\theta_1(S_{\tau^+} - b)} \right) = 1 - \theta_1 \int_{0}^{\infty} \mathbb{P}_{\theta_1}(S_{\tau^+} - b > x) e^{-\theta_1 x} dx = 1 - \frac{\theta_1}{\mathbb{E}_{\theta_1} S_{\tau^+}} \int_{0}^{\infty} \int_{x}^{\infty} \mathbb{P}_{\theta_1}(S_{\tau^+} > y) e^{-\theta_1 x} dy dx + o(e^{-cb})
\]
(3.70)
\[
= 1 + \frac{1}{\mathbb{E}_{\theta_1} S_{\tau^+}} \int_{0}^{\infty} (e^{-\theta_1 y} - 1) \mathbb{P}_{\theta_1}(S_{\tau^+} > y) dy + o(e^{-cb})
\]
\[
= \frac{1}{\mu_1 \mathbb{E}_{\theta_1} \tau^+} \int_{0}^{\infty} e^{-\theta_1 y} \mathbb{P}_{\theta_1}(S_{\tau^+} > y) dy + o(e^{-cb})
\]
\[
= \frac{1}{\theta_1 \mu_1} \exp \left( - \sum_{k=1}^{\infty} \frac{1}{k} \mathbb{E}_{\theta_1} e^{-\theta_1 S_{\tau^+}^k} \right) + o(e^{-cb}).
\]
Choosing $\theta^*$ such that $0 < \theta^* \leq \theta_1$ and $\Psi(\theta_1 - \theta^*) < 0$, we have
\[
0 \leq \mathbb{P}_{\theta_1}(S_{\tau^+} - b) \leq \mathbb{P}_{\theta_1}(\tau^- = \infty) \leq \sum_{i=1}^{\infty} \mathbb{P}_{\theta_1}(S_i < -b) \leq e^{-\theta^*b} \sum_{i=1}^{\infty} e^{\Psi(\theta_1 - \theta^*)} = o(e^{-cb}).
\]
From (3.65), (3.70) and (3.71), we have, with $\tau_- := \inf\{n : S_n < 0\}$,

\[
E_{\theta_1}(e^{-\theta_1(S_{T_b} - b)}, S_{T_b} \geq b) = \frac{1}{\theta_1 \mu_1} \exp \left( -\sum_{n=1}^{\infty} \frac{1}{n} E_{\theta_1} e^{-\theta_1 S_n^+} \right) \mathbb{P}_{\theta_1}(S_{T_b} \geq b) + o(e^{-cb})
\]

\[
= \frac{1}{\theta_1 \mu_1} \exp \left( -\sum_{n=1}^{\infty} \frac{1}{n} E_{\theta_1} e^{-\theta_1 S_n^+} \right) \mathbb{P}_{\theta_1}(\tau_- = \infty) + o(e^{-cb})
\]

as $b \to \infty$.

From Lemma 3.6 and Corollary 2.4 of Woodroofe (1982), we have

\[
\mathbb{P}(\tau_0 = \infty) \mathbb{P}_{\theta_1}(\tau_- = \infty) = \exp \left\{ -\sum_{k=1}^{\infty} \frac{1}{k} \left[ \mathbb{P}(S_k \geq 0) + \mathbb{P}_{\theta_1}(S_k < 0) \right] \right\}
\]

(3.72)

\[
= \exp \left\{ -\sum_{k=1}^{\infty} \frac{1}{k} \left[ \mathbb{P}_{\theta_1}(e^{-\theta_1 S_k}, S_k \geq 0) + \mathbb{P}_{\theta_1}(S_k < 0) \right] \right\}
\]

\[
= \exp \left\{ -\sum_{k=1}^{\infty} \frac{1}{k} \mathbb{E}_{\theta_1} e^{-\theta_1 S_k^+} \right\}
\]

From (3.64) and (3.72), we have

\[
\lambda_2 = (n - t)e^{-\theta_1 b} \left\{ \frac{1}{\theta_1 \mu_1} \exp \left( -2 \sum_{n=1}^{\infty} \frac{1}{n} \mathbb{E}_{\theta_1} e^{-\theta_1 S_n^+} \right) + o(e^{-cb}) \right\}
\]

\[
= \left[ 1 + O \left( \frac{b^{1/2} h(b)}{n - b/\mu_1} \right) \right] \lambda + (n - t)e^{-\theta_1 b} o(e^{-cb}).
\]

Next, we consider case 2. By a similar and simpler argument as for (3.69), we obtain, for integers $k \geq 0$,

\[
\mathbb{P}_{\theta_1}(S_{T_b} - b = k) = \sum_{n=0}^{\infty} \mathbb{P}_{\theta_1}(S_{\tau_+} < b, S_{\tau_+(n+1)} = b + k)
\]

\[
= \sum_{m=1}^{b-k} \left[ \sum_{n=0}^{\infty} \mathbb{P}_{\theta_1}(S_{\tau_+} = m) \right] \mathbb{P}_{\theta_1}(S_{\tau_+} = b + k - m)
\]

\[
= O \left( \sum_{m=1}^{\lfloor b/2 \rfloor} \sum_{n=0}^{\infty} \mathbb{P}_{\theta_1}(S_{\tau_+} = m) \mathbb{P}_{\theta_1}(S_{\tau_+} \geq \lfloor b/2 \rfloor) \right)
\]
\[+ \sum_{m=\lfloor b/2 \rfloor + 1}^{b-1} \mathbb{P}_{\theta_1}(S_{\tau^+} = b + k - m) \left( \frac{1}{\mathbb{E}_{\theta_1}(S_{\tau^+})} + o(e^{-cb}) \right)\]

\[= \frac{1}{\mathbb{E}_{\theta_1}(S_{\tau^+})}\mathbb{P}_{\theta_1}(S_{\tau^+} > k) + o(e^{-cb}).\]

By the above equality and (3.43), we have

\[\mathbb{E}_{\theta_1}(e^{-\theta_1(S_{\tau^+} - b)}) = \sum_{k=0}^{\infty} e^{-\theta_1 k} \frac{1}{\mathbb{E}_{\theta_1}(S_{\tau^+})} \mathbb{P}_{\theta_1}(S_{\tau^+} > k) + o(e^{-cb})\]

\[= \frac{1}{\mu_1 \mathbb{E}_{\theta_1}(\tau^+ (1 - e^{-\theta_1}))} \left[ 1 - \mathbb{E}_{\theta_1} e^{-\theta_1 S_{\tau^+}} \right] + o(e^{-cb})\]

\[= \frac{1}{\mu_1 (1 - e^{-\theta_1})} \exp \left( - \sum_{n=1}^{\infty} \frac{1}{n} \mathbb{E}_{\theta_1} e^{-\theta_1 S_{n}^+} \right) + o(e^{-cb}).\]

Similar calculation as for case 1 yields

\[\lambda_2 = (n - t) e^{-\theta_1 b} \left\{ \frac{1}{(1 - e^{-\theta_1}) \mu_1} \exp \left( - 2 \sum_{n=1}^{\infty} \frac{1}{n} \mathbb{E}_{\theta_1} e^{-\theta_1 S_{n}^+} \right) + o(e^{-cb}) \right\}\]

\[= \left[ 1 + O \left( \frac{b^{1/2} h(b)}{n - b / \mu_1} \right) \right] \lambda + (n - t) e^{-\theta_1 b} o(e^{-cb}).\]

The lemma is now proved. \(\square\)

4. Discussion. The arguments we used to prove Theorems 2.1 and 2.2 may be useful in proving rates of convergence for tail probabilities of other test statistics for detecting local signals in sequences of independent random variables. Two for which some new techniques will be needed are the generalized likelihood ratio statistic and the Levin and Kline statistic [Levin and Kline (1985)].

For example, let \(\{X_1, \ldots, X_n\}\) be independent random variables from the exponential family (2.1). Consider the testing problem at the beginning of the Introduction. If the mean of \(X_1\) is known and without loss of generality equal to 0, the generalized likelihood ratio statistic is \(\max_{1 \leq i < j \leq n} \sup_{\theta} [\theta (S_j - S_i) - (j - i) \Psi(\theta)]\), where we have assumed without loss of generality that \(\Psi(0) = 0 = \Psi'(0)\).

Siegmund and Venkatraman (1995) derived an asymptotic approximation for the tail probability of this statistic in the normal case, while Siegmund and Yakir (2000) obtained similar results for a general exponential family. The bounds in (24) and (25) of Siegmund and Yakir (2000) suggest that the contribution to the maximum from \(i\) and \(j\) such that \(j - i\) is large can be neglected. However, how to define a local indicator function as in (3.47) which avoids “clumping” of 1’s and to evaluate approximately its expectation remains an open question.
If the mean of $X_1$ is unknown, the statistic is more complicated; and its tail probability should be evaluated conditionally, given the value of $S_n$, which is a sufficient statistic for the unknown value of $\theta$ under the null hypothesis of no change-point. The random variables \{X_1, \ldots, X_n\} given $S_n$ are globally dependent. In applying Theorem 3.1 to a sum of Bernoulli random variables $W$ defined similarly as in (3.48), the error term $b_3$ is no longer zero, although we believe it is small. Moreover, it is more challenging to derive a bound as in (3.58) conditionally.

Besides the distribution of the scan statistic $M_{n,t}$ in (1.1), one may also be interested in the distribution of

$$N^+(b) := \sum_{i=1}^{n-t+1} I(X_i + \cdots + X_{i+t-1} \geq b).$$

In fact, the distribution of $M_{n,t}$ can be deduced from that of $N^+(b)$ by the relation

$$\{M_{n,t} \geq b\} = \{N^+(b) \geq 1\}.$$ 

Theorem 2 of Dembo and Karlin (1992) gives a Poisson approximation result for $N^+(b)$. However, as discussed in Remark 2.4, their approximation may not be adequate because of the “clumping” phenomenon. A more suitable choice of the limiting distribution is a compound Poisson distribution. Stein’s method has been used to prove error bounds for the compound Poisson approximation for sums of Bernoulli random variables; see, for example, Barbour, Chen and Loh (1992). By combining Stein’s method with the analysis in this paper, one may be able to prove a compound Poisson approximation result for $N^+(b)$.
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