Quantum Criticality and Spin Liquid Phase in the Shastry-Sutherland model
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Using the density-matrix renormalization group method for the ground state and excitations of the Shastry-Sutherland spin model, we demonstrate the existence of a narrow quantum spin liquid phase between the previously known plaquette-singlet and antiferromagnetic states. Our conclusions are based on finite-size scaling of excited level crossings and order parameters. Together with previous results on candidate models for deconfined quantum criticality and spin liquid phases, our results point to a unified quantum phase diagram where the deconfined quantum-critical point separates a line of first-order transitions and a gapless spin liquid phase. The frustrated Shastry-Sutherland model is close to the critical point but slightly inside the spin liquid phase, while previously studied unfrustrated models cross the first-order line. We also argue that recent heat capacity measurements in SrCu$_2$(BO$_3$)$_2$ show evidence of the proposed spin liquid at pressures between 2.6 and 3 GPa.

The quasi two-dimensional (2D) $S = 1/2$ quantum magnet SrCu$_2$(BO$_3$)$_2$ [1,2] has emerged [4,9] as the most promising realization of a deconfined quantum-critical point (DQCP) [10,12], where a state spontaneously forming a singlet pattern meets an antiferromagnetic (AF) state in a phase transition associated with fractionalized excitations (spinons). The intralayer interactions of the Cu spins correspond to the Shastry-Sutherland (SS) model [13], with highly frustrated AF interdimer ($J'$) and intradimer ($J$) Heisenberg couplings. The SS model has three known ground states versus $g = J/J'$: a dimer singlet (DS) state for small $g$ [13], a Néel AF state for large $g$, and a two-fold degenerate plaquette-singlet (PS) state for $g \in [0.68, 0.77]$ [3,6,14,15].

At ambient pressure SrCu$_2$(BO$_3$)$_2$ is in the DS phase [1,2] but the other SS phases have been anticipated under high pressure [16]. Recent heat capacity [7,8], neutron scattering [4], and Raman [9] experiments have indeed confirmed some variant [17,18] of the PS phase (from 1.7 to 2.5 GPa at temperatures $T < 2$ K) and an AF phase (between 3 and 4 GPa below 4 K). A direct PS–AF transition may then be expected between 2.6 and 3 GPa [19] at temperatures not yet reached.

Here we show that the above picture is incomplete. Using the density-matrix renormalization group (DMRG) method [20], we study the ground state and low-lying excitations of the SS model. Based on the lattice-size dependence of the level spectrum and order parameters, we conclude that a narrow gapless spin liquid (SL) phase intervenes between the PS and AF phases. In light of this finding, the absence of signs of any phase transition between 2.6 and 3 GPa [7,8] opens the intriguing prospect of an SL phase in SrCu$_2$(BO$_3$)$_2$.

**DMRG calculations.**—The SS model with AF couplings $J$ between first neighbor spins $\langle ij \rangle$ and $J'$ on a subset of second neighbors $\langle ij' \rangle$ is illustrated in Fig. 1. The Hamiltonian is [13]

$$H = J \sum_{\langle ij \rangle} S_i \cdot S_j + J' \sum_{\langle ij' \rangle} S_i \cdot S_j,$$  \hspace{1cm} (1)

here on $L_x \times L_y$ cylinders [21,22] with open and periodic boundaries in the $x$ and $y$ direction, respectively, and $L \equiv L_y = 2m$, $L_x = 2L$. In this geometry, the model has a preferred singlet pattern which minimizes the boundary energy in the PS phase; thus the two-fold degeneracy is broken and the ground state is unique, as illustrated in Fig. 1.

We have developed efficient procedures for calculating not only the ground state with full SU(2) symmetry [23,24], but also successively generating excited states by orthogonalizing to previous states [25–27]. Imposing stringent convergence criteria for given Schmidt number $m$, we have reached sufficiently large $m$ for reliably extrapolating to discarded weight $\epsilon_n = 0$ (Supplemental Material [28]) for $L$ up to 10, 12, or 14 depending on quantity (energies and order parameters). Any remaining errors in the results are small on the scale of the graph symbols in the figures presented below.

We focus on the window $g \in [0.7, 0.9]$, which straddles the PS and AF phases. The ground state of the system is always a singlet, and we analyze the gaps $\Delta(S)$ to the lowest excited singlet ($S = 0$), triplet ($S = 1$), and quintet ($S = 2$). Finite-size crossings of excited levels with different spin are often used indicators of quantum phase transitions in spin chains [29–32], and this method was also applied to the 2D $J-Q$ [33] and $J_1-J_2$ [26,34,35] Heisenberg models. We here use level crossings to detect the transitions out of the PS phase and into the AF state, following Ref. [26] closely. We also study the PS

![Figure 1. The SS lattice with open x and periodic y boundary conditions. The lengths $L_x$ and $L_y$ are both even. Nearest neighbors are coupled at strength $J$ by Eq. (1) and the blue diagonal links represent the dimer couplings $J'$. The open edges break the $\mathbb{Z}_2$ symmetry of the PS phase, thus inducing a singlet density pattern as indicated schematically by the thickness of the red lines.](cond-mat.str-el)
Figure 2. (a) The lowest singlet and triplet gaps vs $g$ in the neighborhood of the expected quantum phase transition out of the PS phase. (b) The lowest singlet and quintuplet gaps for $g$ inside the AF phase, close to its quantum phase transition. The curves are polynomial fits.

We graph singlet and triplet gaps in Fig. 2(a) and similarly singlet and quintuplet gaps in Fig. 2(b), in $g$ windows where gap crossings are observed. In Fig. 3 we analyze the gap crossing points and the singlet minimum that is also observed in Fig. 2(a). Given the previous empirical observations of crossing-point drifts in 2D systems [26,33], we graph the results versus $1/L^2$ and find almost perfect linear behaviors. Interestingly, the singlet-triplet crossing and the singlet minimum both extrapolate to $g_{c1}\approx 0.79$, while the singlet-quintuplet points scale to a higher value; $g_{c2}\approx 0.82$.

It was previously shown [26,31] that the crossing point between the lowest singlet and quintuplet levels is a useful finite-size estimator for a quantum phase transition into an AF phase, given that the lowest $S > 0$ states are Anderson quantum rotors, separated from the ground state by gaps $\Delta_A(S)\propto S(S+1)/L^2$, while the singlet excited state should be the gapped amplitude (“Higgs”) mode in the AF state [6]. In contrast, in other putative phases adjacent to the AF phase (in the SS model and many other models), the $S = 2$ state will be above the lowest $S = 0$ excitation. Thus, we identify the extrapolated singlet-quintuplet crossing point $g_{c2}\approx 0.82$ with a quantum phase transition into the AF state.

Following previous work on the $J_1-J_2$ model [26], we identify the extrapolated singlet-triplet crossing point $g_{c1}\approx 0.79$ with the transition out of the PS state. The singlet minimum by itself is consistent with the PS gap vanishing at a DQCP and becoming the gapped amplitude mode in the AF phase [6], however, an AF phase starting at $g_{c1}$ is inconsistent with the singlet-quintuplet crossing point $g_{c2}$. Though the separation between the transition points $g_{c1}\approx 0.79$ and $g_{c2}\approx 0.82$ is small, an eventual flow toward a common point for larger systems appears unlikely, given the absence of significant corrections to the $1/L^2$ forms in Fig. 3. Below we will show evidence for a gapless SL phase for $g \in (g_{c1}, g_{c2})$.

Both gap crossings match those in the $J_1-J_2$ Heisenberg model [26], where several numerical studies have reached a consensus on the existence of a gapless SL phase between dimerized and AF phases [24,26,34–36]. Field theories have also recently been proposed for this SL phase [37,38]. Moreover, the same level crossings were found at the transition from a critical state to either a dimerized state (singlet-triplet crossing) or an AF state (singlet-quintuplet crossing) in a frustrated Heisenberg chain with long-range interactions [26,31]. Given these results for related models, the distinct $g_{c1}$ and $g_{c2}$ points suggest a gapless SL phase also in the SS model.

In Fig. 4 we analyze the size dependent gaps in and close to the putative SL phase. At $g = 0.80$, both the singlet and triplet gaps exhibit asymptotic $1/L$ scaling, corresponding to a dynamic exponent $z = 1$ inside the SL phase. At $g = 0.76$, in the PS phase, the singlet (and also the not shown triplet) converges exponentially to a non-zero gap, as expected in the SS model with cylindrical boundaries (Fig. 1) for which the shifted PS state is gapped by boundary energies. In the AF phase, we find convergence to a non-zero amplitude-mode energy at $g = 0.84$. In Fig. 4 we have fitted a polynomial in this case, which works better than an exponentially convergent form, likely due to a gapless spectrum above the lowest singlet (unlike the isolated singlet mode in the PS state).

We next study order parameters. We use the squared AF magnetization, $m_a^2 = L^{-4} \sum_{ij} \phi_{ij}(S_i \cdot S_j)$, where $i,j$ are sites in the central $L \times L$ area of a $2L \times L$ system and $\phi_{ij} = \pm 1$ is the staggered phase. To detect PS order we define $Q_R = \frac{1}{2}(P_r + P_r^{-1})$, with $P_r$ a cyclic permutation operator on the four spins of a plaquette at $r$. Given the boundary-induced plaquette pattern (Fig. 1), we can detect the PS order...
Thus, we define $\Delta = a' + b' e^{-cL}$ (fitting parameters $a'$, $b'$, $c$) in the former case and a quadratic form in the latter case.

as the difference of $\langle Q_{R} \rangle$ on two adjacent "empty" SS plaquettes [39]. Thus, we define $m_p = \langle Q_{R} - Q_{R'} \rangle$, where $R$ and $R'$ are both close to the center of the cylinder (the landscape of $Q_{R}$ values is shown in the Supplemental Material [28]). Both order parameters are graphed versus $1/L$ in Fig. 5.

Second-order polynomial extrapolations of the AF order parameter in Fig. 5 show that $m_p^2$ vanishes for $g \approx 0.82$, thus providing further evidence for the AF phase starting at the extrapolated singlet-quintuplet point $g_{c2} \approx 0.82$. The polynomial form is strictly appropriate only inside the AF phase, while at a critical point (or phase) $m_p^2 \propto L^{-1+\eta}$ should instead apply asymptotically. The $g = 0.80$ and 0.82 data can indeed be fitted with $\eta \approx 0.32$ and $\eta \approx 0.23$, respectively. In the PS phase, polynomial fitting extrapolates to unphysical negative values, which can be understood on account of the expected $L^{-2}$ asymptotic form (which, however, cannot be fitted because of large corrections).

The inset of Fig. 5 shows how PS order is stabilized only for the larger system sizes inside the PS phase, reflecting large fluctuations in small systems (as shown explicitly in Supplemental Material [28]). The central plaquettes where $m_p$ is defined are close to the cylinder edges for small $L$, and only for larger $L$ can $m_p$ reflect a disordered bulk. Outside the PS phase the boundary-induced order close to the edges first increases with $L$, thus causing non-monotonic behavior as seen most clearly at $g = 0.82$ and 0.84 (see also Supplementary Material [28]). At $g = 0.80$, $m_p$ for $L = 14$ also falls below the value for $L = 12$, indicating that indeed $m_p \rightarrow 0$ when $L \rightarrow \infty$, as it should in the SL phase.

**DQCP and unified phase diagram.**—The originally proposed DQCP is generic, reachable by tuning a single parameter [10]. Quantum Monte Carlo studies of several variants of $J$-$Q$ Hamiltonians [12] have indeed found direct transitions between AF and dimerized ground states [40, 51]. Similar results have been obtained with related classical loop [52, 53] and dimer [54] models. In most cases, no discontinuities were observed, though unusual scaling violations point to weak first-order transitions [41, 43, 55] or other scenarios [45, 50]. One proposal is that the DQCP is unreachable (e.g., existing only in dimensionality below $2+1$) and described by a non-unitary conformal field theory (CFT) [56, 62].

In some variants of the $J$-$Q$ model clearly first-order transitions were observed [5, 63, 64]. The Checker-Board $J$-$Q$ (CBJQ) model [5] (and a closely related loop model [65]) has a $\mathbb{Z}_2$ breaking PS phase like that in the SS model. A first-order spin-flop-like transition with emergent O(4) symmetry of the combined O(3) AF and scalar PS order parameters was found, with no conventional coexistence state with tunneling barriers up to the largest length scales studied. This unusual behavior indicates close proximity to an O(4) DQCP.

Lee et al. recently considered a proxy of the excitation gap with the IDMRG method (infinite-size DMRG, where $L_x \rightarrow \infty$ and $L_y$ is finite), studying correlation lengths of operators with the symmetries of the excited levels of interest [6]. Following Ref. [26], they identified both crossing points discussed here (Figs. 2 and 3), but these points were not extrapolated to infinite size. It was nevertheless argued that the singlet-triplet and singlet-quintuplet crossings will drift to a common DQCP with increasing system size, in the SS model as well as in the $J_1$-$J_2$ model. However, in a very recent work, Shackleton et al. revisited the $J_1$-$J_2$ model and constructed a quantum field theory of a gapless SL phase and a DQCP separating it from the AF state [37]. A different field theory was outlined in Ref. [38].

The narrow SL phase found here in the SS model suggests proximity to the DQCP discussed by Lee et al. [6], which most likely would be the same DQCP as the one influencing the O(4) transition in the CBJQ model [5]. Moreover, it has recently been argued that the DQCP is actually a multi-critical
Figure 6. Unified phase diagram, where an O(4) DQCP separates a line of first-order PS–AF transitions and an extended SL phase. The PS–SL and SL–AF transition may both be continuous DQCP-like transitions. The dashed horizontal lines illustrate cuts through the phase diagram when a single parameter \( g \) is tuned; corresponding the CBJQ model (top line) and the SS model (bottom line).

A DQCP separating a line of first-order transitions and an SL phase is a compelling scenario also considering that the \( J-Q \) models can be continuously deformed into conventional frustrated models. Placing \( Q \) terms on the empty plaquettes of the SS lattice, by gradually turning off \( Q \) and turning on \( J' \) the unusual first-order PS–AF transition with emergent O(4) symmetry of the CBJQ model \([5] \) should evolve as if the upper dashed line in Fig. 6 moved to lower \( h \), and eventually the SS SL phase should appear. In general, we expect that many perturbations of the SS and \( J_1-J_2 \) models could act as the parameter \( h \) in Fig. 6 e.g., longer-range interactions or multi-spin cyclic exchange with appropriate signs. The O(4) symmetry should be replaced by SO(5) in cases where the PS phase is instead a dimerized phase, e.g., with some extensions of the conventional J-Q and \( J_1-J_2 \) models.

An SL phase can explain the absence of any observed phase transition in \( \text{SrCu}_2(\text{BO}_3)_2 \) at pressures 2.6-3 GPa \([7] \), between the PS and AF phases. Since \( \text{SrCu}_2(\text{BO}_3)_2 \) can be synthesized with very low concentration of impurities, unlike many other potential spin liquid materials, an SL phase would be significant. A direct PS-AF transition has already been observed at high magnetic fields \([8] \), but the nature of the transition remains unexplored. The phase diagram in Fig. 6 may also hold with \( h \) corresponding to the field strength, but with the symmetry of the AF order reduced to O(2) and potentially emergent O(3) symmetry of the DQCP [instead of O(4) at zero field] and on the adjacent direct PS–AF line.

Note added.—A recent functional renormalization group calculation, partially stimulated by our work, supports a gapless SL phase in roughly the same parameter regime as reported here \([71] \). Moreover, a study with tensor-product states of the \( J_1-J_2-J_3 \) Heisenberg model detected an isolated SL phase ending at a DQCP \([72] \), very similar to our phase diagram in Fig. 6 when \( g \) and \( h \) are identified with \( J_2/J_1 \) and \( J_3/J_1 \), respectively ((and with a dimerized \( Z_2 \) phase instead of the \( Z_2 \) PS phase) However, a line of continuous dimerized–AF transition was proposed beyond the SO(5) DQCP instead of the weakly first-order transitions argued for here.
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Here we present additional results in support of the conclusions drawn in the main paper. In Sec. 1 we discuss the DMRG procedures and illustrate the convergence properties and extrapolations of energies and order parameters. In Sec. 2 we present 2D plots of the PS order “landscape” and discuss the effects of the open x boundaries of the cylindrical lattices, including an explanation for the nonmonotonic behavior of the PS order parameter for g ≥ 0.80 in Fig. 5. In Sec. 3 we present the static spin structure factor in the full wave-vector space, which shows no evidence of helical magnetic correlations in the SS model.

1. DMRG convergence and extrapolations

In order to systematically approach the correct ground states and excitations in the DMRG calculations, we carry out calculations for several numbers m of Schmidt states, until either m is sufficiently large for the discarded weight ϵ to be negligible (in case of the smaller system sizes considered here) or sufficiently small for reliably extrapolating to ϵ = 0 (for the largest system sizes). The discarded weight is defined in the standard way as the sum of discarded eigenvalues of the reduced density matrix [21, 22].

After an initial calculation for small m, each subsequent calculation is started from either a previously well converged calculation for a smaller m and the same g value, or one for a nearby g value and the same m. For a given m, we demand that the energy difference (not divided by the system volume) between two successive updating sweeps is less than 10^{-6}. We then check the convergence of the energies and other quantities as a function of the discarded weight ϵ (which depends on m, with ϵ → 0 as m → ∞).

Our DMRG program is implemented with full SU(2) symmetry [23,24], and we can therefore target the ground state of any sector of total spin S. Given that the lowest ground state among these has S = 0 and we are also interested in the lowest S = 0 excitation, in this sector we apply the technique of orthogonalizing to the previously calculated ground state in order to target the lowest excited S = 0 state [25,27].

A. Cylindrical 2L × L lattices

In Fig. S1 we show the lowest two S = 0 energies as well as the lowest S = 1 energy for system sizes L = 6, 8, 10, and 12, in the important case of g = 0.80 (inside the new gapless SL phase). For the challenging L = 12 system, we used m up to 9000 for the S = 0 ground state and up to m = 10000 for the excited singlet. We do not have sufficiently good triplet results for L = 12 and therefore only show S = 1 results for the smaller systems in Fig. S1.

For L = 6, the calculation for the largest m already has an extremely small discarded weight, and it is not necessary to further extrapolate the results. We nevertheless show extrapolations for all system sizes in Fig. S1†. While the exact form of the error as a function of ϵ in the DMRG method is not known, in all cases for which data are presented in the main paper our results are sufficiently converged for the extrapolated values to not be very sensitive to the fitting form used. We have found that the energies for small ϵ are well described by third-order polynomials without linear term. Thus, in Fig. S1† all data are fitted to such a form.

In the case of the order parameters, we find that polynomial fits work well in general (here including the linear terms). We typically use quadratic or third-order forms. Examples at g = 0.8 for the two largest system sizes, L = 12 and L = 14, are shown in Fig. S2. Here we observe nonmonotonic behavior of the AF order parameter m^2_s for L = 14 in Fig. S2(c). For the small ϵ values (large m) used in the extrapolations, we have found such nonmonotonic behavior of the largest systems for g only outside the AF phase.

We point out that the m^2_s data points for L = 14 in Fig. S2(c) only exhibit nonmonotonicity in the two points for smallest ϵ, but even when these points are excluded the fit still results in a nonmonotonic polynomial. Hence, we judge this behavior as stable and the extrapolation as reliable. It should also be noted that the overall range of the y-axis of Fig. S2(c) represents a very small relative change in the value, and the uncertainties in the extrapolation for this case (less than 0.3% between different extrapolations) do not impact the conclusions drawn on the basis of the data in Fig. S1.

As seen in Fig. S2, the PS order parameter shows much
Figure S1. Examples of extrapolations of DMRG energies to vanishing discarded weight $\epsilon$ for the SS model with $g = 0.8$. For each of the system sizes $L = 6, 8, 10, 12$ in panels (a)-(d), the two lowest singlets are shown (squares and triangles) along with the lowest triplet (circles), except for $L = 12$, for which we do not have sufficiently well converged triplet data. The fitted curves are of the form $E(\epsilon) = E(0) + a\epsilon^2 + b\epsilon^3$, with $E(0)$, $a$, and $b$ optimized parameters.

Figure S2. Examples of extrapolations of DMRG results for the AF and PS order parameters in the ground state of the SS model at $g = 0.8$. Results for system size $L = 12$ are shown in (a) and (b), and corresponding results for $L = 14$ are shown in (c) and (d). The fitted curves are quadratic polynomials in (a), (c) and cubic polynomials in (b),(d).
larger overall dependence on $\epsilon$ than does the AF order parameter. An important aspect of the PS order, discussed in the context of the inset of Fig. S3 in the main paper, is that its size dependence is nonmonotonic outside the PS phase; in the SL phase as well as in the AF phase close to the SL transition. In Sec. 2 we will further illustrate how this behavior originates from the cylindrical boundary conditions. To further illustrate the nonmonotonic behavior and its robustness in the $\epsilon$ extrapolations, in Fig. S3 we show $m_p$ results for the three largest system sizes, $L = 10, 12, 14$, for three values of $g$ in and close to the SL phase. The nonmonotonic size dependence of the $\epsilon \to 0$ values is clear for $g = 0.82$, and also for $g = 0.80$ does this trend begin to appear. In the case of $g = 0.78$, the extrapolated order parameter only grows with $L$.

Based on only these data, it is of course not possible to exclude a maximum of the $\epsilon \to 0$ values versus $L$ followed by an eventually decrease to 0 for larger system sizes also for $g = 0.78$. However, the other results in the main paper show that this $g$ value is inside the PS phase, and, therefore, $m_p$ should flatten out to take a finite value if $L$ is further increased (as is seen for still smaller $g$ values in Fig. S3 in the main paper). The observed nonmonotonic behavior outside the PS phase (with its physical explanation in Sec. 2 below) allows us to put an upper bound on the extent of the PS phase, $g_{c1} < 0.80$, which is consistent with the SL phase boundaries in Fig. 3 of the main paper.

### B. 6 × 6 periodic system

To further illustrate the soundness of the extrapolation procedures and our methods of estimating the errors of the $\epsilon \to 0$ energies and order parameters, we next consider a 6 × 6 lattice with fully periodic (toroidal) boundary condition. Its eigenenergies for the ground state, the first singlet and triplet excitations, as well as the ground state order parameters, were obtained by Lanczos exact diagonalization. Using DMRG with SU(2) symmetry, we computed the corresponding set of variational energies and order parameters as a function of discarded weight $\epsilon$ using several bond dimensions $m$. Even though the Hilbert space here is small enough for Lanczos diagonalization, the convergence properties for moderate values of $m$ are very similar to those discussed above for the larger cylindrical lattices. Extrapolations as performed above can therefore serve as a bench-mark for the reliability of the procedures.

Figure S4(a) shows variational energies for the 6 × 6 SS lattice at $g = 0.80$ obtained by SU(2) DMRG with bond dimensions $m = 800, 1200, 2000, 3000$. The fitting function is a third-order polynomial, again without the linear term ($E = a + be^2 + ce^3$). For a reasonable definition of the error of extrapolation to $\epsilon \to 0$, we take the difference between extrapolated energies based on the largest three $m$ values, shown with colored curves in Fig. S4(a), and all four points, shown with in black curves. The colored dashed horizontal lines mark the exact energies, which are $E_0 = -16.263112, E_T = -15.985471, E_S = -15.910097$, for the ground state, singlet excitation, and triplet excitation, respectively. The DMRG extrapolation errors defined as above are 0.00017, 0.0003, and 0.0003, respectively. The “exact errors”, which we for the sake of the illustration here (where we know the exact energies, which is of course not of case for the cylindrical lattices used in our primary studies of the SS model) define as the difference between extrapolated value based on three data points and the exact energy, are 0.00022, 0.0008, 0.0007, respectively. If the fitting function is switched to a second order polynomial (including the linear term), the extrapolated results using all four $m$ points go slightly below the exact energies for all three states. Overall, we again found that the higher-order polynomials without the linear terms describe the data better.

The above example shows that the estimated extrapolation errors are of the same magnitude as the “exact errors”. Here the minimum available discarded weight, corresponding to
Figure S4. Exact and DMRG results for the $6 \times 6$ periodic SS lattice at $g = 0.80$. (a) DMRG energies of the ground state and first excited state in the singlet and triplet sectors vs the discarded weight $\epsilon$, obtained with bond dimension $m = 500$, 1200, 2000, and 3000. The colored dashed lines are the corresponding eigenvalues obtained by Lanczos exact diagonalization. The colored solid curves show fits to the form $E = a + b\epsilon^2 + c\epsilon^3$ using the three points with smallest $\epsilon$. The black solid curves show fits to the same functional form using all four points. Their difference in the $\epsilon \to 0$ extrapolated values defines the DMRG error of the energy. (b) The staggered magnetization of the ground state. Colored (black) solid curves show fits to the quadratic functions $m^2_s = a + b\epsilon + c\epsilon^2$ using three (four) points, and their extrapolation difference defines the DMRG error of the staggered magnetization. The red dashed line shows the exact value.

$m = 3000$ is $\epsilon \approx 2 \times 10^{-5}$. This $\epsilon$ is much larger than the truncation errors reached with larger $m$ in cylinder systems for $L \leq 10$ and is comparable with the $\epsilon$ value reached for $L \geq 12$, as seen in Fig. S4(a). The way the energies flatten out for the cylindrical systems when $\epsilon$ decreases is very similar to what we observe for the $6 \times 6$ system, and we see no reason why the results should not have reached $\epsilon$ small enough to perform the extrapolations as explained.

Figure S4(b) shows extrapolations of the staggered magnetization $m^2_s(\epsilon)$ in the ground state for which the energies are shown in Fig. S4(a). Here the fitting function is a regular second-order polynomial, $m^2_s = a + b\epsilon + c\epsilon^2$. The error of the order parameter is again defined as the difference between extrapolated values using either the three largest $m$ points or all four points. The exact value from the Lanczos exact diagonalization is $m^2_s = 0.143250$. The error of the DMRG extrapolation is 0.000026 in this case, and the “exact error” as defined above is 0.000021. We again see that the defined extrapolation error is very reasonable.

All finite-size errors of the results discussed in the main paper were estimated as above, but in most cases the error bars are much smaller than the graph symbols and are not shown explicitly. In the extrapolations to infinite size, the finite-size errors were propagated in the standard way in the function fits, and the resulting error bars are displayed in some of the figures.

2. Role of cylinder edges

As shown in Fig. 1 in the main paper, the PS ordering pattern is unique on the cylindrical lattices used here. The cylinder edges act as a $\mathbb{Z}_2$ symmetry-breaking “pinning field”, allowing us to study the PS order parameter $m_p$ directly, instead of using the squared order parameter in a system with unbroken symmetry. This approach was discussed in detail in Ref. [39] in the context of a different system, and it was argued that it is the best way to study the order parameters of “singletized” phases with methods that use symmetry-breaking boundary conditions.

Fig. S5 shows examples of the singlet pattern forming on two different lattices, of size $L = 6$ and $L = 10$, both inside the PS phase at $g = 0.75$ and in the SL phase at $g = 0.80$. In the PS phase, we can observe that the alternating pattern of strong and weak empty plaquettes (those without the SS diagonal couplings $J'$) is much stronger in the larger systems. This order enhancement with increasing $L$ in the PS phase was already seen in the size dependent $m_p$, defined as the difference between central adjacent empty plaquettes, in the inset of Fig. 5 in the main paper. The strengthening of the PS order clearly reflects the diminishing quantum fluctuations when long-range order is established with increasing system size in the presence of the symmetry-breaking edge field. Note that the edge order also strengthens with increasing $L$.

Turning now to the results in the SL phase, Fig. S5(c) and S5(d), here as well we observe how the edge order is significantly stronger in the larger system. The bulk order parameter, defined in the center of the system, is also stronger in the larger system. However, as seen in the inset of Fig. 5 in the main paper, for the largest system size considered for $g = 0.80$, $L = 14$, $m_p$ has turned downward [and this is even more clear at $g = 0.82$ as also illustrated by the results in Fig. S3(c)]. This nonmonotonic behavior outside the PS phase can naturally be explained as a competition between the
always present (for any $g$) symmetry breaking at the cylinder edge and the decay of this “artificial” induced order in the central part of the system as $L$ increases. The initial increase with $L$ for small systems is due to the strengthening of the edge order with $L$ even when the system is in the SL or AF phase. The eventual down-turn of the order parameter for larger systems is a sign of this edge effect not extending to the bulk, i.e., that the system is not in the PS phase.

It is difficult to imagine any realistic mechanism that would cause $m_p$ to turn back up as $L$ increases further after the peak value has been reached and $m_p$ has begun to decrease with $L$. Therefore, we regard the observation of a maximum in $m_p$ for a given $L$ as a definite indicator of the system not being in the PS phase. Our results for $g = 0.80$-$0.84$ in Fig. 5 all exemplify this behavior.

### 3. Spin structure factor

In an early field-theoretical study of the SS model within the framework of $1/S_i$ expansions ($S_i$ being the spin quantum number of the individual spins) [68], several exotic phases were found in the plane $(g, 1/S_i)$, including a gapped SL and a phase with helical magnetic order. The gapped SL is located close to a PS state but not between the PS and AF states as we have found here in the case of the gapless SL. The AF, PS, SL, and helical phases meet at a point, which should be contrasted with our proposed unified phase diagram for DQCPs adjacent to gapless SL phase in Fig. 6 where the PS, AF, and gapless SL phases meet at a DQCP (or possibly a triple point of first-order transitions).

The SL phase of Ref. [68] also hosts short-range helical spin order. The proposed helical phase and the helical correlations of the gapped SL phase prompts us to investigate the possibility of helical spin correlations in the gapless SL phase identified in the phase diagram of the SS model in the present work. To this end, we have calculated the static spin structure factor $S(k)$ based on the spin correlation functions $\langle S_i \cdot S_j \rangle$ for all spins $i,j$ within the central $L \times L$ square of sites on the cylindrical $2L \times L$ lattices, defining

$$S(k) = \frac{1}{L^2} \sum_{i,j} e^{-i k \cdot (r_i - r_j)} \langle S_i \cdot S_j \rangle. \quad (S1)$$

In a periodic $L \times L$ system the wave-vectors should take the form $k_n = n_a 2\pi/L$, for $a \in \{ x, y \}$ and $n_a \in \{0, \ldots, L-1 \}$. However, since we do not have periodic boundaries in the $x$ direction, we can evaluate the Fourier transform for any $k_x \in [0, 2\pi]$. To obtain a smooth representation of the structure factor in the 2D $k$ space, we also use a large number of values for $k_y$ between the discrete points in principle allowed by the lattice geometry. Because of the periodicity in $k$-space we limit the values to $k_x, k_y \in [0, \pi]$.

In Fig. S5 we show results for $L = 10$ systems at three values of the coupling ratio, representing the PS, ($g = 0.72$), SL ($g = 0.80$), and AF ($g = 0.88$) phases. In all cases we observe that the structure factor is peaked at $k = (\pi, \pi)$ indicating that the correlations are of the Néel AF type in all phases.

Given the rather small lattice size, we can of course not rigorously rule out order or dominant short-range correlations at $k = (\pi, q)$ or $k = (q, \pi)$ (where the cylindrical lattices would favor one case) with $q$ very close to $\pi$, but we find such a scenario unlikely.

Figure S5. Landscape of plaquette singlet strengths in systems of size $L = 6$ (left) and $L = 10$ (right), for $g = 0.75$ (inside the PS phase) in (a) and (b), and for $g = 0.80$ (in the SL phase) in (c) and (d). The colored squares correspond to the expectation value $\langle Q_{R} \rangle$ of the plaquette operator defined in the main paper for the plaquettes at lattice coordinate $R$. The SS dimer couplings $J'$ are indicated with the blue lines. In addition to the color coding shown on the vertical bar, the actual numerical values of $\langle Q_{R} \rangle$ are also displayed inside each square.
Figure S4. The spin structure defined in Eq. (S1) for $L = 10$ SS lattices at three different $g$ values as indicated. The broken $k_x \leftrightarrow k_y$ reflection symmetry is due to the cylindrical lattice geometry. The smooth color transitions are due to interpolations performed by the graphing software between the discrete $k$ points (represented by the vertices of the grid shown) for the $L = 10$ lattice.

The SL phase of Ref. 64 also hosts short-range helical spin order. The helical phase and the helical correlations of the gapped SL phase prompts us to investigate the possibility of helical spin correlations in the gapless SL phase identified in the phase diagram of the SS model in the present work. To this end, we have calculated the static spin structure factor $S(k)$ based on the spin correlation functions $S_i \cdot S_j$ for all spins $i, j$ within the central $L \times L$ square of sites on the cylindrical $2L \times L$ lattices, defining $S(k) = \frac{1}{L^4} \sum_{i,j} e^{i k \cdot (r_i - r_j)} S_i \cdot S_j$.

In Fig. S4 we show results for $L = 10$ systems at three values of the coupling ratio, representing the PS, ($g = 0.72$), SL ($g = 0.80$), and AF ($g = 0.88$) phases. In all cases we observe that the structure factor is peaked at $k = (\pi, \pi)$ indicating that the correlations are of the Néel AF type in all phases. Given the rather small lattice size, we can of course not strictly rule out order or dominant short-range correlations at $k = (\pi, q)$ or $k = (q, \pi)$ (where the cylindrical lattices would favor one case) with $q$ very close to $\pi$, but we find such a scenario unlikely.

Figure S6. The spin structure defined in Eq. (S1) for $L = 10$ SS lattices at three different $g$ values as indicated. The slightly broken $k_x \leftrightarrow k_y$ reflection symmetry is due to the cylindrical $N = 2L \times L$ lattice geometry, that is manifested even when the structure is factor defined only on the central $L \times L$ sites according to Eq. (S1). The symmetry is gradually restored for increasing $L$. 

