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Abstract—Salient object detection (SOD) has been well studied in recent years, especially using deep neural networks. However, SOD with RGB and RGB-D images is usually treated as two different tasks with different network structures that need to be designed specifically. In this paper, we proposed a unified and efficient structure with a cross-attention context extraction (CRACE) module to address both tasks of SOD efficiently. The proposed CRACE module receives and appropriately fuses two (for RGB SOD) or three (for RGB-D SOD) inputs. The simple unified feature pyramid network (FPN)-like structure with CRACE modules conveys and refines the results under the multi-level supervision of saliency and boundaries. The proposed structure is simple yet effective; the rich context information of RGB and depth can be appropriately extracted and fused by the proposed structure efficiently. Experimental results show that our method outperforms other state-of-the-art methods in both RGB and RGB-D SOD tasks on various datasets and in terms of most metrics.

Index Terms—Salient object detection, unified structure, RGB SOD, RGB-D SOD, cross attention.

H uman visual system can focus on a target object with little movement in a scene. This ability helps humans search and find targets efficiently. Inspired by this fact, researchers proposed a family of methods [1], [2], [3], [4], [5] using handcrafted features to accomplish the task of salient object detection (SOD). SOD is believed to facilitate image segmentation [6], tracking [7], retrieval [8], compression [9] and other computer vision tasks.

Deep learning has dominated the field of SOD since the use of the convolutional neural network (CNN) in pioneering works [10], [11]. The fully convolutional network (FCN) has addressed the problem of pixel-level classification of images with the utilization of an upsampling layer in the decoder stage. The FCN has shown advantages in many research fields, especially image segmentation [12]. Therefore, SOD has also been remarkably facilitated after the introduction of the FCN [13].

However, suffering from pooling–upsampling layers, many image details are lost, which means that the results are usually fuzzy and incomplete. The feature pyramid network (FPN) [14] structure was proposed to solve this problem by adding connections between the encoder and decoder, and has become popular in image segmentation tasks. Many methods [15], [16] for SOD have adopted FPN-like structures and achieved good performance. However, due to the overly simple structure of the decoder and the connections, segmentation problems still exist, and obtaining clear and accurate results remains challenging.

As aforementioned, an attention mechanism is a natural component of the human visual system. Interestingly, artificial neural networks also seem to have such a mechanism when processing natural language and images [17]. The utilization of attention in the DNN has led to breakthroughs in many research fields, including improved SOD performance. However, simply applying spatial attention or channel attention is not enough to find the salient object; meanwhile, the non-local (attention) [18] costs too much in both time and space.

SOD in RGB-D images is usually treated as a task different from RGB image SOD, and most of the existing methods are specifically designed for RGB-D SOD [19], [20]. However, RGB-D SOD is just an extension of RGB SOD with an additional modal, and thus there should be a structure or framework to unify these two tasks.

In this work, to overcome the aforementioned problems, we proposed a cross-attention context extraction (CRACE) module to serve as the decoder of an FPN-like network, as shown in Fig.1. This structure is designed as a unified framework to accomplish both tasks of RGB image SOD and RGB-D image SOD. When dealing with RGB-D features, depth information is simply extracted with a backbone network (usually VGG [21] or ResNet [22]) and then fed into the CRACE module.

In this CRACE module, we first design a cross-attention block to extract the attention map from high-level global features and low-level local features, and then optimize the features so that we can use the attention map. This block is also designed to extract and fuse cross-modality features. Except for cross-level RGB features, depth features can also be extracted and fused in this block. It may also be possible to extract and fuse other modalities, such as optical flow, but this is beyond the scope of this work.

After feature optimization, a channel attention block, a multi-scale operation, and attentive fusion are implemented to extract rich context information. The overall structure of the CRACE module is shown in Fig.2. These context features are conveyed and fused from global-level deep layers to local-level shallow layers in the proposed network like a kind of information flow. The source code and results will be available on our website. In summary, our main contributions are as follows:

1 http://www.neuro.uestc.edu.cn/vccl/publications.html
1) We proposed a cross-attention context extraction module that appropriately extracts and fuses the coarser global feature and the finer local features, including cross-modality features such as depth information.

2) Based on this module, we proposed a simple unified FPN-like structure for RGB and RGB-D SOD; this structure conveys and fuses the context information from global to local, or cross-modality features under the supervision of ground-truth and object boundary.

3) Quantitative experiments on five popular RGB image SOD datasets and seven RGB-D image SOD datasets (and using seven metrics) demonstrate that our model achieves state-of-the-art (SOTA) performance, thereby validating the effectiveness of our model on both tasks.

I. RELATED WORK

Since the pioneering work of [23], there has been tremendous progress in SOD. There are many methods based on some cognitive hypotheses to process extracted handcrafted features for SOD [11], [2], [3]. Some researchers adopted informatics or mathematics while others used machine learning to segment salient objects [5], [24]. Overviews of the use of these handcrafted methods in RGB image SOD can be found in [25], [19], and the handcrafted methods employed in RGB-D image SOD can be found in [26], [20]. Since there is a great number of methods based on deep learning in this field, we only review some of the deep learning based methods in terms of RGB and RGB-D image SOD.

a) RGB Salient Object Detection: [11] is one of the earliest works treating saliency detection as a high-level task and exploiting a pre-trained deep model to capture the local and global contexts of images. Hou et al. [27] adopted short connections to integrate high-level location knowledge and low-level structure information. Liu et al. [28] proposed a pixel-wise contextual attention and then integrated it into a U-Net to detect saliency. Meanwhile, the recurrent fully convolution network was leveraged in [29] to automatically learn and refine the results, and reversed saliency was adopted to refine the finer structure of salient objects in [30].

Information including fixation, semantics, and edges has also been adopted in many methods. Wang et al. [15] jointly trained their model for fixation and SOD in a convolutional LSTM network and obtained good performance. Semantic prior [31] and captioning [32] were leveraged to detect salient objects from cluttered scenes. Boundaries are frequently used in many SOD methods [33], [34], [15] and usually help produce better results. More reviews of RGB image SOD in the deep learning era can be found in [35], [19], [36].

b) RGB-D Salient Object Detection: Depth information is important in many tasks and plays a role in RGB-D SOD. [37] fed their deep model handcrafted features and produced more accurate results than traditional methods. Piao et al. [38] proposed a depth-induced multi-scale network to fully extract the complementary cues from RGB and depth information. Meanwhile, Zhao et al. [39] introduced the contrast prior into a deep model to enhance the depth information, and then integrated it with RGB information. Piao et al. [40] proposed a depth distiller to transfer the depth knowledge to RGB features. Furthermore, Fan et al. [41] proposed an efficient three-stream structure and depth depurator to learn cross-modal features. Selective self-mutual attention was learned and fused in a two-stream CNN model in [42]. Inspired by the data labeling process, Zhao et al. [43] proposed a conditional variational auto-encoder to model annotation uncertainty and produce saliency maps. More reviews of RGB-D image SOD can be found in [19], [20].

All of the methods mentioned above are designed for a single task of either RGB or RGB-D image SOD. There are very few deep learning-based methods designed for both tasks using the same structure. Zhao et al. [44] proposed a gated dual branch structure to transfer valuable information from the encoder to the decoder, and produced accurate RGB and RGB-D saliency maps. Zhao et al. [45] proposed a model where the depth maps were utilized in the training process but not in the test process, which allowed the model to compute both RGB and RGB-D saliency maps.

However, these methods are either too complicated in regards to the structure and training process or achieve suboptimal accuracy. Our method adopts a basic FPN structure with three proposed CRACE modules and achieves competitive results with SOTA methods.

II. THE PROPOSED NETWORK

In this section, we proposed a unified network based on a cross-attention context extraction (CRACE) module for RGB and RGB-D image SOD.

A. Cross-attention Context Extraction Module

To extract the context information from the features derived by the backbone network, we proposed a CRACE module. The CRACE module consists of three main blocks and one fusion operation, i.e., a cross-attention block, a channel attention block, a multi-scale block, and attentive fusion.

a) Cross-attention Block: For a regular neural network the features extracted in the deep layers contain more global-level semantic information of images while the shallow layers contain more local-level structure information (such boundary information) [46], [13]. The widely used spatial attention block extracts the attention map in a single layer, which usually
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Fig. 2. Cross-attention context extraction (CRACE) module. The feature blocks of $f_i$ ($f_l$) and $F_{i-1}$ ($f_g$) (and depth feature $d_i$) are first fused in the cross-attention block and then optimized in the channel attention block; more information is extracted in the multi-scale block and attentive fusion block. The output of the CRACE module ($F_{lg}$) then serves as one of the inputs of the next-level CRACE module.

Fig. 3. The architecture of the proposed unified structure dealing with the task of RGB image SOD (the part indicated by blue arrows in Fig. 1). Multi-level saliency and boundary supervisions are also adopted in the training stage. For the task of RGB-D image SOD, the depth map is processed by the backbone network and then the multi-level features are fed into the CRACE modules following the orange arrows in Fig. 1. Please see the text for more details.

The proposed cross-attention block addresses this problem by extracting and fusing two different layers. In this block, two feature blocks (usually one shallower $f_l$ and one deeper $f_g$ layer) are first converted to the same channel by some basic conventional blocks. Then, we add them up and reduce the number of channels to 1 to produce a cross-attention map $A_{lg}$. This cross-attention map contains attention information for both feature layers: more fine structural information for the deeper layer and more semantic information for the shallower layer. This mechanism can be formulated as

$$A_{lg} = \sigma(C_l^{-1} \{C_l(f_l) + C_g(up(f_g))\})$$

where these $C(\cdot)$ are conventional blocks combined with batch normalization and ReLU, $\sigma$ is the Sigmoid function, and $C_l^{-1}$ is the convolution operation with a filter size of $1 \times 1$. We reduce the number of channels from $n$ to 1, $up(\cdot)$ is the up-sampling operation, and $n$ is set to 64 in our model (taking into consideration accuracy and efficiency).

Our CRACE module is different from the cross feature module (CFM) proposed in [47]. We extract both global-level semantic and local-level structural information to create a cross-attention mechanism to guide the optimization of different-level features; in contrast, CFM simply multiplies and adds up the features. Furthermore, our CRACE module is designed to expand so that it can process multiple modalities when additional input is added, such as depth information.

b) Channel Attention Block: Channel attention is widely used in many methods as it is simple but effective [41], [44] in selecting features by their weightings. Different from CBAM [48], we combine a channel attention module after the cross-attention block to select the optimal output of features. Unlike the conventional channel attention block, we adopt a residual form to preserve more information and compute the feature
maps $F_{ch}$, which can be formulated as

$$F_{ch} = C_{2n}^{2n-n}(concat[GAP(F_{lg}) \cdot F_{lg}, F_{lg}])$$ (5)

where $GAP(\cdot)$ is the channel-wise global average pooling, and $C_{2n}^{2n-n}$ is the operation to reduce the number of channels to $n$. This block selects and assigns the weights of each channel for the features, which facilitates context information extraction.

c) Multi-scale Block: The usefulness of the multi-scale strategy has been validated in many methods [30], [44]; it can extract more information from multi-scale features. To exploit this ability, we apply a multi-scale operation before the attention fusion block. The structure of this block is shown in Fig.[2] and formulated as

$$F_{ms} = \sum_{j=1}^{4} Branch_j(F_{ch})$$ (6)

where the $Branch_j$, $j = \{1, 2, 3, 4\}$ are the operations to extract multi-scale features; these operations are down-sampling, convolution, up-sampling, and finally their combination. In the down- and up-sampling operations, the sampling rates are set to $\{1, 2, 4, 8\}$, and the convolution filter sizes are $3 \times 3$ to strike a balance between accuracy and efficiency.

d) Attentive Fusion: Finally, the outputs of the multi-scale block are attentively fused using the global layer feature $F_g$. The fused output $F$ is designed as

$$F = C_{2n}^{2n-n}(concat(A_g \cdot f_g + f_g, F_{ms}))$$ (7)

where $C_{2n}^{2n-n}$ is a convolution operation with a filter size of $1 \times 1$ to reduce the number of channels, and $A_g$ is the spatial attention map of $f_g$, which is calculated as

$$A_g = \sigma(C_{n-1}^{n-1}(f_g))$$ (8)

where $\sigma$ and $C_{n-1}^{n-1}(\cdot)$ are the same as in Eqn[1]. This fusion operation leverages higher global information and fuses this information into the local features.

B. Network Architecture

We adopt the widely used backbone network ResNet50 [22] as the feature extractor. We pre-trained the backbone on ImageNet [49], as in most of the literature.

a) Context Flow: Our network is compact, with a simple connection of the three CRACE modules in an FPN-like structure. This is illustrated in Fig.[3] Only the output of the last four encoders are processed, as in many other methods [30], [47], since the first block is computationally expensive. Therefore, the output features ($f_2 \sim f_5$) of each encoder are the inputs of the proposed CRACE modules.

The features of $f_4$ and $f_5$ are first input into the CRACE module to extract the fused feature $F_4$ that contains the global context information and local structural features. Then $F_4$ serves as the global input feature of the next CRACE module. Consequently, context information flows from deep to shallow. If we treat the operation of the CRACE module as a function $CRACE(\cdot)$, it can be formulated as follows:

$$F_{i-1} = CRACE(f_{i-1}, F_i)$$ (9)

where $i \in \{3, 4, 5\}$, and $F_5$ is the result of $f_5$ after a convolution operation, which occurs inside the CRACE block.

C. Loss Function

Jointly training boundaries and multi-level supervision is common in SOD methods, and this usually allows us to obtain better performance compared to when we employ single-supervision methods [47], [54].

a) Multi-level supervision: Following the idea of multi-level supervision, we train the proposed network by adopting multi-level supervision with ground-truth $S$ using

$$L_S = \sum_{i=2}^{5} l_s(P_i, S)$$ (10)

where the multi-level saliency predictions $P_i$ of the model are calculated from the features as demonstrated in Eqn[9] using a basic convolution block:

$$P_i = Conv(F_i)$$ (11)

The loss function $l_s$ in Eqn[10] is the combination of conventional binary cross entropy (BCE) loss and IoU loss [47], [50], [52]. Let $P, S \in \mathbb{R}^{W \times H \times 1}$ be the saliency prediction from any level of the CRACE module and ground-truth maps, and the BCE loss and IoU loss are defined as

$$L_{bce} = -\sum_{j=1}^{W} \sum_{k=1}^{H} P_{jk} \log (S_{jk})$$ (12)

$$L_{iou} = 1 - \frac{\sum_{j=1}^{H} \sum_{k=1}^{W} (P_{jk} \cdot S_{jk} + 1)}{\sum_{j=1}^{H} \sum_{k=1}^{W} (P_{jk} + S_{jk} - P_{jk} \cdot S_{jk}) + 1}$$ (13)

We also jointly train the proposed network with the boundaries $E$ generated from the ground-truth maps by

$$E = S - erode(S)$$ (14)

where $erode(\cdot)$ is the image erosion operation [50]. The supervision of boundaries can be formulated as

$$L_E = \sum_{i=2}^{5} l_e(E_i, E)$$ (15)

where $E_i$ is the boundary features of $F_i$ after a basic convolution operation. The loss function of $l_e$ is similar to Eqn.12 where the saliency prediction and ground-truth are replaced with edge prediction and ground-truth.

The whole training loss $L$ of our network is the sum of $L_S$ in Eqn[10] and $L_E$ in Eqn[15]

$$L = (L_S + L_E) / 2$$ (16)

D. RGB-D Salient Object Detection

With a slight adaption, our structure can be directly used for RGB-D SOD. Compared to RGB image SOD, there is one more input (depth) in RGB-D image SOD. Therefore, we add depth feature inputs via a backbone network, as shown in Fig.[1].
Fig. 4. Visual comparisons of the proposed method and state-of-the-art methods. Our method obtains more accurate results than others in both tasks of RGB and RGB-D image SOD.

Fig. 5. Comparison of precision–recall curves. Our method obtains the best performance on four datasets and the second best performance on DUT-OMRON.
TABLE I
Quantitative comparisons of RGB image SOD methods on five datasets in terms of six metrics. The best results are adopted from the original work, if provided; for example, CPD-r [51] and PiCA-r [20] are the results of ResNet versions, and PAGE_crf [52] is the result after post-processing. Values in RED and GREEN indicate the best and second best results.

| Publish Date | Dataset | Metric | Oura | AAAI'20 | TIP'20 | CVPR'20 | ECCV'20 | ICCV'20 | CVPR'19 | CVPR'18 |
|--------------|---------|--------|------|---------|--------|---------|---------|---------|---------|---------|
|              |         |        |      | F3Net   | RASv2  | ITSD    | GateNet | EGNet   | PoolNet | CPD-r   | PAGE_crf | AFNet   | PiCA-r | PAGE_crf |
|              |         |        |      | 0.589  | 0.887  | 0.885   | 0.797   | 0.83    | 0.829   | 0.838   | 0.823   | 0.828   | 0.802   | 0.805  |
|              |         |        |      | 0.587  | 0.847  | 0.831   | 0.804   | 0.807   | 0.815   | 0.819   | 0.791   | 0.796   | 0.792   | 0.794  |
|              |         |        |      | 0.034  | 0.035  | 0.037   | 0.04    | 0.037   | 0.035   | 0.037   | 0.037   | 0.04    | 0.042   | 0.046  |
|              |         |        |      | 0.831  | 0.836  | 0.825   | 0.823   | 0.804   | 0.819   | 0.797   | 0.876   | 0.819   | 0.828   | 0.823  |
|              |         |        |      | 0.863  | 0.855  | 0.855   | 0.854   | 0.854   | 0.854   | 0.854   | 0.854   | 0.854   | 0.854   | 0.854  |
|              |         |        |      | 0.856  | 0.863  | 0.855   | 0.859   | 0.856   | 0.854   | 0.854   | 0.854   | 0.854   | 0.854   | 0.854  |
|              |         |        |      | 0.922  | 0.927  | 0.928   | 0.927   | 0.927   | 0.927   | 0.925   | 0.925   | 0.925   | 0.918   | 0.914  |
|              |         |        |      | 0.91   | 0.93   | 0.904   | 0.894   | 0.894   | 0.894   | 0.888   | 0.899   | 0.899   | 0.899   | 0.899  |
|              |         |        |      | 0.053  | 0.056  | 0.054   | 0.056   | 0.04    | 0.042   | 0.046   | 0.052   | 0.055   | 0.056   | 0.056  |
|              |         |        |      | 0.826  | 0.831  | 0.836   | 0.834   | 0.834   | 0.834   | 0.834   | 0.834   | 0.834   | 0.834   | 0.834  |
|              |         |        |      | 0.87   | 0.872  | 0.863   | 0.868   | 0.866   | 0.866   | 0.866   | 0.866   | 0.866   | 0.866   | 0.866  |
|              |         |        |      | 0.065  | 0.071  | 0.076   | 0.08    | 0.08    | 0.08    | 0.08    | 0.08    | 0.08    | 0.08    | 0.08   |
|              |         |        |      | 0.841  | 0.847  | 0.841   | 0.838   | 0.838   | 0.841   | 0.831   | 0.836   | 0.822   | 0.826   | 0.823  |
|              |         |        |      | 0.873  | 0.872  | 0.863   | 0.862   | 0.867   | 0.868   | 0.869   | 0.866   | 0.851   | 0.853   | 0.853  |

A. Implementation Details

Our network is trained on the DUTS-TR dataset, like many other methods [53]; this dataset contains 10553 images. We use the ResNet50 [22] pre-trained on ImageNet [49] as a backbone network. The input image is first resized to 352x352 pixels. The training strategy is the same as for RASv2 [30] and F3Net [47]. In this stage, we adopted the stochastic gradient descent (SGD) with a momentum of 0.9 and a weight decay set to 0.0005. The initial learning rate for the backbone is 0.005 and that for the head is 0.05. Warm-up processing is applied to adjust the learning rate during training. The horizontal flip, random crop, and multi-scale pre-processing are adopted for data augmentation. Our model is written in Pytorch [54] and runs on an NVIDIA 1080ti GPU. The whole training process takes about 7.5 hours with a batch size of 32. The inference speed for an image is about 37 fps.

For training for the RGB-D task, we follow [40] and adopt their training set, which contains 800 samples from the DUT-RGBD dataset, 1485 samples from the NJUD dataset, and 700 samples from the NLPR dataset. The learning rate of the depth branch is the same as that of the RGB decoder in our network. All other settings are the same as those used in RGB image SOD.

a) CRACE with Depth Flow: Since the depth features are added into the network, the CRACE module formulated by Eqn.9 is slightly adjusted for the task of RGB-D image SOD:

\[ F_{i-1} = CRACE(f_{i-1}, d_i, F_i) \] (17)

where \( d_i \) represents the depth feature generated from the backbone network.

b) Supervision and Loss: Following the design of multi-level supervision in the previous section, we add 4-level saliency supervision for the depth context. For simplicity, we do not apply an edge supervision to the depth.

\[ L_{rgbd} = (L_S + L_D + L_E) / 3 \] (18)

where \( L_D \) is the same loss function as in Eqn.10 but the prediction map is generated by depth.

III. EXPERIMENTS

To thoroughly evaluate our model, we conducted a series of experiments for both RGB and RGB-D image SOD tasks on various popular datasets in terms of seven widely used metrics. Ablation experiments and analyses are also conducted to exhaustively validate the effectiveness of the proposed module and framework. Some failure cases are also listed to provide direction for further improvement.
B. Metrics

Both tasks can be evaluated in terms of the same metrics. We use the precision-recall (PR) curve, maximum F-measure ($maxF$), mean F-measure ($mF$), weighted F-score ($wF$), mean absolute error ($MAE$), structure measure ($Sm$), and enhanced-alignment measure ($Em$). Precision and recall are computed by comparing the threshold saliency maps with the ground-truth maps. Usually, precision and recall values are not suitable for the evaluation because precision is more important than recall [55]. Consequently, $F_β$ is proposed to solve this problem. The F-measure is defined as

$$F_β = \frac{(1 + β^2) \cdot Precision \cdot Recall}{β^2 \cdot Precision + Recall} \tag{19}$$

where $β^2$ is set to 0.3, as suggested by [11, 2]. Metrics $maxF$ and $mF$ are the maximum and mean values of the F-measure. $MAE$ is the mean absolute error between saliency maps and ground-truth maps [56]. The weighted F-measure ($wF$) [57] is utilized since it is believed to be more reliable by eliminating the interpolation, dependency, and equal importance flaws of the previously described measures. Recently, new metrics have been proposed: the structure measure ($Sm$) [58] and enhanced-alignment measure ($Em$) [59]. These are believed to be better for measuring the structural similarity and image-pixel level matching information between saliency maps and ground-truth maps.

C. RGB image SOD

a) Datasets: Five popular SOD datasets are used: ECSSD [3] with 1000 structurally complex images, PASCAL-S [60] with 850 images with cluttered backgrounds, DUT-OMRON [61] with 5168 multi-object images, HKUS [10] with 4447 challenging images, and DUTS-TE [53] with 5019 images for testing.

b) Comparison to state-of-the-art methods: We compare our method with the 15 most recent state-of-the-art models, including RASv2 [50], FNet [47], ITSD [50], GateNet [44], PAGE [52], AFNet [62], PoolNet [34], BASNet [15], CPD...
TABLE III  
RGB-ABLATION. CA DENOTES THE CROSS-ATTENTION BLOCK, CHA DENOTES THE CHANNEL ATTENTION BLOCK, MS DENOTES THE MULTI-SCALE BLOCK, AND AF DENOTES THE ATTENTIVE FUSION BLOCK. ‘W/O’ MEANS ‘WITHOUT’ THIS LOSS FUNCTION OR OPERATION.

| Model          | Component | HKI-IS |        | maxF | mf | wF | Sm |
|----------------|-----------|--------|--------|------|----|----|----|
| baseline       | CA        | 0.916  | 0.874  | 0.867| 0.9 |    |    |
| +CA            |           | 0.934  | 0.901  | 0.894| 0.914|    |    |
| +CA+ChA       |           | 0.936  | 0.904  | 0.899| 0.918|    |    |
| +CA+ChA+MS    |           | 0.939  | 0.911  | 0.904| 0.921|    |    |
| w/o Edge       |           | 0.938  | 0.914  | 0.903| 0.92 |    |    |
| w/o BCE        |           | 0.937  | 0.917  | 0.909| 0.917|    |    |
| w/o IoU        |           | 0.938  | 0.899  | 0.887| 0.92 |    |    |
| w/o MLS        |           | 0.938  | 0.912  | 0.904| 0.921|    |    |
| Full           |           | 0.939  | 0.918  | 0.907| 0.922|    |    |

TABLE IV  
RGB-D-ABLATION. CA DENOTES THE CROSS-ATTENTION BLOCK, CHA DENOTES THE CHANNEL ATTENTION BLOCK, MS DENOTES THE MULTI-SCALE BLOCK, AND AF DENOTES THE ATTENTIVE FUSION BLOCK. ‘W/O’ MEANS ‘WITHOUT’ THIS LOSS FUNCTION OR OPERATION.

| Model          | Component | NJUD |        | maxF | mf | wF | Sm |
|----------------|-----------|------|--------|------|----|----|----|
| baseline       |           | 0.91  | 0.889  | 0.875| 0.899|    |    |
| +CA            |           | 0.915 | 0.902  | 0.886| 0.904|    |    |
| +CA+ChA       |           | 0.917 | 0.899  | 0.886| 0.905|    |    |
| +CA+ChA+MS    |           | 0.919 | 0.903  | 0.891| 0.907|    |    |
| w/o Depth      |           | 0.901 | 0.869  | 0.863| 0.889|    |    |
| w/o Edge       |           | 0.922 | 0.903  | 0.892| 0.907|    |    |
| w/o BCE        |           | 0.92  | 0.903  | 0.891| 0.905|    |    |
| w/o IoU        |           | 0.92  | 0.879  | 0.883| 0.912|    |    |
| w/o MLS        |           | 0.923 | 0.904  | 0.890| 0.906|    |    |
| Full           |           | 0.923 | 0.905  | 0.892| 0.907|    |    |

E. Ablation Studies

To evaluate the effectiveness of each component, we conducted an additional series of experiments. Table III shows the ablation experiment results of our method on RGB image SOD in terms of the maximum, mean, and weighted F-measures, and the structure measure. As the table shows, the sub-modules of the proposed CRACE module can improve performance. Moreover, supervision of the boundary, the BCE loss, and the IoU loss also benefit the task, which further validates the proposed structure. Fig. 3 shows that the results of the saliency outputs and the boundary outputs are gradually better when following the information flow.

Similar conclusions can be drawn from the ablation experiments for the RGB-D image SOD task. As Table IV shows, all sub-modules of the CRACE module facilitated task performances; the edge supervision, and BCE and IoU loss functions also aided performance. When the depth information is not used, the performance is degraded (~ 3%) in terms of most metrics. This fact proves that our CRACE module can appropriately extract and make good use of depth information.

F. Time Efficiency

Time efficiency is an important indicator in SOD. Since the proposed method has a simple structure with only three CRACE modules, our method can efficiently accomplish both tasks. Table V compares our method and other representative methods in terms of frame per second (fps). As the table shows, our method is fast in the inference stage when processing images in real-time (≥ 25 fps). Other leading methods can also operate in real time in the inference stage, but they have relatively poor accuracy.

Similar observations are also found for the task of RGB-D SOD. Our method with ResNet50 can run as fast as 23 fps (near real time), which is as fast as SSF and faster than PGAR and S2MA, which all have vgg16 as the backbone. Overall, considering the performances shown in Tables III and IV, our method has promising performance both in efficiency and accuracy.

[51], EGNet [63], PAGRNet [64], and PiCANet [28]. For fair comparison, all saliency maps are provided by the authors of these works or computed by their released code with recommended configurations.

Fig. 4 shows visual comparisons of the proposed method and other SOTA methods, demonstrating that our method can achieve more accurate results. The precision-recall curve (PR) in Fig. 2 shows that our method outperforms other methods on most datasets while only performing slightly worse than ITSD [50] on the DUT-OMRON dataset. Results in Table I demonstrate that our method outperforms the other methods in terms of most metrics, except that the performance of our method on the RGBD135 dataset is not as good as on other datasets. We will discuss the reason for this in Sec III-G (Failure Cases).
G. Failure Cases

Fig. 7 shows two failure cases on the RGBD135 dataset since our model seems weaker than others on this dataset. The top row shows a complex example where the depth map highlights the flowers and vase, while only the vase is considered as a salient object by our model. The bottom row shows that our method cannot segment the chair as accurate as the ground-truth, but the washbasin is successfully found. This is probably because our method pays more attention to the semantics that RGB information provided in these scenes, where the vase and washbasin are segmented. Unfortunately, there are 22 images that contain both the vase and washbasin in this dataset (for a total of 135 images), which significantly degrades the performance of our model. In future works, we will try to improve the model by adaptively balance the contributions of RGB and depth information so that it can achieve good performance on such images.

IV. CONCLUSION

In this work, we first proposed a new CRACE module. Based on this module, we proposed a simple unified but effective network to accomplish SOD for both RGB and RGB-D images. The proposed CRACE module makes good use of global information from higher layers and local information from lower layers by extracting and applying a cross-attention mechanism. Cross-modal features are also able to be processed within this module. Experimental results show that the proposed unified structure achieves the best overall performance compared with existing state-of-the-art methods on both RGB and RGB-D image SOD tasks.
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