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Abstract—We present a theoretical framework of probabilistic learning derived from the Maximum Probability (MP) Theorem shown in the current paper. In this probabilistic framework, a model is defined as an event in the probability space, and a model or the associated event - either the true underlying model or the parameterized model - have a quantified probability measure. This quantification of a model’s probability measure is derived by the MP Theorem, which we have shown that an event’s probability measure has an upper-bound given its conditional distribution on an arbitrary random variable. Through this alternative framework, the notion of model parameters is encompassed in the definition of the model or the associated event. Therefore, this framework deviates from the conventional approach of assuming a prior on the model parameters. Instead, the regularizing effects of assuming prior over parameters are implict. Through the lens of MP Theorem, the process of regularizing models is understood and automated. The regularization process is defined as the maximization of the probability of the model. The probability of the model is understood by MP Theorem and is determined by the behavior of the model. The effects of maximizing the probability of the model can be backpropagated in a gradient-based optimization process. Consequently, the MP framework provides a form of black-box regularization and eliminates the need for case-by-case analysis of models to determine priors.
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I. INTRODUCTION

A central problem in probabilistic learning and Bayesian statistics is choosing prior distributions of random variables and subsequently regularizing models. The importance of prior distributions is studied in Bayesian statistical inference since the choice affects the process of learning. However, the choice of prior distributions is not clearly dictated by the axioms of probability theory. In current applications of the Bayesian framework, the choice of prior differs from case to case, and still in many practical scenarios the choice of prior is justified by experimental results or intuitions. Observe that there has been substantial attempts to unify the choice of priors over random variables, e.g. Laplace’s Principle of Indifference [15], Conjugate Priors [9, 10], Principle of Maximum Entropy [14], Jeffreys priors [16] and Reference Priors [3]. The overall goal of the existing literature is to pinpoint a single distribution as a prior to unify and objectify the inference procedure.

A. The Proposed Maximum Probability Approach

Contrary to many classic problems of inference and statistics where a hidden parameter of interest needs to be estimated, machine learning does not necessarily follow this goal. The relevant solution to many complex problems in machine learning is the final likelihood of observable variables. The likelihood functions in many cases are not necessarily the familiar likelihood functions (e.g. Bernoulli, Gaussian, etc.) and may take complex forms. A good example of such complex likelihood functions is Neural Networks in the context of image classification [20]. If such networks are viewed through the Bayesian perspective, the model is the conditional distribution of labels given input images. Finding an analytical close form for the prior over the parameters of complex models is not currently practical and to the knowledge of the authors, an automatic and practical procedure for assuming prior over the parameters of arbitrary models is not known to date.

A different approach is considered in this paper, where instead of assuming a prior over parameters, we focus on the likelihood functions. A preliminary approach is to assume a density over possible likelihood functions, but we can simplify the perspective further by paying attention to the probability space. Different likelihood functions on random variable $V$ can be formalized as $P_{V|M_\theta}$, where $M_\theta$ is an event in the underlying probability space. In this perspective, $\theta$ is
enumerating the events in the probability space and serves as a numerical representative, not necessarily a random variable. Through the MP theorem proved in this paper, by having $P_Y$ - prior over the observables - an upper bound on the probability of $M_0$ can be calculated. Thereby, instead of considering the likelihood function directly, the underlying event $M_\theta$, with a quantifiable probability measure is considered.

Viewing models as events can be extended to the true underlying model. Consequently, the problem of learning the true underlying model reduces to maximizing the probability of similarity between the model and the true model. Since event set are sets, the similarity between the model and the true model is defined through set operations. As an example, the probability of the intersection of the parameterized model and the true underlying model could be maximized. The probability of the intersection event - as an objective function - is maximized through tuning the parameters of the model. In the case of intersection objective function, we show that maximizing the probability of the model regularizes the model.

From the probability theory perspective, MP Theorem and its consequences extends the ability of probability theory to assign probabilities to uncertain outcomes of random variables. It is because uncertainty in outcomes of a random variable can be modeled with a conditional distribution of the random variable given some underlying event. We consider the probability of uncertain observations to be the probability of the underlying event. We show that considering probability upper bound as the probability of the underlying event is consistent with existing definitions. In this paper, we only investigate finite-range observable random variables and leave the extension of the continuous random variables for future works.

In probabilistic machine learning, MP Theorem has the following desirable properties. (i) the complexity of choosing prior is relative to the complexity of the observable random variables. As an example, in the MP framework, having a Bernoulli observable random variable, one needs to assume a prior over a set with 2 elements. Consequently, through MP theorem the probabilities of different Bernoulli models can be calculated. In the conventional approach, it is required to determine a prior distribution over the real-valued parameters of a Bernoulli distribution. The conventional perspective ends up determining a prior on a disproportionately more complex set. (ii) the models in our framework are not mutually exclusive and can have non-empty intersections. It is intuitive to think that two Bernoulli models with parameters 0.9 and 0.8 should be related and do not represent disjoint events. Conversely, in the conventional perspective, two models with the parameters 0.9 and 0.8 are treated as disjoint events. (iii) Given the prior over the observables, in the MP framework the probabilities of models are determined by the characteristics of the likelihood functions. As such, per case analysis of likelihood functions are not needed.

We start by presenting MP theorem and its properties in Section II. The proofs for all the theorems can be found in Appendix A. The connection of MP theorem to existing definitions and its interpretations are discussed in Section II-A. Finally, the Maximum Probability Framework and examples of objective functions are presented in Section III. The detailed derivations for Section III are presented in Appendix B and Appendix C.

B. Background

The background for this topic also known as Objective Bayesian is broad enough to restrict the authors to include many important works. We refer the reader to the comprehensive review papers by Kass and Wasserman [18] and Consonni et al. [7]. Here, we briefly review some of the important works that most impacted the objective Bayesian topic.

**Laplace’s principle** is one of the early works to define priors leading to assuming a uniform prior over the possible outcomes of a random variable. The downfall of this principle is seen in the case of real-valued random variables which leads to an improper prior. Aside from the impropriety of the prior, the approach is not invariant to reparameterization.

**Principle of Maximum Entropy (MAXENT)**, introduced by Jaynes [12, 13, 15], provides a flexible framework in which testable information can be incorporated in the prior distribution of a random variable. The prior is obtained by solving a constrained optimization problem in which the prior distribution with the highest entropy is chosen subject to the constraint of (i) testable prior information (usually represented in form of expectations) (ii) the prior integrating to 1. The shortcoming of MAXENT is in the case of continuous random variables, where the maximization of entropy is shown to be the minimization of the Kullback-Leibler divergence between the prior distribution and a base distribution which is obtained by Limiting Density of Discrete Points [12, 22]. The choice of the base measure is a similar problem to that of choosing the prior and as Kass and Wasserman [18] point out this is a circular nature in finding the maximal entropy distribution. Furthermore, Seidenfeld in [24] puts forward an example where MAXENT is not consistent with Bayesian updating. In short, choosing a prior with MAXENT and obtaining the posterior with Bayes rule given some observations is not necessarily the same as choosing the prior with MAXENT given similar observations.

**Jeffreys prior** is a class of priors that are invariant under one to one transformations. Laplace’s principle for finite-range random variables could be seen as a form of invariance under the permutation group. The only distribution that is invariant under permutation of the states of a finite-range random variable is the uniform prior. The general form of Jeffreys rule for the prior $p(\theta)$ over a one dimensional real parameter $\theta$ and a given likelihood function is $p(\theta) \propto \frac{1}{\sqrt{\text{det}(I(\theta))}}$, where $I$ is the Fisher Information. Jeffreys prior is constructed as a function of the likelihood function and does not provide any guideline for choosing the likelihood function over the observable. This property is present in the context of *Reference Priors* introduced by Bernardo [5] and further developed in [1, 2, 3, 4]. Reference priors in the case of one dimensional parameter and some regularity conditions coincide with Jeffreys’ general rule [18].

**Reference priors** construct the priors by maximizing the mutual information of the observable variable and the hidden
A random variable can be extended by increasing the cardinality of its range. The following theorem shows that the probability upper bound is decreased by extending the random variables.

**Theorem 2:** For any random variable $W$ that extends $V$, the following inequality holds

$$P(\sigma \ni W) \leq P(\sigma \ni V) \quad (4)$$

The simplest example of extending a random variables is by including additional random variables to describe the underlying event.

**Corollary 1:** For any random variable $V$ and $Z$ with concatenation $H = (V, Z)$ the following holds

$$P(\sigma \ni H) \leq P(\sigma \ni V) \quad (5)$$

Theorem 2 shows that the Maximum Probability bound is relative to the complexity of the random variable. In simple terms, the random variables are tools to observe the underlying event. By extending a random variable, its number of states is increased and the underlying event is more specified. Since the event is more specified, its probability decreases. The upper bound in (1) follows a similar logic. Therefore the upper bound of probabilities of events is relative to the characteristics of the random variables. We delve into the meaning of the upper bound in the maximum probability theorem in the next section.

### II. Maximum Probability Theorem

The following theorem is the foundation of our work, bounding probabilities of events using their conditional distribution.

**Theorem 1:** Consider the probability space $(\Omega, \Sigma, P)$, the random variable $V$ with finite range $R(V)$ and $P_V(.)$ the probability distribution of $V$. For any event $\sigma \in \Sigma$ with the conditional distribution $P_V|\sigma(.)$ the following holds,

$$P(\sigma \ni V) \leq \inf_{v \in R(V)} \left\{ \frac{P_V(v)}{P_V|\sigma(v)} \right\} \triangleq P(\sigma \ni V) \quad (1)$$

$P(\sigma \ni V)$ is read as maximum probability of $\sigma$ observed by $V$ and $-L(\sigma \ni V) = -\log (P(\sigma \ni V))$ is read as the minimum information in $\sigma$ observed by $V$.

The proof for Theorem 1 is short and simple, yet it is fundamental in understanding probabilistic models. In this view, every probability distribution over the random variable $V$ corresponds to an event where the probability of the event is bounded using Theorem 1. The bound for probability in Theorem 1 can be decreased by extending random variables (Definition 2).

**Definition 1:** The preimage of an outcome $v$ of the random variable $V$, denoted by $V^{-1}(v)$, is defined as

$$V^{-1}(v) \triangleq \{ \omega | \omega \in \Omega, V(\omega) = v \} , \forall v \in R(V) \quad (2)$$

Note that since $V$ is a measurable function, then $V^{-1}(v) \in \Sigma$.

**Definition 2:** A random variable $W$ extends random variable $V$ iff

$$W^{-1}(w) \subset V^{-1}(v) \text{ or } W^{-1}(w) \cap V^{-1}(v) = \emptyset$$

$$\forall w \in R(W), \forall v \in R(V). \quad (3)$$

We extend $V$ by adding to $V$ the set of all outcomes that are mapped to $v$ by $W$.

**Definition 3:** Probability of an outcome $v$ of random variable $V$ denoted by $P_V(v)$ is defined as

$$P_V(v) = P(V^{-1}(v)), \ v \in R(V) \quad (6)$$

Definition 3 defines the probability of an outcome of $v \in R(V)$ to be the probability of the largest event in the sense of number of elements $V^{-1}(v)$, that is mapped to $v$. It is possible to show an equivalent definition in the sense of probability.

**Proposition 1:** Probability of an outcome $v$ of random variable $V$ in the sense of maximum probability defined as

$$P^*_V(v) \triangleq \sup \{ P(\sigma) | \sigma \in \Sigma, \forall \omega \in \sigma, V(\omega) = v \} , \ v \in R(V) \quad (7)$$

has the following property

$$P^*_V(v) = P_V(v) \quad \forall v \in R(V). \quad (8)$$

Preimage of an outcome $v$ coincides with the most probable event being mapped to $v$ because of the monotonicity of the probability measure. While many events can be mapped to the outcome $v$, both definitions consider the largest underlying event; either in the sense of cardinality or probability. We can interpret the upper bound of probability in spirit of $P^*_V(v)$. Given some information about the underlying event, we assume that the underlying event is the one with largest
probability measure. For example, having only the conditional probability distribution \( P_{V|\sigma} \), we consider the upper bound as the probability of \( \sigma \). We can also use Information Theory to interpret the probability upper bound. In Information Theory \([8,11,21]\), information content of an event \( \sigma \in \Sigma \) is quantified as \(-\mathbb{I}(\sigma)\). Information content of \( \sigma \) is the minimum bits required to distinguish between \( \sigma \) and its complement \( \overline{\sigma} \). As probability of \( \sigma \) decreases, its information content increases and therefore requires further description. Considering lower probability than the maximum bound is translated to more information content in an event; which is not based on the given information. Considering lower probability may be interpreted as appending assumptions to the description of the observation.

**Corollary 2:** Considering Definition 3 and Theorem 1, given some set \( \sigma_o \in \Sigma \) where \( P_{V|\sigma_o}(v) = 1 \),

\[
P_V(v) = P(\sigma_o \triangleright V)
\]  

Corollary 2 shows that \( P \) is equivalent to \( P_V \) in the case of exact observations of \( V \). We can define uncertain observations as outcomes that are not completely determined. Uncertain observations may be represented by a probability distribution, that is conditioned on some underlying event. Exact observations may be considered as degenerate conditional distributions; special cases of uncertain observations. Definition 3 fails to address the probability of uncertain observations of \( V \), but \( P \) extends to uncertain observations. We use an example to represent a scenario with uncertain observations and how MP theorem extends to such scenarios. Imagine a fair coin is being flipped in a room. Alice asks Bob to investigate the room and tell her the outcome of the coin flip. Consider two scenarios: (i) Bob tells Alice that the coin is surely Head. Alice using existing definitions concludes that the probability of the event is 0.5. The conclusion is similar if Alice uses \( P \) to calculate the probability. Alice can model the observation as a degenerate distribution conditioned on the event \( \sigma_1 \), i.e. \( P(H|\sigma_1) = 1 \). The maximum probability of \( \sigma_1 \) is \( \inf \{ \frac{0.5}{T}, \frac{0.5}{T} \} = 0.5 \). (ii) Bob observes some underlying event and using Bayes rule comes up with the conclusion that the coin is Head with probability 0.9. Bob informs Alice about his conclusion. Alice cannot use existing definitions to calculate the probability of the underlying event. However using the Maximum Probability bound, she concludes that the probability of the evidence Bob observed is at most \( \inf \{ \frac{0.5}{0.9}, \frac{0.5}{0.7} \} = \frac{5}{9} \).

### III. Maximum Probability Framework

In the current trend of Bayesian statistics and machine learning, a parameterized family of distributions is assumed. Subsequently, the underlying model is estimated by finding the parameter setting maximizing the posterior distribution, or creating an ensemble of models with parameters drawn from the posterior. Other alternatives include Variational Inference \([6,17,23]\), where an approximation for the posterior is chosen from a parametric family. The posterior approximation is chosen by finding the distribution in the family with minimum Kullback-Leibler Divergence to the true posterior. All of the mentioned approaches treat the parameters as a random variable and require a prior distribution over the parameter space.

We introduce the Maximum Probability framework (MP framework) for probabilistic machine learning as a corollary of the MP theorem. In MP Framework, we define a model as an event, \( M_\theta \in \Sigma \), where \( \theta \in \mathbb{R}^d \) is the parameter, and the conditional distribution of the random variable \( V \) given the model is \( P_{V|M_\theta} \). Also, the true underlying model or oracle is represented as \( M^* \in \Sigma \), with the conditional distribution \( P_{V|M^*} \). \( M_\theta \) and \( M^* \) are not explicitly defined. Instead, the conditional distribution of the model is obtained through some explicit and deterministic parameterization function \( \pi \), i.e. \( P_{V|M_\theta}(v) = \pi(v, \theta) \). Also, the oracle can be understood as an observation from a generative process. For example we can define the conditional distribution of oracle given some observation \( v_o \in R(V) \), as \( P_{V|M^*}(v_o) = 1 \). Note that the random variable \( V \) could be modeled as the concatenation of multiple i.i.d random variables \( (V^{(i)})_{i=1}^{N} \). In the i.i.d modeling case \( V \) would represent a random variable corresponding to multiple observations, that conditioned on the oracle are independent. The choice of modeling for the random variables is arbitrary and we focus on \( V \) as a generic random variable.

Given a prior distribution \( P_{V} \) and through maximum probability theorem, we can calculate the probability of models under different parameter settings. As opposed to the conventional approach where a probability density is assumed on the parameters - an uncountable infinite set - the prior is chosen over the finite range of \( V \). Furthermore, in the MP framework each model has a probability mass and models
potentially have intersections in the underlying probability space. The visual representation of the underlying probability space containing the model and the oracle is depicted in Fig 1. The goal is to increase the similarity of the underlying events corresponding to the model and the oracle by tuning the parameters. Since the model and the oracle are sets, we can construct objective functions using set operations between the model and the oracle. We explore maximizing two objective functions to demonstrate properties of each, i.e. log-likelihood and intersection corresponding to $\mathbb{L}(M^*|M)$ and $\mathbb{L}(M^* \cap M)$. The probability of the outcome of such set operations reflects the similarity between the model and the oracle.

A. Log-Likelihood Objective Function

In this section, we investigate maximization of the log-likelihood of the oracle given the model, or $\mathbb{L}(M^*|M_\theta)$. We start by representing $\mathbb{L}(M^*|M_\theta)$ as the marginalization of the random variable $V$

$$\mathbb{L}(M^*|M_\theta) = \log \left( \sum_{v \in R(V)} P(M^*|v, M) P(v|M_\theta) \right) - \log \left( \sum_{v' \in R(V)} P(v'|M_\theta) \right).$$

Taking the partial derivative of the log-likelihood with respect to $\mathbb{L}(v|M_\theta)$

$$\frac{\partial \mathbb{L}(M^*|M_\theta)}{\partial \mathbb{L}(v|M_\theta)} = \frac{P(M^*|v, M_\theta) P(v|M_\theta)}{P(M^*|M_\theta)} - P(v|M_\theta)
= P(v|M^*, M_\theta) - P(v|M_\theta).$$

and setting the partial derivative to zero, we obtain the condition

$$P(v|M^*, M_\theta) = P(v|M_\theta).$$

Considering the chain rule for gradients, any parameter setting $\hat{\theta}$, that satisfies the condition in (12), is necessarily a critical point of the objective function. The gradient of the log-likelihood objective function in (11) is the subtraction of two probability vectors. The stochastic nature of the gradient is suitable for stochastic gradient optimization of the parameters, especially for variables with large number of states.

Note that in (10), $P(M^*|v, M)$ is not determined by neither the conditional distribution of the model nor the oracle. We assume that the oracle and the model given any outcome of the variable $V$ are conditionally independent, i.e. $P(M^*|v, M) = P(M^*|v)$. The model and the oracle are defined implicitly through their conditional distribution on $V$. Thereby it is natural in the problem of learning to assume that given the outcome of the random variable, $M$ does not convey information about $M^*$; hence the conditional independence. Nevertheless, other alternatives can be assumed and derived separately. The models maximizing the log-likelihood objective function have a special characteristic; their probability distribution is concentrated on the most probable outcome(s) of $P_{\hat{V}|M}$. The formal description and proof of this claim are brought in Appendix B. The solution of optimization being a degenerate distribution is the analogue of overfitting in our framework.

We show in the next section that the intersection objective function includes the log-probability of the model in the objective function. Considering the model’s log-probability, as will be shown, induces regularizing effects on the final solution by preventing the final distribution from being degenerate.

B. Intersection Objective Function

Similar to our analysis of the log-likelihood objective function we focus on the properties of the solutions of intersection objective function. The log-probability of the intersection of the model and the oracle can be written as

$$\mathbb{L}(M^*, M_\theta) = \mathbb{L}(M^*|M_\theta) + \mathbb{L}(M_\theta) - \mathbb{L}(M^*|M_\theta)^+ \mathbb{L}(M_\theta > V).$$

The maximum probability of the model $\mathbb{L}(M_\theta)$ in (13), can be substituted with the logarithm of the so called softmax probability family, $\mathcal{L}_\alpha(M_\theta)$. The following proposition defines the family and shows its important property.

**Proposition 2:** For the softmax probability family of functions $F_\alpha$ defined as

$$F_\alpha(\sigma > V) \equiv \left( \sum_{v \in R(V)} \left( \frac{P_V(v)}{F_{V|\sigma}(v)} \right)^{-\alpha} \right)^{-\frac{1}{\alpha}}, \quad \alpha > 0,$$

the following is true,

$$\mathcal{L}_\alpha(\sigma > V) \leq \mathcal{L}(\sigma > V), \quad \forall \alpha > 0, \forall \sigma \in \Sigma,$$

and the equality holds as $\alpha \to +\infty$. The softmax information family is defined as

$$-\mathcal{L}_\alpha(\sigma > V) \equiv -\log(\mathcal{L}_\alpha(\sigma > V)).$$

We define a flexible family of objective functions $\mathcal{L}_\alpha(M^*, M)$ by substituting the softmax information family $\mathcal{L}_\alpha$ instead of $\mathcal{L}$ in (13)

$$\mathcal{L}_\alpha(M^*, M_\theta) \equiv \mathcal{L}(M^*|M_\theta) + \mathcal{L}_\alpha(M_\theta > V).$$

Without loss of generality we assume a uniform prior over $V$. Since for all $v$, $P_V(v) = 1/|R(V)|$ is a constant we can represent $\mathcal{L}_\alpha(M^*, M_\theta)$ as

$$\mathcal{L}_\alpha(M^*, M_\theta) = \log \left( \sum_{v \in R(V)} P(M^*, v|M_\theta) \right) - \frac{1}{\alpha} \log \left( \sum_{v' \in R(V)} P(v'|M_\theta)^\alpha \right) + \frac{1}{\alpha} \log(|R(V)|),$$

Taking the partial derivative with respect to the log-probabilities we get

$$\frac{\partial \mathcal{L}_\alpha(M^*, M_\theta)}{\partial \mathcal{L}(v|M_\theta)} = P(v|M_\theta, M^*) - \frac{P(v|M_\theta)^\alpha}{\sum_{v' \in R(V)} P(v'|M_\theta)^\alpha}.$$

We call the second term in the right hand side of (19) as $\alpha$-skeleton of a distribution for future references.
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Fig. 2. Comparison of the objective functions in the Bernoulli example under conditional independence assumption. \( \theta^* \) represents the oracle’s log probability ratio, \( \theta \) represents the model’s log probability ratio. In \( \alpha = 1 \) the objective functions become similar. The intersection has a unique solution for \( \alpha > 1 \). As \( \alpha \to \infty \), the solution approaches the trivial solution and tends to lose its uniqueness.

Definition 4: (\( \alpha \)-skeleton) given the conditional distribution \( \mathbb{P}(v|\sigma), \sigma \in \Sigma \), the \( \alpha \)-skeleton distribution of \( V \) given \( \sigma \) is defined as

\[
\mathbb{P}_\alpha(v|\sigma) \triangleq \frac{\mathbb{P}(v|\sigma)^\alpha}{\sum_{v' \in R(V)} \mathbb{P}(v'|\sigma)^\alpha}, \quad \alpha \in \mathbb{R},
\]

\( \alpha \)-skeletons concentrate probabilities of distributions depending on the sign and magnitude of \( \alpha \). In the limit case as \( \alpha \to +\infty \) the \( \alpha \)-skeleton of a distribution concentrates the probability measure on the most probable outcome or outcomes. Setting the partial derivatives in (19) to zero, we conclude the following sufficient condition for the critical points

\[
\mathbb{P}(v|M_\theta, M^*) = \mathbb{P}_\alpha(v|M_\theta).
\]

Equation (21) is the sufficient condition and is satisfied when the \( \alpha \)-skeleton of the model distribution matches the posterior distribution. The \( \alpha \)-skeleton term in (21) acts as a regularizer suppressing the peaks in the model’s distribution. Similar to the log-likelihood case, both terms in (19) are probability vectors and can be Monte Carlo approximated for stochastic optimizations. Note that in the case of uniform priors and \( \alpha = 1 \), the log-likelihood and the intersection objective functions are equal up to an additive constant. Setting \( \alpha = 2 \) has a significant property that the solution coincides with oracle’s likelihood function. We can check the former claim by substituting \( \mathbb{P}(v|M_\theta) \) with \( \mathbb{P}(v|M^*) \) in (21) (see Appendix C). As \( \alpha \) increases, the final solution is flatter than the solution of the likelihood objective function. In the case of \( \alpha \to +\infty \), the solution tends to the prior distribution \( P_\nu \). This is consistent with our visual representation in Fig 1(c). Setting \( M_\theta = \Omega \) is the trivial solution for maximizing the intersection in the underlying space. In general \( \alpha \) as a hyperparameter, controls the regularization effect. The usage examples of the MP Framework are presented in the next section.

IV. EXAMPLES

In this section we present application of MP Framework on two examples: (i) A Bernoulli random variable (ii) Convolutional Neural Networks (CNNs). In the simple case of Bernoulli random variable, we plot the objective functions to visualize their properties. Additionally we examine an alternative to the assumption that the model and the oracle are conditionally independent. The alternative assumption is that the oracle is a subset of the model. As a practical example we apply MP framework to CNNs. we show that log-likelihood objective function and the conventional cross entropy loss are similar. We further extend our derivation to intersection loss function and obtain a regularization term in the loss. The training of a CNN with intersection objective function for different values of \( \alpha \) are presented and compared with the cross entropy loss with \( \ell_2 \) regularization.

A. Bernoulli Random Variable

Consider the Bernoulli random variable \( B \) with range \( R(B) = \{0, 1\} \). Assume that the oracle \( M^* \) has the log probability ratio \( \theta^* = \log(1|M^*) - \log(0|M^*) \) and the model \( M_\theta \) is parameterized by \( \theta = \log(B = 1|M_\theta) - \log(B = 0|M_\theta) \). Note that \( \theta \) and \( \theta^* \) fully characterize the probability distributions using the sigmoid parameterization function, \( \mathbb{P}(1|M_\theta) = \frac{1}{1+e^{-\theta}} \). We assume that \( B \) has a uniform distribution over the sample space, i.e. \( \mathbb{P}(1) = 0.5 \). We can plot the behaviour of these objective functions with respect to the parameters \( \theta \) and \( \theta^* \). Note that the only value that is not explicitly known is
\[ P(M^*, M_0|v) \] which by assuming conditional independence can be calculated in the following manner.

\[
P(M^*, M_0|v) = P(M^*|v)P(M_0|v) \tag{22}
\]

\[
P(M^*|v) = P(v|M^*)P(M^*)/P(v) \tag{23}
\]

The visualization is presented in Fig 2. The maxima of the likelihood function is always achieved in the limit case while the solution for the intersection function is finite and unique. The uniqueness of the solution for intersection can be understood by following the plots as \( \theta^* \) changes.

**Dependence Assumption:** To demonstrate another example instead of conditional independence assumption, we can assume that \( M^* \subset M_0 \) and further analyze the behaviour of the objective functions. Since \( M^* \subset M_0 \) we can derive the log-likelihood and intersection objective functions using MP theorem and the softmax probability family.

\[
\mathcal{L}_\alpha(M^*|M_0) \triangleq -\frac{1}{\alpha} \log \left( \sum_{v \in R(Y)} e^{-\alpha(\mathcal{L}_\alpha(v|M_0) - \mathcal{L}_\alpha(v|M^*))} \right)
\]

\[
\mathcal{L}_\alpha(M^*, M_0) = \mathcal{L}_\alpha(M^*|M_0) + \mathcal{L}_\alpha(M_0) \tag{24}
\]

The behaviour of the objective functions for the Bernoulli example is presented in Fig 3. It is noteworthy that in contrast to the independence assumption the objective functions are well behaved for optimization purposes. In particular in Fig 3 intersection and likelihood objective functions are concave and the gradients do not vanish in the limit cases. In the case of intersection, the objective function tends to become flat in the open set region between the value of the true underlying parameter and the parameter value of the prior distribution as \( \alpha \to \infty \).

**B. Application to CNNs**

Here we demonstrate the usage of the MP framework in the context of CNNs and the task of image classification. In image classification, the set of labeled data \( \{z^{(i)} \triangleq (x^{(i)}, y^{(i)})\}_{i=1}^N \) is given, where \( x^{(i)} \in \mathbb{R}^n \) is the image and \( y^{(i)} \in \{1, \ldots, |R(Y)|\} \) is the corresponding label. To formulate the problem in a probabilistic sense, consider the probability space \((\Omega, \Sigma, \mathbb{P})\). We consider the random variable \( Y^{(i)} \) with range \( R(Y) \) corresponding to the \( i \)-th label. Similarly \( X^{(i)} \) is the random variable corresponding to the \( i \)-th image and \( Z^{(i)} \) is the random variable obtained by concatenating the image and the label.

We denote the range of all the image random variables by \( R(X) \) and the labels as \( R(Y) \). The CNN model with parameters \( \theta \in \mathbb{R}^d \) is the function \( f: R(X) \times \mathbb{R}^d \to \Delta^{[R(Y)]} \), where \( \Delta^{[R(Y)]} \) is the \( |R(Y)| \)-dimensional probability simplex. In the probabilistic sense, the CNN is modeled as \( M_0 \in \Sigma \), where \( \mathbb{P}(y|M_0, x^{(i)}) \) is the \( y \)-th component of \( f(x^{(i)}, \theta) \). Since the CNN as a classifier does not model the input distribution, we assume for all \( x \in R(X) \) that \( \mathbb{P}(x|M_0) = \mathbb{P}(x) \). Furthermore we assumed that \( \mathbb{P}(x) \) is equal to the empirical distribution for mathematical convenience. We define the oracle \( M^* \) to characterize the training data, namely

\[
\mathbb{P}(z^{(1)}, \ldots, z^{(N)}|M^*) = 1. \tag{26}
\]

1) **Log-Likelihood Objective Function:** The log-likelihood objective function, assuming that the oracle and the CNN model are independent conditioned on the observables, can be written as

\[
\mathcal{L}(M^*|M_0) = \\
\log \left( \sum_{z_1, \ldots, z_N \in R(Z)} \mathbb{P}(M^*|z_1, \ldots, z_N)\mathbb{P}(z_1, \ldots, z_N|M_0) \right). \tag{27}
\]
The CNN model determines the label of any given image independent of the rest of the images. Therefore, we can incorporate the former property as conditional independence of observables

\[ P(z_1, \ldots, z_N | M_\theta) = \prod_{i=1}^{N} P(z_i | M_\theta). \] (28)

Considering (28) and using the Bayes' rule we can rewrite (27) as

\[
\mathbb{L}_{\alpha}(M^* | M_\theta) = \log \left( \sum_{z_1, \ldots, z_N \in R(Z)} \frac{P(z_1, \ldots, z_N | M^*) P(M^*)}{P(z_1, \ldots, z_N)} \prod_{i=1}^{N} P(z_i^* | M_\theta) \right)
\]

Since \( P(M^* | z_1, \ldots, z_N) \) is non zero only when \( z_1 = z^{(1)}, \ldots, z_N = z^{(N)} \), we can simplify the summation term and obtain

\[
\mathbb{L}_{\alpha}(M^* | M_\theta) = \log \left( \frac{P(z^{(1)}, \ldots, z^{(N)} | M^*)}{P(z^{(1)}, \ldots, z^{(N)})} \right) \prod_{i=1}^{N} P(z_i^* | M_\theta) \]

(30)

\[
\left( \sum_{i=1}^{N} \log P(z_i^* | M_\theta) \right) + \mathbb{L}(M^*) - \mathbb{L}(z^{(1)}, \ldots, z^{(N)})
\]

(31)

\[
= \left( \sum_{i=1}^{N} \log P(y^{(i)} | x^{(i)} | M_\theta) \right) + \mathbb{L}(M^*) - \mathbb{L}(z^{(1)}, \ldots, z^{(N)})
\]

(32)

\[
= \left( \sum_{i=1}^{N} \log P(y^{(i)} | x^{(i)} | M_\theta) \right) + \sum_{i=1}^{N} \log P(x^{(i)} | M_\theta)
\]

+ \mathbb{L}(M^*) - \mathbb{L}(z^{(1)}, \ldots, z^{(N)}).
\]

(33)

The CNN only determines the first term in (33). Therefore the log-likelihood objective function effectively reduces to the so called Cross Entropy loss in CNNs (without regularization), i.e. the log probability of the correct label given the model and the image.

2) **Intersection Objective Function**: We can use the results obtained from the log-likelihood objective function to calculate the intersection objective function. The intersection objective function is defined as

\[
\mathbb{L}_{\alpha}(M^*, M) = \mathbb{L}(M^* | M_\theta) + \mathbb{L}_{\alpha}(M_\theta)
\]

(34)

The log probability of the model can be calculated as

\[
\mathbb{L}_{\alpha}(M) = -\frac{1}{\alpha} \log \left( \sum_{z_1, \ldots, z_N \in R(Z)} \frac{P(z_1, \ldots, z_N)}{P(z_1, \ldots, z_N | M_\theta)} \right)^{-\alpha}
\]

(35)

Note that \( z^{(i)} \) and \( z_i \) should not be confused. We represented the observations by \( z^{(i)} \), while \( z_i \) refers to the values iterated in the summation. Assuming the following property about the prior

\[
\mathbb{P}(z_1, \ldots, z_N) = \prod_{i=1}^{N} \mathbb{P}(z_i),
\]

(36)

\[
\mathbb{P}(z_i) = \mathbb{P}(x_i, y_i) = \mathbb{P}(x_i)\mathbb{P}(y_i)
\]

(37)

\[
\mathbb{P}(y_i) = \frac{1}{R(Y)}
\]

(38)

and the property in (28) we can write (35) as

\[
\mathbb{L}_{\alpha}(M_\theta) = -\frac{1}{\alpha} \sum_{i=1}^{N} \log \left( \sum_{z_i \in R(Y)} \frac{\mathbb{P}(x_i | y_i, M_\theta) \mathbb{P}(y_i | x_i, M_\theta)^{\alpha}}{\mathbb{P}(y_i | x_i | M_\theta)} \right)
\]

(39)

\[
= -\frac{1}{\alpha} \sum_{i=1}^{N} \log \left( \sum_{z_i \in R(Y)} \frac{\mathbb{P}(x_i | y_i, M_\theta)}{\mathbb{P}(y_i | x_i | M_\theta)} \right)^{-\alpha}
\]

(40)

\[
= -\frac{1}{\alpha} \sum_{i=1}^{N} \log \left( \sum_{z_i \in R(Y)} \frac{\mathbb{P}(x_i | y_i, M_\theta)}{\mathbb{P}(y_i | x_i | M_\theta)} \right)
\]

(41)

\[
= -\frac{1}{\alpha} \sum_{i=1}^{N} \log \left( \sum_{z_i \in R(Y)} \frac{\mathbb{P}(x_i | y_i, M_\theta)}{\mathbb{P}(y_i | x_i | M_\theta)} \right)^{-\alpha}
\]

(42)

Since \( \mathbb{P}(x | M_\theta) = \mathbb{P}(x) \) and equal to the empirical distribution we can further simplify the log probability of the model into

\[
\mathbb{L}_{\alpha}(M_\theta) = -\frac{1}{\alpha} \sum_{i=1}^{N} \log \left( \sum_{y_i \in R(Y)} \mathbb{P}(y_i | x^{(i)} | M_\theta)^{\alpha} \right) + N \log(|R(Y)|).
\]

(43)

We conclude that the intersection objective function for the described CNN is

\[
\mathbb{L}(M_\theta, M^*) = \sum_{i=1}^{N} \log \mathbb{P}(y^{(i)} | M_\theta, x^{(i)})
\]

\[
- \frac{1}{\alpha} \sum_{i=1}^{N} \log \left( \sum_{y_i \in R(Y)} \mathbb{P}(y_i | x^{(i)} | M_\theta)^{\alpha} \right) + \text{constant}.
\]

(44)

Note that by setting \( \alpha = 1 \), the intersection objective function will become equivalent to the log-likelihood objective function by considering that the normalization term appearing when we set \( \alpha = 1 \), is implicit in the softmax layer. We can incorporate the intersection objective function by alternating the softmax layer and continue using the cross entropy (likelihood) loss. The softmax layer exponentiate and normalizes the input. We can generalize its functionality by defining the HyperNormalization layer (HN), HN : \( \mathbb{R}^m \rightarrow \Delta^m \), as

\[
\text{HN}(h; \alpha)_i = \frac{e^{h_i}}{\sqrt{\sum_{j=1}^{m} e^{\alpha h_j}}},
\]

(45)

where \( \text{HN}(h; \alpha)_i \) is the \( i \)-th component of the output. Note that the functionality of the log(HN\( h; \alpha \)) and the first two
We experimented the effects of using the intersection objective function with varying coefficients on CNNs. The experiments were done on the CIFAR10 image dataset [19] labeled into 10 classes with 50000 training samples and 10000 test samples. The cross entropy loss and accuracy for the performance of the CNN on the test set and the training set were measured. Using the intersection objective function, the regularization effect is back-propagated through the network from the HyperNormalization layer. Using $\alpha = 1$, the objective function is similar to the cross entropy loss without regularization. The effects of training a vanilla CNN (without BatchNorm, Dropout) using the intersection objective function with varying value of $\alpha$ is presented in Fig 4. To compare the results with the conventional cross entropy loss and $\ell_2$ regularization (also known as weight decay) please refer to Fig 5. The $\ell_2$ regularization loss could be obtained by following the conventional Bayesian framework, namely considering the parameters as a random variable. The $\ell_2$ regularization loss appears when considering the normal distribution as the
prior distribution of the parameter random variables. Also, the coefficient of the regularization loss is determined by the variance of the normal distribution assumed on the parameters. The goal of the conventional Bayesian framework is to obtain the maximum a posteriori (MAP) estimate of the parameters.

By comparing the test loss among different values of $\alpha$, we can see that overfitting is prevented by increasing the value of $\alpha$, while affecting the test accuracy minimally. Also, CNNs trained with $\alpha > 1$, generalize better than the $\ell_2$ regularized network, when considering the test loss value. In Fig 5 the test loss of $\ell_2$ regularized networks is increased as the training continues. We can make a similar observation in Fig 4 for the un-regularized network with $\alpha = 1$. In Fig 5 we can see that increasing the the coefficient of the $\ell_2$ regularization does not prevent the test loss increase. The network with the largest $\ell_2$ coefficient achieves the largest error in the final epoch. In contrast with the $\ell_2$ regularized networks, the test loss of the hypernormalized networks converges to a stable minima. On the other hand $\ell_2$ regularization is more successful in generalization of accuracy but performs worse in generalization of loss. The quantitative results of the experiments are shown in Table I. Table I demonstrates the accuracy and loss of the tested methods during the best case epoch and the final epoch. Table I shows that by increasing the value of $\alpha$, the gap between the train loss and test loss decreases. Also, the the gap between the best and last epoch test loss decreases as $\alpha$ increases, which shows the stability of the generalization process. In the case of $\ell_2$ regularization, increasing the coefficient, does not affect the gap of training and test loss and mostly does not impact the test accuracy.

Note that the accuracy is a surrogate objective function and although useful, does not fully characterize the performance. We hypothesize that the reason that test accuracy is not improved in our example (with intersection objective function), is because of the depth of the network. The regularization effect may disappear similar to the effect of gradient vanishing. Including more random variables in the middle layers and considering them in the objective function may improve the test accuracy results.

### V. DISCUSSION

In the current paper, we have presented and proved the MP theorem. MP theorem quantifies the upper bound for probabilities of events by having their respective conditional distributions. We showed that considering the upper bound as the probability of the event agrees with the existing definitions and extends our ability to quantify the probability of uncertain observations. The MP theorem was used to define models, quantify their probability measure, and develop objective functions; resulting in the MP framework for probabilistic learning. MP framework treats the parameterized model and the oracle as events in the underlying probability space. Considering the underlying space enables using set operations to represent similarities between two events and construct objective functions. We used the example of using likelihood and intersection as the objective function and showed the sufficient conditions of their solutions.

MP framework requires a prior distribution over the observable random variable while the choice of prior is not determined by the framework. Thereby existing principles for determining priors need to be used in the framework e.g. MAXENT and Laplace’s Principle. The usage of the MP theorem is helpful since the prior only needs to be determined over the observable random variable. As a corollary, the complexity of developing the prior distribution will be relative to the complexity of observable random variable. It is common that we have prior information about the observables rather than the hidden random variables. In such cases determining the prior over observable random variable are more convenient than the hidden random variables. Our framework is developed for finite-range random variables, and the generalization to the continuous case is left for future works.

MP framework allows development and analysis of objective functions other than likelihood and intersection, e.g. Symmetric Difference of events. The motivation to explore other objective functions is to avoid the trivial solutions that are inherently present in likelihood and intersection. Note that the objective functions discussed so far have an important feature. The gradient vectors of the log-likelihood and log-probability of the model are probability vectors. This property enables us to approximate the gradients by Monte Carlo approximation; (i) connecting this framework with stochastic

| Regularization | Test Loss | Train Loss | Test Accuracy(%) | Train Accuracy(%) |
|----------------|-----------|------------|------------------|------------------|
| $\alpha = 1$   | 0.645     | 1.725      | 82.16            | 100              |
| $\alpha = 8$   | 0.695     | 0.696      | 78.66            | 100              |
| $\alpha = 16$  | 1.104     | 1.104      | 76.27            | 100              |
| $\ell_2 = 0.25e-4$ | 0.657 | 3.259 | 82.58 | 100 |
| $\ell_2 = 0.5e-4$ | 0.693 | 1.211 | 82.29 | 100 |
| $\ell_2 = 1e-4$ | 0.673 | 1.173 | 82.58 | 100 |
| $\ell_2 = 2e-4$ | 0.673 | 1.651 | 82.58 | 100 |

### TABLE I
Quantitative comparison of $\ell_2$ weight regularization versus MP framework. The Regularization column shows the coefficient corresponding to each regularization type. The results of the best case epoch and the final epoch for each measurement is presented in the table.
optimization theory and techniques (ii) enabling black-box optimization of probabilistic models by sampling from their corresponding likelihood functions (iii) scalability to factorized random variables having an exponentially large number of states. In the MP framework, the formal treatment of probabilistic models if coupled with the ability to optimize large scale models helps probabilistic models to move toward an axiomatic and practical approach to large scale machine learning.

APPENDIX

A. Proofs

Theorem 1: Consider the probability space \((\Omega, \Sigma, P)\), the random variable \(V\) with finite range \(R(V)\) and \(P_{V(.)}\) the probability distribution of \(V\). For any event \(\sigma \in \Sigma\) with the conditional distribution \(P_{V|\sigma(.)}\) the following holds,

\[
P(\sigma) \leq \inf_{v \in R(V)} \left\{ \frac{P_{V}(v)}{P_{V|\sigma}(v)} \right\} \triangleq P(\sigma \succ V) \tag{46}\]

\(P(\sigma \succ V)\) is read as maximum probability of \(\sigma\) observed by \(V\) and \(-L(\sigma \succ V) = -\log(P(\sigma \succ V))\) is read as the minimum information in \(\sigma\) observed by \(V\).

Proof: \(\forall \sigma \in \Sigma\) and \(\forall v \in R(V)\) the following is true

\[
P(v) = P(v|\sigma)P(\sigma) + P(v|\bar{\sigma})P(\bar{\sigma}) \tag{47}\]

since \(P(v|\sigma)P(\sigma) \geq 0\) then

\[
P(v) - P(v|\sigma)P(\sigma) \geq 0 \tag{48}\]

\[
P(\sigma) \leq \frac{P(v)}{P(v|\sigma)}. \tag{49}\]

Since (49) is true for all \(v\) such that \(P(v|\sigma) \neq 0\), then the following holds

\[
P(\sigma) \leq \inf_{v \in R(V)} \left\{ \frac{P(v)}{P(v|\sigma)} \right\} \tag{50}\]

Theorem 2: For any random variable \(W\) that extends \(V\), the following inequality holds

\[
P(\sigma \succ W) \leq P(\sigma \succ V) \tag{51}\]

Proof: Since \(W\) extends \(V\) and \(\forall w \in R(W)\) and \(\forall v \in R(V)\), \(W^{-1}(w)\) is either the subset of \(V^{-1}(v)\) or does not have intersection. Similarly \(P(w, v)\) is either 0 or \(P(w, v) = P(w)\). Defining the set \(R_{w}(w) \triangleq \{w'|w' \in R(W), W^{-1}(w') \subset V^{-1}(v)\}\), we can write

\[
P(v) = \sum_{w' \in R_{w}(w)} P(w', v) = \sum_{w' \in R_{w}(w)} P(w', v) = \sum_{w' \in R_{w}(w)} P(w') \tag{52}\]

and similarly

\[
P(v|\sigma) = \sum_{w' \in R_{w}(w)} P(w', \sigma) = \sum_{w' \in R_{w}(w)} P(w'|\sigma). \tag{53}\]

We know that \(P(w) \geq P(w|\sigma)P(\sigma)\). Using Theorem 1, \(P(\sigma)\) can be replaced with \(P(\sigma \succ W)\) and write

\[
P(w) \geq P(w|\sigma)P(\sigma \succ W). \tag{54}\]

Using (52,54) we can see that

\[
P(v) = \sum_{w' \in R_{w}(w)} P(w') \geq \sum_{w' \in R_{w}(w)} P(w'|\sigma)P(\sigma \succ W) = P(\sigma \succ W) \sum_{w' \in R_{w}(w)} P(w'|\sigma). \tag{55}\]

Substituting (53) we conclude that

\[
P(v) \geq P(v|\sigma)P(\sigma \succ W), \tag{56}\]

\[
\frac{P(v)}{P(v|\sigma)} \geq P(\sigma \succ W). \tag{57}\]

Since (57) is valid for all possible outcomes of \(V\), the inequality is valid for the minimum of the left-hand side of (57). Consequently

\[
\inf_{v' \in R(V)} \left\{ \frac{P_{V}(v')}{P_{V|\sigma}(v')} \right\} \geq P(\sigma \succ W) \tag{58}\]

\[
P(\sigma \succ V) \geq P(\sigma \succ W) \tag{59}\]

Corollary 1: For any random variable \(V\) and \(Z\) with concatenation \(H = (V, Z)\) the following holds

\[
P(\sigma \succ H) \leq P(\sigma \succ V) \tag{60}\]

Proof: the proof follows from Theorem 2, if \(H\) is extending \(V\). By definition of \((V, Z)\), for all outcomes \(h \in R(H)\), \(H^{-1}(h) = V^{-1}(v_{h}) \cap Z^{-1}(z_{h})\) for some \(z_{h} \in R(Z), v_{h} \in R(V)\) such that \(h = (v_{h}, z_{h})\). Therefore every outcome of \(H\) is either a subset of some partition induced by \(V\) or does not have intersection with it. Since \(H\) extends \(V\), we can directly use Theorem 2 to finalize the proof.

Proposition 1: Probability of an outcome \(v\) of random variable \(V\) in the sense of maximum probability defined as

\[
P_{V}(v) \triangleq \sup \{P(\sigma)|\sigma \in \Sigma, \forall \omega \in \sigma, V(\omega) = v\}, \quad v \in R(V) \tag{61}\]

has the following property

\[
P_{V}(v) = P_{V}(v) \forall v \in R(V). \tag{62}\]

Proof: Consider the set \(\Sigma_{v} = \{\sigma|\sigma \in \Sigma, \forall \omega \in \sigma, V(\omega) = V\\} \) for all \(\sigma_{v} \in \Sigma, V(\omega) = V\) using the definition of \(V^{-1}\). by the monotonicity of probability we can conclude \(P(\sigma_{v}) \leq P(V^{-1}(v))\) for all \(\sigma_{v}\). Therefore,

\[
P(V^{-1}(v)) = \sup \{P(\sigma)|\sigma \in \Sigma, \forall \omega \in \sigma, V(\omega) = v\} \tag{63}\]

for all \(v \in R(V)\).

Corollary 2: Considering Definition 3 and Theorem 1, given some set \(\sigma_{v} \in \Sigma\) where \(P_{V|\sigma_{v}}(v) = 1\),

\[
P_{V}(v) = P(\sigma_{v} \succ V) \tag{64}\]
Proof: we can write
\[ \mathcal{P}(\sigma \succ V) = \inf_{v' \in R(V)} \left\{ \frac{P_V(v')}{P_{V|\sigma}(v')} \right\} \] (65)

Note that outcomes with zero probability in \( P_{V|\sigma} \) do not pose constraints on probability of \( \sigma \), (refer to (48)). Since \( P_V \) is zero for every \( v' \neq v \) we get
\[ \mathcal{P}(\sigma \succ V) = \inf \left\{ \frac{P_V(v)}{1} \right\} = P_V(v). \] (66)

Lemma 1: The following inequality holds
\[ \sup_i \{ a_i \} \leq \frac{1}{\alpha} \log \left( \sum_i e^{a_{a_i}} \right) \] (67)
\[ \inf_i \{ a_i \} \geq \frac{1}{\alpha} \log \left( \sum_i e^{-a_{a_i}} \right), \quad a_i \in \mathbb{R}, \alpha > 0 \] (68)
where the equality holds as \( \alpha \to \infty \).

Proof: (Lemma) Let us denote \( \sup_i \{ a_i \} = a^* \)
\[ \frac{1}{\alpha} \log \left( \sum_i e^{a_{a_i}} \right) = \frac{1}{\alpha} \log \left( \sum_i e^{\alpha(a_i-a^*)+a^*)} \right) \]
\[ = a^* + \frac{1}{\alpha} \log \left( \sum_i e^{\alpha(a_i-a^*)} \right). \] (69)

Since there exist at least an element in the set having the same value as supremum of the set, \( \log \left( \sum_i e^{\alpha(a_i-a^*)} \right) = \log(1 + C) \geq 0 \) for some positive constant \( C \) and therefore positive. Since \( \alpha > 0 \), (69) is greater than the supremum
\[ \frac{1}{\alpha} \log \left( \sum_i e^{a_{a_i}} \right) = \sup_i \{ a_i \} + \frac{1}{\alpha} \log \left( \sum_i e^{\alpha(a_i-a^*)} \right) \geq \sup_i \{ a_i \} \] (70)
In the limit case since
\[ \lim_{\alpha \to \infty} a^* + \frac{1}{\alpha} \log \left( \sum_i e^{\alpha(a_i-a^*)} \right) = a^* + \lim_{\alpha \to \infty} \frac{1}{\alpha} \log \left( \sum_i e^{\alpha(a_i-a^*)} \right) \] (71)

Since \( (a_i - a^*) \leq 0 \), then
\[ a^* + \lim_{\alpha \to \infty} \frac{1}{\alpha} \log \left( \sum_i e^{\alpha(a_i-a^*)} \right) = a^* \] (72)

We can use the fact that \( -\sup_i \{ -a_i \} = \inf_i \{ a_i \} \) to prove the lemma for the infimum case.

Proposition 2: For the softmax probability family of functions \( \mathcal{P}_\alpha \) defined as
\[ \mathcal{P}_\alpha(\sigma \succ V) \triangleq \left( \sum_{v \in R(V)} \left( \frac{P_V(v)}{P_{V|\sigma}(v)} \right)^{-\alpha} \right)^{-\frac{1}{\alpha}}, \quad \alpha > 0, \] (73)

the following is true,
\[ \mathcal{P}_\alpha(\sigma \succ V) \leq \mathcal{P}(\sigma \succ V), \quad \forall \alpha > 0, \forall \sigma \in \Sigma, \] (74)
and the equality holds as \( \alpha \to +\infty \). The softmin information family is defined as
\[ -\mathcal{L}_\alpha(\sigma \succ V) \triangleq -\log \left( \mathcal{P}_\alpha(\sigma \succ V) \right). \] (75)

Proof: By definition of \( \mathcal{L} \) we have
\[ \mathcal{L}(\sigma \prec V) = \inf_{v \in R(V)} \left\{ \mathcal{L}(v) - \mathcal{L}(v|\sigma) \right\}. \] (76)

By directly using the inequality proved in Lemma 1 we can write
\[ \inf_{v \in R(V)} \left\{ \mathcal{L}(v) - \mathcal{L}(v|\sigma) \right\} \geq -\frac{1}{\alpha} \log \left( e^{-\alpha (\mathcal{L}(v) - \mathcal{L}(v|\sigma))} \right) \] (77)
\[ \mathcal{L}(\sigma \succ V) \geq \mathcal{L}_\alpha(\sigma \succ V) \] (78)
and exponentiating the above inequality we get
\[ \mathcal{P}(\sigma \succ V) \geq \mathcal{P}_\alpha(\sigma \succ V) \] (79)

B. Log Likelihood Derivation

The sufficient condition for the global maximizer of \( \mathbb{L}(M^*|M) \) is brought in the following proposition.

Proposition 3: Consider the function \( \mathbb{L}(M^*|M_0) \) and the following maximization problem
\[ \theta^* = \arg \max_{\theta \in \mathbb{R}^d} \{ \mathbb{L}(M^*|M_0) \}. \] (80)

If \( M \) and \( M^* \) are independent conditioned on \( V \), The sufficient condition for \( \theta^* \) to be the global maximizer of (84) is
\[ \mathbb{P}(v'|M_0^*) = 0, \quad \forall v', \mathbb{P}(v'|M^*) \neq \max_{v'' \in R(V)} \mathbb{P}(v''|M^*) \] (81)

Proof: We write the log-likelihood as
\[ \mathbb{L}(M^*|M) = \log \left( \sum_{v \in R(V)} \mathbb{P}(M^*|v, M) \mathbb{P}(v|M) \right) - \log \left( \sum_{v' \in R(V)} \mathbb{P}(v'|M) \right) \] (82)
\[ = \log \left( \sum_{v \in R(V)} \frac{\mathbb{P}(v|M^*) \mathbb{P}(v|M)}{\mathbb{P}(v)} \right) - \log \left( \sum_{v' \in R(V)} \mathbb{P}(v'|M) \right) + \log(\mathbb{P}(M^*)). \] (83)

The second and third term in the right hand side of (83) are constants. The first term is logarithm of a convex combination of \( \mathbb{P}(v|M^*)/\mathbb{P}(v) \). We can bound the first term
\[ \log \left( \sum_{v \in R(V)} \frac{\mathbb{P}(v|M^*)}{\mathbb{P}(v)} \mathbb{P}(v|M) \right) \leq \log \left( \sup_{v \in R(V)} \left\{ \frac{\mathbb{P}(v|M^*)}{\mathbb{P}(v)} \right\} \right). \] (84)
We define \( \max R(V) \subset R(V) \) as \( R_{\max} = \left\{ v|v \in R(V), P(v|M^*) \neq \sup_{v \in R(V)} \left\{ \frac{P(v|M^*)}{P(v)} \right\} \right\} \). We can check that the equality in (84) holds for some \( \theta' \), if the condition
\[
P(v|M_{\theta'}) = 0 \iff \forall v \in R(V), v \notin R_{\max}(V) \tag{85}
\]
is true.

For \( \theta' \), (84) reduces to
\[
\log \left( \sum_{v \in R_{\max}(V)} \frac{P(v|M^*)}{P(v)} P(v|M_{\theta'}) \right) = \log \left( \sup_{v \in R(V)} \left\{ \frac{P(v|M^*)}{P(v)} \right\} \right).
\]
\( \theta' \) achieves the upper bound and therefore the condition in (85) is a sufficient condition for the solution of (84).

C. Intersection Derivation

We start by rewriting the conditional independence assumption and the uniform prior
\[
P(M, M^*|v) = P(M|v)P(M^*|v),
\]
\[
P(v) = \frac{1}{|R(V)|},
\]
Remember that the sufficient condition for the solution of intersection objective function was
\[
P(v|M_{\theta}, M^*) = \alpha(v|M_{\theta}).
\]
Using the assumptions in (87,88), we can represent the left hand side of (90), i.e. the posterior, as
\[
\frac{P(M_{\theta}, M^*|v)}{P(M_{\theta}, M^*)} = \frac{P(M_{\theta}|v)P(M^*|v)}{P(M_{\theta})} = \frac{P(v|M_{\theta})P(v|M^*)P(M_{\theta})}{P(M_{\theta}, M^*)}. \tag{90}
\]
Having (88), we can see that (90) is element-wise multiplication of two probability vectors followed by normalization, therefore the condition in (89) reduces to
\[
P(v|M_{\theta})P(v|M^*) \frac{C}{C} = \alpha(v|M), \tag{91}
\]
\[
C = \sum_{v' \in R(V)} P(v|M_{\theta})P(v|M^*). \tag{92}
\]
1) Setting \( \alpha = 2 \): In the case of \( \alpha = 2 \), (91) is
\[
\frac{P(v|M_{\theta})P(v|M^*)}{\sum_{v' \in R(V)} P(v|M_{\theta})P(v|M^*)} = \frac{P(v|M_{\theta})P(v|M_{\theta})}{\sum_{v' \in R(V)} P(v|M_{\theta})P(v|M_{\theta})}. \tag{93}
\]
We can show that for all \( \theta^* \in \mathbb{R}^d \) such that
\[
P(v|M_{\theta^*}) = P(v|M^*), \tag{94}
\]
the condition in (91) is satisfied. By plugging in \( \theta^* \) in (91) we get
\[
\sum_{v' \in R(V)} P(v|M_{\theta^*})P(v|M^*) = \sum_{v' \in R(V)} P(v|M_{\theta^*})P(v|M_{\theta^*}). \tag{95}
\]
If we use (94), we can see that the condition is satisfied. Therefore in the case of \( \alpha = 2 \), the distribution of the oracle is a solution.
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