A SIREN SONG OF OPEN SOURCE REPRODUCIBILITY

Edward Raff  
Booz Allen Hamilton  
University of Maryland, Baltimore County  
raff.edward@bah.com

Andrew L. Farris  
Booz Allen Hamilton  
Farris.Drew@bah.com

ABSTRACT

As reproducibility becomes a greater concern, conferences have largely converged to a strategy of asking reviewers to indicate whether code was attached to a submission. This is part of a larger trend of taking action based on assumed ideals, without studying if those actions will yield the desired outcome. Our argument is that this focus on code for replication is misguided if we want to improve the state of reproducible research. This focus can be harmful — we should not force code to be submitted. There is a lack of evidence for effective actions taken by conferences to encourage and reward reproducibility. We argue that venues must take more action to advance reproducible machine learning research today.

1 INTRODUCTION

To start, we must be clear that by reproducibility we are referring to the ability of an independent team to recreate the same qualitative results, and by replication we are referring to the use of code to re-create the same results. These terms have been used inconsistently across different fields of study at various points throughout time (Plesser, 2018). Many major machine learning conferences have appointed reproducibility chairs, and in doing so have almost uniformly converged on using check-boxes to indicate that a submission includes code, or asking authors to answer vague questions about reproducibility. Some venues explicitly ask for code, others do not. Reviewers often believe that code indicates reproducibility. There appears to be prevailing belief that, if authors open-source their code and ensure the code reproduces the paper’s results, we can solve the reproducibility crisis (Forde et al., 2018a; Kluyver et al., 2016; Zaharia et al., 2018; Forde et al., 2018b; Paganini & Forde, 2020; Gardner et al., 2018). Our contention is that open-source code and associated replicability aides, are good — but that this idealized notion is not a Pareto optimal improvement over papers that do not share source code. We argue that there are pros and cons to including source code with papers when we consider the long-term health of the field. The pros are widely known, and have been explored since the advent of digital communication (Claerbout & Karrenbach, 1992). In this opinion piece, we argue the cons: current evidence (though more is dearly needed) suggests open-source code may improve replication, but creates new issues in reproducibility.

Toward our argument, we have a fundamental axiom: if work can be replicated (i.e., using author’s original code and data) but not reproduced, then the work constitutes, at best, ineffective science (Drummond, 2009). It is fine for authors to produce such works, but in the long term, we do not truly understand the mechanism of action or the truth of our methods unless they are reproducible. Ideally, we desire that the fraction of works that are reproducible increases over time.

We will begin our argument in [section 2] by noting prior history of reproducible research in other fields, and describing how we are slowly re-learning lessons discovered long ago that show how having code does not solve reproducibility by our axiom. We provide notable examples on how code did not benefit, or even delayed, important understanding of machine learning methods in [section 3] with the seminal word2vec and Adam. These are not arguments that these works are useless or “wrong”, but that code negatively impacted better scientific understanding in the former,
and provided no benefit in the latter. Finally we will conclude with the argument that conferences must create reproducibility tracks that include explicit guidelines for reviewers on how to judge submissions, so that we can advance the study of reproducibility before blindly stepping toward ineffective solutions.

2 WE HAVE FORGOTTEN HISTORY, NOW WE ARE REPEATING IT

The machine learning community has only just begun to expend serious effort towards the study of reproducibility with respect to itself as a domain. The discoveries are unnerving, and have strong parallels with historical findings in other domains. Significant early work in the study of code reproducibility was done by Hatton (1993; 1997), Hatton & Roberts (1994), performing static analysis across C and FORTRAN code as well as having multiple implementations of the same algorithm, and providing the exact same inputs and parameters to each independent implementation. Their results found a high defect rate, more than 1 issue per 150 lines of code, and that the precision of independent implementations was only one significant figure. FORTAN and C still form the foundation of scientific computing, including machine learning packages like NumPy (Harris et al., 2020), Tensorflow (Abadi et al., 2016), and Pytorch (Paszke et al., 2019). These projects are important components of the computational foundation of our field, yet often focus on the pursuit of optimal performance at the expense of other goals such as maintainability and portability, the need for multidisciplinary teams for success (e.g., where we often consider “applications” a secondary track or area that is often stigmatized), and most importantly, the high difficulty of verifying the correctness of the equations and math implemented (Carver et al., 2007). Indeed as history repeats itself, recent work has identified cases where the same models implemented with different packages or hardware accelerators present reduced precision or accuracy to the order of one significant figure and even greater variation in run-time consistency (Zhuang et al., 2021). Even within a single set of hardware and implementation, our most widely used libraries often have non-deterministic implementations that can cause 10% variances in results (Pham et al., 2020).

A more nuanced version of the above point stems from how we define replication: does it simply involve the code, or must it also include the data? The latter is how the terminology is most historically used, and common in other sciences (Plesser, 2018). This is challenging in machine learning due to the intrinsic “fuzzyness” of what we are working toward: we intrinsically wish to use machine learning for tasks where thorough specification of the data is too difficult to implement in code. We can again look to other fields, like software engineering, that attempted to perform reproductions that included the data process over software repositories (González-Barahona & Robles, 2012). Their work found that missing or minute details could prevent or significantly impede reproduction. Indeed it becomes unsurprising then that we have only recently discovered considerable labeling issues within foundational datasets like MNIST, CIFAR, and ImageNet (Northcutt et al., 2021). While data sheets and model cards have been proposed to partially address this issue, (Gebru et al., 2021; Mitchell et al., 2019) they are proposed without any scientific study to answer if these interventions mitigate the underlying problem. It is good for producers and users of datasets to carefully think about the data in use, but we fear that absent evidence, these approaches may have no direct tangible impact. Indeed studies of dataset replication (where no model card exists) have been shockingly successful in some ways (no evidence of adaptive over-fitting) and identify concerns not addressed in model cards or data sheets (Engstrom et al., 2020) with similar results over applied domains such as social media analysis (Geiger et al., 2020).

As such, we argue that there is extensive prior evidence that predicts the current trends in machine learning reproducible research: having code available means relatively little to the question of reproducibility, especially in light of inconsistent methods of comparison used through decades of machine learning literature, leading to invalid conclusions of “improvement” (Bradley, 1997; Alpaydin, 1999; Cawley & Talbot, 2010; Demšar, 2006; Benavoli et al., 2016; Bouthillier et al., 2019; Dror et al., 2017, 2018, 2019), necessitating that even a system with no bit-rot would not solve the concerns of our field.

1Their ability to change thoughts and focus areas of others, creating positive secondary impacts, is more likely, but a separate matter beyond our discussion.
3 HOW CAN OPEN SOURCED CODE HARM US?

Given that we have clear evidence that simply having original source code is not sufficient to enable reproducibility, we must now ask: can withholding code ever lead to an improvement in reproducibility? It is important to be clear that we are not arguing that no-code is always or even usually better. We are arguing that a lack of code creates a different kind of forcing function for adoption. We recognize that code sharing is likely to lead to faster adoption of a method that works, but obscures long-term benefits to reproducible work. If a paper’s method must be re-implemented due to a lack of code, this process organically validates said method. The paper’s method only gets used and cited when others can successfully reproduce it, converging on methods that work and forcing deeper understanding by a broader population. Further still, this forces the community at large to be effective communicators and to better understand the details and science required to reproduce one’s results. The need to enable reproducibility drove [Taswell (1998)] to develop a proposal to better specify wavelet transforms, which also enabled better replicability of his methods. We find tangential evidence for this within machine learning where 36% of papers could not be reproduced from their content, even though many provided source code (Raff (2019)). To further exemplify how we believe this to be an issue, we will draw from highly successful academics to critique with a bias to avoid undue harm or stress to early career researchers (in similar spirit to [Lipton & Steinhardt (2019)]).

The seminal word2vec [Mikolov et al. (2013)] algorithm is our first consideration. A publication who’s ubiquity and impact in research and application is enormous, and to the best of our knowledge, has never been replicated. Understanding how and why word2vec worked was studied by many (Goldberg & Levy, 2014) due to its utility and effectiveness, but was done through the originally released code (or direct translations into other languages). Yet it took six years for any public documentation of the fact that the paper and code simply do not perform the same steps [Bhat (2019)], making it impossible for anyone to reproduce.

Clearly, word2vec was important and valuable for the community, but there are counterfactual questions that we argue suggest the long-term health of our research would have been better if [Mikolov et al. (2013)] never released their source code. First, there is an unknown amount of person hours wasted by researchers, students, and others attempting to understand the mechanisms of an algorithm that was inhibited by faulty foundations. Second, failure to reproduce by others would be a forcing function on the original authors to re-examine their code and paper to correctly document how and why it works. By releasing the code, this feedback cycle is inhibited. This could also explain how follow-up work with paragraph2vec [Le & Mikolov (2014)] has similarly evaded reproduction, even by the paper’s co-author.

A different perspective on this matter is seen in the Adam optimizer (Kingma & Ba, 2015), which has become a widely used default method. This case is interesting in that the simplicity of the approach has enabled many reproductions, but both the code and the paper lack details on how the default parameter values were derived. Subtle corrections to the math of Adam in weight decay (Loshchilov & Hutter, 2019) and the ϵ parameter (Yuan & Gao) can yield large improvements in the quality of results, as the default values of Adam are not ideal for all cases. While we should, in general, have no reason to believe in a one-size-fits-all approach, the lack of study around these details is itself lending to reproducibility challenges in our field: the “right” way to set these parameters (amongst dozens of others in a network) was unstudied, and many sub-fields began tweaking the defaults for their kinds of networks, creating confusion and slowing reproduction of subsequent research. This kind of issue is not new. Poorly documented accounts of differences in LBFGS [Liu & Nocedal, 1989] implementation results can be found, though we are not aware of any thorough documentation or study of them. This again suggests an issue with an incomplete description in the paper, a problem that code can not reduce — but can hide for a period of time.

---

2 Without the same quality of evidence, indeed we are not sure how to design a good experiment for this. But this is an opinion paper, so we feel some indignant right to be opinionated.

3 There are certainly edge cases where a method that does not replicate will be used and cited, we are talking in the more general broader case of directly building upon or relying on a method.

4 Not to mention feelings of inadequacy, anxiety, and stress by students attempting to become researchers in what is already a needlessly high-stress environment.

[https://groups.google.com/g/word2vec-toolkit/c/Q49F1rN0QRo/m/DoRuBoVNFb0J](https://groups.google.com/g/word2vec-toolkit/c/Q49F1rN0QRo/m/DoRuBoVNFb0J)

[https://discourse.julialang.org/t/optim-jl-vs-scipy-optimize-once-again/61661/5?page=2](https://discourse.julialang.org/t/optim-jl-vs-scipy-optimize-once-again/61661/5?page=2)
We also argue that relying on open source code creates an academic moral hazard. Distilling the essence of the scientific contribution, and communicating it effectively, is the task of an author. Although code does not solve reproducibility, it does enable replication and provides short term benefits in citation rate and adoption (Raff, 2022), thus allows the manuscript to defer “nuscance” details to the code. Reviewers can run the code to confirm that “it works”, without checking that the code actually performs the method described precisely or simply be unaware of key confounding design choices. We preemptively rebut an argument that having code does allow checking an approach. We rebuke this argument by noting that decades of research shows that reading and debugging code does not ensure the same kind of mental processing as reading prose (Ivanova et al., 2020; Perkins & Simmons, 1988; Letovsky, 1987). This is confirmed by the demonstrated positive impact of high quality code comments on understanding code (Nurvitadhi et al., 2003). As such the reading of code is a more challenging mental process than reading well constructed prose in a paper, and while helpful is not an alternative to effective communication. This fact, combined with the examples of Adam and word2vec show ways that code, regardless of how easy it is to implement, can harm reproducibility. We fear that an over-emphasis on code will seed new reproducibility problems.

4 Conclusion

We remind the reader that we are not arguing that open sourcing code is bad. Open source code is valuable, but is not a panacea for reproducible research. A lack of advances in the science of reproducible research will lead to negative long-term artifacts that are expensive to remedy. Almost all current conference efforts focus solely around open-source. We argue there is strong evidence that this will not improve or solve the problem of reproducibility. In our minds, the primary issue is that, similar to other fields of science, the study of better reproducibility practices will have a cost that is not rewarded (Poldrack, 2019). We call upon the conference chairs at our primary publication venues create those incentives with two simple changes.

First and foremost, specialized tracks on reproducibility, and rewards for reproducibility, should become standard at all conferences. The Conference of the Association for Computing Machinery Special Interest Group in Information Retrieval (SIGIR) is the only conference we are aware of that has taken a positive step toward the underlying issue by creating a reproducibility track. However we argue that SIGIR’s current scope for the track is too small: it only considers papers revisiting prior techniques and expanding their study (e.g., does this method work on additional problems, or under altered conditions/constraints?). Reproducibility tracks should encourage research into the questions of reproducibility itself: user studies, incentive structures, and generally accept a broader scope of work. This is necessary because the science of quantified and well-studied reproducibility receives little attention across all fields of study. This is also a need as we observe key work revisiting fundamental foundations of our field yet appearing only on arXiv (Recht et al., 2019; 2018; Ahn et al., 2022) or outside of our top publishing venues (Barz & Denzler, 2020). By creating reproducibility tracks with a broader scope, we can immediately create stronger incentives for this needed work.

Second, and related to the prior concern, is the lack of guidelines given to reviewers for evaluating reproducibility. If we do not state explicitly what is and is not acceptable, we only increase the noise floor of acceptance and of reproducible work. Of primary concern is that we rely too heavily on intuitions about what will improve reproducibility because we lack well-defined measurements. We must instruct reviewers to use a standard that requires quantification, even if imperfect, to elevate the literature from hopes to science. For example, (Raff, 2021) uses imperfect data with censored labels to study time to implement an algorithm, but adjusts the model to address data limitations. Anecdotally, we report as a reviewer in the first NeurIPS Datasets and Benchmarks track, multiple reviewers complain of a lack of novel algorithms, for a track that is explicitly not about algorithms, and for which no reviewer guidelines about what qualities or desiderata should be included in an accepted paper for the new track. Similarly we point to Tran et al. (2020) which showed bias in the acceptance process of OpenReview ICLR papers, with “The main argument for rejection is the analysis done in the paper is not typical of ICLR research”. We consider these cases tragic.

https://sigir.org/sigir2022/call-for-reproducibility-track-papers/
https://openreview.net/forum?id=Cn706AbJaKW
in that no explicit instructions appear to exist both around replication, self-study as a field, or the ability to accept work so novel that it does not fit our existing mold. Reproducible research need not be “novel” in method, require proofs, or advanced math — its criteria should be quantified evidence toward any aspect of how (non)reproducible work gets accepted, encouraged, propagated, discovered, and any other aspect that would reasonably relate to the question of reproducibility. If we can’t accept quantified criticism of our field and institutions, we are lost as a scientific discipline.
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