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1. Introduction

Making decisions is an integral part of human life. All such decisions are made based on the assessment of individual decision options, usually based on preferences, experience, and other data available to the decision maker. Formally, a decision can be defined as a choice made based on the available information, or a method of action aimed at solving a specific decision problem [1]. Taking into account the systematics of the decision problem itself and the classical paradigm of single criterion optimization, it should be noted that it is now widely accepted to extend the process of decision support beyond the classical model of single goal optimization described on the set of
acceptable solutions [2]. This extension allows one to tackle multi-criteria problems with a focus on obtaining a solution that meets enough many, often contradictory, goals [3–7].

The concept of rational decisions is, at the same time, a paradigm of multi-criteria decision support and is the basis of the whole family of Multi-Criteria Decision-Analysis (MCDA) methods [8]. These methods aim to support the decision maker in the process of finding a solution that best suits their preferences. Such an approach is widely discussed in the literature. In the course of the research, whole groups of MCDA methods and even “schools” of multi-criteria decision support have developed. There are also many different individual MCDA methods and their modifications developed so far. The common MCDA methods belonging to the American school include Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) [9–11], VlseKriterijumska Optimizacija I Kompromisno Resenje (VIKOR) [12], Analytic Hierarchy Process (AHP) [13,14], and Complex Proportional Assessment (COPRAS) [15]. Examples of the most popular methods belonging to the European school are the ELECTRE [16,17] and Preference Ranking Organization Method for Enrichment of Evaluations (PROMETHEE) [18] method families. The third best-known group of methods are mixed approaches, based on the decision-making rules of [19–21]. The result of the research is also a dynamic development of new MCDA methods and extensions of existing methods [22].

Despite the large number of MCDA methods, it should be remembered that no method is perfect and cannot be considered suitable for use in every decision-making situation or for solving every decision problem [23]. Therefore, using different multi-criteria methods may lead to different decision recommendations [24]. It should be noted, however, that if different multi-criteria methods achieve contradictory results, then the correctness of the choice of each of them is questioned [25]. In such a situation, the choice of a decision support method appropriate to the given problem [22] becomes an important research issue, as only an adequately chosen method allows one to obtain a correct solution reflecting the preferences of the decision maker [2,26]. The importance of this problem is raised by Roy, who points out that in stage IV of the decision-making model defined by him, the choice of the calculation procedure should be made in particular [2]. This is also confirmed by Hanne [27], Cinelli et al. [26].

It should be noted that it is difficult to answer the question of which method is the most suitable to solve a specific type of problem [24]. This is related to the apparent universality of MCDA methods, because many methods meet the formal requirements of a given decision-making problem so that they can be selected independently of the specificity of a particular problem (e.g., the existence of a finite set of alternatives may be a determinant for the decision-maker when choosing a method) [27]. Therefore, Guitouni et al. recommend to study different methods and determine their areas of application by identifying their limitations and conditions of applicability [23]. This is very important because different methods can provide different solutions to the same problem [28]. Differences in results using different calculation procedures can be influenced by, for example, the following factors: Individual techniques use different weights of criteria in calculations, the algorithms of methods themselves differ significantly, and many algorithms try to scale the targets [24].

Many methodologies, frameworks, and formal approaches to identify a subset of MCDA methods suitable for the given problem have been developed in prior works [20,22]. The synthesis of available terms is presented later in the article. It should be noted that the assessment of accuracy and reliability of results obtained using various MCDA methods remains a separate research problem. The examples of work on the accuracy assessment and more broadly benchmarking of MCDA methods include Zanakis et al. [24], Chang et al. [29], Hajkowicz and Higgins [30], Zak [31], and others. Their broader discussion is also conducted later in the paper. The authors, focusing their research on selected MCDA methods, effectively use a simulation environment (e.g., Monte Carlo simulation) to generate a set of ranks. The authors most often use Spearman’s rank correlation coefficient to assess and analyze the similarity of the rankings. However, the shortcomings of the indicated approaches should be indicated. In the vast majority of the available literature, the approaches are focused on a given domain.
of the MCDA method (or a subset of methods) application. Thus, despite the use of a simulation environment, the studies are not comprehensive, limiting the range of obtained results. Most of the papers are focused on the assessment of only selected aspects of the accuracy of single MCDA methods or contain narrow comparative studies of selected MCDA methods. Another important challenge related to multi-criteria decision-making problems that are not included in the works mentioned above is the proper determination of weights [32]. It seems to be an investigation into how various methods to determine criteria weights (subjective weighting methods and objective weighting methods) affect final ranking [33]. In our research, we attempt a complex benchmarking for a subset of carefully selected MCDA methods. Taking care of the correctness and comprehensiveness of the conducted research and at the same time following the guidelines of the authors of publications in this area, we use a simulation environment and apply multiple model input parameters (see Figure 1). The aspects of the conducted analysis and benchmarking of methods include not only the generation of final rankings for a variable number of decision-making options, but also take into account different weighing methods (results obtained using entropy and standard deviation methods) and different techniques of normalizing input data of the MCDA model. The analysis of rank similarities obtained under different conditions and using different MCDA methods was carried out based on reference publications and using Spearman’s ranking correlation coefficient and WS coefficients.

The study aims to analyze the similarity of rankings obtained using the selected four MCDA methods. It should be noted that in research, we analyze this problem only from the technical (algorithmic) point of view, leaving in the background the conceptual aspects of the method and the systemic assumptions of obtaining model input data. For each of these methods using a simulation environment, several rankings were calculated. The simulation itself was divided into two parts. The first part refers to a comparison of the similarity of the results separately for TOPSIS, VIKOR, COPRAS, and PROMETHEE II. In the second part, these methods were compared with each other. As illustrated in Figure 1), the calculation procedure took into account different normalization methods, weighting methods, preference thresholds, and preference functions. Thus, in the case of the TOPSIS method for each decision matrix, 12 separate rankings were created, where each of them is a different combination of a standardization method and a weighing method. Then, for the same matrix, a set of rankings using other MCDA methods (VIKOR, COPRAS, and PROMETHEE II) was created respectively. This procedure was repeated for different parameters of the decision matrix (in terms of the number of analyzed alternatives and number of criteria). In this way, the simulation provides a complex dataset in which similarities were analyzed using the Spearman and WS coefficients.

In this paper, we used several MCDA methods (TOPSIS, VIKOR, COPRAS, and PROMETHEE II) to make comparative tests. The choice of this set was dictated by the properties and popularity of these methods. These methods and their modifications found an application in many different domains such as sustainability assessment [34–36], logistics [37–39], supplier selection [7,40,41], manufacturing [42–44], environment management [45–47], waste management [48,49], energy management [50–55], chemical engineering [56–58], and many more [59,60]. The choice of a group of
TOPSIS, VIKOR, and COPRAS methods is justified, as they form a coherent group of methods of the American MCDA school and are based on the same principles, using the concepts of the so-called reference points. At the same time, unlike other methods of the American school, they are not merely trivial (in the algorithmic sense) elaborations of the simple additional or multiplicative weighted aggregation. The choice of the PROMETHEE II method was dictated by the fact that this method belongs to the European school and that the PROMETHEE II algorithm implements the properties of other European school-based MCDA methods (outranking relations, thresholds, and different preference functions). It should be noted that for benchmarking purposes, the choice of this method has one more justification—unlike other methods of this school, the method provides a full, quantitative final ranking of decision-making options.

The rest of the article is structured as follows. Section 2.1.1 present the most important MCDA foundations. Operational point of view and preference aggregation techniques are presented in Section 2.1.2. Sections 2.1.3 and 2.1.4 describe respectively American and European-based MCDA methods. Mixed and rule-based methods are shown in Section 2.1.5. Section 2.2 presents the MCDA method selection and benchmarking problem. Section 3.1.1 contains a description of the TOPSIS method and Section 3.1.2 describes the VIKOR method. A description of the COPRAS method can be found in Section 3.1.3 and a description of the PROMETHEE II method is in Section 3.1.4. Section 3.2 describes the normalization methods, which could be applied to data before executing any MCDA methods. Section 3.3 contains a description of weighting methods, which would be used in article. Section 3.4 describes the correlation coefficients that will be used to compare results. The research experiment and the numerical example are presented in Section 4. Section 5 provides the most relevant results and their discussion. Finally, the conclusions are formulated in Section 6.

2. Literature Review

2.1. MCDA State of the Art

In this section, we introduce the methodological assumptions of MCDA, taking into account the operational point of view and available data aggregation techniques. At the same time, we provide an outline of existing methods and decision-making schools.

2.1.1. MCDA Foundations

Almost in every case, the nature of the decision problem makes it a multi-criteria problem. This means that making a “good” decision requires considering many decision options, where each option should be considered in terms of many factors (criteria) that characterize its acceptability. The values of these factors may limit the number of variants in case their values exceed the assumed framework. They can also serve for grading the admissibility of variants in the situation when each of them is admissible, and the multi-criteria problem consists in choosing subjectively the best of them. For different decision makers, different criteria may have a different relevance, so in no case can a multi-criteria decision be considered as completely objective. Only the ranking of individual variants with given weights of individual criteria is objective here, as this ranking is usually generated using a specific multi-criteria method. Therefore, concerning recommended multi-criteria decisions, the term “optimal” is not used but “most satisfactory decision-maker” [23] which means optimum in the sense of Pareto [2]. In conclusion, it can be concluded that multi-criteria models should take into account elements that can be described as a multi-criteria paradigm: The existence of multiple criteria, the existence of conflicts between criteria, and the complex, subjective, and poorly structured nature of the decision-making problem [61].

The MCDA methods are used to solve decision problems where there are many criteria. The literature provides various models of the decision-making process, e.g., Roy, Guitouni, and Keeney. For example, Guitouni’s model distinguishes five stages: Decision problem structuring, articulating and modeling preferences, preference aggregation, exploitation of aggregation, and obtaining a solution.
recommendation [62]. The essential elements of a multi-criteria decision problem are formed by a triangle (A, C, and E), where A defines a set of alternative decision options, C is a set of criteria, while E represents the criteria performance of the options [62]. Modeling of the decision maker’s preferences can be done in two ways, i.e., directly or indirectly, using the so-called disaggregation procedures [63]. The decision maker’s preferences are expressed using binary relations. When comparing decision options, two fundamental indifference relations \((a_i I a_j)\) and strict preference \((a_i P a_j)\) may occur. Moreover, the set of basic preferential relations may be extended by the relations of a weak preference of one of the variants to another and their incomparability (variants) [64], creating together with the basic relations the so-called outranking relation.

2.1.2. Operational Point of View and Preference Aggregation Techniques

The structured decision problem, for which the modeling of the decision maker’s preferences was carried out, is an input for the multi-criteria preference aggregation procedure (MCDA methods). This procedure should take into account the preferences of the decision-maker, modeled using the weighting of criteria, and preference thresholds. This procedure is responsible for aggregating the performance of the criteria of individual variants to obtain a global result of comparing the variants consistent with one of the multi-criteria issues. The individual aggregation procedures can be divided according to their operational approach. In the literature three main approaches exist [63]:

- The use of a single synthesized criterion: In this approach, the result of the variants’ comparisons is determined for each criterion separately. Then the results are synthesized into a global assessment. The full order of variants is obtained here [65];
- The synthesis of the criteria based on the relation of outranking: Due to the occurrence of incomparability relations, this approach allows for obtaining the partial order of variants [65];
- Aggregation based on decision rules [63]: This approach is based on the rough sets set theory [66]. It uses cases and reference ranking from which decision rules are generated [67].

The difference between the use of a single synthesized criterion and the synthesis based on the relation of exceedance is that in methods using synthesis to one criterion there is a compensation, while methods using the relation of exceedance by many researchers are considered uncompensated [68,69].

Research on multi-criteria decision support has developed two main groups of methods. These groups can be distinguished due to the operational approach used in them. These are the methods of the so-called American school of decision support and the methods of the European school [70,71]. There is also a group of so-called basic methods, most of which are similar in terms of the operational approach to the American school methods. Examples of basic methods are the lexicographic method, the ejection method for the minimum attribute value, the maximum method, or the additive weighting method. Besides, there is a group of methods combining elements of the American and European approaches, as well as methods based on the previously mentioned rule approach.

2.1.3. American School-Based MCDA Methods

The methods of the American school of decision support are based on a functional approach [63], namely, the use of value or usability. These methods usually do not take into account the uncertainty, inaccuracy, and uncertainty that can occur in data or decision-maker preferences [1]. This group of methods is strongly connected with the operational approach using a single synthesized criterion. The basic methods of the American school are MAUT, AHP, ANP, SMART, UTA, MACBETH (Measuring Attractiveness by a Categorical Based Evaluation Technique), or TOPSIS.

In the MAUT method, the most critical assumption is that the preferences of the decision-maker can be expressed using a global usability function, taking into account all the criteria taken into account. The AHP method is the best known and most commonly used functional method. This method allows
one to prioritize the decision-making problem. The ANP method is a generalization of AHP. Instead of prioritizing the decision problem, it allows the building of a network model in which there may be links between criteria and variants and their feedback. In the SMART method, the criteria values of variants are converted to a common internal scale. This is done mathematically by the decision-maker, and the value function is used [72]. In the UTA method, the decision maker’s preferences are extracted from the reference set of variants [73]. The MACBETH method (Measuring Attractiveness by a Categorical Based Evaluation Technique) is based on qualitative evaluations. The individual variants are compared here in a comparison matrix in pairs. The criterion preferences of the variants are aggregated as a weighted average [74,75]. In the TOPSIS (Technique for Order Preference by Similarity to Ideal Solution) method, the decision options considered are compared for the ideal and the anti-ideal solution [76–79].

2.1.4. European School-Based MCDA Methods

The methods of the European School use a relational model. Thus, they use a synthesis of criteria based on the relation of outranking. This relation is characterized by transgression between pairs of decision options. Among the methods of the European School of Decision Support, the groups of ELECTRE and PROMETHEE methods should be mentioned above all [1].

ELECTRE I and ELECTRE Is methods are used to solve the selection problem. In the ELECTRE I method there is a true criterion (there are no indifference and preference thresholds), while in ELECTRE Is, pseudo-criteria have been introduced including thresholds. It should be noted here that indifference and preference thresholds can be expressed directly as fixed quantities for a given criterion or as functions, which would allow distinguishing the relation of weak and strong preferences. The relations of the excess occurring between the variants are presented on the graph and the best variants are those which are not exceeded by any other [80,81]. The ELECTRE II method is similar to the ELECTRE I since no indifference and preference thresholds are defined here as well, i.e., the true criteria are also present here. Furthermore, the calculation algorithm is the same almost throughout the procedure. However, the ELECTRE II method distinguishes weak and strong preference [82]. The ELECTRE III method is one of the most frequently used methods of multi-criteria decision support and it deals with the ranking problem. The ELECTRE IV method is similar to ELECTRE III in terms of using pseudo-criteria. Similarly, the final ranking of variants is also determined here. The ELECTRE IV method determines two orders (ascending and descending) from which the final ranking of variants is generated. However, the ELECTRE IV method does not define the weights of criteria, so all criteria are equal [83]. ELECTRE Tri is the last of the discussed ELECTRE family methods. It deals with the classification problem and uses pseudo-criteria. This method is very similar to ELECTRE III in procedural terms. However, in the ELECTRE Tri method, the decisional variants are compared with so-called variants’ profiles, i.e., “artificial variants” limiting particular quality classes [84].

PROMETHEE methods are used to determine a synthetic ranking of alternatives. Depending on the implementation, they operate on true or pseudo-criteria. The methods of this family combine most of the ELECTRE methods as they allow one to apply one of the six preference functions, reflecting, among others, the true criterion and pseudo-criteria. Moreover, they enrich the ELECTRE methodology at the stage of object ranking. These methods determine the input and output preference flows, based on which we can create a partial ranking in the PROMETHEE I method [85]. In contrast, in the PROMETHEE II method, the net preference flow values for individual variants are calculated based on input and output preference flows. Based on net values, a complete ranking of variants is determined [86,87].

NAIADE (Novel Approach to Imprecise Assessment and Decision Environment) methods are similar to PROMETHEE in terms of calculation because the ranking of variants is determined based on input and output preference flows [88]. However, when comparing the variants, six preferential relations defined based on trapezoidal fuzzy numbers are used (apart from indistinguishability of
variants, weak, and strong preference is distinguished). The methods of this family do not define the weights of criteria [89].

Other examples of methods from the European MCDA field are ORESTE, REGIME, ARGUS, TACTIC, MELCHIOR, or PAMSSEM. The ORESTE method requires the presentation of variant evaluations and a ranking of criteria on an ordinal scale [90]. Then, using the distance function, the total order of variants is determined concerning the subsequent criteria [91]. The REGIME method is based on the analysis of variants’ compatibility. The probability of dominance for each pair of variants being compared is determined and on this basis the order of variants is determined [92]. In the ARGUS method for the representation of preferences on the order scale, qualitative measures are used [93]. The TACTIC method (Treatment of the Alternatives According To the Importance of Criteria) is based on quantitative assessments of alternatives and weights of criteria. Furthermore, it allows the use of true criteria and quasi-criteria, thus using the indistinguishability threshold as well as the veto. Similarly to ELECTRE I, TACTIC and ARGUS methods use preference aggregation based on compliance and non-compliance analysis [94]. In the MELCHIOR method pseudo-criteria are used, the calculation is similar to ELECTRE IV, while in the MELCHIOR method the order relationship between the criteria is established [95]. The PAMSSEM I and II methods are a combination of ELECTRE III, NAIADE, and Promethee and implement the computational procedure used in these methods [95,96].

2.1.5. Mixed and Rule-Based Methods

Many multi-criteria methods combine the approaches of the American and European decision support school. An example is the EVAMIX method [23], which allows taking into account both quantitative and qualitative criteria, using two separate measures of domination [97]. Another mishandled method is the QUALIFLEX method [98], which allows for the use of qualitative evaluations of variants and both quantitative and qualitative criteria weights [99]. PCCA (Pairwise Criterion Comparison Approach) methods can be treated as a separate group of multi-criteria methods. They focus on the comparison of variants concerning different pairs of criteria considered instead of single criteria. The partial results obtained in this way are then aggregated into the evaluation and final ranking [100]. The methods are based on the PCCA approach: MAPPAC, PRAGMA, PACMAN, and IDRA [101].

The last group of methods are methods based strictly on decision rules [102]. These are methods using fuzzy sets theory (COMET: Characteristic Objects Method) [22] and rough sets theory (DRSA: (Dominance-based Rough Set Approach) [103]. In the methods belonging to this group, the decision rules are initially built. Then, based on these rules, variants are compared and evaluated, and a ranking is generated.

The COMET (Characteristic Objects Method) requires giving fuzzy triangular numbers for each criterion [104], determining the degree of belonging of variants to particular linguistic values describing the criteria [105]. Then, from the values of vertices of particular fuzzy numbers, the characteristic variants are generated. These variants are compared in pairs by the decision-maker, and their model ranking is generated. These variants, together with their aggregated ranking values, create a fuzzy rule database [21]. After the decision system of the considered variants is given to the decision system, each of the considered variants activates appropriate rules and its aggregated rating is determined as the sum of the products of the degrees in which the variants activate individual rules [106,107].

The DRSA method (Dominance-based Rough Set Approach) is based on the rough set theory and requires the definition of a decision table taking into account the values of criteria and consequences of previous decisions (in other words, the table contains historical decision options together with their criteria assessments as well as their aggregated global assessments) [108]. The decision defines the relation of exceedance. The final assessment of a variant is determined as the number of variants which, based on the rules, the considered variant exceeds or is not exceeded by. Moreover, the number
of variants that are exceeded or not exceeded by the considered variant is deducted from the assessment [109,110].

2.2. MCDA Methods Selection and Benchmarking Problem

The complexity of the problem of choosing the right multi-criteria method to solve a specific decision problem results in numerous works in the literature where this issue is addressed. These works can be divided according to their approach to method selection. Their authors apply approaches based on benchmarks, multi-criteria analysis, and informal and formal structuring of the problem or decision-making situation. An attempt at a short synthesis of available approaches to the selection of MCDA methods to a decision-making problem is presented below.

The selection of a method based on multi-criteria analysis requires defining criteria against which individual methods will be evaluated. This makes it necessary to determine the structure of the decision problem at least partially [111]. Moreover, it should be noted that treating the MCDA method selection based on the multi-criteria approach causes a looping of the problem, because for this selection problem, the appropriate multi-criteria method should also be chosen [112]. Nevertheless, the multi-criteria approach to MCDA method selection is used in the literature. Examples include works by Gershon [113], Al-Shemmeri et al. [111], and Celik and Deha Er [114].

The informal approach to method selection consists of selecting the method for a given decision problem based on heuristic analysis performed by the analyst/decision-maker [115]. This analysis is usually based on the author’s thoughts and unstructured description of the decision problem and the characteristics of particular methods. The methodological approach is similar to the semi-formal one, with the difference that the characteristics of individual MCDA methods are to some extent formalized here (e.g., table describing the methods). The informal approach was used in Adil et al. [115] and Bagheri Moghaddam et al. [116]. The semi-formal approach has been used in the works of Salinesi and Kornyshov [117], De Montis et al. [118], and Cinelli et al. [119].

In the formal approach to the selection of the MCDA method, the description of individual methods is fully structured (e.g., taxonomy or a table of features of individual MCDA methods) [120,121]. The decision problem and the method of selecting a single or group of MCDA methods from among those considered are formally defined (e.g., based on decision rules [122], artificial neural networks [123], or decision trees [23,124]). These are frameworks, which enable a selection of MCDA method based on the formal description of methods and decision problem. Such an approach is proposed, among others, in works: Hwang and Yoon [125], Moffett and Sarkar [124], Guitouni and Martel [23], Guitouni et al. [62], Wątróbski [120], Wątróbski and Jankowski [122], Celik and Topcu [126], Cicek et al. [127], and Ulengin et al. [123].

The benchmarking approach seems particularly important. It focuses on a comparison of the results obtained by individual methods. The main problem of applying this approach is to find a reference point against which the results of the examined multi-criteria methods would be compared. Some authors take the expert ranking as a point of reference whilst others compare the results to the performance of one selected method or examine the compliance of individual rankings obtained using particular MCDA methods. Examples of benchmark-based approach to selection/comparison of MCDA methods are works: Zanakis et al. [24], Chang et al. [29] Hajkowicz and Higgins [30], and Zak [31].

The publication of Zanakis et al. [29] presents results of benchmarks for eight MCDA methods (Simple Additive Weighting, Multiplicative Exponential Weighting, TOPSIS, ELECTRE, and four AHP variants). In the simulation test scenario, randomly generated decision problems were assumed in which the number of variants was equal: 3, 5, 7, and 9; the number of criteria were: 5, 10, 15, and 20; and the weights of the criteria could be equal, have a uniform distribution in the range <0; 1> with a standard deviation of 1/12, or a beta U-shaped distribution in the range <0; 1> with a standard deviation of 1/24. Moreover, the assessments of alternatives were randomly generated according to a uniform distribution in the range <0; 1>. The number of repetitions was 100 for each
combination of criteria, variants, and weights. Therefore, 4800 decision problems were considered in
the benchmark (4 number of criteria × 4 number of variants × 3 weightings types × 100 repetitions)
and 38,400 solutions were obtained in total (4800 problems × 8 MCDA methods). Within the tests,
the average results of all rankings generated by each method were compared with the average results
of rankings generated by the SAW method, which was the reference point. Comparisons were made
using, among others, Spearman’s rank correlation coefficient for rankings.

Benchmark also examined the phenomenon of ranking reversal after introducing an additional
non-dominant variant to the evaluation. The research on the problem of ranking reversal was carried
out based on similar measures, with the basic ranking generated by a given MCDA method being the
point of reference in this case. The authors of the study stated that the AHP method gives the rankings
closest to the SAW method, while in terms of ranking reversal, the TOPSIS method turned out to be
the best.

Chang et al. [29] took up a slightly different problem. They presented the procedure of selecting a
group fuzzy multi-criteria method generating the most preferred group ranking for a given problem.
The authors defined 18 fuzzy methods, which are combinations of two methods of group rating
averaging (arithmetic and geometric mean), three multi-criteria methods (Simple Additive Weighting,
Weighted Product, and TOPSIS), and three methods of results defuzzification (Center-of-area,
graded mean integration, and metric distance). The best group ranking was selected by comparing each
of the 18 rankings with nine individual rankings of each decision maker created using methods that
are a combination of multi-criteria procedures and defuzzification methods. Spearman’s correlation
was used to compare group and individual rankings.

In the work of Hajkowicz and Higgins [30] rankings were compared using five methods
(Simple Additive Weighting, Range of Value Method, PROMETHEE II, Evamix, and Compromise
programming). To compare the rankings, we used Spearman’s and Kendall’s correlations for full
rankings and a coefficient that directly determines the compliance on the first three positions of each
of the compared rankings. The study considered six decision-making problems, in the field of water
resources management, undertaken in the scientific literature. Nevertheless, it should be noted that this
statement is based on the analysis of features and possibilities offered by individual MCDA methods.
However, it does not result from the conducted benchmark.

Another publication cited in which the benchmark was applied to the work of Zak [31]. The author
considered five multi-criteria methods (ELECTRE, AHP, UTA, MAPPAC, and ORESTE). The study was
based on the examination of the indicated methods concerning three decision-making problems related
to transport, i.e., (I) evaluation of the public transportation system development scenarios, (II) ranking
of maintenance and repair contractors in the public transportation system, and (III) selection of the
means of transport used in the public transportation system. The benchmark uses expert evaluations for
each of the methods in terms of versatility and relevance to the problem, computational performance,
modeling capabilities for decision-makers, reliability, and usefulness of the ranking.

The problem of MCDA methods benchmarking is also addressed in many up-to-date studies.
Thus in the paper [128] using building performance simulation reliability of rankings generated using
AHP, TOPSIS, ELECTRE III, and PROMETHEE II methods was evaluated. In the paper [129] using
Monte Carlo simulation, Weighted Sum, and Weighted Product Methods (WSM/WPM), TOPSIS,
AHP, PROMETHEE I, and ELECTRE I were compared. The next study [130] adopted the same
benchmarking environment as in the study [24]. The authors empirically compare the rankings
produced by multi-MOORA, TOPSIS, and VIKOR methods. In the paper [131] another benchmark of
selected MCDA methods was presented. AHP, Fuzzy AHP, TOPSIS, Fuzzy TOPSIS, and PROMETHEE
I methods were used here. The similarity of rankings was evaluated using Spearman’s rank correlation
coefficient. In the next paper [132], the impact of different uncertainty sources on the rankings of
MCDA problems in the context of food safety was analyzed. In this study, MIMOORA, TOPSIS,
VIKOR, WASPAS, and ELECTRE II were compared. In the last example work [133], using a simulation
environment, the impact of different standardization techniques in the TOPSIS method on the final form
of final rankings was examined. The above literature analysis unambiguously shows the effectiveness of the simulation environment in benchmarking methods from the MCDA family. However, at the same time, it constitutes a justification for the authors of this article for the research methods used.

3. Preliminaries

3.1. MCDA Methods

In this section, we introduced formal foundations of MCDA methods used during the simulation. We selected three methods belonging to the American school (TOPSIS, VIKOR, and COPRAS) and one popular method of the European school called PROMETHEE II.

3.1.1. TOPSIS

The first one is Technique of Order Preference Similarity (TOPSIS). In this approach, we measure the distance of alternatives from the reference elements, which are respectively positive and negative ideal solution. This method was widely presented in [9,134]. The TOPSIS method is a simple MCDA technique used in many practical problems. Thanks to its simplicity of use, it is widely used in solving multi-criteria problems. Below we present its algorithm [9]. We assume that we have a decision matrix with \( m \) alternatives and \( n \) criteria is represented as \( X = (x_{ij})_{m \times n} \).

**Step 1.** Calculate the normalized decision matrix. The normalized values \( r_{ij} \) calculated according to Equation (1) for profit criteria and (2) for cost criteria. We use this normalization method, because [11] shows that it performs better than classical vector normalization. Although, we can also use any other normalization method.

\[
\begin{align*}
r_{ij} & = \frac{x_{ij} - \min_j(x_{ij})}{\max_j(x_{ij}) - \min_j(x_{ij})} \\
r_{ij} & = \frac{\max_j(x_{ij}) - x_{ij}}{\max_j(x_{ij}) - \min_j(x_{ij})}
\end{align*}
\]

**Step 2.** Calculate the weighted normalized decision matrix \( v_{ij} \) according to Equation (3).

\[
v_{ij} = w_i r_{ij}
\]

**Step 3.** Calculate Positive Ideal Solution (PIS) and Negative Ideal Solution (NIS) vectors. PIS is defined as maximum values for each criteria (4) and NIS as minimum values (5). We do not need to split criteria into profit and cost here, because in step 1 we use normalization which turns cost criteria into profit criteria.

\[
\begin{align*}
v_j^+ & = \{v_1^+, v_2^+, \cdots, v_n^+\} = \{\max_j(v_{ij})\} \\
v_j^- & = \{v_1^-, v_2^-, \cdots, v_n^-\} = \{\min_j(v_{ij})\}
\end{align*}
\]

**Step 4.** Calculate distance from PIS and NIS for each alternative. As shown in Equations (6) and (7).

\[
\begin{align*}
D_i^+ & = \sqrt{\sum_{j=1}^{n}(v_{ij} - v_j^+)^2} \\
D_i^- & = \sqrt{\sum_{j=1}^{n}(v_{ij} - v_j^-)^2}
\end{align*}
\]
Step 5. Calculate each alternative’s score according to Equation (8). This value is always between 0 and 1, and the alternatives which have values closer to 1 are better.

\[ C_i = \frac{D_i^-}{D_i^- + D_i^+} \]  

(8)

3.1.2. VIKOR

VIKOR is an acronym in Serbian that stands for VlseKriterijumska Optimizacija I Kompromisno Resenje. The decision maker chooses an alternative that is the closest to the ideal and the solutions are assessed according to all considered criteria. The VIKOR method was originally introduced by Opricovic [135] and the whole algorithm is presented in [134]. These both methods are based on closeness to the ideal objects [136]. However, they differ in their operational approach and how these methods consider the concept of proximity to the ideal solutions.

The VIKOR method, similarly to the TOPSIS method, is based on distance measurements. In this approach a compromise solution is sought. The description of the method will be quoted according to [135,136]. Let us say that we have a decision matrix with \( m \) alternatives and \( n \) criteria is represented as \( X = f_{ij}(A_i)_{m \times n} \). Before actually applying this method, the decision matrix can be normalized with one of the methods described in Section 3.2.

Step 1. Determine the best \( f_i^* \) and the worth \( f_i^- \) values for each criteria functions. Use (9) for profit criteria and (10) for cost criteria.

\[ f_i^* = \max_i f_{ij}, \quad f_i^- = \min_i f_{ij} \]  

(9)

\[ f_i^- = \min_i f_{ij}, \quad f_i^* = \max_i f_{ij} \]  

(10)

Step 2. Calculate the \( S_i \) and \( R_i \) values by Equations (11) and (12).

\[ S_i = \sum_{j=1}^{n} w_j \left( f_j^* - f_{ij} \right) / \left( f_j^* - f_j^- \right) \]  

(11)

\[ R_i = \max_j \left[ w_j \left( f_j^* - f_{ij} \right) / \left( f_j^* - f_j^- \right) \right] \]  

(12)

Step 3. Compute the \( Q_i \) values using Equation (13).

\[ Q_i = v \left( S_i - S^* \right) / \left( S^- - S^* \right) + (1 - v) \left( R_i - R^* \right) / \left( R^- - R^* \right) \]  

(13)

where

\( S^* = \min_i S_i, \quad S^- = \min_i S_i \)

\( R^* = \min_i R_i, \quad R^- = \max_i R_i \)

and \( v \) is introduced as a weigh for the strategy “majority of criteria”. We use \( v = 0.5 \) here.

Step 4. Rank alternatives, sorting by the values \( S, R, \) and \( Q \) in ascending order. Result is three ranking lists.

Step 5. Normally, we should use \( S, R, \) and \( Q \) ranking lists to propose the compromise solution or set of compromise solutions, as shown in [134,136]. However, in this paper would use only the \( Q \) ranking list.

3.1.3. COPRAS

Third used method is a COPRAS (Complex Proportional Assessment), introduced by Zavadskas [137,138]. This approach assumes a direct and proportional relationship of the importance of investigated variants on a system of criteria adequately describing the decision variants and on values and weights of the criteria [139]. This method ranks alternatives based on their relative
importance (weight). Final ranking is creating using the positive and negative ideal solutions [138,140]. Assuming, that we have a decision matrix with \( m \) alternatives and \( n \) criteria is represented as \( X = f_{ij}(A_i)_{m \times n} \), the COPRAS method is defined in five steps:

**Step 1.** Calculate the normalized decision matrix using Equation (14).

\[
r_{ij} = \frac{x_{ij}}{\sum_{i=1}^{m} x_{ij}}
\]  

**Step 2.** Calculate the difficult normalized decision matrix, which represents a multiplication of the normalized decision matrix elements with the appropriate weight coefficients using Equation (15).

\[
v_{ij} = r_{ij} \cdot w_j
\]  

**Step 3.** Determine the sums of difficult normalized values, which was calculated previously. Equation (16) should be used for profit criteria and Equation (17) for cost criteria.

\[
S_{+i} = k \sum_{j=1}^{k} v_{ij}
\]

\[
S_{-i} = \sum_{j=k+1}^{n} v_{ij}
\]

where \( k \) is the number of attributes that must be maximized. The rest of attributes from \( k + 1 \) to \( n \) prefer lower values. The \( S_{+i} \) and \( S_{-i} \) values show the level of the goal achievement for alternatives. A higher value of \( S_{+i} \) means that this alternative is better and the lower value of \( S_{-i} \) also points to better alternative.

**Step 4.** Calculate the relative significance of alternatives using Equation (18).

\[
Q_i = S_{+i} + \frac{S_{-i}}{S_{-i}} \left( \frac{S_{-i}}{S_{min}} \right)
\]

**Step 5.** Final ranking is performed according \( U_i \) values (19).

\[
U_i = \frac{Q_i}{Q_{max}} \cdot 100\%
\]

where \( Q_{max} \) stands for the maximum value of the utility function. Better alternatives have a higher \( U_i \) value, e.g., the best alternative would have \( U_i = 100 \).

3.1.4. PROMETHEE II

The Preference Ranking Organization Method for Enrichment of Evaluations (PROMETHEE) is a family of MCDA methods developed by Brans [18,141]. It is similar to other methods input data, but it optionally requires to choose preference function and some other variables. In this article we use PROMETHEE II method, because the output of this method has a full ranking of the alternatives. It is the approach where a complete ranking of the actions is based on the multi-criteria net flow. It includes preferences and indifferences (preorder) [142]. According to [134,141], PROMETHEE II is designed to solve the following multicriteria problems:

\[
\max \{ g_1(a), g_2(a), \ldots, g_n(a) | a \in A \}
\]  

where \( A \) is a finite set of alternatives and \( g_i(\cdot) \) is a set of evaluation criteria either to be maximized or minimized. In other words, \( g_i(a_j) \) is a value of criteria \( i \) for alternative \( a_j \). With these values and weights we can define evaluation table (see Table 1).
### Table 1. Evaluation table.

|    | \( g_1(·) \) | \( g_2(·) \) | \cdots | \( g_n(·) \) |
|----|--------------|--------------|--------|--------------|
| \( w_1 \) | \( w_2 \) | \cdots | \( w_m \) |
| \( a_1 \) | \( g_1(a_1) \) | \( g_2(a_1) \) | \cdots | \( g_n(a_1) \) |
| \( a_2 \) | \( g_1(a_2) \) | \( g_2(a_2) \) | \cdots | \( g_n(a_2) \) |
| \( \vdots \) | \( \vdots \) | \vdots | \vdots | \( \vdots \) |
| \( a_m \) | \( g_1(a_m) \) | \( g_2(a_m) \) | \cdots | \( g_n(a_m) \) |

**Step 1.** After defining the problem as described above, calculate the preference function values. It is defined as (21) for profit criteria.

\[
P(a, b) = F[d(a, b)], \quad \forall a, b \in A
\]  

(21)

where \( d(a, b) \) is the difference between two actions (pairwise comparison):

\[
d(a, b) = g(a) - g(b)
\]  

(22)

and the value of the preference function \( P \) is always between 0 and 1 and it is calculating for each criterion. The Table 2 presents possible preference functions.

This preference functions and variables such as \( p \) and \( q \) allows one to customize the PROMETHEE model. For our experiment these variables are calculated according to Equations (23) and (24):

\[
q = \bar{D} - k \cdot \sigma_D
\]  

(23)

\[
p = \bar{D} + k \cdot \sigma_D,
\]  

(24)

where \( D \) is a positive value of the \( d \) values (22) for each criterion and \( k \) is a modifier. In our experiments \( k \in \{0.25, 0.5, 1.0\} \).

**Step 2.** Calculate the aggregated preference indices (25).

\[
\left\{ \begin{array}{l}
\pi(a, b) = \sum_{j=1}^n P_j(a, b)w_j \\
\pi(b, a) = \sum_{j=1}^n P_j(b, a)w_j
\end{array} \right.
\]  

(25)

where \( a \) and \( b \) are alternatives and \( \pi(a, b) \) shows how much alternative \( a \) is preferred to \( b \) over all of the criteria. There are some properties (26) which must be true for all alternatives set \( A \).

\[
\left\{ \begin{array}{l}
\pi(a, a) = 0 \\
0 \leq \pi(a, b) \leq 1 \\
0 \leq \pi(b, a) \leq 1 \\
0 \leq \pi(a, b) + \pi(b, a) \leq 1
\end{array} \right.
\]  

(26)

**Step 3.** Next, calculate positive (27) and negative (28) outranking flows.

\[
\phi^+(a) = \frac{1}{m-1} \sum_{x \in A} \pi(a, x)
\]  

(27)

\[
\phi^-(a) = \frac{1}{m-1} \sum_{x \in A} \pi(x, a)
\]  

(28)

**Step 4.** In this article we will use only PROMETHEE II, which results in a complete ranking of alternatives. Ranking is based on the net flow \( \Phi \) (29).

\[
\Phi(a) = \Phi^+(a) - \Phi^-(a)
\]  

(29)
Larger value of $\Phi(a)$ means better alternative.

Table 2. PROMETHEE (Preference Ranking Organization Method for Enrichment of Evaluations) preference functions.

| Generalized Criterion | Definition | Parameters to Fix |
|-----------------------|------------|-------------------|
| Usual Criterion       | $P(d) = \begin{cases} 
0 & d \leq 0 \\
1 & d > 0 
\end{cases}$ | - |
| U-shape Criterion     | $P(d) = \begin{cases} 
0 & d \leq q \\
1 & d > q 
\end{cases}$ | $q$ |
| V-shape Criterion     | $P(d) = \begin{cases} 
0 & d \leq 0 \\
\frac{d}{p} & 0 < d \leq p \\
1 & d > p 
\end{cases}$ | $p$ |
| Level Criterion       | $P(d) = \begin{cases} 
0 & d \leq q \\
\frac{q}{p} & q < d \leq p \\
1 & d > p 
\end{cases}$ | $p, q$ |
| V-shape with indifference Criterion | $P(d) = \begin{cases} 
0 & d \leq q \\
\frac{d}{p-q} & q < d \leq p \\
1 & d > p 
\end{cases}$ | $p, q$ |

3.2. Normalization Methods

In the literature, there is no clear assignment to which decision-makers’ methods of data normalization are used. This situation poses a problem, as it is necessary to consider the influence of a particular normalization on the result. The most common normalization methods in MCDA methods can be divided into two groups [143], i.e., methods designed to profit (30), (32), (34) and (36) and cost criteria (31), (33), (35), and (37).
The minimum-maximum method: In this approach, the greatest and the least values in the considered set are used. The formulas are described as follows (30) and (31):

\[ r_{ij} = \frac{x_{ij} - \min_j(x_{ij})}{\max_j(x_{ij}) - \min_j(x_{ij})} \quad (30) \]

\[ r_{ij} = \frac{\max_j(x_{ij}) - x_{ij}}{\max_j(x_{ij}) - \min_j(x_{ij})} \quad (31) \]

The maximum method: In this technique, only the greatest value in the considered set is used. The formulas are described as follows (32) and (33):

\[ r_{ij} = \frac{x_{ij}}{\max_j(x_{ij})} \quad (32) \]

\[ r_{ij} = 1 - \frac{x_{ij}}{\max_j(x_{ij})} \quad (33) \]

The sum method: In this method, the sum of all values in the considered set is used. The formulas are described as follows (34) and (35):

\[ r_{ij} = \frac{x_{ij}}{\sum_{i=1}^{m} x_{ij}} \quad (34) \]

\[ r_{ij} = \frac{1}{\sum_{i=1}^{m} \frac{1}{x_{ij}}} \quad (35) \]

The vector method: In this method, the square root of the sum of all values. The formulas are described as follows (36) and (37):

\[ r_{ij} = \frac{x_{ij}}{\sqrt{\sum_{i=1}^{m} x_{ij}^2}} \quad (36) \]

\[ r_{ij} = 1 - \frac{x_{ij}}{\sqrt{\sum_{i=1}^{m} x_{ij}^2}} \quad (37) \]

3.3. Weighting Methods

In this section, we present three popular methods related to objective criteria weighting. These are the most popular methods currently found in the literature. In the future, this set should be extended to other methods.

3.3.1. Equal Weights

The first and least effective weighted method is the equal weight method. All criteria’s weights are equal and calculated by Equation (38), where \( n \) is the number of criteria.

\[ w_j = \frac{1}{n} \quad (38) \]

3.3.2. Entropy Method

According to [33], the entropy method is based on a measure of uncertainty in the information. It is calculated using Equations (39)–(41) below:

\[ p_{ij} = \frac{x_{ij}}{\sum_{i=1}^{m} x_{ij}} \quad i = 1, \ldots, m; j = 1, \ldots, n \quad (39) \]

\[ E_j = -\frac{\sum_{i=1}^{m} p_{ij} \ln(p_{ij})}{\ln(m)} \quad j = 1, \ldots, n \quad (40) \]
\[ w_j = \frac{1 - E_j}{\sum_{i=1}^{n} (1 - E_i)} \quad j = 1, \ldots, n \]  

(41)

### 3.3.3. Standard Deviation Method

This method is similar to entropy at some point and assigns small weights to an attribute which has similar values across alternatives. The SD method is defined with Equations (42) and (43), where \( w_j \) is the weight of criteria and \( \sigma_j \) is the standard deviation [33].

\[ \sigma_j = \sqrt{\frac{\sum_{i=1}^{m} (x_{ij} - \bar{x}_j)^2}{m}} \quad j = 1, \ldots, n \]  

(42)

\[ w_j = \frac{\sigma_j}{\sum_{j=1}^{n} \sigma_j} \quad j = 1, \ldots, n \]  

(43)

### 3.4. Correlation Coefficients

Correlation coefficients make it possible to compare obtained results and determine how similar they are. In this paper we compare ranking lists obtained by several MCDA methods using Spearman rank correlation coefficient (44), weighted Spearman correlation coefficient (46), and rank similarity coefficient (47).

#### 3.4.1. Spearman’s Rank Correlation Coefficient

Rank values \( r_X \) and \( r_Y \) are defined as (44). However, if we are dealing with rankings where the values of preferences are unique and do not repeat themselves, each variant has a different position in the ranking, the formula (45) can be used.

\[ r_s = \frac{\text{cov}(r_X, r_Y)}{\sigma_{r_X} \sigma_{r_Y}} \]  

(44)

\[ r_s = 1 - \frac{6 \cdot \sum_{i=1}^{N} (r_X - r_Y)^2}{N(N^2 - 1)} \]  

(45)

#### 3.4.2. Weighted Spearman’s Rank Correlation Coefficient

For a sample of size \( N \), rank values \( x_i \) and \( y_i \) are defined as (46). In this approach, the positions at the top of both rankings are more important. The weight of significance is calculated for each comparison. It is the element that determines the main difference to the Spearman’s rank correlation coefficient, which examines whether the differences appeared and not where they appeared.

\[ r_w = 1 - \frac{6 \sum_{i=1}^{N} (x_i - y_i)^2 ((N - x_i + 1) + (N - y_i + 1))}{N^4 + N^3 - N^2 - N} \]  

(46)

#### 3.4.3. Rank Similarity Coefficient

For a sample of size \( N \), the rank values \( x_i \) and \( y_i \) is defined as (47) [144]. It is an asymmetric measure. The weight of a given comparison is determined based on the significance of the position in the first ranking, which is used as a reference ranking during the calculation.

\[ WS = 1 - \sum_{i=1}^{N} 2^{-x_i} \frac{|x_i - y_i|}{\max(|x_i - 1|, |x_i - N|)} \]  

(47)
4. Study Case and Numerical Examples

The main goal of the experiments is to test if the MCDA method or weight calculation method has an impact on the final ranking and how significant this impact is. For this purpose, we applied four commonly used classical MCDA methods, which are listed in Section 3.1. In the case of TOPSIS and VIKOR methods, we would use different normalization methods, and for the PROMETHEE method, we use various preference function and use different $p$ and $q$ values. The primary way to analyze the results obtained from numerical experiments is to use selected correlation coefficients, described in Section 3.4.

Algorithm 1 presents the simplified pseudo-code of the experiment, where we process matrices with different number of criteria and alternatives. The number of criteria changed from 2 to 5 and the number of the alternatives belongs to the set \{3, 5, 10, 50, 100\}. For each of the 20 combinations, the number of alternatives and criteria was generated after 1000 random decision matrices. They contain attribute values for all analyzed alternatives for all analyzed criteria. The preference values of the drawn alternatives are not known, but three different vectors of criteria weights are derived from this data. Rankings are then calculated using these different methods with different settings. This way, we obtain research material in the form of rankings calculated using different approaches. Analyzing the results using similarity coefficients, we try to determine the similarity of the obtained results. For each matrix we perform the following steps:

**Step 1.** Calculate 3 vectors of weights, using equations described in Section 3.3;

**Step 2.** Split criteria into profit and cost criteria: Assuming we have $n$ criteria, first $\lceil n/2 \rceil$ are considered to be profit criteria and the rest ones are considered to be cost;

**Step 3.** Compute 3 rankings using MCDA methods listed in Section 3.1 and three different weighting vectors.

The further part of this section presents two examples that are intended to explain our simulation study better. The sample data and how it is handled in the following section will be reviewed. Due to the vast number of generated results, some figures have been placed in the Appendix A for clarity.

4.1. Decision Matrices

We have chosen two random matrices with three criteria and five alternatives to show how exactly these matrices are processed during the experiment. These matrices were chosen to demonstrate how
many different or similar the rankings obtained with different MCDA methods in particular cases could be. Tables 3 and A1 contain chosen matrices and their weights which was calculated with three different methods described in Section 3.3. In the following sections, the example from Table 3 will be discussed separately for clarity. The results for the second example (Table A1) will be shown in the Appendix B.

Table 3. The first numerical example of a decision matrix with three different criteria weighting vectors.

| A  | C1   | C2   | C3   |
|----|------|------|------|
| A1 | 0.619| 0.449| 0.447|
| A2 | 0.862| 0.466| 0.006|
| A3 | 0.458| 0.698| 0.771|
| A4 | 0.777| 0.631| 0.491|
| A5 | 0.567| 0.992| 0.968|

w_{equal} 0.333 0.333 0.333
w_{entropy} 0.075 0.134 0.791
w_{std} 0.217 0.294 0.488

4.2. TOPSIS

Processing a matrix with the TOPSIS method, using four different normalization methods and three different weighting methods gives us 12 rankings. Table 4 presents all rankings for the analyzed example showed in Table 4, and rankings for the second example are shown in Table A2. The orders in both cases are not identical and we can observe that the impact of different parameters varies for almost every case in the first example (Table 3). It depends mainly on the applied normalization method and selected weight vector. However, we need to determine exactly the similarity of considered rankings. Therefore, we use coefficients similarity, which are presented in heat maps in Figures 2 and 3. The results for the second numerical example is presented in Figures A1 and A2. These figures show exactly how different these rankings are using the \( r_w \) and \( WS \) coefficients described in Section 3.4. Each figure shows three heat maps corresponding to three weighting methods.

Table 4. TOPSIS (Technique for Order Preference by Similarity to Ideal Solution) rankings for matrix 1:
(a) Equal weights, (b) entropy method, and (c) std method.

| Minmax | Max | Sum | Vector |
|--------|-----|-----|--------|
| (a)    | (b) | (c) | (a)    | (b) | (c) | (a)    | (b) | (c) |
| A1     | 4   | 2   | 3     | 3    | 2   | 3     | 5    | 5   | 5   | 3   | 2   | 2   |
| A2     | 1   | 1   | 1     | 1    | 1   | 1     | 1    | 1   | 1   | 1   | 1   | 1   |
| A3     | 5   | 4   | 5     | 5    | 4   | 5     | 4    | 4   | 5   | 5   | 4   | 5   |
| A4     | 2   | 3   | 2     | 2    | 3   | 2     | 3    | 3   | 3   | 2   | 3   | 3   |
| A5     | 3   | 5   | 4     | 4    | 5   | 4     | 2    | 2   | 2   | 4   | 5   | 4   |

Figures 2 and 3 presents \( r_w \) and \( WS \) correlations between rankings obtained using different normalization methods with TOPSIS method. The most significant difference is obtained for the ranking calculated using the entropy method and sum-based normalization. Only a single discrepancy appears for the alternatives \( A_1 \) and \( A_5 \) while comparing this ranking with the rest of the rankings. There is a change in the ranking on positions 2 and 5. These figures also show that the \( WS \) coefficient is asymmetrical as opposed to \( r_w \). Therefore both coefficients will also be used in further analyses.
Next, Figures A1 and A2 show $r_w$ and WS correlations for the second matrix. Rankings obtained using different normalization methods with TOPSIS are far more correlated than for the first matrix. The entropy methods weights gave as equal rankings and the ranking for the minmax normalization method is slightly different for equal weights and standard deviation weighting method.

### 4.3. VIKOR

Next, we calculate rankings for both matrices using the VIKOR method in combination with four different normalization methods and three weighting methods. Besides, we also use VIKOR without normalization (represented by “none” in the tables and on the figures). Rankings are shown in Tables 5 and A3. These rankings have more differences between themselves than the rankings obtained using TOPSIS method with different normalization methods.

#### Table 5. VIKOR (Vlsekriterijumska Optimizacija I Kompromisno Resenje) rankings for matrix 1: (a) Equal weights, (b) entropy method, and (c) std method.

|        | None | Minmax | Max | Sum | Vector |
|--------|------|--------|-----|-----|--------|
|        | (a)  | (b)    | (c) | (a) | (b)    | (c) |
| $A_1$  | 5    | 4      | 4   | 2   | 3      | 2   | 3 |
| $A_2$  | 4    | 3      | 5   | 2   | 1      | 2   | 1 |
| $A_3$  | 2    | 2      | 5   | 4   | 4      | 4   | 4 |
| $A_4$  | 3    | 3      | 1   | 2   | 3      | 3   | 2 |
| $A_5$  | 1    | 1      | 3   | 5   | 5      | 5   | 5 |

Figures 4 and 5 with $r_w$ and WS correlation coefficients show us that in this case the entropy weighting method performed worse than the other two weighting methods. In addition, it is noticeable how small size of the correlation between VIKOR without normalization. For the entropy weighting method, the $r_w$ value is $-1.0$ which means that rankings obtained with VIKOR without normalization are reversed to VIKOR with any other normalization methods.

The rankings calculated for the second matrix are more correlated between themselves, which is presented on heat maps Figures A2 and A3. Similarly to TOPSIS, the entropy weighted method gives perfectly correlated rankings and the other two weighting method gives us fewer correlated rankings. Moreover, it is noticeable that the ranking obtained using VIKOR without normalization is less correlated to VIKOR with normalization methods.
Figure 4. \( r_w \) correlations heat map for VIKOR with different normalization methods (matrix 1).

Figure 5. WS correlations heat map for VIKOR with different normalization methods (matrix 1).

4.4. PROMETHEE II

For exemplary purposes, we use the PROMETHEE II method with five different preference functions, and the \( q \) and \( p \) values for them are calculated as follows:

\[
q = \bar{D} - (0.25 \cdot \sigma_D), \tag{48}
\]

\[
p = \bar{D} - (0.25 \cdot \sigma_D), \tag{49}
\]

where \( D \) stands for positive values of the differences (see Section 3.1.4 for a more detailed explanation). As previously mentioned, Tables 6 and A4 contains rankings obtained using different preference functions and different weighting methods.

Table 6. PROMETHEE II rankings for matrix 1: (a) Equal weights, (b) entropy method, and (c) std method.

|       | Usual | U-Shape | V-Shape | Level | V-Shape 2 |
|-------|-------|---------|---------|-------|-----------|
|       | (a)   | (b)     | (c)     | (a)   | (b)       | (c)     | (a)   | (b) | (c) | (a)   | (b)       | (c)     |
| \( A_1 \) | 4     | 3       | 5       | 3     | 5         | 4       | 3     | 2   | 3   | 4     | 2         | 3       |
| \( A_2 \) | 1     | 1       | 1       | 1     | 1         | 1       | 1     | 1   | 1   | 1     | 1         | 1       |
| \( A_3 \) | 5     | 4       | 5       | 4     | 4         | 3       | 5     | 4   | 5   | 5     | 4         | 5       |
| \( A_4 \) | 2     | 3       | 2       | 2     | 2         | 2       | 2     | 3   | 2   | 2     | 3         | 2       |
| \( A_5 \) | 3     | 5       | 4       | 3     | 5         | 4       | 3     | 5   | 4   | 3     | 5         | 4       |

According to Figures 6 and 7, entropy weighting methods give slightly less correlated rankings than the two other methods. It is noticeable that for equal weights and for std-based method ranking obtained using U-shape preference function was not the same as for other rankings.

Figure 6. \( r_w \) correlations heat map for PROMETHEE II with different preference functions (matrix 1).
Figure 7. WS correlations heat map for PROMETHEE II with different preference functions (matrix 1).

For the second matrix, rankings obtained with the usual preference function and equal weights is quite different than other rankings which is shown in Figures A5 and A6. For the entropy weighting method, we could see that the rankings obtained with the usual preference function and the v-shape 2 preference function are equal, but applying other preference functions gave us slightly different rankings. In the case of the standard weighting methods, preference functions usual, level, and v-shape 2 have equal rankings, but, as previously mentioned, they are different from the rankings obtained by other preference functions.

4.5. Different Methods

In this part, we show how different rankings could be obtained by different methods. We compare rankings obtained by TOPSIS with minmax-based normalization, VIKOR without normalization, PROMETHEE II with the usual preference function, and COPRAS. Obtained rankings for first and second matrices are shown in Tables 7 and A5 accordingly.

Table 7. Rankings obtained with different Multi-Criteria Decision-Analysis (MCDA) methods for matrix 1: (a) Equal weights, (b) entropy method, and (c) std method.

| TOPSIS | VIKOR | PROM. II | COPRAS |
|--------|-------|----------|--------|
| (a)    | (b)   | (c)      | (a)    | (b)   | (c)   | (a)    | (b)   | (c)   |
| A1     | 4     | 2        | 3      | 5     | 4     | 4      | 4      | 2     | 3     | 5     | 5     |
| A2     | 1     | 1        | 1      | 4     | 5     | 5      | 1      | 1     | 1     | 1     |
| A3     | 5     | 4        | 5      | 3     | 2      | 2      | 5      | 4     | 5     | 4     | 4     |
| A4     | 2     | 3        | 2      | 2     | 3      | 3      | 2      | 3     | 2     | 3     |
| A5     | 3     | 5        | 4      | 1     | 1      | 1      | 3      | 5     | 4     | 2     | 2     |

Correlation heat maps are shown in Figures 8 and 9. The differences between rankings in the case of the first example are the smallest. It can be seen that the ranking obtained using VIKOR and entropy weighting method is reversed to rankings obtained using TOPSIS minmax and PROMETHEE II methods. It also poorly correlated with the ranking obtained with the COPRAS method. This is also noticeable that for other two weighting methods, with the VIKOR ranking being much less correlated with other rankings.

Figure 8. \( r_{ws} \) correlations heat map for PROMETHEE II with different preference functions (matrix 1).
The second matrix situation is opposite. As shown in Figures A7 and A8, rankings obtained using entropy methods are equal. For other two weighting methods we notice that rankings obtained by VIKOR are less correlated with other rankings.

4.6. Summary

Based on the results of the two numerical examples presented in Sections 4.1–4.5, it can be seen that the selection of the MCDA method is important for the results in the final ranking. Both numerical examples were presented to show positive and negative cases. In both samples, it can be seen that once a given method is selected, the weighing method and the normalization used in this method play a key role. The impact of parameters in the decision-making process in the discussed examples was different. Therefore, simulations should be performed in order to examine the typical similarity between the received rankings concerning a different number of alternatives. In Section 4.5, comparisons are made between methods using the most common configuration, where each of the analyzed scenarios has a huge impact on the final ranking. Therefore, simulation studies will be conducted to show the similarity of the rankings examined in the next section.

5. Results and Discussion

5.1. TOPSIS

In this section, we compare TOPSIS between different normalization methods. Figures 10–12 contain results of simulations. Each dot represents the correlation between two rankings for certain random matrix. The color of the dot shows which weighting method it is. For TOPSIS we compare rankings with three correlation coefficients described in Section 3.4, but other methods would be compared only using the $r_w$ and WS correlation coefficients because the Spearman correlation has some limitations. At first, we could not use the $r_s$ correlation for rankings where standard deviations are 0. It is frequent occurrences for the VIKOR method for decision matrices with a small number of alternatives. The second reason is that the cardinality of the Spearman correlation coefficient values set is strictly less than the cardinality of possible values sets of other two correlation coefficients. It is perfectly seen in Figure 10 for five alternative.

Figure 11 shows the $r_w$ correlation between rankings obtained using the TOPSIS method with different normalization methods. We have some reversed rankings for matrices with three alternatives but with a greater number of alternatives, rankings become increasingly similar. It is noticeable that for a big number of alternatives, such as 50 or 100, rankings obtained using minmax vs. max normalization, minmax vs. vector normalization, and max vs. vector normalization methods are almost perfectly correlated. It is clearly seen in Table A6, which contains mean values of this correlations. The table gives details of the average correlation values for the number of alternatives (3, 5, 10, 50, or 100) and the number of criteria (2, 3, 4, and 5). Overall, the value of $r_w$ reaches the lowest values for five criteria and three alternatives. The closest results are obtained for the max and minmax normalizations, but when not applying an equal distribution of criteria weights. Then, in the worst case, we get the value of the coefficient 0.897, where for the method of equal distribution of weights we get the result 0.735. Other pairs of normalizations reach, in the worst case, the $r_w$ correlation of 0.571. It is also visible that
rankings obtained using the sum normalization method are less correlated to rankings obtained with other normalization methods. Herein we can conclude that sum normalization is performing poorly with TOPSIS compared to other normalization methods.

On Figure 12, we see similar results to \( r_w \). Rankings obtained using sum normalization are less correlated with other rankings. It is noticeable that according to the WS similarity coefficient, there are more poorly correlated rankings for the sum vs. vector normalization methods case than for \( r_w \) correlation. A problem of interpretation may be that both coefficients have a different domain. Nevertheless, this is the only case where the number of alternatives is increasing and there is no improvement in the similarity of the rankings obtained. The detailed data in Table A7 also confirm this. It may also come as a big surprise that the choice of the weighting method is not so important. Relatively similar results are obtained regardless of the method used.

![Figure 10. Comparison of the \( r_s \) similarity coefficient for the TOPSIS method with different normalization methods.](image)

In general, it follows that with a small number of alternatives that do not exceed 10 decision-making options, the rankings may vary considerably depending on the normalization chosen. Thus, this shows that a problem as important as the choice of the method of weighting is the choice of the method used to normalize the input data. For larger groups of alternatives, the differences are also significant, although a smaller difference can be expected. The analysis of the data in Tables A6 and A7 shows that the increase in the complexity of the problem, understood as an increase in the number of criteria, practically always results in the decrease in similarity between the results obtained as a result of different normalizations applied.
5.2. VIKOR

As mentioned previously, we would use only $r_w$ and WS correlation coefficients for the following comparisons. Figure 13 shows correlation between rankings obtained using VIKOR with different
normalization and without normalization. It is clearly seen that VIKOR without normalization is poorly correlated to VIKOR when normalization is applied. In Table A8, we could see that mean values of the correlation values for VIKOR without normalization with cases where normalization was applied is around 0. It is also noticeable that VIKOR with minmax, max, and vector normalization gives very similar rankings.

This is similar to the TOPSIS method, where sum normalization has less similar rankings than other methods. Interestingly, correlations of rankings in the case of VIKOR without normalization vs. VIKOR with any normalization have a mean around zero, but rankings obtained with equal weight have less variance. In this case, less variability may be of concern, as it means that it is not possible to get rankings that are compatible. In addition to the three exceptions mentioned earlier, it should be noted that the choice of normalization has a significantly stronger impact on the similarity of rankings than in the TOPSIS method.

We can observe a similar situation on Figure 14, where WS similar coefficient values are presented. It confirms the results obtained using $r_w$ correlation coefficient: Rankings obtained using VIKOR without normalization is less correlated with rankings obtained using VIKOR with normalization than other rankings correlated between themselves. It is also noticeable that in the sum vs. vector normalization methods case, the WS similarity coefficient values are also visibly smaller, as it was for TOPSIS. Therefore, we can conclude that rankings obtained using the sum and vector normalization method usually should be quite different.

![Figure 13. Comparison of the $r_w$ similarity coefficient for the VIKOR method with different normalization methods.](image)

![Figure 14. Comparison of the WS similarity coefficient for the VIKOR method with different normalization methods.](image)
A detailed analysis of the results of mean values of $r_W$ (Table A8) and mean $WS$ (Table A9) show that the mean significance of similarities is significantly lower than in the TOPSIS method. Besides, the dependence of the change in the values of both coefficients in the tables is more random and more challenging to predict. Nevertheless, it means that the final result of the ranking is significant whether or not we apply the method with or without normalization, and which normalization we apply. Again, the influence of the selection of the method of criteria weighting was not as significant as one might expect. Generally, the proof is shown here that standardization can have a considerable impact on the final result.

5.3. PROMETHEE II

For PROMETHEE II, the normalization of the decision matrix does not apply. That is why this section will analyze receiving the rankings with different values of parameters $p$, $q$, and preference function. Figure 15 shows the results of the $r_w$ factor for the U-shape preference function concerning different techniques of criteria weighting. The values $p$ and $q$ are calculated automatically and we only scale them. The differences between the individual rankings are very similar. If we analyze up to 10 alternatives, using any scaling value, we get significantly different results. As the number of alternatives increases, the spread of possible correlation values decreases. However, when analyzing the values contained in Tables A10 and A11 we see that the average values indicate a much smaller impact than in the case of the selection of standardization methods in the two previous MCDA methods.

![Figure 15. Comparison of the $r_w$ similarity coefficient for the PROMETHEE II method with U-shape preference function and different $k$ values.](image)

For comparison, we present Figure 16 where another preference function is shown but also for the $r_w$ ratio. It turns out that by choosing the V-shape preference function instead of the U-shape we get more of a similarity of results. Again, it turns out that the methods of weighting do not have such a significant impact on the similarity results obtained.

An important observation is that despite the lack of possibilities to normalize input data, there are still differences depending on the selected parameters and functions of preferences. The other two preference functions for the $r_w$ ratio are shown in Figures A9 and A10. The results also indicate a similar level of similarity between the rankings. The $WS$ coefficient for the corresponding cases is shown in Figures A11–A14. Both coefficients indicate the same nature of the influence of the applied parameters on the similarity of rankings. To sum up, in all the discussed cases, we see significant differences between the rankings obtained. Thus, not only normalization but other parameters are important for the results obtained and it is always necessary to make an in-depth analysis by selecting a specific method and assumptions, i.e., such as normalization, etc.
5.4. Comparison of the MCDA Methods

Figure 17 shows how much correlated rankings obtained by four different methods could be: TOPSIS with minmax normalization, VIKOR without normalization, PROMETHEE II with usual preference function, and COPRAS. We can see that VIKOR has quite different rankings in comparison to other methods.

Table A12 shows that the mean values of the correlation between VIKOR rankings and other methods’ rankings are around zero. It is also noticeable that for cases VIKOR vs. other method correlation for rankings obtained using equal weights has a smaller variance in comparison to the other two weighting methods. Next, we could see that mostly correlated rankings could be obtained with TOPSIS minmax and PROMETHEE II usual methods. The comparisons between TOPSIS minmax vs. COPRAS and PROMETHEE II usual vs. COPRAS look quite similar and this methods’ rankings are less correlated between themselves than TOPSIS minmax and PROMETHEE II usual methods’ rankings.
The general situation is quite similar for WS correlation coefficient, as it shows Figure 18. The rankings obtained by VIKOR are far less correlated to rankings obtained using the other three methods than these rankings between themselves. Similarly to $r_{wv}, WS$ points that rankings obtained using TOPSIS minmax and PROMETHEE II usual methods have a strong correlation between themselves. Rankings obtained by TOPSIS minmax, COPRAS, and PROMETHEE II with the usual preference function are slightly less correlated. However, correlations between them are stronger than in the case of VIKOR vs. other methods.

5.5. Dependence of Ranking Similarity Coefficients on the Distance between Weight Vectors

The last section is devoted to a short presentation of distance distributions between weight vectors and similarity coefficients. All these distributions are asymmetric and will be briefly discussed for each of the four methods used. Thus, Figure 19 shows the relations between $rw$ coefficient and TOPSIS method. The smallest difference in the distance between the vectors of weights is between the equal weights and those obtained by the std method. These values refer to all simulations that have been performed and cannot be generalized to the whole space. In Figure A15, there is a distribution for the WS coefficient, which confirms that there is a moderate relation between the distance of weight vectors and the similarity coefficient of obtained rankings.

![Figure 18. Comparison of the WS similarity coefficient for the different MCDA methods.](image-url)
In Figure 20, the results of the VIKOR method are presented. The distribution of similarity coefficient $r_w$ is very similar to the distribution obtained for the TOPSIS method. Distance distributions between vectors of respective methods are the same for all presented graphs. Figure A16 shows the relationships for the VIKOR method and WS coefficient.

Using the PROMETHEE II method (usual), we can observe changes in the relation which is presented in Figures 21 and A17. This means that the use of different weights in the presented simulation was less important in the PROMETHEE II method than in the TOPSIS or VIKOR method. The distance between the scale vectors was the least important in the COPRAS method, the results of which are presented in Figures 22 and A18.

These results are important preliminary research on whether the weights and their differences always have an important influence on the compliance of the obtained rankings. TOPSIS and VIKOR have the highest sensitivity in the presented experiment, and COPRAS has the lowest sensitivity.
Figure 21. Relationship between the euclidean distance of weights and $r_w$ similarity coefficient for rankings obtained by the PROMETHEE II (usual) method with different weighting methods, where (left) equal/entropy, (center) equal/std, and (right) std/entropy.

Figure 22. Relationship between the euclidean distance of weights and $r_w$ similarity coefficient for rankings obtained by the COPRAS method with different weighting methods, where (left) equal/entropy, (center) equal/std, and (right) std/entropy.

6. Conclusions

The results of the conducted research indicate that when choosing the MCDA method, not only the method itself but also the method of normalization and other parameters should be carefully selected. Almost every combination of the method and its parameters may bring us different results. In our study, we have checked how much influence these decisions can have on the ranking of the decision problem. As it turns out, it may weigh not only the correct identification of the best alternative but also the whole ranking.

For the TOPSIS method, rankings obtained using minmax, max, and vector normalization method could be quite similar, especially for the big number of alternatives. In this case, equal weights performed worse than entropy or standard deviation method. Furthermore, with these normalization methods, correlation of rankings had a smaller variance when the entropy weighting method was used. For VIKOR, rankings obtained using any normalization methods could be even reversed in comparison to rankings obtained using VIKOR without normalization. Thus, although it was not necessary to apply normalization when using VIKOR, applying one could be noticeable to improve rankings and the overall performance of the method. Equal weights performed better with VIKOR. The PROMETHEE II method, despite the lack of use of normalization, returned quite different results depending on the set of parameters used and it clearly showed that the choice of the method and its configuration for the decision-making problem was important and should be the subject of further benchmarking.

In four different method comparison, rankings obtained using VIKOR without normalization were very different from rankings obtained by other methods. Some equal rankings for the small number of alternatives was achieved. However, for a greater number of alternatives, correlations between
VIKOR’s rankings and other methods rankings had oscillated around zero, which means that there was no correlation between these rankings. Most similar rankings were obtained using TOPSIS minmax and PROMETHEE II usual methods. In this case, equal weighting methods performed slightly better. This proves that it is worthwhile to research in order to develop reliable and generalized benchmarks.

The direction of future work should be focused on the development of an algorithm for estimation of accuracy for multi-criteria decision analysis method and estimating the accuracy of selected multi-criteria decision-making methods. However, special attention should be paid to the family of fuzzy set-based MCDA methods and group decision making methods as well. Another challenge is to create a method that, based on the results of the benchmarks, will be able to recommend a proper solution.
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The following abbreviations are used in this manuscript:

- TOPSIS  Technique for Order of Preference by Similarity to Ideal Solution
- VIKOR  VlseKriterijumska Optimizacija I Kompromisno Resenje (Serbian)
- COPRAS  Complex Proportional Assessment
- PROMETHEE  Preference Ranking Organization Method for Enrichment of Evaluation
- MCDA  Multi Criteria Decision Analysis
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- PIS  Positive Ideal Solution
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![Figure A1. WS correlations heat map for TOPSIS with different normalization methods (matrix 2).](image-url)
Figure A2. WS correlations heat map for TOPSIS with different normalization methods (matrix 2).

Figure A3. \( r_w \) correlations heat map for VIKOR with different normalization methods (matrix 2).

Figure A4. WS correlations heat map for VIKOR with different normalization methods (matrix 2).

Figure A5. \( r_w \) correlations heat map for PROMETHEE II with different preference functions (matrix 2).

Figure A6. WS correlations heat map for PROMETHEE II with different preference functions (matrix 2).
Figure A7. $r_w$ correlations heat map for PROMETHEE II with different preference functions (matrix 2).

Figure A8. WS correlations heat map for PROMETHEE II with different preference functions (matrix 2).

Figure A9. Comparison of the $r_w$ similarity coefficient for the PROMETHEE II method with level preference function and different $k$ values.

Figure A10. Comparison of the $r_w$ similarity coefficient for the PROMETHEE II method with V-shape 2 preference function and different $k$ values.
Figure A11. Comparison of the WS similarity coefficient for the PROMETHEE II method with U-shape preference function and different $k$ values.

Figure A12. Comparison of the WS similarity coefficient for the PROMETHEE II method with V-shape preference function and different $k$ values.

Figure A13. Comparison of the WS similarity coefficient for the PROMETHEE II method with level preference function and different $k$ values.
Figure A14. Comparison of the WS similarity coefficient for the PROMETHEE II method with V-shape 2 preference function and different $k$ values.

Figure A15. Relationship between the euclidean distance of weights and WS similarity coefficient for rankings obtained by the TOPSIS method with different weighting methods, where (left) equal/entropy, (center) equal/std, and (right) std/entropy.

Figure A16. Relationship between the euclidean distance of weights and WS similarity coefficient for rankings obtained by the VIKOR method with different weighting methods, where (left) equal/entropy, (center) equal/std, and (right) std/entropy.
Figure A17. Relationship between the euclidean distance of weights and WS similarity coefficient for rankings obtained by the PROMETHEE II (usual) method with different weighting methods, where (left) equal/entropy, (center) equal/std, and (right) std/entropy.

Figure A18. Relationship between the euclidean distance of weights and WS similarity coefficient for rankings obtained by the COPRAS method with different weighting methods, where (left) equal/entropy, (center) equal/std, and (right) std/entropy.

Appendix B. Tables

Table A1. The second example decision matrix with three different criteria weighting vectors.

|       | C1   | C2   | C3   |
|-------|------|------|------|
| A1    | 0.947| 0.957| 0.275|
| A2    | 0.018| 0.631| 0.581|
| A3    | 0.565| 0.295| 0.701|
| A4    | 0.423| 0.602| 0.509|
| A5    | 0.664| 0.637| 0.786|

Table A2. TOPSIS rankings for matrix 2: (a) Equal weights, (b) entropy method, and (c) std method.

|       | Minmax | Max | Sum | Vector |
|-------|--------|-----|-----|--------|
|       | (a)    | (b) | (c) | (a)    | (b)    | (c)    |
| A1    | 1      | 1   | 1   | 1      | 1      | 1      |
| A2    | 4      | 5   | 5   | 5      | 5      | 5      | 5      | 5      | 5      |
| A3    | 5      | 3   | 4   | 4      | 3      | 3      | 4      | 3      | 3      |
| A4    | 2      | 4   | 3   | 3      | 4      | 4      | 3      | 4      | 4      |
| A5    | 3      | 2   | 2   | 2      | 2      | 2      | 2      | 2      | 2      |
Table A3. VIKOR rankings for matrix 2: (a) Equal weights, (b) entropy method, and (c) std method.

|       | None (a) | Minmax (b) | Max (c) | Sum (a) | Vector (a) |
|-------|----------|------------|---------|---------|------------|
| A1    | 1        | 1          | 1       | 1       | 1          |
| A2    | 5        | 5          | 5       | 5       | 5          |
| A3    | 4        | 3          | 4       | 5       | 3          |
| A4    | 2        | 4          | 3       | 2       | 4          |
| A5    | 1        | 2          | 1       | 3       | 2          |

Table A4. PROMETHEE II rankings for matrix 2: (a) Equal weights, (b) entropy method, and (c) std method.

|       | Usual (a) | U-Shape (b) | V-Shape (c) | Level (a) | V-Shape 2 (a) |
|-------|-----------|-------------|-------------|-----------|---------------|
| A1    | 1         | 1           | 1           | 1         | 1             |
| A2    | 4         | 5           | 5           | 5         | 5             |
| A3    | 5         | 3           | 4           | 5         | 4             |
| A4    | 3         | 4           | 3           | 2         | 3             |
| A5    | 2         | 2           | 2           | 3         | 2             |

Table A5. Rankings obtained with different MCDA methods for matrix 2: (a) Equal weights, (b) entropy method, and (c) std method.

|       | TOPSIS (a) | VIKOR (b) | PROM. II (c) | COPRAS (a) |
|-------|------------|-----------|---------------|------------|
| A1    | 1          | 1         | 1             | 1          |
| A2    | 4          | 5         | 5             | 5          |
| A3    | 5          | 3         | 4             | 5          |
| A4    | 2          | 4         | 3             | 3          |
| A5    | 3          | 2         | 2             | 2          |
### Table A6. Mean values of the $r_w$ correlation coefficient for the TOPSIS method with different normalization methods: (a) Minmax/max, (b) minmax/sum, (c) minmax/vector, (d) max/sum, (e) max/vector, and (f) sum/vector.

| Norm Weighting Method | 2 Criteria | 3 Criteria | 4 Criteria | 5 Criteria |
|-----------------------|------------|------------|------------|------------|
|                       | Alternatives | Alternatives | Alternatives | Alternatives |
| (a) equal             | 0.828 0.923 0.977 0.999 1.000 0.755 0.897 0.966 0.999 | 1.000 0.744 0.887 0.966 0.998 1.000 0.735 0.871 0.964 0.998 1.000 | 0.979 0.986 0.991 0.999 1.000 0.973 0.980 0.989 0.999 | 1.000 0.977 0.974 0.989 0.999 1.000 0.973 0.973 0.988 0.999 1.000 |
|                        | entropy    | 0.916 0.960 0.985 0.999 1.000 0.913 0.949 0.977 0.999 | 1.000 0.904 0.938 0.976 0.998 1.000 0.897 0.933 0.974 0.998 1.000 | 0.740 0.808 0.821 0.815 0.807 0.651 0.754 0.805 0.825 | 0.821 0.596 0.679 0.714 0.733 0.735 0.571 0.658 0.702 0.742 0.748 |
|                        | std        | 0.836 0.844 0.832 0.813 0.805 0.823 0.815 0.819 0.824 | 0.820 0.783 0.735 0.727 0.732 0.734 0.762 0.722 0.720 0.741 0.747 | 0.803 0.900 0.957 0.994 0.997 0.703 0.856 0.934 0.991 | 0.996 0.696 0.839 0.929 0.989 0.995 0.701 0.818 0.922 0.989 0.995 |
| (b) entropy            | 0.972 0.977 0.984 0.996 0.998 0.961 0.969 0.976 0.993 | 0.997 0.963 0.959 0.973 0.992 0.996 0.960 0.958 0.967 0.991 | 0.996 | 0.889 0.938 0.989 0.995 |
|                        | std        | 0.899 0.942 0.970 0.994 0.997 0.890 0.921 0.951 0.991 | 0.996 0.875 0.903 0.947 0.990 0.996 0.874 0.893 0.938 0.989 0.995 | 0.870 0.849 0.827 0.813 0.808 0.842 0.829 0.821 0.824 | 0.821 0.785 0.747 0.732 0.732 0.733 0.782 0.741 0.723 0.741 0.747 |
| (c) entropy            | 0.925 0.895 0.850 0.810 0.802 0.913 0.882 0.847 0.824 | 0.824 0.819 0.883 0.802 0.756 0.729 0.732 0.873 0.802 0.769 0.740 0.744 | 0.895 0.864 0.833 0.811 0.804 0.880 0.850 0.827 0.822 0.819 0.833 | 0.763 0.734 0.731 0.733 0.839 0.763 0.731 0.739 0.746 |
|                        | std        | 0.895 0.864 0.833 0.811 0.804 0.880 0.850 0.827 0.822 0.819 0.833 | 0.763 0.734 0.731 0.733 0.839 0.763 0.731 0.739 0.746 | 0.966 0.971 0.980 0.995 0.998 0.926 0.950 0.965 0.992 0.917 | 0.941 0.960 0.991 0.996 0.923 0.934 0.956 0.900 0.995 |
| (d) entropy            | 0.986 0.986 0.989 0.996 0.998 0.976 0.980 0.983 0.994 | 0.997 0.974 0.972 0.977 0.993 0.996 0.970 0.964 0.972 0.992 0.996 | 0.975 0.979 0.983 0.995 0.998 0.970 0.963 0.971 0.992 0.996 0.954 | 0.952 0.966 0.991 0.996 0.947 0.943 0.960 0.990 0.996 |
|                        | std        | 0.868 0.850 0.829 0.812 0.806 0.861 0.846 0.833 0.826 0.822 0.788 | 0.750 0.729 0.732 0.733 0.795 0.751 0.731 0.742 0.748 | 0.922 0.897 0.849 0.808 0.801 0.925 0.890 0.852 0.824 0.819 0.886 | 0.803 0.755 0.727 0.730 0.874 0.808 0.771 0.740 0.744 |
| (e) entropy            | 0.899 0.870 0.835 0.811 0.804 0.888 0.859 0.837 0.825 | 0.821 0.830 0.767 0.734 0.731 0.733 0.848 0.764 0.736 0.741 0.747 | 0.899 0.870 0.835 0.811 0.804 0.888 0.859 0.837 0.825 0.830 0.767 0.734 0.731 0.733 0.848 0.764 0.736 0.741 0.747 |
Table A7. Mean values of the WS correlation coefficient for the TOPSIS method with different normalization methods: (a) Minmax/max, (b) minmax/sum, (c) minmax/vector, (d) max/sum, (e) max/vector, and (f) sum/vector.

| Norm Weighting Method | 2 Criteria Alternatives | 3 Criteria Alternatives | 4 Criteria Alternatives | 5 Criteria Alternatives |
|-----------------------|-------------------------|-------------------------|-------------------------|-------------------------|
|                       | 3 5 10 50 100           | 3 5 10 50 100           | 3 5 10 50 100           | 3 5 10 50 100           |
| (a) equal             | 0.864 0.931 0.980 0.999 | 0.837 0.910 0.967 0.999 | 1.000 0.826 0.900 0.966 | 0.999 1.000 0.821 0.866 | 0.962 0.998 1.000 |
| entropy               | 0.983 0.986 0.988 0.999 | 0.978 0.979 0.987 0.999 | 1.000 0.982 0.973 0.985 | 0.999 1.000 0.979 0.972 | 0.984 0.999 1.000 |
| std                   | 0.939 0.961 0.985 0.999 | 1.000 0.934 0.946 0.974 | 0.999 1.000 0.925 0.940 | 0.974 0.999 1.000 0.921 | 0.936 0.971 0.999 1.000 |
| (b) equal             | 0.812 0.842 0.865 0.926 | 0.944 0.774 0.813 0.857 | 0.915 0.932 0.748 0.776 | 0.810 0.868 0.885 0.740 | 0.767 0.809 0.869 0.886 |
| entropy               | 0.936 0.908 0.889 0.927 | 0.945 0.928 0.898 0.887 | 0.917 0.932 0.908 0.843 | 0.836 0.873 0.887 0.897 | 0.841 0.838 0.873 0.889 |
| std                   | 0.889 0.871 0.874 0.926 | 0.944 0.878 0.852 0.865 | 0.916 0.932 0.852 0.805 | 0.816 0.869 0.886 0.840 | 0.801 0.815 0.870 0.886 |
| (c) equal             | 0.847 0.912 0.964 0.998 | 0.999 0.805 0.881 0.945 | 0.996 0.999 0.800 0.868 | 0.939 0.995 0.998 0.803 | 0.932 0.993 0.998 0.988 |
| entropy               | 0.977 0.976 0.981 0.998 | 0.999 0.969 0.969 0.975 | 0.996 0.999 0.970 0.957 | 0.970 0.995 0.998 0.968 | 0.957 0.965 0.995 0.998 |
| std                   | 0.927 0.946 0.972 0.998 | 0.999 0.919 0.923 0.955 | 0.996 0.999 0.906 0.910 | 0.949 0.995 0.998 0.909 | 0.905 0.944 0.994 0.998 |
| (d) equal             | 0.909 0.871 0.868 0.925 | 0.944 0.889 0.865 0.865 | 0.915 0.932 0.853 0.809 | 0.818 0.867 0.885 0.852 | 0.812 0.816 0.869 0.886 |
| entropy               | 0.943 0.909 0.891 0.927 | 0.945 0.936 0.902 0.890 | 0.917 0.932 0.913 0.847 | 0.839 0.873 0.887 0.906 | 0.844 0.840 0.873 0.889 |
| std                   | 0.924 0.884 0.875 0.926 | 0.944 0.914 0.878 0.871 | 0.916 0.932 0.883 0.823 | 0.821 0.868 0.886 0.890 | 0.824 0.821 0.896 0.886 |
| (e) equal             | 0.972 0.969 0.980 0.998 | 0.999 0.945 0.951 0.967 | 0.997 0.999 0.939 0.943 | 0.960 0.995 0.998 0.943 | 0.937 0.956 0.994 0.998 |
| entropy               | 0.989 0.984 0.987 0.998 | 0.999 0.983 0.979 0.981 | 0.997 0.999 0.979 0.969 | 0.976 0.996 0.998 0.978 | 0.963 0.971 0.995 0.998 |
| std                   | 0.980 0.978 0.983 0.998 | 0.999 0.983 0.971 0.996 | 0.999 0.999 0.964 0.950 | 0.963 0.996 0.999 0.960 | 0.945 0.960 0.994 0.998 |
| (f) equal             | 0.906 0.870 0.848 0.825 | 0.821 0.897 0.866 0.839 | 0.791 0.773 0.857 0.800 | 0.774 0.745 0.734 0.852 | 0.801 0.770 0.730 0.724 |
| entropy               | 0.942 0.909 0.872 0.821 | 0.816 0.942 0.904 0.865 | 0.781 0.769 0.913 0.841 | 0.802 0.740 0.731 0.905 | 0.843 0.802 0.725 0.721 |
| std                   | 0.926 0.885 0.854 0.823 | 0.821 0.917 0.879 0.846 | 0.788 0.774 0.881 0.817 | 0.782 0.744 0.733 0.891 | 0.813 0.774 0.730 0.722 |
Table A8. Mean values of the $r_w$ correlation coefficient for the VIKOR method with different normalization methods, (a) none/minmax, (b) none/max, (c) none/sum, (d) none/vector, (e) minmax/max, (f) minmax/sum, (g) minmax/vector, (h) max/sum, (i) max/vector, and (j) sum/vector.

| Norm Weighting Method | 2 Criteria Alternatives | 3 Criteria Alternatives | 4 Criteria Alternatives | 5 Criteria Alternatives |
|-----------------------|--------------------------|--------------------------|--------------------------|--------------------------|
|                       | 3 | 5 | 10 | 50 | 100 | 3 | 5 | 10 | 50 | 100 | 3 | 5 | 10 | 50 | 100 | 3 | 5 | 10 | 50 | 100 |
| (a) equal | 0.083 | -0.003 | -0.029 | -0.028 | -0.030 | 0.237 | 0.317 | 0.313 | 0.344 | 0.338 | 0.043 | 0.058 | 0.066 | 0.067 | 0.069 | 0.162 | 0.223 | 0.238 | 0.255 | 0.255 |
| entropy | 0.010 | -0.030 | -0.036 | -0.016 | -0.026 | 0.310 | 0.345 | 0.336 | 0.361 | 0.330 | 0.031 | 0.006 | 0.037 | 0.053 | 0.066 | 0.211 | 0.192 | 0.260 | 0.236 | 0.233 |
| std | 0.022 | -0.033 | -0.040 | -0.027 | -0.032 | 0.270 | 0.329 | 0.304 | 0.345 | 0.329 | 0.038 | 0.014 | 0.033 | 0.057 | 0.065 | 0.199 | 0.175 | 0.226 | 0.237 | 0.246 |
| (b) equal | 0.083 | -0.003 | -0.029 | -0.028 | -0.030 | 0.237 | 0.317 | 0.313 | 0.344 | 0.338 | 0.043 | 0.058 | 0.066 | 0.067 | 0.069 | 0.162 | 0.223 | 0.238 | 0.255 | 0.255 |
| entropy | 0.010 | -0.030 | -0.036 | -0.016 | -0.026 | 0.310 | 0.345 | 0.336 | 0.361 | 0.330 | 0.031 | 0.006 | 0.037 | 0.053 | 0.066 | 0.211 | 0.192 | 0.260 | 0.236 | 0.233 |
| std | 0.022 | -0.033 | -0.040 | -0.027 | -0.032 | 0.270 | 0.329 | 0.304 | 0.345 | 0.329 | 0.038 | 0.014 | 0.033 | 0.057 | 0.065 | 0.199 | 0.175 | 0.226 | 0.237 | 0.246 |
| (c) equal | 0.088 | -0.033 | -0.020 | 0.222 | 0.358 | 0.250 | 0.265 | 0.231 | 0.377 | 0.468 | 0.055 | 0.018 | -0.029 | 0.121 | 0.235 | 0.159 | 0.210 | 0.129 | 0.237 | 0.335 |
| entropy | 0.022 | 0.003 | 0.046 | 0.277 | 0.386 | 0.315 | 0.356 | 0.370 | 0.499 | 0.532 | 0.026 | -0.006 | 0.048 | 0.173 | 0.248 | 0.194 | 0.181 | 0.240 | 0.305 | 0.356 |
| std | 0.017 | -0.014 | 0.014 | 0.242 | 0.367 | 0.266 | 0.305 | 0.290 | 0.426 | 0.487 | -0.002 | -0.044 | -0.025 | 0.094 | 0.186 | 0.164 | 0.108 | 0.141 | 0.220 | 0.290 |
| (d) equal | 0.083 | -0.003 | -0.029 | -0.028 | -0.030 | 0.237 | 0.317 | 0.313 | 0.344 | 0.338 | 0.043 | 0.058 | 0.066 | 0.067 | 0.069 | 0.162 | 0.223 | 0.238 | 0.255 | 0.255 |
| entropy | 0.010 | -0.030 | -0.036 | -0.016 | -0.026 | 0.310 | 0.345 | 0.336 | 0.361 | 0.330 | 0.031 | 0.006 | 0.037 | 0.053 | 0.066 | 0.211 | 0.192 | 0.260 | 0.236 | 0.233 |
| std | 0.022 | -0.033 | -0.040 | -0.027 | -0.032 | 0.270 | 0.329 | 0.304 | 0.345 | 0.329 | 0.038 | 0.014 | 0.033 | 0.057 | 0.065 | 0.199 | 0.175 | 0.226 | 0.237 | 0.246 |
| (e) equal | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| entropy | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| std | 0.950 | 0.889 | 0.851 | 0.791 | 0.760 | 0.964 | 0.915 | 0.865 | 0.826 | 0.812 | 0.925 | 0.903 | 0.843 | 0.793 | 0.778 | 0.925 | 0.918 | 0.852 | 0.805 | 0.795 |
| (f) equal | 0.938 | 0.901 | 0.865 | 0.795 | 0.759 | 0.937 | 0.909 | 0.884 | 0.846 | 0.821 | 0.892 | 0.846 | 0.813 | 0.767 | 0.748 | 0.909 | 0.857 | 0.849 | 0.793 | 0.772 |
| entropy | 0.917 | 0.880 | 0.847 | 0.791 | 0.758 | 0.922 | 0.901 | 0.867 | 0.833 | 0.814 | 0.873 | 0.839 | 0.806 | 0.765 | 0.749 | 0.896 | 0.849 | 0.836 | 0.784 | 0.769 |
Table A8. Cont.

| Norm Weighting Method | 2 Criteria Alternatives | 3 Criteria Alternatives | 4 Criteria Alternatives | 5 Criteria Alternatives |
|-----------------------|-------------------------|-------------------------|-------------------------|-------------------------|
|                       | 3 | 5 | 10 | 50 | 100 | 3 | 5 | 10 | 50 | 100 | 3 | 5 | 10 | 50 | 100 | 3 | 5 | 10 | 50 | 100 |
| (g) equal             | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| entropy               | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| std                   | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| (h) equal             | 0.950 | 0.889 | 0.851 | 0.791 | 0.760 | 0.964 | 0.915 | 0.865 | 0.826 | 0.812 | 0.925 | 0.903 | 0.843 | 0.793 | 0.778 | 0.925 | 0.918 | 0.852 | 0.805 | 0.795 |
| entropy               | 0.938 | 0.901 | 0.865 | 0.795 | 0.759 | 0.937 | 0.909 | 0.884 | 0.846 | 0.821 | 0.892 | 0.846 | 0.813 | 0.767 | 0.748 | 0.909 | 0.857 | 0.849 | 0.793 | 0.772 |
| std                   | 0.917 | 0.880 | 0.847 | 0.791 | 0.758 | 0.922 | 0.901 | 0.867 | 0.833 | 0.814 | 0.873 | 0.839 | 0.806 | 0.765 | 0.749 | 0.896 | 0.849 | 0.836 | 0.784 | 0.769 |
| (i) equal             | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| entropy               | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| std                   | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| (j) equal             | 0.950 | 0.889 | 0.851 | 0.791 | 0.760 | 0.964 | 0.915 | 0.865 | 0.826 | 0.812 | 0.925 | 0.903 | 0.843 | 0.793 | 0.778 | 0.925 | 0.918 | 0.852 | 0.805 | 0.795 |
| entropy               | 0.938 | 0.901 | 0.865 | 0.795 | 0.759 | 0.937 | 0.909 | 0.884 | 0.846 | 0.821 | 0.892 | 0.846 | 0.813 | 0.767 | 0.748 | 0.909 | 0.857 | 0.849 | 0.793 | 0.772 |
| std                   | 0.917 | 0.880 | 0.847 | 0.791 | 0.758 | 0.922 | 0.901 | 0.867 | 0.833 | 0.814 | 0.873 | 0.839 | 0.806 | 0.765 | 0.749 | 0.896 | 0.849 | 0.836 | 0.784 | 0.769 |
Table A9. Mean values of the WS correlation coefficient for the VIKOR method with different normalization methods, (a) none/minmax, (b) none/max, (c) none/sum, (d) none/vector, (e) minmax/max, (f) minmax/sum, (g) minmax/vector, (h) max/sum, (i) max/vector, and (j) sum/vector.

| Norm Weighting Method | 2 Criteria Alternatives | 3 Criteria Alternatives | 4 Criteria Alternatives | 5 Criteria Alternatives |
|-----------------------|-------------------------|-------------------------|-------------------------|-------------------------|
|                       | 3  5  10  50  100       | 3  5  10  50  100       | 3  5  10  50  100       | 3  5  10  50  100       |
| (a) equal             | 0.458 0.487 0.475 0.369 0.340 0.570 0.596 0.621 0.601 0.567 0.537 | 0.521 0.533 0.468 0.441 0.570 0.582 0.610 0.592 0.575 |
| entropy               | 0.599 0.526 0.489 0.392 0.355 0.686 0.662 0.643 0.613 0.570 0.570 | 0.528 0.519 0.457 0.435 0.623 0.590 0.613 0.570 0.554 |
| std                   | 0.549 0.493 0.474 0.374 0.343 0.622 0.624 0.621 0.605 0.567 0.540 | 0.511 0.520 0.463 0.441 0.593 0.571 0.599 0.584 0.571 |
| (b) equal             | 0.458 0.487 0.475 0.369 0.340 0.570 0.596 0.621 0.601 0.567 0.537 | 0.521 0.533 0.468 0.441 0.570 0.582 0.610 0.592 0.575 |
| entropy               | 0.599 0.526 0.489 0.392 0.355 0.686 0.662 0.643 0.613 0.570 0.570 | 0.528 0.519 0.457 0.435 0.623 0.590 0.613 0.570 0.554 |
| std                   | 0.549 0.493 0.474 0.374 0.343 0.622 0.624 0.621 0.605 0.567 0.540 | 0.511 0.520 0.463 0.441 0.593 0.571 0.599 0.584 0.571 |
| (c) entropy           | 0.607 0.560 0.593 0.763 0.836 0.691 0.686 0.712 0.844 0.891 0.580 | 0.550 0.580 0.710 0.780 0.628 0.614 0.650 0.761 0.818 |
| std                   | 0.558 0.531 0.580 0.754 0.832 0.627 0.639 0.675 0.828 0.883 0.533 | 0.515 0.549 0.675 0.755 0.588 0.564 0.606 0.726 0.789 |
| (d) equal             | 0.458 0.487 0.475 0.369 0.340 0.570 0.596 0.621 0.601 0.567 0.537 | 0.521 0.533 0.468 0.441 0.570 0.582 0.610 0.592 0.575 |
| entropy               | 0.599 0.526 0.489 0.392 0.355 0.686 0.662 0.643 0.613 0.570 0.570 | 0.528 0.519 0.457 0.435 0.623 0.590 0.613 0.570 0.554 |
| std                   | 0.549 0.493 0.474 0.374 0.343 0.622 0.624 0.621 0.605 0.567 0.540 | 0.511 0.520 0.463 0.441 0.593 0.571 0.599 0.584 0.571 |
| (e) equal             | 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 | 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 |
| entropy               | 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 | 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 |
| std                   | 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 | 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 |
| (f) equal             | 0.959 0.897 0.890 0.946 0.962 0.970 0.916 0.884 0.937 0.957 0.942 | 0.909 0.874 0.931 0.952 0.944 0.923 0.876 0.923 0.949 |
| entropy               | 0.950 0.914 0.903 0.948 0.963 0.951 0.924 0.909 0.945 0.960 0.917 | 0.875 0.868 0.911 0.930 0.929 0.882 0.883 0.915 0.933 |
| std                   | 0.933 0.896 0.889 0.946 0.962 0.944 0.909 0.890 0.940 0.958 0.907 | 0.863 0.858 0.914 0.935 0.926 0.871 0.867 0.912 0.933 |
Table A9. Cont.

| Norm | Weighting Method | 2 Criteria Alternatives | 3 Criteria Alternatives | 4 Criteria Alternatives | 5 Criteria Alternatives |
|------|------------------|-------------------------|-------------------------|-------------------------|-------------------------|
|      |                  | 3 | 5 | 10 | 50 | 100 | 3 | 5 | 10 | 50 | 100 | 3 | 5 | 10 | 50 | 100 | 3 | 5 | 10 | 50 | 100 |
| (g)  | equal            | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
|      | entropy          | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
|      | std              | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| (h)  | equal            | 0.959 | 0.897 | 0.946 | 0.962 | 0.970 | 0.916 | 0.884 | 0.937 | 0.957 | 0.942 | 0.909 | 0.874 | 0.931 | 0.952 | 0.944 | 0.923 | 0.876 | 0.923 | 0.949 |
|      | entropy          | 0.950 | 0.914 | 0.903 | 0.948 | 0.963 | 0.951 | 0.924 | 0.909 | 0.945 | 0.960 | 0.917 | 0.875 | 0.868 | 0.911 | 0.930 | 0.929 | 0.882 | 0.883 | 0.915 | 0.933 |
|      | std              | 0.933 | 0.896 | 0.889 | 0.946 | 0.962 | 0.944 | 0.909 | 0.890 | 0.940 | 0.958 | 0.907 | 0.863 | 0.858 | 0.914 | 0.935 | 0.926 | 0.871 | 0.867 | 0.912 | 0.933 |
| (i)  | equal            | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
|      | entropy          | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
|      | std              | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 | 1.000 |
| (j)  | equal            | 0.954 | 0.897 | 0.874 | 0.874 | 0.876 | 0.971 | 0.878 | 0.870 | 0.869 | 0.943 | 0.910 | 0.869 | 0.873 | 0.876 | 0.945 | 0.922 | 0.873 | 0.865 | 0.869 |
|      | entropy          | 0.950 | 0.913 | 0.889 | 0.885 | 0.884 | 0.950 | 0.922 | 0.900 | 0.892 | 0.885 | 0.919 | 0.872 | 0.858 | 0.856 | 0.853 | 0.930 | 0.881 | 0.873 | 0.866 | 0.866 |
|      | std              | 0.934 | 0.894 | 0.872 | 0.877 | 0.878 | 0.944 | 0.908 | 0.882 | 0.879 | 0.875 | 0.906 | 0.863 | 0.849 | 0.862 | 0.865 | 0.928 | 0.869 | 0.865 | 0.866 | 0.865 |
Table A10. Mean values of the WS correlation coefficient for the PROMETHEE II method with different \( k \) value and different preference functions: (a) U-shape; (b) V-shape (c) Level; and (d) V-shape2.

| Type | \( k \) | Weighting Method | 2 Criteria Alternatives | 3 Criteria Alternatives | 4 Criteria Alternatives | 5 Criteria Alternatives |
|------|--------|------------------|-------------------------|-------------------------|-------------------------|-------------------------|
|      |        | equal            | 3 5 10 50 100           | 3 5 10 50 100           | 3 5 10 50 100           | 3 5 10 50 100           |
|      | 0.25/0.5 |                 | 0.967 0.930 0.959 0.992 0.996 | 0.951 0.929 0.956 0.994 0.997 | 0.952 0.929 0.957 0.994 0.997 | 0.952 0.929 0.957 0.994 0.997 |
|      |        | entropy          | 0.971 0.955 0.992 0.996 | 0.965 0.932 0.958 0.993 | 0.997 0.958 0.954 0.993 | 0.997 0.968 0.927 0.956 0.993 |
|      |        | std              | 0.967 0.933 0.957 0.992 | 0.956 0.928 0.954 0.993 | 0.997 0.952 0.919 0.956 0.993 | 0.997 0.957 0.924 0.958 0.993 |
|      | 0.5/1  | equal            | 0.946 0.885 0.938 0.990 | 0.995 0.934 0.875 0.928 | 0.989 0.995 0.931 0.874 | 0.928 0.988 0.995 0.931 | 0.860 0.925 0.988 0.994 |
|      |        | entropy          | 0.969 0.898 0.931 0.989 | 0.995 0.945 0.877 0.927 | 0.988 0.995 0.948 | 0.874 0.924 0.988 | 0.994 0.952 0.873 0.924 0.988 |
|      |        | std              | 0.951 0.887 0.934 0.990 | 0.995 0.932 0.870 0.926 | 0.989 0.995 0.929 | 0.865 0.925 0.988 | 0.994 0.931 0.862 0.926 0.988 |
|      | 0.25/1 | equal            | 0.958 0.906 0.946 0.991 | 0.995 0.950 0.897 0.941 | 0.991 0.996 0.944 | 0.900 0.940 0.990 | 0.994 0.888 0.939 0.990 0.995 |
|      |        | entropy          | 0.973 0.915 0.943 0.991 | 0.995 0.952 0.902 0.941 | 0.990 0.996 0.956 | 0.899 0.935 0.990 | 0.995 0.961 0.894 0.939 0.990 0.995 |
|      |        | std              | 0.964 0.906 0.945 0.991 | 0.995 0.944 0.892 0.941 | 0.991 0.996 0.949 | 0.889 0.937 0.990 | 0.996 0.946 0.889 0.939 0.991 0.995 |
|      | 0.25/0.5 | equal            | 1.000 0.991 0.994 0.999 | 1.000 0.997 0.992 0.995 | 0.999 1.000 0.997 | 0.992 0.994 0.999 | 1.000 0.994 0.991 0.994 0.999 1.000 |
|      |        | entropy          | 0.996 0.993 0.995 0.999 | 1.000 0.997 0.992 0.995 | 0.999 1.000 0.997 | 0.992 0.994 0.999 | 1.000 0.994 0.991 0.994 0.999 1.000 |
|      |        | std              | 0.995 0.991 0.995 0.999 | 1.000 0.996 0.991 0.994 | 0.999 1.000 0.994 | 0.990 0.994 0.999 | 1.000 0.995 0.990 0.994 0.999 1.000 |
|      | 0.25/1 | equal            | 1.000 0.980 0.989 0.998 | 0.999 0.995 0.980 0.984 | 0.998 0.999 0.992 | 0.980 0.985 0.998 | 0.999 0.987 0.977 0.986 0.998 0.999 |
|      |        | entropy          | 0.992 0.985 0.989 0.998 | 0.999 0.996 0.982 0.988 | 0.998 0.999 0.990 | 0.982 0.986 0.998 | 0.999 0.986 0.980 0.986 0.998 0.999 |
|      |        | std              | 0.995 0.982 0.989 0.998 | 0.999 0.984 0.982 0.987 | 0.998 0.999 0.990 | 0.980 0.986 0.998 | 0.999 0.985 0.978 0.986 0.998 0.999 |
|      | 0.5/1  | equal            | 1.000 0.987 0.993 0.999 | 0.999 0.993 0.988 0.989 | 0.998 0.999 0.991 | 0.985 0.990 0.998 | 0.999 0.987 0.986 0.990 0.999 0.999 |
|      |        | entropy          | 0.992 0.989 0.992 0.999 | 0.999 0.986 0.992 0.999 | 0.999 0.991 0.987 | 0.991 0.999 0.999 | 0.987 0.986 0.990 0.990 0.999 0.999 |
|      |        | std              | 0.994 0.986 0.993 0.999 | 1.000 0.986 0.997 0.992 | 0.999 0.988 0.990 | 0.990 0.999 0.993 0.983 0.985 0.990 0.998 0.999 |
| Type    | k       | Weighting Method | 2 Criteria Alternatives | 3 Criteria Alternatives | 4 Criteria Alternatives | 5 Criteria Alternatives |
|---------|---------|------------------|-------------------------|-------------------------|-------------------------|-------------------------|
|         |         |                  | 3 | 5 | 10 | 50 | 100 | 3 | 5 | 10 | 50 | 100 | 3 | 5 | 10 | 50 | 100 | 3 | 5 | 10 | 50 | 100 |
|         |         | equal            | 0.936 | 0.930 | 0.967 | 0.994 | 0.997 | 0.930 | 0.935 | 0.964 | 0.995 | 0.998 | 0.940 | 0.935 | 0.962 | 0.995 | 0.998 | 0.929 | 0.929 | 0.962 | 0.995 | 0.998 |
| 0.25/0.5 |         | entropy          | 0.954 | 0.938 | 0.962 | 0.993 | 0.997 | 0.949 | 0.934 | 0.964 | 0.994 | 0.998 | 0.947 | 0.937 | 0.960 | 0.994 | 0.997 | 0.944 | 0.935 | 0.960 | 0.994 | 0.997 |
|         |         | std              | 0.948 | 0.937 | 0.965 | 0.994 | 0.997 | 0.943 | 0.937 | 0.963 | 0.995 | 0.997 | 0.944 | 0.935 | 0.962 | 0.994 | 0.998 | 0.930 | 0.932 | 0.964 | 0.995 | 0.998 |
|         |         | equal            | 0.854 | 0.888 | 0.943 | 0.992 | 0.996 | 0.858 | 0.876 | 0.934 | 0.988 | 0.995 | 0.870 | 0.880 | 0.930 | 0.987 | 0.994 | 0.859 | 0.864 | 0.928 | 0.988 | 0.993 |
| (c)     | 0.25/1  | entropy          | 0.942 | 0.898 | 0.935 | 0.991 | 0.996 | 0.917 | 0.886 | 0.931 | 0.988 | 0.996 | 0.901 | 0.878 | 0.924 | 0.987 | 0.993 | 0.900 | 0.873 | 0.926 | 0.987 | 0.993 |
|         |         | std              | 0.904 | 0.889 | 0.939 | 0.991 | 0.996 | 0.871 | 0.877 | 0.930 | 0.988 | 0.995 | 0.873 | 0.876 | 0.929 | 0.987 | 0.994 | 0.867 | 0.868 | 0.928 | 0.987 | 0.993 |
|         |         | equal            | 0.862 | 0.909 | 0.952 | 0.993 | 0.996 | 0.876 | 0.899 | 0.946 | 0.991 | 0.996 | 0.879 | 0.903 | 0.945 | 0.990 | 0.995 | 0.874 | 0.891 | 0.941 | 0.990 | 0.995 |
| 0.5/1   |         | entropy          | 0.941 | 0.917 | 0.948 | 0.993 | 0.996 | 0.922 | 0.909 | 0.944 | 0.990 | 0.996 | 0.912 | 0.899 | 0.940 | 0.990 | 0.995 | 0.907 | 0.902 | 0.939 | 0.990 | 0.995 |
|         |         | std              | 0.913 | 0.911 | 0.950 | 0.993 | 0.996 | 0.884 | 0.900 | 0.945 | 0.990 | 0.996 | 0.883 | 0.896 | 0.944 | 0.990 | 0.995 | 0.885 | 0.894 | 0.940 | 0.990 | 0.995 |
|         |         | equal            | 0.962 | 0.965 | 0.986 | 0.997 | 0.999 | 0.970 | 0.970 | 0.985 | 0.998 | 0.999 | 0.974 | 0.975 | 0.985 | 0.998 | 0.999 | 0.972 | 0.973 | 0.984 | 0.998 | 0.999 |
| 0.25/0.5 |         | entropy          | 0.969 | 0.970 | 0.983 | 0.997 | 0.999 | 0.976 | 0.970 | 0.985 | 0.998 | 0.999 | 0.977 | 0.975 | 0.983 | 0.998 | 0.999 | 0.980 | 0.973 | 0.985 | 0.998 | 0.999 |
|         |         | std              | 0.973 | 0.971 | 0.986 | 0.997 | 0.999 | 0.979 | 0.974 | 0.986 | 0.999 | 0.999 | 0.974 | 0.979 | 0.986 | 0.998 | 0.999 | 0.973 | 0.973 | 0.987 | 0.998 | 0.999 |
|         |         | equal            | 0.922 | 0.933 | 0.973 | 0.995 | 0.998 | 0.932 | 0.937 | 0.968 | 0.995 | 0.998 | 0.948 | 0.941 | 0.967 | 0.995 | 0.997 | 0.936 | 0.938 | 0.965 | 0.995 | 0.997 |
|         |         | entropy          | 0.939 | 0.942 | 0.966 | 0.995 | 0.998 | 0.946 | 0.935 | 0.968 | 0.995 | 0.998 | 0.943 | 0.944 | 0.964 | 0.994 | 0.997 | 0.951 | 0.940 | 0.966 | 0.994 | 0.997 |
|         |         | std              | 0.940 | 0.940 | 0.972 | 0.995 | 0.998 | 0.946 | 0.936 | 0.968 | 0.995 | 0.998 | 0.942 | 0.945 | 0.966 | 0.995 | 0.997 | 0.946 | 0.938 | 0.966 | 0.995 | 0.997 |
|         |         | equal            | 0.937 | 0.957 | 0.983 | 0.997 | 0.999 | 0.948 | 0.958 | 0.978 | 0.997 | 0.999 | 0.960 | 0.959 | 0.978 | 0.996 | 0.998 | 0.956 | 0.953 | 0.977 | 0.996 | 0.998 |
|         |         | entropy          | 0.963 | 0.964 | 0.978 | 0.997 | 0.999 | 0.964 | 0.956 | 0.978 | 0.997 | 0.999 | 0.962 | 0.959 | 0.976 | 0.996 | 0.998 | 0.968 | 0.960 | 0.976 | 0.996 | 0.998 |
|         |         | std              | 0.961 | 0.961 | 0.980 | 0.997 | 0.999 | 0.960 | 0.956 | 0.977 | 0.997 | 0.998 | 0.961 | 0.960 | 0.977 | 0.996 | 0.998 | 0.964 | 0.958 | 0.976 | 0.996 | 0.998 |
Table A11. Mean values of the $r_w$ correlation coefficient for the PROMETHEE II method with different $k$ value and different preference functions: (a) U-shape; (b) V-shape (c) Level; and (d) V-shape2.

| Type   | $k$  | Weighting Method | 2 Criteria Alternatives | 3 Criteria Alternatives | 4 Criteria Alternatives | 5 Criteria Alternatives |
|--------|------|------------------|-------------------------|-------------------------|-------------------------|-------------------------|
|        |      |                  | 3 5 10 50 100           | 3 5 10 50 100           | 3 5 10 50 100           | 3 5 10 50 100           |
|        |      | equal            |                         |                         |                         |                         |
| 0.25/0.5 | 0.25/0.5 | entropy          | 0.969 0.942 0.967 0.994 0.997 0.952 0.940 0.965 0.993 0.997 0.961 0.940 0.965 0.993 0.997 0.944 0.928 0.962 0.993 0.996 0.970 0.940 0.963 0.993 0.997 0.955 0.929 0.961 0.993 0.996 0.944 0.923 0.958 0.993 0.996 0.957 0.923 0.957 0.993 0.996 |
|        |      | std              | 0.958 0.934 0.961 0.994 0.997 0.942 0.927 0.957 0.993 0.997 0.935 0.915 0.958 0.993 0.996 0.942 0.916 0.959 0.993 0.996 |
| 0.25/1 |      | equal            | 0.939 0.892 0.937 0.986 0.992 0.924 0.871 0.923 0.982 0.990 0.926 0.871 0.925 0.982 0.989 0.929 0.852 0.915 0.981 0.989 0.938 0.849 0.909 0.981 0.989 |
|        |      | entropy          | 0.965 0.895 0.929 0.985 0.991 0.925 0.864 0.918 0.982 0.989 0.929 0.852 0.915 0.981 0.989 0.938 0.849 0.909 0.981 0.989 |
|        |      | std              | 0.940 0.881 0.930 0.985 0.991 0.907 0.852 0.917 0.982 0.990 0.900 0.842 0.917 0.981 0.989 0.905 0.833 0.914 0.981 0.989 |
| 0.5/1  |      | equal            | 0.954 0.916 0.952 0.989 0.994 0.945 0.902 0.943 0.988 0.993 0.943 0.902 0.943 0.987 0.993 0.939 0.885 0.942 0.987 0.993 |
|        |      | entropy          | 0.968 0.918 0.946 0.989 0.994 0.938 0.899 0.938 0.987 0.993 0.941 0.884 0.935 0.987 0.993 0.947 0.879 0.933 0.987 0.993 |
|        |      | std              | 0.955 0.906 0.946 0.989 0.994 0.925 0.883 0.939 0.987 0.993 0.928 0.876 0.937 0.987 0.993 0.927 0.875 0.936 0.987 0.993 |
| 0.25/0.5 | 0.5/1 | equal            | 1.000 0.992 0.996 1.000 1.000 0.995 0.991 0.996 1.000 1.000 0.997 0.993 0.996 0.999 1.000 0.992 0.987 0.996 0.999 1.000 |
|        |      | entropy          | 0.995 0.994 0.997 1.000 1.000 0.996 0.993 0.996 0.999 1.000 0.997 0.993 0.996 0.999 1.000 0.992 0.996 0.996 0.999 1.000 |
|        |      | std              | 0.994 0.992 0.996 1.000 1.000 0.995 0.992 0.996 0.999 1.000 0.993 0.991 0.996 1.000 1.000 0.994 0.991 0.996 0.999 1.000 |
| b      | 0.25/1 | equal            | 1.000 0.982 0.991 0.999 1.000 0.994 0.982 0.989 0.999 0.999 0.990 0.981 0.990 0.999 0.999 0.984 0.979 0.989 0.999 0.999 |
|        |      | entropy          | 0.991 0.987 0.993 0.999 1.000 0.983 0.983 0.991 0.999 0.999 0.988 0.983 0.990 0.999 0.999 0.983 0.981 0.989 0.999 0.999 |
|        |      | std              | 0.994 0.984 0.991 0.999 1.000 0.981 0.984 0.991 0.999 0.999 0.988 0.981 0.990 0.999 0.999 0.981 0.981 0.990 0.999 0.999 |
| 0.5/1  |      | equal            | 1.000 0.989 0.995 0.999 1.000 0.992 0.989 0.993 0.999 1.000 0.990 0.987 0.994 0.999 1.000 0.984 0.987 0.993 0.999 1.000 |
|        |      | entropy          | 0.990 0.990 0.995 0.999 1.000 0.983 0.989 0.994 0.999 1.000 0.989 0.988 0.994 0.999 1.000 0.983 0.988 0.993 0.999 1.000 |
|        |      | std              | 0.992 0.988 0.995 0.999 1.000 0.982 0.989 0.994 0.999 1.000 0.987 0.989 0.993 0.999 1.000 0.979 0.987 0.993 0.999 1.000 |
Table A11. Cont.

| Type       | k      | Weighting Method | 2 Criteria Alternatives | 3 Criteria Alternatives | 4 Criteria Alternatives | 5 Criteria Alternatives |
|------------|--------|------------------|-------------------------|-------------------------|-------------------------|-------------------------|
|            |        |                  | 3  5  10  50  100       | 3  5  10  50  100       | 3  5  10  50  100       | 3  5  10  50  100       |
| 0.25/0.5   |        | equal            | 0.940 0.941 0.974 0.995 0.998 0.930 0.943 0.971 0.995 0.997 0.944 0.945 0.970 0.995 0.997 0.926 0.935 0.968 0.995 0.997 |
|            |        | entropy          | 0.947 0.941 0.969 0.995 0.997 0.932 0.936 0.968 0.995 0.997 0.932 0.935 0.965 0.994 0.997 0.926 0.932 0.965 0.994 0.997 |
|            |        | std              | 0.933 0.940 0.969 0.995 0.998 0.926 0.937 0.967 0.995 0.997 0.926 0.935 0.966 0.994 0.997 0.902 0.927 0.967 0.994 0.997 |
|            |        | (c)              | 0.802 0.893 0.944 0.985 0.990 0.827 0.867 0.930 0.981 0.987 0.841 0.874 0.929 0.980 0.986 0.812 0.848 0.924 0.980 0.986 |
|            |        | entropy          | 0.924 0.894 0.935 0.983 0.989 0.884 0.871 0.923 0.979 0.986 0.856 0.859 0.919 0.979 0.986 0.858 0.849 0.914 0.979 0.986 |
|            |        | std              | 0.865 0.882 0.937 0.984 0.989 0.815 0.860 0.924 0.980 0.987 0.815 0.858 0.923 0.979 0.986 0.806 0.841 0.920 0.979 0.986 |
| 0.25/1     |        | equal            | 0.807 0.918 0.958 0.989 0.993 0.854 0.902 0.948 0.987 0.992 0.855 0.904 0.948 0.987 0.991 0.844 0.888 0.943 0.987 0.991 |
|            |        | entropy          | 0.921 0.918 0.951 0.988 0.993 0.893 0.902 0.944 0.986 0.991 0.877 0.888 0.940 0.986 0.991 0.873 0.889 0.937 0.986 0.991 |
|            |        | std              | 0.876 0.908 0.952 0.988 0.993 0.834 0.895 0.945 0.987 0.991 0.831 0.887 0.944 0.986 0.991 0.830 0.881 0.940 0.986 0.991 |
| 0.5/1      |        | equal            | 0.966 0.970 0.988 0.999 0.999 0.971 0.973 0.988 0.998 0.999 0.973 0.978 0.988 0.998 0.999 0.968 0.976 0.988 0.998 0.999 |
|            |        | entropy          | 0.965 0.974 0.988 0.999 0.999 0.970 0.973 0.989 0.998 0.999 0.972 0.977 0.988 0.998 0.999 0.975 0.976 0.989 0.998 0.999 |
|            |        | std              | 0.972 0.974 0.989 0.999 0.999 0.975 0.976 0.989 0.998 0.999 0.967 0.981 0.988 0.998 0.999 0.966 0.975 0.990 0.998 0.999 |
| 0.25/0.5   |        | equal            | 0.924 0.935 0.976 0.996 0.998 0.924 0.937 0.972 0.995 0.999 0.979 0.941 0.942 0.970 0.995 0.997 0.921 0.938 0.970 0.995 0.997 |
|            |        | entropy          | 0.933 0.946 0.973 0.995 0.997 0.932 0.935 0.972 0.995 0.997 0.929 0.945 0.968 0.994 0.997 0.936 0.939 0.970 0.994 0.997 |
|            |        | std              | 0.934 0.943 0.975 0.996 0.998 0.935 0.936 0.972 0.995 0.997 0.927 0.946 0.970 0.994 0.997 0.928 0.937 0.971 0.995 0.997 |
| 0.25/1     |        | equal            | 0.929 0.958 0.985 0.998 0.999 0.936 0.959 0.983 0.997 0.998 0.950 0.961 0.982 0.997 0.998 0.945 0.955 0.982 0.997 0.998 |
|            |        | entropy          | 0.958 0.967 0.984 0.997 0.999 0.954 0.959 0.982 0.997 0.998 0.953 0.960 0.981 0.997 0.998 0.960 0.960 0.980 0.997 0.998 |
|            |        | std              | 0.956 0.965 0.984 0.997 0.999 0.950 0.958 0.982 0.997 0.998 0.952 0.962 0.981 0.997 0.998 0.953 0.960 0.981 0.997 0.998 |
Table A12. Mean values of the $r_w$ correlation coefficient for different MCDA methods: (a) TOPSIS minmax/VIKOR, (b) TOPSIS minmax/PROMETHEE II usual, (c) TOPSIS minmax/COPRAS, (d) VIKOR/PROMETHEE II usual, (e) VIKOR/COPRAS, and (f) PROMETHEE II usual/COPRAS.

| Method | Weighting Method | 2 Criteria Alternatives | 3 Criteria Alternatives | 4 Criteria Alternatives | 5 Criteria Alternatives |
|--------|------------------|-------------------------|-------------------------|-------------------------|-------------------------|
|        |                  | 3 | 5 | 10 | 50 | 100 | 3 | 5 | 10 | 50 | 100 | 3 | 5 | 10 | 50 | 100 |
| (a)    | equal            | 0.060 | -0.009 | -0.024 | -0.025 | -0.029 | 0.181 | 0.261 | 0.272 | 0.300 | 0.296 | 0.030 | -0.019 | -0.003 | -0.014 | -0.011 | 0.135 | 0.133 | 0.148 | 0.165 | 0.170 |
|        | entropy          | 0.018 | -0.024 | -0.033 | -0.010 | -0.023 | 0.307 | 0.330 | 0.317 | 0.326 | 0.294 | 0.011 | -0.025 | -0.002 | -0.014 | -0.004 | 0.182 | 0.156 | 0.207 | 0.159 | 0.157 |
|        | std              | 0.024 | -0.034 | -0.032 | -0.021 | -0.030 | 0.246 | 0.304 | 0.277 | 0.307 | 0.290 | 0.011 | -0.028 | -0.013 | -0.015 | -0.008 | 0.166 | 0.128 | 0.167 | 0.158 | 0.167 |
| (b)    | equal            | 0.891 | 0.889 | 0.934 | 0.985 | 0.992 | 0.896 | 0.879 | 0.919 | 0.982 | 0.990 | 0.881 | 0.876 | 0.925 | 0.983 | 0.990 | 0.860 | 0.872 | 0.922 | 0.983 | 0.991 |
|        | entropy          | 0.900 | 0.898 | 0.936 | 0.980 | 0.988 | 0.850 | 0.866 | 0.913 | 0.969 | 0.983 | 0.837 | 0.848 | 0.899 | 0.967 | 0.980 | 0.790 | 0.831 | 0.883 | 0.965 | 0.980 |
|        | std              | 0.848 | 0.865 | 0.925 | 0.983 | 0.990 | 0.789 | 0.852 | 0.907 | 0.977 | 0.988 | 0.798 | 0.836 | 0.904 | 0.977 | 0.987 | 0.771 | 0.821 | 0.903 | 0.978 | 0.988 |
| (c)    | equal            | 0.754 | 0.832 | 0.853 | 0.873 | 0.872 | 0.735 | 0.803 | 0.852 | 0.884 | 0.885 | 0.751 | 0.851 | 0.906 | 0.944 | 0.948 | 0.760 | 0.835 | 0.905 | 0.941 | 0.946 |
|        | entropy          | 0.919 | 0.900 | 0.874 | 0.869 | 0.868 | 0.914 | 0.880 | 0.867 | 0.877 | 0.880 | 0.912 | 0.889 | 0.910 | 0.938 | 0.944 | 0.900 | 0.884 | 0.903 | 0.934 | 0.941 |
|        | std              | 0.839 | 0.860 | 0.859 | 0.871 | 0.870 | 0.847 | 0.840 | 0.855 | 0.881 | 0.884 | 0.854 | 0.875 | 0.909 | 0.942 | 0.947 | 0.855 | 0.860 | 0.909 | 0.939 | 0.944 |
| (d)    | equal            | 0.173 | 0.044 | -0.011 | -0.028 | -0.029 | 0.209 | 0.259 | 0.266 | 0.293 | 0.292 | 0.084 | 0.004 | -0.003 | -0.018 | -0.017 | 0.169 | 0.150 | 0.149 | 0.159 | 0.164 |
|        | entropy          | 0.019 | -0.019 | -0.031 | -0.016 | -0.025 | 0.269 | 0.310 | 0.298 | 0.313 | 0.288 | 0.010 | -0.039 | -0.004 | -0.017 | -0.012 | 0.167 | 0.127 | 0.180 | 0.150 | 0.152 |
|        | std              | 0.004 | -0.017 | -0.026 | -0.025 | -0.030 | 0.197 | 0.271 | 0.264 | 0.298 | 0.287 | -0.006 | -0.021 | -0.020 | -0.017 | -0.014 | 0.144 | 0.110 | 0.155 | 0.153 | 0.162 |
| (e)    | equal            | 0.014 | -0.018 | 0.002 | 0.085 | 0.124 | 0.113 | 0.171 | 0.218 | 0.305 | 0.324 | -0.003 | -0.039 | -0.005 | -0.009 | -0.003 | 0.115 | 0.080 | 0.113 | 0.138 | 0.142 |
|        | entropy          | 0.005 | -0.010 | 0.014 | 0.098 | 0.130 | 0.289 | 0.305 | 0.306 | 0.345 | 0.337 | 0.002 | -0.040 | 0.002 | -0.007 | 0.003 | 0.181 | 0.127 | 0.177 | 0.138 | 0.139 |
|        | std              | 0.006 | -0.021 | 0.003 | 0.089 | 0.125 | 0.233 | 0.247 | 0.248 | 0.317 | 0.325 | -0.022 | -0.041 | -0.011 | -0.007 | 0.000 | 0.133 | 0.098 | 0.133 | 0.135 | 0.142 |
| (f)    | equal            | 0.776 | 0.820 | 0.853 | 0.882 | 0.883 | 0.742 | 0.778 | 0.832 | 0.883 | 0.889 | 0.764 | 0.818 | 0.879 | 0.940 | 0.949 | 0.741 | 0.793 | 0.871 | 0.935 | 0.945 |
|        | entropy          | 0.895 | 0.877 | 0.877 | 0.885 | 0.884 | 0.857 | 0.836 | 0.859 | 0.887 | 0.890 | 0.855 | 0.847 | 0.890 | 0.942 | 0.950 | 0.811 | 0.838 | 0.883 | 0.938 | 0.946 |
|        | std              | 0.811 | 0.826 | 0.854 | 0.882 | 0.883 | 0.767 | 0.793 | 0.836 | 0.884 | 0.889 | 0.774 | 0.826 | 0.878 | 0.940 | 0.949 | 0.758 | 0.799 | 0.871 | 0.936 | 0.945 |
Table A13. Mean values of the WS correlation coefficient for different MCDA methods: (a) TOPSIS minmax/VIKOR, (b) TOPSIS minmax/PROMETHEE II usual, (c) TOPSIS minmax/COPRAS, (d) VIKOR/PROMETHEE II usual, (e) VIKOR/COPRAS, and (f) PROMETHEE II usual/COPRAS.

| Method | Weighting Method | 2 Criteria Alternatives | 3 Criteria Alternatives | 4 Criteria Alternatives | 5 Criteria Alternatives |
|--------|------------------|-------------------------|-------------------------|-------------------------|-------------------------|
|        |                  | 3 5 10 50 100           | 3 5 10 50 100           | 3 5 10 50 100           | 3 5 10 50 100           |
| (a)    | equal            | 0.463 0.465 0.464 0.374 0.339 0.561 0.569 0.592 0.590 0.561 0.528 0.489 0.495 0.442 0.420 0.562 0.546 0.563 0.566 0.558 |
|        | entropy          | 0.596 0.520 0.490 0.403 0.357 0.672 0.652 0.638 0.614 0.569 0.569 0.527 0.512 0.452 0.424 0.611 0.588 0.611 0.560 0.542 |
|        | std              | 0.540 0.477 0.466 0.380 0.342 0.611 0.604 0.598 0.596 0.561 0.519 0.494 0.490 0.443 0.423 0.573 0.544 0.571 0.559 0.555 |
| (b)    | equal            | 0.873 0.876 0.933 0.990 0.995 0.903 0.878 0.924 0.988 0.994 0.884 0.876 0.924 0.986 0.993 0.875 0.879 0.926 0.985 0.992 |
|        | entropy          | 0.919 0.905 0.933 0.990 0.995 0.885 0.881 0.924 0.987 0.994 0.880 0.872 0.914 0.985 0.993 0.851 0.875 0.906 0.983 0.992 |
|        | std              | 0.876 0.879 0.932 0.990 0.995 0.847 0.873 0.923 0.988 0.994 0.859 0.860 0.916 0.986 0.993 0.842 0.845 0.916 0.985 0.992 |
| (c)    | equal            | 0.822 0.857 0.881 0.941 0.955 0.821 0.840 0.879 0.935 0.947 0.830 0.873 0.912 0.958 0.965 0.836 0.861 0.911 0.954 0.962 |
|        | entropy          | 0.938 0.910 0.900 0.942 0.955 0.935 0.898 0.897 0.937 0.948 0.933 0.903 0.918 0.958 0.966 0.922 0.896 0.914 0.955 0.963 |
|        | std              | 0.890 0.879 0.887 0.941 0.955 0.891 0.867 0.882 0.935 0.947 0.891 0.890 0.915 0.957 0.965 0.891 0.877 0.914 0.955 0.963 |
| (d)    | equal            | 0.492 0.505 0.530 0.510 0.507 0.567 0.586 0.642 0.730 0.745 0.532 0.530 0.522 0.506 0.508 0.556 0.549 0.586 0.632 0.644 |
|        | entropy          | 0.626 0.544 0.520 0.512 0.506 0.674 0.639 0.651 0.725 0.737 0.570 0.515 0.525 0.508 0.508 0.601 0.564 0.601 0.624 0.635 |
|        | std              | 0.578 0.506 0.519 0.511 0.507 0.595 0.609 0.642 0.730 0.744 0.532 0.508 0.520 0.507 0.509 0.567 0.549 0.590 0.630 0.643 |
| (e)    | equal            | 0.481 0.545 0.604 0.701 0.741 0.547 0.595 0.682 0.806 0.838 0.518 0.516 0.570 0.627 0.657 0.562 0.553 0.612 0.703 0.730 |
|        | entropy          | 0.604 0.564 0.598 0.700 0.740 0.676 0.670 0.706 0.809 0.836 0.573 0.540 0.575 0.625 0.653 0.619 0.594 0.642 0.701 0.728 |
|        | std              | 0.562 0.547 0.600 0.702 0.741 0.617 0.641 0.690 0.808 0.838 0.531 0.520 0.570 0.627 0.658 0.579 0.566 0.622 0.703 0.730 |
| (f)    | equal            | 0.777 0.831 0.882 0.945 0.958 0.804 0.824 0.875 0.940 0.951 0.811 0.845 0.898 0.959 0.967 0.807 0.836 0.894 0.956 0.965 |
|        | entropy          | 0.919 0.893 0.898 0.945 0.958 0.893 0.864 0.892 0.942 0.952 0.890 0.870 0.905 0.960 0.967 0.861 0.861 0.899 0.957 0.966 |
|        | std              | 0.870 0.850 0.880 0.944 0.958 0.837 0.836 0.877 0.940 0.951 0.840 0.854 0.898 0.958 0.967 0.834 0.843 0.893 0.957 0.965 |
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