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Connectomics and network neuroscience offer quantitative scientific frameworks for modeling and analyzing networks of structurally and functionally interacting neurons, neuronal populations, and macroscopic brain areas. This shift in perspective and emphasis on distributed brain function has provided fundamental insight into the role played by the brain’s network architecture in cognition, disease, development, and aging. In this chapter, we review the core concepts of human connectomics at the macroscale. From the construction of networks using functional and diffusion MRI data, to their subsequent analysis using methods from network neuroscience, this review highlights key findings, commonly-used methodologies, and discusses several emerging frontiers in connectomics.

INTRODUCTION

This book deals with the topics of connectomics and deep brain stimulation. But what is the connectome to begin with? How has the concept emerged and what are the current methods and approaches for mapping and studying it? In this chapter, we address these questions.

To understand the behavior of a complex system, we need to not only understand how the repertoire of patterns that can emerge from their collective interactions [1,3]. The human mind is one such complex system. It helps us sense and perceive our environment, create (and sometimes forget) memories, and even plays a role in fostering creativity. These types of behaviors are underpinned by our nervous system, which is composed of cells, neuronal populations, and brain areas [4]. Yet, the mind does not emerge from these individual neural elements. Rather, complex behavior emerges from the distributed anatomical and functional networks created by interacting neural elements. To understand the mind, we must first understand the structure and function of brain networks [5].

Historically, neuroscience has focused on properties of nervous systems that can be localized to individual neural elements, such as a cortical region’s blood-oxygen-level-dependent (BOLD) activity or its curvature and gyriﬁcation. Recently, however, the emphasis has shifted toward studying properties of distributed networks [6]. This change in perspective is due in large part to the maturation of network science, which has provided a framework for mathematical representing and analyzing high-dimensional datasets [7,8] and has been applied successfully in other disciplines [9,13].

These two events, along with data-sharing initiatives and access to high-performance computers, helped create a “connectomics revolution”, in which neuroscience (and especially human neuroimaging using MRI methods) began to explicitly study structure and function of the brain from a network perspective [14,15]. Today, the procedures for generating brain networks have been largely automated [16], and network analyses are addressing fundamental questions in neuroscience concerning the brain’s organization [17], and how it functions in health [18,21] and disease [22,24], with exquisite detail and personalization [25,29].

In this chapter, we cover the basic tenets of connectomics and network neuroscience, focusing on large-scale human neuroimaging. We first introduce the concepts of functional and structural connectivity and outline the procedures for reconstructing these types of data from observations. We then discuss how these data can be modeled as a complex network, emphasizing three ways that network models of biological neural networks have revealed key insight into brain organization or function: structure-function relationships, brain network dynamics, and the brain’s system-level architecture. Finally, we cover several frontier topics within connectomics, focusing on generative models, network controllability, and edge-centric approaches.

STRUCTURAL AND FUNCTIONAL BRAIN NETWORKS

Brain networks are maps that tell us which neural elements are connected, which are not, and how strong or efficacious each connection is [30]. Although these maps can be created at all spatial scales [31,32], from cells to regions, connectomics has been embraced and proven especially transformative at the macroscale [14], where the smallest possible neural elements are voxels, each of which contains roughly 10⁶ neurons (although in practice, voxels get grouped together into larger parcels or regions of interest according to some set of shared features [33,35]). What does it mean for two regions or parcels in the brain to interact with one another? In general, the field has converged on three different “flavors” or modalities by which two parts of the brain can interact with one another [40].
**FIG. 1.** Constructing, representing, and analyzing brain networks. Brain networks are typically constructed from diffusion-weighted and functional MRI data. (a) In the case of diffusion MRI, tractography is used to infer white-matter pathways. (b) In the case of functional MRI, connectivity is usually defined as the statistical dependence between BOLD time series recorded from voxels or surface vertices. (c) The brain is usually divided into parcels or regions so that each parcel is internally homogeneous and composed of voxels/vertices with similar sets of features. Region-by-region structural and functional connectivity matrices (d and e) are generated by aggregating connections weights according to parcels. In general, structural connectivity (SC) is sparse and its connections are weighted by streamline count, fractional anisotropy, or related measures. Functional connectivity (FC) is fully-weighted and, in the case of Pearson correlations, signed. (f) The network representation of SC and FC can be subsequently analyzed, e.g. using network measures at local, meso-, and global scales.

**Flavors of connectivity**

The first measure of interactivity is anatomical or structural connectivity (SC), which describes the physical and material pathways of the brain. At the micro- and meso-scales, SC reflects synaptic coupling between cells or long-distance axonal projections between neuronal populations [41, 42]. At the macroscale, SC corresponds to large, myelinated white-matter fiber bundles [43]. These bundles can be reconstructed from diffusion weighted MRI data, which measures the apparent direction in which water molecules diffuse in the brain, using a procedure known as “tractography,” with many software packages capable of implementing this procedure efficiently (See Chapter 11) [44, 45] (Fig. 1a).

Effectively, SC restricts which neural elements can “talk” with one another, shaping signaling patterns and the flow of information throughout and inducing statistical dependencies between pairs of neural elements and their recorded activity [46, 47]. These dependencies are referred to as functional connectivity (FC), in principle, can be quantified using any bivariate measure of statistical similarity [48, 49] (Fig. 1b). These include spectral or wavelet coherence, mutual information, partial correlations, penalized correlations, to name a few. In practice, however, FC between brain regions is almost always measured as the bivariate (Pearson) correlation of the their activity when using functional MRI data (see Chapters 10 and 16).

There are, of course, other ways of measuring the interactivity among neural elements. These include effective connectivity (EC) [50, 51], which offers methods like dynamic causal modeling [52], Granger causality [53], and transfer entropy [54], which measure the directed influence of one neural element on another. In general, estimating true causal relationships between neural elements connectivity is challenging [55] and requires experimental manipulation, e.g. observing the effect of a perturbation on the activity of other neural elements, or a specific model of how activity is relayed from one part of the brain to another, usually constrained by SC. Invasive procedures such as deep brain stimulation are especially promising in the context of EC, as they present a unique opportunity to map causal relationships between neural elements [56] and to validate existing causal models.

Other less-common methods for estimating the strength of interactions between neural elements include their structural covariance [57], which measures population-level similarity of regions morphological characteristics (although recent advances have made it possible to estimate similar metrics for single subjects [58]).

**Representing brain connectivity**

Irrespective of connection modality, in order to analyze patterns of brain connectivity, we need a way of representing those patterns mathematically. To do this, we turn to graph theory – a branch of mathematics concerned with the study of networks [59, 60]. As briefly
involves studying connectivity matrices at different topo-
torial aspects of a system, and a set of edges or connections
that represent interactions between pairs of nodes. In a
social system, e.g., an online community such as Twitter,
nodes represent users and edges indicate whether one
user follows another. In the case of the brain, nodes and
degrees usually represent brain regions and their structural
or functional connections (Fig. 1f). Although the sim-
plicity version of a graph is binary and undirected – i.e.
where edges all have the same weight and encode sym-
metric relationships – graphs can also encode information
about the weights and asymmetries of connections (those
that are and are not reciprocated).

Irrespective of whether a network is weighted/binary,
directed/undirected, the pairwise relationships between
its nodes can be represented as an adjacency or connect-
ity matrix. The number of rows and columns in this
square matrix is equal to the number of nodes in the
network, and its elements represent the presence or ab-
sence and weights connections. In an SC matrix, weights
usually correspond to streamline counts (the number of
reconstructed streamlines between pairs of parcels), their
density, or microstructural properties of streamlines, e.g.
their fractional anisotropy (Fig. 1f). Although the pre-
cise density of connections in an SC matrix can vary as a
function of processing pipelines, structural networks are
generally sparse, meaning that of the connections that
could exist, relatively few are actually present. Func-
tional connections, as noted earlier, represent bivariate
measures of statistical dependence and result in a fully
weighted and signed matrix (Fig. 1f).

Care needs to be taken in preparing connectivity ma-
trices – the procedures for inferring functional and SC
are noisy and prone to both false positives and nega-
tives. It is common, then, as a post-processing step, to
impose some threshold on observed connections to retain
those with the strongest weights or those least likely to
represent false positives [63–67]. It is worth noting, how-
ever, that thresholding is, in general, not a necessity; in
some cases, it may be advantageous to retain all con-
nections. In any case, the decision to threshold or not
is non-trivial and will have implications for subsequent
analysis of the network [68]. In either case, the thresh-
older or unthresholded connectivity matrices can then be
analyzed further using graph-theoretic network measure
to summarize different aspects of a network’s organiza-
tion [17, 62] (Fig. 1f). In the next section, we review
some of these measures.

NETWORK MEASURES AND ANALYSIS

A network’s adjacency matrix provides a succinct de-
scription of its topology – the configuration of connec-
tions among nodes. Analyzing brain networks usually
involves studying connectivity matrices at different topo-
logical scales, ranging from local measurements of indi-
vidual brain regions and connections to global properties
that characterize the entire brain. These measures are
usually interpreted in terms of network function. In this
section, we describe some of the more common measure-
ments that can be made on a connectivity matrix and
provide some interpretations.

Local measures

Local measures describe properties of individual nodes
and edges. For instance, a node’s degree simply counts
the number of incoming and outgoing connections that
the node makes (Fig. 1f). Despite its simplicity, a node’s
degree is one of the most fundamental measures that can
be calculated for a network, influencing other local prop-
erties. Nodes with many connections – putative “hub”
regions [69, 70] – tend to occupy positions of influence
and import within a network (see Chapter 1 for how this
may relate to deep brain stimulation).

Centrality measures quantify the importance of a node
or an edge with respect to dynamical process taking place
on a network or to other structural features of a network
[71]. The most common of these measures is betweenness
centrality, which is calculated as the number of shortest
paths between pairs of nodes that include a given node.
Shortest paths in a network, which are discussed in more
detail in the next section, are the shortest sequence of
“hops” from a source node to a target node in a network.
Betweenness centrality can also be calculated for network
edges by tallying how many shortest paths involve a given
connection. Of course there are other centrality measures
that measure the importance of nodes and edges with
respect to other processes and structure of a network, e.g.
random walks [72] and communities [73].

Importantly, most local measures can be calculated for
both binary, weighted, directed, and undirected networks
[74]. For instance, the weighted analog of node degree is
node strength, which measures the total weight of all con-
nections incident upon a given node. Similarly, a node’s
betweenness centrality can be computed based on short-
est weighted paths between nodes.

Global measures

At the opposite extreme are global measures, which
quantify properties of the network as a whole. A net-
work’s shortest paths structure, for instance, can be used
to calculate several common global network measures in-
cluding characteristic path length, which measures the
average number of steps in shortest paths [75] (Fig. 1f).
This measure has important functional consequences –
in transportation networks, where goods or information
gets delivered from one node to another, shorter paths
mean increased efficacy of transmission. In the context
of a nervous system, where brain regions need to commu-
nicate with one another, shorter paths mean faster transit times and fewer opportunities for a signal to degrade, get transformed, or otherwise attenuate \[70\,77\].

Characteristic path length is an unbounded measure, making it difficult to compare across networks of different sizes. It can also yield a value of \(\infty\) if a network is composed of disconnected components (the path length between two disconnected nodes is infinite). To circumvent these issues, one can calculate a related global measure of efficiency \[78\]. Whereas characteristic path length is the average shortest path between all nodes, efficiency is equal to the average reciprocal shortest path length (1 divided by the length of the shortest path). Consequently, any nodes that are disconnected and have infinite path length now have an efficiency of 0 (\(1/\infty\)). The efficiency measure is bounded to the interval of \([0, 1]\).

Importantly, both path length and efficiency can be extended from binary networks – where shortest paths correspond to number of hops or steps – to weighted networks. Some care needs to be taken, however. The algorithms used to map shortest paths seek to minimize a cost function – the number of steps or total weight along a path. However, connection weights in brain networks usually measure the affinity or strength of connection – the most efficacious path from a seed to a target is the one that uses strongly-weighted connections. Consequently, shortest weighted paths can be calculated, but require the intermediary step of transforming connection weights from a measure of affinity to length. This is usually accomplished by a negative exponentiation of edge weights, i.e. \(L_{ij} = W_{ij}^{-\gamma}\), or by dividing edge weights by their maximum value and taking the negative logarithm, i.e. \(L_{ij} = -\log\left(\frac{W_{ij}}{W_{\max}}\right)\). These transformations map weights to length in a monotonic way, so that bigger weights necessarily correspond to smaller lengths. See \[79\] for an example of how such global network measures have been used to study effects of deep brain stimulation.

### Mesoscale measures

Situated between the local and global scales is a rich mesoscale \[80\,82\]. Whereas local and global network properties describe features of nodes and edges or the network as a whole, mesoscale measures focus on properties of subnetworks within the larger network, which are thought to support specialized brain function (Fig. 4). In the parlance of network science, these subnetworks or clusters are referred to as modules or “communities,” in reference to social networks where communities represent groups of individuals. Analysis of mesoscale structure is arguably one of the most active areas of network science \[83\] (and of connectomics, as well \[84\]), where it is used for pattern discovery, identification of functional groups, coarse-graining of networks, and for generating additional local and global network statistics.

However, with the exception of trivial examples, a network’s mesoscale structure is unknown ahead of time and cannot be determined from visual inspection alone. Instead, mesoscale structure is detected algorithmically using a suite of “community detection” algorithms \[85\]. These algorithms aim to partition a network’s nodes or edges into communities, usually so that communities are non-overlapping (although this is not always true \[86\,88\]). The most popular methods in network neuroscience are modularity maximization \[89\] and Infomap \[90\], which seek partitions of nodes that optimize their respective objective functions.

The mesoscale, itself, spans multiple organizational levels, from a division of the network into singleton communities (every node is its own community) to a partition in which the entire network is assigned to the same cluster. Methods like modularity maximization can be parameterically tuned to detect communities of specific sizes between these two limits \[91\] (recent versions of Infomap have a similar ability).

Once a network’s community structure has been detected, it can be used to calculate additional local and global network measures. For instance, the objective function, \(Q\), used to optimize modularity maximization can be used as an index of how segregated a network’s communities are from one another \[84\,92\]. Similarly, we can view communities from the perspective of individual nodes or brain regions, and consider how their connections are distributed within and between modules using measures like participation coefficient \[93\], which, along with its partner measure, module degree z-score, can be used to infer whether a node acts as a hub and whether its influence extends beyond its own module. For instance, nodes with large participation coefficients have connections that span across module boundaries and are positioned to mediate flows between modules \[94\].

### WHAT HAVE WE LEARNED?

Network neuroscience and connectomics provide a quantitative framework for investigating the brain’s organization from a network perspective. Studies employing these methods are beginning to reveal the organization of functional and structural brain networks, shedding light on their operation in health and disease. For instance, like most real-world networks, brains exhibit small-world architecture \[70\,77\,85\], meaning that they have high levels of local clustering to support specialized processing but also topological “shortcuts” to reduce the average length of shortest paths, supporting rapid transmission of information across the brain \[85\]. Other studies have demonstrated that brain networks exhibit heterogeneous degree distributions, such that a small number of brain regions make many more connections than others \[86\]. These putative “hub” nodes occupy positions of influence and are interlinked to one another, forming a so-called “rich-club” of highly-influential brain regions \[97\,98\]. Interestingly, rich club nodes are distributed throughout the brain’s functional systems, suggesting that these in-
terconnected hubs are positioned to integrate information from different sub-systems and modalities [99].

While modern connectomics is multifaceted and includes many active areas of research, both applied and theoretical, in the following section we discuss three particular topics that have been especially influential. These include mapping the brain’s organization into functionally specialized sub-systems, elucidating the link between structural and FC, and tracking changes in functional network architecture across time.

System-level organization

Most real-world networks exhibit some form of mesoscale structure, such that nodes and edges can be meaningfully partitioned into sub-networks, modules, and communities [82, 100]. The character of these communities can vary, however. For instance, a network’s community structure can form a dense core and sparse periphery [101], or even exhibit disassortative, multipartite structure where sub-networks are comprised of nodes that are sparsely connected internally, but exhibit many strong connections between groups [102]. The most common type of meso-scale organization, however, is assortative modular structure, where nodes are arranged into sub-networks that are densely connected internally, but weakly connected to one another [89, 90]. Indeed, modular structure is ubiquitous in real-world networks [82, 103] and the development of new methods for detecting and characterizing these types of communities remains an active area of study in network science, broadly [104, 105].

Is the brain modular? Why would we expect the brain to exhibit modular organization? Do brains with modules have some advantage that amodular brains are lacking?

A key feature of modular networks is the near autonomy of their modules, which enables them to develop specialized cognitive and psychological functions [107, 108]. The autonomy of modules from one another also has implications for network robustness [110]. Suppose a brain were damaged in some way, e.g. as the result of stroke, traumatic brain injury, or due to a deep brain stimulation electrode. In a modular brain, the effect of this damage remains localized to the module in which it originated, impacting only the set of functions supported by that module, but otherwise preserving the broader set of cognitive functions. Additionally, modular structure buffers cryptic variation, rendering brains more evolvable and leading to improved fitness [111]. It helps reduce total cost of wiring and supports a rich repertoire of dynamics [112] and leads to reductions in wiring cost [113].

Is there any empirical evidence supporting the hypothesis that brains are modular? An ever-growing number of studies have used clustering and community detection algorithms to uncover the modular structure of real-world structural and functional brain networks [37, 90, 114–124]. Of these studies, some of the most compelling evidence that the brain exhibits modular structure comes from the analysis of resting-state functional imaging data [91, 125]. In these studies, FC is estimated from fMRI data obtained at rest and clustered – in the first study, the clustering algorithm Infomap [90] was applied to thresholded connectivity matrices, and in the second, a modified k-means algorithm was applied to FC that was fully-weighted and signed. As expected, these algorithms partitioned parts of the brain into modules. Clustering algorithms, however, can mislead in that they can detect clusters even in networks with no true cluster structure [120, 128]. To mitigate this issue, both studies cross-validated their clusters by comparing clusters' the spatial extents with task activation profiles from previous studies. Surprisingly, the boundaries of modules at rest circumscribed the activation patterns, suggesting that the brain’s modular structure subtends the same systems that support active cognitive processing.

In another elegant study, Crossley et al. [129] directly compared the community structure of resting state connectivity with task co-activation patterns. Using data from BrainMap [130, 131], a database that curates and reports activation locations from many studies, Crossley constructed a co-activation matrix where nodes were connected to one another if they were active under similar conditions. The authors then applied a community detection method to these two matrices, and found a close correspondence between the resulting modules. These observations further suggest that the brain’s intrinsic modular structure delineates its functional systems.

While there is an agreed-upon correspondence between communities and the brain’s intrinsic functional architecture, there remains many open questions. For instance, what are the “true” number of communities? Is there a one-to-one correspondence of communities to functional domains? Do all brain regions form modules? Are all modules segregated and assortative?

Addressing these questions remains an area of active research and one that has required, in some cases, methodological innovation. Take for instance the question concerning the “true” number of modules and their respective sizes. Many studies have reported that the brain’s modular structure is hierarchical, with smaller communities nested inside of larger communities [120, 132]. Even empirical studies have reported divisions of the brain into clusters of vastly different sizes, from large task-positive/negative bipartitions [133] to many fine-scaled sub-divisions of these systems [134]. However, methods like Infomap and modularity maximization return a partition of the network into modules at a single scale and into a fixed set of communities. How do we reconcile this reality with the expectation that modules should appear hierarchical? One strategy is to employ multi-scale community detection methods. Infomap and modularity maximization both include free parameters that can be tuned to detect different sizes and numbers of communities [4], effectively resulting in a description
of a network’s community structure that prioritizes no single scale. Rather, it embraces the brain’s inherent multi-scale and hierarchical organization [135].

Community-level analyses of both functional and structural brain networks represent an active area of research and methods development. New techniques like multi-layer modularity maximization [136] make it possible to simultaneously cluster data networks from multiple individuals [137], and imaging modalities, and at different points in time [138]. Other methods even challenge the basic assumption that the brain’s community structure is modular. Stochastic blockmodels make fewer assumptions about the character of communities (both Infomap and modularity maximization can detect only assortative communities), and if core-periphery or disassortative communities exist, are capable of detecting them. Several recent studies using blockmodels have detected non-assortative communities [139–144], showing that by incorporating these features into models, strengthen structure-function relationships and align more closely with patterns of gene co-expression than communities estimated using modularity maximization [145].

Meso-scale analyses are also being used to characterize individual differences in cognition [146], clinical status [149–150], and to track developmental [151] and lifespan changes in brain network structure [153–155]. For instance, a growing number of studies have linked the quality of modules – quantified using the modularity function – with behavioral, demographic, and cognitive variables, such as biological age, performance on cognitively demanding tasks. Others have used modularity as a prognostic measure, for instance to predict the outcomes therapy and targeted interventions [156–158].

Others, still, have investigated how the brain’s modular structure reconfigures when the brain is engaged in cognitively demanding tasks [20]. Converging evidence suggests that a key organizing principle of task-evoked modular structure is that, relative to rest, modules exhibit increased integration and reduced segregation [159–162]. That is, cognitively demanding tasks seem to require that brain modules coordinate with one another, forming strong cross-module links. Methods like stochastic blockmodels report consistent findings, with assortative and segregated modules at rest getting replaced by non-assortative structures like core-periphery structure that, in at least some cases, is task-specific [163].

In summary, investigating the brain’s system-level organization from a network science and connectomics perspective has informed multiple domains of neuroscience, from theory to application. This topic remains a productive area of research, and has spurred along methods development and is being applied fruitfully to brain data at all spatial scales [164–166].

Structural basis of activity and connectivity

One of the central questions in biology concerns the relationship of an organism structure with the kinds of functions it can perform. In the context of network neuroscience we can ask a similar question – how does the brain’s anatomical structure shape patterns of functional coupling between distant sites in the brain [167]? Intuitively, we think of anatomical connectivity as a set of constraints – some parts of the brain are directly coupled to one another via white matter or axonal projections, others are not. Those that are connected can readily exchange information with or signal to one another – those that lack direct connections can only communicate indirectly, through multi-step pathways, thereby shaping the correlation structure of brain activity [168]. This coupling of function to the underlying anatomy is a fundamental feature of brain networks that, when disrupted or perturbed, can give rise to maladaptive behavior and disease [169]. A disruption of structure-function coupling may be exactly what we should aim at retuning with deep brain stimulation (see Chapter 1).

Indeed, there is considerable evidence – both empirical and in silico demonstrating that brain SC is causally related to patterns of functional coupling. Some of the strongest evidence comes from lesion studies, where direct structural insults lead to acute changes in FC. One of the clearest examples is a study by O’Reilly et al. [170], in which resting state FC was estimated for macaque monkeys before and after surgically removal the collosal fibers between the left and right hemispheres. This had the acute effect of reducing the magnitude of interhemispheric functional connections, presumably because those regions can not longer exchange information or synchronize their activity with one another.

Other evidence that SC shapes functional coupling comes from in silico studies, where SC is considered part of a networked dynamical system (Fig. 2; also see Chapter 26 for an outlook of how these concepts are applied to the field of deep brain stimulation). The elements of a dynamical system – nodes in the network – have internal states that represent their level of activity, e.g. membrane potential or BOLD amplitude, and are free to evolve over time according to some internal dynamics. When these elements are coupled to one another – i.e. as parts of a network – then the evolution of each element’s state depends on the states of its neighbors. Consequently, the constraints imposed by SC induce correlations in the change of nodes’ states across time, leading to observed patterns of FC (Fig. 2).

These kinds of models often include biophysical parameters, e.g. “neural mass models” include populations of excitatory and inhibitory neurons, channel conductances, temporally lagged propagation of signals, etc. Although the inclusion of these parameters helps preserves some neurobiological plausibility, it comes with a cost. First, solving the system of differential equations is computationally expensive, and can entail hours of run-time on...
FIG. 2. Structurally constrained models of FC Structural connections (a) constrain brain dynamics, which induces correlated brain activity that is measured as FC (b). To better understand this structure-function relationship, one builds models of brain dynamics that yield, as output, synthetic patterns of FC. (c) This framework makes it possible to test different models corresponding to distinct hypotheses about brain dynamics/communication with varying levels of complexity and biophysical plausibility. (d) Model performance can be quantified as a correlation between observed and predicted FC. (e) Models can be compared to one another using their performance as a measure of fitness to identify the optimal dynamics.

Unlike the biophysical models, where the output is synthetic time series, communication models generate for all pairs of regions a measure of communication capacity or the ease with which two brain regions can communicate with one another, resulting in a square node-by-node matrix. For instance, suppose we hypothesize that brain regions “communicate” by routing signals through the network’s shortest path structure. As a coarse test of this hypothesis, we could compute the length of shortest paths between all pairs of brain regions and compare the elements of the resulting shortest paths matrix with those of the empirical FC matrix. In general, stronger correspondence between the two matrices can be interpreted as evidence supporting the hypothesis that shortest paths are important for brain communication.

To take advantage of shortest paths for signaling, the “signals” would need to have global knowledge of the entire network and its shortest path structure. At the opposite extreme are decentralized processes like diffusion models in which a particle or random walker (representing some quanta of information) moves over the network randomly, hopping unbiased from one node to another [172–174]. From this process, one can compute measures like the mean first passage time that a particle starting at one node is expected to reach another, and compare these measures against FC. Other simple models include those based on communicability in which nodes communicate along all paths but discount longer paths exponentially [175], oscillator models where nodes update their phase based on those of their neighbors [176], and search information where paths between nodes are quantified based on their hiddenness (the amount of information necessary for a random walker to follow the shortest path without error) [49].
These simple models have allowed researchers to explore and compare a veritable zoo of possible communication policies, from multi-path communication to models of epidemic spreading that have been repurposed for brain imaging data to decentralized and greedy navigation models, to information-based models (Fig. 2c). Because they are based on analytically tractable measures, these models carry a low computational cost and can be easily implemented and their parameters optimized. Critically, these models tend to outperform the more neurobiologically plausible models in terms of how well they predict empirical FC (Fig. 2d,e).

Collectively, there is considerable empirical and in silico evidence suggesting that SC plays a causal role in shaping patterns of functional coupling. This evidence has prompted many studies to consider situations where normative structure-function coupling is perturbed. For example, during task performance, in neuropsychiatric disorders, or in human development. Indeed, variation in structure-function coupling has been associated with individual differences to performance on tasks, subject demographics, and traits.

There remain many open questions and challenges, however. For instance, the measured association between SC and FC likely depends on other factors, including the spatial embedding of the brain – the nearer two regions are to one another, the more likely they are to be connected by both modalities. This mutual dependence on distance makes assessing the true strength of structure-function coupling difficult. Other challenges are more fundamental. The veracity of SC and FC matrices remains a source of concern in most analyses. SC, especially, suffers from known biases that prevent accurate inference of certain white-matter tracts. FC, too, exhibits a peculiar set of biases, including variation attributable to head motion in the scanner. More fundamentally, the de facto measure of functional coupling – the Pearson correlation – represents one of many possible measures of connectivity, and the strength of structure-function relationships will, in general, vary as a function of these measures.

Connectome dynamics

Among the profound realizations of the connectomics revolution is that brains are never quiet, even during cognitive rest. Rather, the human brain is in constant transit, traversing a high-dimensional landscape of activity and connectivity patterns over time. Time-varying changes in FC, in particular, have attracted considerable interest from the network neuroscience community, where it is generally accepted transient coupling and uncoupling of neural elements across time reflects changes in cognitive state and that by studying these changes, we can glean new insight into principles by which functional networks support psychological processes on fast timescales.

Many methods have been proposed to studying dynamic or time-varying FC, including frequency-based decompositions, instantaneous co-fluctuation analysis, and model-based approaches. The most common, however, is the sliding-window approach. This entails specifying a “window” of some length, comprising temporally contiguous time points. Then, temporally resolved FC is calculated using only those time points within a given window and the window advanced some fixed number of time points where the procedure gets repeated. The result is a sequence of networks corresponding to FC patterns at different points in time. These networks can then be analyzed to gain insight into network dynamics – how the topological organization of the brain fluctuates across time.

Although time-varying FC can be analyzed using many different approaches to quantify the stability and variability of patterns across time, one popular line of inquiry involves assigning time points to clusters based on the similarity FC patterns. This procedure yields a set of brain states – cluster centroids – that describe low-dimensional space that the brain traverses over time. These states can be summarized using a rich set of statistics that include the relative frequencies of each state and the probabilities of transitioning from one state to another. This approach has been used extensively and has helped link time-varying connectivity to arousal and wakefulness, attention, and state of consciousness, and has been applied in a clinical context to generate biomarkers of disease and neuropsychiatric disorders.

Another powerful approach for studying time-varying connectivity is to track changes in communities across time using multi-layer network models. In this approach, FC patterns at different time points are treated as “layers” in a single multi-layer network, where each layer is weakly coupled to its temporally adjacent neighboring layers. When the multi-layer network is clustered, all layers are clustered simultaneously and their cluster labels preserved. This makes it possible to directly compare nodes’ cluster labels across temporally adjacent layers to identify flexible nodes that switch their cluster assignments frequently and those that maintain stable assignments across time. This approach can be used to track the formation, persistence, and dissolution of communities across time. Flexibility can be calculated both at the whole-brain and regional levels and in previous studies has proven to be a potent biomarker of cognition and disease. A growing number of studies have linked patterns of flexibility with learning, executive function, mood and affective state, and working memory. Other studies have linked flexibility to psychiatric disorders and schizophrenia.

Although analyses of time-varying FC using the sliding-window approach is common, this procedure requires
FIG. 3. **Time-varying FC and flexibility.** To study changes in network organization across time, sliding window methods are routinely used to obtain time-varying estimates of FC. (a) This involves extracting time courses from different parts of the brain. (b) Time series are then “windowed” and FC weights are estimated using only the points that fall within a given window. For a pair of voxels/vertices/parcels, this results in a sequence of FC estimates that are temporally localized to that window. (c) This procedure can be repeated for all pairs of brain regions, resulting in a time series of FC matrices. (d) Although time-varying FC can be analyzed using many different methods, one common approach is based on reconfiguration of network modules to estimate network flexibility. This procedure involves constructing a “multi-layer network” from the time-varying matrices and clustering all time points simultaneously. Flexibility is calculated as the frequency with which a node changes its modular affiliation from one time point to the next. Here, we show examples of a node that is flexible (top) and another that is inflexible (bottom).

Like any young field, the full potential of connectomics and network neuroscience remains untapped, with exciting new work taking place on many frontiers. In this section, we review several of these areas, focusing on topics of generative modeling, network control, and edge-centric approaches.
FIG. 4. Generative models of connectomes. Network generative models aim to uncover the wiring rules that give rise to an observed brain network (a). (b) This is accomplished by proposing and testing different models—generative processes—and evaluating how well they match features of the observed network. The generative processes can be stylized and take place on non-biological timescales or they can incorporate detailed neurophysiological details and take place over developmental time. (c) This process traces a trajectory through a state space, where the outcome—a synthetic brain network—is compared to the observed network using some measure of distance/similarity. The generative modeling framework allows for in silico explorations of interventions. For instance, if two networks evolve on similar trajectories—one to a favorable, healthy state and the other to an unfavorable, disease state—one can use explore targeted perturbations of the unfavorable trajectory to identify strategies that would “drive” the brain back towards the healthy state. (e) Different generative models that test distinct hypotheses about network growth and evolution can be instantiated and their fitness—how well they match features of the observed network—can be compared to gain insight into the wiring rules and principles that shape brain network organization.

Generative modeling

The appeal of network neuroscience stems in part from the ability to quantify different aspects of brain organization using an ever-growing suite of summary statistics. As noted earlier, these measures can diagnose influential nodes, discover communities, and assess a network’s capacity for efficient information transmission. However, network summary statistics are just that—they describe and summarize a network. That is, summary statistics offer no explanation for why a network has a certain feature or how that feature came to exist in the first place. To understand the processes, rules, and algorithms by which networks grow and evolve requires building, testing, and validating generative models.

Generative modeling has a rich history in network science with the foundational Watts-Strogatz and Barabasi-Albert models models serving as the clearest examples. While these models posit mechanisms by which small-worldliness and hubs emerge, in general, generative models work by identifying a desired set of properties for a network to have, and work backwards to identify the processes that yields networks with those properties (Fig. 4b,c,d).

As with other modeling exercises, parsimony plays an important role, and generative modeling studies usually aim to discover “simple” wiring rules that can accurately replicate properties of real brain networks. These rules, then, can be interpreted as drivers of the brain’s network organization. Any additional features that emerge incidentally and as a consequence of these rules can be thought of as “spandrels” and useful byproducts of the overarching generative mechanism.

The space of possible generative models for brain networks is massive. One way that we can impose some order on this space to categorize models according to how they deal with time. On one extreme are models in which the network grows and evolves over a biologically meaningful timescale, with the aim of recapitulating a specific developmental trajectory. These kinds of models need to
be carefully calibrated against observations and include other neurobiological details, but can then be used to assess how perturbations alter developmental trajectories (leading to maladaptive brain networks) and to explore strategies for driving a brain back onto a healthy trajectory, all \textit{in silico} (Fig. 4). A good example of this type of model is the work by Nicosia et al \cite{230} that modeled the growth of the nematode, \textit{C. elegans}. \textit{C. elegans} is unique in that we have detailed information about the birth times of its roughly 300 neurons, which can then be incorporated into a generative growth model with the aim of reproducing the network of the adult \textit{C. elegans}. The authors demonstrated that a model based on birth times combined and wiring rules that penalize the formation of long connections and reward nodes with high degree could account for many of the properties of the adult \textit{C. elegans} connectome, including bi-phasic growth rate.

At the opposite extreme are models for which time plays no role, like stochastic blockmodels, or deal with time in a non-biological way. The Barabasi-Albert model is a good example, in that the network grows according to a set of simple rules, adding nodes and edges over a series of steps, but where the timescale is arbitrary. While these types of models lack biological realism, they can be used to gain insight into the underlying principles that shape network organization. For instance, several recent network neuroscience studies have investigated quasi-dynamic models, in which edges are gradually added to a set of brain regions according to a probabilistic growth rule \cite{231, 232}. In these studies, the authors tested many possible rules based on the spatial layout of the network and its topology, comparing their abilities to account for organizational features of empirical brain networks. In both cases, the authors found that the optimal model – the one that consistently produced synthetic networks with features similar to real-world brain networks – penalized the formation of long-distance connections but increased the likelihood of connections forming between nodes with similar connectivity profiles. Although the timescale of these models lacked correspondence with neurodevelopment, their results were consistent with the generative model of \textit{C. elegans}.

Generative models have been instrumental in uncovering potential organizing principles of brain networks. Among the key findings is the role played by spatial relationships in shaping the brain’s network structure \cite{233-235}. Brains must be enclosed in a limited volume and their connections require material to form and energy to maintain and use. Shorter connections, therefore, lead to reductions in volume and wiring cost, and lead to increased fitness. Although some studies maintain that the drive to reduce these costs is sufficient to explain brain network organization in its entirety, most agree that this drive needs to be counter-balanced by some opposing force to account for costly features of brain networks that involve long-distance connections, e.g. the presence of hubs and rich-clubs \cite{236, 238}.

The generative modeling approach opens up new, exciting strategies for studying brain networks and for understanding their roles in health and disease. First, generative models help discover the drivers of network organization, which helps refocus attention onto those features and away from “spandrels” \cite{229}, which may help in the generation of increasingly sensitive and appropriate biomarkers. Second, generative models can be fit to subject-specific data and their parameters used to study individual differences. For instance, in \cite{232} the authors demonstrated the parameters governing spatial constraints varied with age, while \cite{238} used similar models and demonstrated that their parameters were correlated with polygenic risk of schizophrenia and cognitive performance. Lastly, generative models can provide insight into human development by incorporating additional neurobiological and developmental details into their wiring rules \cite{239}.

### Network control

In order to meet ongoing cognitive demands, the human brain must seamlessly transition from one brain state to another in order. How does the brain accomplish this? How are these transitions supported by the underlying anatomical connectivity? These types of questions can be addressed using the \textit{network control framework} \cite{230, 242}. This approach presupposes that the brain is a networked dynamical system and that, in the absence of any intervention, the activity of each brain region evolves over time according to its own state and the states of connected neighbors, tracing out a trajectory over time. However, this trajectory can be altered by exogenous time-varying input signals that are “injected” into brain region. As a result, these signals can drive brain activity, causing it to deviate from its passive trajectory. Network control theory asks the question of whether it’s possible to tailor these input signals so that instead of simply following a \textit{different} trajectory, the brain is directed along a specific, predefined trajectory using the lowest amplitude control signals possible.

In this way, network control offers an elegant and mathematically tractable framework that naturally links brain connectivity, dynamics, and activity. On one hand, it can be used to yield a set of local and global network measures. These include brain region’s control profiles – their abilities to drive the brain into certain classes of brain states, e.g. those that are hard to reach and require significant amounts of effort to reach versus those that are easier to reach, requiring little effort \cite{243, 245}. We can also compute global measures that reveal whether a network is or is not controllable – i.e. whether its topology and dynamics allow it to be driven into any arbitrary state. Like other network measures, control metrics can be calculated for individual subjects and used to study inter-individual or group-level differences \cite{246, 248}, and have been used to reveal changes across devel-
demonstrated that these measures are highly co-linear, suggesting that what determines a node’s control profile is not the topology of the network, low-level features of nodes, e.g. the number of connections they make. The implication is that the control profiles of a real and randomized network would be nearly identical [262] [263]. Nonetheless, network control represents an exciting new frontier in connectomics. It opens up the tantalizing possibility of selectively driving whole-brain patterns of activity using knowledge of the underlying structural connections. While the framework is mostly relegated to exercises in theory, new methods for manipulating brain activity, which include deep brain stimulation, will provide cases where theory can be carefully tested and further refined.

**Edge-centric connectomics**

Historically, brain networks have been modeled and analyzed using “node-centric” networks whose nodes and edges represent neurons, populations, or areas, and functional or structural connections. This model has been the workhorse of network neuroscience and is at the core of virtually every connectomics discovery to date. Recently, however, several groups have proposed extending the node-centric model to characterize higher-order interactions in a network [88] [264] [265]. This means shifting focus away from interactions between brain regions and neural elements, and building altogether new classes of networks that focus on the interactions between functional and structural connections.

The two most commonly discussed approaches for generating higher-order “edge-centric” networks involve transforming traditional node-by-node connectivity matrices into higher-dimensional edge-by-edge “line graphs” [264] and “edge similarity” matrices [88] that quantify how strongly pairs of edges in the network interact with one another. While these approaches have been applied successfully in other disciplines, their application in neuroscience has been limited. To date, only one study has applied edge-centric methods to empirical brain networks, using line graphs to study the overlapping community structure of SC data [266].

Recently, however, several papers presented a new method for generating higher-order networks, in the process making them easier to apply to neuroimaging data and opening up new opportunities for studying the brain’s higher-order organization and dynamics [267] [271]. The new edge-centric model is based on time series and the bivariate Pearson correlation – the measure routinely used to quantify FC. Whereas the Pearson correlation of two regions’ activity is calculated as the mean element-wise product of their standardized (z-scored) time series (Fig. 5a,b), the edge-centric model omits the averaging step, yielding a co-fluctuation time series for every pair of nodes (edge). Because FC is often interpreted as an index of communication between two...
FIG. 5. **Edge-centric modeling and analysis of neuroimaging data.** Edge-centric models shift focus away from individual brain regions and their activity onto pairs of regions and their coactivity. (a) This is accomplished by first extracting and z-scoring regional/parcel time series, which are incidentally the first two steps in computing fFC. (b) For every pair of time series, we compute the element-wise product of their activity, resulting in a co-activity or co-fluctuation time series. (c) This procedure is carried out for all pairs of brain regions, yielding an matrix of “edge” time series. (d) Each column of the edge time series matrix represents a pattern of co-activity expressed at a specific instant. These patterns can be reshaped into a region-by-region matrix and analyzed as a functional network. (e) Edge time series can also be used to create a novel type of connectivity matrix: “edge functional connectivity” (eFC). This is accomplished by computing the pairwise similarity between all possible pairs of edge time series. Unlike nodal FC, which results in a region-by-region matrix, the eFC matrix has dimensions of node pairs by node pairs, i.e. edge by edge. This matrix can be analyzed further, e.g. clustered to reveal overlapping communities.

Brain regions, we can think of each edge time series as a time-resolved account of that “conversation”.

This procedure can be carried out for every pair of brain regions – all the edges in the network – to yield a complete set of co-fluctuation time series (also referred to as “edge time series”), which has useful properties (Fig. 5b). First, we can view edge time series as a temporal decomposition of FC; the temporal average of the co-fluctuation time series for any pair of nodes is exactly the weight of the functional connection between those nodes. With this decomposition, then, we can assess the contribution to average FC of individual frames. Additionally, if we “slice” edge time series at a given point in time we obtain the instantaneous co-fluctuation pattern for all pairs of edges, which can be reshaped into a region-by-region matrix and analyzed as a network (Fig. 5d). Thus, edge time series quantify time-varying changes in network structure without using a sliding window, resulting in improved temporal resolution.

Interestingly, edge time series appear bursty – i.e. the amplitude is weak at most points in time, but over very short intervals becomes extremely strong [26,8]. Even more interesting, the times at which these bursts occur tend to be correlated across edges, resulting time-varying networks where most connections are weak, but are occasionally punctuated by rare and short-lived high-amplitude “events.” Although events occur infrequently, they explain a disproportionate amount of variance in static FC, account for its system-level structure, and contain subject-specific information not present in lower-amplitude frames.

Edge time series can also be used to estimate the higher-order construct of edge functional connectivity (eFC). eFC is obtained by computing the similarity between pairs of edge time series, yielding an edge-by-edge connectivity matrix analogous to the line graphs and link similarity networks but is fully weighted and signed [88, 264] (Fig. 5e). Like traditional node-centric networks, eFC can be analyzed using tools from network science to identify important or influential edges in the network. The principal advantage of eFC, however, is when community detection algorithms are used to partition edges into communities of cohesively fluctuating edge time series. In this context, edges are assigned to a single community, but because each node is affiliated with many edges, each of which can belong to a different community, nodes in the network can have multiple community affiliations. Unlike other methods that resolve overlapping communities in which a small fraction of nodes participate weakly in multiple communities
In summary, the edge-centric approach provides another lens through which we can study the brain’s organization, function, and dynamics. Just as SC and FC offer complementary insight, so does edge connectivity, revealing changes in co-fluctuation patterns over fast timescales and characterizing the brain’s higher-order interactions. The edge-centric approach presents multiple opportunities for future studies. First, we can take advantage of the fact that edge time series decompose FC into its framework contributions to reconstruct FC using only select subsets of frames. These subsets can be chosen in a specific way so as to maximize the relationship of the reconstructed FC with behavior or to enhance group differences. eFC, itself, appears to be useful in amplifying subject-specific features of networks [27], opening up the possibility that this added personalization will improve studies of individual differences.

CONCLUSION

A perfect confluence of factors – availability of data, analytic framework, and computational resources – has created an environment that allows network neuroscience and connectomics to flourish. These new disciplines provide a quantitative framework for exploring patterns of brain connectivity in health and disease and across a vast range of spatiotemporal scales. This framework is beginning to reveal some of the key features of brain networks – small-world architecture for efficient information processing, modules to support specialized information processing, hubs and rich clubs for integrating information between modules, and a strong dependence on spatial layout that helps reduce the brain’s material and metabolic cost of wiring. The future of connectomics includes powerful new methodologies for uncovering network-level mechanisms and controlling brain activity while new recording and imaging techniques make it possible to resolve networks at increasingly finer spatial scales but with the benefit of broader brain coverage. While the advanced concepts introduced here are necessarily new and continue to be explored and refined within the field of network neuroscience proper, time-varying connectivity, network control, and edge-centric connectomics hold promise in applied fields, such as connectomic deep brain stimulation. It is likely, then, that in future studies, these and other cutting edge methods from network neuroscience will move from exercises in theory and into application.
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