LORENTZ–KARAMATA SPACES

DALIMIL PEŠA

ABSTRACT. In this paper, we consider Lorentz–Karamata spaces with slowly varying functions and provide a comprehensive study of their properties.

We consider Lorentz–Karamata functionals over an arbitrary sigma-finite measure space equipped with a non-atomic measure and the corresponding Lorentz–Karamata spaces. We characterise non-triviality of said spaces, then study when they are equivalent to a Banach function space and obtain a complete characterisation. We compute the fundamental function of said spaces and describe the corresponding endpoint spaces. We further provide a complete characterisation of when the Lorentz–Karamata spaces defined using non-increasing rearrangement are equivalent to those defined using maximal function. We provide a complete description of the associate spaces of Lorentz–Karamata spaces. We also treat other topics like embeddings, absolute continuity of the (quasi)norm, and Boyd indices.

1. INTRODUCTION

In this paper we focus on one particular scale of function spaces, called Lorentz–Karamata spaces. These function spaces were introduced in 2000 by Edmunds, Kerman and Pick in [22], and their name reflects the fact that their construction encapsulates both the Lorentz-type structure of fine tuning of function spaces and the concept of the so-called slowly-varying functions that had been studied by Karamata. The original motivation for the introduction of these spaces was connected with the investigation of the very important problem of nailing down optimal partner function spaces in Sobolev embeddings on regular domains in the Euclidean space. During the last two decades the Lorentz–Karamata spaces have extended their field of applications for example to Gauss-Sobolev embeddings in [17] and the related interpolation theory in [2], boundedness of operators on probability spaces in [19], and traces of Sobolev functions in [18]. They were also studied in connection with Bessel potential type spaces in [27] and [46], employed in describing embeddings of Besov-type spaces in [10] and [32], and their interpolation properties were the focus of [4]. Their upmost importance seems to consist of the fact that they provide a class of very good and useful examples for various tasks in functional analysis and its applications, which is on one hand quite versatile (note that Lorentz–Karamata spaces contain Lebesgue spaces, Lorentz spaces, Zygmund classes, Lorentz–Zygmund spaces, a good deal of Orlicz spaces, many Lorentz and Marcinkiewicz endpoint spaces, the space
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of Brézis and Wainger, and many more), on the other hand they are relatively easily manageable, which makes them extremely handy.

During the last 20 years, Lorentz–Karamata spaces have been several times put under a detailed scrutiny. For instance, an alternative characterization by “norms within norms” of them is given in [23]. Further characterisation by the means of alternative norms was obtained in [24]. They are briefly mentioned also in [52]. A detailed study focused on some of their basic functional properties can be found in [20] and [46]. But none of these works provided a completely satisfactory result as they usually contained various restrictions. One of our principal goals is to fill in the gap and provide a comprehensive study of these spaces.

We would like to stress that we work with Lorentz–Karamata spaces in their full generality, using the modern definition of slowly varying functions that was introduced in [27] or [28] (it is unclear which paper is in fact older). Our approach is thus more general than that taken by some other authors, see for example [20], [34], and [46], whose definition of slowly varying functions requires that the behaviour near zero is the same as that near infinity. This not only makes the Lorentz–Karamata spaces less general, it also causes the definition to be more complicated. The reason for this approach is probably the way the Lorentz–Karamata spaces were originally introduced in [22], where they were considered only in the case when the underlying measure space was of finite measure, so the question of behaviour near infinity did not arise. The modern approach, as taken in, for example, [4], [10], [23], [26], [27], [32], and [47], resolves this issue and we thus believe it to be significantly better. However, most of the papers employing the modern definition do not concern themselves with the properties of Lorentz–Karamata spaces, or only do so in a very limited fashion (as in [4], where non-triviality and embeddings are characterised), so most of the properties of said spaces are shown in the older papers which use the restrictive definitions. We have thus opted to provide full proofs for all our results to save the reader the tedious work of checking whether the arguments that were used in the restricted case still work in our more general setting.

It is worth noting that even though the Lorentz–Karamata spaces are a fairly general class of function spaces, they are further generalised by the classical Lorentz spaces, which have been studied quite extensively since their introduction by Lorentz in [40]. In some cases we use in our proofs this more abstract theory of classical Lorentz spaces, namely the results contained in [12], [13], [14], [15], [31], [54], and [58], while in other cases we opted for a more elementary approach. As a further reading on the topic we would recommend [1], [11], [16], [25], [29], [30], [41], and [55].

The paper is structured as follows. We first provide the necessary theoretical background in Section 2. We then provide the comprehensive treatment of Lorentz–Karamata spaces in Section 3.

To be more specific, we first define the Lorentz–Karamata spaces in Section 3.1 and prove some of their basic properties. Section 3.2 is then devoted to the description of the fundamental functions of Lorentz–Karamata spaces and the corresponding endpoints. In Section 3.3 we compute the Boyd indices of Lorentz–Karamata spaces. In Section 3.4, embeddings between Lorentz–Karamata spaces are completely characterised. The equivalence of Lorentz–Karamata spaces defined using the non-increasing rearrangement and those defined using the maximal function is studied in Section 3.5 where we obtain a complete characterisation. Section 3.6 is devoted to characterising which functions in Lorentz–Karamata spaces have absolutely continuous quasinorm. In Section 3.7 we describe the
associate spaces of Lorentz–Karamata spaces for all choices of parameters. Finally, in Section 3.8 we provide a complete characterisation of the cases when a Lorentz–Karamata space is a Banach function space.

We would like to emphasize that we do not assume that the measure of the underlying measure space is finite. On the contrary, we generally assume it to be infinite as those cases are usually more interesting. There are, however, few exceptions to this rule and there we consider also the case of finite measure in order to obtain the most interesting versions of the results.

2. Preliminaries

The aim of this section is to establish the basic framework for later work. We strive to keep the definitions and notation as standard as possible.

From now on, we will denote by \((R, \mu)\), and sometimes \((S, \nu)\), some arbitrary \(\sigma\)-finite measure space. When \(E \subseteq R\), we will denote its characteristic function by \(\chi_E\). The set of all extended complex-valued \(\mu\)-measurable functions defined on \(R\) will be denoted \(M(R, \mu)\), its subsets of all non-negative functions and of all functions finite \(\mu\)-almost everywhere on \(R\) will be denoted by \(M_+(R, \mu)\) and \(M_0(R, \mu)\) respectively. As usual, we identify functions that are equal \(\mu\)-almost everywhere. We will usually abbreviate \(\mu\)-almost everywhere to \(\mu\)-a.e. and simply write \(M\), \(M_+\) and \(M_0\), instead of \(M(R, \mu)\), \(M_+(R, \mu)\) and \(M_0(R, \mu)\) respectively, whenever there is no risk of confusion. In some special cases when \(R = \mathbb{R}^n\) we will denote the \(n\)-dimensional Lebesgue measure by \(\lambda^n\) (or just \(\lambda\) when \(n = 1\)).

When \(X\) is a set and \(f, g : X \to \mathbb{C}\) are two maps satisfying that there is some positive and finite constant \(C\), depending only on \(f\) and \(g\), such that \(|f(x)| \leq C|g(x)|\) for all \(x \in X\), we will denote this by \(f \lesssim g\). We will also write \(f \approx g\), or sometimes say that \(f\) and \(g\) are equivalent, whenever both \(f \lesssim g\) and \(g \lesssim f\) are true at the same time. We choose this general definition because we will use the symbols “\(\lesssim\)” and “\(\approx\)” with both functions and functionals.

When \(X\) and \(Y\) are quasinormed linear spaces, we will use the notation \(X \hookrightarrow Y\) to mean that \(X \subseteq Y\) and that the identity operator is bounded from \(X\) to \(Y\), i.e. that it holds for every \(x \in X\) that

\[
\|x\|_Y \lesssim \|x\|_X,
\]

where \(\|\cdot\|_X\) and \(\|\cdot\|_Y\) are the respective quasinorms in \(X\) and \(Y\). When \(X \hookrightarrow Y\) and \(Y \hookrightarrow X\) hold at the same time, we will say that \(X = Y\) up to equivalence of quasinorms. In case when the functionals \(\|\cdot\|_X\) and \(\|\cdot\|_Y\) are norms, we will say that the equality holds up to equivalence of norms. When the type of functional is not clear (e.g. when one is a norm and the other is not, when it depends on a particular choice of parameters, etc.) we might say that the equality holds up to equivalence of defining functionals, in order to avoid making any implicit statement about the triangle inequality of the functionals in question.

Finally, when \(q \in (0, \infty]\), we will denote by \(L^q\) the classical Lebesgue space (of functions in \(M(R, \mu)\)) defined by

\[
L^q = \left\{ f \in M(R, \mu); \int_R |f|^q \, d\mu < \infty \right\},
\]
equipped with the customary (quasi-)norm

$$\|f\|_q = \left( \int_R |f|^q \, d\mu \right)^{\frac{1}{q}},$$

with the usual modifications when $q = \infty$.

2.1. Non-increasing rearrangement. In this section, we define the non-increasing rearrangement of a function and some related terms. We proceed in accordance with [6, Chapter 2].

The non-increasing rearrangement of a function $f \in M$, traditionally denoted $f^*$, is defined as the generalised inverse of the distribution function, that is for any $t \in [0, \infty)$

$$f^*(t) = \inf \{ s \in [0, \infty); \mu_f(s) \leq t \},$$

where the distribution function $\mu_f$ of a function $f \in M$ is defined for $s \in [0, \infty)$ by

$$\mu_f(s) = \mu(\{t \in R; |f(t)| > s\}).$$

Some basic properties of the distribution function and the non-increasing rearrangement, with proofs, can be found in [6, Chapter 2, Proposition 1.3] and [6, Chapter 2, Proposition 1.7].

A very important classical result is the Hardy-Littlewood inequality which asserts that it holds for all $f, g \in M$ that

$$(2.1) \int_R |fg| \, d\mu \leq \int_0^\infty f^* g^* \, d\lambda.$$

For details, see for example [6, Chapter 2, Theorem 2.2]. As an immediate consequence, we get that, for all $f, g \in M$,

$$(2.2) \sup_{\tilde{g} \in M} \int_R |\tilde{g}| \, d\mu \leq \int_0^\infty f^* g^* \, d\lambda.$$

This leads to the definition of resonant measure spaces, as those spaces where we have equality in (2.2). It has been proven that in order for a measure space to be resonant, it suffices for its measure to be non-atomic. For details, see [6, Chapter 2, Theorem 2.7].

We will also need in the paper the so called maximal function of $f^*$ (where $f \in M$), which is traditionally denoted $f^{**}$ and is defined for $t \in [0, \infty)$ by

$$f^{**}(t) = \frac{1}{t} \int_0^t f^*(s) \, ds.$$ 

Some properties of the maximal function can be found in [6, Chapter 2, Proposition 3.2] and [6, Chapter 2, Theorem 3.4].

2.2. Function norms and quasinorms. The following two definitions are adapted from [6, Chapter 1, Definition 1.1] and [6, Chapter 2, Definition 4.1], respectively.

**Definition 2.1.** Let $\|\cdot\| : M \to [0, \infty]$ be some non-negative functional such that it holds for all $f \in M$ that $\|f\| = \| |f| \|$. We then say that $\|\cdot\|$ is a Banach function norm if its restriction on $M_+$ satisfies the following conditions:

(P1) $\|\cdot\|$ is a norm, i.e.

(i) it is positively homogeneous, i.e. $\forall a \in \mathbb{C}, \forall f \in M_+ : \|a \cdot f\| = |a| \|f\|,$

(ii) it satisfies $\|f\| = 0 \iff f = 0 \mu$-a.e.,
(iii) it is subadditive, i.e. \( \forall f, g \in M_+ : \|f + g\| \leq \|f\| + \|g\| \).

(P2) \( \|\cdot\| \) has the lattice property, i.e. if some \( f, g \in M_+ \) satisfy \( f \leq g \) \( \mu \)-a.e., then also \( \|f\| \leq \|g\| \).

(P3) \( \|\cdot\| \) has the Fatou property, i.e. if some \( f_n, f \in M_+ \) satisfy \( f_n \uparrow f \) \( \mu \)-a.e., then also \( \|f_n\| \uparrow \|f\| \).

(P4) \( \|\chi_E\| < \infty \) for all \( E \subseteq \mathbb{R} \) satisfying \( \mu(E) < \infty \).

(P5) For every \( E \subseteq \mathbb{R} \) satisfying \( \mu(E) < \infty \) there exists some finite constant \( C_E \), dependent only on \( E \), such that for all \( f \in M_+ \) the inequality \( \int_E f \, d\mu \leq C_E \|f\| \) holds.

We will be interested in particular in the class of rearrangement invariant Banach function norms.

**Definition 2.2.** We say that a Banach function norm \( \|\cdot\| \) is rearrangement invariant, abbreviated r.i., if it satisfies the following additional condition:

(P6) If two functions \( f, g \in M_+ \) satisfy \( f^* = g^* \) then \( \|f\| = \|g\| \).

For the properties of Banach function norms and r.i. Banach function norms see [6, Chapter 1] and [6, Chapter 2], respectively.

It will be also useful to define a somewhat weaker version of r.i. Banach function norms, namely the rearrangement-invariant quasi-Banach function norms.

**Definition 2.3.** Let \( \|\cdot\| : M \to [0, \infty] \) be some non-negative functional such that it holds for all \( f \in M \) that \( \|f\| = \|f\| \). We then say that \( \|\cdot\| \) is a quasi-Banach function norm, if it satisfies the axioms (P2), (P3), and (P4) from the definition of r.i. Banach function norm and also a weaker version of (P1), namely

(Q1) \( \|\cdot\| \) is a quasinorm, i.e.

(i) it is positively homogeneous, i.e. \( \forall a \in \mathbb{R}\forall f \in M_+ : \|a \cdot f\| = \|a\| \|f\| \),

(ii) it satisfies \( \|f\| = 0 \iff f = 0 \) \( \mu \)-a.e.,

(iii) it is subadditive up to a constant, i.e. there is some finite constant \( C \) such that \( \forall f, g \in M_+ : \|f + g\| \leq C(\|f\| + \|g\|) \).

**Definition 2.4.** We say that a quasi-Banach function norm \( \|\cdot\| \) is rearrangement-invariant, abbreviated r.i., if it satisfies (P6).

Our definition of quasi-Banach function norms is standard, the same as for example in [9], [45], and [53] (note that the requirement of completeness in [53] is redundant as follows from [9, Lemma 3.6]). The paper [45] treats the properties of (r.i.) quasi-Banach function norms in some detail.

**Definition 2.5.** Let \( \|\cdot\| \) be a Banach function norm on \( M \). Then the set

\[ X = \{f \in M; \|f\| < \infty\} \]

equipped with the norm \( \|\cdot\| \) will be called a Banach function space. Further, if \( \|\cdot\| \) is rearrangement invariant, we shall say that \( X \) is a rearrangement invariant Banach function space.

If \( \|\cdot\| \) is an (r.i.) quasi-Banach function norm, we define an (r.i.) quasi-Banach function space in exactly the same manner.

To provide an example, let us note that the classical Lebesgue functional \( \|\cdot\|_q \) is an r.i. Banach function norm on \( M \) for \( q \in [1, \infty] \) and an r.i. quasi-Banach function norm on \( M \).
for $q \in (0, \infty]$, as follows from the formula

$$
\|f\|_q = \left( \int_0^{\infty} (f^*)^q d\lambda \right)^\frac{1}{q}
$$

(and its obvious modification for the case $q = \infty$) that holds for every $f \in M$ (see [6, Chapter 2, Proposition 1.8]).

Another examples are some cases of the classical Lorentz spaces $\Lambda^q(v)$ and $\Gamma^q(v)$, where $q \in (0, \infty)$ and $v : (0, \infty) \to [0, \infty)$ is a non-negative $\lambda$-measurable weight, which are defined as the sets of functions $f \in M$ for which the following respective functionals are finite:

$$
\|f\|_{\Lambda^q(v)} = \left( \int_0^{\infty} (f^*)^q v d\lambda \right)^\frac{1}{q},
$$

$$
\|f\|_{\Gamma^q(v)} = \left( \int_0^{\infty} (f^{**})^q v d\lambda \right)^\frac{1}{q}.
$$

We would like to stress that there are many choices of $q$ and $v$ for which those spaces even fail to be linear, so some additional assumption are certainly necessary in order for those spaces to serve as examples of r.i. (quasi-)Banach function spaces. We do not wish to go too deep into the rich and complex theory of Classical Lorentz spaces, so let us just say that $\|f\|_{\Lambda^q(v)}$ is an r.i. Banach function norm provided that $q \geq 1$ and that $v$ is non-increasing, non-zero, and locally integrable, while $\|f\|_{\Gamma^q(v)}$ is an r.i. Banach function norm provided that $q > 1$ and $v$ is strictly positive, locally integrable, and bounded at some neighbourhood of infinity. We emphasise that those are only some simple sufficient conditions, as the actual characterisation is more complex. To provide some references, we turn to the works already mentioned in the introduction, i.e. [1], [11], [12], [13], [14], [15], [16], [25], [29], [30], [31], [41], [54], [55], and [58].

An important concept in the theory of quasi-Banach function spaces is the absolute continuity of the quasinorm.

**Definition 2.6.** Let $\|\cdot\|_X$ be a quasi-Banach function norm and let $X$ be the corresponding quasi-Banach function space. We say that a function $f \in X$ has absolutely continuous quasinorm if it holds that $\|f\chi_{E_k}\|_X \to 0$ (as $k \to \infty$) whenever $E_k$ is a sequence of $\mu$-measurable subsets of $R$ such that $\chi_{E_k} \to 0$ $\mu$-a.e. (as $k \to \infty$).

The set of all $f \in X$ that have absolutely continuous quasinorms will be denoted by $X_a$. If every $f \in X$ has absolutely continuous quasinorm (i.e. if $X_a = X$) we further say that the space $X$ itself has absolutely continuous quasinorm.

This concept is important, because it is deeply connected to separability and also reflexivity of Banach function spaces, for details see [6, Chapter 1, Sections 3, 4 and 5].

To provide some examples, the Lebesgue spaces $L^q$ have absolutely continuous quasinorms for $q < \infty$, while $L^\infty_a = \{0\}$.

We will need the following characterisation that describes the functions having absolutely continuous quasinorms. The result is well known for the case of Banach function spaces (see e.g. [6, Chapter 1, Proposition 3.5]), but almost exactly the same proof can be used to extend it to the context of quasi-Banach function spaces.

**Proposition 2.7.** Let $\|\cdot\|_X$ be a quasi-Banach function norm and let $X$ be the corresponding quasi-Banach function space. Then $f \in X$ has absolutely continuous quasinorm if and
only if every sequence $f_n$ of $\mu$-measurable functions satisfying $|f| \geq |f_n| \downarrow 0$ $\mu$-a.e. (as $n \to \infty$) satisfies $\|f_n\|_X \downarrow 0$ (as $n \to \infty$).

2.3. **Associate spaces.** In this section we define the associate functionals and consequently the associate spaces. We intentionally make the definitions very broad and general. For details on associate spaces of Banach function spaces, see [6, Chapter 1, Section 2, 3 and 4]. We will approach the matter in a more general way.

When talking about associate spaces, it is useful to use the notation $q'$ for the number defined by

$$
q' = \begin{cases} 
\frac{q}{q-1} & \text{for } q \in (1, \infty), \\
1 & \text{for } q = \infty, \\
\infty & \text{for } q = 1,
\end{cases}
$$

which we will do from now on.

**Definition 2.8.** Let $\|\cdot\|: M \to [0, \infty]$ be some non-negative functional and put

$$
X = \{f \in M; \|f\| < \infty\}.
$$

Then the set

$$
X' = \left\{ f \in M; \sup_{g \in M, \|g\| \leq 1} \int_R |fg| \, d\mu < \infty \right\}
$$

will be called the associate space of $X$ and the functional $\|\cdot\|_{X'}$ defined for $f \in M$ by

$$
\|f\|_{X'} = \sup_{g \in M, \|g\| \leq 1} \int_R |fg| \, d\mu
$$

will be called the associate functional of $\|\cdot\|$.  

As the notation suggests, these terms are interesting mainly when the functional $\|\cdot\|$ is at least a quasinorm, but we wanted to emphasize that the definition itself lays no requirements on it. 

The point of the associate space is to provide a general form of Hölder inequality, namely that it holds for all $f, g \in M$ that

$$
(2.4) \quad \int_R |fg| \, d\mu \leq \|g\| \|f\|_{X'},
$$

where $\|\cdot\|: M \to [0, \infty]$ is assumed to be some positively homogeneous functional and in the case when the right-hand side is of the form $0 \cdot \infty$ it is to be interpreted as $\infty$.

To provide an example, if we take $\|\cdot\|_q$, $q \in [1, \infty]$, as our $\|\cdot\|$, we obtain that $\|\cdot\|_{X'} = \|\cdot\|_{q'}$. On the other hand, if we take $\|\cdot\|_q$, $q \in (0, 1)$, we get $\|f\|_{X'} = \infty$ for all $f$ other than zero (and of course $\|0\|_{X'} = 0$) and thus $X' = \{0\}$.

It is quite obvious from Definition 2.8 that if two positively homogeneous functionals $\|\cdot\|_X$ and $\|\cdot\|_Y$ satisfy $\|\cdot\|_X \lesssim \|\cdot\|_Y$ then also $\|\cdot\|_{Y'} \lesssim \|\cdot\|_{X'}$. Equivalently, we may say that if $X \hookrightarrow Y$ then $Y' \hookrightarrow X'$, where the continuity of the embedding is understood relatively to the defining functionals, i.e. it means that the identity operator is bounded.

It has been proven, see for example [6, Chapter 1, Theorem 2.2] and [6, Chapter 1, Theorem 2.7], that the associate functional of a Banach function norm $\|\cdot\|$ is itself a Banach function norm, and that its associate functional is $\|\cdot\|$. This result has been
improved recently by Gogatishvili and Soudský in [31]. Since we will use this result later in the paper, we present it below. The symbol \( \|\cdot\|_{X''} \) denotes the second associate functional, i.e. the associate functional of \( \|\cdot\|_X \).

**Theorem 2.9.** Let \( \|\cdot\| : M \to [0, \infty] \) be a functional that satisfies (P4) and (P5) and which also satisfies for all \( f \in M \) that \( \|f\| = \|\mathcal{J} f\| \). Then the functional \( \|\cdot\|_{X'} \) is a Banach function norm. In addition, \( \|\cdot\| \) is equivalent to a Banach function norm if and only if \( \|\cdot\| \approx \|\cdot\|_{X''} \).

2.4. Boyd indices. A useful concept from the theory of interpolation is that of Boyd indices, which were introduced by Boyd in [8]. We do not wish to go deep into the related theory at this point; we only want to give the necessary background for our computations in Section 3.3. To the readers interested in this topic we would recommend [6, Chapter 3, Section 5], [35, Sections 8 and 9], [38, Chapter 2], and [42].

Let \( \|\cdot\|_X \) be an r.i. quasi-Banach function norm over \( M(R, \mu) \) such that there is some r.i. quasi-Banach function norm \( \|\cdot\|_\bar{X} \) over \( M([0, \infty), \lambda) \) such that it holds for every \( f \in M(R, \mu) \) that \( \|f\|_X = \|\mathcal{J} f\|_{\bar{X}} \). Denote by \( X \) and \( \bar{X} \) the respective corresponding r.i. quasi-Banach function spaces. The quasinorm \( \|\cdot\|_\bar{X} \) is the called the representation functional of \( \|\cdot\|_X \) and, similarly, \( \bar{X} \) is called the representation space of \( X \).

It is well known that a representation functional exists for every r.i. Banach function space and that in this case it is also an r.i. Banach function norm. As for the r.i. quasi-Banach function spaces in general, we were not able to find any such result in the literature. However, in many concrete cases the representation functional is available directly from the definition. This for example holds for Lebesgue spaces, as follows from (2.3), and classical Lorentz spaces.

Consider now the family of dilation operators \( D_t : M([0, \infty), \lambda) \to M([0, \infty), \lambda) \) that are defined for \( t \in (0, \infty) \) by

\[
D_t f(s) = f(ts) \quad \text{for } s \in [0, \infty).
\]

It has been proven in [45, Theorem 3.22] that such an operator is, for every choice of \( t \in (0, \infty) \), bounded on any r.i. quasi-Banach function space. The following definition thus makes sense:

**Definition 2.10.** Let \( \|\cdot\|_X \) be an r.i. quasi-Banach function norm over \( M(R, \mu) \) for which the representation functional exists and denote by \( h_X(t) \) the operator norm of \( D_t^{-1} : \bar{X} \to X \). We then define the lower and upper Boyd indices, denoted by \( \underline{\alpha}_X \) and \( \overline{\alpha}_X \), respectively, as

\[
\underline{\alpha}_X = \sup_{t \in (0, 1)} \frac{\log(h_X(t))}{\log(t)}, \quad \overline{\alpha}_X = \inf_{t \in (1, \infty)} \frac{\log(h_X(t))}{\log(t)}.
\]

The following result is very useful in practical applications, since suprema and infima of functions are, in general, difficult to compute:

**Proposition 2.11.** Let \( \|\cdot\|_X \) be an r.i. quasi-Banach function norm over \( M(R, \mu) \) for which the representation functional exists and denote by \( h_X(t) \) the operator norm of \( D_t^{-1} : \bar{X} \to X \). Then the lower and upper Boyd indices of \( X \) satisfy

\[
\underline{\alpha}_X = \lim_{t \to 0^+} \frac{\log(h_X(t))}{\log(t)}, \quad \overline{\alpha}_X = \lim_{t \to \infty} \frac{\log(h_X(t))}{\log(t)}.
\]
This result is classical in the case when $\|\cdot\|_X$ is an r.i. Banach function norm, see [6, Chapter 3, Proposition 5.13] and [8, Lemma 3]. On the other hand, we were unable to find in the literature any proofs of the general form needed for our purposes. We therefore present a proof here, which is, similarly to the classical case, based on the elementary properties of subadditive functions. For the sake of completeness we present here a proof of the necessary properties that is an extension of the ideas contained in [6, Chapter 3, Lemma 5.8]. We note that a similar result appears in [33, Theorem 7.6.2], with the difference being that the authors work with weaker assumptions and thus arrive at a weaker conclusion.

**Lemma 2.12.** Let $\omega : \mathbb{R} \to \mathbb{R}$ be a non-decreasing subadditive function (i.e. it holds for every $s, t \in \mathbb{R}$ that $\omega(s + t) \leq \omega(s) + \omega(t)$) such that $\omega(0) = 0$. Then it holds for every $s \in \mathbb{R}$ that

$$\omega(-s) \leq \omega(s). \tag{2.5}$$

Furthermore, we have that

$$0 \leq \sup_{s \in (-\infty, 0)} \frac{\omega(s)}{s} = \lim_{s \to -\infty} \frac{\omega(s)}{s} \leq \lim_{s \to \infty} \frac{\omega(s)}{s} = \inf_{s \in (0, \infty)} \frac{\omega(s)}{s} < \infty. \tag{2.6}$$

**Proof.** The estimate (2.5) follows directly from our assumptions, since they guarantee that

$$0 = \omega(0) \leq \omega(-s) + \omega(s) \quad \text{for } s \in \mathbb{R}.$$ 

Furthermore, it is clear that

$$\inf_{s \in (0, \infty)} \frac{\omega(s)}{s} \leq \omega(1) < \infty$$

and that

$$\sup_{s \in (-\infty, 0)} \frac{\omega(s)}{s} \geq -\omega(-1) \geq 0.$$

Let us now fix some $\varepsilon > 0$, some $t \in (0, \infty)$, and some $n_0 \in \mathbb{N}$ such that

$$\left(1 + \frac{1}{n_0}\right) \frac{\omega(t)}{nt} < \inf_{s \in (0, \infty)} \frac{\omega(s)}{s} + \varepsilon.$$ 

Then for any $s \geq n_0 t$ there is some $n \geq n_0$ such that $s \in [nt, (n + 1)t)$ and thus we may estimate

$$\frac{\omega(s)}{s} \leq \frac{(n + 1)\omega(t)}{nt} \leq \left(1 + \frac{1}{n_0}\right) \frac{\omega(t)}{t} < \inf_{s \in (0, \infty)} \frac{\omega(s)}{s} + \varepsilon.$$ 

Since $\varepsilon$ was arbitrary and the opposite estimate is trivial, we have shown that

$$\lim_{s \to \infty} \frac{\omega(s)}{s} = \inf_{s \in (0, \infty)} \frac{\omega(s)}{s}.$$ 

To compute the second limit, let us fix some $\varepsilon > 0$ and denote

$$\xi = \begin{cases} \sup_{s \in (-\infty, 0)} \frac{\omega(s)}{s} - \varepsilon & \text{if } \sup_{s \in (-\infty, 0)} \frac{\omega(s)}{s} < \infty, \\ \frac{1}{\varepsilon} & \text{if } \sup_{s \in (-\infty, 0)} \frac{\omega(s)}{s} = \infty. \end{cases}$$
We may now find \( t \in (-\infty, 0) \) and \( n_0 \in \mathbb{N} \) such that
\[
\left(1 - \frac{1}{n_0 + 1}\right) \frac{\omega(t)}{t} > \xi.
\]
Then for any \( s \leq n_0 t \) there is some \( n \geq n_0 \) such that \( s \in ((n + 1)t, nt] \). Whence,
\[\omega(s) \leq n \omega(t),\]
and thus (since \( s \) and \( t \) are both negative while \( \omega(s) \) and \( \omega(t) \) are both non-positive)
\[
\frac{\omega(s)}{s} \geq \frac{n \omega(t)}{s} \geq \frac{n \omega(t)}{(n + 1)t} \geq \left(1 - \frac{1}{n_0 + 1}\right) \frac{\omega(t)}{t} > \xi.
\]
Since \( \varepsilon \) was arbitrary, we have thus shown that
\[
\lim_{s \to -\infty} \frac{\omega(s)}{s} = \sup_{s \in (-\infty, 0)} \frac{\omega(s)}{s},
\]
regardless of the finiteness or infiniteness of the right-hand side. This also shows that the limit on the left-hand side always exist. The desired estimate
\[
\lim_{s \to -\infty} \frac{\omega(s)}{s} \leq \lim_{s \to \infty} \frac{\omega(s)}{s}
\]
therefore follows from (2.5), which implies for every \( s \in (0, \infty) \) that
\[
\frac{\omega(-s)}{-s} = -\frac{\omega(-s)}{s} \leq \frac{\omega(s)}{s}.
\]
This shows the second inequality in (2.6) and concludes the proof.

**Proof of Proposition 2.11.** Consider the function \( \omega : \mathbb{R} \to \mathbb{R} \) given by
\[
\omega(s) = \log(h_X(\exp(s))) \quad \text{for } s \in \mathbb{R},
\]
where \( h_X \) is the function defined above. The properties of \( h_X \)—namely that it is non-decreasing, that it satisfies for every \( t_1, t_2 \in \mathbb{R} \) the estimate
\[
h_X(t_1 t_2) \leq h_X(t_1)h_X(t_2),
\]
and that \( h_X(1) = 1 \) (as \( D_1 \) is the identity operator)—ensure that our \( \omega \) satisfies the requirements of Lemma 2.12. Therefore it follows by a simple change of variables that
\[
\sup_{t \in (0,1)} \frac{\log(h_X(t))}{\log(t)} = \sup_{s \in (-\infty,0)} \frac{\omega(s)}{s} = \lim_{s \to -\infty} \frac{\omega(s)}{s} = \lim_{t \to 0^+} \frac{\log(h_X(t))}{\log(t)},
\]
\[
\inf_{t \in (1,\infty)} \frac{\log(h_X(t))}{\log(t)} = \inf_{s \in (0,\infty)} \frac{\omega(s)}{s} = \lim_{s \to \infty} \frac{\omega(s)}{s} = \lim_{t \to \infty} \frac{\log(h_X(t))}{\log(t)}.
\]
\[\square\]
2.5. **Fundamental function.** In this section, we define the fundamental function of an r.i. quasi-Banach function space and state some of its properties, and then do the same with the endpoint spaces. We proceed in accordance with [52, Section 7.9] and [52, Section 7.10]. We note that this topic has been also covered in [6, Chapter 2, Section 5].

In this section, we will always assume that the space \((R, \mu)\) is completely non-atomic.

Given an r.i. quasi-Banach function norm \(\|\cdot\|\) and its corresponding r.i. quasi-Banach function space \(X\), the fundamental function \(\varphi_X\) of \(X\) is defined for all \(t\) in the range of \(\mu\) by

\[
\varphi_X(t) = \|\chi_E\|,
\]

where \(E\) is some subset of \(R\) of measure \(\mu(E) = t\). Note that the set \(E\) in the definition always exists by the assumption that \(t\) is in range of \(\mu\), and that the definition does not depend on the choice of \(E\) since the norm satisfies (P6).

One important result is the relation of the respective fundamental functions of \(X\) and of its associate space \(X'\). If \(X\) is a r.i. quasi-Banach function space and \(X'\) its associate space, then the corresponding fundamental functions satisfy the estimate

\[
(2.7) \quad \varphi_{X'}(t) \geq t \varphi_X(t)
\]

for all finite, non-zero \(t\) in the range of \(\mu\). Furthermore, if \(X\) is an r.i. Banach function space, then we have equality in (2.7) for all relevant \(t\). The weaker result for r.i. quasi-Banach function spaces follows directly from the Hölder inequality (2.4). Proof of the stronger result for r.i. Banach function spaces can be found for example in [52, Theorem 7.9.6].

It has been shown, that fundamental function of any r.i. Banach function space over a resonant measure space is quasiconcave, in the sense that it is non-decreasing, it attains zero only at the point zero and that the function \(\frac{1}{\varphi(t)}\) is non-decreasing on \((0, \mu(R))\). For details, see for example [52, Remark 7.9.7].

We are now equipped to define the Marcinkiewicz endpoint space.

**Definition 2.13.** Let \(\varphi\) be a quasiconcave function on \([0, \mu(R))\). Then the set \(M_\varphi\), defined as

\[
M_\varphi = \left\{ f \in M(R, \mu); \sup_{t \in (0, \mu(R))} \varphi(t)f^{**}(t) < \infty \right\},
\]

is called the Marcinkiewicz endpoint space.

It follows, see for example [52, Proposition 7.10.2], that the Marcinkiewicz endpoint space equipped with the naturally chosen functional

\[
\|f\| = \sup_{t \in (0, \infty)} \varphi(t)f^{**}(t) \quad \text{for } f \in M(R, \mu)
\]

is an r.i. Banach function space and its fundamental function coincides with \(\varphi\) on the range of \(\mu\). In fact, it is the largest such space, in the sense that if \(X\) is an r.i. Banach function space the fundamental function of which coincides with \(\varphi\) on the range of \(\mu\) then \(X \hookrightarrow M_\varphi\). Proof can be found for example in [52, Proposition 7.10.6].

To find the smallest r.i. Banach function space with given fundamental function, one must first observe that any quasiconcave function is equivalent to a concave function. This result can be found for example in [52, Proposition 7.10.10]. It can be then shown, as in, for example, [52, Theorem 7.10.12], that any r.i. Banach function space can be
equivalently renormed in such way that its fundamental function is then concave (and obviously non-decreasing). For concave \( \varphi \), we may then define the Lorentz endpoint space as follows.

**Definition 2.14.** Let \( \varphi \) be a non-decreasing concave function on \([0, \mu(R))\). Then the set \( \Lambda_\varphi \), defined as

\[
\Lambda_\varphi = \left\{ f \in M(R, \mu); \int_0^{\mu(R)} f^* \, d\varphi < \infty \right\},
\]

is called the Lorentz endpoint space.

We note that the Lebesgue–Stieltjes integral in question is well-defined since \( \varphi \) is non-decreasing. We further get, see for example [52, Proposition 7.10.16], that the Lorentz endpoint space equipped with the naturally chosen functional \( \| f \| = \int_0^{\mu(R)} f^* \, d\varphi \) for \( f \in M(R, \mu) \), is an r.i. Banach function space fundamental function of which coincides with \( \varphi \) on the range of \( \mu \). It is the smallest space with those properties, in the sense that if \( X \) is an r.i. Banach function space such that its fundamental function coincides with \( \varphi \) on the range of \( \mu \), then \( \Lambda_\varphi \hookrightarrow X \). For proof see [52, Proposition 7.10.15].

The Lorentz and Marcinkiewicz endpoint spaces are mutually associate, in the sense that if \( \varphi \) is a concave function, then \( \Lambda'_\varphi = M_\varphi \) and \( M'_\varphi = \Lambda_\varphi \), where \( \varphi \) is defined on \((0, \mu(R))\) by

\[
\bar{\varphi}(t) = \frac{t}{\varphi(t)},
\]

and \( \bar{\varphi}(0) = 0 \). This follows directly from the discussion above, since if \( X \) is an r.i. Banach function space whose fundamental function is \( \bar{\varphi} \), then the fundamental function of \( X' \) is \( \varphi \) and thus \( \Lambda_\varphi \hookrightarrow X' \). Hence, \( X \hookrightarrow \Lambda'_\varphi \), and it follows that \( \Lambda'_\varphi \) is the largest r.i. Banach function space whose fundamental function is \( \bar{\varphi} \), i.e. it must coincide with \( M_\varphi \). The argument proving that \( M'_\varphi = \Lambda_\varphi \) is similar. Furthermore, since a Banach function space is uniquely determined by its associate space, we observe that if \( X \) is an r.i. Banach function space that is distinct from both \( \Lambda_{\varphi_X} \) and \( M_{\varphi_X} \), then its associate space \( X' \) must be distinct from both \( \Lambda_{\varphi_{X'}} \) and \( M_{\varphi_{X'}} \) (where \( \varphi_{X'} = \varphi_X \), as mentioned above).

In conclusion, we note that the endpoint spaces do not change, up to equivalence of the defining functionals, if \( \varphi \) is replaced with an equivalent function. To be more precise, if \( \varphi \) and \( \psi \) are two quasi-concave functions such that \( \varphi \approx \psi \) then \( M_\varphi = M_\psi \), up to equivalence of norms, while if \( \varphi \) and \( \psi \) are both also concave then further \( \Lambda_\varphi = \Lambda_\psi \), up to equivalence of norms. This is rather obvious for the Marcinkiewicz endpoints and by the mutual associateness of Lorentz and Marcinkiewicz endpoints, as discussed in the previous paragraph, it extends to the Lorentz endpoints as well.

### 2.6 Slowly varying functions

The key concept in the theory of Lorentz–Karamata spaces is that of a slowly varying function.

**Definition 2.15.** Let \( b : (0, \infty) \to (0, \infty) \) be a measurable function. Then \( b \) is said to be slowly varying, if for every \( \varepsilon > 0 \) there exists a non-decreasing function \( b_\varepsilon \) and non-increasing function \( b_{-\varepsilon} \) such that \( t^\varepsilon b(t) \approx b_\varepsilon(t) \) on \((0, \infty)\) and \( t^{-\varepsilon} b(t) \approx b_{-\varepsilon}(t) \) on \((0, \infty)\).
We will, for the sake of brevity, usually abbreviate slowly varying as s.v.

The class of s.v. functions includes, for example, constant positive functions and, to provide something at least slightly less trivial, the functions $t \mapsto 1 + |\log(t)|$ and $t \mapsto 1 + \log(1 + |\log(t)|)$ occurring in the definition of Lorentz–Zygmund spaces and generalized Lorentz–Zygmund spaces, the former being introduced by Bennett and Rudnick in [5] while the latter were introduced by Edmunds, Gurka, and Opic in [21] and later treated in great detail by Opic and Pick in [49]. As a further example of an s.v. function, this time non-logarithmic, we present a function $b$ defined on $(0, \infty)$ by

$$b(t) = \begin{cases} e^{\log t} & \text{for } t \in [1, \infty), \\ e^{\log t^{-1}} & \text{for } t \in (0, 1). \end{cases}$$

Restriction of this function to the interval $(0, 1)$ was used in [17] to characterise self-optimal spaces for Gauss-Sobolev embeddings.

Let us now recall some important properties of s.v. functions that are either known or that follow from known results by straightforward generalisations.

**Lemma 2.16.** Let $b, b_2$ be s.v. functions. Then the following statements hold:

SV0 If $c : (0, \infty) \to (0, \infty)$ satisfies $c \approx b$ then $c$ is also a s.v. function.

SV1 The function $b^r$ is slowly varying for every $r \in \mathbb{R}$.

SV2 The functions $b + b_2$, $bb_2$, $\frac{b}{b_2}$ and $t \mapsto b(\frac{1}{t})$ are s.v.

SV3 The function $b$ is bounded by positive constants on compact subsets of $(0, \infty)$.

SV4 Let $c > 0$, then $b(ct) \approx b(t)$ on $(0, \infty)$. More specifically, for every $\varepsilon > 0$ there is a constant $C_\varepsilon \geq 1$ such that it holds for every $c > 0$ and every $t \in (0, \infty)$ that

$$C_\varepsilon^{-1} \min\{c^{-\varepsilon}, c^{\varepsilon}\} b(t) \leq b(ct) \leq C_\varepsilon \max\{c^{-\varepsilon}, c^{\varepsilon}\} b(t).$$

SV5 It holds for every $\alpha \neq 0$ that

$$\lim_{t \to 0^+} t^\alpha b(t) = \lim_{t \to +\infty} t^\alpha b(t) = \lim_{t \to -\infty} t^\alpha b(t) = \lim_{t \to +\infty} t^{-\alpha} b(t).$$

SV6 Let $\alpha \neq -1$. Then

$$\int_0^1 t^\alpha b(t) \, dt < \infty \iff \int_0^1 t^\alpha \, dt < \infty$$

and

$$\int_1^\infty t^\alpha b(t) \, dt < \infty \iff \int_1^\infty t^\alpha \, dt < \infty.$$

Consequently,

$$\int_0^\infty t^\alpha b(t) \, dt = \infty.$$

SV7 Let $\alpha \in (0, \infty)$. Then it holds for every $t \in (0, \infty)$ that

$$\int_0^t s^{\alpha - 1} b(s) \, ds \approx t^\alpha b(t), \quad \text{ess sup}_{s \in (0, t)} s^{\alpha} b(s) \approx t^\alpha b(t),$$

$$\int_t^\infty s^{-\alpha - 1} b(s) \, ds \approx t^{-\alpha} b(t), \quad \text{ess sup}_{s \in (t, \infty)} s^{-\alpha} b(s) \approx t^{-\alpha} b(t).$$
(SV8) Let us define, for \( t \in (0, \infty) \),

\[
\begin{align*}
\hat{b}(t) &= \int_0^t s^{-1}b(s) \, ds, & \hat{b}_\infty(t) &= \text{ess sup}_{s \in (0,t)} b(s), \\
\hat{b}(t) &= \int_t^\infty s^{-1}b(s) \, ds, & \hat{b}_\infty(t) &= \text{ess sup}_{s \in (t,\infty)} b(s).
\end{align*}
\]

Then \( b \lesssim \hat{b}, \ b \lesssim \hat{b}_\infty, \ b \lesssim \hat{b}, \) and \( b \lesssim \hat{b}_\infty \) on \((0, \infty)\) and the functions \( \hat{b}, \hat{b}_\infty, \hat{b}, \) and \( \hat{b}_\infty \) are s.v. if and only if they are finite \( \lambda \text{-a.e. on } (0, \infty) \). Furthermore, it holds that

\[
\limsup_{t \to 0^+} \frac{\hat{b}(t)}{b(t)} = \limsup_{t \to \infty} \frac{\hat{b}(t)}{b(t)} = \infty, \quad \limsup_{t \to 0^+} \frac{\hat{b}(t)}{b(t)} = \limsup_{t \to \infty} \frac{\hat{b}(t)}{b(t)} = \infty.
\]

Proof. For (SV1), (SV2), (SV4), and (SV7) see [28, Proposition 2.2]. We note that it is not quite clear from the original formulation of (SV4) in [28, Proposition 2.2, (iii)] that the constant \( C_\varepsilon \) depends only on \( \varepsilon \), but if follows from the presented proof that it is indeed so. For (SV3) see [4, Proposition 2.1] and for the first part of (SV8) see [4, Lemma 2.2] and [32, Lemma 2.1]. The remaining part of (SV8), i.e. (2.11), has been partially proved in [10, Lemma 2.2] and [47, (2.1) and (2.2)] and the method used in the former paper can be easily adapted to cover all the four cases mentioned in (2.11).

The properties (SV0), (SV5), and (SV6) follow directly from the definition. We leave the details to the reader. \( \square \)

Remark 2.17. The restrictions \( \alpha \neq 0 \) and \( \alpha \neq -1 \) in (SV5) and (SV6), respectively, are necessary, as the property that \( b \) is s.v. is simply too weak to determine the behaviour of \( t^{\alpha}b(t) \) in these limiting cases. The counterexamples are easy to construct.

Remark 2.18. There exist three different definitions of slowly varying functions that can be found in the literature. The three defining conditions (for \( b \in M((0, \infty), \lambda) \)) are:

(i) For every \( \varepsilon > 0 \) the function \( t^{\varepsilon}b(t) \) is non-decreasing on some neighbourhoods of zero and infinity while the function \( t^{-\varepsilon}b(t) \) is non-increasing on some neighbourhoods of zero and infinity.

(ii) For every \( \varepsilon > 0 \) there exists a non-decreasing function \( b_\varepsilon \) and non-increasing function \( b_{-\varepsilon} \) such that

\[
\lim_{t \to 0^+} \frac{t^{\varepsilon}b(t)}{b_\varepsilon(t)} = \lim_{t \to \infty} \frac{t^{\varepsilon}b(t)}{b_\varepsilon(t)} = \lim_{t \to 0^+} \frac{t^{-\varepsilon}b(t)}{b_{-\varepsilon}(t)} = \lim_{t \to \infty} \frac{t^{-\varepsilon}b(t)}{b_{-\varepsilon}(t)} = 1.
\]

(iii) \( b \) satisfies Definition 2.15.

The condition (i) was used in the original definition of Lorentz–Karamata spaces in [22] and the functions satisfying it are said to belong to the Zygmund class \( \mathcal{Z} \) (see [60] for further details). The condition (ii) is the closest to the original definition of slowly varying functions as given by Karamata in [36] and [37] — while it is not the original definition, it is equivalent to it. Functions satisfying this condition are treated thoroughly in [7]. The condition (iii) is the one currently used in most papers concerning Lorentz–Karamata spaces and it first appeared in either [27] or [28] (the idea to use only the equivalence with monotone functions appeared originally in the paper [46], but in this case the function was also required to behave the same way near zero as it does near infinity, so the definition was significantly less general).
Provided that the function $b$ is assumed to be bounded on compact sets (which is very reasonable for our purposes), then clearly the validity of (i) implies that of (ii) and the validity of (ii) implies that of (iii). On the other hand, for any function $b$ satisfying (ii) there is a function $b_0$ satisfying (i) such that
\[
\lim_{t \to 0} \frac{b(t)}{b_0(t)} = \lim_{t \to \infty} \frac{b(t)}{b_0(t)} = 1.
\]

Some of the properties shown in Lemma 2.16 can be strengthened if we assume that $b$ satisfies (ii). Specifically, in (SV4) and (SV7) we can replace the relation “$\approx$” in all its occurrences with “the ratio of the left-hand side and the right-hand side converges to 1 at both 0 and $\infty$” while in (2.11) we get that
\[
\lim_{t \to 0^+} \frac{\hat{b}(t)}{b(t)} = \lim_{t \to \infty} \frac{\hat{b}(t)}{b(t)} = \infty, \quad \lim_{t \to 0^+} \frac{\hat{b}(t)}{b(t)} = \lim_{t \to \infty} \frac{\hat{b}(t)}{b(t)} = \infty.
\]

For details, see [7, Chapter 1].

**Remark 2.19.** The property (SV7) is very important. Not only it provides an essential tool for computations, but it also gives us a finer grasp on the definition of s.v. functions. To be more specific: while the definition requires only that for every $\varepsilon > 0$ there is some pair of monotone functions that satisfies the appropriate requirements, (SV7) provides us with a specific pair, given by explicit formulas, and asserts that there is a pair of monotone functions satisfying the above mentioned requirements if and only if this specific pair satisfies them.

On several occasions it will be convenient to assume that the s.v. function in question is smooth. This is of course not true for every s.v. function (consider (SV0)), but it can be ensured by passing to an equivalent function, which in our applications causes no loss of generality.

**Theorem 2.20.** Let $b$ be a s.v. function. Then there is a function $c : (0, \infty) \to (0, \infty)$ satisfying $c \approx b$ that has continuous classical derivatives of all orders (i.e. $c \in C^\infty$).

This theorem has been proved in full strength in [51]; weaker version of it has also been developed earlier in [48].

We conclude this section by noting that if the s.v. function $b$ is smooth (in the sense $b \in C^\infty$) and bounded near zero, then the function $\hat{b}_\infty$ is locally Lipschitz continuous, and that the same holds for $\tilde{b}_\infty$ when $b$ is smooth and bounded near infinity.

3. **Lorentz–Karamata spaces**

From now on we suppose that our measure space $(R, \mu)$ has a non-atomic measure. As noted in Section 2.1, this means that it is always resonant. We will also, unless stated otherwise, assume that $\mu(R) = \infty$.

3.1. **Lorentz–Karamata functionals.**

**Definition 3.1.** Let $p \in (0, \infty], q \in (0, \infty]$ and let $b$ be an s.v. function. We then define the Lorentz–Karamata functionals $\|f\|_{p,q,b}$ and $\|f\|_{(p,q,b)}$, for $f \in M$, as follows:
\[
\|f\|_{p,q,b} = \|t^{\frac{1}{p} - \frac{1}{q}} b(t) f^*(t)\|_q, \\
\|f\|_{(p,q,b)} = \|t^{\frac{1}{p} - \frac{1}{q}} b(t) f^{**}(t)\|_q.
\]
where $\|\cdot\|_q$ is the classical Lebesgue functional on $(0, \infty)$.

We further define the corresponding Lorentz–Karamata spaces $L^{p,q,b}$ and $L^{(p,q,b)}$ as

\[
\begin{align*}
L^{p,q,b} &= \{ f \in M; \| f \|_{p,q,b} < \infty \}, \\
L^{(p,q,b)} &= \{ f \in M; \| f \|_{(p,q,b)} < \infty \}.
\end{align*}
\]

Note that the Lorentz functionals $\|\cdot\|_{p,q}$ and $\|\cdot\|_{(p,q)}$, defined for example in [6, Chapter 4, Definition 4.1], are special cases of Lorentz–Karamata functionals with $b(t) = 1$. If further $p = q$ then we have that $\|\cdot\|_{p,q,b}$ coincides with the classical Lebesgue functional $\|\cdot\|_q$, as follows from [6, Chapter 2, Proposition 1.8]. Another examples of Lorentz–Karamata functionals are the generalised Lorentz-Zygmund functionals studied in [49].

The following proposition establishes the basic properties of the Lorentz–Karamata functional $\|\cdot\|_{p,q,b}$.

**Proposition 3.2.** Let $p, q, b$ be as above. Then the Lorentz–Karamata functional $\|\cdot\|_{p,q,b}$ is an r.i. quasi-Banach function norm, and consequently $(L^{p,q,b}, \|\cdot\|_{p,q,b})$ is an r.i. quasi-Banach function space, if and only if one of the following conditions hold:

1. $p < \infty$,
2. $p = \infty$ and $t^{\frac{1}{p} - \frac{1}{q}} b(t) (f + g) (t) < \infty$.

Furthermore, if those conditions are not satisfied, then $L^{p,q,b} = \{ 0 \}$.

**Proof.** Throughout this proof, the letters $f, g$ will denote some arbitrary functions belonging to $M$. We begin by proving the sufficiency.

All the properties, except the the subadditivity up to a constant and (P4) are immediate consequences of the definition, properties of the non-increasing rearrangement, and properties of the Lebesgue functionals.

For the subadditivity up to a constant, if we remember that the non-increasing rearrangement satisfies $(f + g) (t_1 + t_2) \leq f (t_1) + g (t_2)$, we may use (SV4) to get the following estimate:

\[
\begin{align*}
\| f + g \|_{p,q,b} &= \| t^{\frac{1}{p} - \frac{1}{q}} b(t) (f + g) (t) \|_q \\
&\leq \left\| t^{\frac{1}{p} - \frac{1}{q}} b(t) \left( f (t) \left( \frac{t}{2} \right) + g (t) \left( \frac{t}{2} \right) \right) \right\|_q \\
&\leq \left\| \left( \frac{t}{2} \right)^{\frac{1}{p} - \frac{1}{q}} b \left( \frac{t}{2} \right) \left( f (t) \left( \frac{t}{2} \right) + g (t) \left( \frac{t}{2} \right) \right) \right\|_q.
\end{align*}
\]

Now, it remains only to use the simple change of variables $s = \frac{t}{2}$ and use the subadditivity (up to a constant) of $\|\cdot\|_q$ to get the desired result. We have thus verified that $\|\cdot\|_{p,q,b}$ satisfies (Q1).

It remains to verify (P4). Since it holds for $E \subseteq R$, $\mu(E) < \infty$ that $\chi_E = \chi_{(0,\mu(E))}$, it follows that (P4) is equivalent to the question whether $\| t^{\frac{1}{p} - \frac{1}{q}} b(t) \chi_{(0,1)}(t) \|_q < \infty$. If $p \neq \infty$, this is satisfied either by (SV6) or by (SV5), while in the remaining case it is assumed.

The preceding argument also shows that $\|\cdot\|_{p,q,b}$ does not have the property (P4) when $p = \infty$ and $\| t^{\frac{1}{q}} b(t) \chi_{(0,1)}(t) \|_q = \infty$, which establishes the necessity. It also follows immediately that, in this case, $L^{p,q,b} = \{ 0 \}$ which concludes the proof. □
It is worth mentioning that for some special choices of parameters $p, q, b$, $\|\cdot\|_{p,q,b}$ may qualify to be an r.i. Banach function norm on $M$. Let us name at least the cases $p = q \in [1, \infty]$ while $b(t) = 1$ for all $t \in (0, \infty)$ when $\|\cdot\|_{p,q,b}$ coincides with the classical Lebesgue functional $\|\cdot\|_q$. Furthermore, even if it is not itself an r.i. Banach function norm, it may still be equivalent to it; we characterise for which choices of parameters this happens in Theorem 3.33. Finally, the range of parameters for which $\|\cdot\|_{p,q,b}$ satisfies the condition (P4) is characterised in Corollary 3.18.

We now present the following useful observation that we may, when working with $L^{\infty, \infty, b}$, always assume $b$ to be non-decreasing. This result first appeared in [4], where one can also find its proof. Note that the assumption that $b$ is continuous is present only to avoid unnecessary technicalities and comes at no loss of generality due to Theorem 2.20. Furthermore, the assumption that $b$ is continuous is present only to avoid unnecessary technicalities and comes at no loss of generality due to Theorem 2.20.

**Proposition 3.3.** Let $b$ be a continuous s.v. function and assume that it is bounded near zero. Then $L^{\infty, \infty, b} = L^{\infty, \infty, \tilde{b}}$, up to equivalence of the defining functionals, where $\tilde{b}_\infty$ is the function defined in (SV8), that is

$$
\tilde{b}_\infty(t) = \operatorname{ess \ sup} \, b(s) \quad \text{for } t \in (0, \infty).
$$

We would like to note that Proposition 3.3 is a special case of a more general principle, for details see [31, Lemma 5.1].

We now turn our attention to $\|\cdot\|_{(p,q,b)}$. Because different properties of $\|\cdot\|_{(p,q,b)}$ have different requirements, we will treat them separately. We start by examining the non-triviality.

**Proposition 3.4.** Let $p, q, b$ be as in Definition 3.1. Then $\|\cdot\|_{(p,q,b)}$ satisfies (P4) if and only if $p$ and $b$ satisfy one of the following conditions:

(i) $p \in (1, \infty)$,

(ii) $p = 1$ and $\|t^{-\frac{1}{p}} b(t) \chi_{(1,\infty)}(t)\|_q < \infty$,

(iii) $p = \infty$ and $\|t^{-\frac{1}{p}} b(t) \chi_{(0,1)}(t)\|_q < \infty$.

Furthermore, if none of those conditions is satisfied, then $L^{(p,q,b)} = \{0\}$.

**Proof.** The situation is more complicated than when we were examining (P4) in Proposition 3.2, because, if we fix some $E \subseteq \mathbb{R}$ with measure $\mu(E) < \infty$, then $\chi_E^{**}$ is not equal to $\chi_{(0,\mu(E))}$ as before but rather to the function $\varrho$ defined as follows

$$
\varrho(t) = \begin{cases} 
1 & \text{for } t \in (0, \mu(E)), \\
\frac{\mu(E)}{t} & \text{for } t \in [\mu(E), \infty).
\end{cases}
$$

Thus, in order to verify (P4), it is necessary to deal not only with integrability/boundedness on deleted neighbourhoods of zero, but also on deleted neighbourhoods of infinity. To be precise, if $q \in (0, \infty)$, then (P4) is equivalent to the simultaneous validity of the following two conditions:

(a) $t^{\frac{1}{q'} - 1} \varrho(t)$ is integrable on some deleted neighbourhood of zero.

(b) $t^{\frac{1}{q'} - q - 1} \varrho(t)$ is integrable on some deleted neighbourhood of infinity.

Just as in Proposition 3.2, condition (a) is satisfied for $p < \infty$ by (SV6), and assumed in the remaining case by (iii). Similarly, (b) is satisfied for $p > 1$ by (SV6) and assumed in
the remaining case by (ii). The method for \( q = \infty \) remains unchanged, only instead of (SV6), (SV5) is used.

These arguments also show that the presented conditions are necessary for (P4). The remaining claim that \( L^{(p,q,b)} = \{0\} \) when they are not satisfies is a direct consequence. □

We now show some properties that are common for all parameters \( p, q, b \) allowed in Definition 3.1. We note that these results are not interesting in the cases when \( L^{(p,q,b)} = \{0\} \), but we want to emphasise that it is only the property (P4) that gets violated in those situations.

**Proposition 3.5.** Let \( p, q, b \) be as in Definition 3.1. Then \( \| \cdot \|_{(p,q,b)} \) satisfies (Q1), (P2), (P3), (P5) and (P6).

**Proof.** All the properties except (P5) are direct consequences of the definition, the properties of the maximal function and the properties of the Lebesgue functionals. We thus focus on (P5).

Fix some \( E \subseteq \mathbb{R} \) with measure \( \mu(E) < \infty \) and arbitrary \( f \in M \). We may assume that \( f \neq 0 \) (in \( M \)). Thanks to the Hardy-Littlewood inequality (2.1) it suffices to prove that there is some finite constant \( C_E \) satisfying

\[
\left( 3.1 \right) \quad \int_0^{\mu(E)} f^*(t) \, dt \leq C_E \| f \|_{(p,q,b)}
\]

for all \( f \in M \). It holds that

\[
\| f \|_{(p,q,b)} \geq \left\| \chi_{(\mu(E),\infty)}(t)t^{\frac{1}{p} - \frac{1}{q} - \frac{1}{b}} \int_0^t f^*(s) \, ds \right\|_q
\]

\[
\geq C \int_0^{\mu(E)} f^*(s) \, ds,
\]

where

\[
C = \| \chi_{(\mu(E),\infty)}(t)t^{\frac{1}{p} - \frac{1}{q} - \frac{1}{b}} \|_q > 0,
\]

since both \( t^{\frac{1}{p} - \frac{1}{q} - \frac{1}{b}} \) and \( b \) are non-zero on \((0, \infty)\).

Now, if \( C < \infty \) then we have just proved (3.1) with \( C_E = C^{-1} \), while in the other case we get from Proposition 3.4 that \( \| f \|_{(p,q,b)} = \infty \) and (3.1) thus holds trivially. □

Now, it follows that if we take \( q \in [1, \infty] \) we will have that both \( f \mapsto f^{**} \) and \( \| \cdot \|_q \) are subadditive, which gives us the remaining property of r.i. Banach function norms. Hence, we have the following proposition.

**Proposition 3.6.** Let \( p, q, b \) be as in Definition 3.1 and suppose \( q \in [1, \infty] \). Then \( \| \cdot \|_{(p,q,b)} \) is a rearrangement invariant Banach function norm on \( M \), and consequently \( L^{(p,q,b)} \) is an r.i. Banach function space, if and only if \( p \) and \( b \) satisfy one of the following conditions:

(i) \( p \in (1, \infty) \),

(ii) \( p = 1 \) and \( \| t^{-\frac{1}{q}b}(t)\chi_{(1,\infty)}(t) \|_q < \infty \),

(iii) \( p = \infty \) and \( \| t^{-\frac{1}{q}b}(t)\chi_{(0,1)}(t) \|_q < \infty \).

Furthermore, if none of those conditions is satisfied, then \( L^{(p,q,b)} = \{0\} \).
It turns out that the assumption \( q \in [1, \infty] \) is also necessary in quite a fundamental way: if \( q < 1 \) then \( \| \cdot \|_{(p,q,b)} \) is not even equivalent to any Banach function norm. Since the proof requires some tools that will be established below, we prove this later in Theorem 3.34.

We follow with a useful observation similar to Proposition 3.3 which tells us that we may, when working with \( L^{(1,\infty,b)} \), always assume that \( b \) is non-increasing. Note that the assumption that \( b \) is continuous is again present only to avoid unnecessary technicalities and comes at no loss of generality due to Theorem 2.20. Furthermore, the assumption that it is bounded near infinity is natural and, as per Proposition 3.4, also causes no loss of generality.

**Proposition 3.7.** Let \( b \) be a continuous s.v. function and assume that it is bounded near infinity. Then \( L^{(1,\infty,b)} = L^{(1,\infty,\hat{b}_\infty)} \), up to equivalence of norms, where \( \hat{b}_\infty \) is the function defined in (SV8), that is

\[
\hat{b}_\infty(t) = \text{ess sup}_{s \in (t,\infty)} b(s) \quad \text{for } t \in (0, \infty).
\]

**Proof.** Since the function \( t \mapsto tb(t)f^{**}(t) \) is, by our assumptions, continuous, the result follows from the following chain of relations that hold for every \( f \in M \):

\[
\|f\|_{L^{(1,\infty,b)}} \leq \|f\|_{L^{(1,\infty,\hat{b}_\infty)}} = \sup_{t \in (0,\infty)} \sup_{s \in [t,\infty)} b(s) \int_0^t f^* \, d\lambda \\
\leq \sup_{t \in (0,\infty)} \sup_{s \in [t,\infty)} b(s) \int_0^s f^* \, d\lambda = \sup_{s \in (0,\infty)} b(s) \int_0^s f^* \, d\lambda = \|f\|_{L^{(1,\infty,b)}}.
\]

\( \square \)

We conclude with the following important remark concerning the representation spaces of Lorentz–Karamata spaces.

**Remark 3.8.** The definitions of Lorentz–Karamata functionals and spaces do not in any way depend on the structure of the underlying non-atomic measure space \((R,\mu)\). Specifically, given a Lorentz–Karamata functional \( \| \cdot \|_{p,q,b} \) (or \( \| \cdot \|_{p,q,b} \)) over \((R,\mu)\), we may use the very same definition to define a Lorentz–Karamata functional over \([0,\infty),\lambda\). It is evident that all the properties shown in this section also apply to this new functional and that this functional is the representation functional of \( \| \cdot \|_{p,q,b} \) (or \( \| \cdot \|_{p,q,b} \), respectively). The same of course holds also for the Lorentz–Karamata spaces \( L^{p,q,b} \) (or \( L^{(p,q,b)} \)).

### 3.2. The fundamental function and endpoint spaces.

In this section we compute the fundamental function for all kinds of Lorentz–Karamata spaces and describe the corresponding Lorentz and Marcinkiewicz endpoint spaces. We will always assume that \( \mu(R) = \infty \), as the modifications for the remaining case are easy.

**Remark 3.9.** Let us note that since Lorentz–Karamata spaces are in general just r.i. quasi-Banach function spaces, their fundamental functions do not have to be quasi-concave, much less concave, and it might not be possible to renorm them in a way that would correct this. This creates a formal obstacle for the definition of the Lorentz and Marcinkiewicz endpoint spaces, but it can be corrected at least in the case when the fundamental function in question is equivalent to a quasi-concave function, for then there also exists some equivalent concave function for which the Lorentz and Marcinkiewicz endpoint spaces can
be correctly defined. We will accept those as the Lorentz and Marcinkiewicz endpoint spaces corresponding to the original fundamental function and keep the notation established in Section 2.5, that is $\Lambda_{\varphi}$ and $M_{\varphi}$, respectively, even though the actual function defining those spaces might be different from $\varphi$. Note that this convention does not cause ambiguity, since the Lorentz and Marcinkiewicz endpoint spaces do not depend on the precise choice of the defining function, in the sense that choosing any equivalent concave function would yield the same spaces (for the Marcinkiewicz endpoint space the same thing holds even for any equivalent quasi-concave function).

Let us now start with the more pathological cases.

**Proposition 3.10.** Let $p, q, b$ be as in Definition 3.1 and suppose that $p < 1$ or that both $p = 1$ and $b$ is not equivalent to a non-increasing function. Then the fundamental function $\varphi_X$ of $X = L^{p,q,b}$ is given for $t \in [0, \infty]$ by the formulas

\[
\begin{align*}
\varphi_X(t) &\approx t^{\frac{1}{p}b(t)} & \text{for } t < \infty, \\
\varphi_X(t) &= \infty & \text{for } t = \infty.
\end{align*}
\]  

(3.2)  

(3.3)

Thence it is not equivalent to a quasi-concave function and it makes no sense to consider the Lorentz and Marcinkiewicz endpoint spaces.

**Proof.** The formulas (3.2) and (3.3) follow from the definition by a simple calculation. (3.2) uses (SV7), while (3.3) follows from it using the Fatou property (P3) of $\| \cdot \|_{p,q,b}$ and (SV5). Furthermore, since for $t \in (0, \infty)$ we have that

\[
\frac{t}{\varphi_X(t)} = t^{1-\frac{1}{p}b^{-1}(t)}
\]

which is by our assumptions not equivalent to a non-decreasing function, we obtain that $\varphi_X$ is not equivalent to a quasi-concave function. □

**Remark 3.11.** The fundamental function of $L^{(p,q,b)}$ is not interesting for $p < 1$ because the space is trivial for this choice of $p$ (see Proposition 3.4).

We now follow with the much more interesting cases where the fundamental function is equivalent to a quasi-concave function.

**Theorem 3.12.** Let $p, q, b$ be as in Definition 3.1 and assume that either $p \in (1, \infty)$ or that both $p = 1$ and $b$ is equivalent to a non-increasing function. Then the fundamental function $\varphi_X$ of $X = L^{p,q,b}$ is given for $t \in [0, \infty]$ by the formulas

\[
\begin{align*}
\varphi_X(t) &\approx t^{\frac{1}{p}b(t)} & \text{for } t < \infty, \\
\varphi_X(t) &= \infty & \text{for } t = \infty.
\end{align*}
\]

(3.2)  

(3.3)

Thence it is equivalent to a quasi-concave function and the corresponding Lorentz and Marcinkiewicz endpoint spaces are given by

\[
\Lambda_{\varphi_X} = L^{p,1,b}, \quad M_{\varphi_X} = L^{(p,\infty,b)},
\]

up to equivalence of the defining functionals.

Moreover, if $p > 1$ then the same holds also for $X = L^{(p,q,b)}$. 
Proof. The formulas for $\varphi_X$ follow by precisely the same computation as in Proposition 3.10, but this time the ratio
\[
\frac{t}{\varphi_X(t)} = t^{1 - \frac{1}{p}b^{-1} (t)}, \quad t \in (0, \infty),
\]
is equivalent to a non-decreasing function and therefore we obtain that the function $\varphi_X$ is equivalent to a quasi-concave function. That $M_{\varphi_X} = L^{(p, \infty, b)}$ now follows directly from the corresponding definitions. Furthermore, the function $t^{\frac{1}{q} - 1}b(t)$ is by our assumptions equivalent to some non-increasing function which we will denote $\psi$. Then it follows from (SV7) that
\[
\varphi_X(t) \approx \Psi(t) = \int_0^t \psi(s) \, ds \quad \text{for } t \in (0, \infty),
\]
where $\Psi$ is a concave function, and we may therefore use it to define our Lorentz endpoint space, that is to say we put $\Lambda_{\varphi_X} = \Lambda_{\Psi}$. We may now conclude that it holds for every $f \in M$ that
\[
\|f\|_{\Lambda_{\Psi}} = \int_0^\infty f^* \, d\Psi = \int_0^\infty f^* \psi \, d\lambda \approx \int_0^\infty f^*(t) t^{\frac{1}{q} - 1}b(t) \, dt = \|f\|_{p,1,b}.
\]

It remains to show that when $p > 1$ the formulas for $\varphi_X$ hold also for $X = L^{(p,q,b)}$, but this is again a simple calculation using (SV7), the Fatou property (P3) of $\|\cdot\|_{(p,q,b)}$, and (SV5).

Theorem 3.13. Let $p,q,b$ be as in Definition 3.1 and assume that $p = 1$ and that $\|t^{\frac{1}{q} - 1}b(t)\chi_{(1,\infty)}(t)\|_q < \infty$. Then the fundamental function $\varphi_X$ of $X = L^{(1,q,b)}$ is in the case $q < \infty$ given for $t \in [0, \infty]$ by the formulas
\[
\varphi_X(t) \approx t \left( \hat{b}_q(t) \right)^{\frac{1}{q}} \quad \text{for } t < \infty,
\]
\[
\varphi_X(t) = \infty \quad \text{for } t = \infty,
\]
where $\hat{b}_q$ is defined as in (SV8), that is
\[
\hat{b}_q(t) = \int_t^\infty s^{-1}b^q(s) \, ds;
\]
while in the case $q = \infty$ it is given for $t \in [0, \infty]$ by the formulas
\[
\varphi_X(t) \approx t \hat{b}_\infty(t) \quad \text{for } t < \infty,
\]
\[
\varphi_X(t) = \infty \quad \text{for } t = \infty,
\]
where $\hat{b}_\infty(t)$ is defined as in (SV8), that is
\[
\hat{b}_\infty(t) = \operatorname{ess sup}_{s \in (t, \infty)} b(s) \quad \text{for } t \in (0, \infty).
\]

Thence it is in all cases equivalent to a quasi-concave function and the corresponding Lorentz and Marcinkiewicz endpoint spaces are given by
\[
\Lambda_{\varphi_X} = L^{1,1,a}, \quad M_{\varphi_X} = L^{(1,\infty,a)},
\]
up to equivalence of the defining functionals, where $a$ is the function given by

$$a = \hat{b}^q \quad \text{in the case } q < \infty,$$

$$a = \hat{b}_\infty \quad \text{in the case } q = \infty.$$

**Proof.** We will prove the formula for $\varphi_X(t)$ only for the case when both $q < \infty$ and $t < \infty$, as the approach is similar for $q = \infty$ and $t < \infty$ while the extension to $t = \infty$ is exactly the same as in the proofs above. Under those assumptions a direct computation using (SV7) shows that

$$\varphi_X(t) \approx t \left( \hat{b}^q(t) + \hat{b}_\infty(t) \right)^{\frac{1}{q}}.$$

Since we know from (SV8) that $0 < b^q \lesssim \hat{b}$, we may now simplify this expression to

$$\varphi_X(t) \approx t \left( \hat{b}_\infty(t) \right)^{\frac{1}{q}},$$

as desired.

Having obtained the formulas, we may now observe that $\varphi_X$ is in all cases equivalent to a quasi-concave function. This follows because the function $a$, as defined in the formulation of the theorem, is in all cases decreasing. We may thus use the same approach as in the proof of Theorem 3.12 (with $\psi = a$) to show that $\Lambda_{\varphi_X} = L^{1,1,a}$, while it again follows directly from the definitions that $M_{\varphi_X} = L^{1,1,\hat{b}_\infty}$.

□

Note that the assumption $\|t^{-\frac{1}{q}}b(t)\chi(1,\infty)(t)\|_q < \infty$ in the theorem above is natural, because by Proposition 3.4 it is equivalent to the non-triviality of the space $L^{(1,q,b)}$.

Moreover, we would like to point out the interesting fact that the fundamental function of $L^{(1,q,b)}$ depends on the value of $q$. To obtain a concrete example, consider the s.v. function $b$ given by

$$(3.4)\quad b(t) = \begin{cases} \log \left( \frac{t}{q} \right) & \text{for } t \leq 1, \\ \log^{-1}(et) & \text{for } t \geq 1. \end{cases}$$

A simple calculation shows that, for this choice of $b$, the fundamental functions of the spaces $L^{(1,q,b)}$ with different values of $q$ are fundamentally different, i.e. they are not equivalent up to a multiplicative constant. Here we of course consider only the choices of $q$ for which $\|t^{-\frac{1}{q}}b(t)\chi(1,\infty)(t)\|_q < \infty$, i.e. $q > 1$.

**Theorem 3.14.** Let $p,q,b$ be as in Definition 3.1 and assume that $p = \infty$ and that $\|t^{-\frac{1}{q}}b(t)\chi(0,1)(t)\|_q < \infty$. In the case when $q = \infty$ we further assume that $b$ is absolutely continuous and non-decreasing. Then the fundamental function $\varphi_X$ of $X = L^{\infty,q,b}$ is in the case $q < \infty$ given for $t \in [0,\infty]$ by the formulas

$$\varphi_X(t) = \left( \hat{b}^q(t) \right)^{\frac{1}{q}} \quad \text{for } t < \infty,$$

$$\varphi_X(t) = \int_0^\infty s^{-1}b^q(s) \, ds \quad \text{for } t = \infty,$$

where $\hat{b}^q$ is defined as in (SV8), that is

$$\hat{b}^q(t) = \int_0^t s^{-1}b^q(s) \, ds;$$
while in the case $q = \infty$ it is given for $t \in [0, \infty]$ by the formulas

\begin{align}
\varphi_X(t) &= \tilde{b}_\infty(t) \quad \text{for } t < \infty, \\
\varphi_X(t) &= \operatorname{ess\ sup}_{s \in (0, \infty)} b(s) \quad \text{for } t = \infty,
\end{align}

where $\tilde{b}_\infty(t)$ is defined as in (SV8), that is

$$\tilde{b}_\infty(t) = \operatorname{ess\ sup}_{s \in (0, t)} b(s).$$

Hence it is in all cases equivalent to a quasi-concave function and the corresponding Marcinkiewicz endpoint spaces is given by

$$M_{\varphi_X} = L^{(\infty, \infty, \varphi_X)},$$

up to equivalence of the defining functionals. As for the Lorentz endpoint space, in the case when $q < \infty$ it is given by

$$\Lambda_{\varphi_X} = L^{\infty, 1, a},$$

where $a$ is the function given by

$$a = b^\frac{1}{q} - 1 b^\frac{1}{q}.$$

In the remaining case $q = \infty$ the Lorentz endpoint space can be characterised as

$$\Lambda_{\varphi_X} = \Lambda^1(b') \quad \text{in the case when } \lim_{t \to 0^+} b(t) = 0,$$

$$\Lambda_{\varphi_X} = \Lambda^1(b') \cap L^\infty \quad \text{in the case when } \lim_{t \to 0^+} b(t) > 0,$$

where $b'$ denotes the classical derivative of $b$ and $\Lambda^1(b')$ is a classical Lorentz space.

Moreover, if we denote $\tilde{X} = L^{(p, q, b)}$ then $\varphi_{\tilde{X}} \approx \varphi_X$ and thus the corresponding Lorentz and Marcinkiewicz endpoint spaces remain the same.

Note that the assumption that $b$ is absolutely continuous and non-decreasing comes at no loss of generality due to Theorem 2.20 and Proposition 3.3 (used in this order since the transformation $b \mapsto \tilde{b}_\infty$ preserves local Lipschitz continuity). Furthermore, it would be possible under this assumption to replace $\tilde{b}_\infty$ on the right-hand side of (3.5) by just $b$ and the essential supremum on the right-hand side of (3.6) by the limit at $\infty$, but we choose to present a formula that is valid regardless of those extra assumptions.

**Proof.** The formula for $\varphi_X$ follows immediately from definition, we only need to keep in mind that we are considering a limiting case where we cannot provide a specific value at infinity (see Remark 2.17). Furthermore, $\varphi_X$ is clearly equivalent to a quasi-concave function since it is in all cases increasing while the ratio $\frac{\varphi_X(t)}{t^\frac{1}{q}}$ is of the form $\tilde{a}$, where $\tilde{a}$ is an s.v. function, which implies that is is equivalent to a non-decreasing function.

It now follows directly from the corresponding definitions that $M_{\varphi_X} = L^{(\infty, \infty, \varphi_X)}$. Note that as per Lemma 2.16 the function $\varphi_X$ is in all cases an s.v. function and thus the notation $L^{(\infty, \infty, \varphi_X)}$ is correct.

On the other hand, in order to treat the Lorentz endpoint $\Lambda_{\varphi_X}$ we need to consider separately the cases $q < \infty$ and $q = \infty$. As for the former, it follows from our assumption $\|t^{-\frac{1}{q}} b(t) \chi_{(0,1)}(t)\|_q < \infty$ that $\varphi_X$ is for $q \in (0, \infty)$ an absolutely continuous function. It
is therefore differentiable $\lambda$-a.e. on $(0, \infty)$ and the derivative is given for the appropriate $t \in (0, \infty)$ by

$$\varphi'_X(t) = \left( \int_0^t s^{-1} b^q(s) \, ds \right)^{\frac{1}{q} - 1} t^{-1} b^q(t) = t^{-1} a(t).$$

Since $a$ is an s.v. function (see Lemma 2.16), this is equivalent to some non-increasing function $\psi$. We thus obtain a concave function $\Psi$ such that

$$\Psi(t) = \int_0^t \psi \, d\lambda \approx \int_0^t s^{-1} a(s) \, ds = \varphi_X(t)$$

for $t \in (0, \infty)$, which we may use to define the desired space $\Lambda_{\varphi_X}$, that is to say we put $\Lambda_{\varphi_X} = \Lambda_{\Psi}$. It now follows that it holds for every $f \in M$ that

$$\|f\|_{\Lambda_{\varphi}} = \int_0^\infty f^* \, d\Psi = \int_0^\infty f^* \psi \, d\lambda \approx \int_0^\infty f^*(t) t^{-1} a(t) \, dt = \|f\|_{\infty, 1, a}.$$

In the remaining case we assume that $\varphi_X = b$ is non-increasing and absolutely continuous, possibly except at zero. Hence we can easily describe the absolutely continuous (with respect to Lebesgue measure $\lambda$) part of the measure induced by it, while the singular part of this measure is just a multiple of the Dirac measure at zero. We can thus rewrite the Lebesgue–Stieltjes integral defining $\|\cdot\|_{\Lambda_{\varphi_X}}$ to obtain

$$\|\cdot\|_{\Lambda_{\varphi_X}} = \left( \lim_{t \to 0^+} b(t) \right) f^*(0) + \int_0^\infty f^* b' \, d\lambda.$$

Remembering that $f^*(0) = \|f\|_\infty$, we conclude that the desired characterisation indeed holds.

Finally, to calculate the fundamental function of $L^{(p,q,b)}$ one uses approach almost identical to that employed in the proof of Theorem 3.13.

Let us remark that the characterisation of $\Lambda_{\varphi_X}$ in the case when $X = L^{\infty, \infty, b}$ is rather unsatisfying, since unlike in the other cases treated in this section it does not provide any information about the structure of the weight in the space. This could be remedied if the conjecture presented in [51, Remark 3.7] were correct. If that were case, then the space $\Lambda_{\varphi_X}$ could again be characterised using Lorentz–Karamata spaces.

3.3. Boyd indices. In this section we compute the Boyd indices of the Lorentz–Karamata spaces $L^{p,q,b}$ and $L^{(p,q,b)}$ for all choices of the parameters $p, q, b$ for which the respective spaces are non-trivial. The remaining cases are, of course, of no interest. We do not list the precise choices of parameters that satisfy this assumption because we do not want to clutter the formulation of the theorem. Instead, we refer the reader to Proposition 3.2 and Proposition 3.4.

Theorem 3.15. Let $p, q, b$ be as in Definition 3.1. Then the Boyd indices of $L^{p,q,b}$ and $L^{(p,q,b)}$ satisfy

$$\alpha_{L^{p,q,b}} = \alpha_{L^{q,p,b}} = \alpha_{L^{(p,q,b)}} = \alpha_{L^{(q,p,b)}} = \frac{1}{p},$$

provided that the parameters $p, q, b$ are chosen in such a way that the space in question is non-trivial (i.e. it contains a non-zero function).
Proof. In the proof we must work with the representation functional of the Lorentz–Karamata functional in question. As observed in Remark 3.8, the representation functional always exists and it is given by the same formula as the original Lorentz–Karamata functional. We will, therefore, use for it the same notation already established for Lorentz–Karamata functionals. Observe also that it holds for any function \( f \in M([0, \infty), \lambda) \) that

\[
(D_t f)^* = D_t(f^*).
\]

We employ the characterisation of the indices contained in Proposition 2.11. We will only compute \( \alpha_{L_{p,q,b}} \) as the approach is identical for both indices of \( L_{p,q,b} \), while to modify it for the indices of \( L_{p,q} \) one only needs to add one extra change of coordinates. We will also only cover the case \( q < \infty \) as the modification for \( q = \infty \) is simple. To this end, we assume that \( t \in (0, 1) \), fix any \( f \in L_{p,q,b} \) and compute via a simple change of coordinates:

\[
\|D_\tau f\|_{p,q,b} = \left( \int_0^\infty s^{\frac{q}{p} - 1} b^q(s)(f^*(t^{-1}s))^q \, ds \right)^{\frac{1}{q}} = t^{\frac{1}{p}} \left( \int_0^\infty r^{\frac{q}{p} - 1} b^q(tr)(f^*(r))^q \, dr \right)^{\frac{1}{q}}.
\]

We may now fix any \( \varepsilon > 0 \) and use (SV4) to see that there is a constant \( C_{\varepsilon} \geq 1 \), depending only on \( \varepsilon \), such that

\[
\|D_\tau f\|_{p,q,b} \geq C_{\varepsilon}^{-1} t^{\frac{1}{p} + \varepsilon} \left( \int_0^\infty r^{\frac{q}{p} - 1} (b^q(r))^q \, dr \right)^{\frac{1}{q}} = C_{\varepsilon}^{-1} t^{\frac{1}{p} + \varepsilon} \|f\|_{p,q,b}.
\]

Hence, given our assumption that the space in question is non-trivial, the operator norm of \( D_\tau \) as an operator \( L_{p,q,b} \to L_{p,q,b} \) satisfies

\[
\|D_\tau\| \geq C_{\varepsilon}^{-1} t^{\frac{1}{p} + \varepsilon}.
\]

This implies the following estimate:

\[
\frac{\log \left( \|D_\tau\| \right)}{\log(t)} \leq - \log(C_{\varepsilon}) + \left( \frac{1}{p} + \varepsilon \right) \log(t).
\]

We may now combine this estimate with Proposition 2.11 to obtain

\[
\alpha_{L_{p,q,b}} = \lim_{t \to 0^+} \frac{\log \left( \|D_\tau\| \right)}{\log(t)} \leq \frac{1}{p} + \varepsilon.
\]

Since \( \varepsilon \) was arbitrary, this establishes the estimate

\[
\alpha_{L_{p,q,b}} \leq \frac{1}{p}.
\]

The reverse estimate can be established in a similar manner, only using the second inequality in (2.8) instead of the first. \( \square \)

3.4. Embeddings among the spaces \( L_{p,q,b} \). Let us now turn our attention to the embeddings among Lorentz–Karamata spaces. In this section we will focus on those cases when both spaces participating in the embedding are of the form \( L_{p,q,b} \), the remaining cases will be treated later. The first proposition is a generalisation of a result about embeddings between Lorentz spaces \( L_{p,q} \), which can be found for example in \([6, \text{Chapter 4, Proposition 4.2}]\).
Proposition 3.16. Let \( b_1, b_2 \) be two s.v. functions such that \( b_2 \preceq b_1 \), let \( p \in (0, \infty) \) and suppose \( 0 < q < r \leq \infty \). Then

\[
\|f\|_{p,r,b_2} \preceq \sup_{t \in (0, \infty)} t^\frac{1}{r} b_1(t) f^*(t)
\]

or equivalently,

\[
L^{p,q,b_1} \hookrightarrow L^{p,r,b_2},
\]

and the embedding is proper, in the sense that there is a function \( f \in M \) such that \( f \in L^{p,r,b_2} \) but \( f \notin L^{p,q,b_1} \).

Proof. Fix arbitrary \( f \in M \) and \( q \in (0, \infty) \) and assume first that \( r = \infty \). Then we may use either (SV7) or (SV8), in dependence on whether \( p < \infty \) of \( p = \infty \), and the fact that \( f^* \) is non-increasing to compute

\[
\|f\|_{p,\infty,b_2} \lesssim \sup_{t \in (0, \infty)} \left( \int_0^t s^{\frac{q}{p}} b_2(s) f^*(s) ds \right)^\frac{1}{q} \leq \left( \int_0^\infty s^{\frac{q}{p}} b_2(s) (f^*(s))^q ds \right)^\frac{1}{q} \leq \|f\|_{p,q,b_1}
\]

which proves (3.7) for \( r = \infty \). Note that the finiteness of the expressions in question is of no concern even for \( p = \infty \) since in the case when \( b_1 \) satisfies \( \|t^{-\frac{q}{p}} b_1(t) \chi_{(0,1)}(t)\|_q < \infty \) then it is also bounded on \((0,1)\), which implies that \( b_2 \) is bounded on \((0,1)\) too, while in the remaining case there is nothing to prove.

We now use (3.8) to compute for \( r \in (q, \infty) \)

\[
\|f\|_{p,r,b_2} \lesssim \left( \int_0^\infty s^{\frac{q}{p}} b_2(s) f^*(s) \left[ s^{\frac{q}{p}} b_2(s) (f^*(s))^q \right]^{r-q} ds \right)^\frac{1}{r} \leq \|f\|_{p,\infty,b_2} \cdot \|f\|_{p,q,b_1} \leq \|f\|_{p,q,b_1},
\]

which together with (3.8) proves (3.7) for all the desired parameters \( p,q,r,b_1,b_2 \). Again, the finiteness of the expression is of no concern thanks to a similar argument as the one presented above.

As for the second part of the statement, is suffices to consider some \( f \in M(R, \mu) \) that satisfies \( f^*(t) \approx t^{-\frac{q}{p}} |\log(t)|^{-\frac{1}{q} b_1^{-1}(t)} \chi_{(0,\min\{\mu(R),1\})}^1(t) \).

In the next theorem we present a full characterisation of embeddings between Lorentz–Karamata spaces. This result first appeared in [4], but we chose to present it here because the original formulation does not present the different conditions in their explicit form. We also chose to present its full proof since the original one fails to consider some of the cases and is at times quite vague. In our proof, we use the abstract theory of classical Lorentz spaces and the previous proposition to cover most of the cases, while in some of the remaining ones we employ ideas inspired by the work in [4] and [46].

Theorem 3.17. Let \( b_1, b_2 \) be two s.v. functions and let \( p_1, p_2 \in (0, \infty) \) and \( q_1, q_2 \in (0, \infty) \). If \( p_i \) is infinite, for \( i = 1, 2 \), then we further suppose that the corresponding function \( b_i \) satisfies \( \|t^{-\frac{q_i}{p_i}} b_i(t) \chi_{(0,1)}(t)\|_{q_i} < \infty \). We then have the following characterisation:

(i) If \( p_1 > p_2 \) then the embedding \( L^{p_1,q_1,b_1} \hookrightarrow L^{p_2,q_2,b_2} \) holds if and only if \( \mu(R) < \infty \).
(ii) If \( p_1 = p_2 \) and \( q_1 \leq q_2 \) then the embedding \( L^{p_1,q_1,b_1} \hookrightarrow L^{p_2,q_2,b_2} \) holds if and only if one of the following condition holds:

(a) \( p_1 = p_2 < \infty \) and \( \frac{b_2}{b_1} \) is bounded on \( (0, \mu(R)) \),
(b) \( p_1 = p_2 = \infty \), \( q_1, q_2 < \infty \), and the functions \( b_1, b_2 \) satisfy

\[
\sup_{r \in (0, \mu(R))} \left( \int_0^r t^{-1} b_2^q(t) \, dt \right)^{\frac{1}{q}} \left( \int_0^r t^{-1} b_1^q(t) \, dt \right)^{\frac{1}{q}} < \infty,
\]

(c) \( p_1 = p_2 = \infty \), \( q_1 < \infty \), \( q_2 = \infty \), and the functions \( b_1, b_2 \) satisfy

\[
\sup_{r \in (0, \mu(R))} \frac{b_2(r)}{b_1(r)^{\frac{1}{q}}} < \infty,
\]

(d) \( p_1 = p_2 = \infty \), \( q_1 = q_2 = \infty \), and \( \frac{b_2}{b_1} \) is bounded on \( (0, \mu(R)) \).

(iii) If \( p_1 = p_2 \), \( q_1 > q_2 \), and \( r \) is the number satisfying \( \frac{1}{r} = \frac{1}{q_2} - \frac{1}{q_1} \), then the embedding \( L^{p_1,q_1,b_1} \hookrightarrow L^{p_2,q_2,b_2} \) holds if and only if one of the following condition holds:

(a) \( p_1 = p_2 < \infty \) and the functions \( b_1, b_2 \) satisfy

\[
\int_0^{\mu(R)} t^{-1} \left( \frac{b_2(t)}{b_1(t)} \right)^r \, dt < \infty,
\]

(b) \( p_1 = p_2 = \infty \), \( q_1 < \infty \), and the functions \( b_1, b_2 \) satisfy

\[
\int_0^{\mu(R)} \left( \int_0^t s^{-1} b_2^q(s) \, ds \right)^{\frac{1}{q}} t^{-1} b_2^q(t) \, dt < \infty,
\]

(c) \( p_1 = p_2 = \infty \), \( q_1 = \infty \), and the functions \( b_1, b_2 \) satisfy

\[
\int_0^{\mu(R)} t^{-1} \left( \frac{b_2(t)}{b_1(t)} \right)^r \, dt < \infty.
\]

(iv) If \( p_1 < p_2 \) then the embedding \( L^{p_1,q_1,b_1} \hookrightarrow L^{p_2,q_2,b_2} \) never holds.

**Proof.** We distinguish several cases.

Suppose first that both \( q_1, q_2 < \infty \). For this case, we will use [58, Proposition 1] (see also [12, Theorem 3.1] for further context). We further distinguish two subcases.

Let us at first assume that \( q_1 \leq q_2 \). Then the first part of [58, Proposition 1] (see also [54]) tells us that for some two positive weights \( v, w \) the inequality

\[
\|w f^*\|_{q_2} \lesssim \|v f^*\|_{q_1}
\]

holds for all \( f \in M \) if and only if

\[
\sup_{r \in (0, \infty)} \|w \cdot \chi_{(0,r)}\|_{q_2} \cdot \left( \|v \cdot \chi_{(0,r)}\|_{q_1} \right)^{-1} < \infty.
\]

Since the non-increasing rearrangement \( f^* \) of any \( f \in M(R, \mu) \) is supported on the set \( [0, \mu(R)] \) and therefore \( \|f\|_{p,q,b} = \|t^{\frac{1}{p} - \frac{1}{r}} b(t) \chi_{(0,\mu(R))}(t) f(t)\|_q \) for all \( f \in M(R, \mu) \), we observe that the embedding in question is equivalent to (3.13) with

\[
v(t) = t^{\frac{1}{p_2} - \frac{1}{r}} b_1(t) \chi_{(0,\mu(R))}(t) \quad \text{for } t \in (0, \infty),
\]

\[
w(t) = t^{\frac{1}{p_1} - \frac{1}{r}} b_2(t) \chi_{(0,\mu(R))}(t) \quad \text{for } t \in (0, \infty).
\]
We first rewrite it to a more explicit form and get

\[
(3.14) \quad \sup_{r \in (0, \mu(R))} \left( \frac{\left( \int_0^t \frac{s}{t} b_2^q(s) \, ds \right)^{\frac{1}{q}}}{\left( \int_0^t \frac{s}{t} b_1^{q_2}(s) \, ds \right)^{\frac{1}{q_2}}} \right) < \infty.
\]

Now, by considering separately the four cases distinguished by finiteness or infiniteness of \(p_1\) and \(p_2\) and by using (SV1), (SV2), (SV7), (SV8), and (SV5), one obtains that (3.14) holds if and only if one of the following conditions holds:

(i) \(p_1 > p_2\) and \(\mu(R) < \infty\),
(ii) \(p_1 = p_2 < \infty\) and \(\frac{b_2^n(r)}{b_1^n(r)}\) is bounded on \((0, \mu(R))\),
(iii) \(p_1 = p_2 = \infty\) and (3.9) holds.

We have thus covered the subcase \(q_1 \leq q_2\) and it remains to consider the subcase \(q_1 > q_2\). The approach is similar, only we use the second part of [58, Proposition 1] and thus deduce that the estimate in question is equivalent to the convergence of the integral

\[
(3.15) \quad \int_0^{\mu(R)} \left( \frac{\left( \int_0^t \frac{s}{t} b_2^q(s) \, ds \right)^{\frac{1}{q}}}{\left( \int_0^t \frac{s}{t} b_1^{q_2}(s) \, ds \right)^{\frac{1}{q_2}}} \right) \frac{t}{b_2^q(t)} \, dt.
\]

By a similar approach to that above, we deduce that (3.15) holds if and only if one of the following conditions holds:

(i) \(p_1 > p_2\) and \(\mu(R) < \infty\),
(ii) \(p_1 = p_2 < \infty\) and (3.11) holds,
(iii) \(p_1 = p_2 = \infty\) and (3.12) holds.

We now turn our attention to the cases when at least one of the parameters \(q_1, q_2\) is infinite. Those cases do not follow from the more abstract theory of classical Lorentz spaces as using this theory would force us to add unnecessary assumptions on the s.v. functions \(b_1, b_2\). We first show that the presented conditions are sufficient.

The sufficiency in the case when \(p_1 = p_2, q_1 \leq q_2 = \infty\) and \(\frac{b_2(n)}{b_1(n)}\) is bounded on \((0, \mu(R))\) is covered by Proposition 3.16 (except the case when also \(q_1 = q_2\) which is trivial). That the weaker condition (3.10) suffices in the case when \(p_1 = p_2 = \infty, q_1 < q_2 = \infty\) follows by modifying the first step of the proof of Proposition 3.16, namely (3.8):

\[
\|f\|_{\infty, \infty, b_2} \leq \sup_{t \in (0, \infty)} \left( \int_0^t s^{-1} b_1^{q_1}(s) \, ds \right)^{\frac{1}{q_1}} f^*(t) 
\leq \|f\|_{\infty, q_1, b_2}.
\]

As for the case when \(p_1 = p_2, q_2 < q_1 = \infty\), the sufficiency follows from the calculation

\[
\|f\|_{p_2, q_2, b_2} \leq \left( \int_0^{\mu(R)} s^{-1} b_2^{q_2}(s) b_1^{q_2}(s) \, ds \right)^{\frac{1}{q_2}} \sup_{s \in (0, \mu(R))} s^{-\frac{1}{q_2}} b_1(s) f^*(s) 
\leq \|f\|_{p_1, q_1, b_1},
\]

where the last estimate uses (3.11) and which holds for any \(f \in M\).
It remains to show the sufficiency in the case when \( p_1 > p_2 \) and \( \mu(R) < \infty \). We may assume that \( q_1 = \infty \), since we know from Proposition 3.16 that \( L^{p_1,q_1,b_1} \hookrightarrow L^{p_1,\infty,b_1} \). If \( q_2 < \infty \), then the desired embedding follows from the calculation

\[
\|f\|_{p_2,q_2,b_2} \leq \left( \int_0^{\mu(R)} s^{\frac{q_2}{q_1}-1} b_2^q(s) b_1^{-q_2}(s) \, ds \right)^{\frac{q_1}{q_2}} \sup_{s \in (0,\mu(R))] s^{\frac{1}{q_1}} b_1(s) (f^*(s))
\]

where the last estimate holds for every \( f \in M \) because the function \( b_2^q b_1^{-q_2} \) is s.v. The case when \( q_2 = \infty \) is similar.

Finally, we show that the presented conditions for the cases when at least one of the parameters \( q_1, q_2 \) is infinite are also necessary.

The case when \( p_1 = p_2 \) is quite simple. In the subcase when also \( q_1 \leq q_2 \) it suffices to test the required inequality

\[
(3.16) \quad \|\cdot\|_{p_2,q_2,b_2} \lesssim \|\cdot\|_{p_1,q_1,b_1}
\]

by functions \( \chi_{E_t} \), where \( t \in (0,\mu(R)), E_t \subseteq R \) and \( \mu(E_t) = t \), and applying either (SV7) or monotonicity of \( b_1 \) as appropriate, depending on the finiteness or infiniteness of the parameters \( p_1 \) and \( q_1 \) (the monotonicity in the appropriate cases can be assumed thanks to Proposition 3.3).

In the remaining subcase when \( q_1 > q_2 \) we test the inequality (3.16) by a function \( f \in M(R,\mu) \) satisfying \( f^*(t) \approx t^{-\frac{1}{q_1}} b_1(t)^{-1} \chi_{(0,\mu(R))}(t) \).

In the case when \( p_1 < p_2 \) one can observe that the embedding does not hold by considering some \( f \in M(R,\mu) \) such that \( f^*(t) \approx t^{-\frac{1}{q_1}} \log(t)^{-\frac{1}{q_1}} b_1^{-1}(t) \chi_{(0,\min(\mu(R),1))}(t) \).

Similarly, in the case when \( p_1 > p_2 \) and \( \mu(R) = \infty \) it is sufficient to consider some \( f \in M(R,\mu) \) such that \( f^*(t) \approx \chi_{(0,1)} + t^{-\frac{1}{q_1}} \log(t)^{-\frac{1}{q_1}} b_1^{-1}(t) \chi_{(1,\infty)}(t) \).

We conclude this section by presenting a corollary of Theorem 3.17 that fully characterises for which choices of the parameters \( p, q, b \) does the functional \( \|\cdot\|_{p,q,b} \) satisfy (P5). The result uses the abstract theory developed in [50] to make rigorous the rather intuitive idea that the conditions for the validity of (P5) should be the same as the conditions for the embedding \( L^{p,q,b} \hookrightarrow L^1 \) over the sets of finite measure.

**Corollary 3.18.** Let \( p, q, b \) be as in Definition 3.1. Then \( \|\cdot\|_{p,q,b} \) satisfies (P5) if and only if one of the following conditions holds:

(i) \( p > 1 \);
(ii) \( p = 1, q \leq 1, \) and \( b^{-1} \) is bounded on \( (0,1) \);
(iii) \( p = 1, q > 1, \) and \( \int_0^1 t^{-1} b^{-q} \, dt < \infty \).

**Proof.** Assume first that \( \mu(R) = \infty \). It then follows from the results contained in [50] that \( \|\cdot\|_{p,q,b} \) satisfies (P5) if and only if it holds for every \( f \in M([0,\infty),\lambda) \) that

\[
(3.17) \quad \|f^* \chi_{(0,1)}\|_1 \lesssim \|f^* \chi_{(0,1)}\|_{p,q,b}.
\]

Here, the functional on the right-hand side is the representation functional of \( \|\cdot\|_{p,q,b} \) which is given by the same formula and for which we therefore use the same notation (see Remark 3.8).

To be more specific, if we follow the notation established in [50], that is, we put for any pair of r.i. quasi-Banach function spaces \( A, B \) over \( ([0,\infty),\lambda) \) and any \( f \in M([0,\infty),\lambda) \)

\[
\|f\|_{WL(A,B)} = \|f^* \chi_{[0,1]}\|_A + \|f^* \chi_{(1,\infty)}\|_B
\]
and
\[ WL(A, B) = \{ f \in M; \| f \|_{WL(A, B)} < \infty \}, \]
then we may use [50, Theorem 5.7] to obtain that \( \| \cdot \|_{p,q,b} \) as a functional over (\([0, \infty), \lambda\)) satisfies (P5) if and only if
\[ L^{p,q,b} \hookrightarrow WL(L^1, L^{p,q,b}). \]  
(3.18)

Here, all the spaces are over (\([0, \infty), \lambda\)). Furthermore, \( \| \cdot \|_{p,q,b} \) satisfies (P5) as a functional over (\([0, \infty), \lambda\)) if and only if it satisfies it as a functional over \((R, \mu)\). Indeed, one implication follows from the estimate
\[ \int_E |f| \, d\mu \leq \int_0^{\mu(E)} f^* \, d\lambda \lesssim \| f^* \|_{p,q,b} = \| f \|_{p,q,b} \]
for \( f \in M(R, \mu) \),
which holds provided that \( \| \cdot \|_{p,q,b} \) satisfies (P5) as a functional over (\([0, \infty), \lambda\)). As for the remaining implication, if \( \| \cdot \|_{p,q,b} \) does not satisfy (P5) as a functional over (\([0, \infty), \lambda\)) then it follows from [45, Theorem 3.11] that there is a function \( f_0 \in M([0, \infty), \lambda) \) and a set \( E \subseteq [0, \infty) \) such that \( \| f_0 \|_{p,q,b} < \infty \) and \( \lambda(E) < \infty \) while
\[ \infty = \int_E |f_0| \, d\lambda \leq \int_0^{\mu(E)} f_0^* \, d\lambda. \]

By finding some \( \tilde{E} \subseteq R \) such that \( \mu(\tilde{E}) = \lambda(E) \), we may now use resonance of the space \((R, \mu)\) to obtain
\[ \sup_{f \in M(R, \mu)} \int_E |f| \, d\mu = \int_0^{\lambda(E)} f_0^* \, d\lambda = \infty. \]
As all the functions \( f \) considered in the supremum on the left-hand side clearly satisfy
\[ \| f \|_{p,q,b} = \| f_0 \|_{p,q,b} < \infty, \]
we must conclude that \( \| \cdot \|_{p,q,b} \) does not satisfy (P5) as a functional over \((R, \mu)\).

Now, using [50, Theorem 5.6] we see that the embedding (3.18) is equivalent to the following one:
\[ WL(L^{p,q,b}, L^\infty) \hookrightarrow WL(L^1, L^\infty), \]
which is the same as the inequality
\[ \| f \|_{WL(L^1, L^\infty)} \lesssim \| f \|_{WL(L^{p,q,b}, L^\infty)} \]
holding for every \( f \in M([0, \infty), \lambda) \). Finally, the estimate (5) in [50, Proposition 3.3] applied on the both side of this inequality leads to (3.17). We note that [50, Proposition 3.3] assumes that the space in question is a Banach function spaces, and indeed the presented proof of the estimate (5) uses its property (P5), but this assumption is unnecessary for the validity of the estimate we need, because it can be just as easily proved using the method presented in the last step of the proof of [50, Theorem 3.4] and this method relies only on the property (P4) and the second part of the property (Q1), both of which \( \| \cdot \|_{p,q,b} \) satisfies by Proposition 3.2.

By further rewriting (3.17) as
\[ \int_0^1 f^*(t) \, dt \lesssim \left( \int_0^1 t^{\frac{1}{q} - 1} b^q(t) (f^*(t))^q \, dt \right)^{1/q}, \]
and remembering that for every function \( f_0 \in M([0, 1], \lambda) \) there is a function \( f \in M([0, \infty], \lambda) \) such that \( f^* = f_0^* \), we observe that the validity of (3.17) for every \( f \in M([0, \infty], \lambda) \) is exactly the same question as the validity of the embedding \( L^{p,q,b} \hookrightarrow L^1 \) in the case when the underlying measure space is \(([0, 1], \lambda)\). Since \( L^1 = L^{1,1,a} \), where \( a \) is identically equal to one on \((0, \infty)\), we may now apply Theorem 3.17 to obtain the desired characterisation.

To obtain the same conditions in the case when \( \mu(R) < \infty \), one only needs to observe that the validity of (P5) is in this situation trivially equivalent to the embedding \( L^{p,q,b} \hookrightarrow L^1 \) (both spaces are considered over \((R, \mu)\)) and that the conditions characterising this embedding (as obtained in Theorem 3.17) are equivalent to the desired ones thanks to the properties of s.v. functions stated in Lemma 2.16. □

3.5. Relations between \( L^{p,q,b} \) and \( L^{(p,q,b)} \). In this section we study when \( L^{p,q,b} = L^{(p,q,b)} \), which is a property that often plays an important role in applications, see for example [3], [44], and [59].

The first observation follows from Propositions 3.2 and 3.6 since they tell us that, for \( p < 1 \), \( L^{(p,q,b)} \) is always trivial while \( L^{p,q,b} \) never is. So we obtain \( p \geq 1 \) as a necessary condition.

Note that because we always have for any \( f \in M \) that \( f^* \leq f^{**} \), we get trivially from properties of \( \|\cdot\|_q \) that \( \|\cdot\|_{p,q,b} \lesssim \|\cdot\|_{(p,q,b)} \) for all \( p, q, b \) allowed by Definition 3.1. Thus, we “only” have to examine what are the parameters for which \( \|\cdot\|_{(p,q,b)} \lesssim \|\cdot\|_{p,q,b} \).

We will first show in the next theorem that \( p > 1 \) is sufficient. To this end, we will employ weighted Hardy inequalities.

**Theorem 3.19.** Let \( p, q, b \) be as in Definition 3.1 and let \( q \in (0, \infty] \) and \( p \in (1, \infty] \). Then \( \|\cdot\|_{(p,q,b)} \lesssim \|\cdot\|_{p,q,b} \).

**Proof.** Consider first the case when \( q \geq 1 \). We employ a weighted Hardy inequality, which can be found for example in [43, Section 1.3, Theorem 2] and which yields that the desired conclusion is in fact equivalent to the following condition:

\[
(3.19) \quad \sup_{r \in (0,\infty)} \left\| \left( t^{\frac{1}{p}-\frac{1}{q}-1} b(t) \chi_{(r,\infty)}(t) \right) \right\|_q \cdot \left\| \left( t^{\frac{1}{p}-\frac{1}{q}} b(t) \right)^{-1} \chi_{(0,r)}(t) \right\|_{q'} < \infty.
\]

Firstly, note that both the norms inside the supremum are, thanks to either (SV3) and (SV5) or (SV6), in dependence on the value of \( q \) and \( q' \), always finite by our assumption \( p \in (1, \infty] \).

Secondly, since we assume \( p > 1 \) we can use (SV7) to show that product inside the supremum in (3.19) is on \((0, \infty)\) equivalent to a constant. The condition is thus satisfied.

Consider now the remaining case \( q < 1 \). This time we utilise a weighted Hardy-type inequality which has been obtained independently by Carro and Soria in [15, Proposition 2.6b], Lai in [39, Theorem 2.2], and Stepanov in [58, Theorem 3b] (see also [12, Theorem 4.1] for context as well as a formulation more similar to the problem at hand). From this result, we obtain that the desired inequality holds if and only if the following
two conditions hold:

\[(3.20) \quad \sup_{r \in (0, \infty)} r \cdot \left( \int_0^r t^{\frac{q}{p} - 1} b^q(t) \, dt \right)^{\frac{1}{q}} \cdot \left( \int_0^r t^{\frac{q}{p} - 1} b^q(t) \, dt \right)^{-\frac{1}{q}} < \infty,\]

\[(3.21) \quad \sup_{r \in (0, \infty)} r \cdot \left( \int_r^\infty t^{\frac{q}{p} - q - 1} b^q(t) \, dt \right)^{\frac{1}{q}} \cdot \left( \int_0^r t^{\frac{q}{p} - 1} b^q(t) \, dt \right)^{-\frac{1}{q}} < \infty.\]

As for the condition (3.20), we may assume that the integrals inside the supremum are finite. Indeed, if \( p \in (1, \infty) \) this follows from (SV6) while in the remaining case we can assume it since otherwise \( L^{p,q,b} = L^{(p,q,b)} = \{0\} \) and there is nothing to prove. Therefore, the function we take supremum of in (3.20) is identically equal to 1 on \((0, \infty)\) and the condition is satisfied.

It remains to verify (3.21) which follows from (SV7) when \( p < \infty \) and from (SV7) and (SV8) when \( p = \infty \).

What now remains is to consider the case \( p = 1 \). We shall show that in this case the equality never holds. The reason behind this behaviour is (2.11), more precisely the relation between \( b^q \) and \( \hat{b}^q \) (for \( q < \infty \)) and between \( b^{-1} \) and \( \hat{b}^{-1} \) (for \( q = \infty \)), where \( \hat{b}^q \) and \( \hat{b}^{-1} \) are the functions defined in (SV8) (for \( b^q \) and \( b^{-1} \), respectively), that is

\[
\hat{b}^q(t) = \int_t^\infty s^{-1} b^q(s) \, ds, \quad \hat{b}^{-1}(t) = \int_0^t s^{-1} b^{-1}(s) \, ds \quad \text{for } t \in (0, \infty).
\]

We begin with the case \( q = 1 \) which is worth singling out.

**Proposition 3.20.** Let \( p, q, b \) be as in Definition 3.1 and suppose \( q = p = 1 \) and that \( b \) satisfies \( \|t^{-1} b(t) \chi_{(1, \infty)}(t)\|_1 < \infty \). Then

\[(3.22) \quad L^{(1,1,b)} = L^{1,1,\hat{b}},\]

where \( \hat{b} \) is the function defined in (SV8). Consequently, \( L^{(1,1,b)} \neq L^{1,1,b} \) for any s.v. function \( b \).

**Proof.** The conclusion (3.22) follows from Definition 3.1 by simple calculation, using only the classical Fubini’s theorem.

For the remaining part, it follows from Theorem 3.17 that \( L^{1,1,b} = L^{1,1,b} \) if and only if \( b \approx \hat{b} \) on \((0, \infty)\), which can never hold as follows from (2.11).

For the remaining cases we will have to use some abstract theory.

**Theorem 3.21.** Let \( p, q, b \) be as in Definition 3.1 and suppose \( p = 1 \). Then \( L^{(1,1,b)} \neq L^{1,1,b} \).

**Proof.** The case \( q = 1 \) has already been covered in the previous proposition.

If \( q \in (1, \infty) \), then it follows from [54, Theorem 4] that \( L^{(1,q,b)} = L^{1,q,b} \) if and only if

\[(3.23) \quad \int_0^t s^{-1} b^q(s) \, ds \lesssim 1 \int_0^t s^{q-1} b^q(s) \, ds \]
on \((0, \infty)\). However, by (SV7), the right-hand side of (3.23) is equivalent to \( b^q(t) \) while the left-hand side is just \( \hat{b}^q \). Hence, (3.23) holds if and only if \( b^q \approx \hat{b}^q \) on \((0, \infty)\), which can never hold as follows from (2.11).

For the case \( q \in (0, 1) \) we use the same result that we used when proving the second part of Theorem 3.19 and that has been obtained independently in [15, Proposition 2.6b], [39,
Theorem 2.2], and [58, Theorem 3b] and which can be also found in [12, Theorem 4.1].
It follows from this result that in order for \( L^{(1,q,b)} = L^{1,q,b} \) to hold it is necessary and
sufficient that the conditions (3.20) and (3.23) hold. Now, while (3.20) always holds by
the same argument as in the proof of Theorem 3.19, the second condition (3.23) is never
satisfied as follows from (2.11).

Finally if \( q = \infty \), it follows from [31, Theorem 5.1] and (SV7) that \( L^{(1,\infty,b)} = L^{1,\infty,b} \) if
and only if the function \( \tilde{b}^{-1} \) is bounded on \((0, \infty)\), which is in turn equivalent to \( b^{-1} \approx \tilde{b}^{-1} \)
on \((0, \infty)\) and thus not true for any s.v. function \( b \) (again, by 2.11).

The following corollary collects these results into a single statement.

**Corollary 3.22.** Let \( p, q, b \) be as in Definition 3.1. Then \( L^{(p,q,b)} = L^{p,q,b} \) if and only if \( p > 1 \).

In conclusion of this section, we present two consequences of Corollary 3.22 which extend
some properties of \( \|\cdot\|_{(p,q,b)} \) to \( \|\cdot\|_{p,q,b} \). The second corollary is much less interesting than
the first, as its content is already contained in Corollary 3.18, but we believe it worth
stating nonetheless because we have obtained the result by much different means.

**Corollary 3.23.** Let \( p, q, b \) be as in Definition 3.1, suppose that \( p > 1 \) and that \( q \in [1, \infty] \).
Then \( \|\cdot\|_{p,q,b} \) is equivalent to an r.i. Banach function norm \( \|\cdot\|_{(p,q,b)} \) and the space \( L^{p,q,b} = L^{p,q,b} \) equipped with this norm is an r.i. Banach function space.

**Corollary 3.24.** Let \( p, q, b \) be as in Definition 3.1 and suppose that \( p > 1 \). Then \( \|\cdot\|_{p,q,b} \)
satisfies (P5).

**3.6. Absolute continuity of the quasinorm.** In this section we characterise which
functions in Lorentz–Karamata spaces have absolutely continuous quasi-norm. We begin
with the spaces \( L^{p,q,b} \).

**Theorem 3.25.** Let \( p, q, b \) be as in Definition 3.1. In the case when \( p = q = \infty \) we
further assume that \( b \) is non-decreasing. If \( q < \infty \), then \( L^{p,q,b} = L^{p,q,b} \) (i.e. the space \( L^{p,q,b} \)
has absolutely continuous quasinorm), while in the case when \( q = \infty \) it holds that

\[
L_{\infty}^{p,\infty,b} = \left\{ f \in L^{p,\infty,b}; \lim_{t \to 0} f^*(t) t^{\frac{1}{b}} b(t) = \lim_{t \to \infty} f^*(t) t^{\frac{1}{b}} b(t) = 0 \right\}.
\]

Specifically, if the parameters \( p \) and \( b \) are chosen in such a way that the space \( L^{p,\infty,b} \) is
non-trivial, then it does not have absolutely continuous quasinorm.

Note that the monotonicity assumption on \( b \) in the case when \( p = q = \infty \) comes at no
loss of generality as follows from Proposition 3.3.

**Proof.** Let us first consider, for any \( f \in M_{0} \) and any \( t_0 \in (0, \infty) \), the functions

\[
\begin{align*}
f_0 &= \min \{ |f|, f^*(t_0) \} \text{ sgn}(f), \\
f_1 &= \max \{ |f| - f^*(t_0), 0 \} \text{ sgn}(f),
\end{align*}
\]

and the set

\[
R_1 = \{ x \in R; |f_1| > 0 \} = \{ x \in R; |f| > f^*(t_0) \}.
\]
We immediately see that \( f = f_0 + f_1 \) and that \( \mu(R_1) \leq t_0 < \infty \). Moreover, it is an exercise to verify that

\[
\begin{align*}
    f_0^* &= f^*(t_0)\chi_{[0,t_0)} + f^*(t_0,\infty), \\
    f_1^* &= (f^* - f^*(t_0))\chi_{[0,t_0)}.
\end{align*}
\]

For the remainder of the proof, \( E_k \) will denote some sequence of arbitrary subsets of \( R \) such that \( \chi_{E_k} \to 0 \) \( \mu \)-a.e.

If we now assume that \( q < \infty \) and \( f \in L^{p,q,b} \), then for any fixed \( \varepsilon > 0 \) we may choose some sufficiently large \( t_0 \in (0,\infty) \) such that with the notation established above we have

\[
    \|f_0\|_{p,q,b} = \left( \int_0^\infty (f_0^*(t))^q t^{\frac{q}{p}-1} b^q(t) \, dt \right)^{\frac{1}{q}} < \varepsilon.
\]

This follows from the Lebesgue dominated convergence theorem, because any \( f \in L^{p,q,b} \) satisfies

\[
    \lim_{t \to \infty} f^*(t) = 0
\]

and thus for any sequence \( t_n \) of positive numbers, such that \( t_n \to \infty \) as \( n \to \infty \), the corresponding functions \( f_0^* \) converge to zero \( \lambda \)-a.e., while we also have that

\[
    \int_0^\infty (f_0^*(t))^q t^{\frac{q}{p}-1} b^q(t) \, dt \leq \|f\|_{p,q,b}^q < \infty
\]

for any such \( t_0 \).

Now, we get that

\[
    \|f \chi_{E_k}\|_{p,q,b} \lesssim \|f_1 \chi_{E_k}\|_{p,q,b} + \|f_0 \chi_{E_k}\|_{p,q,b},
\]

since \( \|\cdot\|_{p,q,b} \) is a quasinorm (by Proposition 3.2). As for the first term, we obtain from the continuity of measure that

\[
    \mu(E_k \cap R_1) \leq \mu((\cup_{l \geq k} E_l) \cap R_1) \to 0 \quad \text{as } k \to \infty.
\]

It then follows from the Lebesgue dominated convergence theorem that

\[
    \|f_1 \chi_{E_k}\|_{p,q,b} \leq \left( \int_0^{\mu(E_k \cap R_1)} (f^*(t))^q t^{\frac{q}{p}-1} b^q(t) \, dt \right)^{\frac{1}{q}} \to 0 \quad \text{as } k \to \infty,
\]

since the integrals in question are again estimated by \( \|f\|_{p,q,b}^q \). The estimate for the second term now follows directly from our choice of \( t_0 \), as

\[
    \|f_0 \chi_{E_k}\|_{p,q,b} \leq \|f_0\|_{p,q,b} < \varepsilon.
\]

We have thus shown that

\[
    \limsup_{k \to \infty} \|f \chi_{E_k}\|_{p,q,b} \lesssim \varepsilon.
\]

Since \( \varepsilon \) was arbitrary, we have thus proved the statement for the case \( q < \infty \).

Let us now turn to the case when \( q = \infty \). We will assume that \( L^{p,\infty,b} \) is non-trivial (i.e. that either \( p < \infty \) or \( p = \infty \) and \( b \) is bounded on some neighbourhood of zero), because the remaining case is trivial.

To establish the sufficiency, we proceed by fixing some \( \varepsilon < \infty \) and considering some function \( f \in L^{p,\infty,b} \) such that

\[
    \lim_{t \to 0^+} f^*(t) t^\frac{q}{p} b(t) = \lim_{t \to \infty} f^*(t) t^\frac{q}{p} b(t) = 0
\]
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and some sufficiently large $t_0 \in (0, \infty)$ such that

$$f^*(t) t^\beta b(t) < \varepsilon$$

for $t \in [t_0, \infty)$.

It follows that the corresponding function $f_0$ satisfies

$$f_0^*(t) t^\beta b(t) \lesssim \varepsilon$$

for $t \in (0, \infty)$,

where the extension follows directly from the definition of s.v. functions in the case $p < \infty$ and from our assumption that $b$ is non-decreasing in the case $p = \infty$. We stress that the constant in the estimate depends only on the function $b$, not on our choice of $t_0$.

As before, we may estimate

$$\|f \chi_{E_k}\|_{p, \infty, b} \lesssim \|f \chi_{E_k}\|_{p, \infty, b} + \|f_0 \chi_{E_k}\|_{p, \infty, b},$$

where (3.25) immediately yields that $\|f_0 \chi_{E_k}\|_{p, \infty, b} \lesssim \varepsilon$. As for the remaining term, the same argument as above can be used to obtain $\mu(E_k \cap R_1) \to \infty$ as $k \to \infty$ and thus, by our assumption (3.24),

$$\|f_0 \chi_{E_k}\|_{p, \infty, b} \leq \esssup_{t \in (0, \mu(E_k \cap R_1)))} f^*(t) t^\beta b(t) \to 0$$

as $k \to \infty$.

We have thus shown that

$$\limsup_{k \to \infty} \|f \chi_{E_k}\|_{p, \infty, b} \lesssim \varepsilon.$$

Since $\varepsilon$ was arbitrary, we have thus proved the sufficiency of the condition (3.24) in the case $q = \infty$.

Let us now concentrate on the necessity of (3.24), so let us fix some $f \in L^{p, \infty, b}_0$. That

$$\lim_{t \to 0^+} f^*(t) t^\beta b(t) = 0$$

follows by taking as $E_k$ some sequence of sets such that

$$\{x \in R; \ |f(x)| > f^*(k^{-1})\} \subseteq E_k \subseteq \{x \in R; \ |f(x)| \geq f^*(k^{-1})\}$$

and $\mu(E_k) = k^{-1}$. Indeed, for this choice of $E_k$ we have that

$$f^*(E_k) = f^*(0, k^{-1})$$

and thus

$$\sup_{t \in (0, k^{-1})} f^*(t) t^\beta b(t) = \|f \chi_{E_k}\|_{p, \infty, b} \to 0$$

as $k \to \infty$.

As for the necessity of

(3.27)

$$\lim_{t \to \infty} f^*(t) t^\beta b(t) = 0,$$

we will assume that $\mu(R) = \infty$ because otherwise there is nothing to prove. We consider first the cases when $p < \infty$ or both $p = \infty$ and $b$ is not bounded on any neighbourhood of infinity. In those cases we know that any $f \in L^{p, \infty, b}$ satisfies

$$\lim_{t \to \infty} f^*(t) = 0.$$

Therefore we may choose the sequence of functions

$$f_n = \min \{|f|, f^*(n)|$$

and some sufficiently large $t_0 \in (0, \infty)$ such that

$$f^*(t) t^\beta b(t) < \varepsilon$$

for $t \in [t_0, \infty)$.

It follows that the corresponding function $f_0$ satisfies

(3.25)

$$f_0^*(t) t^\beta b(t) \lesssim \varepsilon$$

for $t \in (0, \infty)$,

where the extension follows directly from the definition of s.v. functions in the case $p < \infty$ and from our assumption that $b$ is non-decreasing in the case $p = \infty$. We stress that the constant in the estimate depends only on the function $b$, not on our choice of $t_0$.

As before, we may estimate

$$\|f \chi_{E_k}\|_{p, \infty, b} \lesssim \|f \chi_{E_k}\|_{p, \infty, b} + \|f_0 \chi_{E_k}\|_{p, \infty, b},$$

where (3.25) immediately yields that $\|f_0 \chi_{E_k}\|_{p, \infty, b} \lesssim \varepsilon$. As for the remaining term, the same argument as above can be used to obtain $\mu(E_k \cap R_1) \to \infty$ as $k \to \infty$ and thus, by our assumption (3.24),

$$\|f_0 \chi_{E_k}\|_{p, \infty, b} \leq \esssup_{t \in (0, \mu(E_k \cap R_1)))} f^*(t) t^\beta b(t) \to 0$$

as $k \to \infty$.

We have thus shown that

$$\limsup_{k \to \infty} \|f \chi_{E_k}\|_{p, \infty, b} \lesssim \varepsilon.$$

Since $\varepsilon$ was arbitrary, we have thus proved the sufficiency of the condition (3.24) in the case $q = \infty$.

Let us now concentrate on the necessity of (3.24), so let us fix some $f \in L^{p, \infty, b}_0$. That

$$\lim_{t \to 0^+} f^*(t) t^\beta b(t) = 0$$

follows by taking as $E_k$ some sequence of sets such that

(3.26)

$$\{x \in R; \ |f(x)| > f^*(k^{-1})\} \subseteq E_k \subseteq \{x \in R; \ |f(x)| \geq f^*(k^{-1})\}$$

and $\mu(E_k) = k^{-1}$. Indeed, for this choice of $E_k$ we have that

$$f^*(E_k) = f^*(0, k^{-1})$$

and thus

$$\sup_{t \in (0, k^{-1})} f^*(t) t^\beta b(t) = \|f \chi_{E_k}\|_{p, \infty, b} \to 0$$

as $k \to \infty$.

As for the necessity of

(3.27)

$$\lim_{t \to \infty} f^*(t) t^\beta b(t) = 0,$$

we will assume that $\mu(R) = \infty$ because otherwise there is nothing to prove. We consider first the cases when $p < \infty$ or both $p = \infty$ and $b$ is not bounded on any neighbourhood of infinity. In those cases we know that any $f \in L^{p, \infty, b}$ satisfies

$$\lim_{t \to \infty} f^*(t) = 0.$$

Therefore we may choose the sequence of functions

$$f_n = \min \{|f|, f^*(n)|$$
to obtain
\[ \sup_{t \in (n, \infty)} f^*(t) t^{1/p} b(t) \leq \| f_n \|_{p, \infty, b} \to 0 \quad \text{as } n \to \infty, \]
where the first estimate is due to
\[ f_n^* = f^*(n) \chi_{[0,n)} + f^*(n, \infty) \]
and the convergence is due to Proposition 2.7, since clearly \(|f| \geq |f_n| \downarrow 0 \) µ-a.e. (as \( n \to \infty \)).

Finally, let us consider the necessity of (3.27) in the case then \( p = \infty \) and \( b \) is bounded on some neighborhood of infinity (i.e. \( b \) is bounded on \((0, \infty)\) as we assume that it is non-decreasing). In this case, (3.27) is equivalent to simply
\[ \lim_{t \to \infty} f^*(t) = 0. \]

We will assume that a given function \( f \in L^{\infty, \infty, b} \) satisfies
\[ \lim_{t \to \infty} f^*(t) > 0 \]
and show that this implies that \( f \notin L^{\infty, \infty, b}_a \). With this assumption, we see that there is some \( \alpha > 0 \) such that
\[ \mu (\{x \in R; |f| > \alpha\}) = \infty. \]

By fixing some increasing sequence \( R_k \) of sets of finite measure such that
\[ R = \bigcup_{k \in \mathbb{N}} R_k \]
and putting
\[ E_k = \{x \in R; |f| > \alpha\} \setminus R_k, \]
we see \( \mu(E_k) = \infty \) for every \( k \in \mathbb{N} \) and that \( \chi_{E_k} \to 0 \) as \( k \to \infty \). We now compute
\[ \| f \chi_{E_k} \|_{\infty, \infty, b} \geq \| \alpha \chi_{E_k} \|_{\infty, \infty, b} = \alpha \sup_{t \in (0, \infty)} b(t) > 0. \]

Hence, \( f \) does not have absolutely continuous quasinorm.

It remains to show that if \( L^{p, \infty, b} \) is non-trivial, then it contains a function violating (3.24), which is an easy exercise and therefore left to the reader.

We now turn our attention to the spaces \( L^{(p,q,b)} \). We only need to consider the case \( p = 1 \), since the cases when \( p > 1 \) are, thanks to Corollary 3.22, already covered by Theorem 3.25, while for \( p < 1 \) we know thanks to Proposition 3.4 that \( L^{(p,q,b)} = \{0\} \) and thus the question is both trivial and uninteresting.

**Theorem 3.26.** Let \( p, q, b \) be as in Definition 3.1 and assume that \( p = 1 \). In the case when \( q = \infty \) we further assume that \( b \) is non-increasing. If \( q < \infty \), then \( L^{(1,q,b)}_a = L^{(1,q,b)} \) (i.e. the space \( L^{(1,q,b)} \) has absolutely continuous quasinorm), while in the case when \( q = \infty \) it holds that
\[
L^{(1, \infty, b)}_a = \left\{ f \in L^{(1, \infty, b)}; \lim_{t \to 0^+} tb(t) f^{**}(t) = \lim_{t \to \infty} tb(t) f^{**}(t) = 0 \right\} \quad \text{if } \lim_{t \to \infty} b(t) = 0,
\]
\[
L^{(1, \infty, b)} = \left\{ f \in L^{(1, \infty, b)}; \lim_{t \to 0^+} tb(t) f^{**}(t) = 0 \right\} \quad \text{if } \lim_{t \to \infty} b(t) > 0.
\]
Specifically, if the parameter $b$ is chosen in such a way that the space $L^{(1,\infty,b)}$ is non-trivial, then it does not have absolutely continuous quasinorm.

Note that the assumption that $b$ is non-increasing if $q = \infty$ comes at no loss of generality due to Proposition 3.7.

**Proof.** We will use the notion already introduced in the proof of Theorem 3.25, so we refer the reader there for the meanings of the symbols $f, f_0, f_1, R_1, t_0$.

The case when $q < \infty$ is analogous to that in Theorem 3.25 so we will be brief and mainly outline the differences. We have for any $f \in L^{(1,q,b)}$ that

$$\lim_{t \to \infty} f^*(t) \leq \lim_{t \to \infty} f^{**}(t) = 0$$

and

$$f_0^{**} \leq f^*(t_0),$$

so we may again choose for any $\varepsilon > 0$ some $t_0 \in (0, \infty)$ such that

$$\|f_0\|_{(1,q,b)} < \varepsilon$$

and thus

$$\|f\chi_{E_k}\|_{(1,q,b)} \lesssim \|f_1\chi_{E_k}\|_{(1,q,b)} + \|f_0\chi_{E_k}\|_{(1,q,b)} < \|f_1\chi_{E_k}\|_{(1,q,b)} + \varepsilon.$$}

Furthermore, it holds for every $t \in (0, \infty)$ that

$$(f_1\chi_{E_k})^{**}(t) \leq \frac{1}{t} \int_0^t f^*(t_0)\chi_{[0,\rho(E_k \cap R_1))]} \, d\lambda \to 0$$

as $k \to \infty$,

since the integrand converges to zero $\lambda$-a.e. and we have the majorant $f^*\chi_{[0,t_0]}$. Hence we obtain as before that

$$\|f_1\chi_{E_k}\|_{(1,q,b)} \to 0$$

as $k \to \infty$.

Since $\varepsilon$ was arbitrary, we have thus covered the case when $q < \infty$.

It remains to consider the case $q = \infty$. We begin with sufficiency by estimating the norms of $f_0$ and $f_1\chi_{E_k}$. We have for $f_0$ that

$$\|f_0\|_{(1,\infty,b)} = \sup_{t \in (0,\infty)} b(t) \int_0^t f^*(t_0)\chi_{[0,t_0]} + f^*\chi_{[t_0,\infty)} \, d\lambda$$

$$= \max \left\{ \sup_{t \in (0,t_0]} tb(t)f^*(t_0), \sup_{t \in [t_0,\infty)} b(t)t_0f^*(t_0) + b(t) \int_{t_0}^t f^* \, d\lambda \right\}. \tag{3.28}$$

Now, $t \mapsto tb(t)$ is equivalent to a non-decreasing function, while we assume that $b$ is non-increasing. It follows that

$$\sup_{t \in (0,t_0]} tb(t)f^*(t_0) \approx t_0b(t_0)f^*(t_0),$$

$$\sup_{t \in [t_0,\infty)} b(t)t_0f^*(t_0) = t_0b(t_0)f^*(t_0).$$

Thence we conclude that

$$\|f_0\|_{(1,\infty,b)} \lesssim t_0b(t_0)f^*(t_0) + \sup_{t \in [t_0,\infty)} b(t) \int_{t_0}^t f^* \, d\lambda.$$
As for $f_1 \chi_{E_k}$, we put $t_k = \mu(E_5 \cap R_1)$ and compute
\[
\|f_1 \chi_{E_k}\|_{(1, \infty, b)} \leq \sup_{t \in (0, \infty)} b(t) \int_0^t f^*(\chi_{[0, t_k]} \, d\lambda
= \max \left\{ \sup_{t \in (0, t_k]} b(t) \int_0^t f^* \, d\lambda, \sup_{t \in [t_k, \infty)} b(t) \int_0^{t_k} f^* \, d\lambda \right\}.
\]
Since we assume that $b$ is non-increasing, we conclude that
\[
\|f_1 \chi_{E_k}\|_{(1, \infty, b)} \leq \sup_{t \in (0, t_k]} b(t) \int_0^t f^* \, d\lambda.
\]
Consider now the case when $\lim_{t \to \infty} b(t) = 0$ and assume we have some $f \in L^{(1, \infty, b)}$ satisfying
\[
(3.29) \quad \lim_{t \to 0^+} tb(t) f^{**}(t) = \lim_{t \to \infty} tb(t) f^{**}(t) = 0.
\]
Since
\[
t_0 b(t_0) f^*(t_0) + \sup_{t \in (0, t_0]} b(t) \int_0^t f^* \, d\lambda \leq t_0 b(t_0) f^{**}(t_0) + \sup_{t \in [t_0, \infty)} t b(t) f^{**}(t)
\]
the condition on limit at infinity in (3.29) guarantees that we may choose for any $\varepsilon > 0$ some $t_0 \in (0, \infty)$ such that
\[
\|f_0\|_{(1, \infty, b)} < \varepsilon.
\]
On the other hand, the condition on limit at zero in (3.29) guarantees that
\[
\|f_1 \chi_{E_k}\|_{(1, \infty, b)} \to 0 \quad \text{as } k \to \infty.
\]
As before, this shows that the condition (3.29) is sufficient.

In the case when $\lim_{t \to \infty} b(t) = \beta > 0$, we obtain that any $f \in L^{(1, \infty, b)}$ satisfies
\[
\int_0^\infty f^* \, d\lambda = \sup_{t \in (0, \infty)} t f^{**}(t) \leq \beta^{-1} \sup_{t \in (0, \infty)} b(t) f^{**}(t) = \|f\|_{(1, \infty, b)} < \infty.
\]
It thus follows that
\[
\sup_{t \in (0, \infty)} b(t) \int_{t_0}^t f^* \, d\lambda \leq b(t_0) \int_{t_0}^\infty f^* \, d\lambda \to 0 \quad \text{as } t_0 \to \infty.
\]
Furthermore, since we have for $t \geq 2t_0$ that
\[
b(t) \int_{t_0}^t f^* \, d\lambda \geq b(t_0) (t - t_0) f^*(t) \geq \frac{1}{2} t b(t) f^*(t),
\]
we obtain that
\[
\lim_{t \to \infty} tb(t) f^*(t) = 0.
\]
We may thus again choose, for any $\varepsilon > 0$, some $t_0 \in (0, \infty)$ such that
\[
\|f_0\|_{(1, \infty, b)} < \varepsilon.
\]
The rest of the argument is now exactly the same as in the previous case.

The sufficiency being established, we turn to the necessity and fix some $f \in L^{(1, \infty, b)}$. As for the condition
\[
\lim_{t \to 0^+} tb(t) f^{**}(t) = 0
\]
which is common for both of the cases, we observe that if we choose, as in the proof of Theorem 3.25, a sequence $E_k$ of sets such that (3.26) holds and $\mu(E_k) = k^{-1}$, then we have (by using the arguments the from proof of Theorem 3.25) that

$$\sup_{t \in (0,k^{-1})} tb(t) f^{**}(t) \leq \sup_{t \in (0,\infty)} b(t) \int_0^t f^* \chi_{[0,k^{-1})} d\lambda = \|f \chi_{E_k}\|_{(1,\infty,b)} \to 0 \quad \text{as } k \to \infty.$$  

It remains to show the necessity of

(3.30) \quad \lim_{t \to \infty} tb(t) f^{**}(t) = 0

under the assumption $\lim_{t \to \infty} b(t) = 0$. To this end, consider the functions $f_n$ given by

$$f_n = \min \{|f|, f^*(n)\}.$$

Since we have by (SV5) that

$$\lim_{t \to \infty} tb(t) = \infty,$$

it follows that it holds for every $f \in L^{(1,\infty,b)}$ that

$$\lim_{t \to \infty} f^*(t) \leq \lim_{t \to \infty} f^{**}(t) = 0.$$

The functions $f_n$ thus converge to zero $\mu$-a.e. and we may use Proposition 2.7 together with (3.28) (with $t_0 = n$) to get

$$\sup_{t \in [n,\infty)} b(t) \int_n^t f^* d\lambda \leq \|f_n\|_{(1,\infty,b)} \to 0 \quad \text{as } n \to \infty.$$ 

It now trivially follows that

$$\limsup_{t \to \infty} b(t) \int_n^t f^* d\lambda \to 0 \quad \text{as } n \to \infty.$$ 

Finally, we may use our assumption $\lim_{t \to \infty} b(t) = 0$ to compute

$$\limsup_{t \to \infty} tb(t) f^{**}(t) \leq \limsup_{t \to \infty} b(t) \int_n^t f^* d\lambda + \limsup_{t \to \infty} b(t) \int_0^n f^* d\lambda = \limsup_{t \to \infty} b(t) \int_n^t f^* d\lambda.$$

Since the left-hand side does not depend on $n$ (and since the remaining estimate is trivial), we conclude that $f$ indeed satisfies (3.30).

It remains to show that if the space $L^{(1,\infty,b)}$ is non-trivial then it contains a function $f$ for which

$$\lim_{t \to 0^+} tb(t) f^{**}(t) > 0,$$

which is an easy exercise that we leave to the reader. \hfill \Box

We would like to point out that our proof of the necessity of (3.30) uses some ideas inspired by [56].
3.7. Associate spaces of Lorentz–Karamata spaces. In this section we provide a full description of the associate spaces of Lorentz–Karamata spaces. We first single out those $p$ for which $(L^{p,q,b})' = \{0\}$ independently of $b$.

**Proposition 3.27.** Let $p, q, b$ be as in Definition 3.1. If $p \in (0, 1)$ then $(L^{p,q,b})' = \{0\}$.

**Proof.** Denote $r = \min\{1, \mu(R)\}$ and let $g_0$ be such a function from $M(R, \mu)$ that satisfies $g_0(t) = t^{-1} \chi_{(0,r)}(t)$. That such a function exists follows for example from [6, Chapter 2, Corollary 7.8]. Then $\|g_0\|_{p,q,b} < \infty$, as can be easily verified using (SV7). We may assume that $\|g_0\|_{p,q,b} \leq 1$, otherwise we would multiply $g_0$ by an appropriate number. On the other hand, $g_0^*$ is certainly not integrable on any deleted neighbourhood of zero and thus for any function $f \in M(R, \mu)$ other than the zero function we can use the resonance of $(R, \mu)$ to obtain

$$
\|f\|_{(L^{p,q,b})'} = \sup_{g \in M} \int_R |fg| \, d\mu \geq \sup_{g \in M} \int_R |fg| \, d\mu = \int_0^\infty f^*g_0^* = \infty.
$$

This also shows that if $p < 1$, then $\|\cdot\|_{p,q,b}$ does not satisfy (P5), because its associate functional does not satisfy the condition (P4). This result is already contained in Corollary 3.18, but the construction above proves it in a much more direct way.

For the proofs of the theorems below, we use a combination of approaches. In most cases we opted for comparatively direct and elementary methods, often inspired by the approach used by Opic and Pick in [49] for describing associate spaces of generalised Lorentz-Zygmund spaces. On the other hand, there are few limiting cases where those methods fail to provide a full solution, in the sense that they work only with some additional assumptions. In those cases we apply the abstract theory of classical Lorentz spaces to obtain the results in full generality. We recognise that this theory could also be applied to the remaining cases, but we believe that it is meaningful to show that this theory is in many cases not necessary.

**Theorem 3.28.** Let $p, q, b$ be as in Definition 3.1 and suppose $q \in (1, \infty)$ and $p \in [1, \infty)$. Then

$$
(L^{p,q,b})' = L^{(p',q',b^{-1})}
$$

up to equivalence of the defining functionals.

**Proof.** We begin by proving that

$$(L^{p,q,b})' \hookrightarrow L^{(p',q',b^{-1})}$$

or, equivalently, that it holds for all $f \in M$ that

$$
\|f\|_{(p',q',b^{-1})} \lesssim \|f\|_{(L^{p,q,b})'}.
$$

To this end, let us fix some arbitrary $f \in M$ and denote, for $t \in (0, \infty)$,

$$
g(t) = \frac{(f^*(t))^{p'-1}t^{b^{-1}}}{s^{p'-1}(s^{q'}-1)}(t)
$$

$$
g(t) = \int_t^\infty \frac{g(s)}{s} \, ds.
$$
Since $g$ is non-increasing we can find a function $\hat{g} \in M(R, \mu)$ such that $\hat{g}^* = g$. We may now employ classical Fubini’s theorem and the Hölder inequality (2.4) to compute

$$
\|f\|_{(p',q',b^{-1})}^{q'} = \int_{0}^{\infty} \frac{g(t)}{t} \int_{0}^{t} f^*(s) \, ds \, dt \\
= \int_{0}^{\infty} f^*(s) g(s) \, ds \\
\leq \|\hat{g}\|_{p,q,b} \cdot \|f\|_{(L^{p,q,b})'}.
$$

Thus, it suffices to show that

$$
\|\hat{g}\|_{p,q,b} \lesssim \|f\|_{(p',q',b^{-1})}^{q-1}.
$$

Rewriting this expression in a more explicit form and using the substitution

$$
h(t) = (f^{**}(t))^{q-1} t^{\frac{q}{p} - 1} - b^{-q'} (t)
$$

we obtain that (3.33) is equivalent to a weighted Hardy inequality

$$
\left\| \int_{t}^{\infty} b(s) \, ds \right\|_{q} \lesssim \left\| \hat{f} \right\|_{p,q,b} \cdot \left\| f \right\|_{(L^{p,q,b})'},
$$

which, as it is characterised for example in [43, Section 1.3, Theorem 3], holds if and only if the following condition holds:

$$
\sup_{r \in (0, \infty)} \left( \int_{0}^{r} t^{\frac{q}{p} - 1} b^{q'}(t) \, dt \right)^{\frac{1}{q}} \cdot \left( \int_{r}^{\infty} t^{-\frac{q}{p} - 1} b^{-q'}(t) \, dt \right)^{\frac{1}{q'}} < \infty.
$$

Remembering (SV7) and that we assume $p < \infty$, we can easily check that this condition is satisfied.

Since $f \in M$ was arbitrary, we have thus proven (3.32). We now turn our attention to the embedding

$$
L^{(p',q',b^{-1})} \hookrightarrow (L^{p,q,b})',
$$

which holds if and only if

$$
\|f\|_{(L^{p,q,b})'} \lesssim \|f\|_{(p',q',b^{-1})}
$$

for all $f \in M$. It follows from the Hardy-Littlewood inequality (2.1) that in order to get (3.34) it is sufficient to show that

$$
\int_{0}^{\infty} f^*(t) g^*(t) \, dt \lesssim \|g\|_{p,q,b} \cdot \|f\|_{(p',q',b^{-1})}
$$

holds for all $f, g \in M$. Now, to get this estimate we use the weighted inequality of Sawyer, proved in [54, Theorem 1], which for a weight $v$ gives us the following:

$$
\int_{0}^{\infty} f^*(t) g^*(t) \, dt \leq \left( \int_{0}^{\infty} (g^*(t))^q v(t) \, dt \right)^{\frac{1}{q}} \cdot \left[ \left( \int_{0}^{\infty} (f^{**}(t))^{q'} \hat{v}(t) \, dt \right)^{\frac{1}{q'}} + \frac{\int_{0}^{\infty} f^*(t) \, dt}{(\int_{0}^{\infty} v(t) \, dt)^{\frac{1}{q}}} \right],
$$

(3.35)
where $\tilde{v}(s)$ is given for $t \in (0, \infty)$ by

$$
(3.36) \quad \tilde{v}(t) = \frac{t^q v(t)}{\left( \int_0^t v(s) \, ds \right)^q}.
$$

For our purpose, we put, for $t \in (0, \infty)$,

$$
(3.37) \quad v(t) = t^{\frac{q}{p} - 1} b^{q}(t)
$$

and see immediately that $v$ is not integrable on $(0, \infty)$, as follows from (SV6), and thus by Sawyer’s convention $\frac{q}{p} = 0$ we get that the second summand at the second line of (3.35) is zero. Therefore, to obtain (3.34) it suffices to show that

$$
\tilde{v}(t) \lesssim t^{\frac{q}{p} - 1} b^{q}(t)
$$

holds for all $t \in (0, \infty)$, which follows from (SV7). □

The method employed in the proof of Theorem 3.28 could be modified to solve even the subcase $p = \infty$, but it would require some additional technical assumptions. In order to solve this subcase in full generality, we turn to the abstract theory of classical Lorentz spaces contained in the paper [29].

**Theorem 3.29.** Let $p, q, b$ be as in Definition 3.1 and suppose $q \in (1, \infty)$, $p = \infty$, and $\|t^{-\frac{1}{q'}} b(t)\chi_{(0,1)}(t)\| < \infty$. Then

$$
(3.38) \quad (L^{\infty,q,b})' = L^{(1,q',a)}
$$

up to equivalence of the defining functionals, where $a$ is given by

$$
(3.39) \quad a(t) = \left( \int_0^t s^{-1} b^{q}(s) \, ds \right)^{-1} b^{q-1}(t) \quad \text{for } t \in (0, \infty).
$$

Note that the condition $\|t^{-\frac{1}{q'}} b(t)\chi_{(0,1)}(t)\| < \infty$ is natural, since by Proposition 3.2 it is equivalent to the non-triviality of $L^{\infty,q,b}$.

**Proof.** It follows directly from the corresponding definitions that a Lorentz–Karamata space $L^{\infty,q,b}$ is, for our choices of $q$, also the classical Lorentz space $\Gamma^{q}(v)$ where $v$ is given by

$$
(3.40) \quad v(t) = t^{-1} b^{q}(t) \quad \text{for } t \in (0, \infty).
$$

It thus follows from [29, Theorem 6.2] that the associate space is the classical Lorentz space $\Gamma^{q}(w)$ where $w$ is given by

$$
(3.41) \quad w(t) = \frac{t^{q' - q - 1} \left( \int_0^t v(s) \, ds \right) \left( \int_t^\infty s^{-q} v(s) \, ds \right)}{\left( \left( \int_0^t v(s) \, ds \right) + t^q \left( \int_t^\infty s^{-q} v(s) \, ds \right) \right)^{q'+1}} \quad \text{for } t \in (0, \infty).
$$

By plugging in (3.40) and by using (SV7) we may now simplify this expression to

$$
(3.41) \quad w(t) \approx \frac{t^{q' - 1} \left( \int_0^t s^{-1} b^{q}(s) \, ds \right) b^{q}(t)}{\left( \left( \int_0^t s^{-1} b^{q}(s) \, ds \right) + b^{q}(t) \right)^{q'+1}} \quad \text{for } t \in (0, \infty)}.
$$
Since we know from (SV8) that
\[
\int_0^t s^{-1}b^q(s) \, ds \leq \left( \int_0^t s^{-1}b^q(s) \, ds \right) + b^q(t) \leq \int_0^t s^{-1}b^q(s) \, ds \quad \text{for } t \in (0, \infty)
\]
we may further simplify (3.41) to get
\[
w(t) \approx t^{q'-1} \left( \int_0^t s^{-1}b^q(s) \, ds \right)^{b^q(t)} = t^{q'-1} \left( \int_0^t s^{-1}b^q(s) \, ds \right)^{-q'} b^q(t) \quad \text{for } t \in (0, \infty).
\]
Finally, we obtain from the corresponding definitions that the classical Lorentz space \( \Gamma^q(w) \) is, for this \( w \), exactly the Lorentz–Karamata space \( L^{(1,q',a)} \), where \( a \) is given by (3.39).

**Theorem 3.30.** Let \( p, q, b \) be as in Definition 3.1 and suppose \( q \in (0, 1] \). Then the associate spaces of \( L^{p,q,b} \), up to equivalence of the defining functionals, can be described as follows:

(i) If \( p \in [1, \infty) \) then
\[
(L^{p,q,b})' = L^{(p', \infty, b^{-1})}.
\]

(ii) If \( p = \infty \) and \( b \) satisfies \( \|t^{-\frac{1}{q}}b(t)\chi_{(0,1)}(t)\|_q < \infty \) then
\[
(L^{\infty,q,b})' = L^{(1, \infty, a)}
\]
where \( a \) is given by
\[
a(t) = \left( \int_0^t s^{-1}b^q(s) \, ds \right)^{-\frac{1}{q}} \quad \text{for } t \in (0, \infty).
\]

Note that the condition \( \|t^{-\frac{1}{q}}b(t)\chi_{(0,1)}(t)\|_q < \infty \) is again natural, with the same reasoning as in the previous theorem. Furthermore, we observe that \( a \) is non-increasing and therefore \( \|a(t)\chi_{(1, \infty)}(t)\|_\infty < \infty \).

**Proof.** Suppose first \( q = 1 \) and \( p \in (1, \infty) \). Then we have by Theorem 3.12 that \( L^{p,1,b} = \Lambda_\varphi \), where
\[
\varphi(t) = t^{\frac{1}{p}}b(t) \quad \text{for } t \in (0, \infty)
\]
is the fundamental function of \( L^{p,1,b} \). From this it follows (see Section 2.5) that
\[
(L^{p,1,b})' = M_{\tilde{\varphi}(t)},
\]
where \( \tilde{\varphi} \) is defined on \( (0, \infty) \) by
\[
\tilde{\varphi}(t) = \frac{t}{\varphi(t)}
\]
that is, it holds for all \( f \in M \) that
\[
\|f\|_{(L^{p,1,b})'} = \sup_{t \in (0, \infty)} \frac{t}{\int_0^t s^{-1}b(s) \, ds} f^{**}(t).
\]
As follows from (SV7), the expression on the right-hand side is for \( p \in [1, \infty) \) equivalent to \( \|f\|_{(p', \infty, b^{-1})} \).
We now turn our attention to the case $q \in (0, 1)$ and $p \in (1, \infty)$. It follows from Proposition 3.16 that $L^{p,q,b} \hookrightarrow L^{p,1,b}$ which implies $(L^{p,1,b})' \hookrightarrow (L^{p,q,b})'$. This, when put together with (3.43), yields

$$M_{\varphi(t)} \hookrightarrow (L^{p,q,b})'. \tag{3.45}$$

Now, if follows from Proposition 3.2 that $\|\cdot\|_{p,q,b}$ satisfies (P4), since we have $p < \infty$. By Corollary 3.18 it also satisfies (P5). Hence, $\|\cdot\|_{p,q,b}$ satisfies the conditions from Theorem 2.9 and we thus have that $(L^{p,q,b})'$ is a Banach function space. The remark after Definition 2.13 therefore implies that

$$(L^{p,q,b})' \hookrightarrow M_{\psi}, \tag{3.46}$$

where $\psi$ denotes the fundamental function of the r.i. quasi-Banach function space $L^{p,q,b}$ and $\bar{\psi}$ denotes the fundamental function of $(L^{p,1,b})'$, which implies $\bar{\psi}(t) \geq \frac{t}{\psi(t)}$ on $(0, \infty)$. Thus, if we had

$$\varphi \approx \psi, \tag{3.47}$$

then it would follow that $\varphi(t) \approx \frac{1}{\bar{\psi}(t)} \leq \bar{\psi}(t)$ on $(0, \infty)$ and consequently

$$M_{\bar{\psi}} \hookrightarrow M_{\varphi}. \tag{3.48}$$

We could then combine (3.48) with (3.45) and (3.46) to get $(L^{p,q,b})' = M_{\varphi(t)}$ and the conclusion of the theorem would follow. So it remains only to verify (3.47), which follows from Theorem 3.12.

Let us now turn to the case when $p = \infty$. In this case, the fundamental function $\varphi$ of $L^{\infty,q,b}$ is given by

$$\varphi(t) = \left( \int_0^t s^{-1}b^q(s) \, ds \right)^{\frac{1}{q}} \quad \text{for } t \in (0, \infty),$$

as follows from Theorem 3.14, and the corresponding Lorentz endpoint space is characterised in the same theorem as the Lorentz–Karamata space $L^{\infty,1,c}$, where $c$ is the s.v. function given by the formula

$$c(t) = \left( \int_0^t s^{-1}b^q(s) \, ds \right)^{\frac{1}{q}} b^q(t) \quad \text{for } t \in (0, \infty).$$

Now, it follows from Theorem 3.17 that $L^{\infty,q,b} \hookrightarrow L^{\infty,1,c}$. Indeed, the sufficient condition holds as $q < 1$ and

$$\sup_{r \in (0, \infty)} \frac{\int_0^r t^{-1} c(t) \, dt}{\left( \int_0^r t^{-1}b^q(t) \, dt \right)^{\frac{1}{q}}} = \sup_{r \in (0, \infty)} \frac{\left( \int_0^r t^{-1}b^q(t) \, dt \right)^{\frac{1}{q}}}{\left( \int_0^r t^{-1}b^q(t) \, dt \right)^{\frac{1}{q}}} = 1,$$

since $r \mapsto r^{-1}c(r)$ is (up to a set of measure zero) the derivative of the locally absolutely continuous function

$$r \mapsto \left( \int_0^r t^{-1}b^q(t) \, dt \right)^{\frac{1}{q}} \quad \text{for } r \in (0, \infty).$$

We are thus in a similar situation as in the previous case, i.e. we know that the space in question is embedded into its Lorentz endpoint space (with the difference being that now
the formula for \( \varphi \) depends on \( q \) and therefore we get different Lorentz endpoint spaces for different values of \( q \). We can thus use the same argument as before to obtain that

\[
(L^{\infty,q,b})' = (\Lambda \varphi)' = M_{\bar{\varphi}}
\]

where \( \bar{\varphi} \) is as in (3.44). Put explicitly,

\[
\bar{\varphi}(t) = t \left( \int_0^t s^{-1} b^{-1}(s) \, ds \right)^{-\frac{1}{q}} = ta(t) \quad \text{for } t \in (0, \infty),
\]

where \( a \) is the function given by (3.42), and thus, by comparing the definitions,

\[
M_{\bar{\varphi}} = L^{(1,\infty,a)},
\]

as desired.

Finally, we consider the case \( p = 1 \). Here we turn to the abstract theory of the classical Lorentz spaces contained in [12, Theorem 9.1]. For our choice of parameters \( p,q,b \) we have that \( L^{1,q,b} = \Lambda^q(v) \) with

\[
v(t) = t^{q-1} b^{-1}(t) \quad \text{for } t \in (0, \infty).
\]

The case (i) of the cited theorem thus yields that it holds for all \( f \in M \) that

\[
\|f\|_{(L^{1,q,b})'} = \sup_{t \in (0,\infty)} t \left( \int_0^t t^{q-1} b^{-1}(t) \, dt \right)^{-\frac{1}{q}} = \sup_{t \in (0,\infty)} f^{**}(t) b^{-1}(t) = \|f\|_{L^{(\infty,\infty,b^{-1},1)}},
\]

where the second equality is due to (SV7). This concludes the proof. \( \square \)

The subcase \( p = 1 \) in the previous theorem could be solved by the same method as the rest of the theorem if we assumed that \( b \) is equivalent to a non-increasing function. The abstract theory of classical Lorentz spaces is used because it allows us to remove this additional assumption.

**Theorem 3.31.** Let \( p,q,b \) be as in Definition 3.1 and suppose \( q = \infty \) and \( p \in [1, \infty] \). If \( p = \infty \) then we assume that \( b \) is non-decreasing. Then

\[
(L^{p,\infty,b})' = L^{p',1,b^{-1}}\]

up to equivalence of the defining functionals.

We would like to remind the reader that the assumption that \( b \) is non-decreasing in the case when \( p = q = \infty \) causes no loss of generality thanks to Proposition 3.3.

**Proof.** Suppose first that \( p \in (1, \infty) \). Then by our conditions on \( p,q,b \) we have, by the virtue of Corollary 3.22 and (SV7) with \( (\alpha = \frac{1}{p'}) \) that it holds for every \( f \in M \) that

\[
\|f\|_{p,\infty,b} \approx \sup_{t \in (0,\infty)} \frac{t}{\int_0^t s^\alpha b^{-1}(s) \, ds} f^{**}(t).
\]

Therefore, we have from definition that \( L^{p,q,b} = M_{\varphi} \), where

\[
\varphi(t) = \frac{t}{\int_0^t s^{\alpha} b^{-1}(s) \, ds} \quad \text{for } t \in (0, \infty),
\]

from which it follows (see Section 2.5) that

\[
(L^{p,q,b})' = \Lambda_{\varphi}(t),
\]
where
\[ \tilde{\varphi}(t) = \frac{t}{\varphi(t)} = \int_0^t s^{\frac{1}{p'}-1} b^{-1}(s) \, ds \quad \text{for } t \in (0, \infty). \]

But since \( p' > 1 \), as follows from our assumptions, we already know from the proof of Theorem 3.30 that
\[ \Lambda_{\tilde{\varphi}(t)} = L^{p', 1, b^{-1}}. \]

Now let us turn our attention to the remaining cases. We suppose that either \( p = 1 \) or \( p = \infty \), in which case we assume that \( b \) is non-decreasing. The embedding
\[ L^{p', 1, b^{-1}} \hookrightarrow (L^{p, \infty, b'})' \tag{3.49} \]
follows from the classical Hölder inequality for the Lebesgue spaces over \((0, \infty)\), since it yields
\[
\int_0^\infty f^*(t) g^*(t) \, dt \leq \left\| t^{\frac{1}{p'}} b(t) g^*(t) \right\|_{\infty} \cdot \left\| t^{\frac{1}{p'}-1} b^{-1}(t) f^*(t) \right\|_1
\]
\[
= \|g\|_{p, \infty, b} \cdot \|f\|_{p', 1, b^{-1}}.
\]
The embedding (3.49) then follows by combining this estimate with the Hardy–Littlewood inequality (2.1) and taking the supremum over all \( g \in M \) such that \( \|g\|_{p, \infty, b} \leq 1 \).

For the converse embedding
\[ (L^{p, \infty, b'})' \hookrightarrow L^{p', 1, b^{-1}} \tag{3.50} \]
define
\[ g(t) = t^{\frac{1}{p'}-1} b^{-1}(t) \quad \text{for } t \in (0, \infty). \]

In both of the cases, our assumptions guarantee that \( g \approx g^* \), from which it follows that any function \( \tilde{g} \in M(R, \mu) \) such that \( \tilde{g}^* = g^* \) satisfies \( \|\tilde{g}\|_{p, \infty, b} < \infty \). Furthermore, we may use the fact that \((R, \mu)\) is resonant and the Hölder inequality (2.4) to get
\[
\|f\|_{p', 1, b^{-1}} \approx \sup_{\tilde{g} \in M, \tilde{g}^* = g^*} \int_R |\tilde{g} f| 
\leq \|\tilde{g}_0\|_{p, \infty, b} \cdot \|f\|_{(L^{p', \infty, b'})'},
\]
where \( \tilde{g}_0 \) is any fixed function from \( M(R, \mu) \) such that \( \tilde{g}_0^* = g^* \). The embedding (3.50) follows. \( \square \)

We conclude this section by presenting the associate spaces of the spaces \( L^{(1, q, b)} \). We note that the choice \( p = 1 \) is the only meaningful one; indeed for \( p < 1 \) it holds that \( L^{(p, q, b)} = \{0\} \) (see Proposition 3.4) while for \( p > 1 \) we have that \( L^{(p, q, b)} = L^{p, q, b} \) (see Corollary 3.22) and the associate spaces are thus described in the theorems above. Furthermore, it also follows from Proposition 3.4 that we only need to consider the case when \( \|t^{\frac{1}{q}} b(t) \chi_{(1, \infty)}(t)\|_q < \infty \).

**Theorem 3.32.** Let \( p, q, b \) be as in Definition 3.1 and consider the case when \( p = 1 \) and \( \|t^{\frac{1}{q'}} b(t) \chi_{(1, \infty)}(t)\|_q < \infty \). Then the associate space of \( L^{(1, q, b)} \), up to equivalence of the defining functionals, can be described as follows:
(i) If $q \in (0, 1]$ then $(L^{(1,q,b)})' = L^{(\infty,\infty,a)}$ where $a$ is given by

$$a(t) = \left( \int_t^\infty s^{-1} b^q(s) \, ds \right)^{-\frac{1}{q}} \quad \text{for } t \in (0, \infty).$$  

(ii) If $q \in (1, \infty)$ then $(L^{(1,q,b)})' = L^{(\infty,q',a)}$ where $a$ is given by

$$a(t) = \left( \int_t^\infty s^{-1} b^q(s) \, ds \right)^{-\frac{1}{q'}} b^{-q-1}(t) \quad \text{for } t \in (0, \infty).$$  

(iii) If $q = \infty$ and $b$ is assumed to be absolutely continuous and non-increasing then

$$L^{(1,\infty,b)}' = \begin{cases} \Lambda^1((b^{-1})') & \text{in the case when } \lim_{t \to 0^+} b^{-1}(t) = 0, \\ \Lambda^1((b^{-1})') \cap L^\infty & \text{in the case when } \lim_{t \to 0^+} b^{-1}(t) > 0, \end{cases}$$

where $\Lambda^1((b^{-1})')$ is a classical Lorentz space.

We note that the extra assumptions in the case (iii) come at no loss of generality (due to Theorem 2.20 and Proposition 3.7, used in this order since the transformation $b \mapsto \hat{b}_\infty$ preserves local Lipschitz continuity) and ensure that $(b^{-1})'$ exists and is non-negative $\lambda$-a.e.

Proof. For the cases (i) and (ii) we employ [29, Theorem 6.2]. It follows directly from the definition that in those cases the Lorentz–Karamata space $L^{(1,q,b)}$ is also the classical Lorentz space $\Gamma^q(v)$ where $v$ is given by

$$v(t) = t^{q-1} b^q(t) \quad \text{for } t \in (0, \infty).$$

In the case (i) it then follows from the said theorem by a simple calculation using (SV7) that the associate norm is given by

$$\|f\|_{(L^{(1,q,b)})'} \approx \sup_{t \in (0,\infty)} f^{**}(t) \left( b^q(t) + \int_t^\infty s^{-1} b^q(s) \, ds \right)^{-\frac{1}{q}}.$$

Now, we know from (SV8) that

$$\int_t^\infty s^{-1} b^q(s) \, ds \leq \int_t^\infty s^{-1} b^q(s) \, ds + b^q(t) \leq \int_t^\infty s^{-1} b^q(s) \, ds \quad \text{for } t \in (0, \infty)$$

and thus (3.55) simplifies to

$$\|f\|_{(L^{(1,q,b)})'} \approx \sup_{t \in (0,\infty)} f^{**}(t) \left( \int_t^\infty s^{-1} b^q(s) \, ds \right)^{-\frac{1}{q}} = \|f\|_{L^{(\infty,\infty,a)}},$$

where $a$ is given by (3.51).

In the case (ii) it follows from the same theorem that the associate space is the classical Lorentz space $\Gamma^{q'}(w)$ where $w$ is given by

$$w(t) = \frac{t^{q'+q-1} \left( \int_0^t v(s) \, ds \right) \left( \int_t^\infty s^{-q} v(s) \, ds \right)}{\left( \int_0^t v(s) \, ds + t^q \left( \int_t^\infty s^{-q} v(s) \, ds \right) \right)^{q'+1}} \quad \text{for } t \in (0, \infty).$$
We may now plug in (3.54) and use (SV7), the same argument as in the previous step, and some elementary calculations to simplify this expression to

$$w(t) \approx t^{-1} \left( \int_0^s s^{-1} b^q(s) \, ds \right)^{q'} \quad \text{for } t \in (0, \infty).$$

Hence, it follows from the corresponding definitions that \((L^{(1,q,b)})' = L^{(\infty,q',a)}\) where \(a\) is given by (3.52).

As for the remaining case (iii), it follows from Theorem 3.13 that \(L^{(1,\infty,b)} = M_\varphi\) where \(\varphi(t) = t b_\infty(t) = t b(t)\) for \(t \in (0, \infty)\) (the last equality is due to our assumption on monotonicity of \(b\)). It thus follows (see Section 3.2) that \((L^{(1,\infty,b)})' = \Lambda \bar{\varphi}(t)\) where \(\bar{\varphi}(t) = b^{-1}(t)\) for \(t \in (0, \infty)\). Since \(b^{-1}\) is non-decreasing and absolutely continuous, we know from Theorem 3.14 that the corresponding Lorentz endpoint space can be described precisely as asserted in (3.53).

We would like to note that in the case (iii) of the previous theorem it is also possible to deduce the characterisation using [30, Corollary 1.9]. However, as the above presented elementary proof shows, such an advanced machinery is not necessary for our purposes.

### 3.8. Lorentz–Karamata spaces as Banach function spaces

In this section we study when a given Lorentz–Karamata space is equivalent to a Banach function space. We start with the spaces \(L^{p,q,b}\), for which we provide a full characterisation in the following theorem.

Most of the cases follow from the results already proved in the paper; for the remaining cases we turn to the more abstract theory of classical Lorentz spaces, relevant aspects of which have been covered in [13], [14], [54] and even quite recently in [31].

**Theorem 3.33.** Let \(p, q, b\) be as in Definition 3.1. The space \(L^{p,q,b}\) can be equipped with a Banach function norm equivalent to \(\|\cdot\|_{p,q,b}\) if and only if \(q \in [1, \infty]\) and one of the following conditions holds:

1. \(p \in (1, \infty),\)
2. \(p = \infty\) and \(\|tx^{\frac{1}{p}} b(t) \chi_{(0,1)}(t)\|_q < \infty,\)
3. \(p = 1, q = 1,\) and \(b\) is equivalent to a non-increasing function.

**Proof.** As for the sufficiency, parts (i) and (ii) constitute the content of Corollary 3.23 while the part (iii) follows the characterisation of normability of the classical Lorentz space \(L^1\) obtained in [13, Theorem 2.3] and (SV7). Alternatively, one can prove that (iii) is sufficient by using Theorem 3.31, Corollary 3.18, Theorem 2.9, and Theorem 3.17.

Let us now turn our attention to the necessity of those conditions. The case when \(q \in (0,1)\) follows from [14, Theorem 2.5.8], the case when \(p \in (0,1)\) from Proposition 3.27 (or Corollary 3.18), and the case when \(p = \infty\) and \(\|tx^{\frac{1}{p}} b(t) \chi_{(0,1)}(t)\|_q = \infty\) from Proposition 3.6. Moreover, to cover all the cases when \(p = 1\) and \(q \in (1,\infty]\) one only has to combine Corollary 3.22 with [54, Theorem 4] (for \(q \in (1, \infty)\)) and [31, Theorem 5.1] (for \(q = \infty\)).

Finally, to obtain the necessity for the case when \(p = q = 1\) we turn again to [13, Theorem 2.3] which, when combined with (SV7), provides as a necessary condition for normability that there must exist a constant \(C > 0\) such that it holds for all \(0 < s \leq r < \infty\) that

\[
\text{(3.56)} \quad b(r) \leq C b(s).
\]
We now assert that $b$ is not equivalent to any non-increasing function, as a special case of which we get that $b$ is not equivalent to $B$ defined for $s \in (0, \infty)$ by
\[
B(s) = \sup_{t \in [s, \infty)} b(t).
\]
This property together with the fact that $B \geq b$ on $(0, \infty)$ allows us to find, for any given $C > 0$, the required pair of numbers $r, s$ that violates (3.56). □

In the second theorem of this section we provide a full characterisation for the spaces $L^{(p,q,b)}$. We treat only the case when $\mu(R) = \infty$, because in the case $\mu(R) < \infty$ the situation gets rather messy, as there are several competing definitions of those spaces and the properties depend on the version chosen.

**Theorem 3.34.** Let $p, q, b$ be as in Definition 3.1 and assume that $\mu(R) = \infty$. The space $L^{(p,q,b)}$ can be equipped with a Banach function norm equivalent to $\|\cdot\|_{(p,q,b)}$ if and only if $q \in [1, \infty]$ and one of the following conditions holds:

(i) $p \in (1, \infty)$,
(ii) $p = 1$ and $\| t^{-\frac{1}{q}} b(t) \chi_{(1,\infty)}(t) \|_q < \infty$,
(iii) $p = \infty$ and $\| t^{-\frac{1}{q}} b(t) \chi_{(0,1)}(t) \|_q < \infty$.

Moreover, if those conditions are satisfied then $\|\cdot\|_{(p,q,b)}$ is itself a Banach function norm.

**Proof.** The sufficiency of the presented condition for $\|\cdot\|_{(p,q,b)}$ being a Banach function norm has already been established in Proposition 3.6. Furthermore, it follows from the same Proposition that if none of the conditions (i), (ii), and (iii) is satisfied, then the space is trivial and thus its defining functional cannot be equivalent to any Banach function norm. Thus it remains only to prove the necessity of $q \in [1, \infty]$.

The case when $p > 1$ follows from Theorem 3.33, since we know from Corollary 3.22 that under this assumption $L^{(p,q,b)} = L^{p,q,b}$ with equivalent quasi-norms. Thence it remains to consider only the case $p = 1$. In this case, we know that $L^{(1,q,b)} = \Gamma^q(v)$, where $\Gamma^q(v)$ is the classical Lorentz space given defined by the weight $v$ which is given by
\[
v(t) = t^{q-1} b^q(t) \quad \text{for } t \in (0, \infty).
\]
It now follows from [57, Theorem 1] that a necessary condition for $\Gamma^q(v)$ with $q < 1$ to be normable is that $v$ is integrable on $(0, \infty)$. Since this is not true, as follows from (SV6), we conclude that $\|\cdot\|_{(p,q,b)}$ cannot be equivalent to a norm, much less to a Banach function norm. □
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