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ABSTRACT

In this article, we investigate the problem of computing the $*$-product of domains in $\mathbb{C}^N$. Assuming that $0 \in G \subset \mathbb{C}^N$ is an arbitrary Runge domain and $0 \in D \subset \mathbb{C}^N$ is a bounded, smooth and linearly convex domain (or a non-decreasing union of such ones), we establish a geometric relation between $D \ast G$ and another domain in $\mathbb{C}^N$ which is 'extremal' (in an appropriate sense) with respect to a special coefficient multiplier dependent only on the dimension $N$. Next, for $N = 2$, we derive a characterization of the latter domain expressed in terms of planar geometry. These two results, when combined together, give a formula which allows to calculate $D \ast G$ for two-dimensional domains $D$ and $G$ satisfying the outlined assumptions.

1. Introduction

Let $\mathcal{O}_0$ be the set of all germs of holomorphic functions at the origin of $\mathbb{C}^N$ and let $\mathcal{O}_{0,D}$, for a domain $0 \in D \subset \mathbb{C}^N$, be the subset of $\mathcal{O}_0$ consisting of all germs of elements of $\mathcal{O}(D)$. The latter symbol denotes, as usually, the Fréchet space of all holomorphic functions on $D$ equipped with the compact-open topology. The Hadamard product, also called the $*$-product, can be regarded as a bilinear mapping from $\mathcal{O}_0 \times \mathcal{O}_0$ to $\mathcal{O}_0$ given by the formula

$$\left( \sum_{\alpha \in \mathbb{N}^N} f_\alpha z^{\alpha} \right) \ast \left( \sum_{\alpha \in \mathbb{N}^N} g_\alpha z^{\alpha} \right) := \sum_{\alpha \in \mathbb{N}^N} f_\alpha g_\alpha z^{\alpha}.$$ 

It was extensively studied in various aspects: as a bilinear form, as a linear operator with one factor fixed (see the survey [1] and, for instance, the papers [2–14]), and also as a map acting on spaces of real analytic functions (see [15–20]).

If there exists the largest domain $0 \in \Omega \subset \mathbb{C}^N$ having the property that the image of $\mathcal{O}_{0,D} \times \mathcal{O}_{0,G}$ under the $*$-product lies in $\mathcal{O}_{0,\Omega}$, then we will denote this $\Omega$ by $D \ast G$. The classical Hadamard Multiplication Theorem states that if $0 \in D, G \subset \mathbb{C}$, then $D \ast G$ exists and $D \ast G = (D \ast \cdot G)$, where $A^c = \mathbb{C} \setminus A$ for a planar set $A$ and the sets are multiplicated algebraically (see [21] for generalisation towards the extended plane). In this research, we are interested in the question of describing $D \ast G$ in the case of several complex variables. The problem of similar nature, that is of extending the $*$-products to an as large as possible domain, was investigated, for instance, in [22–24] for weighted Hadamard products.
with certain weights, where results were obtained for starlike domains and for so-called $p$-convex domains (we refer the reader to [23]). However, usually only the lower bounds for the studied domains were determined.

In [14] it was shown (see Proposition 4.1 there) that if at least one of domains $0 \in D, G \subset \mathbb{C}^N$ is Runge domain, then $D \ast G$ does indeed exist (here, as well as in [14], we follow [25, Definition 2.7.1] and consider Runge domains to be pseudoconvex). These investigations concluded in finding a description of $D \ast G$ for domains of a special class. The methodology employed in [14], as well as the results achieved there, were of symmetrical nature: both $D$ and $G$ were assumed to belong to the same family of domains and the fundamental integral formula for $f \ast g$ relied on geometric properties of $D$ to the same extent as on those of $G$.

The approach presented in this paper is substantially different. Starting from a non-symmetric integral expressing $f \ast g$, we investigate $D \ast G$ with only $D$ being of the same particular class as in [14] and $G$ being an arbitrary Runge domain. These considerations conclude in Theorem 3.9, which establishes a relation, expressed in geometric terms, between $D \ast G$ and $h^*_N \ast G$. Here $h^*_N(z) = (1 - z_1 - \cdots - z_N)^{-N}$ and the set $h^*_N \ast G$ is the largest domain containing the origin on which every product $h^*_N \ast g$, for $g \in \mathcal{O}_{0,G}$, can be analytically continued. When $G$ is Runge domain, the existence of $h^*_N \ast G$ is guaranteed by the aforementioned [14, Proposition 4.1]. To calculate $D \ast G$ we must, however, face the problem of computing $h^*_N \ast G$. We deal with this topic in Section 4, where, in Theorem 4.3, we derive a nice geometric formula for $h^*_N \ast G$, but, unfortunately, only for $N = 2$. It is worthy to emphasize that although obtaining a candidate for this set was quite straightforward and relied mainly on certain integral formula, main difficulties were met in demonstrating that this candidate is the largest one on which all $h^*_N \ast g$’s extend. Combining this result with Theorem 3.9 announced above leads to a complete description of $D \ast G$ for two-dimensional domains satisfying the listed assumptions. Nevertheless, the question for higher dimensions remains open.

2. Preliminaries

We begin by introducing basic concepts and notation setting grounds for this study. We use the standard symbols $\mathbb{D}$, $\mathbb{T}$, $\mathbb{C}_*$ and $\hat{\mathbb{C}}$ to denote, respectively, the unit disc in $\mathbb{C}$, its boundary, the punctured plane $\mathbb{C} \setminus \{0\}$ and the Riemann sphere $\mathbb{C} \cup \{\infty\}$. We assume that the set $\mathbb{N}$ of all natural numbers contains 0. By $\mathbb{P}_N(z,r)$ and $\overline{\mathbb{P}}_N(z,r)$ we mean the open and closed polydiscs centered at $z$ and having the radius $r$.

To shorten notation, we will use the word ‘loop’ to denote a continuous map defined on $\mathbb{T}$ and the word ‘smooth’ to declare being of the $\mathcal{C}^\infty$ class.

For points $z = (z_1, \ldots, z_N), w = (w_1, \ldots, w_N) \in \mathbb{C}^N$, by $z \bullet w$ we denote the product $z_1w_1 + \cdots + z_Nw_N$ and by $z \cdot w$ or $zw$ we denote their coordinate-wise product, that is, the point $(z_1w_1, \ldots, z_Nw_N)$. The identity element of the latter multiplication, $\{1, 1, \ldots, 1\}$ (N times), is called $1_N$. Given two sets $A, B \subset \mathbb{C}^N$, by $AB$ or $A \cdot B$ we mean their algebraic product, i.e. the set $\{ab : a \in A, b \in B\}$. We use the classical notation of exponentiation, where for an $\alpha = (\alpha_1, \ldots, \alpha_N) \in \mathbb{Z}^N$ the symbol $z^\alpha$ denotes $z_1^{\alpha_1} \cdots z_N^{\alpha_N}$, holding the convention that $z_j^0 = 1$. Moreover, $\alpha!$ and $|\alpha|$ will, as usual, denote the product $\alpha_1! \cdots \alpha_N!$ and the sum $\alpha_1 + \cdots + \alpha_N$. 
For compact sets \( K \subset \mathbb{C}^N \) and \( L \subset \Omega \) we use the standard notation \( \hat{K} \) and \( \hat{L}_\Omega \) for the polynomial hull of \( K \) and the holomorphic hull of \( L \) with respect to a domain \( \Omega \). The supremum of modulus of a complex-valued function over a set \( A \subset \mathbb{C}^N \) is denoted by \( \|f\|_A \). Finally, if \( 0 \in A \), then by \( cc_0 A \) we understand the connected component of \( A \) containing 0.

### 2.1. Integral formula for the \( * \) product

Take two power series

\[
\begin{align*}
  f(z) &= \sum_{\alpha \in \mathbb{N}^N} f_\alpha z^\alpha, \\
  g(z) &= \sum_{\alpha \in \mathbb{N}^N} g_\alpha z^\alpha
\end{align*}
\]

convergent in neighbourhoods of polydiscs \( \overline{P}_N(0, r) \) and \( \overline{P}_N(0, \rho) \), respectively. A straightforward calculation allows us to derive the equality

\[
(f * g)(z) = \left( \frac{1}{2\pi i} \right)^N \int_{\rho^{-1}T^N} f(\zeta) g\left( (\zeta_1^{-1}, \ldots, \zeta_N^{-1}) \right) \frac{d\zeta_1}{\zeta_1} \cdots \frac{d\zeta_N}{\zeta_N} (1)
\]

for \( z = (z_1, \ldots, z_N) \in \overline{P}_N(0, r\rho) \). Its one-dimensional version was extensively used in research of Hadamard product in one complex variable. Although in this paper we mostly rely on different tools, the above fact will come in useful at some point in Section 4.

### 2.2. Integral formula for the \( * \) product with special weights

Take a bounded smooth domain \( 0 \in D \subset \mathbb{C}^N \), a neighbourhood \( V \) of \( \partial D \) and a smooth map \( \varphi : V \to \mathbb{C}^N \) such that \( \zeta \bullet \varphi(\zeta) = 1 \) for all \( \zeta \in V \). If a function \( f \) is holomorphic in a neighbourhood of \( \overline{D} \) and \( \sum_{\alpha \in \mathbb{N}^N} f_\alpha z^\alpha \) is its Taylor series expansion at the origin, then from the considerations made in [14, Section 2.1] it follows that

\[
f_\alpha = c_N \frac{(N + |\alpha| - 1)!}{\alpha!} \int_{\partial D} f(\xi) \varphi(\xi)^\alpha \omega_\varphi(\xi),
\]

where \( c_N \) is a constant dependent only on \( N \) and \( \omega_\varphi \) is certain smooth \( (N, N - 1) \) form on \( V \) dependent only on \( N \) and \( \varphi \). Now, if \( g \in O_0 \) has the Taylor series expansion \( \sum_{\alpha \in \mathbb{N}^N} g_\alpha z^\alpha \), then for \( z \) close to 0 one has that

\[
\sum_{\alpha \in \mathbb{N}^N} \frac{\alpha!(N - 1)!}{(|\alpha| + N - 1)!} f_\alpha g_\alpha z^\alpha = c_N (N - 1)! \int_{\partial D} f(\xi) g(\varphi(\xi) z) \omega_\varphi(\xi). (2)
\]

We will make use of this equality in Section 3.

### 3. Description of \( D * G \) for \( D \) being of special class and \( G \) being an arbitrary Runge domain

Our goal in this part of the paper is to demonstrate Theorem 3.9. For the Reader’s convenience, we begin by recalling the definition and elementary facts regarding the \( * \)-product of domains.
Assumption 3.1: Throughout this section, we assume that $N \geq 2$ and $D, G$ are domains in $\mathbb{C}^N$ containing the origin.

Definition 3.2: Assume that at least one of $D, G$ is Runge domain. Proposition 4.1 from [14] establishes the existence of the largest domain $0 \in \Omega \subset \mathbb{C}^N$ having the property that the image of $\mathcal{O}_{0,D} \times \mathcal{O}_{0,G}$ by $*$ lies in $\mathcal{O}_{0,\Omega}$. We define $D * G$ as this largest $\Omega$. The referenced fact guarantees that $D * G$ itself is Runge domain.

For every pair of functions $f \in \mathcal{O}(D)$ and $g \in \mathcal{O}(G)$ there exists the only element of $\mathcal{O}(D * G)$ equal to $f * g$ near the origin. Following [14], we denote it by $f *_{D,G} g$. We then obtain the bilinear mapping

$$ *_{D,G} : \mathcal{O}(D) \times \mathcal{O}(G) \ni (f, g) \mapsto f *_{D,G} g \in \mathcal{O}(D * G). $$

From the closed graph theorem it follows that $*_{D,G}$ is separately continuous. This, together with [26, page 88, Corollary 1], guarantees that it is jointly continuous.

In a similar fashion, we introduce the $*$-product of a germ from $\mathcal{O}_0$ and a domain containing the origin.

Definition 3.3: Assume that $G$ is Runge domain. If $\tau \in \mathcal{O}_0$, then, in virtue of [14, Proposition 4.1], there exists the largest domain $0 \in \Omega \subset \mathbb{C}^N$ such that the image of $\mathcal{O}_{0,G}$ by the map $g \mapsto \tau * g$ lies in $\mathcal{O}_{0,\Omega}$. We denote this largest $\Omega$ by $\tau * G$. As previously, $\tau * G$ is Runge domain.

For each $g \in \mathcal{O}(G)$ there exists the only function from $\mathcal{O}(\tau * G)$ equal to $\tau * g$ near the origin. Denote this function by $\tau *_{G} g$. The closed graph theorem yields that the linear operator

$$ \mathcal{O}(G) \ni g \mapsto \tau *_{G} g \in \mathcal{O}(\tau * G) $$

is continuous.

Definition 3.4: Similarly as in [14], we introduce the compact set

$$ D^* := \{ \xi \in \mathbb{C}^N : \xi \cdot z \neq 1 \text{ for all } z \in D \}. $$

If $\xi \in D^*$, then the function

$$ h_{\xi} (z) := (1 - z \cdot \xi)^{-N}. $$

belongs to $\mathcal{O}(D)$ and

$$ h_{\xi} (z) = \sum_{\alpha \in \mathbb{N}^N} \frac{(|\alpha| + N - 1)!}{\alpha! (N - 1)!} \xi^\alpha z^\alpha $$

is its Taylor series expansion at the origin.

Lemma 3.5: Assume that $G$ is Runge domain and $U \subset \mathbb{C}^N$ is an open set. If a domain $\Omega \subset \mathbb{C}^N$ contains the origin and $h_{\xi} * g \in \mathcal{O}_{0,\Omega}$ for all $\xi \in U$ and $g \in \mathcal{O}_{0,G}$, then

$$ U \cdot \Omega \subset h_{1_N} * G. $$
Proof: We need to show that $\xi \Omega \subset h_{1N} \ast G$ for each $\xi \in U$. If $\xi \in U \cap (\mathbb{C}_+)^N$, then, in view of (4), for $g \in \mathcal{O}_{0,G}$ and $z$ close to 0 we have

$$(h_\xi \ast g)(z) = (h_{1N} \ast g)(\xi z),$$

so the germ of the function on the right-hand side belongs to $\mathcal{O}_{0,\Omega}$. Hence, $h_{1N} \ast g \in \mathcal{O}_{0,\xi \Omega}$. This holds for every $g \in \mathcal{O}_{0,G}$, so the definition of $h_{1N} \ast g$ yields that it indeed contains $\xi \Omega$. On the other hand, if $\xi \in U \setminus (\mathbb{C}_+)^N$, then we can take a number $r > 0$ so that $\xi + rT^N \subset U \cap (\mathbb{C}_+)^N$. From the previous considerations, it follows that

$$(\xi + rT^N) \cdot \Omega \subset h_{1N} \ast G.$$ 

Since the set on the right-hand side is Runge domain, for each $z \in \Omega$ it contains the polynomial hull of $(\xi + rT^N) \cdot z$ and, in particular, the point $\xi \cdot z$ itself. $\blacksquare$

Lemma 3.6: If $D$ is a pseudoconvex domain and $G$ is Runge domain, then

$$D^* \cdot (D \ast G) \subset h_{1N} \ast G.$$ 

Consequently,

$$D \ast G \subset \text{cc}_0 \{z \in \mathbb{C}^N : zD^* \subset h_{1N} \ast G\}.$$ 

It is worthy to note that, as $D^*$ is compact, the set under $\text{cc}_0$ above is open.

Proof: Fix an arbitrary domain $0 \in \Omega \subset D \ast G$. From the continuity of $\ast_{D,G}$ it follows that we can find a constant $C > 0$ and compact sets $K \subset D$ and $L \subset G$ such that $K$ is holomorphically convex in $D$, $0 \in \text{int } K$ and

$$\|f \ast_{D,G} g\|_\Omega \leq C\|f\|_K \|g\|_L$$

(5)

for all $f \in \mathcal{O}(D)$ and $g \in \mathcal{O}(G)$.

Take a neighbourhood $U$ of $D^*$ such that $\eta \cdot z \neq 1$ for all $z \in K$ and $\eta \in U$. If $\eta \in U$, then $h_\eta$ is holomorphic in a neighbourhood of $K$, so, by the Oka–Weil theorem, it can be approximated uniformly on $K$ by a sequence $(f_n)_{n \in \mathbb{N}} \subset \mathcal{O}(D)$. Hence, if $g \in \mathcal{O}(G)$, then (5) gives that the functions $f_n \ast_{D,G} g$ form a Cauchy sequence with respect to the supremum norm on $\Omega$. This means that they converge in $\mathcal{O}(\Omega)$ and, thanks to the fact that $0 \in \text{int } K$, the limit has to be equal to $h_\eta \ast g$ near the origin. Consequently, $h_\eta \ast g \in \mathcal{O}_{0,\Omega}$ for every $g \in \mathcal{O}_{0,G}$ and $\eta \in U$. Now, Lemma 3.5 allows us to conclude that $D^* \cdot \Omega \subset U \cdot \Omega \subset h_{1N} \ast G$, what completes the proof. $\blacksquare$

Lemma 3.7: Let $0 \in W$ and $0 \in D_0 \subset D_1 \subset D_2 \subset \cdots$ be domains in $\mathbb{C}^N$ such that $\bigcup_{n \in \mathbb{N}} D_n = D$. Set

$$\Omega_n = \text{cc}_0 \{z \in \mathbb{C}^N : zD^*_n \subset W\}, \quad \Omega = \text{cc}_0 \{z \in \mathbb{C}^N : zD^* \subset W\}.$$ 

Then $\Omega_0 \subset \Omega_1 \subset \Omega_2 \subset \cdots$ and $\bigcup_{n \in \mathbb{N}} \Omega_n = \Omega$.

Proof: Clearly, $D^* \subset D^*_{n+1} \subset D^*_n$, so $\Omega_n \subset \Omega_{n+1} \subset \Omega$. To show that $\Omega$ is contained in $\bigcup_{n \in \mathbb{N}} \Omega_n$, take an arbitrary connected compact set $0 \in K \subset \Omega$. One has that $K \cdot D^* \subset W$,
so $K \cdot U \subset W$ for a neighbourhood $U$ of $D^*$. The sequence $(D_n^*)_{n \in \mathbb{N}}$ decreases and it is straightforward to check that $D^* = \bigcap_{n \in \mathbb{N}} D_n^*$. Therefore, $D_{n_0}^* \subset U$ for some $n_0$, what gives that $K \cdot D_{n_0}^* \subset W$. Hence, $K \subset \Omega_{n_0}$, because $K$ is connected and contains the origin. From this we conclude that $\Omega \subset \bigcup_{n \in \mathbb{N}} \Omega_n$. \hfill \blacksquare

**Definition 3.8:** Similarly as in [14], we define $\mathcal{D}_N$ as the family of all domains in $\mathbb{C}^N$ containing the origin which are countable unions of non-decreasing sequences of bounded smooth linearly convex domains.

Recall that $D$ is called *linearly convex* if through every point of $\mathbb{C}^N \setminus D$ one can pass an affine complex hyperplane disjoint from $D$. As it is described in [14, Remark 4.11], each element of $\mathcal{D}_N$, being a union of a non-decreasing sequence of Runge domains, is also Runge domain.

**Theorem 3.9:** If $D \in \mathcal{D}_N$ and $G$ is Runge domain, then

$$D \ast G = c_{\mathbb{C}^N} \{ z \in \mathbb{C}^N : zD^* \subset h_{1_N} \ast G \}.$$

**Proof:** The left-to-right inclusion was established in Lemma 3.6, so it remains to prove the opposite one. In virtue of Lemma 3.7 and [14, Proposition 4.5] it suffices to restrict our considerations to the case when $D$ is bounded, smooth and linearly convex. Then there exists a smooth map $v_D$ from a neighbourhood of $\partial D$ to $\mathbb{C}^N$ such that at each point $w \in \partial D$ its value $v_D(w)$ is the unit outward normal vector for $D$ at $w$. Hence, for $w \in \partial D$ the equation $(z - w) \cdot \nabla_D(w) = 0$ describes the only complex hyperplane passing through $w$ and disjoint from $D$. In particular, $w \cdot \nabla_D(w) \neq 0$, as $0 \in D$. This means that the mapping

$$\varphi : w \mapsto \nabla_D(w) \cdot (w \cdot \nabla_D(w))^{-1}$$

is well-defined and smooth in a neighbourhood $V$ of $\partial D$. Moreover, we have that $\varphi(\partial D) \subset D^*$ and $w \cdot \varphi(w) = 1$ for $w \in V$.

Denote by $\Omega$ the set on the right-hand side of the conclusion and take a domain $0 \in U \subset \subset \Omega$. From the definition of $\Omega$ it follows that $U \cdot \varphi(\partial D') \subset h_{1_N} \ast G$ for a sufficiently large smooth domain $0 \in D' \subset \subset D$ such that $\partial D' \subset V$. If $f \in \mathcal{O}(D)$ and $g \in \mathcal{O}(G)$, then, by (2), for $z$ lying near the origin it holds that

$$(f \ast g)(z) = c_N(N - 1)! \int_{\partial D'} f(\xi)(h_{1_N} \ast G g)(\varphi(\xi)z)\omega_{\varphi}(\xi).$$

The integral on the right-hand side defines a function of the variable $z$ which is holomorphic on $U$. Consequently, $f \ast g \in \mathcal{O}_{0,U}$. Since $f, g$ and $U$ were taken arbitrarily, we conclude that $\Omega \subset D \ast G$. \hfill \blacksquare

**4. Description of $h_{(1,1)} \ast D$ for Runge domains**

This part is devoted to the demonstration of Theorem 4.3, which completes, although only in the two-dimensional case, the description of the star product of domains established in Theorem 3.9. Recall that $h_{(1,1)}$ is the function given by the formula (3), that is,

$$h_{(1,1)}(z_1, z_2) = (1 - z_1 - z_2)^{-2} = \sum_{\alpha_1, \alpha_2 \in \mathbb{N}} \frac{(\alpha_1 + \alpha_2 + 1)!}{\alpha_1! \alpha_2!} z_1^{\alpha_1} z_2^{\alpha_2}.$$
Assumption 4.1: In this section, we assume that $D$ is a domain in $\mathbb{C}^2$ containing the origin.

Definition 4.2: To simplify certain statements in this section, let us say that an open set $U \subset \mathbb{C}_*$ separates $0$ and $\infty$ if $U$ contains a loop homotopic in $\mathbb{C}_*$ to the loop $\xi \mapsto \xi$. This is equivalent to saying that $0$ and $\infty$ lie in different connected components of $\hat{\mathbb{C}} \setminus U$.

For a point $z = (z_1, z_2) \in \mathbb{C}^2$ introduce the mapping $I_z : \mathbb{C}_* \to \mathbb{C}^2$ as

$$I_z(\xi) := (z_1(1 + \xi), z_2(1 + \xi^{-1})).$$

One has that $I_z(-1) = (0, 0)$, so $I_z^{-1}(D)$ is non-empty. It is also important that $I_z$ is an injective proper map when $z \in (\mathbb{C}_*)^2$.

Theorem 4.3: If $D$ is Runge domain, then

$$h_{(1,1)} * D = cc_0 \{ z \in \mathbb{C}^2 : \text{theset } I_z^{-1}(D) \text{separates } 0 \text{ and } \infty \}.$$

Directly from the definition of separating, it follows that the set under $cc_0$ above is open. It also contains $(0, 0)$, because $I_{(0,0)}^{-1}(D) = \mathbb{C}_*$.

Remark 4.4: Assume that $D$ is Runge domain and take $z \in \mathbb{C}^2$. The open set $I_z^{-1}(D)$ is then $O(\mathbb{C}_*)$-convex in the sense that $\hat{L}_{\mathbb{C}_*} \subset I_z^{-1}(D)$ for every compact set $L \subset I_z^{-1}(D)$. This means that every connected component of $\hat{\mathbb{C}} \setminus I_z^{-1}(D)$ contains $0$ or $\infty$ (possibly both of them). Consequently, the latter set is connected if and only if $I_z^{-1}(D)$ does not separate $0$ and $\infty$.

Observation 4.5: If an open set $\Omega \subset \mathbb{C}^2$ and a point $z \in (\mathbb{C}_*)^2$ are such that $I_z^{-1}(\Omega)$ does not separate $0$ and $\infty$, then for every compact polynomially convex set $K \subset \Omega$, the pre-image $I_z^{-1}(K)$ is either empty or polynomially convex.

Proof: First, note that the set $L := I_z^{-1}(K)$, if non-empty, has to be compact and holomorphically convex in $\mathbb{C}_*$, what means that every connected component of $\hat{\mathbb{C}} \setminus L$ contains $0$ or $\infty$. But since $I_z^{-1}(\Omega)$ does not separate $0$ and $\infty$, these points lie in the same connected component of $\hat{\mathbb{C}} \setminus L$. Hence, the set $\hat{\mathbb{C}} \setminus L$ is connected, so $L$ is polynomially convex. 

Lemma 4.6: Let $K \subset \mathbb{C}^2$ be a compact polynomially convex set, $z \in (\mathbb{C}_*)^2$ and $\varrho \in (0, \infty)$. If $I_z^{-1}(K)$ is empty or polynomially convex and

$$I_z^{-1}(K) \cap \varrho \overline{D} = \emptyset,$$

then the union $K \cup I_z(\varrho \mathbb{T})$ is polynomially convex.

Proof: Write $z = (z_1, z_2)$ and define

$$\mu(w_1, w_2) := (w_1 - z_1)(w_2 - z_2) - z_1z_2, \quad (w_1, w_2) \in \mathbb{C}^2.$$

Clearly, $M := \mu^{-1}(0) = I_z(\mathbb{C}_*)$ is a complex submanifold of $\mathbb{C}^2$ and the map $I_z : \mathbb{C}_* \to M$ is a biholomorphism. By the assumptions, the union $I_z^{-1}(K) \cup \varrho \mathbb{T}$ is holomorphically
convex in $\mathbb{C}$. This implies that the set $(K \cap M) \cup I_z(\mathbb{T})$, being its image by $I_z$, is holomorphically convex in $M$ and thus polynomially convex in $\mathbb{C}^2$ (use e.g. [25, Theorem 7.4.8]). The conclusion now follows directly from the subsequent general lemma.

**Lemma 4.7:** Let $V$ be an analytic subset of $\mathbb{C}^N$ and let $K \subset \mathbb{C}^N$, $L \subset V$ be compact sets. If both $K$ and $(K \cap V) \cup L$ are polynomially convex, then so is $K \cup L$.

Note that the sets $K$ and $L$ do not have to be disjoint.

**Proof:** It is known (see e.g. [25, Theorems 6.5.2 and 7.1.5]) that the sheaf of germs of holomorphic functions vanishing on $V$ is a coherent analytic sheaf on $\mathbb{C}^N$. Therefore, if $X \subset \mathbb{C}^N$ is a compact, polynomially convex set (intersecting $V$ or not), $U$ is a neighbourhood of $X$, $F \in \mathcal{O}(U)$ and $F|_{U \cap V} = 0$, then $F$ is a section of this sheaf and it can be approximated uniformly on $X$ by global sections, that is, by elements of $\mathcal{O}(\mathbb{C}^N)$ vanishing on $V$. This essential fact is a consequence of [25, Theorem 7.2.7].

Fix a point $z_0 \in \mathbb{C}^N \setminus (K \cup L)$. We are going to show that $z_0 \not\in \overline{K \cup L}$. If $z_0 \not\in V$, then [25, Theorem 7.2.11] provides $f \in \mathcal{O}(\mathbb{C}^N)$ vanishing on $V$ and such that $f(z_0) = 1$. On the other hand, there exists $g \in \mathcal{O}(\mathbb{C}^N)$ having $g(z_0) = 1$ and $\|g\|_K < 1$. Hence, for sufficiently large number $n$ the function $g^nf$ maps $z_0$ to 1 and $K \cup L$ into $\mathbb{D}$.

It remains to consider the case when $z_0 \in V$. Since $(K \cap V) \cup L$ is polynomially convex, one can find another compact polynomially convex set $A \subset \mathbb{C}^N$ such that

$$(K \cap V) \cup L \subset \text{int } A \quad \text{and} \quad z_0 \not\in A.$$ 

Take a sequence $(p_n)_{n \in \mathbb{N}} \subset \mathcal{O}(\mathbb{C}^N)$ such that

$$p_n(z_0) = 1 \quad \text{and} \quad \|p_n\|_A \to 0 \quad \text{when } n \to \infty.$$

The set $(\mathbb{C}^N \setminus V) \cup \text{int } A$ is an open neighbourhood of $K$, so it has a pseudoconvex open subset $\Omega$ containing $K$. This means that $\Omega \cap V \subset \text{int } A$ and hence $p_n \to 0$ on $\Omega \cap V$. In virtue of [27, Theorem 13.1], there exists a continuous linear extension operator from the Banach space of bounded holomorphic functions on $\Omega \cap V$ into $\mathcal{O}(\Omega)$. Applying it to $p_n$’s, we obtain a sequence $(g_n)_{n \in \mathbb{N}} \subset \mathcal{O}(\Omega)$ convergent to 0 in $\mathcal{O}(\Omega)$ and such that $g_n - p_n = 0$ on $\Omega \cap V$. As it was described in the first paragraph of the proof, for every $n$ one can find a function $q_n \in \mathcal{O}(\mathbb{C}^N)$ so that $q_n|_V \equiv 0$ and $\|q_n + p_n - g_n\|_K < \frac{1}{n}$. Finally, set $f_n := p_n + q_n$. Every $f_n$ is an entire function and

$$f_n = p_n \text{ on } V \quad \text{and} \quad \|f_n - g_n\|_K < \frac{1}{n}.$$ 

This implies that $f_n(z_0) = 1$ and $f_n \to 0$ on $K \cup L$ uniformly when $n \to \infty$, so for large $n$ it holds that $|f_n(z_0)| > \|f_n\|_{K \cup L}$, as desired.

For a holomorphic function $f$ of two variables define

$$\Lambda(f)(z_1, z_2) := f(z_1, z_2) + z_1 \frac{\partial f}{\partial z_1}(z_1, z_2).$$

For every domain $\Omega \subset \mathbb{C}^2$ the mapping $f \mapsto \Lambda(f)$ defines a continuous linear operator on $\mathcal{O}(\Omega)$.
Lemma 4.8: If $\gamma$ is a loop in $\mathbb{C}_*$ homotopic to the loop $\zeta \mapsto \zeta$ and $f$ is a polynomial in $\mathbb{C}^2$, then

$$(h_{(1,1)} *_{\mathbb{C}^2} f)(z) = \frac{1}{2\pi i} \int_{\gamma} (1 + \zeta^{-1}) \Lambda(f)(I_z(\zeta)) \, d\zeta$$

for all $z \in \mathbb{C}^2$.

Proof: Fix a number $\rho \in (0, \frac{1}{2})$ and a polynomial $f$. From (1) it follows that

$$(h_{(1,1)} *_{\mathbb{C}^2} f)(z) = \left( \frac{1}{2\pi i} \right)^2 \int_{\rho^{-1}\mathbb{T}^2} \frac{f(z_1 \xi_1, z_2 \xi_2) \xi_1 \xi_2}{(\xi_2 - 1)^2(\xi_1 - \xi_2(\xi_2 - 1))^{-1}} \, d\xi_1 \, d\xi_2,$$

when $z = (z_1, z_2) \in \mathbb{C}^2$. If $\xi_2 \in \rho^{-1}\mathbb{T}$, then the point $\xi_2(\xi_2 - 1)^{-1}$ lies in $\rho^{-1}\mathbb{D}$, so, in view of the Cauchy formula,

$$\frac{1}{2\pi i} \int_{\rho^{-1}\mathbb{T}} \frac{f(z_1 \xi_1, z_2 \xi_2) \xi_1}{(\xi_1 - \xi_2(\xi_2 - 1))^{-1}} \, d\xi_1 = \frac{d}{d\xi_1} \left( f(z_1 \xi_1, z_2 \xi_2) \xi_1 \right)_{\xi_1 = \xi_2(\xi_2 - 1)^{-1}} = \Lambda(f) \left( \frac{z_1 \xi_2}{\xi_2 - 1}, z_2 \xi_2 \right).$$

Therefore,

$$(h_{(1,1)} *_{\mathbb{C}^2} f)(z) = \frac{1}{2\pi i} \int_{\rho^{-1}\mathbb{T}} \frac{\xi_2}{(\xi_2 - 1)^2} \Lambda(f) \left( \frac{z_1 \xi_2}{\xi_2 - 1}, z_2 \xi_2 \right) \, d\xi_2.$$

A homotopy argument allows us to integrate over $\rho^{-1}\mathbb{T} + 1$ instead of $\rho^{-1}\mathbb{T}$. Then, after changing the variable via $\zeta := (\xi_2 - 1)^{-1}$, we obtain the equality from the conclusion with the integral over $\rho\mathbb{T}$. It is not affected by replacing $\rho\mathbb{T}$ by $\gamma$, because the integrated function of $\zeta$ is holomorphic on $\mathbb{C}_*$.

Proof: Denote by $\Omega$ the set on the right-hand side of the conclusion, that is,

$$\Omega := \{ z \in \mathbb{C}^2 : \text{the set } I_z^{-1}(D) \text{ separates } 0 \text{ and } \infty \}. $$

The proof of the equality $h_{(1,1)} * D = \Omega$ is divided into a few steps.

Step 1: We show the inclusion $\Omega \subset h_{(1,1)} * D$.

Fix a function $f \in \mathcal{O}(D)$ and take a sequence $(f_n)_{n \in \mathbb{N}}$ of polynomials convergent to $f$ locally uniformly on $D$. Then the functions $h_{(1,1)} *_{\mathbb{C}^2} f_n$ tend to $h_{(1,1)} * D f$ in the same manner on $h_{(1,1)} * D$. We claim that they form a sequence convergent on $\Omega$ as well. Fix a point $a \in \Omega$ and take a loop $\gamma : \mathbb{T} \to I_a^{-1}(D)$ homotopic in $\mathbb{C}_*$ to the identity loop. Choose a closed ball $B \subset \Omega$ centred at $a$ so that $I_z(\gamma(\mathbb{T})) \subset D$ for all $z \in B$. From Lemma 4.8 it follows that

$$(h_{(1,1)} *_{\mathbb{C}^2} f_n)(z) = \frac{1}{2\pi i} \int_{\gamma} (1 + \zeta^{-1}) \Lambda(f_n)(I_z(\zeta)) \, d\zeta$$

for all $z \in \mathbb{C}^2$, $n \in \mathbb{N}$. Since $\Lambda(f_n) \to \Lambda(f)$ in $\mathcal{O}(D)$ as $n \to \infty$, the integrals on the right-hand side of the above equality converge uniformly with respect to $z \in B$ to the identical integral with $f_n$ replaced by $f$. Consequently, the sequence of polynomials $h_{(1,1)} *_{\mathbb{C}^2} f_n$ is
uniformly convergent on $B$. Hence, it does converge locally uniformly on $\Omega$, because $a \in \Omega$ was chosen arbitrarily. If $g \in \mathcal{O}(\Omega)$ is the limit, then clearly $g = h_{(1,1)} \ast f$ near the origin. This means that $h_{(1,1)} \ast f \in \mathcal{O}_{0,\Omega}$ for every $f \in \mathcal{O}(D)$, so $\Omega \subset h_{(1,1)} \ast D$.

**Step 2:** We prove the inclusion $(h_{(1,1)} \ast D) \cap (\mathbb{C}_a)^2 \subset \Omega$.

Suppose, to the contrary, that it is not valid, and choose a point $z \in (h_{(1,1)} \ast D) \cap (\mathbb{C}_a)^2 \cap \partial \Omega$. There exist a constant $C > 0$ and a polynomially convex compact set $K \subset D$ such that

$$|(h_{(1,1)} \ast_D f)(z)| \leq C\|f\|_K, \quad f \in \mathcal{O}(D). \quad (6)$$

Take a number $\rho > 0$ so that $I^{-1}_z(K) \cap \rho\overline{D} = \emptyset$. Since $z \in \partial \Omega$, the set $I^{-1}_z(D)$ does not separate $0$ and $\infty$, so from Observation 4.5 and Lemma 4.6 it follows that the union $K \cup I_z(\rho \mathbb{T})$ is polynomially convex. Hence, there exists a compact set $L \subset \mathbb{C}^2$ such that $I_z(\rho \mathbb{T}) \subset \text{int} \, L$, $K \cap L = \emptyset$ and $K \cup L$ is polynomially convex (one can justify it making use, for example, of the Kallin Lemma [28, Theorem 1.6.19]). This allows us to employ the Oka–Weil theorem to get a sequence $(f_n)_{n \in \mathbb{N}}$ of polynomials in $\mathbb{C}^2$ uniformly convergent to $0$ on $K$ and to $1$ on $L$. Lemma 4.8 implies that

$$(h_{(1,1)} \ast_D f_n)(z) = \frac{1}{2\pi i} \int_{\rho \mathbb{T}} (1 + \zeta^{-1}) \Lambda(f_n)(I_z(\zeta)) \, d\zeta.$$ 

If $n \to \infty$, then the left hand side goes to $0$, in view of $(6)$. On the other hand, the integrals converge to $1$, because $\Lambda(f_n) \to 1$ on $I_z(\rho \mathbb{T})$. A contradiction.

**Step 3:** We show that if $(z_1, 0) \in h_{(1,1)} \ast D$, then $(z_1, 0) \in D$. Thanks to evident symmetry, it will also mean that $(0, z_2) \in D$ when $(0, z_2) \in h_{(1,1)} \ast D$.

Suppose, to the contrary, that $(z_1, 0) \notin D$. One can find a constant $C > 0$ and a compact polynomially convex set $K \subset D$ satisfying

$$|(h_{(1,1)} \ast_D f)(z_1, 0)| \leq C\|f\|_K, \quad f \in \mathcal{O}(D). \quad (7)$$

Take a closed ball $B$ centred at $(z_1, 0)$ so small that $K \cap B = \emptyset$ and $K \cup B$ is polynomially convex. In view of the Oka–Weil theorem, there exists a sequence $(f_n)_{n \in \mathbb{N}}$ of polynomials in $\mathbb{C}^2$ uniformly convergent to $0$ on $K$ and to $1$ on $B$.

From Lemma 4.8 is follows that

$$(h_{(1,1)} \ast_{\mathbb{C}^2} f_n)(z_1, 0) = \Lambda(f_n)(z_1, 0) = f_n(z_1, 0) + z_1 \frac{\partial f_n}{\partial z_1}(z_1, 0). \quad (8)$$

Now, if $n \to \infty$, then $(7)$ implies that the left hand side of $(8)$ goes to $0$, while the right hand side converges to $1$. This contradiction completes the proof of this step.

**Step 4:** We obtain the inclusion $h_{(1,1)} \ast D \subset \Omega$.

It remains to prove that if $(z_1, 0) \in h_{(1,1)} \ast D$, then $(z_1, 0) \in \Omega$ (the same statement for $(0, z_2)$ can be demonstrated identically). Take such a point $(z_1, 0)$ and choose a curve $\gamma : [0, 1] \to h_{(1,1)} \ast D$ so that $\gamma(0) = (0, 0)$, $\gamma(1) = (z_1, 0)$ and $\gamma(t) \in (\mathbb{C}_a)^2$ for $t \in (0, 1)$. The conclusion of Step 2 guarantees that $\gamma(t) \in \Omega$ every $t \in (0, 1)$, so $(z_1, 0) \in \overline{\Omega}$. Moreover, from Step 3 we know that $(z_1, 0) \in D$, so $\epsilon \overline{D} \subset I^{-1}_{(z_1, 0)}(D)$ for a small number $\epsilon > 0$. Hence, the latter set separates $0$ and $\infty$, what gives that $(z_1, 0) \in \Omega$. The proof is complete. 
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