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Abstract
Building on work by Chabauty from 1941, Coleman proved in 1985 an explicit bound for the number of rational points of a curve $C$ of genus $g \geq 2$ defined over a number field $F$, with Jacobian of rank at most $g - 1$. Namely, in the case $F = \mathbb{Q}$, if $p > 2g$ is a prime of good reduction, then the number of rational points of $C$ is at most the number of $\mathbb{F}_p$-points plus a contribution coming from the canonical class of $C$. We prove a result analogous to Coleman’s bound in the case of a hyperbolic surface $X$ over a number field, embedded in an abelian variety $A$ of rank at most one, under suitable conditions on the reduction type at the auxiliary prime. This provides the first extension of Coleman’s explicit bound beyond the case of curves. The main innovation in our approach is a new method to study the intersection of a $p$-adic analytic subgroup with a subvariety of $A$ by means of overdetermined systems of differential equations in positive characteristic.
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1 Introduction

1.1 The Chabauty-Coleman bound

Let \( C \) be a smooth, geometrically irreducible, projective curve of genus \( g \geq 2 \) defined over a number field \( F \), with Jacobian \( J \). In the direction of Mordell’s conjecture, Chabauty [13] proved in 1941 that if \( \operatorname{rank} J(F) \leq g - 1 \), then the set \( C(F) \) of \( F \)-rational points of \( C \) is finite. Let us recall the main ideas for \( F = \mathbb{Q} \): After embedding \( C \) into \( J \), one has \( C(\mathbb{Q}) \subseteq C(\mathbb{Q}_p) \cap \Gamma \) where \( p \) is an auxiliary prime and \( \Gamma \) is the \( p \)-adic closure of \( J(\mathbb{Q}) \) in \( J(\mathbb{Q}_p) \). Then \( \dim \Gamma \leq \operatorname{rank} J(\mathbb{Q}) < g = \dim J(\mathbb{Q}_p) \) which leads to the finiteness of \( C(\mathbb{Q}_p) \cap \Gamma \) because \( C(\mathbb{Q}_p) \) is not contained in a lower dimensional \( p \)-adic analytic subgroup of \( J(\mathbb{Q}_p) \).

Coleman [15] proved in 1985 a celebrated explicit version of Chabauty’s theorem, which we recall over \( \mathbb{Q} \): with the same conditions, if \( p > 2g \) is a prime of good reduction for \( C \), then

\[
\#C(\mathbb{Q}) \leq \#C'(\mathbb{F}_p) + 2g - 2
\]

(1.1)

where \( C' \) is the reduction of \( C \) modulo \( p \). While Chabauty’s finiteness result was superseded by Faltings’s proof of Mordell’s conjecture [20], the method of Chabauty and Coleman has led to a number of striking developments: explicit determination of the rational points on suitable curves (see [47] for an introduction and references), improvements on (1.1) such as [37, 44, 47, 59], progress towards the Caporaso–Harris–Mazur conjecture [38, 60], and explicit versions of Kim’s non-abelian approach [39] such as [2–6, 19].

1.2 Beyond curves

Despite all these remarkable developments over the last few decades, the problem of proving a version of (1.1) for the rational points of a higher dimensional variety \( X \) contained in an abelian variety \( A \) has remained out of reach. Our main results provide such an extension of (1.1) when \( X \) is a hyperbolic surface contained in an abelian variety \( A \) of dimension \( n \geq 3 \), both defined over a number field \( F \), under the assumption \( \operatorname{rank} A(F) \leq 1 \). Although we work over number fields (see Sects. 9 and 10), let us keep the discussion over \( \mathbb{Q} \) in this introduction to simplify the exposition. Our results, when applicable, will imply

\[
\#X(\mathbb{Q}) \leq \#X'(\mathbb{F}_p) + 4p \cdot c_1^2(X)
\]

(1.2)

where \( c_1^2(X) \) is the first Chern number of the surface \( X \) (the self-intersection of a canonical divisor), \( p \) is a prime of good reduction satisfying some technical assumptions, and \( X' \) is the reduction of \( X \) modulo \( p \). The coefficient \( 4p \) in (1.2) is in fact a
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simplification of a slightly more complicated expression that gives a better estimate. See Theorem 1.1 and Remark 1.3.

We observe that Coleman’s bound (1.1) can be written as

\[ \# C(\mathbb{Q}) \leq \# C'(\mathbb{F}_p) + c_1(C) \]

where \( c_1(C) = 2g - 2 \) is the first Chern number of \( C \), i.e. the degree of a canonical divisor. Also, we recall that hyperbolic projective curves are precisely those of genus \( g \geq 2 \). We hope that these remarks clarify the analogy between our results for surfaces and Coleman’s bound for curves.

Although the shape of our bound (1.2) is analogous to (1.1), the methods of proof are quite different. Let \( X \) be a subvariety of an abelian variety \( A \) over \( \mathbb{Q} \). Let \( \Gamma \) be the \( p \)-adic closure of the group \( A(\mathbb{Q}) \) in \( A(\mathbb{Q}_p) \). Then \( X(\mathbb{Q}) \) is contained in \( \Gamma \cap X(\mathbb{Q}_p) \) and one tries to bound the latter.

In the case of curves (\( X = C \) embedded in \( A = J \)) Coleman used his theory of \( p \)-adic integration to construct \( p \)-adic analytic functions on \( C(\mathbb{Q}_p) \) that vanish on \( C(\mathbb{Q}_p) \cap \Gamma \) and then he bounded the number of zeros of the relevant one-variable \( p \)-adic power series on residue disks.

On the other hand, when \( d = \dim X > 1 \), the analogous approach using \( p \)-adic analytic functions on \( X(\mathbb{Q}_p) \) quickly encounters difficulties. Such functions are locally given by power series in \( d \) variables. To get finiteness of \( \Gamma \cap X(\mathbb{Q}_p) \) one needs to consider at least \( d \) different \( p \)-adic analytic functions on \( X(\mathbb{Q}_p) \) whose zero sets (usually, \( p \)-adic analytic sets of dimension \( d - 1 \)) meet properly, and then there is the problem of giving an upper bound for the number of common zeros. So far, this approach has not succeeded in proving a version of (1.1) other than in the case of curves.

We take a different route instead. When rank \( A(\mathbb{Q}) = 1 \) we can give a \( p \)-adic analytic parametrization of \( \Gamma \) by power series in one variable. Upon composing with suitably chosen local equations for the surface \( X \) in \( A \) and working on residue disks, the problem of bounding \( \# \Gamma \cap X(\mathbb{Q}_p) \) is reduced to bounding the number of zeros of a certain power series \( h(z) = \sum_j c_j z^j \in \mathbb{Q}_p[[z]] \) on a disk. The key difficulty in doing so (and in the whole approach) it so prove the existence of a small \( N \) such that \( |c_N| \geq 1 \). We achieve this by developing a method based on overdetermined \( \omega \)-integrality, which in our case is essentially a study of overdetermined systems of differential equations in positive characteristic. See Sect. 1.4 for a more detailed description.

Prior to our work, the efforts on extending (1.1) to the higher dimensional setting have focused on the special case when \( A = J \) is the Jacobian of a curve \( C \) and \( X = W_d \) is the image in \( J \) of the \( d \)-th symmetric power of \( C \) via the addition map. Klassen [40] obtained some partial results for the varieties \( W_d \), later improved by Siksek [58]. Although Siksek’s work does not give an explicit bound for \( \# W_d(\mathbb{Q}) \) such as (1.1), it gives a practical method that in many cases computes the set of rational points of \( W_d \).

Park [54] used tropical geometry to obtain a weak analogue of (1.1) for \( W_d \) (at least if rank \( J(\mathbb{Q}) \leq 1 \), but the result turns out to be conditional on an unproved technical assumption as explained in [30]. Uniform extensions of Park’s result are studied in [62] for \( W_2 \), but these are also conditional due to the same issue discussed in [30].
1.3 Results

Our main result is Theorem 9.1, which proves an analogue of the Chabauty–Coleman bound (1.1) for surfaces over finite extensions of \( \mathbb{Q}_p \). For simplicity, let us first state here a version just over \( \mathbb{Q}_p \) which follows from the more general Theorem 9.1, see Remark 9.4. As usual, \( K_X \) denotes a canonical divisor of a smooth projective variety \( X \). We recall that \( X \) is said to be of general type if \( K_X \) is big. For every field \( F \), we choose an algebraic closure and denote it by \( F^{\text{alg}} \).

**Theorem 1.1 (Main result, case over \( \mathbb{Q}_p \))** Let \( p \) be a prime. Let \( X \) be a smooth, geometrically irreducible, projective surface contained in an abelian variety \( A \) of dimension \( n \geq 3 \), both defined over \( \mathbb{Q}_p \) and having good reduction. Let \( X' \) and \( A' \) be the corresponding reductions modulo \( p \). Let \( G \leq A(\mathbb{Q}_p) \) be a finitely generated group with \( \text{rank} \ G \leq 1 \) and let \( \Gamma \) be its \( p \)-adic closure in \( A(\mathbb{Q}_p) \). Suppose that either of the following conditions holds:

(i) We have \( n = 3 \), \( X \) is of general type, \( X' \) contains no elliptic curves over \( \mathbb{F}_p \), and \( p > (128/9)c_2^2(X)^2 \);

(ii) The abelian variety \( A' \) is simple over \( \mathbb{F}_p \), \( p > 3c_2^2(X) + 2 \), and there is an ample divisor \( H \) on \( A \) such that

\[
p > n! \cdot (3 \deg(H^2 \cdot X) + \deg(H \cdot K_X))^n / n^n \cdot \deg(H^n).
\]

Then \( X(\mathbb{Q}_p) \cap \Gamma \) is finite and we have

\[
\#X(\mathbb{Q}_p) \cap \Gamma \leq \#X'(\mathbb{F}_p) + \frac{p - 1}{p - 2} \cdot \left( p + 4p^{1/2} + 5 \right) \cdot c_2^2(X). \tag{1.3}
\]

**Remark 1.2** By the Riemann Hypothesis for surfaces over finite fields [17] we have the estimate \( \#X'(\mathbb{F}_p) - (p^2 + 1) \leq b_3 p^{3/2} + b_2 p + b_1 p^{1/2} \) where \( b_j \) is the \( j \)-th Betti number of \( X(\mathbb{C}) \). In particular, one can use \( \#X'(\mathbb{F}_p) \leq p^2 + b_3 p^{3/2} + b_2 p + b_1 p^{1/2} + 1 \) in (1.3) to get a more uniform bound.

**Remark 1.3** When Theorem 1.1 applies, \( p \geq 7 \) and (1.3) implies \( \#X(\mathbb{Q}_p) \cap \Gamma \leq \#X'(\mathbb{F}_p) + 4p \cdot c_2^2(X) \). Also, Remark 1.2 shows that \( \#X'(\mathbb{F}_p) \) is roughly of size \( p^2 \), say, for large \( p \) and fixed Betti numbers of \( X \). In this way, \( \#X'(\mathbb{F}_p) \) can be seen as the main term in the upper bound (1.3).

**Remark 1.4** As it can be relevant in practical applications, we mention that Proposition 9.14 gives a precise upper bound on the number of points of \( \Gamma \cap X(\mathbb{Q}_p) \) in a given residue disk, as well as a criterion for this number to be at most 1.

The following two results on rational points of surfaces are deduced from Theorem 1.1 by base change to \( \mathbb{Q}_p \) and choosing \( G \) as the group of \( \mathbb{Q} \)-rational points of the corresponding abelian variety. We also obtain similar results over any number field, not just \( \mathbb{Q} \); see Sect. 10.1.
Theorem 1.5 Let $X$ be a smooth, geometrically irreducible, projective surface of general type contained in an abelian threefold $A$, both defined over $\mathbb{Q}$. Let $p > (128/9) \cdot c_1^2(X)^2$ be a prime of good reduction for $X$ and $A$, and let $X'$ be the reduction of $X$ modulo $p$. If $\operatorname{rank} A(\mathbb{Q}) \leq 1$ and $X'$ contains no elliptic curves over $\mathbb{F}_p^{\text{alg}}$, then $X(\mathbb{Q})$ is finite and

$$\#X(\mathbb{Q}) \leq \#X'(\mathbb{F}_p) + \frac{p - 1}{p - 2} \cdot \left(p + 4p^{1/2} + 5\right) \cdot c_1^2(X).$$

Remark 1.6 A compact complex manifold $M$ is hyperbolic if every holomorphic map $f : \mathbb{C} \to M$ is constant. If a complex projective surface is hyperbolic, then it is of general type (see Lemma 3.13). So, in Theorem 1.5 we may require that $X(\mathbb{C})$ be hyperbolic instead of requiring general type —depending on the application, this might be easier to check. In fact, there is no loss of generality in doing so: under the assumptions of Theorem 1.5, the surface $X$ contains no elliptic curves over $\mathbb{Q}^{\text{alg}}$, hence, over $\mathbb{C}$ (by specialization). Furthermore, $X$ is not an abelian surface because it is of general type. Since $X \subseteq A$, a result of Green (Theorem 1 in [28]) implies that $X(\mathbb{C})$ is hyperbolic.

Theorem 1.7 Let $X$ be a smooth, geometrically irreducible, projective surface contained in an abelian variety $A$ of dimension $n \geq 3$, both defined over $\mathbb{Q}$. Let $H$ be an ample divisor on $A$ and let $p$ be a prime of good reduction for $X$ and $A$ satisfying

$$p > \max \left\{3c_1^2(X) + 2, \frac{n! \cdot (\deg(H^2.X) + \deg(H.K_X))^n}{n^n \cdot \deg(H^n)}\right\}.$$ 

Let $X'$ and $A'$ be the corresponding reductions modulo $p$ of $X$ and $A$. If $\operatorname{rank} A(\mathbb{Q}) \leq 1$ and $A'$ is simple over $\mathbb{F}_p^{\text{alg}}$, then $X(\mathbb{Q})$ is finite and

$$\#X(\mathbb{Q}) \leq \#X'(\mathbb{F}_p) + \frac{p - 1}{p - 2} \cdot \left(p + 4p^{1/2} + 5\right) \cdot c_1^2(X).$$

Remark 1.8 Since $A'$ is geometrically simple, so is $A$. Thus, $X(\mathbb{C})$ is hyperbolic by Theorem 1 in [28] as it was in Theorem 1.5 (see Remark 1.6). Deep conjectures by Bombieri and Lang predict that if $V$ is a smooth projective variety over $\mathbb{Q}$ such that $V(\mathbb{C})$ is hyperbolic, then $V(\mathbb{Q})$ is finite. For curves this is Faltings’s theorem since hyperbolic projective curves are precisely those of genus $g \geq 2$. When $V$ is contained in an abelian variety and $V(\mathbb{C})$ is hyperbolic, finiteness of $V(\mathbb{Q})$ was proved by Faltings [21] extending methods of Vojta [63]. Hence, hyperbolicity of $X(\mathbb{C})$ is natural in our context.

Remark 1.9 It is expected that the rank of abelian varieties over $\mathbb{Q}$ of a fixed positive dimension is 0 or 1 a positive proportion of the time each —ordering the abelian varieties, for instance, by (Faltings or Theta) height— and this is proved for elliptic curves [9, 10]. Thus, one can expect that the rank assumption in Theorems 1.5 and 1.7 is often satisfied in examples.
Remark 1.10 For a variety $X$ contained in an abelian variety $A$ over $\mathbb{Q}$, heuristically, one sees that the limit of applicability of an analogue of Chabauty’s classical approach should be \( \dim X + \dim \Gamma \leq \dim A \) where $\Gamma$ is the $p$-adic closure of $A(\mathbb{Q})$ in $A(\mathbb{Q}_p)$. In our results in the case $\dim A = 3$, this limit rank condition is in fact reached.

A simple case where our results are applicable is given by the following.

Corollary 1.11 Let $A$ be an abelian threefold over $\mathbb{Q}$ with $\text{rank } A(\mathbb{Q}) \leq 1$ and $\text{End}(A) = \mathbb{Z}$. There is a set of primes $\mathcal{P}$ of density 1 in the primes such that the following holds:

Let $X$ be a smooth, geometrically irreducible, projective surface defined over $\mathbb{Q}$ and contained in $A$, and let $p \in \mathcal{P}$ be a prime of good reduction for $X$ with $p > (128/9) \cdot c_1^2(X)^2$. Let $X'$ be the reduction of $X$ modulo $p$. Then

$$\#X(\mathbb{Q}) \leq \#X'(\mathbb{F}_p) + \frac{p-1}{p-2} \cdot \left(p + 4p^{1/2} + 5\right) \cdot c_1^2(X).$$

This is deduced in Sect. 10.2 from Theorem 1.5 and results of Chavdarov [14] on absolutely simple reduction of abelian varieties. Chavdarov’s results together with Theorem 1.7 imply analogous corollaries when $\dim A \geq 3$ is odd. Further extensions are discussed in Sect. 10.2.

Remark 1.12 Given $n \geq 1$, a general abelian variety $B$ over $\mathbb{C}$ of dimension $n$ satisfies $\text{End}(B) \simeq \mathbb{Z}$. In view of Remark 1.9, abelian threefolds satisfying the conditions in Corollary 1.11 should be rather common. And in fact, they are easy to find; the Jacobian of the genus 3 hyperelliptic curve $y^2 = x^7 - x - 1$ is such an example with Mordell–Weil rank 1 (the rank was computed in Magma).

Remark 1.13 For any abelian threefold as in Corollary 1.11, our bounds for the number of rational points apply to any smooth surface contained in $A$, e.g. by embedding $A$ in a projective space and intersecting with a general hyperplane (by Bertini’s theorem). This gives plenty of examples.

For a curve $C$ over a field, we let $C^{(n)}$ be its $n$-th symmetric power. If $C$ is defined over $\mathbb{Q}$, the $\mathbb{Q}$-rational points of $C^{(2)}$ are in bijection with Galois orbits of quadratic points and unordered pairs of $\mathbb{Q}$-rational points. If $C$ is a hyperelliptic curve over $\mathbb{Q}$, then we certainly have that $C^{(2)}(\mathbb{Q})$ is infinite. As a direct application of our results, we can bound $\#C^{(2)}(\mathbb{Q})$ for non-hyperelliptic curves whose Jacobian has rank 0 or 1, under some conditions on the reduction type at $p$.

Corollary 1.14 Let $C$ be a smooth, geometrically irreducible, projective curve over $\mathbb{Q}$ of genus $g \geq 3$ which is not hyperelliptic over $\mathbb{Q}^{\text{alg}}$ and such that its Jacobian $J$ has rank $J(\mathbb{Q}) \leq 1$. Let $p > (8g - 10)^8$ be a prime of good reduction for $C$. Let $C'$ and $J'$ denote the reduction of $C$ and $J$ modulo $p$ respectively. Suppose that $C'$ is not hyperelliptic over $\mathbb{F}_p^{\text{alg}}$ and that $J'$ is geometrically simple. Then $C^{(2)}(\mathbb{Q})$ is finite and

$$\#C^{(2)}(\mathbb{Q}) \leq \#(C')^{(2)}(\mathbb{F}_p) + \frac{p-1}{p-2} \cdot \left(p + 4p^{1/2} + 5\right) \cdot (4g - 9)(g - 1).$$
This is directly obtained from Theorem 1.7 in Sect. 10.3 after some computations in intersection theory. Regarding the hyperelliptic case, let us remark that one can get a bound for the number of “unexpected” quadratic points by applying our results to the image of \( C^{(2)} \) in the Jacobian of \( C \) (this observation was pointed out to us by one of the referees.)

In a similar fashion, we will prove the following strengthening of Corollary 1.14 for curves of genus 3, by applying Theorem 1.5 instead.

**Corollary 1.15** Let \( C \) be a smooth, geometrically irreducible, projective curve over \( \mathbb{Q} \) of genus 3 which is not hyperelliptic over \( \mathbb{Q}^{\text{alg}} \) and such that its Jacobian \( J \) has rank \( J(\mathbb{Q}) \leq 1 \). Let \( p \geq 521 \) be a prime of good reduction for \( C \) and denote by \( C' \) the reduction of \( C \) modulo \( p \). Suppose that \( C' \) is not hyperelliptic over \( \mathbb{F}_p^{\text{alg}} \) and that \( (C')^{(2)} \) does not contain elliptic curves over \( \mathbb{F}_p^{\text{alg}} \). Then \( C^{(2)}(\mathbb{Q}) \) is finite and

\[
\#C^{(2)}(\mathbb{Q}) \leq \#(C')^{(2)}(\mathbb{F}_p) + 6 \cdot \frac{p-1}{p-2} \left( p + 4p^{1/2} + 5 \right) < \#(C')^{(2)}(\mathbb{F}_p) + 7.2 \cdot p.
\]

Finally, we mention that the finiteness aspect of Theorem 1.1 (and more generally, Theorem 9.1) does not follow from Faltings’s theorem for subvarieties of abelian varieties \([21]\), as \( \Gamma \) is not a finite rank group when \( \operatorname{rank} G = 1 \). Regarding bounds for the number of rational points, the Diophantine approximation methods of Vojta \([63]\) and Faltings \([21, 22]\) led to explicit bounds such as \([56, 57]\) for subvarieties of abelian varieties over number fields, outside the special set. However, as it is the case for the classical Chabauty–Coleman method on curves compared to Diophantine approximation bounds, our \( p \)-adic approach for surfaces leads to sharper estimates when it applies.

### 1.4 Sketch of the method: overdetermined \( \omega \)-integrality

We conclude this introduction by presenting an outline of the proof of Theorem 1.1 (and more generally, Theorem 9.1). To simplify the notation, let us focus on the case \( \dim A = 3 \) since the key features already appear here. Furthermore, enlarging \( G \) we may assume that \( \operatorname{rank} G = 1 \).

First we note that, at least heuristically, the Chabauty–Coleman \( p \)-adic approach has a chance to succeed since \( \dim X + \dim \Gamma = 2 + 1 = \dim A \).

Consider the reduction map \( \text{red} : A(\mathbb{Q}_p) \to A'(\mathbb{F}_p) \) and for each \( x \in A'(\mathbb{F}_p) \) let \( U_x = \text{red}^{-1}(x) \subseteq A(\mathbb{Q}_p) \) be the corresponding residue disk. We want to bound \( \#\Gamma \cap X(\mathbb{Q}_p) \cap U_x \) and then add these upper bounds as \( x \) varies in \( X'(\mathbb{F}_p) \). Let us parametrize \( \Gamma \cap U_x \) by a \( p \)-adic analytic map \( \gamma : p\mathbb{Z}_p \to U_x \subseteq A(\mathbb{Q}_p) \). If \( f \) is a local equation for \( X \) in \( U_x \), then \( \#\Gamma \cap X(\mathbb{Q}_p) \cap U_x \) is the number of zeros of the one-variable \( p \)-adic analytic function \( h = f \circ \gamma \) on \( p\mathbb{Z}_p \). We remark that the idea of parametrizing \( \Gamma \) can be traced back to work of Flynn \([23]\) and it has been successful in computing the rational points of curves in particular examples, although it has not previously led to general bounds such as (1.1).

Writing \( h(z) = c_1z + c_2z^2 + \cdots \in \mathbb{Q}_p[[z]] \), the number of zeros can be estimated provided that we have some information on the size of the coefficients \( c_j \), see Sect. 6. Namely, we need:
(I) a good upper bound for $|c_j|$ for all $j$, and

(II) some small $N$ such that $|c_N|$ is not too small, say, $|c_N| \geq 1$.

To achieve (I) we perform the construction of the $p$-adic analytic map $\gamma$ very carefully. We develop a completely explicit theory of 1-parameter $p$-adic analytic subgroups in Sect. 8 and, with some care in the choice of the local equation $f$, this allows us to prove the desired upper bound.

The key difficulty in the whole argument, however, is (II). We take a somewhat indirect approach.

Consider the morphism of $p$-adic analytic groups $\text{Log}: A(\mathbb{Q}_p) \to \text{Lie}(A(\mathbb{Q}_p)) \cong H^0(A, \Omega^1_{A/\mathbb{Q}_p}) \cong H^0(\mathbb{A}, \Omega^1_{\mathbb{A}/\mathbb{Q}_p})$ constructed by Coleman integration or by classical theory of $p$-adic Lie groups [11]. As rank $G = 1$, $\text{Log}(\Gamma)$ is contained in a line of $\text{Lie}(A(\mathbb{Q}_p))$ which determines a hyperplane $H \subseteq H^0(A, \Omega^1_{A/\mathbb{Q}_p})$. We choose $\omega_1, \omega_2 \in H$ so that they reduce to independent differentials $\omega_1', \omega_2$ on $A'$, which we restrict to differentials $u_1, u_2$ on $X'$.

For $x \in X'(\mathbb{F}_p)$ let $m(x)$ be the supremum of all integers $m$ such that there is a closed immersion $\phi_m: \text{Spec} \mathbb{F}_p[z]/(z^m + 1) \to X'$ supported at $x$ which is $\omega$-integral for both $\omega = u_1, u_2$. Roughly speaking, $\omega$-integrality for a differential $\omega$ means that the morphism $\phi_m$ solves the differential equation determined by $\omega$; see Sect. 4 for a detailed discussion.

If $u_1$ and $u_2$ are independent over the function field of $X'$, then the maps $\phi_m$ in the definition of $m(x)$ are jet solutions to an overdetermined system of differential equations. So, one expects $m(x)$ to be finite and bounded in terms of $u_1$ and $u_2$. This is indeed correct, but it is far from obvious. Theorem 4.4 gives such a bound in terms of the geometry of the divisor $D$ of the 2-form $u_1 \wedge u_2$. Our bound for $m(x)$ is somewhat intricate, but Remark 4.7 shows that in some cases it is sharp.

Bounding $m(x)$ turns out to be crucial, since we will show in Lemma 9.16 that $N \leq m(x) + 1$ with $N$ as in (II). Together with the zero estimates from Sect. 6 and our upper bounds for $|c_j|$ (see (I) above) we will prove the following key estimate in Proposition 9.14

$$\# \Gamma \cap X(\mathbb{Q}_p) \cap U_x \leq 1 + m(x) \cdot \frac{p - 1}{p - 2}. \quad (1.4)$$

Finally, the geometric bound for $m(x)$ proved in Theorem 4.4 is applied to (1.4), and then added over $x \in X'(\mathbb{F}_p)$. When $x$ is not in the support of $D = \text{div}(u_1 \wedge u_2)$ we show $m(x) = 0$, thus, $\# \Gamma \cap X(\mathbb{Q}_p) \cap U_x \leq 1$. The contribution for $x$ in the support of $D$ is more complicated and it corresponds to counting $\mathbb{F}_p$-points in the support of $D$ with suitable weights. The divisor $D$ can be geometrically reducible and highly singular, so this counting problem does not directly follow from Weil’s estimates for points in smooth curves over finite fields. We address this problem in Sect. 3.5 by applying a variation of the Aubry–Perret bound for singular curves, which allows us to conclude the argument.

We make heavy use of $\omega$-integrality for schemes over rings or over fields of positive characteristic. Thus, classical analytic considerations on $\omega$-integrality are not enough, and we need purely algebraic methods. Fortunately such a study was carried out by Garcia-Fritz [25–27] over $\mathbb{C}$ in the context of her generalization of Vojta’s
explicit version of Bogomolov’s approach to quasi-hyperbolicity, see [18, 64]. These algebraic methods easily extend to an arbitrary base, see Sect. 4.

There is a major technical difficulty which is not present in previous works around the Chabauty–Coleman method. Namely, at various points of the argument we need to restrict differential forms to subvarieties of abelian varieties in a way that preserves non-triviality. For example, while \( \omega'_1 \) and \( \omega'_2 \) are independent on \( A' \), is not clear whether \( u_1 \wedge u_2 \) is not the zero form on \( X' \), and this is necessary even to define the divisor \( D = \text{div}(u_1 \wedge u_2) \). Part of the difficulties are due to the fact that \( X \) does not have a particularly convenient presentation that allows for explicit computations with differentials, unlike the case of symmetric powers of curves. The required non-vanishing results for restriction of forms are not difficult to obtain in characteristic zero by analytic means, but we need them in positive characteristic. This is achieved in Sect. 5 by means of intersection theory.

2 Notation

2.1 General notation

\( L \) is a field and \( L^{\text{alg}} \) is an algebraic closure of it. The symbol \( F \) will denote a field, a function on a variety, or a power series, and this will be explicitly stated. The symbol \( K \) will denote a \( p \)-adic field or a canonical divisor in a variety, which will be explicitly stated. On the other hand, \( k \) will always denote an algebraically closed field and \( k \) will always denote a finite field.

We write \( \mathbb{N} = \mathbb{Z}_{\geq 0} \). For \( \alpha = (\alpha_1, \ldots, \alpha_n) \in \mathbb{N}^n \) we define \( \| \alpha \| = \alpha_1 + \cdots + \alpha_n \). If \( x = (x_1, \ldots, x_n) \) is an \( n \)-tuple of variables, we write \( x^\alpha = x_1^{\alpha_1} \cdots x_n^{\alpha_n} \).

The exponential function on \( \mathbb{R} \) is \( \exp \) and the logarithm on \( \mathbb{R}_{>0} \) is \( \log \).

2.2 Geometry

A variety over \( L \) is a reduced \( L \)-scheme which is separated of finite type over \( L \). We remark that we are not requiring irreducibility as part of the definition. A curve (resp. surface) over \( L \) is a variety over \( L \) of pure dimension 1 (resp. 2).

The normalization of an integral domain \( A \) is denoted by \( \tilde{A} \), and the normalization of a variety \( Z \) over \( k \) is denoted by \( \tilde{Z} \).

If \( X \) is a scheme and \( x \) is a (not necessarily closed) point in \( X \), the maximal ideal of the local ring \( \mathcal{O}_{X,x} \) is denoted by \( m_{X,x} \). The completion of \( \mathcal{O}_{X,x} \) at \( m_{X,x} \) is denoted by \( \hat{\mathcal{O}}_{X,x} \).

If \( f : X \to Y \) is a morphism of schemes, \( x \) is a point of \( X \) and \( y = f(x) \), the induced map on local rings is \( f^\#: \mathcal{O}_{Y,y} \to \hat{\mathcal{O}}_{X,x} \). If \( X \) consists of exactly one point, we just write \( f^\# \) instead of \( f^\#_X \).

For an irreducible projective curve \( C \) over the algebraically closed field \( k \), the arithmetic genus of \( C \) is denoted by \( g_a(C) \) and the geometric genus is denoted by \( g_g(C) \). Namely, \( g_g(C) = g_a(\tilde{C}) \).

If \( L \) is a perfect field and \( C \) is a geometrically irreducible projective curve over \( L \), we define the arithmetic and geometric genus of \( C \) by base change to \( L^{\text{alg}} \) (one could also define these numbers directly over \( L \) since \( L \) is perfect).
Given a geometrically irreducible, smooth, projective surface $S$ over $L$, we have a $\mathbb{Z}$-valued intersection product on divisors of $S$, which we write $(D.D')$, $(D.D'_S)$, or $D.D'$ for two divisors $D$ and $D'$ on $S$, and we write $D^2 = (D.D)$ for a self-intersection. The first Chern number $c^2_1(S)$ of $S$ is the self-intersection number of a canonical divisor on $S$.

### 2.3 Local fields

In the context of local fields, the symbol $p$ denotes a prime number, $K$ is a finite extension of $\mathbb{Q}_p$, $R$ is the ring of integers of $K$, $p$ is the maximal ideal of $R$, $\varpi \in p$ is a uniformizer, $k = R/p$ is the residue field of $R$, $q = #k$, $e$ is the ramification exponent of $K/\mathbb{Q}_p$, and $f = [k : \mathbb{F}_p]$ is the residue degree. We denote by $| - |$ the absolute value on $K$ normalized by $|\varpi| = 1/q$, or equivalently, $|p| = p^{-[K:\mathbb{Q}_p]}$.

For $n \geq 1$ we put the following norm on $K^n$:

$$|v| = \max_{1 \leq j \leq n} |v_j|, \quad v = (v_1, \ldots, v_n) \in K^n.$$  

For $r > 0$ we define the balls $B_n(r) = \{v \in K^n : |v| < r\}$ and $B_n[r] = \{v \in K^n : |v| \leq r\}$.

### 3 Curves and surfaces

#### 3.1 Curves

Let $C$ be a reduced projective (possibly reducible) curve over the algebraically closed field $k$ and let $x \in C(k)$. Following [33], the order of singularity of $C$ at $x$ is 

$$\delta(C, x) = \dim_k (\tilde{\mathcal{O}}_{C,x}/\mathcal{O}_{C,x}),$$

where the quotient $\tilde{\mathcal{O}}_{C,x}/\mathcal{O}_{C,x}$ is taken as $k$-vector spaces. We have the following.

**Lemma 3.1** The quantity $\delta(C, x)$ is a non-negative integer. It is equal to $0$ if and only if $C$ is regular at $x$.

Let $g_a(C)$ be the arithmetic genus of $C$ defined using its Hilbert polynomial for a chosen projective embedding of $C$, and let $g_g(C)$ be its geometric genus defined as the sum of the geometric genus of the irreducible components of $C$. (We remark that, in general, $g_a(C)$ is not equal to the sum of the arithmetic genus of the irreducible components of $C$; see [33] Theorem 3 for the correct relation.)

Let us recall Theorem 2 from [33].

**Lemma 3.2** (Hironaka) If $C$ is a projective (reduced, possibly reducible) curve over $k$, then

$$g_a(C) = g_g(C) + \sum_{x \in C(k)} \delta(C, x) - (r - 1)$$

where $r$ is the number of irreducible components of $C$.  

 Springer
The *multiplicity* of \( C \) at \( x \in C(k) \) is defined as the multiplicity of the local ring \( \mathcal{O}_{C,x} \) as defined, for instance, in Ch. 5, Sect. 14 of [45]. We denote it by \( \text{mult}_x(C) \).

**Lemma 3.3** \( \text{mult}_x(C) \) is a positive integer. It is equal to 1 if and only if \( C \) is regular at \( x \).

From Exercise 14.5 in [45] we get a simple expression for \( \text{mult}_x(C) \) in a special case.

**Lemma 3.4** Let \( S \) be a surface over \( k \) and let \( C \) be a closed curve in \( S \). Let \( x \in C(k) \) be a point such that \( S \) is regular at \( x \). Let \( F \in \mathcal{O}_{S,x} \) be a local equation for \( C \) at \( x \). Then

\[
\text{mult}_x(C) = \max\{n \geq 1 : F \in m_{S,x}^n\}.
\]

We will also need the following result.

**Lemma 3.5** (Hironaka) Let \( S \) be a projective surface and let \( C \) be a (reduced, possibly reducible) projective curve contained in \( S \). Let \( x \in C(k) \) be a point such that \( S \) is regular at \( x \). Then we have

\[
\delta(C,x) \geq \frac{1}{2} \cdot \text{mult}_x(C) \cdot (\text{mult}_x(C) - 1).
\]

**Proof** This follows from Theorem 1 in [33], after dropping the contribution of higher order neighboring points. \( \square \)

### 3.2 A canonical genus bound

The following result will be useful to control the genus of the components of certain canonical divisors on surfaces.

**Lemma 3.6** (Canonical genus bound) Let \( S \) be a smooth projective irreducible surface over \( k \). Let \( D \) be a canonical divisor on \( S \). Assume that \( D > 0 \) and that \( D \) is numerically effective. Let \( C_1, \ldots, C_\ell \) be the irreducible components of the support of \( D \) and let \( a_1, \ldots, a_\ell \) be positive integers defined by \( D = a_1 C_1 + \cdots + a_\ell C_\ell \). Then we have

\[
\sum_{j=1}^\ell a_j \cdot (g_{a_j}(C_j) - 1) \leq c_1^2(S).
\]
Proof Let us rearrange the indices so that for certain $0 \leq r \leq \ell$ we have $C_j^2 > 0$ for each $j \leq r$ and $C_j^2 \leq 0$ for each $j > r$. By the adjunction formula we find

$$2 \sum_{j=1}^{\ell} a_j \cdot (g_a(C_j) - 1) = \sum_{j=1}^{\ell} a_j \cdot ((D \cdot C_j) + C_j^2) = D^2 + \sum_{j=1}^{\ell} a_j \cdot C_j^2 \leq D^2 + \sum_{j=1}^{r} a_j \cdot C_j^2 \leq D^2 + \sum_{j=1}^{r} a_j^2 \cdot C_j^2.$$  \hspace{1cm} (3.1)

For any given $j$ we have $(D - a_j C_j) \cdot C_j = \left( \sum_{i \neq j} a_i C_i \right) \cdot C_j \geq 0$ since the $C_i$ are different irreducible curves. Also, $D \cdot C_j \geq 0$ since $D$ is nef. Therefore

$$D^2 = \sum_{j=1}^{\ell} a_j D \cdot C_j = \sum_{j=1}^{r} a_j^2 \cdot C_j^2 + \sum_{j=1}^{r} a_j \cdot (D - a_j C_j) \cdot C_j + \sum_{j=r+1}^{\ell} a_j D \cdot C_j \geq \sum_{j=1}^{r} a_j^2 \cdot C_j^2.$$  

Together with (3.1), this gives $2 \sum_{j=1}^{\ell} a_j \cdot (g_a(C_j) - 1) \leq 2 \cdot D^2 = 2c_1^2(X)$. \hfill \Box

3.3 Branches

Let $S$ be a surface over $k$ and let $x \in S(k)$ be a smooth point of $S$. Given local parameters $s_1, s_2 \in m_{S,x}$, the completed local ring at $x$ can be presented as $\widehat{O}_{S,x} \simeq k[[s_1, s_2]]$.

Let $C \subseteq S$ be a closed irreducible curve passing through $x$ with local equation $F \in m_{S,x}$. Let us factor $F = F_1 \cdots F_r$ where each $F_j \in \widehat{O}_{S,x}$ is irreducible.

Lemma 3.7 For each $i \neq j$, the power series $F_i$ and $F_j$ are non-associated.

Proof As observed in [25] Remark 2.58, this follows from a result of Chevalley. Indeed, $k$ is perfect since it is algebraically closed. By [66] VIII.13 Theorem 31, the local ring $O_{C,x} = O_{S,x}/(F)$ is analytically unramified. Thus, the completion $\widehat{O}_{C,x} = \widehat{O}_{S,x}/(F)$ does not have nilpotent elements. \hfill \Box

Hence, the prime ideals $q_j = (F_j) \subseteq \widehat{O}_{S,x}$ are different. They will be called branches of $C$ at $x$.

Let $\nu : \tilde{C} \to S$ be the composition of the normalization map $\tilde{C} \to C$ and the inclusion $C \to S$. For each $y \in \nu^{-1}(x)$ we have a map induced on local rings $\nu_y^\#: \widehat{O}_{S,x} \to \widehat{O}_{\tilde{C},y}$ which extends continuously to completed local rings $\widehat{\nu}_y^\#: \widehat{O}_{S,x} \to \widehat{O}_{\tilde{C},y}$. We will need the following.

Lemma 3.8 (Relation between normalization and branches) With the previous notation, there is a bijection between the set of branches of $C$ at $x$ and the points $y \in \nu^{-1}(x)$. More precisely, the ideals $\ker(\widehat{\nu}_y^\#) \subseteq \widehat{O}_{S,x}$ for $y \in \nu^{-1}(x)$ are exactly the branches of $C$ at $x$. \hfill \Box
**Proof** In the special case $\mathcal{O}_{S,x} \simeq k[s_1, s_2]_{(s_1, s_2)}$ this is [43] Theorem 16.14; a similar argument works in general. Alternatively, the general case is [25] Theorem 2.69 assuming that $k$ has characteristic 0. This assumption is needed in other parts of [25], but not for this particular result. In fact, the argument in [25] reduces this result to [36] Corollary 5, where characteristic 0 is not required. □

**Lemma 3.9** (Bound for fibres of normalization) Let $S$ be a projective surface over $k$, let $x \in S(k)$ be a smooth point, and let $D \subseteq S$ be a projective (reduced, possibly reducible) curve passing through $x$. Let $C_1, \ldots, C_r$ be the irreducible components of $D$, and let $v_j : \tilde{C}_j \to C$ be the normalization maps. Let

$$s = \sum_{j=1}^{r} \# v_j^{-1}(x).$$

Then $s \leq \delta(D, x) + 1$. Furthermore, if $D$ is singular at $x$ then $s \leq 2 \cdot \delta(D, x)$.

**Proof** From Lemma 3.4, it follows that the number of branches of $C_j$ at $x$ is at most $\text{mult}_x(C_j)$. By Lemma 3.8 and additivity of the multiplicity we get $s \leq \text{mult}_x(D)$. The result follows from Lemmas 3.5 and 3.3. □

As the isomorphism $\mathcal{O}_{S,x} \simeq k[[s_1, s_2]]$ at the smooth point $x$ allows us to study branches by means of power series computations, the following result will be useful. It is a direct consequence of [55] Theorem 2.1.

**Lemma 3.10** Let $f(x_1, x_2) \in k[[x_1, x_2]]$ be an irreducible power series. Let $\phi_1(t), \phi_2(t) \in t \cdot k[[t]]$ be such that $f(\phi_1, \phi_2) = 0$. Then $\text{ord}_t \phi_1(t) \geq \text{ord}_{x_2} f(0, x_2)$ and $\text{ord}_t \phi_2(t) \geq \text{ord}_{x_1} f(x_1, 0)$.

### 3.4 Surfaces of general type

Let $S$ be a smooth, irreducible, projective surface over $k$. The surface $S$ is of general type if the canonical sheaf $\Omega^2_{S/k}$ is big, i.e. if $\dim_k H^0(S, (\Omega^2_{S/k})^\otimes n)$ grows quadratically on $n$. More generally, if $X$ is a smooth, geometrically irreducible, projective surface over $L$, we say that $X$ is of general type if $X \otimes L^{\text{alg}}$ is a surface of general type over $L^{\text{alg}}$.

The following result is classical. Here, “minimal” means that $S$ contains no $(-1)$-curves (i.e. smooth rational curves with self-intersection $-1$).

**Lemma 3.11** If $S$ is a minimal smooth projective surface of general type over $k$, then $c_1^2(S) \geq 1$ and the canonical sheaf $\Omega^2_{S/k}$ is nef.

The following simple condition ensures that the canonical sheaf of a general type surface is ample.

**Lemma 3.12** Let $S$ be a smooth projective surface of general type. If $S$ contains no smooth rational curves with self-intersection $-1$ or $-2$, then the canonical sheaf of $S$ is ample. In particular, this is the case when $S$ contains no smooth curve of genus 0.
\textbf{Proof} This result is well-known. The argument is similar to that in [49]. We present the proof for the convenience of the reader.

Let $K$ be a canonical divisor on $S$. Since $S$ does not contain $(-1)$-curves, it is minimal. Lemma 3.11 implies that $K^2 > 0$ and that $K$ is nef. Let $C \subseteq X$ be an irreducible curve. By the Nakai–Moishezon criterion, it suffices to show that $K.C \neq 0$.

For the sake of contradiction, suppose that $K.C = 0$. As $K^2 > 0$, the Hodge Index Theorem gives that either $C^2 < 0$ or $C$ is numerically trivial. The latter case cannot happen because $C.H > 0$ for any ample divisor $H$, so we have $C^2 < 0$. By the adjunction formula $2g_a(C) - 2 = C^2 + K \cdot C = C^2 < 0$, which gives $g_a(C) = 0$. Thus $C$ is smooth and rational by Lemma 3.2. Furthermore, $C^2 = C^2 + K \cdot C = 2g_a(C) - 2 = -2$. Contradiction. So, $K$ is ample. \hfill \Box

Let us recall that a compact complex manifold $M$ is Brody hyperbolic if every holomorphic map $h: \mathbb{C} \to M$ is constant. As we are in the compact case, this is equivalent to Kobayashi hyperbolicity by Brody’s theorem [12], and we simply say that $M$ is hyperbolic. It is conjectured that if $V$ is a smooth projective variety over $\mathbb{C}$ and $V(\mathbb{C})$ is hyperbolic, then $V$ is of general type. This is known for surfaces; see [7] Chapter VIII, Theorem 24.1.

\textbf{Lemma 3.13} Let $S$ be a smooth, irreducible, projective surface defined over $\mathbb{C}$. If $S(\mathbb{C})$ is hyperbolic, then $S$ is of general type.

\textbf{Lemma 3.14} Let $A$ be an abelian variety over $\mathbb{C}$ and let $X \subseteq A$ be a smooth projective surface. If $X$ is not an abelian surface and it does not contain elliptic curves, then $X$ is of general type.

\textbf{Proof} By [65] Theorems 1 and 1’. Alternatively: $X$ is hyperbolic [28], then apply Lemma 3.13. \hfill \Box

\section{3.5 Point counting over finite fields}

In this paragraph we let $k$ be a finite field of characteristic $p$ with $q$ elements and we let $\overline{k}$ be an algebraic closure of $k$. Let $D$ be a (reduced) irreducible projective curve defined over $k$ contained in a smooth projective geometrically irreducible surface $S$ also defined over $k$; we do not require that $D$ be geometrically irreducible, geometrically connected, or smooth.

Let $C_1, \ldots, C_r$ be the geometric irreducible components of $D$, which are defined over $k$. Let $v_j: \overline{C}_j \to D \otimes k$ be the normalization of $C_j$ composed with the inclusion $C_j \to D \otimes k$.

Our goal is to show the following estimate.

\textbf{Lemma 3.15} With the previous notation and under the assumption that $S$ does not contain rational curves over $k$, we have

$$\sum_{x \in D(\overline{k})} \sum_{j=1}^r \# \{ y \in \overline{C}_j(k) : v_j(y) = x \} \leq (q + 1)r + 2q^{1/2} \cdot \sum_{j=1}^r g_a(C_j) + D^2 + D.K_S$$

where $K_S$ is a canonical divisor on $S$. \hfill \Box
Proof We separate the cases when $D$ is geometrically irreducible and when it is not.

Case 1: $D$ is geometrically irreducible. Here we have $r = 1$, and the left hand side of the claimed bound is at most

$$\#D(k) + \sum_{x \in D(k)} \delta(D, x)$$

by Lemma 3.9 (using the bound $s \leq \delta(D, x) + 1$ at each $x \in D(k)$.) By [1] Corollary 3 we have

$$\#D(k) \leq q + 1 + 2 \sqrt{q} \cdot g_a(D) = q + 1 + 2q^{1/2} \cdot g_a(C_1).$$

On the other hand, by Lemma 3.2 and the assumption that $S$ contains no rational curves we have

$$\sum_{x \in D(k)} \delta(D, x) \leq g_a(D) - g_g(D) \leq g_a(D) - 1 \leq 2(g_a(D) - 1) = D^2 + D.K_S$$

where the last equality is by the adjunction formula on $S$. This finishes the proof in the first case.

Case 2: $D$ is not geometrically irreducible. In this case $D$ has no smooth $k$-rational points due to [61] Lemma 33.25.10. Therefore the left hand side of the claimed estimate only has contributions coming from singular points of $D$, and it is therefore bounded by

$$\sum_{x \in D(k) \text{ singular}} \sum_{j=1}^{r} \#\{ y \in \tilde{C}_j(k) : v_j(y) = x \}.$$  

Recall that $\delta(D, x)$ vanishes when $D$ is smooth at $x$ (cf. Lemma 3.1). Using Lemma 3.9 at singular points of $D$ we get that the previous sum is at most

$$2 \sum_{x \in D(k)} \delta(D, x).$$

By Lemma 3.2 and the assumption that $S$ contains no rational curves, the previous quantity is

$$2 \left( r - 1 + g_a(D) - \sum_{j=1}^{r} g_g(C_j) \right) \leq 2g_a(D) - 2 = D^2 + D.K_S$$

by the adjunction formula on $S$.  \qed
4 \(\omega\)-Integrality

4.1 On \(\omega\)-integral morphisms

Let \(T\) be a scheme and let \(\phi: X \to Y\) be a morphism of \(T\)-schemes. Using the canonical morphisms of sheaves \(\Omega^1_{Y/T} \to \phi_*\phi^*\Omega^1_{Y/T}\) and \(\phi^*\Omega^1_{Y/T} \to \Omega^1_{X/T}\), we define

\[\phi^*: H^0(Y, \Omega^1_{Y/T}) \to H^0(X, \Omega^1_{X/T})\]

as the composition

\[H^0(Y, \Omega^1_{Y/T}) \to H^0(Y, \phi_*\phi^*\Omega^1_{Y/T}) = H^0(X, \phi^*\Omega^1_{Y/T}) \to H^0(X, \Omega^1_{X/T}).\]

A basic property of this construction is that it respects composition (the proof is a standard computation and, therefore, omitted).

**Lemma 4.1** Let \(\phi: X \to Y\) and \(\psi: Y \to Z\) be morphisms of \(T\)-schemes. Then \((\psi \circ \phi)^* = \phi^* \circ \psi^*\). That is, the following diagram commutes:

\[\begin{array}{ccc}
H^0(Z, \Omega^1_{Z/T}) & \xrightarrow{(\psi \circ \phi)^*} & H^0(X, \Omega^1_{X/T}) \\
\downarrow{\psi^*} & & \downarrow{\phi^*} \\
H^0(Y, \Omega^1_{Y/T}) & & \\
\end{array}\]

**Remark 4.2** Lemma 4.1 will be used very frequently, so, it will not be cited at each application.

Given \(T\)-schemes \(X\) and \(Y\) and a differential \(\omega \in H^0(Y, \Omega^1_{Y/T})\), we say that a morphism of \(T\)-schemes \(\phi: X \to Y\) is \(\omega\)-integral if \(\phi^*(\omega) = 0\).

Let us consider points \(x \in X, y = \phi(x) \in Y\) and \(t \in T\) be the image of \(x\) (and \(y\)) in \(T\). The map \(\phi^x: \mathcal{O}_{Y,y} \to \mathcal{O}_{X,x}\) makes \(\mathcal{O}_{X,x}\) into an \(\mathcal{O}_{Y,y}\)-algebra, and both are \(\mathcal{O}_{T,t}\)-algebras. Thus, we have natural maps \(\Omega^1_{\mathcal{O}_{Y,y}/\mathcal{O}_{T,t}} \to \Omega^1_{\mathcal{O}_{Y,y}/\mathcal{O}_{T,t} \otimes \mathcal{O}_{Y,y} \mathcal{O}_{X,x}}\) and \(\Omega^1_{\mathcal{O}_{Y,y}/\mathcal{O}_{T,t} \otimes \mathcal{O}_{Y,y} \mathcal{O}_{X,x}} \to \Omega^1_{\mathcal{O}_{X,x}/\mathcal{O}_{T,t}}\) induced by \(\phi^x\). Using these morphisms, we define the map

\[\phi^x: \Omega^1_{\mathcal{O}_{Y,y}/\mathcal{O}_{T,t}} \to \Omega^1_{\mathcal{O}_{X,x}/\mathcal{O}_{T,t}}\]

as the composition

\[\Omega^1_{\mathcal{O}_{Y,y}/\mathcal{O}_{T,t}} \to \Omega^1_{\mathcal{O}_{Y,y}/\mathcal{O}_{T,t} \otimes \mathcal{O}_{Y,y} \mathcal{O}_{X,x}} \to \Omega^1_{\mathcal{O}_{X,x}/\mathcal{O}_{T,t}}.\]

The following lemma is a straightforward verification. A more general result (stated over \(\mathbb{C}\)) can be found in [25] Sect. 3.2.
Lemma 4.3 With the previous notation, the following diagram commutes
\[
\begin{array}{ccc}
H^0(Y, \Omega^1_{Y/T}) & \xrightarrow{\phi^*} & H^0(X, \Omega^1_{X/T}) \\
\downarrow & & \downarrow \\
\Omega^1_{\partial Y, \partial T} & \xrightarrow{\phi^*} & \Omega^1_{\partial X, \partial T}
\end{array}
\]
where the vertical arrows are localization maps.

4.2 Overdetermined $\omega$-integrality

Recall that $k$ is an algebraically closed field. Given a smooth surface $S$ over $k$ and two regular differentials $\omega_1, \omega_2$ on $S$, in general, one expects that there is no curve $C$ over $k$ with a non-constant morphism $C \to S$ which is $\omega_i$-integral for both $i = 1, 2$. In classical terms, the map $C \to S$ would determine a solution to an overdetermined system of differential equations, which is not a likely event. Our goal in this section is to bound the order of infinitesimal solutions to such an overdetermined system.

Let $\omega_0 \in H^0(S, \Omega^1_{S/k})$ be such that $\omega_1 \wedge \omega_2 \in H^0(S, \Omega^2_{S/k})$ is not the zero section. Let $D = \text{div}_S(\omega_1 \wedge \omega_2)$ and let us write $D = a_1 C_1 + \cdots + a_\ell C_\ell$ where $a_j$ are positive integers and $C_j$ are irreducible curves for each $j$ (possibly, $\ell = 0$ if $D = 0$). For each $j$, let $\nu_j: \widetilde{C}_j \to S$ be the normalization map of $C_j$ composed with the inclusion $C_j \to S$.

Let $m \geq 0$ be an integer such that there is a closed immersion $\phi: V^k_m \to S$ supported at $x$ (i.e. with $\phi(\zeta) = x$) which is $\omega_i$-integral for both $i = 1$ and $i = 2$. Then for every $\omega_0 \in H^0(S, \Omega^1_{S/k})$ of the form $\omega_0 = c_1 \omega_1 + c_2 \omega_2$ with $c_1, c_2 \in k$, we have
\[
m \leq \sum_{j=1}^\ell \sum_{y \in \nu_j^{-1}(x)} \left( \text{ord}_y(\nu_j^*(\omega_0)) + 1 \right). \tag{4.1}
\]

Remark 4.5 If $x$ is not in the support of $D$, then the sum in (4.1) is empty and it gives the upper bound $m \leq 0$, that is, $m = 0$. This case is simpler and it is proved separately in Corollary 4.11.

Remark 4.6 If $\nu_j^*(\omega_0) = 0$, then $\text{ord}_y(\nu_j^*(\omega_0)) = +\infty$ and the upper bound for $m$ is useless. Thus, when we apply Theorem 4.4 it is crucial to make sure that the maps $\nu_j$ are not $\omega_0$-integral.

Remark 4.7 The bound (4.1) is optimal in some non-trivial cases. For instance, assume that $k$ has characteristic different from 2 and 3. We take $S = \mathbb{A}^2_k = \text{Spec } k[s_1, s_2]$, $x = (0, 0)$, $\omega_1 = ds_1 + s_1^2 ds_2$, and $\omega_2 = ds_1 + s_2^2 ds_2$. Thus, $\omega_1 \wedge \omega_2 =$
Let $C_1$ and $C_2$ be defined by $s_1 - s_2 = 0$ and $s_1 + s_2 = 0$ respectively, so that $D = C_1 + C_2$. Let $m = 2$ and let $\phi: V^k_2 \to A^2_k$ be the map induced by the $k$-algebra morphism $k[s_1, s_2] \to E^k_2 = k[z]/(z^3)$, $s_1 \mapsto 0$, $s_2 \mapsto z \mod z^3$. The map $\phi$ is a closed immersion supported at $x$ which is $\omega_i$-integral for $i = 1, 2$, as $\Omega^1_{E^{2}/k} = (k[z]/(z^3, 3z^2))dz = (k[z]/(z^2))dz$. For $\omega_0 = \omega_1, \omega_2$, (4.1) becomes $m \leq 1 \cdot (0 + 1) + 1 \cdot (0 + 1) = 2$.

The rest of this section is devoted to the proof of Theorem 4.4, and we keep the same notation and assumptions as in the statement.

### 4.3 Local expressions

First we study the map $\phi^\#_\zeta : \mathcal{O}_{S,x} \to E^k_m$ induced on local rings.

**Lemma 4.8 (Generators for $\ker(\phi^\#_\zeta)$)** There are local parameters $s_1, s_2 \in m_{S,x}$ at $x$ such that $\phi^\#_\zeta(s_1) = z \mod z^{m+1}$ and $\phi^\#_\zeta(s_2) = 0$. Furthermore, $\ker(\phi^\#_\zeta) = (s_1^{m+1}, s_2)$.

**Proof** As $\phi$ is a closed immersion, $\phi^\#_\zeta : \mathcal{O}_{S,x} \to E^k_m$ is surjective and we can take $s_1 \in m_{S,x}$ with $\phi^\#_\zeta(s_1) = z \mod z^{m+1}$. In fact, $s_1 \in m_{S,x} \setminus m_{S,x}^2$ because $\phi^\#_\zeta$ is a local map.

Let $s \in m_{S,x}$ with $m_{S,x} = (s_1, s)$, which is possible because $S$ is smooth. One can write $\phi^\#_\zeta(s) = c_1 z + \cdots + c_m + 1 z^{m+1} \mod z^{m+1}$ for certain $c_j \in k$, and we define $s_2 = s - (c_1 s_1 + \cdots + c_{m+1} s_1^{m+1})$. Note that $m_{S,x} = (s_1, s) = (s_1, s_2)$ and $\phi^\#_\zeta(s_2) = 0$.

Clearly $(s_1^{m+1}, s_2) \subseteq \ker(\phi^\#_\zeta)$. Equality holds because $\dim_k \mathcal{O}_{S,x}/(s_1^{m+1}, s_2) = m + 1$ and $\dim_k \mathcal{O}_{S,x}/\ker(\phi^\#_\zeta) = \dim_k E^k_m = m + 1$, due to smoothness of $S$. \hfill $\square$

From now on we fix a choice of $s_1, s_2$ as in Lemma 4.8. With this choice we obtain $\hat{\mathcal{O}}_{S,x} = k[[s_1, s_2]]$.

**Lemma 4.9 (Local expression for differentials)** Let $\omega \in H^0(S, \Omega^1_{S/k})$ be such that the map $\phi: V^k_m \to S$ is $\omega$-integral. Then there are $G_1, G_2, G_3 \in \mathcal{O}_{S,x}$ such that the germ of $\omega$ at $x$ is

$$\omega_x = (G_1 s_1^m + G_2 s_2) ds_1 + G_3 ds_2 \in \Omega^1_{\mathcal{O}_{S,x}/k}.$$

**Proof** Since $\phi^*(\omega) = 0$, Lemma 4.3 gives $\phi^*(\omega_x) = 0$. Hence,

$$\omega_x \otimes 1_{E^k_m} \in \ker(\Omega^1_{\mathcal{O}_{S,x}/k} \otimes E^k_m \to \Omega^1_{E^k_m/k}).$$

Let $I = \ker(\phi^\#_\zeta) \subseteq \mathcal{O}_{S,x}$. As $\phi$ is a closed immersion, we have the exact sequence

$$I/I^2 \to \Omega^1_{\mathcal{O}_{S,x}/k} \otimes E^k_m \to \Omega^1_{E^k_m/k} \to 0$$

and it follows that $\omega_x \otimes 1_{E^k_m}$ is in the image of the first map. This means that there is $f \in I$ such that $(df - \omega_x) \otimes 1_{E^k_m} = 0$. Thus, there are $g_1, g_2 \in I$ with $df - \omega_x = \ldots$
$g_1 ds_1 + g_2 ds_2$. By Lemma 4.8 we have $I = (s_i^{m+1}, s_2)$. Since $f, g_1, g_2 \in I$, the result follows by a direct computation.

Let us define $F \in \mathcal{O}_{S,x}$ by the formula $\omega_{1,x} \wedge \omega_{2,x} = F \cdot ds_1 \wedge ds_2 \in \Omega^2_{\mathcal{O}_{S,x}/k}$. Thus, $F$ is a local equation for $D$ at $x$.

**Lemma 4.10** (Local expression for $D$) We have $F \in (s_1^m, s_2) \subseteq \mathcal{O}_{S,x}$.

**Proof** This follows by applying Lemma 4.9 to $\omega_1$ and $\omega_2$, and then expanding $\omega_{1,x} \wedge \omega_{2,x}$.

**Corollary 4.11** (The case $x \notin D$) If $x$ is not in the support of $D$, then $m = 0$.

**Proof** In this case $F$ is a unit in $\mathcal{O}_{S,x}$. By Lemma 4.10, this can only happen for $m = 0$. □

### 4.4 Bound on a single branch

For each pair $(j, y)$ with $y \in v_j^{-1}(x)$ (if any) let $p_{j,y} \subseteq \mathcal{O}_{S,x} = k[[s_1, s_2]]$ be the branch of $C_j$ at $x$ associated to $y$ by Lemma 3.8. Thus, there is a factorization

$$F = U \cdot \prod_{j=1}^{\ell} \prod_{y \in v_j^{-1}(x)} F_{j,y}^a$$

where $U \in k[[s_1, s_2]]^\times$ and $F_{j,y} \in k[[s_1, s_2]]$ is irreducible with $p_{j,y} = (F_{j,y})$ for each pair $(j, y)$ as above. Here we recall that $D = \sum_{j=1}^{\ell} a_j C_j$.

Let $\pi : k[[s_1, s_2]] \to k[[s_1]]$ be the quotient by $(s_2)$.

**Lemma 4.12** (Individual bound) Let $\omega \in H^0(S, \Omega^1_{S/k})$ be such that $\phi : V^k_m \to S$ is $\omega$-integral. Take $j$ with $1 \leq j \leq \ell$ and fix a choice of $y \in v_j^{-1}(x)$, if any. Then we have

$$\text{ord}_y(v^*_j(\omega)) \geq \min\{m, \text{ord}_t(\pi(F_{j,y})) - 1\}.$$  

**Proof** Let $t \in m_C^{-1}$ be a local parameter. Thus, $\mathcal{O}_{C,j,y} = k[[t]]$. The morphism $v_j : C \to S$ induces the map $v^*_j : \mathcal{O}_{S,x} \to \mathcal{O}_{C,j,y}$ and the map on completions $\hat{v}^*_j : k[[s_1, s_2]] \to k[[t]]$.

For $i = 1, 2$ let $h_i = v^*_j(G_i) \in m_C^{-1} \subseteq t \cdot k[[t]]$. Lemma 4.9 gives $\omega_x = (G_1 s_1^m + G_2 s_2)ds_1 + G_3 ds_2$ for some $G_1, G_2, G_3 \in \mathcal{O}_{S,x}$. By Lemma 4.3 we get

$$(v^*_j(\omega))_y = v^*_j(\omega_x) = \left(v^*_j(G_1)h_1^m + v^*_j(G_2)h_2\right)h_1' dt + v^*_j(G_3)h_2' dt$$

where $h' \in \mathcal{O}_{C,j,y}$ are defined by the relation $dh_i = h_i' dt$ in $\Omega^1_{\mathcal{O}_{C,j,y}/k}$ (as $dt$ generates). It follows that

$$\text{ord}_y(v^*_j(\omega)) = \text{ord}_t \left(v^*_j(G_1)h_1^m + v^*_j(G_2)h_2 h_1' + v^*_j(G_3)h_2'\right). \quad (4.2)$$
Note that \( F_{j,y}(h_1, h_2) = \hat{\nu}^\#_{j,y}(F_{j,y}) = 0 \) in \( k[[t]] \), since \( (F_{j,y}) \subseteq k[[s_1, s_2]] \) is the branch of \( C_j \) corresponding to \( y \). As \( F_{j,y} \in k[[s_1, s_2]] \) is irreducible, Lemma 3.10 gives

\[
\text{ord}_t(h_2) \geq \text{ord}_{s_1}(\pi(F_{j,y})).
\]

(4.3)

The relation \( dh_i = h'_i dt \) in \( \Omega^1_{\hat{C}_{j,y}/k} \) shows that in \( \hat{\nu}_{C_{j,y}} = k[[t]] \), the power series \( h'_i \) is the formal derivative of \( h_i \). Hence, for \( i = 1, 2 \) we have

\[
\text{ord}_t(h'_i) \geq \text{ord}_t(h_i) - 1.
\]

(4.4)

Using (4.2), (4.3), and (4.4) we finally deduce

\[
\text{ord}_y(v_j^*(\omega)) \geq \min \left\{ \text{ord}_t \left( \nu_{j,y}^\#(G_1) h''_1 h'_1 \right), \text{ord}_t \left( \nu_{j,y}^\#(G_2) h_2 h'_1 + \nu_{j,y}^\#(G_3) h'_2 \right) \right\}
\]

\[
\geq \min \left\{ (m + 1)\text{ord}_t(h_1) - 1, \text{ord}_t(h_2) - 1 \right\}
\]

\[
\geq \min \left\{ m, \text{ord}_{s_1}(\pi(F_{j,y})) - 1 \right\}.
\]

\( \square \)

4.5 Proof of the overdetermined bound

We keep the notation introduced in this section and the assumptions from the statement of Theorem 4.4.

Proof of Theorem 4.4 By Corollary 4.11, it is enough to assume that \( x \) is in the support of \( D \). Let

\[
\mathcal{S} = \sum_{j=1}^{\ell} \sum_{y \in \nu_{j,y}^{-1}(x)} a_j \cdot \left( \text{ord}_y(v_j^*(\omega_0)) + 1 \right).
\]

Since \( \phi \) is \( \omega_i \)-integral for \( i = 1, 2 \), it is also \( \omega_0 \)-integral. By Lemma 4.12 we have

\[
\mathcal{S} \geq \sum_{j=1}^{\ell} \sum_{y \in \nu_{j,y}^{-1}(x)} a_j \cdot \min \left\{ m + 1, \text{ord}_{s_1}(\pi(F_{j,y})) \right\}
\]

Since \( x \) is in the support of \( D \), the sum is non-empty. If there is at least one \((j, y)\) with \( 1 \leq j \leq \ell, y \in \nu_{j,y}^{-1}(x) \) and \( \text{ord}_{s_1}(\pi(F_{j,y})) \geq m + 1 \), then we get \( \mathcal{S} \geq m + 1 \geq m \).

So we can assume that for each \( j \) and each \( y \in \nu_{j,y}^{-1}(x) \) we have \( \text{ord}_{s_1}(\pi(F_{j,y})) \leq m \). In this case

\[
\mathcal{S} \geq \sum_{j=1}^{\ell} \sum_{y \in \nu_{j,y}^{-1}(x)} a_j \cdot \text{ord}_{s_1}(\pi(F_{j,y})) = \text{ord}_{s_1}(\pi(F)).
\]

By Lemma 4.10 we have \( F \in (s_1^m, s_2) \), which finally gives \( \text{ord}_{s_1}(\pi(F)) \geq m \).  \( \square \)
5 Differentials on abelian varieties

We recall that $k$ is an algebraically closed field. Several results in this section will be stated only for positive characteristic as we just need them in this case and the counterpart for characteristic 0 is either easier or well-known.

Let $A$ be an abelian variety over $k$ of dimension $n \geq 1$. The neutral point of $A$ is denoted by $e$. For a point $x \in A(k)$, the map of translation by $x$ is denoted by $\tau_x$. If $Z_1$ and $Z_2$ are algebraic cycles of dimensions $r_1$ and $r_2$, the intersection $Z_1 \cdot Z_2$ is an algebraic cycle of dimension $2n - r_1 - r_2$ defined up to algebraic equivalence. For 0-cycles we have a $\mathbb{Z}$-valued degree map denoted by $\deg$.

Lemma 5.1 Let $D$ be a non-zero effective divisor on $A$. If $\text{supp}(D)$ contains no translate of positive dimensional abelian subvarieties of $A$, then $D$ is ample.

Proof Define $H(D) = \{x \in A(k) : \tau_x^*D = D\}$ where $\tau_x^*D = D$ is an equality of divisors, not just up to equivalence. Then $H(D)$ is the set of $k$-points of a Zariski-closed subgroup of $A$ which we also denote by $H(D)$. Taking any $x_0 \in \text{supp}(D)$ we get $H(D) + x_0 \subseteq \text{supp}(D)$. Our assumption on $\text{supp}(D)$ implies that $H(D)$ is zero dimensional, hence, finite. By Application 1 in p.60 of [50] we get that $D$ is ample. □

5.1 Degrees

Let $D$ be a divisor on $A$. It induces a morphism $\phi_D : A \to A^\vee$ by the rule $\phi_D(x) = [\tau_x(D) - D]$. We have

$$\deg(\phi_D) = \left(\frac{\deg(D^n)}{n!}\right)^2.$$ 

See [50] p.150. If $D$ is ample, then $\phi_D$ is an isogeny.

Given $\psi \in \text{End}(A)$ and a prime $\ell$ different from the characteristic of $k$, we consider the polynomial $P_\psi(t) = \det(t \cdot \text{Id}_A - \psi|T_\ell(A))$ where $T_\ell(A)$ is the $\ell$-adic Tate module of $A$. The polynomial $P_\psi(t)$ is in $\mathbb{Z}[t]$, it is monic, independent of $\ell$, and it has degree $2n$. For $r \in \mathbb{Z}$ one has $P_\psi(r) = \deg([r]_A - \psi)$ where $[r]_A \in \text{End}(A)$ is the map of multiplication by $r$. Thus, $P_\psi(0) = \deg(\psi)$. See [50] p.180.

We define $\text{tr}(\psi) = \text{tr}(\psi|T_\ell A)$, which is the negative of the coefficient of $t^{2n-1}$ in $P_\psi(t)$.

Let $S$ be the addition map from the group of 0-cycles on $A$ to $A(k)$. For a 1-cycle $Z$ and a divisor $D$ we define $\alpha_A(Z, D) \in \text{End}(A)$ by $\alpha_A(Z, D)(x) = S(Z.(\tau_x(D) - D))$, see [46, 48]. By [46] p.8,

$$\text{tr}(\alpha_A(Z, D)) = 2 \cdot \deg(Z.D). \quad (5.1)$$

For a variety $X$ and an irreducible curve $C \subseteq X$ we let $\nu_{C/X} : \tilde{C} \to X$ be the composition of the normalization map $\tilde{C} \to C$ and the inclusion $C \to X$. 
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Let $C \subseteq A$ an irreducible curve. Fix a point $x \in \widetilde{C}$ and consider the associated Jacobian embedding $j_x : \widetilde{C} \to J_{\widetilde{C}}$. By functoriality, we get maps $\nu_{C/A,*} : J_{\widetilde{C}} \to A$ and $\nu_{C/A}^* : A^\vee \to J_{\widetilde{C}}$ where $\nu_{C/A} = \nu_{C/A,*} \circ j_x$. Given a divisor $D$ on $A$, from [46] Lemma 3 we get

$$\alpha_A(C, D) = \nu_{C/A,*} \circ \nu_{C/A}^* \circ \phi_D. \quad (5.2)$$

The following result follows from Lemma 3.6 in [16].

**Lemma 5.2** Let $C$ be an irreducible curve with $\langle C \rangle = A$ and let $D$ be an ample divisor on $A$. There is a monic polynomial $Q_{C,D}(t) \in \mathbb{Z}[t]$ of degree $n$ such that $P_{\alpha(A,C,D)}(t) = Q_{C,D}(t)^2$. The roots of $Q_{C,D}(t)$ are all real and positive.

If $Z$ is an $r$-cycle on $A$, the degree of $Z$ relative to a divisor $H$ is the intersection number $\deg_H(Z) = \deg(H^r.Z)$. If $X \subseteq A$ is a smooth subvariety of dimension $d \geq 1$, the canonical degree of $X$ relative to $H$ is $c\deg_H(X) = \deg(H^{d-1}.K_X)$, where $K_X$ is a canonical divisor on $X$ considered as an algebraic cycle in $A$. For instance, if $B$ is an abelian subvariety of $A$, then $c\deg_H(B) = 0$.

**Lemma 5.3** (Degrees for surfaces in abelian 3-folds) Let $X$ be a smooth projective surface contained in an abelian threefold $A$. Then $X|_X$ defines a canonical divisor on $X$ and

$$\deg_X(X) = c\deg_X(X) = \deg(X^3)_A = c^2_1(X).$$

**Proof** As $A$ has trivial canonical sheaf, $X|_X$ gives a canonical divisor on $X$ by the adjunction formula ([31] Proposition II.8.20). Thus, $\deg(X^3)_A = \deg(X.K_X)_A = \deg(K_X.K_X)_X = c^2_1(X).$ \hfill $\square$

### 5.2 Restriction of 1-forms

We assume that $k$ has positive characteristic $p$.

**Lemma 5.4** (Injectivity for curves) Let $H$ be an ample divisor on $A$. Let $C$ be an irreducible curve in $A$ with $\langle C \rangle = A$. Suppose that

$$p > \frac{n!}{n^n} \cdot \frac{\deg_H(C)^n}{\deg(H^n)}. \quad (5.2)$$

Then the map $\nu_{C/A}^* : H^0(A, \Omega^1_{A/k}) \to H^0(\widetilde{C}, \Omega^1_{\widetilde{C}/k})$ is injective.

**Proof** Fix a point $x \in \widetilde{C}$ and consider the associated embedding $j : \widetilde{C} \to J = J_{\widetilde{C}}$. We have an isomorphism $j^* : H^0(J, \Omega^1_{J/k}) \to H^0(\widetilde{C}, \Omega^1_{\widetilde{C}/k})$ which is canonical in the sense that it does not depend on the choice of $x$ (because the regular differentials on $J$ are translation invariant).

Let $\alpha = \alpha_A(C, H)$ and $\beta = \nu_{C/A,*} \circ \nu_{C/A}^* : A^\vee \to A$. Thus, $\alpha = \beta \circ \phi_H$ by (5.2).
Since $H$ is ample, Lemma 5.2 gives $P_{\alpha}(t) = Q(t)^2$ for a monic polynomial $Q(t) \in \mathbb{Z}[t]$ of degree $n$, whose roots $\gamma_1, \ldots, \gamma_n$ (counting multiplicity) are real and positive. Hence $\deg(\alpha) = P_{\alpha}(0) = Q(0)^2 = (\gamma_1 \cdots \gamma_n)^2 > 0$. It follows that $\alpha : A \to A$ is an isogeny, and so is $\beta : A^\vee \to A$. Furthermore, $\deg(\phi_H) = \deg(H^n)/n!^2$ so we get
\[
\deg(\beta) = \frac{\deg(\alpha)}{\deg(\phi_H)} = \left( \frac{n!Q(0)}{\deg(H^n)} \right)^2.
\]
This integer is the square of a rational number, so $M = n!|Q(0)|/\deg(H^n)$ is a positive integer. By the arithmetic-geometric mean inequality we have
\[
M = \frac{n!}{\deg(H^n)} \gamma_1 \cdots \gamma_n \leq \frac{n!}{\deg(H^n)} \left( \frac{\gamma_1 + \cdots + \gamma_n}{n} \right)^n = \frac{n!}{\deg(H^n)} \left( \frac{\deg(C,H)}{n} \right)^n
\]
where the last equality uses $\text{tr}(\alpha) = -2(\gamma_1 + \cdots + \gamma_n)$ and (5.1). Therefore, $p > M$.

Since $M$ is a positive integer and $\deg(\beta) = M^2$, we conclude that $p$ does not divide $\deg(\beta)$. So, $\beta$ is a separable isogeny, giving that $\beta^* : H^0(A, \Omega^1_{A/k}) \to H^0(A^\vee, \Omega^1_{A^\vee/k})$ is an isomorphism. As $\beta = \nu_{C/A,*} \circ \nu_{C/A}^*$, we get that $(\nu_{C/A,*})^* : H^0(A, \Omega^1_{A/k}) \to H^0(J, \Omega^1_{J/k})$ is injective. Since $\nu_{C/A} = \nu_{C/A,*} \circ j$ and $j^*$ is an isomorphism, we conclude that $\nu_{C/A}^*$ is injective. \hfill \Box

We remark that if $n = 3$ and $C$ is smooth, then the condition on $p$ can be dropped by a result of Nakai [52]. However, this is not enough for us because we will consider possibly singular curves.

Lemma 5.5 (Semi-injectivity on canonical divisors) Let $X$ be a smooth surface contained in $A$. Let $D$ be an effective canonical divisor of $X$ and let $C \subseteq X$ be an irreducible curve contained in the support of $D$. Consider the map $\nu_{C/A}^* : H^0(A, \Omega^1_{A/k}) \to H^0(\tilde{C}, \Omega^1_{\tilde{C}/k})$. We have the following:

(i) If $n = 3$, $X$ is an ample divisor on $A$ containing no elliptic curves, and
\[
p > c_2^2(X)^2,
\]
then $\dim \ker(\nu_{C/A}^*) \leq 1$.

(ii) If $A$ is simple and there is an ample divisor $H$ on $A$ satisfying
\[
p > \frac{n!}{n^n} \cdot \frac{c\deg_H(X)^n}{\deg(H^n)},
\]
then $\nu_{C/A}^*$ is injective.

Proof Let us begin with a simple observation that will allow us to separate the proof in two cases (a) and (b), which a priori are not the same as (i) and (ii).

If the hypothesis in (i) holds we consider the ample divisor $H = X$ and note that Lemma 5.3 gives
\[
\deg_H(X) = \deg(X^3)_A = c\deg_H(X) = c_2^2(X).
\]
Thus, condition (5.4) from case (ii) simplifies to \( p > 2c_1^2(X)^2/9 \) (note that \( n = 3 \)), which is implied by (5.3).

Let \( B = \langle C \rangle \). If (ii) holds then \( B = A \), while if (i) holds then \( B = A \) or \( \dim B = 2 \) since \( C \) is not an elliptic curve. Thus, there are two cases to consider:

(a) We have \( A = B \) and either (i) or (ii) holds;
(b) We have \( \dim B = 2 \) and (i) holds.

In case (a), (5.3) and (5.4) directly allow us to apply Lemma 5.4 to get injectivity of \( \nu^\bullet_{C/A} \).

In case (b) we note that \( D \) is ample since it is linearly equivalent to \( X|_X \) on \( X \) (by Lemma 5.3) and \( X \) is ample in \( A \). In particular, \( D \) is numerically effective and non-zero, so Lemma 3.6 applies.

The curve \( C \) is an ample divisor on the abelian surface \( B \) because \( \langle C \rangle = B \). Hence, the adjunction formula for \( C \) in \( B \)

\[
\frac{2!}{2^2} \frac{\deg_C(C)^2}{\deg(C.C)} = \frac{\deg(C.C)_B}{2} = g_a(C) - 1 \leq c_1^2(X)
\]

where the last bound is due to Lemma 3.6. Thus, by (5.3) Lemma 5.4 gives that \( \nu^\bullet_{C/B} : H^0(B, \Omega^1_{B/k}) \to H^0(\tilde{C}, \Omega^1_{\tilde{C}/k}) \) is injective. Let \( i_{B/A} : B \to A \) be the inclusion of \( B \) in \( A \). Since \( B \) is (up to translation) an abelian subvariety of \( A \), the map \( i_{B/A} : H^0(A, \Omega^1_{A/k}) \to H^0(B, \Omega^1_{B/k}) \) is surjective, hence, its kernel has dimension 1. This proves \( \dim_k \ker(\nu^\bullet_{C/A}) = 1 \) in case (b).

We also need an injectivity result for surfaces.

**Lemma 5.6 (Injectivity for surfaces)** Let \( X \) be a smooth surface contained in \( A \). Let \( \iota : X \to A \) be the inclusion. Assume that either of the following conditions holds:

(i) We have \( n = 3 \) and \( \langle X \rangle = A \);
(ii) The abelian variety \( A \) is simple and there is an ample divisor \( H \) on \( A \) such that \( p > \frac{3^n \cdot n!}{n^n} \cdot \frac{\deg_H(X)^n}{\deg(H^n)} \).

Then the map \( \iota^\bullet : H^0(A, \Omega^1_{A/k}) \to H^0(X, \Omega^1_{X/k}) \) is injective.

**Proof** If (i) holds, the desired injectivity follows from [53] Theorem 5(I), since the latter result covers the case of generating hypersurfaces in abelian varieties.

Let us assume (ii). By [50] p.163, \( 3H \) is a very ample divisor on \( A \). By Bertini’s theorem ([31] II.8.18 and III.7.9.1) we can choose a divisor \( D \sim 3H \) on \( A \) such that \( C = D.X \) is a smooth irreducible curve. Let \( \nu : C \to A \) be the inclusion; this is the same as \( \nu_{C/A} \) because \( C = \tilde{C} \). Since \( \nu \) factors through \( \iota : X \to A \), it suffices to show that \( \nu^\bullet : H^0(A, \Omega^1_{A/k}) \to H^0(C, \Omega^1_{C/k}) \) is injective.

As \( A \) is simple, \( \langle C \rangle = A \). We note that \( \deg_H(C) = \deg(H.C) = \deg(3H.X.H) = 3 \deg_H(X) \), so the condition on \( p \) given by (ii) allows us to conclude by Lemma 5.4. \( \square \)
5.3 Restriction of 2-forms

We keep the assumption that $k$ has positive characteristic $p$.

**Lemma 5.7** (Non-vanishing of 2-forms on surfaces) Assume $n \geq 3$. Let $X$ be a smooth surface in $A$, let $\iota : X \to A$ be the inclusion, and let $\omega_1, \omega_2 \in H^0(A, \Omega^1_{A/k})$ be differentials satisfying $\omega_1 \wedge \omega_2 \neq 0$ in $H^0(A, \Omega^2_{A/k})$. Assume that either of the following conditions holds:

(i) We have $n = 3$, $X$ is an ample divisor on $A$ containing no elliptic curves, and

\[ p > \frac{(128/9) \cdot c^2_1(X)^2}{c^2_1(X)}; \]

(ii) The abelian variety $A$ is simple and there is an ample divisor $H$ on $A$ satisfying

\[ p > n! \cdot \frac{(3 \deg H(X) + \cdet H(X))^n}{\deg H^n}. \]

Then $\iota^*(\omega_1) \wedge \iota^*(\omega_2) \in H^0(X, \Omega^2_{X/k})$ is not the zero section.

**Proof** Let us write $u_1 = \iota^*(\omega_1)$ and $u_2 = \iota^*(\omega_2)$, which are elements of $H^0(X, \Omega^1_{X/k})$. We note that if (i) holds, then $\langle X \rangle = A$ since $X$ is ample. Thus, in cases (i) and (ii) we see that $u_1$ and $u_2$ are linearly independent over $k$, by Lemma 5.6.

For the sake of contradiction, suppose that

\[ u_1 \wedge u_2 = 0 \text{ in } H^0(X, \Omega^2_{X/k}). \]

Then, there is a rational function $f \in k(X)$ such that $u_1 = f \cdot u_2$ and we have that $f$ is non-constant because $u_1, u_2 \in H^0(X, \Omega^1_{X/k})$ are linearly independent over $k$.

Let $C$ be an irreducible curve in the support of the divisor of zeros of $f$, which is non-trivial because $f$ is non-constant. As $C$ is in the zero locus of $f$ and $u_1 = f \cdot u_2$, we get that $C$ is contained in the zero locus of $u_1$, and in particular

\[ _C^\ast \nu_{C/A}(\omega_1) = _C^\ast \nu_{C/X}(u_1) = 0. \]

As the proof of the theorem is somewhat long and technical, let us give here a brief outline before going into the details. We will define the abelian subvariety $B \leq A$ generated by $C$ and since $C$ is not an elliptic curve we will have that $\dim B \geq 2$. We will distinguish two cases: (a) if $A = B$ under the assumptions of (i) or (ii); and (b) if $\dim B = 2$ under the assumptions of (i). In case (a) we will use Lemma 5.4 to show that the map $\nu^\ast_{C/A} : H^0(A, \Omega^1_{A/k}) \to H^0(\tilde{C}, \Omega^1_{\tilde{C}/k})$ is injective, in contradiction with (5.8). On the other hand, case (b) is more delicate and it will take most of the argument. Here we will first improve (5.8) by showing that $\ker(\nu^\ast_{B/A})$ is in fact generated by $\omega_1$. Then we will consider the quotient elliptic curve $E = A/B$ and use a local computation (which is perhaps the most technical part of the argument) to show that, actually, $\omega_2 \in \ker(\nu^\ast_{C/A})$, obtaining the desired contradiction because $\omega_1$ and $\omega_2$ are linearly independent over $k$.

Let us now come back to the proof.
If (i) holds, we make the notation more uniform by choosing $H = X$ on $A$. Lemma 5.3 yields
\[ \deg_H(X) = \deg(X^3)_{\mathcal{A}} = c\deg_H(X) = c^2_1(X) \] (5.9)
and since $n = 3$ when (i) holds, we see that in this case the conditions (5.5) and (5.6) are the same.

Let us construct an auxiliary curve $D$. Since $H$ is ample, $3H$ is very ample ([50] p.163) and by Bertini ([31] Theorem II.8.18) there is a smooth irreducible curve $D \subseteq X$ linearly equivalent to $3H|_{X}$ as divisors in $X$. Given a non-zero reduced effective divisor $Z$ in $X$ which contains $C$ (possibly $Z = C$) we can require that $D$ meets $Z$ transversely at smooth points of $Z$ and that $D$ does not pass through points in the intersection of $C$ with the divisor of poles of $f$. We remark that the intersection $D.C$ is non-empty because $H$ is ample. A precise choice of $Z$ will be made later, but this free parameter will not affect the computations below.

By the adjunction formula we have
\[ 2g_g(D) - 2 = \deg((D + K_X).D)_X \]
\[ = \deg(3H.(D + K_X))_{\mathcal{A}} = 9\deg_H(X) + 3c\deg_H(X). \] (5.10)

We point out that if (i) holds, then (5.9) shows that this expression simplifies to
\[ 2g_g(D) - 2 = 12c^2_1(X). \] (5.11)

We claim that $\langle D \rangle = \mathcal{A}$. This holds in case (ii) because $A$ is simple. In case (i) note that $\langle D \rangle$ is not an elliptic curve since $D \subseteq X$, so, if $\langle D \rangle \neq \mathcal{A}$, then $\langle D \rangle$ is an abelian surface. The latter would imply that $\langle D \rangle.D = 0$ in $A$ since we can translate the abelian surface $\langle D \rangle$ so that it does not meet $D \subseteq \langle D \rangle$. But it is not possible that $\langle D \rangle.D = 0$ because in case (i) we have $D = 3H.X = 3X.X$ where $X$ is ample. Thus, $\langle D \rangle = \mathcal{A}$ in case (i) and (ii).

We note that by (5.5) if (i) holds, and by (5.6) if (ii) holds, we have
\[ \frac{n! \cdot \deg_H(D)^n}{n^n} = \frac{n! \cdot \deg(H^{n-2}.3H.X)^n}{\deg(H^n)} = \frac{n! \cdot 3^n \deg_H(X)^n}{\deg(H^n)} < p. \]

In view of this bound and the fact that $\langle D \rangle = \mathcal{A}$, Lemma 5.4 gives injectivity of the map
\[ v^*_{D/\mathcal{A}}: H^0(\mathcal{A}, \Omega^1_{\mathcal{A}/k}) \rightarrow H^0(D, \Omega^1_{D/k}). \] (5.12)

Since the map $v^*_{D/\mathcal{A}}$ from (5.12) is injective, we see that $0 \neq v^*_{D/\mathcal{A}}(\omega_1) = v^*_{D/X}(u_1)$. Since $C$ is contained in the zero locus of $u_1$, we see that $v^*_{D/X}(u_1)$ vanishes at each point of $D \cap C \subseteq D$. As this intersection is transverse and $v^*_{D/X}(u_1) \neq 0$, from (5.10) we deduce
\[ \deg((D.C)_X) = \#D \cap C \leq \deg_D(v^*_{D/X}(u_1)) \]
\[ = 2g_g(D) - 2 = 9\deg_H(X) + 3c\deg_H(X). \] (5.13)
Note that if (i) holds, then (5.11) gives
\[ \deg((D.C)_X) \leq 12c_1^2(X). \] (5.14)

Let \( B = (C) \). As in the proof of Lemma 5.5, we note that if (ii) holds then \( B = A \), while if (i) holds then \( B = A \) or \( \dim B = 2 \) since \( C \) is not an elliptic curve. This leaves two cases:

(a) We have \( A = B \) and either (i) or (ii) holds;
(b) We have \( \dim B = 2 \) and (i) holds.

First we consider case (a), and let us recall that if (i) holds then we are choosing \( H = X \). Since \((D.C)_X = (3H.C)_A\), the bound (5.13) implies
\[ \deg_H(C) = (H.C)_A \leq 3 \deg_H(X) \cdot \deg_H(X). \]

By (5.5) and (5.6), it follows that
\[ \frac{n!}{n^n} \cdot \deg_H(C)^n \leq \frac{n!}{n^n} \cdot (3 \deg_H(X) \cdot \deg_H(X))^n < p. \]

Since \( A = B \) (we are in case (a)), we can apply Lemma 5.4 to conclude that
\[ v_{C/A}^* : H^0(A, \Omega^1_{A/k}) \to H^0(\tilde{C}, \Omega^1_{\tilde{C}/k}) \]
is injective. This is a contradiction by (5.8). Therefore we cannot have (5.7) in case (a).

Let us now consider case (b). We begin by applying Lemma 5.4 to \( C \) and the abelian surface \( B = (C) \), choosing the ample divisor in \( B \) given by the 1-cycle \( X' = (X.B)_A \). Using (5.14) we find
\[ \deg((X'.C)_B) = \deg((X.C)_A) = \deg((K_X.C)_X) = \frac{1}{3} \deg((D.C)_X) \leq 4c_1^2(X). \]

On the other hand, since \( C \) is a component of the effective 1-cycle \( X' = (X.B)_A \) we get
\[ \deg((X'.C)_B) \geq \deg((X'.C)_B). \]

From (5.5) we deduce
\[ \frac{2!}{2^2} \cdot \frac{\deg_X(C)^2}{\deg((X'.C)_B)} = \frac{1}{2} \cdot \frac{\deg((X'.C)_B)^2}{\deg((X'.C)_B)} \leq \frac{1}{2} \deg((X'.C)_B) \leq 2c_1^2(X) < p. \]

Thus, Lemma 5.4 implies the injectivity of the map
\[ v_{C/B}^* : H^0(B, \Omega^1_{B/k}) \to H^0(\tilde{C}, \Omega^1_{\tilde{C}/k}). \] (5.15)

Let \( i_{B/A} : B \to A \) be the inclusion. This is a closed immersion, hence it induces a surjection on cotangent spaces at each point. By translation with the group structure of \( A \) we see that the map
\[ i_{B/A}^* : H^0(A, \Omega^1_{A/k}) \to H^0(B, \Omega^1_{B/k}) \]
is surjective. Hence, \( \dim \ker (i_{B/A}^\bullet) = 1 \). Moreover, \( \omega_1 \in \ker (v_{C/A}^\bullet) \) by (5.8). This, together with the injectivity of (5.15) implies
\[
\ker \left( i_{B/A}^\bullet : H^0(A, \Omega^{1}_{A/k}) \to H^0(B, \Omega^{1}_{B/k}) \right) = \langle \omega_1 \rangle. \tag{5.16}
\]
Applying again the fact that (5.15) is injective we deduce
\[
\ker \left( v_{C/A}^\bullet : H^0(A, \Omega^{1}_{A/k}) \to H^0(\tilde{C}, \Omega^{1}_{C/k}) \right) = \langle \omega_1 \rangle. \tag{5.17}
\]

Let \( B_0 \) be a translate of \( B \) such that \( 0_A \in B_0 \). Then \( B_0 \) is an abelian subvariety of \( A \). Define the elliptic curve \( E = A/B_0 \) and the quotient map \( \pi : A \to E \). Since \( \ker (\pi) = B_0 \) is smooth over \( k \), the quotient map \( \pi \) is smooth and we deduce that
\[
\pi^\bullet : H^0(E, \Omega^{1}_{E/k}) \to H^0(A, \Omega^{1}_{A/k}) \tag{5.18}
\]
is injective. Let \( \omega_E \in H^0(E, \Omega^{1}_{E/k}) \) be a generator. Since \( \pi |_{B} : B \to E \) is constant, we have
\[
i_{B/A}^\bullet (\pi^\bullet (\omega_E)) = (\pi |_{B})^\bullet (\omega_E) = 0.
\]
From (5.16) we deduce \( \pi^\bullet (\omega_E) \in \ker (i_{B/A}^\bullet) = \langle \omega_1 \rangle \) and by injectivity of \( \pi^\bullet \) (from (5.18)) we get
\[
\im \left( \pi^\bullet : H^0(E, \Omega^{1}_{E/k}) \to H^0(A, \Omega^{1}_{A/k}) \right) = \langle \omega_1 \rangle \subseteq H^0(A, \Omega^{1}_{A/k}).
\]
Thus, replacing \( \omega_E \) by a suitable non-zero multiple we may assume \( \pi^\bullet (\omega_E) = \omega_1 \) and in particular
\[
(\pi |_{X})^\bullet (\omega_E) = i^\bullet (\pi^\bullet (\omega_E)) = i^\bullet (\omega_1) = u_1. \tag{5.19}
\]

We claim that \( v_{C/X}^\bullet : \tilde{C} \to X \) is \( u_2 \)-integral.

Let us choose \( Z \) as the (reduced) support of \( B \cap X \). Note that \( C \subseteq Z \) and that \( Z \) has dimension 1 since \( X \) is not contained in \( B \) (\( X \) is ample in \( A \)). As explained in the construction of \( D \), the intersection \( C \cap D \) is non-empty. Let \( x \in C \cap D \) and recall from the construction of \( D \) that \( x \) is a smooth point of \( Z \) (in particular, of \( C \)) and it is not contained in the pole divisor of \( f \) in \( X \).

Let \( s_1, s_2 \in \mathcal{O}_{X,x} \) be a system of local parameters for \( X \) at \( x \) such that \( s_1 \) is a local equation for \( C \) at \( x \). Then \( f = s_1^a \cdot \theta \) for some \( a \geq 1 \) and \( \theta \in \mathcal{O}_{X,x}^\times \) and in particular, \( u_1 = s_1^a \cdot \theta \cdot u_2 \in \Omega^{1}_{X/k,x} \).

Let \( y = \pi(x) \in E \) and let \( t \in \mathcal{O}_{E,y} \) be a local parameter for \( E \) at \( y \). Then \( \omega_E = \sigma dt \) for certain \( \sigma \in \mathcal{O}_{E,y}^\times \) because the invariant differential \( \omega_E \) has no zeros. Let
\[
\varphi = (\pi |_{X})^\# : \mathcal{O}_{E,y} \to \mathcal{O}_{X,x}. \tag{5.19}
\]
By (5.19) we have \( u_1 = \varphi(\sigma) d\varphi(t) \) in \( \Omega^{1}_{X/k,x} \).

Note that \( \pi(B) = \{ y \} \), so, \( Z \) is the support of \( B \cap X = (\pi |_{X})^{-1}(y) \). As \( x \) is a smooth point of \( Z \) and \( C \) is a component of \( Z \), we get \( \varphi(t) = s_1^b \cdot \gamma \) for certain \( b \geq 1 \) and \( \gamma \in \mathcal{O}_{X,x}^\times \). Thus,
\[
s_1^a \cdot \theta \cdot u_2 = u_1 = \varphi(\sigma) d\varphi(t) = \varphi(\sigma) \left( b s_1^{b-1} \cdot \gamma ds_1 + s_1^b \cdot d\gamma \right).
where we recall that \( a, b \geq 1 \). Since \( \theta \) and \( \sigma \) are units in their respective local rings, we have that \( \tau = \theta \cdot \varphi(\sigma^{-1}) \in \mathcal{O}_{X,x}^\times \). With this notation,

\[
s_1^a \cdot \tau \cdot u_2 = s_1^{b-1} \cdot (b \gamma ds_1 + s_1 d\gamma).
\]

(5.20)

Let us consider two cases depending on the values of \( a \) and \( b \):

- **Case \( a < b \).** In this case \( s_1^{b-1-a} \) is regular at \( x \) and we get

\[
u_2 = \tau^{-1} \cdot s_1^{b-1-a} \cdot (b \gamma ds_1 + s_1 d\gamma).
\]

(5.21)

Note that \( C \) is smooth at \( x \) and \( \mathcal{O}_{C,x} \cong \mathcal{O}_{X,x}/(s_1) \). Let \( x' \in \bar{C} \) be the only preimage of \( x \) under \( \nu_{C/X} \). Then \( \Omega^1_{\bar{C}/k,x'} \cong \Omega^1_{C/k,x} \cong \Omega^1_{X/k,x}/(s_1, ds_1) \) and under this isomorphism the local map \( \nu_{C/X,x'} : \Omega^1_{X/k,x} \to \Omega^1_{\bar{C}/k,x'} \) becomes just the quotient \( \Omega^1_{X/k,x}/(s_1, ds_1) \). The image of \( b \gamma ds_1 + s_1 d\gamma \) under this quotient is 0, so \( \nu_{C/X,x'}(u_2) = 0 \) by (5.21). By Lemma 4.3 and injectivity of \( H^0(\bar{C}, \Omega^1_{\bar{C}/k}) \to \bigoplus_{x'} \Omega^1_{\bar{C}/k,x'} \) we deduce \( \nu_{C/X}(u_2) = 0 \).

- **Case \( a \geq b \).** In this case (5.20) shows that \( s_1 \) divides \( b \gamma ds_1 \) in \( \Omega^1_{X/k,x} \). As \( s_1 \) is part of system of local parameters at \( x \) and \( \gamma \) is invertible in \( \mathcal{O}_{X,x} \), this means that \( b \equiv 0 \mod p \). In particular, \( a \geq b \geq p \) because \( a, b \geq 1 \). Recall that \( D \) is smooth, \( C \) is smooth at \( x \), and \( D, C \) meet transversely at \( x \). Let \( x_0 \in D \) be the only preimage of \( x \) under \( \nu_{D/X} \). By (5.11) and recalling that \( u_1 = s_1^{b} \cdot \theta \cdot u_2 \), we find

\[
\nu_{C/X}(u_2) = 0.
\]

This is not possible, so the case \( a \geq b \) cannot occur.

Finally, we have \( u_2 \in \ker(\nu_{C/X}) \) which implies \( \omega_2 \in \ker(\nu_{C/X}). \) By (5.17), this implies \( \omega_2 \in (\omega_1) \) in \( H^0(A, \Omega^1_{A/k}) \). This is the desired contradiction in case (b). Therefore, (5.7) cannot hold.

\[\Box\]

### 6 Zeros of \( p \)-adic power series

We keep the notation from Sect. 2.3.

#### 6.1 One variable

Let \( z \) be a variable. Given a power series \( h(z) = \sum_{n=0}^{\infty} a_j z^j \in K[[z]] \) the radius of convergence of \( h \) is defined by \( \rho_h = \sup \{ r : \lim_{j \to \infty} |a_j| r^j = 0 \} \).

If \( \rho_h > 0 \) then \( h(z) \) converges on \( B_1(\rho_h) \), where it defines an analytic function. In particular, the vanishing order \( \mathrm{ord}_{z_0}(h) \) is defined at each \( z_0 \in B_1(\rho_h) \). For each \( 0 < r < \rho_h \) we define \( |h|_r = \max_j |a_j| r^j, \nu(h, r) = \max \{ m : |a_m| r^m = |h|_r \} \), and

\[
\mathbf{n}_0(h, r) = \sum_{|z_0| \leq r} \mathrm{ord}_{z_0}(h).
\]
The following classical bound will suffice for our purposes. See, for instance, Theorem 1.21 in [34].

**Lemma 6.1** If \( h \neq 0 \) and \( \rho_h > 0 \), then for each \( 0 < r < \rho_h \) we have \( n_0(h, r) \leq v(h, r) \).

### 6.2 Several variables

Let \( n \geq 1 \) and let \( x = (x_1, \ldots, x_n) \) be an \( n \)-tuple of variables. Given

\[
H(x) = \sum_{\alpha \in \mathbb{N}^n} c_\alpha x^\alpha \in K[[x]]
\]

the radius of convergence \( \rho_H \) is defined by \( \rho_H = \sup \{ r : \lim_{m \to \infty} \max_{\|\alpha\| = m} |c_\alpha| r^m = 0 \} \). We note that this definition agrees with the one variable case when \( n = 1 \). If \( \rho_H > 0 \) then \( H \) converges to an analytic function on \( B_n(\rho_H) \). For each \( j \geq 0 \) let \( P_{H,j}(x) = \sum_{\|\alpha\| = j} c_\alpha x^\alpha \); this is the homogeneous degree \( j \) part of \( H \).

**Lemma 6.2** (Multivariable zero estimate) Let \( H(x) = \sum_{\alpha} c_\alpha x^\alpha \in K[[x]] \) and let \( u \in K^n \) with \( |u| = 1 \). Suppose that there is an integer \( N \geq 1 \) and a real number \( M \geq 1 \) such that:

(i) For each \( \alpha \) we have \( |c_\alpha| \leq M^{\|\alpha\|^{-1}} \);

(ii) We have \( \max\{ |P_{H,j}(u)| : 0 \leq j \leq N \} \geq 1 \) (in particular, \( H_u \neq 0 \)).

Then \( \rho_H \geq M^{-1} \) and for every \( 0 < r < M^{-1} \) we have

\[
M_0(H_u, r) \leq \left( N - \frac{\log M}{\log(r^{-1})} \right) \left( 1 - \frac{\log M}{\log(r^{-1})} \right)^{-1}.
\]

**Proof** By (i), \( \rho_H \geq M^{-1} \). Fix \( 0 < r < M^{-1} \), in particular \( r < 1 \). From (ii) and \( r < 1 \) we get

\[
r^N \leq \max_{0 \leq j \leq N} |P_{H,j}(u)| r^j.
\]

Let \( \lambda = (\log M)/\log(r^{-1}) \) and note that \( 0 < \lambda < 1 \). For each \( m > (N - \lambda)/(1 - \lambda) \) we have

\[
M^{m-1} r^m = M^{-1} (Mr)^m < M^{-1} (Mr)^{(N-\lambda)/(1-\lambda)} = r^N
\]

because \( Mr < 1 \). By (i) and these observations, for each \( m > (N - \lambda)/(1 - \lambda) \) we get

\[
|P_{H,m}(u)| r^m \leq M^{m-1} r^m < r^N \leq \max_{0 \leq j \leq N} |P_{H,j}(u)| r^j. \tag{6.1}
\]

\( \Box \) Springer
Let $N' = \lfloor (N - \lambda)/(1 - \lambda) \rfloor$ and note that $N' \geq N$. From (6.1) we deduce

$$|H_u|_r \leq \max\{|P_{H,j}(u)|_{r_j} : 0 \leq j \leq N'|$$

and $\nu(H_u, r) \leq N'$. The result follows from Lemma 6.1.

\[\square\]

7 Exponential and logarithm

Let us keep the notation from Sect. 2.3. Let $\mathcal{A}$ be an abelian variety over $\text{Spec} \, R$ of relative dimension $n \geq 1$. The goal of this section is to give explicit expressions for the power series of the standard exponential and logarithm map on the formal group of $\mathcal{A}$, with respect to certain particularly convenient choice of local parameters (cf. Lemma 7.1). The construction of the power series is classical and it follows Bourbaki [11]. However, our applications need precise estimates on the size of coefficients and radius of convergence of these power series with respect to our tailored choice of local parameters. We were unable to find a reference for these precise estimates, which is the reason why we include this short section with the details.

7.1 Local parameters

Let $\sigma : \text{Spec} \, R \to \mathcal{A}$ be a section with image $Z = \sigma(\text{Spec} \, R)$. The closed point of $Z$ is $x_0 = \sigma(p)$. Let $\mathcal{O}_{\mathcal{A}, x_0}$ be the completion of $\mathcal{O}_{\mathcal{A}, x_0}$ along $Z$. That is, if $\mathcal{I}_Z$ is the ideal sheaf of $Z$, then $\mathcal{O}_{\mathcal{A}, x_0} = \mathcal{O}_{\mathcal{A}, x_0} \cap \mathcal{I}_Z$. Let $y_1, \ldots, y_n$ be variables. We say that elements $t_1, \ldots, t_n \in \mathfrak{m}_{\mathcal{A}, x_0}$ are $R$-local parameters along $Z$ if $y_j \mapsto t_j$ induces a continuous isomorphism of $R$-algebras $\mathcal{O}_{\mathcal{A}, x_0} \cong R[[y_1, \ldots, y_n]]$.

Lemma 7.1 (Choice of local parameters) With the previous notation, let $\mathcal{X}$ be a regular closed subscheme of $\mathcal{A}$ containing $Z$ which is smooth of relative dimension $d \geq 0$ over $\text{Spec} \, R$. There are $t_j \in \mathfrak{m}_{\mathcal{A}, x_0}$ for $1 \leq j \leq n$ such that $t_1, \ldots, t_n$ are $R$-local parameters along $\sigma$ (or $Z$) if the rule $y_j \mapsto t_j$ induces a continuous isomorphism of $R$-algebras $\mathcal{O}_{\mathcal{A}, x_0} \cong R[[y_1, \ldots, y_n]]$.

Proof By [29] Exposé II, Théorème 4.15 with $X = \mathcal{A}$, $Y = \mathcal{X}$, $S = \text{Spec} \, R$, and $x = x_0$ we get the existence of a regular sequence $t_1, \ldots, t_{n-d} \in \mathfrak{m}_{\mathcal{A}, x_0}$ that generates the ideal $\mathcal{I}_{\mathcal{A}, x_0}$ of $\mathcal{A}$ in $\mathcal{O}_{\mathcal{A}, x_0}$. Applying [29] Exposé II, Corollaire 4.17 with $X = \mathcal{A}$, $Y = \text{Spec} \, R$, $i = \sigma$, and $y = p \in \text{Spec} \, R$ we get that $\mathcal{O}_{\mathcal{A}, x_0}$ is a power series ring over $R$ in $n$ variables. Analyzing the proof, one sees that the variables of this power series ring can be constructed by extending any regular sequence in $\mathcal{I}_{\mathcal{A}, x_0}$, see [29] Exposé II, Remarques 4.14. We conclude since $\mathcal{I}_{\mathcal{A}, x_0} \subseteq \mathcal{I}_{\mathcal{X}, x_0}$. \[\square\]

Let $t = (t_1, \ldots, t_n)$ be a choice of $R$-local parameters along the identity section $e$. These $R$-local parameters determine a formal group $\mathcal{F} = (\mathcal{F}_1, \ldots, \mathcal{F}_n)$ with $\mathcal{F}_j \in R[[X_1, \ldots, X_n, Y_1, \ldots, Y_n]]$ for each $1 \leq j \leq n$, where the $X_j$ and $Y_j$ are variables, see [32] Lemma C.2.4.
Given an integer \( m \), let \( \Lambda^m = (\Lambda^m_1, \ldots, \Lambda^m_n) \) be the power series expansion of the morphism \([m]: \mathcal{A} \rightarrow \mathcal{A}\) of multiplication by \( m \) in terms of \( t \). Then, integrality of the formal group \( \mathcal{F} \) gives the following.

**Lemma 7.2** We have \( \Lambda^m_j \in R[[t]] \) for each \( j = 1, \ldots, n \).

Following Remark (1) in Section III.5.3 of [11], let us define the power series \( \Psi^m = (\Psi^m_1, \ldots, \Psi^m_n) \) inductively for \( m = 1, 2, \ldots \) by the formulas

\[
\Lambda^m(t) = \sum_{i=1}^{m} \binom{m}{i} \Psi^i(t).
\]

(We remark that \( \Psi^m \) in the notation of Sect. 5.3 of [11] is written \( \psi^m \).)

Since the coefficient of \( \Psi^m_j \) in the expression for \( \Lambda^m_j \) given in (7.1) is \( \binom{m}{1} = 1 \), we inductively deduce the following from Lemma 7.2.

**Lemma 7.3** We have \( \Psi^m_j \in R[[t]] \) for each \( j = 1, \ldots, n \).

Although the notation does not explicitly indicate so, the coefficients of the power series \( \Psi^m_j \) depend upon the choice of local parameters \( t \). Nevertheless, since \( [1] = \text{Id} \) we observe the following.

**Lemma 7.4** We have \( \Psi^1_j(t) = \Lambda^1_j(t) = t_j \) for each \( j = 1, \ldots, n \).

From [11] III.5.3 Proposition 2(i) we get the next result.

**Lemma 7.5** The terms of degree less than \( m \) in \( \Psi^m_j \) vanish for each \( j = 1, \ldots, n \).

### 7.2 Power series construction

Let \( \psi^m_j \) be the homogeneous part of degree \( m \) in \( \psi^m_j \). Thus, \( \psi^1_j = t_j \) by Lemma 7.4. Let \( x_1, \ldots, x_n \) and \( y_1, \ldots, y_n \) be variables and for each \( j = 1, \ldots, n \) we define

\[
\log_t \psi^m_j(y) = \sum_{m=1}^{\infty} \frac{(-1)^m}{m} \cdot \psi^m_j(y) \in K[[y]]
\]

\[
\exp_t \psi^m_j(x) = \sum_{m=1}^{\infty} \frac{1}{m!} \cdot \psi^m_j(x) \in K[[x]].
\]

These power series depend upon the choice of local parameters \( t \) as the notation indicates. When this choice is clear, we will simply write

\[
\log_t \psi^m_j(y) = \sum_{\alpha} b_{j,\alpha} \cdot y^\alpha \quad \text{and} \quad \exp_t \psi^m_j(x) = \sum_{\alpha} c_{j,\alpha} \cdot x^\alpha.
\]

The coefficients \( b_{j,\alpha} \) and \( c_{j,\alpha} \) also depend on the choice of \( t \), although the notation is not explicit.
By [11] III.5.4 Prop. 3, these are the power series expansions of the exponential and logarithm maps of the $p$-adic Lie group $A(K)$ at the identity point $e$, with respect to the choice of local parameters $t$. They converge on some $p$-adic neighborhood of $e$, but for our purposes we need a more precise discussion on convergence.

**Lemma 7.6 (Convergence of logarithm)** For each $j = 1, \ldots, n$, the radius of convergence of $\log_t^j$ is at least 1. Furthermore, for each $\alpha \in \mathbb{N}^n$ we have $|b_{j,\alpha}| \leq \|\alpha\|^{[K: \mathbb{Q}_p]}$.

**Proof** From Lemmas 7.3 and 7.5 we get $|b_{j,\alpha}| \leq \max\{|m^{-1}| : 1 \leq m \leq \|\alpha\|\} \leq \|\alpha\|^{[K: \mathbb{Q}_p]}$. The claim on the radius of convergence follows. □

**Lemma 7.7 (Convergence of the exponential)** For each $j = 1, \ldots, n$ and each $\alpha \in \mathbb{N}^n$, we have $m! \cdot c_{j,\alpha} \in \mathbb{R}$ where $m = \|\alpha\|$. Furthermore, $|c_{j,\alpha}| \leq p^{[K: \mathbb{Q}_p](m-1)/(p-1)}$. In particular, the radius of convergence of $\exp_t^j$ is at least $p^{-([K: \mathbb{Q}_p]/(p-1))}$.

**Proof** Since $c_{j,\alpha}$ is a coefficient of $m!^{-1} \psi^m_j(x)$, we get $m! \cdot c_{j,\alpha} \in \mathbb{R}$ from Lemma 7.3. Letting $s_p(m)$ be the sum of the digits of $m$ in base $p$, we get $|c_{j,\alpha}| \leq \frac{1}{|m!|} = p^{[K: \mathbb{Q}_p](m-s_p(m))/(p-1)} \leq p^{[K: \mathbb{Q}_p](m-1)/(p-1)}$.

The claim on the radius of convergence follows. □

### 7.3 Local linearization

We consider the open set $V = \mathfrak{p} \times \cdots \times \mathfrak{p} \subseteq K^n$ and the additive Lie group $\mathcal{T}$ given by $V$ with the usual addition. The variables $x = (x_1, \ldots, x_n)$ and $y = (y_1, \ldots, y_n)$ will be considered as coordinates on $\mathcal{T}$ and $V$ respectively.

Since $\mathcal{A} \to \text{Spec } R$ is proper, we have the reduction map $\text{red} : A(K) = \mathcal{A}(K) \to A'(k)$ where $A' = \mathcal{A} \otimes k$. This is a group morphism. Then $U_e = \ker(\text{red})$ is a Lie subgroup of $A(K)$.

The $R$-local parameters $t = (t_1, \ldots, t_n)$ define functions $t_j : U_e \to \mathfrak{p}$ which determine a $K$-analytic local chart $\chi^t : U_e \to V$. The map $\chi^t$ is bijective, although it does not need to be a group morphism.

**Lemma 7.8** Suppose that $p > \max\{e + 1, \exp(e/\exp(1))\}$. Then we have the following:

(i) The power series $\log_t^j$ and $\exp_t^j$ have radius of convergence larger than $1/q$ for each $j = 1, \ldots, n$;

(ii) The power series $\log_t^j(y) = (\log_t^j(x))_{j=1}^n$ and $\exp_t^j(x) = (\exp_t^j(y))_{j=1}^n$ give analytic maps

$$\log_t^j : V \to \mathcal{T} \quad \text{and} \quad \exp_t^j : \mathcal{T} \to V$$

which are inverse to each other;
(iii) The maps $\widetilde{\Log}^t$ and $\widetilde{\Exp}^t$ defined by

$$\widetilde{\Log}^t = \Log^t \circ \chi^t : U_e \to \mathcal{T} \quad \text{and} \quad \widetilde{\Exp}^t = (\chi^t)^{-1} \circ \Exp^t : \mathcal{T} \to U_e$$

are isomorphisms of Lie groups, inverse to each other.

**Proof**

(i) Lemma 7.6 implies the result for $\Log^t$. The condition $p > e + 1$ gives $[K : \mathbb{Q}_p] < (p - 1)/2$, hence $p^{[K : \mathbb{Q}_p]/(p-1)} < q$. Lemma 7.7 shows that $\Exp^t$ has radius of convergence at least $p^{-[K : \mathbb{Q}_p]/(p-1)}$, which is larger than $1/q$.

(ii) As open sets of $K^n$, we have $V = \mathcal{T} = B_n[1/q]$. Thus, (i) gives that $\Log^t$ and $\Exp^t$ are analytic on the domains $V$ and $\mathcal{T}$ respectively, as maps to $K^n$.

Let us show that $\Log^t$ maps $V$ to $\mathcal{T}$. Since $B_n[1/q] = B_n(1)$ in $K^n$, it suffices to check that for all $v \in V$ and $j = 1, \ldots, n$ we have $|\Log^t_j(v)| < 1$. By Lemma 7.6 we have

$$|\Log^t_j(v)| \leq \max_{m \geq 1} m^{[K : \mathbb{Q}_p]/q^m} = \max_{m \geq 1} \left\{ \frac{1}{q}, \max_{m \geq 2} m^{[K : \mathbb{Q}_p]/q^m} \right\}.$$ 

By $p > \exp(e/\exp(1))$ we have $m/\log m > \exp(1) > e/\log p$ for all $m \geq 2$. Thus, $[K : \mathbb{Q}_p]\log m = \log m < \log p = m \log q$. Hence, $m^{[K : \mathbb{Q}_p]/q^m} < 1$ for each $m \geq 2$, proving $|\Log^t_j(v)| < 1$.

To show that $\Exp^t$ maps $\mathcal{T}$ to $V$, it suffices to check that for each $v \in \mathcal{T}$ and $j = 1, \ldots, n$ we have $|\Exp^t_j(v)| < 1$. Lemma 7.7 gives

$$|\Exp^t_j(v)| \leq \sup_{m \geq 1} p^{[K : \mathbb{Q}_p]m/q^m} = \sup_{m \geq 1} p^{[K : \mathbb{Q}_p]m/q^m} - \gamma m.$$ 

Since $p > e + 1$, we get $(m - 1)e < (p - 1)m$. This gives $[K : \mathbb{Q}_p]m/q^m - \gamma m < 0$, proving $|\Exp^t_j(v)| < 1$.

The fact that $\Log^t$ and $\Exp^t$ are inverse to each other is a power series identity, see [11] III 5.4.

Finally, (iii) also follows from [11] III 5.4, where a neighborhood of $e$ is identified with an open set of $K^n$ by the choice of local parameters made in [11] III 5.3.

We remark that the existence of isomorphisms as stated in Lemma 7.8 is of course well-known. The content of the lemma is that these isomorphisms are given by the power series constructed above, under the choice of local parameters of Lemma 7.1, and with coefficients satisfying all the explicit estimates in this section.

### 8 Analytic 1-parameter subgroups

Using the results on the logarithm and exponential maps from the previous section, in this section introduce analytic 1-parameter subgroups of abelian varieties in the non-archimedian setting and study some fundamental properties. The naive idea is that a 1-parameter subgroup of an abelian variety should be an analytic curve at the...
identity element which is locally a subgroup. However, it is more convenient for our purposes to take a different approach.

Again, we let \( \mathcal{A} \) be an abelian variety over Spec \( R \) of relative dimension \( n \geq 1 \). We keep the notation introduced in Sects. 2.3 and 7. We assume
\[
p > \max\{e + 1, \exp(e/\exp(1))\}
\]
throughout this section, so that Lemma 7.8 applies.

### 8.1 Definitions

If \( G \) is an abelian \( K \)-analytic Lie group, the \( K \)-vector space of invariant differentials will be denoted by \( \Omega^1(G) \). A morphism of abelian Lie groups \( f : G_1 \to G_2 \) functorially induces a linear map on invariant differentials, which we denote by \( f^* : \Omega(G_2) \to \Omega(G_1) \).

A 1-parameter subgroup of \( \mathcal{A} \) is a pair \( \gamma = (t, u) \) where \( t = (t_1, \ldots, t_n) \) is a choice of \( R \)-local parameters at \( e \in A(K) \) and \( u \in K^n \) satisfies \( |u| = 1 \).

The space of invariant differentials on the Lie group \( \mathcal{T} \) is \( \Omega^1(\mathcal{T}) = \bigoplus_{j=1}^n K \cdot dx_j \) and the space of invariant differentials on \( A(K) \) is \( \Omega(A(K)) = H^0(A, \Omega^1_{A/K}) \).

Given \( t \) a choice of \( R \)-local parameters at \( e \in A(K) \), the isomorphism of Lie groups \( \widetilde{Exp}^t : \mathcal{T} \to U_e \) (cf. Lemma 7.8) induces an isomorphism of \( K \)-vector spaces on invariant differentials
\[
(\widetilde{Exp}^t)^* : H^0(A, \Omega^1_{A/K}) \to \Omega(\mathcal{T}).
\] (8.1)

Given \( u = (u_1, \ldots, u_n) \in K^n \) with \( |u| = 1 \), we define the \( K \)-linear map
\[
\epsilon^u : \Omega(\mathcal{T}) \to K
\]
by the rule \( dx_j \mapsto u_j \). For a 1-parameter subgroup \( \gamma = (t, u) \) we get a non-trivial \( K \)-linear map
\[
\epsilon^u \circ (\widetilde{Exp}^t)^* : H^0(A, \Omega^1_{A/K}) \to K.
\]

Let us define \( \mathcal{H}(\gamma) = \ker(\epsilon^u \circ (\widetilde{Exp}^t)^*) \) and note that it is a hyperplane in \( H^0(A, \Omega^1_{A/K}) \).

A 1-parameter subgroup \( \gamma = (t, u) \) determines a morphism of Lie groups
\[
\tilde{\gamma} : p \to U_e, \quad \tilde{\gamma}(z) = \widetilde{Exp}^t(u_1z, \ldots, u_nz)
\] (8.2)
where \( z \) denotes the variable on the additive Lie group \( p \). The space of invariant differentials on \( p \) is \( \Omega(p) = K \cdot dz \). One immediately verifies the following fact.

**Lemma 8.1** The map \( \tilde{\gamma}^* : H^0(A, \Omega^1_{A/K}) \to \Omega(p) \) induced by \( \tilde{\gamma} \) is given by \( \omega \mapsto (\epsilon^u \circ (\widetilde{Exp}^t)^*) (\omega) \cdot dz \). In particular, \( \ker(\tilde{\gamma}^*) = \mathcal{H}(\gamma) \).

The image of a 1-parameter subgroup \( \gamma \) is defined as \( \text{im}(\gamma) = \tilde{\gamma}(p) \). We observe the following.
Lemma 8.2 If $\gamma = (t, u)$ is a 1-parameter subgroup of $\mathcal{A}$, then $\text{im}(\gamma)$ is a Lie subgroup of $U_e$. The image of $\text{im}(\gamma)$ under the isomorphism $\widetilde{\text{Log}}^t : U_e \to \mathcal{T}$ is $p \cdot u$, which is a closed, saturated $R$-submodule of $\mathcal{T}$, free of rank 1 over $R$, and generated by $\varpi \cdot u$.

8.2 Equivalence

Given $\gamma$ and $\gamma'$ two 1-parameter subgroups of $\mathcal{A}$, we say that they are equivalent if $\mathcal{H}(\gamma) = \mathcal{H}(\gamma')$. This is denoted by $\gamma \sim \gamma'$.

Lemma 8.3 Let $t$ be a choice of $R$-local parameters at $e$ and let $u, u' \in K^n$ with $|u| = |u'| = 1$. Let $\gamma = (t, u)$ and $\gamma' = (t, u')$. We have $\gamma \sim \gamma'$ if and only if there is $\eta \in R^\times$ with $u' = \eta \cdot u$.

Proof As (8.1) is an isomorphism, we have $\mathcal{H}(\gamma) = \mathcal{H}(\gamma')$ if and only if $\ker(e^u) = \ker(e^{u'})$. The latter holds if and only if $u' = \eta \cdot u$ for some $\eta \in K^\times$, in which case $\eta \in R^\times$ as $|u| = |u'| = 1$.

Lemma 8.4 Let $\gamma$ and $\gamma'$ be 1-parameter subgroups of $\mathcal{A}$. The following are equivalent:

(i) $\gamma \sim \gamma'$;
(ii) $\text{im}(\gamma) = \text{im}(\gamma')$;
(iii) $\text{im}(\gamma)$ and $\text{im}(\gamma')$ have non-trivial intersection, i.e. $\{e \} \subset \text{im}(\gamma) \cap \text{im}(\gamma')$.

Proof Write $\gamma = (t, u)$ and $\gamma' = (t', u')$. Define $\delta : \mathcal{T} \to \mathcal{T}$ as $\delta = \widetilde{\text{Log}}^t \circ \widetilde{\text{Exp}}^{t'}$. Then $\delta$ is a Lie group automorphism of the additive Lie group $\mathcal{T}$. Thus, $\delta$ is given by $\delta \in \text{GL}_n(R)$ acting on $\mathcal{T} = p \times \cdots \times p$ on the left.

After these remarks, Lemma 8.2 shows that (ii) and (iii) are equivalent, and in fact, both are equivalent to the following condition: (iv) there exists $\eta \in R^\times$ with $\delta(u') = \eta \cdot u$ (note that as an element of $\text{GL}_n(R)$, $\delta$ acts on $K^n$).

Let us show that (iv) is equivalent to (i). Note that the explicit definition of $e^u$ and the fact that $|u| = |u'| = 1$ give that (iv) is equivalent to the condition $\ker(e^u) = \ker(e^{\delta(u')})$. Directly evaluating on $dx_i$ we see that $\epsilon^{\delta(u')} = e^{u'} \circ \delta^*$, so, (iv) is equivalent to $\ker(e^u) = \ker(e^{u'} \circ \delta^*)$. Using the fact that $\delta^* \circ (\widetilde{\text{Exp}}^{t'})^* = (\widetilde{\text{Exp}}^{t'} \circ \delta)^* = (\widetilde{\text{Exp}}^{t'})^* \text{ and that } (\widetilde{\text{Exp}}^{t'})^*$ is an isomorphism, we finally see that (iv) is equivalent to $\ker(e^u \circ (\widetilde{\text{Exp}}^{t'})^*) = \ker(e^{u'} \circ (\widetilde{\text{Exp}}^{t'})^*)$, which is exactly (i).

Lemma 8.5 The rule $\gamma \mapsto \mathcal{H}(\gamma)$ defines a bijection between equivalence classes of 1-parameter subgroups of $\mathcal{A}$ and $K$-linear hyperplanes of $H^0(A, \Omega^1_{A/K})$.

Proof By Lemma 8.4, it only remains to show that given any hyperplane $H$ of $H^0(A, \Omega^1_{A/K})$ there is a 1-parameter subgroup $\gamma$ with $H = \mathcal{H}(\gamma)$. Choose $R$-local parameters $t$ at $e$. Let $H' = (\widetilde{\text{Exp}}^{t'})^*(H)$ and note that it is a hyperplane in $\Omega(\mathcal{T})$. We can choose $u \in K^n$ with $|u| = 1$ such that $\ker(e^u) = H'$, hence $H = \ker(e^u \circ (\widetilde{\text{Exp}}^{t'})^*)$ as desired.
Lemma 8.6 Let $\xi \in U_e$ with $\xi \neq e$ and let $t$ be a choice of $R$-local parameters at $e$. There exists $u \in K^n$ with $|u| = 1$ such that $\xi \in \text{im}(\gamma)$ for $\gamma = (t, u)$. Furthermore, $u$ is unique for this $\xi$ and $t$, up to multiplication by elements of $R^\times$.

Proof Let $v = \hat{\text{Log}}(\xi) \in \mathcal{T}$. We have $v \neq 0$ because $\xi \neq e$ and $\hat{\text{Log}} : U_e \rightarrow \mathcal{T}$ is an isomorphism of Lie groups. Take $m \in \mathbb{Z}$ such that $|\varpi^m| = |v|$. We can choose $u = \varpi^{-m} \cdot v$.

If $\gamma = (t, u)$ and $\gamma' = (t, u')$ satisfy that $\xi \in \text{im}(\gamma) \cap \text{im}(\gamma')$ then $\gamma \sim \gamma'$ by Lemma 8.4, and we conclude by Lemma 8.3.

\[\square\]

8.3 Infinitesimal 1-parameter subgroups

For an integer $m \geq 0$ we define

- $\mathcal{E}_m = R[z]/(z^{m+1})$, $\mathcal{V}_m = \text{Spec} \mathcal{E}_m$;
- $E_m = \mathcal{E}_m \otimes_R K$, $V_m = \text{Spec} E_m$;
- $E'_m = \mathcal{E}_m \otimes_R k$, $V'_m = \text{Spec} E'_m$.

Let $\gamma = (t, u)$ be a 1-parameter subgroup of $\mathcal{A}$. The power series expansion of the Lie group morphism $\tilde{\gamma} : p \rightarrow U_e$ (see (8.2)) with respect to $z$ and $t$ induces a morphism of formal schemes $\hat{\gamma} : \text{Spf} K[[z]] \rightarrow \text{Spf} \hat{\mathcal{O}}_{A,e}$ determined by the following map on completed local rings:

$$\hat{\gamma}^\#: \hat{\mathcal{O}}_{A,e} \rightarrow K[[z]], \quad t_j \mapsto \text{Exp}_j(u_1z, \ldots, u_nz). \quad (8.3)$$

For each $m \geq 0$, the map $\hat{\gamma}$ induces a map $\hat{\gamma}_m : V_m \rightarrow \text{Spf} \hat{\mathcal{O}}_{A,e}$ giving the morphism of $K$-schemes

$$\hat{\gamma}_m : V_m \rightarrow A$$

supported at $e$. Explicitly, $\hat{\gamma}_m$ induces

$$\hat{\gamma}^\#: \hat{\mathcal{O}}_{A,e} \rightarrow E_m, \quad t_j \mapsto \text{Exp}_j(u_1z, \ldots, u_nz) \mod z^{m+1} \quad (8.4)$$

on completed local rings, and the restriction to $\mathcal{O}_{A,e}$ is the map $\hat{\gamma}^\#: \mathcal{O}_{A,e} \rightarrow E_m$ induced by $\hat{\gamma}_m$. In summary, the following diagram commutes:

$$\begin{array}{ccc}
\hat{\mathcal{O}}_{A,e} & \xrightarrow{\hat{\gamma}^\#} & K[[z]] \\
\uparrow & & \downarrow \\
\mathcal{O}_{A,e} & \xrightarrow{\hat{\gamma}^\#} & E_m.
\end{array} \quad (8.5)$$

The morphism $\hat{\gamma}_m$ is the $m$-th jet of $\hat{\gamma}$, which might be thought of as an infinitesimal 1-parameter subgroup. We remark that, although $\hat{\gamma}$ is an analytic maps of Lie groups, the maps $\hat{\gamma}_m : V_m \rightarrow A$ are scheme morphisms.
For each integer \( h \geq 0 \) it will be convenient to define the polynomial \( P_{j,h}^t(x) \in K[x] \) as the homogeneous part of degree \( h \) of \( \text{Exp}^t_j(x) \), which in the notation of Sect. 7.2 can be written as

\[
P_{j,h}^t(x) = \frac{1}{m!} \cdot \psi_j^{[h]}(x) = \sum_{\|\alpha\| = h} c_{j,\alpha} \cdot x^\alpha.
\]

In particular, \( P_{j,0}^t = 0 \). With this notation, the map \( \tilde{\gamma}_m^\# \) from (8.4) can be expressed as

\[
\tilde{\gamma}_m^\#(t_j) = \sum_{h=0}^{m} P_{j,h}^t(u) \cdot z^h \mod z^{m+1}.
\]  

(8.6)

**Lemma 8.7** (Integrality and reduction modulo \( p \)) Let \( \gamma = (t, u) \) be a 1-parameter subgroup of \( \mathcal{A} \). If \( m < p \), the morphism \( \tilde{\gamma}_m^\#: V_m \to A \) extends to an \( R \)-morphism \( \mathcal{V}_m \to \mathcal{A} \) supported along the identity section \( \sigma_e^v : \text{Spec} \, R \to \mathcal{A} \). Hence, upon base change to \( k \), it determines a \( k \)-morphism \( V'_m \to A' \) supported at \( e \).  

**Proof** Lemma 7.7 shows that \( |P_{j,h}^t(u)| \leq 1 \) for each \( h \leq m \), since \( m < p \). We conclude by applying this estimate to (8.6) and the fact that \( t \) is a choice of \( R \)-local parameters for \( \mathcal{A} \) along \( e \).  

Given a 1-parameter subgroup \( \gamma \) and an integer \( 0 \leq m < p \), the morphisms provided by Lemma 8.7 will be denoted by

\[
\tilde{\gamma}_m^R : \mathcal{V}_m \to \mathcal{A} \quad \text{and} \quad \tilde{\gamma}_m' : V'_m \to A'.
\]

**Lemma 8.8** (Closed immersions) Let \( \gamma = (t, u) \) be a 1-parameter subgroup of \( \mathcal{A} \). For each \( m \geq 0 \), the morphism \( \tilde{\gamma}_m^\#: V_m \to A \) is a closed immersion. If \( m < p \), then the maps \( \tilde{\gamma}_m^R : \mathcal{V}_m \to \mathcal{A} \) and \( \tilde{\gamma}_m' : V'_m \to A' \) are also closed immersions.  

**Proof** For \( m = 0 \) we have \( E_0 = K, \mathcal{E}_0 = R \), and \( E_0' = k \), so, the result is clear. Assume \( m \geq 1 \).  

By Lemma 7.4 we have \( P_{j,1}^t(x) = x_j \). Thus, \( P_{j,1}^t(u) = u_j \) and since \( |u| = 1 \) we conclude that for some \( j = 1, \ldots, n \) we have \( P_{j,1}^t(u) \in R^x \). By (8.6) and the fact that \( t_j \in \mathfrak{m}_{\mathcal{A}}, e \subset \mathcal{O}_{\mathcal{A}, e} \subset \mathcal{O}_{A,e} \) (cf. Sect. 7.1), this implies that the image of \( \tilde{\gamma}_m^\# \) contains an element of the form \( uz + z^2h \mod z^{m+1} \) for some \( u \in R^x \) and some \( h \in K[z] \). As such an element generates \( E_m \) as a \( K \)-algebra, we obtain that \( \tilde{\gamma}_m^\#: \mathcal{O}_{A,e} \to E_m \) is surjective. Thus, \( \tilde{\gamma}_m^\# \) is a closed immersion.  

Since \( u \in R^x \), an analogous argument works for \( \tilde{\gamma}_m^R \) and \( \tilde{\gamma}_m' \) if \( m < p \).  

### 8.4 On \( \omega \)-integrality

**Lemma 8.9** We have \( H^0(V_m, \Omega_{V_m/K}) = (K[z]/(z^m))dz \). Furthermore, if \( m \leq p - 2 \) then \( H^0(\mathcal{V}_m, \Omega_{\mathcal{V}_m/K}) = (R[z]/(z^m))dz \) and \( H^0(V'_m, \Omega_{V'_m/K}) = (k[z]/(z^m))dz \). In particular, for \( m \leq p - 2 \) we have that \( H^0(\mathcal{V}_m, \Omega_{\mathcal{V}_m/K}) = \Omega_{E_m/K}^{1} \) is a free \( R \)-module of rank \( m \).  
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**Proof** Note that \( H^0(V_m, \Omega^1_{V_m/K}) = \Omega^1_{E_m/K} = K[z]dz/(zm+1, d(zm+1)) \). The first claim follows from the fact that \( d(zm+1) = (m+1)z^mdz \) and \( m+1 \in K^* \). The rest is proved similarly.

Recall that for the additive Lie group \( p \) the space of invariant differentials is \( \Omega(p) = K \cdot dz \). For each \( m \) we define the \( K \)-linear map \( \rho_m : \Omega(p) \rightarrow \Omega^1_{E_m/K} = H^0(V_m, \Omega^1_{V_m/K}) \) by the rule \( \rho_m(dz) = dz \in \Omega^1_{E_m/K} \).

**Lemma 8.10** (Analytic-algebraic compatibility) Let \( \gamma = (t, u) \) be a 1-parameter subgroup of \( \mathfrak{A} \) and let \( m \geq 0 \). The map on invariant differentials \( \tilde{\gamma}^* : H^0(A, \Omega^1_{A/K}) \rightarrow \Omega(p) \) induced by the Lie group morphism \( \tilde{\gamma} \) and the map \( \tilde{\gamma}_m^* : H^0(A, \Omega^1_{A/K}) \rightarrow H^0(V_m, \Omega^1_{V_m/K}) \) induced by the scheme morphism \( \tilde{\gamma}_m : V_m \rightarrow A \) satisfy \( \rho_m \circ \tilde{\gamma}^* = \tilde{\gamma}_m^* \).

**Proof** For a \( K \)-algebra \( B \), the module of universally finite differentials over \( K \) (cf. [42] Sect. 11) is denoted by \( \tilde{\Omega}_{B/K} \). We recall that in the special case \( B = K[[x_1, \ldots, x_n]] \) we have \( \tilde{\Omega}_{B/K} = \bigoplus_{j=1}^n B \cdot dx_j \) and the map \( d : B \rightarrow \tilde{\Omega}_{B/K} \) is continuous for the \((x_1, \ldots, x_n)\)-topology.

Let \( \kappa : \tilde{\Omega}_{A,e/K} \rightarrow \tilde{\Omega}_{K[[z]]/K} \) be the map induced by the continuous ring map \( \tilde{\gamma}^# : \tilde{\Omega}_{A,e} \rightarrow K[[z]] \) given by the power series expansion of \( \tilde{\gamma} \), cf. (8.3). Since the map \( \tilde{\gamma}^* \) might be computed from the power series expansion of the Lie group morphism \( \tilde{\gamma} : p \rightarrow U_e \) by taking differentials term-by-term, we deduce that the following diagram commutes:

\[
\begin{align*}
H^0(A, \Omega^1_{A/K}) & \xrightarrow{\tilde{\gamma}^*} \Omega(p) \\
\downarrow & \quad \downarrow \\
\tilde{\Omega}_{A,e/K} & \xrightarrow{\kappa} \tilde{\Omega}_{K[[z]]/K}.
\end{align*}
\]

The map \( H^0(A, \Omega^1_{A/K}) \rightarrow \tilde{\Omega}_{A,e/K} \) factors through \( \Omega^1_{A,e/K} \). The quotient \( K[[z]] \rightarrow E_m \) induces a map \( \tilde{\Omega}_{K[[z]]/K} \rightarrow \tilde{\Omega}_{E_m/K} \) and one checks (evaluating on \( dz \)) that this map composed with \( \Omega(p) \rightarrow \tilde{\Omega}_{K[[z]]/K} \) is \( \rho_m \). From these two observations we obtain the commutative diagram

\[
\begin{align*}
H^0(A, \Omega^1_{A/K}) & \xrightarrow{\tilde{\gamma}^*} \Omega(p) \\
\downarrow & \quad \downarrow \\
\Omega^1_{A,e/K} & \xrightarrow{\kappa} \tilde{\Omega}_{A,e/K} \xrightarrow{\kappa} \tilde{\Omega}_{K[[z]]/K} \xrightarrow{\rho_m} \Omega^1_{E_m/K}.
\end{align*}
\]
The composition $\Omega^1_{O_{A,e}/K} \to \Omega^1_{E_m/K}$ of the bottom maps is the morphism induced by $\tilde{\gamma}_m^\#$, by (8.5). Finally, this map composed with the inclusion $H^0(A, \Omega^1_{A/K}) \to \Omega^1_{O_{A,e}/K}$ is $\tilde{\gamma}_m^\bullet$, by Lemma 4.3.

**Lemma 8.11** Let $\gamma = (t, u)$ be a 1-parameter subgroup of $\mathcal{A}$, let $m \geq 0$, and let $\omega \in H(\gamma)$. Then $\tilde{\gamma}_m^\bullet: V_m \to A$ is $\omega$-integral. Furthermore, if $m \leq p - 2$ and $\omega$ extends to a section $\tilde{\omega} \in H^0(\mathcal{A}, \Omega^1_{\mathcal{A}/R})$, then $\tilde{\gamma}_m^\prime: V'_m \to A'$ is $\omega'$-integral, where $\omega'$ is the restriction of $\tilde{\omega}$ to $A'$.

**Proof** By Lemma 8.1 we have $\tilde{\gamma}^\bullet(\omega) = 0$. Lemma 8.10 gives $\tilde{\gamma}_m^\bullet(\omega) = 0$. Therefore, $\tilde{\gamma}_m^\bullet: V_m \to A$ is $\omega$-integral.

Suppose now that $m \leq p - 2$. The morphism $\tilde{\gamma}_m^R: \gamma_m \to \mathcal{A}$ induces a map on differentials $(\tilde{\gamma}_m^R)^*: H^0(\mathcal{A}, \Omega^1_{\mathcal{A}/R}) \to H^0(\gamma_m, \Omega^1_{\gamma_m/R})$. By base change we get a commutative diagram

$$
\begin{array}{ccc}
H^0(A', \Omega^1_{A/K}) & \leftarrow & H^0(\mathcal{A}, \Omega^1_{\mathcal{A}/R}) \rightarrow H^0(A, \Omega^1_{A/K}) \\
\downarrow (\tilde{\gamma}_m^R)^* & & \downarrow (\tilde{\gamma}_m^R)^* \\
H^0(V'_m, \Omega^1_{V'_m/R}) & \leftarrow & H^0(\gamma_m, \Omega^1_{\gamma_m/R}) \rightarrow H^0(V_m, \Omega^1_{V_m/R})
\end{array}
$$

Since $H^0(\gamma_m, \Omega^1_{\gamma_m/R})$ is free as an $R$-module (cf. Lemma 8.9), the base change morphism $H^0(\gamma_m, \Omega^1_{\gamma_m/R}) \to H^0(V_m, \Omega^1_{V_m/R})$ is injective. Hence, $(\tilde{\gamma}_m^R)^*(\tilde{\omega}) = 0$ because $\tilde{\gamma}_m^\bullet(\omega) = 0$ and the right square of the previous diagram commutes.

By commutativity of the left square of the previous diagram, we deduce that $(\tilde{\gamma}_m^R)^*(\omega') = 0$. Hence $\tilde{\gamma}_m^\prime: V'_m \to A'$ is $\omega'$-integral.

**9 The main result**

**9.1 Statement and first steps**

We keep the notation from Sect. 2.3. Let $\mathcal{A}/R$ be an abelian variety of relative dimension $n \geq 3$. Let $A = \mathcal{A}_K$ be the generic fibre and $A' = \mathcal{A}'_k$ the special fibre. Let $\mathcal{X}$ be an integral subscheme of $\mathcal{A}$ which is smooth, proper, of relative dimension 2 over $R$ with geometrically irreducible fibres. Let $X = \mathcal{X}_K$ and $X' = \mathcal{X}_k$. Let $G \subseteq A(K)$ be a finitely generated subgroup and let $\Gamma \subseteq A(K)$ be the $p$-adic closure of $G$ in $A(K)$. Our main result is the following one.

**Theorem 9.1** (Main result) With the previous notation, suppose that $\text{rank } G \leq 1$, that

$$
p > \max \{ \varepsilon + 1, \exp(\varepsilon/\exp(1)) \},
$$

and that either of the following conditions holds:

\[ \text{Springer} \]
(i) We have $n = 3$, $X$ is of general type, $X'$ contains no elliptic curves over $k_{\text{alg}}$, and
\[ p > (128/9) \cdot c_1^2(X)^2; \]

(ii) The abelian variety $A'$ is simple over $k_{\text{alg}}$ and there is an ample divisor $H$ on $A$ such that
\[ p > \max \left\{ 3c_1^2(X) + 2, \frac{n! \cdot (3 \deg_H(X) + cdeg_H(X))^n}{n^n \cdot \deg(H^n)} \right\}. \]

Then $\Gamma \cap X(K)$ is finite and we have
\[ \#\Gamma \cap X(K) \leq \#X'(k) + \left( 1 - \frac{e}{p - 1} \right)^{-1} \cdot (q + 4q^{1/2} + 5) \cdot c_1^2(X). \quad \text{(9.2)} \]

Here we recall that $cdeg_H(X) = \deg(H.K_X)$ where $K_X$ is a canonical divisor of $X$ seen as a 1-cycle in $A$. See Sect. 5.1 for details.

We keep the notation and assumptions of Theorem 9.1 for the rest of this section. In addition we let $k = k_{\text{alg}}$. First we observe

**Lemma 9.2** It suffices to prove Theorem 9.1 under the assumption $\text{rank } G = 1$.

**Proof** Suppose that $\text{rank } G = 0$ and let $\xi \in A(K)$ be a non-torsion point ($A(K)$ is uncountable). We may replace $G$ by the group generated by $G$ and $\xi$, which has rank 1. Therefore, from now on we assume $\text{rank } G = 1$.

The hypotheses of Theorem 9.1 imply the following useful facts.

**Lemma 9.3** If either of (i) or (ii) in Theorem 9.1 holds, then $X$ and $X'$ are surfaces of general type and $1 \leq c_1(X') = c_1(X) < (p - 2)/3$. Furthermore:

- If assumption (i) in Theorem 9.1 holds, then $X'$ is an ample divisor on $A'$;
- If assumption (ii) in Theorem 9.1 holds, then there is an ample divisor $H'$ on $A'$ such that $\deg_{H'}(X') = \deg_H(X)$, $cdeg_{H'}(X') = cdeg_H(X)$, and $\deg((H')^3)_{A'} = \deg(H^3)_A$.

**Proof** If $A'$ is simple over $k$ then $A$ is simple over $K_{\text{alg}}$ in which case $X \otimes K_{\text{alg}}$ does not contain translates of positive dimensional abelian subvarieties of $A \otimes K_{\text{alg}}$, and Lemma 3.14 implies that $X$ is of general type (note that $K_{\text{alg}} \simeq \mathbb{C}$ as fields). Thus, if either of (i) or (ii) holds, $X$ is of general type and Theorem 9.1 in [35] implies that $X'$ is of general type. Lemma 9.3 in [35] gives $c_1^2(X') = c_1^2(X)$. We get $c_1^2(X) \geq 1$ by Lemma 3.11. Either of (i) or (ii) implies $c_1^2(X) < (p - 2)/3$.

If (i) holds then $X'$ is not an abelian surface because it is of general type, and since it does not contain elliptic curves over $k$, Lemma 5.1 implies that $X'$ is an ample divisor on $A'$.

On the other hand, suppose that assumption (ii) in Theorem 9.1 holds. The theory developed in the appendix to Exposé X in [8] (see also Sect. 20.3 in [24]) gives a
specialization map from the group of algebraic cycles modulo numerical equivalence of $A$ to that of $A'$ which respects the intersection product. Let $H'$ be the specialization of $H$. Since $A'$ is geometrically simple, the divisor $H'$ is ample. Furthermore, since $\mathcal{X} \to \text{Spec } R$ is smooth, the specialization of a canonical divisor on $X$ is a canonical divisor on $X'$. The required equalities follow. □

Remark 9.4 Theorem 1.1 follows from Theorem 9.1. Indeed, taking $K = \mathbb{Q}_p$ in Theorem 9.1, condition (9.1) becomes $p \geq 3$. Since $c^2(X) \geq 1$ (Lemma 9.3), either of (i) and (ii) implies $p \geq 7$, so the condition $p \geq 3$ can be dropped. Finally, (9.2) becomes (1.3).

We also have the following observation regarding curves in $X'_k$.

Lemma 9.5 Let $C$ be an irreducible curve in $X'_k$ defined over $k$. Then $g_g(C) \geq 2$.

Proof Since $C \subseteq A'_k$ we have $g_g(C) \geq 1$. If it is 1, then we get $\nu_{C/A'_k} : \tilde{C} \to A'_k$ where $\tilde{C}$ is an elliptic curve. Thus, $\nu_{C/A'_k}$ is, up to translation, a non-constant morphism of abelian varieties, and we get that its image $C$ is an elliptic curve. But $X'_k$ contains no elliptic curves by assumption. □

9.2 Choice of differentials and canonical divisor

Recall that we are assuming rank $G = 1$.

Lemma 9.6 Let $t$ be a choice of $R$-local parameters for $A$ at $e$. There is a 1-parameter subgroup $\gamma = (t, u)$ for $A$ such that $\Gamma \cap U_e \subseteq \text{im}(\gamma)$. Moreover, $\gamma$ is uniquely determined, up to equivalence, by the condition that $\text{im}(\gamma) \cap \Gamma$ strictly contains $e$.

Proof By Lemma 8.6 and the fact that rank $G = 1$, there is a 1-parameter subgroup $\gamma$ of the form $(t, u)$ for the given $t$, such that $\text{im}(\gamma) \cap \Gamma$ strictly contains $e$. By Lemma 8.2 and the fact that $\Gamma$ is the $p$-adic closure of the rank 1 group $G$, the non-triviality of $\text{im}(\gamma) \cap \Gamma$ is equivalent to $\Gamma \cap U_e \subseteq \text{im}(\gamma)$. By Lemma 8.4, the equivalence class of $\gamma$ is unique for this last property. □

In view of Lemma 9.6 and Lemma 8.5, the group $G$ uniquely determines a $K$-linear hyperplane $\mathcal{H} = \mathcal{H}(\gamma) \subseteq H^0(A, \Omega^1_{A/K})$.

Lemma 9.7 There are $\omega_1, \omega_2 \in \mathcal{H}$ such that the following holds:

(i) The differentials $\omega_1, \omega_2$ are $K$-linearly independent;
(ii) We have that $\omega_1, \omega_2 \in H^0(\mathcal{A}, \Omega^1_{A/\mathcal{O}_R})$;
(iii) The differentials $\omega'_1, \omega'_2 \in H^0(A', \Omega^1_{A'/\mathcal{O}_k})$ obtained by reducing $\omega_1, \omega_2$ modulo $p$, are $k$-linearly independent.

Proof The ring $R$ is a DVR, hence $H^0(\mathcal{A}, \Omega^1_{A/\mathcal{O}_R}) \simeq R^n$. Thus, the problem is reduced to showing the following: given $n \geq 3$ and a $K$-linear map $f : K^n \to K$, there
are $v_1, v_2 \in \ker(f) \cap R^n$ which are linearly independent and such that their images in $k^n$ are $k$-linearly independent. For this, we may assume that $f$ is $R$-valued on $R^n$, and it follows that rank $q(\ker(f|R^n)) = n - 1$. Thus, we can take $v_1, v_2 \in \ker(f) \cap R^n$ which are $K$-linearly independent. After scaling, we can assume that $v_1, v_2 \in R^n$ are primitive. If there are $K$ which are $v$-linearly independent. For this, we may assume that $v_1, v_2$ which is not possible since $v_1, v_2$ are $K$-linearly independent. Hence the images of $v_1, v_2$ in $k^n$ are $k$-linearly independent. □

From now on we fix a choice of $\omega_1, \omega_2$ as in Lemma 9.7 and let $\omega'_1, \omega'_2 \in H^0(A', \Omega^1_{A'/k})$ be their reductions modulo $p$. Let $\iota: X' \to A'$ be the inclusion map. For $j = 1, 2$ we let $u_j = \iota^*(\omega'_j) \in H^0(X', \Omega^1_{X'/k})$ be the restriction of $\omega'_j$ to $X'$.

**Lemma 9.8** The 2-form $u_1 \wedge u_2 \in H^0(X', \Omega^2_{X/k})$ is not the zero section.

**Proof** Since $A'$ is an abelian variety, (iii) in Lemma 9.7 shows that $\omega'_1 \wedge \omega'_2 \in H^0(A', \Omega^2_{A'/k})$ is not the zero section. By the assumptions (i) and (ii) in Theorem 9.1 and by Lemma 9.3, we can apply Lemma 5.7 to $\omega'_1, \omega'_2$ on $A'$ and the surface $X' \subseteq A'$ after base change to $k$. □

By Lemma 9.8 we can define $D = \text{div}_{X'}(u_1 \wedge u_2)$ on $X'$. Lemmas 9.3, 9.5, and 3.12 give:

**Lemma 9.9** The divisor $D$ is effective, ample, and it is a canonical divisor of $X'$ defined over $k$. In particular, $D$ is numerically effective and $D > 0$.

Let $Z = \text{supp}(D)$ and let $C_1, \ldots, C_\ell$ be the irreducible components of $Z$ over $k$. Thus, $Z$ is a (possibly singular and reducible) curve defined over $k$ and we have $D = \sum_{j=1}^\ell a_j C_j$ as divisors on $X' = X' \otimes k$ for certain integers $a_j \geq 1$. Let us write $v_j = v_{C_j/A_k}: \tilde{C}_j \to X'_{A_k}$ for $j = 1, \ldots, \ell$.

**Lemma 9.10** There is $b \in k$ such that the differential $w = u_1 + bu_2 \in H^0(X', \Omega^1_{X'/k})$ satisfies that no map $v_j: \tilde{C}_j \to X'_{A_k}$ is $w$-integral.

**Proof** By Lemmas 9.3 and 9.9 (especially, ampleness of $D$) we have

$$\ell \leq \sum_{j=1}^\ell a_j \leq \sum_{j=1}^\ell a_j \cdot (C_j \cdot D)_{X'_{A_k}} = e_1^2(X') < p.$$ 

Given $b \in k$ let $w_b = u_1 + bu_2 \in H^0(X', \Omega^1_{X'/k})$. If for every $b \in \mathbb{F}_p \subseteq k$ we have that some $v_j$ is $w_b$-integral, the fact that $\ell < p$ implies that for some $j_0$ there are $b \neq b'$ in $k$ such that $w_{b}, w_{b'} \in \ker(v_{j_0})$. Hence, $\omega_1 + b\omega_2$ and $\omega_1 + b'\omega_2$ are in $\ker(v_{C_j/A_k})$. Since $b \neq b'$ we deduce $\dim_k \ker(v_{C_j/A_k}) \geq 2$. By the assumptions (i) and (ii) in Theorem 9.1 and Lemma 9.3, this contradicts Lemma 5.5. □
From now on, we fix a choice of \( b \in k \) and the corresponding \( w = u_1 + bu_2 \in H^0(X', \Omega^1_{X'/k}) \) as in Lemma 9.10.

9.3 Bounds from overdetermined \( \omega \)-integrality

Given \( x \in X'(k) \) we let \( m_{X',\omega_1',\omega_2'}(x) \) be the supremum (possibly infinite) of all integers \( m \geq 0 \) with the property that there is a closed immersion \( \phi: V_m^k \to X'_k \) supported at \( x \) which is \( \omega \)-integral for both \( \omega = u_1, u_2 \). Here we recall from Sect. 4.2 that \( V_m^k = \text{Spec} \ k[z]/(z^{m+1}) \). We observe that, fixing the ambient abelian variety \( A' \) over \( k \), the quantity \( m_{X',\omega_1',\omega_2'}(x) \) only depends on our choices of \( X', \omega_1', \omega_2', \) and \( x \). As \( X' \) is given and \( \omega_1', \omega_2' \) are fixed, we may simply write \( m(x) = m_{X',\omega_1',\omega_2'}(x) \) (except in the proof of Lemma 9.15 below, where a reduction argument will require to consider other choices of \( X' \)).

Lemma 9.11 If \( x \notin Z \) then \( m(x) = 0 \).

**Proof** By Theorem 4.4. See Remark 4.5 for details in the case \( x \notin Z = \text{supp}(D) \). \( \square \)

Lemma 9.12 If \( x \in Z \) then

\[
m(x) \leq \sum_{j=1}^\ell \sum_{y \in v_j^{-1}(x)} a_j \cdot (\text{ord}_y(v_j^*(w))) + 1).
\]

**Proof** By Theorem 4.4, after choosing \( \omega_0 = w = u_1 + bu_2 \). \( \square \)

Lemma 9.13 For every \( x \in X'(k) \) we have \( m(x) \leq p - 3 \). In particular, \( m(x) \) is finite.

**Proof** By Lemma 9.11 we may assume \( x \in Z \). Lemma 9.12 gives

\[
m(x) \leq \sum_{j=1}^\ell a_j \cdot \deg_{C_j}(v_j^*(w)) + \sum_{j=1}^\ell a_j \cdot \#v_j^{-1}(x).
\]

Since \( w \) is chosen as in Lemma 9.10 we get \( \deg_{C_j}(v_j^*(w)) = 2g(C_j) - 2 \leq 2g_a(C_j) - 2 \). On the other hand, Lemma 9.5 gives \( g(C_j) \geq 2 \) for each \( j \), and in view of Lemmas 3.2 and 3.9 we get

\[
\#v_j^{-1}(x) \leq \delta(C_j, x) + 1 \leq g_a(C_j) - 1.
\]

Using Lemmas 3.6, 9.3, and 9.9 this gives \( m(x) \leq 3 \cdot \sum_{j=1}^\ell a_j \cdot (g_a(C_j) - 1) \leq 3c_1^2(X') < p - 2. \) \( \square \)
9.4 Bounds on residue disks

Every $\xi \in A(K)$ extends to a section $\sigma_\xi : \text{Spec } R \to A$ because $A \to \text{Spec } R$ is proper. This determines a reduction map $\text{red} : A(K) \to A'(k)$ which is a group morphism. For $x \in A'(k)$ we let $U_x = \text{red}^{-1}(x) \subseteq A(K)$ be the corresponding residue disk. In particular, $U_e = \ker(\text{red})$ as in Sect. 7.3. The goal of this paragraph is to show the following result (under the assumptions of Theorem 9.1), which can be of independent interest.

**Proposition 9.14** Let $\xi \in \Gamma \cap X(K)$ and $x = \text{red}(\xi) \in X'(k)$. Then $\Gamma \cap X(K) \cap U_x$ is finite and

$$\# \Gamma \cap X(K) \cap U_x \leq 1 + m(x) \cdot \left(1 - \frac{e}{p-1}\right)^{-1}.$$ 

In particular, if $m(x) = 0$, then $U_x$ contains at most one point of $\Gamma \cap X(K)$.

Recall that we are assuming rank $G = 1$. In addition, we can make the following reduction in the proof of Proposition 9.14.

**Lemma 9.15** It suffices to prove Proposition 9.14 under the assumption $\xi = e$.

**Proof** Let $\xi_0 \in \Gamma \cap X(K)$ and consider the translation $\mathcal{Y} = X - \sigma_{\xi_0}(\text{Spec } R)$. Note that the generic and special fibres of $\mathcal{Y}$ are $Y = X - \xi_0$ and $Y' = X' - x_0$ where $x_0 = \text{red}(\xi_0)$. The assumptions of Theorem 9.1 also hold for $\mathcal{Y}$ instead of $\mathcal{X}$. Since $\Gamma - \xi_0 = \Gamma$, we find

$$\# \Gamma \cap X(K) \cap U_{x_0} = \# \Gamma \cap Y(K) \cap U_e.$$

On the other hand, as the differentials $\omega'_1, \omega'_2 \in H^0(A', \Omega^1_{A'/k})$ are translation invariant, we have

$$m_{X', \omega'_1, \omega'_2}(x_0) = m_{Y', \tau^* \omega'_1, \tau^* \omega'_2}(e) = m_{Y', \omega'_1, \omega'_2}(e)$$

where $\tau : A' \to A'$ is the translation map $P \mapsto P + x_0$. The differential $\omega_j$ is determined by $\omega_j \in H^0(A, \Omega^1_{A/K})$ (for $j = 1, 2$), which in turn is chosen according to Lemmas 9.6 and 9.7. Thus, the choice of $\omega'_1, \omega'_2$ only depends on $A$ and $G$, not on the particular choice of $\mathcal{X}$. Therefore, if Proposition 9.14 holds in the case $\xi = e$ for the given $A$ and $G$, and for every choice of $\mathcal{X}$ as in Theorem 9.1, then we can in particular apply it to $\mathcal{Y}$ obtaining

$$\# \Gamma \cap X(K) \cap U_{x_0} = \# \Gamma \cap Y(K) \cap U_e$$

$$\leq 1 + m_{Y', \omega'_1, \omega'_2}(e) \cdot \left(1 - \frac{e}{p-1}\right)^{-1}$$

$$= 1 + m_{X', \omega'_1, \omega'_2}(x_0) \cdot \left(1 - \frac{e}{p-1}\right)^{-1}. \quad \square$$
For the rest of the current Sect. 9.4, let us assume that \( e \in \Gamma \cap X(K) \) in order to show Proposition 9.14 for \( \xi = e \). This is enough, by Lemma 9.15.

Let \( t_1, \ldots, t_n \in m_{\sigma', e} \) be a system of \( R \)-local parameters for \( \sigma' \) along \( \sigma_e \) with the property that \( t_1, \ldots, t_{n-2} \) are a system of local equations for \( \mathcal{X}' \) along \( \sigma_e \). This is possible by Lemma 7.1. Let \( t_j' \) be the restriction of \( t_j \) to \( A' \). Then \( t_1', \ldots, t_{n-2}' \) is a system of local equations for \( X' \subseteq A' \) at \( e \). In particular, \( t_1, \ldots, t_{n-2} \) restricted to \( A \) vanish on \( X(K) \cap U_e \).

Write \( t = (t_1, \ldots, t_n) \) and let \( u \in K^n \) with \( |u| = 1 \) be such that \( \gamma = (t, u) \) be a 1-parameter subgroup of \( A \) with \( \Gamma \cup U_e \subseteq \text{im}(\gamma) \). By Lemma 9.6, the vector \( u \) exists, \( \gamma \) is unique up to equivalence, and \( \gamma \) corresponds to the hyperplane \( \mathcal{H} \subseteq H^0(A, \Omega^1_{A/K}) \) from Sect. 9.2. We get

\[
\#\Gamma \cap X(K) \cap U_e \leq \#X(K) \cap \text{im}(\gamma).
\]

By Lemma 7.8 (which is applicable by (9.1)), the definition of the map \( \tilde{\gamma} : p \mapsto U_e \) (cf. (8.2)), and the fact that \( t_1, \ldots, t_n \) vanish on \( X(K) \cap U_e \), we deduce that for each \( j = 1, \ldots, n - 2 \)

\[
\#X(K) \cap \text{im}(\gamma) \leq \#\{z_0 \in p : \exp_j^t(z_0 \cdot u) = 0\}.
\]

Therefore, for each \( j = 1, \ldots, n - 2 \) we obtain

\[
\#\Gamma \cap X(K) \cap U_e \leq n_0(\exp_j^t(z \cdot u), 1/q). \tag{9.3}
\]

Let \( P^t_{j,h}(x) \in K[x_1, \ldots, x_n] \) be the homogeneous part of degree \( h \) in \( \exp_j^t(x) \). Note that \( P^t_{j,0}(x) = 0 \).

**Lemma 9.16** There are positive integers \( j_0 \leq n - 2 \) and \( N \leq m(e) + 1 \) with \( |P^t_{j_0,N}(u)| \geq 1 \).

**Proof** Let \( 0 \leq m_0 \leq p - 2 \) be an integer satisfying \( |P^t_{j,h}(u)| < 1 \) for each \( 0 \leq h \leq m_0 \) and for each \( 1 \leq j \leq n - 2 \). We claim that \( m_0 \leq m(e) \).

Since \( \omega_1, \omega_2 \) are chosen as in Lemma 9.7, we see that Lemmas 8.8 and 8.11 give a closed immersion \( \tilde{\gamma}_{m_0}' : V'_{m_0} \to A' \) which is \( \omega_i' \)-integral for \( i = 1, 2 \). Let us prove that \( \tilde{\gamma}_{m_0}' \) factors through a closed immersion \( \phi_{m_0} : V'_{m_0} \to X' \) supported at \( x = e \). Indeed, let \( G_j, m_0(z) \in K[z] \) be the truncation of \( \exp_j^t(z \cdot u) \) up to degree \( m_0 \), that is,

\[
G_j, m(z) = \sum_{h=0}^{m} P^t_{j,h}(u) \cdot z^h \in K[z].
\]

Our assumption \( |P^t_{j,h}(u)| < 1 \) for all \( 0 \leq h \leq m_0 \) and \( 1 \leq j \leq n - 2 \) implies that \( G_j, m_0(z) \in R[z] \) for all \( 1 \leq j \leq n - 2 \), and in fact, in this case \( G_j, m_0(z) \equiv 0 \) mod \( p \). In view of Lemma 8.7 which gives the construction of \( \tilde{\gamma}_{m_0}' \), reducing (8.6) modulo \( p \) we get that for each \( 1 \leq j \leq n - 2 \)

\[
(\tilde{\gamma}_{m_0}')^#(t_j') = G_j, m_0(z) \mod (z^{m_0+1}, \sigma) = 0.
\]
As $t_1, \ldots, t_{n-2}$ are local equations for $X'$ at $e$, this shows that $\tilde{\gamma}'_m$ factors through the inclusion $\iota: X' \to A'$. We obtain the claimed closed immersion $\phi_{m_0} : V'_{m_0} \to X'$ satisfying $t \circ \phi_{m_0} = \tilde{\gamma}'_m$.

Since $\tilde{\gamma}'_m$ is $\omega_i'$-integral for $i = 1, 2$, we obtain that $\phi_{m_0}$ is $u_i'$-integral for $i = 1, 2$. The same holds for the base change of $\phi_{m_0}$ to $k$, which is a closed immersion $V^k_{m_0} \to X'_k$ supported at $x = e$. Thus, by definition of $m_{X', \omega_1', \omega_2'}(x)$ (cf. Sect. 9.3) we finally get $m_0 \leq m(e)$, as claimed.

Suppose now that $|P^{t}_{j,h}(u)| < 1$ for each $0 \leq h \leq p - 2$ and $1 \leq j \leq n - 2$. Taking $m_0 = p - 2$ in our initial claim we would get $p - 2 \leq m(e)$, which is not possible by Lemma 9.13.

Therefore, there is some $0 \leq h_0 \leq p - 2$ and some $1 \leq j_0 \leq n - 2$ such that $|P^{t}_{j_0,h_0}(u)| \geq 1$. Let $N$ be the least value of such an $h_0$ and choose any $1 \leq j_0 \leq n - 2$ satisfying $|P^{t}_{j_0,N}(u)| \geq 1$. Thus, $N$ exists and $N \leq p - 2$. Also, $N \geq 1$ since $p^{t}_{j,0}(u) = 0$ for each $j$. Taking $m_0 = N - 1 \leq p - 3$ we see that $|P^{t}_{j,h}(u)| < 1$ for each $h \leq m_0$ and $j \leq n - 2$, and out initial claim implies $N - 1 = m_0 \leq m(e)$. \hfill \Box

**Proof of Proposition 9.14** As proved in Lemma 9.15, we may assume that $e \in \Gamma \cap X(K)$ and that $\xi = e$. Let $j_0$ and $N$ be as in Lemma 9.16, let $M = p^{(K:Q_p)/(p-1)}$, and let $r = 1/q$. Let us write $\lambda = c/(p-1)$ and observe that $\lambda < 1$ by (9.1). We remark that $M > 1$, and $r < M^{-1}$ because

$$\log M \cdot r^{-1} = \frac{\log M}{\log q} = \left[ \frac{K : Q_p}{(p-1)} \right] = \lambda < 1.$$  \hspace{1cm} (9.4)

If $c_{j,a} \in K$ is the coefficient of $x^a$ in $\exp^t_j(x)$, Lemma 7.7 gives $|c_{j,a}| \leq M^{||a||-1}$. Hence, we can apply Lemma 6.2 with these choices to the power series $\exp^t_{j_0}(x)$ obtaining

$$n_0(\exp^t_{j_0}(z \cdot u), 1/q) \leq (N - \lambda)(1 - \lambda)^{-1}$$

where we used (9.4). By (9.3) and Lemma 9.16 we conclude

$$\#\Gamma \cap X(K) \cap U_e \leq (m(e) + 1 - \lambda)(1 - \lambda)^{-1} = 1 + m(e) \cdot (1 - \lambda)^{-1}.$$  \hfill \Box

### 9.5 Adding over residue disks

**Proof of Theorem 9.1** By Proposition 9.14 and Lemma 9.11 we obtain

$$\#\Gamma \cap X(K) = \sum_{x \in X'(k)} \#\Gamma \cap X(K) \cap U_x$$

$$= \#X'(k) + \left(1 - \frac{c}{p - 1}\right)^{-1} \sum_{x \in X'(k)} m(x)$$

$$= \#X'(k) + \left(1 - \frac{c}{p - 1}\right)^{-1} \sum_{x \in Z(k)} m(x).$$  \hspace{1cm} (9.5)
Recall from Lemma 9.10 that for each $j = 1, \ldots, \ell$ we have that $v_j^\bullet(w)$ is not the zero differential. By Lemma 9.12 we have

$$
\sum_{x \in Z(k)} m(x) \leq \sum_{x \in Z(k)} \sum_{j=1}^{\ell} \sum_{y \in v_j^{-1}(x)} a_j \cdot (\text{ord}_y(v_j^\bullet(w)) + 1)
$$

(9.6)

$$
\leq \sum_{j=1}^{\ell} a_j \cdot \deg C_j(v_j^\bullet(w)) + \sum_{x \in Z(k)} \sum_{j=1}^{\ell} a_j \cdot \#v_j^{-1}(x).
$$

Lemma 3.6 (which is applicable by Lemma 9.9) and Lemma 9.3 give

$$
\sum_{j=1}^{\ell} a_j \cdot \deg C_j(v_j^\bullet(w)) = \sum_{j=1}^{\ell} a_j \cdot (2g_g(C_j) - 2) \leq 2c_1^2(X') = 2c_1^2(X).
$$

(9.7)

Let $D_1, \ldots, D_s$ be the irreducible components of $Z$ over $k$ and let $J_1, \ldots, J_s$ be the partition of $\{1, 2, \ldots, \ell\}$ determined by the condition $D_j \otimes k = \bigcup_{j \in J_i} C_j$. Since each $D_i$ is defined over $k$, there are integers $b_i \geq 0$ for $1 \leq i \leq s$ such that $a_j = b_i$ for each $j \in J_i$. Recall Lemma 9.9; in particular $D$ is a canonical divisor on $X'$ satisfying $D = \sum_{i=1}^{s} b_i D_i$.

We claim that $D_i^2 \leq D_i \cdot D$ for each $1 \leq i \leq s$. If $D_i^2 < 0$ this holds because $D$ is nef (cf. Lemma 9.9). On the other hand, if $D_i^2 \geq 0$ then $D_i^2 \leq b_i D_i^2 \leq D_i \cdot D$ because $D_i$ and $D_j$ do not share geometric components for $i \neq j$. This proves the claim.

By Lemma 3.15 we obtain

$$
\sum_{x \in Z(k)} \sum_{j=1}^{\ell} a_j \cdot \#v_j^{-1}(x) = \sum_{i=1}^{s} b_i \cdot \sum_{x \in D_i(k)} \sum_{j \in J_i} \#v_j^{-1}(x)
$$

$$
\leq \sum_{i=1}^{s} b_i \cdot \left( (q + 1) \cdot \#J_i + 2q^{1/2} \cdot \sum_{j \in J_i} g_g(C_j) + 2D_i \cdot D \right)
$$

$$
= (q + 1) \sum_{j=1}^{\ell} a_j + 2q^{1/2} \cdot \sum_{j=1}^{\ell} a_j \cdot g_g(C_j) + 2D^2
$$

$$
= (q + 2q^{1/2} + 1) \sum_{j=1}^{\ell} a_j + 2q^{1/2}
$$

$$
\cdot \sum_{j=1}^{\ell} a_j \cdot (g_g(C_j) - 1) + 2D^2.
$$
From Lemmas 9.5 and 3.6 (applicable by Lemma 9.9) we deduce

\[
\sum_{x \in \mathbb{Z}(k)} \sum_{j=1}^{\ell} a_j \cdot \nu_j^{-1}(x) \leq (q + 4q^{1/2} + 1) \sum_{j=1}^{\ell} a_j \cdot (g(C_j) - 1) + 2D^2 \\
\leq (q + 4q^{1/2} + 1)c_1^2(X) + 2D^2.
\]

By Lemma 9.3 we have \(D^2 = c_1^2(X') = c_1^2(X)\), hence,

\[
\sum_{x \in \mathbb{Z}(k)} \sum_{j=1}^{\ell} a_j \cdot \nu_j^{-1}(x) \leq (q + 4q^{1/2} + 3)c_1^2(X).
\] (9.8)

Using (9.7) and (9.8) in (9.6) we get

\[
\sum_{x \in \mathbb{Z}(k)} m(x) \leq (q + 4q^{1/2} + 5)c_1^2(X)
\]

which together with (9.5) gives the result. \(\square\)

10 Applications for rational points

10.1 Rational points on surfaces

We begin with the following generalization of Theorems 1.5 and 1.7 to the case of an arbitrary number field.

Theorem 10.1 Let \(F\) be a number field, let \(p\) be a prime number, let \(p\) be a prime of \(F\) above \(p\), let \(\varepsilon\) be the ramification index of \(p\), let \(k\) be the residue field of \(p\), and let \(q = \#k\). We assume that \(p > \max\{\varepsilon + 1, \exp(\exp(1))\}\).

Let \(X\) be a smooth projective surface contained in an abelian variety \(A\) of dimension \(n \geq 3\), both defined over \(F\) and having good reduction at \(p\). Let \(X'\) and \(A'\) be the corresponding reductions modulo \(p\). Suppose rank \(A(F)\) \(\leq 1\) and that either of the following conditions holds:

(i) We have \(n = 3, X\) is of general type, \(X'\) contains no elliptic curves over \(k^{\text{alg}}\), and \(p > (128/9) \cdot c_1^2(X)^2\);

(ii) The abelian variety \(A'\) is simple over \(k^{\text{alg}}\) and there is an ample divisor \(H\) on \(A\) such that

\[
p > \max \left\{ 3c_1^2(X) + 2, \frac{n! \cdot (3\deg_H(X) + c\deg_H(X))^n}{n^n \cdot \deg(H^n)} \right\}.
\]
Then $X(F)$ is finite and we have

$$\#X(F) \leq \#X'(k) + \left(1 - \frac{\varepsilon}{p-1}\right)^{-1} \cdot (q + 4q^{1/2} + 5) \cdot c_1^2(X).$$

**Proof** By Theorem 9.1, after base-change to the completion $K = F_p$ and taking $G = A(F)$.

---

### 10.2 Primes of geometrically simple reduction

The next result is due to Chavdarov [14].

**Lemma 10.2** Let $A$ be an abelian variety over $\mathbb{Q}$ of odd dimension $n$ satisfying $\text{End}(A_{\mathbb{C}}) = \mathbb{Z}$. There is a set of primes $\mathcal{P}$ of density 1 in the primes such that for every $p \in \mathcal{P}$ the reduction of $A$ modulo $p$ is geometrically simple.

With this at hand, we can prove Corollary 1.11.

**Proof of Corollary 1.11** Let $\mathcal{P}$ be the set of primes afforded by Lemma 10.2 applied to $A$ (as $\text{dim } A = 3$ is odd), discarding the primes of bad reduction for $X$. For every $p \in \mathcal{P}$ we have that $X \otimes \mathbb{F}_p^{\text{alg}}$ does not contain elliptic curves since $A \otimes \mathbb{F}_p^{\text{alg}}$ is simple. We conclude by Theorem 1.5.

From the argument it is clear that we can get a similar result over number fields and abelian varieties of dimension $n \geq 3$ using Theorem 10.1, provided that a suitable extension of Chavdarov’s theorem is applicable to $A$. The general problem regarding abundance of primes of geometrically simple reduction is a conjecture of Murty and Patankar [51]. See [67] and the references therein for the formulation of this conjecture and available results.

---

### 10.3 Quadratic points in curves

We write $\equiv$ for numerical equivalence.

Let $C$ be a smooth, irreducible, projective curve of genus $g \geq 2$ with Jacobian $J$, over an algebraically closed field $k$ of characteristic different from 2. The symmetric square of $C$, denoted by $C^{(2)}$, is a smooth, irreducible, projective surface. The quotient map $\pi : C \times C \to C^{(2)}$ is finite of degree 2 ramified along the diagonal $\Delta \subset C \times C$. Let $D = \pi(\Delta)$ and for $\xi \in C(F^{\text{alg}})$ we let $V_{\xi} = \pi(\{\xi\} \times C)$. As we vary $\xi$, all the divisors $V_{\xi}$ are numerically equivalent to each other and this numerical equivalence class is denoted by $V$. Using adjunction for $\pi$ (see [31] Proposition II.8.20) and intersections on $C \times C$ we find

**Lemma 10.3** We have $K_{C^{(2)}} \equiv (2g - 2)V - D/2$. Moreover, $V^2 = 1$, $(D.V) = 2$, $D^2 = 4 - 4g$, and $c_1^2(C^{(2)}) = (4g - 9)(g - 1)$. 

\(\text{Springer}\)
Let $d_0$ be degree 2 divisor on $C$. The map $C \times C \to J$ given by $(x_1, x_2) \mapsto [x_1 + x_2 - b_0]$ induces a map $j : C^{(2)} \to J$ birational onto its image (since $g \geq 2$). Let $\Theta$ be a Theta divisor in $J$ and recall that it is ample. We define $\theta = j^* \Theta$ on $C^{(2)}$. By Lemma 7 in [41] and Lemma 10.3 we have

**Lemma 10.4** We have $D \equiv 2((g + 1)V - \theta)$. Hence, $\theta \equiv (g + 1)V - D/2$ and $K_{C^{(2)}} \equiv \theta + (g - 3)V$.

**Corollary 10.5** For every curve $C$ of genus $g \geq 3$ we have that $C^{(2)}$ is a surface of general type.

**Proof** Since $\theta$ is ample and all the $V_\xi$ are effective, we get the result from Lemma 10.4. \qed

By Lemmas 10.3 and 10.4 (namely, $\theta \equiv (g + 1)V - D/2$) we find the following.

**Lemma 10.6** We have $(\theta.K_{C^{(2)}}) = 2g(g - 2)$.

Let $W_2 = j(C^{(2)})$. Let us record the next observation.

**Lemma 10.7** If $C$ is not hyperelliptic, then $j$ is injective, in which case $C^{(2)} \simeq W_2$.

Now consider a field $F$ of characteristic different from 2, not necessarily algebraically closed and suppose that $C$ is defined over $F$. If the divisor $d_0$ is defined over $F$ then so is the map $j : C^{(2)} \to J$ and its image $W_2$. However, $\Theta$ is only defined in some algebraic extension of $F$ in general. Nevertheless, in this setting we have the following.

**Lemma 10.8** Assuming the existence of an effective degree 2 divisor $d_0$ on $C$ defined over $F$, there is a divisor $H$ on $J$ defined over $F$ with $H \equiv 2\Theta$. In particular, $H$ is ample.

**Proof** Write $d_0 = x_1 + x_2$ where $x_1, x_2$ are either $F$-rational or of degree 2 over $F$ in which case they are Galois conjugate. Let $\Theta_i$ be the $(g - 1)$-fold pointwise sum of $j(V_\xi) \subseteq J$ with itself, for $i = 1, 2$. Then the divisor $H = \Theta_1 + \Theta_2$ has the required properties. \qed

**Proof of Corollary 1.14** We keep the previous notation in the case $F = \mathbb{Q}$. We can assume the existence of the effective degree 2 divisor $d_0$ on $C$ defined over $\mathbb{Q}$, for otherwise $C^{(2)}(\mathbb{Q})$ is empty. Let us apply Theorem 1.7 to $A = J$, $n = g$, and $X = W_2 \subseteq J$, which is a smooth projective surface satisfying $W_2 \simeq C^{(2)}$ (Lemma 10.7). Furthermore, the reduction of $C^{(2)}$ modulo $p$ is $(C')^{(2)}$ and the isomorphism $C^{(2)} \simeq X$ induced by $j$ reduces to an isomorphism $(C')^{(2)} \simeq X'$ with $X'$ the reduction of $X$, because $C' \otimes \mathbb{F}_p^\text{alg}$ is not hyperelliptic. The divisor $H$ is taken as in Lemma 10.8.
By the Poincaré formulas (see for instance [41]) we have\( \deg(H^g) = 2^g \deg(\Theta^g) = 2^g \cdot g! \) and \( \deg(H^2.X) = 4 \deg(\Theta^2.W_2) = 4g(g - 1) \). By Lemma 10.6 we obtain \( \deg(H.K_X) = 2 \deg(\Theta.K_X) = 2(\theta.K_{C(\omega)}) = 4g(g - 2) \). Therefore,

\[
\frac{g! \cdot (3 \deg(H^2.X) + \deg(H.K_X))^g}{g^g \cdot \deg(H^g)} = \frac{g! \cdot (4g(4g - 5))^g}{g^g \cdot 2^g \cdot g!} = (8g - 10)^g.
\]

In view of Lemma 10.3 and the fact that \( 3c^2_1(X) + 2 = 3(4g - 9)(g - 1) + 2 < (8g - 10)^g \) for \( g \geq 3 \), the result follows from Theorem 1.7. \( \square \)

**Proof of Corollary 1.15** Similar to the previous argument, using Theorem 1.5 instead of Theorem 1.7. Here, \( X = W_2 \cong C(2) \) is of general type by Lemma 10.5. Lemma 10.3 and the fact that \( g = 3 \) give \( c^2_1(X) = c^2_1(C(2)) = 6 \). Thus, \( (128/9)c^2_1(X)^2 = 512 \) and the least prime \( p > 512 \) is 521. \( \square \)
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