Study of 0-1 backpack planning based on simulated annealing algorithm and greedy algorithm for base station coverage and clustering problems
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Abstract. For the base station siting and planning problem in the communication industry, we first establish a 0-1 backpack dynamic planning model, and then use the simulated annealing algorithm and greedy algorithm to continuously optimize the base station sitting under different requirements. Moreover, the coverage area of the considered base stations is closer to the actual one (i.e., three sectoral areas). In this regard, we first establish the polar coordinate system to study the relationship between the change of the main direction angle of a single base station and the coverage area and then use the hierarchical clustering algorithm to classify the main direction angles of the three areas into three categories based on the distribution of weak coverage points around the stations and find the three best main direction angles of a single base station. And the greedy algorithm is used to solve the problem from local to overall so that each base station can cover the weakest coverage points as much as possible, and finally get a more ideal result that the total weak coverage rate of all base stations reaches 79.8%.
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1. Introduction

With the rapid development of mobile communication technology scale, the scale of mobile communication operations is also getting bigger and bigger, which leads to bringing more and more complex communication networks and the planning difficulty also rises. Meanwhile, with the rapid development of 5G, the bandwidth of communication is getting larger and larger, but the coverage area of base stations is getting smaller and smaller, so the number of base stations needed to cover the same area becomes more and more, and the types of base stations and antennas also increase, so the problem of base station planning becomes more complicated, so it is particularly important to select several sites from the optional candidate sites to achieve the maximum coverage of the area.

2. Model Establishment and Solution

2.1. Model Establishment

In this paper, the base station siting problem is categorized as a 0-1 backpack planning problem. For this problem, a total of n base stations needs to be selected, and the service volume of the base station j is w_j, assuming that the service volume of the base station is non-negative and the maximum total service volume is W.

So that 90% of the total service volume of the weak coverage points is covered by the planned base stations. In which we need to select the locations where base stations can be built according to the constraints and plan whether to choose to build macro base stations or micro base stations for these base stations, introducing the 0-1 variables p_j, q_i. When p_j = 0, the base station will not be built. When p_j = 1, the base station will be built. When q_i = 0, the micro base station is chosen to be built. When q_i = 1, the macro base station is chosen to be built.

We choose the idea of the value density greedy method to solve this kind of backpack problem.
Let the total weight of the backpack be the maximum total service \( W \). Each coordinate that meets the constraint is called a proposed site, and there is a discussion on whether each proposed site should be built as a micro-base station or a macro-base station. If a micro base station is built, the value density of the proposed site is \( v_i/10 \), where \( v_i \) denotes the number of services that can be performed by the micro-base station. If a macro base station is built, the value density of the proposed site is \( v_i/30 \), where \( v_i \) denotes the service volume that can be accomplished by the macro base station. Each time we choose the proposed site with the highest value density to build. Until the constraint \( W \) is greater than ninety percent of the total service volume is satisfied.

On this basis, we establish the 0-1 integer planning model with the largest business volume, and the decision variables in the model as well as the objective function and constraints are as follows.

Objective function: Total service volume of new base stations

\[
\text{max } W = \sum_{i=1}^{n} w_i p_i q_i
\]

Decision variables: choice of whether to build a base station, choice of the type of base station construction

Constraints:

1. The Euclidean distance between the new base station and the weak coverage point is less than 30 of the coverage range of the macro base station or 10 of the coverage range of the micro base station
2. The threshold for the distance between the new station site and the existing station site is 10
3. The selection of the base station is only selected and unselected, as 0 or 1
4. The construction type of base station is an only a micro base station or macro base station, like 0 or 1

\[
\begin{align*}
\sum_{i=1}^{n} w_i p_i q_i &\geq 6350607 \\
\left(x-x_0\right)^2 - \left(y-y_0\right)^2 &\geq 10 , \text{ \( (x, y \) is the base station to be determined) } \\
p_i, q_i & = 0,1 \\
\left(x-x_0\right)^2 - \left(y-y_0\right)^2 &\leq 30 , \text{ \( (x, y \) is macro base station) } \\
\left(x-x_0\right)^2 - \left(y-y_0\right)^2 &\leq 10 , \text{ \( (x, y \) is micro base station) }
\end{align*}
\]

2.2. Simulated annealing algorithm for solving dynamic programming models

We choose the simulated annealing algorithm as the solution method based on greedy thinking. The simulated annealing algorithm has two levels of loops; loop one, iterative iteration to generate new solutions, which are generated by random perturbation at any temperature in the process of cooling down and calculate the change of the objective function value to decide whether it is accepted or not. Loop two, slow cooling repeats the iterative process, slowly decreasing the temperature after the completion of iteration at a fixed temperature, so that the algorithm may eventually converge to the global optimal solution.

Since the initial temperature of the algorithm is relatively high, through the iterative process of loop one, the new solution that makes E increase may also be accepted with some probability at the beginning, thus being able to jump out of the local minima. And, although the acceptance function is already very small at low temperatures, the possibility of accepting worse solutions is still not excluded, so we record the best feasible solution (historical optimal solution) encountered during the annealing process as well and let it be output together with the last accepted solution before terminating the algorithm to prevent missing the optimal solution.

In the present application, the annealing process is controlled by a set of initial parameters, i.e., the cooling schedule, which is centered on trying to bring the system to quasi-equilibrium so that the algorithm approaches the optimal solution in a finite time.
Selection of parameters:

1. Initial solution \( x_0 \) and initial value \( T_0 \)

Based on the preliminary analysis of the global optimal solution and the search range, combined with the size of the problem, we choose the initial solution \( x_0 \) is the service volume covered by any proposed base station, and the initial value \( T_0 \) is 90.

2. Control parameters \( T_i \) and its decay function

Because of the special nature of this problem, we construct a special decay function to "cool down" the program. The common attenuation function is \( T_{i+1} = \alpha T_i, i = 0,1,2,\ldots \), where \( \alpha \) can take the value of 0.95.

3. Markov chain length

It is known that the Markov chain length should be chosen such that a quasi-equilibrium state is reached at each value of the control parameters, which for the simple case can be directly given as \( L_i=100n \), where \( n \) is the scale. Here we take \( n=5 \) and \( L_i=500 \).

4. Acceptance function

\[
p(i \Rightarrow j) = \begin{cases} 
1, & f(i) \leq f(j) \\
\exp \left( \frac{f(i) - f(j)}{kL_i} \right), & \text{else}
\end{cases}
\]  

When the high-temperature case of \( L_i \) is relatively large, the denominator on the index is relatively large and this is a negative index at this time, so the probability of acceptance is close to one, i.e., a new solution \( x_j \) that is worse than the current solution \( x_i \) may also be accepted, thus providing the possibility of jumping out of the local optimal solution.

5. Stopping conditions

\[ T_i < T_f = 0.01 \]

At high temperature sufficient wide-area search has been performed to find the region where the best solution may exist, while at low temperature in a sufficient local search, it is likely to find the global optimal solution, so a sufficiently small number was set for \( T_f \).

We finally calculated the number of macro base stations to be built as 894, and micro base stations as 978. The percentage of new base stations business to total business is 90.56741%. All new base station locations are shown in Figure 1.
2.3. Optimization of the coverage area

We consider more closely the reality, where the coverage area is changed from the original circular range to three sectors that will change direction, so we decide to build the planning with angle as the independent variable and use the greedy algorithm to solve it.

2.3.1. Establish the polar coordinate system

The coverage area of each base station is not exactly circular, but each base station has 3 sectors of coverage area, where each sector points in one direction. And each sector has the maximum coverage in the main direction (30 for macro base stations and 10 for micro base stations) and can be covered within 60 degrees to the left and right of the main direction, and the coverage area is gradually reduced linearly, and at 60 degrees, the coverage area is half of the coverage area in the main direction. Beyond 60 degrees, it cannot be covered by this sector, thus we intend to analyze the coverage of the base station at different angle changes, for which we establish the polar coordinate system.

We establish the polar coordinate system horizontal axis is 0°, and because the angle change of the main direction of the sector area is 0°-360°, and the angle between any two main directions should be greater than 45°, so we assume that the radius of the unit circle is \( R \), the angle between the main direction and the horizontal axis is \( \theta \), to get the radius formula is

\[
R = k\theta + t \quad \text{(both k and t are linear parameters)}
\]  

(5)

And because the coverage area of the base station is only 1/2 of the coverage area in the main direction when the main direction is extended by 60 degrees, it is obtained that

\[
R = \frac{\pi}{2}k + t, \quad R^2 = \frac{\pi}{6}k + t
\]

(6)

It can be solved that \( k = 3R/2\pi \), \( t = R/4 \).
2.3.2. Coverage Analysis

By obtaining the coverage variation law of each sector of the base station earlier, we then analyze a single macro base station as an example and solve for the variation of the angle of the main direction and the number of coverage points under the coverage constraint of this macro base station, and the visualization analysis is shown in Figure 2.

2.3.3. Main direction cluster

After analyzing the coverage of individual base stations, we then decided to use the systematic (hierarchical) clustering method and the greedy algorithm to obtain the degrees of the three main directions of each base station based on the distribution of weak coverage points around each base station in turn. Systematic clustering is a method to divide each sample into several classes. The basic idea is to first consider each sample into one class, then specify the distance between classes, select the pair with the smallest distance to merge into a new class, calculate the distance between the new class and other classes, and then merge the two classes with the closest distance, thus reducing one class at a time until all samples are combined into one class.

The number of samples is assumed to be \( n \) (in this case, the three main directional angle samples of each base station) and the number of clusters is \( k \) (here, the parameter variables that can be set and will be set continuously until the optimal solution is found). For the variable clustering analysis, it is only necessary to replace the distance with the similarity coefficient \( p \), and then the variables with larger similarity coefficient \( p \) are clustered separately.

In the initial state, the systematic clustering method treats each sample as a cluster, i.e., \( k=n \). The two most similar samples are then merged into one cluster to obtain \( k=n-1 \); the two most similar clusters are again found in the remaining \( n-1 \) clusters and merged into one cluster to obtain \( k=n-2 \), and so on until \( k=1 \).

Finally, we get the angle between a single base station and the corresponding weak coverage point and the category it belongs to (here it is divided into three categories corresponding to the three sector-main directions) and solves for the angles of the three-sector coverage centerlines of the first base station: \( 174.326^\circ \), \( -238.137^\circ \), and \( -39.325^\circ \), respectively.
2.3.3. Greedy algorithm solution

Subsequently, the weak signal points covered by the first station were removed, and the remaining base stations beyond the first one was solved using the greedy algorithm and clustered again to obtain the three best-fit angles, and the process was repeated until the end.

3. Results

After a suitable planning solution, we get a more ideal result that meets the requirements. Finally, we calculated that the number of macro base stations to be built is 894, the number of micro base stations is 978, and the ratio of new base station services to total services is 90.56741%.

When the conditions become more realistic and demanding, the coverage of the base station changes significantly. We adopt the idea from the local optimum to the overall optimum, and use the greedy algorithm to make each base station cover as many weak coverages points as possible by adjusting the angle of the three main directions in turn, and removing these weak coverage points for each coverage. The final result of the coverage rate is 79.8%.
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