The unimolecular decomposition of dimethoxymethane: channel switching as a function of temperature and pressure†
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Branching ratios of competing unimolecular reactions often exhibit a complicated temperature and pressure dependence that makes modelling of complex reaction systems in the gas phase difficult. In particular, the competition between steps proceeding via tight and loose transition states is known to present a problem. A recent example from the field of combustion chemistry is the unimolecular decomposition of CH₃OCH₂OCH₃ (DMM), which is discussed as an alternative fuel accessible from sustainable sources. It is shown by a detailed master equation analysis with energy- and angular-momentum-resolved specific rate coefficients from RRKM theory and from the simplified statistical adiabatic channel model, how channel switching of DMM depends on temperature and pressure, and under which experimental conditions which channels prevail. The necessary molecular and energy data were obtained from quantum-chemical calculations at the CCSD(F12*)(T*)/cc-pVQZ-F12//B2PLYP-D3/def2-TZVPP level of theory. A parameterization describing the channel branching over extended ranges of temperature and pressure is derived, and the model is used to simulate shock tube experiments with detection by atomic resonance absorption spectroscopy and time-of-flight mass spectrometry. The agreement between the simulated and experimental concentration–time profiles is very good. The temperature and pressure dependence of the channel branching is rationalized, and the data are presented in a form that can be readily implemented into DMM combustion models.

1 Introduction

The kinetics of a unimolecular reaction in the gas phase is known to be governed by the competition between collisional energy transfer and the reactive steps of the energized reactant molecule.† For competing unimolecular reactions of a given reactant, this often results in a complicated temperature and pressure dependence of the corresponding branching ratios, which can make modelling of
complex reaction systems a difficult task. In particular, the competition between reactive steps proceeding via tight and loose transition states can cause problems (see e.g. ref. 2–5).

A recent example from the field of combustion chemistry are the unimolecular decomposition reactions of oxymethylene ethers (OMEs) (see e.g. ref. 6). These compounds are discussed as additives or replacements for conventional diesel fuel because they possess diesel-compatible properties and may be produced sustainably. Moreover, due to their oxygen content and the lack of C–C bonds, OMEs lead to reduced soot formation and hence allow for combustion conditions where NOx emissions can be kept low. The smallest OME homologue, dimethoxymethane (DMM ≡ OME-1; where \( n \) in OME-\( n \) denotes the number of CH\(_2\)O units in the CH\(_3\)(CH\(_2\)O)\(_n\)CH\(_3\) backbone), plays a particular role because, besides representing a fuel additive in itself, it can also serve as a model compound for the development of combustion mechanisms for higher OMEs.

A key process for the autoignition of any fuel/O\(_2\) mixture is radical production from the closed-shell fuel molecule. This radical production can proceed via different pathways mainly depending on temperature. At low temperatures (\( T < 1000 \) K), bimolecular H abstraction reactions, initially by O\(_2\), are crucial whereas at higher temperatures also unimolecular decomposition reactions of the fuel molecule can become relevant (see e.g. ref. 16 and 17). If such radical-producing unimolecular decomposition channels compete with decomposition channels that yield closed-shell species, the kinetic branching ratio between these mechanistically different pathways is an influential quantity in combustion modelling. The complicated temperature and pressure dependence of this channel branching is, however, often difficult to quantify (see e.g. ref. 5 and the literature cited therein).

In the present work, we examine this problem of the competing unimolecular decomposition reactions of DMM, where the following molecular (R1)–(R6) and radical (R7)–(R10) decomposition channels are discussed:

\[
\begin{align*}
\text{CH}_3\text{OCH}_2\text{OCH}_3 & \rightarrow \text{CH}_3\text{OH} + \text{trans-CH}_3\text{OCH} \quad \text{(R1)} \\
\text{CH}_3\text{OCH}_2\text{OCH}_3 & \rightarrow \text{CH}_3\text{OH} + \text{cis-CH}_3\text{OCH} \quad \text{(R2)} \\
\text{CH}_3\text{OCH}_2\text{OCH}_3 & \rightarrow \text{CH}_3\text{OH} + \text{CH}_2\text{OCH}_2 \quad \text{(R3)} \\
\text{CH}_3\text{OCH}_2\text{OCH}_3 & \rightarrow \text{H}_2\text{CO} + \text{CH}_3\text{OCH}_3 \quad \text{(R4)} \\
\text{CH}_3\text{OCH}_2\text{OCH}_3 & \rightarrow \text{H}_2\text{CO} + \text{CH}_3\text{CH}_2\text{OH} \quad \text{(R5)} \\
\text{CH}_3\text{OCH}_2\text{OCH}_3 & \rightarrow \text{CH}_4 + \text{CH}_3\text{OCHO} \quad \text{(R6)} \\
\text{CH}_3\text{OCH}_2\text{OCH}_3 & \rightarrow \text{CH}_3 + \text{OCH}_2\text{OCH}_3 \quad \text{(R7)} \\
\text{CH}_3\text{OCH}_2\text{OCH}_3 & \rightarrow \text{CH}_3\text{O} + \text{CH}_2\text{OCH}_3 \quad \text{(R8)} \\
\text{CH}_3\text{OCH}_2\text{OCH}_3 & \rightarrow \text{CH}_3\text{OCH}_2\text{OCH}_2 + \text{H} \quad \text{(R9)} \\
\text{CH}_3\text{OCH}_2\text{OCH}_3 & \rightarrow \text{CH}_3\text{OCHOCH}_3 + \text{H} \quad \text{(R10)}
\end{align*}
\]
To trace back the origin of this set of reactions and to illustrate how the combustion chemistry of DMM can benefit from modern unimolecular rate theory, we briefly outline in the following the development of DMM pyrolysis and combustion mechanisms over the past two decades.

A first kinetic model for DMM oxidation was published in 2001 by Daly et al.\textsuperscript{21} to evaluate jet-stirred reactor experiments. In this model, the rate coefficients for the initial DMM decomposition reactions were taken from the corresponding reactions of dimethyl ether (DME) and diethyl ether (DEE). Nine years later, Dias et al.\textsuperscript{22} modelled DMM/O\textsubscript{2}/Ar flames, adopting the rate coefficients for the DMM-specific reactions from ref. 21. The same data were also used as a basis to model the results of a high-pressure flow tube study by Marrodán et al.\textsuperscript{23} in 2015. All these mechanisms\textsuperscript{21–23} have in common that for the unimolecular decomposition of DMM only the bond dissociation channels (R7)–(R10) were considered.

In 2017, Sun et al.\textsuperscript{24} in their modelling of OME-3 flames included both the radical channels (R7)–(R10) and the molecular elimination channel (R4), and parameterized its rate coefficient in analogy to the corresponding channel in DEE decomposition. In the same year, Hu et al.\textsuperscript{25} used a modified DMM model from Curran et al. (not readily available in the literature), which contained a channel \( \text{CH}_3\text{OCH}_2\text{OCH}_3 \rightarrow \text{CH}_3\text{OH} + \text{CH}_3 + \text{CHO} \). In analogy to ref. 24, He et al.\textsuperscript{26} included in their model of OME-3 combustion, a molecular channel \( \text{RH} \rightarrow \text{R'HH} + \text{CH}_3\text{O} \) as a general initiation step for OME-1 to OME-3. At about the same time, Vermeire et al.\textsuperscript{27} developed a model to describe DMM oxidation in jet-stirred reactor experiments but again considered only the two C–O bond fission steps. This restriction (accounting for C–O bond fission only) also applies to the models by Sun et al.,\textsuperscript{28} Peukert et al.,\textsuperscript{29} and Golka et al.\textsuperscript{30,31} (though in ref. 28, the elimination channel \( \text{CH}_3\text{OCH}_2\text{OCH}_3 \rightarrow \text{CH}_3\text{OH} + \text{CH}_3 + \text{HCO} \) is listed in the ESI).

For the first time, two molecular elimination channels, namely (R4) and \( \text{CH}_3\text{OCH}_2\text{OCH}_3 \rightarrow \text{CH}_3\text{OH} + \text{CH}_3 + \text{HCO} \), were explicitly considered and discussed by Jacobs et al.\textsuperscript{32} but with rate coefficients again from analogy considerations of DME and DEE. With this model, the authors of ref. 32 were able to describe their ignition delay time experiments as well as other experimental studies from the literature. Only in 2020, Yu et al.,\textsuperscript{18} in a micro flow-tube/photoionization study, obtained experimental evidence for CH\textsubscript{3}OH as a direct thermal decomposition product of DMM. In accompanying quantum chemical calculations at CBS-QB3 level of theory,\textsuperscript{33} a total of 6 different molecular elimination channels, (R1)–(R6), were identified.\textsuperscript{18} In particular, it was found that the threshold energies of reactions (R1)–(R4) are well below the bond dissociation energies corresponding to (R7)–(R10). On the basis of microcanonical rate coefficients from Rice–Ramperger–Kassel–Marcus (RRKM) theory,\textsuperscript{34,35} it was concluded that the latter bond dissociation reactions are unlikely as primary initial pyrolysis steps in comparison to the isomerization–elimination reactions.\textsuperscript{18}

At about the same time, Sun et al.\textsuperscript{19} characterized 8 DMM decomposition channels (2 radical, 6 molecular) by quantum chemical calculations, to model their flow reactor pyrolysis experiments. These authors\textsuperscript{19} also found the low-lying molecular elimination reactions (R1)/(R2), (R3), and (R4) as well as three \( \text{H}_2 \)-eliminating reactions. But they concluded that under their experimental conditions (temperatures ranging from 783 to 1396 K at pressures of 30 and 760 torr), CH\textsubscript{3}OH elimination reactions are not competitive enough to notably influence fuel consumption. In a recent purely theoretical study, Al-Otaibi et al.\textsuperscript{20}
characterized 11 DMM decomposition pathways (7 radical, 4 molecular) with density functional theory (DFT) and CBS-QB3 calculations. They also calculated canonical rate coefficients from RRKM theory and predicted a predominance of the bond dissociation reaction (R7) over the kinetically most favored complex decomposition reaction (R4) at \(p = 1\) bar and \(T = 300-2000\) K. Most recently, Li et al.\textsuperscript{36} modelled their high-temperature ignition delay time measurements (shock tube, \(T = 1050-1450\) K, \(p = 1-10\) atm) with an updated DMM mechanism, adopting the kinetic parameters of the radical DMM decomposition reactions from ref. 31. In this work,\textsuperscript{36} the molecular elimination channels were found to be unimportant.

So in total, a puzzling picture arises. On the one hand, there is striking theoretical evidence for molecular elimination channels in DMM with threshold energies well below the C–O bond dissociation energies. On the other hand, it appears as if almost all DMM pyrolysis experiments performed so far (with the exception of those from ref. 18) could be well described by taking into account the bond dissociation reactions only. It is the aim of the present work to contribute to the resolution of this apparent contradiction by applying quantum chemistry, statistical rate theory and kinetic-mechanistic modelling.

We use highly accurate quantum chemical methods and a multi-channel master equation approach to calculate thermal rate coefficients for the unimolecular decomposition pathways of DMM as a function of temperature and pressure. We discuss the varying contributions of radical and molecular channels to the overall kinetics of DMM pyrolysis at different temperatures and pressures. On the basis of our results, we propose an updated mechanism for DMM pyrolysis and use it to model earlier experimental data. We show that depending on the experimental conditions, either the molecular or the radical channels prevail, and we discuss the consequences for DMM pyrolysis under different experimental regimes.

2 Methodology

2.1 Quantum chemical calculations

Optimized geometries, the resulting rotational constants, and the harmonic vibrational wavenumbers of all stationary points on the potential energy surface that are relevant for reactions (R1)–(R10), were calculated with DFT at B2PLYP-D3/def2-TZVPP levels of theory.\textsuperscript{37–40} In a recent paper, Vuckovic and Burke\textsuperscript{41} demonstrated that this method is highly accurate in predicting geometries. It outperforms in many cases, other currently used density functionals and is of course more cost effective than \textit{ab initio} methods of comparable accuracy. For the molecular reaction pathways (R1)–(R6), we additionally performed intrinsic reaction coordinate (IRC) calculations\textsuperscript{42} at the same level of theory to verify the transition states found and to provide potential energy profiles for tunneling corrections (see below). For all these geometry calculations, the Gaussian 16 software package\textsuperscript{43} was used.

Single-point electronic energies of the stationary points were calculated with explicitly correlated coupled cluster theory at the CCSD(F12*)(T*)/cc-pVQZ-F12 level\textsuperscript{44–46} using the TURBOMOLE 7.4 software package.\textsuperscript{47} Results from benchmark studies for similar methods\textsuperscript{48} multiplied by a recommended correction factor of 2.5 for the 95% confidence limits,\textsuperscript{49} give estimated uncertainties for
calculated reaction energies of $\pm 2$ kJ mol$^{-1}$ for closed-shell systems and of $\pm 3$ kJ mol$^{-1}$ for open-shell systems. While uncertainties of this magnitude may have a slight influence on the numerical values of the predicted branching ratios, they do not change the qualitative picture of the interplay between radical and molecular channels in the unimolecular decomposition of DMM.

2.2 Statistical rate theory and master equation calculations

Rate coefficients as a function of temperature and pressure for reactions (R1)–(R10) were obtained by solving a steady-state, one-dimensional (i.e. energy-resolved), ten-channel thermal master equation.$^{50-52}$ We used a detailed balanced stepladder model for collisional energy transfer and calculated energy-specific rate coefficients from RRKM theory for reactions (R1)–(R6) and from the simplified statistical adiabatic channel model (s-SACM)$^{53,54}$ for reactions (R7)–(R10). The anisotropy parameter of the s-SACM was set to its standard value of $\alpha/\beta = 0.5$. Angular momentum conservation was accounted for in all reactions by calculating the energy-specific rate coefficients, $k_i(E, J, T)$, for thermally averaged angular momentum quantum numbers, $\langle J \rangle_T$, at the given temperature $T$ in the master equation. Energy- and angular-momentum-dependent densities and sums of states were determined by direct counting procedures$^{56,57}$ in the rigid rotor/harmonic oscillator approximation. Neither vibrational frequencies nor zero-point vibrational energies were scaled because no scaling factors are available for the dispersion-corrected double-hybrid functional. Moreover, scaling factors tend to cancel in rate coefficients calculated with statistical rate theory. For reactions (R1)–(R6), one-dimensional tunneling corrections$^{58,59}$ of the Wentzel–Kramers–Brillouin type based on the IRC curves were applied. Tunneling through the centrifugal barriers for reactions (R7)–(R10) was neglected. The master equation was solved with the average energy transferred per down collision, $\langle \Delta E \rangle_d$ (= $\Delta E_{SL}$, the step size of the stepladder model$^{51,60}$), as the only adjustable parameter; it was fitted to the sum of the temperature- and pressure-dependent rate coefficients of the C–O bond dissociation channels (R7) and (R8), which were determined in the earlier shock-tube experiments of this laboratory.$^{31}$ The bath gas in these experiments was argon, and the Lennard–Jones parameters used in our calculations were taken from ref. 29. The channel-specific canonical rate coefficients $k_i(T, P)$ were obtained by averaging the microcanonical rate coefficients, $k_i(E, \langle J \rangle_T)$, over the normalized steady-state distribution of DMM, $\tilde{n}^a(E; T, P)$, obtained as the solution of the ten-channel master equation:

$$ k_i(T, P) = \int_0^{\infty} k_i(E, \langle J \rangle_T) \tilde{n}^a(E; T, P) dE $$

The details of our specific unimolecular rate theory implementations are given in ref. 61–63 and the literature cited therein. The master equation calculations were carried out over broad temperature and pressure ranges of $T = 800$–1800 K and $p = 10^{-5}$ to $10^3$ bar, respectively.

2.3 Kinetic modelling

The kinetic data calculated in the present work for the unimolecular decomposition steps (R1)–(R10) were incorporated in the DMM pyrolysis model from ref. 31.
23 as modified in ref. 30. The entire mechanism is given in a machine-readable form (CHEMKIN format, see e.g. ref. 64 and 65) in the ESI.† For the simulations of the shock tube experiments, the program package OpenSMOKE++ was used.66 This program package, which is compatible with the CHEMKIN input format, numerically solves the system of coupled differential equations arising from a given reaction mechanism (elementary reactions, rate parameters and thermodynamic data) and provides, among other things, concentration–time profiles for all species. For the actual simulations of the present work, the option of a homogeneous batch reactor under adiabatic conditions in a constant volume regime was chosen. This approximation is justified for the conditions behind reflected shock waves with sufficiently short reaction times below 2 ms. At these conditions, heat loss and other non-ideal shock wave behavior can be neglected.

3 Results and discussion

3.1 Quantum chemical calculations

A schematic potential energy diagram of reactions (R1)–(R10), summarizing the quantum chemical results of the present work, is shown in Fig. 1. The most important energetic quantities are collected and compared with values from the literature in Table 1, and the corresponding molecular structures are illustrated in Fig. S1 and listed in Table S1 of the ESI.† In agreement with ref. 18, we found for the four molecular elimination channels (R1)–(R4) threshold energies below the bond dissociation energies of (R7)–(R10) and for the two molecular elimination channels (R5) and (R6) threshold energies higher than those bond dissociation energies. This finding is in line with the results of ref. 19 and 20 though not all of these channels were discussed therein. On the other hand, in ref. 19 and 20 additional unimolecular reaction channels of DMM were mentioned but as the corresponding threshold energies are comparatively high, they appear to be of limited relevance for the pyrolysis kinetics. The agreement between the coupled cluster results of ref. 19 and this work is very good with the largest (unsigned) deviation being 2.3 kJ mol\(^{-1}\) and the average deviation being 0.9 kJ mol\(^{-1}\). The CBS-QB3 results of ref. 18 also reasonably agree (largest deviation: 12.3 kJ mol\(^{-1}\), average deviation: 4.3 kJ mol\(^{-1}\)). The reason for the differences between the CBS-
QB3 results from ref. 20 and those from ref. 18, which should be identical in principle, is unclear.

In general, the absolute accuracy of quantum chemical calculations is difficult to assess, and statistical measures are frequently employed for characterization. In benchmark studies, uncertainties of \( \pm (2-3) \text{ kJ mol}^{-1} \) at the 95% confidence level are given for reaction energies from coupled cluster calculations similar to those of the present work (see Section 2.1). For CBS-QB3 calculations, larger uncertainties of \( \pm (13-14) \text{ kJ mol}^{-1} \) (again 95% confidence level) for enthalpies of formation were recommended in ref. 67. From the coupled cluster benchmark study, and by taking into account the fact that transition states are involved, it appears reasonable to assume that the uncertainties in the calculated threshold energies of the present work do probably not exceed \( \pm 5 \text{ kJ mol}^{-1} \).

The rotational constants and harmonic wavenumbers necessary for the statistical rate theory calculations are given in Table S2 of the ESI.

### 3.2 Statistical rate theory and master equation calculations

As already mentioned above, the master equation was solved with \( \Delta E_{\text{SL}} \), representing the average energy transferred per down collision, as the only adjustable parameter. The value was fitted to the temperature- and pressure-dependent rate coefficients reported in ref. 30 and 31 which were determined in shock tube experiments with time-resolved H atom detection using atom resonance absorption spectroscopy (H-ARAS). Note that in contrast to the approach in ref. 31, where only a two-channel master equation was used, the full ten-channel master equation was employed in the present work.

In earlier studies, it was concluded from qualitative mechanistic considerations that under shock tube conditions mainly the C–O bond dissociation channels should contribute as rate-determining steps to hydrogen atom production. Following this assumption, we adjusted the value for \( \Delta E_{\text{SL}} \) by fitting the calculated sum of the rate coefficients of the C–O bond dissociation reactions, \( k_7 + k_8 \), to the experimental values from ref. 30 and 31. The results for the optimum value of \( \Delta E_{\text{SL}} = 400 \text{ cm}^{-1} \) are shown in Fig. 2. With respect to sensitivity,
we note that a variation of $\Delta E_{\text{SL}}$ by $+/-200$ cm$^{-1}$ leads to an increase/decrease of the rate coefficients by about a factor of two with little variance over the entire temperature range but a slight increase of sensitivity for the lower pressures.

To put the assumption that C–O bond dissociation channels dominate at high temperatures on a more quantitative basis, we consider in the following the calculated relative branching fractions of all ten channels for the fitted value of $\Delta E_{\text{SL}}$. As is obvious from Fig. 3, the bond dissociation reaction (R7) increasingly dominates at temperatures above 900 K, which are typical for shock tube experiments. It is followed by the molecular elimination reaction (R1) and then by reactions (R8) and (R2). All other rate coefficients are lower by at least two orders of magnitude.
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**Fig. 2** Rate coefficients $k = k_7 + k_8$ from the master equation calculations of the present work (lines) fitted to the rate coefficients from the shock tube experiments of ref. 30 and 31 (symbols) with $\Delta E_{\text{SL}} = 400$ cm$^{-1}$ at $p \sim 4.7$ bar (black), $p \sim 1.1$ bar (red), and $p \sim 0.4$ bar (blue).
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**Fig. 3** Calculated rate coefficients of reactions (R1)–(R10) at a pressure of $p = 1$ bar; top to bottom near left axis: (R7), (R1), (R8) (red dotted), (R2) (blue dotted), (R4), (R3), (R9), (R10), (R6) and (R5).
of magnitude. Among the C–O bond dissociation channels, reaction (R7) clearly dominates over reaction (R8). For numerical evaluations of the rate coefficients $k_i(T,P)$, ‘log p’ parameterizations (see e.g. ref. 65) are given in Table S3 of the ESI.†

To enable a direct implementation of these results into combustion modelling, machine-readable files directly suitable for OpenSMOKE or CHEMKIN simulations are also given as ESI.†

To facilitate further discussion, Fig. 4 illustrates the pressure- and temperature-dependent switching between the combined radical and the combined molecular channels, (R7)–(R10) and (R1)–(R6), respectively. It is obvious that at the higher temperatures (1300 and 1800 K) the radical channels dominate at pressures above ca. 10 mbar whereas at the lower temperatures (800 K) the molecular channels prevail. This explains why in the low-temperature flow tube experiments of ref. 18 ($T = 573–1243$ K, pressure of a few tens of mbar), strong evidence for the molecular channels was found whereas these channels are much less important in the high-temperature shock tube studies of ref. 29 ($T = 1100–1430$ K, $p = 1.2–2.5$ bar) and ref. 30 and 31 ($T = 1100–1600$ K, $p = 0.4$, 1.1 and 4.7 bar). This is further illustrated in terms of relative branching fractions in Fig. 5. At lower temperatures near 800 K, the molecular channel (R1) dominates over the entire pressure range even though the radical channel (R7) gains some importance with increasing pressure; the relative branching fraction of the second molecular channel (R2) turns out to be nearly independent of pressure under these conditions. At higher temperatures near 1300 K, channel switching between reaction (R1), dominating at pressures below ca. 10 mbar, and reaction (R7), dominating at pressure above ca. 10 mbar, occurs. The predominance of the molecular channels in ref. 18 and the radical channel in ref. 29–31 becomes obvious.

In Fig. 6, the situation is illustrated in terms of microcanonical rate coefficients and molecular distribution functions. We show only the rate coefficients of the two most relevant molecular and radical channels. Note that a figure including all channels is given in the ESI (Fig. S2†). The most important feature reflecting the channel switching is the crossing of the specific rate constant curves
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**Fig. 4** Calculated sums of the rate coefficients for the molecular channels (R1)–(R6) (blue dashed lines), for the radical channels (R7)–(R10) (red dashed lines), and total rate coefficient for all channels (R1)–(R10) (black solid line) at temperatures of 1800 K, 1300 K and 800 K (top to bottom).
of (R1) and (R7) near 35 000 cm\(^{-1}\). At lower energies, the molecular channel (R1) dominates and at higher energies the radical channel (R2) dominates. The black dashed curves represents the molecular population of DMM at selected pressures from the high-pressure limit (right-hand curve) down to a pressure of 1 mbar (left-hand curve). With varying pressure, these populations move over this crossing range, sampling different ranges of energy contributing to the integrand of eqn (1). The switching of the dominating channel at pressures around \(p = 10\) mbar for this temperature as shown in Fig. 5, right panel, is the necessary consequence. Such switching between lower lying channels with tight transition states and higher lying channels with loose transition structures is not uncommon in multichannel unimolecular reactions, and in particular subtle angular momentum effects can occur (see e.g. ref. 2–5 and 68).

The distinction between “tight” (sometimes referred to as “rigid”) and “loose” transition states was introduced by Marcus and Rice\(^{34}\) and quantified later in
terms of activation entropy by Benson. Figuratively speaking, a tight transition state in a unimolecular decomposition reaction resembles the reactant configuration insofar as its internal states are characterized essentially by vibrational degrees of freedom. It is usually well localized and associated with a pronounced maximum of the potential energy along the reaction coordinate. In contrast, a loose transition state in a unimolecular decomposition reaction is more product-like, and its internal states are governed by the (hindered) internal rotations of the preformed fragments. It is typical for reactions with no localized maximum of the potential energy curve along the reaction coordinate but with an asymptotic approach toward the potential energy of the separated fragments. This makes the localization of a transition state structure difficult and strongly dependent on energy and total angular momentum. Due to the higher number of rotational states as compared to the number of vibrational states, a much steeper rise of the $k_i(E)$ curve arises for a loose transition state than for a tight transition state for a given reactant. This becomes obvious for the reaction system of the present work in Fig. 6 and S2.

In terms of canonical rate coefficients, loose transition states correspond to higher activation entropies, $\Delta S^\ddagger$, and hence to larger preexponential factors in the high-pressure limit as compared to tight transition states. Illustrative numerical values for the DMM unimolecular reaction channels are given in Table 2. The expected very large values of $\Delta S^\ddagger$ for the loose bond dissociation channels (R7)–(R10) are obvious, but it can also be realized that the well localized (that is, “tight”) transition states of reactions (R1)–(R6) can result in activation entropies distinctly above zero. Obviously, the use of $\Delta S^\ddagger$ as a measure to formally distinguish between tight and loose transition states is limited.

In the following, we briefly elucidate in a qualitative way, the relation between the activation entropies and the microscopic mechanisms of the molecular DMM decomposition channels (R1)–(R6). The corresponding transition state structures are displayed in Fig. S1. In reactions (R1) and (R2), a CH$_3$O–CH$_2$ bond is broken, and simultaneously an H atom is shifted from the CH$_2$ group to the departing CH$_3$O moiety. Though this formally gives rise to structures resembling three-membered transition states, they are comparatively loose because the C–O bonds are already considerably stretched when the H atom is transferred to the O.

### Table 2

Calculated preexponential factors, $A_{\infty,i}$, for the high-pressure limiting rate coefficients of reactions (R1)–(R10) at $T = 1300$ K (including tunnelling correction factors, $\kappa_i$) and the associated entropies of activation, $\Delta S^\ddagger$; note that tunnelling was neglected for the loose reaction channels (R7)–(R10).

| Reaction | $\log(A_{\infty,i}/s^{-1})$ | $\kappa_i$ | $\Delta S^\ddagger$/J K$^{-1}$ mol$^{-1}$ |
|----------|-----------------------------|-------------|------------------------------------------|
| R1       | 15.29                       | 1.07        | 26.66                                    |
| R2       | 15.08                       | 1.07        | 22.63                                    |
| R3       | 14.19                       | 1.03        | 5.92                                     |
| R4       | 13.90                       | 1.02        | 0.41                                     |
| R5       | 13.50                       | 1.07        | −7.60                                    |
| R6       | 15.43                       | 1.17        | 28.68                                    |
| R7       | 17.64                       | —           | 72.24                                    |
| R8       | 17.34                       | —           | 66.49                                    |
| R9       | 18.18                       | —           | 82.57                                    |
| R10      | 18.02                       | —           | 79.51                                    |
atom. Similar arguments apply to reaction (R6), where a CH$_3$–O bond is broken, and an H atom is transferred from the CH$_2$ group to the departing CH$_3$ moiety. This explains the comparatively high values between 20 and 30 J K$^{-1}$ mol$^{-1}$ for $\Delta S^I_3$, $\Delta S^J_3$, and $\Delta S^K_3$. In reaction (R3), where also a CH$_3$O–CH$_2$ bond is broken, the transferred H atom stems from the opposite CH$_3$ group. This obviously leads to a somewhat tighter transition state and a correspondingly lower value of $\Delta S^I_3 = 5.92$ J K$^{-1}$ mol$^{-1}$. Reactions (R4) and (R5) follow different microscopic mechanisms. In reaction (R4), also a CH$_3$–O bond is broken, but the CH$_3$ group is transferred to the other O atom, and simultaneously OCH$_2$ is eliminated. That is, the formaldehyde molecule produced in (R4) contains the central CH$_2$ group of DMM. The resulting transition state is tight, giving $\Delta S^I_3 = 0.41$ J K$^{-1}$ mol$^{-1}$. The reaction coordinate of (R5) is very complicated. An H atom from a CH$_2$O group moves to the β-O atom, the remaining CH$_2$O–CH$_2$ bond is broken, and CH$_2$O is eliminated. Simultaneously, in the other fragment a C–C bond is broken, and CH$_2$ is formed yielding HOCH$_2$CH$_3$. Due to this complex, sterically demanding rearrangement, the activation entropy is negative with a value of $\Delta S^I_3 = -7.60$ J K$^{-1}$ mol$^{-1}$. In terms of partition functions, the small values of $\Delta S^I_3$ and $\Delta S^K_3$ are essentially due to the absence of low-lying vibrational wavenumbers (<100 cm$^{-1}$) in these very complex transition states. For a more detailed discussion of such general points, the reader is referred to standard monographs.\textsuperscript{50-52}

Another aspect of the tight/loose distinction is the angular momentum dependence of the threshold energies, $E_0(J)$. If the threshold energies are referenced to the rovibrational ground state of the reactant, that is to $J = 0$, they generally increase with increasing $J$ approximately as $E_0(J) \approx E_0(J = 0) + B^J_0(f) \times J(f + 1)$.\textsuperscript{54} The weakly $J$-dependent centrifugal-corrected rotational constants, $B^J_0(J)$, are usually smaller for loose rather than for tight transitions states. Consequently, the differences between, or even the order of, the threshold energies, may change with increasing $J$. If for low $J$, the relation $E_0(tight)(J) < E_0(loose)(J)$ holds, this may change into $E_0(tight)(J) > E_0(loose)(J)$ for high $J$. Such behavior is sometimes called “rotational channel switching”\textsuperscript{53,55} and occurs in particular if the differences $E_0(loose)(J) - E_0(tight)(J) > 0$ for low $J$ are small. For the reaction system of the present work, illustrative $J$-dependent threshold energies for the lowest molecular (tight) and radical (loose) channel are listed in Table S4.\textsuperscript{†} It becomes obvious that the differences between these threshold energies become slightly smaller for increasing $J$, but rotational channel switching does not occur, even for the comparatively high temperatures between 800 and 1800 K and the correspondingly high thermal averages, $\langle J \rangle$. The differences in the threshold energies for $J = 0$ are too large. Also the use of more realistic interfragment potentials instead of the Morse functions used in the s-SACM approach\textsuperscript{53-55} would not change this qualitative picture.

3.3 Kinetic modelling

In order to evaluate the validity of the kinetic data for DMM decomposition calculated in the present work and to verify the dominant role of the radical channels in the presence of low-lying molecular channels in shock tube experiments, the results from ref. 30 and 31 were modelled. As already mentioned in Section 2.3, the DMM pyrolysis model from ref. 23 and modified in ref. 30, was used, supplemented with the reactions and the kinetic data from the present
work. This mechanism was then combined with AramcoMech3.0 as the hydrocarbon core mechanism. The complete mechanism along with the kinetic and thermodynamic data is given in the ESI.†

Illustrative concentration–time profiles for well-separated temperatures, pressures and initial DMM concentrations are shown in Fig. 7 and 8. Here, the H atom concentration time profiles were measured with ARAS and the DMM concentration–time profiles with time-of-flight mass spectrometry (TOF-MS). The generally good agreement between the experimental and simulated profiles is obvious. We note that the experimental uncertainty of the concentration–time profiles including systematic errors is about ±10% for the H-ARAS and ±40% for the TOF-MS experiments.30

4 Summary and conclusion

The kinetics of the parallel unimolecular decomposition reactions of DMM were characterized with high-level quantum chemical calculations and unimolecular rate theory. In agreement with recent findings from the literature, the molecular
elimination and radical-forming bond dissociation channels were identified, and kinetic data for each channel were derived. With these data, shock tube experiments of DMM pyrolysis with H-ARAS and TOF-MS detection could be adequately modelled. From the detailed master equation analysis, it could be shown that C–O bond dissociation channels in DMM dominate the decomposition kinetics in shock tube experiments despite the presence of energetically lower lying molecular elimination channels. The latter reactions may, however, significantly contribute at lower temperatures and pressures, which is in line with findings of a recent flow tube study.\textsuperscript{18} In this way, a consistent picture of the unimolecular decomposition kinetics of DMM seems to emerge. It provides an example for the capabilities and usefulness of modern unimolecular rate theory for both a fundamental understanding and a practical parameterization of important reactions in combustion chemistry.

Whether such competition between molecular and radical decomposition channels of closed-shell species are significant for practical combustion processes is an open question. The answer certainly depends on the specific fuel and in particular on the relevant temperature range. While at low temperatures ($T < 1000$ K), mainly abstraction reactions from the fuel molecule are relevant for chain initiation, unimolecular decomposition reactions may contribute at higher temperatures. Many oxygenated fuels like alcohols, esters, ethers, and furanics are known to possess molecular decomposition channels. In contrast to simple bond fission reactions, such channels are sometimes difficult to identify by pure chemical intuition. In fact, this could be an important point, where the emerging combination of unimolecular rate theory and modern automatic mechanism generation may turn out to be useful in the future.\textsuperscript{72-74}
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