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Abstract

The growing use of social robots in times of isolation refocuses ethical concerns for Human–Robot Interaction and its implications for social, emotional, and moral life. In this article we raise a virtue-ethics-based concern regarding deployment of social robots relying on deep learning AI and ask whether they may be endowed with ethical virtue, enabling us to speak of “virtuous robotic AI systems”. In answering this question, we argue that AI systems cannot genuinely be virtuous but can only behave in a virtuous way. To that end, we start from the philosophical understanding of the nature of virtue in the Aristotelian virtue ethics tradition, which we take to imply the ability to perform (1) the right actions (2) with the right feelings and (3) in the right way. We discuss each of the three requirements and conclude that AI is unable to satisfy any of them. Furthermore, we relate our claims to current research in machine ethics, technology ethics, and Human–Robot Interaction, discussing various implications, such as the possibility to develop Autonomous Artificial Moral Agents in a virtue ethics framework.

Keywords Virtue · Virtue ethics · AAMA · Loneliness robots · Isolation robots · HRI

1 Introduction

The possibility of deploying Autonomous Artificial Agents as companions, caring assistants or co-workers seems closer than ever before [1, 2]. This is especially true for social robots relying on deep learning algorithms, given that AI based on neural networks opens the possibility that robots behave functionally equivalent to a human person, including from a moral point of view [3, 4]. The COVID-19 pandemic has accelerated such development, with state-of-the-art robot companions widely deployed in elderly homes to provide extra interaction in times of social isolation [5]—such as Paro, the robotic seal, which had previously received a non-legal robot citizenship in Japan [6]. This potentially growing use of loneliness (isolation) robots refocuses ethical concerns for Human–Robot Interaction (HRI), adding to previous concerns raised by using robot companionships [7, 8], and its implications for human social, emotional, and moral life [9, 10].

It is the aim of this article to raise a virtue-ethics-based concern regarding deployment of social robots relying on deep learning AI, by asking whether such robots may be virtuous and by further looking into the implications of the answer we provide. The framework of virtue ethics has gained growing attention in research focused on HRI [11, 12] and AI deployment [13–15]. Scholars highlight three main directions in which virtue ethics informs the field of social robotics [12]: (1) which virtues should the designers of social robots exhibit, (2) how are human virtues shaped by interaction with social robots and (3) whether and how robots may themselves behave so as to exhibit virtues. Our focus is on the last.

While some scholars are sceptical about the possibility of virtues in a robot [16, 17], given, for instance, the context-dependent realization of virtue [18], others are more optimistic and envisage such a possibility through a bottom-up situational approach based on learning by example [12]. This latter point seems to be consistent especially with the development of robots endowed with machine learning (ML) based on artificial neural networks (idem.), where experiments show that such robots have the capacity to express empathic responses [19, 20]. The cognitive resources of robots based on ML-AI “may be powerful enough to establish enduring and relatively rich relationships with their users”...
While we contend that a form of functional resemblance between human and ML-robots is currently or in the near-future attainable [21], so that the latter might even engage in seemingly virtuous action, we argue that this is not enough for social robots to be considered virtuous.

We split the main question of our article, namely, whether present-day and incoming AI may be endowed with virtue, enabling us to speak of “virtuous AI”, into two sub-questions: (1) Is there a difference between being virtuous and behaving in a virtuous way? and (2) Is this difference relevant for the way we rightfully ascribe virtue to an entity or consider it to be virtuous? We answer these two questions in the affirmative and argue that, properly understood, robotic AI systems cannot genuinely be virtuous but can only behave in a virtuous way. We do this by drawing on the distinction between what it means to be virtuous and what it means to behave in a virtuous way. To that end, we start from the philosophical understanding of the nature of virtue in the Aristotelian virtue ethics tradition, which we take to imply the ability to perform (1) the right actions (2) with the right feelings and (3) in the right way. In the second section of the article, we discuss each of the three requirements and conclude that AI is unable to satisfy any of them. Finally, we relate our claims to current research in machine ethics, technology ethics, and HRI, discussing various implications.

2 The Nature of Virtue

While there is no consensus among virtue ethicists concerning all aspects related to the nature of virtue, we will discuss the possibility of robotic AI systems being virtuous by reference to main lines of arguments put forward in the Aristotelian tradition of virtue ethics. The main reason for this approach is that scholars generally agree that the roots of virtue ethics go back to Aristotle’s *Nicomachean Ethics* [25–28], where he gives an analysis of the conditions that make possible virtuous and vicious actions. As Aristotle puts it in the *Nicomachean Ethics* (NE), virtue of character or ethical virtue represents a state or disposition (hēxis) of the soul (NE 1105b20–1106a15), acquired through exercise (praxis) (NE 1103a30–b25) and that involves rational choice or decision (prohairesis) (NE 1106b36, 1139a22). This emphasis on rationality is to be linked with the human *ergon*—the characteristic activity of human beings, which Aristotle sees as the exercise of reason, in accordance to virtues. Therefore, “exercising rationality is acting virtuously” ([29], xiii). The exercise of virtues according to human *ergon* leads to *eudaimonia*, that is, human flourishing or living well [30].

As several scholars have pointed out [31, 32], this means that virtue is concerned both with feeling and action (NE 1104b10–15, 1106b16–17). This is an important point, for we value virtuous agents not only for virtuous actions, but also for “the state of character that they display in their actions” ([32], xviii), apart from observable behaviour. A virtuous act is thus dependent upon a virtuous person: “There is no such thing as an objectively virtuous action in itself, considered independently of the person who performs it” ([28], p. 86). On the other hand, simply possessing a virtue is not enough for human flourishing or *eudaimonia*; the actual exercise of virtues through action is equally needed (NE, 1100b10–35). While virtue ethics is an agent-centred ethics, this “does not entail that virtue ethics has nothing to say about the concept of right action, nor about which actions are right and which wrong” ([30], p. 18).

A virtuous agent is therefore “one who acts virtuously, that is, one who has and exercises the virtues” ([30], p. 20), one who acts as one should and feels as one should [33]. As Aristotle (NE, 1106b20–24) puts it, the virtuous person will have the right feelings and perform the right actions “at the right time, about the right things, towards the right people, for the right end, and in the right way”. Being virtuous involves a certain (mental) state, so that the agent acts “from the right desires, for the right reasons, and on the right occasions” ([32], xviii). Virtue is thus “a matter of right feeling as well as right action and deliberation” ([34], p. 26, note 6).

Furthermore, being virtuous takes into account life as a whole and not only particular aspects. To be virtuous, one cannot be virtuous related to some issues and vicious related to others. Aristotelian virtue ethics and virtue ethics in general admits that virtues bear degrees. And it may well be that a vicious person decides, at some point in their life, to become virtuous, a process that seems to be gradual. But we cannot say that the person is virtuous if they do not (1) perform the right actions, (2) with the right feelings, (3) in the right way. All these need to be embedded in their way of living. As long as this way of living is not the way of living

---

1 In lack of a common definition [22], we use AI in a broad sense as “any kind of artificial computational system that shows intelligent behaviour, i.e., complex behaviour that is conducive to reaching goals” [23]. When robots use AI, we speak of AI-based robotic systems, in short AI systems, such as self-driving cars, which we interpret as “any machine with some degree of functional autonomy and some degree of AI, equipped with sensors and actuators, which can interact with its environment in a way that allows the machine to perform tasks otherwise typically performed by humans” ([24], p. 592).

2 Aristotelian and neo-Aristotelian, or *eudaimonist*, interpretations of virtue are only one school of what we broadly call virtue ethics. Furthermore, modern virtue theorists that are part of this this school do not share all of Aristotle’s commitments, concerning e.g., the relationship between virtue and happiness or between happiness and human nature [29].

3 All references to and translations from the *Nicomachean Ethics* refer to [29].
of a virtuous person, oriented towards human flourishing or living well, then all we can say is that the vicious person is making considerable efforts to become virtuous.

When we relate the nature of virtue and the virtuous person to the status of AI robotic systems, there is an obvious failure of the latter to qualify as a virtuous entity: AI is so far unable to display the right feelings, or any type of feelings, whatsoever. Supporters of moral AI and in particular of robotic AI systems exhibiting virtues will, of course, object to this way of denying AI entities the possibility to be virtuous, arguing that such an account of virtue (ethics) is too demanding and (unreasonably) anthropocentric. They may be right. To take their objection into account, let us focus only on the (apparently) external dimension of virtue, namely, on what the virtuous person does. We will thus focus only on the actions of the virtuous person.

### 3 Being Virtuous Versus Behaving in a Virtuous Way

In this section we develop the main arguments against the possibility of AI being genuinely virtuous, at least in the present and near-future state of technology. We hold that AI-based social robots can only (be taught to) behave in a virtuous way (externally observable output) but cannot genuinely be virtuous (internal dimension of virtue). This happens because there are three major limitations in the current and foreseeable deployment of AI, linked to the three requirements that need to be fulfilled by some entity for it to act in a virtuous way. In short, the virtuous agent will perform (1) the right actions, (2) with the right feelings, (3) in the right way. We leave aside the second condition, given the limitations of social robots to fulfil it, as discussed at the end of the previous section. Furthermore, given that the third condition of acting in the right way includes both acting for the right reasons and acting in the right circumstances, we split it into further two ones. We thus reach a set of three conditions that robotic AI systems need to satisfy in order to be virtuous: (a) performing the right actions (b) for the right reasons and (c) in the right circumstances (for variations of these conditions see [28, 31, 40]). We discuss each of these three requirements below.

---

4 Broadly speaking, supporters of moral AI or moral machines [35–39] share the hope that AI-based machines will be able to make sound moral decisions and act ethically based on either programming or training, through top-down or bottom-up approaches, with the latter including the framework of virtue ethics.

### 3.1 Right Actions

To discuss the possibility of AI performing the right actions, we build our argument based on the virtuous—virtuously (VV) distinction introduced by Roger Crisp [31] to account for the specificity of virtue ethics in relation to deontology and utilitarianism. Crisp ([31], pp. 269–270) defines the VV distinction this way: “A **virtuous action** in certain circumstances is what is required in those circumstances and what a virtuous person would do in those, or relevantly similar, circumstances. A **virtuous action is done virtuously** (at least in part) when it is done, for the right reasons, from a firm disposition to perform actions of such a kind (that is, from a virtue)” (emphasis added).

The VV distinctions starts from Aristotle’s note that actions done in accordance to virtues require that the agent “acts in a certain state, namely, first, with knowledge, secondly, from rational choice, and rational choice of the actions for their own sake, and, thirdly, from a firm and unshakeable character” (NE, 1105a30–33). As Crisp puts it, there is a difference between “doing the right or virtuous action, and doing the action in accordance with virtue or ‘virtuously’” ([31], p. 269).

But before asking whether robotic AI systems can act virtuously by satisfying the three conditions above, we need to take a stance on the very possibility that AI can act. Although it is not the place here to contribute to this ongoing debate, nor to the way this is linked to the debate around autonomous AI, we briefly note a point regarding the possibility of AI acting. In our view, AI ‘acts’ in a way situated in between the broad sense in which humans act and the sense in which, for instance, a stone ‘acts’ when it ‘breaks’ a window. Imagine a child needs to be pushed out of the way of some oncoming vehicle. I might see this, and intentionally save the child. Alternatively, a stone might roll down from the mountain side and push the child out of the way, with the same result minus intention. Or a social robot relying on AI algorithms might push the child and thus save the day. Now the question is: Does the robot act more like the human, or the stone? If the robot is programmed based on a machine learning AI algorithm, which is not limited to basic programming rules such as ‘push the child out of the way of some oncoming vehicle’ but is rather based on complex programming such as ‘protect and save children’s lives’ that needs intelligent reasoning to instantiate acting in particular situations, then we might accept that the robot acts more like the human and less like the stone. This is the case of robot companions such as Jibo [41], or loneliness robots that we can envisage in the near-future given current developments in social robotics.

Nonetheless, the robotic AI system seems to be far from the point at which we might drop the quotation marks from its ‘acting’ and equal it to human acting, given complex issues
related, for instance, to intentional, cognitive and psychological mechanisms. From a virtue ethics perspective, this has to do with the difference between its doing the right action (pushing the child), and its doing it in the right way (pushing the child for the right reasons, in the right circumstances, in the right manner, etc.). We turn to the possibility of AI performing an action in the right way in the next sections of our article.

At this point, for the sake of the argument, let us accept that AI can act in a way that at least externally resembles human acting sufficiently enough to drop the quotation marks. In this case, is the robotic AI system able to act virtuously? Arguably, the first two conditions for acting virtuously, namely, (i) acting with knowledge and (ii) from rational choice of the actions for their own sake, may currently or in the near-future be accomplished by AI. However, we hold that that the third condition (iii) of acting from a firm and unshakeable character imposes stronger requirements, which are unattainable by AI at present or in the near-future. This is because condition (iii) states that acting virtuously or rightly is related to the character of the virtuous agent, understood as a “fixed and permanent state” ([42], p. 136). Virtue is a stable and enduring trait of a person, and in our praising or blaming an agent for acting virtuously we are considering to a significant extent the agent themself as possessing such a virtue or disposition ([33], p. 26). Because virtue is related to character, it cannot be evaluated in isolation and fragmented, but only by considering someone’s life as a whole ([25, 27, 28, 34, 40]). This highlight on the intrinsic value of the virtuous character “rests on the plausible assumption that we care about what people—ourselves or others—are like, and not simply about what they do” ([32], p. 38).

### 3.2 Right Reasons

When someone performs a virtuous action, they act for the right reasons and motivation ([NE 1139a32-37]). While robotic AI systems have the capacity to display externally observable virtuous behaviour, things become complicated when it comes to reasons or motivations.

But is reference to reasons and motivations necessary, as long as AI systems behave functionally indistinguishable from a moral human person? Many would answer in the negative [4, 18, 43]. For instance, Danaher ([3], p. 2023) endorses an “ethical behaviouralism” view, holding that “robots can have significant moral status if they are roughly performatively equivalent to other entities that are commonly agreed to have significant moral status”. Similarly, Howard and Muntean ([44], p. 220) hold that morality can be quantified through moral behaviour: “the moral decision-making process is ultimately a computational process, similar to the classification of complicated patterns, playing games, or discovering strategies, creating new technologies, or advancing new hypotheses in science”. However, there are those who hold that we need to take into account not only the what, but also the why related to AI moral behaviour and decision-making. Despite the possibility that AI systems might turn out to make extensionally indistinguishable or even better moral decisions than humans, their decisions could not be made for the right reasons ([45], p. 36): “AI cannot be motivated to act morally; it simply manifests an automated response which is entirely determined by the list of rules that it is programmed to follow. Therefore, AI cannot act for reasons, in this sense. Because AI cannot act for reasons, it cannot act for the right reasons”.

No matter how appealing this argument sounds, it tends to over-simplify recent developments in ML-based AI, especially regarding research on trained neural networks, which demonstrates that AI may display unpredictable behaviour. This may be taken to suggest that AI may act for reasons. But is AI able to act for the right reasons?

In the Aristotelian virtue ethics framework, the fact that the virtuous person acts for the right reasons means that these reasons have been integrated or embedded in their way of being. Virtuous agents phenomenally perceive their situation [30, 46], including reasons and motivations for acting virtuously. When a virtuous person acts virtuously, they do not need to evaluate each time whether they have good reasons for doing x, because this is already an implicit motivator for them [34]. This idea rests on the point highlighted by virtue ethicists that there is a difference ‘on the inside’ between someone who is good or virtuous and someone who is not, with the implication that there is something characteristic of “what it is like to be a good person” ([34], pp. 21–22). Such a difference resides in the way the virtuous person deliberates.

Virtue requires the right or appropriate attitude to the virtuous action, resulting in an inner harmony of the virtuous person with their choice of action. The simple performance of a good action does not make the person virtuous because the action could have been the result of a wrong reason. This is a requirement that, for instance, the mere continent person cannot satisfy [32]. While the enkratic or self-controlled person behaves virtuously against their inclinations, the virtuous person acts virtuously in harmony with theirs, without the need to put effort into the way they deliberate on possible courses of action [34]. In Aristotelian terms, the former takes pain and the latter pleasure in acting virtuous, an idea generally shared by most accounts of virtue ethics [34].

But if we agree with Annas that there is such an internal difference between the virtuous and the vicious, besides the
external difference reflected in different actions, would it be right to accept that such an internal difference\(^7\) goes on as well between humans and robotic AI systems performing virtuous actions?

The use of deep neural networks in non-embodied algorithms such as AlphaZero does indeed demonstrate the growing autonomy of AI, which can be trained by mixed methods of supervised learning and reinforcement learning, resulting in AI that generates is own strategies for action [47]. Such strategies remain to an important extent opaque and unpredictable. Machine learning based AI systems are actually designed with the very intention to train themselves to reach unexpected and unpredictable results [48]. Nonetheless, whatever the unpredictable output, this relies heavily on the datasets that are then fed to the training algorithm. Unlike human beings, AI systems deliberate on the right reasons by constantly and instantly calculating the right thing to do out of (potential) infinite possibilities embedded by the huge set of data that is fed for training. And the way the AI algorithm reaches its strategies based on the datasets is based on a mathematical calculus.

But this mathematical calculus resulting in virtuous output behaviour does not amount to being virtuous, despite the impressive rational abilities that it involves. Ethical deliberation is inherently different from mathematical deliberation because it takes into account the particular contexts, including reasons, of particular people ([49] cited by [17]). The virtuous agent exerts moral judgement that is not reduced to a “fixed, psychologically detached, and entirely transparent rational mechanism” ([7], p. 14). Aristotelian virtue ethics highlights that “moral knowledge, unlike mathematical knowledge, cannot be acquired merely by attending lectures” ([30], p. 24). We further explain moral knowledge in the next section of our article, where we discuss the role of practical wisdom in connection to acting in the right circumstances. We end this section highlighting that the virtuous person is different from a non-virtuous one not only in behavioural or performative aspects but, more importantly, in their inner deliberative process, which is such that it makes moral knowledge possible. The fact that artificial agents lack moral motivation rather turns them into artificial psychopaths [50].

### 3.3 Right Circumstances

Doing the virtuous or right action also implies the ability to develop and exert phronesis or prudence or practical wisdom, namely, wisdom to discern rationally the proper course of action relative to a specific situation [28]. The guiding power of virtues is related to exemplary models: the right or good action is that which a virtuous person would choose to do in the given circumstances (NE, 1105b5–7), and this choice is guided by practical wisdom. We argue that phronesis requires a form of deliberation that is inaccessible to AI.

Unlike other virtues such as courage, justice or temperance, practical wisdom is an intellectual (dianoetic) virtue, as it pertains to the rational part of the soul, instead of character. “Intellectual virtue is acquired primarily through teaching, while the virtues of character arise through habit” ([29], xiv). Although it is an intellectual virtue, practical wisdom “operates within the moral realm, uniting cognitive, perceptual, affective, and motor capacities in refined and fluid expressions of moral excellence that respond appropriately and intelligently to the ethical calls of particular situations” ([15], p. 99). For this reason, as Aristotle contends, without phronesis, ethical virtues and virtuous actions are impossible. “Virtue makes the aim right, and practical wisdom the things toward it” (NE, II44a10).

Practical wisdom involves the capacity for moral reasoning and decision-making, being able to morally deliberate in specific contexts. It is “less a capacity to apply rules than an ability to see situations correctly” ([29], xxiv). The person who is practically wise “sees what to do in an immediate way and does the good thing in a close to automatic way, as if it were second nature” ([9], p. 206). This happens because the phronimos has internally embedded that which gives the rightness of an action relative to particular circumstances based on prior experience and acts almost intuitively, though not unknowingly or unconsciously [51]. It takes prudence to discern the right or virtuous course of action, and this involves a form of intuitive understanding “of the right aspects of particular situations” ([32], xx). This form of understanding further rests on moral habits, involving a combination of practical skills and implicit knowledge that contribute to developing stable dispositions to act ethically relative to complex circumstances [41].

The type of deliberation required by prudence cannot be replicated by AI. Deliberation is “a part of being practically wise” ([29], xxv) and is concerned with variables, with things that are inexact. For this reason, practical wisdom cannot simply be taught, but instead must be learned in real-life situations, through exercise or practice. Phronesis is not a form of propositional knowledge, quantifiable in a set of programmed rules [51]. Virtue cannot be defined strictly in terms of behavioural rules without the exercise of moral judgement [32]. It takes prudence to perform a virtuous action, and not some set of general rules to be applied mechanically on specific life contexts [32, 46]. Of course, we have various examples of robotic AI systems being responsive to some forms of stimuli, from complex processing of natural language to facial expression and emotion-like reactions such as smiling or whimpering, but this is a limited scope of input–output relationship. Instead, phronesis is directed

---

\(^7\) This is to be understood phenomenologically, in terms of feelings or experience, not functionally, in terms of neurons vs. circuits.
to one’s self and in relation to one’s whole life and “involves a practical knowledge about oneself from the inside out, and from within the particular situation in which one exists” ([51], p. 215).

To deliberate correctly on the proper course of action, the virtuous agent relies on practical wisdom that further stems from a particular conception of how one should live [27, 30] and of the nature of the good life specific to human beings [8]. Understanding how to act in particular circumstances is informed by this type of moral knowledge, which is knowledge of the good, and which requires knowledge about how the world works [8]. Paying attention to the specific circumstances of right action is part of acting in the right way and this is an important element of exercising virtues in the broader goal of pursuing the good life, in the Aristotelian tradition of virtue ethics. And it is in this context that the life history of agents becomes important to understanding the relevant elements conducive to right actions done in the right way [17, 26, 42]. This personal life history is needed for agents to embed context sensitivity in their deliberations, enabling the exercise of practical wisdom.

Is phronesis therefore completely out of reach for AI at present or in the very near future? Using the concept of functional morality coined by Wallach and Allen [39], we hold that AI can at most display functional—that is apparent phronesis. The idea of endowing AI with some capacity for moral reasoning implies that we have a clear picture of what it is the correct moral truth [17], so that we can code a form of moral epistemology based on which AI can learn [52]. However, making the right moral decision “is not a chess game where the outcome is a win or loss” ([52], p. 731). Practical wisdom is essential in deciding upon the right or virtuous action and this is a major difficulty for the possibility of AI systems to be virtuous. There is no fixed corpus of ethical truths (be it in the form of textbooks or examples of human responses) to be used as a training dataset for deep learning algorithms [17]. The form of training that AI could undergo to display functional prudence would at most equip it with some form of behavioural competence, but not comprehension, similar to neurons in a brain [53]. Functional morality does not involve that AI understands the tasks performed, but rather mere performance of ethical determinations. Apart from the ongoing discussion concerned with the (im)possibility of implementing ethics into machines [17], such divide means that AI is not a genuine phronimos, as this would require a complex and profound, including moral, understanding of the situational context, in addition to performing the right actions for the right moral reasons.

Having now argued that robotic AI systems cannot be virtuous based on their incapacity to satisfy the three conditions of (a) performing the right actions (b) for the right reasons and (c) in the right circumstances, we return to the supporter of moral AI and their possible objections envisaged at end of the first section. At the current point of discussion, it would be fair to say that the supporter of moral AI will further object to our distinction between being virtuous and behaving in a virtuous way (in addition to their objection towards the requirement that a virtuous entity acts with the right feelings). They will probably argue that this distinction rests as well on the anthropocentric and all-too-demanding understanding of virtuous action as embedding an inner dimension that can obviously not be fulfilled by robotic AI systems. Indeed, even if we initially gave up dismissing the possibility of AI being virtuous based on the inner dimension of virtue (that is, feelings), we finally ended up arguing that even the external dimension of virtue (that is, actions) rests on some inner requirements that AI simply cannot fulfill in order to genuinely be virtuous.

But this does not necessarily mean that we must keep on bringing further arguments that resist the objection of anthropocentrism. It might simply mean that, given the virtue ethics understanding of virtue in the Aristotelian tradition, AI is not a fit candidate for what it means to be a virtuous entity, and that it has to settle for a less demanding (but nonetheless important) moral goal, namely, to behave in a virtuous way. Or it might well be the case that we need to develop other types of virtues, specific to AI, to escape anthropocentrism, such as android arête—where, however, the use of virtue is rather metaphorical [54]. Or focus is instead on the human user and their character, on deploying social robots—including isolation robots—to develop virtues in humans [7, 8, 15]. But if we are to evaluate the possibility of current or near-future robotic AI to be virtuous within the framework of Aristotelian virtue ethics, then the answer is negative. Our point is consistent with the view advanced by other scholars in the broad discussion concerning the moral status of robots and AI, namely, that what “goes on ‘on the inside’ matters greatly” ([55], p. 223), somewhat mirroring the (older) debate around philosophical zombies. All things considered, we may currently and in the near future only speak of human-like AI systems in a similar way that we speak of human-like zombies. And zombie agents are not virtuous, at least not in the way virtue ethics understands being virtuous.

### 4 Implications for Research on Moral AI Systems

In the introductory section of our article, we pointed to the three ways in which virtue ethics informs the field of social robotics [12] and stated that we focus on the third, concerning whether and how robots may themselves behave so as to exhibit virtues. We now turn to discussing the implications of our claims for correlated fields of machine ethics, technology ethics, and HRI.
4.1 Machine Ethics & Autonomous Artificial Moral Agents

Machine ethics (alternatively termed as machine morality, artificial morality, or computational ethics) is broadly understood as an interdisciplinary subfield of AI research, including philosophy, computer science, cognitive science or psychology, and “aimed at developing artificial intelligent systems that behave ethically” ([56], p. 93). It is thus focused on machines as subjects [23, 35, 37, 39, 57]. It rests on the assumption that humans are not in principle the only possible moral agents [44] and aims to create autonomous ethical machines, also known as Autonomous Artificial Moral Agents (AAMAs).³

Given that our article advances an argument against the possibility of developing genuinely virtuous robotic AI systems, it has direct implications for machine ethics research centred on the possibility that a virtue framework is used in the design and use of AAMAs, for instance by embedding virtues such as justice, temperance, courage or prudence. While some researchers envisage the idea of robots equipped with “moral competences” [36], others suggest that robots could learn right from wrong through moral stories that display human values [38]. Howard and Muntean [44] envisage a minimalist model for an AAMA in a framework of a “moral dispositional functionalism”, where the AAMA displays moral cognition by developing moral virtues through practice, based on a learning patterns technology. Their AAMA would thus be “able to detect and learn from behavioural patterns, able to associate them to previous experiences, categorize them, and employ those accomplishments to replicate the behaviour of humans” ([44], p. 222). Similarly, Wallach and Allen [39] embrace the idea to connect virtues to the process of building moral expertise based on interaction with the environment. Furthermore, Berberich and Diepold ([13], p. 6) allow for the possibility that AI develops practical wisdom based on its learning from realistic data, with a moral reward function embedded in reinforced learning: “Machine learning is the improvement of a machine’s performance of a task through experience and Aristotle’s virtue ethics is the improvement of one’s virtues through experience. Therefore, if one equates the task performance with virtuous actions, developing a virtue ethics-based machine appears possible.”

Our distinction between being virtuous and behaving in a virtuous way supports a limited design and use of an AAMA in such a virtue ethics framework, namely, one that would be equipped with moral competences, able to perform externally observable virtuous behaviour. This would amount at most to Moor’s [37] implicit artificial ethical agents or Wallach and Allen’s [39] artificial agents endowed with operational morality. However, it does not support, given current and impending technological developments, the idea of deploying some full or genuinely virtuous AAMAs, that would possibly be empowered with making complex moral decisions in real-life situations, within a virtue ethics framework. The examples above of virtue-based AAMAs only focus on behavioural, quantitative aspects of virtue ethics. What Berberich and Diepold [13] call learning is nothing more than training and the eudaimonic reward is the mere reward based on which any trained animal, such as dogs, adapt their behaviour. Virtues are acquired through experience and habituation, a process done in time [34] and leading to the possibility of becoming virtuous. As we have argued, this necessitates some inner dimension that an AAMA is unable to acquire and that might be inextricably linked to biology [60].

More generally, the distinction between being virtuous and behaving in a virtuous way supports the view that robotic AI systems may be understood as entities that generate moral implications, but not as moral agents [16, 61], at least for the present time and near-future. This means that such AAMAs “could at best be engineered to provide a shallow simulacrum of ethics, which would have limited utility in confronting the ethical and policy dilemmas associated with AI” [17]. We should thus limit the use of ethically charged terminology when referring to the behaviour and physical design of robotic AI systems [16, 52, 62]. Furthermore, our claim that robotic AI systems are not virtuous agents supports the suggestion that we should avoid “a future in which robots are placed in positions and roles that require a moral understanding that they do not have” ([16], p. 293).

4.2 Technology Ethics & Human–Robot Interaction

Technology ethics is the subfield of applied ethics (alternatively termed as philosophy of technology) that focuses “on the development of ethics for humans who utilize machines of technology” ([56], p. 94). As a result, it analyses the ethical implications of AI from a human standpoint. Researchers in this field vary from seeing AI as entities that are entitled to rights and moral consideration [6, 63], to seeing AI as mere tools [64] or technological slaves for human use [65]. The contrasting arguments are prompted by the broader issue concerning the moral status of humans versus AI, with a growing number of scholars subscribing to the idea that “robotics blurs the very line between people and instruments” ([66], p. 515). As part of technology ethics but also a field of study in its own, Human–Robot Interaction looks into the ethical issues surrounding the way people relate to various types of robots, out of which we focus on robotic AI systems based on machine learning.

Robotic AI systems deployed in social roles generate different issues than non-embodied AI systems, such as making decisions that “require an understanding of the surrounding

³ For a broader discussion of AAMAs see, e.g. [18, 52, 57–59].
human social context” ([16], p. 291). Making good sense of the context of action, its ambiguity and its moral implications is directly linked to the virtue ethics notion of practical wisdom. As noted in Sect. 2, current and impending deployment of social robots cannot lead to virtuous robots, which means that such embodied AI systems are unable to employ practical wisdom in their evaluation of situational context. This bears the implication that, from a virtue ethics perspective, their deployment in various social role has to be made with due precaution or not at all [16, 17]. A promising application that supports the use of virtue ethics in HRI as an appropriate framework for designing social robots seems to be what Cappuccio et al. ([7], p. 13) coin as “virtuous robotics”: deploying robots as “virtue cultivators” that support “self-development and character cultivation” of their human users, instead of aiming to make the robot itself act virtuously.

Furthermore, social robots raise special concerns compared to other types of artifacts, for instance related to the relationship they are supposed to establish with their users, a seemingly reciprocal one [1]. There is a natural tendency of people to become empathetic towards social robots, which gives the HRI moral valence [1, 9]. All these raise the implications that users tend to recognize social robots as partners in a social bond, while expecting in turn a form of mutuality [1]. Mutuality as reciprocal affection and well-wishing is part of what constitutes perfect or virtue friendship and has been previously discussed in inquiries over human-robot friendship in the Aristotelian tradition [67–69]. The position developed in this article highlights that robots are unfit to be virtue friends to their human users, as they are not genuine virtue agents themselves. A growing number of researchers argue that robots are not neutral technologies [8, 12, 15], as they are “shaping human habits, skills, and traits of character for the better, or for worse” ([15], p. 211). For instance, the idea of using robots for education implicitly accepts that robots have the power to shape human behaviour [8]. This insight also applies to other possible deployment of social robots such as companionship robots, loneliness robots, caregiver robots, nanny robots, etc. Growing attention thus needs to be paid to the relevance of human–robot relationship (HRR) for the human [1] and the way the human user is influenced by this relationship [70].

From a virtue ethics perspective, interaction with robots raises adjacent concerns in terms of the appropriateness of human behaviour towards social robots and what this means for the cultivation of a virtuous character of the interacting human being. The claims of our article regarding the incapacity of robotic AI systems to be genuinely virtuous in face of current and near-future development of potential AAMAs supports Sparrow’s [8] argument regarding the asymmetry between situations when human users exhibit vicious behaviour and when they behave virtuously towards social robots. This is because abusive behaviour (even towards non-human entities such as animals or social robots) cultivates a vicious character of the abusing human agent that tends to shape future relationship with human beings [1, 8]. Instead, being kind to social robots does not seem to cultivate virtues in the human user, an asymmetry partly explained by the low-moral status of social robots combined with the fact that the practical wisdom of human users should rule out social robots as appropriate targets for virtuous behaviour [8]. The points developed in the current article suggest that we do not have enough reasons to contend that robotic AI systems may qualify as virtuous agents in the present or near-future and, just as Sparrow [8] argues, we need to focus attention on human vicious behaviour towards social robots. However, evolution of research on social robots based on ML-AI might change the situation in the long-term future. If it can be argued that robotic AI systems are virtuous agents, this is a possibility that virtue ethics will need to consider when discussing possible virtuous behaviour of the human agent in interaction with social robots.

A related point concerns the issue of anthropomorphising, which is also our last in discussing the implications of the claims made in the current article. On the background of ML-AI systems such as AlphaZero outperforming humans in terms of task-specific intelligent activities, scholars highlight the (dangerous) tendency of people to anthropomorphise based on a “substitution effect”, where we project intentions, social skills, feelings, cognition and even (moral) agency onto AI, which we come to regard as “special-purpose human beings” [64]. Why is this problematic? Anthropomorphising creates cognitive bias and tends to distort a correct understanding of reality, a growing phenomenon especially related to new, emergent behaviours or situations [71]. One potential consequence is that people tend to project even more cognitive abilities onto AI, based on the performance of some specific and limited abilities, such as language or logic [72]. While it is almost impossible to escape anthropomorphising given our social minds and psychology [24], it is nonetheless necessary to acknowledge this phenomenon. A direct implication is related to the interpretation of AAMAs. Although the possibility of deploying AAMAs is rather a metaphysical issue for long-future term [73], the human tendency to anthropomorphise creates the false impression that current or near-future deployment of robotic AI systems such as social robots are capable of artificial morality. At least from a virtue ethics point of view, our article shows that this would be an overstatement.

5 Conclusion

AI systems are neither moody nor dissatisfied, and they do not want revenge, which seems to be an important advantage
over humans when it comes to making various decisions, including ethical ones. However, from a virtue ethics point of view, this advantage becomes a major drawback. For this also means that they cannot act out of a virtuous character, either. Despite their ability to mimic human virtuous actions and even to function behaviourally in ways equivalent to human beings, robotic AI systems cannot perform virtuous actions in accordance with virtues, that is, rightly or virtuously; nor for the right reasons and motivations; nor through phronesis take into account the right circumstances. And this has the consequence that AI cannot genuinely be virtuous, at least not with the current technological advances supporting their functional development. Nonetheless, it might well be that the more we come to know about AI, the less we know about its future.9 We therefore leave open the possibility of AI systems being virtuous in some distant future. This might, however, require some disruptive, non-linear evolution that includes, for instance, the possibility that robotic AI systems fully deliberate over their own versus others' goals and happiness and make their own choices and priorities accordingly10. Indeed, to be a virtuous agent one needs to have the possibility to make mistakes, to reason over virtuous and vicious lines of action. But then this raises a different question: are we prepared to experience interaction with vicious robotic AI systems?
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