Parity-based Cumulative Fairness-aware Boosting

Vasileios Iosifidis\textsuperscript{1*}, Arjun Roy\textsuperscript{2**}, and Eirini Ntoutsi\textsuperscript{3***}

\textsuperscript{1}*Leibniz University Hannover & L3S Research Center, Germany. 
\textsuperscript{2**}Freie Universität Berlin & L3S Research Center, Germany.

\textbf{Abstract.} Data-driven AI systems can lead to discrimination on the basis of protected attributes like gender or race. One reason for this behavior is the encoded societal biases in the training data (e.g., females are underrepresented), which is aggravated in the presence of unbalanced class distributions (e.g., “granted” is the minority class). State-of-the-art fairness-aware machine learning approaches focus on preserving the overall classification accuracy while improving fairness. In the presence of class-imbalance, such methods may further aggravate the problem of discrimination by denying an already underrepresented group (e.g., females) the fundamental rights of equal social privileges (e.g., equal credit opportunity).

To this end, we propose AdaFair, a fairness-aware boosting ensemble that changes the data distribution at each round, taking into account not only the class errors but also the fairness-related performance of the model defined cumulatively based on the partial ensemble. Except for the in-training boosting of the group discriminated over each round, AdaFair directly tackles imbalance during the post-training phase by optimizing the number of ensemble learners for balanced error performance (BER). AdaFair can facilitate different parity-based fairness notions and mitigate effectively discriminatory outcomes. Our experiments show that our approach can achieve parity in terms of statistical parity, equal opportunity, and disparate mistreatment while maintaining good predictive performance for all classes.
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1. Introduction

Increasing concerns about accountability, fairness, and transparency of AI-based decision making systems, especially for domains of high societal impact, have been raised over the recent years [1], as a plethora of discrimination incidents by such systems have been reported [2–6]. The discriminations are mainly against individuals or groups who share specific characteristics like gender or race (referred to as protected groups hereafter) compared to other groups (referred to as non-protected groups hereafter). A growing body of research has been proposed over the recent years to address fairness and algorithmic discrimination. These methods propose “interventions” at the input data (the so-called, pre-processing methods), learning algorithm (the so-called, in-processing methods), or the output model (the so-called post-processing methods) to ensure that the model decisions are not only correct in terms of predictive performance but also fair according to some definition of fairness.

The vast majority of these methods, e.g., [7–15], focus on optimizing for fairness while maintaining an overall high classification performance. In the case of class-imbalance though, overall performance is not a good performance indicator for the different classes. In the binary classification case, for example, it would ignore the performance in the minority (also called, positive) class. Such approaches might achieve fairness by getting an overall performance parity between the protected and non-protected groups; however, the predictive performance of the model on the minority class is poor as confirmed by our experiments.

Class-imbalance is an inherited problem of fairness; therefore, tackling fairness also requires tackling imbalance [16, 17]. Our proposed approach, AdaFair, overcomes this issue and achieves fairness while preserving good predictive performance across all classes. AdaFair is based on AdaBoost and extends its instance weighting strategy in each round based on the fairness of the partial ensemble. This way, in each round, the corresponding weak learner focuses on both complex classification examples (as in traditional boosting) and on the discriminated group, which is dynamically identified in each boosting round. The effect on the instance weighting is evaluated based on a cumulative notion of fairness that considers the fairness behaviour of the partial ensemble model until the particular round. Moreover, post-training, we select the best sequence of weak learners, achieving high performance across all classes and ensuring fairness. Our experiments indicate that AdaFair can provide the best trade-off among state-of-the-art fairness-aware methods in terms of balanced error rate and fairness.

Our contributions are summarized as follows: i) we propose AdaFair, a fairness-aware boosting method, that achieves parity between the protected and non-protected groups (thus achieving fairness) while maintaining good predictive performance for all classes (thus tackling class-imbalance). ii) We define the notion of cumulative fairness for the ensemble for three different parity-based fairness notions: statistical parity, equal opportunity, and disparate mistreatment. Based on that, we propose a dynamic instance re-weighting schema that considers both predictive- and fairness-performance of the model. iii) We show the superiority of our cumulative notions of fairness vs non-cumulative alternatives in terms of model performance and stability.

This work is an extension of our previous work [18]. The significant changes include: i) extending AdaFair to facilitate two more parity-based notions, namely statistical parity and equal opportunity, ii) introducing the cumulative versions of the newly added fairness notions including the new instance weighting schemes,
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ii) providing a theoretical analysis on bounding the training error of AdaFair and iv) comparison of AdaFair to current state-of-the-art fairness-aware methods [13, 19]. Data and source code are made available \(^4\).

2. Related Work

**Fairness notions.** “Fair is not fair everywhere” [20], but rather the definition of fairness depends on context. As a result, more than twenty fairness notions exist for fairness in classification [21, 22]. One of the earliest measures of discrimination, the so-called statistical or demographic parity [11], measures the percentage difference in the positive predictions, e.g., grant a loan application, between the protected and non-protected groups. However, this definition only requires a balanced representation of both groups in the positive class ignoring whether the selected instances are qualified or not [23]. A more recent measure, called equal opportunity [12, 21], alleviates this pitfall by measuring the percentage difference between true positive rates for both groups. Disparate mistreatment [8] extends equal opportunity by considering the difference of correctly classified instances between protected and non-protected groups for all classes.

**Pre-processing approaches.** One of the most common causes of ML discrimination arises from biases in historical data. Pre-processing methods aim to deal with this issue by changing the underlying data to restore balance between the protected and non-protected groups. Methods falling under this category are typically model-agnostic; therefore, any classifier is applicable after pre-processing. Example methods include massaging [14] that changes the class-labels of carefully selected instances, re-weighting [9] that assigns different weights to the instances of the protected group, uniform- or preferential-sampling [11] and data augmentation [24] that enriches the minority group through pseudo-instances. Another interesting line of works by [10, 25], perform data transformations to eliminate existing correlations between class labels and protected attributes. Some of these approaches have been also extended to non-stationary data [26].

**In-processing approaches.** These approaches aim to mitigate discrimination during model training by extending the objective function of the learner to account for discrimination using regularization or constraints. In [15, 27], for example, the entropy-based splitting criterion for decision tree induction is modified based on statistical parity to also consider the fairness of the splitting decisions. In [28], a regularization approach is proposed that scales down the correlation (mutual information) of the sensitive features and the class attribute to avoid outcomes based on these features. [23] introduces the notion of “individual fairness-constraints” that impose similar treatment to similar instances. In [8], a set of constraints which minimize disparate mistreatment, is added to a logistic regression model. Finally, [7] assume that the ground truth is biased and propose to estimate the true unbiased labels by iteratively re-adjusting the instance weights while minimizing disparate mistreatment.

**Post-processing approaches.** Post-processing approaches can be divided into two subcategories: the ones that change the decision boundary of the model (white-box approaches) and the ones that directly change the predictions of the

\(^4\) AdaFair (source code and data) available at: https://iosifidisvasileios.github.io/AdaFair
model (black-box approaches). In the first category, belongs \[13\] which shifts the decision boundary of AdaBoost to minimize statistical parity. An extension of this idea has been applied for non-stationary data \[29, 30\]: the decision boundary is tweaked online to tackle concept drifts and to mitigate discriminatory outcomes as evaluated by statistical parity or equal opportunity. In \[31\] the authors alter the confidence of CPAR classification rules and in \[32\] the authors change Na"ıve Bayes probabilities considering fairness. Black-box approaches have no access to the learner but only to its decisions. For example, \[12\] set thresholds to the model predictions to achieve the same error rates for protected and non-protected groups. An extension of this work \[33\] analyzes how to obtain calibrated classifiers with the same error rates among different groups.

3. Basic concepts and definitions

We assume a dataset \(D\) of \(N\) i.i.d. samples drawn from the joint distribution \(P(F, S, y)\): \(S\) denotes the set of protected attributes such as gender or race, \(F\) denotes other non-protected attributes and \(y\) is the class label. For simplicity, we consider that the classification problem is binary, that is, \(y \in \{+, -\}\) and that there exists a single protected attribute \(S\), also binary: \(S \in \{s, \bar{s}\}\) with \(s\) and \(\bar{s}\) denoting the protected and non-protected group, respectively. We use the notation \(s_+ (s_-), \bar{s}_+ (\bar{s}_-)\) to denote the protected and non-protected groups for the positive (negative, respectively) class.

**Fairness measures:** As already discussed in Section 2 we adopt three different parity-based fairness measures: **Statistical Parity** (shortly St.Parity), **Equal Opportunity** (shortly Eq.Op.), and **Disparate Mistreatment** (shortly D.M.).

**St.Parity** measures the difference in the positive prediction rates between the protected and non-protected groups and is defined as:

\[
\text{St.Parity} = P(\hat{y} = + | \bar{s}) - P(\hat{y} = + | s)
\]

where \(\hat{y}\) denotes the prediction. St.Parity takes values in the \([0-1]\) range with 0 standing for no discrimination and 1 for maximum/worse discrimination.

Eq.Op. measures the difference of the false negative prediction rates between the protected and non-protected groups. It extends St.Parity by considering not only the predictions but also the ground truth labels. Formally:

\[
\text{Eq.Op.} = P(y \neq \hat{y} | \bar{s}_+) - P(y \neq \hat{y} | s_+ = \delta FNR)
\]

We denote by \(\delta FNR\) the difference in false negative rates between the protected and non-protected groups. Eq.Op. also takes values in the \([0-1]\) range.

Finally, D.M. measures the difference in prediction errors between the protected and non-protected groups. It extends Eq.Op. by considering not only the positive misclassifications but also the negative misclassifications. Similar to \(\delta FNR\) above, we denote by \(\delta FPR\) the difference in false positive rates between the protected and non-protected groups, namely:

\[
\delta FPR = P(y \neq \hat{y} | \bar{s}_-) - P(y \neq \hat{y} | s_-)
\]

Then, D.M. is defined as follows:

\[
\text{D.M.} = |\delta FPR| + |\delta FNR|
\]

D.M. values lie in the \([0-2]\) range as \(|\delta FPR|, |\delta FNR|\) lie in the \([0-1]\) range.
The goal of fairness-aware classification is to find a mapping \( f : (F,S) \rightarrow y \) that achieves good predictive- and fairness-performance (in our case, the latter is evaluated in terms of St.Parity, Eq.Op., or D.M.).

**Predictive performance:** In the context of fairness-aware learning, predictive performance is typically assessed via error rate, e.g., \( \frac{FN + FP}{TP + TN + FN + FP} \) (5)

where \( FP, FN, TP, TN \) are the false positive, false negative, true positive, true negative cases, respectively. However, optimizing for the error rate is problematic in cases of class imbalance. A possible outcome in such a case is that the classifier will misclassify most (in the extreme case all) of the minority instances while correctly classifying the majority. In this scenario, the error rate (ER) will still be low despite the poor performance in the minority class, and w.r.t fairness, a classifier might still be fair, e.g., \( D.M. \approx 0 \), as the difference between the FPRs, FNRs for each group will be low (c.f., Equations (3),(4)). However, in such a case, the non-discriminatory behavior of the classifier would be achieved by drastically reducing the correct predictions for the minority class, with the extreme case of misclassifying all minority instances. As we will see in the experiments section, many of the datasets in this domain exhibit high class imbalance (c.f., Table 1) and therefore, tackling fairness requires also tackling imbalance.

Our goal in this work is to minimize discriminatory outcomes (as measured by St.Parity, Eq.Op., or D.M.) while maintaining good predictive performance for both classes. To this end, we propose (c.f., Section 4.2.2) to replace the error rate (which is not a good performance indicator in case of class-imbalance, as we also show experimentally in Section 5) with the balanced error rate (BER) which is the average of the errors on each class (34):

\[
BER = 1 - \frac{1}{2} \cdot \left( \frac{TP}{TP + FN} + \frac{TN}{TN + FP} \right) = 1 - \frac{1}{2} \cdot (TPR + TNR) \quad (6)
\]

where \( TPR (TNR) \) is the true positive rate (true negative rate, respectively).

**AdaBoost:** Our classification model is based on AdaBoost \( [35] \), an ensemble technique that combines multiple weak learners to create a strong learner. The weak learners are trained sequentially, each trying to correct the errors of its predecessor by adjusting the instance weights accordingly. AdaBoost takes as input the number of boosting rounds \( T \) and trains an ensemble of weak learners \( h_{[1-T]} \) by training each weak learner \( h_{j+1,j} : 1 - T \) with the updated weight distribution from the previous round \( j \). The weight distribution is updated based on the errors of the previous weak learner as follows:

\[
D_i^{j+1} \leftarrow \frac{1}{Z_j} D_i^j \cdot \exp ( -\alpha_j \cdot y_i \cdot h_j(x_i) ) \quad (7)
\]

where \( D_i^j \) is the weight of instance \( i \) in the current boosting round \( j \), \( Z_j \) is the normalization factor and \( \alpha_j \) is the weight of the weak learner \( h_j \) defined as:

\[
\alpha_j = \frac{1}{1 - err_j} \quad (where \ err_j \ is \ the \ error \ rate \ of \ h_j \ on \ the \ training \ set).
\]

The final ensemble uses a weighted majority schema at the prediction phase, i.e., for an instance \( x \) the prediction is derived as: \( H(x) = \sum_{j=1}^{T} \alpha_j h_j(x) \).
4. Parity-Based Fairness-Aware Cumulative Boosting

AdaBoost and boosting in general divide the complex learning problem into lower complexity sub-problems and then combine their solutions (sub-models) into an overall (global) model. Intuitively, such a technique is highly promising for fairness-aware learning, as it is easier to tackle the fairness problem in the simpler sub-models than in the complex global model. However, adopting AdaBoost for fairness requires careful interventions in the data distribution that take into account both predictive and fairness-related performance (Section 4).

We tailor AdaBoost to fairness by adjusting the re-weighting process, which traditionally focuses on the misclassifications of the previous weak learner \( h_j \) for training the next weak learner \( h_{j+1} \) (c.f., Equation (7)). In particular, we directly consider the fairness behaviour of the model in the weighting process by introducing fairness-related costs. Moreover, for the fairness-related costs, we don’t rely only on the fairness behavior of the previous single weak learner \( h_j \), but on the fairness behavior of the partial ensemble \( H_{1:j} \). By taking into account the “history” of the weak learners for fairness-related interventions, we aim to achieve smoother interventions based on the cumulative performance of the model rather than on the varying performances of individual weak learners.

We first introduce the cumulative fairness costs based on the adopted fairness notions and their corresponding cumulative versions, namely cumulative St.Parity (Section 4.1.1), cumulative Eq.Op. (Section 4.1.2) and cumulative D.M. (Section 4.1.3). The fairness-aware interventions in the distribution re-weighting process are described in Section 4.2.1. A theoretical analysis of the training error is provided in Section 4.3. Finally, we optimize the number of weak learners in the final ensemble based on the balanced error rate and thus directly considering class imbalance in the best model selection (Section 4.2.2).

4.1. Cumulative fairness notions and fairness costs

Let \( j \in [1, T] \) be the current boosting round and \( H_{1:j} = \{h_1, \cdots, h_j\} \) the sequence of weak learners up to \( j \), i.e., the partial ensemble. For an instance \( x \), the partial ensemble decides according to: \( H_{1:j}(x) = \text{sign}(\sum_{k=1}^{j} \alpha_k h_k(x)) \). We define the fairness-related costs based on the cumulative behavior of the model, i.e., based on the partial ensemble \( H_{1:j} \). In the following subsections, for each fairness notion (St.Parity, Eq.Op., D.M.), we first define their cumulative counterparts and then the fairness costs.

4.1.1. Cumulative Statistical Parity

The cumulative statistical parity in round \( j \), denoted by \( \delta SP_{1:j} \), evaluates the parity in the positive predictions of the partial ensemble \( H_{1:j} \) between the protected and non-protected groups. Formally:

\[
\delta SP_{1:j} = \frac{1}{|s|} \left[ \sum_{i \in s, x_i \in \bar{s}} \alpha_k h_k(x_i) = + \right] - \frac{1}{|s|} \left[ \sum_{i \in s, x_i \in s} \alpha_k h_k(x_i) = + \right]
\]

where the function \( \mathbb{I}(\cdot) \) returns 1 iff the expression within is true, otherwise 0.

If there is no parity, i.e., \( \delta SP \neq 0 \), we change the weights of the training instances so that the discriminated group is boosted extra in the next round
Note that vanilla AdaBoost already boosts the misclassified instances for the next round. Our weighting, therefore, aims at achieving parity between the protected and non-protected groups. To this end, we assign fairness-related costs to the discriminated group. More formally, the fairness-related cost $u_j^i$, for an instance $x_i$ in the boosting round $j$ is computed as follows:

$$u_j^i = \begin{cases} 
|\delta SP_{1,j}|, & \text{if } I((y_i \neq h_j(x_i)) \land |\delta SP_{1,j}| > \epsilon), x_i \in s, \text{sign}(\delta SP_{1,j}) = + \\
|\delta SP_{1,j}|, & \text{if } I((y_i \neq h_j(x_i)) \land |\delta SP_{1,j}| > \epsilon), x_i \in \bar{s}, \text{sign}(\delta SP_{1,j}) = - \\
0, & \text{otherwise}
\end{cases}$$  

(9)

where $u_j^i \in [0, 1]$, $\text{sign()}$ is the sign function, and parameter $\epsilon \in \mathbb{R}^+$ reflects the tolerance to unfairness and is typically set to zero or to a very small value. The signs (+/-) of $\delta SP_{1,j}$ denote which group is discriminated and should be boosted w.r.t. fairness, while $\epsilon$ is a condition for the necessity of fairness-related costs in the upcoming round $j+1$. For example, if in round $j$ the group $s$ is discriminated, which means $\delta SP_{1,j} > \epsilon$, then misclassified instances $x_i$ in this group will receive fairness-related costs for the next round. Note that all misclassified instances of the discriminated group will receive the same cost in the boosting round $j$. However, the costs are dynamically estimated in each round.

### 4.1.2. Cumulative Equal Opportunity

The **cumulative equal opportunity** in round $j$ evaluates the parity in the false negative prediction rates of the partial ensemble $H_{1:j}$ between the protected and non-protected groups. Formally:

$$\delta FNR_{1:j} = \frac{\sum_{i,x_i \in s_+} 1 \cdot \frac{1}{|s_+|} \sum_{k=1}^{j} \alpha_k h_k(x_i) \neq y_i - \sum_{i,x_i \in \bar{s}_+} 1 \cdot \frac{1}{|\bar{s}_+|} \sum_{k=1}^{j} \alpha_k h_k(x_i) \neq y_i}{|s_+|}$$

(10)

Similar to cumulative statistical parity, cumulative equal opportunity assigns fairness-related costs in each round to instances that belong to an unfairly treated group. For an instance $x_i$ in the boosting round $j$, the fairness-related cost $u_j^i$ is computed as follows:

$$u_j^i = \begin{cases} 
|\delta FNR_{1:j}|, & \text{if } I((y_i \neq h_j(x_i)) \land |\delta FNR_{1:j}| > \epsilon), x_i \in s_+, \text{sign}(\delta FNR_{1:j}) = + \\
|\delta FNR_{1:j}|, & \text{if } I((y_i \neq h_j(x_i)) \land |\delta FNR_{1:j}| > \epsilon), x_i \in \bar{s}_+, \text{sign}(\delta FNR_{1:j}) = - \\
0, & \text{otherwise}
\end{cases}$$

(11)

For example, if the group $s_+$ is discriminated in round $j$, which means $\delta FNR_{1:j} > \epsilon$, then the misclassified instances in this group will be boosted in the next round based on Equation [11].

### 4.1.3. Cumulative Disparate Mistreatment

**Cumulative disparate mistreatment** extends cumulative equal opportunity by considering parity among protected and non-protected groups for both the positive and negative classes. We define it in terms of $\delta FPR$, $\delta FNR$ of the partial

---

5 The notions $u_j^i$ and $\epsilon$ will bear the same meaning for the rest of the section.
ensemble \( H_{1:j} \). Similar to \( \delta FNR_{1:j} \) (c.f., Equation (10)), \( \delta FPR_{1:j} \) is defined as:

\[
\delta FPR_{1:j} = \sum_{i, x_i \in s_{+}} 1 \cdot I \left( \sum_{k=1}^{m} \alpha_k h_k(x_i) \neq y_i \right) \quad \text{for } i \in s_{+} \quad \text{and} \quad \delta FPR_{1:j} = \sum_{i, x_i \in s_{-}} 1 \cdot I \left( \sum_{k=1}^{m} \alpha_k h_k(x_i) \neq y_i \right) \quad \text{for } i \in s_{-}
\]

(12)

In the boosting round \( j \), miss-classified instances \( x_i \) of the discriminated group are boosted extra based on fairness-related costs \( u^j_i \) defined as:

\[
u^j_i = \begin{cases} 
\max(\delta FPR_{1:j}, \delta FNR_{1:j}) - \max(\delta FPR_{1:j,0}, \delta FNR_{1:j,0}), & \text{if } I((y_i \neq h_j(x_i)) \land (\delta FPR_{1:j} > \epsilon)), x_i \in s_{+}, \text{sign} (\delta FNR_{1:j}) = + \\
\max(\delta FPR_{1:j}, \delta FNR_{1:j}) - \max(\delta FPR_{1:j,0}, \delta FNR_{1:j,0}), & \text{if } I((y_i \neq h_j(x_i)) \land (\delta FPR_{1:j} > \epsilon)), x_i \in s_{+}, \text{sign} (\delta FNR_{1:j}) = - \\
\max(\delta FPR_{1:j}, \delta FNR_{1:j}) - \max(\delta FPR_{1:j,0}, \delta FNR_{1:j,0}), & \text{if } I((y_i \neq h_j(x_i)) \land (\delta FPR_{1:j} > \epsilon)), x_i \in s_{-}, \text{sign} (\delta FPR_{1:j}) = + \\
0, & \text{otherwise}
\end{cases}
\]

(13)

Again, only misclassified instances are susceptible to receive the fairness-related cost (the order of the cost assignments inside the equation does not matter). Similar to the other measures, all miss-classified instances of the discriminated group will receive the same cost in a given boosting round \( j \). Still, the costs might change across the rounds as they depend on the partial ensemble.

### 4.2. The AdaFair Algorithm

AdaFair is a sequential ensemble that extends Adaboost for fairness-aware learning under class-imbalance. The algorithm consists of two steps. The first step (Section 4.2.1) is the in-training phase of the ensemble based on the selected cumulative fairness notion and its fairness-related costs (Section 4.1). The second step (Section 4.2.2) is the post-processing phase, in which the algorithm selects the optimal partial ensemble that offers the minimum weighted summed loss of (balanced) predictive performance and fairness.

#### 4.2.1. In-processing Distribution Update

The main difference to vanilla AdaBoost is the weight distribution update formula (c.f., Equation (7)) which now also considers the fairness-related costs \( u^j_i \). In particular, the data distribution is updated as follows:

\[
D^{j+1}(i) = \frac{D^j(i) C^j_i \exp(-\alpha_j y_i h_j(x_i))}{Z_j}
\]

(14)

For convenience, we use \( C^j_i = (1 + u^j_i) \) instead of \( u^j_i \). For example, if \( u^j_i = 0 \) then \( C^j_i = 1 \) and the instance is not affected. In addition, \( u^j_i \in [0, 1] \); therefore, the fairness-related cost would degrade the instance’s weight instead of boosting it.

The normalization factor \( Z_j \) ensures \( D^{j+1} \) is a probability distribution:

\[
Z_j = \sum_{i=1}^{N} D^{j}(i) C^j_i \exp(-\alpha_j y_i h_j(x_i))
\]

(15)

The ensemble training is shown in Algorithm 1. Instance weights \( D^j_1 \) and fairness-related costs \( u^j_1 \) are initialized (line 1). In each boosting round \( j : 1 \rightarrow T \) (lines 2–12), a weak learner \( h_j \) is trained upon the current weight distribution.
$D^j$ (line instance 3) and the $\alpha_j$, and fairness-related costs $u^j_i$ are computed (lines 4, and 5, respectively). The new instance weights are estimated (line 8).

After the in-training learning phase, AdaFair selects, post-training, the best sequence of weak learners (line 13, Algorithm 1), which achieves the best trade-off between balanced and standard error rate as specified by a user-defined parameter $c$ (Equation (16)). The post-training phase directly tackles imbalance and is discussed hereafter (Section 4.2.2).

**Algorithm 1:** AdaFair algorithm

```
Input: $D = (x_i, y_i)^N_{i=1}, T, \epsilon, c$
Result: Ensemble $H$
1 Initialize $D^1_i = 1/N$, $C^1_i = 1$, and $u^1_i = 0$, for $i = 1,2,\ldots,N$;
2 for $j=1$ to $T$ do
3 Train a classifier $h_j$ to the training data using weights $D^j$;
4 Compute the weight $\alpha_j$ (Equation (22));
5 Compute fairness-related costs $u^j_i$ based on a given fairness notion (Equations (8), (10), (12));
6 $C^j_i = (1 + u^j_i)$;
7 Update the distribution as:
8 $D^{j+1}_i \leftarrow \frac{1}{Z_j} D^j_i \cdot C^j_i \cdot \exp (-\alpha_j \cdot y_i \cdot h_j(x_i))$
9 // $Z_j$ is normalization factor;
10 if Termination condition does not hold (Equation (23)) then
11 break;
12 end
13 Return best weak learner sequence (Equation (16)) using parameter $c$
```

### 4.2.2. Post-processing Model Selection based on Balanced Performance

The number of weak learners $T$ is provided as input to AdaFair, similarly to AdaBoost. We propose to refine the model by finding the best (sub)sequence of weak learners $1 \cdots \theta, \theta \leq T$ that achieves good performance for both classes and is fair according to the chosen fairness measure. To this end, we propose to optimize for the balanced error rate $BER$ (Equation (6)) instead of the standard error rate $ER$ (Equation (5)). In case of balanced data, BER corresponds to ER. To allow for different combinations of ER and BER in the $\theta$ computation, we consider both ER and BER in the objective function as follows:

$$\arg\min_{\theta} \left( c \cdot BER_\theta + (1 - c) \cdot ER_\theta + F.M. \right)$$  (16)

where $F.M.$ can be one of the aforementioned cumulative fairness measures (Equations (8), (10), (12)). The parameter $c$ controls the impact of BER and ER in the computation. The selection of $\theta$ is performed based on a validation set (more details on the validation set in Section 5.1.3). A detailed evaluation of parameter’s $c$ impact in the performance of AdaFair is presented in Section 5.7.

Our approach directly tackles class-imbalance in the post-processing phase by selecting the best sequence of weak learners according to Equation (16). We have also investigated the in-training mitigation of class imbalance. In particular, we transformed AdaFair into a cost-sensitive learner by inserting misclassification
costs for each class. However, in our preliminary investigations, the interplay between fairness-related costs and class-related miss-classification costs resulted in an unstable model. We still believe that such an approach is promising and we plan to pursue this direction in our future work.

4.3. Bounding the training error

The update of the weight distribution of AdaFair is given in Equation (14). Following the same reasoning as in [36], by unravelling Equation (14), we obtain:

\[
D_{t+1}(i) = D_1(i) \times \frac{C_1 \exp(-\alpha_1y_1h_1(x_i))}{Z_1} \times \cdots \times \frac{C_t \exp(-\alpha_ty_th_t(x_i))}{Z_t} \\
= \frac{D_1(i) \prod_{j=1}^{t} C_j \exp(-\sum_{j=1}^{t} \alpha_jy_jh_j(x_i))}{\prod_{j=1}^{t} Z_j} 
\] 

From Equation (17), we get:

\[
D_1(i) \exp(-\sum_{j=1}^{t} \alpha_jy_jh_j(x_i)) = \frac{D_{t+1}(i) \prod_{j=1}^{t} Z_j}{\prod_{j=1}^{t} C_j} \\
\Rightarrow \frac{1}{N} \exp(-\sum_{j=1}^{t} \alpha_jy_jh_j(x_i)) = \frac{D_{t+1}(i) \prod_{j=1}^{t} Z_j}{\prod_{j=1}^{t} C_j} \quad [\because \forall i, D_1(i) = \frac{1}{N}] 
\] 

Then, the training error of the final classifier \( H \) is bounded as:

\[
Pr[H(x_i) \neq y_i] = \frac{1}{N} \sum_{H(x_i) \neq y_i} \frac{1}{N} \exp(-\sum_{j=1}^{t} \alpha_jy_jh_j(x_i)) \\
\Rightarrow Pr[H(x_i) \neq y_i] \leq \sum_{i=1}^{N} \frac{D_t(i)}{\prod_{j=1}^{t} C_j} \prod_{j=1}^{t} Z_j 
\] 

There exists a constant \( \gamma \), such that \( \forall i, \gamma < \prod_{j=1}^{t} C_i \). Then,

\[
Pr[H(x_i) \neq y_i] \leq \prod_{j=1}^{t} Z_j \sum_{i=1}^{N} \frac{D_t(i)}{\gamma} \\
\Rightarrow Pr[H(x_i) \neq y_i] \leq \frac{1}{\gamma} \prod_{j=1}^{t} Z_j \quad [\because \sum_{i=1}^{N} D_t(i) = 1] 
\] 

Since \( \gamma \) is a constant, in order to minimize the training error (Equation (20)), parameter \( Z \) needs to be minimized on each boosting round. Therefore, the
objective in each boosting round \( t \) is to find \( \alpha_t \) that minimizes \( Z_t \). According to [37], once \( y_i h_t(x_i) \in \{-1, 1\} \) holds, the choice of \( \alpha_t \) for each \( h_t \) can be obtained with the help of the following approximation:

\[
Z_t = \sum_{i=1}^{N} D^t(i) C^t_i \exp (-\alpha_t y_i h_t(x_i)) \\
\leq \sum_{i=1}^{N} D^t(i) C^t_i \left( \frac{1 - y_i h_t(x_i)}{2} e^{\alpha_t} + \frac{1 + y_i h_t(x_i)}{2} e^{-\alpha_t} \right)
\]

(21)

To estimate the \( \alpha_t \) that minimizes \( Z_t \), we need to solve for \( \alpha_t \) that minimizes the approximation upper bound in Equation (21).

\[
\frac{\partial}{\partial \alpha_t} \left( \sum_{i=1}^{N} D^t(i) C^t_i \left( \frac{1 - y_i h_t(x_i)}{2} e^{\alpha_t} \right) + \sum_{i=1}^{N} D^t(i) C^t_i \left( \frac{1 + y_i h_t(x_i)}{2} e^{-\alpha_t} \right) \right) = 0 \Rightarrow \\
e^{\alpha_t} \sum_{i=1}^{N} D^t(i) C^t_i \left( \frac{1 - y_i h_t(x_i)}{2} \right) = e^{-\alpha_t} \sum_{i=1}^{N} D^t(i) C^t_i \left( \frac{1 + y_i h_t(x_i)}{2} \right) \Rightarrow \\
\alpha_t = \frac{1}{2} \log \left( \frac{\sum_{i, y_i = h_t(x_i)}^{N} C^t_i D^t(i)}{\sum_{i, y_i \neq h_t(x_i)}^{N} C^t_i D^t(i)} \right)
\]

(22)

To preserve the property of AdaBoost, i.e., to ensure \( \alpha_t \) is strictly positive, the following must hold:

\[
\sum_{i, y_i = h(x_i)} C^t_i D^t(i) > \sum_{i, y_i \neq h(x_i)} C^t_i D^t(i)
\]

(23)

5. Evaluation

We evaluate the predictive performance and fairness behavior of AdaFair vs other related approaches (Sections 5.2, 5.3 and 5.4). Regarding predictive performance, we report on both accuracy (Equation (5)) and balanced accuracy (Equation (6)), whereas for fairness we report on statistical parity (S.P.), equal opportunity (Eq.Op.) and disparate mistreatment (D.M.) (c.f., Section 3).

Another goal of our experiments is to understand the behaviour of AdaFair. To this end, we investigate the effect of cumulative vs non-cumulative fairness (Section 5.6) and the impact of adopting balanced error rate vs error rate (Section 5.7) for the post-processing model selection. We provide the details on the datasets, baselines, parameter selection and evaluation in Section 5.1.
5.1. Experimental setup

5.1.1. Datasets

We evaluate our approach on four real-world datasets whose characteristics are summarized in Table 1. They comprise a suitable benchmark due to their diverse characteristics, namely cardinality, dimensionality and class imbalance.

| Dataset         | #Instances | #Attributes | Sen.Attr. | Prot.Group (s) | Class ratio (+:-) | Positive class |
|-----------------|------------|-------------|-----------|----------------|-------------------|----------------|
| Adult census    | 45,175     | 14          | Gender    | female         | 1:3.03            | >50K           |
| Bank            | 40,004     | 16          | Marit. Status | married       | 1:7.57            | subscription   |
| Compass         | 5,278      | 9           | Gender    | Female         | 1:1.12            | recidivism     |
| KDD census      | 299,285    | 41          | Gender    | female         | 1:15.11           | >50K           |

Table 1: An overview of the datasets used in our experiments.

**Adult census** dataset contains demographic data from the U.S. The task is to predict whether the annual income of a person will exceed 50K dollars. The protected attribute is $S = \text{Gender}$ with $s = \text{female}$ being the protected group; the positive class is people receiving more than 50K. We remove duplicate instances and instances containing missing values. The positive to negative class ratio is 1:3 (exact ratio 24\%:76\%).

**Bank** dataset is related to direct marketing campaigns of a Portuguese banking institution. The task is to determine if a person will subscribe to the product (bank term deposit). As positive class we consider people who subscribed to a term deposit. We consider as $S = \text{marital status}$ with $s = \text{married}$ being the protected group. The dataset suffers from severe class imbalance, with a positive to negative ratio of 1:8 (exact ratio 11\%:89\%).

**Compass** dataset stores record about prisoners in Broward County. The task is to predict (recidivism), namely if a person will be re-arrested within two years. We consider recidivism as the positive class and $S = \text{Gender}$ with $s = \text{female}$ as the protected group. For this dataset, we followed the pre-processing steps of [8]. The dataset with a positive to negative ratio of 46\%:54\% is almost balanced.

**KDD census** has the same prediction task as the Adult census dataset. However, in KDD census “the class labels were drawn from the total person income field rather than the adjusted gross income” [38].

5.1.2. Baselines

We evaluate AdaFair against state-of-the-art methods for each fairness measure. For **statistical parity**, we employ AdaBoost SDB [13], which trains a vanilla AdaBoost, and afterwards, it tweaks the decision boundary of the induced model (based on a validation set) to mitigate discriminatory outcomes.

For **equal opportunity**, we employ FAE [19], an ensemble that combines pre- and post-processing steps to mitigate unfair outcomes and to tackle class imbalance. It pre-processes the data by sampling the dataset to generate equi-sized samples w.r.t the protected attribute and assigns them to a set of bags used to induce an ensemble of AdaBoost models. In the post-processing phase, it shifts the decision boundary of the ensemble to account for fairness.

For **disparate mistreatment**, we employ the methods by Zafar et al. [8] and...
Krasanakis et al. [7], Zafar et al. [8], presents the fairness problem as a set of convex-concave constraints to minimize discriminatory outcomes and solve it using a logistic regression model. Krasanakis et al. [7] assume the existence of latent fair classes and propose an iterative training approach towards those classes by altering the instance weights. We have selected these methods as they follow a different line of reasoning, constraints [8] vs hidden unbiased labels [7].

In addition, we compare against two fairness-agnostic boosting methods: vanilla AdaBoost [35] and SMOTEBoost [39]. SMOTEBoost is an extension of AdaBoost for imbalanced data which tackles imbalance by generating in each boosting round new synthetic instances of the minority class using SMOTE [40]. The goal of employing SMOTEBoost is to see whether the fairness problem can be addressed by only tackling class imbalance.

Finally, to study the behaviour of AdaFair, we also compare it against a variation AdaFair NoCumul that computes the fairness-related costs in each round based on only the fairness evaluation of the current weak learner \(h_j\), instead of the partial ensemble \(H_{1:j}\). The goal of this baseline is to clarify the understanding of the impact of the cumulative fairness notion (Section 5.6).

5.1.3. Parameter selection and evaluation

We follow the evaluation setup as in [7, 8] by splitting each dataset randomly into train (50%) and test set (50%) and report on the average of 10 random splits. We set \(\epsilon = 0\) as a threshold for all fairness measures, which means zero tolerance to discrimination. For extracting the validation set (which is used for estimating \(\theta\), Section 4.2.2) we perform a stratified split (67% training and 33% validation set). Our method is instantiated in each boosting rounds with decision trees of depth 1 (decision stumps) as weak learners. For the total number of boosting rounds, we set \(T = 200\) (same for the other ensemble approaches: AdaBoost, AdaBoost SDB, FAE, and SMOTEBoost, c.f., Section 5.1.2). We analyze the effect of \(T\) in Section 5.5. For Krasanakis et al. and Zafar et al. methods, we employ their default (suggested) parameters. For SMOTEBoost, we set \(N\) (the number of synthetic instances generated per round) to 2, 100, 100 and 500 for datasets Compass, Adult census, Bank and KDD census, respectively. Furthermore, for experiments in Sections 5.4, 5.5 and 5.6, we set parameter \(c = 1\) (c.f., Equation (16)), that is the proposed AdaFair optimized for balanced error rate; the effect of \(c\) is studied in Section 5.7.

5.2. Statistical Parity: Predictive and fairness performance

In Figure 1, we report on predictive performance (both accuracy and balanced accuracy, Bal.Acc. for short) and on fairness-related performance, namely statistical parity (St. Parity, for short). We also report on the TPR and TNR for both protected and non-protected groups to showcase the fairness and accuracy of the approaches for both groups.

**Adult census:** In Figure 1a, we show the performance of the different approaches on the Adult census dataset. AdaFair achieves the best (lowest) statistical parity score, closely followed by AdaBoost SDB. This is also reflected in the almost identical percentage of positive predictions for the protected (denoted as Prot. Pos.) and non-protected groups (denoted as Non-prot. Pos.). In terms of balanced accuracy, we see that AdaFair is only second best to SMOTEBoost by
a 3.5% drop (note that SMOTEBoost has the worst discriminatory behaviour). In comparison to AdaBoost SDB, AdaFair produces slightly fairer outcomes and 5% better performance in terms of balanced accuracy.

**Bank:** The results on the Bank dataset are shown in Figure 1b. AdaFair again achieves the best fairness score, and in balanced accuracy it outperforms AdaBoost SDB by a margin of 10%↑. SMOTEBoost is 5%↑ better than AdaFair and achieves the best balanced accuracy. AdaBoost achieves the best performance in terms of accuracy, while all the other methods, including AdaFair, have similar accuracy. The high accuracy of AdaBoost is because it predicts most of the instances as negative (the majority class) and very few instances as positive (the minority class), which is evident in the last four-bar plots Prot. Pos, Non-prot Pos, Prot. Neg, and Non-Prot Neg.

**Compass:** The results on Compass dataset are shown in Figure 1c. We observe that AdaFair achieves the best statistical parity score. All the methods have similar performance in balanced accuracy and accuracy since this dataset does not suffer from class imbalance. SMOTEBoost and AdaBoost perform very poorly in terms of statistical parity. AdaFair produces 3.5%↓ fairer outcomes in contrast to AdaBoost SDB, and slightly higher balanced accuracy (1%↑).

**KDD census:** Figure 1d depicts the results on KDD census income dataset. Once again, we observe that AdaFair achieves the best statistical parity score compared to the baselines (4%↓ lower than AdaBoost SDB). Moreover, our method AdaFair also achieves higher balanced accuracy than AdaBoost (8.5%↑), AdaBoost SDB (10%↑). SMOTEBoost has higher balanced accuracy (2%↑) and high discriminatory outcomes (10%↑) in contrast to AdaFair.

**Conclusion:** AdaFair performs better than AdaBoost SDB in terms of fairness and predictive performance. However, SMOTEBoost outperforms AdaFair in balance accuracy, mainly due to the nature of the fairness notion. Statistical parity forces AdaFair to shift the decision boundary to achieve parity between the different groups without considering the true label distribution.

### 5.3. Equal Opportunity: Predictive and fairness performance

In Figure 2, we report on the results for all the approaches w.r.t equal opportunity. Specifically, we report the predictive performance by accuracy and balanced accuracy (Bal. Acc.), and also fairness by equal opportunity (Eq. Op), and TPR and TNR for both protected (Prot.) and non-protected (Non-Prot) groups.

**Adult census:** In Figure 2a, we show the results on Adult census dataset. We observe that our AdaFair achieves the lowest equal opportunity score, which FAE follows by a minimal margin. We are also marginally better than FAE in terms of predictive performance, both accuracy and balanced accuracy (around 1%). FAE achieves almost similar performance for both protected and non-protected groups for both classes. SMOTEBoost achieves the best performance in terms of balanced accuracy (0.5%↑ higher than AdaFair; however, it is the most unfair model (22%↑ higher than AdaFair in terms of equal opportunity).

**Bank:** In Figure 2b, we report on the results of Bank dataset. AdaFair and FAE have similar equal opportunity scores and balanced accuracy; however, they behave differently. By examining TPR and TNR for both protected and non-protected groups, we observe that FAE outperforms AdaFair by 17%↑ on both groups in positive class. However, it deteriorates its performance in the negative class (17%↓ lower TNR in protected group and 10%↓ lower TNR in non-protected class).
SMOTEBoost produces similar predictive performance to AdaFair and FAE, but it cannot mitigate unfair outcomes.

**Compass:** Figure 2c shows the results on Compass dataset. We see that AdaFair, on this data, produces the fairest results by achieving the minimum equal opportunity score. By comparing AdaFair to FAE, we observe similar performance. AdaBoost and SMOTEBoost perform similarly in predictive performance and discriminatory outcomes since this dataset does not suffer from class imbalance.

**KDD census:** The results on KDD census dataset are shown in Figure 2d. Same as in the Bank dataset, AdaFair and FAE can mitigate unfair outcomes, but each method’s outcome w.r.t TPR and TNR of each group are different. Both AdaFair and FAE outperform SMOTEBoost in terms of balanced accuracy (7%↓ and 6.5%↓, respectively).

**Conclusion:** FAE is a method that can compete with AdaFair resulting in similar equal opportunity and balanced accuracy scores. In case of severe class imbalance (Bank and KDD census), there is no clear winner: FAE rejects more negative instances than AdaFair, and AdaFair rejects more positive class instances. For Adult and Compass, both methods behave similarly.
5.4. Disparate Mistreatment: Predictive and fairness performance

In Figure 3, we show the results w.r.t disparate mistreatment. For reporting, we follow the same measures as in equal opportunity, except for fairness, for which we report on disparate mistreatment \((D.M.)\).

**Adult census:** In Figure 3a, we show the performance of the different approaches on the Adult census dataset. SMOTEBoost achieves the highest balanced accuracy followed by AdaFair \((1\% \downarrow)\); both methods target class imbalance. The latter, however, also considers fairness. AdaBoost, Krasanakis et al. and Zafar et al. that do not consider class imbalance have a 7\%\downarrow, 9\%\downarrow and 9\%\downarrow, respectively, drop in their balanced accuracy comparing to AdaFair. Regarding disparate mistreatment, as expected, AdaBoost and SMOTEBoost perform worse as they do not consider fairness. The best overall disparate mistreatment score is achieved by Krasanakis et al., followed by our AdaFair \((2\% \uparrow\text{, recall that lower values are better})\). However, a closer look at the actual TPRs and
TNRs values per group show that our method achieves the highest TPRs values for both protected and non-protected groups compared to the other two fairness aware approaches. In particular, for the protected (non-protected) group, our TPR is 29%↑ (20%↑, respectively) higher than the second-best method of Krasanakis et al. So, it seems that Krasanakis et al. and Zafar et al. produce low TPRs and high TNRs, i.e., these methods “reject” more positive class instances to minimize disparate mistreatment (this explains their high TNRs, low TPRs values). On the contrary, our AdaFair achieves good performance for both classes (high TPRs, high TNRs) while maintaining good disparate mistreatment (i.e., low differences in TPRs, TNRs for both protected and non-protected groups).

**Bank:** The results are shown in Figure 3b. All approaches, except for AdaBoost and SMOTEBoost, achieve low disparate mistreatment. Interestingly, AdaFair achieves higher balanced accuracy than SMOTEBoost, while it outperforms the other approaches. A closer look at disparate mistreatment, namely at TPRs and TNRs, shows significant differences between the approaches. Namely, w.r.t

![Fig. 3: Predictive and fairness, based on Disparate Mistreatment, performance - higher values are better; for Disparate Mistreatment, lower values are better.](image-url)
TPRs, our method outperforms the second-best (Zafar et al.) by almost 29%↑ for each group. Interestingly, AdaBoost and SMOTEBoost maintain higher TPRs than the methods of Krasanakis et al. and Zafar et al., even though they do not consider fairness. The methods of Krasanakis et al. and Zafar et al. have very similar behaviour, and it seems that both focus on the majority class (therefore high TNRs, low TPRs). Regarding TNRs, our method has a small drop of 6%↓ and 7%↓ drop for the protected and non-protected groups compared to the second-best approach of Zafar et al.; this is expected as we optimize for balanced error rather than an overall error.

**Compass:** The results are shown in Figure 3c. Regarding balanced accuracy, AdaBoost performs best and Zafar et al. worse. However, the differences between the approaches are not that high. We expect a similar performance of the different approaches as the dataset is balanced (c.f., Table 1), and therefore, imbalance treatment has no substantial effect. Regarding fairness, the method of Krasanakis et al. achieves better performance in terms of disparate mistreatment (3.5%↓) and balanced accuracy (0.2%↑) compared to the second-best AdaFair. Zafar et al. have the worst disparate treatment (almost twice the value of Krasanakis et al.), recall that its Bal.Acc. was the worse among the approaches. By examining the TPRs and TNRs of both protected and non-protected groups, we observe that the performance of Krasanakis et al. is not stable (highest standard deviation among the methods). Our AdaFair has better TPR values for both groups. Our TNRs are the lowest among the approaches (57%−59%) as we optimize for balanced error, and the negative class represents 54% of the population.

**KDD census:** We could not use the Zafar et al. approach to this dataset due to its inability to estimate the optimal parameters. In balanced accuracy, AdaFair performs 22%↑ than Krasanakis et al., 17%↑ than AdaBoost and 5%↑ than SMOTEBoost. AdaBoost and Krasanakis et al. classify almost perfectly the negative class (i.e., TNRs close to 100%), which comprises 94% of the population. SMOTEBoost has 2%↓ to 4%↓ drop in TNRs of protected and non-protected groups, respectively, compared to AdaBoost. Regarding TPR, AdaFair bags the highest TPR scores for both groups (above 65%) while the method of Krasanakis et al. results in values below 20%. Both fairness-aware approaches, AdaFair and Krasanakis et al., minimize discrimination to 2% while AdaBoost and SMOTEBoost result in 28% and 36% disparate mistreatment, respectively.

**Conclusion:** AdaFair is capable of achieving high balanced accuracy and low discrimination by maintaining high TPRs and only slightly worse TNRs for both groups. On the contrary, the other fairness-aware approaches, namely Zafar et al. and Krasanakis et al., eliminate discrimination by reducing TPRs, that is, by rejecting more instances of the positive class to achieve parity among the protected and non-protected groups. Moreover, Zafar et al. cannot estimate the optimal parameters for datasets with many attributes (see KDD census failure).

### 5.5. Performance over the boosting rounds

In this section, we analyse the performance of AdaFair over the boosting rounds. The purpose of this experiment is to show the per round behaviour of AdaFair w.r.t the objective function, $\theta$ selection and its performance on the test set. For this analysis, we have selected parameters $c = 1$ and $T = 500$ and report on a holdout evaluation (67% training - 33% testing sets) for each dataset. We report only on disparate mistreatment as it is the most complex measure comparing to
statistical parity and equal opportunity. In Figure 4, we report on the performance of AdaFair on the test set (only used for evaluation, not for training) and the validation set, which is used for selecting the $\theta$ (as mentioned in Section 5.1.3 the validation set is 33% of the training set). We report on the balanced error rate and fairness on both test and validation set, and also we report on the objective function (16) w.r.t the validation set.

**Adult census:** The results are shown in Figure 4a. We can observe that the validation set captures the underlying distribution of the test set since they have almost identical score values. In the early boosting rounds ($T < 100$), AdaFair’s performance fluctuates until it stabilizes. As the number of boosting rounds increase, the balanced error rate remains the same and the fairness on the validation set. The values from the objective function stabilize around $[0.27, 0.29]$ for $T > 150$. After the training process, we select the best partial ensemble from weak learners 0 to 488. However, we can see that the performance on the test set does not change significantly after $T > 100$.

**Bank:** In Figure 4b, we report the results on the Bank dataset. Like the Adult census dataset, high fluctuation can be observed in the early boosting rounds (e.g., $T < 100$). With boosting rounds increasing, the balanced error rate decreases and stabilizes around 0.22 after $T > 400$ (on validation and test set). The fairness on the validation and test set has some small but insignificant fluctuations. In this dataset, the gradual decrease of balanced error rate is the factor that defines $\theta$ since fairness remains low after $T > 100$ (on the validation set).

**Compass:** In Figure 4c, we report on the results of Compass dataset. In contrast to the other datasets, the objective function in Compass fluctuates for small and high values of $T$. The balanced error rate increases gradually over the rounds, and fairness fluctuates highly, fluctuating the objective function. This behaviour is probably caused due to the complexity of the dataset, e.g., we have seen in Section 5.4 that none of the methods could achieve more than 70% accuracy or balanced accuracy on this dataset.

**KDD census:** In Figure 4d, we report on the results of KDD census dataset. This dataset shows similar behaviour to the other two imbalanced datasets (Adult census and Bank). Early boosting rounds ($T < 100$) are characterised by fluctuated values w.r.t predictive performance, fairness and objective function. After 150 rounds, the performance is stabilised, and we observe a non-significant decrease in the balanced error rate after 200 rounds.

**Conclusions:** For the selected datasets, our experiments show that AdaFair needs at least 100 rounds to produce good results. Although AdaFair does not tackle class-imbalance in-training, we observe that the balanced error rate decreases over the rounds. This lies in the fairness-related costs that indirectly push the model to also learn the minority class. A complete in-training tackling of fairness and class-imbalance is left for future research.

### 5.6. Cumulative vs non-cumulative fairness

The notion of cumulative fairness, is crucial for AdaFair’s ability to mitigate discrimination w.r.t i) statistical parity (Equation 8), ii) equal opportunity (Equation 10), and iii) disparate mistreatment (Equation 12). To investigate its impact, we compare AdaFair (with cumulative fairness of models 1 : $j$, where $j$ is the current boosting round) with a version that considers only the fairness of the individual weak learner in round $j$ (referred to as AdaFair NoCumul), for
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Fig. 4: Analysis over the boosting rounds on the validation and test set; lower values are better. Fairness measure: Disparate Mistreatment.
all the employed fairness notions. Below, we show the behaviour on disparate mistreatment. The behaviour is similar across all the employed fairness notions (see Appendix for the exact outcome on statistical parity and equal opportunity).

**Disparate Mistreatment:** The fairness performance w.r.t disparate mistreatment, for the different datasets is shown in Figure 5. Overall, the AdaFair NoCumul method results in poor fairness performance with very high \(D.M.\) values compared to AdaFair. In particular, we observe an increase of 78\%↑ for the Adult census dataset, 59\%↑ for Bank and 20\%↑ Compass datasets, of 80\%↑ for the KDD census dataset. A closer look at the individual TPR, TNR scores show that the protected group scores are lower regarding TPR. In contrast, w.r.t TNR, the scores of the protected group are higher (we notice opposite behaviour for the Bank dataset). That is, more protected instances are rejected (low TPR, high TNR). Moreover, the standard deviation for the non-cumulative version is higher than AdaFair, indicating AdaFair NoCumul is not stable.

In Figure 6, we compare the per round \(\delta FNRs\) and \(\delta FPRs\) of the two approaches. Recall that \(\delta FNR\) and \(\delta FPR\) define the fairness-related cost \(u\) related
Fig. 6: Disparate Mistreatment, fairness-related costs per boosting round: AdaFair vs AdaFair NoCumul

to disparate mistreatment fairness that affects the weighting of the instances for the next round (Equation (13)). Fairness-related costs of AdaFair NoCumul exhibit a high fluctuation. On the contrary, the fairness-related costs for our AdaFair are smoother and converge after a sufficient number of rounds to a specific range \([-0.05, 0.05]\]. That means that our method mitigates discrimination over the early rounds. These results further confirm that the cumulative definition of fairness is superior to a non-cumulative approach.

**Conclusion:** By considering the cumulative fairness of the ensemble, AdaFair can produce fairness-related costs which are more stable than its non-cumulative version. These costs allow the model to find a hypothesis that mitigates discriminatory outcomes significantly better than non-cumulative costs.

### 5.7. The effect of balanced error

AdaFair can achieve fairness even when it does not optimize for a balanced error rate because of the cumulative fairness notion that alters the data distribution
during training in the direction of fairness. In this section, we show that varying the parameter $c$, which alternates the objective goal (Equation (16)), does not deteriorate the ability of AdaFair to mitigate discriminatory outcomes. We show the impact of parameter $c$ for all the employed fairness notions in Figure 7. In these figures, we plot accuracy and fairness related measures for different values of $c \in [0, 1]$. For $c = 1$, the balanced error is optimized while for $c = 0$, the error rate is optimized. Values in-between (we use a step of 0.2 for $c$) correspond to different balanced error and error rate combinations. We report on the average of 10 random splits for each value of $c$. Same as previously, we show only the results w.r.t disparate mistreatment and urge the interested readers to see the Appendix for the results on other fairness notions.

**Disparate Mistreatment:** As we can see in Figure 7 for all imbalanced datasets (Adult census, Bank, KDD census), the balanced accuracy increases with $c$. For $c = 0$ (only error rate is considered), the TPRs for both groups are very low. The TPRs increase with $c$, reaching their best values at $c = 1$, i.e., when balanced accuracy is considered. TNRs decrease with $c$, though their decrease is lower than the increase of TPRs. This again supports our previous findings that AdaFair achieves parity between the two groups for both TPRs and TNRs while
achieving high TPRs, on the contrary to Zafar et al. and Krasanakis et al. (c.f., Section 5). For Compass, accuracy and balanced accuracy are very close, and therefore no significant differences are observed by varying $c$. More precisely, a comparison of the results for $c = 0$ (error rate) and $c = 1$ (balanced error rate) shows i) for the Adult census dataset, 12\%↑ and 11\%↑ increase in TPRs (for $s$, $\bar{s}$ groups respectively) and 4\%↓ and 5\%↓ reduction in TNRs (for $s$, $\bar{s}$ groups respectively); ii) for the Bank dataset, 16\%↑ increase in TPRs (for both groups) and only 1\%↓ and 2\%↓ decrease in TNRs (for $s$ and $\bar{s}$, respectively) and iii) for the KDD census dataset, 27\%↑ growth in TPR (for both groups) and only 4\%↓ reduction in TNRs (for both groups).

**Conclusion:** The parameter $c$ is essential in the presence of class imbalance since it can help the user to examine the trade-off between TPRs and TNRs without losing AdaFair’s ability to mitigate discriminatory outcomes for any given fairness measure. Moreover, in balanced datasets, any value of parameter $c$ ($\in [0, 1]$) is indifferent since balanced accuracy and accuracy are similar.

6. Conclusions and Future Work

We propose AdaFair, a fairness-aware boosting approach that adapts AdaBoost to fairness by changing the data distribution in each round based on both model error and cumulative fairness performance. Moreover, at post-training, AdaFair selects the best sequence of weak learners that optimizes for balanced error performance. The notion of cumulative fairness evaluates in each round the fairness-related behaviour of the current partial ensemble and adjusts the fairness-related costs of the discriminated group accordingly. We introduce the cumulative counterparts of three popular parity-based fairness notions, namely: statistical parity, equal opportunity, and disparate mistreatment and we provide an in-depth error analysis of AdaFair for each case. Our experiments show that AdaFair can mitigate discriminatory outcomes while maintaining good predictive performance across both classes, even for datasets with severe class-imbalance.

A possible extension, already discussed in Section 4.2.2, is the direct in-training mitigation of class imbalance. Another interesting direction is the online selection of the optimal number of boosting rounds $\theta$. Finally, we plan to investigate further the notions of cumulative fairness building upon ideas on combined discrimination from the legal domain [41].

**Acknowledgements**

The work is supported by the Volkswagen Foundation project BIAS ("Bias and Discrimination in Big Data and Algorithmic Processing. Philosophical Assessments, Legal Dimensions, and Technical Solutions") within the initiative "AI and the Society of the Future".

**References**

[1] J. United States. Podesta, *Big data: Seizing opportunities, preserving values*. White House, Executive Office of the President, 2014.

[2] D. Ingold and S. Soper, “Amazon doesn’t consider the race of its customers. should it,” *Bloomberg*, April, 2016.
Parity-based Cumulative Fairness-aware Boosting

[3] A. Datta, M. C. Tschantz, and A. Datta, “Automated experiments on ad privacy settings,” Privacy Enhancing Technologies, vol. 2015, no. 1, pp. 92–112, 2015.

[4] B. G. Edelman and M. Luca, “Digital discrimination: The case of airbnb.com,” 2014.

[5] L. Sweeney, “Discrimination in online ad delivery,” arXiv preprint arXiv:1301.6822, 2013.

[6] J. Larson, S. Mattu, L. Kirchner, and J. Angwin, “How we analyzed the compas recidivism algorithm,” ProPublica (5), vol. 9, 2016.

[7] E. Krasanakis, E. S. Xioufis, S. Papadopoulos, and Y. Kompatsiaris, “Adaptive sensitive reweighting to mitigate bias in fairness-aware classification,” in Proceedings of the 2018 World Wide Web Conference on World Wide Web, WWW 2018, Lyon, France, April 23-27, 2018, pp. 853–862, ACM, 2018.

[8] M. B. Zafar, I. Valera, M. Gomez Rodriguez, and K. P. Gummadi, “Fairness beyond disparate treatment & disparate impact: Learning classification without disparate mistreatment,” in Proceedings of the 26th International Conference on World Wide Web, pp. 1171–1180, WWW, 2017.

[9] T. Calders, F. Kamiran, and M. Pechenizkiy, “Building classifiers with independency constraints,” in 2009 IEEE ICDM Workshops, pp. 13–18, IEEE, 2009.

[10] F. P. Calmon, D. Wei, B. Vinzamuri, K. N. Ramanurthy, and K. R. Varshney, “Optimized pre-processing for discrimination prevention,” in Proceedings of the 31st International Conference on Neural Information Processing Systems, pp. 3995–4004, 2017.

[11] F. Kamiran and T. Calders, “Data preprocessing techniques for classification without discrimination,” Knowledge and Information Systems, vol. 33, no. 1, pp. 1–33, 2012.

[12] M. Hardt, E. Price, and N. Srebro, “Equality of opportunity in supervised learning,” in Advances in Neural Information Processing Systems 29: Annual Conference on Neural Information Processing Systems 2016, December 5-10, 2016, Barcelona, Spain (D. D. Lee, M. Sugiyama, U. von Luxburg, I. Guyon, and R. Garnett, eds.), pp. 3315–3323, 2016.

[13] B. Fish, J. Kun, and A. D. Lelkes, “A confidence-based approach for balancing fairness and accuracy,” in Proceedings of the 2016 SIAM International Conference on Data Mining, pp. 144–152, SIAM, 2016.

[14] F. Kamiran and T. Calders, “Classifying without discriminating,” in Computer, Control and Communication, pp. 1–6, IEEE, 2009.

[15] F. Kamiran, T. Calders, and M. Pechenizkiy, “Discrimination aware decision tree learning,” in Data Mining (ICDM), 2010 IEEE 10th International Conference on, pp. 869–874, IEEE, 2010.

[16] M. Galar, A. Fernandez, E. Barrenechea, H. Bustince, and F. Herrera, “A review on ensembles for the class imbalance problem: bagging-, boosting-, and hybrid-based approaches,” IEEE Transactions on Systems, Man, and Cybernetics, Part C (Applications and Reviews), vol. 42, no. 4, pp. 463–484, 2012.

[17] V. Iosifidis, Semi-supervised learning and fairness-aware learning under class imbalance. PhD thesis, Hannover: Institutionelles Repositorium der Leibniz Universität Hannover, 2020.

[18] V. Iosifidis and E. Ntoutsi, “AdaFair: Cumulative fairness adaptive boosting,” in Proceedings of the 28th ACM International Conference on Information and Knowledge Management, pp. 781–790, 2019.

[19] V. Iosifidis, B. Fetahu, and E. Ntoutsi, “Fae: A fairness-aware ensemble framework,” in 2019 IEEE International Conference on Big Data (Big Data), pp. 1375–1380, IEEE, 2019.

[20] M. Schäfer, D. B. Haun, and M. Tomasello, “Fair is not fair everywhere,” Psychological science, vol. 26, no. 8, pp. 1252–1260, 2015.

[21] S. Verma and J. Rubin, “Fairness definitions explained,” in Proceedings of the International Workshop on Software Fairness, FairWare@ICSE 2018, Gothenburg, Sweden, May 29, 2018, pp. 1–7, ACM, 2018.

[22] E. Ntoutsi, P. Fafalios, U. Gadiraju, V. Iosifidis, W. Nejdl, M.-E. Vidal, S. Ruggieri, F. Turini, S. Papadopoulos, E. Krasanakis, et al., “Bias in data-driven artificial intelligence systems—an introductory survey,” Wiley Interdisciplinary Reviews: Data Mining and Knowledge Discovery, vol. 10, no. 3, p. e1556, 2020.

[23] C. Dwork, M. Hardt, T. Pitassi, O. Reingold, and R. Zemel, “Fairness through awareness,” in Proceedings of the 3rd innovations in theoretical computer science conference, pp. 214–226, ACM, 2012.

[24] V. Iosifidis and E. Ntoutsi, “Dealing with bias via data augmentation in supervised learning scenarios,” Jo Bates Paul D. Clough Robert Jäschke, p. 24, 2018.

[25] H. Hu, V. Iosifidis, W. Liao, H. Zhang, M. YingYang, E. Ntoutsi, and B. Rosenhahn, “Fairness-conjoint learning of fair representations for fair decisions,” Discovery Science, 2020.
V. Iosifidis, T. N. H. Tran, and E. Ntoutsi, “Fairness-enhancing interventions in stream classification,” in Database and Expert Systems Applications - 30th International Conference, DEXA 2019, Linz, Austria, August 26-29, 2019, Proceedings, Part I, vol. 11706, pp. 261–276, Springer, 2019.

W. Zhang and E. Ntoutsi, “FAHT: an adaptive fairness-aware decision tree classifier,” in Proceedings of the Twenty-Eighth International Joint Conference on Artificial Intelligence, IJCAI 2019, Macao, China, August 10-16, 2019, pp. 1480–1486, ijcai.org, 2019.

T. Kamishima, S. Akaho, H. Asoh, and J. Sakuma, “Fairness-aware classifier with prejudice remover regularizer,” in European conference on principles of data mining and knowledge discovery, pp. 35–50, Springer, 2012.

V. Iosifidis and E. Ntoutsi, “Fabboo–online fairness-aware learning under class imbalance,” in International Conference on Discovery Science, pp. 159–174, Springer, 2020.

V. Iosifidis, W. Zhang, and E. Ntoutsi, “Online fairness-aware learning with imbalanced data streams,” arXiv preprint arXiv:2108.06231, 2021.

D. Pedreschi, S. Ruggieri, and F. Turini, “Measuring discrimination in socially-sensitive decision records,” in Proceedings of the SIAM International Conference on Data Mining, SDM 2009, April 30 - May 2, 2009, Sparks, Nevada, USA, pp. 581–592, SIAM, 2009.

T. Calders and S. Verwer, “Three naive bayes approaches for discrimination-free classification,” Data Min. Knowl. Discov., vol. 21, no. 2, pp. 277–292, 2010.

G. Pleiss, M. Raghavan, F. Wu, J. Kleinberg, and K. Q. Weinberger, “On fairness and calibration,” in Advances in Neural Information Processing Systems 30: Annual Conference on Neural Information Processing Systems 2017, December 4-9, 2017, Long Beach, CA, USA, pp. 5680–5689, 2017.

K. H. Brodersen, C. S. Ong, K. E. Stephan, and J. M. Buhmann, “The balanced accuracy and its posterior distribution,” in 2010 20th International Conference on Pattern Recognition, pp. 3121–3124, IEEE, 2010.

R. E. Schapire, “A brief introduction to boosting,” in Proceedings of the Sixteenth International Joint Conference on Artificial Intelligence, IJCAI 99, Stockholm, Sweden, July 31 - August 6, 1999. 2 Volumes, 1450 pages (T. Dean, ed.), pp. 1401–1406, Morgan Kaufmann, 1999.

Y. Sun, M. S. Kamel, A. K. Wong, and Y. Wang, “Cost-sensitive boosting for classification of imbalanced data,” Pattern Recognition, vol. 40, no. 12, pp. 3358–3378, 2007.

R. E. Schapire and Y. Singer, “Improved boosting algorithms using confidence-rated predictions,” Machine learning, vol. 37, no. 3, pp. 297–336, 1999.

K. Bache and M. Lichman, “Uci machine learning repository,” 2013.

N. V. Chawla, A. Lazarevic, L. O. Hall, and K. W. Bowyer, “Smoteboost: Improving prediction of the minority class in boosting,” in European conference on principles of data mining and knowledge discovery, pp. 107–119, Springer, 2003.

N. V. Chawla, K. W. Bowyer, L. O. Hall, and W. P. Kegelmeyer, “Smote: synthetic minority over-sampling technique,” Journal of artificial intelligence research, vol. 16, pp. 321–357, 2002.

J. Hand, “Combined discrimination - section 14 of the equality act 2010: a partial and redundant provision?,” Public Law, pp. 482–490, 2011.
Appendix

Cumulative vs non-cumulative fairness

**Statistical Parity:** In Figure 8, we show the comparison of AdaFair versus AdaFair NoCumul w.r.t statistical parity for each dataset. As we see, AdaFair NoCumul produces higher discriminatory outcomes than AdaFair on all datasets. For the Adult census dataset, we observe a 31%↑ increase, 12%↑ increase for the Bank dataset, 15%↑ for the Compass and 15%↑ for the KDD census dataset. The cumulative notion of fairness allows AdaFair to effectively mitigate the discriminatory outcomes in contrast to the non-cumulative version.

![Figure 8: Statistical parity: AdaFair vs AdaFair NoCumul](image-url)
In Figure 9, we compare the per round $\delta SP$ of AdaFair NoCumul and AdaFair. $\delta SP$ refers to the fairness-related cost ($u$) that is assigned to instances based on the discriminatory behaviour of the model (Equation (9)). We observe that AdaFair NoCumul produces fairness-related costs, which highly fluctuate, in contrast to AdaFair, in all the datasets. The non-cumulative version cannot stabilize the fairness-related costs since it depends on the behaviour of individual weak learners rather than the cumulative behaviour of the model.

Fig. 9: Statistical parity, fairness-related costs per boosting round: AdaFair vs AdaFair NoCumul

**Equal Opportunity:** In Figure 10, we show the comparison of AdaFair versus AdaFair NoCumul w.r.t equal opportunity for each dataset. Same as in the statistical parity case, AdaFair NoCumul produces more discriminatory outcomes in contrast to AdaFair. For the Adult census dataset, there is a 15%↑ increase,
2%↑ increase for the Bank dataset, 12%↑ increase for the Compass, and 8%↑ increase for the KDD census dataset.

Similar behaviour to statistical parity is also observed in Figure 11, where we report $\delta FNR$ values for the cumulative and non-cumulative approaches; $\delta FNR$ values are employed as fairness-related costs and are derived from Equation (11). The non-cumulative version is unstable and produces highly fluctuating fairness-related costs in contrast to AdaFair in all datasets.

Fig. 10: Equal opportunity: AdaFair vs AdaFair NoCumul
The effect of balanced error

We show the impact of parameter $c$ for all the employed fairness notions in Figures 12 and 13.

**Statistical Parity:** In Figure 12, we show the impact of parameter $c$ in case of statistical parity. As we observe, all the imbalanced datasets show the worst performance in terms of balanced accuracy when $c = 0$; however, statistical parity is close to 0. As the parameter $c$ increases, the balanced accuracy increases and the statistical parity remains close to 0. However, in the case of statistical parity, we observe that the balanced accuracy is not affected significantly in contrast to the other two fairness notions. Such behaviour is caused due to the fairness’ notion, which forces parity between protected and non-protected groups on the
predicted outcomes; thus, statistical parity can force AdaFair to predict more instances in the positive class indirectly.

![Fig. 12: Statistical Parity: impact of parameter c](image)

**Equal Opportunity:** In Figure 13, we show the impact of $c$ when AdaFair tunes for equal opportunity. Similar to disparate mistreatment, AdaFair can maintain its low discrimination values w.r.t equal opportunity and at the same time increase the balanced accuracy as the parameter $c$ increases. E.g., AdaFair's balanced accuracy increases 8% for $c = 0$ to $c = 1$ and at the same time equal opportunity is close to 0. This behaviour is similar for all the employed imbalanced datasets. For the Compass dataset, the parameter $c$ does not affect the performance significantly since the dataset is class balanced.
Fig. 13: Equal Opportunity: impact of parameter $c$