Adaptive backstepping control for three axis microsatellite attitude pointing under actuator faults
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Abstract. This paper presents the design of Low Earth Orbit (LEO) micro-satellite attitude controller using reaction wheels, and under actuator faults. Firstly, a backstepping controller is developed when the actuator is fault-free. Then, a fault tolerant controller is designed to compensate the actuator fault. Two types of this latter are considered (additive and multiplicative faults). The presented control strategy is based on adaptive backstepping technique. The simulation results clearly demonstrate the effectiveness of the presented technique.

1. Introduction

The attitude is the orientation of satellite in the space. In absence of control, it evolves naturally under effect of external disturbances. The attitude control has the role to compensate this disturbing torques. The attitude control is a very important field of research in space technology. It attracted much attention in the recent years because of many types of space missions.

From automatic point of view, the satellite is a nonlinear dynamic system, it is highly coupled. Therefore, the design of the attitude controllers is usually difficult. Various nonlinear controllers have been proposed to solve this problem. These controllers include sliding mode control [1-2], fuzzy control [3], backstepping control and feedback control [4]. Among these techniques, backstepping control is a recursive method, it is based on Lyapunov theory which ensures the stabilization of each step of synthesis.

The backstepping has been very useful in the space field over the past years. In [5], this technique was used with the inverse optimal control to stabilize spacecraft attitude. In [6], the backstepping was based on similar skew-symmetric structure. [7] presented control by integrator backstepping with internal stabilization. All these controllers are based on the knowledge of the system parameters. However, if faults appear in satellite subsystems such as actuators, the control laws [5-7] induce no desired behaviours, and the consequences of these faults can be catastrophic. Therefore, it is important to develop other control strategies that can tolerate faults.

In [8], a combination between backstepping control, adaptive control and new matrix product (which called the semitensor product) was used to control the spacecraft attitude with unknown external disturbances, but no faults were present. In [9-11] adaptive control was developed in the presence of unknown inertia parameters and also with no faults. In [12] fault tolerant attitude control was designed using adaptive neural network.
In this paper, a controller design for Low Earth Orbit microsatellite is presented in the presence of the combination of two actuator faults: additive and multiplicative faults. The presented controller is developed using the adaptive backstepping technique, which is based on adaptive design of Lyapunov. The paper is organized as follows. Section 2 presents the dynamic and kinematic models used for the satellite. Section 3 presents the controllability test of our system. In the sections 4, 5, and 6, we describe the design of the control laws which are presented in this work. In next section, we present the simulation results. Finally, the conclusion of this paper is presented in section 8.

2. Spacecraft attitude model

The dynamics of the spacecraft in inertial space governed by Euler’s equations of motion can be expressed as follows in vector form as [13-14],

\[ \mathbf{I} \dot{\mathbf{\omega}}_s = \mathbf{C}_{gg} + \mathbf{C}_{ext} + \mathbf{I} \mathbf{\omega}_s \times (\mathbf{I} \mathbf{\omega}_s + \mathbf{h}) - \mathbf{h} \]  

(1)

where \( \mathbf{\omega}_s \), \( \mathbf{I} \), \( \mathbf{C}_{gg} \) and \( \mathbf{C}_{ext} \) are respectively the inertial referenced body angular velocity vector, moment of inertia of spacecraft, gravity gradient torque vector, and external disturbance torque vector. The expression of the gravity gradient vector in body coordinate is expressed as,

\[ \mathbf{C}_{ggx} = 3 \mathbf{\omega}_0^2 [ (I_{zz} - I_{yy})A_{23}A_{33} + I_{xy}A_{13}A_{33} + I_{yx}A_{13}^2 - I_{zx}A_{13}A_{23} - I_{zy}A_{13}^2 ] \]  

(2.a)

\[ \mathbf{C}_{ggy} = 3 \mathbf{\omega}_0^2 [ (I_{xx} - I_{zz})A_{13}A_{33} - I_{xy}A_{23}A_{33} - I_{zx}A_{13}^2 + I_{zy}A_{13}A_{23} ] \]  

(2.b)

\[ \mathbf{C}_{ggz} = 3 \mathbf{\omega}_0^2 [ (I_{yy} - I_{xx})A_{13}A_{23} + I_{xy}A_{23}^2 + I_{zx}A_{23}A_{33} - I_{yx}A_{13}^2 - I_{yz}A_{13}A_{33} ] \]  

(2.c)

where, \( \mathbf{\omega}_0 \) mean orbital angular velocity of the satellite; \( \mathbf{A} \) attitude matrix elements.

The kinematic quaternion is expressed as,

\[ \dot{\mathbf{q}} = \frac{1}{2} \mathbf{\Omega} \mathbf{q} = \frac{1}{2} \mathbf{\Lambda(q)} \mathbf{\omega}_s^0 \]  

(3)

where,

\[ \mathbf{\Omega} = \begin{bmatrix} 0 & -\omega_{oz} & -\omega_{oy} & \omega_{ox} \\ -\omega_{oz} & 0 & \omega_{ox} & -\omega_{oy} \\ -\omega_{oy} & -\omega_{ox} & 0 & \omega_{oz} \\ -\omega_{ox} & \omega_{oy} & -\omega_{oz} & 0 \end{bmatrix} \]  

(4)

and,

\[ \mathbf{\Lambda(q)} = \begin{bmatrix} q_4 & -q_3 & q_2 \\ q_3 & q_4 & -q_1 \\ -q_2 & q_1 & q_4 \\ -q_1 & -q_2 & -q_3 \end{bmatrix} \]  

(5)

\( \mathbf{\omega}_s^0 = [\omega_{ox} \ \omega_{oy} \ \omega_{oz}]^T \); body angular velocity vector referenced to orbital coordinates.

The angular body rates referenced to the orbit coordinates can be obtained from the inertial referenced body rates by using the transformation matrix \( \mathbf{A} \) as [13],

\[ \mathbf{\omega}_s^0 = \mathbf{\omega}_s^i - \mathbf{A} \mathbf{\omega}_0 \]  

(6)
From equation (1) and equation (3), the satellite mathematical model can be written as,

\[
\mathbf{x} = f(\mathbf{x}, \mathbf{h}) + \mathbf{B} \mathbf{U} \tag{7.1}
\]

\[
y = \mathbf{H} \mathbf{x} \tag{7.2}
\]

where,

\[
f(\mathbf{x}, \mathbf{h}) = \begin{bmatrix}
    0.5(\omega_{yz}q_2 - \omega_{zx}q_3 + \omega_{zx}q_4) \\
    0.5(-\omega_{x}q_1 + \omega_{x}q_3 + \omega_{x}q_4) \\
    0.5(\omega_{x}q_1 - \omega_{y}q_2 + \omega_{z}q_4) \\
    0.5(-\omega_{x}q_1 - \omega_{y}q_2 - \omega_{z}q_3) \\
    I_x^{-1}(C_x - (I_x - I_y)\omega_y\omega_x - \omega_yh_z + \omega_zh_y) \\
    I_y^{-1}(C_y - (I_x - I_z)\omega_x\omega_z + \omega_xh_z - \omega_zh_x) \\
    I_z^{-1}(C_z - (I_y - I_x)\omega_x\omega_y - \omega_xh_y + \omega_yh_x)
\end{bmatrix}
\tag{8}
\]

\[
\mathbf{x} = [q_1, q_2, q_3, q_4, \omega_x, \omega_y, \omega_z]^T \text{ state vector;}
\]

\[
\mathbf{I} = [I_x \ I_y \ I_z] \text{ moment of inertia of spacecraft;}
\]

\[
\mathbf{\omega}_b = [\omega_x \ \omega_y \ \omega_z]^T \text{ angular velocity vector in the inertial frame;}
\]

\[
\mathbf{q} = [q_1 q_2 q_3 q_4] \text{ quaternion;}
\]

\[
\mathbf{h} = [h_x \ h_y \ h_z]^T \text{ angular moment vector;}
\]

\[
\mathbf{C}_{\text{ext}} = [C_x \ C_y \ C_z]^T \text{ external disturbance torque vector;}
\]

\[
\mathbf{B} = [0^{4 \times 4} \ 1^{3 \times 3}]^T \text{ control matrix;}
\]

\[
\mathbf{U} = -\mathbf{h} \text{ control input torque;}
\]

It assumed that the quaternion measurements are directly available \( \mathbf{H} = [1^{4 \times 4} \ 0^{4 \times 3}] \).

3. Controllability test

The controllability concept is related to dynamic systems. It has a fundamental importance when studying attitude control algorithms that we will presented in the following sections. For that reason we introduce this concept in what follows.

The controllability test is based on the rank test of the controllability matrix \( \mathbf{CO} \) which is defined as,

\[
\mathbf{CO} = [\mathbf{B} \ \mathbf{FB} \ \mathbf{F}^2\mathbf{B} \ \mathbf{F}^3\mathbf{B} \ \mathbf{F}^4\mathbf{B} \ \mathbf{F}^5\mathbf{B} \ \mathbf{F}^6\mathbf{B}] \tag{9}
\]

where,

\[
\mathbf{F} = \frac{\partial f}{\partial \mathbf{x}} \quad \mathbf{B} = \begin{bmatrix}
    1 & 0 & 0 \\
    0 & 1 & 0 \\
    0 & 0 & 1 \\
    0 & 0 & 0 \\
    0 & 0 & 0 \\
    0 & 0 & 0 \\
    0 & 0 & 0
\end{bmatrix} \tag{10}
\]

The system is controllable if the rank of the matrix \( \mathbf{CO} \) is equal to seven.
4. Backstepping control design

In this section, backstepping control law is developed. This technique is inspired by [15]. The backstepping algorithm is described in two steps as follow.

4.1. Step 1

We define the first and the second variable of backstepping

\[ z_1 = x_1 = q_e = q_c q \]
\[ z_2 = x_2 - \alpha_1 \quad (12) \]

where,
\[ x_2 = \omega_0^2; \]
\[ \alpha_1 \] is a virtual control law.

The time derivative of \( z_1 \) is expressed as,

\[ \dot{z}_1 = \dot{x}_1 = q_e = q_c \left( \frac{1}{2} \Lambda(q) \omega_0^2 \right) \quad (13) \]

The first Lyapunov function is defined as,

\[ V_1(z_1) = z_1^T z_1 \quad (14) \]

Its time derivative is expressed as,

\[ \dot{V}_1 = 2z_1^T \dot{z}_1 = z_1^T G(q) z_2 + z_1^T G(q) \alpha_1 \quad (15) \]

where,
\[ G(q) = q_c \Lambda(q) \quad (16) \]

To make \( \dot{V}_1 \) negative, \( \alpha_1 \) is chosen as,

\[ \alpha_1 = -k_1 G(q)^T z_1 \quad (17) \]
where,

$k_2$: is a positive gain matrix.

The time derivative of $V_1$ becomes

$$V_1 = -z_1^T G(q) k_1 G(q)^T z_1 + z_2^T G(q) z_2$$

(18)

The term $z_2^T G(q) z_2$ will be eliminated in the next step.

4.2. Step 2

The time derivative of $z_2$ is expressed as,

$$\dot{z}_2 = \dot{\omega}_s^0 - \dot{\alpha}_1$$

(19)

where,

$$\omega_s^0 = \omega_s^0 - \dot{\alpha}_1$$

(20)

We replace the equation (20) in (19), we obtain

$$\dot{z}_2 = \dot{\omega}_s^0 - \dot{\alpha}_1$$

(21)

$$1 \dot{u}_s = 1 \dot{\omega}_s^0 - 1 \dot{\alpha}_1$$

(22)

The second Lyapunov function is defined as,

$$V_2(z_1, z_2) = V_1(z_1) + \frac{1}{2} z_2^T I z_2$$

(23)

Its time derivative is expressed as,

$$\dot{V}_2 = \dot{V}_1 + z_2^T I \dot{z}_2$$

(24)

$$\dot{V}_2 = -z_1^T G(q) k_1 G(q)^T z_1 + z_2^T G(q) z_2$$

$$+ z_2^T [(C_{bg} + C_{ext} - \omega_s^0 \times (\omega_s^0 + h) - 1 \dot{\alpha}_1)]$$

(25)

To make $\dot{V}_2$ negative, the control law $\dot{h}$ is chosen as,

$$\dot{h} = k_2 z_2 + G(q)^T z_1 + \left( C_{bg} + C_{ext} - \omega_s^0 \times (\omega_s^0 + h) \right) - 1 \dot{\alpha}_1$$

(26)

5. Adaptive control based on Lyapunov theory

The adaptive design of Lyapunov is presented in this section as an introduction of the adaptive backstepping method.

Consider the following nonlinear system

$$\dot{x} = u + \varphi(x)^T \Theta$$

(27)

where,

$\Theta$ is a vector of unknown parameters.
We seek to find the control law $u(x, \Theta)$ which ensures the stability of the system (27). Therefore, we choose the following Lyapunov function

$$V_1(x) = \frac{1}{2} x^T x$$

which is definite positive, its derivative is expressed as,

$$\dot{V}_1 = x^T \dot{x} = x^T [u + \varphi(x)^T \Theta]$$

The control law is chosen as,

$$u(x, \Theta) = -\varphi(x)^T \Theta - k_1 x$$

where, $k_1 > 0$

Therefore, two cases arise:

- $\Theta$ is known: the control law (30) can be realized, which makes the system (25) stable.
- $\Theta$ is unknown: the controller law (30) cannot be realized. We propose to replace it by its equivalent $\hat{\Theta}$.

$$u = -\varphi(x)^T \hat{\Theta} - k_1 x$$

The derivative of the Lyapunov function will be expressed as,

$$\dot{V}_1 = x^T [-k_1 x + \varphi(x)^T \hat{\Theta}] = -x^T k_1 x + x^T \varphi(x)^T \hat{\Theta}$$

where, $\hat{\Theta}$ represents the estimation error $(\Theta - \hat{\Theta})$.

This expression contains an unknown term $\hat{\Theta}$, its sign is indefinite, and no conclusion can be drawn for the stability of the system. Therefore, we define a new Lyapunov function by adding to the initial function (28) a quadratic term according to the estimation error $\hat{\Theta}$.

$$V_2(x, \hat{\Theta}) = \frac{1}{2} x^T x + \frac{1}{2} \hat{\Theta}^T \Gamma^{-1} \hat{\Theta}$$

where, $\Gamma$ is a gain matrix (definite positive) which represents the adaptation gain.

The derivative of this function becomes:

$$\dot{V}_2 = x^T \dot{x} + \hat{\Theta}^T \Gamma^{-1} \dot{\hat{\Theta}} = -x^T k_1 x + \hat{\Theta}^T \Gamma^{-1} \left( \dot{\hat{\Theta}} + \tau \right)$$

where,

$$\tau = \Gamma \varphi(x)^T x$$

This derivative remains always indefinite, but this time the choice of the update law can cancel the second term of the equation.

$$\hat{\Theta} = -\hat{\Theta} = -\Gamma \varphi(x)^T x$$
6. Fault tolerant adaptive backstepping control design
The adaptive backstepping is designed from the fusion of the adaptive design of Lyapunov presented in section (5) and the no adaptive backstepping technique presented in section (4). The direct combination of these two methods gives a triplet (Lyapunov function, control law, adaptation law). Figure 2 presents the adaptive backstepping schematic diagram.

This technique is used to develop a controller which can tolerate actuator faults. The design of this controller is described as follow [16],

In the presence of actuator faults, the dynamic equation model is rewritten as,

\[ \mathbf{1} \mathbf{\omega}_k^l = C_{gg} + C_{ext} + \mathbf{1} \mathbf{\omega}_k^l \times (\mathbf{1} \mathbf{\omega}_k^l + \mathbf{h}) - (f_m \mathbf{h} + f_a) \]

where,
\[ f_a : \text{additive fault}; \]
\[ f_m : \text{multiplicative fault}. \]

6.1. Step 1
We define the first variable of backstepping \( z_1 = x_1 = q_e \), and the estimated fault errors \( \hat{f}_a = \hat{f}_a - f_a \), \( \hat{f}_m = \hat{f}_m - f_m \).

where,
\[ \hat{f}_a : \text{estimated additive fault}; \]
\[ \hat{f}_m : \text{estimated multiplicative fault}; \]
\[ \hat{f}_a : \text{additive fault error}; \]
\[ \hat{f}_m : \text{multiplicative fault error}. \]

The second variable of backstepping is:

\[ z_2 = x_2 - \mathbf{a}_1 = \omega^0 - \mathbf{a}_1 \]  \hspace{1cm} (37)

where, \( \mathbf{a}_1 \) is a virtual control law.
The first subsystem of the mathematic model is independent of faults. Therefore, the design of the first step of the adaptive backstepping technique is the same as the traditional backstepping and the derivative of the first Lyapunov function does not change.

\[ \dot{V}_1 = -z_1^T G(q) k_1 G(q)^T z_1 + z_1^T G(q) z_2 \]  

(38)

The term \( z_1^T G(q) z_2 \) will be eliminated in the next step.

6.2. Step 2

\[ z_2 = \omega_0^0 - \alpha_t \]  

(39)

Its time derivative is expressed as,

\[ \dot{z}_2 = \dot{\omega}_0^0 - \dot{\alpha}_t \]  

\[ \omega_0^0 = \omega_1^0 - \dot{\alpha}_0 \]  

(40)

We replace the equation (41) in (40), we obtain

\[ z_2 = \omega_1^0 - \dot{\alpha}_0 - \alpha_t \]  

(42)

\[ I \dot{z}_2 = I \dot{\omega}_1^0 - I \dot{\alpha}_0 - I \dot{\alpha}_t \]  

(43)

We choose the following Lyapunov function

\[ V_2(z_1, z_2, \hat{f}) = V_1(z_1) + \frac{1}{2} z_2^T I z_2 + \frac{1}{2} f_a^T \Gamma^{-1} \hat{f}_a + \frac{1}{2} f_m^T \Gamma^{-1} \hat{f}_m \]  

(44)

where,

\( \Gamma \) is a design parameter which must be positive.

The time derivative of the Lyapunov function is expressed as,

\[ \dot{V}_2 = \dot{V}_1 + z_2^T I \dot{z}_2 + f_a^T \Gamma^{-1} \hat{f}_a + f_m^T \Gamma^{-1} \hat{f}_m \]  

(45)

\[ \dot{V}_2 = z_2^T (C_{gg} + C_{ext} - \omega_1^0 \times (I \omega_1^0 + h) - f_m h - f_a) - I \dot{\alpha}_0 \omega_0 - I \dot{\alpha}_t \]  

\[ + z_1^T G(q) k_1 G(q)^T z_1 + z_1^T G(q) z_2 + f_a^T \Gamma^{-1} \hat{f}_a + f_m^T \Gamma^{-1} \hat{f}_m \]  

(46)

\[ \dot{V}_2 = -z_2^T G(q) k_1 G(q)^T z_1 + z_1^T G(q) z_2 \]  

\[ + z_2^T \left[ (C_{gg} + C_{ext} - \omega_1^0 \times (I \omega_1^0 + h) - f_m h - f_a) - I \dot{\alpha}_0 \omega_0 - I \dot{\alpha}_t \right] + f_a^T \left[ z_2 + \Gamma^{-1} \hat{f}_a \right] \]  

(47)

To make this derivative negative, we choose the control law \( h \) as follow,

\[ h = f_m^{-1} \left[ k_2 z_2 + G(q)^T z_1 + (C_{gg} + C_{ext} - \omega_1^0 \times (I \omega_1^0 + h)) - \hat{f}_a - I \dot{\alpha}_0 \omega_0 - I \dot{\alpha}_t \right] \]  

(48)

The update laws of the estimated faults are expressed as,

\[ \dot{f}_a = -\Gamma z_2 \]  

\[ \dot{f}_m = -\Gamma h z_2 \]  

(49)

(50)
7. Simulation results

In this section, we present the simulation results obtained for the controllers exposed previously. These results are obtained using the following parameters.

| Table 1. Satellite simulation parameters. |
|------------------------------------------|
| Parameter                  | Value                  |
|---------------------------|------------------------|
| Inertia [kg.m\(^2\)]     | \[
\begin{bmatrix}
12 & 0 & 0 \\
0 & 14 & 0 \\
0 & 0 & 10
\end{bmatrix}
\] |
| Orbit [km]                | 686                    |
| Inclination [deg]         | 98                     |
| Initial attitude [deg]    | \[5 \ 10 \ -10\]       |
| Initial attitude rate     | \[0 \ -0.06 \ 0\]      |
| External Torques [N.m]   | \[
\begin{bmatrix}
10^{-7}(5 \cos(\omega t) + 1) \\
10^{-7}(5 \cos(\omega t) + 2 \sin(\omega t)) \\
10^{-7}(5 \cos(\omega t) + 1)
\end{bmatrix}
\] |

| Table 2. Desired attitude for the Euler angles. |
|-----------------------------------------------|
| Desired attitude [deg]                      |
| \[10 \ 30 \ 20\]                           |

| Table 3. Backstepping parameters. |
|----------------------------------|
| \(k_1\) | \(k_2\) |
|--------|---------|
| 0.01 * eye(3) | 8 * eye(3) |

| Table 4. Adaptive backstepping parameters. |
|--------------------------------------------|
| \(k_1\) | \(k_2\) | \(\Gamma\) |
|--------|---------|-----------|
| 0.01 * eye(3) | 8 * eye(3) | 50 * eye(3) |

Two actuator faults are considered simultaneously. We introduce at the time \(t=400\) sec an additive fault \(f_a(t)\).

\[
f_a(t) = \begin{cases} 
0 & t < 400\ sec \\
2 + 0.01 \cos(0.5nt) & t \geq 400\ sec
\end{cases}
\]

Then, at the time \(t=600\) sec a multiplicative fault \(f_m(t)\).

\[
f_m(t) = \begin{cases} 
1 & t < 600\ sec \\
0.5 + 0.07 \cos(0.5nt) & t \geq 600\ sec
\end{cases}
\]
The simulation results are presented as follow.

**Figure 3.** Actual and estimated attitude - No adaptive backstepping.

**Figure 4.** Errors of estimated attitude - No adaptive backstepping.

**Figure 5.** Actual and estimated attitude - Adaptive backstepping
The figures 3-6 show the estimated attitude and its error of the two controllers (no adaptive and adaptive backstepping). These results are obtained using the same simulation conditions. We clearly observe in figures 2-3 that the actuator faults are not compensated by the backstepping controller, the consequence of these faults is catastrophic, the attitude diverges and the Euler angle errors are very large (200 deg). However, in figures 5-6 the desired attitude tracking is assured even the occurrence of the actuator faults at $t=400$ sec and $t=600$. In addition, the control torques converges to zero.

From all of the above, it is clearly found that the presented controller can guarantees the control performance despite the combination of these faults.

8. Conclusion

In this work, we presented a synthesis of control laws for Low Earth Orbit (LEO) micro-satellite attitude stabilization using three axis controls by reaction wheels, and under actuator faults. All these laws are based on the Lyapunov theorem. Firstly, a nominal backstepping controller was developed when the actuator is fault-free. Then, a fault tolerant controller is designed to compensate the actuator faults. Two types of this latter were considered (additive and multiplicative faults). The presented control strategy is based on adaptive backstepping technique. This latter is designed by combining two methods (the adaptive design of Lyapunov and the no adaptive backstepping technique).

The results of this work demonstrate the effectiveness of the presented technique. It is found that the presented controller can guarantees the control performance despite the combination of these faults.
As a future research, we will develop other control techniques to compensate the actuator faults such as the super twisting algorithm.

References

[1] Boskovic J D Li SM and Mehra M K 2001 Robust adaptive variable structure control of spacecraft under input saturation Guidance Control and Dynamics vol 24 pp 14-22.

[2] Lu K Xia Y Zhu Z and Basin M V 2012 Sliding mode attitude tracking of rigid spacecraft with disturbance Journal of the Franklin Institute vol 349 pp 413-440.

[3] Zou A and Kumar K D 2011 Adaptive fuzzy fault-tolerant attitude control of spacecraft Control Engineering Practice vol 19 pp 10-21.

[4] Wong H de M S Queiroz and Kapila V 2001 Adaptive tracking control using synthesized velocity from attitude measurements Automatica vol 37 pp 947-953.

[5] Krstić M Tsiotras P 1999 Inverse optimale stabilization of a rigid spacecraft IEEE Transactions on Automatic Control vol 44 pp 1014-1027.

[6] Liu Y C, Zhang T Song J Y 2009 Attitude controller design for larger angle maneuver based on similar skew-symmetric structure Journal of Astronautics vol 30 pp 1017-1023.

[7] Dork R Ö Kocaoglan E 2008 Satellite attitude control by integrator backstepping with internal stabilization Aircraft Engineering and Aerospace Technology vol 80 pp 3-10.

[8] Zhang X 2012 Semitensor product based adaptive control for attitude tracking of spacecraft with unknown external disturbances Control Theory Applications vol 10 pp 292-296.

[9] Ahmed J Coppola V T Bernstein D S 1998 Adaptive asymptotic tracking of spacecraft attitude motion with inertia identification Guidance Control and Dynamics vol 21 pp 684-690.

[10] Schaub H Akella M R Junkins J L 2001 Adaptive control of nonlinear attitude motions realizing linear closed loop dynamics Guidance Control and Dynamics vol 24 pp 95-100.

[11] Seo D Akella M R 2008 High-performance spacecraft adaptive attitude-tracking control through attractingmanifold design Guidance Control and Dynamics vol 31 pp 884-891.

[12] Zhang M Shen X and Li T 2016 Fault tolerant control for cubesats with input saturation based on dynamic adaptive neural network Innovative Computing Information and Control Vol 12 pp 651-663.

[13] Wertz J R 1986 Spacecraft Attitude Determination and Control D Reidel Publishing Company Boston U.S.A Reprint.

[14] Sidi M 1997 Spacecraft Dynamics and Control Cambridge Univ press.

[15] Kopoulos K, Kokotovic I and all 1991 Systematic Design of Adaptive Controllers for Feedback Linearize Systems IEEE Transactions on Automatic Control vol 36.

[16] Krstic M Kokotović P 1995 Adaptive nonlinear design with controller-identifier separation and swapping IEEE Transactions On Automatic Control vol 40 pp 426-440.