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Abstract
Graph walking based on reinforcement learning (RL) has shown great success in navigating an agent to automatically complete various reasoning tasks over an incomplete knowledge graph (KG) by exploring multi-hop relational paths. However, existing multi-hop reasoning approaches only work well on short reasoning paths and tend to miss the target entity with the increasing path length. This is undesirable for many reasoning tasks in real-world scenarios, where short paths connecting the source and target entities are not available in incomplete KGs, and thus the reasoning performances drop drastically unless the agent is able to seek out more clues from longer paths. To address the above challenge, in this paper, we propose a dual-agent reinforcement learning framework, which trains two agents (GIANT and DWARF) to walk over a KG jointly and search for the answer collaboratively. Our approach tackles the reasoning challenge in long paths by assigning one of the agents (GIANT) searching on cluster-level paths quickly and providing stage-wise hints for another agent (DWARF). Finally, experimental results on several KG reasoning benchmarks show that our approach can find answers more accurately and efficiently, and outperforms existing RL-based methods for long path queries by a large margin.

Introduction
Knowledge graphs (KGs) have become an essential building block of various knowledge-driven services, such as relation extraction (Mintz et al. 2009), question answering (Cui et al. 2019), and recommender systems (Zhang et al. 2016). A KG is usually defined as a directed graph $G = (\mathcal{E}, \mathcal{R})$, where $\mathcal{E}$ is a collection of entity nodes, and $\mathcal{R}$ is a set of relation edges. Due to the highly incomplete nature, in practice, KGs often fail to include sufficient fact triples to satisfy the long-tail scenarios in various tasks. To this end, we focus our study in the context of automatic KG reasoning, also known as knowledge graph completion (KGC), i.e., constructing $f(\mathcal{E}_s, \mathcal{R}_q, ?|\mathcal{G})$ or $f(?|\mathcal{E}_s, \mathcal{R}_q, \mathcal{G})$ to infer missing facts by synthesizing information from multi-hop paths between the source and target nodes. One example is illustrated in Figure 1, where no direct link can be found on between the target node $e_3 = "U.S."$ and the source node $e_2 = "Boston"$. However, by leveraging existing indirect links and the query relation $r_q = "Located\_In\"$, one is possible to infer the fact ($BOSTON, LOCATED\_IN, U.S.$).

In the past several years, extensive research has been conducted on learning latent representations of entities ($e \in \mathcal{E}$) and relations ($r \in \mathcal{R}$) for knowledge graph reasoning by using tensor factorization or neural networks (Wang et al. 2014; Yang et al. 2014; Trouillon et al. 2016). Such embedding-based approaches mainly focus on preserving the structural information in the KG and are effective for single-hop reasoning. Also, recent works have considered exploiting reinforcement learning (RL) (Das et al. 2017; Xiong, Hoang, and Wang 2017; Shen et al. 2018) for KGC reasoning tasks, where a walking agent is leveraged over KG paths to compose single-hop triplets into multi-hop reasoning chains. For instance, MINERVA (Das et al. 2017) is an end-to-end model that adopts REINFORCE algorithm (Sutton et al. 1999) to train the RL agent to search over KGs starting from the source and arrive at the candidate answers.

However, a noteworthy issue of these walking-based models is that they rely heavily on short reasoning chains (e.g., maximum_path_length=3 in MINERVA), where the performance drops drastically if short indirect paths are also absent. Indeed, such single-agent approaches often get stuck when reasoning on a long path. The reasons are two-fold. First, KGs consist of massive entities and relations, the dimension of the discrete action space at each step is typically large (Das et al. 2017). As a result, the difficulty of reasoning (i.e., making right decisions constantly) increases drastically with the increasing number of reasoning steps. Without narrowing down the scope of representative entities and relations, the underlying agent may conduct unnecessary traverse among similar objects, and thus has low efficiency for path finding. Second, prior approaches train the agent with sparse rewards. Specifically, they only return a positive reward when the agent reaches the target entity by the end of a walking, and penalizes all actions within the path otherwise. This may result in false-negative rewards to the intermediate actions which are reasonable, and hinders the policy network from learning trustworthy long-term patterns.

To tackle the above problems, in this paper, we propose a Collaborative Dual-agent Reinforcement Learning framework, named CURL. Unlike existing walking-based RL models, which rely on one single agent to explore reasoning paths...
over entities and relations in KGs, we design two agents, GIANT agent and DWARF agent, to perform reasoning at different granularities and search for the answer collaboratively. Specifically, GIANT performs coarse-grained reasoning by walking rapidly over pre-defined abstractive KG clusters, while DWARF carefully traverses entities within each cluster to perform fine-grained reasoning. By leveraging a Collaborative Policy Network, two agents can share historical path information with each other to enhance their state representations. Moreover, we propose a Mutual Reinforcement Reward System to overcome the sparse reward issue. Instead of using a static final reward, we allow DWARF to borrow weighted reward from GIANT for its intermediate steps and vice versa. Intuitively, GIANT provides abstract and milestone-like hints to guide DWARF’s behavior and reduce the search space. On the other hand, DWARF provides regularization over GIANT’s behavior to help avoid less informative cluster-level reasoning chains. By training two agents jointly, our framework exploits the KG structure more thoroughly, i.e., from both global and local views, long and short reasoning paths, macro and micro trajectories, to improve the effectiveness of KG reasoning tasks. We conduct extensive experimental studies on three real-world KG datasets. The results demonstrate that our approach can search answers more accurately and efficiently than existing embedding-based approaches as well as traditional RL-based methods, and outperforms them on long path queries significantly.

Methodology

In this section, we first review the formal problem definition of knowledge graph reasoning and the single-agent reinforcement learning approach by (Das et al. 2017). Then we introduce our dual-agent based approach that explores path patterns at two granularity levels to tackle the long-path challenge and sparse reward problem.

Problem Definition

Formally, a knowledge graph $\mathcal{G}$ is represented as a directed graph: $\mathcal{G} = \{(e_s, r, e_o), e_s, e_o \in \mathcal{E}, r \in \mathcal{R}\}$, where $\mathcal{E}$ is the set of entities and $\mathcal{R}$ is the set of relations. Each directed link in the knowledge graph $l = (e_s, r, e_o) \in \mathcal{G}$ corresponds to a real-world fact tuple, e.g., (JOE BIDEN, PRESIDENT_OF, UNITED STATES). For the knowledge graph reasoning task, we follow the definition in prior graph walking literature, a.k.a., query answering task (Das et al. 2017). Specifically, given a query $(e_s, r_q, ?)$, where $e_s$ is the source entity and $r_q$ is the relation of interest, the goal of query answering is to perform efficient search over $\mathcal{G}$ and find the possible answers (i.e., correct target entities) $E_o = \{e_o\}$ where $(e_s, r_q, e_o) \notin \mathcal{G}$ due to incompleteness of KG.

Although being a promising way to discover new fact knowledge, this task is challenging as it requires an algorithm to be capable of sophisticated multi-hop reasoning over the incomplete KG. Note that we follow the end-to-end walking for reasoning paradigm as in MINERVA, to avoid undesirable requirements such as agent pre-training, path features pre-computing, and all entities ranking in the graph.

Previous Single-Agent Reinforcement Walking

The process of walking (searching) on KG can be viewed as a Markov Decision Process (MDP) (Sutton and Barto 2018), given the query entity $e_s$ and relation $r_q$, the agent departs from $e_s$, sequentially selects an outgoing edge $l$ and traverses to a new entity until it arrives at a target answer or reaches maximum path length. The MDP can be expressed by the following essential components (we eliminate OBSERVATION part in MINERVA (Das et al. 2017) for simplicity, yet the formulation is equivalent).

State, Action, Transition, Reward

Each state $s_t = (e_s, (e_s, r_q)) \in \mathcal{S}$ is a tuple where $e_s$ is the entity visited at step $t$ and $(e_s, r_q)$ are the source entity and query relation. $e_s$ can be viewed as state-dependent information while $(e_s, r_q)$ are the global context shared by all states. The set of possible actions $A_t \in \mathcal{A}$ of at step $t$ consists of the outgoing edges of $e_s$ in $\mathcal{G}$. Concretely, $A_t = \{(r', e') | (e_s, r', e') \in \mathcal{G}\}$. To grant the agent an option to terminate a search, a self-loop edge is added to every $A_t$. Because search is unrolled for a fixed number of steps $T$, the self-loop acts similarly to a “stop” action. A transition function $\delta: \mathcal{S} \times \mathcal{A} \rightarrow \mathcal{S}$ is defined by $\delta(s_t, A_t) = \delta(e_t, (e_s, r_q), A_t)$. Action probability is predicted by a policy network $\pi(\theta)$, which takes as input the state information. Popular choices for $\pi(\theta)$ includes simple models like MLP and sequence-aware models like RNN. In the default formulation, the agent receives a terminal reward of 1 if it arrives at a correct target entity at the end of search (i.e., within maximal steps) and 0 otherwise, i.e., $R_0(s_T) = \mathbb{I}\{(e_s, r_q, e_T) \in \mathcal{G}\}$.

Our Dual-Agent Reinforcement Walking

The above single-agent approach can effectively explore short paths on KG and discover short chains of reasoning. However, when the path length increases, the agent tends to miss the target entity and fails to catch meaningful long chains of reasoning. Contrarily, our approach launches two agents: GIANT AGENT and DWARF AGENT (short as GIANT and DWARF respectively), to collaboratively explore paths at different granularity levels and search for the answer. GIANT walks rapidly over inner clusters of the KG. DWARF slowly traverses by entities inside the clusters, while meantime, they share essential path and reward information to each other, taking advantage of a more comprehensive view (i.e., both cluster/global view and entity/local view) of KG to enhance reasoning. Figure 1 presents a concise illustration of our approach CURL.

Mapping KG to Clusters

We first divide an original KG into $N$ clusters of nodes using K-means (MacQueen et al. 1967) on the pre-trained entity embedding[1]. Based on these clusters, we also build a cluster-wise connection graph $\mathcal{G}^c$, where two clusters will be connected if there is at least one entity-level edge between them. It can be viewed as a denser mapping of the original KG. GIANT aims to walk over $\mathcal{G}^c$ to reach a “fuzzy answer”, i.e., the target cluster in which the end entity lies.

[1]We apply TransE (Bordes et al. 2013) for its efficiency in encoding the structural closeness information of KG.
GIANT AGENT: Cluster-Level Exploration Following the RL paradigm, GIANT makes moves based on the state. Each state $s_t^e = (e_t, e_s) \in S^e$ is a tuple where $c_t \in G^c$ represents the cluster visited at step $t$ and $e_s$ is the start cluster which the source entity belongs to. Specifically, $c_t$ contains state-dependent information while $e_s$ are the global context shared by all states. At each step $t$, the possible actions for GIANT consists of neighbor clusters of $c_t$ in $G^c$. Concretely, $A_t^c = \{(c_t', e_t') | c_t', e_t' \in G^c\}$. In other words, it traverses the KG in a fashion of cluster by cluster. Since cluster-level paths are normally shorter than entity-level paths (e.g., in Figure 1, $\text{length}_{\text{cluster}} = 3$, $\text{length}_{\text{entity}} = 7$), GIANT should be allowed to "stay" in some clusters during walking in order to synchronize with DWARF. To fulfill this purpose, a special action, i.e., STOP, is also added into every action space $A_t^e$. Each action $a_t^e \in A_t^e$ is made based on the prediction of the policy network of GIANT: $\pi^e_\theta$. After walking multiple required steps, GIANT receives a terminal reward of 1 if it arrives at the cluster $c_T$ where a correct entity answer lies in $e_T \in c_T$, and 0 otherwise.

DWARF AGENT: Entity-Level Exploration Similar to the single-agent approach, DWARF agent walks over the original KG $G$ to reach an accurate answer, i.e., a target entity. Specifically, each state $s_t^e = (e_t, (e_s, r_s))$ is a tuple consisting of the current entity being visited $e_t$, and the query entity relation, $e_s$ and $r_s$. At each step $t$, to make an action, DWARF selects one from all the outgoing edges of the current entity, $A_t^e = \{(r_t', e_t') | (e_t, r_t', e_t') \in G\}$. The selection is predicted by its own policy network $\pi^e_\theta$. Within a maximum number of steps, if the agent arrives at a correct target entity, it will receive a final reward of 1 and 0 otherwise.

Collaborative Graph Walking: Jointly Train $\pi^c_\theta$ and $\pi^e_\theta$ Under the framework of dual-agent, to maximize the benefit of both sides, i.e., cluster-level and entity-level exploration, we propose two advances to tame the two distinct agents to walk in a mutually beneficial way, namely, Collaborative Policy Networks and Mutual Reinforcement Rewards.

Collaborative Policy Networks Agents make moves based on the output of policy network, we use two separate networks $\pi^c_\theta$ and $\pi^e_\theta$ respectively to model the action selection of GIANT and DWARF. Specifically, every entity, relation in $G$, as well as cluster in $G^c$ is assigned a dense vector embedding $e \in \mathbb{R}^d$, $r \in \mathbb{R}^d$, $c \in \mathbb{R}^{d^2}$. We use these embeddings to represent RL actions and states of two agents. For DWARF, each action $a_t^e = (r_t, e_t) \in A_t^e$ consisting of the next outgoing relation and entity, is represented as the concatenation of the relation embedding and the end node embedding $a_t^e = (r_t; e_t) \in \mathbb{R}^{2d}$. For GIANT, the action corresponds to the next outgoing cluster and we directly use the cluster embedding to represent it, i.e., $a_t^c = c_t \in \mathbb{R}^{d^2}$. For both $\pi^c_\theta$ and $\pi^e_\theta$, we first use two separate LSTMs to encode their search history $h_t^e = (c_1, \ldots, c_t) \in \mathcal{H}^e$, $h_t^c = (e_s, r_1, e_1, \ldots, r_t, e_t) \in \mathcal{H}^c$ according to the recurrent dynamics,

\begin{align*}
    h_0^e &= \text{LSTM}_c(0, c_0), \quad h_0^c = \text{LSTM}_c(0, [r_0; e_s]), \quad (1) \\
    h_t^e &= \text{LSTM}_c(W^e[h_{t-1}^e; h_{t-1}^c], a_{t-1}^c), \quad t > 0, \quad (2) \\
    h_t^c &= \text{LSTM}_c(W^c[h_{t-1}^e; h_{t-1}^c], a_{t-1}^e), \quad t > 0, \quad (3)
\end{align*}

where we modify their internal structures to allow state sharing between LSTM$_c$ of GIANT and LSTM$_c$ of DWARF. Specifically, at each step $t > 0$, we calculate the concatenation of the two raw states $h_t^e, h_t^c \in \mathbb{R}^{2d}$ as the new states $[h_t^e; h_t^c], [h_t^c; h_t^e] \in \mathbb{R}^{4d}$. In addition, we apply two transforming matrices $W^e, W^c \in \mathbb{R}^{2d \times 4d}$ to reduce the dimension of the new states, otherwise, their dimension will increase exponentially w.r.t. the number of steps. With the modification, each hidden state $h_t^c (h_t^e)$ of an agent is conditioned on: its own previous state $h_{t-1}^c (h_{t-1}^e)$, the other agent’s previous state $h_{t-1}^e (h_{t-1}^c)$, its previous action $a_{t-1}^c (a_{t-1}^e)$ and the shared path information $h_{t-1}^{\text{shared}}$. This ensures sharing essential path information between GIANT and DWARF, as to some extent, cluster-level are complementary to entity-level paths, it can consequently enable more robust action selection for both of them.

To predict the next action (i.e., the next cluster for GIANT and next relation-entity edge for DWARF), we further apply a two-layer feedforward network with ReLU nonlinearity on the concatenation of their last LSTM states and current RL state embeddings,

\begin{align*}
    \pi^e_\theta(a_t^e | s_t^e) &= \sigma(A_t^e \times W_2^e \text{ReLU}(W_1^e[c_t; h_t^c])), \quad (4) \\
    \pi^c_\theta(a_t^c | s_t^e) &= \sigma(A_t^c \times W_2^c \text{ReLU}(W_1^c[e_s; r_t; h_t^e])), \quad (5)
\end{align*}

where $W_1^e, W_2^e \in \mathbb{R}^{4d \times 4d}$, $W_1^c, W_2^c \in \mathbb{R}^{d \times 6d}$ are the matrices of learnable weights, $A_t^e \in \mathbb{R}^{A_t^e \times 4d}$, $A_t^c \in \mathbb{R}^{A_t^c \times 6d}$ represent the embeddings of all next possible actions for GIANT and DWARF. $\sigma$ denotes the softmax operator.

\[\text{Figure 1: An illustrative diagram of the dual-agent reinforcement walking approach. Two agents work collaboratively to find the target answer (GIANT walks by clusters, DWARF walks by entities).}\]
Mutual Reinforcement Rewards The default rewards for GIANt and DWARF only consider whether their own agent arrives at the target cluster or entity, leaving two problems limiting the dual agent to collaborate effectively: (i) As GIANt walks over the cluster graph which is more densely connected, it leads to more diverse trajectories and hard to be consistent with entity-level paths. (ii) DWARF does not learn any stage-wise knowledge from GIANt explicitly. To alleviate the issue, we provide a new mutual reinforcement reward system, which can (1) constrain GIANt to generate cluster trajectories consistent with entity-level paths; (2) allow GIANt to provide stage-wise hints for DWARF to follow. Specifically, both agents’ final reward consists of two parts, i.e., their own default reward and an auxiliary weighted reward borrowed from their partner,

\[
R_c(s^t_e) = r_c(s^t_e) + \Phi(s^t_e, s^t_c) \cdot r_c(s^t_c), \quad t \in [1, T],
\]

\[
R_e(s^t_c) = r_e(s^t_c) + \Phi(s^t_c, s^t_e) \cdot r_e(s^t_e), \quad t \in [1, T],
\]

where \(r_c(s^t_e)\) and \(r_e(s^t_c)\) denote the default final rewards for GIANt and DWARF, defined as \(r_c(s^t_e) = \mathbb{1}\{\exists e_a \in e_T, (e_s, r, e_a) \in \mathcal{G}\}\). \(r_e(s^t_c) = \mathbb{1}\{e_s, r, e_T \in \mathcal{G}\}\). Moreover, \(\Phi(s^t_e, s^t_c)\) is an evaluation function measuring the consistency of each action made by two agents. In practice, it is calculated as the cosine similarity between the pre-trained embeddings of the current traversed cluster and entity, i.e., \(\Phi(s^t_e, s^t_c) = \frac{e^T_s \cdot e^T_c}{\|e^T_s\| \cdot \|e^T_c\|}\). For GIANt, its partner reward will be valid only if DWARF reaches the target entity by the end, and meantime, the current cluster visited must be close to the corresponding entity at step \(t\) so that the weight is sufficient. Similarly, for DWARF, the partner reward will be valid only if GIANt reaches the target cluster by the end and the consistency weight is sufficient. This ensures that both agents learn knowledge from partner only at the right time, i.e., when their partner succeeds to reach the correct target. The measuring coefficient \(\Phi(s^t_e, s^t_c)\) controls the strength of partner reward based on the path consistency, i.e., the overlap between the cluster-level path and entity-level path.

The detailed training procedure of CURL is described in Algorithm 1. During inference, we use the same procedure of lines 3-7 below to calculate the action probabilities at each step. To find the target answer, we do a beam search with a beam width of 50 on DWARF agent and rank entities by the probabilities of the trajectory that DWARF took to reach the entity, all other unreachable entities get a rank of \(\infty\).

Experiments

Experiment Setup

We evaluate the effectiveness of CURL\(^3\) by performing two fundamental tasks using three real-world KG datasets, i.e., FB15K-237, WN18RR, and NELL-995. The WN18RR (Dettmers et al., 2018) and FB15K-237 (Toutanova et al., 2015)

\(^3\)Each cluster embedding is obtained by averaging all entity embeddings within it.

\(^4\)Source code: https://github.com/RutgersDM/DKGR/tree/master

datasets are separately created from the original WN18 and FB15K datasets by removing various sources of test leakage, making the datasets more realistic and challenging. The NELL-995 dataset released by (Xiong, Hoang, and Wang 2017) contains separate graphs for each query relation. We compare against two classes of state-of-the-art KG reasoning baselines: KG representation learning methods (TransE (Yang et al., 2014), DistMult (Yang et al., 2014), ComplEx (Trouillon et al., 2016)) and multi-hop neural approaches (NeuralLP (Yang, Yang, and Cohen 2017), PRA (Lao, Mitchell, and Cohen 2011), DeepPath (Xiong, Hoang, and Wang 2017), MINERVA (Das et al., 2017), M-Walk (Shen et al., 2018)). For reproducing all baseline results, we used the implementation released by authors on the best hyperparameter settings reported by them\(^3\). CURL and all baselines are implemented with Pytorch framework\(^5\) and run on a single 2080 Ti GPU. More experimental details and hyperparameters of our model are illustrated in Appendix A. According to (Shen et al., 2018), KG reasoning can be divided into the following tasks:

**Link Prediction (Query Answering)** Given an incomplete KG, the link prediction task aims to predict the missing entities in the unknown links. In our settings, for a query \((e_1, r, ?)\) or \((?, r, e_2)\), we run multiple rollouts to search for

\(^3\)We obtain and report the best results using the code and hyperparameters released by the authors of the baseline models.
Fact Prediction. Subtly different from link prediction, fact prediction task targets at inferring whether an unknown fact (triple) holds or not. According to (Xiong, Hoang, and Wang 2017), the true test triples are ranked with some generated false triples. In the experiments, we first remove all links of groundtruth relations in the raw KG. Then the dual agents try to infer and walk through the KG to reach the target entity. Since we share a similar query-answering mechanism as MINERVA (Das et al. 2017), CURL can directly locate the correct entity node for a given query, and eliminate the need to evaluate negative samples any particular relation. Note that if CURL fails to reach any of the entities in the set of correct and negative entities, it then falls back to a random ordering of the entities. Here, we report Mean Average Precision (MAP) scores for various relation tasks of NELL-995 (corresponding to different subsets).

Overall Performance

As demonstrated in Table 1, we first report the performances of CURL and all baselines on the link prediction task. The results of NeuralLP are not included on NELL-995 because it can not scale to the size larger dataset. We observe that on FB15K-237, the embedding based methods dominate over several neural multi-hop reasoning approaches. With deeper investigation, we discover that the structural characteristics of FB15K-237 differ significantly from WN18RR and NELL-995, since it contains much larger number of 1-to-M than the M-to-1 relation instances (Wan et al. 2020). This indicates that the search process of multi-hop reasoning methods is prone to be stuck in the local nodes with high-degree centrality, renders it hard to reach the correct entity. Note that on WN18RR, neural symbolic methods (MINERVA, NeuralLP, M-Walk) generally beat embedding based methods, with CURL achieving the highest score on Hits@1, 3 and MRR metrics. On NELL-995, our approach delivers comparable performance to embedding based methods, further outperforms MINERVA by a clear margin on all metrics. After averaging results on three datasets, we find that our dual-agent based approach leads to overall improvements relative to the single-agent approach with similar settings (MINERVA, DistMult) generally beat embedding based methods, with CURL achieving the highest score on Hits@1, 3 and MRR metrics. On NELL-995, our approach delivers comparable performance to embedding based methods, further outperforms MINERVA by a clear margin on all metrics. After averaging results on three datasets, we find that our dual-agent based approach leads to overall improvements relative to the single-agent approach with similar settings (MINERVA, DistMult) generally beat embedding based methods, with CURL achieving the highest score on Hits@1, 3 and MRR metrics.

Table 2 reports the performance of fact prediction on 10 relation tasks of NELL-995. Our approach produces an encouraging result in most tasks, contributing an average gain of 7.8% relative to the multi-hop neural methods (PRA, DeepPath, MINERVA, and M-Walk) and 14.8% gain compared to the embedding-based approaches (TransR and TransE).

Analysis of CURL and Case Studies

Based on the above results, we conducted the analysis to discuss the superiority of our dual-agent framework on KG reasoning. First, the above quantitative results show that our dual-agent design contributes significant gains relative to the

### Table 1: Query answering performance compared to state-of-the-art embedding based approaches (top part) and multi-hop reasoning approaches (bottom part). The Hits@1, 3, 10 and MRR metrics were multiplied by 100. We highlight the best approach in each category.

| Task                        | TransR | TransE | PRA | DeepPath | MINERVA | M-Walk | CURL |
|-----------------------------|--------|--------|-----|----------|---------|--------|------|
| AthletePlaysInLeague        | 91.2   | 77.3   | 84.1 | 96.0     | 94.0    | 96.1   | 97.1 |
| AthletePlaysForTeam         | 72.2   | 66.1   | 69.3 | 83.1     | 80.0    | 84.7   | 82.9 |
| AthleteHomeStadium          | 73.1   | 65.8   | 68.3 | 89.1     | 89.8    | 91.9   | 94.3 |
| TeamPlaysSports             | 81.4   | 76.1   | 79.1 | 93.8     | 88.0    | 88.4   | 88.7 |
| OrganizationHiredPerson     | 76.3   | 70.6   | 67.4 | 95.7     | 98.0    | 98.3   | 98.4 |
| PersonBornInLocation        | 73.7   | 68.1   | 67.2 | 74.5     | 85.6    | 88.8   | 87.6 |
| WorksFor                    | 81.2   | 71.2   | 65.8 | 75.7     | 78.0    | 81.2   | 82.1 |
| OrgHeadquarteredInCity      | 69.2   | 57.6   | 68.1 | 71.1     | 81.0    | 83.2   | 82.1 |
| PersonHireOrganizeOrganization | 65.7 | 62.0   | 61.1 | 79.0     | 94.0    | 94.3   | 94.3 |
| PersonLeadsOrganization     | 77.2   | 75.1   | 70.0 | 79.5     | 87.7    | 88.3   | 88.9 |

### Table 2: Performance on fact prediction, MAP scores for different relation tasks in NELL-995 dataset.

| Task                        | FB15K-237 | WN18RR | NELL-995 |
|-----------------------------|-----------|--------|----------|
| @1 | @3 | @10 | MRR | @1 | @3 | @10 | MRR | @1 | @3 | @10 | MRR |
| TransE | 24.8 | 40.1 | 45.0 | 36.1 | 28.9 | 46.4 | 53.4 | 35.9 | 51.4 | 67.8 | 75.1 | 45.6 |
| DistMult | 27.5 | 41.7 | 56.8 | 37.0 | 41.0 | 44.1 | 47.5 | 43.3 | 61.0 | 73.3 | 79.5 | 68.0 |
| ComplEx | 30.3 | 43.4 | 57.2 | 39.4 | 38.2 | 43.3 | 48.0 | 41.5 | 61.2 | 76.1 | 82.1 | 68.4 |
| NeuralLP | 16.5 | 24.6 | 34.8 | 22.7 | 17.6 | 46.8 | 65.7 | 45.9 | 58.8 | 74.6 | 81.3 | 67.5 |
| MINERVA | 19.2 | 30.7 | 42.6 | 27.1 | 41.3 | 45.6 | 51.3 | 44.8 | 58.8 | 74.6 | 81.3 | 67.5 |
| M-Walk | 16.8 | 24.5 | 40.3 | 23.4 | 11.5 | 44.7 | 54.3 | 43.7 | 63.2 | 75.7 | 81.9 | 70.7 |
| CURL | 22.4 | 34.1 | 47.0 | 30.6 | 42.9 | 47.1 | 52.3 | 46.0 | 66.7 | 78.6 | 84.3 | 73.8 |
While short chains (length ≤ 3) can partially support KG reasoning and navigate the agent to find target answers [Das et al. 2017], we consider a more practical and rigorous scenario in real-world KGs, where short paths are mostly absent from incomplete KGs. For effective evaluation, we compare our model with MINERVA in the NELL-995 dataset, where we remove the most frequently-visited short paths found by the bi-directional search (BiS) (Xiong, Hoang, and Wang 2017) inside KG. In particular, given a triplet \((e_i, r, e_o)\) in the training or testing set, we sample an intermediate entity node \(e_{m}\) and use the breadth-first search algorithm [Bundy and Wallen 1984] to verify the traversability from \(e_i\) to \(e_{m}\) and from \(e_{m}\) to \(e_o\) inside KG. After conducting the BiS on each task 50 times, we choose the walkable paths with a length smaller than 3 (self-included), and eliminate their traversed edges inside original KGs. Figure 4 plots the MAP scores on varying path lengths in various tasks. As can be seen, CURL outperforms MINERVA across all three tasks with different path lengths, and our gains are much more prominent when path length is 5. This explains that the cluster-level exploration is essential to lead entity-level agent rather than doing purely
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In other words, parametrized by a suitable \(N\), our approach is generally stable when the path lengths increase, indicating that proper clustering of KG entities does refine a series of meaningful high-level semantics to facilitate the low-level path searching.

Related Work

Knowledge Graph Representation Learning
Representation learning has shown great success in a wide range of fields (Zhang et al. 2019, 2017; Li et al. 2021; Yuan et al. 2021) and KG reasoning is no exception. Recent advances in this area have proposed a variety of embedding-based methods that project the entities and relations into low-dimensional continuous vector space by exploiting entity types (Guo et al. 2015; Ouyang et al. 2017), relation paths (Lin et al. 2015a; Toutanova et al. 2016; Li et al. 2018a; Zhang et al. 2018), textual descriptions (Zhong et al. 2015; Xiao et al. 2017), and logical rules (Omran, Wang, and Wang 2018; Hamilton et al. 2018). For instance, TransE (Wang et al. 2014) first encoded the entities and relations into latent vectors by following translational principle in point-wise Euclidean space. Besides, ComplEx (Trouillon et al. 2016) introduced complex vector space to capture both symmetric and anti-symmetric relations. However, such models ignored the symbolic compositionality of KG relations, making them unable to discover complex reasoning paths with one-hop distance-based measure (Wang et al. 2017; Ji et al. 2021). Furthermore, it is hard to interpret the traversal paths, and these models can be computationally expensive to access the entire graph in memory.

Deep Reinforcement Learning for KG Reasoning
The emergence of deep reinforcement learning (RL) enables many path-based approaches to learn symbolic inference rules from relational paths inside KG (Ji et al. 2021). By formulating KG reasoning as a sequential decision problem and taking multi-hop random walks, existing studies improve the empirical performance of various tasks (Xiong, Hoang, and Wang 2017; Shen et al. 2018; Lin, Socher, and Xiong 2018; Das et al. 2017; Wan et al. 2020; Hildebrandt et al. 2020) including KG completion, fact prediction, and query answering. Specifically, DeepPath (Xiong, Hoang, and Wang 2017) first introduced RL to search for diversified representative paths between entity pairs. M-Walk (Shen et al. 2018) further proposed to solve the reward sparsity problem in MCTS-based query answering in an off-policy manner. Reward shaping based approach (Lin, Socher, and Xiong 2018) leveraged pre-trained embeddings to estimate the likelihood of unseen facts, with the purpose of reducing the impact of false-negative supervision as well as facilitating the path inference. Our work aligns with the RL formulation of MINERVA (Das et al. 2017), i.e., learning to walk and search for answer entities of a particular KG query in an end-to-end fashion. Note that MINERVA solely exploited the entity-level KG information to update the policy network. In comparison, we trained the entity-level policy of the DWARF AGENT using the cluster-level semantics and trajectories generated by the GIANT AGENT, such that the dual agents can collaboratively reach the optimal answers given queries.

Regarding the dual-agent structure, our work is closely related to the hierarchical RL (Barto and Mahadevan 2003; Wang, Li, and He 2018; Li et al. 2018b; Wan et al. 2020; Wang et al. 2020; Wen et al. 2020) in the sense of leveraging both low-level and high-level policies to solve long-horizon problems with sparse rewards. However, instead of requiring high-level policy to specify subgoals for low-level skills, CURL enables both policies to achieve the subgoals possessed by their counterparts. That is, with the faster convergence in a reduced search space, GIANT AGENT can provide high-level stepwise guidance for DWARF AGENT to follow, while DWARF AGENT walks along the real-existing paths, thus checking the correctness of abstractive cluster-level paths found by GIANT AGENT. Such a learning scheme can avoid extra design efforts for complex subgoal space, which is not always trustworthy and tractable (Zhang, Yao, and Chen 2019).

Conclusion

We proposed a dual-agent framework (CURL) that learns to walk over a KG for searching desired answer nodes given query relation and source entity. Specifically, we first leveraged LSTM to project trajectory history into latent vectors of different granularities and semantics. To facilitate the entity-level exploration, CURL launched two agents: GIANT and DWARF to collaboratively explore paths at different granularity levels and search for the answer. GIANT walks rapidly over inner clusters of the KG, which can guide DWARF to smoothly traverse through the entities inside the clusters. We later developed the collaborative policy network for sharing historical path information between two agents, and established the mutual reinforcement reward system for handling sparse reward issue. Experimental results on several knowledge graph reasoning benchmarks show that our approach can search for answers more accurately and efficiently. Furthermore, we compared with the DWARF-solely MINERVA in the long-path experiment. We found that our method is more accurate in long path reasoning, which can be explained by that the stage-wise signals provided by GIANT do play a critical role in leading the DWARF towards the target node.
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Appendix

A. Experiment Details

A.1. Statistics of Datasets The NELL-995 knowledge dataset contains 75,492 unique entities and 200 relations. WN18RR contains 93,003 triples with 40,943 entities and 11 relations. And FB15K-237, a subset of FB15K where inverse relations are removed, contains 14,541 entities and 237 relations. The detailed statistics are shown in Table 4.

| Dataset     | #entities | #relations | #facts | #queries | #degree | mean | median |
|-------------|-----------|------------|--------|----------|---------|------|--------|
| WN18RR      | 40,945    | 11         | 86,835 | 3,134    | 2.19    | 2    |
| NELL-995    | 75,492    | 200        | 154,213| 3,992    | 4.07    | 1    |
| FB15k-237   | 14,505    | 237        | 272,115| 20,466   | 19.74   | 14   |

Table 4: Statistics of three datasets used in our experiments.

A.2. Optimal Hyperparameters To reproduce the results of our model in Table 1 and Table 2, we report the empirically optimal hyperparameters. Specifically, we set the entity embedding dimension to 50 and relation embedding dimension to 50. We use the K-means algorithm [MacQueen et al. 1967] and the pre-trained entity embeddings to initialize 15 clusters for WN18RR and NELL-995, and 50 clusters for FB15K-237, respectively. After the maximum step $T$ has been reached, CURL evaluates the action sequence and assigns the mutual rewards according to lines 10, 11 in Algorithm 1. The action embedding is the concatenation of the entity embedding vector and the relation embedding vector. We use two single-layer LSTMs with hidden state size of 200 for GIANT and DwarF, respectively. On all datasets, the quantities of path rollouts in training and testing are 20 and 100, separately. We use the Adam optimization [Kingma and Ba 2014] in REINFORCE for model training with learning rate as 0.001, and the best mini-batch size is 128. For the rest parameters, i.e., maximum path length $T$, the entropy regularization constant $\beta$, and the moving average constant $\lambda$, the best combination of them are $\{3, 0.2, 0.2\}$ for FB15K-237, $\{3, 0.06, 0.00\}$ for WN18RR, $\{3, 0.07, 0.07\}$ for NELL-995.

B. Additional Experiments

The long-path experiments: we significantly outperform MINERVA in three large datasets.

B.1. Parameter Sensitivity on Beam Search Size

We also check the influence of different beam search size during testing, as reported in Table 5. As can be seen, except when beam size is 20, the performances of CURL are much higher than MINERVA, and our gain is maximized at beam search size 50. Moreover, the test accuracy doesn’t change substantially with larger beam search sizes.

B.2. Long Path Recovery

We conduct further long-path experiments on three datasets, including FB15K-237, WN18RR, and NELL-995. Here, we investigate the ability of recovering from mistakes in the long-path traversal. Unlike Section "Long Path Reasoning Performance", we retain their original KGs and set the walkable path length to be relatively larger (> 3), since short chains in these datasets can usually produce good empirical results [Das et al. 2017, Wan et al. 2020], and the longer ones are more likely to walk through unnecessary or incorrect links. As reported in Figure 5, CURL outperforms the other DwarF-only method (i.e., MINERVA) in all datasets. This observation demonstrates that dual-agent design is able to stabilize the entity-level searching in long paths by utilizing the cluster-level reasoning information. One possible reason is that GIANT converges much faster in a reduced search space, consistently providing high-level stage-wise guidance for DwarF to follow.

| Size | MINERVA | CURL |
|------|---------|------|
| 20   | Hits@1  | 72.3 | 74.7 |
|      | Hits@10 | 81.9 | 81.1 |
|      | MRR     | 75.8 | 77.2 |
| 50   | Hits@1  | 70.7 | 75.9 |
|      | Hits@10 | 81.1 | 82.3 |
|      | MRR     | 74.9 | 78.5 |
| 100  | Hits@1  | 59.4 | 76.3 |
|      | Hits@10 | 76.3 | 82.5 |
|      | MRR     | 66.0 | 78.9 |
| 200  | Hits@1  | 69.9 | 75.1 |
|      | Hits@10 | 79.9 | 82.7 |
|      | MRR     | 73.6 | 78.2 |
| 500  | Hits@1  | 68.7 | 73.1 |
|      | Hits@10 | 78.3 | 83.9 |
|      | MRR     | 72.0 | 77.1 |

Table 5: Hits@1, 10 and MRR test accuracy (%) in task of OrganizationHeadquarteredInCity, where “Size” denotes the width of beam search.