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ABSTRACT

The present paper exposes a system for detection, classification, and grip of occluded objects by machine vision, artificial intelligence, and an anthropomorphic robot, to generate a solution for the subjection of elements that present occlusions. The deep learning algorithm used is based on Convolutional Neural Networks (CNN), specifically Fast R-CNN (Fast Region-Based CNN) and DAG-CNN (Directed Acyclic Graph CNN) for pattern recognition, the three-dimensional information of the environment was collected through Kinect V1, and tests simulations by the tool VRML. A sequence of detection, classification, and grip was programmed to determine which elements present occlusions and which type of tool generates the occlusion. According to the user's requirements, the desired elements are delivered (occluded or not), and the unwanted elements are removed. It was possible to develop a program with 88.89% accuracy in gripping and delivering occluded objects using networks Fast R-CNN and DAG-CNN with achieving of 70.9% and 96.2% accuracy respectively, detecting elements without occlusions for the first net and classifying the objects into five tools (Scalpel, Scissor, Screwdriver, Spanner, and Pliers), with the second net. The grip of occluded objects requires accurate detection of the element located at the top of the pile of objects to remove it without affecting the rest of the environment. Additionally, the detection process requires that a part of the occluded tool be visible to determine the existence of occlusions in the stack.
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1. INTRODUCTION

Object gripping systems using robotic manipulators have become essential for industrial automation processes [1] where different working conditions have been addressed in order to adapt industrial processes to unexpected environmental situations, such as the presence of people or objects in its trajectory [2]. However, occlusion cases have not been considered largely, where a manipulative robot should not avoid an obstacle but remove an element that prevents the direct grip of the desired object.

In some works, mobile robots have been programmed for the grip of partially occluded objects, where the robot moves to change its viewing angle and thus be able to observe and detect a grip point on the object of interest, which has a certain degree of occlusion, taking advantage of the use of RGB-D information for environmental recognition [3]. In other works, such as those of [4] and [5], different grip systems of partially occluded objects were developed using mobile robots, where the first one added a manipulator arm, so that it is possible to establish the grip with both the mobile displacement and the arm pose, which allows working in environments with little free space, while the second makes a prediction of the quality of future views of the mobile, based on the class and posture of the occlusions, and its three-dimensional modeling.

In other works, such as the one reported in [6], a manipulator was programmed to grip objects in the presence of occlusions, where ellipses were used to estimate the grip pose of the element that generates occlusion, and thereby allow the robot grab the object with a stable posture and remove it before continuing.
with the other elements. In the case of [7] and [8] different techniques were used for the recognition of partially occluded objects, where [7] used Fourier transforms in order to extract relevant characteristics of the element that allow its recognition and tracking, while [8] relied on color information both RGB, HSV and YCbCr, for occlusion recognition.

On the other hand, [9] and [10] focused on the recognition and classification of occluded objects using artificial intelligence methods, without solving grip issues. In both, the quality of recognition of partially occluded objects (with up to 50% occlusion) was compared between techniques such as CNN, SVM (Support Vector Machines) and DBN (Deep Belief Networks), where DBN achieved better results in the classification of images with occlusions and without them, reaching 55% accuracy, while CNN achieved 51.5% and SVM 51.3%.

CNNs are neural networks that have convolutional filters in their structure, responsible for extracting and learning the most relevant characteristics of an image in order to generate a classification within a group of previously trained categories [11]. The network architecture is defined by the user, who can combine layers of different types (presented and explained in [12]) and vary their parameters in order to couple the network to the requirements of the application and obtain better accuracy percentages.

CNN has been used for various applications for recognition and classification of images and patterns, such as the estimation of grip positions on objects of various geometries, as indicated in [13], where RGB-D and transfer learning was used for the detection of the best grasp posture, and in [14] a CNN was used to discriminate tools in assistive robotics, in order to classify 4 different types of tools, achieving 96% accuracy in the network, and 94% in the case of [13].

Additionally, DAG-CNN type networks have been developed that contain two or more lines of parallel convolutional layers, as explained in [15], thus allowing an increase in the characteristics extracted from the image, thanks to each linear succession of layers get different kind of information. There are also CNN networks that include in their structure an additional stage of detection, which extracts the elements of interest from an image in order to enter them into a CNN, and generate their classification. These networks are the R-CNN (Region-Based CNN), the Fast R-CNN and the Faster R-CNN.

The R-CNN uses a region proposal algorithm based on detection boxes [16] to find the elements, the Fast R-CNN uses a Region Proposal Network that trains together with the CNN and allows faster detection test time than the R-CNN [17], and the Faster R-CNN has a box regression layer, and uses Pooling and fully connected layers to generate the estimation of the detection boxes [18]. Some examples of the application of R-CNN are shown in [19] and [20], where the first one detects and classifies up to 20 categories of animals and objects, with a 74.8% accuracy, and the second uses the R-CNN to the detection and classification of surgical instrumentation during surgery processes, classifying up to 7 categories with 81.8% accuracy.

An example of application for Faster R-CNN and Fast R-CNN, respectively, are presented in [21] and [22], where the first one detects and classifies a group of 3 homemade tools in a virtual environment, in order to grab and order them in different cubicles, achieving a 99% accuracy network, while the second classifies the same 20 categories as [19] but with an accuracy percentage of 71.4%.

For the following article, a system for detecting, classifying and grabbing occluded objects was designed using a manipulator robot, where a static viewing angle was established that makes a global capture of the environment and from it, detects each set of elements using a Fast R-CNN, and classifies them into 5 groups of homemade tools using a DAG-CNN. This work makes an important contribution in the process of grasping occluded objects, since an algorithm is proposed to search, grab and deliver a desired object, independent of the occlusions that may occur, thus complementing the state of art presented until the moment, where the works are limited to the classification of the occluded object, or to the estimation of the grip position when there are occlusions, but not to the complete process of grip and delivery. No research was found to use convolutional networks for object detection with occlusions in robotic applications in-state of the art. However [26] exposes a case with human tracking considering complete occlusion, but comparing of CNN and Histogram of Oriented Gradients (HOG) with Support Vector Machine (SVM) called HOG-SVM, not in the same way of this work.

The present article is divided into 4 main sections: in the first section, a brief introduction is made to occlusion detection systems in mobile robots, methods of classification of occluded objects and estimates of grip poses in manipulators for grasping of occluded objects. In the second section, the operation of the algorithm and each of the steps that compose it are explained. In the third section, the results of the application of the algorithm against different working conditions are shown and an analysis of them is carried out, to finally establish a series of conclusions, in the fourth section.

2. RESEARCH METHOD

The basic operation of the detection, classification and gripping program of occluded objects is detailed below, which uses artificial intelligence techniques such as Convolutional Neural Networks (CNN), and three-dimensional information captured by Kinect V1 [23].
Section II was divided into 7 subsections, where the first briefly explains the behavior of the algorithm and its operating flow, the second raises the working conditions necessary for the correct execution of the application, the third describes the variable initialization process prior to the beginning of the application, the fourth explains the initial capture of the environment and the first detection of tools with the Fast R-CNN where it is defined if there are elements or not, that allow starting the program, the fifth details the classification process of tools using DAG-CNN, the sixth indicates the method of grip and delivery of tools according to their denomination (desired object or not), while the seventh describes the process of searching for new tools in order to determine if the process has ended or if there are elements to evaluate.

2.1. Basic algorithm operation

The developed algorithm is in charge of capturing an RGB-D image of the work environment in order to detect and classify the tools present in it, and according to their locations, it generates a grip algorithm that allows removing unwanted elements, relocating them, and grab those expected by the user for delivery.

The sequence of operation of the algorithm is presented in the flowchart of Figure 1, where each step of the program was marked with numbers from 0 to 4.

![Flowchart of the algorithm](source)

In step 0, the variables used in the program are initialized, and the Kinect and the robot are linked. In step 1, the initial capture of the work environment is performed, where the tools are first detected with the Fast R-CNN, to determine if there are elements present or not. In step 2, all the tools detected are classified using the DAG-CNN. In step 3, the grip and delivery of tools is performed, placing them according to their classification and user requirements. In step 4, a new tool search is performed, once the algorithm has finished organizing all the elements detected in step 1, to verify that all objects in the environment have been removed.

The first contact the user has with the program is with the graphic interface shown in Figure 2, where one of the 5 trained tools (Scalpel, Scissor, Screwdriver, Pliers, Spanner) must be selected, for its grip and delivery, and then press START to start the application.
The graphical interface tells the user the status of the program (Program Status) and shows the image of the work environment (Real Environment), the simulation of the gripping process (Virtual Environment), the detection of the tools (Detection) and the classification of each of them (Classification). An example of the graphical interface during program execution is shown in Figure 3.

Once the user starts the application, the algorithm is executed automatically, making decisions about what to do with the occlusions, and stopping only when all the tools have been removed from the work area, thus ensuring the grip and delivery of all items classified as the desired tool. Next, the working conditions required for the execution of the algorithm are presented, and each of the steps shown in the flowchart of Figure 1 are explained.

2.2. Methods and materials

In previous research exposes in [28], the robotic arm found some obstacles in his path, where the occlusions let evidenced a problem in the object recognition. The same environment is employed, where Kinect V1 was used to capture the working environment and ubicated at a distance of 91cm from the ground. An academic anthropomorphic robot was used for the tools' grip, a flat work surface 6cm high was used as a working area (table), and a total of 5 homemade tools were selected, where aspects such as the color and shape of each of them were varied. Finally, five different types of elements of each tool were obtained, as shown in Figure 4.

In Figure 5 the working environment is shown, where the tools to be classified are located on the table, to avoid forcing the motors too much when taking the robot to a very ground level location. The working range of the robot covers the entire table, and on the opposite side of it, the gripped tools are deposited.
Two networks were trained for the development of the application, a Fast R-CNN for the detection of all the tools of the environment, and a DAG-CNN for its classification. The decision to use two networks instead of one, was because the DAG-CNN has shown a better behavior in the classification of categories very similar to each other, with main characteristics of different dimensions and shapes, thanks to the fact that it has two or more convolution branches that allow you to extract a greater amount of information than a CNN [15], which is used in the Fast R-CNN.

On the other hand, the Fast R-CNN oversees the process of detection and classification of the tools in Free and Occlusion categories, which allow to know when there are stacked elements (Occlusion) and when not (Free). In [29], a similar case based on distance information and faster R-CNN is showed, illustrating how this network improves object detection using a region of interest ROI. That condition allows knowing object location in complement to the fine-tune discrimination of the DAG-CNN.

According to the results generated by the Fast R-CNN, the program classifies with the DAG-CNN the tools defined as Free and starts the process of gripping and delivery of elements, then classifies those of the Occlusion category, and repeats the process. At the end, apply the Fast R-CNN again and repeat the whole process if another tool is found, otherwise, the program ends.

2.3. Step 0: Initialization of Variables

The first step of the algorithm is to initialize the variables that will be used throughout the program, which are found in Table I, where its function, name and initialization value are mentioned. In addition to the variables mentioned in Table I, the graphical interface, the Kinect and the robot are initialized, and the networks are loaded.
Table 1. Variable Initialization

| Variable | Function | Value |
|----------|----------|-------|
| dimDAG  | Dimensions of the input image for the DAG-CNN (pixels) | [70 70] |
| MaxZ    | Maximum height to determine the presence of tools. Distance taken from the Kinect (mm) | 897 |
| PO      | Final tool delivery positions (meters) | PO (10,3,2) |
| herrOD  | User desired tool (char) | Scalpel, Scissor, Screwdriver, Spanner, Pliers |
| xyzL    | Kinect working range limits (meters) [X; Y; Z] | [0.3 0.23; 0.32 0.1; 0.7 1] |
| dimI    | Dimensions of the work area image (pixels) | [128 174] |
| ihd     | Counter of the number of desired objects grasped | 1 |
| iho     | Counter of the number of unwanted objects removed | 1 |
| tipoHerr| Type of tool | Desired object (1) - Unwanted object (2) |

The variable PO stores two matrices, each with 10 rows and 3 columns, where the first matrix saves the final positions for the desired objects, and the second saves the final positions for the unwanted elements, allowing a maximum of 10 objects per matrix, since the physical dimensions of the work environment do not allow more than 10 elements to be organized in the delivery area.

2.4. Step 1: Initial Capture of the Environment

In this section, the first capture of the work environment is made, the tools are detected and classified as Free or Occlusion, and the initial coordinates X, Y, Z of the elements are captured. The first step is to capture the RGB-D information of the environment with the Kinect, and then enter the RGB image to the Fast R-CNN, in order to detect the presence of any type of tool.

The Fast R-CNN detects and classifies objects in the Free and Occlusion categories, where the first demarcates those objects that do not present occlusions, while the second demarcates those where there are one or more tools covering some element. This type of network has a structure like the one shown in Fig. 6, where a stage of extraction of ROIs, the anchor’s of the ROI’s, layers of Pooling, Fully connected, and a box regressor [25] are added to the CNN for the detection process, generating outputs like the membership category and its confidence (softmax), the coordinates of the upper left corner of the detection box, and its width and height dimensions (bbox regressor).

![Fast R-CNN flowchart](image)

Figure 6. Fast R-CNN flowchart. Source: Girshick, “Fast r-cnn” [25]

The architecture for the CNN of the network is presented in Table 2, where rectangular filters were used to extract equivalent information from both dimensions of the image, avoiding deformations in the feature extraction process.

As shown in Table 2 and as indicated in [19], CNN has convolutional layers (CONV), Rectified Linear Units (RELU), MaxPool (POOL), Average Pool, Batch Normalization (BATCH), Fully Connected (FC), DropOut (DROP), Softmax (SOFT), among others.

The network was trained for 300 epochs, with 2800 training and 350 test images, a 28 MiniBatchSize, an input image of 128x174 pixels, and detection frames of 55x28 pixels. The images in the database were taken as shown in Figure 7, where the elements that are alone were demarcated as Free and the others as Occlusion. A Data Augmentation algorithm [27] was used to increase the database, varying aspects such as color, light intensity and adding noise to the images.
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Table 2. Architecture of the Fast R-CNN

| LAYERS BRANCH 1 | Filter Size HxW | Stride | Number of Filters |
|-----------------|------------------|--------|-------------------|
| CONV+BATCH+RELU | 6x4              | 1      | 16                |
| CONV+BATCH+RELU | 5x3              | 1      | 128               |
| MAXPOOL         | 2x3              | 2      | --                |
| CONV+BATCH+RELU | 4x3              | 1      | 256               |
| CONV+BATCH+RELU | 4x3              | 1      | 512               |
| FC1+RELU+DROP   | --               | --     | --                |
| FC2+RELU+DROP   | --               | --     | --                |

Figure 7. Fast R-CNN Database. Source: self-made

The MiniBatchSize was chosen small to make the network learn few information in each epoch and assimilate it without saturating it, in order to improve its learning, since by increasing this parameter, in each epoch a lot of information is presented, and that increases the cost of learning. The confusion matrix of the Fast R-CNN and the Recall Vs Precision graph are shown in Fig. 8, where the network reached 70.9% accuracy, with a precision in the detection boxes of 16% and 43% for Free and Occlusion, respectively. 1 is for Free, 2 for Occlusion and 3 for Background.

Figure 8. Fast R-CNN a) Confusion matrix and b) Recall Vs Precision. Source: self-made

Although the network only reached 70% accuracy, it was used in the application since it was observed that by repeating the detection process in Step 4, the network captures the tools that were not capture in the first take, which allows the process to be fully developed, without inconvenience. An example of the detection
and classification of the Fast R-CNN is shown in Figure 9 for a case of 3 tool stacks where the boxes manage to completely cover the elements, correctly classifying the tools with and without occlusions.

![Figure 9. Example of application of the Fast R-CNN. Source: self-made](image)

According to the detection results, the coordinates \([x\ y\ w\ h]\) are stored in the variable Objetos, where \([x\ y]\) are the coordinates of the upper left corner of the detection box generated by the Fast R-CNN and \([w\ h]\) the width and height of the box, respectively. Each row of Objetos contains the location of each element, and they are stored according to their classification, leaving in the first rows those tools classified as Free. To differentiate the Free and Occlusion categories, a number 1 for Free and a 2 for Occlusion were marked in the first column of Objetos.

Subsequently, the average height in \(Z\) was extracted from each detection box using the depth information captured by the Kinect. The depth data corresponding to the table height were eliminated, and the average of the remaining data was obtained. Because the height changes detected by the Kinect between one tool and the other are very subtle, predefined height ranges were established, where those values that are within a certain range, are assigned a specific \(Z\) height that will be used in the application to move the robot to the grip point. This reduces the influence generated by the 3D information of other tools present in the detection box on the actual height of the tool to be grasped, during the calculation of the average.

If no tool is found, the program displays the message "The desired object was not found" and ends. Otherwise, the algorithm proceeds to calculate the specific position of the tool found, using the activations of the DAG-CNN, where the tool is extracted from the background, by marking with white the most relevant information of the image (the object) and leaving the less relevant information (the background) in black as shown in Figure 10. In this way, the centroid of the largest white sector of the box is obtained and it is determined as the final position of the tool, and the results are stored in \(x_h, y_h\) variables.

![Figure 10. Original image (left) and activations of the DAG-CNN (right). Source: self-made](image)

As a result of this subsection, the variable Objetos is obtained as shown in (1) and the final grip positions of each of the tools \((Pf)\) as shown in (2), where \(z\) is the calculated average height for each Detection box, Clasif is the classification of boxes as Free (1) or Occlusion (2), and \(n\) the total number of detection boxes.

\[
\text{Objetos} = \begin{bmatrix} \text{Clasif}_1 & x_1 & y_1 & w_1 & h_1 & z_1 \\ \vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\ \text{Clasif}_n & x_n & y_n & w_n & h_n & z_n \end{bmatrix} \quad (1)
\]

\[
Pf = \begin{bmatrix} x_{h1} & y_{h1} & z_1 \\ \vdots & \vdots & \vdots \\ x_{hn} & y_{hn} & z_n \end{bmatrix} \quad (2)
\]

2.5. Step 2: Classification of the Tools
In Step 2, the detected elements are classified in order to determine what type of tool is: Scalpel, Scissor, Screwdriver, Spanner, Scissor. Depending on the result and the object selected by the user, the program determines if it should be removed because it is an occlusion, or grasped for delivery, if it is the desired object.

The tool classification process is executed inside the While of Figure 1, and its purpose is to extract each tool from the detection boxes and classify them with the DAG-CNN. To do this, the coordinates \([x, y]\) of the detection box corresponding to the iteration \(i\) of the While (Objects (i,2:3) \(i\) from 1 to \(n\)) are taken and from there, a box of dimensions dimDAG is extracted to enter it to the network, which gives as a result the category of the tool evaluated.

Then, the classification of the DAG-CNN is compared with the tool desired by the user (\(\text{herrOD}\)), and if they are equal, 1 is assigned to \(\text{tipoHerr}\), but assigned 2. Additionally, after generating the first classification, the firstTool variable is set to 1, that indicate that changes are going to be made in the work environment and, therefore, RGB-D information must be captured again at each iteration. Once firstTool is equal to 1, the RGB-D capture of the environment is repeated before classifying any detection box, in order to update the information of the work area, especially for occlusion cases, where the tool that was located at the top of the object stack, was removed in the previous iteration.

After generating the classification and determining if the tool corresponds to the object desired by the user or not, proceed to execute Step 3 of the diagram in Figure 1. As previously mentioned, the DAG-CNN has a parallel branch structure, where each one is composed of convolution layers, and all come together at a certain point to deliver a classification as a result. In Figure 11, the structure used for the DAG-CNN of the application is shown, where there is a division of 2 branches that receive the image to be classified as input, and are joined at the end in a Fully Connected (FC) layer.

![Figure 11. Structure of the DAG-CNN. Source: self-made](image)

Table 3 shows the architecture of the DAG-CNN used to classify the 5 types of tools chosen for the program, where input images of 70x70 pixels were used, and square filters for the equivalent extraction of both horizontal information and vertical, where one branch uses filters larger than the other, to extract both large and small characteristics.

| LAYERS BRANCH 1 | Filter Size | Stride | Number of Filters |
|-----------------|-------------|--------|-------------------|
| CONV+BATCH+RELU | 4x4         | 1      | 16                |
| MAXPOOL         | 3x3         | 2      | --                |
| CONV+BATCH+RELU | 3x3         | 1      | 128               |
| MAXPOOL         | 3x3         | 2      | --                |
| CONV+BATCH+RELU | 3x3         | 1      | 256               |
| MAXPOOL         | 3x3         | 2      | --                |
| CONV+BATCH+RELU | 3x3         | 1      | 512               |
| FC1+RELU+DROP   | --          | --     | --                |
| FC2+RELU+DROP   | --          | --     | --                |
| LAYERS BRANCH 2 | Filter Size | Stride | Number of Filters |
|-----------------|-------------|--------|-------------------|
| CONV+BATCH+RELU | 6x6         | 1      | 16                |
| MAXPOOL         | 3x3         | 2      | --                |
| CONV+BATCH+RELU | 4x4         | 1      | 256               |
| MAXPOOL         | 3x3         | 2      | --                |
| CONV+BATCH+RELU | 3x3         | 1      | 512               |
| MAXPOOL         | 2x2         | 2      | --                |
| FC1+RELU+DROP   | --          | --     | --                |
| FC2+RELU+DROP   | --          | --     | --                |
The network was trained for 90 epochs, with a MiniBatchSize of 60; the database consists of 4500 images where 3000 images are used in the training and 1500 image in the test (300 per category), NVIDIA GeForce GTX 1060 6GB GPU (Graphics Processing Unit), using MATLAB® software [24] for training. The input image was set at 70x70 pixels because it is the maximum length that the tools reach when photographing them with the Kinect from their working height, and it was defined as a square image, to capture the tool even when it is very inclined, as shown in the first image of Figure 12.

![Figure 12](image)

Figure 12. Example of the training database of the DAG-CNN. Source: self-made

An example of the training database for the Pliers category is shown in Figure 12, where you can see the presence of other elements in the environment, in order to teach the network to classify work tools, even when elements of other categories are partially visible. The databases of the other tools are like that of Pliers.

The selection of the architecture for the CNN of both branches was based on the capacity of the DAG-CNN to extract information of various dimensions, where a branch with small filters and 4 convolutions (Branch 2) and another with slightly larger filters and 3 convolution layers (Branch 1) were defined, as observed in Table 3.

The confusion matrix of the DAG-CNN is shown in Figure 13, where 1 is Pliers, 2 Scalpel, 3 Scissor, 4 Screwdriver and 5 Spanner. Pliers was the category that best classified the network, and Screwdriver was the one that obtained the lowest accuracy, however, the lowest ranking percentage by category was 91%, and the highest was 100%, so it was decided to use this network for the application, expecting less than 10% error per category.

![Confusion Matrix](image)

Figure 13. Confusion matrix for DAG-CNN. Source: self-made

An example of the classification of each trained tool is shown in Figure 14, under different working conditions, where it is possible to detect the presence of other elements inside the detection box. In Figure 14...
the most difficult tool to classify was the Scalpel, which was confused with Pliers when one or more tools were presented in the detection box, while the others were correctly classified despite the number of elements present in the image.

![Image of tool classification examples](image)

Figure 14. Examples of classification with the DAG-CNN in the physical work environment. Source: self-made

2.6. Step 3: Grip and Delivery of Tools

In Step 3, the process of gripping and delivering the tools is carried out virtually and physically, where the tools classified as Free are removed, and those that have an occlusion are evaluated until the object of interest is found. The process continues until no tools are left on the work area.

The gripping process for both the desired object and the other tools, has the same sequence of movement of the robot, with the only difference that the endpoints vary according to their classification, leaving unwanted objects towards the right side of the robot (considering the front part that is in contact with the work area) and the desired ones from the center to the left side, as shown in Figure 15.

![Diagram of gripping and delivery areas](image)

Figure 15. Delivery coordinates for the desired and unwanted tools by the user. Source: self-made

Based on tipoHerr value set in the previous step, the program determines if the element detected is an unwanted tool or the desired object. The value of tipoHerr determines the final position of the grasped object, selecting it from the arrangement PO as indicated in (3), where iOr is an indicator whose value equals ihd, if a desired object is grasped, or equals iho if it is grasped an unwanted tool, where ihd and iho are integer variables that count the number of tools delivered, either desired (ihd) or unwanted (iho).
Once the grip and delivery points of the tools are determined, the virtual and physical robot are moved simultaneously and when finished, the manipulator is returned to its initial position, waiting to obtain the following grip coordinates.

### 2.7. Step 4: Search for New Tools

In Step 4, the tool search process performed in Step 1 is repeated and, in case of finding any element that had not been removed in the previous steps, the While cycle is restarted to repeat the process, otherwise it ends the program.

When the application detects that all detection boxes have been evaluated and considers that all tools have been removed with steps 2 and 3, Step 4 is executed, which seeks to confirm, using the Fast R-CNN and information three-dimensional, there are no tools left in the work environment.

In this step, a new capture of the RGB-D environment is performed and the Fast R-CNN is applied. If no tool is detected, the program ends, otherwise, the entire process of Step 1 is repeated and complemented with a three-dimensional analysis where, if the average height \( Z \) of any of the detection boxes is greater than one maximum expected (MaxZ), it is determined that in the table there are no tools and it is discarded as a grip point, otherwise, it is considered that there are still tools to evaluate and the While cycle is restarted.

In the same way, when elements classified as Occlusion are grasped, it is determined that the robot has finished removing all the elements only when the average height of the detection box is greater than MaxZ; otherwise, elements are still searched. In the cases of boxes classified as Free, a single tool is grasped, and it is considered that after removing it, there are no more elements, so the detection box is changed.

### 3. RESULTS AND ANALYSIS

The algorithm was tested under two different premises, one considering the quality of the detection of the elements, and another focused on the subject of the tools, in order to test in the real application, the operation of the trained networks and the quality of the algorithm to remove occlusions.

In Table 4 was evaluated the quality of detection and grip of tools for different number of stacked objects, from 1 to 5, where different percentages of success and detection were defined, in which aspects such as:

**Successes:** Percentage of successful grips, where a tool, or tool stack was detected, and its grip coordinates were defined based on the three-dimensional information of the Kinect and the Fast R-CNN detection boxes. A successful grip is considered to be the one in which the robot takes the expected tool, and a failed grip is the one in which the coordinates obtained do not match with the location of the expected tool.

**Detection:** Percentage of detections, where the percentage of element stacks detected by the Fast R-CNN is evaluated with respect to the total groups of elements present in the work environment. It is considered as a successful detection when a detection box is defined on a tool stack, and a failed detection when no detection box is generated on the expected elements.

**Reinforcement:** Percentage of detections made in Step 4, where the percentage of stacks of elements detected by the Fast R-CNN is evaluated with respect to the total groups of elements present in the work environment after executing Step 4 once. It is considered as a successful detection when a detection box is defined on a tool stack, and a failed detection when no detection box is generated on the expected elements.

| NUMBER OF TOOLS | Successes (%) | Detection (%) | Reinforcement (%) |
|-----------------|---------------|---------------|-------------------|
| 1               | 100           | 71.43         |                   |
| 2               | 79.17         | 100           |                   |
| 3               | 85.19         | 78.57         | 90.48             |
| 4               | 88.89         | 64.29         |                   |
| 5               | 77.78         | 60.31         |                   |

The Fast R-CNN presented a great facility to detect stacks of two tools, and difficulties for stacks of greater height, especially more than 4 tools. This was because, at a higher height, the elements occupy more space in the image captured by the Kinect, which makes them tend to be perceived as background.

On the other hand, the algorithm manages to detect the exact grip coordinates for tools without occlusions without failing, but when adding height to the stack of elements, difficulties begin to appear. It was observed that the failures were mainly due to inconveniences in the calculation of the height of the tool, where the X, Y coordinates were right, but the height corresponded to the tool below the expected. This was due to...
the fact that the presence of other elements, below the desired object, affects the calculation of the height, reducing its value.

The percentage of reinforcement demonstrates that after executing step 4 once, there is a high probability that all the tools in the environment are detected (greater than 90% accuracy), which implies that, in most cases, the program will be executed, maximum twice, to achieve its objective.

On the other hand, in Figure 16, an example of the application of DAG-CNN in the real environment is shown, during different functional tests, where it was observed that, despite the high percentage of accuracy obtained during the tests, the variance in the location of the detection boxes caused the quality of the classification to fall, especially for images of tools with cropped sections.

![Figure 16. Classification of tools with failures due to detection frames. Source: self-made](image)

4. CONCLUSION

The proposed system of detection, classification and grip of tools has the ability to run automatically against different working conditions, with a maximum of 5 stacked elements, but with greater efficiency for towers of up to 4 elements, located one just above the other.

The grip coordinates closely approximated the expected grip position, however, the presence of the occlusions altered the grip Z coordinate, leading the robot to grip an occluded tool, instead of grasp the one located above the stack.

The networks used managed to provide sufficient information of the state of the tools on the table, indicating if they present occlusions, and classifying them within the trained categories. Both networks are interrelated, which means that the DAG-CNN depends on the detection quality of the Fast R-CNN to ensure a good classification. For its part, the Fast R-CNN depends on the number of stacked elements, achieving better results when working with only two elements, maximum 3. The anchors defined in the RoI of the Faster RCNN let to the network discriminate the stacked objects successfully, the RoI location is employed for the desired tool classification through the DAG-CNN.

Regardless of the quality of the Fast R-CNN trained to detect which elements have occlusions and which do not, it should be taken into account that, since it is a two-dimensional analysis, it is complex to detect occlusions in cases where one tool completely covers the other, since, from this viewing angle, it is not possible to detect occlusion.
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