Frictional Strengthening Explored During Non-Steady State Shearing: Implications for Fault Stability and Slip Event Recurrence Time
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Abstract On natural faults that host repeating slip events, the inter-event loading time is quite large compared to the slip event duration. Since most friction studies focus on steady-state frictional behavior, the fault loading phase is not typically examined. Here, we employ a method specifically designed to evaluate fault strength evolution during active loading, under shear driving rates as low as \(10^{-10}\) m/s, on natural fault gouge samples from the Waikoukau Thrust in southern New Zealand. These tests reveal that in the early stages of loading following a slip event, there is a period of increased stability, which fades with accumulated slip. In the framework of rate- and state-dependent friction laws, this temporary stable phase exists as long as slip is less than the critical slip distance and the elapsed time is less than the value of the state variable at steady state. These observations indicate a minimum earthquake recurrence time, which depends on the field value of the critical slip distance and the background slip rate. We compare estimates of minimum earthquake recurrence times with the recurrence times of repeating large earthquakes on the Alpine Fault in southern New Zealand and repeating small-magnitude earthquakes on the San Andreas Fault system in California. We find that the observed recurrence times are mostly longer than the predicted minimum values, and exceptions in the San Andreas system may be explained by elevated slip rates due to larger earthquakes in this region.

1. Introduction

Seismogenic faults are known to exhibit a “cycle” of interseismic quiescence punctuated by earthquakes. The nucleation of earthquakes requires that faults become frictionally weaker when shearing at faster rates, a property known as velocity-weakening friction (e.g., Dieterich, 1979, 1981; Scholz, 1998). In order for earthquakes to recur on the same fault patch, the fault strength lost during the earthquake stress drop must be regained during the interseismic period (e.g., Dieterich & Kilgore, 1996). In the last decade, it has become well-documented that faults may also experience various forms of accelerated slip, including slow slip events and low-frequency or very low frequency earthquakes (Ide et al., 2007; Peng & Gomberg, 2010). These also result in stress drops that must be recovered, although they tend to be smaller than stress drops in ordinary earthquakes (Brodsky & Mori, 2007).

In the laboratory, a material’s potential for earthquake nucleation is determined by investigating the velocity dependence of friction via the velocity step test, in which the steady-state frictional strengths before and after a sudden change in slip rate are compared (Dieterich, 1979, 1981). The process of strength recovery between earthquakes is simulated with the slide-hold-slide (SHS) test, during which shearing at a constant rate is interrupted by periods of nominally zero driving rate, where the experimental fault is held under quasi-stationary contact (e.g., Carpenter et al., 2016; Dieterich, 1972; Marone & Saffer, 2015). By varying the duration of the “hold” portion of the test, during which the apparatus driving rate is reduced to zero, time-dependent strengthening of the fault can be isolated and measured upon reshear. The SHS test has been instrumental in demonstrating the role of contact aging in frictional slip (e.g., Baumberger & Caroli, 2006; Beeler et al., 1994; Carpenter et al., 2016; Dieterich & Kilgore, 1994; Ikari, Carpenter, & Marone, 2016) and has also been used to understand patterns of recurrence and stress drop in earthquake sequences (Marone, 1998a; Marone et al., 1995; Vidale et al., 1994).
The results of velocity step and SHS tests have in many cases been successfully used to describe earthquakes and the seismic cycle, primarily in numerical simulations (e.g., Amuero & Rubin, 2008; Avouac, 2015; Barbot et al., 2012; Cao & Aki, 1986; Dieterich, 1992; Okubo, 1989; Roy & Marone, 1996). Despite this, there are some specific shortcomings associated with these tests. For velocity step tests, a fundamental requirement to evaluate frictional stability is that the state variable, representing the lifetime of an asperity population, and the friction coefficient attain a steady-state condition at both the pre-step sliding velocity $V_0$ and the post-step sliding velocity $V$. On natural plate boundary faults, the stress drop during earthquakes happens very rapidly, so that faults are being actively loaded by tectonic driving forces for all but a very small fraction of time (e.g., Sibson, 1989). Faults that exhibit slow earthquakes also experience loading over the majority of time, as indicated by geodetic measurements showing that the slip during these events occurs over a small portion of the time series (e.g., Dragert et al., 2001; Hirose & Obara, 2005; Linde et al., 1996; Szeliga et al., 2008). Non-steady state friction during the interseismic period and its effect on fault strength and stability may arise not only from plate tectonic loading (as we investigate here) but also from variations in normal stress which are important during both interseismic loading and right after an event (Dieterich & Linker, 1992; Hong & Marone, 2005; Linker & Dieterich, 1992; Richardson & Marone, 1999).

In the case of SHS tests, time-dependent strengthening, also known as frictional healing, is measured for the specific case of zero nominal driving velocity. Natural faults, such as those forming plate boundaries, are remotely loaded by approximately constant driving velocities and thus have a different boundary condition (Chapple & Tullis, 1977; DeMets et al., 1990, 2010). Because the shear stress during the interseismic period is continuously increasing, its effect on frictional healing and how fault strength evolves after the stress drop needs to be addressed. By controlling the shear stress magnitude during SHS tests, previous studies have shown that frictional healing is strongly affected by the magnitude of applied constant shear stress (Karner & Marone, 2001; Ryan et al., 2018) and that during the imposed quasi-static hold, the fault continues to creep at a rate that is dictated by the state evolution and elastic unloading of the apparatus (Beeler et al., 1994). Inducing shear loading with a constant and controlled driving rate, with values approaching plate motion (e.g., Ikari & Kopf, 2017), would further advance the understanding of frictional stability.

We identify here the need for laboratory experiments that can evaluate fault frictional properties under the specific condition of being perturbed when the fault is being remotely loaded but not at steady state. Because major faults are being driven at plate tectonic rates on the order of cm/yr (DeMets et al., 1990, 2010), these experiments need to be conducted at realistically slow driving rates. We develop here a hybrid between SHS and velocity step tests by employing a small (as low as $10^{-10}$ m/s) shear driving rate rather than zero driving rate during the “hold” portion of the tests, which we term a “velocity cycling” (VC) test. As a first example, we perform VC tests on an outcrop sample of the Waikukupa Thrust, an inactive member of the Alpine Fault system in southern New Zealand (e.g., Boulton et al., 2012; Norris & Cooper, 1997). We then compare the results of VC tests with results from standard SHS and velocity step tests and evaluate their combined implications for fault slip behavior in general.

2. Experimental Methods

For our experiments, we test a natural fault gouge sample collected from a surface exposure of the Waikukupa Thrust, a 4 km long segment of the Alpine Fault on the South Island of New Zealand (Figure 1). It is estimated to have been abandoned approximately 20,000 years BP as active slip transitioned to the Hare Mare imbricate thrust (Norris & Cooper, 1997). The Waikukupa Thrust is located approximately 25 km to the south of the Deep Fault Drilling Project (DFDP) 1A/1B boreholes through the Alpine Fault proper (Toy et al., 2015). The mineral composition of our sample is quantified by X-ray diffraction (XRD) as 25% quartz, 16% feldspar, 14% calcite, and 28% illite + chlorite + mixed layer clay minerals (all other species occur in <4% abundance) (see Vogt et al., 2002 for details on the XRD measurement). Our XRD results are very similar to XRD measurements of fault gouge samples from the DFDP1 boreholes (Boulton et al., 2014; Toy et al., 2015).

For shearing tests, the sample was air-dried, crushed, and sieved to a grain size < 125 μm. The powder was mixed with deionized water to form a stiff paste and pressed into an annular cell volume with an outer diameter of 50 mm, inner diameter of 20 mm, and height of 5 mm, sandwiched between grooved porous metal surfaces. The cell was loaded in a modified Wykeham Farrance-Bromhead ring shear apparatus.
(Bishop et al., 1971; Ikari, Carpenter, Vogt, & Kopf, 2016; Kopf, 2013), within which the lower cell holder is driven by an electric stepper motor while the top of the cell is held stationary by two load sensors, which measure the torque provided by the sample resistance. Each load sensor has a resolution of better than 0.09 kPa. Normal load is applied by a dead weight and lever arm; for our experiments, we applied a normal load of 4 MPa, under which most samples compacted to ~3–4 mm. Although the pore pressure is not controlled, the loaded sample was allowed to drain overnight so that the sample height reaches a constant value. We therefore assume negligible excess fluid pressure and that the effective normal stress equals the applied normal stress. The sample was submerged in a bath of deionized water and sheared under fluid-saturated conditions at ~20°C. The sample displacement is designed to be measured from the angular rotation rate indicated by a dial on the rotating stage. Although this measurement is appropriate for shear rates of $\geq 1\ \mu m/s$, at which appreciable displacement accumulates, we also employed here shearing rates as low as 0.1 nm/s (calculated at the midpoint between the inner and outer diameters). These low rates produce displacements too small to be measured by the stage dial during the experiments; therefore, we have verified these low slip rates in our device with a laser displacement sensor (see supporting information).

We initially sheared the samples at a constant velocity of 10 $\mu m/s$ for at least 30 mm to reach a steady-state residual strength. We continuously measured the shear stress ($\tau$) and calculated an apparent coefficient of sliding friction ($\mu$) as

$$\tau = \mu'\sigma_n'$$

where $\sigma_n'$ is the effective normal stress on the sample and the shear stress includes any effects of cohesion. For standard SHS tests, we employed hold times of 10 to $10^6$ s and measured the change in friction $\Delta \mu$ as the difference between the steady-state friction values immediately prior to each individual hold and the peak in friction observed upon re-initiation of shear following the hold (Figure 2a). We evaluate $\Delta \mu$ as a function of time $t$ (Carpenter et al., 2016; Dieterich, 1972) as

$$\Delta \mu = \beta \log(t)$$

where $\beta$ is the time-dependent strengthening rate, or the rate of frictional healing (decade$^{-1}$).

**Figure 1.** Map showing the location of the Waikukupa Thrust in the western South Island, New Zealand. Locations of the DFDP-1 boreholes shown for reference. Modified from Toy et al. (2015).
Our VC tests were designed to represent a hybrid between standard velocity step and SHS tests. They differ from SHS in that we did not apply a driving rate of 0, but rather very low driving rates of $10^{-10}$ to $3 \times 10^{-7}$ m/s, which we refer to here as the inter-cycle velocity. They also differ from standard velocity step in that the friction during these low driving rates may not necessarily reach steady state, and also the velocity change is much larger than most velocity steps. After the change to the lower velocity in VC tests, there is an initial rapid relaxation due to the large velocity change that is similar to SHS tests. A key difference between SHS and VC tests is that the friction (or shear stress) continues to relax throughout the hold period in an SHS test, whereas during the VC tests, shear loading takes over after a characteristic distance or time (Figure 2).

The relaxation in SHS tests (and our VC tests) is controlled by the apparatus stiffness (Beeler et al., 1994), which for the apparatus we employ here is ~4 MPa/mm. In our experiments, we neglect stiffness effects because our experiments were conducted in the same apparatus under consistent conditions (normal stress, background velocity) so the stiffness affected each test equally. Furthermore, we consider the slip that occurs as creep during relaxation to be fundamentally different than the driving slip we employ during the VC tests. This is because during relaxation, slip accumulation occurs when the sample is moving away from steady state. Slip during active loading, even a small amount, occurs as the sample is being driven toward steady state (toward shear failure). It is the effect of slip during active loading, driving the sample toward steady state, that we focus on in our experiments. For example, in Figure 2, we show that the effect of active sliding is to increase the shear stress (or friction) in contrast to an ordinary hold, during which the shear stress (or friction) continually decreases. The effect is quite clear despite the small amount of driving slip ($3 \mu m$) at the inter-cycle velocity of $3 \times 10^{-9}$ m/s shown here.

We measured $\Delta \mu$ in VC tests in the same manner as the SHS tests, from the difference between the steady-state value of $\mu$ before the inter-cycle portion of the test and the peak value after resuming shear at the background velocity. Unlike the SHS tests, the $\Delta \mu$ measurements from our VC tests were evaluated over a range of inter-cycle velocities rather than time increments. We performed most VC tests with a constant inter-cycle time of 1,000 s, with a subset of tests at a constant inter-cycle time of ~350,000 s.

For standard velocity step tests, we employed threefold increases in the driving velocity ($V$) from an initial value ($V_o$) within the range $10^{-10}$ to $10^{-4}$ m/s to measure the velocity dependence of friction. The response of friction to a change in slip velocity is described empirically by a set of equations known as rate-and-state friction (RSF) laws, which for two state variables are written as (Dieterich, 1979, 1981; Reinen et al., 1994)

$$\mu = \mu_o + a \ln \left( \frac{V}{V_o} \right) + b_1 \ln \left( \frac{V_o \Theta_1}{D_{c1}} \right) + b_2 \ln \left( \frac{V_o \Theta_2}{D_{c2}} \right)$$

Figure 2. Example of data from a typical experiment, showing (a) at typical slide-hold-slide (SHS) test, (b) a velocity cycling (VC) test, and (c) a standard (threefold velocity increase) velocity step overlain by an inverse model. Note the difference in slope at the end of the 1,000-s period between (a) and (b); also note the distinction between the three quantities $\Delta \mu$, $\Delta \mu_i$, and $\Delta \mu_{ss}$.
where \( a, b_1, \) and \( b_2 \) are dimensionless parameters, \( \theta_1 \) and \( \theta_2 \) are state variables (units of time), and \( D_{c1} \) and \( D_{c2} \) are critical slip distances over which friction evolves to a new steady-state value (Dieterich, 1979, 1981). In order to extract these parameters, we fit our experimental friction data with an inverse model that combines Equations 3 and 4 and an expression for system stiffness (Reinen & Weeks, 1993; Saffer & Marone, 2003; Skarbek & Savage, 2019) (Figure 2c). We employ the two state variable version of Equations 3 and 4 (defining \( b = b_1 + b_2 \)) (Branipied et al., 1998; Reinen & Weeks, 1993), which for our data provides a better fit to the data than using one state variable. In particular, the one-state variable model tends to underestimate the peak in friction, overestimate \( D_c \) (as compared to \( D_{c1} \) in the two-state variable model), and overestimate \( a-b \) (see supporting information). Commonly, experimental friction data are superimposed by a small background trend of slip hardening or slip weakening (e.g., Branipied et al., 1998; Ikari et al., 2013). When modeling our experimental data, we remove these long-term slip-dependent friction trends (e.g., Skarbek & Savage, 2019) as needed in order to avoid biasing and to separate the friction velocity dependence from effects of friction slip dependence (Ikari et al., 2013; Ito & Ikari, 2015). Equation 4 describes the evolution of the state variable \( \theta \) and is known as the “Dieterich” or “aging” law, which allows for purely time-dependent changes in friction (Beeler et al., 1994; Dieterich, 1986, 1992). For comparison, we also modeled our data using another state evolution law known as the “Ruina” or “slip” law (Ruina, 1983):

\[
\frac{d\theta_i}{dt} = 1 - \frac{V\theta_i}{D_{ci}}, \quad i = 1, 2
\]

(4)

Unlike the aging law, the slip law dictates that friction can only evolve with non-zero slip. Numerical modeling studies have indicated that the choice between the aging and slip laws depends on its application (Bhattacharya et al., 2015; Sleep, 2005, 2006, 2012). The Dieterich aging law is supported by previous studies performing SHS frictional healing experiments (Beeler et al., 1994; Ikari, Carpenter, & Marone, 2016) and by observations of time-dependent increases in real area of contact at contact asperities during static loading (Dieterich & Kilgore, 1994, 1996; Goldsby et al., 2004). The slip law, on the other hand, is supported by some recent studies (Bhattacharya et al., 2017), with a specific application being large changes in sliding velocity (Bhattacharya et al., 2015).

For steady-state sliding at both \( V \) and \( V_o \), Equation 3 combined with either Equation 4 or 5 reduces to

\[
a - b = \frac{\Delta \mu_{ss}}{\Delta \ln V}
\]

(6)

where \( \Delta \mu_{ss} \) is the change in steady-state friction following the velocity step. The velocity-dependent friction parameter \( a-b \) is critical for evaluating the slip behavior of faults because the nucleation of unstable slip that results in earthquake rupture requires a negative value of \( a-b \) (i.e., velocity-weakening friction), in combination with specific elastic conditions in the fault surroundings (e.g., Dieterich, 1986, 1992; Dieterich & Kilgore, 1996; Leeman et al., 2016; Marone, 1998b; Scholz, 1998).

In our VC tests, the response of friction from the inter-cycle rate to the background sliding rate can also be evaluated as a velocity step (Figure 5). The key difference between the VC tests and standard velocity steps is that due to the prescribed time window and very low slip rates during the inter-cycle portion of the VC test, steady state is not necessarily reached at the inter-cycle velocity. Because real faults will be perturbed regardless of whether they have attained steady state or not, this condition of initially non-steady state behavior is a specific focus of this study. For example, during afterslip sequences, the fault is shearing at a non-steady state, being in a transient stage between a large velocity perturbation (i.e., earthquake slip) and a slow return to a frictional strength recovery driven by remote tectonic loading. In this case, the conventional RSF laws do not fully characterize these conditions, because the constitutive parameters must be calculated when \( \theta_0 \) and \( \theta \), and therefore the friction coefficients at \( V_o \) and \( V \), are at steady state (Equation 6). Therefore, we use an alternative but comparable metric specifically for velocity-dependent friction at an initially non-steady state condition:
Here $\Delta \mu_i$ is defined as $\mu(V)_{ss} - \mu_i$, where $\mu_i$ is the instantaneous friction coefficient at the end of the inter-cycle period immediately prior to re-initiation of faster sliding. The parameter $\mu_i$ is the reference friction value at the non-steady state condition. $\mu(V)_{ss}$ is the steady-state friction coefficient at $V$ as in Equation 6 (Figure 2). The parameter $\Gamma$ quantifies an apparent friction velocity dependence, and if steady state happens to have been attained at the point where $\mu_i$ is measured, then $\Gamma = a - b$.

3. Experimental Results

From the standard SHS tests, we measured a healing rate $\beta$ of 0.032 decade$^{-1}$ (Figure 3). Healing exhibits a log-linear dependence on time for all hold times up to 10$^6$ s. Multiple measurements were made to demonstrate repeatability; from a set of six measurements of a 1,000-s hold, we calculated a standard deviation of 0.008 in $\Delta \mu$. We performed 1,000-s VC tests for inter-cycle velocities ranging from $10^{-10}$ (0.1 nm/s, or 3 mm/yr) to $3 \times 10^{-7}$ m/s (0.3 mm/s). We observe that $\Delta \mu_i$ for VC tests increases as a function of increasing inter-cycle velocity to maximum values at $3 \times 10^{-9}$ and $1 \times 10^{-8}$ m/s. To compare with standard SHS tests, we calculated an average value and standard deviation from the six repeated 1,000-s SHS tests, which we compared to $\Delta \mu_i$ values from our VC tests (Figure 3). The comparison shows that for inter-cycle velocities of $3 \times 10^{-9}$ and $1 \times 10^{-8}$ m/s, $\Delta \mu_i$ values are higher than the average value of $\Delta \mu_i = 0.078$ for a standard 1,000-s hold and lie near or above the standard deviation for the 1,000-s holds. $\Delta \mu$ then decreases log-linearly for inter-cycle velocities $\geq 10^{-8}$ m/s. A smaller set of ~350,000-s VC tests with inter-cycle velocities in the range $10^{-10}$ to $3 \times 10^{-8}$ m/s show an approximately log-linearly decreasing trend in $\Delta \mu_i$ with increasing inter-cycle velocity, with no values exceeding the $\Delta \mu_i$ value expected from a 350,000-s hold. Standard velocity step tests with threefold velocity increases, evaluated at steady state, show consistently velocity-weakening behavior for $V$ ranging between $10^{-9}$ and $3 \times 10^{-5}$ m/s (Figure 4a). Oscillations in friction resembling stick-slip instabilities are observed at velocities of $\leq 3 \times 10^{-9}$ m/s (supporting information), which are consistent with repetitive slow stick-slip observed in a sample of the Alpine Fault under similar conditions (Ikari, 2019). These slip events preclude measurement of $a - b$ values but allow us to infer velocity-weakening friction at these low driving rates and presumably more velocity-weakening than at higher velocities where the oscillations are absent. In comparison, $\Gamma$ values (the apparent friction velocity dependence evaluated via Equation 7) obtained from the 1,000-s VC tests show apparent velocity-strengthening behavior when
the inter-cycle velocity is $10^{-8}$ m/s or lower and velocity-weakening behavior for inter-cycle velocities above $10^{-8}$ m/s (Figure 4b). For the 1,000-s VC tests, the $\Gamma$ values (and therefore $\Delta \mu$) exhibit the same pattern as the healing measured as $\Delta \mu$—increasing as a function of increasing inter-cycle velocity to maximum values at $3 \times 10^{-9}$ and $1 \times 10^{-8}$ m/s and then decreases log-linearly for inter-cycle velocities $\geq 10^{-8}$ m/s. We note that the velocities at which we observe maximum values in $\Gamma$ from the 1,000-s VC tests are the same at which we observe a maximum in $\Delta \mu$. $\Gamma$ values obtained from the $\sim 350,000$-s VC tests consistently show (apparent) velocity-weakening friction. For some VC tests (both 1,000 and $\sim 350,000$), steady-state is reached; these cases are fit with the inverse model and presented as $a$-$b$ values, which are consistently $< 0$.

Based on our experimental results, we have performed some preliminary simulations using a rate-and-state forward model with one state variable for 1,000-s VC tests and a 1,000-s hold (see supporting information).
These predictions generally match the experimental data, including (1) the form of the friction curve during the velocity cycles, (2) the decrease in healing at larger inter-cycle velocities, and (3) the transition from apparent velocity strengthening to apparent (or true) velocity weakening at larger inter-cycle velocities. The aging law provides a better match to the data in some instances, and in other instances, the slip law provides a better match; however, neither law matches our observations exactly. Note that these are preliminary simulations; a more robust analysis requires a more comprehensive modeling study (including simulations using two state variables) that is outside the scope of this experimental study.

4. Role of Displacement During Active Fault Loading

4.1. A Period of Advanced Healing

The comparison between VC tests and SHS tests shows that the non-zero loading rate during the inter-cycle period of the VC tests at $10^{-9}$ to $10^{-8}$ m/s tends to induce larger healing on average compared to standard SHS tests. The healing ($\Delta \mu$) values do not clearly extend outside the upper standard deviation range for an ordinary hold, indicating that the presence of additional healing in this velocity range may not be unambiguous. However, given that the VC healing values are consistently larger than the average value for the 1,000-s hold and that two data points do exceed the standard deviation for an ordinary hold (at inter-cycle velocities of $3 \times 10^{-9}$ and $10^{-8}$ m/s), we must acknowledge the possibility of additional healing during shear loading. Simulations (see supporting information) using the slip law predict increased healing within a limited velocity range, similar to what we observe; however, the aging law does not predict increased healing.

If additional healing occurs, it is related to the active shear loading during the VC tests. Healing from conventional SHS tests is explained by volumetric strain at grain-scale contact asperities, driven by the normal load and therefore in 1-D. When the sample is also experiencing shear loading, this adds an additional component of lateral compaction via grain rolling and sliding. This lateral compaction is driven by sub-failure shear loading rather than active shearing following failure and is similar to “shear-enhanced compaction” observed in sands and sandstones (Baud et al., 2006; Cashman & Cashman, 2000). However, the extra healing is clearly limited; at inter-cycle velocities > $10^{-8}$ m/s, healing clearly decreases below the standard SHS value (Figure 3). This is because slip at higher velocities causes a decrease in contact area, affecting healing (e.g., Marone, 1998b). Therefore, this signifies a transition from healing being facilitated by sub-failure shear loading to healing being disrupted by dilatancy associated with shear failure (Marone et al., 1990; Teufel, 1981), due to larger accumulated displacement (i.e., for a fixed inter-cycle amount of time the displacement increases as the velocity increases).

Additional healing is not observed for inter-cycle velocities lower than $10^{-9}$ m/s, likely because these rates are too slow to induce sufficient shear loading within 1,000 s so that the gouge is still in a state of relaxation similar to standard SHS tests. If the slip from driving is sufficiently small—either due to low elapsed time or very slow driving rates—then the signal from active driving would be overwhelmed by creep due to the relaxation of the sample and apparatus. This can be seen in our data, where the initial shape of the friction curve for both a standard hold and low inter-cycle velocities. This is consistent with forward models of our velocity cycle tests (see supporting information), which suggest that the slip rate at the end of a 1,000-s velocity cycle is comparable to that at the end of an ordinary hold for inter-cycle velocities of $\leq 10^{-9}$ m/s; but for inter-cycle velocities > $10^{-8}$ m/s, the slider velocity during the cycle is higher than the end velocity in an ordinary hold. This supports our explanation for the observed higher healing, because higher healing is observed for velocity cycle tests during which the slip velocity is always larger than the velocity at the end of an ordinary hold. It is also observed that the slip law reproduces advanced healing, supporting the idea that active shearing plays an important role.

4.2. Temporarily Enhanced Frictional Stability

The displacement that accumulates during the inter-cycle period also plays an important role in frictional stability. We observe consistent steady-state velocity-weakening friction from our conventional velocity step
tests; however, our VC tests exhibit apparent velocity-strengthening as well as weakening depending on inter-cycle velocity. Apparent velocity-strengthening values are observed for VC tests with the shorter inter-cycle times (1,000 s) and slower inter-cycle velocities ($\leq 10^{-8}$ m/s), which contrast with (1) apparent velocity weakening observed for the longer inter-cycle times of $\sim 350,000$ s and (2) true velocity-weakening observed for 1,000-s cycles and inter-cycle velocities of $\geq 10^{-7}$ m/s (Figure 4b). We illustrate this by comparing 1,000-s VC tests with inter-cycle velocities of $3 \times 10^{-9}$ and $10^{-7}$ m/s (Figure 5). The friction coefficient in the VC test with the faster inter-cycle velocity reaches steady state; therefore, an $a-b$ value can be extracted which is negative. On the other hand, at the slower inter-cycle velocity, steady state is not reached and $\Gamma$ must be calculated, which in this case is positive indicating apparent velocity strengthening. The inter-cycle driving slip at 1,000 s is $100 \mu m$ at $10^{-7}$ m/s and $3 \mu m$ at $3 \times 10^{-9}$ m/s; therefore, whether strengthening or weakening occurs depends on whether steady state is reached after the inter-cycle portion of the test, suggesting that it depends on whether the critical slip distance is exceeded.

To test the role of $D_c$, their values must be known for the inter-cycle velocities. Since $D_c$ must be extracted from RSF constitutive modeling, they can only be determined directly from VC tests if the inter-cycle friction coefficient reaches steady state. Because we used two state variables to fit our data, we consider $D_{c1}$ rather than $D_{c2}$ for two main reasons: (1) $D_{c1}$ corresponds with $b_1$, which characterizes the strength decrease immediately following the direct effect and is therefore most relevant for slip event nucleation, and (2) $D_{c1}$ is significantly shorter than $D_{c2}$ (supporting information) and can be used as a lower bound; since frictional stability is inversely related to $D_c$ (Scholz, 1998), this represents a conservative estimate. We observe no clear difference between $D_c$ values obtained using the aging or slip laws within a certain amount of data scatter (Figure 6); therefore, we use $D_c$ values determined with Dieterich's aging law for the remainder of our analyses.

$D_c$ could be directly determined for our fastest VC tests, which reached steady state for inter-cycle velocities of $10^{-7}$ and $3 \times 10^{-7}$ m/s (1,000 s) and $10^{-8}$ and $3 \times 10^{-8}$ m/s ($\sim 350,000$ s). For lower inter-cycle velocities, the data could not be fit with the RSF model, either due to insufficient accumulated slip (in 1,000-s VC tests), or in some cases because of stick-slip-like oscillations obscuring steady state (supporting information). For these VC tests, we retrieve a value of $D_c$ by either (1) for 1,000-s VC tests, assuming a $D_c$ value from a $\sim 350,000$-s VC test with the same inter-cycle velocity, or (2) assuming a value of 10 $\mu m$ as a representative value (Figure 6).

By converting the driving rate to an amount of inter-cycle displacement $\delta$, we can compare this displacement value against the critical slip distance for each of our VC tests. We observe apparent velocity strengthening ($\Gamma > 0$) when the inter-cycle slip does not exceed the critical slip distance, or when $\delta/D_c \leq 1$. When $\delta/D_c > 1$, 
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**Figure 6.** Critical slip distance as a function of (a) inter-cycle velocity during VC tests and (b) upstep slip velocity from velocity step tests with a threefold velocity increase.
predominantly velocity weakening is observed (note that when $\delta/D_c > 1$, steady state is reached and $\Gamma = a-b$) (Figure 7). A similar analysis can be made using the state variable $\theta$ (considering $\theta$ to be $\theta_{ss}$, as we do with $D_c$). At steady state, $\theta_{ss} = D_c/V$; when not at steady state, the instantaneous value of $\theta$ can be calculated as

$$\theta = \frac{D_c}{V} + \left(\frac{\theta_o - D_c}{V}\right)e^{-\delta/D_c}$$

(Dieterich, 1992), where $\theta_o$ is the state variable at $V_o$ ($\theta_o = D_c/V_o$). Our data show that apparent velocity strengthening ($\Gamma > 0$) is observed when $\theta/\theta_{ss} < 0.95$, and velocity-weakening is dominant when $\theta/\theta_{ss}$ is ~1 (Figure 7). The largest $\Gamma$ values are observed for $\delta/D_c = 0.10–0.14$ and $\theta/\theta_{ss} = 0.095–0.130$, which are measured for inter-cycle velocities of $10^{-9}$ and $3 \times 10^{-9}$ m/s.

These results demonstrate that following a slip event, if the critical slip distance is not reached, the material will strengthen when the fault is perturbed. The fault would resist accelerating slip as if it was a velocity-strengthening material, even if the fault exhibits velocity weakening under steady-state conditions. However, this phase is transient and velocity-weakening behavior resumes once slip exceeds $D_c$ and enough time elapses equivalent to the state variable at steady state (defined by the frictional behavior of the fault material). The effect of this temporary stable phase is largest when the slip is about 10% of $D_c$ and the time elapsed is 10% of the steady-state variable (Figure 7).

For our 1,000-s VC experiments, the inter-cycle velocities that produce the largest apparent velocity strengthening also produced the largest healing values, exceeding the strengthening observed in standard SHS tests (Figure 3). At these rates ($10^{-9}$ to $10^{-8}$ m/s), the shear stress is near its lowest value due to relaxation following the slip event (Figure 5). Therefore, the most rapid healing coincides with the point at which the shear stress on the fault is the farthest below its failure strength. Note that this difference between stress and strength is expected to be largest early in the inter-cycle phase, when relaxation transitions to transient loading. This difference between stress and strength contributes to enhancing the temporary frictional stability.

5. Implications of a Temporary Stable Phase Following Slip Events

The potential existence of a period of enhanced stability following slip events holds important implications for spatiotemporal earthquake patterns, with the caveat that the results obtained from our Waikukupa Thrust gouge are assumed to be generally applicable to natural faults. Because we relate our analysis to
the process of repeated cycles of stress drops and reloading, it is implicit that this study is applicable to seis-
mogenic and/or slow slip faults. Our data suggest that frictional instability may be suppressed for a period
following a slip event, as is to be expected based on earthquake cyclicity. One implication of the temporary
stable phase is that slow afterslip may be expected on a recently slipped fault patch, whereas in numerical
simulations, coseismic slip and afterslip are usually considered to occur on adjacent, but different fault
patches (e.g., Marone et al., 1991; Miyazaki et al., 2004; Perfettini et al., 2010; Perfettini & Avouac, 2004,
2007). The temporary stable phase may also affect the tendency of slow slip faults to be driven to ordinary
earthquake speeds. Using a combination of laboratory friction data and geophysical observations from the
Tohoku region of the Japan Trench subduction zone, Ito et al. (2017) suggested that ongoing slow fault slip
(in this case, foreshock afterslip) could enhance susceptibility to coseismic slip propagation via a
slip-weakening mechanism, provided that sufficiently fast rates are reached. On the other hand, the results
of our study indicate enhanced stability via an increase in the apparent velocity dependence of friction fol-
lowing a slip event during shear loading, which is a strain- or slip- hardening phase. Therefore, the com-
bined results of Ito et al. (2017) and our study suggest that fault stability can vary over different phases of
a slip event cycle. Finally, another important implication which we explore in more detail is its potential
effect on earthquake recurrence time.

6. Temporary Frictional Stability and Minimum Earthquake Recurrence Times

6.1. Estimation of Recurrence Times on Natural Faults

In our laboratory experiments, the temporary stable phase depends on \( D_c \) as measured from velocity step
data; therefore, on natural faults, the stable phase depends on the field value of \( D_c \), which previous studies
have shown is several orders of magnitude larger (Griffith & Prakash, 2015; Marone & Kilgore, 1993;
Ohnaka, 2003). Combined with measurements of long-term fault slip rate as \( V \), the field value of the state
variable at steady-state \( \theta_{ss} \) is then equivalent to the field value of \( D_c/V \). Since our laboratory data indicate
that \( \theta_{ss} \) is an elapsed time before frictional instability is possible, we suggest that the field value of \( \theta_{ss} \) rep-
sents a minimum recurrence time for repeating earthquakes. In order to calculate the minimum recurrence
time, it is necessary to upscale \( D_c \) from laboratory values to appropriate field values. Slip during the slow
earthquake nucleation phase can be estimated from seismograms (Ellsworth & Beroza, 1995), and this slip
amount is conceptually equivalent to the critical slip distance for instability (e.g., Ohnaka, 2000). We there-
fore use the seismologically determined value of \( D_c \) as a proxy for the field value of the laboratory-measured
\( D_c \). Seismologically-derived estimates of \( D_c \) for earthquakes of \( M_w \) between 2.6 and 8.1 (Ellsworth
& Beroza, 1995; Ide & Takeo, 1997; Papageorgiou & Aki, 1983) are roughly in the centimeter to meter range.
Based on these data, Ohnaka (2000) proposed that \( D_c \) exhibits a positive relationship with the seismic
moment \( M_w \):

\[
M_w = 10^{19} D_c^3
\]  

(9)

Using this relation, \( D_c \) can also be estimated based on earthquake moment magnitude \( M_w \) using a standard
scaling relation between \( M_w \) and \( M_{w'} \):

\[
M_w = \frac{2}{3} \log_{10} M_{w'} - 6
\]  

(10)

for \( M_w \) having units of N·m (Kanamori, 1986).

6.2. Application to the Alpine Fault

Although the Waikukupa Thrust itself is currently inactive, it can be considered as an ancient exhumed ana-
logue of the active Alpine Fault, the upper portion of which was recently drilled as part of the DFDＰ
(Sutherland et al., 2012; Toy et al., 2015). The composition of our sample (41% quartz + feldspar, 14% calcite,
36% illite/chlorite/mixed layer clay minerals) is very similar to samples of gouge from one of the two prin-
cipal slip zones encountered in the DFDＰ-1B borehole. This includes a sample tested by Boulton et al. (2014)
(48% quartz + feldspar, 10% calcite, 32% smectite + illite + muscovite) and another sample tested by Ikari
et al. (2014) as well as Ikari and Kopf (2017) (44% quartz + feldspar, 8% calcite, 38% smectite + illite + musco-
vite + chlorite). XRD data for the Ikari and Kopf (2017) sample were not previously reported; however, we
have quantified the mineral assemblage for that sample using the same method as for the Waikukupa sample. The high friction coefficient measured at the background shearing rate (10 μm/s), velocity-weakening behavior in standard velocity step tests, and large healing rate we observe are consistent with previous measurements on fault gouges from the Alpine Fault itself (Boulton et al., 2014; Ikari et al., 2014, 2015; Ikari & Kopf, 2017; Niemeijer et al., 2016).

The Alpine Fault is considered to be near the end of its earthquake cycle, capable of a $M_w$ 7+ earthquake (e.g., Sutherland et al., 2007; Townend et al., 2009). On the Alpine Fault, the long-term slip rate is ~2.5 cm/yr (Cooper & Norris, 1994; Norris & Cooper, 2000; Sutherland et al., 2006). Using this value and Equations 9 and 10, an earthquake with $M_w = 7$ would have a $D_c$ of 1.5 m and a minimum recurrence time of 59 years, and a $M_w = 8$ would have a $D_c$ of 4.6 m and a minimum recurrence time of 184 years. These values are lower than estimates of the recurrence interval of large earthquakes on the Alpine Fault from paleoseismologic techniques, although they can vary widely. Adams (1980) estimated a recurrence interval of 500 years, whereas Wells et al. (1999) suggested a more irregular recurrence in the range of 100–280 years. Bull (1996) and Berryman et al. (2012) suggest averages of 260 and 330 years, respectively. General consensus is that the last large Alpine Fault earthquake occurred in 1717 AD (De Pascale & Langridge, 2012; Sutherland et al., 2007; Wells et al., 1999). If a minimum recurrence of slightly more than 300 years indicates a $D_c$ of 7.6 m, this suggests that the current Alpine Fault is capable of a $M_w = 8.4$ earthquake or greater, consistent with the assessment of Sutherland et al. (2007).

6.3. Application to the Northern San Andreas Fault System

Although our results were obtained from fault gouge from the Alpine Fault system, the concept of minimum earthquake repeat time based on field values of $D_c$ and $\delta_s$ should be applicable to all fault zones, if they obey RSF laws. A more robust comparison can be made with catalogs of repeating earthquakes on the northern San Andreas Fault system, recorded by the CALNET seismic network (Oppenheimer et al., 1992). We investigate here two specific earthquake catalogs: a repeating sequence of $M_w$ ~1.5 earthquakes (named the CA1 sequence) on the Calaveras Fault in the vicinity of the 1984 $M_w = 6.2$ Morgan Hill earthquake (Vidale et al., 1994), and sets of repeating earthquakes classified as doublets, triplets, and one quadruplet (Beroza et al., 1995). These earthquakes have $M_w$ ranging from 1.0 to 2.8 and occurred on the San Andreas, Calaveras, and Sargent faults in the region of the $M_w = 6.9$ Loma Prieta earthquake. A key characteristic of each of these earthquake sets is that they occur on the same fault patch and have the same focal mechanism. The CA1 sequence was used in previous studies applying frictional healing from SHS tests to earthquake recurrence patterns (Marone, 1998a; Marone et al., 1995).

For these repeating earthquakes in the northern San Andreas Fault system, $D_c$ values estimated from $M_w$ using Equations 9 and 10 range from ~1.5 mm to 1.2 cm. The long-term displacement rate on the San Andreas Fault is ~2.5 cm/yr, also similar to the Alpine Fault (Ryder & Bürgmann, 2008; Titus et al., 2005). On the Calaveras Fault, the average slip rate is ~1.5 cm/yr (Working Group on California Earthquake Probabilities, 1999), whereas it is only 0.3 cm/yr on the Sargent Fault (Prescott & Burford, 1976). If the minimum recurrence time calculated as $D_c/V$ represents the minimum time necessary for instability, then the observed recurrence times from the repeating earthquakes should exceed these values. The observed recurrence intervals vary widely, ranging from 1 to over 3,200 days (about 9 years). Most of these values exceed the calculated minimum recurrence, which for $M_w$ of 1–2.5 ranges from 21–120 days for the San Andreas Fault and 36–200 days for the Calaveras Fault. Despite the low offset rate, the recurrence time of the Sargent Fault doublet is nearly an order of magnitude larger than the estimated minimum value.

In some cases, the recurrence is shorter than these minimum estimates (Figure 8a). However, these shorter recurrence intervals occur in the immediate temporal vicinity of larger earthquakes: the 1984 Morgan Hill earthquake on the Calaveras Fault (Bakun et al., 1984) and the 1989 Loma Prieta earthquake on the San Andreas Fault (Dietz & Ellsworth, 1990). We infer that elevated slip rates associated with these earthquakes are therefore responsible for the shorter observed recurrence by increasing $V$ relative to $D_c$ (Figure 8b). Based on the estimated $D_c$ values, slip rates were elevated to at least 37 cm/yr following both the Morgan Hill and Loma Prieta earthquakes, consistent with earthquake afterslip in the area (Segall et al., 2000). For the Loma Prieta earthquake, the largest slip rate on the San Andreas Fault of at least 94 cm/yr occurred before the mainshock. This suggests precursory slip prior to the Loma Prieta earthquake, which is consistent with
observations of elevated seismic activity and thus elevated stress and strain (Bowman & King, 2001). As a final caveat, we note that the above analysis is based on strictly friction mechanics considerations. Although friction alone can explain the observational data, other mechanisms such as pore pressure fluctuations and distribution can clearly affect earthquake timing. One example of this is the Alto Tiberina fault in the northern Appenines, Italy, where rapidly recurring earthquakes are related to CO₂ overpressuring (Chiaraluce et al., 2007; Miller et al., 2004).

7. Conclusions

We develop and utilize a method of laboratory friction testing called a velocity-cycling (VC) test, which is a modified version of the SHS test employing a very low driving velocity during the "hold" portion of the test. The VC test is applicable to periods of transient fault loading and therefore probably represents the state of most major faults over a majority of the time. We use a natural fault gouge outcrop sample from the Waikukupa Thrust, an abandoned strand of the Alpine Fault system in New Zealand. Standard velocity stepping and SHS tests show that this sample is strong and tends toward frictional instability, consistent with other fault gouges from the Alpine Fault. Our VC tests show that slow but non-zero shearing rates may induce larger healing than in conventional SHS tests via active shear loading. Importantly, the VC tests also reveal that during transient loading, our sample exhibits a temporary phase of frictional stability that fades with accumulating displacement and vanishes when the critical slip distance is exceeded and enough time has elapsed to match the steady-state value of the state variable. This observation suggests that frictional stability evolves with position in the slip event cycle and that a minimum repeat time for rupturing fault patches may exist, which is defined by the field values of \( D_c \) and \( \theta_{ss} \). This is supported by the recurrence times of repeating earthquakes in the northern San Andreas Fault system which are mostly longer than the minimum times estimated from field values of \( D_c \); shorter recurrence times coincide temporally with large earthquakes in the region and may therefore be a consequence of locally elevated slip rates.

Data Availability Statement

All data are available from the Pangaea data publisher for earth and environmental science (https://doi.pangaea.de/10.1594/PANGAEA.915079).

Figure 8. (a) Recurrence time (days) for a catalog of earthquake multiplets (Beroza et al., 1995) and the CA1 earthquake sequence (Vidale et al., 1994) on the northern San Andreas Fault, Calaveras Fault, and Sargent Fault, California. Solid slanted lines show the minimum recurrence interval calculated as \( \theta = D_c/V \), where \( D_c \) is obtained from \( M_w \) following Ohnaka (2000) and \( V \) is 2.5 cm/yr for the San Andreas Fault, 1.5 cm/yr for the Calaveras Fault, and 0.3 cm/yr for the Sargent Fault. (b) Minimum slip rates calculated for the two earthquake catalogs, assuming \( \theta = D_c/V \) represents the minimum recurrence. Timing of the \( M_w = 6.2 \) Morgan Hill and \( M_w = 6.9 \) Loma Prieta earthquakes, as well as the long-term slip rates for the three faults are shown for reference.
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