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We study the Kondo effect in a CNT(left lead)-CNT(QD)-CNT(right lead) structure. Here CNT is a single-wall metallic carbon nanotube, for which 1) the valence and conduction bands of electrons with zero orbital angular momentum \( m = 0 \) coalesce at the two valley points \( K \) and \( K' \) of the first Brillouin zone and 2) the energy spectrum of electrons with \( m \neq 0 \) has a gap whose size is proportional to \(|m|\). Following adsorption of hydrogen atoms and application of an appropriately designed gate potential, electron energy levels in the CNT(QD) are tunable to have: 1) two-fold spin degeneracy; 2) two-fold isospin (valley) degeneracy; 3) three-fold orbital degeneracy \( m = 0, \pm 1 \).

As a result, an SU(12) Kondo effect is realized with remarkably high Kondo temperature. Unlike the SU(2) case, the low temperature conductance and magnetic susceptibility have a peak at finite temperature. Moreover, the magnetic susceptibilities for parallel and perpendicular magnetic fields (WRT the tube axis) display anisotropy with a universal ratio \( \chi_{\parallel}/\chi_{\perp} = \eta \) that depends only on the electron’s orbital and spin \( g \) factors.

PACS numbers: 73.21.Hb, 73.21.La, 73.22.Dj, 73.23.Hk

I. INTRODUCTION

Background: Kondo tunnelling through carbon nanotube quantum dots CNT(QD) has recently become a subject of intense theoretical and experimental studies. One of the motivations for pursuing this research direction is the quest for achieving an exotic Kondo effect with SU(N) dynamical symmetry, based on the peculiar properties of electron spectrum in CNT. Achieving SU(4) symmetry is natural because the energy spectrum of metallic CNT consists of two independent valleys that touch at the \( K \) and \( K' \) points of the Brillouin zone. The energy levels possess degeneracy in both spin (\( \uparrow, \downarrow \)) and isospin (or valley \( K, K' \)) quantum numbers. Thus, due to both spin and isospin degeneracy, an SU(4) Kondo effect takes place.

Motivation: Achieving even higher degeneracy SU(N>4) of the QD is highly desirable. Firstly, the Kondo temperature dramatically increases with \( N \). Secondly, there is a hope to expose novel physical observables that are peculiar to these higher symmetries. In the present device, higher degeneracy may be obtained by employing the orbital (cylindrical) symmetry of electron states in CNT, an option which so far has not been effectively employed in this quest. In order to manipulate these orbital features, we use the fact that adsorption of oxygen, hydrogen or fluorine atoms on the surface of the CNT gives rise to gap opening in the spectrum of the metallic CNT. Realization of SU(N>4) Kondo effect then becomes feasible, since there is now spin, isospin (valley) and orbital degeneracy.

The main objectives: The main goals of the present work are: 1) To show that SU(12) Kondo effect in the CNT(left lead)-CNT(QD)-CNT(right lead) structure is indeed achievable and 2) To elucidate the physical content of this structure at the Kondo regime as encoded by tunneling conductance and the magnetic susceptibility. The first goal obtains by designing the electron spectrum in the CNT(QD) to have a 12-fold degeneracy following adsorption of hydrogen atoms combined with an application of a non-uniform gate potential. Namely, the energy levels of the central element CNT(QD) are tunable into a three-fold orbital degeneracy for \( m = 0, \pm 1 \) (where \( m \) is the component of the orbital angular momentum along the CNT axis). The second goal is achieved through quantitative analysis, based on perturbation theory at high temperatures and mean field slave boson formalism at low temperature.

The main results: The energy spectrum of the CNT(QD) gated by a spatially modulated potential is elucidated, and the possibility to get a CNT(QD) with...
twelve-fold degenerate quantum states is substantiated. This CNT(QD) is then integrated into a tunnelling junction CNT(left lead)-CNT(QD)-CNT(right lead) as shown in Fig. 1. When the ground state of the interacting CNT(QD) is occupied by a single electron, Kondo tunneling with SU(12) dynamical symmetry is realized. This exotic Kondo effect is quantitatively analyzed. First, the corresponding Kondo temperature is evaluated. In Sections II and Section VII the results of our calculations of the tunnelling conductance and the magnetic susceptibilities are respectively presented both in the weak and strong coupling regimes. The main achievements of the present work are summarized in Section VIII. Analysis of the electron wave functions in the CNT(QD) with adsorbed hydrogen atoms under the appropriate gate potential is relegated to Appendix A.

Zeeman splitting for electrons in CNT subject to an external magnetic field is calculated in Appendix B. The ratio \( \chi_{\text{imp}}^\parallel(T)/\chi_{\text{imp}}^\perp(T) \) is derived in Appendix C using the fluctuation-dissipation theorem.

II. MODEL

Characteristic energy dispersion relation for electron in CNT is derivable from the special band structure of a graphene sheet. Let \( \mathbf{c}_{n_1,n_2} \) denote the chiral vector that represents a possible rolling of graphene into a CNT. When \( n_1 - n_2 \) is an integer multiple of 3, a CNT becomes a zero-gap semiconductor. Else, it becomes a semiconducting nanotube with a finite band gap. The band structure of a metallic CNT exhibits two Dirac points with a right- and left-moving branch around each Dirac point. A peculiar consequence of the Dirac nature of charge carriers in CNT is that electrons can tunnel through a potential barrier without reflection. This Klein paradox prevents a practical aspect of CNT: it is virtually impossible to trap an electron in between potential barriers, as it can escape out. It also hinders the formation of a gap in the band spectrum. Fortunately, this can be circumvented by chemical modification of the CNT. In Refs. 20, 21 it is shown that when radicals such as atomic oxygen, hydrogen or fluorine are adsorbed on the graphene surface they form covalent
bonds with the carbon atoms. These covalent bonds are realized since the carbon atoms change their hybridization from $sp^2$ to $sp^3$, and that results in the opening of a band gap (similar to the situation in diamond crystals). Its size can reach $2\Delta_g \sim 1$ eV depending on the density of adsorbed atoms\textsuperscript{20,26}.

The energy spectrum of the metallic CNT with adsorbed atoms can be manipulated to be dependent on $x$ in such a way that the gap $\Delta_g$ is approximately given by the following function of $x$,

$$
\Delta_g(x) = \begin{cases} 
M_0, & \text{if } |x| < h \text{ or } |x| > h + a, \\
N_0, & \text{if } h < |x| < h + a,
\end{cases}
$$

(2)

where $N_0 > M_0$. The Fermi level $\epsilon_F$ is tuned to satisfy the inequality $N_0 > \epsilon_F > M_1$. Thereby, the CNT is divided into five intervals numbered 1-5, with the following respective electronic properties: Two intervals (1 and 5), with $|x| > h + a$, serve as left and right metallic leads. Two insulating intervals (2 and 4), with $h < |x| < h + a$, serve as left and right tunneling barriers. Finally, interval 3 with $|x| < h$ serves as quantum dot (see Fig. 3).

### III. ENERGY LEVELS OF CNT(QD)

We describe the quantum states of electrons in the CNT in the long-wave $\mathbf{k} \cdot \mathbf{p}$ approximation. This approximation is good when the wave vector $\mathbf{k}$ of the electron is close to the $\mathbf{K}$ or $\mathbf{K}'$ point of the first Brillouin zone (BZ) of the hexagonal lattice of the CNT, i.e., when $|\mathbf{k} - \mathbf{K}| \ll K$ or $|\mathbf{k} - \mathbf{K}'| \ll K$ [see Figure 3 for illustration]. However, when electron is rejected from the edges of the CNT QD, the possible transitions between the valleys $\mathbf{K}$ and $\mathbf{K}'$ cannot be described in the framework of long-wave approximation. Therefore, it will be useful to start our discussions from the microscopic tight-binding model\textsuperscript{18,19}.
A CNT is specified by a chiral vector

\[
c_{n_1 n_2} = n_1 a_1 + n_2 a_2,
\]

where \(a_1\) and \(a_2\) are the basis vectors \([|a_1| = |a_2| = a_0 = 2.46 \text{ Å}, n_1 \) and \(n_2\) are integers. A CNT is obtained by rolling a 2D graphene sheet such that the atom at the origin coincides with the atom at \(c_{n_1 n_2}\). Then \(|c_{n_1 n_2}| = 2\pi r_0\) is the length of the CNT circumference and \(r_0\) is the CNT radius. We specify the CNT by a chiral angle \(\phi_0\), the angle between \(c_{n_1 n_2}\) and the basis vector \(a_1\), as shown in Figure 4. The hexagonal symmetry of graphene gives us the condition \(-\frac{\pi}{6} < \phi_0 \leq \frac{\pi}{6}\). Two special values of \(\phi_0\) are \(\phi_0 = 0\) and \(\phi_0 = \frac{\pi}{4}\). For \(\phi_0 = 0\), a zigzag CNT is constructed, while for \(\phi = \frac{\pi}{6}\), one has an armchair CNT.15,19
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**FIG. 4**: (Color online) Panel (a): A monoatomic layer of graphene. The red and blue dots denote carbon atoms of the sublattice A and B. The primitive vectors of graphene are \(a_1\) and \(a_2\). The nanotube is obtained by choosing the chiral vector \(c_{n_1 n_2}\), equation (3). The unit vectors \(e_x\) and \(e_y\) are fixed in the CNT in such a way that \(e_x\) is along the CNT axis, and \(e_y\) is along the circumferential direction \(c_{n_1 n_2}\). The chiral angle between \(a_1\) and \(c_{n_1 n_2}\) is \(\phi_0\). Panel (b): The first Brillouin zone of graphene. \(k_x\) is the component of the 2D wave vector \(k\) along the CNT axis and \(k_y\) is the component of \(k\) in the circumferential direction. The angle between \(K\) and the axis \(k_x\) is \(\phi_0 - \frac{\pi}{6}\). \(K \pm q\) and \(K' \pm q\) (green dots) are degenerate quantum states in the valleys \(K\) and \(K'\).

When an electron is scattered off an effective potential given in Eq. (2), the component \(k_x\) of the 2D wave vector \(k\) is not a good quantum number, whereas \(k_y\) is still a good quantum number. As a result, for most types of nanotubes with \(\phi_0 \neq \frac{\pi}{6}\) [that is, except armchair ones] the vectors \(K\) and \(K'\) are not collinear to the CNT axis [see Figure 4], and therefore the electron that is localized by the potential (2) can change its wave vector from \(K + q\) to \(K - q\) or from \(K' + q\) to \(K' - q\), and there is no quantum transitions between the valleys \(K\) and \(K'\). For an armchair CNT, the vectors \(K\) and \(K'\) are collinear with the axis of the CNT, and therefore there are quantum transitions from \(K\) to \(K'\) which lift the inter-valley degeneracy. In what follows, we will consider the CNT QD’s which possess the inter-valley degeneracy (that is, \(\phi_0 \neq \frac{\pi}{6}\)).

When \(|q| \ll K\), the single electron wave functions and the corresponding energy spectrum of the CNT(QD) are deduced from the corresponding analog of the Dirac equation which in the present geometry takes the form,

\[
\hat{H}_d \Phi_{mn}(x, \phi) = \epsilon \Phi_{mn}(x, \phi).
\]

Here \(\Phi_{mn}(x, \phi)\) is the wave function with principal quantum number \(n = 1, 2, 3, \ldots\) and magnetic quantum number \(m = 0, \pm 1, \pm 2, \ldots\). The Hamiltonian of the QD in the \(k \cdot p\) approximation is \(\hat{H}_d = d(x) \cdot \tau\), where

\[
d(x) = d_{in} \theta(h - |x|) + d_{out} \theta(|x| - h),
\]

\[
d_{in} = \hbar v (e_x k_x + e_y k_y) + e_z M_0,
\]

\[
d_{out} = \hbar v (e_x k_x + e_y k_y) + e_z N_0.
\]

Here \(\tau = (\tau_x, \tau_y, \tau_z)\) is the vector of Pauli matrices acting in the iso-spin space, \(\theta(x)\) is the step function.
and
\[ k_x = -i \partial_x, \quad k_y = -\frac{i}{r_0} \partial_\phi. \] (5)

The function \( \Phi_{mn}(x) \) is calculated in Appendix A.

The energy levels of the QD are obtained by solving the equation,
\[ \mathcal{F}_\downarrow(\epsilon) \sqrt{\epsilon + M_m} \cos \left( k_x h + \frac{n\pi}{2} \right) = \mathcal{F}_\uparrow(\epsilon) \sqrt{\epsilon - M_m} \sin \left( k_x h + \frac{n\pi}{2} \right), \] (6)
where
\[ \mathcal{F}_\sigma(\epsilon) = \sum_{\sigma'} \sqrt{\epsilon(N_m + \sigma'\epsilon)} \left( \chi^{(1)}_\sigma \cdot \chi^{(2)}_{\sigma'} \right). \] (7)
\( \chi^{(\nu)}_\sigma \) \( \nu = 1, 2 \) are eigenspinors of the operators
\[ M^\nu_m = m\Delta_0 \tau_y + M^\nu_0 \tau_z, \]
\[ M^\uparrow_m = M_m, M^\downarrow_m = N_m. \] Explicitly,
\[ \chi^{(\nu)}_\uparrow = \frac{1}{\sqrt{2M^\nu_m(M^\nu_m + M^\nu_0)}} \begin{pmatrix} M^\nu_m + M^\nu_0 \cr im\Delta_0 \end{pmatrix}, \]
\[ \chi^{(\nu)}_\downarrow = \tau^\nu \chi^{(\nu)}_\uparrow. \]

The energy spectrum of the QD for different values of the dot length \( 2h \) is shown in Fig. 5. The red or blue curves denote energy levels for \( m = 0 \) or \( m = \pm 1 \) and different spatial parities. The light red and light blue curve describe quantum states with even principal quantum number \( n \) [the wave functions of such states are symmetric with respect to the inversion \( x \to -x \)], whereas the dark red and dark blue curves correspond to odd \( n \). The level crossing points (green dots) are three-fold (orbital) degenerate. At these points, SU(12) symmetry is expected.

IV. ANDERSON MODEL

We now consider the tunnel junction consisting of left and right CNT metallic leads (CNT), and a CNT quantum dot (QD), as shown in Fig. 1. The Anderson Hamiltonian of the CNT – CNT (QD) – CNT junction has the form,
\[ H = H_0 + H_t, \quad H_0 = H_l + H_r + H_d, \] (9)
\[ H_a = \sum_{k\lambda} \epsilon_{km} c_{ak\lambda}^\dagger c_{ak\lambda}, \quad \alpha = l, r, \] (10)
\[ H_d = \epsilon_d \sum_\lambda d_{\lambda}^\dagger d_{\lambda} + U_d \hat{N}_d(\hat{N}_d - 1), \] (11)
\[ H_t = \sum_{\alpha \lambda} t_m \left\{ \psi_{\alpha \lambda}^\dagger d_{\lambda} + \text{H.c.} \right\}, \] (12)

\[ \hat{N}_d = \sum_\lambda d_{\lambda}^\dagger d_{\lambda}. \]

Here \( \lambda = \{ \xi, m, \sigma \} \), where \( \xi = K, K' \) (the isospin) corresponds to electrons with wave vectors near the \( K \) and \( K' \) corner points in the 2D Brillouin zone, \( m \) is the magnetic quantum number and \( \sigma \) is the spin. Finally, \( \psi_{\alpha \lambda} = \psi_{\alpha \lambda}(x = 0) \) is a field operator at \( x = 0 \),
\[ \psi_{\alpha \lambda}(x) = \frac{1}{\sqrt{L_{\text{cnt}}} \sum_k} c_{ak\lambda} e^{ikx}, \]
\( L_{\text{cnt}} \) is the length of the CNT lead. The tunneling rates \( t_m \) are estimated as
\[ t_m \approx \frac{\hbar v}{\sqrt{\hbar}} \frac{M_m}{\epsilon_F} \exp \left\{ -\frac{a h}{\hbar v} \sqrt{N^2_m - \epsilon_F^2} \right\}. \]

We choose the parameters \( N_0, \epsilon_F \) and \( a \) such that the resonance width,
\[ \Gamma = 4\pi t_m^2 \rho_m(\epsilon_F), \] (13)
do not depend on \( m \). Here \( \rho_m(\epsilon) \) is the density of states of electrons with magnetic quantum number \( m \),
\[ \rho_m(\epsilon) = \frac{\epsilon}{2\pi\hbar v} \frac{\sqrt{\epsilon^2 - M_m^2}}{M_m}. \] (14)

V. SPIN HAMILTONIAN, SCALING EQUATIONS AND KONDO TEMPERATURE

The properly tuned CNT(QD) in its ground state has one electron whose energy \( \epsilon_0 \) is twelve-fold degener-
erate \((m = 0, \pm 1, \xi = \mathbf{K}, \mathbf{K}'\) and \(\sigma = \uparrow, \downarrow\)). Tunneling of electrons between the CNT(QD) and the CNT leads, encoded by \(H_1\), Eq. (12), changes the number of electrons in the dot. In the local moment regime, the Schrieffer-Wolff transformation is then used\(^{28,29}\) to project out zero and two electron states \((|0\rangle\) and \(|\lambda\lambda'\rangle\). It maps the Hamiltonian \(H\) onto an effective Hamiltonian \(\tilde{H} = H_1 + H_\tau + H_K\). Here \(H_K\), the Coqblin-Shrieffer spin Hamiltonian with the dot states \(|0\rangle\) and \(|\lambda\lambda'\rangle\) frozen out, has the following form\(^{29,30}\)

\[
H_K = \frac{1}{24} \sum_{\alpha\alpha'} \sum_\lambda K_{mm'} \psi_{\alpha',\lambda}^\dagger \psi_{\alpha,\lambda} + \\
+ \frac{j}{2} \sum_{\alpha\alpha'} \sum_\lambda J_{mm'} Z^{\lambda\lambda'} \psi_{\alpha',\lambda}^\dagger \psi_{\alpha,\lambda} + \\
+ \frac{j}{2} \sum_{\alpha\alpha'} \sum_{\lambda \neq \lambda'} J_{mm'} X^{\lambda\lambda'} \psi_{\alpha',\lambda'}^\dagger \psi_{\alpha,\lambda}, \tag{15}
\]

where \(X^{\lambda\lambda'} = |\lambda\rangle \langle \lambda'|\) are Hubbard operators coupling different degenerate dot states, and

\[
Z^{\lambda\lambda'} = X^{\lambda\lambda'} - \frac{1}{N} \sum_{\lambda'} X^{\lambda\lambda'}, \quad N = 12.
\]

The couplings \(K_{mm'}\) and \(J_{mm'}\) are

\[
J_{mm'} = j_{mn}^{m'} + j_{mn'}^{m}, \\
K_{mm'} = J_{mn}^{m} - (N-1)j_{mn'}^{m'}, \\
j_{mn}^{(1)} = \frac{2t_m t_{m'}}{\epsilon_F - \epsilon_d}, \\
j_{mn'}^{(2)} = \frac{2t_m t_{m'}}{U_d - \epsilon_F + \epsilon_d}.
\]

Employing the simplifying assumption\(^{13}\) we introduce the dimensionless coupling constant

\[
j = J_{mm'} \sqrt{\rho_m(\epsilon_F)\rho_{m'}(\epsilon_F)} \equiv \\
= \frac{2\pi(\epsilon_F - \epsilon_d)(U_d - \epsilon_F + \epsilon_d)}{U_d \Gamma} > 0. \tag{17}
\]

By equation (15), \(j\) does not depend on the orbital quantum number \(m\) while \(J_{mm'}\) and \(\rho_m\) do. Within the standard poor man’s scaling technique, the coupling \(j(D)\) is renormalized as the original bandwidth \(\tilde{D}\) is reduced to \(D < \tilde{D}\) by integrating out high energy excitations. Within the same assumption on \(\Gamma\), the constants \(K_{mm'}\) are not renormalized and therefore the interaction terms proportional to \(K_{mm'}\) can be considered as part of potential scattering.

The scaling equation for \(j(D)\) supported by the initial condition at \(\tilde{D}\) reads,

\[
\frac{\partial j}{\partial \ln D} = -\frac{Nj^2}{2}, \quad j(D) = \frac{2\pi(\epsilon_F - \epsilon_d)(U_d - \epsilon_F + \epsilon_d)}{U_d \Gamma}.
\]

Equation (15) has the solution

\[
j(T) = \frac{2}{N \ln(T/T_K)}, \tag{19}
\]

where the Kondo temperature (the scaling invariant of the RG equation) is given by,

\[
T_K = D \exp \left[ -\frac{4\pi(\epsilon_F - \epsilon_d)(U_d - \epsilon_F + \epsilon_d)}{NU_d \Gamma} \right]. \tag{20}
\]

The argument of the exponent is six times smaller than the one obtained for SU(2) Kondo effect, implying the \(T_K[\text{SU(12)}] > T_K[\text{SU(2)}]\).

VI. CONDUCTANCE

In this section we will calculate the tunneling conductance \(G(T)\) of the CNT(left lead)-CNT(QD)-CNT(right lead) junction in the Kondo regime. The calculation is carried out in the weak and strong coupling regimes characterized respectively by \(T \gg T_K\) and \(T < T_K\). In the weak coupling regime, perturbation RG formalism is used to calculate the non-linear conductance within the Keldysh non-equilibrium Green’s function formalism. In the strong coupling regime the mean field slave boson formalism is employed, which is appropriate only within linear response.

Conductance in the Weak Coupling Limit:

Calculations of the tunneling conductance \(G(T)\) of the weak coupling regime are carried out below using the Keldysh technique in order to treat a system out of equilibrium. The required quantities to be used below are the Keldysh electron matrix Green’s functions (GF) \(g_a\) for \(a = lm, rm, f\) standing for left lead, right lead and dot respectively,

\[
g_a = \begin{pmatrix} g_a^R & g_a^K \\
0 & g_a^A \end{pmatrix}, \tag{21}
\]

where the superscripts refer to retarded (\(R\)), advanced (\(A\)) and Keldysh (\(K\)) types of the GF. The explicit
expressions are,
\begin{align}
g_{\alpha m}^R &= -g_{\alpha m}^A = -i\pi\rho_m, \\
g_{\alpha m}^K(\epsilon) &= -2i\pi\rho_m(1 - 2f(\epsilon)), \\
g_{f}^{R/A}(\epsilon) &= \frac{1}{\epsilon - \epsilon_d \pm i\eta}, \\
g_{f}^K(\epsilon) &= -\frac{2i\eta(1 - 2f(\epsilon))}{(\epsilon - \epsilon_d)^2 + \eta^2},
\end{align}

where \(f(\epsilon)\) is the Fermi function. Within the Keldysh formalism, the tunneling current from the left to the right lead is
\[
I = \frac{ie}{24\hbar} \sum_\lambda K_{mm}\left(\psi_{\lambda}^\dagger \psi_{\lambda} - \psi_{\lambda}^\dagger \psi_{\lambda}\right) + \\
+ \frac{ie}{2\hbar} \sum_\lambda J_{mm} Z^{\lambda\lambda}\left(\psi_{\lambda}^\dagger \psi_{\lambda} - \psi_{\lambda}^\dagger \psi_{\lambda}\right) + \\
+ \frac{ie}{2\hbar} \sum_{\lambda \neq \lambda'} J_{mm'} X^{\lambda\lambda'}\left(\psi_{\lambda'}^\dagger \psi_{\lambda'} - \psi_{\lambda'}^\dagger \psi_{\lambda'}\right). \tag{24}
\]

In addition to the exchange constant \(j\), Eq. (17), the conductance depends also on the dimensionless parameter \(k\), defined as (see comment after Eq. (17)),
\[
k = K_{mm}\rho_m = \frac{\Gamma(2U_d - 13\epsilon_F + 13\epsilon_d)}{4\pi(\epsilon_F - \epsilon_d)(U - \epsilon_F + \epsilon_d)}. \tag{25}
\]

To second order in \(j\) and \(k\) the conductance \(G = \partial I/\partial V\) is,
\[
G_2 = \frac{\pi\epsilon^2}{2\hbar} \left(k^2 + (N^2 - 1)j^2\right), \tag{26}
\]

while only \(j\) contributes to the third order correction to the conductance,
\[
G_3 = \frac{(N^2 - 1)\pi\epsilon^2}{4\hbar} j^3 \ln \left(\frac{D}{\sqrt{T^2 + (eV)^2}}\right). \tag{27}
\]

Due to the large pre-factor and the logarithmic term, which, strictly speaking, is not small either, \(G_3\) is not small as compared with \(G_2\). Hence, expansion up to third order in \(j\) is inadequate. Instead, we derive an expression for the conductance in the leading logarithmic approximation using the RG equations (18).

In the following analysis we split the second order contribution to the conductance, Eq. (26), in two parts: The first part results from exchange co-tunneling, which is proportional to \(j^2\), while the second part is due to regular co-tunneling, which is proportional to \(k^2\). The regular co-tunneling contribution containing \(k^2\) does not grow at low temperatures and/or bias, and therefore it does not contribute to the Kondo effect. The exchange co-tunneling contains a term \(j^2\) which demonstrates logarithmic enhancement of the conductance at low temperatures [see Eq. (19)] and contributes to the Kondo effect. Therefore, we single out the exchange contribution in the second order term,
\[
G_2^\text{exch}(D) = \frac{(N^2 - 1)\pi\epsilon^2}{2\hbar} j^2(D). \tag{28}
\]

The condition imposing invariance of the conductance under “poor man’s scaling” transformation has the form,
\[
\frac{\partial}{\partial \ln D}\left\{G_2^\text{exch}(D) + \left[\frac{(N^2 - 1)\pi\epsilon^2}{4\hbar} j^3 \ln \left(\frac{D}{\sqrt{T^2 + (eV)^2}}\right)\right]\right\} = 0. \tag{29}
\]

Within the accuracy of this equation, when differentiating the second term, we should neglect any implicit dependence on \(D\) through the couplings \(j\). Eq. (29) yields the scaling equation (19). The renormalization procedure should proceed until the bandwidth \(D\) is reduced to a quantity
\[
d(T, V) = \sqrt{(eV)^2 + T^2}.
\]

At this point, the third order correction to the conductance vanishes and the current and conductance can be calculated in the Born approximation, as in Eq. (25) 23. The expression for the conductance for \(\text{Max}(T, |eV|) \lesssim T_K\) is,
\[
G(T, V) = \frac{\pi^2 N}{\ln^2 \left(d(T, V)/T_K\right)} G_0,
\]

where
\[
N = \frac{2(N^2 - 1)}{N^3}, \quad G_0 = \frac{\epsilon^2}{\pi\hbar}. \tag{31}
\]

The total differential conductance (30) is displayed in Fig. 6 for \(V = 0\) (zero bias differential conductance). The conductance increases when the temperature is lowered, which is typical to the standard scenario of Kondo tunnelling through the tunnel junction. The nonlinear conductance (30) as a function applied bias is shown in Fig. 7 for several temperatures \(T\). The zero bias peak of the conductance is typical for the ordinary SU(2) Kondo effect.
This condition is encoded by including a Lagrange constraint condition, we will now show. Kondo tunneling is the substantial difference of the main difference between the SU(12) and the SU(2) tunneling conductance. In the limit (MFSBA) is employed to calculate the zero bias conductance. In equilibrium, the mean field slave boson approximation, we replace the Bose operators $b$ and $b^\dagger$ by their expectation values, $b_0 = \sqrt{\langle b^\dagger b \rangle}$. At the mean field level the constraint condition is satisfied only on the average.

The current operator reads,

$$ I = \frac{i e b_0}{\hbar} \sum_\lambda t_m \left[ \psi^\dagger_\lambda(0) f_\lambda - h.c. \right]. $$

It can be derived from the partition function that is formally written as,

$$ Z(\alpha_q) = \int D[f f^\dagger c c^\dagger] e^{-\beta S(\alpha_q)}. $$

Here $S(\alpha_q)$ is the action (written explicitly below) that contains a term $\alpha_q I$ where $\alpha_q$ is a source field, and integration is carried out over lead (c, $c^\dagger$) and slave fermion ($f, f^\dagger$) fields (treated here as Grassman variables). The action is given explicitly as,

$$ S = \int_{-\infty}^{\infty} dt \mathcal{L}(t), $$

where $\mathcal{L} = \mathcal{L}_l + \mathcal{L}_r + \mathcal{L}_d - \mathcal{L}_t - \alpha_q I$,

$$ \mathcal{L}_l = \sum_{k\lambda} c_{\alpha k \lambda}^\dagger \left\{ i \hbar \partial_t - \epsilon_{k m} \right\} \tau^2 f_{\alpha k \lambda}, \quad \alpha = l, r, $$

$$ \mathcal{L}_d = \sum_\lambda f_{\lambda}^\dagger \left\{ i \hbar \partial_t - \epsilon_f \right\} \tau^2 f_\lambda, \quad \epsilon_f = \epsilon_d + \omega, $$

$$ \mathcal{L}_t = \frac{b_0}{\sqrt{\text{L}_{\text{cwb}}} \sum_{\alpha k \lambda}} t_m \left\{ c_{\alpha k \lambda}^\dagger \tau^2 f_\lambda + f_{\lambda}^\dagger \tau^2 c_{\alpha k \lambda} \right\}. $$

The action in the MFSBA is Gaussian and depends on two real numbers, the boson field $b_0$ and the chemical potential (Lagrange multiplier) $\omega$. Carrying out the integration according to Eq. (33) yields the partition function,

$$ \ln Z(\alpha_q) = -2 \sum_m \text{tr} \ln \left\{ G_{\text{fm}}^{-1} - \frac{e \alpha q^2 m^2 b_0^2}{\hbar} [g_{\text{lm}}, \tau_x] \right\}, $$

where

$$ G_{\text{fm}}^{-1} = g_f^{-1} - t_m^2 b_0^2 \left( g_{\text{lm}} + g_{\text{rm}} \right). $$

Here $g_f$ is the GF of the (non-interacting) electron in the QD with shifted energy level, $\epsilon_d \to \epsilon_f = \epsilon_d + \omega$.

The MFSBA is reliable in equilibrium, $V = 0$. Therefore we will consider below the temperature dependence of the zero bias conductance. In equilibrium,
the mean field solutions for \( b_0 \) and \( \omega \) minimize the free energy,
\[
F = -2T \sum_{\omega_n} \text{tr} \ln G_{fm}^{-1}(i\omega_n) + \omega b_0^2,
\]

where the last term is the slave boson kinetic part of the free energy due to the constraint, and \( G_{fm}^{-1}(i\omega_n) \) is the Matsubara’s GF. The mean field equations,
\[
\frac{N}{\pi} \arctan \left( \frac{b_0^2 \Gamma}{2\epsilon_f} \right) = 1 - b_0^2,
\]
\[
\frac{N \Gamma}{8\pi} \ln \left( \frac{\tilde{D}^2}{(\frac{\epsilon_f}{2})^2 + \epsilon_f^2} \right) = \omega,
\]

are solved for \( \omega \) and \( b_0 \) with the solutions,
\[
\omega = -\epsilon_d + \epsilon_f, \quad b_0^2 = \frac{2TK}{\Gamma} \sin \left( \frac{\pi}{N} \right),
\]
where \( \epsilon_f = TK \cos(\pi/N) \), \( T_K \) being the Kondo temperature given by Eq. (20) and \( \Gamma \) is given in Eq. (13). The expression for the linear conductance for \( T < T_K \) is now obtained as,
\[
G(T) = \frac{NG_0}{8T} \int \frac{d\epsilon}{\cosh^2 \left( \frac{\epsilon}{2T} \right)} \left( \frac{\pi T_K}{N} \right)^2 \frac{(\pi T_K/N)^2}{(\epsilon - \epsilon_f)^2 + (\pi T_K/N)^2},
\]

with \( G_0 \) given by Eq. (31). The zero bias conductance as a function of temperature is shown in Fig. 8. It is seen that the conductance has a peak at \( T \approx 0.57T_K \) due to the constraint imposed by the Friedel sum rule. In addition to the different Kondo temperatures for the SU(12) and SU(2) Kondo effects, this behavior indicates a remarkable distinction from the standard SU(2) Kondo tunneling. In the latter case, the conductance is monotonically increasing towards the unitary limit as \( T \to 0 \). It should be noted that we define \( G_0 \) as \( e^2/(6h) \) per spin projection [see Eq. (31)], so that the unitary limit corresponds here to \( 6G_0 = 12e^2/h \). A close inspection shows that this limit is not perfectly reached. The reason is that while the DOS has a peak that is shifted from the Fermi level by \( T_K \), the peak of the ”thermal” function \( \cosh^{-2}(\epsilon/2T) \) sits right at the Fermi level. As a result, the peak of the conductance occurs at finite temperature, and its value is slightly lowered by the ”thermal” function.

VII. MAGNETIC SUSCEPTIBILITY

While in bulk metals, the Kondo effect manifests itself through measurements of electrical resistivity and magnetic susceptibility, in quantum dots it manifests itself mainly through the properties of the conductance. Designing experiments aiming at studying magnetic response of quantum dot in the Kondo regime is rather difficult because they require an STM technique in which the tip is close to the magnetic impurity. Appropriate STM techniques have already been worked out for impurities composed of added magnetic atoms on metallic surface. We are unaware of their applications in quantum dots. The discussion below is therefore motivated by our hope that measurement of magnetic response of a single magnetic impurity in quantum dot will eventually materialized.

In the CNT-CNT(QD)-CNT junction the magnetic response is encoded by the static impurity magnetic susceptibility \( \chi \) of the CNT(QD) (defined explicitly below). Unlike the discussion pertaining to the conductance, there is no source-drain bias present here, and the leads just serve as a source of electron gas that acts to screen the impurity. The distinction between the present structure and that of Kondo effect in bulk CNT is that here the impurity is composed of a trapped electron with a 12-fold degenerate ground state.

The Zeeman splitting \( \Delta_m \) of electron energy levels in a carbon nanotube subject to an external magnetic field \( B \) depends on whether the magnetic field is parallel or perpendicular to the CNT axis (see Appendix
\[ \Delta_{m\sigma} = -g_{\text{orb}} m_B B_\parallel - g_{\text{spin}} \mu_B B, \quad (38) \]

where \( B = |B| \), \( B_\parallel \) is the component of the magnetic field parallel to the CNT axis, \( \mu_B \) is the Bohr magneton, \( g_{\text{orb}} \) and \( g_{\text{spin}} \) are orbital and spin \( g \)-factors,

\[ g_{\text{spin}} \approx 2, \quad g_{\text{orb}} = \frac{m_e v_r 0}{\pi \hbar} \frac{\Delta_0}{\epsilon_F}, \quad (39) \]

where \( m_e \) is the mass of the free electron.

The Zeeman splitting \([\text{Ref. 38}]\) results in an anisotropy of the magnetic susceptibility: In other words, \( \chi \) is a tensor, which involves the principal frame of the CNT has parallel and perpendicular components, \( \chi_\parallel^{\text{imp}} \) and \( \chi_\perp^{\text{imp}} \), responding to the magnetic field parallel or perpendicular to the CNT axis. This anisotropy is absent in the ordinary SU(2) Kondo effect, and is one of the hallmarks of a higher symmetry, such as SU(12), discussed here that involves orbital symmetry.

The impurity magnetization is defined through the relation \([\text{Ref. 29}]\)

\[
M_{\text{imp}} = g_{\text{spin}} \mu_B \left\{ \left\langle S + \sum_\alpha \Sigma_\alpha \right\rangle - \left\langle \sum_\alpha \Sigma_\alpha \right\rangle_0 \right\} + \\
+ g_{\text{orb}} \mu_B e_x \left\{ \left\langle L^x + \sum_\alpha \Lambda^x_\alpha \right\rangle - \left\langle \sum_\alpha \Lambda^x_\alpha \right\rangle_0 \right\}, \quad (40)
\]

where \( S \) and \( \Sigma_\alpha \) [\( \alpha = l, r \)] are respectively the spin operators of the dot and the lead electrons,

\[
S = \sum_{\lambda\lambda'} s_{\sigma\sigma'} \delta_{mm'} \delta_{\xi\xi'} m_{X^\lambda}, \\
\Sigma_\alpha = \sum_{k\lambda\lambda'} c_{\alpha k\lambda}^\dagger s_{\sigma\sigma'} \delta_{mm'} \delta_{\xi\xi'} c_{\alpha k\lambda}, \quad (41)
\]

while \( L^x \) and \( \Lambda^x_\alpha \) are respectively the operators of the \( x \)-component of the orbital moment of the dot or the leads,

\[
L^x = \sum_{\lambda'} m_{X^\lambda}, \quad \Lambda^x_\alpha = \sum_{k\lambda} m_{c_{\alpha k\lambda}^\dagger c_{\alpha k\lambda}}. \quad (42)
\]

In Eq. (40), \( \langle \ldots \rangle \) indicates thermal averaging with respect to the full Hamiltonian \( \tilde{H} = H_0 + H_K \) [equations \([\text{Ref. 9}]\) and \([\text{Ref. 13}]\)] whereas \( \langle \ldots \rangle_0 \) indicates thermal averaging respect to \( H_0 \). It is reasonably assumed that electrons in the dot and the leads have the same \( g \)-factors.

**Susceptibility in the weak coupling regime**

Using a similar analysis as for the conductance, we derive an expression for the zero-field magnetic susceptibility to second order in \( j \),

\[
\chi_\parallel^{\text{imp}}(T) = \left( \frac{g_{\text{spin}}^2}{4} + \frac{2 g_{\text{orb}}^2}{3} \right) \chi(T), \quad (43)
\]

\[
\chi_\perp^{\text{imp}} = \frac{g_{\text{spin}}^2}{4} \chi(T), \quad (44)
\]

where, to second order in \( j \),

\[
\chi(T) = \frac{\chi_0 T_K}{T} \left\{ 1 - j - \frac{N_j^2}{2} \ln \left( \frac{D}{T} \right) \right\}, \quad (45)
\]

\[
\chi_0 = \frac{\mu_B^2}{T_K}. \quad (46)
\]

The second term on the RHS of Eq. (45) reflects the orbital degeneracy, and is absent in the SU(2) Kondo effect. This anisotropy of the magnetic response is one of our main results, as it constitutes an observable that is a hallmark of the SU(12) symmetry of the pertinent Kondo effect. It is compactly encoded by the temperature independent ratio,

\[
\frac{\chi_\parallel^{\text{imp}}}{\chi_\perp^{\text{imp}}} = 1 + \frac{8 g_{\text{orb}}^2}{3 g_{\text{spin}}^2}. \quad (47)
\]

As we shall see below, this relation holds also in the strong coupling regime \( T < T_K \). It is then suspected that this result is “universal” in the sense that it holds for the crossover region \( T \approx T_K \) as well. In Appendix \([\text{Ref. C}]\) it is indeed shown that this ratio can be derived quite generally (in this model) by using the fluctuation-dissipation formula for the susceptibility (which relates the susceptibility to the spin correlations).

At high temperatures, the logarithmic term causes a reduction of the effective magnetic moment as compared with that for a free spin. With decreasing temperature, the second order perturbation theory becomes inadequate. In order to derive an expression for \( \chi^{\text{imp}} \) in the leading logarithmic approximation, we use the RG equations \([\text{Ref. 12}]\). The condition imposing the invariance of the susceptibility under the poor man’s scaling transformation is,

\[
\frac{\chi_0 T_K}{T} \left( \frac{\partial}{\partial \ln(D)} \right) \left\{ 1 - j - \frac{N_j^2}{2} \ln \left( \frac{D}{T} \right) \right\} = 0.
\]

Within the accuracy of this equation, when differentiating the third term, we should neglect any implicit dependence on \( D \) through the coupling \( j \). The renormalization procedure should proceed until the bandwidth \( D \) is reduced to the temperature \( T \). At this point,
the second order of the perturbation theory vanishes and the susceptibility takes the form,
\[ \chi(T) = \frac{\chi_0 T_K}{T} \left( 1 - \frac{2}{N \ln(T/T_K)} \right). \] (48)

The impurity susceptibility in the weak coupling regime, equations (43), (44) and (48), is shown in Fig.9

**Susceptibility in the strong coupling regime:**
For \( T < T_K \), the magnetic susceptibility can be calculated in the framework of the MFSBA. For this purpose, we take into account the dependence of the right hand side of Eq. (35) for the free energy on the external magnetic field \( B \). Because the susceptibility tensor is diagonal, we may write \( \chi_i^{\text{imp}} = -\left[ \partial^2 F(B)/\partial B_i^2 \right]_{B=0} \), where \( i = \parallel, \perp \). Thereby we get the zero field susceptibility \( \chi_\parallel^{\text{imp}} \) or \( \chi_\perp^{\text{imp}} \). Explicitly, for magnetic field parallel or perpendicular to the CNT axis, the susceptibility is given by equation (45) or (44), with \( \chi(T) \) given by
\[ \chi(T) = \frac{\chi_0}{4T} \int \frac{d\epsilon}{\cos^2 \left( \frac{\epsilon}{2T} \right)} \frac{\left( \frac{T_K}{N} \right)^2}{\left( \epsilon + T_K \right)^2 + \left( \pi T_K/N \right)^2}. \] (49)

The magnetic susceptibilities in the strong coupling regime are shown in Figure 10. They display a peak at finite temperature, commensurate with the constraint imposed by the Friedel sum rule.56,29,34,35

**VIII. CONCLUSIONS**

Whereas the theoretical framework of the Coqblin-Schrieffer model is intensively studied, the present work focuses on one of its special facet that is less explored, namely, its possible realization in a transport device with a Dirac spectrum and peculiar DOS. We substantiate the possibility of tuning a metallic CNT into a tunnel junction consisting of two CNT metallic leads and a CNT(QD). The spin, isospin (valley) and orbital degeneracy of the CNT(QD) energy spectrum gives rise to the Kondo effect with SU(12) dynamical symmetry. The high symmetry of the CNT(QD) leads to an enhanced Kondo temperature. The conductance through the junction is evaluated using Keldysh technique. Renormalization group analysis is performed in the weak coupling regime (\( T \gg T_K \)) while the MFSBA is used at the strong coupling regime \( T < T_K \). In the weak coupling regime, the behavior of \( G(T) \) as function of temperature for the SU(12) Kondo effect is qualitatively the same as that for the ordinary SU(2) Kondo effect, and the main difference is that \( T_K[\text{SU}(12)] \gg T_K[\text{SU}(2)] \). In the strong coupling regime the situation is different. Due the constraints imposed by the Friedel sum rule, the conductance has a peak at finite temperature that becomes sharper the higher is \( N \). This distinction of the conductance between SU(2) and SU(12) Kondo effect in quantum dot should be experimentally observable.

The magnetic response exposes yet another remarkable distinction between the SU(12) and the SU(2) Kondo effects. For the SU(12) Kondo effect, the response is anisotropic and the susceptibility is a tensor. It has two components, \( \chi_\parallel^{\text{imp}} \) and \( \chi_\perp^{\text{imp}} \) according to whether the magnetic field is along the CNT axis or perpendicular to it. Moreover, the ratio \( \chi_\parallel^{\text{imp}}/\chi_\perp^{\text{imp}} = 1 + 8g_{\text{orb}}^2/(3g_{\text{spin}}^2) \) depends only on
the orbital and spin $g$ factors. This result is demonstrated in the weak coupling regime based on RG calculations and in the strong coupling regime based on the MFSBA. A proof that this result is true in every order of perturbation theory is derived in Appendix C employing the fluctuation-dissipation theorem. An experimental search for such anisotropy would constitute a confirmation of this unusual Kondo effect, but as was pointed out earlier, observing magnetic response of a single impurity is quite difficult.

The Kondo physics in systems with Dirac spectrum proves to be rather rich. While the Kondo effect in bulk graphene reveals peculiar equilibrium properties such as the existence of two distinct classes of Kondo quantum critical points, analysis of non-equilibrium transport in correlated CNT(left lead)-CNT(QD)-CNT(right lead) junction reveals another facet, namely, Kondo tunneling with an SU(12) dynamical symmetry.
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Appendix A: Wave Functions of CNT Quantum Dot

For electrons in CNT(QD), the single electron wave functions and the corresponding energy spectrum are derived from the Dirac equation [4]. The solution $\Phi_{mn}(x, \phi)$ of the Dirac equation is written as,

$$\Phi_{mn}(x, \phi) = \begin{cases} 
\Phi^{(1)}_{mn}(x) e^{im\phi} & \text{if } |x| < h, \\
\Phi^{(2)}_{mn}(x) e^{im\phi} & \text{if } x > h, \\
\Phi^{(3)}_{mn}(x) e^{im\phi} & \text{if } x < -h,
\end{cases}$$

(A1)

where $m = 0, \pm 1, \pm 2, \ldots$ is a magnetic quantum number, $n = 0, 1, 2, \ldots$ is a radial quantum number.

The function $\Phi_{mn}^{(1)}(x)$ is given by,

$$\Phi_{mn}^{(1)}(x) = \frac{A_{mn}}{\sqrt{\epsilon}} \left\{ \chi_{\uparrow}^{(1)} \sqrt{\epsilon + M_m} \cos \left( k_x x + \frac{n\pi}{2} \right) + 
+ i\chi_{\downarrow}^{(1)} \sqrt{-\epsilon - M_m} \sin \left( k_x x + \frac{n\pi}{2} \right) \right\},$$

(A2)

where $M_m$ and $M_0$ are defined through the relations

$$\hbar v k = \sqrt{x^2 - M_m^2}, \quad M_m = \sqrt{M_0^2 + m^2 \Delta_0^2}.$$  

The expressions for the spinors $\chi_{\sigma}^{(1)}$ and $\chi_{\sigma}^{(2)}$ (to be used later) are given in equation [8].

The function $\Phi_{m}^{(1)}(x)$ has the following symmetry,

$$\tilde{M}_m \Phi_m^{(1)}(-x) = (-1)^n M_m \Phi_m^{(1)}(x).$$

Similarly, the function $\Phi_{mn}^{(2)}(x)$ (for $x > h$) reads,

$$\Phi_{mn}^{(2)}(x) = \frac{B_m e^{-\epsilon(x-h)}}{\sqrt{2N_m}} \times
\times \left\{ \chi_{\uparrow}^{(2)} \sqrt{N_m + \epsilon + i\chi_{\downarrow}^{(2)} \sqrt{N_m - \epsilon}} \right\},$$

(A3)

Finally, the function $\Phi_{mn}^{(3)}(x)$ (for $x < -h$) is

$$\Phi_{mn}^{(3)}(x) = \frac{(-1)^n}{N_m} \tilde{N}_m \Phi_{mn}^{(2)}(-x).$$

Applying the continuity condition for $\Phi_{mn}(x, \phi)$, Eq. (A1) at the points $x = \pm h$, we obtain the set of equations,

$$A_{mn} \sqrt{\epsilon + M_m} \cos \left( k_x h + \frac{n\pi}{2} \right) = B_{mn} \mathcal{F}_{\uparrow}(\epsilon),$$

(A4a)

$$A_{mn} \sqrt{\epsilon - M_m} \sin \left( k_x h + \frac{n\pi}{2} \right) = B_{mn} \mathcal{F}_{\downarrow}(\epsilon),$$

(A4b)

where $\mathcal{F}_{\sigma}(\epsilon)$ is given by Eq.(7).

The set of equations [A4] has nontrivial solutions when its determinant vanishes. This condition gives us equation [9] for the energy levels in the quantum dot.

Appendix B: Magnetization of the Tunnel Junction

It order to describe electronic properties of a carbon nanotube in an external magnetic field $B$, we should add to the CNT Hamiltonian the term $H_B$ describing spin-Zeeman splitting,

$$H_{spin} = -g_{spin}\mu_B (s \cdot B),$$

(B1)
and replace the wave vector $k$ by the operator $k'$:

$$k \rightarrow k' = -i\nabla - \frac{e}{\hbar c} A.$$  

Here $s$ is a vector of the spin operators, $A$ is a vector potential, $B = \nabla \times A$. Then the motion of electron in a CNT with the wave vector close to the $K$ point of the first Brillouin zone can be described by the Hamiltonian,

$$H = \hbar v\left(k - \frac{e}{\hbar c} A\right) \cdot \tau + \Delta_g \tau_z + H_{\text{spin}}.$$  \hspace{1cm} (B2)

Here we use use the cylindrical system of coordinates where $k = (k_x, k_y)$ with $k_x = -i\partial_x$ and $k_y = -\frac{1}{r_0}\partial_\phi$. The Hamiltonian for the motion of electron with the wave vector near $K'$ point can be obtained from equation (B2) just by replacing $k_y \rightarrow -k_y$.

In what follows, we will calculate Zeeman splitting for the magnetic field parallel and perpendicular to the CNT axis.

**Magnetic field parallel to the CNT axis:** When the magnetic field is parallel to the CNT axis, $B = Be_x$, the vector potential can be written as,

$$A_\parallel = \frac{Be}{2} e_\phi.$$  \hspace{1cm} (B3)

The eigenfunction of the Hamiltonian (B2) is,

$$|\Psi_{skm}(\varphi)\rangle = |\chi_\sigma\rangle \otimes |\psi_{skm}(\varphi)\rangle,$$  \hspace{1cm} (B4)

where $\varphi = \pi Br_0^2$ is the magnetic flux through the cross section of the CNT. Here $|\chi_\sigma\rangle$ is a spin wave function of electron with spin parallel or anti-parallel to the magnetic field,

$$|\chi_\uparrow\rangle = \left(\begin{array}{c} 1 \\ 0 \end{array}\right), \quad |\chi_\downarrow\rangle = \left(\begin{array}{c} 0 \\ 1 \end{array}\right).$$  \hspace{1cm} (B5)

$|\psi_{skm}(\varphi)\rangle$ is the spatial wave function of electron in the conduction ($s = +1$) or valence ($s = -1$) band with orbital quantum number $m$ ($m = 0, \pm 1$), and wave number $k$,

$$|\psi_{skm}(\varphi)\rangle = \frac{e^{ikx + im\phi}}{\sqrt{4\pi L}} \left(\begin{array}{c} s_b \varphi_{skm}(\varphi) \\ 1 \end{array}\right),$$  \hspace{1cm} (B6)

$$b_{km}(\varphi) = \frac{\kappa_m(\varphi) - ik}{\sqrt{\kappa_m^2(\varphi) + k^2}}, \quad \kappa_m(\varphi) = \frac{m - \varphi}{r_0}.$$  

The corresponding energy is,

$$\tilde{\varepsilon}_{sk\lambda} = s\sqrt{\hbar v k^2} + \frac{(m - \varphi)^2}{\sqrt{\kappa_m^2(\varphi) + k^2}} + \Delta_g - 2\sigma \mu_B B.$$  \hspace{1cm} (B7)

For weak magnetic fields ($\varphi \ll 1$), $\varepsilon_{sk\lambda}$ can be expanded to linear with $B$ correction,

$$\varepsilon_{sk\lambda} = \varepsilon_{skm} - \frac{\Delta_\lambda^2 \varphi}{\varepsilon_{skm}} - 2\sigma \mu_B B + O(\varphi^2),$$

$$\varepsilon_{skm} = s\sqrt{\hbar v k^2} + m^2 \Delta_0^2 + \Delta_g^2.$$  

Then for $\varepsilon_{skm}$ close to the Fermi level, we get equation (B8).

Then the magnetization (B10) in linear with $B$ approximation is,

$$M_{\text{imp}}^x = g_{\text{spin}}^2 \mu_B^2 B \left\{ \left\langle (\tilde{\Sigma}^x)^2 \right\rangle - \left\langle \sum_\alpha (\tilde{\Sigma}_\alpha)^2 \right\rangle \right\} +$$

$$+ g_{\text{orb}}^2 \mu_B^2 B \left\{ \left\langle (\tilde{\Lambda}^x)^2 \right\rangle - \left\langle \sum_\alpha (\tilde{\Lambda}_\alpha)^2 \right\rangle \right\}.$$  \hspace{1cm} (B8)

where $\tilde{\Sigma} = (\tilde{\Sigma}^x, \tilde{\Sigma}^y, \tilde{\Sigma}^z)$ is the total spin of the tunnel junction,

$$\tilde{\Sigma} = S + \sum_\alpha \Sigma_\alpha,$$  \hspace{1cm} (B9)

$\tilde{\Lambda}^x$ is the orbital momentum of the total system,

$$\tilde{\Lambda}^x = L^x + \sum_\alpha \Lambda_\alpha^x.$$  \hspace{1cm} (B10)

**Magnetic field perpendicular to the CNT axis:** Let us consider now the magnetic field perpendicular to the CNT axis. For definiteness, we take $B = B[e_x, \cos \phi - e_\phi \sin \phi]$, so that $A_\perp = Br \sin \phi e_x$. Then the Hamiltonian (B2) takes the form,

$$H = H_0 + H_{\text{spin}} + H_{\text{orb}},$$  \hspace{1cm} (B11)

$$H_0 = \hbar v \tau \cdot k + \Delta_g \tau_z,$$  

where $H_{\text{spin}}$ is given by equation (B1).

$$H_{\text{orb}} = -\frac{\Delta_0 r_0^2}{l_B^2} \sin \phi \tau_x.$$  \hspace{1cm} (B12)

$l_B$ is the magnetic length given by

$$l_B = \sqrt{\frac{\hbar c}{Be}}.$$  \hspace{1cm} (B13)

When $l_B \gg r_0$, the field can be regarded as a small perturbation.

The eigenfunction of the Hamiltonian $H_0 + H_{\text{spin}}$ are $|\chi_\sigma\rangle \otimes |\psi_{skm}\rangle$, where $|\chi_\sigma\rangle$ describes the quantum state with the spin parallel or anti-parallel to the magnetic
field $B$, $|\psi_{skm}\rangle$ is the spatial wave function of electron with wave number $k$, orbital number $m$ in the conduction or valence band, $s = \pm 1$.

In order to estimate the contribution of $H_{\text{orb}}$, we note that the nontrivial matrix elements of $H_{\text{orb}}$ are,

$$
\langle \psi_{skm}|H_{\text{orb}}|\psi_{skm+1}\rangle, \quad \langle \psi_{skm+1}|H_{\text{orb}}|\psi_{skm}\rangle,
$$
i.e., $H_{\text{orb}}$ change the orbital quantum number by $\pm 1$ keeping the other quantum numbers (wave number, band index, spin, ...) unchanged. The quantum transitions from the state $|\psi_{skm}\rangle$ to the state $|\psi_{skm+1}\rangle$ costs the energy $\varepsilon_{skm+1} - \varepsilon_{skm} \sim \Delta_0$. As a result, for low magnetic fields [$l_B \gg r_0$], corrections of $H_{\text{orb}}$ to the energy spectrum is of order $l_B^{-4} \sim B^2$ and the energy dispersion in linear with $B$ approximation is given by equation [35].

The magnetization [10] in linear with $B$ approximation is,

$$
M_{\text{imp}}^\perp = g_{\text{spin}}\mu_B B \left\{ \left\langle \left( \Sigma^\perp_{g} \right)^2 \right\rangle - \left\langle \sum_{\alpha} \left( \Sigma^\perp_{g} \right)^2 \right\rangle_{0} \right\},
$$
where we take the $y$-component of the spin operators for definiteness, $\Sigma^\perp$ is given by equation [19].

Appendix C: Magnetic Susceptibility of CNT

1. Magnetic Susceptibility

According to the fluctuation-dissipative theorem, the tensor of the magnetic susceptibility of the quantum dot is defined as,

$$
\chi_{ij} = e^2 \frac{\partial^2 F}{\partial B_i \partial B_j} = \frac{1}{T} \left\{ \langle m_i m_j \rangle - \langle m_i \rangle \langle m_j \rangle \right\} - \left\langle m_i^{(0)} m_j^{(0)} \right\rangle_0 + \left\langle m_i^{(0)} \right\rangle_0 \langle m_j^{(0)} \rangle_0.
$$

Here $\langle \ldots \rangle$ denotes the thermal average with respect to the Hamiltonian of interacting quantum dot and leads, $\langle \ldots \rangle_0$ is the average with respect to the Hamiltonian of the isolated leads. $i, j = x, y, z$ are Cartesian indices,

$$
m = (m_x, m_y, m_z) \text{ is magnetic momentum of the quantum dot and the lead, } m^{(0)} = (m_x^{(0)}, m_y^{(0)}, m_z^{(0)}) \text{ is magnetic moment of isolated leads,}
$$

$$
\chi_{ij} = g_{\text{spin}}\mu_B \left\{ \mathbf{S} + \sum_{\alpha} \Sigma_{\alpha} \right\} + g_{\text{orb}}\mu_B \mathbf{E} \left\{ L^x + \sum_{\alpha} \Lambda^x_{\alpha} \right\}, \quad (C2)
$$

$$
\mathbf{m}^{(0)} = g_{\text{spin}}\mu_B \sum_{\alpha} \Sigma_{\alpha} + g_{\text{orb}}\mu_B \mathbf{E} \sum_{\alpha} \Lambda^x_{\alpha}. \quad (C3)
$$

where the spin operators of the dot and the lead electrons $[\mathbf{S} \text{ and } \Sigma_{\alpha}, \alpha = l, r]$ are given by Eq. (41), while the operators of the $x$-component of the orbital moment of the dot and the lead $[L^x \text{ and } \Lambda^x_{\alpha}, \alpha = l, r]$ are given by Eq. (42). The Hubbard operator $X^{\lambda\lambda'} = |\lambda\rangle \langle \lambda'|$ is defined after Eq. (16). It is reasonably assumed that electrons in the dot and the leads have the same $g$-factors.

We choose the set of coordinates in such a way that the $x$ axis is parallel to the CNT axis, whereas the $y$ and $z$ axes are perpendicular. In this set of coordinates, the tensor of the susceptibility is diagonal,

$$
\hat{\chi} = \begin{pmatrix}
\chi_\parallel & 0 & 0 \\
0 & \chi_\perp & 0 \\
0 & 0 & \chi_\perp
\end{pmatrix}.
$$

We will prove that the zero-field susceptibilities satisfy the ratio,

$$
\frac{\chi_\parallel}{\chi_\perp} = 1 + \frac{8}{3} \frac{g_{\text{orb}}^2}{g_{\text{spin}}^2}. \quad (C4)
$$

For this purpose, we note the following: The Kondo Hamiltonian (15) describes the co-tunneling process such that an electron with the quantum number $\lambda$ (the spin $\sigma$, the orbital quantum number $m$ and the valley number $\xi$) exits from the dot to the lead and another electron with the quantum number $\lambda'$ (the spin $\sigma'$, the orbital quantum number $m'$ and the valley number $\xi'$) enters the quantum dot from the lead. That mean that the total spin and the total orbital momentum of the lead and the quantum dot are the good quantum numbers.

Proof: Let us consider first $\chi_\perp$,

$$
\chi_\perp = \frac{g_{\text{spin}}^2 \mu_B^2}{T} \left\{ \langle S^z S^z + 2 \sum_{\alpha} S^z \Sigma^z_{\alpha} \right\}
$$

$$
+ \sum_{\alpha\alpha'} \langle \Sigma^z_{\alpha} \Sigma^z_{\alpha'} \rangle_0 - \sum_{\alpha\alpha'} \langle \Sigma^z_{\alpha} \Sigma^z_{\alpha'} \rangle_0. \quad (C5)
$$
The total Hamiltonian satisfies the $SU(12)$ symmetry, so that we can apply such a unitary transformation that make the spin operators $S^z$ and $\Sigma^z_\alpha$ become to be diagonal. This unitary transformation does not change the thermal average of the spin operators, so that we can apply such a unitary transformation does not depend on $\lambda$.

The total Hamiltonian satisfies the $SU(12)$ symmetry, so that we can apply such a unitary transformation that make the spin operators $S^z$ and $\Sigma^z_\alpha$ become to be diagonal. This unitary transformation does not change the thermal average of the spin operators, so that we can apply such a unitary transformation

$$X_{\alpha\alpha'} = \sum_{kk'\lambda\lambda'} \frac{\sigma\sigma'}{4} \left\{ c_{\alpha k\lambda}^+ c_{\alpha' k'\lambda'}^+ c_{\alpha' k'\lambda'} c_{\alpha k\lambda} \right\}. \tag{C6}$$

We will estimate each term in the right hand side of eq. \((C6)\) in turn. The first term gives

$$X_{dd} = \sum_{\lambda} \frac{\sigma^2}{4} \langle X^{\lambda\lambda} \rangle = \frac{1}{4}, \tag{C7a}$$

where $\langle X^{\lambda\lambda} \rangle = \frac{1}{N} [N = 12]$ does not depend on the quantum number $\lambda$.

The second term in the right hand side of eq. (C6) is

$$X_{da} = \sum_{k\lambda\lambda'} \frac{\sigma\sigma'}{2} \left\{ c_{\alpha k\lambda}^+ c_{\alpha k\lambda} X^{\lambda\lambda'} \right\}. \tag{C7b}$$

The antiferromagnetic Kondo interaction makes the difference between the two-particle states with parallel and antiparallel states, therefore $X_{da}$ is not zero. In subsection \([C2]\) it is a proof that

$$P_1 = \left\{ c_{\alpha k\lambda}^+ c_{\alpha k\lambda} X^{\lambda\lambda} \right\} \tag{C7c}$$

does not depend on $\lambda$, whereas

$$P_2 = \left\{ c_{\alpha k\lambda}^+ c_{\alpha k\lambda} X^{\lambda'\lambda'} \right\} \tag{C7d}$$

does not depend on $\lambda$ and $\lambda'$ (just we should keep $\lambda \neq \lambda'$). Using these equalities, we can write

$$X_{da} = \frac{N}{2} \left\{ P_1 - P_2 \right\}. \tag{C7d}$$

The third term in the right hand side of eq. (C6) is

$$X_{\alpha\alpha'} = \sum_{kk'\lambda\lambda'} \frac{\sigma\sigma'}{4} \left\{ c_{\alpha k\lambda}^+ c_{\alpha' k\lambda'}^+ c_{\alpha' k'\lambda'} c_{\alpha k\lambda} \right\}. \tag{C7e}$$

$X_{\alpha\alpha'}$ can be estimated similarly to $X_{da}$. The exchange interaction between the leads and the dot generates an effective interaction between electrons in the leads. As a result, the expectation value $\langle c_{\alpha k\lambda}^+ c_{\alpha k\lambda} c_{\alpha' k'\lambda'}^+ c_{\alpha' k'\lambda'} \rangle$ depends either $\lambda$ is equal to $\lambda'$ or not. Defining $K_{1\alpha\alpha'}$ and $K_{2\alpha\alpha'}$,

$$K_{1\alpha\alpha'} = \sum_{kk'} \left\{ c_{\alpha k\lambda}^+ c_{\alpha' k\lambda'}^+ c_{\alpha' k'\lambda'} c_{\alpha k\lambda} \right\} \tag{C7f}$$

$(K_{1\alpha\alpha'}$ and $K_{2\alpha\alpha'}$ do not depend on $\lambda'$), we get

$$X_{\alpha\alpha'} = \frac{N}{4} \left\{ K_{1\alpha\alpha'} - K_{2\alpha\alpha'} \right\}. \tag{C7f}$$

With equations (C7a), (C7d) and (C7f), the susceptibility $\chi_\perp$ takes the form

$$\chi_\perp = \frac{g_{\text{spin}}^2 B^2}{4T} \left\{ 1 + 4N \left( P_1 - P_2 \right) + N \sum_{\alpha\alpha'} \left( K_{1\alpha\alpha'} - K_{2\alpha\alpha'} \right) \right\}. \tag{C8}$$

Now consider $\chi_||$,

$$\chi_|| = \frac{g_{\text{spin}}^2 B^2}{T} \left\{ \langle S^x S^x + 2 \sum_{\alpha} S^x \Sigma^x_\alpha + \sum_{\alpha\alpha'} \Sigma^x_\alpha \Sigma^x_\alpha \rangle - \sum_{\alpha\alpha'} \langle \Sigma^x_\alpha \Sigma^x_\alpha \rangle \right\} + \frac{g_{\text{spin}} M_1 B^2}{T} \left\{ \langle S^x L^x + \sum_{\alpha} \left( S^x A^x_\alpha + L^x \Sigma^x_\alpha \right) + \sum_{\alpha\alpha'} \Sigma^x_\alpha A^x_\alpha \rangle - \sum_{\alpha\alpha'} \langle \Sigma^x_\alpha A^x_\alpha \rangle \right\} + \frac{g_{\text{spin}} M_2 B^2}{T} \left\{ \langle L^x L^x + 2 L^x A^x_\alpha \rangle + \sum_{\alpha\alpha'} \Lambda^x_\alpha \Lambda^x_\alpha \rangle - \sum_{\alpha\alpha'} \langle \Lambda^x_\alpha \Lambda^x_\alpha \rangle \right\}. \tag{C9}$$

The right hand side of eq. (C9) consists of three blocks of terms consisting of the spin-spin, spin-orbital and orbital-orbital correlation functions. The Kondo Hamiltonian \([15]\) does not contain the spin-orbital interactions, so that the spin-orbital correlation functions are zero. In order to derive the spin-spin part of
\(\chi\), we apply the unitary transformations to make the spins \(S_z\) and \(\Sigma_z\) diagonal. It is easy to see that the spin part of \(\chi\) gives eq. (C8). Consider now the last block of terms coming from the orbital-orbital correlations. Applying the unitary transformations to make the orbital moments \(L^z\) and \(\Lambda^z\) diagonal, we can write the orbital moment contribution to \(\chi\) as,

\[
\chi^\text{orb} = \frac{g_{\text{ez}}^2}{T} \sum_{mm'} \left\{ X^{mm'} \delta_{mm'} + 2 \sum_{ak} c_{ak\lambda}^\dagger c_{ak\lambda} X^{\lambda'\lambda'} + \sum_{\alpha'k'k} c_{\alpha k\lambda}^\dagger c_{\alpha k'\lambda}^\dagger c_{\alpha'k'\lambda} - \sum_{\alpha'k'k} \langle c_{\alpha k\lambda}^\dagger c_{\alpha k'\lambda}^\dagger c_{\alpha'k'\lambda} \rangle \right\}.
\]

The right hand side of eq. (C10) consists of the terms coming from the dot-dot, dot-lead and lead-lead correlations. We will consider all of them in turn.

The dot-dot correlation is,

\[
O_{dd} = \sum_{\lambda} m^2 \langle X^{\lambda\lambda} \rangle = \frac{2}{3} X_{dd}.
\]

The dot-lead correlation is,

\[
O_{da} = 2 \sum_{\lambda\lambda'} \langle c_{ak\lambda}^\dagger c_{ak\lambda} X^{\lambda'\lambda'} \rangle.
\]

Similarly to \(X_{da}\), \(O_{da}\) can be expressed in terms of \(P_1\) and \(P_2\), eqs. (C7b) and (C7c), as

\[
O_{da} = 16(P_1 - P_2) = \frac{8}{3} X_{da}.
\]

Finally, the lead-lead correlation gives,

\[
O_{aa'} = \sum_{\lambda\lambda'} \langle c_{ak\lambda}^\dagger c_{ak\lambda}^\dagger c_{\alpha k'\lambda}^\dagger \alpha k'\lambda \rangle.
\]

Similarly to \(X_{aa'}\), \(O_{aa'}\) can be expressed in terms of \(K_{1aa'}\) and \(K_{2aa'}\), eqs. (C7d) and (C7e), as

\[
O_{aa'} = 8(K_{1aa'} - K_{2aa'}) = \frac{8}{3} X_{aa'}.
\]

Combining equations (C10) and (C11), we get \(\chi\) in the form,

\[
\chi = \frac{\mu^2}{2} \left( g_{\text{spin}}^2 + \frac{4g_{\text{spin}}^2}{3} \right) \times \left\{ 1 + 4N(P_1 - P_2) + N \sum_{aa'} (K_{1aa'} - K_{2aa'}) \right\}.
\]

Eqs. (C12) and (C8) prove eq. (C4).

2. Proof of equations (C7b) and (C7c)

In order to prove eq. (C7b), we prove that two expected values, \(G_{\lambda\lambda}^\prime\) and \(G_{\lambda'\lambda'}^\prime\), are equal one to another,

\[
G_{\lambda\lambda}^\prime = \left\langle c_{ak\lambda}^\dagger c_{ak\lambda} X^{\lambda\lambda} \right\rangle,
\]

\[
G_{\lambda'\lambda'}^\prime = \left\langle c_{ak\lambda'}^\dagger c_{ak\lambda'} X^{\lambda'\lambda'} \right\rangle.
\]

where \(\lambda \neq \lambda'\). Let, for the brevity, enumerate the quantum states of the quantum dot in such a way that \(\lambda = 1\) and \(\lambda' = 2\). The expected value \(G_{\lambda'\lambda'}^\prime\) is invariant with respect to any unitary transformations,

\[
c_{ak\lambda'} \rightarrow \sum_{\lambda''} U_{\lambda'\lambda''} c_{ak\lambda''}, \quad c_{ak\lambda'}^\dagger \rightarrow \sum_{\lambda''} c_{ak\lambda''} U_{\lambda'\lambda''},
\]

\[
X^{\lambda'\lambda'} \rightarrow \sum_{\lambda''\lambda'''} U_{\lambda''\lambda'''} X^{\lambda''\lambda'''} U_{\lambda''\lambda'''},
\]

where \(U_{\lambda\lambda''}\) is a unitary \(N \times N\) matrix. In particular, it is invariant with respect to the transformation given by the matrix,

\[
U = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix},
\]

where \(I_{10}\) is the 10 \(\times\) 10 identity matrix. Applying this transformation to the expected value \(G_{\lambda'\lambda'}^\prime\), we get the expected value \(G_{\lambda\lambda}^\prime\), so that \(G_{\lambda\lambda}^\prime = G_{\lambda'\lambda'}^\prime\).

In order to prove eq. (C7c), we consider two expected values, \(G_{\lambda\lambda}^\prime\) and \(G_{\lambda\lambda''}^\prime\), are equal one to another,

\[
G_{\lambda\lambda''}^\prime = \left\langle c_{ak\lambda}^\dagger c_{ak\lambda} X^{\lambda\lambda''} \right\rangle,
\]

\[
G_{\lambda\lambda''}^\prime = \left\langle c_{ak\lambda'}^\dagger c_{ak\lambda'} X^{\lambda'\lambda''} \right\rangle.
\]

where \(\lambda \neq \lambda'\), \(\lambda \neq \lambda''\) and \(\lambda' \neq \lambda''\). Let, for the brevity, enumerate the quantum states of the quantum dot in such a way that \(\lambda = 1\), \(\lambda' = 2\) and \(\lambda'' = 3\). The expected value \(G_{\lambda\lambda''}^\prime\) is invariant with respect to any unitary transformations,

\[
c_{ak\lambda} \rightarrow \sum_{\lambda_1} U_{\lambda\lambda_1} c_{ak\lambda_1}, \quad c_{ak\lambda}^\dagger \rightarrow \sum_{\lambda_1} c_{ak\lambda_1} U_{\lambda_1\lambda},
\]

\[
X^{\lambda\lambda''} \rightarrow \sum_{\lambda_1\lambda_2} U_{\lambda_1\lambda} X^{\lambda_1\lambda_2} U_{\lambda_2\lambda''},
\]
where \( U_{\lambda\lambda'} \) is a unitary \( N \times N \) matrix. In particular, it is invariant with respect to the transformation given by the matrix,

\[
U = \begin{pmatrix}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 0 & \hat{I}_9
\end{pmatrix},
\]

where \( \hat{I}_9 \) is the \( 9 \times 9 \) identity matrix. Applying this transformation to the expected value \( G_{\lambda\lambda} \), we get the expected value \( G_{\lambda\lambda'} \), so that \( G_{\lambda\lambda} = G_{\lambda\lambda'} \).
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