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Abstract
In this paper we study mesoscopic fluctuations for Dyson’s Brownian motion with $\beta = 2$. Dyson showed that the Gaussian Unitary Ensemble (GUE) is the invariant measure for this stochastic evolution and conjectured that, when starting from a generic configuration of initial points, the time that is needed for the GUE statistics to become dominant depends on the scale we look at: The microscopic correlations arrive at the equilibrium regime sooner than the macroscopic correlations. In this paper we investigate the transition on the intermediate, i.e. mesoscopic, scales. The time scales that we consider are such that the system is already in microscopic equilibrium (sine-universality for the local correlations), but we have not yet reached equilibrium at the macroscopic scale. We describe the transition to equilibrium on all mesoscopic scales by means of Central Limit Theorems for linear statistics with sufficiently smooth test functions. We consider two situations: deterministic initial points and randomly chosen initial points. In the random situation, we obtain a transition from the classical Central Limit Theorem for independent random variables to the one for the GUE.
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1 Introduction

In [11] Dyson introduced a stochastic evolution on $n$ interacting particles, that we nowadays refer to as Dyson’s Brownian Motion. Dyson observed that this dynamics is a natural evolution since the invariant measures are given by the $\beta$-ensembles in random matrix theory. The evolution of the particles is given by the following system of stochastic differential equations,

$$dx_i = \sqrt{\frac{2}{n\beta}} dB_i - x_i \, dt + \frac{1}{n} \sum_{j \neq i} \frac{dt}{x_i - x_j}, \quad (1.1)$$

for $1 \leq i \leq n$, where $x_i(t)$ are the positions of the particles, $\beta > 0$, and the $B_i$’s are independent standard Brownian motions. For $\beta = 2$ this gives the time evolution of the eigenvalues of an $n \times n$ random Hermitian matrix $M_n(t)$ where the elements of the matrix evolve according to independent Ornstein-Uhlenbeck processes. There is a similar interpretation for $\beta = 1, 4$, but we will only consider the case $\beta = 2$ in this paper. For the matrices the transition function is given by

$$P_t(H, H') = C_{n,t} \exp \left( -n \frac{\text{Tr}(H - e^{-t}H')^2}{1 - e^{-2t}} \right). \quad (1.2)$$

From this we see that the matrix $M_n(t)$ for a fixed $t \geq 0$ can be written

$$M_n(t) = e^{-t} \Xi_n + \sqrt{1 - e^{-2t}} X_n, \quad (1.3)$$

where $\Xi_n = M_n(0)$ is the initial condition, which, by unitary invariance, we can take to be a diagonal matrix,

$$\Xi_n = \text{diag}(\xi_1^{(n)}, \ldots, \xi_n^{(n)}),$$

for vectors $\xi^{(n)} = (\xi_1^{(n)}, \ldots, \xi_n^{(n)}) \in \mathbb{R}^n$. The matrix $X_n$ is a GUE matrix of size $n$, that is it is distributed according to

$$\frac{1}{Z_n} e^{-n \text{Tr} X^2} \, dX. \quad (1.4)$$

In other words, $X_n$ is an $n \times n$ Hermitian matrix where the upper triangular entries $(X_n)_{ij}$ are complex (for $i < j$) or real (for $i = j$) independent Gaussian random variables such that

$$\mathbb{E}[(X_n)_{ij}] = 0, \quad \mathbb{E}[(X_n)_{ij}]^2 = \frac{1}{2n}.$$  

The random matrix model (1.3) is also referred to in the literature as deformed GUE or GUE with external source.

If we denote the eigenvalues of $M_n(t)$ by $x_1(t), \ldots, x_n(t)$ they have the same distribution as the solution of (1.1) with initial condition $\xi^{(n)}$. Clearly, $M_n(t)$ interpolates between $M_n(0) =$
ξ_\text{n} and the GUE matrix \( M_n(\infty) = X_n \). We see that the equilibrium density for (1.1) with \( \beta = 2 \) is the eigenvalue density for (1.4), i.e.

\[
\frac{1}{Z_n} \prod_{1 \leq i < j \leq n} (x_i - x_j)^2 \prod_{j=1}^{n} e^{-nx_j^2}.
\]

(1.5)

The global asymptotic distribution of the eigenvalues is given by the semi-circle law, \( \frac{1}{\pi} \sqrt{2 - x^2} \, dx \).

Based on formal computations, Dyson [11] conjectured that for a generic configuration of the initial points, the time that is needed for the GUE statistics to become dominant depends on the particular scale we are looking at. In particular to see equilibrium at the microscopic scale, i.e. to get a sine-kernel determinantal point process in the limit, we have to look at the limit \( n \to \infty \) and take \( t = t_n \) such that \( nt \to \infty \). This case has been investigated in several papers, e.g. [16] [17] [19] [20]. More recently it has played a prominent role in proving universality for Wigner matrices, see [15] for a discussion in relation to the Dyson’s conjecture and [14] for a general review of the recent universality results. In this paper we investigate the approach to equilibrium at longer, so called mesoscopic length scales by investigating the asymptotics of a mesoscopic linear statistic of the eigenvalues. It seems reasonable that if we look at longer length scales it will take a longer time to reach equilibrium since it takes some time for the effect of the repulsion in (1.1) and the new randomness coming from the Brownian term to propagate in the particle system.

Consider the particles \( x_j(t), 1 \leq j \leq n \) in (1.1) or equivalently the eigenvalues of \( M_n(t) \) in (1.3) which have the same distribution. Fix \( 0 < \alpha, \gamma < 1 \) and let \( f \) be a real-valued compactly supported function on the real line. Consider the time scale \( t_n = n^{-\gamma}/\sqrt{2 - x^2} \). Note that we exclude very short times and also times of order \( \sim 1 \) and times going to infinity with \( n \). For \( x_\ast \in (-\sqrt{2}, \sqrt{2}) \) we define the mesoscopic linear statistic at time \( t_n \) and at scale \( n^{-\alpha} \) around \( x_\ast \) by

\[
Y_n(f) = \sum_{j=1}^{n} f(n^\alpha(x_j(t_n) - x_\ast)).
\]

(1.6)

The case \( \alpha = 0 \) corresponds to the global or macroscopic scale, i.e. we are sampling all the eigenvalues, whereas the case \( \alpha = 1 \) corresponds to sampling the points locally or microscopically, i.e. as a point process. For this reason the range \( 0 < \alpha < 1 \) is called the mesoscopic scale.

In the equilibrium case, i.e. for GUE (1.4), we can form the mesoscopic linear statistic

\[
S_n(f) = \sum_{j=1}^{n} f(n^\alpha(\lambda_j - x_\ast)),
\]

(1.7)

where \( \lambda_j \) are the eigenvalues of \( M \). In that case, the results in [7] [8] [31] suggest that we have the following Central Limit Theorem

\[
S_n(f) - \mathbb{E}S_n(f) \to N(0, \sigma_\infty^2, f),
\]

(1.8)

in distribution as \( n \to \infty \), where \( \sigma_\infty(f)^2 \) is given by

\[
\sigma_\infty(f)^2 = \frac{1}{4\pi^2} \iint \left( \frac{f(u) - f(v)}{u - v} \right)^2 \, du \, dv.
\]
Note that $\sigma_\infty(f)^2$ does not depend on $\alpha$. Indeed, similar statements have been derived for random matrix models from the classical compact groups [31], and for smoothened statistics for the GOE [7] and for Wigner matrices [8] (with $0 < \alpha < 1/8$). In fact, we believe it is likely that the techniques in [7] can be used to prove (1.8) for GUE for some class of functions $f$. It seems reasonable to expect that this Central Limit Theorem is universal and holds for many ensembles from random matrix theory. It is therefore natural to ask the question whether a similar result holds for the mesoscopic linear statistic (1.6), i.e. a Central Limit Theorem for the appropriately normalized statistic

$$Y_n(f) - \mathbb{E}Y_n(f).$$

We will consider this question for both deterministic and random initial points. Consider the case of random initial points, i.e. $\xi_1^{(n)}, \ldots, \xi_n^{(n)}$ are sampled independently from some distribution; we will take the semi-circle law for simplicity. For short times, we can expect that we should have the standard Central Limit Theorem with $\sqrt{n^{1-\alpha}}$ normalization, and for long times we should get the same, GUE-type limit as in (1.8) with no normalization. What happens in between? Is there a transition for a certain relation between $\alpha$ and $\gamma$? We can also ask the same question for a deterministic sequence of initial points. These are the questions we will address in this paper. We note that similar mesoscopic fluctuations questions have been answered in the recent papers [12, 13] for a class of band-matrix type models with varying bandwidth.

In a nutshell, our main results are as follows. In the case of deterministic initial points we show, under a regularity condition on the points $\xi_j^{(n)}$, that there are two regimes: $\alpha < \gamma$ and $\alpha > \gamma$. In the regime $\alpha < \gamma$, the time scales are relatively short and the system has not yet reached equilibrium. We prove for that regime that the variance of the linear statistic is of lower order compared to GUE, see Theorem 2.1. For $\alpha > \gamma$, when we consider long time scales, the system has reached equilibrium in the sense that we retrieve, in Theorem 2.3, the Central Limit Theorem in (1.8). For $\alpha = \gamma$ there is a transition to equilibrium that we also describe in terms of a Central Limit Theorem, see also Theorem 2.3. In the latter, the limiting variance depends on a transition parameter. For random initial points, we prove that there are three regimes: one regime where the leading asymptotic term for the linear statistic resembles that of independent random variables, a regime where we observe random matrix statistics and a third intermediate regime in which the size of the fluctuations gradually changes from $\sim \sqrt{n^{1-\alpha}}$ to $\sim 1$. In Theorems 2.5 and 2.6 we provide Central Limit Theorems for the fluctuations in all three regimes and for the transitions. A remarkable feature is that the intermediate regime and its associated Central Limit Theorem depend on $f$ only through the lowest vanishing moment.

2 Statement of results

In this section we will state our main results. The proofs are postponed to later sections.

2.1 Assumptions on $\xi_j^{(n)}$

In the analysis we will pose some assumptions on the initial points $\xi_j^{(n)}$, that we will now discuss.
First of all, we will assume that normalized counting measure on the components of the vector \( \xi^{(n)} \) converges weakly to the semi-circle law

\[
\frac{1}{n} \sum_{j=1}^{n} \delta_{\xi^{(n)}_j} \to \frac{1}{\pi} \sqrt{2-x^2} dx, \text{ on } [-\sqrt{2}, \sqrt{2}]. \tag{2.1}
\]

This assumption leads to the convenient property that for any \( t > 0 \) we have that the empirical measure on the eigenvalues \( x_j(t) \) converges to the semi-circle law, i.e.

\[
\frac{1}{n} \sum_{j=1}^{n} \delta_{x_j(t)} \to \frac{1}{\pi} \sqrt{2-x^2} dx \text{ for any } t \geq 0.
\]

We believe the semi-circle is not essential and for a different limiting measure we one can still formulate the analogues of our results. However, with a different limiting measure, there is an additional phenomenon that the limiting eigenvalue distribution evolves towards the semi-circle as \( n, t \to \infty \). Since in our opinion this is a mere distraction from the actual behavior we want to capture, we choose to work with the semi-circle as the limiting measure for the initial points.

We will also require a (mild) regularity in the points \( \xi_j^{(n)} \). To this end, we define for \( n \in \mathbb{N} \), \( a > 0 \) and \( U \subset \mathbb{R} \) the set

\[
\mathcal{C}_n(U, a) = \left\{ \xi^{(n)} \in \mathbb{R}^n \mid \sup_{w: \text{Im} w \geq 1/n, \text{Re} w \in U} \sqrt{\text{Im} w} \left| \sum_{j=1}^{n} \left( \frac{1}{w - \xi^{(n)}_j} - \frac{1}{\pi} \int \sqrt{2 - \xi^2} \, d\xi \right) \right| \leq a \right\}. \tag{2.2}
\]

Note that we have \( \mathcal{C}_n(U, a_1) \subset \mathcal{C}_n(U, a_2) \) if \( a_1 < a_2 \) and \( \mathcal{C}_n(U_1, a) \subset \mathcal{C}_n(U_2, a) \) if \( U_2 \subset U_1 \).

\[
\mathcal{C}(U, A, \delta) = \{(\xi^{(n)})_{n \in \mathbb{N}} \mid \forall n : \xi^{(n)} \in \mathcal{C}_n(U, An^\delta)\} \tag{2.3}
\]

The regularity condition that we will pose on the initial points is the following. Suppose we look around a point \( x_* \in (-\sqrt{2}, \sqrt{2}) \) at a time \( t \sim n^{-\gamma} \) for some \( 0 < \gamma < 1 \). We then allow for sequences \( \xi = (\xi^{(n)})_{n \in \mathbb{N}} \) such that for some

\[
0 < \delta < \frac{11 - \gamma}{21 + \gamma}, A > 0 \text{ and an open interval } U \ni x_* \text{ we have } \xi^{(n)} \in \mathcal{C}_n(U, An^\delta),
\]

for sufficiently large \( n \in \mathbb{N} \). The defining inequality for the set in (2.2) is trivially satisfied for large \( w \). It is most restrictive for \( w \) close to the imaginary axis. The condition poses a regularity condition on the local distribution of points \( \xi_j^{(n)} \) near each point of \( U \). Although we believe some regularity is necessary, we emphasize that the above condition is rather weak. Indeed, we will show later that if \( \xi^{(n)} \) consists of independent samples of the semi-circle law, then the regularity condition is satisfied with probability one for \( U = \mathbb{R} \). Note that a straightforward computation shows that variance of the left-hand side of the defining inequality in (2.2) for \( w \) in the allowed region is of finite order.

### 2.2 Deterministic initial points

We now discuss our main results, Theorem 2.1 and 2.3, in case of deterministic initial points \( \xi_j^{(n)} \). The setup for both theorems is the following: We let \( f \in C_c^1(\mathbb{R}) \), where \( C_c^1(\mathbb{R}) \) stands for the class of continuously differentiable functions with compact support, and consider the linear statistic \( Y_n(f) \) as defined in (1.6) with parameters

\[
0 < \alpha, \gamma < 1, \quad x^* \in (-\sqrt{2}, \sqrt{2}), \tag{2.4}
\]
and
\[ \tau > 0, \quad \text{and} \quad t = \frac{\tau}{n^\gamma \sqrt{2 - x^*_n}}. \]  

(2.5)

Moreover, we allow the following set of initial points \( \xi = (\xi^{(n)})_{n \in \mathbb{N}} \). Let
\[ 0 < \delta < \frac{1}{2 + \gamma}, \quad A > 0 \quad \text{and} \quad U \text{ an open interval containing } x^*. \]  

(2.6)

Then we consider initial points \( \xi = (\xi^{(n)})_{n \in \mathbb{N}} \in \mathcal{C}(U, A, \delta) \) with \( \mathcal{C}(U, A, \delta) \) as defined in (2.3).

We will use the notations
\[ \sigma_\infty(f)^2 := \frac{1}{4\pi^2} \int \int \left( \frac{f(u) - f(v)}{u - v} \right)^2 du dv, \]  

(2.7)

\[ \sigma_\tau(f)^2 := \frac{\tau}{2\pi^2} \int \int \left( \frac{f(u) - f(v)}{u - v} \right)^2 \frac{2\tau}{(u - v)^2 + 4\tau^2} du dv. \]  

(2.8)

The first theorem is on the variance of \( Y_n(f) \).

**Theorem 2.1.** Let \( f \in C^1_c(\mathbb{R}) \). Then, as \( n \to \infty \), the limiting behavior of variance of the linear statistic \( Y_n(f) \), with parameters as in (2.4)–(2.6), is given by
\[
\text{Var} Y_n(f) = \begin{cases} 
\sigma_\infty(f)^2 + o(1) & \alpha > \gamma, \\
\sigma_\tau(f)^2 + o(1) & \alpha = \gamma, \\
o(1) & \alpha < \gamma.
\end{cases}
\]

uniformly for \( \xi \in \mathcal{C}(U, A, \delta) \).

This result shows how the transition to the GUE regime comes about. As long as \( \alpha < \gamma \) we are still too close to the initial situation to have GUE fluctuations. The transition occurs at \( \alpha = \gamma \) where we have a variance that is a weighted Sobolev norm with a weight that depends on a parameter \( \tau > 0 \). When \( \tau \to \infty \) we enter the region \( \alpha > \gamma \) and the variance is as in the GUE.

**Remark 2.2.** The variance \( \sigma_\infty^2(f) \) is a half-order Sobolev norm and can alternatively be rewritten in a nice form in terms of the Fourier transform. Denote the Fourier transform of \( f \) by
\[ \hat{f}(\omega) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} f(x)e^{-ix\omega} dx. \]  

(2.9)

Then we have
\[ \sigma_\infty(f)^2 = \frac{1}{2\pi} \int_{-\infty}^{\infty} |\hat{f}(\omega)|^2 |\omega| d\omega. \]

Similarly, \( \sigma_\tau^2(f) \) has the representation
\[ \sigma_\tau(f)^2 = \frac{1}{4\pi} \int_{-\infty}^{\infty} |\hat{f}(\omega)|^2 e^{-2\tau|\omega|} - 1 + 2\tau|\omega| d\omega. \]

We see, again, that for \( \tau \to \infty \) we obtain \( \sigma_\tau(f)^2 \to \sigma_\infty(f)^2 \). Moreover,
\[ \sigma_\tau(f)^2 = \frac{\tau}{2\pi} \int (f'(x))^2 dx + O(\tau^2), \]
as $\tau \downarrow 0$ for sufficiently smooth $f$. The leading term in the latter expansion resembles the one in the situation where we consider the same linear statistic but now with $x_j(t)$ replaced by $n$ independent Ornstein-Uhlenbeck processes (see also Appendix A) leaving from $\xi_j^{(n)}$. This suggests that in the regime $\alpha < \gamma$ there is no difference between the two situations in the leading order term in the asymptotic expansion for the variance. A full rigorous analysis for the linear statistic in this regime will be left open and is not part of the present paper.

The proof of Theorem 2.1 is postponed to Section 3. It is based on the fact that for fixed initial points $\xi_j^{(n)}$ and the eigenvalues $x_1(t), \ldots, x_n(t)$ at time $t > 0$ form a determinantal point process with a kernel $K_n$ given by kernel $K_n$ given by

$$K_n(x, y; t) = \frac{n}{\sinh t(2\pi i)^2} \int_{\Sigma} dz \int_{\Gamma} dw \frac{e^{-\frac{n}{2} \left( e^{-t} w - x \right)^2}}{e^{-\frac{n}{2} \left( e^{-t} z - y \right)^2}} \prod_{j=1}^{n} \frac{w - \xi_j^{(n)}}{z - \xi_j^{(n)}} \frac{1}{w - z},$$  

(2.10)

where the contour $\Sigma$ is a counter clockwise oriented simple contour surrounding the poles $\xi_1^{(n)}, \ldots, \xi_n^{(n)}$, and $\Gamma$ is a contour that connects $-i\infty$ to $i\infty$ and lies at the right of $\Sigma$. This fact was first proved in [24]. For completeness we will provide a short discussion of the proof in the appendix.

The fact that the points form a determinantal point process implies that the probability measure on the the eigenvalues $x_j(t)$ of (1.3) is given by

$$\frac{1}{n!} \det (K_n(x_i, x_j; t))_{i,j=1}^{n} dx_1 \cdots dx_n,$$

and similarly for the $k$-point correlations, cf. (3.1). In particular, the variance for any linear statistic for a determinantal point process can be rewritten in terms of its kernel, cf. (3.3). An important ingredient in the proof of Theorem 2.1 is an asymptotic analysis of the kernel $K_n$ as $n \to \infty$ for the parameters that we are interested in. This we do in Section 5 using methods of classical steepest descent. Although the method is standard and used often in the recent literature to deal with double integral formulas, the analysis here is rather delicate which is due to the fact that we are looking at regimes close to the initial points.

In the next theorem, our main result for deterministic initial points, we provide Central Limit Theorems for the fluctuations.

**Theorem 2.3.** Let $f \in C^1_c(\mathbb{R})$. Then, as $n \to \infty$, the limiting behavior of the moment generating function for the linear statistic $Y_n(f)$, with parameters as in (2.4)–(2.6), is given by

$$\mathbb{E} [\exp \lambda (Y_n(f) - \mathbb{E} Y_n(f))] = \begin{cases} e^{\frac{1}{2} \lambda^2 \sigma_\infty(f)^2 (1 + o(1))}, & \alpha > \gamma \\ e^{\frac{1}{2} \lambda^2 \sigma_\tau(f)^2 (1 + o(1))}, & \alpha = \gamma \end{cases}$$

uniformly for $\lambda$ in a small neighborhood of the origin and $\xi \in \mathcal{C}(U, A, \delta)$.

Hence, for any $(\xi^{(n)})_{n \in \mathbb{N}} \in C_n(U, A, \delta)$ and $f \in C^1_c(\mathbb{R})$ we have

$$Y_n(f) - \mathbb{E} Y_n(f) \overset{D}{\to} \begin{cases} N(0, \sigma_\infty(f)^2), & \alpha > \gamma; \\ N(0, \sigma_\tau(f)^2), & \alpha = \gamma. \end{cases}$$

The proof of this theorem will be postponed to Section 4.

One approach to prove (4.2) is to use the determinantal structure and compute the asymptotic behavior of the cumulants. For example, CLT’s on the mesoscopic scale were proved for
the classical compact groups in [31] in this way. The cumulant approach was also a starting point in [10]. However, the arguments [31] depend strongly on the special structure of the (self-ajoint) kernel for the determinantal point process. It appears to be a difficult task to use these methods in our situation and we have not been able to do so. The proof that we will present here is based on the loop equations. Rigorous proofs for Central Limit Theorem for linear statistics using loop equations have been given for Unitary Ensembles [23] and for the fluctuations in normal matrix models in [1] leading to the Gaussian Free Field. However, in these cases they are used to compute the fluctuations on the macroscopic scale, whereas we will use them here on the mesoscopic scale.

2.3 Concentration inequalities

In the proof of Theorem 2.3 we will need an a priori bound as an input into the loop equations. To this end we prove a concentration inequality for linear statistics that is an interesting result in its own right. Moreover, this inequality allows us to extend Theorems 2.1 and 2.3 to a larger class of functions than $C^1_c(\mathbb{R})$.

We define the

$$L^\text{Pre}_w := \left\{ f : \mathbb{R} \to \mathbb{R} \mid |f|_{L^\text{Pre}_w} := \sup_{x,y \in \mathbb{R}} \sqrt{1 + x^2} \sqrt{1 + y^2} \frac{|f(x) - f(y)|}{|x - y|} < \infty \right\}$$

Note that $|f|_{L^\text{Pre}_w}$ is weighted Lipschitz constant. Since $|f|_{L^\text{Pre}_w} = 0$ iff $f$ is a constant, it is a pre-norm on $L^\text{Pre}_w$. By fixing the constant we obtain the normed space

$$L_w := \{ f \in L^\text{Pre}_w \mid \lim_{x \to \infty} f(x) = 0 \}$$
Note that $C^1_0(\mathbb{R}) \subset L_w$. Then for any function $f \in L_w$ we have the following bound on the moment-generating function of a linear statistic.

**Proposition 2.4.** Consider the linear statistic $Y_n(f)$ in (1.6) with parameters as in (2.4) – (2.6). Then there exists constants $d_1, d_2 > 0$ such that for $n$ sufficiently large we have

$$
|\log \mathbb{E}[\exp(\lambda (Y_n(f)(t) - \mathbb{E}[Y_n(f)(t)]))]| \leq d_2 |f|^2_{L_w} |\lambda|^2,
$$

(2.11)

for $f \in L_w$, complex $\lambda$ such that $|\lambda| \leq 1/(d_1 \|f\|_\infty)$ and $(\xi^{(n)})_{n \in \mathbb{N}} \in C(U, A, \delta)$.

Note the left-hand side of (2.11) depends on $\alpha$ by $Y_n(f)$ in (1.6), but the right-hand side does not. A particular consequence of this proposition is that, under the same conditions and assumptions, there exists a constant $d > 0$ such that for $n$ sufficiently large we have

$$
\text{Var} Y_n(f) \leq d |f|^2_{L_w},
$$

(2.12)

for any $f \in L_w$. Moreover, by applying the exponential version of the Chebyshev inequality follows that any $\varepsilon > 0$ the probability that $|Y_n(f)(t) - \mathbb{E}[Y_n(f)(t)]| > n^\varepsilon$ is exponentially small. In other words, starting from initial points $\xi \in C(U, A, \delta)$, for times $t >> n^{-1}$ the eigenvalue distribution is very close to the semi-circle law at all mesoscopic scales. In this sense, we can think of Proposition 2.4 as a local semi-circle law analogous to the recent results for Wigner matrices, e.g. [14, 15].

The proof of Proposition 2.4 is postponed to Section 6. The Proposition is the result of combining two different concentration inequalities. Firstly, using the determinantal structure of the correlations we prove a concentration inequality for $f \in C^1_0(\mathbb{R})$ (cf. Proposition 6.2). This concentration inequality is inspired on an inequality for determinantal point processes with a self-adjoint projection operators as a kernel that was introduced in [9]. The idea behind this inequality was also used in [10] in the context of Central Limit Theorems for linear statistics. In the present setting, the kernel is no longer self-adjoint and this leads to important complication that we need to deal with. Still, the concentration inequality alone is not sufficient for our purposes because it only holds for function with compact support. In the loop equations we need a concentration inequality for functions with unbounded support, as in Proposition 2.4. Therefore we combine Proposition with 6.2 with a concentration inequality due to Herbst (cf. Proposition 6.5). This strong result is valid for probability measures satisfying the Logarithmic Sobolev inequality. The benefit of this result is that it holds for any Lipschitz function. The downside is that the bound depends on the Lipschitz norm and when we rescale the function this Lipschitz norm blows up. In other words, it is not designed for the mesoscopic scales that we are interested in. However, a combination of the two inequalities leads to Proposition 2.4 which contains all that we need for our purposes.

### 2.4 Random initial points

Theorems 2.1 and 2.3 deal with the random point process for fixed $\xi^{(n)} \in \mathbb{R}^n$. We now study the process when we also let the $\xi^{(n)}_j$ be random. More precisely, we let the initial points $\xi^{(n)}_j$ be independent random variables each having the semi-circle as their distribution. Now, instead of an increasing magnitude of the variance as in the case of fixed initial point, we will have a stronger disorder for short time scales. The statistics for these short times scales coincide with those for independent random variables. As time evolves, the Dyson’s Brownian
starts regularizing the distribution of points, until eventually, the statistics obey the laws of
a the eigenvalues of a GUE ensemble.

Before we pose our main results and see how the transition comes about, we will first
introduce some new notation. We recall that when fixing the initial points, the $x_j(t)$ form
a determinantal point process with kernel $K_n$ in (2.10). When dealing with random initial
points, we consider the probability measure on $\mathbb{R}^n \times \mathbb{R}^n$ defined by

$$\frac{1}{n! \pi^n} \det (K_n(x_i, x_j; t))_{i,j=1}^{n} \prod_{j=1}^{n} \sqrt{2 - \xi_j^2} dx_1 \cdots dx_n d\xi_1 \cdots d\xi_n. \tag{2.13}$$

Let $E_{K_n}$ denote the expectation with respect to the determinantal point process with kernel
$K_n$ for given $\xi^{(n)}$. Let $E_\xi$ denote the expectation with respect to the random initial
points. Hence the expectation with respect to the full measure (2.13) is given by $E_\xi E_{K_n}$.

We will derive Central Limit Theorems for the centered linear statistic

$$Y_n(f) - E_\xi E_{K_n} Y_n(f),$$

under the same choice of parameters as in (2.4)–(2.6). Of course, we can not force $\xi \in C(U, A, \delta)$, since the $\xi_j^{(n)}$ are random, but we will prove that $\xi \in C(\mathbb{R}, A, \delta)$ (hence $U = \mathbb{R}$) with high probability (cf. Lemma 8.6). For technical reasons we will work with $f \in C^\infty_c(\mathbb{R})$, (instead of $C^1_c(\mathbb{R})$), where $C^\infty_c(\mathbb{R})$ stands for the class of infinitely differentiable functions with
compact support.

We also need some more notation. Define the operator $P_\tau$ as

$$P_\tau g(x) = P_\tau * g(x) = \int g(y) P_\tau(x - y)dy,$$  \tag{2.14}

where $P_\tau$ is the Poisson kernel

$$P_\tau(x) = \frac{1}{\pi} \text{Im} \frac{1}{x - i\tau} = \frac{1}{\pi} \frac{\tau}{x^2 + \tau^2}.$$

The following is our first result on random initial points.

**Theorem 2.5.** Let $f \in C^\infty_c(\mathbb{R})$. Then, as $n \to \infty$,

$$\frac{1}{n^{(1-\alpha)/2}} (Y_n(f) - E_\xi E_{K_n} Y_n(f)) \to \begin{cases} N(0, \pi^{-1}\sqrt{2 - x^2} ||f||^2), & \text{if } \alpha < \gamma, \\ N(0, \pi^{-1}\sqrt{2 - x^2} ||P_\tau f||^2), & \text{if } \alpha = \gamma, \end{cases}$$

in distribution.

Note that the results for $\alpha < \gamma$ matches the classical Central Limit Theorem when sam-
pling a scaled function with independent random variables taken from the semi-circle law.
When $\alpha = \gamma$ a first transition happens and the variance takes a different form. However, the
normalization is still the same as in the case of independent random variables and we are still
away from GUE the regime.

Before we come to the next results, we introduce some more notation. For $k \in \mathbb{N}$ the $k$-th
moment of $f$ is denoted by $\mu_k(f)$, i.e.

$$\mu_k(f) = \int x^k f(x) dx.$$  

We also recall the definition of $\sigma_\infty(f)$ in (2.7). In the following result we show how the linear
statistic $Y_n(f)$ behaves in the regime $\alpha > \gamma$.  
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Theorem 2.6. Let $f \in C_c^\infty(\mathbb{R})$ and $p \in \mathbb{N}$ be such that $\mu_0(f) = \ldots = \mu_{p-1}(f) = 0$ and $\mu_p(f) \neq 0$. Set

$$S_p(f) = \frac{\sqrt{2 - x_p^2 (2p)! \mu_p(f)^2}}{2\pi^2 (p!)^2 2^{p+2p+1}}$$

(2.15)

Then we have the following Central Limit Theorems:

1. If $\gamma < \alpha < \frac{1}{2p+2}((2p+1)\gamma + 1)$, then, as $n \to \infty$,

$$\frac{1}{n(1-\alpha+(2p+1)(\gamma-\alpha))^{1/2}} \left( Y_n(f) - E_{_{\xi(n)}}E_{K_n}Y_n(f) \right) \to N(0, S_p(f)),$$

in distribution.

2. If $\alpha = \frac{1}{2p+2}((2p+1)\gamma + 1)$, then, as $n \to \infty$,

$$Y_n(f) - E_{\xi(n)}E_{K_n}Y_n(f) \to N(0, S_p(f) + \sigma_\infty(f)^2),$$

in distribution.

3. If $1 > \alpha > \frac{1}{2p+2}((2p+1)\gamma + 1)$, then, as $n \to \infty$,

$$Y_n(f) - E_{\xi}E_{K_n}Y_n(f) \to N(0, \sigma_\infty(f)^2(t)),$$

in distribution.
In Figure 2 we plotted a $\alpha \gamma$-diagram summarizing the different results in Theorem 2.5 and 2.6. We see that for shorter timescale the leading order term in the linear statistic comes form the independently chosen initial points. Then at the line $\alpha = \gamma$ we find a transition due to the regularizing effect from the Dyson’s Brownian Motion and the order of the variance starts to decrease. Initially, the order of magnitude depends on the first vanishing moment of $f$ and decreases linearly with $\gamma$, until we reach final transition where the randomness of the Dyson’s Brownian Motion starts to take over.

The fact that in the intermediate regime we have a Central Limit Theorem where only the lowest non-vanishing moment of $f$ play a role is somewhat surprising, and we do not know of a convincing intuitive explanation. However, it is easy to verify that it fits with the transition on the line $\alpha = \gamma$. We denote the Fourier transform of $f$ by $\hat{f}$, see (2.9). Then, with $p$ such that $\mu_0(f) = \ldots = \mu_{p-1}(f) = 0$ and $\mu_p(f) \neq 0$, we have

$$\frac{\sqrt{2-x^2}}{\pi} \| P_{\tau} f \|_{L_2(\mathbb{R})}^2 = \frac{\sqrt{2-x^2}}{\pi} \int_{-\infty}^{\infty} |\hat{f}(\omega)|^2 e^{-2\tau|\omega|} d\omega$$

$$= \frac{\sqrt{2-x^2}}{\pi} \frac{1}{\tau} \int_{-\infty}^{\infty} |\hat{f}(\omega/\tau)|^2 e^{-2|\omega|} d\omega$$

$$= \frac{\sqrt{2-x^2}}{\pi} \frac{1}{\tau} \int_{-\infty}^{\infty} \sum_{j=0}^{\infty} (-i)^j \hat{f}(j)(0) \frac{\omega^j}{j!\tau^j} e^{-2|\omega|} d\omega$$

$$= \frac{\sqrt{2-x^2}}{\pi} \frac{1}{(p!)^2 \tau^{2p+1}} \int_{-\infty}^{\infty} |\omega|^{2p} e^{-2|\omega|} d\omega (1 + O(1/\tau))$$

$$= \frac{\sqrt{2-x^2}}{\pi} \frac{(2p)!}{\tau^{2p+1}} \frac{(2p)!}{4p(p!)^2} (1 + O(1/\tau))$$

as $\tau \to \infty$. By replacing $\tau$ with $\tau n^{\alpha-\gamma}$, and observing $\mu_j(f) = \sqrt{2\pi} (-i)^j \hat{f}(j)(0)$, we retrieve the variance in the intermediate regime. Finally, one may argue that a function for which all the low moments vanish, depends stronger on the higher frequencies than on the lower and hence Theorem 2.6 tells us that, in some sense, the higher frequencies decay faster than the lower frequencies.

2.5 Further remarks

Remark 2.7. In this paper, we always assume that $\gamma > 0$ which means we only look at short time scales. The main reason for this is that in some of the technical parts of the proofs certain aspect simplify for these values of $\gamma$. Nevertheless, we strongly believe that the arguments in the present paper can be extended for the case $\gamma \leq 0$ which represent longer time scales. In fact, it would be interesting to investigate how the lines in Figure 2 separate the different behaviors in the case of random in initial points, continue to the right of $1 - \gamma = 1$. On the macroscopic scale $\alpha = 0$ the transition has been discussed in [3, 6, 22]. For the mesoscopic scales we leave this as an open problem.

Remark 2.8. Since the questions that we answer in the present paper can also be posed for general $\beta$-Dyson’s Brownian Motion, the natural question arises, if and how the results of the paper extend to the situation $\beta \neq 2$. It is reasonable to expect that similar phenomena occur, including the diagrams in Figure 1 and 2. But the precise statement may involve new parameters depending on the precise value of $\beta$. It should be noted from a technical
perspective, for $\beta \neq 2$ we lose the property that the $x_j(t)$ form a determinantal point process. This property is heavily used in part of our arguments (see Sections 3, 5 and 6) and hence the proof for the general case requires new ideas. On the other hand, for $\beta = 1, 4$ we also have loop equations and we believe that this part of the analysis (see Sections 4, 7, 8 and 9) can be extended to the cases $\beta = 1, 4$.

Remark 2.9. In the same spirit as the previous remark, it is interesting to consider the model of random initial points and $\beta = \infty$. In that case, the $x_j(t)$ will freeze as $t \to \infty$ and converge to the zeros of the Hermite polynomial of degree $n$. In this case, the trajectories of the particles are deterministic and we capture only the regularizing effect of Dyson’s Brownian Motion. It is reasonable to expect that we would have the same dependence on the highest non-vanishing moment of the function $f$.

Remark 2.10. By Proposition 2.4, the moment-generating function for the centered linear statistic (and hence the moments) are continuous with respect to $| \cdot |_{L_w}$ with constant that are uniform in $n$. This allows us to extend Theorems 2.1 and 2.3 for a more general class of functions $f$. We define the space $\mathcal{L}_{w,c}$ as the closure $\mathcal{L}_{w,c} = cl(C^1_c(\mathbb{R}))$, where the closure is taken with respect to the norm $|f|_{L_w}$. Then, as a consequence to Proposition 2.4, we see that Theorems 2.1 and 2.3 also hold with $f \in C^1_c(\mathbb{R})$ replaced by $f \in \mathcal{L}_{w,c}$. However, we believe that this extension is still not optimal and that it is possible to prove the statement for more general classes of functions. We also wish to stress that $\mathcal{L}_{w,c}$ is a proper subspace of $L_w$. To see this, let us consider the function $f$ defined by $f(x) = \text{Im}(z - x)^{-1}$. Then it is not hard to check that $f \in \mathcal{L}_w$. However, $f \notin \mathcal{L}_{w,c}$. Indeed, for any function $g \in C^1_c(\mathbb{R})$, we have by compactness of support that

$$|f - g|_{L_w} \geq \sup_x \lim_{y \to \infty} \sqrt{1 + x^2} \sqrt{1 + y^2} \left| \frac{f(x) - g(x) - (f(y) - g(y))}{x - y} \right|$$

$$= \sup_x \sqrt{1 + x^2} |f(x) - g(x)| \geq \lim_{x \to \infty} \sqrt{1 + x^2} |f(x) - g(x)| = 1.$$ 

Hence $f$ can never be approximated by $C^1_c(\mathbb{R})$ functions in $\mathcal{L}_w$. The reason for this, is that $f$ has too fat tails. Indeed, the same argument shows that for every $h \in \mathcal{L}_{w,c}$ we must have $\lim_{x \to \infty} x h(x) = 0$.

Remark 2.11. Our results on the asymptotic behavior of the $K_n$ in Section 5 can also be used to prove sine universality on the microscopic scale for any $0 < \gamma < 1$ which is part of Dyson’s conjecture.

2.6 Overview of the rest of the paper

The rest of the paper is organized as follows. Sections 3–7 are devoted to the proofs of Theorems 2.1, 2.3 and Proposition 2.4, dealing with deterministic initial points. Then we prove Theorems 2.5 and 2.6 on random initial points in Sections 8 and 9 respectively. Sections 3 and 4 are devoted to the proofs of Theorems 2.1 and 2.3 respectively, but we will postpone some of the more technical arguments. More precisely, the asymptotic analysis for the kernel $K_n$, which we will need in Section 3, will be done thoroughly in Section 5. Similarly, the more technical arguments in the loop equations are no included in Section 4 but postponed to Section 7. Finally, Proposition 2.4 is proved in Section 6, which also depends on some of the results in Section 5. This concludes the arguments for the case of deterministic initial points. As for the case of random initial point, we prove Theorem 2.5 in Section 8. That section also
contains a proof of Theorem 2.6 in the special case that \( p = 0 \). The case \( p \neq 0 \) requires subtle administrative work. We will do this separately in Section 9. Finally, we included an Appendix with a short proof of (2.10).

3 Proof of Theorem 2.1

In this section we prove Theorem 2.1. The proof of some of the results that we will need, require some work and we will postpone them to later sections for clarity reason. Throughout this section, we will always consider the linear statistic \( Y_n(f) \) with \( f \in C^1_c(\mathbb{R}) \) and parameters in (2.4)–(2.6).

3.1 Determinantal structure

For fixed initial points \( \xi_{1}^{(n)}, \ldots, \xi_{n}^{(n)} \), the eigenvalues \( x_1(t), \ldots, x_n(t) \) of the random matrix \( M_n(t) \) in (1.3) form a determinantal point process with kernel \( K_n \) as in (2.10). This means that the \( k \)-point correlation function \( \rho_k \) for the point process is given by

\[
\rho_k(x_1, \ldots, x_k) = \frac{1}{(n-k)!} \int \cdots \int \det (K_n(x_i, x_j; t))_{i,j=1}^{n} \ dx_{k+1} \cdots dx_n \\
= \det (K_n(x_i, x_j; t))_{i,j=1}^{k} .
\] (3.1)

The proof of this fact and the double integral representation (2.10) for the kernel has been computed before [24], but for completeness we will provide a proof in the Appendix. There we will also indicate that \( K_n \) satisfies the reproducing property

\[
K_n(x, y; t) = \int_{\mathbb{R}} K_n(x, z; t)K_n(z, y; t)dz,
\] (3.2)

This can be directly verified by using (2.10) but it is also a particular consequence of the fact that our determinantal point process is a biorthogonal ensemble [4]. For more details on general determinantal point process we refer to the discussions in [5, 25, 27, 28, 30] and the general reference on random matrix theory [2, 18].

Because of the determinantal structure, we have the following useful identities for the expectation and variance of a linear statistic

\[
\mathbb{E} \sum_{j=1}^{n} g(x_j(t)) = \int g(x)K_n(x, x; t)dx
\] (3.3)

\[
\text{Var} \sum_{j=1}^{n} g(x_j(t)) = \int g(x)^2K_n(x, x; t)dx \\
- \int\int g(x)g(y)K_n(x, y; t)K_n(y, x; t)dxdy.
\] (3.4)

By using (2.10) it is standard that one can rewrite the variance as

\[
\text{Var} \sum_{j=1}^{n} g(x_j(t)) = \frac{1}{2} \int\int (g(x) - g(y))^2 K_n(x, y; t)K_n(y, x; t)dxdy
\] (3.5)

\[
= \frac{1}{2} \int\int \left( \frac{g(x) - g(y)}{x-y} \right)^2 (x-y)^2 K_n(x, y; t)K_n(y, x; t)dxdy.
\]
By the latter formula we see that in order to prove Theorem 2.1 it is sufficient to compute the asymptotic behavior of \((x - y)K_n(x, y; t)\). The downside of (3.5) is that we need the asymptotic behavior of \((x - y)K_n(x, y)\) for every \(x, y \in \mathbb{R}\), even in case \(g\) is a local function. Apart from this conceptual flaw, it is also problematic from a technical point of view, since the computation of the asymptotic behavior requires a significant effort.

We will get around this issue by using the following idea. Suppose \(g\) is a function that has support inside an interval \(I\). We introduce the function \(R_n^I(x, y; t)\) defined by

\[
R_n^I(x, y; t) = \int_I K_n(x, z; t)K_n(z, y; t)dz - K_n(x, y; t).
\]

Then, if \(g\) has support inside \(I\), we have

\[
\text{Var} \sum_{j=1}^n g(x_j(t)) = \frac{1}{2} \iint_{I \times I} \left( \frac{g(x) - g(y)}{x - y} \right)^2 (x - y)^2 K_n(x, y; t)K_n(y, x; t)dxdy \quad (3.6)
\]

\[
- \int_I g(x)^2 R_n^I(x, x; t)dx. \quad (3.7)
\]

The benefit of this expression is that it now suffices to compute the asymptotic behavior of \((x - y)K_n(x, y; t)\) only for \(x, y \in I\) and this is an easier task. Of course, we need to find the asymptotic behavior of \(R_n^I(x, x; t)\) also, but this can be done using the same principles that we use for \((x - y)K_n(x, y; t)\).

### 3.2 Asymptotic results for \(K_n\) and \(R_n^I\)

In order to describe the asymptotic asymptotic behavior of \(K_n(x, y)(x - y)\) we introduce the function \(F_n\) which is analytic \(\mathbb{C} \setminus (-\infty, \max_j \xi_j^{(n)})\) by

\[
F_n(w; x) = (we^{-t} - x)^2 + \frac{1 - e^{-2t}}{n} \sum_{j=1}^n \log \left( w - \xi_j^{(n)} \right), \quad (3.8)
\]

where the logarithmic \(\log(w - \xi_j^{(n)})\) is chosen such that it is analytic in \(\mathbb{C} \setminus (-\infty, \xi_j^{(n)})\) and takes real values on \((\xi_j^{(n)}, \infty)\). Note \(F_n(w; x)\) also depends on \(t\), but to avoid cumbersome notation we will not indicate this in the notation. We can now rewrite (2.10) as

\[
K_n(x, y; t) = \frac{n}{\sinh t(2\pi)^2} \oint_{\Sigma} dz \int_{\Gamma} dw \frac{e^{x \cdot w}}{e^{z \cdot w} F_n(w; x) \frac{1}{w - z}}. \quad (3.9)
\]

We compute the asymptotic behavior by a saddle point analysis on the latter expression. In the saddle point method, we look for a point \(\Omega_n(x)\) in the upper half plane such that \(F_n'(\Omega_n(x); x) = 0\). By as standard steepest descent analysis we can show that the leading term in the asymptotic expansion come from the neighborhood of these points. However, it is not a priori clear that the saddle point \(\Omega_n(x)\) exists and this requires a proof. Let us first define for \(x \in (-\sqrt{2}, \sqrt{2})\) the point

\[
\Omega(x) = x \cosh t + iv\sqrt{2 - x^2 \sinh t}. \quad (3.10)
\]

Then the following lemma shows that if the sequence \((\xi_j^{(n)})_n\) is sufficiently regular in a neighborhood of an interval \(I\), then for large enough \(n\) we have that for each \(x \in I\) there exists an \(\Omega_n(x)\) close to \(\Omega(x)\). We recall that we work with the choice of parameters in (2.3)–(2.6).
Lemma 3.1. Let \( I \subset U \) be compact. Then for \( n \) sufficiently large we have that for \( x \in I \) and \( \xi \in \mathcal{C}(U, A, \delta) \) there exists a unique \( \Omega_n(x; t) \) in the ball

\[
\Omega(x) + \left( \frac{1 - e^{-2n}}{n} \right)^{1/2} B_{0,1}
\]

such that \( F_n'(\Omega_n(x); x) = 0 \).

The proof of this lemma will be postponed to Section 3. There we will also derive some additional properties that will be useful. In particular, under the same conditions as Lemma [3.1] we have

\[
\Omega_n(x) - \Omega_n(y) = (x - y)(1 + o(1)),
\]

uniformly for \( x, y \in I \) as \( n \to \infty \) (cf. Lemma [5.6]).

With the existence established we can now formulate the asymptotic behavior of \( (x - y)K_n(x, y; t) \) and \( R_n^f(x, x; t) \), with the choice of parameters in (2.4) and (2.6).

Lemma 3.2. Let \( I \subset U \) be compact. Then, as \( n \to \infty \),

\[
(x - y)K_n(x, y; t) = \frac{x - y}{2\pi i} \left( \frac{e^{-n}(F_n(\Omega_n(x); x) - F_n(\Omega_n(y); y))}{\Omega_n(x) - \Omega_n(y)} \right) - \frac{e^{-n}(F_n(\Omega_n(x); x) - F_n(\Omega_n(y); y))}{\Omega_n(x) - \Omega_n(y)} - \frac{e^{-n}(F_n(\Omega_n(x); x) - F_n(\Omega_n(y); y))}{\Omega_n(x) - \Omega_n(y)} \right) (1 + o(1))
\]

uniformly for \( x, y \in I \) and \( \xi \in \mathcal{C}(U, A, \delta) \).

Lemma 3.3. Let \( I \subset U \) be compact. Then there exists an \( r > 0 \) such that \( |R_n^f(x, x; t)| < r \) for \( n \) sufficiently large, \( x \in I \) and \( \xi \in \mathcal{C}(U, A, \delta) \).

The proofs of these Lemma’s will be postponed and can be found in Section 3, together with further asymptotic results on \( K_n \) and \( R_n^f \). We are now ready to prove Theorem [2.1]

3.3 Proof of Theorem [2.1]

Proof of Theorem [2.1]. The starting point is that by (3.6) and with \( g(x) = f(n^\alpha(x - x_\ast)) \) we have

\[
\text{Var} \ Y_n(f) = \frac{1}{2} \int_{I \times I} (f(n^\alpha(x - x_\ast)) - f(n^\alpha(y - x_\ast)))^2 K_n(x, y; t)K_n(y, x; t)dx \, dy - \int_{I} f(n^\alpha(x - x_\ast))^2 R_n^f(x, x; t)dx.
\]

We rescale the variables as

\[
\begin{cases}
x = x_\ast + n^{-\alpha}u, \\
y = x_\ast + n^{-\alpha}v.
\end{cases}
\]

(3.14)
Then we can rewrite the variance as

$$\text{Var}_n(f) = \frac{1}{2} \int \int_{I \times I} \left( \frac{f(u) - f(v)}{u - v} \right)^2 (x - y)^2 K_n(x, y) K_n(y, x; t) \, du \, dv$$

$$- n^{-\alpha} \int f(u)^2 R_n^I(x, x; t) \, du, \quad (3.15)$$

with $x, y$ as in (3.14). By Lemma 3.3 we see that the integral concerning $R_n^I$ is of order $O(n^{-\alpha})$ and hence it can be ignored. We compute the variance by inserting the leading order terms of (3.13) into (3.15). First, let us note that because of $F'_n(\Omega_n(x); x) = 0 = F'_n(\Omega_n(y); y)$ we have

$$\frac{n}{1 - e^{-2t}} \frac{d}{dt} \text{Im } F_n(\Omega_n(x); x) = \frac{2n^{1-\alpha}}{1 - e^{-2t}} \text{Im } \Omega_n(x) = (\sqrt{2 - x_e^2} + o(1)) n^{1-\alpha},$$

$$\frac{n}{1 - e^{-2t}} \frac{d}{dt} \text{Im } F_n(\Omega_n(y); y) = \frac{2n^{1-\alpha}}{1 - e^{-2t}} \text{Im } \Omega_n(y) = (\sqrt{2 - x_e^2} + o(1)) n^{1-\alpha},$$

as $n \to \infty$ uniformly for $x, y \in I$. Since also $0 < \alpha < 1$, we see when computing plugging the asymptotics of (3.13) into (3.15) that the terms that still contain

$$\pm \frac{n}{1 - e^{-2t}} \text{Im } F_n(\Omega_n(x)),$$

and

$$\pm \frac{n}{1 - e^{-2t}} \text{Im } F_n(\Omega_n(y))$$

are highly oscillating. Therefore, we write

$$(x - y)^2 K_n(x, y; t) K_n(y, x; t)$$

$$= \frac{1}{4\pi^2} \left( \frac{x - y}{\overline{\Omega(x) - \Omega(y)}} \right)^2 + \frac{1}{4\pi^2} \left( \frac{x - y}{\Omega(x) - \overline{\Omega(y)}} \right)^2$$

$$- \frac{1}{4\pi^2} \left( \frac{x - y}{\Omega(x) - \overline{\Omega(y)}} \right)^2 - \frac{1}{4\pi^2} \left( \frac{x - y}{\overline{\Omega(x) - \Omega(y)}} \right)^2$$

$$+ \text{highly oscillating terms} + o(1) \quad (3.16)$$

as $n \to \infty$. Now note that, by the Riemann-Lebesgue lemma we can discard all highly oscillating terms in the integral for the variance and we can write

$$\text{Var}_n(f) = \frac{1}{2} \int \int_{I \times I} \left( \frac{f(u) - f(v)}{u - v} \right)^2 \left( \frac{1}{4\pi^2} \left( \frac{x - y}{\overline{\Omega(x) - \Omega(y)}} \right)^2ight.$$

$$+ \frac{1}{4\pi^2} \left( \frac{x - y}{\Omega(x) - \overline{\Omega(y)}} \right)^2 - \frac{1}{4\pi^2} \left( \frac{x - y}{\Omega(x) - \overline{\Omega(y)}} \right)^2$$

$$- \frac{1}{4\pi^2} \left( \frac{x - y}{\overline{\Omega(x) - \Omega(y)}} \right)^2 \right) \, du \, dv + o(1), \quad (3.17)$$

as $n \to \infty$. Hence it remains, to simplify the four terms. We will treat the the cases $\alpha > \gamma$, $/\alpha < \gamma$ and $\alpha = \gamma$ differently.
Let us first consider the case \( \alpha > \gamma \). First note that by (3.12) and (3.14) we have
\[
\frac{x - y}{\Omega_n(x) - \Omega_n(y)} = 1 + o(1), \quad \frac{x - y}{\Omega_n(x) - \Omega_n(y)} = 1 + o(1),
\]
as \( n \to \infty \). Moreover, by writing
\[
\frac{x - y}{\Omega_n(x) - \Omega_n(y)} = \frac{x - y}{\Omega_n(x) - \Omega_n(y) - 2i \text{Im} \Omega_n(x)}
\]
and by \( \alpha > \gamma \), Lemma 3.1 and (3.10) we have that \( \text{Im} \Omega_n(x) \gg x - y \) and
\[
\frac{x - y}{\Omega_n(x) - \Omega_n(y)} = O(n^{\gamma - \alpha}), \quad n \to \infty.
\]
By inserting (3.18) and (3.19) (and its conjugate) into (3.17) we arrive at the statement for \( \alpha > \gamma \).

Now let us treat the case \( \alpha = \gamma \). In that case, we still have (3.18) but instead of (3.19) we have
\[
\frac{x - y}{\Omega_n(x) - \Omega_n(y)} = \frac{x - y}{\Omega_n(x) - \Omega_n(y) + 2i \text{Im} \Omega_n(y)}
\]
as \( n \to \infty \). The statement follows after realizing that
\[
2 - \left( \frac{u - v}{u - v + 2i \tau} \right)^2 - \left( \frac{u - v}{u - v - 2i \tau} \right)^2 = \frac{8\tau^2}{(u - v)^2 + 4\tau^2}
\]
and inserting this into (3.19).

The remaining case \( \alpha < \gamma \) can be done in the same way as the case \( \alpha = \gamma \) and is left to the reader. It can also be obtained from the case \( \alpha = \gamma \), by taking \( \tau \to 0 \).

4 Proof of Theorem 2.3

In this section we prove Theorem 2.3. We will always assume (2.4)–(2.6) and \( \xi \in \mathcal{C}(U, A, \delta) \) where we recall (2.3). In particular, the estimates and constants in the order terms that we derive hold uniformly for \( \xi \in \mathcal{C}(U, A, \delta) \).

4.1 Overview of the proof

Fix \( f \in C^1_c(\mathbb{R}) \), a continuously differentiable function with compact support. We prove Theorem 2.3 as follows. First we smoothen \( f \) and consider \( f^\varepsilon = P_\varepsilon \ast f \) for \( 0 < \varepsilon < 1 \). Here \( P_\varepsilon(x) = \pi^{-1} \frac{\varepsilon}{2\varepsilon^2 + x^2} \) (see also (2.14)) and hence
\[
f^\varepsilon(x) = \int_{\mathbb{R}} f(y) P_\varepsilon(x - y) dy = \frac{1}{\pi} \int f(y) \text{Im} \frac{1}{y - x - i\varepsilon} dy.
\]
We then prove that, for some \( \sigma_{n,\varepsilon} \), we have
\[
\frac{\partial}{\partial \lambda} \log \mathbb{E} \left[ \exp \lambda (Y_n(f^\varepsilon) - \mathbb{E} Y_n(f^\varepsilon)) \right] - \sigma_{n,\varepsilon}^2 \lambda = o(1),
\]
and insert this into (3.19).
as $n \to \infty$, uniformly for $\lambda$ in a sufficiently small neighborhood of the origin and $0 < \varepsilon < 1$. An important ingredient in the proof of (4.2) are the so-called loop equations. Moreover, Proposition 2.4 will be used as an important input for these equations. After we have established (4.2), we continue the proof of Theorem 2.3 by showing that $|f^\varepsilon - f|_{C_w} \to 0$. We can then use Proposition 2.4 and an approximation argument to show that we have (4.2) also for $f$. Since we already computed the limiting value of the variance for any $f \in C^1_c(\mathbb{R})$ in Theorem 2.1, this finishes the proof Theorem 2.3.

To show the benefit of working with $f^\varepsilon$ we first introduce some notation. We define

$$E^h[\cdot] = \frac{E[\cdot \exp h(M)]}{E[\exp h(M)]},$$

for any functional $h$ on the space of hermitian matrices. Note that for $h = 0$ we just obtain $E_0 = E$. In this section we choose to write $E_0$ to emphasize the difference with $E^h$. In case of a linear statistic $h(M) = \text{Tr} f(M)$, we will also write $E^f := E^h$.

Now for $0 < \alpha < 1$ and any function $g$ we define

$$g_\alpha(x) = g(n^\alpha (x - x^*)).$$

Then

$$f^\varepsilon_\alpha(M) = f^\varepsilon(n^\alpha(M - x^*))$$

$$= \frac{1}{2\pi i} \int f(s) \left( \frac{1}{x - i\varepsilon - n^\alpha(M - x^*)} - \frac{1}{x + i\varepsilon - n^\alpha(M - x^*)} \right) dx$$

$$= \frac{1}{2\pi i n^\alpha} \int \frac{f(x)}{(x - i\varepsilon)/n^\alpha + x^* - M} dx - \frac{1}{2\pi i n^\alpha} \int \frac{f(x)}{(x + i\varepsilon)/n^\alpha + x^* - M} dx. \quad (4.4)$$

With these notations the left-hand side of (4.2) can be rewritten and we are left with proving

$$E^{\lambda f^\varepsilon_\alpha} [\text{Tr} f^\varepsilon_\alpha(M)] - E^0 [\text{Tr} f^\varepsilon_\alpha(M)] - \sigma^2_{n,\varepsilon} \lambda, \quad \text{as} \ n \to \infty, \quad (4.5)$$

uniformly for $\lambda$ in some neighborhood of the origin. In view of (4.4) we will start by analyzing

$$\frac{1}{n^\alpha} \left( E^{\lambda f^\varepsilon_\alpha} \left[ \text{Tr} \frac{1}{z/n^\alpha + x^* - M} \right] - E^0 \left[ \text{Tr} \frac{1}{z/n^\alpha + x^* - M} \right] \right), \quad (4.6)$$

asymptotically as $n \to \infty$ for $z$ in compact subsets of $\mathbb{C} \setminus \mathbb{R}$.

### 4.2 The loop equations

The starting point of the analysis, is the following equation.

**Lemma 4.1.** Let $h$ be bounded and differentiable function and $J$ a constant $n \times n$ matrix. Then the following equation holds

$$E^{\lambda h} \left[ \text{Tr} \frac{1}{z - M} J \right] = \text{Tr} \frac{1}{\zeta^{\lambda h}(z) - q\Xi_n} J$$

$$+ \lambda \frac{1 - q^2}{2n} E^{\lambda h} \left[ \text{Tr} \frac{h'(M)}{z - M} J \frac{1}{\zeta^{\lambda h}(z) - q\Xi_n} \right] + \frac{1 - q^2}{2n} K^{\lambda h, J}(z), \quad (4.7)$$
where
\[
\zeta^\lambda_h(z) = z - \frac{1-q^2}{2h} E^\lambda_h \left[ \text{Tr} \frac{1}{z-M} \right], \tag{4.8}
\]
\[
K_n^\lambda_h.J(z) = E^\lambda_h \left[ \text{Tr} \frac{1}{z-M} \right] \frac{1}{\zeta^\lambda_h(z) - q \Xi_n} \right] \right] - E^\lambda_h \left[ \text{Tr} \frac{1}{z-M} \right] \frac{1}{\zeta^\lambda_h(z) - q \Xi_n} \right], \tag{4.9}
\]
and \(z \in \mathbb{C} \setminus \mathbb{R}, \lambda \in \mathbb{C} \) and \(n \in \mathbb{N}\).

**Proof.** The proof is standard and follows by performing the following change of variable
\[
M \mapsto M + s \frac{1}{\zeta - q Y},
\]
in the matrix integral
\[
\int e^{-\frac{n}{1-q^2}(M-q \Xi_n)^2 + \text{Tr} h(M)} dM.
\]
For the moment, \(\zeta\) is still arbitrary in \(\mathbb{C} \setminus \mathbb{R}\) when performing this change of variables. Naturally, the value of the integral does not change. Hence by taking the derivative with respect to \(s\) (after the change of variable) and setting \(s = 0\) we obtain the following
\[
- \frac{2n}{1-q^2} E^\lambda_h \left[ \text{Tr} \frac{1}{z-M} \right] \frac{1}{\zeta - q \Xi_n} \right] + \lambda E^\lambda_h \left[ \text{Tr} h'(M) \frac{1}{z-M} \frac{1}{\zeta - q \Xi_n} \right] + E^\lambda_h \left[ \text{Tr} \frac{1}{z-M} \right] \frac{1}{\zeta - q \Xi_n} \right] = 0, \tag{4.10}
\]
where the last term comes from the Jacobian for the change of variables. By some simple calculus we see
\[
\text{Tr} \frac{1}{z-M} \frac{1}{\zeta - q \Xi_n} \right] \frac{1}{z-M} \frac{1}{\zeta - q \Xi_n} \right] = \frac{1}{z-M} J - \text{Tr} J \frac{1}{\zeta - q Y} - (\zeta - z) \text{Tr} \frac{1}{z-M} J \frac{1}{\zeta - q \Xi_n} \right]
\]
Now the statement follows by choosing \(\zeta\) as in (4.8) and reorganizing (4.10). \(\Box\)

We will always apply the last result with \(h = f^\varepsilon\) for \(f^\varepsilon = P_\varepsilon * f\) and \(f \in C^1_{\varepsilon}(\mathbb{R})\). In that case \(h'(M) = f'^\varepsilon(M)\) is defined as
\[
f'^\varepsilon(M) = \frac{1}{\pi} \int f(s) \text{Im} \left( \frac{1}{s-i\varepsilon-M} \right)^2 ds. \tag{4.11}
\]
By applying (4.7) twice, once with \(\lambda = 0\), and taking the difference we get an equation for the right-hand side of (4.6). First, we define
\[
D_n^\lambda_h(z) = E^\lambda_h \left[ \text{Tr} \frac{1}{z-M} \right] - E^0 \left[ \frac{1}{z-M} \right]. \tag{4.12}
\]
Then we have that \(D_n^\lambda_h\) is the solution to a quadratic equation.
Corollary 4.2. With $D_n^{\lambda h}$ as (4.12) we have
\[
A_n^{\lambda h}(z)D_n^{\lambda h}(z)^2 + B_n^{\lambda h}(z)D_n^{\lambda h}(z) + C_n^{\lambda h}(z) = 0,
\]
(4.13)
where
\[
A_n^{\lambda h}(z) = -\left(\frac{1-q^2}{2n}\right)^2 \operatorname{Tr} \frac{1}{\zeta^{\lambda h}(z) - q\Xi_n} \frac{1}{(\zeta^0(z) - q\Xi_n)^2}
\]
\[
B_n^{\lambda h}(z) = 1 + \frac{1-q^2}{2n} \operatorname{Tr} \left(\frac{1}{\zeta^0(z) - q\Xi_n}\right)
\]
\[
+ \left(\frac{1-q^2}{2n}\right)^2 \mathbb{E}^{\lambda h} \left[ \operatorname{Tr} \frac{h'(M)}{z - M} \frac{1}{\zeta^0(z) - q\Xi_n} \frac{1}{\zeta^{\lambda h}(z) - q\Xi_n} \right]
\]
\[
C_n^{\lambda h}(z) = -\lambda \frac{1-q^2}{2n} \mathbb{E}^{\lambda h} \left[ \operatorname{Tr} \frac{h'(M)}{z - M} \frac{1}{\zeta^0(z) - q\Xi_n} \right] - \frac{1-q^2}{2n} (K_n^{\lambda h}(z) - K^0(z))
\]
(4.14)
Proof. First note that by taking the difference of (4.7) for general and $\lambda$ and (4.7) with $\lambda = 0$ and $J = I$, we obtain
\[
\left( \mathbb{E}^{\lambda h} \left[ \operatorname{Tr} \frac{1}{z - M} \right] - \mathbb{E}^0 \left[ \operatorname{Tr} \frac{1}{z - M} \right] \right)
\]
\[
= \operatorname{Tr} \left( \frac{1}{\zeta^{\lambda h}(z) - q\Xi_n} \right) - \operatorname{Tr} \left( \frac{1}{\zeta^0(z) - q\Xi_n} \right)
\]
\[
+ \lambda \frac{1-q^2}{2n} \mathbb{E}^{\lambda h} \left[ \operatorname{Tr} \frac{h'(M)}{z - M} \frac{1}{\zeta^0(z) - q\Xi_n} \right] + \frac{1-q^2}{2n} (K_n^{\lambda h}(z) - K^0(z))
\]
(4.15)
for $z \in \mathbb{C} \setminus \mathbb{R}$, $\lambda \in \mathbb{C}$ and $n \in \mathbb{N}$. Then note that
\[
\operatorname{Tr} \frac{1}{\zeta^{\lambda h}(z) - q\Xi_n} - \operatorname{Tr} \frac{1}{\zeta^0(z) - q\Xi_n}
\]
\[
= (\zeta^0(z) - \zeta^{\lambda h}(z) \left( \operatorname{Tr} \frac{1}{(\zeta^0(z) - q\Xi_n)^2} + (\zeta^0(z) - \zeta^{\lambda h}(z) \right) \operatorname{Tr} \frac{1}{(\zeta^0(z) - q\Xi_n)^2} \frac{1}{\zeta^{\lambda h}(z) - q\Xi_n}
\]
and that
\[
\zeta^{\lambda h}(z) - \zeta^0(z) = -\frac{1-q^2}{2n} \left( \mathbb{E}^{\lambda h} \left[ \operatorname{Tr} \frac{1}{z - M} \right] - \mathbb{E}^0 \left[ \operatorname{Tr} \frac{1}{z - M} \right] \right) = -\frac{1-q^2}{2n} D_n^{\lambda h}(z).
\]
and hence
\[
\operatorname{Tr} \frac{1}{\zeta^{\lambda h}(z) - q\Xi_n} - \operatorname{Tr} \frac{1}{\zeta^0(z) - q\Xi_n}
\]
\[
= -\frac{1-q^2}{2n} D_n^{\lambda h}(z) \left( \operatorname{Tr} \frac{1}{(\zeta^0(z) - q\Xi_n)^2} - \frac{1-q^2}{2n} D_n^{\lambda h}(z) \operatorname{Tr} \frac{1}{(\zeta^0(z) - q\Xi_n)^2} \frac{1}{\zeta^{\lambda h}(z) - q\Xi_n} \right).
\]
(4.16)
Moreover,
\[
\mathbb{E}^{\lambda h} \left[ \operatorname{Tr} \frac{h'(M)}{z - M} \frac{1}{\zeta^{\lambda h}(z) - q\Xi_n} \right] - \mathbb{E}^{\lambda h} \left[ \operatorname{Tr} \frac{h'(M)}{z - M} \frac{1}{\zeta^0(z) - q\Xi_n} \right]
\]
\[
= (\zeta^0(z) - \zeta^{\lambda h}(z)) \mathbb{E}^{\lambda h} \left[ \operatorname{Tr} \frac{h'(M)}{z - M} \frac{1}{\zeta^{\lambda h}(z) - q\Xi_n} \right]
\]
\[
= -\frac{1}{2} D_n^{\lambda h}(z) \mathbb{E}^{\lambda h} \left[ \operatorname{Tr} \frac{h'(M)}{z - M} \frac{1}{\zeta^{\lambda h}(z) - q\Xi_n} \right]
\]
(4.17)
By substituting (4.16) and (4.17) back into (4.15) and rearranging terms gives the statement.

4.3 Loop equations on the mesoscopic scale

To use the loop equations for the mesoscopic scales that we are interested in we do the following. By replacing $z$ by $z/n\alpha + x_\ast$, we have any $\alpha > 0$ that

$$
n^\alpha A_n^{\lambda h_\alpha}(z/n\alpha + x_\ast) \left( \frac{1}{n^\alpha} D_n^{\lambda h_\alpha}(z/n\alpha + x_\ast) \right)^2 + B_n^{\lambda h_\alpha}(z/n\alpha + x_\ast) \frac{1}{n^\alpha} D_n^{\lambda h_\alpha}(z/n\alpha + x_\ast) + \frac{1}{n^\alpha} C_n^{\lambda h_\alpha}(z/n\alpha + x_\ast) = 0, \quad (4.18)
$$

where $A_n^{\lambda h_\alpha}, B_n^{\lambda h_\alpha}$ and $C_n^{\lambda h_\alpha}$ as in (4.14).

By using the self-improving mechanism behind the loop equation and using Proposition 2.4 we have the following estimates.

Lemma 4.3. Let $f \in C^1_c(\mathbb{R})$. Then, as $n \to \infty$,

$$
n^\alpha A_n^{\lambda f_\varepsilon}(z/n\alpha + x_\ast) = O(n^{\alpha-1}), \quad (4.19)
$$

$$
B_n^{\lambda f_\varepsilon}(z/n\alpha + x_\ast) = 1 + O(n^{-\gamma}), \quad (4.20)
$$

$$
\frac{1}{n^\alpha} C_n^{\lambda f_\varepsilon}(z/n\alpha + x_\ast) = -\lambda \frac{1 - q^2}{2n^{1+2\alpha} E^0} \left[ \text{Tr} \frac{f_\varepsilon'(M)}{z/n\alpha + x_\ast - M \zeta^0(z/n\alpha + x_\ast) - q \Xi_n} \right] + O(n^{\alpha-1}), \quad (4.21)
$$

uniformly for $\lambda$ in a sufficiently small neighborhood of the origin, $z$ in compact subsets of $\mathbb{C} \setminus \mathbb{R}$, $0 < \varepsilon < 1$ and $\xi \in \mathcal{C}(U, A, \delta)$.

The proof of this lemma is postponed to Section 7. Combined with (4.18) we find the following consequence which proves (4.15).

Corollary 4.4. Let $f \in C^1_c(\mathbb{R})$. We have, as $n \to \infty$,

$$
\frac{1}{n^\alpha} D_n^{\lambda f_\varepsilon}(z/n\alpha + x_\ast) = \lambda \frac{1 - q^2}{2n^{1+2\alpha} E^0} \left[ \text{Tr} \frac{f_\varepsilon'(M)}{z/n\alpha + x_\ast - M \zeta^0(z/n\alpha + x_\ast) - q \Xi_n} \right] + o(1),
$$

uniformly for $\lambda$ in a sufficiently small neighborhood of the origin, $z$ in compact subsets of $\mathbb{C} \setminus \mathbb{R}$, $0 < \varepsilon < 1$ and $\xi \in \mathcal{C}(U, A, \delta)$.

4.4 Proof of Theorem 2.3

We now come to the proof of Theorem 2.3. We will need the following approximation result.

Lemma 4.5. Let $f \in C^1_c(\mathbb{R})$, i.e a continuously differentiable function with compact support. Then $|f - P_\varepsilon * f|_{L^\infty} \to 0$ as $\varepsilon \downarrow 0$. 
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The key idea behind the splitting is that \( f \) has compact support and that, by standard arguments, we have \( \| f - f_1^\varepsilon \|_\infty \to 0 \) as \( \varepsilon \downarrow 0 \). We claim this holds also when \( \| \cdot \|_\infty \) is replaced by \( | \cdot |_{L_w} \). To this end, let \( I \) be a closed interval containing the origin and the supports of \( f \) and \( f_1^\varepsilon \) and split

\[
|f|_{L_w}^2 = \sup_{x,y} \sqrt{1 + x^2} \sqrt{1 + y^2} \left| \frac{f_1^\varepsilon(x) - f_1^\varepsilon(y)}{x-y} \right| \tag{4.23}
\]

Then first we have

\[
\sup_{x \in I, y \notin 2I} \sqrt{1 + x^2} \sqrt{1 + y^2} \left| \frac{f_1^\varepsilon(x) - f_1^\varepsilon(y)}{x-y} \right| \leq 2(\| f - f_1^\varepsilon \|_\infty) \sup_{x \in I, y \notin 2I} \sqrt{1 + x^2} \sqrt{1 + y^2} \left| \frac{1}{x-y} \right| = d \| f - f_1^\varepsilon \|_\infty, \tag{4.24}
\]

for some constant \( d > 0 \). Moreover, since both \( f \) and \( f_1^\varepsilon \) have compact support and are continuously differentiable, there exists a constant \( c > 0 \) such that

\[
\sup_{x \in I, y \in 2I} \sqrt{1 + x^2} \sqrt{1 + y^2} \left| \frac{f_1^\varepsilon(x) - f_1^\varepsilon(y)}{x-y} \right| \leq c \sup_{x \in I, y \in 2I} \left| \frac{f_1^\varepsilon(x) - f_1^\varepsilon(y)}{x-y} \right| = c \| f' - f_1^\varepsilon \|_{\infty}. \tag{4.25}
\]

Note that we can change the order of integration and differentiation and obtain \( \| f' - f_1^\varepsilon \|_{\infty} \to 0 \) as \( \varepsilon \downarrow 0 \) and hence, by inserting (4.24) and (4.25) into (4.23), we obtain \( |f|_{L_w}^2 \to 0 \) as \( \varepsilon \downarrow 0 \).

By the triangular inequality, it remains to show that \( |f_2^\varepsilon|_{L_w} \to 0 \) as \( \varepsilon \downarrow 0 \). To this end, we note that

\[
|f_2^\varepsilon|_{L_w} = \sup_{x,y} \sqrt{1 + x^2} \sqrt{1 + y^2} \left| \int_{|s| \geq 1} \frac{f(x-s) - f(y-s)}{x-y} \frac{\varepsilon}{s^2 + \varepsilon^2} ds \right|
\]

\[
= \sup_{x,y} \sqrt{1 + x^2} \sqrt{1 + y^2} \left| \int_{|s| \geq |x-s|/(x-y)|} \frac{f(x-s) - f(y-s)}{x-y} \frac{\varepsilon}{s^2 + \varepsilon^2} ds \right|
\]

\[
\leq |f|_{L_w} \sup_{x,y} \frac{1}{\pi} \int_{|s| \geq |x-s|/(x-y)|} \sqrt{1 + x^2} \sqrt{1 + y^2} \frac{\varepsilon}{\sqrt{1 + (s-x)^2} \sqrt{1 + (s-y)^2} s^2 + \varepsilon^2} ds.
\]
By combining the latter with the inequalities \((s^2 + \varepsilon^2) \geq (s^2 + 1)/2\) and 
\[(1 + (s - x)^2)(1 + s^2) \geq \left(\frac{1}{2}(1 + x^2), \quad \text{for } s, x \in \mathbb{R},\right)\]
we obtain
\[|f^\xi|_{L^2} \leq \frac{8|f|_{L^2} |\text{supp}(f)| \varepsilon}{\pi}.
\]
Hence \(|f^\xi|_{L^2} \to 0\) as \(\varepsilon \downarrow 0\) and this finishes the proof.

We are now ready for the proof of Theorem 2.3.

**Proof of Theorem 2.3.** By linearity of a linear statistic, we have
\[
E^0 \left[ \exp \lambda (Y_n(f) - EY_n(f)) \right] = \int_0^\lambda E^0 \left[ (Y_n(f - f^\xi) - EY_n(f - f^\xi)) \exp \left( \frac{\lambda}{2} (Y_n(f - f^\xi) - EY_n(f - f^\xi)) \right) \right] d\mu.
\]
Hence, by taking the absolute value in the integral, taking the supremum and then using Cauchy-Schwarz twice we have
\[
|E^0 \left[ \exp \lambda (Y_n(f) - EY_n(f)) \right] - E^0 \left[ \exp \lambda (Y_n(f^\xi) - EY_n(f^\xi)) \right]| \leq \frac{\lambda}{2} |\text{Var} Y_n(f - f^\xi)|^{1/2} \sup_{t \in [0, Re \lambda]} \left| E^0 \left[ \exp 2t (Y_n(f - f^\xi) - EY_n(f - f^\xi)) \right] \right|^{1/2} \times \exp 2 \Re \lambda (Y_n(f^\xi) - EY_n(f^\xi))\right|^{1/2} \leq \frac{\lambda}{2} |\text{Var} Y_n(f - f^\xi)|^{1/2} \sup_{t \in [0, Re \lambda]} \left| E^0 \left[ \exp 4t (Y_n(f - f^\xi) - EY_n(f - f^\xi)) \right] \right|^{1/4} \times \left| E^0 \left[ \exp 4 \Re \lambda (Y_n(f^\xi) - EY_n(f^\xi)) \right] \right|^{1/4}.
\]
By combining this with Proposition 2.4 and (2.12) we see that there are constants \(d_1, d_2 > 0\) such that for \(n\) sufficiently large we have
\[
|E^0 \left[ \exp \lambda (Y_n(f) - EY_n(f)) \right] - E^0 \left[ \exp \lambda (Y_n(f^\xi) - EY_n(f^\xi)) \right]| \leq d_2 |\lambda| \|f - f^\xi\|_{L^2} \exp d_1 (Re \lambda)^2 (\|f - f^\xi\|_{L^2}^2 + |f^\xi|_{L^2}^2), \quad (4.26)
\]
for \(\lambda\) in a sufficiently small neighborhood of the origin, \(\varepsilon > 0\) and \(\xi^{(n)} \in C_n(U, n^d)\). Since \(|f - f^\xi|_{L^2} \to 0\) and \(\|f^\xi\|_{\infty} \to \|f\|_{\infty}\) as \(\varepsilon \downarrow 0\), we then have
\[
E^0 \left[ \exp \lambda (Y_n(f) - EY_n(f)) \right] - E^0 \left[ \exp \lambda (Y_n(f^\xi) - EY_n(f^\xi)) \right] = O(|f - f^\xi|_{L^2}), \quad (4.27)
\]
as \(\varepsilon \downarrow 0\), where the constant can be chosen uniformly for \(\lambda\) in a sufficiently small neighborhood of the origin and \(n\) sufficiently large.
Let us for now use the notation
\[ F_n(\lambda) = \mathbb{E}^0 \left[ \exp \lambda (Y_n(f) - \mathbb{E}Y_n(f)) \right] \]
\[ F'_n(\lambda) = \mathbb{E}^0 \left[ \exp \lambda (Y_n(f^\varepsilon) - \mathbb{E}Y_n(f^\varepsilon)) \right]. \]
Then \( F_n(0) = F'_n(0) = 0 = F_n^\varepsilon(0) = F'_n^\varepsilon(0). \) Note that by (6.1) we also have that \( |F_n(\lambda)| \) is uniformly bounded from above and below for \( \lambda \) in a sufficiently small neighborhood of the origin.

Now take \( \varepsilon = \varepsilon_n \to 0 \) as \( n \to \infty \). Then by Corollary 4.4 and (4.12) we obtain (4.2). By combining this with (4.27) and the fact that \( |F_n| \) is bounded from below we have
\[ \log F_n(\lambda) = \log F_n^\varepsilon(\lambda) - \log \left( 1 + \frac{F_n^\varepsilon(\lambda) - F_n(\lambda)}{F_n(\lambda)} \right) = \frac{1}{2} \sigma_{n,\varepsilon}^2 \lambda^2 + o(1), \quad (4.28) \]
as \( n \to \infty \), uniformly for \( \lambda \) in a sufficiently small neighborhood of the origin (not depending on \( n \)). Here \( \sigma_{n,\varepsilon} \) is some sequence of numbers related to the expression in Corollary 4.4 which is not very explicit. However, by analyticity and (4.28), we have
\[ \text{Var} X_n(f) = 2 \oint \log F_n(\lambda) \frac{d\lambda}{\lambda^2} = \sigma_{n,\varepsilon}^2 + o(1), \]
as \( n \to \infty \), where the integral is over a sufficiently small and counterclockwise oriented circle around the origin. Hence we see that \( \sigma_{n,\varepsilon}^2 \) converges to the limiting variance in Theorem 2.3. By inserting this back into (4.28) we prove the statement.

\[ \square \]

5 Asymptotic analysis of \( K_n \) and \( R_n^I \)

In this section we will apply steepest descent techniques to obtain various asymptotic properties for \( K_n \) and \( R_n^I \) as \( n \to \infty \). In particular, we will prove Lemma’s 3.1 and 3.2. Moreover, in the upcoming sections we will also need some more asymptotic properties that we will also derive in this Section. Throughout this section we will always choose the parameters as in (2.4)–(2.6) and also set \( q = q_t = e^{-t}. \) (5.1)

5.1 Integrable form of \( K_n \)

It will be useful to write the kernel in a so-called integrable form. To this end, we rewrite (3.8) as
\[ F_n(w; x) = (qw - x)^2 + \frac{1 - q^2}{n} \sum_{j=1}^{n} \log(w - \xi^{(n)}_j). \quad (5.2) \]
When \( x \) is clear from the context then we will sometimes use the short notation \( F_n(w) \). Then we can also rewrite the kernel \( K_n \) in (3.9) as
\[ K_n(x,y) = \frac{2qn}{(1 - q^2)(2\pi i)^2} \oint_{\Sigma} dz \int_{\Gamma} dw \frac{e^{\frac{q}{1 - q^2} F_n(w;x)}}{e^{\frac{q}{1 - q^2} F_n(z;y)}} \frac{1}{w - z}. \quad (5.3) \]
Lemma 5.1. The kernel $K_n$ as defined in (3.9) can be written as

$$K_n(x, y) = \frac{\sum_{j=0}^{n} \phi_j(x) \psi_j(y)}{x - y},$$

(5.4)

where

$$\phi_0(x) = \sqrt{\frac{2nq^2}{1 - q^2}} \frac{1}{2\pi i} \int_{\Gamma} dw e^{\frac{n}{1 - q^2} F_n(w;x)} \frac{1}{w - \xi^{(n)}}, \quad j = 1, \ldots, n,$$

$$\psi_0(y) = \sqrt{\frac{2nq^2}{1 - q^2}} \frac{1}{2\pi i} \int_{\Sigma} dz e^{-\frac{n}{1 - q^2} F_n(z;y)} \frac{1}{z - \xi^{(n)}}, \quad j = 1, \ldots, n.$$

(5.5)

Proof. Let us write

$$G_n(w; x) = F_n(w; x) + 2qwx = q^2 w^2 - x^2 + \frac{1 - q^2}{n} \sum_{j=1}^{n} \frac{1}{w - \xi^{(n)}}.$$  

(5.6)

The proof is based on the following trick

$$(x - y)K_n(x, y) = \frac{1}{(2\pi i)^2} \oint_{\Sigma} dz \int_{\Gamma} dw e^{\frac{n}{1 - q^2} G_n(w)} \frac{1}{w - z} \frac{1}{w - s} e^{-\frac{2n}{1 - q^2} q(w-s)x} \frac{\partial}{\partial s} e^{-\frac{2n}{1 - q^2} q(w-s)y} \bigg|_{s=0}. $$

By taking the derivative outside the integral and the change of variables $w \mapsto w + s$ and $z \mapsto z + s$ we obtain

$$(x - y)K_n(x, y) = \frac{n}{(1 - q^2)(2\pi i)^2} \oint_{\Sigma} dz \int_{\Gamma} dw e^{\frac{n}{1 - q^2} G_n(w) - qwx} G_n'(w) - G_n'(z) \frac{G_n(w) - G_n(z)}{w - z} \frac{1}{w - z - \xi^{(n)}}.$$

Now note that from (5.6) we can write

$$\frac{G_n'(w) - G_n'(z)}{w - z} = 2q^2 - \frac{1 - q^2}{n} \sum_{j=1}^{n} \frac{1}{w - \xi^{(n)}} \frac{1}{z - \xi^{(n)}}.$$

From here the statement easily follows. \qed

In the upcoming analysis, we first derive the asymptotics for $\phi_j$ and $\psi_j$. This we will do by using classical steepest descent argument on their contour integral representations. For this analysis we need to find the relevant critical point of $F_n$ which is done in Section 5.3. Then we deform the contours $\Sigma$ and $\Gamma$ to contours of steep descent and ascent in Section 5.4. From these ingredients, we compute in Section 5.5 the asymptotic for $\phi_j$ and $\psi_j$ and then the asymptotics of $K_n$ in Section 5.6.
When $n$ grows large it is natural to expect that the function $F_n$ in (5.2) approaches $F$ given by
\[
F(w) = F(w; x) = (qw - x)^2 + (1 - q^2) \int \sqrt{1 \log(w - y)} d\mu_{sc}(y).
\]
By a rather straightforward computation it follows that
\[
F'(w) = 2q(qw - x) + (1 - q^2) \left( w - (w^2 - 2)^{1/2} \right)
\]
with a branch cut along $(-\sqrt{2}, \sqrt{2})$ and the branch for the square root is taken such that $(w^2 - 2)^{1/2} = w + O(w^{-1})$ for $w \to \infty$. From here it is easy to compute that $F$ has two critical points
\[
\Omega(x) = x^{1/2}(q + 1/q) + i\sqrt{2 - x^2^{1/2}(1/q - q)}, \quad (5.7)
\]
and $\overline{\Omega}(x)$, which both are saddle points (i.e. $F'(\Omega(x)) = 0$ and $F''(\Omega(x)) \neq 0$ and similarly for $\overline{\Omega}(x)$). We expect that when $n$ grows large, the function $F_n$ has a saddle point $\Omega_n(x)$ that is close to $\Omega(x)$. However, for this to be true at the scale that we are interested in, we need our sequence $\xi = (\xi^{(n)})_n$ to be sufficiently regular and this is why we restrict to $\xi \in C(U, A, \delta)$.

### 5.2 The functions $\mathcal{E}_j$

Before we start with the steepest descent analysis, let us first define the following auxiliary functions
\[
\mathcal{E}_1(x; \xi^{(n)}) = \left( \frac{1 - q^2}{n} \right)^{1/2} \left\{ \sum_{j=1}^{n} \left( \frac{1}{\Omega(x) - \xi_j^{(n)}} - \frac{1}{\Omega(x) - \xi_j^{(n)}} \right) \right\} \left( \frac{1}{\Omega(x) - \xi_j^{(n)}} \right) \int \frac{1}{\Omega(x) - \xi_j^{(n)}} d\mu_{sc}(\xi), \quad (5.8)
\]
\[
\mathcal{E}_2(x; \xi^{(n)}) = \left( \frac{1 - q^2}{n} \right) \left\{ \sum_{j=1}^{n} \left( \frac{1}{\Omega(x) - \xi_j^{(n)}} \right) \right\} \left( \frac{1}{\Omega(x) - \xi_j^{(n)}} \right) \int \frac{1}{\Omega(x) - \xi_j^{(n)}} d\mu_{sc}(\xi), \quad (5.9)
\]
\[
\mathcal{E}_3(x; \xi^{(n)}) = \left( \frac{1 - q^2}{n} \right)^{3/2} \left\{ \sum_{j=1}^{n} \left( \frac{1}{\Omega(x) - \xi_j^{(n)}} \right) \right\} \left( \frac{1}{\Omega(x) - \xi_j^{(n)}} \right) \int \frac{1}{\Omega(x) - \xi_j^{(n)}} d\mu_{sc}(\xi), \quad (5.10)
\]
We will also use the short-hand notation $\mathcal{E}_j(x; \xi^{(n)}) = \mathcal{E}_j(x)$.

The point of introducing these function is that in the saddle point analysis, all the error terms can be expressed in term of $\mathcal{E}_j$. There we need to estimate the functions $\mathcal{E}_j$, which we do in the following lemma. The main observation is that if $\xi \in C(U, A, \delta)$ (we recall (2.3)), then we can bound the asymptotic behavior of $\mathcal{E}_j$ for large $n$.

We recall that we choose $U \subset (-\sqrt{2}, \sqrt{2})$ to be an open interval containing $x_*$.

**Lemma 5.2.** Let $I \subset U$ be compact. Then there exists constant $a_1, a_2, a_3 > 0$ (independent of $\delta$) such that
\[
\mathcal{E}_1(x; \xi^{(n)}) \leq a_1 n^\delta,
\]
\[
\mathcal{E}_2(x; \xi^{(n)}) \leq a_2 n^{-\gamma(1-\gamma)/2},
\]
\[
\mathcal{E}_3(x; \xi^{(n)}) \leq a_3 n^{-(1-\gamma)/2},
\]
for $x \in I$, $\xi \in C(U, A_n^\delta)$ and $n \in \mathbb{N}$. 28
Proof. The estimate for $E_1$ directly follows from the definition of $C_n$ and the fact that $\text{Im } \Omega(x) \geq 1/n$.

For the estimate on $E_2$ we use the following notation. We define

$$\Delta F_n(w) = \sum_{j=1}^{n} \left( \frac{1}{w - \xi_j^{(n)}} - \int \frac{1}{w - \xi} d\mu_{s.c.}(\xi) \right).$$

To estimate $E_2(x; \xi^{(n)})$ we need to estimate $\Delta F'_n(\Omega(x))$. We do this by using the Cauchy integral

$$\Delta F'_n(\Omega(x)) = \frac{1}{2\pi i} \oint_C \frac{\Delta F_n(w)}{(w - \Omega(x))^2} dw.$$  

Here $C$ is a counter clockwise orient simple contour around $\Omega(x)$. More precisely, we choose $C$ to be the boundary of a rectangle where the horizontal sides are $U + i\alpha_n^{-\gamma}$, and $U + i$. We choose $\alpha > 0$ small enough so that the rectangle indeed contains $\Omega(x)$. To this end, note that since $I$ is a compact subset of $(-\sqrt{2}, \sqrt{2})$ there exists a constant $c > 0$ such that

$$\text{Im } \Omega(x) \geq (1 - \gamma^2)/b, \quad (5.12)$$

for $x \in I$.

We then estimate

$$|\Delta F'_n(\Omega(x))| \leq \sup_{w \in C} |\Delta F_n(w)| \oint_C \frac{1}{|w - \Omega(x)|^2} |dw|.$$  

By definition of $C_n(U, n^\delta)$ we have

$$\sup_{w \in C} |\Delta F_n(w)| \leq An^\delta \sup_{w \in C} \sqrt{n \text{Im } w} \leq An^{\delta+1/2+\gamma/2}/\sqrt{\alpha}$$

for $\xi^{(n)} \in C_n(U, n^\delta)$. Moreover, there exists a constant $c > 0$ such that

$$\oint_C \frac{1}{|w - \Omega(x)|^2} |dw| \leq \frac{c}{\text{Im } \Omega(x)},$$

for $x \in I$. Hence, there exists a constant $d$ such that

$$E_2(x, \xi^{(n)}) \leq \frac{1 - \gamma^2}{n} |\Delta F'_n(\Omega(x))| \leq dn^{\delta-(1-\gamma)/2}.$$  

for $x \in I$ and $\xi^{(n)} \in C_n(U, n^\delta)$. Since $\delta - (1-\gamma)/2 < \gamma(1-\gamma)/2$, this proves the statement for $E_2$.

Finally, the estimate for $E_3$ can be obtained as follows. By (5.12) there exists a constant $b > 0$ such that

$$\left( \frac{1 - \gamma^2}{n} \right)^{3/2} \sum_{j=1}^{n} \frac{1}{|\Omega(x) - \xi_j^{(n)}|^3} \leq b \left( \frac{1 - \gamma^2}{n^{3/2}} \right)^{3/2} \sum_{j=1}^{n} \frac{1}{|\Omega(x) - \xi_j^{(n)}|^2}.$$
By using \(|w - x|^{-2} = -(\text{Im } w)^{-1} \text{Im}(w - z)^{-1}\) for any \(x \in \mathbb{R}\) and \(w \in \mathbb{C} \setminus \mathbb{R}\), and again using (5.12) we have

\[
\left( \frac{1 - q^2}{n} \right)^{3/2} \sum_{j=1}^{n} \frac{1}{|\Omega(x) - \xi_j^{(n)}|^3} = - \frac{b(1 - q^2)^{1/2}}{n^{3/2} \text{Im } \Omega(x)} \sum_{j=1}^{n} \text{Im} \frac{1}{\Omega(x) - \xi_j^{(n)}} \leq - \frac{b^2}{n^{3/2}(1 - q^2)^{1/2}} \sum_{j=1}^{n} \text{Im} \frac{1}{\Omega(x) - \xi_j^{(n)}}
\]

By invoking the definition of \(E_1\) this leads to

\[
\left( \frac{1 - q^2}{n} \right)^{3/2} \sum_{j=1}^{n} \frac{1}{|\Omega(x) - \xi_j^{(n)}|^3} \leq - \frac{b^2}{n^{1/2}(1 - q^2)^{1/2}} \int \text{Im} \frac{1}{\Omega(x) - \xi} \, d\mu_{s.c.}(\xi) - \frac{b^2}{n(1 - q^2)} \text{Im } E_1(x; \xi^{(n)}),
\]

By combining this with the result for \(E_1(x)\), the fact that \(n(1 - q^2) \sim n^{1-\gamma}\) and the fact that the Cauchy transform of the semi-circle is bounded on \(\mathbb{C} \setminus [-\sqrt{2}, \sqrt{2}]\), the statement also follows for \(E_3\).

### 5.3 Saddle points

We now come to the critical point of \(F_n\) and prove Lemma 3.1.

**Lemma 5.3.** (cf. Lemma 3.1) Let \(I \subset U\) be compact. Then for sufficiently large \(n\), \(x \in I\) and \(\xi^{(n)} \in C_n(U, n^\delta)\) we have that there exists a unique \(\Omega_n(x)\) in the ball

\[
\Omega(x) + \left( \frac{1 - q^2}{n} \right)^{\frac{1}{2} - \delta} B_{0,1}
\]

such that \(F'_n(\Omega_n(x)) = 0\).

**Proof.** It is important to observe that the ball (5.13) is entirely contained in the upper half plane for \(n\) sufficiently large. Indeed, for any \(w\) in the ball (5.13) we have

\[
\text{Im } w \geq \text{Im } \Omega(x) - \left( \frac{1 - q^2}{n} \right)^{\frac{1}{2} - \delta},
\]

as \(n \to \infty\), and by (5.12), (5.11) and since we chose \(\delta\) such that \(0 < \delta < \frac{1}{2} \frac{1-\gamma}{1+\gamma}\), the right-hand side is positive for \(n\) sufficiently large.

The proof is based on Rouché’s Theorem, that tells us that if for all \(w\) with

\[
|\Omega(x) - w| = \left( \frac{1 - q^2}{n} \right)^{1/2 - \delta},
\]

we have the inequality

\[
|F'_n(w) - F'(w)| < |F'(w)|,
\]

we have the inequality

\[
|F'_n(w) - F'(w)| < |F'(w)|,
\]
then there is precisely one solution to $F'_n(w) = 0$ in the given set $(5.13)$.

Let $w \in \mathbb{C}$ satisfy $(5.15)$. By the triangular inequality we have

$$|F'_n(w) - F'(w)| \leq |F'_n(w) - F'_n(\Omega(x)) - F''_n(\Omega(x))(w - \Omega(x))|$$

$$+ |F'_n(\Omega(x)) - F'(\Omega(x))| + |F''_n(\Omega(x)) - F''(\Omega(x))| \cdot |w - \Omega(x)|$$

$$+ |F'(w) - F'(\Omega(x)) - F''(\Omega(x))(w - \Omega(x))|$$  \hspace{1cm} (5.17)

We will estimate the four terms at the right-hand side separately. By the definition of $F'_n$ in $(5.2)$ we can rewrite the first term at the right-hand side by

$$|F'_n(w) - F'_n(\Omega(x)) - F''_n(\Omega(x))(w - \Omega(x))| = \frac{1 - q^2}{n} \left| \sum_{j=1}^{n} \frac{(w - \Omega(x))^2}{(w - \xi^{(n)}_j)(\Omega(x) - \xi^{(n)}_j)^2} \right|.$$  \hspace{1cm} (5.18)

Since $w$ satisfies $(5.15)$, we have for sufficiently large $n$ that $\Im w \geq |w - \Omega(x)|$ for $x \in I$ (see also $(5.14)$). Hence also

$$2|w - \xi^{(n)}_j| \geq |w - \xi^{(n)}_j| + \Im w \geq |w - \Omega(x)| \geq |\Omega(x) - \xi^{(n)}_j|,$$  \hspace{1cm}

which implies

$$|F'_n(w) - F'_n(\Omega(x)) - F''_n(\Omega(x))(w - \Omega(x))| = 2 \left( \frac{1 - q^2}{n} \right)^{1/2} \sum_{j=1}^{n} \frac{1}{|\Omega(x) - \xi^{(n)}_j|^3} = 2 \left( \frac{1 - q^2}{n} \right)^{1/2} \mathcal{E}_3(x).$$ \hspace{1cm} (5.19)

The second and third at the right-hand side of $(5.17)$ can be rewritten in terms of $\mathcal{E}_1$ and $\mathcal{E}_2$, since we have by definition that

$$|F'_n(\Omega(x)) - F'(\Omega(x))| = \left( \frac{1 - q^2}{n} \right)^{1/2} \mathcal{E}_1(x)$$

$$|F''_n(\Omega(x)) - F''(\Omega(x))| \cdot |w - \Omega(x)| = \mathcal{E}_2(x) \cdot |w - \Omega(x)|.$$  \hspace{1cm} (5.19)

By inserting $(5.18)$ and $(5.19)$ into $(5.17)$, we have for sufficiently large $n$ that

$$|F'_n(w) - F'(w)| \leq 2 \left( \frac{1 - q^2}{n} \right)^{1/2} \mathcal{E}_3(x) + \left( \frac{1 - q^2}{n} \right)^{1/2} \mathcal{E}_1(x) + \mathcal{E}_2(x) \cdot |w - \Omega(x)|$$

$$+ |F'(w) - F'(\Omega(x)) - F''(\Omega(x))(w - \Omega(x))|,$$

for $x \in I$. The fourth term at the right-hand side consists of the difference of $F'(w)$ and its first degree Taylor polynomial around $w = \Omega(x)$ and hence we can further estimate this too

$$|F'_n(w) - F'(w)| \leq 2 \left( \frac{1 - q^2}{n} \right)^{1/2} \mathcal{E}_3(x) + \left( \frac{1 - q^2}{n} \right)^{\delta} \mathcal{E}_1(x) + \mathcal{E}_2(x) + \left( \frac{1 - q^2}{n} \right)^{-\delta} \mathcal{E}_3(x)$$

$$+ \mathcal{O} \left( \frac{1 - q^2}{n} \right)^{1-2\delta},$$ \hspace{1cm} (5.20)
Moreover, by a Taylor series expansion and using $F'(\Omega(x)) = 0$ we have for any $w$ satisfying (5.15)

$$|F'(w)| = |F''(\Omega(x))| \left( \frac{1 - q^2}{n} \right)^{1/2-\delta} + O \left( \left( \frac{1 - q^2}{n} \right)^{1-2\delta} \right), \tag{5.21}$$

and hence by comparing (5.21) with (5.20) and using (5.11) we easily verify that (5.16) holds and hence we proved the statement. \hfill \Box

**Corollary 5.4.** Let $I \subset U$ be compact. For $n$ sufficiently large, let $\Omega_n(x)$ be the saddle point of $F_n$ in the ball (5.13). Then there exists a constant $c > 0$ such that for $n$ sufficiently large we have

$$\text{Im} \Omega(x), \text{Im} \Omega_n(x) \geq (1 - q^2)/c, \tag{5.22}$$

for $x \in I$ and $\xi \in C(U, A, \delta)$.

**Proof.** For $\Omega(x)$, the statement follows by the definition of $\Omega(x)$ in (5.7) and the compactness of $I$. The statement for $\Omega_n(x)$ follows then by applying Lemma 5.3 (and (5.14)). \hfill \Box

**Lemma 5.5.** Let $I \subset U$ be compact. For $n$ sufficiently large, let $\Omega_n(x)$ be the saddle point of $F_n$ in the ball (5.13). Then

$$F_n''(\Omega_n(x)) = 2 + o(1), \tag{5.23}$$

as $n \to \infty$, uniformly for $x \in I$ and $\xi \in C(U, A, \delta)$.

**Proof.** By the triangular inequality we have

$$|F_n''(\Omega_n(x)) - F''(\Omega(x))| \leq |F_n''(\Omega_n(x)) - F_n''(\Omega(x))| + |F_n''(\Omega(x)) - F''(\Omega(x))|, \tag{5.24}$$

and by definition $F_n$ in (5.2) and of $E_2$ in (5.9) it follows that

$$|F_n''(\Omega_n(x)) - F''(\Omega(x))| \leq |F_n''(\Omega_n(x)) - F_n''(\Omega(x))| + E_2(x). \tag{5.25}$$

Moreover,

$$F_n''(\Omega_n(x)) - F_n''(\Omega(x)) = \frac{1 - q^2}{n} \sum_{j=1}^{n} \left( \frac{1}{(\Omega_n(x) - \xi_j(n))^2} - \frac{1}{(\Omega(x) - \xi_j(n))^2} \right)$$

$$= \frac{1 - q^2}{n} \sum_{j=1}^{n} \left( \frac{\Omega(x) - \Omega_n(x)}{(\Omega_n(x) - \xi_j(n)) (\Omega(x) - \xi_j(n))} \left( \frac{1}{\Omega_n(x) - \xi_j(n)} + \frac{1}{\Omega(x) - \xi_j(n)} \right) \right). \tag{5.26}$$

Note that because of (5.13) and (5.22) we have for $n$ sufficiently large that $\text{Im} \Omega_n(x) \geq |\Omega_n(x) - \Omega(x)|$ for $x \in I$ and hence also

$$2|\Omega_n(x) - \xi_j(n)| \geq |\Omega_n(x) - \xi_j(n)| + |\Omega_n(x) - \Omega(x)| \geq |\Omega(x) - \xi_j(n)|,$$

for $x \in I$. By using this inequality in (5.26) we obtain

$$|F_n''(\Omega_n(x)) - F_n''(\Omega(x))| \leq \frac{3(1 - q^2)|\Omega(x) - \Omega_n(x)|}{n} \sum_{j=1}^{n} \frac{1}{|\Omega(x) - \xi_j(n)|^3}.$$
for $x \in I$. Combining this with (5.10) and (5.13) we obtain, for sufficiently large $n$, that

$$
|F''_n(\Omega_n(x)) - F''_n(\Omega(x))| \leq 3 \left( \frac{n}{1 - q^2} \right)^\delta E_3(x),
$$

(5.27)

for $x \in I$. Therefore by (5.25) and (5.27) we have

$$
|F''_n(\Omega_n(x)) - F''_n(\Omega(x))| \leq E_2(x) + 3 \left( \frac{n}{1 - q^2} \right)^\delta E_3(x),
$$

and hence by (5.11) and by the fact that $0 < \delta < \frac{1}{2 \gamma + 1}$, we have

$$
F''_n(\Omega_n(x)) = F''(\Omega(x)) + o(1),
$$

uniformly for $x \in I$ and $\xi \in C(U, A, \delta)$ as $n \to \infty$. Finally, by a simple computation and (5.1) we have

$$
F''(\Omega(x)) = 4q^2 = 2 + o(1),
$$

uniformly for $x \in I$ and $\xi(n) \in C_n(U, n^{\delta})$ as $n \to \infty$.

**Lemma 5.6.** Let $I \subset U$ be compact. For $n$ sufficiently large, let $\Omega_n(x)$ be the saddle point of $F_n$ in the ball (5.13). Then

$$
\Omega_n(x) - \Omega_n(y) = (x - y)(1 + o(1)) ,
$$

(5.28)

uniformly for $x, y \in I$ and $\xi \in C(U, A, \delta)$ as $n \to \infty$.

**Proof.** By differentiating $F'_n(\Omega_n(x); x) = 0$ with respect to $x$ we obtain

$$
\frac{d}{dx} \Omega_n(x) = \frac{2q^2}{F''_n(\Omega_n(x); x)}.
$$

Hence by substituting (5.23) into

$$
\Omega_n(x) - \Omega_n(y) = \int_y^x \frac{d}{dx} \Omega_n(x) dx = \int_y^x \frac{2q^2}{F''_n(\Omega_n(x); x)} dx,
$$

and by $q \to 1$ as $n \to \infty$, the statement follows.

**5.4 Deforming the contours**

Now that we have established the existence and the approximate location of the saddle points $\Omega_n(x)$ and $\overline{\Omega_n(x)}$, we continue by deforming the contours $\Sigma$ and $\Gamma$. The deformation of the contours that we will discuss has also been used before in [26] in a similar context for longer times scales. We show here that the choice of contours still works for the shorter time scales that we are interested in.

To start with $\Gamma$ we, deform the contour to the contour $\Gamma^*$

$$
\Gamma^* = \text{Re} \Omega_n(x) + i\mathbb{R}.
$$

(5.29)

The contour $\Gamma$ is oriented from $-i\infty$ to $+i\infty$. Then $\Gamma$ clearly passes through the saddle point $\Omega_n(x)$ and its conjugate. Moreover, it consists of paths of steep descent for $\text{Re} F_n(w)$ leaving from the saddle points as the following lemma shows.
Lemma 5.7. Let \( I \subset U \) be compact. For \( n \) sufficient large and \( x \in I \), let \( \Omega_n(x) \) be the critical point of \( F_n \) in (5.13). Then

\[
\frac{d}{dt} \text{Re} F_n(\text{Re} \, \Omega_n(x) + it) > 0
\]

for \(-\infty < t < -\text{Im} \, \Omega_n(x)\) and \( 0 < t < \text{Im} \, \Omega_n(x)\). Similarly,

\[
\frac{d}{dt} \text{Re} F_n(\text{Re} \, \Omega_n(x) + it) < 0
\]

for \(-\text{Im} \, \Omega_n(x) < t < 0\) and \( \text{Im} \, \Omega_n(x) < t < \infty\).

Moreover, for \( n \) sufficiently large we have

\[
\text{Re} F_n(\text{Re} \, \Omega_n(x) + it) - \text{Re} F(\Omega_n(x)) < \frac{9 - t^2}{4}.
\]

for \(|t| > 3\) and \( x \in I \).

Proof. A simple computation reveals

\[
\frac{d}{dt} \text{Re} F_n(\text{Re} \, \Omega_n(x) + it) = -2q^2 t + \frac{t(1 - q^2)}{n} \sum_{j=1}^{n} \frac{1}{(\text{Re} \, \Omega_n(x) - \xi_j^{(n)})^2 + t^2}
\]

By taking the imaginary part of \( F'_n(\Omega_n(x)) = 0 \) and dividing by \( \text{Im} \, \Omega_n(x) \) we have

\[
2q^2 = \frac{1 - q^2}{n} \sum_{j=1}^{n} \frac{1}{(\text{Re} \, \Omega_n(x) - \xi_j^{(n)})^2 + (\text{Im} \, \Omega_n(x))^2}
\]

and hence

\[
\frac{d}{dt} \text{Re} F_n(\text{Re} \, \Omega_n(x) + it) \leq -qt \leq -t/2
\]

From here (5.30) and (5.31) easily follow.

To get (5.32) we argue as follows. We will prove the case \( t \geq 3 \) only, the case \( t \leq -3 \) follows then by symmetry (note that \( \text{Re} F_n(\Omega_n(x)) = \text{Re} F_n(\Omega_n(x)) \)). Observe that for sufficiently large \( n \) we have by (5.7) and (5.13) we have \(|\text{Re} \, \Omega_n(x) - \xi_j^{(n)}| \leq 2\sqrt{2} \) and \((\text{Im} \, \Omega_n(x))^2 \leq \frac{1}{2} \) and hence

\[
\frac{t^2 - (\text{Im} \, \Omega_n(x))^2}{t^2 + (\text{Re} \, \Omega_n(x) - \xi_j^{(n)})^2} \geq \frac{t^2 - (\text{Im} \, \Omega_n(x))^2}{t^2 + 8} \geq \frac{1}{2},
\]

for \( t \geq 3 \), and hence

\[
\frac{d}{dt} \text{Re} F_n(\text{Re} \, \Omega_n(x) + it) \leq -qt \leq -t/2
\]
for $t \geq 3$. Moreover, by (5.31) and $\text{Im } \Omega_n(x) \leq 3$ for sufficiently large $n$, we have

$$\text{Re } F_n(\text{Re } \Omega_n(x) + it) - \text{Re } F_n(\text{Re } \Omega_n(x)) = \int_{\text{Im } \Omega_n(x)}^t \frac{d}{ds} \text{Re } F_n(\text{Re } \Omega_n(x) + is)ds \leq \int_3^t \frac{d}{ds} \text{Re } F_n(\text{Re } \Omega_n(x) + is)ds,$$

for sufficiently large. By substituting (5.35) into the right-hand side we obtain (5.32).

Now we come to the contour $\Sigma$. We deform $\Sigma$ to the contour $\Sigma^* = \Sigma^* \cup \Sigma^*$ where

$$\Sigma^*_+ = \{\text{Re } \Omega_n(x) - t + i\sqrt{t^2/3 + (\text{Im } \Omega_n(x))^2} : -\infty < t < \infty\},$$

$$\Sigma^*_- = \{\text{Re } \Omega_n(x) + t - i\sqrt{t^2/3 + (\text{Im } \Omega_n(x))^2} : -\infty < t < \infty\}. \quad (5.36)$$

Here the parametrization chosen in the definition also defines the orientation.

**Lemma 5.8.** Let $I \subset U$ be compact. For $n$ sufficiently large and $x \in I$, let $\Omega_n(x)$ be the saddle point of $F_n$ in the ball (5.13). Then

$$\frac{d}{dt} \text{Re } F_n\left(\text{Re } \Omega_n(x) \mp t \pm i\sqrt{t^2/3 + (\text{Im } \Omega_n(x))^2}\right) < 0, \quad (5.37)$$

for $t < 0$ and

$$\frac{d}{dt} \text{Re } F_n\left(\text{Re } \Omega_n(x) \mp t \pm i\sqrt{t^2/3 + (\text{Im } \Omega_n(x))^2}\right) > 0, \quad (5.38)$$

for $t > 0$. Moreover, for $n$ sufficiently large

$$\text{Re } F_n(\text{Re } \Omega_n(x) + t \pm i\sqrt{t^2/3 + (\text{Im } \Omega_n(x))^2}) - \text{Re } F(\Omega_n(x)) > \frac{t^2 - 49}{6}. \quad (5.39)$$

for $|t| > 7$.

**Proof.** By a simple computation one can show that

$$\frac{d}{dt} \text{Re } F_n\left(\text{Re } \Omega_n(x) + t - i\sqrt{t^2/3 + (\text{Im } \Omega_n(x))^2}\right) = 2q(q(\text{Re } \Omega_n(x) + t) - x) - \frac{2}{3}q^2 t + \frac{1}{n} \sum_{j=1}^{n} \frac{\text{Re } \Omega_n + \frac{4}{3}t - x}{(\text{Re } \Omega_n(x) + t - \xi_j^{(n)})^2 + (\text{Im } \Omega_n(x))^2}. \quad (5.40)$$

Moreover, by taking the real and imaginary part of $F_n'(\Omega_n(x)) = 0$ we obtain the following two equations

$$2q(\text{Re } \Omega_n(x) - x) = -\frac{1 - q^2}{n} \sum_{j=1}^{n} \frac{\text{Re } \Omega_n - \xi_j^{(n)}}{(\text{Re } \Omega_n(x) - \xi_j^{(n)})^2 + (\text{Im } \Omega_n(x))^2}, \quad (5.41)$$

$$2q^2 = \frac{1 - q^2}{n} \sum_{j=1}^{n} \frac{1}{(\text{Re } \Omega_n(x) - \xi_j^{(n)})^2 + (\text{Im } \Omega_n(x))^2}. \quad (5.42)$$
where we also divided by \( \text{Im} \Omega_n(x) \) in the last equality. By plugging (5.41) and (5.42) into (5.40) we obtain

\[
\frac{d}{dt} \text{Re } F_n \left( \text{Re } \Omega_n(x) + t + i \sqrt{t^2/3 + (\text{Im } \Omega_n(x))^2} \right) = \frac{1 - q^2}{n} \sum_{j=1}^{n} \left( \frac{\text{Re } \Omega_n + \frac{4}{3} t - \xi_j^{(n)}}{(\text{Re } \Omega_n(x) + t - \xi_j^{(n)})^2 + \frac{4}{3} t^2 + (\text{Im } \Omega_n(x))^2} - \frac{\text{Re } \Omega_n - \xi_j^{(n)} - 2t/3}{(\text{Re } \Omega_n(x) - \xi_j^{(n)})^2 + (\text{Im } \Omega_n(x))^2} \right).
\]

By writing the difference of the fraction as one this can be written as

\[
\frac{d}{dt} \text{Re } F_n \left( \text{Re } \Omega_n(x) + t - i \sqrt{t^2/3 + (\text{Im } \Omega_n(x))^2} \right) = \frac{1 - q^2}{n} \sum_{j=1}^{n} \left( \frac{2(\text{Im } \Omega_n(x))^2 + \frac{8}{3} t^2}{(\text{Re } \Omega_n(x) + t - \xi_j^{(n)})^2 + \frac{4}{3} t^2 + (\text{Im } \Omega_n(x))^2} - \frac{2(\text{Im } \Omega_n(x))^2 + \frac{8}{3} t^2}{(\text{Re } \Omega_n(x) - \xi_j^{(n)})^2 + (\text{Im } \Omega_n(x))^2} \right),
\]

and from here (and symmetry) (5.37) and (5.38) easily follow.

It remains to prove (5.39). For sufficiently large \( n \) we have by (5.7) and (5.13) we have \( |\text{Re } \Omega_n(x) - \xi_j^{(n)}| \leq 2\sqrt{2} \) and hence

\[
\frac{2(\text{Im } \Omega_n(x))^2 + \frac{8}{3} t^2}{2(\text{Re } \Omega_n(x) - \xi_j^{(n)})^2 + \frac{4}{3} t^2 + (\text{Im } \Omega_n(x))^2} \geq \frac{2(\text{Im } \Omega_n(x))^2 + \frac{8}{3} t^2}{16 + \frac{4}{3} t^2 + (\text{Im } \Omega_n(x))^2} \geq \frac{1}{3},
\]

for \( |t| \geq 7 \), and hence

\[
\frac{d}{dt} \text{Re } F_n \left( \text{Re } \Omega_n(x) + t - i \sqrt{t^2/3 + (\text{Im } \Omega_n(x))^2} \right) \geq 2qt/3 \geq t/3,
\]

for \( t \geq 7 \). By inserting this inequality into

\[
\text{Re } F_n(\text{Re } \Omega_n(x) + t - i \sqrt{t^2/3 + (\text{Im } \Omega_n(x))^2}) - \text{Re } F(\Omega_n(x)) = \int_0^t \frac{d}{ds} \text{Re } F(\text{Re } \Omega(x) + s + i \sqrt{s^2/3 + (\text{Im } \Omega_n(x))^2}) ds
\]

\[
\geq \int_0^t \frac{d}{ds} \text{Re } F(\text{Re } \Omega(x) + is) ds
\]

we obtain (5.39) at one of the four parts of \( \Sigma^* \). At the other parts on can use similar estimates or use symmetry.

\[\square\]

### 5.5 Asymptotics for \( \phi_j \) and \( \psi_j \)

We first derive the leading asymptotic term for the function \( \phi_0 \) and \( \psi_0 \). To this end, we split \( \phi_0 = \phi_0^+ + \phi_0^- \) and \( \psi_0 = \psi_0^+ + \psi_0^- \) where

\[
\phi_0^+(x) = \sqrt{\frac{2mq^2}{1-q^2}} \frac{1}{2\pi i} \int_{\Gamma^* \cap \mathbb{H}_+} e^{-\frac{n}{q^2} F_n(w;x)} dw
\]

\[
\psi_0^+(y) = \sqrt{\frac{2mq^2}{1-q^2}} \frac{1}{2\pi i} \int_{\Sigma^* \cap \mathbb{H}_+} e^{-\frac{n}{q^2} F_n(z;y)} dz.
\]

(5.43)

Here \( \mathbb{H}_+ \) and \( \mathbb{H}_- \) stand for the upper and lower half plane respectively, and \( \Gamma^* \) and \( \Sigma^* \) are the contours of steep descent (5.29) and ascent (6.30).
Lemma 5.9. Let $I \subset U$ be compact. Then for any $0 < \varepsilon < (1 - \gamma)/2$ we have
\[
\phi^+_0(x) = \frac{q}{\pi F''_n(\Omega_n)} \exp\left( -\frac{1}{2} i \varepsilon_n \right) e^{\frac{n}{1-q^2} F_n(\Omega_n(x))} \left( 1 + \mathcal{O}(n^{-\varepsilon}) \right),
\]
\[
\phi^-_0(x) = \frac{q}{\pi F''_n(\Omega_n)} \exp\left( -\frac{1}{2} i \varepsilon_n \right) e^{\frac{n}{1-q^2} F_n(\Omega_n(x))} \left( 1 + \mathcal{O}(n^{-\varepsilon}) \right),
\]
\[
\psi^+_0(x) = -\frac{1}{i} \frac{q}{\pi |F''_n(\Omega_n)|} \exp\left( -\frac{1}{2} i \varepsilon_n \right) e^{-\frac{n}{1-q^2} F_n(\Omega_n(x))} \left( 1 + \mathcal{O}(n^{-\varepsilon}) \right),
\]
\[
\psi^-_0(x) = \frac{1}{i} \frac{q}{\pi |F''_n(\Omega_n)|} \exp\left( -\frac{1}{2} i \varepsilon_n \right) e^{-\frac{n}{1-q^2} F_n(\Omega_n(x))} \left( 1 + \mathcal{O}(n^{-\varepsilon}) \right),
\] (5.44)
as $n \to \infty$, uniformly for $x \in I$ and $\xi \in C(U, A, \delta)$. Here $\varepsilon_n = \arg F''_n(\Omega_n(x))$.

Proof. We will only prove the asymptotics for $\phi^+_0$. The other cases follow from similar arguments and are left to the reader.

Let $B$ be the ball
\[
B = \left\{ w : |w - \Omega_n(x)| = \left( \frac{1 - q^2}{n} \right)^{1/2 - \delta'/3} \right\},
\]
for some $0 < \delta' < \delta$. By an argument similar to the first line in the proof of Lemma 5.3 it is not hard to show that the ball $B$ is entirely contained in the upper half plane.

Let us split the integral as follows
\[
\int_{\Gamma \cap \mathbb{H}^+} = \int_{\Gamma \cap B} + \int_{(\Gamma \cap \mathbb{H}^+) \setminus B}.
\]
We will estimate the two integrals at the right-hand side separately. Let us for the moment focus on the first integral, i.e. the integral over $\Gamma \cap B$. We claim that inside $B$ the function $F_n(w)$ is a approximately quadratic. More precisely, we will show that
\[
\frac{n}{1-q^2} \left( F_n(\Omega_n(x)) + \sqrt{\frac{1-q^2}{n}} s - F_n(\Omega_n(x)) \right) - \frac{1}{2} s^2 F''_n(\Omega_n(x)),
\] (5.45)
is small. By subtracting $sF'_n(\Omega_n(x)) = 0$ and using the definition of $F_n$ in (5.2) we can rewrite (5.45) to
\[
\sum_{j=1}^n \left( \log \left( 1 + \sqrt{\frac{1-q^2}{n}} \frac{s}{\Omega_n(x) - \xi^{(n)}_j} \right) \right.
\]
\[
- \sqrt{\frac{1-q^2}{n}} \frac{s}{\Omega_n(x) - \xi^{(n)}_j} + \frac{1}{n} \frac{s^2}{2(\Omega_n(x) - \xi^{(n)}_j)^2} \right) \). (5.46)
\]
By using
\[
|\log(1 + w) - w + \frac{1}{2} w^2| \leq 2|w|^3, \quad \text{for } |w| < 1/2,
\]
we can estimate (5.46) by
\[
\left( \frac{2(1 - q^2)}{n} \right)^{3/2} \sum_{j=1}^{n} \frac{|s|^3}{|\Omega_n(x) - \zeta_j^{(n)}|^3} \leq \left( \frac{2(1 - q^2)}{n} \right)^{3/2 - \delta'} \sum_{j=1}^{n} \frac{1}{|\Omega_n(x) - \zeta_j^{(n)}|^3}
\]
\[
= 2^{3/2 - \delta'} \left( \frac{1 - q^2}{n} \right)^{-\delta'} \mathcal{E}_3(x).
\]
By combining this with (5.11) we have
\[
\left| \frac{n}{1 - q^2} \left( F_n \left( \Omega_n(x) + \sqrt{\frac{1 - q^2}{n}} s \right) - F_n(\Omega_n(x)) \right) - \frac{1}{2} s^2 F_n''(\Omega_n(x)) \right|
\]
\[
\leq 2^{3/2 - \delta'} \left( \frac{1 - q^2}{n} \right)^{-\delta'} \mathcal{E}_3(x) = \mathcal{O} \left( n^{\delta'(1 + \gamma) - (1 - \gamma)/2} \right),
\]
uniformly for \( x \in I \) and \( \xi \in C(U, A, \delta) \) as \( n \to \infty \).

Let us return to estimating the integral \( \int_{\Gamma \cap B} \). After the change of variables
\[
w = \Omega_n(x) + i \sqrt{\frac{1 - q^2}{n}} \tilde{s},
\]
and using (5.47) we obtain
\[
\sqrt{\frac{2q^2 n}{(1 - q^2)^2}} \frac{1}{2\pi i} \int_{\Gamma^* \cap B} \frac{e^{-1/q} F_n(w)}{e^{-1/q} F_n(\Omega_n(x))} \frac{1}{\sqrt{\pi |F_n''(\Omega_n(x))|}} \exp \left( -\varepsilon_n i/2 + \frac{n}{1 - q^2} F_n(\Omega_n(x)) \right) \left( 1 + \mathcal{O} \left( n^{\delta'(1 + \gamma) - (1 - \gamma)/2} \right) \right) \, dw
\]
and therefore (where we recall (5.23)),
\[
\sqrt{\frac{2q^2 n}{(1 - q^2)^2}} \frac{1}{2\pi i} \int_{\Gamma^* \cap B} \frac{e^{-1/q} F_n(w)}{e^{-1/q} F_n(\Omega_n(x))} \frac{q}{\sqrt{\pi |F_n''(\Omega_n(x))|}} \exp \left( -\varepsilon_n i/2 + \frac{n}{1 - q^2} F_n(\Omega_n(x)) \right) \left( 1 + \mathcal{O} \left( n^{\delta'(1 + \gamma) - (1 - \gamma)/2} \right) \right) \, dw
\]
uniformly for \( x \in I \) and \( \xi \in C(U, A, \delta) \) as \( n \to \infty \). By setting \( \varepsilon = \delta'(1 + \gamma) < \delta(1 + \gamma) = (1 - \gamma)/2 \) we see that we get one part of the right-hand side of the expression for \( \phi_0^+ \) in (5.44). To get the full expression for \( \phi_0^+ \) in (5.44) it sufficient to prove that the integral over the remaining part of the contour is exponentially small. By (5.30), (5.31) and (5.47) we see that
\[
\frac{n}{1 - q^2} (\text{Re} \, F_n(w) - \text{Re} \, F_n(\Omega_n(x))
\]
\[
\leq - \text{Re} \, F_n''(\Omega_n(x)) \left( \frac{n}{1 - q^2} \right)^{2\delta'/3} + 2^{3/2 - \delta} \left( \frac{1 - q^2}{n} \right)^{-\delta'} \mathcal{E}_3(x),
\]
for \( w \in (\Gamma^* \cap \mathbb{H}^+) \setminus B \). Hence by (5.23) and (5.11) we have for sufficiently large \( n \) that
\[
\frac{n}{1 - q^2} (\text{Re} \, F_n(w) - \text{Re} \, F_n(\Omega_n(x)) \leq - \left( \frac{n}{1 - q^2} \right)^{2\delta'/3},
\]
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uniformly for \( w \in (\Gamma^* \cap \mathbb{H}^+) \setminus B \) and \( x \in I \). By using the latter and \((5.32)\) it is not difficult to show that the integral over \((\Gamma^* \cap \mathbb{H}^+) \setminus B \) only gives an exponentially small contribution and we arrive at the asymptotics for \( \phi_0^+ \) given in \((5.44)\). \(\square\)

Note that as a particular consequence of the asymptotic formulas in \((5.44)\) we have the following bound. Under the same conditions as in the Lemma, there exists a constant \( A > 0 \) such that for sufficiently large \( n \) we have

\[
|\phi_0^+ (x) e^{-\frac{n}{1-q^2} \Re F_n(\Omega_n(x))}| \leq A, \\
|\psi_0^+ (y) e^{\frac{n}{1-q^2} \Re F_n(\Omega_n(y))}| \leq A.
\]

for \( x, y \in I \).

In the following lemma, we express the asymptotic behavior of the functions \( \phi_j \) and \( \psi_j \) in terms of \( \phi_0^\pm \) and \( \psi_0^\pm \).

**Lemma 5.10.** Let \( I \subset U \) be compact. Then for any \( \epsilon > 0 \) and \( j = 1, \ldots, n \) we have

\[
\phi_j (x) = \sqrt{\frac{1 - q^2}{2nq^2}} \left( \frac{\phi_0^+ (x)}{\Omega_n(x) - \xi_j^{(n)}} + \frac{\phi_0^- (x)}{\Omega_n(x) - \xi_j^{(n)}} \right) \\
\times \left( 1 + O \left( \left( \frac{1}{n} \right)^{1/2-\epsilon} \frac{1}{|\Omega_n(x) - \xi_j^{(n)}|} \right) \right),
\]

\[
\psi_j (y) = -\sqrt{\frac{1 - q^2}{2nq^2}} \left( \frac{\psi_0^+ (y)}{\Omega_n(y) - \xi_j^{(n)}} + \frac{\psi_0^- (y)}{\Omega_n(y) - \xi_j^{(n)}} \right) \\
\times \left( 1 + O \left( \left( \frac{1}{n} \right)^{1/2-\epsilon} \frac{1}{|\Omega_n(y) - \xi_j^{(n)}|} \right) \right),
\]

as \( n \to \infty \), uniformly for \( x, y \in I \), \( \xi \in C_n(U, A, \delta) \)

**Proof.** The proof goes by a steepest descent analysis for \( \phi_j \) and \( \psi_j \), similar to the proof of \((5.44)\). The difference is that there is an extra term in the integrand of \( \phi_j \) and \( \psi_j \) that we need to deal with.

We deform the contours \( \Sigma \) and \( \Gamma \) in the definition of \( \phi_j \) and \( \psi_j \) to the contours \( \Sigma_1^* \) and \( \Gamma^* \) and split the contour into two parts, one in the upper half plane and one in the lower half plane. Hence we have \( \phi_j = \phi_j^+ + \phi_j^- \) and \( \psi_j = \psi_j^+ + \psi_j^- \) in the same way as \((5.43)\). In the integrand for \( \phi_j^+ \) we write

\[
\frac{1}{w - \xi_j^{(n)}} = \frac{1}{\Omega_n(x) - \xi_j^{(n)}} \left( 1 + \frac{\Omega_n(x) - w}{w - \xi_j^{(n)}} \right)
\]

and when we introduce the local variables \((5.48)\) we estimate

\[
\frac{|\Omega_n(x) - w|}{w - \xi_j^{(n)}} \leq \frac{\left( \frac{1 - q^2}{n} \right)^{1/2-\delta'/3}}{|\Omega_n(x) - \xi_j^{(n)} + \sqrt{\frac{1 - q^2}{n}} i \delta|} \leq \frac{2}{|\Omega_n(x) - \xi_j^{(n)}|},
\]
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for \( n \) sufficiently large. Analogous estimates hold for the integrals \( \phi^- \), \( \psi^+ \) and \( \psi^- \). After this estimate the arguments are the same as in the proof of (5.44) and we obtain the statement after setting \( \varepsilon = \delta' / 3 \).

By combining (5.50) and (5.53) with (5.49) we see that, under the same conditions of the last lemma, there exists a constant \( A > 0 \) such that for sufficiently large \( n \) we have

\[
|\phi_j^\pm(x)e^{-\frac{n}{1-q^2}qF_n(\Omega_n(x))}| \leq \frac{1 - q^2}{2nq^2} \frac{A}{|\Omega_n(x) - \xi_j^{(n)}|},
\]

\[
|\psi_j^\pm(y)e^{\frac{n}{1-q^2}qF_n(\Omega_n(y))}| \leq \frac{1 - q^2}{2nq^2} \frac{A}{|\Omega_n(x) - \xi_j^{(n)}|},
\]

(5.54)

for \( x, y \in I \).

### 5.6 Proof of Lemma 3.2

We are now ready to compute the asymptotic behavior of \( K_n^I \).

**Lemma 5.11.** Let \( I \subset U \) be compact. Then

\[
(x - y)K_n(x, y) = \frac{1}{q} \left( \frac{\phi_0^+(x)\psi_0^+(y)(x - y)}{\Omega_n(x) - \Omega_n(y)} + \frac{\phi_0^-(x)\psi_0^+(y)(x - y)}{\Omega_n(x) - \Omega_n(y)} \right)
\]

\[
+ \frac{\phi_0^+(x)\psi_0^-(y)(x - y)}{\Omega_n(x) - \Omega_n(y)} + \frac{\phi_0^-(x)\psi_0^-(y)(x - y)}{\Omega_n(x) - \Omega_n(y)} \right) (1 + o(1)),
\]

(5.55)

uniformly for \( x, y \in I \), \( \xi \in C(U, A, \delta) \) as \( n \to \infty \).

**Proof.** We recall that by (5.4) we have that

\[
(x - y)K_n(x, y) = \sum_{j=0}^{n} \phi_j(x)\psi_j(y).
\]

To prove the statement we insert the asymptotic expressions (5.50) and (5.53) into the latter expression. Let us first replace \( \phi_j \) and \( \psi_j \) with the leading asymptotic terms in (5.50) and (5.53) and ignore the correction term. This leads to the following sum

\[
\phi_0(x)\psi_0(y) - \frac{1 - q^2}{2nq^2} \sum_{j=1}^{n} \left( \frac{\phi_0^+(x)}{\Omega_n(x) - \xi_j^{(n)}} + \frac{\phi_0^-(x)}{\Omega_n(x) - \xi_j^{(n)}} \right) \left( \frac{\psi_0^+(y)}{\Omega_n(y) - \xi_j^{(n)}} + \frac{\psi_0^-(y)}{\Omega_n(y) - \xi_j^{(n)}} \right).
\]

(5.56)

To compute this sum we first note that since \( F_n'(\Omega_n(x)) = 0 \) we have

\[
\frac{1 - q^2}{n} \sum_{j=1}^{n} \frac{1}{\Omega_n(x) - \xi_j^{(n)}} = 2q(x - q\Omega_n(x)),
\]

(5.57)
and hence

\[
\frac{1 - q^2}{n} \sum_{j=1}^{n} \frac{1}{\Omega_n(x) - \xi_j^{(n)}} \frac{1}{\Omega_n(y) - \xi_j^{(n)}} = \frac{1 - q^2}{n} \frac{1}{\Omega_n(x) - \Omega_n(y)} \sum_{j=1}^{n} \left( \frac{1}{\Omega_n(y) - \xi_j^{(n)}} - \frac{1}{\Omega_n(x) - \xi_j^{(n)}} \right)
\]

\[
= \frac{2q^2(\Omega_n(x) - \Omega_n(y))}{\Omega_n(x) - \Omega_n(y)} - \frac{2q(x - y)}{\Omega_n(x) - \Omega_n(y)}.
\]

Therefore we also have

\[
\phi_0^+(x)\psi_0^+(y) - \frac{1 - q^2}{2q^2n} \sum_{j=1}^{n} \frac{\phi_0^+(x)}{\Omega_n(x) - \xi_j^{(n)}} \frac{\psi_0^+(y)}{\Omega_n(y) - \xi_j^{(n)}} = \frac{\phi_0^+(x)\psi_0^+(y)(y - x)}{q(\Omega_n(x) - \Omega_n(y))}.
\]

The same expressions hold with \(\Omega_n(x)\) and/or \(\Omega_n(y)\) replaced with their complex conjugates. By substituting these expression into (5.56) (and using \(\phi_0 = \phi_0^+ + \phi_0^-\) and \(\psi_0 = \psi_0^+ + \psi_0^-\)) we obtain

\[
\phi_0(x)\psi_0(y) - \frac{1 - q^2}{2qn^2} \sum_{j=1}^{n} \left( \frac{\phi_0^+(x)}{\Omega_n(x) - \xi_j^{(n)}} + \frac{\phi_0^-(x)}{\Omega_n(x) - \xi_j^{(n)}} \right) \left( \frac{\psi_0^+(y)}{\Omega_n(y) - \xi_j^{(n)}} + \frac{\psi_0^-(y)}{\Omega_n(y) - \xi_j^{(n)}} \right)
\]

\[
= \frac{1}{q} \left( \frac{\phi_0^+(x)\psi_0^+(y)(y - x)}{\Omega_n(x) - \Omega_n(y)} + \frac{\phi_0^-(x)\psi_0^+(y)(y - x)}{\Omega_n(x) - \Omega_n(y)} \right) \left( \frac{\psi_0^+(y)(y - x)}{\Omega_n(x) - \Omega_n(y)} + \frac{\psi_0^-(y)(y - x)}{\Omega_n(x) - \Omega_n(y)} \right),
\]

which is the leading term in (5.55).

It only remains to prove that the correction terms in (5.50) and (5.53) do not contribute to the leading asymptotics in (5.55). But this follows by collecting all the error terms and using (5.54) and (5.11) for \(\mathcal{E}_3\).

We are now ready to prove Lemma 3.2.

Proof of Lemma 3.2. This follows directly from substituting (5.41) in Lemma 5.11 and using (5.23) and the fact that \(q \to 1\) as \(n \to \infty\).

5.7 Asymptotics for \(K_n(x,x)\)

In the next step we compute that asymptotic behavior of the diagonal of the kernel \(K_n(x,x)\) as \(n \to \infty\). The proof is again based on standard principles of the steepest descent techniques.

Lemma 5.12. Let \(I \subset U\) be compact. Then for any \(0 < \varepsilon < (1 - \gamma)/2\), we have

\[
K_n(x,x) = \frac{2nq}{(1 - q^2)\pi} \text{Im} \Omega_n(x) + O\left( \frac{n^\varepsilon}{1 - q^2} \right),
\]

(5.57)

uniformly for \(x \in I\), \(\xi^{(n)} \in \mathcal{C}_n(U, n^\delta)\) as \(n \to \infty\).
Proof. The proof goes again by steepest descent arguments, but now we start from the double integral formula (5.33) directly. We deform the contours \( \Sigma \) and \( \Gamma \) to the contours \( \Sigma^* \) and \( \Gamma^* \) in (5.36) and (5.29), consisting of path of steep descent/ascent leaving from the saddle points \( \Omega_n(x) \) and \( \Omega_n(x) \). When doing so, we pick up a residue due to the term \( 1/(w - z) \) and we obtain an additional single integral

\[
K_n(x, x) = \frac{2qn}{(1 - q^2)^2 \pi i} \int_{\Omega_n(x)} dz \int_{\Sigma*} dw \frac{n\pi F_n(w;x)}{e^{1-q^2}F_n(z;x)} \frac{1}{w - z} - \frac{2qn}{(1 - q^2)^2 \pi} \int_{\Omega_n(x)} dz \int_{\Gamma*} dw \frac{n\pi F_n(w;x)}{e^{1-q^2}F_n(z;x)} \frac{1}{w - z}.
\]

Note that in the double integral \( \Sigma^* \) and \( \Gamma^* \) intersect at \( \Omega_n(x) \) and \( \Omega_n(x) \) and the integrand has a singularity at that point. As an iterated integral the first integral as a principal value integral (since the contours are perpendicular at the intersection points, the singularity is integrable with respect to the double integral).

The single integral in (5.58) is trivial to compute and gives

\[
\int_{\Omega_n(x)} dz = \frac{2qn}{(1 - q^2)^2 \pi} \text{Im} \Omega_n(x),
\]

and this gives the first term in (5.57). We split the double integral in (5.58) into three parts, two double integrals where \( z, w \) are both in the neighborhood of \( \Omega_n(x) \) and \( \Omega_n(x) \) and a third integral over the remaining parts. By introducing local variables and reasoning as in the proof of Lemma 5.9 (in particular (5.47)) we find for any \( 0 < \delta' < \delta \) and some \( c > 0 \) that

\[
\int_{\Omega_n(x)} dz \int_{\Sigma*} dw \frac{n\pi F_n(w;x)}{e^{1-q^2}F_n(z;x)} \frac{1}{w - z} = -\frac{2qi}{(2\pi i)^2} \sqrt{\frac{n}{1 - q^2}} \int_{-\infty}^{\infty} ds \int_{-\infty}^{\infty} dt e^{-F_n''(\Omega_n(x)) \frac{1}{2}(s^2 + t^2)} + O\left(\frac{n^{\delta'(1+\gamma)}}{\sqrt{(1-q^2)n}}\right)
\]

as \( n \to \infty \) uniformly for \( x \to I \). After changing to polar coordinates, it is not hard to see that

\[
\int_{-\infty}^{\infty} ds \int_{-\infty}^{\infty} dt e^{-F_n''(\Omega_n(x)) \frac{1}{2}(s^2 + t^2)} = 0,
\]

and hence, for any \( 0 < \delta' < \delta \), we have

\[
\int_{\Omega_n(x)} dz \int_{\Sigma*} dw \frac{n\pi F_n(w;x)}{e^{1-q^2}F_n(z;x)} \frac{1}{w - z} = O\left(\sqrt{\frac{n}{1 - q^2}} \frac{n^{\delta'(1+\gamma)}}{\sqrt{(1-q^2)n}}\right) = O\left(\frac{n^{\delta'(1+\gamma)}}{1 - q^2}\right),
\]

as \( n \to \infty \). After setting \( \varepsilon = \delta'(1+\gamma) < \delta(1+\gamma) = (1-\gamma)/2 \) we arrive at the statement. \( \square \)
Combining the latter with Lemma 5.3 we obtain the following.

**Corollary 5.13.** Let \( I \subset U \) be compact. Then

\[
\frac{1}{n}K_n(x,x) = \frac{\sqrt{2 - x^2}}{\pi} + o(1),
\]

as \( n \to \infty \), uniformly for \( x \in I \) and \( \xi \in C(U, A, \delta) \).

**Proof.** Since for \( \delta > 0 \) small enough we have \( n(1 - q^2)/n^\delta \to \infty \) as \( n \to \infty \), we obtain

\[
\frac{1}{n}K_n(x,x) = \frac{2q}{(1 - q^2)\pi} \text{Im} \Omega_n(x) + o(1),
\]

as \( n \to \infty \). By Lemma 5.3 we can replace \( \Omega_n(x) \) by \( \Omega(x) \) and, finally, since \( \text{Im} \Omega(x) = (1 - q^2)/2q \sqrt{2 - x^2} \) we obtain the statement. \( \square \)

### 5.8 Asymptotics for \( R^I_n \)

Besides the asymptotic behavior of \( K_n \) we will also need the asymptotic behavior of \( R^I_n \) defined by

\[
R^I_n(x,y) = \int_I K_n(x,z)K_n(z,y)dz - K_n(x,y),
\]

for \( x, y \in I \). Here \( I \) is an interval in \((-\sqrt{2}, \sqrt{2})\). Before we come to its asymptotic behavior we will first give a quadruple integral expression for \( R^I_n \).

**Lemma 5.14.** Let \( I = [E_1, E_2] \subset \mathbb{R} \). Then for \( x, y \in I \) we have

\[
R^I_n(x,y) = \frac{2qn}{(1 - q^2)(2\pi)^4} \left( \int_{\Sigma_1} \int_{\Gamma_1} \int_{\Sigma_2} \int_{\Gamma_2} \frac{e^{n\pi}(F_n(w_1;x)+F_n(w_1;E_1))}{e^{n\pi}(F_n(z_1;x)+F_n(z_1;E_1))} \frac{e^{n\pi}(F_n(w_2;z_2)+F_n(w_2;E_2))}{e^{n\pi}(F_n(z_2;z_2)+F_n(z_2;E_2))} \frac{dw_2dz_2dw_1dz_1}{(w_1 - z_1)(w_2 - z_2)(z_1 - w_2)} \right)
\]

\[
- \frac{2qn}{(1 - q^2)(2\pi)^4} \left( \int_{\Sigma_1} \int_{\Gamma_1} \int_{\Sigma_2} \int_{\Gamma_2} \frac{e^{n\pi}(F_n(w_1;x)+F_n(w_1;E_1))}{e^{n\pi}(F_n(z_1;x)+F_n(z_1;E_1))} \frac{e^{n\pi}(F_n(w_2;z_2)+F_n(w_2;E_2))}{e^{n\pi}(F_n(z_2;z_2)+F_n(z_2;E_2))} \frac{dw_2dz_2dw_1dz_1}{(w_1 - z_1)(w_2 - z_2)(z_1 - w_2)} \right)
\]

(5.61)
Here $\Sigma_1$, $\Sigma_2$, $\Gamma_1$ and $\Gamma_2$ are as before with the additional restriction that $\Gamma_2$ is also to the right of $\Sigma_1$. The contours $\tilde{\Gamma}_1$ and $\tilde{\Gamma}_2$ connect $-i\infty$ to $+i\infty$ but are at the left of both $\Sigma_1$ and $\Sigma_2$.

**Proof.** We define $K^I_n$ as the restriction of $K_n$ to $I \times I$, hence $K^I_n(x, y) = K_n(x, y)$ if $x, y \in I$ and $K^I_n(x, y) = 0$ otherwise. Then by inserting the double integral formula (5.3) into

\[
(K^I_n)^2(x, y) = \int_{\mathbb{R}} K_n(x, u) K^I_n(u, y) \, du = \int_{I} K_n(x, u) K_n(u, y) \, du,
\]

and switching the order of integration we obtain

\[
(K^I_n)^2(x, y) = \frac{2qn}{(1 - q^2)(2\pi i)^4} \oint_{\Sigma_1} \oint_{\Gamma_1} \oint_{\Sigma_2} \oint_{\Gamma_2} \frac{e^{\frac{n}{q}F_n(w_1;x)} e^{\frac{n}{q}F_n(w_2;E_2)}}{e^{\frac{n}{q}F_n(z_1;E_2)} e^{\frac{n}{q}F_n(z_2;y)}} \frac{dw_2 dz_2 dw_1 dz_1}{(w_1 - z_1)(w_2 - z_2)(z_1 - w_2)}
\]

\[
- \frac{2qn}{(1 - q^2)(2\pi i)^4} \oint_{\Sigma_1} \oint_{\Gamma_1} \oint_{\Sigma_2} \oint_{\Gamma_2} \frac{e^{\frac{n}{q}F_n(w_1;x)} e^{\frac{n}{q}F_n(w_2;E_1)}}{e^{\frac{n}{q}F_n(z_1;E_1)} e^{\frac{n}{q}F_n(z_2;y)}} \frac{dw_2 dz_2 dw_1 dz_1}{(w_1 - z_1)(w_2 - z_2)(z_1 - w_2)}
\]

We take $\Sigma_1$ around $\Sigma_2$. In the second quadruple integral in (5.62) we deform $\Gamma_2$ to $\tilde{\Gamma}_2$ that lies at the left of $\Sigma_1$ and $\Sigma_2$. By doing so, we pick up a residue at $w_2 = z_2$ and $w_2 = z_1$ which gives two additional triple integrals. However, in the triple integral arising by computing the residue at $w_2 = z_2$ the integral over $\Sigma_2$ vanishes as there are no poles inside $\Sigma_2$ (since we assumed that $\Sigma_1$ goes around $\Sigma_2$). In the same way, in the triple integral arising after computing the residue at $w_2 = z_1$ the integral over $\Sigma_1$ has a simple pole at $z_1 = z_2$ and hence the triple integral reduces to a double integral. Concluding we have

\[
(K^I_n)^2(x, y) = \frac{2qn}{(1 - q^2)(2\pi i)^4} \oint_{\Sigma_1} \oint_{\Gamma_1} \oint_{\Sigma_2} \oint_{\Gamma_2} \frac{e^{\frac{n}{q}F_n(w_1;x)} e^{\frac{n}{q}F_n(w_2;E_2)}}{e^{\frac{n}{q}F_n(z_1;E_2)} e^{\frac{n}{q}F_n(z_2;y)}} \frac{dw_2 dz_2 dw_1 dz_1}{(w_1 - z_1)(w_2 - z_2)(z_1 - w_2)}
\]

\[
- \frac{2qn}{(1 - q^2)(2\pi i)^4} \oint_{\Sigma_1} \oint_{\Gamma_1} \oint_{\Sigma_2} \oint_{\Gamma_2} \frac{e^{\frac{n}{q}F_n(w_1;x)} e^{\frac{n}{q}F_n(z_1;E_1)}}{e^{\frac{n}{q}F_n(z_2;y)}} \frac{dw_2 dz_2 dw_1 dz_1}{(w_1 - z_1)(w_2 - z_2)(z_1 - w_2)}
\]

\[
+ \frac{2qn}{(1 - q^2)(2\pi i)^2} \oint_{\Sigma_2} \frac{dz_2}{\oint_{\Gamma_1} \frac{dw_1}{\frac{n}{q}F_n(z_1;E_1)}} \frac{1}{w_1 - z_2}
\]

In the latter, by (5.3) the double integral equals $K_n(x, y) = K^I_n(x, y)$. Moreover, in the first quadruple integral we can deform $\Gamma_1$ to $\tilde{\Gamma}_1$. By doing so, we pick up a residue at $w_1 = z_1$ which gives rise to a triple integral. However, as the integral over $\Sigma_1$ does not encircle any pole it vanishes and we proved the statement. $\square$

As $n \to \infty$ the kernel $R^I_n$ has the following asymptotic behavior.

**Lemma 5.15.** Let $I = [E_1, E_2] \subset U$. Then

\[
\frac{\exp\left(\frac{n}{1-q^2} \Re F_n(\Omega_n(y);y)\right)}{\exp\left(\frac{n}{1-q^2} \Re F_n(\Omega_n(x);x)\right)} R^I_n(x, y) = A_n(x, y) + O\left(\left(\frac{1 - q^2}{n}\right)^{1/2}\right),
\]

(5.63)
Step 0. Let us start with describing the initial situation. Our starting point is the first quadruple integral on the right-hand side of (5.61) and hence the configuration of the contours is as in the left picture of Figure 3. Our goal is to deform the contours to paths of steep descent/ascent so that we arrive at the configuration of contours in the right picture of Figure 3. It is important to observe that $\Omega_n(x)$ and $\Omega_n(y)$ can not be close to $\Omega_n(E_2)$, which will be necessary to have uniform bounds in (5.63).

Figure 4: Overview in the various contour deformations in the proof of Lemma 5.15

as $n \to \infty$, uniformly for $x, y$ in compact subsets of the interval $(E_1, E_2)$ and $\xi \in \mathcal{C}(U, A, \delta)$. Here $A_n$ is a kernel that has the form

$$A_n(x, y) = \sum_{j=1}^{4} f_j(x)g_j(y)A_{n,j}(x, y), \quad (5.64)$$

where $f_j$, $g_j$ and $A_{n,j}$ are functions that are uniformly bounded in $n \in \mathbb{N}$ and 1-Lipschitz in both variables with constants that do not depend on $n \in \mathbb{N}$. More precisely, for each compact set $I'$ of the open interval $(E_1, E_2)$, there exists a constant $a > 0$ such that for $n \in \mathbb{N}$ we have

1. $|A_n(x, y)| \leq a$ for $x, y \in I'$.
2. $|A_n(x_1, y) - A_n(x_2, y)|/|x_1 - x_2| \leq a$ for $x_1, x_2, y \in I'$.
3. $|A_n(x, y_1) - A_n(x, y_2)|/|y_1 - y_2| \leq a$ for $x, y_1, y_2 \in I'$.

Proof. The proof goes by a steepest descent analysis on (5.61). We deform the contours to paths of steep descent and ascent. By doing so we will pick up residues. To keep an overview over the various terms we get, we will carry the analysis out in several steps. We will only deal with the first quadruple integral on the right-hand side of (5.61). The analysis for the second quadruple integral can be dealt with using similar arguments and we leave that case to the reader.

Step 0. Let us start with describing the initial situation. Our starting point is the first quadruple integral on the right-hand side of (5.61) and hence the configuration of the contours is as in the left picture of Figure 3. Our goal is to deform the contours to paths of steep descent/ascent so that we arrive at the configuration of contours in the right picture of Figure 3.

It important to observe that $\Omega_n(x)$ and $\Omega_n(y)$ can not be close to $\Omega_n(E_2)$, which will be necessary to have uniform bounds in (5.63).
Step 1. We deform the contours \( \Sigma \) to contours \( \Sigma_1^\ast \) that largely consists of paths of steep ascent for \( \text{Re } F_n(w; E_2) \) leaving from the saddle points \( \Omega_n(E_2) \) and \( \text{Re } F_n(z; E_2) \). However, close to \( \infty \) we bend the contour so that it remains a closed contour between \( \Gamma_1 \) and \( \Gamma_2 \). We do the same for \( \Sigma_2 \). See the top left picture in Figure 4.

Step 2. In the next step, we deform the contour \( \Gamma_1 \) to the contour of steep descent \( \Gamma_1^\ast \). By doing so we pick up a residue due to the term \( w_1 = z_1 \). This results in

\[
\frac{2m}{(1-q^2)(2\pi)^2} \int_{\Sigma_1} \int_{\Gamma_1} \int_{\Sigma_2} \int_{\Gamma_2} \left( \frac{e^{\frac{n}{q^2}(F_n(w_1;x)+F_n(w_2;E_2))}}{e^{\frac{n}{q^2}(F_n(z_1;E_2)+F_n(z_2;E))}} \right) \frac{d\omega_2 d\gamma_2 d\omega_1 d\gamma_1}{(w_1 - z_1)(w_2 - z_2)(z_1 - w_2)}
\]

where \( \eta_1 \) is the point of intersection of \( \Gamma_1^\ast \) and \( \Sigma_1^\ast \) in the upper half plane and \( C_{\eta_1} \) is over path that is directed from \( \eta_1 \) to \( \eta_1 \). We also deform the path \( C_{\eta_1} \) to two rays, one leaving from \( \eta_1 \) connecting to \( \infty e^{(\pi/2 + \delta)i/2} \) and the other leaving from \( \infty e^{(\pi/2 - \delta)i/2} \) connecting to \( \eta_1 \) for some small \( \delta > 0 \). The reason for deforming of \( C_{\eta_1} \) in this way, is that by \( (5.2) \) we have

\[
F_n(z_1; x) - F_n(z_1, E_2) = 2qz_1(E_2 - x) + x^2 - E_2^2,
\]

and hence, with this definition, \( C_{\eta_1} \) consist of two paths of steep descent for the real part of \( F_n(z_1; x) - F_n(z_1, E_2) \) leaving from \( \eta_1 \) and \( \overline{\eta_1} \).

In the quadruple integral, the integral with respect to the variable \( w_1 \) is a principle value integral (note that the integrand has a singularity \( 1/(w_1 - z_1) \)).

Step 3. In the next step, we also deform \( \Gamma_3 \) to be a contour of steep descent in both the quadruple and triple integral at the right-hand side of \( (5.65) \). By deforming the contour we pick up residues at \( w_2 = z_1 \) and \( w_2 \). This leads to the following five multiple integrals

\[
\frac{2m}{(1-q^2)(2\pi)^2} \int_{\Sigma_1} \int_{\Gamma_1} \int_{\Sigma_2} \int_{\Gamma_2} \left( \frac{e^{\frac{n}{q^2}(F_n(w_1;x)+F_n(w_2;E_2))}}{e^{\frac{n}{q^2}(F_n(z_1;E_2)+F_n(z_2;E))}} \right) \frac{d\omega_2 d\gamma_2 d\omega_1 d\gamma_1}{(w_1 - z_1)(w_2 - z_2)(z_1 - w_2)}
\]

\[
= \int_{\bar{\eta}_1} \int_{\Gamma_1} \int_{\Sigma_2} \int_{\Gamma_2} \left( \frac{e^{\frac{n}{q^2}(F_n(z_1;x)+F_n(z_2;E))}}{e^{\frac{n}{q^2}(F_n(w_1;x)+F_n(w_2;E_2))}} \right)
\]

\[
= \int_{\bar{\eta}_1} \int_{\Gamma_1} \int_{\Sigma_2} \int_{\Gamma_2} \left( \frac{e^{\frac{n}{q^2}(F_n(z_1;x)+F_n(z_2;E))}}{e^{\frac{n}{q^2}(F_n(z_1;E_2)+F_n(z_2;E))}} \right) \frac{d\omega_2 d\gamma_2 d\omega_1 d\gamma_1}{(w_1 - z_1)(w_2 - z_2)(z_1 - w_2)}
\]

Here \( \eta_2 \) is the intersection point of \( \Sigma_2^\ast \) and \( \Gamma_2^\ast \) in the upper half plane and \( C_{\eta_2} \) is over path that is directed from \( \eta_2 \) to \( \eta_2 \). We also deform the path \( C_{\eta_2} \) to two rays, one leaving from \( \overline{\eta_2} \)
connecting to $\infty e^{-(\pi-\delta)i/2}$ and the other leaving from $\infty e^{(\pi-\delta)i/2}$ connecting to $\eta_2$ for some small $\delta > 0$. By using the same arguments for $C_{\eta_1}$ in Step 2, one easily verifies that by this definition $C_{\eta_2}$ consists of two paths of steep descent for the real part of $F_n(z_2, E_2) - F_n(z_2, y)$.

In all the integrals, in case of a singularly, the integrals are to be understood as principal value integrals.

Step 4. Finally, we deform the contours $\Sigma^*_{1,2}$ to be the paths of steep ascent also far away from the saddle points. Because we deformed the paths $C_{\eta_1}$ and $C_{\eta_2}$ to the rays, we do not pick up any residue anymore. This is this final deformation that we need.

Step 5. Now we conjugate all integrals with the exponential function as in the left-hand side of (5.63). This is equivalent to replacing the functions $F_n$ by $\bar{F}_n$ in (5.66) with

$$\bar{F}_n(w_1; x) = F_n(w_1; x) - \text{Re} F_n(\Omega_n(x_1); x_1),$$

and similarly for $F_n(w_2, E_2)$, $F_n(z_1, E_2)$ and $F_n(z_2, y)$.

Step 6. We are now left with estimating the five multiple integrals at the right-hand side of (5.66) taking (5.67) into account. Every integral can be dealt with as before in Lemma 5.9 by introducing local variables around the saddle points and arguing that the that other parts of the integrals are exponentially small. As the arguments are much the same, we allow ourselves to be brief and discuss the important features only.

Let us start by estimating the quadruple integral

$$\frac{2\eta_n}{(1-q^2)(2\pi i)^2} \int_{\Sigma^*_1} \int_{\Gamma^*_1} \int_{\Sigma^*_2} \int_{\Gamma^*_2} \frac{q^{1-q^2}(\bar{F}_n(w_1; x) + \bar{F}_n(w_2; E_2))}{(w_1 - z_1)(w_2 - z_2)(z_1 - w_2)} = 0.$$

Since each of the contours consists of paths of steep descent/ascent leaving from the saddle point and by (5.67), all the exponentials are bounded in absolute value by 1. In fact, away from the saddle points the exponentials are exponentially decaying as $n \to \infty$. Therefore, we split the path of integration in each of the four integrals into three pieces: two pieces consist of the intersection of the path with a small ball around a saddle point, one in the upper and one in the lower half plane, and the third is the remaining part of the contour. We end up with sixteen quadruple integrals where each integral is over an arc centered at a saddle point and a number of quadruple integrals where at least one integral is over a remaining part. Integrals over the remaining parts are exponentially small as $n \to \infty$ and hence they can be discarded. The sixteen other quadruple integrals are also small, but we need to introduce local variable to see that. Indeed, by passing to local variables as in (5.48) (or the conjugates) we gain a factor $((1 - q^2)/n)^2$ from the scaling of the variables, but we also gain a factor $(n/(1 - q^2))^{1/2}$ due to the term $1/(z_1 - w_2)$. Since the saddle points $\Omega_n(x)$ and $\Omega_n(y)$ are macroscopically far away from $\Omega_n(E_2)$ we can choose the balls around the saddle points to be small enough so that we can ignore the terms $1/(w_1 - z_1)(w_2 - z_2)$ and estimate them from above by a constant. Moreover, due to the prefactor $n/(1 - q^2)$ it follows that the quadruple integral is of order $O(\sqrt{1 - q^2}/n)$ as $n \to \infty$, uniformly for $x, y \in I$. Hence the quadruple integral does not contribute to the leading order term in (5.63) but only to the error term.

Next we deal with the three integrals containing integrals over $C_{\eta_1}$. We claim that these integral are all exponentially small. The reason for this is that we deformed $C_{\eta_1}$ and $C_{\eta_2}$ such that they are contours of steep descent for the real parts of $F_n(z_1, x) - F_n(z_1, E_2)$ and $F_n(z_2, E_2) - F_n(z_2, y)$ respectively. Let us first focus on the integrals over $C_{\eta_1}$. Since $\eta_1$ is on $\Sigma^*_1$ and $\Gamma^*_1$ we also have

$$\text{Re} (F_n(\eta_1; x) - F_n(\eta_1; E_2)) < \text{Re} (F_n(\Omega_n(x); x) - F_n(\Omega_n(E_2); E_2)) = 0.$$
and therefore
\[ \text{Re} \left( \hat{F}_n(\eta_1; x) - \hat{F}_n(\eta_1; E_2) \right) < 0, \]
and similarly for \( \eta_1 \). An analogous statement holds for \( F_n(z_2, E_2) - F_n(z_2, y) \). Moreover, as \( x \) and \( E \) are far away, it is not hard to see that the term left of the inequality is uniformly bounded away from 0 for \( y \in \mathbb{R} \) and \( x \in I_n \). By combining this with the fact that \( C_{\eta_1} \) is a path of steep descent, we easily see that the integral over \( C_{\eta_1} \) is of order \( O(\exp(-Dn/(1-q^2))) \) as \( n \to \infty \) for some constant \( D > 0 \) that is independent of \( n \) and \( x \in I_n \). Similar arguments can be applied to the integral over \( C_{\eta_2} \). Therefore we have that all the three integrals in \( \text{(5.66)} \) involving \( C_{\eta_1} \) or \( C_{\eta_2} \) are exponentially small and do not contribute the leading term in \( \text{(5.63)} \).

The only contribution to the leading term in \( \text{(5.63)} \) from the first quadruple integral in \( \text{(5.61)} \) comes from the only remaining integral
\[
- \frac{2q_m}{(1-q^2)(2\pi)^2} \int \frac{\Omega(E_2)}{\Omega(E_2)} \int \frac{e^{\frac{x}{n}z}F_n(w_1; x)}{e^{\frac{x}{n}z}F_n(z_2; y)} \frac{dz_2 dw_1 dz_1}{(w_1 - z_1)(z_1 - z_2)}. \tag{5.68}
\]
Note that \( w_1, z_2 \) are far away from \( z_1 \) and hence we have no singularities in the integral. The main contribution comes again from neighborhoods around the saddle points. Let us denote the involution on \( \mathbb{C} \) by taking complex conjugation by \( \iota : \mathbb{C} \to \mathbb{C} : z \mapsto \overline{z} \). Then by introducing local variables near \( \iota \Omega(x) \) and \( \iota \Omega(y) \), we obtain for that \( \text{(5.68)} \) can be written as
\[
\sum_{j,k=1}^{2} f_j(x)g_j(y) \int \frac{dz_1}{\Omega_n(E_2)} \frac{dz_1}{\Omega_n(E_2)} \frac{d}{dz_1} \bigg( \frac{\Omega_n(E_1)}{\Omega_n(E_1)} \bigg) \frac{d}{dz_1} \bigg( \frac{\Omega_n(E_1)}{\Omega_n(E_1)} \bigg) + O \left( \frac{1 - q^2}{n} \right)^{1/2}, \tag{5.69}
\]
where \( f_j \) and \( g_j \) are bounded function (with bounds that are uniform in \( x, y \)).

Concluding, \( \text{(5.69)} \) is leading term of the first quadruple integral in \( \text{(5.61)} \), with the lower order terms being \( O(\sqrt{1 - q^2}/n) \). For the second quadruple integral in \( \text{(5.61)} \) we can argue in the same way and we obtain \( \text{(5.69)} \) with \( E_2 \) replaced by \( E_1 \) but with the same functions \( f_j \) and \( g_k \). Summarizing, we have \( \text{(5.63)} \) with
\[
A_{n,2(j-1)+k}(x, y) = \int \frac{dz_1}{\Omega_n(E_2)} \frac{dz_1}{\Omega_n(E_2)} \frac{d}{dz_1} \bigg( \frac{\Omega_n(E_1)}{\Omega_n(E_1)} \bigg) \frac{d}{dz_1} \bigg( \frac{\Omega_n(E_1)}{\Omega_n(E_1)} \bigg) - \int \frac{dz_1}{\Omega_n(E_1)} \frac{d}{dz_1} \bigg( \frac{\Omega_n(E_1)}{\Omega_n(E_1)} \bigg) \frac{d}{dz_1} \bigg( \frac{\Omega_n(E_1)}{\Omega_n(E_1)} \bigg),
\]
for \( j, k = 1, 2 \). The fact that these function are 1-Lipschitz with a constant that is independent of \( n \) easily follows from \( \text{(5.28)} \). \( \square \)

### 6 Proof of Proposition 2.4

In this section we will prove Proposition 2.4. Throughout this section we will always assume [2.4]–[2.6].

#### 6.1 Preliminaries

An important ingredient for the proof of Proposition 2.4 is a Fredholm determinant identity for the moment generating function of a linear statistic. In the proof we estimate traces of
various operators involving the kernels $K_n(x, y)$ and $R^l_n(x, y)$ defined in (2.10) and (5.60) viewed as operators on $L_2(I)$. In these estimates we will frequently use standard estimates from operator theory that we will briefly recall below.

Let $I \subset \mathbb{R}$. For a compact operator $A$ on $L_2(I)$, we denote the singular values by $\sigma_j(A)$ (i.e. $\sigma_j(A)^2$ are the eigenvalues of the compact self-adjoint operator $A^*A$). The operator $A$ is said to be of trace class with trace norm $\|A\|_1$ defined by

$$\|A\|_1 = \sum \sigma_j(A),$$

if and only if the latter is finite. For any trace class operator $A$, the trace $\text{Tr} A$ is defined as the sum of the eigenvalues (Lidskii’s Theorem). The operator is said to be Hilbert-Schmidt when $A^*A$ is trace class and, in that case, the Hilbert-Schmidt-norm $\|A\|_2$ is defined by

$$\|A\|_2^2 = \text{Tr} A^*A = \sum \sigma_j(A)^2.$$

Finally, for any compact operator $A$ we denote the operator norm by $\|A\|_{\infty} = \sup_j \sigma_j(A)$. We denote the space of all trace class operator on $L_2(I)$ by $B_1$, all Hilbert-Schmidt operators by $B_2$ and all bounded operators by $B_{\infty}$.

In most situations, the operator $A$ is an integral operator with kernel $A(x, y)$ (like $K_n(x, y)$ or $R^l_n(x, y)$ or a combination thereof). Moreover, the rank of $A$ is typically finite (but often growing with $n$) and for such operators we have in particular that

$$\text{Tr} A = \int_I A(x, x)dx$$

$$\|A\|_2^2 = \iint_{I \times I} |A(x, y)|^2dxdy.$$  

In the upcoming we will frequently use a number of identities that we listed in the following lemma.

**Lemma 6.1.** The following identities hold

1. $|\text{Tr} A| \leq \|A\|_1$
2. If $A \in B_1$, $B \in B_{\infty}$, then $\|AB\|_1 \leq \|A\|_1 \|B\|_{\infty}$
3. If $A, B \in B_2$, then $AB \in B_1$ and $\text{Tr} AB \leq \|AB\|_1 \leq \|A\|_2 \|B\|_2$
4. If $A$ has rank $n$, then $\|A\|_1 \leq \sqrt{n}\|A_2\|$ and $\|A\|_2 \leq \sqrt{n}\|A\|_{\infty}$.

**6.2 A first concentration inequality**

Although it is difficult to derive a CLT directly from the determinantal structure, it is possible to use an idea that was also applied in [9] (see also [10]) to find a bound on the moment-generating function at the left-hand side of (4.2).

**Proposition 6.2.** Let $I \subset U$ be compact. Then there exists constants $d_1, d_2$ such that for $h \in C^1_c(\mathbb{R})$ with support in $I$ we have that the linear statistic $Y_h = \sum_{j=1}^n h(x_j(t))$ satisfies

$$|\log \mathbb{E}[\exp \lambda (Y_h - \mathbb{E}Y_h)]| \leq d_1 \left( \iint \left( \frac{h(u) - h(v)}{u - v} \right)^2 du dv + \|h\|^2_{\infty} \right).$$

for $\lambda \leq 1/(d_2\|h\|_{\infty})$, $\xi \in C(U, A, \delta)$, and $n$ sufficiently large.

---

1We note that throughout this section we have $\mathbb{E} = \mathbb{E}^0$ in the notation of Section 4
To prepare the proof of Proposition 4.6, we first derive some lemmas.

Let us first introduce some notation. We recall the definition of \( \Omega_n(x) \) in Lemma 5.3 and of \( F_n \) in (5.2). Then we define \( \tilde{K}_n^I \) and \( \tilde{R}_n^I \)

\[
\tilde{K}_n^I(x, y) = \frac{\exp\left( \frac{n}{1-q^2} \Re F_n(\Omega_n(y); y) \right)}{\exp\left( \frac{n}{1-q^2} \Re F_n(\Omega_n(x); x) \right)} K_n(x, y)
\]

\[
\tilde{R}_n^I(x, y) = \frac{\exp\left( \frac{n}{1-q^2} \Re F_n(\Omega_n(y); y) \right)}{\exp\left( \frac{n}{1-q^2} \Re F_n(\Omega_n(x); x) \right)} R_n(x, y)
\]

for \( x, y \in I \). We also define

\[
\tilde{\phi}_j(x) = \exp\left( -\frac{n}{1-q^2} \Re F_n(\Omega_n(x); x) \right) \phi_j(x)
\]

\[
\tilde{\psi}_j(y) = \exp\left( -\frac{n}{1-q^2} \Re F_n(\Omega_n(y); y) \right) \psi_j(y),
\]

for \( x, y \in I \), where we recall the definition of \( \phi_j \) and \( \psi_j \) in (5.3).

The point is that with normalization, the functions \( \tilde{\phi}_j \) and \( \tilde{\psi}_j \) are bounded on \( I \). Moreover, in the next lemma we show that \( \tilde{K}_n^I \) is a bounded sequence of operators.

**Lemma 6.3.** Let \( I \subset U \) be compact and consider \( \tilde{K}_n^I \) as an operator on \( \mathbb{L}_2(I) \). Then there exists a constant \( a > 0 \) such that \( \| \tilde{K}_n^I \| \leq a \) uniformly for \( \xi \in C(U, A, \delta) \) and \( n \in \mathbb{N} \).

**Proof.** We start by recalling the well-known fact that the Hilbert transform \( H \) defined by

\[
Hf(x) = \int \frac{f(y)}{x-y} \, dy,
\]

for \( f \in \mathbb{L}_2(\mathbb{R}) \), where the integral is a principal value integral, is a projection operator on \( \mathbb{L}_2(\mathbb{R}) \). Hence the restriction \( H^I \) of \( H \) on \( L_2(I) \) is a bounded operator with norm \( \leq 1 \). Denote the multiplication operator on \( \mathbb{L}_2(I) \) with multiplier \( f \in \mathbb{L}_\infty(I) \) by \( M_f \). Note that with this notation we can rewrite

\[
\tilde{K}_n^I = M_{\tilde{\phi}_0} H^I M_{\tilde{\psi}_0} - \sum_{j=1}^n M_{\tilde{\phi}_j} H^I M_{\tilde{\psi}_j}.
\]

Now we bound the operator norm of \( \tilde{K}_n^I \) in the following way. Let \( f \in \mathbb{L}_2(I) \). Then by using Cauchy-Schwarz on the sum we obtain

\[
\left| \tilde{K}_n^I f(x) \right|^2 \leq \sum_{j=0}^n \left| \tilde{\phi}_j(x) \right|^2 \left( \left( H^I \tilde{\psi}_j f \right)(x) \right)^2 \leq \sum_{j=0}^n \left| \tilde{\phi}_j(x) \right|^2 \sum_{j=0}^n \left| \left( H^I \tilde{\psi}_j f \right)(x) \right|^2,
\]

and by combining this with the fact that the operator norm of \( H^I \) is bounded by one we get

\[
\int_I \left| \tilde{K}_n^I f(x) \right|^2 \, dx \leq \left( \sup_{x \in I} \sum_{j=0}^n \left| \tilde{\phi}_j(x) \right|^2 \right) \int_I \sum_{j=0}^n \left| \tilde{\psi}_j(y) f(y) \right|^2 \, dy.
\]
Concluding, we have

\[
\|\tilde{K}_n\|^{2} \leq \left( \sup_{x \in I} \sum_{j=0}^{n} \left| \tilde{\phi}_j(x) \right|^{2} \right) \left( \sup_{y \in I} \sum_{j=0}^{n} \left| \tilde{\psi}_j(y) \right|^{2} \right).
\] (6.4)

Now note that by (5.41) and Lemma 5.10 we have that \(\tilde{\phi}_j, \tilde{\phi}_0^+\) and \(\tilde{\phi}_0^-\) are uniformly bounded for \(x \in I\) and \(n \in \mathbb{N}\). Hence there exists a constant \(A > 0\) such that

\[
\sum_{j=1}^{n} |\tilde{\phi}_j(x)|^{2} \leq A \frac{1-q^2}{n} \sum_{j=1}^{n} \frac{1}{|\Omega_n(x) - \xi^{(n)}_j|^2} = -A \frac{1-q^2}{n \text{Im} \Omega_n(x)} \sum_{j=1}^{n} \text{Im} \left( \frac{1}{\Omega_n(x) - \xi^{(n)}_j} \right),
\]

for \(x \in I\) and \(n \in \mathbb{N}\). Since \(\xi \in \mathcal{C}(U, A, \delta)\), we see that

\[
\sup_{n} \sup_{x \in I} \sum_{j=0}^{n} \left| \tilde{\phi}_j(x) \right|^{2} < \infty.
\]

Note that, by the same arguments, we also have the same estimate with \(\tilde{\phi}_j\) replaced by \(\tilde{\psi}_j\). Moreover, by plugging these estimates into (6.4) and the fact that \(\tilde{\phi}_0\) and \(\tilde{\psi}_0\) are uniformly bounded, we obtain the statement. \(\square\)

In the latter proof we have used the notation \(M_h\) for the multiplication operator on \(L_2(\mathbb{R})\) with multiplier \(h \in L_\infty(\mathbb{R})\), i.e. \(M_h : f \rightarrow hf\). We will frequently use multiplication operators and to avoid cumbersome notation, we will identify the multiplier with the operator and simply write \(h\) instead of \(M_h\). Moreover, since \(\|M_h\|_{\infty} = \|h\|_{L_\infty}\), we trust there is no confusion when writing \(\|h\|_{\infty}\).

**Lemma 6.4.** Let \(I \subset U\) be compact, \(m \geq 2\) and \(h_1, \ldots, h_m\) bounded functions with support \(I_h \subset I\). Then there is a constant \(c > 0\) such that

\[
\left| \text{Tr} \prod_{j=1}^{m-1} (h_j K_n) h_m R_n^I \right| \leq c |I_h| \|K_n\|_{\infty}^{m-2} \prod_{j=1}^{m} \|h_j\|_{\infty},
\] (6.5)

for all \(\xi \in \mathcal{C}(U, A, \delta)\) and \(n\) sufficiently large. Here \(|I_h|\) is the length of \(I_h\) and we identified \(h_j\) with the multiplication operator with multiplier \(h_j\).

**Proof.** Note that since all \(h_j\) have support \(I_h\), we can view the operators \(K_n\) and \(R_n^I\) as operators on \(L_2(I_h)\). Moreover, the trace is invariant under conjugation and therefore

\[
\text{Tr} \prod_{j=1}^{m-1} (h_j K_n) h_m R_n^I = \text{Tr} \prod_{j=1}^{m-1} (h_j K_n^I) h_m R_n^I,
\]

with \(K_n^I\) and \(R_n^I\) as in (6.2). We start by splitting \(R_n^I\) and write

\[
\text{Tr} \prod_{j=1}^{m-1} (h_j K_n^I) h_m R_n^I = \text{Tr} \prod_{j=1}^{m-1} (h_j K_n^I) h_m (R_n^I - A_n) + \text{Tr} \prod_{j=1}^{m-1} (h_j K_n^I) h_m A_n,
\] (6.6)
with $A_n$ as in (5.64). It follows from (5.63) that there exists a constant $c_1 > 0$ such that the Hilbert-Schmidt norm of $\tilde{R}_n - A_n$ viewed as an operator on $L^2(I_h)$ can be estimated by
\[
\|\tilde{R}_n - A_n\|_2^2 = \int_{L^2(I_h)} |\tilde{R}_n(x, y) - A_n(x, y)|^2 dxdy \leq c_1^2 |I_h|^2 (1 - q^2)/n,
\]
for $n \in \mathbb{N}$. Moreover, it is important to note that $\tilde{K}_n$ is an operator of rank $n$ (we are dealing with a determinantal point process with $n$ points). Hence we can estimate the trace norm by a product of $\sqrt{n}$ and the Hilbert-Schmidt norm. Therefore, we have by using the identities in Lemma [6.1] that
\[
\left| \text{Tr} \prod_{j=1}^{m-1} \left( h_j \tilde{K}_n^{l_j} \right) h_m (\tilde{R}_n - A_n) \right| \leq \left\| \prod_{j=1}^{m-1} \left( h_j \tilde{K}_n^{l_j} \right) h_m (\tilde{R}_n - A_n) \right\|_1
\]
\[
\leq \sqrt{n} \left\| \prod_{j=1}^{m-1} \left( h_j \tilde{K}_n^{l_j} \right) h_m (\tilde{R}_n - A_n) \right\|_2
\]
\[
\leq \sum_{j=1}^{m} \|h_j\|_\infty \|\tilde{K}_n^{l_j}\|_\infty \sqrt{n} \left\| (\tilde{R}_n - A_n) \right\|_2 = c_1 \|I_h\| \sqrt{1 - q^2} \prod_{j=1}^{m} \|h_j\|_\infty \|\tilde{K}_n^{l_j}\|_\infty \sqrt{n} \quad (6.7)
\]
for $n \in \mathbb{N}$. This estimates the first term on the right-hand side of (6.6). For the second term we use (5.64) and write
\[
\text{Tr} \prod_{j=1}^{m-1} \left( h_j \tilde{K}_n^{l_j} \right) h_m A_n = \sum_{k=1}^{4} \text{Tr} \prod_{j=1}^{m-1} \left( h_j \tilde{K}_n^{l_j} \right) h_m f_k A_{n,k} g_k.
\]
Without loss of generality, we can ignore the uniformly bounded function $f_k$ and $g_k$ as we can merge $f_k$ into $h_m$ and $g_k$ into $h_1$ which does not make a difference to the statement. For clarity reasons, we will thus restrict ourselves to analyzing
\[
\text{Tr} \prod_{j=1}^{m-1} \left( h_j \tilde{K}_n^{l_j} \right) h_m A_{n,k}
\]
for $k = 1, 2, 3, 4$. The main idea is now to rewrite each term as follows
\[
\int \cdots \int h_1(x_1) \cdots h_m(x_m) \tilde{K}_n^{l_1}(x_1, x_2) \cdots \tilde{K}_n^{l_m}(x_{m-1}, x_m) A_{n,k}(x_m, x_1) dx_1 \cdots dx_m
\]
\[
= \int \cdots \int h_1(x_1) \cdots h_m(x_m) \tilde{K}_n^{l_1}(x_1, x_2) \cdots \tilde{K}_n^{l_m}(x_{m-1}, x_m)
\]
\[
\times \left( \sum_{j=2}^{m} \left( A_{n,k}(x_j, x_1) - A_{n,k}(x_{j-1}, x_1) \right) \right) dx_1 \cdots dx_m
\]
\[
+ \int \cdots \int h_1(x_1) \cdots h_m(x_m) \tilde{K}_n^{l_1}(x_1, x_2) \cdots \tilde{K}_n^{l_m}(x_{m-1}, x_m) A_{n,k}(x_1, x_1) dx_1 \cdots dx_m \quad (6.8)
\]
We start by bounding the second term on the right-hand side. By applying Cauchy-Schwarz on the integral with respect to \(x_1\) this term can be estimated by

\[
\left| \int \cdots \int h_1(x_1) \cdots h_m(x_m) \bar{K}_{n}^{I_n}(x_1, x_2) \cdots \bar{K}_{n}^{I_n}(x_{m-1}, x_m) A_{n,k}(x_1, x_1) \, dx_1 \cdots dx_m \right|
\leq \|h_1\|_{L^2(I_n)} \left\| \bar{K}_{n}^{I_n} \left( h_2 \bar{K}_{n}^{I_n} \left( \cdots h_m \right) \right) \right\|_{L^2(I_n)} \sup_{x_1 \in I_n} |A_{n,k}(x_1, x_1)| \tag{6.9}
\]

The \(L^2(I_n)\)-norms can be estimated by

\[
\left\| \bar{K}_{n}^{I_n} \left( h_2 \bar{K}_{n}^{I_n} \left( \cdots h_m \right) \right) \right\|_{L^2(I_n)} \leq \prod_{j=2}^{m-1} \|h_j\|_{\infty} \|\bar{K}_{n}^{I_n}\|_{\infty} \|h_m\|_{L^2(I_n)}
\]

and \(\|h_j\|_{L^2(I_n)} \leq \|h_j\|_{\infty}|I_n|\). By substituting these estimates back into (6.9) we get

\[
\left| \int \cdots \int h_1(x_1) \cdots h_m(x_m) \bar{K}_{n}^{I_n}(x_1, x_2) \cdots \bar{K}_{n}^{I_n}(x_{m-1}, x_m) A_{n,k}(x_1, x_1) \, dx_1 \cdots dx_m \right|
\leq |I_n|^2 \prod_{j=1}^{m} \|h_j\|_{\infty} \left\| \bar{K}_{n}^{I_n} \right\|_{\infty}^{m-1} \sup_{x_1 \in I_n} |A_{n,k}(x_1, x_1)| \tag{6.10}
\]

for \(n \in \mathbb{N}\). This bounds the second term on the right-hand side of (6.8). Each term in the sum in the first term at the right-hand side of (6.8) can be rewritten to

\[
\int \int \bar{K}_{n}^{I_n} \left( h_1 \bar{K}_{n}^{I_n} \left( \cdots h_{j-1} \right) \right) (x_j)
\times \bar{K}_{n}^{I_n} \left( h_m \bar{K}_{n}^{I_n} \left( \cdots h_{j+1} \right) \right) (x_{j+1})
\times (A_{n,k}(x_{j+1}, x_j) - A_{n,k}(x_{j+1}, x_1)) \, h_j(x_j) h_{j+1}(x_{j+1}) \, dx_j \, dx_{j+1} \tag{6.11}
\]

By (6.55) and the fact that \(A_{k,n}\) is 1-Lipschitz with a constant that is uniform in \(n\), we see that there exists a constant \(c_2 > 0\)

\[
\left| \bar{K}_{n}^{I_n}(x_j, x_{j+1})(x_{j+1} - x_j) \right| \left| A_{n,k}(x_{j+1}, x_1) - A_{n,k}(x_{j+1}, x_{j+1}) \right| \leq c_2 \tag{6.12}
\]

as \(n \to \infty\) uniformly for \(x_j, x_{j+1} \in I_n\). By inserting (6.12) into (6.11) and estimating the \(L^2(I_n)\)-norms as before we get

\[
\int \cdots \int h_1(x_1) \cdots h_m(x_m) \bar{K}_{n}^{I_n}(x_1, x_2) \cdots \bar{K}_{n}^{I_n}(x_{m-1}, x_m)
\times (A_{n,k}(x_j, x_1) - A_{n,k}(x_{j-1}, x_1)) \, dx_1 \cdots dx_m
\leq c_2 |I_n|^2 \prod_{j=1}^{m} \|h_j\|_{\infty} \left\| \bar{K}_{n}^{I_n} \right\|_{\infty}^{m-2} \tag{6.13}
\]

Hence by inserting (6.13) and (6.10) into (6.8) we see that there exists a constant \(c_3 > 0\) such that

\[
\text{Tr} \prod_{j=1}^{m-1} (h_j K_{n}^{I_n}) h_m A_{n,k} \leq c_3 |I_n|^2 \prod_{j=1}^{m} \|h_j\|_{\infty} \left\| \bar{K}_{n}^{I_n} \right\|_{\infty}^{m-2}, \tag{6.14}
\]

for \(n \in \mathbb{N}\). By combining this with (6.7) and (6.6) we proved the statement. \(\square\)
6.3 Proof of Proposition 6.2

Proof of Proposition 6.2 The starting point is that for linear statistics for determinantal point processes we have the following identity (see for example [25])

$$\mathbb{E}[\exp \lambda \text{Tr} h(M)] = \det \left( 1 + (e^{\lambda h} - 1)K_n \right),$$

where the right-hand side is the Fredholm determinant of $(e^{\lambda h} - 1)K_n$ viewed as an operator on $\mathbb{L}_2(\mathbb{R})$. For bounded $h$ we can rewrite the determinant in terms of a sum of traces

$$\log \mathbb{E}[\exp \lambda \text{Tr} h(M)] = \sum_{j=1}^{\infty} \frac{(-1)^{j+1}}{j} \text{Tr} \left( (e^{\lambda h} - 1)K_n \right)^j,$$

for sufficiently small $\lambda$. By expanding the exponential in a Taylor series we obtain

$$\log \mathbb{E}[\exp \lambda \text{Tr} h(M)] = \sum_{j=1}^{\infty} \frac{(-1)^{j+1}}{j} \sum_{l_1, \ldots, l_j=1}^{\infty} \lambda^{l_1+\ldots+l_j} \frac{\text{Tr} h^{l_1} K_n \cdots h^{l_j} K_n}{l_1! \cdots l_j!}.$$

By an extra reorganization this can be turned into

$$\log \mathbb{E}[\exp \lambda \text{Tr} h(M)] = \sum_{m=1}^{\infty} \lambda^m \sum_{j=1}^{m} \frac{(-1)^{j+1}}{j} \sum_{l_1+\ldots+l_j=m, l_i \geq 1} \frac{\text{Tr} h^{l_1} K_n \cdots h^{l_j} K_n}{l_1! \cdots l_j!}. \quad (6.15)$$

This standard identity is our starting point for proving the statement. Note that because $h$ has support in $I$ we can replace all $K_n$ by $K_n^I$ which is the restriction of $K_n$ to $\mathbb{L}_2(I)$. Moreover, since the traces are invariant under conjugation we also are free to replace $K_n^I$ to $\tilde{K}_n^I$ which is a bounded operator with a bound that is uniform in $n$. For clarity reasons, we will simplify the cumbersome notation omit the tilde in $\tilde{K}_n^I$ and simply write $K_n^I$. Hence we obtain

$$\log \mathbb{E}[\exp \lambda \text{Tr} h(M)] = \sum_{m=1}^{\infty} \lambda^m \sum_{j=1}^{m} \frac{(-1)^{j+1}}{j} \sum_{l_1+\ldots+l_j=m, l_i \geq 1} \frac{\text{Tr} h^{l_1} K_n^I \cdots h^{l_j} K_n^I}{l_1! \cdots l_j!}. \quad (6.15)$$

The key to the proof is the following inequality: there exists a $c > 0$ such that

$$\left| \text{Tr} h^{l_1} K_n^I \cdots h^{l_j} K_n^I - \text{Tr} h^{m} K_n^I \right| \leq c ||h||_{\infty}^{m-2} ||K_n^I||_{\infty}^{2} \left( m^2 ||h, K_n^I||^2 + c ||h||_{\infty}^2 \right), \quad (6.16)$$

for any $l_1, \ldots, l_j$ and $m \geq j \geq 2$ such that $l_1 + \cdots + l_j = m$ and $l_i \geq 1$. Here $[h, K_n]$ stands for the commutator of $K_n$ and $h$ (viewed as a multiplication operator) and $|| \cdot ||_2$ stands for the Hilbert-Schmidt norm. We proceed by proving this claim first.

First assume that $j = 2$. Then a straightforward computation using properties of the trace and the fact that $R_n^I = (K_n^I)^2 - K_n^I$ shows that

$$\text{Tr} h^{l_1} K_n^I h^{l_2} K_n^I = \text{Tr} h^{m} K_n^I + \text{Tr} h^{m} R_n^I + \frac{1}{2} \text{Tr}[h^{l_1}, K_n^I][h^{l_2}, K_n^I]. \quad (6.17)$$

By (5.63) there exists a constant $c_1 > 0$ (independent of $n, m$) such that

$$\text{Tr} h^{m} R_n^I \leq c_1 ||h||_{\infty}^m \quad (6.18)$$
for \( n \in \mathbb{N} \). Moreover,

\[
\left| \text{Tr}[h^{l_1}, K_n^I][h^{l_2}, K_n^I] \right| \leq \|[h^{l_1}, K_n^I]\|_2 \|[h^{l_2}, K_n^I]\|_2. \tag{6.19}
\]

Now note that

\[
\|[h^{l_1}, K_n^I]\|_2^2 = \int \int (h(x))^{l_1} - (h(y))^{l_1})^2 K_n^I(x, y)^2 \, dx \, dy,
\]

and by using \( a^t - b^t = (a - b) \sum_{j=0}^{t-1} a^j b^{t-1-j} \) we can estimate the right-hand side and obtain

\[
\|[h^{l_1}, K_n^I]\|_2^2 \leq l_1^2 \|h\|_\infty^{2(t_1-1)} \int \int (h(x) - h(y))^2 K_n^I(x, y)^2 \, dx \, dy
\]

\[
= l_1^2 \|h\|_\infty^{2(t_1-1)} \|[h, K_n^I]\|_2^2. \tag{6.20}
\]

By using this inequality twice in (6.19) and substituting this together with (6.18) into (6.17) we obtain

\[
\left| \text{Tr} h^{l_1} K_n^I h^{l_2} K_n^I - \text{Tr} h^{m} K_n^I \right| \leq l_1 l_2 \|[h]\|_\infty^{m-2} \|[h, K_n^I]\|_2^2 + c_1 \|[h]\|_\infty^m. \tag{6.21}
\]

Since \( l_1, l_2 \leq m \) we see that we indeed have (6.16) for \( j = 2 \).

Now let us prove (6.16) for \( j \geq 3 \). In this case, we use the following identity that follows from \( R_n^I = (K_n^I)^2 - K_n^I K_n^I \)

\[
h^{l_1} K_n^I \cdots h^{l_j} K_n^I = h^{l_1} K_n^I \cdots h^{l_j-2} K_n^I[h^{l_j-1}, K_n^I] + h^{l_1} K_n^I \cdots h^{l_j-2} R_n^I h^{l_j-1} K_n^I
\]

\[
+ h^{l_1} K_n^I \cdots h^{l_j-2} K_n^I h^{l_j-1} R_n^I[h_j - h^{l_1} K_n^I \cdots h^{l_j-2} R_n^I h^{l_j-1} K_n^I h^{l_j}]
\]

The terms including \( R_n^I \) can be estimated by using (6.5). Moreover, we have

\[
\left| \text{Tr} h^{l_1} K_n^I \cdots h^{l_j-2} K_n^I[h^{l_j-1}, K_n^I] \right| \leq \|[h]\|_\infty^{l_1+\cdots+l_j-2} \|[K_n^I]^{l_j-2} \|[h^{l_j-1}, K_n^I]\|_2 \|[h^{l_j}, K_n^I]\|_2.
\]

By using (6.20) and the fact that \( l_j-1, l_j \leq m^2 \) we see that there exists a constant \( c_2 \geq 0 \) such that

\[
\left| \text{Tr} h^{l_1} K_n^I \cdots h^{l_j} K_n^I - \text{Tr} h^{l_1} K_n^I \cdots h^{l_j-1} h^{l_j} K_n^I \right|
\]

\[
\leq m^2 \|[h]\|_\infty^{m-2} \|[K_n^I]^{l_j-2} \|[h, K_n^I]\|_2^2 + 3c_2 \|[h]\|_\infty^m \|[K_n^I]^{l_j-2}
\]

\[
= \|[h]\|_\infty^{m-2} \|[K_n^I]^{l_j-2} \left( m^2 \|[h, K_n^I]\|_2^2 + 3c_2 \|[h]\|_\infty^2 \right).
\]

By iterating this inequality we arrive at the claim (6.16) and hence we proved the claim for all situations.
Now that we have (6.16) we come back to the proof of (6.1). Let us start by rewriting (6.15) to

\[
\log \mathbb{E}[\exp \lambda \text{Tr } h(M)] = \sum_{m=1}^{\infty} \lambda^m \sum_{j=1}^{m} \frac{(-1)^j+1}{j} \sum_{l_1+\cdots+l_j=m} \frac{\text{Tr } h^m K^I_n}{l_1! \cdots l_j!} + \sum_{m=2}^{\infty} \lambda^m \sum_{j=2}^{m} \frac{(-1)^j+1}{j} \sum_{l_1+\cdots+l_j=m} \frac{\text{Tr } h^{l_1} K^I_n \cdots h^{l_j} K^I_n - \text{Tr } h^m K^I_n}{l_1! \cdots l_j!}. \tag{6.22}
\]

By expanding the right-hand side of \( x = \log(1 + (e^x - 1)) \) into a Taylor series we obtain

\[
\sum_{j=1}^{m} \frac{(-1)^j+1}{j} \sum_{l_1+\cdots+l_j=m} \frac{1}{l_1! \cdots l_j!} = 0, \quad m \geq 2.
\]

By inserting this into (6.22) and also using the fact that the last term at the right-hand side always vanishes for \( j = 1 \), we can simplify (6.22) to

\[
\log \mathbb{E}[\exp \lambda \text{Tr } h(M)] = \text{Tr } h^I K^I_n + \sum_{m=2}^{\infty} \lambda^m \sum_{j=2}^{m} \frac{(-1)^j+1}{j} \sum_{l_1+\cdots+l_j=m} \frac{\text{Tr } h^{l_1} K^I_n \cdots h^{l_j} K^I_n - \text{Tr } h^m K^I_n}{l_1! \cdots l_j!}.
\]

By invoking (6.16) we can estimate

\[
|\log \mathbb{E}[\exp \lambda \text{Tr } h(M)] - \text{Tr } h^I K^I_n| \leq \sum_{m=2}^{\infty} \lambda^m \| h \|_{\infty}^{m-2} (m^2 \| h, K^I_n \|_2^2 + c \| h \|_2^2) \sum_{j=2}^{m} \sum_{l_1+\cdots+l_j=m} \frac{\| K^I_n \|_\infty^{j-2}}{l_1! \cdots l_j!}. \tag{6.23}
\]

Now, by expanding \( m^m = (1 + \ldots + 1)^m \) and using the fact that we obtain

\[
\sum_{j=2}^{m} \sum_{l_1+\cdots+l_j=m} \frac{\| K^I_n \|_\infty^{j-2}}{l_1! \cdots l_j!} \leq \max(\| K^I_n \|_\infty^{m-2}, 1) \sum_{j=2}^{m} \sum_{l_1+\cdots+l_j=m} \frac{1}{l_1! \cdots l_j!} < \max(\| K^I_n \|_\infty^{m-2}, 1) \frac{m^m}{m!} \leq \max(\| K^I_n \|_\infty^{m-2}, 1) \frac{e^m}{\sqrt{2\pi m}}. \tag{6.24}
\]

By inserting this into (6.23) we see that there exists a constant \( c_4 \) (independent of \( n \)) such that

\[
|\log \mathbb{E}[\exp \lambda \text{Tr } h(M)] - \text{Tr } h^I K^I_n| \leq c_4 (\| h, K^I_n \|_2^2 + \| h \|_\infty^2)
\]

uniformly for \( |\lambda| \leq (3\| h \|_\infty \max(\| K^I_n \|_\infty, 1))^{-1} \).
To finish the proof we note that by (5.55) there exists a constant $c_5 > 0$ such that

$$
\| [h, K_n^I] \|_2^2 = \iint (h(x) - h(y))^2 K_n(x, y)^2 \, dx \, dy
$$

$$
= \iint \left( \frac{h(x) - h(y)}{x - y} \right)^2 (x - y)^2 K_n(x, y)^2 \, dx \, dy
$$

$$
\leq c_5 \iint \left( \frac{h(x) - h(y)}{x - y} \right)^2 \, dx \, dy,
$$

for $n \in \mathbb{N}$. By substituting this into (6.25) we obtain the statement.

6.4 A concentration inequality using the logarithmic Sobolev inequality

Proposition 6.2 only holds for functions that are continuously differentiable. To extend it to the class for which we have Proposition 2.4 we also need the following concentration inequality due to Herbst. We refer to [2, Lem. 2.3.3] for more details and background.

**Proposition 6.5.** Let $G$ be a complex valued functional on the space of Hermitian matrices such that

$$
|G|_{L} := \sup_{M_1, M_2} \frac{|G(M_1) - G(M_2)|}{\|M_1 - M_2\|_2} < \infty.
$$

(6.26)

Here $\| \cdot \|_2$ stands for the Hilbert-Schmidt norm. Then

$$
|\mathbb{E}^0 \left[ \exp \lambda (G - \mathbb{E}^0[G]) \right]| \leq \exp \left( 1 - \frac{q^2}{n} \right) |G|_{L}^2 |\lambda|^2,
$$

(6.27)

for $\lambda \in \mathbb{C}$.

**Proof.** The idea behind the concentration inequality is the fact that the normal distribution satisfies the logarithmic Sobolev inequality. Since the entries are normal and independent, the random matrix $M_n(t)$ also satisfies matrix version of the logarithmic Sobolev equation (with constant proportional to $1 - \frac{q^2}{n}$). For probability measures satisfying such a logarithmic Sobolev inequality there is a general concentration inequality, from which the statement follows.

For $\lambda \in \mathbb{R}$ and $G$ real valued, Lemma 2.3.3 in [2] tells us

$$
\mathbb{E}^0 \left[ \exp \lambda (G - \mathbb{E}^0[G]) \right] \leq \exp \left( 1 - \frac{q^2}{n} \right) |G|_{L}^2 |\lambda|^2.
$$

(6.28)

For the complex case we note that

$$
|\mathbb{E}^0 \left[ \exp \lambda (G - \mathbb{E}^0[G]) \right]| \leq \mathbb{E}^0 \left[ \exp \Re \lambda (G - \mathbb{E}^0[G]) \right]
$$

$$
= \mathbb{E}^0 \left[ \exp \Re \lambda \Re (G - \mathbb{E}^0[G]) - \Im \lambda \Im (G - \mathbb{E}^0[G]) \right].
$$

By applying Cauchy-Schwarz and using (6.28) we obtain the statement for the complex case. \hfill \square
As an example, consider the functional $G$ defined by $G(M) = \text{Tr} \frac{1}{z-M} J$ for some fixed matrix $J$. By invoking the standard identities in Lemma 6.1, we obtain

$$|G(M_1) - G(M_2)| = \left| \text{Tr} \frac{1}{z-M_1} (M_1 - M_2) \frac{1}{z-M_2} J \right|$$

$$\leq \left\| \frac{1}{z-M_1} \right\|_\infty \left\| \frac{1}{z-M_2} \right\|_\infty \|J\|_2 \|M_1 - M_2\|_2$$

and by using $\|(z-M_j)^{-1}\|_\infty \leq (\text{Im } z)^{-1}$ and $\|J\|_2 \leq \sqrt{n} \|J\|_\infty$ we then obtain

$$|G|_L \leq \frac{\sqrt{n}\|J\|_\infty}{(\text{Im } z)^2}. \quad (6.29)$$

By inserting the latter into (6.27) and replacing $z$ by $z/n^\alpha$ we obtain a bound on the moment-generating function that is especially strong for small values of $\alpha$. However, when $\alpha$ is close to 1 the bound is not strong enough for our purposes. For linear statistics however, this bound can be improved, which is the content of Proposition 6.2 which we will now prove.

6.5 Proof of Proposition 2.4

Proof. Let us start with some remarks on $| \cdot |_{\mathcal{L}_w}$. By the triangular inequality and $|x - y| \leq \sqrt{1+x^2}\sqrt{1+y^2}$, we see that for any function $h \in \mathcal{L}_w$ we have

$$|h(x)| \leq |h(x) - h(y)| + |h(y)| \leq \|h\|_{\mathcal{L}_w} + |h(y)|.$$

By taking $y \to \infty$ and the supremum over $x$, it follows that any function $h \in \mathcal{L}_w$ is necessarily bounded with

$$\|h\|_\infty \leq |h|_{\mathcal{L}_w}.$$

Moreover, for any two functions $g, h \in \mathcal{L}_w$ we have that

$$|gh|_{\mathcal{L}_w} \leq \|h\|_\infty |g|_{\mathcal{L}_w} + \|g\|_\infty |h|_{\mathcal{L}_w} \leq 2|g|_{\mathcal{L}_w} |h|_{\mathcal{L}_w}. \quad (6.30)$$

It is also straightforward to check that any function $h \in \mathcal{L}_w$ is a Sobolev function and that the Sobolev norm $\|h\|_S$ can be estimated using

$$\|h\|_S^2 := \iint \left( \frac{h(x) - h(y)}{x-y} \right)^2 \, dx dy \leq \pi^2 |h|_{\mathcal{L}_w}^2. \quad (6.31)$$

Hence, if $h$ is compactly supported the statement follows straightforwardly from Proposition 6.2 and it remains to check the Proposition for functions that have unbounded support.

Without loss of generality we will assume that $x_* = 0$. We will use the notation $h_\alpha(x) = h(n^\alpha x)$. The key to the proof is to split $h_\alpha$ into two parts $h_\alpha = h_{1,\alpha} + h_{2,\alpha}$ such that $h_{1,\alpha}$ has support in a sufficiently small closed interval $[-1+\varepsilon, 1-\varepsilon] \subset I$ around $x_* = 0$ and $h_{2,\alpha}$ vanishes on $[-a, a] \ni x_*$ for some sufficiently small $\varepsilon > 0$. To this end, we choose any function $g \in \mathcal{L}_w$ such that $g = 1$ on $[-a, a]$ and $g = 0$ on $\mathbb{R} \setminus [-a, a]$. Then we define $h_{1,\alpha} = h_\alpha g$ and $h_{2,\alpha} = h_\alpha (1-g)$.

Since $h_{1,\alpha}$ has compact support, we have by Proposition 6.2 that there exists universal constants $c_1, c_2 > 0$ such that

$$|E_0 [\exp \lambda (\text{Tr} h_{1,\alpha}(M) - E_0 [\text{Tr} h_{1,\alpha}(M)])] | \leq \exp c_2 \left( \|h_{1,\alpha}\|_S^2 + \|h_{1,\alpha}\|_\infty^2 \right) |\lambda|^2, \quad (6.32)$$
for \(|\lambda| \leq \frac{1}{c_1|\lambda|c_{L_w}}\). Since \(\|h_{1,\alpha}\|_\infty \leq \|h\|_\infty \leq |h|_{c_{L_w}}\), this holds in particular for all \(|\lambda| \leq \frac{1}{c_1|\lambda|c_{L_w}}\), which is sufficient for our purposes. Now note that

\[
\|h_{1,\alpha}\|_2^2 \leq 2\|g\|_2^2 \|h_{1,\alpha}\|_2^2 + 2\|h_{1,\alpha}\|_\infty \|g\|_2^2
\]

Since \(\|h\|_S = \|h\|_{c_{L_w}}\) and \(\|h_{1,\alpha}\|_\infty = \|h\|_\infty \leq |h|_{c_{L_w}}\) we have

\[
\|h_{1,\alpha}\|_S^2 \leq 2|h|_{c_{L_w}} (\|g\|_2^2 + \|g\|_2^2).
\]

By substituting this into (6.32) and also using \(\|h_{1,\alpha}\|_\infty = \|h\|_\infty \leq |h|_{c_{L_w}}\) we obtain

\[
\mathbb{E}^0 \left[ \exp \lambda \left( \text{Tr} h_{1,\alpha}(M) - \mathbb{E}^0[\text{Tr} h_{1,\alpha}(M)] \right) \right] \leq \exp \tilde{c}_2 |h|_{c_{L_w}}^2 |\lambda|^2,
\]

(6.33)

for some new constant \(\tilde{c}_2\) (which is still independent of \(h\)).

For \(h_{2,\alpha}\) we use the result in (6.27). To this end, we first compute the Lipschitz norm of \(h_{2,\alpha}\). Let \(M_1\) and \(M_2\) be two \(n \times n\) Hermitian matrices and order the eigenvalues as follows \(\lambda_1^{(1)} \leq \ldots \leq \lambda_n^{(1)}\) and \(\lambda_1^{(2)} \leq \ldots \leq \lambda_n^{(2)}\). Then

\[
\text{Tr} h_{2,\alpha}(M_1) - \text{Tr} h_{2,\alpha}(M_2) = \sum_{j=1}^n \left( h_2(n^\alpha \lambda_j^{(1)}) - h_2(n^\alpha \lambda_j^{(2)}) \right)
\]

\[
= \sum_{j=1}^n \left( h(n^\alpha \lambda_j^{(1)})(1 - g(\lambda_j^{(1)})) - h(n^\alpha \lambda_j^{(2)})(1 - g(\lambda_j^{(2)})) \right)
\]

\[
= \sum_{j=1}^n \left( h(n^\alpha \lambda_j^{(1)}) - h(n^\alpha \lambda_j^{(2)}) \right) (1 - g(\lambda_j^{(2)})) - \sum_{j=1}^n (g(\lambda_j^{(1)}) - g(\lambda_j^{(2)})) h(n^\alpha \lambda_j^{(1)}).
\]

(6.34)

We estimate the two terms on the right-hand side separately. To start with the first term, by the definition of \(|\cdot|_{c_{L_w}}\) we have

\[
\left| \sum_{j=1}^n \left( h(n^\alpha \lambda_j^{(1)}) - h(n^\alpha \lambda_j^{(2)}) \right) (1 - g(\lambda_j^{(2)})) \right| \leq \sum_{j=1}^n \left( 1 - \chi_{[-a,a]}(\lambda_j^{(1)}) \right) \left| h(n^\alpha \lambda_j^{(1)}) - h(n^\alpha \lambda_j^{(2)}) \right|
\]

\[
\leq |h|_{c_{L_w}} \sum_{j=1}^n \left( 1 - \chi_{[-a,a]}(\lambda_j^{(1)}) \right) \lambda_j^{(1)} - \lambda_j^{(2)} \right| \frac{n^\alpha}{(1 + n^2 \alpha(l_j^{(1)})^2)(1 + n^2 \alpha(l_j^{(2)})^2)}
\]

where \(\chi_{[-a,a]}(x) = 1\) if \(x \in [-a,a]\) and \(\chi_{[-a,a]}(x) = 0\) otherwise. Therefore,

\[
\left| \sum_{j=1}^n \left( h(n^\alpha \lambda_j^{(1)}) - h(n^\alpha \lambda_j^{(2)}) \right) (1 - g(\lambda_j^{(2)})) \right| \leq |h|_{c_{L_w}} \frac{1}{a} \sum_{j=1}^n \left| \lambda_j^{(1)} - \lambda_j^{(2)} \right|
\]

\[
\leq \frac{|h|_{c_{L_w}}}{a} \sqrt{n} \sqrt{\sum_{j=1}^n \left| \lambda_j^{(1)} - \lambda_j^{(2)} \right|^2},
\]

where we used the Cauchy-Schwarz inequality in the last step. The Wielandt-Hoffman inequality (with \(p = 2\)) tells us that

\[
\sqrt{\sum_{j=1}^n \left| \lambda_j^{(1)} - \lambda_j^{(2)} \right|^2} \leq \|M_1 - M_2\|_2.
\]
Therefore
\[ \left| \sum_{j=1}^{n} \left( h(n^{\alpha} \lambda^{(1)}_j) - h(n^{\alpha} \lambda^{(2)}_j) \right) (1 - g(\lambda^{(2)}_j)) \right| \leq \frac{\|h\|_{L_w} \sqrt{n}}{\alpha} \|M_1 - M_2\|_2. \tag{6.35} \]

This estimates the first term on the right-hand side of (6.34). For the second term, we note that
\[ \left| \sum_{j=1}^{n} \left( g(\lambda^{(1)}_j) - g(\lambda^{(2)}_j) \right) h(n^{\alpha} \lambda^{(1)}_j) \right| \leq \|h\|_{\infty} \left| \sum_{j=1}^{n} \left( g(\lambda^{(1)}_j) - g(\lambda^{(2)}_j) \right) \right| \]
and by using the Lipschitz property of $g$, Cauchy-Schwarz and the Wielandt-Hoffman inequality, we obtain
\[ \left| \sum_{j=1}^{n} \left( g(\lambda^{(1)}_j) - g(\lambda^{(2)}_j) \right) h(n^{\alpha} \lambda^{(1)}_j) \right| \leq \|h\|_{\infty} \|g\|_{\infty} \sqrt{n} \|M_1 - M_2\|_2. \tag{6.36} \]

By substituting (6.35) and (6.36) into (6.34) and using $\|h\|_{\infty} \leq \|h\|_{L_w}$ we obtain
\[ \|h_{2,\alpha}\|_{\mathcal{L}} = \sup_{M_1, M_2} \left| \sum_{j=1}^{n} \left( h_2(n^{\alpha} \lambda^{(1)}_j) - h_2(n^{\alpha} \lambda^{(2)}_j) \right) \right| \leq \sqrt{n} \|h\|_{L_w} \left( \frac{1}{\alpha} + |g|_{\mathcal{L}} \right). \]

By (6.27) we conclude
\[ |E^0 \left[ \exp \lambda (\text{Tr} h_{2,\alpha}(M) - E^0[\text{Tr} h_{2,\alpha}(M)]) \right] | \leq \exp |h|_{L_w}^2 |\lambda|^2 B, \tag{6.37} \]
for some constant $B > 0$ and $\lambda \in \mathbb{C}$.

By using the Cauchy-Schwarz inequality and (6.33) and (6.37), we see that there exists universal constants $\tilde{d}_1, \tilde{d}_2 \geq 0$ such that
\[ |E^0 \left[ \exp \lambda (\text{Tr} h_{\alpha}(M) - E^0[\text{Tr} h_{\alpha}(M)]) \right] | \leq \exp \tilde{d}_2 |h|_{L_w}^2 |\lambda|^2, \tag{6.38} \]
for $|\lambda| \leq \frac{1}{\tilde{d}_1 |h|_{L_w}}$. Moreover, by increasing $\tilde{d}_1$ (if necessary) we can make sure that we always have
\[ |E^0 \left[ \exp \lambda (\text{Tr} h_{\alpha}(M) - E^0[\text{Tr} h_{\alpha}(M)]) \right] - 1 | \leq \frac{1}{2}, \tag{6.39} \]
for $|\lambda| \leq \frac{1}{\tilde{d}_1 |h|_{L_w}}$. To finish the proof, we note that
\[ \sup_{|s| \leq 1/2} \frac{\log(1 + s)}{\log |1 + s|} > \infty \]
and by combining this with (6.39) and (6.38), the statement follows.
6.6 One more concentration inequality

By combining the Propositions 2.4 and 6.5 we obtain the following corollary.

Corollary 6.6. Let $I \subset U$ be compact, let $m \in \mathbb{N}$, $h_j \in \mathcal{L}_w$ with support in $I$ for $j = 1, \ldots, m$, and $G$ a functional satisfying (6.26). Then there exists constants $c_1, c_2 > 0$ such that for sufficiently large $n$ we have

$$\left| \log \mathbb{E} \left[ \exp \left( \sum_{j=1}^m \lambda_j (\text{Tr } h_j(M) - \mathbb{E}[\text{Tr } h_j(M)]) + \mu (G - \mathbb{E}[G]) \right) \right] \right| \leq c_2 \left( \sum_{j=1}^m |\lambda_j|^2 |h_j|^2_{\mathcal{L}_w} + \frac{1}{n} |\mu|^2 |G|^2_{\mathcal{L}} \right)$$

(6.40)

for $\mu \in \mathbb{C}$, $\lambda_1, \ldots, \lambda_m$ such that $|\lambda_j| \leq c_1 (\sup_j \|h_j\|_{\infty})^{-1}$ and $\xi \in \mathcal{C}(U, A, \delta)$.

Proof. To bound the logarithm we first bound $|\mathbb{E}^0[\cdot]|$, for which we apply the Hölder inequality in general form to (6.40) and use (2.11) and (6.27). The statement then follows by following the arguments similar to the ones below (6.38). \qed

7 Proof of Lemma 4.3

In this section we prove Lemma 4.3. We will work with the same assumptions (2.4)–(2.6). We also assume $f \in C^1_c(\mathbb{R})$ and define $f^\varepsilon = P^\varepsilon \ast f$ as in (4.1). Finally, we will assume without loss of generality that $x_* = 0$.

The general case goes completely similar, but is notationally more cumbersome.

7.1 Preliminaries

We first discuss some properties of the smoothened functions $f^\varepsilon$ and derive some first consequences of Proposition 2.4 that we will use later on.

Lemma 7.1. For $z \in \mathbb{C}$ we define the function $\phi_z : \mathbb{R} \to \mathbb{C}$ by $\phi_z(x) = 1/(z - x)$. Then for any compact $S \subset \mathbb{C} \setminus \mathbb{R}$ we have

$$\sup_{z \in S} |\phi_z|_{\mathcal{L}_w} < \infty.$$  \hspace{1cm} (7.1)

Moreover, for any $f \in C^1_c(\mathbb{R})$ we have $f^\varepsilon \in \mathcal{L}_w$ for $\varepsilon > 0$.

Proof. The proof of (7.1) follows easily from

$$\sqrt{1 + x^2} \sqrt{1 + y^2} \phi_z(x) - \phi_z(y) = \sqrt{1 + x^2} \sqrt{1 + y^2} \frac{(z - x)(z - y)}{(z - x)(z - y)},$$

(7.2)

This implies that for each $z \in \mathbb{C} \setminus \mathbb{R}$ we have $|\phi_z|_{\mathcal{L}_w} < \infty$ and since the norm depends continuously on $z$ we obtain a uniform bound for $z$ in compacta.
Moreover, for \( \varepsilon > 0 \) we have
\[
\sqrt{1 + x^2} \sqrt{1 + y^2} \left| \frac{f^\varepsilon(x) - f^\varepsilon(y)}{x - y} \right| \leq \frac{1}{\pi} \int |f(s)| \sqrt{1 + x^2} \sqrt{1 + y^2} \left| \phi_{s+i\varepsilon}(x) - \phi_{s+i\varepsilon}(y) \right| ds.
\]
Combining this with (7.1) and the fact that \( f \) is of compact support we see that \( f^\varepsilon \in L_w \).

The following results are already proved for compactly supported test functions, but we show that they extend to functions \( f^\varepsilon \).

**Lemma 7.2.** Let \( 0 < \alpha < 1 \) and define \( \phi_{z,\alpha}(M) \) as
\[
\phi_{z,\alpha}(M) = \frac{1}{z - n^\alpha M} = \frac{1}{n^\alpha} \frac{1}{z/n^\alpha - M}.
\]
Then we have
\[
\mathbb{E}^0[\text{Im } \text{Tr} \phi_{z,\alpha}(M)] = O(n^{1-\alpha}),
\]
\[
\text{Var}^0[\text{Im } \text{Tr} \phi_{z,\alpha}(M)] = O(1),
\]
(7.4)
as \( n \to \infty \), where the constant in the order terms is uniform for \( z \) in compact subsets of \( \mathbb{C} \setminus \mathbb{R} \). Moreover, for \( f \in C^1_c(\mathbb{R}) \) we have
\[
\mathbb{E}^0[\text{Tr} f^\varepsilon_{\alpha}(M)] = O(n^{1-\alpha}),
\]
\[
\text{Var}^0[\text{Tr} f^\varepsilon_{\alpha}(M)] = O(1),
\]
(7.5)as \( n \to \infty \), uniformly for \( 0 < \varepsilon < 1 \).

**Proof.** The statements on the variance in both (7.4) and (7.5) are a direct consequence of the fact that \( f^\varepsilon \in L_w \) and Proposition 2.4.

The statement on the expectation in (7.5) goes as follows
\[
\mathbb{E}^0[\text{Tr} \phi_{z,\alpha}(M)] = \frac{1}{n^\alpha} \int K_n(x,x) \text{Im} \frac{1}{z/n^\alpha - x} dx
\]
\[
= \frac{1}{n^\alpha} \int_I K_n(x,x) \text{Im} \frac{1}{z/n^\alpha - x} dx + \frac{1}{n^\alpha} \int_{\mathbb{R} \setminus I} K_n(x,x) \text{Im} \frac{1}{z/n^\alpha - x} dx,
\]
where we take \( I \subset U \) to be a compact interval around \( x_* = 0 \).

By Corollary 5.13 we have \( K_n(x,x) = O(n) \) as \( n \to \infty \) uniformly for \( x \in I \). Moreover, since
\[
\int_{\mathbb{R}} \text{Im} \frac{1}{z/n^\alpha - x} dx = \pm \pi,
\]
for \( \pm \text{Im } z > 0 \), we obtain
\[
\frac{1}{n^\alpha} \int_I K_n(x,x) \text{Im} \frac{1}{z/n^\alpha - x} dx = O(n^{1-\alpha}),
\]
(7.6)
as \( n \to \infty \). On the other hand, \( \text{Im} \frac{1}{(z/n^\alpha - x)} = O(1) \) as \( n \to \infty \) uniformly for \( x \in \mathbb{R} \setminus I \). Combining this with \( K_n(x, x) \geq 0 \) and \( \int K_n(x, x)dx = n \) we find
\[
\frac{1}{n^\alpha} \int_{\mathbb{R}\setminus I} K_n(x, x) \frac{1}{z/n^\alpha - x} dx = O(n^{1-\alpha}).
\]
(7.7)

By combining (7.6) and (7.7), we obtain the estimate on the expectation in (7.4). The bound on the expectation in (7.5) follows by (7.4) and Fubini’s Lemma.

We also mention some standard identities for resolvents that we will use frequently. We also recall the identities in Lemma 6.1.

**Lemma 7.3.** If \( A \) is self-adjoint \( (A^* = A) \) matrix and \( w \in \mathbb{C} \setminus \mathbb{R} \), then

1. \( \| (A - w)^{-1} \|_\infty \leq 1/|\text{Im} w| \)

2. \[
\left\| \frac{1}{A - w} \right\|_2^2 = \text{Tr} \frac{1}{A - w} \frac{1}{A - w} = \frac{1}{w - w} \left( \text{Tr} \frac{1}{A - w} - \text{Tr} \frac{1}{A - w} \right) = \frac{1}{\text{Im} w} \text{Im} \text{Tr} \frac{1}{A - w}. \]

(7.8)

We end this paragraph with an illustration of one of the main ideas for the upcoming proofs. Let \( 0 \leq \alpha < 1 \). Note that we can write
\[
D^{\lambda h}_n(z) = n^\alpha \frac{\partial}{\partial \mu} \log \mathbb{E}^0 \left[ \exp \lambda \left( \text{Tr} h_\alpha(M) - \mathbb{E}^0[\text{Tr} h_\alpha(M)] \right) \right]\big|_{\mu = 0} + \mu \left( \text{Tr} \phi_{z, \alpha}(M) - \mathbb{E}^0[\text{Tr} \phi_{z, \alpha}(M)] \right) \big|_{\mu = 0},
\]
(7.9)

where \( \phi_{z, \alpha} \) is defined as in (7.3).

Now note that for any function \( F \) that is analytic in a neighborhood of the origin, we have by estimating Cauchy’s integral formula that \( |F'(0)| \leq r^{-1} \sup_{|z| = r} |F(z)| \) for any \( r \) such that the ball \( B_{0, r} \) is inside the neighborhood of analyticity. Hence, by Corollary 6.6 there exists a \( a_1 > 0 \) such that for any compact \( S \subset \mathbb{C} \setminus \mathbb{R} \) we have that there exists a constant \( a_2 \) such that
\[
|D^{\lambda h}_n(z)| \leq a_2 n^\alpha,
\]
(7.10)

for \( z \in S, n \in \mathbb{N}, |\lambda| \leq a_1/\|h\|_\infty \) and \( h \in \mathcal{L}_w \).

This idea of writing the quantity that we are interested in (in this case \( D^{\lambda h}_n \)) as a logarithmic derivative will be frequently used in the upcoming estimates.

### 7.2 Estimating \( A^{\lambda f}_n \)

In this paragraph we will estimate \( A^{\lambda f}_n \). We start by a result on the imaginary part of \( \zeta^{\lambda f}_n \).

**Lemma 7.4.** For any compact set \( S \subset \mathbb{C} \setminus \mathbb{R} \) and \( f \in C^1_c(\mathbb{R}) \) there exists a constant \( a > 0 \) such that for \( n \) sufficiently large we have
\[
|\text{Im} \zeta^{\lambda f}_n(z/n^\alpha)| \geq a(1 - q^2)
\]
(7.11)

for \( z \in S, \lambda \) in a sufficiently small neighborhood of the origin, \( 0 < \varepsilon < 1 \) and \( \xi \in C(U, A, \delta) \).
Proof. We will only consider the case \( \text{Im} \ z > 0 \). The proof for \( \text{Im} \ z < 0 \) goes similarly.

Let us first deal with \( \lambda = 0 \). In that case note that

\[
\text{Im} \, \zeta^0(z/n^\alpha) = \frac{\text{Im} \, z}{n^\alpha} - \frac{1 - q^2}{n} \text{Tr} \frac{1}{z/n^\alpha - M}. \tag{7.12}
\]

By definition we have that

\[
- \frac{1}{n} \text{Tr} \frac{1}{z/n^\alpha - M} = \frac{1}{n} \int K_n(x,x) \frac{\text{Im} \, z/n^\alpha}{\text{Re} \, z/n^\alpha - x)^2 + \text{Im} \, z^2/n^{2\alpha}} \, dx. \tag{7.13}
\]

And since, by Corollary 5.13 there exists a small interval \( I \) around \( x_0 = 0 \) such that

\[K_n(x,x) \geq \tilde{c} n\]

uniformly for \( x \in I \) and \( n \in \mathbb{N} \) we see that

\[
\frac{1}{n} \int K_n(x,x) \frac{\text{Im} \, z/n^\alpha}{\text{Re} \, z/n^\alpha - x)^2 + \text{Im} \, z^2/n^{2\alpha}} \, dx \geq \tilde{c} \int (\text{Re} \, z/n^\alpha - x)^2 + \text{Im} \, z^2/n^{2\alpha} \, dx = \tilde{c} \int n^{\alpha} (\text{Re} \, z - x)^2 + \text{Im} \, z^2 \, dx.
\]

And hence the statement follows for \( \zeta^0(z/n^\alpha) \).

To prove the statement for general \( \lambda \) we note that

\[
\zeta^{\lambda f_\delta}(z/n^\alpha) - \zeta^0(z/n^\alpha) = \frac{1 - q^2}{n} D_n^\lambda f_\delta(z/n^\alpha).
\]

And therefore the result for general \( \lambda \) follows by combining the result for \( \lambda = 0 \) and (7.10). \( \square \)

Now we are ready to estimate \( A_n^{\lambda f_\delta} \).

Proof of (4.19) in Lemma 4.3 By definition

\[
n^\alpha |A_n^{\lambda f_\delta}(z/n^\alpha)| = n^\alpha \left( \frac{1 - q^2}{2n} \right)^2 \left| \text{Tr} \frac{1}{\zeta^{\lambda f_\delta}(z/n^\alpha) - q \Xi_n} \frac{1}{\zeta^0(z/n^\alpha) - q \Xi_n} \right|^2.
\]

We estimate the latter by using the standard identities in Lemma 6.1 which leads to

\[
n^\alpha |A_n^{\lambda f_\delta}(z/n^\alpha)| \leq n^\alpha \left( \frac{1 - q^2}{2n} \right)^2 \left\| \frac{1}{\zeta^{\lambda f_\delta}(z/n^\alpha) - q \Xi_n} \right\| \left\| \frac{1}{\zeta^0(z/n^\alpha) - q \Xi_n} \right\|_2^2.
\]

By using (7.11) we can see that for any compact set \( S \subset \mathbb{C} \setminus \mathbb{R} \) there exists a constant \( a > 0 \) such that

\[
n^\alpha |A_n^{\lambda f_\delta}(z/n^\alpha)| \leq \frac{(1 - q^2)a_2}{2n^{2 - \alpha}} \left\| \frac{1}{\zeta^0(z/n^\alpha) - q \Xi_n} \right\|_2^2.
\]

for \( z \in S, \lambda \) sufficiently small neighborhood of the origin, \( 0 < \varepsilon < 1 \) and \( \xi \in \mathcal{C}(U, A, \delta) \).

Finally, we note that by the second identity in Lemma 7.3

\[
\left\| \frac{1}{\zeta^0(z/n^\alpha) - q \Xi_n} \right\|_2^2 = - \frac{1}{\text{Im} \, \zeta^0(z/n^\alpha)} \text{Im} \, \text{Tr} \frac{1}{\zeta^0(z/n^\alpha) - q \Xi_n}.
\]

By using (7.11) once more and the fact that \( \xi \in \mathcal{C}(U, A, \delta) \) we have

\[
n^\alpha |A_n^{\lambda f_\delta}(z/n^\alpha)| \leq \mathcal{O}(n^{\alpha - 1}), \quad n \to \infty,
\]

where the order is uniform for \( z \) in compact subset of \( \mathbb{C} \setminus \mathbb{R} \), \( \lambda \) in a sufficiently small neighborhood of the origin, \( 0 < \varepsilon < 1 \) and \( \xi \in \mathcal{C}(U, A, \delta) \). \( \square \)
7.3 Estimating $B_n^\lambda F_\alpha$

We first prove the following lemma.

**Lemma 7.5.** Let $f \in C^1_c(\mathbb{R})$. Then

$$B_n^\lambda F_\alpha(z/n^\alpha) = 1 + \frac{1-q^2}{n} \text{Tr} \left( \frac{1}{(\zeta(z/n^\alpha) - q\Xi_n)^2} \right) + O(n^{\alpha-1}).$$

(7.14)

as $n \to \infty$, uniformly for $\lambda$ in a sufficiently small neighborhood of the origin, $0 < \varepsilon < 1$, $z$ in compact subsets of $\mathbb{C} \setminus \mathbb{R}$ and $\xi \in \mathcal{C}(U, A, \delta)$.

**Proof.** From the definition of $B_n^\lambda F_\alpha$ in (4.14) we see that to prove (7.14) we need to show that

$$\left( \frac{1-q^2}{2n} \right)^2 E^\lambda F_\alpha \left[ \text{Tr} \left( \frac{1}{z/n^\alpha - M} \left( \frac{1}{w/n^\alpha - M} \right)^2 \frac{1}{\zeta(z/n^\alpha) - q\Xi_n} \frac{1}{\zeta(z/n^\alpha) - q\Xi_n} \right) \right] = O(n^{\alpha-1})$$

(7.15)

as $n \to \infty$ uniformly for $\lambda$ in a neighborhood of the origin, $0 < \varepsilon < 1$, $z$ in compact subsets of $\mathbb{C} \setminus \mathbb{R}$ and $\xi \in \mathcal{C}(U, A, \delta)$. To this end, we note that

$$\text{Tr}_n f_\alpha(M) = \frac{1}{\pi n^\alpha} \int f(x) \text{Im} \left( \frac{1}{(x - i\varepsilon)/n^\alpha - M} \right)^2 dx.$$ 

(7.16)

To prove (7.14) it is therefore sufficient to prove

$$\frac{(1-q^2)^2}{n^{2+\alpha}} \left| E^\lambda F_\alpha \left[ \text{Tr} \left( \frac{1}{z/n^\alpha - M} \left( \frac{1}{w/n^\alpha - M} \right)^2 \frac{1}{\zeta(z/n^\alpha) - q\Xi_n} \frac{1}{\zeta(z/n^\alpha) - q\Xi_n} \right) \right] \right| = O(n^{\alpha-1})$$

(7.17)

as $n \to \infty$ uniformly for $\lambda$ in a neighborhood of the origin $z, w$ in compact subsets of $\mathbb{C} \setminus \mathbb{R}$, $0 < \varepsilon < 1$ and $\xi \in \mathcal{C}(U, A, \delta)$.

By (4.3), (2.11), (7.1) and the Cauchy-Schwarz inequality, we see that there exists a constant $\hat{c}$ such that

$$\left| E^\lambda F_\alpha \left[ \text{Tr} \left( \frac{1}{z/n^\alpha - M} \left( \frac{1}{w/n^\alpha - M} \right)^2 \frac{1}{\zeta(z/n^\alpha) - q\Xi_n} \frac{1}{\zeta(z/n^\alpha) - q\Xi_n} \right) \right] \right|$$

$$\leq \hat{c} \left( E^0 \left[ \text{Tr} \left( \frac{1}{z/n^\alpha - M} \left( \frac{1}{w/n^\alpha - M} \right)^2 \frac{1}{\zeta(z/n^\alpha) - q\Xi_n} \frac{1}{\zeta(z/n^\alpha) - q\Xi_n} \right)^2 \right] \right)^{1/2} .$$

By invoking the standard identities in Lemma 6.1 we can rewrite this inequality as

$$\left| E^\lambda F_\alpha \left[ \text{Tr} \left( \frac{1}{z/n^\alpha - M} \left( \frac{1}{w/n^\alpha - M} \right)^2 \frac{1}{\zeta(z/n^\alpha) - q\Xi_n} \frac{1}{\zeta(z/n^\alpha) - q\Xi_n} \right) \right] \right|$$

$$\leq \hat{c} \left\| \zeta(z/n^\alpha) - q\Xi_n \right\| \left\| \zeta(z/n^\alpha) - q\Xi_n \right\| \left( E^0 \left[ \left\| \frac{1}{z/n^\alpha - M} \right\|_2^2 \left\| \frac{1}{w/n^\alpha - M} \right\|_2^2 \right] \right)^{1/2} .$$
Moreover, we also use \(\|(z - A)^{-1}\|_\infty \leq (\text{Im } z)^{-1}\) and (7.11) to deduce that for every compact \(S \subset \mathbb{C} \setminus \mathbb{R}\) there exists a constant \(\tilde{c}\) such that

\[
\left| \mathbb{E} \tilde{M}_\alpha \left[ \text{Tr} \frac{1}{z/n^\alpha - M} \left( \frac{1}{w/n^\alpha - M} \right)^2 \frac{1}{\zeta^0(z/n^\alpha) - qY \zeta^{M_\alpha}(z/n^\alpha) - qY} \right] \right|
\leq \frac{\tilde{c}n^{2\alpha}}{|\text{Im } z||\text{Im } w|(1 - q^2)^2} \left( \mathbb{E} \left[ \left( \text{Im } \text{Tr} \frac{1}{w/n^\alpha - M} \right)^2 \right]^2 \right)^{1/2}
\]

for \(\lambda\) in a neighborhood of the origin, \(0 < \varepsilon < 1, z \in S\) and \(\xi \in \mathcal{C}(U, A, \delta)\). By the second identity in Lemma 7.3 we can further simplify the right-hand side to

\[
\left| \mathbb{E} \tilde{M}_\alpha \left[ \text{Tr} \frac{1}{z/n^\alpha - M} \left( \frac{1}{w/n^\alpha - M} \right)^2 \frac{1}{\zeta^0(z/n^\alpha) - qY \zeta^{M_\alpha}(z/n^\alpha) - qY} \right] \right|
\leq \left( \mathbb{E} \left[ \left( \text{Im } \text{Tr} \frac{1}{w/n^\alpha - M} \right)^2 \right]^2 \right)^{1/2}
\]

By combining this with the estimates in (7.4) we have (7.17). By substituting (7.17) into (7.16) we obtain (7.15) and this proves the statement. \(\square\)

We are now ready to prove (4.20) in Lemma 4.3.

**Proof of (4.20) in Lemma 4.3.** The proof follows by (7.14). Since \(\xi^{(n)} \in \mathcal{C}_n(U, An^\delta)\) we can argue as in the proof for the estimate for \(E_2\) in (5.11) with \(\Omega(x)\) replaced by \(\zeta^0\) (where we also recall (7.11)) and the fact that \(q \to 1\) to obtain

\[
\frac{1 - q^2}{n} \text{Tr} \frac{1}{(\zeta^0(z/n^\alpha) - q^2 \xi_n)^2} = o(1),
\]

as \(n \to \infty\), uniformly under the conditions in the statement. This proves the statement. \(\square\)

### 7.4 Estimating \(C_{\alpha}^{M_\alpha}\) for \(0 < \alpha < 1/2\)

Now that we have estimated \(A_{\alpha}^{M_\alpha}\) and \(B_{\alpha}^{M_\alpha}\) it remains to estimate \(C_{\alpha}^{M_\alpha}\). We will prove that the leading asymptotic part is linear in \(\lambda\). In case \(0 < \alpha < 1/2\) this can be directly proved by rather straightforward estimates based on representing the involved quantities in terms of logarithmic derivatives and using (6.27) and (6.40). In the general situation the proof follows by using the same (but now insufficient) estimates but together with extra iterations of the loop equations. This will be done in the next paragraph.

**Lemma 7.6.** Let \(f \in C^1_c(\mathbb{R})\) and assume that \(0 < \alpha < 1\). Then

\[
\frac{1}{n^\alpha} C_{\alpha}^{M_\alpha}(z/n^\alpha) = -\lambda \frac{1 - q^2}{n^{1+\alpha}} \mathbb{E} \left[ \frac{f^{\zeta}(M)}{z/n^\alpha - M \zeta^0(z/n^\alpha) - q^2 \xi_n} \right] + \mathcal{O}(n^{2\alpha - 1}),
\]

as \(n \to \infty\), uniformly for \(\lambda\) in a neighborhood of the origin, \(0 < \varepsilon < 1\), \(z\) in compact subsets of \(\mathbb{C} \setminus \mathbb{R}\) and \(\xi \in \mathcal{C}(U, A, \delta)\).
Proof. In the proof we use the following standard principle for analytic functions. Let $F$ be an analytic function in a neighborhood of a disk $D_r$. Then by Cauchy’s integral formula we have

$$|F'(w)| \leq \frac{r||F||_{L^\infty(\partial D_r)}}{\text{dist}(w, \partial D_r)^2}. \tag{7.19}$$

Similarly, if $F$ is an analytic function of two variables

$$\left| \frac{\partial^2}{\partial w_1 \partial w_2} F(w_1, w_2) \right| \leq \frac{r_1 r_2 ||F||_{L^\infty(\partial D_{r_1} \times \partial D_{r_2})}}{\text{dist}(w_1, \partial D_{r_1})^2 \text{dist}(w_2, \partial D_{r_2})^2}. \tag{7.20}$$

Let us recall and slightly rewrite the definition of $C_n^{\lambda f^\varepsilon}$ in (4.14)

$$C_n^{\lambda f^\varepsilon}(z) = -\lambda \frac{1 - q^2}{2n} \left[ \text{Tr} \frac{f^\varepsilon_{\alpha}^{\varepsilon}(M)}{z - M} \frac{1}{\zeta^0(z) - q\Xi_n} \right] - \lambda \frac{1 - q^2}{2n} \left[ \text{Tr} \frac{f^\varepsilon_{\alpha}^{\varepsilon}(M)}{z - M} \frac{1}{\zeta^0(z) - q\Xi_n} \right] - \lambda \frac{1 - q^2}{n} \left[ \text{Tr} \frac{f^\varepsilon_{\alpha}^{\varepsilon}(M)}{z - M} \frac{1}{\zeta^0(z) - q\Xi_n} \right] - \frac{1 - q^2}{2n} \left( K_n^{\lambda f^\varepsilon_{\alpha}^{\varepsilon}}(z) - K^{0, I}(z) \right). \tag{7.21}$$

To prove (7.18) we need to estimate the last two terms of (7.21). Let us start with the first of those two. We note that

$$1 - \frac{q^2}{2n^{1+\alpha}} \mathbb{E}^{\lambda f^\varepsilon} \left[ \text{Tr} \frac{f^\varepsilon_{\alpha}^{\varepsilon}(M)}{z/n^\alpha - M} \frac{1}{\zeta^0(z/n^\alpha) - q\Xi_n} \right] = 1 - \frac{q^2}{2n^{1+2\alpha}} \int_\mathbb{R} \mathbb{E}^{\lambda f^\varepsilon} \left[ \text{Tr} \frac{f(s)}{z/n^\alpha - M} \left( \frac{1}{(s - i\varepsilon)/n^\alpha - M} \right)^2 \frac{1}{\zeta^0(z/n^\alpha) - q\Xi_n} \right] ds. \tag{7.22}$$

We remark that for any $0 < \alpha < 1$, the function $f^\varepsilon_{\alpha}^{\varepsilon}(M)$ here is to be interpreted as

$$f^\varepsilon_{\alpha}^{\varepsilon}(M) = \frac{1}{\pi n^\alpha} \int_\mathbb{R} f(s) \text{Im} \text{Tr} \left( \frac{1}{(s - i\varepsilon)/n^\alpha - M} \right)^2 ds, \tag{7.23}$$

which follows by a rescaling of the integration variable in (4.11).

Therefore it suffices to analyze

$$1 - \frac{q^2}{2n^{1+2\alpha}} \left( H^{\lambda f^\varepsilon_{\alpha}^{\varepsilon}}(z/n^\alpha, w/n^\alpha) - H^0(z/n^\alpha, w/n^\alpha) \right)$$

asymptotically as $n \to \infty$, where

$$H^{\lambda f^\varepsilon_{\alpha}^{\varepsilon}}(z/n^\alpha, w/n^\alpha) = \mathbb{E}^{\lambda f^\varepsilon_{\alpha}^{\varepsilon}} \left[ \text{Tr} \frac{1}{z/n^\alpha - M} \left( \frac{1}{w/n^\alpha - M} \right)^2 \frac{1}{\zeta^0(z/n^\alpha) - q\Xi_n} \right].$$

As before, we write this difference in terms of a logarithmic derivative

$$1 - \frac{q^2}{2n^{1+2\alpha}} \left( H^{\lambda f^\varepsilon_{\alpha}^{\varepsilon}}(z/n^\alpha, w/n^\alpha) - H^0(z/n^\alpha, w/n^\alpha) \right)$$

$$= 1 - \frac{q^2}{2n} \frac{\partial}{\partial \mu} \log \mathbb{E}^0 \left[ \exp \left( \lambda \left( \text{Tr} f^\varepsilon_{\alpha} - \mathbb{E}^0[\text{Tr} f^\varepsilon_{\alpha}] \right) + \mu \left( g^{(1)}_{\alpha} - \mathbb{E}^0[g^{(1)}_{\alpha}] \right) \right) \right] \bigg|_{\mu = 0}. \tag{7.24}$$
where
\[ g^{(1)}(M) = \frac{1}{n^{2\alpha}} \text{Tr} \left( \frac{1}{z/n^\alpha - M} \right)^2 \frac{1}{n^\alpha} \frac{1}{\zeta^{\lambda f} z/n^\alpha - q\Xi_n} \]

It is not hard to check using (7.11) and the ideas leading to (6.29), that
\[ |g^{(1)}|_L = O \left( n^{2\alpha+1/2}/(1 - q^2) \right), \]
as \( n \to \infty \) uniformly under the conditions given in the statement. Hence by (7.24), (7.19) and (6.27) we have
\[ \frac{1 - q^2}{n^{1+2\alpha}} \left( H^{\lambda f} z/n^\alpha, w/n^\alpha - H^0(z/n^\alpha, w/n^\alpha) \right) = O(n^{2\alpha-1}), \quad (7.25) \]
as \( n \to \infty \), uniformly under the conditions given in the statement. By substituting this into (7.22) we see that the first of the last two terms in (7.21) is of order
\[ O \left( n^{2\alpha-1} \right), \]
as \( n \to \infty \).

Now we come to \( K^{\lambda f} I \), which is in the last term in the expression for \( C_n^{\lambda f} \) in (7.21). With \( \phi_{z,\alpha}(M) = \frac{1}{n^{\alpha}} \text{Tr}(z/n^\alpha - M)^{-1} \), this term can be written in terms of a logarithmic derivative as
\[ \frac{1 - q^2}{2n^{\alpha}} K^{\lambda f} I (z/n^\alpha) = \frac{1}{2} \frac{\partial^2}{\partial \mu_1 \partial \mu_2} \log E^0 \left[ \exp \left( \lambda \left( \text{Tr} f^\alpha - E^0[\text{Tr} f^\alpha] \right) + \mu_1 \left( \text{Tr} \phi_{z,\alpha} - E^0[\text{Tr} \phi_{z,\alpha}] \right) + \mu_2 \left( g^{(2)} - E^0[g^{(2)}] \right) \right) \right] \bigg|_{\mu_1=\mu_2=0}. \]

where
\[ g^{(2)}(M) = \text{Tr} \left( \frac{1}{z/n^\alpha - M} \right) \frac{1}{\zeta^{\lambda f} z/n^\alpha - q\Xi_n} \]

Also in this case we have
\[ |g^{(2)}|_L = O \left( n^{2\alpha+1/2}/(1 - q^2) \right) \]
so that by (7.20) and (6.27) we have
\[ \frac{1 - q^2}{n^{\alpha}} K^{\lambda f} I (z/n^\alpha) = O(n^{2\alpha-1}), \quad (7.26) \]
as \( n \to \infty \) uniformly under the conditions given in the statement. In particular, it holds for \( \lambda = 0 \) with which we bound the term with \( K^{0,I} \).

Concluding, by combining (7.25), (7.26) and (7.21) we obtain (7.18) for \( 0 < \alpha < 1/2 \).

### 7.5 Estimating \( C_n^{\lambda f} \) for \( 0 < \alpha < 1 \)

We now extend Proposition 7.6 to the case of general \( 0 < \alpha < 1 \). The key idea is to iterate the loop equations sufficiently often and use the self-improving mechanism. This is done in the proof of the following lemma.

**Lemma 7.7.** let \( \alpha, \gamma, \delta \) and \( U \) be as in Lemma 4.3. Let \( \phi_{z,\alpha} \) as in (7.3). For any \( n \times n \) matrix \( J \) we have
\[ E^{\lambda f + \nu \phi_{z,\alpha}} \left[ \frac{1}{z - M} J \right] = \text{Tr} \left( \frac{1}{z/n^\alpha - M} \right) J + O(n^\alpha), \quad (7.27) \]
as \( n \to \infty \) uniformly for \( \lambda, \mu \) in sufficiently small neighborhoods of the origin, \( 0 < \varepsilon < 1 \) and for \( z \) in compact subsets of \( \mathbb{C} \setminus \mathbb{R} \). Moreover, for any \( r > 0 \) both the constant in the order term and the neighborhoods for \( \lambda, \mu \) can be chosen uniformly for \( J \) such that \( \|J\|_\infty < r \).
Proof. The core of the proof is to write the loop equation (4.7) in such a way that it defines a recurrence.

Let \( m \in \mathbb{N} \). Then for \( \ell = 0, \ldots , m - 1 \) we consider the functions

\[
G^{J_{\ell}, \alpha}(z, \lambda, \mu) = \mathbb{E}^{\lambda f_{\alpha}^{\varepsilon} + \mu \phi_{\alpha, x}} \left[ \frac{1}{z - M} J_{\ell} \right] - \text{Tr} \frac{1}{\zeta^{0}(z/n^{\alpha}) - q^{n}}
\]

and

\[
g^{J_{\ell}, \alpha}(z, \mu, \lambda) = \frac{1}{n} \mathbb{E}^{\lambda f_{\alpha}^{\varepsilon} + \mu \phi_{\alpha, x}} \left[ \text{Tr} \frac{\lambda f_{\alpha}^{\varepsilon}(M) + \mu \phi_{\alpha, x}(M)}{z/n^{\alpha} - M} J_{\ell} \frac{(1 - q^{2})/2}{\zeta^{\lambda f_{\alpha}^{\varepsilon} + \mu \phi_{\alpha, x}(z/n^{\alpha}) - M}} \right]
\]

\[
+ \left( \zeta^{0}(z/n^{\alpha}) - \zeta^{\lambda f_{\alpha}^{\varepsilon} + \mu \phi_{\alpha, x}(z/n^{\alpha})} \right) \text{Tr} \frac{1}{\zeta^{0}(z/n^{\alpha}) - q^{n}} \zeta^{\lambda f_{\alpha}^{\varepsilon} + \mu \phi_{\alpha, x}(z/n^{\alpha}) - q^{n}} J_{\ell}
\]

where the matrix \( J_{\ell} \) is defined as

\[
J_{\ell} = J_{\ell}(\mu_{1}, \ldots , \mu_{\ell}) = \frac{(1 - q^{2})/2}{\zeta^{\lambda f_{\alpha}^{\varepsilon} + \mu_{1} \phi_{\alpha, x}(z/n^{\alpha}) - q^{n}} \cdots \frac{(1 - q^{2})/2}{\zeta^{\lambda f_{\alpha}^{\varepsilon} + \mu_{\ell} \phi_{\alpha, x}(z/n^{\alpha}) - q^{n}}},
\]

and \( J_{0} = J \). Note that from (7.11) it follows that for compact set \( S \subset \mathbb{C} \setminus \mathbb{R} \) there exists a neighborhood \( V \) and a constant \( c > 0 \) such that

\[
\|J_{\ell}\| \leq c\|J\|,
\]

uniformly for \( z \in S, 0 < \varepsilon < 1 \) and \( \lambda, \mu, \mu_{j} \in V \) for \( j = 1, \ldots , \ell \) and \( \ell = 1, \ldots , m \).

Then from the loop equation (4.7) we learn that \( G^{J_{\ell}, \alpha} \) can be expressed in terms of \( G^{J_{\ell+1}, \alpha} \) as follows

\[
G^{J_{\ell}, \alpha}(z, \mu, \lambda) = g^{J_{\ell}, \alpha}(z, \mu, \lambda) + \frac{n^{\alpha}}{n} \frac{\partial}{\partial \mu} G^{J_{\ell+1}, \alpha}(z, \mu, \lambda) \bigg|_{\mu_{\ell+1} = \mu}
\]

where the last term is a different way of writing \( K^{\lambda f_{\alpha}^{\varepsilon}, J_{\ell}} \).

Now (7.27) is proved as follows. Fix a value of \( m \). We claim that for each compact set \( S \subset \mathbb{C} \setminus \mathbb{R} \) there exists a constant \( A \) and a neighborhood \( V \) of the origin such that

\[
|g^{J_{m}, \alpha}(z, \mu, \lambda)| \leq An^{\alpha},
\]

and

\[
\left| \frac{\partial}{\partial \mu} G^{J_{m}, \alpha}(z, \mu, \lambda) \right|_{\mu_{m} = \mu} \leq cn^{2\alpha},
\]

for \( z \in S \) and \( \lambda, \mu, \mu_{j} \in V \) for \( j = 1, \ldots , m \) and \( 0 < \varepsilon < 1 \). Indeed, (7.30) follows by the same arguments as in the proofs of (4.19) and (4.20). Moreover, (7.31) follows by the same arguments used to prove (7.26). The main difference in the arguments is that we have a matrix \( J_{m} \). However, in the estimates this term gives only contributes to irrelevant constants by (7.28).

Then by using (7.29), (7.30) and (7.31) we have

\[
|G^{J_{m-1}, \alpha}(z, \mu, \lambda)| \leq cn^{\alpha} + c\frac{n^{3\alpha}}{n}
\]

(7.32)
for \( z \in S \) and \( \lambda, \mu, \mu_j \) in a sufficiently small neighborhood of the origin. By using (7.29), (7.32) and (7.19) again, we obtain an estimate for \( G^{J,\alpha}_m(z, \mu, \lambda) \) in a slightly smaller neighborhood. By using the same argument repeatedly we see that there exist \( \tilde{c} > 0 \) such that

\[
|G^{J,\alpha}(z, \mu, \lambda)| = |G^{J,0,\alpha}(z, \mu, \lambda)| \leq \sum_{j=0}^{m-1} \tilde{c} \left( \frac{n^\alpha}{n} \right)^j n^\alpha + \tilde{c} n^2 \left( \frac{n^\alpha}{n} \right)^m,
\]

for \( z \in S \), \( 0 < \epsilon < 1 \) and \( \lambda, \mu \) in a sufficiently small neighborhood of the origin. By taking \( m \) such that \( m(\alpha - 1) < -1 \) we obtain (7.27).

We now come to the proof of (4.21) in Lemma 4.3.

Proof of (4.21) in Lemma 4.3. Let us introduce one more notation. We define \( D^{\lambda f_\alpha + \mu \phi, J}(z/\eta^\alpha) \) by

\[
D^{\lambda f_\alpha + \mu \phi, J}(z/\eta^\alpha) = \frac{1}{\eta^\alpha} \left( \mathbb{E}^{\lambda f_\alpha + \mu \phi} \left[ \text{Tr} \left( \frac{1}{z/\eta^\alpha - M} \right) - \mathbb{E}^0 \left[ \text{Tr} \left( \frac{1}{z/\eta^\alpha - M} \right) \right] \right] \right).
\]

By taking the difference of (7.27) for general \( \lambda \) and (7.27) with \( \lambda = 0 \), we have the following estimate

\[
D^{\lambda f_\alpha + \mu \phi, J}(z/\eta^\alpha) = O(1), \quad (7.33)
\]

as \( n \to \infty \) uniformly for sufficiently small \( \lambda \) and \( \mu, 0, \epsilon < 1 \) and \( z \) in compact subsets of \( \mathbb{C} \setminus \mathbb{R} \).

As in the proof of Proposition 7.6 we need to estimate the last two terms in (7.21) and show that we have better bounds than (7.25) and (7.26).

Let us start with \( K^{\lambda f_\alpha, 0}(z/\eta^\alpha) \). Note that

\[
1 - \frac{q^2}{2n^{1+\alpha}} K^{\lambda f_\alpha, 0}(z/\eta^\alpha) = \frac{n^\alpha}{2n} \frac{\partial}{\partial \mu} D^{\lambda f_\alpha + \mu \phi, J}(z/\eta^\alpha) \bigg|_{\mu=0}
\]

where

\[
J = \frac{1 - q^2}{\zeta f_\alpha(z/\eta^\alpha) - q \Xi_n}.
\]

Hence, by (7.33) we have

\[
1 - \frac{q^2}{2n^{1+\alpha}} K^{\lambda f_\alpha}(z/\eta^\alpha) = O(n^{\alpha-1}), \quad (7.34)
\]

as \( n \to \infty \) uniformly for \( \lambda \) in a sufficiently small neighborhood of the origin, \( 0 < \epsilon < 1 \) and \( z \) in compact subset of \( \mathbb{C} \setminus \mathbb{R} \).

For the middle term in (7.21) we note that

\[
\frac{1 - q^2}{2n^{1+\alpha}} \mathbb{E}^{\lambda f_\alpha} \left[ \text{Tr} \left( \frac{f^{s, f}(s)}{z/\eta^\alpha - M} \right) - \frac{1}{\zeta f_\alpha(s) - M} \right] = \frac{1 - q^2}{2n^{1+\alpha}} \int \mathbb{E}^{\lambda f_\alpha} \left[ \text{Tr} \left( \frac{1}{z/\eta^\alpha - M} \right) - \frac{1}{\zeta f_\alpha(z/\eta^\alpha) - q \Xi_n} \right] ds \quad (7.35)
\]

Therefore it suffices to analyze

\[
\frac{1 - q^2}{2n^{1+\alpha}} \mathbb{E}^{\lambda f_\alpha} \left[ \text{Tr} \left( \frac{1}{z/\eta^\alpha - M} \right) - \frac{1}{\zeta f_\alpha(z/\eta^\alpha) - q \Xi_n} \right]
\]
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asymptotically as \( n \to \infty \). To this end, note that

\[
\frac{1-q^2}{2n^{1+\alpha}} \mathbb{E}^{\lambda f_0} \left[ \frac{1}{z/n^{\alpha} - M w/n^{\alpha} - M \zeta^0(z/n^{\alpha}) - q\Xi_n} \right] = \frac{1}{2(z-w)n} \int_w^z \frac{\partial}{\partial \eta} \mathbb{E}^{\lambda f_0} \left[ \frac{1}{\eta/n^{\alpha} - M \zeta^0(z/n^{\alpha}) - q\Xi_n} \right] \, d\eta
\]

and therefore

\[
\frac{1-q^2}{2n^{1+\alpha}} \mathbb{E}^{\lambda f_0} \left[ \frac{1}{z/n^{\alpha} - M w/n^{\alpha} - M \zeta^0(z/n^{\alpha}) - q\Xi_n} \right] = \frac{1}{(z-w)n} \int_w^z \frac{\partial}{\partial \eta} (D^{\lambda f_0,J} (\eta/n^{\alpha})) \, d\eta \quad (7.36)
\]

with \( J = \frac{(1-q^2)/2}{\zeta^0(z/n^{\alpha}) - q\Xi_n} \) (which does not depend on the integration variable \( \eta \)). By (7.33) and analyticity we obtain a bound for the left-hand side of (7.36), which after using (7.35) leads to

\[
\frac{1-q^2}{2n^{1+\alpha}} \mathbb{E}^{\lambda f_0} \left[ \frac{f_{\alpha}^{\varepsilon}(M)}{z/n^{\alpha} - M \zeta^0(z/n^{\alpha}) - q\Xi_n} \right] = \mathcal{O}(n^{-1}) \quad (7.37)
\]

as \( n \to \infty \) uniformly for \( \lambda \) in a sufficiently small neighborhood of the origin, \( 0 < \varepsilon < 1 \) and \( z \) in compact subset of \( \mathbb{C} \setminus \mathbb{R} \).

The statement now follows by inserting (7.34) and (7.37) into the representation of \( C^{\lambda f_0}_n \) given in (7.21) and this finishes the proof. \( \square \)

8 Random initial points

In this section we prove Theorem 2.5 and part of Theorem 2.6. We will only prove the last theorem under the assumption \( \mu_0(f) \neq 0 \). The general case is significantly more cumbersome from a technical point of view and will be treated in a separate section. Again, we will assume (2.4)–(2.6) and, as in the previous section, we will assume without loss of generality that

\[
x_1 = 0.
\]

The idea behind the proof is the following. We recall that \( \mathbb{E}_{K_n} \) denotes the expectation with respect to the determinantal point process with kernel \( K_n \) after fixing \( \xi^{(n)} \) and that \( \mathbb{E}_\xi \) denote the expectation with respect to the random initial point \( \xi^{(n)} \) which are taken independently from the semi-circle law. Then we split

\[
Y_n(f) - \mathbb{E}_\xi \mathbb{E}_{K_n} Y_n(f) = Y_n(f) - \mathbb{E}_{K_n} Y_n(f) + \mathbb{E}_{K_n} Y_n(f) - \mathbb{E}_\xi \mathbb{E}_{K_n} Y_n(f),
\]

and analyze

\[
Y_n(f) - \mathbb{E}_{K_n} Y_n(f), \quad \text{and} \quad \mathbb{E}_{K_n} Y_n(f) - \mathbb{E}_\xi \mathbb{E}_{K_n} Y_n(f), \quad (8.1)
\]
separately. The point is that for the first term on the right-hand side of (8.1) we have the Central Limit Theorem in Theorem 2.3 for fixed $\xi^{(n)} \in C_n(\mathbb{R}, A\delta)$ for any $A, \delta > 0$. Moreover, this Central Limit Theorem is independent of $\xi^{(n)} \in C_n(\mathbb{R}, A\delta)$. We first prove that $\xi^{(n)} \in C_n(\mathbb{R}, A\delta)$ with high probability and use Theorem 2.3 for the first term in (8.1). We then analyze the second term and prove a Central Limit Theorem for that term. The proofs of Theorem 2.5 and 2.6 then follows by comparing which of the two terms is dominant.

8.1 Preliminary lemmas

We start with some simple statements that we will use.

**Lemma 8.1.** Let $X, Y$ be two random variables such that $\mathbb{E}X = 0$ and $|Y| \leq c$ almost surely for some constant $c > 0$. Then $\text{Var}XY \leq c^2 \text{Var}X$.

**Proof.** By the conditions in the statement we have

$$\text{Var}XY = \text{Var}(X - \mathbb{E}X)Y = \mathbb{E}[(X - \mathbb{E}X)^2 Y^2] - (\mathbb{E}[(X - \mathbb{E}X)Y])^2 \leq c^2 \mathbb{E}[(X - \mathbb{E}X)^2] = c^2 \text{Var}X,$$

and thus the statement follows. \qed

**Lemma 8.2.** Let $X, Y$ be two real-valued random variables such that $\mathbb{E}X = \mathbb{E}Y$. Then

$$|\mathbb{E}[\exp iX] - \mathbb{E}[\exp iY]| \leq \sqrt{\text{Var}(X - Y)}.$$

**Proof.** This follows easily by

$$|\mathbb{E}[\exp iX] - \mathbb{E}[\exp iY]| \leq |\mathbb{E}[(\exp i(X - Y) - 1) \exp iY]| \leq \mathbb{E}||\exp i(X - Y) - 1|| \leq \mathbb{E}|X - Y| \leq \sqrt{\mathbb{E}[(X - Y)^2]} = \sqrt{\text{Var}(X - Y)},$$

where, in the last step, we used the assumption $\mathbb{E}(X - Y) = 0$. \qed

**Lemma 8.3.** If $\xi$ is a random variable with the semi-circle law as distribution, then

$$\text{Var} \frac{1}{w - \xi} \leq \frac{\frac{1}{\pi} \sqrt{2}}{|\text{Im} w|},$$

(8.2)

$$\text{Var} \frac{1}{w - \xi} \leq \frac{\frac{1}{\pi} \sqrt{2}}{|\text{Im} w|}.$$  

(8.3)

for $w \in \mathbb{C} \setminus \mathbb{R}$.

**Proof.** The variance can be estimated as follows

$$\text{Var} \frac{1}{w - \xi} \leq \mathbb{E} \left[ \left( \text{Im} \frac{1}{w - \xi} \right)^2 \right] = \frac{1}{\pi} \int_{-\sqrt{2}}^{\sqrt{2}} \frac{(\text{Im} w)^2}{(\text{Im} w)^2 + (\text{Re} w - \xi)^2} \sqrt{2 - \xi^2} d\xi \leq \frac{\sqrt{2}}{\pi} \int_{\mathbb{R}} \frac{(\text{Im} w)^2}{(\text{Im} w)^2 + (\text{Re} w - \xi)^2} d\xi = \frac{\sqrt{2}}{\pi |\text{Im} w|} \int_{\mathbb{R}} \frac{1}{1 + \xi^2} d\xi = \frac{\frac{1}{\pi} \sqrt{2}}{|\text{Im} w|}.$$

The proof of (8.3) goes completely analogous. \qed
Lemma 8.4. If $\xi$ is a random variable with the semi-circle law as distribution, then

$$\text{Var} \, \text{Im} \left( \frac{1}{w_1 - \xi} - \frac{1}{w_2 - \xi} \right) \leq \frac{1}{2} \left( \frac{|w_1 - w_2|^2}{\text{Im} \, w_1 \, |\text{Im} \, w_2|} \right) \left( \frac{\text{Im}(w_1 - \sqrt{w_1^2 - 2})}{\text{Im} \, w_1} + \frac{\text{Im}(w_2 - \sqrt{w_2^2 - 2})}{\text{Im} \, w_2} \right),$$

and

$$\text{Var} \, \text{Re} \left( \frac{1}{w_1 - \xi} - \frac{1}{w_2 - \xi} \right) \leq \frac{1}{2} \left( \frac{|w_1 - w_2|^2}{\text{Im} \, w_1 \, |\text{Im} \, w_2|} \right) \left( \frac{\text{Im}(w_1 - \sqrt{w_1^2 - 2})}{\text{Im} \, w_1} + \frac{\text{Im}(w_2 - \sqrt{w_2^2 - 2})}{\text{Im} \, w_2} \right)$$

for $w_1, w_2 \in \mathbb{C} \setminus \mathbb{R}$.

Proof. We start by writing

$$\text{Var} \, \text{Im} \left( \frac{1}{w_1 - \xi} - \frac{1}{w_2 - \xi} \right) = \text{Var} \, \text{Im} \left( \frac{w_2 - w_1}{(w_1 - \xi)(w_2 - \xi)} \right) \leq \mathbb{E} \left( \text{Im} \left( \frac{w_2 - w_1}{(w_1 - \xi)(w_2 - \xi)} \right) \right)^2 \leq |w_1 - w_2|^2 \mathbb{E} \left[ \frac{1}{|w_1 - \xi|^2 |w_2 - \xi|^2} \right]$$

Now

$$\mathbb{E} \left[ \frac{1}{|w - \xi_1|^2 |w - \xi|^2} \right] \leq \frac{1}{\text{Im} \, w_1 \, \text{Im} \, w_2} \mathbb{E} \left[ \frac{1}{|w - \xi|^2 |w - \xi|^2} \right] \leq \frac{1}{2 \text{Im} \, w_1 \, \text{Im} \, w_2} \left( \mathbb{E} \left[ \frac{1}{|w_1 - \xi|^2} + \frac{1}{|w_2 - \xi|^2} \right] \right)$$

and combining this with

$$\mathbb{E} \left[ \frac{1}{|w_j - \xi|^2} \right] = \frac{1}{\text{Im} \, w_j} \mathbb{E} \left[ \frac{1}{w_j - \xi} \right] = \frac{\text{Im}(w_j - \sqrt{w_j^2 - 2})}{\text{Im} \, w_j},$$

gives the statement the imaginary part. The proof for the real part is analogous.

Lemma 8.5. Let $\xi_j^{(n)}$ for $j = 1, \ldots, n$ and $n = 1, 2, \ldots$ be a sequence of independent random variables that have the semi-circle law as distribution. Let $f$ and $\{f_n\}_{n \in \mathbb{N}}$ be bounded functions such that $\|f - f_n\|_{L^2(\mathbb{R})} \to 0$ as $n \to \infty$ and the sequences $\|f_n\|_{L^1(\mathbb{R})}$ and $\|f_n\|_{L^\infty(\mathbb{R})}$ are bounded in $n$. Then for any $0 < \alpha < 1$ we have

$$\lim_{n \to \infty} \mathbb{E} \left[ \exp \frac{it}{n^{(1-\alpha)/2}} \left( \sum_{j=1}^{n} f_n(n^\alpha \xi_j^{(n)}) - \mathbb{E} \left[ \sum_{j=1}^{n} f_n(n^\alpha \xi_j^{(n)}) \right] \right) \right] = e^{-\frac{t^2}{2\|f\|^2}},$$

for $t \in \mathbb{R}$.
Proof. The proof follows by standard arguments for independent random variables. We only note that if $\xi$ is a random with respect to the semi-circle law, then for any $g$ we have

$$\Var g(n^\alpha \xi) = \frac{1}{\pi} \int_0^\pi g(n^\alpha \xi)^2 \sqrt{2 - \xi^2} \, d\xi - \left( \frac{1}{\pi} \int_0^\pi g(n^\alpha \xi) \sqrt{2 - \xi^2} \, d\xi \right)^2$$

$$= \frac{1}{\pi n^\alpha} \int_{-n^\alpha}^{n^\alpha} g(\xi)^2 \sqrt{2 - \xi^2}/n^{2\alpha} \, d\xi + \frac{1}{\pi n^{2\alpha}} \left( \frac{1}{\pi} \int_{-n^\alpha}^{n^\alpha} |g(\xi)| \sqrt{2 - \xi^2}/n^\alpha \, d\xi \right)^2$$

$$= \frac{\sqrt{2}}{\pi n^\alpha} \|g\|_{L_2(\mathbb{R})}^2 + o(n^{-\alpha}),$$

as $n \to \infty$. Here the order is uniform for $g$ in bounded subset of the space $L_\infty(\mathbb{R}) \cap L_1(\mathbb{R})$ equipped with the norm $\|g\|_{L_1(\mathbb{R})} + \|g\|_{L_\infty(\mathbb{R})}$. Hence, under the conditions of the lemma we have

$$\lim_{n \to \infty} \Var n^{\alpha/2} f_n(n^\alpha \xi) = \frac{\sqrt{2}}{\pi} \|f\|_{L_2(\mathbb{R})}^2.$$

The statement now follows after a standard rewriting the left-hand side \([\text{S.1]}\) and estimating the higher moments. \qed

### 8.2 Regularity of the initial points

We continue by proving that $\xi^{(n)} \in C_n(\mathbb{R}, A n^\delta)$ with high probability.

**Lemma 8.6.** Let $A, \delta > 0$. For $n \in \mathbb{N}$ let $C_n(\mathbb{R}, A n^\delta)$ be as in (2.2). Then

$$P(\xi^{(n)} \notin C_n(\mathbb{R}, A n^\delta)) = O \left( n^{4-2\delta} \exp \left( -\frac{3A}{4} n^\delta \right) \right),$$

as $n \to \infty$.

**Proof:** The proof of the lemma is based on Bernstein’s inequality for independent random variables. The main technical difficulty is that the defining inequality for $C_n(\mathbb{R}, A n^\delta)$ is with respect to the supremum over all $w$ such that $\Im w \geq 1/n$. By a ‘net-argument’ we show that it is sufficient to check the inequality for only a finite number of values of $w$.

We first note that when $w$ is large the defining inequality for $C_n(\mathbb{R}, A n^\delta)$ is automatic and hence we can restrict $w$ to a bounded domain without changing $C_n(\mathbb{R}, A n^\delta)$. Hence in the first step, we define $L_n$ as the set

$$L_n = \{ w \in \mathbb{C} \mid \Im w \geq \frac{n}{4A^2 n^{2\delta}} \text{ or } |\Re w| \geq \sqrt{2} + \frac{n}{A^2 n^{2\delta}} \}. $$

The bounds defining the set $L_n$ are chosen such that we have

$$\sqrt{\frac{\Im w}{n}} \left| \frac{1}{w - \xi} \right| \leq \sqrt{\frac{\Im w}{n}} \frac{1}{\Im w} \frac{1}{|\Im w| + |\Re w - \xi|} \leq \frac{A n^\delta}{2n},$$

for all $w \in L_n$ and $\xi \in (-\sqrt{2}, \sqrt{2})$. From here it follows by some straightforward estimates that

$$\sup_{w \in L_n} \sqrt{\frac{\Im w}{n}} \sum_{j=1}^n \left( \frac{1}{w - \xi^{(n)}_j} - \int_{w - \xi} \frac{1}{w - \xi} \, d\mu(\xi) \right) \leq A n^\delta.$$
This means that we can rewrite the definition of \( \mathcal{C}_n(\mathbb{R}, A n^\delta) \) to

\[
\mathcal{C}_n(\mathbb{R}, A n^\delta) = \left\{ \xi^{(n)} \in \mathbb{R}^n \mid \sup_{\text{Im } w \geq 1/n, w \notin L_n} \left| \frac{\sqrt{\text{Im } w}}{w - \xi} - \frac{\sqrt{\text{Im } w_0}}{w_0 - \xi} \right| \leq \frac{\sqrt{\text{Im } w_0}}{n} \sum_{j=1}^{n} \left( \frac{1}{w - \xi_j^{(n)}} - \int_{w - \xi} \frac{1}{w - \xi} \, d\mu(\xi) \right) \right\}.
\]

Now that we have restricted the inequality to a bounded set, the next step is to replace it by the finite set \( G_N \) defined by

\[
G_N = \{ w \mid \text{Im } w \geq 1/n, Nw \in \mathbb{Z} \times i\mathbb{N}, \text{ and } w \notin L_n \}.
\]

To see that we can indeed restrict ourselves to \( G_N \) for an appropriate value of \( N \), let \( w_0 \in G_N \). Then for any \( w \in B_{w_0, 1/N} \) (and \( \text{Im } w \geq 1/n \)), we have

\[
\left| \frac{\sqrt{\text{Im } w}}{w - \xi} - \frac{\sqrt{\text{Im } w_0}}{w_0 - \xi} \right| \leq \frac{\sqrt{\text{Im } w_0}}{\text{Im } w} + \frac{\sqrt{\text{Im } w_0}(w - w_0)}{\text{Im } w_0} \leq 2n^{3/2} |w - w_0| \leq \frac{2n^{3/2}}{N}.
\]

Hence if we set \( N = 8n^2/A n^\delta \) then

\[
\sup_{w \in B_{w_0, 1/N} \cap \{ \text{Im } w \geq 1/n \}} \left| \frac{\sqrt{\text{Im } w}}{w - \xi} - \frac{\sqrt{\text{Im } w_0}}{w_0 - \xi} \right| \leq \frac{2n^{3/2}}{2N}.
\]

Moreover, the union of all balls \( B_{w_0, 1/N} \) with \( w_0 \in G_N \) covers the set of all \( w \) with \( \text{Im } w \geq 1/n \) and \( w \notin L_n \). Therefore, after defining for \( w_0 \in G_N \),

\[
\mathcal{C}_n^{(w_0)}(\mathbb{R}, A n^\delta) = \left\{ \xi^{(n)} \in \mathbb{R}^n \mid \left| \frac{\sqrt{\text{Im } w_0}}{n} \sum_{j=1}^{n} \left( \frac{1}{w_0 - \xi_j^{(n)}} - \int_{w_0 - \xi} \frac{1}{w_0 - \xi} \, d\mu(\xi) \right) \right| \leq \frac{\sqrt{\text{Im } w_0}}{2n} \sum_{j=1}^{n} \left( \frac{1}{w_0 - \xi_j^{(n)}} - \int_{w_0 - \xi} \frac{1}{w_0 - \xi} \, d\mu(\xi) \right) \right\},
\]

we see that we have

\[
\mathcal{C}_n(\mathbb{R}, A n^\delta) \supset \bigcap_{w_0 \in G_{8n^2/A n^\delta}} \mathcal{C}_n^{(w_0)}(\mathbb{R}, A n^\delta).
\]

It follows that

\[
P(\xi^{(n)} \notin \mathcal{C}_n(\mathbb{R}, A n^\delta)) \leq \sum_{w_0 \in G_{8n^2/A n^\delta}} P(\xi^{(n)} \notin \mathcal{C}_n^{(w_0)}(\mathbb{R}, A n^\delta)).
\]

Summarizing, instead of dealing with the supremum over all \( w \) such that \( \text{Im } w \geq 1/n \) in the definition of \( \mathcal{C}_n(\mathbb{R}, A n^\delta) \), we only need to check the inequality for the finite grid \( G_N \) which we will do now.
Note that $\xi^{(n)} \notin C^{(w_0)}(\mathbb{R}, An^\delta)$ iff
\[
\sqrt{\text{Im } w_0} \frac{1}{n} \sum_{j=1}^n \left( \frac{1}{w_0 - \xi^{(n)}_j} - \int \frac{1}{w_0 - \xi} d\mu(\xi) \right) \geq An^\delta/2,
\]
and if this happens, then we must have
\[
\sqrt{\text{Im } w_0} \text{Re} \left( \frac{1}{n} \sum_{j=1}^n \left( \frac{1}{w_0 - \xi^{(n)}_j} - \int \frac{1}{w_0 - \xi} d\mu(\xi) \right) \right) \geq An^\delta/4,
\]
\[
\text{or } \sqrt{\text{Im } w_0} \text{Im} \left( \frac{1}{n} \sum_{j=1}^n \left( \frac{1}{w_0 - \xi^{(n)}_j} - \int \frac{1}{w_0 - \xi} d\mu(\xi) \right) \right) \geq An^\delta/4.
\]
We now use Bernstein’s inequality to prove that the probability that one of those events happens, is small. There exist several version in the literature and the one we will use is the following: Let $X_j$ for $j = 1, \ldots, n$ be independent random variables such that $E X_j = 0$ and $|X_j| \leq M$ almost surely for some $M \geq 0$. Then [29 Th 2.7] says
\[
P \left( \sum_{j=1}^n X_j > t \right) \leq \exp \left( -\frac{\frac{1}{2} t^2}{E \sum_{j=1}^n X_j^2 + \frac{1}{3} t M} \right).
\]
We want to apply this inequality with $X_j = \sqrt{\text{Im } w_0} \left( \frac{1}{w_0 - \xi^{(n)}_j} - \frac{1}{w_0 - \xi^{(n)}_j} \right)$. Note that
\[
\sqrt{\text{Im } w_0} \text{Im} \frac{1}{w_0 - \xi} \leq \sqrt{\text{Im } w_0} \frac{1}{|w_0 - \xi|} \leq \frac{1}{\sqrt{n \text{Im } w_0}} \leq 1,
\]
\[
\sqrt{\text{Im } w_0} \text{Re} \frac{1}{w_0 - \xi} \leq \sqrt{\text{Im } w_0} \frac{1}{|w_0 - \xi|} \leq \frac{1}{\sqrt{n \text{Im } w_0}} \leq 1.
\]
and hence we take $M = 2$. By (8.2) and (8.3), we thus obtain
\[
P \left( \sqrt{\text{Im } w_0} \text{Im} \left( \frac{1}{n} \sum_{j=1}^n \left( \frac{1}{w_0 - \xi^{(n)}_j} - \int \frac{1}{w_0 - \xi} d\mu(\xi) \right) \right) \geq An^\delta/4 \right) \leq \exp \left( -\frac{A^2 n^{2\delta}/32}{\sqrt{2} + An^\delta/24} \right)
\]
and the same for the real part. Hence
\[
P \left( \sqrt{\text{Im } w_0} \text{Im} \left( \frac{1}{n} \sum_{j=1}^n \left( \frac{1}{w_0 - \xi^{(n)}_j} - \int \frac{1}{w_0 - \xi} d\mu(\xi) \right) \right) \geq An^\delta/2 \right) \leq 2 \exp \left( -\frac{A^2 n^{2\delta}/32}{\sqrt{2} + An^\delta/24} \right).
\]
Hence we see that
\[
P(\xi^{(n)} \notin C_n(\mathbb{R}, An^\delta)) = O \left( n^2 \exp \left( -\frac{3A}{4} n^\delta \right) \right)
\]
\[
= O \left( n^{4-2\delta} \exp \left( -\frac{3A}{4} n^\delta \right) \right),
\]
as $n \to \infty$ and this proves the statement. \qed
At this point, we will introduce some new notation that will be useful in the rest of the paper. We write
\[ E_{\xi \mid C}X = \mathbb{E}_\xi \chi_C X, \quad \text{and} \quad \text{Var}_{\xi \mid C}X = \text{Var}_\xi \chi_C X \] (8.5)
where \( \chi_C \) is the indicator function for the set \( C \). Typically, we will work with sets \( C = \mathcal{C}(\mathbb{R}, A, \delta) \) as defined in (2.3).

### 8.3 Smoothening the test function

The proof of Theorem 2.5 will be based on the loop equation (4.7). To apply this equation we want to use Cauchy’s integral formula for functions \( f \) that are analytic. However, \( f \) in Theorem 2.5 is a \( C^\infty \) function with compact support and hence not analytic. Therefore we use an approximation argument.

Let \( \varepsilon > 0 \) be small. Then let \( \psi_n \in C^\infty_c(\mathbb{R}) \) such that \( 0 \leq |\psi| \leq 1 \) and
\[
\begin{cases}
\psi_n(\omega) = 1, & |\omega| \leq n^\varepsilon \\
\psi_n(\omega) = 0, & |\omega| \geq n^\varepsilon + 1 \\
\|\psi_n^{(k)}\|_\infty \leq d_k, & k \in \mathbb{N},
\end{cases}
\] (8.6)
for some constants \( d_k > 0 \) that do not depend on \( n \).

Denote the Fourier transform of \( f \) by \( \hat{f} \), i.e.
\[
\hat{f}(\omega) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} f(x)e^{-i\omega x}dx.
\] (8.7)

Then we define the function \( f_n(z) \) by
\[
f_n(z) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \psi_n(\omega)\hat{f}(\omega)e^{i\omega z}d\omega.
\] (8.8)

Clearly, since \( \psi_n \) has compact support we have that \( f_n \) is an entire function. The idea behind the construction of \( f_n \) as an approximation to \( f \) is that we have the following lemma.

**Lemma 8.7.** Let \( f \in C^\infty_c(\mathbb{R}) \). For \( \varepsilon > 0 \) and \( n \in \mathbb{N} \), let \( f_n \) as in (8.8). Then for any \( p \in \mathbb{N} \) there exists a constant \( C_p(f) \) (independent of \( n \)) such that
\[
|f_n(x) - f(x)| \leq C_p(f)n^{-p\varepsilon},
\] (8.9)
for \( x \in \mathbb{R} \), and
\[
|f_n(z)| \leq C_p(f)|z|^{-p},
\] (8.10)
for \( z \) in the strip \( \{z \in \mathbb{C} \mid \text{Im } z \leq 3n^{-\varepsilon}\} \).

**Proof.** It is a classical result that for \( f \in C^\infty_c(\mathbb{R}) \) and \( M \in \mathbb{N} \) there exists a constant \( \tilde{C}_M(f) \) such that
\[
|\hat{f}(\omega)| \leq \frac{\tilde{C}_M(f)}{(1 + |\omega|^2)^{M+1/2}},
\] for \( \omega \in \mathbb{R} \). Hence
\[
|f(x) - f_n(x)| = \frac{1}{\sqrt{2\pi}} \left| \int_{-\infty}^{\infty} (1 - \psi_n(x))\hat{f}(\omega)e^{i\omega x}d\omega \right|
\leq \frac{2\tilde{C}_M(f)}{\sqrt{2\pi}} \int_{n^\varepsilon}^{\infty} \frac{1}{(1 + |\omega|^2)^{M+1/2}}d\omega \leq C_M(f)n^{-M\varepsilon}.
\]
for some constant $C_M(f)$. This proves (8.9).

In order to prove (8.10) we argue as follows. By integration by parts we have

$$f_n(z) = \frac{1}{(iz)^M} \frac{1}{2\pi i} \int_{-\infty}^{\infty} \frac{dp}{d\omega^M} \left( \psi_n(\omega) \hat{f}(\omega) \right) e^{i\omega z} d\omega. \quad (8.11)$$

By definition of $\psi_n$ we have $\|\psi_n\|_\infty \leq d_m$ for $1 \leq m \leq M$. Moreover,

$$\hat{f}^{(m)}(\omega) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} (-ix)^m f(x) e^{-i\omega x} dx,$$

and since $f \in C_\infty^c(\mathbb{R})$ there exists constant $D_{m,M}(f)$ such that

$$|\hat{f}^{(m)}(\omega)| \leq \frac{D_{m,M}(f)}{(1 + |\omega|^2)^{(M+1)/2}}.$$

And hence, by plugging this into (8.11), we see that we have

$$|f_n(z)| \leq |z|^{-M} e^{(\text{Im } z)(n^\varepsilon + 1) \hat{D}_M(f)},$$

for some constant $\hat{D}_M(f)$. Hence, we can choose $C_M(f)$ large enough such that for $\text{Im } z \leq 3n^{-\varepsilon}$ we have (8.10).

We have the following immediate corollary.

**Corollary 8.8.** Let $f_n$, $f$ and $\varepsilon > 0$ as in Lemma 8.7. Then for any $M$ there exists a constant $C_M(f)$ such that

$$|Y_n(f) - Y_n(f_n)| \leq C_M(f)n^{-M\varepsilon + 1}.$$  

By choosing $p$ sufficiently large, this corollary shows that we can replace $f$ by its approximation $f_n$. For the approximation $f_n$ we can use Cauchy’s integral formula to write

$$f_n(x) = \frac{1}{2\pi i} \int_\Gamma f_n(z) \frac{1}{z - x} dz,$$

where $\Gamma = (in^{-\varepsilon} - \mathbb{R}) \cup (-in^{-\varepsilon} + \mathbb{R})$. Now

$$Y_n(f_n) = \sum_{j=1}^{n} f_n(n^\alpha x_j) = \frac{1}{2\pi i} \int_\Gamma f_n(z) \sum_{j=1}^{n} \frac{1}{z - n^\alpha x_j} dz = \frac{1}{2\pi in^\alpha} \int_\Gamma f_n(z) \sum_{j=1}^{n} \frac{1}{z/n^\alpha - x_j} dz.$$

Hence

$$\mathbb{E}_K [Y_n(f_n)] = \frac{1}{2\pi in^\alpha} \int_\Gamma f_n(z) \mathbb{E}_K \left[ \sum_{j=1}^{n} \frac{1}{z/n^\alpha - x_j} \right] dz.$$

In the next paragraph we will therefore start with analyzing $U_n(z)$ defined by

$$U_n(z) = \frac{1}{n} \mathbb{E}_K \left[ \text{Tr} \frac{1}{z - M} \right] = \mathbb{E}_K \left[ \sum_{j=1}^{n} \frac{1}{z - x_j} \right]. \quad (8.12)$$
8.4 Approximating $U_n(z)$

For any $\varepsilon > 0$, let $S_n$ be the set

$$S_n = \left\{ z \in \mathbb{C} \mid \frac{1}{2} n^{-\varepsilon} \leq \text{Im} z \leq 2n^{-\varepsilon}, \ |z| \leq n^{\varepsilon} \right\}. \quad (8.13)$$

Note that for $z \in S_n$ we have (8.10).

Let $U(z)$ be the function defined by

$$U(z) = z - \sqrt{z^2 - 2}. \quad (8.14)$$

We take the square root such that $U$ is analytic in $\mathbb{C} \setminus [-\sqrt{2}, \sqrt{2}]$ and takes positive values on $[\sqrt{2}, \infty)$. An important property of this function, is that if $\xi$ is a random variable distributed according to the semi-circle law then

$$U(z) = \frac{1}{q} \mathbb{E} \left[ \frac{1}{z/q - c_2 U(z) - \xi} \right]$$

for $z \in \mathbb{C} \setminus \mathbb{R}$ and

$$c_2 = \frac{1/q - q}{2} = \sinh t. \quad (8.15)$$

We also recall the notation (8.5).

**Lemma 8.9.** Let $0 < \alpha, \gamma < 1$. Let $0 < \delta < \frac{1}{2} \left( \frac{1 - \gamma}{1 + \gamma} \right)$, $0 < \varepsilon < \min(\alpha, (1 - \alpha)/2, \gamma(1 - \gamma))$ and $A > 0$. Then for $\pm \text{Im} z > 0$ we have

$$U_n(z/n^\alpha) = \mp i \sqrt{2} + o(1), \quad (8.16)$$

as $n \to \infty$, uniformly for $z \in S_n$ and $\xi \in C(\mathbb{R}, A, \delta)$.

Moreover,

$$\text{Var}_{\xi \in C(\mathbb{R}, A, \delta)} \text{Im} \left( U_n(z/n^\alpha) - \frac{1}{qn} \sum_{j=1}^{n} \frac{1}{z/qn^\alpha - c_2 U_n(z/n^\alpha) - \xi^{(n)}_j} \right)$$

$$= \begin{cases} o(n^{\alpha-1}), & \alpha \leq \gamma \\
 o(n^{\gamma-1}), & \alpha > \gamma, \end{cases}$$

as $n \to \infty$, uniformly for $z \in S_n$. The same holds when taking the real instead of the imaginary part.

**Proof.** The starting point of the proof is (4.7) which in the new notation reads

$$U_n(z/n^\alpha) = \frac{1}{qn} \sum_{j=1}^{n} \frac{1}{z/qn^\alpha - c_2 U_n(z/n^\alpha) - \xi^{(n)}_j} + R_n(z/n^\alpha). \quad (8.17)$$

(with $R_n(z) = -\frac{1}{n^2} K^{0,1}(z)$). By rewriting this equation and estimating various terms, we prove the statement. For these estimates we first recall some bounds that he has derived before.
First of all, by (7.34) we have
\[
R_n(z/n^\alpha) = O(n^{2(\alpha + \varepsilon - 1)}),
\]
uniformly or \( z \in S_n \) and \( \xi \in C(\mathbb{R}, A, \delta) \), where we have an extra \( \varepsilon \) in the exponent compared to (4.7) since we have \( z \in S_n \). We will also need that there exists a constant \( B > 0 \) such that
\[
\pm \text{Im} U_n(z/n^\alpha) \geq B,
\]
for \( z \in S_n \) and \( \pm \text{Im} z > 0 \), and \( \xi \in C(\mathbb{R}, A, \delta) \). This follows by using the arguments in the proof of Lemma (7.4) (in particular, (7.12) and (7.13)). We also need that
\[
U(z/n^\alpha) = \mp i\sqrt{2} + o(1),
\]
as \( n \to \infty \) and \( \pm \text{Im} z > 0 \), uniformly for \( z \in S_n \) and \( \xi \in C(\mathbb{R}, A, \delta) \).

We now rewrite (8.17) as follows
\[
U_n(z/n^\alpha) - U(z/n^\alpha) = U_n(z/n^\alpha) - \frac{1}{qn} \sum_{j=1}^{n} \frac{1}{z/qn^\alpha - c_2 U(z/n^\alpha) - \xi_j^{(n)}} + \frac{1}{qn} \sum_{j=1}^{n} \frac{1}{z/qn^\alpha - c_2 U(z/n^\alpha) - \xi_j^{(n)}} - U(z/n^\alpha)
\]
\[
= \frac{1}{qn} \sum_{j=1}^{n} \frac{1}{z/qn^\alpha - c_2 U(z/n^\alpha) - \xi_j^{(n)}} - \frac{1}{qn} \sum_{j=1}^{n} \frac{1}{z/qn^\alpha - c_2 U(z/n^\alpha) - \xi_j^{(n)}} + R_n(z/n^\alpha)
\]
\[
= \frac{1}{qn} \sum_{j=1}^{n} \frac{1}{z/qn^\alpha - c_2 U(z/n^\alpha) - \xi_j^{(n)}} - U(z/n^\alpha)
\]
\[
= \frac{1}{qn} \sum_{j=1}^{n} \frac{c_2(U_n(x/n^\alpha) - U(z/n^\alpha))_(z/qn^\alpha - c_2 U(z/n^\alpha) - \xi_j^{(n)})(z/qn^\alpha - c_2 U(z/n^\alpha) - \xi_j^{(n)})}{(z/qn^\alpha - c_2 U(z/n^\alpha) - \xi_j^{(n)})} + R_n(z/n^\alpha)
\]
\[
+ \frac{1}{qn} \sum_{j=1}^{n} \frac{1}{z/qn^\alpha - c_2 U(z/n^\alpha) - \xi_j^{(n)}} - U(z/n^\alpha).
\]

After a reorganization this gives
\[
U_n(z/n^\alpha) - U(z/n^\alpha) = \frac{1}{1 - F} \left( \frac{1}{qn} \sum_{j=1}^{n} \frac{1}{z/qn^\alpha - c_2 U(z/n^\alpha) - \xi_j^{(n)}} - U(z/n^\alpha) + R_n(z/n^\alpha) \right),
\]
where \( F \) is given by
\[
F = \frac{c_2}{qn} \sum_{j=1}^{n} \frac{1}{(z/qn^\alpha - c_2 U_n(z/n^\alpha) - \xi_j^{(n)})(z/qn^\alpha - c_2 U(z/n^\alpha) - \xi_j^{(n))}}
\]
\[
= - \frac{1}{c_2(U(z/n^\alpha) - U_n(z/n^\alpha))} \int_{z/qn^\alpha - c_2 U_n(z/n^\alpha)}^{z/qn^\alpha - c_2 U(z/n^\alpha)} \frac{c_2}{qn} \sum_{j=1}^{n} \frac{1}{(w - \xi_j^{(n)})^2} \, dw
\]

(8.22)
We will now first show that $F$ is small. We start by rewriting the integrand by using

$$
\frac{c_2}{qn} \sum_{j=1}^{n} \left( \frac{1}{(w - \xi_j^{(n)})^2} - \int_{-\sqrt{2}}^{\sqrt{2}} \frac{1}{(w - \xi)^2} \sqrt{2 - \xi^2} d\xi \right) = \frac{c_2}{qn} \sum_{j=1}^{n} \left( \frac{1}{(w - \xi_j^{(n)})^2} - \int_{-\sqrt{2}}^{\sqrt{2}} \frac{1}{(w - \xi)^2} \sqrt{2 - \xi^2} d\xi \right) + \frac{c_2}{q} \int_{-\sqrt{2}}^{\sqrt{2}} \frac{1}{(w - \xi)^2} \sqrt{2 - \xi^2} d\xi
$$

By the same argument as in the proof of Lemma 5.2 we have that there exists a constant $a_1$ such that

$$
\frac{c_2}{qn} \sum_{j=1}^{n} \left| \frac{1}{(w - \xi_j^{(n)})^2} - \int_{-\sqrt{2}}^{\sqrt{2}} \frac{1}{(w - \xi)^2} \sqrt{2 - \xi^2} d\xi \right| \leq a_1 n^{-\gamma(1-\gamma)/2},
$$

for $\text{Im } w \geq n^{-\gamma}/10B$, uniformly for $\xi \in C(\mathbb{R}, A, \delta)$. Because of (8.19) and (8.20) we therefore have that (by possibly increasing the value of $a_1$)

$$
\left| \frac{1}{qcn} \sum_{j=1}^{n} \left( \frac{1}{(w - \xi_j^{(n)})^2} - \int_{-\sqrt{2}}^{\sqrt{2}} \frac{1}{(w - \xi)^2} \sqrt{2 - \xi^2} d\xi \right) \right| \leq a_1 n^{-\gamma(1-\gamma)/2}. \quad (8.23)
$$

Moreover, we have the simple computation reveals that

$$
\frac{1}{y_1 - y_2} \int_{y_1}^{y_2} \frac{1}{\pi} \int_{-\sqrt{2}}^{\sqrt{2}} \frac{2 - \xi^2}{(w - \xi)^2} d\xi dw
$$

$$
= \frac{y_1 - y_2 - \sqrt{y_1^2 - 2} + \sqrt{y_2^2 - 2}}{y_1 - y_2} = 1 - \frac{y_1 + y_2}{\sqrt{y_1^2 - 2} + \sqrt{y_2^2 - 2}}
$$

Hence by (8.19), (8.20) and the fact that $c_2 \sim n^{-\gamma}$ there exists a constant $a_2$ such that

$$
\left| \frac{1}{q(U(z/n^\alpha) - U_n(z/n^\alpha))} \int_{z/qn^\alpha - cnU(z/n^\alpha)}^{z/qn^\alpha - cnU_n(z/n^\alpha)} \int_{-\sqrt{2}}^{\sqrt{2}} \frac{2 - \xi^2}{(w - \xi)^2} d\xi \, dw \right|
$$

$$
\leq a_2 n^{-\gamma/2}. \quad (8.24)
$$

By substituting (8.23) and (8.24) in (8.22)

$$
|F| = O(n^{-\gamma(1-\gamma)/2}), \quad (8.25)
$$

as $n \to \infty$, uniformly for $\xi \in C(U, A, \delta)$ and $z \in S_n$.

Now note that by (8.19), (8.20) and the definition of $C_n(\mathbb{R}, An^\delta)$ we have that there exists a constant $\tilde{A}$ such that

$$
\frac{1}{qn} \left| \sum_{j=1}^{n} \frac{1}{z/qn^\alpha - cnU(z/n^\alpha) - \xi_j^{(n)}} - U(z/n^\alpha) \right|
$$

$$
\leq \frac{An^\delta}{\sqrt{n} \sqrt{\text{Im } (z/n^\alpha - (1 - q^2)U(z/n^\alpha))}} \leq \tilde{A} n^{-\gamma(1-\gamma)/2} = \tilde{A} n^{-\gamma \delta} \quad (8.26)
$$
By inserting (8.25) and (8.26) into (8.21) and using (8.20) we obtain (8.16).

In a similar way, we can rewrite

\[
U_n(z/n^\alpha) - \frac{1}{qn} \sum_{j=1}^{n} \frac{1}{z/qn^\alpha - c_2 U(z/n^\alpha) - \xi_j^{(n)}} \\
= U_n(z/n^\alpha) - U(z/n^\alpha) + U(z/n^\alpha) - \frac{1}{qn} \sum_{j=1}^{n} \frac{1}{z/qn^\alpha - c_2 U(z/n^\alpha) - \xi_j^{(n)}} \\
= \left( \frac{1}{qn} \sum_{j=1}^{n} \frac{1}{z/qn^\alpha - c_2 U(z/n^\alpha) - \xi_j^{(n)}} - U(z/n^\alpha) \right) \frac{F}{1 - F} + R_n(z/n^\alpha) \frac{1}{1 - F},
\]

(8.27)

The contribution from the second term on the right-hand side to the variance is \( o(n^{\alpha-1}) \) by (8.18) and the assumption \( \varepsilon < (1 - \alpha)/2 \). As for the first term, note that by Lemma 8.3 and (8.19) we have

\[
\text{Var}_\xi \left( \frac{1}{qn} \sum_{j=1}^{n} \frac{1}{z/qn^\alpha - c_2 U(z/n^\alpha) - \xi_j^{(n)}} \right) \leq \begin{cases} 
\mathcal{O}(n^{\alpha+\varepsilon-1}), & \alpha + \varepsilon \leq \gamma \\
\mathcal{O}(n^{\gamma-1}), & \alpha + \varepsilon > \gamma,
\end{cases}
\]

(8.28)
as \( n \to \infty \), uniformly for \( z \in S_n \). The same estimates hold when taking the real part.

Moreover,

\[
\mathbb{E}_\xi \left[ \frac{1}{qn} \sum_{j=1}^{n} \frac{1}{z/qn^\alpha - c_2 U(z/n^\alpha) - \xi_j^{(n)}} \right] = U(z/n^\alpha).
\]

(8.29)

Now the statement follows after estimating the real and imaginary parts of first term on the right-hand side of (8.27) by applying Lemma 8.1 using (8.25) with (8.28) and (8.29).

Corollary 8.10. Let \( 0 < \alpha, \gamma < 1 \). Let \( 0 < \delta < \frac{1}{2 \chi \gamma} \), \( 0 < \varepsilon < \min(\alpha, \frac{2}{3}\gamma(1 - \gamma)) \) and \( A > 0 \). Then, for \( \pm \text{Im } z > 0 \), we have

\[
\text{Var}_\xi \text{Im} \left( U_n(z/n^\alpha) - \frac{1}{\sum_{j=1}^{n} z/n^\alpha \pm i\gamma/n^\gamma - \xi_j^{(n)}} \right) = o(n^{\alpha-1}), \quad 0 < \alpha \leq \gamma,
\]

\[
\text{Var}_\xi \text{Im} \left( U_n(z/n^\alpha) - \frac{1}{\sum_{j=1}^{n} \pm i\gamma/n^\gamma - \xi_j^{(n)}} \right) = o(n^{\gamma-1}), \quad \gamma < \alpha < 1,
\]
as \( n \to \infty \), uniformly for \( z \in S_n \). The same statements also hold when taking the real instead of imaginary part.
Proof. Let us first deal with the case $0 < \alpha \leq \gamma < 1$. Note that we have
\[
U(z/n^\alpha) = \mp i\sqrt{2} + O(n^{\varepsilon-\alpha}),
\]
for $\pm \text{Im } z > 0$ and
\[
c_2 = \tau n^{-\gamma}/\sqrt{2} + O(n^{-2\gamma}),
\]
as $n \to \infty$, where the order is uniform for $z \in S_n$.
Therefore, if we set
\[
w_1 = z/n^\alpha - c_2 U(z/n^\alpha)
w_2 = z/n^\alpha \pm i\tau/n^\gamma,
\]
for $\pm \text{Im } z > 0$, then
\[
|w_1 - w_2| = O(n^{-\min(2\gamma,\gamma+\alpha-\varepsilon)})
\]
and therefore,
\[
\frac{|w_1 - w_2|^2}{|\text{Im } w_1||\text{Im } w_2|} \left( \frac{\text{Im}(w_1 - \sqrt{w_1^2 - 2})}{\text{Im } w_1} + \frac{\text{Im}(w_2 - \sqrt{w_2^2 - 2})}{\text{Im } w_2} \right)
= n^\alpha O(n^{-\min(4\gamma-2\alpha-3\varepsilon,2\gamma-5\varepsilon)}), \quad (8.30)
\]
as $n \to \infty$, where the order is uniform for $z \in S_n$. Since $\alpha \leq \gamma$ and $\varepsilon < \frac{2}{5}\gamma$ we have
\[
\min(4\gamma-2\alpha-3\varepsilon,2\gamma-5\varepsilon) > \min(2\gamma-3\varepsilon,2\gamma-5\varepsilon) = 2\gamma-5\varepsilon > 0.
\]
By combining the latter with (8.30) and applying Lemmas 8.9 and 8.4, the statement follows.

Finally, we deal with the case $0 < \gamma < \alpha < 1$. Then we use
\[
|w_1 - w_2| = O(n^{-\min(2\gamma,\gamma+\alpha-\varepsilon)})
\]
and therefore,
\[
\frac{|w_1 - w_2|^2}{|\text{Im } w_1||\text{Im } w_2|} \left( \frac{\text{Im}(w_1 - \sqrt{w_1^2 - 2})}{\text{Im } w_1} + \frac{\text{Im}(w_2 - \sqrt{w_2^2 - 2})}{\text{Im } w_2} \right)
= n^\gamma O(n^{-\min(2\gamma,2\alpha-2\varepsilon)}) = o(n^\gamma), \quad (8.31)
\]
as $n \to \infty$, where the order is uniform for $z \in S_n$. Again, by combining (8.31) and applying Lemmas 8.9 and 8.4 the statement follows. \hfill \Box
Lemma 8.11. Let \( g \) be a function that is analytic in a strip \( \{ |\text{Im} \, z| \leq \varepsilon \} \), for some \( \varepsilon > 0 \) and \( g \in L_2(\mathbb{R}) \). Let \( \mathcal{P}_t \) as in (8.14) for \( t > 0 \). Then
\[
\mathcal{P}_t g(x) = \frac{1}{2\pi i} \int_{|z-x|=\varepsilon} \frac{g(z)}{z-x+it} \, dz - \frac{1}{2\pi i} \int_{|z-x|=\varepsilon} \frac{g(z)}{z-x-it} \, dz,
\]
for \( x \in \mathbb{R} \).

Proof. This is a standard exercise. By applying Fubini we find
\[
\mathcal{P}_t g(x) = \int_{\mathbb{R}} g(y) \frac{t}{\pi (x-y)^2 + t^2} \, dy
\]
\[
= \frac{1}{2\pi i} \int_{\mathbb{R}} g(y) \left( \frac{1}{x-y-it} - \frac{1}{x-y+it} \right) \, dy
\]
\[
= \frac{1}{2\pi i} \int_{\mathbb{R}} g(y) \frac{1}{z-y} \left( \frac{1}{x-y-it} - \frac{1}{x-y+it} \right) \, dz \, dy
\]
\[
= \frac{1}{2\pi i} \int_{\mathbb{R} \cup (\varepsilon i - \varepsilon i + \mathbb{R})} g(z) \frac{1}{z-y} \left( \frac{1}{x-y-it} - \frac{1}{x-y+it} \right) \, dy \, dz,
\]
and the statement follows after a residue calculus. \( \square \)

We now prove a Central Limit Theorem for the second term at the right-hand side of (8.1).

Proposition 8.12. Let \( 0 < \alpha, \gamma < 1 \) and \( f \in C_0^\infty(\mathbb{R}) \). Then,

1. for \( 0 < \alpha < \gamma < 1 \), we have
\[
\lim_{n \to \infty} \mathbb{E}_\xi \left[ \exp \frac{it}{n(1-\alpha)/2} (E_{K_n} Y_n(f) - \mathbb{E}_\xi E_{K_n} Y_n(f)) \right] = e^{-\frac{\gamma t^2}{2\pi} \|f\|^2}
\]

2. for \( 0 < \alpha = \gamma < 1 \), we have
\[
\lim_{n \to \infty} \mathbb{E}_\xi \left[ \exp \frac{it}{n(1-\alpha)/2} (E_{K_n} Y_n(f) - \mathbb{E}_\xi E_{K_n} Y_n(f)) \right] = e^{-\frac{\gamma t^2}{2\pi} \|\mathcal{P}_f\|^2}
\]

3. for \( 0 < \gamma < \alpha < 1 \) and \( \mu_0(f) := \int_\mathbb{R} f(x) \, dx \neq 0 \), we have
\[
\lim_{n \to \infty} \mathbb{E}_\xi \left[ \exp \frac{it}{n(1-2\alpha+\gamma)/2} (E_{K_n} Y_n(f) - \mathbb{E}_\xi E_{K_n} Y_n(f)) \right] = e^{-\frac{\gamma t^2}{2\pi} \mu_0(f)^2}.
\]

Proof. First, let us separate the different cases and start with assuming that \( 0 < \alpha \leq \gamma < 1 \). We will use the approximation \( f_n \) defined in (8.8) for sufficiently small \( \varepsilon \). The argument follows a number of steps. First, we write
\[
E_{K_n} [Y_n(f_n)] = \frac{n^{1-\alpha}}{2\pi i} \int_{\Gamma} f_n(z) U_n(z/n^\alpha) \, dz,
\] (8.32)
where \( \Gamma = (in^{-\varepsilon} - \mathbb{R}) \cup (-\varepsilon i + \mathbb{R}) \). By (8.10) we see that, at the cost of a (sufficiently) small error, we can replace \( \Gamma \) by \( \Gamma \cup S_n \) and the right-hand side of (8.32) by
\[
\frac{n^{1-\alpha}}{2\pi i} \int_{\Gamma \cap S_n} f_n(z) U_n(z/n^\alpha) \, dz.
\]
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By applying Corollary 8.10 and (8.10) to the latter and the fact that $\xi^{(n)} \in \mathcal{C}_n(\mathbb{R}, An^\delta)$ we can approximate this by

$$\frac{n^{-\alpha}}{2\pi i} \int_{\Gamma_n} f_n(z) \sum_{j=1}^{n} \frac{1}{z/n^\alpha \pm i\tau - \xi_j^{(n)}} dz,$$

Again by (8.10), we can undo the cut-off and use Lemma 8.11 to write

$$n^{-\alpha} \sum_{j=1}^{n} P_{\tau/n^\gamma - \alpha} f_n(n^\alpha \xi_j^{(n)}).$$

Concluding, by taking all the error terms in account, we have

$$n^{\alpha-1} \text{Var}_{\xi|C} \left( E_{K_n} Y_n(f_n) - \sum_{j=1}^{n} P_{\tau/n^\gamma - \alpha} f_n(n^\alpha \xi_j^{(n)}) \right) = o(1) \quad (8.33)$$

as $n \to \infty$. Now by using respectively Corollary 8.8 and Lemma 8.6 we find

$$\lim_{n \to \infty} E_{\xi} \left[ \exp \frac{it}{n(1-\alpha)/2} (E_{K_n} Y_n(f) - E_{\xi} E_{K_n} Y_n(f)) \right] = \lim_{n \to \infty} E_{\xi} \left[ \exp \frac{it}{n(1-\alpha)/2} (E_{K_n} Y_n(f_n) - E_{\xi} E_{K_n} Y_n(f_n)) \right] = \lim_{n \to \infty} E_{\xi|C} \left[ \exp \frac{it}{n(1-\alpha)/2} (E_{K_n} Y_n(f_n) - E_{\xi|C} E_{K_n} Y_n(f_n)) \right]$$

By Lemma 8.2 and (8.33) we find

$$\lim_{n \to \infty} E_{\xi} \left[ \exp \frac{it}{n(1-\alpha)/2} (E_{K_n} Y_n(f) - E_{\xi} E_{K_n} Y_n(f)) \right] = \lim_{n \to \infty} E_{\xi|C} \left[ \exp \frac{it}{n(1-\alpha)/2} \left( \sum_{j=1}^{n} P_{\tau/n^\gamma - \alpha} f_n(n^\alpha \xi_j^{(n)}) - E_{\xi|C} \left[ \sum_{j=1}^{n} P_{\tau/n^\gamma - \alpha} f_n(n^\alpha \xi_j^{(n)}) \right] \right) \right]$$

$$= \lim_{n \to \infty} E_{\xi|C} \left[ \exp \frac{it}{n(1-\alpha)/2} \left( \sum_{j=1}^{n} P_{\tau/n^\gamma - \alpha} f_n(n^\alpha \xi_j^{(n)}) - E_{\xi} \left[ \sum_{j=1}^{n} P_{\tau/n^\gamma - \alpha} f_n(n^\alpha \xi_j^{(n)}) \right] \right) \right],$$

where we also used Lemma 8.6 in the last step. Now the statement for $0 < \alpha \leq \gamma < 1$ follows by invoking Lemma 8.5 and using

$$\lim_{n \to \infty} P_{\tau/n^\gamma - \alpha} f_n = \begin{cases} f, & \text{if } \alpha < \gamma \\ P_\tau f, & \text{if } \alpha = \gamma, \end{cases}$$

where the convergence is in $L_2(\mathbb{R})$ and the fact that both the $L_\infty$ and $L_1$ norms of $P_{\tau/n^\gamma - \alpha} f_n$ are bounded.

Finally, we consider the case $0 < \gamma < \alpha < 1$. In this case, we argue similarly and use Corollary 8.10 but now obtain

$$n^{-1+2\alpha-\gamma} \text{Var}_{\xi|C} \left( E_{K_n} Y_n(f_n) - \frac{\mu_0(f_n)}{n^\alpha} \sum_{j=1}^{n} \text{Im} \frac{1}{i\tau/n^\gamma - \xi_j^{(n)}} \right) = o(1),$$
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as $n \to \infty$. Moreover,

$$\mu_0(f_n) = \int f_n(x)dx = \hat{f}_n(0) = \psi_n(0)\hat{f}(0) = \hat{f}(0) = \mu_0(f).$$

Hence, by arguing as in the case $\alpha < \gamma$, we find

$$\lim_{n \to \infty} E_\xi \left[ \exp \frac{it}{n(1+\gamma-2\alpha)/2} (E_{K_n} Y_n(f) - E_\xi E_{K_n} Y_n(f)) \right] = \lim_{n \to \infty} E_\xi \left[ \exp \frac{\mu_0(f)it}{n(1+\gamma)/2} \left( \sum_{j=1}^n \text{Im} \frac{1}{i\tau/n^\gamma - \xi_j(n)} - \text{Re} \sum_{j=1}^n \text{Im} \frac{1}{i\tau/n^\gamma - \xi_j(n)} \right) \right]$$

and it is not hard to see that the latter is a Gaussian with the required variance. \qed

### 8.5 Proof of Theorem 2.5 and Theorem 2.6 with the assumption $\mu_0(f) \neq 0$

Proof of Theorem 2.5 and Theorem 2.6 with the assumption $\mu_0(f) \neq 0$. To start with, set

$$X_1 = Y_n(f) - E_{K_n} Y_n(f)$$
$$X_2 = E_{K_n} Y_n(f) - E_\xi E_{K_n} Y_n(f),$$

and let $\beta$ defined as

$$\beta = \begin{cases} 
(1 - \alpha)/2, & \text{if } \alpha \leq \gamma, \\
(1 + \gamma - 2\alpha)/2, & \text{if } \gamma < \alpha < (1 + \gamma)/2, \\
0, & \text{if } \alpha \geq (1 + \gamma)/2. 
\end{cases}$$

Moreover, let $A > 0, 0 < \delta < \frac{1 - \gamma}{1 + \gamma}$ and set $C = C_n(\mathbb{R}, A n^\delta)$.

By Lemma 8.6 we have

$$\lim_{n \to \infty} E_\xi \left[ E_{K_n} \left[ e^{itn^{-\delta}(X_1+X_2)} \right] \right] = \lim_{n \to \infty} E_\xi |C| \left[ E_{K_n} \left[ e^{itn^{-\delta}(X_1+X_2)} \right] \right] = \lim_{n \to \infty} E_\xi |C| \left[ e^{itn^{-\delta}X_2} E_{K_n} \left[ e^{itn^{-\delta}X_1} \right] \right]$$

The proof of Theorems 2.5 and 2.6 now follow by applying Theorems 2.1, 2.3 and Proposition 8.12 to the latter.

Let us first consider the case that $0 < \alpha < (1 + \gamma)/2 < 1$. Then by Theorem 2.1 we have

$$n^{-2\beta} \text{Var}_{K_n} X_1 = O(n^{-2\beta}),$$

as $n \to \infty$ uniformly for $\xi(n) \in C$. Hence by Lemma 8.2 and Lemma 8.6 we have

$$\lim_{n \to \infty} E_{\xi(n)} \left[ E_{K_n} \left[ e^{itn^{-\delta}(X_1+X_2)} \right] \right] = \lim_{n \to \infty} E_\xi |C| \left[ e^{itn^{-\delta}X_2} \right] = \lim_{n \to \infty} E_\xi \left[ e^{itn^{-\delta}X_2} \right] ,$$

and for the latter we use Proposition 8.12 to obtain the statement of Theorem 2.5 and the part of Theorem 2.6 with $\gamma < \alpha < (1 + \gamma)/2.$
Now consider the case $0 < (1 + \gamma)/2 < \alpha < 1$ (and hence $\beta = 0$). In that case, the variance of $X_2 = o(1)$ as $n \to \infty$, and hence we can argue similarly to see that we can ignore $X_2$. That is,

$$\lim_{n \to \infty} \mathbb{E}_\xi \left[ \mathbb{E}_{K_n} \left[ e^{it(X_1 + X_2)} \right] \right] = \lim_{n \to \infty} \mathbb{E}_{\xi|C} \left[ e^{itX_2} \mathbb{E}_{K_n} \left[ e^{itX_1} \right] \right] = \lim_{n \to \infty} \mathbb{E}_{\xi|C} \left[ \mathbb{E}_{K_n} \left[ e^{itX_1} \right] \right].$$

By Theorem 2.3 we have that $\mathbb{E}_{K_n} \left[ e^{itX_1} \right]$ converges uniformly to a Gaussian that does not depend on $\xi^{(n)}_{n \in \mathbb{N}}$. Hence, the extra averaging has of $\xi^{(n)}$ has no effect and the statement directly follows from 2.3.

Finally, let us consider the case $0 < \alpha = (1 + \gamma)/2 < 1$ (and again $\beta = 0$). In that case, we also use the fact that $\mathbb{E}_{K_n} \left[ e^{itX_1} \right]$ converges to a Gaussian that does not depend on $\xi^{(n)}_{n \in \mathbb{N}}$. In this case this lead to

$$\lim_{n \to \infty} \mathbb{E}_\xi \left[ \mathbb{E}_{K_n} \left[ e^{it(X_1 + X_2)} \right] \right] = e^{-\frac{\sigma^2}{2} t^2} \lim_{n \to \infty} \mathbb{E}_{\xi|C} \left[ e^{itX_2} \right].$$

The remaining part of the statement of Theorem 2.6 now follows by applying Lemma 8.6, which gives

$$\lim_{n \to \infty} \mathbb{E}_\xi \left[ \mathbb{E}_{K_n} \left[ e^{it(X_1 + X_2)} \right] \right] = e^{-\frac{\sigma^2}{2} t^2} \lim_{n \to \infty} \mathbb{E}_\xi \left[ e^{itX_2} \right].$$

and then Proposition 8.12. 

9 Proof of Theorem 2.6: the general case

In this section we prove Theorem 2.6 without the assumption that $\mu_0(f) \neq 0$, but first we mention some assumptions and quantities that we will use.

Throughout this section, we will always assume that

$$0 < \gamma < \alpha < \frac{1 + \gamma}{2} < 1.$$  

We will also use the following small parameter

$$0 < \varepsilon < \min \left( \gamma, \alpha - \gamma, \frac{1 + \gamma}{4} - \frac{\alpha}{2}, \frac{1 - \gamma}{3} \right).$$

and set

$$c_1 = \cosh t, \quad \text{and} \quad c_2 = \sinh t.$$  

In the proof of Theorem 2.6 we will derive various inequalities. These inequalities hold with high probability with respect to the distribution of the initial points $\xi^{(n)}$. We use Lemma 8.6 to formulate a straightforward notion of high probability. We say that an inequality holds with high probability, if it holds for all $(\xi^{(n)})_{n \in \mathbb{N}} \in C(\mathbb{R}, 1, \varepsilon)$. 
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9.1 Smoothening of the testfunction

Let $f \in C^\infty_c(R)$. Instead of proving Theorem 2.6 directly for $f$, we will use the smoothened function $f_n$

$$
\frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} \psi_n(\omega) \hat{f}(\omega) e^{i\omega z} dz,
$$

(9.3)

with $\psi_n$ as in (8.6) and $\varepsilon$ in (9.1). It is important to note that for every $k \in \mathbb{N}$ we have

$$
\mu_k(f_n) = \int_{\mathbb{R}} x^k f_n(x) dx = \frac{1}{(-i)^k \omega^k} \hat{\mu}(0) = \frac{1}{(-i)^k \omega^k}(0) = \mu_k(f).
$$

(9.4)

Hence, in the approximation we do not change the moments. Moreover, by Corollary 8.8 we see that

$$
Y_n(f) \approx Y_n(f_n)
$$

with a very small error. Therefore, we continue by analyzing $E_{K_n} Y_n(f_n)$, which by (8.12) can be written as

$$
E_{K_n} Y_n(f_n) = \frac{1}{2\pi i n^\alpha} \int\limits_{\Gamma} f_n(z) U_n(z) dz,
$$

(9.5)

with $\Gamma = (in^{-\varepsilon} - \mathbb{R}) \cup (-in^{-\varepsilon} + \mathbb{R})$.

The following proposition is an important key to the proof. We also recall the definitions of $U$ in (8.14)

**Proposition 9.1.** Let $f \in C^\infty_c(R)$ and let $p \geq 0$ be such that $\mu_s(f) = 0$ for $0 \leq s < p$ and assume that $\mu_p(f) \neq 0$. Then we can write

$$
\int_{-\infty}^{\infty} f_n(x + in^{-\varepsilon}) \frac{1}{n^\alpha} \left( U_n \left( \frac{x + in^{-\varepsilon}}{n^\alpha} \right) - U \left( \frac{x + in^{-\varepsilon}}{n^\alpha} \right) \right) dx
$$

$$
= \frac{1}{qn(p+1)\alpha} (-1/q)^p X_p + Q_{n,p} + T_{n,p},
$$

(9.6)

where

$$
X_p = \frac{1}{n} \sum_{j=1}^{n} \frac{1}{(ic\sqrt{2} - \xi_j^{(n)})^{p+1}} - \frac{1}{\pi} \int\limits_{-\sqrt{2}}^{\sqrt{2}} \frac{\sqrt{2 - \xi^2}}{(ic\sqrt{2} - \xi)^{p+1}} d\xi,
$$

(9.7)

and $Q_{n,p}$ and $T_{n,p}$ are such that, with high probability, we have

$$
|Q_{n,p}| \leq Cn^{-\varepsilon_1} \frac{1}{n^{\alpha+1/2}},
$$

(9.8)

$$
|T_{n,p}| \leq \frac{C}{n^{1+\varepsilon_2}}
$$

(9.9)

for some constants $C, \varepsilon_1, \varepsilon_2 > 0$ that do not depend on $n$.

The proof of this proposition will be done in several steps.
9.2 Change of variables

The first step towards the proof of Proposition (9.1) is the following lemma. Let us first define $H_n(\omega)$ as

$$H_n(\omega) = \frac{c_2}{n} \sum_{j=1}^{n} \frac{1}{\frac{\omega}{n^{\alpha}} + ic_2 - \zeta_j^{(n)}} - \frac{c_2}{\pi} \int_{-\sqrt{2}}^{\sqrt{2}} \frac{\sqrt{2 - \xi^2}}{\frac{\omega}{q^{n\alpha}} + ic_2 - \xi} d\xi. \quad (9.10)$$

Hence, by expanding $H_n(\omega)$ in powers of $\omega$, we see that $H_n(\omega)$ is a generating function for the random numbers $X_p$ as defined in (9.7). We also need the function $\omega(\zeta)$ defined by

$$\omega(\zeta) = qc_1 \zeta + qc_2 n^\alpha \left( \frac{\sqrt{\zeta^2/n^{2\alpha}} - 2 - i\sqrt{2}}{n^{2\alpha}} \right).$$

Then we have the following result.

**Lemma 9.2.** Let $f \in C_c^\infty(\mathbb{R})$ and $f_n$ as in (9.3). Then

$$\int_{-\infty}^{\infty} f_n(x + in^{-\varepsilon}) \frac{1}{n^\alpha} (U_n(x + in^{-\varepsilon}) - U(x + in^{-\varepsilon})) dx = \frac{1}{qc_2 n^{2\alpha}} \int_{\Gamma_+} f_n(\zeta) H_n(\omega(\zeta)) d\zeta + \frac{1}{qc_2 n^{2\alpha}} \sum_{m=2}^{\infty} \sum_{n=m}^{\infty} f_n^{(m-1)}(\zeta) (H_n(\omega(\zeta)))^m \omega'(\zeta) d\zeta + \sum_{j=1}^{6} T_n^{(j)} \quad (9.11)$$

where $\Gamma_+$ is the set $z = x + in^{-\varepsilon}$ with $|x| \leq \frac{1}{2} n^{\varepsilon}$, and $T_n^{(j)}$ are defined in (9.17), (9.21), (9.31), (9.33), (9.37) and (9.38).

The proof of this lemma, that will take the rest of this subsection, is based on a sequential change of variables in the integral at the right-hand side of (9.5). To start with, let us first define functions $G_n$ and $g_n$ by

$$G_n(w) = \frac{1}{n^{1+\alpha} q} \sum_{j=1}^{n} \frac{1}{\frac{w}{qn^{\alpha}} + ic_2 - \zeta_j^{(n)}} + \frac{i\sqrt{2}}{n^\alpha},$$

$$g_n(w) = \mathbb{E}_{\xi(\omega)} G_n(w) = \frac{1}{n^{\alpha} q \pi} \int_{-\sqrt{2}}^{\sqrt{2}} \frac{\sqrt{2 - \xi^2}}{\frac{w}{qn^{\alpha}} + ic_2 - \xi} d\xi + \frac{i\sqrt{2}}{n^\alpha} \quad (9.12)$$

for $\text{Im } w > 0$. Note that with these definitions, we have that $H_n(w)$ as defined in (9.10) can be written as

$$H_n(w) = qc_2 n^\alpha (G_n(w) - g_n(w))$$

We perform a sequential change of variables

$$w = z - qc_2 n^\alpha R_n(z/n^\alpha) \quad (9.13)$$

$$w = \omega + qc_2 n^{2\alpha} G_n(\omega) \quad (9.14)$$

$$\omega = qc_1 \zeta + qc_2 n^\alpha \left( \sqrt{\zeta^2/n^{2\alpha}} - 2 - i\sqrt{2} \right). \quad (9.15)$$

Then the maps $\zeta \mapsto \omega$, $\omega \mapsto w$ and $w \mapsto z$, maps the set $\Gamma_+$ successively to $\Gamma_+^{(1)}$, $\Gamma_+^{(2)}$ and $\Gamma_+^{(3)}$.
Lemma 9.3. The change of variables \( 9.13 - 9.15 \) are well-defined, i.e. all maps are invertible. Moreover, the contours \( \Gamma_+^{(j)} \) are all close to \( \Gamma_+ \) in the sense that all maps converge uniformly to the identity as \( n \to \infty \).

Proof. Let us start with the transform \( \zeta \mapsto \omega \). For this transform the inverse can be computed explicitly. Moreover, by an expansion of the right-hand side for \( \zeta \in \Gamma_+ \) (where we use that the assumption of \( \varepsilon \) in (9.1) implies \( \varepsilon < \alpha \)). This expansion shows that \( \zeta \) is the leading term at the right-hand side of (9.15) and hence \( \omega - \zeta \) is small. Hence \( \Gamma_+^{(1)} \) and \( \Gamma_+ \) are close.

For the second transformation \( \omega \mapsto w \) we rewrite (9.14) to

\[
w = \omega + qc_2n^{2\alpha}g_n(\omega) + qc_2n^{2\alpha}(G_n(\omega) - g_n(\omega)).
\]

Again by expanding \( g_n(\omega) \) in powers of \( \omega \) we see that \( qc_2n^{2\alpha}g_n(\omega) \) is small, uniformly for \( \omega \in \Gamma_+^{(1)} \). Moreover,

\[
qc_2n^{2\alpha}(G_n(\omega) - g_n(\omega)) = \frac{c_2n^\alpha}{n} \left( \sum_{j=1}^{n} \frac{1}{\omega/n^\alpha q + ic_2\sqrt{2} - \xi_j^{(n)}} - \frac{1}{\pi} \int_{-\sqrt{2}}^{\sqrt{2}} \frac{\sqrt{2 - \xi^2}}{\omega/n^\alpha q + ic_2\sqrt{2} - \xi} d\xi \right), \quad (9.16)
\]

By the fact that \( \gamma < \alpha \) we have

\[
\text{Im} \left( \omega/n^\alpha q + ic_2\sqrt{2} \right) \geq c_2n^{-\gamma},
\]

and hence, by definition of \( C_n(\mathbb{R}, n^\varepsilon) \), we see that

\[
|qc_2n^{2\alpha}(G_n(\omega) - g_n(\omega))| \leq n^{\alpha+\varepsilon} \sqrt{c_2/n} \leq n^{\alpha+\varepsilon-(1+\gamma)/2},
\]

with high probability. Combining this with the bound in (9.1), shows that indeed \( w - \omega \) is small. The bounds extend to a small neighborhood around \( \Gamma_+^{(1)} \) and the invertibility can proved by Rouche’s Theorem.

Finally, we deal with the transformation \( z \mapsto w \). By (8.18) we also have that \( z - w(z) \) is small with high probability for \( z \in S_n \) and again the invertibility follows from an application of Rouche’s Theorem.

9.2.1 Initial cut-off

We define \( T_n^{(1)} \) by the equation

\[
\frac{1}{n^\alpha} \int_{-\infty}^{\infty} f_n(x + in^{-\varepsilon})U_n(x + in^{-\varepsilon})dx = \frac{1}{n^\alpha} \int_{\Gamma_+^{(1)}} f_n(z)U_n(z)dz + T_n^{(1)}. \quad (9.17)
\]

For the proof of Lemma 9.2 we use the change of variables \( 9.13 - 9.15 \) in the integral at the right-hand side of (9.17). After each transformation we keep the asymptotic relevant parts and estimate the correction terms.
9.2.2 Transform $z \mapsto w$

The purpose of the first transformation is to eliminate $R_n(z/n^\alpha)$ in (8.17). We start with a lemma.

**Lemma 9.4.** Let $0 < \lambda < 1$. Then with high probability, we have that for every $z \in S_n$ the equation

$$w = \frac{1}{nq} \sum_{j=1}^{n} \frac{1}{z/qn^\alpha - c_2 w - \xi_j^{(n)}},$$

(9.18)

has a unique solution in $B(-i\sqrt{2}, \lambda)$ which we denote by $V_n(z/n^\alpha)$. Moreover,

$$\sup_{z \in S_n} |V_n(z/n^\alpha) + i\sqrt{2}| \to 0,$$

(9.19)

as $n \to \infty$. Moreover,

$$U_n(z/n^\alpha) = V_n(z/n^\alpha - qc_2 R_n(z/n^\alpha)) + R_n(z/n^\alpha),$$

(9.20)

for $z \in S_n$.

**Proof.** The first part of the statement, the existence of $V_n$ and (9.19), can be proved using similar arguments for the proof of Lemma 8.9. Just as for $U_n(z/n^\alpha)$, one can prove that there exists a (unique) solution $V_n(z/n^\alpha)$ to (9.18) that is close $U(z/n^\alpha)$. The identity (9.20) then follows by rewriting (8.17). □

If we write $z_n(w)$ for the inverse map of (9.13) then we can write

$$\frac{1}{n^\alpha} \int_{\Gamma_+^{(3)}} f_n(z) U_n(z/n^\alpha) dz = \frac{1}{n^\alpha} \int_{\Gamma_+^{(2)}} f_n(z_n(w)) (V_n(w/n^\alpha) + R_n(z_n(w)/n^\alpha)) z'_n(w) dw.$$

Define

$$T_n^{(2)} = \frac{1}{n^\alpha} \int_{\Gamma_+^{(3)}} f_n(z) U_n(z/n^\alpha) dz - \frac{1}{n^\alpha} \int_{\Gamma_+^{(2)}} f_n(w) V_n(w/n^\alpha) dw.$$

(9.21)

Then we have

$$\frac{1}{n^\alpha} \int_{\Gamma_+^{(3)}} f_n(z) U_n(z/n^\alpha) dz = \frac{1}{n^\alpha} \int_{\Gamma_+^{(2)}} f_n(w) V_n(w/n^\alpha) dw + T_n^{(2)}.$$

We will show later that the second term at the right-hand side is small. Therefore we continue to rewrite the first term at the right-hand side, using the second change of variable (9.14).

9.2.3 Transform $w \mapsto \omega$

For the second transformation let us introduce the auxiliary function

$$d_n(w) = \frac{1}{n^\alpha} (V_n(w/n^\alpha) + i\sqrt{2}),$$

for $w \in S_n$. The following lemma provides an expression for the inverse of (9.13) in terms of $d_n(w)$. 
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Lemma 9.5. With high probability, we have that the equation \( (9.14) \), \( w = \omega + qc^2n^{2\alpha}G_n(\omega) \), with \( w \in S_n \) has a unique solution \( \omega \in B(0, qc^2n^{\alpha}) \) given by
\[
\omega = w - qc^2n^{2\alpha}d_n(w).
\]

Proof. A straightforward computation shows that if \( \tilde{\omega}(w) \) is a solution of
\[
w = \omega + qc^2n^{2\alpha}G_n(\omega),
\]
then
\[
\tilde{V}_n(w/n^{\alpha}) = \frac{w - \tilde{\omega}(w)}{qc^2n^{\alpha}} - i\sqrt{2},
\]
is a solution of \((9.18)\) and, vice versa, for every solution \( \tilde{V}_n(w/n^{\alpha}) \) of \((9.18)\) we have that
\[
\tilde{\omega}(w) = w - qc^2n^{\alpha} \left( \tilde{V}_n(w/n^{\alpha}) + i\sqrt{2} \right),
\]
is a solution of \((9.22)\). Hence the statement follows from Lemma 9.4 and \((9.22)\).

By definition of \( V_n(z/n^{\alpha}) \) we see that \( d_n(w) \) satisfies
\[
d_n(w) = \frac{1}{n^{1+\alpha}} \sum_{j=1}^{n} \frac{1}{w/qn^{\alpha} + ic_2 \sqrt{2} - c_2 n^{\alpha}d_n(w) - \xi_j(n)} + i\sqrt{2}/n^{\alpha}
\]
\[
= G_n \left( w - qc^2n^{2\alpha}d_n(w) \right).
\]
By combining the latter with the second transformation \( w \mapsto \omega \) we obtain the following
\[
\frac{1}{n^{\alpha}} \int_{\Gamma_+^{(2)}} f_n(w)V_n(w/n^{\alpha})dw + \frac{i\sqrt{2}}{n^{\alpha}} \int_{\Gamma_+^{(2)}} f_n(w)dw
\]
\[
= \frac{1}{n^{\alpha}} \int_{\Gamma_+^{(2)}} f_n(w)d_n(w)dw = \frac{1}{n^{\alpha}} \int_{\Gamma_+^{(2)}} f_n(w)G_n \left( w - qc^2n^{2\alpha}d_n(w) \right) dw
\]
\[
= \frac{1}{n^{\alpha}} \int_{\Gamma_+^{(1)}} f_n \left( \omega + qc^2n^{2\alpha}G_n(\omega) \right) G_n(\omega) \left( 1 + qc^2n^{2\alpha}G'_n(\omega) \right) d\omega. \quad (9.23)
\]

9.2.4 Transform \( \omega \mapsto \zeta \)

We now come to the last change of variables in \((9.15)\). It is not hard to show that the inverse of \((9.15)\) is given by
\[
\zeta = \omega + qc^2n^{2\alpha}g_n(\omega).
\]
By writing
\[
qc^2n^{2\alpha}G_n(\omega) = qc^2n^{2\alpha}g_n(\omega) + H_n(\omega)
\]
and using \((9.24)\), we can rewrite \((9.23)\) to
\[
\frac{1}{n^{\alpha}} \int_{\Gamma_+^{(2)}} f_n(w)V_n(w/n^{\alpha})dw + \frac{i\sqrt{2}}{n^{\alpha}} \int_{\Gamma_+^{(2)}} f_n(w)dw
\]
\[
= \frac{1}{qc^2n^{2\alpha}} \int_{\Gamma_+} f_n \left( \zeta + H_n(\omega(\zeta)) \right) \left( \zeta - \omega(\zeta) + H_n(\omega(\zeta)) \right) \left( H'_n(\omega(\zeta))\omega'(\zeta) + 1 \right) d\zeta. \quad (9.25)
\]
9.2.5 Taylor expansion

The final step towards the proof of Lemma 9.2 is a Taylor expansion of \( f_n \) around the \( \zeta \) in the integrand at the right-hand side of (9.25). In this way we get

\[
\frac{1}{qc2n^{2\alpha}} \int_{\Gamma_+} f_n(\zeta + H_n(\omega(\zeta))) (\zeta - \omega(\zeta) + H_n(\omega(\zeta))) \left(H_n'(\omega(\zeta))\omega'(\zeta) + 1\right) d\zeta
\]

\[
= \Sigma_1 + \Sigma_2 + \Sigma_3, \tag{9.26}
\]

where

\[
\Sigma_1 = \frac{1}{qc2n^{2\alpha}} \sum_{m=0}^{\infty} \frac{1}{m!} \int_{\Gamma_+} f_n^{(m)}(\zeta) H_n(\omega(\zeta))^m (\zeta - \omega(\zeta) + H_n(\omega(\zeta))) d\zeta, \tag{9.27}
\]

\[
\Sigma_2 = \frac{1}{qc2n^{2\alpha}} \sum_{m=0}^{\infty} \frac{1}{m!} \int_{\Gamma_+} f_n^{(m)}(\zeta) H_n(\omega(\zeta))^{m+1} (\zeta - \omega(\zeta)) H_n'(\omega(\zeta))\omega'(\zeta) d\zeta, \tag{9.28}
\]

\[
\Sigma_3 = \frac{1}{qc2n^{2\alpha}} \sum_{m=0}^{\infty} \frac{1}{m!} \int_{\Gamma_+} f_n^{(m)}(\zeta) H_n(\omega(\zeta))^{m+1} H_n'(\omega(\zeta))\omega'(\zeta) d\zeta \tag{9.29}
\]

In both \( \Sigma_2 \) and \( \Sigma_3 \) we use integration by parts. For \( \Sigma_2 \) we thus write

\[
\Sigma_2 = -\frac{1}{qc2n^{2\alpha}} \sum_{m=0}^{\infty} \frac{1}{(m+1)!} \int_{\Gamma_+} \left[f_n^{(m+1)}(\zeta)(\zeta - \omega(\zeta)) + f_n^{(m)}(\zeta)(1 - \omega'(\zeta))\right] H_n(\omega(\zeta))^{m+1} d\zeta
\]

\[
+ T_n^{(3)}
\]

\[
= -\frac{1}{qc2n^{2\alpha}} \sum_{m=1}^{\infty} \frac{1}{m!} \int_{\Gamma_+} \left[f_n^{(m)}(\zeta)(\zeta - \omega(\zeta))\right] H_n(\omega(\zeta))^{m} d\zeta
\]

\[
+ \frac{1}{qc2n^{2\alpha}} \sum_{m=0}^{\infty} \frac{1}{(m+1)!} \int_{\Gamma_+} f_n^{(m)}(\zeta)(\omega'(\zeta) - 1) H_n(\omega(\zeta))^{m+1} d\zeta + T_n^{(3)} \tag{9.30}
\]

where

\[
T_n^{(3)} = \frac{1}{qc2n^{2\alpha}} \sum_{m=0}^{\infty} \frac{1}{(m+1)!} \left[f_n^{(m)}(\zeta)(\zeta - \omega(\zeta)) H_n(\omega(\zeta))^{m+1}\right] n^\xi + i\alpha. \tag{9.31}
\]

Similarly, for \( \Sigma_3 \) as defined in (9.29), we have

\[
\Sigma_3 = -\frac{1}{qc2n^{2\alpha}} \sum_{m=1}^{\infty} \frac{m}{m!(m+1)} \int_{\Gamma_+} f_n^{(m)}(\zeta) H_n(\omega(\zeta))^{m+1} d\zeta + T_n^{(4)}, \tag{9.32}
\]

where

\[
T_n^{(4)} = \frac{1}{qc2n^{2\alpha}} \sum_{m=0}^{\infty} \frac{1}{m!(m+2)} \left[f_n^{(m)}(\zeta) H_n(\omega(\zeta))^{m+1}\right] n^\xi + i\alpha. \tag{9.33}
\]

Hence we see that in (9.26), that part of \( \Sigma_1 \) is canceled by the first sum on the right-hand side of (9.30). Similarly, the first term at the right-hand side of (9.32) can be combined with
the remaining part of $\Sigma_1$. The result of putting everything together is

$$\frac{1}{q c^2 n^{2\alpha}} \int_{\Gamma_+} f_n (\zeta + H_n(\omega(\zeta))) (\zeta - \omega(\zeta) + H_n(\omega(\zeta))) (H_n'(\omega(\zeta)) \omega'(\zeta) + 1) \, d\zeta$$

$$= \frac{1}{q c^2 n^{2\alpha}} \int_{\Gamma_+} f_n (\zeta) (\zeta - \omega(\zeta)) d\zeta + \frac{1}{q c^2 n^{2\alpha}} \int_{\Gamma_+} f_n (\zeta) H_n(\omega(\zeta)) d\zeta$$

$$+ \frac{1}{q c^2 n^{2\alpha}} \sum_{m=2}^{\infty} \frac{1}{m!} \int_{\Gamma_+} f_n^{(m-1)}(\zeta) (H_n(\omega(\zeta)))^m \omega'(\zeta) d\zeta + T_n^{(3)} + T_n^{(4)}. \quad (9.34)$$

Finally, we put all steps together and prove Lemma 9.2.

**9.2.6 Proof of Lemma 9.2**

Proof. By (9.17) and (9.21) we have

$$\frac{1}{n^{\alpha}} \int_{-\infty}^{\infty} f_n(x + i n^{-\epsilon}) U_n(x + i n^{-\epsilon}) dx = \frac{1}{n^{\alpha}} \int_{\Gamma^{(3)}} f_n(z) U_n(z) dx + T_n^{(1)}$$

$$= \frac{1}{n^{\alpha}} \int_{\Gamma^{(3)}} f_n(z) V_n(z) dx + T_n^{(1)} + T_n^{(2)}$$

By also inserting (9.25) and (9.34)

$$\frac{1}{n^{\alpha}} \int_{-\infty}^{\infty} f_n(x + i n^{-\epsilon}) U_n(x + i n^{-\epsilon}) dx = \frac{1}{n^{\alpha}} \int_{\Gamma^{(2)}} f_n(w) dw$$

$$+ \frac{1}{q c^2 n^{2\alpha}} \int_{\Gamma_+} f_n (\zeta) (\zeta - \omega(\zeta)) d\zeta + \frac{1}{q c^2 n^{2\alpha}} \int_{\Gamma_+} f_n (\zeta) H_n(\omega(\zeta)) d\zeta$$

$$+ \frac{1}{q c^2 n^{2\alpha}} \sum_{m=2}^{\infty} \frac{1}{m!} \int_{\Gamma_+} f_n^{(m-1)}(\zeta) (H_n(\omega(\zeta)))^m \omega'(\zeta) d\zeta$$

$$+ T_n^{(1)} + T_n^{(2)} + T_n^{(3)} + T_n^{(4)}. \quad (9.35)$$

By rewriting (9.15) using $1 - qc_1 = qc_2$ we get

$$\zeta - \omega(\zeta) = qc_2 U(\zeta/n^{\alpha}) + qc_2 i n^{\alpha} \sqrt{2}. \quad (9.36)$$

Hence, after defining

$$T_n^{(5)} = \frac{i \sqrt{2}}{n^{\alpha}} \left( \int_{\Gamma_+} f_n(\zeta) d\zeta - \int_{\Gamma^{(2)}} f_n(\zeta) d\zeta \right). \quad (9.37)$$

and

$$T_n^{(6)} = \frac{1}{n^{\alpha}} \int_{\Gamma_+} f_n(\zeta) U(\zeta/n^{\alpha}) d\zeta - \frac{1}{n^{\alpha}} \int_{-\infty}^{\infty} f_n(x + i a) U((x + i a)/n^{\alpha}) dx. \quad (9.38)$$

and inserting (9.36), (9.37) and (9.38) into (9.35) we obtain the statement. \qed
9.3 Expansion into moments

We now use the fact that $H_n$ as defined in (9.10) is a generating function for $X_p$ as defined in (9.7), and expand $H_n$ in the right-hand side of (9.11). That is we use

$$H_n(\omega(\zeta)) = c_2 n^\alpha \sum_{r=0}^{\infty} \left(-\frac{1}{qn^\alpha}\right)^r X_r \omega(\zeta)^r,$$

(9.39)

and then we expand $\omega(\zeta)$ as defined in (9.15), which gives

$$\omega(\zeta) = \zeta - iq c_2 \sqrt{2} \left(\frac{1}{2}\right) \zeta^k.$$

(9.40)

Note that we have $b_0 = -i$, $b_2k = 0$ and $b_{2k-1} = -\sqrt{2} \left(\frac{1}{2}\right)^k (\frac{1}{2})^k$.

We state the end result in a lemma, but before that we first introduce some notation

$$W_s = \sum_{r=0}^{\infty} \left(-\frac{1}{q}\right)^r X_r D_{s-r, r},$$

(9.41)

where we successively define

$$D_{t, r} = \sum_{k=1}^{r} \left(\begin{array}{c} r \\ k \end{array}\right) (-iq c_2)^k B_{t, k}$$

(9.42)

$$B_{t, k} = \sum_{s_1+\ldots+s_k = t, s_i \geq 0} b_{s_1} \cdots b_{s_k}.$$ 

(9.43)

We also need

$$Z_s = \frac{1}{c_2} \sum_{m=2}^{\infty} \frac{(-1)^m}{n^\alpha} \frac{(s + m - 1)!}{m! s!} Z_{s+m-1, m}^{(2)}$$

(9.44)

$$Z_{t, m}^{(2)} = Z_{t, m}^{(1)} - iq c_2 \sum_{s=0}^{t} Z_{s, m}^{(1)} (t-s+1)b_{t-s}$$

(9.45)

$$Z_{s, m}^{(1)} = (c_2 n^\alpha)^m \left(\frac{1}{q}\right)^s Y_{s, m} + \sum_{r=0}^{s} \left(\frac{1}{q}\right)^r Y_{r, m} D_{s-r, r}$$

(9.46)

$$Y_{r, m} = \sum_{k_1+\ldots+k_n = r, k_i \geq 0} X_{k_1} \cdots X_{k_n}.$$ 

(9.47)

and the error terms

$$T_{n, t, m}^{(7)} = \int_{\Gamma_+} f^{(m-1)}(\zeta) \zeta^t d\zeta - \frac{t!(1)^{m-1}}{(t-m+1)!} \int_{\Gamma_+} f_n(\zeta) \zeta^{t-m+1} d\zeta$$

(9.48)

$$T_{n}^{(7)} = \frac{1}{q c_2 2^n} \sum_{m=2}^{\infty} \sum_{t=0}^{\infty} \frac{Z_{t, m}^{(2)}}{m! n^m} T_{n, t, m}^{(7)}.$$ 

(9.49)

All these quantities arise naturally when we expand $H_n(\omega(\zeta))^m$ and $\omega'(\zeta)$ in powers of $\zeta$ as we will see in the proof of the next lemma. As a consequence of these expansions we can express the relevant quantities in terms of $\int_{\Gamma_+} \zeta^s f_n(\zeta) d\zeta$. 
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Lemma 9.6. We have that

\[
\frac{1}{qc^{2n^{\alpha}}} \int_{\Gamma^+} f_n(\zeta) H_n(\omega(\zeta)) \, d\zeta = \frac{1}{qn^{\alpha}} \sum_{s=0}^{\infty} \left( -\frac{1}{qn^{\alpha}} \right)^s X_s \left( \int_{\Gamma^+} \zeta^s f_n(\zeta) \, d\zeta \right) + \frac{1}{qn^{\alpha}} \sum_{s=0}^{\infty} W_s \left( \int_{\Gamma^+} \zeta^s f_n(\zeta) \, d\zeta \right) \quad (9.50)
\]

\[
\frac{1}{qc^{2n^{2\alpha}}} \sum_{m=2}^{\infty} \frac{1}{m!} \int_{\Gamma^+} f_n^{(m-1)}(\zeta) H_n(\omega(\zeta))^m \omega'(\zeta) \, d\zeta = \frac{1}{qc^{2n^{2\alpha}}} \sum_{s=0}^{\infty} Z_s \left( \int_{\Gamma^+} \zeta^s f_n(\zeta) \, d\zeta \right). \quad (9.51)
\]

Proof. Let us start with expanding \( H_n(\omega(\zeta)) \) in powers of \( \zeta \). First note that from (9.40) it follows that

\[
(\omega(\zeta))^r = \zeta^r \left( 1 - c_2 q^{n^{\alpha}} \sum_{\ell=0}^{\infty} b_{\ell} \zeta^{\ell} \right)^r = \zeta^r \sum_{k=0}^{r} \binom{r}{k} (-c_2 q)^k \sum_{t=0}^{\infty} b_t \zeta^t \\
= \zeta^r \sum_{k=0}^{r} \binom{r}{k} (-c_2 q)^k \sum_{t=0}^{\infty} \xi_n^{\alpha t} B_t, \quad (9.43)
\]

where in the last step we used (9.43). By changing the order of summation and using (9.42) we therefore obtain

\[
(\omega(\zeta))^r = \zeta^r + \sum_{t=0}^{\infty} D_{t,r} \xi_n^{\alpha t}. \quad (9.52)
\]

Moreover, by (9.39) and (9.41) we therefore have

\[
H_n(\omega(\zeta)) = c_2 n^{\alpha} \sum_{s=0}^{\infty} \left( -\frac{1}{q n^{\alpha}} \right)^s X_s \zeta^s + c_2 n^{\alpha} \sum_{s=0}^{\infty} W_s \zeta^s. \quad (9.44)
\]

By inserting this in the left-hand side of (9.50) we obtain the right-hand side.

It remains to prove (9.51). To this end, we first write from (9.39) and (9.47)

\[
H_n(\omega(\zeta))^m = (c_2 n^{\alpha})^m \sum_{r=0}^{\infty} \left( -\frac{1}{q n^{\alpha}} \right)^r Y_{r,m} \omega(\zeta)^r. \quad (9.45)
\]

Now by inserting (9.52) in the latter and using (9.46) gives

\[
H_n(\omega(\zeta))^m = (c_2 n^{\alpha})^m \sum_{r=0}^{\infty} \left( -\frac{1}{q n^{\alpha}} \right)^r Y_{r,m} \left( \zeta^r + \sum_{t=0}^{\infty} D_{t,r} \zeta^{t+r} \right) \\
= \sum_{s=0}^{\infty} Z_{s,m}^{(1)} \zeta^s n^{\alpha s}. \quad (9.53)
\]
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Now also use
\[ \omega' (\zeta) = 1 - iq \sum_{k=0}^{\infty} (k + 1) b_k \zeta^k / n^{\alpha k}. \]

Hence by multiplying the latter with (9.53) and using (9.45) we get
\[ H_n (\omega (\zeta))^m \omega' (\zeta) = \sum_{t=0}^{\infty} Z_t^{(2)} \zeta^t / n^{\alpha t}, \]
and hence we have
\[ \frac{1}{qc2n^{2\alpha}} \sum_{m=2}^{\infty} \frac{1}{m!} \int_{\Gamma^+} f_n^{(m-1)} (\zeta) H_n (\omega (\zeta))^m \omega' (\zeta) \, d\zeta = \frac{1}{qc2n^{2\alpha}} \sum_{m=2}^{\infty} \sum_{t=0}^{\infty} Z_t^{(2)} \int_{\Gamma^+} \zeta^t f_n^{(m-1)} (\zeta) \, d\zeta \]
and by inserting (9.48) and (9.49) and using (9.44) we now obtain (9.51).

### 9.4 Proof of Proposition 9.1

In this subsection we proof Proposition 9.1. Let us first recollect what we have achieved so far. By combining Lemma's 9.2 and 9.6 we have
\[ \int_{-\infty}^{\infty} f_n (x + in^{-\varepsilon}) \frac{1}{n^{\alpha}} \left( U_n \left( \frac{x + in^{-\varepsilon}}{n^{\alpha}} \right) - U \left( \frac{x + in^{-\varepsilon}}{n^{\alpha}} \right) \right) \, dx = \frac{1}{q} \sum_{s=0}^{p-1} \frac{1}{n^{\alpha(s+1)}} \left( -\frac{1}{q} \right)^s X_s + W_s + Z_s \int_{\Gamma^+} f_n (\zeta) \zeta^s d\zeta + \sum_{j=1}^{7} T_n^{(j)}. \]

where \( X_s, W_s \) and \( Z_s \) are defined as in (9.7), (9.41) and (9.44). The error terms can be found in (9.44), (9.49), (9.31), (9.33), (9.37), (9.38) and (9.49).

Since we assume that the moment \( \mu_j \) vanish for \( j = 1, \ldots, p - 1 \), we define a final error term by
\[ T_n^{(8)} = \frac{1}{q} \sum_{s=0}^{p-1} \frac{1}{n^{\alpha(s+1)}} \left( -\frac{1}{q} \right)^s X_s + W_s + Z_s \int_{\Gamma^+} f_n (\zeta) \zeta^s d\zeta. \]
and write
\[ T_{n,p} = \sum_{j=1}^{8} T_n^{(8)}, \]
where we indicated the dependence on \( p \), since \( T_n^{(8)} \) depends on \( p \). If we further define
\[ Q_n^{(1)} = \frac{1}{qn^{\alpha(p+1)}} (W_p + Z_p) \int_{\Gamma^+} f_n (\zeta) \zeta^p d\zeta \]
\[ Q_n^{(2)} = \frac{1}{q} \sum_{s=p+1}^{\infty} \frac{1}{n^{\alpha(s+1)}} \left( -\frac{1}{q} \right)^s X_s + W_s + Z_s \int_{\Gamma^+} f_n (\zeta) \zeta^s d\zeta, \]
and set \( Q_{n,p} = Q_{n,p}^{(1)} + Q_{n,p}^{(2)} \), then we see that we indeed have (9.6). To finish Proposition 9.1 it remains to verify (9.8) and (9.9) for which we need to estimate the various terms.

We start with a Lemma containing estimates on the various auxiliary quantities that we have introduced in this Section.

**Lemma 9.7.** There exists a constant \( C > 0 \) such that for for \( n \) sufficiently large and all \( k,r,s,t,m \in \mathbb{N} \) we have

1. \( |b_k| \leq C/k \),
2. \( |D_{t,r}| \leq C^{t+r+1}c_2 \),
3. \( |X_k| \leq Cn^{k\gamma + (\gamma-1)/2+\varepsilon} \),
4. \( |Y_{r,m}| \leq (Cn^{(\gamma-1)/2+\varepsilon})^m n^r \),
5. \( |W_{s}| \leq C^{s+1}n^{\gamma s + (\gamma-1)/2+\varepsilon}c_2(s+1) \)
6. \( |Z_{s,m}^{(1)}| \leq Cc_2(s+1)C^{s}n^{\gamma s}(Cn^{(-1)/2+\varepsilon}+\alpha-\gamma)^m \)
7. \( |Z_{t,m}^{(2)}| \leq Cc_2(t+1)^2C^{t}n^{\gamma t}(Cn^{(-1)/2+\varepsilon}+\alpha-\gamma)^m \)
8. \( |Z_{s}| \leq C^{s+1}n^{\gamma s-1+2\varepsilon} \).

**Proof.** 1. We will use the estimate

\[
\binom{n}{k} \leq \left(\frac{ne}{k}\right)^k. \tag{9.58}
\]

Since we have \( b_{2k} = 0 \) and \( b_{2k-1} \) is given by

\[
b_{2k-1} = -\sqrt{2} \left(1/2\right)^k \left(-\frac{1}{2}\right)^k = \sqrt{2} \left(2k\right)^{2k} \frac{1}{2^{3k}(2k-1)} \leq \frac{\sqrt{2}}{2k-1} (e/4)^k,
\]

and this proves the estimate on \( b_k \).

2. By the first estimate we also have that the \( b_k \) are bounded, and hence (9.43) give

\[
|B_{t,k}| \leq C^t \sum_{s_1+\ldots+s_t=k, s_i \geq 0} 1 = C^t \binom{k+t-1}{t} \leq Ce^{t+k},
\]

where we used (9.58). Then, by inserting this into (9.42), we also have

\[
|D_{t,r}| \leq C^t \sum_{k=1}^{r} \binom{r}{k} (qc_2C)^k = qc_2C^{t+1} \sum_{k=1}^{r} \binom{r}{k} (qc_2C)^{k-1} \leq C^{t+r+1}c_2,
\]

since \( qc_2 \leq 1 \) if \( n \) is sufficiently large.

3. We start by recalling (9.16), (9.10) and (9.53), from which we deduce that with high probability we have

\[
\nonumber |X_k| = \frac{(qn^{\alpha})^{k+1}}{2\pi} \left| \int_{|w|=qc_2^t} G_n(w) - g_n(w) w^{k+1} dw \right| \leq C' n^{(\gamma-1)/2+\varepsilon} (qc_2)^k \tag{9.59}
\]
for some constant $C' > 0$. The statement now follows from (9.2).

4. Follows from (9.41) and the estimate on $X_k$.

5. Follows from (9.44) and the estimates on $X_k$ and $D_{t,r}$.

6. Follows from (9.46) and the estimates on $Y_{r,m}$ and $D_{t,r}$.

7. Follows from (9.45) and the estimates on $Z_{s,m}$ and $b_k$.

8. First we mention that

\[
\frac{(s + m - 1)!}{m! s!} = \frac{1}{m} s + m - 1 \leq e^{s+m}.
\]

By using this and the estimate on $Z_{s,m}$ in (9.44), we obtain

\[
|Z_s| \leq c_2 \sum_{m=2}^{\infty} \frac{1}{n^{\alpha m}} c_2(s + m - 1)^2 C_n^{(s+m-1)} (C_n^{(\gamma-1)/2+\varepsilon+\alpha-\gamma})^m
\]

\[
\leq C^{s+1} n^{\gamma(s-1)} \sum_{m=2}^{\infty} (C_n^{(\gamma-1)/2+\varepsilon})^m (s + m - 1)^2 \leq C^{s+1} n^{\gamma s-1+2\varepsilon},
\]

for $n$ sufficiently large, and this finishes the proof.

We are now ready to prove Proposition 9.1.

**Proof of Proposition 9.1.** It remains to show that $Q_{n,p} = Q^{(1)}_{n,p} + Q^{(2)}_{n,p}$ as defined in (9.56) and (9.57) and $T_{n,p}$ as defined in (9.55).

To start with, we note that from (8.10) we find that for every $M \in \mathbb{N}$ there exists a constants $C_M(f), \tilde{C}_M(f)$ such that

\[
\int_{\Gamma^+} f_n(\zeta) s^a d\zeta \leq C_M(f) \int_{-n^{-\varepsilon}}^{n^{-\varepsilon}} \frac{|x + i n^{-\varepsilon}|^s}{(1 + x^2)^{M/2}} dx \leq \tilde{C}_M(f) (n^{(s-M+1)} + 1).
\]

By using this with $M = p + 2$ and the estimates for $W_p$ and $Z_p$ in Lemma 9.7 that there exists a constant $C$ such that

\[
Q^{(1)}_{n,p} \leq C \left( n^{p+(\gamma-1)/2+\varepsilon} n^{-\gamma} + n^{p-1+2\varepsilon} \right)
\]

\[
\leq C n^{\varepsilon} \left( n^{-\gamma} + n^{\varepsilon-1+\gamma}/2 \right) \frac{1}{n^{(p+1)\alpha - p\gamma + (1-\gamma)/2}}.
\]

By (9.1) we also have

\[
\varepsilon - \frac{1 + \gamma}{2} < \frac{1 - \gamma}{2} - \frac{1 + \gamma}{2} = -\gamma,
\]

and hence we obtain the estimate (9.8) for $Q^{(1)}_{n,p}$.

We prove that the estimate also holds for $Q^{(2)}_{n,p}$. To start with, from the estimates in Lemma 9.7 we have

\[
|\sum (-1/q)^s X_s + W_s + Z_s| \leq C^s n^{\gamma s + \frac{s+1}{2} + \varepsilon}.
\]
Again, by using (9.60) with $M = p + 2$ we find that there exists constants $C, C', C_M(f) > 0$ such that

$$|Q_{n,p}^{(2)}| \leq \frac{C_m(f)}{qn^\alpha} \sum_{s=p+1}^{\infty} \frac{1}{n^\alpha} C^s n^{\gamma s + \frac{n-1+\varepsilon}{2}(n-(s-M+1)\varepsilon + 1)}$$

$$\leq C' \frac{n^{(\gamma-1)/2+\varepsilon}}{n^{(M-1)\varepsilon + \alpha}} \frac{1}{n^{(\alpha-\gamma)(p+1)}} + C'n^{\frac{n-1+\varepsilon}{n^\alpha + (\alpha-\gamma)(p+1)}},$$

where we also used that $0 < \varepsilon < \alpha - \gamma$. Hence we have that the estimate in (9.8) also holds for $Q_{n,p}^{(2)}$ and hence we proved that it holds for $Q_{n,p}$.

It remains to show (9.9). This boils down to estimate the eight terms $T_n^{(j)}$ for $j = 1, \ldots, 8$, which we will do in numerical order. We let $T$ that $C$ choose.

From (8.10) that there exists a constant $C' > 0$ such that

$$|T_n^{(1)}| \leq C'n^{-(M-2)\varepsilon} \leq C'n^{-1-\varepsilon_2}, \quad (9.62)$$

where we have chosen $M$ large enough so that $(M-2)\varepsilon \geq 1 + \varepsilon_2$.

Next we estimate $T_n^{(2)}$ in (9.21). We start by noting that by using the map $w \mapsto z$ we have

$$T_n^{(2)} = \frac{1}{n^\alpha} \int_{\Gamma_+^{(2)}} f_n(z(w)) (V_n(w/n^\alpha) + R_n(z(w)/n^\alpha)) z'(w)dw$$

$$- \frac{1}{n^\alpha} \int_{\Gamma_+^{(2)}} f(w)V_n(w/n^\alpha)dw \quad (9.63)$$

Now note that since $R_n$ satisfies (8.18) there exists a $C > 0$ such that

$$|z(w) - w| \leq q_2 n^\alpha |R_n(z(w)/n^\alpha)| \leq Cn^{3\alpha - \gamma - 2 + 2\varepsilon},$$

for $w \in \Gamma_+^{(2)}$. The bound also holds in a $\frac{1}{3}n^{-\varepsilon}$-neighborhood of $\Gamma_+^{(2)}$ and therefore we can choose $C$ such that we also have

$$|z'(w) - 1| \leq Cn^{3\alpha - \gamma - 2 + 3\varepsilon}.$$

By (9.1) we have $\varepsilon < \frac{2}{3}((\gamma + 1)/2 - \alpha)$ and $\varepsilon < (1 - \alpha)/2$. By using these inequalities we find that $T_n^{(2)} \leq C/n^{1+\varepsilon_2}$ for some constant $C > 0$ and sufficiently small $\varepsilon_2 > 0$.

Before we come to the estimate for $T_n^{(3)}, T_n^{(4)}$ and $T_n^{(5)}$ we note from (8.10) and Cauchy’s integral transform we have, for some constant $C_M(f)$,

$$|f_n^{(m)}(x + in^{-\varepsilon})| \leq C_M(f)n^{m\varepsilon} (1 + x^2)^{M/2},$$

for $M \in \mathbb{N}$. By the fact that $\zeta - \omega(\zeta)$ and $H_n(\omega(\zeta))$ are small (as proved in Lemma 9.2) we have, by using (9.31), that

$$|T_n^{(3)}| \leq \frac{C}{n^{2\alpha - \gamma + (M-1)\varepsilon}} \leq \frac{C}{n^{1+\varepsilon_2}}.$$
Here we choose $M$ large enough (depending on $\alpha, \gamma$ and $\varepsilon, \varepsilon_2 > 0$ only).

The same estimates can be done for $T_n^{(4)}$ as defined in (9.33).

For $T_n^{(5)}$ in (9.37), we remark that we can apply Cauchy’s Theorem (by completing the path $\Gamma_+ \cup (-\Gamma_+^{(2)})$ to a closed contour) and (8.10) to show that $T_n^{(5)} \leq C/n^{1+\varepsilon_2}$ for some common constant $C > 0$ and sufficiently small $\varepsilon_2 > 0$.

Since $|n^{a}U(z/n^a)| \leq \frac{1}{|\text{Im } z|}$, the estimate (8.10) also proves that $T_n^{(6)} \leq C/n^{1+\varepsilon_2}$.

To deal with $T_n^{(7)}$ in (9.49), we recall that $T_n^{(7)}$, $T_n^{(8)}$, $T_n^{(9)}$ in (9.48) contains all the boundary terms from the integration by parts. These boundary terms can be estimated in the same way as $T_n^{(3)}$ and $T_n^{(4)}$. When we insert these back into (9.49) we obtain

$$|T_n^{(7)}| \leq \frac{1}{qn^{\alpha}} \sum_{m=2}^{\infty} \sum_{t=0}^{\infty} \left| Z_{t,m}^{(2)} \right| \frac{(Cn^{\alpha})^t}{n^{mt} m!}.$$

By using the estimate on $Z_{t,m}^{(2)}$ in Lemma 9.7 and the inequality in (9.58) we obtain the following

$$|T_n^{(7)}| \leq \frac{1}{qn^{\alpha}} \sum_{m=2}^{\infty} \sum_{t=0}^{\infty} \left( \frac{C}{n^{\alpha-\gamma-\delta}} \right)^t \left( Cn^{-\frac{1}{2}+\varepsilon_2} \right)^m \leq \frac{C}{n^{1+\varepsilon_2}},$$

for some sufficiently small $\varepsilon_2 > 0$, since $\varepsilon + \alpha - \frac{1+\gamma}{2} < 0$ by (9.1).

Finally we come to $T_n^{(8)}$ in (9.51). For $0 \leq s < p$, we have by (8.10) and (8.10), the fact that $\mu_s(f) = 0$ and (9.4), we have

$$\left| \int_{\Gamma_+} f_n(z)\zeta^s \text{d}\zeta \right| \leq C \int_{n^\varepsilon}^{\infty} \frac{dx}{x^{M-p+1}} = C n^{-(M-p)\varepsilon}.$$

Together with (9.61) this implies that (9.51) can be estimated as

$$T_n^{(8)} \leq C \sum_{s=0}^{p-1} \frac{C^s}{n^{\alpha(s+1)}} n^{\gamma s + (\gamma - 1)/2 + \varepsilon_2 n^{-(M-p)\varepsilon}} \leq \frac{C}{n^{1+\varepsilon_2}},$$

where the last step follows after choosing $M$ such that $(M - p)\varepsilon \geq 1 + \varepsilon_2$.

Concluding, there exists constants $C, \varepsilon_2 > 0$ such that $T_n^{(j)} \leq C/n^{1+\varepsilon_2}$ and hence we have (9.9) and this concludes the proof. \qed

### 9.5 Proof of Theorem 2.6 the general case

**Proof of Theorem 2.6** The proof is similar to the proof for the case $\mu_0(f) \neq 0$ in Subsection 8.5. The only difference is now that instead of using Proposition 8.12 we use the following claims that we will prove here

$$\frac{1}{n^{(1-\alpha)/2+(p+1/2)\gamma}} \left( \mathbb{E}_{K_n} Y_n(f) - \mathbb{E}_\zeta \mathbb{E}_{K_n} Y_n(f) \right) \to N(0, C_p \mu_p(f)^2), \quad (9.64)$$

as $n \to \infty$, if $1 - \alpha + (2p + 1)(\gamma - \alpha) \geq 0$, and

$$\text{Var} \left( \mathbb{E}_{K_n} Y_n(f) - \mathbb{E}_\zeta \mathbb{E}_{K_n} Y_n(f) \right) \to 0, \quad (9.65)$$

as $n \to \infty$, in case $1 - \alpha + (2p + 1)(\gamma - \alpha) \leq 0$.
Let us start with proving (9.64). To this end, first note that because of Corollary 8.8 (9.5) and the fact that $f$ is real-valued, we can write

$$Y_n(f) \approx Y_n(f_n) = \sum_{n} f_n(x + i n \varepsilon) U_n(x + i n \varepsilon) dx$$

$$= n^{-1} \int_{-\infty}^{\infty} f_n(x - i n \varepsilon) U_n(x - i n \varepsilon) dx$$

The key to the claim in (9.64) is that the dominant term in (9.6) is $X_p$. Since $X_p$ is a sum of $n$ independent random variables it satisfies a Central Limit Theorem in a natural way. Of course, (9.6) only holds with high probability, but since we can argue as in Subsection 8.5 and restrict ourselves to $C_n(\mathbb{R}, 1, \varepsilon)$ we will ignore this technical issue here.

We start by finding the dominant term in the asymptotic behavior of the variance of $\text{Im} X_p$. To start with, by definition we have

$$\text{Var} \text{Im} X_p = \frac{1}{n\pi} \int_{-\sqrt{2}}^{\sqrt{2}} \text{Im} \left( \frac{1}{i\sqrt{2}c_2 - \xi} \right)^{p+1} \text{Im} \left( \frac{1}{i\sqrt{2}c_2 - \xi} \right)^{p+1} \sqrt{2 - \xi^2} d\xi$$

$$- \frac{1}{n} \left( \frac{1}{n\pi} \int_{-\sqrt{2}}^{\sqrt{2}} \text{Im} \left( \frac{1}{i\sqrt{2}c_2 - \xi} \right)^{p+1} \sqrt{2 - \xi^2} d\xi \right)^2.$$

After rescaling variables, we find that the dominant term comes from the first integral at the right-hand side and takes the form

$$\frac{\sqrt{2}}{n\pi(c_2\sqrt{2})2^{p+1}} \int_{-\infty}^{\infty} \text{Im} \left( \frac{1}{i - \xi} \right)^{p+1} \text{Im} \left( \frac{1}{i - \xi} \right)^{p+1} d\xi$$

By expanding the imaginary part we see that the integrand is a sum of four terms, two of which can be shown to vanish using Cauchy’s integral formula. Hence this can be reduced to

$$\frac{\sqrt{2}}{n2\pi(c_2\sqrt{2})2^{p+1}} \int_{-\infty}^{\infty} \frac{1}{(1 + \xi^2)^{p+1}} d\xi = \frac{(2p)!}{n\sqrt{2\pi}(p!)2^{4p}(c_2\sqrt{2})2^{p+1}}.$$

By using $c_2\sqrt{2} = \tau(1 + o(1))$, we find

$$\text{Var} \text{Im} X_p = n^{(2p+1)\gamma-1} \frac{(2p)!}{\sqrt{2}(p!)2^{4p}\tau 2^{p+1}} (1 + o(1)),$$

as $n \to \infty$. In particular, this implies that

$$\frac{n}{n^{\alpha(p+1)}} \text{Im} X_p \sim n^{-(p+1)\alpha + \gamma(p+1/2)+1/2},$$

and by comparing this with (9.8) and (9.9) it shows that $X_p$ is indeed the dominant term at the right-hand side of (9.6) in case $1 - \alpha + (2p+1)(\gamma - \alpha) \geq 0$. The proof of (9.64) now follows by applying the standard arguments for a Central Limit Theorem for independent random variables.

If $1 - \alpha + (2p+1)(\gamma - \alpha) < 0$, then (9.65) follows by the same estimate on $X_p$ and the bounds in (9.8) and (9.9).
A Appendix

For completeness we provide a short discussion on the fact that the points $x_j(t)$ for $j = 1, \ldots, n$ and $t > 0$ form a determinantal point process with kernel \((2.10)\). We refer to [24] for more details. The main idea, is that the distribution for the eigenvalues can also be obtained as a model of non-colliding particles driven by the Ornstein-Uhlenbeck process.

Fix $T > 0$ and let us consider $n$ particles that evolve as follows. At time $t = 0$, they start in $\xi^{(n)}_j$ for $j = 1, \ldots, n$ and at time $T$ they end in consecutive integers $j - 1$. Each particle is driven by an Ornstein-Uhlenbeck process with parameters chosen such that we have the following transition function

$$ f_t(y, x) = \frac{\sqrt{n}}{\sqrt{\pi(1 - e^{-2t})}} e^{-n(\frac{e^{-t}y-x}{1-e^{-2t}})^2}, $$

where $t > 0$ is the time and $y$ the starting point. Finally, the particles are conditioned never to collide as for $0 \leq t \leq T$.

By the Karlin-McGregor formula the distribution of the particles at time $t$ is given by the following probability measure

$$ \frac{1}{Z_n} \det (f_t(y, x))_{i,j=1}^n \det (f_{T-t}(x, j-1))_{i,j=1}^n \mathrm{d}x_1 \ldots \mathrm{d}x_n. \quad (A.1) $$

It was shown in [24] that in the limit $T \to \infty$, the distribution \((A.1)\) of the particles coincides with the distribution of the eigenvalues of $M_n$ in \((1.3)\), which basically follows by comparing the limit $T \to \infty$ in \((A.1)\) with the Harish-Chandra/Itzykson-Zuber formula for $M_n$.

Let us for the moment first fix $T > 0$. Then, by the Eynard-Mehta Theorem (see for example [4, 25]), the positions of the particles at time $t$ form a determinantal point process with kernel $K_{n,T}$ given by

$$ K_{n,T}(x,y) = \sum_{i=1}^n \sum_{j=1}^n (A^{-1})_{ij} f_{T-t}(x, i-1) f_t(\xi_j^{(n)}, y). \quad (A.2) $$

where $A$ is the Gram matrix given by

$$ A_{ij} = \int_{-\infty}^{\infty} f_{T-t}(x, i-1) f_t(\xi_j^{(n)}, x) \mathrm{d}x = \sqrt{\frac{n}{\pi(1 - e^{-2t})}} \exp \left( -n \frac{(e^{-T} \xi_j^{(n)} - (j-1))^2}{1 - e^{-2T}} \right). $$

Observe that, by view $K_n$ as an operators on $L_2(\mathbb{R})$, we can now easily verify the following two identities

$$ \text{Rank}(K_n) = n, \quad (A.3) $$

$$ K_n^2 = K_n. \quad (A.4) $$

These identities were used in \((3.2)\) and Section 6.

In the next step, we rewrite the formula for the kernel further. It will be convenient to also have the following notation

$$ g_t(y, x) = \frac{\sqrt{ne^{-T}}}{i\sqrt{\pi(1 - e^{2(t-T)})}} \exp \left( n \frac{(y - e^{t-T}x)^2}{1 - e^{2(t-T)}} \right), $$

\[103\]
for \( t > 0 \) which may be thought of as the inverse transition function in view of the following

\[
f_{T-t}(y, x) = \int_{\mathbb{R}} f_T(w, y)g_t(x, w)dw,
\]

for \( 0 < t < T \). We also note that by using the well-known Vandermonde determinant we have

\[
\det A = \left( \frac{n}{\pi(1 - e^{-2T})} \right)^{n/2} \exp \left( -\frac{n}{1 - e^{-2T}} \sum_{j=1}^{n} \left( e^{-2T} (\xi(n)_j^2) + (j-1)^2 \right) \right)
\]

\[
\times \prod_{1 \leq i < j \leq n} \left( \frac{\xi(n)_i - \xi(n)_j}{e^{\text{min}(T)} - e^{\text{min}(T)}} \right)^2.
\]

By Kramer’s rule we can rewrite (A.2) as

\[
K_{n,T}(x, y) = \sum_{j=1}^{n} \frac{\det (A) \text{ column } j \text{ replaced by } f_{T-t}(x, i - 1)}{\det A} f_t(\xi(n)_j, y) g_t(x, w)dw
\]

\[
= \int_{\mathbb{R}} \sum_{j=1}^{n} \frac{\Pi_{s=1, s \neq j}^{n} \left( e^{\text{min}(T)} - \frac{\xi(n)_s}{\Xi(n)} \right)}{\Pi_{s=1, s \neq j}^{n} \left( e^{\text{min}(T)} - \frac{\xi(n)_s}{\Xi(n)} \right)} e^{-n \frac{2T}{1 - e^{-2T}}} f_t(\xi(n)_j, y) g_t(x, w)dw.
\]

By taking the limit \( T \to \infty \) we get

\[
\lim_{T \to \infty} K_{n,T}(x, y) = \frac{1}{2\pi i} \oint_{\Sigma} dz \int_{\Gamma} dw \sum_{j=1}^{n} \frac{\Pi_{s=1, s \neq j}^{n} \left( w - \xi(n)_s \right)}{\Pi_{s=1, s \neq j}^{n} \left( z - \xi(n)_s \right)} f_t(\xi(n)_j, y) g_t(x, w) \frac{1}{w - z},
\]

which we can rewrite by Cauchy’s theorem to

\[
\lim_{T \to \infty} K_{n,T}(x, y) = \frac{1}{2\sinh \ell(2\pi i)^2} \oint_{\Sigma} dz \int_{\Gamma} dw \sum_{j=1}^{n} \frac{\Pi_{s=1, s \neq j}^{n} \left( w - \xi(n)_s \right)}{\Pi_{s=1, s \neq j}^{n} \left( z - \xi(n)_s \right)} f_t(\xi(n)_j, y) g_t(x, w) \frac{1}{w - z},
\]

where \( \Sigma \) is simple, closed and counter clockwise oriented contour around the points \( \xi(n)_j \) and \( \Gamma \) is contour connecting \(-i\infty \) to \(+i\infty \) to that lies to the right of \( \Sigma \). Hence we have proved that

\[
\lim_{T \to \infty} K_{n,T}(x, y) = K_n(x, y)\frac{\Xi(n)}{e^{\text{min}(T)}},
\]

Since a conjugation of a kernel of a determinantal point process with any non-vanishing function is also a kernel for the same process, we have proved that the eigenvalues of \( M_n(t) \) in (1.3) indeed for a determinantal point process with kernel \( K_n \) in (2.10).
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