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Abstract
In the present work, polynomial, discrete singular convolution and sinc quadrature techniques are employed as the new techniques to derive accurate and efficient numerical solutions for the reaction–diffusion equations. Three models, Fitzhugh-Nagumo, Newell–Whitehead–Segel, and tumor growth models, were presented. The equations of three models are reduced to nonlinear ordinary differential equations by using different quadrature schemes. Then, Runge–Kutta fourth-order method is employed to solve nonlinear ordinary differential equations. In addition, the MATLAB program is used to solve these problems. Comparisons between the new methods and the existing ones are included, demonstrating the ease of implementation and efficiency. Also, the calculated results are supported by four various statistical errors. It is found that the rate of error reaches \( \leq 10^{-6} \) in discrete singular convolution depending on regularized Shannon kernel which is better than others. Further, a parametric analysis is presented to discuss the influence of diffusion and reaction parameters on the solution.
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1 Introduction
Reaction–diffusion problems are nonlinear partial differential equations that play a significant role in mathematical complex modeling such as medicine, chemistry, biology, and mechanics [1–3]. Fitzhugh-Nagumo (FN) equations are mathematical models that arise frequently in many applications like transportation of nerve pulsation, logistic population growth, nuclear reactor theory, and autocatalytic chemical reaction [4–11]. Newell–Whitehead–Segel (NWS) partial differential equation has been utilized like a computational model in various systems such as Faraday instability, chemical reaction, and Rayleigh–Benard convection [12–15]. Also, tumor growth (TG) model represents a reaction–diffusion equation that uses mathematical modeling to illustrate the growth, size, and expansion of tumors [16–18].

Recently, researchers have applied different techniques to obtain the exact and numerical solutions to these problems. Abbasbandy [5] used the homotopy technique to get the solution of the FN equation. Hariharan and Kannan [8] employed the wavelet technique for studying the FN equation. V an Gorder [9] presented a variational technique to acquire the exact solutions for Nagumo reaction–diffusion equations. Hazrat et al. [11] proposed Galerkin finite element technique for studying a generalized FN equation. Mahgoub and Sedeeg [12, 13] solved the NWS equation via Elzaki Adomian decomposition technique. Aasaraii [14] introduced a differential transform approach for studying NWS. Pue-On [15] used the Laplace Adomian decomposition approach to present an exact solution for NWS. For solving TG equations involving nonlinear interactions, the exact solution is difficult. So, computational techniques have been used to solve them. For the numerical methods of this problem, Chen et al. [19] and Feng [20] investigated the finite difference (FD) approach for generalized FN equation. Teodoro [21] implemented finite element and Newton techniques for studying the FN equation. Bhrawy [22] applied the Jacobi–Gauss collocation technique to solve the generalized FN
equation. Soliman [23] used the variational iteration with Adomian decomposition approaches for examining FN equations. Zahra et al. [24] applied the Cubic B-Spline methods to solve a generalized NWS problem.

Ruiz-Ramírez and Macías-Díaz [25] solved NWS equation by using a non-standard symmetry-preserving scheme. Inan [26] introduced the solution of generalized FN equation by using Crank–Nicolson exponential FD approach. Hiilal et al. [27] employed two various FD schemes to obtain the computational solutions for the NWS equation. Gupta et al. [28] developed the variational iteration technique for examining nonlinear NWS equations. Singh et al. [29] used an effective approach depending on Sumudu transform scheme and homotopy polynomials to get the numerical solution of a nonlinear fractional Drinfeld–Sokolov–Wilson equation. For the growth of human tumors, we solve a one-dimensional equation. Hossine et al. [30] analyzed the growth of human tumors by FD method. Darbyshir [31] applied parallel programming to estimate the computational accelerate, for avascular tumor growth. Lee et al. [32] utilized a crossbred numerical method to solve the avascular tumor growth model. Ali et al. [33] investigated the avascular tumor growth model by FD method.

It can be mentioned that some studies using mathematical techniques or simulations in different areas such as viral research and flow analyses have been performed. Rihan and Rahman [34] examined the interactions between a malignant tumor and the immune system of healthy effector cells under human immunodeficiency virus by employing ordinary and delay differential equations. Jaroudi et al. [35] studied a brain tumor growth model with reaction–diffusion equations and two three-dimensional different numerical simulations. Laib et al. [36] developed a numerical model for general form of a system of nonlinear Volterra delay integro-differential equations and applied this model to novel coronavirus (COVID-19) epidemic in China, Spain, and Italy. He and Meng [37] investigated the lump and interaction solutions of generalized (3 + 1)-dimensional nonlinear wave propagation for fluid dynamics. Li et al. [38] simulated the two-phase compressible displacement problems via nonlinear partial differential equations, characteristics method and mixed finite volume element. Lee and Lee [39] presented the least-squares finite element solution with an adaptive mesh approach for Giesekus viscoelastic flow problems.

A differential quadrature scheme has also been developed for solving different differential equations. Jiwari et al. [40] employed the polynomial differential quadrature method (PDQM) for studying the generalized FN equations with time-dependent coefficients in 1D size. Salah et al. [41–43] solved wave propagation, Fisher and FN equations by PDQM with Runge–Kutta fourth order (RK4), perturbation with PDQ block-marching technique and DQM with Implicit Euler.

The objective of the present study is to compute the numerical solution for three models of nonlinear reaction–diffusion equation by various quadrature approaches. Also, up to knowledge of the authors, sinc differential quadrature (SDQM) and discrete singular convolution differential quadrature (DSCDQM) are not examined for nonlinear reaction–diffusion analysis. So, Fitzhugh–Nagumo (FHN), Newell–Whitehead–Segel (NWS), and tumor growth (TG) models are presented to demonstrate the accuracy and efficiency of these methods. These different methods of DQ depending on different shape function are applied as the first methods for solving such problems. These methods are combined with Runge–Kutta fourth order (RK4) to solve nonlinear reaction diffusion equations. For each scheme MATLAB code is designed. Computed results are compared with exact and available ones in literature. In addition, The numerical results are supported by four various statistical errors such Absolute error, RMS, $L_2$ and $L_\infty$ errors [27, 40]. The computed results are very agreement with the analytical solutions. Also, the obtained results show ease of implementation, efficiency, and applicability of different DQM. Moreover, a parametric analysis is presented to discuss the effect of parameters on the solution.

The rest of the paper is organized as follows. Section 2 gives the formulation for three models of nonlinear reaction–diffusion equation as Fitzhugh-Nagumo (FN), Newell–Whitehead–Segel (NWS), and tumor growth (TG) models. In Sect. 3, our main contributions include: four schemes based on differential quadrature are presented as polynomial differential quadrature (PDQ) technique, sinc differential quadrature (SDQM) [44–47], discrete singular convolution (DSC) based on delta Lagrange (DLK) and Regularized Shannon kernels (RSK) [48–57], and Runge–Kutta fourth order (RK4) [41–43]. Some numerical examples are presented and discussed in Sect. 4. The paper includes a conclusion in Sect. 5.

## 2 Materials and Methods

The general form for nonlinear reaction–diffusion equation can be described as [1–3]:

$$U_t(x, y, t) = D \nabla^2 U(x, y, t) + \mu \ f(U(x, y, t)), \quad 0 \leq t \leq T, \quad a \leq x \leq b, \quad c \leq y \leq d \quad (1)$$

where D is the diffusion ($D > 0$) and $\mu$ is the reaction parameters. $U(x, y, t)$ is an unknown function depending on the variables $x, y$, and $t. f(U(x, y, t))$ is a nonlinear function.
The boundary conditions are determined as:

\[ A_1 U(0, y, t) + B_1 \left( \frac{\partial U}{\partial x} \right) (0, y, t) = F_1(y, t), \tag{2} \]
\[ A_2 U(a, y, t) + B_2 \left( \frac{\partial U}{\partial x} \right) (a, y, t) = F_2(y, t) \]
\[ A_3 U(x, 0, t) + B_3 \left( \frac{\partial U}{\partial y} \right) (x, 0, t) = F_3(x, t), \tag{3} \]
\[ A_4 U(x, b, t) + B_4 \left( \frac{\partial U}{\partial y} \right) (x, b, t) = F_4(x, t) \]

The initial condition is explained as:

\[ U(x, y, 0) = \Phi(x, y) \tag{4} \]

where \( A_i, B_i, F_i, (i = 1, 4) \), and \( \Phi(x, y) \) are known functions.

In this article, it is concerned to illustrate the numerical attitude of three test examples such FN model, NWS model, and prediction of TG model. These examples can be explained as follows:

### 2.1 FN Model

FN is considered as a nonlinear parabolic partial differential equation along the x-direction. FN equation is determined as [11]:

\[ U_i(x, t) = D \nabla^2 U(x, t) + \mu (U(x, t) - \lambda) \times (1 - U(x, t)) U(x, t) \tag{5} \]

The boundary conditions are written as [11]:

\[ \frac{\partial U}{\partial x} \bigg|_{0} = \frac{1}{4\sqrt{2}} \csc h^2 \left( \frac{-1}{2\sqrt{2}} + \frac{t}{4} + c \right), \tag{6} \]
\[ \frac{\partial U}{\partial x} \bigg|_{1} = \frac{1}{4\sqrt{2}} \csc h^2 \left( \frac{1}{2\sqrt{2}} + \frac{t}{4} + c \right) \tag{7} \]

The initial condition is expressed as [11]:

\[ U(x, 0) = \frac{1}{2} \left[ 1 - \coth \left( \frac{x}{2\sqrt{2}} + c \right) \right] \tag{8} \]

The exact solution for FN equation is given as [11]:

\[ U_{\text{exact}}(x, t) = \frac{1}{2} \left[ 1 - \coth \left( \frac{x}{2\sqrt{2}} + \frac{2\lambda - 1}{4} t + c \right) \right], \quad t > 0, 0 \leq x \leq 1 \tag{9} \]

where \( \lambda \) and \( c \) are arbitrary constants.

### 2.2 NWS Model

NWS model is considered as the interaction of the influence of the diffusion expression with the nonlinear effect of the reaction expression. Then NWS equation is formed as [27]:

\[ U_i(x, t) = D \nabla^2 U(x, t) + \mu (U(x, t) - U^4(x, t)) \tag{10} \]

The boundary conditions are written as [27]:

\[ U(0, t) = \left[ \frac{1}{2} + \frac{1}{2} \tanh \left( \frac{21 t}{20} \right) \right]^{2/3}, \tag{11} \]
\[ U(1, t) = \left[ \frac{1}{2} + \frac{1}{2} \tanh \left( \frac{-3}{2\sqrt{10}}(1 - \frac{7t}{\sqrt{10}}) \right) \right]^{2/3} \tag{12} \]

The initial condition is expressed as [27]:

\[ U(x, 0) = (1 + e^{\frac{\sqrt{2}t}{\sqrt{10}}} )^{-2/3}, \tag{13} \]

The exact solution for the NWS equation is given as [27]:

\[ U_{\text{exact}}(x, t) = \left[ \frac{1}{2} + \frac{1}{2} \tanh \left( \frac{-3}{2\sqrt{10}}(x - \frac{7t}{\sqrt{10}}) \right) \right]^{2/3}, \quad 0 < t < T, \quad 0 \leq x \leq 1 \tag{14} \]

### 2.3 Prediction of TG Model

Due to incessant changes in time, the number of cancer cells is complicated to evaluate where it may increase, relief in a calm state, or die. So, the TG is given by a nonlinear reaction–diffusion mathematical model as [30]:

\[ U_i(x, t) = D \nabla^2 U(x, t) + \mu \rho U(x, t) \tag{15} \]

The boundary conditions are formed as [30]:

\[ \frac{\partial U}{\partial x} \bigg|_{0} = 0, \tag{16} \]
\[ \frac{\partial U}{\partial x} \bigg|_{50} = 0 \tag{17} \]

The initial condition is explained as [30]:

\[ U(x, 0) = \frac{1}{\sqrt{2\pi} \epsilon} e^{-\frac{1}{2}(\frac{x-a}{\epsilon})^2}, \tag{18} \]
where \( \rho \) is the net proliferation rate = 0.012 day\(^{-1} \), \( \epsilon = 0.01 \). \( x_0 \) is the initial position of the tumor.

\[
D\left( \text{cm}^2/\text{day} \right) = \begin{cases} 
\text{Grey zone} = 0.0013 & 0 \leq x \leq 7.5 \\
\text{White zone} = 0.0065 & 7.5 \leq x \leq 42.5 \\
\text{Grey zone} = 0.0013 & 42.5 \leq x \leq 50
\end{cases}
\] (19)

### 3 Method of Solution

In this section, the four schemes based on differential quadrature and Runge–Kutta fourth order are explained as the numerical solutions for solving FN, NWS, and prediction of TG models.

DQM is defined as the unknown \( U \) and its derivatives are approximated as a weighted linear sum of grid values as follows [58]:

\[
\frac{\partial U}{\partial X}(X_i, t) = \sum_{k=1}^{M} A^s_{ik} U(X_k, t), \quad \frac{\partial^2 U}{\partial X^2}(X_i, t) = \sum_{k=1}^{M} B^s_{ik} U(X_k, t),
\] (20)

where \( A^s_{ik} \) and \( B^s_{ik} \) are the 1st and 2nd weighting coefficients [58].

The weighting coefficients depend on the choice of shape function. Thus, it is different for each scheme. The weighting coefficients of 1st and 2nd derivatives are given as follows [58]:

#### 3.1 Polynomial Differential Quadrature Method (PDQM)

The solution steps by PDQM are summarized as follows [58]:

1. Discretize the spatial area using Chebyshev-Gauss-Lobatto nodal points [58]:

\[
X_i = \frac{a}{2} \left[ 1 - \cos \left( \frac{(i - 1)\pi}{M - 1} \right) \right], \quad i = 1, 2, \cdots, M, \quad 0 \leq X \leq a
\] (21)

where \( M \) is the number of nodal points.

2. The weighting coefficients of 1st and 2nd derivatives are obtained as [58]:

\[
A^s_{ij} = \begin{cases} 
\prod_{k=1, k \neq j}^{M} \frac{(X_i - X_k)}{(X_i - X_j)} & i \neq j \\
\prod_{k=1, k \neq j}^{M} \frac{(X_j - X_k)}{(X_i - X_j)} & i = j \\
- \sum_{j=1, j \neq i}^{M} A^s_{ij} & i = j
\end{cases}
\]

\[
B^s_{ij} = \begin{cases} 
\frac{2A^s_{ij} \left( \frac{1}{X_i} - \frac{1}{X_j} \right)}{X_i - X_j}, & i \neq j \\
- \sum_{j=1, j \neq i}^{M} B^s_{ij} & i = j
\end{cases}
\] (22)

#### 3.2 Sinc Differential Quadrature Method (SDQM)

The solution steps by SDQM are summarized as follows [44–47]:

1. Discretize the spatial area using uniform nodal points.

\[
U(X_i) = \sum_{j=-M}^{M} \frac{\sin[\pi(X_i - X_j)/h_X]}{\pi(X_i - X_j)/h_X} U(X_j), \\
(i = -M, M), \quad h_X > 0
\] (23)

2. The weighting coefficients \( A^s_{ij}, B^s_{ij} \) are expressed by differentiating Eq. (23) as:

\[
A^s_{ij} = \begin{cases} 
\frac{(-1)^{i-j}}{h_X(i-j)}, & i \neq j \\
0, & i = j
\end{cases}
\]

\[
B^s_{ij} = \begin{cases} 
\frac{2(-1)^{i-j}}{h_X(i-j)^2}, & i \neq j \\
\frac{-\pi^2}{3h_X}, & i = j
\end{cases}
\] (24)

where \( h_X \) is the grid size.

#### 3.3 Discrete Singular Convolution Differential Quadrature Method (DSCDQM)

The solution steps by DSCDQM are outlined as follows [48–57]:

1. Discretize the spatial area using uniform nodal points.

2. Two kernels of DSC are employed in such a problem.
Table 1 Comparison between numerical solution by PDQM, SDQM and analytical solution of FHN equation at $\lambda = 1, c = \pi/4, t = 0.001$ and $x = 0$

| Techniques | Exact [10] | PDQM | SDQM |
|------------|------------|------|------|
| M          | Errors     | Obtained results | $L_2$ | $L_\infty$ | Obtained results | $L_2$ | $L_\infty$ |
| 5          | – 0.262267 | – 0.2619589 1.012 $\times 10^{-4}$ | 0.0003 | – 0.261212929 1.055 $\times 10^{-4}$ | 0.0011 |
| 7          | – 0.262267 | – 0.2635560 1.019 $\times 10^{-4}$ | 0.0010 | – 0.26313110 1.383 $\times 10^{-5}$ | 0.0008 |
| 9          | – 0.262267 | – 0.2591486 1.049 $\times 10^{-4}$ | 0.0035 | – 0.261913419 1.054 $\times 10^{-5}$ | 0.0004 |
| 11         | – 0.262267 | – 0.27070029 2.222 $\times 10^{-4}$ | 0.0091 | – 0.2621344 8.775 $\times 10^{-6}$ | 0.0004 |
| 13         | – 0.262267 | – 0.24930787 4.364 $\times 10^{-4}$ | 0.0220 | – 0.2619099 6.723 $\times 10^{-6}$ | 0.0003 |
| 15         | – 0.262267 | – 0.3023175 0.0011 | 0.0429 | – 0.262287701 4.153 $\times 10^{-6}$ | 0.0001 |

CPU time (Sec) – 0.054051 at M = 5 0.030414 at M = 15

Table 2 Comparison between the numerical results by DSCDQM-DLK, DSCDQM-RSK and exact ones of FHN equation at different bandwidth (2H + 1), regularization parameter $\beta$, and points M ($t = 0.001, x = 0, \lambda = -1$ and $c = \pi/4$)

| Methods | 2H + 1 | DSCDQM-DLK | DSCDQM-RSK |
|---------|-------|------------|------------|
| M       | Bandwidth | $\beta = 2^*h_X$ | $\beta = 5^*h_X$ | $\beta = 10^*h_X$ | $\beta = 20^*h_X$ |
| 5       | 3      | – 0.262937016 | – 0.263038 | – 0.263038 | – 0.263038 | – 0.263035 |
| 5       | 5      | – 0.2613301626 | – 0.263038 | – 0.263038 | – 0.263018 | – 0.263018 |
| 7       | 3      | – 0.2630286355 | – 0.27003148 | – 0.27003148 | – 0.262910 | – 0.262910 |
| 7       | 5      | – 0.2628404872 | – 0.27003148 | – 0.27003148 | – 0.262910 | – 0.262910 |
| 9       | 3      | – 0.2630725518 | – 0.2670721 | – 0.2633395 | – 0.262910 | – 0.262910 |
| 9       | 5      | – 0.2628584219 | – 0.26397237 | – 0.262356 | – 0.262910 | – 0.262910 |
| 7       | 7      | – 0.2629812511 | – 0.26603161 | – 0.26374430 | – 0.262910 | – 0.262910 |

Analytic solution [10] – 0.26293432793

Table 3 The stability of numerical results by DSCDQM-DLK and DSCDQM-RSK for FHN equation when $\lambda = 1, c = \pi/4$ at $t = 0.001$

| M | Errors | DSCDQM-DLK (2H + 1 = 3) | DSCDQM-RSK (2H + 1 = 3, $\beta$ = 10^*h_X) |
|---|--------|------------------------|---------------------------------------------|
|   | RMS     | L_2 | L_\infty |            | RMS | L_2 | L_\infty |
| 5 | 4.2217 $\times 10^{-4}$ | 2.129 $\times 10^{-4}$ | 3.172 $\times 10^{-4}$ | 3.4243 $\times 10^{-5}$ | 1.5399 $\times 10^{-5}$ | 3.0799 $\times 10^{-5}$ |
| 7 | 2.1830 $\times 10^{-4}$ | 1.4522 $\times 10^{-4}$ | 3.5512 $\times 10^{-4}$ | 1.9870 $\times 10^{-5}$ | 1.7523 $\times 10^{-5}$ | 3.5917 $\times 10^{-5}$ |
| 9 | 1.5540 $\times 10^{-4}$ | 1.3412 $\times 10^{-4}$ | 2.2101 $\times 10^{-4}$ | 1.6550 $\times 10^{-5}$ | 1.2412 $\times 10^{-5}$ | 3.2070 $\times 10^{-5}$ |
| 11 | 5.1257 $\times 10^{-5}$ | 4.4234 $\times 10^{-5}$ | 4.9240 $\times 10^{-4}$ | 8.1157 $\times 10^{-6}$ | 5.3834 $\times 10^{-6}$ | 1.9251 $\times 10^{-6}$ |
| 13 | 4.673 $\times 10^{-5}$ | 2.3776 $\times 10^{-5}$ | 3.4194 $\times 10^{-5}$ | 5.6157 $\times 10^{-6}$ | 3.3746 $\times 10^{-6}$ | 9.4394 $\times 10^{-6}$ |
| 15 | 2.1459 $\times 10^{-5}$ | 1.2049 $\times 10^{-5}$ | 1.7183 $\times 10^{-5}$ | 2.1839 $\times 10^{-6}$ | 1.2083 $\times 10^{-6}$ | 3.3583 $\times 10^{-6}$ |

CPU time (Sec) 0.119610 at M = 9 0.101777 at M = 5
The first shape function is Delta Lagrange Kernel (DLK) which is defined as:

\[
U(X_i) = \sum_{j=-H}^{H} \prod_{k=-H}^{H} \left( \frac{H}{H} \frac{(X_i - X_k)}{(X_j - X_k)} \right) U(X_j),
\]

\[(i = -H, H), \quad H \geq 1 \quad (25)\]

3. \(A_{ij}^x\) and \(B_{ij}^x\) are defined for DSCDQM-DLK as:

\[
A_{ij}^x = \begin{cases} 
\frac{1}{(X_i - X_j)} \prod_{k=-H}^{H} \left( \frac{(X_i - X_k)}{(X_j - X_k)} \right), & \text{if } i \neq j \\
-\sum_{j=-H, j \neq i}^{H} A_{ij}^x, & \text{if } i = j
\end{cases}
\]

\[
B_{ij}^x = \begin{cases} 
2(A_{ij}^x - \frac{A_{ij}^x}{(X_i - X_j)}) & \text{if } i \neq j \\
-\sum_{j=-H, j \neq i}^{H} B_{ij}^x & \text{if } i = j
\end{cases}
\]

(b) Second shape function is regularized Shannon Kernel (RSK) which is presented as follows:

\[
U(X_i) = \sum_{j=-M}^{M} \sin \left( \frac{\pi (X_i - X_j)}{h_X} \right) e^{-\frac{(X_i - X_j)^2}{2\beta^2}} U(X_j),
\]

\[(i = -M, M), \quad \beta = (r \ast h_X) > 0 \quad (27)\]
The weighting coefficients $A^{x}_{ij}, B^{x}_{ij}$ for DSCDQM-RSK are written as [48–57]:

$$A^{x}_{ij} = \begin{cases} 
\frac{(x-j)^2}{(x-j)^2} & , \quad i \neq j, \quad B^{x}_{ij} \\
0 & , \quad i = j
\end{cases}$$

$$= \frac{2(x-j)^2}{(x-j)^2} e^{-h^2 x^2} , \quad i \neq j$$

where $2H + 1$ is the effective computational bandwidth, $\beta$ and $r$ are the regularizations and computational parameters.

The problem is diminished to nonlinear ordinary differential equations by the substituting from Eq. (20) into Eq. (1) as follows:

$$\frac{dU}{dt}\bigg|_{(x_i, y_j, t)} = q_{ij} [U(x_1, y_1, t), U(x_2, y_1, t), \cdots, U(x_N, y_M, t)] ,$$

where

$$q_{ij} = D \left[ \sum_{l=1}^{M} B^{x}_{ik} U(x_k, t) + \sum_{l=1}^{S} B^{x}_{jl} U(x_i, y_l, t) \right] + \eta f(U_{ij}), \quad i = (1, M), \quad j = (1, S).$$

### 3.4 Runge–Kutta Fourth Order (RK4)

To solve the nonlinear algebraic system in Eq. (30), RK4 is applied as follows [41–43]:

![Fig. 1 Comparison between Exact solutions and DSCDQM-RSK in 3-D](image1)

![Fig. 2 Absolute error at $\lambda = 1$ in 3-D for DSCDQM-DLK and DSCDQM-RSK](image2)
Update the solution using RK4 such that [41–43]:

\[
U(x_i, y_j, t_0 + \Delta t) = U(x_i, y_j, t_0) + \frac{1}{6} \left[ K_{ij}^1 + 2K_{ij}^2 + 2K_{ij}^3 + K_{ij}^4 \right], 
\]

(31)

where

\[
K_{ij}^1 = \Delta t q_{ij}(U_{ij}, t_0), 
\]

(32)

\[
K_{ij}^2 = \Delta t q_{ij} \left( U_{ij} + \frac{K_{ij}^1}{2}, t_0 + \frac{\Delta t}{2} \right), 
\]

(33)

\[
K_{ij}^3 = \Delta t q_{ij} \left( U_{ij} + \frac{K_{ij}^2}{2}, t_0 + \frac{\Delta t}{2} \right), 
\]

(34)

\[
K_{ij}^4 = \Delta t q_{ij}(U_{ij} + K_{ij}^3, t_0 + \Delta t) 
\]

(35)

where \( t_0 \) is initial value of time,

Repeat Eq. (31) until the convergence of \( u \) reaches to its maximum or minimum for the given unstable (or stable) fold.

The condition of convergence is [41–43]:

\[
\left| \frac{U_{k+1}}{U_k} \right| < 1 \quad k = 0, 1, 2... 
\]

(36)

4 Numerical Results and Discussions

In this section, the nonlinear reaction–diffusion equations are solved by new techniques based on differential quadrature method and combined with RK4. To ensure the stability, reliability and accuracy of the numerical results, they were compared with the exact solution [10, 59] and numerical ones [11, 24, 27]. As well as, in numerical experiments various statistical errors are used to prove the convergence and stability of these techniques. Four statistical errors such as absolute error, RMS, \( L_2 \), and \( L_\infty \) errors are given by [27, 40]:

Absolute Error = \( |U_{\text{numerical}}(x_i, t_k) - U_{\text{exact}}(x_i, t_k)| \) \( (37) \)
Fig. 5 The influence of $D$ and $\lambda$ on the results due to DSCDQM-RSK at $t = 1 \times 10^{-3}$, $x = 0$

Table 6 Comparison between the errors by PDQM, SDQM and other methods for NWS equation: $t = 0.1$

| Techniques | PDQM (non-uniform) | SDQM |
|------------|--------------------|------|
| M Errors  | $L_\infty$ | RMS | Performance time (Sec) | $L_\infty$ | RMS | Performance time (Sec) |
| 5          | $1.6480 \times 10^{-5}$ | $1.0144 \times 10^{-5}$ | 0.036524 | $4.2720 \times 10^{-5}$ | $2.5893 \times 10^{-5}$ | 0.028165 |
| 7          | $1.6782 \times 10^{-5}$ | $1.1508 \times 10^{-5}$ | 0.038157 | $8.8268 \times 10^{-5}$ | $4.6081 \times 10^{-5}$ | 0.030200 |
| 9          | $1.7561 \times 10^{-5}$ | $1.2225 \times 10^{-5}$ | 0.040702 | $1.5168 \times 10^{-4}$ | $6.9467 \times 10^{-5}$ | 0.031778 |
| 11         | $1.7908 \times 10^{-5}$ | $1.2657 \times 10^{-5}$ | 0.040750 | $2.3288 \times 10^{-4}$ | $9.5890 \times 10^{-5}$ | 0.034728 |
| 13         | $1.8057 \times 10^{-5}$ | $1.2941 \times 10^{-5}$ | 0.046016 | $3.3175 \times 10^{-4}$ | $1.2510 \times 10^{-4}$ | 0.036252 |
| 15         | $1.8212 \times 10^{-5}$ | $1.3158 \times 10^{-5}$ | 0.048226 | $4.4820 \times 10^{-4}$ | $1.5684 \times 10^{-4}$ | 0.037926 |

Table 7 Comparison between the RMS error by DSCDQM-DLK, DSCDQM-RSK and other techniques for NWS equation at different bandwidth ($2H + 1$), regularization parameter $\beta$, and points M: $t = 0.1$

| Methods | $2H + 1$ | RMS error $\times 10^{-4}$ |
|---------|---------|-----------------------------|
|         |         | DSCDQM-DLK | DSCDQM-RSK | $\beta = 2*hX$ | $\beta = 5*hX$ | $\beta = 7*hX$ | $\beta = 10*hX$ |
| M bandwidth |         |         |         |               |               |               |               |
| 5       | 3       | 738     | 6.9454  | 1.2971    | 0.71583     | 0.40308     |
| 7       | 3       | 5.1949  | 7.9996  | 2.9993    | 1.5631     | 0.79332     |
| 9       | 3       | 1.3389  | 12      | 2.5347    | 1.4122     | 0.78910     |

CPU time (Sec) 0.033572 at M = 7, H = 2 0.031292 s at M = 5, H = 2
### Table 8 Absolute errors of the NWS model for proposed methods at different times and positions

| Time | Methods | X | Absolute errors $\times 10^{-4}$ |
|------|---------|---|----------------------------------|
|      |         | 0.2 | 0.4 | 0.6 | 0.8 | 1 |
| 0.2  | UCBS [24] | 3.800 | 8.190 | 11.12 | 11.84 | 10.80 |
|      | TCBS [24] | 3.951 | 8.362 | 11.30 | 12.04 | 11.03 |
|      | ECBS [24] | 9.673 | 19.00 | 24.46 | 25.19 | 22.51 |
|      | I-EFD [27] | 0.366 | 0.346 | 0.278 | 0.208 | 0.149 |
|      | FI-EFD [27] | 0.364 | 0.355 | 0.298 | 0.233 | 0.173 |
|      | PDQM (non-uniform) | 0.9213 | 0.7630 | 0.6720 | 0.5013 | 0.35768 |
|      | PDQM (uniform) | 1.548 | 1.486 | 1.220 | 0.9361 | 0.68678 |
|      | SDQM | 1.546 | 1.486 | 1.220 | 0.9378 | 0.68678 |
|      | DSCDQM-DLK | 1.546 | 1.486 | 1.220865 | 0.936108 | 0.68678 |
|      | DSCDQM-RSK | 0.1237 | 0.1118 | 0.1220865 | 0.877394 | 0.6370 |
| 0.4  | UCBS [24] | 4.230 | 11.11 | 16.13 | 17.77 | 16.58 |
|      | TCBS [24] | 4.448 | 11.37 | 16.40 | 18.06 | 18.68 |
|      | ECBS [24] | 11.59 | 26.41 | 35.87 | 38.05 | 34.62 |
|      | I-EFD [27] | 0.352 | 0.367 | 0.304 | 0.231 | 0.166 |
|      | FI-EFD [27] | 0.345 | 0.376 | 0.330 | 0.266 | 0.203 |
|      | PDQM (non-uniform) | 1.432 | 1.499 | 1.266 | 0.9895 | 0.73381 |
|      | PDQM (uniform) | 1.496 | 1.585 | 1.351 | 1.062 | 0.79402 |
|      | SDQM | 1.492 | 1.585 | 1.351 | 1.062 | 0.79402 |
|      | DSCDQM-DLK | 1.496 | 1.584 | 1.351 | 1.0623 | 0.79402 |
|      | DSCDQM-RSK | 0.1195 | 0.1268 | 1.351 | 1.0623 | 0.7389797 |
| 0.6  | UCBS [24] | 2.890 | 10.08 | 15.69 | 17.89 | 17.03 |
|      | TCBS [24] | 3.111 | 10.34 | 15.96 | 18.18 | 17.34 |
|      | ECBS [24] | 8.863e | 24.44 | 35.12 | 38.38 | 35.58 |
|      | I-EFD [27] | 0.365 | 0.392 | 0.335 | 0.262 | 0.194 |
|      | FI-EFD [27] | 0.355 | 0.399 | 0.360 | 0.298 | 0.231 |
|      | PDQM (non-uniform) | 1.5040 | 1.648 | 1.456 | 1.182 | 0.90684 |
|      | PDQM (uniform) | 1.544 | 1.686 | 1.480 | 1.194 | 0.91127 |
|      | SDQM | 1.541 | 1.6865 | 1.480 | 1.194 | 0.91127 |
|      | DSCDQM-DLK | 1.541 | 1.68659 | 1.480 | 1.1942 | 0.91127 |
|      | DSCDQM-RSK | 0.1123 | 0.1348 | 1.480 | 1.1942 | 0.91127 |

### Table 9 $L_\infty$ and $L_2$ errors of NWS model at $\Delta x = 0.05$ using DSCDQM-RSK scheme, I-EFD [27] and FI-EFD [27]

| Method | $\Delta t$ | $L_\infty$ error $\times 10^{-6}$ | $L_2$ error $\times 10^{-6}$ |
|--------|------------|----------------------------------|-----------------------------|
|        | Time       | I-EFD [27] | FI-EFD [27] | DSCDQM-RSK |
|        | 10$^{-3}$  | 0.01 | 313.1 | 126.0 | 312.9 | 125.4 | 11.84 | 4438.7 |
|        | 0.1        | 0.4134 | 295.4 | 141.0 | 288.6 | 14.372 | 10.004 |
|        | 5          | 9.1 | 6.6 | 9.1 | 6.6 | 3.2818 | 2.1600 |
|        | 10         | $0.0002511$ | $0.0001830$ | $0.0002529$ | $0.0001843$ | $0.00041229$ | $0.00031411$ |
|        | 10$^{-4}$  | 0.01 | 31.7 | 12.8 | 31.7 | 12.8 | 1060.5 | 428.95 |
|        | 0.1        | 0.414 | 29.6 | 41.1 | 29.0 | 1379.7 | 992.27 |
|        | 5          | 9.1 | 6.6 | 9.1 | 6.6 | 0.31695 | 0.21520 |
|        | 10         | $0.0002495$ | $0.0001815$ | $0.0002497$ | $0.0001817$ | $0.00039772$ | $0.00028529$ |
Moreover, the efficiency of the proposed strategies is examined by computed CPU time under configuration (Intel(R) core (TM) i5-5200U CPU@2.20 GHz). All numerical computations have been done by designing the MATLAB program for each scheme.

Three models are explained in detail as follow:

### 4.1 FN Model

To validate the convergence, stability and efficiency of the solutions calculated by different techniques, the error measures are computed and compared with the exact [10] and numerical ones [11]. Numerical results obtained by four methods are presented as follow:

First, Table 1 shows the convergence between PDQM and SDQM. It is found that the computed results by SDQM are in good agreement with the exact ones at $M = 15$ and Classical DQM is unstable at a large number of nodes. Also, the values of errors $L_2 = 4.153 \times 10^{-6}$, $L_\infty = 0.0001$ and CPU time = 0.030414 s for the SDQ technique are less than the PDQ technique. Thus, the SDQ scheme is accurate than the PDQ scheme.

Second, Tables 2 and 3 explain the stability of DSCDQM-DLK and DSCDQM-RSK. The obtained results from DSCDQM-DLK are converged at $M = 7$ and $H = 2$. While

$$\text{RMS Error} = \sqrt{\frac{\sum_{i=1}^{M} (U_{\text{numerical}}(x_i, t_k) - U_{\text{exact}}(x_i, t_k))^2}{M}}$$  

(38)

$$L_2 \text{ Error} = \sqrt{\Delta x \sum_{i=1}^{M} (U_{\text{numerical}}(x_i, t_k) - U_{\text{exact}}(x_i, t_k))^2}$$  

(39)

$$L_\infty \text{ Error} = \max_{1 \leq i \leq M} |U_{\text{numerical}}(x_i, t_k) - U_{\text{exact}}(x_i, t_k)|$$  

(40)
the solutions by DSCDQM-RSK are convergence at $M = 5$, $H = 1$ and $\beta = 10^4 h_X$. It is notice that the values of errors $RSM = 3.4243 \times 10^{-5}$, $L_2 = 1.5399 \times 10^{-5}$, $L_\infty = 3.0799 \times 10^{-5}$ and CPU time $= 0.101777$ for DSCDQM-RSK is less than the DSCDQM-DLK. Also, Table 4 displays the comparative study between the proposed methods, exact solution \cite{10} and numerical results by Galerkin finite element method (GFEM) \cite{11} at $-1 \leq x \leq 1$.

From the obtained results in tables (1–4), DSCDQM based on RSK at $(2H + 1 = 3, \beta = 10^4 h_X)$ gives the accurate results better than Classical DQM, SDQM and DSCDQM-DLK at $(2H + 1 = 3)$. As well as, the results by DSCDQM-RSK agree very well with the exact solution. Further, Table 5 verifies the accuracy of all present methods by calculating RMS error and execution time at different times $(0.001 \leq t \leq 0.005)$. The best values of RMS $= 3.4243 \times 10^{-5}$ and CPU time $= 0.131777 s$ at $t = 0.001$ are achieved by the DSCDQ-RSK scheme.

In addition, Fig. 1 shows the values of $U(x,t)$ in 3D. Also, it shows DSCDQ-RSK scheme is very coinciding with the analytical solution. Figure 2 presents the calculation of absolute error of DSCDQM-DLK and DSCDQM-RSK. The value of absolute error is $\leq 10^{-4}$ for DSCDQ-RSK.

Finally, it is noted from Tables 1, 2, 3, 4 and 5 and Figs. 1 and 2 that DSCDQ-RSK is more stable, accurate, and efficient method than other ones. So, a parametric study based on DSCDQ-RSK are presented in Figs. 3, 4 and 5.

Figures 3, 4 and 5 show the influence of constant parameters $\lambda$, $c$ and diffusion parameter $D$ on the numerical results. The values of $U(x,t)$ increase with the increase of $\lambda$, and it increases exponentially which its rate is very slow. But it decreases with the diffusion coefficients $D$ increase. Then, the best value of $\lambda$ at $-1 \leq \lambda \leq 1$ which the results converge. Also, the values of $U(x,t)$ increase when increasing $c$ and the results converges at $c \geq n/2$. 

Fig. 8 Comparison between PDQM and SDQM at different grid points and white region $x_0 = 25$
4.2 NWS Model

The accuracy stability and efficiency of the present techniques, the different error measures are calculated for the NWS equation and compared with other techniques [27]. Numerical results obtained by four methods are presented as follow:

Firstly, Table 6 offers the stability and convergence of results between PDQM and SDQM. It is found that the calculated results by PDQM with Chebyshev discretization are more accurate than SDQM but CPU time in SDQM is less than PDQM. The least values of $L_{\infty}$ error $= 1.64 \times 10^{-5}$, RMS $= 1.014 \times 10^{-5}$ for PDQM and CPU time $= 0.028$ s for SDQM technique.

Second, Table 7 introduces the stability of results between DSCDQ-DLK and DSCDQ-RSK schemes for the NWS equation. The obtained results from DSCDQM-DLK are converged at $M = 7$ and $H = 2$. While the results by DSCDQM-RSK convergences at $M = 5$, $H = 2$ and $\beta = 10^3h_x$. It is observed that the values of errors RMS $= 1.7439 \times 10^{-5}$ and CPU time $= 0.031292$ s for DSCDQM-RSK are lower than those for the DSCDQM-DLK. Table 8 presents the absolute errors of different quadrature schemes, and the previous methods used for solving the NWS equation [27] at $T = 1$, $\Delta t = 1 \times 10^{-3}$ and $x = 0.2/1$. Table 9 offers $L_{\infty}$ and $L_2$ errors of DSCDQ-RSK technique, implicit exponential FD approach (I-EFD) [27], Fully Implicit Exponential FD technique (FI-EFD) [27], Extended Cubic Uniform B-Spline (ECBS) [24], Trigonometric Cubic B-Spline (TCBS) [24], and Uniform Cubic B-Spline (UCBS) [24] for NWS equation at $T = 10$, $\Delta x = 0.05$ and 2 various options of $\Delta t$.

Figure 6 shows the exact and numerical results by the DSCDQ-RSK method for the NWS model at different times and positions, $T = 5$, $\Delta t = 1 \times 10^{-3}$, $\Delta x = 0.05$. Also, Fig. 7 displays the analytical and computed results using the DSCDQ-RSK method in 3D. From these figures, it is

![Plot For Tumor Growth at time 800 days](image1)

**Fig. 9** Tumor growth using DSCDQM-DLK at different grid points and white region $x_0 = 25$

![Plot For Tumor Growth at time 100 days](image2)
Fig. 10  Tumor growth using DSCDQM-RSK at different grid points and the white region at $x_0 = 25$

Fig. 11  Comparison between tumor growth using DSCDQM-RSK ($H = 1, \beta = 24*hX$) and FDM at different grid points and the white region at $x_0 = 25$
observed that the results of the DSCDQ-RSK technique agree very well with the analytical results [59].

Finally, from Tables 6, 7, 8 and 9) and Figs. 6 and 7, it is found that the DSCDQ-RSK scheme is more stable and convergent than other methods [24, 27, 59] at different times and positions.

Furthermore, it must be mentioned that there are some problem in different applications for different length scale related to the model to enrich [60, 61] can be found in literature.

### 4.3 Prediction of TG Model

In such a problem, diffusion coefficient $D$ is defined as a piece-wise function for various regions. The value of $D$ in the white region equals to 5 $D$ in the gray zone [30] however this may differ from patient to patient. Also, $U(x,t)$ represents the tumor condensation of Glioma cells at time $t$ and position $x$. The value of the Gaussian start profile for every region $x_0$ plays an important role in the prediction of growth [30]. So, the manner of the development of tumor condensation in terms of the speed of tumor cells for various values $x_0$ are studied by different quadrature techniques. The obtained results of tumor growth were changed due to variation of $x_0$.
Cell concentration of tumor growth at $x_0 = 18$ due to DSCDQM-RSK from grey region to white region as shown in Figs. 10, 11, 12, 13, 14, 15 and 16.

To verify the accuracy, convergence, and efficiency of the different quadrature results, the calculated solutions are compared with FDM [30].

Numerical results obtained by four methods are presented as follow:

Firstly, Figs. 8, 9, 10 and 11 show the convergence of the proposed numerical methods. It is observed that the width of position tumor decreases and, tumor growth decreases with the increasing number of grid points ($M$). The maximum value for tumor growth is at $x_0 = 25$. The behavior of the graph is smooth curvy at a larger number of grid points. The regularization effect is investigated as shown in Fig. 10. Also, the regularization parameter ($\beta$) is inversely proportional to the cell concentration of the tumor.

From these Figs. (8, 9, 10 and 11), it is observed that the calculated results by DSCDQM-RSK are compatible with FDM at $M = 85$, $H = 1$, $\beta = 24^*hX$ and CPU time = 0.406322 s.

Secondly, the results computed by other proposed techniques are unstable at a larger number of grid points ($M$). And therefore, the DSCDQ-RSK scheme is the best technique used for this problem.

Finally, Figs. 12, 13, 14, 15 and 16 explain the tumor growth prediction through 800 days and the maximum of growth that the tissue can carry at the different initial positions of the tumor ($x_0 = 25$, $x_0 = 3$, $x_0 = 18$, $x_0 = 47$, $x_0 = 30$ cm). Also, it is significant that the influence of $x_0$ is
Fig. 14 Cell concentration of tumor growth at $x_0 = 47$ due to DSCDQM-RSK

(a) 3-D plot for Tumour Growth at each moment

(b) Tumour Growth at time $t = T$ (800 days)

5 Conclusions

This paper investigates four strategies to solve three models of reaction–diffusion problems. Firstly, PDQM with uniform and Chebyshev discretization is utilized. After that, SDQM, DSCDQM-DLK, and DSCDQM-RSK are applied. Then, the problem is reduced to nonlinear ordinary differential equations. So, RK4 method is employed to complete the solution. A MATLAB code is designed for solving three test examples. These techniques are matched with the exact and other numerical results. In addition, a parametric analysis...
is presented to examine the influence of diffusion and reaction parameters on the solutions. The most important points obtained from the results are:

- Numerical results by PDQM are unstable oscillatory results as much as grid steps > 11 and other strategies overcame the instability disadvantages arising with PDQM.
- DSCDQM-RSK is more stable, accurate, and efficient method to solve nonlinear reaction–diffusion equations than other techniques where:
  - For FN equation the error reaches to $\leq 10^{-6}$, $\text{RMS} \leq 3.4243 \times 10^{-5}$, $L_2 \leq 1.53 \times 10^{-5}$ and $L_{\infty} \leq 3.07 \times 10^{-5}$ at $M = 5$, $H = 1$, $\beta = 10 \times h_x$ and CPU time $= 0.101777$ s.
  - For NWS equation the error reaches to $\leq 10^{-6}$, $\text{RMS} \leq 1.7439 \times 10^{-5}$ at $M = 5$, $H = 2$, $\beta = 10 \times h_x$ and CPU time $= 0.031292$ s.
  - For TG prediction equations the error reaches to $\leq 10^{-6}$ $M = 85$, $H = 1$, $\beta = 24 \times h_x$ and CPU time $= 0.406322$ s.
  - Values of $U(x,t)$ increase by increasing the value of $\lambda$ and it decreases with the diffusion coefficients $D$ increase.
  - Values of $U(x,t)$ increase when increasing $c$.
  - It is noticed that the start location of a tumor is highly substantial to foretell the growth. And therefore, we can
Finally, we present methods that are applied for the first time for this type of problem and have proven their efficiency and accuracy compared to the existing results. These techniques can be applied to multivariant martensitic phase transformations between austenite and martensite and twinning between two martensite models [60]. We hope in the next research, we can use these methods to solve other types of complex problems.

Fig. 16 Cell concentration of tumor growth at $x_0 = 30$ due to DSCDQM-RSK

![Surface Plot For Tumor Growth](image)

(a) 3-D plot for Tumour Growth at each moment

![Plot For Tumor Growth at time t = T (800 days)](image)

(b) Tumour Growth at time $t = T$ (800 days)
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