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Abstract: Now-a-days with growing technology and well connected network the parents and students are evaluating all the information before choosing the right institution. Moreover, there are very few institutions in India who are giving quality inputs and striving to inculcate the learning skills amongst students. With such scenario, the choice of college made by the students and parents are influenced by certain factors like location, adequate infrastructure, sports quota, and much more. Parents and Students in suburban areas have certain expectations about the choice of college. The present article identifies the best key factors that have gained more importance among the parents and students in Kancheepuram district in Tamil Nadu. The dataset taken in the study constitutes of 400 respondents. This paper proposes the Decision tree pruning method to extract the optimal factors that influence the college admissions in suburban areas. Attribute selection measures using Greedy and Ranker method is implemented to prune the decision tree.
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I. INTRODUCTION

Suburban areas are large residential which surrounds main cities, and urban areas refer to core areas of cities. Suburbs consist mostly of single-family housing far from the city. The lifestyle of people living in suburbs is invariably different from that of the city. So, the expectations of the people vary in all aspects, as in case of housing, education, employment and finance. With such geographical environment, education in suburban areas always has its own demand. An individual learns and gains knowledge only in an educational framework. Nowadays higher education is an important sector for the growth and development of human resource which can take responsibility for economical, social and scientific development of the country [2]. So, colleges in suburban areas have the responsibility to fulfill the requirement of the students living in that area. There are many factors that are expected by the students while choosing the college. Different opinion amongst the parents and students make each factor to carry different priorities in making the choice of college. Priority of students differs with that of their parents. Listing those factors and identifying the factors that are influential in choosing the college is crux of this research. Data mining techniques are used to study the difference in the characteristics between rural and urban students. This kind of problem is quite universal. Present method used WEKA, the open source program for all the computations carried out and the results shown are in the format of WEKA. Literature surveys reveal different factors for different kind of problem.

Kinzie et.al has identified that many factors plays an important part in a student’s decision-making process, which includes location near to home, majors offered, costs, help of financial assistance or scholarships offered, selectivity, environment, and parental influence [3]. Shiao-Chuan Kung in his survey of 380 records identified 11 factors which plays significant role in the decision making process [7]. Moore, E. J. et.al have studied economic factors influencing educational attainment and aspirations of farm youth from both rural and urban [4].

Mutekwe et.al studied on career choices and identified that different factors plays significant part on female students in selecting high schools in Zimbabwe [5]. Dubey Pushkar in his finding has identified key factors that contribute to the student’s decision in selecting an engineering college in the Odisha[1]. Shamnnot studied Jordanian students and defined the role of the marketing factors influencing the choice of a private university. The most important factor affected the students choice of the university was the financial costs, and the least factor was the parent’s pressure. It was found that males give more attention to the cost than females [6]. The author [8] in her previous study identified about the factors that influence admissions in college according to the parent’s and student’s perspective views. The author[8] used decision tree to identify the common factors that decided the choice of college among the parents and students.

Now, this article shapes down the research more particular by pruning the decision tree that was developed by the author in her previous study [8]. Attribute selection measures using Greedy and Ranker method is implemented to prune the decision tree. Section 2 describes the data collection method and dataset that will be used for research. Section 3 describes the methodology to identify the best factors. Section 4 interprets the results and discusses the factors that are influential in admissions. Section 5 concludes with future scope of the research.

II. DATASET AND DESCRIPTION

The same dataset that was collected by the author in previous study [8] was used for this research. Survey research method was used to collect the data. Set of different questions related to the students and parents view in choosing the college was framed. Those questions were circulated to the students and parents of suburban areas to know their choice in selection of college. The factors like look of college, goodwill, location of the college, extension of studies, self-finance or government, infrastructure, relationship, placement, favourite course,
alumni, gender, career development, sports, hostel, safety, surrounding of campus were decided as the features of the dataset. 400 instances were collected in and around from Kancheepuram district from both students and parents. The questions with description and option that can be selected are given in Table I.

### Table I. Survey Questions with Descriptions

| Sr. No | Question | Factors related to questions |
|--------|----------|-------------------------------|
| 1      | Selection of college based on location | Location |
| 2      | Selection of college based on government or self-finance | Type |
| 3      | Selection of college based on favourite course | Favourite course |
| 4      | Selection of college based on infrastructure | Infrastructure |
| 5      | Selection of college based on look of college | Look of college |
| 6      | Selection of college based on goodwill | Goodwill |
| 7      | Selection of college based on alumni | Alumni |
| 8      | Selection of college based on placement | Placement |
| 9      | Selection of college based on gender | Gender |
| 10     | Selection of college based on sports | Sports |
| 11     | Selection of college based on hostel | Hostel |
| 12     | Selection of college based on extension of studies | Extension of studies |
| 13     | Selection of college based on career development | Career development |
| 14     | Selection of college based on safety | Safety |
| 15     | Selection of college based on surrounding of campus | Surrounding of campus |

The dataset created had the factors as features or attributes or columns. Each record of the dataset is differentiated by the last column which gives the information as whether the recorded response is from the parent’s view or student’s view. Thus the dataset contained 400 instances with 16 features.

### III. METHODOLOGY

Data mining [10] is the process of analyzing data from large data sets on different perspectives and extract meaningful and useful information that can be used to acquire insight into the data. Data mining [9] is used today in diversified applications by researchers and educational institutions for gaining knowledge. In the case of educational institutions and researchers working on problems related to education, they concentrate on the performance analysis of the students with reference to a particular aspect or develop a model that would help the institutions for better performance.

As mentioned earlier, the method is used to prune the decision tree using attribute selection measure. An attribute selection measure is a kind of best search method which selects the best splitting criterion in a given data partition, D, of class-labeled training tuples into individual classes. Attribute measures are also known as “best splitting criterion” because they determine how the tuples at a given node are to be split[11][12]. This paper uses two types of attribute selection measure namely the Greedy method and the Ranker method. This section describes three popular attribute selection measures-attributes subset selection (Greedy method), information gain and gain ratio (Ranker method).

#### A. Attribute Subset Selection

Attribute subset selection reduces the data set size by removing irrelevant or redundant attributes (or dimensions). The attribute subset selection method determines minimal set of attributes so that the resulting probability distribution of the data classes is as close as possible to the original distribution obtained using all attributes[11][12]. For n attributes, there are $2^n$ possible subsets. An exhaustive search for the optimal subset of attributes can be prohibitively expensive, especially as n and the number of data classes increase [11] [12]. The “best” attributes are found using a statistical test for significance that assumes the attributes are independent of one another. “These methods are greedy in nature while estimating an optimal solution. Mining on a reduced set of attributes has an additional benefit where based on the discovered patterns, the method reduces the number of features to make the patterns easier to understand. From the dataset, the best optimal attributes are selected and the Decision tree has been pruned which is shown in the Table II and in the Figure 1.

### Table II. Selection of Factors using Attribute Subset method

| Sr. No | Best Attribute Subset |
|--------|-----------------------|
| 1      | Location              |
| 2      | Type                  |
| 3      | Infrastructure        |
| 4      | Good will             |
| 5      | Alumni                |
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The factors are identified as location, goodwill, type, alumni and infrastructure.

### Table III. Factors Selected using Ranking Value Based on Information Gain

| Sr. No | Best Attribute Subset |
|--------|-----------------------|
| 1      | Location              |
| 2      | Type                  |
| 4      | Good will             |
| 5      | Alumni                |
B. Information Gain

Information gain is defined as a ranking method of attribute selection measure that is based on information theory, which studied the value or “information content” of Data [11][12]. The node N represents the tuples of partition D and the attribute with the highest information gain is chosen as the splitting attribute for node N [11][12]. This attribute minimizes the information that is needed to classify the instances which is in the resulting partitions and reflects the least randomness or “impurity” in these partitions [11][12]. This kind of approach minimizes the expected number of tests needed to classify a given instance and guarantees that a simple tree is found. The expected information [11][12] needed to classify an instance in D is given by

\[ \text{Info}(D) = \sum_{i=1}^{m} p_i \log_2(p_i) \]  

(1)

where \( p_i \) is the probability that an arbitrary instance in D belongs to class \( C_i \) and is estimated by \( |C_i,D|/|D| \). A log function to the base 2 is used, because the information is encoded in bits. Info(D) is just the average amount of information needed to identify the class label of an instance in D. The information is based on the proportions of instances of each class. Info(D) is also known as the entropy of D[11][12].

This amount of purity for the Attribute (A) is measured by

\[ \text{Info}_A(D) = \sum_{j=1}^{p} \frac{|p_j|}{|p|} \times \text{Info}(D) \]  

(2)

The term \( |D_j|/|D| \) is the weight of the \( j^{th} \) partition. Info_A(D) is the expected information to classify a tuple from D based on the partitioning by A. The smaller the expected information required, the greater the purity of the partitions [11][12].

Information gain [11][12] is defined as the difference between the original information requirements

\[ \text{Gain}(A) = \text{Info}(D) - \text{Info}_A(D). \]  

(3)

Hence the ranking of each attribute represents in the Table III and the tree has pruned based on the entropy value greater than 0.05 which is shown in the Figure 2.

| Sr. No. | Entropy Value | Attribute Name       | Sr. No. | Entropy Value | Attribute Name       |
|---------|---------------|----------------------|---------|---------------|----------------------|
| 1.      | 0.41056       | Type                 | 9.      | 0.02184       | Career development   |
| 2.      | 0.19517       | Alumni               | 10.     | 0.0191        | goodwill             |
| 3.      | 0.13845       | Infrastructure       | 11.     | 0.09019       | Favourite course     |
| 4.      | 0.08958       | Sports               | 12.     | 0.00812       | Safety               |
| 5.      | 0.08814       | Extension of studies | 13.     | 0.007         | Surrounding of campus|
| 6.      | 0.06946       | Hostel facilities    | 14.     | 0.00492       | Gender               |
| 7.      | 0.04395       | Location             | 15.     | 0.00412       | placement            |
| 8.      | 0.03133       | Look of college      |         |               |                      |

C. Gain Ratio

Gain Ratio is another ranking method which is used for best attribute selection. It applies a kind of normalization to information gain using a “split information” value defined as

\[ \text{SplitInfo}_A(D) = -\sum_{j=1}^{p} \frac{|p_j|}{|p|} \times \log_2 \left( \frac{|p_j|}{|p|} \right) \]  

(4)

Split Information value represents the potential information generated by splitting the training data set D, into v partitions, corresponding to the v outcomes of a test on attribute A. For each outcome, it is noted that the method considers the number of tuples having that outcome with
respect to the total number of tuples in D. Based on the same partitioning, information gain measures the information with respect to classification that is acquired [11][12]. The gain ratio is defined as
\[
\text{GainRatio}(A) = \frac{\text{Gain}(A)}{\text{SplitInfo}(A)} \tag{5}
\]

The attribute with the maximum gain ratio is selected as the splitting attribute which is shown in Table IV and the tree has pruned based on the gain ratio value greater than 0.05 and shown in the Figure 3.

\[
\begin{align*}
\text{Sr. No.} & \quad \text{Entropy Value} & \text{Attribute Name} \\
1. & 0.43592 & \text{Type} \\
2. & 0.20501 & \text{Alumni} \\
3. & 0.18912 & \text{Infrastructure} \\
4. & 0.09258 & \text{Extension of studies} \\
5. & 0.09045 & \text{Sports} \\
6. & 0.07229 & \text{Goodwill} \\
7. & 0.0695 & \text{Hostel facilities} \\
8. & 0.0564 & \text{Location}
\end{align*}
\]

The factors identified in Gain ratio method are type, alumni, infrastructure, hostel facilities, sports and extension of studies.

IV. INTERPRETATION OF RESULTS AND DISCUSSION

The problem addressed in this research is to identify the factors that influence the college admissions in sub-urban areas. The previous findings of the author [8] identified the factors as Alumni, Infrastructure, Hostel, Sports and Look of college. The key factors that were identified in this paper using the greedy method and the ranker method are compared with the previous study and are tabulated in Table V. From Table V it is ascertained that the optimal key factors that influence the college admissions in sub-urban areas are Type, Alumni, Infrastructure, Hostel and Sports.

\[
\begin{array}{|c|c|}
\hline
\text{Method} & \text{Factors} \\
\hline
\text{Greedy method – Attribute subset selection} & \text{Location, Goodwill, Type, Alumni, Infrastructure} \\
\hline
\text{Ranker method – Information Gain} & \text{Type, Alumni, Infrastructure, Hostel, sports, extension of studies} \\
\hline
\text{Ranker method- Gain Ratio} & \text{Type, Alumni, Infrastructure, Hostel, sports, extension of studies.} \\
\hline
\text{Decision tree [8]} & \text{Alumni, Infrastructure, Hostel, Sports, Look of college} \\
\hline
\end{array}
\]

V. CONCLUSION AND FUTURE WORK

The study was implemented for the data that was collected within the sub urban areas. The data consisted of both parents and students view in the choice of college and using different decision tree pruning, the factors were identified as Type, Alumni, Infrastructure, Hostel and Sports. The model implemented in this paper is easy to be read and understood. This model can give the interesting information about the admissions in suburban area and provides guidance to students to make the decision. The study can be enhanced in future by collecting data from the city area and compared with that of this sub-urban area.
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