Research and Design of Theme Image Crawler Based on Difference Hash Algorithm
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Abstract. For the problem of high repetition rate of image resources collected by general theme crawler, a theme image crawler system is designed to reduce image similarity. The main contents of the design include the main function modules of the crawler, the workflow of the system and the implementation method of the key modules. The difference hash algorithm is used to solve the problem of image similarity effectively. Combined with Web text cosine correlation algorithm and link PageRank algorithm, the paper comprehensively evaluates the relevance between Web resources and topics. The experimental results show that the subject image crawler can effectively reduce the similarity of the collected images and improve the efficiency of crawler image resources acquisition.

1. Introduction
In recent years, in the research of theme web crawler, it mainly focuses on the analysis of the relationship between keyword information and the importance of web links. Based on the analysis of quantitative data such as the similarity between text content or links and keywords and the number of links, a web crawler model is established to crawl related topic web pages. However, with the development of the Internet era, the dissemination of information on the network has gradually developed from the traditional simple text dissemination to the direction of multimedia resources dissemination. Among them, information dissemination represented by pictures has become one of the key contents. However, because the Internet is a massive, heterogeneous, dynamic and loosely managed structure, resulting in a large number of identical or similar pictures on the network. This results in a large number of identical or similar images when crawlers are used to collect picture information on the Internet, resulting in a waste of resources. Therefore, how to design a reasonable theme picture web crawler has become a research content.

The main difference between topic image crawler and general topic web crawler is that the focus of general topic crawler is to analyze the text information of web pages. It only uses pictures as a download resource without considering the analysis and utilization of pictures. Baidu, Sogou and other search engines focus on the corresponding logo search of words and pictures. They search the web pages by keywords, and cache the image resources contained in the web pages, instead of deleting the pages without image resources, which results in a large number of identical or similar images in the image search. In the study of image similarity, it mainly focuses on the off-line analysis of images. The corresponding perception model is established by extracting the specific perception information such as the change of gray gradient value, the change of pixel value from spatial domain to temporal
domain, and the change of gray average value. Based on the vector data of the bit eigenvalue model, the correlation of the data is measured, and the image similarity is deduced. Because of its simplicity, rapidity and high accuracy, the difference hashing algorithm is widely used in applications with high time requirement for similarity detection. Therefore, by using image difference hash similarity comparison algorithm and text keyword correlation analysis method, we design a theme web crawler for pictures to achieve efficient and accurate theme web image crawling.

2. Theme image crawler architecture

Theme image crawler is mainly composed of three dynamic libraries and five processing modules. Keyword list repository stores keywords related to topics set manually in advance. The URL queue libraries to be retrieved are used to store useful link addresses in web pages that are dynamically crawled for analysis. The image hash value library is used to store valid pictures, their difference hash values and text information downloaded by the crawler, and is stored in the form of a dictionary. In the dynamic processing module, the initial URL seed queue is used to store the list of first crawled Web pages that are manually selected. The web page acquisition module retrieves the address from the initial seed queue or the URL queue library to be retrieved, and returns the HTML web page data by requesting the relevant URL address. Web page cleaning module mainly uses regular expressions to analyze the acquired HTML pages, extract valid labels and corresponding text information, as well as the image information of Web pages. Text correlation analysis module mainly completes the calculation of data similarity between the cleaned HTML information and keyword list database. The image similarity analysis module mainly completes the similarity calculation between the image in the web page containing the image after cleaning and the hash value library that has been downloaded. Web page comprehensive correlation evaluation module mainly completes the fusion and quantitative calculation of text correlation analysis and image similarity analysis data, and stores the relevant data into the image hash value database and the URL queue database to be retrieved based on the results. The crawler frame of the specific theme picture is shown in Figure 1.

3. Workflow of theme image crawler

The main work flow of this crawler system is shown in Figure 2. The system first obtains the web page URL address with crawl from the URL queue, and then determines whether the stop condition is satisfied. If not, the HTML page number string that receives the response from the request is used. By extracting the regular expression data of HTML page strings, the valid text data and picture data of the page are obtained. To determine whether the page contains pictures or not, if there are no pictures, use
TF-IDF model to calculate the cosine correlation of text keywords. If there are pictures, the difference hash algorithm is used to calculate the similarity of pictures on the basis of cosine correlation. Combining text correlation and image similarity, the hybrid correlation of web pages is calculated. If the mixed correlation is greater than the threshold, the image resources of the page are stored, the page links are analyzed, and URLs are added to the queue library. If the similarity is less than the threshold, only the URL analysis is performed and the URL queue library data is added. The crawler repeatedly retrieves the address from the URL queue library for analysis until it stops working under certain conditions.

4. Key technologies of theme image crawler

In the design of theme image crawler, the key technologies are image similarity calculation and text keyword correlation calculation, as well as the calculation method of comprehensive page similarity based on this. The efficiency and stability of the crawler can only be guaranteed by constructing a reasonable and efficient similarity technique.

4.1. Computation of difference Hash value similarity for Web page picture

Computing the difference hash similarity of the image is mainly based on the change of color gradient between adjacent pixels in the image, which is processed by binary serialization to generate the corresponding hash value string. The similarity between the two pictures is based on the Hamming distance of the difference hash value string corresponding to the picture. The smaller the Hamming distance, the more similar the two pictures are. Finding the similarity between two pictures mainly includes the following steps.

(1) Reduction of picture standardization

Because the image downloaded by the crawler has different resolution, if only the original image is used for calculation, it will produce different bits of hash value, which is not conducive to the calculation of Hamming distance. Moreover, the calculation takes too many resources and takes too long. It is not conducive to the efficient operation of reptiles. Therefore, first of all, the image is standardized to reduce to \( h \) row, \( l \) column, that is, the new image is \( P = h \times l \) pixels. To generate a 64 bit difference hash, reduce the image to 8*8 size.

(2) Grayscale image

Since there are three \( RGB \) channels in the color picture, and each color channel has a range of \([0,255]\), the gray value of each pixel can be calculated according to formula (1).

\[
d_{\text{Gray}}(i,j) = k_1 \cdot R(i,j) + k_2 \cdot G(i,j) + k_3 \cdot B(i,j)
\]

\[
1 = k_1 + k_2 + k_3
\]

In the above formula, \( i \) and \( j \) represent the horizontal and vertical coordinate values of each pixel. \( R(i,j) \), \( G(i,j) \), \( B(i,j) \) are the color channel values of each pixel \((i,j)\). The \( k_1 \), \( k_2 \) and \( k_3 \) are the weight values of each color in the gray level, and their sum is \( I \). Typical values are 0.299, 0.587 and 0.144.

(3) Calculating the difference between adjacent nodes

Since the image has been gray standardized, each pixel \( x(i,j) \) has only one gray value \( \text{Gray}(i,j) \), a picture can be represented by a data vector \( G = (g_1, g_2, g_3, ..., g_n) \). Among them, \( g_k \) represents the gray value of \( x(i,j) \) of the pixels. The range of \( k \) is \( k \in [0, 1] \). The \( n = h \times l \) is the total number of pixels after image reduction. According to the following formula (2), the gray value difference of each pixel \( g_k \) is calculated.

\[
d(k) = \begin{cases} 
1 & \quad g_k - g_k + 1 >= 0 \\
0 & \quad g_k - g_k + 1 < 0 \\
\frac{g_k}{k} & \quad (k + 1) < h \times l \\
0 & \quad (k + 1) >= h \times l 
\end{cases}
\]

\[
g_k = \begin{cases} 
1 & \quad k = (i - 1) \times l + j \\
0 & \quad k = (i - 1) \times l + j
\end{cases}
\]
The $d(k)$ in the formula represents the trend of gray level contrast between the pixel $x(i,j)$ and its adjacent nodes. The gray level decreases to 1, and the gray level increases to 0. The $h$ and $l$ represent the number of rows and columns of the picture, respectively. After calculation, a new difference hash binary data vector $D = (d_1, d_2, d_3, ..., d_n)$ is obtained.

4) Similarity value meter

According to formula (2), a difference hash binary data vector $D_k = (d_1, d_2, d_3, ..., d_n)$ is calculated for each picture. The comparison of similarity between the two pictures is expressed by Hamming distance. The cumulative Hamming distance of the two pictures is calculated by summing up the Hamming distance. The smaller the cumulative Hamming distance is, the more similar the two pictures are. The similarity of two pictures is expressed by decimal numbers, and the calculation formula is shown in formula (3).

$$p(m,n) = \frac{h \times i - \sum_{k=1}^{h \times i} w_k}{h \times i}$$

The $p(m,n)$ denotes the similarity between two pictures, ranging from $0 \leq p(m,n) \leq 1$. The larger the value, the more similar it is. The $w_k$ is the distance between $m$ and $n$ difference hash binary data vectors of two pictures at k position. If the value $d_k$ is the same, the distance is 0 and the distance is different, then the distance is 1.

Through the analysis of the image similarity calculation method based on difference hash value, we can see that this method can extract the trend similarity of the gray level change of each image, but has nothing to do with the specific gray value, so it can effectively deal with the color change of the image comparison collected in the network. At the same time, because of the standardized reduction of the image in the initial processing of the image, it can also effectively deal with the image comparison with different resolutions collected in the network. The disadvantage of this method is that, because the difference hash value is calculated according to the position of adjacent nodes, the Hamming distance increases greatly and the image contrast similarity decreases when the image rotation or screenshot changes greatly. Through a large number of experimental data analysis, in this case, the difference hash binary data vector has similar binary number combination, but not in the same location. Therefore, the distance between Ming and Han Dynasty can be calculated by cyclic moving difference hash binary data vector, and the maximum value can be taken as the final similarity calculation, so as to improve the accuracy of image similarity.

4.2. Computation of cosine coherence degree of page text

Firstly, the weight value $W = (w_1, w_2, w_3, ..., w_n)$ of the $n$ keywords in the keyword vector space is designed according to the empirical value. Then, using TF-IDF algorithm, the weight value $T = (t_1, t_2, t_3, ..., t_n)$ of Web text in keyword vector space is calculated according to formula (4).

$$t_i = \frac{\text{count}_i \times \lg \left( \frac{N}{\text{df}_i} \right)}{\sum_{k=1}^{n} \text{count}_k}$$

In the above formula, the $\text{count}_i$ denotes the number of occurrences of word $i$ in the text of a web page. The word frequency value TF is obtained by dividing the number of occurrences of word $i$ in the text by the total number of word segmentation in all web pages. In the formula, $n$ is the sum of all the analysis pages and $\text{df}_i$ is the number of articles with word $i$. Reverse file frequency IDF is obtained by calculating the logarithm of two data quotients. By multiplying the TF and IDF values, the weight of word $i$ in the keyword space vector is obtained.

According to the keyword vector key weight value $W = (w_1, w_2, w_3, ..., w_n)$ and the web text, the keyword weight value $T = (t_1, t_2, t_3, ..., t_n)$ is calculated. The cosine value of the vector angle between the
two vectors in the keyword tool can be calculated to get the correlation between the web text and the keywords. The calculation is shown in formula (5).

\[ p_k = \cos(\theta) = \frac{\sum_{i=1}^{n} (w_i \times t_i)}{\sqrt{\sum_{i=1}^{n} (w_i)^2} \times \sqrt{\sum_{i=1}^{n} (t_i)^2}} \]  

(5)

In the formula, \( p_k \) denotes the correlation between the \( k \) page and the subject keywords in the web page set \( P=[p_1, p_2, p_3, \ldots, p_m] \). The range of \( p_k \) is \( p_k \in [0, 1] \), and the larger the value, the higher the relevance of the web page text.

4.3. Page comprehensive relevance calculation

Because this crawler system collects thematic pictures, it is necessary to make a comprehensive evaluation of the text information and image similarity of the web pages. Web pages with the same text content or page pictures or similarities are deleted, so as to avoid duplicate collection of resource content and improve the quality of collected data. The comprehensive evaluation calculation adopted is shown in formula (6).

\[ P_{mix} = w_1 \times P_k + w_2 \times P_{(m, n)} \]

\[ 1 = w_1 + w_2 \]

(6)

In the formula, \( w_1 \) and \( w_2 \) are the weight values of text correlation and image similarity. The more similar the pictures are, the higher the similarity of the web resources will be, thus reducing the value of the comprehensive relevance of the pages. On the contrary, there is no correlation between pictures. The more relevant the text is, the more valuable the image resources are.

4.4. Evaluation and computation of external link URLs of Web pages

This crawler adopts a breadth search strategy, so in the process of crawler expansion, it is necessary to update the URL queue value continuously. The PageRank algorithm is used to calculate the value of the URL for the link addresses contained in the page. When the value is greater than a specific threshold, it is added to the URL queue, waiting for the crawler to collect web resources. Formula (7) is used to evaluate URLs.

\[ PR_u = (1-a) + a \sum_{v \in N_u} \frac{PR_v}{N_v} \]

(7)

The \( PR_v \) in the formula represents the \( PR \) value of page \( v \), and there is a link to page \( u \) in page \( v \). The \( N_u \) represents the sum of all links in page \( v \). \( a \) denotes the sum of quality of the URL pages it joins. The higher the correlation, the higher the \( PR \) value of the pages connected. At the same time, the number of links out of the page is inversely proportional to the \( PR \) value of the links in the page. The larger the number of links out, the smaller the contribution to the \( PR \) value of the links in the page.

5. Experimental results and analysis

Based on the above methods, the experiment of crawler data acquisition was carried out with the theme of "disaster". At the same time, compared with the general topic crawler without image similarity comparison algorithm, it collects and compares the image resources. Figure 3 shows a comparison of the time spent by two reptiles crawling different numbers of pictures. Figure 4 shows a comparison of similar images crawled from the same number of images.
Analysis of Figure 3 shows that under the same conditions, the use time of picture theme crawler and general theme crawler increases, especially with the increase of the number of pictures, the use time is also increasing. This is due to the delay of image similarity comparison. With the increase of comparison library, the time of each comparison is increasing. Analysis of Figure 4 shows that the number of repeated pictures in the picture theme crawler is significantly lower than that in the general theme crawler. But there are still some similar pictures, because some pictures are processed by rotation, alteration or irregular interception, which results in the reduction of similarity. Comprehensive analysis shows that the subject image crawler of this system can obtain higher non-repetitive subject picture resources at the expense of relatively less time.

6. Summary
Subject image crawler based on difference hashing algorithm can effectively improve the collection rate of non-similar images and improve the accuracy of image search. However, in terms of image similarity processing time, the speed of image comparison decreases with the increase of image database. We can improve the similarity comparison algorithm by adding a suitable fast search algorithm. Therefore, further improving the speed of image comparison is the main work to be done in the next step.
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