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Abstract

We derive a new special-relativistic version of Smooth Particle Hydrodynamics
(SPH) from the Lagrangian of an ideal fluid. The new formulation accounts for
the terms that stem from non-constant smoothing lengths, in SPH usually called
"grad-h terms". To handle shocks a refined artificial viscosity scheme is applied.
The performance of this new equation set is explored in a variety of benchmark
tests and the results of the new formulation are compared against an earlier special-
relativistic SPH version. The new approach generally yields excellent results. As
expected from a Lagrangian method, it performs extremely well in supersonic ad-
vection tests, but also for strong relativistic shocks, usually considered a particular
challenge for SPH, the method yields convincing results. It is, for example, able to
handle Lorentz-factors as large as $\gamma = 50 000$ in the so-called wall shock test.
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1 Introduction

Special-relativistic hydrodynamics has important applications in the fields of
heavy ion collisions and in astrophysics. Astrophysical examples include jets
from Active Galactic Nuclei [6], pulsar winds [15] or gamma-ray bursts [35]
and often involve Lorentz factors substantially in excess of $\gamma = 10$. Analytical
solutions are only known for a small set of specific problems, for most relevant
cases numerical approaches are required. A robust special-relativistic scheme
can be directly applied to problems of the above type and, in addition, it can
serve as an essential ingredient of a general-relativistic code, a tool that opens
up the possibility to tackle a whole new class of interesting astrophysical ques-
tions.
In recent years, grid-based methods for special-relativistic hydrodynamics have
seen a huge leap forward, and by now many highly accurate Eulerian schemes exist, see [26] for a review. Most of these schemes are fine-tuned to solve 1D relativistic shock problems without oscillations and with sharp discontinuities. For many astrophysical problems, however, further capabilities such as the accurate advection of smooth flow features are required. In particular, for some of the future applications that we have in mind a purely Lagrangian method possesses distinct advantages and that is why we focus in this paper on a refined special-relativistic formulation of the Smooth Particle Hydrodynamics (SPH) method.

SPH is a Lagrangian, purely mesh-free particle method. Since its first formulations in an astrophysical context [20,16] SPH has undergone a slew of technical improvements and it has found its way into many other branches of computationally oriented areas of science. For reviews of the method see [4,27,30,37]. Being entirely Lagrangian, the method has obvious advantages in advection problems, on the other hand, strong shocks have traditionally posed serious challenges. Our aim is to devise a special-relativistic SPH formulation that, at least at decent resolution, yields accurate shock-results while keeping the other benefits of a Lagrangian scheme. This formulation is intended to become the condensation nucleus for a future, fixed-metric implementation of general relativistic SPH.

The paper is organized as follows. In Section 2 we derive an SPH form of the special-relativistic equations of an ideal fluid that includes corrective terms from gradients of the SPH smoothing kernel with respect to the resolution length. In Section 3 we investigate the performance of the new equation set in a number of special-relativistic benchmark tests. Section 4 summarizes the main results.

2 Special-relativistic SPH with grad-h terms

In the SPH discretization process, derivatives are expressed as sums over particle properties, weighted with the gradient of a smoothing kernel whose width is determined by the so-called smoothing length. If symmetrized appropriately, the SPH-discretized fluid equations conserve mass, energy, linear and angular momentum by construction. In early SPH formulations the derivatives of the kernel functions with respect to the smoothing length were assumed to vanish. In practice, however, the smoothing lengths were still evolved to ensure a local adaptivity of the method and this inconsistency lead to a violation of the conservation properties. How severe this violation is in practice, depends on the considered problem [41,36,38]. This deficiency was first addressed by [33] and, more recently, by [41] and [27] who derived the SPH equations from a discretized fluid Lagrangian. The latter two formulations result in multiplicative correction terms, the so-called “grad-h terms”. The SPH method has
also been applied to relativistic problems [17,21,22,18,7,40], but none of these approaches included grad-h terms. Here we follow the approach of [31] and derive the special-relativistic SPH equations from a variational principle, but we also account for the kernel derivatives with respect to the smoothing length. For the flat-space metric tensor, $\eta_{\mu\nu}$, we use the signature (-,+,+,+), Latin indices run over (1,2,3), Greek ones run from 0 to 3 with the zero component being time. We apply the Einstein sum convention and use $c=1$ unless otherwise noted. With these conventions the four-velocity, $U^\mu = dx^\mu/d\tau$ is normalized to $U_\mu U^\mu = -1$.

2.1 The Lagrangian

The Lagrangian of a perfect fluid can be written as [14]

$$L_{pf, st} = - \int T_{\mu\nu} U^\mu U^\nu dV,$$

(1)

where

$$T_{\mu\nu} = (n[1 + u(n, s)] + P)U^\mu U^\nu + P\eta_{\mu\nu},$$

(2)

denotes the energy momentum tensor, $n$ is the baryon number density in the local fluid rest frame, $u$ is the thermal energy per baryon, $s$ the specific entropy and $P$ the pressure. All these quantities are measured in the local rest frame of each fluid element, energies are measured in units of the baryon rest mass energy, $m_0c^2$. By using the normalization of the four-velocity, the Lagrangian simplifies to

$$L_{pf, st} = - \int n(1 + u) dV.$$

(3)

In the general case, a fluid element moves with respect to the frame in which the computations are performed (“computing frame”, CF). Therefore, the baryon number density in the CF, $N$, is related to the local fluid rest frame via a Lorentz contraction

$$N = \gamma n,$$

(4)

where $\gamma$ is the Lorentz factor of the fluid element as measured in the CF. The simulation volume in the CF can be subdivided into volume elements such

---

1 The appropriate mass $m_0$ obviously depends on the ratio of neutrons to protons, i.e. on the nuclear composition of the considered fluid.
that each element \( b \) contains \( \nu_b \) baryons

\[ \Delta V_b = \frac{\nu_b}{N_b}. \]  

These volume elements are used in the SPH discretization process to approximate a quantity \( f \) given at a set of discrete points ("particles") labelled by \( b \):

\[ f(\vec{r}) = \sum_b f_b \frac{\nu_b}{N_b} W(|\vec{r} - \vec{r}_b|, h), \]  

where our notation does not distinguish between the approximated values (the \( f \) on the LHS) and the values at the particle positions (\( f_b \) on the RHS). The quantity \( h \) is the smoothing length that characterizes the width of the smoothing kernel \( W \), for which we use a cubic spline kernel [27,30]. The discretization prescription, Eq. (6), yields for the baryon number density in the computing frame:

\[ N(\vec{r}) = \sum_b \nu_b W(|\vec{r} - \vec{r}_b|, h). \]  

This equation takes over the role of the usual density summation of non-relativistic SPH, \( \rho(\vec{r}) = \sum_b m_b W(|\vec{r} - \vec{r}_b|, h) \). Since we keep the baryon numbers associated with each SPH particle, \( \nu_b \), fix, there is no need to evolve a continuity equation and baryon number is conserved by construction. If desired, the continuity equation can be solved though, see e.g. [7]. The discretized fluid Lagrangian reads

\[ L_{SPH, sr} = -\sum_b \nu_b m_b [1 + u(n_b, s_b)], \]  

or, by use of Eq. (4)

\[ L_{SPH, sr} = -\sum_b \gamma_b [1 + u(n_b, s_b)]. \]  

2.2 The momentum equation

The momentum evolution of a particle \( a \) follows from the Euler-Lagrange equations

\[ \frac{d}{dt} \frac{\partial L_{SPH, sr}}{\partial \vec{v}_a} - \frac{\partial L_{SPH, sr}}{\partial \vec{v}_a} = 0. \]  

4
In calculating the baryon number density of particle, \( b \), we use \( b \)'s own smoothing length
\[
N_b = \sum_k \nu_k W(|\vec{r}_b - \vec{r}_k|, h_b)
\]  
and adapt the smoothing length according to
\[
h_b = \eta N_b^{-1/D},
\]
where \( \eta \) is a suitably chosen numerical constant, usually in the range between 1.3 and 1.5, and \( D \) is the number of spatial dimensions. Hence, similar to the non-relativistic case [41,29], the density and the smoothing length mutually depend on each other and an iteration is required to obtain a self-consistent solution for both. The density gradient with respect to particle position \( a \) is given by
\[
\nabla_a N_b = \sum_k \nu_k \left( \frac{\partial W_{bk}(h_b)}{\partial r_{bk}} \frac{\partial r_{bk}}{\partial r_a} + \frac{\partial W_{bk}(h_b)}{\partial h_b} \frac{\partial h_b}{\partial N_b} \frac{\partial N_b}{\partial r_a} \right)
\]
\[
= \frac{1}{\tilde{\Omega}_b} \sum_k \nu_k \nabla_b W_{bk}(h_b)(\delta_{ba} - \delta_{ka}),
\]
where the “grad-h” correction factor
\[
\tilde{\Omega}_b \equiv 1 - \frac{\partial h_b}{\partial N_b} \sum_k \frac{\partial W_{bk}(h_b)}{\partial h_b}
\]
was introduced. Similarly, the time derivative becomes
\[
\frac{dN_a}{dt} = \sum_b \nu_b \left( \frac{\partial W_{ab}(h_a)}{\partial r_{ab}} \frac{dr_{ab}}{dt} + \frac{\partial W_{ab}(h_a)}{\partial h_a} \frac{dh_a}{dt} \frac{dN_a}{dt} \right)
\]
\[
= \frac{1}{\tilde{\Omega}_a} \sum_b \nu_b \vec{v}_{ab} \nabla_a W_{ab}(h_a).
\]
The canonical momentum is given by
\[
\vec{p}_a = \frac{\partial L_{\text{SPH,SR}}}{\partial \vec{v}_a} = -\sum_b \nu_b \frac{\partial}{\partial \vec{v}_a} \left( 1 + \frac{u(n_b, s_b)}{\gamma_b} \right) = \nu_a \gamma_a \vec{v}_a \left( 1 + u_a + \frac{P_a}{n_a} \right)
\]
where we have used the first law of thermodynamics,
\[
\left( \frac{\partial u_b}{\partial n_b} \right)_s = \frac{P_b}{n_b^2}
\]
and the relation between the baryon number densities in the different frames, Eq. (4). The last term in brackets on the RHS of Eq. (16) is the enthalpy per baryon. We numerically evolve the relativistic canonical momentum per baryon,

$$\vec{S}_a \equiv \gamma_a \vec{v}_a \left( 1 + u_a + \frac{P_a}{n_a} \right).$$

(18)

To find its evolution equation $\partial L/\partial \vec{r}_a$ needs to be calculated. By once more using the chain rule, the first law of thermodynamics, Eq. (17), Eq. (4), Eq. (13) and $\nabla_b W_{ba} = -\nabla_a W_{ab}$, which follows from the choice of a radial kernel, $W(\vec{r}) = W(|\vec{r}|)$, one finds

$$\frac{\partial L_{\text{SPH, sr}}}{\partial \vec{r}_a} = -\sum_b \nu_b \frac{\partial u_a}{\gamma_b \partial \vec{r}_b} = -\sum_b \nu_b \frac{P_b}{\gamma_b n_b^2} \nabla_a N_b$$

$$= -\nu_a \sum_b \nu_b \left( \frac{P_a}{N_a^2 \Omega_a} \nabla_a W_{ab}(h_a) + \frac{P_b}{N_b^2 \Omega_b} \nabla_a W_{ab}(h_b) \right),$$

(19)

so that the special-relativistic momentum equation reads

$$\frac{dS_a^r}{dt} = -\sum_b \nu_b \left( \frac{P_a}{N_a^2 \Omega_a} \nabla_a W_{ab}(h_a) + \frac{P_b}{N_b^2 \Omega_b} \nabla_a W_{ab}(h_b) \right).$$

(20)

2.3 The energy equation

We use the canonical energy to identify a suitable energy variable

$$E \equiv \sum_a \frac{\partial L}{\partial \vec{v}_a} \cdot \vec{v}_a - L = \sum_a \nu_a \left( \vec{v}_a \cdot \vec{S}_a + 1 + u_a \frac{\gamma_a}{\gamma_a} \right),$$

(21)

which can be transformed into

$$E = \sum_a \nu_a \left[ \gamma_a \left( 1 + u_a + \frac{P_a}{n_a} \right) - \frac{P_a}{N_a} \right].$$

(22)

As numerical energy variable we choose the canonical energy per baryon

$$\epsilon_a \equiv \gamma_a \left( 1 + u_a + \frac{P_a}{n_a} \right) - \frac{P_a}{N_a} = \vec{v}_a \cdot \vec{S}_a + \frac{1 + u_a}{\gamma_a}.$$
By using Eq. (4) once more one finds
\[
\frac{d}{dt} \left( \frac{1 + u_a}{\gamma_a} \right) = \frac{P_a}{N_a^2} \frac{dN_a}{dt} - S_a \cdot \frac{d\vec{v}_a}{dt}
\]  
(24)
and therefore
\[
\frac{d\epsilon_a}{dt} = \frac{d}{dt} \left\{ \vec{v}_a \cdot S_a + \frac{1 + u_a}{\gamma_a} \right\} = \vec{v}_a \cdot \frac{dS_a}{dt} + \frac{P_a}{N_a^2} \frac{dN_a}{dt}.
\]  
(25)
By inserting Eqs. (15) and (20) into (25), the energy equation becomes
\[
\frac{d\epsilon_a}{dt} = -\sum_b \nu_b \left( \frac{P_a\tilde{v}_b}{N_a^{2\Omega_a}} \cdot \nabla_a W_{ab}(h_a) + \frac{P_b\tilde{v}_a}{N_b^{2\Omega_b}} \cdot \nabla_a W_{ab}(h_b) \right),
\]  
(26)
similar to the non-relativistic case when the "thermokinetic energy" \( \frac{1}{2}v^2 + u \) is evolved, e.g. [30].

2.4 Artificial dissipation

Usually artificial viscosity is used in SPH to handle shocks. Guided by the successes of relativistic Riemann solvers [24], Monaghan has constructed a new form of artificial viscosity terms [28]. The idea is not to implement Riemann solvers into SPH, but instead to devise a robust shock treatment scheme that does not require the restriction to an ideal gas and that avoids the explicit solution of the Riemann problem.

2.4.1 The form of the dissipative terms

The dissipative terms used in this work are similar to the suggestion of Chow and Monaghan [7]
\[
\left( \frac{dS_a}{dt} \right)_{\text{diss}} = -\sum_b \nu_b \Pi_{ab} \nabla_a W_{ab} \quad \text{with} \quad \Pi_{ab} = -\frac{Kv_{\text{sig}}}{N_{ab}} (\tilde{S}_a^* - \tilde{S}_b^*) \cdot \hat{e}_{ab}
\]  
(27)
and
\[
\left( \frac{d\epsilon_a}{dt} \right)_{\text{diss}} = -\sum_b \nu_b \Omega_{ab} \nabla_a W_{ab} \quad \text{with} \quad \Omega_{ab} = -\frac{Kv_{\text{sig}}}{N_{ab}} (\epsilon_a^* - \epsilon_b^*) \hat{e}_{ab}.
\]  
(28)
Here $K$ is a numerical constant of order unity, $v_{\text{sig}}$ an appropriately chosen signal velocity, see below, $\bar{N}_{ab} = (N_a + N_b)/2$, and

$$\hat{e}_{ab} = \frac{\vec{r}_a - \vec{r}_b}{|\vec{r}_a - \vec{r}_b|} \quad (29)$$

is the unit vector pointing from particle $b$ to particle $a$. For the symmetrized kernel gradient we use

$$\nabla_a W_{ab} = \frac{1}{2} [\nabla_a W_{ab}(h_a) + \nabla_a W_{ab}(h_b)]. \quad (30)$$

Note that in [7] $\nabla_a W_{ab}(h_{ab})$ was used instead of $\nabla_a W_{ab}$, in practice we find the differences between the two symmetrizations negligible. The stars at the variables in Eqs. (27) and (28) indicate that the projected Lorentz factors

$$\gamma^*_k = \frac{1}{\sqrt{1 - (\vec{v}_k \cdot \hat{e}_{ab})^2}} \quad (31)$$

are used instead of the normal Lorentz factor in Eq. (18) and (23). This projection onto the line connecting particle $a$ and $b$ has been chosen to guarantee that the viscous dissipation is positive definite [7].

2.4.2 Signal velocity

The signal velocity that enters the artificial dissipation terms is an estimate for the speed of approach of a signal sent from particle $a$ to particle $b$. The idea is to have a physically sound estimate that does not require much computational effort. In [28,7] the numerical solution of test problems was found to be rather insensitive to the exact form of $v_{\text{sig}}$. For our formulation, we use

$$v_{\text{sig,ab}} = \max(\alpha_a, \alpha_b), \quad (32)$$

where

$$\alpha_k^\pm = \max(0, \pm \lambda_k^\pm) \quad (33)$$

with $\lambda_k^\pm$ being the extreme local eigenvalues of the Euler equations

$$\lambda_k^\pm = \frac{v_k \pm c_s, k}{1 \pm v_k c_s, k} \quad (34)$$
and $c_{s,k}$ being the relativistic sound velocity of particle $k$. These 1D estimates can be generalized to higher spatial dimensions [26]. The results are not particularly sensitive to the exact form of the signal velocity, but in experiments we find that Eq. (32) yields somewhat crisper shock fronts and less smeared contact discontinuities (for the same value of $K$) than the suggestions of [7].

### 2.4.3 Controlling the amount of dissipation

The ultimate aim of artificial dissipative terms is to make “discontinuities” numerically treatable by smoothing them over a few resolution lengths. Away from the locations where they are required, such terms should be ineffective, or, ideally, they should be absent. To achieve this we follow the idea of time-dependent dissipation parameters [32]. Instead of a constant dissipation parameter $K$ in Eqs. (27) and (28) we use time-dependent values $K = \min(K_{\text{max}}, K(t))$, where $K(t) = 0.5[K_a(t) + K_b(t)]$ and each particle’s parameter is evolved according to

$$\frac{dK_k}{dt} = S_k - \frac{K_k(t) - K_{\text{min}}}{\tau_k}.$$  \hfill (35)

The particle’s source term $S_k$ leads to a rise of $K$, if $S_k$ is negligible, $K$ decays to a minimum value, $K_{\text{min}}$ on a time scale $\tau_k$. For the decay time we choose

$$\tau_a = \frac{\chi h_{a}}{\min_b(v_{\text{sig,ab}})},$$ \hfill (36)

where $\chi$ is a numerical parameter. The source term, $S_k$, should trigger on regions where artificial dissipation is desirable, namely near the shock front and near the contact discontinuity. To achieve this, we choose two different source terms. The first,

$$S_{k,s} = \frac{1}{N_k} \max \left( 0, \frac{dN_k}{dt} \right),$$ \hfill (37)

triggers on compression to detect shocks, the second,

$$S_{k,cd} = \kappa \left| \frac{d^2(u_k \gamma_k)}{dx^2} \right| \frac{h_k}{\min_b(v_{\text{sig,bb}})},$$ \hfill (38)

triggers on second derivatives of the internal energy (as measured in the CF) which are calculated as in [5]. The final source term used reads

$$S_k = \max(S_{k,s}, S_{k,cd}).$$ \hfill (39)
This source term has performed well in the presented tests, but other choices are certainly possible and there may be room for improvement. The numerical parameters, $K_{\text{max}}$, $K_{\text{min}}$, $\chi$ and $\kappa$, could be tuned to reach optimal results for each test. This, however, is only possible if an exact solution is known and instead of such a fine tuning approach we search a set of parameters that can robustly reproduce the known results. Unless otherwise noted, we use $K_{\text{max}} = 0.5$, $K_{\text{min}} = 0.01$, $\chi = 5$ and $\kappa = 10$. This value of $K_{\text{max}}$ was also used in [7] and therefore allows for a fair comparison with their results.

2.5 Conversion between primitive and numerical variables

At the end of a time step the physical quantities $\gamma$, $u$, $n$ and $v$ need to be calculated from the updated numerical quantities $N$, $\vec{S}$ and $\epsilon$. We follow the strategies of earlier special-relativistic approaches [25,28]: all variables in the (polytropic) equation of state
\begin{equation}
P = (\Gamma - 1)nu
\end{equation}
are expressed as a function of the updated numerical variables and the pressure itself. The resulting equation is solved numerically for the new pressure which is subsequently used to recover the physical variables. From Eq. (18) and (23) one finds
\begin{equation}
\vec{v} = \frac{\vec{S}}{\epsilon + P/N}
\end{equation}
and thus
\begin{equation}
\gamma = \frac{1}{\sqrt{1 - S^2/(\epsilon + P/N)^2}}
\end{equation}
Using Eq. (41) and Eq. (4) one can express the specific energy as
\begin{equation}
u = \frac{\epsilon}{\gamma} + \frac{P}{\gamma N (1 - \gamma^2)} - 1.
\end{equation}
With aid of Eqs. (4) and (43) Eq. (40) can be solved for the new pressure $P$ that corresponds to the new values of the integrated numerical variables. Once $P$ is known, the Lorentz factor can be calculated from Eq. (42), the specific energy from Eq. (43) and the velocity from Eq. (41).
3 Reference formulation

The performance of the new equation set is compared to the formulation of [7] which produces the best shock test results of all published SPH formulations that we are aware of.²

\begin{align}
N_a &= \sum_b \nu_b W_{ab}(h_{ab}) \\
\frac{d\tilde{S}_a}{dt} &= -\sum_b \nu_b \left( \frac{P_a}{N_a^2} + \frac{P_b}{N_b^2} + \Pi_{ab,CM} \right) \nabla_a W_{ab}(h_{ab}) \\
\frac{d\epsilon_a}{dt} &= -\sum_b \nu_b \left( \frac{P_a \bar{v}_b}{N_a^2} + \frac{P_b \bar{v}_a}{N_b^2} + \Omega_{ab,CM} \right) \cdot \nabla_a W_{ab}(h_{ab}),
\end{align}

where \( h_{ab} = (h_a + h_b)/2 \) and

\begin{align}
\Pi_{ab,CM} &= \frac{K v_{\text{sig}}(\tilde{S}_a^* - \tilde{S}_b^*)}{N_{ab}} \cdot \hat{e}_{ab} \quad \text{and} \quad \Omega_{ab,CM} = \frac{K v_{\text{sig}}(\epsilon_a^* - \epsilon_b^*)}{N_{ab}} \hat{e}_{ab},
\end{align}

where they use a fixed value \( K = 0.5 \). For the following comparisons we use their first suggestion for the signal velocity

\[ v_{\text{sig,CM}} = \frac{c_a + |v_{ab}^*|}{1 + c_a |v_{ab}^*|} + \frac{c_b + |v_{ab}^*|}{1 + c_b |v_{ab}^*|} + |v_{ab}^*|, \quad \text{where} \quad v_{ab}^* = -\bar{v}_{ab} \cdot \hat{e}_{ab}, \]

their suggested alternative yields very similar results [7].

4 Numerical results

We use equal mass particles in our tests, so that the density information is encoded in the particle separation. Consistent with SPH’s property of smoothing discontinuities over \( \sim 3 \) smoothing lengths, we approximate discontinuities in the initial conditions of a function \( f \) via Fermi-functions

\[ f(x) = \frac{f_L - f_R}{1 + \exp\left(\frac{x - x_S}{\Delta x}\right)} + f_R, \]

where \( f_L \) and \( f_R \) are the values to the left and right of the discontinuity located at \( x_S \) and \( \Delta x \) is the characteristic transition length. We typically use

² Note that [7] obtain the density from integration, but the difference is negligible.
the average of the left and right interparticle separation for $\Delta x$.

The equations are integrated with a third-order Runge-Kutta-Fehlberg method, energy and momentum are conserved to about one part in $10^{14}$. Unless otherwise noted, about 3000 particles are shown and a polytropic equation of state with an adiabatic exponent specific to each test is used.

4.1 Test 1: mildly relativistic shock tube

![Fig. 1. Mildly relativistic shock tube [26] at t= 0.35: velocity (in units of the speed of light; upper left), thermal energy (upper right), pressure (lower left) and computing frame number density (lower right). The SPH solution is shown as black circles, the exact solution as the red line.](image)

This mildly relativistic shock tube ($\gamma_{\text{max}} \approx 1.4$) has become a widespread benchmark for relativistic hydrodynamics codes [25,7,39,8,26]. It uses a polytropic exponent of $\Gamma = 5/3$, vanishing initial velocities everywhere, the left state has a pressure $P_L = 40/3$ and a density $N_L = 10$, while the right state is prepared with $P_R = 10^{-6}$ and $N_R = 1$.

The SPH result (circles, at $t= 0.35$) agrees excellently with the exact solution (solid line), see Fig. 1. Only the contact discontinuity at $x \approx 0.25$ is somewhat smeared out. A striking difference to earlier SPH results [18,40] is the absence of any spike in $u$ and $P$ at the contact discontinuity. This is a result of both the resolvable, initial discontinuity and, more importantly, of the form of the
dissipative terms, Eqs. (27) and (28).
To explore the dependence of the results on the various new elements we perform the following low-resolution (400 particles between -0.3 and 0.3) runs:
i) use the new equation set, ii) the reference equation set of Chow and Monaghan [7] iii) the new equation set, but $\Omega = 1$ to explore the importance of the "grad-h"-terms and iv) the new equation set, but $K = K_{\text{max}} = 0.5$ to explore the effect of the time-dependent viscosity parameters. The results are displayed in Fig. 2. All numerical parameters have exactly the same values in all cases. Generally we find a good agreement between the different equation sets. For a comparison we show the density $N$ since the shock-compressed shell is difficult to capture and therefore shows the strongest deviations from the exact solution. The "grad-h" terms improve the left edge of the rarefaction

Fig. 2. Comparison of three different equation sets (at very low resolution): the equation set of this paper (red), the equations of this paper, but $\Omega_a$ set to unity, and the equation set of Chow & Monaghan (1997).

fan and increase the density peak in the shock-compressed shell (solid blue vs. dashed green). The time-dependent viscosity parameters are substantially reduced behind the shock which further enhances this tendency (solid blue vs. dot-dashed maroon). The main difference between the suggested and the reference equation set seem to come from the use of the different signal velocity, the grad-h terms are only a minor improvement.
4.2 Test 2: strong blast

The following test with initial conditions \((\rho, v, P)^L = (1, 0, 1000)\) and \((\rho, v, P)^R = (1, 0, 0.01)\) is a more relativistic variant of a shock tube and was first considered by [34]. It poses a severe challenge since relativistic effects compress the post-shock state into a very thin and dense shell. The fluid in the shell moves at a velocity of \(v = 0.96\) which corresponds to a Lorentz factor of \(\gamma_{\text{shell}} = 3.6\), the shock front moves with a velocity of 0.986, i.e. \(\gamma_{\text{shock}} = 6.0\). This test has become a standard benchmark for relativistic schemes [34,11,24,23,25,13,43,7,10,8,3,26]. Overall, the numerical solution (shown at \(t=0.16\)) agrees well with the exact one, see Fig. 3. In particular, the intermediate states in velocity and pressure are well-captured. However, this difficult test is a severe challenge and the numerical solution is not free of deficiencies. Somewhat large smearing in the internal energy occurs at \(x \approx 0.15\), this is a result of using the maximum local eigenvalues rather than a proper spectral decomposition. Also, the numerical peak density value exceeds the exact one and the shock moves at a slightly too large velocity, effects that decrease with increasing numerical resolution. In comparison to [7] both these artifacts are substantially reduced, but nev-

Fig. 3. Strong blast [26]: velocity (in units of the speed of light; upper left), thermal energy (upper right), pressure (lower left) and computing frame number density (lower right). The SPH solution is shown as black circles, the exact solution as the red line.
ertheless still present.
We again perform a set of test runs (400 particles between -0.5 and 0.5): i) use the new suggested equation set, ii) the reference equation set of Chow and Monaghan [7] iii) the new suggested equation set, but Ω = 1 to explore the importance of the “grad-h”-terms and iv) the new equation set, but $K = K_{\text{max}} = 0.5$ to explore the effect of the time-dependent viscosity parameters. The results are displayed in Fig. 4 together with a zoom-in from the calculation shown in Fig. 3. At the given resolution, the new formulation

![Graph showing comparison between different formulations](image)

Fig. 4. Comparison between different formulations: exact solution (solid, red), zoom-in on the result of the calculation shown in Fig. 3 (circles), the suggested, new formulation (solid, blue), new formulation, but Ω = 1 (dashed, green), new formulation, but $K = K_{\text{max}} = 0.5$ (dot-dashed, maroon) and the original formulation [7] (solid, black).

(blue) performs best, but the differences between either keeping the dissipation constant (dot-dashed line) or setting Ω = 1 (dashed, green) are small. All of them show a substantially higher peak density value and a significantly smaller shock-velocity excess than the reference formulation. This comparison suggests that the main difference comes again from using a different prescription for the signal velocity, the other modifications are negligible in comparison. The “grad-h”-terms slightly reduce the shock front velocity, but also lead to small overshoots (near $x \approx -0.15$ and 0.15) which are absent in the Ω = 1 case.
4.3 Test 3: sinusoidally perturbed shock tube

Following [9], we explore a shock tube test whose initial right density state is sinusoidally perturbed:

\[(N, v, P)^L = (5, 0, 50) \quad \text{and} \quad (N, v, P)^R = (2 + 0.3 \sin(50x), 0, 5). \quad (50)\]

The main goal of this experiment is to test the ability to transport smooth structures across discontinuities. For this relatively mild shock only a moderate amount of dissipation is required, we use \(K_{\max} = 0.2\). The numerical result at \(t = 0.35\) is displayed in Fig. 5 together with the exact solutions of unperturbed shock tubes, once with a right hand side density value of 2.3 (dashed red line) and once with 1.7 (solid red line). Note the slightly larger shock speed in the latter case \((\gamma_{1, 7} \approx 1.151 \text{ vs. } \gamma_{2, 3} \approx 1.149)\). The numerical solution accurately reaches the correct levels of the limiting solutions in the shocked shell.

We perform the following test runs (400 particles between 0 and 1): i) the new equation set, ii) the reference equation set of Chow and Monaghan [7] iii) the

![Fig. 5. Shock tube test where a relativistic shock propagates into a sinusoidally perturbed medium [9]. The SPH solution is shown as black circles, the red lines indicate the exact solutions for unperturbed right hand side densities of 1.7 (solid) and 2.3 (dashed).](image)
new equation set, but $\Omega = 1$ and iv) the new equation set, but $K = K_{\text{max}}$. For a fair comparison with [7] we use $K_{\text{max}} = 0.5$ in the tests. All of the variants could be substantially improved by using a lower value of $K_{\text{max}}$. A zoom-in into the shocked shell is shown in Fig. 6 for all used variants. The conclusions are similar to the previous tests: the effects of the “grad-h-terms” are visible, but small, the effects of the time-dependent viscosity parameters (blue vs. maroon) and most importantly the different signal velocity (new vs. reference formulation) are substantially more important. These tendencies are found in all tests, we therefore only show the results from the new equation set in the subsequent numerical experiments.

Fig. 6. Perturbed shock tube test, comparison of the different effects at low resolution: new formulation (solid, blue), new formulation, but $\Omega = 1$ (dashed, green), new formulation, but $K = K_{\text{max}} = 0.5$ (dot-dashed, maroon) and the original formulation [7] (solid, black).

4.4 Test 4: Ultra-relativistic wall shock

In this test cold gas moves relativistically towards a wall. Upon hitting the wall a shock front forms that travels upstream against the inflowing gas leaving behind a hot and dense post-shock region with zero velocity. In the ultra-relativistic limit ($v \to 1$) the shock travels at $v_{\text{shock}} = -(\Gamma - 1)$, i.e. $v_{\text{shock}} =$
1/3 for the polytropic exponent $\Gamma = 4/3$ that we use in this test. The post-shock values of density, pressure and specific energy are $N_p = \Gamma/(\Gamma - 1)N_i$, $P_p = \gamma\Gamma N_i$, $u_p = \gamma$, where $N_i$ is the initial density.

We model the reflecting wall as “ghost” particles streaming with opposite velocity from the right towards the wall located at $x = 1$. For this extremely strong shock we use $K_{\text{max}} = 1$. For the initial gas velocity we use a value as high as $v = 0.9999999998$ corresponding to a Lorentz factor of 50 000! We further use $N_i = 1$ and a specific energy of $u_i = 10^{-5}$. The results of the numerical calculation (1000 particles) at $t=1$ are shown together with the ultra-relativistic limit values in Fig. 7. The agreement between the numerical

Fig. 7. Ultra-relativistic wall shock test: an ultra-relativistic, cold fluid with $(N, v, u) = (1, 0.9999999998, 10^{-5})$ moves towards a reflecting wall at $x=1$. Note that the initial velocity corresponds to a Lorentz factor as large as $\gamma = 50000$. The SPH result is shown as black circles, the exact result in the ultra-relativistic limit as red lines.

and the exact result is excellent, only the density and the specific energy show minor deviations from the exact solution (maximum error in density 1.2 %, in specific energy 1.1%) as a result of so-called “wall-heating” [34] near the boundary at $x=1$. 
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4.5 Test 5: Relativistic advection of a sine wave

In this test we explore the ability to accurately advect a smooth density pattern. We choose a sine wave that propagates towards the right through a periodic box. Since this test does not involve shocks, we switch off the artificial dissipation terms. We use 500 aequidistantly placed SPH particles in the interval $[0,1]$, enforce periodic boundary conditions and use a polytropic equation of state with $\Gamma = 4/3$. We impose a computing frame number density $N(x) = N_0 + \frac{1}{2} \sin(2\pi x)$, a constant velocity $v_0 = 0.997$ corresponding to a Lorentz factor $\gamma \approx 12.92$ and we instantiate a constant pressure corresponding to $P_0 = (\Gamma - 1)n_0 u_0$, where $n_0 = N_0/\gamma$, $N_0 = 1$ and $u_0 = 1$. The specific energies of the particles are chosen so that each particle has the same pressure $P_0$.

The advection of this relativistic sine wave is essentially perfect, see Fig. 8: the result after as many as 100 box crossings (circles) is indistinguishable from the initial setup (red line), neither wave amplitude nor phase have been noticeably affected during the evolution.

Fig. 8. Advection of a relativistically moving sine wave (Lorentz factor $\gamma \approx 12.92$) across a periodic box: the initial condition of the computing frame number density, $N$, is shown as solid, red line, the result after as many as 100 box crossings is overplotted as circles.
4.6 Test 6: Relativistic advection of a square wave

In this test we advect a square wave through the interval \([0,1]\), again using periodic boundaries. Due to the involved steep flanks this problem is substantially more challenging than the previous one. We represent our box-shaped number density profile, \(N(x)\), numerically as the sum of two Fermi-functions transiting from a lower state \(N_{\text{low}}\) at \(x_1\) to a higher state, \(N_{\text{high}}\), and back to the lower state at \(x_2\):

\[
N(x) = N_{\text{low}} + (N_{\text{high}} - N_{\text{low}}) \left\{ \frac{1}{1 + \exp\left(\frac{x-x_2}{\Delta x}\right)} - \frac{1}{1 + \exp\left(\frac{x-x_1}{\Delta x}\right)} \right\}, \tag{51}
\]

where \(\Delta x\) sets the length scale on which the transitions occur. For the numerical experiments, we use \(N_{\text{low}} = 1.0\), \(N_{\text{high}} = 1.1\) and \(\Delta x\) is set to twice the particle spacing in the low density region. We use equal mass particles in this test, constant pressure throughout the box is instantiated as in the sine wave problem above and we impose again a constant initial velocity of \(v_0 = 0.997\).

The results are displayed in Fig. 9: the black circles show the initial number density profile, the results after 5 and 10 box crossings are shown as red circles and blue triangles, respectively. Overall the results of this challenging test agree very well with the initial state, but after 10 box crossings the flanks have slightly softened, and the low density state close to the flanks has been slightly increased.

4.7 Test 7: Evolution of a relativistic simple wave

Here we present results of a challenging test that involves relativistic simple waves and is rarely shown in the literature.

Relativistic simple waves \([42,12,19,2,1]\) are characterized by the spatial and temporal constancy of two of the three Riemann invariants for one dimensional fluid flows. The three Riemann invariants are the specific entropy, \(s\), and the quantities

\[
J_x = \ln(\gamma + U) \pm \int \frac{c_s}{\rho} d\rho, \tag{52}
\]

where \(c_s\) is the sound speed and \(U\) the x-component of the four velocity. Simple waves propagating to the right/left are characterized by the constancy of \(s\) and \(J_-/J_+\). In this test, a purely compressive initial sine pulse is set up that propagates into a static, uniform medium. According to the results of \([2]\), the initial velocity pulse will steepen while maintaining its peak velocity until it evolves into a relativistic strong shock with Mach number 2.65. From
thereon, the wave will dissipate and continuously decrease in velocity and in the contrasts of density and internal energy (as measured with respect to the initial unperturbed state).

Our setup and parameter choice closely follows [2]. We use the equation of state of a radiation-dominated fluid, \( p = k(s)\rho^{4/3} \). The initial state consists of an unperturbed fluid state denoted by subscript 0 with an overlaid "velocity pulse". Like in [2], we choose the sound velocity in the unperturbed state as \( c_0 = 0.3 \) and display normalized, dimensionless quantities. For the initial (local rest frame) density we choose \( n_0 = 1 \) and we use the length of our initial velocity pulse, \( l_0 = 100 \), as characteristic length scale. The normalized quantities are denoted with a \( \hat{\cdot} \)-symbol: \( \hat{\mu} = \mu/\langle n_0 l_0 \rangle \), where \( \mu \) is the mass coordinate, \( \hat{n} = n/n_0 \), \( \hat{u} = u/u_0 \), \( \hat{s} = s/s_0 \), \( \hat{P} = P/P_0 \) and \( \hat{t} = t/l_0 \). We proceed in the following steps:

- choose a sinusoidal velocity profile with a maximum \( v_{\text{max}} = 0.7 \) as a function of \( \hat{\mu} \). The width of the pulse in normalized mass coordinates is \( \mu_0 = \pi \). To keep the pulse sufficiently far away from the (fixed) boundaries particles (at \( \hat{\mu} = 0 \) and 13), we choose \( \mu_{\text{peak}} = 3 \) as mass coordinate of the velocity

Fig. 9. Advection of a relativistically moving square wave (Lorentz factor \( \gamma \approx 12.92 \)) across a periodic box: the initial condition of the computing frame number density, \( N \), is shown as black circles, the result after 5 box crossing times (red circles) and 10 box crossing times (blue triangles) are overplotted.
maximum. For the ease of comparison, we plot the results with a constant 
*μ*-offset so that our initial setup (black curves in Fig. 10), coincides with
the initial conditions of [2], see their Figure 5.

- Once \( v \) is known, we calculate the sound velocity [19,2] as a function of \( \mu \)

\[
c_s = \frac{\sqrt{3} (1+v)^{\frac{1}{2}}}{1-\sqrt{3}} \left( \frac{1}{1+\frac{v}{1-c_s}} \right)^{\frac{1}{2}} - 1
\]

(53)

- and from this the specific energy and rest frame number density

\[
u = \frac{9 c_s^2}{4(1-3c_s^2)} \quad \text{and} \quad n = n_0 \left( \frac{u}{u_0} \right)^3.
\]

(54)

- Finally, the computing frame baryon number density, \( N = \gamma n \), is calculated which, in turn, allows to assign positions and baryon numbers.

We display in Fig. 10 \( v, \delta n/n_0 = \hat{n} - 1, \delta u/u_0 = \hat{u} - 1 \) and \( \delta s/s_0 = \hat{s} - 1 \), where the axis limits and output times are chosen as in Fig. 5 of [2]. The specific entropy is nowhere used in our SPH formulation, but can be post-processed for the chosen equation of state as \( \hat{s} = \hat{P}^{\frac{3}{4}} \hat{n}^{-1} \).

Generally, we find very good agreement with the results of [2]. The initial sine-pulse continuously steepens while keeping its maximum velocity constant (to within about 2%) until a relativistic shock forms (at \( \hat{t} \approx 1 \)), see Fig. 10 upper left. Note in particular that the positions of the shock fronts agree excellently with those found in [2]. The wave subsequently dissipates, thereby producing a double peak structure in the density contrast (at \( \hat{t} = 1.09 \), upper right) with the dip coinciding with the peak in the entropy (lower right) and the steep flank at \( \hat{\mu} = 3.5 \) in the specific energy (lower left). The entropy shows a small, spurious overshoot at the leading edge which is the result dividing \( \hat{P}^{\frac{3}{4}} \) and \( \hat{n} \) at the shock front, but apart from this, the agreement with [2] is very good. We only find minor differences. Our simulations are less dissipative, the second density peak, for example, still exceeds the leading one at \( \hat{t} = 1.09 \) and is still visible at 7.40 while by the same time it has vanished in [2]. Moreover, our specific energy at \( \hat{t} = 1.09 \) shows a clear plateau behind the shock while theirs is a very smooth peak (which may just be the result of lower resolution), and our entropy peak (at \( \hat{\mu} \approx 3.75 \)) is slightly smaller than theirs (\( \delta s/s_0 = 0.61 \) vs. \( \approx 0.67 \)).

5 Summary

We have derived a new set of special-relativistic SPH equations from a variational principle. This work differs from [31] in that it includes also the special-
Fig. 10. Evolution of a relativistic simple wave: starting from a velocity sine pulse propagating to the right into a uniform medium, a shock forms that subsequently dissipates the wave. Shown are the velocity (upper left), and the contrasts in (rest frame) density (upper right), specific energy (lower left) and entropy (lower right).

relativistic “grad-h” terms that account for derivatives of the smoothing kernels with respect to the resolution lengths. We have used an artificial viscosity prescription that is inspired by analogy to Riemann solvers, similar to the one suggested in [28]. We have introduced a new form for the signal velocity and we restrict the effect of the artificial viscosity to regions where it is required. This is achieved via time-dependent viscosity parameters which are obtained by solving an additional differential equation similar to the non-relativistic approach suggested by [32].

We have carefully tested this new approach in a slew of numerical benchmark tests. We find that the relativistic grad-h terms increase the accuracy of the results, but usually only have a minor effect. The improvements are generally dominated by the new signal velocity and the time-dependent viscosity parameters. The new approach yields excellent results in the numerical experiments. As expected for a purely Lagrangian scheme, it performs very well in pure advection problems, even at large Lorentz factors, see test problems 5 and 6.

What is more, it also yields accurate results even in very strong shock tests, which are usually considered a particular challenge for SPH. For example, the scheme is able to accurately handle wall shock problems with a Lorentz factor as large as $\gamma = 50000$, see test 4. We also perform a challenging test in which
a relativistic simple wave steepens into a strong shock and subsequently dissipates. Our numerical results for this test are in close agreement with those obtained by [2].

Previous SPH formulations have turned out to carry over in a straightforward manner to higher dimensions, this generalization of our scheme is left to future investigations.
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