Geometrical Calibration of a 2.5D Periapical Radiography System
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Abstract: The objective of this study was to develop a geometrical calibration method applicable to the 2.5D prototype Periapical Radiography System and estimate component position errors. A two-steel-ball phantom with a precisely known position was placed in front of a digital X-ray sensor for two-stage calibration. In the first stage, the following three parameters were estimated: (1) the distance between the focal spot and the rotation axis of the X-ray tube; (2) the included angle between the straight line formed by the X-ray tube’s focal spot and rotation axis and the straight line of the orthogonal sensor; and (3) the distance between the rotation axis and the plane where the two steel balls were positioned. In the second stage, the steel balls’ positions were determined to calculate the positions of the X-ray tube on the x, y, and z axes. Computer simulation was used to verify the accuracy of the calibration method. The results indicate that for the calibration approach proposed in this study, the differences between the estimated errors and setting errors were smaller than 0.15% in the first and second stages, which is highly accurate, verifying its applicability to accurate calibration of the 2.5D Periapical Radiography System.
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1. Introduction

The application of X-ray radiography in clinical dentistry is prevalent. Currently, dental radiographic images can be divided into 2D and 3D radiographic images, and 2D radiographs can be further divided into intraorval and extraoral. Equipment for capturing intraoral radiographs includes periapical, bitewing, and occlusal films, whereas that for extraoral radiographs includes panoramic and cephalometric films. The most substantial problem related to 2D radiographs is the superposition of tissue images, which leads to dentists being unable to accurately determine the solid forms of teeth or bone structures [1,2]. The commonest form of 3D radiography is cone beam computed tomography (CBCT). This technique has the advantages of enabling 3D image developments in diagnosis, giving doctors more information related to the structures and forms of interior tissues at different depths [3]. However, CBCT image resolution can only reach a maximum of 70 μm [4,5]. This resolution is beneficial for examining patients with mandible fracture, nasal cavity, and tooth impaction, as well
as for conducting preoperative planning of dental implant surgery. However, lesions such as root microfractures and root fractures are difficult to identify. In recent years, the development of digital periapical radiography has enabled an image resolution of at most 20 μm [6]. This resolution enables clear observation of such lesions. However, the clinical applicability of this approach is still limited in that only 2D images can be captured [7].

To overcome the disadvantage of only providing 2D intraoral periapical film images, the present research team proposed a new piece of equipment, the 2.5D Periapical Radiography System, in 2018 [8]. This device is similar to a CBCT machine, with the most substantial difference being that a digital X-ray sensor is placed inside the patient’s oral cavity. The device has a supporting frame for hanging the X-ray tube. During image capture, the tissue is observed on a rotation axis, and the X-ray tube has a limited angle of rotation (e.g., ±30°). Continuous 2D images of different angles are imported to a computer for image reconstruction using digital tomosynthesis, allowing the reconstructed images of different depths to be observed. Although the prototype of this proposed system can obtain reconstructed images in different depths, the shooting time is over 10 minutes because current commercially available digital X-ray sensors are unable to continuously shoot at high frame rates, rendering them inapplicable to clinical dentistry [9–11]. Therefore, our team developed a high-frame-rate sensor in 2019 [12]. This sensor can achieve a frame rate of up to 15 Hz, which substantially reduces the shooting time to under 10 s, thus increasing its clinical feasibility. However, artefacts and blurring were observed in images reconstructed using experimental in vitro images of teeth because hardware component positioning was not established through accurate geometrical calibration.

Scholars have proposed calibration methods related to computed tomography (CT) and micro-CT [13–16], most of which involve the use of a phantom with known interior geometrical positions for geometrical calibration of the hardware components. Phantoms for calibration are mostly items such as steel balls [15], ruby balls [14], and steel wires [13] covered in resin of a precise size. First, a single- or multi-angle projection is applied to the phantom, and feature points are captured from the obtained 2D images. Next, hardware errors are calculated, and the calculated error values are used to adjust the hardware component positions. Alternatively, the image deviation method is used to remove images that are blurred because hardware components are not installed in ideal positions [17]. However, methods proposed by previous scholars cannot be effectively applied to the 2.5D Periapical Radiography System because of the system’s small sensor size and the sensor being too close to the object. Therefore, such previous methods [18–23] are unsuitable for the geometric calibration of the proposed system.

This study proposes an approach for the geometrical calibration of hardware component positioning that is suitable for digital tomosynthesis using small-area sensors with an extremely short distance between the sensor and object. The calibration approach involves using a two-steel-ball phantom with precise known sizes and placing the phantom in front of the sensor. The two steps of the calibration process are conducted separately to calculate the error values of the X-ray tube at the x, y, and z axes. The linking lines of the X-ray tube and rotation axis can intersect orthogonally at the center of the sensor.

2. Materials and Methods

2.1. 2.5D Periapical Radiography System

The 2.5D Periapical Radiography System was introduced in our previous study (Figure 1a) [8]. The system consists of a supporting frame, a dental cone beam X-ray generator (PDM90P, Spellman, Hauppauge, NY, USA), an electric rotating platform (DG130R-AZAAD-3, Taiwan Oriental Motor Co., Ltd., Taipei, Taiwan), and an intraoral digital sensor (RVG6200-SIZE1, Carestream Dental, Stuttgart, Germany). The intraoral digital sensor was fixed onto a specific arm, which connected it to the supporting frame. For computed tomosynthesis, a human tooth was placed in the front right section of the detector to obtain spatial resolution in three axial directions. Forty-one radiographs were captured in circular scanning geometry with a tomosynthetic angle of ±60°, and images were acquired every rotation of 3°. First, the 41 images were preprocessed. Then, an analytical method was
used to reconstruct images obtained from the computed tomosynthetic approach. The resulting image reconstructed from computed tomosynthesis was a 2.5D image of a tooth in the coronal plane (Figure 1b). All reconstruction algorithms used in this study were implemented in MATLAB 2016 (Mathworks, Natick, MA, USA).

Figure 1. The 2.5D Periapical Radiography System was developed in 2018 [8]. (a) Prototype of the intraoral digital tomosynthesis system. (b) Reconstructed images obtained from the 2.5D prototype of the intraoral digital tomosynthesis system at different distances from the sensor surface.

2.2. Geometric Calibration Algorithm

Ideally, for hardware structures related to digital tomosynthesis, the focal spot of the X-ray tube (Point P) should be perpendicular to and intersect orthogonally with the sensor’s center (Figure 2a). In addition, the positions of the focal spot (Point P), rotation axis (Point R), and central axis of the sensor should form a straight line (Figure 2b). The reconstructed images captured using this structure did not contain artefacts resulting from hardware being uncalibrated. However, in real-world settings, the focal spot (Point P) in an uncalibrated system may cause the linked line between points P and R to become non-perpendicular to the sensor, and the linked line between points P and R may not align with the center of the sensor. Such conditions cause artefacts and blurs in the reconstructed images and influence image quality (Figure 2c).
Figure 2. The difference between the ideal hardware position and the actual hardware component position. (a) Major components of the 2.5D Periapical Radiography System. (b) Ideal tomosynthesis geometry (focal spot, Point P; location of the two-steel-ball phantom, B and B'; projection points D and D' of B and B'; rotation axis point R). (c) Real tomosynthesis geometry.

| P\(_{\text{ideal}}\) | Focal point of the X-ray tube at 0° in an ideal system. |
|-------------------|-----------------------------------------------------|
| R                 | Rotation axis position.                             |
| B                 | Position of Steel Ball I.                          |
| B'                | Position of Steel Ball II.                         |
| D                 | Center position of the projection of point B of the phantom on the sensor. |
| D'                | Center position of the projection of point B' of the phantom on the sensor. |
| P\(_{\text{real}}\) | Focal Point Position of the X-ray tube at 0° in an actual system. |
| N                 | A point on the rotation path of the X-ray tube in an actual system. The linking line of this point and Point R intersects orthogonally with the sensor. |
| \(\psi\)         | Included angle between the linking line formed by Point P\(_{\text{real}}\) and Point R and the straight line orthogonal to the sensor (line NR). |
| r                 | Distance of the focal spot of the X-ray tube to Point R. |
| d                 | Distance between B and B'.                         |
| L\(_1\)           | Distance between D and D'.                         |
| L\(_4\)           | Distance between the rotation axis position and the phantom. |
| B\(_z\)           | Distance between the phantom and the sensor film.   |
The calibration method proposed in this study is conducted in two steps (Figure 3). In Step I, the focal spot of the X-ray tube is rotated and adjusted so that the linking line between the focal spot and the rotation axis is orthogonal to the sensor. In Step II, the linking line of the focal spot is adjusted so that the rotation axis is orthogonal to the sensor at its center.

**Figure 3.** Two-step calibration process. The calibration method proposed in this study is conducted in two steps. In Step I, the focal spot of the X-ray tube is rotated and adjusted so that the linking line between the focal spot and the rotation axis is orthogonal to the sensor. From Step I: parameters \( r \) (distance of the focal spot of the X-ray tube to Point R), \( \psi \) (included angle between the linking line formed by Point P and Point R and the straight line orthogonal to the sensor), and \( L_4 \) (distance between the rotation axis position and the phantom) can be calculated. In Step II, the linking line of the focal spot is adjusted so that the rotation axis is orthogonal to the sensor at its center. From Step II: parameters \( P_x \) (focal spot x-coordinate value), \( P_y \) (focal spot y-coordinate value), and \( P_z \) (focal spot z-coordinate value) can then also be calculated.

Step I (Figure 4) calculates the distance \( r \) between the focal spot of the X-ray tube (Point P) and the rotation axis of the X-ray tube's rotation structure, the angle \( \psi \) between the linking line of the focal spot (Point P) and rotation axis (Point R) and the straight line orthogonal to the sensor (NR), and the distance \( L_4 \) between the rotation axis (Point R) and the linking line between the two steel balls of the phantom. This calibration method requires a two-steel-ball phantom of known precise sizes, and the distance between the two steel balls \( d \) must be known. The two-steel-ball phantom is appressed to the sensor (Bz and Bz' are known), and the X-ray tube's focal spot shoots one 2D image at Point P (Figure 4a) with the projective distance of the phantom to the sensor calculated as \( L_1 (=DD') \). Then, we rotate for angle \( \pm \theta \) (\( \theta \) can be any value less than 60° except 0°, while 30° is recommended—if \( \theta \) is larger than 60°, the projection of the steel ball will fall outside the sensor range) and move the X-ray tube to Point Q (Figure 4b) and Point R (Figure 4c) to shoot one 2D image each with the projective distance of the phantom on the sensor as \( L_2 (=DD') \) and \( L_3 (=DD') \). \( L_1, L_2 \) and \( L_3 \) can be calculated from the 2D images and the actual resolution size of the sensor. Finally, we substitute the known parameters Bz, Bz', \( \theta \), d, \( L_1, L_2 \), and \( L_3 \) into the derived equations as follows. Parameters \( r, \psi \), and \( L_4 \) can then be calculated.
Figure 4. Flow chart of Step I. Step I calculates the distance (r) between the focal spot of the X-ray tube (Point P) and the rotation axis of the X-ray tube's rotation structure, the angle (ψ) between the linking line of the focal spot (Point P) and rotation axis (PR) and the straight line orthogonal to the sensor, and the distance (L4) between the rotation axis (Point R) and the linking line between the two steel balls of the phantom: (a) The actual hardware positions directly after assembly; (b) the X-ray tube's focal spot rotates +θ°; (c) the X-ray tube's focal spot rotates −θ°. P is the position of the focal spot, R is the position of the rotation axis, B and B' are the positions of the two steel balls on the phantom, and D and D' are the positions of the projections of the two steel balls on the sensor.

(See supplementary materials for a more detailed derivation about step I.)

Before Step II is conducted, we rotate the X-ray tube by −ψ° (calculated from Step I): specifically, we adjust the focal spot to the position in which its linking line with the rotation axis is orthogonal to the sensor (Figure 5).
Before Step II is conducted, we rotate the X-ray tube by \( -\psi^* \) (calculated from step I): specifically, we adjust the focal spot to the position in which its linking line with the rotation axis is orthogonal to the sensor. (a) Original position of the X-ray tube. First, rotate the X-ray tube by \( -\psi^* \) (calculated from Step I). (b) Hardware positions after adjustment. The focal spot is adjusted to where its linking line with the rotation axis is orthogonal to the sensor.

Then, we employ Step II (Figure 6) to calculate the deviational distances \((P_x, P_y, \text{and } P_z)\) on the x, y, and z axes of Point \( P \) away from the center of the sensor. Similarly, the two-steel-ball phantom is appressed to the sensor, and the X-ray tube shoots one 2D image at Point \( P \) (Figure 6a) with the projective distance of the phantom on the sensor as \( L_1 = DD' \). Then, the X-ray tube is rotated by \( \theta^\circ \) (\( \theta \) can be any value less than 60\(^\circ\) except 0\(^\circ\), while 30\(^\circ\) is recommended) and moved from Point \( P \) to \( Q \) (Figure 6b) in order to shoot another 2D image, with the projective distance of the phantom on the sensor being \( L_2 = DD' \). We substitute the known parameters \( B_y, B_y', L_1, L_2, d, \) and \( r \) into the derived equations described as follows to calculate the three parameters \( P_x, P_y, \) and \( P_z \), which are the error values between the focal spot and the ideal position. In addition, \( P_z + r + L_4 + B_z \) is the distance between the focal spot and the sensor.

(See supplementary materials for a more detailed derivation about step II.)

3. Results
Numerical simulations were used to verify the accuracy of this calibration method, and SolidWorks 2016 (Dassault Systemes SolidWorks Corporation, Commonwealth of Massachusetts, USA) was used to verify the simulation accuracy. The desired positions of each component and error values could be precisely set in the 3D coordinates of SolidWorks. Then, the position parameters of the phantom’s projection on the digital X-ray sensor could be obtained. Finally, these position parameters were substituted into the calibration method proposed in this study to verify its accuracy and feasibility; this involved calculating whether the calculated error and the setting error are identical.

The calibration method proposed in this study involves two steps; hence, the computer simulation was divided into two stages as well. The parameters calibrated in Step I were R, ψ, and L. Table 1 lists the five setting errors for computer simulation. The calculation errors from Step I and the self-established errors were determined to be < 0.015%.

| Test Number | L (mm) | ψ (°) | r (mm) |
|-------------|--------|-------|--------|
| Ideal       | Estimate | Error (%) | Ideal | Estimate | Error (%) | Ideal | Estimate | Error (%) |
| 1           | 5.0     | 5.00004399 | 0.00088 | 3.0 | 3.00034641 | 0.01155 | 335 | 335.000000 | 0.00000 |
| 2           | 6.5     | 6.499985761 | -0.00022 | 2.8 | 2.79995015 | -0.00178 | 332 | 331.500007 | 0.00000 |
| 3           | 4.1     | 4.100159545 | 0.00389 | 3.7 | 3.70041803 | 0.01130 | 337 | 337.299967 | 0.00000 |
| 4           | 5.3     | 5.300042976 | 0.00081 | 1.3 | 1.300326732 | 0.02513 | 334 | 333.800002 | 0.00000 |
| 5           | 4.2     | 4.199978173 | -0.00052 | 5.9 | 5.899961593 | -0.00065 | 333 | 332.699966 | 0.00000 |

The proposed calibration method involves two steps; hence, the simulation in the computer was divided into two stages as well. The parameters calibrated in Step II were Pz, B’x, B’y, Bx, By, Px, and Py. Table 2 lists the five setting errors for computer simulation. The errors of calculation determined from Step II and the self-established errors were all smaller than 0.01%.

| Parameter | Ideal | Estimate | Error (%) |
|-----------|-------|----------|-----------|
| Group 1   |       |          |           |
| Pz        | 350   | 350.000001 | 0.00000  |
| B’x       | -12.17566613 | -12.1756622 | 0.00001 |
| B’y       | 1.6572935 | 1.6572934  | -0.00001 |
| Bx        | 7.8076613 | 7.8076605  | -0.00001 |
| By        | 0.8407065 | 0.8407063  | -0.00002 |
| Px        | -2.438 | -2.4360285 | 0.00117  |
| Py        | 6.892 | 6.8919944  | -0.00008 |

| Group 2   |       |          |           |
| Parameter | Ideal | Estimate | Error (%) |
|-----------|-------|----------|-----------|
| Pz        | 350   | 349.999999 | 0.00000  |
| B’x       | 9.25091935 | 9.25091994 | 0.00001 |
| B’y       | -0.13745354 | -0.1374539 | 0.00026  |
| Bx        | -10.7109194 | -10.7109188 | -0.00001 |
| By        | 1.09745354 | 1.09745319 | -0.00003 |
| Px        | -0.54  | -0.5399793 | -0.00383 |
| Py        | 0.19   | 0.1899876  | -0.00653 |

| Group 3   |       |          |           |
| Parameter | Ideal | Estimate | Error (%) |
|-----------|-------|----------|-----------|
| Pz        | 350   | 350.000001 | 0.00000  |
| B’x       | -12.17566613 | -12.1756622 | 0.00001 |
| B’y       | 1.6572935 | 1.65729336 | -0.00001 |
| Bx        | 7.80766134 | 7.80766052 | -0.00001 |
| By        | 0.84070648 | 0.84070632 | -0.00002 |
| Px        | -2.438 | -2.43602854 | 0.00117 |
| Py        | 6.892 | 6.8919944 | -0.00008 |

| Group 4   |       |          |           |
| Parameter | Ideal | Estimate | Error (%) |
|-----------|-------|----------|-----------|
| Pz        | 370.83 | 370.829997 | 0.00000  |
| B’x       | 9.25091935 | 9.25092049 | 0.00001 |
| B’y       | -0.13745354 | -0.13745374 | 0.00015 |
| Bx        | -10.7109194 | -10.7109182 | -0.00001 |
| By        | 1.09745354 | 1.09745334 | -0.00002 |
4. Discussion

According to a joint statement by the American Association of Endodontists and the American Academy of Oral and Maxillofacial Radiology in 2015, the optimal imaging choice for root canal evaluation is intraoral X-ray [24]. Therefore, image quality often influences dentists’ diagnosis and treatment methods. The 2D periapical film images commonly used in clinics cannot provide sufficient information for dentists due to image superposition limitations. Our team previously developed a 2.5D Periapical Radiography System but failed to obtain clear images because of limitations in the accurate adjustment of hardware positions. However, the calibration methods for CT cannot be applied to the 2.5D Periapical Radiography System. Therefore, in this study we proposed a two-step calibration method that enables the linking line of the X-ray tube and rotation axis to intersect orthogonally with the sensor’s center point. This calibration method can be applied to a machine with medium or large sensors in digital tomosynthesis systems in the future.

Several studies have applied digital tomosynthesis to dentistry [25–32], but it has not been widely applied to clinical use due to the limits of the technology at this time. Our team proposed the 2.5D Periapical Radiography System in 2018 [8] and developed a high-frame-rate sensor. This device enables placing a digital X-ray sensor in the mouth of a patient and can reconstruct images in different depths using shots at limited angles. However, during shooting, the research team discovered that the imaging speed of all commercially available digital X-ray sensors excluded their application to the developed system. Using commercial digital X-ray sensors results in excessively long shooting times unsuitable for practical clinical applications. The long shooting time not only causes discomfort for patients but also generates artefacts in the reconstructed images due to natural breathing motions or unconscious tiny swings of patients during shooting. Therefore, our team also developed a high-frame-rate intraoral periapical sensor [12] which can reach a shooting speed of 15 Hz and reduce the shooting time to within 10 s.

CT and digital tomosynthesis systems require accurate calibration of main hardware component positions; otherwise, errors in the hardware component positions will generate artefacts in the reconstructed images. The literature related to hardware position calibration for CT or micro-CT [14,15,33,34] indicates that phantoms can be used to calibrate 5 to 11 hardware position error parameters [14], with the 7 most common presented as follows: (1) sensor offset along the x axis, (2) sensor offset along the y axis, (3) angle of sensor tilted around the x axis, (4) angle of sensor tilted around the y axis, (5) angle of sensor tilted around the z axis, (6) perpendicular distance from the digital X-ray sensor to the rotation axis, and (7) perpendicular distance from the rotation axis to the X-ray tube. Numerous scholars have used phantoms to calibrate the hardware positions of CT or micro-CT instruments [32,33]. Calibration can be divided into two types, single- and multi-angle projection. Various scholars have proposed multiprojection calibration using 12 or 6 [35] steel balls to form two-ring phantoms. Sun [34] and Zhao [14] have proposed single projection methods using four- and nine-point phantoms to determine component position errors. However, these calibration methods for CT or micro-CT cannot be applied to the 2.5D Periapical Radiography System. The major problem is that the system shoots using digital tomosynthesis with stationary sensors and objects, which differ from those used in CT or micro-CT.

Currently, digital breast tomosynthesis is the commonest digital tomosynthesis approach used in clinical settings. In 2003, General Electric Company proposed a patent for geometrical calibration that applies to breast tomosynthesis [36]. In laboratory settings, researchers have also attempted
calibration using two-ring phantoms or five-steel-ball phantoms [35], but these methods are unsuitable for the 2.5D Periapical Radiography System. This is mainly because the area of the digital X-ray sensors used in this system is considerably smaller than those of other systems. In addition, the object (tooth) is extremely close to the sensor; consequently, the magnification level is insufficient for accurately identifying the form and characteristics of the phantoms. For the calibration of digital tomosynthesis systems with small-area digital X-ray sensors, Li also proposed using a two-steel-ball phantom, but this method requires an estimated focal spot position before calibration and calculation can be conducted [19].

In this study, a new digital tomosynthesis method was proposed that involves two-step calibration using a two-steel-ball phantom with known geometrical positions. In the first step, an X-ray tube is used to shoot one 2D X-ray image at three different positions (P, Q, and R) separately. Then, the positions of the two steel balls are captured on the 2D image and substituted into equations to calculate the following three hardware position parameters: (1) the distance \(r\) between the focal spot, Point P, and the center of the X-ray tube rotation structure; (2) the included angle \(\psi\) between the straight line (PR) connected by the focal spot, Point P, and the rotation axis and the straight line (NR) that intersects the sensor orthogonally; and (3) the distance \(L_s\) between the rotation axis, Point R, and the linking line of the two steel balls on the phantom. Next, the hardware components are adjusted in accordance with the parameters obtained in Step I before calibration is conducted in Step II. In the second step, the X-ray tube is used to shoot one 2D X-ray image at two positions (P and Q). Then, the positions of the two steel balls on the 2D image are captured and entered into equations to calculate the offsets (Px, Py, and Pz) of Point P of the X-ray tube from the sensor center on axes x, y, and z. According to the computer simulation results, the calibration method proposed in this study has extremely high accuracy. The errors of the estimation method from the ideal positions in Steps I and II were smaller than 0.015\% and 0.01\%, respectively. This method is applicable to digital X-ray sensors in small areas. Applying this method to geometrical calibration for digital tomosynthesis systems in the future will reduce the errors generated in setting up hardware component positions.

Although the calibration method proposed in this study can already accurately calibrate digital tomosynthesis systems, some limitations remain. First, the method cannot be used to calculate the angular errors on the three axes and the position errors of the rotation axis for the digital X-ray sensor. Second, the two-steel-ball phantom used in this study requires extremely accurate information on the distance between the balls; this is in accordance with most studies that use phantoms for calibration [19]. Third, similar to related studies [34], the method proposed in this study was only verified using computer simulations; it still requires further verification through practical shooting and calibration.

Supplementary Materials:

Step I.

\[
\frac{(r \cdot \cos \phi + L_4)}{(r \cdot \cos \phi + L_4) + B_z} = \frac{d}{L_1}
\]

(1)

\[
\frac{r \cdot \cos(\phi + \theta) + L_4}{[r \cdot \cos(\phi + \theta) + L_4] + B_z} = \frac{d}{L_2}
\]

(2)

\[
\frac{r \cdot \cos(\phi - \theta) + L_4}{[r \cdot \cos(\phi - \theta) + L_4] + B_z} = \frac{d}{L_3}
\]

(3)

\[
L_4 = \frac{d \cdot B_z}{L_2 - d \cdot B_z} \quad \frac{d \cdot B_z}{L_3 - d \cdot B_z} \quad \frac{d \cdot B_z}{L_3 - d \cdot B_z}
\]

(\(\theta\) cannot be zero and must be less than 90°)
\[ r = \sqrt{\left( \frac{d \cdot B_z}{L_3 - d} - L_4 \right)^2 + \left[ \frac{\left( \frac{d \cdot B_z}{L_3 - d} - \frac{d \cdot B_z}{L_2 - d} \right)}{2 \cdot \sin \theta} \right]^2} \]

\[ \cos \phi = \frac{\left( \frac{d \cdot B_z}{L_3 - d} \right) - L_4}{r} \]

From (1),

\[ \frac{r \cdot \cos \phi + L_4}{(r \cdot \cos \phi + L_4)} = \frac{d}{L_1} \cdot \frac{L_3 - d}{L_3 - d} \]

From (2),

\[ r \cdot \cos \phi \cdot L_1 + L_1 \cdot L_4 = r \cdot \cos \phi \cdot d + L_4 \cdot d + d \cdot B_z \cdot b \]

Multiply both sizes of the equation by \( \frac{L_3}{L_4} \):

\[ \frac{r \cdot \cos \phi \cdot L_1 + L_1 \cdot L_4}{r \cdot \cos \phi \cdot L_1 + L_1 \cdot L_4 + L_1 \cdot B_z} = \frac{r \cdot \cos \phi \cdot d + d \cdot L_4 + d \cdot B_z}{r \cdot \cos \phi \cdot L_1 + L_1 \cdot L_4 + L_1 \cdot B_z} \]

Simplify the denominator:

\[ r \cdot \cos \phi \cdot L_1 + L_1 \cdot L_4 = r \cdot \cos \phi \cdot d + d \cdot L_4 + d \cdot B_z \]

\[ r \cdot \cos \phi \cdot (L_1 - d) = L_4 \cdot (d - L_3) + d \cdot B_z = d \cdot B_z - L_4 \cdot (L_1 - d) \]

\[ (r \cdot \cos \phi + L_4) \cdot (L_1 - d) = d \cdot B_z \]

\[ r \cdot \cos \phi + L_4 = \frac{d \cdot B_z}{L_1 - d} \] (4)

Similarly, from (2),

\[ r \cdot \cos (\phi + \theta) + L_4 = \frac{d \cdot B_z}{L_2 - d} \]

\[ r \cdot \cos \phi \cdot \cos \theta - r \cdot \sin \phi \cdot \sin \theta + L_4 = \frac{d \cdot B_z}{L_2 - d} \] (5)

Similarly, from (3),

\[ r \cdot \cos (\phi - \theta) + L_4 = \frac{d \cdot B_z}{L_3 - d} \]

\[ r \cdot \cos \phi \cdot \cos \theta + r \cdot \sin \phi \cdot \sin \theta + L_4 = \frac{d \cdot B_z}{L_3 - d} \] (6)

\[ (4) \cos \theta \]

\[ r \cdot \cos \phi \cdot \cos \theta + L_4 \cdot \cos \theta = \frac{d \cdot B_z \cdot \cos \theta}{L_1 - d} \] (7)
Adding Equations (5) and (6) gives

\[ 2 \cdot r \cdot \cos \phi \cdot \cos \theta + 2 \cdot L_4 = \frac{d \cdot B_z}{L_2 - d} + \frac{d \cdot B_z}{L_3 - d}. \]

Transformation from (7) gives

\[ r \cdot \cos \phi \cdot \cos \theta = \frac{d \cdot B_z \cdot \cos \theta}{L_1 - d} - L_4 \cdot \cos \theta \]

\[ \left( \frac{2 \cdot d \cdot B_z \cdot \cos \theta}{L_1 - d} - 2 \cdot L_4 \cdot \cos \theta \right) + 2 \cdot L_4 = \frac{d \cdot B_z}{L_2 - d} + \frac{d \cdot B_z}{L_3 - d} \]

\[ 2 \cdot L_4 \cdot (1 - \cos \theta) = \frac{d \cdot B_z}{L_2 - d} + \frac{d \cdot B_z}{L_3 - d} - \frac{2 \cdot d \cdot B_z \cdot \cos \theta}{L_1 - d} \]

\[ L_4 = \frac{\frac{d \cdot B_z}{L_2 - d} + \frac{d \cdot B_z}{L_3 - d} - \frac{2 \cdot d \cdot B_z \cdot \cos \theta}{L_1 - d}}{2 \cdot (1 - \cos \theta)}. \]

In addition, from (1),

\[ r \cdot \cos \phi + L_4 = \frac{d \cdot B_z}{L_1 - d} \]

\[ r \cdot \cos \phi = \frac{d \cdot B_z}{L_1 - d} - L_4 \]

\[ \cos \phi = \frac{\frac{d \cdot B_z}{L_1 - d} - L_4}{r}. \]

Equation (6) minus Equation (5) gives

\[ 2 \cdot r \cdot \sin \phi \cdot \sin \theta = \frac{d \cdot B_z}{L_3 - d} - \frac{d \cdot B_z}{L_2 - d} \]

\[ r \cdot \sin \phi = \frac{\frac{d \cdot B_z}{L_3 - d} - \frac{d \cdot B_z}{L_2 - d}}{2 \cdot \sin \theta}. \]

In addition, from (8),

\[ r^2 \cdot \cos^2 \phi + r^2 \cdot \sin^2 \phi = r^2 = \left( \frac{d \cdot B_z}{L_1 - d} - L_4 \right)^2 + \left( \frac{d \cdot B_z}{L_3 - d} - \frac{d \cdot B_z}{L_2 - d} \right)^2 \]

\[ r = \sqrt{\left( \frac{d \cdot B_z}{L_1 - d} - L_4 \right)^2 + \left( \frac{d \cdot B_z}{L_3 - d} - \frac{d \cdot B_z}{L_2 - d} \right)^2}. \]

Step II.
\[(B_x - B'_x)^2 + (B_y - B'_y)^2 = d^2 \quad (9)\]

\[
\frac{P_x - B'_x}{P_x - C'_x} = \frac{P_y - B'_y}{P_y - C'_y} = \frac{P_z - B'_z}{P_z - 0} \quad (10)
\]

\[
\frac{P_x - B_x}{P_x - C_x} = \frac{P_y - B_y}{P_y - C_y} = \frac{P_z - B_z}{P_z - 0} \quad (11)
\]

\[
\frac{Q_x - B'_x}{Q_x - D'_x} = \frac{Q_y - B'_y}{Q_y - D'_y} = \frac{Q_z - B'_z}{Q_z - 0} \quad (12)
\]

\[
\frac{Q_x - B_x}{Q_x - D_x} = \frac{Q_y - B_y}{Q_y - D_y} = \frac{Q_z - B_z}{Q_z - 0} \quad (13)
\]

\[Q_x = P_x + r \cdot \sin \theta \quad (14)\]

\[Q_y = P_y \quad (15)\]

\[
Q_z = P_z - \frac{r \cdot \sin \theta}{\tan \left(\frac{180 - \theta}{2}\right)} \quad (16)
\]

\[B_x = B'_x \quad (17)\]

**Derivations:**

From (10),

\[
\frac{P_x - B'_x}{P_x - C'_x} = \frac{P_x - B'_x}{P_x - C'_x} = \frac{P_z - B'_z}{P_z - 0} \quad (10)
\]

\[
P_x \cdot B'_x - P_z \cdot B'_x = C'_x \cdot (B'_x - P_z). \quad (18)
\]

From (11),

\[
\frac{P_x - B_x}{P_x - C_x} = \frac{P_z - B_z}{P_z - 0} \quad (11)
\]

\[
P_x \cdot B_x - P_z \cdot B_x = C_x \cdot (B_x - P_z). \quad (19)
\]

Equation (18) minus Equation (19) gives

\[
P_z \cdot (B_x - B'_x) = (P_z - B_x) \cdot (C_x - C'_x) \]

\[
B_x - B'_x = \frac{(P_z - B_x) \cdot (C_x - C'_x)}{P_z}. \quad (20)
\]

From (10),

\[
\frac{P_y - B'_y}{P_y - C'_y} = \frac{P_z - B'_z}{P_z} \quad (10)
\]

\[
P_y \cdot B'_y - P_z \cdot B'_y = C'_y \cdot (B'_y - P_z). \quad (21)
\]

From (11),
\[
\frac{P_y - B_y}{P_y - C_y} = \frac{P_z - B_z}{P_z}
\]

\[
P_y \cdot B_z - B_y \cdot P_z = C_y \cdot (B_z - P_z).
\] (22)

Equation (21) minus Equation (22) gives

\[
P_z \cdot (B_y - B'_y) = (P_z - B_z) \cdot \left( C_y - C'_y \right)
\]

\[
B_y - B'_y = \left( \frac{P_z - B_z}{P_z} \right) \cdot \left( C_y - C'_y \right).
\] (23)

Substitute (20) and (12) into (9):

\[
\left( \frac{(P_z - B_z) \cdot (C_x - C'_x)}{P_z} \right)^2 + \left( \frac{(P_z - B_z) \cdot (C_y - C'_y)}{P_z} \right)^2 = d^2
\]

\[
(P_z - B_z)^2 \cdot \left[ (C_x - C'_x)^2 + (C_y - C'_y)^2 \right] = d^2 \cdot P_z^2
\]

\[
\left[ (C_x - C'_x)^2 + (C_y - C'_y)^2 - d^2 \right] \cdot P_z^2 - 2 \cdot B_z \cdot \left[ (C_x - C'_x)^2 + (C_y - C'_y)^2 \right] \cdot P_z
\]

\[
+ \left[ (C_x - C'_x)^2 + (C_y - C'_y)^2 \right] \cdot B_z^2 = 0
\] (24)

Let

\[
a = \left[ (C_x - C'_x)^2 + (C_y - C'_y)^2 - d^2 \right] \ldots \ldots \ldots (25)
\]

\[
b = -2 \cdot B_z \cdot \left[ (C_x - C'_x)^2 + (C_y - C'_y)^2 \right] \ldots \ldots \ldots (26)
\]

\[
c = \left[ (C_x - C'_x)^2 + (C_y - C'_y)^2 \right] \cdot B_z^2 \ldots \ldots \ldots (27)
\]

Substitute (25), (26), and (27) into (24):

\[
a \cdot P_z^2 + b \cdot P_z + c = 0
\]

\[
P_z = \frac{-b \pm \sqrt{b^2 - 4 \cdot a \cdot c}}{2a}
\]

where \( P_z \) is the larger value.

From (12),

\[
\frac{Q_x - B'_x}{Q_x - D'_x} = \frac{Q_z - B'_z}{Q_z}
\]

\[
Q_x \cdot B'_z - Q_z \cdot B'_x = (B'_z - Q_z) \cdot D'_x.
\] (28)

Equation (18) minus Equation (28) gives

\[
(P_x - Q_x) \cdot B'_x - (P_x - Q_z) \cdot B'_x = C'_x \cdot (B'_z - P_z) - D'_x \cdot (B'_z - Q_z).
\] (29)

Substitute (24) into (29):

\[
B'_x = \frac{D'_x \cdot (B'_z - Q_z) - C'_x \cdot (B'_z - P_z) - r \cdot sin\theta \cdot B'_z}{P_z - Q_z}
\]

From (12),
\[
\frac{Q_y - B'_y}{Q_y - D'_y} = \frac{Q_z - B'_z}{Q_z}
\]

\[Q_y \cdot B'_y - Q_z \cdot B'_z = (B'_y - Q_z) \cdot D'_y. \quad (30)
\]

Equation (21) minus Equation (30) gives

\[
(P_y - Q_y) \cdot B'_z - (P_z - Q_z) \cdot B'_y = C'_y \cdot (B'_z - P_z) - D'_y \cdot (B'_z - Q_z). \quad (31)
\]

We then find \(B'_y\):

\[
B'_y = \frac{C'_y \cdot (B'_z - P_z) - D'_y \cdot (B'_z - Q_z)}{Q_z - P_z}.
\]

Substitute \(B'_x\) into (20):

\[
B_x = B'_x + \frac{(P_x - B_x) \cdot (C_x - C'_y)}{P_z}.
\]

Substitute \(B'_y\) into (23):

\[
B_y = B'_y + \frac{(P_x - B_x) \cdot (C_x - C'_y)}{P_z}.
\]

Substitute \(B'_x\) into (18):

\[
P_z = \frac{P_x \cdot B'_x + C'_y \cdot (B'_z - P_z)}{B'_z}.
\]

Substitute \(B'_y\) into (21):

\[
P_y = \frac{P_x \cdot B'_y + C'_y \cdot (B'_z - P_z)}{B'_z}.
\]
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