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Abstract

We consider dispersive shock wave to the focusing nonlinear Schrödinger equation generated by a discontinuous initial condition which is periodic or quasi-periodic on the left semi-axis and zero on the right semi-axis. As an initial function we use a finite-gap potential of the Dirac operator given in an explicit form through hyper-elliptic theta-functions. The paper aim is to study the long-time asymptotics of the solution of this problem in a vicinity of the leading edge, where a train of asymptotic solitons are generated. Such a problem was studied in [29] and [30] using Marchenko’s inverse scattering technics. We investigate this problem exceptionally using the Riemann-Hilbert problems technics that allow us to obtain explicit formulas for the asymptotic solitons themselves that in contrast with the cited papers where asymptotic formulas are obtained only for the square of absolute value of solution. Using transformations of the main RH problems we arrive to a model problem corresponding to the parametrix at the end points of continuous spectrum of the Zakharov-Shabat spectral problem. The parametrix problem is effectively solved in terms of the generalized Laguerre polynomials which are naturally appeared after appropriate scaling of the Riemann-Hilbert problem in a small neighborhoods of the end points of continuous spectrum. Further asymptotic analysis give an explicit formula for solitons at the edge of dispersive wave. Thus, we give the complete description of the train of asymptotic solitons: not only bearing envelope of each asymptotic soliton, but its oscillating structure are found explicitly. Besides the second term of asymptotics describing an interaction between these solitons and oscillating background is also found. This gives the fine structure of the edge of dispersive shock wave.
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1 Introduction

Despite many years of an intensive study the range of associated with the nonlinear Schrödinger equation problems continues to expand steadily. This is due to the important theoretical and applied meaning of the nonlinear Schrödinger equation in modern mathematical physics. In recent years there are many interesting problems related to the theory of modulation instability and rogue waves on a deep water, as well as communication systems in nonlinear fibre channels (see [5], [6], [20], [21], [23], [35], [36], [38], [27]). In particular, there arise problems of localized perturbations of the periodic or quasi-periodic background. In the present paper we are considering the Cauchy problem for the focusing nonlinear Schrödinger equation with nonlocal perturbations of periodic (quasi-periodic) initial function. Such a problem is well-known in the theory of dispersive shock waves, which have also stable interest of researchers (see [3] – [11], [26] – [30], [37]). A good review [23] on this theme represents results of the last 50 years research using the framework of nonlinear modulation theory.

More precisely, we consider the dispersive shock waves of the focusing nonlinear Schrödinger equation. They are generated by a discontinuous initial conditions which are periodic or quasi-periodic on the left semi-axis and zero on the right semi-axis. The paper aim is to study the long-time asymptotics of the solution of this problem in a vicinity of the leading edge, where a train of asymptotic solitons are generated. Such a problem was studied in [29] using Marchenko’s inverse scattering techniques under reflectionless condition. This condition was eliminated in [30] where asymptotics was obtained with nonzero reflection coefficient. In this paper we investigate this problem exceptionally using the Riemann-Hilbert problems techniques that allow us to obtain the explicit formulas for asymptotic solitons themselves in contrast with the cited papers where asymptotic formulas are obtained only for the square of absolute value of solution. Thus, we give the complete description of the train of asymptotic solitons: not only bearing envelope of each asymptotic soliton, but its oscillating structure are found explicitly. Besides, the second term of the asymptotics describing an interaction between these solitons and oscillating background is also found. In other words, the paper describes the fine structure of the edge of dispersive shock wave. A sector of \( xt \)-plane of the leading edge of the wave has essential meaning not only in a study of the structure of dispersive shock waves, but it is very important in itself. It is due to the end-point parametrix problem of the Deift-Zhou method of steepest descent ([12] – [19]). This parametrix problem is effectively solved in terms of the generalized Laguerre polynomials which are naturally appeared after appropriate scaling of the Riemann-Hilbert problem in a small neighborhood of the end points of the continuous spectrum of the Zakharov-Shabat spectral problem. Further asymptotic analysis give a description of a mutual influence between the two parametrices located at the stationary point and the end-point of continuous spectrum. The results may be also interesting for the theory of modulation instability. The first result in this direction for the mKdV equation with constant step-like initial function was obtained in [3] by M.Bertola and one of the author of
It is well-known that the matrix coefficients of \( q \) are expressed in terms of a scalar function \( q \):

\[
Q(x,t) := \begin{pmatrix} 0 & q(x,t) \\ -\overline{q}(x,t) & 0 \end{pmatrix},
\]

\[
\bar{Q}(x,t,k) := 2kQ(x,t) - i(Q^2(x,t) + Q_x(x,t))\sigma_3.
\]

It is well-known that this over-determined system of equations is compatible if and only if \( q(x,t) \) solves the nonlinear Schrödinger equation (1.1).

The Zakharov-Shabat spectral problem (1.3) with quasi-periodic potential (1.2) \( q_0(x) \) (of genus \( n \)) possesses an absolutely continuous spectrum \( \sigma \) consisting of the real axis \( \mathbb{R} \) and a finite number \((n + 1)\) of analytical arcs on the complex \( k \)-plane. The set of eigenvalues is indeed empty for any pure step function \( q_0(x) \) of zero genus \((n = 0)\). For pure step functions of highest genuses \((n \geq 1)\) the number of eigenvalues is not more than \( n \), but their set will be empty under special choice of frequencies of the quasi-periodic component of \( q_0(x) \) (see remark at the end of Section 3). For simplicity we suppose that the set of discrete spectrum is empty. Define a real number \( C \) by the relation

\[
C = \max_{k \in \sigma \setminus \mathbb{R}} (-4 \text{Re } k) = -4 \text{Re } E_0; \quad E_0 = A + iB \quad B > 0.
\]

Then the main result can be written as follows.

**Theorem 1.** For \( x = Ct - \frac{\rho \ln t}{B}, \)

- if \( \rho \in [0, \frac{1}{4}) \), then \( q(x,t) = q_{\text{par}}(x,t) + \mathcal{O}(t^{-1}) \),
- if \( \rho \in [n + \frac{1}{4}, n + \frac{5}{4}], 0 \leq n \in \mathbb{Z} \), then

\[
q(x,t) = q_{\text{sol}}(x,t) + q_{\text{par}}(x,t) + \mathcal{O}(t^{-1} \ln t).
\]

where

\[
q_{\text{sol}}(x,t) = \frac{(-1)^n 2B \exp[-2i(2A^2 - B^2)] - i \arg \phi(E_0) + 2i \arg \delta(E_0, A)]}{\cosh \left[ 2B(x + 4At) + (2n + \frac{5}{2}) \ln t + \ln \left( \frac{2\pi |E_0|}{n! \Gamma(n + \frac{3}{2})} \right)^{\frac{(1 + 2B^2)^{n + 3/4}}{2nB}} \right]}.
\]
The constant \( \hat{\phi}(E_0) \) is determined by the initial datum, and is equal to
\[
\hat{\phi}(E_0) = \lim_{k \to E_0 - i0} \frac{f(k)e^{\pi i/4}}{\sqrt{i(k - E_0)}},
\]
where \( f(k) = r(k) - r(k + 0), \ k \in [E_0, \Re E_0] \).

where the root is positive for \( k \in (E_0, \Re E_0) \) and \( r(k) \) is the reflection coefficient. Furthermore,
\[
\delta(E_0, A) = \exp \left[ \frac{1}{2\pi i} \int_{-\infty}^{A} \frac{\ln(1 + |r(s)|^2)}{s - A - iB} \, ds \right]
\]
and \( \Gamma(n + 3/2) \) is the Gamma-function. Here \( q_{\text{par}}(x, t) \) is a function that admits the estimate \( q_{\text{par}}(x, t) = O(t^{-1/2}) \). All the estimates are uniform w.r.t. bounded \( \rho \).

**Theorem 2.** The error term in Theorem 1 can be written as
\[
q_{\text{par}}(x, t) = \sqrt{\nu/2t} \left( e^{\psi} \left( 1 - \left| q_{\text{sol}}(x, t) \right|^2 \right) - e^{-\psi} \left( \frac{q_{\text{sol}}(x, t)}{4B^2} \right) \right) + O \left( \frac{\ln t}{t} \right),
\]
where
\[
\psi := 4t\xi^2 + \nu \ln(8t) + 2 \arg \chi(k_0) - \arg r(k_0) - \arg \Gamma(i\nu) + \frac{\pi}{4},
\]
and
\[
\chi(k_0, \xi) = \lim_{k \to k_0} (k - k_0)^{i\nu} \cdot \exp \left[ \frac{1}{2\pi i} \int_{-\infty}^{k_0} \frac{\ln(1 + |r(s)|^2)}{s - k} \, ds \right]
\]
\[
= (k + N)^{i\nu} \cdot \exp \left[ \frac{1}{2\pi i} \int_{-\infty}^{k_0} \frac{\ln 1 + |r(s)|^2}{s - k} \, ds + \frac{1}{2\pi i} \int_{-\infty}^{N} \frac{\ln(1 + |r(s)|^2)}{s - k} \, ds \right]
\]
with an arbitrary parameter \(-N < k_0\), which does not change the value of \( \chi(k_0, \xi) \), but which is needed to have convergent integrals in the above representation.

Furthermore, \( \nu = \frac{1}{2\pi} \ln[1 + |r(k_0)|^2], \ k_0 = -\xi := -\frac{x}{4t} \).

**Remark.** It is easy to see that the error term can be written as
\[
q_{\text{par}}(x, t) = \sqrt{\nu/2t} e^{i\psi} - \sqrt{\frac{2\nu}{t} \cos(\psi - \arg q_{\text{sol}})} e^{i\arg q_{\text{sol}}} + O\left( \frac{\ln t}{t} \right),
\]
where
\[
\phi = 2B(x + 4At) + (2n + \frac{3}{2}) \ln t + \ln \left( \frac{2\pi |\delta(E_0, A)|^2}{n! \Gamma(n + \frac{3}{2})} \cdot \frac{1}{\phi(E_0)|\sqrt{2B})} \right)
\]
and
\[
\arg q_{\text{sol}} = \pi n - 2 \left( A\xi + 2t(A^2 - B^2) \right) - \arg \hat{\phi}(E_0) + 2 \arg \delta(E_0, A),
\]
or in another form:
\[
q_{\text{par}}(x, t) = \sqrt{\nu/2t} \left( e^{i\psi} \tanh^2 \phi - e^{2i\arg q_{\text{sol}} - i\psi} \right) + O\left( \frac{\ln t}{t} \right).
\]
In an elegant form these formulas give a description of the mutual interaction between asymptotic solitons and oscillating background.
For \( C = -4A > 0 \) our results show that \( q_0(x) \) generates a *dispersive shock wave* whose leading edge is described by a train of *asymptotic solitons* (1.7) running to the right. The results in [29], [30] were obtained exactly under the restriction \( C > 0 \). The Riemann-Hilbert problem technique gives us the result independently on sign \( C \) unlike the Marchenko equations, which are effectively applicable only for the case of \( C > 0 \). But in the case \( C < 0 \) the train of asymptotic solitons runs to the left and thus they describe the rear edge of the dispersive wave. Theorem 2 describes an interaction between asymptotic solitons and oscillating background generated by the parametrices of the end-point of continuous spectrum and the stationary point respectively.

Asymptotic behavior of the dispersive shock wave (DSW) between its leading and trailing edges is much more complicated in compare with studied earlier (cf. [10], [22], [31], [32]) where DSW was described by an elliptic modulated wave [10], [22], [31] or hyperelliptic modulated wave of genus 2 [32]. In our problem the hyperelliptic component of step initial function has genus \( n \) and, hence, the spectrum of the Zakharov-Shabat spectral problem can be in general very exotic in its geometry. In turn, a complicated geometry of the spectrum provides a complicated structured of DSW which consists of a finite set of hyperelliptic modulated waves of different genuses. Each of this modulated waves are located in their own sector of the \( xt \)-plane. Thus, DSW has a very complicated “microstructure”, especially in domains between the own sectors of DSW in the \( xt \)-plane where the different hyperelliptic modulated waves must match each other. A full picture of the DSW “microstructure” is an open problem and a subject of future publications.

To finish the introduction we give the mentioned above remark: the results obtained in the paper are also valid for smooth initial functions, which tend to their asymptotic values sufficiently fast. The proof becomes more complicated in view of the non-analyticity of the reflection coefficient. This difficulty is overcome by the well-known methods of the Deift-Zhou theory [14].

### 2 Definition of the planar matrix Baker-Akhiezer function and finite-gap solution of the NLS equations.

To define \( q_p(x) \) as a finite-gap potential of the Dirac operator we need to introduce the planar matrix Baker-Akhiezer function associated with the AKNS equations (1.3)-(1.4), using results of [33]. Let \( \Sigma_j := (E_j, \bar{E}_j), j = 0, 1, 2, \ldots, n \) be a set of vertical open intervals on the complex plane \( \mathbb{C} \) which constitute an oriented contour \( \Sigma \). All \( \Sigma_j \) are oriented downwards (Figure 1).

![Figure 1: The oriented contour \( \Sigma = \bigcup_{j=1}^n (E_j, \bar{E}_j) \)](image)

**Definition 3.** Let an oriented contour \( \Sigma \) and a set of real numbers \((\phi_1, \ldots, \phi_n)\) be given. A \( 2 \times 2 \) matrix \( \Phi_p(x, t, k) \) is called the Baker-Akhiezer function associated with equations (1.3)-(1.4) if it satisfies following properties:

- for any \( x, t \in \mathbb{R} \), the function \( \Phi_p(x, t, k) \) is analytic in \( k \in \mathbb{C} \setminus \tilde{\Sigma} \), \( \tilde{\Sigma} = \bigcup_{j=0}^n [E_j, \bar{E}_j] \);
- \( \det \Phi_p(x, t, k) \equiv 1 \);
- \( \Phi_p(x, t, k) \) has at most the inverse fourth root singularities at \( E_j \) and \( \bar{E}_j \).
• \( \Phi^p(x, t, k) \) satisfies the jump conditions with piecewise constant jumps:

\[
\Phi^p_+(x, t, k) = \Phi^p_-(x, t, k) J_0, \quad k \in \Sigma,
\]

where

\[
J_0 = \begin{pmatrix} 0 & ie^{-i\phi_j} \\ ie^{i\phi_j} & 0 \end{pmatrix}, \quad k \in \Sigma_j = (E_j, \bar{E}_j), \quad j = 0, 1, \ldots, n,
\]

with \( \phi_0 = 0 \).

• \( \Phi^p(x, t, k) = (I + O(k^{-1})) e^{-i(kx + 2k^2 t)\sigma_3} \) as \( k \to \infty \).

By the Liouville theorem, the above conditions determine \( \Phi_p \) uniquely. This function solves the AKNS equations \((1.3)-(1.4)\) with

\[
Q := Q_p(x, t) := \begin{pmatrix} 0 & q_p(x) \\ -\bar{q}_p(x) & 0 \end{pmatrix}
\]

The explicit construction of \( \Phi^p \) and \( q_p(x, t) \) is presented in [33]. In particular, the finite-gap solution \( q_p(x, t) \) of the nonlinear Schrödinger equation takes the form:

\[
q_p(x, t) = 2i E_\theta \frac{\theta \left(-A(\infty) + A(D) + K - \frac{x(Ck + iC\sigma + \phi)}{2\pi}\right)}{\theta \left(A(\infty) + A(D) + K - \frac{x(Ck + iC\sigma + \phi)}{2\pi}\right)} e^{2ixh_0 + 2itg_0},
\]

where \( \theta \) is the well-known theta function, \( E_\theta \) is a constant:

\[
E_\theta := \frac{1}{2} \sum_{j=0}^{n} \Im E_j \frac{\theta(A(\infty) + A(D) + K)}{\theta(-A(\infty) + A(D) + K)}
\]

and \( h_0, g_0 \) are some scalars. Further, \( A(k) \) is the Abel map, \( K \) is the Riemann constant vector. The divisor \( D \) is chosen in such a way that \( \Phi_p(x, t, k) \) is analytic in \( k \in \mathbb{C} \setminus \bar{\Sigma} \).

The simplest periodic solution is

\[
q_p(x, t) = (\Im E_0) \cdot e^{2ixh_0 + tg_0}, \quad h_0 = -\Re E_0, \quad g_0 = \Im^2 E_0 - 2h_0^2.
\]

The corresponding matrix \( \Phi^p(x, t, k) \) takes the form [10]:

\[
\Phi^p(x, t, k) = e^{i(xh_0 + tg_0)\sigma_3} N_0(k) e^{-i(xh(k) + tg(k))\sigma_3}, \quad (2.8)
\]

where

\[
N_0(k) = \frac{1}{2} \begin{pmatrix} \varphi_0(k) + \frac{1}{\varphi_0(k)} & \varphi_0(k) - \frac{1}{\varphi_0(k)} \\ \varphi_0(k) - \frac{1}{\varphi_0(k)} & \varphi_0(k) + \frac{1}{\varphi_0(k)} \end{pmatrix}
\]

with

\[
\varphi_0(k) = \left(\frac{k - A - iB}{k - A + iB}\right)^{1/2}, \quad h(k) = \sqrt{(k - A)^2 + B^2}, \quad g(k) = 2(k + A)h(k), \quad (2.9)
\]

where \( A = \Re E_0 = -h_0, B = \Im E_0, g_0 = B^2 - 2A^2 \). The branch cut for \( \varphi_0 \) and \( h \) is taken along the vertical segment \([E, \bar{E}]\), where \( E = A + iB \) and \( \bar{E} = A - iB \), and the branches are fixed by asymptotics

\[
h(k) = k - A + O(k^{-1}) \quad \text{and} \quad \varphi_0(k) = 1 + O(k^{-1}) \quad \text{as} \quad k \to \infty.
\]
Notice that \( g(k) = 2k^2 + g_0 + O(k^{-1}) \) with \( g_0 \) given above. In this simplest case the asymptotics were studied in [10], however without analyzing of interjacent sectors.

In general case the Baker-Akhiezer function takes the form [33]:

\[
\Phi^p(x, t, k) = e^{(i\omega_0 + ig_0)t}N(x, t, k)e^{-(ih(k)x+ig(k)t)t},
\]

where

\[
h(k) = \frac{w(k)}{2\pi} \sum_{j=1}^n \int_{\Sigma_j} \frac{C^h_j}{w_+(\xi - k)} d\xi, \quad g(k) = \frac{w(k)}{2\pi} \sum_{j=1}^n \int_{\Sigma_j} \frac{C^g_j}{w_+(\xi - k)} d\xi.
\]

The branch of \( w(k) := \sqrt{\prod_{j=0}^n (k - E_j)(k - \hat{E}_j)} \) is defined as an analytic outside the arcs \( \tilde{\Sigma} \) with asymptotics \( w(k) \simeq k^{n+1} \) as \( k \to \infty \). Real numbers \( C_j^h \) and \( C_j^g \) are defined in such a way that \( h(k) \) and \( g(k) \) have the asymptotics:

\[
h(k) = k + h_0 + O(1/k), \quad g(k) = 2k^2 + g_0 + O(1/k), \quad k \to \infty.
\]

Then \( C_j^h \) for \( j = 1, \ldots, n \) have to satisfy the system of \( n \) linear algebraic equations:

\[
\sum_{j=1}^n C_j^h \int_{\Sigma_j} \frac{\xi^k d\xi}{w_+(\xi)} = 0, \quad k = 0, \ldots, n - 2,
\]

\[
\sum_{j=1}^n C_j^h \int_{\Sigma_j} \frac{\xi^{n-1} d\xi}{w_+(\xi)} = -2\pi i.
\]

This system has a unique solution \( \{C_j^h\}_{j=1}^n \) (sf.[2]). For \( C_j^g \) the system reads

\[
\sum_{j=1}^n C_j^g \int_{\Sigma_j} \frac{\xi^k d\xi}{w_+(\xi)} = 0, \quad k = 0, \ldots, n - 3,
\]

\[
\sum_{j=1}^n C_j^g \int_{\Sigma_j} \frac{\xi^{n-2} d\xi}{w_+(\xi)} = -4\pi i,
\]

\[
\sum_{j=1}^n C_j^g \int_{\Sigma_j} \frac{\xi^{n-1} d\xi}{w_+(\xi)} = -2\pi i \sum_{j=0}^n (E_j + \hat{E}_j)
\]

These equations have also a unique solution (sf.[2]).

The matrix \( N(x, t, k) \) has an explicit representation in theta functions:

\[
N(k) := \frac{1}{2} \begin{pmatrix}
\frac{1}{\pi_1(\infty)} & 0 \\
0 & \frac{1}{\pi_2(\infty)}
\end{pmatrix}
\begin{pmatrix}
(\varpi(k) + \varpi^{-1}(k))F_1(k) & (\varpi(k) - \varpi^{-1}(k))H_1(k) \\
(\varpi(k) - \varpi^{-1}(k))F_2(k) & (\varpi(k) + \varpi^{-1}(k))H_2(k)
\end{pmatrix},
\]

where an analytic in \( k \in \mathbb{C} \setminus \tilde{\Sigma} \) function \( \varpi(k) = \prod_{j=0}^n \sqrt{k - E_j} \) is defined by cuts \( \Sigma_j \) and asymptotics \( \varpi(k) = 1 + O(k^{-1}) \) as \( k \to \infty \). For \( s = 1, 2 \), the functions \( F_s(k) \) and \( H_s(k) \) are as follows:

\[
F_s(k) = \frac{\theta(A(k) + C(x, t) + d_s)}{\theta(A(k) + d_s)}, \quad H_s(k) = \frac{\theta(-A(k) + C(x, t) + d_s)}{\theta(-A(k) + d_s)}.
\]

with

\[
C(x, t) := -\frac{x C^h + t C^g + \phi}{2\pi}, \quad d_1 = -d_2 = A(D) + K.
\]
As usual, the entries of the matrix $N(x, t, k)$ are not independent, namely: $N_{22}(x, t, k) = \tilde{N}_{11}(x, t, k)$ and $N_{21}(x, t, k) = -\tilde{N}_{12}(x, t, k)$. It means that $\det N(x, t, k) = |N_{11}(x, t, k)|^2 + |N_{12}(x, t, k)|^2 \equiv 1$ for any real $x$, $t$, and $k \in \mathbb{R}$. Hence, $N_{jl}(x, t, k)$ ($j, l = 1, 2$) are uniformly bounded for any real $x$, $t$, $k$. They are also bounded for any real $x$, $t$, and $k \in [e_j, e_j] \subset (E_j, \bar{E}_j)$, $j = 0, 1, \ldots, n$. Since $\text{Im} h(k) = \text{Im} g(k) = 0$ for $k \in \Gamma$, where $\Gamma = \mathbb{R} \cup \bigcup_{j=0}^n (E_j, \bar{E}_j)$, we have that $\Phi^p(x, t, k)$ is bounded and smooth in $x, t \in \mathbb{R}$ for any fixed $k \in \Gamma$ (with the exception of the points $E_j$ and $\bar{E}_j$ where entries of $\Phi^p$ have the inverse fourth root singularities).

3 Eigenfunctions

Let $q(x, t)$ be a solution to the problem (1.1)-(1.2) satisfying the asymptotic conditions (3.1) and let $Q(x, t)$ and $Q_p(x, t)$ be defined in terms respectively of $q$ and $q_p$ by (1.5).

Assuming for a moment that the function $q(x, t)$ satisfies:

$$
\int_{-\infty}^{0} (1 + |x|)|q(x, t) - q_p(x, t)|dx + \int_{0}^{\infty} (1 + |x|)|q(x, t)|dx < \infty. \quad (3.1)
$$

for all $t \geq 0$, we can define the $2 \times 2$-valued functions $\mu_j(x, t, k)$, $j = 1, 2$, $-\infty < x < \infty$, $0 \leq t < \infty$, as the solutions of the Volterra integral equations:

$$
\begin{align*}
\mu_1(x, t, k) &= I - \int_{x}^{\infty} e^{ik(y-x)\sigma_3} (Q \mu_1)(y, t, k) e^{-ik(y-x)\sigma_3} dy, \quad k \in \mathbb{R}, \quad (3.2a) \\
\mu_2(x, t, k) &= I + \int_{-\infty}^{x} G^p(x, y, t, k)[Q(y, t) - Q_p(y, t)] \mu_2(y, t, k)[G^p(x, y, t, k)]^{-1} dy, \quad k \in \Gamma, \quad (3.2b)
\end{align*}
$$

where $G^p(x, y, t, k)$ is given by

$$
G^p(x, y, t, k) = \Phi^p(x, t, k)[\Phi^p(y, t, k)]^{-1}.
$$

Obviously, for real $x$ and $t$, $G^p(x, y, k)$ is an analytic function in $k \in \mathbb{C} \setminus \tilde{\Gamma}$, where $\tilde{\Gamma}$ is a closure of $\Gamma$, i.e.: $\tilde{\Gamma} := \mathbb{R} \cup \bigcup_{j=0}^n (E_j, \bar{E}_j)$. It has the asymptotic behavior for a large $k$:

$$
G^p(x, y, k) = e^{i(y-x)h(k)\sigma_3} \left[ I + O\left(\frac{1}{k}\right) \right] \quad \text{as} \quad k \to \infty, \quad \text{Im} h(k) = 0.
$$

The analytic properties of $\mu_j$ are collected in the following

**Proposition.** The $2 \times 2$ matrices $\mu_j(x, t, k)$, $j = 1, 2$ have the following properties:

(i) $\det \mu_1(x, t, k) = \det \mu_2(x, t, k) \equiv 1$.

(ii) The functions $\Psi(x, t, k)$ and $\Phi(x, t, k)$ defined by

$$
\begin{align*}
\Psi(x, t, k) := &\mu_1(x, t, k) e^{-ikx\sigma_3 - 2ik^2t\sigma_3}, \\
\Phi(x, t, k) := &\mu_2(x, t, k) e^{-ik(h(k)\sigma_3 - ifg(k)\sigma_3)}
\end{align*}
$$

satisfy the Lax pair equations (1.3)-(1.4).

(iii) Let the columns of a $2 \times 2$ matrix $M$ be denoted respectively by $M^{(1)}$ and $M^{(2)}$. Then

$\mu_1^{(1)}(x, t, k)$ is analytic in $k \in \mathbb{C}_-$ and $\mu_1^{(1)}(x, t, k) = \begin{pmatrix} 1 \\ 0 \end{pmatrix} + O(k^{-1})$ as $k \to \infty$, $\text{Im} k \leq 0$ whereas $\mu_1^{(2)}(x, t, k)$ is analytic in $k \in \mathbb{C}_+$ and $\mu_1^{(2)}(x, t, k) = \begin{pmatrix} 0 \\ 1 \end{pmatrix} + O(k^{-1})$ as $k \to \infty$, $\text{Im} k \geq 0$. 
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(iv) $\mu_2^{(1)}(x, t, k)$ is analytic in $k \in \mathbb{C}_+ \setminus \tilde{\Sigma}_+$, has a jump across $\tilde{\Sigma}_+ := \tilde{\Sigma} \cap \mathbb{C}_+$, and $\mu_2^{(1)}(x, t, k) = \begin{pmatrix} 1 \\ 0 \end{pmatrix} + O(k^{-1})$ as $k \to \infty$, Im \( k \geq 0 \) whereas $\mu_2^{(2)}(x, t, k)$ is analytic in $k \in \mathbb{C}_- \setminus \tilde{\Sigma}_-$, has a jump across $\tilde{\Sigma}_- := \tilde{\Sigma} \cap \mathbb{C}_-$, and $\mu_2^{(2)}(x, t, k) = \begin{pmatrix} 0 \\ 1 \end{pmatrix} + O(k^{-1})$ as $k \to \infty$, Im \( k \leq 0 \).

(v) Moreover,

$$\mu_j(x, t, k) = I + \frac{\tilde{\mu}(x, t)}{ik} + o(k^{-1})$$

as $k \to \infty$ along curves non-tangential to $\mathbb{R}$ (the expansion is to be understood column-wise, in the respective half-plane of the $k$-plane), where

$$[\sigma_3, \tilde{\mu}(x, t)] = \begin{pmatrix} 0 & q(x, t) \\ -\bar{q}(x, t) & 0 \end{pmatrix}.$$ 

(vi) Near $k = E_j$ and $k = \tilde{E}_j$, the respective columns of $\mu_2(x, t, k)$ exhibit inverse fourth-root singularities like those the matrix $M(x, t, k)$ has.

Since the eigenfunctions $\Psi(x, t, k)$ and $\Phi(x, t, k)$ satisfy both equations of the Lax pair, we have

$$\Phi(x, t, k) = \Psi(x, t, k)S(k), \quad k \in \mathbb{R},$$

where $S(k)$ is independent of $x$ and $t$. In the absence of any perturbations of the discontinuous initial function we have

$$\Psi(x, 0, k) = e^{-ikx \sigma_3}$$

for $x \geq 0$ and

$$\Phi(x, 0, k) = \Phi^p(x, 0, k)$$

for $x \leq 0$. Therefore

$$S(k) := \begin{pmatrix} a(k) & -\bar{b}(k) \\ b(k) & \bar{a}(k) \end{pmatrix} = \Psi^{-1}(0, 0, k)\Phi^p(0, 0, k) = \Phi^p(0, 0, k) = N(0, 0, k).$$

where

$$a(k) = N_{11}(0, 0, k) = \bar{N}_{22}(0, 0, \bar{k}) = \frac{\zeta(k) + \zeta^{-1}(k)}{2} \frac{F_1^0(k)}{F_1^0(\infty)},$$

$$b(k) = N_{21}(0, 0, k) = -\bar{N}_{12}(0, 0, \bar{k}) = \frac{\zeta(k) - \zeta^{-1}(k)}{2} \frac{F_1^0(k)}{F_1^0(\infty)},$$

and

$$F_s^0(k) = \frac{\theta(A(k) + C(0, 0) + d_s)}{\theta(A(k) + d_s)}, \quad H_s^0(k) = \frac{\theta(-A(k) + C(0, 0) + d_s)}{\theta(-A(k) + d_s)}, \quad s = 1, 2$$

with

$$C(0, 0) := -\frac{\phi}{2\pi}, \quad d_1 = -d_2 = A(D) + K.$$ 

Thus, for the discontinuous initial function, $a(k)$ and $b(k)$ are analytic in $k \in \mathbb{C} \setminus \tilde{\Sigma}$, $\tilde{\Sigma} = \cup_{j=0}^n [E_j, \tilde{E}_j]$ and possess following symmetries:

$$\bar{a}(k) = a(k), \quad \bar{b}(k) = -b(k).$$

The behavior at infinity are:

$$a(k) = 1 + O\left(\frac{1}{k}\right) \text{ as } k \to \infty, \quad b(k) = O\left(\frac{1}{k}\right) \text{ as } k \to \infty.$$
The functions \( F_0^1(k) \) and \( F_0^2(k) \) are analytic in \( k \in \mathbb{C} \setminus \tilde{\Sigma} \), continuous and bounded up to the contour \( \tilde{\Sigma} \). Hence \( a(k) \) and \( b(k) \) are also analytic in \( k \in \mathbb{C} \setminus \tilde{\Sigma} \) and continuous up to \( \Sigma \) with the exception of the end points \( E_j \) and \( \bar{E}_j \) where they have forth root singularities. Their ratio \( r(k) := b(k)/a(k) \), i.e. the reflection coefficient is continuous and bounded on the both sides of contour \( \tilde{\Sigma} \) (the singularities are compensated). In general, \( a(k) \) may have zeros at the points \( \{k_1, k_2, \ldots, k_m\} \) \((m \leq n)\) which coincide with projections of zeros of \( \theta(A(k) + C(0, 0) + A(D) + K) \). This function has precisely \( n \) zeros which lies on the Riemann surface (\( m \) of them on the upper sheet, and \( n - m \) on the lower sheet). On the other hand, one can control these zeros. For example, let \( D_\phi \) be a non-special divisor on the upper sheet. Let us choose free parameters \( (\phi_1, \ldots, \phi_n) \) of the initial function \( q_\mu(x) \) in such a way that \( a(k) \neq 0 \). It will be done if \( D_\phi \cap D = \emptyset \) and \( \phi_j = 2\pi(A_j(D) - A_j(D_\phi)) \), \( j = 1, 2, \ldots, n \) because all zeros of the corresponding theta-function will be situated on the lower sheet. Thus, \( a(k) \) may have zeros, but not more than the corresponding genus \((n)\) of the Riemann surface even in the case of discontinuous pure step initial function \( q(x, 0) \). In what follows we consider the case \( a(k) \neq 0 \).

4 The Basic Riemann–Hilbert Problem

The scattering relation (3.3) involving the eigenfunctions \( \Psi(x, t, k) \) and \( \Phi(x, t, k) \) can be rewritten in the form of conjugation of boundary values of a piecewise analytic matrix-valued function on a contour in the complex \( k \)-plane, namely:

\[
M_-(x, t, k) = M_+(x, t, k)J(x, t, k), \quad k \in \Gamma = \mathbb{R} \cup \bigcup_{j=0}^n (E_j, \bar{E}_j),
\]

(4.1)

where \( M_\pm(x, t, k) \) denote the boundary values of \( M(x, t, k) \) according to a chosen orientation of \( \Gamma \), i.e. \( M_\pm(x, t, k) \) is a non-tangential limit of \( M(x, t, k') \) as \( k' \rightarrow k \in \Gamma \), from the positive/negative side of the contour \( \Gamma \) (see Figure 2).

![Figure 2: The oriented contour \( \Gamma = \mathbb{R} \cup \Sigma \)](image)

Indeed, let us write (3.3) in the vector form:

\[
\frac{\Phi^{(1)}(x, t, k)}{a(k)} = \Psi^{(1)}(x, t, k) + r(k)\Psi^{(2)}(x, t, k),
\]

\[
\frac{\Phi^{(2)}(x, t, k)}{a(k)} = -\bar{r}(k)\Psi^{(1)}(x, t, k) + \Psi^{(2)}(x, t, k),
\]

(4.2)

where

\[
r(k) := \frac{b(k)}{a(k)}, \quad \bar{r}(k) := \frac{\bar{b}(k)}{a(k)} = -r(k),
\]

(4.3)
and define the matrix \( M(x, t, k) \) as follows:

\[
M(x, t, k) = \begin{cases} 
\left( \frac{\Psi^{(1)}(x, t, k)e^{it\theta(k)}}{\alpha(k)}, \frac{\Phi^{(2)}(x, t, k)e^{-it\theta(k)}}{\alpha(k)} \right), & k \in \mathbb{C}_- \setminus \bar{\Sigma}_-, \\
\left( \frac{\Phi^{(1)}(x, t, k)e^{it\theta(k)}}{\alpha(k)}, \frac{\Psi^{(2)}(x, t, k)e^{-it\theta(k)}}{\alpha(k)} \right), & k \in \mathbb{C}_+ \setminus \bar{\Sigma}_+,
\end{cases}
\]

where

\[
\theta(k) = \theta(k; \xi) = 2k^2 + 4\xi k \quad \text{with} \quad \xi = \frac{x}{4t}.
\]

Then the boundary values \( M_{-}(x, t, k) \) and \( M_{+}(x, t, k) \) are related by (4.1), where

\[
J(x, t, k) = \begin{cases} 
\begin{pmatrix} 1 & -\bar{r}(k)e^{-2it\theta(k)} \\
-\bar{r}(k)e^{2it\theta(k)} & 1 + |r(k)|^2 \end{pmatrix}, & k \in \mathbb{R} \setminus \bigcup_{j=0}^{n} \{ \text{Re} E_j \}, \\
\begin{pmatrix} 1 & -f(k)e^{-2it\theta(k)} \\
0 & 1 \end{pmatrix}, & k \in \Sigma_-,
\end{cases}
\]

with

\[
f(k) := r_{-}(k) - r_{+}(k), \quad \bar{f}(k) = -f(k).
\]

Jump relation (4.1) considered together with the properties of the eigenfunctions listed in Proposition 3 suggests the way of representing the solution to problem (1.1)-(1.2) in terms of a solution of the following Riemann–Hilbert problem (specified by initial conditions (1.2) via the associated spectral function \( r(k) \)).

**Basic RH problem.** Given analytic outside \( \bar{\Gamma} = \mathbb{R} \cup \bar{\Sigma} \) functions \( r(k) = -\bar{r}(\bar{k}) \) and \( f(k) = r_{-}(k) - r_{+}(k) = -\bar{f}(\bar{k}) \) for \( k \in \Gamma \), find a \( 2 \times 2 \)-valued function \( M(x, t, k) \) such that

(i) \( M(x, t, k) \) is analytic in \( k \in \mathbb{C} \setminus \bar{\Gamma} \).

(ii) \( M(x, t, k) \) has at most the inverse fourth root singularities at \( E_j \) and \( \bar{E}_j \);

(iii) the boundary values \( M_{\pm}(x, t, k) \) satisfy the jump condition

\[
M_{-}(x, t, k) = M_{+}(x, t, k)J(x, t, k), \quad k \in \Gamma \setminus \{ \bigcup_{j=1}^{n} \text{Re} E_j \},
\]

where the jump matrix \( J(x, t, k) \) is defined in terms of \( r(k) \) and \( f(k) \) by (4.5);

(iv) \( M(x, t, k) = I + O \left( \frac{1}{k} \right) \) as \( k \to \infty \).

Then the solution \( q(x, t) \) of problem (1.1)-(1.2) can be expressed in terms of the solution of the RH problem (i)-(iv) as follows:

\[
q(x, t) = 2i \lim_{k \to \infty} \left( kM(x, t, k) \right)_{12}.
\]

The basic RH problem has universal structure in the sense that for any initial function \( q_0(x) \) with prescribed behavior at infinity, and such that the direct scattering problem is well-posed, it has the same form as in Definition with following differences of properties of the scattering data:
• the discrete spectrum is not empty and residual conditions are presented;
• \( f(k) \) and \( \bar{f} (k) \) are some functions given on semi-intervals \((\Re E_j, E_j)\) and \((\Re E_j, \bar{E}_j)\);
• \( r(k) \) is a function given for real \( k \) with jumps at the points \( E_j \):

\[
r_-(\Re E_j) - r_+(\Re E_j) = f(\Re E_j), \quad j = 0, 1, 2, \ldots, n;
\]

At this point we can forget how the Riemann-Hilbert problem (i) - (iv) was deduced. We simply prove that such a problem has a unique solution which is smooth in \( x \) and \( t \neq 0 \). Moreover, we show that the matrix \( M(x,t,k) \) generates a solution of the AKNS equations and, as a result, a smooth solution of the focusing nonlinear Schrödinger equation. Just this solution is the subject of our research. In the present paper we restrict our attention to the leading edge of the dispersive shock wave only.

**Theorem 4.** For any fixed \( x, t \in \mathbb{R} \), the Riemann-Hilbert problem (i) - (iv) has the unique solution. This solution is continuous in the parameters \( (x, t) \in \mathbb{R} \times \mathbb{R} \).

**Proof. Existence.** Let \( x \) and \( t \) be fixed. We look for the solution \( M(x,t,k) \) of the RH problem in the form:

\[
M(x,t,k) = I + \frac{1}{2\pi i} \int_{\Gamma} \left[ I + N(x,t,s) \right] \left[ I - J(x,t,s) \right] \frac{1}{s - k} ds, \quad k \in \mathbb{C} \setminus \Gamma.
\]

(4.8)

One can show that the Cauchy integral (4.8) provides all properties of the RH problem if and only if the matrix \( N(x,t,k) \) satisfies the singular integral equation

\[
N(x,t,s) \cap K[N(x,t,s)] = F(x,t,s).
\]

(4.9)

The singular integral operator \( K \) and the right-hand side \( F(x,t,s) \) are as follows:

\[
K[N](x,t,s) = \frac{1}{2\pi i} \int_{\Gamma} \frac{N(x,t,z)[I - J(x,t,z)]}{z - s_+} dz,
\]

\[
F(x,t,s) = \frac{1}{2\pi i} \int_{\Gamma} \frac{I - J(x,t,z)}{z - s_+} dz.
\]

We consider this integral equation in the space \( L^2(\Gamma) \) of \( 2 \times 2 \) matrix complex-valued functions \( N(k) := N(x,t,s) \). The operator \( K \) is defined by the jump matrix \( J(x,t,k) \) and the generalized function \( \frac{1}{z - s_+} = \lim_{k \to s, k \in +side} \frac{1}{z - k} \).

The Cauchy operator

\[
C_+ [f](s) = \frac{1}{2\pi i} \int_{\Gamma} \frac{f(z)}{z - s_+} dz
\]

is bounded in the space \( L^2(\Gamma) \) [34].

The matrix-valued function \( I - J(x,t,k) \) as a function of the variable \( k \) is in the space \( L^2(\Gamma) \). Hence, the function \( F(x,t,k) \) is also in \( L^2(\Gamma) \). The matrix-valued function \( I - J(x,t,k) \) is bounded as a function of the variable \( k \): \( I - J(x,t,k) \in L^\infty(\Gamma) \). Thus \( Id - K \) is a function acting in \( L^2(\Gamma) \) (\( Id \) is the identical operator). The contour \( \Gamma \) and the jump matrix \( J(x,t,k) \) satisfy the Schwartz reflection principle [40]:

• the contour \( \Gamma \) is symmetric with respect to the real axis \( \mathbb{R} \),

\[
J(x,t,k)^{-1} = \overline{J(x,t,k)^{T}} \quad \text{for} \quad k \in \Sigma_+ \cup \Sigma_-,
\]
the jump matrix $J(x, t, k)$ has a positive definite real part for $k \in \mathbb{R} \setminus \cup_{j=0}^{n} \{\text{Re} E_j\}$.

Then Theorem 9.3 from [40] (p. 984) guarantees the $L^2$ invertibility of the operator $Id - \mathcal{K}$. Therefore, the singular integral equation (4.9) has a unique solution $N(x, t, k) \in L_2(\Gamma)$ for any fixed $x, t \in \mathbb{R}$ and the formula (4.8) gives the solution of the above RH problem. The operator $Id - \mathcal{K}$ depends continuously on the parameters $(x, t) \in \mathbb{R} \times \mathbb{R}$. Therefore the inverse operator $(Id - \mathcal{K})^{-1}$ also has this property. Hence, the solution $N(x, t, k)$ of singular integral equation (4.9) also depends continuously on $x, t$. From representation (4.8) we obtain the required statement for $M(x, t, k)$.

**Uniqueness.** The uniqueness for the Riemann–Hilbert problem (i)–(iv) in the space $L_2(\Gamma)$ is proved in [19] (p. 194–198).

**Theorem 5.** For any $x \in \mathbb{R}$ and $t \neq 0$, the solution of the RH problem (i)–(iv) is infinitely differentiable in $x$ and $t$.

**Proof.** First of all we note that it is impossible to differentiate the equation (4.9) with respect to $x$ and $t$ because the function $r(k)$, as well as the matrix $I - J(x, t, k)$, vanishes as $k^{-1}$ when $k \to \pm \infty$ along the real $k$-axis. To avoid a weak decreasing of the matrix $I - J(x, t, k)$ for large real $k$, we use an equivalent RH problem on such a contour, where the jump matrix $I - J(x, t, k)$ for large complex $k$ becomes exponentially small.

We restrict ourselves to the case $t > 0$ and $x \in \mathbb{R}$. We pick up two arbitrary real numbers such that $k_1 < \text{Re} E_0$ and $k_2 > \text{Re} E_n$. Let us perform the next transformations. The first one:

$$M^{(1)}(x, t, k) = M(x, t, k)\delta^{-\sigma_3}(k, k_1), \quad \delta(k, k_1) = \exp \left( \frac{1}{2\pi i} \int_{-\infty}^{k_1} \frac{\ln (1 + |r(s)|^2) ds}{s - k} \right).$$

Then $M^{(1)}(x, t, k) = M^{(1)}_+(x, t, k)J^{(1)}(x, t, k)$ where $J^{(1)}(x, t, k) = \delta^{\sigma_3}(k, \xi)J(x, t, k)\delta^{-\sigma_3}(k, k_1)$ for $k \in \Sigma_+ \cup \Sigma_-$, and on the real axis

$$J^{(1)}(x, t, k) = \begin{pmatrix} r(k) & 1 \\ 1 - r^2(k) & \delta_+(k, k_1)e^{-2it\theta(k, \xi)} \end{pmatrix} \begin{pmatrix} 1 & 0 \\ \frac{r(k)}{1 - r^2(k)} \delta^{-2}(k, k_1)e^{2it\theta(k, \xi)} & 1 \end{pmatrix}, \quad k < k_1$$

$$= \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \begin{pmatrix} r(k) & 1 \\ \delta_+(k, k_1)e^{-2it\theta(k, \xi)} & 1 \end{pmatrix}, \quad k > k_2.$$
\[ \hat{\Sigma}^{(1)} = \mathbb{R} \cup \hat{L}_1(k_2) \cup \hat{L}_3(k_2) \cup \hat{L}_3(k_1) \cup \hat{L}_3(k_1), \] where \( \hat{L}_1(k_2) = \{ k : \arg(k - k_2) = \pi/4 \} \), \( \hat{L}_1(k_2) = \{ k : \arg(k - k_2) = -\pi/4 \} \), \( \hat{L}_3(k_1) = \{ k : \arg(k - k_1) = 3\pi/4 \} \), \( \hat{L}_3(k_1) = \{ k : \arg(k - k_1) = -3\pi/4 \} \). The jump matrix \( J^{(1)}(x, t, k) \) initiates the second transformation:

\[ M^{(2)}(x, t, k) = M^{(1)}(x, t, k)G^{(1)}(x, t, k), \]

where

\[
G^{(1)}(x, t, k) = \begin{pmatrix}
1 & 0 \\
-r(k)\delta^{-2}(k, \xi)e^{2it\theta(k, \xi)} & 1
\end{pmatrix}, \quad k \in D_1,
\]

\[
= \begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix}, \quad k \in \overline{D}_1,
\]

\[
= \begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix}, \quad k \in D_2 \cup \overline{D}_2,
\]

\[
G^{(1)}(x, t, k) = \begin{pmatrix}
1 & 0 \\
-r(k)\delta^2(k, \xi)e^{-2it\theta(k, \xi)} & 1
\end{pmatrix}, \quad k \in D_3,
\]

\[
= \begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix}, \quad k \in \overline{D}_3.
\]

The \( G^{(1)} \)-transformation implies the following RH problem:

\[ M^{-2}_-(x, t, k) = M^{(2)}_+(x, t, k)J^{(2)}(x, t, k), \quad k \in \hat{\Sigma}^{(2)}, \]

\[ M^{(2)}(x, t, k) \rightarrow I, k \rightarrow \infty, \]

where the jump matrix \( J^{(2)}(x, t, k) = (G^{(1)}(x, t, k))^{-1}J^{(1)}(x, t, k)G^{(1)}(x, t, k) \) for \( k \in \Sigma_+ \cup \Sigma_- \) and

\[
J^{(2)}(x, t, k) = \begin{pmatrix}
1 & r(k) \delta^2(k, \xi)e^{-2it\theta(k, \xi)} \\
0 & 1
\end{pmatrix}, \quad k \in L_3(k_1),
\]

\[
= \begin{pmatrix}
1 & 0 \\
-r(k) \delta^{-2}(k, \xi)e^{2it\theta(k, \xi)} & 1
\end{pmatrix}, \quad k \in \overline{L}_3(k_1),
\]

\[
= \begin{pmatrix}
1 & -r(k)e^{2it\theta(k, \xi)} \\
0 & 1
\end{pmatrix}, \quad k \in L_1(k_2),
\]

\[
= \begin{pmatrix}
1 & 0 \\
0 & 1
\end{pmatrix}, \quad k \in \mathbb{R} \setminus \bigcup_{j=0}^n \{ \text{Re} E_j \}.
\]

As we did for the matrix \( M(x, t, k) \), let us pass to \( M^{(2)}(x, t, s) = C[I + N^{(2)}](x, t, s) \) and to the equivalent singular integral equation:

\[
N^{(2)}(x, t, s) = \frac{1}{2\pi i} \int_{\Gamma^{(2)}} \frac{N^{(2)}(x, t, z)[I - J^{(2)}(x, t, z)]}{z - s_+} dz = \frac{1}{2\pi i} \int_{\Gamma^{(2)}} \frac{[I - J^{(2)}(x, t, z)]}{z - s_+} dz,
\]
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where $\Gamma^{(2)} = \Sigma_+ \cup \Sigma_- \cup L_1(\xi) \cup L_1(\xi) \cup L_3(\xi) \cup L_3(\xi)$. Like the singular integral equation (4.9), this equation has a unique solution $N^{(2)}(x, t, s) \in L_2(\Gamma^{(2)})$. Now we can differentiate the last equation in $x$ and $t$ as many times as desired. Indeed, to differentiate these equations and matrix $N^{(2)}(x, t, s)$ it is sufficient that its formal derivatives are convergent. The function $I - J(x, t, s)$ is responsible for decaying of integrands in the first case. In the second case decaying of integrands is determined by $I - J^{(2)}(x, t, s)$. While on the real axis the function $I - J(x, t, s)$ decreases as $1/s$, which does not allow to differentiate, the function $I - J^{(2)}(x, t, s)$ decreases exponentially on the infinite parts of the contour $\Gamma^{(2)}$ (we remind that $t > 0$). It provides a unique solvability and existence of the partial derivatives of $N^{(2)}(x, t, k)$ with respect to $x$ and $t$. Hence, the same is true for $M^{(2)}(x, t, k)$ and $M(x, t, k)$.

**Theorem 6.** Let $\Phi^{(2)}(x, t, k) \equiv M^{(2)}(x, t, k)e^{(ikx+2ik^2)t}\sigma_3$. Then $\Phi^{(2)}(x, t, k)$ satisfies the Ablowitz-Kaup-Newell-Segur [1] system of equations

\[
\begin{align*}
\Phi_x^{(2)} + ik\sigma_3\Phi^{(2)} &= Q(x, t)\Phi^{(2)}, \quad x \in \mathbb{R}, \quad t > 0, \\
\Phi_t^{(2)} + 4ik^3\sigma_3\Phi^{(2)} &= \dot{Q}(x, t, k)\Phi^{(2)},
\end{align*}
\]

where

\[
Q(x, t) = \begin{pmatrix} 0 & q(x, t) \\ -\bar{q}(x, t) & 0 \end{pmatrix},
\]

\[
\dot{Q}(x, t, k) = 2kQ(x, t) - i(Q^2(x, t) + Q_x(x, t))\sigma_3
\]

with the function $q(x, t)$ given by

\[
q(x, t) = 2i \lim_{k \to \infty} k \left[ M^{(2)}(x, t, k) \right]_{12} = \frac{-1}{\pi} \int_{\Gamma^{(2)}} \left( \begin{pmatrix} I + N^{(2)}(x, t, k) \\ I - J^{(2)}(x, t, k) \end{pmatrix} \right)_{12} dk.
\]

\[
(4.12)
\]

**Corollary 1.** The function $q(x, t)$ is smooth for $x \in \mathbb{R}, t \neq 0$, and it satisfies the NLS equation (1.1)

**Proof.** The matrix $\Phi^{(2)}(x, t, k)$ is analytic in $k \in \mathbb{C} \setminus \Gamma^{(2)}$. It has the following jump across $\Gamma^{(2)}$.

\[
\Phi^{(2)}_-(x, t, k) = \Phi^{(2)}_+(x, t, k)J_0^{(2)}(k), \quad k \in \Gamma^{(2)},
\]

where $J_0^{(2)}(k) = e^{(ikx+2ik^2)t}\sigma_3$. The jump $J_0^{(2)}(x, t, k)e^{(-ikx-2ik^2)t}\sigma_3$ is independent on $x$ and $t$. By differentiation with respect to $x$ and $t$ we get

\[
\frac{\partial\Phi^{(2)}_-(x, t, k)}{\partial x} (\Phi^{(2)}_-(x, t, k))^{-1} = \frac{\partial\Phi^{(2)}_+(x, t, k)}{\partial x} (\Phi^{(2)}_+(x, t, k))^{-1},
\]

\[
\frac{\partial\Phi^{(2)}_-(x, t, k)}{\partial t} (\Phi^{(2)}_-(x, t, k))^{-1} = \frac{\partial\Phi^{(2)}_+(x, t, k)}{\partial t} (\Phi^{(2)}_+(x, t, k))^{-1}
\]

for $k \in \Gamma^{(2)}$. The last relations mean that the matrix logarithmic derivatives $\Phi_x^{(2)}(x, t, k) (\Phi^{(2)}(x, t, k))^{-1}$ and $\Phi_t^{(2)}(x, t, k) (\Phi^{(2)}(x, t, k))^{-1}$ are analytic (entire) in $k \in \mathbb{C}$. The Cauchy integral for $M^{(2)}(x, t, k)$ gives the following asymptotic formulas:

\[
M^{(2)}(x, t, k) = I + \frac{m^{(2)}(x, t)}{k} + O(k^{-2}),
\]

\[
\frac{\Phi^{(2)}(x, t, k)}{\partial x} = \frac{m^{(2)}(x, t)}{k} + O(k^{-2}), \quad k \to \infty,
\]

\[
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\]
where
\[
m^{(2)}(x, t) = \frac{i}{2\pi} \int_{\Gamma^{(2)}} \left[ I + N^{(2)}(x, t, k) \right] \left[ I - J^{(2)}(x, t, k) \right] \, dk.
\]

Hence
\[
\Phi^{(2)}_x(x, t, k) \left( \Phi^{(2)}(x, t, k) \right)^{-1} = -ik\sigma_3 + i[\sigma_3, m^{(1)}] + O(k^{-1}), \ k \to \infty.
\]

Here \([A, B] = AB - BA\). Therefore, by Liouville’s theorem, the logarithmic derivative \(\Phi^{(2)}_x(x, t, k) (\Phi^{(2)}(x, t, k))^{-1}\) is a polynomial of degree 1 in \(k\):
\[
U(k) := \Phi^{(2)}_x(x, t, k) \left( \Phi^{(1)}(x, t, k) \right)^{-1} = -ik\sigma_3 + Q(x, t),
\]
where \(Q(x, t) \equiv i[\sigma_3, m^{(2)}] = \begin{pmatrix} 0 & q(x, t) \\ p(x, t) & 0 \end{pmatrix}\). The symmetry of the contour and the jump matrix ensure the symmetry of the matrices \(\sigma_2 \Phi^{(2)}(x, k) = \Phi^{(2)}(x, t, k)\) and \(\sigma_2 U(k) \sigma_2 = U(k)\), where \(\sigma_2 = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}\). Therefore \(Q(x, t) = -Q^*(x, t)\) is anti-Hermitian, i.e. \(p(x, t) = -\overline{q}(x, t)\). Thus \(\Phi^{(2)}(x, t, k)\) satisfies the equation (4.10) and a scalar function \(q(x, t)\) is defined by (4.12). The function \(q(x, t)\) is smooth in \(x \in \mathbb{R}, t \neq 0\), because the jump matrix \(J^{(2)}(x, t, k)\) is smooth in \(x\) and \(t\) by definition, the function \(N^{(2)}(x, t, k)\) is smooth by Theorem 5, and the integrals that have presented any partial derivative with respect to \(x\) and \(t\) of the function \(q(x, t)\) are well convergent under the condition \(t \neq 0\).

In the same way as before, we find that \(\Phi^{(2)}_t(x, t, k) \left( \Phi^{(2)}(x, t, k) \right)^{-1}\) is also a polynomial,
\[
\Phi^{(2)}_t(x, t, k) \left( \Phi^{(2)}(x, t, k) \right)^{-1} = -2ik^2\sigma_3 + kQ_1(x, t) + Q_0(x, t).
\]

Thus we see that the matrix \(\Phi^{(2)}(x, t, k)\) satisfies two differential equations:
\[
\Phi^{(2)}_x(x, t, k) = (Q(x, t) - ik\sigma_3)\Phi^{(2)}(x, t, k),
\]
\[
\Phi^{(2)}_t(x, t, k) = (Q_0(x, t) + kQ_1(x, t) - 2ik^2\sigma_3)\Phi^{(2)}(x, t, k).
\]

Their compatibility \(\Phi^{(2)}_xx(x, k) = \Phi^{(2)}_{tx}(x, t, k)\) gives the system of matrix equations:
\[
[\sigma_3, Q_1] + 2[Q, \sigma_3] = 0,
\]
\[
(Q_1)x + i[\sigma_3, Q_0] - [Q, Q_1] = 0,
\]
\[
Q_t - (Q_0)x + [Q, Q_0] = 0.
\]

The first and the second equations give \(Q_1 = 2Q_0\), one \(Q_0 = -i\sigma_3 - iQ_0\sigma_3\) while the third matrix equation defines \(\alpha = Q^2(x, t) = -|q(x, t)|^2 I\) and NLS equation in the matrix form:
\[
iQ_t - Q_{xx}\sigma_3 + 2Q^3\sigma_3 = 0.
\]

Thus the theorem is proved. \(\square\)

**Corollary 2.** Let \(\Phi(x, t, k) := M(x, t, k)e^{(ikx + 2ik^2t)\sigma_3}\), where \(M(x, t, k)\) is defined by the original RH problem (i) - (iv). Then the matrix \(\Phi(x, t, k)\) satisfies the equations (4.10), (4.11) with the matrix
\[
Q(x, t) = i[\sigma_3, m(x, t)],
\]
where
\[
m(x, t) = \lim_{k \to \infty} k(M(x, t, k) - I) = \lim_{k \to \infty} k(M^{(2)}(x, t, k) - I) = m^{(2)}(x, t).
\]
Proof. Since the matrix $M(x, t, k)$ is smooth in $x \in \mathbb{C}$, $t \neq 0$, and solves the original RH problem, then in the same way as in the theorem (6), we prove that the matrix $\Phi$ satisfies the equations (4.10), (4.11) with the matrix $Q(x, t) = i[\sigma_3, m(x, t)]$. By the definition, we have

$$m(x, t) = \lim_{k \to \infty} k(M(x, t, k) - I)$$

$$= \lim_{k \to \infty} k \left( M^{(2)}(x, t, k) - I \right) \left( G^{(1)}(x, t, k) \right)^{-1} \delta^{\sigma_3}(k, \xi)$$

$$+ k \left( G^{(1)}(x, t, k) \right)^{-1} \delta^{\sigma_3}(k, \xi) - I$$

$$= \lim_{k \to \infty} k \left( M^{(2)}(x, t, k) - I \right) = m^{(2)}(x, t)$$

because $\lim_{k \to \infty} \left( G^{(1)}(x, t, k) \right)^{-1} \delta^{\sigma_3}(k, \xi) - I = 0$.

In the previous sections we construct the set of matrix-valued Riemann–Hilbert problems (i)–(iv). We prove the existence of solutions to these problems, continuity in the parameters $(x, t) \in \mathbb{R} \times \mathbb{R}$ and smoothness for $x \in \mathbb{R}$ and $t \neq 0$. Any solution of the RH problem (i)–(iv) is associated with the function $q(x, t)$ by the formula $q(x, t) = \lim_{k \to \infty} 2ikM(x, t, k)_{21}$. We prove that $q(x, t)$ is smooth in $x \in \mathbb{R}$, $t \neq 0$ and satisfies the focusing nonlinear Schrödinger equation (1.1). The behavior of $q(x, t)$ in the neighborhood of $t = 0$ is determined by the parameter of the original RH problem function $r(.)$. If $r(.) \in L_1(\Gamma)$, then $q(x, t)$ is jointly continuous in $(x, t) \in \mathbb{R} \times \mathbb{R}$. If $r(.) \notin L_1(\Gamma)$, then the integral $\int_{\Gamma} q(s)e^{2isx+8is^3t}ds$ converges improperly for $x, t \neq 0$ and

$$q(x, t) + \frac{1}{\pi} \int_{\Gamma} q(s)e^{2isx+8is^3t}ds \in C(\mathbb{R} \times \mathbb{R}).$$

5 Long-time asymptotics

Remark. In the present paper, we consider the initial value problem with the pure step-like initial conditions. This is done basically to fix ideas while avoiding technical complications arising in the case when $q_0(x)$ given by (1.2) is not exact initial data but the large-$x$ asymptotics for $q(x, 0)$. In the latter case, the reflection coefficient $r(k)$ cannot, in general, be analytically extended from the real axis, which leads to additional steps in the sequence of RH problem deformations related to rational approximations of $r(k)$ and the consequent “opening of lenses” procedures (cf. [14], [18], [8]) along the real axis and the contour $\Sigma$. Also, possible zeros of the spectral function $a(k)$ will generate solitons.

5.1 Region $\xi = \frac{\tilde{\xi}}{2} = -\text{Re } E_0 + \frac{\text{Re } \ln k}{4\text{Im } E_0}$. 

In this region we continue to use the function $\theta(k, \xi) = 2k^2 + 4\xi k$. Let us pick up a sufficiently small but fixed positive number $r > 0$. First of all, we ‘bend’ the segment $[E_0, E_0]$ to the right, and call the resulting (smooth) line

$$\hat{\Sigma}_0 = \hat{\Sigma}_0^+ \cup \hat{\Sigma}_0^-,$$

where $\hat{\Sigma}_0^+ = [E_0, E_0 + r, \text{Re } E_0 + 10r]$, $\hat{\Sigma}_0^- = [\text{Re } E_0 + 10r, E_0 + r, E_0]$.

Denote by $\Omega_u$ the domain between $\mathbb{R}$, $\Sigma_0^+$, and $\hat{\Sigma}_0^+$, and denote by $\Omega_d$ the domain between $\mathbb{R}$, $\Sigma_0^-$, $\hat{\Sigma}_0^-$ (subscript $u$ means ‘up’, $d$ means ‘down’). Denote by $\hat{\Sigma}$ the contour $\Sigma$, where instead of the segment $\Sigma_0$ we take the curve $\hat{\Sigma}_0$, 

$$\hat{\Sigma} = \hat{\Sigma}_0 \cup \ldots \cup \hat{\Sigma}_j \cup \ldots \cup \hat{\Sigma}_n.$$
Function $f(k)$, defined on $k \in [E_0, E_0]$, admits a piece-wise analytic continuation $\hat{f}(k)$ in a neighborhood of the segment $[E_0, 0]$,

$$\hat{f}(k + 0) = f(k), \quad k \in [E_0, 0],$$

where $\hat{f}(k)$ is analytic in a neighborhood of the segment $[E_0, 0]$, excluding the segment $[E_0, 0]$ itself. Furthermore, define

$$M^{(2)}(\xi, t; k) = M(\xi, t; k) \begin{bmatrix} 1 & \frac{1}{\hat{f}(k)e^{2i\theta(k, \xi)}} \\ \hat{f}(k)e^{2i\theta(k, \xi)} & 0 \end{bmatrix}, k \in \Omega_u,$$

$$= M(\xi, t; k) \begin{bmatrix} 1 & -\frac{1}{\hat{f}(k)e^{-2i\theta(k, \xi)}} \\ 0 & 1 \end{bmatrix}, k \in \Omega_d,$$

$$= M(\xi, t; k), \quad \text{elsewhere.}$$

The function $M^{(2)}$ satisfies the Basic RH problem with the contour $\hat{\Sigma}$ instead of $\Sigma$ (see Figure 4).

![Figure 4](image)

**Figure 4:** The oriented contour $\hat{\Gamma} = \mathbb{R} \cup \hat{\Sigma}$ and (dashed) line $\text{Im } \theta = 0$.

![Figure 5](image)

**Figure 5:** Opening of the lenses. The point $k_0 = k_0(\xi) = -\xi$.

We draw the lines $L_j$, $j = 1, 2, 3, 4$, as shown in Figure 5. Denote the domain consisted between $L_1$ and $\mathbb{R}$ by $\Omega_1$, the one between $L_2$ and $\mathbb{R}$ by $\Omega_2$, the one between $L_3$ and $\mathbb{R}$ by $\Omega_3$, and the domain between $L_4$ and $\mathbb{R}$ by $\Omega_4$. Furthermore, introduce the scalar function $\delta(k, \xi)$ as the solution to the following conjugation problem:

$$\delta_+(k, \xi) = \delta_-(k, \xi)(1 + |r(k)|^2), \quad k \in (-\infty, k_0 = -\xi),$$

$$\lim_{k \to \infty} \delta(k) = 1,$$

$\delta(k)$ is analytic in $k \in \mathbb{C} \setminus (-\infty, k_0]$. 
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The function $\delta(k, \xi)$ satisfies the symmetry property

$$\overline{\delta(k, \xi)} \cdot \delta(k, \xi) = 1,$$

and can be found explicitly in the form

$$\delta(k, \xi) = \exp \left[ \frac{1}{2\pi i} \int_{-\infty}^{k_0} \ln(1 + |r(s)|^2) \frac{ds}{s - k} \right].$$

Furthermore, define the function

$$M^{(3)}(\xi, t; k) = M^{(2)}(\xi, t; k) \begin{bmatrix} 1 & 0 \\ r(k) \delta^{-2}(k, \xi)e^{2i\theta(k, \xi)} & 1 \end{bmatrix}, k \in \Omega_1,$$

$$= M^{(2)}(\xi, t; k) \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} 1 & 0 \\ r(k) \delta^2(k, \xi)e^{-2i\theta(k, \xi)} & 1 \end{bmatrix}, k \in \Omega_2,$$

$$= M^{(2)}(\xi, t; k) \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} 1 & 0 \\ -r(k) \left(1 + r(k)r(k)^{-1}\right) \delta^2(k, \xi)e^{-2i\theta(k, \xi)} & 1 \end{bmatrix}, k \in \Omega_3,$$

$$= M^{(2)}(\xi, t; k) \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} 1 & 0 \\ r(k) \left(1 + r(k)r(k)^{-1}\right)^{-1} \delta^{-2}(k, \xi)e^{2i\theta(k, \xi)} & 1 \end{bmatrix}, k \in \Omega_4,$$

In view of (4.6), the function $M^{(3)}$ satisfies the following RHP:

**Transformed RH problem.** Find a $2 \times 2$-valued function $M^{(3)}(\xi, t; k)$ such that

(i) $M^{(3)}(\xi, t, k)$ is analytic in $k \in \mathbb{C} \setminus \tilde{\Gamma}$, $\tilde{\Gamma} = L_1 \cup L_2 \cup L_3 \cup L_4 \cup [E_0, E_0 + r] \cup [\overline{E_0}, \overline{E_0} + r]$.

(ii) the boundary values $M^{(3)}_\pm(x, t, k)$ satisfy the jump conditions

$$M^{(3)}_-(x, t, k) = M^{(3)}_+(x, t, k)J^{(3)}(x, t, k), k \in \tilde{\Gamma},$$

where the jump matrix $J^{(3)}(x, t, k)$ is defined as follows:

$$J^{(3)}(x, t, k) = \begin{bmatrix} 1 & 0 \\ -r(k)\delta^{-2}(k, \xi)e^{2i\theta(k, \xi)} & 1 \end{bmatrix}, k \in L_1,$$

$$= \begin{bmatrix} 1 & 0 \\ -r(k)\delta^2(k, \xi)e^{-2i\theta(k, \xi)} & 1 \end{bmatrix}, k \in L_2,$$

$$= \begin{bmatrix} 1 & 0 \\ -r(k) \left(1 + r(k)r(k)^{-1}\right)^{-1} \delta^2(k, \xi)e^{-2i\theta(k, \xi)} & 1 \end{bmatrix}, k \in L_3,$$

$$= \begin{bmatrix} 1 & 0 \\ -r(k) \left(1 + r(k)r(k)^{-1}\right)^{-1} \delta^{-2}(k, \xi)e^{2i\theta(k, \xi)} & 1 \end{bmatrix}, k \in L_4,$$
\[
\begin{bmatrix}
1 & 1 \\
\hat{f}(k) \delta(k, \xi) - 2 e^{2i\psi(k, \xi)} & 0
\end{bmatrix},
k \in l^+ \quad (\sim [E_0, E_0 + r]),
\]
\[
\begin{bmatrix}
1 & 0 \\
-\hat{f}(k) \delta(k, \xi) e^{-2i\psi(k, \xi)} & 1
\end{bmatrix},
k \in l^- \quad (\sim [E_0 + r, E_0]),
\]

(iii)
\[
M^{(3)}(\xi, t; k) = I + O\left(\frac{1}{k}\right) \quad \text{as} \quad k \to \infty.
\]

Let us notice, that the jumps on \(L_j, j = 1, \ldots, 4\) except for the vicinity of the point \(k_0\), are exponentially small, and hence the main contribution comes from the segments \(l^+ \sim [E_0, E_0 + r], l^- \sim [E_0, E_0 + r]\) and (sub-leading of order \(t^{-1/2}\)) contribution comes from the neighborhood of \(k_0\).

5.1.1 Local changes of variables in the vicinity of the points \(k = E_0, k = \overline{E}_0\).

Let us denote \(E_0 = A + iB\), and take
\[
\xi = -A - \frac{\rho \ln t}{4B} t,
\]
and make local changes of variable
\[
k = E_0 + y, \quad k = \overline{E_0} + yd
\]
in the vicinity of the points \(k = E_0, \overline{E}_0\), respectively. Let us notice, that the behavior of \(f(k)\) on the interval \(k \in (E_0, E_0 - ir)\) is as follows:
\[
f(k) = e^{-\frac{\pi i}{4}c_0} \sqrt{i(k - E_0)(1 + O(\sqrt{i(k - E_0)}))}, \quad k \in (E_0, E_0 - ir),
\]
where the root is positive on \((E_0, E_0 - ir)\). Hence, the behavior of the function \(\hat{f}(k)\) in the vicinity of the point \(k = E_0\) is as follows:
\[
\hat{f}(k) = \sqrt{k - E_0} \cdot \hat{\phi}(k), \quad \overline{\hat{f}(k)} = \sqrt{k - \overline{E_0}} \cdot \overline{\hat{\phi}(k)}, \quad \hat{\phi}(k = E_0) = c_0.
\]
where \(\hat{\phi}(k)\) is an analytic function in a vicinity of \(k = E_0\), separated both from 0 and \(\infty\).

We have furthermore
\[
\frac{\hat{f}(k)e^{2i\psi(k, \xi)}}{\delta(k, \xi)^2} = -\sqrt{t} z e^{-4t t^2} e^{-2i\varphi(t)} (-\hat{\phi}(k, \xi)), \quad \frac{-\overline{\hat{f}(k)} \delta(k, \xi)^2}{e^{2i\psi(k, \xi)}} = \sqrt{t} z_d e^{-4t t^2} e^{2i\varphi(t)} (-\overline{\hat{\phi}(k)}),
\]
where we made the further local change of variables
\[
z = y \left(8B + \frac{2i\rho \ln t}{Bt}\right) - 4iy^2, \quad z_d = y_d \left(8B - \frac{2i\rho \ln t}{Bt}\right) + 4iy^2,
\]
and denoted
\[
\gamma = \rho - \frac{1}{4}, \quad \varphi(t) = 2t(A^2 + B^2) + \frac{\rho A \ln t}{B}, \quad \hat{\phi}(k, \xi) = \sqrt{\frac{y}{z}} \cdot \hat{\phi}(k), \quad \overline{\hat{\phi}(k, \xi)} = \sqrt{\frac{y_d}{z_d}} \cdot \overline{\hat{\phi}(k)} \cdot \delta(k, \xi)^2.
\]

(5.2)
We fix the segments \(l^\pm\) by the condition that \(z, z_d\) are real on \(l^\pm\), respectively. Finally, denote
\[
\zeta = zt, \quad \zeta_d = z_d t.
\]
Hence, the jump \( J^{(3)} \) on the segment \( t^+ \) can be written as

\[
J^{(3)} = t^{-\gamma_3} e^{i\varphi(t)\gamma_3} (-\phi(k,\xi))^{-\frac{2\pi}{\varphi}} \begin{bmatrix} 1 \\ -\sqrt{\zeta} e^{-\zeta} \end{bmatrix} \begin{bmatrix} 0 \\ 1 \end{bmatrix} (-\phi(k,\xi))^{-\frac{2\pi}{\varphi}} e^{-i\varphi(t)\gamma_3} t^{-\gamma_3}, \quad k \in t^+,
\]

\[
= t^{\gamma_3} e^{i\varphi(t)\gamma_3} \begin{bmatrix} 1 \\ \sqrt{\zeta} e^{-\zeta} \end{bmatrix} \begin{bmatrix} 0 \\ 1 \end{bmatrix} (-\phi(k,\xi))^{-\frac{2\pi}{\varphi}} e^{-i\varphi(t)\gamma_3} t^{-\gamma_3}, \quad k \in t^-.
\]

Formula (5.3) clearly indicates the possibility of using generalized Laguerre polynomials of index 1/2, which will be done in the next section.

### 5.1.2 Generalized Laguerre polynomials of index \( \frac{1}{2} \).

Denote \( p_n(\zeta) = L_n^{(1/2)}(\zeta) = (-1)^n(\zeta^n + \cdots, \pi_n(\zeta) = (-1)^n n! p_n(\zeta) = \zeta^n + \cdots \)

\[
\int_0^{+\infty} \zeta^{1/2} e^{-\zeta} p_n(\zeta) p_m(\zeta) d\zeta = \frac{\Gamma(n + \frac{3}{2})}{n!} \delta_{m,n}, \quad \int_0^{+\infty} \zeta^{1/2} e^{-\zeta} \pi_n(\zeta) \pi_m(\zeta) d\zeta = \Gamma(n + \frac{3}{2}) n! \delta_{m,n}.
\]

The generalized Laguerre polynomials with index \( \frac{1}{2} \) and degree \( n \) solve a RHP of the form

\[
L_-(\zeta) = L_+(\zeta) J_L(\zeta), \quad \zeta \in \mathbb{R}_+,
\]

\[
J_L(\zeta) = \begin{pmatrix} \frac{1}{\sqrt{\zeta} e^{-\zeta}} & 0 \\ \frac{2\pi}{\varphi} \end{pmatrix},
\]

\[
L(\zeta) = (1 + \mathcal{O}(\zeta^{-1})) \zeta^{-n\sigma_3}, \quad \zeta \to \infty.
\]

and the solution is written as follows: for \( n \geq 1 \)

\[
L(\zeta) = \begin{pmatrix} \frac{1}{\sqrt{\zeta} e^{-\zeta}} \frac{2\pi}{\varphi} & \frac{1}{\sqrt{\zeta} e^{-\zeta}} \frac{2\pi}{\varphi} \\ \frac{2\pi}{\varphi} & \frac{2\pi}{\varphi} \end{pmatrix} \begin{pmatrix} \frac{1}{2\pi} \int_0^{+\infty} \sqrt{s} e^{-s} \pi_{n-1}(s) ds \\ \frac{2\pi}{\varphi} \frac{1}{2\pi} \int_0^{+\infty} \sqrt{s} e^{-s} \pi_n(s) ds \\ s - \zeta \end{pmatrix} \begin{pmatrix} \frac{1}{\sqrt{\zeta} e^{-\zeta}} \frac{2\pi}{\varphi} & \frac{1}{\sqrt{\zeta} e^{-\zeta}} \frac{2\pi}{\varphi} \\ \frac{2\pi}{\varphi} & \frac{2\pi}{\varphi} \end{pmatrix} \pi_n(\zeta),
\]

and for \( n = 0 \)

\[
L(\zeta) = \begin{pmatrix} \frac{1}{2\pi} \int_0^{+\infty} \sqrt{s} e^{-s} ds \\ s - \zeta \end{pmatrix} \begin{pmatrix} 0 \\ 1 \end{pmatrix}.
\]

Furthermore, the matrix function

\[
L_d(\zeta) = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} L(\zeta) \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}
\]

solves a RHP of the form

\[
L_d_-(\zeta) = L_d_+(\zeta) J_d(\zeta), \quad \zeta \in (+\infty, 0) \text{ (the orientation is from } +\infty \text{ to } 0),
\]

\[
J_d(\zeta) = \begin{pmatrix} 1 & \sqrt{\zeta} e^{-\zeta} \\ 0 & 1 \end{pmatrix},
\]

\[
L_d(\zeta_d) = (1 + \mathcal{O}(\zeta_d^{-1})) \zeta_d^{-n\sigma_3}, \quad \zeta_n \to \infty.
\]
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To show the relation with our RH problem for $M(3)$, consider the functions

$$L^{(1)} = \left( -\phi(k, \xi) t^{2\gamma} e^{-2i\varphi(t)} \right)^{-\sigma_3/2} \cdot L(\zeta) \cdot \left( -\phi(k, \xi) t^{2\gamma} e^{-2i\varphi(t)} \right)^{-\sigma_3/2},$$

$$L^{(1)}_d = \left( -\phi(k, \xi) t^{2\gamma} e^{2i\varphi(t)} \right)^{\sigma_3/2} \cdot L_d(\zeta) \cdot \left( -\phi(k, \xi) t^{2\gamma} e^{2i\varphi(t)} \right)^{-\sigma_3/2}.$$

they have the following jumps on $\zeta \in (0, +\infty)$, $\zeta_d \in (+\infty, 0)$, respectively (compare with (5.3)):

$$(L^{(1)}_+)^{-1} L^{(1)}_- = \left( \begin{array}{cc} 1 & 0 \\ \phi(k, \xi) t^{2\gamma} e^{-2i\varphi(0)} \zeta^{-\sigma_3} & 1 \end{array} \right), \quad (L^{(1)}_{d+})^{-1} L^{(1)}_{d-} = \left( \begin{array}{cc} 1 & 0 \\ -\phi(k, \xi) t^{2\gamma} e^{2i\varphi(0)} \sqrt{\zeta_d \zeta} & 1 \end{array} \right).$$

Further, developing up to $\zeta^{-1}$, $\zeta_d^{-1}$ term in the asymptotics (5.4), (5.6) of $L$, $L_d$ as $\zeta, \zeta_d \to \infty$, we obtain

$$L(\zeta) = \left[ \frac{1 + \frac{n^2 + \frac{2}{\zeta}}{n! \Gamma(n + \frac{1}{2})}}{2\pi i} + \frac{2 i \pi}{n! \Gamma(n + \frac{1}{2})} \right] + O(\zeta^{-2}), \quad \zeta \to \infty, \quad (5.7)$$

$$L_d(\zeta) = \left[ \frac{1 - \frac{n^2 + \frac{2}{\zeta}}{n! \Gamma(n + \frac{1}{2})}}{2\pi i} + \frac{2 i \pi}{n! \Gamma(n + \frac{1}{2})} \right] + O(\zeta_d^{-2}), \quad \zeta_d \to \infty. \quad (5.8)$$

The formulas (5.7), (5.8) include also the case $n = 0$.

### 5.1.3 Local change of variable in the vicinity of the point $k = k_0 \equiv -\xi$.

For $k$ in the vicinity the point $k = k_0 \equiv -\xi$ we make the following changes of variable:

$$k = k_0 + \mu, \quad \lambda = \sqrt{2t} \mu.$$

Then

$$\theta(k, \xi) = 2k^2 + 4t\xi k = -2\xi^2 + 2\mu^2, \quad 2i t \theta(k, \xi) = -4i t \xi^2 + 2i \lambda^2.$$

Furthermore, the function $\delta(k, \xi)$ can be rewritten in the form

$$\delta(k, \xi) = (k - k_0)^{-i\nu(\xi)} \cdot \chi(k, \xi), \quad \text{where} \quad \nu = \frac{1}{2\pi} \ln(1 + |r(k_0)|^2),$$

and the function $\chi(k, \xi)$ has a non-zero limit at the point $k = k_0$,

$$\chi(k, \xi) = (k + N)^{i\nu} \cdot \exp \left[ \frac{1}{2\pi i} \int_{-\infty}^{-N} \frac{\ln(1 + |r(s)|^2)}{s - k} \frac{ds}{s - k} + \frac{1}{2\pi i} \int_{-N}^{0} \frac{\ln(1 + |r(s)|^2)}{s - k} ds \right].$$

The latter expression does not depend on the choice of the parameter $-N < k_0$.

Let us pick up some sufficiently small (fixed) positive $\delta > 0$. Then the jump matrix $J^{(3)}$ has the following representation for $|k - k_0| < \delta$:

$$J^{(3)} = \left( \begin{array}{cc} \chi(k, \xi) e^{2it\xi^2 (2t) \frac{\varphi}{T}} & \sigma_3 \\ -r(k) \lambda^{2i\nu} e^{2i\lambda^2} & 0 \end{array} \right) \left( \begin{array}{cc} 1 & 0 \\ 0 & 1 \end{array} \right),$$

$$k \in L_1,$n

$$J^{(3)} = \left( \begin{array}{cc} \chi(k, \xi) e^{2it\xi^2 (2t) \frac{\varphi}{T}} & \sigma_3 \\ 1 - r(k) \lambda^{2i\nu} e^{-2i\lambda^2} & 0 \end{array} \right) \left( \begin{array}{cc} 1 & 0 \\ -r(k) \lambda^{2i\nu} e^{2i\lambda^2} & 1 \end{array} \right),$$

$$k \in L_2,$n

$$J^{(3)} = \left( \begin{array}{cc} \chi(k, \xi) e^{2it\xi^2 (2t) \frac{\varphi}{T}} & \sigma_3 \\ 1 - r(k) \lambda^{2i\nu} e^{-2i\lambda^2} & 0 \end{array} \right) \left( \begin{array}{cc} 1 & 0 \\ -r(k) \lambda^{2i\nu} e^{2i\lambda^2} & 1 \end{array} \right),$$

$$k \in L_3,$n

$$J^{(3)} = \left( \begin{array}{cc} \chi(k, \xi) e^{2it\xi^2 (2t) \frac{\varphi}{T}} & \sigma_3 \\ 1 - r(k) \lambda^{2i\nu} e^{-2i\lambda^2} & 0 \end{array} \right) \left( \begin{array}{cc} 1 & 0 \\ -r(k) \lambda^{2i\nu} e^{2i\lambda^2} & 1 \end{array} \right),$$

$$k \in L_4,$n
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5.1.4 Parabolic cylinder functions.

The parabolic cylinder function $D_a(z)$ is an entire function, which satisfies the differential equation

$$\partial_z D_a(z) + \left(a + \frac{1}{2} - \frac{z^2}{4}\right)D_a(z) = 0,$$

and has the asymptotics as $\lambda \to \infty$

$$D_a(z) = z^ae^{-z^2/4} \left(1 - \frac{a(a-1)}{2z^2} + \frac{a(a-1)(a-2)(a-3)}{8z^4} + \ldots\right), \quad \arg z \in \left(-\frac{3\pi}{4}, \frac{3\pi}{4}\right),$$

or, in more general form,

$$D_a(z) = z^ae^{-z^2/4} \left(\sum_{j=0}^{N-1} \frac{(-1)^j \cdot (a)_{(2j)}}{j! 2^j z^{2j}} + O(z^{-2N})\right), \quad \arg z \in \left(-\frac{3\pi}{4}, \frac{3\pi}{4}\right),$$

where

$$(a)_{(0)} = 1, \quad (a)_{(n)} = a(a-1) \ldots (a-n+1) = \frac{a^n}{(a-n)!}, \quad n \geq 1.$$

In particular case when $a = 0$ we have

$$D_0(z) = e^{-z^2/4}.$$

Furthermore, $D_a(z)$ satisfies the following relations:

$$D_a(z) = e^{-\pi ai} D_a(-z) + \frac{\sqrt{2\pi}}{\Gamma(-a)} e^{-\pi(a+1)i/2} D_{-a-1}(iz),$$

$$D_a(z) = e^{\pi ai} D_a(-z) + \frac{\sqrt{2\pi}}{\Gamma(-a)} e^{\pi(a+1)i/2} D_{-a-1}(-iz),$$

$$D_a(z) = \frac{\Gamma(a+1)}{\sqrt{2\pi}} \left(e^{\pi ia/2} D_{-a-1}(iz) + e^{-\pi ia/2} D_{-a-1}(-iz)\right),$$

$$D_{a+1}(z) - z D_a(z) + a D_{a-1}(z) = 0, \quad D'_a(z) = -\frac{z}{2} D_a(z) + a D_{a-1}(z) = 0.$$

Let us consider the following piece-wise analytic function:

$$\Psi(\lambda) = \begin{bmatrix} u^+ D_{-i\nu}(2e^{-3\pi i/4}\lambda) & \beta_1 v^+ D_{i\nu-1}(2e^{-\pi i/4}\lambda) \\ \beta_2 u^+ D_{i\nu-1}(2e^{-3\pi i/4}\lambda) & v^+ D_{i\nu}(2e^{-\pi i/4}\lambda) \end{bmatrix}, \quad \text{Im } \lambda > 0,$$

$$\Psi(\lambda) = \begin{bmatrix} u^- D_{-i\nu}(2e^{3\pi i/4}\lambda) & -\beta_1 v^- D_{i\nu-1}(2e^{\pi i/4}\lambda) \\ -\beta_2 u^- D_{i\nu-1}(2e^{3\pi i/4}\lambda) & v^- D_{i\nu}(2e^{\pi i/4}\lambda) \end{bmatrix}, \quad \text{Im } \lambda < 0,$$

where

$$u^+ = 2i\nu e^{3\pi i/4}, \quad u^- = 2i\nu e^{-\pi i/4}, \quad v^+ = 2i\nu e^{-\pi i/4}, \quad v^- = 2i\nu e^{3\pi i/4},$$

$$\beta_1 = \frac{-i\sqrt{2\pi} e^{2i\nu/2}}{r_0 \Gamma(i\nu)} = \frac{\rho_0 \Gamma(-i\nu + 1) 2^{2i\nu}}{\sqrt{2\pi} e^{i\nu/2}}, \quad \beta_2 = \frac{r_0 \Gamma(1 + i\nu)}{\sqrt{2\pi} e^{-i\nu/2} \rho_0 2^{i\nu} \Gamma(-i\nu)},$$

and

$$\nu = \frac{1}{2\pi} \ln(1 + r_0 \rho_0),$$

and $r_0, \rho_0$ are some (complex) parameters. Properties (5.10) allows to verify that $\Psi(\lambda)$ has the following jump across the real line:

$$\Psi(\lambda - i0) = \Psi(\lambda + i0) \begin{pmatrix} 1 & -\rho_0 \\ -r_0 & 1 + r_0 \rho_0 \end{pmatrix}, \quad \lambda \in \mathbb{R}.$$
(Let us observe, that for \( \nu = 0 \) the expression for \( \Psi \) simplifies to \( \Psi(\lambda) = e^{-i \lambda^2 \sigma_3} \), \( \beta_1 = \beta_2 = 0 \). The latter is due to the asymptotics \( x \cdot \Gamma(\frac{1}{2} \ln(1 + x^2)) = \frac{\Theta(x)}{2x}(1 + o(1)) \), \( x \to 0 \). Furthermore, \( \beta_1 = \beta_2 \) if \( \rho_0 = \overline{\rho_0} \), and \( \beta_1 = -\beta_2 \) if \( \rho_0 = -\overline{\rho_0} \). Now let us take
\[
\rho_0 = r(k_0), \quad \rho_0 = r(k_0).
\]

The function
\[
P_{PC}(\lambda) = \Psi(\lambda) \cdot e^{i \nu \sigma_3} e^{i \lambda^2 \sigma_3}, \quad \arg \lambda \in \left( \frac{\pi}{4}, \frac{3\pi}{4} \right) \cup \left( -\frac{3\pi}{4}, -\frac{\pi}{4} \right),
\]
\[
= \Psi(\lambda) \cdot e^{i \nu \sigma_3} e^{i \lambda^2 \sigma_3} \left( \frac{1}{-r(k_0) \lambda^{2i} e^{2i \lambda^2}} \right), \quad \arg \lambda \in (0, \frac{\pi}{4}),
\]
\[
= \Psi(\lambda) \cdot e^{i \nu \sigma_3} e^{i \lambda^2 \sigma_3} \left( \frac{1}{r(k_0) \lambda^{-2i} e^{-2i \lambda^2}} \right), \quad \arg \lambda \in (-\frac{\pi}{4}, 0),
\]
\[
= \Psi(\lambda) \cdot e^{i \nu \sigma_3} e^{i \lambda^2 \sigma_3} \left( \frac{1}{0 \lambda^{2i} e^{2i \lambda^2}} \right), \quad \arg \lambda \in (\frac{3\pi}{4}, \pi),
\]
\[
= \Psi(\lambda) \cdot e^{i \nu \sigma_3} e^{i \lambda^2 \sigma_3} \left( \frac{1}{0 \lambda^{-2i} e^{-2i \lambda^2}} \right), \quad \arg \lambda \in (-\pi, -\frac{3\pi}{4})
\]
satisfies the jump relations \( P_{PC, -}(\lambda) = P_{PC, +}(\lambda) J_{PC}(\lambda) \) on the contour
\[
\lambda \in \Sigma_{PC} = (\infty e^{3\pi i /4}, 0) \cup (\infty e^{-3\pi i /4}, 0) \cup (0, \infty e^{\pi i /4}) \cup (0, \infty e^{-\pi i /4})
\]
\[
J_{PC} = \left[ \begin{array}{cc}
1 & 0 \\
-\frac{r(k_0)}{1 + |r(k_0)|^2} & 1 \\
0 & 1 \\
\end{array} \right], \quad \lambda \in (\infty e^{3\pi i /4}, 0), \quad \lambda \in (0, \infty e^{\pi i /4}),
\]
\[
= \left[ \begin{array}{cc}
1 & 0 \\
-\frac{r(k_0)}{1 + |r(k_0)|^2} & 1 \\
0 & 1 \\
\end{array} \right], \quad \lambda \in (\infty e^{-3\pi i /4}, 0), \quad \lambda \in (0, \infty e^{-\pi i /4}),
\]
and has the uniform asymptotics as \( \lambda \to \infty \) of the following form:
\[
P_{PC}(\lambda) = \left[ \begin{array}{c}
1 - \frac{\nu(1+i\nu)}{8\lambda^2} - \frac{\nu^2(1+i\nu)(3+i\nu)}{128\lambda^4} + \ldots \\
\frac{e^{\pi i /4} \beta_1}{2\lambda} + \frac{e^{\pi i /4} \beta_2(1-i\nu)(2+i\nu)}{16\lambda^3} + \ldots \\
\frac{e^{3\pi i /4} \beta_3}{2\lambda} + \frac{e^{-\pi i /4} \beta_3(1+i\nu)(2+i\nu)}{16\lambda^3} + \ldots \\
1 - \frac{\nu(1-i\nu)}{8\lambda^2} + \frac{\nu^2(1-i\nu)(3-i\nu)}{128\lambda^4} + \ldots
\end{array} \right] \quad (5.11)
\]

### 5.2 First approximation of \( M^{(1)} \)

We look for an approximation of \( M^{(3)} \) of the form
\[
M_\infty = \left( \begin{array}{c}
\frac{r(k_0)}{k - E_0} \\
B_\nu L(-\phi(k, \xi) \sigma_3/2 e^{-i \nu(1+i\nu)}) \sigma_3, \quad |k - E_0| > r, |k - k_0| > \delta,
\end{array} \right) \left( \begin{array}{c}
B_d L_d(-\phi(k, \xi) \sigma_3/2 e^{-i \nu(1+i\nu)}) \sigma_3, \quad |k - E_0| < r,
\end{array} \right) \left( \begin{array}{c}
B_{PC}(k) P_{PC}(\lambda) \cdot \left( \chi(k, \xi) e^{2i \nu \xi^2} (2i \frac{\lambda}{\xi}) \right)^{-\sigma_3}, \quad |k - k_0| < \delta.
\end{array} \right)
\]

In the process of the construction we will also determine the matrix-valued functions \( B_\nu, B_d, B_{PC} \) analytic inside the disks \( |k - E_0| < r, |k - E_0| < r, |k - k_0| < \delta \), respectively. The driving logic is
that of minimizing the distance of the error matrix \( E = M^{(3)} M_{\infty}^{-1} \) from the identity matrix. To this end we inspect its jump \( J_E = (E_+)^{-1} E_- = M_{\infty,+} J^{(3)} M_{\infty,-}^{-1} \).

On the interval \( t^+ \) the jump is

\[
J_E = B_u L_4 (\phi^*)^{-\gamma_0 (2t^+) \sigma_3 e^{-i\varphi(t)} \sigma_3} \begin{pmatrix} 1 & \phi t^2 e^{-\gamma_0 (2t^+) \sigma_3} \sqrt{\omega_0 - \zeta} \\ 0 & 1 \end{pmatrix} e^{i\varphi(t) \sigma_3} t^{-\gamma_0 (2t^+) \sigma_3} L^{-1} A_1 = I.
\]

Similarly, on \( t^- \) the jump \( J_E = I \). Furthermore, on the parts \( L_j, j = 1, \ldots, 4 \), of the contour within the disk \( D = \{ k : |k - k_0| < \delta \} \) the jump is

\[
J_E = B_{PC} \cdot P_{PC,+} = (\chi(k, \xi) e^{2it^2 (2t^+) \sigma_3} \cdot J^{(3)} \cdot (\chi(k, \xi) e^{2it^2 (2t^+) \sigma_3} \cdot J^{-1}_{PC} \cdot P_{PC,+}^{-1} B_{PC}^{-1}
\]

Since \( r(k) \) is continuous in the neighborhood of the point \( k = k_0 \), the terms

\[
\left( r(k) \frac{\chi(k_0)}{\chi(k)} - r(k_0) \right) \lambda^{2it^2 \sigma_3} \cdot \left( \frac{r(k) \chi(k_0)}{\chi(k)} (1 + r(k) \tau(k)) \right) \lambda^{2it^2 \sigma_3},
\]

which appear in the jump on the parts of the segments \( L_1, L_4 \), can be estimated as

\[
O(|k - k_0|) e^{-2it^2 \sigma_3} = O(|\mu|) \cdot e^{-4t|\mu|} = t^{-\frac{1}{2}} \cdot O(|\mu||\nu|) \cdot e^{-4t|\mu|^2} = O(t^{-1/2}).
\]

The ingredients on the parts of the segments \( L_2, L_3 \) admit similar estimate. Hence, the jump \( J_E \) is estimated as

\[
J_E = 1 + O(t^{-1/2}), \quad k \in (L_1 \cup L_2 \cup L_3 \cup L_4) \cap D,
\]

provided that \( B_{PC} \) is bounded in \( D \) uniformly w.r.t \( t \). Similarly, it follows from (5.11) that for \( k \in \partial D : |k - k_0| = \delta \),

\[
J_E = 1 + O(t^{-1/2}), \quad k \in \partial D.
\]

Furthermore, the jump \( J_E \) on the disks

\[
\partial C = \{ k : |k - E_0| = r \}, \quad \partial C_d = \{ k : |k - E_0| = r \}, \partial D = \{ k : |k - k_0| = \delta \}
\]

we take counterclockwise orientation)

\[
J_E = B_u L_{L_4} (\phi^*)^{-\gamma_0 (2t^+) \sigma_3 e^{-i\varphi(t)} \sigma_3} \begin{pmatrix} k - E_0 \\ k - E_0 \end{pmatrix}^{n\sigma_3}, \quad k \in \partial C,
\]

\[
J_E = B_d L_{L_d} (\phi^*)^{-\gamma_0 (2t^+) \sigma_3 e^{-i\varphi(t)} \sigma_3} \begin{pmatrix} k - E_0 \\ k - E_0 \end{pmatrix}^{n\sigma_3}, \quad k \in \partial C_d,
\]

\[
J_E = B_{PC} (k) P_{PC} (\lambda) \cdot (\chi(k_0, \xi) e^{2it^2 (2t^+) \sigma_3})^{n\sigma_3} \begin{pmatrix} k - E_0 \\ k - E_0 \end{pmatrix}^{n\sigma_3}, \quad k \in \partial D.
\]

To have \( J_E \) close to \( I \), taking into account the asymptotics (5.4), (5.6), (5.11) of \( L, L_d, P_{PC} \) on the circles (we have \( \zeta = \epsilon t \rightarrow \infty \) as \( t \rightarrow \infty \) when \( k \in \partial C \) and \( \lambda = \sqrt{2t} \mu \rightarrow \infty \) for \( k \in \partial D \)), we take

\[
B_u = \left( \frac{k - E_0}{k - E_0} \cdot \frac{1}{z} \right)^{n\sigma_3} (\sqrt{-\phi(t)^n \sigma_3 e^{-i\varphi(t)} \sigma_3}, \quad B_d = \left( \frac{k - E_0}{k - E_0} \cdot z_d \right)^{n\sigma_3} (\sqrt{-\phi(t)^n \sigma_3 e^{-i\varphi(t)} \sigma_3},
\]

\[
B_{PC} (k) = (\chi(k_0, \xi) e^{2it^2 (2t^+) \sigma_3})^{n\sigma_3} \cdot \left( \frac{k - E_0}{k - E_0} \right)^{n\sigma_3}.
\]

(5.13)

25
We see that indeed $B_u, B_d$ do not have poles at $k = E_0$, $k = E_0$, i.e. at $z = 0$, $z_d = 0$, and that $B_u, B_d, B_{PC}$ are indeed bounded inside the circles uniformly w.r.t. $t$. Furthermore,

$$J_E = \left( \frac{k - E_0}{k - E_0}, z \right)^{n\sigma_3} \left( -\phi(k, \xi) \right)^{\frac{\sigma_3}{2}} t^{(n-\gamma)\sigma_3} e^{i\varphi(t)\sigma_3} \left( 1 + O\left( \frac{1}{t} \right) \right)^{n\sigma_3}, k \in \partial C, \right.$$  \hspace{1cm} (5.14)

$$J_E = \left( \frac{k - E_0}{k - E_0}, \cdot \right) \left( -\phi(k, \xi) \right)^{\frac{\sigma_3}{2}} t^{(n-\gamma)\sigma_3} e^{i\varphi(t)\sigma_3} \left( 1 + O\left( \frac{1}{z_d t} \right) \right)^{n\sigma_3}, k \in \partial C_d, \right.$$  \hspace{1cm} (5.15)

$$J_E = \left( \chi(k, \xi)^{\frac{2i\xi^2}{2t}} (2t)^\frac{\chi}{2} \right)^{\sigma_3} \left( \frac{k - E_0}{k - E_0}, \cdot \right)^{\frac{\sigma_3}{2}} t^{(n-\gamma)\sigma_3} e^{i\varphi(t)\sigma_3} \left( 1 + O\left( \frac{1}{\mu t} \right) \right)^{n\sigma_3}, k \in \partial D, \right.$$  \hspace{1cm} (5.16)

and hence

$$J_E = \left( 1 + O(t^{-1}) \right) O(t^{2\gamma - 2n - 1}) 1 + O(t^{-1}) \right), k \in \partial C, \right.$$  \hspace{1cm} (5.17)

$$J_E = \left( 1 + O(t^{-1}) \right) O(t^{-1/2}) 1 + O(t^{-1}) \right), k \in \partial D, \right.$$  \hspace{1cm} (5.17)

For every value of $\gamma$ which is not half-integer we can choose $n$ such that $\gamma - \frac{1}{2} < n < \gamma + \frac{1}{2}$, and both off-diagonal terms in the r.h.s. of the first expression in (5.17) will be vanishing. However, for a half-integer $\gamma = m + \frac{1}{2}$ we cannot make both off-diagonal terms in (5.17) small: indeed, if we choose $n = m$, then the (1, 2) entry is of the order $O(t^{-2})$, but the (2, 1) entry is just $O(1)$; vice versa, for $n = m + 1$, then (2, 1) entry is $O(t^{-2})$, but the (1, 2) entry is just $O(1)$. As we shall see below, this indicates the presence of asymptotic solitons, which correspond to half-integer $\gamma$. Away from the asymptotic solitons, the solution of NLS equation is asymptotically vanishing.

To capture the asymptotic solitons, we are lead to make a further correction in the approximate solution; this is accomplished in the next section.

5.2.1 Refined approximation of $M^{(3)}$

In order to have more freedom in choosing $n$ in (5.17), the idea is that of “removing” the $\frac{1}{2}$ term in (2,1) entry in asymptotics (5.7) of $L$, and in (1,2) entry in asymptotics (5.8) of $L_d$ at $\infty$, so that they will start from $\frac{1}{\zeta^2}$, $\frac{1}{\zeta_d^2}$,

$$\left( \begin{array}{cc} 1 & 0 \\ \frac{1}{\zeta} & 1 \end{array} \right) L = \left( \begin{array}{cc} 1 + O\left( \frac{1}{\zeta} \right) & O\left( \frac{1}{\zeta} \right) \\ 0 & 1 \end{array} \right) \right); \left( \begin{array}{cc} 1 & R_k \\ 0 & 1 \end{array} \right) L_d = \left( \begin{array}{cc} 1 + O\left( \frac{1}{\zeta_d} \right) & O\left( \frac{1}{\zeta_d} \right) \\ 0 & 1 \end{array} \right) \right),$$

where

$$R_k = \frac{n!\Gamma(n + \frac{3}{2})}{2\pi i}.$$

However, this will bring poles at $k = E_0$, $k = E_0$ of the approximate solution and to compensate for this issue we multiply all $M_\infty$ by an appropriate meromorphic matrix function from the left.
Then \( J_k \), where 
\[
\{ \gamma \} = [0, \frac{1}{2}] 
\]
we choose 
\[ n = \lfloor \gamma \rfloor, \]
where \( \{ \gamma \} \), \( \lfloor \gamma \rfloor \) denote the fractional part of \( \gamma \) and the greatest integer not exceeding \( \gamma \), respectively. Then \( J_{E(1)} \) in (5.20) admits the estimate 
\[ J_{E(1)} = I + O(t^{-1}). \]
Other values of \( \gamma \), such that 
\[ \{ \gamma \} \in (\frac{1}{2}, 1) \]
are considered in the next section 5.2.3.

We determine now the matrix \( G \) (5.18) in such a way that \( M_{\infty}^{(1)} \) is bounded (has no poles) at 
\( k = E_0, k = \overline{E}_0 \). Expanding the product, the terms responsible for poles at 
\( k = E_0, k = \overline{E}_0 \) in \( M_{\infty}^{(1)} \) are 

\[
GB_u \left( 1 \begin{pmatrix} R_k & 0 & 0 \\ \gamma & 1 & 0 \\ \end{pmatrix} \right) (I + A \begin{pmatrix} 1 & 0 & \overline{\Lambda} \\ k - E_0 & 1 + \overline{z} & 0 \\ \end{pmatrix} + \frac{A}{k - E_0} + \frac{\overline{\Lambda}}{k - \overline{E}_0}) \left( R_k z^{-2n} \left( \frac{k - E_0}{k - \overline{E}_0} \right) 2n 1 t^{2 \gamma - 2n - 1} e^{-2 \nu(t)} (-\phi) \right) B_u, 
\]

which will remove these poles. In concrete, the above idea requires to define 

\[
G = I + \frac{A}{k - E_0} + \frac{\overline{\Lambda}}{k - \overline{E}_0} 
\]

where 
\[
M_{\infty}^{(1)} = \begin{pmatrix} G \left( \frac{k - E_0}{k - \overline{E}_0} \right)^{-n \sigma_3}, & |k - E_0| > r, |k - \overline{E}_0| > r, |k - k_0| > \delta, \\
GB_u \begin{pmatrix} 1 & 0 & 0 \\ \frac{R_k}{\gamma} & 1 & 0 \\ 0 & 1 & 0 \\ \end{pmatrix} L(-i \phi)^{\sigma_3/2} t^{\gamma \sigma_3}, & |k - ic| < r, \\
GB_d \begin{pmatrix} 1 & 0 & 0 \\ \frac{R_k}{\gamma} & 1 & 0 \\ 0 & 1 & 0 \\ \end{pmatrix} L_d(i \phi)^{-\sigma_3/2} t^{-\gamma \sigma_3}, & |k + ic| < r, \\
GB_{PC} \begin{pmatrix} 1 & \chi(k, \xi) e^{2it\xi^2} (2t) \gamma \sigma_3, & |k - k_0| < \delta, \\
\end{pmatrix}
\]

where \( B_u, B_d, B_{PC} \) are as in (5.13). The new error matrix 
\[
E^{(1)} := M^{(3)} \left( M_{\infty}^{(1)} \right)^{-1}
\]
has the jump 
\[
J_{E^{(1)}} = (E^{(1)}_+)^{-1} E^{(1)}_- = M_{\infty, +}^{(3)} J^{(3)} \left( M_{\infty, -}^{(1)} \right)^{-1};
\]
in the intervals \( t^\pm \) the jump is \( J_{E^{(1)}} = I \), on \( k \in (\Sigma \cap D) \cup \partial D \) the jump is \( J_{E^{(1)}} = 1 + O(t^{-1/2}) \), and on the circles \( k \in \partial C, k \in \partial C_d \) it is of the form 
\[
J_{E^{(1)}} = G \begin{pmatrix} 1 + O(t^{-1}) & O(t^{2 \gamma - 2n - 1}) \\
O(t^{2 \gamma - 2n - 1}) & 1 + O(t^{-1}) \\ \end{pmatrix} G^{-1}, k \in \partial C,
\]
\[
J_{E^{(1)}} = G \begin{pmatrix} 1 + O(t^{-1}) & O(t^{2 \gamma - 2n - 1}) \\
O(t^{2 \gamma - 2n - 1}) & 1 + O(t^{-1}) \\ \end{pmatrix} G^{-1}, k \in \partial C_d.
\]
We see that (5.20) provides us with better estimate than (5.17) provided that \( G, G^{-1} \) are uniformly bounded, as \( t \to \infty \), on the circles \( |k \mp ic| = r \). Now, for such \( \gamma \) that 
\[
\{ \gamma \} \in \left[ 0, \frac{1}{2} \right]
\]
we choose 
\[ n = \lfloor \gamma \rfloor, \]
where \( \{ \gamma \} \), \( \lfloor \gamma \rfloor \) denote the fractional part of \( \gamma \) and the greatest integer not exceeding \( \gamma \), respectively. Then \( J_{E^{(1)}} \) in (5.20) admits the estimate 
\[ J_{E^{(1)}} = I + O(t^{-1}). \]
Writing down the conditions of vanishing of the residue we get the system of equations

\[
\begin{pmatrix}
\tilde{a}_1 + (1 - \frac{a_1}{2iB}) \frac{H_d}{z_d} = 0, \\
\tilde{a}_1 - \frac{b_1}{2iB} \cdot \frac{H_d}{z_d} = 0;
\end{pmatrix}
\begin{pmatrix}
b_1 + (1 + \frac{\tilde{a}_1}{2iB}) \frac{H_d}{z_d} = 0, \\
an_1 + \frac{\tilde{b}_1}{2iB} \cdot \frac{H_d}{z_d} = 0,
\end{pmatrix}
\]

which decomposes into 2 linear systems: one for \(\tilde{a}_1, \tilde{b}_1\), another for \(\tilde{a}_1, b_1\). Here \(z', z_d'\) are the derivatives of \(z, z_d\) w.r.t. \(y, y_d\) respectively at the points \(y = 0, y_d = 0, and \)

\[
H = R_1 t^{2\gamma - 2n - 1} e^{-2i\varphi(t)} \lim_{k \to E_0} \left( \frac{k - E_0}{z(k - E_0)} \right)^{2n} \left( -\phi(k, \xi) \right) = \frac{-R_1 t^{2\gamma - 2n - 1}}{e^{2i\varphi(t)}} \left( \frac{1}{2iBz'} \right)^{2n} \hat{\phi}(E_0) = \\
\frac{(-1)^{n+1} \Gamma(n + \frac{3}{2}) t^{2\gamma - 2n - 1} e^{-2i\varphi(t)}}{2\pi \delta(E_0, \xi)} \left[ 2B(8B + \frac{2i\rho \ln t}{B^2}) \right]^{2n + \frac{1}{2}},
\]

\[
H_d = R_1 t^{2\gamma - 2n - 1} e^{2i\varphi(t)} \lim_{k \to E_0} \left( \frac{z_d(k - E_0)}{k - E_0} \right)^{-2n} \left( -\phi(k, \xi) \right) = \frac{-R_1 t^{2\gamma - 2n - 1}}{e^{2i\varphi(t)}} \left( \frac{1}{-2iBz_d} \right)^{2n} \cdot \hat{\phi}(E_0) = \\
\frac{(-1)^{n+1} \Gamma(n + \frac{3}{2}) t^{2\gamma - 2n - 1} e^{-2i\varphi(t)}}{2\pi \delta(E_0, \xi)} \left[ 2B(8B - \frac{2i\rho \ln t}{B^2}) \right]^{2n + \frac{1}{2}},
\]

We have the symmetry \(\overline{H_d} = -H\).

Solving system (5.21) for \(a_1, b_1, \tilde{a}_1, \tilde{b}_1\), we obtain

\[
a_1 = \frac{-2iBH H_d}{4B^2 z_d' - HH_d} = 2iB \left| \frac{H}{B z'} \right| \left| \frac{H_d}{z_d'} \right| = \frac{-4B^2 H z_d'}{4B^2 z_d' - HH_d} = -\tilde{b}_1,
\]

\[
\tilde{a}_1 = \frac{2iBH H_d}{4B^2 z_d' - HH_d} = -a_1, \quad \tilde{b}_1 = \frac{-4B^2 H_d z_d'}{4B^2 z_d' - HH_d} = -2B \left| \frac{H}{2B z'} \right| \left| \frac{H_d}{z_d'} \right| = \frac{-2iB \cdot \frac{H}{B z'} \cdot \frac{H_d}{z_d'}}{\left| \frac{H}{B z'} \right| + \left| \frac{H_d}{z_d'} \right|}.
\]

We see, that \(a_1, b_1, \tilde{a}_1, \tilde{b}_1\) are all bounded for \(t \to \infty\), hence, \(G\) does not contribute to the error estimate (5.20) of \(J_E\). Hence,

\[
q^{(1)}_{\infty}(x, t) := 2i \lim_{k \to \infty} k(M_{\infty})_{12} = -2i \lim_{k \to \infty} k(M_{\infty})_{21} = 2\tilde{b}_1 = -2\tilde{b}_1 = \frac{2iB \cdot \frac{H}{B z'} \cdot \frac{H_d}{z_d'}}{\left| \frac{H}{B z'} \right| + \left| \frac{H_d}{z_d'} \right|}.
\]
Let us notice that
\[
\frac{H}{|H|} = i(-1)^{n+1} e^{2i\varphi(t) - i \arg \delta(E_0) + 2i \arg \delta(E_0) + i(2n + \frac{3}{2}) \arctan \frac{4n}{2Bz}} = e^{i \arctan \frac{4n}{2Bz}},
\]
and
\[
\frac{|H|}{2B|z'|} = \frac{n! \Gamma(n + \frac{3}{2})}{2\pi} \cdot \frac{\exp(-2Bx + 4At) - (2n + \frac{3}{2}) \ln t}{|2B(8B + 2Bz)|^{2n + \frac{3}{2}} |\delta^2(E_0, \xi)|}.
\]
Hence
\[
q^{(1)}(\xi) = \frac{(-1)^n 2B \exp[2i\varphi(t) - i \arg \delta(E_0) + 2i \arg \delta(E_0, \xi)]}{\cosh[2B(x + 4At) + (2n + \frac{3}{2}) \ln t + \ln \left( \frac{2\pi}{n! \Gamma(n + \frac{3}{2})}, \frac{\delta(E_0)^2(16B^2)^{2n + \frac{3}{2}}}{|\delta^2(E_0)|^{2Bz}} \right)} + \mathcal{O}\left( \frac{\ln t}{t} \right), \quad (5.24)
\]
where
\[
\varphi(t) = 2t(A^2 + B^2) + \frac{A B \ln t}{B} = -(A x + 2t(A^2 - B^2)).
\]
Let us observe for future reference, that formulas (5.22), (5.23) imply
\[
a_1 - iB = iB \left| \frac{H}{2Bz} \right| - \frac{2Bz}{H} \left| \frac{H}{2Bz} \right|, \quad \tilde{b}_1 = -2B \left( e^{-i \arg \left( \frac{H}{2Bz} \right)} \right),
\]
and since \( \tilde{b}_1 = \frac{4(1)}{21} \), then
\[
(a_1 - iB)^2 = -B^2 \left( 1 - \frac{|q^{(1)}|^2}{4B^2} \right), \quad (\tilde{b}_1)^2 = -\frac{|q^{(1)}|^2}{4}.
\]
Furthermore, the solution of the initial value problem \( q(x, t) \) is equal to
\[
q(x, t) = q^{(1)}(\xi) + q^{(1)}_{\text{err}}, \quad \text{where} \quad q^{(1)}_{\text{err}} := 2i \lim_{k \to \infty} k(E^{(1)}_{12}),
\]
and it follows from \( J_{E^{(1)}} = I + \mathcal{O}(t^{-1/2}) \) that
\[
q^{(1)}_{\text{err}} = \mathcal{O}(t^{-1/2}),
\]
and hence
\[
q(x, t) = q^{(1)}(\xi)(x, t) + \mathcal{O}(t^{-1/2}).
\]
However, in the next subsection we evaluate the error term \( q^{(1)}_{\text{err}} \) more precisely, with accuracy up to \( t^{-1} \).

5.2.2 Calculation of \( q^{(1)}_{\text{err}} \).

Denote by \( \Sigma_E \) the jump contour for the error matrix \( E^{(1)} \). The function \( E^{(1)} \) admits the representation
\[
E^{(1)} = 1 + \mathcal{C}[H^{(1)} - (1 - J_{E^{(1)}})],
\]
where \( \mathcal{C} \) is the Cauchy operator
\[
\mathcal{C} f = \frac{1}{2\pi i} \int_{\Sigma_E} \frac{f(s)}{s - k} \ ds.
\]
and $E_+^{(1)}$ is the solution of the small-norm singular integral equation

$$E_+^{(1)} = 1 + C_+ [E_+^{(1)} \cdot (1 - J_{E^{(1)}})].$$

Developing the representation for $E^{(1)}$ into terms small w.r.t. $t$, we obtain

$$E^{(1)} = 1 + C [1 - J_{E^{(1)}}] + C [(E_+^{(1)} - 1) \cdot (1 - J_{E^{(1)}})],$$

and the last summand in the latter formula is already of the order $\mathcal{O}(t^{-1})$, because of presence of product of two terms of the order $t^{-1/2}$, namely

$$E_+^{(1)} - 1 = \mathcal{O}(t^{-1/2}) \quad \text{and} \quad J_{E^{(1)}} - 1 = \mathcal{O}(t^{-1/2}).$$

Furthermore, the second summand in (5.26) involves integration over the circles $\partial C$, $\partial C_d$, $\partial D$, segments $\Sigma \cap D$, and other lenses, where the jump is exponentially close to 1. We argue that the only contribution of the order $t^{-1/2}$ comes from the circle $\partial D$. Indeed, the circles $\partial C, \partial C_d$ give the contribution of the order $t^{-1}$, and the contribution from segments $\Sigma \cap D$ within the disk $D$ involves the integral of the order

$$\int_0^\delta |\mu| e^{-4\mu^2} d\mu < t^{-1} \int_0^\delta |\mu| \sqrt{t} e^{-4\mu^2} d(\mu \sqrt{t}) = \mathcal{O}(t^{-1}).$$

Henceforth, we have

$$q_{err}^{(1)}(x, t) = 2i \lim_{k \to \infty} k(E^{(1)} - 1)_1 = \frac{1}{\pi} \int_{\partial D} (J_{E^{(1)}}(s) - 1)_1 ds + \mathcal{O}(t^{-1}),$$

and substituting here

$$J_{E^{(1)}} = G \cdot F^{\sigma_3} \cdot P_{PC} \cdot F^{-\sigma_3} G^{-1}, \quad \text{where} \quad F := \left(\chi(k, \xi) e^{2it\xi^2} (2t)^{\eta/2} \right) \cdot \left(\frac{k - E_0}{k - \overline{E_0}}\right)^{-n},$$

and hence

$$(J_{E^{(1)}} - 1)_1 = (P_{PC})_1 F^2 \left(1 + \frac{a_1}{k - E_0}\right)^2 - (P_{PC})_1 \frac{\tilde{b}_1^2}{F^2(k - E_0)^2} + \mathcal{O}(t^{-1}),$$

we obtain

$$q_{err}^{(1)} = F(k_0)^2 \left(1 + \frac{a_1}{k_0 - E_0}\right)^2 \frac{1}{\pi} \int_{\partial D} \frac{e^{\eta/4} \beta_1 ds}{2\lambda} - \frac{\tilde{b}_1^2}{F(k_0)^2(k_0 - E_0)^2} \frac{1}{\pi} \int_{\partial D} \frac{e^{\eta/4} \beta_2 ds}{2\lambda} + \mathcal{O}(t^{-1}),$$

and substituting in the above integrals $\lambda = \sqrt{2t} (s - k_0)$ and computing the residues, namely

$$\frac{1}{\pi} \int_{\partial D} \frac{e^{\eta/4} \beta_1 ds}{2\lambda} = \frac{1}{\pi} \int_{\partial D} \frac{e^{\eta/4} \beta_1 ds}{2\sqrt{2t} (s - s_0)} = \frac{e^{\eta/4} \beta_1}{\sqrt{2} \sqrt{t}} = \frac{e^{\eta/4} \sqrt{2} \frac{2i\nu}{\sqrt{t}}}{r(k_0) \cdot \Gamma(-i\nu)} \cdot \frac{1}{\sqrt{t}},$$

$$\frac{1}{\pi} \int_{\partial D} \frac{e^{\eta/4} \beta_2 ds}{2\lambda} = \frac{e^{\eta/4} \beta_2}{\sqrt{2} \sqrt{t}} = \frac{e^{-\eta/4} \sqrt{2} \frac{2i\nu}{\sqrt{t}}}{r(k_0) \cdot \Gamma(-i\nu)} \cdot \frac{1}{\sqrt{t}},$$

we obtain

$$q_{err}^{(1)} = \sqrt{\frac{2}{B^2 \sqrt{t}}} \left(\frac{\chi^2(k_0) \cdot e^{4it\xi^2} (8t)^{\eta/2} (a_1 - iB)^2}{r(k_0) \Gamma(i\nu) e^{\eta/4}} + \frac{\tilde{b}_1^2 e^{-\eta/4} (8t)^{-i\nu}}{\chi^2(k_0) \cdot e^{4it\xi^2} r(k_0) \Gamma(-i\nu)}\right) + \mathcal{O} \left(\frac{\ln t}{t}\right).$$
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Combining this with (5.24), we obtain

\[
q(x, t) = \frac{(-1)^n 2B \exp[2i\varphi(t) - i \arg \hat{\phi}(E_0) + 2i \arg \delta(E_0, \xi)]}{\cosh \left[ 2B(x + 4At) + (2n + \frac{3}{2}) \ln t + \ln \left( \frac{2\pi}{n! (n + \frac{3}{2}) |\delta(E_0)|^2 (16B^2)^{2n + \frac{1}{2}} \right) \right] + \frac{\sqrt{\pi} e^{\pi \nu / 2}}{B^2 \sqrt{t}} \left( \frac{\chi^2(k_0) \cdot e^{4it\xi^2 (8t)^{i\nu} (d_1 - iB)^2}}{r(k_0) \Gamma(i\nu)} + \frac{\hat{b}_1^2 e^{-\pi i / 4}}{\chi^2(k_0) \cdot e^{4it\xi^2 (8t)^{i\nu} r(k_0) \Gamma(-i\nu)}} \right)} + O \left( \frac{\ln t}{t} \right). \\
(5.27)
\]

The latter can be simplified in view of (5.25). Namely, denote the first summand as \( q_{\text{sol}} \). Then the second summand can be written as

\[
\frac{\sqrt{\pi} e^{\pi \nu / 2}}{B^2 \sqrt{t}} \left[ \frac{\chi^2(k_0) e^{4it\xi^2 (8t)^{i\nu} r(k_0) \Gamma(i\nu)}}{r(k_0) \Gamma(i\nu)} \cdot e^{\pi i / 4} \left( 1 - \frac{|q_{\text{sol}}|}{2B} \right)^2 + \frac{e^{3i\nu / 4} \frac{q_{\text{sol}}^2}{4B^2}}{\chi^2(k_0) e^{4it\xi^2 (8t)^{i\nu} r(k_0) \Gamma(-i\nu)}} \right] \\
(5.28)
\]

Now we use that

\[
|\Gamma(i\nu)|^2 = \frac{\pi}{\nu \sinh(\pi\nu)}, \quad \text{and hence} \quad \frac{e^{\pi \nu / 2}}{\Gamma(i\nu)} = e^{-\arg \Gamma(i\nu)} |r(k_0)| \sqrt{\frac{\nu}{2\pi}}.
\]

Denote

\[
\psi := 4t\xi^2 + \nu \ln(8t) + 2 \arg \chi(k_0) - \arg r(k_0) - \arg \Gamma(i\nu) + \frac{\pi}{4},
\]

then (5.28) becomes

\[
\sqrt{\frac{\nu}{2\pi}} \left( e^{i\psi} \left( 1 - \left| \frac{q_{\text{sol}}}{2B} \right|^2 \right) - \frac{q_{\text{sol}}^2}{4B^2} \right) e^{-i\psi}
\]

and hence (5.27) becomes

\[
q(x, t) = q_{\text{sol}} + \frac{\sqrt{\nu}}{2\pi} \left( e^{i\psi} \left( 1 - \left| \frac{q_{\text{sol}}}{2B} \right|^2 \right) - e^{-i\psi} \left( \frac{q_{\text{sol}}^2}{4B^2} \right) \right) + O \left( \frac{\ln t}{t} \right),
\]

where

\[
q_{\text{sol}} = \frac{(-1)^n 2B \exp[2i\varphi(t) - i \arg \hat{\phi}(E_0) + 2i \arg \delta(E_0, \xi)]}{\cosh \left[ 2B(x + 4At) + (2n + \frac{3}{2}) \ln t + \ln \left( \frac{2\pi}{n! (n + \frac{3}{2}) |\delta(E_0)|^2 (16B^2)^{2n + \frac{1}{2}} \right) \right] + \frac{\sqrt{\pi} e^{\pi \nu / 2}}{B^2 \sqrt{t}} \left( \frac{\chi^2(k_0) \cdot e^{4it\xi^2 (8t)^{i\nu} (d_1 - iB)^2}}{r(k_0) \Gamma(i\nu)} + \frac{\hat{b}_1^2 e^{-\pi i / 4}}{\chi^2(k_0) \cdot e^{4it\xi^2 (8t)^{i\nu} r(k_0) \Gamma(-i\nu)}} \right)}.
\]

\[
\psi := 4t\xi^2 + \nu \ln(8t) + 2 \arg \chi(k_0) - \arg r(k_0) - \arg \Gamma(i\nu) + \frac{\pi}{4}.
\]

5.2.3 Second refined approximation of \( M^{(3)} \)

To deal with those \( \gamma \) such that \( \{\gamma\} \in \left( \frac{1}{2}, 1 \right) \), we introduce another refined approximation of \( M^{(3)} \). Namely, by following a similar strategy as in the previous section we now "remove" the \( \frac{1}{2} \) term in the (1, 2) entry in the asymptotics (5.7) of \( L \), and in the (2, 1) entry in asymptotics (5.8) of \( L_d \) at \( \infty \),

\[
\begin{pmatrix} 1 & R_{22} \frac{1}{\zeta} \\ 0 & 1 \end{pmatrix} L = \begin{pmatrix} 1 + O(\frac{1}{\zeta}) & O(\frac{1}{\zeta^2}) \\ O(\frac{1}{\zeta}) & 1 + O(\frac{1}{\zeta^2}) \end{pmatrix}, \quad \begin{pmatrix} 1 & 0 \\ R_{23} & 1 \end{pmatrix} L_d = \begin{pmatrix} 1 + O(\frac{1}{C_d}) & O(\frac{1}{C_d^2}) \\ O(\frac{1}{C_d}) & 1 + O(\frac{1}{C_d^2}) \end{pmatrix},
\]

where

\[
R_{22} = \frac{2\pi n}{n! \Gamma(n + \frac{3}{2})}, \quad n \geq 0, \quad \text{in particular,} \quad R_{22} = 0 \quad \text{for} \quad n = 0.
\]
In keeping with the previous strategy, we introduce

\[ G_2 = I + \frac{A_2}{k - E_0} + \frac{\tilde{A}_2}{k - E_0} \]

and define the refined approximation of \( M^{(3)} \) by

\[
M^{(2)}_\infty = \begin{cases} 
G_2 \left( \frac{k-E}{k-E_0} \right)^{-n\sigma_3}, & |k - E_0| > r, |k - \overline{E}_0| > r, |k - k_0| > \delta, \\
G_2B_u \begin{pmatrix} \frac{E}{c} & 1 \\ 0 & 1 \end{pmatrix} L(-\phi(k, \xi))^{\gamma_3/2} e^{-i\varphi(t)\sigma_3}, & |k - E_0| < r, \\
G_2B_d \begin{pmatrix} 1 & 0 \\ \frac{E}{c} & 1 \end{pmatrix} L_d(-\phi(k, \xi))^{\gamma_3/2} e^{-i\varphi(t)\sigma_3}, & |k - \overline{E}_0| < r, \\
G_2B_{PC}(k)P_{PC}(\lambda) \cdot \left( \chi(k, \xi)e^{2it\xi^2(2t)^2} \right)^{-\sigma_3}, & |k - k_0| < \delta,
\end{cases}
\]

with \( B_u, B_d, B_{PC} \) as in (5.13). The error matrix

\[ E^{(2)} := M^{(3)} \left( M^{(2)}_\infty \right)^{-1} \]

has no discontinuity in the disks \( |k - E_0| < r, |k - \overline{E}_0| < r \), and on the circles \( \partial C, \partial C_d \) the jump is

\[
J_{E^{(2)}} = G_2 \begin{pmatrix} 1 + O(t^{-1}) & O(t^{2t-2n-2}) \\ O(t^{2t-2n-1}) & 1 + O(t^{-1}) \end{pmatrix} G_2^{-1}, k \in \partial C,
\]

\[
J_{E^{(2)}} = G_2 \begin{pmatrix} 1 + O(t^{-1}) & O(t^{2t-2n-1}) \\ O(t^{2t-2n-2}) & 1 + O(t^{-1}) \end{pmatrix} G_2^{-1}, k \in \partial C_d.
\]

We see that estimates in (5.31) are shifted with respect to estimates in (5.20), which allows to use both of them for different ranges of \( \gamma \). For \( \{\gamma\} \in (\frac{1}{2}, 1) \) we take

\[ n = \lfloor \gamma \rfloor + 1, \]

then \( J_{E^{(2)}} \) in (5.31) is of the order

\[ J_{E^{(2)}} = I + O(t^{-1}). \]

The minimal possible value of \( \gamma \) according to (5.2), is \( \frac{1}{n} \), and in this case we take \( n = 0 \). Hence, we are able to handle all the cases \( \gamma \geq \frac{1}{n} \) with constructions in terms of Laguerre polynomials with nonnegative index \( n \). The matrix \( G_2 \) (5.29) is determined by the requirement that \( M^{(2)} \) is regular at the points \( k = E_0, k = \overline{E}_0 \); similar arguments lead to

\[ A_2 = \begin{pmatrix} 0 & b_2 \\ 0 & a_2 \end{pmatrix}, \quad \tilde{A}_2 = \begin{pmatrix} \tilde{a}_2 & 0 \\ \tilde{b}_2 & 0 \end{pmatrix}, \]

where \( a_2, b_2, \tilde{a}_2, \tilde{b}_2 \) satisfy the system (5.21) with \( H, H_d \) replaced by \( H_2, H_{2,d} \), respectively, and \( a, b, \tilde{a}, \tilde{b} \) replaced with \( a_2, b_2, \tilde{a}_2, \tilde{b}_2 \), respectively. Hence, \( a_2, b_2, \tilde{a}_2, \tilde{b}_2 \) are defined by (5.22), (5.23), where we replace \( H, H_d \) with \( H_2, H_{2,d} \). Here

\[
H_2 = R_2t^{2n-2t-1} \lim_{k \to E_0} \frac{z^{2n-2t-1}(k - E_0)}{(k - \overline{E}_0)^2} (-\phi)^{-1} e^{2it\varphi(t)} = \frac{R_2(-1)^{n+1} t^{2n-2t-1}(2B z')^{2n+\frac{1}{2}} e^{2it\varphi(t)}}{\phi(E_0) \delta(E_0, \xi)^{-2} \sqrt{2B}},
\]

\[
H_{2,d} = R_2 t^{2n-2t-1} \lim_{k \to E_0} \frac{z_d(k - E_0)}{k - \overline{E}_0} (\phi_d(k))^{-1} e^{-2it\varphi(t)} = \frac{R_2(-1)^{n+1} t^{2n-2t-1}(2B z')^{2n+\frac{1}{2}}}{\phi(E_0) \delta(E_0, \xi)^{-2} \sqrt{2B} e^{2it\varphi(t)}},
\]
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\( \mathcal{H}_{2,d} = -H_2. \)

Let us observe for future reference that \( H_2 \) equals \( 2Bz' \), if we change in the latter \( n \to n - 1 \). As a consequence, we have that \( b_2 \) coincides with \( b_1 \) and \( a_2 + iB \) coincides with \( a_1 - iB \), if we change in the latter \( n \to n - 1 \). Coming back to the computation of \( q_{(2)}^\infty \), we see that again \( G_2 \) does not contribute into asymptotics (5.31), and

\[
q_{(2)}^\infty = 2i \lim_{k \to \infty} kM_{(2)}^{(2)} = -2i \lim_{k \to \infty} kM_{(2)}^{(2)+1} = 2ib_2 = -2iB = -4iB \cdot \frac{H_2}{|H|} \cdot \frac{-z'}{|z'|}
\]

\[
= 2B(-1)^{n-1}e^{2i\varphi(t)}e^{-i\arg\phi(c_0)}e^{2i\arg\delta(E_0,\xi)}e^{i(2n-\frac{1}{2})\arg(z')}
\]

\[
\cosh \left[ 2B(x + 4At) + (2n - \frac{1}{2}) \ln t + \ln \left( \frac{2\pi n}{\sqrt{n!n+\frac{1}{2}}\left| \phi(E_0) \right| \sqrt{2B}} \right) \right]
\]

\[
= 2B(-1)^{n-1}e^{2i\varphi(t)}e^{-i\arg\phi(c_0)}e^{2i\arg\delta(E_0,\xi)}e^{i(2n-\frac{1}{2})\arg(z')}
\]

\[
\cosh \left[ 2B(x + 4At) + (2n - \frac{1}{2}) \ln t + \ln \left( \frac{2\pi n}{\sqrt{n!n+\frac{1}{2}}\left| \phi(E_0) \right| \sqrt{2B}} \right) \right] + O \left( \frac{\ln t}{t} \right)
\]

(5.32)

for \( n \geq 1 \), and \( q_{(2)}^\infty = 0 \) for \( n = 0 \). We see that (5.32) coincides with (5.24), if we replace in the latest \( n \) with \( n - 1 \). Furthermore,

\[
q(x, t) = q_{(2)}^\infty + q_{err}^2, \quad \text{where} \quad q_{err}^2 = 2i \lim_{k \to \infty} k(E_{(2)})_{12},
\]

and it follows from \( J_{E(z)} = I + O(t^{-1/2}) \) that

\[
q_{err}^2 = O(t^{-1/2}).
\]

Computing \( q_{err}^2 \) in the same way as in Subsection 5.2.2, we find

\[
q_{err}^2(x, t) = 2i \lim_{k \to \infty} k(E_{(2)} - 1)_{12} = \frac{1}{\pi} \int_{\partial D} (J_{E(z)}(s) - 1)_{12} ds + O(t^{-1}) =
\]

\[
= \sqrt{\pi} e^{\pi i/2} e^{\pi i/4} \left( \frac{e^{4it^2} (8t)^{1\nu} (\tilde{a}_2 + iB)^2}{\chi^2(2k_0) \Gamma(1\nu) r_0 \cdot \Gamma(1\nu)} + \frac{e^{-\pi i/4} b_2^2}{\chi^2(2k_0) e^{4it^2} (8t)^{1\nu} \Gamma(-1\nu)} \right) + O \left( \frac{\ln t}{t} \right),
\]

and due to the previous observation the latter equals (5.27), where we substitute \( n \) with \( n - 1 \). Let us notice, that all the estimates in subsections 5.2.1, 5.2.3 are uniform with respect to finite shifts of the parameter \( \rho \). We thus obtain the statements of Theorems 1, 2.
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