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ABSTRACT
This paper aims to study data driven model selection criteria for a large class of time series, which includes ARMA or AR(∞) processes, as well as GARCH or ARCH(∞), APARCH and many others processes. We tackled the challenging issue of designing adaptive criteria which enjoys the strong consistency property. When the observations are generated from one of the aforementioned models, the new criteria select the true model almost surely asymptotically. The proposed criteria are based on the minimization of a penalized contrast akin to the Hannan and Quinn’s criterion and then involved a term which is known for most classical time series models and for more complex models, this term can be data driven calibrated. Monte-Carlo experiments and an illustrative example on the CAC 40 index are performed to highlight the obtained results.

1. Introduction

A common solution in model selection is to choose the model, minimizing a penalized based criterion which is the sum of two terms: the first one is the empirical risk (least squares, likelihood) that measures the goodness of fit and the second one is an increasing function of the complexity which aims to penalize large models and control the bias.

Therefore a challenging task when designing a penalized criterion is the specification of the penalty term. Considering leading model selection criteria (BIC, AIC, Cp, HQ to name a few), one can see that the penalty term is a product of the model dimension with a sequence which is specific to the criteria. Indeed, a criterion is designed according to the goal one would like to achieve. The classical properties for model selection criteria include consistency, efficiency (oracle inequality, asymptotic optimality), adaptative in the minimax sense.

In this paper, we focus on consistency property which aims at identifying the data generating process with high probability or almost surely. Hence, it requires the assumption whereby there exists a true model in the set of competitive models and the goal is to select this with probability approaches one as the sample size tends to infinity. In [1], they studied model selection criteria regarding consistency in a large class of time series, which is the interest of this paper. The leading criterion obtained in this framework is the BIC; with a relatively heavy penalty, it ensures the selection of quite simple models. Moreover, several
papers have established the consistency property in particular settings. For instance, [2] shows that the Hannan and Quinn (HQ) penalty $c \log \log n$ with $c > 2$ leads to a consistent choice of the true order in the framework of AR type models. One year later, [3] (or [4]) extended this result for ARMA models.

Also, it has been proven in several contexts, that the BIC criterion [5] enjoys the consistency property: [6] in the density estimation using hypothesis testing for autoregressive moving average models, [7] in density estimation for independent observations, [1] for a general class of time series, to name a few.

Compare to the HQ penalty, the BIC penalty does not have the slowest rate of increase and then it can very often choose very simple models possible wrongs for small samples [2]. Moreover, the HQ criterion has been derived for linear time series: AR models in [2], ARMA models in [3, 4]. Is the HQ penalty still strongly consistent for heteroscedastic nonlinear models such as GARCH, APARCH or ARMA-GARCH? And what about a general class including linear and nonlinear models as well?

That raises a challenging question of designing robust penalties for most classical time series models enjoying the model selection consistency. This is the issue we want to address in this paper for a general class of times series called affine causal and defined below.

A process $X = (X_t)_{t \in \mathbb{Z}}$ belongs to $\mathcal{AC}(M, f)$ if it satisfies:

$$X_t = M((X_{t-i})_{i \in \mathbb{N}^+})\xi_t + f((X_{t-i})_{i \in \mathbb{N}^+}) \quad \text{for any } t \in \mathbb{Z}. \quad (1)$$

where $(\xi_t)_{t \in \mathbb{T}}$ is a sequence of zero-mean independent identically distributed random vectors (i.i.d.r.v) satisfying $\mathbb{E}(|\xi_0|^r) < \infty$ with $r \geq 1$ and $M, f : \mathbb{R}^\infty \to \mathbb{R}$ are two measurable functions.

For instance,

- if $M((X_{t-i})_{i \in \mathbb{N}^+}) = \sigma$ and $f((X_{t-i})_{i \in \mathbb{N}^+}) = \sum_{i=1}^{\infty} \phi_i X_{t-i}$, then $(X_t)_{t \in \mathbb{Z}}$ is an AR($\infty$) process;
- if $M((X_{t-i})_{i \in \mathbb{N}^+}) = \sqrt{a_0 + a_1 X_{t-1}^2 + \cdots + a_p X_{t-p}^2}$ and $f((X_{t-i})_{i \in \mathbb{N}^+}) = 0$, then $(X_t)_{t \in \mathbb{Z}}$ is an ARCH($p$) process.

Note that, numerous classical time series models such as ARMA($p, q$), GARCH($p, q$), ARMA($p, q$)-GARCH($p, q$) (see [8, 9]) or APARCH($\delta, p, q$) processes (see [8]) belongs to $\mathcal{AC}(M, f)$.

The study of this type of process more often requires the classical regularity conditions on the functions $M$ and $f$, which are not restrictive at all and remain valid in various time series models. Let us recall these conditions for $\Psi_\theta = f_\theta$ or $M_\theta$ and $\Theta$ a compact set.

**Hypothesis 1:** Assume that $\|\Psi_\theta(0)\|_{\Theta} < \infty$ and there exists a sequence of non-negative real numbers $(\alpha_k(\Psi_\theta, \Theta))_{k \geq 1}$ such that $\sum_{k=1}^{\infty} \alpha_k(\Psi_\theta, \Theta) < \infty$ satisfying:

$$\|\Psi_\theta(x) - \Psi_\theta(y)\|_{\Theta} \leq \sum_{k=1}^{\infty} \alpha_k(\Psi_\theta, \Theta)|x_k - y_k| \quad \text{for all } x, y \in \mathbb{R}^\infty.$$
In addition, if the noise $\xi_0$ admits $r$-order moments (for $r \geq 1$), let us define:

$$\Theta(r) = \left\{ \theta \in \mathbb{R}^d, A(f_0, \{\theta\}) and A(M_0, \{\theta\}) hold with \right.$$

$$\sum_{k=1}^{\infty} \alpha_k(f_0, \{\theta\}) + \|\xi_0\| r \sum_{k=1}^{\infty} \alpha_k(M_0, \{\theta\}) < 1 \right\}. \quad (2)$$

Under this assumption, [10] showed that there exists a stationary and ergodic solution to (1) with $r$-order moment for any $\theta \in \Theta(r)$. Moreover, [11] studied the consistency and the asymptotic normality of the QMLE of $\theta^*$ for $A\bar{C}(M_{\theta^*}, f_{\theta^*})$.

The main contribution of this paper is the generalization of the HQ criterion to affine causal class: we provide a minimal multiplicative penalty term $c_{\min}$ so that all penalties of the form $2c \log \log n D_m$ with $c \geq c_{\min}$ ensure the strong consistency property for affine causal models under some mild conditions on the Lipschitz coefficients of functions $M_\theta, f_\theta$ ($D_m$ denotes the size of the model $m$). Monte Carlo experiments have been conducted in order to attest the accuracy of our new criteria.

The paper is organized as follows. The model selection consistency along with notations and assumptions are described in Section 2. Numerical results are presented in Section 3 and Section 4 contains the proofs.

2. Model selection consistency

2.1. Model selection procedure

Let us assume $(X_1, \ldots, X_n)$ be a trajectory of a stationary affine causal process $m^* := A\bar{C}(M_{\theta^*}, f_{\theta^*})$, where $\theta^*$ is unknown. The goal of the consistency property is to come up with this true model given a set of candidate model $\mathcal{M}$ such that $m^* \in \mathcal{M}$.

A $D_m$-dimensional model $m \in \mathcal{M}$ can be viewed as a set of causal functions $(M_\theta, f_\theta)$ with $\theta \in \Theta(m) \subset \mathbb{R}^{D_m}$, $\Theta(m)$ is the parameter set of the model $m$.

The consistency property will be studied using quasi likelihood functions since assumption on the distribution of the noise is not required.

The Gaussian quasi log-likelihood is derived from the conditional (with respect to the filtration $\sigma(X_t, t \leq 0)$ log-likelihood of $(X_1, \ldots, X_n)$ when $(\xi_t)$ is supposed to be a Gaussian standard white noise. From (1), one deduce that the log density of $X_t$ given $\sigma(X_i, i < t)$ is

$$-\frac{1}{2} \left[ \frac{(X_t - f_{\theta^*})^2}{H_{\theta^*}^t} + \log(H_{\theta^*}^t) \right].$$

Therefore the conditional log density of $(X_1, \ldots, X_n)$ given $\sigma(X_t, t \leq 0)$ is

$$-\frac{1}{2} \sum_{t=1}^{n} \left[ \frac{(X_t - f_{\theta^*})^2}{H_{\theta^*}^t} + \log(H_{\theta^*}^t) \right].$$
From now on, we drop the Gaussian assumption of the noise. The conditional log-density inspires to define for all $\theta \in \Theta$

$$L_n(\theta) := -\frac{1}{2} \sum_{t=1}^{n} q_t(\theta), \quad \text{with} \quad q_t(\theta) := \frac{(X_t - f_t^0)^2}{H_t^0} + \log(H_t^0)$$

(3)

where $f_t^0 := f_0(X_{t-1}, X_{t-2}, \ldots)$, $M_t^0 := M_0(X_{t-1}, X_{t-2}, \ldots)$ and $H_t^0 = (M_t^0)^2$. The quasi likelihood function $L_n$ is not computable since it depends on the past $(X_{j-})_{j \in \mathbb{N}}$ that is unknown. However, the sequence $(L_n(\cdot))_n$ enjoys very nice asymptotic properties such that the Uniform Law of Large Numbers (see [11]).

Let $\mathcal{M}$ a finite family of candidate models containing the true one $m^\ast$. According to Proposition 1 in [1], all these models can be included into a big one with parameter space $\Theta$. For each specific model $m \in \mathcal{M}$, we define the Gaussian QMLE $\hat{\theta}(m)$ with respect to $L_n$ as

$$\hat{\theta}(m) = \arg\max_{\theta \in \Theta(m)} L_n(\theta).$$

(4)

To select the true model $m \in \mathcal{M}$, we consider a penalized contrast $C(m)$ ensuring a trade-off between $-2$ times the maximized log-likelihood, which decreases with the size of the model, and a penalty increasing with the size of the model. Therefore, the choice of the ‘best’ model $\hat{m}$ among the estimated can be performed by minimizing the following criteria

$$\hat{m} = \arg\min_{m \in \mathcal{M}} C(m) \quad \text{with} \quad C(m) = -2L_n(\hat{\theta}(m)) + \kappa_n(m)$$

(5)

where $(\kappa_n)_n$ an increasing sequence depending on the number of observations $n$ and the dimension $D_m$. There exist several possible choices of $\kappa_n(m)$ including

- $\kappa_n(m) = 2cD_m \log \log n$ with $c > 1$, we retrieve the HQ criterion [2];
- $\kappa_n = D_m \log n$, $C$ yields to BIC criterion [5];
- $\kappa_n = 2D_m$, $C$ is the AIC criterion [12].

Basically, the principle is that by increasing the size, the likelihood increases also. The question is whether this increase in complexity is offset by a sufficient increase in likelihood. If the answer is no, then the least complex model is used, even if it is less likely. If the answer is affirmative, then we accept to work with a more complex model. Of course, all the difficulty lies in the choice of weights between likelihood and complexity, and thus ultimately in the specification of the penalty multiplicative term $\kappa_n$.

What is the better weighting term of the model complexity? The aim here is by leveraging the increasing rate of the likelihood, to propose a data driven $\kappa_n$ in order to guarantee the strong consistency property to our model selection procedure i.e.,

$$\hat{m} \xrightarrow{a.s.} m^\ast \quad n \to \infty$$

(6)

2.2. Assumptions

Some mild conditions will be required to prove the consistency of the considered model selection criteria.
The following assumption is well-known as the identifiability one and is always required in order to guarantee the unicity of the global maximum of the MLE at the true parameter $\theta^*$. That is:

**Assumption 1:** For all $\theta, \theta' \in \Theta_m$, $(f^0_\theta = f^0_{\theta'})$ and $(M^0_\theta = M^0_{\theta'})$ a.e. $\implies \theta = \theta'$.

Another required assumption concerns the differentiability of $\Psi_\theta = f_\theta$ or $M_\theta$ on $\Theta$. This type of assumption has already been considered in order to apply the QMLE procedure (see [11, 13, 14]).

The following condition provides the invertibility of the Fisher’s information matrix of $(X_1, \ldots, X_n)$ and was used to prove the asymptotic normality of the QMLE (see [11]).

**Assumption 2:** One of the families $(\partial f^i_\theta / \partial \theta (i))_{1 \leq i \leq D_m^*}$ or $(\partial H^i_\theta / \partial \theta (i))_{1 \leq i \leq D_m^*}$ is a.e. linearly independent.

Note that the definitions of the conditional log-likelihood requires that their denominators do not vanish. Hence, we will suppose in the sequel that the lower bound of $H_{\theta} (\cdot) = (M_{\theta} (\cdot))^2$ (which is reached since $\Theta$ is compact) is strictly positive:

**Assumption 3:** $\exists h > 0$ such that $\inf_{\theta \in \Theta} (H_{\theta} (x)) \geq h$ for all $x \in \mathbb{R}^\infty$.

Next, we assume the existence of the eighth order moment of the noise.

**Assumption 4:** $\mathbb{E}[\xi^8_0] < \infty$.

We end the list of assumptions by assuming a suitable relation between the Fisher Information matrix $G(\theta^*_m)$ and the limiting Hessian matrix of the log-likelihood $F(\theta^*_m)$ defined as follows

$$(F(\theta^*_m))_{ij} = \mathbb{E} \left[ \frac{\partial^2 q_0(\theta^*_m)}{\partial \theta_i \partial \theta_j} \right] \quad \text{and} \quad (G(\theta^*_m))_{ij} = \mathbb{E} \left[ \frac{\partial q_0(\theta^*_m)}{\partial \theta_i} \frac{\partial q_0(\theta^*_m)}{\partial \theta_j} \right],$$

with $\theta^*_m := (\theta^*, 0, \ldots, 0)^T \in \Theta(m)$.

**Assumption 5:** There exist absolutes constants $\alpha_1$ and $\alpha_2$ such that for any $m \in M$ verifying $m^* \subset m$,

$$1_m^T \Sigma_{\theta^*_m} 1_m = \alpha_1 D^1_m + \alpha_2 D^2_m$$  \hspace{1cm} (7)

where $D^1_m$ and $D^2_m$ are two integers such that $D^1_m + D^2_m = D_m$, $1_m := (1, 1, \ldots, 1)^T \in \mathbb{R}^{D_m}$, $\Sigma_{\theta^*_m} := G(\theta^*_m)^{1/2} F(\theta^*_m)^{-1} G(\theta^*_m)^{1/2}$.

For most classical affine causal models, Assumption A5 is verified (see Proposition 2.2). However, for more complex models such as ARMA-GARCH with $\mu_4 \neq 3$, $\Sigma_{\theta^*_m}$ is hard to handle.
2.3. Consistency result

Before stating the main result of this section, we give important intermediate results. All proof of the results stated in this subsection can be found in Section 4.

The following Proposition suggests the existence of a term that will be the keystone of this work.

**Proposition 2.1:** Let $m^*$ any affine causal model. For any model $m$ with $\theta^*_m \in \Theta_1(m)$, and under Assumptions A1–A5, there exist $\alpha_1, \alpha_2, D^1_m, D^2_m$ such that

$$\limsup_{n \to \infty} \frac{L_n(\theta^*_m) - L_n(\hat{\theta}_m)}{2 \log \log n} = \frac{1}{4}(\alpha_1 D^1_m + \alpha_2 D^2_m) \quad \text{a.s.}$$  \hspace{1cm} (8)

For every $m \in \mathcal{M}$, let us denote by $c_{\min}(m)$ the following term that will be used several times

$$c_{\min}(m) := \frac{1}{4}(\alpha_1 D^1_m + \alpha_2 D^2_m)$$  \hspace{1cm} (9)

Now we state a result which provides the values of both $\alpha_1$ and $\alpha_2$ for most classical affine causal models.

**Proposition 2.2:** Under the assumptions and notation of Proposition 2.1, we have

- If $\mu_4 = \mathbb{E}[\xi_0^4] = 3$ (for instance for Gaussian noise), then $\alpha_1 = 2, \alpha_2 = 2$ and $c_{\min}(m) = \frac{1}{2}D_m$;
- If the parameter $\theta$ identifying an affine causal model $X_t = M_0^t \xi_t + f^t_\theta$ can be decomposed as $\theta = (\theta_1, \theta_2)'$ with $f^t_{\theta_1} = f^t_{\theta_1}$ and $M^t_\theta = \tilde{M}^t_{\theta_2}$, then $\alpha_1 = 2, \alpha_2 = \mu_4 - 1$ and

$$c_{\min}(m) = \frac{1}{2}D^1_m + \frac{\mu_4 - 1}{4}D^2_m$$

The second configuration in Proposition 2.2 includes classical time series

- GARCH($p, q$), APARCH($\delta, p, q$) type models and related ones, $c_{\min}(m) = \frac{\mu_4 - 1}{4}D_m$;
- ARMA($p, q$) models, $c_{\min}(m) = D_m$ if the variance of the noise is known and $c_{\min}(m) = \frac{D_m - 1}{2} + \frac{\mu_4 - 1}{4}$ otherwise.

We can now state the first main result of this paper.

**Theorem 2.1:** Let $(X_1, \ldots, X_n)$ be an observed trajectory of an affine causal process $X$ belonging to $\mathcal{AC}(M_0^*, f_\theta^*)$ where $\theta^*$ is an unknown vector belonging to $\Theta(r) \subset \mathbb{R}^{D_m^*}$. Let also $\mathcal{M}$ be a finite family of candidate models such that $m^* \in \mathcal{M}$. If Assumptions A1–A5 hold, there exist $\alpha_1, \alpha_2$, and a minimal constant $c_{\min} := \max(\frac{\alpha_1}{4}, \frac{\alpha_2}{4})$ such that for any $\kappa_n(m) = 2cD_m \log \log n$ with

$$c \geq c_{\min}$$  \hspace{1cm} (10)

it holds for the selected model $\hat{m}$ according to (5)

$$\hat{m} \xrightarrow{a.s.} m^*, \quad n \to \infty$$  \hspace{1cm} (11)
Remark 2.1: (1) For classical configurations as seen in Proposition 2.2, this result gives a generalization of Hannan and Quinn criterion.

(2) For more complex models, the values of $\alpha_1$ and $\alpha_2$ are unknowns (at least until a better relationship between matrix $F(\theta^*_m)$ and $G(\theta^*_m)$ is found) and so $c_{\min}$ is also unknown.

In these cases, we propose to use adaptive methods such as slope heuristic algorithm or dimension jump [15] to calibrate $c_{\min}$.

Let us mention that our result generalizes the strong consistency obtained by Hannan and Quinn [2] for AR models as the affine causal class also contains GARCH models. It furthermore generalizes the result [4] for ARMA models.

Theorem 2.1 gives a theoretical guarantee on the consistency of the model selection procedure. However, it does not say anything about the convergence (and its rate) of the parameter estimate resulting from the model selection $\hat{m}$. The following results shows that the final estimate $\hat{\theta}_{\hat{m}}$ is consistent and verifies a CLT.

**Theorem 2.2:** Under the assumptions of Theorem 2.1, it holds

$$\hat{\theta}(\hat{m}) \xrightarrow{P} \theta^* \quad (12)$$

Moreover,

$$\sqrt{n}(\hat{\theta}(\hat{m}))_i - (\theta^*)_i \xrightarrow{D} N_{|m^*|}(0, \Sigma_{\theta^*, m^*}) \quad (13)$$

with $\Sigma_{\theta^*, m^*} := F(\theta^*)^{-1} G(\theta^*) F(\theta^*)^{-1}$

The proof of this result is identical to the proofs of theorems 3.1 and 3.2 of our previous paper [1]. It will therefore not be carried out for the sake of brevity.

In this subsection, we have used the QMLE contrast without any distribution assumption on the noise to derive a consistency property. However, the contrast $L_n$ as in (3) depends on all the past values of the process $X$, which are unobserved. In the next subsection, we will propose an extension of Theorem 2.1 based on QMLE which does not require knowledge of the initial values of the process.

### 2.4. Another quasi-likelihood function

The goal of this subsection is to sharpen the conditions on the sequence $\kappa_n$ found in [1]. Before stating the result, let recall a little bit some definitions and notations used in [1]. Following the derivation of $L_n$, we define its computable version $\hat{L}_n$ as follows:

$$\hat{L}_n(\theta) := \frac{1}{2} \sum_{t=1}^{n} \hat{q}_t(\theta), \quad \text{with} \quad \hat{q}_t(\theta) := \frac{(X_t - \hat{f}_t^t)^2}{\hat{H}_\theta^t} + \log(\hat{H}_\theta^t) \quad (14)$$

where $\hat{f}_t^t := f_\theta(X_{t-1}, X_{t-2}, \ldots, X_1, 0, \ldots, 0)$, $\hat{M}_\theta := M_\theta(X_{t-1}, X_{t-2}, \ldots, X_1, 0, \ldots, 0)$ and $\hat{H}_\theta = (\hat{M}_\theta^t)^2$. 
Therefore for every model \( m \in \mathcal{M} \), we define the Gaussian QMLE \( \tilde{\theta}(m) \) (with respect to \( \hat{L}_n \)) as

\[
\tilde{\theta}(m) = \arg\max_{\theta \in \Theta(m)} \hat{L}_n(\theta).
\]

Once the estimation in each model in the family \( \mathcal{M} \) has been performed, we select the best model as follows

\[
\hat{m} = \arg\min_{m \in \mathcal{M}} \hat{C}(m) \quad \text{with} \quad \hat{C}(m) = -2\hat{L}_n(\tilde{\theta}(m)) + \kappa_n(m).
\] (16)

In this framework, we do not consider long memory process and then we define the class \( \bar{\mathcal{AC}}(\tilde{\mathcal{H}}_\theta) \) as a subset of \( \mathcal{AC}(\tilde{\mathcal{H}}_\theta) \) in which every process has Lipshitz coefficients satisfying the following conditions

\[
\alpha_j(f_0) + \alpha_j(M_\theta) + \alpha_j(\partial_0 f_0) + \alpha_j(\partial_0 M_\theta) = O(j^{-\gamma}) \quad \text{with} \quad \gamma > 2.
\]

It is then straightforward to see that every process in the class \( \bar{\mathcal{AC}}(\tilde{\mathcal{H}}_\theta) \) verifies the following condition

**Condition 1:**

\[
\sum_{k \geq e} \frac{1}{\log \log k} \sum_{j \geq k} \alpha_j(f_0, \Theta) + \alpha_j(M_\theta, \Theta) + \alpha_j(\partial_0 f_0, \Theta) + \alpha_j(\partial_0 M_\theta, \Theta) < \infty.
\]

This finding allows to propose a sharpen generalization of both Theorem 3.1 in our previous paper [1] and a similar result in [16].

Before stating the consistency result, it is important as in [1] or [11], to distinguish the special case of NLARCH(∞) processes which includes for instance GARCH\((p, q)\) or ARCH(∞) processes. In such case, let us define the class:

A process \( X = (X_t)_{t \in \mathbb{Z}} \) belongs to \( \bar{\mathcal{AC}}(\tilde{\mathcal{H}}_\theta) \) if it satisfies:

\[
X_t = \xi_t \sqrt{\tilde{\mathcal{H}}_\theta((X_{t-1}^2)_{i \in \mathbb{N}^*})} \quad \text{for any} \ t \in \mathbb{Z}.
\] (17)

Therefore, if \( M_\theta^2((X_{t-i})_{i \in \mathbb{N}^*}) = H_\theta((X_{t-i})_{i \in \mathbb{N}^*}) = \tilde{\mathcal{H}}_\theta((X_{t-i}^2)_{i \in \mathbb{N}^*}) \) then, \( \bar{\mathcal{AC}}(\tilde{\mathcal{H}}_\theta) = \mathcal{AC}(M_\theta, 0) \). In case of the class \( \bar{\mathcal{AC}}(\tilde{\mathcal{H}}_\theta) \), we will use the assumption \( A(\tilde{\mathcal{H}}_\theta, \Theta) \). The new set of stationary solutions is for \( r \geq 2 \):

\[
\tilde{\Theta}(r) = \left\{ \theta \in \mathbb{R}^d, A(\tilde{\mathcal{H}}_\theta, \{\theta\}) \text{ holds with} \ (\|\xi_0\|_r)^2 \sum_{k=1}^{\infty} \alpha_k(\tilde{\mathcal{H}}_\theta, \{\theta\}) < 1 \right\}.
\] (18)

Finally, we propose to restrict class \( \bar{\mathcal{AC}}(\tilde{\mathcal{H}}_\theta) \) to \( \tilde{\mathcal{H}}(\tilde{\mathcal{H}}_\theta) \) as done with \( \mathcal{H}(M_\theta, f_0) \) by considering all the process checking the condition

\[
\alpha_j(H_\theta) + \alpha_j(\partial_\theta H_\theta) = O(j^{-\gamma}) \quad \text{with} \quad \gamma > 2
\]

so that

\[
\sum_{k \geq e} \frac{1}{\log \log k} \sum_{j \geq k} \alpha_j(H_\theta) + \alpha_j(\partial_\theta H_\theta) < \infty.
\]

We can now state the second main result.
Theorem 2.3: Let \((X_1, \ldots, X_n)\) be an observed trajectory of an affine causal process \(X\) belonging to \(\mathcal{H}(M_{\theta^*}, f_{\theta^*})\) (or \(\hat{\mathcal{H}}(\hat{M}_{\theta^*})\)) where \(\theta^*\) is an unknown vector belonging to \(\Theta(r) \subset \mathbb{R}^{D_{m^*}}\) (or \(\hat{\Theta}(r) \subset \mathbb{R}^{D_{m^*}}\)). Let also \(\mathcal{M}\) be a finite family of candidate models such that \(m^* \in \mathcal{M}\). If Assumptions A1–A5 hold, there exist \(\alpha_1, \alpha_2\), and a minimal constant \(c_{\min} := \max(\alpha_1^4, \alpha_2^4)\) such that for any \(\kappa_n(m) = 2cD_m \log \log n\) with
\[
c \geq c_{\min}
\]
it holds for the selected model \(\hat{m}\) according to (16)
\[
\hat{m} \xrightarrow{a.s.} m^*.
\]

All the comments made about the Theorem 2.1 remain valid here. Moreover, recently, [16] requires heavy penalties to ensure the strong consistency for the process in the class \(\mathcal{AC}(M_{\theta^*}, f_{\theta^*})\). Indeed, according to [16], it is necessary that \(\kappa_n\) verified \(\kappa_n / \log \log n \xrightarrow{n \to \infty} \infty\) to obtain (20) which is a stronger condition since the HQ criterion does not fulfill this condition and it is well known that HQ criterion is strongly consistent (see for instance [2]). The new penalties found in this paper does not satisfy this condition, yet we ensure a strong consistency. Moreover, this result in some sense, provides a detailed proof of Remark 3.1 of [16] which announced weaker conditions on the penalty but gave no proof.

Remark 2.2: Our results show that asymptotically heavy penalties such as BIC penalty will ensure the consistency property. However, in practice, these penalties are used for fixed \(n\) and most for small samples and it is important to point out their drawbacks. Very often, in the family of competitive models \(\mathcal{M}\), there are misspecified and underfitted models (\(\mathcal{M}'\)). Since the difference \(-2\hat{L}_n(\hat{\theta}_m) + 2\hat{L}_n(\hat{\theta}_{m^*}) > 0\) for every \(m \in \mathcal{M}'\), making the penalty, heavy could offset this positivity and can lead to the selection of some underfitted models and then wrong models. To be more convincing of that, see the simulations (DGP III) experiments in Section 3.

2.5. Algorithm of calibration of the minimal constant

There exist several ways to calibrate the minimal constant \(c_{\min}\) including the dimension jump (presented below) and the data-driven slope estimation. Indeed, once an estimation of \(c_{\min}\) is obtained, many studies advocate the choice of \(2\hat{c}_{\min}\) which turn out to be optimal ([15,17] among others). Now we present the dimension jump algorithm.

Algorithm 2.1 (Dimension Jump [15]):

1. Compute the selected model \(\hat{m}(c)\) as a function of \(c > 0\)
   \[
   \hat{m}(c) = \arg\min_{m \in \mathcal{M}} \hat{L}_n(\hat{\theta}_m) + c \text{pen}_{\text{shape}}(m); \quad \text{pen}_{\text{shape}}(m) = D_m \log \log n
   \]
2. Find \(\hat{c}_{\min}\) such that \(D_{\hat{m}(c)}\) is ‘huge’ for \(c < \hat{c}_{\min}\) and ‘reasonably small’ for \(c \geq \hat{c}_{\min}\);
3. Select the model \(\hat{m} := \hat{m}(2\hat{c}_{\min})\).

This algorithm has been implemented in [18] which gives several details including the grid for \(c\) values.
Let us notice that, in view of obtaining penalties, there is no need to calibrate the $c_{\text{min}}$ constant for most classical time series models. However, since the fourth order moment of the noise is unknown, a consistent estimate of this term is required. To do that, we proceed as in the estimation of the variance of the noise as in the Mallows C_p.

A consistent estimator $\hat{\mu}_{\overline{m},4}$ of $\mu_4 = \mathbb{E}[\xi_0^4]$ can be:

$$
\hat{\mu}_{\overline{m},4} := \frac{1}{n} \sum_{t=1}^{n} (\hat{\xi}_t(\overline{m}))^4 \quad \text{with} \quad \hat{\xi}_t(\overline{m}) := (\hat{M}_{\theta_{\overline{m}}}^t)^{-1}(X_t - \hat{f}_t^t)
$$

where we suppose that $\overline{m}$ is the ‘largest’ model in the family $\mathcal{M}$, typically the largest order of a family of time series. As a result an estimator of the $c_{\text{min}}$ constant to consider in the penalty $\kappa_n$ is

- $\hat{\mu}_{\overline{m},4}^{-\frac{1}{4}}$ for GARCH family and related ones;
- $\frac{1}{2}$ for ARMA family with known variance.

3. Numerical experiments

In this section, several numerical experiments are conducted to assess the consistency property (Section 2) of our new criteria.

3.1. Monte Carlo: consistency

This subsection studies the performance of the model selection criteria found in Section 2. We have considered three different Data Generating Process (DGP):

- **DGPI** $X_t = 0.5X_{t-1} + 0.2X_{t-2} + \xi_t$,
- **DGPII** $X_t = (0.2 + 0.4X_{t-1}^2 + 0.2X_{t-2}^2)^{1/2}\xi_t$,
- **DGPIII** $X_t = 0.1(X_{t-1} + X_{t-2} + \cdots + X_{t-6}) + \xi_t$,

where $(\xi_t)$ will be a white Gaussian noise with variance one at first and a Student with 5 degrees of freedom on the other hand. For the first and the second DGP, we considered as competitive models all the models in the family $\mathcal{M}$ defined by

$$
\mathcal{M} = \{\text{ARMA}(p, q) \text{ or GARCH}(p', q') \text{ processes with } 0 \leq p, q, p' \leq 5, 1 \leq q' \leq 5\}.
$$

Therefore, there are 66 candidate models as in [1]. The goal is to compare the ability of selecting the true model for $\kappa_n = \log nD_m$, $\kappa_n = 2\hat{c}_{\text{min}} \log \log nD_m$ (in accordance with the condition (19) and $\kappa_n = 2 \times 2\hat{c}_{\text{min}} \log \log nD_m$. Moreover, from Theorem 2.2 $\hat{c}_{\text{min}}$ does not need to be estimated and worth one half for Gaussian noise. But for Student noise, $\hat{c}_{\text{min}} = \max(\frac{1}{2}, \frac{\hat{\mu}_{\overline{m},4}^{-1}}{4})$ for the DGP I and $\hat{c}_{\text{min}} = \frac{\hat{\mu}_{\overline{m},4}^{-1}}{4}$ for DGP II. The Table 1 presents the results of the selection procedure. As we can notice, the three penalties have a good consistency property. Moreover, for $n$ relatively small, the penalty $\kappa_n = 2\hat{c}_{\text{min}} \log \log nD_m$ is better than both others. For larger $n$, $\kappa_n = \hat{c}_{\text{min}} \log \log n$ is the best the penalty to consider.
Table 1. Percentage of selected order based on 500 independent replications depending on sample’s length for the penalty \( \hat{c}_{\text{min}}, 2 \hat{c}_{\text{min}} \) and \( \log n \), where and W, T, O refers to wrong, true and overfitted selection.

|         | 100 | 500 | 1000 | 2000 |
|---------|-----|-----|------|------|
|         | \( n \) | \( \hat{c}_{\text{min}} \) | \( 2\hat{c}_{\text{min}} \) | \( \log n \) | \( \hat{c}_{\text{min}} \) | \( 2\hat{c}_{\text{min}} \) | \( \log n \) | \( \hat{c}_{\text{min}} \) | \( 2\hat{c}_{\text{min}} \) | \( \log n \) | \( \hat{c}_{\text{min}} \) | \( 2\hat{c}_{\text{min}} \) | \( \log n \) |
| DGP I   |      |      |      |      |
| Gaussian | 9.2 | 0.2 | 0.2 | 0.2 |
| W       | 70.0 | 84.8 | 94.0 | 17.4 |
| DGP II  |      |      |      |      |
| Gaussian | 0.2 | 0.2 | 0.2 | 0.2 |
| W       | 70.1 | 86.8 | 97.5 | 38.3 |
| Student |      |      |      |      |
| W       | 75.0 | 84.2 | 88.8 | 45.6 |
| DGP II  |      |      |      |      |
| Student | 2.6 | 0.8 | 0.8 | 0.8 |
| W       | 75.0 | 84.2 | 88.8 | 45.6 |

For DGP III, as we want to exhibit the possible ‘ non-consistency’ of BIC for small samples, we have considered as the competitive set, the hierarchical family of AR models

\[ \mathcal{M}' = \{AR(1), \ldots, AR(15)\} \]

for \( n = 100, 200, 400, 500, 1000, 2000 \). In Table 2 the percentage of selected order based on 1000 independent replications are presented for the above three penalties.

These results invite us to be cautious when using the BIC for small sample sizes, whereas the proposed adaptive penalty is more robust, as it at least allows us to recover an overfitted model that is less harmful than a wrong model most often chosen by the BIC.

3.2. Real data analysis: financial time series

CAC 40 is a benchmark French stock market index and is highly regarded in many statistical studies. Let consider the daily closing prices of the CAC 40 index from 1 January 2010 to 31 December 2019 plotted in Figure 1. Over the period under review, the CAC 40 increased.

To analyze this type of data, it is common to consider the returns (see Figure 2). We can see that the return values display some small auto-correlations. Also, from Figure 3, the squared returns of CAC 40 are strongly auto-correlated. These facts suggest that the strong white noise assumption cannot be sustained for this log-returns sequence of the CAC 40 index.
Hence, let consider the competitive set of models $\mathcal{M}$ used in the previous subsection in order to propose the best suitable model for these data:

$$\mathcal{M} = \{ \text{ARMA}(p, q) \ or \ \text{GARCH}(p', q') \ \text{processes} \} \ 0 \leq p, q, p' \leq 5, 1 \leq q' \leq 5\}.$$

Using the adaptive penalty and the BIC criterion, we find out that the GARCH(1, 1) is the best model over $\mathcal{M}$ with respect to both criteria. This fact is in accordance with [19].
which found the same result using the returns of the CAC 40 index from 2 March 1990 to 29 December 2006.

4. Proofs

4.1. Proof of Theorem 2.1

Usually, this proof is divided into two parts: one has to show that as \( n \) tends to infinity the probability of overfitting goes to zero and so is the probability of misspecification.

4.1.1. Overfitting case

Let \( m \in \mathcal{M} \) such as \( m^* \subset m \). We want to show that \( C(m^*) \leq C(m) \) a.s. asymptotically. We have

\[
C(m^*) \leq C(m) \iff -2L_n(\hat{\theta}(m^*)) + 2c \log \log nD_{m^*} \leq -2L_n(\hat{\theta}(m)) + 2c \log \log nD_m
\]

\[
\iff \frac{L_n(\hat{\theta}(m)) - L_n(\theta^*)}{2 \log \log n} \leq \frac{L_n(\hat{\theta}(m^*)) - L_n(\theta^*)}{2 \log \log n} + c(D_m - D_{m^*}) \quad (21)
\]

therefore, a necessary and sufficient condition to avoid overfitting can be stated by taking \( \limsup_{n \to \infty} \) on both sides of the inequality (21); that is by virtue of definition (9)

\[
c_{\min}(m) - c_{\min}(m^*) \leq c(D_m - D_{m^*}) \quad \text{for } m^* \subset m,
\]

i.e.

\[
\frac{\alpha_1}{4} (D_m^1 - D_{m^*}^1) + \frac{\alpha_2}{4} (D_m^2 - D_{m^*}^2) \leq c(D_m - D_{m^*})
\]
which is fulfilled for any constant \( c \) such as in (10). Indeed, 
\[
\frac{\alpha_1}{4} (D_m^1 - D_{m^*}^1) + \frac{\alpha_2}{4} (D_m^2 - D_{m^*}^2) \leq c_{\min} (D_m^1 - D_{m^*}^1 + D_m^2 - D_{m^*}^2)
\]
\[
= c_{\min} (D_m - D_{m^*})
\]
where the inequality holds since \( m^* \subset m \) that implies \( D_m^1 \geq D_{m^*}^1 \) and \( D_m^2 \geq D_{m^*}^2 \). Hence the associated criterion \( \kappa_n \) will avoid overfitting.

### 4.1.2. Misspecification/underfitting case

All misspecified/underfitted models are contained in the set
\[
\mathcal{M}' = \{ m \in \mathcal{M} : (m^* \not\subset m) \cup (m \subset m^*) \}.
\]
The proof is exactly as the one done in [1]. But for the sake of completeness, we give here some important steps of the proof.

The goal is to show that for every \( m \in \mathcal{M}' \), it holds
\[
C(m^*) < C(m) \quad \text{a.s.} \tag{23}
\]
Let \( m \in \mathcal{M}' \). From Proposition 2 in [1] and using continuous mapping Theorem
\[
\frac{1}{n} [L_n(\hat{\theta}(m^*)) - L_n(\hat{\theta}(m))] = A(m_0) + o_{a.s.(1)}
\]
where
\[
A(m) := L(\theta^*) - L(\theta^*_m) \quad \text{with} \quad L(\theta) = -\frac{1}{2} E[q_0(\theta)].
\]
Let us denote by \( F_t := \sigma(X_{t-1}, X_{t-2}, \ldots) \). Using conditional expectation, we obtain
\[
L(\theta^*) - L(\theta) = \frac{1}{2} E[E[q_0(\theta) - q_0(\theta^*) | \mathcal{F}_0]]. \tag{25}
\]
But,
\[
E[q_0(\theta) - q_0(\theta^*) | \mathcal{F}_0] = \mathbb{E} \left[ \frac{(X_0 - f_0^0)^2}{H_{\theta^*}} + \log(H_{\theta^*}) - \frac{(X_0 - f_0^{0*})^2}{H_{\theta^*}^0} - \log(H_{\theta^*}^0) | \mathcal{F}_0 \right]
\]
\[
= \log \left( \frac{H_{\theta^*}^0}{H_{\theta^*}} \right) + \frac{\mathbb{E}[(X_0 - f_0^0)^2 | \mathcal{F}_0]}{H_{\theta^*}^0} - \frac{\mathbb{E}[(X_0 - f_0^{0*})^2 | \mathcal{F}_0]}{H_{\theta^*}^0} \frac{H_{\theta^*}^0}{H_{\theta^*}^0}
\]
\[
= \log \left( \frac{H_{\theta^*}^0}{H_{\theta^*}} \right) - 1 + \frac{\mathbb{E}[(X_0 - f_0^0 + f_0^{0*} - f_0^{0*})^2 | \mathcal{F}_0]}{H_{\theta^*}^0}
\]
\[
= H_{\theta^*}^0 - \log \left( \frac{H_{\theta^*}^0}{H_{\theta^*}} \right) - 1 + \frac{(f_0^0 - f_0^{0*})^2}{H_{\theta^*}^0}
\]
Thus from (25),
\[
2A(m) = \mathbb{E} \left[ \frac{H_{\theta^*}^0}{H_{\theta^*}^0} - \log \left( \frac{H_{\theta^*}^0}{H_{\theta^*}^0} \right) - 1 + \frac{(f_0^0 - f_0^{0*})^2}{H_{\theta^*}^0} \right]
\]
\[ \frac{H_{\theta_m}^0}{H_{\theta_m}^0} \geq \mathbb{E} \left[ \frac{H_{\theta_m}^0}{H_{\theta_m}^0} \right] - \log \left( \mathbb{E} \left[ \frac{H_{\theta_m}^0}{H_{\theta_m}^0} \right] \right) - 1 + \mathbb{E} \left[ \frac{(f_{\theta_m}^0 - f_{\theta_m}^0)^2}{H_{\theta_m}^0} \right] \] by Jensen Inequality.

Since \( x - \log(x) - 1 > 0 \) for any \( x > 0, x \neq 1 \) and \( x - \log(x) - 1 = 0 \) for \( x = 1 \), we deduce that

- If \( f_{\theta_m}^0 \neq f_{\theta_m}^0 \), then \( \mathbb{E} \left[ \frac{(f_{\theta_m}^0 - f_{\theta_m}^0)^2}{H_{\theta_m}^0} \right] > 0 \) and \( A(m) > 0 \).
- Otherwise, then

\[
A(m) = \mathbb{E} \left[ \frac{H_{\theta_m}^0}{H_{\theta_m}^0} - \log \left( \frac{H_{\theta_m}^0}{H_{\theta_m}^0} \right) - 1 \right],
\]

and from Assumption A1, since \( \theta^* \notin \Theta(m) \) and \( f_{\theta_m}^0 = f_{\theta_m}^0 \), we necessarily have \( H_{\theta_m}^0 \neq H_{\theta_m}^0 \) so that \( \frac{H_{\theta_m}^0}{H_{\theta_m}^0} \neq 1 \). Then \( A(m) > 0 \).

As a consequence,

\[
\frac{C(m) - C(m^*)}{n} = A(m) + \frac{2c_k n}{n} (D_m - D_{m^*}) + o_p(1).
\]

That establishes (23) by virtue of (10) and as all the considered models are finite dimensional.

In the sequel, we state and prove several lemmas to which we referred to when proving the above main results.

### 4.1.3. Proof of Theorem 2.3

The proof follows mutatis mutandis from the Theorem 2.1’s proof after replacing line by line \( L_n, \hat{\theta}(m) \) and the criterion \( C \) by their equivalent \( \hat{L}_n, \hat{\theta}(m) \) and \( \hat{C} \) respectively and applying Lemma 4.2 instead of Proposition 2.1.

### 4.1.4. Proof of Proposition 2.1

**Proof:** Applying a second order Taylor expansion of \( L_n \) around \( \hat{\theta}(m) \) for \( n \) sufficiently large such that \( \hat{\theta}(m) \in \Theta(m) \) which are between \( \theta_m^* := (\theta^* \top, 0, \ldots, 0)^\top \) and \( \hat{\theta}(m) \) yields (as \( \partial L_n(\hat{\theta}(m)) = 0 \) since \( \hat{\theta}(m) \) is a local extremum):

\[
L_n(\theta^*) - L_n(\hat{\theta}(m)) = L_n(\theta_m^*) - L_n(\hat{\theta}(m)) = \frac{1}{2} (\hat{\theta}(m) - \theta_m^*)^\top \frac{\partial^2 L_n(\hat{\theta}(m))}{\partial \theta^2} (\hat{\theta}(m) - \theta_m^*) := I_1(m).
\]

From the mean value Theorem, and for large \( n \), there exists \( \bar{\theta}_{m,i} \) between \( (\theta_m^*)_i \) and \( (\hat{\theta}(m))_i \) such that, \( 1 \leq i \leq D_m \):

\[
0 = \frac{\partial L_n(\hat{\theta}(m))}{\partial \theta_i} = \frac{\partial L_n(\theta_m^*)}{\partial \theta_i} + \frac{\partial^2 L_n(\bar{\theta}_{m,i})}{\partial \theta \partial \theta_i} (\hat{\theta}_m - \theta_m^*)
\] (26)
Also, using Lemma 4 of [11] and continuous mapping Theorem, we deduce that:

\[ F_n := - \frac{2}{n} \frac{\partial^2 L_n(\hat{\theta}_m, i)}{\partial \theta \partial \theta_i} \]_{1 \leq i \leq D_m} \xrightarrow{a.s.} F(\theta_m^*) = \mathbb{E} \left[ \frac{\partial^2 q_0(\theta_m^*)}{\partial \theta^2} \right]. \tag{27} \]

On the other hand, under Assumption A2 condition, \( F(\theta_m^*) \) is an invertible matrix and there exists \( n \) sufficiently large such that \( F_n \) is invertible. Therefore, from (26), it follows

\[
\frac{I_1(m)}{2 \log \log n} = \frac{1}{4 \log \log n} (\hat{\theta}(m) - \theta_m^*)^\top \frac{\partial^2 L_n(\hat{\theta}(m))}{\partial \theta^2} (\hat{\theta}(m) - \theta_m^*)
\]

\[
= \frac{1}{4 \log \log n} \left( \frac{\partial L_n(\theta_m^*)}{\partial \theta} \right)^\top \left(- \frac{2}{n} F_n^{-1} \right) \frac{\partial^2 L_n(\hat{\theta}(m))}{\partial \theta^2} \left(- \frac{2}{n} F_n^{-1} \right) \frac{\partial L_n(\theta_m^*)}{\partial \theta}
\]

\[
= - \frac{1}{2n \log \log n} \left( \frac{\partial L_n(\theta_m^*)}{\partial \theta} \right)^\top \times F(\theta_m^*)^{-1} \times \frac{\partial L_n(\theta_m^*)}{\partial \theta} \left(1 + o(1)\right) \quad \text{a.s.}
\]

The next step of the proof consists in handling the quadratic form \( \left( \frac{\partial L_n(\theta_m^*)}{\partial \theta} \right)^\top \times F(\theta_m^*)^{-1} \times \left( \frac{\partial L_n(\theta_m^*)}{\partial \theta} \right) \) by applying the law of iterated logarithm (LIL).

We claim that

\[
\limsup_{n \to \infty} \frac{1}{\sqrt{2n \log \log n}} 2G(\theta_m^*)^{-1/2} \frac{\partial L_n(\theta_m^*)}{\partial \theta} = (1, \ldots, 1)^\top. \tag{28}
\]

\textbf{Proof of the claim:} First, since the covariance matrix of \( \frac{2}{n} \frac{\partial L_n(\theta_m^*)}{\partial \theta} \) is \( G(\theta_m^*) \), it follows that the covariance matrix of the vector \( Z_m := 2G(\theta_m^*)^{-1/2} \frac{\partial L_n(\theta_m^*)}{\partial \theta} \) is the \( D_m \times D_m \) identity matrix. Moreover, as

\[
\frac{\partial L_n(\theta_m^*)}{\partial \theta} = - \frac{1}{2} \sum_{t=1}^{n} \frac{\partial q_t(\theta_m^*)}{\partial \theta} = - \frac{1}{2} \sum_{t=1}^{n} \frac{\partial q_t(\theta^*)}{\partial \theta},
\]

where

\[
\mathbb{E} \left[ \frac{\partial q_t(\theta^*)}{\partial \theta} \right| \sigma(X_{t-1}, X_{t-2}, \ldots, X_1) = 0 \tag{29}
\]

and

\[
\mathbb{E} \left[ \left( \frac{\partial q_t(\theta^*)}{\partial \theta_t} \right)^2 \right] < \infty \tag{30}
\]

hold from [11] under Assumption A4. Finally, one can see that the \( i^{th} \) element of \( Z_m \) can be rewritten as

\[
\sum_{j=1}^{D_m} (2G(\theta_m^*)^{-1/2})_{ij} \frac{\partial L_n(\theta_m^*)}{\partial \theta_j} = \sum_{t=1}^{n} \zeta_i^t
\]

where \( \zeta_i^t = - \sum_{j=1}^{D_m} (G(\theta_m^*)^{-1/2})_{ij} \frac{\partial q_t(\theta^*)}{\partial \theta_j} \). By virtue of (29), we have

\[
\mathbb{E}[\zeta_i^t | \sigma(X_{t-1}, X_{t-2}, \ldots, X_1)] = 0.
\]
Hence, any component of $Z_m$ verifies the LIL. That is for any $i = 1, \ldots, D_m$,
\[
\limsup_{n \to \infty} \frac{1}{\sqrt{2n \log \log n}} \left( 2G(\theta_m^*)^{-1/2} \frac{\partial L_n(\theta_m^*)}{\partial \theta} \right) = 1.
\]
This fact concludes the proof of the claim (28).

Hence writing
\[
\frac{1}{2n \log \log n} \frac{\partial L_n(\theta_m^*)}{\partial \theta}^\top F(\theta_m^*)^{-1} \frac{\partial L_n(\theta_m^*)}{\partial \theta}
= \left( \frac{1}{\sqrt{2n \log \log n}} 2G(\theta_m^*)^{-1/2} \frac{\partial L_n(\theta_m^*)}{\partial \theta} \right)^\top \frac{G(\theta_m^*)^{1/2} F(\theta_m^*)^{-1} G(\theta_m^*)^{1/2}}{4}
\times \left( \frac{1}{\sqrt{2n \log \log n}} 2G(\theta_m^*)^{-1/2} \frac{\partial L_n(\theta_m^*)}{\partial \theta} \right)
\]
it follows
\[
\limsup_{n \to \infty} \frac{L_n(\hat{\theta}(m)) - L_n(\theta_m^*)}{2 \log \log n} = 1^\top_m \Sigma_{\theta_m^*} 1_m.
\]

4.1.5. Proof of proposition 2.2

It is sufficient to show that
\[
\Sigma_{\theta_m^*} := G(\theta_m^*)^{1/2} F(\theta_m^*)^{-1} G(\theta_m^*)^{1/2} = \begin{pmatrix} 2I_{D_m^1 D_m^1} & O_{D_m^1 D_m^2} \\ O_{D_m^2 D_m^1} & (\mu_4 - 1)I_{D_m^2 D_m^2} \end{pmatrix},
\]
where $I$ is the identity matrix and $O$ the null matrix. From [11], we have for $m^* \subset m$ and $i, j \in m$:

\[
(G(\theta_m^*))_{ij} = \mathbb{E} \left[ \frac{\partial q_0(\theta_m^*) \partial q_0(\theta_m^*)}{\partial \theta_i \partial \theta_j} \right]
= \mathbb{E} \left[ 4(H^0_{\theta_m^*})^{-1} \frac{\partial f^0_{\theta_m^*} \partial f^0_{\theta_m^*}}{\partial \theta_i \partial \theta_j} + (\mu_4 - 1)(H^0_{\theta_m^*})^{-2} \frac{\partial H^0_{\theta_m^*} \partial H^0_{\theta_m^*}}{\partial \theta_i \partial \theta_j} \right]
\]

(1) If $\mu_4 = 3$, then $G(\theta_m^*) = 2 F(\theta_m^*)$ and the result is straightforward.

(2) For the second configuration, from [20], we have

\[
G(\theta_m^*) = \begin{pmatrix} (G(\theta_m^*))_{1 \leq ij \leq D_m^1} & O_{D_m^1 D_m^2} \\ O_{D_m^2 D_m^1} & (\mu_4 - 1) (G(\theta_m^*))_{1 \leq ij \leq D_m^2} \end{pmatrix}
\]
and \[ G(\theta_m^*)F(\theta_m^*)^{-1} = \begin{pmatrix} 2I_{D_1^mD_1^m} & O_{D_2^mD_1^m} \\ O_{D_2^mD_1^m} & (\mu_4 - 1)I_{D_2^mD_2^m} \end{pmatrix}. \]

As a covariance matrix, \( G(\theta_m^*) \) is positive definite. Therefore the square root \( G(\theta_m^*)^{1/2} \) of \( G(\theta_m^*) \) is unique and blocks diagonal. Thus,

\[
< /p > < p > \Sigma_{\theta_m^*} = G(\theta_m^*)^{-1/2} \left( G(\theta_m^*)F(\theta_m^*)^{-1} \right) G(\theta_m^*)^{1/2} = G(\theta_m^*)F(\theta_m^*)^{-1},
\]

which gives (31).

### 4.2. Technical lemmas

The first lemma we will state has already been proved in [1] (see Lemmas 4.1 and 4.2).

**Lemma 4.1**: Let \( X \in \mathcal{H}(M_{\theta^*}, f_{\theta^*}) \) (or \( \mathcal{H}(H_{\theta^*}) \)) and \( \Theta \subseteq \Theta(r) \) (or \( \Theta \subseteq \tilde{\Theta}(r) \)) with \( r \geq 4 \). Assume that Assumption A3 holds. Then for \( i = 0, 1, 2 \), it holds

\[
\frac{1}{\log \log n} \left\| \frac{\partial^{(i)} \hat{L}_n(\theta)}{\partial \theta^i} - \frac{\partial^{(i)} L_n(\theta)}{\partial \theta^i} \right\|_{\Theta} \xrightarrow{n \to +\infty} 0. \tag{33}
\]

**Lemma 4.2**: Under the assumptions of Theorem 2.3, for any model \( m \in \mathcal{M} \) with \( \theta^* \in \Theta(m) \), it holds

\[
\limsup_{n \to \infty} \left( \frac{\hat{L}_n(\tilde{\theta}(m)) - \hat{L}_n(\theta^*)}{2 \log \log n} \right) = c_{\min}(m) \quad \text{a.s.} \tag{34}
\]

**Proof**: Applying a second order Taylor expansion of \( \hat{L}_n \) around \( \tilde{\theta}(m) \) for \( n \) sufficiently large such that \( \tilde{\theta}(m) \in \Theta(m) \) which are between \( \tilde{\theta}_m^* := (\theta^*, 0, \ldots, 0)^\top \) and \( \tilde{\theta}(m) \) yields (as \( \frac{\partial^2 \hat{L}_n(\tilde{\theta}(m))}{\partial \theta^2} = 0 \) since \( \tilde{\theta}(m) \) is a local extremum):

\[
\hat{L}_n(\theta^*) - \hat{L}_n(\tilde{\theta}(m)) = \hat{L}_n(\theta_m^*) - \hat{L}_n(\tilde{\theta}(m)) = \frac{1}{2} (\tilde{\theta}(m) - \theta_m^*)^\top \frac{\partial^2 \hat{L}_n(\tilde{\theta}(m))}{\partial \theta^2} (\tilde{\theta}(m) - \theta_m^*)
\]

\[
:= I_2(m).
\]

But \( I_2(m) \) can be rewritten as

\[
\frac{I_2(m)}{2 \log \log n} = \frac{1}{4} (\tilde{\theta}(m) - \theta_m^*)^\top \frac{1}{\log \log n} \left[ \frac{\partial^2 \hat{L}_n(\tilde{\theta}(m))}{\partial \theta^2} - \frac{\partial^2 L_n(\tilde{\theta}(m))}{\partial \theta^2} \right] (\tilde{\theta}(m) - \theta_m^*)
\]

\[
+ \frac{1}{4 \log \log n} (\tilde{\theta}(m) - \theta_m^*)^\top \frac{\partial^2 L_n(\tilde{\theta}(m))}{\partial \theta^2} (\tilde{\theta}(m) - \theta_m^*)
\]

\[
=: I_{21}(m) + I_{22}(m).
\]
First, as $\tilde{\theta}(m) \xrightarrow{n \to +\infty} \theta^*_m$ along side with Lemma 4.1, it follows

$$I_{21}(m) \xrightarrow{n \to +\infty} 0. \quad (35)$$

Writing a counterpart of (26) using the quasi-functions, we have

$$\tilde{\theta}(m) - \theta^*_m = (\partial^2 \hat{L}_n(\tilde{\theta}(m)))^{-1} \frac{\partial \hat{L}_n(\theta^*_m)}{\partial \theta}$$

Hence $I_{22}(m)$ can be rewritten as

$$I_{22}(m) = \frac{1}{4 \log \log n} \left( \tilde{\theta}(m) - \theta^*_m \right)^\top \frac{\partial^2 \hat{L}_n(\tilde{\theta}(m))}{\partial \theta^2} (\tilde{\theta}(m) - \theta^*_m)$$
$$= \frac{1}{4 \log \log n} \left( \frac{\partial \hat{L}_n(\theta^*_m)}{\partial \theta} \right)^\top (\partial^2 \hat{L}_n(\tilde{\theta}(m)))^{-1}$$
$$\times (\partial^2 \hat{L}_n(\tilde{\theta}(m)))(\partial^2 \hat{L}_n(\tilde{\theta}(m)))^{-1} \frac{\partial \hat{L}_n(\theta^*_m)}{\partial \theta}$$
$$= -\frac{1}{2n \log \log n} \left( \frac{\partial L_n(\theta^*_m)}{\partial \theta} \right)^\top \times F(\theta^*_m)^{-1} \times \frac{\partial L_n(\theta^*_m)}{\partial \theta} (1 + o(1)) \quad \text{a.s.} \quad (36)$$

since from (27), it holds

$$-\frac{n}{2} (\partial^2 \hat{L}_n(\tilde{\theta}(m)))^{-1} \xrightarrow{n \to +\infty} F(\theta^*_m)^{-1}$$

and along with Lemma 4.1, it also holds

$$-\frac{n}{2} \log \log n(\partial^2 \hat{L}_n(\tilde{\theta}(m)))^{-1} \xrightarrow{n \to +\infty} F(\theta^*_m)^{-1}.$$  

As a consequence, the chain of following equalities holds a.s.

$$\lim sup_{n \to \infty} \left( \frac{\hat{L}_n(\tilde{\theta}(m)) - \hat{L}_n(\theta^*)}{2 \log \log n} \right)$$
$$= \lim sup_{n \to \infty} \left( -\frac{1}{2n \log \log n} \left( \frac{\partial L_n(\theta^*_m)}{\partial \theta} \right)^\top \times F(\theta^*_m)^{-1} \times \frac{\partial L_n(\theta^*_m)}{\partial \theta} \right)$$
$$= c_{\min}(m)$$

That ends the proof of (34). \[ \blacksquare \]
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