The exponentiated exponential Poisson distribution revisited
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Abstract

The main aim of this article is to characterize and investigate the three parameter exponentiated exponential Poisson probability distribution $EEP(\alpha, \beta, \lambda)$ by giving explicit closed form expressions for its characteristic function $\phi_{\xi}(t)$ and moment generating function $M_{\xi}(t)$, and finally, to show that the existing series and integral form expressions for positive integer order moments $E_{\xi}^{\nu}, \nu \in \mathbb{N}$ are in fact valid for all $\nu > 1 - \alpha, \alpha > 0$.
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1 Introduction

When we start from a composite series connected system, which consists form several blocks built from $\alpha$ independent identically distributed units in parallel connected, then the time to failure $\xi$ becomes that, of parallel blocks in series. According to Rištić and Nadarajah [1] the starting units lifetime distribution being exponential $\mathcal{E}(\beta)$ and the number $N$ of parallel–blocks is distributed according to zero–truncated Poisson $\mathcal{P}_0(\lambda)$ law [2], that is

$$\mathbb{P}\{N = n\} = \frac{\lambda^n}{n!(1 - \exp(-\lambda))}, \quad n \in \mathbb{N},$$

the unconditonal cumulative distribution function (CDF) of the time to failure of the first out of the $N$ functioning blocks becomes an exponentiated exponential Poisson distributed rv $\xi$, having CDF [1, Eq. (2)]

$$F_{\xi}(x) = \frac{1}{1 - e^{-\lambda}} \left(1 - e^{-\lambda(1 - e^{-\beta x})^{\alpha}}\right) \chi_{\mathbb{R}_+}(x),$$

where $\theta = (\alpha, \beta, \lambda) > 0$. Here $\chi_S(x)$ stands for the characteristic function of the set $S$, that is $= 1$ if $x \in S$ and $= 0$ else. Thus, this type rv considered on a given standard probability space $(\Omega, \mathcal{F}, \mathbb{P})$ we write throughout $\xi \sim EEP(\theta)$. The related probability density function (PDF) [1, Eq. (2)]

$$f_{\xi}(x) = \frac{\alpha \beta \lambda}{1 - e^{-\lambda}} \left(1 - e^{-\beta x}\right)^{\alpha - 1} e^{-\lambda(1 - e^{-\beta x})^{\alpha}} \chi_{\mathbb{R}_+}(x),$$

with $\beta$ a scaling, and both $\alpha, \lambda$ shape parameters.
Ristić and Nadarajah [1] give four main reasons for introducing EEP(θ), such as: (i) the previously explained failure rate’s mathematical model; (ii) EEP(θ) distribution exhibits monotone increasing, monotone decreasing and upside-down bathtub hazard rate’s behaviour; (iii) being \( F(x) \sim \theta^x, x \to 0 \) and \( F(x) \sim \theta^{-x}, x \to \infty \) (compare [1] for both cases), EEP(θ) has the lower tail behaviour like the gamma, Weibull and allied distributions, and the upper tail behaviour identical to the exponential distribution; (iv) the EEP(θ) is superior in fitting rel data with respect to a wide selection (in [1] have been tested 15) of the most frequent two-, or three–parameter distributions. Finally, the reader’s attention is drawn for further informations to the ancestor article [1] and the related references therein.

Our motivation here is threefold: 1. to give a closed form expression for the characteristic function (CHF) in terms of certain special functions; 2. to establish a closed expression for the moment generating function (MGF) and 3. to give a proof that the existing series representation of the positive integer order moments by Ristić and Nadarajah [1, p. 6, Eq. (7)] holds true for a real order as well.

It is also worth to mention that as an immediate step, a closed form expression was obtained for the general order moment in the case of exponentiated exponential EE(α, β) distribution, see section III.

In the derivation procedures we use generalized hypergeometric type special functions like Fox–Wright \( _p \Psi_q \) and the Goyal–Laddha generalized Hurwitz–Lerch Zeta \( \Phi^{\ast}_{\mu} \).

### 2 The characteristic function for EEP(α, β, λ)

The Fox–Wright generalization \( _p \Psi_q \) of the generalized hypergeometric function \( _p F_q \), with \( p \) numerator and \( q \) denominator parameters reads [4]

\[
_p \Psi_q \left[ \begin{array}{c} (\alpha_1, A_1), \ldots, (\alpha_p, A_p) \\ (\beta_1, B_1), \ldots, (\beta_q, B_q) \end{array} \right] (x) = \sum_{n=0}^{\infty} \frac{\prod_{k=1}^{p} \Gamma(\alpha_k + A_k n)}{\prod_{k=1}^{q} \Gamma(\beta_k + B_k n)} x^n n!,
\]

where \( \alpha, \beta \in \mathbb{C}, A, B > 0 \); and the series converges for suitably bounded values of \( |x| \) when \( \Delta = 1 + \sum_{k=1}^{p} B_k - \sum_{j=1}^{p} A_j > 0 \), and an empty product is by convention used to be 1. In turn, \( _1 \Psi_1 \) we call confluent.

The characteristic function of a rv \( \xi \) having PDF \( f_\xi(x) \) and CDF \( F_\xi(x) \) is actually the Fourier transform of the PDF (or the Fourier–Stieltjes transform of the CDF):

\[
\phi_\xi(t) = \mathbb{E}(e^{it\xi}) = \int_{\mathbb{R}} e^{itx} f_\xi(x) \, dx = \int_{\mathbb{R}} e^{itx} dF_\xi(x);
\]

the related moment generating function we define as

\[
M_\xi(t) = \phi_\xi(it).
\]
Now, we formulate closed form expression results for both CHF and MGF for the exponentiated exponential Poisson distribution.

**Theorem 1** Let $\xi \sim \text{EEP}(\theta)$, $\theta = (\alpha, \beta, \lambda) > 0$. For all $t \in \mathbb{R}$ we have

$$
\phi_\xi(t) = \frac{\lambda \Gamma \left( 1 - \frac{it}{\beta} \right)}{1 - e^{-\lambda}} \Psi_1 \left( \begin{array}{c} (\alpha, \alpha) \\ (1 + \alpha - \frac{it}{\beta}, \alpha) \end{array} \right) | - \lambda \right]. \tag{3}
$$

Moreover, for all $t > -\beta$

$$
M_\xi(t) = \frac{\lambda \Gamma \left( 1 + \frac{t}{\beta} \right)}{1 - e^{-\lambda}} \Psi_1 \left( \begin{array}{c} (\alpha, \alpha) \\ (1 + \alpha + \frac{t}{\beta}, \alpha) \end{array} \right) | - \lambda \right]. \tag{4}
$$

**Proof**: Having in mind (2) we conclude

$$
\phi_\xi(t) = C \int_0^\infty e^{itx - \beta x} \left( 1 - e^{-\beta x} \right)^{\alpha-1} e^{-\lambda(1-e^{-\beta x})^\alpha} \, dx;
$$

this, by substitution $1 - \exp(-\beta x) = u$, yields the *mutatis mutandis* result

$$
\phi_\xi(t) = \frac{\alpha \lambda}{1 - e^{-\lambda}} \int_0^1 (1 - u)^{-\frac{it}{\beta}} u^{\alpha-1} e^{-\lambda u^\alpha} \, du. \tag{5}
$$

The Maclaurin expansion of the exponential term and interchanging the order of summation and integration, lead us to

$$
\phi_\xi(t) = \frac{\alpha \lambda \Gamma(1 - \frac{it}{\beta})}{1 - e^{-\lambda}} \sum_{n \geq 0} \frac{\Gamma(\alpha + \alpha n)}{\Gamma(1 - \frac{it}{\beta} + \alpha + \alpha n)} \frac{(-\lambda)^n}{n!},
$$

which is actually (3). Setting $t = 0$ in (3), we have to have $\phi_\xi(0) = 1$. Indeed,

$$
\phi_\xi(t) = \frac{\alpha \lambda}{1 - e^{-\lambda}} \sum_{n \geq 0} \frac{\Gamma(\alpha + \alpha n)}{\Gamma(1 + \alpha + \alpha n)} \frac{(-\lambda)^n}{n!} = \frac{\lambda}{1 - e^{-\lambda}} \sum_{n \geq 0} \frac{(-\lambda)^n}{n! (n+1)} = 1.
$$

The rest is clear. \(\square\)

**Remark 1** There is an analytic continuation of $M_\xi(t)$ from $(-\beta, \infty)$ to the whole $\mathbb{C} \setminus \bigcup_{n \geq 1} (-\beta - n)$, where $\lfloor x \rfloor$ denotes the integer part of $x$. Namely, all poles of $M_\xi$ are simple and occur at $-\beta m, m \in \mathbb{N}$.

**Remark 2** An integral representation, similar to (5), appears in \(\square\) p. 5, where erroneously stands $\theta$ instead of the correct variable $t$. However, the authors didn’t reach the formula (4) for the MGF $M_\xi(t)$.
3 The moment properties

Consider the rv $\eta$ on a fixed probability space $(\Omega, \mathcal{F}, \mathbb{P})$ having CDF

$$F_\eta(x) = \left(1 - e^{-\beta x}\right)^\alpha \chi_{\mathbb{R}_+}(x), \quad \alpha, \beta > 0.$$ 

Then $\eta$ behaves according the exponentiated exponential distribution $\text{EE}(\alpha, \beta)$ which, due among others Gupta and Kundu [5, 6], attracts notable attention. We point out that the Maclaurin series expansion of the CDF

$$F_\xi(x) = \frac{1}{1 - e^{-\lambda x}} \sum_{m=1}^{\infty} \frac{(-1)^{m+1}}{m!} (\lambda F_\eta(x))^m$$

(6)

clearly shows that $\text{EEP}(\theta)$ is a mixture of $\text{EE}(\alpha, \beta)$ in the sense that the associated parameters coincide.

According to [7, p. 488, Eq. (1.1)] we introduce the Hurwitz–Lerch Zeta (HLZ) function

$$\Phi(z, s, a) = \sum_{n=0}^{\infty} \frac{z^n}{(n+a)^s},$$

where $a \in \mathbb{C} \setminus \mathbb{Z}^-$, $s \in \mathbb{C}$ when $|z| < 1$; $\Re s > 1$ for $|z| = 1$. Further, the Goyal–Laddha generalized HLZ function [8, p. 100, Eq. (1.5)]

$$\Phi^\mu(z, s, a) = \sum_{n=0}^{\infty} \frac{(\mu)_n}{n!} \frac{z^n}{(n+a)^s},$$

(7)

where $\mu \in \mathbb{C}$; $a \in \mathbb{C} \setminus \mathbb{Z}^-$, $s \in \mathbb{C}$ when $|z| < 1$; $\Re(s - \mu) > 1$ for $|z| = 1$. We also list the integral form [8, p. 100, Eq. (1.6)]; [7, p. 495, Eq. (2.10)]

$$\Phi^\mu(z, s, a) = \frac{1}{\Gamma(s)} \int_0^\infty \frac{t^{s-1} e^{-st}}{(1 - z e^{-t})\mu} \, dt.$$ 

(8)

Gupta and Kundu [5, 6] showed that

$$E_{\eta^n} = \alpha \frac{n!}{\beta^n} \sum_{k=0}^{\infty} \frac{(-1)^k}{(k+1)^{n+1}} \binom{\alpha - 1}{k}, \quad k \in \mathbb{N},$$

where $n \in \mathbb{N}$, and the generalized binomial coefficient $\binom{w}{k} = (-1)^k (-w)_k (k!)^{-1}, w \in \mathbb{C}$. The related closed form representation results follow.

Theorem 2 Let $\eta$ be a $\text{EE}(\alpha, \beta)$ rv, $\alpha, \beta > 0$. Then for all $\nu > 1 - \alpha$ we have

$$E_{\eta^n} = \frac{\alpha}{\beta} \frac{\Gamma(\nu+1)}{\Gamma(1-\alpha)} \Phi^{\nu-\alpha}(1, \nu + 1, 1).$$

(9)

Proof: Obviously, being $\beta > 0$, expressing the binomial in the integrand as a power series, we conclude

$$E_{\eta^n} = \int_0^\infty x^n F_\eta'(x) \, dx = \alpha \beta \int_0^\infty x^n e^{-\beta x} \left(1 - e^{-\beta x}\right)^{\alpha-1} \, dx$$

$$= \alpha \beta \sum_{k=0}^{\infty} (-1)^k \binom{\alpha - 1}{k} \int_0^\infty x^n e^{-\beta(k+1)x} \, dx.$$
Applying the known Gamma function formula
\[ \Gamma(a) = A^a \int_0^\infty x^{a-1}e^{-Ax} \, dx, \quad \min\{\Re(a), \Re(A)\} > 0, \]
we get
\[ E_{\eta''} = \frac{\alpha \Gamma(\nu + 1)}{\beta^\nu} \sum_{k \geq 0} \frac{(-1)^k (\alpha - 1) \cdots (\alpha - k)}{(k + 1)^{\nu + 1} k!}. \]
By the Pochhammer symbol property \( a(a - 1) \cdots (a - k + 1) = (-1)^k (-a)_k, k \in \mathbb{N}_0 \) we infer
\[ E_{\eta''} = \frac{\alpha \Gamma(\nu + 1)}{\beta^\nu} \sum_{k \geq 0} \frac{(1 - \alpha)_k}{(k + 1)^{\nu + 1} k!}, \]
which, in conjunction with the definition (9) of the Goyal–Laddha HLZ function gives (10). Since \( \Delta = \Re(\nu + 1 - (1 - \alpha)) = \nu + \alpha > 1, \) the proof is completed. \( \Box \)

Ristić and Nadarajah [3, p. 6, Eq. (10)] reported on the following double series representation result:
\[ E_{\xi^n} = \frac{\alpha \lambda n!}{\beta n(1 - e^{-\lambda})} \sum_{m,k \geq 0} \frac{(-1)^m k^m \lambda^m}{m! (k + 1)^{n+1}} \left( \frac{\alpha(m + 1) - 1}{k} \right). \] (10)

Now, we show that (10) can be extended to general order moments case, reducing the double sum expression into a simple one, establishing the main conclusion on the widest possible parameter range.

**Theorem 3** Let \( \xi \sim \text{EEP}(\theta), \theta = (\alpha, \beta, \lambda) > 0. \) For all \( \nu > 1 - \alpha \) there holds true
\[ E_{\xi^n} = \frac{\alpha \lambda \Gamma(\nu + 1)}{\beta^\nu(1 - e^{-\lambda})} \sum_{m \geq 0} \Phi_{1 - \alpha(m + 1)}(1, \nu + 1, 1) \frac{(-\lambda)^m}{m!}. \] (11)

**Proof:** Starting with
\[ E_{\xi^n} = \int_0^\infty x^n f_{\xi}(x) \, dx = \frac{\alpha \lambda}{\beta^n(1 - e^{-\lambda})} \int_0^\infty x^n e^{-x} (1 - e^{-x})^{\alpha - 1} e^{-\lambda(1 - e^{-x})^\alpha} \, dx, \]
then expanding \( \exp\{-\lambda(1 - e^{-x})^\alpha\} \) into a Maclaurin series and recalling the Goyal–Laddha HLZ function’s integral expression (8) we deduce
\[ E_{\xi^n} = \frac{\alpha \lambda}{\beta^n(1 - e^{-\lambda})} \sum_{m \geq 0} \frac{(-\lambda)^m}{m!} \int_0^\infty \frac{x^n e^{-x}}{(1 - e^{-x})^{1 - \alpha(m + 1)}} \, dx \]
\[ = \frac{\alpha \lambda \Gamma(\nu + 1)}{\beta^\nu(1 - e^{-\lambda})} \sum_{m \geq 0} \frac{(-\lambda)^m}{m!} \Phi_{1 - \alpha(m + 1)}(1, \nu + 1, 1). \]
Since the convergence issues \( \Delta = \Re(\nu + 1 - (1 - \alpha(m + 1)) = \nu + \alpha(m + 1) \geq \nu + \alpha > 1, m \in \mathbb{N} \) are satisfied by convention (11) is proved. \( \Box \)

**Remark 3** The same conclusion can be made by applying (6), that is
\[ E_{\xi^n} = \frac{1}{1 - e^{-\lambda}} \sum_{m \geq 1} \frac{(-1)^{m-1} \lambda^m}{m!} \int_0^\infty x^n d[F_{\eta}(x)]^m. \]

Now, subsequent suitable transformations lead to (11).
4 Concluding notes

A. Closed form expressions are established, for the first time, for the characteristic function \( \phi_\xi(t) = \mathbb{E}e^{it\xi} \) and the moment generating function \( M_\xi(t) = \phi_\xi(it) \) in the case of exponentiated exponential Poisson distribution \( \xi \sim \text{EEP}(\theta) \), \( \theta > 0 \) generalizing the results by Ristić and Nadarajah \[1, 3\]. The findings are presented in terms of the confluent Fox–Wright \( \Psi_1 \) function as Theorem 1.

B. Inspecting \[1\] and the references therein, we see that the moment problem for a rv coming from EEP(\( \theta \)) distribution family was solved \textit{via} double series, and separately in a definite integral form, the both \textit{exclusively} for the moments of positive integer order.

Here, firstly we are obtain a closed form representation for the real order moment in the case of exponentiated exponential distribution EE(\( \alpha, \beta \)) using Goyal–Laddha generalized HLZ function. This novel result is exposed in Theorem 2. In the sequel, using similar technique, the real order moments problem has been solved for EEP(\( \theta \)) distribution, in the form of a simple weighted sum of Goyal–Laddha generalized HLZ functions (Theorem 3).

It is worth to mention the existence results of negative real order moments in both cases, which are by–products of Theorems 2 and 3.

C. There exists the Riemann–Liouville fractional derivation formula \[7\ p. 490, Eq. (1.17)\]

\[
\Phi^*_\mu(z, s, a) = \frac{1}{\Gamma(\mu)} D_z^{\mu-1} \left\{ z^{\mu-1} \Phi(z, s, a) \right\}, \quad \Re(\mu) > 0;
\]

this exhibits the useful fact that the Goyal–Laddha generalized HLZ function \( \Phi^*_\mu(z, s, a) \) is essentially a consequence of the classical Hurwitz–Lerch Zeta function \( \Phi(z, s, a) \). So, the results presented in Theorems 2 and 3 can be treated in this manner as well.

D. Finally, the argumentation by Ristić and Nadarajah \[1\ Introduction\] and their real data fitting comparation shows that EEP(\( \theta \)) is an excellent candidate for lifetime distribution setting in reliability problem solving studies. Hence, immediately arises the question of the reliability equivalence analysis \[9, 10\] of composite series and parallel systems having independent identically distributed units possessing EEP(\( \theta \)) lifetime distribution. This could be realized by the so–called reduction method developed by Råde \[11, 12\]; alternatively Sarhan \[13\] introduces the reliability equivalence factor by which the failure rates of some of the system’s components should be reduced in order to reach equality of the reliability of another better system. Råde and Sarhan considered components with exponential lifetime distribution, while the gamma–lifetime was treated in \[14\]. Comparing the reduction method for EEP(\( \theta \)) lifetime distribution to the associated hot–, and cold–duplication would be of considerable interest as well.

However, we leave these questions unanswered here, it belong to some future studies.
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