OPEN: A New Estimation of Global Ocean Heat Content for Upper 2000 Meters from Remote Sensing Data
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Abstract: Retrieving information concerning the interior of the ocean using satellite remote sensing data has a major impact on studies of ocean dynamic and climate changes; however, the lack of information within the ocean limits such studies about the global ocean. In this paper, an artificial neural network, combined with satellite data and gridded Argo product, is used to estimate the ocean heat content (OHC) anomalies over four different depths down to 2000 m covering the near-global ocean, excluding the polar regions. Our method allows for the temporal hindcast of the OHC to other periods beyond the 2005–2018 training period. By applying an ensemble technique, the hindcasting uncertainty could also be estimated by using different 9-year periods for training and then calculating the standard deviation across six ensemble members. This new OHC product is called the Ocean Projection and Extension neural Network (OPEN) product. The accuracy of the product is accessed using the coefficient of determination ($R^2$) and the relative root-mean-square error (RRMSE). The feature combinations and network architecture are optimized via a series of experiments. Overall, intercomparison with several routinely analyzed OHC products shows that the OPEN OHC has an $R^2$ larger than 0.95 and an RRMSE of <0.20 and presents notably accurate trends and variabilities. The OPEN product can therefore provide a valuable complement for studies of global climate changes.
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1. Introduction

In recent decades, with the continuous emission of greenhouse gases the imbalance in the top-of-atmosphere radiation has intensified, leading to continued global warming. This imbalance, termed the Earth’s energy imbalance (EEI, [1]), is a vital issue because it intensifies and promotes changes in the global climate system. Tracking the EEI is essential to studying and understanding the
past, current, and future status of climate change [2]. Physically, the EEI is caused by the difference between the energy absorbed and that reflected by the Earth, i.e., the net thermal energy trapped inside the Earth system [3]. The EEI is small compared to the total amount of solar radiation, which makes it difficult to accurately quantify [2]. More than 93% of the EEI passes through the atmosphere into the ocean and is stored in the form of ocean heat content (OHC) changes [4,5]. This is not only due to the fact that the ocean accounts for approximately 71% of the global surface area and approximately 97% of the world’s total water volume but is also due to the large specific heat capacity of water in nature. Therefore, the ocean plays a tipping role in the global system. Historically, the global OHC has been important to the Earth’s heat balance at the multi-decadal scale [6]. Data indicate that, from 1953 to 2003, the global OHC has been increasing, therefore dominating the internal variability of the Earth’s heat over the past 50 years [7]. Consequently, OHC is the most suitable variable for detecting and tracking EEI changes [3].

The variability of internal ocean dynamics has been extensively studied via investigations of changes in the ocean subsurface variables, such as temperature, flow velocity, and OHC. Compared to other thermal variables, such as the sea surface temperature (SST) or subsurface temperature anomalies (STA), the OHC is more stable and can better represent low-frequency climate variability [8]. The global OHC can not only affect global climate changes but can also serve as an important indicator of ocean variability [9,10]. Climatic records suggest that, over the past decades, the warming rate of the ocean has continued to increase, reaching a record high in 2019 [11]. OHC is also related to changes in the El Niño phenomenon; therefore, studying changes in the OHC is crucial to understanding the climate [9,10].

Satellite remote sensing has the advantages of wide and near-real-time coverage and contains a large volume of spatial-temporal data. However, remote sensing can only observe the surface of the ocean and is less capable of directly detecting changes in the subsurface ocean. To overcome this limitation, promising methods capable of accurately estimating changes in the ocean interior have been developed [12]. At present, these methods of so-called subsurface and deeper ocean remote sensing (DORS) can generally be divided into three major categories: empirical statistics, data assimilation, and dynamic models [13]. The majority of previous researchers have used different surface remote sensing data to estimate ocean subsurface heat information via these three methods using deep-sea remote sensing [12,14–17]. These studies highlight the potential of DORS to not only address the limitation of data sparsity but to also fill in historical data gaps. Particularly in recent years, machine learning has proven to be a cutting-edge application of empirical statistical methods to this field [18]. Of these techniques, neural networks (NN), as one of the most fundamental models of machine learning, has a proven ability to estimate various ocean parameters and subsurface information [19–23].

Our recent studies have demonstrated that, using a variety of machine-learning approaches including artificial neural networks (ANN), surface remote sensing data can be successfully applied to retrieving STA. These studies were inspired by the works of Jagadeesh et al. [23] and Guinehut et al. [24], which demonstrated that the subsurface thermal structure is dynamically linked to SSH and therefore, can be retrieved from remote sensing data. Su et al. [14] verified the credibility of this theory by combining remote sensing data with machine-learning techniques such as support vector machines and random forests. Lu et al. [25] improved the accuracy of the inversion and provided new research ideas for the development of DORS using a clustered ANN model to retrieve internal ocean information. There have been a large number of other related contributions [19,24,26–28]. However, the limitations of our previous studies, as well as those of related contributions, include the lack of generalization and the difficulty of interpreting the models. These limitations hinder the application of ANN models to temporal extrapolations. In addition, the linkage between surface remote sensing data and STA, particularly in the deep ocean, is so indirect that the physical meanings are unclear, leading to a lack of physical consistency. Accordingly, OHC as a variable may be closer related to the surface, which could lead to a more robust application of DORS. So far, using surface data to retrieve OHC has been rarely done [23,29]. In a pioneering work, Jagadeesh et al. [23] trained an ANN to estimate
discrete in-situ OHC in the Indian Ocean. Whether this approach can be further applied to the global ocean from gridded products is unclear. Therefore, the primary motivation of this study is to develop a data-driven empirical model for the estimation of the global OHC from remote sensing data that is appropriate for the global ocean and for temporal prognostics.

Another motivation for this model is to hindcast the OHC prior to the Argo era [30], i.e., from 1993 to 2004, to better understand the climate dynamics. With the continuous deployment of Argo floats since the early 2000s, awareness of the changes in the ocean has been increasing. Currently, there are approximately 4000 Argo floats detecting robust signals of the large-scale dynamic features in the global ocean. However, for the years prior to the Argo era, consistent full-coverage ocean interior data are less available. For example, due to this lack of high-quality data, inconsistent conclusions supported by different data products [31] have been drawn concerning the pattern of heat redistribution during the apparent slowdown of global warming, i.e., the “hiatus” period from 1998 to the late 2010s [32]. In terms of driving mechanisms, there are two general viewpoints: one is a mechanism dominated by the Atlantic meridional overturning circulation [33], and the other consists of Indo-Pacific-originated mechanisms (e.g., [34]). This debate challenges the quality of marine subsurface data to provide effective and complete data support for the phenomena that occurred during this period [32].

In this paper, an ANN-based model is used to estimate the OHC anomaly. Unless otherwise specified, the anomaly in this study is with respect to the climatological mean from 1993 to 2015 (i.e., one static horizontal map). This approach has been demonstrated as being capable of retrieving STA from satellite data [24]. This product is called the Ocean Projection and Extension neural Network (OPEN) product. The organization of this paper is as follows. In Section 2, we present the data and methods applied in this study. In Section 3, the application of the method and related experimental design are explained in detail. In Section 4, we show the testing of the parameters and the network structure optimization. The data are then reconstructed from 1993 to 2018. In addition, linear trends and variability modes are compared between OPEN and a well-generated OHC mapping product. Finally, in Section 5, we summarize the results of the marine analysis and prospects for future improvements.

2. Data

The data include multi-source satellite remote sensing observation data and Argo-derived subsurface temperature data at a resolution of 1° x 1°. The sea surface height (SSH) is derived from satellite altimeters from the Absolute Dynamic Topography products of Archiving, Validation, and Interpretation of Satellite Oceanographic data (AVISO) project (http://www.aviso.altimetry.fr/en/data/products/sea-surfaceheight-products/global) with a spatial resolution of 0.25° x 0.25° from 1993 to the present. SST consists of optimal interpolated data observed by the satellite radiometer from the Optimum Interpolation Sea Surface Temperature (OISST) products (https://www.esrl.noaa.gov/psd/data/gridded/data.noaa.oisst.v2.highres.html). Its spatial resolution is 0.25° x 0.25°, and its time coverage ranges from 1983 to the present. The sea surface wind (SSW) represents the fusion of various satellite observations with a variational assimilation analysis, i.e., the CCMP product (http://www.remss.com/measurements/ccmp/) with a spatial resolution of 0.25° x 0.25° and a time range from 1983 to the present. The sea surface salinity (SSS) is taken from the Soil Moisture Ocean Salinity, i.e., SMOS, product (https://www.catds.fr/Products/Available-products-from-CEC-OS/CEC-Ifremer-Dataset-V02). Its spatial resolution is 1° x 1°, and its time coverage ranges from 2010 to the present. The Argo gridded data consist of 27 layers from the sea surface to 2000 m; each layer includes the temperature, salinity, and dynamic height. The Argo gridded data has a monthly time interval, and its spatial resolution is 1° x 1° from 2005 to the present (http://apdrc.soest.hawaii.edu/datadoc/argo_iprc_gridded.php). The datasets with a higher spatial resolution were linearly resampled to the 1° x 1° grid. A common
time span of 1993–2018 was used except for SSS (see Section 4.2). Based on the Argo product, the OHC is the depth integration of the potential temperature $T$ of each layer:

$$\text{OHC} = c_p \rho \int_0^d T dz$$

(1)

with a thermal capacity $c_p$ of 3850 $J \cdot kg^{-1} \cdot ^\circ C^{-1}$ and a constant density $\rho$ of 1025 $kg \cdot m^{-3}$. After integration, the climatological mean of OHC is then calculated and subtracted to get an OHC anomaly. Unless otherwise specified, OHC in the remaining part of the paper represents the OHC anomaly.

Integrations are performed over the upper 300, 700, 1500, and 2000 m, which are referred to as OHC300, OHC700, OHC1500, and OHC2000, respectively.

The OPEN OHC reconstruction is compared with a number of near-global OHC products, i.e., Institute of Atmospheric Physics (IAP) data \[ 35\] at http://159.226.119.60/cheng/, National Centers for Environmental Information (NCEI, i.e., Levitus) data \[ 36\] at https://www.nodc.noaa.gov/OC5/3M_HEAT_CONTENT/, EN4 version 4.2.1 from the Met Office of UK \[ 37\] with Gouretski and Reseghetti \[ 38\] corrections from https://www.meteoffice.gov.uk/hadobs/en4/download-en4-2-1.html, numerical simulation-based GLORYS2V4, and statistic-based ARMOR3D data \[24\]. The former three datasets were optimally mapped from discrete station/profiling data (including expendable bathythermograph, conductivity-temperature-depth sensor, Argo, and other instruments) to one-degree resolution, while the GLORY2V4 and ARMOR3D distributed by Copernicus project (http://marine.copernicus.eu/services-portfolio/access-to-products/, respectively labeled GLOBAL_REANALYSIS_PHY_001_025 and MULTIOBS_GLO_PHY_REP_015_002) both have a 0.25-degree resolution. Since only global or basin-wide summation of OHC are compared (see follows), the different spatial resolution is not a concern.

3. Method

3.1. Artificial Neural Network

Our OPEN OHC was projected using the ANN approach. An ANN generally consists of an input layer, an output layer, and one or more hidden layers in between ($o$ layers in total). It can be generally written as an approximating function from the inputs $x$ to the OHC $\hat{y} = f(x; \theta)$ with parameters $\theta$. Each hidden layer consists a number of neurons, whereas the output layer has only one neuron as our target, OHC, and is a scalar. Each neuron in each layer calculates a weighted sum (with different weight $w$ and bias $b$) of all the outputs from its previous layer, transforms them with a nonlinear activation function $\sigma$, and outputs the results to the next layer. The network can be formularized as:

Neurons in input layer : $h_1 = f_1(x; \theta_1) = \sigma_1(b_1 + \sum_{j \text{ features}} w_{1j}x_j)$

Neurons in hidden layer($s$) : $h_2 = f_2(h_1; \theta_2) = \sigma_2(b_2 + \sum_{j \text{ neurons}} w_{2j}h_{1j})$

...  

Neuron in output layer : $\hat{y} = f_o(h_{o-1}; \theta_o)$

(2)

Given an ANN, the goal of optimization is to find values of $\theta$ resulting in a best function approximation to all the data in a training set $Tr$. The cost function $J$ to be minimized in this paper is the mean squared error between the estimated outputs $\hat{y}$ and the training data. This goal can be written as:

$$\arg \min_{\theta} J(\theta) = \sum_{(x,y) \in Tr} (y - \hat{y})^2$$

(3)

Following our previous study \[25\], a Bayesian regularization method was applied to optimize the ANN parameters. The Bayesian regularization algorithm adds a certain degree of smoothness
to the cost function $J$ to prevent data from overfitting [39]. This property is favorable for temporal hindcast and projection since a smooth fitting function is more likely to perform well when “unseen” data appear. Because the Bayesian regularization does not require an explicit cross-validation subset, the data were separated into a training period (2005–2018) and a testing subset. Considering that the current objective is to temporally extrapolate, subsetting by time is a better option compared with previous random subsetting which essentially led to a spatio-temporal interpolation network. Training with 2005–2018 data then yields four hindcasting networks (one network for each depth) with optimized $\theta$ values. The OHC prior to the Argo era can be then hindcasted as long as the remote sensing data (SST, SSH, etc.) cover it.

To estimate the uncertainties due to the ANN approach and data subsetting, we applied an ensemble technique in which a 9-year training window was slid through the training data with a one-year increment. This led to six ensemble members with overlapping training periods (2005–2013, 2006–2014, …, 2010–2018). Except for training data, all remaining data were used as the testing set for each member. Based on the standard deviation across the ensemble members, the estimation uncertainty can be calculated particularly for the pre-Argo period. In this study, this uncertainty is defined as three standard deviations across six members. The following text reports the ensemble average as our hindcast of OHC.

3.2. Experimental Design

The selection of sea surface variables (or “features” in machine-learning terminology) is critical to the training of the model and the accuracy of the retrieval. One can train an ANN model for any unrelated data; however, it is expected that an ANN model can be robustly generalized to unseen data (i.e., to extrapolate) if there is an explicit relationship between the input and target data that can be learned by the network. It is therefore crucial to choose proper input features. The number of hidden layers and the number of neurons and activation functions in each hidden layer are also important to the construction of the ANN model.

Therefore, experiments were designed as shown in Table 1. Because the measured (Argo) data also contain surface features, to compare the applicability of remote sensing data in the marine field and the sensitivity of the model to the parameters, two different data sources were compared here. Each case includes a Case A and a Case R; Case A indicates that the SST, SSS, and SSH values are from the Argo grid data, while Case R uses SST, SSS, and SSH values from satellite observations. Note that the SSH values from Argo are actually the dynamic height [30], which neglects the height contribution due to volume changes. The SSW values were the same for both experimental subsets. For the testing, all test data were from the satellite data. In addition, we included several experiments to assess the role of space (longitude and latitude) and time (day of year). The relative root-mean-square error (RRMSE) and coefficient of determination ($R^2$) were used to measure the model performance, where RRMSE is the ratio between the root-mean-squared error and the standard deviation.

4. Results and Discussion

4.1. Optimization of the Network Structure

The OHC estimation accuracy is not only dependent on the choice of input features but is also closely related to the structure of the network. Therefore, it is necessary to study the sensitivity of the results to the ANN architecture, specifically to the number of hidden layers, the number of neurons in each layer, and the activation function $\sigma$. A grid-search approach was applied to find the optimized hyperparameters. Using a subset of test data from 2017, we compared the performance (quantified by $R^2$) of networks with different hyperparameters (Figure 1).
16 experiments were designed as shown in Table 1. In these experiments, the data from the 12 months of 2010 were used to train the ANN model; then, the OHC300 in January 2011 was hindcasted with the tuned models and compared to the labeled data. For Case A in Table 1, during model training the first-level Argo data were treated as the “surface” features, which correspond to the 0-m depth for Remote Sens. 2020, 12, x FOR PEER REVIEW 6 of 17
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**Figure 1.** Artificial neural network (ANN) performance measured in R² of projecting OHC300 as a function of neuron numbers (x-axis). Different colors denote different combinations of hidden-layer numbers and activation functions. The training data is from 2005 to 2013 with a feature combination of Case 4 (see Table 1). The test data here is 12 months of 2017. In the legend, “tansig” means the tangential sigmoid activation function, while “poslin” means the Rectified Linear Unit (ReLU).

As Figure 1 demonstrates, when the number of neurons is less than five, the inversion result of a three-layer network is generally better than that of a two-layer network. However, when the number of neurons is greater than five, the inversion results of the two-layer network are better. With increasing numbers of neurons, the accuracy of OHC inversion in three-layer and two-layer networks increased first and then decreased. Three-layer networks generally present steep slopes, implying that these networks are more susceptible to overfitting. Therefore, maintaining a simple network structure is appropriate for the current problem, which is essentially extrapolating the target out of the training domain. Our previous application for the subsurface temperature with ANN came to a similar conclusion [25]. In general, increasing the number of hidden layers can effectively enhance the network’s fitting ability to complex input-to-output mapping functions. However, two downsides may emerge as the number of hidden layers increases: the data may be overfitted and the difficulty of training may increase dramatically, making it difficult for the model to converge.

In addition, the activation function is also an important influencing factor, as illustrated in Figure 1, which shows different combinations of activation functions. In our current MATLAB method, “tansig” indicates a tangential sigmoid activation function, while “poslin” indicates the Rectified Linear Unit. The OHC inversion results for two-layer networks indicate that the combination of tansig and poslin was not as good as tansig alone. Conversely, the result of the activation function containing poslin was better than the result of that containing tansig for all three-layer networks. In addition, it is expected that the poslin activation function will have better computation efficiency than tansig.

According to these tests, we selected a three-layer network with three neurons and a tansig–tansig–poslin structure as the optimized ANN architecture. By default, we report results using this architecture hereafter.

### 4.2. Optimization of Feature Combinations

The selection of remote sensing data as input features is crucial to retrieving the OHC. In the practice of machine learning, seeking a best feature combination is crucially important, yet such combinations are sometimes counterintuitive [40]. Therefore, features are often chosen in an ad hoc manner, a procedure sometimes called feature engineering. To optimize the feature combination, 16 experiments were designed as shown in Table 1. In these experiments, the data from the 12 months of 2010 were used to train the ANN model; then, the OHC300 in January 2011 was hindcasted with the tuned models and compared to the labeled data. For Case A in Table 1, during model training the first-level Argo data were treated as the “surface” features, which correspond to the 0-m depth for
the current product. The $R^2$ and RRMSE values are also reported in Table 1. Note that tests on other temporal snapshots yielded similar conclusions.

The retrieval results of the two data sources for Case 1 in Table 1 verify that SSH anomaly (SSHA) and SST anomaly (SSTA) are the main influencing factors of OHC. Cases 1A and 1R indicate that the accuracy of the two sources is fairly good with ~70% of the variance explained by the network; however, the accuracy of the satellite data inversion is relatively better. A comparison of Cases 1 and 2 indicates that the addition of latitude, longitude, and time information significantly improves the training for both data sources. This is consistent with previous subsurface temperature retrieval studies. A comparison of Cases 1 and 3 or Cases 2 and 4 suggests that the inclusion of SSW can improve the estimation accuracy but only marginally (~1%). Comparing Cases 1 and 5 shows that the salinity has a suppression effect (~6%) on the accuracy of the retrieval from the Argo data but increases that of Case R very slightly. This is due to the fact that the Argo SSS is inconsistent with the satellite-observed SSS. In particular, when using the salinity of the measured data to train and that of the satellite data to predict, the accuracy of the inversion is moderately reduced. In general, the inversion accuracy of Case R is better than that of Case A, which demonstrates that the use of satellite remote sensing data to build models is a more robust practice. Of all the cases, Case 8R has the highest accuracy (~80% variance reconstructed); however, considering the availability of SSS data, the feature combination in Case 4R was therefore selected for the following hindcast.

Table 1. Experiments design and results for projecting OHC300 *.

| Experiment # | Input Features | $R^2$ (Case A/Case R) | RRMSE (Case A/Case R) |
|--------------|----------------|----------------------|----------------------|
| Case 1A, Case 1R | SSHA SSTA | 0.6911/0.7096 | 0.3863/0.3788 |
| Case 2A, Case 2R | SSHA SSTA DOY LON LAT | 0.7883/0.7972 | 0.3627/0.3400 |
| Case 3A, Case 3R | SSHA SSTA SSWA | 0.7028/0.7155 | 0.3831/0.3788 |
| Case 4A, Case 4R | SSHA SSTA SSWA DOY LON LAT | 0.7892/0.8030 | 0.3584/0.3375 |
| Case 5A, Case 5R | SSHA SSTA SSSA | 0.6387/0.7085 | 0.3952/0.3871 |
| Case 6A, Case 6R | SSHA SSTA SSSA DOY LON LAT | 0.6735/0.7923 | 0.4878/0.3526 |
| Case 7A, Case 7R | SSHA SSTA SSSA SSWA | 0.6374/0.7178 | 0.4078/0.3798 |
| Case 8A, Case 8R | SSHA SSTA SSSA SSWA DOY LON LAT | 0.7093/0.8057 | 0.4359/0.3318 |

* These results are obtained from training with 12-month data of 2010 and testing with that of Jan 2011. # Case A indicates that the corresponding data (sea surface height anomaly (SSHA) and sea surface temperature anomaly (SSTA)) were from the uppermost record (0 m) of Argo product; Case R indicates this from satellite remote sensing data. The underlines indicate different variables in Case A and Case R. Notice that these differences are only during the training phase; in the testing phase, all surface features are from remote sensing data.

Figure 2 presents a comparison of the Argo-derived and OPEN OHC300, OHC700, and OHC2000 anomalies for one particular time snapshot (January 2011, as in Table 1). The retrieval $R^2$ values of the three different depth ranges were 0.80, 0.82, and 0.80, respectively. The corresponding RRMSE values were 0.36, 0.34, and 0.37, respectively. The spatial distribution hindcasted by the ANN model for the three different depth ranges closely agrees with the Argo OHC. The small changes in the performance with depth suggest the robustness of ANN networks. The spatial distribution of the OHC reflects the El Niño–Southern Oscillation (ENSO) phenomenon. OHC presents abnormally high values in the tropical Indo-Pacific oceans; conversely, low OHC occurs in the eastern tropical Pacific. Alternating warming and cooling patterns gradually become apparent, reflecting the meandering of the Agulhas retroflection currents [41]. The spatial distributions of the three different depth ranges are consistent; however, the magnitude of the change in the heat content is different. The intensity of the change in the heat content gradually increases with depth through the three depths. The differences between OHC300 and OHC2000 are the most significant. For 0–300 m, the areas with significant OHC changes are primarily concentrated in the Pacific and Indian oceans. For 0–2000 m, OHC changes occur in all four oceans.
OHC reflects the El Niño–Southern Oscillation (ENSO) phenomenon. OHC presents abnormally high values in the tropical Indo-Pacific oceans; conversely, low OHC occurs in the eastern tropical Pacific. Alternating warming and cooling patterns gradually become apparent, reflecting the meandering of the Agulhas retroflection currents [41]. The spatial distributions of the three different depth ranges are consistent; however, the magnitude of the change in the heat content is different. The intensity of the change in the heat content gradually increases with depth through the three depths. The differences between OHC$_{300}$ and OHC$_{2000}$ are the most significant. For 0–300 m, the areas with significant OHC changes are primarily concentrated in the Pacific and Indian oceans. For 0–2000 m, OHC changes occur in all four oceans.

**Figure 2.** The ocean heat content (OHC) (unit: Joule) at three depths (top: 0–300 m; middle: 0–700 m; bottom: 0–2000 m) for (left) OPEN-hindcasted and (right) Argo data in January 2011. The network was trained with 12-month data from 2010.

### 4.3. Data Reconstruction

Multiple experiments have proved the robustness and accuracy of the method in retrieving the OHC; therefore, in this section we formally trained the model using data from 2005 to 2018 with the ensemble technique and hindcasted the OHC to 1993. Various aspects of OPEN OHC data are compared with the five datasets, i.e., IAP, EN4, NCEI, GLORYS2V4, and ARMOR3D.

Figure 3a shows the accuracy of the OPEN-hindcasted 1993–2004 OHC compared to the IAP data. In Figure 3b–d, spatial correlation and error of OPEN OHC$_{300}$ were analyzed against IAP data. The overall $R^2$ was larger than 0.98, while RRMSE was 12%. The interannual variations in $R^2$ and RRMSE were very small, suggesting a stable performance. The performance shows a very small trend. This is desirable for long-term projections. There is an abnormal signal in 1997 and 1998, which is likely related to the strong ENSO events in these years. ENSO may disturb the signal on the ocean surface, resulting in a deviation from the relationship learned by the network.

Over space, the performance of OPEN presents a heterogeneous pattern. The $R^2$ is generally high except for some narrow bands in the Antarctic Circumpolar Currents, two zonal $25^\circ$ bands across the entire Pacific basin in both hemispheres, and in the Western Boundary Current Extensions. These regions are also characterized by high RMSE. Generally, the error accounts for ~10% of the spatio-temporal standard deviation of OHC$_{300}$. 

![Figure 2](image-url)
Compared to the Argo OHC for the full period at all depths, the $R^2$ values are all larger than 0.988 (0.993, 0.988, 0.988, and 0.989 for OHC300, OHC700, OHC1500, and OHC2000, respectively), while the RRMSE values are all smaller than 0.111 (0.09, 0.109, 0.111, and 0.106, respectively). With the IAP data, the errors are larger (0.984, 0.971, 0.958, and 0.953 for $R^2$ and 0.120, 0.158, 0.191, and 0.203 for RRMSE for OHC300, OHC700, OHC1500, and OHC2000, respectively), partially due to the uncertainty associated with a longer time span. It is worth mentioning that OPEN agrees with other products better than that with IAP (Supplementary Tables S1–S4). A best agreement between OPEN and EN4 product can be seen. In summary, the overall accuracy of the OPEN model is high. Therefore, the OPEN reconstruction can be extended to the period of 1993–2004.

![Image](https://example.com/image.png)

**Figure 3.** Hindcasted OPEN OHC300 accuracy against the Institute of Atmospheric Physics (IAP) summarized in (a) different years from 2014 to 2018; and in (b–d) spatial maps of temporal correlation (c measured in $R^2$) and errors (measured in b RMSE and d RRMSE with respect to a universal value of standard deviation).

Figure 4 shows the OHC300 in all products, while the linear trends for the two time periods (1993–2010 and 1998–2015) are listed in Table 2. Comparisons of other depths can be found in the Supplementary Figures S1–S6. The overall trends reflect the continuous warming of the global ocean. In 2018 and 2019, the OHC reached a record high [11,42]. This further emphasizes the importance of quantifying the OHC, which is of great significance to understanding ocean warming and ocean heat transfer. OPEN OHC shows an abrupt bump in 1997 and 1998, presumably due to ENSO effects. This signal is readily apparent for deeper integrations (0–700, 0–1500, and 0–2000 m) while it is less prominent for 0–300 m. This makes sense because the OHC300 is more sensitive to surface signals. In Table 2, the warming rates of OPEN are higher than those of IAP during the same period. Two mapping-based datasets (EN4 and IAP) present very close trends and variabilities especially in the upper 300 m, while for deep integrals the divergence is large. In these depths, ARMOR3D and GLORYS2V4 present even larger trends. From Figure 4, it is apparent that OPEN falls well within the range of all other datasets. Its variation is mostly similar to those of ARMOR3D and GLORYS2V4 data except for the early 1990s. This makes sense since these three datasets incorporated similar sources of data, whereas EN4, IAP, and NCEI used different observation-based data.
warming trends, except for the overall warming in the Indian Ocean. The inconsistency in OPEN is with an opposite trend in the east. This agrees with the recent shift of the Pacific Decadal Oscillation to a negative phase [43]. During the latter period, both datasets present large spatial uncertainties in the warming trends, except for the overall warming in the Indian Ocean. As can be seen from the two datasets in Figure 6, the warming of OPEN and IAP from 1993 to 2010 are concentrated in the western Pacific region, which is consistent with the findings of Lee et al. [34], and the lowest warming rate is found in the Southern Ocean. Notice that the National Centers for Environmental Information (NCEI) has a three-month temporal resolution, while all other datasets are monthly.

Table 2. Warming rates of the global ocean OHC at different depths in ×10^{22} J/decade.

| Depth     | IAP      | OPEN     | EN4      | GLORYS2V4 | ARMOR3D |
|-----------|----------|----------|----------|-----------|---------|
| 0–300 m   | 3.74/3.73| 5.34/5.47| 3.71/3.44| 6.90/6.05 | 7.34/5.56|
| 0–700 m   | 5.61/5.83| 7.80/8.16| 6.16/6.23| 12.39/9.85| 13.05/8.58|
| 0–1500 m  | 7.45/7.83| 9.66/10.64| 8.32/9.15| 15.59/13.54| 18.22/12.73|
| 0–2000 m  | 7.89/8.46| 9.97/11.22| 8.70/9.85| 16.12/14.59| 18.76/13.21|

To further compare, we examined the OHC300 and its trends in different ocean basins (Figure 5 and Table 3) and the geographic distribution of the linear trends (Figure 6). Those figures for other depths can be found in the Supplementary. The warming trends of the four oceans present consistency to some degree. During these two periods, the highest ocean warming rate is concentrated in the Indo-Pacific oceans, which is consistent with the findings of Lee et al. [34], and the lowest warming rate is found in the Southern Ocean. As can be seen from the two datasets in Figure 6, the warming of OPEN and IAP from 1993 to 2010 are concentrated in the western Pacific region, with an opposite trend in the east. This agrees with the recent shift of the Pacific Decadal Oscillation to a negative phase [43]. During the latter period, both datasets present large spatial uncertainties in the warming trends, except for the overall warming in the Indian Ocean. The inconsistency in OPEN is largest in the Pacific Ocean, while is relatively small in other basins. In the late 2010s, an unexpected elevation is shown in the Pacific OHC in OPEN. This signal is not visible in Figure 4. About half of this inconsistency is associated with the different references between OPEN and other datasets (especially for ARMOR3D and GLORYS2V4, not shown in figures). On the other hand, it is noticeable that the uncertainty (gray envelop) of OPEN OHC300 is relatively small in the Pacific basin (compared with the data range in Figure 5). This implies that this inconsistency is systematic instead of random. A more physically consistent neural network approach might be required to improve this flaw. As in our previous contribution [25], one strategy is to use a clustering technique to narrow down sampling
space and train different networks for different ocean current regimes. Another possible solution is to use a deeper neural network which can be more capable to extract the complex relationship between surface variables and OHC. This will be tackled in future studies.

Table 3. Warming rates of OHC300 for different ocean basins in $\times 10^{22}$ J/decade.

| Basin          | IAP      | OPEN     | EN4       | GLORYS2V4 | ARMOR3D  |
|----------------|----------|----------|-----------|-----------|----------|
| Indian Ocean   | 0.89/1.45| 1.13/1.36| 0.74/1.36 | 1.21/1.73 | 1.38/1.49|
| Pacific Ocean  | 1.69/1.45| 2.57/2.45| 2.23/1.33 | 3.54/3.12 | 3.50/1.93|
| Atlantic Ocean | 1.14/0.60| 1.47/1.29 | 1.28/0.62 | 2.29/1.27 | 1.96/0.88|
| Southern Ocean | −0.02/0.19| 0.10/0.30| −0.23/0.12| −0.28/−0.18| 0.11/0.37|

Figure 5. Same as Figure 4 but for four major ocean basins. The values in the legends indicate the reference, which is the average from 2005 to 2015 for each product. Notice that this reference is different from those in Figure 4 since the Argo data has a shorter time range.
The accuracy of the hindcasted OHC indicates the reliability and stability of the OPEN data. However, noting that, during the Argo period IAP presents some higher averages (~10%) than the Argo data and the OPEN product (Figure 5). To examine this phenomenon, we present OHC300 (non-anomaly) for the three datasets in April 2018 as an example (Figure 7). Even though the three products show very similar structures, the OHC in the IAP is apparently higher than the values of OPEN and Argo, particularly discernable in the subtropical gyres of the Pacific Ocean. This suggests a systematic warm bias in the IAP. This is likely because the IAP data include both Argo and XBT observations. Even though an advanced time-varying correction was applied to the XBT measurements, there is still a substantial warm bias in these measurements compared to more accurate CTD measurements [44,45]. This bias (~0.5 °C) is inevitably reflected in the value of the global OHC, even though the estimation of long-term (particularly in our case, recent decades) trends is less likely to be affected. Nevertheless, these uncertainties emphasize the importance of more independent OHC datasets.

Figure 6. The warming trends of the (a,c) IAP and (b,d) OPEN OHC300 in (a,b) 1993–2010 and (c,d) 1998–2015. Black contours are zero values.

Figure 7. The spatial distribution of OHC300 (non-anomaly, unit: Joule) in (a) Argo, (b) IAP, and (c) OPEN in April 2018.
To further demonstrate the capability of OPEN to capture the spatial-temporal variability of the OHC, an empirical orthogonal function (EOF) analysis was applied to the two OHC products. The EOF analysis was conducted on the global OHC data after removing the linear trends and seasonal signals (using a 12-month moving average). Here we present OHC300 versus IAP data as an example (Figure 8), while those for other datasets can be found in the Supplementary Figures S7–S9. From Figure 8, we can see that OPEN presents high agreement with the IAP data. For the first mode, the PCs of the two products show only subtle differences (Figure 8a) with very similar explained variabilities (41.2% in IAP versus 40.7% in OPEN). The EOFs are also highly similar, particularly in the tropical Pacific, with a dipole structure in the western and eastern Pacific. Beyond the tropical ocean, some dissimilarities occur in the northern mid-latitudes of the Pacific. These suggest that OPEN correctly captures the leading mode, which is actually the ENSO-related mode, of the OHC. The second and third leading modes show slightly more inconsistencies but are still within a few percent. Further examinations of other modes and depth integrals all suggest that OPEN OHC captures the variability well compared to the IAP data. Together, these analyses indicate the validity of the OPEN OHC product.

Figure 8. EOF analysis on OHC300. From top to bottom are mode 1 (a–c), mode 2 (d–f), and mode 3 (g–i). From left to right are (a,d,g) time coefficients (or Principal Components, PCs), (b,e,h) spatial patterns (or EOFs) of OPEN data, and (c,f,i) EOFs of IAP data. The explained percentage of each mode is listed above the corresponding EOFs. Before EOF analysis, linear trends were first removed from the OHC data, and then seasonal signals were also removed with a 12-month moving average.

5. Summary and Conclusions

In this study, we presented a new ocean heat content product, i.e., the OPEN OHC product. OPEN OHC was trained using 1° gridded Argo OHC data and a set of remote sensing data including SST, SSH, SSW, and spatial and temporal information. Four ANNs were trained to approximate OHC integrated to four depths (namely, from the surface to 300, 700, 1500, and 2000 m) from these remote sensing data. We trained and optimized these ANNs using the data from 2005 to 2018 to enable a temporal extrapolation of the OHC. In particular, the architecture and feature combination of the ANNs were optimized via a series of sensitivity experiments. These experiments indicated that a simple network architecture (i.e., three hidden layers with three neurons in each layer) could facilitate the projection and hindcast of the OHC, yielding a final optimized network with R² and RRMSE values of 0.8 and 0.3, respectively. Using the optimized networks, the full-range monthly OHC product at 1° × 1° from 1993 to 2018 for the four depths was hindcasted with high accuracy (R² > 0.95 and RRMSE < 0.20). By using an ensemble technique, the uncertainty from the training could be estimated. By further comparison with five near-global OHC datasets using very different methodologies, we showed that
the OPEN product reasonably reconstructed the variability of OHC, especially in the leading modes identified in the EOF analysis. The linear trends agreed with other datasets to a lesser extent but still showed considerable consistency in the trends across different ocean basins.

For any machine learning approach, the quality of training data determines the upper limit of its performance. In our case, gridded Argo data is indeed subjected to interpolation errors, especially in the boundary current regions [46] where the variability of ocean dynamic is intense, or in high latitudes that Argo is less capable to cover. The heterogeneous distribution of Argo profiles also partially contributes to these errors. On the other hand, numerical models also suffer from uncertainties associated with modeling techniques or imperfect representations of model physics. Globally, there still exist some misfits between the model data (GLORYS2V4) and other three observation-based datasets, even though state-of-art assimilation techniques were applied in GLORYS2V4 modeling. In this regard, one perspective is that although any individual dataset (even an observation-based one) inevitably contains some degree of uncertainty, the composite/ensemble of multi-source data can better represent the global thermodynamics. Therefore, one future direction is to dig into multiple datasets, especially into vast model data that are driven by physics with better dynamical consistency.

Various previous studies have highlighted the necessity of more independent OHC products [29,47] to extend our understanding of the Earth’s climate system. Indeed, there is a lack of quality ocean subsurface data prior to 2005. Most previous datasets were obtained from the mapping of historical observations with discrete sampling in time and space. This may introduce systematic biases when analyzing the variabilities and trends of the ocean. Nevertheless, the data products obtained by using different methodologies (such as mapping-based NCEI, IAP, and EN4 when compared with model-based GLORYS2V4 data) have substantially different spatiotemporal variances. With such inconsistent datasets, different conclusions may be drawn. This hinders our understanding of recent climate changes. In this regard, our OPEN data could provide a good complement to the list of available OHC products to help improve our understanding of the redistribution of oceanic heat, although further related studies should be conducted in the future.

Supplementary Materials: The following are available online at http://www.mdpi.com/2072-4292/12/14/2294/s1, Figure S1 Near-global OHC700; Figure S2 Same as Figure S1, but for OHC1500; Figure S3 Same as Figure S1, but for OHC2000; Figure S4 OHC700 of four ocean basins from 1993 to 2018; Figure S5 Same as Figure S4, but for OHC1500; Figure S6 Same as Figure S4, but for OHC2000; Figure S7 EOF analysis on OHC300 for EN4 and OPEN; Figure S8 Same as Figure S7, but for OPEN and ARMOR; Figure S9 Same as Figure S7, but for OPEN and GLORYS2V4; Table S1: Accuracy comparison between OPEN data and other data for 0–300 meters, Table S2: Accuracy comparison between OPEN data and other data for 0–700 meters, Table S3: Accuracy comparison between OPEN data and other data for 0–1500 meters, Table S4: Accuracy comparison between OPEN data and other data for 0–2000 meters.
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