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Abstract—This paper presents a generalized robust stability analysis for bearing-based formation control and network localization systems. For an undirected network, we provide a robust stability analysis in the presence of time-varying exogenous disturbances in arbitrary dimensional space. In addition, we compute the explicit upper-bound set of the bearing formation and network localization errors, which provides valuable information for a system design.
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I. INTRODUCTION

MULTI-AGENT coordination tasks have been studied recently due to their great potential for various applications in the real-world. Formation control and network localization of multi-agent systems are the two main coordination task problems. Referring to the paper [1], depending on the measured and controlled variables, the existing formation control problems are categorized into a position-based, displacement-based, distance-based and bearing-based formation control. Likewise, depending on the measured variables, the existing network localization problems can be categorized into position-based, distance-based, and bearing-based network localization. Latest research efforts have been focused on the coordination tasks in a distributed manner that uses less information on measurement and control since it has many advantages, e.g., cost-effective, simplicity of the sensor systems, in practical applications. In this aspect, recently, there has been much literature on the distributed bearing-based formation control [2]–[10] and network localization [11]–[14] since the bearing sensing capability is a minimal requirement of agent compared to the other measurements. In the real-world, bearing measurements can be obtained by an on-board vision sensors [15].

A recent issue on bearing-based formation control for the undirected network was how to design a bearing-only controller, which uses bearing-only information for formation control tasks. Early works proposed a bearing-only controller with auxiliary measurements [2], [3], or their works were confined to particular formations and plane [4], [5]. Afterward, [6] proposed a bearing-only controller that can ensure almost global convergence in arbitrary dimensional space. Also, [8]–[10] studied a gradient-descent bearing-only controller that can handle a more realistic model, e.g., moving target formation. Likewise, there were recent advances in distributed bearing-based network localization systems. Unlike the previous works [11]–[13], which are only applicable in two-dimensional space, [14] proposed distributed network localization protocol that can globally localize a localizable network in arbitrary dimensional space.

However, most of the previous works on bearing-based formation control and network localization are studied under ideal conditions. In the real-world, various sources of disturbances (e.g., sensor error, command error, device aging, and wind) exist, and these factors interrupt our mission objectives. Therefore, it is worth analyzing the correlation of the disturbances and system error for practical applications. Despite the importance of robust stability analysis, as far as the authors are concerned, there are only a few relevant studies on bearing-based formation control and network localization systems. To be specific, for the leader-follower bearing-only formation tracking control system, [6] considered constant input disturbances to the followers. They showed that the proposed controller compensates for the unknown disturbances. On the other hand, for the network localization system, [12] assumed the existence of the low level bearing measurement errors in two-dimensional space. A bound of the network localization error was derived, and they proposed a method on how to choose anchor nodes to minimize the effect of measurement errors. And, [14] considered constant measurement errors on bearing and anchor’s location. They gave a bound for total bearing measurement errors to ensure the stability of the localization system. Also, a bound for the network localization error was derived when the measurement errors on the anchor’s location exist. In our earlier work [16], a similar analysis to this paper was presented for a leader-fixed follower formation control system. However, the formation scale was assumed to be upper-bounded. We extend our earlier work by deleting such an assumption in Section III-C.

Unlike the aforementioned previous works on robustness issues that have limitations, i.e., constant disturbances, specific source of disturbances, and two-dimensional space, this paper presents a generalized robust stability analysis for bearing-based formation control and network localization in arbitrary dimensional space. For an undirected network with the knowledge of common global coordinate frame, based on the conventional distributed bearing-based formation control and network localization protocols, we consider the time-varying generalized exogenous disturbances as an additive term on.
single-integrator dynamics. Then, we investigate the stability of the formation control and network localization systems. Also, the correlation between exogenous disturbances and system errors will be analyzed by way of computing the explicit upper-bound of the bearing formation and network localization errors. For instance, assuming that the system error tolerance is known, we can check whether the error is allowable or not by computing the upper-bound of bearing formation and network localization errors in practical tasks.

Consequently, the main contribution of this paper is to present a generalized robust stability analysis for bearing-based formation control and network localization systems with the time-varying exogenous disturbances. In addition, we compute the explicit upper-bound of the bearing formation and network localization errors to investigate the correlation between system factors including exogenous disturbances and errors, which gives useful information for system design.

The rest of this paper is organized as follows. In Section II we introduce basic graph theory and background knowledge for infinitesimal bearing rigidity and network localizability. In Section III two bearing-based formation control systems: 1) leaderless, and 2) leader-fixed follower are analyzed. In Section IV a bearing-based network localization system is analyzed. Section V shows the simulation results. Finally, conclusions are drawn in Section VI.

II. Preliminaries

A. Basic graph theory

The interaction topology of a multi-agent system in this paper is modeled by an undirected graph, represented by $G = (V, E)$ with node set $V$ and edge set $E$, i.e., $|V| = n$ and $|E| = m$. For leader-fixed follower multi-agent system, the node set $V$ consists of leader node set $V_L$ and follower node set $V_F$ where $V = V_L \cup V_F$, i.e., $|V_L| = n_l, |V_F| = n_f, n = n_l + n_f$. Without loss of generality, we suppose that the first $n_l$ nodes are leaders and the remaining $n_f$ nodes are followers. The neighborhood set of arbitrary node $i$ is defined as $N_i = \{j \in V : (i, j) \in E\}$. In $d$-dimensional space, the position vector of arbitrary node $i$ is denoted by $p_i \in \mathbb{R}^d$, and the configuration, which is the overall position vector set, is denoted by $p = [p_1^T, p_2^T, \ldots, p_n^T]^T \in \mathbb{R}^{nd}$. Then, a framework is defined as a pair of $G$ and $p$, i.e., $(G, p)$.

For an undirected graph, an arbitrary orientation can be given for each edge. In this paper, for an edge $(i, j)$ where $i < j$, the node $i$ is called as the head node, and the node $j$ is called as the tail node. The incidence matrix $H = [h_{ki}] \in \mathbb{R}^{m \times n}$ for an undirected oriented graph is defined as $h_{ki} = -1$ (respectively, 1) if node $i$ is the head (respectively, tail) node and otherwise, $h_{ki} = 0$ where $i, j$ vertices are connected by $k^{th}$ oriented edge. The relative position vector between nodes $i$ and $j$ is denoted by $z_{kij} = p_j - p_i$ (For notational convenience, we will use $z_k$ instead of $z_{kij}$, where $k \in \{1, 2, \ldots, m\}$, and the relative position vector set is denoted by $z = [z_1^T, z_2^T, \ldots, z_m]^T \in \mathbb{R}^{md}$. We can write $z = Hp = (H \otimes I_d)p$, where $\otimes$ is the Kronecker product and $I_d$ is the $d \times d$ identity matrix. The relative bearing vector between nodes $i$ and $j$ is defined as $g_k := \frac{z_k}{||z_k||}$, where $|| \cdot ||$ denotes the Euclidean norm for a vector or the spectral norm for a matrix. The relative bearing vector set (also called as the bearing function) is denoted by $g = [g_1^T, g_2^T, \ldots, g_m]^T \in \mathbb{R}^{md}$.

B. Background knowledge

We first introduce the notion of infinitesimal bearing rigidity. The bearing rigidity matrix is defined as the Jacobian of the bearing function $g$.

$$R_0(p) := \frac{\partial g}{\partial p} \in \mathbb{R}^{md \times nd}.$$  

If $p' \in \text{Null}(R_0(p))$, where $p'$ is a variation of configuration, then $p'$ is called an infinitesimal bearing motion. The bearing-preserving motions of the framework include translational and scaling motions. Then, an infinitesimal bearing motion is called trivial if it only includes translational and scaling motions of the framework.

We next show the definition and lemma for infinitesimal bearing rigidity of framework from the knowledge in [6].

**Definition 1.** A framework $(G, p)$ is infinitesimally bearing rigid if the infinitesimal bearing motions are all trivial.

**Lemma 1.** A framework $(G, p)$ is infinitesimally bearing rigid in $\mathbb{R}^d$ if and only if

(a) $\text{Rank}(R_0(p)) = nd - d - 1$;
(b) $\text{Null}(R_0(p)) = \text{span}\{1_n \otimes I_d, p\}$.

To sum up, any infinitesimal bearing rigid framework can be uniquely determined up to trivial motions.

We introduce an orthogonal projection operator [6] that will be useful for later analysis. For any nonzero vector $x \in \mathbb{R}^d$ ($d \geq 2$), we define the projection operator $P_x$ as

$$P_x := I_d - \frac{x x^T}{||x||^2},$$

where $P_x$ is an orthogonal projection matrix that projects any vector onto the orthogonal complement of $x$. We note that the orthogonal projection matrix $P_x$ has the following properties; 1) symmetric, i.e., $P_x = P_x^T$, 2) positive semidefinite, i.e., $P_x \succeq 0$, 3) idempotent, i.e., $P_x^2 = P_x$. Moreover, $\text{Null}(P_x) = \text{span}\{x\}$ and the eigenvalues of $P_x$ are $\{0, 1, \ldots, 1\}$. The orthogonal projection matrix $P_x$ can be utilized to evaluate whether two vectors are parallel or not.

**Lemma 2.** [6] Two nonzero vectors $x, y \in \mathbb{R}^d$ are parallel if and only if $P_x y = P_y x = 0$.

From the bearing rigidity theory, the bearing rigidity matrix can be expressed using the orthogonal projection matrix as $R_0(p) = \text{diag}(P_{g_k} / ||z_k||) \tilde{H}$.

We next introduce the notion of bearing localizationability that can determine the unique formation configuration.
**Definition 2.** A framework \((G, p)\) is bearing localizable if the configuration \(p\) is uniquely determined by the given relative bearing \(\{g_{ij}\}_{i,j\in\mathcal{E}}\) and the given stationary positions of the leader agents \(\{p_1\}_{i\in\mathcal{V}_L}\).

From [14], the bearing Laplacian matrix \(B\) for \((G, p)\) is defined as

\[
[B(G(p))]_{ij} = \begin{cases} 
0_{d\times d}, & i \neq j, (i, j) \notin \mathcal{E} \\
-P_{g_{ij}}, & i \neq j, (i, j) \in \mathcal{E} \\
\sum_{k\in\mathcal{N}_i} P_{g_{ik}}, & i = j, i \in \mathcal{V}.
\end{cases}
\]

Also, the bearing Laplacian matrix \(B\) for the leader-fixed follower formation system can be partitioned as

\[
B = \begin{bmatrix} B_{ll} & B_{lf} \\
B_{fl} & B_{ff} \end{bmatrix} \in \mathbb{R}^{dn \times dn},
\]

where \(B_{ll} \in \mathbb{R}^{dn_l \times dn_l}, B_{lf} = B_{fl}^T \in \mathbb{R}^{dn_l \times dn_f}, B_{ff} \in \mathbb{R}^{dn_f \times dn_f}\). Also, the bearing Laplacian matrix \(B\) can be represented as \(B = \bar{H}^T \text{diag}(P_p) \bar{H}\).

The following lemma states the mathematical condition of the bearing Laplacian matrix that characterizes the bearing localizability of the framework.

**Lemma 3.** [14] For the leader-fixed follower formation system, a framework \((G, p)\) is bearing localizable if and only if \(B_{ff}\) is positive definite.

For later stability analysis, we introduce the following useful lemmas.

**Lemma 4.** [17] For a symmetric and positive semidefinite matrix \(P\), we denote the smallest positive eigenvalue of \(P\) as \(\lambda_{\min}^+(P)\) and the orthogonal complement of \(\text{Null}(P)\) as \(\text{Null}(P)^\perp\). Then, for any non-zero vector \(x \in \text{Null}(P)^\perp\), we have \(0 < \lambda_{\min}^+(P)||x||^2 \leq x^T P x\).

**Lemma 5.** [18] For a system \(\dot{x} = f(x)\), where \(f\) is locally Lipschitz in \(x\), assume that there exists a continuously differentiable function \(V(x)\) such that

\[
\begin{align*}
\alpha_1(||x||) &\leq V(x) \leq \alpha_2(||x||), \\
V(x) &\leq -\alpha_3(||x||) + \beta,
\end{align*}
\]

where \(\beta\) is a positive constant, \(\alpha_1\) and \(\alpha_2\) are class \(\mathcal{K}_\infty\) functions, and \(\alpha_3\) is a class \(\mathcal{K}\) function. Then, the solution \(x\) of \(\dot{x} = f(x)\) is ultimately bounded.

**Lemma 6.** [19] For any non-zero vectors \(x, y\) and positive real numbers \(p, q, \epsilon\) such that \(1/p + 1/q = 1\), the following inequality holds

\[
x^T y \leq \frac{\epsilon p}{p} ||x||^p + \epsilon q - q \ ||y||^q.
\]

**III. BEARING-BASED FORMATION CONTROL WITH EXOGENOUS DISTURBANCES**

This section studies the bearing-based formation shape stabilization problem for two formation control systems in the presence of the exogenous disturbances. We first analyze the stability of the leaderless bearing-based formation control system in Section III-C. Afterward, we analyze the stability of the leader-fixed follower bearing-only formation control system in Section III-D. The analysis for the leader-fixed follower formation control system is based on our earlier work in [16]. However, the scale of the formation was assumed to be upper-bounded in [16]. We further extend our previous results by deleting such an assumption in this paper.

**A. Problem statement**

The agent dynamics is assumed to be modeled by a single-integrator model in the presence of the exogenous disturbances

\[
\dot{p}_i = u_i + f_i, \tag{1}
\]

where \(\dot{p}_i, u_i, f_i\) denote the velocity, the control input and the time-varying exogenous disturbance of agent \(i\). We assume that each agent can sense a common global reference frame. In real-world applications, a common global reference frame of the agent can be measured by on-board sensors, e.g., compass. Also, we assume that each agent has bearing sensing capability that measures the relative bearing information of neighboring agents. For example, the measured relative bearing vector of agent \(j\) from agent \(i\) is denoted by \(g_{ij}\). The desired relative bearing vector set to achieve the target formation shape of \((G, p^*)\) is denoted by \(\Theta = \{g_{ij}^* \in \mathbb{R}^d | \forall (i, j) \in \mathcal{E}\}\) with \(g_{ij}^* = -g_{ji}^\top\). Then, the bearing-based formation shape stabilization problem in this paper is stated as follows:

**Problem 1. (Bearing-based Formation Control):** For a given feasible desired relative bearing vector set \(\Theta\) and the initial formation \(G(p(0))\), design a distributed bearing-based control law \(u_i(t)\) such that \(g_{ij}(t) \rightarrow g_{ij}^*, \forall (i, j) \in \mathcal{E}\).

We consider Problem 1 with the exogenous disturbances in the following subsections. In the real-world, there exist various sources of exogenous disturbances and uncertainties, then the formation system may not achieve the formation control objective, which can be called bearing formation error. Therefore, it is worth analyzing the effect of the exogenous disturbances on the bearing formation error. We investigate the issues mentioned above by way of analyzing stability and computing the upper-bound of bearing formation error in later.

**B. Stability analysis for leaderless bearing-based formation control system**

We consider leaderless bearing-based formation control system with the exogenous disturbances. The target formation is defined by the feasible desired relative bearing vector set \(\Theta\) and assumed to be infinitesimally bearing rigid.

Inspired by the distributed bearing-only control law [6], we consider the bearing-based formation control law which uses relative bearing information with auxiliary range measurements in the presence of the exogenous disturbances as

\[
\dot{p}_i(t) = u_i(t) + f_i(t) = -\sum_{j \in \mathcal{N}_i} \frac{P_{g_{ij}(t)}}{||z_{ij}(t)||} g_{ij}^* + f_i(t), i \in \mathcal{V}, \tag{2}
\]

where \(f_i(t) \in \mathbb{R}^d\) denotes the time-varying exogenous disturbance vector of agent \(i\).
From (2), the overall dynamics for the leaderless bearing-based formation control system is derived as
\[ \ddot{p} = u + f = \ddot{H}^T \text{diag} \left( \frac{P_{gh}}{||z_k||} \right) g^* + f = R_b^T g^* + f, \quad (3) \]
where \( g^* \in \mathbb{R}^{md} \) and \( f \in \mathbb{R}^{md} \) denote the desired relative bearing vector and the exogenous disturbances.

**Assumption 1.** The time-varying exogenous disturbances are uniformly upper-bounded, i.e., \( ||f(t)|| \leq \sqrt{\sum_{i=1}^{m} v_i^2} = \mathcal{F} \), where \( \mathcal{F} \) is a small positive constant.

Intuitively, for the leaderless bearing-based formation control system (2), the entire formation may have continuous movement in space, e.g., translational motion in two-dimensional space, in the presence of the exogenous disturbances. In this aspect, we define the bearing formation error \( e_a \) as
\[ e_a := g - g^*, \quad (4) \]
where \( e_a = [e_{a1}^T, e_{a2}^T, \ldots, e_{am}^T]^T \in \mathbb{R}^{md} \). From the definition of the bearing formation error, it follows that the convergence of the bearing formation error \( e_a \) to zero means that the leaderless bearing-based formation converges to the target formation shape.

**Lemma 7.** From (4), the bearing formation error \( e_a \) for arbitrary edge \( k \) is defined as \( e_{ak} := g_k - g_k^* \). Then, the following equations hold
\[ 1 - g_k^T g_k = \frac{||e_{ak}||^2}{2}, \]
\[ 1 + g_k^T g_k = 2 - ||e_{ak}||^2/2. \]

**Proof.** From \( e_{ak} = g_k - g_k^* \), it follows \( ||e_{ak}||^2 = 2(1 - g_k^T g_k) \). Therefore, we have \( 1 - g_k^T g_k = ||e_{ak}||^2/2 \). Accordingly, \( 1 + g_k^T g_k = 2 - ||e_{ak}||^2/2 \).

From (4), the error dynamics for the leaderless bearing-based formation control system is given as
\[ \dot{e}_a = \frac{\partial e_a}{\partial p} \ddot{p} = R_b R_b^T g^* + R_b f = R_b R_b^T (g_a - e_a) + R_b f = -R_b R_b^T e_a + R_b f, \quad (5) \]
where \( R_b R_b^T g = 0 \) since we have \( g \in \text{Null}(R_b^T) \).

Also, we state the following assumption for later stability analysis.

**Assumption 2.** The positions of the neighboring agents are not collocated during formation evolvement.

The following Lyapunov stability analysis shows the local asymptotic bound of the bearing formation error \( e_a \).

**Theorem 1.** Consider the leaderless bearing-based formation control system (2) with the exogenous disturbances. For infinitesimally bearing rigid formation under Assumptions (1) and (4), the bearing formation error \( e_a \) is locally asymptotically convergent and bounded for sufficiently small exogenous disturbances satisfying \( \mathcal{F} \leq \sqrt{\lambda_{min}^+ (R_b R_b^T)^2 / \lambda_{max}^- (R_b R_b^T)^2} \). Furthermore, the bearing formation error \( e_a \) locally asymptotically converges to the following bound set \( S_a \)
\[ S_a = \left\{ e_a : ||e_a||^2 \leq 2 \mathcal{F} \right\}, \quad (6) \]
where \( \lambda_{min}^+ (R_b R_b^T) \) and \( \lambda_{max}^- (R_b R_b^T) \) are the smallest positive and maximum eigenvalue of \( R_b R_b^T \) for all time, which are positive constants.

**Proof.** We consider the following Lyapunov candidate function
\[ V_a = \frac{1}{2} ||e_a||^2, \quad (7) \]
for \( e_a(0) \in \phi \), where \( \phi = \{ e_a : ||e_a||^2 \leq \varphi \} \) for small \( \varphi \), such that the initial formation is close to the target formation shape in the set \( \phi \). From (7), the time derivative of \( V_a \) is derived as
\[ \dot{V}_a = e_a^T \dot{e}_a = -e_a^T R_b R_b^T e_a + e_a^T R_b f = -e_a^T \text{diag} \left( \frac{P_{gh}}{||z_k||} \right) \ddot{H} \text{diag} \left( \frac{P_{gh}}{||z_k||} \right) e_a + e_a^T R_b f = -e_a^T N \text{diag} \left( \frac{P_{gh}}{||z_k||} \right) \ddot{H} \text{diag} \left( \frac{P_{gh}}{||z_k||} \right) e_a + e_a^T N R_b f = -e_a^T R_b R_b^T e_a + e_a^T N R_b f, \quad (8) \]
where we define \( e_a^N := \text{diag}(P_{gh}) e_a \), and have the idempotent property for \( \text{diag}(P_{gh}) \), i.e., \( \text{diag}(P_{gh}) = \text{diag}(P_{gh})^2 \). From \( e_a^N = \text{diag}(P_{gh}) e_a \), it follows that \( e_a^N \in \text{Range}(\text{diag}(P_{gh})) \) and \( e_a^N \perp \text{Null}(\text{diag}(P_{gh})) \). This fact reflects that \( e_a^N \perp \text{Null}(\text{diag}(P_{gh})) \), where \( e_a^N \) is the orthogonal complement of \( e_a^N \). Then, \( e_a^N \in \text{Null}(R_b R_b^T) \) since we have \( \text{Null}(\text{diag}(P_{gh})) \subseteq \text{Null}(R_b R_b^T) \). Finally, it follows that \( e_a^N \in \text{Null}(R_b R_b^T)^\perp \). Therefore, based on Lemma 4 and 8 can be written as
\[ \dot{V}_a \leq -\lambda_{min}^+ (R_b R_b^T) ||e_a||^2 + e_a^T N R_b f. \quad (9) \]
Based on Lemma 6, which is young’s inequality, (9) can be written as
\[ \dot{V}_a \leq -\lambda_{min}^- (R_b R_b^T) ||e_a||^2 + \frac{e_a^T N R_b^T e_a}{\gamma^2} + \frac{\gamma^2}{4} ||f||^2 \leq -\lambda_{min}^- (R_b R_b^T) ||e_a||^2 + \frac{\lambda_{max}^+ (R_b R_b^T)}{\gamma^2} ||e_a||^2 + \frac{\gamma^2 F^2}{4} \leq \left( \frac{\lambda_{max}^+ (R_b R_b^T)}{\gamma^2} - \lambda_{min}^- (R_b R_b^T) \right) ||e_a||^2 + \gamma^2 \frac{F^2}{4}, \quad (10) \]
where \( \lambda_{min}^- (R_b R_b^T) \) and \( \lambda_{max}^+ (R_b R_b^T) \) are the smallest positive and maximum eigenvalue of \( R_b R_b^T \) for all time, which are positive constants. Also, \( ||f|| \) is bounded as \( \mathcal{F} \) under Assumption 1. We define the constant \( \gamma \) in (10) as
\[ \gamma := \frac{\lambda_{min}^- (R_b R_b^T)}{2 \lambda_{max}^+ (R_b R_b^T)} > 0. \quad (11) \]
Then, (10) can be written as
\[
\dot{V}_a \leq -\frac{\lambda_{\min}^+(R_b R_b^T)}{2} ||e_a||^2 + \frac{\lambda_{\max}^+(R_b R_b^T)F^2}{2\lambda_{\min}^-(R_b R_b^T)}.
\] (12)

From \(e_a^N = \text{diag}(P_{g_b})e_a\), \(||e_a^N||^2\) can be expressed in terms of \(||e_a||^2\) as follows:
\[
||e_a^N||^2 = e_a^T \text{diag}(P_{g_b})e_a = g^T \text{diag}(P_{g_b})g^\ast
\]
\[= \sum_{k=1}^{m} g_k^T P_{g_b} g_k^\ast
\]
\[= \sum_{k=1}^{m} 1 - (g_k^T g_k)^2
\]
\[= \sum_{k=1}^{m} (1 + g_k^T g_k)(1 - g_k^T g_k)
\]
\[= \sum_{k=1}^{m} ||e_{a_k}||^2 - \frac{||e_{a_k}||^4}{4} \geq ||e_{a_k}||^2 - \frac{||e_{a_k}||^4}{4},
\] (13)

where we have used the result of Lemma 7 to get the last equation. Then, (12) can be written as
\[
\dot{V}_a \leq -\frac{\lambda_{\min}^+(R_b R_b^T)}{2} \left(||e_a||^2 - \frac{||e_a||^4}{4}\right) + \frac{\lambda_{\max}^+(R_b R_b^T)F^2}{2\lambda_{\min}^-(R_b R_b^T)}
\] (14)

Since (14) is a quadratic inequality in terms of \(||e_a||^2\), it follows that \(\dot{V}_a < 0\) if
\[
2 - 2\sqrt{1 - \psi} < ||e_{a_k}||^2 < 2 + 2\sqrt{1 - \psi},
\] (15)

where we denote\(\psi = \lambda_{\max}^-(R_b R_b^T)F^2/\lambda_{\min}^+(R_b R_b^T)^2\).

Therefore, from (15), assuming that the initial formation starts in the set \(\phi\), i.e., \(e_a(0) \in \phi\), where \(\phi = \{e_{a_k} : ||e_{a_k}||^2 \leq \varphi\}\), such that
\[
\psi < 2 + 2\sqrt{1 - \frac{\lambda_{\max}^-(R_b R_b^T)F^2}{\lambda_{\min}^+(R_b R_b^T)^2}}.
\]

We have, \(\dot{V}_a < 0\) if
\[
||e_{a_k}||^2 > 2 - 2\sqrt{1 - \frac{\lambda_{\max}^-(R_b R_b^T)F^2}{\lambda_{\min}^+(R_b R_b^T)^2}}.
\] (16)

As a consequence, it follows that the bearing formation error \(e_a\) is locally asymptotically convergent and bounded to the set \(S_a\) in (6).

Note that the upper-bound set \(S_a\) in (6) consists of the state-dependent matrix \(RR^T\). Therefore, a precise bound is incomputable; however, some guide can be provided for a system design by way of computing \(S_a\), e.g., optimal graph design is required to minimize \(\lambda_{\max}^-(R_b R_b^T)\) or maximize \(\lambda_{\min}^+(R_b R_b^T)\) for smaller upper-bound of the bearing formation error \(e_a\).

C. Stability analysis for leader-fixed follower bearing-only formation control system

We consider Problem 1 for the leader-fixed follower bearing-only formation control system with the exogenous disturbances. Unlike the previous subsection, a precise bound of bearing formation error is expected to be computed by considering fixed-leader agents since Lyapunov stability analysis is governed by the bearing Laplacian matrix, which is a constant matrix, as will be shown later. For the leader-fixed follower formation control system, the position vector set can be divided into \(p = [p^T_l, p^T_f] \in \mathbb{R}^{nd}\), where \(p_l\) and \(p_f\) denote the position vectors of the leader and follower agents, respectively. Note that \(p_l(t) = p^\ast\), which means that the leader agents are stationary to their desired positions during formation evolvement. Then, the bearing localizable target formation is defined by the feasible desired relative bearing vector set \(G\) and the stationary positions of the leader agents \(p^\ast\). From (14), note that at least two leader agents need to exist to ensure the bearing localizability.

The formation shape stabilization problem (Problem 1) is converted to the formation configuration stabilization problem for the leader-fixed follower formation control system since the configuration of the bearing localizable target formation is uniquely determined in space, as stated in Definition 2. Even if we consider the exogenous disturbances to the formation control system, the entire formation is not moving in space since leader agents keep their stationary positions. Therefore, convergence of the follower agents to their desired positions, i.e., \(p_i(t) \to p^\ast_i\) for \(i \in V_F\), means that the formation system converges to the desired configuration \(p^\ast\). In this aspect, we define the bearing formation error as
\[
e_{b_k}(t) := p(t) - p^\ast,
\] (17)

where \(e_{b_k} = [e_{b_k}^T, ..., e_{b_k}^T] = [0, e_{b_k}^T]^T \in \mathbb{R}^{nd}\) since \(p_l(t) = p^\ast\), and \(p^\ast\) is the desired configuration of the target formation \((G, p^\ast)\). From (17), the error dynamics is given as
\[
\dot{e}_{b_k} = \dot{p}.
\] (18)

Based on the distributed bearing-only control law that ensures global convergence [8]–[10], we consider the leader-fixed follower bearing-only formation control system with the exogenous disturbances as
\[
\dot{p}_i(t) = 0, \quad i \in V_L
\]
\[
\dot{p}_i(t) = \sum_{j \in N_i} (g_{ij}(t) - g^\ast_{ij}) + f_i(t), \quad i \in V_F
\] (19)

where \(f_i(t) \in \mathbb{R}^d\) denotes the time-varying exogenous disturbance vector of agent \(i\).

From (19), the overall dynamics for the leader-fixed follower bearing-only formation control system is derived as
\[
\dot{p} = u + f = -\begin{bmatrix} 0 \\ 0 \\ I_{dn} \end{bmatrix} \bar{H}^T(g - g^\ast) + f,
\] (20)

where \(g^\ast \in \mathbb{R}^{nd}, f \in \mathbb{R}^{nd}\) denote the desired relative bearing vector and the exogenous disturbance vector.

**Assumption 3.** The time-varying exogenous disturbances are uniformly upper-bounded, i.e., \(||f|| \leq \sqrt{\sum_{i=ni+1}^n e^2_i} = \mathcal{F}\), where \(\mathcal{F}\) is a small positive constant.

We state the following lemmas for later stability analysis.
Lemma 8. [8] Under Assumption [2] it holds
\[ (p^*)^T \bar{H}^T (g - g^*) \leq 0, \quad (21) \]
\[ (p - p^*)^T \bar{H}^T (g - g^*) \geq 0, \quad (22) \]
where the equalities hold if and only if \( g = g^* \).

Lemma 9. [8] Under Assumption [2] it holds
\[ p^T \bar{H}^T (g - g^*) \geq \frac{1}{2 \max_k \|z_k\|} p^T B p, \quad (23) \]
where \( B \) is the bearing Laplacian matrix for \((G, p^*)\).

The following Lyapunov stability analysis shows the global asymptotic bound of the bearing formation error \( e_b \).

Theorem 2. Consider the leader-fixed follower bearing-only control system \([19]\) with the exogenous disturbances. For bearing localizable formation system under Assumptions [4] the bearing formation error \( e_b \) is globally asymptotically convergent and bounded for the exogenous disturbances satisfying \( F < \sqrt{\varepsilon (\lambda_{\min}(B_{ff}) - \varepsilon)} / ||H|| \). Furthermore, the bearing formation error \( e_b \) globally asymptotically converges to the following bound set \( S_b \)
\[ S_b = \left\{ e_b : \|e_b\| \leq \frac{\|p^*\| ||\bar{H}|| F}{\sqrt{\varepsilon (\lambda_{\min}(B_{ff}) - \varepsilon)} - ||H|| F} \right\}, \quad (24) \]
where \( \varepsilon \) is a positive constant satisfying \( 0 < \varepsilon < \lambda_{\min}(B_{ff}) \).

Proof. We consider the following Lyapunov candidate function
\[ V_b = \frac{1}{2} \|e_b\|^2. \quad (25) \]
From (17) and (20), the time derivative of \( V_b \) is derived as
\[ \dot{V}_b = e_b^T \dot{e}_b \]
\[ = e_b^T \bar{H}^T (g - g^*) + e_b^T f \]
\[ = e_b^T \bar{H}^T (g - g^*) + e_b^T f, \quad (26) \]
where \( e_b = [0, e_b^{T f}]^T \) since \( p_1(t) = p_1^* \). From (21) in Lemma 8 [26] can be written as
\[ \dot{V}_b = - (p - p^*)^T \bar{H}^T (g - g^*) + e_b^T f \]
\[ \leq - p^T \bar{H}^T (g - g^*) + e_b^T f. \quad (27) \]
From (23) in Lemma 9 [27] can be written as
\[ \dot{V}_b \leq - \frac{1}{2 \max_k \|z_k\|} p^T B p + e_b^T f, \quad (28) \]
where \( B \) is the bearing Laplacian matrix for the target formation \((G, p^*)\).

Note that \( p^T B p = (p - p^*)^T B (p - p^*) = e_b^T B e_b \) since \( B p^* = 0 \). Therefore, (28) can be written as
\[ \dot{V}_b \leq - \frac{1}{2 \max_k \|z_k\|} e_b^T B e_b + e_b^T f \]
\[ \leq - \frac{\lambda_{\min}(B_{ff})}{2 \max_k \|z_k\|} ||e_b||^2 + e_b^T f, \quad (29) \]
where \( \lambda_{\min}(B_{ff}) \) is the smallest eigenvalue of \( B_{ff} \), which is positive from Lemma [5]. Note that
\[ \max_k \|z_k\| \leq ||z|| = ||\bar{H} p|| = ||\bar{H} (p - p^* + p^*)|| \]
\[ = ||\bar{H} (e_b + p^*)|| \leq ||\bar{H} (||e_b|| + \|p^*\|) || \]
\[ \leq \frac{||e_b||^2 + \|p^*\|^2}{2 \lambda_{\min}(B_{ff}) - 2 ||H|| F}, \quad (30) \]
Based on (30), (29) can be written as
\[ \dot{V}_b \leq - \frac{\lambda_{\min}(B_{ff})}{2 ||H|| (||e_b|| + \|p^*\|)} ||e_b||^2 + e_b^T f \]
\[ \leq - \frac{\lambda_{\min}(B_{ff})}{2 ||H|| (||e_b|| + \|p^*\|)} ||e_b||^2 + \gamma^2 / 4 ||e_b||^2 + \gamma^2 ||f||^2 \]
\[ \leq - \left( \frac{\lambda_{\min}(B_{ff})}{2 ||H|| (||e_b|| + \|p^*\|)} - \frac{\gamma^2}{4} \right) ||e_b||^2 + \gamma^2 ||f||^2 \]
\[ \leq - \left( \frac{\varepsilon}{2 ||H|| (||e_b|| + \|p^*\|)} \right) ||e_b||^2 + \gamma^2 ||f||^2, \quad (31) \]
where we decompose \( e_b^T f \) based on Lemma 6. The scalar function \( \gamma \) in (31) is defined as
\[ \gamma(||e_b||) := \sqrt{\frac{||\bar{H}|| (||e_b|| + \|p^*\|)}{2 \lambda_{\min}(B_{ff}) - \varepsilon}}, \quad (32) \]
where \( \varepsilon \) is a positive constant satisfying \( 0 < \varepsilon < \lambda_{\min}(B_{ff}) \). Then, (31) can be written as
\[ \dot{V}_b \leq - \left( \frac{\varepsilon}{2 ||H|| (||e_b|| + \|p^*\|)} \right) ||e_b||^2 + \gamma^2 F, \quad (33) \]
where \( \gamma ||f|| \) is upper-bounded as \( F \) under Assumption [3]. From (32) and (33), it follows that \( \dot{V}_b < 0 \) if
\[ ||e_b||^2 > \frac{||\bar{H}||^2 F^2 (||e_b|| + \|p^*\|)^2}{\varepsilon (\lambda_{\min}(B_{ff}) - \varepsilon)} = \psi^2 (||e_b|| + \|p^*\|)^2, \quad (34) \]
where we define \( \psi := ||\bar{H}|| F / \sqrt{\varepsilon (\lambda_{\min}(B_{ff}) - \varepsilon)} \), which is a positive constant. Since (34) is a quadratic inequality of \( ||e_b|| \), it follows that \( \dot{V}_b < 0 \) if
\[ ||e_b|| > \psi ||p^*|| F = \frac{||p^*|| ||\bar{H}|| F}{\sqrt{\varepsilon (\lambda_{\min}(B_{ff}) - \varepsilon)} - ||H|| F}, \quad (35) \]
Consequently, the bearing formation error \( e_b \) is globally asymptotically convergent and bounded to the following bound set
\[ ||e_b|| \leq \frac{||p^*|| ||\bar{H}|| F}{\sqrt{\varepsilon (\lambda_{\min}(B_{ff}) - \varepsilon)} - ||H|| F}, \quad (36) \]
for small exogenous disturbances satisfying
\[ F < \sqrt{\varepsilon (\lambda_{\min}(B_{ff}) - \varepsilon)} / ||H|| F. \quad (37) \]
\[ \square \]
Corollary 1. By choosing \( \varepsilon = \lambda_{\min}(B_{ff}) / 2 \), the following results hold
(a) Smallest bound set of \( e_b \)
\[ S_{b_{min}} = \left\{ e_b : ||e_b|| \leq \frac{2 ||p^*|| ||\bar{H}|| F}{\lambda_{\min}(B_{ff}) - 2 ||H|| F} \right\}. \quad (38) \]
(b) Maximum upper-bound of the exogenous disturbances.

**Proof.** (a) From the bound set in (24), it is obvious that
\[ \sqrt{\varepsilon(\lambda_{\text{min}}(B_{ff}) - \varepsilon)} \]
should be maximized to get the smallest bound set of \( e_b \). Since \( \varepsilon(\lambda_{\text{min}}(B_{ff}) - \varepsilon) \) is a form of quadratic function of \( \varepsilon \), \( \varepsilon \) should be chosen as \( \varepsilon = \lambda_{\text{min}}(B_{ff})/2 \) to get the smallest bound set of \( e_b \), i.e., \( S_{\text{b min}}^\varepsilon \), which becomes (38).

(b) Since \( \sqrt{\varepsilon(\lambda_{\text{min}}(B_{ff}) - \varepsilon)} \) is maximized by choosing \( \varepsilon = \lambda_{\text{min}}(B_{ff})/2 \), the upper-bound of the exogenous disturbances in (37) is maximized. Therefore, we can handle a larger scale of exogenous disturbances in analysis by choosing \( \varepsilon = \lambda_{\text{min}}(B_{ff})/2 \).

Even though the leader-fixed follower formation control system is restrictive in system perspective due to the existence of the fixed-leader agents, it is useful for a system design, as stated in the following remarks.

**Remark 1.** Theorem 2 showed that the precise bound set \( S_b \) is computable as in (24) with the exogenous disturbances. We note that the bound set \( S_b \) can be interpreted as the worst case of the bearing formation error \( e_b \) of the formation system. Therefore, we expect that the set \( S_b \) can be used effectively in real-world applications. For instance, assuming that the system error tolerance is known, we can check the bearing formation error is allowable or not for multi-agent formation control tasks by computing the upper-bound set \( S_b \).

**Remark 2.** From (24), it follows that the upper-bound set \( S_b \) is dependent on four system parameters:

(a) The target formation configuration, \( ||p^*|| \),
(b) The graph topology of the formation system, \( ||H|| \),
(c) The upper-bound of exogenous disturbances, \( F \),
(d) The smallest eigenvalue of \( B_{ff} \), \( \lambda_{\text{min}}(B_{ff}) \).

The upper-bound set \( S_b \) becomes smaller by 1) design of graph topology to minimize \( ||p^*|| \) and \( ||H|| \), 2) for smaller upper-bound of the exogenous disturbances \( F \), and 3) design to maximize \( \lambda_{\text{min}}(B_{ff}) \). Referring to (10), \( \lambda_{\text{min}}(B_{ff}) \) can be interpreted as a measure of the degree of uniqueness of the target formation \( (\mathcal{G}, p^*) \).

IV. BEARING-BASED NETWORK LOCALIZATION WITH EXOGENOUS DISTURBANCES

A. Problem statement

Consider a stationary localization network \( (\mathcal{G}, p) \) of node set \( \mathcal{V} \) consists of leader set \( \mathcal{V}_L \) and follower set \( \mathcal{V}_F \) where \( \mathcal{V} = \mathcal{V}_L \cup \mathcal{V}_F \), i.e., \( |\mathcal{V}_L| = n_L, |\mathcal{V}_F| = n_F, n = n_L + n_F \). In network localization, the positions of the \( n_L \) leader nodes are given, while the positions of the \( n_F \) follower nodes will be estimated by bearing-based localization protocol. We assume that each agent can sense a global orientation. Therefore, the measured relative bearing \( g_{ij} \) can be expressed with respect to a common global orientation. Also, each agent can transmit the own estimated position \( \hat{p}_i \) to its neighboring agents.

The bearing-based network localization problem in this paper is stated as follows:

**Problem 2.** (Bearing-based Network Localization): For a localization network \( (\mathcal{G}, p) \), where \( p = [p_l^T, p_f^T]^T \), assume that the relative bearing \( g_{ij} \) and the positions of the leader nodes \( p_i \) are given. Then, the bearing-based network localization problem is to estimate and determine the positions of the follower nodes \( \hat{p}_f \).

From [14], Problem 2 can be converted to the following least-squares problem
\[
\begin{align*}
\min_{\hat{p} \in \mathbb{R}^{dn}} J(\hat{p}) &= \frac{1}{2} \sum_{i \in \mathcal{V}_L} \sum_{j \in \mathcal{N}_i} ||P_{g_{ij}}(\hat{p}_i - \hat{p}_j)||^2, \\
\text{subject to} & \quad \hat{p}_i = p_i, \quad i \in \mathcal{V}_L,
\end{align*}
\]
where \( \hat{p}_i \) is the estimated position of agent \( i \), and the function \( J(\hat{p}) \) can be expressed as
\[
J(\hat{p}) = \hat{p}^T B(\mathcal{G}(p)) \hat{p},
\]
where \( B(\mathcal{G}(p)) \) is the bearing Laplacian matrix for \( (\mathcal{G}, p) \) and \( \hat{p} = [\hat{p}_l^T, \hat{p}_f^T]^T \) is the estimated position vector set. The localization network is assumed to be bearing localizable as noted in Definition 2 to localize in a true network location.

B. Stability analysis for bearing-based network localization system

From the partitioned bearing Laplacian matrix for \( (\mathcal{G}, p) \), we state the following lemma for later stability analysis.

**Lemma 10.** [14] For the bearing localizable network \( (\mathcal{G}, p) \), \( B_{ff} \) is positive definite and satisfies
\[
B_{ff}p_l + B_{ff}p_f = 0. \tag{41}
\]

Based on the distributed bearing-based localization protocol that ensures global localization [14], we consider the bearing-based network localization system with the exogenous disturbances as
\[
\dot{\hat{p}}_i(t) = - \sum_{j \in \mathcal{N}_i} P_{g_{ij}}(\hat{p}_i(t) - \hat{p}_j(t)) + z_i(t), \quad i \in \mathcal{V}_F \tag{42}
\]
where \( z_i(t) \in \mathbb{R}^d \) denotes the time-varying exogenous disturbance of agent \( i \).

From (42), the overall bearing-based localization protocol for the follower nodes is derived as
\[
\dot{\hat{p}}_f = -B_{ff}\hat{p}_f - B_{ff}p_f + z, \tag{43}
\]
where \( \hat{p}_f, z \in \mathbb{R}^{dn_f} \) denote the estimated position and the time-varying exogenous disturbances of the follower nodes.

**Assumption 4.** The time-varying exogenous disturbances are uniformly upper-bounded, i.e., \( ||z(t)|| = \sqrt{\sum_{i=m+1}^{n_f} e_i^2} = \mathcal{F} \), where \( \mathcal{F} \) is a small positive constant.

Since the positions of the leader nodes are given, we define the bearing localization error as
\[
e_c := \hat{p}_f - p_f. \tag{44}
\]
From (44), the error dynamics is given as
\[
\dot{e}_c = \dot{\hat{p}}_f. \tag{45}
\]
The following theorem shows a global exponential ultimate boundedness of the bearing localization error \( e_c \).
Theorem 3. Consider the bearing-based network localization system \( \{42 \} \) in the presence of the exogenous disturbances. Under Assumption\( \{4\} \) the bearing localization error \( e_c \) is globally exponentially convergent and ultimately bounded for the bounded exogenous disturbances. Furthermore, the bearing localization error \( e_c \) globally exponentially converges to the bound set \( S_e \)

\[
S_e = \left\{ e_c : \| e_c \|^2 \leq \frac{\gamma^2 \mathcal{F}^2}{\lambda_{\min}(B_{ff}) - \gamma^{-2}/4 - \delta/2} \right\}, \quad (46)
\]

where \( \lambda_{\min}(B_{ff}) \) is the smallest positive eigenvalue of \( B_{ff} \) and \( \gamma, \delta \) are positive constants satisfying \( \lambda_{\min}(B_{ff}) - \gamma^{-2}/4 > \delta/2 \).

Proof. We consider the following Lyapunov candidate function

\[
V_e = \frac{1}{2} \| e_c \|^2. \quad (47)
\]

From \( \{47\} \), the time derivative of \( V_e \) is derived as

\[
\dot{V}_e = e_c^T e_c
= e_c^T \dot{e}_c
= -e_c^T B_{ff} \dot{p}_f - e_c^T B_{ff} p_t + e_c^T z
= -e_c^T B_{ff} e_c - e_c^T B_{ff} p_f - e_c^T B_{ff} p_t + e_c^T z
= -e_c^T B_{ff} e_c + e_c^T z,
\]

where we have used the result \( \{41\} \) to get the last equation. Since \( B_{ff} \) is positive definite for \( (s, p) \) from Lemma\( \{10\} \) \( \{48\} \) can be written as

\[
\dot{V}_e \leq -\lambda_{\min}(B_{ff}) \| e_c \|^2 + e_c^T z
\leq -\lambda_{\min}(B_{ff}) \| e_c \|^2 + \frac{\gamma^2 - \gamma^{-2}}{4} \| e_c \|^2 + \gamma^2 \|z\|^2
\leq -\left( \lambda_{\min}(B_{ff}) - \frac{\gamma^2}{4} \right) \| e_c \|^2 + \gamma^2 \|z\|^2,
\]

where \( \lambda_{\min}(B_{ff}) \) is the smallest positive eigenvalue of \( B_{ff} \) and we have used Lemma\( \{6\} \) to decompose the term \( e_c^T z \). Also, \( \{49\} \) can be written as

\[
\dot{V}_e \leq -\left( \lambda_{\min}(B_{ff}) - \frac{\gamma^2}{4} \right) \| e_c \|^2 + \gamma^2 \mathcal{F}^2,
\]

where \( \|z\| \) is upper-bounded as \( \mathcal{F} \) under Assumption\( \{4\} \). For a positive constant \( \delta > 0 \), by choosing \( \gamma \) satisfying

\[
\lambda_{\min}(B_{ff}) - \frac{\gamma^2}{4} > \frac{\delta}{2}, \quad (51)
\]

the negative value of \( -\left( \lambda_{\min}(B_{ff}) - \frac{\gamma^2}{4} \right) \| e_c \|^2 \) is guaranteed. Then, it follows that the bearing localization error \( e_c \) is ultimately bounded from Lemma\( \{5\} \). Also, \( \{50\} \) can be written as

\[
\dot{V}_e \leq -\delta V_e - \left( \lambda_{\min}(B_{ff}) - \frac{\gamma^2}{4} \right) \frac{\delta}{2} \| e_c \|^2 + \gamma^2 \mathcal{F}^2. \quad (52)
\]

Therefore, \( \dot{V}_e \leq -\delta V_e \) if

\[
\| e_c \|^2 > \frac{\gamma^2 \mathcal{F}^2}{\lambda_{\min}(B_{ff}) - \gamma^{-2}/4 - \delta/2} \quad (53)
\]

As a consequence, from \( \{53\} \), it follows that the bearing localization error \( e_c \) is globally exponentially convergent and ultimately bounded to the bounded set \( S_e \) in \( \{46\} \).

V. SIMULATION EXAMPLES

In this section, simulation examples are provided to validate the proposed stability analysis. The time-varying exogenous disturbances are given as a uniformly distributed random number.

A. Formation control systems with exogenous disturbances

We first show simulation examples for the bearing-based formation control systems in two-dimensional space, as shown in Fig. 1. For the leaderless formation control system with the time-varying exogenous disturbances, we consider the infinitesimally bearing rigid formation that contains five agents and ten edges. As shown in Fig. 1(a)-1(b), the distributed formation control protocol \( \{2\} \) makes that the formation system converges close to the target formation shape. Also, the bearing formation error \( e_a \) converges and upper-bounded as we expected. For the leader-fixed follower formation control system with the time-varying exogenous disturbances, we consider the bearing localizable formation that contains two leader agents, two follower agents, and five edges. As shown in Fig. 1(c)-1(d), the distributed formation control protocol \( \{19\} \) makes that the formation system converges close to the target formation configuration. Also, the bearing formation error \( e_b \) converges and upper-bounded.

B. Network localization system with exogenous disturbances

We next show simulation examples for the bearing-based network localization system with the time-varying exogenous disturbances in three-dimensional space. For the stationary bearing localizable network that contains two leader agents and four follower agents, as shown in Fig. 2(a), the network localization protocol \( \{42\} \) estimates the positions of the follower agents. Then, the final estimation \( \hat{\rho} \) is close to the true network position \( p \), and the bearing localization error \( e_c \) converges and upper-bounded, as shown in Fig. 2(b)-2(c).

VI. CONCLUSION

This work studied the undirected bearing-based formation control and network localization systems with the exogenous disturbances in arbitrary dimensional space. In addition to investigating the stability analysis, the explicit upper-bound sets of bearing formation and network localization errors were computed. To be specific, for the leaderless bearing-based formation control system, we showed the local asymptotic bound of the bearing formation error \( e_a \) with the exogenous disturbances. However, the bound set \( S_a \) was incomputable since the set \( S_a \) consists of the state-dependent matrix \( RR^T \). Therefore, only some information could be obtained by computing \( S_a \). To resolve this issue, fixed-leader agents were considered for the leader-fixed follower formation control system. Based on the conventional bearing-only formation control law,
the global asymptotic bound of the bearing formation error $e_b$ was proved. Also, unlike the leaderless formation control system, the precise bound set $S_b$ was computable since the existence of the fixed-leader agents makes that the Lyapunov stability analysis is governed by the bearing Laplacian matrix, which is a constant matrix. Therefore, useful information for a system design could be obtained by computing $S_b$, as stated in Remark [1]. Lastly, we analyzed the bearing-based network localization system with the exogenous disturbances. Based on the conventional bearing-based localization protocol, a stability of the network localization system was investigated, and the global exponential bound set of the bearing localization error $e_c$ was calculated. Likewise, in Section [III-C] a useful information can be obtained by computing $S_c$.

The underlying graph in this paper is assumed to be undirected. Therefore, our possible future works would include robust stability analysis on bearing-based formation control and network localization systems for a directed network.
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