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Evidence is growing for the theory of embodied cognition, which posits that action and perception co-determine each other, forming an action-perception loop. This suggests that we humans somehow participate in what we perceive. So, how can scientists escape the action-perception loop to obtain an observer-independent description of the world? Here we present a set of conjectures informed by the philosophy of mind and a reverse-engineering of science and quantum physics to explore this question. We argue that embodiment, as traditionally understood, can manifest aspects of imaginary-time quantum dynamics. We then explore what additional constraints are required to obtain aspects of genuine, real-time quantum dynamics. In particular, we conjecture that an embodied scientist doing experiments must be described from the perspective of another scientist, which is ignored in traditional approaches to embodied cognition, and that observers play complementary roles as both objects experienced by other observers and “subjects” that experience other objects.

I. INTRODUCTION

A central theme in modern cognitive science is the idea that action and perception are circularly related and fundamentally inseparable [1–7]. That is, action and perception co-determine each other, forming an action-perception loop—i.e., “a cycle in which perception leads to particular actions, which in turn create new perceptions, which then lead to new actions, and so on” [4]. Djebbara et al. [5] recently reported experimental evidence for the existence of the action-perception loop. The idea that action and perception are somehow co-dependent has roots in a variety of fields [6], including Piaget’s developmental psychology, which holds that cognitive abilities somehow emerge from sensorimotor skills; Gibson’s ecological psychology, which sees perception in terms of potential interactions with the environment; and Merleau-Ponty’s phenomenology, which views perception not as something that happens inside an organism that passively receives information about the world, but as a process wherein the organism actively engages with it in an ongoing reciprocal interaction between brain, body and world—such interactions could in principle be mediated by technologies that enhance motor and sensory capabilities. Again, we are involved in an action-perception loop, wherein we act to perceive and vice versa.

In contrast, embodied cognition posits that “cognitive processes emerge from the nonlinear and circular causality of continuous sensorimotor interactions involving the brain, body, and environment” [2] In this view, perception does not result from passively sensing the physical world but from actively engaging with it in an ongoing reciprocal interaction between brain, body and world—such interactions could in principle be mediated by technologies that enhance motor and sensory capabilities. Again, we are involved in an action-perception loop, wherein we act to perceive and vice versa.

According to Varela et al. [1], the overall concern of embodied cognition is “not to determine how some perceiver-independent world is to be recovered; it is, rather, to determine the common principles or lawful linkages between sensory and motor systems that explain how action can be perceptually guided in a perceiver-dependent world.” Along the same lines, more recently di Paolo et al. [3] say (comments within brackets are our own):

“Action in the world is always perceptually guided. And perception is always an active engagement with the world. The situated perceiver does not aim at extracting properties of the world as if these were pregiven, but at understanding the engagement of her body [possibly enhanced by technological devices] with her surroundings, usually in an attempt to bring about a desired change in relation between the two. To understand perception is to understand how these sensorimotor regularities or contingencies are generated by the coupling of body and world [possibly mediated by technologies that can enhance motor and sensory capabilities] and how they are used in the constitution of perceptual and perceptually guided acts.”
The action-perception loop is also emphasized in the theory of active inference, wherein an agent has a generative model of the external world and its motor systems suppress prediction errors through a dynamic interchange of prediction and action. In other words, “there are two ways to minimize prediction errors: to adjust predictions to fit the current sensory input and to adapt the unfolding of movement to make predictions come true. This is a unifying perspective on perception and action suggesting that action is both perceived by and caused by perception” [5].

According to Friston [8], in active inference there is a circular causality analogous to the action-perception loop. Such circular causality means that “external states cause changes in internal states, via sensory states, while the internal states couple back to the external states through active states—such that internal and external states cause each other in a reciprocal fashion. This circular causality may be a fundamental and ubiquitous causal architecture for self-organization.”

While the research program of embodied cognition and related fields encompass a broad spectrum of views, among which there is still ongoing debate, we here focus only on the action-perception loop, which appears to be a rather uncontroversial feature. Moreover, as already mentioned, Djebbara et al. recently reported experimental evidence for the existence of the action-perception loop. Depending on the context and on the interest of the authors, the action-perception loop tends to be modeled with different tools and with different degrees of complexity. For instance, the enactive view of embodied cognition tends to emphasize dynamical systems, while active inference tends to emphasize variational Bayesian methods. Here we use tools from statistical physics to model the action-perception loop in a rather parsimonious way, focusing exclusively on its main feature: the circular causality between action and perception.

Now, in cognitive science it is routine to model human beings interacting with external systems. Here we investigate the particular case where the human beings are scientists and the external systems are experimental systems. That is, we model scientists performing scientific experiments. This reflexive application of science to itself brings up an interesting question. Indeed, the action-perception loop entails that humans play an active and constructive role in the information they perceive about the world. In contrast, scientists apparently manage to obtain a completely observer-independent view of the world, passively mirroring an external reality without influencing it in any way (see Fig. 1A). How do scientists achieve such a feat? Of course, technology enhances scientists’ capacities for perception and action, enabling them to transcend the limitations of their senses and to implement sophisticated interventions, e.g., at the sub-atomic level. However, while it is clear that technology can enable an enhanced, instrumentally-mediated action-perception loop, it is not at all clear that it can also change its circular topology. In other words, it is not clear that technology can break such an enhanced loop of instrumentally-mediated action and instrumentally-mediated perception (see Fig. 1B).

In brief, our approach allows us to ask: How can
scientists establish an observer-independent science, even though this seems to defy the very notion of embodied cognition? In other words, how can scientists escape the action-perception loop? Of course, logical reasoning is another powerful tool that allows scientists to transcend their limitations. However, logical reasoning should be able to acknowledge the existence of the action-perception loop, if it exists, and tell us how is it that we escape it. From a different perspective, our approach could also be considered as a self-consistency check to materialism: instead of a priori neglecting the physics or embodiment of scientists, as if they were immaterial, we let a scientific analysis tells us a posteriori how is it that we can do so.

In principle, scientists differ from generic human beings in that they strive to achieve objectivity, which is often equated with observer-independence. Of course, we cannot start from the assumption of an observer-independent science since how this is established is precisely what we want to explore. Instead, we will use three conditions that, according to Velmans, characterize what in practice we may call a reliable science. These are [9] (p. 219; see also Refs. [1, 10, 11]):

R1. Standardization: The procedures we used to investigate the world are standardized and explicit, so we clearly know what we are talking about.

R2. Intersubjectivity: The observations we do are intersubjective and repeatable, so we can mutually agree about the actual scientific facts.

R3. Truthfulness: Observers are dispassionate, accurate and truthful, for obvious reasons.

Again, we are not a priori equating the notion of reliability with that of objectivity in the sense of observer-independence. However this does not deny a priori either that an observer-independent science can be established.

II. OUTLINE

This work is to be read as a set of conjectures informed by the philosophy of mind and a reverse-engineering of science and quantum physics—see Sec. 5 in Ref. [12] for a brief conceptual presentation of the main ideas involved. It is outlined as follows. In Sec. III we discuss the circular dynamics of an embodied scientist interacting with an experimental system, which is similar to that of an action-perception loop [3, 5, 13]. We show that this manifests aspects of “imaginary-time” quantum dynamics, which is described by a von Neumann equation without imaginary unit. While this is real-valued, genuine or “real-time” quantum dynamics is complex-valued.

A natural question is: what conditions would be required to obtain a real-time quantum dynamics? We address this in Sec. IV. To explore this question we write the complex-valued von Neumann equation as a pair of real-valued equations by separating its real and imaginary parts. These equations look very similar to the imaginary-time von Neumann equation and its conjugate, except that a term is swapped, effectively coupling the two otherwise independent imaginary-time dynamics. We show that a similar swapping appears when dealing with reflexive systems, such as a pair of mirrors reflecting each other or a pair of video-camera systems pointing at each other.

This suggests that we might obtain real-time quantum dynamics by reflexively coupling two (sets of) observers mutually observing each other. In this case, observers are relative to each other rather than to an external, unacknowledged observer. We explore this in the rest of Sec. IV. Based on an analogy with reflexive systems, we introduce some conjectures characterizing an observer, and we show that these lead to a dynamics with aspects of a genuine, real-time quantum dynamics—we refer to these conjectures collectively as the reflexive coupling hypothesis.

However, Sec. IV should not be considered as a rigorous derivation of real-time quantum dynamics from reflexivity. The reason is that, reflexivity being a rather subtle and scarcely studied subject, the connection between the ideas of reflexivity and the conjectures we introduce may not be completely transparent. We introduce this section in this work because we find it conceptually plausible and we hope it can suggest future research on potential connections between the philosophy of mind and quantum physics. The literature on reflexive systems is rather scarce and we hope that an interdisciplinary approach to this topic could help further clarify or improve the conjectures we introduce here.

In sum, somewhat analogous to relational quantum mechanics (RQM) [14], in Sec. IV we assume that a classical embodied scientist interacting with a classical experimental system must be described from the perspective of another scientist, which is ignored in traditional approaches to embodied cognition (W in Fig. 1B). However, to be consistent we should also take into account who observes this new scientist. We conjecture that we can escape the infinite regress that a naive approach would entail in two steps.

First, we assume that observers play complementary roles as both objects experienced by other observers and “subjects” that experience other objects. Here the word “subject” is used in a strict technical sense as the opposite of object. In this approach,
the physics of objects can in principle be modelled in the traditional way—e.g., as particles following a cause-and-effect mechanism. In contrast, the physics of “subjects”, being the opposite of objects, cannot be modelled in the same way, but only as random fluctuations irreducible to lower-level mechanisms.

Second, like two mirrors reflecting each other as well as another object, we have to conjecture that two (sets of) observers mutually observe each other as well as the experimental system. In this way, with some further assumptions, we show that it is plausible to obtain two coupled imaginary-time quantum dynamics that can be written as the imaginary and real parts of a dynamics formally analogous to genuine, real-time quantum dynamics.

Finally, in Sec. V we summarize our work and place it in the landscape of the philosophy of mind. Further details are provided in the appendices.

III. EMBODIMENT AND IMAGINARY-TIME QUANTUM DYNAMICS

A. Embodied scientists doing experiments

Here we build on enactivism whose task is “to determine the common principles or lawful linkages between sensory and motor systems that explain how action can be perceptually guided in a perceiver-dependent world” [1] (p. 173) In Appendix B we provide a brief introduction to some aspects of embodied cognition.

Importantly, we neglect the long and painful learning stage, when scientists are engaged in the invention and fine-tuning of new protocols, devices, and even concepts (e.g., spacetime curvature) that enables them to couple to the world in ways that were not possible before, and thus to enact new kinds of lawful regularities. For instance, the kind of regularities associated to quantum and relativity theories, which are invisible to the naked eye, are enabled by sophisticated experimental protocols and devices, as well as conceptual frameworks, all developed by scientists themselves.

Figure 2A illustrates the dynamical coupling between an embodied scientist and an experimental system. This can be divided into four stages: (i) scientist’s interventions on the experimental system, e.g. via moving some knobs, for preparing the desired initial state—this requires the physical interaction between the knobs and the observer’s actuators; (ii) experimental system’s dynamics—this is the main process traditionally analyzed in physics; (iii) scientist’s measurement of the experimental system—this requires the physical interaction between the experimental system and the observer’s measuring device; (iv) scientist’s internal dynamics which correlate with her experience of the experimental system.

In the related approach of active inference [13, 15], experimental systems would be considered as generative processes which scientists can only access indirectly via the data generated in their sensorium (see Appendix B 1). Scientists can perturb such generative processes via their actions and have a generative model of their dynamics, including the effect of their own actions, which they can make as accurate as possible via learning. This is reflected in that, in Fig. 2B, the topology of the Bayesian network representing the scientist mirrors the topology of the Bayesian network representing the experimental system. In particular, both internal and external dynamics flow in the same direction (horizontal arrows in Fig. 2B; see Appendix B 1 and Fig. 8 therein).

Following enactivism [1–3], instead, we give more relevance to the dynamical coupling between scientists and experimental systems. Learning scientific lawful regularities is not so much about extracting pre-existent properties of the world as about stabilizing this circular coupling and achieving “reliability” (conditions R1-R3 above). This may include the development of new technologies, protocols and concepts. The lawful regularities achieved in the post-learning stage are our focus here. So, our approach is independent of a specific theory of learning (see Fig. 2C; see also Appendix B 2 and Fig. 9 therein).

B. As simple as possible, but not simpler

Of course, the scientific process generally involves many scientists and technologies. However, much as the theory of relativity can be developed without modeling all types of realistic clocks, our approach aims at capturing some general underlying principles valid beyond the particular model investigated. For instance, we could also have a situation where, say, a scientist in the UK prepares a laser pulse to send to another scientist in the Netherlands who would then perform a measurement and send the result back to the former via email. Only after both scientists have communicated can they reach any scientific conclusions about any potential correlations between the initial and final states of the laser pulse. This would again be a circular process. Instead of two scientists we could have many and the fundamental process would still be circular. For simplicity, we focus here on a single scientist. However, experiments generally comprise the four stages above. So, ours can be considered as a model of a generic process of “reliable” observations—though ignoring relativistic considerations. This process is embodied because all scientists and technologies involved are so.
C. Experiments as circular processes

Here we setup the mathematical framework. Science is fundamentally concerned with causation, not with mere correlation. So, in general, a scientist do not passively observe the system to determine its initial state. Rather, she actively intervenes it to prepare a fixed initial state, runs the experiment and observes the final state. She repeats this enough times to determine the probability that, given that the initial state prepared is $x = x_0$, the final state observed is $x_n$. Using Pearl’s do-calculus, this probability can be denoted as $\mathcal{P}(x_n|\text{do}(x = x_0))$, where $\text{do}(x = x_0)$ refers to the scientist’s intervention (notice the bar on $\mathcal{P}$). This notation emphasizes that the scientist is not passively observing the initial state to be $x = x_0$, but rather actively intervening the system to make sure the initial state is always $x = x_0$. Ideally, the scientist would prepare every possible initial state to compute the full probability distribution for any initial state, $x_0$ prepared—in practice this might be impossible, though. In principle, she can select each intervention with a given probability.

Unlike Pearl’s do-calculus, we explicitly model the scientist doing the causal intervention. So, instead of using the DO operator, we can deal with such an intervention in a more direct manner, as we are about to see. As we mentioned earlier, we are considering only the post-learning stage, when the scientist is just repeating the experiment a statistically significant number of times. We model this as the stationary state, $\mathcal{P}(\bar{x})$, of a stochastic process on a cycle, which includes deterministic systems as a particular case (see Fig. 2C; notice the tildes on $\mathcal{P}$ and $\bar{x}$)—this allows us to establish a *posteriori* which is the case. Here $\bar{x} = (x_0, \ldots, x_{k-1})$ denotes a closed path $x_0 \to x_1 \to \cdots \to x_{k-1} \to x_0$ which returns to $x_k = x_0$ due to the scientist’s causal interventions—as we said, experiments are not mere passive observations. This path could be divided into two open paths $x_0 \to \cdots \to x_n$ and $x_n \to \cdots \to x_k$, with $x_k = x_0$, cor-
responding to the experimental system and the scientist, respectively. Furthermore, $\mathcal{P}(\mathbf{x})$ denotes the probability to observe a path $\mathbf{x}$. As we said above, the scientist can in principle select each intervention with a given probability, so $\mathcal{P}(\mathbf{x})$ can be non-zero for paths with different values of $x_0$—again, causal interventions are reflected in the fact that paths are closed.

In principle, instead of the single variable $x_0$ we should introduce two variables $x_0^\ell$ describing the experimental system and $x_k^\ell$ describing the corresponding Fabienne’s physical correlate. However, since Fabienne intervenes the initial state of the system to be $x_0$, we have that $x_0^\ell = x_0$ and $x_k^\ell = x_0$, so we effectively have one variable $x_0$. Similar considerations apply to the final state $x_n$: there should be two variables $x_n^\ell$ and $x_n^\ell$. However, since Fabienne’s measures the final state, which is $x_n$, we have that $x_n^\ell = x_n$ and $x_n^\ell = x_n$.

Since energy plays a key role in physics, we assume that the stationary state is characterized by an “energy” function $H_{\ell}(x_{\ell+1}, x_{\ell})$, where $0 \leq \ell \leq k$ denotes the time step. For the case of a particle in a non-relativistic potential $V$ we have

$$H_{\ell}(x_{\ell+1}, x_{\ell}) = \frac{m}{2} \left(\frac{x_{\ell+1} - x_{\ell}}{\epsilon}\right)^2 + \frac{1}{2} [V(x_{\ell}) + V(x_{\ell+1})] .$$

for the external path ($\ell = 0, \ldots, n - 1$)—in principle, the internal path ($\ell = n, \ldots, k$) can have a different functional form (but see below). More precisely, a part of the external path, say $\ell = 0, \ldots, \ell_{\text{prep}} < n$, could be considered as the preparation process and have a different function $H_{\ell}$, but we obviate this for simplicity. Unlike the traditional Hamiltonian function, $H_{\ell}$ is written in terms of consecutive position variables, $x_\ell$ and $x_{\ell+1}$, rather than instantaneous position and momentum. The potential $V$ in Eq. (1) is symmetrized for convenience. We will discuss later on the case of more general, complex-valued, and so “non-stoquastic” Hamiltonians (see Sec. IV D 2 and Appendix A).

We derive $\mathcal{P}$ using the principle of maximum path entropy [16], a general variational principle analogous to the free energy principle from which a wide variety of well-known stochastic models at, near, and far from equilibrium has been derived [16] (see Appendix C). To do so, we use the assumption, common in statistical physics, that we only know the average energy on the cycle $E_{\text{av}} = \langle \frac{1}{T} \sum_{\ell} H_{\ell} \rangle_\mathcal{P}$ (see below). Here $\epsilon \to 0$ is the time step size and $T = (k+1)\epsilon$ is the total duration of a cycle. This is known [16] to yield a Boltzmann distribution (see Appendix C)

$$\mathcal{P} \propto \exp(-\epsilon \sum_{\ell} H_{\ell} / T) ,$$

where $\Gamma = T/\lambda$ and $\lambda$ is a Lagrange multiplier fixing the average energy $E_{\text{av}}$ on the cycle (see Appendix C).

We will investigate later on the potential sources of fluctuations characterized here by the temperature-or diffusion-like parameter $\Gamma$.

So, how can scientists escape their embodiment and obtain an observer-independent description of the world? Obviously, we cannot just forcefully neglect the scientist at this point. The proper way to ignore the scientist in our approach is by marginalizing $\mathcal{P}$ over the degrees of freedom associated to her. So, following the tradition in physics, we now focus on the external system and ignore the scientist by marginalizing $\mathcal{P}$ over the internal paths, i.e., over $(x_{n+1}, \ldots, x_{k-1})$. This yields (see Appendix C; notice the absence of tildes in the left-hand side)

$$\mathcal{P}(\mathbf{x}) = \sum_{x_0, \ldots, x_{k-1}} \mathcal{P}(\mathbf{x}) = \frac{1}{Z} \mathcal{F}_n(x_0, x_n) \cdots \mathcal{F}_1(x_2, x_1) \mathcal{F}_0(x_0, x_1) ,$$

where $Z$ is the normalization constant and we have written $x_0 = x_0$ for future convenience—here we use sums to indicate either sums or integrals depending on the context. The expression $\mathbf{x} = (x_0, \ldots, x_n)$ denotes a path $x_0 \to x_1 \to \cdots \to x_n \to x_0$ which returns to $x_0$ due to the scientist’s causal intervention, but where we disregard how it does so. Furthermore,

$$\mathcal{F}_n(x_0, x_n) = \sum_{x_{n+1}, \ldots, x_{k-1}} \mathcal{F}_k(x_{n+1}, x_{k-1}) \cdots \mathcal{F}_1(x_2, x_1) \mathcal{F}_0(x_0, x_1) ,$$

summarizes the dynamics internal to the scientist, whose details we have disregarded, and

$$\mathcal{F}_\ell(x', x) = e^{-\epsilon H_\ell(x', x)/T} / Z_\ell ,$$

for $\ell = 0, \ldots, k$, where the constant $Z_\ell = \sqrt{2\pi \epsilon \ell / m}$ is introduced for convenience.

D. Circular causality and imaginary-time quantum dynamics

We now describe the relationship between our model of embodied scientists doing experiments (see Fig. 1B) and the typical view of experiments, and the world more generally (see Fig. 1A). We typically think of experiments and the world in terms of linear causality. That is, as external systems that have an observer-independent initial state that evolves forward in time according to some observer-independent dynamical law (see Fig. 1A). In contrast, the action-perception loop associated to an embodied scientist doing experiments is usually considered as an instance of circular causality (see Fig. 1B). Here we show that such a circular causality can be effectively described in terms of a kind of linear causality. That is, we will show that the circular dynamics entailed by the presence of the embodied scientist can be effectively described as if it were an observer-independent
dynamics. The price to pay, however, is that the state of the system has to be described in terms of a probability matrix that follows a dynamics formally analogous to imaginary-time quantum dynamics (see Fig. 1).

1. Linear causality and Markov chains

First, notice that if we neglect the scientist, i.e., if we neglect the “energy” function associated to the internal paths, then $\bar{F}_m(x_0, x_n)$ becomes a constant. In this case the cycle in Fig. 2C turns into a chain and we recover the most parsimonious non-trivial dynamical model where the probability distribution in Eq. (3) is Markov with respect to a chain on variables $x_\ell$ [17] (p. 16; see Appendix D herein)—a more parsimonious dynamical model would be memoryless.

In particular, by knowing only the initial marginal $p_0$ and the forward transition probabilities $P_{\ell}^n$ from time step $\ell$ to $\ell+1$, for all $\ell$, we can readily obtain the probability for a path (see Appendix D)

$$P_{\text{ch}}(x) = p_0(x_0)P_{\ell}^n(x_1|x_0)\cdots P_{n-1}^n(x_n|x_{n-1}).$$

This implies in particular that we can obtain the marginal $p_{\ell+1}$ from the previous marginal $p_\ell$ via a Markovian update

$$p_{\ell+1}(x_{\ell+1}) = \sum_{x_\ell} P_{\ell}^n(x_{\ell+1}|x_\ell)p_\ell(x_\ell).$$

That is, via a linear transformation specified by kernels $P_{\ell}^n(x_{\ell+1}|x_\ell)$ satisfying the Chapman-Kolmogorov equation—i.e., where the transition probability from $\ell$ to $\ell+2$, for instance, can be written as

$$P_{\ell+2}^n(x_{\ell+2}|x_\ell) = \sum_{x_{\ell+1}} P_{\ell+1}^n(x_{\ell+2}|x_{\ell+1})P_{\ell}^n(x_{\ell+1}|x_\ell).$$

This Markov chain describes the external system in terms of an observer-independent initial state $p_0$ that evolves forward in time according to an observer-independent dynamical law $P_{\ell}^n$. In this sense, it could be considered as a paradigmatic example of linear causality.

2. Circular causality and imaginary-time quantum dynamics

In general, we cannot neglect the observer and we cannot write the probability of a closed path in terms of a Markov chain due to the loopy correlations. This implies in particular that we cannot obtain the marginal $p_{\ell+1}$ from the previous one $p_\ell$ via a Markovian update as above. Indeed, since conditioning on two variables, $x_0$ and $x_n$, turns the cycle into a chain on the remaining variables, $x_1, \ldots, x_{n-1}$, it is possible to show that Eq. (3) can be written as (see Appendix E)

$$P(x) = p(x_0, x_n)\prod_{\ell=0}^{n-2} P_{\ell}^n(x_{\ell+1}|x_n, x_\ell),$$

which yields a Bernstein process where initial and final states must be specified [18] (here the two-variable marginal $p$ and the transition probability $P_{\ell}^n$, respectively, plays the role of $m$ and $h$ in Eq. (2.7) therein).

However, we can recover an effective Markovian-like update on configuration space if, instead of marginals, we consider (real) probability matrices. Indeed, if we relax the condition $x_0' = x_0$ in Eq. (3) and marginalize all other variables, then we obtain a probability matrix $F_0(x_0', x_0) = \sum_{x_1, \ldots, x_n} P(x)$ whose diagonal $F_0(x_0, x_0) = p_0(x_0)$ yields the actual probabilities. So, interpreting factors as matrix elements, Eq. (3) yields $F_0 = \bar{F}_mF_1F_0Z$. Similarly, for $\ell = 1$ we get

$$P_1 = F_0\bar{F}_m\cdots F_1F_0Z$$

and

$$P_{\ell+1} = F_0\bar{F}_m\cdots F_{\ell+1}F_0Z,$$

for $\ell = 0, \ldots, n-1$. This is an effective Markovian-like update in that it yields $P_{\ell+1}$ via a linear transformation of $P_\ell$ alone, where the kernels $F_\ell$ satisfy the analogue of Chapman-Kolmogorov equation—i.e., the factor between time steps $\ell$ and $\ell+2$, for instance, can be written as

$$F_{\ell+2} = F_{\ell+1}F_{\ell}.$$
in terms of probability matrices instead of probability vectors. The off-diagonal elements of such matrices contain relevant dynamical information since, if we neglect them, we cannot build \( P_{t+1} \) from \( P_t \) and \( F_t \) alone. Much as in quantum physics, the diagonal elements of such probability matrices yield the actual probabilities to observe the system in a particular state. We will now see that such probability matrices follow an imaginary-time quantum dynamics, i.e., they satisfy von Neumann equation in imaginary-time.

Indeed, when \( \epsilon \to 0 \), we can assume that variables \( x_t \) and \( x_{t+1} \) are typically close to each other. In other words, we can assume that

\[
F_t = \mathbb{I} + \epsilon J_t + O(\epsilon^2),
\]

where \( \mathbb{I} \) is the identity. For discrete variables, the dynamical matrix \( J_t \) has non-negative off-diagonal elements. For continuous variables \( J_t \) is actually an operator. For instance, for \( \mathcal{H}_t \) in Eq. (1) we have \( J_t \to -\mathcal{H}/\Gamma \), when \( \epsilon \to 0 \), where

\[
\mathcal{H} = -\frac{\Gamma^2}{2m} \frac{\partial^2}{\partial x^2} + V(x),
\]

is equivalent to the quantum Hamiltonian of a non-relativistic particle in a potential \( V \), and \( \Gamma \) plays the role of Planck’s constant.

We can see this by applying the corresponding factor \( F_t \) to a generic and well-behaved test function \( g \), i.e.,

\[
[F_t g](x) = \int F_t(x, x') g(x') dx'.
\]

Introducing Eq. (1) into Eq. (5), we have

\[
F_t(x, x') = \frac{1}{\sqrt{2\pi \sigma^2}} e^{-\frac{1}{2\sigma^2}(x-x')^2} e^{-\frac{i}{\hbar} \left[ V(x) + V(x') \right]},
\]

where \( \sigma^2 = \epsilon \Gamma/m \) is the variance of the Gaussian factor. When \( \epsilon \to 0 \), this Gaussian factor is exponentially small except in the region where \( |x - x'| = O(\sqrt{\epsilon/m}) \). So, we can estimate the integral in Eq. (14) to first order in \( \epsilon \) by expanding \( g(x') \) around \( x \) up to second order in \( x - x' \) and performing the corresponding Gaussian integrals. Consistent with this approximation to first order in \( \epsilon \), we can also do \( \exp[-V(y)\epsilon/2\Gamma] = 1 - V(x)\epsilon/2\Gamma + O(\epsilon^2) \), for \( y \) equal to either \( x \) or \( x' \). This finally yields

\[
[F_t g](x) = g(x) - \epsilon \mathcal{H} g(x)/\Gamma + O(\epsilon^2),
\]

i.e., \( F_t = \mathbb{I} - \epsilon \mathcal{H}/\Gamma + O(\epsilon^2) \), where \( \mathcal{H} \) is given by Eq. (13) (see Appendix F). So, for factors given by Eq. (15) we have

Either way, whether the variables are discrete or continuous, introducing Eq. (12) into Eq. (11) yields

\[
\Delta P_t = \epsilon [J_t, P_t] + O(\epsilon^2),
\]

where \( \Delta P_t = P_{t+1} - P_t \) and

\[
[A, B] = AB - BA,
\]

is the commutator between operators \( A \) and \( B \). To obtain Eq. (17) we have taken into account that

\[
F_t^{-1} = \mathbb{I} - \epsilon J_t + O(\epsilon^2),
\]

when \( F_t \) is invertible. Dividing by \( \epsilon \) and taking the continuous-time limit (\( \epsilon \to 0 \)), Eq. (17) yields \( \partial P/\partial t = [\mathcal{J}, \rho] \), or

\[
-\Gamma \frac{\partial \rho}{\partial t} = [\mathcal{H}, \rho],
\]

where \( \rho \) is the density matrix and \( i \) is the imaginary unit. Multiplying and dividing the left hand side of Eq. (21) by \( i \) yields \( -\hbar i \partial \rho/\partial t = [\mathcal{H}, \rho] \), which is equivalent to Eq. (20) if we replace \( it \) by \( t \) and \( \hbar \) by \( \Gamma \).

3. Imaginary-time Schrödinger equation as belief propagation

Here we show that the cavity method of statistical mechanics \cite{19} (ch. 14) naturally leads to the imaginary-time versions of the wave function, \( \psi(x) \), the Born rule, \( \rho(x) = \psi(x)\psi^*(x) \), and Schrödinger’s equation

\[
\hbar i \frac{\partial \psi}{\partial t} = \mathcal{H} \psi,
\]

which is equivalent to Von Neumann’s equation, Eq. (21), for pure states, i.e. for \( \rho(x,x') = \psi(x)\psi^*(x') \).

While the cavity method is not exact on cycles, here we will see that it remains exact when the particle is initially localized at position \( x_0 = x_0' \), for some \( x_0' \), which is an instance of a pure state. This can be described by a factor of the form \( F_0(x_1, x_0) = \delta(x_0 - x_0')\mathcal{F}(x_1, x_0) \), where the Dirac delta function enforces the constraint \( x_0 = x_0' \) and \( \mathcal{F}(x_1, x_0) \) collects the remaining contributions to \( F_0(x_1, x_0) \). In this case, the probability for the particle to be at position \( x_t \) at time step \( t \) is given by (cf. Eq. (14.4) in Ref [19]; the factor \( e^{\beta B} \) therein can be absorbed in the \( \hat{\nu} \) messages)

\[
p_t(x_t) = \int \mathcal{P}(x) \prod_{i \neq t} dx_{i'} = \mu^{+}_{e_t}(x_t)\mu_{\bar{e}_t}(x_t),
\]
where $P(x)$ is given by Eq. (3) and the integral is performed over variables $x_{\ell}$ for $\ell = 0, \ldots, \ell - 1, \ell + 1, \ldots, n$. Here the functions $\mu_{\ell}^{\mu}$ and $\mu_{\ell}^{\mu\prime}$ collect the contributions for $\ell = 1, \ldots, \ell - 1$ and $\ell + 1, \ldots, n$, respectively,

$$
\mu_{\ell}^{\mu}(x_{\ell}) = \frac{1}{\sqrt{Z}} \int F_{\ell-1}(x_{\ell}, x_{\ell-1}) \mu_{\ell-1}^{\mu}(x_{\ell-1}) \, dx_{\ell-1},
$$

$$
\mu_{\ell}^{\mu\prime}(x_{\ell}) = \frac{1}{\sqrt{Z}} \int F_{\ell+1}(x_{\ell}, x_{\ell+1}) \mu_{\ell+1}^{\mu\prime}(x_{\ell+1}) \, dx_{\ell+1},
$$

for $\ell = 1, \ldots, n$, with

$$
\mu_{1}^{\mu}(x_{1}) = \frac{1}{\sqrt{Z}} F_0(x_{1}, x_{0}),
$$

$$
\mu_{n}^{\mu\prime}(x_{n}) = \frac{1}{\sqrt{Z}} F_n(x_{0}, x_{n}).
$$

Here we have separated the normalization constant $Z$ into two contributions $\sqrt{Z}$, such that when we multiply the functions $\mu_{\ell}^{\mu}(x)$ and $\mu_{\ell}^{\mu\prime}(x)$ we recover the full value of $Z$.

Equations (24) and (25) can be written recursively as

$$
\mu_{\ell}^{\mu}(x_{\ell}) = \int F_{\ell-1}(x_{\ell}, x_{\ell-1}) \mu_{\ell-1}^{\mu}(x_{\ell-1}) \, dx_{\ell-1},
$$

$$
\mu_{\ell}^{\mu\prime}(x_{\ell}) = \int F_{\ell+1}(x_{\ell}, x_{\ell+1}) \mu_{\ell+1}^{\mu\prime}(x_{\ell+1}) \, dx_{\ell+1},
$$

for $\ell = 2, \ldots, n - 1$, with initial conditions given by Eqs. (26) and (27)—although we can leave some factors $F_\ell$ as preparation of a more general initial probabilistic state. This can be seen by using Eqs. (24) and (25) to replace $\mu_{\ell-1}^{\mu}(x)$ and $\mu_{\ell-1}^{\mu\prime}(x)$, respectively, in Eqs. (28) and (29). Equations (28) and (29) are an instance of the belief propagation algorithm derived via the cavity method (cf. Eq. (14.5) in Ref [19]).

Expanding the factors $F_{\ell-1}$ and $F_{\ell}$, respectively, in the integrals of Eqs. (28) and (29)—as we did for the factor in Eq. (15)—we can obtain the analogue of Schrödinger’s equation in imaginary time and its conjugate. Let us see this for the case of factors $F_\ell$ such that we multiply the functions $\mu_{\ell}^{\mu}(x)$ and $\mu_{\ell}^{\mu\prime}(x)$, respectively, in Eqs. (28) and (29). Equations (28) and (29) are instances of Eq. (14) and, according to Eq. (16), we can write

$$
\mu_{\ell}^{\mu}(x_{\ell}) = \mu_{\ell}^{\mu\prime}(x_{\ell}) - \frac{1}{\epsilon} H \mu_{\ell}^{\mu\prime}(x_{\ell}),
$$

$$
\mu_{\ell}^{\mu\prime}(x_{\ell}) = \mu_{\ell}^{\mu}(x_{\ell}) - \frac{1}{\epsilon} H \mu_{\ell}^{\mu}(x_{\ell}).
$$

To take the continuous-time limit, $\epsilon \to 0$ with $t = \epsilon t$, let us write $\mu_{\ell}^{\mu}(x, t) = \mu_{\ell}^{\mu}(x)$ and $\mu_{\ell}^{\mu\prime}(x, t) = \mu_{\ell}^{\mu\prime}(x)$. Since the second terms in the right hand side of Eqs. (30) and (31) are already of order $\epsilon$ we can replace $\mu_{\ell}^{\mu\prime}(x_{\ell})$ and $\mu_{\ell}^{\mu\prime}(x_{\ell})$, respectively, by $\mu_{\ell}^{\mu\prime}(x_{\ell})$ and $\mu_{\ell}^{\mu\prime}(x_{\ell})$. Moving the first terms in the right hand side of Eqs. (30) and (31) to the left hand side, multiplying both sides by $-\Gamma/\epsilon$, and taking the limit $\epsilon \to 0$ we get

$$
-\frac{1}{\Gamma} \frac{\partial \mu_{\ell}^{\mu}(x, t)}{\partial t} = H \mu_{\ell}^{\mu}(x, t),
$$

$$
-\frac{1}{\Gamma} \frac{\partial \mu_{\ell}^{\mu\prime}(x, t)}{\partial t} = H \mu_{\ell}^{\mu\prime}(x, t).
$$

Equations (32) and (33) are the imaginary-time Schrödinger’s equation and its adjoint, respectively, where $\Gamma$, $\mu_{\ell}^{\mu}$ and $\mu_{\ell}^{\mu\prime}$ play the role of Planck’s constant, the imaginary-time wave function and its conjugate, respectively (cf. Eq. (22)). Indeed, Eqs. (32) and (33) are formally analogous to Eqs. (12.13) and (12.16) in Ref [18], where imaginary-time quantum dynamics is extensively discussed—the analogous of $\theta$ and $\theta^*$ therein are here $\mu_{\ell}^{\mu}$ and $\mu_{\ell}^{\mu\prime}$, respectively. The imaginary-time analogue of the Born rule is naturally given by the continuous-time limit of Eq. (23), which yields

$$
p(x, t) = \mu_{\ell}^{\mu}(x, t) \mu_{\ell}^{\mu\prime}(x, t),
$$

where $p(x, t) = p(x)$ with $t = \epsilon t$.

E. Example: Imaginary-time quantum interference in a classical two-slit experiment

Here we consider the specific instance of a scientist doing a classical two-slit experiment (see Fig. 3). We will see that it coincides with the imaginary-time version of the standard quantum two-slit experiment. Consider a path $\mathbf{x} = (x_0, x_1, x_2, x_3)$ that starts at the source located at $x_0 = 0$ at $t_0 = 0$ and goes through

$$
x_1 \in \{x, \pm x\},
$$

$$
x_2 = x,
$$

and $x_3$ at times $t_1 = t_2 = t_3$, respectively, to return to $x_4 = x_0 = 0$. Here $x_1$ describes the slits and $x_3$ describes the physical correlations of the slits “internal” to the scientist in Fig. 3, so $x_3 \notin \{x, \pm x\}$ too. With this notation, following Eq. (3), the probability associated to the path $\mathbf{x}$ when both slits are open is

$$
\mathcal{P}(\mathbf{x}) = F(\mathbf{x}) \delta(x_0) b(x_1) b(x_3),
$$

where

$$
f(\mathbf{x}) = G_0(x_0, x_3) G_1(x_3, x_2) F_1(x_2, x_1) F_0(x_1, x_0)
$$

(35)
includes the factors describing the dynamics internal and external to the scientist. Furthermore,

\[ b(x') = \delta(x' - x_+ \pm t_1) + \delta(x' - x_- \pm t_1), \]

is included to enforce the constraints that \( x_1, x_3 \in \{x_+, x_-\}. \) Additionally, the Dirac delta function \( \delta(x_0) \) is included to enforce the constrains \( x_0 = 0. \) In Eq. (34) the normalization constant has been absorbed in the factors \( F_0 \) and \( G_1, \) for \( t = 0, 1. \)

If one of the two slits is closed, the particle can only go through one of them at time \( t_1. \) That is, \( x_1 = x_\pm \) where the upper and lower sign denotes the situation where the particle goes through the upper and lower slit, respectively. In this case, the physical correlate of the slit internal to the scientist also has to equal \( x_\pm, \) i.e., \( x_3 = x_\pm. \) To account for this, we have to incorporate two Dirac delta functions \( \delta(x_1 - x_\pm) \) and \( \delta(x_3 - x_\pm), \) respectively, instead of the terms \( b(x) \) and \( b(x) \) in Eq. (34). Thus, the probability associated to the path \( \mathbb{X} \) when only one slit is open is

\[ \mathcal{P}_3(\mathbb{X}) = \frac{1}{Z_3 \equiv Z_{\text{one}}} f(0, x_\pm, x_\pm) \mathcal{G}(x_0) \delta(x_1 - x_\pm) \delta(x_3 - x_\pm), \]

where \( Z_3 \) is included to guarantee the normalization of \( \mathcal{P}_3(\mathbb{X}). \)

According to this, the probability to find the particle at position \( x_2 = x \) at time \( t_2 = t \) is given by

\[ p(x, t) = \int \mathcal{P}_3(\mathbb{X}) dx_0 dx_1 dx_3 = \frac{1}{Z_{\text{one}}} f(0, x_\pm, x_\pm), \]

where

\[ Z_{\text{one}} = Z_3 \equiv \int f(0, x_\pm, x_\pm) dx, \]

ensures that \( p(x, t) \) is normalized. Due to the symmetry between slits, we have that \( Z_3 = Z_{\text{one}} \) for both \( x_\pm, \)

Following Eqs. (35) and (38) we can write

\[ \frac{1}{\sqrt{Z_{\text{one}}} F_0(x_\pm, 0) F_1(x_\pm, x_\pm)} = \sqrt{p(x, t)} e^{S(x, t)} \]

\[ \frac{1}{\sqrt{Z_{\text{one}}} G_1(x_\pm, x_\pm) G_0(0, x_\pm)} = \sqrt{p(x, t)} e^{-S(x, t)} \]

which defines the imaginary-time phases \( S_{\pm}, \) i.e.,

\[ S_{\pm}(x, t) = \frac{1}{2} \log \frac{F_0(x_\pm, 0) F_1(x_\pm, x_\pm)}{G_1(x_\pm, x_\pm) G_0(0, x_\pm)}. \]

If the two slits are open, instead, then the probability for the particle to be located at position \( x_2 = x \) at time \( t_2 = t \) is given by (see Eq. (34))

\[ p_{\text{both}}(x, t) \equiv \int \mathcal{P}_3(\mathbb{X}) dx_0 dx_1 dx_3 \]

\[ = \frac{1}{Z_{\text{both}}} \sum_{x_1, x_3} \mathcal{G}^2(x_0) \mathcal{F}^2(x_0) f(0, x_1, x_3) \]

\[ = C \left\{ \frac{1}{2} \left[ p_+(x, t) + p_-(x, t) \right] + I \right\} \]

where \( Z_{\text{both}} \) is a normalization constant, \( C = 2Z_{\text{one}} / Z_{\text{both}}, \) and

\[ I = \sqrt{p_+(x, t) p_-(x, t)} \cosh[\Delta S(x, t)] \]

with

\[ \Delta S(x, t) = S_+(x, t) - S_-(x, t). \]

The first two terms in the second line of Eq. (43) come from the elements of the sum with \( x_1 = x_3 = x_\pm \) (see Eq. (38)). The last term in the second line of Eq. (43), which is the imaginary-time interference term, comes from the elements of the sum with \( x_1 \neq x_3, \) i.e. (see Eq. (35)),

\[ f(0, x_+, x_-) = Z_{\text{one}} \sqrt{p_+(x, t) p_-(x, t)} e^{\Delta S}, \]

\[ f(0, x_-, x_+) = Z_{\text{one}} \sqrt{p_+(x, t) p_-(x, t)} e^{-\Delta S}. \]

The right hand side of these equations is obtained by using Eqs. (40) and (41).

According to Eq. (43), the sum rule of classical probability theory, i.e.,

\[ p_{\text{both}}(x, t) = \frac{1}{2} \left[ p_+(x, t) + p_-(x, t) \right], \]

is not satisfied in this context. Here the factor 1/2 yields te probability for the particle to go through one of the slits. The terms \( p_+(x) \) and \( p_-(x) \), respectively, yields the conditional probability for the particle to hit the screen at position \( x \), given that it passes through the slit at position \( x_+ \) or \( x_-, \) respectively.
So, this is analogous to the phenomenon of quantum interference. Indeed, if we change the hyperbolic cosine in Eq. (44) for a cosine, i.e., doing \( \cosh \rightarrow \cos \), Eq. (43) coincides exactly with the formula for the actual quantum two-slit experiment. In other words, Eq. (43) describes the imaginary-time version of quantum interference.

Importantly, if there are no internal dynamics, i.e., if there are no factors \( G_t \), there is no interference. This is because, in such a case, there would be no variables \( x_3 \) and so no contributions \( x_3 \neq x_1 \).

F. A few comments

To recap, we have shown that scientists can obtain a seemingly observer-independent view of the world at the price of describing it in terms of a real probability matrix that follows an imaginary-time quantum dynamics. This suggests the following conjecture or observer’s property:

O1. Embodiment: The state of an observer explicitly described as a physical object, i.e., an “observer-as-object,” (see Sec. IV C 1 below) interacting with an experimental system is given by a real probability matrix \( P_t \). The diagonal elements of \( P_t \) are the probabilities for the different outcomes of the experiment to occur. \( P_t \) follows a dynamics given by (see Eq. (17))

\[
\Delta P_t = \epsilon [J_t, P_t],
\]

(49)

where \( \Delta P_t = P_{t+1} - P_t \), \( \ell \) denotes the time step and \( \epsilon \) is the time step size.

Alternatively, scientists can also describe the world in terms of forward and backward BP cavity messages, which are formally analogous to imaginary-time wave functions and their conjugates. These forward and backward BP cavity messages, respectively, follow a BP dynamics described by the imaginary-time Schrödinger equation and its conjugate. However, we here focus on probability matrices because these directly yield probabilistic information, unlike BP messages that must be multiplied by another object—its “conjugate”—to do so.

We take this as an conjecture here, not as a given, because it is not clear at this point that our analysis applies to generic initial states. Indeed, according to Eq. (10), given a set of factors characterizing the internal and external dynamics, the initial state is restricted to \( P_0 = \tilde{F}_0 \tilde{F}_0 \cdots \tilde{F}_0 \). Of course, there is some freedom to choose the initial state if some of the factors are considered as preparing the initial state, but it is not clear that this freedom is enough to cover all possible initial states.

Of course, scientists can also use standard probability distributions, if they prefer so. However, they cannot do it in terms of a single-variable marginal, on variables \( x_t \), evolving according to a Markovian rule. Scientists would have to use a Bernstein process instead and would have to specify a two-variable marginal as initial state (see Eq. (9))—e.g., the probability for the initial and final states to have a certain value.

We have also shown how factor graph models with circular topology can be naturally described in terms of Markov-like chains formally analogous to imaginary-time quantum dynamics. These Markov-like chains are similar to the standard Markov chains, which naturally describe factor graph models with linear topology, except that the state of the system is described in terms of probability matrices rather than standard probability vectors. In this sense, Markov chains and imaginary-time quantum dynamics could be considered as instances of linear and circular causality, respectively.

Interestingly, imaginary-time quantum dynamics already displays some quantum-like features [18]. For instance, using our framework we have shown that a classical two-slit experiment can entail constructive interference. This provides a fresh perspective to think about quantum interference. When an embodied observer has information about which slit the particle goes through—e.g., when only one slit is open—this has to be reflected in the physical correlates of the experiment “internal” to her. So, the variable \( x_1 \) describing the slit, which is external to the observer, and the variable \( x_3 \), which is the corresponding physical correlate internal to the observer, must be equal, i.e., \( x_3 = x_1 \) (see Fig. 3). In this view, the imaginary-time version of quantum interference arises because, when an embodied observer cannot access any information about which slit the particle goes through, the values of \( x_1 \) and \( x_3 \) do not have to coincide even though they refer to the same “thing” (i.e., the slits). This would be true no matter the reason for which the embodied observer lacks “which-way” information. Furthermore, our approach considers the whole experimental setup, or context, from beginning to end. So, it could also potentially take account of variations of the two-slit experiments, such as delay choice or quantum erasure experiments.

Following the tradition in physics, we have focused on the dynamics external to the scientist. However, similar results can be obtained if, following the tradition in cognitive science, we focus on the dynamics internal to the scientist, instead, and consider the external system as hidden to her—this could be done by marginalizing \( \tilde{P} \) in Eq. (2) over the external paths instead of marginalizing it over the internal paths as we have done. That is, we could obtain an equation from \( \ell = n \ldots k - 1 \), similar to Eq. (11), if we focus on the physical correlates of the experimental sys-
tems, which are internal to the observer, rather than on the experimental system itself, which is external to the observer.

Up to now we have focused on the case of a well-known so-called “stoquastic” Hamiltonian $H$ (see Eq. (13)). However, we will describe more general Hamiltonians later on.

It seems natural to wonder what about actual, real-time quantum dynamics. Up to now we have considered a scientist $F$ performing an experiment with a generic physical system $S$. However, $F$ is also a physical system. So, the combined system $S_{\text{coup}} = F + S$ that we have modeled is also a physical system. In our previous analysis $S_{\text{coup}}$ appears as an observer-independent physical system. Consistency would require that such an observer also be included in the action-perception loop. It appears that properly dealing with this situation manifests aspects of a real-time quantum dynamics. We will discuss this in Sec. IV.

IV. REFLEXIVITY AND REAL-TIME QUANTUM DYNAMICS

According to the analysis in Sec. III, summarized in observer property $O1$ (see Sec. III F), scientists can in principle “escape” the action-perception loop and describe classical systems in an effective, seemingly observer-independent way by describing such systems in terms of real-valued probability matrices that follow an imaginary-time quantum dynamics. This suggests that the observer might indeed be key to the quantum formalism, as emphasized in QBism [20–22]. However, the actual quantum formalism does not take place in imaginary time, but in real time.

Here we explore how real-time quantum dynamics might relate to our model of embodied scientists doing experiments. To do so, we first rewrite von Neumann equation, Eq. (21), which is complex valued, as a pair of real equations related to its imaginary and real parts. We then show that these equations are related to the equations associated to an embodied scientist doing an experiment, Eq. (20) and its transposed via a “swap” operation. We also show how an analogous structure can naturally arise when two mirrors mutually reflect each other.

This suggests that we might obtain real-time quantum dynamics by reflexively coupling two (sets of) observers mutually observing each other. In this case, observers are relative to each other rather than observer-independent or relative to an external, unacknowledged observer. We explore this in the rest of this section. Based on an analogy with reflexive systems, we conjecture some properties characterizing an observer, and we show that these lead to a dynamics with aspects of a genuine, real-time quantum dynamics—we refer to these conjectures collectively as the reflexive coupling hypothesis.

We emphasize that this section is not to be considered as a rigorous derivation of real-time quantum dynamics from reflexivity. The reason is that, reflexivity being a subtle and scarcely studied subject, the connection between the ideas of reflexivity and the conjectures we introduce may not be completely clear. We introduce this section in this work because we find it conceptually plausible and we hope it can suggest future research on potential connections between the philosophy of mind and quantum physics. The literature on reflexive systems is rather scarce and we hope that an interdisciplinary approach to this topic could help further clarify or improve the conjectures we introduce here.

A. Von Neumann equation as a pair of real equations

Actual quantum systems are generally described by a complex-valued density matrix $\rho$ satisfying the von Neumann equation, Eq. (21). In order to explore how the actual quantum dynamics relates to the imaginary-time quantum dynamics that we have obtained, which is real-valued, here we will separate its real and imaginary parts. To do so, we use the fact that the density matrix and the Hamiltonian are Hermitian operators, i.e., they are equal to their adjoints: $\rho^\dagger = \rho$ and $H^\dagger = H$. We will focus here on the common case where the adjoint operation $\dagger$ is given by the combination of transpose $T$ and complex conjugate $*$ operations, e.g., $[\rho^\dagger](x, x') = \rho(x', x)^*$. In this case we can write

$$\rho = P_{s} + P_{a}/i,$$  \hspace{1cm} (50)

where $P_{s} = P_{s}^T$ and $P_{a} = -P_{a}^T$ are, respectively, some generic real-valued symmetric and antisymmetric matrices. Without loss of generality, we can write $P_{s} = (P + P^T)/2$ and $P_{a} = (P - P^T)/2$ as the symmetric and antisymmetric parts of a generic real matrix $P$. Since the diagonal elements of $P$ and $P^T$ are the same, these are equal to the diagonal elements of $\rho$. That is, the diagonal elements of $P$ are the actual probabilities encoded in $\rho$. So, when the off-diagonal elements of $P$ are non-negative, $P$ is a probability matrix like those we use in Sec. III.

We can write an equation for the Hamiltonian similar to Eq. (50), i.e.,

$$H = -\hbar J_{s} - \hbar J_{a}/i,$$  \hspace{1cm} (51)

where $J_{s} = (J + J^T)/2$ and $J_{a} = (J - J^T)/2$ are the symmetric and antisymmetric parts of a generic real matrix $J$. We write $H$ in terms of $J$ so we do not have to worry about $\hbar$ below. When $J$ can be interpreted in probabilistic terms as above, e.g., when $H$ is
given by Eq. (13), it is a dynamical matrix, with non-negative off-diagonal entries, much like those we used in Sec. (III). This suggests that \( P \) and \( J \) might actually be the most suitable objects to explore the potential relationship between genuine, real-time quantum dynamics and our framework.

Introducing \( g = P_s + P_a/i \) and \( H = -\hbar J_s - \hbar J_a/i \) in von Neumann equation, Eq. (21), and separating the real and imaginary parts, we get a pair of real-valued equations for \( P_s \) and \( P_a \), i.e.

\[
\frac{\partial P_s}{\partial t} = [J_s, P_s] + [J_a, P_a], \tag{52}
\]

\[
\frac{\partial P_a}{\partial t} = -[J_s, P_s] + [J_a, P_a]. \tag{53}
\]

Adding and subtracting Eqs. (52) and (53) we get an equivalent pair of equations for \( P \) and \( P^T \), i.e.,

\[
\frac{\partial P}{\partial t} = -[J_s, P^T] + [J_a, P], \tag{54}
\]

\[
\frac{\partial P^T}{\partial t} = [J_s, P] + [J_a, P^T]. \tag{55}
\]

Notice that Eq. (55) is the transposed of Eq. (54).

If the terms \(-[J_s, P^T]\) in Eq. (54) and \([J_s, P]\) in Eq. (55) were swapped, Eqs. (54) and (55) would become

\[
\frac{\partial P_{\text{swap}}}{\partial t} = [J, P_{\text{swap}}], \tag{56}
\]

\[
\frac{\partial P_{\text{swap}}^T}{\partial t} = -[J^T, P_{\text{swap}}^T]. \tag{57}
\]

since \( J = J_s + J_a \), which are the imaginary-time von Neumann equation, Eq. (20), and its transpose. According to our previous results, the former can be associated to an embodied scientist doing an experiment and the latter to the time reversal process.

So, it seems that this swap operation might help us bridge our approach with real-time quantum mechanics. For simplicity, since this swap operation only involves the terms with \( J_s \), we will first focus on these terms by doing \( J_a = 0 \) for now. So, taking \( J_a = 0 \), discretizing Eqs. (56) and (57) for convenience and dropping the subindex “swap”, we have

\[
\Delta P_t = \epsilon[J_s, P_t], \tag{58}
\]

\[
\Delta Q_t = -\epsilon[J_s, Q_t]. \tag{59}
\]

where \( Q_t = P_t^T \). Intuitively, Eqs. (58) and (59) are related by a time-reversal, \( \epsilon \iff -\epsilon \) i.e., if Eq. (58) describes the circular process in Fig. 2C in a clockwise direction, then Eq. (59) will describe it in a counterclockwise direction. We will explore this further later on.

B. Reflexive coupling: An analogy with mirrors and video feedback

1. An analogy with mirrors

We have seen that a swap operation turns genuine real-time quantum dynamics, given by Eqs. (54) and (55), into two independent imaginary-time quantum dynamics, given by Eqs. (56) and Eq. (57) which are analogous to the equation describing an embodied observer, Eq. (20), and its transposed. A similar structure appears when studying reflexive systems such as mirrors. It will then be useful to discuss some aspects of mirror reflection.

In this analogy with mirrors, “reflection” is analogous to “experience” or “observation”. That is, mirrors reflecting objects are analogous to observers experiencing or observing phenomena. In a sense, observers could also “reflect” phenomena by communicating them either through language at the conscious level, which is supported by physical processes such as air vibration patterns or ink patterns on paper, or through bioelectric signals at the unconscious level. Untrained observers and trained scientists, respectively, would be analogous to stained and stainless mirrors. We will focus on the latter.

Let us begin with some basic physics of mirror reflection. Consider the process of seeing an arbitrary object on a mirror—say, a dog (see Fig. 4A). When light hits a dog, it induces some physical changes in the dog. Those changes can be energy changes—e.g., some atoms of the dog’s body absorb photons and get excited. Such changes produce other physical changes—e.g., the dog’s excited atoms can emit photons and relax. These changes in turn generates new light that hits the mirror inducing some physical changes—e.g., the mirror’s silver atoms absorb photons, get excited, and then re-emit those photons. Those changes produce more light which can hit the observer’s eyes producing some physical changes in the eye’s atoms. Finally, these changes can induce changes in the patterns of neural activity, changes that correlate with the experience of seeing the dog reflected on the mirror.

In summary, physical changes in the dog induce physical changes in the mirror which, through the observer’s eyes, induces changes in the observer’s neural patterns. These neural changes correlate with the experience of seeing the dog reflected in the mirror. In line with this, the first aspect of mirror reflection that we want to consider is the following:

M1. Mirrors reflect objects via physical changes—internal and external. A mirror reflects an object via the physical changes that light induces on the object. These changes, which are external to the mirror, generate light that induces physical changes on the mirror.
FIG. 4: Some properties of mirrors: (A) How do mirrors reflect objects? When light hits an arbitrary object, say a dog, physical changes in the dog induce physical changes in the mirror which, through the observer’s eyes, induces changes in the observer’s neural patterns. These neural changes correlate with the experience of seeing the dog reflected in the mirror (see text). (B) Mirrors can indirectly reflect themselves. (C) If there is an object in between the two mutually reflecting mirrors (here a light bulb), they can reflect that object as well as each other reflecting that object. Mirrors A and B as well as the light bulb could also be a reflection in other mirror—say, the black rectangle in which the figure is framed. Importantly, if the object is moving, say, towards outside the page (denoted here by ⊙) then it would appear to the (red) mirror A as moving from left to right and to the (blue) mirror B as moving from right to left instead. We refer to this as an “apparent time reversal.” (D) If there is no reflexive coupling between mirrors, i.e., if the mirrors are not facing each other, but are rather parallel to each other, there is no “apparent time reversal” as they reflect the object moving in the same direction. (E) Mirrors cannot directly reflect themselves.

These new changes, which are internal to the mirror, in turn generate light that induces physical changes on the observer. These latter changes correlate with the experience of seeing the object reflected on the mirror (see Fig. 4A). In directly reflecting an object, the mirror engages two rays of light: one incoming and one outgoing (red and blue arrows in Fig. 4A, respectively).

Accordingly, we will denote an arbitrary mirror A reflecting a generic object \( X \) as

\[
\Delta M^A = \Delta O^X|_A \equiv \Delta O^X_A,
\]

to emphasize that mirror reflection takes place via changes. Here the rectangle with subindex \( A \) denotes mirror A. To avoid cluttering the paragraphs with
rectangles, we have also introduced the alternative notation of a vertical bar with subindex A (i.e., $\Delta A$) to denote reflection in mirror $A$. We will use the same vertical bar to denote the analogue of reflection in other analogies, i.e., experience or observation in the case of observers, and recording-and-displaying in the case of video-systems.

So, mirrors can take objects as “input,” so to speak, and output their reflection. Importantly, an arbitrary mirror $A$ can also be the object being reflected by another arbitrary mirror $B \neq A$—this is denoted as $\Delta M^B = \Delta M^A|_B$. In this sense, mirrors are analogous to computer programs or Turing machines. Indeed, computer programs not only take data as input, process them, but they (or, more precisely, their code) can also be the data that other computer programs take as the input to process. The former is an active role in that mirrors and computer programs perform a function—i.e., to reflect objects and to process data, respectively. The latter is a passive role in that mirrors and computer programs are just objects and data, respectively, that do not perform any function at all—rather, a function is performed on them. We can summarize this property of mirrors as follows:

**M2. Mirrors play both active and passive roles.** A mirror can both reflect other objects and be the object reflected by other mirrors. The latter is a passive role: mirror as object. The former is an active role: mirror as object-reflecting “subject,” so to speak—here “subject” is used in a strict technical sense as the opposite of object.

It is well known that two mirrors can recursively reflect each other, producing a so-called “infinite mirror” effect (see Fig. 4B). If there is an object in between the two mirrors, each mirror will reflect both the object and the other mirror reflecting the object (see Fig. 4C). In this way, mirrors can indirectly reflect themselves, even though they cannot directly do so (see Fig. 4E). Importantly, the infinite mirror effect appears due to the size distortion, each image appearing smaller than the previous one in the recursion. We do not expect a similar distortion to occur in the case of observers.

This bring us to the next two properties of mirrors that we want to highlight:

**M3. Mirrors can indirectly reflect themselves by reflexively coupling to other mirrors.** According to M1, physical changes in mirror $A$ can induce changes in mirror $B \neq A$, which can in turn induce further changes in mirror $A$. At this point, mirror $A$ is reflecting an image of itself. However, in contrast to the direct reflection described in M1, here mirror $A$ engages four rays of light instead of two: two incoming and two outgoing (see Fig. 4B). In this sense, mirror $A$ indirectly reflects an image of itself. Moreover, this process of mutually reflecting the physical changes of each other continues ad infinitum, producing the well-known “infinite mirror” effect—this effect is due to size distortion and is not expected to occur in the case of observers. Importantly, each of these changes is external to one mirror and internal to the other; none of these changes can be both internal and external to the very same mirror (see Fig. 4B). If there is an object in between the two mirrors, each mirror will reflect both the object and the other mirror reflecting that same object (see Fig. 4C).

**M4. Mirrors cannot directly reflect themselves.** This would imply that the associated physical changes can simultaneously be both internal and external to the very same mirror, contradicting the situation described in M3 (see Fig. 4E). Similarly, a mirror cannot directly reflect its own internal changes because these are the very changes that allow the mirror to reflect any external changes at all—i.e., changes induced by light on objects external to the mirror. There is nothing mystical about this. This does not imply that the mirror is not a physical object; of course, it is. It only implies that the mirror’s internal changes are fundamentally inaccessible to the mirror itself, they will always remain implicit—of course, these changes can be accessed and reflected by another mirror (see Fig. 4B).

Property M4 suggests that every perspective has a blindspot. The situation is analogous to that of an eye that can directly “see” any objects in its visual field, but it cannot directly see itself—of course, it can “see” an image of itself, say, in a mirror.

To formalize the situation illustrated in Fig. 4C, consider two mirrors $A$ and $B$ which are reflected by other mirrors, say $W$ and $W'$, respectively. That is,

$$\Delta M^W = \Delta M^B|_W \equiv \Delta M^B|_{W'}. \quad (61)$$

$$\Delta M^{W'} = \Delta M^A|_W \equiv \Delta M^A|_{W'}. \quad (62)$$

In the particular case in which $W = A$ and $W' = B$, Eqs. (61) and (62) describe the situation illustrated in Fig. 4C when mirrors $A$ and $B$ mutually reflect
each other, i.e.,

\[
\Delta M^A = \Delta M^B \big|_A \equiv \frac{\Delta M^B}{A}, \quad (63)
\]

\[
\Delta M^B = \Delta M^A \big|_B \equiv \frac{\Delta M^A}{B}. \quad (64)
\]

Equation (64) indicates that mirror \( B \) is reflecting mirror \( A \). Introducing this into Eq. (63) yields \( \Delta M^A = \Delta M^A \big|_B \). Similarly, Eq. (63) indicates that mirror \( A \) is reflecting mirror \( B \). Introducing this into Eq. (64) yields \( \Delta M^B = \Delta M^B \big|_A \). Continuing this process recursively yields the infinite-mirror effect, i.e.,

\[
\Delta M^A = \frac{\Delta M^B}{A}, \quad (65)
\]

\[
\Delta M^B = \frac{\Delta M^A}{B}. \quad (66)
\]

Importantly, Eqs. (65) and (66) seems to describe a situation of two empty mirrors reflecting each other, but no other generic objects like the light bulb in Fig. 4C. However, this is not so. It appears to be so because we have left the other generic object implicit to avoid cluttering the notation.

It will be useful to explicitly consider the case shown in Fig. 4C of two mirrors reflecting an object moving parallel to the mirrors towards outside the page (denoted in the figure by \( \bigcirc \)). If mirror \( A \) reflects the object as moving from its left to its right (see Fig. 4C), then mirror \( B \) reflects the object as moving in an opposite direction, i.e., from its right to its left. In this case, Eqs. (65) and (66) can be written more precisely as

\[
\Delta M^A = \Delta M^B \big|_A, \quad (67)
\]

\[
\Delta M^B = \Delta M^A \big|_B. \quad (68)
\]

Here the arrows \( \leftarrow \) and \( \rightarrow \) are used to indicate that if an object appears moving in one direction in one of the mirrors, it would appear moving in the opposite direction in the other mirror. If we unleash the recursion of Eqs. (63) and (64) we get

\[
\Delta M^A = \frac{\Delta M^B}{A}, \quad (69)
\]

\[
\Delta M^B = \frac{\Delta M^A}{B}. \quad (70)
\]

Notice that if there is no reflexive coupling between mirrors, i.e., if the mirrors do not face each other, there is no arrow inversion (see Fig. 4D). This brings us to the next mirror property we want to highlight:

**M5. Mirrors’ reflexive coupling involves an “apparent time-reversal”:**

Consider two reflexively coupled mirrors, \( A \) and \( B \), reflecting an external object. If the reflected object appears to move from left to right for mirror \( A \), it would appear to move from right to left for mirror \( B \). So, if from \( A \)’s perspective the object has velocity \( v \), then from \( B \)’s perspective the object is moving with velocity \(-v\). We will refer to this as an “apparent time-reversal.” Alternatively, if mirror \( A \) registers a change in position \( \Delta x^A = \epsilon v \) then mirror \( B \) registers a change in position \( \Delta x^B = -\epsilon v \) in this case we could also say that the “apparent time reversal” is manifested in the change \( \epsilon \rightarrow -\epsilon \).

Of course, the object could move in a diagonal direction and only the horizontal component would be inverted. However, we have to keep in mind that this is only an analogy. We are taking into account only one dimension, the horizontal one, because in the reflexive coupling of observers there would also be only one dimension that is inverted, i.e., the temporal labels.

**2. An analogy with video feedback**

To better understand the reflexive coupling between observers, we now resort to a more formal analogy with video-systems (see Fig. 5A). In this analogy, each mirror is analogous to a system composed of a video camera connected to a video screen. A mirror receiving light emitted by an object is analogous to the video camera of a video-system recording an object, and that same mirror reflecting the light received is analogous to the video screen displaying the object recorded by the video camera attached to it. In Fig. 5A the video camera of system \( A \) records the video screen of system \( B \) and vice versa. While the video camera of a single system can record the video screen of that same system (see Fig. 5B), the video camera cannot record itself. So, a video-system
composed of both video camera and screen, which together are the analogue of a mirror, cannot completely record-and-display itself either.

Crutchfield [23] analyzed the case shown in Fig. 5B, where only one video camera records the very same screen to which it is connected. He formalized the situation along the following lines: Let \( \Lambda \) be the image displayed in the screen at time step \( \ell \); that is, \( \Lambda \) is a squared array of pixels, where each pixel can be any gray color, from white to black. The image at the next time step, \( \ell + 1 \) is given by \( \Lambda_{\ell+1} = \alpha \Lambda_{\ell} + \epsilon \mathcal{D}(\Lambda_{\ell}) \). The first term in the right hand side characterizes the memory of the system—when \( \alpha = 0 \) the system does not remember the previous image. Here we are interested only in the case with \( \alpha = 1 \). For this reason we will omit \( \alpha \) from now on.

So, the video-system in Fig. 5B satisfies the equation
\[
\Delta \Lambda_{\ell} = \epsilon \mathcal{D}(\Lambda_{\ell}), \tag{71}
\]
Here \( \Delta \Lambda_{\ell} \equiv \Lambda_{\ell+1} - \Lambda_{\ell} \), \( \epsilon \) is the time step size and the function \( \mathcal{D} \), characterizing the recording-and-displaying relation, can include, e.g., a rotation or a scaling of the image at time step \( \ell \)—i.e., by rotating or zooming in or out the video camera, respectively. The time step size, \( \epsilon \), is introduced because we are interested in the limit \( \epsilon \to 0 \) when this difference equation becomes a differential equation.

As we already mentioned, the single video-system shown in Fig. 5B and described by Eq. (71) cannot record-and-display an image of itself since the video camera cannot record itself. A reflexive coupling between two video-systems, like two mirrors reflecting each other, can record-and-display an image of itself. In analogy with mirrors, we here denote by \( \Delta \) the changes in \( A \) as recorded-and-displayed by the video-system \( B \)—these changes are external to the video-system \( B \), as emphasized by the superindex “e.” In this case \( \Delta^\epsilon A^B_{\ell} \equiv \epsilon \mathcal{D}_B(\Lambda^B_{\ell}) \). Furthermore, the arrow \( \to \) plays a role analogous to the arrow in Eq. (68), i.e., it indicates that Eq. (73) is one of a pair describing the reflexive coupling between video-systems \( A \) and \( B \). So, a reverse arrow \( \leftarrow \) is analogous to the arrow in Eq. (67).

To complete the reflexive coupling we have to consider the case where \( A \) and \( B \) play the complementary roles of the “subject” that records-and-displays and the object being recorded-and-displayed. Again, here the word “subject” is used in a strict sense to denote the opposite of object. In analogy with Eq. (73), this yields the equation
\[
\Delta^\epsilon A^B_{\ell} = \Delta^\epsilon B^A_{\ell} \equiv \epsilon \mathcal{D}_A(\Lambda^A_{\ell}). \tag{74}
\]
Equations (73) and (74) are analogous to Eqs. (68) and (67) for mirrors. They implement the reflexive coupling between the video-systems \( A \) and \( B \).

C. Reflexive coupling: Observers mutually observing each other

1. Scientists doing experiments are observed by other scientists

Physical experiments are usually described as observer-independent systems (see Fig. 6A). This work aims at understanding how can scientists escape the action-perception loop to establish such a seemingly observer-independent science. To do so, we have been investigating the circular interaction between a scientist, Fabienne \( (F) \), and an external physical system, \( S \) (see Fig. 6B; see also Figs. 1B and 2A). Now, not only \( S \), but also Fabienne are physical systems. So, the coupled system, \( S_{\text{coup}} = F + S \), constituted by the scientist, \( F \), interacting with the experimental system, \( S \), can be considered as a physical system too.

This brings us back to the beginning of this work: we should not \textit{a priori} describe any physical system—in particular \( S_{\text{coup}} \)—as an observer-independent system. For our approach to be consistent we have to take into account the observer that observes \( S_{\text{coup}} \)—let us call this observer Wigner \( (W) \); see Fig. 6C). That is, Wigner and \( S_{\text{coup}} \) are in principle also part of an action-perception loop. The role of Wigner is typically played by cognitive scientists who observe other human beings interact with the world—indeed, figures like Fig. 6B are common in the cognitive science literature. So, we need to ask: How can cognitive scientists too escape the action-perception loop and properly describe the coupled systems of humans and their surroundings as observer-independent systems?
FIG. 6: Escaping the infinite regress via the first-person perspective (figures A–D are nested): (A) Traditionally, physics focuses on the experimental system alone (inner green dashed box), effectively ignoring the observer. (B) Traditionally, cognitive science focuses on the observer (Fabbiene, Wigner’s friend) interacting with an experimental system (middle orange solid box), ignoring the external observer (Wigner) that observes the former. (C) Rovelli’s RQM [14] hints at the need to take explicit account of Wigner, as we do here. (D) However, this more relational perspective would still ignore the observer who is looking at Wigner. By adding another observer (Rovelli) we are headed to an infinite regress (cf. Fig. 5.1 in Ref. [24]). One way to escape the infinite regress is by distinguishing between the first- and third-person perspectives, between observer-as-subject and observer-as-object (see text). (E) Please imagine that you still ignore the observer who is looking at Wigner. By adding another observer (Rovelli) we are headed to an infinite regress. That is, we would have to keep on adding external observers ad infinitum.

Indeed, much like experimental systems in physics, cognitive systems are often described in the literature as observer-independent.

Interestingly, this approach is in line with Rovelli’s relational interpretation of quantum mechanics (RQM), which posits that “the fact that a certain quantity \( q \) has a value with respect to [an observer \( F \)] is a physical fact; as a physical fact, its being true, or not true, must be understood as relative to an observer, say [\( W \)].” [14] (see Sec. II D therein). However, in RQM observers are considered as generic quantum system—i.e., as far as physics is concerned, there are no relevant differences between electrons and observers. In contrast, here we are treating observers as classical cognitive systems.

Figure 6C illustrates this. It shows a cognitive scientist (Wigner) looking at another scientist (Fabbiene, Wigner’s friend) doing an experiment. In principle, we should build a model of Wigner interacting with his friend and the experimental system. But then again the coupled system \( S_{\text{coup}} = W + S_{\text{coup}} \) of Wigner, his friend and the experimental system is also a physical system and would therefore be relative to another unacknowledged external observer. In principle, we could also make explicit such an additional external observer (Rovelli in Fig. 6D), but then we would be headed to an infinite regress. That is, we would have to keep on adding external observers ad infinitum.

This brings us to a potentially subtle point. We conjecture that one way to escape such an infinite regress involves two steps. First, we have to distinguish that observers, similar to mirrors, can play complementary roles as objects and as object-experiencing “subjects”—here the word “subject” is used in the strict technical sense of the opposite of object. Second, we have to implement a reflexive coupling between two (sets of) observers mutually observing each other.

Let us now describe the first of these two steps in more detail. Please look at Fig. 6E and imagine that you are experiencing the situation depicted in it—that is, imagine that you play the role of the man in Mach’s self-portrait. From a cognitive science perspective, when you look at the system \( S_{\text{coup}} = F + S \) depicted in Fig. 6E there is a physical interaction between you and \( S_{\text{coup}} \)—e.g., light reflected from \( S_{\text{coup}} \) interacts with your eyes. Such a physical interaction generates physical processes inside you that correlate with your experience of observing \( S_{\text{coup}} \)—e.g., the corresponding neural correlates of that experience. If there were no interaction between \( S_{\text{coup}} \) and you, it would not be possible for neural processes inside you to correlate with the experience of \( S_{\text{coup}} \). Such correlations are built through (direct or indirect) physical interactions.
Notice that your physical interaction with $S_{\text{coup}}$ and the physical processes generated inside you remain unobservable or implicit to you, even though they play a key role in your ability to experience $S_{\text{coup}}$. In other words, you cannot simultaneously observe both $S_{\text{coup}}$ and the physical correlates associated to your experience of observing $S_{\text{coup}}$. Let $\{S_{\text{coup}}\}$ denote the latter. If you were to simultaneously observe both $S_{\text{coup}}$ and $\{S_{\text{coup}}\}$ you would not be observing $S_{\text{coup}}$ anymore, but a different object, i.e., $S_{\text{coup}}+\{S_{\text{coup}}\}$, and there would be new physical correlates associated to this new experience, i.e., $\{S_{\text{coup}}+\{S_{\text{coup}}\}\}$. Please remember that here we do not want to jump ahead with assumptions, but to try to model things as explicitly as possible. So, we do not want to a priori neglect any physical processes associated to you in this example. Rather, we want to understand a posteriori how it is that we can do so, if indeed we can.

Thus, observers can play two different roles. One is the role that Fabienne, $F$, plays for you, dear reader, when you look at Fig. 6E: she appears to you as an explicit physical system, external to you, which therefore you can in principle model in full mechanical detail. In this sense, Fabienne plays the role of an object of observation for you, or from the perspective of any other observer different from Fabienne. This is analogous to the role a mirror plays when it is the object being reflected by another mirror—i.e. mirror as object (see mirror’s property M2).

Instead, like mirrors that cannot directly reflect themselves, observers cannot directly, simultaneously, fully observe themselves. When you observe an object, there are key physical processes associated to you, which enable you to experience the observed object, and yet remain unobservable or implicit to you. Those physical processes do not appear to you as an object of observation. So, we will technically say that the role you play for yourself is that of a “subject”—in the strict technical sense of the opposite of object, or not an object of observation for you. Of course, those physical processes can in principle appear to others as objects of observation, but not to you. There is nothing mysterious here. We have already described the mirror analogue of this in mirror properties M1 and M2.

In sum, from a third-person perspective (3PP), observers appear as objects of observation. From a first-person perspective (1PP), instead, observers cannot fully appear as objects of observation. There are physical processes that cannot be observed from a 1PP because they are the very processes that enable observers to experience any object at all. Let us summarize this in the following conjectures or observer’s properties:

**O2. Observer-as-object:** this is how an observer appears to other observers—from a 3PP—i.e., as an explicit physical system or “object” that can be directly experienced by other observers. So, an observer-as-object can be modeled with an explicit mechanical model. When referring to a particular observer-as-object Wigner we can say “Wigner-as-object” for short and denote it W, as usual.

**O3. Observer-as-subject:** this is how an observer appears to herself—from a 1PP—i.e., as an implicit physical system or “subject” that can directly experience objects, including other observers-as-objects, but cannot directly experience key physical processes associated to herself—e.g., she cannot directly experience both a dog and the physical correlates associated to her experience of that dog. However, in principle she can indirectly experience those key aspects of herself via, e.g., a picture of them. When referring to a particular observer-as-subject, say, Wigner, we can say “Wigner-as-subject” and denote it as $\mathcal{F}_W$—we will explain this notation below. An observer-as-subject cannot be modelled in terms of objects following cause-effect mechanisms (see below and observer’s property O4).

Let us now explain the notation $\mathcal{F}_W$ for an observer-as-subject $W$. Please imagine again that you, dear reader, take the role of observer-as-subject and look at $F$ in Fig. 6E from your own 1PP. You can refer to that experience as “I observe $F$”—here you are describing yourself from a 1PP as a subject, as an “I.” In contrast, if Wigner looks at you, while you observe $F$, you can be referred to by Wigner as “he observes $F$”—here you are being described from a 3PP as an “object,” as a “he.”

In analogy with this, we will use the word $I_W$ to refer to observer-as-subject $W$ or, more precisely, to $W$’s 1PP. However, to emphasize that an observer-as-subject cannot directly, fully appear to himself as an object of observation, we will cancel this expression, i.e., $\mathcal{F}_W$. This notation is inspired in Heidegger’s sous erasure. We can use the convention that the black rectangle on which Fig. 6E is framed, i.e., $\mathcal{W}$, refers to the observer-as-subject and neglect Mach’s self-portrait for simplicity. The letter $W$ at the bottom right of that rectangle makes explicit to which observer-as-subject we are referring to—so, $\mathcal{F}_W = \mathcal{W}$ Again, we should not fall into the trap of thinking that the rectangle is the observer-as-subject. Doing so would immediately turn the observer-as-subject into an object of observation, and we would fall back into the infinite regress of Figs. 6A-D. In this respect, the symbol $\mathcal{F}_W$, or the rectangle framing the figure, play a role analogous to that of
the number 0 in that it does not denote a thing but an absence of thing (cf. Ref. [25] ch. 0). Finally, we will use \([4W]\) to denote those physical processes that remain unobservable or implicit to observer-as-subject \(I_W\).

An analogy with consciousness neuroscience would help us be more precise. According to consciousness neuroscience a person, say Wigner, can process information about an external system, \(S\), either consciously or unconsciously. In both cases Wigner has information about \(S\) in the sense that \(S\) “can be invariantly recognized and influence motor, semantic, and decision levels of processing” [26]. For this to be possible, in both cases there must be physical correlates that allows Wigner to identify the system \(S\), i.e., to discriminate \(S\) as different from any other system \(S’ \neq S\)—let us denote these physical correlates as \([S]\). However, in the case of conscious processing Wigner additionally notices the presence of \(S\) and can reliably report its identity—in the case of unconscious processing this does not happen. For this to be possible, besides \([S]\) there must be other physical correlates that allows Wigner to notice and report the identity of \(S\). These are the so-called neural correlates of consciousness and are somewhat analogous to \([4W]\) here.

Perhaps a better analogy is with Thompson’s recent neurophenomenological perspective that, instead of the conscious/unconscious taxonomy, proposes to distinguish between experience-as-such—the mere potential to experience something—and the contents of experience [10]. Here \(I_W\) might be taken as the analogue of experience-as-such. Importantly, for Thompson experience-as-such cannot become a content of experience because it is the very precondition for experiencing any content at all. In a sense, it is always in the background. This is somewhat analogous to mirror’s property \(M4\) and to the fundamental unobservability of \([4W]\).

In analogy with this, we assume that the physical correlates of an experience, \([S] = [S] + [4W]\) are of two kinds, those that allows us to discriminate a content of experience from any other content of experience, \([S]\), and those who allows us to experience any content at all, \([4W]\). In our approach what specifies the system \(S\) and the corresponding physical correlates, \([S]\), is the Hamiltonian function, \(H\). In contrast, \([4W]\), which is present in any conscious experience, cannot be turned into an object of observation but, as we will conjecture, could be modeled implicitly as all-pervasive, irreducible fluctuations characterized by the analogue of Planck’s constant. Again, we do not want to jump ahead with assumptions and neglect \([4W]\) a priori. Of course, we can neglect it a posteriori if the analysis suggests so.

To summarize, when an observer-as-subject \(I_W\) observes an observer-as-object \(F\) interact with an experimental system \(S\), the degrees of freedom associated to \(F\) and \(S\) are in principle accessible to \(I_W\), but the degrees of freedom associated to \([4W]\) are not. The situation is somewhat analogous to that of a mass attached to a mechanical spring which is immersed in a gas. We can usually build an explicit mechanical model of the mass attached to the spring because the corresponding degrees of freedom are easily accessible. In this sense, the mass attached to the spring is analogous to \(S_{\text{coup}} = F + S\), which is directly accessible to an observer-as-subject. In contrast, the degrees of freedom associated to the gas are in practice inaccessible because there are too many molecules to track. In this sense, the gas is analogous to \([4W]\), which is also inaccessible to an observer-as-subject.

Physicists usually deal with this situation by modeling the gas as a thermal bath whose exchanges of energy with the mass and the spring are modeled statistically as random fluctuations, or noise, characterized by a temperature parameter. We could follow a similar strategy and model \([4W]\) as a kind of thermal bath whose exchanges of energy with \(F + S\) are modeled statistically as random fluctuations, or noise, characterized by a temperature-like parameter. This suggests that the parameter \(\Gamma\) in Eq. (5) can be interpreted precisely as this temperature-like parameter (see \(W\) in Fig. 6E; cf. Fig. 6F).

The analogy is even closer if instead of a mass-spring system in a gas, we consider a Brownian particle immersed in a fluid. Here, again, we can build an explicit mechanical model of the Brownian particle—in this case, the model is simply that of a free particle that would move with constant velocity, except for its interactions with the molecules of the fluid. In this sense, the Brownian particle is analogous to \(F + S\). The fluid, like the gas, can be modeled as random fluctuations, or noise, that change the velocity of the Brownian particle and are characterized by a diffusion constant, \(D\).

If the Brownian particle is at position \(x\) at a given time step \(t\), at the next time step, \(t + \epsilon\), it would be in position \(x’\) with probability \(P_{\text{Brown}} = e^{-(x’-x)^2/4Dt}/Z\), where \(\epsilon\) is the time step size and \(Z\) is the normalization constant. Notice that \(P_{\text{Brown}}\) have the exact same mathematical form as Eq. (5) for the case of a free particle—i.e., when \(V(x) = 0\) in Eq. (1). The role of \(D\) is played by \(\Gamma/2m\), where \(m\) is the mass of the free particle. The analogy can be taken further if we notice that the diffusion coefficient can be written as \(D = \kappa(T/\eta)/r\), where \(r\) is the radius of the Brownian particle, while \(T\) and \(\eta\) are the temperature and viscosity of the fluid—\(\kappa\) is a constant. So, \(m\) is analogous to \(r\) in that they both characterize the accessible degrees of freedom, and \(\Gamma\) is analogous to \(T/\eta\) in that they both characterize the inaccessible degrees of freedom.

There is an important difference, though, between the inaccessibility of the degrees of freedom of an observer-as-subject \(W\), i.e., \([4W]\), and the inacces-
sibility of the molecular degrees of freedom of a fluid or a gas. Indeed, the latter are inaccessible only in practice, i.e., we could access them if we have powerful enough technologies. In contrast, Wigner’s own degrees of freedom are always inaccessible to him, i.e., they are fundamentally inaccessible to Wigner. Interestingly, this is in line with the idea that the randomness associated to quantum physics is irreducible, i.e., that it cannot be described in terms of lower level mechanisms—like the fluid’s molecular collisions in the case of a Brownian particle.

Importantly, in spite of their irreducibility we can still in principle infer the influence of the inaccessible degrees of freedom on the accessible ones by measuring the random fluctuation of the latter. This is analogous to our ability to measure the temperature associated to quantum physics is irreducible, i.e., that it cannot be described in terms of lower level mechanisms—like the fluid’s molecular collisions in the case of a Brownian particle.

Let us summarize this in the following conjecture or observer’s property:

**O4. Observers-as-subjects can be implicitly modeled as pervasive, irreducible fluctuations:** The in-principle accessible degrees of freedom associated to objects, including observers-as-objects, can be modeled via explicit dynamical models. In contrast, the in-principle inaccessible degrees of freedom associated to an observer-as-subject can be modeled as a kind of thermal bath, or fluid, that induces noise in any object being observed by the observer-as-subject. Such pervasive, irreducible fluctuations are characterized by the temperature- or diffusion-like parameter $\Gamma$ (see Eq. (2)).

So, distinguishing between observer-as-object, $F$, and observer-as-subject, $\mathcal{F}$, allows us to stop the infinite regress because we do not need to keep on adding observers-as-objects ad infinitum. However, this step requires us to assume that observers play complementary roles as both subject and object. So, our description is still incomplete because we are taking account of $F$ as an object but not as a subject and of $W$ as a subject but not as an object (see Fig. 6E). We can take full account of these complementary roles that observers play by implementing a reflexive coupling where $F$ and $W$ mutually observe each other interact with the same experimental system $S$ (see Fig. 7 where we use names Alice and Bob instead to emphasize this more symmetric situation).

This is analogous to the situation of two mirrors mutually reflecting both each other and a light bulb. As described in M3, in this situation each mirror also plays complementary roles as the object being reflected by the other mirror and the object-reflecting “subject” that reflects the other mirror. As described in M5, if for one of the two mirrors engaged in a reflexive coupling the object reflected moves with (horizontal) velocity $v$, for the other mirror it moves with velocity $-v$. We have referred to this as an “apparent time reversal.” In the reflexive coupling between two observers we conjecture there is also an “apparent time-reversal.” Before discussing the implementation of the reflexive coupling, let us discuss in more detail this “apparent time reversal.”

2. Constraints for a reliable science

Here we start discussing the reflexive coupling between two observers, ALICE = $(\mathcal{F}_A, A)$ and BOB = $(\mathcal{F}_B, B)$ (see Fig. 7). These new names and new notation highlight that we are considering the more sym-
metric situation wherein each observer plays the two complementary roles as both subject and object. We here discuss how the perspectives of ALICE and BOB, which are involved in a reflexive coupling, are related by an “apparent time reversal.” In doing so, we also point out how the reliability conditions R1–R3 in Sec. I might be incorporated in our framework. In Sec. IV C 3 we continue the discussion of the reflexive coupling.

In our relational approach what we consider the experimental system external to an observer-as-object, say ALICE (or A) in Fig. 7B, does not exist in an absolute sense. Rather it is external to ALICE in the sense that it can be experienced by other observer, say BOB (or B), different from ALICE—i.e., B ≠ A. Figure 7B describes the situation we have been considering till now, wherein BOB and his friend ALICE play the role of subject and object, respectively. From BOB’s IPP, factors \( F_1 \) and \( G_1 \), respectively, correspond to BOB’s experience of the experimental system, which we here denote as \([S]_B\), and ALICE’s experience of the physical correlates of ALICE’s experience of the experimental system, which we denote as \([S]_A\), and ALICE’s experience of the physical correlates of BOB’s experience of the experimental system, which we denote as \([S]_A B\)—let us denote this situation as \([S]_B \sim F_1 \) and \([S]_A \sim G_1\); here \( \ell = 0, \ldots, n \).

Figure 7C shows the complementary situation wherein the roles of BOB and his friend ALICE are reversed—i.e., now BOB is the object being observed by ALICE-as-subject. The reliability condition R1—standardization—requires that this situation be described in the same manner. That is, we should use the same factors \( F_1 \) and \( G_1 \). Now, from ALICE’s IPP, factors \( F_1 \) and \( G_1 \), respectively, correspond to ALICE’s experience of the experimental system, \([S]_A\), and ALICE’s experience of the physical correlates of BOB’s experience of the experimental system, \([S]_B A\) —in short, \([S]_A \sim F_1\) and \([S]_B A \sim G_1\).

The reliability condition R2—intersubjectivity—requires that, at each time step, what BOB-as-subject considers as the experimental system, \([S]_B \sim F_1\), which is external to his friend ALICE, be the same as the experimental system that BOB-as-object observes via the corresponding physical correlates \([S]_B A \sim G_1\). Under an exchange of roles, the initial factor \( F_0(x_1, x_0) \), for instance, characterizing the experimental system observed by BOB-as-subject (see Fig. 7B), corresponds to the final factor \( G_0 \equiv F_{2n-1}(x_0, x_{2n-1}) \) characterizing the experimental system observed by BOB-as-object performing the experiment (see Fig. 7C). However, the latter has to be transposed because it corresponds to paths traversed in the reversed direction. More generally, we have

\[
G_\ell = F_{2n-\ell-1} = F_\ell^T; \tag{75}
\]

Here \( \ell = 0, \ldots, n \). So, here again the factors \( F_\ell \) and \( G_\ell \) are the same, except for the fact that they correspond to paths traversed in reverse directions and this manifests in a transpose operation.

This implies in particular that

\[
P_0 = \frac{1}{Z} G_0 \cdots G_{n-1} F_{n-1} \cdots F_0 = \frac{1}{Z} F_0^T \cdots F_1^T \cdots F_0. \tag{76}
\]

Reliability condition R3—truthfulness—requires that if the internal and external dynamics coincide, no observer reports to the contrary.

So, under a change in perspective there is an “apparent time reversal” in that the processes referring to one and the same observer change direction. For instance, when BOB plays the role of subject, the dynamics of the experimental system experienced by him, \([S]_B \sim F_1\), flows from \( x_0 \) to \( x_n \) (see Fig. 7B). In contrast, when BOB plays the role of object, the physical processes that refers to him are the physical correlates of his experience, \([S]_B A \sim G_1\), which flow in the opposite direction (see Fig. 7C). This “apparent time-reversal” is characterized by the transposed operation; so, \( G_\ell = F_\ell^T \). Let us summarize this in the following conjecture or observer’s property:

**O5. Observers’ reflexive coupling involves an “apparent time-reversal”:** Consider two (sets of) of observers, say A and B, engaged in a reflexive coupling. That is, B and A mutually observe each other being engaged in an action-perception loop with an experimental system (see Fig. 7). Assume that B describes the loop associated to A in a clockwise direction, via changes \( \Delta P_\ell = \epsilon [J_\ell, P_\ell] \). Then A describes the loop associated to B in a counter-clockwise direction, via the transposed changes \( \Delta P_\ell^T = -\epsilon [J_\ell, P_\ell^T] \). Alternatively, if \( \Delta P_\ell^A = \epsilon [J_\ell, P_\ell^A] \) are the changes associated to observer A, then \( \Delta P_\ell^B = -\epsilon [J_\ell, P_\ell^B] \) are the changes associated to observer B. The latter is a less restrictive assumption since the former also requires that \( P_\ell^B = (P_\ell^A)^T \). The latter assumption only requires the change \( \epsilon \to -\epsilon \) due to the inversion of the temporal labels. Any one of these two assumptions will be enough for our purposes.

### 3. Reflexive coupling and quantum dynamics with stoquastic Hamiltonians

Here we finally describe the reflexive coupling between two observers, \( \text{ALICE} = (\bigtriangleup A, A) \) and \( \text{BOB} = (\bigtriangleup B, B) \). Again, these new names and new notation highlight that we are considering the more symmetric
situation wherein each observer plays the two complementary roles as both subject and object. As I mentioned in Sec. II, the results presented in this section should not be read as a derivation of genuine, real-time quantum dynamics from reflexivity. Rather, the intention of this section is to stress the similarity between Eqs. (67) and (68) for mirrors—or Eqs. (74) and (73) for video-systems—and the von Neumann equations, Eqs. (54) and (55), for $J_0 = 0$. We here speculate on the possibility of giving this similarity a simple physical meaning, although this is not completely successful. Furthermore, in Sec. V we briefly discuss the conceptual plausibility of the reflexive coupling between observers, as illustrated in Fig. 7, in the light of some developments in the philosophy of mind.

Intuitively, in line with observer’s property O5, the dynamics of Bob-as-object, as experienced by Alice-as-subject, is the transpose of the dynamics of Alice-as-object, as experienced by Bob-as-subject. The reflexive coupling between Alice and Bob couples these two transposed dynamics via a swap operation analogous to the one that connects Eqs. (54) and (55), which are equivalent to von Neumann equations, into Eqs. (56) and (57), which are formally analogous to the equations describing an embodied observer and its transposed. In this way, the reflexive coupling leads to a dynamics that manifests aspects analogous to the equations describing an embodied observation into Eqs. (56) and (57), which are formally analogous to the equations describing an embodied observer and its transposed. In this way, the reflexive coupling leads to a dynamics that manifests aspects analogous to the equations describing an embodied observer.

Embodiment—observer’s property O1—entails that an observer-as-object interacting with an experimental system is described by a real probability matrix $P_\ell$ following a dynamics given by Eq. (49). However, in our relational approach the dynamical changes in one observer-as-object, say Alice-as-object (or $A$), are relative to, or cognized by, another observer-as-subject, say Bob-as-subject (or $B$). To make this explicit, in analogy with video-systems, we will denote this as $\Delta^e_P|_{AB} = \epsilon[J_s, P_A^\ell]$ (cf. middle and right hand sides of Eq. (73)). Here the superindex “$e$” emphasizes that these changes are external to Bob—i.e., these are the changes of Alice-as-object described from a 3PP. Furthermore, the arrow $\rightarrow$ plays a role analogous to the arrow in Eq. (68), i.e., it emphasizes that this equation is one of a pair describing the reflexive coupling between Alice and Bob. In particular, the arrow $\rightarrow$ indicates the situation illustrated in Fig. 7B, where the circular dynamics flows clockwise. A reversed arrow $\leftarrow$ is analogous to the arrow in Eq. (67). That is, it indicates that, like in the case of mirrors (see property M5), there is an “apparent time reversal” when Alice and Bob exchange perspectives (see observer’s property O5)—in other words, it refers to the situation illustrated in Fig. 7C, where the dynamics flows counter-clockwise instead.

Since Bob is also a physical system, there are physical changes internal to him that correlate with his experience of the changes of Alice-as-object, $\Delta^e_P|_{AB}$, which are external to him. Such internal physical changes should reflect the external ones. So, these changes should also be described in terms of a real probability matrix $P_\ell^B$ that describes Bob’s state at time step $\ell$. After experiencing these changes Bob’s state changes to $P_{\ell+1}^B = P_\ell^B + \Delta^e_P|_{AB}^\ell_{B}$ (cf. Eq. (72)). Importantly, like in the case of video-systems, the first term in the right hand side of this equation is $P_\ell^B$, not $P_\ell^A$, because Bob remembers his own previous state not Alice’s. In other words, before Bob experiences the changes $\Delta^e_P|_{AB}^\ell_{B}$, he is in state $P_\ell^B$. Bob’s experience of the changes of Alice-as-object is supported by physical correlates $\Delta^i_P|_{AB}^\ell_{B}$, which are internal to Bob, so $\Delta^i_P|_{AB}^\ell_{B} = \Delta^e_P|_{AB}^\ell_{B}$—here the superindex “$i$” emphasizes that these changes are internal to Bob-as-subject. These internal changes reflect the external ones, so $\Delta^i_P|_{AB}^\ell_{B} = \Delta^e_P|_{AB}^\ell_{B}$. So, in analogy with mirror property M1, we introduce the following conjecture or observer’s property:

**O6. Embodied observers experience objects via physical changes—internal and external:** In between any two time steps, $\ell$ and $\ell + 1$, the change in state of an observer-as-object, $A$, interacting with an experimental system, as experienced by an observer-as-subject, $\ell_B$, is given by

$$\Delta^e_P|_{AB}^\ell_{B} = \epsilon[J_s, P_A^\ell].$$

(77)

These changes, which are external to $\ell_B$ (as emphasized by superindex “$e$”), induce changes $\Delta^i_P|_{AB}^\ell_{B} = P_{\ell+1}^B - P_\ell^B$, which are internal to $\ell_B$ (as emphasized by superindex “$i$”) and correlate with $\ell_B$’s experience of observing those external changes. That is (cf. (73))

$$\Delta^i_P|_{AB}^\ell_{B} = \Delta^e_P|_{AB}^\ell_{B}.$$  

(78)

In other words, since observer $\ell_B = (\ell_B, B)$ is itself a physical system there are physical changes, $\Delta^i_P|_{AB}^\ell_{B}$, implicit or unobservable to Bob that allows him to experience the observer-as-object $A$.

Equation (78) ignores the role of Alice-as-subject as well as the role of Bob-as-object. We can take account of Alice’s and Bob’s complementary roles as both subject and object, without introducing any
new observers, by implementing a reflexive coupling between them. In this way, Alice’s and Bob’s descriptions are relative to each other, rather than to an unacknowledged external observer. As discussed in Sec. IV C 1, introducing such an external observer as an object would require us to introduce yet another observer that observes the former, which would result in an infinite regress.

To implement the reflexive coupling, we have to consider the case where Alice and Bob play the complementary roles of the subject who observes and the object being observed, respectively. In analogy with Eq. (78), this yields the equation \( \Delta^t P^A_\ell = \Delta^t P^B_{\ell + 1} \), with \( \Delta^t P^A_\ell = P^A_{\ell + 1} - P^A_\ell \). This equation is the analogue of Eq. (67) for mirrors. Again, the reverse arrow \( \leftarrow \) indicates that there is an “apparent time reversal” (see observer’s property O5 and Figs. 7C; cf. the analogous mirror’s property M5). So, we introduce the following conjecture or observer’s property:

**O7. Reflexivity:** To describe the world from within, without any reference to external observers, two (sets of) observers must implement a reflexive coupling where they mutually observe each other (see Fig. 7). In analogy with Eqs. (67) and (68), this is described by the pair of equations:

\[
\Delta^t P^A_\ell = \Delta^t P^B_{\ell + 1}, \quad (79)
\]

\[
\Delta^t P^B_\ell = \Delta^t P^A_{\ell + 1}. \quad (80)
\]

So, the reflexive coupling implements a swap operation analogous to the one that turned Eqs. (54) and (55), which are equivalent to von Neumann equation, into Eqs. (56) and (57), which are formally analogous to the equations describing an embodied observer and its transposed—again, in this section we are considering the case of symmetric dynamical matrices, i.e., \( J_0 = 0 \) so \( J = J_0 = J^T_0 \).

We will now explore in what sense Eqs. (79) and (80) are indeed formally analogous to von Neumann equation. To begin, the right hand side of Eq. (80), which is given by Eq. (77), describes a situation analogous to that illustrated in Fig. 7B, where Alice and Bob, respectively, play the role of object (like F in Fig. 6E), and subject (like W in Fig. 6E). With this convention, the right hand side of Eq. (79), \( \Delta^t P^B_{\ell + 1} \), describes the complementary situation shown in Fig. 7C, where the roles of Alice and Bob are reversed. According to observer’s property O5, an exchange of roles entails an “apparent time reversal”, which manifests in the change \( \epsilon \rightarrow -\epsilon \).

That is,

\[
\Delta^t P^B_{\ell + 1} = -\epsilon \left[ J_0, P^B_\ell \right]. \quad (81)
\]

So, Eqs. (79) and (80) can be written as

\[
P^A_{\ell + 1} = P^A_\ell - \epsilon \left[ J_0, P^B_\ell \right], \quad (82)
\]

\[
P^B_{\ell + 1} = P^B_\ell + \epsilon \left[ J_0, P^A_\ell \right]. \quad (83)
\]

If we can show that \( P^A_\ell = (P^B_\ell)^T \), for all \( \ell \), then Eqs. (82) and (83) become \( \Delta P^A_\ell = -\epsilon \left[ J_0, P^B_\ell \right] \) and \( \Delta P^B_\ell = \epsilon \left[ J_0, P^A_\ell \right] \), respectively, which are equivalent to Eqs. (54) and (55) (again, with \( J_0 = 0 \)), which are in turn formally analogous to von Neumann equation, Eq. (21). So, all that we need to show is that \( P^A_\ell = (P^B_\ell)^T \), for all \( \ell \).

We will start with the base case, i.e.,

\[
P^A_0 = (P^B_0)^T. \quad (84)
\]

Indeed, according to Eqs. (76), the initial state of the dynamics of an embodied scientist is given by \( P_0 = F_n F_n^T P_0^T \), which is symmetric—here \( F_n = F_n^T \cdots F_{n-1}^T \) (see Eqs. (4) and (75)). So, it seems natural to assume that Alice and Bob have the same initial symmetric state \( P_0^A = P_0 = P_0^B = P_0^B \), in which case they are trivially related by a transpose operation. We summarize this in the following conjecture or observer’s property:

**O8. The initial states of two reflexively coupled observers is the same and symmetric:** This is given by \( P_0 = F_n F_n^T P_0^T \), which implies that the states of the two observers, Alice and Bob, are trivially related by a transposed operation, i.e., \( P^A_0 = P_0 = P_0^B = P_0^B \)—so, Eq. (84) is naturally satisfied. We will discuss the case of more general initial states in Sec. IV E below.

We now show that with the base case expressed in Eq. (84) we have that \( P^A_\ell = (P^B_\ell)^T \), for all \( \ell \), and so Eqs. (79) and (80) are formally analogous to von Neumann equation, Eq. (21), for symmetric initial states and \( J_0 = 0 \). We will show this by induction, i.e., by showing that if \( P^A_\ell = (P^B_\ell)^T \) at time step \( \ell \) then \( P^A_{\ell + 1} = (P^B_{\ell + 1})^T \) at time step \( \ell + 1 \). We already have the base case for \( \ell = 0 \), as expressed in Eq. (84). So, let us assume that \( P^A_\ell = (P^B_\ell)^T \) at a generic time step \( \ell \). Taking the transpose of Eq. (82) yields \( (P^A_{\ell + 1})^T = (P^A_\ell)^T + \left[ J_0, (P^B_\ell)^T \right] \) since \( J_0 = J_0^T \) is symmetric. This equation can be written as

\[
(P^A_{\ell + 1})^T = P^B_\ell + \left[ J_0, P^A_\ell \right], \quad (85)
\]

since \( (P^A_\ell)^T = P^B_\ell \). Now, the right hand side of Eq. (85) equals the right hand side of Eq. (83). Therefore, the left hand sides of those same equations should be equal, i.e., \( P^B_{\ell + 1} = (P^A_{\ell + 1})^T \). Thus, Eq. (82) is the transposed of Eq. (83) as we wanted to show.

Alternatively, we can obtain the same result if we assume that an “apparent time reversal” manifests...
as a transposed operation as discussed in observer’s property O5. In this way, Eq. (81) can be replaced with the equation

\[
\Delta^e P^B_t(\ell)^T_A = \left( \Delta^e P^A_t(\ell)^\dagger_B \right)^T = -\epsilon \left[ J_s, (P^A_t)^T \right].
\]  

(86)

It can be shown along the same lines that, under the condition expressed in Eq. (84), Eqs. (86) and (80) are also equivalent to von Neumann equation, Eq. (21).

So, this suggests that the reflexive coupling between two embodied observers can entail a dynamics that manifests aspects of a genuine, real-time quantum dynamics with an initial state given by a density matrix that is real, symmetric and has non-negative entries. We will discuss in Sec. IV E below the situation of more general density matrices.

However, there is a technical assumption in the reflexive coupling that we now make more explicit. Equations (82) and (83) build on Eq. (49), describing the dynamics of an observer-as-object from the perspective of an observer-as-subject. However, Eqs. (82) and (83) entail a dynamics which is different, in general, to the dynamics entailed by Eq. (49). So, at time step \( \ell \), the probability matrix \( P_t \) entailed by Eqs. (82) and (83) can in principle be outside the domain of the dynamics described by Eq. (49)—e.g., \( P_t \) might have negative off-diagonal entries due to the minus sign associated to the “apparent time reversal.”

So, we are implicitly assuming that Eq. (49) connects the dynamics in between any two consecutive time steps, even in such more general cases. That is, we have to relax the constrain that the off-diagonal elements have to be non-negative, while keeping the constraint that the diagonal elements are probabilities. This is somewhat analogous to one of the postulates Feynman used to derive his path-integral formulation of quantum mechanics. That is, that in between two consecutive time steps all paths are characterized by the corresponding classical action, even though most of those paths may not be the ones that a classical particle would follow. In our case, in between two consecutive time steps observers are characterized by the dynamics that an observer-as-object would follow, as described by another observer-as-subject, even though this is not the actual dynamics that observers follow after the reflexive coupling is made. The fact that, after a reflexive coupling, the diagonal of the probability matrices involved still represent probabilistic information suggests that an integrated approach that couples from the start both embodiment and reflexivity may help better formalize these ideas.

D. Quantum dynamics with more general Hamiltonians

Our discussion up to now has been restricted to symmetric dynamical matrices \( J_s \) with non-negative off-diagonal entries, which can be interpreted in probabilistic terms via the corresponding factors \( \epsilon J_s + O(\epsilon^2) \). So, we have only considered real Hamiltonians, \( H_s = -\Gamma J_s \), with non-positive off-diagonal entries (see Eq. (51))—here \( \Gamma \) is the analogue of Planck constant. Genuine quantum dynamics does not seem to have this restriction, though, since general Hamiltonians, \( H = H_s + H_a/i \), can also have positive and complex entries which, according to Eq. (51), can entail asymmetrical dynamical matrices with negative entries, \( J = -H_a/i \Gamma - H_s/i \Gamma \)—here \( H_a \) and \( H_s \) are symmetric and anti-symmetric operators, respectively.

We now discuss how our approach can accommodate this more general situation. We do this from two different perspectives. First, we discuss a couple of examples to show that effective asymmetrical dynamical matrices with off-diagonal negative entries can arise from approximations of systems described by symmetric dynamical matrices with non-negative off-diagonal entries. Second, we motivate the introduction of the last observer’s property which enables us to extend our results to dynamical matrices with a non-zero anti-symmetric part.

1. Effective non-stoquastic Hamiltonians as approximations to stoquastic ones

To begin, consider the well-known case of a (two-dimensional) two-level atom which arises after truncating the full (infinite dimensional) model of an atom interacting with a coherent radiation field [27] (see Sec. 15.3 therein; see Appendix G herein). The full model consists of an electron, described by the momentum operator \( i\hbar \nabla_x \), moving in a potential \( V(x) \) produced by the nucleus—here \( x \) and \( \nabla_x \) are the three-dimensional position vector and differential operator, respectively. So, the free atom—without the coherent radiation field—is characterized by the Hamiltonian

\[
H_0 = \frac{\hbar^2}{2m} \nabla_x^2 + V(x) = \sum_{n=0}^{\infty} E_n |n\rangle \langle n| \tag{87}
\]

The expression after the first equality is the three-dimensional version of Eq. (13). So, this example can be handled completely with the tools we have developed up to now. The coherent radiation field is characterized by a time-dependent potential energy \( U(x, t) = r \cdot D_0 \cos(\omega t) \), considered as a perturbation to \( H_0 \)—here \( D_0 \) is a suitable constant vector and \( \omega \) is the frequency at which the coherent radiation field oscillates. The perturbed model can still be handled completely with the tools we have developed up to
now by simply replacing \( V(x) \) in Eq. (87) with \( V(x) + U(x,t) \).

The expression after the second equality in Eq. (87) is the expansion in the eigenbasis of \( H_0 \). The two-level atom is obtained by assuming that the coherent radiation field is near resonance with two relevant energy levels—say, \( E_0 \) and \( E_1 \). Under this assumption we can keep only two terms in the series after the second equality in Eq. (87) and handle the coherent radiation field as a perturbation. The two-level atom so obtained is described by an effective Hamiltonian

\[
H_{\text{eff}} = \mathcal{E} \sigma_Z + D \cos(\omega t) \sigma_X,
\]

where \( \mathcal{E}, C, \) and \( D \) are suitable constants, and \( \mathbb{I}_2 = |0\rangle \langle 0| + |1\rangle \langle 1| \), \( \sigma_Z = |0\rangle \langle 0| - |1\rangle \langle 1| \) and \( \sigma_X = |0\rangle \langle 1| + |1\rangle \langle 0| \), respectively, are the two-dimensional identity matrix, the Pauli matrix in the \( Z \) direction, which is diagonal, and the Pauli matrix in the \( X \) direction, which has zeros in the diagonal and ones in the off-diagonal. The factor \( \cos(\omega t) \) multiplying \( \sigma_X \) can have positive and negative values, depending on the value of \( t \). So, the effective Hamiltonian described in Eq. (88) can have both negative and positive off-diagonal entries, even though the original Hamiltonian \( H_0 + U \) from which it is derived only has negative off-diagonal entries, given by the first term after the first equality in Eq. (87).

Now consider the case of more general complex Hamiltonians, \( H_\ell = H_{a,\ell} + H_{a,\ell}/i \), which are associated to asymmetric dynamical matrices \( J_\ell = J_{s,\ell} + J_{a,\ell} \) (see Eq. (51)). There are also examples where these kinds of Hamiltonians with complex entries can be obtained as approximations to real Hamiltonians with non-positive entries. For instance, Vinci and Lidar discuss the case of superconducting flux qubits described by a real Hamiltonian with non-positive off-diagonal entries characterized by a kinetic term of the form \( -(E_C/2) \sum_j \partial^2 \phi_j^2 \), where \( \phi_j \) refer to the magnetic fluxes trapped by the flux qubits, and \( E_C \) represents a charging energy [28] (see Eq. (1) therein). After some approximations Vinci and Lidar obtain an effective Hamiltonian that has a purely imaginary term, even though the original Hamiltonian is real and has non-positive off-diagonal entries [28] (see Eq. (11) therein).

This invites the question of whether general Hamiltonians can be obtained as approximations of real Hamiltonians with non-positive entries, which can be accommodated in our approach. Trying to answer this question might help us better understand what is fundamental in quantum theory and what is simply approximation methods. Anyways, we now discuss the final observer’s property, which will enable us to obtain a class of Hamiltonians with complex entries.

2. Observers only experience relative changes

Now consider the case of a free particle given by the real Hamiltonian in Eq. (13) with \( V = 0 \). This yields the Schrödinger equation

\[
\hbar \frac{\partial \psi}{\partial t} = -\frac{\hbar^2}{2m} \frac{\partial^2 \psi}{\partial x^2},
\]

whose classical analogue is the diffusion equation with zero drift, i.e., \( \partial p/\partial t = D \partial^2 p/\partial x^2 \). Equation (89) acquires an imaginary part if we change to a reference frame moving with velocity \( v \) [29] (see Eqs. (14)-(16) therein)

\[
\i \hbar \frac{\partial \psi}{\partial t} = -\frac{\hbar^2}{2m} \frac{\partial^2 \psi}{\partial x^2} + i\hbar \frac{\partial \psi}{\partial x},
\]

This is because the time derivative accordingly changes as \( \partial/\partial t \to \partial/\partial t + v \partial/\partial x \), and the time derivative is multiplied by \( i \). The classical analogue of this is a diffusion equation with non-zero drift \( \partial p/\partial t = D \partial^2 p/\partial x^2 - v \partial p/\partial x \). Of course, the new term in Eq. (90) can be canceled by introducing the rule that the wave function also has to be multiplied by a suitable phase under a change of reference frame [29] (see Eqs. (21) and (22) therein). However, refraining from introducing this rule will help us illustrate the point we want to make.

So, the new Hamiltonian in the moving reference frame is \( H_\ell = H_{a,\ell} + H_{a,\ell}/i \), with \( H_{a,\ell} = -\hbar^2/2m \partial^2 / \partial x^2 \) and \( H_{a,\ell} = \hbar v \partial / \partial x \), which according to Eqs. (54) and (55) yields

\[
\Delta P_\ell - \i \epsilon [J_{a,\ell}, P_\ell] = -\epsilon [J_{a,\ell}, P_\ell^T],
\]

\[
\Delta P_{\ell}^T - \i \epsilon [J_{a,\ell}, P_{\ell}^T] = \epsilon [J_{a,\ell}, P_{\ell}],
\]

where we have moved the term containing \( J_{a,\ell} \) to the left hand side. Here \( J_{a,\ell} = -H_{a,\ell}/\hbar \), \( J_{a,\ell} = -H_{a,\ell}/\hbar \), and \( \rho_\ell = (P_\ell^T + P_\ell^T)/2 + (P_\ell - P_\ell^T)/2i \).

The commutators in the left-hand side of Eqs. (91) and (92) here arise from a change of reference frame. The similarity between Eqs. (91) and (92) and the general von Neumann equations, Eqs. (54) and (55), suggests that the latter have the structure of a reflexive coupling between two (sets of) observers, combined with something that looks like a reference frame that moves relative to the observers involved in the reflexive coupling.

Now, consider two mirrors involved in a reflexive coupling. If in some frame of reference \( L \) the two mirrors are moving with the same velocity, \( v \), they will reflect each other as being static—this is a simple instance of Galilean relativity. So, to determine what the mirrors reflect from the perspective of the reference frame \( L \), we first have to remove the motion of the mirrors relative to \( L \). The two mirrors cannot reflect the motion associated to \( v \) because that motion is common to both mirrors in the sense that,
from the perspective of $L$, they both move with the same velocity $v$. In other words, mirrors involved in a reflexive coupling only reflect changes relative to each other.

Similarly, we conjecture that the commutators in the left-hand side of Eqs. (91) and (92) could be considered as removing the changes that are common to the two observers in the reflexive coupling, changes that, as in the example of the quantum free particle discussed here, could arise due to the motion of the frame of reference. We can capture this intuition in the following conjecture or observer’s property:

**O9. Observers involved in a reflexive coupling can only experience relative changes:** Two (sets of) observers involved in a reflexive coupling cannot observe the part characterized by $J_{a,\ell}$, since this refers to changes that are common to both observers—these changes could arise due to a change of frame of reference. So, when performing the reflexive coupling associated to a general dynamical matrix $J_p = J_{a,\ell} + J_{a,\ell}$, we first have to subtract the anti-symmetric part, precisely as in Eqs. (91) and (92).

Observer’s property O9 leads to the analogue of von Neumann equation with a class of non-stoquastic Hamiltonians with complex entries. For instance, consider the real Hamiltonian-like function

$$\mathcal{H}_{EM}(x, x') = \frac{m}{2} \left( \frac{x - x'}{\epsilon} \right)^2 + V\left( \frac{x + x'}{2}, t \right) + \frac{e}{c} \left( \frac{x - x'}{\epsilon} \right) \cdot A\left( \frac{x + x'}{2}, t \right) + \frac{e^2}{mc^2} \left[ A\left( \frac{x + x'}{2}, t \right) \right]^2.$$ (93)

This leads to factors with an anti-symmetric component due to the third term in the right hand side, which is linear in $x - x'$. Dealing with this anti-symmetric component according to observer’s property O9 leads to the Schrödinger equation of a quantum particle in an electromagnetic field $A$, i.e.,

$$i\hbar \frac{\partial \psi(x, t)}{\partial t} = \frac{\hbar^2}{2m} \left( \nabla - \frac{e}{\hbar c} A \right)^2 \psi(x, t) + eV(x, t) \psi(x, t).$$ (94)

We show this in Appendix A.

**E. More general initial quantum states and observables**

Here we show how the previous results can be extended to more general initial density matrices and observables. In our approach the initial density matrix is given by $\rho_0 = P_0 = \bar{P}_0 \bar{P}_n F_n^T$, which is real and so symmetric. This is not necessarily a restriction, though. More general “initial” quantum states $\rho_{0\text{prep}} = U_{\text{prep}} \rho_0 U_{\text{prep}}^T$ can be prepared after applying a suitable quantum operation $U_{\text{prep}}$ to $\rho_0$. In principle, we can write $U_{\text{prep}} = U_{n_m} \cdots U_0$, for a suitable number of time steps $m$, where each $U_t = \mathbf{1} - i e H_t / \Gamma$ is obtained from a factor $F_t = \mathbf{1} + e J_t$ via $H_t = -\Gamma(J_{s,\ell} + J_{a,\ell})$—here $\ell = 0, \ldots, m$.

Furthermore, we have mostly focused on one observable, i.e., position. However, according to Feynmann “all measurements of quantum-mechanical systems could be made to reduce eventually to position and time measurements (e.g., the position of the needle on a meter or the time of flight of a particle). Because of this possibility a theory formulated in terms of position measurements is complete enough in principle to describe all phenomena” [30] (p. 96).

Indeed, this view aligns with our focus on modeling how science is actually performed in practice and how concepts are constructed out of this. For instance, the concept of momentum $p = -i\hbar \partial / \partial x$ of a particle is usually taken as existing in an abstract space. However, to actually measure momentum in practice we need to make the focus system interact with another system that serves as a measuring device. The measuring device can be the position $X$ of a probe particle that interacts with the focus system.

The concept of momentum can emerge out of the description of what actually happens in practice while measuring it. Indeed, let the initial state of the probe be a Gaussian, $\psi_{\text{dev}}(X) \propto e^{-X^2/4\sigma^2}$, centered around zero, with $0 < \sigma \ll 1$ characterizing the initial uncertainty on the probe’s position. Since $e^{ikx}$ are eigenfunctions of the momentum operator, with eigenvalues $\hbar k$, it is convenient to write the initial state of the system as $\psi_{\text{sys}}(x) \propto \int c_k e^{ikx} \, dk$, where $c_k$ are suitable coefficients. After a suitable interaction between the two particles, we can obtain the joint state $\Psi(x, X) \propto \int c_k e^{ikx} e^{-X^2 / 2(\sigma^2 + y_0^2)} / 4\pi \sigma^2 \, dx$, where $y_0$ is a constant, and the corresponding joint probability $\mathcal{P}(x, X) = |\Psi(x, X)|^2$ [31] (see Sec. 4.1 therein; see also Appendix H herein).

However, in practice we are not interested in observing $x$, but on inferring the momentum of the system by observing only the probe. Marginalizing
$x$ yields $P_{\text{dev}}(X) = \int |c_k|^2 \delta(X - g_0 \hbar k) dk$ for $\sigma \ll 1$, where $\delta$ is the Dirac delta function. Thus with probability $\propto |c_k|^2$ the position of the probe, $X = g_0 \hbar k$, is proportional to the momentum eigenstate $\hbar k$. This is the (projective) measurement postulate of quantum theory.

V. DISCUSSION

As we have mentioned in Sec. II, this work is to be read as a set of conjectures informed by the philosophy of mind and a reverse-engineering of science and quantum physics—see Sec. 5 in Ref. [12] for a brief conceptual presentation of the main ideas involved. Here we summarize our work up to now and place it in the landscape of the philosophy of mind. This can be interpreted as a potential answer to the question posed in the title of this work. Of course, such an answer will not be conclusive as we have only presented a set of conjectures. Importantly, what we conjecture is not that the mind somehow “emerges” out of quantum physics, but the other way around. We ask: could quantum physics emerge from modelling classical observers, with both an objective and a subjective aspect, interacting with classical experimental systems?

A. Embodiment and imaginary-time quantum dynamics

Our results on embodiment suggest that scientists do not actually escape the action-perception loop but only appear to do so by describing the world with some aspects of quantum theory. More precisely, the circular causality associated to embodiment, as traditionally understood, can manifest aspects of imaginary-time quantum dynamics (see Sec. III), which already manifests genuinely quantum phenomena, like (constructive) interference (see Sec. III E). This gives the impression that scientists can actually obtain an observer-independent description of the world—a world that just happens to manifest these quantum aspects for no reason. However, our results suggest that there is indeed a reason for why scientists would have to use these quantum-like tools: to effectively account for the observer and the experimental context.

As we said, imaginary-time quantum dynamics already displays some quantum-like features [18]. For instance, using our framework we have shown that a classical two-slit experiment can entail constructive interference (see Sec. III E). This provides a fresh perspective to think about quantum interference. When an embodied observer has information about which slit the particle goes through—e.g., when only one slit is open—this has to be reflected in the physical correlates of the experiment “internal” to her. So, the variable $x_1$ describing the slit, which is external to the observer, and the variable $x_3$ associated to the corresponding physical correlate, which is internal to the observer, must be equal, i.e., $x_3 = x_1$ (see Fig. 3). In this view, the imaginary-time version of quantum interference arises because, when an embodied observer cannot access any information about which slit the particle goes through, the values of $x_1$ and $x_3$ do not have to coincide even though they refer to the same “thing” (i.e., the slits).

More technically, we have shown that an embodied scientist performing an experiment can be described in terms of a real probability matrix that satisfies an imaginary-time von Neumann equation. Alternatively, using the cavity method of statistical mechanics, we have shown that, when the experimental system is initially located at a given position $x_0 = x_0^\text{prep}$, which is an instance of a pure state, embodied scientists can describe the world in terms of forward and backward cavity messages, $\mu^+\text{ and } \mu^-$. These forward and backward cavity messages are formally analogous to the imaginary-time wave function and its conjugate, respectively, and follow a belief propagation dynamics described by the imaginary-time Schrödinger equation and its conjugate. The imaginary-time analogue of the Born rule for the probability $p(x, t)$ for being at location $x$ at time $t$ is the standard rule of the cavity method: $p(x, t) = \mu^+(x, t)\mu^-(x, t)$.

However, according to Eq. (10), given a set of factors, $F_0, \ldots, F_{k-1}$, characterizing the internal and external dynamics of an embodied scientist performing an experiment, the initial state is restricted to $P_0 = F_{k-1} \cdots F_0$. Although there is some freedom to choose the initial state if some of the factors are considered as preparing the initial probabilistic state—say $F_\ell$ for $\ell = 0, \ldots , F_{\text{prep}}$, it is not clear that this freedom is enough to cover all possible initial states. This situation is not alien to genuine, real-time quantum mechanics, though. Indeed, Aharonov et al. [32] argued recently that not any quantum state can be prepared in nature.

B. Reflexivity and real-time quantum dynamics

Why imaginary-time and not genuine, real-time quantum dynamics? We discussed this extensively based on ideas of reflexive systems (see Sec. IV). We introduced some conjectures characterizing an observer, and we showed that these lead to a dynamics with aspects of a genuine, real-time quantum dynamics—we refer to these conjectures collectively as the reflexive coupling hypothesis.

However, Sec. IV should not be considered as a rigorous derivation of real-time quantum dynamics
from reflexivity. The reason is that, reflexivity being a rather subtle and scarcely studied subject, the connection between the ideas of reflexivity and the conjectures we introduce may not be completely clear. We introduce this section in this work because we find it conceptually plausible and we hope it can suggest future research on potential connections between the philosophy of mind and quantum physics. The literature on reflexive systems is rather scarce and we hope that an interdisciplinary approach to this topic could help further clarify or improve the conjectures we introduce here. So, with this in mind, let us summarize our work and discuss its potential connections with the philosophy of mind.

Our approach leads us to conjecture that the core message of quantum theory might be encoded in two core principles: (i) Observers are embodied; this is associated to observer’s property \( O_1 \). (ii) The world must be described from within—that is, without any reference to external observers; this is effectively associated to observer’s properties \( O_2-O_9 \). Principles (i) and (ii) entail embodiment and reflexivity, respectively. Here embodiment refers to the idea that when scientists interact with an experimental system they are involved in an instrumentally-mediated action-perception loop (see Figs. 1B, 2A). Reflexivity refers to the idea that for scientists to describe the world without any reference to external observers, two (sets of) observers should mutually describe each other (see Fig. 7)—in this sense, observers are relative to each other rather than to an external, unacknowledged observer. Embodiment and reflexivity are rather generic concepts, and our model is rather minimal. So, our approach should not be restricted to a specific kind of observer.

We assume that a scientist, say Fabienne, doing an experiment does not exist in an absolute sense, but she is relative to another external observer, say Wigner. In this case Fabienne plays the role of an object being observed by Wigner—this additional observer is typically neglected in cognitive science. Now, to be consistent, we should also take into account the observer that observes Wigner. Otherwise, Wigner would exist in an absolute, non-relational way. So, who does observe Wigner? If we added another observer, say Rovelli, so that Wigner becomes an object of observation for Rovelli, we would be headed into an infinite regress. Indeed, we can now ask: who does observe Rovelli? And so on (see Figs. 6A-D).

We escaped this infinite regress in two steps. First, we assumed that observers play two complementary roles: as objects being observed by other observers and as “subjects” that can observe other objects, including other observers (see Fig. 6E). Here “subject” is used in the strict technical sense of the opposite of object, or not-an-object. For instance, in the example above Fabienne plays the role of an object for Wigner, but Wigner plays the role of a subject for himself in the sense that Wigner cannot completely become an object of observation for himself (see Fig. 6E). This is analogous to a mirror that cannot directly reflect itself—though it can do so indirectly with the help of another mirror. Acknowledging that Wigner cannot become an object of observation for himself stops the chain of infinite regress since we do not need to keep on adding observers-as-objects \( \text{ad infinitum} \). We acknowledge that there is something that cannot become an object of observation, a “subject.” This reminds us of Thompson’s words [10] (p. 100):

“Consciousness is our way of being, and it cannot be objectified, that is, treated as just another kind of object out there in the world, because it is that by which any object shows up for us at all.”

This may be a subtle point, so let us discuss it a bit more. Please imagine, for instance, that you observe a physical system \( S \). Besides \( S \), which is external to you, there are physical processes inside you that allow you to experience \( S \), e.g., the neural correlates associated to your experience of \( S \)—denoted here as \( \{S\} \). For \( S \) and \( \{S\} \) to be correlated, there has to be a physical interaction between them. Such a physical interaction may or may not be negligible; however, we do not want to a priori neglect it, but to determine a posteriori whether we can do so. While \( \{S\} \) is key in allowing you to experience \( S \), it is absent for you in the sense that you cannot simultaneously and directly experience both \( S \) and \( \{S\} \) as objects of observation. If you simultaneously and directly observe both \( S \) and \( \{S\} \) as objects of observation, you cannot directly observe at the same time that you observe \( S+\{S\} \). Again, this is the analogue of a mirror that cannot directly reflect itself.

Now, when you play the role of a subject that observes a system \( S \), you describe \( S \) from your own first-person perspective (1PP)—you can refer to this as “I observe \( S \)” In contrast, when somebody else observes you, while you observe \( S \), you play the role of an object, you are being described from a third-person perspective (3PP)—the other observer can refer to you as “he observes \( S \)” In analogy with this, we denoted an observer-as-subject, say Wigner (\( W \)), as \( W \). Here the symbol \( W \) refers to Wigner’s 1PP, while the cancellation refers to its “absential nature” to use an expression by Deacon [25] (ch. 0)—this cancellation is inspired in Heidegger sous eros. Here \( W \) is similar to the number zero in that it is a placeholder to indicate the absence of something.

Due to this “absential nature” we cannot directly access the degrees of freedom of the physical correlates of \( W \). So, we model such physical correlates indirectly in the same way that we model the inaccessible degrees of freedom of a thermal bath, i.e., as fluctuations or noise characterized by a temperature-
or diffusion-like constant, $\Gamma$, which in this approach plays a role similar to that of Planck’s constant, $h$. Such fluctuations are all-pervasive and irreducible since $h_W$ is always present whenever an object is being observed and cannot be reduced to an object of observation like, e.g., the atoms of a thermal bath. These properties are analogous to the properties of actual quantum fluctuations, which are also all-pervasive and irreducible. If it turns out that $\Gamma = h$, the bar in $h$ could remind us of the “absential nature” of observers-as-subjects.

Here we built on an analogy with Thompson’s neurophenomenological perspective [10] which distinguishes between contents of experience and experience as such—i.e., the mere capacity to experience any content at all. For Thompson, while contents of experience are objects of observation, experience as such cannot become an object of observation because it is the very precondition to experience any object at all. In line with this, we distinguish between the physical correlates $[S]$, that allows a subject, say Wigner, to discriminate between $S$ and any other system $S' \neq S$, and the physical correlates associated to the mere capacity to experience any system at all, which we refer to as $[\mathcal{I}_W]$ (see below). So, here $\{S\} = [S] + [\mathcal{I}_W]$. In principle, $[S]$ can be inferred from $S$ because they both refer to the same object. In contrast $[\mathcal{I}_W]$ refers to the mere capacity to experience from a 1PP, not to any specific system. In line with Thompson, we assumed $[\mathcal{I}_W]$ to be fundamentally inaccessible to Wigner, and thus we modeled it as noise.

Anyways, coming back to our previous discussion of Fabienne and Wigner, assuming that Wigner plays the role of a subject and Fabienne that of an object allows us to stop the infinite regress. However, the description is still incomplete because we are neglecting the role of Wigner as object and that of Fabienne as subject. This brings us to the second step to escape the infinite regress. We have to implement a reflexive coupling between Fabienne and Wigner where they play both roles as the subjects that observe each other from a 1PP, and the objects being observed by each other from a 3PP. So, while embodiment implements a kind of circular relationalism between observers-as-object and experimental system, reflexivity implements a kind of circular relationalism between subject and object, between the 1PP and the 3PP (see Fig. 7). We could summarize this by saying that every experience has a physical correlate and that every physical phenomenon is an experience for someone—this does not imply that rocks have experiences, but that rocks are rocks for someone who experience them as such. This is analogous to what is sometimes referred to in the literature as “subject-object non-duality” [10, 33]—i.e., the interdependence between subject and object.

This perspective is analogous to a view emerging in the philosophy of mind. Indeed, Fig. 7 resonates with Sharf’s words [34] (p. 156 and 160):

“Philosophers sometimes speak of the two opposing positions as the first-person or subjective point of view, and the third-person or objective point of view [...] The subjective and objective perspectives constitute two poles of an antinomy: they are not merely interdependent but also subsume and enfold one another [...] The world is within me, and I am within the world. And it is impossible to specify where one perspective ends and the other begins; they fold back upon one another seamlessly, like the two sides of a Möbius strip.”

Or Merleau-Ponty’s [35] (p. 430):

“The world is inseparable from the subject, but from a subject which is nothing but a project of the world, and the subject is inseparable from the world, but from a world which the subject itself projects.”

Our work aligns with growing evidence suggesting that in quantum theory facts are relative [36]. Indeed, our approach shares some elements with the main interpretations of quantum theory that endorse relative facts [14, 20, 37–40]: Like QBism, our approach explicitly acknowledges the role of scientists in science [20, 37–39]. Like the (neo-)Copenhagen interpretation of quantum theory [40], our approach explicitly acknowledges the experimental context. These elements already appear when we take account of an embodied scientist, i.e. they do not need reflexivity (see Fig. 2). Like relational quantum mechanics (RQM) [14, 41], our approach assumes that the relation “an observer observes a phenomenon” is itself relative to another observer. This element appears when dealing with reflexivity (see Fig. 6).

However, there are important differences too. To begin, QBism treats scientists as rather abstract agents immersed in a publicly shared physical universe. The quantum formalism is seen as a normative criterion [20] (see Sec. 18 therein) setting “the standard to which agents should strive to hold their expectations”. Such agents are betting, implicitly or explicitly, on their subsequent experiences, based on earlier ones, and the quantum formalism is a tool to help them place better bets [21] (p. 8). Even though agents are acknowledged to be physical systems and also part of the world, QBism’s emphasis on agent’s subjective beliefs seems to move it a bit away from the objective side of things and towards the subjective. As DeBrota and Stacey said recently “subjective judgments [...] comprise much of the quantum machinery” [20]. There is no mention of the quantum formalism emerging out of the dynamics of agent and world, as we suggest here.
On the other hand, regarding RQM, unlike us, Rovelli treats observers as generic quantum systems—that is, as far as physics is concerned, for Rovelli there are no relevant differences between an electron and an observer. Furthermore, for Rovelli to “think that a human being, their mind [...] plays any special role in the grammar of nature is nonsense” [41] (p. 140).

Our approach suggests a middle way between QBism and RQM since we treat observers as physical systems with a dynamical role to play, but not as any kind of physical system. Instead of working with an abstract notion of what physicists might assume an observer is, however, our approach attempts to build on general insights gained by the areas of science dedicated to investigate actual observers. Moreover, we do not treat observers as quantum systems, but as classical cognitive systems. Importantly, non-trivial aspects of the quantum formalism seem to emerge out of two key concepts: embodiment and reflexivity. To clarify, observers can be described by other observers as quantum systems since they are physical systems too. However, our approach suggests that this is due to the relationalism between classical observers and classical experimental systems, which manifests as embodiment and reflexivity.

In our approach the kind of relationalism associated to quantum theory seem to be the circular co-dependence between perceiver and world, which, according to Varela et al. [1] (p. 172), allows embodied cognition to find a middle way between materialism and idealism. Indeed, in this approach neither the perceiver nor the world are primary, but they depend on each other like “two sheaves of reeds propping each other up.” More precisely, the kind of relationalism associated to our approach suggests a double circularity, one associated to embodiment and another to reflexivity—a kind of “strange loop” [42]. In contrast, Rovelli conceives relationalism in terms of a generic network of relations, not in terms of circularity. A network of relations that does not seem to include the mind, as if the mind were an island independent of the physical world. This contrasts with the Buddhist tradition, a tradition that Rovelli tries to relate to his relational interpretation [41] (ch. 5)—more specifically, the particular tradition known as the Middle Way or Madhyamaka [43, 44]. However, the tradition considered to be the best interpretation of Madhyamaka is Madhyamaka-Praśaṅgika, which includes the mind in the network of relations. Indeed, according to Westerhoff, this tradition maintains that [45] (p. 114):

“[T]he mind is part of the network of dependent origination like everything else, hence its existence is thereby regarded as only dependent, but cannot be fundamental.”

Here “dependent origination” refers, naively, to “relations” (see, e.g., Ref. [46], p. 25-36, for a more precise description of this expression). Rovelli seems to see his relational interpretation mostly in terms of causal relations. However, according to Westerhoff, the Madhyamaka-Praśaṅgika tradition maintains that [44] (p. 124):

“[T]he causal relation does not exist from its own side, is conceptually constructed... it follows that each material object must be conceptually constructed.”

So, for the Madhyamaka-Praśaṅgika tradition neither the mind nor the material world is fundamental, as they depend on each other; there is no ground to which we can grasp.

The prospects of a science that depends on the observer may be seen as something negative. However, we believe this possibility could also be seen in a positive light. To begin, if taking explicit account of the observer indeed happens to entail the formalism of quantum theory, this means that an observer-dependent science does not have to violate current scientific knowledge. It would only violate our assumption that we have the special status of understanding the world from a disembodied perspective, independent of our capacity to experience it, as if we were not part of the world. Indeed, we might learn something useful by rigorously investigating whether indeed we have this special status in the same way that our understanding of the universe advanced when we doubted our special status of being at the center of it.

Furthermore, the prospects of an observer-dependent science suggest a potential relationship between quantum physics and the areas of science that rigorously investigate observers, such as cognitive science and neurophenomenology. In particular, if the quantum formalism—the foundation on which the skyscraper of science stands—already integrates subject and object, the 1PP and the 3PP, the question of how subjective experience “emerges” out of physics might become more tractable. What would emerge is not experience as such but increasingly complex contents of experience. This would parallel the emergence of increasingly complex physical phenomena from the “basic constituents of matter.”

Importantly, this also suggests new kinds of experiments, where the objective and subjective aspects of the observer can be part of the experimental setup. For instance, rigorous mind training techniques may allow scientists to directly experience the relational nature of the world or the random fluctuations that we associate to the observer-as-subject. There have been reports about this in the Buddhist tradition even before the advent of science as we know it: the former seems related to the experience of emptiness (see, e.g., Ref. [46], ch. 3, Ref. [47] or Ref. [41], ch. 5) and the latter seems related to the experience of a “subtle energy” associated to what is considered the
most fundamental aspect of consciousness, i.e., “pure awareness.” On the latter Thompson says [10] (p. 342-344):

“The Dalai Lama [said] that the physical basis for pure awareness is a subtle energy whose presence can be felt in the body. This energy […] is said to carry all excitation and movement, including at the level of cells. […] The Dalai Lama suggested that the scientific concept of matter may need to be modified in order to appreciate this energy.”

Notice that, in our approach, there is a kind of modification to the concept of matter when dealing with the physics of the observer-as-subject. Indeed, we cannot model it in terms of objects following cause-effect mechanisms, as traditionally done in science. Rather, as we said, we have to model it as an all-pervasive noise irreducible to lower-level mechanisms, which looks similar to the irreducible, all-pervasive fluctuations in quantum physics.
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Appendix A: Particle in an electromagnetic field via real non-negative kernels

Here we discuss the case of a quantum particle in a classical electromagnetic field, which is associated to a complex (and so non-stoquastic) Hamiltonian operator. We show that this can also be written in terms of non-negative real kernels. This adds further evidence that the non-negativity of the factors in our approach does not necessarily restrict it to stoquastic Hamiltonians.

The Schrödinger equation of a particle of charge $e$ interacting with an electromagnetic field can be written as

$$i\hbar \frac{\partial \psi(x,t)}{\partial t} = -\frac{\hbar^2}{2m} \left( \nabla - ie\frac{\mathbf{A}}{\hbar c} \right)^2 \psi(x,t) + eV(x,t)\psi(x,t), \quad (A1)$$

where $x$ denotes the position vector in three dimensional space, while $V$ and $\mathbf{A}$ denote the scalar and vector fields respectively. Notice that the Hamiltonian associated to Eq. (A1) now contains an imaginary part given by the terms linear in $\mathbf{A}$ arising from the expansion of $(\nabla - ie\mathbf{A}/\hbar c)^2 \psi(x,t)$.

We will show in a series of three theorems and a corollary that Eq. (A1) can be written as a pair of equations analogous to Eqs. (54) and (55) in the main text with a non-negative real kernel. As we discussed in the main text, these pair of equations are equivalent to von Neumann equation.

In the first theorem and corollary, we show that Eq. (A1) and the corresponding von Neumann equation can be written in terms of convolutions with a complex-valued kernel $\mathcal{C} \propto e^{-i\mathcal{H}_{EM}/\hbar}$, where $\mathcal{H}_{EM}$ is a complex-valued Hamiltonian-like function. Afterwards, in the second theorem, we show that $\mathcal{C}$ can be replaced by a real-valued kernel $W \propto e^{-i\mathcal{Q}_{EM}/\hbar}$ in the limit when $\epsilon \rightarrow 0$. However, $\mathcal{Q}_{EM}$ depends on $\hbar$, unlike the Hamiltonian-like function in Eq. (1) in the main text, which is independent of $\hbar$. In the last theorem we show that in the limit $\epsilon \rightarrow 0$ it is possible to replace $W$ by another real-valued kernel $\mathcal{K} \propto e^{-i\mathcal{H}_{EM}/\hbar}$, where $\mathcal{H}_{EM}$ is independent of $\hbar$.

In this way we show that the von Neumann equation associated to Eq. (A1) can be written as a pair of real-valued matrix equations, like Eqs. (54) and (55) in the main text, in terms of $\mathcal{K}$, which is real-valued and non-negative.

We begin by showing that Eq. (A1) can be written in terms of a convolution with a complex-valued kernel in the following
The Schrödinger equation for a charged particle in an electromagnetic field, Eq. (A1), is equivalent to

\[ \frac{\partial \psi}{\partial t} = i[C \ast \psi - \psi], \quad (A2) \]

in the limit \( \epsilon \to 0 \). Here

\[ [C \ast \psi](x) = \int C(x-x')\psi(x')d^3x \quad (A3) \]

denotes the convolution between the wave function \( \psi \) and the kernel

\[ C(x,x') = \frac{1}{Z_{EM}} \exp\left[ -\frac{\epsilon}{\hbar} \widetilde{H}_{EM}(x,x') \right], \quad (A4) \]

where

\[ \widetilde{H}_{EM}(x,x') = \frac{m}{2} \left( \frac{x-x'}{\epsilon} \right)^2 + V \left( \frac{x+x'}{2}, t \right) - i \frac{e}{\epsilon} \left( \frac{x-x'}{\epsilon} \right) \cdot A \left( \frac{x+x'}{2}, t \right), \quad (A5) \]

and \( Z_{EM} = (2\pi\hbar m)^{3/2} \) is a normalization constant.

**Proof.** We have to show that Eq. (A2) is equivalent to Eq. (A1) in the limit \( \epsilon \to 0 \). To do so, notice that the Gaussian factor in the complex kernel \( C \) defined in Eq. (A4) associated to the kinetic term in Eq. (A5) has a variance proportional to \( \epsilon \), which allows us to expand the other factors in the integral in Eq. (A3) around \( x \) up to second order in \( |x-x'| \) or to first order in \( \epsilon \), since \( \epsilon \to 0 \). More precisely, by introducing the variable \( u = x - x' \), so \( (x + x')/2 = x - u/2 \) as well as \( x' = x - u \), we can write

\[ [C \ast \psi](x,t) = \left\{ f(x,u,t) \left[ \psi(x,t) - u \cdot \nabla \psi(x,t) + \frac{1}{2} u \cdot H \psi(x,t) \cdot u \right] \right\}_u + O(\epsilon^2), \quad (A6) \]

where

\[ \langle \cdots \rangle_u = \frac{1}{|Z_{EM}|} \int \exp \left( \frac{mu^2}{2\hbar\epsilon} \right) \langle \cdots \rangle, \quad (A7) \]

denotes the Gaussian average associated to the kinetic term in Eq. (A5), \( H \psi \) stands for the Hessian or matrix of second derivatives of \( \psi \). Furthermore, the function

\[ f(x,u,t) = \exp \left[ -\frac{\epsilon}{\hbar} V( x - u/2, t ) + i \frac{\epsilon e}{\hbar c} u \cdot A(x-u/2, t) \right] \]

\[ = 1 - \frac{\epsilon}{\hbar} V(x,t) + i \frac{\epsilon e}{\hbar c} u \cdot A(x,t) - i \frac{\epsilon}{2\hbar c} u \cdot \nabla A(x,t) \cdot u - \frac{1}{2} \left[ \frac{\epsilon e}{\hbar c} u \cdot A(x,t) \right]^2 + O(\epsilon^2, |u|^3), \quad (A8) \]

gathers all the interaction terms in \( C \), i.e., those containing \( V \) and \( A \), but not the kinetic term. The expansion in the right hand side of Eq. (A8) contains only those terms that give contribution up to first order in \( \epsilon \) in the convolution \( C \ast \psi \), since the remaining terms vanish in the limit \( \epsilon \to 0 \).

Taking into account that the first two moments of \( u \) are

\[ \langle u_j \rangle_u = 0, \quad (A9) \]
\[ \langle u_j u_k \rangle_u = \delta_{jk} \hbar c/m, \quad (A10) \]

where \( \langle \cdots \rangle_u \) refers to the average taken with the Gaussian \( \exp(-mu^2/2\hbar\epsilon)/Z_{EM} \) (see Eq. (A7)), and that terms containing \( |u|^3 \) or higher can be neglected, the Gaussian average in Eq. (A6) yields...
\[ \mathcal{C} \psi(x, t) = \left(1 - \frac{eV}{\hbar} \right) \psi + \frac{\hbar c}{2m} \nabla^2 \psi - i \frac{e}{mc} \mathbf{A} \cdot \nabla \psi - i \frac{e}{2mc} \nabla \cdot \mathbf{A} \psi - \frac{e^2}{2m c^2} \mathbf{A}^2 \psi \]  

(A11)

Furthermore, taking into account that
\[ \left( \nabla - i \frac{e}{\hbar c} \mathbf{A} \right)^2 \psi = \nabla^2 \psi - \left( \frac{e}{\hbar c} \right)^2 \mathbf{A}^2 \psi - i \frac{e}{\hbar c} [2 \mathbf{A} \cdot \nabla + (\nabla \cdot \mathbf{A})] \psi, \]

(A12)

\[ \mathcal{C} \psi(x, t) = \psi(x, t) + \frac{e}{\hbar} \left[ \frac{\hbar^2}{2m} \left( \nabla - i \frac{e}{\hbar c} \mathbf{A} \right)^2 \psi(x, t) - V(x, t) \psi(x, t) \right] + O(\epsilon^2). \]  

(A13)

Finally, introducing Eq. (A13) into Eq. (A2), multiplying by \( i \hbar \), and taking the limit \( \epsilon \to 0 \) yields Eq. (A1) as we wanted to prove. \( \square \)

We now use this result to prove that the von Neumann equation of a charged particle in an electromagnetic field can be written in the usual way, replacing the Hamiltonian operator by the complex-valued kernel above. We do this in the following

**Corollary 1.** The von Neumann equation of a charged particle in an electromagnetic field can be written as
\[ \frac{\partial \rho}{\partial t} = i \mathcal{C} \rho - \rho \mathcal{C}, \]

where \( \mathcal{C} \) is given in Eq. (A4).

**Proof.** For simplicity, we show this corollary for a pure density matrix \( \rho(x, x', t) = \psi(x, t) \psi^*(x', t) \). The extension to more general density matrices is straightforward. Taking the time derivative of this density matrix yields
\[ \frac{\partial \rho(x, x', t)}{\partial t} = \frac{\partial \psi(x, t)}{\partial t} \psi^*(x', t) + \psi(x, t) \frac{\partial \psi^*(x', t)}{\partial t}; \]

(A15)

now, replacing the time derivatives of the wave function \( \psi \) and its conjugate \( \psi^* \) in Eq. (A15), respectively, by the right hand side of Eq. (A2) and its conjugate we obtain
\[ \frac{\partial \rho}{\partial t} = i \left( \mathcal{C} \rho - \rho \mathcal{C} \right). \]

(A16)

Clearly, the terms \( \rho \) in the right hand side cancel out, which yields Eq. (A14) as we wanted to prove. \( \square \)

We now show that the von Neumann equation above can be written as a pair of real matrix equations like Eqs. (54) and (55) in the main text. We do this in the following

**Theorem 2.** Equation (A14), which is equivalent to the von Neumann equation for a charged particle in an electromagnetic field, is equivalent to the following pair of real equations (cf. Eqs. (54) and (55) in the main text):
\[ \frac{\partial P}{\partial t} = - \frac{1}{\epsilon} [W_s, P^T] + \frac{1}{\epsilon} [W_a, P], \]

(A17)

\[ \frac{\partial P^T}{\partial t} = \frac{1}{\epsilon} [W_s, P] + \frac{1}{\epsilon} [W_a, P^T], \]

(A18)

where
\[ W_s(x, x') = \frac{1}{2} \left[ W(x, x') + W(x', x) \right], \]

(A19)

\[ W_a(x, x') = \frac{1}{2} \left[ W(x, x') - W(x', x) \right], \]

(A20)

are the symmetric and antisymmetric parts of a real kernel
\[ W(x, x') = \frac{1}{Z_{EM}} \exp \left[ - \frac{\epsilon}{\hbar} Q_{EM}(x, x') \right]. \]

(A21)

Here
\[ Q_{EM}(x, x') = \frac{m(x - x')^2}{2e^2} + V \left( \frac{x + x'}{2}, t \right) \]

\[ + \frac{e}{c} \left( \frac{x - x'}{\epsilon} \right) \cdot \mathbf{A} \left( \frac{x + x'}{2}, t \right) \]

\[ + \frac{\epsilon}{\hbar} \left[ \frac{e}{c} \left( \frac{x - x'}{\epsilon} \right) \cdot \mathbf{A} \left( \frac{x + x'}{2}, t \right) \right]^2. \]

(A22)

**Proof.** Equation (A14) has the same form of von Neumann equation in the main text (see Eq. (21)). Furthermore, by separating its real and imaginary parts, the kernel \( \mathcal{C} \) defined in Eq. (A4) can be written as
\( C = \overline{W}_s + \overline{W}_a/\epsilon \), where
\[
\overline{W}_s(x, x') = \frac{1}{Z_{EM}} e^{-\epsilon H_0(x, x')/\hbar} \cos(z), \quad (A23)
\]
\[
\overline{W}_a(x, x') = -\frac{1}{Z_{EM}} e^{-\epsilon H_0(x, x')/\hbar} \sin(z). \quad (A24)
\]
Here
\[
\mathcal{H}_0(x, x') = \frac{m}{2} \left( \frac{x-x'}{\epsilon^2} \right)^2 + V \left( \frac{x+x'}{2}, t \right), \quad (A25)
\]
and
\[
z = \frac{\epsilon e}{\hbar} \left( \frac{x-x'}{\epsilon} \right) \cdot A \left( \frac{x+x'}{2}, t \right). \quad (A26)
\]

The expressions \( \overline{W}_s \) and \( \overline{W}_a \) defined in Eqs. (A23) and (A24) are clearly symmetric and antisymmetric, respectively, under an exchange of \( x \) and \( x' \) since \( \cos(-z) = \cos z \) and \( \sin(-z) = -\sin z \), where \( z \) is given by Eq. (A26). So, \( \overline{W}_s \) and \( \overline{W}_a \) can be considered the symmetric and antisymmetric parts of a kernel
\[
\overline{W}(x, x') = \overline{W}_s(x, x') + \overline{W}_a(x, x') = \frac{1}{Z_{EM}} e^{-\epsilon H_0(x, x')/\hbar} [\cos z - \sin z]. \quad (A27)
\]

Due to the very sharp Gaussian factor (since \( \epsilon \to 0 \)), we can expand the sine and cosine functions up to second order in their argument since the rest gives contributions of order higher than \( \epsilon \). Now, up to second order we have
\[
\cos z - \sin z = \exp(-z - z^2) + O(z^3)
\]
\[= 1 - z - \frac{z^2}{2} + O(z^3), \quad (A28)
\]
So, we can safely replace \( \cos z - \sin z \) by \( \exp(-z - z^2) \) in Eq. (A27). That is, we can replace \( \overline{W} \) by the kernel
\[
W(x, x') = \frac{1}{Z_{EM}} e^{-\epsilon H_0(x, x')/\hbar} h^{-z^2}. \quad (A29)
\]
Replacing \( z \) in this equation by the right hand side of Eq. (A26) we obtain Eq. (A21) as we wanted to prove.

However, the function \( Q_{EM} \) defined in Eq. (A22) is not a standard Hamiltonian-like function. Indeed, the last term in the right hand side of Eq. (A22) is proportional to \( 1/\hbar \). However, it is possible to replace \( Q_{EM} \) by a proper Hamiltonian-like function that does not depend on \( \hbar \) according to the following

**Theorem 3.** In the limit \( \epsilon \to 0 \), the kernel \( W \) defined in Eq. (A21) can be replaced by the kernel
\[
\mathcal{K}(x, x') = \frac{1}{Z_{EM}} \exp \left[ -\frac{\epsilon}{\hbar} \mathcal{H}_{EM}(x, x') \right], \quad (A30)
\]where the Hamiltonian-like function (with no tilde) is given by
\[
\mathcal{H}_{EM}(x, x') = \frac{m}{2} \left( \frac{x-x'}{\epsilon} \right)^2 + V \left( \frac{x+x'}{2}, t \right)
\]
\[+ \frac{\epsilon}{\hbar} \left( \frac{x-x'}{\epsilon} \right) \cdot A \left( \frac{x+x'}{2}, t \right) \quad (A31)
\]

**Proof.** The only difference between \( Q_{EM} \) and \( H_{EM} \) is the last terms in the right hand side of Eqs. (A22) and (A31), respectively. So, it is convenient to single out these terms in the convolutions \( W * \psi \) and \( K * \psi \). Let us start with the convolution \( W * \psi \). Using Eqs. (A21) and (A22) we can write
\[
[W * \psi](x) = \langle g(x, u) e^{-z^2} \rangle_u \quad (A32)
\]
where we have introduced the change of variables \( u = x - x' \), so that \( (x + x')/2 = x - u/2 \). Here \( z \) is given in Eq. (A26) and \( (-)^u \) denotes the Gaussian average associated to the kinetic term in Eq. (A22) (see Eq. (A7)). Furthermore,
\[
g(x, u) = e^{-V(x - u/2)/\hbar + \epsilon \cdot u \cdot A(x - u/2, t)}/\hbar \psi(x - u), \quad (A33)
\]
denotes the remaining terms in the convolution \( W * \psi \). We can expand \( e^{-z^2} = 1 - z^2 + O(z^4) \) in Eq. (A32) up to first order in \( z^2 \) since terms \( O(z^4) \) give contributions of \( O(\epsilon^2) \). So,
\[
[W * \psi](x) = \langle g(x, u) \rangle_u - g(x, x) \langle z^2 \rangle_u + O(\epsilon^2) \quad (A34)
\]
where
\[
\langle z^2 \rangle_u = \langle \frac{\epsilon}{\hbar^2} \left( \left[ u \cdot A \left( x - \frac{u}{2}, t \right) \right]^2 \right) \rangle_u
\]
\[= \langle \frac{\epsilon}{\hbar^2} \langle u^2 \rangle_u \cdot [A(x, t)]^2 \rangle + O(\epsilon^2) \quad (A35)
\]
\[= \frac{\epsilon}{\hbar^2} [A(x, t)]^2 + O(\epsilon^2). \quad (A35)
\]
Furthermore, we have done \( A(x - u/2, t) = A(x, t) + O(|u|) \) in Eq. (A35) and \( g(x, u) = g(x, x) + O(|u|, \epsilon) \) in Eq. (A34), respectively, because \( A(x, t) \) and \( g(x, x) \) are the only terms that contribute to first order in \( \epsilon \) since \( \langle u^2 \rangle_u \) is already \( O(\epsilon) \) (see Eqs. (A9) and (A10)).

Now, proceeding similarly with the convolution \( K * \psi \) we have
\[
[K * \psi](x) = \langle g(x, u) e^{-y} \rangle_u \quad (A36)
\]
where \( g(x, u) \) is defined in Eq. (A33) and
\[
y = \frac{\epsilon e^2}{\hbar mc^2} [A(x - u/2, t)]^2. \quad (A37)
\]
Notice that $y$ is already of first order in $\epsilon$. So, we can neglect the dependency of $A$ on $u$ and do the expansion

$$e^{-y} = 1 - \frac{\epsilon^2}{\hbar mc^2} [A(x,t)]^2 + O(\epsilon^2, \epsilon |u|), \quad (A38)$$

where we have introduced the explicit value of $y$ in the right hand side, which is given in Eq. (A37). So,

$$[K \ast \psi](x) = (g(x, u))_{\ast} - g(x, x) \frac{\epsilon \epsilon^2}{mc^2} [A(x, t)]^2 + O(\epsilon^2) \quad (A39)$$

Finally, introducing Eq. (A35) into Eq. (A34) and comparing to Eq. (A39) we can see that $K \ast \psi = W \ast \psi + O(\epsilon^2)$, that is $K \ast \psi = W \ast \psi$ in the limit $\epsilon \to 0$ as we wanted to prove. \qed

Appendix B: Modeling scientists doing experiments

Here we discuss two well-known modeling frameworks in cognitive science, i.e., active inference (Appendix B 1) and enactive cognition (Appendix B 2), that are relevant for our purpose. However, we take a more relational approach than traditionally done in these two modeling frameworks. Indeed, somewhat analogous to the relational interpretation of quantum mechanics (RQM) [14], the modeling of a scientist doing an experiment is done from the perspective of another scientist (see Sec. IV C 1).

1. Active inference: world as a generative process, scientists as generative models

Here we briefly discuss some aspects of active inference in the framework of a scientist carrying out an experiment. Although we present some technical details for the reader that may not be familiar with it, our main purpose is to highlight the main underlying concepts. In active inference the external world—an experimental system in this case—is considered as a generative process, while the organism—here a scientist—perceiving, interacting with, and learning about such an external world is considered as (or to have) a generative model (see Fig. 8; cf. Fig. 2 in Ref. [48] and Figs. 1 and 2 in Ref. [15]). We discuss these in the next subsections, closely following Ref. [15].

a. Experimental systems as generative processes

Following active inference, the scientist’s (controlled) environment, i.e. the experimental system, is considered hidden to her; she can only indirectly access it by the data it generates in her sensorium via her observations. In Fig. 8A we represent the environment by a Bayesian network enclosed within a solid rounded rectangle, which depends on the actions of the organism (external arrow pointing towards the solid rounded rectangle; cf. Fig. 2 in Ref. [48]; see Sec. 2.1 in Ref. [15]). Accordingly, the state of the environment at time step $\ell$ is described by hidden variables $s'_\ell$ (top dark magenta circles) which can generate an observation $x_\ell$ (center blue and red circles) with a probability $\Omega(x_\ell | s'_\ell)$ (blue arrows pointing downwards).

The environment dynamics is specified by the transition probability $\Theta(\ell | s'_{\ell+1}, s'_\ell, a_\ell)$ that the environment is in state $s'_{\ell+1}$ at time step $\ell + 1$, given that at the previous time step its state was $s'_\ell$ and the scientist performed action $a_\ell$, e.g., by moving some knobs. The dynamical dependency between hidden variables is represented in Fig. 8A by the top horizontal dark magenta arrows. The dependency of these dynamics on the scientist’s actions is represented by the black arrow external to the solid rounded rectangle and pointing towards it. This is to emphasize that the scientist can select a whole sequence of actions according to a behavioral policy [15, 48], $\pi$, as discussed in the next subsection.

To keep the discussion at the minimal level of complexity required to illustrate the relevant concepts for our purpose, we focus here only on three time steps, $\ell = -1, 0, 1$ (see Fig. 8A). However, each transition from a time step $\ell$ to the next $\ell + 1$ can be partitioned into as many time steps as desired [15].

b. Scientists as generative models

Following active inference, the scientist is considered to be, or to have physically encoded in her neural system and perhaps body, a generative model of her (controlled) environment, i.e. of the experimental system. This generative model is represented in Fig. 8A by a Bayesian network within a dashed rounded rectangle, which mirrors the Bayesian network representing the environment. The generative model is defined as a joint probability distribution over observations $x_\ell$ (middle blue and red circles), internal “copies” $s_\ell$ of the environment’s hidden states $s'_\ell$ (bottom green circles), which are encoded in the scientist’s neural system or body, and behavioral policies $\pi$ (black node external to the solid rounded square). The latter could be specified, for instance, by a sequence of control states $u_\ell$ (see Sec. 2.2 in Ref. [15]), i.e. $\pi = (u_{\ell-1}, u_0, u_1)$, which denote a subjective abstraction of an action, such as a neuronal command to execute a specific action in the environment [15]. In Ref. [15] a one-to-one mapping is assumed between a selected control state $u_\ell$ and ex-
FIG. 8: Active inference: (A) Graphical model characterizing active inference (cf. Figs. 1 and 2 in Ref. [48] as well as Figs. 2 and 3 in Ref. [15]). The upper graphical model enclosed within a solid line is the generative process associated to the external system. The only accessible information about this generative process is the data it generates on the environment (cf. Figs. 2 and 3 in Ref. [15]). The upper graphical model enclosed within a solid line is the generative process of the environment. (B) When the scientist performs the required actions to consistently transform the variable $x$ into the same initial position $x_0$, she effectively removes all causal dependencies before the start of the experiment at time step $\ell = 0$. This could be interpreted as a form of causal intervention on the system. We denote this here as $\text{DO}(x = x_0)$.

executed action $a_\ell$ in each time step $\ell$.

The generative model is represented in Fig. 8A by a Bayesian network within a dashed rounded rectangle, which mirrors the Bayesian network representing the environment. It can be written as [15] (see Eq. (2.4) therein)

$$
\mathcal{P}^\text{gen}(x, s, \pi) = p^\text{pol}(\pi)p_{-1}(s_{-1}) \prod_{\ell=0}^1 \mathcal{P}^\text{obs}_\ell(x_\ell | s_\ell) \mathcal{P}^\text{dyn}_\ell(s_\ell | s_{\ell-1}, \pi),
$$

where $x = (x_{-1}, x_0, x_1)$ and $s = (s_{-1}, s_0, s_1)$. Here $\mathcal{P}^\text{dyn}$ (bottom horizontal green arrows in Fig. 8A) specifies the scientist’s model of the environment’s hidden dynamics, which can be affected by the actions the scientist performs according to the behavioral policy $\pi$. Furthermore, $\mathcal{P}^\text{obs}_\ell$ (bottom purple arrows pointing upwards in Fig. 8A) specifies the model of how hidden states of the environment generate observations. Finally, $p_{-1}$ and $p^\text{pol}$ are priors over the initial state of the environment and the policy, respectively.

Now, when carrying out an experiment a scientist first prepares the state of the experimental system at the start of the experiment, i.e., at time step $\ell = 0$. Say the experimental system is a particle in a piece-wise linear potential (see Fig. 2A in the main text). This could be done, for instance, by performing a measurement at a previous time step, $\ell = -1$, say of the position of the particle $x_{-1} = x_{\text{prep}}$, as displayed in a reading device—this would correspond to the first time step in Fig. 8A. Afterwards, the scientist can act on the system to consistently obtain a desired observation, $x_0 = x_0^\ast$, at time step $\ell = 0$ when the experiment starts.

For instance, the scientist can generate some commands that would lunch a mechanism that moves the particle an amount $x_0^\ast - x_{\text{prep}}$ in such a way that the scientist consistently observes a given position, $x_0 = x_0^\ast$, as displayed on a reading device, modulo experimental error. Different observations $x_{\text{prep}}$ at time step $\ell = -1$ would lead to different actions. The aim of those actions is precisely that an observation at time step $\ell = 0$ always yields the same result, $x_0 = x_0^\ast$. Since the observation at time step $\ell = 0$ yields consistently the same result, this effectively removes the dynamical dependencies before this time step, when the experiment starts. This amounts at a form of causal intervention. We denote this here as $\text{DO}(x_0 = x_0^\ast)$. 

2. Enactivism: dynamical coupling between scientist and world

Active inference, as briefly described above, still has a representationalist flavour in that the task of the scientist is to learn a model, i.e., a representation, as accurate as possible of the environment’s dynamics, including how her own actions affect it. The environment, which is described by the fixed probability distributions $\Theta_t$ and $\Omega_t$ in Sec. B1.a, is considered as something externally given. This is reflected in that the topology of the Bayesian network representing the scientist mirrors the topology of the Bayesian network representing the environment. In particular, the internal and external dynamics (horizontal arrows in Fig. 8) flow in the same direction.

In contrast, the enactive approach [1, 3, 50] puts a stronger emphasis on the dynamical coupling between scientist and environment [3, 49]. The focus is often on the particular sensor and motor systems of an individual like, e.g., a human or a robot. However, scientists manage to transcend their own sensorimotor limitations with the aid of technological devices that therefore enable them to couple to the world in “more fundamental” ways. For instance, the kind of manipulations and observations associated to light-matter interaction experiments are enabled by, e.g., lasers and electron microscopes. These kinds of couplings between scientists and world are hardly possible without such technologies. Such technologies are created by scientists themselves in their quest for lawful regularities. In this quest scientists have to learn how to build suitable experimental devices, how to stabilize the experimental system and achieve repetitability, how to obtain a decent measurement precision, etc. In general, how to achieve reliability—conditions R1-R3 in Sec. I in the main text. Our work is focused only on the post-learning stage, so it does not depend on a specific theory of learning.

From an enactive perspective, we could consider both the scientist and the environment as physical systems involved in a circular interaction possibly enabled by technological devices (see Fig. 9; cf. Fig. 3.5 in Ref. [3]). However, to the best of our knowledge, the mathematical formalization of enactivism is not as well developed as that of active inference. Indeed, we are aware of only a couple of rather recent works [3, 49] that attempt to do that. Here we briefly discuss some of the main concepts underlying enactivism, closely following [3] (see Ch. 3 therein; see also Ref. [49]).

For instance, the (controlled) environment or experimental system could be described by state variables $s'$, e.g., the position of a particle in a piece-wise linear potential (see Fig. 2A in the main text). Similarly, we could use variables $a$ to represent actions the scientist perform on the experimental system, e.g. by moving her hand to turn a knob that puts the particle in a desired position—these kinds of actions could be considered effectively as state preparations or causal interventions. The dynamics of the environment can then be described by [5]

$$\frac{d s'}{dt} = \mathcal{E}(s', a),$$

where the function $\mathcal{E}$ captures the dependency of the environment’s current state on its previous state and the scientist’s previous actions.

The scientist’s sensor activity, here denoted by variables $o$, is influenced by the environment via her observations that stimulate her sensorium. Furthermore, in Refs. [3, 49] the scientist is assumed to have an internal neural dynamics, here described by variable $s_N$, which modulates the sensors activity. The scientist’s sensors’ dynamics can then be described by

$$\frac{d o}{dt} = \mathcal{O}(s', s_N),$$

where the function $\mathcal{O}$ captures the dependency of the scientist’s sensor dynamics on the state of both the environment and the scientist’s internal neural dynamics.

The dynamics of neural activity is assumed to depend on sensor activity and on the neural activity itself, i.e.

$$\frac{d s_N}{dt} = \mathcal{N}(s, s_N),$$

where the function $\mathcal{N}$ captures such dependencies. Additionally, the scientist’s outflowing movement-producing signals, or motor activity, denoted here by $s_M$, is assumed to be influenced by the neural activity, $s_N$, i.e.

$$\frac{d s_M}{dt} = \mathcal{M}(s_N),$$

where the function $\mathcal{M}$ captures such an influence.

Finally, the interaction loop is closed by assuming the scientist’s actions, which can be implemented via body configurations, depend on the current actions she performs, on her internal motor activity, and on the state of the environment. So, the scientist’s actions dynamics can be described as

$$\frac{d a}{dt} = \mathcal{A}(a, s_M, s'),$$

where the function $\mathcal{A}$ captures such dependencies.

Appendix C: Principle of maximum caliber and factor graphs

Here we discuss the principle of maximum dynamical entropy, or principle of maximum caliber. This
is a general variational principle, similar to the free energy principle, from which a variety of models at, near, and far from equilibrium can be derived [16]. We have used this principle in the main text to derive the form of the stationary distribution over the dynamical trajectories characterizing a scientist interacting with an experimental system.

The principle of maximum entropy [51] to derive some common equilibrium probability distributions in statistical physics can be extended to the so-called principle of maximum caliber to deal with non-equilibrium distributions on trajectories [16]. In particular Markov chains and Markov processes can be derived from the principle of maximum caliber (see e.g. Sec. IX B in Ref. [16]). We introduce this principle here with an example relevant for our discussion in the main text.

Consider a probability distribution $\tilde{P}(\mathbf{x})$ on (discretized) closed paths $x_0 \rightarrow x_1 \rightarrow \cdots \rightarrow x_{k-1} \rightarrow x_0$, denoted as $\mathbf{x} = (x_0, \ldots, x_{k-1})$, where $x_k$ refers to the position at time $t = k\epsilon$. Assume that we only have information about the average energy on the (discretized) paths given by

$$
\mathcal{H}_{av}[\tilde{P}] = \left( \frac{1}{T} \sum_{\ell=0}^{k-1} \mathcal{H}_\ell(x_{\ell+1}, x_\ell) \right)_{\tilde{P}}, 
$$

(C1)

where $x_k = x_0$, $T = k\epsilon$ is the total time duration of the path, and $\mathcal{H}_\ell$ is the “energy” or Hamiltonian-like function at time step $\ell$. Here

$$
\langle f \rangle_{\tilde{P}} = \int \tilde{P}(x_0, \ldots, x_{k-1}) f(x_0, \ldots, x_{k-1}) \prod_{\ell=0}^{k-1} dx_\ell,
$$

(C2)

denotes the average value of a generic function $f$ of a path, with respect to a generic path probability distribution $\tilde{P}$. For convenience, here we are using integrals instead of sums, as in the main text. However, our analysis is valid for discrete variables too by changing these integrals by sums, $\int \rightarrow \sum$.

The principle of maximum caliber tells us that among all possible probability distributions we should choose the one that both maximizes the entropy

$$
\mathcal{S}[\tilde{P}] = -\langle \ln \tilde{P}(x_0, \ldots, x_{k-1}) \rangle_{\tilde{P}}, 
$$

(C3)

and is consistent with the information we have, i.e. $\mathcal{H}_{av}[\tilde{P}] = E_{av}$, where $E_{av}$ is the fixed value of the average energy. Introducing a Lagrange multiplier $\lambda$ to enforce the constraint on the average energy, the constrained maximization of $\mathcal{S}[\tilde{P}]$ becomes equivalent to the maximization of the Lagrangian $\mathcal{S}[\tilde{P}] - \lambda \mathcal{H}_{av}[\tilde{P}]$. 

FIG. 9: Enactivist framework: (A) Dependency graph of the enactive cognitive model described by Eqs. (B2)-(B6), as presented in Ref. [3] (see Ch. 3 and Fig. 3.5 therein; see also Ref. [49]). Nodes represent variables. An arrow indicates that the variable it points to depends on the variable in its tail—in particular, circular arrows indicate recurrent dependencies. This dependency graph represents a circular interaction: scientist’s actions, $a$, influence the environment’s state, $s$; environment’s states influence the scientist’s sensor activity, $o$, via observations; sensor activity influences neural activity, $s_N$; neural activity influences motor activity, $s_M$, i.e. outflowing movement-producing signals; finally, motor activity influences scientist’s actions, which closes the interaction loop. Although, internal neural activity and environment’s states can influence back, respectively, sensor activity and scientist’s actions—e.g. by changing body configuration—the global dynamics is clockwise. (B) Simplified dependency graph that only shows the circular dependency between environment’s states, $s'$, and scientist’s internal states, $s = (s_M, s_N)$. An action can prepare a desired state of the experimental system, e.g., a hand movement to turn a knob that places a particle in a desired location—in this sense it may be considered as a form of causal intervention. An observation can be mediated via a reading device, e.g. to determine the final position of the particle (see Fig. 2A in the main text).
The solution to this problem is the distribution

\[ \tilde{P}(x_0, \ldots, x_{k-1}) = \frac{1}{Z} \exp \left[ -\frac{\lambda}{T} \sum_{\ell=0}^{n-1} \mathcal{H}_\ell(x_{\ell+1}, x_\ell) \right], \]  

(C4)

where \( Z \) is the normalization factor.

Notice that \( \tilde{P} \) in Eq. (C4) can be written as a product of factors

\[ \tilde{P}(x_0, \ldots, x_{k-1}) = \frac{1}{Z} \prod_{\ell=0}^{k-1} F_\ell(x_{\ell+1}, x_\ell), \]  

(C5)

with \( x_k = x_0 \). Without loss of generality, we can choose the factors as

\[ F_\ell(x_{\ell+1}, x_\ell) = \frac{1}{|A|} \exp \left[ -\frac{\lambda}{T} \mathcal{H}_\ell(x_{\ell+1}, x_\ell) \right], \]  

(C6)

and the probability distribution defined in Eq. (C5) over all variables except \( x_\ell \) and \( x_{\ell+1} \) we obtain

\[ P_\ell(x_{\ell+1}, x_\ell) = \frac{1}{Z} F_\ell(x_{\ell+1}, x_\ell) Z_{\ell-\ell}(x_\ell) Z_{\ell+1-\ell}(x_{\ell+1}), \]  

(D1)

\[ p_\ell(x_\ell) = \sum_{x_{\ell+1}} P_\ell(x_{\ell+1}, x_\ell) = \frac{1}{Z} Z_{\ell-\ell}(x_\ell) Z_{\ell+1-\ell}(x_{\ell+1}), \]  

(D2)

where the partial partition functions \( Z_{\ell-\ell}(x_\ell) \) and \( Z_{\ell+1-\ell}(x_{\ell+1}) \) of the original factor graph are given by the partition functions of the modified factor graphs that contain all factors \( F_{\ell'} \) to the left (i.e. \( \ell' < \ell \)) and to the right (i.e. \( \ell' \geq \ell \)) of variable \( x_\ell \), respectively; i.e. (cf. Eq. (14.2) in Ref. [19]).

\[ Z_{\ell-\ell}(x_\ell) = \sum_{x_{\ell}, \ldots, x_{\ell'}} F_{\ell'}(x_{\ell'+1}, x_{\ell'}), \]  

(D3)

\[ Z_{\ell+1-\ell}(x_{\ell+1}) = \sum_{x_{\ell+1}, \ldots, x_n} F_{\ell'}(x_{\ell'+1}, x_{\ell'}), \]  

(D4)

with

\[ Z_{\ell-\ell}(x_0) = 1, \]  

(D5)

\[ Z_{\ell+1-\ell}(x_1) = 1. \]  

(D6)

\( Z_{\ell-\ell}(x_\ell) \) and \( Z_{\ell+1-\ell}(x_{\ell+1}) \) can be interpreted as information that arrives to variable \( \ell \) from the left and from the right side of the graph, respectively.

Indeed, from Eqs. (D1) and (D2) we obtain

\[ P_\ell(x_{\ell+1}|x_\ell) = \frac{P_\ell(x_{\ell+1}, x_\ell)}{p_\ell(x_\ell)} = F_\ell(x_{\ell+1}, x_\ell) \frac{Z_{\ell+1-\ell}(x_{\ell+1})}{Z_{\ell+1-\ell}(x_{\ell+1})}. \]  

(D7)

with \( |A| = \sqrt{2\pi T T/m \lambda} \), so \( Z = Z/|A|^n \) in Eq. (C5).

**Appendix D: Factor graphs on chains and Markov processes**

Here we show the well-known fact that a factor graph with the topology of a chain can be written as a Markov chain. First, notice that by marginalizing the probability distribution defined in Eq. (C5) over all variables except \( x_\ell \) and \( x_{\ell+1} \) we obtain

\[ p_\ell(x_\ell) = \sum_{x_{\ell+1}} P_\ell(x_{\ell+1}, x_\ell) = \frac{1}{Z} Z_{\ell-\ell}(x_\ell) Z_{\ell+1-\ell}(x_{\ell+1}), \]  

(D2)

So, we can write

\[ P_{ch}(x) = \frac{1}{Z} \prod_{\ell=0}^{n-1} F_\ell(x_{\ell+1}, x_\ell) \]  

\[ = \prod_{\ell=0}^{n-1} P_\ell(x_{\ell+1}|x_\ell) \frac{Z_{\ell-\ell}(x_\ell) \prod_{\ell=0}^{n-1} Z_{\ell+1-\ell}(x_{\ell+1})}{Z \prod_{\ell=0}^{n-1} Z_{\ell+1-\ell}(x_{\ell+1})} \]  

\[ = p_0(x_0) \prod_{\ell=0}^{n-1} P_\ell(x_{\ell+1}|x_\ell). \]  

(D8)

To go from the first line to the second line in Eq. (D8) we have written \( F_\ell(x_{\ell+1}, x_\ell) \) in terms of \( P_\ell(x_{\ell+1}|x_\ell) \), \( Z_{\ell-\ell}(x_\ell) \), and \( Z_{\ell+1-\ell}(x_{\ell+1}) \) using Eq. (D7). Furthermore, we have taken the term \( Z_{\ell-\ell}(x_0) \) out of the product in the numerator in the second line, so the remaining product starts at \( \ell = 1 \). We have also taken into account that \( Z_{n-\ell}(x_n) = 1 \), so the product in the denominator goes up to \( \ell = n-2 \) only. Notice that the products

\[ \prod_{\ell=0}^{n-1} Z_{\ell-\ell}(x_\ell), \quad \text{and} \quad \prod_{\ell=0}^{n-2} Z_{\ell+1-\ell}(x_{\ell+1}) \]  

(D9)

in the numerator and denominator, respectively, are equal, so they cancel out. Finally, to go from the second to the third line in Eq. (D8), we have taken into account that

\[ p_\ell(x_\ell) = \frac{Z_{\ell-\ell}(x_\ell)}{Z}, \]  

(D10)

since \( Z_{\ell-\ell}(x_0) = 1 \) (see Eqs. (D2) and (D5)).
Appendix E: Factor graphs on cycles and Bernstein processes

Here we show that a factor graph with the topology of a circle, which is given by Eq. (3), can be written as a Bernstein process rather than as a Markov chain. Indeed, from Eq. (3) (with $x' = x_0$) we obtain for the two variable marginal in Eq. (9)

$$p(x_0, x_n) = \sum_{x_1, \ldots, x_{n-1}} 2 \mathcal{P}(x) = \frac{1}{Z} F_n(x_0, x_n) \prod_{\ell=0}^{n-1} F_{\ell}(x_{\ell+1}, x_{\ell}),$$

(E1)

so,

$$\mathcal{P}(x'|x_n, x_0) = \frac{\mathcal{P}(x)}{p(x_0, x_n)} = \frac{1}{Z(x_n, x_0)} \prod_{\ell=0}^{n-1} F_{\ell}(x_{\ell+1}, x_{\ell}),$$

(E2)

is the new normalization constant. In particular, the term $F_n(x_0, x_n)$ which closes the loop has cancelled out (see Eq. (4)). Thus, the new graphical model $\mathcal{P}(x'|x_n, x_0)$ on variables $x' = (x_1, \ldots, x_{n-1})$ has the topology of a chain and we obtain the equivalent of Eqs. (D1) and (D2)

$$\mathcal{P}(x_{\ell+1}, x_{\ell}|x_n, x_0) = \sum_{x_1, \ldots, x_{\ell}, x_{\ell+2}, \ldots, x_{n-1}} \mathcal{P}(x'|x_n, x_0) = \frac{F_{\ell}(x_{\ell+1}, x_{\ell}) Z_{-\ell}(x_{\ell}|x_0) Z_{\ell+1}(x_{\ell+1}|x_n)}{Z(x_n, x_0)},$$

(E4)

$$p_{\ell}(x_{\ell}|x_n, x_0) = \frac{1}{Z(x_n, x_0)} Z_{-\ell}(x_{\ell}|x_0) Z_{\ell+1}(x_{\ell+1}|x_n).$$

(E5)

where $\ell = 1, \ldots, n-2$ for Eq. (E4) and $\ell = 1, \ldots, n-1$ for Eq. (E5). Here

$$Z_{-\ell}(x_{\ell}|x_0) = \sum_{x_1, \ldots, x_{\ell-1}} \prod_{\ell'=0}^{\ell-1} F_{\ell'}(x_{\ell'+1}, x_{\ell'}),$$

(E6)

$$Z_{\ell+1}(x_{\ell+1}|x_n) = \sum_{x_1, \ldots, x_n-1} \prod_{\ell'=0}^{n-1} F_{\ell'}(x_{\ell'+1}, x_{\ell'}).$$

(E7)

Importantly, $Z_{-\ell}(x_{\ell}|x_0)$ is only conditioned on $x_0$ because it propagates information from “past” to “future” and $Z_{\ell+1}(x_{\ell+1}|x_n)$ is only conditioned on $x_n$ because it propagates information from “future” to “past.” Notice that, according to Eqs. (E6) and (E7), we have

$$Z_{-\ell}(x_{\ell}|x_0) = F_0(x_1, x_0),$$

(E8)

$$Z_{\ell+1}(x_{\ell+1}|x_n) = F_{n-1}(x_n, x_{n-1}).$$

(E9)

So, the equivalent of Eq. (D7) is

$$\mathcal{P}^+_{\ell}(x_{\ell+1}|x_n, x_\ell) = \mathcal{P}^+_{\ell}(x_{\ell+1}|x_n, x_\ell, x_0)$$

$$= \frac{\mathcal{P}(x_{\ell+1}, x_\ell|x_0)}{p_{\ell}(x_\ell|x_n, x_0)}$$

$$= \frac{F_{\ell}(x_{\ell+1}, x_\ell) Z_{-\ell}(x_{\ell}|x_0) Z_{\ell+1}(x_{\ell+1}|x_n)}{Z(x_n, x_0)}$$

$$= F_{\ell}(x_{\ell+1}, x_\ell) \frac{Z_{\ell+1}(x_{\ell+1}|x_n)}{Z_{\ell+1}(x_{\ell+1}|x_n)},$$

(E10)

for $\ell = 1, \ldots, n-2$. Notice that $\mathcal{P}^+_{\ell}(x_{\ell+1}|x_n, x_\ell)$ is not conditioned on $x_0$ because the terms $Z_{-\ell}(x_{\ell}|x_0)$ in the numerator and denominator in Eq. (E10) cancel out (see Eqs. (E4) and (E5)).

Therefore, the equivalent of Eq. (D8) is
\[ \mathcal{P}(x'|x_n, x_0) = \frac{F_0(x_1, x_0)F_{n-1}(x_n, x_{n-1})}{Z(x_n, x_0)} \prod_{\ell=1}^{n-2} F_{\ell}(x_{\ell+1}, x_\ell) \]

\[ = \frac{Z_{-1}(x_1|x_0) Z_{n-1-}(x_{n-1}|x_n)}{Z(x_n, x_0)} \prod_{\ell=1}^{n-2} \mathcal{P}^{*}_{\ell}(x_{\ell+1}|x_n, x_\ell) \frac{\prod_{\ell=1}^{n-2} Z_{\ell-}(x_\ell|x_n)}{\prod_{\ell=1}^{n-1} Z_{\ell+1-}(x_{\ell+1}|x_n)} \]

\[ = p_1(x_1|x_n, x_0) \prod_{\ell=1}^{n-2} \mathcal{P}^{*}_{\ell}(x_{\ell+1}|x_n, x_\ell). \]

In the first line of Eq. (E11) we have used Eq. (E2) and we have taken out of the corresponding product the terms \( F_0(x_1, x_0) \) and \( F_{n-1}(x_n, x_{n-1}) \), which are equal to \( Z_{-1}(x_1|x_0) \) and \( Z_{n-1-}(x_{n-1}|x_n) \) according to Eqs. (E8) and (E9). In the second line of Eq. (E11) we have used Eq. (E10) to write \( \sigma \) of Eqs. (E8) and (E9). In the third line of Eq. (E11) we have incorporated the term \( Z_{n-1-}(x_{n-1}|x_n) \) into the product \( \prod_{\ell=1}^{n-1} Z_{\ell-}(x_\ell|x_n) \) in the numerator, so the product now runs until \( \ell = n - 1 \) instead of \( \ell = n - 2 \). We have also taken out of the same product the term \( Z_{1-}(x_1|x_n) \), so the product now runs from \( \ell = 2 \) rather than \( \ell = 1 \). Finally, to obtain the fourth line of Eq. (E11) we have used the fact that the products

\[ \prod_{\ell=2}^{n-1} Z_{\ell-}(x_\ell|x_n) \quad \text{and} \quad \prod_{\ell=1}^{n-2} Z_{\ell+1-}(x_{\ell+1}|x_n), \quad (E12) \]

in the numerator and denominator, respectively, are equal, so they cancel out. Furthermore, we have used Eq. (E5) to introduce the marginal \( p_1(x_1|x_n, x_0) \). Now, writing \( \mathcal{P}_0(x_1|x_n, x_0) = p_1(x_1|x_n, x_0) \) in Eq. (E11) and using Eq. (E2) to write \( \mathcal{P}(x) = p(x_0, x_n) \mathcal{P}(x'|x_n, x_0) \) we obtain Eq. (9) in the main text.

### Appendix F: Derivation of Eq. (12) for continuous variables

Here we derive Eq. (12) for continuous variables in the particular case where the factors \( F_{\ell} \) are given by Eq. (15). Introducing Eq. (15) into Eq. (14) and expanding \( g(x') \) up to second order in \( \xi = x' - x \) we obtain

\[ [F_{\ell}g](x) = \left[ 1 - \frac{\epsilon}{\Gamma} V(x) + O(\epsilon^2) \right] \int p_\sigma(\xi) d\xi + \frac{\partial g(x)}{\partial x} \int \xi p_\sigma(\xi) d\xi + \frac{1}{2} \frac{\partial^2 g(x)}{\partial x^2} \int \xi^2 p_\sigma(\xi) d\xi + O(\epsilon^2), \]

\[ (F1) \]

where

\[ p_\sigma(\xi) = \frac{1}{\sqrt{2\pi}\sigma^2} e^{-\xi^2/2\sigma^2}, \]

\[ (F2) \]

is the Gaussian factor in Eq. (15)—so, \( \sigma^2 = \epsilon \Gamma / m \) which goes to zero as \( \epsilon \to 0 \). Here we have also expanded the term

\[ e^{-\frac{\sigma^2}{2\sigma^2}(V(x) + V(x'))} = 1 - \frac{\epsilon}{\Gamma} V(x) + O(\epsilon^2), \]

\[ (F3) \]

up to first order in \( \epsilon \)—we have replaced \( V(x') \) for \( V(x) \) since the term \( \epsilon V(x) + V(x') / 2 \) is already of order \( \epsilon \). Taking into account that \( \int p_\sigma(\xi) d\xi = 1 \), that

\[ \int \xi p_\sigma(\xi) d\xi = 0, \quad \text{and} \quad \int \xi^2 p_\sigma(\xi) d\xi = \sigma^2 \]

we get

\[ [F_{\ell}g](x) = \left[ 1 - \epsilon \frac{\Gamma}{m} V(x) \right] \int g(x) + \frac{\epsilon \Gamma}{2m} \frac{\partial^2 g(x)}{\partial x^2} + O(\epsilon^2) \]

\[ = g(x) - \frac{\epsilon}{\Gamma} \left[ V(x) g(x) - \frac{\Gamma^2}{2m} \frac{\partial^2 g(x)}{\partial x^2} \right] + O(\epsilon^2) \]

\[ = \left[ I - \frac{\epsilon}{\Gamma} \hat{H} \right] g(x) + O(\epsilon^2), \]

\[ (F4) \]

where \( \hat{H} \) is given by Eq. (13). This yields Eq. (12) with \( J_{\ell} = -\hat{H}/\Gamma \).
Appendix G: Hamiltonians with positive off-diagonal entries

Here we discuss the example of an infinite-dimensional quantum system described by factors with non-negative entries which, after truncation to its first two energy levels, turns into an effective system described by factors with negative off-diagonal entries. The latter is known as a two-level atom interacting with a coherent radiation field [27] (see Sec. 15.3 therein).

Indeed, consider the Hamiltonian of an atom modeled as an electron, described by the momentum operator $i\hbar \nabla_x$, moving in a potential field $V(x)$ produced by the nucleus,

$$ H_0 = -\frac{\hbar^2}{2m} \nabla_x^2 + V(x) = \sum_{n=0} E_n |n\rangle \langle n| . \quad (G1) $$

In the second equality we have expanded the Hamiltonian in terms of its eigenvalues $E_n$ and its eigenvectors $|n\rangle$, where $n$ is an integer, $n \geq 0$.

Now consider a perturbation

$$ U(x,t) = ex \cdot E(t) = ex \cdot E_0 \cos(\omega t), \quad (G2) $$

so the perturbed Hamiltonian becomes $H = H_0 + U$. Notice that the full Hamiltonian operator, $H$, can be derived via a path integral with Lagrangian

$$ L = \frac{m}{2} \dot{x}^2 - V(x) - U(x,t) . \quad (G3) $$

We can also derive $H$ via a real non-negative factors or kernels (cf. Eq. (5))

$$ \mathcal{K}_e(x',x) = e^{-i\mathcal{H}(x',x)/\hbar} \geq 0, \quad (G4) $$

where

$$ \mathcal{H}(x',x) = \frac{m}{2} (x' - x)^2 + V\left(\frac{x' + x}{2}\right) + U(t) . \quad (G5) $$

We will now see that, after a standard truncation of the full Hamiltonian $H = H_0 + U$ (see Eqs. (G1) and (G2)) into an effective two-level system, we lose the equivalence with the positive kernel given by Eqs. (G4) and (G5). Indeed, in the derivation of the Hamiltonian of a two-level atom it is usually assumed that the perturbation defined in Eq. (G2) is near resonance with two relevant energy levels of the Hamiltonian $H_0$, say $E_0$ and $E_1$, i.e. $|\omega - \omega_0| \ll \omega_0$, where $\hbar \omega_0 = E_1 - E_0$. In this case, it is usually assumed that only the dynamics of these two energy levels matter. So, we can write

$$ H = E_0 |0\rangle \langle 0| + E_1 |1\rangle \langle 1| + U_{01} (|0\rangle \langle 1| + |1\rangle \langle 0|), \quad (G6) $$

where the first three terms in the right hand side of Eq. (G6) correspond to the transitions taking place within the subspace spanned by $\{|0\rangle, |1\rangle\}$, and

$$ H_{\mathcal{R}} = \sum_{n=2}^{\infty} E_n |n\rangle \langle n| + \sum_{m=0}^{\infty} \sum_{n,m\neq 0,1} (U_{mn} |m\rangle \langle n| + U_{nm} |n\rangle \langle m|), \quad (G7) $$

collects all the remaining transitions. Here we have written

$$ U_{mn} = U_{mn}^* = \langle m| U(t) |n\rangle, \quad (G8) $$

for $m, n$ integers, $m, n \geq 0$. For the sake of illustration, we are restricting here to the case where $U_{01} = U_{01}^*$ can be chosen to be real and $U_{00} = U_{11} = 0$ [27] (see Sec. 15.3 therein); this explains the form of Eq. (G6).

At this point it is argued that we can neglect $H_{\mathcal{R}}$ since the system is near resonance. This yields the effective two-level Hamiltonian

$$ H_{\text{eff}} = E_0 |0\rangle \langle 0| + D \cos(\omega t) \sigma_{X}^{(01)}, \quad (G9) $$

where $E = (E_0 + E_1)/2$, $D = (|r| \cdot E_0 |1\rangle)$, and

$$ \sigma_{X}^{(01)} = |0\rangle \langle 0| + |1\rangle \langle 1|, \quad \sigma_{X}^{(0)} = |0\rangle \langle 0|, \quad \sigma_{Z}^{(01)} = |0\rangle \langle 0| - |1\rangle \langle 1|. \quad (G10) $$

We also write this as a real factor

$$ F_{\text{eff}} = I + \epsilon J_{\text{eff}}, \quad (G13) $$

with $J_{\text{eff}} = -H_{\text{eff}}/\hbar$, we end up with off-diagonal negative entries due to the factor $\cos(\omega t)$ accompanying $\sigma_{X}$ in Eq. (G9). So, the full Hamiltonian $H = H_0 + U$ in Eq. (G6) can be represented in terms of the real positive kernel given by Eqs. (G4) and (G5), but the truncated effective Hamiltonian $H_{\text{eff}}$ in Eq. (G9) cannot. What happened? The full factor $F = I - \epsilon H/\hbar$ associated to kernel $\mathcal{K}_e$ (see Eqs. (G4) and (G6)), which has only non-negative entries, can be written as

$$ F = \mathcal{R} + F_{\text{eff}}. \quad (G14) $$

So, even though the effective factor $F_{\text{eff}}$ in Eq. (G13) can have negative off-diagonal entries, those would be “corrected” by the “reference” term $\mathcal{R} = -\epsilon H_{\mathcal{R}}/\hbar$ yielding only positive quantities with a clear probabilistic interpretation.

Appendix H: Measuring momentum

Here we describe how to measure the momentum of a system particle whose position is described by $x$,
using a probe particle whose position is described by \( X \). The initial states of the system particle and the probe particle are

\[
\psi_{\text{sys}}(x) = \int c_k e^{ikx} dk, \quad (H1)
\]

\[
\psi_{\text{dev}}(X) = \left[ \frac{e^{-x^2/2\sigma^2}}{\sqrt{2\pi\sigma^2}} \right]^2, \quad (H2)
\]

respectively. For convenience, here we write the initial state of the system particle in terms of its Fourier transform, \( c_k \), and the initial state of the probe particle as a Gaussian packet centred around zero and with a very small standard deviation, i.e. \( 0 < \sigma \ll 1 \). Furthermore, the initial state of the total system composed of system and probe particles is \( \Psi_0(x, X) = \psi_{\text{sys}}(x)\psi_{\text{dev}}(X) \). That is, the system and probe particles are initially independent of each other.

The interaction between the system particle and the probe particle is given by the Hamiltonian

\[
H_{\text{int}} = -g(t)\hbar^2 \frac{\partial^2}{\partial x \partial X}, \quad (H3)
\]

where \( g(t) \) describes the strength of the interaction at time \( t \). In the time interval \( [0, T] \), the function \( g(t) \) is equal to \( g_0/T \), where \( g_0 \) and \( T \) are constants, and zero elsewhere. For convenience, this Hamiltonian can be written as \( H_{\text{int}} = g(t)pP \), in terms of the operators \( p = -i\hbar\partial/\partial x \) and \( P = -i\hbar\partial/\partial X \). For simplicity, the system and probe Hamiltonians are neglected, as usually done in the field of quantum measurement. So, \( H_{\text{int}} \) is the total Hamiltonian from here on.

At time \( T \) the initial state of the composed system is

\[
\Psi_T(x, X) = e^{-i\int_0^T g(t)pPdt/\hbar} \Psi_0(x, X),
\]

\[
= \int c_k e^{ikx} e^{-ig_0kP} \psi_{\text{dev}}(X) dk,
\]

\[
= \int c_k e^{ikx} e^{-g_0\hbar k\partial/\partial X} \psi_{\text{dev}}(X) dk,
\]

\[
= \int c_k e^{ikx} \psi_{\text{dev}}(X - g_0\hbar k) dk. \quad (H4)
\]

Here to go from the first to the second line we used the fact that \( e^{ikx} \) is an eigenstate of the operator \( \partial/\partial x \) with eigenvalue \( ik \). We have also done the integral \( \int_0^T g(t)dt = g_0/T \). Simply using \( P = -i\hbar\partial/\partial X \) takes us from the second to the third line. To go from the third to the fourth line we have used the fact that \( e^{ibx/\hbar} \tilde{f}(X) = \tilde{f}(X + b) \), where \( b \) is a general smooth function—this can be seen by doing a Taylor expansion of the operator \( e^{ibx/\hbar} \).

Now, the joint probability that the system and probe particles, respectively, are at position \( x \) and \( X \) is given by \( P(x, X) = \left| \Psi_T(x, X) \right|^2 \). So,

\[
\mathcal{P}(x, X) = \int c_k c_k' e^{ix(k-k')} \psi_{\text{dev}}(X - g_0\hbar k)\psi_{\text{dev}}(X - g_0\hbar k') dk dk'. \quad (H5)
\]

Marginalizing \( \mathcal{P}(x, X) \) over \( x \), as we are only interested in inferring the momentum of the system particle from measuring position \( X \), we have

\[
\mathcal{P}_{\text{dev}}(X) = \int c_k c_k' \left[ \int e^{ix(k-k')} dx \right] \psi_{\text{dev}}(X - g_0\hbar k)\psi_{\text{dev}}(X - g_0\hbar k') dk dk',
\]

\[
= \int c_k c_k' \delta(k-k') \psi_{\text{dev}}(X - g_0\hbar k)\psi_{\text{dev}}(X - g_0\hbar k') dk dk',
\]

\[
= \int |c_k|^2 \frac{e^{(X-g_0\hbar k')^2/2\sigma^2}}{\sqrt{2\pi\sigma^2}} dk,
\]

\[
\approx \int |c_k|^2 \delta(X - g_0\hbar k) dk. \quad (H6)
\]

Here, to go from the first to the second line, we used the fact that \( \int e^{ix(k-k')} dx = 2\pi \delta(k-k') \) is a representation of the Dirac delta function—the factor \( 2\pi \) has been absorbed in the terms \( c_k \) and \( c_k' \) for simplicity. To go from the second to the third line, we used the fact that \( \int \delta(k-k') f(k, k') dk' = f(k, k) \), where \( f \) is a generic smooth function. We have also used the fact that \( \left[ \psi_{\text{dev}}(X - g_0\hbar k) \right]^2 \) yields a properly normalized Gaussian distribution. Finally, using the fact that a Gaussian distribution tends to a Dirac delta function...
when its standard deviation tends to zero takes us from the third line to the fourth line.
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