SlimConv: Reducing Channel Redundancy in Convolutional Neural Networks by Weights Flipping
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Abstract. The channel redundancy in feature maps of convolutional neural networks (CNNs) results in the large consumption of memories and computational resources. In this work, we design a novel Slim Convolution (SlimConv) module to boost the performance of CNNs by reducing channel redundancies. Our SlimConv consists of three main steps: Reconstruct, Transform and Fuse, through which the features are splitted and reorganized in a more efficient way, such that the learned weights can be compressed effectively. In particular, the core of our model is a weight flipping operation which can largely improve the feature diversities, contributing to the performance crucially. Our SlimConv is a plug-and-play architectural unit which can be used to replace convolutional layers in CNNs directly. We validate the effectiveness of SlimConv by conducting comprehensive experiments on ImageNet, MS COCO2014, Pascal VOC2012 segmentation, and Pascal VOC2007 detection datasets. The experiments show that SlimConv-equipped models can achieve better performances consistently, less consumption of memory and computation resources than non-equipped coounterparts. For example, the ResNet-101 fitted with SlimConv achieves 77.84% top-1 classification accuracy with 4.87 GFLOPs and 27.96M parameters on ImageNet, which shows almost 0.5% better performance with about 3 GFLOPs and 38% parameters reduced.
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1 Introduction

In most studies of deep learning, convolutional neural networks (CNNs) have been emphasized with attention given to their impactful modeling for various vision tasks, such as image classification [34], object detection [33] and semantic segmentation [2]. Vanilla convolutional layers are designed to be increasingly deeper and more complicated for the better accuracy, but these models bring massive parameters and floating point operations (FLOPs). Hence, the accuracy and cost tradeoffs are currently ubiquitous in efficient CNN design, especially for

* indicates corresponding author.
the mobile and edged devices (e.g., smartphones, drones and self-driving cars). Over the past several decades, the field has spawned a giddy mix of methods to compress the models while preserving accuracies, such as quantizing \[32\] and pruning \[10,22\]. Besides, hand-craft or automatic designs have also made appreciable success.

MobileNet \[35\] exerts depth-wise and point-wise convolutions to build a small network with low latency, which achieves over 71% top1-accuracy with merely 3.5M parameters and 0.3 GFLOPs on ImageNet \[34\]. Shufflenet \[27\] resorts to the channel shuffle operation to improve performance of tiny networks owing to the sufficiently process to the inter-channel information. Neural architecture search (NAS) methods \[25,50\] learn to tune network architectures and gain efficient models with high potentials.

These methods are mostly dedicated in explicitly diminishing the redundant parameters and decreasing the computational cost. However, the information loss brought by many of them hampers the effort to performance. Researches have investigated that there are plenty of redundant futures in the network channels, which not only determine the model size but also influence the implicit representation of models. OctConv \[3\] discussed the effectiveness of dropping the low-frequency part of features by interleaving connections in the convolutional layers, thus reducing the spatial redundancy. Besides, the series of Network Slimming \[46–48\] conducted nice explorations to directly prune the redundant channels despite of the difficulty in dealing with the batch normalization. In particular, Autoslim \[46\] achieved the state-of-the-art performance with the help of NAS \[50\].

Based on these observations, our studies in this paper focus on the efficient design of channel reduction operation. We propose a novel convolutional operation, which we term as Slim Convolution (SlimConv), with the purpose of obtaining good performances while saving the computational resources simultaneously. The SlimConv can reduce and reform future channels to improve the quality of feature representations. Specifically, the SlimConv is designed as a plug-and-play module which can be embedded into various popular CNN models with only one hyperparameter. The SlimConv not only reduces calculations but also maintains the capability of feature representations, within which a novel operation, weights flipping, plays an important role. It is a light-weight operation, but can maintain representations significantly during the channel reduction. In addition, we further incorporate the attention mechanism into the channel reduction which enables the network to concentrate on the emphasized feature channels while neglecting those of lower weights.

The detailed procedure of SlimConv is depicted in Fig. 1, which mainly consists of three operations: reconstruct, transform and fuse. For reconstructing, we initially input a feedforward feature map into two pathways and modify a SE-module \[15\] to get channel-wise weights of full channels (Fig. 1(a)). Secondly, for the top pathway, we multiply the input by the weights and halve the weighted features, followed by the element-wise summation of the pieces(Fig. 1(c)). For the lower pathway(Fig. 1(d)), we first flip the weights(Fig. 1(b)) and then con-
duct the same process as the top pathway. As the result, the feature channels are 2-fold after being reduced in each pathway. For transforming, a simple convolution layer with $3 \times 3$ kernel serves as the transformer for the top pathway (Fig. 1(e)). Meanwhile, a convolution layer with $1 \times 1$ kernel and a following one with $3 \times 3$ kernel are adopted for the bottom pathway (Fig. 1(f)). Here, the transformer with small kernel size also reduce channels by half. Finally, the features from two pathways are directly concatenated for the feature fusion (Fig. 1(g)). In this way, the SlimConv can reduce the number of channels substantially while retains the capability of representation according to our experiments. Notably, SlimConv is a plug-and-play module that can be applied to enhance the efficiency of various backbone architectures through simply replacing their original convolutions.

To evaluate the performance of SlimConv module, we conduct various experiments for common visual tasks on leading benchmarks, including ImageNet [34], MS COCO2014 [24], Pascal VOC2012 segmentation [12], and Pascal VOC2007 detection [7]. Experimental results show that the performance of our model is competitive comparing with most available state-of-the-art networks with respect to the accuracy and efficiency. Remarkably, the MobileNet(v2) [35] equipped with SlimConv achieves 71.7% top-1 accuracy with only 0.256 GFLOPs and 3.38M parameters, which shows 0.3% higher performance with about 20% lower cost and 4% less parameters. Likewise, when equipping ShuffleNet(v2) [27], the accuracy improves nearly 1% while still reducing 40 MFLOPs and 30K parameters. Meanwhile, we present ablation studies to demonstrate the effectiveness with respect to every part of our design. In addition, we theoretically discuss
the compression of the features by analyzing the learnt weights which verifies its superiority.

In summary, our main contributions are as follows:

– We design a plug-and-play module named SlimConv that can compress models and enhance representation ability of CNNs.
– We propose to reconstruct features to reduce the channel redundancy, within which a weights flipping operation can largely strengthen diversity of features.
– We integrate various CNN backbones with the proposed SlimConv. Meaningful improvements have been achieved through experiments on challenging tasks, such as Image classification, Semantic segmentation and Object detection.

The rest of the paper is organized as follows: Sec. 2 introduces the related work in the area. Then Sec. 3 explains the proposed SlimConv and its example bottleneck architecture. Experiments and analysis are presented in Sec. 4 and finally in Sec. 5, concluding remarks are discussed.

2 Related Work

2.1 Efficient network architecture design

Pioneering works on computer vision tasks achieved higher accuracy every year by prompting the network architecture to be deeper and more complex, such as AlexNet [21] and VGG [37] on ImageNet competition. From hand-craft designs, the increase in the number of parameters and computational complexity made the improvement of accuracy less beneficial. InceptionNet [38] proposed Inception module to deepen the network with few added parameters. ResNet [13] and DenseNet [16] utilized the efficient residual block by adopting shortcut connections. ResNeXt [44] replaced traditional convolutions with group convolutions and introduced cardinality to increase model capacity. Res2Net [9] combined ResNet and ResNeXt and proposed an unusual multi-scale method. As the deployment for neural networks on terminal devices requires more lightweight models, the networks are encouraged to mobile-size such as SqueezeNet [17], ShuffleNet [27], Xception [4] and MobileNet [35]. Except for modifying backbones, some methods attempted to prune the trained models, such as [10,11,14,22,26], which pruned the inconsequential connections and weight to decrease the model size at a moderate accuracy loss. Recently, there has been a trend of neural architecture search in the research for designing more efficient CNN. These methods, such as NAS [50], PNAS [25] and MNASNet [39], obtained the best network architecture by learning to explore the network structures, including width, depth, convolution kernels and connections. EfficientNet [40] and EfficientDet [41] produced experimental evidence for scaling normal models to larger ones as the backbone with the method of NAS [50], aiming at maximizing accuracy with limited resources. However, they need to mobilize large number of computing
resources to automatically fulfill the task. Besides, the series of Slimmable Network [46–48] was another kind of approach which proposed to learn a scale factor for each layer to reduce the network width while preserving the performance. It is so restrictive for the network architecture that it is difficult to search for ideal models for many tasks, and it needs iterative training procedures.

2.2 Computational cost reduction

Traditional convolution operation is created to extract local features as channel information and map their appearance to a feature map. When it comes to designing an effective lightweight CNN, efficient convolution operation is the most direct way. It can significantly reduce the channel redundancy in the network so that it does not need to prune or compress the model with extra computations after training. Furthermore, it can reorganize the features for performance improvements. Based on the group convolutions [21,44], ShuffleNet [27] proposed channel shuffle operation to build a desirable lightweight model, due to its improvement of the information flow across feature channels. MobileNet [35] introduced depth-wise separable convolutions which demonstrated good representative ability than regular convolutions, thus to reduce the number of parameters and accelerate the training. OctConv [3] and Multi-grid CNN [19] respectively proposed octave convolution and multi-grid convolution to exploit multi-scale representations. Especially, octave convolution took more consideration regarding the efficient design to reduce the feature redundancy and strengthen the information exchange between channels between high or low frequencies. In contrast, our SlimConv can decrease the computational cost and storage at the same time by pruning a part of channels of a convolution layer.

2.3 Attention mechanisms

Attention has been widely used in many research fields such as salient object detection [8], depth completion [31], image super-resolution [49] and facial expression recognition [28]. Wang et al. [42] proposed an attention module with Encoder-Decoder style for the image classification task. SENet [15] introduced a lightweight attention module to re-calibrate the feature map by channel-wise weights. Besides channel-wise importance, CBAM [43] considered spatial attention and designed two sequential sub-modules including channel-wise and spatial attention. SKNet [23], following InceptionNet and SENet, adopted soft-attention mechanism to make networks select the features with different receptive fields automatically. We seems like the first to introduce attention mechanism to the efficient module for channel reduction.
Fig. 2. Modified SE-Module. Left: the original SE-Module [15]. Right: we replace the FC layers with convolution layers and increase the reduction ratio to 32.

3 Method

3.1 Slim Convolution

Figure 1 shows our pipeline of SlimConv, which includes two pathways and consists of three steps: Reconstruct, Transform and Fuse. Note that, Fig. 1 only shows our default setting, and it is flexible to expand to fit different bottlenecks.

Reconstruct. Given an input feature map: $X \in \mathbb{R}^{C \times H \times W}$, we use a modified SE-module [15] to obtain channel-wise weights $w$. As illustrated in Fig. 2, we replace the fully connected (fc) layer with the convolutional layer whose kernel size is $1 \times 1$, and use larger reduction ratio 32 as the default setting. The whole process of acquiring $w$ can be expressed as:

$$
\begin{align*}
    z &= F_{gp}(X) = \frac{1}{H \times W} \sum_{i=1}^{H} \sum_{j=1}^{W} X(i, j), \\
    w &= \sigma(F_{fc2}(\delta(F_{fc1}(z)))),
\end{align*}
$$

where $z \in \mathbb{R}^C$ contains channel-wise statistics, $\sigma$ refers to the sigmoid function and $\delta$ is the ReLU [29] activation. $F_{fc1}$ and $F_{fc2}$ are convolution operations, $F_{fc1}$ includes the Batch Normalization [18].

In the top pathway, we multiply features by $w$, yielding weighted features $X_w$. Then, we split $X_w$ into two parts ($X^1_w$, $X^2_w$), and sum them to compress the number of features to half:

$$
\begin{align*}
    X'_w &= X^1_w + X^2_w, \\
    X_w &= w \ast X, \\
    X^1_w \cup X^2_w &= X_w.
\end{align*}
$$

The compression can reduce redundant features, but may also result in the loss of valuable information. To deal with it, we propose the bottom pathway.
In the bottom pathway, we disrupt the order of feature weights through weights flipping. Further, we use flipped channel-wise weights \( \hat{w} \) to go through the same operations as the top pathway to obtain the half-channel features \( X'_{\hat{w}} \).

**Transform.** We follow the bottleneck design rules of ResNet \(^{13}\) and conduct two transformers. The top transformer \( F_{3 \times 3} \) is a convolution layer with kernel size 3. The bottom transformer contains two convolution layers \( F_{1 \times 1}, F_{3 \times 3} \) with kernel sizes 1 and 3 respectively. The convolution layer with kernel size 1 reduces the number of channels by half, and then followed by the convolution layer with kernel size 3.

**Fuse.** We concatenate different features from two pathways to integrate information. Our SlimConv outputs features \( Y \) with channel number \( \frac{3c}{4} \).

### 3.2 Network Architecture

Since our proposed SlimConv takes \( N \)-channel features as input and output \( \frac{N}{k} \)-channel (\( k>1 \), default is \( \frac{4}{3} \)) features, it has only one extra hyperparameter \( k \) and can be easily integrated into many state-of-the-art CNN models, such as ResNet \(^{13}\), ResNeXt \(^{44}\), DLA \(^{45}\), MobileNet \(^{35}\), ShuffleNet \(^{27}\), Big-Little Net \(^{1}\). We take ResNet \(^{13}\) as an example.

As illustrated in Fig. 3, the proposed SlimConv displaces the previous ordinary convolution layer which with kernel size 3 and decreases the number of output channels. So the input of the last convolution layer with kernel size 1 need to be changed accordingly.

Specially, when embedding SlimConv in DLA46-C \(^{45}\) and MobileNet V2 \(^{35}\) which only have few channels in a convolution layer, we replace \( \frac{c}{32} \) with \( \max(C/r, L) \) (\( r \) and \( L \) are fixed values) in our modified SE-Module.

### 4 Experiments

#### 4.1 Implementation Details

Our proposed model and other state-of-the-art CNN-based models we used are all implemented by PyTorch \(^{30}\). Similar to \(^{44}\), these models are trained on
less than 8 GeForce RTX 2080 Ti GPUs. We mainly validate the effectiveness of our proposed model on 4 challenging datasets:

**ImageNet.** We use the most popular dataset ImageNet [34] for all the experiments on the image classification. ImageNet is also a common benchmark, which contains 1.28 million images for training and 50k images for validation, all these images have labels from 1000 categories. We train the SlimConv-equipped models on training images, and pick the model with best top-1 error performance on validation images. We conduct the random-size cropping to $224 \times 224$ and random horizontal flipping [38]. For fair comparisons on all models, we use the same data argumentation and training strategy as [13], [35] and [1] respectively.

**Pascal VOC2012 Aug.** We evaluate the performance of our proposed model on semantic segmentation by using PASCAL VOC12 dataset [6]. Following previous works, we use the augmented version of PASCAL VOC12 dataset [12] which contains 10,582 training images and 1,449 validating images from 21 classes. We use state-of-the-art method Deeplab v3+ [2] as the segmentation framework and the same implementation details for all models.

**MS COCO2014 & PASCAL VOC2007.** For object detection, we evaluate our SlimConv on MS COCO dataset [24] and PASCAL VOC2007 dataset [7]. We take the widely used method Faster RCNN [33] as the detection framework and use the same strategy to train and test models.

### 4.2 Image Classification

We perform image classification experiments on the ImageNet dataset [34] to evaluate our module. Our SlimConv is a plug-and-play module, we embed it into public competitive models for comparison.

**Comparing with middle sized models.** Table 8 reports 4 group of results according to the complexity. Models that equipped with our SlimConv contains the prefix ‘Sc’ in all the tables. In the first group, our integrated Sc-ResNet-50 achieves almost 0.6% better accuracy, 35% less FLOPs and parameters than non-equipped original ResNet-50 [13]. With the modified SE-Mouble, our Sc-ResNet-50 shows the same accuracy performance as SE-ResNet-50 [15], but cost over 40% less parameters. When compared to the SOTA neural-architecture-search model AutoSlim [46], our Sc-ResNet-50 also achieves 0.7% better accuracy, 10.3% less FLOPs and 27.4% less parameters. In the second group, we consider deeper models and take ResNet-101 [13] as the basic model. Our integrated Sc-ResNet-101 also achieves nearly 0.5% less top-1 error than the basic model, while reducing FLOPs and parameters simultaneously by almost 38%. Our Sc-ResNet-101 is more efficient than DenseNet-161 [16] and SE-ResNet-101 [15]. In the third group, we add our module to ResNeXt-50 [44]. We do
| Model                  | Top-1 Error | FLOPs($10^9$) | Params($10^6$) |
|------------------------|-------------|---------------|----------------|
| ResNet-50              | 23.85       | 4.12          | 25.56          |
| AutoSlim-ResNet-50     | 24.00       | 3.00          | 23.10          |
| SE-ResNet-50           | 23.29       | 4.12          | 28.09          |
| Sc-ResNet-50(ours)     | 23.29       | 2.69          | 16.76          |
| ResNet-101             | 22.63       | 7.84          | 44.55          |
| DenseNet-161           | 22.35       | 7.82          | 28.68          |
| SE-ResNet-101          | 22.38       | 7.85          | 49.33          |
| Sc-ResNet-101(ours)    | 22.16       | 4.87          | 27.96          |
| ResNeXt-50(32×4d)      | 22.38       | 4.27          | 25.03          |
| Sc-ResNeXt-50(32×4d)(ours) | 22.03 | 3.86 | 22.49 |
| ResNeXt-101(32×4d)     | 21.20       | 8.03          | 44.18          |
| Sc-ResNeXt-101(32×3d,k=2)(ours) | 21.18 | 4.64 | 23.70 |

Table 1. Performance comparison for ResNet [13], ResNeXt [44], DenseNet [16], SE-ResNet [15], neural-architecture-search method AutoSlim [46] and our integrated models on ImageNet.

Fig. 4. Grad-CAM [36] visual comparison for ResNet-50 [13] and our Sc-ResNet-50 on ImageNet.

the same group operation in the last two convolution layers with kernel size $3\times3$. Due to our SlimConv can reduce channels, the width of each group is also decreased. Our integrated Sc-ResNeXt-50 achieves almost 0.4% better accuracy while also reduces the computational cost and storage by 10%. In the last group, we change our hyperparameter $k$ to 2, reducing the width from 128 to 96 during the integration to ResNeXt-101 [44]. Even though having a thinner architecture, our Sc-ResNeXt-101 achieves a slightly improved accuracy, over 42% less FLOPs and 46.4% less parameters than the wider basic model.

Comparing with multi-scale models. Multi-scale strategy [13] is effective for image classification, Table 9 reports the results. Here, we chose a model from Big-Little Net [1], named as bL-ResNet-50, to be our basic model, where ‘bL’ stands for Big-little. As seen, SlimConv equipped model, Sc-bL-ResNet-50, achieves nearly 0.4% better accuracy, 23.2% less FLOPs and over one third less
| Model                                      | Top-1 Error | FLOPs($10^9$) | Params($10^6$) |
|-------------------------------------------|-------------|---------------|----------------|
| ResNet-50                                 | 23.85       | 4.12          | 25.56          |
| bL-ResNet-50($\alpha = 2, \beta = 4$)   | 22.69       | 2.85          | 26.69          |
| Oct-ResNet-50($\alpha = 0.5$)            | 22.60       | 2.40          | 25.60          |
| Sc-bL-ResNet-50($\alpha = 2, \beta = 4$)(ours) | **22.34**   | **2.19**      | **17.77**      |

**Table 2.** Performance comparison for multi-scale models: bL-ResNet-50 [1], Oct-ResNet-50 [3] and our Sc-bL-ResNet-50 on ImageNet.

| Model                                      | Top-1 Error | FLOPs($10^8$) | Params($10^6$) |
|-------------------------------------------|-------------|---------------|----------------|
| Squeezenet-B                              | 39.60       | 7.20          | 1.20           |
| DLA-46-C                                  | 35.96       | 5.90          | 1.31           |
| Sc-DLA-46-C(r=8, $L=16$)(ours)            | **35.69**   | **4.98**      | **0.97**       |
| 1.0 ShuffleNet(v2)                        | 32.01       | 1.51          | 2.28           |
| 1.0 Sc-ShuffleNet(v2)(ours)               | **31.08**   | **1.47**      | **2.25**       |
| 1.0 MobileNet(v2)                         | 28.54       | 3.20          | 3.51           |
| 1.0 Sc-MobileNet(v2, $k=\frac{8}{3}, r=24, L=6$)(ours) | **28.26**   | **2.56**      | **3.38**       |

**Table 3.** Performance comparison for lightweight models(Squeezenet [17], DLA [45], MobileNet v2 [35] and ShuffleNet v2 [27]) and our integrated models on ImageNet.

parameters than the basic model. Compared with the SOTA model Oct-ResNet-50, our model also achieves almost 0.3% less top-1 error, less FLOPs and over 30% less parameters.

**Comparing with lightweight models.** We conduct 3 groups of experiments to test our performances on lightweight models. Table 3 reports the results. In the first group, we choose DLA-46-C [45] as the baseline and implement an efficient model with parameters less than 1 MB. Our integrated Sc-DLA-46-C achieves almost 0.3% better accuracy and 15.6% less FLOPs with only 0.97 MB parameters than the baseline. When compared to Squeezenet [15], the SlimConv embedded model has nearly 4% improvement in terms of accuracy, 30.8% less FLOPs and 19.2% less parameters than it. We also choose the most popular lightweight models [27, 35] as the baseline models. In the second group, our integrated Sc-ShuffleNet performs nearly 1% better accuracy, less computational cost and parameters than ShuffleNet [27]. In the third group, our Sc-MobileNet also achieves almost 0.3% less top-1 error, 20% less FLOPs and less parameters than the basic MobileNet [35].

**Class activation mapping.** We present some results of class activation mapping by Grad-CAM [36] to visualize where CNNs pay more attention for image classification. The visualization examples are shown in Fig. 4, the lighter the area, the more attention the network has. When compared to the results of
ResNet-50 \cite{13}, the results of our integrated Sc-ResNet-50 concentrates on small objects such as ‘Basketball’ and ‘Ice cream’. Even in complex scenes, the Slim-Conv equipped models can still concentrate on the area close to the object while ResNet-50 has been distracted. For large objects such as ‘Ballpoint’, ‘Airship’, ‘Elephant’ and ‘Mosque’, our activation maps are more accurate, which coverage of objectives comprehensively than the basic results.

4.3 Semantic Segmentation

Figure 4 also shows that our module can strengthen networks for precisely localizing the region of objects. This characteristic makes our SlimConv has potential to improve the performance of models in the semantic segmentation task.
| Backbone                     | Mean IoU (%) | FLOPs($10^9$) | Params($10^6$) |
|------------------------------|--------------|---------------|----------------|
| 1.0 MobileNet(v2)           | 69.3         | 14.20         | 5.23           |
| 1.0 Sc-MobileNet(v2)(ours)   | 69.2         | 13.80         | 5.10           |
| ResNet-50                    | 76.4         | 62.60         | 39.76          |
| Sc-ResNet-50(ours)           | **76.8**     | **50.18**     | **30.96**      |
| ResNet-101                   | 77.8         | 83.31         | 58.75          |
| Sc-ResNet-101(ours)          | **78.5**     | **62.32**     | **42.16**      |

Table 4. Performance comparison on semantic segmentation for MobileNet v2 [35], ResNet [13] and our integrated models on Pascal VOC2012.

We replace the backbone network of Deeplab v3+ [2] with MobileNet [35], ResNet [13] and our integrated models, and conduct three groups of comparisons. The results are shown in Table 4. In the group 1, our Sc-MobileNet achieves slightly worse mean IoU but less FLOPs and parameters than MobileNet [35]. As shown in Fig. 5, the SlimConv equipped model tends to correctly handle occluded scenes. In the group 2, our Sc-ResNet-50 outperforms its baseline by 0.4% on mean IoU, and also achieves almost 20% less FLOPs and over 22% less parameters than ResNet-50. In the last group, our integrated Sc-ResNet-101 achieves 0.7% better mean IoU, 25.2% less computational cost and 28.2% less storage than the reference ResNet-101. As illustrated in Fig. 5, our Sc-ResNet-101 has the closest results to ground-truth while the coverage of objects is either more or less for ResNet-101 based results.

### 4.4 Object Detection

We evaluate our module on two kinds of dataset for the object detection task. The results are shown in Table 5 and Table 6. We adopt backbone network of the widely used ResNet-101 [13] v.s. our Sc-ResNet-101. Our SlimConv based model achieves 0.2% better average precision than the original ResNet-101, reducing FLOPs by 34.1% and parameters by 35% on the PASCAL VOC2007 dataset [7]. On the other popular dataset COCO2014 [24], our Sc-ResNet-101 achieves 1.4% better average precision with over 52GB computational cost decreased, and 34.5% less parameters than ResNet-101.

| Backbone       | mAP | FLOPs($10^9$) | Params($10^6$) |
|----------------|-----|---------------|----------------|
| ResNet-101     | 75.0| 148.93        | 45.26          |
| Sc-ResNet-101(ours) | **75.2** | **98.16**     | **29.44**      |

Table 5. Detection performance on PASCAL VOC2007 dataset [7]. Note that FLOPs and Params are calculated when the size of input image is 850 × 600.

| Backbone       | AP@((IoU=0.50:0.95) | FLOPs($10^9$) | Params($10^6$) |
|----------------|---------------------|---------------|----------------|
| ResNet-101     | 33.9                | 153.59        | 45.86          |
| Sc-ResNet-101(ours) | **35.3**          | **101.36**    | **30.04**      |

Table 6. Detection performance on COCO2014 minival dataset [24]. Note that FLOPs and Params are calculated when the size of input image is 600 × 899.
4.5 Ablation Studies

| Model                        | Top-1 Error | FLOPs($10^9$) | Params($10^6$) |
|------------------------------|-------------|---------------|----------------|
| ResNet-50                    | 23.85       | 4.12          | 25.56          |
| ResNet-50@256                | 23.28       | 5.38          | 25.56          |
| Sc-ResNet-50(w/o flipping)   | 23.71       | 2.69          | 16.76          |
| Sc-ResNet-50(only flipping)  | 23.93       | 2.69          | 16.76          |
| Sc-ResNet-50                 | 23.29       | 2.69          | 16.76          |
| Sc-ResNet-50(cosine)         | 22.77       | 2.69          | 16.76          |
| Sc-ResNet-50@256             | 22.52       | 3.51          | 16.76          |

Table 7. Performance comparison for our Sc-ResNet-50 with different settings on ImageNet dataset. For @256, we directly change the size of input image from 224 × 224 to 256 × 256 on ImageNet.

To explore the effectiveness of our different design choice, we conduct ablation studies on the ImageNet dataset [34] with ResNet-50 [13] as the baseline. The experimental results are shown in Table 7.

Firstly, we drop the flipping operation and make the bottom pathway use the same weights as the top pathway. We find that Sc-ResNet-50 without flipping can still achieve 0.14% better accuracy than the baseline. It shows that our method possess strong robustness. Secondly, we replace the learned weights $w$ with the flipped weights $\tilde{w}$ so that all weights used are flipped. In this case, the SlimConv with only flipped weights makes a little worse accuracy than the baseline. The first case converges faster but also over-fits earlier than the second one during training. When compared to our proposed model, which outperforms other settings because of the weights flipping. Furthermore, we try to use the cosine learning rate. Our Sc-ResNet-50(cosine) achieves better results than before. Last but not least, we increase the size of input image to 256 × 256 and test the performance of the pre-trained models. Our Sc-ResNet-50@256 achieves 0.76% better accuracy and almost 35% less computational cost than ResNet-50@256 as illustrated in Table 7.

4.6 Discussion

We analyze the learned weights by inputting different objects to investigate how information of features compressed. The results are shown in the Fig. 6. At the first block of the second stage, the values of output weights are varied from zero to one. But at the last block named Sc₅.₃, the weights just have zero and one. Interestingly, the weights of different objects all have the same values. This finding indicates that different features in the channel can be integrated efficiently by our proposed SlimConv. In addition, the learned weights of our SlimConv module becomes extremely sparse at the high-level blocks, such as Sc₅.₃. Then, the features with weight zero can be abandoned to save more parameters and FLOPs. As illustrated in Fig. 1 if we drop the input features
Fig. 6. Last activations(w) of the modified SE-module in our Sc-ResNet-50 on ImageNet dataset. Two set of activations are named by following the scheme: $\text{Sc}_{\text{stageID}}\_\text{blockID}$. The indexes with weight one are: 16, 203, 310 and 497. ‘Flip’ means the flipped weights.

Fig. 7. The Shannon entropy comparison of features from each block in the second stage between (a): our full Sc-ResNet-50 and Sc-ResNet-50 without flipping (NF), (b): our Sc-ResNet-50 and ResNet-50 and (c): our Sc-ResNet-101 and ResNet-101.

of weight zero, input features of the top convolutional layer (Fig. 1 (e)) and the first bottom convolutional layer (Fig. 1 (f)) will both be decreased. Theoretically, some parameters and FLOPs can still be reduced.

Shannon entropy is a good choice to measure the diversity of features [5], which is often adopted to calculate the uncertainty of the information contained in the data. Increasing the uncertainty of the information makes the shallow features richer and more interpretable. Here, to verify our SlimConv, we draw statistics for Shannon entropy of three blocks at the second stage which stands for the low-level information. As shown in Fig. 7 (a), in general, our full Sc-ResNet-50 has larger Shannon entropy than the one without weights flipping, which means the flipping operation plays an important role in enhancing the diversity of features. Comparing with the plain ResNet-50 (Fig. 7 (b)) and ResNet-101 (Fig. 7 (c)), our models also shows larger Shannon entropy than the basic models. For this reason, our SlimConv module demonstrates the capability of improving the feature diversity while reducing redundancy.
5 Conclusion

In this paper we have designed a novel SlimConv module, an efficient architectural unit to decrease computational cost and model storage while improving performances of deep CNN models by reducing channel redundancies. The SlimConv consists of three steps, namely Reconstruct, Transform and Fuse. A weight flipping operation has been proposed which can largely improve the feature diversities. The extensive experiments on multiple challenging tasks have shown the effectiveness of our SlimConv. The existing state-of-the-art methods that integrated with SlimConv not only reduce the computations and save the storage, but also possess performance improvements. In addition, the discussion section has indicated that the SlimConv equipped models have potentials for the further compression. Finally, we hope our proposed method can inspire the research for more efficient architectural design.
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Appendix

A  CIFAR

To validate the performance of our SlimConv on small sized dataset, we conduct experiments on the CIFAR-100 dataset \[20\], which contains 50k images for the training and 10k images for the testing with 100 classes. The size of testing images are \(32 \times 32\). We replace the corresponding layer of the basic block with our proposed SlimConv module. For fair comparisons, we keep the same training and testing strategy unchanged.

A.1 Comparing with lightweight models

Table 8 reports 3 groups of results according to the complexity. When equipped with our SlimConv, the most widely used lightweight models (ShuffleNet \[27\] and MobileNet \[35\]) both achieve over 1\% better accuracy with less computational cost and parameters. In particular, we further integrate the neural-architecture-search model (NasNet \[50\]) with our SlimConv module, yielding improved top-1 error as well as less consumption of resources than the original non-equipped basic model.

| Model                | Top-1 Error | FLOPs(\(10^6\)) | Params(\(10^6\)) |
|----------------------|-------------|------------------|-------------------|
| 1.0 ShuffleNet(v2)   | 29.46       | 46.22            | 1.36              |
| 1.0 Sc-ShuffleNet(v2)(ours) | 27.74    | 44.58            | 1.34              |
| 1.0 MobileNet(v2)    | 28.15       | 94.72            | 2.41              |
| 1.0 Sc-MobileNet(v2)(ours) | 26.73    | 74.80            | 2.19              |
| NasNet               | 20.85       | 681.88           | 5.22              |
| Sc-NasNet(ours)      | 20.56       | 644.71           | 5.05              |

Table 8. Performance comparison for ShuffleNet \[27\], MobileNet \[35\], NasNet \[50\] and our integrated models on CIFAR-100.

A.2 Comparing with middle sized models

We conduct 4 groups of experiments for middle sized models to test our performances with different network design mechanisms. Table 9 reports the results. In the first group, our integrated Sc-ResNet-50 achieves almost 1.4\% better accuracy, almost 36\% less FLOPs and 37\% less parameters than non-equipped original ResNet-50 \[13\]. In the second group, we embed our SlimConv into the last stage of Oct-ResNet-50 \[3\], which achieves almost 0.3\% better accuracy than the baseline while reducing about 60 MFLOPs and 15.5\% parameters. When compared to the SOTA method SKNet-50 \[23\] which takes ResNeXt-50 \[44\] as the basic model, our integrated Sc-ResNeXt-50 also achieves better accuracy, over 22\% less FLOPs and 26.7\% less parameters. Next, we study the impact of feature
channel calibration by using SE-ResNet\[15\] as the basic model. The SlimConv-equipped SE-ResNet-50 achieves about 0.6\% less top-1 error, 35.7\% less FLOPs and 33.5\% less parameters than the original model. As network layers increased, our integrated Sc-SE-ResNet-101 achieves almost 0.8\% better accuracy, 38.4\% computational cost and 34.9\% parameters compared with SE-ResNet-101. It is worth mentioning that Sc-ResNet-50 already has better performance than SE-ResNet-101.

| Model                   | Top-1 Error | FLOPs($10^9$) | Params($10^6$) |
|-------------------------|-------------|---------------|----------------|
| ResNet-50               | 22.88       | 1.305         | 23.71          |
| Sc-ResNet-50(ours)      | 21.51       | 0.836         | 14.91          |
| Oct-ResNet-50($\alpha = 0.5$) | 19.68     | 0.936         | 23.71          |
| Sc-Oct-ResNet-50($\alpha = 0.5$)(ours) | 19.41    | 0.876         | 20.04          |
| SKNet-50                | 19.84       | 1.568         | 28.16          |
| Sc-SkNet-50(ours)       | 19.79       | 1.221         | 20.64          |
| SE-ResNet-50            | 22.26       | 1.317         | 26.50          |
| Sc-SE-ResNet-50(ours)   | 21.63       | 0.847         | 17.61          |
| SE-ResNet-101           | 21.75       | 2.538         | 47.77          |
| Sc-SE-ResNet-101(ours)  | 20.96       | 1.564         | 31.08          |

Table 9. Performance comparison for ResNet-50\[13\], Oct-ResNet-50\[3\], SKNet-50\[23\], SE-ResNet\[15\], ResNext\[44\] and our integrated models on CIFAR-100.

B Compressibility

| Model       | k     | Top-1 Error | FLOPs($10^9$) | Params($10^6$) | Compressed(%) | Latency ($10^{-2}$ms) |
|-------------|-------|-------------|---------------|----------------|---------------|-----------------------|
| ResNet-50   | -     | 22.88       | 1.305         | 23.71          | -             | -                     |
| Sc-ResNet-50| 3/3   | 21.51       | 0.836         | 14.91          | 37.12         | 5                     |
|             | 2     | 22.39       | 0.653         | 11.56          | 51.24         | 3                     |
|             | 8/3   | 21.93       | 0.584         | 10.25          | 56.77         | 4                     |
|             | 10/3  | 23.83       | 0.542         | 9.52           | 59.85         | 4                     |
|             | 4     | 24.15       | 0.519         | 9.08           | 61.70         | 4                     |
|             | 14/3  | 23.74       | 0.505         | 8.80           | 62.88         | 8                     |
|             | 16/3  | 24.56       | 0.495         | 8.61           | 63.69         | 6                     |

Table 10. Compressibility for our Sc-ResNet-50 with different hyperparameters(k) on CIFAR-100. The latency time is counted when the size of input image is 32 × 32.

Our SlimConv is a plug-and-play module, which can be easily integrated into CNNs to effectively compress models by only changing one hyperparameter($k$).
We conduct several experiments with different values of $k$. The results are reported in Table 10. As the value of $k$ increases, the compression ratio also increases with slightly drops of the performances. As such, the value of $k$ is a trade-off value that can be tuned for different applications according to the computational resources. Specifically, our integrated Sc-ResNet-50 can still achieve nearly 1% better accuracy than the basic model with $k$ set to $\frac{8}{3}$ while reducing parameters by 56.77%. In addition, we count the latency time (ms per image) for the integrated models on a single GPU.