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Abstract

Drug discovery is related to analytics as the method requires a technique to handle the extremely large volume of structured and unstructured biomedical data of multi-dimensional and complexity from pharmaceutical companies. To tackle the complexity of data and to get better insight into the data, big data analytics can be used to integrate the massive amount of pharmaceutical data and computational tools in an analytic framework. This paper presents an overview of big data analytics in the field of drug discovery and outlines an analytic framework which can be applied to computational drug discovery process and briefly discuss the challenges. Hence, big data analytics may contribute to better drug discovery.
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1 Introduction

The Pharmaceutical industry is seeing a growth in data from multiple sources that include Research and Development (R&D) process, patient's clinical trial record and from healthcare professionals. Reports say the expense of developing a new drug is approximate $2.6 billion and it will rise with a growth rate of 8.5 percent per annum [1]. The R&D data generated from multiple sources require effective processing and integration using powerful analytical and visualization tools. Such data when efficiently used will help to better identify new potential drug candidate and develop into effective approved medicines more quickly. All companies are forced to use advanced analytical methods and the way in which this wealth of data is used is getting more and more refined with time [2]. In drug discovery, the pharmaceutical industry spends a vast amount of money in screening compounds to test in preclinical trials. To speed up the process, drug companies are using predictive models to search massive virtual databases of molecular and clinical data. With the knowledge of chemical structure, diseases/targets and other characteristics, the data analysts look for the likely drug candidates.

In the era of Big Data in drug development, High-Throughput Screening Techniques (HTS) like Next-Generation Sequencing (NGS) are helping the researchers to analyze patients in terms of genome and proteome [3]. Initiatives are taken for precision medicine for disease treatment considering the changes in the molecular system. This technology-driven approach can develop success rate in drug development process with less expense and improve patient health with direct involvement. With the advancement in computing techniques data generation, storage and processing cost are reduced. To meet the modern research needs, there is a need for analytic tools to analyze and interpret terabytes of data. Traditional mathematical computational tools are not armed to handle these Big Data sets due to the problems resulting from multi-dimensional and association in genetic data. With the advancement in Big Data and technology, merging of analytic methods and biological systems can be used to develop flexible frameworks to discover lead molecule for the future of drug development.

To enable a data-driven drug development method and to use NGS data; data mining and machine learning techniques are essential. It is recommended to use implementation tools that control the power of multiple algorithms and to combine multiple tools in the same working environment [4]. Informatics has to be used for speedy and efficient work in higher learning in all branches of knowledge when informatics is used in the study of biology-related areas we
usually referred to as bioinformatics. It has been an integral tool for learning at a higher level. Its application is inevitable and necessary for meaningful research activity. In this study, we are utilizing it for understanding and development of diseases and drug development. The bioinformatics tools are necessary for the efficient and accelerated discovery of drugs. There is a large number of bioinformatics tools available for various stages of drug discovery process starting from Homology modeling of the target protein to docking of ligand to the protein. A large number of virtual screening databases are also available. A survey on Computational approaches [5] and implementation [10] of drug discovery is reported gives knowledge about various tools available for computational drug discovery process.

This article provides an overview of bigdata analytics for drug discovery. First, we discussed the big data in a pharmaceutical industry that can be considered for drug discovery application. Second, we summarize the application of data mining, machine learning algorithms to handle the different varieties of data. Third, we propose an idea of integrating big data and tools into an analytic framework for drug discovery. Lastly, we identified some challenges in implementing and offer a conclusion and future research direction in this field.

1.1 Pharmaceutical Big Data Sources for Drug Discovery

Drug Discovery is a multi-step process of developing drugs for effective treatment of a disease. The process starts from searching for ligand libraries to find the lead compound, evaluating and optimizing the lead compound with biological activity against the specific target. A Target or Receptor is a macromolecule or protein structure where the ligand binds. The main aim of applying analytics is to ease the computational drug discovery process [6]. There are a large number of protein databases which stores biological information for analysis and drug discovery application. Here we reported some of the protein databases. Protein databases contain more than 300,000 protein sequences. Some of the databases include SWISS-PROT, Protein information resource (PIR), TrEMBL, GenPept, RefSeq, Protein Data Bank (PDB) [7]. The PDB contains the 3D structure of macromolecules determined by X-Ray crystallography and NMR techniques. The major challenge involved is to manage and integrate the existing biological databases for improving the drug discovery process. Most of the drugs available in the market came from a screening of natural compound ligand libraries. This kind of ligand libraries is constructed using computational tools. Virtual HTS is used to filter large chemical
databases to find the lead compound. By using the parallel processing clusters, we can filter up to 100,000 ligands per day. To perform virtual screening process, a virtual library is generated. Several ligand databases are available that gives all the information about known chemical compounds. Some of the ligand databases include PubChem, drug bank, chemDB, ZINC, LIGAND [8]. Ligand databases are often built with better quality ligands which satisfy drug-likeness properties. Drug-likeness is commonly evaluated using Lipinski rule of 5 [29]. Relibase is a protein-ligand database which contains PDB structures with a ligand binding interaction. Various other data taken from the pharmaceutical industry for this application include repurposing of drugs data, data related to clinical trials. Transforming the publically available databases to knowledge is the major goal of bioinformatics application. Transforming these heterogeneous data to a form for extracting the hidden knowledge is dependent on data preparation, cleaning and integrating which is possible by applying big data transformation methods like datamining and machine learning methods.

2 Related Works

2.1 Data Mining Techniques for Drug Discovery

The main goal of data mining is to extract information from a large amount of biological data. Effective data mining became critical to drug development. The process starts from identification of valid target which involves isolation of diseased tissue and analyzing its sequence and gene expression. After finding the diseased gene it is important to validate them as targets. The high Computational complexity involved in sequence alignment which can be solved using dynamic programming [9]. It is a simple and fast method. The disadvantage of this approach is any mistake made from intermediate alignment cannot be corrected. Another approach involves using a probabilistic technique for multiple alignments. Validation of target verifies the DNA that is involved in a disease process. This is the crucial step. Target validation can be done using DNA microarray technology. The disadvantage of this approach is when the data set contains more than five classes may not produce accurate results. Hence, there is a need for developing big data analytic algorithms for analyzing multiple class expression data. To make use of the data from these databases require software tools to extract data, compare the sequences, pattern analysis and for visualization. The most useful data mining techniques are an association, Classification, Sequence path analysis, Clustering, and forecasting. Each ligand consists of multiple
attributes. The interaction between the attributes could be difficult to find. In mining concept, Classification is used to understand the relationship between various conditions and features. For case, there can be a training data set with two classes of ligands, Set of all ligands and ligand that binds to the protein. It is important to classify the ligands so that new ligand can be obtained. Major classification methods include decision tree, neural networks, Support Vector Machine (SVM). The concept of SVM is considered to be accurate for drug discovery application. When there is less number of attributes the decision tree classifier works better than SVM. In the decision tree concept, the internal node is categorized with a set of ranges. A range is linked with a path to a leaf node. If the particular attribute of the ligand falls in the range, then the search travels down the tree through the corresponding path. Since for drug discovery process, the important criteria is to deal with high dimensional data, so decision tree concept will not be applicable to drug discovery concept. Drug Likeness prediction can be predicted using SVM. The related research reported in the literature for the application of these data mining concept for drug discovery process are discussed.

Wencong, Lu [11] briefly introduces data mining concept with a focus on application in chemistry to understand the activity relationship of a drug. Also in this paper, the author worked on SVM and pattern recognition techniques to mine the chemical compound library to achieve industrial optimization. L.M. Shi [12] proposed an integrated approach based on data mining concept. This paper highlights some of the existing statistical, machine learning and visualization techniques which can be applied to drug discovery using data mining concept as a base. Interestingly, David J. Wild [13] reviewed about various publically available data set related to drug discovery process and discussed the application of data mining approach and suggested applying advanced analytical methods to handle larger heterogeneous data sets for drug discovery. Bryant [14] discuss target identification and lead optimization using data mining tools which are the most needed requirement of drug discovery process and it should be a cost-effective and reliable method for drug discovery process. Yongliang Yang reviewed the application of datamining concept for drug discovery process [15]. Most of the data mining concept use statistical methods and it is termed as machine learning methods.

2.2 Machine Learning Algorithms for Drug Discovery

Machine learning programs enable the computer to learn from experiences and adapt their behavior. The existing bioinformatic research area such as
Gene finding, Protein folding prediction, Pattern identification uses machine learning approaches to discover knowledge to analyze and predict disease and to find associations in biological data. Some of the most popular approaches include neural networks, genetic algorithms. In the drug discovery process, computational docking is the mechanism to predict how the small molecule (ligand) binds to the protein target so as to form a stable molecule. Many binding poses are calculated and ranked using the scoring function. Scoring function encompasses the predictive mathematical model which calculates a score called binding free energy. The effective scoring function can produce appropriate drug molecule. Hence Machine learning techniques can be applied to design a highly accurate scoring function. Zhang, L., [16] propose a technique to apply machine learning algorithm to predict the scoring function and suggested the idea to use deep learning algorithm in this study. Deep learning algorithms are used for pattern recognition speech recognition and natural language processing. This concept represents data in multiple layers. Hecht, David [17] is a research overview article which gives an idea to adapt the machine learning and computational intelligence tools in the field of drug discovery and development. A step by step procedures to build machine learning based classification and regression models using open source tools which are used to build reliable and predictive models in chemoinformatics is reported [18]. The scientist also suggests that machine learning technique are suitable for high dimensional data and models to build can be used for prediction and that can be applied at various stages of drug discovery including virtual screening, molecular docking, and target prediction [19]. Various machine learning tools like SVM, Genetic programming, particle swarm optimization are used in pharmaceutical research and development [20].

Due to the advancement in high throughput screening which results in the generation of billions of molecules. This terabyte of data of high velocity and veracity led to consider drug discovery as an Analytic problem. The Next section outlines the idea of integrating previously explained big data sources and big data transformation into an analytic framework.

3 Bigdata Analytic Framework for Drug Discovery

Big data analytics tools are difficult, programming specific and require the application of different varieties of skills. Big data collected from the pharmaceutical companies will be of structured, unstructured and semi-structured data sources often will be in various formats such as .pdb, .mol, .csv, text, etc., For the need of drug discovery, these data has to be extracted and converted
into raw data and stored in a data warehouse which contains data aggregated and made ready for processing. Various drug discovery applications like high throughput screening, virtual screening, docking studies, Toxicity prediction, and Lead optimization technique can be performed with these data. Drug discovery is also an area that increasingly produces more data in many forms. Therefore, drug discovery process is likely to get benefit from new forms of big data. The researchers make decisions about treatment options with the data related to specific illness. Data elements are stored and managed by the various organizations. Various clinical researches can be used to determine the effectiveness of a drug. To handle increasing data size, dimensionality and complexity of data we need an analytic framework to overcome the drawback of the traditional data processing system [21].

The standard solution for implementing analytics for drug discovery includes R, Matlab, Hadoop and various analytic tools [22]. Due to the rapid growth of data and unclear endpoints we need a system that should perform analytics exactly like R but should work for Tetra Byte (TB) size data sets which has multiple users like analysts, developers, and scientist. The solution to this is the development of data analytic framework. The major requirement for this framework is it should be available as open source and the data model should be nested with multi-dimensional arrays and should support multi-dimensional storage. When the data model is the multidimensional array it is easy to know which compounds have a similar transcriptional profile and what proteins bind to the lead compound and it can be extended by correlation and multidimensional statistics. It should also incorporate uncertainty and data persistence. Considering the requirements and analyzing the various big data analytic tools for drug discovery there is in need to blend new technologies with an existing system.

Figure 1. Proposes an analytic framework that is specifically for drug discovery process. This analytic framework integrates publicly available big data sources, data mining tools, visualization and analytic tools. This has four section while looking at it from bottom to top of the framework. The big data sources which include how the data is collected, accessed, ingested, and organized. The various big data sources for drug discovery are explained in the previous section. The collected data has to be preprocessed using big data transformation by applying datamining and machine learning concepts and stored in a data warehouse. The transformed data can be applied with analytical tools. Various types of analytics can be done that include predictive analytics [23], visualization analytics [24], and collaborative analytical approach [25]. Predictive analytics which includes drug efficacy prediction, drug side effect
prediction, Gene expression prediction, protein folding prediction, protein structure prediction. Next set of analytics is visual analytics for metabolic pathway visualization and pharmacokinetic visualization. Finally, for collaborative analytics, the working environment is linked to real-time data.

Figure 2 Presents an outline methodology for drug discovery to implement an application like active site prediction, docking, molecular dynamic simulation, toxicity prediction and lead optimization. The methodology involves series of steps followed for drug discovery application. For example, consider a problem of finding a lead compound for a particular protein target. Initially, the protein structure is retrieved from the PDB and it is preprocessed. Various lead identification techniques like virtual screening, HTS techniques are applied to the ligand databases to find the lead compound. The binding affinity of protein-ligand interaction can be compared with the big data sources. The identified lead compound can be further optimized by applying combinatorial chemistry. Computationally performing these task with the support of big data analytic concept will make the drug discovery approach more beneficial in terms of cost and time. Some of the interesting applications of analytic platforms reported in the literature that includes Octopus [26] tool perform Virtual HTS by integrating docking and visualization tools. Scaffold Hunter [27]
Figure 2  Outline methodology for drug discovery.

is a visual analytic framework for drug discovery. A major challenge in applying analytic concept is it needs high programming skills to manage various types of big data. In the next section, we have integrated virtual screening tool Autodock, visualization tool pymol, drug toxicity prediction tool within an analytic framework. We implemented in a platform for drug toxicity prediction based on machine learning algorithm. The database used here for analysis is obtained as a result of virtual screening the ligand database. Though there are many virtual screening tools available. Here, we have used Autodock tool [28] which is very fast in execution and provides high-quality predictions of ligand conformations and Auto Dock is free software and version 4 is distributed under the General Public License. The result of virtual screening is stored in the database for further analysis.
3.1 Integrating the Data Sources

In the big data analytical research, to get more benefit from the data, it needs to be integrated with the working process. The researchers can analyze and make a decision considering many factors. There are two categories of integration they are the integration of multiple big data sources in big data environment and the integration of unstructured big data sources with structured data. Generally, for traditional data processing approach data mining concepts are used for data preprocessing techniques but for big data environment, there is a need to combine tools that support batch integration same like Extract, Transform, Load (ETL) option with real-time integration across multiple sources. The pharmaceutical company needs to combine its data stored with the publicly available big data sources. The company will use the stored data to collect, aggregate, consolidate and deliver reliable data across the big data sources. For accomplishing the data integration in big data environment the data elements have to be mapped with common definitions and it is forward to operational data and data storage. A set of data services are developed to qualify the data to make it consistent. Further, to take a decision based on the results, the system should update the results periodically. The data integration process should be consistent and reliable. As an experimental study, the above-discussed framework and methodology are implemented for predicting the drug toxicity based on ADMET properties and prediction of accuracy is done based on machine learning algorithm. To implement this approach data preprocessing is done to remove the redundant and irrelevant data followed by feature extraction step which means extracting some certain characteristic attributes and generating a set of meaningful descriptors from the dataset. Based on the feature extraction result, the feature set is determined which distinguish the sample. Finally, classification is used to classify the data into two classes toxic and nontoxic based on the selected feature. For implementing the classification algorithm, here Naïve Bayes classifier is used. The performance is calculated based on the accuracy parameter.

3.2 Experiment and Results

As a case study, the integrated platform is used for lead identification followed by drug toxicity prediction. This platform integrates data warehouse, Auto Dock tool, Pymol, Toxicity prediction tool and Machine learning algorithms for further prediction. For performing the lead identification, there are series of steps to be followed and that includes database search, protein structure
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prediction, virtual screening and molecular docking and denova design. To perform docking and virtual screening studies, the integrated Autodock tool option is called as a function. The result of the virtual screening tool is a .csv file which can be visualized in the same platform. Further analysis can be done with the visual analytics tool integrated with the platform. Figure 3 shows the analytic platform integrated with a various tool for drug toxicity prediction. The database stored here is a structured .csv file which is generated by virtual screening the ZINC database to find the protein-ligand interaction which contains the details of 40,000 chemical compounds.

The dataset has the following attributes that include compound id, Binding energy, Total molecular weight, CLogP, H-Acceptor, H-Donar, Rotatable bonds, Polar Surface Area, Mutagenic, Tumorogenic, Reproductive Effect, Irritant. The values of the attributes are checked with the Lipinski rule of 5 [29] and classified into toxic and non-toxic classes. Each case of the dataset has one of two possible classes. toxic indexed with 0 or non-toxic indexed with 1.

Figure 3  Integrated platform for drug toxicity prediction.
Table 1  Results of Naïve Bayes classifier performance

| Number of Attributes | Feature Set                                                                 | Accuracy     |
|----------------------|-----------------------------------------------------------------------------|--------------|
| 12                   | Compound id, Binding energy, Total molecular weight, CLogP, H-Acceptor,     | 93.876 %     |
|                      | H-Donar, Rotatable bonds, Polar Surface Area, Mutagenic, Tumorogenic,       |              |
|                      | Reproductive Effect, Irritant                                               |              |

The class distribution for toxic 27360 (68.4%) and non-toxic 12640 (31.6%). The example view of data set is shown in Figure 3. The software tool for implementing this study is written in python and uses naïve Bayes classifier. Naïve Bayes classification follows supervised learning approach and it is an effective method for classification. The effectiveness of the algorithm is that to make a prediction it will consider the probability of each attribute belonging to each class.

This Naïve Bayes classifier considers the class prior probability and predictor prior probability to calculate the posterior probability and the probability of a specified outcome. The steps followed for implementing the naïve Bayes classifier using python is reported [30]. The attained accuracy obtained by using naïve Bayes classifier is 0.9387651009. The Formula that calculate the accuracy is \[ \text{Accuracy} = \frac{(TP + TN)}{(TP + TN + FP + FN)} \] where TP (true positive), FN (false negative), FP (false positive), TN (true negative).

4 Challenges

The big data analytics platform for drug discovery must support certain functions to process different kinds of data. The factors to be considered when evaluating the analytic platform are availability, scalability, ability to manipulate at various levels, usability [31]. To be more effective, big data analytics for drug discovery should integrate most of the computer-aided drug design tools and it should be menu-driven and transparent to use.

5 Conclusion

The pharmaceutical companies can effectively use big data analytic techniques to find the lead molecule to develop into accepted and active drugs. This paper discusses various analytical approaches which can be appropriately applied at various stages of drug discovery approach. It is suggested that some of these above-mentioned methods can be more efficient. Researchers can
pick choose the methodology enumerated above depending on which method suits the discovery process. Multiple approaches or combination of several approaches can make research work even more efficient to confirm research obtained by one approach. The framework will act as a guideline for the future research efforts in the area of big data analytics in drug discovery application. In future, the implementation of these advanced analytical methods which are technology-enabled can improve the success rate of drug discovery process. As the big data analytical techniques become more important, other issues such as privacy and security of biomedical data, establishing a standard and continually improving bioinformatics tools and databases would gather consideration.
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