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Abstract.
Motivation: A sequencing-based genomic assay such as ChIP-seq outputs a real-valued signal for each position in the genome that measures the strength of activity at that position. Most genomic signals lack the property of variance stabilization. That is, a difference between 100 and 200 reads usually has a very different statistical importance from a difference between 1,100 and 1,200 reads. A statistical model such as a negative binomial distribution can account for this pattern, but learning these models is computationally challenging. Therefore, many applications—including imputation and segmentation and genome annotation (SAGA)—instead use Gaussian models and use a transformation such as log or inverse hyperbolic sine (asinh) to stabilize variance.

Results: We show here that existing transformations do not fully stabilize variance in genomic data sets. To solve this issue, we propose VSS, a method that produces variance-stabilized signals for sequencing-based genomic signals. VSS learns the empirical relationship between the mean and variance of a given signal data set and produces transformed signals that normalize for this dependence. We show that VSS successfully stabilizes variance and that doing so improves downstream applications such as SAGA. VSS will eliminate the need for downstream methods to implement complex mean-variance relationship models, and will enable genomic signals to be easily understood by eye.
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Availability: https://github.com/faezeh-bayat/Variance-stabilized-units-for-sequencing-based-genomic-signals.
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1 Introduction

Sequencing-based assays can measure many types of genomic biochemical activity, including transcription factor binding, histone modifications and chromatin accessibility. These assays work by extracting DNA fragments from a sample that exhibit the desired type of activity, sequencing the fragments to produce sequencing reads and mapping each read to the genome. Each of these assays produces a genomic signal—that is, a signal that has a value for each base pair in the genome. Examples include ChIP-seq measurements of transcription factor binding or histone modification and measurements of chromatin accessibility from DNase-seq, FAIRE-seq or ATAC-seq. The natural unit of sequencing-based assays is the read count: the number of reads that mapped to a given position in the genome (after extending and shifting; see Methods).

Read counts of genomic assays have a nonuniform mean-variance relationship, which poses a challenge to their analysis. For example, a locus with 1,000 reads in one experiment might get 1,100 reads in a replicate experiment by chance, whereas a locus with 100 reads might usually see no more than 110 reads by chance in a replicate. This property means that, for example, the difference in read count between biosamples is a poor measure of the difference in activity. To handle this issue, most statistical models of genomic signals—such as those used in peak calling—model the mean-variance relationship of read counts explicitly using, for example, a negative binomial distribution [1–11].

However, negative binomial models are challenging to implement and optimize, so many methods resort to Gaussian models. Two prominent examples include segmentation and genome annotation (SAGA) methods, such as Segway or IDEAS [12–16], and imputation methods such as ChromImpute, PREDICTD and Avocado [17–19]. In the former example, many SAGA methods use a Gaussian distribution to model the distribution of genomic signals given a certain annotation label (others binarize signal [20] or use a negative binomial
read count model [21]). In the latter example, imputation methods optimize a mean squared error (MSE) objective function, which is equivalent to log likelihood in a Gaussian model.

Most Gaussian-based methods employ a variance-stabilizing transformation to handle the nonuniform mean-variance relationship. They most commonly use the log or inverse hyperbolic sine transformations (asinh), which have the formulae $\log(x + c)$ for a constant $c$ (usually 1) and $\text{asinh}(x) = \log(x + \sqrt{x^2 + 1})$ respectively [22].

Variance-stabilizing transformations are also required for visualizing genomic signals. As previously noted, Euclidean distances in a 2D plot correspond to log likelihood in a Gaussian model, so a nonuniform mean-variance relationship complicates visualization. Therefore, most visualizations of genomic signals such as genome browsers [23] employ a variance-stabilizing transformation such as log.

Despite the widespread use of log and asinh transformations to stabilize variance, to our knowledge, no work has evaluated whether they in fact do so. The use of these transformations assumes that the signals have a specific mean-variance relationship (Methods). Here we show that, for many genomic signals, this assumption is violated and thus existing transformations do not fully stabilize variance (Results). To solve this issue, we present VSS, a method that produces variance-stabilized genomic signals. VSS determines the empirical mean-variance relationship of a genomic signal by comparing replicates. It uses this empirical mean-variance relationship to produce a transformation function that precisely stabilizes variance.

VSS source code is available at

https://github.com/faezeh-bayat/Variance-stabilized-units-for-sequencing-based-genomic-signals.

1.1 Related work

Three methods have been developed to normalize sequencing-based genomic signals across experiments. First, fold enrichment measures a genomic signal as the ratio of reads of the experiment to a control (such as ChIP Input) [13]. Second, Poisson p-value measures a signal as the log p-value of a Poisson distribution test with a null hypothesis derived from a control distribution [24]. Third, S3norm [25] normalizes a collection of data sets by matching their empirical sequencing depth and signal-noise ratio. However, these methods normalize the mean of signals but do not stabilize variance (Results).

Many of the challenges mentioned here also exist for assays of gene expression such as RNA-seq data [22, 26, 27, 2, 28–31, 6, 32–34]. In particular, the method voom [31] uses the empirical mean-variance to stabilize variance of RNA-seq, like VSS. However, voom does not apply to genomic signals such as ChIP-seq and ATAC-seq.
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Fig. 1. General schematic of the VSS method. (a,b) VSS uses two or more replicates to learn the empirical mean-variance relationship of the input data. It does so by binning values according the base replicate and evaluating the variance in the auxiliary replicate. (c) Learned mean-variance relationships for several data sets. Horizontal and vertical axes denote mean and standard deviation respectively. Note that the mean-variance relationship differs across data sets, indicating that each requires a different transformation. (d) Learned transformation functions. Horizontal and vertical axes indicate input and output values respectively. (e,f) Replicate 1 vs Replicate 2 signals in H3K4me3 HSMM before (e) and after (f) VSS transformation.

2 Methods

2.1 ChIP-seq data

We acquired ChIP-seq data from the ENCODE consortium (encodeproject.org, Supplementary Section A) for the histone modification H3K4me3 on eleven cell lines: GM12878, H1-hESC, HUVEC, K562, NHLF, GM06990, HCEpiC, AG09319, NHEK, HMEC and HSMM. We also used histone modifications H3K36me3, H3K4me1, H3K27me3 and H3K9me3 on H1-hESC cell line. Histone modification H2AFZ were used on cell
lines NHEK and HSMM. In addition, we used histone modification H3K79me2 on NHEK, HSMM and HMEC cell lines. We also used histone modification H3K9me3 on four cell lines: NHEK, AG04450, HMEC and HSMM. Finally, H3K36me3 histone modification were used on HMEC cell line. ENCODE accession number of these assays are provided in the Supplementary Information Table 1. These ChIP-seq data sets were processed with a uniform pipeline [35]. Briefly, the ChIP-seq reads were mapped to the hg19 reference genome and reads were shifted and extended according to the estimated fragment length to produce a read count for each genomic position. As controls, ChIP-seq Input experiments were performed by the same labs. Two signals were produced: fold enrichment and log p-value. Fold enrichment signal is defined as the ratio of observed data over control [13]. P-value signal is defined as the log p-value of a Poisson model with a null distribution derived from the control [24].

2.2 RNA-seq data

For use in evaluation, we acquired RNA-seq data sets for each of the cell types above from the Roadmap Epigenomics consortium [24]. These RNA-seq data sets were processed with a uniform pipeline that produces a TPM value for each gene [24]. To stabilize the variance of these signals, we used an asinh transformation.

2.3 Identifying the mean-variance-relationship

Our variance-stabilizing transformation depends on determining the mean-variance relationship for the input data set. We learn this relationship by comparing multiple replicates of the same experiment. We designate two replicates as the base and auxiliary replicates, respectively. The following process is iterated for all possible choices of base and auxiliary (see below).

Let the observed signal at position \( i \) be \( x_i^{(1)} \) and \( x_i^{(2)} \) for the base and auxiliary replicates respectively. Our model imagines that every position \( i \) has an unknown distribution of sequencing reads for the given assay \( x_i \), which has mean \( \mu_i = \text{mean}(x_i) \). We further suppose that there is a relationship \( \sigma(\mu) \) between the mean and variance of these distributions. That is, \( \text{var}(x_i) = \sigma(\mu_i)^2 \). We are interested in learning \( \sigma(\mu) \).

Observe that \( x_i \) is an unbiased estimate of \( \mu_i \), and that \( (x_i^{(1)} - x_i^{(2)})^2 \) is an unbiased estimate of \( \sigma(\mu_i)^2 \). We use this observation to estimate the function \( \sigma(\mu) \) as follows.

We first sort the \( N \) genomic positions \( i \in \{1 \ldots N\} \) by the value of \( x_i^{(1)} \) and define bins with \( b \) genomic positions each. Let \( I_j \subseteq \{1 \ldots N\} \) be the set of positions in bin \( j \). For each bin \( j \), we compute \( \mu_j = 1/b \sum_{i \in I_j} x_i^{(2)} \) and \( \sigma_j^2 = 1/b \sum_{i \in I_j} (x_i^{(2)} - \mu_j)^2 \). To increase the robustness of these estimates, we smooth across bins by defining

\[
\hat{\sigma}_j^2 = \frac{\sum_{i=j-w}^{j+w} 2^{-b|j-w|/\beta} \sigma_i^2}{\sum_{i=j-w}^{j+w} 2^{-b|j-w|/\beta}}.
\]

That is, we take the weighted average of \( 2w + 1 \) bins centered on \( j \), where bin \( j + k \) has weight \( 2^{-bk/\beta} \). \( \beta \) is a bandwidth parameter—a high value of \( \beta \) means that weight is spread over many bins, whereas a low value means that weight is concentrated on a small number of bins. We define the window size \( w \) such that it includes bins with weight at least 0.01; specifically, \( w = -\beta \log(0.01)/b \log(2) \).

The choice of \( b \) and \( \beta \) forms a bias-variance trade-off. Larger values of \( b \) and \( \beta \) lead to more observations contributing to each estimate \( \hat{\sigma}_j \) and therefore result in a lower variance. In contrast, small values of \( b \) and \( \beta \) lead to a very homogeneous set of positions \( I_j \) and therefore less averaging across dissimilar positions.

Most genomic signals are zero-inflated. That is, a large fraction of positions have zero signal. To account for this pattern, we defined a separate bin for zero-signal positions \( I_0 = \{i | x_i^{(1)} = 0\} \) and defined \( \sigma_0 \) and \( \mu_0 \) as above. We used this zero bin for raw and fold enrichment (FE) signals, but not log Poisson p-value (LPPV), which are not zero-inflated.

We used a smoothing spline to fit an estimated mean-variance curve \( \hat{\sigma}(\mu) \). A smoothing spline estimator implements a regularized regression over the natural spline basis. We fit a function \( \hat{\sigma}(\mu) \) using the estimated values of \( \hat{\sigma}_j \). The spline coefficients \( w \) are selected to minimize

\[
\text{minimize} \quad (1-p) \sum_j w_j (\hat{\sigma}_j - \hat{\sigma}(\mu_j))^2 + p \int (\frac{d^2 \hat{\sigma}(\mu)}{dx^2})^2 \, dx,
\]
where \( \mu \) and \( \bar{\sigma} \) are a set of observations obtained from mean-variance data points. Variables \( \hat{\sigma}(\mu) \), \( w \), \( p \) represent smooth spline curve, weight coefficients and smoothing parameter respectively. The variable \( p \) parameter varies between \((0, 1]\) such that \( p = 0 \) results in a cubic spline with no smoothing, and when \( p \) approaches zero the result is a linear function. To find the optimum value of spar parameter \( (p) \), first the smooth.spline function is called by activating the cross-validation in the smooth.spline (CV=TRUE). Following the cross-validation procedure, spar parameter is returned as the smoothing factor. We identified the optimal curve using the R function call \( \text{smooth.spline}(\text{means}, \text{sigmas}, \text{spar}=p) \).

The process above assumed a fixed choice of base and auxiliary replicates. We repeat this process for each possible choice of base and auxiliary replicates (that is, for \( M \) replicates, the process above is repeated \( M(M - 1) \) times) and aggregate sufficient statistics across all iterations to produce an aggregated \( \hat{\sigma}(\mu) \).

2.4 Calculating variance-stabilized signals

Having learned the mean-variance relationship, we compute VSS using the variance-stabilizing transformation \[ t(x) = \int_{0}^{x} \frac{1}{\hat{\sigma}(u)} du, \] (2)

where \( x \) is an untransformed signal and \( \hat{\sigma}(u) \) is the learned standard deviation for a signal with mean \( u \). This transformation is guaranteed to be variance-stabilizing; that is, \( \text{var}(t(x)) \) is constant for all genomic positions \( i \).

2.5 Alternative transformations

To attempt to stabilize the variance, existing methods usually apply either a log or arcsinh transformation. These transformations are used because they are variance-stabilizing for certain mean-variance relationships \[ \log(x) \text{ is variance-stabilizing when } \sigma(\mu) = s\mu \text{ for some constant } s, \text{ and arcsinh}(x) \text{ is variance-stabilizing when } \sigma(\mu) = p\mu^2 + 1. \] In the experiments below, we compare to both existing units under both existing transformations. We evaluated the performance log with a general linear transformation \( \log(ax + b) \). We found that doing so did not improve results (Supplementary Section C), so we focused on the standard offset \( \log(x + 1) \).

2.6 Variance quality-of-fit evaluation

A transformation implicitly assumes that a data set has a specific mean-variance relationship. The assumed variance \( \hat{\sigma}(u) \) for a given value \( u \) equals the inverse of the derivative of the transformation (Section 2.4)

\[ \hat{\sigma}_t(u) = \frac{1}{du t(u)}. \] (3)

As noted above, a \( \log(x + 1) \) transformation implicitly assumes the mean-variance relationship \( \hat{\sigma}(\mu) = \mu + 1 \) and the \( \text{arcsinh}(x) \) transformation assumes the mean-variance relationship \( \hat{\sigma}(\mu) = \sqrt{\mu^2 + 1} \).

To measure the quality of fit of an assumed mean-variance relationship, we evaluated the data log likelihood under the assumed \( \hat{\sigma} \). Specifically, the log likelihood of a given data set is defined as

\[ \sum_{i} \log N(x_i^{(2)}|\mu = x_i^{(1)}, \sigma = \hat{\sigma}(x_i^{(1)})). \] (4)

A Gaussian distribution appears in this expression because that is the max-entropy distribution with a specific mean and variance. This value is maximized when the inferred variance equals the variance of the data.
2.7 Variance instability evaluation

To evaluate whether a given transformation achieves a uniform mean-variance relationship, we defined the following variance instability metric. Let \( t(x_i^{(1)}) \) and \( t(x_i^{(2)}) \) be the transformed signals at the \( i \)th genomic position. Using the binning approach described above, we divided genomic positions to \( B \) bins of increasing value of \( t(x_i^{(1)}) \), where each bin is of size \( b = 10000 \).

Let \( v_j \) be the mean squared difference between replicates for positions in bin \( j \),

\[
    v_j = \sum_{i \in \text{bin } j} \left( t(x_i^{(1)}) - t(x_i^{(2)}) \right)^2.
\]

Let \( \sigma_1 \) and \( \sigma_2 \) be the standard deviation of \( t(x^1) \) and \( t(x^2) \) respectively. We define the variance instability metric as the scaled variance of \( v_j \) across bins,

\[
    \text{variance-instability}(t) = \frac{1}{\sigma_1 \sigma_2} \text{var}(v_{1:B}).
\]

The \( \frac{1}{\sigma_1 \sigma_2} \) factor normalizes for the variance of the transformed signal; without this factor, \( t(x) \) and \( \alpha t(x) \) (for a constant \( \alpha \)) have different variance instability. Signals with unstable variance will have large values of the variance instability metric.

2.8 Segmentation and genome annotation (SAGA) evaluation

As described above, segmentation and genome annotation (SAGA) algorithms are sensitive to the mean-variance relationship in the input data sets. SAGA algorithms take as input a collection of signals for a given biosample. They partition the genome and assign a label to each segment such that positions with the same variance relationship in the input data sets. SAGA algorithms are widely used to integrate data sets and annotate regulatory elements.

To evaluate the quality of annotations produced by signals under a given transformation, we defined the following SAGA metric. Following previous work [16] we quantified quality of a SAGA annotation according to the strength of the relationship between the annotation of a genic region with that gene’s expression. Specifically, for a collection of signals from a given biosample, we used the SAGA algorithm Segway [12] to produce an annotation. This annotation assigns one of \( k \) integer labels \( l_i \in \{1..k\} \) to each genomic position \( i \). We defined features for each gene as follows. We divided each genic region into 20 bins by dividing the transcribed region into 10 equally-spaced bins and defining five 1kb bins upstream of the transcription start site (TSS) and downstream of the transcription termination site (TTS) respectively. We defined features \( f_{b,k} \) for each bin \( b \) as a one-hot encoding of the majority label in each bin. That is, this process associates each gene with a vector of \( 20k \) features.

We trained an Extreme Gradient Boosting (XGBoost) regression model to predict a gene’s RNA-seq expression (Section “Segmentation and genome annotation (SAGA) evaluation”) value from this vector of features. We trained a regression model on a matrix containing all genes in a chromosome. As features we used a one-hot encoding feature vector that indicates 1 in the corresponding position of the predicted label and 0 elsewhere. For each bin, we considered the majority feature vector as a representation of that bin’s annotation. We used the coefficient of determination \( (r^2) \) to quantify the predictive power of this regressor.

For each transformation method, we used four different values \( k = \{3, 5, 10, 15\} \) for number of the labels to be predicted by annotation. We considered four biosamples: H1-hESC, NHEK, HSMN and HMEC. We used all available replicated histone modification data for each biosample: We used H3K36me3, H3K4me3, H3K9me3, H3K27me3 and H3K4me1 for H1-hESC. We used H2AFZ, H3K4me3, H3K9me3 and H3K79me2 for NHEK. We used H2AFZ, H3K4me3, H3K9me3 and H3K79me2 for HSMN. We used H3K36me3, H3K4me3, H3K9me3 and H3K79me2 for HMEC.

3 Results

3.1 Genomic signals are not variance-stabilized

To evaluate whether existing units for genomic signals have stable variance, we computed the mean-variance relationship for a number of existing data sets (Figure 1c). As we expected, we found that the variance
has a strong dependence on the mean; genomic positions with low signals experience little variance across replicates, whereas positions with high signals experience much larger variance (Figure 1c). Moreover, the relationship does not match that expected by the currently-used log\((x + 1)\) and asinh\((x)\) transformations. A transformation implicitly imposes a specific mean-variance relationship; the inferred variance for a given value equals the inverse of the derivative of the transformation (Methods). For example, the former transformation assumes a linear relationship (Methods). The observed mean-variance relationship does not precisely match the relationships assumed by either transformation, indicating that neither of these transformations is fully variance-stabilizing (Figure 1d).

The observation that existing transformations are not variance-stabilizing was confirmed when we quantified this fit (Figure 2). A transformation implicitly assumes that a data set has a specific mean-variance relationship; for example, a log transform assumes a linear mean-variance relationship. To measure the accuracy of a variance estimate, we used the log likelihood of a given mean-variance relationship estimate, which is maximized when the inferred variance equals the variance of the data (Methods). As expected, we found that a uniform variance model implied by using untransformed signals had a poor likelihood (average log density of \(-1.9\)), reflecting non-uniform variance (Figure 2b). We found that the variance estimates from the log\((FE + 1)\) and asinh\((FE)\), where \(FE\) is the Fold enrichment signal, greatly improved the likelihood (average log density of \(-1.3\) and \(-1.5\) respectively). However, we found that mean-variance relationship learned by VSS had much better likelihood (average log density \(-1.2\)) than either transformation, indicating that the learned curve successfully models the mean-variance relationship of the data (Figure 2b). We found that VSS’s mean-variance fit was also better than log or asinh when using either raw reads or log Poisson p-value (LPPV) as the base units (Figure 2c,d).

Moreover, we found that the mean-variance relationship differs greatly between experiments. For many histone modification ChIP-seq experiments like H3K4me3 HSMM and H3K9me3 HUVEC, a log transformation yields nearly-optimal fit, indicating that the data has a nearly linear mean-variance relationship (Figure 2a). However, other experiments like H3K4me3 in GM12878 and H2AFZ in NHEK, have a very non-linear mean-variance relationship (Figure 2a). In fact, for some experiments, a log or asinh transformation has worse fit than no transformation, indicating that these transformations actually destabilize the variance (Figure 2a). Future work should investigate what properties of an experiment determine its mean-variance relationship. The mean-variance relationship learned by VSS correctly captures these differences, as indicated by its good likelihood on all data sets. These differences indicate that it is necessary to learn a separate mean-variance relationship for each data set, rather than applying a single transformation (such as log or asinh) to every data set.
Fig. 2. (a) Goodness of fit to the mean-variance relationship, measured by Gaussian log likelihood (Methods). Lower values of negative log likelihood indicates better fit. Log likelihood was computed on chromosome 21; VSS’s mean-variance relationship was trained on chromosome 22. (b) Same as (a), but averaged across data sets.

3.2 Differences between replicates are stabilized after transformation

To measure whether a given transformation stabilizes variance in a given signal data set, we defined the variance-instability metric (Methods). This metric is defined as the variance of mean squared between-replicate differences across bins defined by signal value. Signals with unstable variance will have a large value for this metric.

We found that signals transformed using VSS have better variance stability than either untransformed signals or signals after alternative transformations (Figure 3). Fold enrichment (FE) signals transformed by either \( \log(x + 1) \) and \( \text{asinh}(x) \) on had an average of 1.8 variance instability, whereas VSS have instability of 1.5. Changing the offset of the log transformation—\( \log(ax + b) \)—did not substantially improve results for any choice of \( a \) or \( b \) (Supplementary Information 9 and 10). This indicates that VSS units have more consistent signals among different replicates of an experiment (Figure 3d and Figure 3e). This pattern also holds when using Raw or LPPV as the base signal (Figure 3f and Figure 3g).
Fig. 3. Variance instability of transformed signals. (a,b,c) Each point corresponds to a bin, where binning is defined according to replicate 1 value (Methods). Horizontal axis indicates binning index. Vertical axis indicates squared difference of values between replicates in H3K4me3 HMEC. The flat line on the left half of each plot corresponds to positions where $x^{(1)} = 0$. Signals with stable variance show a flat (constant) trend on this plot; a trend (increasing or decreasing) indicates unstable variance. (a) Untransformed values (Fold enrichment signals). (b) log$(FE+1)$ transform. (c) VSS on FE transformation. (d) Variance instability score on Fold enrichment signals (Methods). Lower values indicate more stable variance. (e) Same as (d), but averaged across experiments. (f) Averaged variance instability score on Raw signals. (g) Averaged variance instability score on log Poisson p-value (LPPV). VSS’s mean-variance relationship was trained on chromosome 22 and variance instability score was computed on chromosome 21. We omitted the variance instability value for untransformed signals because its value would distort the vertical axis (mean of 601, 117 and 1877 across experiments for Fold enrichment signals, raw signals and log Poisson p-value signals respectively).
3.3 VSS signals improve segmentation and genome annotation (SAGA) algorithms

To evaluate the efficacy of transformed signals as input to Gaussian models, we use segmentation and genome annotation (SAGA) as an example. Segmentation and genome annotation algorithms are widely used to integrate genomic data sets and annotate genomic regulatory elements [12–16]. Following previous work [15, 39], we evaluated the quality of an annotation by the correlation between the label of a gene body and whether that gene is expressed as measured by RNA-seq (Methods). We evaluated this correlation across multiple cell types and model initializations (Methods). We believe that high quality input signals will lead to a high quality annotation. We used the SAGA algorithm Segway [12] annotation for this analysis.

We found that using variance-stabilized signals from VSS improves annotations produced by SAGA algorithms (Figure 4 and 5). As had been previously observed [12], using non-stabilized fold enrichment (FE) signal results in poor performance (mean $r^2=0.47$, Figure 4). To account for this, Segway recommends using an asinh transform; doing so substantially improves performance (mean $r^2=0.57$, Figure 4). VSS produces similar results to asinh on FE data (mean $r^2=0.57$, $p=0.28$). However, VSS outperforms asinh when using raw or log Poisson p-value (LPPV) as the base signals ($p=0.028$ and $p=0.007$ respectively, paired one-sided Wilcoxon rank-sum test). Likewise, VSS outperforms a log transformation for FE and LPPV signals ($p=0.023$ and $p=0.013$ respectively). This improvement likely results from the fact that VSS stabilizes variance in all cases, whereas asinh does so only when data sets happen to have a specific mean-variance relationship.
Fig. 4. Evaluation of annotations relative to gene expression. Vertical axis is the fraction of variance in gene expression explained ($r^2$, Genome annotation evaluation section). Horizontal axis is the number of features or states in a given model respectively ($k$). Results are shown on chromosome 21 for an VSS model trained on chromosome 22. Brackets indicate p-value from paired one-sided Wilcoxon rank-sum test.
Fig. 5. Evaluation of annotations relative to gene expression. Vertical axis is the fraction of variance in gene expression explained ($r^2$, Gene expression evaluation section). Horizontal axis is the number of features or states in a given model respectively ($k$). Results are shown on chromosome 21 for a VSS model trained on chromosome 22.

4 Discussion

In this manuscript we proposed VSS, a method that produces units for sequencing-based genomic signals that have the desirable property of variance stability. We found that the transformations that are currently used to stabilize variance—log ($x+1$) and asinh($x$)—do not fully do so. In fact, we found that the mean-variance relationship of genomic signals varies greatly between data sets, indicating that no single transformation can be applied to all data sets uniformly. Instead, variance stability requires a method such as VSS that empirically determines the experiment-specific mean-variance relationship.

We showed that VSS successfully stabilizes variance in genomic data sets. Further, we found that using variance-stabilized data improves the performance of Gaussian models such as SAGA.

Variance-stabilized signals will aid in all downstream applications of genomic signals. In particular, they are valuable for two reasons. First, VSS signals allow downstream methods to use squared error loss or Gaussian likelihood distributions, which are much easier to optimize than the existing practice of implementing a model that accounts for the mean-variance relationship. This will improve tasks that currently use Gaussian models, such as chromatin state annotation and imputation.
Second, VSS signals can be easily analyzed by eye because the viewer does not need to take the mean-variance relationship into account when visually inspecting the data. For example, when viewing genomic signals in a genome browser, variance-unstable signals often exhibit high peaks that swamp the vertical axis and flatten other variations in signal (Figure 6). Existing methods for handling this problem—using a log/asinh transform or cutting off the vertical axis—can also be effective, but they lack the principled basis of VSS.

A key limitation of VSS is that it requires the availability of replicated data. A fruitful direction for future work might aim to remove this dependence, for example by training a consensus transformation to apply across non-replicated data. A related limitation is that VSS relies heavily on the comparability of its input replicates. If there are (e.g.) batch effects between the replicates, VSS may over-estimate variance and produce a poor mean-variance fit.

References

1. Lucy Whitaker. On the poisson law of small numbers. *Biometrika*, 10(1):36–71, 1914.
2. Simon Anders and Wolfgang Huber. Differential expression analysis for sequence count data. *Nature Precedings*, pages 1–1, 2010.
3. Naim U Rashid, Paul G Giresi, Joseph G Ibrahim, Wei Sun, and Jason D Lieb. Zinba integrates local covariates with dna-seq data to identify broad and narrow regions of enrichment, even within amplified genomic regions. *Genome biology*, 12(7):R67, 2011.
4. Yuchun Guo, Shaun Mahony, and David K Gifford. High resolution genome wide binding event finding and motif discovery reveals transcription factor spatial binding constraints. *PloS Comput Biol*, 8(8):e1002638, 2012.
5. Haipeng Xing, Yifan Mo, Will Liao, and Michael Q Zhang. Genome-wide localization of protein-dna binding and histone modification by a bayesian change-point method with chip-seq data. *PLoS Comput Biol*, 8(7):e1002613, 2012.
6. Michael I Love, Wolfgang Huber, and Simon Anders. Moderated estimation of fold change and dispersion for RNA-seq data with DESeq2. *Genome Biology*, 15(12):550, 2014.
7. Arif Harmanci, Joel Rozowsky, and Mark Gerstein. Music: identification of enriched regions in chip-seq experiments using a mappability-corrected multiscale signal processing framework. *Genome biology*, 15(10):474, 2014.
8. Christoph Hafemeister and Rahul Satija. Normalization and variance stabilization of single-cell RNA-seq data using regularized negative binomial regression. *Genome Biology*, 20(1):1–15, 2019.
9. Marek Gierlinski, Christian Cole, Pietà Schofield, Nicholas J Schurch, Alexander Sherstnev, Vijender Singh, Nicola Wrobel, Karim Gharbi, Gordon Simpson, Tom Owen-Hughes, et al. Statistical models for RNA-seq data derived from a two-condition 48-replicate experiment. *Bioinformatics*, 31(22):3625–3630, 2015.
10. Xu Ren and Pei Fen Kuan. Negative binomial additive model for RNA-Seq data analysis. *bioRxiv*, page 599811, 2019.
11. Yong Zhang, Tao Liu, Clifford A Meyer, Jérôme Ecclestone, David S Johnson, Bradley E Bernstein, Chad Nusbaum, Richard M Myers, Myles Brown, Wei Li, et al. Model-based analysis of ChIP-Seq (MACS). *Genome Biology*, 9(9):R137, 2008.
12. Michael M Hoffman, Orion J Buske, Jie Wang, Zhiping Weng, Jeff A Bilmes, and William Stafford Noble. Unsupervised pattern discovery in human chromatin structure through genomic segmentation. Nature methods, 9(5):473, 2012.
13. Michael M Hoffman, Jason Ernst, Steven P Wilder, Anshul Kundaje, Robert S Harris, Max Libbrecht, Belinda Giardine, Paul M Ellenbogen, Jeffrey A Bilmes, Ewan Birney, et al. Integrative annotation of chromatin elements from ENCODE data. Nucleic Acids Research, 41(2):827–841, 2012.
14. Rachel CW Chan, Maxwell W Libbrecht, Eric G Roberts, Jeffrey A Bilmes, William Stafford Noble, and Michael M Hoffman. Segway 2.0: Gaussian mixture models and minibatch training. Bioinformatics, 34(4):669–671, 2017.
15. Yu Zhang, Lin An, Feng Yue, and Ross C Hardison. Jointly characterizing epigenetic dynamics across multiple human cell types. Nucleic acids research, 44(14):6721–6731, 2016.
16. Yu Zhang and Ross C Hardison. Accurate and reproducible functional maps in 127 human cell types via 2d genome segmentation. Nucleic acids research, 45(17):9823–9836, 2017.
17. Jason Ernst and Manolis Kellis. Large-scale imputation of epigenomic datasets for systematic annotation of diverse human tissues. Nature Biotechnology, 33(4):364, 2015.
18. Jacob Schreiber, Timothy J Durham, Jeffrey Bilmes, and William Stafford Noble. Multi-scale deep tensor factorization learns a latent representation of the human epigenome. bioRxiv, page 364976, 2018.
19. Timothy J Durham, Maxwell W Libbrecht, J Jeffrey Howbert, Jeff Bilmes, and William Stafford Noble. Predicting parallel epigenomics data imputation with cloud-based tensor decomposition. Nature communications, 9(1):1–15, 2018.
20. Jason Ernst and Manolis Kellis. ChromHMM: automating chromatin-state discovery and characterization. Nature Methods, 9(3):215, 2012.
21. Alessandro Mammana and Ho-Ryun Chung. Chromatin segmentation based on a probabilistic model for read counts explains a large portion of the epigenome. Genome Biology, 16(1):151, 2015.
22. Wolfgang Huber, Anja Von Heydebreck, Holger Sultmann, Annemarie Pousta, and Martin Vingron. Variance stabilization applied to microarray data calibration and to the quantification of differential expression. Bioinformatics, 18(suppl_1):S96–S104, 2002.
23. Donna Karolchik, Robert Baertsch, Mark Diekhans, Terrence S Furey, Angie Hinrichs, YT Lu, Krishna M Roskin, Matthias Schwartz, Charles W Sugnet, Daryll J Thomas, et al. The ucsc genome browser database. Nucleic acids research, 31(1):51–54, 2003.
24. Anshul Kundaje, Wouter Meulman, Jason Ernst, Misha Bilenky, Angela Yen, Alireza Heravi-Moussavi, Pouya Kheradpour, Zhizhuo Zhang, Jianrong Wang, Michael J Ziller, et al. Integrative analysis of 111 reference human epigenomes. Nature, 518(7539):317, 2015.
25. Guanjue Xiang, Cheryl A Keller, Belinda Giardine, Lin An, Qunhua Li, Yu Zhang, and Ross C Hardison. S3norm: simultaneous normalization of sequencing depth and signal-to-noise ratio in epigenomic data. Nucleic acids research, 48(8):e43–e43, 2020.
26. Rafael A Irizarry, Bridget Hobbs, Francois Collin, Yasmin D Beazer-Barclay, Kristen J Antonellis, Uwe Scherf, and Terence P Speed. Exploration, normalization, and summaries of high density oligonucleotide array probe level data. Biostatistics, 4(2):249–264, 2003.
27. James H Bullard, Elizabeth Purdom, Kasper D Hansen, and Sandrine Dudoit. Evaluation of statistical methods for normalization and differential expression in rna-seq experiments. BMC bioinformatics, 11(1):1–13, 2010.
28. Mark D Robinson and Alicia Oshlack. A scaling normalization method for differential expression analysis of rna-seq data. Genome biology, 11(3):1–9, 2010.
29. Günter P Wagner, Koryu Kin, and Vincent J Lynch. Measurement of mRNA abundance using RNA-seq data: RPKM measure is inconsistent among samples. Theory in Biosciences, 131(4):281–285, 2012.
30. Kasper D Hansen, Rafael A Irizarry, and Zhijin Wu. Removing technical variability in rna-seq data using conditional quantile normalization. Biostatistics, 13(2):204–216, 2012.
31. Charity W Law, Yunshun Chen, Wei Shi, and Gordon K Smyth. voom: Precision weights unlock linear model analysis tools for RNA-seq read counts. Genome Biology, 15(2):R29, 2014.
32. Simon Anders, Davis J McCarthy, Yunshun Chen, Michal Okoniewski, Gordon K Smyth, Wolfgang Huber, and Mark D Robinson. Count-based differential expression analysis of RNA sequencing data using R and Bioconductor. Nature Protocols, 8(9):1765, 2013.
33. Davide Rioso, John Ngai, Terence P Speed, and Sandrine Dudoit. Normalization of rna-seq data using factor analysis of control genes or samples. Nature biotechnology, 32(9):896–902, 2014.
34. Ana Conesa, Pedro Madrigal, Sonia Tarazona, David Gomez-Cabrero, Alejandra Cervera, Andrew McPherson, Michal Wojciech Szczesniak, Daniel J Gaffney, Laura L Elo, Xuegong Zhang, et al. A survey of best practices for RNA-seq data analysis. Genome Biology, 17(1):13, 2016.
35. ENCODE Project Consortium et al. An integrated encyclopedia of DNA elements in the human genome. Nature, 489(7414):57, 2012.
36. Blythe P Durbin, Johanna S Hardin, Douglas M Hawkins, and David M Rocke. A variance-stabilizing transformation for gene-expression microarray data. *Bioinformatics*, 18(suppl_1):S105–S110, 2002.
37. Maurice S Bartlett. The use of transformations. *Biometrics*, 3(1):39–52, 1947.
38. George EP Box. Non-normality and tests on variances. *Biometrika*, 40(3/4):318–335, 1953.
39. Maxwell W Libbrecht, Oscar L Rodriguez, Zhiping Weng, Jeffrey A Bilmes, Michael M Hoffman, and William Stafford Noble. A unified encyclopedia of human functional dna elements through fully automated annotation of 164 human cell types. *Genome biology*, 20(1):180, 2019.