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Abstract
The study analyzes the performance of bank-specific characteristics, macroeconomic indicators, and global factors to predict the bank lending in Turkey for the period 2002Q4–2019Q2. The objective of this study is first, to clarify the possible nonlinear and nonparametric relationships between outstanding bank loans and bank-specific, macroeconomic, and global factors. Second, it aims to propose various machine learning algorithms that determine drivers of bank lending and benefits from the advantages of these techniques. The empirical findings indicate favorable evidence that the drivers of bank lending exhibit some nonlinearities. Additionally, partial dependence plots depict that numerous bank-specific characteristics and macroeconomic indicators tend to be important variables that influence bank lending behavior. The study’s findings have some policy implications for bank managers, regulatory authorities, and policymakers.
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Introduction
There are many studies on the importance of financial intermediaries in the existing literature. Financial intermediaries help lenders to invest their wealth into activities that yield smooth returns and help borrowers to increase their real asset holdings (Brainard and Tobin 1963). Owing to problems such as asymmetric information and numerous financial frictions in financial markets, the financial intermediaries’ role becomes more critical. Diamond (1984) finds that financial intermediaries are delegated monitors that specialize in minimizing potential information-based problems between borrowers and lenders. Boyd and Prescott (1986) also claim that financial intermediaries reduce the cost of collecting and processing information regarding the borrower’s creditworthiness. Therefore, financial intermediaries effectively convert large amounts of savings into profitable investments (Levine 2005; Clark 2017).

The finance literature argues that banks are regarded as the most prominent financial intermediaries, among other institutions, especially in developing countries. Banks perform tasks related to risk size, maturity, and transformation by balancing borrowers’ great and long-term funding needs with the collection of small and short-term savers’
deposits (Casu et al. 2006). Banks promote and mobilize investments, increase capital performance, and make transactions easier (Seven and Yetkiner 2016). Bernanke (1993) briefly notes that particular roles are attributed to banks based on their banking officials’ experiences in lending to specific industries, the banks’ ability to determine the creditworthiness of potentially less risky borrowers, and the provision of various financial services to clients beyond lending. Further, Greenbaum et al. (2019) find that banks are specialized in disseminating information regarding monetary policy changes and fulfilling their role to achieve monetary stability.

Firms need internal or external support to promote their operations. As firms, especially small firms, cannot meet their financing needs entirely from internal sources, they require external funding to fulfill their goals (Imran and Nishat 2013). Asymmetric information problems in small and medium-sized firms are primarily attributed to the firms’ preliminary financial reports, and they hinder the firms from acquiring bank loans to meet their financial needs (Sarath and Van Pham 2015). Gertler and Gilchrist (1993) argue that small firms and households lack various financial options and are dependent on bank loans. Since banks have a unique monitoring role, they can provide firms with a relatively less expensive financing alternative (Ramey 1993). Therefore, bank loans and other debt financing forms appear to be imperfect substitutes (Gambacorta and Rossi 2010).

Banks have a special role in all countries, with bank loans being critical in the financial and real sides of the economy, for various reasons. First, any shocks to bank loans are expected to influence the economic activity significantly (Çavusoğlu 2002). Second, for banking institutions, bank loans are essential assets and the primary sources of the banks’ income (Malede 2014). Third, the level of outstanding bank loans seems to be a vital indicator of a country’s monetary stability and is related to the overall price level in any economy (Calza et al. 2003). Finally, bank loan patterns are also indicators of financial stability and are perceived as indicators of impending economic and financial crisis (Pham 2015).

After the onset of the domestic crisis in 2000 and 2001, several adjustments and regulatory measures were taken in the Turkish economy (Akinci et al. 2012). Following these measures, the Turkish economy experienced rapid credit growth and rapid increase in its economic activities in the subsequent decades (Kara 2016). The share of the banking sector is approximately 89% of the total financial system. Deposit banks are more dominant in the financial system; in the second quarter of 2019, they constituted approximately 78% of the total assets in the financial sector (EDDS 2020). Therefore, the Turkish economy offers an ideal environment to evaluate the impact of various factors on outstanding bank loans.

As bank loans are crucial for the economic activities, financial stability, and financial stance of any country, many studies have attempted to clarify the factors that influence the drivers of bank lending in both emerging and advanced economies. While more scholars are increasingly becoming aware of the factors affecting bank lending behavior, owing to the bank loans’ critical role, existing studies mainly focus on econometric techniques and present mixed results (Égert et al. 2007; Brei et al. 2013; Shijaku and Kalluci 2013; Ivanovic 2016; Kapounek et al. 2017; Naceur et al. 2018). Therefore, there is scope for contribution, and the literature calls for studies on recent empirical methodologies.
The objective of this study is first, to clarify the possible nonlinear and nonparametric relationships between outstanding bank loans and bank-specific, macroeconomic, and global factors. Second, it aims to propose various machine learning algorithms that determine drivers of bank lending. Third, it aims to expand the literature by using a wide range of control variables, and fourth, it aims to provide empirical evidence regarding the role of such variables in forecasting outstanding bank loans. To this end, the study shows the impact of 19 bank-specific, macroeconomic, and global variables on bank loans for the period 2002Q4–2019Q2 in Turkey. It compares the performance of the regression model with machine learning methods, such as regression tree, boosting, bootstrap aggregating (bagging), random forest, extremely randomized trees (extra-trees), and extreme gradient boosting (xgboost). The variable specification depends on the literature, and the data set includes numerous explanatory variables that are considered to influence bank-lending behavior significantly. Policymakers should focus on monitoring the shocks to these variables to provide more empirical evidence that is relevant and based on which, variables are more important for bank lending.

Machine learning techniques are designated to use algorithms while predicting, classifying, and clustering datasets (Athey 2018). The concept of using machine learning techniques in economic analysis is a relatively novel approach (Varian 2014). These techniques can provide alternatives for existing methodologies to close the literature gaps and have several benefits. First, machine learning algorithms solve dimensionality problems in empirical studies. Conventional models can only handle a few existing studies (Fornaro and Luomaranta 2020) and, therefore, fail to benefit from large datasets (Petroopoulos et al. 2019). However, this study’s empirical specification allows employing 19 bank-specific, macroeconomic, and global variables to examine bank-lending drivers.

Second, machine learning techniques allow flexibility in selecting the functional form of the model (Athey 2018), without requiring any prior assumptions regarding the distribution of variables (Alessi and Detken 2018). Thus, these techniques provide the best suiting functional forms for data (Mullainathan and Spiess 2017). Third, machine learning techniques offer an out-of-sample predictive ability of variables, allowing the ranking of variables according to their out-of-sample fit measures (Basuchoudhary et al. 2017). Thus, these techniques increase both scholars’ and policymakers’ confidence in understanding economic problems.

The rest of this paper is structured as follows: The second section reviews the literature, and the third section presents an overview of the Turkish banking sector. The fourth section introduces the data and variables, and the fifth section explains the methodology. The sixth section presents the empirical results, and the last section discusses and concludes the study.

**Literature review**

Several studies have attempted to clarify the factors that significantly influence bank-lending behavior. Although the literature can be delivered in various classifications, we prefer to review the literature on developed and emerging economy studies.

Studies in developed countries focus on numerous bank-specific characteristics, macroeconomic indicators, and global factors. In an earlier attempt, Berger and Udell (1994) focused mainly on risk-based capital ratios and other capital measures to explain the
credit crunch in the United States in the early 1990s. They concluded that alternative capital ratios did not significantly affect loan growth during this period. In another study, Carlson et al. (2013) showed that capital ratios significantly influence bank lending, during and slightly after global financial crises. They also revealed some nonlinearities in the impact of capital ratios on bank lending, since the capital ratio elasticity of bank lending is somewhat higher when capital ratios are lower. In a recent study on US banks, Kim and Sohn (2017) found that the capital ratio significantly and negatively affects the loan growth for banks that have lower liquidity ratios.

In the Euro Area, Calza et al. (2003) illustrated that the impact of GDP on real loans is positive, while both short-term and long-term interest rates negatively affect real loans in the end. Kapounek et al. (2017) analyzed bank-lending drivers using a more comprehensive set of variables and found that the lending rate spread, asset quality, and capital ratios are significant bank-specific and loan supply factors. Panagopoulos and Spilliotis (1998) did not find a significant impact of interest rates on credit expansion. In Germany, Blaes (2011) demonstrated that bank lending survey variables significantly influenced the bank lending behavior during the sample period. In addition, a set of bank-related factors was confirmed to have a more substantial impact on bank lending, following the financial crisis. Similarly, Cucinelli (2015) found that credit risk was a significant factor in bank lending during the post-financial crisis, for both groups of banks in Italy.

Blundell-Wignall and Roulet (2013) focused on the impact of unconventional monetary policy settings on bank lending behavior, using an unbalanced panel of 468 US and European banks. Their findings indicate that among the total assets, the share of risk-weighted assets is a significant measure of the global systematically important banks’ loan supply. Conversely, the loan supply for other banks in the sample is significantly influenced by the banks’ solvency measures, the spread between lending rates, loan quality, and demand-side measures. In a recent study, Naceur et al. (2018) demonstrated that, during the post-global financial crisis, capital ratios and liquidity measures significantly influenced bank lending. They also caused heterogeneity in the characteristics of banks across Europe and the United States.

Hoffman (2001) indicated that short-term and long-term interest rates significantly influence the private sector’s bank credit, and their findings, from sampled countries, also support that real estate prices have a significant effect on bank lending. By employing a sample of large international banks in 14 advanced countries, Brei et al. (2013) suggested that the capital ratio’s marginal impact is more significant during the crisis than it is during regular times.

The study by Kosak et al. (2015) supports the significant impact of capital on bank lending for both periods. In a more comprehensive study, Pham (2015) studied a sample of banks from 146 countries, from 1990 to 2013. Their findings reflect the heterogeneous reactions of banks, provide evidence of the impact of country-specific factors on bank lending behavior, and emphasize a healthy financial system’s role in absorbing external shocks to the banking system.

Many studies also focus on the drivers of bank lending in emerging countries. Imran and Nishat (2013) found that foreign liabilities, deposits, GDP growth, domestic monetary conditions, and exchange rates are significant long-run determinants of bank lending in Pakistan. Sarath and Van Pham (2015) revealed that the growth of deposits, equity
growth rate, liquidity, share of security holdings, and real economic growth significantly affect bank lending in Vietnam. Recently, Baoko et al. (2017) studied the factors that influence the allocation of bank lending to the private sector in the Ghanaian economy. Their findings suggest that the bank size, real bank lending rate, bank deposit rate, and broad money supply significantly influence the bank credit, both in the long and short run. Among the existing studies, Ladime et al. (2013) emphasized the role of competition in the Ghanaian economy’s banking industry, and Shijaku and Kalluci (2013) focused on the impact of financial liberalization in Albania. Malede (2014) focused on internal and external factors in Ethiopia, Rababah (2015) analyzed the impact of bank-specific and macroeconomic indicators in Jordan, and finally, Ivanovic (2016) distinguished between post- and pre-crisis periods. Recent studies on the Turkish economy focus on non-performing loans and the impact of extraordinary increases in lending activities on bank riskiness. Among these studies, Us (2017) proposed that, when designing macro-prudential policies during crises, the ownership status should be considered to assess non-performing bank loans. Recently, Shahzad et al. (2019) noted that the previous year’s loan growth rate had a significant impact, which resulted in the rise in loan losses and the increasing bank insolvency. Moreover, their survey noted that in the Turkish banking system, the size of banks and increase of non-performing loans are inversely linked.

Unlike studies in developing or emerging countries, machine learning studies on bank lending analysis primarily focus on risk management issues and credit ratings. Among these studies, Petropoulos et al. (2019) predicted the future behavior of corporate loans and evaluated how particular measures affect the credit risk in the Greek banking system. Their findings highlight the regulatory authorities’ significant role of monitoring bank-level micro data. Wang et al. (2018) argued that the hybrid xgboost model more accurately predicts credit fraud risk in banking operations. A more technical analysis by Zhu (2019) provided evidence indicating that machine learning algorithms perform better in predicting loan default. More recently, Orlova (2020) highlighted the impact of credit management models on credit institutions’ profitability. For credit ratings and credit scoring, Wang et al. (2020) demonstrated the significant role of cost-sensitive classifiers for survival and profitability in peer-to-peer lending. Finally, Shen et al. (2020) provided evidence supporting the superiority of a novel three-stage learning framework in credit scoring performance by handling Chinese credit data.

Overall, the vast majority of the existing studies employs econometric techniques and provides rather mixed results in an attempt to justify the impact of bank-specific variables, macroeconomic indicators, and global factors on bank lending behavior. As such, the literature calls for studies to clarify these factors’ role using a comprehensive set of variables and adopting a novel methodology, compared to that in the existing literature, and highlight the benefit or the apparent advantages of the machine learning techniques.

---

1 See Leo et al. (2019) for a review of the studies focusing on the performance of machine learning techniques in bank risk management.
The banking sector in Turkey comprises three main groups of banks: deposit banks, development and investment banks, and participation banks. Deposit banks are the leading participants and dominate the sector, which currently consists of 51 banks, including 32 deposit banks, 13 investment and development banks, and six participation banks. In June 2019, deposit banks provided 86.86% of the total loan supply (BRSA 2020). In contrast, development and investment banks as well as participation banks have relatively lower shares in the market and provide 8.24% and 4.89% of the total loan supply, respectively.

Figure 1 shows the structure of the deposit banking industry and highlights some selected ratios that reflect the deposit banking industry’s improvements, following the two severe crises in November 2000 and February 2001.

The ratio of loans to total assets, deposits to total assets, and loans to deposits have increasingly grown over the post-crisis period, which indicates that banks are more confident in their primary duty, which is fulfilling their financial intermediary role. The capital ratio, which showed a more stable trend during this period, decreased from 13 to 11%. This indicates that banks were more focused on external financing sources than on internal sources and used more deposits to finance their lending activities and other assets. One of the most noticeable changes following the crises was that the non-performing loans (NPL) ratio improved. The NPL, which is an indicator of asset quality, decreased from 12% in 2003 to 4% in 2018. However, it increased slightly in 2019 to 5.71%. Finally, the return on asset (ROA), which indicates the banks’ asset profitability, dropped from 3.5 to 1.40% in this period. As noted, a probable explanation is that, after the crises, the restructuring regulations and macroeconomic measures eliminated the more profitable non-banking activities that had emerged in the 1990s. Therefore, banks relied more on their primary functions in the financial system.

Overall, the Turkish banking sector has faced several crises, undergone many structural changes, and experienced a set of regulatory measures, particularly after introducing the financial liberalization process in the 1980s. Although the steps taken due to developments in this period are sometimes unsuccessful, the measures taken after the crises of 2000 and 2001 guided the banking sector to establish a more robust and
They also strengthened the role of banks in financing real economic activities.

Datasets

Data

This study’s empirical analysis focuses on a sample of 19 deposit banks in Turkey that have at least ten operational branches. These banks constitute 97.13% of the total assets and 97.35% of the total loans in the deposit-banking sector. The sampled banks are listed in Additional file 1: Table A.1. The dataset contains nine bank-specific variables, seven macroeconomic indicators, and three global factors to determine the critical factors that explain bank lending behavior. Thus, the dataset employs 19 explanatory variables, which include the indicators used in previous studies to determine the factors affecting bank loans. The next section presents detailed explanations of the variables used in the analysis. The sample consists of quarterly observations and covers the period between 2002Q4 and 2019Q2; the starting date coincides with the post domestic crisis period in Turkey. Additionally, the dataset is balanced, with no missing value, and the total bank-year observations are 23,940.

The only source for the bank-level data is the statistical reports from the Banks Association of Turkey (BAT). The BAT delivers quarterly balance sheets for each bank settled in Turkey. Other sources for the wide-range dataset are the Thomson Reuters Eikon and Electronic Data Delivery System, which are provided by the Central Bank of the Republic of Turkey. The full list of these variables, their acronyms, descriptions, units, and sources, is shown in Additional file 1: Table A.2.

Variables

This study’s model specification to estimate the drivers of bank lending in Turkey employs the natural logarithm of nominal bank loans (Ln(Loans)) as a measure of the extended bank loans. This variable includes consumer and commercial loans, in both domestic currency and foreign currency. However, all figures are in Turkish Lira (TL) since banks’ balance sheets include foreign-currency-dominated loans in TL terms. The model embodies a comprehensive set of variables, as explanatory variables, in three groups, including bank-specific variables, macroeconomic indicators, and global factors. These selected variables play a significant role in banks’ lending behavior, as indicated in existing studies (see Additional file 1: Table A.2 for variable definitions and groupings).

Since bank lending is not contemporaneously affected by the changes in bank-specific characteristics, macroeconomic indicators, or global factors, we included each variable’s highly correlated lag into the analysis.2 The correlations presented in Additional file 1: Table A.3, either include the current or lagged values of the independent variables into the analysis. To illustrate, the third lag of the ROA has the highest correlation, while the fourth lag of the LLPTA has the highest correlation, with an independent variable. Most of the explanatory variables were lagged to mitigate the unintended feedback effects due

---

2 Additional file 1: Table A.3, presents the correlations between the natural logarithm of nominal bank loans and the set of employed variables, up to their fourth lags.
to endogeneity issues (Berger and Udell 1994). The list of current or lagged values of the employed variables and their descriptive statistics, resulting from this specification, is presented in Table 1.

The dependent variable in our specification is the natural logarithm of the nominal bank loans. This study considers the natural logarithm of outstanding bank loans to reduce outliers’ impact, since it covers 19 deposit banks in various sizes (Levine 2005). Nominal bank loans are the outstanding amount of loans in households and firms, for a sample comprising 19 deposit banks. This measure of bank loans has been used in existing studies (Panagopoulos and Spilliotis 1998; Gambacorta and Rossi 2010). Some studies have used a similar measure as a dependent variable (Hoffman 2001; Calza et al. 2003). However, our analysis differs from these studies in that it integrates potential non-linearities into the model and benefits from the machine learning algorithms to provide the best predictors for outstanding bank loans.

The visual representation of the relationship between outstanding bank loans and the set of employed variables is shown in Fig. 2.

The first set of explanatory variables comprises the bank-specific characteristics, derived from deposit banks’ balance sheets and income statements. These variables are used to assess how bank characteristics affect bank lending. Some studies suggest that bank lending is heterogeneous among banks with different characteristics (Kashyap and Stein 1995). To control for the bank lending behavior, this study introduces a set of macroeconomic indicators into the model, which include Natural logarithm of Gross Domestic Product

### Table 1 Descriptive statistics

| Group                               | Acronym | Lag | Unit         | Mean    | Median   | Max     | Min     | Std. Dev |
|-------------------------------------|---------|-----|--------------|---------|----------|---------|---------|----------|
| Dep. Var                            | Ln(Loans) | Current | TL           | 16.005  | 16.175   | 19.665  | 3.611   | 2.064    |
| Bank-Specific Characteristics       |         |      |              |         |          |         |         |          |
|                                     | LLPTA   | 4   | Ratio        | 0.017   | 0.015    | 0.085   | 0.000   | 0.012    |
|                                     | LIQR    |     | Ratio        | 0.253   | 0.241    | 0.781   | 0.006   | 0.121    |
|                                     | GVTTA   |     | Ratio        | 0.172   | 0.144    | 0.774   | 0.000   | 0.128    |
|                                     | FATA    | 4   | Ratio        | 0.020   | 0.013    | 0.516   | 0.001   | 0.030    |
|                                     | DFR     |     | Ratio        | 0.629   | 0.621    | 0.875   | 0.012   | 0.091    |
|                                     | DEPOVER | 4   | Ratio        | −0.082  | −0.020   | 1.640   | −0.984  | 0.310    |
|                                     | CAPR    | 1   | Ratio        | 0.121   | 0.114    | 0.916   | 0.033   | 0.051    |
|                                     | ROA     | 3   | Ratio        | 0.008   | 0.008    | 0.059   | −0.176  | 0.014    |
|                                     | LENDINGR| 4   | Ratio        | 0.083   | 0.074    | 1.589   | 0.018   | 0.065    |
| Macroeconomic Indicators            | Ln(GDP) | 4   | Thousand TL  | 19.554  | 19.487   | 20.609  | 18.383  | 0.595    |
|                                     | LEAD    |     | Index        | 152.992 | 139.380  | 215.910 | 120.770 | 30.806   |
|                                     | CPI     | 4   | Index        | 106.766 | 99.731   | 195.931 | 48.800  | 38.714   |
|                                     | ON      | 4   | %            | 12.659  | 10.500   | 44.000  | 1.500   | 8.885    |
|                                     | REER    |     | Index        | 101.348 | 101.355  | 118.183 | 76.655  | 9.351    |
|                                     | GVT9M   | 4   | %            | 14.617  | 11.001   | 54.700  | 4.460   | 10.576   |
|                                     | GVT2Y   | 4   | %            | 24.407  | 11.300   | 81.690  | 5.670   | 26.726   |
| Global Factors                      | FFR     |     | %            | 1.339   | 0.400    | 5.260   | 0.070   | 1.662    |
|                                     | ECB     | 4   | %            | 1.467   | 1.000    | 4.250   | 0.000   | 1.301    |
|                                     | OIL     | 4   | US Dollar    | 71.114  | 66.725   | 121.477 | 26.067  | 28.389   |
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(Fig. 2 Interaction between bank loans and predictor variables)

((Ln(GDP)), Leading Indicators (LEAD), Consumer Price Index (CPI), Overnight Interest Rate (ON), 9-month Treasury Bill rate (GVT9M), 2-year Government Bond rate (GVT2Y), and the Real Effective Exchange Rate (REER) series. The GDP and LEAD are included to highlight the procyclical behavior of bank lending; CPI to analyze the impact of price stability on bank lending; and interest rate variables to analyze the role of monetary policy rate and market rates on outstanding bank loans. The REER explores the role of the exchange rate on bank lending behavior. A rise in the REER represents the appreciation of the domestic currency in our specification.

Other than bank-specific characteristics and macroeconomic indicators, this study also examines the role of global factors on bank lending. Since Turkey is a small open economy, global financial and economic development might affect the domestic economy (Varlik and Berument 2017). As such, this study employs the US Federal Funds Rate (FFR), European Central Bank (ECB) main refinancing rate (ECB), and the crude oil price (OIL). Of these variables, FFR and ECB specifically account for the impact of global liquidity (Pham 2015) and reflect the cost of foreign banks’ borrowing (Ivanovic 2016) on outstanding bank loans. Finally, the OIL variable is included in the analysis to capture global developments (Potjagailo 2017). Changes in oil prices might have adverse effects on investment and consumption expenditures, increase production costs, and reduce firms’ cash flows (Kocaarslan and Soytas 2019). Therefore, the impact of oil prices on bank lending behavior should be regulated.

Before proceeding into the analysis, this study first illustrates the relationship between employed variables and outstanding bank loans. Figure 3 illustrates the relationship between predictor variables and outstanding bank loans.

Figure 3 demonstrates the potential nonlinearities between predictor variables and outstanding bank loans. In this case, specifying models that disregard these nonlinear linkages might create misleading outcomes. Therefore, these figures support the use of machine learning algorithms.

**Methodology**

This study extends the methodology proposed by Basuchoudhary et al. (2017). It compares the performance of six machine learning techniques (tree regression, bagging, boosting, random forest, extra-trees, and xgboost) and the standard linear regression
to predict factors that influence commercial bank lending operations in Turkey. The properties of such techniques should be addressed before introducing the empirical specification of the study. The purpose of the machine learning techniques is to predict the output variable ($Y$), for an independent test sample, using the learning sample, where both input ($X$) and output variables are observed (Athey 2018).

The standard linear regression models represent the parametric models, and they assume a linear functional form $Y = f(x)$. These models are generally easy to implement, the estimated coefficients are easy to interpret, and deciding the statistical significance of these coefficients is easy (James et al. 2013). However, these models generally cannot handle large dimensional datasets (Fornaro and Luomaranta 2020). In other words, they only estimate a small number of variables in any specification. On the contrary, if the linearity assumption is not in place, it is reasonable to assume that these models do not fit the data best.

Unlike the standard techniques, the machine learning techniques allow researchers to handle a sizeable dimensional dataset (Fornaro and Luomaranta 2020), provide model flexibility without forcibly adjusting the specification to a specific functional
form (Mullainathan and Spiess 2017), and do not require any prior assumptions regarding the distribution of variables (Alessi and Detken 2018).

Before discussing each machine learning algorithm’s details, we summarize the preliminary steps to run these algorithms.

- First, we collect the observations on bank-specific characteristics, macroeconomic indicators, and global factors and subsequently organize the dataset.
- Since machine learning algorithms repeatedly resample within the learning sample, in an attempt to find the one that fits the data best (Basuchoudhary et al. 2017), we divide the dataset into two random subsets of banks: a learning sample and a test sample. The randomly chosen 70% of the banking data is used as the learning sample and the remaining part (test sample) is for the out-of-sample validation purpose.
- We do not use cross-validation but handle an entirely separate test sample instead.
- After these steps, we run the machine learning algorithms together with the linear regression and compare their predictive accuracy to find the model that best fits the out-of-sample (test sample) data.

The empirical part of the study is structured as shown in Fig. 4.

First, we run a linear regression, and the machine learning algorithms handle our dataset’s learning sample. Subsequently, the Mean Square Error (MSE) and Mean Absolute Percentage Error (MAPE) are selected and then calculated as a measure of these empirical models’ out-of-sample predictive ability. Next, the variable
importance measures are assessed and the bank characteristics, macroeconomic indicators, and global factors, ranked based on their role in predicting the bank-lending behavior. Finally, this study presents partial dependence plots (PDPs) to illustrate the direction, magnitude, and impact of input variables on bank lending behavior. The following sections present the theoretical illustration of the employed machine learning techniques.

**Regression tree prediction**

Unlike linear models, a regression tree prediction aims to divide a sample into subsamples, based on the impurity of the target variable \( y_i \), using if–then statements as parameters (Basuchoudhary et al. 2017). This study follows these steps in the regression tree algorithm (Breiman et al. 1984):

1. The learning sample is divided into terminal nodes (splitting variable) and internal nodes (splitting point), using a decision rule \( \hat{d}(x) \).
2. The decision rule determines the splitting points for each node by minimizing the impurity within the nodes. It also includes an externally determined, threshold-level impurity change measure and the minimum number of observation requirements within each node (Basuchoudhary et al. 2017).
3. Therefore, the best terminal node and the best internal node produce a higher node impurity change.
4. The procedure reaches a decision node when splitting is not possible with given decision rule requirements.

Regression trees have many advantages. They are easy to interpret and explain, and they can include qualitative variables in the analysis without the need for dummy variables (James et al. 2013).

**Boosting prediction**

The boosting algorithm is a technique used to improve the prediction, and it is based on the decision tree. The boosting methodology was first proposed by Freund and Schapire (1997). It was initially developed for classification purposes and benefited from regressions (Hastie et al. 2017).

The boosting algorithm in our specification follows these steps (James et al. 2013):

1. The boosting algorithm constructs \( M \) different learning samples and assigns a weight to each test sample.
2. The algorithm then fits each of these \( M \) learning samples into different decision trees.
3. These decision trees provide the predictions as \( \hat{f}_1(x), \hat{f}_2(x), \ldots, \hat{f}_M(x) \).
4. The error rates for each of these predictions are calculated. New weights are assigned if the error rate is reasonable, based on the importance of the variable.
5. The algorithm, therefore, slowly improves \( \hat{f}(x) \) performance when required, by fitting small trees to the residuals.
Bagging (bootstrap aggregating) prediction
The bagging predictor was first proposed by Breiman (1996). This algorithm uses portions of data, creates independent predictors, and then combines each by averaging to get an aggregated predictor. The experimental procedure of the bagging predictor in this study is as follows (Breiman 1996):

1. The algorithm takes $M$ bootstrapped sub-samples from the learning data, in which each subsample includes $N$ independent observations.
2. $M$ decision trees are constructed using these $M$ bootstrapped sub-samples.
3. The algorithm provides $M$ decision trees, $\hat{f}_1(x), \hat{f}_2(x), \ldots, \hat{f}_M(x)$, from $M$ tree predictions.
4. The bagging predictor is the average of the sequence of tree predictions, and it is illustrated as $\hat{f}_{\text{ave}}(x)$; the total error is the average of the errors in each tree’s predictions.

Notably, the bagging methodology forms the learning sample by randomizing observations with replacement, and it defines splits for each node by minimizing the node impurity to grow $M$ trees. The bagged tree is the average of the predictions from $M$ trees (Hastie et al. 2017).

Random forest prediction
The random forest algorithm is another tree-based algorithm used for regression purposes. It was first proposed by Breiman (2001). The random forest predictor randomizes the trees by selecting bootstrapped observations as learning samples and selecting input variables for each tree (Basuchoudhary et al. 2017).

Empirical steps for the random forest algorithm are as follow (Breiman 2001):

1. It first, independently, draws a bootstrap sample of size $N$ from the learning sample.
2. Afterwards, it randomly selects $k$ variables out of the total $p$ ($k \leq p$), and these variables are possible candidates for splitting in each node.
3. In the next step, the $M$ random forest trees are grown repeatedly until the minimum node size is reached.
4. The random forest regression predictor is the average of these $M$ trees.

Extremely randomized trees (extra-trees) algorithm
The extra-trees algorithm is a tree-based ensemble algorithm that uses a conventional top-down procedure (Geurts et al. 2006). The empirical procedure of this algorithm is quite similar to that of the random forest algorithm (Altabrawee 2017). There are two main differences between the extra-trees algorithm and the random forest algorithm (Geurts et al. 2006):

1. The extra-trees algorithm randomly chooses the splitting points at each node.
2. The random forest algorithm employs the entire learning sample while growing trees, instead of bootstrapping a sample of size $N$ from the learning sample.

Geurts et al. (2006) argue that the randomness in the training (learning) part of the procedure increases independent trees and decreases the variance.

**Extreme gradient boosting (Xgboost) algorithm**

Extreme gradient boosting or Xgboost is an extended version of Friedman’s (2001) gradient boosting algorithm proposed by Chen and Guestrin (2016). Xgboost algorithm uses the bagging method to reduce bias, the boosting method to decrease variance, and fits regressions to increase efficiency and accuracy in objective functions (Petropoulos et al. 2019).

The algorithm in our study follows these steps (Tang et al. 2020):

1. The Xgboost algorithm creates $M$ bootstrapped samples of the learning data and creates $M$ decision trees using these sub-samples.
2. These decision trees provide a tree prediction and bags these $M$ tree predictions. Note that each tree transmits the subsequent tree’s errors to reduce the existing errors in each tree.
3. The Xgboost prediction is the sum score of $M$ boosted tree predictions.

Extreme gradient boosting offers a faster learning process among its counterparts, using a parallel tree boosting to create bootstrapped trees (Zhu 2019). It aims to increase efficiency by boosting parameters to perform the tree predictions (Petropoulos et al. 2019).

**Predictive accuracy, variable importance, and partial dependence plots**

The study provides two commonly used predictive indicators, MSE and MAPE, to evaluate the prediction performance of linear panel regression and six machine learning algorithms. The MSE and MAPE are denoted as $R_{MSE}(d)$, and $R_{MAPE}(d)$, respectively. The following equations present the formula for the MSE and MAPE measures.

$$R_{MSE}(d) = \frac{1}{n} \sum_{i=1}^{N} (y_i - \hat{f}(x_i))^2 \quad \text{and} \quad R_{MAPE}(d) = \frac{1}{n} \sum_{i=1}^{N} \left| \frac{(y_i - \hat{f}(x_i))}{\hat{f}(x_i)} \right| \times 100\%$$

Here, the $R(d)$ is the mean of the squared difference between the target variable $y_i$ and the predicted value of the target variable is $\hat{f}(x_i)$. Both measures provide these models’ prediction performance, based on the actual and predicted values of a dependent variable.

The machine learning algorithms utilize a variable importance measure to provide the input variables’ relative predictive power (Hastie et al. 2017). A specific variable’s importance is calculated by summing the impurity reduction, when the specific variable is selected in splits (Tuffery 2011). Specifically, the error reduction at each split in each tree is the importance measure of the splitting variable and is measured separately for each variable, for all the trees (Hastie et al. 2017).
Finally, the study presents PDPs to display the functional form and direction of the relationship between these input variables and bank loans. A PDP is also an illustrative measure for visualizing the relationship between input and output variables.

Suppose that \( x_1 \) is a predictor variable with values \{\( x_{11}, x_{12}, x_{13}, \ldots, x_{1k} \)\}. The partial dependence of the predictor \( x_1 \) can be constructed as follows (Greenwell 2017):

1. For all values of the predictor \( x_1 \), the algorithm copies the learning sample and replaces the actual values of \( x_1 \) with a constant of \( x_{1i} \).
2. Subsequently, the algorithm calculates the predicted value vector from the modified copy of the learning sample in Step 1.
3. The algorithm then calculates the average prediction and gets \( \hat{f}(x_{1i}) \).
4. Finally, the PDP is constructed by the plotted pairs of \( \{x_{1i}, \hat{f}(x_{1i})\} \).

Therefore, the PDPs demonstrate the marginal impact of a selected input variable on the target variable after holding the impact of other variables constant (James et al. 2013).

**Empirical results**

As noted, this study’s empirical specification is an extended version of the general set up by Basuchoudhary et al. (2017). The model specification comprises panel OLS regression and the following six machine learning algorithms: tree regression, boosting, bagging, random forest, extra-trees, and xgboost algorithms. The subsequent sections present the predictive performance of these empirical models, provide relative importance of variables, and illustrate PDPs.

**Evaluation of the models by their prediction performance**

As noted, the employed algorithms’ prediction performance is measured using the MSE and MAPE in our study. Both measures provide the out of sample error rates (in Eq. 1 above) and indicate which model performs better than the others do in predicting the bank loans in our specification. MSE and MAPE are commonly employed as predictive indicators to compare alternative models’ prediction performance (Alpaydin 2014; Tang et al. 2020).

| Methods              | MSE  | MAPE | R-squared |
|----------------------|------|------|-----------|
| Panel OLS Regression | 1.928| 0.067| 0.385     |
| Tree Regression      | 3.292| 0.082| 0.430     |
| Bagging              | 2.091| 0.065| 0.504     |
| Boosting             | 1.732| 0.061| 0.588     |
| Random Forest        | 1.534| 0.061| 0.617     |
| Xgboost              | 1.715| 1.911| 0.611     |
| Extra-Trees          | 1.753| 0.067| 0.566     |

Bold values represent that random forest model provides the best out-of-sample performance.
Table 2 reports the MSE and MAPE measures of the panel OLS regression model and six machine learning algorithms.

The results in Table 2 indicate that not many differences exist in the predictive performance of the employed algorithms. Among these specifications, the random forest provides the lowest MSE and MAPE, outperforming its counterparts. The random forest algorithm’s MSE and MAPE in the test sample are 1.534 and 0.061, respectively. Importantly, the panel OLS regression compares machine learning algorithms’ performance with that for conventional econometric techniques. R-squared measure also provides evidence that the random forest model fits the sample better. It seems that an econometric model outperforms some of these algorithms. However, more tree algorithms perform better than the econometric specification in our study. Among these algorithms, the tree regression performance is worse than its counterparts are, and it provides a relatively higher MSE for out-of-sample prediction.

Variable importance

After confirming that the random forest algorithm outperforms its counterparts and provides the lowest out-of-sample prediction errors, our empirical strategy evaluates each variable’s importance. To identify the most important variables, the random forest algorithm offers important measures, such as (1) mean decrease in accuracy (%IncMSE) and (2) mean decrease in node impurity (IncNodePurity). To rank these variables further, we report the average of these two measures. Table 3 reports the rank of the 19 variables, in terms of their importance in predicting outstanding bank loans.

The mean decrease in accuracy measure is the out of sample prediction error (MSE in each tree) of each tree and is calculated after permuting each variable. Therefore, Table 3
shows the percentage increase in Model-MSE if a variable for each algorithm is removed from the model. To illustrate, if CAPR is removed from the model, the MSE increases by 12.51% in the tree model, 11.62% in the random forest model, 27.54% in the bagging model, and 21.04% in the boosting model. The total is 100% in each column. The overall decrease of node impurities, due to splitting on the variable averaged over all trees, is another measure. It is determined by the residual sum of squares in a regression setting.

The results in Table 3 indicate that most of the bank-specific characteristics and macroeconomic indicators have relatively more predictive power than the global factors do. These findings seem to suggest that capital ratio, deposit overhang, and credit risk measures are the most powerful predictors. Further, CPI, GDP, and LEAD have more predictive power, among other macroeconomic indicators. Although its relative importance is lower among the input variables, the ECB main refinancing rate seems to be the most influential global factor.

**Partial dependence plots**

As with the most predictive power, random forest algorithm results provide meaningful policy implications for policymakers. Unlike many other empirical methodologies, the random forest algorithm is not parameter-based. Instead, they offer PDPs. As noted, PDPs illustrates the direction, impact, and functional form of the relationship between the input variable and output variable, holding others’ impact constant. The distinct benefit of the random forest methodology through the PDPs’ illustration is that they illustrate the incremental effect of the selected variables over the range of a specific variable. The PDP uses predicted Ln(Loans) values to construct PDPs and visualize the marginal effect of predictor variables, as shown in the PDP’s empirical steps above.

In this context, the following figures display PDPs, from which the incremental impacts of bank-specific variables, macroeconomic indicators, and global factors on the outstanding bank loans can be visualized. In each PDP, the vertical axis represents the volume of bank loans in the natural logarithm, and the horizontal axis displays the range of input variables. Figure 5 illustrates the PDPs for bank-specific characteristics.

The PDP for CAPR, shown in panel a of Fig. 5, suggests that the capital ratio’s effect on bank loans is not linear over the capital ratio spectrum. The figure shows that the capital ratio’s positive impact on bank loans increases slightly until the capital ratio hits just over 10%. This finding is consistent with studies that provide a positive relationship between capital ratio and bank lending (Berrospide and Rochelle 2010; Cantero-Saiz et al. 2014; Ivanovic 2016; Kapounek et al. 2017). Such studies suggest that bank capital is vital against adverse shocks to bank soundness and supports banks in overcoming the negative consequences of these shocks.

When the capital ratio is marginally above 10%, even a small increase in the capital ratio will produce a more substantial adverse effect on bank loans, suggesting that after 10%, a small increase in CAPR would result in an equilibrium shift. In particular, a capital ratio that rises to 20% has a negative impact on bank lending. These results provide evidence that regulatory capital plays a conservative role in bank lending (Cucinelli 2015; Pham 2015). The negative association between bank capital and bank lending in Turkey is also consistent with the findings by Aktaş and Taş (2007) and Macit (2012). After 20%, further capital ratio improvements have a minor and smoother effect on bank
loans. Some studies obtained somewhat mixed results and indicated that bank capital plays an insignificant role in bank loans (Bertay et al. 2012; Rabab'ah 2015).

The PDP for the effects of deposit overhang on bank loans is shown in Fig. 5b. As noted, a bank is in a deposit overhang when deposits are larger than the bank loans. To illustrate, when bank loans and deposits are equal, the DEPOVER measure is equal to zero. Figure 5b shows that bank lending is positively affected by deposit overhang. The impact of deposit overhang measure seems to increase steadily up to the point where a balance between deposits and loans in the bank balance sheet is achieved. It should also be noted that, if bank loans exceed bank deposits, the relationship between deposit overhang and bank loans reaches an equilibrium. These findings are consistent with Brinkmeyer’s (2014) findings and suggest the critical role of insured deposits in financing lending activities.

Figure 5c further illustrates the relationship between the share of deposit financing and bank loans. Although the predictive salience is relatively lower than DEPOVER, similar evidence is provided about the impact of the deposit-funding ratio on outstanding bank loans.

The PDP for DFR further supports the nonlinear linkage between deposits in total assets and bank lending. It seems that the impact of DFR on bank loans reaches an
equilibrium when a balance between the share of deposits and the non-deposit source of liabilities is achieved. These findings are similar to those by Bertay et al. (2012) or Rabab'ah (2015). Such studies suggest a positive, but insignificant, coefficient of deposit funding ratio.

However, the small rise in the share of deposits causes a relatively higher increase in bank lending after the 50% threshold level. This finding suggests that the optimal share of deposit financing is approximately 60%. This specific range of the DFR somewhat supports the proposition that banks with relatively higher deposit shares, than they do other liabilities, increase their lending. In this sense, our findings are partially consistent with previous studies (Gambacorta and Marquez-Ibanez 2011; Sarath and Van Pham 2015; Malede 2014; Ivanovic 2016) arguing that deposit financing stabilizes the adverse effects of financial downturns. However, Fig. 5c indicates that the subsequent rise in the deposit shares contributes to a decrease in bank loans. Therefore, our findings suggest that reliance on deposit financing is somewhat contractionary.

The loan loss provisions to total assets, as a measure of credit risk, also have relatively higher predictive power on bank lending behavior. As shown in Fig. 5d, the LLPTA has a positive impact on bank loans when credit risk measure is relatively low. Surprisingly, it seems that the positive marginal impact steadily increases until the LLPTA approaches 2%. A possible explanation for this might be that banks remain silent to credit risk measures up to a threshold level, preferring to increase their lending.

However, after the credit risk measure falls slightly below the 2% level, the LLPTA impact alternates and turns negative. Our findings here confirm that worsening credit quality reduces bank lending. Therefore, it may be inferred that the rise in the credit risk measure puts pressure on banks’ capital and causes banks to limit their lending (Naceur et al. 2018). These results are partially in accord with those of previous studies (Cantero-Saiz et al. 2014; Sarath and Van Pham 2015; Cucinelli 2015; Kim and Sohn 2017; Naceur et al. 2018), which indicate that banks with higher credit risk tend to curtail their loans.

Figure 5e illustrates the relationship between the ratio of liquid assets to total assets and outstanding bank loans. The PDP reflects that banks with higher balance sheet liquidity tend to issue more loans over a specific range of LIQR values. This suggests that banks hold liquid assets to stimulate their lending activities (Naceur et al. 2018). Another possible inference from a gradually rising liquidity ratio is that banks compensate for the cost of holding liquidity by granting more loans. The secular increase in bank loans’ marginal impact on outstanding bank loans becomes stable when the liquidity ratio is higher than 40%. The PDP reflects that the association between liquidity and bank lending reaches an equilibrium after this specific point.

In conclusion, these results are consistent with those of previous studies (Imran and Nishat 2013; Malede 2014; Demiralp et al. 2017; Kim and Sohn 2017) and suggest that banks with higher liquidity can benefit from having more liquid balance sheet to absorb the impact of adverse shocks on their loan supply. The literature also includes some studies that obtain somewhat mixed results on the impact of liquidity in lending behavior (Akinci et al. 2012; Sarath and Van Pham 2015; Cantero-Saiz et al. 2014, Rabab'ah 2015), which are contrary to our conclusion.

The ratio of government securities over total assets is an alternative measure of balance sheet liquidity in our specification. The PDP for government securities over total
assets, in Fig. 5f, suggests that a rise in the share of government security portfolio, up to 20%, increases bank lending gradually. In other words, banks that have a large number of government securities in their asset portfolio increase their lending more appropriately. After the government security portfolio exceeds 20%, GVTTA and bank loans’ relationship reaches an equilibrium.

Our findings seem to be in line with those by Çavuşoğlu (2002) as well as Berrospide and Rochelle (2010). Thus, these results first argue that the government security portfolio triggers bank lending since banks use their security stock as collateral to borrow from the central bank. The positive impact of government security portfolios on bank lending is called the crowding-in-effect (Çavuşoğlu 2002). This means that, when banks hold government securities in their asset portfolio, they do not cut back their private lending. Second, government securities seem to play against the possible adverse effects of the banking system’s deposit drains.

A bank balance sheet’s asset structure seems to be a more salient predictive measure of bank loans, compared to the bank’s share of government securities. In our description, a bank’s asset structure is indicated by its share of fixed assets over total assets. Figure 5g displays the PDP for the ratio of fixed assets to total assets. As noted, fixed assets comprise bank buildings, equipment, networks, intellectual properties, and other tangible and intangible assets. All these assets facilitate the financial intermediation task of banks and ease their credit-granting operations. Thus, a positive relationship is expected between the share of fixed assets and bank lending (Kosak et al. 2015). Our results, therefore, are in line with prior expectations. The PDP suggests that the small increase in fixed assets ratio to total assets leads to a substantial increase in bank loans. However, the outstanding relationship between the share of fixed assets and bank loans reaches an equilibrium when the share of fixed assets arrives at 20% of total assets.

The bank profitability is also a probable measure of bank balance sheet strength, and it might directly affect several soundness indicators (Kim and Sohn 2017). The potential positive relationship between bank lending and bank profitability is likely to be related to bank profits’ role that serve as a buffer to absorb the shocks. Therefore, we conclude that the link between bank profitability measure and bank lending is in equilibrium. As long as banks gain positive profits, short-term losses do not affect bank loans. The range of negative values for ROA provides evidence for the insignificant impact of bank-lending behavior’s profitability.

However, outstanding bank loans considerably increase when banks experience positive profits. Thus, it seems that the break-even point is a certain threshold level, and positive profitability causes an equilibrium shift on an outstanding relationship. As the income generated from their operations exceeds these operations’ cost, banks briefly increase their lending. These findings are similar to those that indicate a positive and significant impact of profitability on bank lending (Brissimis et al. 2014; Jimenez et al. 2012; Naceur et al. 2018). Following a small increase in profitability in a positive range provides an equilibrium between ROA and bank loans. The findings that support the insignificant impact of a rise in profitability on bank lending behavior are consistent with the findings by Pham (2015) or Ivanovic (2016). The probable theoretical explanation for this finding is based on two opposing forces. First, the
potential link between profitability and riskier asset portfolio directs banks to lower their lending thus improve their asset quality. Second, profitability is a signal for the sound balance sheet and encourages banks to increase their lending (Kim and Sohn 2017). Thus, these two forces might be in balance, and there might be no impact of profitability on bank lending behavior.

Surprisingly, the lending rate seems to be one of the less salient predicting measures in our random forest model. The PDP for LENDINGR suggests that the lending rate and bank loans' relationship steadily decreases until the lending rate measure is 50%. The PDP also provides evidence that when the lending ratio measure exceeds 50%, an equilibrium prevails between lending and bank loans.

The two opposing forces interact when the lending rate decreases. First, the lower lending rates stimulate borrowers’ and household’s loan demands (Rabab’ah 2015). Second, the lower rates discourage banks from decreasing their loan supply (Pham 2015). Thus, the former outweighs the latter, and a rise in the lending rate increases bank lending. The negative relationship between the lending rate and bank lending is similar to the findings by Gambacorta and Rossi (2010), Demiralp et al. (2017) and Baoko et al. (2017).

Among macroeconomic indicators, CPI is the most potent variable in predicting bank lending behavior. Figure 6a shows the PDP that indicates the marginal impact
of CPI on nominal bank loans. The figure clearly illustrates that there is a secularly increasing relationship between CPI and nominal bank loans. Our results, therefore, do not support the theoretical proposition suggesting that inflation has a critical role to create distortions in financial markets. In this sense, contrary to the findings in several previous studies (Panagopoulos and Spilliotis 1998; Égert et al. 2007; Jimenez et al. 2012), our results imply that inflation tends to accelerate the volume of nominal bank loans. The one possible explanation for this result is that nominal bank loans might adopt the valuation effect of a rise in the general price level. The literature also suggests that nominal bank loans increase in inflationary periods, due to increased loan demand (Kapounek et al. 2017). One might also argue that since money in hand is costly during inflationary periods, households and investors invest in deposits, which triggers the money creation process (Baoko et al. 2017). The positive impact of Turkey’s CPI is in line with the literature (Alper et al. 2012).

Figure 6b and with c, comprehensively, show whether bank lending is procyclical and/or demand-driven. These figures illustrate the impact of both GDP and LEAD on bank loans. The PDP for GDP indicates a gradually increasing relationship between economic activity and outstanding bank loans. Therefore, our results might suggest that banks benefit from favorable economic conditions and improve their credit facilities. As noted, GDP is also a proxy for demand conditions in an economy. Thus, the PDP for GDP provides evidence for the critical role of demand-driven factors on the volume of bank loans. More precisely, a rise in GDP improves economic agents’ earnings, creates investment opportunities, and enables the bank to lend more to finance these investments (Imran and Nishat 2013).

Figure 6c indicates the relationship between the LEAD and the volume of bank loans. As noted, the LEAD is handled to capture the impact of early signals of business cycle fluctuations in an economy on bank lending. The PDP of this indicator is nearly identical to those of GDP in Fig. 6c. Thus, LEAD provides further evidence for the critical role of loan demand and the impact of favorable economic conditions on Turkey’s outstanding loans.

Combining the PDPs for GDP and LEAD, one can conclude that an increase in economic activity and the income level in any economy creates an opportunity for successful investment projects and encourages firms to increase their investment projects by demanding more bank loans (Kashyap et al. 1993). Therefore, our findings on economic activity indicators are also consistent with those in many existing studies for various countries (Hoffman 2001; Calza et al. 2003; Imran and Nishat 2013; Sarath and Van Pham 2015; Kapounek et al. 2017) and for Turkey (Akinci et al. 2012; Alper et al. 2012; Macit 2012). It should also be noted that the correlation matrix directed us to handle the fourth lag of GDP and the current values of LEAD in our specification.

Figure 6d, e, f illustrate the relationship between interest rates and outstanding bank loans in Turkey. Among them, Fig. 6d displays the PDP for the interbank ON interest rate to demonstrate the monetary policy’s impact on bank’s lending behavior. As noted, the underlying mechanism, in which monetary policy changes exert their effects on real economic activity via bank loans, is labeled as the bank lending channel (Çavuşoğlu 2002). The PDP for the ON interest rate in the figure above demonstrates the negative relationship between the monetary policy indicator and bank loans. This
means that banks offer fewer loans during the monetary contraction period. This finding is likely to provide a signal for an active bank lending channel in Turkey, since monetary authorities could affect bank loans via policy rate decisions.

Our findings are consistent with those presented in the studies by Aktaş and Taş (2007) and Alper et al. (2012), favoring the bank lending channel, and are partially in line with Akinci et al. (2012) who proposes a signal for active bank lending channel in the Turkish economy. Further, these results are consistent with the findings in other studies that exhibit a significant negative relationship between policy rates and bank lending (Hoffman 2001; Brissimis et al. 2014; Cantero-Saiz et al. 2014; Brinkmeyer 2014). Unlike existing evidence, our findings provide a nonlinear relationship between the policy rate and bank lending. Furthermore, it can be concluded that policy rate changes have a more significant impact on bank loans.

The PDP for GVT2Y demonstrates that the outstanding negative relationship between the long-term rate measure and bank loans results in an equilibrium after GVT2Y exceeds 20%. The following rise in the long-term market-rate creates a new equilibrium for the current association. These findings support those by Sarath and Van Pham (2015).

In addition, Fig. 6f provides evidence supporting the negative relationship between the 9-month Treasury bill rate and bank lending. Thus, it seems that the rise in short-term market rates negatively affects bank lending behavior. Our finding on the outstanding relationship between short-term market rate and bank lending is consistent with that by Panagopoulos and Spilliotis (1998).

These results are also in line with the illustrated PDPs for LENDINGR, ON, and GVT2Y. The consistency in the relationship between bank lending behavior and various interest rates could be attributed to the central bank policy rate’s pass-through to the various market interest rates. Any change in the policy rate seems to be transmitted into the bank lending rate and other market rates accurately, which ensures consistency in the relationship between bank loans and interest rates.

Figure 6g illustrates the PDP for the REER and confirms the negative relationship between REER and bank loans. The rise in the REER demonstrates the appreciation of the domestic currency in our specification. Therefore, one can infer that the appreciation of domestic currency decreases bank lending gradually. There are two possible explanations for this result. First, the domestic currency’s appreciation contributes by some valuation effect on the nominal value of bank loans in terms of domestic currency (Imran and Nishat 2013). Another possible explanation for this could be that domestic currency appreciation raises the demand for imports, and economic agents need more bank credit to finance their imports (Shijaku and Kalluci 2013). These results are consistent with those proposed by Ladime et al. (2013) and Pham (2015).

Finally, the current study indicates the relationship between global factors and outstanding bank loans in Turkey. As a small open economy, Turkey might be affected by global economic conditions. Thus, Fig. 7 illustrates the PDPs for ECB main refinancing rate, FFR, and oil prices.

Among the global factors, the ECB main refinancing rate matter most for outstanding bank loans. The PDP in Fig. 7a indicates the nonlinear relationship between ECB and bank lending. The 2% seems to be a threshold level in which the secularly
decreasing relationship changes to a gradually increasing process. The first part of an outstanding relationship supports the idea that the rise in the ECB refinancing rate increases the financing costs of banks in Turkey. Thus, they might cut their lending. The negative relationship between ECB and bank loans is consistent with Ivanovic (2016), who supported the crucial role of banks’ borrowing cost on bank lending. However, the gradual rise in bank loans, after the ECB refinancing rate increases above the 2% level, might be an indicator of the favorable demand conditions in Euro Area countries. The favorable economic conditions in the Euro Area countries, which are Turkey’s biggest trade partners, increase their export demand from Turkish firms. In turn, firms might increase their demand for bank loans to enlarge their production and finance their operations.

The PDP for FFR provides different results. Although Fig. 7b demonstrates a nonlinear relationship between FFR and the volume of bank loans, the rise in the FFR, up to slightly above the 2% level, increases Turkey’s outstanding bank loans. The FFR, as an indicator of global liquidity, implies a somewhat nonlinear impact on bank lending in Turkey. It seems that the global liquidity drain associated with the rise in FFR causes bank loans to decline in Turkey after the FFR exceeds the 2% level. Further, the apparent discrepancy on the bank loans in Turkey, between ECB and FFR, might be due to the variation in the transmission of the policy rate to the market rates and their ability to affect real economic activity in the Euro Area and the United States.

Finally, Fig. 7c illustrates the relationship between oil prices and bank lending. As noted, oil prices might be an indicator of global economic conditions. They could affect
bank loans in Turkey by changing firms’ production costs, altering cash flows, and influencing investment decisions.

The PDP for OIL suggests a steadily increasing relationship between oil prices and bank loans in Turkey. Thus, it is safe to conclude that banks benefit from rising oil prices and increase their lending. These results are likely to be related to demand factors. Since oil price hikes might increase firms’ production costs and reduce their cash flows (Kocaarslan and Soytas 2019), firms increase their demand for bank credit.

An alternative explanation for the relationship between oil prices and nominal bank loans in Turkey might be the pass-through of oil prices to the CPI. To illustrate, the rise in oil prices causes the domestic price level to increase, which transmits into the nominal valuation of bank loans. The existing literature provides evidence on the pass-through of oil prices to CPI in Turkey (Çatik and Önder 2011; Çatık and Karaçuka 2012; Akçelik and Öğünç 2016).

Overall, the current study’s model specification further provides a comprehensive picture of the drivers of bank lending in Turkey, benefits from the distinct advantages of having machine learning techniques, and provides favorable evidence for some nonlinearities on the outstanding relationship between several indicators and bank lending volume.

Briefly, the findings concerning variable importance and the PDPs indicate that the capital ratio, deposit overhang, and the credit risk are favorable measures influencing bank loans in Turkey. Moreover, these findings suggest that CPI, GDP, and the LEAD have greater predictive salience on bank lending behavior than global factors do.

Discussion and conclusion
This study aimed to investigate the relationship between bank loans and a set of bank-specific characteristics, macroeconomic indicators, and global factors in Turkey between 2002Q4 and 2019Q2. The variable specification is based on the studies in the existing literature. To address the critical role of these variables on bank lending behavior, this study benefits from the distinct advantages of machine learning techniques (regression tree, boosting, bootstrap aggregating, random forest, extra-trees, and xgboost predictors).

The study finds that the random forest model has the lowest predicting error, and thus it has the best out of sample fit measure. Regarding the random forest model results on variable importance and the illustrated PDPs, numerous bank-specific characteristics seem to be the more prominent measures that affect the bank lending behavior.

Among the bank-specific characteristics, the capital ratio, reliance on deposit financing, and credit risk are more salient predictors of bank lending. All these bank-specific characteristics imply a nonlinear association with outstanding bank loans. Therefore, bank loans would enhance with an optimal level of bank capital, deposit financing, and credit risk measure. Besides, balance sheet liquidity, asset structure, and profitability have relatively higher predictive power among the bank-specific characteristics and provide somewhat consistent results with existing studies. However, the bank lending rate seems to be relatively silent in predicting bank lending behavior in terms of the rank of the variable importance.
The empirical findings for macroeconomic indicators suggest that the CPI performs better among its counterparts. The CPI demonstrates the valuation effect on nominal bank loans and captures the rise in loan demand during inflationary periods. Further, the PDPs for GDP and the LEAD indicate the bank loan’s procyclical behavior and suggest that improving economic conditions would increase the bank lending volume. Furthermore, the relationship between the policy and bank loans favors the bank lending channel in Turkey, despite the ON interbank rate’s lower predictive performance. In contrast, the role of global factors in predicting bank lending behavior in Turkey seems less reliable than several bank-specific characteristics and macroeconomic indicators.

In this regard, the current study’s findings have some policy implications for bank managers, regulatory authorities, and policymakers. Generally, we may conclude that the higher-ranked indicators are most likely to be more salient policy levers, based on their importance rank, compared to the lower-ranked measures. Thus, the rank of variable importance enables policymakers to be more confident in designing favorable policies. Notably, the nonlinear nature of the link between capital ratio, deposit overhang, and the credit risk force policymakers to design related policies more prudently. The reliable predicting power of bank-specific characteristics on bank lending calls for the banking authorities to consider their statistical reports properly.

The role of bank-specific characteristics on bank lending behavior also highlights the significant role of bank-level managerial decisions. To illustrate, the importance of liquidity and the profitability in predicting outstanding bank loans indicates that focusing bank-level decision support systems on the various risk measures might be beneficial for deposit banks.

Furthermore, the importance of economic activity variables suggests that providing more sound economic growth policies would enhance the volume of bank loans. In addition, the relatively higher importance of GDP and LEAD provide evidence regarding the role of loan demand factors on outstanding bank loans. Further, the relatively critical nature of monetary policy rates requires monetary authorities to be more progressive in designing policies to provide financial stability. The monetary authority might also promote economic activity since these results provide evidence based on an active bank lending channel in Turkey.

For global factors, although their importance is somewhat lower than that of other measures, policymakers should take precautionary measures using available tools when global shocks create conflicting disorders in the banking sector and macroeconomic environment. Finally, these results might also increase policymakers’ confidence about negative policies. Since the current study offers the importance ranks of the variables, the results also indicate the policy levers that might be less effective in shaping bank lending behavior.

Since bank loan data for different types of loans (consumer loans, commercial loans, automobile loans) is not available, the sum of all types of bank loans is used for a particular deposit bank. This study is, therefore, limited in that it does not focus on the impact of different factors on various types of bank loans. Further, there is scope for further research, since this study does not consider bank size as a bank-specific characteristic in the model specification. Further research might investigate the potential heterogeneity in the bank lending behavior in banks with different size groupings.
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