Do Invariances in Deep Neural Networks Align with Human Perception?
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\section*{Abstract}

An evaluation criterion for safe and trustworthy deep learning is how well the invariances captured by representations of deep neural networks (DNNs) are shared with humans. We identify challenges in measuring these invariances. Prior works used gradient-based methods to generate \textit{identically represented inputs} (IRIs), \textit{i.e.}, inputs which have identical representations (on a given layer) of a neural network, and thus capture invariances of a given network. One necessary criterion for a network's invariances to align with human perception is its IRIs look "similar" to humans. Prior works, however, have mixed takeaways; some argue that later layers of DNNs do not learn human-like invariances ([12]) and others seem to indicate otherwise ([36]). We argue that the loss function used to generate IRIs can heavily affect takeaways about invariances of the network and is the primary reason for these conflicting findings. We propose an \textit{adversarial regularizer} on the IRI-generation loss that finds IRIs that make any model appear to have very little shared invariance with humans. Based on this evidence, we argue that there is scope for improving models to have human-like invariances, and further, to have meaningful comparisons between models one should use IRIs generated using the \textit{regularizer-free} loss. We then conduct an in-depth investigation of how different components \textit{(e.g., architectures, training losses, data augmentations)} of the deep learning pipeline contribute to learning models that have good alignment with humans. We find that architectures with residual connections trained using a \textit{(self-supervised)} contrastive loss with $\ell_p$ ball adversarial data augmentation tend to learn invariances that are most aligned with humans.

\section*{1 Introduction}

The ability to train deep neural networks (DNNs) which learn useful features and representations is key for their widespread use [3, 33]. In domains where DNNs are used for tasks that previously required human intelligence \textit{(e.g., image classification)} and where safety and trustworthiness are important considerations, it is helpful to assess the alignment of the learned representations with human perception. Such assessments can help in understanding and diagnosing issues such as lack of robustness to distribution shifts [48, 60], adversarial attacks [44, 17] or using undesirable features for a downstream task [2, 53, 50, 4, 24].

One test of human-machine alignment is whether different images that map to identical internal network representation are also judged as identical by humans. To study alignment with human perception, prior works have used the approach of \textit{representation inversion} [36]. The key idea is the following: given an input to a neural network, the approach first finds \textit{identically represented inputs} (IRIs), \textit{i.e.} inputs which have similar representations on some given layer(s) of the neural network. In the second step, the inputs that are perceived similarly by the neural network are checked by humans for visual similarity. Thus, the approach relies on estimating whether a transformation of the inputs which is representation invariant to a neural network is also an invariant transformation to the human eye, \textit{i.e.} it checks whether models and humans have shared or aligned invariances.

Prior works use gradient-based methods to generate IRIs for a given target input starting with a random seed input. These works revealed exciting insights: (a) Feather et al. studied representational invariance for different layers of DNNs trained over ImageNet data (using the standard cross-entropy loss). They showed that while later layer representations of DNNs do not share any invariances with human perception, the earlier layers are somewhat better aligned with human perception [12]. (b) Engstrom et al. found that, unlike standard DNNs, adversarially robust DNNs, \textit{i.e.}, DNNs trained using adversarial training [35], learn representations that are well aligned with human perception, even in later layers [10]. This was also confirmed by other works [26, 55]. However, some of these findings are contradicted when differently regularized methods are used for generating IRIs, which show that even later layers of DNNs learn human aligned representations [36, 42, 41].

We seek to make sense of these confusing earlier results, and thereby to better understand alignment. We show that when we evaluate alignment of DNNs' invariances and human perception using IRIs generated using different loss functions, we can arrive at very different conclusions. For example, Fig 1 shows how visual similarity of IRIs can vary massively across different categories of losses.

We group existing IRI generation processes into two broad categories: \textit{regularizer-free} (as in [12]), where the goal is to find an IRI without any additional constraints; and \textit{human-
leaning (as in [42, 41, 36]), where the goal is to find an IRI that is also visually human-comprehensible. Additionally, we propose and explore a new (third) broad category, adversarial, where the goal is to find an IRI that is visually (from a human perception perspective) far apart from the target input.

We find that compared to the regularizer-free IRI generation approach, the human-leaning IRI generation approach applies strong constraints on the kind of IRIs generated and thus limits the ability to freely explore the large space of possible IRIs. On the other hand, our proposed adversarial approach shows that in the worst case, all models have close zero alignment, suggesting that there is scope for improvement in designing models that have human-like invariances (as shown in Fig 1 and Table 2). Based on this evidence, we argue that in order to have meaningful comparisons between models, one should measure alignment using the regularizer-free loss for IRI generation.

Many prior works do not formally define a measure that can quantify alignment with human perception beyond relying on visual inspection of the images by the authors [42, 41, 36, 10]. We show how alignment can be quantified reliably by designing simple visual perception tests that can be crowdsourced, i.e. used in human surveys. We also show how one can leverage widely used measures of perceptual distance [66] to automate our human surveys, which allows us to obtain insights at a scale not possible in previous works.

Next, inspired by the prior works that suggest that changes in the model training pipeline (as in training adversarially robust DNNs [10, 26]) can lead to human-like invariant representations, we conduct an in-depth investigation to understand which parts of the deep learning pipeline are critical in helping DNNs better learn human-like invariances. We find that certain choices in the deep learning pipeline can significantly help learn representation that have human-like invariances. For example, we show that residual architectures (e.g., ResNets [21]), when trained with a self-supervised contrastive loss (e.g., SimCLR [5]), using $\ell_2$ ball adversarial data augmentations (e.g., as in RoCL [27]); the learned representations – while typically having lower accuracies than their fully supervised counterparts – have higher alignment of invariances with human perception. We highlight the following contributions:

• We show how different losses used for generating IRIs lead to different conclusions about a model’s shared invariances with human perception, thus leading to seemingly contradictory findings in prior works.

• We propose an adversarial IRI generation loss, using which we show empirically that we can almost always discover invariances of DNNs that do not align with human perception, thus suggesting that there is scope to design better mechanisms to learn representations that are more aligned with human perception.

• We conduct an in-depth study of how loss functions, architectures, data augmentations and training paradigms lead to learning human-like shared invariances.

2 Measuring Shared Invariance with Human Perception

Measuring the extent to which invariances learned by DNNs are shared by humans is a two step process. We first generate IRIs, i.e., inputs that are mapped to identical representations by the DNN. IRIs give us an estimate about the invariances of the DNN. Then, we assess if these inputs are also considered identical by humans. More concretely, if invariances of a given DNN ($g_{model}$) are shared by humans ($g_{human}$) on a set of $n d$-dimensional samples $X \in \mathbb{R}^{n \times d}$, then:

$$g_{human}(X^i) \approx g_{human}(X^j) \forall (X^i, X^j) \in S \times S;$$

$$S = \{X\} \cup \{X^i \mid g_{model}(X^i) \approx g_{model}(X)\}.$$

$S$ denotes the IRIs for $g_{model}$. There are three major challenges here:

• Access to representations in the brain, i.e., $g_{human}$ is not available.

• Due to the highly non-linear nature of DNNs, $S$ can be very hard to obtain.

• The fine-grained input space implies very many inputs $n$, making the choice of $X$ hard.

We address each of these below. We also show how prior works that do not directly engage with these points can miss important issues in their conclusions about shared invariances of DNNs and humans.

2.1 Approximating $g_{human}$

Assuming we have a set of images with identical representations (as in [42, 41, 36]), where the goal is to find an IRI that is visually (from a human perception perspective) far apart from the target input.

Let $g_{human}$ be a function that assigns class labels to IRIs [12]; both approaches do not scale well. Additionally, assigning class labels to IRIs limits $X$ to being samples from a data distribution containing human-recognizable images (i.e., $X$ cannot be sampled from any arbitrary distribution) with only a few annotations (e.g., asking annotators to assign one class label out of 1000 ImageNet classes is not feasible). To address the issues of scalability and class labels, we propose the following as a measure of alignment between DNN and human invariances:

$$\text{Alignment} = \frac{|A|}{\sum_{x_t \in X} |S_{x_t}|}, \text{where}$$

$$A = \{ x_r, \mid \|g_{human}(x_r) - g_{human}(x_t)\| < ||g_{human}(x_0) - g_{human}(x_r)\| \forall x_t \in X, x_r \in S_{x_t} \},$$

$$S_{x_t} = \{ x_r, \mid g_{model}(x_r) \approx g_{model}(x_t) \forall x_t \in X \},$$

where $x_0$ is the starting point for Eq 2 sampled from $\mathcal{N}(0, 1)$. In Section 2.4 we see how alignment is robust to the choice of $x_0$. By directly looking for perceptual similarity
of IRIs (captured by $A$), we get past the issue of assigning class labels to IRIs. The comparison used to generate $A$ is referred to as the 2 alternative forced choice test (2AFC) which is commonly used to assess sensitivity of humans to stimuli [13]. In order to compute $A$, we estimate perceptual distance $d(x_i, x_j) = ||g_{\text{human}}(x_i) - g_{\text{human}}(x_j)||$ between two inputs. Ideally, we would like to measure $d(x_i, x_j)$ by directly asking for human annotations, however, this approach is expensive and does not scale when we wish to evaluate many models. To address scalability, we use LPIPS [66] which is a commonly used measure for perceptual distance and thus can be used to approximate $d(x_i, x_j)$

1For all evaluations we report the average over 4 different backbones used to calculate LPIPS including the finetuned weights released by the authors. More details in Appendix A.2

at a scale not possible in prior works.

To ensure the efficacy of LPIPS as a proxy for human judgements, we deploy two types of surveys on Amazon Mechanical Turk (AMT) to also elicit human similarity judgements. Prompts for these surveys are shown in Fig. 2. We received approval from the Ethical Review Board of our institute for this survey. Each survey consists of 100 images plus some attention checks to ensure the validity of our responses. The survey was estimated to take 30 minutes (even though on average our annotators took less than 20 minutes), and we paid each worker 7.5 USD per survey.

**Clustering** In this setting, we ask humans to match the IRIs ($x_{r_i}$) on the row to the most perceptually similar image ($x_t$) on the column (each row can only be matched to one column). A prompt for this type of a task is shown in Fig. 2b & 2c. With these responses, we calculate a quantitative mea-
Table 1: [CIFAR10 and ImageNet Surveys To Confirm Efficacy of LPIPS] We use LPIPS to simulate a human in both 2AFC and Clustering setups described in Section 2.1 and compare it with AMT worker’s responses. A value close to 33% for clustering means random assignment and indicates no alignment. We see that LPIPS and humans rank models similarly in both 2AFC and clustering setups, thus showing that LPIPS is a reliable proxy for judging perceptual similarity of IRIs. These experiments were conducted on IRIs generated using regularizer-free loss in Eq 2. The variance reported for LPIPS is for different backbone networks that are available for LPIPS.

| Model      | CIFAR10       |                     | ImageNet      |                     |
|------------|---------------|---------------------|---------------|---------------------|
|            | Human 2AFC    | LPIPS 2AFC          | Human Clustering | LPIPS Clustering   |
| AT $\ell_2$ | $\epsilon = 1$ |                     |               |                     |
| ResNet18   | 96.00±2.55    | 87.29±5.95          | 97.48±1.80    | 88.13±0.57          |
| VGG16      | 38.83±7.59    | 4.00±3.86           | 55.39±5.63    | 40.09±3.84          |
| InceptionV3 | 82.00±8.44    | 54.12±19.23         | 84.47±6.32    | 74.87±0.74          |
| DenseNet121| 98.67±2.04    | 91.79±8.2           | 97.64±2.08    | 91.92±6.13          |
|            | $\epsilon = 3$ |                     |               |                     |
| ResNet18   | 0.11±0.24     | 0.0±0.0             | 38.55±1.19    | 35.39±3.27          |
| VGG16      | 0.17±0.34     | 0.0±0.0             | 33.84±2.70    | 32.58±1.04          |
| InceptionV3| 0.17±0.24     | 0.38±0.41           | 38.38±4.06    | 36.62±3.08          |
| DenseNet121| 0.83±9.97     | 0.12±0.22           | 42.42±5.02    | 37.12±3.54          |

2.2 Generating IRIs

Even if we assume a finite sampled set $X \sim D$ (discussed in Section 2.3), there can be many samples in $S$ due to the highly non-linear nature of DNNs. However, we draw on the insight that there is often some structure to the set of IRIs, that is heavily dependent on the IRI generation process. Prior work on understanding shared invariance between DNNs and humans [e.g., 10, 12] has used representation inversion [36] to generate IRIs. However, IRIs generated this way depend heavily on the loss function used in representation inversion, as demonstrated by [42]. Fig. 1 shows how different loss functions can lead to very different looking IRIs. We group these losses previously used in the literature to generate IRIs into two broad types: regularizer-free (used by [10, 12]), and human-leaning (used by many works on interpretability of DNNs including [36, 42, 41, 38, 40]). We also explore a third kind of adversarial regularizer, that aims to generate adversarial stimuli [16] between a DNN and a human.

Representation inversion is the task of starting with a random seed image $x_0$ to reconstruct a given image $x_t \in X$ from its representation $g(x_t)$ where $g(\cdot)$ is the trained DNN. The reconstructed image $(x_r)$ is same as $x_t$ from the DNN’s point of view, i.e., $g(x_t) \approx g(x_r)$. This is achieved by performing gradient descent on $x_0$ (in our experiments we use SGD with a learning rate of 0.1) to minimize a loss of the following general form:

$$L_x = \frac{||g(x_r) - g(x_t)||_2}{||g(x_t)||_2} + \lambda * R(x)$$

where $\lambda$ is an appropriate scaling constant for regularizer $R$. All of these reconstructions induce representations in the DNN that are very similar to the given image $(x_t)$, as measured using $\ell_2$ norm. Depending on the choice of seed $x_0$ and the choice of $R$, we get different reconstructions of $x_t$ thus giving us a set of images $\{x_{t1}, x_{t2}, ..., x_{tn}\}$ that are all mapped to similar representations by $g(\cdot)$. Doing this for all $x_t \in X$, we get the IRIs, $S = \{X, X_r1, ..., X_re\}$.

In practice we find that the seed $x_0$ does not have any significant impact on the measurement of shared invariance. However, the choice of $R$ does significantly impact the invariance measurement (as also noted by [42]). We identify the following distinct categories of IRIs based on the choice of $R$.

Regularizer-free. These methods do not use a regularizer, i.e., $R(x) = 0$.

Human-leaning regularizer. This kind of a regularizer...
purposefully puts constraints on $x$ such that the reconstruction has some “meaningful” features. [36] use $\mathcal{R}(x) = TV(x) + ||x||_p$ where $TV$ is the total variation in the image. Intuitively this penalizes high frequency features and smoothens the image to make it look more like natural images. [40] achieve a similar kind of high frequency penalization by blurring $x$ before each optimization step. We combine both these frequency-based regularizers with pre-conditioning in the Fourier domain [42] and robustness to small transformations [40]. More details can be found in Appendix A.4. Intuitively a regularizer from this category generates IRIs that have been “biased” to look meaningful to humans.

**Adversarial regularizer.** We propose a new regularizer to generate IRIs while intentionally making them look perceptually dissimilar from the target, i.e., $\mathcal{R} = -||g_{\text{human}}(x_t) - g_{\text{human}}(x)||$ (negative sign since we want to maximize perceptual distance between $x$ and $x_t$). We leverage LPIPS (Learned Perceptual Image Patch Similarity) [66], a widely used perceptual distance measure, to approximate $||g_{\text{human}}(x_t) - g_{\text{human}}(x)||$. LPIPS uses initial layers of an ImageNet trained model (fine-tuned on a dataset of human similarity judgments) to approximate perceptual distance between images which makes it differentiable and thus can be easily plugged into Eq. 2. Thus, the regularizer used is $\mathcal{R}(x) = -\text{LPIPS}(x, x_t)$. IRIs generated using this regularizer can be thought of as controversial stimuli [16] – they’re similar from the DNN’s perspective, but distinct from a human’s perspective.

### 2.3 Choice of inputs $X$

In order to overcome the challenge of choosing $X$, we assume $X$ to be sampled from a given data distribution $\mathcal{D}$. In our experiments, we try out many different distributions, including the training data distribution and random noise distributions, and find that takeaways about a alignment of model’s invariances with humans do not depend heavily on the choice of $\mathcal{D}$. Some examples of $X$ sampled from the data distribution and noise distributions (two random Gaussian distributions, $\mathcal{N}(0, 1)$ and $\mathcal{N}(0.5, 2)$), along with the corresponding IRIs are shown in Fig. 4, Appendix A.3. Interestingly, the human-leaning regularizer, which explicitly tries to remove high-frequency features from $x$, fails to reconstruct an $x_t$ that itself consists of high-frequency features.

### 2.4 Evaluation and Takeaways

For each model, we randomly picked 100 images from the data distribution along with a seed image with random pixel values. For each of the 100 images, we do representation inversion using one regularizer each from regularizer-free, human-leaning, and adversarial. **Reliability of using LPIPS** Table 1 shows the results for the surveys conducted with AMT workers $^2$. Each survey was completed by 3 workers. For a well aligned model, the scores under 2AFC and Clustering should be close to 1, while for a non-aligned model scores under 2AFC should be close to 0, and scores under Clustering should be close to a random guess (i.e., about 33%). We see that LPIPS (with different backbone nets, e.g., AlexNet, VGG) orders models similar to human annotators for both the survey setups, thus showing that it’s a reliable proxy.

**Reliability of Human Annotators** In Table 1, we make three major observations: 1) variance between different annotators is very low; 2) scores under Human 2AFC and Human Clustering order different models similarly; and finally, 3) even though accuracy drops for the “hard” version of ImageNet task, the relative ordering of models remains the same. These observations indicate that alignment can be reliably measured by generating IRIs and does not depend on bias in annotators. Note that AMT experiments were only performed on IRIs generated using the regularizer-free loss in Eq 2.

**Impact of regularizer** Table 2 shows the results of Alignment (Eq 1) for different regularizers for IRI generation. We evaluated multiple architectures of both standard and adversarially trained [35] CIFAR10 and ImageNet models. We find that under different types of regularizers, the alignment of models can look very different. We also see that adversarial regularizer makes alignment bad for almost all models, thus showing that for the worst pick of IRIs the alignment between learned invariances and human invariances has a lot of room for improvement. Conversely, the human-leaning regularizer overestimates the alignment.

**Impact of $X$** In the case of OOD targets ($x_t$) we see that humans are still able to faithfully judge similarity, yielding the same ranking of models as in-distribution targets. Some results for human judgements about similarity of IRIs for out of distribution samples are shown in Table 4, Appendix A.3. As seen in Fig 4 (Appendix A.3), human-leaning regularizer does not work well for reconstructing noisy targets. This is because such regularizers explicitly remove high-frequency features from reconstructions [42] and thus struggle to meaningfully reconstruct targets that contain high-frequency features. Hence, all results in Table 4, Appendix A.3 are reported on IRIs generated using regularizer-free loss.

**Impact of $x_0$** We repeat some of the experiments with other starting points for Eq 2 and find that results are generally not sensitive to the choice of $x_0$. Results are included in Appendix A.5.

### 3 What Contributes to Learning Invariances Aligned with Humans

There have been many enhancements in the deep learning pipeline that have lead to remarkable generalization performance [31, 21, 59, 57, 5, 28, 25]. In recent years there have been efforts to understand how invariances in representations learnt by such networks align with those of humans [15, 22, 12]. However, how individual components of the deep learning pipeline affect the invariances learned is still not well understood. Prior works claim that adversarially robust models tend to learn representations with a “human prior” [26, 10, 55]. This leads to the question: how do other factors such as architecture, training paradigm, and data augmentation affect the invariances of representations?

We explore these questions in this section. All evaluations in this section are based on regularizer-free IRIs. We chose

---

$^2$This was conducted only using IRIs from regularizer-free inversion.
regularizer-free loss over the adversarial loss as the latter shows worst case alignment for all models, which is not useful for understanding the effect of various factors in the deep learning pipeline (Appendix A.4 shows more results using the adversarial regularizer). Similarly, we preferred regularizer-free over human-leaning loss as the latter has a strong ‘bias’ enforced by the regularizer. While our approach generalizes to any layer, unless stated otherwise, all measurements of alignment are on the penultimate layer of the network.

### 3.1 Architectures and Loss Functions

We test the alignment of different DNNs trained using various loss functions – standard cross-entropy loss, adversarial training (AT), and variants of AT (TRADES [65], MART [63]). Both TRADES and MART have two loss terms – one each for clean and adversarial samples, which are balanced via a hyperparameter $\beta$. We report results for multiple values of $\beta$ in Fig 3a and find that the alignment of standard models (blue squares) is considerably worse than the robust ones (triangles and circles). However, the effect is also influenced by the choice of model architecture, e.g., for CIFAR10, for all robust training losses, VGG16 has significantly lower alignment than other architectures.

### 3.2 Data Augmentation

Hand-crafted data augmentations are commonly used in deep learning pipelines. If adversarial training – which augments adversarial samples during training – generally leads to better aligned representations, then how do hand-crafted data augmentations affect invariances of learned representations? For adversarially trained models, we try with and without the usual data augmentation (horizontal flip, color jitter, and rotation). Since standard models trained with usual data augmentation show poor alignment (Section 3.1), we try stronger data augmentation (a composition of random flip, color jitter, grayscale and gaussian blur, as used in SimCLR [5]) to see if hand-crafted data augmentations can improve alignment. Table 5 Appendix C shows how hand-crafted data augmentation can be crucial in learning aligned representations for some models (e.g., adversarially trained ResNet18 benefits greatly from data augmentation). In other cases data augmentation never hurts the alignment. We also see that standard models do not gain alignment even with stronger hand-crafted data augmentations. CIFAR100 and ImageNet results can be found in Table 6 Appendix C with similar takeaways.

### 3.3 Learning Paradigm

Since data augmentations (both adversarial and hand-crafted) along with residual architectures (like Resnet18) help alignment, self-supervised learning (SSL) models – which explicitly rely on data augmentations – should learn well aligned representations. This leads to a natural question: how do SSL models compare with the alignment of supervised models? SimCLR [5] is a widely used contrastive SSL method that learns ‘meaningful’ representations without using any labels. Recent works have built on SimCLR to also include adversarial data augmentations [27, 6]. We train both the standard version of SimCLR (using a composition of transforms, as suggested in [6]) and the one with adversarial augmentation on CIFAR10 and compare their alignment with the supervised counterparts. More training details are included in Appendix C. Additionally we also train SimCLR without the color distortion transforms – which were identified as key transforms by the authors [5] – to see how transforms

| CIFAR10 | | |
| Training | Model | ALIGNMENT | CLEAN ACC. | ROBUST ACC. |
| | REG.- FREE | HUMAN-ALIGNED | ADVERSARIAL |
| AT $\ell_2, \epsilon = 1$ | RESNET18 | 0.53 ± 0.46 | 0.33 ± 0.47 | 36.0 ± 3.8 |
| | VGG16 | 0.25 ± 0.43 | 0.00 ± 0.00 | 26.5 ± 0.00 |
| | INCEPTION V3 | 0.25 ± 0.43 | 0.00 ± 0.00 | 26.5 ± 0.00 |
| | DENSENET121 | 0.25 ± 0.43 | 0.00 ± 0.00 | 26.5 ± 0.00 |

| IMAGENET | | |
| Training | Model | ALIGNMENT | CLEAN ACC. | ROBUST ACC. |
| | REG.- FREE | HUMAN-ALIGNED | ADVERSARIAL |
| AT $\ell_2, \epsilon = 3$ | RESNET18 | 0.53 ± 0.46 | 0.33 ± 0.47 | 36.0 ± 3.8 |
| | VGG16 | 0.25 ± 0.43 | 0.00 ± 0.00 | 26.5 ± 0.00 |
| | INCEPTION V3 | 0.25 ± 0.43 | 0.00 ± 0.00 | 26.5 ± 0.00 |
| | DENSENET121 | 0.25 ± 0.43 | 0.00 ± 0.00 | 26.5 ± 0.00 |

Table 2: [CIFAR10 and ImageNet Model Alignment Results for Different Regularizers] For different regularizers, we see that ranking of models can look very different. For example, for Adversarially Trained (AT) Resnet18 vs InceptionV3 on CIFAR10, we see that regularizer-free inversion leads to Resnet18 being significantly more aligned, but the trend is much less pronounced for the human-leaning regularizer. We also find that alignment can vary quite a bit between different architectures – all of which achieve similar clean and robust accuracies.
Several methods have been introduced to model many perceptual properties such as quality \cite{1,14} and Human Perception. Neural networks have been used to DNNs a human, with only black-box access to the latter. Our work, however, explores alignment in the opposite direction, \textit{i.e.}, we measure if inputs that a network seed the same are also the same for humans. \cite{12,10} are closest to our work as they also evaluate alignment from model to humans, however as discussed in Section 2, unlike our work, their approaches are not scalable, they do not discuss the effects of loss function used to generate IRIs, and they do not contribute to an understanding of what components in the deep learning pipeline lead to learning human-like invariances.

## 4 Related Work

### Robust Models

Several methods have been introduced to make deep learning models robust against adversarial attacks \cite{45,43,51,18,61,35,65,63,7}. These works try to model a certain type of human invariance (small change to input that does not change human perception) and make the model also learn such an invariance. Our work, on the other hand, aims to evaluate what invariances have already been learned by a model and how they align with human perception. **Representation Similarity** There has been a long standing interest in comparing neural representations \cite{32,47,37,29,62,34,39,8}. While these works are related to ours in that they compare two systems of cognition, they assume complete white-box access to both neural networks. In our work, we wish to compare a DNN and a human, with only black-box access to the latter. **DNNs and Human Perception** Neural networks have been used to model many perceptual properties such as quality \cite{1,14} and closeness \cite{66} in the image space. Recently there has been interest in measuring the alignment of human and neural network perception. Roads et al. do this by eliciting similarity judgements from humans on ImageNet inputs and comparing it with the outputs of neural nets \cite{49}. Our work, however, explores alignment in the opposite direction, \textit{i.e.}, we measure if inputs that a network seed the same are also the same for humans. \cite{12,10} are closest to our work as they also evaluate alignment from model to humans, however as discussed in Section 2, unlike our work, their approaches are not scalable, they do not discuss the effects of loss function used to generate IRIs, and they do not contribute to an understanding of what components in the deep learning pipeline lead to learning human-like invariances.

### 5 Conclusion and Broader Impacts

Our work offers insights into how measures of alignment can vary based on different loss functions used to generate IRIs. We believe that when it is done carefully, measuring alignment is a useful model evaluation tool that provides insights beyond those offered by traditional metrics such as clean and robust accuracy, enabling better alignment of models with humans. We recognize that there are potentially worrying use cases against which we must be vigilant, such as taking advantage of alignment to advance work on deceiving humans. Human perception is complex, nuanced and discontinuous \cite{58}, which poses many challenges in measuring the alignment of DNNs with human perception \cite{19}. In this work, we take a step toward defining and measuring the alignment of DNNs with human perception. Our proposed method is a necessary but not sufficient condition for alignment and, thus, must be used carefully and supplemented with other checks, including domain expertise. By presenting this method, we hope for better design, understanding, and auditing of DNNs.
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A Measuring Human Alignment via Representation Inversion

A.1 Measuring Human Perception Similarity

We recruited AMT workers with completion rate $\geq 95\%$ and who spoke English. To further ensure that the workers understood the task, we added attention checks. For 2AFC task, this meant making the query image as the same image as one of the images in the option. In clustering setting, this meant making the image on the row same as one of the images in the columns. All the workers who took our survey passed the attention checks.

We estimated a completion time of about 30 minutes for each survey and thus paid each worker 7.5$. We allotted 60 minutes per survey, so workers are not forced to rush through the survey. Most of the workers were able to complete the task in less than 20 minutes. Our study was approved by the Ethical Review Board of our institute.

ImageNet Clustering Hard In order to create the hard ImageNet clustering task we use the human annotations of similarity between ImageNet images collected by ImageNet-HSJ authors [49]. This contains a matrix ($M$) of similarity scores for each image in ImageNet validation set, where $M_{ij}$ is an indication for similarity between $i^{th}$ and $j^{th}$ images. For each image $i$ (randomly picked), we sample two more images that are the most similar to $i$ as per $M_i$. This creates a task that is much harder to perform for human annotators since the images on the columns look perceptually very similar (See Fig 2b for an example).

A.2 Using LPIPS as a proxy for $g_{human}$

In order to ensure that LPIPS [66] is a reliable proxy to simulate human perception we measured if LPIPS could simulate human annotators on two perceptual similarity task setups: 2AFC and Clustering, as described in Section 2.1. For 2AFC, this meant using LPIPS to measure the distance between the query image and the two images shown in the options and then matching the query image to the one with lesser LPIPS distance. And similarly in Clustering, for each image on the row, we used LPIPS to measure its distance from each of the 3 images in the column and then matched it to the closest one. Our results (Table 1 in main paper) show that this can serve as a good proxy for human perception similarity. For all our experiments, we report averages over 4 different LPIPS backbones: ImageNet trained Alexnet & VGG16, and both of the Imagenet trained Alexnet & VGG16 finetuned by the authors for perceptual similarity https://github.com/richzhang/PerceptualSimilarity.

A.3 Role of Input Distribution

Fig 4 shows some examples of inputs sampled from different gaussians (the lighter ones are sampled from $\mathcal{N}(0.5, 2)$ and darker ones from $\mathcal{N}(0, 1)$). We find that completing 2AFC and Clustering tasks on inputs that look like noise to humans is a qualitatively harder task than when doing this on in-distribution target samples.

However, remarkably, we observe that humans are still able to bring out the differences between different models, even when given (a harder) task of matching re-constructed noisy inputs. Table 4 shows the results of surveys conducted with noisy target samples. It’s worth noting that the accuracy of humans drop quite a bit from in-distribution targets, thus indicating that this is indeed a harder task.

A.4 Regularizers

For the human-aligned regularizers, we use the ones discussed in [42]. These fall into three broad categories: frequency penalization, transformation robustness, and pre-conditioning.

- **Frequency Penalization**: The goal is to explicitly penalize high-frequency features in the reconstruction ($x_r$). This is done by adding a regularizer of the form $R(x) = TV(x) + ||x||_p$, where $TV$ is the total variation and $p = 1$ [36]. A similar effect of frequency penalization can also be done by ensuring robustness of $x_r$ to blurring, i.e., $R(x) = ||x - \text{StopGradient}(\text{blur}(x))||^2_2$ [40].

- **Transformation Robustness**: This ensures that $x_r$ is such that the representation is same even if we slightly transform $x_r$. This is achieved by replacing $x$ with $T(x)$ in Eq 2. We use $T$ as a composition of color jitter, random scaling, and random rotation.

- **Pre-conditioning**: This involves taking gradient steps in the fourier domain, which decorrelates the pixels in $x_r$.

For our experiments we find that transformation robustness generates the best looking $x_r$ and thus we report results under human-learning regularizer based on $x_r$ generated using transformation robustness during representation inversion.

For adversarial regularizer, we report results in Table 3 and find that such a regularizer can make almost all models look like they have bad alignment.

A.5 Role of $x_0$

We additionally report results for the adversarial regularizer where IRIs were generated from a separate seed. While experiments in the main paper reported for a seed sampled from $\mathcal{N}(0, 1)$, we report results here for a seed sampled from $\mathcal{N}(0, 0.01)$ in Table 3 and find that regardless of seed, adversarial regularizer makes all models look bad.

B Model, Code, Assets, and Compute Details

B.1 Code and Assets

In our code we make use of many open source libraries such as timm [64], pytorch [46], pytorch-lightning [11], numpy [20], robustness [9], matplotlib [23]. timm, pytorch-lightning and have an Apache 2.0 license. Numpy has a BSD 3-Clause License. Robustness has an MIT license. PyTorch’s license can be found here: https://github.com/pytorch/pytorch/blob/master/LICENSE, and matplotlib’s here: https://github.com/matplotlib/matplotlib/blob/main/LICENSE/LICENSE. All these licenses allow free use, modification and distribution. We use publicly available academic datasets CIFAR10/100 [30] and ImageNet [52].
Table 3: [Adversarial IRIs] We observe that using the adversarial regularizer (described in Section 2.2) makes alignment for all models look bad. AT = Adversarial Training, DA = Data Augmentations. For details about standard SimCLR DA and DA without color, see Section C.

| CIFAR10 | \(x_0 \sim \mathcal{N}(0,1) \) | \(x_0 \sim \mathcal{N}(0,0.01) \) |
|---------|-------------------------------|-------------------------------|
| **Model** | **Alignment on Adversarial IRIs** |
| Supervised ResNet18, Standard | 1.33±1.89 | 0.00±0.00 |
| Supervised VGG16, Standard | 0.00±0.00 | 0.00±0.00 |
| Supervised InceptionV3, Standard | 0.33±0.47 | 0.00±0.00 |
| Supervised DenseNet121, Standard | 0.00±0.00 | 0.00±0.00 |
| Supervised ResNet18, AT \(\epsilon(\ell_2) = 1 \) | 0.33±0.47 | 1.00±0.00 |
| Supervised VGG16, AT \(\epsilon(\ell_2) = 1 \) | 1.00±1.41 | 1.00±0.00 |
| Supervised InceptionV3, AT \(\epsilon(\ell_2) = 1 \) | 3.00±4.24 | 0.00±0.00 |
| Supervised DenseNet121, AT \(\epsilon(\ell_2) = 1 \) | 1.33±1.89 | 1.00±0.00 |
| Supervised ResNet18, SimCLR DA | 0.00±0.00 | 0.00±0.00 |
| SimCLR ResNet18, Standard DA | 0.00±0.00 | 1.00±0.00 |
| SimCLR ResNet18, DA without Color | 0.00±0.00 | 0.00±0.00 |
| SimCLR ResNet18, Standard + Adv DA \(\epsilon(\ell_2) = 1 \) | 0.00±0.00 | 0.00±0.00 |

| IMAGENET | \(x_0 \sim \mathcal{N}(0,1) \) | \(x_0 \sim \mathcal{N}(0,0.01) \) |
|---------|-------------------------------|-------------------------------|
| **Model** | **Alignment on Adversarial IRIs** |
| Supervised ResNet18, Standard | 0.00±0.00 | 3.00±0.00 |
| Supervised ResNet50, Standard | 0.00±0.00 | 3.50±0.50 |
| Supervised VGG16, Standard | 0.00±0.00 | 3.00±0.00 |
| Supervised ResNet18, AT \(\epsilon(\ell_2) = 3 \) | 0.33±0.47 | 2.50±1.50 |
| Supervised ResNet50, AT \(\epsilon(\ell_2) = 3 \) | 14.00±3.74 | 3.50±0.50 |
| Supervised VGG16, AT \(\epsilon(\ell_2) = 3 \) | 11.00±3.74 | 4.50±1.50 |

Table 4: [CIFAR10 and ImageNet In-Distr vs OOD Survey Results] We observe that even on OOD samples that look like noise, humans can still bring out the relative differences between models, e.g., denseNet121 on CIFAR10 is still ranked best aligned model on targets sampled from both kinds of noise. Reduced accuracy of humans on noise shows that this identifying similarities between IRIs on OOD samples is a harder task than with in-distribution target samples.

B.2 Models

**Supervised** We used VGG16, ResNet18, DenseNet121 and InceptionV3 for experiments on CIFAR10 and CIFAR100. The “robust” version of these models were trained using adversarial training [35], with an \(\ell_2, \epsilon \) of 1. All these models were trained using the standard data augmentations (a composition of RandomCrop, RandomHorizontalFlip, ColorJitter, RandomRotation). For ImageNet, we...
We used our institute’s GPU cluster to run all experiments. We estimate a total of 500+ GPU hours. Since our experiments involve standard models and datasets, these can be run on any hardware supported by PyTorch. In our case, we used 5 machines with 2 V100 Nvidia Tesla GPUs (32GB each, volta architecture) and a Nvidia dgx machine with 8 Nvidia Tesla P100 GPUs (16GB each). We estimate a total of 500+ GPU hours.

### B.3 Compute Details

We used our institute’s GPU cluster to run all experiments. Since our experiments involve standard models and datasets, these can be run on any hardware supported by PyTorch. In our case, we used 5 machines with 2 V100 Nvidia Tesla GPUs (32GB each, volta architecture) and a Nvidia dgx machine with 8 Nvidia Tesla P100 GPUs (16GB each). We estimate a total of 500+ GPU hours.

### C What Contributes to Good Alignment

#### SimCLR training details

We used SimCLR [5] to train a ResNet18 backbone on CIFAR10 and CIFAR100. More details about different types of data augmentations in Section C.

**Self-supervised** We used SimCLR [5] to train a ResNet18 backbone on CIFAR10 and CIFAR100. More details about different types of data augmentations in Section C.

**ImageNet** We used VGG16 (with batchnorm), ResNet18 and ResNet50 for ImageNet. The “robust” versions of these models were taken from [54], with an \( \ell_2, \epsilon \) of 3.

#### C.1 Data Augmentation, CIFAR10, CIFAR100 & ImageNet

Since re-training ImageNet models with adversarial training is very resource intensive, we train ImageNet models using Free Adversarial Training (Free AT) [56]. Free AT only has an implementation for \( \ell_{inf} \) threat model, hence we train these models with \( \ell_{inf}, \epsilon = 4/255 \) for both with and without data augmentation). Table 6 shows that similar to CIFAR10 (Table 5), for some models, like ResNet18, data augmentation is crucial in learning aligned representations (despite being trained to be adversarially robust). For other models, data augmentation never hurts alignment (except InceptionV3 for CIFAR100).
Table 5: [CIFAR10 Models; Effect of Data Augmentation] For certain models, e.g., adversarially trained resnet18, data augmentation is crucial in learning aligned representations.

| Architecture | ADV. TRAINING | STANDARD |
|--------------|---------------|-----------|
|              | RESNET18      | DENSENET121 | VGG16 | INCEPTIONV3 |
| USUAL DATA AUG | 76.50±15.91  | 93.50±9.60 | 0.25±0.43 | 24.25±25.17 |
| NO DATA AUG   | 30.00±12.02   | 93.75±8.20 | 1.00±1.73 | 12.25±20.08 |

Table 6: [CIFAR100 & ImageNet Models all trained to be adversarially robust; Effect of Data Augmentation] Similar to CIFAR10, data augmentation is crucial for adversarially trained resnet18 to learn aligned representations.

| Architecture | CIFAR100 | IMAGE_NET |
|--------------|----------|-----------|
|              | RESNET18 | DENSENET121 | VGG16 | INCEPTIONV3 |
| USUAL DATA AUG | 82.50±20.85 | 88.00±14.51 | 58.75±32.15 | 69.25±26.39 |
| NO DATA AUG   | 81.50±15.58 | 89.75±15.01 | 46.25±32.25 | 84.75±13.70 |

Table 6: [CIFAR100 & ImageNet Models all trained to be adversarially robust; Effect of Data Augmentation] Similar to CIFAR10, data augmentation is crucial for adversarially trained resnet18 to learn aligned representations.