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Abstract

Predicting the execution time of queries is an important problem with applications in scheduling, service level agreements and error detection. During query planning, a cost is associated with the chosen execution plan and used to rank competing plans. It would be convenient to use that cost to predict execution time, but it has been claimed in the literature that this is not possible. In this paper, we thoroughly investigate this claim considering both linear and non-linear models. We find that the accuracy using more complex models with only the optimizer cost is comparable to the reported accuracy in the literature. The most accurate method in the literature is nearest-neighbour regression which does not produce a model. The published results used a large feature set to identify nearest neighbours. We show that it is possible to achieve the same level of accuracy using only the cost to identify nearest neighbours. Using a smaller feature set brings the advantages of reduced overhead in terms of both storage space for the training data and the time to produce a prediction. 
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1. Introduction

Being able to predict how long queries are going to take to run on a given system is an important problem that has received significant interest in recent years \cite{1, 2, 3, 4, 5, 6}. Known as Query Performance Prediction (QPP), accurately predicting the run-time of SQL queries has three main applications. It can be used to inform scheduling of concurrently executing queries, to guide Service Level Agreements for Database-as-a-Service providers and to identify errors when a query is taking significantly longer to execute than predicted.
The problem of predicting query execution time is linked to the fundamental problem of query optimization. When a query is executed, the DBMS must create a query execution plan. For any non-trivial query, there will be multiple plans that are equivalent in their output but may differ in their execution time. To decide between alternative plans, the query optimizer calculates and assigns a cost to each plan in order to select the plan with the lowest cost. Since the aim of the optimizer is to identify the query plan that will have the shortest execution time, the optimizer's cost itself should be a prediction of the execution time [7]. This is an extremely challenging problem and, in practice, the optimizer cost is used only to rank competing plans in terms of their execution time which is sufficient to identify the optimal plan. In fact, sometimes the optimizer cost is not even expressed as a unit of time. For example the PostgreSQL documentation states that “the cost variables . . . are measured on an arbitrary scale. Only their relative values matter.”[7]

Figure 1 shows the execution time of queries plotted against the optimizer cost for our three benchmarks (see Section 3.1 for details on the benchmarks). From the graph, it is immediately apparent that the optimizer cost is not an accurate prediction of execution time.

[7]https://www.postgresql.org/docs/9.6/static/runtime-config-query.html
Although the optimizer cost is not itself a prediction of execution time, it would be convenient if some function of the cost were an accurate prediction. This is because the optimizer cost is provided along with the chosen execution plan with no additional overhead. If (reasonably simple) post-processing of the cost was effective, then prediction could be done quickly. However, the consensus in the literature is that no such function exists [2, 4, 3]. Wu et al. summarised the relevant literature, claiming that “It is clear from this previous work that post-processing the optimizer cost estimate is not effective” [5].

Because the cost was deemed unusable for prediction, alternative methods were proposed. Most alternatives were based on using more features about the query plan than just the cost [2, 4, 3]. Wu et al. proposed a method that could tune the cost parameters in advance so that the cost would become an accurate prediction by itself [5]. They had to include significant overhead to improve cardinality estimates and even so achieved limited success relative to the post-processing methods.

We note that the consensus against post-processing the optimizer cost is based on limited evidence. Specifically, the claim is based on results in which the post-processing is limited to linear regression. Moreover, of the three studies that considered post-processing the cost, only one presented quantified results [3]. By contrast, the alternatives include more complex non-linear models such as SVR and regression trees.

In this paper, we thoroughly investigate the question of post-processing the optimizer cost. Our contributions are:

- We repeat the experiments from the literature and confirm that linear regression is not effective (Section 4).
- We consider a number of alternative post-processing methods and show that some of them produce similar accuracy to methods published in the literature. The methods we consider are:
  1. operator-level linear regression (Section 5.1)
  2. regression assuming a power-law relationship (Section 5.2)
  3. non-linear regression with SVR (Section 5.3)
- We show that when using the non-parametric nearest-neighbour regression method, the optimizer cost is as effective as a larger feature set (Section 6).

We note that nearest-neighbour regression is the most accurate method in the literature. We also note that, unlike the other methods, it can also be used to predict other resources used by a query because the method is essentially a large lookup table. Being able to predict with just the optimizer cost means we can reduce the amount of memory required for this method and also reduce the lookup times. In fact, the paper originally proposing nearest-neighbour regression used such a large feature set that they felt the need to include dimensionality reduction as a pre-processing step. Using only the optimizer cost makes this unnecessary.
2. Background

Figure 2: The execution plan for an instance of Template 93 for TPC-DS shows the plan nodes, their cost and execution times.

2.1. The Optimizer Cost

During the planning/optimization stage of query execution, the DBMS must consider different join orders and different algorithms for executing some of the operations (e.g. Hash Join, Nested Loop Join or Merge Join). Each set of options results in a different query execution plan. A query plan is a binary tree, where each node represents an operator (such as a Sequential Scan or
The median relative error for 10GB TPC-DS was 4.8%. We list only uniform TPC-H because all papers in the literature used that benchmark and not all used TPC-DS.

Table 1: Comparison of our main result with the existing literature for the uniform 10GB TPC-H benchmark.

| Method                  | Paper | Level | Features          | Relative Error | Training Time |
|-------------------------|-------|-------|-------------------|----------------|---------------|
| Nearest Neighbour       | [3]   | Plan  | Flattened Plan    | 2.1%           | "minutes to hours" |
| Support Vector Regression | [3]   | Plan  | Flattened Plan+   | 6.8%           | >3 seconds     |
| Support Vector Regression | [3]   |       | Operator 9 per Operator | 53.9% | >3 seconds |
| Regression Trees        | [3]   | Operator 9+ per Operator | 26.0% | 2 to 36.75 seconds |
| Tuning and Sampling     | [3]   | Operator N/A | 39.0% | >2 seconds |
| Nearest Neighbour       | Our Result | Plan  | Optimizer Cost   | 1.5%           | ≈ 2 ms         |

1The median relative error for 10GB TPC-DS was 4.8%. We list only uniform TPC-H because all papers in the literature used that benchmark and not all used TPC-DS.

2.2. Related Work

The first work on predicting execution time was by Gupta et al. who aimed to provide an upper and lower bound for the execution time of a query [1]. They used historical data to construct a binary decision tree with a unique classifier at each internal node to direct searches. The leaf nodes contained time ranges in the form \[ t_l \ldots t_u \] where \( t_l \) and \( t_u \) are the lower- and upper-bound on the execution time of the queries that fall in that leaf node.

The analytical cost model is designed, in theory, to predict how long a query plan would take to execute. However, it is sufficient for the model to correctly rank competing plans such that the cheapest plan is also the fastest, even if the cost is not an accurate prediction. Since this is a somewhat easier task, in practice the optimizer cost is rarely an accurate prediction of execution time. In fact, in PostgreSQL, the optimizer cost is given in arbitrary units and is not a serious attempt at a prediction of execution time.

It is the inability to use the optimizer cost as a prediction of execution time that motivates research into Query Performance Prediction (QPP).
Following that work, Ganapathi et al. proposed using nearest-neighbour regression to provide predictions of resource usage, not just execution time [2]. Nearest-neighbour regression is a powerful, non-parametric method that requires no training and performs all its work when a prediction is required [9]. Instead of proposing a model and tuning its parameters, nearest-neighbour regression works by identifying the \( k \) most similar data points in the training data and assuming that the target values associated with them will be similar to the value associated with the new data point.

In this case, this method works by recording a summary of every previously run query along with its execution time. When a new query is being run and a prediction is needed, we find the \( k \) most similar previously-run queries and average their execution times to provide a predicted execution time. The underlying principle is that the execution time of similar queries (as determined by the summary of the query plan) will be similar.

To identify the nearest neighbours, Ganapathi et al. took a flattened version of the execution plan which contained the number of instances of each operator and the sum of the cardinalities of those operators. When an operator does not appear in the plan then its entries are set to zero. For example, the features for the plan in Fig. 2 (excluding the zero entries) would be:

| Limit | Sort | Aggregate | Nested Loop | Index Scan | Seq Scan | Bitmap Scan |
|-------|------|-----------|-------------|------------|----------|-------------|
| 1     | 20   | 1         | 20          | 2          | 61633    | 1           |
| 1     | 1    | 1         | 1           | 1          | 1        | 61613       |

Because the feature set is large, they also applied dimensionality reduction which they reported as taking “minutes to hours”. They found that, using this method, they could predict the execution time of 85% of TPC-DS (1GB) queries to within 20% of their true values. Others applying their method found a mean relative error of just 2.1% for 10GB TPC-H [3].

Akdere et al. considered the use of Support Vector Regression [3]. Support Vector Regression is the regression version of Support Vector Machines [10] and is able to model non-linear relationships. Support Vector Machines work by finding a hyperplane that best divides the data points of different categories. The hyperplane becomes a decision boundary and predictions are made based on the location of a new data point in relation to the boundary. Using kernels to project the points into higher dimensions before trying to find the hyperplane allows Support Vector Machines to generate non-linear decision boundaries.

Aside from considering a new learning algorithm, Akdere et al. made the significant contribution of defining plan level and operator level modelling. Plan level modelling is when features are taken from the overall plan and a single prediction is made for the entire plan. For operator level modelling, the chosen query plan is decomposed into its constituent operators and unique models are trained for each operator type. Predictions are then made for each operator in the plan and these predictions are summed to give a final prediction for the entire plan.

Plan level modelling has the advantage of being able to capture interactions between operators. On the other hand, it is reasonable to assume that the model that is most appropriate for one operator is not the optimal choice for another. For example, the behaviour of Sequential Scans is likely to be very different to
that of a Hash Join. Operator level modelling may be better able to capture these differences.

Akdere et al. used the same features as Ganapathi et al. for their plan level models but added seven further features with information about the overall plan such as its cost and the number of rows that the plan will return. For the operator level models they used nine features per operator including values such as the number of input and output rows and the predicted run times of its child nodes.

Overall, they found that they could predict the execution time with a mean relative error of 6.75% for the plan level and 7.30% for the operator level methods on a 10GB TPC-H benchmark. It should be noted that all their experiments excluded four of the 22 TPC-H templates because they took too long to execute. For the same reason, fewer queries from template 9 were included than from other templates, which is significant because of the much higher variation among template 9 queries that make it harder to predict for these queries. At the operator level, four more templates were excluded because they contained “PostgreSQL-specific structures ... which lead to non-standard (i.e. non tree-based) execution plans” [3].

Li et al. considered the problem of applying machine learning solutions to queries that are either running on larger datasets or derived from different templates than those in the training data [4]. They used regression trees to predict execution times at the operator level and then designed and trained “scaling functions” that allow the predictions derived from the regression tree to be scaled for queries with cardinalities not previously seen in the training data.

They used different features for each operator. There were seven features that were common to all the operators such as the number of input and output tuples. Others, such as the size of input tables, applied only to specific operators (scans in this case). They did not include the optimizer cost as one of the features, although for scans they did include the optimizer’s estimated I/O cost. Their approach was not as accurate as using nearest-neighbour or SVR, with a mean relative error of 26.0% for uniform TPC-H. However, they had the advantage of being able to achieve a similar error even if the data size was changed.

More recently, Wu et al. proposed using a so-called white-box approach instead of machine learning [5]. They argued that even if the optimizer cost could not be used to predict the execution time that was because the parameters used in the calculation of the cost were incorrect, rather than a flaw in the analytical model itself. They therefore proposed a two-step process to use the analytical model to produce optimizer costs that are accurate predictions. The first step is to tune the cost constants to make them more accurate for the hardware of the system. This was done through a series of carefully constructed queries. Then, more accurate cardinality estimates are made for the chosen query plan using increased sampling so that the inputs to the formula are more accurate.

The overhead of the sampling was reported as being between 4% and 20%
of total execution time which is not insignificant. Moreover, the method is not as accurate as the post-processing approaches, achieving a mean relative error of 39.0% for uniform TPC-H.

Table 1 compares our main result with the results in the existing literature.

3. Experimental Setup

All of the queries in our work were executed with PostgreSQL v9.4.4 on a machine which runs CentOS 6.5 and has 2 sockets and a 6-core Intel Xeon E5-2620 processor per socket, as well as 32GB memory.

The machine learning algorithms were run off-line using scikit-learn for Python [11] on a standard desktop. We adopted the k-fold cross validation experimental method taking $k = 5$ [12]. In this method, all of our collected data is used as both training and testing data but not at the same time. Specifically, the data is divided into $k$ independent chunks or folds and each fold serves as the testing data for one iteration and as part of the training data for $k - 1$ iterations. When it is the testing data then the model is tuned only from the remaining data. This is done to prevent overfitting which occurs when the model learns how to accurately predict the training data but has very limited ability to extrapolate correctly to examples outside of the training data.

3.1. Benchmarks

We use three standard decision support benchmarks which have been used in the literature. All three capture the decision support system behaviour by providing query templates. Each template includes one or more variables whose values can be changed to produce different query instances. Every instance derived from the same template performs a similar analytical task.

The first benchmark is TPC-H, which consists of 22 templates [13]. The data in TPC-H is uniformly distributed meaning that the number of rows in a given column that match a given value is approximately constant, regardless of the value chosen. This means that we would expect different query instances from the same template to be very similar in their plans and execution times because the choice of constant values in the query has little effect on the number of rows returned.

We therefore also use a benchmark generated from the TPC-H Skew tool with a skew of $Z=1$ [14]. The data in this benchmark is compatible with the TPC-H queries but follows a Zipfian (power-law) distribution. This means that the number of rows in a given column that match a given value can vary significantly with different choices of that value. This should lead to more variation in plans and execution times among queries derived from the same template.

\footnote{We used data generated by the tool, available from \url{http://www.cs.toronto.edu/~consens/tab/} because the tool itself was no longer available.}
All of our experiments with these benchmarks are with 10GB versions and use 100 instances of each template (a total of 2,200 queries). Each query was run in isolation and the chosen query plan and the execution time were recorded.

To confirm the differences in these two benchmarks we compared the Coefficient of Variation (CoV) of the execution times within each template for each of the benchmarks. The CoV is the standard deviation divided by the mean and provides a normalised view of the spread of values.

Fig. 3 shows the CoV for both TPC-H benchmarks. As expected, in most cases the variation for the Uniform version of TPC-H is very small and the CoV for the Skewed version is often significantly higher. Template 9 stands out as an exception for the Uniform version. It turns out that this is not because of the underlying data but because of incorrect assumptions in the planner.

One line of the template is “\texttt{p\_name like ‘\%:1\%’}” where different query instances insert different character strings from a pool of choices in place of :1. In the 10GB TPC-H Uniform benchmark, the number of rows matching that condition is approximately 108,500 regardless of the chosen string. In some cases the planner estimates the number of returned rows to be approximately 160,000 and in other cases it predicts that around 80,000 rows will be returned. This difference results in the planner sometimes choosing to perform an aggregate before a sort (when estimating 160,000) and sometimes the other way around (when estimating 80,000). When the aggregate is performed first the queries take approximately 150 seconds, whereas performing the sort first results in queries taking approximately 200 seconds. This is why template 9 shows a larger CoV even for the Uniform version.
The third benchmark is the more modern TPC-DS \[8\] which has 99 query templates although only 41 are compatible with PostgreSQL\[3\]. As with TPC-H, we used a 10GB benchmark and generated 100 queries per template. TPC-DS is a more complex benchmark and has more skew as can be seen from the much higher CoV values in Fig. 4.

### 3.2. Metrics

To compare our results with those published using other methods, we utilise the same metrics as in previous work. The primary metric is the relative error, as shown in equation (2). This gives a relative measure of the difference between the predicted and actual target values \[3\]. Akdere et al. reported the mean relative error in their work and we do so too. However, we also report the median because the relative error can include significant outliers which skew the mean.

\[
\text{Relative Error} = \frac{|\text{actual} - \text{predicted}|}{\text{actual}} \quad (2)
\]

A second metric we use throughout is the proportion of queries that were correctly predicted to within 20% of the true execution time. This metric was used by Ganapathi et al., although they did not justify the choice of 20%. Nevertheless, it does provide a useful high-level view of the performance of the methods and allows direct comparison to their work. This metric is also important because the mean and median can hide the spread.

### 4. Evidence Against Post-Processing

In this section, we highlight the limited nature of the evidence against post-processing in the literature. Despite the strong conclusion of Wu et al. and

---

\[http://blog.pgaddict.com/posts/performance-since-postgresql-7-4-to-9-4-tpc-ds\]
Table 2: The relative error results of linear regression using only the optimizer cost at the plan level.

|                      | TPC-H Uniform | TPC-H Skewed | TPC-DS |
|----------------------|---------------|--------------|--------|
| Mean Relative Error  | 100.4%        | 119.1%       | 352,631.0% |
| Median Relative Error| 42.3%         | 50.9%        | 75.0%  |
| Queries with <20% Error | 15.9%     | 13.6%        | 14.8%  |

the consensus, we found only three works with results concerning the use of the optimizer cost for predicting execution times [2, 4, 3] and all are concerned with linear regression at the plan level.

Ganapathi et al. [2] attempted to draw a line of best fit between the costs from HP’s Neoview optimizer and the execution times for 1GB TPC-H. They found that the cost was up to 100 times away from the best fit line. Li et al. [4] also drew a line of best fit using results from Microsoft’s SQL Server on TPC-H Skewed of sizes between 1GB and 10GB. They first removed any plans with cardinality estimates that were more than 10% out to try and improve the likelihood of success. They concluded, however, that even with this filtering “there are significant differences between the estimated CPU cost and real CPU time for many queries”.

The only quantitative result we could find in the literature was from Akdere et al. who trained a linear regression model at the plan level [3]. They tested the resulting model on I/O intensive queries from TPC-H using PostgreSQL and found a mean relative error of 120% with a minimum of 30% and a maximum of 1744%. As we noted earlier, the mean is not the best metric in this case because of the high-skew in the errors.

For the sake of completeness we repeated these experiments for the three benchmarks. We found a mean relative error of 100.4% for the uniform 10GB TPC-H benchmark which is similar to the 120% reported by Akdere et al., although we found a minimum of 3.3% and a maximum relative error of 500.1% which are both lower than they found.

Our results are summarised in Table 2. They show that the optimizer cost cannot be used as the sole feature with linear regression at the plan level.

Figure 5 shows the distribution of the relative errors for TPC-DS and shows a long tail distribution. The long tail distribution is encountered for all methods that we consider and for all benchmarks, although it is more significant for TPC-DS than the two TPC-H benchmarks. With such a distribution of errors, focussing on the mean relative error can be misleading and we prefer to focus on the median relative error which gives a more accurate representation of the typical error. However, we include the mean relative error in all cases because that is the metric used in the literature. The long tail distribution explains the
Figure 5: The long tail distribution of the relative errors shows the importance of using the median as the typical value rather than the mean extremely large mean relative error for TPC-DS shown in Table

5. Post-Processing the Optimizer Cost

In the previous section, we confirmed that using linear regression at the plan level does not lead to accurate predictions of query execution time. In this section, we apply more complex and non-linear approaches. Specifically, we first apply linear regression at the operator level, then apply a power-law regression at both plan and operator levels. Finally, we apply SVR at both plan and operator levels.

5.1. Operator-Level Linear Regression

As discussed in Section 2.2, Akdere et al. introduced the distinction between plan-level and operator-level modelling. Plan-level modelling is when a single model is created for the entire query execution plan. For linear regression this means taking the optimizer cost of the overall plan and fitting it into a linear regression model. We have already seen that this is not effective.

Operator-level modelling works by creating unique models for each operator type. A query plan is then broken down into its component operators and a separate prediction is made for each operator. These predictions are then summed to give a prediction of total execution time. This is similar to the way the optimizer itself works because the query optimizer calculates a cost for each operator and the total cost is the sum of all the individual costs.
Table 3: The relative error results of Linear Regression using only the optimizer cost at the operator level.

| Linear Regression | TPC-H | TPC-DS |
|-------------------|-------|--------|
| Operator Level    |       |        |
| Mean Relative Error | 52.6% | 60.0%  | 243,885.5% |
| Median Relative Error | 19.9% | 21.3%  | 65.2%    |
| Queries with <20% Error | 50.4% | 45.7%  | 11.3%    |

Figure 6: Plotting optimizer cost against execution time shows a lack of linear correlation, indicating why linear regression applied to the optimizer cost provides a poor prediction of execution time.

The advantage of operator-level modelling is that it allows more flexibility. It stands to reason that the model that is more appropriate for a Sequential Scan, for example, is not appropriate for a Sort. The cost is that we have to perform more training.

Table 3 shows that applying linear regression at the operator level approximately halves the median relative error for the TPC-H benchmarks and more than doubles the proportion of queries that are predicted to within 20% of their true run-times. For TPC-H Uniform, the median relative error is now below 20% and for the Skewed version it is just over, at 21.3%. The proportion of queries that can be predicted to within 20% of their true values is 50.4% for the Uniform TPC-H and 45.7% for the Skewed version.

For TPC-DS the median error also falls, from 75.0% to 65.2%, but the proportion with less than 20% errors actually falls from 14.8% to 11.3%. That suggest that for the TPC-DS benchmark, the operator level models are being overfit and therefore do not generalise well to the test data.

5.2. Power-Law Regression

Figure 6(a)-(c) shows the relationship between the optimizer cost and execution time of the queries in the three benchmarks. It shows that there is no linear correlation between the two and this explains why linear regression at the plan level produces poor predictions. However, Figure 7(a)-(c) shows the same relationship but plotted on a log-log scale. On this scale, at least for the two
Figure 7: Plotting optimizer cost against execution time on a log-log scale suggests a power-law distribution because a linear correlation appears.

| Power-Law Regression | TPC-H | TPC-DS |
|----------------------|-------|--------|
|                      | Uniform | Skewed |
| **Plan Level**       |       |        |
| Mean Relative Error  | 49.7%  | 59.5%  | 34,800.3% |
| Median Relative Error| 40.2%  | 43.5%  | 92.5%     |
| Queries with <20% Error | 25.6%  | 22.6%  | 0.8%      |
| **Operator Level**   |       |        |
| Mean Relative Error  | 3,367.4% | 3,780.3% | 1.6E+15% |
| Median Relative Error| 3,174.5% | 3,427.9% | 2,647.0% |
| Queries with <20% Error | 0.0%  | 0.0%  | 0.0%      |

Table 4: The relative error results of Power-Law Regression using only the optimizer cost at the plan and operator levels.

TPC-H benchmarks, a moderate linear correlation appears with $R^2$ values of 0.57 and 0.56 for the uniform and skewed versions. For TPC-DS the $R^2$ value is 0.31 which, although lower, still indicates a weak linear correlation [15].

We therefore consider a simple regression model based on fitting a power-law correlation between the optimizer cost and the execution time. For completeness, we also consider this at the operator level. To model this relationship we can use the ordinary least squares algorithm in the same way as for linear regression but we first take the logarithms of the optimizer cost and execution time. A linear regression model of the logarithms is the same as a power-law regression of the original data.

Table 4 shows the results for both the plan level and operator level. At the plan level, compared to plan-level linear regression, applying the power-law leads to a significant improvement for the TPC-H benchmarks. The median relative error falls moderately, but the proportion of queries with errors of less than 20% increases from 15.9% with linear regression (TPC-H Uniform) to 25.6%. This is mainly driven by a decrease in larger errors which is also shown in the large
decrease in mean relative error from 100.4% and 119.1%, in the uniform and skewed versions respectively, to 49.7% and 59.5%.

For TPC-DS, we also observe a very large reduction in mean relative error, down to 34,800% from 352,631%. Of course, this number is still extremely large and so the decrease is of little benefit. Moreover, median relative error is increased and the proportion of queries with small errors falls greatly. Results for the operator level are even worse with enormous errors for all benchmarks.

What these results indicate is that when the power-law is an appropriate fit it can lead to reasonably good predictions. Where it is an inappropriate model, however, the errors that are observed are much larger than for linear regression. This is to be expected because with a power-law, small changes in the optimizer cost lead to much larger changes in the predicted execution time than they do for a linear model. Therefore, where the distribution is not, actually, a power-law the errors are exponentially larger.

5.3. Non-Linear Regression

Here we consider non-linear regression by using Support Vector Regression (SVR) with non-linear kernels.

The basic SVR algorithm can only train linear regression models but using the “kernel trick” we can project the original set of features into higher dimensions and find linear correlations in that space. Those linear correlations are equivalent to non-linear correlations in the original feature space. We consider three kernels - linear, polynomial and the Gaussian-based Radial Basis Function. All three are supported by the widely used LIBSVM package. SVR was used successfully by Akdere et al. for both plan level and operator level prediction with a large feature set.

We first consider plan level prediction. Table 5 shows the relative error results for the three benchmarks at the plan and operator levels. We focus on the results using the RBF kernel because the RBF kernel, which is recommended as the first choice approach by the LIBSVM developers, gives the best results in our experiments.

The results for the TPC-H benchmarks show that, at the operator level, SVR using only the optimizer cost gives better results than those found by Akdere et al. using many more features. They reported a mean relative error, at the operator level, of 53.9% for TPC-H Uniform whereas using only the optimizer cost gives a mean relative error of 28.4%. In fact, this result is also better than the result reported by Wu et al. of 39.0% and comparable to those found by Li et al. of 26.0%.

By contrast, for the TPC-DS benchmark, the results with SVR are slightly worse than using simple linear regression with a small drop in the median relative error and the proportion of queries with errors of less than 20%.

The results in this section have shown that by using more complex methods, such as SVR at the operator level, post-processing the optimizer cost can compete with some of the published results but with a far smaller set of features. For example, the regression tree method of Li et al. achieved a mean relative
|                      | TPC-H   | TPC-DS   |
|----------------------|---------|----------|
|                      | Uniform | Skewed   |
| **Support Vector Regression** |         |          |
| **Linear Kernel**    |         |          |
| **Plan Level**       |         |          |
| Mean Relative Error  | 71.6%   | 73.9%    |
|                      | 96,693.5% |          |
| Median Relative Error| 44.2%   | 43.0%    |
|                      | 95.1%   |          |
| Queries with <20% Error | 20.4% | 24.0%    |
|                      | 11.9%   |          |
| **Operator Level**   |         |          |
| Mean Relative Error  | 34.2%   | 36.1%    |
|                      | 19,065.9% |          |
| Median Relative Error| 30.2%   | 28.5%    |
|                      | 76.9%   |          |
| Queries with <20% Error | 35.1% | 32.2%    |
|                      | 2.1%    |          |
| **Polynomial Kernel** |         |          |
| **Plan Level**       |         |          |
| Mean Relative Error  | 84.6%   | 95.1%    |
|                      | 92,890.2% |          |
| Median Relative Error| 40.7%   | 47.0%    |
|                      | 93.2%   |          |
| Queries with <20% Error | 26.0% | 29.4%    |
|                      | 15.7%   |          |
| **Operator Level**   |         |          |
| Mean Relative Error  | 52.1%   | 53.6%    |
|                      | 17,959.9% |          |
| Median Relative Error| 56.6%   | 62.3%    |
|                      | 94.5%   |          |
| Queries with <20% Error | 18.2% | 21.7%    |
|                      | 6.0%    |          |
| **RBF Kernel**       |         |          |
| **Plan Level**       |         |          |
| Mean Relative Error  | 49.1%   | 54.7%    |
|                      | 97,475.9% |          |
| Median Relative Error| 32.3%   | 40.9%    |
|                      | 96.6%   |          |
| Queries with <20% Error | 43.3% | 36.5%    |
|                      | 13.3%   |          |
| **Operator Level**   |         |          |
| Mean Relative Error  | 28.4%   | 27.0%    |
|                      | 18,532.1% |          |
| Median Relative Error| 18.3%   | 14.9%    |
|                      | 80.0%   |          |
| Queries with <20% Error | 52.0% | 61.4%    |
|                      | 2.8%    |          |

Table 5: The relative error results of Support Vector Regression, with various kernels, using only the optimizer cost.
error of 26.0% \cite{4} and the pre-processing method of Wu et al. achieved a mean relative error of 39.0% (even with the large overhead of sampling) \cite{4}.

On the other hand, the accuracy is worse than the best techniques which can achieve mean relative error rates under 10%. Overall, it is reasonable to conclude that using only the optimizer cost in a predictive model is competitive but not the most effective.

6. Post-Processing with Nearest-Neighbour Regression

In this section, we consider nearest-neighbour regression using the optimizer cost. The nearest neighbour algorithm is a powerful non-parametric method that can be used for both classification and regression \cite{9}. It has proven to be the most accurate solution in the literature \cite{2, 3}. Akdere et al. found a mean relative error of 2.1% for 10GB TPC-H compared to 6.75% using their own method based on Support Vector Regression.

Nearest-neighbour regression assumes that there is a pool of data - the neighbours - and that instances that share many characteristics also share the same target value. For example, if we are using nearest-neighbour regression to predict house prices, we would have a collection of data regarding houses (e.g. their size, location, number of bedrooms etc) along with the price of each of those houses. When trying to predict the price of a new house we would identify the $k$ houses from our saved pool which are the closest match to the new house, in terms of the features we have recorded, and predict that the price of the new house is the average of the prices of the $k$ houses we identified as being most similar.

In the context of QPP, nearest-neighbour regression works by assuming that we have a pool of information about previously executed queries and that any new query will be similar to some of those in the pool. The results in the literature show that, where this assumption holds such as with the TPC benchmarks, nearest-neighbour regression can give accurate predictions.

Nearest-neighbour regression is essentially making use of a lookup table and the features are the keys to that table. This is why it may be that although there is no mathematical relationship between the optimizer cost and execution time, nevertheless, the cost can be used to provide accurate predictions via the lookup table.

The challenge for applying nearest-neighbour regression to QPP is to identify a set of features that describe a query plan with enough detail to ensure that the $k$ nearest neighbours identified are indeed those with similar execution times. Ganapathi et al. did this by using a flattened version of the query plan (see Section 2.2). In this section, we show that the optimizer cost alone is sufficient, with no loss of accuracy.

We note that the analytical model from which the optimizer cost is generated is non-trivial (see Section 2.1) and includes cardinality estimates which may vary significantly between queries. Moreover, the plan-level optimizer cost is the sum of the costs of each operator and the templates in the TPC benchmarks are non-trivial meaning that they contain more than just one or two operators. It is
therefore reasonable to suppose that, serendipitously, the optimizer costs of two queries will only be similar if the two queries have essentially the same plan, perhaps varying only a small amount in their cardinality estimates because of differing predicates in one or two operators. If this is the case, then nearest-neighbour regression using only the optimizer cost would be just as accurate as using the flattened version of the query plan.

We also note that cardinality estimation errors will have limited impact on the effectiveness of our approach. Suppose that a given predicate applied to a base relation has selectivity $s_1$ but the planner estimates it to have selectivity $s_2$ which is significantly different. This will certainly affect the optimizer cost. However, if two queries both contain the same predicate applied to the same base relation then the cardinality estimation error is the same in both queries and so their optimizer costs are both affected in the same way and to the same extent. As far as the nearest-neighbour regression algorithm is concerned they may remain the nearest neighbours. This is important because cardinality estimation remains an open-problem [19].

There is an exception to this, however, which is when the cardinality estimation error makes two different queries look the same. This can happen when two different predicates have different selectivities but the planner estimates them to have the same selectivity. In this case the two query plans look very similar when, in actuality when executed, they are not. We note, however, that this problem would affect the flattened plan features used by Ganapathi et al. as well. Since the problem is that two different query plans are made to look the same, they look the same whether looking at the optimizer cost or the flattened plan.

By using only the optimizer cost to compare plans, we have three advantages. The first is that our pool of saved data is much smaller. For each previously run query we would need to store only the optimizer cost and the execution time, perhaps 128 bits. The flattened plan requires us to store two pieces of information per operator type per plan as well as the execution time. In our experiments there were a total of 14 operators and so the flattened plan would require storing at least 14 times as much data.

The second advantage is that the search time is greatly reduced. Nearest-neighbour regression typically identifies closest neighbours by finding those neighbours with the smallest Euclidean distance. As the number of features (dimensions) grows, it takes longer to find the nearest neighbours. For this reason, Ganapathi et al. used dimensionality reduction as a pre-processing step before using nearest-neighbour regression. But this adds overhead and the dimensionality reduction process can take a very long time (“minutes to hours” as Ganapathi et al. reported). In contrast, with only one feature (the optimizer cost) the time required to find the nearest neighbours is much smaller.

A third advantage is that the optimizer cost is available immediately along with the query plan with no additional overhead. By contrast, to produce the set of features used by Ganapathi et al., the query plan has to be parsed to extract the names of the operators being used and count the number of times they appear. The more complex the query plan, the longer this process will
Table 6: The relative error results when using nearest-neighbour regression with just the optimizer cost as the sole feature.

| Nearest Neighbour Regression | TPC-H | TPC-DS |
|------------------------------|-------|--------|
|                              | Uniform | Skewed |
| **Plan Level**               |        |        |
| Mean Relative Error          | 1.7%   | 5.3%   | 3,243.1% |
| Median Relative Error        | 0.8%   | 1.1%   | 4.8%     |
| Queries with <20% Error      | 99.5%  | 94.8%  | 78.3%    |
| **Operator Level**           |        |        |
| Mean Relative Error          | 2.5%   | 2.6%   | 1,344.7% |
| Median Relative Error        | 1.5%   | 1.7%   | 2.3%     |
| Queries with <20% Error      | 99.9%  | 99.4%  | 89.4%    |

Table 6 shows the results when using nearest-neighbour regression with just the optimizer cost. We considered different values of $k$ in the range 3 to 9 but found little difference between them. We report the results for $k = 5$ neighbours (the default value in scikit-learn).

The results show that switching to just the optimizer cost to identify nearest neighbours does not result in any loss of accuracy. The median relative error is very low for all our benchmarks and almost all queries in the TPC-H benchmark and over 75% in the TPC-DS benchmark were predicted to within 20% of their true values.

To compare to published results: we found a mean relative error for uniform TPC-H of approximately 1.7% in our experiments which is similar to the 2.1% reported by Akdere et al. using the method of Ganapathi et al. For TPC-DS, the only published results used a 1GB benchmark, and for that benchmark Ganapathi et al. reported that they could predict 85% of queries to within 20% of their true values. For the same size TPC-DS benchmark we found that our method produced the same result (84% to within 20%).

The TPC-DS benchmark shows significantly more variation at 10GB than at 1GB (see Section 3.1) and this explains why the proportion of queries successfully predicted falls. Repeating the method of Ganapathi et al. with the 10GB TPC-DS benchmark, we found that 77% of queries could be predicted to within 20% of their true value which is the same as with our method.

At the operator level, results are improved further. The mean and median relative errors increase a little but the proportion of queries with less than 20% error is increased. For the two TPC-H benchmarks over 99% of queries have small errors and almost 90% of TPC-DS queries are similarly predicted to within 20% of their true values.
Figure 8: Plotting the real execution times against the predicted times using nearest neighbour regression for TPC-DS reveals the existence of significant outliers.

These results confirm that switching to the optimizer cost to identify nearest neighbours does not affect the accuracy of the results. Nearest-neighbour regression remains the most accurate method, at least when the query types being predicted are the same as those seen before. By avoiding dimensionality reduction we can produce predictions much faster. On our experimental machine, predictions took approximately 2 milliseconds to generate.

6.1. Outliers

The results presented so far show the effectiveness of nearest-neighbour regression using the optimizer cost but hide the existence of a few significant outliers. Fig. 8 shows the predicted and actual execution times for the TPC-DS benchmark queries. The figure highlights a set of queries where the prediction is more than an order of magnitude away from the actual execution time.

These queries are derived from template 93 which is a significant outlier from the benchmark. Upon closer inspection the problem is that the planner incorrectly estimates the number of rows that will be returned by a scan on one of the tables. Fig. 2 shows the query plan for an instance of template 93 and this plan is common to all instances. At the bottom of the plan is a Bitmap Scan which is the source of the problem. The planner always predicts that this scan will return approximately 61,000 rows regardless of the scan condition. In some cases this is an accurate prediction but in others the scan actually returns no rows at all.
Since the planner incorrectly believes all instances have very similar results it assigns very similar costs to the chosen plans for every instance. In reality, however, different instances can have very different execution times. When predicting the execution time of an instance, the nearest-neighbour regression method cannot differentiate between those instances with 61,000 returned rows and those with none because they all have very similar costs. A similar problem accounts for other outliers seen in the results.

Ultimately, the cause of the errors is the planner’s inability to correctly produce significantly different query plans for queries that turn out to be significantly different. Therefore, none of the alternative QPP methods would be able to avoid making significant errors. For example, the features used by Ganapathi et al. are a flattened version of the query plan and since the plans of different instances are virtually identical the features for the different instances will be virtually identical. Indeed Ganapathi et al. also reported outliers resulting from poor cardinality estimates [2], as did Akedere et al. [3].

We stated earlier that the optimizer cost’s usefulness at identifying nearest neighbours is, to a large degree, independent of the accuracy of the optimizer’s cardinality estimation. This is the exception - when the cardinality error is such that two predicates with different selectivities are predicted to have the same selectivity. In general, though, so long as operators with different cardinalities are given different estimates by the optimizer, nearest-neighbour regression will work regardless of whether those estimates are accurate or not.

7. Conclusions and Future Work

Being able to predict the execution time of queries has a number of important applications, including providing Service Level Agreements, scheduling and error detection. Two general approaches have been proposed in the literature - post-processing using machine learning and a white-box approach based on pre-processing the optimizer cost constants combined with increased sampling. Both approaches were motivated by the consensus that post-processing the optimizer cost alone is not sufficient.

We noted, however, that the evidence against post-processing the optimizer cost is limited to linear regression. In contrast, the post-processing methods in the literature which use a richer set of features rely on more complex machine learning algorithms and sometimes combine them with decomposing the query plan into its constituent operators. We have therefore revisited the issue of post-processing the optimizer cost.

We have shown that using more complex and non-linear models can improve the accuracy of predictions when using only the optimizer cost. In some cases, the accuracy is comparable to published results. For example, applying SVR at the operator level using only the optimizer cost has similar mean relative error (28.4%) to that found when using Regression Trees at the operator level with more than 9 features per operator (26.0%).

Our main result, however, was to show that the most accurate method in the literature - nearest-neighbour regression - is as accurate when using only the
optimizer cost as when using a larger set of features. We therefore suggest that it is too broad a statement to claim that post-processing the optimizer cost is never effective.

Using only the optimizer cost provides the advantage of lower overheads, both in terms of storing training data and speed of prediction. On our experimental machine, predictions using nearest-neighbour regression with only the optimizer cost were made in approximately 2 milliseconds. This raises the possibility of using online learning to help mitigate the limitation of post-processing, namely that it produces poor predictions for queries that are not similar to those previously run. Although this problem is fundamental and cannot be completely avoided, if results are immediately incorporated into the training data then the poor predictions will only occur for the first one or two dissimilar queries. Thereafter, there will be similar queries in the training data from which to make accurate predictions.

We have also seen that we can accurately predict the execution time of individual operators as part of predicting the execution time of queries. Moreover, those predictions are more accurate than the ones using the analytical model. Therefore, it may be useful to replace or augment the analytical cost model with machine learning-based predictions. This would not only automatically make the cost of a plan also its predicted execution time but result in the selection of faster execution plans.
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