Abstract

We propose Multivariate Quantile Function Forecaster (MQF$^2$), a global probabilistic forecasting method constructed using a multivariate quantile function and investigate its application to multi-horizon forecasting. Prior approaches are either autoregressive, implicitly capturing the dependency structure across time but exhibiting error accumulation with increasing forecast horizons, or multi-horizon sequence-to-sequence models, which do not exhibit error accumulation, but also do typically not model the dependency structure across time steps. MQF$^2$ combines the benefits of both approaches, by directly making predictions in the form of a multivariate quantile function, defined as the gradient of a convex function which we parametrize using input-convex neural networks. By design, the quantile function is monotone with respect to the input quantile levels and hence avoids quantile crossing. We provide two options to train MQF$^2$: with energy score or with maximum likelihood. Experimental results on real-world and synthetic datasets show that our model has comparable performance with state-of-the-art methods in terms of single time step metrics while capturing the time dependency structure.

1 INTRODUCTION

Among the many applications of time series forecasting (see e.g., Petropoulos et al. [2021] for an overview), inventory management in supply chain contexts has a prominent place. For this use-case in particular, probabilistic forecasts provide the input to downstream decision making problems such as replenishment decisions. For example, variations of the classic newsvendor problem show a direct correspondence between different quantile levels of a probabilistic forecast distribution with safety stocks in inventory management. It is therefore no surprise that recently proposed probabilistic forecasting methods have considered quantiles or the quantile function to represent probabilistic forecasts in the univariate case (Gasthaus et al., 2019; Wen et al., 2017; Park et al., 2021; Gouttes et al., 2021).

In this present work, we extend and generalize existing work by considering multivariate quantile functions. Existing quantile-based methods make predictions in the form of univariate quantiles (or quantile functions), i.e., independently for multiple time points in a multi-horizon setting, or independently across items in a multivariate forecasting setting (or both), and thereby ignore existing dependency structures in their forecasts. The extension to multivariate quantile functions allows us to capture these dependencies, which can have a significant impact on the accuracy of downstream systems (e.g., automatic inventory management) by capturing effects such as cannibalization, cross-selling or substitutability of products (Zhang et al., 2014; Rajaram and Tang, 2001; Hanasusanto et al., 2015). Despite their benefits, we note that multivariate quantile functions have not been studied or applied extensively in the literature on forecasting or machine learning (although there is a growing body of work from statistics and econometrics). We speculate that this may be due to the fact that the generalization of quantile functions from univariate to multivariate is not unique and exploring the properties of different notions of multivariate quantiles is still an active area of research. In contrast, multivariate probabilistic forecasts represented as multivariate probability densities have recently received more attention (Rasul et al., 2020; Salinas et al., 2019; de Bézenac et al., 2020; Rasul et al., 2021).
In the univariate case, the quantile function of a random variable is (loosely speaking) the inverse of the cumulative distribution function (CDF). In the multivariate case, however, the corresponding notion of a multivariate quantile function is not uniquely defined, and in fact several proposals have been presented (see Carlier et al. (2016) Sec 2.4)), emphasizing different attributes of univariate quantile functions. Here we adopt the definition of Carlier et al. (2016) (studied further in Chernozhukov et al. (2017); Hallin et al. (2021)) as maps that (i) map a reference distribution (e.g., uniform on the unit cube) to the target distribution, and (ii) are monotonic, where the particular notion of multivariate monotonicity used is that of being the gradient of a convex function. Through Brenier’s theorem (Brenier, 1991) and Knott-Smith optimality criterion (Knott and Smith, 1984), this definition characterizes multivariate quantile functions as the unique solutions to optimal transport problems with quadratic costs. Further, property (i) immediately connects this notion to normalizing flows (where typically the inverse direction is parametrized), and indeed normalizing flows inspired by this particular form of monotonicity has recently been proposed (Onken et al., 2021; Huang et al., 2021).

In more details, our contributions are as follows:

- Building on the notion of multivariate quantile functions as gradients of convex function put forth in Carlier et al. (2016), we propose to parametrize multivariate quantile functions via the gradients of input convex neural networks (Amos et al., 2017).

- We propose a training procedure based on the energy score (Gneiting and Raftery, 2007), a generalization of the continuous ranked probability score (Matheson and Winkler, 1976) to the multivariate case, and empirically demonstrate that this is effective and robust. Our model can alternatively be trained using a more standard maximum likelihood estimation approach, by relating it to normalizing flows (in particular the convex potential flows proposed in Huang et al. (2021)).

- We combine the multivariate quantile function model with an RNN-based feature extractor, resulting in a forecasting method that yields accurate joint multi-step forecasts. To the best of our knowledge, we are the first to represent multivariate forecasts using multivariate quantile functions.

In our empirical evaluations we show the practical viability of our approach in a series of experiments on both real-world and synthetic data where we employ the multivariate quantile function to model the multi-step forecast distribution. Our approach avoids pitfalls like error accumulation (Salinas et al., 2020) and quantile crossing (Wen et al., 2017) while allowing for realistic samples from the probabilistic forecast. The latter is particularly important in applications that require human interaction, e.g., in a supply chain context, where business analysts want to consider extreme scenarios to sharpen their intuition about the future.

The rest of the paper is organized as follows. In Section 3 we review the building blocks of our methodology: multivariate quantile functions and various training objectives. In Section 4 we present our model and describe the training and inference procedures. In Section 5 we provide an empirical evaluation on several real-world datasets and conclude the paper in Section 6. We start by reviewing the state of the art.

2 RELATED WORK

Deep learning-based approaches to probabilistic time series forecasting have been widely studied (see Benidis et al., 2020 and references therein). In addition to models utilizing parametric distributions (e.g., DeepAR (Salinas et al., 2019)), approaches based on quantile regression (Koenker and Bassett, 1978; Koenker, 2005) combined with RNN/CNN (Wen et al., 2017) or Transformer-based (Li et al., 2019; Lim et al., 2021) feature extractors have been shown to be flexible and effective. However, these approaches are limited to univariate predictions at pre-specified quantile levels and suffer from the quantile crossing problem. Recent work on modeling univariate quantile functions (Gasthaus et al., 2019; Park et al., 2021) has addressed these limitations while still focusing on the univariate case. Our approach extends this work to multivariate quantile functions, and similarly does not suffer from quantile crossing or require quantile level pre-specification.

The idea of using (univariate) quantile levels as input to a neural network in order to define a flexible quantile function model has previously been explored. Dabney et al. (2018) proposed implicit quantile networks which are trained by minimizing quantile loss using random uniform samples as input in the context of distributional reinforcement learning to model the state-action return distribution, and Gouttes et al. (2021) employed the same approach in the context of time series forecasting. A similar approach using uniform samples as input and minimizing the corresponding quantile loss has been proposed in Tagasovska and Lopez-Paz (2019) as a generic mechanism for modeling aleatoric uncertainty. However, none of these approaches explicitly enforce the monotonicity constraint on the quantile function, nor consider multivariate quantiles.

Other multivariate notions of quantile functions than the one we use here have been proposed, e.g., through univariate conditional quantile functions (requiring the
choice of an ordering) \cite{Wei2008}, or as gradients of convex potentials but without requiring them to transport from a reference distribution to the target distribution \cite{Koltchinskii1997}. The notion we make use of here allows us to easily obtain samples (by being an optimal transport) while not requiring the choice of a particular ordering of the dimensions.

Conceptually closest to our approach, although not proposed in the setting of time series forecasting, is the work on convex potential flows \cite{Huang2021}. As in our work, and also inspired by the connection to optimal transport through Brenier’s theorem, the authors propose to define an invertible model as the gradient of a convex function and demonstrate how the inverse as well as the Jacobian determinant required for likelihood-based learning can be computed efficiently. They also propose to use input-convex neural networks to model the underlying convex function. Their work does not, however, consider the invertible mapping as a multivariate quantile function and—like other work on normalizing flows trained using maximum likelihood—uses a parametrization in the “reverse” direction (from the target to the Gaussian reference distribution). The same idea of using the gradient of an input-convex neural network model to define functions that are solutions to optimal transport problems under quadratic cost has also been proposed in \cite{Bunne2021}, albeit embedded in a larger architecture for modeling population dynamics.

More broadly, density models defined through invertible maps (“normalizing flows”) \cite{Kobyzev2021} have been used in the context of time series forecasting as flexible uni- and multivariate density models: \cite{Rasul2020} proposed to directly parametrize a multivariate forecast distribution using a normalizing flow, while \cite{deBzenac2020} combined a linear-Gaussian dynamical system with an invertible output model. These approaches, however, treat the flows as generic density estimators and do not draw the connection to multivariate quantile functions.

### 3.1 Multivariate Quantile Functions

In the univariate case, for a real-valued random variable $Z$, denote by $F_Z(z)$ its CDF. The corresponding quantile function is defined as

$$q_Z(\alpha) := F_Z^{-1}(\alpha) = \inf\{z \in \mathbb{R} : \alpha \leq F_Z(z)\}. \tag{1}$$

Here $\alpha \in (0, 1)$ is the quantile level, which is the probability that $Z$ is less than $q_Z(\alpha)$.

While the CDF naturally extends to the multivariate case ($F_Z : \mathbb{R}^d \to (0, 1)$), it is not invertible in general, precluding us from defining the corresponding quantile functions as its inverse. One natural way to define a quantile function of an $n$-variate random variable $Z$ is as a mapping from $(0, 1)^n$ to $\mathbb{R}^n$. The input to this mapping is a quantile vector $\alpha \in (0, 1)^n$ (instead of a single quantile level $\alpha$), where the $i$-th entry $\alpha_i$ represents the quantile level of $[q_Z(\alpha)]_i$. However, such a mapping is not uniquely defined, as the entries of the quantile vector can interact with each other, so that the quantile levels do not have the same probabilistic meaning \cite{Carlier2016}. The definition proposed in \cite{Carlier2016} that we adopt here resolves this ambiguity by enforcing a particular notion of monotonicity.

In the univariate case, by construction, the quantile function has two essential properties. The first property is satisfying the representation property\footnote{In general, quantile vectors can follow distributions other than $U(0,1)^n$ \cite{Carlier2016}. For instance, one can use the isotropic Gaussian distribution.}

$$Z = q_Z(\alpha), \quad \alpha \sim U(0, 1)^n, \tag{2}$$

for $n = 1$. Here, we slightly abused notation by denoting $\alpha$ as a random variable. The second property is monotonicity, i.e.,

$$\text{if } \alpha_1 < \alpha_2, \text{ then } q_Z(\alpha_1) \leq q_Z(\alpha_2). \tag{3}$$

The multivariate (vector) quantile function proposed in \cite{Carlier2016} is defined as a gradient of a convex function (a multivariate notion of monotonicity, thus extending (3)) that satisfies the representation property (2). Moreover, the convexity implies

$$(q_Z(\alpha_1) - q_Z(\alpha_2))^\top (\alpha_1 - \alpha_2) \geq 0, \tag{4}$$

which reduces to the monotonicity in the univariate case. Thus, this definition reduces to the classical quantile function in the univariate case. By defining the quantile function to be monotonic in the sense of being the gradient of a convex function, a connection to work on optimal transport \cite{Villani2009, Peyre2019} is drawn, where Brenier’s polar factorization theorem \cite{Brenier1991} and Knott-Smith optimality criterion \cite{Knott1984} establish that

# 3 BACKGROUND

In this section we introduce the necessary background and building blocks of our approach: multivariate quantile functions, the energy score (which forms the basis of our training procedure), normalizing flows (which underlie the alternative maximum likelihood training procedure), and (partially) input convex neural networks (which we use to parametrize the convex function).
such functions are the unique optimal transports with quadratic cost. In particular, the representation property and monotonicity are necessary and sufficient for multivariate quantile functions to be the unique optimal transports from a reference distribution (typically chosen to be uniform on the unit cube) to the distribution of interest under quadratic cost, i.e. they minimize the Wasserstein distance \( \min_{q, q(\alpha) = Z} \mathbb{E}_{\alpha \sim U(0,1)^n} \| \alpha - q(\alpha) \|^2_2 \).

### 3.2 Energy Score

In the univariate case, given realizations \( z \) of the random variable \( Z \), we seek to estimate the quantile function \( q_Z \) for all quantile levels \( \alpha \in (0, 1) \). We can achieve this by minimizing the continuous ranked probability score (CRPS) \( \text{CRPS} \) (Gneiting and Raftery, 2007), defined as

\[
L_{\text{CRPS}}(q, z) = \mathbb{E}_{w, w' \sim q(U(0,1))} \left[ -\frac{1}{2} |w - w'| + |w - z| \right],
\]

where \( w \) and \( w' \) are independent. CRPS is strictly proper \( \text{(Gneiting and Raftery, 2007)} \), i.e.,

\[
\mathbb{E}_{z \sim Z} L_{\text{CRPS}}(q_Z, z) < \mathbb{E}_{z \sim Z} L_{\text{CRPS}}(q, z),
\]

for any \( Z \) and \( q \neq q_Z \), both with finite first moment. In other words, for realizations \( z \) of the random variable \( Z \), the unique minimizer of CRPS is the quantile function \( q_Z \).

The energy score \( \text{E} \) (Gneiting and Raftery, 2007) is an extension of the CRPS to the multivariate setting, which takes a statistical energy perspective from Székely (2003). It is defined as

\[
L_{\text{ES}}(q, z) = \mathbb{E}_{w, w' \sim q(U(0,1)^n)} \left[ -\frac{1}{2} \| w - w' \|^2_2 + \| w - z \|^2_2 \right],
\]

where \( w \) and \( w' \) are independent. If \( \beta \in (0, 2) \), the energy score is strictly proper \( \text{(Székely, 2003)} \) for any \( Z \) and \( q \neq q_Z \) satisfying \( \mathbb{E}_{z \sim Z} \| z \|^\beta_2 < \infty \) and \( \mathbb{E}_{w, w' \sim q(U(0,1)^n)} \| w' \|^\beta_2 < \infty \), respectively.

In practice, we approximate the energy score by

\[
\tilde{L}_{\text{ES}}(q, z) = \frac{1}{2|C| |C'|} \sum_{w \in C, w' \in C'} \| w - w' \|^2_2 + \frac{1}{|C'|} \sum_{w' \in C'} \| w' - z \|^\beta_2
\]

where \( C \) and \( C' \) are sets of finite samples drawn from \( q(U(0,1)^n) \).

### 3.3 Normalizing Flows

Normalizing flows \( \text{(Tabak and Turner, 2013, Ruthotto and Haber, 2021)} \) are \( C^1 \)-diffeomorphic and orientation-preserving functions which map from \( \mathbb{R}^n \) to \( \mathbb{R}^n \). In particular, they transform a random variable of interest \( Z \) with density \( p_Z \) into \( Y \) with a simple density \( p_Y \) which can be easily evaluated, typically an isotropic Gaussian. Note that the mappings of normalizing flows go in the opposite direction to quantile functions, which map samples of a uniform (simple) distribution to \( Z \). To distinguish between the two opposite directions, in this paper we denote normalizing flows as \( \tilde{g} \).

**Maximum Likelihood Estimation** Using the change of variables formula, we estimate \( p_Z(z) \) as

\[
p_Z(z) \approx p_Y(g(z)) \det \left( \frac{\partial g(z)}{\partial z} \right),
\]

where \( p_Y \) is the density induced by \( g \). We target to find a normalizing flow that approximates the true density \( p_Z \) well. One method to evaluate the discrepancy between the two densities in \( (9) \) is the Kullback-Leibler (KL) divergence defined by

\[
\text{KL}(p_Z||p_Y) = \mathbb{E}_{z \sim Z} \left[ \log \left( \frac{p_Z(z)}{p_Y(z)} \right) \right] = \mathbb{E}_{z \sim Z} \left[ \log(p_Z(z)) - \mathbb{E}_{z \sim Z}(\log(p_Y(z))) \right].
\]

The first term is a constant and can be dropped in minimization. Replacing the expectation of the second term by samples \( z_i \sim Z \), for \( i = 1, \ldots, m \), we obtain the negative log-likelihood given by

\[
\frac{1}{m} \sum_{i=1}^{m} \tilde{L}_{\text{ML}}(\tilde{g}(z_i)) := \frac{1}{m} \sum_{i=1}^{m} [-\log(p_Y(g(z_i)))]
\]

\[
= \frac{1}{m} \sum_{i=1}^{m} \left[ -\log(p_Y(g(z_i))) - \log \left( \det \left( \frac{\partial g(z_i)}{\partial z} \right) \right) \right].
\]

**Sample Generation** After training the normalizing flow, we can generate predicted samples of \( Z \) by going backward through the flow. That is computing the inverse \( g^{-1}(y) \), where \( y \) is a sample drawn from the reference distribution defined by \( p_Y \).

### 3.4 Partially Input Convex Neural Network

Input convex neural network (ICNN) \( \text{(Amos et al., 2017)} \) is a neural network with special constraints on its architecture such that it is convex with respect to (a part of) its input. ICNN has demonstrated successful applications in various optimal transport and optimal control problems \( \text{(Bunne et al., 2021, Chen et al., 2019, Huang et al., 2021, Makkuva et al., 2020)} \). Moreover, it has been proved that, under mild assumptions, ICNN...
and its gradient can universally approximate convex functions (Chen et al., 2019) and their gradients (Huang et al., 2021), respectively. This means that the gradient of ICNN can universally approximate multivariate quantile functions in the marginal case. Moreover, we will demonstrate in our experiments that it can also effectively approximate conditional quantile functions.

We consider in this work a type of the ICNN called the partially input convex neural network (PICNN) (Amos et al., 2017), we follow the PICNN architecture used in (Huang et al., 2021). For an input pair \( (\alpha, h) \in (\mathbb{R}^n \times \mathbb{R}^d) \), the key feature of PICNN is that it is only convex with respect to \( \alpha \). The \( i \)-th layer of a \( k \)-layer PICNN, with \( i = 1, \ldots, k \), is represented as:

\[
v_{i+1} = a_i \left( W_i^{(v)} \left( v_i \circ [W_i^{(v)} u + b_i^{(v)}]\right)_+ + W_i^{(\alpha)} \left( \alpha \circ (W_i^{(\alpha)} u + b_i^{(\alpha)}) + W_i^{(\mu)} u + b_i \right),
\]

with:

\[
G_\theta(\alpha, h) = v_k, u = a((W h + b)) \tag{12}
\]

Here, \( W \)'s and \( b \)'s are weights and bias of the network, respectively, \( \circ \) denotes the Hadamard product, and \([\cdot]_+ \) denotes the ReLU activation function. Moreover, to render the convexity of the network, \( a_i \)'s are convex and non-decreasing activation functions, and \( W_i^{(v)} \)'s have non-negative entries.

4 MULTIVARIATE QUANTILE FUNCTION FORECASTER

In this section, we introduce the Multivariate Quantile Function Forecaster (MQFF) which uses a multivariate quantile function conditioned on the past time points to make probabilistic forecasts. Contemporary deep learning based probabilistic forecasting methods like DeepAR (Salinas et al., 2020), MQRNN (Wen et al., 2017), or TFT (Lim et al., 2021) consist of two components: an encoder that extracts features from past observations and compresses them into a finite-dimensional hidden state (Salinas et al., 2019) used an RNN-based encoder, Wen et al. (2017) used RNNs and CNNs, and Lim et al. (2021): Eisenach et al. (2020) used a Transformer-based architecture), and probabilistic output model which transforms the hidden state into a representation of the probability distribution over future observations (e.g. parametric density-based for Salinas et al. (2019), univariate quantile predictions for Wen et al. (2017); Eisenach et al. (2020); Lim et al. (2021), normalizing flow-based for Rasul et al. (2020)).

We follow the same paradigm here and condition the multivariate quantile function (which constitutes the output model) on the hidden state produced by an encoder network. As our focus lies on the output model, we restrict our attention to that component (see e.g. Salinas et al. (2019); Wen et al. (2017); Benidis et al. (2020) for details on the general setup) and only consider the combination with a DeepAR-based encoder (and follow the same window-based training procedure detailed in Salinas et al. (2020)), while in principle our approach can be combined with any encoder architecture. In the remainder of this section, we first present how the PICNN can be used to model a multivariate quantile function. Then, we propose two alternatives to train the model, using the energy score and maximum likelihood, respectively.

4.1 PICNN Quantile Function

We propose to use the gradient of a PICNN \( g_\theta(\alpha, h) := \nabla_\alpha G_\theta(\alpha, h) \) to model a conditional multivariate quantile function \( q_\alpha(\alpha | h) \) with a quantile vector \( \alpha \in (0, 1)^n \). We illustrate this in the right half of Figure 4. The PICNN \( G_\theta(\alpha, h) \) is convex with respect to only \( \alpha \). Through this setup our multivariate quantile function satisfies the monotonicity property and hence \cite{3} by design. In addition, the fact that the network is not convex with respect to the second input vector \( h \) allows us to flexibly condition the multivariate quantile function on input features or a representation of them produced by a time series encoder model.

As presented in Section 3.1 there are two essential properties for a quantile function, the representation property \cite{2} and the monotonicity property. Our parametrization through the gradient of the PICNN constrains the multivariate quantile function to fulfill the monotonicity property, which means that we can train our model with standard gradient descent optimizers so as to come as close as possible to the representation property. To do so, we propose two alternatives: training with the energy score or with maximum likelihood.

While this representation of a multivariate quantile function is general and can be used in any regression context, we propose to use it in the probabilistic forecasting context. We use a forecasting encoder network \( H_\theta(x) = h \) to obtain a representation of the past time series on which we condition the quantile function. To the best of our knowledge, this is the first application of the definition of monotonicity to construct a multivariate quantile function for all quantile levels \( \alpha \in (0, 1)^n \) and the use of ICNN for this application.

4.2 Training Procedure

We propose two alternative procedures to train the multivariate quantile forecasting functions described above. First using the energy score to bring the distribution of samples from the model to as close to the true
The crux of the method is the full multivariate quantile function which is monotone with respect to the multivariate quantile vector $\alpha$. It is achieved by modeling the quantile function with the gradient of a function $G_{\theta}$ which is convex with respect to $\alpha$. The quantile function is conditioned on the past of the time series through a representation obtained from an encoder network. The network is trained by minimizing the loss between forecast samples and the true target.

4.2.1 Training via Energy Score

We propose to train MQF$^2$ using the energy score (Gneiting and Raftery, 2007), the generalization of CRPS to multivariate distributions.

**Training** Consider $m$ training example pairs $\{(x_i, z_i)\}_{i=1}^m$, where $x_i$ denotes the input features and $z_i$ the target output. Each $z_i$ can span multiple time steps and/or across multiple time series. We minimize the approximated energy score $\tilde{L}_{ES}$ in (8) as

$$\min_{\theta, \Phi} \frac{1}{m} \sum_{i=1}^m \tilde{L}_{ES}(q_\theta(\cdot|H_{\Phi}(x_i)), z_i),$$

where $q_\theta(\cdot|H_{\Phi}(x_i)) = q_\theta(\cdot, H_{\Phi}(x_i))$ is the multivariate quantile function.

**Inference** Our multivariate quantile function is trained to provide estimate on all quantile levels, for inference we can compute $\tilde{z} = q_\theta(\alpha|\mathbf{h})$, where $\alpha \in (0, 1)^n$ is drawn from a uniform distribution.

4.2.2 Training via Maximum Likelihood

The second option is to train the gradient of PICNN through (conditional) normalizing flows. This approach follows Huang et al. (2021), which proposed to use ICNN as normalizing flows.

**Invertible Gradient** Since the gradient of PICNN is used as normalizing flows, it needs to be invertible. To this end, an $l_2$ term is added to $v_k$, the final layer of the PICNN (12), i.e.,

$$\tilde{G}_{\theta}(\mathbf{z}, \mathbf{h}) = v_k(\mathbf{z}, \mathbf{h}) + \frac{\gamma}{2}||\mathbf{z}||_2^2,$$

where $\gamma > 0$ is a trainable parameter. The additional term renders $\tilde{G}_{\theta}$ strongly convex, and hence its gradient is invertible. In Huang et al. (2021), they term the mapping of the gradient $\tilde{g}_\theta := \nabla_{\mathbf{z}} \tilde{G}_{\theta}$ as convex potential flows.

**Training** Given the training example pairs $\{(x_i, z_i)\}_{i=1}^m$, we minimize the negative log-likelihood, with $L_{ML}$ defined in (10), as

$$\min_{\theta, \Phi} \frac{1}{m} \sum_{i=1}^m L_{ML}(\tilde{g}_\theta(z_i, H_{\Phi}(x_i))).$$

**Inference** The normalizing flow can serve as a (generalized) quantile function (Carlier et al., 2016), which takes inputs drawn from an isotropic Gaussian distribution and output the predicted target samples.

In particular, we first sample $y \in \mathbb{R}^n$ from the isotropic Gaussian distribution. Then we go backward through the flow to obtain the prediction $\tilde{z}$. To this end, we
solve the convex minimization problem
\[
\min_z \tilde{G}_\theta(z, h) - z^\top y,
\]
whose minimum \( \tilde{z} \) satisfies \( \tilde{g}_\theta(\tilde{z}, h) = y \). That is \( \tilde{z} = \tilde{g}_\theta^{-1}(y, h) \). The minimization problem \((14)\) is solved using the L-BFGS algorithm (Liu and Nocedal 1989).

**Monotonicity** Since we are using the inverse of the normalizing flow as the quantile function, it is important to show that the inverse \( \tilde{g}_\theta^{-1} \) is also monotone, i.e., it is the gradient of a convex function. The following proposition guarantees the monotonicity of \( \tilde{g}_\theta^{-1}(\cdot, h) \).

**Proposition 1.** Let \( D \subseteq \mathbb{R}^n \) be open, \( G : D \to \mathbb{R} \) be a strongly convex and smooth function and \( g \) be its gradient. Then \( g^{-1} \) exists and is the gradient of a convex function.

For the proof of Proposition 1 we refer the readers to the Appendix. Note that the assumption of smoothness is satisfied when the PICNN architecture uses smooth activation functions such as the softplus function to render the whole network smooth.

5 EXPERIMENTS

Our MQF\(^2\) can be multivariate in prediction horizon (multi-horizon) and/or across multiple time series. In our experimental evaluations, we focus on the former case, where at a given time point the model outputs a distribution of multiple points into the future. This evaluation setup allows us to compare to standard univariate forecasting models, here MQCNN (Wen et al. 2017) and DeepAR (Salinas et al. 2020). These two models represent different approaches for multi-horizon predictions. On the one hand, MQCNN factorizes the multivariate distribution over the time steps, considering them independently of each other and therefore the time dependency structure among them is ignored. On the other hand, DeepAR only predicts a single time step at a time and the model is unrolled to predict the full forecast horizon. By doing so it implicitly models the forward dependency among time steps, but at the cost of error accumulating.

We recall that MQF\(^2\) is generic because it can be used in many sequence-to-sequence architectures as an alternative to the decoder. For our experiments, we choose to implement MQF\(^2\) on top of a DeepAR encoder. We use the default hyperparameters for the comparison methods as found in GhtotiS (Alexandrov et al. 2020). For MQF\(^2\) we use the default parameters for the DeepAR encoder and PICNN with 40 hidden units and 5 hidden layers for the real experiments, and with 10 hidden units and 2 hidden layers for the synthetic experiments. We train the model to convergence (For real data experiments, we use 100 epochs for MQCNN and DeepAR and 300 for MQF\(^2\) as it is more complex. For synthetic experiments, we use 50 epochs for all models). Otherwise all the hyperparameters are kept constant across models. MQF\(^2\) is implemented in PyTorch\(^3\) (Paszke et al. 2019). We refer the readers to the Appendix for more details on the experimental details, model hyperparameters and their robustness.

We evaluate our model on both real and synthetic data. For the real experiments, we evaluate the methods on several real-world datasets and report the performance in terms of various univariate and multivariate metrics.

For the synthetic experiment, we test the ability of different models to learn and predict artificial data which follow a Gaussian process.

5.1 Experiments on Real Data

We perform experiments on Elec and Traf from the UCI data repository (Dheeru and Karra Taniskidou 2017), and different #4 competition datasets (Makridakis et al. 2018). The results are shown in Table 1. Experimental results in terms of more metrics and hyperparameter robustness tests are available in the Appendix. In the following we analyze them along different angles.

**MQF\(^2\) is competitive with the state of the art.** Table II shows the mean scaled interval score (MSIS) (Gneiting and Raftery 2007) and mean weighted quantile loss, averaged over the \( \{0.1,0.2,\ldots,0.9\} \) quantiles and over the full forecast horizon. These are univariate probabilistic forecasting metrics which are computed at each point in the forecast horizon and are averaged over the points. We observe that MQF\(^2\) is very competitive with the state of the art. In particular, under these two metrics, MQF\(^2\) performs the best in all but 1 dataset (in which MQF\(^2\)'s performance is close to the best one). While a main advantage of our method is to model the time dependencies across the time dimension of the forecast horizon, its performance on modeling the marginal distributions is comparable to that of MQCNN, which by design only learns such distributions.

**MQF\(^2\) captures the time dependency between outputs.** We use two multivariate metrics to evaluate the multivariate distributions produced by different models. First, we measure the energy score between samples from the forecasting models and the observed target time series. In addition, we compute CRPS between the sum of these samples and the sum of the observed target time series. The distribution of a sum depends on the dependency among its elements. Hence,

\(^3\)available at https://github.com/awslabs/gluon-ts/tree/master/src/gluonts/torch/model/mqf2
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Table 1: Results of MQF$^2$ compared with other state of the art methods (for all columns lower is better.) We show the mean and standard deviation over 3 training runs. A “−” indicates that the corresponding time step is beyond the prediction length of the dataset.

![Sample Paths](image1.png)

Figure 2: Three sample paths generated by MQCNN and MQF$^2$. The dotted vertical lines represent the start of the prediction horizon.

accurately measuring the dependency between the time points will result in a better estimate of the distribution of their sum. These two metrics are shown in Table 1 and are computed over the full forecast horizon of each dataset. We see that MQF$^2$ outperforms the comparing methods by some margin, especially when it is trained with energy score. In particular, MQF$^2$ performs the best in all but 1 result, in which it is very close to the best method and reports a much lower standard deviation over training runs.

We observe that MQCNN is underperforming because it assumes that the time points over the prediction horizon are independent and hence cannot capture time dependency. On the other hand, on some datasets like Traf, M4-monthly, and M4-yearly, DeepAR’s implicit modeling of the forward time dependencies allows it to obtain results very close to MQF$^2$.

MQF$^2$ avoids error accumulation. DeepAR is able to model the forward dependency across time points implicitly through the unrolling of Rangapuram et al. [2018]. To compare DeepAR with our model in this respect, we compute the mean weighted quantile losses on different forecast horizons. Table 1 shows the loss for 1, 5, 10, 15, and 20 steps ahead. Note that on some datasets the selected steps are longer than the prediction length, and the loss cannot be computed beyond the prediction length. We see that MQF$^2$ has competitive performance across all time steps and datasets. For all the datasets either MQCNN or MQF$^2$ perform the best on the furthest quantile horizon, even on datasets where DeepAR performs the best at shorter horizons. However, in the results of Traf dataset, we observe that MQF$^2$ has a more stable performance than MQCNN, which reports very high losses at all the time steps.

MQF$^2$ produces consistent sample paths. Beyond the quantitative evaluation of the multivariate distribution, we evaluate it qualitatively by visually inspecting predicted sample paths. In a model where the distribution over each of the time steps is modeled independently, sample paths would fail to represent the dependency between time points which can lead to unrealistic sampled forecasts. Figure 2 shows sample paths from MQCNN and MQF$^2$ on the same time series. We observe that the distributions of the samples at each time step are similar for both models. However, the sample paths from MQCNN fail to mimic the smoothness of the real time series, as each time point is modeled and sampled independently. On the contrary, note that the samples from MQF$^2$ indeed display realistic behavior because of its modeling of the time dependencies. We provide additional visualizations in the Appendix.
5.2 Experiments on Synthetic Data

In the real experiments, we observe that our MQF^2 best captures the time dependency structure. Here we further illustrate this advantage using a synthetic dataset of 500 time series of 24 points drawn from a Gaussian process (GP) with a correlation matrix shown in Figure 3(a). The kernel of the GP governing the covariance between time points is composed of a radial basis function kernel and a periodic kernel, resulting in a complex correlation structure.

We evaluate how well the different methods can model the marginal GP distribution. We train each of the methods on the GP samples and then generate 200 sample paths for each of them and compute the correlation matrix of the generated sample paths. The correlation matrices are shown in Figure 3(b)-(e). In addition to the visualization, we compute the mean absolute error (MAE) between the correlation matrix from model samples and the true correlation matrix. If a method captures the GP well, it will generate sample paths which closely follow the distribution and hence report a correlation matrix similar to the true one.

We see that MQCNN generates a correlation matrix which is essentially diagonal and reports the highest error. This shows that it fails to capture the correlation, as it assumes each time point to be independent and therefore ignores the time dependency structure. For the DeepAR method, its unrolling mechanism allows it to capture the correlation matrix reasonably well and report a much lower error than MQCNN. Finally, as our MQF^2 explicitly considers the whole sample path at once, it best approximates the true correlation matrix and has the lowest errors.

Despite these benefits, there are situations and applications where alternative approaches might be better suited. In particular, autoregressive constructions that decompose the joint distribution into its telescoping univariate marginals (Wei, 2008; Uria et al., 2013; Papamakarios et al., 2017; Wang et al., 2019; Jaini et al., 2019), allow the quantile levels to retain their classical probabilistic interpretation (e.g. for the construction of univariate prediction intervals) and provide direct access to certain conditional distributions of interest (future conditioned on past). Similarly, multi-horizon approaches provide direct access to the univariate marginal distributions, which in our approach can only be obtained through sampling. In fact, an interesting avenue for future work is to explore whether a multivariate quantile function model can be constructed that retains the ability to access marginal and conditional distributions without resorting to sampling. Future work could further extend our approach to the practically important case of count distributions and assess the quality of our approach for quantile functions jointly over the time and item dimensions. Finally, more suitable forecasters in domain adaptation (Jin et al., 2022) with faster training schemes (Lu et al., 2021) can be developed, ultimately being able to be incorporated for downstream decision makings, e.g., planning cloud computing and vehicle controllers (Park et al., 2019, 2020; Kim et al., 2020).
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A EXPERIMENTAL DETAILS

A.1 Datasets

Table 2 lists the information of the datasets used in the experiments. The datasets are available in the GluonTS dataset repository.

| Domain            | Name      | Support | Freq | No. TS | Avg. Len | Pred. Len | No. Covariates |
|-------------------|-----------|---------|------|--------|----------|------------|----------------|
| electrical load   | Elec      | \(\mathbb{R}^+\) | H    | 321    | 21044    | 24         | 4              |
| road traffic      | Traf      | [0, 1]  | H    | 862    | 14036    | 24         | 4              |
| M4 forecasting    | M4-daily  | \(\mathbb{R}^+\) | D    | 4227   | 2357     | 14         | 3              |
| M4-competitive    | M4-weekly | \(\mathbb{R}^+\) | W    | 359    | 1022     | 13         | 2              |
|                  | M4-monthly| \(\mathbb{R}^+\) | M    | 48000  | 216      | 18         | 1              |
|                  | M4-quarterly| \(\mathbb{R}^+\) | Q    | 24000  | 92       | 8          | 1              |
|                  | M4-yearly | \(\mathbb{R}^+\) | Y    | 23000  | 31       | 6          | 0              |

Table 2: Summary of dataset statistics, where Elec and Traf are derived from the UCI data repository (Dheeru and Karra Taniskidou, 2017), and M4 are competition datasets (Makridakis et al., 2018).

A.2 Hyperparameters

The hyperparameters used in the experiments are listed in Table 3. For the RNN parameters we use the default setting of the DeepAREstimator in the GluonTS package (Alexandrov et al., 2020). The other hyperparameters were selected by performing a grid search only on the Elec dataset, and were used as default values on all the other datasets.

| Type          | Hyperparameter | Value |
|---------------|----------------|-------|
| RNN           | layers         | 2     |
|               | nodes          | 40    |
| PICNN         | layers         | 5     |
|               | nodes          | 40    |
| Energy Score  | num. of samples| 50    |
| Training      | epochs         | 100 / 300 |
|               | batch size     | 32    |

Table 3: Summary of hyperparameters. For the number of training epochs, 100 is used for DeepAR and MQCNN, and 300 is used for MQF$^2$. This is because DeepAR and MQCNN have already converged after 100 epochs and MQF$^2$ takes more epochs to converge.

B DEFINITION OF EVALUATION METRICS

Consider the target value \(z_{i,t}\) for the \(i\)-th time series at time \(t\), where \(i = 1, \ldots, m\) and \(t = T + 1, \ldots, T + \tau\), and the corresponding predictions \(\{\hat{z}_{i,t,s}\}_{s=1}^S\) from \(S\) sample paths. We denote the \(\alpha\)-quantile of the predictions as \(\hat{z}_{i,t}^\alpha\).
B.1 Mean Weighted Quantile Loss

The α-quantile loss is defined as

$$\rho_\alpha(z_{i,t}, \hat{z}_{i,t}^\alpha) = (z_{i,t} - \hat{z}_{i,t}^\alpha)(\alpha - 1\{z_{i,t} - \hat{z}_{i,t}^\alpha < 0\}).$$

The mean weighted quantile loss is defined as

$$\text{mean\_wQL} = \frac{1}{|A|} \sum_{\alpha \in A} \frac{\sum_{i=1}^{m} \sum_{t=T}^{T+\tau} 2\rho_\alpha(z_{i,t}, \hat{z}_{i,t}^\alpha)}{\sum_{i=1}^{m} \sum_{t=T}^{T+\tau} |z_{i,t}|},$$

where $A$ is a set of prespecified quantile levels. In our experiments, we used $A = \{0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9\}$.

B.2 n-th Step Mean Weighted Quantile Loss

The mean weighted quantile loss at the $n$-th step is defined as

$$\text{mean\_wQL}(n) = \frac{1}{|A|} \sum_{\alpha \in A} \frac{\sum_{i=1}^{m} 2\rho_\alpha(z_{i,n}, \hat{z}_{i,n}^\alpha)}{\sum_{i=1}^{m} |z_{i,n}|}.$$

B.3 Sum CRPS

The sum CRPS is the (approximated) CRPS for the sum of the predictions over the prediction horizon and defined as

$$\text{sum\_CRPS} = \frac{1}{m} \sum_{i=1}^{m} \left( \frac{1}{2|S|^2} \sum_{j=1}^{S} \sum_{k=1}^{S} |\hat{u}_{i,j} - \hat{u}_{i,k}| + \frac{1}{|S|} \sum_{j=1}^{S} |\hat{u}_{i,j} - u_i| \right),$$

where $\hat{u}_{i,j} = \sum_{t} \hat{z}_{i,t,j}$ and $u_i = \sum_{t} u_{i,t}$.

B.4 Mean Scaled Interval Score

The mean scaled interval score (MSIS) is defined as

$$\text{MSIS}(\zeta) = \frac{1}{\text{SE}(z)} \left( \frac{1}{m} \sum_{i=1}^{m} \sum_{t=T+\tau}^{T} (\hat{z}_{i,t}^\alpha - \hat{z}_{i,t}^\alpha + \frac{2}{\zeta}[(\hat{z}_{i,t}^\alpha - z_{i,t})1\{z_{i,t} < \hat{z}_{i,t}^\alpha\} + (z_{i,t} - \hat{z}_{i,t}^\alpha)1\{z_{i,t} > \hat{z}_{i,t}^\alpha\}]) \right),$$

where the upper quantile $\alpha_U = 1 - \zeta/2$, and the lower quantile $\alpha_L = \zeta/2$. The seasonal error SE for time series frequency $f$ is given by

$$\text{SE}(z) = \frac{1}{m(T-f)} \sum_{i=1}^{m} \sum_{t'=1}^{T-f} |z_{i,t'} - z_{i,t'+f}|.$$

C PROOF OF PROPOSITION 1

Here, we state Proposition 1 again and provide the proof.

**Proposition 1.** Let $D \subseteq \mathbb{R}^n$ be open, $G : D \to \mathbb{R}$ be a strongly convex and smooth function and $g$ be its gradient. Then $g^{-1}$ exists and is the gradient of a convex function.

**Proof.** The strong convexity and smoothness of $G$ implies the existence of $g^{-1}$ and that $\nabla g(x)$ is symmetric positive definite (SPD) for all $x \in D$. Since $g$ is one-to-one, smooth, and $\nabla g(x)$ is SPD for all $x \in D$, by Kass and Vos (2011) Corollary A.2, $g^{-1}$ is also smooth and therefore $\nabla g^{-1}(g(x))\nabla g(x) = I_n$ for all $x \in D$. This implies $\nabla g^{-1}(y)$ is SPD for all $y \in g(D)$ and hence

$$\frac{\partial [g^{-1}]_i}{\partial y_j} = \frac{\partial [g^{-1}]_j}{\partial y_i} \quad \text{for all } i, j = 1, 2, ..., n.$$  \hspace{1cm} (15)
Let \( \psi(y) = \sum_{j=1}^{n} y_j \int_{0}^{1} [g^{-1}]_{t_j}(ty) dt \). Consider its partial derivative
\[
\frac{\partial \psi}{\partial y_i}(y) = \int_{0}^{1} [g^{-1}]_{i}(ty) dt + \int_{0}^{1} \sum_{j=1}^{n} y_j t \frac{\partial [g^{-1}]_{i}}{\partial y_j}(ty) dt
\]
using \( g \), we get
\[
= \int_{0}^{1} [g^{-1}]_{i}(ty) dt + \int_{0}^{1} t \frac{\partial}{\partial t} \left( [g^{-1}]_{i}(ty) \right) dt
\]
applying the chain rule \( \frac{\partial}{\partial t} \left( [g^{-1}]_{i}(ty) \right) = t \frac{\partial [g^{-1}]_{i}}{\partial y_j}(ty) \), we obtain
\[
= \int_{0}^{1} [g^{-1}]_{i}(ty) dt + \int_{0}^{1} t \frac{\partial}{\partial t} \left( [g^{-1}]_{i}(ty) \right) dt
\]
performing integration by parts, we have
\[
= \int_{0}^{1} [g^{-1}]_{i}(ty) dt + t [g^{-1}]_{i}(ty) |_{t=0}^{1} - \int_{0}^{1} [g^{-1}]_{i}(ty) dt
\]
\[
= [g^{-1}]_{i}(y), \quad \text{for } i = 1, 2, \ldots, n.
\]
Therefore, \( \nabla \psi = g^{-1} \). Moreover \( \psi \) is convex because its Hessian \( \nabla g^{-1}(y) \) is SPD for all \( y \in g(D) \). Therefore, \( g^{-1} \) is the gradient of the convex function \( \psi \).

\section*{D ADDITIONAL RESULTS TABLE}

| Dataset | Model  | Metrics over full horizon | Mean Quantile Loss over differing forecast horizon |
|---------|--------|---------------------------|--------------------------------------------------|
|         |        | sum CRPS | Energy score | MSIS | mean\_wQL | 1 step | 5 steps | 10 steps | 15 steps | 20 steps |
| Elec    | MQCNN  | 2323.5 ± 54.2 | 1282.1 ± 1.0  | 11.7 ± 0.0 | 0.098 ± 0.0 | | | | | |
|         | DeepAR | 3059.6 ± 180.8 | 1264.8 ± 4.0  | 15.3 ± 0.1 | 0.120 ± 0.0 | | | | | |
|         | MQF+ ES| 1723.7 ± 122.8 | 1011.9 ± 3.2  | 6.9 ± 0.1  | 0.065 ± 0.0 | | | | | |
|         | MQF+ ML| 2322.5 ± 146.88 | 1963.9 ± 3.8  | 7.2 ± 0.6  | 0.066 ± 0.0 | | | | | |
| Traf    | MQCNN  | 0.149 ± 0.03  | 0.161 ± 0.06  | 46.1 ± 1.8 | 0.093 ± 0.2 | | | | | |
|         | DeepAR | 0.108 ± 0.01  | 0.161 ± 0.06  | 46.1 ± 1.8 | 0.093 ± 0.2 | | | | | |
|         | MQF+ ES| 0.095 ± 0.0   | 0.161 ± 0.06  | 46.1 ± 1.8 | 0.093 ± 0.2 | | | | | |
|         | MQF+ ML| 0.097 ± 0.0   | 0.161 ± 0.06  | 46.1 ± 1.8 | 0.093 ± 0.2 | | | | | |
| M4-daily| MQCNN  | 3108.8 ± 10.8 | 953.1 ± 4.6   | 41.9 ± 0.9 | 0.024 ± 0.0 | | | | | |
|         | DeepAR | 3186.2 ± 966.5 | 989.3 ± 244.3 | 50.5 ± 8.0  | 0.039 ± 0.1 | | | | | |
|         | MQF+ ES| 1702.0 ± 47.3  | 619.2 ± 6.7   | 31.1 ± 0.3 | 0.024 ± 0.0 | | | | | |
|         | MQF+ ML| 1796.028 ± 69.94 | 622.0 ± 14.7  | 30.5 ± 0.2  | 0.024 ± 0.0 | | | | | |
| M4-weekly| MQCNN | 3522.45 ± 604.14 | 1463.4 ± 18.8 | 62.8 ± 4.2  | 0.060 ± 0.0 | | | | | |
|         | DeepAR | 2858.141 ± 443.69 | 1166.9 ± 119.6 | 26.0 ± 4.5  | 0.054 ± 0.1 | | | | | |
|         | MQF+ ES| 2381.64 ± 175.06 | 1122.6 ± 30.6  | 21.5 ± 1.5 | 0.052 ± 0.0 | | | | | |
|         | MQF+ ML| 2577.451 ± 107.32 | 1107.9 ± 32.5  | 26.1 ± 1.8  | 0.052 ± 0.0 | | | | | |
| M4-monthly| MQCNN| 9106.1 ± 175.4 | 3289.9 ± 34.6 | 18.7 ± 0.4  | 0.12 ± 0.0 | | | | | |
|         | DeepAR | 7337.0 ± 345.5 | 2572.1 ± 95.0  | 14.0 ± 1.5  | 0.113 ± 0.0 | | | | | |
|         | MQF+ ES| 7365.7 ± 218.1  | 2554.6 ± 78.3  | 12.8 ± 1.4  | 0.112 ± 0.0 | | | | | |
|         | MQF+ ML| 8235.445 ± 6.0  | 2839.7 ± 0.0  | 14.4 ± 0.0  | 0.124 ± 0.0 | | | | | |
| M4-quarterly| MQCNN| 3438.565 ± 54.53 | 1718.6 ± 26.4 | 15.6 ± 1.6  | 0.09 ± 0.0 | | | | | |
|         | DeepAR | 3184.673 ± 46.2 | 1375.3 ± 34.2  | 15.0 ± 2.7  | 0.085 ± 0.0 | | | | | |
|         | MQF+ ES| 3134.404 ± 235.3 | 1533.2 ± 81.5  | 11.8 ± 0.5  | 0.085 ± 0.0 | | | | | |
|         | MQF+ ML| 3338.119 ± 135.57 | 1505.1 ± 47.0  | 11.7 ± 0.8  | 0.088 ± 0.0 | | | | | |
| M4-yearly| MQCNN | 3753.7 ± 28.1 | 1976.2 ± 12.8 | 34.2 ± 0.3  | 0.115 ± 0.0 | | | | | |
|         | DeepAR | 3849.1 ± 42.6 | 1917.1 ± 7.9  | 34.9 ± 0.6  | 0.118 ± 0.0 | | | | | |
|         | MQF+ ES| 3649.3 ± 60.9 | 1895.4 ± 28.1 | 36.7 ± 1.6  | 0.116 ± 0.0 | | | | | |
|         | MQF+ ML| 3784.486 ± 105.76 | 1913.2 ± 35.2  | 38.8 ± 2.1  | 0.119 ± 0.0 | | | | | |

Table 4: Results (with additional datasets) of MQF² compared with other state of the art methods (for all columns lower is better.) We show the mean and standard deviation over 3 training runs. A “+” indicates that the corresponding time step is beyond the prediction length of the dataset.
Table 5: Results (with additional metrics) of MQF\(^2\) compared with other state of the art methods. We show the mean and standard deviation over 3 training runs. A “-” indicates that the corresponding time step is beyond the prediction length of the dataset.

### E ROBUSTNESS EXPERIMENTS

To show that our MQF\(^2\) is robust with respect to its hyperparameters, we perform experiments with varying encoder hidden state size and ICNN hidden layer size. We perform 3 training runs, and the mean and standard deviation over the runs are reported in Figures 45. We observe that the performance of our MQF\(^2\) is steady when the hyperparameters are changing. We also see that the standard deviations are small relative to the mean. In particular, the magnitudes of the standard deviations are about 15% of that of the means. When the encoder hidden state and ICNN hidden layer sizes increase, the performance gets slightly better in general.
(a) sum CRPS as we vary the hidden state size

(b) MSIS as we vary the hidden state size

(c) ES as we vary the hidden state size

(d) wQL as we vary the hidden state size

Figure 4: To test the robustness of our MQF², we investigate the influence of the size of the encoder’s hidden state on its performance. We report the sum CRPS, MSIS, Energy Score and mean weighted quantile loss when different hidden state sizes are used. The experiments are repeated 3 times. The solid lines represent the mean of the results, and the colored regions represent the range of 1 standard deviation.
Figure 5: To test the robustness of our MQFP, we investigate the influence of the width of the ICNN on its performance. We report the sum CRPS, MSIS, Energy Score and mean weighted quantile loss when different hidden layer sizes are used. The experiments are repeated 3 times. The solid lines represent the mean of the results, and the colored regions represent the range of 1 standard deviation.
Figure 6: Sample paths generated by MQCNN, DeepAR and MQF². Three sample paths are generated for each of the 6 time series of the Elec dataset. The dotted vertical lines represent the start of the prediction horizon.