Non-adiabatic effects and exciton-like states during insulator-to-metal transition in warm dense hydrogen
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Transition of molecular hydrogen to atomic ionized state with increase of temperature and pressure poses still unresolved problems for experimental methods and theory. Here we analyze the dynamics of this transition and show its nonequilibrium non-adiabatic character overlooked in both interpreting experimental data and in theoretical models. The non-adiabatic mechanism explains the strong isotopic effect [Zaghoo, Husband, and Silvera, Phys. Rev. B 98, 104102 (2018)] and the large latent heat [Houtput, Tempere, and Silvera, Phys. Rev. B 100, 134106 (2019)] reported recently. We demonstrate the possibility of formation of intermediate exciton-like molecular states at heating of molecular hydrogen that can explain puzzling experimental data on reflectivity and conductivity during the insulator-to-metal transition.

Introduction. The nature of the molecular-to-atomic transition in fluid hydrogen and deuterium is a fundamental problem1, 2 that has been drawing increasing attention for more than two decades since the first reliable experiments on electrical conductivities of fluid H2/D2 at shock pressures3. In subsequent dynamic and static experiments a large amount of experimental data has been collected (e.g., see4–7 and8–12). However at the moment, there are inconsistencies between different experimental results and there is no complete theoretical understanding of this transition.

The first theoretical approaches to the equation of state of warm dense hydrogen were based on chemical models13–26. The possibility of plasma phase transition was predicted13, 27. Later, the concept of insulator-to-metal transition (IMT) became widespread for interpreting results of ab initio calculations28. The first-principles molecular dynamics (FPMD) based on density functional theory (DFT) and the quantum Monte-Carlo (QMC) methods are considered as the most accurate theoretical tools for calculations of IMT in hydrogen (e.g., see29–35 and36–40). These methods have been systematically developed and are able to take into account the coupling of electrons and nuclei in QMC36, the nuclear quantum effects (NQE)31, dispersion interactions31, 32, the influence of a particular choice of xc-functional in DFT33, 34 and xc-functional dependence on electronic temperature41.

Two important common features for all these methods are the assumption of the thermodynamic equilibrium of the nuclear and electronic subsystems and the adiabatic Born-Oppenheimer approximation. In QMC the ground state of the many-electron system is calculated for independent nuclear configurations sampling canonical ensemble36. In FPMD DFT methods the Fermi-Dirac distribution is assumed for Kohn-Sham electron states that corresponds to the Mermin finite-temperature DFT (FT-DFT) formalism42. Correspondingly, the experiments on IMT are interpreted within the thermodynamic equilibrium framework. However, as far as we are aware of, there has been no careful analysis of the possible non-equilibrium effects on IMT in fluid H2/D2. Low electron recombination and temperature relaxation rates in warm dense hydrogen43, 44 have pointed to the importance of the non-equilibrium effects but in the atomic state of fluid H2/D2 at temperatures higher than IMT.

In this Rapid Communication we would like to put the focus on the non-equilibrium non-adiabatic processes accompanying this IMT at heating in shock-wave or diamond anvil cell (DAC) experiments that have not been considered previously in its theoretical assessments.

Models and calculations. The main subject of our study is the process of transition of molecular hydrogen heated under pressure to the plasma-like state. The complex nature of many-body electron-ion interactions requires models that are able to take into account possible non-adiabatic effects. For this purpose, in this work we consider the wave-packet molecular dynamics (WPMD) method using the electron force field (eFF) model45 and the restricted open-shell Kohn-Sham (ROKS) DFT method for non-adiabatic ab initio MD calculations with surface hopping (SH)46, 47.

The WPMD Hamiltonian has terms that can be interpreted as kinetic energy contributions from ionic and electron degrees of freedom. Therefore, we are able to consider the temperatures of nuclear and electron subsystems independently. eFF provides a WPMD description of dense hydrogen44, 45 using a non-antisymmetric Hartree wavefunction for the many-electron system and representing nuclei as classical particles. A special term in the eFF Hamiltonian takes into account the energy contribution due to exchange interactions of electrons that makes eFF realistic but less computationally demanding approach than the fully anti-symmetrized WPMD formalism48, 49.
MD calculations with eFF are performed using LAMMPS\textsuperscript{50} with periodic boundary conditions in a cubic simulation box. Isochoric heating is modelled by rescaling velocities of nuclei. Fig. 1 shows the dependence of the nuclear and electronic temperatures on time during isochoric heating (0.09 K/fs) of 1000 H\textsubscript{2} molecules at 0.3 g/cc (see the Supplemental Material\textsuperscript{51} for 0.6 g/cc and other heating rates). The component analysis\textsuperscript{52} is performed along the MD trajectory. We see that initially the system evolves in its ground electronic state with the increasing temperature of molecules. Then, at each of the heating rates there are well defined ion temperatures when the electrons in molecules becomes excited. Shortly after, the ion temperature of the system gets to the new twice lower value that is the same both for electrons and for nuclei. The fact that the new ion temperature becomes 2x lower is determined by the artificial purely classical heat capacity of the eFF model system (since the number of degrees of freedom doubles). Problems with WP spreading\textsuperscript{53} do not influence our results since such fast moving electrons appear only above \(\sim 7000\) K.

Analysis of this excitation process shows that its nature corresponds to the non-adiabatic vibronic energy transfer from ionic to electronic degrees of freedom (see the animation in the Supplemental Material\textsuperscript{51}). eFF is able to give a qualitative description of excited H\textsubscript{2} molecules\textsuperscript{51} and we conclude that the formation of the excitonic molecular phase is observed. The component analysis shows that this phase remains stable under further isochoric heating. Fig. 1 illustrates that in the eFF model dissociation proceeds gradually from this excitonic phase at higher temperatures. Here we should mention that an evident artifact of the eFF model is the irreversibility of the formation of this excitonic phase. Under cooling it does not become spontaneously the initial molecular phase in the ground state (with both electron WPs centred at the middle of each H\textsubscript{2} molecule).

The approximations assumed in eFF do not allow us to accept as necessarily realistic all the effects observed in the eFF MD simulations. But the formation of the excitonic molecular phase deserves careful consideration and trial by another less approximate non-adiabatic method.

ROKS DFT allows us to calculate the electronic structure of the first singlet exited state (S1). We perform ROKS DFT calculations using CPMD\textsuperscript{53} with the BLYP exchange-correlation functional, the Troullier-Martins pseudopotential for H with the 70 Ry plane wave cut-off and Γ-point sampling of the Brillouin zone.

Within the ROKS DFT model, it is assumed that the ground state of the many-electron system has been excited to the lowest excited state S1 via the transfer of a single electron from the HOMO orbital to the LUMO orbital. As a results, there are two singly occupied molecular orbitals in the system (SOMO-1/SOMO-2, see Fig. 2).

For each density and temperature considered the following equilibration procedure is implemented: initially a system with 60 atoms evolves in the electronic ground state with the Nose-Hoover thermostat for 100 thousand MD steps and then 200 thousand steps more are calculated in the NVE ensemble to ensure the stability of the temperature (the timestep equals 0.0234 fs). Then the system is replicated to 480 atoms, velocities are randomized and the system equilibrates for 7000 steps more.

It is instructive to analyze the shape of SOMOs in ROKS DFT for the equilibrated structures of fluid H\textsubscript{2}. The shape of these orbitals shows the spatial extent of the excitons at different densities (Fig. 3). We see that at lower densities the S1 state is located on a cluster of molecules. The size of such a cluster becomes bigger at higher densities. In order to check the system size effects we have considered similar systems with 3840 atoms. Equilibration of these systems is performed in VASP\textsuperscript{54–57}. The comparison of systems with 480 and 3840 atoms shows that the excitons are localized for densities up to 0.9 g/cc\textsuperscript{51}. The dependence of their visible spacial extension on the system size seems to be moderate. For higher densities the SOMO-1/2 orbitals cover the whole simulation box for both systems sizes that
could be a sign of abrupt delocalization of electrons during IMT.

The excitonic phase in fluid hydrogen discussed here is not a completely new physical object. Excitons in liquids have been studied before, e.g. the results on the kinetics of formation of Xe₂⁺ eximers have been reported. It is important to estimate typical lifetime values of this excitonic phase in fluid H₂. For this purpose, we use the surface hopping MD within the same ROKS DFT framework. From different initial conditions the ensemble of trajectories can be calculated starting from the ground state (S0) of the hydrogen system (0.6 g/cc, 1300 K). Along these trajectories the system can transfer spontaneously to S1 and after that it can return back to S0. These non-adiabatic transitions along MD trajectories are determined at each MD step by the transition probability calculated using the the wave-functions of S0 and S1 states for the current ionic configuration. Since the convergence of the system in S1 is much slower than in the ground state, we are able to use only the small system with 60 atoms for SH-MD calculations. The example of such a trajectory is shown on Fig. 4. Along this MD trajectory, we see 4 events of the spontaneous formation and recombination of excitons with lifetimes of 10-100 fs that is greater than the typical molecular vibration period (see for a lifetimes distribution).

**Result (1):** The vibronic mechanism of electronic transitions and exciton-like states in molecular fluid. The calculations show the non-adiabatic mechanism of energy transfer from molecular vibrations to electronic excitations. These excitations take place before dissociation of molecules into atoms. As a result, exciton-like states appear in molecular fluid H₂/D₂. These states are relatively stable with the lifetime values much larger than several molecular oscillations. The energy gap in these exciton-like states are smaller than in the ground state but still does not vanish. At the level of theory considered, these excitons are spatially localized at ρ < 0.9 g/cc.

One important limitation of the ROKS DFT method is that it gives no possibility to access other excited states higher than S1. However even at this level of theory we see that the electron-ion dynamics during IMT in fluid hydrogen is characterized by the formation of relatively long-living excitonic structures. Here we should mention that even the proper description of the excited states of a single H₂ dimer is a complicated quantum mechanical problem that requires multi-reference methods. ROKS DFT serves in this study as a computationally feasible approximation that is more realistic than the eFF model (eFF suffers from the lack of proper anti-symmetrization of the many-electron wavefunction and from the ambiguity of effective electron mass that affects the rates of non-
adiabatic processes\textsuperscript{60}). This level of theory gives the possibility to justify at the semi-quantitative level the non-adiabatic nature of IMT and discuss the consequences of this thesis.

**Result (2): The isotope effect.** The proposed non-adiabatic mechanism of IMT explains the strong isotopic effect observed in the DAC experiments for fluid H$_2$/D$_2$\textsuperscript{12}. Qualitatively, the probability of non-adiabatic transitions in a dimer is lower when the Massey parameter $\xi \sim \Delta/R$ is higher ($\Delta$ is the energy gap and $R$ is the relative velocity of atoms\textsuperscript{61}). The H/D mass difference results in the significant difference of average atomic velocities in H$_2$/D$_2$. Therefore at the same temperature the probability of vibronic excitations in fluid D$_2$ is lower than in fluid H$_2$. The eFF calculations show the isotopic effect $\sim 400$ K\textsuperscript{31} that is close to experimental data\textsuperscript{12} and much larger than the isotopic effect based on NQE in equilibrium FPMD and QMC. The absence of the isotopic effect in the experimental results in DAC of Goncharov et al.\textsuperscript{62} can be explained by measuring fluid H$_2$/D$_2$ properties during $\mu$s-long cooling contrary the DAC experiments of Silvera et al.\textsuperscript{12} that reports measurements done during heating. The relaxation of atomic ionized fluid at cooling to the state with molecules in their electronic ground state differs from vibronic molecular excitations at heating. At cooling, non-adiabatic radiationless internal conversion can not be expected to play a major role. One can expect that NQE provide the tunneling contribution increasing the non-adiabatic transitions rates. The methods that combine NQE with non-adiabatic dynamics are under development\textsuperscript{63,64}.

**Result (3): The latent heat of transition.** During the ROKS DFT SH-MD runs the total energy of the system is conserved. It is implemented in CPMD via velocity rescaling of nuclei in the direction of the non-adiabatic coupling vector that compensates the energy changes in the electronic subsystem caused by S0-S1 and S1-S0 transitions. This means that after a vibronic excitation from S0 to S1 the system lowers its temperature (see Fig. 4). Such a cooling effect can help to stabilize the excitonic phase. Moreover, the $(E_{S1} - E_{S0})$ gap in the S1 state after initial relaxation can serve as an estimate for the detected latent heat of IMT reported in the shock-wave experiments\textsuperscript{65} and recently in the DAC experiments\textsuperscript{66}: the analysis of experiments gives the value of 1-2 eV/atom and the example of Fig. 4 corresponds to $(E_{S1} - E_{S0}) \sim 2$ eV that results in $\sim 1$ eV/atom and matches experimental values much better than the latent heat values deduced from the equilibrium DFT and QMC calculations of IMT ($\sim 0.04 - 0.05$ eV/atom\textsuperscript{67}). The proper comparison should be made for more specific density and temperature values. Besides, ROKS DFT is known to lower S0-S1 energy gaps\textsuperscript{46}.

**Discussion.** Experiments on IMT in fluid hydrogen are usually considered in the framework of the band gap closure mechanism. This explanation works well for semiconductors that are solids with nearly static ionic structure forming well-defined stable bands of electron states. Contrarily, fluid hydrogen is a state of matter with highly dynamic ionic structure. And we can speak of its electronic band structure only assuming an averaging over an ensemble of independent ionic configurations. This is the fundamental assumption that stands behind the FPMD/QMC based DFT calculations of conductivity, reflection and absorption coefficients\textsuperscript{40}.

The possible existence of the excitonic phase makes such an averaging questionable at the timescale of exciton lifetimes. We can hypothesise that the absorption of fluid H$_2$ during heating proceeds via formation of separated excitons. Later these excitons form clusters comparable with the probing pulse wavelength that results in reflectivity increase. Due to the finite time of exciton cluster nucleation and growth, the experimentally observed IMT temperatures could depend significantly on the corresponding heating rate. Therefore, there could be two reasons for the onset of reflectivity: the first is the formation of excitonic clusters and the second is the dissociation of molecules (both in the ground state phase and in the exciton clusters) and ionization. Different timescales in different experiments could be the reasons of different data on the onset of absorption and reflectivity increase (e.g. $\sim 3$ ns for probing wide temperature range in the NIF experiments\textsuperscript{6} and $\sim 200$ ns for each temperature in the DAC experiments\textsuperscript{12}). This IMT picture can supplement the analysis of dynamic conductivity in dense fluid hydrogen\textsuperscript{68} where the author concluded ‘that the non-free-electron nature of the fluid could be explained by an increasing atomic polarizability’: exciton clusters fit well to this description.

Recently, the intriguing results have been published that reveal metastable states in fluid H$_2$\textsuperscript{69}. The nature of these metastable states is not clear since they were found using the equilibrium FT-DFT approach. However the inclination of fluid H$_2$ to the formation of excitonic phase near IMT can explain this effect as a result of a specific averaging in FT-DFT\textsuperscript{70}. The excitonic phase suggested in this work should be a metastable phase. Therefore the transition between two molecular phases can be envisaged: between the fluid of molecules in the ground state and the growing fluid clusters of excited molecules. This fact can qualitatively explain results of\textsuperscript{69}. Thus, the concept of the plasma phase transition\textsuperscript{13,71,72} should be probably reserved for the transition at ultrahigh temperature as has been suggested recently after careful equilibrium analysis of this IMT\textsuperscript{35}.

The results presented point to a possibility of exciton formation in solid hydrogen\textsuperscript{73-76}, e.g. the black phase detected before metallization\textsuperscript{75} could be attributed to formation of excitons that, however, are not able to form reflecting clusters. Excitons in crystals can be studied using well-established ab initio techniques\textsuperscript{77}. However, the coupling of electrons to lattice vibrations with NQE poses a significant theoretical challenge.

**Conclusions and Outlook.** The mechanism of the IMT in fluid H$_2$/D$_2$ has been studied beyond the Born-Oppenheimer approximation using non-abiabatic ab ini-
tio methods. The possibility of formation of relatively long-living exciton-like states has been revealed. The proposed transition mechanism is the spontaneous vibronic excitation of molecules in fluid H$_2$/D$_2$ at heating. This mechanism gives an explanation of the isotopic difference of transition temperatures and of its detected latent heat. The proposed excitonic states in fluid H$_2$/D$_2$ can be similar to excitons in rare gas liquids.

These non-adiabatic non-equilibrium effects are not expected to change the thermodynamic results predicted by equilibrium FPMD DFT and QMC calculations relevant to the interiors of giant planets. However as we have discussed, these effects are able to explain discrepancies of the results obtained in experimental studies of IMT in fluid H$_2$/D$_2$. Therefore, the important consequence is that, presumably, these experiments should not be interpreted using purely equilibrium theories.
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ISOHORIC HEATING OF FLUID H$_2$ IN THE eFF MODEL AT DIFFERENT RATES

To calculate the instantaneous temperatures of nuclei ($T_n$) and electrons ($T_e$) in the eFF model, we consider electron and nuclei degrees of freedom separately that results in the following expressions for the total kinetic energies of nuclear and electron subsystems:

\[ K_n = \sum \frac{1}{2} m_n \dot{r}_n^2, \]  

\[ K_e = \sum \frac{1}{2} m_e \dot{r}_e^2 + \sum \frac{13}{24} m_e s_e^2, \]

where $s_e$ corresponds to the size of the electron wave packet, $\dot{r}_n$ and $\dot{r}_e$ are the translational velocities of nuclei and electrons. The instantaneous temperatures are calculated as the measures of the average kinetic energy of motion:

\[ T_n = \frac{2}{3k_B N_n} \langle K_n \rangle, \quad T_e = \frac{2}{4k_B N_e} \langle K_e \rangle. \]

The isochoric heating of the system of 2000 nuclei and 2000 electrons is performed by rescaling the velocities of the nuclei every 50 MD steps. The timestep is 0.005 fs.
FIG. 2: The temperature of nuclei during isochoric heating of the fluid H\textsubscript{2}/D\textsubscript{2} eFF model for the H\textsubscript{2} density 0.3 g/cc and 0.6 g/cc (the corresponding D\textsubscript{2} densities are twice larger).

Fig. 1 shows the isochores of fluid H\textsubscript{2} in the eFF model. Isochoric heating starts from the states with the molecules in the ground state. Different heating rates are considered. The first kink at each isochore corresponds to the beginning of the vibronic excitation of electrons. These points are the beginning of IMT at each of the isochores. The second kink at each isochore corresponds to the end of the energy transfer from nuclei to electrons when their temperatures become equal \( T_n = T_e \). The temperature of IMT (the first kink) decreases for lower heating rates.

Here we would like to emphasize that in the eFF model after the vibronic excitation of the first molecule all the molecules in the system become excited very rapidly (in the “avalanche” mode). Presumably, it should be assumed to be an artifact of eFF since the rate of the spontaneous de-excitation (the radiationless non-adiabatic internal conversion) in eFF seems to be zero.

**ISOTOPIQUE EFFECT IN EFF MODEL**

Fig. 2 shows the results of calculations that illustrate the isotopic effect in the eFF model. At the H\textsubscript{2} density of \( \rho = 0.6 \) g/cc (and the twice larger D\textsubscript{2} density) the isotopic effect is about 400 K that is close to the experimental observations [Zaghoo, Husband, and Silvera, Phys. Rev. B 98, 104102 (2018)].
FIG. 3: The dependence of the potential energy of an isolated H₂ molecule during oscillations in the ground state and in the excited state. Two sets of color points show the probability distributions for finding a molecule with a certain value of its potential energy at a certain H-H distance (the color corresponds to the count values, see the colormap). The lower distribution shows a molecule in the ground state when the electron kinetic energy is close to zero. The upper distribution shows a molecule in the excited state with the effective temperature of electrons is 3000 K. Two insets show the corresponding trajectory fragments (250 fs each) for the nuclei and for the centres of electron wave packets.
FIG. 4: The S1 lifetimes distribution from 10 MD trajectories for the system of 30 H$_2$ molecules at $T = 1300$ K and $\rho=0.6$ g/cc.

THE GROUND STATE AND THE EXCITED STATE OF A HYDROGEN MOLECULE IN THE eFF MODEL

In order to clarify the meaning of the excited states of H$_2$ molecules in the eFF model, we put on the plot (Fig. 3) the values of the potential energy of the molecule and the corresponding values of H-H distances for the ground state case and for the excited case. Electrons, being significantly lighter than nuclei, move much faster than nuclei and create some averaged field that forms an effective potential between two ions. This analysis shows two distinct states of the isolated H$_2$ molecule. It is interesting that in the excited state we see a clear minimum that justifies the stability of the molecule.

VIBRONIC EXCITATION OF THE FIRST MOLECULE IN THE SYSTEM

An animation that illustrates the vibronic excitation of the first molecule in the system at $\rho = 0.3$ g/cc during isochoric heating presented in the file h2_excitation.mp4. The large green balls represent the hydrogen nuclei. The centers of the electronic wave-packets are shown as the small balls that are green at low kinetic energy. They become red when the kinetic energy of the corresponding electron becomes higher than the threshold value.
DISTRIBUTION OF S1 LIFETIMES DURING SURFACE HOPPING MD

10 different equilibrated atomic configurations with 60 atoms have been obtained for 1300 K and 0.6 g/cc. MD with surface hopping is calculated from each of these initial conditions for 500 fs. In this ensemble of MD trajectories we find 44 excitations from S0 to S1 and back to S0. Fig. 4 shows the corresponding distribution of S1-state lifetimes.

VISUALIZATION OF THE EXCITONS REVEALED VIA ROKS DFT

In order to illustrate the size effects on Fig. 5-8 we present the comparisons of SOMO-1/2 orbitals at different densities in the systems of 480 atoms and in the systems of 3840 atoms (8 time larger). The systems with different sizes have been equilibrated independently that is why the excitons are different. It is only their visible size that we compare.

One can see that the excitons at $\rho = 0.7 - 0.8$ g/cc are localized and there is no evident dependence of their spacial extention on the system size. At $\rho = 1.0$ g/cc the exciton is delocalized for both system sizes (due to the spreading of the orbitals in the larger system the exciton visualisation needs a lower isolevel value). At $\rho = 0.9$ g/cc we observe a threshold situation between the localized and delocalized cases.
FIG. 5: Isosurfaces of SOMO-1 and SOMO-2 orbitals for $\rho = 0.7$ g/cc.
FIG. 6: Isosurfaces of SOMO-1 and SOMO-2 orbitals for $\rho = 0.8$ g/cc.
FIG. 7: Isosurfaces of SOMO-1 and SOMO-2 orbitals for $\rho = 0.9$ g/cc.
FIG. 8: Isosurfaces of SOMO-1 and SOMO-2 orbitals for $\rho = 1.0$ g/cc.