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Abstract—This paper addresses the trajectory tracking problem of an autonomous tractor-trailer system by using a decentralized control approach. A fully decentralized model predictive controller is designed in which interactions between subsystems are neglected and assumed to be perturbations to each other. In order to have a robust design, a tube-based approach is proposed to handle the differences between the nominal model and real system. Nonlinear moving horizon estimation is used for the state and parameter estimation after each new measurement, and the estimated values are fed to the robust tube-based decentralized nonlinear model predictive controller. The proposed control scheme is capable of driving the tractor-trailer system to any desired trajectory ensuring high control accuracy and robustness against neglected subsystem interactions and environmental disturbances. The experimental results show an accurate trajectory tracking performance on a humpy grass field.

Index Terms—agricultural robot, tractor-trailer system, autonomous vehicle, decentralized nonlinear model predictive control, nonlinear moving horizon estimation, tube-based nonlinear model predictive control.

I. INTRODUCTION

A
non autonomous tractor with a trailer attached to it is a complex mechatronic system in which the overall system dynamics can be divided into, at least, three subsystems: the longitudinal dynamics, the yaw dynamics of the tractor and the yaw dynamics of the trailer. Moreover, there exist interactions between these subsystems. First, since the tractor and the trailer are mechanically coupled to each other, a steering angle input applied to the tractor affects not only the yaw dynamics of the tractor but also the yaw dynamics of the trailer. Second, the same hydraulic oil is used in the overall system which makes that an input to one of the three subsystems also affects the others. Finally, the diesel engine rpm has a direct effect on the hydraulic oil flow. This implies that a manipulation on the diesel engine rpm affects all the subsystem dynamics.

Various implementation examples to control tractor with/without trailer system are seen in literature. In order to follow straight lines, model reference adaptive control was proposed for the control of a tractor configured with different trailers in [1], and a linear quadratic regulator was used to control a tractor-trailer system in [2]. Both controllers have been designed based on dynamic models. However, since these dynamic models are derived with a small steering angle assumption, they are not suitable for curvilinear trajectory tracking. For curvilinear trajectories, NMPC was proposed for the control of a tractor-trailer system in [3]. Extended Kalman filter (EKF) was used to estimate the yaw angles of the tractor and trailer. However, the effects of side-slip were neglected. In [4], the states and parameters of a tractor including the wheel slip and side-slip were estimated with nonlinear moving horizon estimation (NMHE) and fed to a nonlinear MPC. As a model-free approach, a type-2 fuzzy neural network with a sliding mode control theory-based learning algorithm was proposed to control of a tractor in [5].

The aforementioned interactions make the control of complex mechatronic systems challenging. One candidate solution is the use of a centralized control approach, e.g. centralized model predictive control (CeMPC). However, the main disadvantage of the centralized control approach is that the centralized control of such systems using a plant-wide model may not be computationally feasible since the optimization process of a multi-input-multi-output system is a time consuming task [6], [7]. As a simpler alternative solution, decentralized MPC (DeMPC) can be preferred in which the global optimization problem is divided into smaller pieces resulting in simpler and tractable optimization problems. In this method, local control inputs are computed using only local measurements, and it reduces the order of the models to that specific local subsystem [8]. The main drawback of this approach is that it neglects the system interactions and has to deal with them as if they are disturbances. If the subsystem interactions are not very strong in a complex mechatronic system, this approach can be preferred.

De(N)MPC has recently been studied by several researchers as it requires simpler optimization problems when compared to its centralized counterpart. In [9], a fully decentralized structure has been studied in which the overall system is nonlinear, discrete time and no information can be exchanged between local controllers. Whereas the system is also discrete-time and nonlinear in [10], each subsystem is locally controlled with an MPC algorithm guaranteeing the input-to-state stability property. Unlike [9] and [10], there is a partial exchange of information between subsystems in [11], [12]. It is to be noted
that the most real world implementations are similar to the case in [9] and [10] in which the systems are fully decentralized. In this paper, we also focus on such a design that there is no information exchange between the subsystems.

Although (N)MPC has caught noticeable attention from researchers for its ability to handle constraints as well as non-linearities in multi-input-multi-output systems, robust stability can only be obtained if the nominal system is inherently robust and the state estimation errors are sufficiently small [13]. Unfortunately, predictive controllers are not always inherently robust [14]. One approach to deal with this drawback is the use of robust (N)MPC design methods, e.g., by taking the state estimation error into account. In [15], a tube-based MPC has been proposed which generates the inputs to the system based-on the measurements coming from the nominal model. The aforementioned structure was criticized because the method does not take the outputs of the real-time system into account. As an alternative approach, a novel tube-based MPC, which tries to minimize the cost function with respect to the outputs of the real-time system, has been proposed for state feedback in [16] and output feedback in [17]. In earlier studies, the tube-based approach was formulated only for the discrete-time and linear MPC case. Recently, it has been extended to the continuous-time case in [18] and the nonlinear case in [19], [20]. In another study, tube-based MPC was proposed for the control of large-scale systems with a distributed control scheme in which a decentralized static state-feedback controller is used for the control of each subsystem [21]. In this paper, the approach in [21] has been extended to the nonlinear and decentralized MPC case.

There exist successful real-time implementations of tube-based MPC in literature: A nonlinear model can be linearized around a working point and described as a linear system with additive disturbances. In [22], the robustness of the tube-based MPC has been elaborated against significantly changing working points based-on a single optimization problem. The experimental results on a quadruple-tank plant show the stability and offset-free tracking of the control algorithm. The real-time examples on tube-based approach have been extended to motion planning and trajectory tracking of mobile robots in [23], [24]. Whereas the ancillary control law was linear-time-invariant in [24], the approach has been extended by using an adaptive state feedback gain in [25] for the trajectory tracking problem of mobile robots.

**Contribution of this paper:** In this study, a fast, robust, tube-based decentralized NMPC has been implemented and tested in real-time with respect to its potential to obtain fast, accurate and efficient trajectory tracking of a tractor-trailer system. To succeed, the following selections have been made:

- The use of C++ source files to realize the control algorithm in real-time,
- The use of the decentralized control algorithm instead of a centralized one,
- A simple solution for the optimization problems in NMPC and NMHE is used in which the number of Gauss-Newton iterations is limited to 1.
- A practical mechatronic system, illustrating how control, sensing and actuation can be integrated to achieve an intelligent system, is designed and presented.

This paper is organized as follows: The experimental set-up and the kinematic tricycle model of the system are presented in Section II. The basics of the implemented robust tube-based DeNMPC approach and the learning process by using NMHE are described in Section III. The experimental results are presented in Section IV. Finally, some conclusions are drawn from this study in Section V.

II. AUTONOMOUS TRACTOR-TRAILER SYSTEM

A. Experimental Set-up Description

The global aim of the real-time experiments in this paper is to track a space-based trajectory with the small agricultural tractor-trailer system shown in Fig. 1. Two GPS antennas are located straight up the center of the tractor rear axle and the center of the trailer to provide highly accurate positional information. They are connected to a Septentrio AstetRx2eH RTK-DGPS receiver (Septentrio Satellite Navigation, NV, Belgium) with a specified position accuracy of 2 cm at a 5-Hz sampling frequency. The Frepos network supplies the RTK correction signals via internet by using a Digi Connect WAN 3G modem.

![The tractor-trailer system](image-url)

The GPS receiver and the internet modem are connected to a real time operating system (PXI platform, National Instrument Corporation, USA) through an RS232 serial communication. The PXI system acquires the steering angles and the GPS data, and controls the tractor-trailer system by applying voltages to the actuators. A laptop connected to the PXI system by WiFi functions as the user interface of the autonomous tractor. The control algorithms are implemented in LabVIEW™ version 2011, National Instrument, USA. They are executed in real time on the PXI and updated at a rate of 5-Hz.

The robust tube-based DeNMPC calculates the desired steering angles for the front wheels of the tractor and the trailer, respectively. These reference signals are then sent to two low level controllers, PI controllers in our case, which provide the low level control of the steering mechanisms. While the position of the front wheels of the tractor is measured using a potentiometer mounted on the front axle yielding a position measurement resolution of 1 degree, the position of
the electro-hydraulic valve on the trailer is measured by using an inductive sensor with 1 degree precision.

The speed of the tractor is controlled through an electromechanical actuator connected to the hydrostat pedal connected to the variable hydromotor. The wheel speed is controlled by a cascade system with two PID controllers, where the inner loop controls the hydrostat pedal position to the reference position requested by the outer loop. Figure 2 shows the hydrostat electro-mechanical valve (Fig. 2(a)), the steering angle potentiometer (Fig. 2(b)), and the trailer actuator (Fig. 2(c)), respectively.

![Fig. 2. (a) Hydrostat electro-mechanical valve (b) Steering angle potentiometer (c) Trailer actuator](image)

Fig. 2. (a) Hydrostat electro-mechanical valve (b) Steering angle potentiometer (c) Trailer actuator

### B. Kinematic Tricycle Model

The model for the autonomous tractor-trailer system is an adaptive kinematic model neglecting the dynamic force balances in the equations of motion. The model used here is an extension of the ones used in [2], [26]. The extensions are the additional three slip parameters ($\mu$, $\kappa$ and $\eta$) and the definition of the yaw angle difference between the tractor and the trailer by using two angle measurements ($\alpha$ and $\beta$) instead of one angle measurement. A dynamic model would, of course, represent the system behaviour with a better accuracy, but the investment for building such a model through multibody modelling and system identification would be considerably higher [27], [28]. Moreover, a dynamic model would increase the computational burden in the optimization process in DeN-MPC. The schematic diagram of the autonomous tractor-trailer system is presented in Fig. 3.

The equations of motion of the system to be controlled are as follows:

\[
\begin{bmatrix}
\dot{x}' \\
\dot{y}' \\
\dot{\theta} \\
\dot{x} \\
\dot{y} \\
\dot{\psi}
\end{bmatrix} =
\begin{bmatrix}
\mu v \cos(\theta) \\
\mu v \sin(\theta) \\
\mu \tan(\kappa \delta^i) \\
\nu v \cos(\psi) \\
\nu v \sin(\psi) \cos(\eta \delta^i + \beta) \\
\frac{\nu v}{1 - \frac{\nu v}{\mu v} \tan(\kappa \delta^i) \cos(\eta \delta^i + \beta)}
\end{bmatrix}
\]

where $x'$ and $y'$ represent the position of the tractor, $\theta$ is the yaw angle of the tractor, $x'$ and $y'$ represent the position of the trailer, $\psi$ is the yaw angle of the trailer, $v$ is the longitudinal speed of the system. Since the tractor and trailer rigid bodies are linked by two revolute joints at a hitch point, the tractor and the trailer longitudinal velocities are coupled to each other. The steering angle of the front wheel of the tractor is represented by $\delta^i$, $\beta$ is the hitch point angle between the tractor and the drawbar at $RJ^1$; $\delta^i$ is the steering angle between the trailer and the drawbar at $RJ^2$; $\mu$, $\kappa$ and $\eta$ are the slip coefficients for the wheel slip of the tractor, side-slip for the tractor and side-slip for the trailer, respectively. It is to be noted that the slip parameters can only get values between zero and one. While a wheel slip of one indicates that the wheel and tractor velocities are the same, a ratio of zero indicates that the wheels are skidding on the surface, i.e., the tractor is no longer steerable [29], [30].

The physical parameters that can be directly measured are as follows: The distance between the front axle of the tractor and the rear axle of the tractor $L'(1.4m)$, the distance between $RJ^2$ and the rear axle of the trailer $L'(1.3m)$ and the distance between the rear axle of the tractor and $RJ^2 l(1.1m)$, respectively.

### III. NONLINEAR MOVING HORIZON ESTIMATION AND DECENTRALIZED NONLINEAR MODEL PREDICTIVE CONTROL

#### A. Nonlinear Moving Horizon Estimation

As any type of (N)MPC requires information on the system states, these have to be either directly measured or estimated. In practical applications, it is typically impossible to measure all states directly. Therefore, it is generally necessary to estimate some states or unknown model parameters online when working with (N)MPC. The most commonly used method for state and parameter estimation is the EKF. However, the main
disadvantage of the EKF approach is that this method cannot deal with the constraints on the states or parameters (e.g. no negative wheel slip). To overcome this limitation of the EKF moving horizon estimation (MHE) has been proposed as an optimization based state estimator [3]. In this paper, an alternative method, NMHE has been preferred since it treats the state and the parameter estimation within the same problem and also constraints can be incorporated. The constraints play an important role in the autonomous tractor-trailer system. For instance, the slip coefficients cannot be larger than 1.

The NMHE problem can be formulated as follows:

\[
\min_{x(t), u(t)} \int_{t_k-t_h}^{t_k} \|y_m(t) - h(x(t), u(t), p)\|^2 dt + \|\hat{x}(t_k-t_h) - x(t_k-t_h)\|^2_p \\
\text{subject to} \quad \dot{x}(t) = f(x(t), u(t), p)
\]

(2)

where \(y_m\) and \(h\) are the measured output and measurement function, respectively. Deviations of the first states in the moving horizon window and the parameters from priori estimates \(\hat{x}\) and \(\hat{p}\) are penalised by a symmetric positive definite matrix \(P\). Moreover, deviations of the predicted system outputs and the measured outputs are penalised by symmetric positive definite matrix \(H\) [31]. Upper and lower bounds on the model parameters are represented by parameters \(p_{min}\) and \(p_{max}\), respectively.

The last term in the objective function in (2) is called the arrival cost. The reference estimated values \(\hat{x}(t_k-t_h)\) and \(\hat{p}\) are taken from the solution of NMHE at the previous estimation instant. In this paper, the matrix \(P\) for the arrival cost has been chosen as a so-called smoothed EKF-update based on sensitivity information obtained while solving the previous NMHE problem [32]. The contributions of the past measurements to the covariance matrix \(P\) are downweighted by a process noise covariance matrix \(D_{update}\) which must be available. The calculation of \(P\) can be found in [32], [33].

B. Decentralized Nonlinear Model Predictive Control

In a single-input-single-output control scheme, the aim is to follow a constant or time-varying reference by using one control variable. However, in a multi-input-multi-output control, multiple interacting states are controlled by using multiple control variables. This makes it considerably more challenging to design an appropriate control scheme for such systems. When a process model is available, all the interactions between the different subsystems can be taken into account by using a model-predictive control approach. However, as many of these MIMO systems, such as the tractor-trailer system investigated in this study are nonlinear in nature, these cannot be conveniently controlled with linear MPC. This results in a necessity of the combination of a nonlinear model and an MPC which is referred to as NMPC.

In order to be able to design a DeNMPC, a partitioned model of full system should be available derived from partitioning methods as non-overlapping decomposition or completely overlapping decomposition. However, considering the kinematic model in (1), the first three states of (1) are the state equations of the tractor while the last three states are the state equations of the trailer. Thus, the equations of motion for the tractor-trailer system represented in (1) are naturally decoupled so that partitioning methods are not needed for our system. Even if there exist several interactions in the real-time application, the only subsystem interaction in (1) is that the steering angle of the tractor has influence on the yaw angle of the trailer. Since the subsystem model has to consist of only its states and inputs in DeNMPC, the effect of the steering angle of the tractor on the yaw angle of the trailer will be neglected. As a result, the new equation for the yaw angle of the trailer is written as follows:

\[
\psi = \frac{\mu v}{L} (\sin (\eta \delta + \beta))
\]

(3)

For the formulation of DeNMPC, it is assumed that the plant comprises \(N\) subsystems to give the general formulation for DeNMPC.

1) System Model: A nonlinear system model consisting of \(N\) subsystems is written for each subsystem as follows:

\[
\dot{x}_i(t) = f_i(x_i(t), u_i(t)) + g_i(x_i(t), u_i(t)) + d_i(t), \quad i \in \mathbb{I}_{1:N}
\]

(4)

where \(x_i \in \mathbb{R}^{n_i}, u_i \in \mathbb{R}^{m_i}\), and \(d_i \in \mathbb{R}^{n_i}\) are respectively the state, the input and the disturbance of the \(i^{th}\) subsystem. The influence of the \(i^{th}\) subsystem and the influence of the other subsystems on the \(i^{th}\) subsystem are described by \(f_i\) and \(g_i\), functions that are continuously differentiable, respectively. At each time-step, the states and the inputs have to satisfy:

\[
x_i(t) \in X_i, \quad u_i(t) \in U_i
\]

(5)

where \(X_i \subseteq \mathbb{R}^{n_i}\) is closed, \(U_i \subseteq \mathbb{R}^{m_i}\) is compact and each set contains the origin in its interior point. The constraints for each input are defined uncoupled because the feasible regions of the inputs do not affect each other. The disturbance \(d_i\) is assumed to be bounded,

\[
d_i(t) \in D_i
\]

(6)

where \(D_i \subseteq \mathbb{R}^{n_i}\) is compact and contains the origin in its interior point.

From (4), the nominal system for each subsystem is obtained by neglecting the subsystem interaction \(g_i(x(t), u(t))\) and the disturbance \(d_i(t)\) as follows:

\[
\dot{x}_i(t) = f_i(x_i(t), u_i(t)), \quad i \in \mathbb{I}_{1:N}
\]

(7)

where \(x_i \in \mathbb{R}^{n_i}\) and \(u_i \in \mathbb{R}^{m_i}\) are the nominal state and input, respectively.

2) Objective Functions: The stage cost and the terminal penalty are respectively written for each subsystem \(i \in \mathbb{I}_{1:N}\) as follows:

\[
V_{SCE}(\bar{x}_i, \bar{u}_i) = \frac{1}{2} ||\bar{x}_i(t_k) - \bar{x}_i(t_h) ||_{Q_i}^2 + ||\bar{u}_i(t_k) - \bar{u}_i(t_h) ||_{R_i}^2
\]

(8)

\[
V_{TIP}(\bar{x}_i) = \frac{1}{2} ||\bar{x}_i(t_k + t_h) - \bar{x}_i(t_h) ||_{S_i}^2
\]

(9)

where \(Q_i \in \mathbb{R}^{n_i \times n_i}, R_i \in \mathbb{R}^{m_i \times m_i}\) and \(S_i \in \mathbb{R}^{n_i \times n_i}\) are weighting matrices being symmetric and positive definite, \(\bar{x}_i\) and \(\bar{u}_i\) are the references for the states and the inputs, \(\bar{x}_i\) and \(\bar{u}_i\) are the
The ancillary control law where they are in the neighborhoods of the origin. The control scheme centered along the nominal trajectory [16]. The control scheme where

\[ Z \]

is the plant objective function. Moreover, upper and lower bounds on the state and the input are represented by \( \bar{x}_i \) and \( \bar{u}_i \) respectively.

The nominal controller \( \bar{u}_i(t) \) is calculated online. However, upper and lower bounds on the state and the input are represented by \( \bar{x}_i \) and \( \bar{u}_i \) respectively. The stability proof of DeNMPC can be found in [9], [10], [34].

C. Robust Tube-based Decentralized Nonlinear Model Predictive Control

As can be seen from [4], the nonlinear model for each subsystem consists of its state, its input, the influence of other subsystems and the disturbance. However, the nominal model in [7] does not consist of the subsystem interactions. In the decentralized control approach the effects of interconnections are treated as perturbations. For this reason, the uncertainty between the nominal model and the real system can result in poor performance for real-time applications. For this reason, the tube-based approach for MPC and NMPC was proposed in [16], [19] to obtain robust performance of the system. The robust control law is written as follows:

\[ u_i(t) = \bar{u}_i(t) + K_i(x_i(t) - \bar{x}_i(t)) \]  

(12)

where \( K_i \in \mathbb{R}^{m \times n} \) is the feedback gain, \( \bar{u}_i(t) \) is the output of the DeNMPC, \( u_i(t) \) is the overall control action applied to the real system, \( x_i(t) - \bar{x}_i(t) \) is the modeling error between the real system and the nominal model for each subsystem.

The uncertainty term for each subsystem which is the summation of the subsystem interaction and the disturbance is written as follows:

\[ z_i = g_i(x(t), u(t)) + d_i(t), \quad i \in \{1, \ldots, N\} \]  

(13)

where \( z_i \in \mathbb{Z}_i \) is a robust positively invertible set. It is assumed that \( \mathbb{Z}_i \subset X_i \) and \( K_i \mathbb{Z}_i \subset U_i \). The nominal state and input have to satisfy:

\[ \bar{x}_i \in \bar{X}_i = X_i \cap \mathbb{Z}_i \]

\[ \bar{u}_i \in \bar{U}_i = U_i \cap K_i \mathbb{Z}_i \]  

(14)

where they are in the neighborhoods of the origin.

The nominal controller \( \bar{u}_i(t) \) is calculated online. However, the ancillary control law \( K_i \) obtained offline keeps the trajectories of the system error on the robust control invariant set \( z_i \) centered along the nominal trajectory [16]. The control scheme of the system is illustrated in Fig. 4.

D. Solution Methods

The optimization problems in NMHE [2] and in DeNMPC [11] are similar to each other, which makes that the same solution method can be applied for both NMPC and NMHE [4]. In this paper, the multiple solution method has been used in a fusion with a generalized Gauss-Newton method. Although the number of iterations cannot be determined in advance, a simple solution was proposed in [33] in which the number of Gauss-Newton iterations is limited to 1. Meanwhile, each optimization problem is initialized with the output of the previous one. When implementing the NMPC-NMHE framework for the trajectory tracking problem, the discrete-time optimization is preferred since the trajectory is generally described and stored in discrete time in a spaced based trajectory.

The ACADO code generation tool, an open source software package for solving optimization problems [56], has been used to solve the constrained nonlinear optimization problems in the NMHE and DeNMPC. First, this software generates C-code, which is then converted into a .dll file to be used in LabVIEW. Detailed information about the ACADO code generation tool can be found in [36–38].

IV. EXPERIMENTAL RESULTS

A. Implementation of NMHE

Some states of the autonomous tractor-trailer system cannot be measured. Even if states can be measured directly, the obtained measurements contain time delays and are contaminated with noise. Moreover, data loss from the GPS for global localization of the tractor sometimes occurs. In order to estimate the unmeasurable states or parameters, the NMHE method is used. Since only one GPS antenna is mounted on the tractor and one GPS antenna on the trailer, the yaw angles of the tractor and the trailer cannot be measured. As knowledge of the yaw angles of tractor and trailer is essential for accurate trajectory tracking, these variables have to be accurately estimated.

The inputs to the NMHE algorithm are the position of the tractor, the longitudinal velocity values from the encoders mounted on the rear wheels of the tractor and the steering angle values from the potentiometer mounted on the steering axle of the front wheels of the tractor, the position of the trailer...
and the steering angle values from the inductive sensors on the trailer and the hitch point angle from the potentiometer between the tractor and the drawbar. The outputs of NMHE are the positions of the tractor and the trailer in the x- and y-coordinate system, the yaw angles for both the tractor and the trailer, the slip coefficients, the hitch point angle and the longitudinal speed. In all the real-time experiments, the estimated values are fed to the robust tube-based DeNMPC.

The NMHE problem is solved at each sampling time with the following constraints on the parameters:

\[
\begin{align*}
0.25 &\leq \mu \leq 1 \\
0.25 &\leq \eta \leq 1 \\
0.25 &\leq \kappa \leq 1
\end{align*}
\]

Even on an ice road, the slip parameters are expected to be around 0.2. Thus, the lower limit above is chosen for an agricultural operation.

The standard deviations of the measurements are set to \(\sigma_{\delta_t} = \sigma_{\delta_\beta} = 0.03\) m, \(\sigma_\theta = 0.0175\) rad, \(\sigma_\psi = 0.1\) m/s, \(\sigma_{\delta_t} = 0.0175\) rad and \(\sigma_{\delta_\beta} = 0.0175\) rad based on the information obtained from the real-time experiments. Thus, the following weighting matrix \(H\) and the necessary weighting matrix \(D_{\text{update}}\) to calculate the weighting matrix \(P\) have been used in NMHE:

\[
H = \text{diag}(\sigma_{\delta_t}, \sigma_{\delta_\beta}, \sigma_{\delta_t}, \sigma_\theta, \sigma_\psi, \sigma_\kappa, \sigma_\beta, \sigma_\nu)^{-1}
= \text{diag}(3, 3, 3, 1.75, 10, 1.75, 1.75)^{-1} \times 10^2
\]

\[
D_{\text{update}} = \text{diag}(x_t', y_t', \theta_t', \psi_t', \mu, \kappa, \beta, \psi)
= \text{diag}(10.0, 10.0, 0.1, 10.0, 10.0, 0.1, 0.25, 0.25, 0.25, 0.1745, 0.1)
\]

### B. Implementation of Robust Tube-based DeNMPC

The functions \(f_1\) and \(g_1\) in \[(14)\] are respectively written for the tractor and trailer as follows (subscript 1 refers to the tractor and subscript 2 refers to the trailer):

\[
f_1 = \begin{bmatrix}
\mu \cos(\theta) \\
\mu \sin(\theta)
\end{bmatrix}, \quad f_2 = \begin{bmatrix}
\mu \cos(\psi) \\
\mu \sin(\psi)
\end{bmatrix}
\]

\[
g_1 = \begin{bmatrix}
0 \\
0 \\
0
\end{bmatrix}, \quad g_2 = \begin{bmatrix}
0 \\
0 \\
-\frac{1}{R_t} \tan(\kappa \delta' + \beta)
\end{bmatrix}
\]

The DeNMPC problems for the two subsystem are solved at each sampling time with the following constraints on the inputs which are the steering angles of the tractor and the trailer:

\[
-30^\circ \leq \delta'(t) \leq 30^\circ \\
-20^\circ \leq \delta'(t) \leq 20^\circ
\]

The references for the positions and the inputs of the tractor and trailer are respectively changed online while all other references are set to zero as follows:

\[
x_{1r} = (x_t', y_t', \theta_t')^T \\
u_{1r} = (\delta_{\text{ref}}') \\
x_{2r} = (x_t', y_t', \psi_t')^T \\
u_{2r} = (\delta_{\text{ref}}')
\]

The input references are the recent measured (real past) the steering angle of the front wheel of the tractor and the steering angle of the trailer. They are used in the objective function to provide a possibility to penalize the variation in the inputs from time-step to time-step. Moreover, the weighting matrices \(Q_t\), \(R_t\) and \(S_t\) are defined as follows:

\[
Q_t = \text{diag}(1, 1, 0) \\
R_t = 10 \\
S_t = \text{diag}(10, 10, 0)
\]

As can be seen from \[(21)\], the weighting for the inputs has been chosen large enough in order to get well damped closed-loop behaviour. The reason for such a selection is that since the tractor-trailer system is slow, it cannot give a fast response. Moreover, the weighting values in \(S_t\) are set 10 times larger than the values in the weighting matrix \(Q_t\). Thus, the deviations of the predicted values at the end of the horizon from their reference are penalized 10 times more in the DeNMPC cost function than the previous points.

To handle the uncertainties between the nominal plant and the real-time system for each subsystem, the ancillary control law \(K_t\) is set to

\[
K_t = -\text{diag}(0, 0, 3)^T
\]

As can be seen from \[(22)\], since only the difference between the yaw angles of the nominal model and the real-time system are taken into account, the ancillary control law is linear time invariant. If the differences of \(x\) and \(y\)-axis would be considered, the ancillary control law should be nonlinear or linear time variant.

### C. Real-time Results

A space-based trajectory consisting of three 8-shaped trajectory has been used as a reference signal. Each 8-shaped trajectories consists of two straight lines and two smooth curves. Since the radii of the curves are equal to 10 m, 8 m and 6.67 m, the curvatures of the smooth curves are equal to 0.1, 0.125 and 0.15, respectively. (The curvature of a circle is the inverse of its radius).

The reference generation method in this paper is as follows: As soon as the tractor starts off-track, first, it quickly calculates the closest point on the space-based trajectory. Then, it determines the desired point at a fixed forward distance from the closest point on the trajectory at every specific time instant. While the selection of a large distance from the closest point on the trajectory results in a steady-state error on the trajectory to follow, the drawback of selecting a small distance is that it results in oscillatory behavior of the steering mechanism. Another parameter to determine the mentioned fixed forward distance is the longitudinal velocity of the vehicle, i.e. the
larger longitudinal velocity the larger forward distance. The main goal of the reference generation algorithm for the tractor is both to prevent the oscillations of the steering mechanism and to minimize the steady-state trajectory following error. In this study, this look ahead distance was optimized through trial-and-error and set to 1.6 m for a forward speed of 1 m/s.

As can be seen from Fig. 5, the autonomous tractor-trailer system is capable to stay on-track. In theory, since the reference generation algorithm places the target point 1.6 meters ahead from the front axle of the tractor, there will be always a steady-state error for the curvilinear trajectories, which makes the tractor “cut corners”. On the other hand, no steady-state error is expected for the linear trajectories.

In Fig. 6 the Euclidian error to the space-based reference trajectory for both the tractor and the trailer is shown. The mean values of the Euclidian error of the tractor and the trailer for the straight lines are 7.95 cm and 5.42 cm, respectively. Besides, the mean values of the Euclidian error of the tractor and the trailer for the curvature values 0.1, 0.125 and 0.15 of the curved lines are 59.54 cm and 55.51 cm, 66.93 cm and 64.41 cm, 76.86 cm and 76.38 cm, respectively. Although the robust tube-based DeNMPC for the trailer calculates the proper outputs for $\delta'$ at $RJ^2$, the error correction for the trailer is limited due to the fact that the length of the drawbar between the tractor and the trailer is only 20 cm, which corresponded to a maximal lateral displacement of the trailer with respect to the tractor of 10.5 cm. Moreover, the error correction for the trailer decreases when the curvature value of the curved lines increases. As can be seen from Fig. 6 if the curvature value of curved lines is equal to or larger than 0.15, there is no error correction for the trailer due to the mechanical properties of the real-time system.

The NMHE parameter estimation performance for the slip coefficients is represented in Fig. 7. As can be seen from this figure, the estimated parameter values are within the constraints specified in (15). Deviations in the forward slip parameter occurs when a vehicle accelerates, decelerates or soil conditions change, etc. Moreover, the deviations on the side-slip parameters occur each time the steering angles are changed. However, this is not the case in our system. Instead, the deviations in the slip parameters are momentous due to modeling errors in our case.

In Figs. 8-9 the outputs, the steering angle ($\delta'$) reference for the tractor and the steering angle ($\delta'$) reference for the trailer, of the robust tube-based DeNMPC are illustrated. As can be seen from these figures, the performance of the low level controllers is sufficient. Moreover, it is observed from Fig. 9 that even if the output of the robust tube-based DeNMPC for the trailer reaches its constraints, the error correction is limited due to the aforementioned limited length of the drawbar. It is to be noted that while the contribution of the state-feedback controller is less than 1% to the overall control signal for the tractor, it is around 5% for the trailer since the influence of
the real-time experiments, a real-time controller equipped with centralized NMPC (CeNMPC) are given in Table I. During the experiments, the interaction and uncertainties. The mean value of the Euclidian error to the straight line was 7.5 cm and 5.42 cm for the tractor and trailer, respectively. It is to be noted that the ACADO code generation provide feedback in the millisecond range for DeNMPC so that the DeNMPC needed less than 75% of the the computation time required for CeNMPC.

V. CONCLUSIONS AND FUTURE RESEARCH

In this study, a fast robust tube-based DeNMPC-NMHE framework based-on an adaptive tricycle kinematic model has been elaborated for the control of an autonomous tractor-trailer system. The experimental results in the field have shown that the NMHE is able to accurately estimate the unmeasurable states and parameters online, and the robust tube-based DeNMPC is robust against neglecting subsystem interactions and uncertainties. The mean value of the Euclidian error to the straight line was 7.95 cm and 5.42 cm for the tractor and trailer, respectively. It is to be noted that the ACADO code generation provide feedback in the millisecond range for DeNMPC so that the DeNMPC needed less than 75% of the the computation time required for CeNMPC.

A. Future research

Since the robust tube-based DeNMPC-NMHE framework based upon the adaptive kinematic model of the tractor-trailer system provides feedback times in a millisecond, it is amenable to extend this framework based-on a dynamic model.
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