Application of artificial neural networks to solution of variational problems in hydrodynamics
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Abstract. The paper deals with a combined approach to approximation of velocity fields and minimization the objective functional in solving viscous fluids flow problems. The mathematical formulation of the problem is presented in the form of a generalized Lagrange functional. The flow function is designed using a feed forward artificial neural network with one hidden layer and with logistic activation function. The boundary values of the flow function are determined using the fluid flow rate. Thus, the problem of determination the velocity field is reduced to the problem of finding the network weights by minimizing the generalized Lagrange functional.

1. Introduction

A number of physics laws are brought to a statement that some value in the process under study has to reach its minimum or maximum. In such a formulation these laws are called variational principles [1, 2]. In hydromechanics the variational approach connected with finding the extremum of the objective functional is an alternative to the classical approach connected with solution the boundary value problems [3, 4]. Variational statements of viscous fluid flow problems are usually used in studying the motion of fluids without taking into account the inertia forces, but including non-Newtonian properties of medium [5] and mass forces [2]. The generalized Lagrange variational principle was proved in [5, 6] and used to solve quasistationary and non-Newtonian fluid flow variational problems.

Ritz method was frequently used direct method in variational calculus [1,2]. In numerical implementation the variational problem is reduced to determination of the minimum of the multiple variables function. Accuracy of the solution is largely determined by successful choice of unknown functions set. Alternatively, direct methods in variational calculus can be implemented using artificial neural networks (ANNs). It is a well known fact that feed forward ANNs with one or more hidden layers perform well in solving fitting problems [7].

In work [8] the author demonstrates applications of ANNs for variational problems in mathematics and engineering, including the geodesic problem, the brachistochrone problem, the catenary problem and others. The boundary value problems are presented as inverse problems with objective functionals in the form of cost functions. In should be noted that the cost functions don’t have any physical meaning. In general, the solving approach is represented in three steps. Step one is choose a suitable parametrized function set. Step two is choose an appropriate objective functional. Step three is design and train an
ANN [8]. A hybrid method for the solution of initial-boundary value problems based on the specific trial solutions and the corresponding adjustable parameters is proposed in [9]. Method is based on Kolmogorov and Cybenko theorems and the functional minimization technique. The applications of ANNs in hydrodynamics are not limited with variational calculus. Deep learning methods and convolutional neural networks (CNNs) have applications to hydrodynamics. The CNNs allow to extrapolate the fluid flow in time using images of the fluid flow process [10, 11].

The limits of variational methods applications can be associated with the complexity of solving non-stationary problems and with the complexity of defining the set of unknown. This work deals with overcoming these limitations due to a new quasistationary formulation of the variational problem of hydrodynamics and the use of artificial neural networks as approximators of unknown functions.

2. Mathematical model

Suppose that the fluid completely fills the domain $\Omega$ with surface $S$, which is characterized by a unit outer normal vector $n$. Supposed that a velocity field $v$ is the vorticity of some vector field $a$: $v = \nabla \times a$ and its components $a_i$ are unknown functions in the variational problem. The velocity field is solenoidal $\nabla \cdot v = 0$. The functions $a$ and $v$ are given at the surface $S$. This is equivalent to the static and kinematic boundary conditions specification. The simplest flow domain between two rigid parallel plates is represented in figure 1.

![Figure 1. Flow domain between two parallel plates (a) and the boundary conditions (b).](image)

It is demonstrated in [5] that the following generalized Lagrange variational principle:

$$ J_L^* (a_m) = \int_{\Omega} \Pi_v \, d\Omega, \quad \tag{1} $$

is connected with viscoplastic potential $\Pi_v$ and takes minimal value on a real vector field $a$ compared to any other field $a'$ with the same boundary conditions.

For the fluids described by the Herschel-Bulkley model [5, 12] the functional (1) in Cartesian coordinates takes the form of equation (2):

$$ J_L^* (a_m) = \int_{\Omega} \left( q_0 \xi_{ij} \xi_{ji} + q_1 \xi_{ij} \xi_{ji} \right) \, d\Omega, \quad \tag{2} $$

where, $q_0, q_1, z$ are the Herschel-Bulkley model parameters [12] and $\xi_{ij}$ are the components of strain rate tensor [5, 13].

Supposed that the boundary conditions are as follow: the flow rate is given at the thresholds of the flow domain and the velocity is given on the plates (figure 1). The flow rate can be calculated as the difference of the flow function values at the plates: $Q = \Psi |_{S_4} - \Psi |_{S_2}$. Supposed that $\Psi |_{S_2} = 0$, the boundary conditions can be represented in by formula (3):
Thus, the formulation of the fluid flow problem is presented in the form of the variational problem (2), (3), taking into account the fact that the components of the strain rate tensor are determined using the stream function fixed at the boundary.

3. Simulation model

Objective functional (2) can be represented in the form of the finite series:

$$J^*_L(\alpha_m) = \sum_{k=1}^{m} \left(q_0 \xi^k_{ij} \xi^k_{ji} + \frac{q_1}{z+1} \left(2 \xi^k_{ij} \xi^k_{ji}\right)^{z+1} \right) \Delta x_k,$$

where, $\xi^k_{ij}$ are values of $\xi_{ij}$ in specific point $k$ on the discrete flow domain and $m$ is the total number of points.

Bellow, for simplicity of notation the variable $x_2$ is replaced by $x$. It is proposed to determine the unknown components of the strain rate tensor $\xi_{ij}$ by means of the flow function $\Psi(x)$. Then the nonzero components of the strain rate tensor are defined as:

$$\xi_{12} = \xi_{21} = \frac{1}{2} \frac{d^2 \Psi}{dx^2}.$$  

The flow function is determined using an artificial neural network with one hidden layer taking into account the boundary conditions (3).

It should be noted that the classical fitting problem in machine learning [14] with an error function (so-called cost function or loss function) as the objective functional is not solved in this work. The objective functional is the generalized Lagrange functional (1). The functional (1) has specific physical meaning and variational problem is connected with minimization of internal forces power. The neural network represents the set of flow functions parameterized with networks weights. Weights are determined as the result of solution of the problem, and hence the form of the unknown flow function.

The ANN architecture is presented in figure 2. In the hidden layer, the logistic function [15] of the following form is used as the activation function:

$$H(x) = (1 + \exp(-\theta_j x^j))^{-1},$$

where, $\theta_j x^j$ is a polynomial of degree $d$, $j = 0, d$. The Einstein’s summation notation and the Lourie’s exception are used.

For further calculations, it is convenient to present this formula in matrix form:

$$H(\chi) = \left(1 + \exp\left(-\chi(\theta^{(1)})^T\right)\right)^{-1},$$

where, $H_{[m \times N_{hid}]}$ is a matrix with the components $H_{pk}$ for the hidden layer neurons, $\chi_{m \times (d+1)}$ is a matrix with the components $x_{pj} = x_j^p$ equal to the values of the polynomial terms at each calculation point, $\theta^{(1)}_{N_{hid} \times (d+1)}$ is a matrix of the weights for the hidden layer neurons with the components $\theta_{kj}^{(1)}$. 

The input layer contains $N_{inp} = d + 1$ neurons with the values correspond to the terms $\theta_j x^j$ of a polynomial of degree $d$ (a hyperparameter). The hidden layer contains $N_{hid}$ neurons. According to the boundary conditions (3) the number of hidden layers is more or equal to 4. The optimal number of neurons can be determined using the exact solution of the problem.

A linear activation function is used in the output layer. Then the stream function takes the form:

$$\Psi(\chi) = H^{(2)}_H^T,$$

where, $\Psi(\chi)$ is a matrix with the components equal to the value of stream function at each calculation point, $H_{(m \times (N_{hid}+1))}$ is a matrix with the components $H_{pk}$ for the hidden layer neurons taking into account the unit value neuron, $\theta^{(2)}_{1 \times (N_{hid}+1)}$ is a matrix of the weights for the output layer with the components $\theta^{(2)}_p$.

![Neural network architecture.](image)

**Figure 2.** Neural network architecture.

Taking into account equations (5) and (7) the objective functional (4) is transformed into a function with unknown weights $\theta^{(1)}_{jk}$ and $\theta^{(2)}_p$. Then the flow function calculation is reduced to the problem of unconstrained optimization (4). Given the boundary conditions (3) four unknown coefficients for the output layer are unambiguously expressed from the following equations:

$$\begin{align*}
\theta^{(2)}_p H_{1p} &= 0, p = 0, N_{hid}, \\
\theta^{(2)}_p H_{mp} &= Q, p = 0, N_{hid}, \\
\theta^{(2)}_j \frac{dH}{dx} |_{ij} &= 0, j = 1, N_{hid}, \\
\theta^{(2)}_j \frac{dH}{dx} |_{mj} &= 0, j = 1, N_{hid},
\end{align*}$$

where, $\frac{dH}{dx} |_{ij} = \left( H_{ij} \left( 1 - H_{ij} \right) \right) k \theta^{(1)}_{jk} \chi_{ik-1}$,  \( i = 1, m \)  \( k = 1, d \).

The search for weight coefficients is performed using the gradient descent method implemented in the engineering programming environment [16] in the form of built-in “fminunc” function. The initial values of the weights $\theta^{(1)}_{jk}, \theta^{(2)}_p$ are calculated as the values of a uniformly distributed random variable in the unit interval $(0;1)$. The convergence process for the functional (4) is shown in figure 3. On average, the iterative process converges for 200-300 iterations.
After the problem (4) is solved taking into account (5) and (8), the one-component velocity field is calculated as follows:

\[ V_i = \theta_j^{(1)} \frac{dH}{dx} \delta_{ij}, \quad i = 1, m \quad j = 1, N_{hid}. \]  

(9)

In figure 4a the velocity field (9) obtained for different values of the parameter that determines the degree of the polynomial in the activation function (6) are compared with the analytical solution [6]:

\[ V(x) = -\left(\frac{\Delta p}{q_1l_1}\right)^{1/2} \frac{1}{1+1/z} \left(x^{1+1/z} - L_2^{1+1/z}\right), \]  

(10)

where, \(\Delta p\) is a pressure drop in fluid flow direction; \(L_1\) is the length of the channel; \(L_2\) – is the one-half part of the width of the channel.

**Figure 3.** Iterative process convergence.

**Figure 4.** Comparison of the numerical and the analytical solutions: with the various values of the parameter ‘d’ of the activation function (6) (a) and with the various values of the pressure drop (b).

The validation procedure and the selection of hyperparameters \(m, d\), as well as the number of input and hidden neurons selection, was carried out by choosing the best solution obtained using the described method. An analogue of the labeled sample for the validation procedure is the analytical solution for Newtonian fluid obtained in the cited paper [6].
Validating the numerical algorithm in the form of a program for calculating the flow velocity field (figure 1) made it possible to establish that the error between the numerical solution and the analytical does not exceed 2% with the specific parameter values $d$ is equal to two or three. Despite the fact that with an increase of $d$ the error continues to decrease, a large degree of the polynomial (6) should not be specified in order to avoid the high variance effect [15]. Upon further program testing for determination the number of neurons at the input ($d + 1$) and the number of hidden layer neurons (corresponds to the number of terms in (6), but not less than 5, which is determined by the presence of boundary conditions (3)), it was established that the accuracy of the solution varies slightly with $m$ not less than twenty and $N_{hid}$ not less than ten. A further computational experiment was carried out with the following values of the model parameters: $d$ is equal to two, $m$ is equal to twenty, $N_{hid}$ is equal to ten. In figure 4b the numerical and analytical one-dimensional velocity fields obtained are compared at various pressure drops.

Testing of the model with the selected parameters was carried out on three samples which were the results of exact solutions for various values of the pressure drop along the channel length. The results are presented in figure 4b. The hyperparameters were determined on the basis of comparison the numerical solution with the exact solution. It is sufficient to use 3 neurons in the input layer. Then, the logistic activation function has a second-degree polynomial as an argument. It is sufficient to use 10 neurons in the hidden layer. Discretization of the flow domain is represented by a relatively small number of points $m$ equal to twenty. As the result, the error does not exceed 2%.

Summary
The paper presents the new numerical approach based on a combination of variational principle and the apparatus of artificial neural networks to solve boundary value problems in hydrodynamics. The formulation of the problem is kinematic. That is, as a result of the solution, the velocity field is determined. It is proposed to use the generalized Lagrange functional as the objective functional. This functional has a strict physical meaning connected with the value of inner power. A feed forward artificial neural network is used for minimization of the objective functional. The artificial neural network determines a set of functions parametrized by its weights, on which a solution is sought. Comparison of the numerical solution with the analytical solution for the simplest test problem demonstrated high accuracy of the numerical method.

The following advantages of the proposed numerical method were demonstrated in the work or obviously follow from the results obtained:
- a numerical solution is determined in the entire flow domain in the form of a continuous function that can be expressed analytically, therefore, the resulting solution can be easily analyzed;
- a numerical solution is sought on a set of functions that allow to describe more complex forms of velocity fields than coordinate functions in the Ritz method;
- a set of the unknown functions can be complicated by the use of multilayer neural networks with various activation functions;
- the back-propagation algorithm allows to increase the gradient descent method calculation rate and reduces the simulation time.

Further studies are related to solving problems of three-dimensional Non-Newtonian fluids flows. And with a comparison of the accuracy and simulation rate of the proposed method with the well-known methods of computational fluid dynamics, which are based on the finite element method and the control volume method.
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