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Abstract

Learning operators between infinitely dimensional spaces is an important learning task arising in wide applications in machine learning, imaging science, mathematical modeling and simulations, etc. This paper studies the nonparametric estimation of Lipschitz operators using deep neural networks. Non-asymptotic upper bounds are derived for the generalization error of the empirical risk minimizer over a properly chosen network class. Under the assumption that the target operator exhibits a low dimensional structure, our error bounds decay as the training sample size increases, with an attractive fast rate depending on the intrinsic dimension in our estimation. Our assumptions cover most scenarios in real applications and our results give rise to fast rates by exploiting low dimensional structures of data in operator estimation. We also investigate the influence of network structures (e.g., network width, depth, and sparsity) on the generalization error of the neural network estimator and propose a general suggestion on the choice of network structures to maximize the learning efficiency quantitatively.

1 Introduction

Learning nonlinear operators from a Hilbert space to another via nonparametric estimation has been an important topic with broad applications. For example, in reduced-order modeling, a data-driven approach desires to map a full model trajectory to a reduced model trajectory or vice versa [70]. In solving parametric partial differential equations (PDEs), it is desired to learn a map from the parametric function space to the PDE solution space [45, 54, 60]. In forward and inverse scattering problems [46, 92], it is interesting to learn an operator mapping the observed data function space to the parametric function space that models the underlying PDE. In density functional theory, it is desired to learn a nonlinear operator mapping a potential function to a density function [28]. In phase retrieval [22], an operator from the observed data function space
to the reconstructed image function space is learned. Other image processing problems, e.g.,
image super-resolution [71], image denoising [89], image inpainting [72], are similar to the deep
learning-based phase retrieval, where an operator from a function space to another function space
is learned.

As a powerful tool of nonparametric estimation, deep learning [33] has made astonishing
breakthroughs in various applications, including computer vision [50], natural language process-
ing [34], speech recognition [39], healthcare [62], as well as nonlinear operator learning [45, 97,
28, 29, 46, 15, 60, 51, 7, 54, 66]. A typical method for operator learning is to first discretize the
function spaces and represent each function by a vector using sampling. Then deep neural net-
works are applied to learn the map between these vector spaces [45, 97, 28, 29, 46]. Such methods
are mesh dependent: if a different discretization scheme is used, the network needs to be trained
again. Though empirical successes have been demonstrated in learning nonlinear operators by
this approach in many applications, it is computationally expensive to train these algorithms
and the training procedure has to be repeated when the dimension of vector spaces is changed.
Another approach based on the theory of approximating operators by neural networks [15] can
alleviate this issue to a certain extent by avoiding the discretization of the output Hilbert space
of the operator. This approach was first proposed in [15] with two-layer neural networks and re-
cently revisited with deeper neural networks in [60] with successful applications [55, 9]. However,
the methods in [15, 60, 55, 9] are still mesh-dependent due to the requirement of a fixed number
of sample points for the input function of the operator. More recently, a discretization-invariant
(mesh-independent) operator learning method was proposed for problems with a sparsity struc-
ture in [1, 7, 54, 66] by taking the advantage of graph kernel networks, principal component
analysis (PCA), and kernel integral operators, etc. With discretization-invariant approaches, the
training procedure does not need to be performed again when the discretization scheme changes.

Although operator learning via deep learning-based nonparametric estimation has been suc-
cessful in many applications, its statistical learning theory is still in its infancy, especially when
the operator is from an infinite dimensional space to another. The successes of deep neural net-
works are largely due to their universal approximation power [20, 40], showing the existence of
a neural network with a proper size fulfilling the approximation task for certain function classes.
Quantitative function approximation theories, provably better than traditional tools, have been
extensively studied with various network architectures and activation functions, e.g., for contin-
uous functions [93, 79, 81, 82, 83, 95], for functions with certain smoothness [94, 96, 59, 87], and
for functions with integral representations [3, 25, 26, 85]. In theory, deep neural networks can
approximation certain high dimensional functions with a fast rate that is independent of the in-
put dimension [3, 25, 26, 85, 81, 82, 96, 80, 15, 13, 14, 56, 44, 17, 77, 74, 23, 64]. However, in the
context of operator approximation, deep learning theory is very limited. Probably the first result
is the universal approximation theorem for operators in [15]. More recently, quantitative approx-
imation results for operators between infinite dimensional spaces were given in [7, 51, 49] based
on the function approximation theory in [93]. Note that the function approximation results in [93]
does not give the flexibility to choose arbitrary width and depth of neural networks. In this paper,
we provide a new operator approximation theory based on nearly optimal function approxima-
tion results where the width and depth of the network can be chosen flexibly. In comparison with [51], the flexibility of choosing arbitrary width and depth provides an explicit guideline to balance the approximation error and the statistical variance to achieve a better generalization error in operator learning.

We also establish a novel statistical theory for deep nonparametric estimation of Lipschitz operators between infinite dimensional Hilbert spaces. The core question to be answered is: how the generalization error scales when the number of training samples increases and whether the scaling is dimension-independent without the curse of dimensionality. In literature, the statistical theory for function regression via neural networks has been a popular research topic [38, 47, 43, 5, 75, 10, 13, 48, 65, 30, 56, 44]. These works have proved that deep nonparametric regression can achieve the optimal minimax rate of regression established in [86, 36]. When the target function has low complexity or the function domain is a low dimensional set, deep neural networks can achieve a fast rate depending on the intrinsic dimension [12, 13, 14, 56, 79, 44, 17, 77, 74, 23, 64]. In more sophisticated cases when a mathematical modeling problem is transferred to a special regression problem, e.g., solving high dimensional PDEs and identifying the governing equation of spatial-temporal data, the generalization analysis of deep learning has been proposed in [6, 84, 61, 63, 58, 57, 24, 35]. All these results focus on the regression problem when the target function is a mapping from a finite dimensional space to a finite dimensional space. Therefore, these results cannot be applied to mappings from an infinite dimensional space to another. To our best knowledge, the only work on the generalization error analysis of deep operator learning in Hilbert spaces is [51] for the algorithm in [60], which is not completely discretization-invariant. The generalization error in [51] is a posteriori depending on the properties of neural networks fitting the target operator. Recently, the posterior rates on learning linear operators by Bayesian inversion have been studied in [21].

In this paper, we establish a priori generalization error for a discretization-invariant operator learning algorithm for operators between Hilbert spaces. As we shall see later, our theory can be applied to operator learning from a finite dimensional vector space to another as a special case. Therefore, the theoretical result in this paper can facilitate the understanding of many operator learning algorithms by neural networks in the literature. Our contributions are summarized as follows:

1. We derive an upper bound on the generalization error for a general framework of learning operators between infinite dimensional spaces by deep neural networks. The framework considered here first encodes the input and output space into finite-dimensional spaces by some encoders and decoders. Then a transformation between the dimension reduced spaces is learned using deep neural networks. Our upper bound is derived for two network architectures: one has constraints on the number of nonzero weight parameters and parameter magnitude; The other network architecture does not have such constraints and allows one to flexibly choose the depth and width. Our upper bound consists of two parts: the error of learning the transformation by deep neural networks, and the dimension reduction error with encoders and decoders.

2. Our analysis is general and can be applied for a wide range of popular choices of encoders
and decoders in the numerical implementation, such as those derived from Legendre polynomials, trigonometric bases, and principal component analysis. The generalization error is given for each of these examples.

3. We discuss two scenarios to further exploit the additional low-dimensional structures of data in operator estimation motivated by practical considerations and classical numerical methods. The first scenario is when encoded vectors in the input space are on a low-dimensional manifold. In this scenario, we show that the generalization error converges as the training sample increases with a fast rate depending on the intrinsic dimension of the manifold. The second scenario is when the operator itself has low complexity: the composition of the operator with a certain encoder and decoder is a multi-index model. In this scenario, we show that the convergence rate of the generalization error depends on the intrinsic dimension of the composed operator.

We organize this paper as follows. In Section 2, we introduce our notations and the learning framework considered in this paper. Our main results with general encoders and decoders are presented in Section 3. We discuss the applications of our main results to specific encoders and decoders derived from certain function basis and PCA in Section 4 and 5, respectively. To further exploit additional low-dimensional structures of data, we discuss the application of our results to two scenarios in Section 6. The proofs of all results are given in Section 7. We conclude this paper in Section 8.

2 A general framework

2.1 Preliminaries

We first briefly introduce some definitions and notations on a Hilbert space, encoders, decoders, and feedforward neural networks used in this paper. A Hilbert space is a Banach space equipped with an inner product. It is separable if it admits a countable orthonormal basis. Let \( \mathcal{H} \) be a separable Hilbert space. An encoder for \( \mathcal{H} \) is an operator \( E_{\mathcal{H}} : \mathcal{H} \to \mathbb{R}^d \), where \( d \) is a positive integer representing the encoding dimension. The associated decoder is an operator \( D_{\mathcal{H}} : \mathbb{R}^d \to \mathcal{H} \). The composition \( \Pi_{\mathcal{H}} = D_{\mathcal{H}} \circ E_{\mathcal{H}} : \mathcal{H} \to \mathcal{H} \) is a projection. For any \( u \in \mathcal{H} \), we define the projection error as \( \| \Pi_{\mathcal{H}}(u) - u \|_{\mathcal{H}} \).

In this paper, we consider the ReLU Feedforward Neural Network (FNN) in the form of

\[
    f(x) = W_L \cdot \text{ReLU}(W_{L-1} \cdots \text{ReLU}(W_1 x + b_1) + \cdots + b_{L-1}) + b_L,
\]

where \( W_i \)'s are weight matrices, \( b_i \)'s are biases, and \( \text{ReLU}(a) = \max\{a, 0\} \) is the rectified linear unit activation (ReLU) applied element-wise.

We consider two classes of network architectures whose inputs are in a compact domain of a vector space and whose outputs are vectors in \( \mathbb{R}^d \). The dimension of the input and output spaces are to be specified later. The first class is defined as

\[
    \mathcal{F}_{\text{NN}}(d, L, p, K, \kappa, M) = \{ \Gamma = [f_1, f_2, \ldots, f_d]^T : \text{for each } k = 1, \ldots, d, \}
\]
\( f_k(x) \) is in the form of (1) with \( L \) layers, width bounded by \( p \),
\[
\| f_k \|_\infty \leq M, \| W_i \|_{\infty,\infty} \leq \kappa, \| b_i \|_\infty \leq \kappa, \sum_{i=1}^{L} \| W_i \|_0 + \| b_i \|_0 \leq K.
\]
where \( \| f \|_\infty = \text{sup}_{x} |f(x)|, \| W \|_{\infty,\infty} = \text{max}_{i,j} |W_{i,j}|, \| b \|_\infty = \text{max}_{i} |b_{i}| \) for any function \( f \), matrix \( W \), and vector \( b \) with \( \| \cdot \|_0 \) denoting the number of nonzero elements of its argument. The function class given by this first network architecture has an upper bound on all weight parameters (the magnitude of all weight parameters are upper bounded by \( \kappa \)) and a cardinality constraint (the total number of nonzero parameters are no more than \( K \)). Each element of the output is upper bounded by \( M \). This constraint on the output is often enforced by clipping the output in the testing procedure. Such a clipping can be realized with a two-layer network, which is fixed during training. This clipping step is common in nonparametric regression [36].

In the second class of network architecture, we drop the magnitude and cardinality constraints for practical concerns on training. The second network architecture is parameterized by \( L, p, M \) only:
\[
\mathcal{F}_{NN}(d, L, p, M) = \{ \Gamma = [f_1, f_2, ..., f_d]^T : \text{for each } k = 1, ..., d, f_k(x) \text{ is in the form of (1) with } L \text{ layers, width bounded by } p, \| f_k \|_\infty \leq M \}.
\]

All theoretical results in this paper can be applied to both network architectures.

**Notations:** We use bold lowercase letters to denote vectors, and normal font letters to denote scalars. The notation \( \mathbf{0} \) represents a zero vector. For a \( d \) dimensional vector \( \mathbf{k} = [k_1, ..., k_d]^T \), we denote \( |\mathbf{k}| = \sum_{i=1}^{d} k_i \). The vector norms are defined as \( \| \mathbf{k} \|_\infty = \text{max}_{i} |k_i| \) and \( \| \mathbf{k} \|_2 = \sqrt{\sum_{i=1}^{d} k_i^2} \). For any scalar \( s \), we denote \( \lceil s \rceil \) as the smallest integer that is no less than \( s \). We use \( \mathbb{N} \) to denote the set of positive integers and \( \mathbb{N}_0 = \mathbb{N} \cup \{0\} \). For a function \( f : \Omega \rightarrow \mathbb{R} \) in a Hilbert space \( \mathcal{H} \), we define the function norms as \( \| f \|_\infty = \text{sup}_{x \in \Omega} |f(x)| \) and \( \| f \|_{\mathcal{H}} = \sqrt{\langle f, f \rangle_{\mathcal{H}}} \), where \( \langle \cdot, \cdot \rangle_{\mathcal{H}} \) denotes the inner product of \( \mathcal{H} \). For an operator \( A : \mathcal{H} \rightarrow \mathcal{H} \), we denote its operator norm by \( \| A \|_{\text{op}} \) and its Hilbert-Schmidt norm by \( \| A \|_{\text{HS}} \). More notations used in this paper is summarized in Table 1.

### 2.2 Problem setup and a learning framework

Let \( \mathcal{X} \) and \( \mathcal{Y} \) be two separable Hilbert spaces and \( \Psi : \mathcal{X} \rightarrow \mathcal{Y} \) be an unknown operator. Our goal is to learn the operator \( \Psi \) from a finite number of samples \( \mathcal{S} = \{ u_i, v_i \}_{i=1}^{n} \) in the following setting.

**Setting 1.** Let \( \mathcal{X}, \mathcal{Y} \) be two separable Hilbert spaces and \( \gamma \) be a probability measure on \( \mathcal{X} \). Let \( \mathcal{S} = \{ u_i, v_i \}_{i=1}^{n} \) be the given data where \( u_i \)'s are i.i.d. samples from \( \gamma \) and the \( v_i \)'s are generated according to model:
\[
v_i = \Psi(u_i) + \varepsilon_i,
\]
where the \( \varepsilon_i \)'s are i.i.d. samples from a probability measure \( \mu \) on \( \mathcal{Y} \), independently of \( u_i \)'s. We denote the probability measure of \( \nu \) by \( \zeta \).
The pushforward measure of $\gamma$ under $\Psi$ is denoted by $\Psi_{\#}\gamma$, such that for any $\Omega \subset \mathcal{Y}$,

$$
\Psi_{\#}\gamma(\Omega) = \gamma(\{u : \Psi(u) \in \Omega\}).
$$

Without additional assumptions, the estimation error of $\Psi$ based on a finite number of samples may not converge to zero since $\Psi$ is an operator between infinite-dimensional spaces. In this paper, we exploit the low-dimensional structures in this estimation problem arising from practical applications, and prove a nonparametric estimation error of $\Psi$ by deep neural networks.

Our learning framework follows the idea of model reduction [7]. It consists of encoding and decoding in both the $\mathcal{X}$ and $\mathcal{Y}$ spaces, and deep learning of a transformation between the encoded vectors for the elements in $\mathcal{X}$ and $\mathcal{Y}$. We first encode the elements in $\mathcal{X}$ and $\mathcal{Y}$ to finite dimensional vectors by an encoding operator. For fixed positive integers $d_X$ and $d_Y$, let $E_X : \mathcal{X} \to \mathbb{R}^{d_X}$ and $D_X : \mathbb{R}^{d_X} \to \mathcal{X}$ be the encoder and decoder of $\mathcal{X}$, and $E_Y : \mathcal{Y} \to \mathbb{R}^{d_Y}$ and $D_Y : \mathbb{R}^{d_Y} \to \mathcal{Y}$ be the encoder and decoder of $\mathcal{Y}$ such that

$$
D_X \circ E_X \approx I \quad \text{and} \quad D_Y \circ E_Y \approx I.
$$

The empirical counterparts of encoders and decoders are denoted by $E^n_X, D^n_X, E^n_Y$ and $D^n_Y$, and we call them empirical encoders and decoders.

The simplest encoder in a function space is the discretization operator. When $\mathcal{X}$ is a function space containing functions defined on a compact subset of $\mathbb{R}^D$, we can discretize the domain with a fixed grid, and take the encoder as the sampling operator on this grid. However, the discretization operator may not reveal the low-dimensional structures in the functions of interest, and therefore may not effectively reduce the dimension.

A popular choice of encoders in applications is the basis encoder, such as the Fourier transform with trigonometric basis, or PCA with data-driven basis, etc. Given an orthonormal basis of $\mathcal{X}$ and a positive integer $d_X$, the basis encoder maps an element in $\mathcal{X}$ to $d_X$ coefficients associated with a fixed set of $d_X$ bases. For any coefficient vector $\mathbf{a} \in \mathbb{R}^{d_X}$, the decoder $D_X(\mathbf{a})$ gives rise to a linear combination of these $d_X$ bases weighted by $\mathbf{a}$. See Section 4 for the details about the basis encoder. The trigonometric basis and orthogonal polynomials are commonly used bases in applications. These bases are a priori given, independently of the training data. In this case, the basis encoder can be viewed as a deterministic operator, which is given independently of the training data. The empirical encoder and decoder are the same as the oracle encoder and decoder: $E^n_X = E_X$ and $D^n_X = D_X$.

PCA [69, 41, 42] is an effective dimension reduction technique, when $u_i$’s exhibit a low-dimensional linear structure. The PCA encoder encodes an element in $\mathcal{X}$ to the $d_X$ coefficients associated with the top $d_X$ eigenbasis of a trace operator. The PCA decoder gives a linear combination of the eigenbasis weighted by the given coefficient vector. In practice, one needs to estimate this trace operator from the training data and obtain an empirical estimation of $E_X$ and $D_X$, which are denoted by $E^n_X$ and $D^n_X$, respectively. The PCA encoder is data-driven, and we expect $E^n_X \approx E_X$ and $D^n_X \approx D_X$ when the sample size $n$ is sufficiently large. The encoding and decoding operator in $\mathcal{Y}$ can be defined analogously.
The operator \( D_X \circ E_X \) is the projection operator associated with the encoder \( E_X \) and decoder \( D_X \). We have the following projections and their empirical counterparts:

\[
\Pi_{X,d_X} = D_X \circ E_X, \quad \Pi_{n_X,d_X} = D^n_X \circ E^n_X,
\]
\[
\Pi_{Y,d_Y} = D_Y \circ E_Y, \quad \Pi_{n_Y,d_Y} = D^n_Y \circ E^n_Y.
\]

After the empirical encoders \( E^n_X, E^n_Y \) and decoders \( D^n_X, D^n_Y \) are computed, our objective is to learn a transformation \( \Gamma : \mathbb{R}^{d_X} \to \mathbb{R}^{d_Y} \) such that

\[
D^n_Y \circ \Gamma \circ E^n_X \approx \Psi.
\]

We learn \( \Gamma \) using a two-stage algorithm. Given the training data \( S = \{u_i, v_i\}_{i=1}^{2n} \), we split the data into two subsets \( S_1 = \{u_i, v_i\}_{i=1}^{n} \) and \( S_2 = \{u_i, v_i\}_{i=n+1}^{2n} \)

\(^1\) where \( S_1 \) is used to compute the encoders and decoders and \( S_2 \) is used to learn the transformation \( \Gamma \) between the encoded vectors.

**Stage 1:** Compute the empirical encoders and decoders \( E^n_X, E^n_Y, D^n_X, D^n_Y \) based on \( S_1 \). In the case of deterministic encoders, we skip Stage 1 and let \( E^n_X = E_X, D^n_X = D_X, E^n_Y = E_Y, D^n_Y = D_Y \).

**Stage 2:** Learn \( \Gamma \) with \( S_2 \) by solving the following optimization problem

\[
\Gamma_{NN} \in \arg\min_{\Gamma \in \mathcal{F}_{NN}} \frac{1}{n} \sum_{i=n+1}^{2n} \| \Gamma \circ E^n_X(u_i) - E^n_Y(v_i) \|_2^2
\]

for some \( \mathcal{F}_{NN} \) class with a proper choice of parameters.

Our estimator of \( \Psi \) is given as

\[
\Psi_{NN} := D^n_Y \circ \Gamma_{NN} \circ E^n_X
\]

and the mean squared generalization error is defined as

\[
\mathbb{E}_S \mathbb{E}_{u \sim \gamma} \| \Psi_{NN}(u) - \Psi(u) \|_Y^2.
\]

### 3 Main results

The main results of this paper provide statistical guarantees on the mean squared generalization error for the estimation of Lipchitz operators.

#### 3.1 Assumptions

We first make some assumptions on the measure \( \gamma \) and the operator \( \Psi \).

**Assumption 1** (Compactly supported measure). The probability distribution \( \gamma \) is supported on a compact set \( \Omega_X \subset \mathcal{X} \). There exists \( R_X > 0 \) such that, for any \( u \in \Omega_X \), we have

\[
\|u\|_{\mathcal{X}} \leq R_X.
\]

\(^1\)The data can be split unevenly as well.
| Notation | Description | Notation | Description |
|----------|-------------|----------|-------------|
| $\mathcal{X}$ | Input space | $\mathcal{Y}$ | Output space |
| $\Psi : \mathcal{X} \to \mathcal{Y}$ | An unknown operator | $S = \{u_i, v_i\}_{i=1}^{2n}$ | Given data set |
| $\gamma$ | A probability measure on $\mathcal{X}$ | $\Psi \gamma$ | Push forward measure of $\gamma$ under $\Psi$ |
| $\mu$ | The probability measure of noise $\tilde{e}$ | $\zeta$ | The probability measure of $v = \Psi(u) + \tilde{e}$ |
| $E_\mathcal{X}, D_\mathcal{X}$ | Encoder and decoder of $\mathcal{X}$ | $E_\mathcal{Y}, D_\mathcal{Y}$ | Encoder and decoder of $\mathcal{Y}$ |
| $E_n^{\mathcal{X}}, D_n^{\mathcal{X}}$ | Empirical estimations of $E_\mathcal{X}, D_\mathcal{X}$ from noisy data | $E_n^{\mathcal{Y}}, D_n^{\mathcal{Y}}$ | Empirical estimations of $E_\mathcal{Y}, D_\mathcal{Y}$ from noisy data |
| $d_\mathcal{X}$ | Encoding dimension of $\mathcal{X}$ | $d_\mathcal{Y}$ | Encoding dimension of $\mathcal{Y}$ |
| $\Pi_{\mathcal{X},d_\mathcal{X}}$ | Projection $D_\mathcal{X} \circ E_\mathcal{Y}$ | $\Pi_{\mathcal{Y},d_\mathcal{Y}}$ | Projection $D_\mathcal{Y} \circ E_\mathcal{Y}$ |
| $\Pi_{\mathcal{X},d_\mathcal{X}}^{\mathbb{R}}$ | Empirical projection $D_n^{\mathcal{X}} \circ E_n^{\mathcal{X}}$ | $\Pi_{\mathcal{Y},d_\mathcal{Y}}^{\mathbb{R}}$ | Empirical projection $D_n^{\mathcal{Y}} \circ E_n^{\mathcal{Y}}$ |
| $\|\Pi_{\mathcal{X},d_\mathcal{X}}(u) - u\|_{\mathcal{X}}$ | Encoding error for $u$ in $\mathcal{X}$ | $\|\Pi_{\mathcal{Y},d_\mathcal{Y}}(v) - v\|_{\mathcal{Y}}$ | Encoding error for $v$ in $\mathcal{Y}$ |
| $F_{\text{NN}}$ | Neural network class | $\Gamma_{\text{NN}}$ | Neural network estimator in (6) |

Table 1: Notations used in this paper.

**Assumption 2** (Lipschitz operator). There exists $L_\Psi > 0$ such that

$$
\|\Psi(u_1) - \Psi(u_2)\|_{\mathcal{Y}} \leq L_\Psi \|u_1 - u_2\|_{\mathcal{X}}, \text{ for any } u_1, u_2 \in \Omega_{\mathcal{X}}.
$$

Assumption 1 and 2 assume that $\gamma$ is compactly supported and $\Psi$ is Lipschitz continuous. We denote the image of $\Omega_{\mathcal{X}}$ under the transformation $\Psi$ as

$$
\Omega_{\mathcal{Y}} = \{v \in \mathcal{Y} : v = \Psi(u) \text{ for some } u \in \Omega_{\mathcal{X}}\}.
$$

Assumption 1 and 2 imply that $\Omega_{\mathcal{Y}}$ is bounded: there exists a constant $R_{\mathcal{Y}} = L_\Psi R_{\mathcal{X}} > 0$ such that for any $v \in \Omega_{\mathcal{Y}}$, we have $\|v\|_{\mathcal{Y}} \leq R_{\mathcal{Y}}$.

We next make some natural assumptions on the empirical encoders and decoders:

**Assumption 3** (Lipchitz encoders and decoders). The empirical encoders and decoders $E_n^{\mathcal{X}}, D_n^{\mathcal{X}}, E_n^{\mathcal{Y}}, D_n^{\mathcal{Y}}$ satisfy:

$$
E_n^{\mathcal{X}}(0_{\mathcal{X}}) = 0, \quad D_n^{\mathcal{X}}(0) = 0_{\mathcal{X}}, \quad E_n^{\mathcal{Y}}(0_{\mathcal{Y}}) = 0, \quad D_n^{\mathcal{Y}}(0) = 0_{\mathcal{Y}},
$$

where $0$ denotes the zero vector, $0_{\mathcal{X}}$ is the zero function in $\mathcal{X}$ and $0_{\mathcal{Y}}$ is the zero function in $\mathcal{Y}$.

They are also Lipschitz: there exist $L_{E_n^{\mathcal{X}}}, L_{D_n^{\mathcal{X}}}, L_{E_n^{\mathcal{Y}}}, L_{D_n^{\mathcal{Y}}}$ > 0 such that, for any $u_1, u_2 \in \mathcal{X}$ and any $a_1, a_2 \in \mathbb{R}^{d_\mathcal{X}}$, we have

$$
\|E_n^{\mathcal{X}}(u_1) - E_n^{\mathcal{X}}(u_2)\|_{\mathcal{X}} \leq L_{E_n^{\mathcal{X}}} \|u_1 - u_2\|_{\mathcal{X}}, \quad \|D_n^{\mathcal{X}}(a_1) - D_n^{\mathcal{X}}(a_2)\|_{\mathcal{X}} \leq L_{D_n^{\mathcal{X}}} \|a_1 - a_2\|_{\mathcal{X}},
$$

and for any $v_1, v_2 \in \mathcal{Y}$ and any $a_1, a_2 \in \mathbb{R}^{d_\mathcal{Y}}$, we have

$$
\|E_n^{\mathcal{Y}}(v_1) - E_n^{\mathcal{Y}}(v_2)\|_{\mathcal{Y}} \leq L_{E_n^{\mathcal{Y}}} \|v_1 - v_2\|_{\mathcal{Y}}, \quad \|D_n^{\mathcal{Y}}(a_1) - D_n^{\mathcal{Y}}(a_2)\|_{\mathcal{Y}} \leq L_{D_n^{\mathcal{Y}}} \|a_1 - a_2\|_{\mathcal{Y}}.
$$

**Remark 1.** Assumption 3 is made on empirical encoders and decoders. The basis encoders and PCA encoders, which are most commonly used, satisfy Assumption 3 with the Lipschitz constants $L_{E_n^{\mathcal{X}}} = L_{D_n^{\mathcal{X}}} = L_{E_n^{\mathcal{Y}}} = L_{D_n^{\mathcal{Y}}} = 1$, independently of the training data (see Lemma 1 and Lemma 2).
Assumption 3 implies that $E^n_X(u)$ and $E^n_Y(v)$ are bounded for any $u \in \Omega_X$ and $v \in \Omega_Y$. For any $u \in \Omega_X$, we have $\|E^n_X(u)\|_2 \leq \|E^n_X(u) - E^n_X(0)\|_2 + \|E^n_X(0)\|_2 \leq L_{E_X} R_X$. Similarly, for any $v \in \Omega_Y$, we have $\|E^n_Y(v)\|_2 \leq L_{E_Y} R_Y$.

**Assumption 4 (Noise).** The random noise $\tilde{\epsilon}$ satisfies

(i) $\tilde{\epsilon}$ is independent of $u$.

(ii) $\mathbb{E}[\tilde{\epsilon}] = 0$.

(iii) There exists $\tilde{\sigma} > 0$ such that $\|\tilde{\epsilon}\|_Y \leq \tilde{\sigma}$.

Assumption 4(i)-(iii) are natural assumptions on noise. Assumption 4(i) is about the independence of the input and the noise, which is commonly used in nonparametric regression. Assumption 4(iii) together with Assumption 3 imply that the perturbation of the encoded vectors is independent of the input and the noise, which is commonly used in nonparametric regression. As- 

Assumption 4 requires that, if we condition on $\tilde{\epsilon}$, the perturbation on the encoded vector resulted from noise has zero expectation.

**Assumption 5 (Noise and encoder).** For any noise satisfying Assumption 4 and any given $S_1$, the conditional expectation satisfies

$$
\mathbb{E}_{\tilde{\epsilon}} \left[ E^n_Y(\Psi(u) + \tilde{\epsilon}) - E^n_Y(\Psi(u)) | S_1 \right] = 0, \text{ for any } u \in \Omega_X,
$$

where $E^n_Y$ is the empirical encoder computed with $S_1$.

Assumption 5 requires that, if we condition on $S_1$ based on which the empirical encoder $E^n_Y$ is computed, the perturbation on the encoded vector resulted from noise has zero expectation. Assumption 5 is guaranteed for all linear encoders as long as Assumption 4(ii) holds:

$$
\mathbb{E}_{\tilde{\epsilon}} \left[ E^n_Y(\Psi(u) + \tilde{\epsilon}) - E^n_Y(\Psi(u)) | S_1 \right] = \mathbb{E}_{\tilde{\epsilon}} \left[ E^n_Y(\tilde{\epsilon}) | S_1 \right] = 0.
$$

Basis encoders, including the PCA encoder, are linear encoders, so they all satisfy Assumption 5.

### 3.2 Generalization error with general encoders and decoders

Our main result is an upper bound of the generalization error in (7) with general encoders and decoders. Our results can be applied to both network architectures defined in (2) and (3). Our first theorem gives an upper bound of the generalization error with the network architecture defined in (2).

**Theorem 1.** In Setting 1, suppose Assumption 1 – 5 hold. Let $\Gamma_{\text{NN}}$ be the minimizer of (6) with the network architecture $\mathcal{F}(d_Y, L, p, K, \kappa, M)$ in (2), where

$$
L = O(\log n + \log d_Y), \quad p = O\left(\frac{d_Y}{\sqrt{d_X n^{2/3}}}, \frac{d_Y}{n^{2/3}}\right), \quad K = O\left(\frac{d_Y}{\sqrt{d_X n^{2/3}}}, \frac{d_Y}{n^{2/3}} \log n\right), \quad M = \sqrt{d_Y L_{E_Y} R_Y}, \quad \kappa = \max \left\{1, \sqrt{d_Y L_{E_Y} R_Y}, \sqrt{d_X L_{E_X} R_X}, L_{E_Y} L_{D_X} L_{\Psi}\right\}.
$$

(9)
Then we have
\[
\mathbb{E}_S \mathbb{E}_{u \sim \gamma} \| D^n_Y \circ \Gamma_{NN} \circ E^n_X(u) - \Psi(u) \|^2_{Y^2}
\] 
\[
\leq C_1 (\sigma^2 + R^2_Y d^n_Y n^{- \frac{2}{2+\delta}} \log^6 n + C_2 (\sigma^2 + R^2_Y d^2_Y (\log d_Y)n^{-1}) + C_3 \mathbb{E}_S \mathbb{E}_{u \sim \gamma} \| \Pi^n_{X,d_X}(u) - u \|^2_{X^2} + 2 \mathbb{E}_S \mathbb{E}_{w \sim \mathcal{W}_Y} \| \Pi^n_{Y,d_Y}(w) - w \|^2_{Y^2},
\]  
(10)

where \( C_1, C_2 \) are constants depending on \( d_X, R_X, R_Y, L_{E_X}, L_{E_Y}, L_{D_X}, L_{D_Y}, L_{\Psi} \) and \( C_3 = 16 L^2_{D_X} L^2_{E_X} L^2_{\Psi} \).

Our second theorem gives an upper bound of the generalization error with the network architecture defined in (3).

**Theorem 2.** In Setting 1, suppose Assumption 1 – 5 hold. Let \( \Gamma_{NN} \) be the minimizer of (6) with the network architecture \( \mathcal{F}(d_Y, L, p, M) \) in (3) with
\[
L = O(\bar{L} \log \bar{L}), \quad p = O(\bar{p} \log \bar{p}), \quad M = \sqrt{d_Y L_{E_Y} R_Y},
\]  
(11)

where \( \bar{L}, \bar{p} > 0 \) are positive integers satisfying
\[
\bar{L} \bar{p} = \left[ d_Y^{- \frac{d_X}{4+\delta d_Y}} n^{- \frac{d_X}{2+\delta}} \right].
\]  
(12)

Then we have
\[
\mathbb{E}_S \mathbb{E}_{u \sim \gamma} \| D^n_Y \circ \Gamma_{NN} \circ E^n_X(u) - \Psi(u) \|^2_{Y^2}
\] 
\[
\leq C_4 (\sigma^2 + R^2_Y d^n_Y n^{- \frac{2}{2+\delta}} \log^6 n + C_3 \mathbb{E}_S \mathbb{E}_{u \sim \gamma} \| \Pi^n_{X,d_X}(u) - u \|^2_{X^2} + 2 \mathbb{E}_S \mathbb{E}_{w \sim \mathcal{W}_Y} \| \Pi^n_{Y,d_Y}(w) - w \|^2_{Y^2},
\]  
(13)

where \( C_4 \) is a constant depending on \( d_X, R_X, R_Y, L_{E_X}, L_{E_Y}, L_{D_X}, L_{D_Y}, L_{\Psi} \) and \( C_3 = 16 L^2_{D_X} L^2_{E_X} L^2_{\Psi} \) is the same one in Theorem 1.

Theorem 1 is proved in Section 7.2 and Theorem 2 is proved in Section 7.3. In Theorem 2, we have chosen the optimal \( \bar{L} \bar{p} \) to balance the bias and variance term. For readers who are interested in the generalization error with arbitrary network depth \( L \) and width \( p \), please see our proof in Section 7.3. The constants in both theorems only depend on the settings of the problem, and the choices of encoders and decoders. They do not depend on properties of \( \Gamma_{NN} \). For both network architectures, the upper bound in (10) and (13) consists of a network estimation error and the projection errors in the \( X \) and \( Y \) space.

- The first two terms in (10) and the first term in (13) represent the **network estimation error** for the transformation \( \Gamma : \mathbb{R}^{d_X} \to \mathbb{R}^{d_Y} \) which maps the encoded vector \( E^n_X(u) \) for \( u \) in \( X \) to the encoded vector \( E^n_Y(\Phi(u)) \) for \( \Phi(u) \) in \( Y \). This error decays exponentially as the sample size \( n \) increases with an exponent depending on the dimension \( d_X \) of the encoded space. The dimension \( d_X \) appears in the exponent and \( d_Y \) appears as a constant factor. This is because that the transformation \( \Gamma \) has \( d_Y \) outputs and each output is a function from \( \mathbb{R}^X \) to \( \mathbb{R} \). Therefore the rate is only cursed by the input dimension \( d_X \).
The last two terms in (10) and (13) are projection errors in the $X$ and $Y$ space, respectively. If the measure $\gamma$ is concentrated near a $d_X$-dimensional subspace in $X$, both projection errors can be made small if the encoder and decoder are properly chosen as the projection onto this $d_X$-dimensional subspace (see Section 6).

We next compare the difference between the network architectures in Theorem 1 and Theorem 2. Denote the network architecture in Theorem 1 and Theorem 2 by $F_1$ and $F_2$, respectively. The architecture $F_1$ has the depth and width scaling properly with respect to each other, and an upper bound on all weight parameters and a cardinality constraint. The cardinality constraint is nonconvex and therefore not practical for training this neural network. The architecture $F_2$ has more flexibility in the choice of depth and width as long as (12) is satisfied. The cardinality is removed for practical concerns. When we set $\tilde{L} = O(\log n), \tilde{p} = O(n^{d_X/4} \log^{-1} n)$ in $F_2$, both networks have a depth of $O(\log n)$, while the width of $F_1$ is the square of that of $F_2$, i.e., $F_1$ is wider than $F_2$. The comparison between $F_1$ and $F_2$ is summarized in Table 2.

|                     | $F_1$ in (2) | $F_2$ in (3) |
|---------------------|-------------|-------------|
| General comparison  |             |             |
| Network architecture |             |             |
| with a given $n     | Fixed $L$ and $p$ depending on $n$ | One has the flexibility to choose $L$ and $p$ as long as (12) depending on $n$ is satisfied |
| Constraints on cardinality | Yes | No |
| Constraints on the magnitude of weight parameters | Yes | No |

Set $\tilde{L} = O(\log n), \tilde{p} = O(n^{d_X/4} \log^{-1} n)$ in $F_2$

|                     | $F_1$ in (2) | $F_2$ in (3) |
|---------------------|-------------|-------------|
| Width $p$           |             |             |
| $O\left(\frac{d_X}{\sqrt{d_X n^{d_X/4}}} \frac{1}{n^{d_X/4}}\right)$ | $O\left(\frac{d_X}{\sqrt{d_X n^{d_X/4}}} \frac{1}{n^{d_X/4}}\right)$ | $O\left(\frac{d_X}{\sqrt{d_X n^{d_X/4}}} \frac{1}{n^{d_X/4}}\right)$ |

Table 2: Comparison of the network architectures in Theorem 1 and 2.

In the rest of this paper, we focus on the network architecture in Theorem 2 and discuss its applications in various scenarios. Theorem 1 can also be applied in each case with a similar upper bound.

4 Generalization error with basis encoders and decoders

In this section, we discuss the application of Theorem 2 when the encoder is chosen to be a deterministic basis encoder with a given orthonormal basis of the Hilbert space. Popular choices of orthonormal bases include orthogonal polynomials (e.g., Legendre polynomials [88, 16, 18]) and trigonometric functions [68, 11, 53].

4.1 Basis encoders and decoders

Let $H$ be a separable Hilbert space equipped with an inner product $\langle \cdot, \cdot \rangle_H$, and $\{\phi_k\}_{k=1}^\infty$ be an orthonormal basis of $H$ such that $\langle \phi_k, \phi_{k'} \rangle_H = 0$ whenever $k \neq k'$ and $\|\phi_k\|_H = 1$ for any $k$. For
any \( u \in \mathcal{H} \), we have
\[
    u = \sum_{k=1}^{\infty} \langle u, \phi_k \rangle_{\mathcal{H}} \phi_k. \tag{14}
\]
For a fixed positive integer \( d \) representing the encoding dimension, we define the encoder of \( \mathcal{H} \) as
\[
    E_{\mathcal{H},d}(u) = [\langle u, \phi_1 \rangle_{\mathcal{H}}, \ldots, \langle u, \phi_d \rangle_{\mathcal{H}}] \top \in \mathbb{R}^d, \quad \text{for any } u \in \mathcal{H}, \tag{15}
\]
which gives rise to the coefficients associated with a fixed set of \( d \) basis functions in the decomposition (14). The decoder \( D_{\mathcal{H},d} \) is defined as
\[
    D_{\mathcal{H},d}(a) = \sum_{k=1}^{d} a_k \phi_k, \quad \text{for any } a \in \mathbb{R}^d. \tag{16}
\]

The basis encoder and decoder naturally satisfy the Lipschitz property with a Lipschitz constant 1 (see a proof of Lemma 1 in Appendix B).

**Lemma 1.** The encoder \( E_{\mathcal{H},d} \) and decoder \( D_{\mathcal{H},d} \) defined in (15) and (16) satisfy
\[
    \|E_{\mathcal{H},d}(u) - E_{\mathcal{H},d}(\tilde{u})\|_2 \leq \|u - \tilde{u}\|_{\mathcal{H}}, \tag{17}
\]
\[
    \|D_{\mathcal{H},d}(a) - D_{\mathcal{H},d}(\tilde{a})\|_{\mathcal{H}} = \|a - \tilde{a}\|_2, \tag{18}
\]
for any \( u, \tilde{u} \in \mathcal{H} \) and \( a, \tilde{a} \in \mathbb{R}^d \).

**Remark 2.** All encoders in the form of (15) are linear operators and therefore satisfy Assumption 5 as long as Assumption 4(ii) holds.

### 4.2 Generalization error with basis encoders

We next consider the generalization error when the elements in \( \mathcal{X} \) and \( \mathcal{Y} \) are encoded by basis encoders with the encoding dimension \( d_{\mathcal{X}} \) and \( d_{\mathcal{Y}} \), respectively. Substituting the Lipschitz constants of all encoders and decoders by 1 in Theorem 2, we obtain the following corollary:

**Corollary 1.** In Setting 1, suppose Assumption 1 – 4 hold. Let \( \Gamma_{\text{NN}} \) be the minimizer of (6) with the network architecture \( \mathcal{F}(d_{\mathcal{Y}}, L, p, M) \) in (3) with
\[
    L = O(\bar{L} \log \bar{L}), \quad p = O(\bar{p} \log \bar{p}), \quad M = \sqrt{d_{\mathcal{Y}} R_{\mathcal{Y}}}, \tag{19}
\]
where \( \bar{L}, \bar{p} > 0 \) are positive integers satisfying (12). Then we have
\[
    \mathbb{E}_S \mathbb{E}_{u \sim \gamma} \|D_{\mathcal{Y}}^\top \circ \Gamma_{\text{NN}} \circ E_{\mathcal{X}}^\top(u) - \Psi(u)\|_{\mathcal{Y}}^2 
    \leq C_4 (\sigma^2 + R_{\mathcal{Y}}^2) d_{\mathcal{Y}}^{4 + \frac{d_{\mathcal{X}}}{d_{\mathcal{Y}}}} n^{-\frac{d_{\mathcal{X}}}{2d_{\mathcal{Y}}}} \log^6 n + 16 L_\psi^2 \mathbb{E}_S \mathbb{E}_{u \sim \gamma} \|\Pi_{\mathcal{X},d_{\mathcal{X}}}(u) - u\|_{\mathcal{X}}^2 + 2 \mathbb{E}_S \mathbb{E}_{w \sim \nu_{\mathcal{Y}}^\gamma} \|\Pi_{\mathcal{Y},d_{\mathcal{Y}}}(w) - w\|_{\mathcal{Y}}^2, \tag{20}
\]
where \( C_4 \) is a constant depending on \( d_{\mathcal{X}}, R_{\mathcal{X}}, R_{\mathcal{Y}}, L_\psi \).
Popular choices of orthonormal bases are orthogonal polynomials and trigonometric functions. We next provide an upper bound on the generalization error when Legendre polynomials or trigonometric functions are used for encoding and decoding. In the rest of this section, we assume \( X = Y = L^2([-1, 1]^D) \) with the inner product

\[
\langle u_1, u_2 \rangle = \int_{[-1,1]^D} u_1(x)\overline{u_2(x)}dx,
\]

where \( \overline{u_2(x)} \) denotes the complex conjugate of \( u_2(x) \).

### 4.3 Legendre polynomials

On the interval \([-1, 1]\), one-dimensional Legendre polynomials \( \{\tilde{P}_k\}_{k=0}^\infty \) are defined recursively as

\[
\begin{align*}
\tilde{P}_0(x) &= 1, \\
\tilde{P}_1(x) &= x, \\
\tilde{P}_{k+1}(x) &= \frac{1}{k+1} \left[(2k+1)x\tilde{P}_k(x) - k\tilde{P}_{k-1}(x)\right].
\end{align*}
\]

The Legendre polynomials satisfy

\[
\int_{-1}^{1} \tilde{P}_k(x)\overline{\tilde{P}_l(x)}dx = \frac{2}{2k+1} \delta_{kl},
\]

where \( \delta_{kl} \) is the Kronecker delta which equals to 1 if \( k = l \) and equals to 0 otherwise. We define the normalized Legendre polynomials as

\[
P_k(x) = \sqrt{\frac{2k+1}{2}} \tilde{P}_k(x).
\]

In the Hilbert space \( L^2([-1, 1]^D) \), the \( D \)-variate normalized Legendre polynomials are defined as

\[
\phi^L_k = \prod_{j=1}^{D} P_k(x_j),
\]

where \( k = [k_1 \cdots k_D]^T \). The orthonormal basis of Legendre polynomials in \( L^2([-1, 1]^D) \) is \( \{\phi^L_k\}_{k \in \mathbb{N}_0^D} \).

The encoder with Legendre polynomials can be naturally defined as the expansion coefficients associated with low-order polynomials. Specifically, when \( X = L^2([0, 1]^D) \), we fix a positive integer \( r_X \) representing the highest degree of the polynomials in each dimension and consider the following set of low-order polynomials

\[
\Phi^{L,r_X} := \{\phi^L_k : \|k\|_\infty \leq r_X\}.
\]

The encoder \( E_X \) and decoder \( D_X \) can be defined according to (15) and (16) using the basis functions in \( \Phi^{L,r_X} \). In the space \( Y = L^2([0, 1]^D) \), the encoder \( E_Y \) and decoder \( D_Y \) can be defined similarly with basis functions in \( \Phi^{L,r_Y} \) for some positive integer \( r_Y \).

When Legendre polynomials are used for encoding, the encoding error is guaranteed for regular functions, such as H{"o}lder functions.
Definition 1 (Hölder space). Let \( k \geq 0 \) be an integer and \( 0 < \alpha \leq 1 \). A function \( f : [-1,1]^D \rightarrow \mathbb{R} \) belongs to the Hölder space \( C^{k,\alpha}([-1,1]^D) \) if

\[
\|f\|_{C^{k,\alpha}} := \max_{|k| \leq k} \sup_{x \in [-1,1]^D} |\partial^k f(x)| + \max_{|k|=k} \sup_{x_1, x_2 \in [-1,1]^D} \frac{|\partial^k f(x_1) - \partial^k f(x_2)|}{\|x_1 - x_2\|^\alpha} < \infty,
\]

where \( \partial^k f = \frac{\partial^{k_1} f}{\partial x_1^{k_1} \cdot \partial x_2^{k_2} \cdots \partial x_D^{k_D}} \).

For a given \( k \) and \( \alpha \), any functions in \( C^{k,\alpha}([-1,1]^D) \) has continuous partial derivatives up to order \( k \). In particular, \( C^{0,1}([-1,1]^D) \) consists of all Lipschitz functions defined on \([-1,1]^D\).

We assume that the probability measure \( \gamma \) in \( X \) and the pushforward measure \( \Psi_\gamma \gamma \) in \( Y \) are supported on subsets of the Hölder space.

Assumption 6 (Hölder input and output). Let \( X = Y = L^2([-1,1]^D) \) with the inner product (21). For some integer \( k > 0 \) and \( 0 < \alpha \leq 1 \), the support of the probability measure \( \gamma \) and the pushforward measure \( \Psi_\gamma \gamma \) satisfies

\[
\Omega_X \subset C^{k,\alpha}([-1,1]^D), \quad \Omega_Y \subset C^{k,\alpha}([-1,1]^D).
\]

There exist \( C_{H,X} > 0 \) and \( C_{H,Y} > 0 \) such that, for any \( u \in \Omega_X \) and \( v \in \Omega_Y \)

\[
\|u\|_{C^{k,\alpha}} < C_{H,X}, \quad \|v\|_{C^{k,\alpha}} < C_{H,Y}.
\]

When Legendre polynomials are used to encode Hölder functions, the generalization error for the operator is given as below:

Corollary 2. In Setting 1, suppose Assumption 1–6 hold. Denote \( s = k + \alpha \). Fix positive integers \( d_X \) and \( d_Y \) such that \( d_X^{1/D} \) and \( d_Y^{1/D} \) are integers. Suppose the encoders and decoders are chosen as in (15) and (16) with basis functions \( \Phi^{L,d_Y^{1/D}} \) and \( \Phi^{L,d_Y^{1/D}} \) in \( X \) and \( Y \), respectively. Let \( \Gamma_{NN} \) be the minimizer of (6) with the network architecture \( \mathcal{F}(d_Y,L,p,M) \) in (3) where \( L,p,M \) are set as in (19).

We have

\[
\mathbb{E}_S \mathbb{E}_{u \sim \gamma} \|D_Y^n \circ \Gamma_{NN} \circ E_X^n(u) - \Psi(u)\|_Y^2 \leq C_4 (\sigma^2 + R_Y^2 d_Y^{2-\alpha/2} n^{-\frac{2-\alpha}{D+2}} \log^6 n + C_5 L_{\Psi}^2 d_Y^{-\frac{2}{p}} + C_6 d_Y^{-\frac{2}{p}}).
\]

where \( C_4 \) depends on \( d_X, R_X, R_Y, L_\Psi \), and \( C_5, C_6 \) depend on \( D, C_{H,X}, C_{H,Y}, L_\Psi \).

Corollary 2 is proved in Section 7.4. In Corollary 2, the last two terms represent the projection errors in \( X \) and \( Y \), respectively. When \( D \) is large, both terms decay slowly as \( d_X \) and \( d_Y \) increase. These two error terms remain the same if we choose the encoders given by finite element bases in traditional numerical PDE methods. For example, we consider learning a PDE solver where the operator \( \Psi \) represents a map from the initial condition to the PDE solution at a certain time. Assumption 6 assumes that the initial condition and the PDE solution are Hölder functions. Suppose we discretize the domain and represent the solution by finite element basis such that the diameter of all finite elements is no larger than \( h \) for some \( 0 < h < 1 \). Let \( W^{k,2}([-1,1]^D) \) denote the Sobolev space. We say a set of basis functions are \( k \)-order if they are in \( W^{k,2}([-1,1]^D) \). If the
finite element method with \( k \)-th order basis functions is used to approximate the PDE solution, under appropriate assumptions and for any positive integer \( k \), the squared approximation error is \( O(h^{2k}) \) \cite{27, Corollary 1.109}. In this case, the total number of basis functions is \( O(h^{-D}) \). Taking such a finite element approximation as our encoder for \( \Omega_X \), we have \( d_X = O(h^{-D}) \) and the resulting squared projection error is of \( O(d_X^{-2D}) \). In particular, if sparse grids \cite{8} are used to construct basis functions, the approximation errors for the encoder and decoder can be further reduced.

In the setting of Corollary 2, we only assume the global smoothness of input and output functions. The global approximation encoder by Legendre polynomials (or trigonometric functions in the following subsection) leads to a slow rate of convergence: In Corollary 2, if we choose \( d_X = (\log n)^{\frac{1}{2}} \) and when \( n \geq \exp\left\{\max\left\{100, \left(\frac{\pi}{2} + \frac{s}{2}\right)^6\right\}\right\} \), the squared generalization error decays in the order of \( (\log n)^{-\frac{1}{2}} \) (see a derivation in Appendix A).

However, in practice, when we solve PDEs, the initial conditions and PDE solutions often exhibit low-dimensional structures. For example, the initial conditions and PDE solutions often lie on a low-dimensional subspace or manifold, or the solver itself has low complexity (see Section 6 and \cite{37, 73} for details). Therefore, one can use a few bases (small \( d_X \) and \( d_Y \)) to achieve a small projection error, leading to a fast rate of convergence in the generalization error.

### 4.4 Trigonometric functions

Trigonometric functions and the Fourier transform have been widely used in various applications where the computation is converted from the spacial domain to the frequency domain. Let \( \{T_k(x)\}_{k=1}^{\infty} \) be one-dimensional trigonometric functions defined on \([-1, 1]\) such that

\[
\begin{cases}
T_1 = 1/2, \\
T_{2k} = \sin(k\pi x) \text{ for } k > 1, \\
T_{2k+1} = \cos(k\pi x) \text{ for } k > 1.
\end{cases}
\]  

(24)

In the Hilbert space \( L^2([-1, 1]^D) \), the trigonometric basis is given as \( \{\phi_{T,k}\}_{k \in \mathbb{N}^D} \) with

\[
\phi_{T,k}^T(x) = \prod_{j=1}^{D} T_j(x_j).
\]  

(25)

When \( X = L^2([0,1]^D) \), we fix a positive integer \( r_X \) and define the set of low-frequency basis

\[
\Phi_{T,r_X} = \{\phi_{T,k}^T : \|k\|_{\infty} \leq r_X\}.
\]

We set the encoder \( E_X \) and decoder \( D_X \) in \( X \) according to (15) and (16) using the basis functions in \( \Phi_{T,r_X} \). Similarly, we set the encoder \( E_Y \) and decoder \( D_Y \) in \( Y \) using the basis functions in \( \Phi_{T,r_Y} \) for some positive integer \( r_Y \).

Let \( \mathcal{P} \) be the set of periodic functions on \([-1, 1]^D\). We assume that the input and output functions are periodic Hölder functions.
Assumption 7. Let $X = Y = L^2([-1, 1]^D)$ with the inner product (21). For some integer $k > 0$ and $0 < s \leq 1$, the support of the probability measure $\gamma$ and the pushforward measure $\Psi_\# \gamma$ satisfies

$$\Omega_X \subset \mathcal{P} \cap C^{k,\alpha}([-1, 1]^D), \quad \Omega_Y \subset \mathcal{P} \cap C^{k,\alpha}([-1, 1]^D).$$

There exist $C_{H_{\rho,X}} > 0$ and $C_{H_{\rho,Y}} > 0$ such that for any $u \in \Omega_X$ and $v \in \Omega_Y$

$$\|u\|_{C^{k,\alpha}} < C_{H_{\rho,X}}, \quad \|v\|_{C^{k,\alpha}} < C_{H_{\rho,Y}}.$$

When trigonometric functions are used to encode periodic Hölder functions, the generalization error for the operator is given as below:

Corollary 3. Consider Setting 1. Suppose Assumption 1–5 and 7 hold. Denote $s = k + \alpha$. Fix positive integers $d_X$ and $d_Y$ such that $d_1^X$ and $d_1^Y$ are integers. Suppose the encoders and decoders are chosen as in (15) and (16) with basis functions $\Phi_{T,d_1^X}$ and $\Phi_{T,d_1^Y}$ for $X$ and $Y$, respectively. Let $\Gamma_{\text{NN}}$ be the minimizer of (6) with the network architecture $\mathcal{F}(d_Y, L, p, M)$ in (3) where $L, p, M$ are set as in (19). We have

$$\mathbb{E}_S \mathbb{E}_{u \sim \gamma} \|D_{\Psi} \circ \Gamma_{\text{NN}} \circ \Phi_T(u) - \Psi(u)\|_{Y}^2 \leq C_4 (\sigma^2 + R_D^2) d_Y^D \log n \cdot n^{-\frac{2s}{d_1^Y}} + C_7 L^2 d_X^{\frac{2s}{d_1^X}} + C_8 d_Y^{\frac{2s}{d_1^Y}},$$

where $C_4$ depends on $d_X, R_X, R_Y, L, \psi$, and $C_7, C_8$ depend on $D, C_{H_{\rho,X}}, C_{H_{\rho,Y}}, L, \psi$.

Corollary 3 is proved in Section 7.5. The generalization error with trigonometric basis encoder in Corollary 3 is similar to the error with Legendre polynomials in Corollary 2. If only the global smoothness of input and output functions is assumed, the generalization error decays at a low rate. A faster rate can be achieved if we exploit the low-dimensional structures of the input and output functions.

5 Generalization error for PCA encoders and decoders

When the given data are concentrated near a low-dimensional subspace, PCA is an effective tool for dimension reduction. In this section, we consider the PCA encoder, where the orthonormal basis is estimated from the training data.

5.1 PCA encoders and decoders

Let $\rho$ be a probability measure on a separable Hilbert space $\mathcal{H}$. Define the covariance operator with respect to $\rho$ as

$$G_{\rho} = \mathbb{E}_{u \sim \rho} [u \otimes u], \quad (26)$$

where $\otimes$ denotes the outer product $(f \otimes g)(h) = \langle g, h \rangle_{\mathcal{H}} f$ for any $f, g, h \in \mathcal{H}$, and $\langle \cdot, \cdot \rangle_{\mathcal{H}}$ denotes the inner product in $\mathcal{H}$. Let $\{\lambda_k\}_{k=1}^\infty$ be the eigenvalues of $G_{\rho}$ in a non-increasing order, and $\phi_k$ be the eigenfunction associated with $\lambda_k$. For any $u \in \mathcal{H}$, we have

$$u = \sum_{j=1}^\infty \langle u, \phi_j \rangle_{\mathcal{H}} \phi_j.$$
For a fixed positive integer $d$, the eigenfunctions $\{\phi_k\}_{k=1}^d$ associated with the top $d$ eigenvalues are called the first $d$ principal components. Fixing $d$, we define the encoder operator $E_{\mathcal{H},d} : \mathcal{H} \to \mathbb{R}^d$ as

$$E_{\mathcal{H},d}(u) = [\langle u, \phi_1 \rangle, \langle u, \phi_2 \rangle, \ldots, \langle u, \phi_d \rangle]^\top,$$

for any $u \in \mathcal{H}$, \hfill (27)

which gives rise to the coefficients of $u$ associated with the first $d$ principal components. The decoder $D_{\mathcal{H},d} : \mathbb{R}^d \to \mathcal{H}$ is defined as

$$D_{\mathcal{H},d}(a) = \sum_{j=1}^d a_j \phi_j,$$

for any $a = [a_1, \ldots, a_d]^\top \in \mathbb{R}^d$. \hfill (28)

Given $n$ i.i.d samples $\{u_i\}_{i=1}^n$ from $\rho$, the empirical covariance operator is

$$G^n_\rho = \frac{1}{n} \sum_{i=1}^n u_i \otimes u_i.$$ \hfill (29)

Let $\{\lambda^n_k\}_{k=1}^\infty$ be the eigenvalues of $G^n_\rho$ in a non-increasing order, and $\phi^n_k$ be the eigenfunction associated with $\lambda^n_k$. We define the empirical encoder $E^n_{\mathcal{H},d} : \mathcal{H} \to \mathbb{R}^d$ as

$$E^n_{\mathcal{H},d}(u) = [\langle u, \phi^n_1 \rangle, \langle u, \phi^n_2 \rangle, \ldots, \langle u, \phi^n_d \rangle]^\top,$$

for any $u \in \mathcal{H}$. \hfill (30)

The empirical decoder is

$$D^n_{\mathcal{H},d}(a) = \sum_{j=1}^d a_j \phi^n_j,$$

for any $a \in \mathbb{R}^d$. \hfill (31)

The PCA encoders and decoders $E_{\mathcal{H},d}, D_{\mathcal{H},d}, E^n_{\mathcal{H},d}, D^n_{\mathcal{H},d}$ are Lipschitz operators with a Lipschitz constant 1.

**Lemma 2.** Let $\mathcal{H}$ be a separable Hilbert space and $\rho$ be a probability measure on $\mathcal{H}$. For any integer $d > 0$, let $E_{\mathcal{H},d}$ and $D_{\mathcal{H},d}$ be the PCA encoder and decoder and $E^n_{\mathcal{H},d}$ and $D^n_{\mathcal{H},d}$ be their empirical counterparts. Then we have

$$\|E^n_{\mathcal{H},d}(u) - E^n_{\mathcal{H},d}(\tilde{u})\|_2 \leq \|u - \tilde{u}\|_{\mathcal{H}},$$

for any $u, \tilde{u} \in \mathcal{H}$,

$$\|D^n_{\mathcal{H},d}(a) - D^n_{\mathcal{H},d}(\tilde{a})\|_{\mathcal{H}} = \|a - \tilde{a}\|_2,$$

for any $a, \tilde{a} \in \mathbb{R}^d$.

Lemma 2 can be proved in the same way as Lemma 1. The proof is omitted here.

5.2 **Generalization error with PCA encoders and decoders**

In this subsection, we choose PCA encoders and decoders for $\mathcal{X}$ and $\mathcal{Y}$. For the $\mathcal{X}$ space, we define the covariance operator and its empirical counterpart as

$$G_\gamma = \mathbb{E}_{u \sim \gamma} u \otimes u \quad \text{and} \quad G^n_\gamma = \frac{1}{n} \sum_{i=1}^n u_i \otimes u_i.$$
Let \( \{\phi_{\gamma,k}\}_{k=1}^{d_{\gamma}} \) and \( \{\phi_{\gamma,k}^n\}_{k=1}^{d_{\gamma}} \) be the first \( d_{\gamma} \) principle components of \( G_\gamma \) and \( G^n_\gamma \), respectively. The PCA encoder and its empirical counterpart are given as

\[
E_\chi(u) = \left[ \langle u, \phi_{\gamma,1} \rangle, \langle u, \phi_{\gamma,2} \rangle, \ldots, \langle u, \phi_{\gamma,d_{\gamma}} \rangle \right]^T, \quad D_\chi(a) = \sum_{j=1}^{d} a_j \phi_{\gamma,j},
\]

\[
E^n_\chi(u) = \left[ \langle u, \phi_{\gamma,1}^n \rangle, \langle u, \phi_{\gamma,2}^n \rangle, \ldots, \langle u, \phi_{\gamma,d_{\gamma}}^n \rangle \right]^T, \quad D^n_\chi(a) = \sum_{j=1}^{d} a_j \phi_{\gamma,j}^n
\]

for any \( u \in \mathcal{X} \) and \( a \in \mathbb{R}^{d_{\gamma}} \).

For the \( \mathcal{Y} \) space, the ideal covariance operator in the noiseless case is defined based on the pushforward measure \( \Psi_\gamma \). In the noisy case, the samples \( \{v_i\}^n_{i=1} \) are random copies of \( \Psi(u) + \tilde{c} \). Denote the probability measure of \( v \) by \( \zeta \). The ideal and empirical covariance operators are defined as

\[
G_{\Psi\gamma} = \mathbb{E}_{w \sim \Psi_\gamma} w \otimes w \quad \text{and} \quad G^n_{\zeta} = \frac{1}{n} \sum^n_{i=1} v_i \otimes v_i.
\]

Notice that \( G^n_{\zeta} \) is the empirical counterpart of \( G_{\zeta} \), which is different from \( G_{\Psi\gamma} \) in the noisy case.

Let \( \{\phi_{\gamma,k}^{d_y}\}_{k=1}^{d_y} \) and \( \{\phi_{\gamma,k}^n\}_{k=1}^{d_y} \) be the first \( d_{\gamma} \) principle components of \( G_{\Psi\gamma} \) and \( G^n_{\zeta} \), respectively. We choose the PCA encoder:

\[
E_\gamma(w) = \left[ \langle w, \phi_{\gamma,1} \rangle, \langle w, \phi_{\gamma,2} \rangle, \ldots, \langle w, \phi_{\gamma,d_{\gamma}} \rangle \right]^T, \quad D_\gamma(a) = \sum_{j=1}^{d} a_j \phi_{\gamma,j},
\]

\[
E^n_\gamma(w) = \left[ \langle w, \phi_{\gamma,1}^n \rangle, \langle w, \phi_{\gamma,2}^n \rangle, \ldots, \langle w, \phi_{\gamma,d_{\gamma}}^n \rangle \right]^T, \quad D^n_\gamma(a) = \sum_{j=1}^{d} a_j \phi_{\gamma,j}^n
\]

for any \( w \in \mathcal{Y} \) and \( a \in \mathbb{R}^{d_{\gamma}} \).

The following theorem gives a bound on the generalization error of operator estimation with PCA encoders:

**Theorem 3.** In Setting 1, suppose Assumption 1–2 and 4 hold. Consider the PCA encoders and decoders defined in (32)–(35). Let \( \{\lambda_k\}^\infty_{k=1} \) be the eigenvalues of the covariance operator \( G_{\Psi\gamma} \) in nonincreasing order. Let \( \Gamma_{\text{NN}} \) be the minimizer of (6) with the network architecture \( \mathcal{F}(d_{\gamma}, L, p, M) \) in (3), where \( L, p, M \) are set as in (19). We have

\[
\mathbb{E}_S \mathbb{E}_{u \sim \gamma} \|D^n_\chi \circ \Gamma_{\text{NN}} \circ E^n_\chi(u) - \Psi(u)\|_{\gamma}^2 \leq C_4 (\sigma^2 + R_\gamma^2) d_{\gamma} \left( \frac{d_{\gamma}}{\gamma} \right) n^{-\frac{3}{2}} \log^6 n + 8 \left( 4 R_\chi L_\Psi \sqrt{d_{\chi}} + (R_\gamma + \tilde{\sigma})^2 \sqrt{d_{\gamma}} \right) n^{-\frac{3}{2}} + 16 \tilde{\sigma}^2 \left( \frac{\tilde{\sigma}}{\lambda_{d_{\gamma}} - \lambda_{d_{\gamma}+1}} \right)^2 (R_\gamma + \tilde{\sigma})^2 + 20 \tilde{\sigma}^2 + 16 L_\Psi \mathbb{E}_{u \sim \gamma} \| \Pi_{X,d_{\gamma}}(u) - u \|_2^2 + 16 \mathbb{E}_{w \sim \Psi_\gamma} \| \Pi_{Y,d_{\gamma}}(w) - w \|_2^2,
\]

where \( C_4 \) is a constant depending on \( d_{\chi}, R_\chi, R_\gamma, L_\Psi \).

Theorem 3 is proved in Section 7.6. PCA is effective when the input and output samples are concentrated near low-dimensional subspaces. In this case, an orthonormal basis of the subspace
is estimated from the samples. Since the PCA encoder and decoder are data-driven, we expect the corresponding projection errors are smaller than those by Legendre polynomials or trigonometric functions.

In the generalization error in Theorem 3, the error $16\tilde{\sigma}^2 \left( \frac{\tilde{\sigma}}{\lambda_{i_{y} \rightarrow \lambda_{y+1}}} \right)^2 (R_Y + \tilde{\sigma})^2 + 20\tilde{\sigma}^2$ does not decay as $n$ increases. This is because PCA extracts the principal components from noisy data but does not denoise the data set without additional assumptions on noise. If the noise does not perturb the space spanned by the first $d_Y$ principal eigenfunctions of $G_{\Psi_{y}}$, the constant terms can be dropped as the following corollary.

**Corollary 4.** Under the conditions of Theorem 3, if the eigenspace spanned by the first $d_Y$ principal eigenfunctions of $G_{\mu}$ coincides with that of $G_{\Psi_{y}}$, then we have

$$E\|E_{\tilde{\mathcal{W}} \sim \gamma} \|D^2_{Y} \circ \Gamma_{\mathcal{NN}} \circ E^n_{X}(u) - \Psi(u)\|_{Y}^2$$

$$\leq C_4 (\sigma^2 + R_{Y}^2) d_{Y} \frac{1}{\sqrt{\epsilon}} \log n \sqrt{n} + 8 \left( 4R_{Y}^2 L_{\Psi} \sqrt{d_{X}} + (R_{Y} + \tilde{\sigma}) \sqrt{d_{Y}} \right) n^{-\frac{1}{2}}$$

$$+ 16L_{\Psi}^2\|E_{\tilde{\mathcal{W}} \sim \gamma} \|\Pi_{Y,d_{Y}}(u) - u\|_{Y}^2 + 16\|E_{w \sim \Psi_{y}}\|\Pi_{Y,d_{Y}}(w) - w\|_{Y}^2.$$

Corollary 4 is proved in Section 7.7.

6 Exploit additional low-dimensional structures

Section 4 and Section 5 are suitable for the case where the input and output samples are concentrated near a low-dimensional subspace. While in practice, the low-dimensional subspace is not a priori known. In order to capture such a subspace, we need to choose a large encoding dimension so that the low-dimensional subspace is enclosed by the encoded space, which guarantees a small projection error. However, the network estimation error (see Section 3.2 for the definition) has an exponential dependence on $d_{X}$. The error decays slowly when $d_{X}$ is large.

Additionally, the given data may be located on a low-dimensional manifold enclosed by the encoded space, or the operator $\Psi$ may have low complexity. In this section, we will exploit such additional low-dimensional structures. We will show that, even though $d_{X}$ and $d_{Y}$ are chosen to be large in order to guarantee small projection errors, the exponent in the network estimation error only depends on the intrinsic dimension of the additional low-dimensional structures of data, instead of $d_{X}$. Specifically, we consider two scenarios: (1) when the collection of encoded vectors $E_{X}(\Omega_{X})$ is on a low-dimensional manifold and (2) when the operator $\Psi$ only depends on a few directions in the encoded space.

6.1 When encoded vectors lie on a low-dimensional manifold

We first consider the case when the given data exhibit a nonlinear low-dimensional structure: For a given encoder $E_{X}: X \rightarrow \mathbb{R}^{d_{X}}$, the encoded vectors $\{E_{X}(u) : u \text{ is randomly sampled from } \gamma\}$ lie on a $d_{0}$-dimensional manifold with $d_{0} \ll d_{X}$. This scenario is observed in many applications. For example, the solutions of most PDEs are in an infinite-dimensional function space. After uniform discretization, the solutions are encoded to vectors in a very high dimensional space. For many
PDEs, it is commonly observed that the solutions actually lie on a low-dimensional manifold enclosed by the discretized high-dimensional space. Therefore the solution manifold can be well-approximated using much fewer bases than those used in the discretization. This observation leads to the success of the reduced basis method [37, 73]. Another concrete example is described as follows:

**Example 1.** Let $\mathcal{X} = L^2([-1, 1])$ and $d_0, d_\mathcal{X}$ be positive integers such that $d_0 < d_\mathcal{X}$. Let $\{T_k\}_{k=1}^\infty$ be the trigonometric functions defined in (24) and $\{g_k\}_{k=d_0+1}^{d_\mathcal{X}}$ be some real valued functions. Suppose the probability measure $\gamma$ is supported on

$$\Omega_\mathcal{X} = \left\{ u : u = \sum_{k=1}^{d_\mathcal{X}} a_k T_k \text{ with } a_k \in \mathbb{R} \text{ for } k = 1, \ldots, d_0, \text{ and } a_k = g_k(a_1, \ldots, a_{d_0}) \text{ for } k = d_0 + 1, \ldots, d_\mathcal{X} \right\}.$$ 

The support set $\Omega_\mathcal{X}$ has an intrinsic dimension $d_0$. If we choose the basis encoder $E_\mathcal{X} : \mathcal{X} \to \mathbb{R}^{d_\mathcal{X}}$ using the trigonometric functions $\{T_k\}_{k=1}^{d_\mathcal{X}}$, then the encoded vectors $\{E_\mathcal{X}(u) : u \text{ is randomly sampled from } \gamma\}$ lie on a $d_0$-dimensional manifold embedded in $\mathbb{R}^{d_\mathcal{X}}$. Figure 1 shows this manifold when $d_\mathcal{X} = 3, d_0 = 2$ and $g_3 = a_1^2 + a_2$.

This nonlinear low-dimensional structure of data can be described as follows:

**Assumption 8.** Let $d_0, d_\mathcal{X}$ be positive integers such that $d_0 < d_\mathcal{X}$. In Setting 1, there exists an encoder $E_\mathcal{X} : \mathcal{X} \to \mathbb{R}^{d_\mathcal{X}}$ such that the encoded vectors $\{E_\mathcal{X}(u) : u \text{ is randomly sampled from } \gamma\}$ is on a $d_0$-dimensional compact smooth Riemannian manifold $M$ isometrically embedded in $\mathbb{R}^{d_\mathcal{X}}$. The reach of $M$ [31, 67] is $\tau > 0$.

Under Assumption 8 and Setting 1, the output $\Psi(u)$ is perturbed by noise, while the input $u$ is clean and its encoded vector is located on $M$. Such a setting is common in practice when a series of experiments is conducted to simulate a scientific phenomenon. In experiments, one designs the inputs and takes measurements of the outputs. Usually, the inputs are generated according to some physical laws that lead to low-dimensional structures. Due to the limitations of sensors and equipment, the measured outputs are perturbed by noise.

Approximation and statistical estimation theories of deep neural networks for functions on a low-dimensional manifold have been studied in [12, 13, 14, 56, 79, 44, 17, 77, 74, 23, 64]. In this subsection, we show that deep neural networks can automatically adapt to nonlinear low-dimensional structures of data, and give rise to a sample complexity depending on the intrinsic dimension $d_0$. The following theorem gives a generalization error in this scenario.

![Figure 1: An illustration of Example 1 with $d_\mathcal{X} = 3, d_0 = 2$ and $g_3 = a_1^2 + a_2$.](image-url)
Theorem 4. In Setting 1, suppose Assumption 1–5 and 8 hold, and the encoder $E_X$ in Assumption 8 is given. Let $\Gamma_{NN}$ be the minimizer of (6) with the network architecture $\mathcal{F}(d_Y, L, p, M)$ in (3) with

$$L = O(\bar{L} \log \bar{L}), \quad p = O(d_X \bar{p} \log \bar{p}), \quad M = \sqrt{d_Y L_E^{n_Y} R_Y},$$

(36)

where $\bar{L}, \bar{p} > 0$ are positive integers satisfying

$$\bar{L} \bar{p} = \lceil \frac{d^4}{d_0^4} + \frac{2 d_0^2}{d_Y n} \rceil.$$

(37)

Then we have

$$\mathbb{E}_S \mathbb{E}_{u \sim \gamma} \|D^n_{Y} \circ \Gamma_{NN} \circ E^n_{X}(u) - \Psi(u)\|_{Y}^2$$

$$\leq C_5 (\sigma^2 + R_Y^2) d_Y \frac{d^4}{d_0^4} d_X^2 n^{-\frac{2}{d_X^4}} \log n + C_3 \mathbb{E}_S \mathbb{E}_{u \sim \gamma} \|\Pi_{X,d_X}(u) - u\|_{X}^2 + 2 \mathbb{E}_S \mathbb{E}_{w \sim \gamma} \|\Pi_{Y,d_Y}(w) - w\|_{Y}^2,$$

(38)

where $C_5$ depends on $d_0, \log d_X, R_X, R_Y, L_{E^n_X}, L_{E^n_Y}, L_{D_X}, L_{D_Y}, L_{\Psi}, \tau$, the surface area of $\mathcal{M}$, and $C_3 = 16L_{D_Y}^2 L_{E^n_Y}^2 L^2_{\Psi}$. 

Theorem 4 is proved in Section 7.8. The convergence rate in Theorem 4 has an exponential dependence on $d_0$, instead of $d_X$. Theorem 4 shows that when the encoded vectors are located on a low-dimensional manifold, deep neural networks are adaptive to such nonlinear geometric structures of data.

6.2 When the operator $\Psi$ has low complexity

In our framework, learning $\Psi$ is converted to learning the transformation $\Gamma : \mathbb{R}^{d_X} \rightarrow \mathbb{R}^{d_Y}$, as defined in (5). The second scenario we consider in this subsection is that, even though the $u_i$’s and $v_i$’s are in infinite-dimensional spaces, the operator $\Psi$ has low complexity: its corresponding transformation $\Gamma$ can be approximated by some low-dimensional functions that only depend on few directions in $\mathbb{R}^{d_X}$. For example, consider solving a linear PDE with constant coefficients by the Fourier spectral method. In this case, the operator $\Psi$ is the PDE solver that maps initial conditions to solutions at certain time. By taking the Fourier transform on both sides of the PDE, solving the PDEs is converted to solving a series of independent ODEs, each of which controls the evolution of a Fourier coefficient of the solution [78, Chapter 2]. The operator $\Psi$ can be fully characterized by a system of one-dimensional ODEs. We next adapt this setting to our framework in order to learn $\Psi$. We use trigonometric functions as our encoders and decoders: the initial conditions and solutions are approximated by the first $d_X = d_Y$ terms of their Fourier series expansion. Then learning $\Psi$ reduces to learning $d_Y$ one-dimensional functions, each of which corresponds to an ODE of a Fourier coefficient, instead of learning $d_Y d_X$-dimensional functions.

In this subsection, we show that we can get a faster rate by exploiting the low complexity of $\Psi$. We first make an assumption on $\Psi$:


Assumption 9. Let \(0 < d_0 \leq d_X\) be integers. Assume there exist \(E_X, D_X, E_Y, D_Y\) such that for any \(u \in \Omega_X\), we have

\[
\Pi_{Y,d_Y} \circ \Psi(u) = D_Y \circ g \circ E_X(u)
\]

with \(g : \mathbb{R}^{d_X} \to \mathbb{R}^{d_Y}\) in the form:

\[
g(a) = [g_1(V_1^T a) \ldots g_{d_y}(V_{d_y}^T a)]^T,
\]

for some unknown matrix \(V_k \in \mathbb{R}^{d_y \times d_0}\), and some unknown real valued function \(g_k : \mathbb{R}^{d_0} \to \mathbb{R}\) where \(k = 1, \ldots, d_Y\).

In statistics, the functions \(g_k\)'s in Assumption 9 are known as single-index models for \(d_0 = 1\), and are known as multi-index models for \(d_0 > 1\). For any given \(u \sim \gamma\), we decompose \(\Psi(u)\) into two parts: the first part is its projection to the set of encoded vectors \(E_Y(\Omega_Y)\); the second part is the rest orthogonal to the first part. Assumption 9 assumes that the operator mapping \(u\) to the first part follows a multi-index model. When \(d_X\) is large enough, the second part has a small magnitude and is included in the projection error. In the following example, we give a simple illustration when the second part vanishes.

Example 2. Let \(\mathcal{X} = L^2([-1, 1]), \Omega_X \subset \mathcal{X}\) be a compact set in \(\mathcal{X}\) and \(0 < d_0 < d_X\) be integers. Let \(\{T_k\}_{k=1}^{\infty}\) be trigonometric functions defined in (24). Any \(u \in \Omega_X\) can be written as \(u = \sum_{k=1}^{\infty} a_k T_k\) for some \(a_k\)'s. Denote \(a_u = [a_1 \ldots a_{d_X}]^T\). Suppose the operator we want to learn has the following form

\[
\Psi(u) = \sum_{k=1}^{d_Y} g_k(V_k^T a_u)T_k,
\]

with \(V_k \in \mathbb{R}^{d_Y \times d_0}\) and \(g_k : \mathbb{R}^{d_0} \to \mathbb{R}\) for \(k = 1, \ldots, d_Y\). We set \(E_X, D_X\) as the basis encoder and decoder using the basis functions \(\{T_k\}_{k=1}^{d_X}\), and \(E_Y, D_Y\) as encoder and decoder derived using basis \(\{T_k\}_{k=1}^{d_Y}\). In this example, \(\Pi_{Y,d_Y} \circ \Psi(u) = \Psi(u)\) for any \(u \sim \gamma\). Then learning \(\Psi\) reduces to learning the \(g_k\)’s and the \(V_k\)’s. An illustration of the estimator is shown in Figure 2. In neural networks, the \(V_k\)’s can be realized by a single layer. Therefore, our major task is to learn good approximations of the \(g_k\)’s. Note that each \(g_k\) is a \(d_0\)-dimensional function. By exploiting such low complexity of the operator, we can convert the learning task from learning \(d_Y d_X\)-dimensional functions to learning \(d_Y d_0\)-dimensional functions.

With Assumption 9, the following theorem gives a faster rate on the generalization error:

Theorem 5. In Setting 1, suppose Assumption 1–5 and 9 hold. Assume that the encoders and decoders \(E_X, D_X, E_Y, D_Y\) in Assumption 9 are given. Let \(\Gamma_{NN}\) be the minimizer of (6) with the network architecture \(\mathcal{F}(d_Y, L, p, M)\) in (3), where

\[
L = O(\bar{L} \log \bar{L}), \quad p = O(\bar{p} \log \bar{p}), \quad M = \sqrt{d_Y L_{E_Y} R_Y}
\]

and \(\bar{L}, \bar{p}, > 0\) are integers and satisfy (37).
Figure 2: An illustration of Example 2, where the $\tilde{g}_k$’s represent network approximations of the $g_k$’s in (41).

We have

$$
\mathbb{E}_S \mathbb{E}_{u \sim \gamma} \| D_n^\eta \circ \Gamma_{\text{NN}} \circ E_n^\eta(u) - \Psi(u) \|_2^2 \\
\leq C_6 (\sigma^2 + R_X^2 + \frac{d_0 \log n}{n} \max \left\{ n^{\frac{d_0}{2}}, d_X n^{\frac{4+d_0}{4}} \right\} \log^6 n \\
+ C_3 \mathbb{E}_S \mathbb{E}_{u \sim \gamma} \| \Pi_{X,d_X}(u) - U \|_X^2 + 2 \mathbb{E}_S \mathbb{E}_{w \sim \Psi_X} \| \Pi_{Y,d_Y}(w) - W \|_Y^2. \tag{43}
$$

where $C_6$ depends on $d_0, \log d_X, R_X, R_Y, L_{E_n^\eta}, L_{E_Y^\eta}, L_{D_n^\eta}, L_{D_Y^\eta}, L_{\Psi},$ and $C_3 = 16 L_{D_n^\eta}^2 L_{E_Y^\eta}^2 L_{\Psi}^2.$

Theorem 5 is proved in Section 7.9. In Assumption 9, each $V_k$ is a linear transformation that can be realized by a singly layer. In our network construction, the first layer is used to learn these transformations and the rest is used to learn the functions $g_k$’s.

7 Proof of main results

7.1 Preliminaries

In this section, we define several quantities that will be used in the proof. We first define two types of covering number of function classes. The first type is independent of data and will be used to prove Theorem 1.

**Definition 2** (Cover). Let $\mathcal{F}$ be a class of functions. A set of functions $\mathcal{S}$ is a $\delta$-cover of $\mathcal{F}$ with respect to a norm $\| \cdot \|$ if for any $f \in \mathcal{F}$, one has

$$
\inf_{f^* \in \mathcal{S}} \| f - f^* \| \leq \delta.
$$

**Definition 3** (Covering number, Definition 2.1.5 of [91]). Let $\mathcal{F}$ be a class of functions. For any $\delta > 0$, the covering number of $\mathcal{F}$ is defined as

$$
\mathcal{N}(\delta, \mathcal{F}, \| \cdot \|) = \min \{ |\mathcal{S}_f| : \mathcal{S}_f \text{ is a } \delta \text{-cover of } \mathcal{F} \},
$$

where $|\mathcal{S}_f|$ denotes the cardinality of $\mathcal{S}_f$. 
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Definition 2 and 3 depend on the norm $\| \cdot \|$. In the following, we choose $\| \cdot \|$ as a sample dependent norm and define the so-called uniform covering number. We first define the cover with respect to samples:

**Definition 4** (Cover with respect to samples). Let $\mathcal{F}$ be a class of functions from $\mathbb{R}^{d_1}$ to $\mathbb{R}^{d_2}$. Given a set of samples $X = \{x_k\}_{k=1}^m \subset \mathbb{R}^{d_1}$, for any $\delta > 0$, a function set $\mathcal{S}_f(X)$ is a $\delta$-cover of $\mathcal{F}$ with respect to $X$ if for any $f \in \mathcal{F}$, there exists $f^* \in \mathcal{S}_f(X)$ such that

$$
\| f(x_k) - f^*(x_k) \|_\infty \leq \delta, \quad \forall 1 \leq k \leq m.
$$

Definition 4 is a special case of Definition 2 in which the norm $\| \cdot \|$ is chosen as the $\ell^\infty$ norm of the collection of its argument’s values over samples $X$. Based on Definition 4, we define the uniform covering number as follows:

**Definition 5** (Uniform covering number, Section 10.2 of [2]). Let $\mathcal{F}$ be a class of functions from $\mathbb{R}^{d}$ to $\mathbb{R}$. For any set of samples $X = \{x_k\}_{k=1}^m \subset \mathbb{R}^d$, denote

$$
\mathcal{F}|_X = \{ (f(x_1), \ldots, f(x_m)) : f \in \mathcal{F} \}.
$$

For any $\delta > 0$, the uniform covering number of $\mathcal{F}$ with $m$ samples is defined as

$$
N(\delta, \mathcal{F}, m) = \max_{X \subset \mathbb{R}^d, |X| = m} \min_{\mathcal{S}_f(X)} \{|\mathcal{S}_f(X)| : \mathcal{S}_f(X) \text{ is a } \delta \text{-cover of } \mathcal{F} \text{ with respect to } X\}. \quad (44)
$$

This covering number is used to prove Theorem 2.

### 7.2 Proof of Theorem 1

To prove Theorem 1, we first decompose the squared $L^2$ error $\mathbb{E}_S \mathbb{E}_{u \sim \gamma} \| D^n_Y \circ \Gamma_{\text{NN}} \circ E^n_{\text{X}}(u) - \Psi(u) \|_Y^2$ into a network estimation error and a projection error. The network estimation error can be further decomposed into a bias term and a variance term. The bias term heavily depends on the approximation error of the network class (2). The variance term is upper bounded in terms of the covering number of the network class.

**Proof of Theorem 1.** We first decompose the squared $L^2$ error as

$$
\mathbb{E}_S \mathbb{E}_{u \sim \gamma} \left[ \| D^n_Y \circ \Gamma_{\text{NN}} \circ E^n_{\text{X}}(u) - \Psi(u) \|_Y^2 \right] 
\leq 2 \mathbb{E}_S \mathbb{E}_{u \sim \gamma} \left[ \| D^n_Y \circ \Gamma_{\text{NN}} \circ E^n_{\text{X}}(u) - D^n_Y \circ E^n_Y \circ \Psi(u) \|_Y^2 \right] + 2 \mathbb{E}_S \mathbb{E}_{u \sim \gamma} \left[ \| D^n_Y \circ E^n_Y \circ \Psi(u) - \Psi(u) \|_Y^2 \right]. \quad (45)
$$

Here I is the network estimation error in the $\mathcal{Y}$ space, II is the empirical projection error, which can be rewritten as

$$
\text{II} = 2 \mathbb{E}_S \mathbb{E}_{w \sim \psi_{\gamma,Y}} \left[ \| \Pi^n_{\gamma_Y(d_y)}(w) - w \|_{\mathcal{Y}}^2 \right]. \quad (46)
$$
In the remaining of this subsection, we derive an upper bound of $I$. Note that $I$ can be bounded as

$$I = 2 \mathbb{E}_S \mathbb{E}_{u \sim \gamma} \left[ \| D_y^n \circ \Gamma_{NN} \circ E_x^n(u) - D_y^n \circ E_y^n(u) \|^2 \right]$$

$$\leq 2 L_{D_y^n}^2 \mathbb{E}_S \mathbb{E}_{u \sim \gamma} \left[ \| \Gamma_{NN} \circ E_x^n(u) - E_y^n(u) \|^2 \right].$$

(47)

If the training samples in $S_1$ are fixed, we have the following conditioned on $S_1$:

$$\mathbb{E}_S \mathbb{E}_{u \sim \gamma} \left[ \| \Gamma_{NN} \circ E_x^n(u) - E_y^n(u) \|^2 \right]$$

$$= 2 \mathbb{E}_S \left[ \frac{1}{n} \sum_{i=n+1}^{2n} \| \Gamma_{NN} \circ E_x^n(u_i) - E_y^n(u_i) \|^2 \right]$$

$$+ \mathbb{E}_S \mathbb{E}_{u \sim \gamma} \left[ \| \Gamma_{NN} \circ E_x^n(u) - E_y^n(u) \|^2 \right] - \mathbb{E}_S \left[ \frac{2}{n} \sum_{i=n+1}^{2n} \| \Gamma_{NN} \circ E_x^n(u_i) - E_y^n(u_i) \|^2 \right].$$

(48)

In the decomposition of (48), the term $T_1$ consists of the bias of using neural network to approximate the transformation $\Gamma$ and the projection error of $\Pi_{X_\mathcal{A},d_X}$ in the $X$ space. The term $T_2$ captures the variance. We next derive bounds for $T_1$ and $T_2$ respectively.

**Upper bound of $T_1$.** The term $T_1$ is the expected mean squared error of the learned transformation $\Gamma_{NN}$ with respect to $S_2$. We will derive an upper bound using the network approximation error and network architecture’s covering number. The network approximation error is the bias. We use network architecture’s covering number to bound the stochastic error.

Define the transformation $\Gamma_d^n : \mathbb{R}^{d_X} \rightarrow \mathbb{R}^{d_Y}$

$$\Gamma_d^n = E_y^n \circ \Psi \circ D_x^n,$$

(49)

which maps the encoded vector $E_x^n(u)$ in $\mathcal{X}$ to the encoded vector $E_y^n(v)$ in $\mathcal{Y}$. The transformation $\Gamma_d^n$ is the target transformation to be estimated by $\Gamma_{NN}$. It is straightforward to show that $\Gamma_d^n$ is a Lipschitz transformation (see a proof of Lemma 3 in Appendix C).

**Lemma 3.** Assume Assumption 2 and 3. $\Gamma_d^n$ is Lipschitz with a Lipschitz constant $L_{E_y^n} L_{D_x^n} L_{\Psi}$.

Denote

$$\epsilon_i = E_y^n(v_i) - E_y^n(\Psi(u_i)).$$

(50)

According to Assumption 3 and Assumption 4(iii)–(iv), we have

$$\mathbb{E}[\epsilon_i] = 0, \text{ and } \| \epsilon_i \|_\infty < \sigma.$$
We decompose $T_1$ as

$$T_1 = 2\mathbb{E}_S \left[ \frac{1}{n} \sum_{i=n+1}^{2n} \left\| \Gamma_{NN} \circ E^{u}_X(u_i) - E^{u}_Y \circ \Psi(u_i) \right\|_2 \right]$$

$$= 2\mathbb{E}_S \left[ \frac{1}{n} \sum_{i=n+1}^{2n} \left\| \Gamma_{NN} \circ E^{u}_X(u_i) - E^{u}_Y \circ \Psi(u_i) - \epsilon_i \right\|_2 \right]$$

$$= 2\mathbb{E}_S \left[ \frac{1}{n} \sum_{i=n+1}^{2n} \left\| \Gamma_{NN} \circ E^{u}_X(u_i) - E^{u}_Y \circ \Psi(u_i) - \epsilon_i \right\|_2 \right]$$

$$+ 4\mathbb{E}_S \left[ \frac{1}{n} \sum_{i=n+1}^{2n} \left( \Gamma_{NN} \circ E^{u}_X(u_i) - E^{u}_Y \circ \Psi(u_i) - \epsilon_i, \epsilon_i \right) \right] + 2\mathbb{E}_S \left[ \frac{1}{n} \sum_{i=n+1}^{2n} \left\| \epsilon_i \right\|_2 \right]$$

$$= 2\mathbb{E}_S \left[ \frac{1}{n} \sum_{i=n+1}^{2n} \left\| \Gamma \circ E^{u}_X(u_i) - E^{u}_Y \circ \Psi(u_i) \right\|_2 \right]$$

$$+ 4\mathbb{E}_S \left[ \frac{1}{n} \sum_{i=n+1}^{2n} \left( \Gamma \circ E^{u}_X(u_i), \epsilon_i \right) \right] - 2\mathbb{E}_S \left[ \frac{1}{n} \sum_{i=n+1}^{2n} \left\| \epsilon_i \right\|_2 \right]$$

$$\leq 2 \inf_{\Gamma \in \mathcal{F}_{NN}} \mathbb{E}_S \left[ \frac{1}{n} \sum_{i=n+1}^{2n} \left\| \Gamma \circ E^{u}_X(u_i) - E^{u}_Y \circ \Psi(u_i) \right\|_2 \right] + 4\mathbb{E}_S \left[ \frac{1}{n} \sum_{i=n+1}^{2n} \left( \Gamma \circ E^{u}_X(u_i), \epsilon_i \right) \right]$$

$$- 2\mathbb{E}_S \left[ \frac{1}{n} \sum_{i=n+1}^{2n} \left\| \epsilon_i \right\|_2 \right]$$

$$= 2 \inf_{\Gamma \in \mathcal{F}_{NN}} \mathbb{E}_S \left[ \frac{1}{n} \sum_{i=n+1}^{2n} \left\| \Gamma \circ E^{u}_X(u_i) - E^{u}_Y \circ \Psi(u_i) \right\|_2 \right]$$

$$+ 4\mathbb{E}_S \left[ \frac{1}{n} \sum_{i=n+1}^{2n} \left( \Gamma \circ E^{u}_X(u_i), \epsilon_i \right) \right]$$

$$= 2 \inf_{\Gamma \in \mathcal{F}_{NN}} \mathbb{E}_{u \sim \gamma} \left[ \left\| \Gamma \circ E^{u}_X(u) - E^{u}_Y \circ \Psi(u) \right\|_2 \right] + 4\mathbb{E}_S \left[ \frac{1}{n} \sum_{i=n+1}^{2n} \left( \Gamma \circ E^{u}_X(u_i), \epsilon_i \right) \right].$$

In (51), the first term is the neural network approximation error, and the second term is the stochastic error from noise. To derive an upper bound of the first term, we use the following lemma which shows that for any function $f$ in the Sobolev space $W^{k, \infty}$, when the network architecture is properly set, FNN can approximate $f$ with arbitrary accuracy:

**Lemma 4** (Theorem 1 of [93]). Let $k \geq 0$ be a positive integer. There exists an FNN architecture $\mathcal{F}_{NN}(1, L, p, K, \kappa, M)$ capable of approximating any function in $W^{k, \infty}([-B, B]^d)$, i.e., for any given $\epsilon \in (0, 1)$ and if $f \in W^{k, \infty}([-B, B]^d)$, the network architecture gives rise to a function $\bar{f}$ satisfying

$$\|\bar{f} - f\|_{\infty} \leq \epsilon.$$
The constant hidden in $O(\cdot)$ depends on $k, \alpha, d, B, R$.

Since $\Gamma^n_d$ is Lipschitz by Lemma 3, according to Lemma 4 with $k = 1$, for any $\varepsilon_1 > 0$, there is a network architecture $\mathcal{F}_{NN}(d_y, L, p, K, \kappa, M)$, such that for any $\Gamma^n_d$ defined in (49), there exists a $\tilde{\Gamma}^n_d \in \mathcal{F}_{NN}(d_y, L, p, K, \kappa, M)$ with

$$\|\tilde{\Gamma}^n_d - \Gamma^n_d\|_\infty \leq \varepsilon_1. \tag{52}$$

Such a network architecture has

$$L = O(\log \varepsilon_1), \quad p = O\left(\varepsilon_1^{-d_x}\sqrt{n}\right), \quad K = O\left(\varepsilon_1^{-d_x} \log \varepsilon_1\right),$$

$$\kappa = \max\left\{1, \sqrt{d_yL_E^R}\right\}, \quad M = \sqrt{d_yL_E^R}. \tag{53}$$

We bound the first term in (51) as

$$\inf_{\Gamma \in \mathcal{F}_{NN}} \mathbb{E}_{u \sim \gamma}\left[\|\Gamma \circ E_X^n(u) - E_Y^n \circ \Psi(u)\|_2\right] \leq 2\mathbb{E}_{u \sim \gamma}\left[\|\tilde{\Gamma}^n_d \circ E_X^n(u) - \Gamma_d \circ E_X^n(u)\|_2\right] + 2\mathbb{E}_{u \sim \gamma}\left[\|\Gamma^n_d \circ E_X^n(u) - E_Y^n \circ \Psi(u)\|_2\right] \leq 2d_y \varepsilon_1^2 + 2\mathbb{E}_{u \sim \gamma}\left[\|\tilde{\Gamma}^n_d \circ E_X^n(u) - E_Y^n \circ \Psi(u)\|_2\right]$$

$$= 2d_y \varepsilon_1^2 + 2\mathbb{E}_{u \sim \gamma}\left[\|\tilde{\Gamma}^n_d \circ E_X^n(u) - E_Y^n \circ \Psi(u)\|_2\right] \tag{54}$$

by the definition of $\Gamma_d$ in (49).

An upper bound of the second term in (51) is provided by the following lemma (see a proof in Appendix D):

**Lemma 5.** Under the conditions of Theorem 1, for any $\delta \in (0, 1)$, we have

$$\mathbb{E}_{S_2}\left[\frac{1}{n} \sum_{i=n+1}^{2n} \langle \Gamma_{NN} \circ E_X^n(u_i), \epsilon_i \rangle\right] \leq 2\sqrt{2d_y \sigma} \left(\mathbb{E}_{S_2}\|\Gamma_{NN} \circ E_X^n(u_i) - \Gamma^n_d \circ E_X^n(u_i)\|_n^2 + d_y \delta\right) \sqrt{\log N(\delta, \mathcal{F}_{NN}, \|\cdot\|_\infty) + \frac{2}{n}} + d_y \sigma \delta. \tag{55}$$

Let $\mathcal{F}_{NN}$ be the network architecture specified in (53). Substituting (54) and (55) into (51), we have

$$T_1 = 2\mathbb{E}_{S_2}\left[\|\Gamma_{NN} \circ E_X^n(u_i) - E_Y^n \circ \Psi(u_i)\|_n^2\right]$$
\[
\leq 4d_y \varepsilon_1^2 + 8 \sqrt{2d_y \sigma} \left[ \left\| \mathbb{E}_{S_t} \left[ \left\| \Gamma_{NN} \circ E^u_X(u_t) - \Gamma_{d} \circ E^u_X(u(t)) \right\|_2 \right] + \sqrt{d_y \delta} \right] \sqrt{\log N(\delta, \mathcal{F}_{NN}, \| \cdot \|_\infty) + \frac{2}{n}} + 4d_y \sigma \delta + 4L^2_{E_2} \mathbb{E}_{u \sim \gamma} \left[ \left\| \Pi^n_{X,d_X} (u) - u \right\|_X^2 \right].
\]

Denote
\[
\rho = \sqrt{\mathbb{E}_{S_t} \left[ \left\| \Gamma_{NN} \circ E^u_X(u_t) - E^u_Y \circ \Psi(u_t) \right\|_2 \right]}
\]
\[
a = 2d_y \varepsilon_1^2 + 2d_y \sigma \delta + 2L^2_{E_2} \mathbb{E}_{u \sim \gamma} \left[ \left\| \Pi^n_{X,d_X} (u) - u \right\|_X^2 \right]
+ 4 \sqrt{2d_y \sigma \delta} \sqrt{\log N(\delta, \mathcal{F}_{NN}, \| \cdot \|_\infty) + \frac{2}{n}}.
\]
\[
b = 2 \sqrt{2d_y \sigma} \sqrt{\log N(\delta, \mathcal{F}_{NN}, \| \cdot \|_\infty) + \frac{2}{n}}.
\]

Inequality (56) can be rewritten as
\[
\rho^2 \leq a + 2b \rho,
\]
from which we deduce that
\[
(r - b)^2 \leq a + b^2 \Rightarrow \rho^2 \leq 2a + 4b^2.
\]

Therefore,
\[
T_1 = 2\rho^2 \leq 8d_y \varepsilon_1^2 + 64d_y \sigma^2 \log N(\delta, \mathcal{F}_{NN}, \| \cdot \|_\infty) + \frac{2}{n} + 16 \sqrt{2d_y \sigma} \sqrt{\log N(\delta, \mathcal{F}_{NN}, \| \cdot \|_\infty) + \frac{2}{n}}
+ 8d_y \sigma \delta + 8L^2_{E_2} \mathbb{E}_{u \sim \gamma} \left[ \left\| \Pi^n_{X,d_X} (u) - u \right\|_X^2 \right].
\]

**Upper bound of** \(T_2\). The term \(T_2\) is the difference between the population risk and the empirical risk of the network estimator \(\Gamma_{NN}\), while there is a factor 2 ahead of the empirical risk. Utilizing a covering of \(\mathcal{F}_{NN}(d_y, L, p, K, \kappa, M)\) and Bernstein-type inequalities, we establish a fast convergence of \(T_2\). The upper bound is presented in the following lemma (see a proof in Appendix E).

**Lemma 6.** Under the conditions of Theorem 1, we have
\[
T_2 \leq \frac{35d_y L^2_{E_2} R^2_{E_2}}{n} \log N \left( \frac{\delta}{4d_y L^2_{E_2} R^2_{E_2}}, \mathcal{F}_{NN}, \| \cdot \|_\infty \right) + 6 \delta.
\]

Substituting (57) and (58) into (47) gives rise to
\[
I \leq 2L^2_{D_2} \mathbb{E}_{S_t} \mathbb{E}_{u \sim \gamma} \left[ \left\| \Gamma_{NN} \circ E^u_X(u) - E^u_Y \circ \Psi(u) \right\|_2 \right]
= 2L^2_{D_2} \mathbb{E}_{S_t} [T_1] + 2L^2_{D_2} \mathbb{E}_{S_t} [T_2]
\leq 16d_y L^2_{D_2} \varepsilon_1^2 + 128d_y \sigma^2 L^{2}_{D_2} \log N(\delta, \mathcal{F}_{NN}, \| \cdot \|_\infty) + \frac{2}{n}
+ 32 \sqrt{2d_y \sigma} \sqrt{\log N(\delta, \mathcal{F}_{NN}, \| \cdot \|_\infty) + \frac{2}{n}}
+ 16d_y \sigma L^2_{D_2} \delta + 16L^2_{D_2} L^2_{E_2} \mathbb{E}_{u \sim \gamma} \left[ \left\| \Pi^n_{X,d_X} (u) - u \right\|_X^2 \right].
\]
for some constants $C$ we get an upper bound of $I < \delta \langle F \rangle$ (Lemma 6 of [13]).

Combining (53) and (60) gives

$$I \leq 16d_\gamma L_{D_\gamma}^2 \epsilon_1^2 + \frac{128d_\gamma^2 L_{D_\gamma}^2 + 70d_\gamma L_{D_\gamma}^2 R^2_{D_\gamma}}{n} \log N \left( \frac{\delta}{4d_\gamma L_{D_\gamma}^2 R_{D_\gamma}}, \mathcal{F}_{NN}, \| \cdot \|_\infty \right) + 21 \frac{L_{D_\gamma}^2}{n} \delta$$

setting $\epsilon_1 = \frac{1}{d_\gamma^{\frac{1}{2}}} n^{-\frac{1}{3}d_\gamma}$, we get an upper bound of $I$

$$I \leq C_1 (\sigma^2 + R_{D_\gamma}^2) d_\gamma^{\frac{4}{3d_\gamma}} n^{-\frac{2}{3d_\gamma}} \log^3 n + C_2 (\sigma^2 + R_{D_\gamma}^2) d_\gamma^2 (\log d_\gamma)n^{-1}$$

for some constants $C_1, C_2$ depending on $d, R_D, R_Y, L_{E_Y}, L_{E_\psi}, L_{D_\gamma}$, $L_\psi$. The constants $C_1, C_2$ are the same ones as in Theorem 1. The resulting network architecture $\mathcal{F}(d_\gamma, L, p, K, \kappa, M)$ has

$$L = O(\log n + \log d_\gamma), \quad p = O\left( d_\gamma^{\frac{4}{3d_\gamma}} n^{\frac{2}{3d_\gamma}} \right), \quad K = O\left( d_\gamma^{\frac{4}{3d_\gamma}} n^{\frac{2}{3d_\gamma}} \log n \right),$$

$$\kappa = \max \left\{ 1, \sqrt{d_\gamma L_{E_Y} R_Y}, \sqrt{d_{X_1} L_{E_X} R_X}, \sqrt{d_{X_1} L_{E_Y} L_{D_\gamma} L_{E_\psi} R_X} \right\}, \quad M = \sqrt{d_\gamma L_{E_Y} R_Y}.$$
Combining the bounds of I and II. Putting (62) and (46) together gives rise to
\[
\mathbb{E}_S \mathbb{E}_{u \sim \gamma} \left[ \left\| D^n_{\mathcal{Y}} \circ \Gamma_{\mathcal{NN}} \circ E^n_{\mathcal{X}}(u) - \Psi(u) \right\|_{\mathcal{Y}}^2 \right]
\leq I + II
\leq C_1 (\sigma^2 + R^2_Y) n \frac{d^2_{\mathcal{Y}}}{n} \log^3 n + C_2 (\sigma^2 + R^2_Y) d^2_{\mathcal{Y}} (\log d_{\mathcal{Y}}) n^{-1}
+ 16 L^2_{D^n_{\mathcal{Y}}} L^2_{E^n_{\mathcal{Y}}} \mathbb{E}_S \mathbb{E}_{u \sim \gamma} \left[ \left\| \Pi_{\mathcal{X},d_{\mathcal{Y}}}^n (u) - u \right\|_2^2 \right] + 2 \mathbb{E}_S \mathbb{E}_{v^* \sim \mathcal{Q}_{\mathcal{Y}}} \left[ \left\| \Pi_{\mathcal{Y},d_{\mathcal{Y}}}^n (v^*) - v^* \right\|_2^2 \right],
\] (65)

where \(C_1, C_2\) are constants depending on \(d_{\mathcal{X}}, R_{\mathcal{X}}, R_{\mathcal{Y}}, L_{E^n_{\mathcal{X}}}, L_{E^n_{\mathcal{Y}}}, L_{D^n_{\mathcal{X}}}, L_{\Psi}\).

\[ \square \]

7.3 Proof of Theorem 2

The main framework of the proof of Theorem 2 is the same as that of Theorem 1, except special attentions need to be paid on bounding \(T_1\) and \(T_2\) in (48):

- For \(T_1\), we establish a new result on the approximation error of deep neural networks with architecture \(\mathcal{F}_{\mathcal{NN}}(d_{\mathcal{Y}}, L, p, M)\).

- For \(T_2\), we derive an upper bound using the uniform covering numbers. The motivation to use \(\mathcal{F}_{\mathcal{NN}}(d_{\mathcal{Y}}, L, p, M)\) is that it removes parameter upper bound, which is appealing to practical training. However, removing parameter upper bound leads to technical issues in bounding \(T_2\). We address these issues using the uniform covering numbers thanks to the boundedness of network outputs inspired by [44].

The first part of our proof is the same as that of Theorem 1 up to (48), which is omitted here. In the following, we bound \(T_1\) and \(T_2\) in order.

Upper bound of \(T_1\). The upper bound of \(T_1\) can be derived similarly as that in Section 7.2, except we make two changes:

- Replace Lemma 4 by the following one

**Lemma 8** (Theorem 1.1 of [79]). Let \(0 < \alpha \leq 1\) be a real number. There exists a FNN architecture \(\mathcal{F}_{\mathcal{NN}}(1, L, p, M)\) with \(d_{\mathcal{Y}} = 1\) such that for any integers \(\bar{L}, \bar{p} > 0\) and \(f \in C^{0,\alpha}([-B, B]^d)\) with \(\|f\|_{C^{0,\alpha}} \leq R\), such an architecture gives rise to an FNN \(\tilde{f}\) with

\[
\left\| \tilde{f} - f \right\|_{\infty} \leq C \bar{L}^{-\frac{2\alpha}{d}} \bar{p}^{-\frac{2\alpha}{d}}
\]

for some constant \(C\) depending on \(\alpha, d, B, R\). This architecture has

\[
L = O(\bar{L} \log \bar{L}), \quad p = O(\bar{p} \log \bar{p}), \quad M = R.
\]

The constant hidden in \(O(\cdot)\) depends on \(\alpha, d, B, R\).
According to Lemma 8 with \( \alpha = 1 \), for any \( \varepsilon_1 > 0 \), there is a network architecture \( \tilde{\mathcal{F}}_{\text{NN}}(d_y, L, p, M) \), such that for any \( \Gamma^n_{\text{NN}} \) defined in (49), there exists a \( \tilde{\Gamma}_d^n \in \mathcal{F}_{\text{NN}}(d_y, L, p, M) \) with

\[
\| \tilde{\Gamma}_d^n - \Gamma^n_{\text{NN}} \|_\infty \leq \varepsilon_1.
\]

Such a network architecture has

\[
L = O(\bar{L} \log \bar{L}), \quad p = O(\bar{p} \log \bar{p}), \quad M = \sqrt{d_y L_{E_y} R_y},
\]

where \( \bar{L}, \bar{p} > 0 \) are integers satisfying \( \bar{L} \bar{p} > 0 \). Such a network architecture is specified in (66). The constant hidden in \( O(\cdot) \) depends on \( d_x, L_{E_y}, L_{D_X}, L_{\Psi}, B \) and \( M \).

- Replace Lemma 5 by

**Lemma 9.** Under the conditions of Theorem 2, for any \( \delta \in (0, 1) \), we have

\[
\mathbb{E}_{S_2} \left[ \frac{1}{n} \sum_{i=n+1}^{2n} \langle \tilde{\Gamma}_{\text{NN}} \circ E_X^n(u_i), \varepsilon_i \rangle \right]
\leq 2d_y \sigma \sqrt{2d_y \sigma \left( \mathbb{E}_{S_1} \| \tilde{\Gamma}_{\text{NN}} \circ E_X^n(u_i) - \Gamma^n_{\text{NN}} \circ E_X^n(u_i) \|_n^2 + d_y \| \tilde{\Gamma}_{\text{NN}} \circ E_X^n(u_i) \|_n^2 \right) + \frac{\log N(\delta, \mathcal{F}_{\text{NN}}, n) + 2}{n} + d_y \sigma \delta.}
\]

Lemma 9 can be proved similarly as Lemma 5. We need to replace the \( \delta \)-cover \( \mathcal{F}^* = \{ \Gamma^*_j \}_{j=1}^N(\delta, \mathcal{F}_{\text{NN}}, n) \) by a \( \delta \)-cover of \( \mathcal{F}_{\text{NN}} \) with respect to \( S_2 : \mathcal{F}^* = \{ \Gamma^*_j \}_{j=1}^N(\delta, \mathcal{F}_{\text{NN}}, n) \), where \( N(\delta, \mathcal{F}_{\text{NN}}, n) \) is the uniform covering number. Here the cover \( \mathcal{F}^* \) depends on the samples \( \{ E_X^n(u_i) \}_{i=n+1}^{2n} \). Then there exists \( \Gamma^* \in \mathcal{F}^* \) satisfying \( \| \Gamma^* \circ E_X^n(u_i) - \Gamma^n_{\text{NN}} \circ E_X^n(u_i) \|_\infty \leq \delta \) for any \( n + 1 \leq i \leq 2n \). The proof is omitted here.

Following the rest of the proof for \( T_1 \) in Section 7.2, we can derive that

\[
T_1 \leq 8d_y \varepsilon_1^2 + 64d_y \sigma^2 \left( \frac{\log N(\delta, \mathcal{F}_{\text{NN}}, n) + 2}{n} \right) + 16 \sqrt{2d_y \sigma} \delta \left( \frac{\log N(\delta, \mathcal{F}_{\text{NN}}, n) + 2}{n} \right)
+ 8d_y \sigma \delta + 8L_{E_y}^2 L_{\Psi}^2 \mathbb{E}_{u \sim \gamma} \left[ \| \Pi_{X, d_x}^{n}(u) - u \|_{X} \right].
\]

The network architecture of \( \mathcal{F}_{\text{NN}}(d_y, L, p, M) \) is specified in (66).

**Upper bound of** \( T_2 \). Using the covering number defined in Definition 5, we have the following bound of \( T_2 \).

**Lemma 10.** Under the conditions of Theorem 2, we have

\[
T_2 \leq \frac{35d_y R_y^2}{n} \log N \left( \frac{\delta}{4d_y L_{E_y}^2 R_y}, \mathcal{F}_{\text{NN}}, 2n \right) + 6\delta.
\]
Lemma 10 is proved in Appendix F using techniques similar to those in the proof of Lemma 6. Substituting (68) and (69) into (47) gives rise to

\[
I \leq 2L_D^2 \mathbb{E}_{S_1} \mathbb{E}_{u,y} \left[ \left\| \mathbb{P}_{NN} \circ E^u \circ F(u) - E^u \circ \Psi(u) \right\|_2^2 \right] = 2L_D^2 \mathbb{E}_{S_1[T_1]} + 2L_D^2 \mathbb{E}_{S_1[T_2]}
\]

\[
\leq 16d_L L_D^2 \varepsilon_1^2 + 128d_L \sigma^2 L_D^2 \log \frac{\mathcal{N}(\delta, \mathcal{F}_{NN}, n)}{n} + 32\sqrt{2}d_L \sigma L_D^2 \delta \sqrt{\log \mathcal{N}(\delta, \mathcal{F}_{NN}, n) + 2}
\]

\[
+ 16d_L \sigma L_D^2 \delta + 16L_D^2 L_{E_Y}^2 \mathbb{E}_{u,y} \log \left[ \left\| \mathbb{P}^u_{\lambda, d_Y} (u) - u \right\|_{\lambda}^2 \right]
\]

\[
+ \frac{70d_L L_D^2 L_{E_Y}^2 R_Y^2}{n} \log \mathcal{N} \left( \frac{\delta}{4d_L L_{E_Y} R_Y}, \mathcal{F}_{NN}, 2n \right) + 12L_D^2 \delta
\]

\[
\leq 16d_L L_D^2 \varepsilon_1^2 + \frac{128d_L \sigma^2 L_D^2 + 70d_L L_D^2 L_{E_Y}^2 R_Y^2}{3n} \log \mathcal{N} \left( \frac{\delta}{4d_L L_{E_Y} R_Y}, \mathcal{F}_{NN}, 2n \right)
\]

\[
+ 64d_L \sigma L_D^2 \delta \sqrt{\log \mathcal{N}(\delta, \mathcal{F}_{NN}, n) + 2} + (16d_L \sigma + 12)L_D^2 \delta + 16L_D^2 L_{E_Y}^2 L_Y \mathbb{E}_{u,y} \log \left[ \left\| \mathbb{P}^u_{\lambda, d_Y} (u) - u \right\|_{\lambda}^2 \right]
\]

(70)

The covering number in (71) can be bounded using the pseudo-dimension of the network class:

**Lemma 11** (Theorem 12.2 of [2]). Let \( F \) be a class of functions from some domain \( \Omega \) to \([-M, M]\). Denote the pseudo-dimension of \( F \) by \( \text{Pdim}(F) \). For any \( \delta > 0 \), we have

\[
\mathcal{N}(\delta, F, m) \leq \left( \frac{2eMm}{\delta \text{Pdim}(F)} \right)^{\text{Pdim}(F)}
\]

(72)

for \( m > \text{Pdim}(F) \).

The next lemma shows that the pseudo-dimension of \( \mathcal{F}_{NN}(1, L, p, M) \) can be bounded using its parameters:

**Lemma 12** (Theorem 7 of [4]). For any network architecture \( \mathcal{F}_{NN} \) with \( L \) layers and \( U \) parameters, there exists a universal constant \( C \) such that

\[
\text{Pdim}(\mathcal{F}_{NN}) \leq CLU \log(U).
\]

(73)

Now consider the network architecture \( \mathcal{F}_{NN}(1, L, p, M) \), the number of parameters is bounded by \( U = Lp^2 \). Combining Lemma 11 and 12, we have

\[
\log \mathcal{N} \left( \frac{\delta}{4d_L L_{E_Y} R_Y}, \mathcal{F}_{NN}(d_L, L, p, M), 2n \right) \leq C_8 d_L p^2 L^2 \log \left( p^2 L \right) \left( \log M + \log \delta^{-1} + \log n \right)
\]

(74)

when \( 2n > C_9 p^2 L^2 \log(p^2 L) \) for some universal constant \( C_8, C_9 \). Substituting (66) into (74) gives rise to

\[
\log \mathcal{N} \left( \frac{\delta}{4d_L L_{E_Y} R_Y}, \mathcal{F}_{NN}, 2n \right) \leq C_8 d_L \varepsilon_1^{-d_Y} \log^5 \left( \varepsilon_1^{-1} \right) \left( \log \delta^{-1} + \log n \right).
\]

(75)
Substituting (75) into (71) yields

\[ I \leq 16d_y L_{D_y}^2 \epsilon_1^2 + C_8 d_y^2 L_{D_y}^2 \frac{128 \sigma^2 + 70 L_{E_y}^2 R_{Y}^2}{n} \epsilon_1^{-d_y} \log^5 \left( \epsilon_1^{-1} \right) \left( \log \delta^{-1} + \log n \right) 
+ 64d_y \sigma L_{D_y}^2 \delta \sqrt{\frac{C_8 d_y \epsilon_1^{-d_y} \log^5 \left( \epsilon_1^{-1} \right) \left( \log \delta^{-1} + \log n \right)}{n}} 
+ (16d_y \sigma + 12) L_{D_y}^2 \delta + 16L_{D_y}^2 L_{E_y}^2 L_{D_y}^2 \mathbb{E}_{u \sim \gamma} \left[ \left\| \Pi_n^{u \gamma} (u) - u \right\|_X^2 \right]. \tag{76} \]

Setting \( \epsilon_1 = d_y^{-\frac{1}{1 + 2d_y}} n^{-\frac{1}{2 + d_y}}, \delta = n^{-1} \), we have

\[ I \leq C_4 (\sigma^2 + R_y^2) d_y^{4 + \frac{4d_y}{1 + 2d_y}} n^{-\frac{2}{1 + 2d_y}} \log^6 n 
+ 16L_{D_y}^2 L_{E_y}^2 L_{D_y}^2 \mathbb{E}_{u \sim \gamma} \left[ \left\| \Pi_n^{u \gamma} (u) - u \right\|_X^2 \right], \tag{77} \]

where \( C_4 \) is a constant depending on \( d_X, R_X, R_y, L_{E_y}, L_{D_y}, L_{E_y}, L_{D_y}, L_{\Psi}, \) the same constant in Theorem 2. The resulting network architecture \( F(L, p, M) \) has

\[ L = O(\tilde{L} \log \tilde{L}), \quad p = O(\tilde{p} \log \tilde{p}), \quad M = \sqrt{d_y L_{E_y}^2 R_y}, \tag{78} \]

where \( \tilde{L} \tilde{p} = d_y^{-\frac{d_y}{1 + 2d_y}} n^{-\frac{d_y}{1 + 2d_y}} \). Now we check the condition in Lemma 11. Under the choice of \( L \) and \( p \) above, we have

\[ L^2 p^2 \log(p^2 L) = O \left( n^{\frac{2d_y}{1 + 2d_y}} \log^5 n \right) < 2n \]

when \( n \) is large enough. The condition is satisfied.

### 7.4 Proof of Corollary 2

**Proof of Corollary 2.** We only need to derive upper bounds of

\[ \mathbb{E}_{u \sim \gamma} \left[ \left\| \Pi_{X, d_y} (u) - u \right\|_2^2 \right] \quad \text{and} \quad \mathbb{E}_{v \sim \Psi} \left[ \left\| \Pi_{Y, d_y} (v) - v \right\|_Y^2 \right]. \]

Then Corollary 2 is a direct result of Corollary 1. Our proof relies on the following lemma which gives an approximation error of Legendre polynomials for Hölder functions:
Lemma 13 (Theorem 4.5(ii) of [76]). Let \( k \geq 0 \) be an integer and \( \alpha > 0 \). For any \( f \in C^{k,\alpha}([0,1]^D) \) with \( \|f\|_{C^{k,\alpha}} < \infty \), there exists \( \tilde{f} \in \text{span}(\Phi^{L,r}) \) such that
\[
\|f - \tilde{f}\|_\infty \leq \frac{C}{r^{k+\alpha}},
\] (80)
where \( C \) is a constant depending on \( D \) and \( \|f\|_{C^{k,\alpha}} \).

We first derive an upper bound of \( \mathbb{E}_{\nu \sim \gamma} \left[ \| \Pi_X \cdot d_x (u) - u \|_2^2 \right] \). For any \( u \in \Omega_X \), according to Lemma 13, there exists \( \tilde{u} \in \text{span}(\Phi^{L,r}) \) such that
\[
\|u - \tilde{u}\|_\infty \leq C_{10} r_\chi^{-s},
\]
where \( s = k + \alpha \), \( C_{10} \) is a constant depending on \( D \) and \( C_{H,p,\chi} \). We deduce that
\[
\| \Pi_X \cdot d_x (u) - u \|_X^2 = \min_{\tilde{u} \in \text{span}(\Phi^{L,r})} \| \tilde{u} - u \|_X^2
\]
\[
\leq \| \tilde{u} - u \|_X^2
\]
\[
\leq \int_{[-1,1]^D} |\tilde{u} - u|^2 \, dx
\]
\[
\leq 2^D C_{10} r_\chi^{-2s}
\]
\[
= 2^D C_{10} d_\chi^{-\frac{2s}{D}},
\]
where in the last equality \( d_\chi = r_\chi^D \) is used. Therefore
\[
\mathbb{E}_{\nu \sim \gamma} \left[ \| \Pi_X \cdot d_x (u) - u \|_2^2 \right] \leq C_5 d_\chi^{-\frac{2s}{D}},
\]
where \( C_5 \) is a constant depending on \( D \) and \( C_{H,p,\chi} \). Similarly, one can show
\[
\mathbb{E}_{\nu \sim \Psi_* \gamma} \left[ \| \Pi_Y \cdot d_y (v) - v \|_Y^2 \right] \leq C_6 d_\gamma^{-\frac{2s}{D}}
\]
where \( C_6 \) is a constant depending on \( D \) and \( C_{H,Y} \). The theorem is proved. \( \square \)

7.5 Proof of Corollary 3

Proof of Corollary 3. Our proof relies on the following lemma which gives an approximation error of trigonometric bases for periodic Hölder functions

Lemma 14 (Theorem 4.3(ii) of [76]). Let \( k \geq 0 \) be an integer and \( 0 < \alpha \leq 1 \). For any \( f \in \mathcal{P} \cap C^{k,\alpha}([0,1]^D) \) with \( \|f\|_{C^{k,\alpha}} < \infty \), there exists \( \tilde{f} \in \text{span}(\Phi^{T,r}) \) such that
\[
\|f - \tilde{f}\|_\infty \leq \frac{C}{r^s},
\] (81)
where \( C \) is a constant depending on \( D \) and \( \|f\|_{C^{k,\alpha}} \).

Corollary 3 can be proved by following the proof of Corollary 3 in which Lemma 13 is replaced by Lemma 14. \( \square \)
7.6 Proof of Theorem 3

Proof of Theorem 3. Lemma 2 implies that $E_{X}^{n}, D_{X}^{n}, E_{Y}^{n}, D_{Y}^{n}$ are Lipschitz with a Lipschitz constant 1. Therefore Corollary 1 can be applied. We only need to bound $E_{S}E_{u \sim \gamma}\left[\left\| \Pi_{X,d_{X}}^{n}(u) - u \right\|_{X}^{2}\right]$ and $E_{S}E_{w \sim \Psi_{Y}}\left[\left\| \Pi_{Y,d_{Y}}^{n}(w) - w \right\|_{Y}^{2}\right]$ in (20). We use the following lemma:

**Lemma 15** (Theorem 3.4 of [7]). Let $H$ be a separable Hilbert space and $\rho$ be a probability measure defined on it. Define the covariance operator $G_{\rho} = E_{u \sim \rho}u \otimes u$ and its empirical estimation from $n$ samples by $G_{n}^{\rho} = \frac{1}{n}\sum_{i=1}^{n}u_{i} \otimes u_{i}$ where $\{u_{i}\}_{i=1}^{n}$ are i.i.d. samples sampled from $\rho$. For some integer $d > 0$, let $\Pi_{H,d}$ and $\Pi_{n,d}^{\rho}$ be the projectors that project any $u \in H$ to the space spanned by the eigenfunctions corresponding to the largest $d$ eigenvalues of $G_{\rho}$ and $G_{n}^{\rho}$, respectively. We have

$$E_{[u_{i}]}_{i=1}^{n}E_{u \sim \rho}\left[\left\| \Pi_{H,d}^{n}(u) - u \right\|_{H}^{2}\right] \leq \sqrt{\frac{Cd}{n}} + E_{u \sim \rho}\left[\left\| \Pi_{H,d}^{n}(u) - u \right\|_{H}^{2}\right]$$

with $C = E_{[u]}_{i=1}^{n}E_{u \sim \rho}\left[\left\| G_{n}^{\rho} - G_{\rho} \right\|_{HS}\right]$, where $\left\| \cdot \right\|_{HS}$ is the Hilbert-Schmidt norm.

We first bound $E_{S}E_{u \sim \gamma}\left[\left\| \Pi_{X,d_{X}}^{n}(u) - u \right\|_{X}^{2}\right]$. For any $u \sim \gamma$, we have $\left\| u \right\|_{X} \leq R_{X}$. Therefore

$$E_{u \sim \gamma}\left[\left\| G_{X}^{n} - G_{X} \right\|_{HS}^{2}\right] \leq 4E_{u \sim \gamma}\left[\left\| u \right\|_{X}^{4}\right] \leq 4R_{X}^{4}$$

and Lemma 15 gives

$$E_{S}E_{u \sim \gamma}\left[\left\| \Pi_{X,d_{X}}^{n}(u) - u \right\|_{X}^{2}\right] \leq \sqrt{\frac{4R_{X}^{4}d_{X}}{n}} + E_{u \sim \gamma}\left[\left\| \Pi_{X,d_{X}}^{n}(u) - u \right\|_{X}^{2}\right].$$

An upper bound of $E_{S}E_{w \sim \Psi_{Y}}\left[\left\| \Pi_{Y,d_{Y}}^{n}(w) - w \right\|_{Y}^{2}\right]$ is given by the following lemma (see a proof in Appendix G):

**Lemma 16.** Under the conditions of Theorem 3, we have

$$E_{S}E_{w \sim \Psi_{Y}}\left[\left\| \Pi_{Y,d_{Y}}^{n}(w) - w \right\|_{Y}^{2}\right] \leq 4\sqrt{\frac{(R_{Y} + \bar{\sigma})^{4}d_{Y}}{n}} + 8\left(\frac{\bar{\sigma}}{\lambda_{d_{Y}} - \lambda_{d_{Y}+1}}\right)^{2}\bar{\sigma}^{2}(R_{Y} + \bar{\sigma})^{2}$$

$$+ 10\bar{\sigma}^{2} + 8E_{w \sim \Psi_{Y}}\left[\left\| \Pi_{Y,d_{Y}}^{n}(w) - w \right\|_{Y}^{2}\right].$$

\[\square\]

7.7 Proof of Corollary 4

Proof of Corollary 4. We only need to show that the eigenspace spanned by the first $d_{Y}$ principal eigenfunctions of $G_{\Psi_{Y}}$ is the same as that of $G_{\zeta}$. Then Corollary 4 can be proved by following the proof of Theorem 3 in which the upper bound of $E_{S}E_{w \sim \Psi_{Y}}\left[\left\| \Pi_{Y,d_{Y}}^{n}(w) - w \right\|_{Y}^{2}\right]$ can be derived in the same manner as that of $E_{S}E_{u \sim \gamma}\left[\left\| \Pi_{X,d_{X}}^{n}(u) - u \right\|_{X}^{2}\right]$. 
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Denote the eigenvalues of \( G_{\Psi Y} \) in non-increasing order by \( \{ \lambda_{\Psi Y, k}^{\gamma} \}_{k=1}^{\infty} \). Denote the eigenspace spanned by the first \( d_Y \) principal eigenfunctions of \( G_{\Psi Y} \) by \( K \), and its compliment by \( K^\top \). Similarly, we define \( K_\zeta \) and \( K_\zeta^\top \) for \( G_\zeta \). From our assumption, \( K \) is also the eigenspace spanned by the first \( d_Y \) eigenfunctions of \( G_\mu \). We denote the eigenvalues of \( G_\mu \) in non-increasing order by \( \{ \lambda_{\mu, k} \}_{k=1}^{\infty} \). We are going to show that \( K = K_\zeta \). From (110), we have \( G_\zeta = G_{\Psi Y} + G_\mu \). Note that for any \( \phi \in K \) and \( \tilde{\phi} \in K^\top \) with unit length, we have

\[
\langle G_\zeta \phi, \phi \rangle_Y = \langle G_{\Psi Y} \phi, \phi \rangle_Y + \langle G_\mu \phi, \phi \rangle_Y \geq \lambda_{\Psi Y, d_Y}^{\gamma} + \lambda_{\mu, d_Y+1}^{\gamma} \geq \langle G_{\Psi Y} \tilde{\phi}, \tilde{\phi} \rangle_Y + \langle G_\mu \tilde{\phi}, \tilde{\phi} \rangle_Y = \langle G_\zeta \tilde{\phi}, \tilde{\phi} \rangle_Y.
\]

Since both \( K \) and \( K_\zeta \) have dimension \( d_Y \), we have \( K = K_\zeta \). The proof is finished.

7.8 Proof of Theorem 4

Proof of Theorem 4. Theorem 4 can be proved by following the proof of Theorem 2 with the following changes:

- Replace \( E_X^n \) by \( E_X \).
- Under Assumption 2 and 8, our target function \( E_Y \circ \Psi \circ D_X \) is a Lipschitz function on \( M \). We replace Lemma 8 by the following one (see a proof in Appendix H):

\textbf{Lemma 17.} Suppose Assumption 8 holds. Assume for any \( a \in M, \|a\|_{\infty} \leq B \) for some \( B > 0 \). There exists a FNN architecture \( \mathcal{F}_\text{NN}(1, L, p, M) \) such that for any integers \( \tilde{L}, \tilde{p} > 0 \) and \( f \in C^{0,1}(M) \) with \( \|f\|_{C^{0,1}} \leq R \), such an architecture gives rise to a FNN \( \tilde{f} \) with

\[
\|\tilde{f} - f\|_{\infty} \leq C \tilde{L}^{-\frac{2}{d_0}} \tilde{p}^{-\frac{2}{d_0}}
\]

for some constant \( C \) depending on \( d_0, B, R, \tau \) and the surface area of \( M \). This architecture has

\[
L = O(\tilde{L} \log \tilde{L}), \quad p = O(d_X \tilde{p} \log \tilde{p}), \quad M = R.
\]

The constant hidden in \( O(\cdot) \) depends on \( d_0, B, R, \tau \) and the surface area of \( M \).

7.9 Proof of Theorem 5

Proof of Theorem 5. Theorem 5 can be proved similarly as Theorem 4 while special attention needs to be paid on bounding \( \log \mathcal{N}(\delta, \mathcal{F}_\text{NN}(d_Y, L, p, M), n) \). Note that the total number of parameters of \( \mathcal{F}_\text{NN}(d_Y, L, p, M) \) is bounded by \( U = L p + d_X p \). Combing Lemma 11 and 12, we have

\[
\log \mathcal{N}\left(\frac{\delta}{4d_Y L_E Y R_Y}, \mathcal{F}_\text{NN}(d_Y, L, p, M), 2n\right)
\]
≤C_{11}d_Y(p^2L^2 + d_XLp)\log(p^2L + d_XLp)(\log M + \log \delta^{-1} + \log n), \quad (86)

where \( C_{11} \) is a universal constant. According to (66), one has \( Lp = O(\varepsilon^{-d_X/2}\log^2(\varepsilon^{-1})) \). Using this relation and substituting the choice of \( L, p \) in (66) to (86) gives rise to

\[
\log N \left( \frac{\delta}{4d_Y Lp L^2}, \mathcal{F}_{\text{NN}}(d_Y, L, p, M), 2n \right)
\]

\[
\leq C_{11}d_Y(\varepsilon_1^{-d_X} + d_X\varepsilon_1^{-d_X/2})\log^5(\varepsilon_1^{-1})(\log \delta^{-1} + \log n). \quad (87)
\]

The proof can be finished by following the rest of the proof of Theorem 4.

8 Conclusion

We study the generalization error of a general framework on learning operators between infinite-dimensional spaces by two types of deep neural networks. Our upper bound consists of a network estimation error and a projections error, and holds for general encoders and decoders under mild assumptions. The application of our results on some popular encoders and decoders are discussed, such as those using Legendre polynomials, trigonometric functions, and PCA. We also consider two scenarios where additional low dimensional structures of data can be exploited. The two scenarios are: (1) the input data can be encoded to vectors on a low dimensional manifold; (2) the operator has low complexity. In both scenarios, we show that the generalization error converges at a fast rate depending on the intrinsic dimension. Our results show that deep neural networks are adaptive to low dimensional structures of data in operator estimation. In general, our results provide a theoretical justification on the successes of deep neural networks for learning operators between infinite dimensional spaces.
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Appendix

A The derivation for the error bound in Corollary 2 when $d_X = d_Y = \log^{\frac{1}{2}} n$

From Corollary 2, we need to balance the two terms $d_Y^{-\frac{4 + d_X}{d_Y}} n^{-\frac{2}{2 + d_Y}} \log^6 n$ and $d_X^{-\frac{2}{d_X}}$. By setting $d_X = d_Y = \log^{\frac{1}{2}} n$, the first term decays faster than the second term as $n$ increases. We want to find a lower bound of $n$, denoted by $n_0$, so that when $n > n_0$, the error is dominated by the second term. Note that $n_0$ should satisfy

$$d_Y^{-\frac{4 + d_X}{d_Y}} n^{-\frac{2}{2 + d_Y}} \log^6 n \leq d_X^{-\frac{2}{d_X}}. \quad (88)$$

Since

$$d_Y^{-\frac{4 + d_X}{d_Y}} n^{-\frac{2}{2 + d_Y}} \log^6 n \leq d_Y^2 n^{-\frac{2}{2 + d_Y}} \log^6 n \leq d_X^{-\frac{2}{d_X}},$$

in the following, we consider solving

$$d_Y^2 n^{-\frac{2}{2 + d_Y}} \log^6 n \leq d_X^{-\frac{2}{d_X}}.$$

Substituting the expression of $d_X$ and $d_Y$, we deduce

$$n^{-\frac{2}{2 + \log^{1/2} n}} \log^7 n \leq \log^{-\frac{5}{2}} n \Rightarrow -\frac{2}{2 + \log^{1/2} n} \log n + 7 \log \log n \leq -\frac{s}{D} \log \log n.$$

Denote $a = \log n$. We have

$$\frac{2}{2 + a^{1/2}} a \geq \left(7 + \frac{s}{D}\right) \log a. \quad (89)$$

A sufficient condition of (89) is

$$\frac{2}{a^{1/2}} a \geq \left(7 + \frac{s}{D}\right) \log a \Rightarrow a \geq \frac{1}{4} \left(7 + \frac{s}{D}\right)^2 \log^2 a. \quad (90)$$

[96] D. Yarotsky and A. Zhevnerchuk. The phase diagram of approximation rates for deep neural networks. In H. Larochelle, M. Ranzato, R. Hadsell, M. F. Balcan, and H. Lin, editors, Advances in Neural Information Processing Systems, volume 33, pages 13005–13015. Curran Associates, Inc., 2020.

[97] Y. Zhu and N. Zabaras. Bayesian deep convolutional encoder–decoder networks for surrogate modeling and uncertainty quantification. Journal of Computational Physics, 366:415–447, 2018.
Note that \( \log a < a^{1/3} \) for \( a > 100 \). Therefore, it is sufficient to solve

\[
a \geq \frac{1}{4} \left( 7 + \frac{s}{D} \right)^2 a^3 \Rightarrow a \geq \left( \frac{7}{2} + \frac{s}{2D} \right)^6.
\]

Substituting \( a \) by \( \log n \), one has

\[
n \geq \exp \left( \max \left\{ 100, \left( \frac{7}{2} + \frac{s}{2D} \right)^6 \right\} \right).
\]

**B Proof of Lemma 1**

Proof of Lemma 1. We first prove (17):

\[
\| E_{\mathcal{H},d}(u) - E_{\mathcal{H},d}(\bar{u}) \|_2^2 = \| \langle u - \bar{u}, \phi_1 \rangle_{\mathcal{H}}, ..., \langle u - \bar{u}, \phi_d \rangle_{\mathcal{H}} \|^2_2 \\
= \sum_{k=1}^d \| \langle u - \bar{u}, \phi_k \rangle_{\mathcal{H}} \|^2 \\
\leq \sum_{k=1}^\infty \| \langle u - \bar{u}, \phi_k \rangle_{\mathcal{H}} \|^2 \\
= \| u - \bar{u} \|^2_{\mathcal{H}}.
\]

For (18), we have

\[
\| D_{\mathcal{H},d}(a) - D_{\mathcal{H},d}(\bar{a}) \|_{\mathcal{H}}^2 = \| \sum_{k=1}^d (a_k - \bar{a}_k) \phi_k \|_{\mathcal{H}}^2 = \| a - \bar{a} \|_{\mathcal{H}}^2,
\]

since \( \{ \phi_k \}_{k=1}^d \) is an orthonormal set.

\[\square\]

**C Proof of Lemma 3**

Proof of Lemma 3. Let \( a, \bar{a} \in \mathbb{R}^{d_x} \). We have

\[
\| \Gamma_d^n(a) - \Gamma_d^n(\bar{a}) \|_2 = \| E_{\mathcal{Y}} \circ \Psi \circ D_{\mathcal{H}}^n(a) - E_{\mathcal{Y}} \circ \Psi \circ D_{\mathcal{H}}^n(\bar{a}) \|_2 \\
\leq L_{E_{\mathcal{Y}}} \| \Psi \circ D_{\mathcal{H}}^n(a) - \Psi \circ D_{\mathcal{H}}^n(\bar{a}) \|_2 \\
\leq L_{E_{\mathcal{Y}}} L_{\mathcal{Y}} \| D_{\mathcal{H}}^n(a) - D_{\mathcal{H}}^n(\bar{a}) \|_{\mathcal{Y}} \\
\leq L_{E_{\mathcal{Y}}} L_{D_{\mathcal{H}}} L_{\mathcal{Y}} \| a - \bar{a} \|_2. \tag{91}
\]

\[\square\]

**D Proof of Lemma 5**

Proof of Lemma 5. We prove Lemma 5 using the covering number of \( \mathcal{F}_{NN} \). Let \( \mathcal{F}^\ast = \{ \Gamma_j \}_{j=1}^{N(\delta, \mathcal{F}_{NN}, \| \cdot \|_\infty)} \) be a \( \delta \)-cover of \( \mathcal{F}_{NN} \), where \( N(\delta, \mathcal{F}_{NN}, \| \cdot \|_\infty) \) is the covering number. Then there exists \( \Gamma^\ast \in \mathcal{F}^\ast \) satisfying \( \| \Gamma^\ast - \Gamma_{NN} \|_\infty \leq \delta \), where \( \Gamma_{NN} \) is our estimator in (6). Denote \( \left\| \Gamma \circ E_{\mathcal{X}}^n \right\|_2^2 = \frac{1}{n} \sum_{i=n+1}^{2n} \left\| \Gamma \circ E_{\mathcal{X}}^n(u_i) \right\|_2^2 \).
We have

\[
\mathbb{E}_S \left[ \frac{1}{n} \sum_{i=n+1}^{2n} \mathbb{E}_{\epsilon_i} \left( \Gamma_{NN} \circ E_{\hat{X}}(u_i), \epsilon_i \right) \right]
\]

\[
= \mathbb{E}_S \left[ \frac{1}{n} \sum_{i=n+1}^{2n} \mathbb{E}_{\epsilon_i} \left( \Gamma_{NN} \circ E_{\hat{X}}(u_i) - \Gamma^* \circ E_{\hat{X}}(u_i) + \Gamma^* \circ E_{\hat{X}}(u_i) - \Gamma^* \circ E_{\hat{X}}(u_i), \epsilon_i \right) \right]
\]

\[
\leq \mathbb{E}_S \left[ \frac{1}{n} \sum_{i=n+1}^{2n} \mathbb{E}_{\epsilon_i} \left( \Gamma^* \circ E_{\hat{X}}(u_i) - \Gamma^* \circ E_{\hat{X}}(u_i), \epsilon_i \right) \right] + \mathbb{E}_S \left[ \frac{1}{n} \sum_{i=n+1}^{2n} \left\| \Gamma_{NN} \circ E_{\hat{X}}(u_i) - \Gamma^* \circ E_{\hat{X}}(u_i) \right\|_2 \left\| \epsilon_i \right\|_2 \right]
\]

\[
\leq \sqrt{2} \mathbb{E}_S \left[ \frac{\left\| \Gamma_{NN} \circ E_{\hat{X}}(u_i) - \Gamma^* \circ E_{\hat{X}}(u_i) \right\|_n}{\sqrt{n}} + \sqrt{d_y \delta} \right] + \frac{1}{n} \sum_{i=n+1}^{2n} \left\| \Gamma^* \circ E_{\hat{X}}(u_i) - \Gamma^* \circ E_{\hat{X}}(u_i) \right\|_n \geq \frac{2}{n} \sum_{i=n+1}^{2n} \left\| \Gamma_{NN} \circ E_{\hat{X}}(u_i) - \Gamma^* \circ E_{\hat{X}}(u_i) \right\|_n \geq 2 \sum_{i=n+1}^{2n} \left\| \Gamma_{NN} \circ E_{\hat{X}}(u_i) - \Gamma^* \circ E_{\hat{X}}(u_i) \right\|_n + \sqrt{2 \sum_{i=n+1}^{2n} \left\| \Gamma_{NN} \circ E_{\hat{X}}(u_i) - \Gamma^* \circ E_{\hat{X}}(u_i) \right\|_n^2}
\]

(92)

where the first inequality follows from Cauchy–Schwarz inequality, the third inequality holds since

\[
\left\| \Gamma^* \circ E_{\hat{X}}(u_i) - \Gamma^* \circ E_{\hat{X}}(u_i) \right\|_n = \frac{1}{n} \sum_{i=n+1}^{2n} \left\| \Gamma^* \circ E_{\hat{X}}(u_i) - \Gamma_{NN} \circ E_{\hat{X}}(u_i) + \Gamma_{NN} \circ E_{\hat{X}}(u_i) - \Gamma^* \circ E_{\hat{X}}(u_i) \right\|_n^2 \leq \frac{2}{n} \sum_{i=n+1}^{2n} \left\| \Gamma^* \circ E_{\hat{X}}(u_i) - \Gamma_{NN} \circ E_{\hat{X}}(u_i) \right\|_n^2 + \frac{2}{n} \sum_{i=n+1}^{2n} \left\| \Gamma_{NN} \circ E_{\hat{X}}(u_i) - \Gamma^* \circ E_{\hat{X}}(u_i) \right\|_n^2 \leq \frac{2}{n} \sum_{i=n+1}^{2n} \left\| \Gamma_{NN} \circ E_{\hat{X}}(u_i) - \Gamma^* \circ E_{\hat{X}}(u_i) \right\|_n^2 + \sqrt{2 \sum_{i=n+1}^{2n} \left\| \Gamma_{NN} \circ E_{\hat{X}}(u_i) - \Gamma^* \circ E_{\hat{X}}(u_i) \right\|_n^2} \geq \frac{2}{n} \sum_{i=n+1}^{2n} \left\| \Gamma_{NN} \circ E_{\hat{X}}(u_i) - \Gamma^* \circ E_{\hat{X}}(u_i) \right\|_n^2 + \sqrt{2 \sum_{i=n+1}^{2n} \left\| \Gamma_{NN} \circ E_{\hat{X}}(u_i) - \Gamma^* \circ E_{\hat{X}}(u_i) \right\|_n^2} + \sqrt{2 \sum_{i=n+1}^{2n} \left\| \Gamma_{NN} \circ E_{\hat{X}}(u_i) - \Gamma^* \circ E_{\hat{X}}(u_i) \right\|_n^2}
\]

(93)

Denote \( z_j = \frac{\sum_{i=n+1}^{2n} (\Gamma^* \circ E_{\hat{X}}(u_i) - \Gamma_{NN} \circ E_{\hat{X}}(u_i), \epsilon_i)}{\sqrt{n} \left\| \Gamma^* \circ E_{\hat{X}}(u_i) - \Gamma_{NN} \circ E_{\hat{X}}(u_i) \right\|_n} \). The expectation term in (92) can be bounded as

\[
\mathbb{E}_S \left[ \frac{1}{n} \sum_{i=n+1}^{2n} \mathbb{E}_{\epsilon_i} \left( \Gamma_{NN} \circ E_{\hat{X}}(u_i) - \Gamma^* \circ E_{\hat{X}}(u_i), \epsilon_i \right) \right] \leq \mathbb{E}_S \left[ \frac{1}{n} \sum_{i=n+1}^{2n} \mathbb{E}_{\epsilon_i} \left( \Gamma_{NN} \circ E_{\hat{X}}(u_i) - \Gamma^* \circ E_{\hat{X}}(u_i), \epsilon_i \right) \right] \leq \mathbb{E}_S \left[ \frac{1}{n} \sum_{i=n+1}^{2n} \left\| \Gamma_{NN} \circ E_{\hat{X}}(u_i) - \Gamma^* \circ E_{\hat{X}}(u_i) \right\|_n \max_j \left| z_j \right| \right]
\]

\[
= \mathbb{E}_S \left[ \frac{1}{n} \sum_{i=n+1}^{2n} \left\| \Gamma_{NN} \circ E_{\hat{X}}(u_i) - \Gamma^* \circ E_{\hat{X}}(u_i) \right\|_n \max_j \left| z_j \right| \right] \leq \mathbb{E}_S \left[ \frac{1}{n} \left( \max_j \left| z_j \right|^2 + \frac{\sqrt{d_y \delta}}{\sqrt{n}} \right) \right]
\]

(46)
\[ \leq \sqrt{\frac{1}{n} \mathbb{E}_{S_2} \left[ \| \Gamma_{NN} \circ E_{\mathcal{X}}^n(u_i) - \Gamma_d^n \circ E_{\mathcal{X}}^n(u_i) \|_2^2 \right]} \sqrt{\mathbb{E}_{S_2} \left[ \max_j |z_j|^2 \right]} + \frac{\sqrt{d_y \delta}}{\sqrt{n}} \sqrt{\mathbb{E}_{S_2} \left[ \max_j |z_j|^2 \right]} \]

\[ = \left( \sqrt{\frac{1}{n} \mathbb{E}_{S_2} \left[ \| \Gamma_{NN} \circ E_{\mathcal{X}}^n(u_i) - \Gamma_d^n \circ E_{\mathcal{X}}^n(u_i) \|_2^2 \right]} + \frac{\sqrt{d_y \delta}}{\sqrt{n}} \right) \sqrt{\mathbb{E}_{S_2} \left[ \max_j |z_j|^2 \right]} \]  \hspace{1cm} (94)

where the second inequality comes from Cauchy–Schwarz inequality, the third inequality comes from Jensen’s inequality.

Since \( e_i \in [-\sigma, \sigma]^d \), each component of \( e_i \) is a sub-Gaussian variable with parameter \( \sigma \). Therefore for given \( u_{n+1}, \ldots, u_{2n} \), each \( z_j \) is a sub-gaussian variable with parameter \( \sqrt{d_y} \sigma \). The last term is the maximum of a collection of squared sub-Gaussian variables and is bounded as

\[ \mathbb{E}_{S_2} \left[ \max_j |z_j|^2 |u_{n+1}, \ldots, u_{2n} \right] \leq \frac{1}{t} \log \mathbb{E}_{S_2} \left[ \exp \left( t \max_j |z_j|^2 |u_{n+1}, \ldots, u_{2n} \right) \right] \]

\[ \leq \frac{1}{t} \log \mathbb{E}_{S_2} \left[ \exp \left( t \max_j |z_j|^2 |u_{n+1}, \ldots, u_{2n} \right) \right] \]

\[ \leq \frac{1}{t} \log \mathbb{N} (\delta, \mathcal{F}_{NN}, \| \cdot \|_\infty) + \frac{1}{t} \log \mathbb{E}_{S_2} \left[ \exp \left( t |z_1|^2 |u_{n+1}, \ldots, u_{2n} \right) \right]. \]  \hspace{1cm} (95)

Since \( z_1 \) is sub-Gaussian with parameter \( \sigma^2 \), we have

\[ \mathbb{E}_{S_2} \left[ \exp \left( t |z_1|^2 |u_{n+1}, \ldots, u_{2n} \right) \right] = 1 + \sum_{k=1}^{\infty} \frac{t^k}{k!} \mathbb{E}_{S_2} \left[ z_1^{2k} |u_{n+1}, \ldots, u_{2n} \right] \]

\[ = 1 + \sum_{k=1}^{\infty} \frac{t^k}{k!} \int_0^\infty \mathbb{P} \left( |z_1| \geq \tau^{1/k} |u_{n+1}, \ldots, u_{2n} \right) d\tau \]

\[ \leq 1 + 2 \sum_{k=1}^{\infty} \frac{t^k}{k!} \int_0^\infty \exp \left( - \frac{\tau^{1/k}}{2d_y \sigma^2} \right) d\tau \]

\[ = 1 + 2 \sum_{k=1}^{\infty} \frac{2k(2t d_y \sigma^2)^k}{k!} \Gamma_G(k) \]

\[ = 1 + 2 \sum_{k=1}^{\infty} (2t d_y \sigma^2)^k, \]  \hspace{1cm} (96)

where \( \Gamma_G \) represents the Gamma function. Setting \( t = (4d_y \sigma^2)^{-1} \) gives rise to

\[ \mathbb{E}_{S_2} \left[ \max_j |z_j|^2 |u_{n+1}, \ldots, u_{2n} \right] \leq 4d_y \sigma^2 \log \mathbb{N} (\delta, \mathcal{F}_{NN}, \| \cdot \|_\infty) + 6d_y \sigma^2 \]

\[ \leq 4d_y \sigma^2 \log \mathbb{N} (\delta, \mathcal{F}_{NN}, \| \cdot \|_\infty) + 6d_y \sigma^2. \]  \hspace{1cm} (97)

Combining (97), (94), (92) finishes the proof.

\[ \square \]
E  Proof of Lemma 6

Proof of Lemma 6. Our proof follows the proof of [13, Lemma 4.2]. Denote \( g(u) = \|\Gamma_{NN} \circ E_{X}^{n}(u) - E_{Y}^{n} \circ \Psi(u)\|^2 \). We have \( \|g\|_{\infty} \leq 4d_{L} L_{E_{Y}}^{2} R_{Y}^{2} \). Then

\[
T_{2} = \mathbb{E}_{S_{1}} \left[ \mathbb{E}_{u \sim \gamma}[g(u)|S_{1}] - \frac{2}{n} \sum_{i=n+1}^{2n} g(u_{i}) \right] \\
= 2\mathbb{E}_{S_{2}} \left[ \frac{1}{2} \mathbb{E}_{u \sim \gamma}[g(u)|S_{1}] - \frac{1}{n} \sum_{i=n+1}^{2n} g(u_{i}) \right] \\
= 2\mathbb{E}_{S_{2}} \left[ \mathbb{E}_{u \sim \gamma}[g(u)|S_{1}] - \frac{1}{n} \sum_{i=n+1}^{2n} g(u_{i}) - \frac{1}{2} \mathbb{E}_{u \sim \gamma}[g(u)|S_{1}] \right].
\]

(98)

A lower bound of \( \frac{1}{2} \mathbb{E}_{u \sim \gamma}[g(u)|S_{1}] \) can be derived as

\[
\mathbb{E}_{u \sim \gamma}[g(u)|S_{1}] = \mathbb{E}_{u \sim \gamma}\left[ \frac{4d_{L} L_{E_{Y}}^{2} R_{Y}^{2}}{4d_{L} L_{E_{Y}}^{2} R_{Y}^{2}} g(u)|S_{1} \right] \geq \frac{1}{4d_{L} L_{E_{Y}}^{2} R_{Y}^{2}} \mathbb{E}_{u \sim \gamma}[g^{2}(u)|S_{1}]
\]

(99)

Substituting (99) into (98) gives

\[
T_{2} \leq 2\mathbb{E}_{S_{2}} \left[ \mathbb{E}_{u \sim \gamma}[g(u)|S_{1}] - \frac{1}{n} \sum_{i=n+1}^{2n} g(u_{i}) - \frac{1}{8d_{L} L_{E_{Y}}^{2} R_{Y}^{2}} \mathbb{E}_{u \sim \gamma}[g^{2}(u)|S_{1}] \right].
\]

(100)

Define the set

\[
\mathcal{R} = \{ g(u) = \|\Gamma \circ E_{X}^{n}(u) - E_{Y}^{n} \circ \Psi(u)\|^2 : \Gamma \in \mathcal{F}_{NN} \}.
\]

(101)

Denote \( S_{2}' = \{ u_{i}' \}_{i=n+1}^{2n} \) as an independent copy of \( S_{2} \). We rewrite \( T_{2} \) as

\[
T_{2} \leq 2\mathbb{E}_{S_{2}} \left[ \sup_{g \in \mathcal{R}} \left( \mathbb{E}_{S_{2}'} \left[ \frac{1}{n} \sum_{i=n+1}^{2n} g(u_{i}') \right] - \frac{1}{n} \sum_{i=n+1}^{2n} g(u_{i}) - \frac{1}{8d_{L} L_{E_{Y}}^{2} R_{Y}^{2}} \mathbb{E}_{S_{2}'} \left[ \frac{1}{n} \sum_{i=n+1}^{2n} g^{2}(u_{i}') \right] \right) \right] \\
\leq 2\mathbb{E}_{S_{2}} \left[ \sup_{g \in \mathcal{R}} \left( \mathbb{E}_{S_{2}'} \left[ \frac{1}{n} \sum_{i=n+1}^{2n} (g(u_{i}') - g(u_{i})) \right] - \frac{1}{16d_{L} L_{E_{Y}}^{2} R_{Y}^{2}} \mathbb{E}_{S_{2}'} \left[ \frac{1}{n} \sum_{i=n+1}^{2n} (g^{2}(u_{i}') + g^{2}(u_{i}')) \right] \right) \right] \\
\leq 2\mathbb{E}_{S_{2}S_{2}'} \left[ \sup_{g \in \mathcal{R}} \left( \frac{1}{n} \sum_{i=n+1}^{2n} (g(u_{i}) - g(\bar{u}_{i})) - \frac{1}{16d_{L} L_{E_{Y}}^{2} R_{Y}^{2}} \left[ g^{2}(u_{i}) + g^{2}(u_{i}') \right] \right) \right].
\]

(102)

Let \( \mathcal{R}^{*} = \{ g_{i}' \}_{i=1}^{N(\delta,\mathcal{R},\|\|_{\infty})} \) be a \( \delta \)-cover of \( \mathcal{R} \). Then for any \( g \in \mathcal{R} \), there exists \( g^{*} \in \mathcal{R}^{*} \) such that \( \|g - g^{*}\|_{\infty} \leq \delta \).

We next bound (102) using \( g^{*} \)'s. For the first term in (102), we have

\[
g(u_{i}) - g(u_{i}') = g(u_{i}) - g^{*}(u_{i}) + g^{*}(u_{i}) - g(u_{i}') + g^{*}(u_{i}') - g(u_{i}')
\]

\[
= (g(u_{i}) - g^{*}(u_{i})) + (g^{*}(u_{i}) - g^{*}(u_{i}')) + (g^{*}(u_{i}') - g(u_{i}')).
\]
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We lower bound $g^2(u_i) + g^2(u_i')$ as

$$g^2(u_i) + g^2(u_i') = (g^*(u_i) - (g^*)^2(u_i)) + ((g^*)^2(u_i) + (g^*)^2(u_i')) - ((g^*)^2(u_i) - (g^*)^2(u_i'))$$

$$\geq (g^*)^2(u_i) + (g^*)^2(u_i') - |g(u_i) - g^*(u_i)| |g(u_i) + g^*(u_i)| - |g^*(u_i') - g(u_i')| |g^*(u_i') + g(u_i')|$$

$$\geq (g^*)^2(u_i) + (g^*)^2(u_i') - 16d_y L_{E_y}^2 R_y^2 \delta. \quad (104)$$

Substituting (103) and (104) into (102) gives rise to

$$T_2 \leq 2 \mathbb{E}_{S_2, S'_2} \left[ \sup_{g' \in \mathbb{R}_+} \left\{ \frac{1}{n} \sum_{i=1}^{2n} \left( (g^*(u_i) - g^*(u_i')) - \frac{1}{16d_y L_{E_y}^2 R_y^2} \left[ (g^*)^2(u_i) + (g^*)^2(u_i') \right] \right) \right\} \right] + 6\delta$$

$$= 2 \mathbb{E}_{S_2, S'_2} \left[ \max_j \left\{ \frac{1}{n} \sum_{i=1}^{2n} \left( g_j^*(u_i) - g_j^*(u_i') \right) - \frac{1}{16d_y L_{E_y}^2 R_y^2} \left[ (g_j^*)^2(u_i) + (g_j^*)^2(u_i') \right] \right) \right] + 6\delta. \quad (105)$$

Denote $h_j = (u_i, u_i', \xi_i) = (g_j^*(u_i) - g_j^*(u_i'))$. We have

$$\mathbb{E}_{S_2, S'_2} [h_j(u_i, u_i')] = 0,$$

$$\text{Var}[h_j(u_i, u_i')] = \mathbb{E} [h_j^2(u_i, u_i')]$$

$$= \mathbb{E}_{S_2, S'_2} [(g_j^*(u_i) - g_j^*(u_i'))^2]$$

$$\leq 2 \mathbb{E}_{S_2, S'_2} [(g_j^*)^2(u_i) + (g_j^*)^2(u_i')] .$$

Thus $T_2$ can be bounded as

$$T_2 \leq \bar{T}_2 + 6\delta$$

with $\bar{T}_2 = 2 \mathbb{E}_{S_2, S'_2} \left[ \max_j \left\{ \frac{1}{n} \sum_{i=1}^{2n} \left( h_j(u_i, u_i') - \frac{1}{32d_y L_{E_y}^2 R_y^2} \text{Var}[h_j(u_i, u_i')] \right) \right\} \right]$.

Note that $\|h_j\|_\infty \leq 4d_y L_{E_y}^2 R_y^2$. We next derive the moment generating function of $h_j$. For any $0 < t < \frac{3}{4d_y L_{E_y}^2 R_y^2}$, we have

$$\mathbb{E}_{S_2, S'_2} [\exp(\lambda h_j(u_i, u_i'))] = \mathbb{E}_{S_2, S'_2} \left[ 1 + \lambda h_j(u_i, u_i') + \sum_{k=2}^{\infty} \frac{t^k h_j^2(u_i, u_i')}{k!} \right]$$

$$\leq \mathbb{E}_{S_2, S'_2} \left[ 1 + \lambda h_j(u_i, u_i') + \sum_{k=2}^{\infty} \frac{(4d_y L_{E_y}^2 R_y^2)^k - t^k h_j^2(u_i, u_i')}{2 \times 3^k} \right]$$

$$= \mathbb{E}_{S_2, S'_2} \left[ 1 + \lambda h_j(u_i, u_i') + \frac{t^2 h_j^2(u_i, u_i')}{2} \sum_{k=2}^{\infty} \frac{(4d_y L_{E_y}^2 R_y^2)^k - t^{k-2}}{3^{k-2}} \right]$$

$$= \mathbb{E}_{S_2, S'_2} \left[ 1 + \lambda h_j(u_i, u_i') + \frac{t^2 h_j^2(u_i, u_i')}{2} \frac{1}{1 - 4d_y L_{E_y}^2 R_y^2 t/3} \right]$$
We next derive a relation between the covering number of $\mathcal{F}_{\text{NN}}$ and $\mathcal{R}$. Therefore
\[
= 1 + t^2 \text{Var}[h_j(u_i, u'_i)] - \frac{1}{2 - 8dR_y^2 \gamma^2 \delta^2} \leq \exp \left( \frac{1}{2 - 8dR_y^2 \gamma^2 \delta^2} \right),
\]
where the last inequality comes from $1 + x \leq \exp(x)$ for $x \geq 0$.

Then for $0 < t/n < \frac{3}{4_1 2R_y^2 \gamma^2}$, we have
\[
\exp \left( \frac{t}{2} \right) \leq \sum_j \exp \left( \frac{1}{n} \sum_{i=n+1}^{2n} h_j(u_i, u'_i) - \frac{1}{2} \sum_{i=n+1}^{2n} \text{Var}[h_j(u_i, u'_i)] \right) \leq \sum_j \exp \left( \frac{1}{n} \sum_{i=n+1}^{2n} h_j(u_i, u'_i) - \frac{1}{2} \sum_{i=n+1}^{2n} \text{Var}[h_j(u_i, u'_i)] \right)
\]
where the first inequality follows from Jensen’s inequality and the third inequality uses (106).

Setting
\[
\frac{3t/n}{6 - 8dR_y^2 \gamma^2 t/n} - \frac{1}{2} \geq 0
\]
gives $t = \frac{3n}{52dR_y^2 \gamma^2 t/n} < \frac{3n}{4dR_y^2 \gamma^2}$. Substituting our choice of $t$ into (107) gives
\[
\frac{t}{2} \leq \log \sum_j \exp(0).
\]

Therefore
\[
\tilde{T}_2 \leq \frac{2}{t} \log \mathcal{N}(\delta, \mathcal{R}, \| \cdot \|_\infty) = \frac{1}{3n} \log \mathcal{N}(\delta, \mathcal{R}, \| \cdot \|_\infty)
\]
and
\[
T_2 \leq \frac{1}{3n} \log \mathcal{N}(\delta, \mathcal{R}, \| \cdot \|_\infty) + 6 \delta \leq \frac{1}{n} \log \mathcal{N}(\delta, \mathcal{R}, \| \cdot \|_\infty) + 6 \delta.
\]

We next derive a relation between the covering number of $\mathcal{F}_{\text{NN}}$ and $\mathcal{R}$. For any $g, \tilde{g} \in \mathcal{R}$, we have
\[
g(u) = \| \Gamma \circ E_{\lambda}^n (u) - E_{\gamma}^n \circ \Psi(u) \|_2, \quad \tilde{g}(u) = \| \tilde{\Gamma} \circ E_{\lambda}^n (u) - E_{\gamma}^n \circ \Psi(u) \|_2
\]
for some $\Gamma, \bar{\Gamma} \in \mathcal{F}_{NN}$. We have
\[
\|g - \bar{g}\|_\infty = \sup_u \left\| \Gamma \circ E^n_X(u) - E^n_Y \circ \Psi(u) \right\|_2 - \left\| \bar{\Gamma} \circ E^n_X(u) - E^n_Y \circ \Psi(u) \right\|_2 \\
= \sup_u \left\| (\Gamma - \bar{\Gamma}) \circ E^n_X(u), \bar{\Gamma} \circ E^n_X(u) \right\|_2 \\
\leq \sup_u \left\| \Gamma \circ E^n_X(u) - \bar{\Gamma} \circ E^n_X(u) \right\|_2 \leq \sup_u \left\| \Gamma \circ E^n_X(u) + \bar{\Gamma} \circ E^n_X(u) - 2E^n_Y \circ \Psi(u) \right\|_2 \\
\leq 4d_y L_{E^2} R_y \|ar{\Gamma} - \Gamma\|_\infty.
\]
As a result, we have
\[
\mathcal{N}(\delta, \mathcal{R}, \|\cdot\|_\infty) \leq \mathcal{N} \left( \frac{\delta}{4d_y L_{E^2} R_y}, \mathcal{F}_{NN}, \|\cdot\|_\infty \right).
\]
and Lemma 6 is proved. \hfill \Box

**F Proof of Lemma 10**

Lemma 10 can be proved similarly to Lemma 6. Denote $g(u) = \left\| E_{NN} \circ E^n_X(u) - E^n_Y \circ \Psi(u) \right\|_2$ and let $S'_2 = \{u'_i\}_{i=1}^{2n}$ be an independent copy of $S_2$. Following the proof of Lemma 6 up to (102) and replacing $\mathbb{E}_{u \sim Y}[g(u)\mathcal{S}_1]$ by $\mathbb{E}_{S'_2}[\frac{1}{n} \sum_{i=1}^{2n} g(u'_i)]$, we can derive
\[
T_2 \leq 2 \mathbb{E}_{S_2, S'_2} \left[ \left( \frac{1}{n} \sum_{i=1}^{2n} (g(u_i) - g(u'_i)) \right) - \frac{1}{16d_y L_{E^2} R_y} \left( \frac{1}{n} \sum_{i=1}^{2n} (g^2(u_i) + g^2(u'_i)) \right) \right].
\]
(108)

Let $\mathcal{R}^* = \{g^*_i\}_{i=1}^{N(\delta, \mathcal{R}, 2n)}$ be a $\delta$-cover of $\mathcal{R}$ with respect to the data set $\tilde{S} = \{u_i\}_{i=1}^n \cup \{u'_i\}_{i=1}^n$. Then for any $g \in \mathcal{R}$, there exists $g^* \in \mathcal{R}^*$ such that $|g(u) - g^*(u)| \leq \delta, \forall u \in \tilde{S}$.

Lemma 10 can be proved by following the rest proof of Lemma 6.

**G Proof of Lemma 16**

The proof of Lemma 16 relies on the perturbation theory of operators on separable Hilbert spaces, which is stated in the following lemma:

**Lemma 18** (Proposition 2.1 of [32]). Let $A, \bar{A}$ be two compact self-adjoint nonnegative operators on the separable real Hilbert space $\mathcal{H}$. Denote the eigenvalues of $A$ and $\bar{A}$ in non-increasing order by $\{\lambda_1, \lambda_2, ...\}$ and $\{\bar{\lambda}_1, \bar{\lambda}_2, ...\}$, respectively. For some integer $d > 0$, let $\Pi_{\mathcal{H},d}$ and $\bar{\Pi}_{\mathcal{H},d}$ be the projectors that project any $u \in \mathcal{H}$ to the space spanned by the eigenfunctions corresponding to the largest $d$ eigenvalues of $A$ and $\bar{A}$, respectively. We have
\[
\left\| \Pi_{\mathcal{H},d} - \bar{\Pi}_{\mathcal{H},d} \right\|_{HS} \leq \frac{\sqrt{2} \left\| A - \bar{A} \right\|_{HS}}{\max \{\lambda_d - \lambda_{d+1}, \bar{\lambda}_d - \bar{\lambda}_{d+1}\}}.
\]
(109)

**Proof of Lemma 16.** Denote $w = \Psi(u)$. Recall that $\zeta$ is the probability measure of $v = \Psi(u) + \bar{\epsilon}$. We have
\[
G_\zeta = \mathbb{E}_{v \sim \zeta} \left[ G^H_\zeta \right] = \mathbb{E}_{v \sim \zeta} [v \otimes v]
\]
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where the third equality holds since \( w \) and \( \tilde{e} \) are independent and \( \mathbb{E}\tilde{e} = 0 \). Recall that \( \Pi_{\gamma^*, d_y} \) (resp. \( \Pi_{\gamma_y, d_y}^n \)) projects any \( w \in \mathcal{Y} \) to the space spanned by the first \( d_y \) principal eigenfunctions of \( G_{\psi, \gamma} \) (resp. \( G_{\zeta}^n \)). We denote by \( \widetilde{\Pi}_{\gamma, d_y} \) as the projection that projects any \( w \in \mathcal{Y} \) to the space spanned by the first \( d_y \) principal eigenfunctions of \( G_{\zeta} \). Relation (110) implies that

\[
\mathbb{E}_{\|v\|_{n, \zeta}^{\zeta}} \left[ \Pi_{\gamma_y, d_y}^n \right] = \widetilde{\Pi}_{\gamma, d_y}.
\]

We have

\[
\mathbb{E}_{v \sim \zeta} \left[ \left\| G_{\zeta}^n - \mathbb{E}_{\|v\|_{n, \zeta}^{\zeta}} \left[ G_{\zeta}^n \right] \right\|_{\text{HS}}^2 \right] \leq 4 \mathbb{E}_{v \sim \zeta} \left[ \|v\|_{\mathcal{Y}}^4 \right] \leq 4 (R_y + \tilde{\sigma})^4.
\]

We deduce that

\[
\mathbb{E}_S \mathbb{E}_{w \sim \psi, \gamma} \left[ \left\| \Pi_{\gamma_y, d_y}^n (w) - w \right\|_{\mathcal{Y}}^2 \right] = \mathbb{E}_S \mathbb{E}_{\tilde{e} \sim \mu} \mathbb{E}_{w \sim \psi, \gamma} \left[ \left\| \Pi_{\gamma_y, d_y}^n (w + \tilde{e}) - (w + \tilde{e}) - \left[ \Pi_{\gamma_y, d_y}^n (\tilde{e}) - \tilde{e} \right] \right\|_{\mathcal{Y}}^2 \right] \leq 2 \mathbb{E}_S \mathbb{E}_{\tilde{e} \sim \mu} \mathbb{E}_{w \sim \psi, \gamma} \left[ \left\| \Pi_{\gamma_y, d_y}^n (w + \tilde{e}) - (w + \tilde{e}) \right\|_{\mathcal{Y}}^2 \right] + 2 \mathbb{E}_S \mathbb{E}_{\tilde{e} \sim \mu} \left[ \left\| \Pi_{\gamma_y, d_y}^n (\tilde{e}) - \tilde{e} \right\|_{\mathcal{Y}}^2 \right] \leq 2 \mathbb{E}_S \mathbb{E}_{v \sim \zeta} \left[ \left\| \Pi_{\gamma_y, d_y}^n (v) - v \right\|_{\mathcal{Y}}^2 \right] + 2 \mathbb{E}_S \mathbb{E}_{\tilde{e} \sim \mu} \left[ \left\| \tilde{e} \right\|_{\mathcal{Y}}^2 \right] \leq 2 \sqrt{\frac{4 (R_y + \tilde{\sigma})^4 d_y}{n}} + 2 \mathbb{E}_{v \sim \zeta} \left[ \left\| \Pi_{\gamma_y, d_y}^n (v) - v \right\|_{\mathcal{Y}}^2 \right] + 2 \tilde{\sigma}^2,
\]

where the last inequality comes from Lemma 15 and \( \widetilde{\Pi}_{\gamma, d_y} = \mathbb{E}_{v \sim \zeta} [v \otimes v] = \mathbb{E}_{\|v\|_{n, \zeta}^{\zeta}} \left[ \Pi_{\gamma_y, d_y}^n \right] \).

We bound the second term on the right-hand side as

\[
\mathbb{E}_{v \sim \zeta} \left[ \left\| \Pi_{\gamma_y, d_y} (v) - v \right\|_{\mathcal{Y}}^2 \right] \leq 2 \mathbb{E}_{v \sim \zeta} \left[ \left\| \Pi_{\gamma_y, d_y} (v) - \Pi_{\gamma_y, d_y} (v) \right\|_{\mathcal{Y}}^2 \right] + 2 \mathbb{E}_{v \sim \zeta} \left[ \left\| \Pi_{\gamma_y, d_y} (v) - v \right\|_{\mathcal{Y}}^2 \right] \leq 2 \mathbb{E}_{v \sim \zeta} \left[ \left\| \Pi_{\gamma_y, d_y} (v) - \Pi_{\gamma_y, d_y} \right\|_{\text{op}} \left\| v \right\|_{\mathcal{Y}}^2 \right] + 4 \mathbb{E}_{w \sim \psi, \gamma} \left[ \left\| \Pi_{\gamma_y, d_y} (w) - w \right\|_{\mathcal{Y}}^2 \right] + 4 \mathbb{E}_{\tilde{e} \sim \mu} \left[ \left\| \Pi_{\gamma_y, d_y} (\tilde{e}) - \tilde{e} \right\|_{\mathcal{Y}}^2 \right] \leq 2 \left( \frac{\sqrt{2} \|G_{\mu, \text{HS}}\|_{\text{HS}}}{\lambda_{d_y} - \lambda_{d_y + 1}} \right)^2 (R_y + \tilde{\sigma})^2 + 4 \mathbb{E}_{w \sim \psi, \gamma} \left[ \left\| \Pi_{\gamma_y, d_y} (w) - w \right\|_{\mathcal{Y}}^2 \right] + 4 \tilde{\sigma}^2 \leq 4 \left( \frac{\tilde{\sigma}}{\lambda_{d_y} - \lambda_{d_y + 1}} \right)^2 (R_y + \tilde{\sigma})^2 + 4 \mathbb{E}_{w \sim \psi, \gamma} \left[ \left\| \Pi_{\gamma_y, d_y} (w) - w \right\|_{\mathcal{Y}}^2 \right] + 4 \tilde{\sigma}^2,
\]

where the fourth inequality follows from Lemma 18.

Substituting (112) into (111) gives rise to (84).
H Proof of Lemma 17

Proof of Lemma 17. Our proof relies on concepts related to functions on manifolds, such as charts, atlas, the partition of unity, and functions on manifolds. We refer the readers to [90, 52, 13, 56] for details. Following [15, Proof of Theorem 1], we first construct an atlas of $\mathcal{M}$ in which all projections projects any point on $\mathcal{M}$ to a tangent space of $\mathcal{M}$. These projections are linear functions that can be realized by a subnetwork. Then the function $f$ is decomposed using a partition of unity subordinates to the atlas we constructed. For each chart $(U, \phi)$, we use a subnetwork to approximate an indicator function that determines whether the input $x \in \mathcal{M}$ belongs to $U$. Another subnetwork is used to approximate $f(x) \circ \phi^{-1}$ on its tangent space. Finally, we multiply both subnetworks together and sum over all chats. The multiplication is approximated by another subnetwork. We prove Lemma 17 in four steps.

Step 1. In the first step, we show that there exists an atlas of $\mathcal{M}$, denoted by $\{U_k, \phi_k\}_{k=1}^{\mathcal{M}}$, such that $\phi_k$’s are linear projections. Denote $B_r(c)$ as the Euclidean ball in $\mathbb{R}^{d_X}$ centered at $c$ with radius $r$. For any given $r > 0$, since $\mathcal{M}$ is compact, there exists a set of points $\{c_k\}_{k=1}^{\mathcal{M}}$ such that $\mathcal{M} \in \bigcup_{k=1}^{\mathcal{M}} B_r(c_k)$. For each $B_r(c_k)$, denote $U_i = \mathcal{M} \cap B_r(c_k)$. By setting $r < \frac{\tau}{2}$, we have that $U_i$ is diffeomorphic to a ball in $\mathbb{R}^{d_X}$ [67]. The minimal number of balls is upper bounded by

$$C_{\mathcal{M}} \leq \left\lfloor \frac{\text{Area}(\mathcal{M}) T_d}{r^d} \right\rfloor,$$

where Area$(\mathcal{M})$ is the area of $\mathcal{M}$ and $T_d$ is the thickness of $U_k$’s (see Chapter 2 of [19]).

We next define $\phi_k$’s. For each $c_k$, let $\{v_{ij}\}_{j=1}^{d_X}$ be an orthonormal basis of the tangent space of $\mathcal{M}$ at $c_k$. Define the matrix $V_k = [v_k^1, ..., v_k^{d_X}]$. We set

$$\phi_k(x) = V_k^T (x - c_k).$$

Note that $\phi_k$ is a linear function which can be realized by a single layer. Then $\{(U_k, \phi_k)\}_{k=1}^{\mathcal{M}}$ form an atlas of $\mathcal{M}$.

Step 2. In the second step, we design a subnetwork that determines the chart that the input $x$ belongs to. To determine whether $x \in U_k$, it is equivalent to check whether the squared distance between $x$ and $c_k$ is less than $r^2$. It can be done by $\mathbb{I}_{[0,r^2]} \circ d_k^2(x)$ where $\mathbb{I}_{[0,r^2]}(a)$ is an indicator function that outputs 1 if $a \in [0, r^2]$, and outputs 0 otherwise. Here $d_k^2(x)$ is the squared distance function defined as

$$d_k^2(x) = ||x - c_k||_2^2 = \sum_{j=1}^{d_X} (x_j - c_{k,j})^2,$$

where the notations $x = [x_1, ..., x_{d_X}]^T$ and $c_k = [c_{k,1}, ..., c_{k,d_X}]$ are used.

We next approximate both functions by neural networks. To approximate $d_k^2$, the key issue is to approximate the square function by neural networks, for which we use the following lemma:
Lemma 19 (Lemma 4.2 of [59]). For any $B > 0$ and integers $L, p > 0$, there exists a network $\tilde{x}$ in $\mathcal{F}_{\text{NN}}(1, L, 9p + 1, B^2)$ with $d_\mathcal{Y} = 1$ such that for any $x, y \in [-B, B]$, we have

$$|\tilde{x}(x, y) - xy| \leq 24B^2p^{-L}. \tag{113}$$

According to Lemma 19, we approximate $d_k^2(x)$ by

$$\tilde{d}_k^2(x) = \sum_{j=1}^{d_k} \tilde{x}(x - c_{k,j}, x - c_{k,j}),$$

where $\tilde{x} \in \mathcal{F}_{\text{NN}}(1, 4sL_1, 9p_1 + 1, B^2)$. The approximation error is $\|\tilde{d}_k - d_k\|_\infty \leq 24d_\mathcal{X}B^2p_1^{-4sL_1}$.

For $I_{[0,r]^2}$, we use the following function to approximate it

$$\tilde{I}_\Delta(a) = \begin{cases} 
1 & a \leq r^2 - \Delta + 24d_\mathcal{X}B^2p_1^{-4sL_1}, \\
\frac{1}{\Delta - 48d_\mathcal{X}B^2p_1^{-4sL_1}} + \frac{r^2 - 24d_\mathcal{X}B^2p_1^{-4sL_1}}{\Delta - 48d_\mathcal{X}B^2p_1^{-4sL_1}} & a \in [r^2 - \Delta + 24d_\mathcal{X}B^2p_1^{-4sL_1}, r^2 - 24d_\mathcal{X}B^2p_1^{-4sL_1}], \\
0 & a \geq r^2 - 24d_\mathcal{X}B^2p_1^{-4sL_1},
\end{cases}$$

where $\Delta \geq 24d_\mathcal{X}B^2p_1^{-4sL_1}$ will be chosen later. We approximate $\tilde{I}_\Delta \circ \tilde{d}_k^2(x)$ by $\tilde{I}_\Delta \circ \tilde{d}_k^2(x)$ in which the parameter $\Delta$ is the 'width' of the error region: when $x \in U_k$, we have $d_k^2(x) \geq r^2$ and $\tilde{I}_\Delta \circ \tilde{d}_k^2(x) = 0$; when $x \notin U_k$ and $d_k^2(x) \leq r^2 - \Delta$, we have $\tilde{I}_\Delta \circ \tilde{d}_k^2(x) = 1$.

We then realize $\tilde{I}_\Delta(a)$ by a subnetwork. Denoting $m_0 = \frac{1}{\Delta - 48d_\mathcal{X}B^2p_1^{-4sL_1}}$, $m_1 = r^2 - \Delta + 24d_\mathcal{X}B^2p_1^{-4sL_1}$, and $m_2 = r^2 - 24d_\mathcal{X}B^2p_1^{-4sL_1}$, we rewrite $\tilde{I}_\Delta(a)$ as

$$\tilde{I}_\Delta(a) = -m_0(\min\{\max\{a, m_1\}, m_2\}) + m_2m_0.$$ 

The function above can be realized by a network with one hidden layer:

$$\tilde{I}_\Delta(a) = -m_0 \left( m_2 - \text{ReLU}(m_2 - (\text{ReLU}(a - m_1) + m_1)) \right) + m_2m_0.$$ 

Step 3. In this step, we decompose $f$ using a partition of unity of $\mathcal{M}$ and approximate each component by a subnetwork. Let $\{h_k\}_{k=1}^{C_M}$ be a partition of unity of $\mathcal{M}$ such that $h_k$ is supported on $U_k$. We decompose $f$ as

$$f = \sum_{k=1}^{C_M} h_k f.$$ 

Note that for each $k$, $h_k f$ is a function defined on $\mathcal{M}$ supported on $U_k$, and $(h_k f) \circ \phi_k^{-1}$ is a function defined in $\mathbb{R}^{d_\theta}$ and supported on $[-2B, 2B]^{d_\theta}$. The following lemma shows that $h_k f$ is in the same space as $f$:

Lemma 20. Suppose Assumption 8 holds. Let $\{U_k, \phi_k\}_{k=1}^{C_M}$ be defined in Step 1. For each $k$, we have $h_k f \in C^{0,1}(\mathcal{M})$ and $\|h_k f\|_{C^{0,1}(\mathcal{M})}$ is bounded by a constant depending on $d_\theta, h_k, f$ and $\phi_k$. 
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Lemma 20 can be proved by following the proof of [13, Lemma 2]. The proof is omitted here. According to Lemma 20 and since $\phi_k$ is a linear projection, we have $(h_k f) \circ \phi_k^{-1} \in C^{0,1}([-2B, 2B]^d)$. Lemma 8 implies that there exists a neural network $\tilde{f}_k \in \mathcal{F}_{NN}(1, L_2, p_2, M)$ with

$$L_2 = O(L_2 \log L_2), \quad p_2 = O(p_2 \log p_2), \quad M = R,$$

for any $\tilde{L}_2, \tilde{p}_2 > 0$ such that

$$\|\tilde{f}_k - (h_k f) \circ \phi_k^{-1}\|_\infty \leq C_1 \tilde{L}_2^{d_0} \tilde{p}_2^{d_0}$$

for some constant $C_1$ depending on $d_0, B, R$.

**Step 4.** We then assemble all subnetworks constructed in the previous steps and approximate $f$ by

$$\tilde{f} = \sum_{k=1}^{C_M} \tilde{x}(\tilde{f}_k \circ \phi_k, \tilde{\Pi}_k \circ \tilde{d}_k^2). \quad (114)$$

In (114), according to Lemma 19, we set $\tilde{x} \in \mathcal{F}_{NN}(1, 4L_3, 9p_3 + 1, M)$ as an approximation of $x$ with $M = R$ and error $24R^2 p_3^{-4L_3}$. The following lemma gives an upper bound of the approximation error of $\tilde{f}$ (see a proof in Appendix I):

**Lemma 21.** The error of $\tilde{f}$ can be decomposed as

$$\|\tilde{f} - f\|_\infty \leq \sum_{k=1}^{C_M} A_{k,1} + A_{k,2} + A_{k,3}$$

with

$$A_{k,1} = \|\tilde{x}(\tilde{f} \circ \phi_k^{-1}, \tilde{\Pi}_k \circ \tilde{d}_k^2) - (\tilde{f} \circ \phi_k^{-1}) \times (\tilde{\Pi}_k \circ \tilde{d}_k^2)\|_\infty \leq 24R^2 p_3^{-2L_3^2},
$$

$$A_{k,2} = \|((f \circ \phi_k^{-1}) \times (\Pi_k \circ d_k^2) - [(h_k f) \circ \phi_k^{-1}] \times (\tilde{\Pi}_k \circ \tilde{d}_k^2)\|_\infty \leq C_{12} \tilde{L}_2^{d_0} \tilde{p}_2^{d_0},
$$

$$A_{k,3} = \|[(h_k f) \circ \phi_k^{-1}] \times (\tilde{\Pi}_k \circ \tilde{d}_k^2) - [(h_k f) \circ \phi_k^{-1}] \times \Pi_k [0, r]^2\|_\infty \leq \frac{C_{13}(\pi + 1)}{r(1 - r/t)} \Delta,
$$

for some constant $C_{12}$ depending on $d_0, \tau, B, R$, and $C_{13}$ depending on $R$.

According to Lemma 21, for any $\tilde{L}, \tilde{p} > 0$, we set

- $\tilde{f}_k \in \mathcal{F}_{NN}(1, L_2, p_2, M)$ with $L_2 = O(\tilde{L} \log \tilde{L}), p_2 = O(\tilde{p} \log \tilde{p})$.

- $\tilde{x} \in \mathcal{F}_{NN}(1, 4L_3, 9p_3 + 1, M)$ with $L_3 = O(\tilde{L}), p_3 = O(\tilde{p})$,

- $\tilde{d}_k^2 \in \mathcal{F}_{NN}(1, 4L_1, d_\chi(9p_1 + 1), M)$ with $\Delta = \tilde{L}^{\frac{1}{d_0}} \tilde{p}^{\frac{1}{d_0}}, L_1 = \tilde{L} + \log(12d_\chi B^2), p_1 = \tilde{p}$ such that

$$24d_\chi B^2 p_1^{-4L_1} = 24d_\chi B^2 \tilde{p}^{-4\tilde{L}} \log(48d_\chi B^2) = 24d_\chi B^2 \tilde{p}^{-4\tilde{L}} \log(48d_\chi B^2) \tilde{p}^{-4\tilde{L}} \leq 24d_\chi B^2 (24d_\chi B^2)^{-1} \tilde{p}^{-4\tilde{L}} \leq \tilde{p}^{-4\tilde{L}} \leq \tilde{p}^{-2(L+1)} \leq \tilde{p}^{-2} 2^{-2L} \leq \tilde{p}^{-2} \tilde{L}^{-2} < \Delta,$$  \quad (115)
• $\tilde{I}_A \in \mathcal{F}_\text{NN}(1,2,1,1)$.

The total approximation error is bounded by $C_3 \mathcal{L}^{-\frac{2}{3}} \mathcal{P}^{-\frac{2}{3}}$ for some $C_3$ depending on $d_0, R, B, \tau$ and the surface area of $M$. The constant hidden in $O(\cdot)$ depends on $d_0, R, B, \tau$ and the surface area of $M$. The resulting network is in $\mathcal{F}_\text{NN}(1, L, p, M)$ with $L, p, M$ defined in (85).

\begin{proof}

I Proof of Lemma 21

Proof. For $A_{k,1}$, since $\tilde{x} \in \mathcal{F}_\text{NN}(1, 4L_3, p_3, R)$, by Lemma 19, we have

$$A_{k,1} \leq 24R^2 p_3^{-4L_3} \leq 24R^2 p_3^{-2(L_3+1)} \leq 24R^2 p_3^{-2} 2^{-2L_3} \leq 24R^2 p_3^{-2} L_3^{-2}.$$

For $A_{k,2}$, since $\tilde{I}_k \circ \tilde{d}_k^2 \in [0,1]$, we have

$$A_{k,2} \leq \left\| \tilde{f} \circ \phi_k^{-1} - (h_k f) \circ \phi_k^{-1} \right\|_\infty \leq \left\| \tilde{f} - (h_k f) \right\|_\infty \leq C_{12} \tilde{L}_2^{-\frac{2}{3}} \tilde{P}_2^{-\frac{2}{3}}.$$

The upper bound of $A_{k,3}$ is proved in [13, Proof of Lemma 3].

\end{proof}