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Abstract—There is limited understanding of the information captured by deep spatiotemporal models in their intermediate representations. For example, while evidence suggests that action recognition algorithms are heavily influenced by visual appearance in single frames, no quantitative methodology exists for evaluating such static bias in the latent representation compared to bias toward dynamics. We tackle this challenge by proposing an approach for quantifying the static and dynamic biases of any spatiotemporal model, and apply our approach to three tasks, action recognition, automatic video object segmentation (AVOS) and video instance segmentation (VIS). Our key findings are: (i) Most examined models are biased toward static information. (ii) Some datasets that are assumed to be biased toward dynamics are actually biased toward static information. (iii) Individual channels in an architecture can be biased toward static, dynamic or jointly encode a combination static and dynamic information. (iv) Most models converge to their culminating biases in the first half of training. We then explore how these biases affect performance on dynamically biased datasets. For action recognition, we propose StaticDropout, a semi-automatically guided dropout that debiases a model from static information toward dynamics. For AVOS, we design a better combination of fusion and cross-connection layers compared with previous architectures.

Index Terms—Interpretability, video understanding, explainable AI, video object segmentation, action recognition.

I. INTRODUCTION

This paper focuses on the problem of interpreting the information learned by deep neural networks (DNNs) trained for video understanding tasks. Interpreting deep spatiotemporal models is a largely understudied topic in computer vision despite their achieving state-of-the-art performance on video understanding tasks, such as action recognition [1] and video object segmentation [2]. These models are trained in an end-to-end fashion to learn discriminative static and dynamic features over space and time. Here, we use the term static to refer to attributes that can be extracted from a single image (e.g., color and texture) and the term dynamic to attributes that arise from consideration of multiple frames (e.g., motion and dynamic texture).

While this learning-based paradigm has led to great success across a wide range of tasks, the internal representations of the learned models remain largely opaque. This lack of explainability is unsatisfying from both scientific and application perspectives. From a scientific perspective, there is limited understanding of what information is driving the decision-making underlying the network output. Elucidating the decision-making process may yield directions to improve models. From an applications perspective, there have been multiple cases showing the ethical and damaging consequences of deploying opaque vision models, e.g. [3], [4]. Currently, however, the explainability of spatiotemporal models is under-explored [5]. Some evidence suggests that these models exhibit considerable bias toward static information, e.g. [6], [7], [8], [9]; therefore, an interesting question to answer about the representations in deep spatiotemporal models is: How much static and dynamic information is being captured? While a few video interpretation methods exist, they have various limitations, e.g. being primarily qualitative [10], using a certain dataset that prevents evaluating the effect of the training dataset [11] or using classification accuracy as a metric without quantifying a model’s internal representations [9], [11], [12].

In response, we present a quantitative paradigm for evaluating the extent that spatiotemporal models are biased toward static or dynamic information in their internal representations. We define bias toward a certain factor (dynamic or static) as the percentage of units (i.e., channels) within intermediate layers that encode that factor; see Fig. 1 (top). Inspired by previous work [13], [14], we propose a metric to estimate the amount of static versus dynamic bias based on the mutual information between sampled video pairs corresponding to these factors. We explore three common tasks to show the efficacy of our approach as a general tool for understanding spatiotemporal models, action recognition, automatic video object segmentation (AVOS) and video instance segmentation (VIS). We focus our study on answering the following five questions: (i) How do model architectures affect static and dynamic biases? (ii) How does the training dataset affect these biases? (iii) What role do units that jointly encode static and dynamic information play...
We make five main contributions: (i) We introduce a general technique that, given a trained spatiotemporal model and a video dataset, can quantify the bias in any hidden representation within the model toward encoding static (red) or dynamic (blue) information. We use this technique to study action recognition (squares) and video segmentation (diamonds) and explore the effect of models and training datasets on static and dynamic biases.

in relation to the architecture and dataset? (iv) When are statics and dynamics learned during training? (v) What impact do these biases have on performance? In regards to the last question, we demonstrate that controlling the static and dynamic biases in action recognition and AVOS can improve performance on tasks requiring dynamics.

Contributions: We make five main contributions: (i) We introduce a general method for quantifying the static and dynamic bias contained in spatiotemporal models, including a novel sampling procedure to produce static and dynamic video pairs. (ii) We propose a technique for identifying units that jointly encode static and dynamic factors. (iii) Using the aforementioned techniques, we provide a unified study on three widely researched tasks, action recognition, AVOS and VIS, with a focus on the effect of architecture and training dataset on a model’s static and dynamic biases; see Fig. 1(bottom). (iv) We propose StaticDropout, a semantically guided dropout technique for debiasing models from statics and toward dynamics that can improve model performance on datasets which require dynamics. (v) We demonstrate how a proper selection of the fusion and instance-aware 3D convolutional networks are popular. Additionally, we confirm that, contrary to previous beliefs [16], [17], the Diving48 [16] dataset is not dynamically biased and Something-Something-v2 (SSv2) [18] is better suited to evaluate a model’s ability to capture dynamics. Publicly available code is available. 

II. RELATED WORK

Spatiotemporal models: Deep spatiotemporal models that learn discriminative features across space and time have proven effective for video understanding tasks [1], [19]. Extant models can be broadly categorized (agnostic of the downstream task) into: two-stream approaches that separately model motion and appearance features [20], [21], [22], [23], [24], 3D convolutions that jointly model motion and appearance [20], attention-based models with different forms of spatiotemporal data association [17], [23], models relying on recurrent neural networks [25] and hybrid models that combine elements of the aforementioned models [20], [23], [25]. Our approach to quantifying bias is not limited to the particulars of a model and is applicable to all extent and future models. We empirically demonstrate the flexibility of our approach by evaluating a diverse set of models.

Action recognition: 3D convolutional networks are popular for learning spatiotemporal representations of videos for action recognition, e.g. [20], [27], [28], [29], [30]. Other work has considered two-stream architectures, where the dynamics were provided directly to one of the streams as optical flow, e.g. [31], [32]. Representative of the state-of-the-art with convolutional networks is SlowFast [24], which is a two-stream 3D CNN that only takes RGB videos as input. To encourage each stream to specialize in capturing predominately static or dynamic information, the temporal sampling rates of the inputs to each stream differ. Recently, attention based approaches have proven to be suited to both static and time-series visual data, including action recognition, with variants of the transformer architecture [17], [33], [34], [35].

Video segmentation: Deep video segmentation approaches can be categorized into two categories [2]: (i) class agnostic, which are referred to as video object segmentation (VOS) and (ii) video semantic segmentation, which predict different semantic categories. Video semantic segmentation has been investigated with both instance-agnostic [36] and instance-aware [37] approaches, where the latter is referred to as video instance segmentation (VIS) [37]. Video object segmentation methods can be categorized into automatic, semi-automatic and interactive [2]. AVOS tries to segment the visual and motion salient objects in videos without a predefined mask initialization, while semi-automatic VOS requires mask initialization in the first frame to consequently track objects within a video. In this work, we mainly focus on AVOS approaches that segment salient objects in videos. We consider two-stream models that fuse motion and appearance features. We also investigate the effect of no cross connections [21] relative to both motion-to-appearance [22] or bidirectional [23] cross connections. Additionally, we explore video instance segmentation approaches that use raw images as

1https://yorkucvil.github.io/Static-Dynamic-Interpretability/
input to demonstrate the versatility of our methodology across different video segmentation tasks.

Interpretability of spatiotemporal models: Limited work has been dedicated to the interpretability of spatiotemporal models. Several efforts predicate model interpretation on proxy tasks, e.g., dynamic texture recognition [11] or future frame selection [38]. These approaches do not interpret the learned representations in the intermediate layers and in some cases require training to be performed on specific datasets [11]. Work also has appeared that introduced a dataset to completely decouple static and dynamic information, but used it only to examine overall architecture performance on action recognition and did not examine intermediate representations [9]. Other work focused on understanding latent representations in spatiotemporal models either mostly concerned qualitative visualization [10] or a specific architecture type [39]. A related task is understanding the scene representation bias of action recognition datasets [16], [40]. However, these efforts did not focus on the effect of different architectural inductive biases on the learned intermediate representations. Our proposed interpretability technique is the first to quantify static and dynamic biases on intermediate representations learned in off-the-shelf models for multiple video-based tasks. Most prior efforts focused on a single task, and studied either datasets [16] or architectures [10], [41]. In contrast, our unified study covers seven datasets and dozens of architectures on three different tasks, i.e., action recognition, AVOS and VIS.

III. METHODOLOGY

We introduce an approach to quantify the number of units encoding static and dynamic information in spatiotemporal models; for an overview, see Fig. 2. Our approach consists of two main steps. First, given a pretrained spatiotemporal model, we sample static and dynamic video pairs (Section III-A). Second, we use the static and dynamic pairs to estimate the number of units in the model encoding each factor based on the mutual information shared between the pairs (Section III-B).

A. Sampling Static and Dynamic Pairs

Why static and dynamic? We define static as ‘information arising from single frames’ and dynamic as ‘information arising from the consideration of multiple frames’. The main alternative attribute to dynamics that we considered is ‘image motion’ (i.e., trackable points or regions), but ‘motion’ is a subset of dynamic information [42], [43] (e.g., stationary flashing lights have dynamics but no motion). Thus, we consider dynamics over motion because it encompasses a wider range of visual phenomena. In complement, we choose the term ‘static’ over the possible alternative ‘appearance’, because dynamics also can provide appearance information, e.g., object contours, even if camouflaged in a single frame, can be revealed through motion. For our metric, we produce video pairs that contain the same static information and perturbed dynamics, or vice versa, with the end goal of analyzing models trained on large-scale real-world datasets. The dynamic perturbation is done via frame shuffling or optical flow jitter (depending on the model input), while the static perturbation is achieved via video stylization. We note that shape is a confounder between the static and dynamic factors: It is not feasible to completely disentangle static and dynamic as perceiving the motion of an object necessarily provides localized boundary information of that object. Despite this confounder, video stylization still provides notable differences as there is less mutual appearance information post-stylization (Section IV). We now detail our static and dynamic sampling techniques, as visualized in Fig. 2 (panel 1).

Action recognition: The action recognition models we consider take in multiple frames (four to thirty-two). To construct video pairs with the same dynamics but different static information (i.e., dynamic pairs), we consider the same video but with different video styles. For video stylization, we use a recent video stylization method (with four possible styles) that perturbs static attributes like color, pixel intensity and texture [26], but has less temporal artifacts (e.g., flickering) than stylization methods that consider each image independently [44]. These video pairs will contain objects and scenes that have identical dynamics, but have perturbed static information. To construct pairs with the same static information but different dynamics (i.e., static pairs), we take two videos of the same style, but randomly shuffle the frames along the temporal axis; see Fig. 2 (panel 1, left). In this case, the temporal correlations are altered while the static (i.e., per-frame) information remains identical.

Video object segmentation: The AVOS models considered [21], [22], [23] take a single RGB frame and an optical
flow frame as input to the appearance and motion streams, resp.; see Fig. 2 (panel 1, right). Therefore, we apply an alternative method to frame shuffling to obtain the static pair. For the static pair, we use RGB images with the same style but alter the dynamics by jittering the optical flow. To do this, we represent flow with a color coding [45] and then randomly perturb the hue and saturation which correspond to the direction and magnitude, respectively. For the dynamic pairs, we use the same optical flow but a different image style. For creating stylized images, we use the same video stylization techniques noted above for action recognition [26], and then sample frames from the generated video.

Video instance segmentation: The inputs to the VIS models considered [37] take single stream, multi-frame RGB inputs. Therefore, we select static and dynamic pairs similar to action recognition models, i.e. shuffling and stylization for static and dynamic pairs, respectively.

B. Estimating Static and Dynamic Units

We seek to quantify the number of units (i.e. channels) in a layer encoding static or dynamic information and the extent to which individual units perform static, dynamic or joint encodings. Inspired by recent work that focused on single images [13], [14], we use a mutual information estimator to measure the information shared between video pairs.

Layer-wise metric: Given a pre-trained network, $f_\theta$, and a pair of videos, $v_1^F$ and $v_2^F$, that share the semantic factor $F$ (i.e. static or dynamic), we compute the features for an intermediate layer $l$ as $z_1^F = f_\theta^l(v_1^F)$ and $z_2^F = f_\theta^l(v_2^F)$ (omitting the $l$ on $z$ to reduce notation). We use $z_1^F(i)$, $z_2^F(i)$ to denote the $i$th unit (i.e. channel) in $N^l$ dimensional features after a global average pooling layer. Units biased toward the static factor will result in a higher correlation among static pairs than the dynamic pairs and vice versa. Under the assumption that units in the intermediate representation, $z_1^F(i)$ and $z_2^F(i)$, across the dataset are jointly Gaussian, the correlation coefficient can be used as a lower bound on mutual information [46], [47], as used in previous work [13], [14]. The number of units encoding factor $F$, $N_F$, is obtained by computing the correlation coefficient, $S_F$, over all $N^l$ channels between all video pairs $z_1^F$, $z_2^F$, as

$$N_F = \frac{\exp(S_F)}{\sum_{k=0}^K \exp(S_k)}, \quad S_F = \sum_{i=1}^{N^l} \frac{\text{Cov}(z_1^F(i), z_2^F(i))}{\sqrt{\text{Var}(z_1^F(i))\text{Var}(z_2^F(i))}},$$

(1)

where we multiply the Softmax by the number of units in that layer, $N^l$, to compute the number of units encoding the semantic factor $F$ relative to the other factors considered and $K = \{\text{static, dynamic, identical}\}$. In addition to static and dynamic, we consider a third factor in (1), the identical factor, where the video pairs have the same static and dynamic factors (i.e. same video, style, frame ordering and optical flow). This baseline factor is the correlation between the model’s encoding of the same videos, that gives $S_{\text{Identical}} = 1$ for all layers.

Unit-wise metric: The correlation coefficient, $S_F$, estimates the relative amount of static and dynamic information over all units in a particular layer; note the pooling done by the summation before the Softmax in the layer-wise metric, (1). However, it is also desirable to measure static and dynamic information contained in each individual channel. This measurement allows for a more fine-grained analysis of how many channels (i.e. units) encode a factor $F$ above a certain threshold, as well as identify any joint or residual (i.e. non-dynamic or static) units. Thus, we categorize each unit based on how much information (i.e. static versus. dynamic) is encoded, whether any units jointly encode both factors or if there are units that do not correlate with either type of information. We measure the amount of static and dynamic information encoded in each unit $i \in 1, \ldots, N^l$ as

$$s_i^F = \frac{\text{Covariance}(z_i^F(i), z_2^F(i))}{\sqrt{\text{Variance}(z_1^F(i))\text{Variance}(z_2^F(i))}},$$

(2)

where each $s_i^F$ is the information of semantic factor $F$ in unit $i$. Given these individual correlations, we calculate the individual factors by excluding the use of a Softmax and simply threshold the correlation for each factor with a constant parameter, $\lambda$, to yield our unit-wise metrics as

$$N_F = \sum_{i=1}^{N^l} [s_i^F > \lambda \land s_i^R < \lambda \forall k \in K, k \neq F],$$

$$N_I = \sum_{i=1}^{N^l} [s_i^F > \lambda \forall F \in K],$$

$$N_R = \sum_{i=1}^{N^l} [s_i^F < \lambda \forall F \in K],$$

(3)

where $K = \{\text{static, dynamic}\}$, $N_I$ indicates units jointly encoding both and $N_R$ are residual units not correlating with these factors under a threshold, $\lambda$. Note that we assign units to either joint, dynamic, static or residual and do not allow for an overlap to occur. This approach allows us to investigate the existence of units that jointly encode static and dynamic factors. For all experiments, we set $\lambda = 0.5$ since it is halfway between no and full positive correlation.

We note that the term ‘bias’ also has been used to describe the tendency of a model to make predictions with specific qualities (e.g., shape versus texture labels [48]). In our work, we define ‘bias’ towards a specific factor (i.e., static or dynamic) to be the layer (or unit) encoding more relative mutual information of that factor than another (as used in [14]).

C. Model Biasing

Following an analysis of static and dynamic biases in various architectures, tasks, and datasets, we then aim to control a model’s bias to learn dynamic information for two different tasks in Section V. First, we introduce StaticDropout, a new dropout mechanism that encourages action recognition classification models to encode more dynamic information. More specifically, we use (2) to calculate the channels in an action recognition model that encode static information, and drop them out every few iterations over the course of training. We show that increasing the number of units dropped corresponds with more dynamic information being encoded in the model.
For video object segmentation, we provide a formal analysis on the different types of fusion and cross connection layers found in two-stream models. We propose a simple combination of layers that we empirically show to encode more dynamic information, using (2). Moreover, we show this simple improvement can increase model performance on dynamic centric tasks (e.g., camouflaged object segmentation [49]) by up to 10% mean Intersection over Union (mIoU).

IV. EMPIRICAL RESULTS
We choose the tasks of action recognition, AVOS, and VIS to demonstrate the generality of our approach. They differ in their semantics (i.e. multi-class versus, binary versus, instance-based), labelling (i.e. video-level versus, pixel-level), and input types (multi-frame images versus, single frame and optical flow). We explore five main research questions and show the corresponding results with respect to our quantitative techniques for both tasks: (i) What is the effect of the model architecture on the static and dynamic biases (Section IV-A)? (ii) What effect does the training dataset have on static and dynamic biases (Section IV-B)? (iii) What are the characteristics of jointly encoding units in relation to model architectures and datasets (Sections IV-A and IV-B)? (iv) When are static and dynamic biases learned during training (Section IV-C)? (v) What is the effect of static and dynamic biased units on performance (Section V-A)? Finally, we demonstrate two approaches where we use our insights to improve the performance of action recognition (Section V-B) and AVOS models (Section V-C).

A. Model Architectures

1) Action Recognition: Architectures: We study three types of models with respect to their static and dynamic biases: (i) single stream 3D CNNs (i.e. C2D [50], I3D [20] and X3D [51] models), (ii) SlowFast [24] variations, where the individual streams are referred to as the SlowOnly and FastOnly models and (iii) transformer-based architectures [17], [34]. For all models, the number of frames and sampling rate is (8 \times 8), except for the FastOnly network (32 \times 2), MViT (16 \times 4), and TimeSformer (8 \times 32). To identify the static and dynamic units of all models, we generate the Stylized ActivityNet [52] validation set and use it for sampling static and dynamic pairs. We choose this dataset since the action distribution is similar to Kinetics-400, yet much smaller in size making it memory efficient when computing our metrics.

Implementation details: All models were taken from the SlowFast [24] repository\(^2\) except the TimeSformer [17], which has its own codebase.\(^3\) All model weights trained on Kinetics-400 [20] and Something-Something-v2 [18] (SSv2) are taken directly from the SlowFast repository, except for the FastOnly model which we train ourselves. All training strategies are chosen to be similar to the original ones found in the SlowFast repository. We use decaying learning rate protocols to ensure that models have fully converged. The FastOnly model is trained on Kinetics-400 for 40 epochs with SGD, a weight decay of 1e-4, a batch size of 32 and a base learning rate of 0.03 that decreases by a factor of 10 at epochs 15, 30 and 35. On SSv2, the FastOnly model is trained for 25 epochs with SGD, weight decay of 1e-4, a batch size of 32 and a base learning rate that is decreased by a factor of 10 at epochs 10 and 20. On Diving48 [16] the FastOnly model is trained for 100 epochs with SGD, weight decay of 1e-4, a batch size of 32 and a base learning rate of 0.0375 that decreases by a factor of 10 at epochs 40, 60 and 80. The SlowOnly model is trained on Diving48 for 100 epochs with SGD, weight decay of 1e-4, a batch size of 32 and a base learning rate of 0.00375 that decreases by a factor of 10 at epochs 40, 60 and 80. All models trained with temporal frame shuffling (see Section IV-B1) incur the same hyperparameters as their unshuffled counterparts.

Layer-wise analysis: Fig. 3(left) shows the layer-wise analysis, (1), for various action recognition models. The transformers are measured at every layer and the convolutional architectures are measured at five ‘stages’, corresponding to ResNet blocks [53]. Interestingly, all single stream networks are biased toward static information at all layers even though the video frames of the static pairs are randomly shuffled. Most of the 3D CNNs (e.g. I3D and SlowOnly) have a similar percentage of dynamic units as the C2D network, suggesting that these models do not capture sufficiently complex dynamic representations. While the static and dynamic biases in 3D CNNs do not fluctuate significantly over the different layers, the transformer-based architectures encode an increasing amount of dynamic information up until about halfway through the model, at which point the pattern tapers off and even reverses slightly.

For the SlowFast network, we measure the biases on the representations for the slow and the fast branches before fusion of the features. As shown in Fig. 3(b), the fast branch has a nontrivial number of dynamic units. A key component of the SlowFast network is the fusion branches that aim to transfer information from the fast branch to the slow branch. This transfer is accomplished by concatenating the slow and fast features followed by a time-strided convolution. Comparing the dynamic and static between the SlowOnly and SlowFast (slow) branch can reveal whether dynamic information is transferred between the pathways. The addition of the fast branch increases the dynamic units in the slow pathway by 3.3% as early as stage two, showing the ability of the two-stream architecture to capture dynamics.

Unit-wise analysis: We now examine individual units using our unit-wise metric, (3), with \(\lambda = 0.5\) and report the results in Fig. 3(right). Considering the final representation before the fully connected layer (i.e. stage 5), all single stream models, other than FastOnly, contain mainly static and joint units. In contrast, the FastOnly model and SlowFast-Fast branch produce a nontrivial number of dynamic units. Another finding consistent with the results from Fig. 3(left), is that the Fast model extracts more dynamic information when trained jointly with the Slow branch than when trained independently. Studying the earlier layers (Fig. 3(right)) confirms the previous findings that the SlowFast model’s cross connections are successful at transferring dynamic information from the fast branch to the slow branch throughout the network. SF-Slow (i.e. the slow branch) produces a small but notable number of dynamic units early in the network.

---

\(^2\)https://github.com/facebookresearch/SlowFast

\(^3\)https://github.com/facebookresearch/TimeSformer
Interestingly, SF-Fast (i.e. the fast branch) gradually produces more dynamic units as the representation flows deeper through the network. All single stream models other than the FastOnly model produces mainly static and joint units in all layers. The MViT and TimeSformer produce mainly static and joint units; however, the ratio of these units changes through the layers of the MViT model while it remains stable through the layers of the TimeSformer.

2) Automatic Video Object Segmentation: Architectures: We study the dynamic and static biases of two-stream fusion AVOS models that take optical flow and an RGB image as input, with different types of cross connections: (i) FusionSeg [21] with no cross connections, (ii) MATNet [22] with motion-to-appearance cross connections and (iii) RTNet [23] with bidirectional cross connections. We concentrate on two-stream models because they currently are the strongest AVOS performers. For both MATNet [22] and RTNet [23], we use the models provided by the authors without further fine-tuning. We use a stylized version of DAVIS16 in our analysis to evaluate the static and dynamic biases for the previous models, with stylization according to Section III-A. In the case of both motion and appearance streams, we analyse features after cross connections, if present. Similarly, we analyze the features extracted after the fusion layers in all models, if present.

Implementation details: For a fair comparison with MATNet and RTNet, that fuse motion and appearance features in the intermediate representations, we use a modified version of FusionSeg [21] trained on DAVIS16 [54] in our analysis. Our modified model follows an encoder-decoder approach [55], resulting in two fusion layers at stages two and five. Our FusionSeg model is trained with a batch size of eight, using SGD with learning rate 0.001, a momentum of 0.9, a “poly” learning rate policy using a power of 0.9 and weight decay $1 \times 10^{-4}$. As we want to isolate the effect of training datasets, we do not perform pretraining with the motion stream, as proposed in the original paper [21]. The MATNet variants are trained with two GPUs in parallel with batch size six (the original MATNet used a batch size of two and a single GPU). For the rest of the hyperparameters and training procedure, we follow the original work [22]. We denote the original model provided by the authors as “MATNet”, while our reproduction of MATNet as “MATNet*”. We analyze MATNet trained only on DAVIS16 (i.e. without any Youtube-VOS data), which we call “MATNet NoYTb” and also MATNet trained without its boundary-aware refinement module and boundary loss, denoted as “MATNet NoBAR”.

Layer-wise analysis: Fig. 4(left), shows the layer-wise analysis for the motion and appearance streams as well as the fusion layers according to our layer-wise metric, (1). Similar to our finding with the action recognition models in Section IV-A1, the majority of the video object segmentation models are biased toward the static factor in the fusion layers (i.e. fusion layers three, four and five). We observe an increase in the dynamic bias in the appearance stream as we go deeper in the network, especially for RTNet. In contrast, the static and dynamic biases in the motion streams of both FusionSeg and MATNet are somewhat consistent throughout layers. Interestingly, in RTNet, the static bias increases as the representation goes deeper in the network. This result likely stems from the bidirectional cross-connections in RTNet.

Unit-wise analysis: The individual unit analysis for these models obtained using our unit-wise metric, (3), with $\lambda = 0.5$ is shown in Fig. 4(right). Looking at the final representation of the models (i.e. fusion layer 5), we observe that MATNet has more dynamic and static units compared to RTNet and FusionSeg, which both show a greater number of jointly encoding units. This pattern indicates that cross connections, as present in MATNet, can lead to an increase in the specialized units that encode the static and dynamic factors in the late fusion layers (here we define ‘specialized’ as simply a unit’s dedication to encoding a specific factor). The “MATNet NoBAR” and “MATNet NoYTb” results are consistent, and confirm that the source behind such an increase is not the BAR module or YTB training. The earlier fusion layers in Fig. 4(right) also show that MATNet captures the most dynamic units. In fusion layer two, FusionSeg appears on par with MATNet in terms of dynamic units, but has fewer static units and more joint units. In comparison, RTNet tends to have the most unbalanced units of all three models, which become skewed toward joint encoding units in the late fusion layers. These patterns show that over all fusion layers, MATNet generally has a more balanced ratio of dynamic and static units and more dynamic units than other models. It also shows that MATNet trained on solely DAVIS’16 exhibits a similar pattern of capturing more dynamic units than other models, but has less dynamic units in the earlier layers, unlike the original MATNet. This result suggests models with cross connections that are not pretrained on saliency segmentation datasets are beneficial to

---

Fig. 3. Layer and unit-wise analyses on action recognition networks trained on Kinetics-400 [20]. Left: Layer-wise encoding of static and dynamic factors using the layer-wise metric, (1), for: (a) single stream 3D CNNs, (b) SlowFast variants and (c) transformer variants. SF-Slow and SF-Fast denote the representation taken before the fusion layer from the slow and fast branches, resp. Right: Estimates of the dynamic, static, joint and residual units using the unit-wise metric, (3).
With the knowledge that VisTR was created to be "a dataset with no significant biases with no training done on our model. VisTR is an end-to-end trained (SSv2) and Diving48 (1) using the layer-wise analysis on the two VisTR variants using the unit-wise metric, (3). Notably, VisTR with either backbone produces solely static and joint units are produced in the architectures of dynamic biased models are capable of producing more specialized dynamic units compared to the joint units produced by static biased models.

B. Training Datasets

1) Action Recognition: Datasets: With the knowledge that action recognition models often use static context biases in the data to make predictions [8], [9], [57], we consider datasets in the following evaluations which were designed with the goal of benchmarking a model’s ability to capture dynamic information. Two popular datasets of this type are Something-Something-v2 [18] (SSv2) and Dividing48 [16]. SSv2 is a fine-grained egocentric dataset with 174 classes and over 30,000 unique objects. Notably, different actions in SSv2 include similar appearance but different motions, e.g. the classes ‘moving something from right-to-left’ and ‘moving something from left-to-right’. Dividing-48 [16] was created to be “a dataset with no significant biases toward static or short-term motion representations, so that the capability of models to capture long-term dynamics information could be evaluated” [58]. All actions are a particular type of dive and differ by only a single rotation or flip. We compare Kinetics-400, Dividing48 and SSv2 to determine the extent that each dataset requires dynamics for action recognition.

Dataset bias: We use the layer-wise metric, (1), to estimate the static and dynamic units captured in the last layer of two models trained on the three datasets, as shown in the table of Fig. 6(left). We generate Stylized SSv2 and Stylized Dividing48 to produce the static and dynamic estimates (and continue using Stylized

the model’s encoding capabilities when the goal is to capture dynamics, e.g. camouflage object segmentation.

3) Video Instance Segmentation: Architectures: For the VIS task, we conduct our analysis on two versions of the state-of-the-art VisTR [37] model. VisTR is an end-to-end trained encoder-decoder transformer based architecture with a 2D CNN backbone used for the initial feature extraction. Both the encoder and decoder have six layers for which we compute the static and dynamic biases.

Implementation details: All pre-trained models are retrieved from the original repository [37] with no training done on our end. All VIS models are trained on the YouTube-VIS [56] dataset. We use the same 2D CNN backbones as per the original paper [37], either a ResNet50 or ResNet101. We perform the static and dynamic estimation using the stylized DAVIS16 dataset.

Layer-wise analysis: Fig. 5 (left) shows the results of our layer-wise analysis on two variants of VisTR [37]. It is observed that both models are strongly biased toward the static factor. This bias toward static information increases later in the network, e.g. at the first transformer layer the ResNet101 variant has static and dynamic biases of 36.2% and 25.3%, respectively, and at the last layer has biases of 38.3% and 22.7%, respectively. This result likely stems due to the nature of the VIS task that requires tracking and object-level matching across frames.

Unit-wise analysis: Fig. 5(right) shows the results of our layer-wise and per-unit analysis on two variants of VisTR [37]. Notably, VisTR with either backbone produces solely static and joint units, however, the ratio of these units differ at various layers of the models. The ResNet50 backbone contains about twice the number of static units compared with joint units for the first three layers, and then converges to an even ratio thereafter. Meanwhile, the ResNet101 backbone contains a larger number of static units throughout the entire architecture. This suggests that the 2D backbone plays a role in the type of information captured for spatiotemporal models and that deeper backbones may capture more static information.

4) Summary and Shared Insights: We showed that most of the examined state-of-the-art models for all tasks are biased toward encoding static information. We also demonstrated the efficacy of two-stream models with motion-to-appearance [22] (fast-to-slow [24]) cross connections to enable greater encoding of dynamic information. For the VIS task, we observed that solely static and joint units are produced in the architectures analyzed, however the 2D backbone can influence the ratio between these units. Finally, we documented that the final layers of dynamic biased models are capable of producing more specialized dynamic units compared to the joint units produced by static biased models.
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ActivityNet for Kinetics-400 trained models). We measure the last layer, as the final prediction is made directly from it and thus is most representative of what information the model uses for the final prediction. The SlowOnly and FastOnly architectures follow a similar pattern to that found in Section IV-A, with the FastOnly consistently capturing more dynamic information. Surprisingly, models trained on Dividing48 capture a similar amount of dynamics compared to Kinetics. These results may seem curious at first, as it seems unlikely that models could perform well on Dividing48 without dynamic information.

To further understand this result, we conduct a simple experiment, where the model only has static information to learn from. As discussed in Section III-A, frame-shuffled videos will have the same static information as a non-shuffled input, but the temporal correlations, and hence dynamic information, will be corrupted. This forces the model to focus on static information for classification. We compare the Top-1 validation accuracy of models trained and validated on shuffled frames to that of models with standard training. Fig. 6(right) shows the results of the SlowOnly and FastOnly networks on Dividing48, SSv2 and Kinetics-400, in terms of the relative performance on shuffled frames compared to unshuffled. For a fair comparison, we initialize all models from Kinetics-400. Both models show strong relative performance when trained on shuffled videos for Dividing48 and Kinetics-400; however, for SSv2 the classification performance is decreased to a greater extent when trained on shuffled frames. These results show that SSv2 is a better alternative for temporally benchmarking networks.

Fig. 7 shows the individual units (from the last layer) for two models (one static biased, SlowOnly, and one dynamic biased, FastOnly) on Kinetics-400, Dividing48 and SSv2. The SlowOnly model trained on Kinetics-400 contains only static and joint units; however, when trained on Dividing48 or SSv2, both residual and dynamic units emerge, demonstrating the impact of the training dataset on producing specialized dynamic units. Unlike the SlowOnly model, the FastOnly model contains many dynamic units trained on any dataset, showing the efficacy of the architecture for producing specialized dynamic units. Interestingly, each dataset is unique in the type of units that emerge. Dividing48 produces residual units, suggesting there are other factors at play beyond dynamic and static information. On the other hand, SSv2 produces the most dynamic units for both models.

2) Automatic Video Object Segmentation: Datasets: We study the impact of the following four video segmentation datasets on a model’s static and dynamic biases: DA VIS16 [54], Weakly Labelled ImageNet VID [21], YouTube-VOS [56] and TAO-VOS [59]. DA VIS16 [54] is the most widely used benchmark for automatic VOS, with 50 short-temporal extent sequences of two to four seconds and 3,455 manually annotated frames. ImageNet VID [21] contains 3251 weakly labelled videos and was used in previous work to pretrain a model’s motion stream [21]; in contrast, we use it as a general training dataset (i.e. beyond just for motion streams). YouTube-VOS [56] is another widely used AVOS dataset with 3,471 videos in the training set, which is usually combined with DA VIS dataset following [22] to end up with 14K training images. We assess the two training datasets separately and evaluate how they affect the static and dynamic biases. Finally, TAO-VOS [59] contains 626 relatively long videos (36 seconds on average) that are annotated in a hybrid fashion between manually and weakly labelled frames, resulting in 74,187 frames. We convert the annotations to exclude instances and instead consider foreground/background annotations only.

Dataset bias: We train our modified FusionSeg with two fusion layers (layers two and five) on the four datasets. We compute the static and dynamic biases for the training datasets using the layer-wise metric, (1), and report the results in Table I. We do not compute the static and dynamic biases for the testing datasets using the layer-wise metric, (1), and report the results in Table I. The model trained on TAO-VOS has the least amount of static bias out of all four datasets. However, the datasets do not differ much in their dynamic bias.

We analyse the datasets in terms of the individual unit analysis using the unit-wise metric, (3), with $\lambda = 0.5$. It is seen in Fig. 8(left) that models trained on TAO-VOS produce the highest number of specialized dynamic biased units compared to the other datasets. To explore this matter further, we evaluate the center bias for the four datasets by calculating the average number of groundtruth segmentation masks for each pixel over
For action recognition, the unit-wise analysis, Fig. 8, shows the layer-wise metric, for FusionSeg’s fusion layers five and two trained on DAVIS16 [54], YouTube-VOS [56], ImageNetVID [21] and TAO-VOS [59]. The results show the emergence of more dynamic units for both fusion layers when trained on the least center biased dataset (i.e. TAO-VOS).

Fig. 9. Analyses of biases of AVOS datasets. Left: Results for the static and dynamic biases using the layer-wise metric, (1), for layers 6 and 12 of VisTR-R50 trained on OVIS [61] and YTVIS [60]. Right: Unit-wise analysis, (2), of a VisTR-R50 model trained on both datasets for layers 6 and 12.

The model trained on OVIS contains notably more dynamic bias than the YTVIS trained model in the last layer of the encoder (i.e. layer six) while the biases are similar in the final decoder layer (i.e. layer 12). This result is further demonstrated when observing the unit-wise results, (2), shown in Fig. 9(right). While both datasets produce solely static and joint units, the model trained on OVIS produces more jointly encoding units in the encoder than the model trained on YTVIS and the opposite is true in the decoder. These results suggest that while dynamics are learned in the encoding layers, the model may lack the ability to decode the dynamics. We observe a similar pattern when comparing to the biases of action recognition transformers (Section IV-A1) where solely static and joint units also are produced. This pattern might be due to the mixing of information that is present in self-attention layers, which could inhibit specialized dynamic units from emerging. An interesting future direction suggested by these results is the design of self-attention layers which can admit specialized dynamic units throughout the model (e.g. by introducing two streams, as in the SlowFast model). The unit-wise results show that OVIS has a similar pattern to TAO-VOS: When moving deeper through the model, less dynamic and joint units are produced while more static units emerge. Contrasting, all other AVOS datasets and YTVIS produce notably more joint units in the final layer. This pattern suggests that OVIS may be a better dataset for pre-training if the goal is for the model to encode maximal dynamics.

4) Summary and Shared Insights: For action recognition, our results raise questions about some of the widely adopted datasets. In particular, Diving48 is claimed to be a good benchmark for learning dynamics [16], while our results suggest that SSv2 is better suited for evaluating a model’s ability to capture dynamics. In AVOS, we found training on TAO-VOS yields the largest number of specialized dynamic units. Thus, it may be a better training dataset for tasks that rely on capturing dynamics (e.g. motion segmentation). Similarly, for VIS, we demonstrated that OVIS may provide a better signal for learning dynamic information, particularly in the earlier layers of a network.

C. When are Statics and Dynamics Learned in Training?

Based on our previous analysis of models post-training, we now ask: “What are characteristics of learning static and dynamic information over the course of training?”. Understanding how the models learn static and dynamic information can potentially inform researchers to build better training protocols for learning specific types of information.

1) Action Recognition: We examine both a single and multi-stream architecture and choose the I3D [20] and SlowFast [24] models. We evaluate these models on Kinetics [20], Diving48 [16] and SSv2 [18] as each dataset differs in the static and dynamic information learned during training (see Section IV-B1). Fig. 10 (top and second row) shows the layer-wise results for action recognition. Both the static and dynamic information are largely learned during the first half of training in all cases. Comparing both models for Kinetics-400 and Diving48 further confirms our previous finding (see Section IV-B1) that both datasets result in similar amounts of static and dynamic information. Conversely, models trained on SSv2 encode more dynamic information for both the single stream and two-stream
Fig. 10. Top and second row: The encoding of static and dynamic bias for I3D (8x8 R18) and SlowFast (4x16 R18) over the course of training on Kinetics-400. Third row: The encoding of static and dynamic bias over the course of training for MATNet trained on DAVIS and DAVIS + YouTube-VOS. Fourth row: The encoding of static and dynamic bias for the VisTR model over the course of training on the OVIS dataset.

models. The I3D model has a balance of static and dynamic information throughout training, while both branches in the SlowFast model quickly converge to be biased toward encoding dynamic information. The latter indicates that, given a model which has the ability to encode either type of information (e.g. within the two branches in the SlowFast model), SSv2 will yield a greater amount of dynamics.

2) Automatic Video Object Segmentation: We train MATNet two datasets: (i) DAVIS16 only (DAVIS) and (ii) DAVIS16 combined with YouTube-VOS (DAVIS+YTB) as originally proposed [22]. Fig. 10 (third row) shows the epoch-wise biases learned by MATNet on both settings. When trained on DAVIS+YTB, fusion layer 2 learns more dynamics compared to DAVIS alone, which confirms our previous findings (see Fig. 8 fusion layer 2). Additionally, when trained on DAVIS+YTB, the model quickly converges toward being dynamics biased. On the other hand, fusion layer 5 shows an interesting pattern of alternation between the static and dynamic factors throughout training and culminates to being static biased. These results align with our previous findings that MATNet’s early fusion layers converge to being dynamics biased, unlike late fusion layers (see Fig. 4(c)). This result may stem from the fact that deeper layers tend to capture more abstract information compared to earlier layers. When trained on DAVIS, the final fusion layer becomes static biased in the early epochs, which aligns with the findings from action recognition.

3) Video Instance Segmentation: Fig. 10 (fourth row) presents results for the VisTR model [37] trained on the OVIS dataset [61] for the last layer of the encoder (layer six) and decoder (layer 12). Interestingly, we observe different patterns in each layer. In layer six, the dynamic bias increases monotonically during training while static bias decreases over training. In layer 12, the dynamic bias increases by > 4% in the first epoch but decreases thereafter. This pattern suggests that the encoder and decoder have different training dynamics as they converge to their resulting biases in alternate ways. These results align with the results from Fig. 5 that also show differences between the encoder and decoder in terms of the ratio of joint to static units.

V. CONTROLLING MODEL BIAS

We have demonstrated the effect to which architectures, datasets and training protocols have on a model’s biases. We now ask: (i) Is it possible to control the static and dynamic biases of a model? and (ii) What impact do static and dynamic units have on performance? We first show that the type of bias encoded by a unit greatly determines the impact it has on final performance through neuron removal experiments for action recognition and video segmentation. Motivated by the varying impact different biases have on overall performance, we aim to improve the performance for each task. For action recognition, we propose StaticDropout, a novel dropout strategy that uses our estimation technique to dropout static-biased units during training, with the ultimate goal of debiasing models away from static information. For AVOS, we perform a detailed analysis on cross connections and fusion design choices with respect to their static and dynamic biases and show how to encourage a previously static biased model to become more biased toward dynamics. In both domains, we show an improvement in performance for tasks that require dynamics.

A. Neuron Removal

To evaluate the effect of static and dynamic units on overall performance, we conduct perturbation experiments where we remove the top-k units (i.e. channels) that are biased toward the static or dynamic factor during inference and evaluate the performance drop. The removal is done by setting all activations...
Fig. 11. Top-k unit removal results for static and dynamic factors with respect to random units: (action recognition) the final layer of SlowFast model trained on SSv2 dataset, and (video object segmentation) three fusion layers of the MATNet model trained on DAVIS and YouTube-VOS.

to zero in the identified channels. We compare these static or dynamic biased units with respect to randomly selected channels. A lower Area Under Curve (AUC) suggests that the units are more important for model performance.

Fig. 11 shows the unit attribution curves [62], [63], [64] for action recognition and AVOS. In action recognition we evaluate the final layer in the SlowFast model trained on SSv2 and evaluate on the SSv2 validation set to report the top-1 accuracy. As can be seen in Fig. 11 (top left), the dynamic factor maximally reduces the model’s performance, e.g., removing 70% of the SlowFast model dynamic units decreases the performance by 5% more than static units, which may be because the SlowFast model encodes a significant amount of dynamic information in the fast branch and dynamics are important for the SSv2 dataset.

We conduct similar experiments to AVOS for the early and late fusion layers of the MATNet model trained on DAVIS and YouTube-VOS. Empirically, we found that at intermediate layers there is a higher chance of randomly selecting units that cumulatively have a significant impact on the performance unlike the final layers, which was also found in [65]. Thus, in video object segmentation, as we remove units from the intermediate fusion layers (unlike action recognition where we ablate the final layer), we randomly sample from the units that are least biased towards the dominant factor (i.e., static or dynamic) of that layer to avoid the aforementioned scenario. More specifically, the random baseline first takes the least biased units toward the significant factor of this layer (i.e., dynamics in fusion layer 2, and static in other fusion layers) and then randomly samples x% units within (x + 5)% of these units.

We evaluate on the moving camouflaged animals [49] (MoCA) dataset, where the objects of interest are camouflaged animals and hence largely indistinguishable from their backgrounds in the absence of motion, and report the mean intersection over union (mIoU) (see Section V-C for more details on evaluation). The results in Fig. 11 (bottom left and right) consistently demonstrate that for every fusion layer the factor with the highest impact on performance is the factor it is most biased toward, as examined earlier (Fig. 4(c) and Section IV-C2).

More specifically, fusion layer 2 is slightly dynamic biased, while fusion layers 4 and 5 are static biased, e.g., fusion layer 4 achieves 0% when removing only 40% of the most static units.

In both tasks, these experiments document that masking out the top-k channels based on our metric can help remove biased units in the model and consequently affect its accuracy more compared with randomly selected channels. We now aim to use these insights to show possible mechanisms for improving the performance of a model.

B. StaticDropout

We propose StaticDropout, a semantically guided dropout technique with the goal of static-debiasing a model. Previous work, InfoDropout [66], used a measure of self information to identify neurons in a CNN that encode texture information for image-based models. Alternatively, we perform StaticDropout during training on static-biased channels in action recognition models. InfoDropout [66] observed that dropping out neurons encoding high frequency caused the model to encode more low-frequency (e.g., shape) information. Accordingly, our intuition is that dropping out units biased towards static information will force the model to rely on dynamic information.

Approach: Our overall approach is outlined in Fig. 12. We determine the channels in the model encoding static information by constructing statically similar video pairs during training. More specifically, given a video v1, we shuffle the video frames to generate v2. We pass both representations through the model to obtain intermediate representations z1 and z2 from layer l (for fair comparison against standard dropout, we set l to the last layer before the fully connected layer, and hereon omit l for brevity). Using the unitwise metric, (2), we calculate a score, $S_i$, representing the static information encoded by channel i. We calculate the probability of dropping channel i via a multinomial distribution defined as

$$p_i = \frac{e^{S_i}}{\sum_{k=1}^{C} e^{S_k}}.$$  (4)

The dropout rate corresponds to the total fraction of channels being dropped out of the layer, with $p_i$ the probability (relative
Fig. 13. StaticDropout influences the static and dynamic information of a model. We evaluate the relative performance of a model evaluate on normal versus shuffled frames at validation time (left), show the fraction of channels encoding dynamic information relative to the channels encoding either static or dynamic (right), and the number of joint encoding units (bottom) for 3D-ResNet50 and 3D-ResNet18 on the SSv2 and Diving48 datasets as a function of StaticDropout rates.

to other channels) that channel $i$ will be included in the dropped channels.

Evaluation Protocol: We first demonstrate the ability of our proposed StaticDropout technique to manipulate static and dynamic biases as measured by two different metrics. For the first metric, we use the unitwise metric, $(3)$, to calculate the ratio of dynamic units relative to dynamic and static units. The second metric is the model’s relative validation performance on shuffled versus unshuffle frames. We apply StaticDropout to two different 3D-ResNet variants (i.e. the SlowOnly architecture) with 18 and 50 layers, on two different datasets, Diving48 and SSv2.

Implementation Details: Models trained on SSv2 are trained with the original SlowFast [24] repository hyperparameters. They are trained for 30 epochs and use a cosine learning rate decay with three warmup epochs, a base learning rate of 0.1 and a warmup starting learning rate of 0.08. Models trained on Diving48 are trained for 100 epochs and use a cosine learning rate decay with 10 warmup epochs, a base learning rate of 0.1 and a warmup starting learning rate of 0.01. We experiment with dropout rates of $r = \{0.1, 0.3, 0.5, 0.7\}$. The static channel scores, $S_i$, are re-estimated using (4) every 30 iterations. Following InfoDropout [66], we finetune our models without any dropout with a learning rate of 1e-5 for two and five epochs on SSv2 and Diving48, respectively. For baselines, we consider the same model architectures with standard dropout [67] and without any dropout applied.

Results: Fig. 13 shows the debiasing results for models trained on Diving48 and SSv2. StaticDropout is successful in debiasing the model away from static and toward dynamic information. In terms of our metric, $(3)$, both the models see a significant jump in the ratio of dynamic to static units on SSv2 and Diving48 (Fig. 13 right). The debiasing also has a strong effect in reducing the models’ ability to classify shuffled video frames compared with the standard or no-dropout baselines (Fig. 13 left). These results suggest that StaticDropout has a strong influence on the types of specialized units contained in the model and also the model’s bias toward encoding dynamic and static information. Fig. 13(bottom) shows the results in terms of joint encoding units. Interestingly, most models contain fewer joint encoding units as the StaticDropout rate is increased, but the 3D ResNet18 trained on Diving48 deviates slightly from this pattern. This suggests that StaticDropout encourages the model to produce specialized units, in the form of static, dynamic or residual units. Notably, the effect of StaticDropout on the model bias is consistently dose-dependant, meaning the biases are tunable via the dropout rate, $r$.

We evaluate the performance of models trained with StaticDropout on the SSv2 [18], as it requires the maximal amount of dynamics compared with other datasets (see Section IV-B1). We also evaluate on the SomethingElse [68] dataset, an ‘object debiased’ relabelled version of SSv2 where the set of objects (i.e. “somethings”) appearing in the training set for a specific action is disjoint from the set of objects appearing in the validation set for the same action (see [68] for additional details). We experiment on the SomethingElse compositional split with the intuition that our StaticDropout technique may debias the model from focusing on object appearances and more generally toward longer range motions contained in the videos. The results for both dataset splits are shown in Fig. 14(top) in terms of Top-1 accuracy and percentage of dynamic units in the model’s final layer. StaticDropout outperforms both the baselines in terms of accuracy, and significantly increases the number of dynamic units. However, a dropout rate of $r = 0.7$ does not achieve the best performance, suggesting that simply maximizing the number of dynamic units is not optimal, and that a balance of dynamics and statics should be learned. Fig. 14(bottom) shows the average performance difference between a 3D-ResNet50 trained with StaticDropout compared with standard dropout.

| Dropout Type | SSv2 [18] | SomethingElse [68] |
|--------------|-----------|---------------------|
|               | Top-1 (%) | Dyn. Units (%)      |
|               | Top-1 (%) | Dyn. Units (%)      |
| None         | 54.18     | 10.7                | 49.63 | 4.6 | 50.38 | 34.2 |
| Normal       | 54.55     | 18.2                | 49.79 | 17.5 |
| StaticDropout ($r=0.1$) | 55.19 | 56.9 | 50.38 | 34.2 |
| StaticDropout ($r=0.3$) | 54.55 | 53.6 | 51.16 | 45.1 |
| StaticDropout ($r=0.5$) | 54.01 | 50.0 | 50.06 | 51.4 |

Fig. 14. Top: StaticDropout results for 3D-ResNet50 trained on SSv2 and SomethingElse [68]. Bottom: Average performance difference between StaticDropout ($r = 0.5$) and baseline dropout of a 3D-ResNet50 for the top-$k$ most and least common classes in the SomethingElse [68] compositional split. StaticDropout performs better on rare classes, while performing marginally worse on common classes.
on the top-\(k\) most and least common classes. Interestingly, on average, our model significantly outperforms the baseline on the rarest classes in the dataset while slightly under-performing the baseline on the most common classes. This result suggests that our regularization specifically targets classes in the tail end of the data distribution.

C. Fusion and Cross Connection Study

Our goal in this final section is to encourage a previously static biased AVOS model (i.e. RTNet) to have more dynamic units. Based on our analysis in Sections IV-A2 and IV-B2, we hypothesize that the reason behind AVOS models being static biased stems from the sub-optimal application of bidirectional cross connections. Toward this goal, we conduct a detailed analysis of the fusion and cross connection types in the aforementioned architectures and evaluate how they affect biases and model accuracy.

Approach: We now analyze the different types of fusion and cross connections. Cross connections can operate Bidirectionally (i.e. motion-to-appearance and appearance-to-motion), as in RTNet, or Uni-directionally with motion-to-appearance cross connection, as in MATNet. The Convex Combination Gated Fusion in RTNet enforces the attention weights to sum to one for both motion and appearance streams. While the Gated Fusion in MATNet learns to weigh each stream without this constraint. Both mechanisms can be decomposed into channel attention followed by spatial attention. For the sake of unification we pose the channel attention in the Convex Combination Gated Fusion as,

\[
A_c = F_c(F_a(U_a \oplus U_m)),
\]

\[
Z_a = A_c \circ U_a,
\]

\[
Z_m = (1 - A_c) \circ U_m,
\]

where \(U_a, U_m\) are the appearance and motion features, respectively, \(\circ\) is the Hadamard product, \(\oplus\) denotes concatenation, \(F_a\) and \(F_c\) are the squeeze and excitation operators, respectively, and \(A_c \in \mathbb{R}^c\) are the channel attention weights where \(c\) is the number of channels for the input appearance or motion feature maps. A weighted combination is used to attend to motion and appearance features, enforcing a strong constraint on the attention weights during training. On the other hand, the channel attention module in the Gated Fusion can be given as

\[
U = U_a \oplus U_m,
\]

\[
A_c = F_c(F_a(U)),
\]

\[
Z = A_c \circ U,
\]

where \(A_c \in \mathbb{R}^{2c}\) is the channel-wise attention on the combined motion and appearance features without enforcing them to sum to one, unlike in RTNet.

In contrast, the spatial attention in Convex Combination Gated Fusion can be given as

\[
Z = A_{sp} \circ Z_a \oplus (1 - A_{sp}) \circ Z_m,
\]

where \(A_{sp}\) is the spatial attention maps generated from a convolutional layer and a sigmoid function, while \(Z_a\) and \(Z_m\) are the average pooled appearance and motion features. Finally, the spatial attention in Gated Fusion can be given as

\[
Z = A_{sp} \circ Z_a + Z_m,
\]

where \(Z\) is the combined motion and appearance features. Again, it is clear that the spatial attention module in the Convex Combination Gated Fusion restricts the attention weights between both motion and appearance features, unlike the Gated Fusion. Therefore we hypothesize that Gated Fusion will yield better results for tasks requiring a complex interaction between motion and appearance features. We now ablative the fusion types along with the two different types of cross connections on such a task.

Evaluation protocol: We show the static and dynamic biases for the different fusion and cross connections, and evaluate accuracy on a dataset which requires dynamics (MoCA). We follow previous work by removing videos that contain no predominant target locomotion, which produces a subset of 88 videos for evaluation [69]. We evaluate using mean intersection over union and success rate mean with varying IoU thresholds ranging from 0.5 to 0.9. The original MATNet used horizontal flipping during inference and averaged predictions from the original and flipped versions. To ensure fair comparison between RTNet and FusionSeg we show results with and without the flipping augmentation during inference when reporting on MoCA.

Results: Fig. 15(top) shows the static and dynamic biases of the different fusion and cross connection types. It is seen that the bidirectional cross connections (G+B) incur a small decrease in the dynamic bias with respect to unidirectional ones (G+U), especially on the final fusion layers (i.e. fusion 4 and 5). The convex combination gated fusion (CCG+U) leads to a decrease in the ratio of joint to dynamic units with respect to gated fusion (G+U) (e.g. the final fusion layer for CCG+U Joint/Dynamic
is 25.3 versus 47.5 for G+U). The performance of all models on the MoCA dataset is shown in Fig. 15 (bottom). The original MATNet and MATNet* both outperform the off-the-shelf RTNet model and FusionSeg, which is confirmation of our previous findings that both models are heavily static biased (see Fig. 4). Additionally, it demonstrates that our proposed model (RTNet*) with bidirectional cross connections and Gated Fusion (B+G) trained on YouTube-VOS and DAVIS shows sizable (+9.9%) gain with respect to off-the-shelf RTNet. We also observe from the results of MATNet* (G+U) versus MATNet* (CCG+U) that the added constraint of convex combination can degrade the performance with respect to gated fusion on a dynamically heavy task (i.e. MoCA).

Motivated by the previous experiments, which showed the impact of static and dynamic biases on performance (Section V-A), these results demonstrate how simply selecting the appropriate combination of fusion and cross connection mechanisms can significantly impact what is encoded in models as well as the downstream performance.

VI. CONCLUSION

This paper has advanced the interpretability of learned spatiotemporal models for video understanding, especially action recognition, AVOS and VIS. We introduced a general method for analyzing the extent that various architectures capitalize on static versus dynamic information. We showed how our method can be applied to investigate the static versus dynamic biases in datasets. Furthermore, we demonstrated the impact of static and dynamic biases on overall performance through a new type of regularization for action recognition (StaticDropout) and architectural modifications in the fusion and cross connection layers for AVOS. Future work can apply our method to additional video understanding tasks (e.g. action prediction) and use the proposed performance enhancing techniques on different datasets, architectures and tasks which require dynamics.
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