1. INTRODUCTION

In realistic environments, speech is usually interfered by various noise and reverberation, which dramatically degrades the performance of automatic speech recognition (ASR) systems. To alleviate this issue, the commonest way is to use a well-designed speech enhancement approach as the front-end of ASR. However, more complex pipelines, more computations and even higher hardware costs (microphone array) are additionally consumed for this kind of methods. In addition, speech enhancement would result in speech distortions and mismatches to training. In this paper, we propose an adversarial training method to directly boost noise robustness of acoustic model. Specifically, a jointly compositional scheme of generative adversarial net (GAN) and neural network-based acoustic model (AM) is used in the training phase. GAN is used to generate clean feature representations from noisy features by the guidance of a discriminator that tries to distinguish between the true clean signals and generated signals. The joint optimization of generator, discriminator and AM concentrates the strengths of both GAN and AM for speech recognition. Systematic experiments on CHiME-4 show that the proposed method significantly improves the noise robustness of AM and achieves the average relative error rate reduction of 23.38% and 11.54% on the development and test set, respectively.

Index Terms— robust speech recognition, deep adversarial training, acoustic model, generative adversarial net

2. RELATION TO PRIOR WORK

Generative adversarial nets (GANs) have attracted a lot of attention recently because of their successful applications in the computer vi-
3. GENERATIVE ADVERSARIAL NETWORKS

GANs are generative models introduced by Goodfellow et al. [9], which consist of a generator (G) and a discriminator (D). The generator G produces samples from the data distribution \( P(x) \) by transforming noise variables \( z \) into fake samples \( G(z) \). The discriminator D is a classifier that aims to recognize whether the sample is from G or training data. G is trained to produce outputs that cannot be distinguished from “real” data by an adversarially trained D, which is trained to do as well as possible in detecting the generator’s “fakes”. More formally, this adversarial learning process is formulated as a two-player minimax game with the objective

\[
\min_G \max_D V(G, D) = \mathbb{E}_{x \sim \text{data}} [\log D(x)] + \mathbb{E}_{z \sim \text{noise}} [\log (1 - D(G(z)))] .
\]

Regular GANs suffer from the vanishing gradients problem because of the sigmoid cross-entropy loss function adopted for the discriminator. The least-squares GANs (LSGANs) approach [19] substitutes the cross-entropy loss by the least-squares function, which can generate higher quality samples and perform more stable during the learning process. The objective functions for LSGANs can be defined as follows:

\[
\min_D V_{\text{LSGAN}}(D) = \frac{1}{2} \mathbb{E}_{x, x_c \sim \text{data}} [(D(x, x_c) - 1)^2] + \frac{1}{2} \mathbb{E}_{z, \tilde{x} \sim \text{noise}} [(D(G(z), x_c))^2]
\]

\[
\min_G V_{\text{LSGAN}}(G) = \frac{1}{2} \mathbb{E}_{z, \tilde{x} \sim \text{noise}} [(D(G(z), x_c) - 1)^2].
\]

4. DEEP ADVERSARIAL TRAINING FOR ROBUST SPEECH RECOGNITION

For robust speech recognition, the main task of the acoustic model is to classify thousands of fine-grained senones given an input feature. We propose to train an acoustic model by the deep adversarial training method. The model consists of a generator(G), a discriminator (D) and a classifier(C), which is shown in the Fig. 1. In our case, the generator G performs the speech enhancement. It transforms the noisy speech signals into the enhanced version. The discriminator D aims to distinguish between the enhanced signals and clean ones. The classifier C classifies senones by features derivated from G. The encoding parts of G and the classifier C can be regarded as an organic whole of acoustic model.

The generator G is an encoder-decoder, adapted from [14]. In the encoding stage, the input is passed and compressed through a series of strided convolutional layers followed by the leaky rectified linear units (LeakyReLUs) [20]. We choose the strided convolutions as they were shown to be more stable than other pooling approaches for GANs training [21]. Downsample is done until we get a condensed bottleneck representation, called the hidden vector \( h \). The encoding process is reversed in the decoding stage by means of transposed convolutions, followed again by LeakyReLUs.

For speech enhancement, there is a great deal of low-level information shared between the input and output, and it would be desirable to shuttle the information directly across the model. For example, the noisy and clean speech share the same underlying structure. Many low-level details could be lost to reconstruct the speech signal if we force all information to flow pass through the bottleneck layer. Therefore, we add skip connections following the general shape of a “U-Net” [22] (Fig. 2). Specifically, each skip connection simply concatenates all channels at layer \( i \) with those at layer \( n - i \), where \( n \) is the total number of layers. In addition, they are easier to optimize, as the gradients can flow deeper through the whole model [23].

The discriminator D is built to model the high frequencies of the data and it gets the true clean samples from the dataset and generated samples from the generator as input. Differing from other GAN works, it does not use \( z \). Isola et al. [24] report that adding a Gaussian noise as an input to G is not effective. We mention that there is no need for one-to-one correspondence between the true clean and generated samples.

The classifier C classifies senones and its input is the hidden vector \( h \) derivated from G. The bottleneck feature \( h \) is the compression of the noisy signal and captures the crucial structural characteristics with the guidance of D. Moreover, the classification progress is helpful to maintain more discriminative information for speech enhancement.

The G, D and C networks are jointly optimized by the adversarial training algorithm. Mathematically, given the noisy speech signal \( x \) and clean signal \( x_c \), G transforms it into enhanced version.
The magnitude of the adversarial loss is controlled by a hyperparameter α. When α = 0, the model is equivalent to a traditional deep neural network model.

As shown in Algorithm 1, we alternatively train the parameters of D, G and C to fine-tune the model. Three components are implemented with neural networks and the parameters are updated by stochastic gradient descent.

5. EXPERIMENTS

5.1. Datasets

We systematically evaluate the proposed deep adversarial training method on the CHiME-4 corpus \[25\]. Two types of data are used in this paper: ‘real data’ that is recorded in real noisy environments (on a bus, cafe, pedestrian area, and street junction); ‘simulated data’ that has been generated by artificially mixing clean speech data from the WSJ0 set with noisy backgrounds. The training set consists of 1,600 real and 7,138 simulated utterances in the 4 noisy environments. Each utterance consists of six channels and we randomly choose one channel signals. The development and test sets consist of 3,280 and 2,640 utterances, respectively, each containing equal quantities of real and simulated data. We choose one channel signals according to the official instructions (dt/et05_simu.real_1ch_track.list). In addition, the original WSJ0 training data (si_tr_simu, 7,138 utterances) is used as the clean speech for GANs training.

5.2. Setup

In following experiments, we take the 80-dimensional filter-banks as the input features, and each dimension of features is normalized to have zero mean and unit variance over the training set. To capture temporal information, 19 frames of context features are concatenated as the final inputs. Firstly, the splice context of noisy features \( \hat{x} \) is fed into the generator G to generate its enhanced version \( \hat{x} \). This generated data used as ‘False’ samples and the randomly chosen true clean data used as ‘True’ samples form the input dataset of the discriminator D. We mention that there is no need for one-to-one correspondence between the true clean and generated samples. Finally, the classifier C uses the hidden output \( h \) of last encoder layer of G to compute the posterior probabilities of HMM state instead of G generating enhanced data. The frame-level targets required in training come from a well-trained Gaussian Mixture Model (GMM-HMM) system. In fact, the encoding parts of G and the classifier C can be regarded as an organic whole of acoustic model.

The generator G is composed of 8 2-D strided convolutional layers. Each convolutional block consists of a convolutional layer with the same filter widths and the same number of filters per-layer.
Table 1. WERs (%) of different hyper-parameter α on the development set.

| α  | 0.0  | 0.2  | 0.4  | 0.6  | 0.8  |
|----|------|------|------|------|------|
| WER | 18.96 | 17.19 | 16.32 | 16.66 | 16.96 |

Table 2. WERs (%) on the CHiME-4 corpus. ‘Baseline’ is the model following the Kaldi chime4/s5_1ch. ‘CE-train’ is the system trained by minimizing the cross-entropy loss. ‘DA-train’ is the proposed system optimized by deep adversarial training. Relative error rate reduction (PER) (%) is also shown.

| Data | Baseline | CE-train | DA-train | RERR  |
|------|----------|----------|----------|-------|
| dev  |          |          |          |       |
| simu | 20.46    | 18.27    | 15.34    | 25.02 |
| real | 22.13    | 19.65    | 17.30    | 21.83 |
| avg. | 21.30    | 18.96    | 16.32    | 23.38 |
| test |          |          |          |       |
| simu | 29.94    | 27.66    | 24.75    | 17.33 |
| real | 36.27    | 34.15    | 33.83    | 6.73  |
| avg. | 33.11    | 30.91    | 29.29    | 11.54 |

However, skip connections make the number of feature maps in every decoder layer to be doubled. The classifier C is a multilayer perceptron (MLP) with two hidden layers of 1024 neurons. We use rectified linear unit (ReLU) [26] as the activation of the hidden layer, and a softmax function of the output layer. The dropout [27] with a probability of 0.3 is added across the hidden layers. And we simply use a MLP with only one hidden layer as the discriminator D. The whole system is optimized by the adversarial training algorithm (denoted as ‘DA-train’). We use the Adam optimizer [28] with a minibatch of size 256 and a learning rate of 0.0002. After finishing the training, we remove the D network and only use the combination of encoder layers of G and the classifier C for testing.

The baseline system is built following the Kaldi chime4/s5_1ch recipe [29] (denoted as ‘Baseline’). The acoustic model is a DNN with 7 hidden layers. After RBM pre-training, the model is trained by minimizing the cross-entropy loss. Note that we don’t perform any sequence training or LM-rescoring methods because we focus on the frame level in this paper and will investigate methods at the full-sequence level in the future.

In addition, we also compare with the same acoustic model architecture as ‘DA-train’, but without the adversarial training. The comparison model is trained with same dataset and optimized by minimizing the cross-entropy loss (denoted as ‘CE-train’). In fact, ‘CE-train’ is equivalent to the case of α = 0 in Eq. 5.

The “CE-train” and “DA-train” systems are implemented with PyTorch [30]. The WSJ 5k trigram LM is used as the language model and the Kaldi WFST decoder for decoding in all the experiments.

5.3. Results

Firstly, we evaluate how the hyper-parameter α in Eq. 5 affects the performance of ASR. α specifies the tradeoff between the adversarial loss and the category loss for the optimization objective of G. When α is tiny, the category loss plays a main role and the adversarial loss rarely works, which may result in the acoustic model only focusing on discriminative feature and having worse generalization. On the other hand, when α is huge, the model may be lack of discriminant ability with weak constraint of category loss. Thus, an appropriate α is very important to get better performance of ASR. We explore the different α while keeping the other hyper-parameters fixed in the experiments. As shown in Table 1, the WER decreases with the increase of α. However, when α reaches 0.4, the WER will increase. Therefore, we choose α = 0.4 for the following experiments.

Table 2 reports the WER results of different recognition models on the development and test dataset. In addition, we also report the relative error rate reduction (PER) in the last column of Table 2. It can be seen that the proposed ‘DA-train’ consistently and significantly outperforms the baseline (‘Baseline’) and comparison (‘CE-train’) method on both development and test set. Compared with ‘CE-train’, the proposed ‘DA-train’ achieves significant performance improvements (from 18.96 to 16.32 on development set and from 30.91 to 29.29 on test set). It mainly owns to the proposed deep adversarial training boost noise robustness of acoustic model. Moreover, compared with ‘Baseline’, we achieve average RERs of 23.38% and 11.54% on the development and test set, respectively.

In order to further make a comparison between deep adversarial and cross-entropy training, we analyze the frame accuracy during training. Figure 3 shows that the model trained by adversarial manner not only arrives at higher frame accuracy but also learns more quickly. These results suggest that our proposed training method works efficiently and improves ASR performance.

6. CONCLUSIONS

In this paper, we propose an adversarial training method to directly boost noise robustness of acoustic model. Specifically, a jointly compositional scheme of generative adversarial net (GAN) and neural network-based acoustic model (AM) is used in training phase. GAN is used to generate clean feature representations from noisy features by the guidance of a discriminator that tries to distinguish between true clean signals and the generated signals. The joint optimization of generator, discriminator and AM concentrates the strengths of both GAN and AM for speech recognition. Systematic experiments on CHiME-4 show that the proposed method significantly improves the noise robustness of AM and achieves 23.38% and 11.54% relative improvements in WER. In the future, we will perform deep adversarial training for acoustic modeling at the full-sequence level and perform our experiments on a larger dataset.
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