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We consider the problem of detecting a burst signal of unknown shape in the data from gravitational wave interferometric detectors. We introduce a statistic which generalizes the excess power statistic proposed first by Flanagan and Hughes, and then extended by Anderson et al. to a multiple detector case. The statistic that we propose is shown to be optimal for arbitrary noise spectral characteristic, under the two hypotheses that the noise is Gaussian, albeit colored, and that the prior for the signal is uniform.

The statistic derivation is based on the assumption that a signal affects only affects $N$ samples in the data stream, but that no other information is a priori available, and that the value of the signal at each sample can be arbitrary. This is the main difference from previous works, where different assumptions were made, like a signal distribution uniform with respect to the metric induced by the (inverse) noise correlation matrix. The two choices are equivalent if the noise is white, and in that limit the two statistics do indeed coincide. In the general case, we believe that the statistic we propose may be more appropriate, because it does not reflect the characteristics of the noise affecting the detector on the supposed distribution of the gravitational wave signal.

Moreover we show that the proposed statistic can be easily implemented in its exact form, combining standard time-series analysis tools which can be efficiently implemented, and the resulting computational cost is still compatible with an on-line analysis of interferometric data.

We generalize this version of an excess power statistic to the multiple detector case, considering first the noise uncorrelated among the different instruments, and then including the effect of correlated noise: we show that this can be done either perturbatively, or in exact form.

We give full details about the implementation of the algorithm, both for the single and the multiple detector case, and we discuss exact and approximate forms; the choice among them depends on the specific characteristics of the noise and on the assumed length of the burst event.

As a example, we show what would be the sensitivity of the network of interferometers to a δ-function burst.

PACS numbers: 04.80.Nn, 05.45.Tp, 07.05.Kf

I. INTRODUCTION AND SUMMARY

Several large scale interferometric detectors [1, 2, 3, 4] are currently under commissioning and are expected to start data acquisition and reach their design sensitivity in a few years. Some of the candidate sources, like the coalescing binaries in their inspiral phase, can be modeled with reasonable accuracy and the gravitational waveforms can be predicted, thus allowing a matched-filter detection strategy; see [5] and references therein for a review. On the other hand, as argued in [6], it is conceivable that the uncertainty on the waveform will remain high for sources like the Type II supernova explosions or the merger phase in the coalescence of black holes or neutron stars: in this context, the issue of detecting events poorly modeled or not modeled at all remains crucial.

The problem has already been faced from different point of views: some authors [6, 7, 8] aim at devising several simple and computational inexpensive algorithms, to be run in parallel after having been tested and optimized against model waveforms [4]. Others start from general hypotheses on the distribution of the signals and the noise and derive statistics optimal under those assumptions [6, 11, 12, 13].

We consider of particular interest strategies, like the excess power statistic proposed by Flanagan and Hughes [11], or the norm filter studied by Arnaud et al. [10], which try to make minimal assumptions on the nature of the signal, like time duration and bandwidth only: in particular the excess power statistic has been recently analyzed by Anderson et al. [13] and extended to the “blind” search of burst events from a network of interferometers. However, as pointed out in [13, note 8], the authors have actually made the assumption that the signal distribution is flat with respect to the inner product defined by the inverse of the noise correlation matrix. They recognize that this is an approximation, and correctly claim that it is legitimate when the noise spectrum does not vary rapidly in the band of interest: however we will argue in Section II A that this may be not true for real detector noise, and we will show that in view of the current models for burst signals from the core collapse of supernovae [6, 13] the correlation length of the detector noise cannot be assumed short with respect to the event duration, even assuming the design noise.

The choice of the signal distribution in [13] has the advantage of making easy to incorporate a priori informations, when available, about the absolute scale of the expected signals: we shall see that this is in general more complicated with our statistic, if detection thresholds were to be set using a Bayesian criterion.

The analysis method that we propose consists essentially of two steps:

A filter the input data with a matched filter for δ functions.

B Compute a statistic similar to the energy of the data within each time window we are willing to test for the pres-
ence of a burst, using a particular scalar product which can be conveniently computed either using the discrete Karhunen-Loève transform (DKLT), or (approximately) using a discrete Fourier transform (DFT).

The algorithm can be easily generalized to the multiple detector case, resulting in an optimal statistic which depends on the direction in the sky the signal is supposed to come from. It also turns out that possible correlations among the detector noises can be taken into account in a natural way by modifying the \( \delta \)-filtering step, and that these modifications are a natural consequence of the likelihood maximization procedure.

The paper is organized in two main sections: in Section II we derive the statistic for the case of a single detector: then in Section III we extend it to the multiple detector case.

In greater detail, the plan of the work is as follows: in Section II A we motivate our study, introducing our hypotheses on the signal and the noise and discussing them in view of the current models for supernovae signals. In Section II B we briefly recall the Bayesian framework we follow in deriving the optimal statistic. In Section II C we consider the simple case in which the burst event is a \( \delta \) function, that is with a duration affecting only one data sample: we deduce a detection strategy that corresponds to one of the data analysis methods used in resonant bar experiments [13]. In Section II D we derive the exact expression for the likelihood ratio, for a burst affecting \( N_b \) samples in the data stream, and we show that the calculational steps are essentially the two A,B mentioned above. In Section II E we make a digression on the Karhunen-Loève transform, a tool well known in statistics [16, 17] and already applied in the analysis of data from bar detectors [18], and proposed for the study of narrow resonances [19]: in Section II F we apply the DKLT expansion to our problem and we show that it is a convenient way to implement step B. When the supposed burst length \( N_b \) is large, an approximate formula using the DFT can be used, as discussed in Section II F 2.

The very meaning of the word “optimal” used for defining the proposed statistic is discussed in Section II G, where we clarify the limits of the method, in particular with respect to the possible inclusion of prior information on the strength of the signal.

We elaborate in Section II H on the details of the detection algorithm, and we show that step A is easily implemented using standard tools of time series analysis, including the whitening transformation, although the required operation is different from a whitening.

The distribution of our statistic in absence and presence of a signal is considered in Section II I, where we show that it corresponds exactly to a \( \chi^2 \) variable, respectively central or not central.

The multiple detector case is treated first in the approximation of uncorrelated Gaussian noise across the detector network in Section II J, where we show that the techniques used in the single detector case can be easily extended, in a way not much different from what has been done in [13], but including the above mentioned step A implementing the filtering for \( \delta \) functions. We show in Section II B 3 that the step B of the resulting algorithm can be written in exact form using a vector DKLT, while a simpler form, similar to the one derived in [13], is valid in the long burst limit, as discussed in Section II B 2.

The case in which the noise of different detectors displays some degree of correlation is considered in Section II C, we start from the same hypotheses as Finn [20] and we show how the effect of the cross-detector terms in the noise correlation matrix can be taken into account in our algorithm, either perturbatively, if the cross terms are small, or exactly if they are not: not surprisingly, the needed modifications turn out to affect only the \( \delta \)-filtering step, and in a simple way.

We finally give an example of application of the algorithm to the detection of bursts of unit duration, for a network of detectors comprising either the three LIGOs [1] or including also GEO600 [3], TAMA [4] and Virgo [2]. We compute the resulting SNR, which is a function of the direction in the sky; this allows us to pictorially show to which extent the network analysis strategy is advantageous, at least in the ideal situation in which the detector noise is Gaussian.

Throughout all the paper we adopt a discrete-time, discrete-frequency notation: the conventions followed for the Discrete Fourier Transform require some care and are detailed in App. A, while the characteristics of the detectors in the network are detailed in App. B.

II. SINGLE DETECTOR ANALYSIS

A. Noise and signal statistics

We will keep consistently a discrete time, discrete-frequency notation, assuming a sampling rate \( f_s \) and a finite observation time \( T = N/f_s \). We assume that the detector noise has zero mean and is Gaussian, albeit colored, characterized by a correlation matrix

\[
\langle R_s \rangle [i,j] = \delta_{i+j} \equiv n[i] \equiv n(i/f_s), \quad i \in [1,N].
\]

where \( n[i] \equiv n[i] \equiv n(i/f_s), \) and \( i \in [1,N] \). We further assume that the noise is stationary, hence \( R \) is a symmetric Toeplitz matrix [17], whose entries depend only on the difference of indices. In terms of this correlation matrix, the probability of observing a certain set of noise data \( n \) (of total length \( N \)) is given by the joint distribution

\[
P(n) = \frac{1}{\sqrt{2\pi^N \det R}} \exp \left[ -\frac{1}{2} n_i (R^{-1})_{ij} n_j \right];
\]

if a certain signal \( s \) is also present, the conditioned probability of observing a set of data \( x \) is

\[
P(x|s) = \frac{1}{\sqrt{2\pi^N \det R}} e^{-\frac{1}{2} (x-s) R^{-1} (x-s)}.
\]

We should stress that formulas in Eqs. (3) make use of the information available in the finite data sequence: we observe only \( N \) data and with the expression of \( P(n) \) and \( P(x|s) \) we
cannot take into account the effect of the past data points, which fall outside our observation window\cite{43}. We shall see later that when considering a shorter analysis window (of size \( N_0 \)) contained in a longer data train we should actually exploit also the information contained outside the \( N_0 \) window. This information is of little relevance if the analysis window is much longer than the largest correlation times in the noise: but this is not generally the case when considering burst events.

What matters in deciding what is the relevance of this boundary effect is the noise spectrum: one knows indeed (see Section A) that

\[
R^{-1} \left( \frac{a - b}{f_s} \right) \equiv (R^{-1})_{ab} = \frac{2}{f_s N} \sum_{k=1}^{N-2} \exp \left( 2 \pi i (a-b) k / f_s \right) S_n[k],
\]

and considering a noise model as given in Eq. (B16), which summarizes the best sensitivity reachable in the first generation interferometers, one deduces that

\[
R^{-1}(\tau) \simeq A_0 e^{-|\tau|/\tau_0} \cos 2\pi f_0 \tau + \ldots
\]

neglecting faster decaying terms. The decay time(s) \( \tau_0, 1, \ldots \) characterize how much the matrix \( R^{-1} \) (and therefore \( R \) itself) differs from a diagonal matrix. In Section B.2 and in Table III we show that for the current models of the baseline interferometer noise in the first generation detectors the values of \( \tau_0 \) range from 1.4 ms in TAMA to 6 ms in Virgo (corresponding to \( O(100) \) samples).

These time scales should be compared with the expected duration of the bursts: for instance Zwerger and Müller \cite{9, 10} have shown several examples of gravitational waveforms emitted in axisymmetric core collapse events, displaying large variations on scales of a few ms, and narrow large amplitude peaks even shorter than 1 ms. The same features are found in more recent simulations, which include relativistic effects, by Dimmelmeier et al.\cite{14}. Fig. 2 (Model A): we conclude that it is generally not justified from the physical point of view to surmise that the correlation decay times of the noise are short compared to the burst duration.

Moreover, the values for the decay times quoted in Table II refer to an ideal detector noise, free of narrow resonances: real detectors may well exhibit richer spectral features \cite{22}. For instance a thermal resonance with proper frequency \( f_0 \) and quality factor \( Q \) would contribute to the noise correlation a term with a characteristic decay time \( \tau_Q = \frac{Q}{\pi f_0} \), with violin modes easily having \( Q > 10^5 \) and frequencies \( f_0 = O(1000) \) Hz, the decay time can easily reach tens of seconds. Although it is foreseen to subtract the effect of these resonances from the data, using for instance Kalman filters \cite{23} it is fair to say that any residual effect, due for instance to an imperfect cancellation of a very high \( Q \) resonance, will contribute to increase the noise correlation length above the values deduced from the baseline noise.

There are at least two important consequences of the presence of a non-zero correlation length: (1) statistics built using maximum likelihood criteria must be modified to take into account noise outside the window affected by the burst event; (2) instances of these statistics, derived from these data, will exhibit a correlation in time which will have to be kept into account when computing false alarm and false dismissal probabilities \cite{24}. In the present paper we will concentrate on the first issue.

One general way, other than subtracting the narrow spectral components, to attack this problem would be to assume that data have been pre-whitened \cite{3, 4, 7, 10}, for instance using a time-domain filter estimated from the data themselves \cite{24, 26}: however this strategy requires to take into account the effect of the whitening filter throughout the whole detection chain, in particular the alteration of the signal waveform and consequently of the signal distribution. In other words, when integrating over the space of possible signals, we are not allowed to ignore that the measure is changed by the transformation.

To render our statements more precise, we need to discuss in detail the detection framework adopted.

### B. Detection framework

We suppose that, when present, the burst affects only a interval \( T_{\text{burst}} = \frac{N}{f_0} \) starting at absolute time \( t_{\text{burst}} \), that is a number \( N \) of samples in the data stream. We are unable to prescribe any prior for the signal amplitudes, so we treat it, at any given instant, as a nuisance parameter, to be integrated out. Anderson et al.\cite{11, 13} have made similar assumptions, but as we have already anticipated with a different hypothesis on the measure for this integration.

Given a data vector \( x \), the \textit{a posteriori} probability of having observed those values can be written as\cite{27}.

\[
P(x) = P(x|1)P(1) + P(x|0)P(0)
\]

where as usual \( P(1), P(0) \) are the \textit{a priori} probabilities for a signal of unspecified form being present in the data, and \( P(x|1) \) is the probability of observing the dataset \( x \) given that some signal \( s \) is present, while \( P(x|0) \) is the probability of observing the same dataset \( x \) in absence of signals: it was defined in Eq. (3). In turn we have that

\[
P(x|1) = \int P(x|s)P(s)ds
\]

where \( P(s) \) is the \textit{a priori} probability of having a signal \( s \) present, while \( P(x|s) \) has already been defined in Eq. (3). We may or may not have a good guess for the distribution \( P(s) \): in this paper we assume to have no a priori information.

Given our complete ignorance of \( P(1), P(0) \), we resort to defining the (integrated) likelihood ratio that any signal is present as

\[
\Lambda(x) = \frac{P(x|1)}{P(x|0)} = \int e^{-\frac{1}{2} s^T R_{\text{c}}^{-1} s + s^T R_{\text{c}}^{-1} \tilde{r}} P(s) ds;
\]

in terms of \( \Lambda \) and using the Bayes rule \( P(1|x)P(x) = P(x|1)P(1) \) we can write

\[
P(1|x) = \frac{\Lambda(x)}{\Lambda(x) + P(0)/P(1)};
\]
for the probability of having observed a signal, conditioned by the particular instance of data $x$ that we have received. Although we have no idea of the priors $P(0), P(1)$, this probability is a monotonic function of the likelihood $\Lambda(x)$, which is therefore the quantity to be estimated, in dependence on the assumptions (or lack of assumptions) on $P(s)$: to implement our complete ignorance on the waveform we will assume that $P(s)$ is flat in the space $\mathbb{R}^{N_1}$ of possible signals of length $N_1$.

For the sake of comparison, Anderson et al. Eq. 3.1, and the following discussion and note] have assumed that signals $s$ are a priori distributed in a uniform way with respect to the metric induced by the scalar product $(x, y) \equiv x \cdot R^{-1} y$: this is the essential reason why our results are different from theirs.

C. Burst of unit duration (δ function)

Let us first consider an extreme example, namely a burst affecting only one of our data samples: its amplitude is unknown, and we want to test the hypothesis that the event occurs at the sample arbitrarily labeled $a$. Then the integrated likelihood ratio in Eq. (3) is

$$
\Lambda(x) = \int_{-\infty}^{+\infty} e^{-\frac{1}{2} s_n^2} d s_a = \exp \left[ \frac{1}{2} \left( \left( R^{-1} x \right)_a \right)^2 \right],
$$

where no summation over $a$ is understood. The interesting statistic for a certain possible arrival index $a$ is

$$
L_a(x) \equiv 2 \ln \Lambda(x) = \frac{f_s}{N} \sum_i e^{\frac{1}{2} \left( \frac{\| x \|^2}{s_n[i]} \right)^2} \sum_k \frac{1}{s_n[k]},
$$

and is readily identified as the Wiener filter for a δ function \([13]\). In absence of signals its distribution is

$$
d_0(L) = \frac{1}{\sqrt{2\pi L}} e^{-\frac{1}{2} L}
$$

as expected for the square of a Gaussian variable: note that the statistic $L$ is not equivalent to taking the energy of the signal.

Nor is it equivalent to first whitening the data and then taking the energy: indeed whitening would mean, in matrix notation, to perform a lower-upper (LU) factorization of the matrix $R^{-1}$ in the form 46.

$$
R^{-1} = W_n \cdot W_n^T;
$$

where $W_n$ is a lower triangular matrix which defines a causal transformation, dependent on the noise statistics: the matrix $W_n$ defines a whitening transformation, namely the random vector $z = W_n \cdot x$ is distributed as white gaussian noise. The statistic $L_a(x)$ can also be written in terms of the whitened data $z$

$$
L_a(x) = \frac{\left( W_n^T \cdot z \right)_a^2}{\left( W_n^T \cdot W_n \right)_{aa}},
$$

which can be regarded as a energy, but takes into account the altered signal shape (a δ function in this case) under the application of the transformation $W_n$.

In passim it is worth noticing that we wrote the distribution $d_0(L)$ assuming implicitly to compute the moments of our statistic over a ensemble of noise realizations; in practice however one takes samples from a single time-series, at different locations in the data stream. This means that successive instances of the statistic $L$, for different indices $a$, will belong to a joint distribution, which does not factor in a product of terms like the $\chi^2$ in Eq. (12) for instance we can consider the cumulant

$$
\frac{E[L_a(x) L_b(x)] - 2 \left( \left( R^{-1} \right)_{ab} \right)^2}{E[L_a(x)] E[L_b(x)]} = 1 - 2 \left( \left( R^{-1} \right)_{ab} \right)^2,
$$

which exposes that the statistic $L_a$ as a function of the supposed burst event location $a$ has a non-negligible cross-correlation in colored noise. This should be always kept in mind when post-processing the results of the analysis, for instance when deriving limits on false alarm or false dismissal rates[24]; we will not elaborate further on this.

We now proceed to generalize the statistic $L$ to a burst of arbitrary length.

D. General burst

It is useful to introduce a vector space notation: let us call $\mathcal{V}$ the vector space of all possible data vectors, having length $N$: we are willing to test for the hypothesis of presence of a burst signal in a certain subspace $\mathcal{V}_l$, defined by taking $N_1 \ll N$ consecutive samples, from a certain starting position (say, $l$) in the original vector. The orthogonal subspace, of dimension $N - N_1 \sim N$, will be called $\mathcal{V}_l^\perp$.

We have again the likelihood ratio

$$
\Lambda(x) = \int e^{-\frac{1}{2} s_n[i] x_i + \frac{1}{2} \left( R^{-1} x \right)_i} \prod_i d s_i
$$

where the indices $i, j$ run only over elements of $\mathcal{V}_l^\perp$; however the noise correlation matrix $R_n$ is defined for an arbitrary index difference. Let us introduce the matrix

$$
(R^{-1})_l \equiv (R^{-1})_{l:l+N_{\text{burst}}, l:l+N_{\text{burst}}}
$$

obtained restricting the indices of the $R_n^{-1}$ matrix on the $[l, l+N_{\text{burst}}]$ interval: it acts only on the $\mathcal{V}_l^\perp$ subspace.

Performing the Gaussian integrals over amplitudes $s_i$ of the signal, which we treat as *nuisance* parameters, we obtain

$$\Lambda(x) \propto \exp \left[ \frac{1}{2} (R^{-1} \cdot x) \right] = \exp \left[ \frac{1}{2} x\alpha (R^{-1})_{\alpha \beta} \right] \left( (R^{-1})_{ij} \right)^{-1} (R^{-1})_{j\beta} x\beta$$

where indices $\alpha, \beta$ run in $\mathcal{V}_\parallel + \mathcal{V}_\perp$, and indices $i, j$ run in $\mathcal{V}_\parallel$; the overall normalization does not depend on $x$ and can be ignored.

We are forced to this somewhat cumbersome notation because of the operations of projecting over the “burst” subspace $\mathcal{V}_\parallel$ and of inverting a matrix do not commute. They do only when $N = N_\parallel$; in that case one would have

$$\Lambda(x) \propto e^{\frac{1}{2} x^T R^{-1} x} = e^{\frac{1}{2} (W_n \cdot x)^2}$$

where we used Eq. (13), and $W_n \cdot x$ is distributed as white gaussian noise. This means that in the case $N = N_\parallel$ the likelihood would be just a monotonic function of the energy $(W_n \cdot x)^2$ of the whitened sample. Note however that this example is very different from the previous one: there we had a unit burst in a long data train, here we would have a burst as long as the data train: both are extreme cases.

We will from now on instead take as optimal statistic for a unknown burst, with flat prior for the sample amplitudes, the expression

$$L(x) = \sum_{i, j \in \mathcal{V}_\parallel} (R^{-1} x)_i \left( \left( (R^{-1})_{ij} \right)^{-1} \right) (R^{-1} x)_j.$$

The reader might wonder if this is of any practical use. In particular, the estimation of the matrix $\left( (R^{-1})_{ij} \right)^{-1}$ looks awkward: we should estimate $\mathbf{R}_n$, then compute $\mathbf{R}_n^{-1}$, then take a minor $N_\parallel \times N_\parallel$ along the matrix diagonal and finally invert it[17].

Let us however notice the trivial identity

$$E \left[ (R^{-1} u)_i (R^{-1} u)_j \right] = \sum_{\alpha \beta} (R^{-1})_{\alpha \beta} (R^{-1})_{j\beta} E \left[ n \alpha n \beta \right]$$

$$= (R^{-1})_{ij}$$

in other words, considering the time series $\mathbf{R}_n^{-1} \cdot \mathbf{n}$, which is $\mathbf{R}_n^{-1} \cdot \mathbf{x}$ in absence of signal, and restricting it to the $\mathcal{V}_\parallel$ subspace, we obtain an autocorrelation matrix that is just $\mathbf{R}_n^{-1}$.

Barring boundary effects on the matrix $\mathbf{R}_n$, also the process $\mathbf{R}_n^{-1} \cdot \mathbf{n}$ is shift invariant, and $\mathbf{R}_n^{-1}$ is a Toeplitz matrix when considering diagonal minors sufficiently far from the borders.

We are therefore able to easily compute $\mathbf{R}_n^{-1}$ just from the analysis of the series $\mathbf{R}_n^{-1} \cdot \mathbf{n}$: the last step, in order to write down the statistic for a burst in a certain subspace $\mathcal{V}_\parallel$, is to restrict the matrix to that interval and invert it: a efficient tool to accomplish this task is the Karhunen-Loève expansion[17], which we find useful to recall briefly in the next section.

**E. Karhunen-Loève expansion**

In Section 11[17] we have exploited the LU factorization of a correlation matrix $\mathbf{R}$. It is also well known [18, 17, 21] that, being $\mathbf{R}$ real symmetric and positive definite, an expansion in terms of its eigenvalues and eigenvectors exists, namely

$$R_{\alpha \beta} = \sum_{k=1}^{K} \sigma_k \psi^k_{\alpha} \psi^k_{\beta}$$

where $K$ is the dimension of the matrix and

$$R_{\alpha \beta} \psi^k_{\beta} = \sigma_k \psi^k_{\beta}$$

with eigenvalues $\sigma_k > 0$. The $\{ \psi^k; k \in [1, K] \}$ eigen-vectors are chosen orthonormal

$$\sum_{\alpha} \psi^k_{\alpha} \psi^j_{\alpha} = \delta^{kj},$$

and define a basis in the space $\mathbb{R}^K$: any data vector $\mathbf{x}$ can be written as

$$\mathbf{x} = \sum_{k=0}^{K-1} c_k \psi^k, \quad \text{where } c_k = \mathbf{x} \cdot \psi^k;$$

this decomposition is called discrete Karhunen-Loève transform (DKLT). As with the Fourier transform, the Parseval’s theorem holds

$$\mathbf{x} \cdot \mathbf{x} = \sum_{k=1}^{K} c_k^2$$

and it is immediate to show that

$$E [c_k c_l] = \sigma_k \delta_{kl}$$

$$E [\mathbf{x} \cdot \mathbf{x}] = \sum_{k=1}^{K} R_{\alpha \alpha} = \sum_{k=1}^{K} \sigma_k .$$

The similarity with the Fourier transform goes further: it can be shown (see for instance [17], sec. 4.7.2) that in the limit of large $K$ the basis elements converge to sines and cosines, and the eigenvalues converge to the corresponding bins of the spectral density.

However, for finite $K$ the DKLT is a better representation for the noise because it takes into account the finite-size effects [13]: recall that we are interested in $N_\parallel$ not necessarily large. In particular, the coefficients $c_k$ are uncorrelated random variables, thus making the statistical analysis easier.

We are naturally led to apply the DKLT to the problem at hand.
F. Exact expression for the burst statistic

In Section II.D, we have shown that the exact statistic, defined in Eq. (22), can be expressed as

$$L = y \cdot [(R_n)_{\|}]^{-1} \cdot y$$  \hspace{1cm} (28)

where $y \equiv (R_n^{-1} \cdot x)_{\|}$.

The vector $y$ itself can be easily computed; recall that we have assumed $N$ large, hence we can write

$$y[t] = \frac{1}{N} \sum_{k=0}^{N-1} \sum_{s} S_n[k] e^{-i2\pi k t / N} \bar{x}[k];$$  \hspace{1cm} (29)

where $S_n$ is the one-sided spectrum corresponding to the correlation matrix $R_n$.

Thanks to the KL transform we are now also able to write down explicitly the inverse of the correlation matrix $R_n$ of the $y$ time series, keeping into account the restriction to the $\mathcal{V}_{\|}$ space, in terms of a appropriate DKL basis $\psi_{\|}^k$, $k \in [1, N_{\|}]$, as

$$[(R_n)_{\|}]^{-1} = \sum_{k=1}^{N_{\|}} \frac{1}{\sigma_k} \psi_{\|}^k \otimes \psi_{\|}^k;$$  \hspace{1cm} (30)

hence we finally have

$$L = \sum_{k=1}^{N_{\|}} \frac{1}{\sigma_k} (\psi_{\|}^k \cdot y_{\|})^2.$$  \hspace{1cm} (31)

Note that the matrix $R_n$, as we have seen in Section II.D, is approximately a Toeplitz matrix: this means that $(R_n)_{\|}$ does not depend on the segment, in the data train, chosen to test for the presence of bursts\cite{48}.

The reader might wonder why the DKLT is at all necessary: our statistic in Eq. (28) could be computed just inverting the matrix $(R_n)_{\|}$, and then applying it to each successive data chunk; what is the advantage of the expression in Eq. (31)? The answer is that the computational cost is the same, but the DKLT decomposition gives us more flexibility. We are not forced to sum over all the elements: we can decide for instance that some of the basis elements correspond to large noise components, and can be left out without significantly affecting the detector performance. The fact that the coefficients $\psi_{\|}^k \cdot y_{\|}$, for different values of $k$, are by definition statistically uncorrelated renders this procedure sound and does not complicate the statistical analysis.

We will elaborate more on the practical implementation in Section III.H: we now turn to consider two special cases which help building a better understanding.

1. A special case: $N = N_{\|}$

This is unrealistic: in this case there is no orthogonal space, $(R_n^{-1})_{\|} = R_n^{-1}$ and the likelihood ratio becomes

$$\Lambda(x) = \exp \left[ \frac{1}{2} x \cdot R_n^{-1} \cdot x \right];$$  \hspace{1cm} (32)

if $\{ \phi^k, k=1, N \}$ is the appropriate DKL basis for the noise correlation matrix $R_n$, that is

$$R_n = \sum_{k=1}^{N} \sigma_k \phi^k \otimes \phi^k;$$  \hspace{1cm} (33)

one would therefore use as a statistic for burst searches

$$L = \sum_{k=1}^{N} \frac{1}{\sigma_k} (\phi^k \cdot x)^2.$$  \hspace{1cm} (34)

This expression corresponds closely to the excess energy statistic defined in\cite{13}, Eq. (1.4)], with two differences: (1) by using the DKL expansion it takes into account the finite size of the sample; (2) it is shown to be appropriate, given our assumptions on the signal distribution, only in this very special case when no information is available before and after the data segment we are searching for a burst. The correspondence makes more evident why our result differs from theirs: having they chosen a uniform prior with the noise metric, they effectively decoupled the $\mathcal{V}_{\|}$, $\mathcal{V}_{\perp}$ subspaces, which is equivalent in our context to neglecting the presence of correlated noise.

2. Approximate expression: $N_{\|}$ large

Let us go back to the case in which we search for a burst of length $N_{\|}$ in a much longer data train of length $N$: as we said, sufficiently long to resolve the narrow spectral features which give rise to long correlation times. The high sampling rate $O(20\text{kHz})$ needed to exploit the wide spectral range available in interferometer data may lead to consider $N_{\|}$ of the order of several hundred samples, even for signals of a few tens of ms.

If this results in a excessive computational cost in the application of the KL transform, we can exploit its convergence to the Fourier Transform, in the limit of $N_{\|}$ large, namely, we can write down approximately

$$[(R_n)_{\|}]^{-1} \simeq f_s^{-1} \sum_{k=0}^{N_{\|}-2} \frac{2}{S_n[k]} w_k \otimes w_k^H;$$  \hspace{1cm} (35)

where $w_k$ are the Fourier basis vectors (see Section B) in $\mathcal{V}_{\|}$, approximating the DKLT transform for $(R_n)_{\|}$ with eigenvalues $\lambda_k = \frac{1}{2} S_n[k] f_s$.

It follows the expression for the approximate statistic

$$L(x) \simeq f_s^{-1} \sum_{k=1}^{N_{\|}-2} \frac{1}{S_n[k]} |w_k \cdot y_{\|}|^2;$$  \hspace{1cm} (36)

$$L(x)$$ is the sum of the squares of the Fourier coefficients $\tilde{y}_{\|} [k] = f_s^{-1} \sqrt{N_{\|}} w_k \cdot y_{\|}$ of the time series $y_{\|} = (R_n^{-1} \cdot x)_{\|}$, weighted with the corresponding spectral noise density. This expression is similar to the excess energy statistic defined in\cite{13},\cite{13]: the difference, apart the $N_{\|}$ large approximation, is that we found it necessary to start from data filtered for the occurrence of $\delta$. 


G. In which sense the statistic is “optimal”

Before moving to the practical implementation of the algorithm, it is very important to fully understand the consequences of the assumption we have made about the a priori distribution of the signals: to this end, let us have a second look at the likelihood ratio

\[
\Lambda(x) = \int e^{-\frac{1}{2}s \mathbf{R}_s^{-1} s + \mathbf{x} P(s)} ds.
\]

(37)

where \( P(s) = 1 \), which is a way to avoid introducing any scale in the problem, which might bias the analysis. There is however a drawback: larger values of \( s \cdot s \) are favored, in fact

\[
ds = \rho^{-1} d\rho d\Omega_{N||}(\mathbf{s})
\]

(38)

where \( \rho \equiv \sqrt{s \cdot s} \) and \( d\Omega_{N||} \) is the solid angle element in \( N|| \) dimensions. If we have (say) a priori information only on the energy of the signal, or equivalently on the distribution \( P(\rho) \), then we would like to follow the same approach as in [13, Sec. III] and write

\[
\Lambda(x) = \int P(\rho) \Lambda(x|\rho) d\rho
\]

(39)

where

\[
\Lambda(x|\rho) = \int \delta(\rho - \sqrt{s \cdot s}) e^{-\frac{1}{2}s \mathbf{R}_s^{-1} s + s \cdot y ||} ds
\]

(40)

and \( y = \mathbf{R}_s^{-1} \cdot x \) belongs to the parallel space \( \mathcal{V}_y \). Changing basis with a DKL transform \( s \rightarrow \mathbf{\varsigma} \), we obtain

\[
\Lambda(x|\rho) = \int \delta(\rho - \sqrt{\mathbf{\varsigma} \cdot \mathbf{\varsigma}}) e^{-\frac{1}{2} \Sigma_i \varsigma_i^2 x_{ki}^2 + \mathbf{x} \mathbf{\varsigma} \Sigma \mathbf{\varsigma}^T d\Omega_{N||}(\mathbf{\varsigma})
\]

(41)

where \( c_k \equiv \mathbf{\Psi}_k \cdot y || \) and \( \sigma_k \) are the eigenvalues of \( (\mathbf{R}_n)^{-1} || \). If we had \( \sigma_k \) independent on \( k \), in other words if all the directions in the \( \mathbf{\varsigma} \) space were equivalent, we could as in [13, Sec. III] compute the integral in closed form, by aligning one of the axes with the direction of the vector \( c_k \). This was possible to Anderson et al. because they had chosen a prior signal function of \( s \cdot (\mathbf{R}_n)^{-1} || \). 

In the case considered by us the expression in Eq. (41) is not in general a function solely of the statistic \( L = \sum_k \sigma_k^2 c_k^2 \) and of \( \rho \), because the noise introduces preferential directions in the space of possible signals.

This discussion shows that the statistic \( L \) we have proposed is strictly speaking optimal only for a signal prior \( P(s) \) constant and of \( \rho \), because the ansatz that for a more general prior, depending on a scalar function of \( s \), the optimal statistic \( L \) might still be of the form

\[
L = \sum_{k,l} \xi_{kl} s_k s_l \sigma_k \sigma_l
\]

(42)

where the matrix \( L \) should be determined maximizing the probability of detection while keeping the false alarm rate fixed. We were however unable to prove that this is actually the case, at least under certain restrictions on the form of \( P(s) \).

Another implication of this discussion is that with a fixed value of \( \rho \) it is difficult to set Bayesian thresholds, as derived by choosing a particular form for \( P(\rho) \), and making assumptions on its parameters. This is however a somewhat less crucial issue because thresholds may be set following a frequentist approach, that is by limiting the false alarm rate, as shall be discussed in Section [11].

H. Description of the algorithm

The expressions in Eqs. (20,31,36) define the algorithm for estimating the (log)-likelihood, at different approximation levels: we find useful to detail the procedure.

We assume that the starting point is a continuous stream of data, at sampling frequency \( f_s \), whose Gaussian noise component is assumed to be stationary. The purpose of the algorithm is to search the stream for bursts of length \( N || \) and unknown shape; the choice of \( N || \) is arbitrary if there is no physical hint.

The steps of the algorithm are the following:

1. partition the data stream into data vectors \( x \) of length \( N \gg N || \); each vector should overlap the following by a certain amount \( 2M \) which needs tuning (it is related to boundary effects on the correlation matrix, which depend on the specific noise considered). The length \( N \) must be sufficient to resolve the narrow spectral features in the data, or in other words to ensure that the correlation function \( R_n(l/f_s) = E[x[n]x[n+l]] \) is sampled over a sufficiently long interval, allowing it to decrease to zero with sufficient accuracy.

2. Estimate the correlation matrix, or equivalently the sample spectrum \( S_n[k] \), over the \( x \) segments: that is, with frequency resolution \( df = \frac{f_s}{N} \). For instance using a Welch’s overlap and save procedure to combine estimates from different vectors of length \( N \), or averaging estimates obtained with a multi-taper spectral estimator [28]. The cost of this step, per vector, is \( O(N \ln N) \).

3. For each data vector \( x \), estimate a new vector \( y = \mathbf{R}^{-1} \cdot x \); this is equivalent, as we have seen in Section [11], to filter \( \delta \) functions. It can be done at least in two ways, not necessarily equivalent from the numerical point of view:

   a. in the frequency domain, Fourier transforming the data \( x \rightarrow \hat{x} \) and defining

   \[
y[l] = \frac{1}{N} \sum_{k=0}^{N-1} \frac{2}{S_n[k]} e^{-2\pi kl/N} \hat{x}[k];
\]

   (43)

   the computational cost is again \( O(N \ln N) \).
(b) In the time domain, first performing a spectral factorization $R^{-1} = W^* \cdot W$ which defines two matrix operators $W$ and $W^*$, the first causal and the other anti-causal. Both can be implemented as digital filters: the anti-causal one after reversing the input data. Several methods exist to perform such a factorization and to apply the resulting filters to the data [14,15]; see [16] for an application to the analysis of data from the Caltech 40m detector [13]. If the noise is stationary across several data vectors, the computational cost of the spectral factorization itself becomes negligible: otherwise, it can be shown [1] that the cost of estimating filters with $P$ coefficients, using for instance the Levinson-Durbin recursion, grows as $P^2$, where the right order depends on the spectral characteristics of the data (see [22], where it has been shown that FIR filters a few hundred taps are sufficient for correctly whitening real interferometer data). Once the filters are estimated, they can be applied with a cost $O(NP)$. One possible advantage of these time-domain methods, which are generally slower than the FFT (but can be implemented very efficiently on DSP systems) is that they can follow a slow noise non-stationarity: this issue however requires more study, because the very definition of the “burst” statistic needs a revision, when the noise is not stationary.

4. Drop the first and last $M$ points in the data vector $y$, in order to reduce the boundary effects, and partition it in segments $y_k$ of length $N_k$. The partitioning will require to overlap the $y_k$ segments: in any case one will have to take into account the correlation of the resulting statistics.

5. Use the $N - 2M$ data in $y$ to estimate the correlation matrix $R_y$ over lags of at most $N_k$; this operation can be done using DFT methods with a cost at most $O(N \times \ln N)$, or smaller if we can exploit the fact that only $(R_y)_{kk}$ is needed.

6. Decompose the matrix $(R_y)_{kk}$, using either the Karhunen-Loève or the Fourier transform.

(a) In the case of the DKLT, one needs the eigenvalues $\sigma_k$ and eigenvectors $\psi^k$ of the matrix

$$
(R_y) = \sum_{k=1}^{N_k} \sigma_k \psi^k \otimes \psi^k
$$

(44)

this decomposition has to be done at most once for each $y$ vector, and possibly even more rarely, depending on the noise stationarity. Generally the cost of this decomposition is $O(N_k^3)$, unless one is able to exploit the Toeplitz structure of the matrix $R_y$. One possibly selects then only a subset of the eigenvectors, chosen for instance by setting a threshold on the value of the eigenvalues $\sigma_k$. This subset consists of $N_{KL} \leq N_k$ elements, to be used in the actual evaluation of the statistic.

(b) With the Fourier transform method (provided it is a reasonable approximation) we need instead only the spectrum of the time series $y$, at a reduced frequency resolution $\Omega = f_s/N_k$: we call this spectrum $S_n[k], k \in [0, N_k - 1]$: it can also be computed by averaging the bins of the $(S_n)^{-1}$, if the noise is stationary across instances of the vector $x$.

7. For each segment $y_k$ assemble the statistic for the log likelihood, following a recipe dependent on the chosen method:

(a) using the DKLT one computes

$$
L = \sum_{k=1}^{N_k} \frac{1}{2} \left[ \psi^k \cdot y \right]^2,
$$

(45)

with a cost $O(N_{KL} N_k) \leq O(N_k^2)$ in floating-point operations: this recipe gives the exact result.

(b) Using the Fourier transform one instead first computes the Fourier coefficients $\tilde{y}_k[k]$, a operation costing $O(N_k \times \ln N_k)$; then one combines the outputs in the statistic

$$
L = \frac{f_s}{N_k} \sum_{k=1}^{N_k/2-1} \frac{1}{\delta_y[k]} |\tilde{y}_k[k]|^2;
$$

(46)

this expression is approximate, but its accuracy increases with $N_k$, and can be legitimate in some cases.

8. Perform the statistical analysis of the results: we will discuss about this step in Section [11].

A few comments are in order:

- even though the procedure is designed to cope with long correlations in the data, we have implicitly assumed that no deterministic lines are present: in fact, the Wold Decomposition theorem[17, sec. 7.6.2] states that a general random process can be decomposed in the sum

$$
x(t) = x_r(t) + x_p(t)
$$

(47)

of a regular process[50] $x_r(t)$ and a predictable process[51] $x_p(t)$. The latter could correspond to a harmonic of the power line: it would contribute to the spectrum a term

$$
\sigma_p^2 \delta(v - v_p)
$$

(48)

where $v_p$ is the frequency of the line and $\sigma_p$ its contribution to the RMS noise. In the sample spectrum $S_y[k]$ this feature would translate approximately into a term

$$
\frac{N}{f_s} \delta_{k, k_p} = T \delta_{k, k_p},
$$

(49)
a trend in $T$ which is the symptom of a infinite correlation length. Such spectral features cannot be properly handled by spectral factorization methods, because they are deterministic components and not stochastic. It is advisable to subtract altogether such predictable components, because this operation can certainly improve the signal to-noise ratio: several examples are available in literature [39, 40]. Notice in passim that violin mode lines excited by thermal noise belong to the class of regular processes, although they can also be modeled and partially subtracted [24].

- If the noise is not stationary, we can still perform an adaptive whitening, and refresh the estimate of the DKL basis $\{\psi^i\}$ each time it is found necessary. However as we have anticipated, further study is necessary; for instance, the very definition of $R_s$ as an average becomes uncertain when one cannot trade ensemble averaging for time averaging. In case of a slow non-stationarity one may also think of using an adaptive estimator of the $\delta$ filter in Eq. (43); this is a good topic for future research work.

- Whether it is necessary to adopt the exact statistic in Eq. (45), or the approximate one in Eq. (46), can only be judged comparing the receiver performance in a definite situation.

We turn out to the analysis of the distribution of our statistic for burst detection.

### I. Statistical analysis

Given the statistic $L$ we need the distributions $d_0(L)$ and $d_1(L|s)$ under the respective hypotheses $H_0$ (no signal) and $H_1$ (a signal $s$ of unspecified form), in order to set up a detection strategy, for instance based on the Neyman-Pearson criterion [31].

The distribution $d_0(L)$ is immediately recognized to be a $\chi^2(N_l)$; we find illustrative to prove this directly, from the definition

$$d_0(L) \propto \int e^{-\frac{1}{2}nR_n^{-1}n} \times \delta \left( L - \left( R_n^{-1}n \right)_{\parallel} \left( R_n^{-1}n \right)_{\parallel} \right) d\mathbf{n}$$

$$\propto \int e^{-\frac{1}{2}y_{\parallel}y_{\parallel}} \delta \left( L - y_{\parallel} \left( R_n^{-1} \right)_{\parallel} y_{\parallel} \right) dy_{\parallel} dy_{\perp}$$

and observing that

$$R_y^{-1} = \left( \begin{array}{cc} R_y & B \\ B' & (R_y)_{\perp} \end{array} \right)^{-1} = \left( \begin{array}{cc} A & D \\ D' & C \end{array} \right)$$

where

$$A = \left( (R_s)_{\parallel} \right)^{-1} +$$

$$+ \left[ \left( (R_s)_{\parallel} \right)^{-1} BCB' \left( (R_s)_{\parallel} \right)^{-1} \right]$$

$$D = - \left( (R_s)_{\parallel} \right)^{-1} BC$$

and the explicit form of $C$ is not relevant for us. Integrating over $y_{\perp}$ one obtains a factor

$$\int dy_{\perp} e^{-\frac{1}{2}y_{\perp}y_{\perp} + y_{\perp}CB' (R_s)_{\parallel}^{-1} y_{\parallel}} \propto$$

$$\frac{e^{\frac{1}{2} \left[ \left( (R_s)_{\parallel} \right)^{-1} BCB' \left( (R_s)_{\parallel} \right)^{-1} \right]}}{\sqrt{2\pi\gamma_{\parallel}}}$$

comparing with Eqs. (51,52a), the term in square parentheses is recognized to be $(R_y^{-1})_{\parallel} - \left( (R_s)_{\parallel} \right)^{-1}$, hence

$$d_0(L) \propto \int e^{-\frac{1}{2}y_{\parallel} \left( R_s^{-1} \right)_{\parallel} y_{\parallel}}$$

$$\times \delta \left( L - y_{\parallel} \left( R_s^{-1} \right)_{\parallel} y_{\parallel} \right) dy_{\parallel}$$

$$= \frac{L^N_0/2}{2^{N_0/2} \Gamma(N_l/2)} e^{-L/2}$$

which is as expected the distribution of a $\chi^2(N_l)$ [31, Sec. 4-3]; we underline the role of the cross correlation effects, in order to derive the correct result.

When on the contrary a signal is present, the distribution can be written as

$$d_1(L|s) = \mathcal{N} \int e^{-\frac{1}{2}y_{\parallel} \left( R_n^{-1} \right)_{\parallel} y_{\parallel}} \delta \left( L - \left( R^{-1}_n \cdot (n+s) \right)_{\parallel} \cdot \left( (R^{-1}_n)_{\parallel} \cdot (n+s) \right)_{\parallel} \right) d\mathbf{n}$$

$$\propto \mathcal{N} \int e^{-\frac{1}{2}(y-R^{-1}_n s)_{\parallel} \cdot (y-R^{-1}_n s)} \delta \left( L - y_{\parallel} \cdot \left( R_s^{-1} \right)_{\parallel} \cdot y_{\parallel} \right) dy_{\parallel}$$

$$= \mathcal{N} \int e^{-\frac{1}{2}(y-R^{-1}_n s)_{\parallel} \cdot (y-R^{-1}_n s)} \delta \left( L - y_{\parallel} \cdot \left( R_s^{-1} \right)_{\parallel} \cdot y_{\parallel} \right) dy_{\parallel}$$
which immediately results in the non-central $\chi^2(N_||)$: in terms of the signal-to-noise ratio (SNR) one has

$$d_1(L|\text{SNR}) = \left(\frac{N_|| - 1}{2N_||}\right)^{\frac{1}{2}} e^{-\frac{1}{2}\left(1+\frac{\text{SNR}}{2N_||}\right)} \frac{\Gamma(N_||/2, \text{SNR})}{2} \frac{1}{2} \left(\frac{L}{\text{SNR}}\right),$$

(56)

where $0F_1$ is a hyper-geometric function[32, sec. 9.14].

The SNR explicit form is

$$\text{SNR} = \frac{(R_n^{-1} \cdot s_0) \cdot (R_n^{-1} \cdot s_0)}{\sqrt{2N||}},$$

(57)

consistently with the general definition[31, chap. 6]:

$$\text{SNR} \equiv \frac{|E[L|H_1] - E[L|H_0]|}{\sqrt{E[(L - E[L|H_0])^2 | H_0]}},$$

(58)

where $E[L|H]$ is the expectation value of the statistic $L$ under the hypothesis $H$, and $H_1$, $H_0$ correspond respectively to the hypotheses of presence of absence of a signal. Please note that the SNR defined in Eq. (58) has nothing to do with the intrinsic signal-to-noise ratio which would result from a matched filter procedure, $\text{SNR}_{\text{intrinsic}} \propto \sqrt{\int [s(f)]^2 S_n(f) \, df}$; in particular, our SNR is quadratic in the signal amplitude.

Given the distribution $d_0(L)$ the false alarm probability can be readily computed as

$$Q_f(L_0) \equiv \int_{L_0}^{\infty} d_0(L) \, dL = \frac{\Gamma\left(\frac{N_||}{2}, \frac{L_0}{2}\right)}{\Gamma\left(\frac{N_||}{2}\right)},$$

(59)

while the detection probability

$$Q_d(L_0|\text{SNR}) \equiv \int_{L_0}^{\infty} d_1(L|\text{SNR}) \, dL$$

(60)

cannot be written in closed form. For large SNR it is possible to approximate $d_1(L|\text{SNR})$ with a Gaussian distribution having the same first and second order momenta

$$d_1(L|\text{SNR}) \simeq \frac{e^{-\frac{1}{4}(L-\text{SNR}) \cdot (N_|| + 2\text{SNR}) \cdot \sqrt{2N||}}}{\sqrt{4\pi(N_|| + 2\text{SNR}) \cdot \sqrt{2N||}}},$$

(61)

obtaining

$$Q_d \simeq \frac{1}{2} \left[1 + \text{erf}\left(\frac{N_|| + \text{SNR} \cdot \sqrt{2N||} - L_0}{2 \cdot \sqrt{N_|| + 2\text{SNR} \cdot \sqrt{2N||}}}\right)\right].$$

(62)

The expressions for $Q_f$ and $Q_d$ are the building blocks for setting up the detection strategy; they are appropriate if we are able to compute the exact statistic $L$. How should however $d_0$ and $d_1$ be modified, if we have instead chosen to compute an approximate statistic?

### I. Approximate statistic distribution

Recall that we have discussed in Section II F also the possibility of defining the statistic $L$, when computed using the DKL expansion, using just a subset $N_{\text{KL}} < N_||$ of the basis vectors: assuming to have ordered the $\psi^k$ vectors and taking only the first $N_{\text{KL}}$, we define

$$L = 2\ln \Lambda(n) = \sum_{k=1}^{N_{\text{KL}}} \frac{1}{\sigma_k} (\psi^k \cdot (R_n^{-1} \cdot n)), $$

(63)

where we dropped the suffix $\parallel$ from the basis vectors $\psi^k$; recall that the basis is independent on the specific $N_\parallel$ segment in the data train. We know that in absence of signals the expansion coefficients $\xi_k = \frac{1}{\sqrt{\sigma_k}} \psi^k \cdot (R_n^{-1} \cdot n)$ are by construction uncorrelated, with zero mean and unit variance (see Eq. (27a)); they are also Gaussian variables, because they are linear combinations of Gaussian variables. Hence $L$ is distributed as a $\chi^2(N_{\text{KL}})$, and analogously the formula in Eq. (56) for $d_1(L|\text{SNR})$ holds, where $N_\parallel \to N_{\text{KL}}$ and

$$\text{SNR} \equiv \frac{1}{\sqrt{2N_{\text{KL}}}} \sum_{k=1}^{N_{\text{KL}}} \frac{1}{\sigma_k} \left[\psi^k \cdot (R_n^{-1} \cdot n)\right]^2;$$

(64)

again, these results are exact, despite the fact that we are using only a subset of the DKL vectors. This might be useful in order to implement $\chi^2$ tests for non-Gaussianity, similarly to what has been done in the analysis of Caltech 40m data while searching for coalescing binaries signals [33].

The other possible approximation is the use of the Fourier transform instead of the DKL transform, as discussed in Section II F.2. In the limit in which this approximation is legitimate, namely, when $N_\parallel$ is large and the $\psi^k$ vectors converge to the vectors $w^k$ of the Fourier basis, the coefficients of the Fourier expansion behave from the statistical point of view as those of the DKL expansion, and the same results apply.

### III. Multiple detector case

#### A. The signal at each detector

The mathematical tools needed to compactly describe the response of interferometric detectors to a coherent GW signal have been laid out in several papers [34, 35, 36], and have been recently reviewed and applied to the problem of network detection of coalescing binary signals [37]. We collect the definitions and formulas useful to us in Section B.1 and we refer
particularly to [33], whose nomenclature we follow closely, for a complete treatment.

We describe the incoming gravitational wave by means of a wave frame, having the Z axis aligned with the direction of propagation; the signal is parameterized by two polarizations \( h_{+}, h_{\times} \), whose definition depends on the orientation of the \( X, Y \) axes; as in Section [11.1], we will regard \( h_{+}, h_{\times} \) as independent nuisance parameters.

Another important frame is the network frame, defined as centered on the Earth and having the Z axis oriented along the North pole and the X axis along the Greenwich meridian: rotations between the network frame and the wave frame are accomplished by the Euler angles \( \phi, \theta, \psi \); we can set \( \psi = 0 \) from now on, because it specifies a rotation of the wave frame around the Z axis, which is inessential. In turn we can define reference frames centered on the detectors (see Section [11.1]), and call \( \alpha_{L}, \beta_{L}, \gamma_{L} \) the Euler angles needed to rotate between the network frame and the detector frame relative to the \( L \)-th detector: see Section [B.2] for the values of these angles for the interferometers under construction.

We write therefore the signal at the \( L \)-th detector as

\[
s_{L}(t) = h_{+}(t - \tau_{L}) F_{L}^{+} + h_{\times}(t - \tau_{L}) F_{L}^{\times} \tag{65}
\]

where \( \tau_{L} \) is the delay of the signal with respect to what would be received by a detector at the center of the Earth: it depends on the direction of the source. The two antenna patterns \( F_{L}^{+}, F_{L}^{\times} \) are given in Section [B.3] as functions of the \( \phi, \theta \) and \( \alpha_{L}, \beta_{L}, \gamma_{L} \) angles; we concentrate on burst signals and omit the dependence on time of the source location. In other words, the angles \( \phi, \theta \) are a function of time and of declination and right ascension, while the network frame rotates with the Earth.

Please note that \( \phi, \theta \) should not be confused with the elevation and azimuth angles \( \theta_{s}, \phi_{s} \), which locate the source in polar coordinates with respect to the network frame: the two sets of angles are related by

\[
\phi_{s} = \frac{\pi}{2} + \phi, \theta_{s} = \pi - \theta; \tag{66}
\]

in the following we will always use, unless explicitly stated, the Euler angles \( \phi, \theta \).

### B. Network likelihood with uncorrelated noise

We consider first a simpler case, assuming that the Gaussian noise of the individual detectors is uncorrelated. This would be definitely true if the only noise sources were the fundamental ones, namely those dictating the baseline sensitivity (with the possible exception of the seismic noise for detectors at the same site); technical noises, like power line interferences [33], or external noises, like correlated magnetic field fluctuations [39], may spoil this assumption.

Given this simplification, the likelihood ratio is just the product of the ratios for the \( M \) individual detectors

\[
\Lambda(\mathbf{x} | h) \equiv \prod_{L=1}^{M} \Lambda_{L}(\mathbf{x}_{L} | \mathbf{s}) \tag{67}
\]

where we borrow from [20] a bold-italic notation for the direct sum \( \mathbf{x} \equiv \mathbf{x}_{1} \oplus \mathbf{x}_{2} \oplus \cdots \oplus \mathbf{x}_{M} \) of the data vector from the individual detectors. \( \Lambda \) is conditioned by the presence of the signal \( h \), described in each detector by Eq. (65) in terms of the same two polarizations (in the wave frame) \( h_{+}, h_{\times} \): we have

\[
\Lambda_{L}(\mathbf{x}_{L} | \mathbf{s}) \equiv e^{-\frac{1}{2}(s_{L})(\mathbf{R}_{LL}^{-1})_{ij}(s_{L})_{ij} + (s_{L})(\mathbf{R}_{LL}^{-1})_{ij}(\mathbf{x}_{L})_{ij} + (d_{L})} \tag{68}
\]

where we have exploited the time invariance of the correlation matrices, and introduced a shift \( d_{L} \) in the index of the data \( \mathbf{x}_{L} \); changing the reference time at detector \( L \) in order to compensate for the delay \( \tau_{L} (\theta, \phi) \); hence the burst signal appears at the same time in the individual data vectors [53]. The matrix \( \mathbf{R}_{LL} \) represents the noise autocorrelation for detector \( L \) and the double index is irrelevant for the time being, but will be useful when dealing with cross-detector correlated noise.

We can express \( s_{L} \) in terms of the two polarizations, treated as independent vector variables: it is convenient to write

\[
s_{L} [i] = h' [i] \cdot \mathbf{F}_{L} = (h_{+} [i], h_{\times} [i]) \cdot \left( F_{L}^{+}, F_{L}^{\times} \right); \tag{69}
\]

hence \( h \) should be regarded as a two column matrix, and \( s_{L} \) is a vector resulting by contracting one of the indices with those in the vector \( \mathbf{F}_{L} \).

The likelihood results to be

\[
\Lambda(\mathbf{x} | h) = e^{-\frac{1}{2} \delta^{T}(\sum_{L} \mathbf{F}_{L} \otimes \mathbf{R}_{LL}^{-1} \otimes \mathbf{F}_{L}) \mathbf{h} + \mathbf{h}^{T}(\sum_{L} \mathbf{F}_{L} \otimes \mathbf{y}_{L})} \tag{70}
\]

where we have introduced the \( \delta \)-filtered data

\[
\mathbf{y}_{L} [i] = (\mathbf{R}_{LL}^{-1} \cdot \mathbf{x}_{L})_{i+d_{L}} \tag{71}
\]

including the \( d_{L} \) time shift.

The Gaussian integration over the \( h_{+}, h_{\times} \) vectors can be performed, and we obtain the network log-likelihood

\[
2 \ln \Lambda(\mathbf{x} | \theta, \phi) = \left[ \sum_{L} \mathbf{F}_{L} \otimes \mathbf{y}_{L} \right]_{\parallel}^{T} \cdot \left[ \sum_{L} \mathbf{F}_{L} \otimes (\mathbf{R}_{LL}^{-1})_{\parallel} \otimes \mathbf{F}_{L} \right]_{\parallel}^{-1} \cdot \left[ \sum_{L} \mathbf{F}_{L} \otimes \mathbf{y}_{L} \right]_{\parallel}; \tag{72}
\]

as expected, the fact that the signal is coherent across detectors makes it impossible to factor out the integrated likelihood in a product of terms. The expression obtained is similar to the one proposed by Anderson et al. [33, Eq. (5.29)] apart the fact that, as in the case of a single detector, they have chosen the signal prior flat in the metric induced by the matrix
The matrix \( \Theta \) is the correlation matrix of the (vector) signal \( y \). We note that the two time series \( y_+ \) and \( y_- \) are jointly stationary, that is also their cross correlation depends just on the relative lag [55].

We can introduce two DKL bases, \( \psi_{+,x}^k, k \in [1, N] \), for the two time series \( y_{+,+} \) in terms of these two bases

\[
\Theta = \sum_{k,l} \left[ \sigma_{kl}^{++} \psi_+^k \psi_+^l + \sigma_{kl}^{+\times} \psi_+^k \psi_-^l + \sigma_{kl}^{\times+} \psi_-^k \psi_+^l + \sigma_{kl}^{\times\times} \psi_-^k \psi_-^l \right] \quad \text{(77)}
\]

where the diagonal terms \( \sigma_{++}^{++} \) and \( \sigma_{++}^{+\times} \) are simple:

\[
\sigma_{kl}^{++(+)\times} = \delta_{kl} \sigma_{kl}^{+\times},
\]

where \( \sigma_{kl}^{+\times}, \sigma_{kl}^{\times+} \) are the eigenvalues of the two DKL bases, while the off diagonal terms are

\[
\sigma_{kl}^{+\times(+)\times} = \sum_k F_{+}^k F_{-}^k \left[ \psi_{+}^k \psi_{+}^l \right]^T \left( R_{++}^{-1} \right)_k \psi_{-}^l \quad \text{(82a)}
\]

or simply in terms of the estimated cross correlations

\[
\sigma_{kl}^{+\times(+)\times} = \left[ \psi_{+}^l \psi_{-}^l \right] \cdot E \left[ y_{+,+} \otimes y_{+,+} \right] \cdot \psi_{-}^l \quad \text{(79)}
\]

where \( c_{+}^k \) are the coefficients of the DKL expansion in the two bases. Therefore the estimation of the matrix \( \sigma \) is simple: once the \( \psi_{+,+} \) eigenvectors are defined, the eigenvalues give immediately the diagonal terms \( \sigma_{+\times(+)\times} \), while the cross terms are easily estimated from the data, performing the DKL decomposition and cross correlating the coefficients.

The matrix \( \Theta \) can be easily inverted, obtaining

\[
\Theta^{-1} = \sum_{k,l} \left[ \rho_{kl}^{+\times} \psi_+^k \psi_+^l + \rho_{kl}^{+\times} \psi_+^k \psi_-^l + \rho_{kl}^{\times+} \psi_-^k \psi_+^l + \rho_{kl}^{\times\times} \psi_-^k \psi_-^l \right] \quad \text{(80)}
\]

where \( \rho \equiv \sigma^{-1} \) is such that

\[
\sum_{l=1}^{N_+} \sum_{q=+,+} \sigma_{kl}^{pq} \rho_{km}^{qr} = \delta_{lm} \delta_{pq}. \quad \text{(81)}
\]

It is easy to show that the solution for \( \rho \) is (note that \( \sigma_{++}^{+\times(+)\times} \) are diagonal matrices)

\[
\rho_{+\times}^{+\times} = \left( \sigma_{++}^{+\times} - \sigma_{+\times}^{+\times} \cdot \sigma_{+\times}^{+\times} \cdot \sigma_{+\times}^{+\times} \right)^{-1} \quad \text{(82a)}
\]

\[
\rho_{+\times}^{+\times} = - \left( \sigma_{+\times}^{+\times} \right)^{-1} \cdot \sigma_{+\times}^{+\times} \cdot \rho_{+\times}^{+\times} \quad \text{(82b)}
\]

with similar expression exchanging \( +, +, \) in terms of products of \( N_+ \times N_- \) matrices. We can finally write the statistic \( L = \)
We can therefore rewrite the statistic in Eq. (72) as
\[ L = \sum_{k=1}^{N_I} \sum_{p,q} \rho^{pq}_{kl} c_p^k c_q^k, \]
where
\[ c_p^k \equiv \left[ \psi^p \right]^\dagger (y_p) = \sum_{s=1}^{M} F_s^p \left[ \psi^p \right]^\dagger \left( R_{kl}^{-1} \cdot x_k \right). \]
where we should keep in mind that the \( F_s^p \) functions depend on the chosen direction in the sky, and with them both the coefficients \( \sigma_{pq}^{kl} \) and the DKL basis vectors \( \psi^p \).

As argued in Section II F 2, the distribution(s) of the DKL eigenvalues may allow to approximate the sum neglecting terms which would result in noisy contributions: a in-depth discussion would however require to consider a realistic noise spectrum.

We will come back to the algorithm defined by Eqs. (83a,83b) after having exposed the simplifications possible in the case of large \( N\).

2. Simplified case: large \( N\)

As in Section II F 2, if \( N\) is large enough to justify the approximation of the DKL with a Fourier transform, the matrix \( (R_{[kk'y]}^{-1}) = (R_{kk'y}^{-1}) \) can be written as follows:
\[ (R_{[kk'y]}^{-1}) = \frac{f_s}{2} \sum_{k=0}^{N-I-1} S_{y[k]} w_k \otimes w_k^H \]
where \( S_{y[k]} \) is the one-sided noise spectrum of the \( y[k] \) data; its frequency resolution is \( f_s/N\), and it does not depend on the direction in the sky. Now the matrix \( \Theta \) (see Eq. (73)) can be factored out and we obtain in analogy with the results of Anderson et al.[13, Sec. V C]
\[ \sum_K R_{kk'y}^{-1} = \frac{f_s}{2} \sum_{k=0}^{N-I-1} S_{y[k]} w_k \otimes w_k^H \]
where we have introduced a network spectral density \( S_{y[k]} \) for the \( y \) filtered data \( y \); each element of \( S_{y[k]} \) is a 2 \( \times \) 2 matrix, depending on the Euler angles \( \phi \) through the \( F_K \) terms
\[ S_{y[k]} \equiv \sum_K S_{[kk'y]} [k] F_K \otimes F_K^\dagger. \]

We can therefore rewrite the statistic in Eq. (72) as
\[ L(\chi) = \frac{2f_s}{N} \sum_{k=1}^{N-I-2} [y[k]]^H \cdot [S_{y[k]}^{-1}] \cdot [y[k]] \]
\[ \hat{y}[k] = \sum_{L=1}^{M} F_L \hat{y}_L[k] \]
in complete analogy with the single detector case, Eq. (84); in this case \( \hat{y}[k] \) is a 2 elements vector, whose components are just the Fourier transform of the \( y_{+,-}\) time series. In analogy with the single detector case it is simple to prove that this statistic converges to the excess power statistic defined in [13 Eq. (5.29)] in the limit \( N_I \rightarrow N\), or equivalently when the cross correlations between the subspaces \( \Psi\|, \Psi\perp \) can be neglected.

3. Description of the algorithm

We find useful to briefly outline the detection algorithm in the case of uncorrelated noise across the detectors: we will see that the changes induced by the correlations can be accommodated easily. We can be sketchy because most steps are similar to those described in Section II F 2.

Our \( M\)-detectors network produces \( M \times N\) data, represented by the vectors \( x_k \); we are looking for burst of length \( N\) \( \ll N\).

Then we should

1. filter the data of the individual detectors for the occurrence of \( \delta \) events, obtaining new vectors \( y_k \); this operation can be done with the Fourier transform and costs \( O(M \times N \ln N)\).

2. For each direction in the sky, shift the \( y_k \) vectors to compensate for the delays \( \tau_i \), and sum the \( M\) vectors weighted with the \( F_K^\dagger \) polarizations, to obtain \( y_{+,\cdot}\); cost \( N_{\text{sky}} \times O(M \times N) \) where we have introduced \( N_{\text{sky}} \) as the number of effectively independent directions.

3. Estimate the \( \psi_{+,\cdot} \) DKL bases appropriate for expanding \( y_{+,\cdot} \). This step may not be needed for large \( N\); if required it costs \( O(N_{\text{sky}} \times N^2)\).

4. If using the DKL bases, build \( \Theta^{-1} \), that is compute the \( 2 \times N \times N \) matrix \( (\sigma^{-1})_{pq}^{kl} \); this step requires \( O(N_{\text{sky}} \times N^2) \) operations; otherwise, estimate the “network” spectral density \( S_{y[k]} \) of the \( y \) data, with frequency resolution \( f_s/N\), for instance averaging over the \( N/N\) possible \( \Psi\|\) subspaces: a step costing \( O(N_{\text{sky}} \times N \ln N)\).

5. For each possible interval of length \( N\) in the data vector, perform the decomposition over the bases \( \psi_{+,\cdot} \) or alternatively over the Fourier basis: the cost is \( O(N_{\text{sky}} \times N \times N) \) in the first case, \( O(N_{\text{sky}} \times N \times \ln N) \) in the second case.

6. Evaluate the statistic \( L \) either using Eq. (83a) or using Eq. (87), depending on the path followed.

In the large \( N\) approximation several further optimizations are possible: for example the Fourier transform of data \( y_L \) can be done once, and the shifts needed to evaluate the sum \( \sum_L F_L \otimes \hat{y}_L \) for different sky directions become phase factors to be attached to the \( F_L \) tensors. The big unknown in this estimation is the number \( N_{\text{sky}} \) of independent sky direction which should be probed. Given the “spin-2” dependence of the antenna patterns on the sky location, one expects a relatively
slow variation, hence it should be possible to sample the solid angle on a reduced number of $\theta, \phi$ angles, and possibly exploit hierarchical methods to further reduce $N_{\text{sky}}$: this may be the subject of future work.

C. The case of correlated noise among the detectors

The problem of correctly writing down the likelihood in the case of correlated noise among $M$ detectors has already been studied in depth by Finn [20], who has also proposed to apply a transformation to the $M$ data channels, which would de-correlate the noise. We face here a technical difficulty, such a transformation would also “rotate” the signal and render awkward the bookkeeping in our derivation: we want here to explore a different approach, motivated by the hope that the cross-correlation terms will result to be significantly smaller than the diagonal terms, so that a perturbation expansion is possible.

If there is correlated noise, the likelihood for observing $\mathbf{x}$ in presence of a signal $h$ can be written in full generality as [20, Sec. III B]

$$\Lambda (x|h) = \exp \left[ -\frac{1}{2} \langle s, s \rangle_R + \langle s, x \rangle_R \right]$$

(88)

where we have already defined the symbol $x$ for the $M \times N$ matrix representing the $M$ time series, each of length $N$, produced by the detectors, while

$$s = s_1 \oplus s_2 \oplus \cdots \oplus s_M$$

(89)

is the signal at each detector, dependent on $h_+, h_-$ that we have defined in the wave frame. We borrow from [20] the notation (with a different normalization)

$$\langle a, b \rangle_R \equiv a (R)^{-1} b = \sum_{k \in \text{kl}} a_k [k] (R^{-1})_{\text{kl} } b_l [l] ;$$

(90)

$R$ is a $MN \times MN$ matrix which we regard as a tensor

$$R \equiv E \left[ n \otimes n \right] ,$$

(91)

that is

$$\langle R \rangle_{\text{kl} } = \langle R \rangle_{kl} = E \left[ n_k [k + d_k] n_l [l + d_l] \right] .$$

(92)

Each $N \times N$ matrix $R_{kl}$ is a Toeplitz matrix depending only on $k - l + (d_k - d_l)$ and not necessarily symmetric, unless $K = L$; only the symmetry $(R)_{\text{kl} } = (R)^{\text{kl} }$ holds, which ensures that $\langle a, b \rangle = \langle b, a \rangle$. Notice also that, similarly to the previous sections, we have shifted the labeling of data on each detector so that the burst is simultaneous in the time series: we must be careful, because the time shifts do not cancel out in the cross terms of the correlation matrix.

The inverse matrix $R^{-1}$ is defined, as in [20], such that

$$\delta_{ij} \delta_{kl} = \langle R^{-1} \rangle_{ijkl} = \sum_{k = 1}^{M} \sum_{l = 1}^{N} (R^{-1})_{ik} (R^{-1})_{lj}$$

(93)

and the network likelihood can be written explicitly as

$$\Lambda (x|h) = e^{-\frac{1}{2} \sum_{k,l} || (R^{-1})_{kl} || \cdot || h \cdot n_k [k + d_k] n_l [l + d_l] || ;}$$

(94)

summation is implied over the indices $k, l$ labeling the samples, and the indices $K, L$ labeling the detectors.

We have already written in Eq. (69) the explicit form of $s_{\text{kl} } [l]$, and we can proceed as before to integrate over the nuisance parameters $h_+, h_-$. We obtain formally a similar expression

$$2 \ln \Lambda (x|\theta, \phi) = \left[ \sum_{l} F_l \otimes y_l \right] \cdot \left[ \sum_{K, L} F_{K} \otimes (R^{-1})_{KL} \otimes F_{L} \right]_{\|}^{-1} \cdot \left[ \sum_{J} F_{J} \otimes y_j \right] \| y_j \cdot \| \cdot || \Theta \|^{-1} \cdot y_l \|$$

(95)

where again the suffix $\| \|$ means restriction of time indices to the $V_{\|}$ subspace; $\Theta$ is a $2 \times N_f \times N_l \times 2$ matrix, constructed contracting the detector indices in $R$ with the corresponding indices in the $2 \times M$ matrix $F$, while $y_l$ is a $2 \times N_f$ matrix obtained contracting the detector index of $F$ with the corresponding index in the matrix $y$. We notice that $y_l$ combines data from the different interferometers: one has by definition

$$y_l [l] = \sum_{j} (R^{-1})_{ijkl} x_j [j + d_j] ,$$

(96)

a sort of $\delta$ function filtering for multiple interferometers.

Given the formal exact solution in Eq. (25), we proceed with the assumption that the cross correlations among detectors are much smaller than the internal correlations: more precisely, that

$$\frac{|| R_{KL} ||}{\sqrt{||R_{KK}||} || R_{LL} ||} \ll 1$$

(97)

where $|| A || \equiv \max_{|| x || = 1} || A \cdot x ||$ is the matrix norm induced by the standard vector norm $|| x || \equiv \sqrt{x \cdot x}$. We split $R$ into a block diagonal $D$, and an off-diagonal $O$:

$$R = D + O$$

(98a)

$$[D]_{kl} = \delta_{KL} [R_{KK}]_{kl}$$

(98b)
and expand $R^{-1}$ in powers of $O$ using the identity

$$(D + O)^{-1} = D^{-1} - D^{-1}O(D + O)^{-1}$$ (99)

which allows to approximate

$$R^{-1} \approx D^{-1} - D^{-1}O[D^{-1} - D^{-1}O(D^{-1} - \ldots)]$$ (100)

to any desired precision. This expression is useful because the inverse of the block diagonal matrix $D$ is simple

$$(D^{-1})_{kl} = \delta_{kl} \left( R_{kk}^{-1} \right)_{kl},$$ (101)

in terms of inverse correlation matrices on each detector.

We can use this expansion to write down an approximate likelihood: the $\delta$ filtered data $y_k$ are

$$y_k \approx R_{kk}^{-1} \cdot \chi_k - \sum_{L \neq k} R_{kL}^{-1} \cdot R_{LL}^{-1} \cdot \chi_L$$ (102)

where we understand the shift of the data $\chi$, to simplify the notation, and we keep only the first order in $R_{KL}$. This expression can be evaluated in the Fourier space

$$y_k[l] \approx \frac{2}{N} \sum_{k=1}^{N-2} e^{-2\pi i kl/N} \left[ \delta_k[k] - \sum_{L \neq k} \lambda_{LL}^{-1} S_{kk}[k] \right];$$ (103)

and can be easily extended to higher orders, leading to

$$y = \frac{2}{N} \sum_{k=1}^{N-2} e^{-2\pi i kl/N} [S[k]]^{-1} \cdot \chi[k]$$ (104)

where $\chi$ is the $M \times N$ data “vector” of the network, and $S[k]$ is the $M \times M$ matrix with elements

$$S_{kk}[k] \equiv \frac{2}{f_k} w_{kk}^H \cdot R_{kk} \cdot w_k.$$ (105)

To prevent misunderstandings we underline that this procedure is not a whitening, and it does not correspond to defining uncorrelated data channels: it is instead the multi-detector analogous of filtering for the occurrence of $\delta$-function events.

Having obtained in this way an approximation to some desired order of the $y = \left( y_+ \ y_\times \right) = \sum F_j \otimes y_j$ data matrix (of size $2 \times N$), we are actually able to proceed with the same methods exploited in the uncorrelated noise case. In order to test for the occurrence of a burst in the subspace $\psi_\parallel$, we need to restrict the $y$ data to the burst subspace $\psi_\parallel$, and define there the DKL bases $\psi_{++}$ or Fourier bases if $N_\parallel$ is large enough.

We are then able to estimate the matrix $\Theta = E[y \otimes y]$ and compute the elements of the $\sigma$ matrix (see Eq. (73)) exactly as in that case: the diagonal elements $\sigma_{++}^{+(\times)}$ just as diagonal matrices built from the eigenvalues $\sigma_{k}^{+(\times)}$, and the off diagonal matrices $\sigma_{+}^{+(\times)}$ using Eq. (79); all the remaining derivation goes unchanged.

1. Simplified case: large $N_\parallel$

As in Section III B 2 a considerable simplification is possible if the DKL $\psi_\parallel$ bases of the $\psi_\parallel$ space converge to the Fourier bases: in this case we have, by the very definition $\Theta = E[y \otimes y]$, and in analogy with Eq. (85)

$$\sum_{lj} F_l \otimes (R^{-1})_{lj} \otimes F_j = \frac{1}{2} \sum_k w_k \otimes S_y[k] \otimes w_k^H$$ (106a)

$$S_y[k] = \left( \begin{array}{cc} S_{++}[k] & S_{+\times}[k] \\ S_{\times+}[k] & S_{\times\times}[k] \end{array} \right)$$ (106b)

where in turn $S_{pq}[k]$ are the 4 possible cross-spectra, at frequency resolution $f_y/N_y$, defined from the data $y_+, y_\times$. Hence the log-likelihood has exactly the same expression as in the uncorrelated noise case

$$L(x) = \frac{2f_y}{N_\parallel} \sum_{k=1}^{N_\parallel-2} \left[ y[k] \right]^H \cdot \left[ S_y[k] \right]^{-1} \cdot \left[ y[k] \right]$$ (107a)

$$\bar{y}[k] \equiv \sum_{L=1}^{M} F_L \tilde{y}_L[k]$$ (107b)

with the difference that the $y_k$ have been obtained combining data from the different detectors, in a manner dependent on the direction in the sky; approximately as in Eq. (103), or exactly as in Eq. (104).

The algorithm described in Section III B 3 goes almost unchanged: the only real change is in the computation of the data $y_k$. In particular, we have to rearrange steps (1) and (2) because now the $\delta$-filtering must be preceded by the time shift of the data $\chi_L$: the two operations no longer commute. All the other steps remain unaltered.

D. Distribution of the network statistic

Having given in Section III A a demonstration that the statistic $L$ is a $\chi^2$ distributed variable, we can generalize those results: we know that the network statistic

$$L = y_\parallel \cdot \Theta^{-1} \cdot y_\parallel$$ (108)

is written in terms of the inverse correlation matrix of the variables $y_\parallel$ themselves, viz.

$$\Theta = E[y_\parallel \otimes y_\parallel]$$ (109)

where the average is taken in absence of signal. Hence again $L$ is a $\chi^2$ variable, as can be directly checked considering its first two moments

$$E[L|H_0] = E\left[y_\parallel \Theta^{-1} y_\parallel\right] = \text{tr} \left( \Theta \Theta^{-1} \right) = 2N_\parallel$$ (110a)

$$E[L^2|H_0] = 2\text{tr} \left( \Theta \Theta^{-1} \Theta \Theta^{-1} \right) + \left[ \text{tr} \left( \Theta \Theta^{-1} \right) \right]^2 = 2N_\parallel (2N_\parallel + 2)$$ (110b)
and generalizing with a bit of combinatorics to
\[ E[L^m|H_0] = \prod_{k=1}^{m} [2N|| + 2(k-1)] \]  
(111)

which is the moment expansion of a \( \chi^2(2N||) \) variable. In the
same way, in presence of a signal the distribution \( d_1(L) \) will be
given by Eq. (56) with the substitution \( N|| \rightarrow 2N|| \) and the
SNR defined as
\[ \text{SNR} = \frac{E[L|H_1] - E[L|H_0]}{\sqrt{2(2N||)}} ; \]  
(112)

the extra factor of \( \sqrt{2} \) in the denominator results from the def-
inition of the signal in terms of two polarizations.

E. Example: network sensitivity to \( \delta \) events

The “network spectral density” introduced in Eqs. (86,106b) is a \( 2 \times 2 \) matrix of spectra (and (complex)
-cross-spectra, which depends on the sky direction: it is therefore interesting to derive some scalar quantity which can be
plotted in a spherical projection and give a visual idea of the
sensitivity of the network.

As a simple example, motivated by the short duration of the
impulsive features in some of the model waveforms [14, Fig.
2 (Model A)], we may consider the response of the network
to a burst of duration \( d_{\text{burst}} = 1/f_x \), where \( f_x \) is the sampling
rate in the detectors, and having amplitudes \( A_+,A_\times \) in the two
polarizations. We assume that the noise is uncorrelated across
the detectors, and that the data have been shifted to capture
the event in every data streams at the same time index \( a \): we have
\[ x_L[k] = (A_+ F_L^+ + A_\times F_L^\times) \frac{1}{f_x} e^{-i2\pi k a / N} \]  
(113)

and the \( \delta \)-filtered signal is (see Eq. (5))
\[ y_L[l] = (A_+ F_L^+ + A_\times F_L^\times) \frac{2}{f_x N} \sum_{k=1}^{N-2} e^{-i2\pi (l-a) / N} S_{ll}[k] ; \]  
(114)

projecting on the \( \mathcal{V}_l \) subspace means setting \( l = a \), hence
\[ y_L[a] = (A_+ F_L^+ + A_\times F_L^\times) \text{rms}(y_L) \]  
(115)

where we have defined
\[ \text{rms}(y_L) \equiv \frac{1}{f_x N} \sum_{k=1}^{N/2-1} \frac{1}{S_{ll}[k]} \]  
\[ \simeq \frac{1}{f_x} \int_{f_{\text{seism}}}^{f_{\text{enquist}}} \frac{df}{S_{ll}(f)} ; \]  
(116)

this is the same quantity resulting from the analysis in [40],
where burst signals with uniform spectrum in the detection
band had been considered. Next, we have
\[ y|| = \sum_L \text{rms}(y_L) (A_+ F_L^+ + A_\times F_L^\times) \left( \frac{F_L^+}{F_L^\times} \right) \]  
(117)

and, noticing that \( (R_L^{-1})[a,a] = \text{rms}(y_L) \)
\[ \Theta = \sum_L \text{rms}(y_L) \left( \frac{F_L^+}{F_L^\times} \right) \left( \frac{F_L^+}{F_L^\times} \right) ; \]  
(118)

the log-likelihood statistic \( L = y|| \cdot \Theta^{-1} \cdot y|| \) can now be easily
evaluated: we average over \( A_+,A_\times \) keeping their geometric
mean \( A \equiv \sqrt{A_+^2 + A_\times^2} \) fixed, and evaluate the resulting SNR
as in Eq. (112) for networks of interferometric detectors built
out of different partitions of the instruments currently under commissioning. Because of the \( f_x^{-2} \) factor in \text{rms}(y_L), the
scale is set by the effective amplitude \( Adt = A f_x^{-1} \).

We report in Fig. (11) two polar plots of the SNR, obtained
setting \( Adt = 10^{-2} \), with \( f_x^{-1} = O(1 \text{ms}) \) this would corre-
spond to a strain \( A = O(10^{-30}) \), possible for a core collapse
event at a distance of 10 kpc [8, 14]. We have considered either
the network of three LIGOs interferometers, or a network
including also GEO600, TAMA and Virgo: the details on the
detectors are reported in Section B 2, where the nominal noise
spectrum is modeled in Eq. (B10) and in Tab. I while locations
and orientations are reported in Tab. II.

The plots have been obtained using a Mathematica\textsuperscript{\textregistered} notebook which is available from the author upon request.

The global interferometric network appears significantly more sensitive, and much of the effect is due to the con-
tribution of Virgo: however the result should be considered
merely illustrative, because the chosen shape of the burst (a
\( \delta \)-function) corresponds to a flat spectrum in the frequency
domain; this choice favors the Virgo detector substantially, as
already noticed in [40], because of the wide bandwidth of the
model sensitivity of Virgo.

IV. CONCLUSIONS AND OUTLOOK

In this paper we have defined a statistic for the detection
of burst signals, which is well suited to be applied to data af-
fected by colored noise, thus properly generalizing the excess
power statistic [11, 12, 13] to the case in which the spectral
noise density varies significantly over the frequency band of
interest, and the signal prior is assumed to be flat in \( \mathbb{R}^{\mathcal{V}} \). It
is optimal in the Bayes sense, under the two hypotheses that
the signal is distributed uniformly in amplitude, and is con-
taminated by additive Gaussian noise. The extension to the
network case was straightforward and it was also possible to
take into account in a natural way the possible presence of
Gaussian noise correlations among the detectors, either per-
turbatively or exactly.

The lack of assumptions on the GW signal distribution is
both an advantage and a disadvantage. We believe that the
proposed statistic is the correct one for a detection strategy
free of \( a \) priori assumptions, apart the duration of the burst;
yet we are aware that it does not lend itself to easily include as-
sumptions on the amplitude distribution of the signal, as it was
possible in [13], thus making difficult to set Bayesian thresh-
olds.

Our generalization is not much more expensive, from the
computational point of view, than the statistic discussed by
Anderson et al. \cite{12, 13}; in its simplest implementation it amounts to perform a matched filtering for $\delta$-functions followed by the calculation of a “energy” over the time window to be tested for the occurrence of a burst. The whole analysis chain can be implemented combining a few standard time-series analysis tools and therefore implemented with efficient algorithms. The limited computational cost of the single detector search method suggests that it may be applied to the full data set, before any triggering is performed: in this sense it is a method proposed for the on-line search.

An evaluation of the actual detection performance, when considering theoretical waveforms and simulated noise, remains to be done; this will be the subject of future work, much along the lines of \cite{6, 8, 10}.

The cost of network detection was not fully estimated: it depends on the number of directions in the sky effectively independent, which was not studied in this paper.

Besides the detection of gravitational events, we propose this statistic as a tool for excess noise characterization: real interferometric detectors are definitely affected by non Gaussian noise \cite{33}, and as long as the excess noise is dominated by burst signals, like Poisson distributed creep events, we can think of using this statistic as a tool for detecting and characterizing them. Once a event results in a instance of the $L$ statistic above the threshold, and therefore a burst of excess noise or a gravitational wave is detected, our algorithm provides a way to encode this information in a manner optimal with respect to the distribution of the noise \cite{35}. In fact, the discrete Karhunen-Loève transform that we have chosen as a tool to compute the “energy” over the burst time window is equivalent to a principal component analysis: the coefficients of the DKLT are ordered by the amount of RMS noise contributed by the corresponding basis vectors. A candidate event can therefore be encoded selecting just the largest DKLT coefficients, while retaining most of its relevant “energy”, that is, the energy that is distributed in less noisy components.

Moreover, we recall that in absence of signals the DKLT coefficients are statistically uncorrelated: one may instead anticipate peculiar, spurious correlations when a signal of any nature is present. These correlations will emerge as regularities if the events occur repeatedly in time, and it should be possible to catalog them in an automatic way, for instance by using clustering methods in the vector space of the DKLT coefficients.
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**Appendix A: DFT CONVENTIONS**

We list here our conventions for the discrete time, discrete frequency representation of stochastic processes. Let $f_s$ be the sampling frequency, and $N$ the length of the data sample for
the discrete time process \( x[l] \); then the Fourier transform pair \( x \leftrightarrow \tilde{x} \) is

\[
\tilde{x}[k] = \frac{1}{f_s} \sum_{l=0}^{N-1} e^{-i2\pi kl/N} x[l], \quad (A1a)
\]

\[
x[l] = \frac{f_s}{N} \sum_{k=0}^{N-1} e^{i2\pi kl/N} \tilde{x}[k] ; \quad (A1b)
\]

the one-sided sample spectrum \( S_x[k] \) is defined by

\[
\frac{1}{2} S_x[k] = \frac{f_s}{N} E \left[ |\tilde{x}_{gf}[k]|^2 \right] ; \quad (A2)
\]

where \( \tilde{x}_{gf} \leftrightarrow (g \ast x) \) is the Fourier transform of a suitably windowed realization of \( x \). For large \( N \) one has that the correlation function \( R_x \left( \frac{a-b}{N} \right) = (R_x)[a,b] \) and the sample spectrum are approximately Fourier pairs

\[
R_x(\tau) \simeq \frac{f_s}{N} \sum_{k=0}^{N-1} \frac{1}{2} S_x[k] e^{i2\pi k \tau f_s/N} ; \quad (A3)
\]

or equivalently

\[
R_x \simeq f_s \sum_{k=0}^{N-1} \frac{1}{2} S_x[k] w_k \otimes w_k^H, \quad (A4)
\]

where \( w_k \) are the Fourier orthonormal basis vectors

\[
w_k = \frac{1}{\sqrt{N}} \begin{bmatrix} 1, \omega^k, \omega^{2k}, \ldots \omega^{(N-1)k} \end{bmatrix} \quad (A5)
\]

with \( \omega \equiv e^{i2\pi/N} \). For a zero-mean process one has

\[
(R_x^{-1})[a,b] \simeq \frac{1}{f_sN} \sum_{k=1}^{N-2} 2 S_x[k] e^{i2\pi (a-b)k/N} \quad (A6)
\]

and the useful relations

\[
(R_x \cdot y)[l] \simeq \frac{f_s}{N} \sum_{k=0}^{N-1} \frac{1}{2} S_x[k] \tilde{y}[k] e^{i2\pi kl/N} \quad (A7a)
\]

\[
(R_x^{-1} \cdot y)[l] \simeq \frac{1}{N} \sum_{k=1}^{N-2} 2 S_x[k] \tilde{y}[k] e^{i2\pi kl/N} \quad (A7b)
\]

where in the second one also \( y \) is a a zero mean process. These are approximate relations because of the finite \( N \).

Appendix B: NETWORK MODEL

In this appendix we summarize the mathematics needed to describe a network of detectors, the essential geometric characteristic of the interferometers under construction, and their anticipated model spectral densities.

1. Geometry

We adopt the following reference frames[27]:

**network frame** centered on Earth and chosen with the \( Z \) axis aligned along the geographical north, the \( X \) axis crossing the Greenwich meridian;

**detector frames** centered on the beam splitter of each detector, the \( Z \) axis pointing toward the local zenith and the \( X \) axis bisecting the detector arms;

**wave frame** having the \( Z \) axis aligned along the direction of propagation of the wave, and \( X \) axis lying in the \((X,Y)\) plane of the network frame.

Rotations of coordinates from one frame to the other are expressed in terms of Euler angles, that is

\[
x_{\text{wave}} = O(\phi, \theta, \psi) \cdot x_{\text{network}} \quad (B1a)
\]

\[
x_{\text{detector}} = O(\alpha_L, \beta_L, \gamma_L) \cdot x_{\text{network}} ; \quad (B1b)
\]

if \( \theta_s, \phi_s \) are elevation and azimuth of the source in the network frame, the relation with the Euler angles \( \phi, \theta \) is

\[
\phi = \phi_s - \frac{\pi}{2}, \quad \theta = \pi - \theta_s . \quad (B2)
\]

The \( \psi \) angle is zero, according to the definition of the wave frame. One can introduce the wave tensor

\[
w(t) = \frac{1}{2} \left[ (h_+(t) + ih_\times(t)) e_R + (h_+(t) - ih_\times(t)) e_L \right] \quad (B3)
\]

where the helicity states \( e_R, e_L \) can be written as

\[
e_{L,R} = \frac{1}{2} (e_X \pm ie_Y) \otimes (e_X \pm ie_Y) \quad (B4)
\]

in terms of unit vectors \( e_X, e_Y \) specifying the \( X,Y \) axes of the wave frame as. In the network frame they can also be written as Symmetric Trace Free tensors of second rank (STF-2) \( \mathcal{Y}_{mn}^{(2)}[35,36] \):

\[
e_{L,R} = \sqrt{\frac{8\pi}{15}} (\mathcal{Y}_{mn}^{(2)})_{\text{wave}}
\]

\[
= \sqrt{\frac{8\pi}{15}} T_{\pm2n}(\phi, \theta, 0) (\mathcal{Y}_{mn}^{(2)})_{\text{network}} \quad (B5)
\]

where \( T_{mn} \), with \( m,n = 0, \pm 1, \pm 2 \) are Gel’fand’s functions of rank 2 and depend on the Euler angles \( \phi, \theta, \psi (=0) \) needed to rotate the network frame to the wave frame.
For completeness, the explicit form of the $T^l_{mn}$ functions for arbitrary rank is\[34\] as follows:

\[
T^l_{mn}(\phi, \theta, \psi) = e^{-i(n\phi + m\psi)} P^l_{mn}(\cos \theta),
\]

\[
P^l_{mn}(\mu) = \left( -1 \right)^{l-m} \frac{p_{l-m}}{2^l (l-m)!} \sqrt{\frac{1}{(l-m)! (l+n)!}} (1 - \mu) \frac{\mu^{m+n}}{d^{l-n} - \mu} \left[ (1 + \mu)^{m+l} - 1 \right],
\]

where $m, n \in [-l, l]$.

The detector response is encoded by the tensor $d_L$

\[
d_L = \sin (2\Omega_L) \left( n_{(L)1} \otimes n_{(L)1} - n_{(L)2} \otimes n_{(L)2} \right)
\]

in terms of the unit vectors aligned along the L-th interferometer arms, and the aperture angle $2\Omega_L$ of the arms. The factor $\sin (2\Omega_L)$ is 1 for all the detectors apart GEO600, where it is 0.997; consequently we will understand the factor in the following, to simplify the notation.

The tensor $d$ has a simple expression

\[
\text{tr} [d \cdot (\gamma_{2m})_{\text{detector}}] = -i \sqrt{\frac{15}{8\pi}} (\delta_{m2} - \delta_{m-2})
\]

in terms of STF-2 tensors in the detector frame. With two successive rotations we obtain the coefficients of its expansion in terms of STF-2 tensors in the wave frame

\[
\text{tr} [d \cdot (\gamma_{2m})_{\text{network}}] = -i \sqrt{\frac{15}{8\pi}} \left[ T^*_{2m}(\alpha_L, \beta_L, \gamma_L) - T_{2m}(\alpha_L, \beta_L, \gamma_L) \right]
\]

\[
\text{tr} [d \cdot (\gamma_{2m})_{\text{wave}}] = \sum_n T_{nm}(\phi, \theta, 0) \text{tr} [d \cdot (\gamma_{2n})_{\text{network}}]
\]

\[
= \sqrt{\frac{15}{8\pi}} D_m(\phi, \theta, 0, \alpha_L, \beta_L, \gamma_L)
\]

where we have introduced in the last formula a short-hand notation.

Finally the signal at the L-th detector, after proper $h$-reconstruction in order to deconvolve the interferometer response function, will be the scalar

\[
s_L(t) = \text{tr} [w(t - \tau_L)(\phi \theta) \cdot d_L]
\]

where $\tau_L$ is the delay at the L-th detector with respect to the network frame; it can be positive or negative depending on the direction of the source. In terms of the (complex) beam pattern functions $F^L_{\pm} \equiv \text{tr} [e_{L\pm} \cdot d_L]$ for the two left and right wave polarizations

\[
F^L_+ = D_{-2}(\phi, \theta, 0, \alpha_L, \beta_L, \gamma_L)
\]

\[
F^L_- = (F^L_+)^* = D_2(\phi, \theta, 0, \alpha_L, \beta_L, \gamma_L)
\]

one can alternatively write

\[
s_L(t) = \Re \left[ (h_+ (t - \tau_L) + i h_\times (t - \tau_L)) F^L_- \right]
\]

\[
= \frac{1}{2} \left[ (h_+ + i h_\times) D_2 (\ldots) + (h_+ - i h_\times) D_{-2} (\ldots) \right]
\]

or equivalently and more conveniently for our work

\[
s_L(t) = h_+ F^{\times}_- + h_\times F^{-}_+
\]

where, reintroducing the aperture angle

\[
F^{\times}_- \equiv \sin (2\Omega_L) \Re [D_{-2}(\phi, \theta, 0, \alpha_L, \beta_L, \gamma_L)]
\]

\[
F^{-}_+ \equiv \sin (2\Omega_L) \Im [D_{-2}(\phi, \theta, 0, \alpha_L, \beta_L, \gamma_L)].
\]

The given expression for the signal and for the antenna patterns, as stressed in[57], is convenient because it keeps in factor form the rotations among the various frames.

2. Interferometer network characteristics

The geometrical characteristics of the detectors considered in this study are listed in Table I where we quote the latitude north of the equator, the longitude east of Greenwich, the azimuths of the X and Y arms of the detectors, measured counterclockwise from the local east, and the $\alpha, \beta, \gamma$ Euler angles needed to rotate coordinates in the network frame to coordinates in the detector frame: all the angles are measured in radians. The orientation data are taken from[41] and updated with informations from the web sites of the different collaborations[42]; the naming of the axes has been changed in one case so that all the detectors have azimuth(X arm) < azimuth(Y arm). The resulting Euler angles should be taken with care because are computed in the approximation of spherical Earth and neglecting the elevation of the detector sites and the fact that the arms are cords and not tangents of the surface. For a more accurate model, please see[44].

We show in Fig. (2) the locations of the detectors and the reference frames attached to them, from two viewpoints above Europe and the United States of America.

The other important characteristic of the detector is their planned sensitivity. We have chosen to include only the baseline thermal and shot-noise sources, omitting resonances in the observation band: the model for the noise spectrum (filtered to deconvolve the response function to gravitational waves) is therefore

\[
S_n(f) = \frac{S_{\text{pend}}}{f^2} + \frac{S_{\text{mirror}}}{f} + S_{\text{shot}} \left[ 1 + \left( \frac{f}{f_{\text{knee}}} \right)^2 \right]
\]

where $S_{\text{pend}}$ quantifies the thermal noise of the mirror pendular mode, above the pendulum resonance; $S_{\text{mirror}}$ quantifies the $1/f^2$ tail of the internal modes of the mirror, excited by thermal noise; $S_{\text{shot}}$ and $f_{\text{knee}}$ parameterize the optical read-out noise.
Detector | Lat. | Long. | X azim. | Y azim. | α, β, γ Euler angles
---|---|---|---|---|---
GEO600 | 0.911935 | 0.171217 | 2.02353 | -1.20035, -0.658862, -1.74201 | 0 
LIGO Liv. | 0.533373 | -1.58424 | 3.45575 | 5.02655, 2.04204, -1.03742, 0.013439 | 0 
LIGO Han. | 0.810705 | -2.0841 | 2.21308 | 3.78387, -2.99848, -0.760091, 0.513301 | 0.533373 
TAMA | 0.622733 | 2.43543 | 3.14159 | 4.71239, 2.35619, -0.948063, 2.27696 | 0.810705 
Virgo | 0.761487 | 0.18326 | 1.24791 | 2.81871, -2.03331, -0.809309, -1.75406 | 0.622733

Table I: Detector locations and orientations, and Euler angles (approximated) needed to express coordinates in the network frame in terms of coordinates in the detector frames.

In addition to these parameters, we call $f_{\text{seism}}$ the cutoff below which the seismic noise is supposed to dominate over the thermal noise. This simplified model does not include at least two important effects, the thermal violin mode resonances and the internal mirror resonance peaks, and should be considered merely illustrative.

We report in Table II the numerical values of these parameters, deduced from [43], and in Fig. (3) the comparison of the different noise spectral densities.

For the model at hand, the inverse correlation function

$$R_n^{-1}(\tau) \propto \Re \int_0^\infty e^{i2\pi f \tau} \frac{1}{S_n(f)} df$$

is well approximated by an expression of the form

$$R_n^{-1}(\tau) \simeq A_0 e^{-\tau/\tau_0} \cos(2\pi f_0 \tau + \phi_0)$$

$$+ A_1 e^{-\tau/\tau_1} \cos(2\pi f_1 \tau + \phi_1)$$

(B18)

we list in Table II the values of the decay times $\tau_{0,1}$ and of the “ringing” frequencies $f_{0,1}$ deduced from the values in Table I: the small values of the $\tau_{0,1}$ simply reflect the absence of resonances in the model noise curves.
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