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Abstract. In this paper, for $1 < p < \infty$, we obtain the $L^p$-boundedness of the Hilbert transform $H^\gamma$ along a variable plane curve $(t, u(x_1, x_2)\gamma(t))$, where $u$ is a Lipschitz function with small Lipschitz norm, and $\gamma$ is a general curve satisfying some suitable smoothness and curvature conditions.

1. Introduction

Let $u : \mathbb{R}^2 \to \mathbb{R}$ be a measurable function, $\gamma : [-1, 1] \to \mathbb{R}$ with $\gamma(0) = 0$ be a smooth function that is either even or odd, and is strictly increasing on $[0, 1]$, we define

\begin{equation}
H^\gamma f(x_1, x_2) = \text{p.v.} \int_{-1}^{1} f(x_1 - t, x_2 - u(x_1, x_2)\gamma(t)) \frac{dt}{t}.
\end{equation}

The main purpose of this article is to study the $L^p$-boundedness of the Hilbert transform $H^\gamma$ along the variable plane curve $(t, u(x_1, x_2)\gamma(t))$ defined in (1.1).

Our Hilbert transform $H^\gamma$ is motivated by Stein’s conjecture [34], which correspond to the limiting case $\gamma(t) = t$ not covered here. The so-called Stein conjecture can be stated as follows: Denote

\begin{equation}
H_{\varepsilon_0} f(x_1, x_2) = \text{p.v.} \int_{-\varepsilon_0}^{\varepsilon_0} f(x_1 - t, x_2 - u(x_1, x_2)t) \frac{dt}{t},
\end{equation}

one wishes to know if the operator $H_{\varepsilon_0}$ is bounded on $L^p$ for some $p \in (1, \infty)$, where $u : \mathbb{R}^2 \to \mathbb{R}$ is a Lipschitz function and $\varepsilon_0 > 0$ small enough depending on $\|u\|_{\text{Lip}}$. It should be mentioned that this Lipschitz regularity imposed on $u$ is critical, since a counterexample based on a construction of the Besicovitch-Kakeya set shows that no $L^p$-boundedness of $H_{\varepsilon_0}$ is possible for $C^\alpha$ regularity with $\alpha < 1$, where $1 < p < \infty$.

We now state some historical evolutions of this conjecture. For any real analytic function $u$, Stein and Street [36] obtained the $L^p$-boundedness of $H_{\varepsilon_0}$ for all $1 < p < \infty$. For $C^\infty$ vector fields $u$ under certain geometric assumptions, Christ, Nagel, Stein and Wainger [12] showed that $H_{\varepsilon_0}$ is bounded on $L^p$ for all $1 < p < \infty$. For $u \in C^{1+\alpha}$ with $\alpha > 0$, Lacey and Li [24] proved the $L^2$-boundedness of $H_{\varepsilon_0}$, conditioning on the boundedness of the so-called Lipschitz-Kakeya maximal operator. For some other partial results toward this conjecture, we refer to [29] [5] [23].

In the last decade further model problems, with the additional simplifying condition about $u$ have been considered: Based on the works of Lacey and Li [23] [24], Bateman [1] proved the $L^p$-boundedness of $H_{\varepsilon_0}P_j^2$, with a bound being independent of $j \in \mathbb{Z}$, where $u(x_1, x_2) = u(x_1, 0)$ is only a one-variable measurable function, $P_j^2$ is the Littlewood-Paley projection applied in the second variable and $1 < p < \infty$. Later, under the same condition about $u$, Bateman and Thiele [2] obtained the $L^p$-boundedness of $H_{\varepsilon_0}$ for all $3/2 < p < \infty$. Furthermore, Guo [18] [19] obtained some similar results under the condition that $u$ is constant along a Lipschitz curve, i.e., a perturbation of Bateman and Thiele’s result [1] [2] in the critical Lipschitz regularity.
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Theorem 1.1. We assume that $\gamma$ satisfies the following conditions:

(i) $\inf_{0 < t < 1} |(\gamma'/\gamma'')(t)| > 0$;

(ii) $\min_{j \in \{1, 2\}} \inf_{0 < t < 1} |t^j \gamma^{(j)}(t)/\gamma(t)| > 0$;

(iii) $\sup_{1 \leq j \leq \infty} \sup_{0 < t < 1} |t^j \gamma^{(j)}(t)/\gamma(t)| < \infty$, for a sufficiently large integer $N$.

Then for every $u : \mathbb{R}^2 \to \mathbb{R}$ with $\|u\|_{L^p} \leq 1/(2\gamma(1))$, it holds that

$$\|H^\gamma f\|_p \leq \gamma_p \|f\|_p$$

for every $1 < p < \infty$.

Remark 1.2. In [26], for $1 < p \leq \infty$, Liu, Song and Yu obtained the $L^p$-boundedness of the corresponding maximal function $M^\gamma$ along the variable curve $(t, u(x_1, x_2)\gamma(t))$, under the same assumptions imposed on $u$ and $\gamma$ as in Theorem 1.1. Therefore, Theorem 1.1 should be regarded as a natural continuation of [26].

Remark 1.3. The smoothness assumption and the strict monotonicity assumption on $\gamma$ are made to avoid certain technicality. In the assumption (iii) of the above theorem, it is more than enough to take $N = 10^3$. Some examples of curves satisfying all of the assumptions in Theorem 1.1 can be found in [26, Example 1.5]. In particular, the non-flat homogeneous curves $|t|^\alpha$ satisfy our assumptions in Theorem 1.1 where the notation $|t|^\alpha$ stands for either $|t|^\alpha$ or $\text{sgn}(t)|t|^\alpha$, $\alpha \in (0, 1) \cup (1, \infty)$. Moreover, one can allow the function $u$ to have a larger Lipschitz norm if one is willing to replace the truncation $[-1, 1]$ in (1.1) by a smaller interval.

To further collect some historical evolutions of our operator (1.1), let us ignore the truncation $[-1, 1]$ and define the Hilbert transform along the variable curve $(t, u(x_1, x_2)\gamma(t))$ as

$$H^\gamma_{\mathbb{R}^2}f(x_1, x_2) = \text{p.v.} \int_{-\infty}^{\infty} f(x_1 - t, x_2 - u(x_1, x_2)\gamma(t)) \frac{dt}{t}.$$

For the case $u$ is constant, the study of the boundedness properties of $H^\gamma_{\mathbb{R}^2}$ first appeared in the works of Jones [21] and Fabes and Rivière [16] for studying the behavior of the constant coefficient parabolic differential operators. Later, the study has been extended to more general families of curves; see, for example, [37, 38, 14, 13, 19]. This is a classical area of harmonic analysis, which is directly related to the pointwise convergence of Fourier series and the Calderón-Zygmund theory.

For the case $u$ is one-variable function, in [9], Carbery, Wainger and Wright first obtained the $L^p$-boundedness of $H^\gamma_{\mathbb{R}^2}$ for all $1 < p < \infty$, but with the restriction that $u(x_1, x_2) = x_1$, where $\gamma \in C^3(\mathbb{R})$ is either an odd or even convex curve on $(0, \infty)$ satisfying $\gamma(0) = \gamma'(0) = 0$ and the quantity $t\gamma''(t)/\gamma'(t)$ is decreasing and bounded below on $(0, \infty)$. Under the same conditions imposed on $\gamma$, Bennett [4] proved the $L^2$-boundedness of $H^\gamma_{\mathbb{R}^2}$ under the restriction that $u(x_1, x_2) = P(x_1)$, where $P$ is a polynomial. Some other related results under the same restriction about $u$, we refer to [10, 25]. In [7], Carbery and Pérez showed the $L^p$-boundedness of $H^\gamma_{\mathbb{R}^2}$ for all $1 < p < \infty$ as a generalization of the result in Seeger [32], where $u(x_1, x_2)\gamma(t)$ was written as $S(x_1, x_1 - t)$, under more restrictive third order assumptions about $S$. A key breakthrough about this one-variable case was made by Guo, Hickman, Lie and Roos in [20], where the $L^p$-boundedness of $H^\gamma_{\mathbb{R}^2}$ was proved for all $1 < p < \infty$, and $u(x_1, x_2) = u(x_1, 0)$ is only a measurable function and $\gamma(t) = [t]^\alpha$ with $\alpha \in (0, 1) \cup (1, \infty)$. 


For the case $u$ is general two-variable function, Seeger and Wainger \cite{33} obtained the $L^p$-boundedness of $H^\gamma_L$ for all $1 < p < \infty$, where $u(x_1, x_2)\gamma(t)$ was written as $\Gamma(x_1, x_2, t)$, under some convexity and doubling hypothesis uniformly in $(x_1, x_2)$. A single annulus $L^p$ estimates for $H^\gamma_L$ for all $2 < p < \infty$ were obtained in Guo, Hickman, Lie and Roos \cite{20}, where $u$ is only a measurable function and $\gamma(t) = [t]^\alpha$ with $\alpha \in (0, 1) \cup (1, \infty)$. Recently, for the same non-flat homogeneous curve $[t]^\alpha$, Di Plinio, Guo, Thiele and Zorin-Kranich \cite{15} obtained the $L^p$-boundedness of the truncated Hilbert transform $H^\gamma$ along the variable curve $(t, u(x_1, x_2)[t]^\alpha)$ if $1 < p < \infty$ and $\|u\|_{Lip}$ is small, where the truncation $[-1, 1]$ plays a crucial role.

In the end, let us mention the new ingredients that will be used to prove our Theorem \ref{thm:main}. It is easy to see that Theorem \ref{thm:main} is the generalization of Di Plinio, Guo, Thiele and Zorin-Kranich’s result \cite{15} for $H^\gamma$ from the special non-flat homogeneous curve $[t]^\alpha$ to more general curve $\gamma(t)$. In the non-flat homogeneous curve case $\gamma(t) = [t]^\alpha$, we have the following special property, i.e.,

\[(1.3) \quad \gamma(ab) = \gamma(a)\gamma(b), \quad \text{for all } a, b > 0,
\]

which implies that one can add $v(x, y)(u(x, y)v^{-1}(x, y))^{\alpha/(\alpha - 1)}$ in the partition of unity to split these operators considered, where $v(x, y)$ is the largest integer power of 2 less than $u(x, y)$, see \cite{15} (2.36) for more details. In the general curve case, such a decomposition is not appropriate based on the absence of this property \cite{13}. Therefore, we have to split our operators by the classical partition of unity, i.e., $1 = \sum_{k \in \mathbb{Z}} \phi(2^kt)$, see \cite{15} (5.10). However, we will still encounter the difficulty of $\gamma(2^{-it}) \neq \gamma(2^{-i}t)\gamma(t)$, even though we have used this classical partition of unity. To overcome this difficulty and separate $2^{-it}$ from $\gamma(2^{-i}t)$, we may therefore replace $\gamma(2^{-it})$ by $\gamma_l(t) = \gamma(2^{-it})/\gamma(2^{-i}t)$ (see \cite{20}) in our proof. In the following Lemma \ref{lem:4.2} we will see that $\gamma_l$ behaves “uniformly” in the parameter $l$.

On the other hand, in \cite{15}, the authors need to obtain a local smoothing estimate for

\[A_{u, \gamma}f(x, y) = \int_{-\infty}^{\infty} f(x - ut, y - ut^\alpha)\psi_0(t)\, dt.
\]

However, for the general curve case considered here, since the lack of this property \cite{13}, we may not reduce our local smoothing estimate for the corresponding operator $A_{u, \gamma}(t)$, which is one of the main difficulties in the problem. In this paper, we establish a local smoothing estimate for $A^t_u$ (see \cite{7.4}) based on Sogge’s cinematic curvature condition in \cite{3}. Compared with $A_{u, \gamma}$, the local smoothing estimate for $A^t_u$ will lead to essential difficulties, since the critical point of the phase function in $A_{u, \gamma}$ is independent of $u$, but the critical point of the phase function in $A^t_u$ will depend on $u$.

Another highlight of this paper is that we generalize the result in Seeger \cite{31} to a general homogeneous type space associated with curve $\gamma$. Because the dilation $(2^{-i_0}\gamma_0(2^l)^{-1}, 2^{-k})$ is not homogeneous, we can not use the result in Seeger \cite{31} directly, one novelty is that we discovered a corresponding theory which work in the general homogeneous type space. To prove Lemma \ref{lem:4.6}, if one use the Sobolev embedding inequality, it will cause different loss for different values of $k$. To overcome this difficulty, we thus should make a additional restriction on the doubling constants $C_{0, L}$ and $C_{0, U}$, which will leads to an uniform estimate for different values of $k$. To get a better result, we do not first use the Sobolev embedding inequality and read $\sup_{u \in \mathbb{L}^2} (\sum_{k \in \mathbb{E}_n} |\cdot|^{2})^{1/2}$ as a norm in a Banach space and generalize Seeger’s result to some functions which take values in a Banach space.

The article is organized as follows. In Section 2, we obtain several properties about $\gamma$ which we need in the proof of our main theorem. In Section 3, we study dyadic cubes, dyadic maximal functions and dyadic sharp maximal functions in a general homogeneous type space, which allows us to prove a key Lemma \ref{lem:4.4} in Section 4. In Section 4, we prove this key Lemma \ref{lem:4.4} similar as
the one in Seeger \[31\], where the underlying space is \( \mathbb{R}^n \) instead of the general homogeneous type space. This lemma allows us to obtain Lemma 5.6, which further leads to Theorem 1.1 if \( p > 2 \).

In Section 5, we prove our main Theorem 1.1. To make the proofs in Section 5 more clearly, we put the proofs of four lemmas in Section 5 to Sections 6, 7 and 8.

Throughout this paper, we write \( f(s) \leq g(s) \) to indicate that \( f(s) \leq C g(s) \) for all \( s \), where the constant \( C > 0 \) is independent of \( s \) but allowed to depend on \( \gamma \), and similarly for \( f(s) \geq g(s) \) and \( f(s) \simeq g(s) \). \( \hat{f} \) denotes the Fourier transform of \( f \), and \( \hat{f} \) is the inverse Fourier transform of \( f \).

Let \( S \) denote the collection of all Schwartz functions. For any \( s \in \mathbb{R} \), we denote by \( \lfloor s \rfloor \) the integer part of \( s \). For any set \( E \), we use \( \chi_E \) to denote the characteristic function of \( E \), and \( E^c \) indicates its complementary set.

## 2. Some Properties about \( \gamma \)

First of all, without loss of generality, we assume that \( \gamma(1) = 1 \). As a consequence, the function \( u \) satisfies \( \|u\|_{\text{Lip}} \leq 1/2 \). To simplify our future discussion, we extend the domain of the function \( \gamma \) from \([-1, 1] \) to \( \mathbb{R} \) by setting
\[
(2.1) \quad \gamma(t) = \gamma(t^{-1})^{-1}
\]
for every \( |t| \geq 1 \). Then we have \( \gamma(t) \in C([0, \infty)) \), \( \gamma(t) \) is increasing on \([0, \infty) \) and \( \gamma([0, \infty)) = [0, \infty) \). From the assumption (ii) in Theorem 1.1 with \( j = 2 \), we see that \( \gamma \) is either convex or concave. These two cases can be handled in exactly the same way, and therefore we without loss of generality assume that \( \gamma \) is convex, that is, \( \gamma''(t) > 0 \) for every \( 0 < t \leq 1 \).

**Lemma 2.1.** Under the above assumptions on \( \gamma \), we have

1. \( \gamma(t) \) satisfies a doubling condition on \( \mathbb{R}^+ \), i.e.,

\[
(2.2) \quad C_{0,L} \leq \frac{\gamma(2t)}{\gamma(t)} \leq C_{0,U}
\]

for some \( C_{0,L} > 1 \) and \( C_{0,U} > 1 \) that depend only on \( \gamma \);

2. There exists a positive constant \( C_{1,L} > 1 \) such that

\[
(2.3) \quad C_{1,L} \leq \frac{\gamma'(2t)}{\gamma'(t)}
\]

for all \( 0 < t \leq 1/2 \).

**Proof.** We start with the proof of (i). Define \( h(t) = \ln \gamma(t) \) for all \( t \in (0, 1] \), by the conditions (ii) and (iii) of Theorem 1.1 we know that there exists \( C > 1 \) such that \( th'(t) \in [C^{-1}, C] \). Then for all \( t \in (0, 1/2] \), we have
\[
\ln \frac{\gamma(2t)}{\gamma(t)} = h(2t) - h(t) = h'(\theta t) t \in [C^{-1}\theta^{-1}, C\theta^{-1}] \subset [2^{-1}C^{-1}, C]
\]
for some \( \theta \in [1, 2] \), and therefore
\[
(2.3) \quad 1 < e^{2^{-1}C^{-1}} \leq \frac{\gamma(2t)}{\gamma(t)} \leq e^{C}
\]
for all \( t \in (0, 1/2] \). By (2.1), we know that (2.3) also holds for all \( t \in [1, \infty) \). It remains to consider \( t \in [1/2, 1] \). By continuity, there exists \( t_0 \in [1/2, 1] \) such that \( \sup_{t \in [1/2, 1]} \gamma(t) \gamma(2^{-1}t^{-1}) = \gamma(t_0) \gamma(2^{-1}t_0^{-1}) \). Note \( t_0 \) or \( 2^{-1}t_0^{-1} \) must less than 3/4, and \( \gamma(1) = 1 \). Then, \( \gamma(t_0) \gamma(2^{-1}t_0^{-1}) \leq \gamma(3/4) < 1 \). As a result, for all \( t \in [1/2, 1] \), we have
\[
\frac{\gamma(2t)}{\gamma(t)} = \frac{1}{\gamma(t) \gamma(2^{-1}t^{-1})} \geq \frac{1}{\gamma(3/4)} > 1.
\]
Because \( \gamma(t) \) is increasing on \([0,1]\), for all \( t \in [1/2,1] \), we obtain
\[
\frac{\gamma(2t)}{\gamma(t)} = \frac{1}{\gamma(t) \gamma(2^{-1}t^{-1})} \leq \frac{1}{\gamma(1/2)^2}.
\]
By setting (2.4)
\[
C_{0,L} = \min\{e^{2^{-1}C^{-1}}, \gamma(3/4)^{-1}\} > 1 \quad \text{and} \quad C_{0,U} = \max\{e^{C}, \gamma(1/2)^{-2}\} > 1,
\]
we can finish the proof of (i). The proof for (ii) is essentially the same as (2.3), we omit it. \(\square\)

Let \( l \in \mathbb{N} \), we define
\[
\gamma_l(t) = \frac{\gamma(2^{-l}t)}{\gamma(2^{-l})}.
\]
In the following Lemma 2.2, we would like to prove some estimates for \( \gamma_l \) uniformly in \( l \in \mathbb{N} \). In the model case \( \gamma(t) = t^2 \), it always holds that \( \gamma_l(t) = t^2 \). In the general case, \( \gamma \) is not homogeneous anymore, and therefore we need an uniform control over the rescaled versions of \( \gamma \).

**Lemma 2.2.** Let \( I = [1/2, 2] \), for \( l \in \mathbb{N} \) with \( 2^l \gg 1 \), we then have

(i) \( |\gamma_l^{(k)}(t)| \approx 1 \), for \( t \in I \) and \( k = 0, 1, 2 \);
(ii) \( |\gamma_l^{(k)}(t)| \lesssim 1 \), for \( t \in I \) and \( 3 \leq k \leq N \);
(iii) \( |(\gamma_l^{-1})^{(k)}(t)| \approx 1 \), for \( t \approx 1 \);
(iv) \( |(\gamma_l^{-1})^{(k)}(t)| \lesssim 1 \), for \( t \approx 1 \) and \( 0 < k < N \),

where \( \gamma_l^{-1} \) is the inverse function of \( \gamma_l \). Here the implicit constants depend only on \( \gamma \).

**Proof.** We start with the proof of (i). Because \( \gamma_l(t) \) is increasing on \([0,1]\), we have
\[
\gamma_l(t) \leq \frac{\gamma(2^{-l+1})}{\gamma(2^{-l})} \leq C_{0,U} \quad \text{and} \quad \gamma_l(t) \geq \frac{\gamma(2^{-l-1})}{\gamma(2^{-l})} \geq C_{0,U}^{-1}.
\]
This finishes the proof of (i) with \( k = 0 \). Next for \( k = 1, 2 \), by the conditions (ii) and (iii) of Theorem 1.1 we conclude that
\[
|t^k \gamma_l^{(k)}(t)| = \left| \frac{(2^{-l}t)^k \gamma_l^{(k)}(2^{-l}t)}{\gamma_l(2^{-l})} \right| \lesssim \frac{\gamma(2^{-l}t)}{\gamma(2^{-l})} = |\gamma_l(t)|.
\]
Then we have \( |\gamma_l^{(k)}(t)| \approx |\gamma_l(t)| \approx 1 \). This finishes the proof of (i).

Next we prove (ii). By the condition (iii) of Theorem 1.1 it follows that
\[
|t^k \gamma_l^{(k)}(t)| = \left| \frac{(2^{-l}t)^k \gamma_l^{(k)}(2^{-l}t)}{\gamma_l(2^{-l})} \right| \lesssim \frac{\gamma(2^{-l}t)}{\gamma(2^{-l})} = |\gamma_l(t)|,
\]
which further leads to \( |\gamma_l^{(k)}(t)| \lesssim |\gamma_l(t)| t^{-k} \approx 1 \).

Finally, we prove (iii) and (iv). The case \( k = 0 \) follows from the doubling property of \( \gamma' \) in Lemma 2.1. The case \( k > 0 \) follows from (i), (ii) and (iii) via elementary computations involving inverse functions, and we leave out the details. \(\square\)

**Lemma 2.3.** Under the above assumptions on \( \gamma \), we obtain

(i) For each \( C > 0 \), we have
\[
\gamma^{-1}(Ct) \lesssim_C \gamma^{-1}(t)
\]
for all \( t \geq 0 \);

(ii) There exist constants $c_1, c_2 > 0$ so that
\begin{equation}
\gamma^{-1}(2^{-k}) \gamma^{-1}(2^{-j}) \leq 2^{-c_1(k+j)}
\end{equation}
for all $j, k \in \mathbb{Z}$ with $j + k \geq 0$, and
\begin{equation}
2^{-c_2(k+j)} \leq \gamma^{-1}(2^{-k}) \gamma^{-1}(2^{-j})
\end{equation}
for all $j, k \in \mathbb{Z}$ with $j + k \leq 0$, where $c_1, c_2$ depend only on $C_{0,U}$.

\textbf{Proof.} The first item (i) follows immediately from the doubling property of $\gamma$. We will therefore only present the proof of (ii). Firstly, we will prove $\gamma(2^j) \gamma(2^k) \geq \gamma_j^{j+k}$ for all $j, k \in \mathbb{Z}$ satisfying $\gamma(2^j) \gamma(2^k) \leq 1$. It suffices to show $\gamma(2^j) \gamma(2^k) \geq \min\{C_{0,L}, C_{0,U}^{j+k}\}$ for all $j, k \in \mathbb{Z}$. Furthermore, by symmetry, we should only to show the above inequality for $j \geq k$. There are the following four cases:

If $j, k \geq 0$, we have $\gamma(2^j) \gamma(2^k) = C_{0,L}^{j+k};$ $\gamma(1)^2 = C_{0,L}^{j+k};$

If $j, k \leq 0$, we have $\gamma(2^j) \gamma(2^k) = C_{0,U}^{j+k};$

If $j \geq 0$, $k \leq 0$ and $j + k \geq 0$, we have $\gamma(2^j) \gamma(2^k) = \frac{\gamma(2^j) \gamma(2^{j-k})}{\gamma(2^k)} \geq C_{0,L}^{j+k};$

If $j \geq 0$, $k \leq 0$ and $j + k \leq 0$, we have $\gamma(2^j) \gamma(2^k) = \frac{\gamma(2^j) \gamma(2^{j-k})}{\gamma(2^k)} \geq C_{0,U}^{j+k};$

Altogether, we have shown $\gamma(2^j) \gamma(2^k) \geq C_{0,L}^{j+k}$ holds for all $j, k \in \mathbb{Z}$ satisfying $\gamma(2^j) \gamma(2^k) \leq 1$. Then, for all $a, b > 0$ and $\gamma(a) \gamma(b) \leq 1$, we can choose $j, k \in \mathbb{Z}$ such that $a \in [2^j, 2^{j+1})$ and $b \in [2^k, 2^{k+1})$. Furthermore, from the fact that $\gamma(t)$ is increasing on $[0, \infty)$, we conclude that

$\gamma(a) \gamma(b) \geq \gamma(2^j) \gamma(2^k) \geq C_{0,L}^{j+k} \geq C_{0,U}^{j+k+2} = (2^j+12^{k+1}) \log_2 C_{0,U} \geq (ab)^{\log_2 C_{0,U}}.$

Therefore, for all $a, b > 0$ and $\gamma(a) \gamma(b) \leq 1$, we obtain $ab \leq (\gamma(a) \gamma(b))^{c_1}$ with $c_1 = \log_2 C_{0,U} \geq 2$. Let $a = \gamma^{-1}(2^{-k})$ and $b = \gamma^{-1}(2^{-j})$, for all $j, k \in \mathbb{Z}$ and $j + k \geq 0$, we then have $\gamma^{-1}(2^{-k}) \gamma^{-1}(2^{-j}) \leq 2^{-c_1(k+j)}$. The proof of (2.9) is similar as (2.8) and we omit it. This finishes the proof of (ii). \hfill \Box

\textbf{Definition 2.4.} Let $x = (x_1, x_2)$, we define a function $\rho(x)$ on $x \in \mathbb{R}^2$ in the following way: For all $x \in \mathbb{R}^2$,

$\rho(x) = \begin{cases} 
\gamma(|x_1|^{-1})^{-1} + |x_2|, & x_1 \neq 0; \\
|x_2|, & x_1 = 0.
\end{cases}
$

For all $r > 0$ and $x_0 \in \mathbb{R}^2$, we also define $B(x_0, r) = \{x \in \mathbb{R}^2 : \rho(x - x_0) < r\}$ as a ball centered at $x_0$ with radius $r > 0$ associated with $\rho$.

We have the following lemma, which says that the function $\rho$ gives rise to a quasi-distance function on $\mathbb{R}^2$.

\textbf{Lemma 2.5.} One has that the following quasi-triangle inequality
\begin{equation}
\rho(x + y) \leq C_{0,U}(\rho(x) + \rho(y))
\end{equation}
holds for all $x, y \in \mathbb{R}^2$. Moreover, we have the following doubling condition
\begin{equation}
|B(x, 2r)| \leq |B(y, r)|
\end{equation}
holds for all $r > 0$ and $x, y \in \mathbb{R}^2$. As a result, $(\mathbb{R}^2, \rho, dx)$ is a homogeneous type space.

\textbf{Proof.} We first prove (2.10). Let $x = (x_1, x_2)$ and $y = (y_1, y_2)$, by Definition 2.4 it suffices to show

$\gamma(|x_1 + y_1|^{-1})^{-1} \leq C_{0,U} (\gamma(|x_1|^{-1})^{-1} + \gamma(|y_1|^{-1})^{-1}).$

By monotonicity of $\gamma$, it is enough to prove

$\gamma(|x_1|^{-1} + |y_1|^{-1})^{-1} \leq C_{0,U} (\gamma(|x_1|^{-1})^{-1} + \gamma(|y_1|^{-1})^{-1}).$
Without loss of generality, we assume $|x_1| \geq |y_1|$. Then
\[
\gamma((|x_1| + |y_1|)^{-1})^{-1} \leq \gamma((2|x_1|)^{-1})^{-1} \leq C_{0,U} \gamma((|x_1|^{-1})^{-1} \leq C_{0,U} \gamma((|x_1|^{-1} + \gamma(|y_1|^{-1})^{-1}),
\]
where we used the doubling property of $\gamma$ in Lemma 2.1. This finishes the proof of (2.10).

Next we show (2.11). Without loss of generality, we assume $x = y = 0$. Fix $z \in \mathbb{R}^2$ satisfying $\rho(z) < 2r$, it suffices to show there exists a constant $C$ such that $\rho(z/C) < r$. Note that $\rho(z/2^j) = \gamma(2^j|z_1|^{-1})^{-1} + 2^{-j}|z_2|$, by the doubling property of $\gamma$ in Lemma 2.1 we have $\gamma(2^j|z_1|^{-1}) \geq C_{0,L} \gamma(|z_1|^{-1})^{-1}$. Then
\[
\rho(z/2^j) \leq C_{0,L} \gamma(|z_1|^{-1})^{-1} + 2^{-j}|z_2| \leq \max\{C_{0,L}, 2^{-j}\} \rho(z).
\]
Choose $j$ satisfying $\max\{C_{0,L}, 2^{-j}\} \leq 1/2$, which leads to $\rho(z/2^j) \leq \frac{1}{2} \rho(z) < r$. □

3. DYADIC CUBES

To prove Lemma 4.3 in Section 4, we need to obtain Lemma 3.7. To prove Lemma 3.7, we need to construct dyadic cubes on the homogeneous type space $(\mathbb{R}^2, \rho, dx)$. So we need first the following lemma:

**Lemma 3.1** ([8]). Let $(\mathbb{R}^2, \rho, dx)$ be a homogeneous type space as in Lemma 2.5. Then there exist an index set $I_k$ with $k \in \mathbb{Z}$, a collection of open subsets $\{Q^k(\alpha) \subset \mathbb{R}^2 : k \in \mathbb{Z}, \alpha \in I_k\}$, and constants $\delta \in (0, 1)$ and $C_\rho, c_\rho > 0$, such that

(i) For all $k \in \mathbb{Z}$,
\[
\left|\left(\bigcup_\alpha Q^k(\alpha)\right)\right| = 0;
\]
(ii) If $l \geq k$, then for all $\alpha \in I_k, \beta \in I_l$, we have $Q^l(\beta) \subset Q^k(\alpha)$ or $Q^l(\beta) \bigcap Q^k(\alpha) = \emptyset$;
(iii) For all $(k, \alpha)$ and $l < k$, there exists a unique $\beta$ such that $Q^k(\alpha) \subset Q^l(\beta)$;
(iv) Diameter $\left|Q^k(\alpha)\right| \leq C_\rho \delta^k$ for every $\alpha \in I_k$ and every $k \in \mathbb{Z}$;
(v) Each $Q^k(\alpha)$ contains a ball of radius $c_\rho \delta^k$.

Let $Q = Q^k(\alpha)$ be a dyadic cube constructed in Lemma 3.1. We will use $r = r(Q)$ to denote $k \log_2 \delta$. Moreover, denote $Q^* = B(z^k_\alpha, 2C_{0,U}C_\rho \delta^k)$, where $z^k_\alpha$ is an arbitrary point in $Q$. The choice of the parameters in $Q^*$ guarantees that $Q \subset Q^*$. For later use, we collect a few properties about the dyadic cubes constructed above.

**Lemma 3.2.** For every dyadic cube $Q$, the following hold:

(i) If $x \in Q$ and $y \in (Q^*)^c$, then $\rho(y - x) \geq 2^r(Q)$;
(ii) $|Q^*| \leq |Q|$;
(iii) $|Q^{k-1}(\alpha)| \leq |Q^k(\beta)|$ for all $k \in \mathbb{Z}$, $\alpha \in I_{k-1}$ and $\beta \in I_k$.

**Proof.** Recall that the definition of $Q^*$ and the notation $z^k_\alpha$, by Lemma 2.5 we have
\[
\rho(y - x) \geq \frac{1}{C_{0,U}} \rho(y - z^k_\alpha) - \rho(x - z^k_\alpha) \geq \frac{1}{C_{0,U}} 2C_{0,U}C_\rho \delta^k - C_\rho \delta^k \geq C_\rho \delta^k = C_\rho 2^r(Q).
\]
This finishes the proof of (i). The other two statements follow immediately from (2.11) and the properties (iv) and (v) in Lemma 3.1. □

Let $(\mathbb{R}^2, \rho, dx)$ be a homogeneous type space as in Lemma 2.5 and $B$ be a Banach space with norm $\| \cdot \|$. Suppose $(X, d\mu)$ is a measure space and let $1 \leq p < \infty$, we define $L^p(X, d\mu, B)$ as the collection of all $B$-valued measurable function $f$ satisfying $\int_X \|f(x)\|^p d\mu(x) < \infty$. Then we define
\[
\|f\|_{L^p(X, d\mu, B)} = \left(\int_X \|f(x)\|^p d\mu(x)\right)^{1/p}.
\]
and define $L^\infty(X, d\mu, B)$ by the usual sense. We define $L^1_{\text{loc}}(\mathbb{R}^2, B)$ as the space of functions that lie in $L^1(K, B)$, where $K$ takes over all compact sets in $\mathbb{R}^2$. We ignore the measure $d\mu$ so that we always use notation $L^p(X, B)$. We define $C(X, B)$ as the collection of all $B$-valued measurable continuous function $f$ on $X$. For $f \in L^1_{\text{loc}}(\mathbb{R}^2, B)$, we define

$$M_{\text{dyad}} f(x) = \sup_{x \in Q} \int_Q \|f(y)\| \, dy,$$

where the supremum takes over all dyadic cubes in Lemma 3.1. In the rest of this section, we state a few useful lemmas; their proofs are standard and are therefore left out. One can read [35] for details.

**Lemma 3.3.** Let $f \in C(\mathbb{R}^2, B)$, then we have

$$\|f(x)\| \leq M_{\text{dyad}} f(x), \ a.e. \ x \in \mathbb{R}^2.$$

To prove the following Lemma 3.7, we also need the following Calderón-Zygmund decomposition.

**Lemma 3.4.** Let $f \in L^p(\mathbb{R}^2, B)$ for some $1 \leq p < \infty$. Suppose $\alpha > 0$ and define

$$\Omega_\alpha = \{x \in \mathbb{R}^2 : M_{\text{dyad}} f(x) > \alpha\}.$$

Then there exist a sequence of disjoint dyadic cubes $\{Q_j\}$ as in Lemma 3.1 such that, for all $j$,

(i) $Q_j \subset \Omega_\alpha$ and

$$\Omega_\alpha = \bigcup_j Q_j;$$

(ii) $\alpha < \int_{Q_j} \|f\| \, dx \leq \alpha.$

**Lemma 3.5.** Let $\vec{T}$ be a sublinear operator mapping the space $L^p_{0}(\mathbb{R}^2, B)$ to the space of all measurable functions on $\mathbb{R}^2$, where $1 \leq p_0 < \infty$. Suppose that

$$\|\vec{T}f\|_\infty \leq \|f\|_\infty \text{ for all } f \in L^\infty(\mathbb{R}^2, B),$$

and

$$\|\vec{T}f\|_{p_0, \infty} \leq \|f\|_{p_0} \text{ for all } f \in L^{p_0}(\mathbb{R}^2, B).$$

Then, for all $p_0 < p < \infty$, we have

$$\|\vec{T}f\|_p \leq \|f\|_p \text{ for all } f \in L^p(\mathbb{R}^2, B).$$

By Lemmas 3.4 and 3.5 and a trivial $L^\infty$ estimate, we have

**Lemma 3.6.** Let $B$ be a Banach space and $M_{\text{dyad}} f$ be defined as in (3.1), we then have

$$\|M_{\text{dyad}} f\|_p \lesssim \|f\|_p$$

for all $1 < p < \infty$ and $f \in L^p(\mathbb{R}^2, B)$.

Let $\rho$ be as in Definition 2.4 and $B$ be a Banach space, for $f \in L^1_{\text{loc}}(\mathbb{R}^2, B)$, we define $M_{\text{dyad}} ^\sharp f$ by

$$M_{\text{dyad}} ^\sharp f(x) = \sup_{x \in Q} \int_Q \|f(y) - f|_Q\| \, dy,$$

where $Q$ takes over all dyadic cubes as in Lemma 3.1 and $f|_Q = \int_Q f(y) \, dy$. 


Lemma 3.7. Let $1 < p < \infty$ and $B$ be a Banach space. Then one has
\[ \|f\|_p \lesssim M^2_{\text{dyad}} f\] for all $f \in L^p(\mathbb{R}^2, \mathcal{B}) \cap C(\mathbb{R}^2, \mathcal{B})$.

Based on these lemmas have been showed in this section, the proof of Lemma 3.7 can be found in [17].

4. A KEY VECTOR VALUED ESTIMATE

This section is devoted to proving Lemma 4.4. We follow the spirit of the proof in [31], where the underlying space is $\mathbb{R}^n$ instead of the general homogeneous type space. Working with this general space will brings some extra technical difficulties. We first state a few useful lemmas before proving the key Lemma 4.4.

Throughout this section, we let $2 < p < \infty$, $k, v \in \mathbb{Z}$ and $l \in \mathbb{N}$. We also let $a_k(u, \xi) \in C^\infty(\mathbb{R}^3)$ and \text{supp} a_k \subset I \times K_1 \times K_2$, where $I$ is a compact subset of $\mathbb{R}$ and $K_1, K_2$ are compact subsets of $\mathbb{R}\setminus 0$. Define $m_k(u, \xi) = a_k(u, 2^{-l_0} \gamma_l(2^l_0)\xi_1, 2^{-k} \xi_2)$, where $l_0 \in \mathbb{Z}$ satisfies $2^{k+v} \gamma(2^{-l_0}) \simeq 1$. There maybe multiple choices of $l_0$, we here pick an arbitrary one. We let $Q_x$ be a dyadic cube in Lemma 3.1 satisfying $x \in Q_x$, the definitions of $r_x = r(Q_x)$ and $Q^*_x$ can be found in the previous section.

Lemma 4.1. Let us set $v = 0$, suppose that there exists a constant $F$ such that $a_k$ satisfies
\begin{equation}
\| \sup_{u \in I} |a_k(u, D)f| \|_q \lesssim F \| f \|_q \end{equation}
for $q \in \{2, \infty\}$ and $k \in \mathbb{Z}$. Define
\[ S_1 f(x) = \int_{Q_x} \sup_{u \in I} \left( \sum_{|k+r_x| \leq N} \left| m_k(u, D)f(y) - \int_{Q_x} m_k(u, D)f(z) \, dz \right|^2 \right)^{1/2} \, dy. \]

Then for all $N \geq 1$, we have
\begin{equation}
\| S_1 f \|_p \lesssim N^{1/2-1/p} F \| f \|_p. \end{equation}

Proof. By (4.1) and scaling, for $q \in \{2, \infty\}$, we conclude that
\[ \| \sup_{u \in I} |m_k(u, D)f| \|_q \lesssim F \| \tilde{P}_k^2 f \|_q, \]
where $\tilde{P}_k^2 f = (\hat{\phi}(2^{-k} \xi_2) \hat{f})^\vee$ for some $\hat{\phi} \in C_c^\infty(\mathbb{R}\setminus 0)$ and $\hat{\phi} = 1$ on $K_2$.

Define $\tilde{T} f = \{ m_k(u, D)f \}_k$, then by Lemma 3.6 we have
\begin{equation}
\| S_1 f \|_2 \lesssim \| M^2_{\text{dyad}} \tilde{T} f \|_2 \lesssim \| M_{\text{dyad}} \tilde{T} f \|_2 \lesssim \| \tilde{T} f \|_{L^2(\mathbb{R}^d)} \end{equation}
\begin{equation}
\lesssim \left( \sum_k \| \sup_{u \in I} |m_k(u, D)f| \|_2 \right)^{1/2} \lesssim F \left( \sum_k \| \tilde{P}_k^2 f \|_2 \right)^{1/2} \lesssim F \| f \|_2, \end{equation}
and
\[ \sup_x |S_1 f(x)| \lesssim N^{1/2} \sup_{k \in I} \sup_{y \in I} |m_k(u, D)f(y)| \lesssim N^{1/2} F \| f \|_\infty. \]

By interpolation, (4.2) follows. \hfill \square

To prove Lemma 4.4 we need the following estimate:
Lemma 4.2. Let us set $v = 0$, suppose that there exists a constant $G$ such that $a_k$ satisfies
\begin{equation}
|c^\alpha_k a_k(u, \xi)| \leq G
\end{equation}
for all $u \in I, \xi \in K_1 \times K_2, |\alpha| \leq 6$ and $k \in \mathbb{Z}$. Define
\begin{equation}
E_k^u(x, y, z) = \int_{(Q_t^x)^c} \left| (m_k(u, \cdot)')^\gamma (y-w) - (m_k(u, \cdot)')^\gamma (z-w) \right| dw.
\end{equation}
Then there exists a constant $\delta > 0$ such that
\begin{equation}
E_k^u(x, y, z) \leq GC_{0,l}^2 2^{-\delta |k+r_x|}
\end{equation}
for all $y, z \in Q_x$ and $u \in I$.

Proof. Define $K_k(x) = a_k(u, \cdot)'^\gamma (x)$, then
\begin{equation}
m_k (u, \cdot)'^\gamma (x) = \gamma^{-1} (2^{-k} - 1) \gamma_0 (2^l)^2 K_k \left( \gamma^{-1} (2^{-k} - 1) \gamma_0 (2^l) x_1, 2^l x_2 \right).
\end{equation}
By (4.4) and integration by parts, we obtain a kernel estimate for $K_k$ and then we have
\begin{equation}
|m_k (u, \cdot)'^\gamma (x)| \leq G \gamma^{-1} (2^{-k} - 1) \gamma_0 (2^l)^2 \left( 1 + \gamma^{-1} (2^{-k} - 1) \gamma_0 (2^l) |x_1| + |2^k x_2| \right)^{-4}.
\end{equation}
We prove (4.5) by considering two cases $k + r_x \geq 0$ and $k + r_x \leq 0$. For the first case $k + r_x \geq 0$, by Lemmas 3.2 and 4.6, we bound $E_k^u(x, y, z)$ by $\int_{\rho(w) \geq C^{2r_x}} |m_k(u, \cdot)'(w)| dw$, which can be further bounded by
\begin{equation}
G \gamma^{-1} (2^{-k} - 1) \gamma_0 (2^l)^2 \int_{\gamma(|w_1|^{-1})^{-1} + |w_2| > C^{2r_x}} (1 + \gamma^{-1} (2^{-k} - 1) \gamma_0 (2^l) w_1 + |2^k w_2|)^{-4} dw.
\end{equation}
Next, for $\gamma(|w_1|^{-1})^{-1} + |w_2| \geq C^{2r_x}$, we will show
\begin{equation}
(1 + \gamma^{-1} (2^{-k} - 1) w_1 + |2^k w_2|)^{-1} \leq 2^{-\min(c_1,l)(k+r_x)}.
\end{equation}
Here $c_1$ is the same as that in Lemma 2.3. Then by (4.7), (4.8) and an $L^1$ estimate, we have verified (4.5) if $k + r_x \geq 0$. To show (4.8), we consider $\gamma(|w_1|^{-1})^{-1} \geq \frac{C}{2} 2^{r_x}$ or $|w_2| \geq \frac{C}{2} 2^{r_x}$, respectively. If $\gamma(|w_1|^{-1})^{-1} \geq \frac{C}{2} 2^{r_x}$, we have $|w_1|^{-1} \leq \gamma^{-1} (2^{-k})$ and
\begin{equation}
(1 + \gamma^{-1} (2^{-k} - 1) w_1 + |2^k w_2|)^{-1} \leq \gamma^{-1} (2^{-k}) |w_1|^{-1} \leq \gamma^{-1} (2^{-k}) \left( \frac{2}{C} 2^{r_x} \right) \leq \gamma^{-1} (2^{-k}) \gamma^{-1} (2^{r_x}) \leq 2^{-c_1(k+r_x)},
\end{equation}
where in the last inequality we used Lemma 2.3. If $|w_2| \geq \frac{C}{2} 2^{r_x}$, similarly, we have
\begin{equation}
(1 + \gamma^{-1} (2^{-k} - 1) w_1 + |2^k w_2|)^{-1} \leq 2^{-k(r_x)}.
\end{equation}
Then (4.8) follows and thus we finish the proof of (4.5) if $k + r_x \geq 0$.

Next we consider the case $k + r_x \leq 0$. By the mean value theorem, we can write
\begin{equation}
|m_k (u, \cdot)' (y - w) - m_k (u, \cdot)'(z - w)|
\end{equation}
as the sum of the following two terms:
\begin{equation}
\gamma^{-1} (2^{-k} - 1) \gamma_0 (2^l) (y_1 - z_1) \int_0^1 m_k'(u, \cdot)' (\theta (y - z) + z - w) d\theta,
\end{equation}
and
\begin{equation}
2^k (y_2 - z_2) \int_0^1 m_k''(u, \cdot)' (\theta (y - z) + z - w) d\theta,
\end{equation}
where
\begin{equation}
\partial_{x_1} m_k (u, \cdot)' (x) = \gamma^{-1} (2^{-k} - 1) \gamma_0 (2^l) (m_k'(u, \cdot))' (x) \text{ and } \partial_{x_2} m_k (u, \cdot)' (x) = 2^k (m_k''(u, \cdot))' (x)
\end{equation}
for some $m'_k, m''_k$ that share the same properties as $m_k$. After integrating in $w$, for all $k + r_x \leq 0$, we find that

$$E^0_k(x, y, z) \lesssim G(\gamma^{-1}(2^{-k})^{-1}\gamma_{l_0}(2^{l})|y_1 - z_1| + 2^k|y_2 - z_2|)$$

$$\lesssim \gamma_{l_0}(2^{l})G(2^{c_2(k + r_x)} + 2^{k + r_x}) \lesssim C_0G^2 \min(c_1, 1)(k + r_x),$$

where in the first inequality we used

$$\int_{\mathbb{R}^2} |m'_k(u, \cdot, \cdot)(w)| \, dw \lesssim G \quad \text{and} \quad \int_{\mathbb{R}^2} |m''_k(u, \cdot, \cdot)(w)| \, dw \lesssim G,$$

which can be proved by a kernel estimate like (4.6). In the second inequality we used Lemma 2.3 (4.10) and the doubling property of $\gamma$ in Lemma 2.4. Then we have verified (4.5) if $k + r_x \leq 0$. 

**Lemma 4.3.** Let us set $v = 0$, suppose that there exist constants $F$ and $G$ such that $a_k$ satisfies

$$\left\| \sup_{u \in I} |a_k(u, D)f| \right\|_2 \leq F \| f \|_2 \quad \text{and} \quad |\partial_\xi a_k(u, \xi)| \leq G$$

for all $u \in I$, $\xi \in K_1 \times K_2$, $|\alpha| \leq 6$ and $k \in \mathbb{Z}$. Furthermore, let us set $N = \frac{1}{9} \log_2 (C_0G^2/F)$, and define

$$S_2f(x) = \int_{Q_x} \sup_I \left( \sum_{|k + r_x| > N} \left| m_k(u, D)f(y) - \int_{Q_x} m_k(u, D)f(z) \, dz \right|^2 \right)^{1/2} \, dy,$$

where $Q_x$ is a dyadic cube satisfying $x \in Q_x$. Then we have

$$\| S_2f \|_p \leq F \| f \|_p.$$

**Proof.** Define

$$\mathcal{T}(\{f_k\})(x) = \int_{Q_x} \sup_I \left( \sum_{|k + r_x| > N} \left| m_k(u, D)f_k(y) - \int_{Q_x} m_k(u, D)f_k(z) \, dz \right|^2 \right)^{1/2} \, dy.$$ 

By Lemma 3.5 it suffices to show

$$\left\| \mathcal{T}(\{f_k\}) \right\|_2 \leq F \left( \sum_k |f_k|^2 \right)^{1/2}$$

and

$$\left\| \mathcal{T}(\{f_k\}) \right\|_{\infty} \leq F \left( \sum_k |f_k|^2 \right)^{1/2}.$$ 

We start with the proof of (4.9). Similarly as (4.3), we have

$$\left\| \mathcal{T}(\{f_k\}) \right\|_2 \leq \left( \sum_k \left\| \sup_{u \in I} m_k(u, D)f_k \right\|_2 \right)^{1/2} \leq F \left( \sum_k |f_k|^2 \right)^{1/2}.$$

It remains to show (4.10). Notice that $\mathcal{T}(\chi_{Q_k^*}f_k)(x)$ can be written as

$$\int_{Q_x} \sup_I \left( \sum_{|k + r_x| > N} \left| m_k(u, D)(\chi_{Q_k^*}f_k)(y) - \int_{Q_x} m_k(u, D)(\chi_{Q_k^*}f_k)(z) \, dz \right|^2 \right)^{1/2} \, dy,$$

and $\mathcal{T}(\chi_{(Q_k^*)^c}f_k)(x)$ can be written as

$$\int_{Q_x} \sup_I \left( \sum_{|k + r_x| > N} \left| m_k(u, D)(\chi_{(Q_k^*)^c}f_k)(y) - \int_{Q_x} m_k(u, D)(\chi_{(Q_k^*)^c}f_k)(z) \, dz \right|^2 \right)^{1/2} \, dy.$$


By the triangle inequality, it suffices to show

\[
(4.11) \quad \sup_x \bar{T}(\{\chi_{Q_x^*} f_k\})(x) \lesssim F \left( \sum_k |f_k|^2 \right)_\infty^{1/2}
\]

and

\[
(4.12) \quad \sup_x \bar{T}(\{\chi_{(Q_x^*)^c} f_k\})(x) \lesssim F \left( \sum_k |f_k|^2 \right)_\infty^{1/2}.
\]

We first show (4.11). From the triangle inequality and the Cauchy-Schwartz inequality and Fubini’s theorem, it follows that

\[
\bar{T}(\{\chi_{Q_x^*} f_k\})(x) \lesssim |Q_x|^{-1/2} \left( \sum_k \left\| \sup_{u \in I} |m_k(u, D)(\chi_{Q_x^*} f_k)(\cdot)| \right\|_2 \right)^{1/2}
\]

\[
\lesssim F |Q_x|^{-1/2} \left( \int_{Q_x^*} \sum_k |f_k(y)|^2 \, dy \right)^{1/2} \lesssim F \sup_y \left( \sum_k |f_k(y)|^2 \right)^{1/2}.
\]

We next show (4.12). By Lemma 4.2, for all \(y, z \in Q_x\) and \(u \in I\), we have

\[
|m_k(u, D)(\chi_{(Q_x^*)^c} f_k)(y) - m_k(u, D)(\chi_{(Q_x^*)^c} f_k)(z)|
\]

\[
\lesssim E_k^u(x, y, z) \sup_w |f_k(w)| \lesssim GC_{0, U} 2^{-\delta k + r_s} \left( \sum_k |f_k|^2 \right)_\infty^{1/2}.
\]

As a result, we find that, for all \(y \in Q_x\) and \(u \in I\),

\[
\left( \sum_{|k + r_s| > N} \left\| m_k(u, D)(\chi_{(Q_x^*)^c} f_k)(y) - \int_{Q_x^*} m_k(u, D)(\chi_{(Q_x^*)^c} f_k)(z) \, dz \right\|^{2} \right)^{1/2}
\]

\[
\lesssim C_{0, U}^l G^{-\delta N} \left( \sum_k |f_k|^2 \right)_\infty^{1/2},
\]

which in turn implies

\[
\sup_x \bar{T}(\chi_{(Q_x^*)^c} f_k)(x) \lesssim C_{0, U}^l G^{-\delta N} \left( \sum_k |f_k|^2 \right)_\infty^{1/2}.
\]

Choose \(N = \frac{1}{\delta} \log_2 (C_{0, U}^l G/F)\) such that \(C_{0, U}^l G^{-\delta N} = F\), where \(\delta\) is the one in (4.5). Then we conclude that

\[
\sup_x \bar{T}(\chi_{(Q_x^*)^c} f_k)(x) \lesssim F \left( \sum_k |f_k|^2 \right)_\infty^{1/2}.
\]

This finishes the proof of Lemma 4.3.

Now we use Lemmas 4.1 and 4.3 to prove our key Lemma 4.4.

**Lemma 4.4.** Suppose that there exist constants \(F\) and \(G\) such that \(a_k\) satisfies

\[
\left\| \sup_{u \in I} |a_k(u, D)f| \right\|_q \leq F \|f\|_q \quad \text{and} \quad \left\| \tilde{c}_k^\xi a_k(u, \xi) \right\| \leq G
\]

for \(q \in \{2, \infty\}\), \(u \in I\), \(\xi \in K_1 \times K_2\), \(|\alpha| \leq 6\) and \(k \in \mathbb{Z}\). Then we have

\[
\left\| \sup_{u \in I} \left( \sum_k |m_k(u, D)f|^2 \right)^{1/2} \right\|_p \lesssim \left( 1 + (\log_2 (C_{0, U}^l G/F))^{1/2 - 1/p} \right) F \|f\|_p.
\]
Proof. By scaling, it suffices to show
\[
\left\| \sup_{u \in I} \left( \sum_{k} |m_k(u, D_1, 2^{-v} D_2)|^2 \right)^{1/2} \right\|_p \leq \left( 1 + \left( \log_2(C_{0,U}^l G/F) \right)^{1/2-1/p} \right) F\|f\|_p.
\]
By the fact that
\[
\left\| \sup_{u \in I} \left( \sum_{k} |m_k(u, D_1, 2^{-v} D_2)|^2 \right)^{1/2} \right\|_p = \left\| \sup_{u \in I} \left( \sum_{k} |m_{k-v}(u, D_1, 2^{-v} D_2)|^2 \right)^{1/2} \right\|_p,
\]
we should only to show
\[
\left\| \sup_{u \in I} \left( \sum_{k} |m_{k-v}(u, D_1, 2^{-v} D_2)|^2 \right)^{1/2} \right\|_p \leq \left( 1 + \left( \log_2(C_{0,U}^l G/F) \right)^{1/2-1/p} \right) F\|f\|_p.
\]
Therefore, without loss of generality, we can assume \(v = 0\) and show
\[
\left\| \sup_{u \in I} \left( \sum_{k} |m_k(u, D)|^2 \right)^{1/2} \right\|_p \leq \left( 1 + \left( \log_2(C_{0,U}^l G/F) \right)^{1/2-1/p} \right) F\|f\|_p.
\]
By Fatou’s lemma, it suffices to show, for all \(M \geq 1\),
\[
\left\| \sup_{u \in I} \left( \sum_{|k| \leq M} |m_k(u, D)|^2 \right)^{1/2} \right\|_p \leq \left( 1 + \left( \log_2(C_{0,U}^l G/F) \right)^{1/2-1/p} \right) F\|f\|_p,
\]
where the implicit constant is independent of \(M\).

By density we can assume \(f \in S\). Define
\[
\mathcal{T}_M f = \{m_k(u, D)f\}_{|k| \leq M} \in \mathcal{L}^p(\mathbb{R}^2, L^2_M) \cap \mathcal{L}(\mathbb{R}^2, L^\infty_M),
\]
By Lemma 3.7, it suffices to show
\[
\left\| M_{\text{dyad}} \mathcal{T}_M f \right\|_p \leq \left( 1 + \left( \log_2(C_{0,U}^l G/F) \right)^{1/2-1/p} \right) F\|f\|_p.
\]
Choose \(N = \frac{1}{8} \log_2(C_{0,U}^l G/F)\) and define
\[
S_1 f(x) = \int_{Q_x} \sup_{u \in I} \left( \sum_{|k| \leq N} |m_k(u, D)f(y) - \int_{Q_x} m_k(u, D)f(z) dz|^2 \right)^{1/2} dy
\]
and
\[
S_2 f(x) = \int_{Q_x} \sup_{u \in I} \left( \sum_{|k| > N} |m_k(u, D)f(y) - \int_{Q_x} m_k(u, D)f(z) dz|^2 \right)^{1/2} dy.
\]
For each \(x \in \mathbb{R}^2\), we can find a dyadic cube \(x \in Q_x\) such that \(M^2 \mathcal{T}_M f(x) \leq 2S_1 f(x) + 2S_2 f(x)\). It suffices to obtain
\[
\|S_1 f\|_p \leq \left( \log_2(C_{0,U}^l G/F) \right)^{1/2-1/p} F\|f\|_p \quad \text{and} \quad \|S_2 f\|_p \leq F\|f\|_p,
\]
which follows from Lemmas 4.1 and 4.3.
5. THE PROOF OF THE MAIN THEOREM

This section is devoted to the proof of our main Theorem 1.1. First of all, we will apply Minkowski’s inequality and replace the sharp truncation \([-1,1]\) in the definition of \(H^\gamma\) by a smooth truncation. Let \(\epsilon_0 > 0\) be a small number that is to be determined, its choice depends only on \(\gamma\), and let \(\tilde{\phi} : \mathbb{R} \to \mathbb{R}\) be a non-negative smooth bump function supported on \((-\epsilon_0, \epsilon_0)\) with \(\tilde{\phi}(t) = 1\) for every \(|t| \leq \epsilon_0/2\). Let \(x = (x_1, x_2)\), by Minkowski’s inequality, we observe that

\[
\|\int_{-1}^{1} f(x_1 - t, x_2 - u(x) \gamma(t))(1 - \tilde{\phi}(t)) \frac{dt}{t}\|_p \leq \epsilon_0 \|f\|_p
\]

for every \(p > 1\). Therefore, to prove the \(L^p\)-boundedness of \(H^\gamma\), it suffices to prove the same boundedness of the operator

\[
\int_{\mathbb{R}} f(x_1 - t, x_2 - u(x) \gamma(t)) \tilde{\phi}(t) \frac{dt}{t},
\]

which, for the sake of simplifying notation, will still be called as \(H^\gamma\). Without loss of generality, we assume \(u > 0\).

Let \(\varphi \in C_c^\infty(\mathbb{R})\) be a non-negative function, \(\text{supp} \varphi \subseteq [-2,2]\) and \(\varphi = 1\) on \([-1,1]\). Define \(\phi(t) = \varphi(t) - \varphi(2t)\), then

\[
\text{supp} \phi \subseteq \{t \in \mathbb{R} : 1/2 \leq |t| \leq 2\}, \quad \sum_{k \in \mathbb{Z}} \phi_k(t) = 1 \quad \text{for all } t \neq 0,
\]

where \(\phi_k(t) = \phi(2^{-k}t)\). Let \(\tilde{\phi} \in C_c^\infty(\mathbb{R} \setminus 0)\) such that \(\tilde{\phi} = 1\) on \(\{t \in \mathbb{R} : 1/4 \leq |t| \leq 4\}\). We then define \(P_k f(x) = (\phi_k(\xi_2) \hat{f}(\xi))^\gamma(x)\) and \(\tilde{P}_k f(x) = (\tilde{\phi}_k(\xi_2) \hat{f}(\xi))^\gamma(x)\) for \(k \in \mathbb{Z}\).

To proceed, we will reduce the \(L^p\)-boundedness of \(H^\gamma\) to a square function estimate. Recall \(u : \mathbb{R}^2 \to \mathbb{R}\) is a Lipschitz function with Lipschitz norm \(\|u\|_{\text{Lip}} \leq 1/2\). This further implies that \(\|u(x_1, \cdot)\|_{\text{Lip}} \leq 1/2\) for every \(x_1 \in \mathbb{R}\).

**Lemma 5.1.** For every \(1 < p < \infty\), we have

\[
\left\| \sum_{k} (1 - \tilde{P}_k^2) H^\gamma P_k^2 f \right\|_p \leq \|f\|_p
\]

for every Schwartz function \(f\).

**Proof (of Lemma 5.1).** This lemma follows from Theorem 1.1 in [15], which further relies on Jones’ beta numbers [22]. In the special case where \(\gamma\) is a monomial, such a lemma was already proved and used in [15]. The proof of the general case is essentially the same. For the sake of completeness, we still include the proof here.

We first write

\[
(1 - \tilde{P}_k^2) H^\gamma P_k^2 f(x) = \int_{\mathbb{R}} (1 - \tilde{P}_k^2) \left[ P_k^2 f(x_1 - t, x_2 - u(x) \gamma(t)) \right] \tilde{\phi}(t) \frac{dt}{t}.
\]

By Minkowski’s inequality, we have

\[
\left\| (1 - \tilde{P}_k^2) H^\gamma P_k^2 f \right\|_p \leq \int_{\mathbb{R}} \left\| (1 - \tilde{P}_k^2) \left[ P_k^2 f(x_1 - t, x_2 - u(x) \gamma(t)) \right] \tilde{\phi}(t) \right\|_p \frac{dt}{|t|}.
\]

By [15] Theorem 1.1, the last display can be further bounded by

\[
\int_{\mathbb{R}} \|f(x_1 - t, x_2)\|_{L^p_{x_2}} \|u(x_1, \cdot)\gamma(t)\|_{\text{Lip}} \|\tilde{\phi}(t)\|_p \frac{dt}{|t|}.
\]

Note that \(\|u(x_1, \cdot)\gamma(t)\|_{\text{Lip}} \leq |\gamma(t)| \|u\|_{\text{Lip}}\). Therefore, (5.6) is bounded by

\[
\|f\|_p \|u\|_{\text{Lip}} \int_{\mathbb{R}} |\gamma(t)| \tilde{\phi}(t) \frac{dt}{|t|} \leq \|f\|_p \|u\|_{\text{Lip}}.
\]
In the last step, we used the fact that $|\gamma(t)| \lesssim |t|^{\log_2 C_{0,t}}$, which is a simple consequence of \cite{221}.

Lemma \ref{l1} tells us that in order to prove the $L^p$-boundedness of $H^\gamma$, it suffices to consider the $L^p$-boundedness of the “diagonal” term:

\begin{equation}
\left\| \sum_k \tilde{P}_k^2 H^\gamma P_k^2 f \right\|_p \lesssim \|f\|_p
\end{equation}

for every $p > 1$. By the Littlewood-Paley theory and the vector-valued estimates for the maximal operator, it suffices to prove

\begin{equation}
\left\| \left( \sum_k |H^\gamma P_k^2 f|^2 \right)^{1/2} \right\|_p \lesssim \|f\|_p.
\end{equation}

The proof of this square function estimate will occupy the rest of the paper. In order to bound such a square function, we will first apply a dyadic decomposition in the $t$ variable. For every $u \in \mathbb{R}$, define

\begin{equation}
A_{u,l} f(x) = \int_{\mathbb{R}} f(x_1 - t, x_2 - u\gamma(t)) \phi(2^l t) \tilde{\varphi}(t) \frac{dt}{t}.
\end{equation}

We use notations $u(x) = u_x$. With these notations, we can write $H^\gamma P_k^2 f$ as a sum of $A_{u_x,t} P_k^2 f$ over $l \in \mathbb{N}$. For each fixed $k \in \mathbb{Z}$, we will split the sum over $l \in \mathbb{N}$ into two parts: A high frequency part and a low frequency part. The intuition behind the splitting is quite standard: If $l$ is “large”, that is, $t \approx 2^{-l}$ is “small”, then by the uncertainty principle applied to the second variable, the term $u \gamma$ can be treated as a small perturbation since $P_k^2 f$ is essentially constant at the scale $2^{-k}$ in the second variable; if $l$ is “small”, that is, $t$ is “large”, then we will be able to make use of oscillations to obtain certain exponential decay in $l$, via the local smoothing estimates that were established in the following Lemma \ref{l4}.

Let us proceed with the decomposition in $l$ described above. For $v \in \mathbb{Z}$, define

\begin{equation}
E_v = \{ k \in \mathbb{Z} : 2^{v+k} \gamma(\epsilon_0/2) \geq 1 \}.
\end{equation}

Define $v_x \in \mathbb{Z}$ satisfies $2^{-v_x} u_x \in [1, 2)$. We see that if $k \notin E_{v_x}$, then

\begin{equation}
2^{v_x+k} \gamma(\epsilon_0/2) \simeq |u(x)| 2^{k} \gamma(\epsilon_0/2) \leq 1,
\end{equation}

and as a consequence, for every choice of $l$, the term $u \gamma$ can be treated as a perturbation when considering $P_k^2 f$. To be more precise, we have

**Lemma 5.2.** For every $x \in \mathbb{R}^2$ and $k \notin E_{v_x}$, we have the pointwise estimate

\begin{equation}
|H^\gamma P_k^2 f(x)| \lesssim H^\gamma_l P_k^2 f(x) + M_S P_k^2 f(x).
\end{equation}

Here and hereafter, $H^\gamma_l$ denotes the maximal Hilbert transform applied in the first variable, $M_S$ denotes the composition of some $M_1$ and $M_2$, which are the maximal function applied in the first and second variables, respectively.

Next, for $v, k \in \mathbb{Z}$, define

\begin{equation}
l_0 = l_0(v,k) \in \mathbb{Z} \text{ such that } 2^{v+k} \gamma(2^{-l_0}) \simeq 1.
\end{equation}

There may be multiple choices of $l_0$, we here pick an arbitrary one. Similar to Lemma \ref{l2}, we have the following pointwise estimate, i.e., Lemma \ref{l3}. All of these two lemmas will be proved in Section 6.
For each fixed $u$, a decomposition, which is a Littlewood-Paley decomposition in the first variable of $f(x)$, remains to prove

$$
\left| \sum_{t \geq l_0(v_x, k)} A_{u_x, l} P_k^2 f(x) \right| \lesssim H_1^* P_k^2 f(x) + M_S P_k^2 f(x).
$$

By Lemmas 5.2 and 5.3 and the vector-valued estimates for $H_1^*$ and $M_S$, to prove (5.9), it remains to prove

$$
\left\| \left( \sum_k \chi_{\{k \in E_{v_x} \}} \sum_{t \leq l_0(v_x, k)} A_{u_x, l} P_k^2 f(x) \right)^2 \right\|_p^{1/2} \lesssim \| f \|_p
$$

for every $p > 1$. For $k \in \mathbb{Z}$, define $P_k^1 f(x) = (\phi_k(\xi) f(\xi))' (x)$. Now we carry out a last decomposition, which is a Littlewood-Paley decomposition in the first variable of $f$, write

$$
A_{u_x, l} P_k^2 f(x) = \sum_{k' \in \mathbb{Z}} A_{u_x, l} P_{k'}^1 P_k^2 f(x).
$$

For each fixed $u$, the Fourier multiplier of the convolution operator $A_{u, l}$ is given by

$$
\int_{\mathbb{R}} e^{i(t \xi + u \eta)} \phi(2^l t) \hat{\varphi}(t) \frac{dt}{t} = \int_{\mathbb{R}} e^{i(2^{-l} t \xi + u \gamma(t) \eta)} \phi(t) \hat{\varphi}(2^{-l} t) \frac{dt}{t}.
$$

Assume that $|\xi| \approx 2^{k'}$ and $|\eta| \approx 2^k$. In order for the multiplier to have “non-trivial” contributions, it should admit a critical point in the region where $|t| \approx 2^{-l}$, that is,

$$
\xi + u \gamma(t) \eta = 0 \quad \text{for some} \quad |t| \approx 2^{-l}.
$$

This leads to

$$
2^{k'} \approx |u| \gamma(2^{-l}) 2^k.
$$

In other words, for fixed $u, k$ and $l$, in the sum over $k'$ in (5.17), only those terms satisfying (5.20) will have non-trivial contributions; all other terms can be handled via elementary methods like integration by parts. Therefore, to prove (5.16), we will only prove

$$
\left\| \left( \sum_k \chi_{\{k \in E_{v_x} \}} \sum_{t \leq l_0(v_x, k)} A_{u_x, l} P_{k_1}^1 P_k^2 f(x) \right)^2 \right\|_p^{1/2} \lesssim \| f \|_p,
$$

where

$$
k_1 = k_1(v_x, k, l) \in \mathbb{Z} \quad \text{is such that} \quad 2^{k_1} \approx 2^{d_u} 2^k \gamma(2^{-l}).
$$

In the following part, for ease of notation, we will compress the dependence of $k_1$ on $x, k$ and $l$. We will emphasize such dependence whenever necessary. Moreover, if $x$ and $k$ are clear from the context, we will also leave out the dependence of $l_0$ on $x$ and $k$.

One key step in the proof of (5.20) is the following estimate of local smoothing type, which originally only holds for $p > 2$. Here we have a same estimate for every $p > 1$ due to the Lipschitz assumption on $u$.

**Lemma 5.4.** For every $p > 1$, it holds that

$$
\| \chi_{\{k \in E_{v_x} \}} A_{u_x, l_0 - l} P_{k_1}^1 P_k^2 f(x) \|_p \lesssim 2^{-\delta_p l} \| f \|_p
$$

for every $l \in \mathbb{N}$, where $\delta_p > 0$ is a small constant, $k_1 = k_1(v_x, k, l_0 - l)$ and $l_0 = l_0(v_x, k)$. 

Note that by Fubini’s theorem, the desired estimate (5.21) at \( p = 2 \) follows immediately from Lemma 5.4.

The proof of Lemma 5.4 will be given in Section 7, we now make one remark. Recall that the phase function of the multiplier in (5.13), given by
\[
2^{-(l_0 - l)} t \xi + u_x \gamma(2^{-(l_0 - l)} t) \eta.
\]
Note that for every \( t \) in the support of \( \phi \), it holds that \(|t| \approx 1\); for every \((\xi, \eta)\) in the Fourier support of \( P^1_k P^2_k f \), it holds that
\[
|\xi| \approx 2^{k_1} \approx |u_x| 2^{k_1} \gamma(2^{-(l_0 - l)}) \quad \text{and} \quad |\eta| \approx 2^k.
\]
Let us show that both of the terms in (5.24) have scales bigger than one. This is another way of saying that our phase function (5.24) may oscillate very fast; local smoothing estimates of Mockenhaupt, Seeger and Sogge [27] allow us to explore this high oscillation and obtain a favourable decay estimate as in the above lemma. That both terms in (5.24) are of scale bigger than one is trivial in the case when \( \gamma \) is a monomial. In the general case, the assumptions we made on \( \gamma \) in Theorem 1.1 will appear. Let us be more precise. First, note that
\[
|u_x| \gamma(2^{-l_0 + l}) |\eta| \geq |u_x| \gamma(2^{-l_0}) |\eta| \geq 1,
\]
which follows from the monotonicity assumption on \( \gamma \) and the definition of \( l_0 \) in (5.14). The other term is the more interesting one. We need to show that
\[
2^{-l_0 + l} |u_x| 2^{k_1} \gamma(2^{-l_0 + l}) \geq 1,
\]
which follows from applying item (ii) in the statement of Theorem 1.1 with \( j = 1 \).

So far we have finished the proof of (5.21) at \( p = 2 \), which leads to the main Theorem 1.1 at \( p = 2 \). Next, we consider \( p \neq 2 \). It turns out that the case \( p < 2 \) and the case \( p > 2 \) require entirely different tools. The case \( p < 2 \) is easier, and can be handled essentially via the interpolation and the bootstrapping argument of Nagel, Stein and Wainger [28]. The case \( p > 2 \) is much more complicated, and would require a vector-valued version of the \( L^p \) orthogonality principle of Seeger [31], we here will prove this vector-valued result in a general homogeneous type space instead of \( \mathbb{R}^n \). Homogeneous spaces were introduced by Coifman and Weiss [13], who discovered that the “spaces of homogeneous type” are the metric spaces to which the Calderón-Zygmund theory extends naturally. It would be interesting to find an approach that works for every \( p \) simultaneously.

Let us first look at the easier case \( p < 2 \). By interpolation with the exponential decay estimate in Lemma 5.4 and the Littlewood-Paley inequality, it suffices to prove that
\[
\left( \sum_k \chi_{\{k \in E_{x^b}\}} |A_{x^b, l_0 - l} P^1_k P^2_k f(x)|^2 \right)^{1/2}_p \leq \left( \sum_k |P^2_k f|^2 \right)^{1/2}_p
\]
for every \( l \in \mathbb{N} \). Here \( k_1 = k_1(v_x, k, l_0 - l) \) and \( l_0 = l_0(v_x, k) \). In order to prove the above vector-valued estimates, we will appeal to the \( L^p \)-boundedness of the maximal operators that were established in [26]. Indeed, one can also apply Lemma 5.4 and recover the above result. Define
\[
M^\gamma f(x) = \sup_{\epsilon > 0} \frac{1}{2\epsilon} \int_{-\epsilon}^{\epsilon} |f(x_1 - t, x_2 - u(x)\gamma(t))| \tilde{\varphi}(t) \, dt.
\]
It was proven in [26] that, under the same assumptions as in Theorem 1.1 it holds that
\[
\|M^\gamma f\|_p \lesssim \|f\|_p.
\]
for every $p > 1$. Moreover, one can upgrade such scalar-valued bound into a vector-valued bound for free. To be more precise, we also have that

$$
\left\| \left( \sum_{k} |M^y f_k|^2 \right)^{1/2} \right\|_p \leq \left\| \left( \sum_{k} |f_k|^2 \right)^{1/2} \right\|_p
$$

for every $1 < p \leq 2$. To show (5.28), we observe the following pointwise estimate

$$
|A_{u,v;\hat{l}_0} P_{k_1}^1 P_{k}^2 f(x)| \leq M^y M_S P_{k}^2 f(x).
$$

Therefore, the desired estimate (5.28) follows immediately from (5.31) and the vector-valued estimates for the strong maximal operator.

In the remaining part, we focus on the case $p > 2$. By interpolating with the $L^2$ bounds in Lemma 5.4, it suffices to prove

$$
\left\| \left( \sum_{k} \chi_{\{k \in E_v\}} A_{u,v;\hat{l}_0} P_{k_1}^1 P_{k}^2 f(x) \right)^{2} \right\|_{p}^{1/2} \leq (l + 1)^{10} \left\| \left( \sum_{k} |P_{k}^2 f|^2 \right)^{1/2} \right\|_{p}
$$

for every $l \geq 0$, where

$$
k_1 = k_1(v, k, l_0 - l) \text{ is such that } 2^{k_1} \simeq 2^{\nu} 2^{k} \gamma' (2^{-(l_0 - l)}).
$$

We bound the left hand side of (5.33) by

$$
\left\| \left[ \sum_{v \in \mathbb{Z}} \sup_{u \in [1, 2]} \left( \sum_{k} \chi_{\{k \in E_v\}} A_{u,v;\hat{l}_0} P_{k_1}^1 P_{k}^2 f \right)^{2} \right]^{p/2} \right\|_{p}^{1/p},
$$

where

$$
l_0 = l_0(v, k) \text{ satisfying } 2^{\nu + k} \gamma(2^{l_0}) \simeq 1,
$$

and

$$
k_1 = k_1(v, k, l_0 - l) \text{ satisfying } 2^{k_1} \simeq 2^{\nu} 2^{k} \gamma' (2^{-(l_0 - l)}).
$$

We now state two lemmas.

**Lemma 5.5.** For each fixed $k_1$, $k$ and $l$, there are at most $C(l + 1)$ choices of $v$ such that (5.37) holds.

**Proof (of Lemma 5.5).** Fix $k_1$, $k$ and $l$, by the assumption (ii) of Theorem 1.3.1 (5.36) and (5.37), we have

$$
C_{0, L}^{l_0 - l} \lesssim 2^{k_1} \simeq \gamma_{l_0} (2^l) 2^{l_0 - l} \lesssim C_{0, U}^{l_0 - l}.
$$

Therefore, for each fixed $k_1$, there are at most $C_1 (l + 1)$ choices of $l_0$. By (5.36), for each fixed $l_0$, there are at most $C_2$ choices of $v$. Then for each fixed $k_1$, there are at most $C_1 C_2 (l + 1)$ choices of $v$ such that (5.37) holds. 

**Lemma 5.6.** Let $2 < p < \infty$ and $v \in \mathbb{Z}$. Then

$$
\left\| \sup_{u \in [1, 2]} \left( \sum_{k \in E_v} A_{2^u, v;\hat{l}_0} P_{k_1}^1 P_{k}^2 f \right)^{2} \right\|_{p}^{1/2} \leq (l + 1)^{5} \left\| \left( \sum_{k \in E_v} |P_{k_1}^1 P_{k}^2 f|^2 \right)^{1/2} \right\|_{p},
$$

where $l_0$ and $k_1$ are defined as in (5.36) and (5.37), respectively.
We first assume Lemma 5.6, which will be proved in Section 8, and continue the proof of (5.33). By (5.35), $l^2 \leq l^p$ and Lemmas 5.5 and 5.6 the left hand side of (5.33) can be bounded by

\[
(l + 1)^5 \left( \sum_{k \in E_v} \left( \sum_{l \in k} |P_k f|^2 \right)^{p/2} \right)^{1/p} \leq (l + 1)^{10} \left( \sum_{k' \in k} \sum_{l' \in k} |P_{k'} f|^2 \right)^{1/2}.
\]

(5.39)

In the end, we apply the bi-parameter Littlewood-Paley inequality and finish the proof of (5.33).

6. PROOFS OF LEMMAS 5.2 AND 5.3

Let us begin with the proof of Lemma 5.2. We fix $x \in \mathbb{R}^2$ and $k \notin E_v$, which means $2^{v_x + k} \leq 1$. We have

\[
H^\gamma P_k^2 f(x) = \int_{\mathbb{R}} P_k^2 f(x_1 - t, x_2 - u_x \gamma(t)) \hat{\varphi}(t) \frac{dt}{t}.
\]

From $P_k^2 f = P_k \check{P}_k^2 f$ and the definition of $\check{P}_k^2 f$, it easily follows that

\[
P_k^2 f(x) = \int_{\mathbb{R}} P_k^2 f(x_1, x_2 - z) 2^k \check{\phi}(2^k z) dz.
\]

We write (6.1) as

\[
\int_{\mathbb{R}} \int_{\mathbb{R}} P_k^2 f(x_1 - t, x_2 - u_x \gamma(t) - z) 2^k \check{\phi}(2^k z) \hat{\varphi}(t) \frac{dt}{t} dz.
\]

(6.3)

We compare it with

\[
\int_{\mathbb{R}} \int_{\mathbb{R}} P_k^2 f(x_1 - t, x_2 - z) 2^k \check{\phi}(2^k z) \hat{\varphi}(t) \frac{dt}{t} dz,
\]

which is certainly bounded by $H^\gamma_k P_k^2 f$. The difference is controlled by

\[
\int_{\mathbb{R}} \int_{\mathbb{R}} |P_k^2 f(x_1 - t, x_2 - z) 2^k \check{\phi}(2^k (z + u_x \gamma(t)) - \check{\phi}(2^k z)) \hat{\varphi}(t) \frac{dt}{t} dz.
\]

(6.5)

Recall that $|\gamma(t)| \leq |t|^{10} L$, we see from it that (6.3) is bounded by the strong maximal function $M_S P_k^2 f$. This finishes the proof of Lemma 5.2.

Next we prove Lemma 5.3. Fix $x \in \mathbb{R}^2$, we abbreviate $l_0(v_x, k)$ to $l_0$, and then

\[
\sum_{l \geq l_0} A_{u_x, l} P_k^2 f(x) = \sum_{l \geq l_0} \int_{\mathbb{R}} P_k^2 f(x_1 - t, x_2 - u_x \gamma(t)) \phi_l(t) \hat{\varphi}(t) \frac{dt}{t}.
\]

(6.6)

We still compare it with

\[
\sum_{l \geq l_0} \int_{\mathbb{R}} P_k^2 f(x_1 - t, x_2) \phi_l(t) \hat{\varphi}(t) \frac{dt}{t},
\]

(6.7)
which can be bounded by the maximal Hilbert transform $H^*_k P_k^2 f$. The difference is bounded by
\begin{align}
(6.8) \sum_{n \in \mathbb{N}} (1 + \tau)^{-100} \int_{|t| \leq 2^{-l}} \int_{\mathbb{R}} |P_k^2 f(x_1 - t, x_2 - z)| 2^k \chi_{\{r2^{-k} \leq |z| \leq (r+1)2^{-k}\}} \tilde{\varphi}(t) \frac{2^k |u_x| |\gamma(t)|}{|t|} dt \, dz
\end{align}
\begin{align}
\leq \sum_{n \in \mathbb{N}} (1 + \tau)^{-100} \int_{|t| \leq 2^{-l}} \int_{\mathbb{R}} |P_k^2 f(x_1 - t, x_2 - z)| 2^k \chi_{\{r2^{-k} \leq |z| \leq (r+1)2^{-k}\}} \tilde{\varphi}(t) \frac{|\gamma(t)|}{|t|} \, dt.
\end{align}
Recall that from Lemma 2.1 we have $\gamma(t) \leq \gamma(2t)/C_{0,L}$. This implies that if $|t| \approx 2^{-l} \leq 2^{-l_0}$, then
\begin{align}
(6.9) |\gamma(t)| \leq (C_{0,L})^{-((l-l_0)} \gamma(2^{-l_0}).
\end{align}
From this we see again that (6.8) can be bounded by the strong maximal function $M_S P_k^2 f$. This finishes our proof.

7. Proof of Lemma 5.4

By interpolating with the estimate (5.30), we see that to prove Lemma 5.4 it suffices to prove
\begin{align}
(7.1) \left\| \chi_{\{k \in E_u, v\}} A_{u, l_0 - l} P_k^1 P_k^2 f(x) \right\|_p \lesssim C_{0,L}^{-\delta_p l} \|f\|_p
\end{align}
for some $p \geq 6$, where $\delta_p > 0$ is allowed to depend on $p$. Here $k_1 = k_1(v, k, l_0 - l)$ is such that
\begin{align}
2^{k_1} \approx 2^{v_x} 2^{k_0 - l} \gamma(2^{-l_0}).
\end{align}
We bound the left hand side of (7.1) by
\begin{align}
(7.2) \left\| \sup_{v \in \mathbb{Z}} \sup_{u \in [1, 2]} \chi_{\{k \in E_u, v\}} A_{2^{v} u, l_0 - l} P_k^1 P_k^2 f \right\|_p.
\end{align}
Now we bound the sup over $v \in \mathbb{Z}$ by a $\ell^p$ norm. By Lemma 5.5 and the method similar as in the proof of (5.30), it then suffices to prove
\begin{align}
(7.3) \left\| \sup_{u \in [1, 2]} \chi_{\{k \in E_v\}} A_{2^{v} u, l_0 - l} P_k^1 P_k^2 f \right\|_p \lesssim C_{0,L}^{-\delta_p l} \|f\|_p
\end{align}
uniformly in $v \in \mathbb{Z}$, where $k_1 = k_1(v, k, l_0 - l)$. By scaling and the support assumption in (5.2), it suffices to show
\begin{align}
(7.4) \left\| \sup_{u \in [1, 2]} \left| m_{l_0 - l}^{2 \gamma_0(2^l)} (u, D) f \right| \right\|_p \lesssim \gamma_0(2^l)^{-\delta_p} \|f\|_p \lesssim C_{0,L}^{-\delta_p l} \|f\|_p
\end{align}
for all $k, v \in \mathbb{Z}$ satisfying $k \in E_v$ and $2^{-l_0 + l} \leq \epsilon_0$, where
\begin{align}
(7.5) m_{l_0}^j (u, \xi) = \phi_j(\xi_1) \phi_j(\xi_2) \int_{\mathbb{R}} e^{i \xi_1 t} e^{i \xi_2 w \gamma(t)} \phi(t) \frac{dt}{t}.
\end{align}
We remark that $m_{l_0}^j (u, \xi)$ is the multiplier of the convolution operator $A_{u}^l P_j^1 P_j^2$, where
\begin{align}
(7.6) A_{u}^l f(x) = \int_{\mathbb{R}} f(x_1 - t, x_2 - w \gamma(t)) \phi(t) \frac{dt}{t}.
\end{align}
Let us organize what we need to prove in the following lemma.
Lemma 7.1. For every $j \geq 1$ and $l \in \mathbb{N}$ with $2^l \gg 1$, it holds that
\begin{equation}
\left\| \sup_{u \in [1, 2]} |m_j^l(u, D)f| \right\|_p \lesssim 2^{-\delta_p j \|f\|_p}
\end{equation}
for some $p \geq 6$ and some $\delta_p > 0$ that is allowed to depend on $p$. In particular, the implicit constant is uniform in $l$.

The rest of this section is devoted to the proof of Lemma 7.1. Before we start the proof, let us make a remark that this is the place where we need to apply Lemma 2.2, which states that $\gamma_l$ behaves “uniformly” in the parameter $l$. In particular, if we assume that $\gamma : \mathbb{R} \to \mathbb{R}$ is homogeneous, then $\gamma_l$ will be independent of $l$, and certainly all estimates we obtained will also be uniform in $l$.

Let us begin the proof with an estimate for a fixed $u$, which is a simple corollary of van der Corput’s lemma.

Lemma 7.2. For every $j \geq 1$, $2^l \gg 1$, $u \in [1, 2]$ and every $p \geq 2$, it holds that
\begin{equation}
\left\| m_j^l(u, D)f \right\|_p \lesssim 2^{-j/p \|f\|_p},
\end{equation}
where the implicit constant is uniform in $l$.

Proof (of Lemma 7.2). By interpolation, it suffices to prove (7.8) at $p = 2$ and $p = \infty$. The estimate at $p = \infty$ is trivial since $A_u^l$ is an averaging operator. The desired $L^2$ bound follows immediately from the following pointwise estimate of the multiplier:
\begin{equation}
|m_j^l(u, \xi)| \lesssim 2^{-j/2},
\end{equation}
which further follows from van der Corput’s lemma and
\begin{equation}
|\gamma''_l(t)| \gtrsim 1 \quad \text{for all } t \in [1/2, 2],
\end{equation}
uniformly in $l$, as stated in Lemma 2.2.

Let us continue with the proof of Lemma 7.1. In the next lemma, we prove a local smoothing estimate, which, combined with Lemma 7.2 and the Sobolev embedding inequality, further implies Lemma 7.1. We refer to [26] for a more detailed discussion.

Lemma 7.3. For every $j \geq 1$, $2^l \gg 1$ and every $p \geq 6$, it holds that
\begin{equation}
\left( \int_1^2 \left\| m_j^l(u, D)f \right\|_p^p du \right)^{1/p} \lesssim 2^{-(1/p + \delta_p j) \|f\|_p},
\end{equation}
for some $\delta_p > 0$, uniformly in $l$.

Proof (of Lemma 7.3). Recall the definition of the multiplier $m_j^l$ in (7.5). Let $t_c$ be the critical point of the phase function there, that is,
\begin{equation}
\xi_1 + \xi_2 u \gamma_l'(t_c) = 0.
\end{equation}
Next we show if $t_c$ satisfies (7.12), then $t_c \approx 1$. By (7.12), for all $\xi_1, \xi_2 \in \text{supp } \phi_j$ and $u \in (1/2, 4)$, one has
\begin{equation}
\gamma_l'(t_c) \in [2^{-4}, 2^4].
\end{equation}
By the doubling property of $\gamma'$ in Lemma 2.1 there exits a constant $c_3$ (independent of $l$) such that if $c_3 \leq l$, we have
\begin{equation}
[2^{-4}, 2^4] \subset \gamma'(2^{-c_3}, 2^{c_3}].
\end{equation}
We now define \( \epsilon_0 = 2^{-c_3 - 4} \). The condition \( c_3 \leq l \) is only to make sure \( \gamma_l(t) \) is well defined on \( [2^{-c_3}, 2^{c_3}] \) and will be satisfied by the support condition in (7.20). By (7.13) and (7.11), we have \( t_c \in [2^{-c_3}, 2^{c_3}] \). By the stationary phase formula in [35], we can write

\[
\Psi_l(u, \xi) = \xi_1 t_c(\xi) + \xi_2 u \gamma_l(t_c(\xi)),
\]

(7.16)

where \( \Psi_l(u, \xi) \) is a symbol of order \(-1/2\) that is supported on \( [\xi_1 \in \mathbb{R}^2 : |\xi_1| \approx |\xi_2| \approx 2^l] \) and \( e_{j,l} \) is a smooth symbol. The assumption (iii) in Theorem [1.1] guarantees that everything is uniform in \( l \) whenever \( 2^l \gg 1 \). It suffices to show that

\[
\left\| \frac{1}{p} \int \mathbb{R}^2 f(\xi)a_{j,l}(u, \xi)e^{i \Psi_l(u, \xi)}e^{ix \xi} d\xi \right\|_{L^p([1,2] \times \mathbb{R}^2)} \lesssim 2^{-(1/p + \delta_p)l} \|f\|_p.
\]

(7.17)

We will show that \( \Psi_l(u, \xi) \) satisfies Sogge’s cinematic curvature condition in [3]. Define \( Q \) is the orthogonal matrix such that \( Q e_1 = (\frac{\sqrt{2}}{2}, -\frac{\sqrt{2}}{2}) \), \( \Psi_l^Q(x, u, \xi) = \Psi_l(x, u, Q \xi) \) and \( a_{j,l}^Q(x, u, \xi) = a_{j,l}(x, u, Q \xi) \). On \( \text{supp} a_{j,l}^Q \), by the assumption (i) of Theorem [1.1], we have

\[
|\partial_{\xi_x}^2 \partial_{u \xi}^1 \Psi_l^Q(x, u, \xi)| \gtrsim 1
\]

uniformly in \( l \) whenever \( 2^l \gg 1 \). So we have verified the cinematic curvature condition in the first quadrant in \( \xi \)-space. For other quadrants, the proofs are similar and we leave them out. With Sogge’s cinematic curvature condition of phase function \( \Psi_l(u, \xi) \) at our disposal, (7.17) follows by the local smoothing estimate proven in [3]. One can read [26] for more details. □

8. PROOF OF LEMMA 5.6

We first show that, for all \( v \in \mathbb{Z} \) and \( l \geq 0 \), we have

\[
\left\| \sup_{u \in [1,2]} \left( \sum_{k \in E_v} \left| A_{2^v u, l_0 - l} P_k^1 P_k^2 f \right|^2 \right)^{1/2} \right\|_p \lesssim (l + 1)^5 \|f\|_p.
\]

(8.1)

Define

\[
m_k^l(u, \xi) = \int_{-\infty}^{\infty} e^{i x \xi + i u \xi_2 \gamma_{l_0}(2^l) \gamma_{l_0 - l}(t)} \phi(t) \sqrt{2^l - l_0} \phi_{l_0}(\gamma_{l_0}(2^l) - 1) \phi_{\xi_1}(\xi_2)
\]

where \( \gamma_{l_0}(2^l) \) and \( \gamma_{l_0 - l}(t) \) are defined as in (2.5). By scaling, it suffices to show

\[
\left\| \sup_{u \in [1,2]} \left( \sum_{k \in E_v} \left| m_k^l(u, D)^2 \right|^2 \right)^{1/2} \right\|_p \lesssim (l + 1)^5 \|f\|_p.
\]

(8.2)

Define \( a_k^l(u, \xi) = \psi(u) m_k^l(u, 2^{l_0} \gamma_{l_0}(2^l) \xi_1, 2^k \xi_2) \) for some \( \psi(u) \in C_c^\infty(1/2, 4) \) and \( \psi = 1 \) on \([1, 2]\). Then

\[
a_k^l(u, \xi) = \psi(u) \int_{-\infty}^{\infty} e^{i \gamma_{l_0}(2^l) \xi_1 t} e^{i u \xi_2 \gamma_{l_0}(2^l) \gamma_{l_0 - l}(t)} \phi(t) \sqrt{2^l - l_0} \phi_{l_0}(\gamma_{l_0}(2^l) - 1) \phi_{\xi_1}(\xi_2)
\]

and \( \text{supp} a_k \subset I \times K \), where \( I = \text{supp} \psi \) and \( K = \text{supp} \phi \times \text{supp} \phi \subset [1/2, 2] \times [1/2, 2] \).

We have that, for all \( u \in I, \xi \in K \) and \( k \in E_v \),

\[
|a_k^l(u, \xi)| \lesssim \gamma_{l_0}(2^l)^{-1/2},
\]

(8.4)

where we used van der Corput’s lemma and Lemma [2.2].
Note $\frac{d}{du} a^l_k(u, \xi)$ can be written as the sum of the following two terms:

$$
\psi'(u) \int_{\mathbb{R}} e^{2i\xi t} e^{iu\xi_2 \rho_0^{(2')}(\gamma_{l_0-l}(t)) \phi(t) \hat{\varphi}(2^l-l_0 t)} \frac{dt}{t} \phi(\xi_1) \phi(\xi_2),
$$

and

$$
\gamma_{l_0}(2^l) \psi(u) \int_{\mathbb{R}} e^{2i\xi t} e^{iu\xi_2 \rho_0^{(2')}(\gamma_{l_0-l}(t)) \gamma_{l_0-l+1}(t) \phi(t) \hat{\varphi}(2^l-l_0 t)} \frac{dt}{t} \phi(\xi_1) \xi_2 \phi(\xi_2).
$$

By Lemma 2.2 for all $m \geq 0$ and $t \in \text{supp} \phi$, we have $\|\left(\frac{d}{dt}\right)^m (\gamma_{l_0-l}(t))\| \lesssim 1$, where the implicit constant is independent of $l_0$ and $l$. Then similar as (8.4), we have for all $u \in I$,

$$
(8.5) \quad \left| \frac{d}{du} a^l_k(u, \xi) \right| \lesssim \gamma_{l_0}(2^l)^{1/2}.
$$

By (8.4), (8.5) and Plancherel’s theorem, we conclude that

$$
\left\| a^l_k(u, D)f \right\|_2 \lesssim \gamma_{l_0}(2^l)^{-1/2} \|f\|_2 \quad \text{and} \quad \left\| \frac{d}{du} a^l_k(u, D)f \right\|_2 \lesssim \gamma_{l_0}(2^l)^{1/2} \|f\|_2.
$$

By the following Sobolev embedding inequality,

$$
\sup_{s \in I} |g(s)|^2 \lesssim |g(1)|^2 + \left( \int_I |g(s)|^2 ds \right) \left( \int_I \left| \frac{d}{ds} g(s) \right|^2 ds \right)
$$

where $g \in C^{\infty}(I)$, we get

$$
(8.6) \quad \left\| \sup_{u \in I} |a^l_k(u, D)f| \right\|_2 \lesssim \|f\|_2.
$$

By (8.3), it follows that

$$
a^l_k(u, D)f = \psi(u) \int_{\mathbb{R}} P^1 \gamma_{l_0-l}(t) \phi(t) \hat{\varphi}(2^l-l_0 t) \frac{dt}{t}.
$$

Then we have $\sup_u \sup_{u \in I} |a^l_k(u, D)f(x)| \lesssim \|f\|_\infty$. We also have $|\xi|^a a^l_k(u, \xi) \lesssim \gamma_{l_0}(2^l)^{\alpha l} \lesssim C_{0,U}^6 \gamma_{l_k}^{l_0-l}$ for all $u \in I$, $\xi \in K$, $k \in E_0$ and $|\alpha| \lesssim 6$, where we used the doubling property of $\gamma$ in Lemma 2.1.

Therefore, by Lemma 4.4, we conclude that

$$
\left\| \sup_{u \in I} \left( \sum_{k \in E_0} |\psi(u) m^l_k(u, D)f|^2 \right) \right\|_p^{1/2} \lesssim (1 + \log_2(C_{0,U}^6)) \frac{1}{2-\frac{1}{p}} \left\|f\right\|_p \lesssim (l + 1)^5 \|f\|_p.
$$

This along with the fact that $\psi = 1$ on $[1, 2]$ yields (8.2).

Finally, we use (8.4) to show (5.38). Define

$$
J_i = \{3k + i : k \in \mathbb{Z}\}, \quad i = 1, 2, 3.
$$

Fix $i = 1, 2, 3$ and define $g = \sum_{k \in J_i \cap E} P^1_k \gamma_{l_0-l} f$ with $(\tilde{P}^2 f) (\xi) = \tilde{\phi}(2^{-k} \xi_2) \hat{\tilde{f}}(\xi)$, where $\tilde{\phi} \in C_c^\infty(1/4 \leq |\xi_2| \leq 4)$ and $\hat{\phi}$ is 1 on $\{\xi_2 \in \mathbb{R} : 1/2 \leq |\xi_2| \leq 2\}$. By (8.1), we find that

$$
\left\| \sup_{u \in [1, 2]} \left( \sum_{k \in J_i \cap E} |A_{2^{-k}u-l} P^1_k P^2_k g|^2 \right) \right\|_p^{1/2} \lesssim (l + 1)^5 \|g\|_p.
$$

Note that

$$
P^1_k P^2_k g = P^1_k P^2_k f \text{ for all } k \in J_i, \quad \text{and} \quad \|g\|_p \lesssim \left\| \left( \sum_{k \in J_i \cap E} |\tilde{P}^1_k \tilde{P}^2_k f|^2 \right)^{1/2} \right\|_p.
$$
For all $i = 1, 2, 3$, we have

$$
\left\| \sup_{u \in [1,2]} \left( \sum_{k \in I, \cap E_u} \left| A^{u,i_0}_k \right|^2 \right)^{1/2} \right\|_p \leq (l + 1)^3 \left( \sum_{k \in I, \cap E_u} \left| \tilde{P}^2_k \right|^2 \right)^{1/2}.
$$

Then (5.38) follows by the triangle inequality.
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