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Multi-Scale Representation of Ocean Flow Fields Based on Feature Analysis

Bo Ai 1, Decheng Sun 1, Yanmei Liu 1,2, Chengming Li 1,3, Fanlin Yang 1, Yong Yin 2 and Huibo Tian 1,*

1 College of Geomatics, Shandong University of Science and Technology, Qingdao 266000, China; aibo@sdust.edu.cn (B.A.); ysdcgis@163.com (D.S.); daibluemei@163.com (Y.L.); cmli@casm.ac.cn (C.L.); flyang@sdust.edu.cn (F.Y.)
2 Urban Planning and Design Institute of the West Coast New Area of Qingdao, Qingdao 266000, China; yinyong@casm.ac.cn
3 Chinese Academy of Surveying & Mapping, Beijing 100000, China
* Correspondence: tianhuibo@126.com; Tel: +86-1358-931-4654

Received: 08 March 2020; Accepted: 05 May 2020; Published: 7 May 2020

Abstract: When it comes to feature retention in multi-scale representations of ocean flow fields, not all data points are equal. Therefore, this paper proposes a method of selecting data points based on their importance. First, an autocorrelation analysis is performed on flow speed and the rate of change in flow direction. Then, the magnitude of speed and variation in the rate of change in flow direction are classified. Feature regions are determined according to autocorrelation aggregation and classification analysis. Then, rough set theory and evidence theory are applied, using these results to determine the weights of different points. Finally, these weights are used to construct multi-scale representations of ocean flow fields, which effectively retain flow-field characteristics.
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1. Introduction

With recent advancements in data acquisition technology, the range and resolution of ocean flow field data being collected have both increased significantly, leading to a large amount of data with dense vector points [1,2]. Displaying all of the information contained in dense vector points on a large scale is not only tedious and difficult, but also leads to visualizations that are congested with an overabundance of map symbols. To avoid congestion, multi-scale representations of ocean flow fields must rely on a sample of the available data points, and the size of this sample must vary according to scale. Points in the flow fields have different attributes and relative importance. Some points offer information which is very similar to that of adjacent points, which means that they contribute less information to the flow field overall, while others contain important feature information, which means that they contribute more to the overall characteristics of the flow fields. This critical information about flow field features can be easily missed if the data points are thinned by an equidistant thinning method, or system sampling. Though a comprehensive analysis, the data points can be assigned different weights, which reflect their relative importance and information content, and this can greatly improve the quality of multi-scale flow field representations [3].

Sampling data based on the features of flow fields involves the selection of subsets, structure analysis, feature detection, and accounting for the user’s region of interest within the original dataset [4]. This process can significantly reduce the amount of data points by filtering out uninteresting data. It can not only ensure that important flow field features are visualized effectively, but also improve rendering efficiency. In 1991, Helman et al. proposed a method of extracting vector field topology by identifying and classifying first-order singular points and then applying the method to high-order singular points in order to realize the visualization of nonlinear vector field topologies. Leeuw et al.
used multiple levels of topology to carry out the visualization of global flow structure by removing the small-scale topological structure [5]. The chaotic phenomenon is easy to appear when visualizing the large-scale turbulent high-resolution data set. Tricoche et al. studied the visualization of two-dimensional time-varying vector fields based on topology [6]. The critical points and closed streamlines are tracked by the difference value, and topological events can be found and represented. The visualization of the nonlinear vector field topology extends the range of automatically extracted features to relatively fine features in the flow field, such as slow vortices, and can quantitatively describe feature attributes [7–9]. The two-dimensional vector field topology includes critical point analysis and topological boundary extraction, which has had a mature development as the key research object of certain researchers [10–12]. Physical feature-based extraction takes into account the fact that each feature has independent and direct definition patterns and different methods can be used according to different definitions, e.g., vortex extraction, shock extraction, and line-in-line extraction [13]. William proposed an adaptive extraction method based on the Q method [14], which was studied by the distribution of the Q value in the ideal vortex model, the Q value is the difference between tension tensor and vorticity model. It was found that there is an approximate linear relation between the change in the Q value from the vortex kernel point along the radius direction and the radius square. Others—for example, Koehler et al.—studied the visibility of ultra-low Reynolds number vortices around the wings of insects in flight [15]. Sadlo et al. proposed a method for Efficient Visualization by Filtered AMR Ridge Extraction [16] and Lipinski et al. developed a ridge tracking algorithm for the computation and extraction of Lagrangian coherent structures (LCS) [17]. These methods are good for extracting the characteristics. Feature extraction based on interaction selection refers to selecting a grid point that satisfies a defined condition by defining a logical expression and extracting the part of the data field which is of interest to the user as a feature [18]. These methods train the neural network by using the region selected by the user as a sample, and the neural network, after training, is used to identify the new data, including an intelligent feature extraction algorithm based on a BP (Back Propagation) neural network proposed by Xu Huaxun et al. and an interactive fuzzy feature extraction algorithm designed to extract features and solve the problem of precisely defining a complex flow field feature region proposed by Shen et al. [19,20].

In general, topology-based feature extraction is good for the extraction of critical points and boundaries. The method can carry out a very precise extraction of a feature based on physical attributes, while the user interaction can better obtain the data needed by the user. Although the feature extraction methods of the flow field have made great progress, most of the methods need to accurately locate the features and the calculation is complex. Generally, the data are the global flow field and other large vector fields in ocean flow visualization. The complex calculation in large vector fields will reduce the efficiency of visualization, and single feature extraction will make feature extraction incomplete. For data sampling, the results of the equidistant sampling method usually make the selected data produce errors [21], and the results of stratified sampling are usually to satisfy users' understanding of the overall situation, without any emphasis on features.

In order to satisfy the feature extraction of large vector fields and ensure the sampling accuracy of the data, this paper proposes a multi-scale representation method of ocean flow fields based on feature analysis. First, we perform an autocorrelation analysis and classification analysis based on rates of change in speed and direction across the data points in the flow field in order to calculate the weight of each data point with respect to each attribute and extracted feature area. Then, rough set theory is applied to determine the support of each attribute to the feature, and evidence theory is used to determine the weight combination of each attribute. Finally, the points are sampled according to this weight, which reflects how well they represent the flow field feature of interest. The method does not require complex mathematical calculations and uses more stringent conditions to thin out the data. The flow chart of the method is shown in Figure 1:
2. Analysis of Attributes, Feature of Flow Fields, and Weight Allocation

Simplifying data by an equidistant thinning method results in missing critical features of flow fields and emphasizing unimportant features. In order to ensure that sampled data points can express the feature information of the flow field as well as possible, this paper proposes the use of autocorrelation analysis to weight data points based on two different types of feature information: flow speed and flow direction.

2.1. Autocorrelation Analysis

Spatial autocorrelation is measured based on both feature locations and feature values simultaneously by using global Moran’s I. Spatial autocorrelation can be divided into positive spatial autocorrelation and negative spatial autocorrelation. Positive spatial autocorrelation indicates that spatial phenomena at an observed point have values similar to those of other points in its vicinity. Negative spatial autocorrelation indicates that spatial phenomena values at the points are different from those of other points in the vicinity.

This paper selects a distance-based spatial weight matrix. In order to judge whether there is spatial aggregation, this paper chooses a threshold distance pattern and sets up a distance threshold [22].

2.1.1. Autocorrelation Analysis of Speed

Speed is an important feature of ocean currents. Autocorrelation analysis is used to determine the aggregation pattern of ocean current speed, and the weights of different aggregation patterns are determined through the analysis results. High–low and low–high aggregation correspond to negative spatial negative correlation. High–low aggregation means that the attribute values suddenly decrease, while low–high aggregation means that values suddenly increase, such as when the speed...
of flow changes from slow to fast. High–high and low–low aggregation corresponds to spatial positive correlation, and describe cases where the flow speed in a region is similar to that in neighboring regions. Weights are allocated according to the relative importance of the speed aggregation mode as it pertains to ocean flow fields. There are five different weights, corresponding to data of no obvious regional relevance, high–high aggregation, low–low aggregation, high–low aggregation, and low–high aggregation, as described in Equations (1).

\[
W_1 = \begin{cases} 
5, & P \in \text{(Low–High)} \\
4, & P \in \text{(High–High)} \\
3, & P \in \text{(Low–Low)} \\
2, & P \in \text{(High–Low)} \\
1, & P \in \text{(Not Significant)} 
\end{cases}
\] (1)

Taking the Kuroshio Current off the south-eastern coast of the Japanese archipelago as the experimental area (128E~139.7E, 25.12N~37.31N), the results of speed autocorrelation analysis are shown in Figure 2.

![Figure 2. Results of autocorrelation analysis of Kuroshio’s speed.](image)

The red region indicates high–high aggregation, the blue region indicates low–low aggregation, light blue indicates low–high aggregation, and light red region indicates high–low aggregation.

2.1.2. Autocorrelation Analysis of Direction

The direction of flow fields is superposed by vertical and horizontal vectors indicating North and East. The actual flow direction is computed by composing the directions of point data, using Equations (2).

\[
\text{Angle} = \arctan \left( \frac{u}{v} \right) \times \frac{180}{\pi}
\] (2)

The horizontal vectors pointing right (East) indicate 0°, while positive degree measures indicate rotation counter-clockwise up to 360°. Because the vectorality of the direction cannot be directly used for weight distribution, the flow direction is preprocessed.

The variation rate of direction is the deformation rate of the fluid in a neighborhood around a given point, which equals the average value of the rate of rotation of two fluid line elements orthogonal to this point. If the angle at a point in the flow fields is the same as that of its neighbours, or if the angle of change is the same, the variation rate of direction is the same. For a given point P \((x, y)\), the variation rate of direction is as shown in Figure 3.
Figure 3. Diagram of variation rate of direction.

\( u \) has a speed gradient in the y direction, \( v \) has a speed gradient in the x direction, and the fluid line MA turns \( \delta \alpha \) into MA1, MB turns \( \delta \beta \) into MB1.

\[
\delta_\theta = \lim_{\delta t \to 0} \frac{\delta x}{2} \frac{\delta y}{\delta t}
\]

\[
\delta_\alpha = \lim_{\delta x \to 0} \frac{\partial y}{\partial x} \delta t
\]

\[
\delta_\alpha = \lim_{\delta x \to 0} \frac{\delta x}{\delta x} \delta t
\]

\[
\delta_\beta = \lim_{\delta y \to 0} \frac{\partial x}{\partial y} \delta t
\]

\[
\delta_\theta = \frac{1}{2} \left( \frac{\partial y}{\partial x} - \frac{\partial x}{\partial y} \right) \delta t
\]

In order to calculate the value of \( \varepsilon_{xy} \), it is necessary to determine the value of \( \partial v/\partial x \) and \( \partial u/\partial y \). Since the speed and position coordinates are a series of discrete points, there is no definite mathematical formula. So, the partial derivative of the streamline speed is computed using the first order forward difference method. If there is an equidistant node for function \( F(x) \), the forward difference can be seen in Equations (7) and (8).

\[
x_k = x_0 + kh, (k=0,1,...n)
\]

\[
\nabla f(x_k) = f(x_{k+1}) - f(x_k) = x_0 + kh, (k=0,1,...n)
\]

The increment of unit differential, \( y(k+1) - y(k) \), is a first-order forward difference method for function \( F(x) \).

\[
\frac{\partial y}{\partial x} = \frac{\Delta y}{\Delta x} = \frac{y(k+1) - y(k)}{x(k+1) - x(k)}
\]

For the purposes of this paper, only the absolute change in direction is relevant, and hence the absolute value of \( \delta_\theta \) is used. As with the flow speed, each data region will be allocated a weight based on the aggregation of the rate at which the nearby flow changes direction.

\[
W_i = \begin{cases} 
5, P \in \text{(Low–High)} \\
4, P \in \text{(High–High)} \\
3, P \in \text{(Low–Low)} \\
2, P \in \text{(High–Low)} \\
1, P \in \text{(Not Significant)} 
\end{cases}
\]
In Figure 4, the red region indicates high–high aggregation, the blue region indicates low–low aggregation, light blue indicates low–high aggregation, and light red indicates high–low aggregation.

Figure 4. Autocorrelation analysis of Kuroshio direction change rates of flow.

2.2. Analysis of Classification

As the rates of change in speed and direction can vary significantly over a large range of possible values and these factors need to be sorted into classes before weights are allocated. There are many methods for classifying numerical data, such as the equal interval method, defining interval method, quantile method, natural discontinuity method, geometrical interval method, and standard deviation method, which are suitable for data classification in different allocation forms.

2.2.1. Classification of Speed

Natural break classes are based on natural groupings inherent in the data. Class breaks are determined by identifying the groupings of similarly valued data that maximize the differences between classes [23]. The features are divided into classes whose boundaries are set where there are relatively large differences in the data values. Using this method, this paper divides speed into ten classes with different weights, as shown in Equations (11).

\[
W_3 = \begin{cases} 
0.5, & 0 \leq \text{speed} < v_1 \\
1, & v_1 \leq \text{speed} < v_2 \\
1.5, & v_2 \leq \text{speed} < v_3 \\
2, & v_3 \leq \text{speed} < v_4 \\
2.5, & v_4 \leq \text{speed} < v_5 \\
3, & v_5 \leq \text{speed} < v_6 \\
3.5, & v_6 \leq \text{speed} < v_7 \\
4, & v_7 \leq \text{speed} < v_8 \\
4.5, & v_8 \leq \text{speed} < v_9 \\
5, & v_9 \leq \text{speed} \leq v_{\text{max}} 
\end{cases}
\]  

(11)

2.2.2. Classification of Variation Rate of Direction

The larger the absolute value of the rate of variation in direction at a given location, the more information is contained in the flow field at that location, which means the more abundant the flow field information is. Thus, larger weights are allocated to data showing higher rates of variation in
direction. The natural discontinuity method described above is used to carry out a similar classification of the rates of variation in direction, as shown in Equations (12).

\[ W_4 = \begin{cases} 
0.5, & 0 \leq \varepsilon < \varepsilon_1 \\
1, & \varepsilon_1 \leq \varepsilon < \varepsilon_2 \\
1.5, & \varepsilon_2 \leq \varepsilon < \varepsilon_3 \\
2, & \varepsilon_3 \leq \varepsilon < \varepsilon_4 \\
2.5, & \varepsilon_4 \leq \varepsilon < \varepsilon_5 \\
3, & \varepsilon_5 \leq \varepsilon < \varepsilon_6 \\
3.5, & \varepsilon_6 \leq \varepsilon < \varepsilon_7 \\
4, & \varepsilon_7 \leq \varepsilon < \varepsilon_8 \\
4.5, & \varepsilon_8 \leq \varepsilon < \varepsilon_9 \\
5, & \varepsilon_9 \leq \varepsilon < \varepsilon_{\text{max}} 
\end{cases} \]  

(12)

The results of these classification methods are shown in Figure 5.

![Figure 5](image_url)

**Figure 5.** Kuroshio data classification analysis weight distribution. (a) is the classification analysis results of flow speed, according to Equation (11), it is divided into 10 regions; (b) is the classification analysis results of direction change rates of flow, according to Equation (12), it is divided into 10 regions.

Feature regions are determined according to the results of aggregation and classification analyses. The autocorrelation analysis and classification analysis are used to assign weights to the flow field data. The higher the weight is, the more likely it is to be a feature region or a research
hotspot, so the point should be retained prior to the surrounding points during sampling work. However, there are four results in this paper: flow speed autocorrelation, flow speed classification, rate of change in direction autocorrelation and rate of change in direction classification. It is necessary to comprehensively consider the four results and generate a final result; thus the data needs to be screened during sampling work according to the weight value.

3. Attribute Weight Assignment Based on Rough Set Theory and Evidence Theory

After completing the characteristic analyses (flow speed and rate of change in flow direction) of the flow field, each data point is assigned a weight according to its attribute characteristic information. In order to determine the weight of different attributes, this paper adopts a weight allocation method based on rough set theory and evidence theory [24, 25].

3.1. Support Degree Based on Rough Set Theory

Rough set theory is generally used to summarize and analyze fuzzy and uncertain information [26]. The core idea of the theory is to achieve the simplification of information processing, while maintaining the ability to discriminate so as to obtain final guidance or decision-making methods and rules [27–31].

In this paper, we use a knowledge representation system based on four-quadrant tuples: \( S = (U, A, V, f) \). The \( U \) domain is a non-empty finite set of research objects; the research object in this paper is the flow field, and \( U \) is the effective flow field data. \( A \) is the non-empty finite set of research object attributes, which contains the condition attribute set \( C \) and the decision attribute set \( D \), defined as \( A = C \cup D \), \( C \cap D \neq \emptyset \). where \( C \) is the conditional attribute set and \( D \) is the decision attribute set. In the flow field feature analysis, \( C \) is a conditional attribute including four categories: flow speed aggregation, rate of change in direction aggregation, flow speed classification, and rate of change in direction classification. The set \( \{C_1, C_2, C_3, C_4\} \) represents these four attributes: (flow speed autocorrelation, flow speed classification, rate of change in direction autocorrelation, rate of change in direction classification). \( D \) is a decision attribute comprised of two sets: the feature area \( Y_1 \) and the non-feature area \( Y_2 \), so \( A \) can be expressed as \( A = \{C_1, C_2, C_3, C_4\} \). \( D = \{Y_1, Y_2\} \). \( V \) is the value range of attribute \( a \), and \( V = \bigcup_{a \in A} V_a \) is defined in this paper, such that the value of the conditional attribute will fall in the range from one to five, so \( V \) can be expressed as \( V = V_{C_1} \cup V_{C_2} \cup V_{C_3} \cup V_{C_4} = \{1, 2, 3, 4, 5\} \). \( f \) is a mapping that reflects the value of the collection of objects—that is, the object attributes are mapped to its value range [32].

The equivalence relation in the rough set is used to determine the support degree between the condition attribute, \( C = \{C_1, C_2, C_3, C_4\} \) and the decision attribute \( D = \{Y_1, Y_2\} \). Definition of equivalence relation (Indiscernible Relation \( IND(P) \)): individuals with similar differences are classified into the same category in the classification process, and their relationship is equivalent [32]. For any attribute set \( P \), the equivalence relation is expressed by \( IND \) in Equations (13):

\[
IND(P) = \{(x, y) \in U \times U: f(x, a) = f(y, a), a \in P\}
\] (13)

It is known that \( C_1 \in A \) and \( C_1 \neq \emptyset \). Additionally, \( C_1 \) is an equivalent relation in \( U \), and \( IND(C_1) \) represent a set of all equivalence classes contained in \( C_1 \), \( IND(C_1) = \{X_1, X_2, ..., X_5\} \). \( IND(C_1) \) can be called the indiscernible relation to \( C_1 \).

Rough set theory for attribute weighting usually relies only on the support degree or importance of an attribute. However, this may lead to a case in which an attribute belonging to the “core of the attribute set” may be assigned a weight of zero, while an attribute which does not belong to the “core” may be assigned a larger weight; hence, this method is not reasonable for this purpose. Therefore, this paper uses explicit support and implicit support as the necessary and sufficient conditions to calculate the weight of each attribute.

In a decision system based on rough set theory, if the conditional attribute set \( C = \{C_j | j = 1, 2, ..., n\} \), \( IND(C_j) = \{X_1, X_2, ..., X_p\} \), \( IND(D) = \{Y_1, Y_2, ..., Y_q\} \), then the explicit support degree of \( C_j \) to \( D \) can be calculated according to Equations (14):
\[
\text{spt}^+(D) = \frac{\text{count}(X_i)}{\text{count}(U)}, X_i \in Y_i
\]  
(14)

In Formula (14), \(i = 1, 2, \ldots, 5\), \(\text{count}(U)\) represents the size of set \(U\), and \(\text{count}(X_i)\) means the number of objects satisfying the equivalent set \(X_i \in Y_i\) of the attribute \(C_j\), including \(C_j\) for the feature area \(Y_1\) and the non-feature area \(Y_2\). Similarly, the implicit support calculation formula is shown in Equation (15).

\[
\text{spt}^{-}(C_j \setminus D) = 1 - \text{spt}^{+}(C_j \setminus D), X_i \in Y_i
\]  
(15)

The weight calculations are shown in Equations (16) and (17):

\[
\text{w}^+_j = \frac{\text{spt}^+(D)}{\sum_{j=1}^{n} \text{spt}^+(D)}
\]  
(16)

\[
\text{w}^-_j = \frac{\text{spt}^-(D)}{\sum_{j=1}^{n} \text{spt}^-(D)}
\]  
(17)

By using both methods, this paper obtains weights from two different weight allocation schemes, \(W^+\) and \(W^-\), and both are based on the conditional attribute set \(C\).

Table 1 shows the information carried by each data point about each of the various properties of the flow field. Using the methods described above, the explicit support degree and implicit support degree for \(D\), along with the explicit weight set \(W^+\) and the implicit weight set \(W^-\), can be calculated. It is required that the acquisition of the amount of flow field characteristic data for calculating the support in the same category and in the same area, according to Equations (16) and (17). The results are shown in Table 2.

### Table 1. Data details table.

| No. of U | C1 | C2 | C3 | C4 | D   |
|---------|----|----|----|----|-----|
| 1       | 1  | 1  | 1  | 2  | Y1  |
| 2       | 1  | 2  | 1  | 2  | Y2  |
| 3       | 1  | 2  | 1  | 1  | Y2  |
| 4       | 1  | 2  | 4  | 1  | Y1  |
| 5       | 4  | 5  | 4  | 2  | Y1  |
| 6       | 3  | 1  | 1  | 1  | Y2  |
| ……     | ……| ……| ……| ……| ……  |
| 13698   | 3  | 1  | 4  | 4  | Y1  |

### Table 2. Calculation data and results of attributed weight allocation.

| C     | C1 | C2 | C3 | C4 |
|-------|----|----|----|----|
| spt^+(D) | 0.38 | 0.06 | 0.26 | 0.01 |
| spt^-+(D) | 0.49 | 0.58 | 0.59 | 0.52 |
| w^+_j | 0.52 | 0.08 | 0.36 | 0.03 |
| w^-_j | 0.33 | 0.19 | 0.31 | 0.15 |

### 3.2. Attribute Weight Combination Based on Evidence Theory

In general, many different weight allocation schemes can be applied to the attributes of the same object or system, and each scheme can be obtained by different methods or approaches. It is necessary to combine them scientifically in order to obtain the optimal weight allocation scheme covering a variety of information.

The \(W^+\) and \(W^-\) schemes described above are two basic reliability allocation functions, or two pieces of evidence, for attribute \(C\). \(W^+\) and \(W^-\) are given authority factors \(\alpha\) and \(1-\alpha\), respectively; \(w^+_j\)
and $w_j$, respectively, reflect the direct and indirect decision-making power of attribute $C_j$ for $D$. Because of their origins, Equations (16), (17), $W^+$ and $W^-$ are equally important, so the authority factor $\alpha$ is set to 0.5 and utilized as shown in Equation (18).

$$W_j^{(L)} = \alpha W_j^+ + (1 - \alpha) W_j^-$$  

(18)

The linear combination method used in Equation (17) is simple and intuitive, and it requires little computational effort to be effective under conventional conditions. However, in any group of weight allocation schemes, the linear group method cannot be used when the weights need to be determined jointly by multiple attributes. Instead, the combination method based on D-S evidence theory can be used, it can well represent "uncertainty" without the prior probability, which is widely used to deal with uncertain data, and the combination Equations of D-S evidence theory can be expressed as Equation (19).

$$W_j^{(DS)} = \frac{\alpha(1-\alpha)w_j^+ + \alpha^2 w_j^+ + (1-\alpha)w_j^-}{\sum_{i=1}^n (\alpha(1-\alpha)w_i^+ + \alpha^2 w_i^+ + (1-\alpha)w_i^-)}$$  

(19)

The weight allocation scheme for the different attribute information in flow field data is obtained by Equations (18) and (19). The calculations in this paper show that there is little difference between the results of the two methods. However, the linear combination weight scheme cannot be used if the weight is determined by multiple attributes through autocorrelation analysis, so the evidence theory method should be used to determine the weights. These results are shown in Table 3.

| Table 3. Attributed weight combination of Kuroshio region in southern Japan. |
|---|
| C | $C_1$ | $C_2$ | $C_3$ | $C_4$ |
| $W_j^{(DS)}$ | 0.34 | 0.2 | 0.31 | 0.15 |

4. Integrated Mapping of Ocean Flow Fields

The weight analysis is helpful for capturing the characteristics of flow fields in detail when visualizing them. Multi-scale representation can meet the cognitive needs of users at different scales. Observing the data through the scale axis can deepen the visual perception, allow us to grasp the nature of the data, and help users to study the distribution, characteristics, and laws of flow fields at different scales. Creating an effective multi-scale visualization of ocean flow fields requires key scales determined by map load as well as point weights, which identify the most important data points for inclusion in the visualization [33].

In order to verify the validity of this analysis technique, this paper takes test data from the Kuroshio region and selects two verification regions. The first verification region is located to the west of the Cape of Good Hope in Africa, and the second verification region is located on the equator in the Pacific Ocean. The data are NetCDF (Network Common Data Form) data provided by the North Sea Bureau of the Ministry of Natural Resources of China, and are numerical simulation forecast data.

4.1. Integrated Mapping of Test Region

Integrated mappings based on the equidistant sampling method and the weight sampling method proposed in this paper are constructed at the same scale with the same thinning intervals. These maps are shown in Figure 6.
Figure 6. Comparison of Kuroshio in two sampling methods: (a) equal sampling; (b) weight sampling.

As can be seen from these maps, the weight sampling method shows some key characteristics of the Kuroshio current quite clearly, while they are somewhat less conspicuous on the map generated using the equidistant sampling method. The width of the Kuroshio, in reality, is wider than what is shown by the equidistant sampling method. This shows that the weight sampling method does a better job of preserving the flow field feature data than the equidistant sampling method.

4.2. Integrated Mapping of Verification Region

The flow speed autocorrelation analysis and the direction change rates of flow autocorrelation analysis are carried out on data from the western area of the Cape of Good Hope (0~14.75E, 23S~37.75S). The results are shown in Figure 7.
high, high-low. (c) is the classification map of feature regions and non-feature regions, which are used for the decision attribute of rough set theory.

The weights are calculated according to rough set theory and evidence theory. The attribute weights are shown in Table 4.

| C   | C1  | C2  | C3  | C4  |
|-----|-----|-----|-----|-----|
| W^{(25)} | 0.29 | 0.19 | 0.34 | 0.18 |

After calculating the weights, calculated key scales are used to sample the data for a step size of three, as shown in Figure 8.

According to Figure 7 and Figure 8, there are three high speed vortices. The area inside the red frame in Figure 7 was selected, and both equidistant sampling and weight sampling were performed using calculated key scales at a step size of four, as shown in Figure 9.

Figure 8. Weight sampling of the African region (step size = 3).

Figure 9. Comparison of African region in two sampling methods (step size = 4). (a) is the result of equal sampling, (b) is the result of Weight sampling, and feature points are in the red square.
In Figure 9, two high-speed vortices within the red square are compared, and it can be seen that the vortices shown in the weight sampling map are more balanced than those shown in the equidistant sampling method map. In addition, the range remains better. The data from the Pacific Ocean equatorial region is processed in the same way (119.1E~147.9E, 8.2S~17.8N), and the results are shown in Figure 10.

![Image](image_url)

(a) Flow speed autocorrelation analysis.  (b) Direction change rates of flow autocorrelation analysis.  (c) Feature region and non-feature region.

**Figure 10.** The equator of Pacific Ocean data analysis (Resolution = 0.1). (a) and (b) are the results of autocorrelation analysis, which are divided into five types of data points: not significant, high-high, low-low, low-high, high-low. (c) is the classification map of feature regions and non-feature regions, which are used for the decision attribute of rough set theory.

Weights are calculated using the same method, and the results are shown in Table 5.

|                 | C1 | C2 | C3 | C4 |
|-----------------|----|----|----|----|
| \( W^{(DS)} \)  | 0.42 | 0.18 | 0.18 | 0.22 |

**Table 5.** The equator of Pacific Ocean attribute weight combination.

Representations of this portion of the equatorial current region are constructed according to these weights and the calculated key scales, and they are shown in Figure 11.

![Image](image_url)

(a)  (b)

**Figure 11.** Comparison of equator of Pacific Ocean in two sampling methods. (a) is the result of equal sampling, (b) is the result of Weight sampling, and feature points are in the red square.
It can be seen in Figure 11 that equal sampling misses many feature points in the two red-bordered regions, while the weight sampling method retains more of these feature points.

Figure 9 and Figure 11 each represent data from regions that differ significantly from the Kuroshio test region, and the weight-sampling method retains key flow field features effectively in both cases. This indicates that using feature extraction, autocorrelation analysis, and classification analysis to determine weights for the purpose of data point sampling is indeed useful for feature preservation.

This paper selects the flow field data whose longitudes are from 11 E to 30 E and whose latitudes are from 44 S to 35 S, to further verify the effect and superiority of this method for feature retention. There are four main irregular vortices and two high-speed currents in this data. In view of the above experiments, it is verified that the method of this paper can retain features better than equal sampling, so stratified sampling is selected for comparison with the method in this paper. The criterion of stratified sampling is made according to whether it is a feature area. The sampling step size is in accordance with steps 3, 5 and 7, and the results are shown in Figures 12–14.
**Figure 12.** Comparison of equator of region in two sampling methods (step = 3; scale: 1:8000000). (a) is the result of Stratified sampling, (b) is the result of Weight sampling, and feature points are in the red square.
Figure 13. Comparison of equator of region in two sampling methods (step = 5; scale: 1:10000000). (a) is the result of Stratified sampling, (b) is the result of Weight sampling, and feature points are in the red square.
Figure 14. Comparison of equator of region in two sampling methods (step=5; scale: 1: 15000000). (a) is the result of Stratified sampling, (b) is the result of Weight sampling, and feature points are in the red square.

Figures 12 to 14 are the results of the two methods after increasing the sampling step size according to the scale change. When the step size is three, both methods retain features well. When the step size is five, weight sampling has more reserved feature points than stratified sampling, which makes feature reservation more regular. When the step size is seven, the features are almost invisible in stratified sampling, while the features of weight sampling are still clear, and the shape remains good. This shows that, compared with the stratified sampling method, weight sampling can retain and highlight the characteristics in the case of multi-scale expression with a smaller scale and a larger thinning step, which is more suitable for the thinning work in the case of multi-scale expression.

Finally, the effect of this method on global scale visualization is verified. In this scale, users are generally interested in the world’s ocean current, which is easy to identify on the map due to its fast speed and large area, and the fact that it is also a research hotspot. The direct visualization of global flow field data will cause serious symbol compression, so it requires a very long step sampling work. However, a long step will cause the loss of feature points of world ocean currents. The results are shown in Figure 15 using the weight sampling method for global data.
Figure 15. The original data and the weight sampling (step = 8). (a) and (b) are the global original resolution image and the result of the weight sampling method. The color changes from red to blue according to the speed. The region in red represents the highest speed classification and the region in blue represents the lowest speed classification.

In Figure 15a is the global original resolution image, and in Figure 15b is the result of the weight sampling method. It can be seen from Figure 15 that the result of the weight method exaggerates the world ocean current compared with the original data, which can better solve the feature point loss of world ocean current caused by too large a step size.

5. Conclusions

In order to construct improved multi-scale representations of ocean flow fields, this paper proposed a weight-based method for sampling data points. First, autocorrelation analyses and classification analyses were carried out on two factors: flow speed and rates of direction change. Based on these analyses, the weights of data points were assigned according to the classification area where the data points were located. Next, these four factors were taken as four conditional attributes of the feature region, and rough set theory was used to calculate the support degree of each factor to the feature region. Then, evidence theory was used to combine these different attributes into a single weight for each data point. Finally, points were selected on the basis of weight in order to construct a multi-scale representation of ocean flow fields, which retained and visualized the key features of
the flow field effectively. In this paper, experiments were carried out in four regions. The global flow field and different methods were used for comparison. The results show that the method is reliable in feature extraction work and retaining more features in multi-scale sampling.
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