A powerful test of independent assortment that determines genome-wide significance quickly and accurately
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In the analysis of DNA sequences on related individuals, most methods strive to incorporate as much information as possible, with little or no attention paid to the issue of statistical significance. For example, a modern workstation can easily handle the computations needed to perform a large-scale genome-wide inheritance-by-descent (IBD) scan, but accurate assessment of the significance of that scan is often hindered by inaccurate approximations and computationally intensive simulation. To address these issues, we developed gLOD—a test of co-segregation that, for large samples, models chromosome-specific IBD statistics as a collection of stationary Gaussian processes. With this simple model, the parametric bootstrap yields an accurate and rapid assessment of significance—the genome-wide corrected P-value. Furthermore, we show that (i) under the null hypothesis, the limiting distribution of the gLOD is the standard Gumbel distribution; (ii) our parametric bootstrap simulator is approximately 40,000 times faster than gene-dropping methods, and it is more powerful than methods that approximate the adjusted P-value; and, (iii) the gLOD has the same statistical power as the widely used maximum Kong and Cox LOD. Thus, our approach gives researchers the ability to determine quickly and accurately the significance of most large-scale IBD scans, which may contain multiple traits, thousands of families and tens of thousands of DNA sequences.
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INTRODUCTION

After performing a genome-wide inheritance-by-descent (IBD) scan, researchers are often faced with the following dilemma: ‘Should I run a time consuming simulation to get an accurate estimate of the genome-wide corrected (that is, adjusted) P-value, or should I approximate the adjusted P-value, which is quick but less powerful (that is, conservative)?’ To understand why these two choices arise, recall that under the null hypothesis of independent assortment, the expected proportion of alleles shared IBD between two individuals depends only on their biological relationship (Kong and Cox, 1997; Kruglyak and Lander, 1998; Bacanu, 2005). As this expected proportion increases among affected relative pairs at disease-related loci, scanning the genomes of affected relatives for evidence of increased sharing IBD has the potential to identify genetic factors that increase risk for disease. However, measuring the strength of that evidence is problematic because accurate adjusted P-values usually require computationally intensive simulation because either the limiting distribution of the multi-marker IBD test or the multiple tests correction is unknown, and because estimates based on theoretical approximations are typically conservative and study-specific. The undesirable characteristics of theoretical approximations are unavoidable because the suggested thresholds (Lander and Kruglyak, 1995) are based upon several unmet assumptions: fully informative matings, homogeneous relationships among affected family members (for example, affected sibling pairs (ASP)) and an infinite sample size (that is, the theory of large deviations).

Gene dropping is arguably the most common approach for estimating accurate P-values, but this approach requires specialized and computationally intensive software like MERLIN (Abecasis et al., 2002), Genedrop (Wijmstra et al., 2006), Markerdrop (Thompson, 1994; Heath et al., 1997), Haplodrop (Stewart and Subaran, 2012), Caleb (Greenberg, 2011) or Genehunter (Kruglyak and Lander, 1998). Typically, the computational demands associated with gene dropping (GD) include, but are not limited to, enumerating inheritance vectors, identifying cut sets, computing pedigree likelihoods and finding efficient peeling sequences. As many of these bottlenecks are intrinsic to the computation for a single multi-marker IBD scan, analysis of each simulated replicate (as opposed to replicate generation) often consumes a larger fraction of the total time needed to compute the adjusted P-value. In fact, when the analysis programs make use of all of the available data (for example, EAGLET (Stewart et al., 2010; Stewart et al., 2011, 2013; Kambhampati et al., 2013) and MORGAN (Thompson, 1994; Heath et al., 1997)), the total computation time can increase substantially. Thus, the conceptual simplicity of the GD approach is often outweighed by its computational complexity—even for modern IBD scans that typically contain a large number of small (that is, computationally less complex) families.

Approximating the adjusted P-value is an alternative to GD. Although this approach typically provides the answer immediately, methods that approximate the adjusted P-value are often study-specific (for example, affected sib pairs, affected cousin pairs, grand-parent grand-child pairs and so on) and conservative owing to
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the fact that the underlying assumptions (for example, an infinite number of markers with fully informative matings at each marker (Feingold et al., 1993; Lander and Kruglyak, 1995)) are often unrealistic. As those assumptions are routinely violated in practice, the approximate adjusted P-value is upwardly biased and the power is reduced. Furthermore, any test that uses the approximation approach is sensitive to the degree to which those assumptions are violated (that is, the test becomes increasingly conservative as the number of markers decreases and/or as the informativeness of each mating decreases).

Bacanu (2005) proposed DAR, an approximation method that models marker-specific IBD statistics as an AR(1) autoregressive process. This method uses a moment-based estimator of the correlation between successive linkage statistics (as opposed to the maximum likelihood estimator), and it also uses a mathematical approximation to the tail probabilities of a bivariate normal distribution to estimate the adjusted P-value. As we will show in Results, DAR works well when the matings at each marker are fully informative (that is, when the assumed AR(1) model is correct) and when the correlation is not too close to one, but performance tends to deteriorate in more realistic settings, especially as the amount of missing data increases.

To avoid the aforementioned drawbacks of GD and approximation methods while simultaneously capitalizing on the strengths of the AR(1) model (for example, speed and potentially accuracy), we have developed gLOD—a new test for co-segregation that implements a maximum likelihood estimate of correlation to permit rapid computation of accurate adjusted P-values. In the context of IBD scans computed from dense single nucleotide polymorphism (SNP) data on affected families, our test is robust to heterogeneous family structures and missing genotype data. Furthermore, by exploiting the theory of stationary Gaussian processes, we show (for the first time) that a multi-marker IBD statistic (that is, the gLOD) has a limiting distribution under the null hypothesis; both the gLOD and the maximum Kong and Cox LOD (Kong and Cox, 1997) have the same statistical power. Because of its speed and generality, and because power is maintained, the gLOD should facilitate the analysis of any large-scale multi-marker IBD scan, especially scans that contain multiple traits, thousands of families and tens of thousands of DNA sequences. Our proposed test and our high-speed simulator are freely available from the web at: http://www.mathmed.org/wcstewart/HOME/SOFT/soft.html.

METHODS

The maximum Kong and Cox IBD statistic (denoted by \(K_{n,m}\)) is defined as

\[
K_{n,m} \equiv \max \left\{ \text{sgn}(\delta_t) \log \left[ \frac{L(\delta_t; D_{n,m})}{L(0; D_{n,m})} \right] : t = 1, 2, \ldots, m \right\},
\]

where \(m\) is the total number of markers of interest across the genome, \(L(\delta_t; D_{n,m})\) is the Kong and Cox likelihood (Kong and Cox, 1997) and \(D_{n,m}\) are the multilocus genotype and phenotype data of \(n\) affected families. For each marker, the Kong and Cox likelihood is indexed by a single univariate parameter, \(\delta\), which quantifies the departure from independent assortment. The maximum likelihood estimate of \(\delta\) is denoted by \(\hat{\delta}\). Now, because

\[
\log \left( \frac{L(\hat{\delta}; D_{n,m})}{L(0; D_{n,m})} \right) > 0 \text{ for all } t,
\]

and because \(\text{sgn} > \hat{\delta}t\) is asymptotically normal with mean zero (under the null hypothesis), it follows that \(K_{n,m} > 0\) for large \(n\) and \(m\) (that is, \(P(K_{n,m} > 0) \to 1\) as \(n, m \to \infty\)). With this notation, our proposed test (that is, the gLOD) is

\[
T_{n,m} = c_m \left( 2 \ln(10) \cdot K_{n,m} \right)^{1/2} - b_m
\]

where the coefficients \(c_m = (2 \ln m)^{1/2}\) and \(b_m = c_m^\mu - \ln(4\pi \ln m)/(2c_m)\) ensure convergence in distribution of \(T_{n,m}\) for large \(n\) and \(m\). Furthermore, because the Kong and Cox LOD rejects the null hypothesis when \(\log L(n, m) \to R^+\) the rejection region for \(T_{n,m}\) is \(c_m(2 \ln(10)\cdot a^{1/2} - b_m)\), and because \(c_m(2 \ln(10)\cdot a^{1/2} - b_m)\) is one-to-one and surjective (that is, onto) with respect to these two rejection regions, \(T_{n,m}\) and \(K_{n,m}\) have the same statistical power.

The maximum Kong and Cox LOD statistic with a known limiting distribution under the null hypothesis. In particular, if \(\Xi(z_1, \ldots, z_m)\) is a stationary Gaussian process with \(z_1 \sim N(0,1)\), then as \(m \to \infty\), Berman (1986) showed that

\[
T_m = c_m \max \{ z_i - b_m \}
\]

(2) converges in distribution to \(F(m) = \exp(-e^{-m})\), which, in accordance with the Fisher-Tippett extreme value theorem, is also the limiting distribution if the \(z_i\) are independent.

As \(\text{sgn}(\hat{\delta_t}) \left( 2 \ln L(\hat{\delta_t}; D_{n,m}) - \ln L(0; D_{n,m}) \right)^{1/2}\) is asymptotically normal with mean zero and unit variance under the null hypothesis, it follows that \(T_{n,m}\) converges to \(F_{n,m} \to \infty\). However, the rate of convergence can be slow (that is, the rate is no faster than \(1/\log n\), especially for modern genome-wide linkage studies where the correlation between \(z_t\) and \(z_{t+1}\) is typically close to one. In practice, \(F_{n,m}\) (that is, the finite sampling distribution of \(T_{n,m}\)) is quite far from \(F\), and to accurately determine the significance of \(T_{n,m}\), one must again resort to simulation. However, because \(F_{n,m}\) is converging to \(F\), we can accurately estimate the adjusted P-value for large samples by simulating from a distribution that is close (not equal) to \(F_{n,m}\). Moreover, because \(T_{n,m} \to \infty\) is just a simple function of normally distributed (but correlated) random variables (as opposed to a computationally intensive function of multilocus genotypes), our proposed approach for estimating the adjusted P-value is roughly 40 000 times faster than GD.

To obtain realizations from a distribution that is close (if not equal) to \(F_{n,m}\), we use the parametric bootstrap (PB) (Efron and Tibshirani, 1993). For ease of exposition, we restrict attention to a single chromosome with the understanding that the extension to \(k\) independent chromosomes (for example, the entire genome) is straightforward. Under the null hypothesis, we assume that the vector: \(\{2 \ln L(\hat{\delta_t}; D_{n,m}) - \ln L(0; D_{n,m})\}^{1/2}\) follows an AR(1) autoregressive model for \(t = 1, \ldots, m\). Thus, the log-likelihood function is:

\[
\log L(\rho) = -\frac{m}{2} (2\rho)^{1/2} \log |\Sigma| - \frac{1}{2} \log z^t \Sigma^{-1} z,
\]

where \(z_t \equiv \text{sgn}(\hat{\delta_t}) \left( 2 \ln L(\hat{\delta_t}; D_{n,m}) - \ln L(0; D_{n,m}) \right)^{1/2}\) and \(\Sigma_t\) is the usual variance-covariance matrix for an AR(1) process that depends only on the correlation \(\rho\). We maximize this log-likelihood to obtain the maximum likelihood estimator–MLE(\(\rho\)), and for each realization \(z^t\), we use Equation (2) to compute \(T_{n,m}\). Here, the asterisk superscript implies that the corresponding random variable is realized from the PB procedure. Hence, the proportion of replicates that exceed the observed value of \(T_{n,m}\) accurately estimates the adjusted P-value.

DATA DESCRIPTION

To compare the type 1 error rates of our proposed test (gLOD) with three competing methods, we simulated genome-wide equi-frequent marker data for nuclear families under the null hypothesis of independent assortment. We considered three scenarios: (i) each family has four members, and each member provides complete microsatellite data (CMD); (ii) only the ASP provides SNP data; and (iii) a scenario (denoted MIX) that contains a mixture of nuclear families of varying informativeness, with some families providing SNP genotypes for every member, while other families have missing...
genotype data on one or both parents (see Figure 1 for a detailed description of the pedigree structures that were used). Across all scenarios, only offspring providing phenotypic data, and every family contained at least one ASP.

Conceptually, the CMD scenario represents the ideal situation where IBD information is completely known. In CMD, adjacent microsatellites are separated by 5 centiMorgans (cMs), and each microsatellite has 20 alleles. By contrast, the ASP scenario is intended to represent the worst case. The MIX scenario falls somewhere in between CMD and ASP. In the ASP, and MIX scenarios, SNPs are separated by 1 cM for a total of 3484 SNPs across the genome. For each scenario, we simulated 5000 replicates (via GD) with 400 families per replicate, and for each replicate, we estimated the actual type 1 error using: (i) 10 000 PB realizations, (ii) a tail probability approximation (denoted DAR) and (iii) the limiting Gumbel distribution (GUMBEL). Finally, to demonstrate the utility of our proposed test when applied to real data, we computed the gLOD from the genomewide dense SNP data of 422 type 1 diabetic families.

**RESULTS**

For each replicate and for each competing method: PB, DAR and GUMBEL, we used GD to estimate the actual type 1 error, the absolute bias from the nominal type 1 error, the standard deviation and the root mean squared error. Results are shown for a nominal genomewide corrected type 1 error of 5%, but qualitatively, the relative behavior of all three methods for 10% and 1% type 1 error rates is unchanged (data not shown).

With the CMD scenario, where the autoregressive model is correct because IBD information is known, we see that there is good agreement (Table 1) between our proposed PB approach and DAR (the tail probability approximation). This is expected because both methods assume an underlying AR(1) model, and because both methods yield virtually identical estimates of the autocorrelation ($\rho = 0.83$), which is not too close to one. Note that type 1 error estimates derived from the limiting Gumbel distribution (denoted GUMBEL) do not depend on an estimate of the autocorrelation, nor do they depend on an estimate of the finite sampling distribution. Therefore, standard deviations and root mean squared errors are not applicable for GUMBEL estimates of the type 1 error.

Although the AR(1) assumption is no longer correct in the ASP scenario, it still provides a reasonable first-order approximation to the distribution of normally distributed (but correlated) IBD statistics across the genome. This is shown by the fact that, for a nominal family-wise type 1 error of 5%, the PB estimate of the genome-wide type 1 error is 4.31% (Table 2). Moreover, the approximation provided by our PB approach is roughly 40 000 times faster than DAR. Specifically, the simulation and analysis of a single GD replicate in the ASP setting takes ~38 s on a 3.4 GHz processor. On the same machine and in the same amount of time, one can simulate and analyze more than 40 000 PB replicates.

As the DAR method also assumes an underlying AR(1) model, one might expect to find similar performance between DAR and the gLOD. However, the DAR-based estimate of the genome-wide type 1 error (3.69%) is less accurate than the estimate obtained by the gLOD. This happens because the tail probability approximation and the autocorrelation estimator in DAR are both sensitive to autocorrelations near 1.0. As our PB approach uses maximum likelihood to estimate the autocorrelation, it is less sensitive to autocorrelations near 1.0. For the ASP scenario, the autocorrelation as estimated by DAR is 0.991 and as estimated by the gLOD is 0.985. Furthermore, because the genome length is fixed, the GUMBEL estimator of type 1 error is also sensitive to autocorrelations close to 1.0, because high autocorrelation is equivalent to a reduction in ‘effective’ sample size (that is, the finite sampling distribution is far from the limiting Gumbel distribution). For example, it is considerably more conservative in the ASP scenario (genome-wide type 1 error=0.12%) than it is in the CMD scenario (genome-wide type 1 error=3%).

In the more realistic scenario (denoted MIX), the data contain a mixture of nuclear families with differing amounts of missing SNP data and different sibship sizes. However, PB still outperforms both DAR and GUMBEL (Table 3). In fact, because the theoretical basis for the GUMBEL estimator is quite similar to the conservative approximation first advanced by Kruglyak and Lander (1998), it is not

![Figure 1 Pedigree structures (A-D) are shown, where individuals shaded in black are both affected and genotyped, gray are genotyped only and unshaded individuals are neither phenotyped nor genotyped. Each replicate contained 400 families of type (A and D), or a mixture of types (A–D) in the following proportions: 52, 23, 15 and 10 percent, respectively.](image-url)
and recomputed the actual type 1 errors for PB and DAR. The results from this sensitivity analysis were qualitatively the same (data not shown), suggesting that the AR(1) model is at least adequate for most modern IBD scans. We are currently working to extend our test statistic to detect protective loci, and to incorporate the phenotypes of unaffected individuals into the analysis.

To the best of our knowledge, gLOD is the first genome-wide, multi-marker IBD statistic that has been shown to have a limiting distribution under the null hypothesis. Given that so many different IBD statistics have comparable power, it is likely that many of these tests also have similar limiting distributions as well. This conjecture is further supported by the recent report that the asymptotic behavior of the maximum multipoint LOD for two fully informative and linked markers (where the maximization is not restricted to the genetic length of a DNA molecule, but instead occurs over the entire real line appears to converge to a non-degenerate distribution under the null hypothesis (Hodge et al., 2008)). If there are other multi-marker IBD statistics with limiting distributions, then it may be possible to select statistics so as to maximize power, and/or the rate of convergence, and/or robustness to the presence of missing data.

For the first time, thanks to our proposed test (that is, the gLOD) and to our PB approach, standardization of IBD scans across studies is a real possibility. Ultimately, the gLOD could significantly improve the fine-mapping of linked regions, which in turn should increase the power of re-sequencing methods. Overall, our approach gives researchers the ability to quickly and accurately determine the significance of a modern IBD scan without having to sacrifice statistical power.
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