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ESTIMATING DRIFT PARAMETERS IN A FRACTIONAL ORNSTEIN
UHLENBECK PROCESS WITH PERIODIC MEAN
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Abstract. We construct a least squares estimator for the drift parameters of a fractional
Ornstein Uhlenbeck process with periodic mean function and long range dependence. For
this estimator we prove consistency and asymptotic normality. In contrast to the classical
fractional Ornstein Uhlenbeck process without periodic mean function the rate of conver-
gence is slower depending on the Hurst parameter $H$, namely $n^{1-H}$.
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1. Introduction

The classical mean reverting Ornstein Uhlenbeck process is defined by the following sto-
chastic differential equation
\[ dX_t = -\alpha X_t dt + \sigma dB_t, \]
where $\alpha$ and $\sigma$ are positive real numbers and $(B_t)_{t \geq 0}$ is a standard Brownian motion. Under
Gaussian initial conditions the resulting process $(X_t)_{t \geq 0}$ is a Gaussian process. This prop-
erty and the strong mean reverting character of $(X_t)_{t \geq 0}$ lead to a long history in various
applications. Slight modifications of the above SDE have been proposed to cover further
features of observed data. For example we may add a deterministic drift term to the above
stochastic differential equation; i.e.:
\[ dX_t = (L(t) - \alpha X_t) dt + \sigma dB_t. \]
The resulting process is mean reverting around the time dependent center $L(t)$. This may
be used to model seasonalities or trends in the data. However, the process $(X_t)_{t \geq 0}$ is a
semimartingale and thus the range of applications of the above models is limited to data
which do not exhibit long range dependence. In situations with long range dependence but
without mean reversion fractional Brownian motion $(B^H_t)_{t \geq 0}$ is the classical model. Once
the Hurst parameter $H \in (0, 1)$ fixed it is characterized as the unique continuous zero mean
Gaussian process with covariance
\[ \mathbb{E}[B^H_t B^H_s] = \frac{1}{2} \left(|t|^{2H} + |s|^{2H} - |t - s|^{2H}\right). \]
Hence we see that for $H = 1/2$, we recover Brownian motion and for $H > 1/2$ we have long
range dependence. One possibility of a representation of fractional Brownian motion is the moving average representation in Mandelbrot and Van Ness [5] of the form
\[ B^H_t = C \int_{-\infty}^{\infty} \left(a_1((t - s)^{H-1/2} - (-s)^{H-1/2}) + a_2((-s)^{H-1/2} - (-s)^{H-1/2})\right)dW_s, \]
where $x_+ = \max(x, 0), x_- = \max(-x, 0), a_1, a_2 \in \mathbb{R}, H \in (0, 1), C$ is a normalizing constant
and $W$ denotes a two-sided Brownian motion. This is defined by $W_t = W^1_t$ if $t \geq 0$ and
$W_t = -W^2_{-t}$ if $t < 0$, where $W^1$ and $W^2$ denote independent copies of $W$. 

\[ \]
In view of combining the mean reverting character of the Ornstein Uhlenbeck model with the long memory property of the fractional Brownian motion we introduce for $H > 1/2$ a generalized fractional Ornstein Uhlenbeck processes by the SDE

$$dX_t = (L(t) - \alpha X_t)dt + \sigma dB^H_t. \tag{1}$$

First we have to specify in which sense we interpret integrals with respect to fractional Brownian motion. Unless in the case of Brownian motion, where due to the semimartingale setting the Itô integral is the canonical choice, this is not so clear for fractional Brownian motion with $H > 1/2$. We will now interpret our integrals as divergence integral (cf. e.g. [6]) since this type of integral allow us to derive a solution to (1) in an analogous form as in the Brownian case (cf. [2]). This would not be the case, if we interpret the integral as pathwisewise Riemann Stieltjes integral. Furthermore, in [4] it was shown that a least squares approach for the mean reverting parameter in a fractional Ornstein Uhlenbeck setting without periodic mean only leads to a consistent estimator when the integrals are interpreted as divergence integrals.

In this paper we want to study the particular class of periodic drift functions $L(t) = \sum_{i=1}^{p} \mu_i \varphi_i(t)$, where the functions $\varphi_i(t); i = 1, ..., p$ are bounded and periodic with the same period $\nu$ and the real numbers $\mu_i; i = 1, ..., p$ are unknown parameters. Those parameters together with the positive real number $\alpha$ will be used to fit the model to the data. The parameter $\sigma > 0$ will be assumed known, since for continuous observations it may be read of the sample paths immediately. Thus we have to estimate $\theta := (\mu_1, ..., \mu_p, \alpha)^t$ from an $p + 1$-dimensional parameter space $\Theta := \mathbb{R}^p \times \mathbb{R}^+$. Concerning the sampling scheme we assume that we observed the full path of the process $(X_t)_{t \geq 0}$ on a time interval $T$ which is a multiple of the time period $\nu$; i.e. $T = n\nu$ for some $n \in \mathbb{N}$ and let $n \to \infty$. In the following the Lebesgue measure on the real line will be denoted by $\ell$. Without loss of generality we assume that the functions $\varphi_i; i = 1, ..., p$ are orthonormal in $L^2([0, \nu], \nu^{-1}\ell)$; i.e.

$$\int_{0}^{\nu} \varphi_i(t)\varphi_j(t)dt = \delta_{ij}\nu.$$  

Moreover, we will assume that the functions $\varphi_i; i = 1, ..., p$ are bounded by a constant $C > 0$.

The resulting SDE then takes the form

$$dX_t = \left(\sum_{i=1}^{p} \mu_i \varphi_i(t) - \alpha X_t\right)dt + \sigma dB^H_t$$

with initial condition $X_0 = \xi_0$, where $\xi_0$ is a random variable independent of the fractional Brownian motion $(B^H_t)_{t \in \mathbb{R}}$.

The outline of the paper is the following. First we provide some properties of the model taking into account the special features of the periodic mean function. In section 3 we derive our estimator and in section 4 and 5 we prove consistency and asymptotic normality, respectively.

2. SOME PRELIMINARY FACTS ON THE MODEL

First of all we need some properties of our model which rely on the periodicity of the mean function. Now we derive an explicit solution for equation (1).
Proposition 2.1. The following stochastic process \((X_t)_{t \geq 0}\) given by
\[ X_t = e^{-\alpha t} \left( \xi_0 + \int_0^t e^{\alpha s} L(s) ds - \sigma \int_0^t e^{\alpha s} dB_s^H \right); \quad t \geq 0 \]
is the unique almost surely continuous solution of equation (1) with initial condition \(X_0 = \xi_0\).

Proof. This follows analogously to the Brownian case in [2] from the representation of the fractional Ornstein Uhlenbeck process with initial condition \(\xi_0\) in [1], since the Itô formula for the divergence integral of fractional Brownian motion only differs in the term of the second derivatives, which do not contribute in the Ornstein-Uhlenbeck setting, cf. [6].

In the following we need a stationary solution of equation (1) in order to prove a necessary ergodic theorem. The stationary solution is given in an analogous way as moving average as in the classical Ornstein Uhlenbeck process.

Proposition 2.2. The following stochastic process \((\tilde{X}_t)_{t \geq 0}\) given by
\[ \tilde{X}_t := e^{-\alpha t} \left( \int_{-\infty}^t e^{\alpha s} L(s) ds + \sigma \int_{-\infty}^t e^{\alpha s} dB_s^H \right) \]
is an almost surely continuous solution of equation (1).

Proof. This follows from the representation of the stationary fractional Ornstein Uhlenbeck process in [1]. Note that we do not have any problem with the integral starting from \(-\infty\) since the moving average representation defines the fractional Brownian motion on the whole real line.

Next we show that for large \(t\) the difference between the two representations tends to zero.

Proposition 2.3. As \(t \to \infty\) we obtain almost surely that \(|X_t - \tilde{X}_t| \to 0\).

Proof. The explicit representations of \(X_t\) and \(\tilde{X}_t\) yield
\[ |X_t - \tilde{X}_t| \leq e^{-\alpha t} |\xi_0| + e^{-\alpha t} \left| \int_{-\infty}^0 e^{\alpha s} L(s) ds \right| + \sigma e^{-\alpha t} \left| \int_{-\infty}^0 e^{\alpha s} dB_s^H \right|, \]
where the right hand side tends to zero almost surely as \(t \to \infty\).

From this solution we may now construct a stationary and ergodic sequence of random variables which we need later for our limit theorems.

Proposition 2.4. Assume that \(L\) is periodic with period 1, then the sequence of \(C[0, 1]\)-valued random variables
\[ W_k(s) := \tilde{X}_{k-1 + s}, 0 \leq s \leq 1, k \in \mathbb{N} \]
is stationary and ergodic.

Proof. Since \(L\) is periodic, the function
\[ \tilde{h}(t) := e^{-\alpha t} \int_{-\infty}^t e^{\alpha s} L(s) ds \]
is also periodic on $\mathbb{R}$. We have for any $t \in [0,1]$ that

$$W_k(t) = e^{-\alpha(k+1-t)} \int_{-\infty}^{k-1+t} e^{\alpha s} L(s) ds + \sigma e^{-\alpha(k+1-t)} \int_{-\infty}^{k-1+t} e^{\alpha s} dB_s^H$$

$$= \tilde{h}(t) + \sigma e^{-\alpha(k+1-t)} \int_{k-1}^{k+1-t} e^{\alpha s} dB_s^H + \sigma \sum_{l=-\infty}^{k-1} e^{-\alpha(k+1-t)} \int_{l}^{l+1} e^{\alpha s} dB_s^H$$

$$= \tilde{h}(t) + \sigma e^{-\alpha t} \int_{0}^{t} e^{\alpha s} dB_s^H + \sigma \sum_{j=-\infty}^{0} e^{-\alpha(t+1-j)} \int_{j}^{j+1} e^{\alpha s} dB_s^H$$

Thus, we have the almost sure representation

$$W_k(\cdot) = \tilde{h}(\cdot) + F_0(Y_k) + \sigma \sum_{j=-\infty}^{0} e^{\alpha(j-1)} F(Y_{j+k-1})$$

with the functionals

$$F_0 : C[0,1] \to C[0,1]; \omega \mapsto \left( t \mapsto \sigma e^{-\alpha t} \int_{0}^{t} e^{\alpha s} d\omega(s) \right) ,$$

$$F : C[0,1] \to C[0,1]; \omega \mapsto \sigma e^{-\alpha t} \int_{0}^{1} e^{\alpha s} d\omega(s)$$

and the $C[0,1]$-valued random variable

$$Y_t := \left[ s \mapsto B_{s+t-1}^H - B_{t-1}^H; 0 \leq s \leq 1 \right].$$

The sequence of Gaussian random variables $(Y_t)_{t \in \mathbb{Z}}$ is stationary and ergodic. This implies that the sequence of $C[0,1]$-valued random variables $(W_k)_{k \in \mathbb{N}}$ is stationary and ergodic. \hfill \(\square\)

## 3. The estimator and its motivation

In this section we want to motivate a particular estimator $\hat{\theta}$ for the parameter $\theta$ through a least squares approach. The same kind of approach was used in [3] to derive an estimator for drift parameters in a Lévy driven stochastic differential equations. First, we analyze the more general estimation problem of a $p+1$-dimensional parameter vector $\theta = (\theta_1, \ldots, \theta_{p+1})$ in the stochastic differential equation

$$dX_t = \theta f(t, X_t) dt + \sigma dB_t^H,$$

where $f(t, x) = (f_1(t, x), \ldots, f_{p+1}(t, x))^t$ with suitable real valued functions $f_i(t, x); 1 \leq i \leq p$. A discretization of the above equation on the time interval $[0, T]$ yields for $\Delta t := T/N$ and $i = 1, \ldots, N$

$$X_{(i+1)\Delta t} - X_{i\Delta t} = \sum_{j=1}^{p+1} f_j(i\Delta t, X_{i\Delta t}) \theta_j \Delta t + \sigma (B_{(i+1)\Delta t}^H - B_{i\Delta t}^H).$$

(2)
The system of equations (2) has some resemblance to classical linear models with dependent noise. In accordance to the classical least squares approach for estimation in linear models we can try to minimize the least squares functional

\[ G : (\theta_1, \ldots, \theta_{p+1}) \mapsto \sum_{i=1}^{N} \left( X_{(i+1)\Delta t} - X_{i\Delta t} - \sum_{j=1}^{p+1} f_j(i\Delta t, X_{i\Delta t}) \theta_j \Delta t \right)^2. \]

It was discussed in [3] that the minimizer \( \tilde{\theta}_{T,\Delta t} \) of the above functional has the form

\[ \tilde{\theta}_{T,\Delta t} = Q_{T,\Delta t}^{-1} P_{T,\Delta t}, \]

with

\[ Q_{T,\Delta t} = \left( \begin{array}{cccc}
\sum_{i=0}^{N} f_1(i\Delta t, X_{i\Delta t}) f_1(i, \Delta t, X_{i\Delta t}) \Delta t & \cdots & \sum_{i=0}^{N} f_1(i\Delta t, X_{i\Delta t}) f_p(i, \Delta t, X_{i\Delta t}) \Delta t \\
\vdots & \ddots & \vdots \\
\sum_{i=0}^{N} f_p(i\Delta t, X_{i\Delta t}) f_1(i, \Delta t, X_{i\Delta t}) \Delta t & \cdots & \sum_{i=0}^{N} f_p(i\Delta t, X_{i\Delta t}) f_p(i, \Delta t, X_{i\Delta t}) \Delta t
\end{array} \right) \]

and

\[ P_{T,\Delta t} := \left( \begin{array}{ccc}
\sum_{i=1}^{N} f_1(i\Delta t, X_{i\Delta t})(X_{(i+1)\Delta t} - X_{i\Delta t}) & \cdots & \sum_{i=1}^{N} f_{p+1}(i\Delta t, X_{i\Delta t})(X_{(i+1)\Delta t} - X_{i\Delta t})
\end{array} \right)^t. \]

This motivates the continuous time estimator \( \hat{\theta}_T = Q_T^{-1} P_T \) with

\[ Q_T = \left( \begin{array}{cccc}
\int_0^T f_1(t, X_t) f_1(t, X_t) dt & \cdots & \int_0^T f_1(t, X_t) f_{p+1}(t, X_t) dt \\
\vdots & \ddots & \vdots \\
\int_0^T f_{p+1}(t, X_t) f_1(t, X_t) dt & \cdots & \int_0^T f_{p+1}(t, X_t) f_{p+1}(t, X_t) dt
\end{array} \right) \]

and

\[ P_T := \left( \begin{array}{c}
\int_0^T f_1(t, X_t) dX_t, \ldots, \int_0^T f_p(t, X_t) dX_t
\end{array} \right)^t. \]

In the special case of the fractional Ornstein Uhlenbeck process we have \( \theta = (\mu_1, \ldots, \mu_p, \alpha) \) and \( f(t, x) := (\varphi_1, \ldots, \varphi_p, -x)^t \). This yields for \( T = n\nu \) the estimator

\[ \hat{\theta}_n := Q_n^{-1} P_n \]

with

\[ P_n := \left( \begin{array}{cc}
\int_0^{n\nu} \varphi_1(t) dX_t, \ldots, \int_0^{n\nu} \varphi_p(t) dX_t, - \int_0^{n\nu} X_t dX_t
\end{array} \right)^t \]

and

\[ Q_n := \left( \begin{array}{cc}
G_n & -a_n \\
-a_n^t & b_n
\end{array} \right), \]

where

\[ G_n := \left( \begin{array}{cc}
\int_0^{n\nu} \varphi_1(t) \varphi_1(t) dt & \cdots & \int_0^{n\nu} \varphi_1(t) \varphi_p(t) dt \\
\vdots & \ddots & \vdots \\
\int_0^{n\nu} \varphi_p(t) \varphi_1(t) dt & \cdots & \int_0^{n\nu} \varphi_p(t) \varphi_p(t) dt
\end{array} \right) = n\nu I_p, \]

\[ a_n^t := \left( \begin{array}{cc}
\int_0^{n\nu} \varphi_1(t) X_t dt, \ldots, \int_0^{n\nu} \varphi_p(t) X_t dt
\end{array} \right). \]
and
\[ b_n := \int_0^{n\nu} X_t^2 dt. \]

Note that \( I_p \) denotes the \( p \)-dimensional unit matrix.

First we deduce an explicit representation of the estimator \( \hat{\theta}_n \). For simplicity from now on we set \( \nu = 1 \).

**Proposition 3.1.** We have \( \hat{\theta}_n = \theta + \sigma Q_n^{-1} R_n \) with
\[
R_n := \left( \int_0^n \varphi_1(t) dB^H_t, ..., \int_0^n \varphi_p(t) dB^H_t, - \int_0^n X_t dB^H_t \right)^t.
\]

**Proof.** Using equation (1), we obtain for the \( i \)-th component (\( 1 \leq i \leq p \)) of the vector \( P_n \) the representation
\[
\int_0^n \varphi_i(t) dX_t = \sum_{j=1}^p \mu_j \int_0^n \varphi_i(t) \varphi_j(t) dt - \alpha \int_0^n \varphi_i(t) X_t dt + \sigma \int_0^n \varphi_i(t) dB^H_t
\]

and for the \( p+1 \)-th component
\[
\int_0^n X_t dX_t = \sum_{j=1}^p \mu_j \int_0^n X_t \varphi_j(t) dt - \alpha \int_0^n X^2_t dt + \sigma \int_0^n X_t dB^H_t.
\]

This yields \( P_n = Q_n \theta + \sigma R_n \) from which together with \( \hat{\theta} = Q_n^{-1} P_n \) proves the claim of the proposition. \( \square \)

Furthermore, we can compute the matrix \( Q_n^{-1} \) explicitly.

**Proposition 3.2.** We obtain
\[
Q_n^{-1} = \frac{1}{n} \left( \begin{array}{cc}
I_p + \gamma_n \Lambda_n \Lambda_n^t & -\gamma_n \Lambda_n \\
-\gamma_n \Lambda_n^t & \gamma_n
\end{array} \right).
\]

with
\[
\Lambda_n = (\Lambda_{n,1}, ..., \Lambda_{n,p})^t := \left( \frac{1}{n} \int_0^n \varphi_1(t) X_t dt, ..., \frac{1}{n} \int_0^n \varphi_p(t) X_t dt \right)^t
\]

and
\[
\gamma_n := \left( \frac{1}{n} \int_0^n X^2_t dt - \sum_{i=1}^p \Lambda_{n,i}^2 \right)^{-1}.
\]

**Proof.** See [2] for the proof. \( \square \)

Note that, since we will show in Proposition 4.2 that the limit of \( nQ_n^{-1} \) is well defined, especially \( \lim_{n \to \infty} \gamma_n = \gamma > 0 \), this implies that for large enough \( n \) also \( nQ_n^{-1} \) is well defined almost surely.
4. The consistency of the estimator

In this section we prove that the estimator $\hat{\theta}_n$ is consistent using the representation of Proposition 3.1.

**Theorem 1.** For $H \in (1/2,3/4)$ $\hat{\theta}_n$ defined in (4) converges in probability to $\theta$ as $n \to \infty$.

**Proof.** Since by Proposition 3.1 we have $\hat{\theta}_n = \theta + \sigma_n Q_n^{-1} R_n$ the statement of the theorem follows directly by the following two Propositions, Proposition 4.2 and Proposition 4.1. □

**Proposition 4.1.** For $H \in (1/2,3/4)$ the sequence $n^{-H} R_n$ is bounded in $L^2$.

**Proof.** Assume that $\sup_t |\varphi_i(t)| \leq C < \infty$, then by the isometry for fractional Brownian motion the variance of the first $p$ components is

$$\text{Var} \left( n^{-H} \int_0^n \varphi_i(t) dB_t^H \right) = \mathbb{E} \left[ \left( n^{-H} \int_0^n \varphi_i(t) dB_t^H \right)^2 \right]$$

$$= H(2H-1)n^{-2H} \int_0^n \int_0^n \varphi_i(u) \varphi_i(v) |u-v|^{2H-2} du dv$$

$$\leq 2C^2 H(2H-1)n^{-2H} \int_0^n \int_0^n (v-u)^{2H-2} du dv = C^2.$$}

In order to compute the variance of the last component, we write the solution of equation (1) in the form

$$X_t = e^{-\alpha t} \xi_0 + h(t) + Z_t$$

with

$$h(t) := e^{-\alpha t} \sum_{i=1}^p \mu_i \int_0^t e^{\alpha s} \varphi_i(s) ds$$

and

$$Z(t) := \sigma e^{-\alpha t} \int_0^t e^{\alpha s} dB_s^H.$$ 

The variance of the last component then is

$$\text{Var} \left( n^{-H} \int_0^n X_t dB_t^H \right) = n^{-2H} \mathbb{E} \left[ \left( \int_0^n X_t dB_t^H \right)^2 \right]$$

$$= n^{-2H} \mathbb{E} \left[ \left( \int_0^n (e^{-\alpha t} \xi_0 + h(t) + Z_t) dB_t^H \right)^2 \right]$$

$$= E_1 + E_2 + E_3 + E_4 + E_5 + E_6,$$
where

\[ E_1 := n^{-2H} \mathbb{E} \left[ \left( \int_0^n e^{-at_0} dB_t^H \right)^2 \right] = \mathbb{E} \left[ \epsilon_0^2 \right] \int_0^1 \int_0^1 e^{-\alpha(nu + v)} |u - v|^{2H-2} du dv, \]

\[ E_2 := 2n^{-2H} \mathbb{E} \left[ \int_0^n e^{-at_0} dB_t^H \int_0^n h(t) dB_t^H \right] = 2 \mathbb{E} \left[ \epsilon_0 \right] \int_0^1 \int_0^1 e^{-\alpha nu h(nu)} |u - v|^{2H-2} du dv, \]

\[ E_3 := 2n^{-2H} \mathbb{E} \left[ \int_0^n e^{-\alpha r} \xi_0 dB_r^H \int_0^n Z_t dB_t^H \right] \]

\[ E_4 := n^{-2H} \mathbb{E} \left[ \left( \int_0^n h(t) dB_t^H \right)^2 \right] = \int_0^1 \int_0^1 h(nu) h(nv) |u - v|^{2H-2} du dv, \]

\[ E_5 := 2n^{-2H} \mathbb{E} \left[ \int_0^n h(r) dB_r^H \int_0^n Z(t) dB_t^H \right] \]

and

\[ E_6 := n^{-2H} \mathbb{E} \left[ \left( \int_0^n Z_t dB_t^H \right)^2 \right] = n^{-2H} \sigma^2 \mathbb{E} \left[ \left( \int_0^n \int_0^1 e^{-\alpha(t-s)} dB_s^H dB_t^H \right)^2 \right]. \]

We now have to discuss the boundedness of each of those terms separately. The term \( E_1 \) is obviously bounded as \( n \to \infty \). Since the function \( t \mapsto h(t) \) is bounded, it follows also that the terms \( E_2 \) and \( E_4 \) stay bounded. \( E_3 \) and \( E_5 \) are zero by the isometry property for multiple Wiener integrals of different order (cf. e.g. [7]). \( E_6 \) also stays bounded as \( n \to \infty \), since we know by [4] that \( \frac{1}{n} \mathbb{E} \left[ \left( \int_0^n Z_t dB_t^H \right)^2 \right] \) is convergent for \( H \in (1/2, 3/4) \).

\[ \square \]

**Proposition 4.2.** As \( n \to \infty \) we obtain that \( nQ_n^{-1} \) converges almost surely to

\[ C := \begin{pmatrix} I_p + \gamma \Lambda^t & -\gamma \Lambda \\ -\gamma \Lambda^t & \gamma \end{pmatrix}, \]

where

\[ \Lambda = (\Lambda_1, ..., \Lambda_p)^t := \left( \int_0^1 \varphi_1(t) \tilde{h}(t) dt, ..., \int_0^1 \varphi_p(t) \tilde{h}(t) dt \right)^t \]

and

\[ \gamma := \left( \int_0^t \tilde{h}^2(t) dt + \sigma^2 \alpha^{-2H} \Gamma(2H) - \sum_{i=1}^p \Lambda_i^2 \right)^{-1}, \]

with \( \tilde{h}(t) := e^{-at} \sum_{i=1}^p \mu_i \int_{-\infty}^t e^{\alpha s} \varphi_i(s) ds \).

**Proof.** We use the following notation

\[ \tilde{X}_t = \tilde{h}(t) + \tilde{Z}_t \]

with

\[ \tilde{h}(t) := e^{-at} \sum_{i=1}^p \mu_i \int_{-\infty}^t e^{\alpha s} \varphi_i(s) ds \]
Those two facts now imply that
\[ \hat{Z}_t := \sigma e^{-\alpha t} \int_{-\infty}^{t} e^{\alpha s} dB_s^H. \]

We investigate the limit behaviour of the different entries in \( n^{-1}Q_n \) separately.

The ergodic theorem, Proposition 2.4 and Proposition 2.3 yield
\[
\lim_{n \to \infty} A_{n,i} = \lim_{n \to \infty} \frac{1}{n} \int_0^n X_t \varphi_i(t) dt = \lim_{n \to \infty} \frac{1}{n} \int_0^n \bar{X}_t \varphi_i(t) dt = \lim_{n \to \infty} \frac{1}{n} \sum_{k=1}^{n} \int_{k-1}^{k} \bar{X}_t \varphi_i(t) dt
\]
\[
= \mathbb{E} \left[ \int_0^1 \bar{X}_t \varphi_i(t) dt \right] = \int_0^1 h(t) \varphi_i(t) dt + \int_0^1 \mathbb{E} \left[ \int_0^t \varphi_i(t) e^{-\alpha(t-s)} dB_s^H \right] dt,
\]
where the second term in the last expression is zero by the properties of Wiener integrals.

Note that the sequence of \( C[0, 1] \) valued random variables \( s \mapsto \tilde{Z}_{k+s} ; k \in \mathbb{Z} \) is stationary and ergodic, hence by the ergodic theorem we have as \( n \to \infty \)
\[
\frac{1}{n} \int_0^n \tilde{Z}_t dt = \frac{1}{n} \sum_{k=1}^{n} \int_{k-1}^{k} \tilde{Z}_t \to \mathbb{E} \left[ \int_0^1 \tilde{Z}_t dt \right] = \mathbb{E}[\tilde{Z}_0] = 0.
\]

Moreover, we have
\[
\left| \frac{1}{n} \int_0^n \left( Z_t - \tilde{Z}_t \right) dt \right| \leq \frac{\sigma}{n} \int_0^n e^{-\alpha t} \left| \int_{-\infty}^0 e^{\alpha s} dB_s^H \right| dt \to 0 \quad \text{as } n \to \infty.
\]

Those two facts now imply that
\[
\lim_{n \to \infty} \left| \frac{1}{n} \int_0^n Z_t dt \right| = 0.
\]

It then follows from the boundedness of the function \( t \mapsto h(t) \) that
\[
\limsup_{n \to \infty} \left| \frac{1}{n} \int_0^n X_t dt \right| = \limsup_{n \to \infty} \left| \frac{1}{n} \int_0^n \left( e^{-\alpha t} \xi_0 + h(t) + Z_t \right) dt \right| < \infty.
\]

From Proposition 2.3 we also have
\[
\limsup_{n \to \infty} \left| \frac{1}{n} \int_0^n \tilde{X}_t dt \right| < \infty.
\]

Those two inequalities together with Proposition 2.3 yield
\[
\left| \frac{1}{n} \int_0^n \tilde{X}_t^2 dt - \frac{1}{n} \int_0^n X_t^2 dt \right| = \left| \frac{1}{n} \int_0^n \left( \tilde{X}_t + X_t \right) \left( \tilde{X}_t - X_t \right) dt \right| \to 0 \quad \text{as } n \to \infty.
\]

Now using the ergodic theorem for \( \tilde{h} \) and \([4]\) for \( \tilde{Z} \) we obtain
\[
\lim_{n \to \infty} \frac{1}{n} \int_0^n X_t^2 dt = \lim_{n \to \infty} \frac{1}{n} \int_0^n \tilde{X}_t^2 dt
\]
\[
= \int_0^1 \tilde{h}^2(t) dt + \sigma^2 \alpha^{-2H} \Gamma(2H),
\]
noting that the mixed term is zero due to the properties of Wiener integrals.
Thus the general expression for $\gamma_n$ in Proposition 3.2 yields
\[
\lim_{n \to \infty} \gamma_n = \lim_{n \to \infty} \left( \frac{1}{n} \int_0^n X_t^2 dt - \sum_{i=1}^p \Lambda_{n,i}^2 \right)^{-1}
= \left( \int_0^t \tilde{h}^2(t) dt + \sigma^2 \alpha^{-2H} H \Gamma(2H) - \sum_{i=1}^p \Lambda_i^2 \right)^{-1}.
\]
Since the functions $\varphi_i; i = 1, \ldots, p$ are orthonormal in $L^2[0, 1]$ we can use the Bessel inequality
\[
\sum_{i=1}^p \Lambda_i^2 \leq \left( \int_0^1 \varphi_i(t) \tilde{h}(t) dt \right)^2 \leq \int_0^1 \tilde{h}^2(t) dt
\]
to see that the above limit is well defined and finite, which completes our proof. \hfill \Box

5. The asymptotic normality of the estimator

In this section we prove asymptotic normality of our estimator which may be reduced to a limit theorem for dependent normally distributed random variables.

**Theorem 2.** For $H \in (1/2, 3/4)$ we obtain for $\hat{\vartheta}_n$ defined by (4)
\[
n^{1-H}(\hat{\vartheta}_n - \vartheta) \xrightarrow{\mathcal{D}} \mathcal{N}(0, \sigma^2 C \Sigma_0 C)
\]
with
\[
\Sigma_0 := \begin{pmatrix} \bar{G} & -\bar{a} \\ -\bar{a}^t & \bar{b} \end{pmatrix},
\]
where
\[
\bar{G} := \begin{pmatrix} \alpha_H \int_0^1 \int_0^1 \varphi_1(s) \varphi_1(t) |t-s|^{2H-2} dsdt & \ldots & \alpha_H \int_0^1 \int_0^1 \varphi_1(s) \varphi_p(t) |t-s|^{2H-2} dsdt \\ \vdots & \ddots & \vdots \\ \alpha_H \int_0^1 \int_0^1 \varphi_p(s) \varphi_1(t) |t-s|^{2H-2} dsdt & \ldots & \alpha_H \int_0^1 \int_0^1 \varphi_p(s) \varphi_p(t) |t-s|^{2H-2} dsdt \end{pmatrix},
\]
\[
\bar{a}^t := \begin{pmatrix} \alpha_H \int_0^1 \int_0^1 \varphi_1(s) \tilde{h}(t) |t-s|^{2H-2} dsdt, \ldots, \alpha_H \int_0^1 \int_0^1 \varphi_p(s) \tilde{h}(t) |t-s|^{2H-2} dsdt \end{pmatrix},
\]
\[
\bar{b} := \alpha_H \int_0^1 \int_0^1 \bar{h}(s) \tilde{h}(t) |t-s|^{2H-2} dsdt,
\]
\[
\alpha_H = H(2H - 1),
\]
\[
\tilde{h}(t) := e^{-\alpha t} \sum_{i=1}^p \mu_i \int_{-\infty}^t e^{\alpha s} \varphi_i(s) ds
\]
and $C$ is defined in Proposition (4.2).

Let us discuss the differences to the Brownian case (cf. [2]) and the fractional Ornstein Uhlenbeck case without periodic mean function (cf. [4]) before proceeding with the proof. The rate of convergence $n^{1-H}$ is slower than in the Brownian case. Furthermore, it is also slower than the rate $n^{1/2}$ for the mean reverting parameter in a fractional Ornstein Uhlenbeck setting with $L = 0$. This is due to the special structure of our drift coefficient, which in our setting also dominates the component of $\alpha$ leading to a slower rate even for $\alpha$ and a different entry in the covariance matrix. Furthermore, unless in the Brownian case $\Sigma_0 \neq C^{-1}$. This is due to the isometry formula for fractional Brownian motion with
$H > 1/2$, which is not simply derived from the scalar product in $L^2$, but from the scalar product in a larger Hilbert space $\mathcal{H}$. Namely for a fixed time interval $[0, T]$ $\mathcal{H}$ is defined as the closure of the set of real valued step functions on $[0, T]$ with respect to the scalar product $<1_{[0,t]}, 1_{[0,s]}>_H = \mathbb{E}(B_t^H B_s^H)$.

**Proof.** By the representation $$\hat{\varphi}_n - \varphi = \sigma Q_n^{-1} R_n$$ and the almost sure convergence of $nQ_n^{-1} \to C$ it is sufficient to prove that as $n \to \infty$

$$\left( n^{-H} \int_0^n \varphi_1(t) dB_t^H, ..., n^{-H} \int_0^n \varphi_p(t) dB_t^H, -n^{-H} \int_0^n X_t dB_t^H \right)^t \xrightarrow{\mathcal{D}} \mathcal{N}(0, \Sigma).$$

As in the proof of Proposition 4.2 we may replace $X_t$ with $\tilde{X}_t$ with the representation $\tilde{X}_t = \tilde{Z}_t + \tilde{h}(t)$ and may deduce that $\tilde{Z}_t$ does not contribute to the covariance matrix. Namely the contributions to the off-diagonal elements in $\tilde{\varphi}$ and the mixed term of $\tilde{b}$ are zero by the isometry formula for multiple Wiener integrals of different order (cf. e.g. [7]). Furthermore, $\text{Var}(n^{-H} \int_0^n \tilde{Z}_t dB_t^H) \to 0$ as $n \to \infty$, since we know by [4] that $\frac{1}{n} \text{Var}(\int_0^n \tilde{Z}_t dB_t^H)$ is convergent and $2H > 1$ for $1/2 < H < 3/4$.

Hence it is sufficient to show that for the 1-periodic functions $\varphi_i$ $(1 \leq i \leq p)$ and $\tilde{h}$ as $n \to \infty$

$$\left( n^{-H} \int_0^n \varphi_1(t) dB_t^H, ..., n^{-H} \int_0^n \varphi_p(t) dB_t^H, -n^{-H} \int_0^n \tilde{h}(t) dB_t^H \right)^t \xrightarrow{\mathcal{D}} \mathcal{N}(0, \Sigma).$$

This is an immediate consequence of the following Proposition 5.1. □

**Proposition 5.1.** Let $f_k$ $(1 \leq k \leq m)$ be periodic real valued functions with period 1, then for $H > 1/2$ and $n \to \infty$

$$\left( n^{-H} \int_0^n f_1(t) dB_t^H, ..., n^{-H} \int_0^n f_m(t) dB_t^H \right)^t \xrightarrow{\mathcal{D}} \mathcal{N} \left( 0, H(2H - 1) \left( \int_0^1 \int_0^1 f_i(t) f_j(s) |t-s|^{2H-2} ds dt \right)_{1 \leq i, j \leq m} \right).$$

**Proof.** Since $f_k$ is periodic with period 1, we may write for $1 \leq k \leq m$

$$n^{-H} \int_0^n f_k(t) dB_t^H = n^{-H} \sum_{i=1}^n \int_{i-1}^i f_k(t) dB_t^H = n^{-H} \sum_{i=1}^n Y_k^i$$

with

$$Y_k^i \sim \mathcal{N} \left( 0, H(2H - 1) \int_0^1 \int_0^1 f_k(t) f_k(s) |t-s|^{2H-2} ds dt \right)$$

and

$$\text{Cov}(Y_k^i, Y_j^l) = \rho_H(|i-j|)H(2H - 1) \int_0^1 \int_0^1 f_k(t) f_i(s) |t-s|^{2H-2} ds dt$$

$$\sim n^{2H-2}H^2(2H - 1)^2 \int_0^1 \int_0^1 f_k(t) f_i(s) |t-s|^{2H-2} ds dt$$

for $1 \leq i, j \leq n$ and $1 \leq k, l \leq m$, since

$$\rho_H(n) = \frac{1}{2}((n+1)^{2H} + (n-1)^{2H} - 2n^{2H}).$$
Hence the sequences \((Y^k_i)_i\) satisfy the conditions of Theorem 7.2.11 in [8], which implies as \(n \to \infty\)

\[
n^{-H} \sum_{i=1}^{n} Y^k_i \xrightarrow{D} \mathcal{N} \left( 0, H(2H - 1) \int_0^1 \int_0^1 f_k(t)f_k(s) |t - s|^{2H-2} \, ds \, dt \right).
\]

Finally the Cramer-Wold device together with a similar argument for the covariance terms lead to the desired result. \(\square\)
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