GENUS COMPUTATION OF GLOBAL FUNCTION FIELDS
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Abstract. In this paper we present an algorithm that computes the genus of a global function field. Let $F/k$ be function field over a field $k$, and let $k_0$ be the full constant field of $F/k$. By using lattices over subrings of $F$, we can express the genus $g$ of $F$ in terms of $[k_0 : k]$ and the indices of certain orders of the finite and infinite maximal orders of $F$. If $k$ is a finite field, the Montes algorithm computes the latter indices as a by-product. This leads us to a fast computation of the genus of global function fields. Our algorithm does not require the computation of any basis, neither of finite nor infinite maximal order.

Introduction

Let $F/k$ be a function field of one variable over $k$ and denote $D_F$ the set of divisors of $F$. The computation of the non-negative integer

$$g := \max \{ \deg_k A - \text{dim}_k A + 1 \mid A \in D_F \}$$

is one of the fundamental tasks in algebraic function field theory or the theory of algebraic curves. To this day, the fastest algorithms that compute the genus $g$ of $F$ are based on the computation of certain Riemann-Roch spaces [8]. For this purpose the computation of bases of the finite and infinite maximal orders of $F$ is necessary. If $k$ is equal to the full constant field $k_0$ of $F$, we present in this paper a direct way to determine $g$. For instance, no basis computation will be required at all.

Our algorithm is based on the repeated application of the Montes algorithm. Hence, it has an excellent practical performance for global function fields; that is, when $k$ is a finite field. According to our tests, the running time of the genus computation is in most of the cases dominated by the computation and factorization of the discriminant of a defining polynomial of $F$. The complexity estimation for the Montes algorithm in [1] affords us concrete bounds for the number of operations in the finite constant field $k$, which are needed to compute the genus of $F$ (Theorem 3.6). Unfortunately, these theoretical bounds do not fit well with the practical performance of the method.

1. Algebraic function fields

Throughout this paper $F/k$ will denote an algebraic function field of one variable over the field $k$. That is, $F/k(t)$ is a separable extension of finite degree $n$, for $t \in F$ transcendental over $k$. We denote $A := k[t], K := k(t) \subset F$. Let $v_{\infty} : K \to \mathbb{Z} \cup \{\infty\}$ be the discrete valuation determined by

$$v_{\infty}(h/g) := \deg g - \deg h$$
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for $h, g \in A$. Let $A_\infty = k[t^{-1}]_{(t^{-1})} \subset K$ be the valuation ring of $v_\infty$, $m_\infty$ its maximal ideal and $U_\infty := \{a \in K \mid v_\infty(a) = 0\}$, the group of units of $A_\infty$. Denote by $\mathbb{P}_F$ the set of all places of $F/k$ and let $\mathbb{P}_\infty \subset \mathbb{P}_F$ be the set of all places over $\infty$. We set $\mathbb{P}_0 := \mathbb{P}_F \setminus \mathbb{P}_\infty$. Every place $P \in \mathbb{P}_F$ corresponds to a surjective valuation $v_P : F \to \mathbb{Z} \cup \{\infty\}$, which is zero on $k$. A divisor $D$ of $F/k$ is a formal $\mathbb{Z}$-linear combination of the places of $F$. For a divisor $D = \sum_{P \in \mathbb{P}_F} a_P \cdot P$, we set $v_P(D) := a_P$ and define the degree of $D$ (over $k$) by

$$\deg_k D := \sum_{P \in \mathbb{P}_F} a_P \cdot \deg_k P.$$ 

For $z \in F^\times$ we define the principal divisor generated by $z$ by $(z) := \sum_{P \in \mathbb{P}_F} v_P(z) \cdot P$. Denote by $Z_z := \{P \in \mathbb{P}_F \mid v_P(z) > 0\}$ and $N_z := \{P \in \mathbb{P}_F \mid v_P(z) < 0\}$ the sets of zeros and poles of $z$, respectively. We call $(z)_0 := \sum_{P \in Z_z} v_P(z) \cdot P$ the zero divisor of $z$ and $(z)_\infty := \sum_{P \in N_z} -v_P(z) \cdot P$ the pole divisor of $z$. The Riemann-Roch space of a divisor $D$ of $F$ is the finite dimensional $k$-vector space

$$L(D) := \{a \in F^\times \mid (a) \geq -D\} \cup \{0\}.$$ 

Instead of $\dim_k L(D)$, we write $\dim_k D$ for any divisor $D$ of $F$. Then, we may define the genus $g$ of $F$ as in the introduction.

Let $\mathcal{O}_F := \text{Cl}(A, F)$ and $\mathcal{O}_{F, \infty} := \text{Cl}(A_\infty, F)$ be the integral closures of $A$ and $A_\infty$ in $F$, respectively.

We realize an algebraic function field $F/k$ as the quotient field of the residue class ring $A[x]/f(t, x)A[x]$, where

$$f(t, x) = x^n + a_1(t)x^{n-1} + \cdots + a_n(t) \in A[x]$$

is irreducible, monic and separable in $x$. A polynomial $f$ satisfying these conditions is called a defining polynomial of $F/k$. Such a representation exists for every algebraic function field over a perfect constant field [15, p. 128]. We consider $\theta \in F$ with $f(t, \theta) = 0$, so that $F$ can be expressed as $k(t, \theta)$. We call $A[\theta]$ the finite equation order of $f$, and we define

$$C_f := \max\{[\deg_a(t)/\alpha] \mid 1 \leq i \leq n\}, \quad f_\infty(1/t, x) := t^{-nC_f} f(t, \theta^C, x).$$

Thus, $f_\infty$ belongs to $k[1/t, x] \subset A_\infty[x]$ and $F$ can be represented as the quotient field of $A_\infty[x]/f_\infty(1/t, x)A_\infty[x]$. As $\theta_\infty := \theta^C$ is integral over $A_\infty$, we may consider the infinite equation order $A_\infty[\theta_\infty]$.

**Definition 1.1.** Let $M$ and $M'$ be two $A$- or $A_\infty$-modules of rank $n$ with bases \{\(b_1, \ldots, b_n\)\} and \{\(b_1', \ldots, b_n'\)\}, respectively. We set the index $[M : M']$ to be the class of $\det(T)$ in $K^*/k^*$, where $T \in \text{GL}_n(K)$ is a transition matrix.

Note that this definition is independent of the choice of the bases of $M$ and $M'$. The values $v_\infty([M : M'])$ and $v_{p(t)}([M : M'])$, for an irreducible polynomial $p(t) \in A$, are defined as the valuation of any representative of the class $[M : M']$.

Let $k$ be a finite field with $q$ elements. Our algorithm of the computation of the genus of a function field $F/k$ strongly depends on the Montes algorithm [3, 6]:

**Montes-algorithm**($f(t, x), p(t)$)

**INPUT:**
- Defining polynomial $f(t, x)$ of a global function field $F/k$.
- An irreducible polynomial $p(t) \in k[t]$.

**OUTPUT:**
– Non-negative integer \(\text{ind}_{p(t)} := v_{p(t)}(\mathcal{O}_F : A[\theta])\).

The original version of the Montes algorithm produces a more comprehensive output, but we require only \(\text{ind}_{p(t)}\). Admitting fast multiplication, it is shown in [1] Theorem 5.14 that the Montes algorithm needs
\[
O \left( (\deg p(t)) \left( n^{2+\varepsilon} + n^{1+\varepsilon} \delta_{p(t)} \log(q^{\deg p(t)}) + n^{1+\varepsilon} \delta_{p(t)}^2 \right) \right)
\]
operations in \(k\) to terminate, where \(n := \deg f\) and \(\delta_{p(t)} := v_{p(t)}(\text{Disc}(f))\). Also, if we set
\[
\delta_\infty := v_\infty(\text{Disc}(f)\infty), \quad \text{ind}_\infty := v_\infty(\mathcal{O}_{F,\infty} : A_\infty[\theta\infty]),
\]
the routine Montes-algorithm\((f_\infty(1/t, x), 1/t)\) determines the non-negative integer \(\text{ind}_\infty\), at a cost of \(O(n^{2+\varepsilon} + n^{1+\varepsilon} \delta_\infty \log(q) + n^{1+\varepsilon} \delta_\infty^2)\) operations in \(k\).

2. Lattices over \(k(t)\)

Our aim is to describe the genus \(g\) of a function field \(F/k\) in terms of the indices \(\mathcal{O}_F : A[\theta]\), \(\mathcal{O}_{F,\infty} : A_\infty[\theta_\infty]\) and \([k_0 : k]\). To this end, we use the language of lattices and their reduced bases. A more comprehensive consideration can be found in [10] and [3].

2.1. Lattices and normed spaces. On \(K = k(t)\) we consider the degree function \(\left| \right| : K \to \{-\infty\} \cup \mathbb{Z}\), determined by \(\left| x \right| := -v_\infty(x)\). Let \(K_\infty = k((t^{-1}))\) be the completion of \(K\) at the place \(\infty\). The valuation \(v_\infty\) extends in an obvious way to \(\overline{K}_\infty\), and it determines a degree function on \(\overline{K}_\infty\) as above: \(\left| \right| := -v_\infty\).

**Definition 2.1.** Let \(R\) be a subring of \(K_\infty\), and let \(X\) be a finitely generated \(R\)-module. A norm, or length function on \(X\) is a mapping
\[
\left| \right| : X \to \{-\infty\} \cup \mathbb{R}
\]
satisfying the following conditions:

1. \(\left| x + y \right| \leq \max\{\left| x \right|, \left| y \right|\}\), for all \(x, y \in X\),
2. \(\left| ax \right| = \left| a \right| \cdot \left| x \right|\), for all \(a \in R\), \(x \in X\),
3. \(\left| x \right| = -\infty\) if and only if \(x = 0\),
4. \(\dim_k \{x \in X \mid \left| x \right| \leq r\} < \infty\), for each \(r \in \mathbb{R}\).

Clearly, \(\left| \right| : R \to \{-\infty\} \cup \mathbb{R}\), with \(R \in \{K, K_\infty\}\), is a norm on \(R\).

**Lemma 2.2.** Let \(R\) be a subring of \(K_\infty\), \(X\) a finitely generated \(R\)-module, and \(\left| \right|\) a norm on \(X\). Then, for any \(x_1, x_2 \in X\) with \(\left| x_1 \right| \neq \left| x_2 \right|\), it holds
\[
\left| x_1 + x_2 \right| = \max\{\left| x_1 \right|, \left| x_2 \right|\}.
\]

**Proof.** Since \(\left| x_1 \right| \neq \left| x_2 \right|\), we can assume \(\left| x_1 \right| > \left| x_2 \right|\). Suppose that \(\left| x_1 + x_2 \right| < \max\{\left| x_1 \right|, \left| x_2 \right|\} = \left| x_1 \right|\). We obtain \(\left| x_1 \right| = \left| (x_1 + x_2) - x_2 \right| \leq \max\{\left| x_1 + x_2 \right|, \left| x_2 \right|\} < \left| x_1 \right|\), a contradiction. \(\square\)

**Definition 2.3.** A normed space over \(K\) is a pair \((E, \left| \right|)\), where \(E\) is a finite dimensional \(K\)-vector space and \(\left| \right|\) is a norm on \(E\).

A lattice over \(A\) is a pair \((L, \left| \right|)\), where \(L\) is a finitely generated \(A\)-module, and \(\left| \right|\) is a norm on \(L\).
Clearly, if \((L, \| \|)\) is a lattice, then \(L \otimes_A K\) is a normed space, with the norm function obtained by extending \(\| \|\) in an obvious way. The second property of the norm function shows that \(L\) has no \(A\)-torsion, so that \(L\) is a free \(A\)-module and it is embedded into the normed space \(L \otimes_A K\). Conversely, if \((E, \| \|)\) is a normed space, then any \(A\)-submodule of full rank is a lattice with the norm function obtained by restricting \(\| \|\) to \(L\).

**Example 1.** The pair \((A, | |)\) is a lattice in the normed space \((K, | |)\), where | | is the ordinary degree function.

**Example 2.** Let \(F/k\) be an algebraic function field. For each place \(P\) of \(F\) above the place \(\infty\) of \(K\), let \(e(P|\infty)\) be the ramification index of \(P\) over \(\infty\). Define \(w_P := e(P|\infty)^{-1}v_P\) and:

\[
w_\infty : F \to \mathbb{R} \cup \{\infty\}, \quad w_\infty(x) := \min_{P|\infty} \{w_P(x)\}.
\]

Then, \((F, -w_\infty)\) is a normed space. Actually, this is the normed space we are mostly interested in.

2.2. **Reduced bases.** We fix throughout this section a normed space \((E, \| \|)\) over \(K\), of dimension \(n\). By a basis of \(E\) we mean a \(K\)-basis. By a basis of a lattice \(L \subset E\) we mean an \(A\)-basis. Any basis of \(L\) is in particular a basis of \(E\). Conversely, any basis \(B = \{b_1, \ldots, b_n\}\) of \(E\), is a basis of the lattice \(L := \langle B \rangle_A\), the \(A\)-submodule generated by \(B\).

**Definition 2.4.** Let \(B = \{b_1, \ldots, b_m\}\) be a \(K\)-linearly independent family of \(E\). We say that \(B\) is reduced if any of the following two equivalent conditions are satisfied:

1. \[\|a_1b_1 + \cdots + a_mb_m\| = \max_{1 \leq i \leq m} \{\|a_ib_i\|\}, \text{ for all } a_1, \ldots, a_m \in K.\]
2. \[\|a_1b_1 + \cdots + a_mb_m\| = \max_{1 \leq i \leq m} \{\|a_ib_i\|\}, \text{ for all } a_1, \ldots, a_m \in A.\]

**Theorem 2.5.** Every lattice admits a reduced basis.

*Proof.* In the literature, there are several proofs of this fact for particular normed spaces \([9, 13, 14]\). It is not difficult to prove this for an abstract normed space \([8]\), but we do not include the proof here because we do not need it for our purposes. □

2.3. **Orthonormal basis and determinant.**

**Definition 2.6.** Let \(E\) be a normed space and \(B\) a reduced basis of \(E\). We say that \(B\) is orthonormal if \(-1 < \|b\| \leq 0\), for all \(b \in B\).

Clearly, if \(B\) is a reduced basis of \(E\), then \(\{t^{m_k}b \mid b \in B\}\) is an orthonormal basis, if we take \(m_k = -[\|b\|]\).

We now consider transition matrices between orthonormal bases. For two bases \(B := \{b_1, \ldots, b_n\}\) and \(B' := \{b'_1, \ldots, b'_n\}\) in a normed space, a transition matrix from \(B\) to \(B'\) is defined to be a matrix \(T \in \text{GL}_n(K)\) such that \((b'_1 \ldots b'_n)T = (b_1 \ldots b_n).

**Definition 2.7.** Let \(m = m_1 + \cdots + m_\kappa\) be a partition of a positive integer \(m\) into a sum of positive integers. Let \(T\) be a \(m \times m\) matrix with entries in \(A_\infty\). The partition of \(m\) determines a decomposition of \(T\) into blocks:

\[
T = (T_{ij}), \quad T_{ij} \in A_{\infty}^{m_i \times m_j}, \quad 1 \leq i, j \leq \kappa.
\]

The orthogonal group \(O(m_1, \ldots, m_\kappa, A_\infty)\) is the set of all \(T \in K^{m \times m}\) which satisfy the following two conditions:
(1) $T_{ii} \in \text{GL}_{m_i}(A_\infty)$, for all $1 \leq i \leq \kappa$.

(2) $T_{ij} \in \text{m}_{\infty}^{m_i \times m_j}$, for all $i > j$.

**Theorem 2.8.** The orthogonal group $O(m_1, \ldots, m_\kappa, A_\infty)$ is a subgroup of $\text{GL}_m(A_\infty)$. In particular, the determinant of a matrix in $O(m_1, \ldots, m_\kappa, K)$ belongs to $U_\infty$.

**Proof.** The image of $T \in O(m_1, \ldots, m_\kappa, A_\infty)$ under the reduction homomorphism $A_\infty \rightarrow A_\infty/m_\infty \cong k$ is an invertible matrix; hence $\det(T) \in U_\infty$. □

**Proposition 2.9.** Let $B$ be an orthonormal basis of $E$, whose vectors are ordered by increasing length and let $m_1, \ldots, m_\kappa$ be the multiplicities of the lengths of the vectors of $B$. Let $B'$ be a basis of $E$, whose vectors are ordered by increasing length. Then $B'$ is orthonormal if and only if the transition matrix from $B'$ to $B$ belongs to the orthogonal group $O(m_1, \ldots, m_\kappa, A_\infty)$.

**Proof.** A proof can be found in [3]. □

Now we define the determinant of a lattice.

**Definition 2.10.** Let $B$ be a basis of a normed space $E$. We define $d(B) \in K^*/U_\infty$ to be the class modulo $U_\infty$ of the determinant of the transition matrix from $B$ to an orthonormal basis of $E$. We call $d(B)$ the determinant of $B$.

This invariant is well-defined because the transition matrix between two orthonormal bases of $E$ has determinant in $U_\infty$ by Theorem 2.8 and Proposition 2.9.

**Definition 2.11.** Let $L$ be a lattice inside a normed space $E$. We define $d(L) \in K^*/U_\infty$ to be the determinant of any basis of $L$. We call $d(L)$ the determinant of $L$.

This invariant is well-defined because the transition matrix between two bases of $L$ has determinant in $k^* \subset U_\infty$. Note that $|d(B)|, |d(L)| \in \mathbb{Z}$ are well-defined.

**Lemma 2.12.** Let $E$ be a normed space, $L \subset E$ a lattice and $B := \{b_1, \ldots, b_n\}$ a reduced basis of $L$. Then, the determinant of $L$ satisfies

$$|d(L)| = \sum_{i=1}^{n} \|b_i\|.$$ 

**Proof.** Since $B$ is a reduced basis, the set $B' := \{t^{m_i}b_1, \ldots, t^{m_n}b_n\}$ with $m_i := -\|b_i\|$, $1 \leq i \leq n$, is an orthonormal basis of $E$ and $T := \text{diag}(t^{m_1}, \ldots, t^{m_n})^{-1}$ is a transition matrix from $B$ to $B'$. By definition, $|d(L)|$ satisfies

$$|d(L)| = |\det(T)| = \sum_{i=1}^{n} m_i = \sum_{i=1}^{n} \|b_i\|.$$ 

□

3. **Genus of function fields**

3.1. **Riemann-Roch theory and lattices.** Let $F/k$ be a function field of genus $g$ and denote $e(P|\infty)$ the ramification index of $P$ over $\infty$. We consider a divisor

$$D + r(t)_\infty = \sum_{Q \in P_0} \alpha_Q \cdot Q + \sum_{P \in P_\infty} (\beta_P + re(P|\infty)) \cdot P,$$
with $r \in \mathbb{Z}$. The places $Q \in \mathbb{P}_0$ and $P \in \mathbb{P}_\infty$ are in 1:1 correspondence to prime ideals $Q$ of $\mathcal{O}_F$ and $\mathcal{P}$ of $\mathcal{O}_{F, \infty}$, respectively. The Riemann-Roch space of $D + r(t)_\infty$ satisfies

$$\mathcal{L}(D + r(t)_\infty) = \mathcal{I}_0 \cap \mathcal{I}_\infty$$

with fractional ideals $\mathcal{I}_0 := \prod_{Q \in \mathbb{P}_0} Q^{-\alpha_Q}$ and $\mathcal{I}_\infty := t^{-r} \cdot \prod_{P \in \mathbb{P}_\infty} \mathcal{P}^{-\beta_P}$ of $\mathcal{O}_F$ and $\mathcal{O}_{F, \infty}$, respectively. We consider the norm on $F$:

$$\| \| : F \to (-\infty) \cup \mathbb{Q}, \|z\| = -\min_{P \in \mathbb{P}_\infty} \left\{ \frac{v_P(z) + v_P(D)}{e(P|\infty)} \right\}.$$

Thus, $(F, \| \|)$ becomes a normed space. The fractional ideal $\mathcal{I}_0$, equipped with the norm $\| \|$, is a lattice in $(F, \| \|)$. Clearly, any divisor $D$ induces a norm $\| \|_D$ and a normed space $(F, \| \|_D)$. As our consideration is relative to a fixed divisor $D$, we write $\| \|$ instead of $\| \|_D$. Note that $\mathcal{I}_0$ does not depend on $r$.

**Theorem 3.1** ([14] Satz III.17). Let $\mathcal{B} := \{b_1, \ldots, b_n\}$ be a reduced basis of $\mathcal{I}_0$. Then,

$$\{b_it^{b_i} \mid 1 \leq i \leq n, 0 \leq j_i \leq -\|b_i\| + r\}$$

is a $k$-basis of $\mathcal{L}(D + r(t)_\infty)$.

**Proof.** Let $z = \sum_{i=1}^{n} \lambda_i b_i$, with $\lambda_i$ in $A$, be an arbitrary element of $\mathcal{I}_0$. The element $z$ belongs to $\mathcal{L}(D + r(t)_\infty) = \mathcal{I}_0 \cap \mathcal{I}_\infty$ if and only if $v_P(z) \geq -v_P(D) - re(P|\infty)$, for all $P \in \mathbb{P}_\infty$. This condition can be expressed as

$$\min_{P \in \mathbb{P}_\infty} \left\{ \frac{v_P(z) + v_P(D)}{e(P|\infty)} \right\} \geq -r \iff \|z\| \leq r \iff \max_{i=1}^{n}(\|\lambda_i b_i\|) \leq r,$$

or equivalently, $|\lambda_i| \leq -\|b_i\| + r$, for all $i \in \{1, \ldots, n\}$. Since the coefficients $\lambda_i$ are polynomials, we obtain $z \in \mathcal{L}(D + r(t)_\infty)$ if and only if $|\lambda_i| = \deg(\lambda_i) \leq -\|b_i\| + r = -\|b_i\| + r$, for all $1 \leq i \leq n$. \[\square\]

**Corollary 3.2.** Let $\mathcal{B} := \{b_1, \ldots, b_n\}$ be a reduced basis of $\mathcal{I}_0$. Then,

$$\dim_k(D + r(t)_\infty) = \sum_{\|b_i\| \leq r} (-\|b_i\| + r + 1).$$

**Corollary 3.3** ([8] Corollary 5.5). Let $D$ be a divisor of $F$, and $\mathcal{I}_0$ and $\mathcal{I}_\infty$ fractional ideals of $\mathcal{O}_F$ and $\mathcal{O}_{F, \infty}$, respectively, such that $\mathcal{L}(D) = \mathcal{I}_0 \cap \mathcal{I}_\infty$. Then, it holds

$$-|d(\mathcal{I}_0)| = \deg_k(D) + [k_0 : k](1 - g) - n,$$

where $k_0$ is the full constant field of $F/k$.

**Proof.** Let $\{b_1, \ldots, b_n\}$ be a reduced basis of $\mathcal{I}_0$. For a sufficiently large $r \in \mathbb{Z}$, Corollary 3.2 shows that $\dim_k(D + r(t)_\infty) = (\sum_{i=1}^{n} -\|b_i\|) + nr + n$. Also, for large $r$ we obtain by the Riemann-Roch theorem

$$\dim_k(D + r(t)_\infty) = \deg_k(D + r(t)_\infty) + [k_0 : k](1 - g) = \deg_k(D) + nr + [k_0 : k](1 - g).$$

So, finally we have $\deg_k D + [k_0 : k](1 - g) = n = -\sum_{i=1}^{n} \|b_i\| = -|d(\mathcal{I}_0)|$, where the last equality follows from Lemma 2.12. \[\square\]
Theorem 3.4. Let $F/k$ be a function field with defining polynomial $f$ and let $\theta \in F$ be a root of $f$. Let $D$ be a divisor with $L(D) = I_0 \cap I_\infty$, where $I_0$ and $I_\infty$ are fractional ideals of $O_F$ and $O_{F,\infty}$, respectively. Then,

$$|d(I_0)| = -|I_0 : A[\theta]| + |I_\infty : A_\infty[\theta_\infty]| + C_F n(n - 1)/2.$$

Proof. Let $B := \{b_1, \ldots, b_n\}$ be any basis of $I_0$ and $B' := \{b'_1, \ldots, b'_n\}$ an orthonormal basis of $I_\infty$. We consider $M, M' \in K^{n \times n}$ with $(1 \theta \ldots \theta_d) M = (b_1 \ldots b_n)$ and $(1 \theta \ldots \theta_{d-1}) M' = (b'_1 \ldots b'_n)$. Then, $T := M'^{-1} M$ is a transition matrix from $B$ to $B'$ and by definition,

$$|d(I_0)| = |\det(T)| = |\det(M'^{-1})| + |\det(M)| = |\det(M'^{-1})| - |I_0 : A[\theta]|.$$

Let $N := \text{diag}(1, t, \ldots, t^{-C_1(n-1)})$. Clearly,

$$(1 \theta \ldots \theta_{d-1}) = (1 \theta \ldots \theta_{d-1})N = (b'_1 \ldots b'_n) M'^{-1} N.$$

Hence, $|I_\infty : A_\infty[\theta_\infty]| = |\det(M'^{-1} N)| = |\det(M'^{-1})| - C_F n(n - 1)/2$, and therefore

$$|\det(M'^{-1})| = |I_\infty : A_\infty[\theta_\infty]| + C_F n(n - 1)/2.$$

Together with (2), we obtain the claimed formula for $|d(I_0)|$. \(\square\)

3.2. Computation of the genus. We apply Corollary 3.5 to the zero divisor $D := (0)$. Then, $I_0$ becomes $O_F$ and $I_\infty = O_{F,\infty}$. Therefore,

$$g = \frac{|k_0 : k| - n + |d(I_0)|}{|k_0 : k|}.$$

By Theorem 3.4 we obtain the following result.

Corollary 3.5. For a function field $F/k$ with defining equation $f(t, \theta) = 0$, the genus may be computed as:

$$g = \frac{|k_0 : k| - n - |O_F : A[\theta]| + |O_{F,\infty} : A_\infty[\theta_\infty]| + C_F n(n - 1)/2}{|k_0 : k|}.$$

If $|k_0 : k| = 1$, we obtain

$$g = 1 - n - |O_F : A[\theta]| + |O_{F,\infty} : A_\infty[\theta_\infty]| + C_F n(n - 1)/2.$$

A conventional way to compute the genus $g$ of a function field $F/k$ proceeds as follows: Consider the divisor $D := (r(t)_\infty)$ and the Riemann-Roch space $L(D) = O_F \cap t^{-r} \cdot O_{F,\infty}$. Determine the $|\cdot|_D$-values of a $|\cdot|_{D'}$-reduced basis $\{b_1, \ldots, b_n\}$ of $O_F$. For large $r$ (i.e. $r \geq 2g - 1$), Corollary 3.2 and (1) show that

$$\sum_{|b_i|_D \leq r} (-|b_i|_D) + r + 1 = \dim_k D = r n + |k_0|(1 - g).$$

Since $|k_0| = \dim_k L(0) = \sum_{|b_i|_D \leq r} (-|b_i|_D) + 1$, the genus $g$ can easily be deduced from (3).

If the constant field $k$ is algebraically closed in the function field $F$ (e.g. global function fields), the computation of the genus $g$ of $F$ can be reduced to the computation of the degree of the two indices $|O_F : A[\theta]|$ and $|O_{F,\infty} : A_\infty[\theta_\infty]|$. The valuations

$$\text{ind}_{p(t)} := \nu_{p(t)}(|O_F : A[\theta]|), \quad \text{ind}_\infty := \nu_\infty(|O_{F,\infty} : A_\infty[\theta_\infty]|)$$
Theorem 3.6. Let $F/k$ be a function field over the finite field $k$ with $q$ elements and with defining polynomial $f$ of degree $n$. Then, Algorithm 1 needs at most $\Omega(n^{5+C_f^{2+\varepsilon}}\log(q))$ operations in $k$ to determine the genus of $F$.

Lemma 3.7. Let $F/k$ be function field of genus $g$ with defining polynomial $f$ of degree $n$. Then, $\delta := |\text{Disc}(f)|$ and $\delta_\infty := v_\infty(\text{Disc}(f_\infty))$ satisfy
\[
\delta \leq \delta + \delta_\infty = C_f n(n-1) = O(n^2 C_f).
\]

Proof. The discriminant of $f_\infty$ belongs to $k[1/t]$. Hence, $\delta_\infty = v_\infty(\text{Disc}(f_\infty)) \geq 0$ and $\delta \leq \delta + \delta_\infty$. As $f_\infty = t^{-n} f(t, t^{C_f} x)$, the discriminant of $f_\infty$ satisfies [12, p. 13]
\[
\text{Disc}(f_\infty) = t^{-n} C_f^{2n-2} t^{C_f(n^2-n)} \text{Disc}(f) = t^{-C_f n(n-1)} \text{Disc}(f).
\]

Therefore $v_\infty(\text{Disc}(f_\infty)) = C_f n(n-1) - |\text{Disc}(f)|$. \hfill \Box

Proof of theorem 3.6. Initially, Algorithm 1 computes $\text{Disc}(f)$ and factorizes it. Since $\text{Disc}(f) = \text{Res}(f,f')$, the cost of the computation of $\text{Disc}(f)$ is equal to the cost of computing the determinant of the Sylvester matrix $M$ of $f$ and $f'$. In [11] it is shown that the cost is $O(d^2 n^3)$ field operations, where $d$ denotes the maximal degree of the entries in $M$. Since $d = O(n C_f)$, the computation of $\text{Disc}(f)$ needs at most $O(n^5 C_f^2)$ operations in $k$.

The factorization of $\text{Disc}(f)$ can be estimated by $O((n^2 C_f)^{2+\varepsilon} + (n^2 C_f)^{1+\varepsilon} \log(q)) = O(n^{4+\varepsilon} C_f^{2+\varepsilon} + n^{2+\varepsilon} C_f^{1+\varepsilon} \log(q))$ operations in $k$, since $\deg \text{Disc}(f) = |\text{Disc}(f)| = O(n^2 C_f)$ (c.f. Lemma 3.7). Considering [11, theorem 5.14] the cost of one call of $\text{Montes-algorithm}(f,p(t))$ and $\text{Montes-algorithm}(f_\infty, 1/t)$ is equal to
\[
O((\deg p(t))^{1+\varepsilon} (n^{2+\varepsilon} + n^{1+\varepsilon} \delta p(t)) \log(q^{\deg p(t)}) + n^{1+\varepsilon} \delta^{2+\varepsilon}).
\]
and $O(n^{2+\varepsilon} + n^{1+\varepsilon}\delta \log(q) + n^{1+\varepsilon}\delta^2 \log(q))$ operations in $k$, respectively. The worst case is that we have to call the Montes-algorithm for all prime divisors $p(t)$ of $\text{Disc}(f)$. Therefore the cost of the for-loop is

$$
\sum_{p(t) \mid \text{Disc}(f)} O((\deg p(t))^{1+\varepsilon} + n^{1+\varepsilon}\delta^{2+\varepsilon})
$$

operations in $k$. Adding the cost for applying Montes-algorithm($f_\infty, 1/t$), we obtain for the computation of the degree of the two indices

$$
O(n^{2+\varepsilon}\delta^{1+\varepsilon} + n^{1+\varepsilon}\delta^{2+\varepsilon} \log(q) + n^{1+\varepsilon}\delta^{2+\varepsilon})
$$

field operations, where the second equality follows from Lemma 5.7. Clearly, the cost of the computation and factorization of $\text{Disc}(f)$ is dominated by $O(n^{2+\varepsilon}\delta^{1+\varepsilon} + n^{1+\varepsilon}\delta^{2+\varepsilon} \log(q) + n^{1+\varepsilon}\delta^{2+\varepsilon})$.

Remark 3.8. In [2, Lemma 1.29] is shown that for $g \geq 1$ the defining polynomial $f$ of a global function field $F/k$ can be chosen such that $C_f = O(g^2)$ holds. In that case Algorithm 1 needs at most $O(n^{5+\varepsilon}g^{2+\varepsilon} \log(q))$ operations in $k$ to determine the genus of $F$.

4. Experimental results

We have implemented Algorithm 1 in Magma [4]. The code may be downloaded from [http://montesproject.blogspot.com]. In this section we compare the runtime of our algorithm with that of the algorithm of Magma. The computations have been done in a Linux server, with two Intel Quad Core processors, running at 3.0 Ghz, with 32 Gb of RAM memory. Times are expressed in seconds. If an algorithm did not terminate after 24 hours we write "−" instead. For each example we present the characteristic data of the function field $F/k$ and its defining polynomial $f$ and the time, which needed Algorithm 1 and that of Magma to determine the genus. Additionally, we give the number of seconds of the initial computation (I.C.) in Algorithm 1 that is, the time that costs the computation of $\text{Disc}(f)$ and its factorization. We will see that in most of the cases the runtime of the initial computation dominates the runtime of Algorithm 1. In the column Algorithm we display the total running time of Algorithm 1 including the initial computation.

For the first examples we use families of global function fields, which cover all the computational difficulties of the Montes algorithm [7]. Later, we use randomly chosen global function fields.

We consider in all examples the function field $F/k$ of genus $g$, with defining polynomial $f(t, x) \in k[t, x]$.

Example 1. Let $f = (x + p(t)t^r + \cdots + 1)^n + p(t)^k \in \mathbb{F}_q[t, x]$, where $p(t) \in A$ is irreducible and $k, r$ are non-negative integers.
Example 2. Let $f = \left( \prod_{x \in \mathbb{F}_3} (x + t\alpha)^m + tp(t)^k \right)^{m} + \left( \prod_{x \in \mathbb{F}_3} (x + t\alpha)^m + tp(t)^3 \right)^{m} \in \mathbb{F}_3[t, x]$, where $p(t) = t^2 + 1$ and $m, k$ are non-negative integers.

Example 3. Let $f = (x^2 - 2x + 4)^3 + p^k \in \mathbb{F}_q[t, x]$, where $p(t) \in A$ is a prime polynomial and $k$ a non-negative integer.

Example 4. Let $f = (x^6 + 4p(t)x^3 + 3p(t)^2x^2 + 4p(t)^2)^3 + p(t)^3 + p(t)^k \in \mathbb{F}_q[t, x]$ of degree 36, where $p(t) \in A$ is an irreducible polynomial and $k$ a non-negative integer.

Example 5. Let $f = (x^{l-1} + \cdots + x + 1)^{m} + tk \in \mathbb{F}_q[t, x]$, where $m, l, k$ are non-negative integers.

Example 6. For $1 \leq l \leq 6$ we take the family of polynomials $f_l \in \mathbb{F}_{13}[t, x]$ with:

$$f_1(t, x) = x^2 + t$$
$$f_2(t, x) = f_1(x)^2 + (t - 1)t^4x$$
$$f_3(t, x) = f_2(x)^3 + t^{10}$$
$$f_4(t, x) = f_3(x)^4 + t^{20}xf_2(x)$$
$$f_5(t, x) = f_4(x)^2 + (t - 1)t^2xf_1(x)f_3(x)^2$$
$$f_6(t, x) = f_5(x)^2 + t^{88}xf_3(x)f_4(x)$$
Example 7. We consider the function field $\mathbb{F}/\mathbb{F}_q$ of genus $g = 140$ with the defining polynomial $x^{11} - (t^2 + 1)(x^2 - 1) - (t^8 + 2t^6 + 1)x$.

| $q$ | $\delta$ | $\delta_{\infty}$ | I.C. | Algo 1 | Magma |
|-----|----------|------------------|------|--------|-------|
| 3   | 328      | 1312             | 0.01 | 0.05   | 64.23 |
| 97  | 328      | 1312             | 0.03 | 0.03   | 169.02|
| 10007| 328     | 1312             | 0.08 | 0.10   | 171.98|

Example 8. We consider the function field $\mathbb{F}/\mathbb{F}_q$ of genus $g = 213$ with the defining polynomial $x^{62} + (t + 1)x^{12} + t^8 + 1$.

| $q$ | $\delta$ | $\delta_{\infty}$ | I.C. | Algo 1 | Magma |
|-----|----------|------------------|------|--------|-------|
| 7   | 488      | 3294             | 0.04 | 58.01  | 765.12|
| 113 | 488      | 3294             | 0.05 | 148.89 | 2011.94|
| 1013| 488      | 3294             | 0.04 | 163.41 | 2017.90|

Example 9. We consider the function field $\mathbb{F}/\mathbb{F}_q$ of genus $g = 325$ with the defining polynomial $x^{94} + (t + 1)x^{12} + t^8 + 1$.

| $q$ | $\delta$ | $\delta_{\infty}$ | I.C. | Algo 1 | Magma |
|-----|----------|------------------|------|--------|-------|
| 7   | 744      | 7998             | 0.06 | 152.90 | 5990.76|
| 103 | 744      | 7998             | 0.07 | 601.51 | 23528.40|
| 1009| 744      | 7998             | 0.10 | 2707.93| 24305.16|

Example 10. We consider the function field $\mathbb{F}/\mathbb{F}_q$ of genus $g$ with the defining polynomial $x^{40} + (t + 1)x^{23} + t^9x + (t + 1)x^{13} + (t^5 - 3t^2)x^7 + t^{62}x^3 + t + 1$.

| $q$ | $\delta$ | $\delta_{\infty}$ | I.C. | Algo 1 | Magma |
|-----|----------|------------------|------|--------|-------|
| 1220| 5        | 2482             | 638  | 1.07   | 1.13  | 92.5  |
| 1220| 125      | 2482             | 638  | 1.05   | 1.07  | 98.02 |
| 1221| 3137     | 2482             | 638  | 15.79  | 15.81 | 212.37|

Example 11. We consider the function field $\mathbb{F}/\mathbb{F}_q$ of genus $g$ with the defining polynomial $x^{68} + (t + 1)^4x^{23} + (t^3 + 5)^9x + (t + 1)x^{13} + (t^5 - 3t^2)x^7 + t^{62}x^3 + t + 1$.

| $q$ | $\delta$ | $\delta_{\infty}$ | I.C. | Algo 1 | Magma |
|-----|----------|------------------|------|--------|-------|
| 2082| 5        | 1836             | 2720 | 0.59   | 0.62  | 514.14|
| 2082| 125      | 1836             | 2720 | 0.64   | 0.67  | 598.40|
| 2083| 3137     | 4235             | 321  | 45.44  | 45.48 | 1662.31|
Example 12. We consider the function field $F/\mathbb{F}_q$ of genus $g = 3669$ with the defining polynomial $x^{120} + (t+1)^4x^{23} + (t^3+5)x^{13} + (t^5-3+2t^2)x^7 + t^6x^3 + t+1$.

| $q$  | 5  | 97  | 529 |
|-----|----|-----|-----|
| $\delta$ | 7459 | 7459 | 7459 |
| $\delta_\infty$ | 6821 | 6821 | 6821 |
| I.C. | 16.56 | 70.23 | 182.88 |
| Algo | 16.59 | 70.28 | 182.99 |
| Magma | 15415.75 | 21610.17 | 16172.12 |

Example 13. We consider the function field $F/\mathbb{F}_q$ of genus $g = 15154$ with the defining polynomial $x^{4330} - (t^2 + 1)(x^2 - 1) - (t^8 + 2t^6 + 1)x$.

| $q$  | 3  | 37  |
|-----|----|-----|
| $\delta$ | 8674 | 8674 |
| $\delta_\infty$ | 18744570 | 18744570 |
| I.C. | 85.99 | 760.92 |
| Algo | 95.82 | 802.87 |
| Magma | $\alpha$ | $\alpha$ |

$\alpha$All virtual memory has been exhausted, so Magma cannot perform this statement.
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