Confidence-Aware Subject-to-Subject Transfer Learning for Brain-Computer Interface
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Abstract—The inter/intra-subject variability of electroencephalography (EEG) makes the practical use of the brain-computer interface (BCI) difficult. In general, the BCI system requires a calibration procedure to tune the model every time the system is used. This problem is recognized as a major obstacle to BCI, and to overcome it, approaches based on transfer learning (TL) have recently emerged. However, many BCI paradigms are limited in that they consist of a structure that shows labels first and then measures “imagery”, the negative effects of source subjects containing data that do not contain control signals have been ignored in many cases of the subject-to-subject TL process. The main purpose of this paper is to propose a method of excluding subjects that are expected to have a negative impact on subject-to-subject TL training, which generally uses data from as many subjects as possible. In this paper, we proposed a BCI framework using only high-confidence subjects for TL training. In our framework, a deep neural network selects useful subjects for the TL process and excludes noisy subjects, using a co-teaching algorithm based on the small-loss trick. We experimented with leave-one-subject-out validation on two public datasets (2020 international BCI competition track 4 and OpenBMI dataset). Our experimental results showed that confidence-aware TL, which selects subjects with small loss instances, improves the generalization performance of BCI.

Keywords—brain-computer interface, electroencephalography, motor imagery, transfer learning, noisy label

I. INTRODUCTION

The brain-computer interface (BCI) is a technology that analyzes human brain signals to comprehend the user’s intention and makes it possible for the user to communicate with external devices or systems via these signals [1], [2]. For BCIs, a variety of brain imaging modalities are available [3], [4], with electroencephalography (EEG) being a well-known and commonly utilized brain signal [5], [6].

Three types of paradigms are commonly utilized in EEG-based BCI: event-related potential (ERP) [7]–[10] and steady-state visual potential (SSVEP) [11] based on stimulus presentation, and motor imagery (MI) [12]–[15] based on intuitive imagination. Recent studies have been proposed on paradigms like speech and visual imagery that emphasize increased intuitiveness [16].

One of the most difficult aspects of EEG analysis is that it changes over time and from subject to subject or session due to changes in the subject’s physiological or psychological condition, as well as physical factors such as electrode positioning on the scalp. The model’s generalization performance on unseen data is hampered by these inter/intra-subject variability of EEG signals [17]. Therefore, general BCI systems require a calibration procedure to acquire subject/session-specific data to tune the model every time the system is used [18]–[20]. This calibration procedure takes about 20-30 minutes of data collecting and model training time, which is inconvenient and ineffective. This calibration step must be simplified or removed in order for BCI to be used effectively.

Transfer learning (TL)-based techniques that leverage other subjects’ data to help learn a limited quantity of calibration data or generate a generalized model have been developed for this purpose. To address the aforementioned issue, TL approaches based on the subjects’ or other subjects’ previously obtained data have been investigated [21]. In order to extract characteristics between subjects, a lot of research has been done. Depending on whether or not data from the target subject is used, it is separated into domain adaptation and domain generalization [22]. The majority of these studies use data from all subjects except the target subject to use as much data as possible.

Many contemporary BCI paradigms, on the other hand, show the target label first and collect data subsequently. In
realistic, it’s unclear if all participants (i.e. subjects) were able to correctly create a control signal by executing the required “imagery” by focusing on all trials. As a result, there is a chance that samples/subjects with a negative impact are included in the TL process, which employs one’s own or other subjects’ data. Even in building a specific model, there are cases in which the performance deteriorates compared to other subjects’ data. Even in building a specific model, there are cases in which the performance deteriorates compared to the generalization model. However, only a few studies have suggested ways to mitigate these negative effects [23], [24].

In this paper, we proposed a confidence-aware subject-to-subject TL framework to mitigate the negative effect of noisy training samples which may doesn’t contain control signals. Here, we improved BCI systems generalization performance by excluding subjects with low-confidence samples during subject-to-subject TL training using subject selection based on the small loss trick.

II. METHODS

Our idea is to exclude subjects with low confidence during training. We proposed a BCI framework for cross-subject transfer learning while sorting confidence rankings and excluding a certain percentage of samples (Fig 1).

A. Co-teaching

For confidence-aware training, samples with low confidence were excluded from the learning process using Co-teaching [25]. Co-teaching was originally proposed to robustly train models on datasets with label noise. Inspired by studies on the memorization effect of deep learning that neural networks first memorize training data with clean labels, Co-teaching try to select small-loss instances, and then use them to update the network robustly. Further, to solve the problem of accumulated errors, Co-teaching trains two networks symmetrically and simultaneously. Each network filters noisy samples based on the so-called small loss trick. Then, it teaches the remaining small-loss samples to its peer network for updating the parameters.

B. Confidence-aware Subject Selection

In this section, we introduce how to select a subject with confidence in the cross-subject learning process illustrated in the Algorithm 1 which consists of the fetching mini-batch step (step3) and the cross-update step (step 4-9).

Inspired by the effect that the deep neural network learns the features of a prominent sample first, as mentioned above, we filtered samples during cross-subject training under the assumption that samples without a control signal will have a large loss. As with Co-teaching, we maintain two networks f (with parameter $w_f$) and g (with parameter $w_g$) and operate them in a mini-batch manner. However, it differs from general Co-teaching in that we use a dataset composed of multiple source subjects.

As with Co-teaching, we maintain two networks and operate them in mini-batch manners. Also, in applying sample filtering based on small loss, we use the sum of losses for each subject. Therefore, it is necessary to sample the mini-batch so that all subject’s samples are evenly distributed in each mini-batch. Let’s denote training set composed N source subjects $\mathcal{D} = \{D_1, D_2, \ldots, D_N\}$. Then the extracted mini-batch is composed of $\bar{\mathcal{D}} = \{\bar{D}_1, \bar{D}_2, \ldots, \bar{D}_N\}$, where i-th subject’s $\bar{D}_i$ have b samples. So each mini-batch has a total number of samples $B = b \times N$.

When a mini-batch $\bar{\mathcal{D}}$ of B samples is formed (step3), we compute the sum of the loss per $\bar{N}$ subjects from the mini-batch through network f (resp. g). After that, $R(T)$ percentage of small-loss subjects out of the $N$ subjects are selected to

Algorithm 1 Procedure of the proposed method.

1: Input $w_f$ and $w_g$, learning rate $\eta$, fixed $\tau$, epoch $T_k$ and $T_{max}$, iteration $M_{max}$, subjects index $N$

for $T = 1, 2, \ldots, T_{max}$ do

2: Shuffle training set $\mathcal{D}$; //noisy dataset

for $M = 1, \ldots, M_{max}$ do

3: Fetch mini-batch $\bar{\mathcal{D}}$ from $\mathcal{D}$;

4: Obtain $\bar{N}_f = \arg \min_{N' \in [1, \ldots, N]} \sum_{f, \bar{D}_N} \ell(f, \bar{D}_N)$;

5: Obtain $\bar{\mathcal{D}}_f = \{\bar{D}_1, \ldots, \bar{D}_{\bar{N}_f}\}$ //sample $R(T)\%$ small-loss subjects;

6: Obtain $\bar{N}_g = \arg \min_{N' \in [1, \ldots, N]} \sum_{g, \bar{D}_N} \ell(g, \bar{D}_N)$;

7: Obtain $\bar{\mathcal{D}}_g = \{\bar{D}_1, \ldots, \bar{D}_{\bar{N}_g}\}$ //sample $R(T)\%$ small-loss subjects;

8: Update $w_f = w_f - \eta \nabla \ell(f, \bar{D}_f)$; //update $w_f$ by $\bar{D}_f$;

9: Update $w_g = w_g - \eta \nabla \ell(g, \bar{D}_g)$; //update $w_g$ by $\bar{D}_f$;

end

10: Update $R(T) = 1 - \min \left\{ \frac{T}{T_k}, \tau \right\}$;

end

11: Output $w_f$ and $w_g$
become mini-batch $\bar{D}_f$ (resp. $\bar{D}_g$) (steps 4-7). Finally, the selected subjects’ loss instances are fed into its peer network $g$ (resp. $f$) for parameter updates (steps 8 and 9). In step 10, we update $R(T)$, which controls how many subjects should be selected in each training epoch. We gradually increase the drop rate, i.e., $R(T)$ becomes smaller, so that we can keep clean instances.

### III. Experiments

#### A. Dataset

Two publicly available datasets were used for this study. The two motor imagery datasets include:

1) **2020 international BCI competition track 4 dataset** ([http://brain.korea.ac.kr/bci2021/competition.php](http://brain.korea.ac.kr/bci2021/competition.php)): The dataset consists of 3-class grasp motor imagery tasks, recorded for 3 sessions from 15 subjects, and labels from 2 sessions (Day 1 and Day 2) were released for competition. Each subject performed 50 trials per each grasping in one session (150 trials: 3 classes × 50 trials). We used data from the first and second sessions of 15 subjects where the label was released (4,500 trials). The data was sampled at 250 Hz, and we used the raw data as it is.

2) **OpenBMI dataset** [26]: The dataset consists of 2-class (right/left hand) motor imagery tasks, recorded for 2 sessions from 54 subjects. Each subject performed 100 trials per each class in one session (200 trials: 2 classes × 100 trials). We used data from the both sessions of 54 subjects (21,600 trials). The data was sampled at 1000 Hz, and we downsampled it to 250 Hz.

### B. Data Configuration

We assumed that trials without control signals would contain features similar to “rest” class, and we tried to remove noisy data by reflecting these assumptions in the learning process. However, since neither of the datasets include independent “rest” trials, we added to the dataset by segmenting the rest interval measured just before each imagery trial. Therefore, the number of trials used in the experiments was doubled and the number of classes increased by one. All data were segmented into 3 seconds after onset to fit all trials in the rest time period. Hence, the shape of the input sample is 750 (3sec) × the number of electrodes, and in the case of competition dataset, the number of electrodes was 60, and in the case of OpenBMI dataset, it was 62.

We conducted experiments by leave-one-subject-out validation. For the competition dataset, for example, the samples excluding one subject from the 15 subjects’ samples (i.e. 14 subjects) were used as the source data to be used for cross-subject training, and the excluded data was used as the test data. We split the source data set at a ratio of 9:1 and used them as train data and validation data, respectively.

### C. Experimental Details

We used ResNet1D with 18 layers (ResNet1D) [22], as our backbone network, which recently achieved outstanding performance in a large motor imagery dataset, and mental state classification. ResNet1D consists of a convolutional layer, followed by ResNet building blocks (ResBlocks), max pooling layers, and ELU activation. ResBlock consists of ELU activations and one-dimensional convolutional layers. Table II shows the detail of ResNet1D. $T$ denotes the time period of the input data, $E$ denotes the number of electrodes in the input data, and $C$ denotes the number of classes.

For comparison, we experimented three baseline classifiers: DeepConvNet [14], EEGNet [27], and ResNet1D. DeepConvNet is a convolutional neural network (CNN) structure that consists of 4 convolution-pooling blocks in which the first convolution-pooling block is a combination of temporal and...
spatial convolution filters. EEGNet is a shallow CNN structure compared to DeepConvNet, which uses depth-wise separable convolution filters instead of convolution-pooling blocks.

The baseline classifiers were trained only with the cross-entropy loss. We evaluated our experiments with balanced accuracy because of the imbalanced dataset. For evaluation, we used the model with the highest balanced accuracy in the validation set.

The loss function was optimized by the Adam algorithm with a learning rate of 0.01. We also used the cosine annealing learning rate scheduler [28]. The subject wise batch size b for training was 8. We set the hyperparameters in R(T), with T_k = 10 and \tau = 0.2 for competition dataset and T_k = 10 and \tau = 0.1 for OpenBMI dataset.

IV. RESULTS AND CONCLUSION

Table I shows the classification results using the 2020 international BCI competition track 4 dataset. Our proposed method achieved the highest performance (51.06%) in terms of average balanced accuracy of all subjects. The performances of the other models were 49.07%, 49.13%, and 49.70% for DeepConvNet, EEGNet, and ResNet1D, respectively. Table III shows the classification results using the OpenBMI dataset. Our proposed method also achieved the highest performance (85.07%). The performances of the other models were 84.24%, 84.02%, and 84.38% for DeepConvNet, EEGNet, and ResNet1D, respectively.

In this paper, we proposed a confidence-aware subject-to-subject TL framework. In our framework, the deep learning model excludes subjects with low confidence during training. Based on the experiments, applying Co-teaching like confidence-aware subject selection showed an improvement in terms of generalization performance.

We only added the “rest” class and evaluated the classification performance, but in future work, it is necessary to analyze the excluded samples and find out what kind of label noise may exist in BCI data and what class it is actually associated with and what kind of label noise it corresponds to. Also, neurophysiological analysis of these noisy samples is required.

REFERENCES

[1] M. A. Lebedev and M. A. Nicolelis, “Brain–machine interfaces: past, present and future,” Trends Neurosci., vol. 29, no. 9, pp. 536–546, Sep. 2006.

[2] J. R. Wolpaw et al., “Brain-computer interface technology: a review of the first international meeting,” IEEE Trans. Rehabil. Eng., vol. 8, no. 2, pp. 164–173, Jun. 2000.

[3] Y. Zhang, H. Zhang, X. Chen, S.-W. Lee, and D. Shen, “Hybrid high-order functional connectivity networks using resting-state functional mri for mild cognitive impairment diagnosis,” Sci. Rep., vol. 7, no. 1, p. 1–15, 2017.

[4] J. MELLINGER et al., “An MEG-based brain–computer interface (BCI),” NeuroImage, vol. 26, no. 3, pp. 781–593, Jul. 2007.

[5] Y. Chen et al., “A high-security EEG-based login system with RSVP stimuli and dry electrodes,” IEEE Trans. Inf. Forensics Secur., vol. 11, no. 12, pp. 2635–2647, Jun. 2016.

[6] J.-H. Jeong, N.-S. Kwak, C. Guan, and S.-W. Lee, “Decoding movement-related cortical potentials based on subject-dependent and section-wise spectral filtering,” IEEE Trans. Neural Syst. Rehabil. Eng., vol. 28, no. 3, pp. 687–698, Jan. 2020.

[7] R. Fazel el al., “P300 brain computer interface: current challenges and emerging trends,” Front. Neuroeng, vol. 5, p. 14, Jul. 2012.

[8] M.-O. Won, H.-J. Hwang, D.-M. Kim, K.-R. Müller, and S.-W. Lee, “Motion-based rapid serial visual presentation for gaze-independent brain-computer interfaces,” IEEE Trans. Neural Syst. Rehabil. Eng., vol. 26, no. 2, pp. 334–343, Aug. 2017.

[9] B. Blankertz, S. Lemm, M. Treder, S. Haufe, and K.-R. Müller, “Single-trial analysis and classification of ERP components—a tutorial,” NeuroImage, vol. 56, no. 2, pp. 814–825, May 2011.

[10] M.-H. Lee, J. Williamson, D.-O. Won, S. Fazli, and S.-W. Lee, “A high performance spelling system based on EEG-EOG signals with visual feedback,” IEEE Trans. Neural Syst. Rehabil. Eng., vol. 26, no. 7, pp. 1443–1459, May 2018.

[11] G. R. Müller-Putz, R. Scherer, C. Brauneis, and G. Pfurtscheller, “Steady-state visual evoked potential (SSVEP)-based communication: impact of harmonic frequency components,” J. Neural Eng, vol. 2, no. 4, pp. 123–130, Oct. 2005.

[12] G. Pfurtscheller and C. Neuper, “Motor imagery and direct brain-computer communication,” Proc. IEEE, vol. 89, no. 7, pp. 1123–1134, Jul. 2001.

[13] J.-H. Cho, J.-H. Jeong, K.-H. Shim, D.-J. Kim, and S.-W. Lee, “Classification of hand motions within EEG signals for non-invasive BCI-based robot hand control,” in Conf. Proc. IEEE Int. Syst. Man Cybern. (SMC), Miyazaki, Japan, Oct. 2018, pp. 515–518.

[14] R. T. Schirrmeister et al., “Deep learning with convolutional neural networks for EEG decoding and visualization,” Hum. Brain Mapp., vol. 38, no. 11, pp. 5391–5420, Aug. 2017.

[15] J.-H. Jeong, K.-H. Shin, D.-J. Kim, and S.-W. Lee, “Brain-controlled robotic arm system based on multi-directional CNN-BiLSTM network using EEG signals,” IEEE Trans. Neural Syst. Rehabil. Eng., vol. 28, no. 5, pp. 1226–1238, Mar. 2020.

[16] S.-H. Lee, M. Lee, J.-H. Jeong, and S.-W. Lee, “Towards an EEG-based intuitive BCI communication system using imagined speech and visual imagery,” in Conf. Proc. IEEE Int. Syst. Man Cybern. (SMC), Bari, Italy, Oct. 2019, pp. 4409–4414.

[17] Y. Zhang et al., “Strength and similarity guided group-level brain functional network construction for mci diagnosis,” Pattern Recognit., vol. 88, pp. 421–430, 2019.

[18] H.-I. Suk and S.-W. Lee, “Subject and class specific frequency bands selection for multiclass motor imagery classification,” Int. J. Imag. Syst. Tech., vol. 21, pp. 123–130, May 2011.

[19] F. Lotte and C. Guan, “Regularizing common spatial patterns to improve BCI designs: unified theory and new algorithms,” IEEE Trans. Biomed. Eng., vol. 58, no. 2, pp. 355–362, Sep. 2010.

[20] M.-H. Lee, S. Fazli, J. Mehnert, and S.-W. Lee, “Subject-dependent classification for robust idle state detection using multi-modal neuroimaging and data-fusion techniques in BCI,” Pattern Recognit., vol. 48, pp. 2725–2737, Aug. 2015.

[21] O.-Y. Kwon, M.-H. Lee, C. Guan, and S.-W. Lee, “Subject-independent brain-computer interfaces based on deep convolutional neural networks,” IEEE Trans. Neural Networks Learn. Syst., Nov. 2019.

[22] D.-K. Han and J.-H. Jeong, “Domain generalization for session-independent brain-computer interface,” in Int. Winter Conf. Brain-Computer Interface (BCI), Jeongseon, Republic of Korea, Feb. 2021, pp. 1–5.