Characterization of merging black holes with two precessing spins
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Spin precession in merging black-hole binaries is a treasure trove for both astrophysics and fundamental physics. There are now well-established strategies to infer from gravitational-wave data whether at least one of the two black holes is precessing. In this paper we tackle the next-in-line target, namely the statistical assessment that the observed system has two precessing spins. We find that the recently developed generalization of the effective precession spin parameter \( \chi_p \) is a well-suited estimator to this task. With this estimator, the occurrence of two precessing spins is a necessary (though not sufficient) condition to obtain values \( 1 < \chi_p \leq 2 \). Confident measurements of gravitational-wave sources with \( \chi_p \) values in this range can be taken as a conservative assessment that the binary presents two precessing spins. We investigate this argument using a large set of \( \geq 100 \) software injections assuming anticipated LIGO/Virgo sensitivities for the upcoming fourth observing run, O4. Our results are very encouraging, suggesting that, if such binaries exist in nature and merge at a sufficient rate, current interferometers are likely to deliver the first confident detection of merging black holes with two precessing spins. We investigate prior effects and waveform systematics and, though these need to be better investigated, did not find any confident false-positive case among all the configurations we tested. Our assessment should thus be taken as conservative.

I. INTRODUCTION

Black-hole (BH) binary spin precession is a key feature of the relativistic two-body problem [1, 2]. Spin-spin and spin-orbit couplings in general relativity cause the orbital angular momentum \( \mathbf{L} \) and the BH spins \( \mathbf{S}_1, \mathbf{S}_2 \) to jointly precess about the direction of the total angular momentum \( \mathbf{J} = \mathbf{L} + \mathbf{S}_1 + \mathbf{S}_2 \). This motion induces modulations to both the amplitude and the phase of the emitted gravitational waves (GWs).

Measurements of spin precession have important repercussions in both astrophysics and fundamental physics. For the stellar-mass BH binaries observed by LIGO and Virgo [3, 4], spin precession provides unique leverage to discriminate between BH binaries formed in isolation and those assembled in dynamically in stellar clusters [5–8]. For the supermassive BH binaries targeted by LISA [9], spin measurements will provide information on, e.g., the occurrence of prolonged phases of disk accretion [10, 11]. GW observations of precessing binary BHs also allow us to constrain modified theories of gravity, especially those with parity-violating interactions caused by additional fields [12].

While the masses of LIGO/Virgo events are usually well measured, spin effects provide a subdominant contribution to the emitted radiation and are thus considerably more challenging to characterize. At present, an unambiguous measurement of BH-binary spin precession is one of the holy grails of observational GW astronomy.

Data from the first three observing runs of the LIGO/Virgo network have provided some evidence for individual BH mergers with highly precessing spins [13–16]. The most suggestive indication is that from GW200129_065458, where Refs. [17, 18] found strong evidence for BH-binary spin precession, while Ref. [19] raised potential issues in the glitch mitigation analysis. For the case of GW190521, a strong precession signature was also reported [14], though potential degeneracies with the eccentricity still need to be fully understood [20]. Collective evidence for spin precession was reported in the context of BH binary populations, with all current fits requiring some misaligned spins at high confidence [21–23].

Upcoming instrumental upgrades to the LIGO/Virgo (and hopefully KAGRA) network [24] are posed to provide increasingly accurate spin measurements. It is therefore not unreasonable to predict that the next observing run will deliver a confident, unambiguous identification of BH-binary spin precession. Crucially, measuring orbital-plane precession corresponds to inferring that at least one of the two BHs has a misaligned spin [1]. Inferring the presence of two misaligned spins requires extracting even feebler signatures from the signal, which are related to spin-spin (as opposed to spin-orbit) terms in the BH binary equations of motion.

This paper tackles such a next-in-line target. We perform \( > 100 \) software injections with realistic LIGO/Virgo sensitivity and demonstrate that signals with large-but-not-extreme signal-to-noise ratio (SNR) \( \gtrsim 20 \) allow us to detect two-spin effects \textit{already in the next} LIGO/Virgo observing run (O4). Of course, this statement relies on the assumption that merging binaries with two large precessing spins exist and can merge efficiently. But if such GW sources are out there in the Universe, the next LIGO/Virgo run might provide the first observational constraints of their properties.
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Compared to previous analyses which include two precessing spins (e.g., [25–27]) our investigation relies on a state-of-the-art reformulation of the precession estimator \( \chi_p \) [28]. This generalizes the commonly used expression [29] by employing a rigorous post-Newtonian(PN) average over the joint evolution of both spins. Measurements of such an augmented \( \chi_p \) for current GW events have been presented in Refs. [28, 30]. Crucially for this paper, the precession-averaged estimator presents an exclusion region \( 1 < \chi_p \leq 2 \) that can only be populated by binaries with two precessing spins. Measuring a binary with \( \chi_p > 1 \) at some large confidence (GW astronomers often use the 90% Bayesian credible interval), would allow us to claim the first detection of binary BH physics sourced by two precessing spins.

Our paper is organized as follows. In Sec. II we present our methodology, including details on the adopted precession estimator as well as the implemented parameter-estimation pipeline. In Sec. III we present the results of our analysis. In particular, we characterize (i) the SNR dependence on the resulting \( \chi_p \) posterior distributions, (ii) the statistical behavior of large ensembles of sources, (iii) the impact of the prior, and (iv) the relevance of waveform systematics. Our conclusions are reported in Sec. IV.

In the following we employ geometric units \( G = c = 1 \).

## II. METHODS

### A. Spin precession estimators

While the full BH-binary spin properties are in principle described by six degrees of freedom (three components for two spin vectors), a considerable amount of information has been devoted to identifying a reduced number of parameters that encapsulate most of the information. These are often derived in a PN framework, with the most widely used quantities being the effective aligned spin \( \chi_{\text{eff}} \) [31–33] and the effective precessing spin \( \chi_p \) [28, 29]. Alternative approaches include extending the precession estimator to a two-dimensional vector [34], exploiting the precession/nutation amplitudes and frequencies [35, 36], and computing the fraction of the SNR contained in the spin modulations [37].

Let us consider a BH binary where \( q = m_2/m_1 \leq 1 \) is the mass ratio, \( \chi_i \in [0, 1] \) are the dimensionless spin magnitudes, \( \theta_i \) are the angles between the spins and the orbital angular momentum, and \( \Delta \Phi \) is the angle between the projections of the two spins onto the orbital plane. The effective aligned spin is defined as [31]

\[
\chi_{\text{eff}} = \frac{\chi_1 \cos \theta_1 + q \chi_2 \cos \theta_2}{1 + q}.
\]

This is the spin quantity that affects the GW phase at lowest order and is a constant of motion at 2PN [32, 33]. The effective spin \( \chi_{\text{eff}} \) was recognized as the best measured spin parameter since the very first GW detections, the key reason being that it directly impacts the length of the signal.

The spin-precession parameter \( \chi_p \propto |dL/dt| \) tracks the change of the direction of the orbital angular momentum \( L \) over time \( t \) [28, 29]. It was originally introduced by Schmidt et al. [29] as a building block toward the construction of precessing waveforms. Their definition reads

\[
\chi_p^{(\text{heu})} = \max \left( \chi_1 \sin \theta_1, q \frac{4q + 3}{4 + 3q} \chi_2 \sin \theta_2 \right),
\]

which in this paper we refer to as “heuristic \( \chi_p \).” This precessing spin parameter is defined in the domain \( \chi_p^{(\text{heu})} \in [0, 1] \). Unlike \( \chi_{\text{eff}} \), the parameter \( \chi_p \) depends on the projections of the spins onto the orbital plane, \( \chi_i \sin \theta_i \), implying that a confident measurement of \( \chi_p > 0 \) requires that at least one of the two BH spins was misaligned before merger, and hence that the system was precessing.

Gerosa et al. [28] recently pointed out that Eq. (2) was derived by preferentially selecting some terms when averaging over the spin motion. Mathematically, this is reflected in the maximization operation reported in Eq. (2), which selects one of the two BHs as dominant to the precession dynamics, thus obfuscating two-spin effects. Relaxing this approximation yields a generalized parameter [28]

\[
\chi_p^{(\text{gen})} = \left[ \left( \chi_1 \sin \theta_1 \right)^2 + \left( q \frac{4q + 3}{4 + 3q} \chi_2 \sin \theta_2 \right)^2 + 2q \frac{4q + 3}{4 + 3q} \chi_1 \chi_2 \sin \theta_1 \sin \theta_2 \cos \Delta \Phi \right]^{\frac{1}{2}},
\]

where the angles \( \theta_1(t), \theta_2(t) \), and \( \Delta \Phi(t) \) all vary jointly with time. This can be averaged over a single precession cycle to obtain

\[
\chi_p^{(\text{av})} = \frac{1}{\tau} \int_0^\tau \chi_p^{(\text{gen})}(t) dt,
\]

where \( \tau \) is the precession period. We argue this should be regarded as a more solid estimator because, although it is not a constant of motion like \( \chi_{\text{eff}} \), it at most varies only over the longer radiation-reaction timescale. In the following, we refer to Eq. (4) as the “averaged \( \chi_p \) parameter.” In practice, we perform the integral in Eq. (4) using a 2PN quasadiabatic approach where the precession cycle is parametrized by \( S(t) = [S_1(t) + S_2(t)] \) [33, 38]. We refer the reader to Ref. [33] for details on the derivation of Eqs. (3) and (4), but stress that the starting point is simply the derivative \( dL/dt \).

The reformulation of the precession parameter defines an extended range \( \chi_p^{(\text{av})} \in [0, 2] \). As shown in Ref. [28], the heuristic and averaged definitions of \( \chi_p \) have the same single-spin limit, which implies that the range of the latter cannot be freely absorbed with a normalization factor. From Eq. (3), it is immediate to see that \( \chi_p > 1 \).
requires both $\chi_1 \sin \theta_1 \neq 0$ and $\chi_2 \sin \theta_2 \neq 0$, i.e., the binary must have two precessing spins. Such sources can lie in $0 \leq \chi_p \leq 1$, but both spins being misaligned is requisite in the two-spin domain. From Eq. (3), there is a larger volume of parameter space where $\chi_p > 1$ for comparable mass binaries $q \lesssim 1$ compared to asymmetric sources with $q \ll 1$. This is expected, as two-spin effects are highly suppressed in the in the low-mass ratio limit where $S_2/S_1 \propto q^2 \ll 1$ (cf. Ref. [39] for more work on spin precession in asymmetric binaries).

\section{Parameter estimation pipeline}

As is common practice in GW parameter estimation, we employ the following fifteen parameters to describe compact-binary coalescences: detector-frame total mass $M = m_1 + m_2$, mass ratio $q = m_2/m_1$, dimensionless spin magnitudes $\chi_{1,2}$, tilt angles $\theta_{1,2}$, azimuthal spin angle $\Delta \Phi$, azimuthal angle $\phi_{1L}$, between the total and orbital angular momenta, luminosity distance $D_L$, right ascension $\alpha$, declination $\delta$, polar angle $\theta_{1N}$ between total angular momentum and the line of sight, polarization $\psi$, time $t_c$ and phase $\phi_c$ of coalescence [40].

We explore the joint Bayesian posterior distribution of these parameters under a Gaussian noise likelihood (e.g., [41]) using the parallelized BILBY pipeline [42, 43] and its underlying DYNesty implementation of nested sampling [44]. Our runs make use of 2048 live points, a number of autocorrelation equal to 50 a random walk sampling method, and a likelihood marginalized over time and distance. Runs are halted when the log-evidence gain falls below 0.1.

We consider a three-detector network consisting of LIGO Livingston, LIGO Handford, and Virgo with their projected sensitivities for the upcoming fourth observing run O4 [24]. We consider data segments of 4 s, set a lower frequency cutoff of 20 Hz, assume a sampling frequency of 2048 Hz, and zero noise. Time-varying quantities are quoted when the detector-frame emission frequency of the dominant mode is 20 Hz. This choice has a negligible impact on the averaged $\chi_p$ estimator because it only varies on the long inspiral timescale of the binary evolution; see Ref. [28]. Unless stated otherwise, we quote our results using medians and 90% equal-tailed credible intervals.

We adopt uninformative priors as commonly used in current LIGO/Virgo analyses [13–16]. Specifically, priors on the masses are chosen to be uniform in $m_1, m_2 \in [5, 100] M_\odot$, with further constraints imposed on the mass ratio $q \in [1/8, 1]$ and detector-frame chirp mass $M_c \in [10, 60] M_\odot$. For most of our runs, priors on the spins are taken to be uniform in magnitude $\chi_{1,2} \in [0, 0.99]$ and isotropic in directions. In the following, we will refer to this as our “standard” spin prior. To better explore prior effects, some of our runs are performed with a “volumetric” spin prior $p(\chi_1) \propto \chi_1^2$, corresponding to spin vectors that are uniformly drawn in volume (e.g., [13, 45, 46]). The luminosity distance prior is taken to be uniform in comoving volume with $D_L \in [100, 5000]$ Mpc.

Figure 1 shows the resulting prior probability density for the heuristic and the averaged $\chi_p$ estimators. At low values of $\chi_p$, the prior distributions of the two estimators are qualitatively very similar. This behavior was explicitly imposed in Ref. [28] when generalizing the $\chi_p$ definition. By construction, the region of $1 < \chi_p \leq 2$ is not allowed for the heuristic formulation and, consequently, the prior distribution of $\chi_p^{(heu)}$ is steeply truncated at $\chi_p = 1$. On the other hand, the prior distribution of $\chi_p^{(av)}$ extends into the two-spin region $\chi_p > 1$. However, under these commonly used assumptions, the tail at large $\chi_p$ values is very sparsely populated. From Eq. (3), reaching $\chi_p \approx 2$ requires systems with $q \approx 1$, $\chi_{1,2} \approx 1$, $\theta_{1L} \approx \pi/2$, and $\Delta \Phi \approx 0$. Such a strong prior suppression is a key element of our analysis and suggests that current GW data are being analyzed with a prior that strongly disfavors the region of parameter space that is exclusive to two-spin physics. Although still present, this effects is less prominent for the volumetric spin prior. More quantitatively, we find $p(\chi_p > 1) = 0.02$ and 0.07 for the averaged estimator under the standard and volumetric prior, respectively.

For the majority of our runs, we employ the IMRPhenomXPHM [47–49] waveform model for both injection and recovery. This is a state-of-the-art frequency-domain approximant that captures spin precession without relying on a single-spin approximation. Selecting the same model for both injection and recovery allows us to first isolate statistical effects without systematics. Waveform systematics are then explored with a dedicated analysis where we select different models for injection and recovery. In particular, we use the time-domain model IMRPhenomTDPM [50] as well as the numerical-relativity surrogate NRSUR7dQ4 [51]. When recovering with NRSUR7dQ4,
we restrict our prior to $q > 1/6$, which corresponds to the extended range of validity of the model. Because this approximant only covers $\sim 20$ orbits before merger, we also restrict our priors to $m_{1,2} \in [35,150]M_\odot$ and $M_c \in [40,60]M_\odot$ to ensure the signal is fully above the low-frequency cutoff of 20 Hz.

III. RESULTS

A. Single-system series

As a first step, we highlight the main implications of the $\chi_p$ reformulation on GW parameter estimation. To this end, we present a series of six software injections where the same binary is observed at different SNRs. We select a source with $\chi_p^{(\text{heu})} = 0.67$ and $\chi_p^{(\text{av})} = 1.22 > 1$, which thus contains two prominently precessing spins. In particular, the injected system has $M = 54.1M_\odot$, $q = 0.96$, $\chi_1 = 0.56$, $\chi_2 = 0.7$, $\theta_{1,2} = \pi/2$, $\Delta \Phi = 0.1$, $\theta_{JN} = 1.0$, $\phi_{JL} = 1.0$, $\alpha = 0.75$, $\delta = 0.5$, $\psi = 1.0$, $\phi_r = \pi/4$, $t_c = 0.0$. We select increasing values of the luminosity distance $D_L = 200, 500, 700, 900, 1300, 1700$ Mpc while keeping the detector-frame mass $M$ fixed. The corresponding three-detector network SNRs are $\rho = 124, 44, 35, 27, 19, 14$. We use the IMRPhenomXPHM waveform model for both injection and recovery and employ standard uninformative priors.

Our results are illustrated in Fig. 2. As one moves from the lowest to the highest value of the SNR, the recovered posteriors of both the averaged and the heuristic $\chi_p$ converge to the injected values. This is expected because we have used the same signal model for injection and recovery and we are not considering a specific noise realization.

For the system with the lowest SNR $\rho = 14$, the posteriors of our two $\chi_p$ definitions largely overlap. Quoting median and 90% credible interval, we find $\chi_p^{(\text{av})} = 0.95^{+0.43}_{-0.37}$, which implies that we cannot confidently tell that the source has two misaligned spins. As the SNR increases, so does our ability to infer that the binary has two precessing spins. For the system with the largest SNR $\rho = 124$, the two marginalized $\chi_p$ distributions are almost completely detached. The posterior of the heuristic $\chi_p$ is by definition truncated at $\chi_p = 1$ because Eq. (2) allows only for the contribution from a single, dominant spin. On the contrary, considering our averaged definition yields $\chi_p = 1.22^{+0.09}_{-0.06}$ for $\rho = 124$, implying one infers the presence of two precessing spins with a credibility of $p(\chi_p > 1) = 99.9\%$.

![FIG. 2. Posterior distribution of the heuristic (blue) and averaged (red) $\chi_p$ precession estimator for the single-system series described in Sec. III A. Panels from left to right and top to bottom shows results for the same source injected at increasing SNRs and decreasing luminosity distance $D_L$. Solid and dashed lines indicate the true value and the median of the recovered posterior. The shaded areas indicate the 90% (CI) credible intervals.](image-url)
Figure 2 also shows that the posterior of the averaged $\chi_p$ is closer to a Gaussian compared to that of the heuristic estimator. This indicates that, if a significant non-Gaussianity in the heuristic $\chi_p$ posterior were to appear in GW data, it could be taken as a potential indication that some additional two-spin physics is present but is being missed because of the suboptimality of the employed estimator.

This argument is further explored in Fig. 3, where we show the skewness and kurtosis for the same six injections presented in Fig. 2. These quantities are related to the third and fourth moments of the distribution and describe the departure from Gaussianity; both are zero for normally distributed data, with the skewness quantifying the left-right asymmetry and the kurtosis quantifying the weight of the tails [52]. Figure 3 shows that both skewness and kurtosis of the averaged $\chi_p$ are approximately distributed around 0. On the other hand, the skewness (kurtosis) of the heuristic $\chi_p$ strongly increases (decreases) with the SNR. This indicate that (i) the heuristic $\chi_p$ posteriors have a thinner tails compared a normal distribution and that (ii) their left tail is more pronounced compared to the right tail. These features can be taken as a quantification of the artificial cutoff at $\chi_p = 1$, an assumption that is naturally relaxed when considering the averaged $\chi_p$ estimator.

### B. Parameter-space exploration

Using the same settings, we now target the statistical properties emerging from a large number of injected signals. Ideally, one would want to inject signals drawn from the prior (this is necessary, for instance, to present a probability-probability plot [53]). In our case, such a procedure would be highly suboptimal and ultimately computationally intractable because, as shown in Fig. 1, the two-spin region with $\chi_p > 1$ corresponds to a very low prior volume (where from now on in the paper we only refer to the average formulation of $\chi_p$). Most of the injections would thus be placed in the region where only one of the two spins dominates. We thus opt for an injection distribution with $\chi_p$ uniform in [0, 2] which, although of dubious astrophysical relevance, is well suited to assess the statistical property of the proposed estimator. More precisely, we draw values of $\chi_p$ and then reweight samples of the intrinsic binary properties drawn from the uninformative prior (Sec. II B) to the injection distribution using an acceptance/rejection scheme with an absolute numerical tolerance of 0.04 between the original and resampled values of $\chi_p$. We have verified that this choice does not significantly impact our results. Since precession effects are subdominant in the waveform, when selecting the extrinsic properties for injections we only consider sources with $\rho > 20$, i.e., $\approx 2$ times larger than the current detection threshold [16].

Figure 4 shows the recovered posteriors of the averaged $\chi_p$ parameter as a function of the true values for 100 such injections. One can divide the parameter space into four distinct regions, acting much like a confusion matrix in statistics.

(i) True negatives (bottom-left quadrant in Fig. 4): injected $\chi_p < 1$ and recovered $\chi_p < 1$. The injected configurations are not unique to sources with two precessing spins and are recovered as such.

(ii) False positives (top-left quadrant in Fig. 4): injected $\chi_p < 1$ and recovered $\chi_p > 1$. For these sources, one infers the presence two precessing spins even if they might not be present.

(iii) False negatives (bottom-right quadrant in Fig. 4): injected $\chi_p > 1$ and recovered $\chi_p < 1$. In this region sources have two precessing spins but one is not able infer their occurrence from the signal.
FIG. 4. Set of 100 injections obtained by reweighting the averaged $\chi_p$ prior toward a uniform distribution in [0, 2]. The medians (scatter points) and symmetric 90% credible intervals (error bars) of the recovered posteriors are plotted against the true values $\chi_p^{\text{inj}}$. Vertical and horizontal dotted lines indicate $\chi_p = 1$ while the dashed diagonal line corresponds to $\chi_p = \chi_p^{\text{inj}}$, i.e., successful recovery. The three-detector SNRs of the injected sources are reported on the color scale.

(iv) True positives (top-right quadrant in Fig. 4): injected $\chi_p > 1$ and recovered $\chi_p > 1$. These sources are characterized by two precessing spins and one can successfully infers that this is the case.

For each posterior distribution, we compute the fraction of the samples in each of these four regions and then compute the arithmetic mean over the injected sample (this is equivalent to assuming a flat population prior on $\chi_p$ because our injections are distributed uniformly). We report 47.45% of true negatives, 0.55% of false positives, 7.01% of false negatives, and 44.98% of true positives.

From Fig. 4, the signals with higher SNR lie closer to the injected values and present thinner posterior distributions, as expected. In the true negative region, the recovered posteriors are distributed around the true value without evident systematic trends. On the other hand, when $\chi_p > 1$, the recovered posteriors systematically underestimate the true value. While this is, in general, true for most systems, in a few cases this is sufficient to cause false negatives.

One can further quantify this behavior using the ad-
justed posterior quantile

\[ Q = 2 \int_0^{\chi_p^{\text{inj}}} p(\chi_p) \, d\chi_p - 1 \in [-1, 1], \tag{5} \]

where \( p(\chi_p) \) is the posterior distribution and \( \chi_p^{\text{inj}} \) is the true value. The ideal case where the median of \( p(\chi_p) \) coincides with the true value corresponds to \( Q = 0 \). Obtaining \( Q > 0 \) (\( Q < 0 \)) instead implies that the amount of precession in the system is being overestimated (underestimated), and \( 100|Q| < X \) implies that the injected value is inside the \( X\% \) symmetric confidence interval of the recovered posterior. The values of \( Q \) for our 100 injections are shown in Fig. 5. We find a strong decreasing trend of \( Q \) for increasing values of \( \chi_p \), which becomes particularly evident in the \( \chi_p > 1 \) region. Our analysis indicates that, in general, statistical errors cause an underestimate of \( \chi_p \) whenever \( \chi_p > 1 \). In other words, given a waveform model, sources with two-spin precession require larger SNR for accurate measurement (cf. [54, 55]).

With a completeness of 86.5% and a contamination of 1.2%, our results are, overall, are extremely encouraging.\(^1\) The broader conclusion is that sources with \( \chi_p > 1 \) and sufficiently high SNR \( \rho \gtrsim 20 \) in O4 can, in principle, be correctly identified as affected by two precessing spins.

\(^1\) As common in binary classification [52], we define completeness = true positives / (true positives + false negatives) and contamination = false positives / (true positives + false positives).

C. Impact of the prior

Our parameter-space exploration highlights a generic tendency to underestimate precession effects whenever \( \chi_p > 1 \). The steep feature at \( \chi_p \approx 1 \) shown in Fig. 1 strongly suggests that this statistical bias is driven by the employed prior. To verify this, we select two injections among the 100 we have just presented with posterior quantile \( Q \approx -1 \), i.e. where the displacement between the injected and recovered values of \( \chi_p \) is maximized. More specifically, the two systems we consider have \( \chi_p \in \{0.48, 1.92\} \), \( Q \in \{-0.98, -1\} \), and \( \rho \in \{32.8, 23.6\} \), respectively.

In Fig. 6 we compare the posterior distributions obtained under the standard uniformative prior as in Sec. IIIB against additional inference runs where we instead take a volumetric prior on the spins. The latter choice enhances the prior weight assigned to configurations with large spins (cf. Fig. 1). For the injection with \( \chi_p = 0.48 \) (left panel), we recover \( \chi_p = 0.20^{+0.22}_{-0.16} \) with the standard prior and \( \chi_p = 0.38^{+0.14}_{-0.16} \) with the volumetric prior. This example shows that simply changing the prior to an alternative that is equally well motivated —why should vectors like the spins be distributed uniformly in magnitude instead of volume?— can significantly mitigate the inferred bias. In this case, the posterior quantile increases from \( Q = -0.98 \) to \( Q = -0.75 \). The improvement is less evident, but still present, for the injection with \( \chi_p = 1.92 \), where a volumetric prior yields \( \chi_p = 1.28^{+0.37}_{-0.46} \) compared to \( \chi_p = 1.10^{+0.46}_{-0.49} \) for the standard prior.

Figure 6 also shows additional runs where the same sources are considered at higher SNR, larger by a factor \( \approx 3 \), using the standard priors. As already shown in Sec. IIIA, the posterior tends toward the true values for
louder sources. Prior effects are still evident, with the true value remaining outside the 90\% credible interval. More specifically, for these high-SNR runs we find $\chi_p = 0.42^{+0.05}_{-0.05}$ and $\chi_p = 1.71^{+0.14}_{-0.15}$ for the $\chi_p = 0.48$ and $\chi_p = 1.92$ case, respectively.

D. Waveform systematics

All the analyses illustrated so far were performed using the same waveform model for both injection and recovery and, therefore, do not capture systematic errors due to any mismodeling of the signal. Binaries with prominent spin effects are harder to model, implying that the $\chi_p > 1$ region we are interested in is also where discrepancies between different approximants are more likely to appear.

Figure 7 and Table I illustrate the posterior distribution of the averaged $\chi_p$ parameter when different models are used in injection and recovery. We test various combinations of the IMRPhenomXPHM [49], IMRPhenomTPHM [50], and NRSur7dq4 [51] waveform models. We concentrate on two systems selected from the 100 injections presented in Sec. III B. In particular, we consider one source with $\chi_p = 1.57$ characterized by two prominently precessing spins as well as a control case with $\chi_p = 0.43$. The SNRs computed using IMRPhenomXPHM are $\rho = 90.3$ and $\rho = 107.3$, respectively. Both sources have sufficiently large detector-frame total masses $M \gtrsim 125 M_\odot$ such that the signal is short enough to be simulated with NRSur7dq4. The cases where the signal is injected with NRSur7dq4 are arguably more realistic as this model is proven to be more accurate, i.e., closer to the true values whenever the injection and recovery are performed with the same waveform model.

The most evident feature from Fig. 7 is that systematic biases increase dramatically for higher values of $\chi_p$. This statement holds even though our analyzed low-$\chi_p$ (high-$\chi_p$) case has a higher (smaller) SNR and should thus be more (less) susceptible to waveform systematics.

For the $\chi_p = 0.43$ source (left panels in Fig. 7), the injected value lies inside the 90\% credible interval of the posterior for most the waveform combinations we tested. The only exception is the case where we inject with the NRSur7dq4 and recover with IMRPhenomXPHM. This run shows the largest quantile $Q = -0.93$ which tentatively suggests a lower accuracy of that model to spin precession, at least for this specific set of parameters. This conclusion is reinforced by our results obtained when the source is generated with IMRPhenomTPHM but recovered with IMRPhenomXPHM: the injected value is barely inside the 90\% credible interval with posterior quantile is $Q = -0.88$.

For the second case studied here with $\chi_p = 1.57$ (right panels in Fig. 7), waveform systematics are severe. All waveform combinations where we inject and recover with different models return posterior distributions that are inconsistent with the true value at extremely high confidence (so high that we cannot meaningfully quantify it with the samples at our disposal). The worst cases appear to be those when we recover with IMRPhenomXPHM, which produce a $\chi_p$ posterior that is entirely below unity.

While a more complete investigation on waveform systematics is beyond the scope of this work, the selected cases studied here tentatively indicate that current state-of-the-art approximants struggle at providing a consistent modeling of the signal in the $\chi_p > 1$ region, to a level that will be significant for the heavy, loud sources expected in O4. The discrepancies between the waveform models in the high-precession limit are potentially expected due to the differences in the prescriptions for the spin dynamics between the models. In IMRPhenomXPHM, the precession angles are calculated by applying the stationary phase approximation to the multi-timescale scale analysis of the precession equations [33, 56]. The prescription is then artificially extended through the merger and ringdown beyond its regime of validity. In IMRPhenomTPHM, the precession angles are calculated by direct integration of the equations of motion, coupled to a semianalytical approximation for the merger-ringdown that relies on an angular velocity determined by the quasinormal mode frequencies of the remnant BH [57].

Waveform developers are actively working toward calibrating PN-based waveform models using numerical-relativity simulations with precessing spins (e.g., [58]), which will hopefully alleviate the systematic deviations reported here. It is also important to stress that, for this exercise, we had to select sources with high-enough mass such that the signal is fully covered by NRSur7dq4, but...
these are also the systems where the precession signature is expected to be weaker. This is because precession cycles are contained in the low-frequency part of the signal that gradually falls out of band as the total mass increases.

On a more positive note, the conclusion that emerges here is that waveform systematic do not produce false positive: if a future observation will deliver $\chi_p > 1$ at high confidence, it appears safe to claim that the BH binary had two precessing spin.

### IV. CONCLUSIONS

If an incoming LIGO/Virgo source is composed of merging BHs with two precessing spins, will we able to tell? In this paper we have provided a statistical assessment of this question using a large set of software injections.

For dimensionality reduction and interpretation purposes, it is useful to have a single parameter that can capture the effect of precession in GW data. We employ a recent generalization [28] of the effective precessing spin $\chi_p$ [29]. Unlike its predecessor, the augmented formulation does not assume that one of the two spin dominates the dynamics. In particular, the region of the parameter space $1 < \chi_p \leq 2$ is exclusive to binaries with two precessing spins. Because spin-spin couplings in GW data provide a weak contribution to the waveform, measuring a source with $\chi_p > 1$ also requires sensitive detectors. While such a detection has not occurred in current data [28, 30], our software injections at O4 sensitivity demonstrate that this goal is well within our reach.

In this paper, we have concentrated solely on inference of precession with the $\chi_p$ estimator. With the BH-binary parameter space spanning 15 dimensions, our large set of injections naturally contains much more information that could potentially be extracted (including, but not limited to, different spin precession estimators, correlation between the effective spins and other binary parameters, and the vector spin components themselves). In order to facilitate further exploitation, our posterior
allow us to relax such conservative assumptions. Looking ahead in this direction, constraining a source away from the edges of the $\theta_1 - \theta_2$ plane can also be taken as a telltale sign of two-spin precession (recall that $0 \leq \theta_i \leq \pi$). Figure 8 shows the joint posterior distribution of the spin tilts for the series of injections described in Sec. III.A where, indeed, nonprecessing configurations can be largely excluded. One point worth stressing is the short-timescale dependence of the tilt angles, which results in deeper issues when performing population studies [60]. In contrast, the formulation of $\chi_p$ explored here only varies on the longer radiation-reaction timescale — which is the best one can hope for in the absence of additional constant of motions besides $\chi_{\text{eff}}$ [32].

Our large-scale injection study shows that BH binaries with two prominently precessing spins at sufficiently high SNR can be generically identified as such. We also pointed out how the departure from Gaussianity of the $\chi_p$ distribution can be a precious indicator of the suboptimality of the adopted indicator. At the same time, prior effects and waveform systematics introduce some interpretation issues that need to be further explored.

Of all the software injections we performed with different source parameters and waveform models, we did not detect a single confident false positive (i.e., a source with $\chi_p < 1$ which is erroneously recovered as having $\chi_p > 1$). Our study strongly indicates that, should a confident detection with $\chi_p > 1$ be made in O4, this would provide a conservative and safe claim of the first observation of a merging BH binary with two precessing spins.
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