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Abstract. Let $F$ be a nonarchimedean local field of characteristic 0 with residual characteristic $p$ and let $\ell$ be an odd prime with $2\ell < p$. We establish and explicitly compute the local stable transfer factor $\Theta_\phi$ in the sense of [24] associated to a natural $L$-embedding $\phi : L_T \to L_G$ for $G = \text{SL}_\ell$ for $\ell$ an odd prime and $T \subset G$ a maximal unramified elliptic torus defined over $F$. We also explicitly compute the associated stable transfer, answering in the affirmative the Questions A and B of [24]. We do the same, explicitly computing the stable transfer factor $\tilde{\Theta}_\phi$ and the associated stable transfer operator, in the related case of $\tilde{G} = \text{GL}_\ell$ and $\tilde{T} \subset \tilde{G}$ a maximal unramified elliptic torus defined over $F$.

Introduction

For $G$ and $H$ reductive groups defined over a local field $F$ one can assign to a class of well-behaved $L$-homomorphisms $\phi : L_H \to L_G$ a map from $L$-packets of $H$ to $L$-packets of $G$ which may be realized as a map $\chi^H \to \chi^G = \phi(\chi^H)$ of stable (Harish-Chandra) characters. In [24] it is proposed that this map of stable characters ought to be realized via a distribution $\Theta_\phi$ on the product $\mathfrak{A}_G(F) \times \mathfrak{A}_H(F)$ of the Steinberg-Hitchin bases of $G$ and $H$, respectively, such that the equality

$$\chi^G(a_G) = \int_{\mathfrak{A}_H(F)} \Theta_\phi(a_G, a_H) \chi^H(a_H) d\eta_{\mathfrak{A}_H(F)}$$

holds. The distribution $\Theta_\phi$ is referred to as the stable transfer factor associated to $\phi$.

The equation (1) is better understood in the following setup which uses the language of the Schwartz Kernel Theorem. Suppose that we have a space of functions $C_\phi(H)$ on $\mathfrak{A}_H(F)$ containing $C^\infty_c(\mathfrak{A}_H(F)_{\text{rss}})$ and all stable characters $\chi^H$ and a space of functions $C_\phi(G)$ on $\mathfrak{A}_H(F)$ containing $C^\infty_c(\mathfrak{A}_G(F)_{\text{rss}})$ and that we consider $\Theta_\phi \in \text{Hom}(C_\phi(G) \otimes C_\phi(H), \mathbb{C})$. Moreover, suppose that there exist linear maps $\mathfrak{S}_\phi : C_\phi(H) \to \text{Hom}(C_\phi(G), \mathbb{C})$ and $\mathfrak{R}_\phi : C_\phi(G) \to \text{Hom}(C_\phi(H), \mathbb{C})$ which satisfy

$$\langle \Theta_\phi, f \otimes g \rangle = \langle \mathfrak{S}_\phi(g), f \rangle = \langle \mathfrak{R}_\phi(f), g \rangle$$
for all \( f \in C_\phi(G) \) and \( g \in C_\phi(H) \). In this setup, (1) is the assertion that 
\[ \mathfrak{L}_\phi(\chi^H) = \phi(\chi^H) \]
for all stable characters \( \chi^H \) of \( H \).

A related question posed in [24] is whether or not, for each function \( h^G \in C_c^\infty(G(F)_{\text{rss}}) \), there exists a function \( h^H \in C_c^\infty(H(F)) \) such that
\[
(2) \quad \int_{G(F)} h^G(g) \chi^G(g) d\mu_G = \int_{H(F)} h^H(h) \chi^H(h) d\mu_H
\]
for all \( \chi^G = \phi(\chi^H) \). A subsequent question is whether or not there exists a corresponding function \( h^H \) for all \( h^G \in C_c^\infty(G(F)) \) such that (2) holds; in [24] the former is referred to as Question A and the latter as Question B. Though one often refers to the function \( h^H \) as the stable transfer of the function \( h^G \) corresponding to the \( L \)-homomorphism \( \phi \), the function \( h^H \) is not necessarily unique unless \( H \) is a torus.

The analogous versions of Questions A and B on the level of Steinberg-Hitchin bases and in the language described above is, in part, whether or not there exists a linear map \( \mathfrak{S}_\phi : C_\phi(G) \rightarrow C_\infty(\mathfrak{A}_H) \) such that we have \( \mathfrak{R}_\phi(f) = \mathfrak{S}_\phi(f) d\eta_H \). In this language, an affirmative answer to Question A would demand that \( \mathfrak{S}_\phi(f) \) is compactly supported whenever \( f \in C_c^\infty(\mathfrak{A}_G(F)_{\text{rss}}) \) and an affirmative answer to Question B would demand that the space \( C_\phi(G) \) be large enough to contain the (normalized) stable orbital integrals of all functions \( h \in C_c^\infty(G(F)) \).

Analogous to the notion of endoscopic transfer of functions, stable transfer will ultimately afford a method to compare (stable) trace formulas on different groups. The notion of stable transfer is a component of Landlands’ Beyond Endoscopy strategy begun in [23] which ultimately aims to establish the principle of Langlands functoriality in full generality. The stable transfer factor giving rise to a transfer of functions via the formula \( f \mapsto \mathfrak{S}_\phi(f) \) for \( \mathfrak{R}_\phi(f) = \mathfrak{S}_\phi(f) d\eta_H \) is the stable analogue of the Langlands-Shelstad transfer factor \( \Delta \) of [25] giving rise to the endoscopic transfer of orbital integrals via
\[
\text{Orb}(h) \mapsto \left( \gamma_H \mapsto \sum \Delta(\gamma_H, \gamma) \text{Orb}(h)(\gamma) \right)
\]
for an endoscopic group \( H \) of \( G \), a function \( h \in C_c^\infty(G(F)) \) and \( \text{Orb}(h) \) its orbital integral, and where the above sum is taken over all elements \( \gamma \) with image \( \gamma_H \). Indeed, for fixed \( \gamma_H \in H(F)_{\text{rss}} \) we may consider the transfer factor \( \Delta(\gamma_H, \bullet) \) as a distributional kernel given by a weighted sum of point mass measures supported on the preimage of \( \gamma_H \) in \( G(F) \).

Few cases of a computation of either the stable transfer factor or of a formula for an associated stable transfer are known outside of the case of \( G = \text{SL}_2 \) and \( H = T \) a maximal torus thereof. The existence of the stable transfer for all local fields of characteristic 0, with residual characteristic not equal to 2 in the nonarchimedean case, is established in [24] giving an affirmative answer to both Questions A and B. More recently, work of [31] has, through very different methods, given a formula for the transfer in
the case where $T$ is non-split. A computation of the corresponding stable transfer factor, often referred to as the Gelfand-Graev formula, can be found in [13], despite the fact that several critical errors occur throughout the proof therein.

Beyond the case of $G = \text{SL}_2$, the author’s thesis [16] considers the case of $G = \text{SL}_\ell$ for $\ell$ an odd prime and $T \subset G$ an unramified maximal torus and computes the corresponding stable transfer factor. In this paper we give a simplified proof of the computation of the stable transfer factor in this case as well as explicitly compute the stable transfer operator, giving an affirmative answer to both Questions A and B. We also do the same for the related case of $\tilde{G} = \text{GL}_\ell$ for $\ell$ an odd prime and $\tilde{T} \subset \tilde{G}$ an unramified maximal torus.

We remark that many simplifications occur in the case where $H$ is a torus which do not occur in general. The two most fundamental are that $H(F)$ is a locally compact abelian group so that harmonic analysis on $H(F)$ can be studied via classical means and that $\mathbb{A}_H(F)$ may be identified with $H(F)$ which eliminates the need to lift functions from $\mathbb{A}_H(F)$ to $H(F)$ in order to affirmatively answer Questions A and B. In the case $G = \text{SL}_\ell$ we even have that the torus $T(F)$ is compact, leading to an even simpler analysis, and our results in the case of $\tilde{G} = \text{GL}_\ell$ will be seen to largely follow from the $G = \text{SL}_\ell$ case.

The above being said, despite the many aforementioned simplifications owing to the fact that $H = T$ is a torus, our methods require relatively recent innovations in the explicit computation of supercuspidal character values. For our $L$-embedding $^L T \to ^L G$ we denote by $\psi$ characters of the abelian group $\hat{T}(F)$ and by $\chi_\psi$ the corresponding stable characters of $G(F)$. Though the following must be considered in the distributional setting in order for it to converge and is, in fact, not represented by a smooth function, our computation of the stable transfer factor is essentially that of the inverse Fourier transform

$$\Theta_\psi(a_G, t) = \int_{\hat{T}(F)} \chi_\psi(a_G) \psi(t^{-1}) d\nu_T.$$ 

For $\psi$ an admissible character, which in this case means merely that $\psi \neq \phi \circ \text{det}$ for any $\phi \in \hat{E}^\times$, $\chi_\psi$ is the character of a supercuspidal representation of $G(F)$; if $\psi \in \hat{T}(F)$ is such that $\psi|_{T(F)} = \psi$ we have that $\chi_\psi$ is the restriction to $G(F)^{rss}$ of the character of the representation $\pi_{\psi}$ associated to $\psi$ by [15] upon identifying $\hat{T}(F) = \hat{E}^\times$ for $E$ a finite unramified extension of $F$ of order $\ell$. As such, our methods require explicit character data for all such supercuspidal characters. Luckily, in our case this character data is completely known (albeit spread throughout various sources in the literature). We remark that the seemingly bizarre choice of $\text{SL}_\ell$ and $\text{GL}_\ell$ for $\ell$ a prime
is related to concerns of character theory; the complexity of the character computations for GL_n increases the more prime factors n has.

Our main theorem for $G = \mathrm{SL}_\ell$ is the following.

**Theorem 0.1.** Let $F$ be a nonarchimedean local field of characteristic 0 and residual characteristic $p$. Let $\ell$ be an odd prime and suppose $p > 2\ell$. Then for $\phi : L^T \to L^G$ described in [2.3] there exists a linear functional $\Theta_\psi \in \text{Hom}(C^\infty_c(\mathfrak{A}_G) \otimes C^\infty_c(T(F)), \mathbb{C})$ and a linear map $\mathcal{S}_\phi : \text{Hom}(C^\infty_c(\mathfrak{A}_G), C^\infty_{\mu_\ell}(T(F)))$ for $C^\infty_c(\mathfrak{A}_G)$ and $C^\infty_{\mu_\ell}(T(F))$ as defined in [3.2] and [4.2] respectively, satisfying

$$\mathcal{L}_{\Theta_\psi}(\psi) = \chi_\psi d\eta$$

for all $\psi \in \widehat{T(F)}$ and

$$\mathcal{A}_{\Theta_\psi}(f) = \mathcal{S}_\phi(f) d\mu_T$$

for all $f \in C^\infty_c(\mathfrak{A}_G)$. Moreover, the space $C^\infty_c(\mathfrak{A}_G)$ contains all normalized stable orbital integrals of smooth compactly supported functions on $G(F)$ and $C^\infty_{\mu_\ell}(T(F))$ consists of locally constant functions supported on a compact subset of $T(F)$.

Writing $\Theta_\phi$ as a distributional kernel, which is to say by fixing $a_G$ and considering $\Theta_\phi(a_G, \bullet)$ as a distribution on $T(F)$, we have

$$\Theta_\phi(a_G, \bullet) = (\chi_1(a_G) + \Theta^+(a_G, \bullet)) d\mu_T + \delta^T(a_G)$$

for a smooth function $\Theta^+(a_G, \bullet)$ on $\mathfrak{A}_G(F)^\mathrm{rss} \times T(F)^{\mathrm{rss}}$ and $\delta^T(a_G)$ a distribution both defined in [4.1] and $\chi_1$ the principal series character associated to the trivial representation defined in [2.3].

We note that since the space $C^\infty_c(\mathfrak{A}_G)$ contains all normalized stable orbital integrals of functions $h \in C^\infty_c(G(F))$ we thus have an affirmative answer to Questions A and B. We remark that we don’t merely have existence of the distribution $\Theta_\phi$ and corresponding transfer operator $\mathcal{S}_\phi$ but explicit expressions for each; see Propositions 4.3 and 4.4. Regarding the assumption $p > 2\ell$, we expect our results to still hold true for $p > \ell$; we require the additional assumption in order to invoke the results of [36] in order to make as straightforward as possible our discussion of explicit supercuspidal character values. On the other hand, we expect that the condition $p > \ell$ to be necessary as it ensures that all supercuspidal representations of all $F$-Levi subgroups of $G$ to be exhausted by the construction of [15].

An analogous result holds for $G = \mathrm{GL}_\ell$.

**Theorem 0.2.** Let $F$ be a nonarchimedean local field of characteristic 0 and residual characteristic $p$. Let $\ell$ be an odd prime and suppose $p > 2\ell$. Then for $\phi : L^T \to L^\widetilde{G}$ described in [2.3] there exists a linear functional $\Theta_\psi \in \text{Hom}(C^\infty_c(\mathfrak{A}_G) \otimes C^\infty_c(\widehat{T(F)}), \mathbb{C})$ and a linear map $\mathcal{S}_\phi : \text{Hom}(C^\infty_c(\mathfrak{A}_\widetilde{G}), C^\infty_{\mu_\ell}(\widehat{T(F)}))$ for $C^\infty_c(\mathfrak{A}_G)$ and $C^\infty_{\mu_\ell}(\widehat{T(F)})$ defined in [3.2] and [5.5] respectively, satisfying

$$\mathcal{L}_{\Theta_\psi}(\psi) = \chi_\psi d\eta_{\widetilde{G}}$$
for all $\psi \in \hat{T}(F)$ and

$$\mathfrak{A}_{\Theta_{\phi}}(f) = \mathfrak{G}_{\phi}(f)d\mu_{\tilde{T}}$$

for all $f \in C^\infty_b(\mathfrak{A}_G)$. Moreover, the space $C^\infty_b(\mathfrak{A}_G)$ contains all normalized stable orbital integrals of smooth compactly supported functions on $\tilde{G}(F)$ and $C^\infty_{\mu_{\tilde{T}}}(\tilde{T}(F))$ consists of locally constant functions supported on a compact subset of $\tilde{T}(F)$.

This gives an affirmative answer to Questions A and B and again we have explicit descriptions of $\Theta_{\phi}$ and transfer operator $\mathfrak{G}_{\tilde{\phi}}$. Additional subtleties enter this case given that $\tilde{T}(F)$ is not compact but we essentially proceed by relating the situation for $\tilde{G}(F)$ to that of $G(F)$. While it is not true that the multiplication map $Z_\tilde{G}(F) \times G(F) \to \tilde{G}(F)$ is a bijection, indeed it is neither injective nor surjective, we do have that the multiplication map $Z_G(F) \times G(F)_{0^+} \to \tilde{G}(F)_{0^+}$ which allows us to translate many of our results from the previous case to the latter.

The paper is organized as follows.

In Section 1 we set the notation which we will need throughout the paper, notably with regards to the Fourier Transform and the Steinberg-Hitchin base, as well as normalize various measures which will appear throughout our computations.

In Section 2 we recall various notions pertaining to Bruhat-Tits buildings and the notion of depth for elements and representations of a $p$-adic group. We also use these notions to establish various facts which will facilitate computations in later sections. We also make explicit the $L$-embeddings $\phi : L_{\tilde{T}} \to L_{\tilde{G}}$ and $\tilde{\phi} : L_{\tilde{T}} \to L_{\tilde{G}}$ and explicitly compute the associated stable characters $\chi_{\psi}$ and $\chi_{\tilde{\psi}}$ of $G(F)$ and $\tilde{G}(F)$, respectively.

In Section 3 we discuss the properties of the distributions with which we will work, notably establishing Proposition 3.3 which is a key ingredient to our proof of Theorem 0.1. In short, we introduce the elementary notion of “smooth families” and it is via this notion we are able to glue together the individual distributions $\Theta_{\phi}(a_G, \bullet)$ on $T(F)$ for each $a_G$ in the regular semisimple locus of the Steinberg-Hitchin base $\mathfrak{A}_G(F)^{rss}$ into a distribution on the product $\mathfrak{A}_G(F)^{rss} \times T(F)$ and establish that this distribution indeed has the properties we desire. We also recall necessary facts about the asymptotics of (stable) normalized orbital integrals.

In Section 4 we prove Theorem 0.1. We remark that Propositions 4.1 and 4.2 essentially contain the content of the main theorem of [16].

In Section 5 we prove Theorem 0.2. The proof requires some additional preliminaries which are not necessary in the case of $SL_\ell$ which largely arise from the fact that $\tilde{T}(F)$, unlike $T(F)$, is not compact. These additional results are contained within §5.1.
This results of this paper are a significant extension of those of [24]. Recent breakthroughs in the explicit character computations for reductive $p$-adic groups have been a fundamental ingredient of our computations; for the scope of this paper we are able to rely primarily upon the results of [38] and [36] but formulas for more general reductive groups can be found in [3]. Moving beyond the scope of the present paper, we have work in progress [17] pertaining to the case $GL_n$ and $H$ a maximal elliptic torus therein, as well as the associated $G = SL_n$ case, where $n$ is composite. To deal with this case one requires formulas found in [37] so that this case is severely complicated by the increased complexity of the supercuspidal character formulas involved. Moreover, even in the special linear case, when $n$ is composite there are infinitely many non-admissible characters of $\bar{T}(F)$ which contribute stable characters which are parabolically induced as opposed to supercuspidal. The character formula also becomes vastly more complicated when $\bar{T}$ is ramified.

Another direction of generalization was begun in [18] and continues in the work in progress [19] wherein we consider $H = GL_2$, $G = GL_{n+1}$ and $\rho = \text{Sym}^n : L^1 H \to L^1 G$. This case is vastly complicated by the fact that $H(F)$ is, in addition to being non-compact, is non-abelian. The problem was able to largely be tackled by considering the equivalence classes of maximal tori $T \subset H$ and relating the transfer from $H$ to $G$ to the well-understood transfers from each $T$ to $H$. It is our hope that the results of this paper as well as [17] will similarly be able to be used to help establish and understand further cases of functoriality.

I would like to thank my PhD thesis advisor Bào Châu Ngô for first introducing me to this problem. Moreover, I would like to thank Matthew Sunohara and Patrice Moisan-Roy for the long and detailed conversations which vastly influenced the writing of this paper.

1. Notation, Conventions and Assumptions

Let $F$ be a nonarchimedean local field with $\text{char}(F) = 0$ and denote by $\mathcal{O}_F$ its ring of integers, $\mathfrak{p}$ its maximal ideal, $\varpi$ a fixed choice of uniformizer of $\mathcal{O}_F$, $f = \mathcal{O}_F/\mathfrak{p}_F$ its residue field as well as $p = \text{char}(f)$ and $q = |f|$. We fix an algebraic closure $\overline{F}$ of $F$ and define an additive valuation $\text{ord} : F^\times \to \mathbb{Q}$ with $\text{ord}(\varpi) = 1$ and where we define $\text{ord}(0) = \infty$; we also define the absolute value $|\cdot| : \overline{F}^\times \to \mathbb{R}_+$ via $|c| = q^{-\text{ord}(c)}$. For a finite extension of $F$ with $L \subset \overline{F}$ we denote by $\mathcal{O}_L$, $\mathfrak{p}_L$, $I = \mathcal{O}_L/\mathfrak{p}_L$ and $q_L = |I|$ its ring of integers, maximal ideal, residue field and size thereof, respectively. Moreover, we denote by $e_L$ the ramification index of $L$ over $F$ and, if $L$ is a Galois extension of $F$, $\Gamma_L/F$ its Galois group.

For a locally compact abelian group $X$ equipped with Haar measure $\mu_X$ we denote by $\mathcal{F}_X$ the Fourier transform where $\mathcal{F}_X : L^1(X, \mu_X) \to C_0(\hat{X})$
given by

\[ \mathcal{F}_X(g)(\psi) = \int_X g(x)\psi(x^{-1}) \]

for all \( g \in L^1(X, \mu_X) \). For a given pair \((X, \mu_X)\) we equip \( \hat{X} \) with the dual Haar measure \( \nu_X \) which satisfies \( \mathcal{F}_X \circ \mathcal{F}_X(g)(x) = g(x^{-1}) \).

If \( Y \) is any totally disconnected topological space we denote by \( C_c^\infty(Y) \) the vector space of locally constant compactly supported functions on \( Y \) and by \( C^\infty(Y) \) the vector space of locally constant functions on \( Y \).

The following facts pertaining to harmonic analysis, which we exposit as a means to fix our notation to be used throughout the paper, are well known and can be found in standard references such as [30]. If \( X \) is a locally compact abelian group \( X \) which is totally disconnected we have that \( \hat{X} \) is totally disconnected as well. In this case we have that \( \mathcal{F}_X \) restricts to an isomorphism \( \mathcal{F}_X : C_c^\infty(X) \to C_c^\infty(\hat{X}) \) and similarly that \( \mathcal{F}_\hat{X} \) restricts to an isomorphism \( \mathcal{F}_X : C_c^\infty(\hat{X}) \to C_c^\infty(X) \) with \( \mathcal{F}_X^{-1} = \mathcal{F}_\hat{X}^\vee \) for \( \mathcal{F}_\hat{X}^\vee(\alpha)(x) = \mathcal{F}_\hat{X}(\alpha)(x^{-1}) \) for \( \alpha \in C_c^\infty(\hat{X}) \). Moreover, for \( g \in C_c^\infty(X) \) and \( \alpha \in C_c^\infty(\hat{X}) \) we have the Plancherel identity (3)

\[ \int_X g(x)\mathcal{F}_\hat{X}^\vee(\alpha)(x)d\mu_X = \int_{\hat{X}} \mathcal{F}_X(g)(\psi)\alpha(\psi)d\nu_X \]

of which we will make heavy use throughout our main computations. Similarly, we have the Fourier Inversion Formula (4)

\[ f(x) = \int_{\hat{X}} \int_X f(y)\psi(xy^{-1})d\mu_X d\nu_X \]

valid for all \( f \in C_c^\infty(X), x \in X \).

At a number of points in various arguments we will have to work with quotient measures and quotient formulas for integration. If \( X \) is a locally compact abelian group and \( Y \) a closed subgroup we denote by \( \frac{\mu_X}{\mu_Y} \) the measure on \( X/Y \) which satisfies

\[ \int_X f(x)d\mu_X = \int_{X/Y} \int_Y f(\check{y})d\mu_Y \frac{d\mu_X}{d\mu_Y} \]

where, indeed, we shall write \( \frac{d\mu_X}{d\mu_Y} \) instead of \( d\mu_X d\nu_Y \). Moreover, we denote by \( Y^\perp \) the subset of \( \hat{X} \) with trivial restriction to \( Y \) and note that \( Y^\perp \) may be naturally identified with \( \hat{X}/\hat{Y} \) and that \( \hat{Y} \) may be naturally identified with \( \hat{X}/X^\perp \).

For \( X = S(F) \) for \( S \) a torus defined over \( F \) we will write \( \mathcal{F}_S = \mathcal{F}_{S(F)} \) and \( \mu_S = \mu_{S(F)} \) as well as \( \mathcal{F}_S^\vee = \mathcal{F}_{S(F)}^\vee \) and \( \nu_S = \nu_{S(F)} \); indeed, this will cause no confusion in what follows since we will only be considering functions and integration on \( S(F) \) as opposed to on \( S(L) \) for extensions \( L \) of \( F \).
For a reductive group $J$ defined over $F$ with discriminant function $D_J$ we write

$$J(F)^{rss} = \{ j \in J(F) : D_J(j) = 0 \}$$

and moreover for any subset $A \subset J(F)$ we write $A^{J, rss} = A \cap J(F)^{rss}$ or simply $A^{rss}$ when the group is understood. Notably, in an attempt to make our notations less cluttered, for an $F$-torus $S \subset J$ we write $S(F)^{rss}$ in lieu of $S(F)^{J, rss}$ as this is unlikely to cause confusion. We denote by $\mu_J$ a fixed choice of Haar measure on $J(F)$ and $\eta_J$ the measure on the $F$-points of the Steinberg-Hitchin base $\mathfrak{A}_J(F)$ as defined in [11] and $\pi_J : J(F) \to \mathfrak{A}_J(F)$ the natural map. This measure satisfies the property that for $\pi_J : H(F) \to \mathfrak{A}_J(F)$ the natural map and $S \subset J$ a maximal torus defined over $F$ we have for $\pi_S = \pi_J|_S$ that

$$\left( \pi_S \right)_*(\mu_S) = \frac{1}{W_{S,F}} |D_J|_{\pi_S(S(F))}^1 \eta_J$$

for $W_{S,F} = N_{J(F)}(S(F))/S(F)$. Indeed, the measure on the Steinberg-Hitchin base is essentially that which appears in the Weyl Integration Formula. Moreover, we let $\pi|_S = \pi_J|_S(F)$.

For a positive integer $n$ we denote by $\widetilde{G} = \text{GL}_n$ and $G = \text{SL}_n$ and for any maximal torus $\widetilde{S} \subset \widetilde{G}$ we denote by $S = \widetilde{S} \cap G$ which is a maximal torus of $G$. We denote by $E \subset F$ the unramified extension of $F$ with $[E : F] = n$ and choose a maximal torus $\widetilde{T} \subset \widetilde{G}$ with $\widetilde{T} \simeq \text{Res}_{E|F}(G_m)$. For our main results, notably throughout [11] and [3] we will restrict to the case where $n$ is an odd prime and write $n = \ell$. We make the following assumption on $n$ and $p$.

**Assumption 1.1.** We assume $p > 2n$.

We remark that Assumption 1.1 will be used in the case $n = \ell$ an odd prime will allow us to invoke the character computations of [36]. Moreover, Assumption 1.1 notably ensures that $\gcd(n, p) = 1$ which will be used at various points throughout our arguments below.

Regarding the Steinberg-Hitchin bases of $G$ and $\widetilde{G}$, respectively, we identify $\mathfrak{A}_G(F) \subset \mathfrak{A}_{\widetilde{G}}(F)$ as follows. For $c_1, \ldots, c_{n-1} : \widetilde{G}(F) \to F$ given by the coefficients of the characteristic polynomial

$$\text{char}(\gamma)(x) = x^n + \sum_{i=1}^{n-1} (-1)^{i-n} c_{n-i}(\gamma)x^{n-i} + (-1)^n \det(\gamma)$$

we have that the evaluation map $F[c_1, \ldots, c_{n-1}][d, d^{-1}] \to F[c_1, \ldots, c_{n-1}]$ sending $d$ to 1 induces a map $\mathfrak{A}_G = \text{spec}F[c_1, \ldots, c_{n-1}] \hookrightarrow \text{spec}F[c_1, \ldots, c_{n-1}][d, d^{-1}] = \mathfrak{A}_{\widetilde{G}}$ so that we may identify

$$\mathfrak{A}_G(F) \simeq F^{n-1} \simeq \{ 1 \} \times F^{n-1} \subset F^\times \times F^{n-1} = \mathfrak{A}_{\widetilde{G}}(F).$$

Similarly, we denote by $\det : \mathfrak{A}_{\widetilde{G}}(F) \to F^\times$ the evaluation map $\det(a_{\widetilde{G}}) = \det((c_1, \ldots, c_{n-1}, d)) = d$. 


Since $D_{\tilde{G}}|_{G(F)} = D_G$ and $D_G$ is constant on (stable) conjugacy classes we define $D_G(a_G) = D_G(\gamma)$ for $a_G \in \mathfrak{A}_G(F)$ and $\gamma \in G(F)$ with $\pi_G(\gamma) = a_G$ as well as $D_{\tilde{G}}(a_{\tilde{G}}) = D_{\tilde{G}}(a_{\tilde{G}})$ for $a_{\tilde{G}} \in \mathfrak{A}_{\tilde{G}}(F)$ and $\tilde{\gamma} \in \tilde{G}(F)$ with $\pi_{\tilde{G}}(\tilde{\gamma}) = a_{\tilde{G}}$. We define $\mathfrak{A}_G(F)_\text{rss}$ to be the complement of the zero locus of $D_G$ or, equivalently, as the image under $\pi_G$ of $G(F)_\text{rss}$. We define $\mathfrak{A}_{\tilde{G}}(F)_\text{rss}$ similarly.

The action of $Z_G(F)$ on $\tilde{G}(F)$ gives rise to an action of $Z_{\tilde{G}}(F)$ on $\mathfrak{A}_{\tilde{G}}(F)$ defined via $z(c_1, \ldots, c_{n-1}, d) = (\lambda c_1, \ldots, \lambda^{n-1} c_{n-1}, \lambda^n d)$ for $z = \text{diag}(\lambda, \ldots, \lambda)$, $\lambda \in F^\times$. For $z \in Z_{\tilde{G}}(F)$ and $a_G = \pi_G(\gamma) \in \mathfrak{A}_G(F)$ we will often write $za_G = \pi_{\tilde{G}}(z\gamma)$; this decomposition is non-unique in general but will most often be used in \[3\] on a subset of $\mathfrak{A}_{\tilde{G}}(F)$ on which we indeed have uniqueness.

In terms of measures, parallel to the decomposition of measures given by

$$\int_{\tilde{G}} h(\tilde{g}) d\mu_{\tilde{G}} = \int_{\tilde{G}(F)/G(F)} \int_{G(F)} h(\tilde{gg}) d\mu_G \frac{d\mu_G}{d\mu_{\tilde{G}}}$$

we may decompose the measure $\eta_{\tilde{G}}$ via

$$\int_{\mathfrak{A}_{\tilde{G}}(F)} f(a_G) d\eta_{\tilde{G}} = \int_{F^\times} \int_{\mathfrak{A}_G(F)} f((c_1, \ldots, c_{n-1}, d)) d\eta_G d\mu_{F^\times}$$

for $\mathfrak{A}_G(F) = \{ a_G \in \mathfrak{A}_G(F) : \det(a_G) = d \}$ and $d\eta_G$ a suitable measure on $\mathfrak{A}_G(F)$. Relatedly, we normalize our measure $\mu_{Z_{\tilde{G}}}$ on $Z_{\tilde{G}}(F)$ so that the restriction of $\eta_{\tilde{G}}$ to $Z_{\tilde{G}}(F) \cdot \mathfrak{A}_G(F)$ is the pushforward of the product measure $\mu_{Z_{\tilde{G}}} \times \eta_G$ under the action map.

\[2\] Character Formulas and Parameterizations

In this section we will recall and make somewhat more explicit various results pertaining to the characters of supercuspidal representations of $\tilde{G}(F)$ which arise via the construction of Howe \[15\] from admissible characters $\psi$ of an unramified elliptic maximal torus $\tilde{T}(F)$ of $\tilde{G}(F)$.

We must work with modified notions of depth for elements of $\tilde{G}(F)$ and characters of $\tilde{T}(F)$ which take into account central multiplication and the Howe factorization of characters, respectively. These notions are not original; similar definitions for group elements appear in \[36\], and \[4\], for both elements and characters in \[8\], and notions of depth which take into account the Howe factorization of characters are implicit in the supercuspidal representation constructions of both \[15\] and \[44\]. This being said, we aim to both streamline and recharacterize these notions in a manner which will aid in many of our computations to follow. In addition, we perform a number of computations relating to these notions which will be used in the proofs of our main theorems.

In \[22\] we make explicit the $L$-embeddings $L\tilde{T} \to L\tilde{G}$ and $L\tilde{T} \to LG$ with which we will work. Notably, we identify and compute the characters of the
(principal series) representations of $\tilde{G}(F)$ and $G(F)$ which correspond to the non-admissible characters of $\tilde{T}(F)$ and $T(F)$, respectively.

2.1. Maximal Depth for Elements. We repeat here the definitions pertaining to the notion of depth of an element of a $p$-adic group initially introduced in [26] and [27] though we will use the normalization of the filtration found different than which is found therein which instead may be found in, for example, [1] and [21]. With regards to this normalization, to be completely explicit, for $S = \text{Res}_{L/F} \mathbb{G}_m$ and identifying $S(F) = L^\times$, in this normalization we have for $r > 0$ that $\gamma \in S(F)_r$ if and only if $\text{ord}(\gamma - 1) \geq r$.

We recall that for a reductive group $J$ defined over $F$ for each $x \in \mathcal{B}(J,F)$ where $\mathcal{B}(J,F)$ is the (enlarged) Bruhat-Tits building defined in [5] and [6] there exists a compact open subgroup $J(F)_x$ of $J(F)$ equipped with a decreasing filtration $\{J(F)_{x,r}\}_{r \geq 0}$ (normalized as discussed above) with $J(F)_{x,0} = J(F)_x$. For $x \in \mathcal{B}(J,F)$ and writing $J(F)_{x,+} = \bigcup_{s \geq r} J(F)_s$ we define $d_{J(F)_{x,r}}(\gamma)$ for each $\gamma \in J(F)$ by setting $d_{J(F)_{x,r}}(\gamma) = -\infty$ if $\gamma \notin J(F)_x$ and otherwise setting $d_{J(F)_{x,r}}(\gamma) = r$ if $\gamma \in J(F)_{x,r}$ but $\gamma \notin J(F)_{x,r+}$. The depth $d_{J(F)}(\gamma)$ for $\gamma \in J(F)$ is then defined to be $-\infty$ if $\gamma \notin J(F)_x$ for any $x \in \mathcal{B}(J,F)$ and otherwise is defined to be

$$d_{J(F)}(\gamma) = \max_{x \in \mathcal{B}(J,F)} d_{J(F)_x}(\gamma).$$

Moreover, the maximal depth $d_J^{+}\gamma(F)_{x,r}$ is defined to be $-\infty$ if $\gamma \notin Z_J(F)J(F)_x$ for any $x \in \mathcal{B}(J,F)$ and otherwise is defined via

$$d_J^{+}\gamma(F)_{x,r} = \max_{z \in Z_G(F)} d_J(F)(z\gamma).$$

We remark that, by virtue of Theorem 2.2 and Corollary 2.5, beyond §2.1 we will not need to make any subsequent reference to Bruhat-Tits buildings in any detail.

We have for a torus $S$ defined over $F$ that $S(F)_r := S(F)_{x,r}$ for all $x \in \mathcal{B}(S,F)$ and that an explicit description of $S(F)_r$, for $r > 0$ is given by

$$S(F)_r = \{ s \in S(F) : \text{ord}(\chi(s) - 1) \geq r \ \forall \chi \in X^\ast(S) \}.$$

We introduce the following definition: for a maximal torus $S \subset J$ we define $d_{S,J}(\gamma)$ for $\gamma \in S(F)$ to be $-\infty$ if $\gamma \notin Z_J(F)S(F)_0$ and for $\gamma \in Z_J(F)S(F)_0$ we define

$$d_{S,J}(\gamma) = \max \{ r \geq 0 : \text{ord}(\alpha(\gamma) - 1) \geq r \ \forall \alpha \in \Phi(J,S) \}.$$

A number of our arguments to follow involve the relationship between depth and raising elements to powers. With regards to this, we have the following elementary fact.

**Lemma 2.1.** For any finite extension $L$ of $F$, $c \in (L^\times)_0^+$ and $m$ a positive integer, we have

$$\text{ord}(c^m - 1) = \text{ord}(c - 1)$$

if $\gcd(p,m) = 1$. Notably, Assumption [7] implies $\text{ord}(c^m - 1) = \text{ord}(c - 1)$. 
Proof. In this case we may write $c = 1 + u\varpi_L^m$ for $u \in \mathcal{O}_L^*$ and $\varpi_L \in \mathcal{O}_L$ a uniformizer where $me_L = \text{ord}(c - 1)$. We have that $c^m = 1 + mu\varpi_L^m + (\varpi_M)^{m+1}$ where $mu \in \mathcal{O}_L^*$ since $\gcd(p, m) = 1$; the result follows. \hfill \Box

The first of our main facts is that the notions of the maximal depth $d^+$ and the functions $d_{SG}$ coincide in the following sense.

**Theorem 2.2.** For $\gamma \in \tilde{G}(F)^{\text{rss}}$ and a maximal $F$-tamely ramified torus $\tilde{S} \subset \tilde{G}$ with $\gamma \in Z_{\tilde{G}}(F)\tilde{T}(F)_0$ we have

$$d^+_{\tilde{G}(F)}(\gamma) = d_{\tilde{S},\tilde{G}}(\gamma).$$

We remark that Theorem 2.2 allows us to essentially ignore any notions relating to the Bruhat-Tits building henceforth by allowing us to instead working only with valuations and roots. We expect that Theorem 2.2 holds in great generality but for our purposes we require it only for $G$ (and in the form of Corollary 2.3 for $G$). To do so we require a number of lemmas which, while elementary, are somewhat involved.

**Lemma 2.3.** For any finite extension $L$ of $F$ and $a \in \tilde{A}(L)_0$ we have that $d^+_{\tilde{G}(L)}(a) = d\tilde{A},\tilde{G}(a)$.

Proof. By Corollary 2.2.11 we have that $d_{\tilde{G}(L)}(za) = d\tilde{A}(L)(za)$ for all $z \in Z_{\tilde{G}}(L)$ and hence that there exists $z_0 \in Z_{\tilde{G}}(L)$ such that $a' = z_0a$ satisfies $d_{\tilde{G}(L)}(a') = d^+_{\tilde{G}(L)}(a') = d_{\tilde{G}(L)}(a)$. It remains to compute $d^+_{\tilde{G}(L)}(a')$.

We first claim that $d_{\tilde{A}(L)}(a') = \min_i\{\text{ord}(a_i' - 1)\}$. For $1 \leq i \leq n$ let $\chi_i \in X^*(A)$ be given by $\chi_i(\text{diag}(c_1, \ldots, c_n)) = c_i$. Since $a' \in A(L)_0$ we must have $\text{ord}(a_i') = 0$ for $1 \leq i \leq n$. Moreover, if $\text{ord}(a_i' - 1) = 0$ for some $1 \leq i_0 \leq n$ we have that $\text{ord}(\chi_{i_0}(a_i' - 1)) = \text{ord}(a_i' - 1) = 0$ so that $d_{\tilde{A}(L)}(a') = 0 = \min\limits_{1 \leq i \leq n}\text{ord}(a_i' - 1)$, establishing the claim in this case so that we henceforth assume $\text{ord}(a_i - 1) > 0$ for $1 \leq i \leq n$. For $\chi \in X^*(A)$ with $\chi \neq 1$ we have for $c \in A(L)$ that $\chi(c) = \prod_{i=1}^n c_i^{m_i}$ for some $m_i \in \mathbb{Z}$ for $1 \leq i \leq n$ with $m_i \neq 0$ for at least one $1 \leq i \leq n$. Writing $(a_i')^{m_i} = 1 + u_i\varpi_F^{k_i}$ for $u_i \in \mathcal{O}_F^*$ for $1 \leq i \leq n$ with $m_i \neq 0$ and $k_i = \infty$ for $m_i = 0$ we have

$$\chi(a') - 1 = \left(\prod_{i=1}^n (a_i')^{m_i}\right) - 1 \in \sum_{i:m_i \neq 0} u_i\varpi_F^{k_i} + \varpi_F^{\min_i\{k_i\}}\mathcal{O}_F$$

so that $\text{ord}(\chi(a') - 1) \geq \min\limits_{1 \leq i \leq n}\text{ord}((a_i')^{m_i} - 1) \geq \min\limits_{1 \leq i \leq n}\text{ord}(a_i' - 1)$. This establishes the claim.

We now claim that $d_{A,G}(a') = d^+_{G(L)}(a')$. We have $d_{A,G}(a') = \min_i<\min\{\text{ord}(a_i' - a_j')\}$ and that $d^+_{G(L)}(a') = \min\{\text{ord}(a_i' - 1)\}$ by the above claim and hence clearly have that $d_{A,G}(a') \geq d^+_{A(L)}(a')$. Letting $i_0$ be such that $d^+_{G(L)}(a') = \text{ord}(a_i' - 1)$, if $d_{A,G}(a') > d^+_{A(L)}(a')$ we have that $\text{ord}(a_i' - a_j) > \text{ord}(a_{i_0} - 1)$.
for all $j \neq i_0$. It follows that for $z_{i_0} = \text{diag}(a'_{i_0}, \ldots, a'_{i_0}) \in Z_G(L)$ we have by the claim that
\[ d^+_{G(L)}(z_{i_0}^{-1}a') = \min \{ \text{ord}(a'_{i_0})^{-1}a_{i_0} - 1 \} = \min_i \{ \text{ord}(a_i - a'_{i_0}) \} > d^+_{A(L)}(a') \]
which contradicts the fact that $d_{A(L)}(a') = d^+_{A(L)}(a')$. It follows that $d_{A,G}(a') = d^+_{G(L)}(a')$; we are done upon noting that $d^+_{A(L)}(a) = d^+_{A(L)}(a')$.

A corollary of the proof of Lemma 2.3 is the following.

**Corollary 2.4.** For $\gamma \in \tilde{G}(F)^{\mathrm{rss}}$ and a maximal $F$-tamely ramified torus $\tilde{S} \subset \tilde{G}$ with $\gamma \in \tilde{S}(F)$, we have that $d_{\tilde{G}(F)}(\gamma) = \min \{ \text{ord}(\rho_1 - 1), \ldots, \text{ord}(\rho_n - 1) \}$ where $\rho_1, \ldots, \rho_n$ are the eigenvalues of $\gamma$ and that $\det(\gamma) \in (F^\times)_r$.

**Proof.** Suppose $\gamma \in \tilde{S}(F)$. There is a finite extension $L$ of $F$ over which $S$ splits; let $g \in \tilde{G}(L)$ be such that $a = \gamma g \in \tilde{A}(L)$. The proof of Lemma 2.3 shows that $d_{\tilde{G}(L)}(\gamma) = d_{\tilde{G}(L)}(a) = \min \{ \text{ord}(\rho_1 - 1), \ldots, \text{ord}(\rho_n - 1) \}$ and we have that $d_{\tilde{G}(L)}(\gamma) = d_{\tilde{G}(F)}(\gamma)$ by Corollary 2.2.4. The second statement follows easily from the first.

With the above in hand we may now prove Theorem 2.2.

**Proof (of Theorem 2.2).** Since $\tilde{S}$ is $F$-tamely ramified there exists a tamely ramified extension $L$ of $F$ over which $\tilde{S}$ splits and therefore an element $g \in \tilde{G}(L)$ such that $\tilde{S}(L)^g = \tilde{A}(L)$ so that $\gamma^g \in \tilde{A}(L)$.

By Lemma 2.3 we have that $d^+_{\tilde{G}(L)}(\gamma) = d^+_{\tilde{G}(L)}(\gamma^g) = d_{\tilde{A},G}(\gamma^g) = d_{\tilde{S},G}(\gamma)$. We clearly have $d^+_{\tilde{G}(L)}(\gamma) \geq d^+_{\tilde{G}(F)}(\gamma)$ so it remains to show $d^+_{\tilde{G}(L)}(\gamma) = d^+_{\tilde{G}(F)}(\gamma)$. If $d_{\tilde{S},G}(\gamma) = 0$ we are done so henceforth we assume $d_{\tilde{S},G}(\gamma) > 0$. Moreover, by replacing $\gamma$ with $z\gamma$ for $z \in Z_G(F)$ if necessary, we may assume $d^+_{\tilde{G}(F)}(\gamma) = d_{\tilde{G}(F)}(\gamma)$.

Let $\rho_1, \ldots, \rho_n$ denote the eigenvalues of $\gamma$ ordered such that $\text{ord}(\rho_1 - 1) \leq \text{ord}(\rho_j - 1)$ for $2 \leq j \leq n$. If $d_{\tilde{S}}(\gamma) < d_{\tilde{S},G}(\gamma)$ then we have $\text{ord}(\rho_1 - 1) < \text{ord}(\frac{\rho_i}{\rho_j} - 1)$ for all $1 \leq i, j \leq n$. Similarly to the proof of Lemma 2.3 it follows that there is some $c \in \mathcal{O}_L^\times$ such that $\rho_i = c\rho_i'$ with $\text{ord}(c - 1) = \text{ord}(\rho_1 - 1)$ and $\text{ord}(\rho_i' - 1) > \text{ord}(\rho_1 - 1)$ for all $1 \leq i \leq n$. We now have various cases.

If $\text{ord}(c - 1) > 0$ then $\text{ord}(c - 1) = \text{ord}(c - 1)$ by Lemma 2.1. We have that $\text{det}(\gamma') \in (F^\times)_0$ by Corollary 2.3 and $\text{det}(\gamma') = c^n \prod_{i=1}^n \rho_i' \in F^\times$ where $\text{ord}((\prod_{i=1}^n \rho_i') - 1) > \text{ord}(c^n - 1)$. Since every element of $(F^\times)_0^+$ has an $n$th root in $(F^\times)_0^+$ by Assumption [1,1] there is some $b \in F^\times$ with $\text{ord}(b - 1) = \text{ord}(c - 1)$ and $\text{ord}(b^{-1}c - 1) > \text{ord}(c - 1)$. It follows that we have $d_{\tilde{G}(F)}(b^{-1}\gamma) > d_{\tilde{G}(F)}(\gamma)$; this is a contradiction and completes the proof in this case.

If $\text{ord}(c - 1) = 0$ but there is some $b \in \mathcal{O}_F^\times$ with $\text{ord}(b^{-1}c - 1) > 0$ then we have $d_{\tilde{G}(F)}(b^{-1}c) > d_T(\gamma)$ as in the previous case and we are done.
Henceforth, we assume that there is no \( b \in \mathcal{O}_F^\times \) with \( \operatorname{ord}(b^{-1}c - 1) > 0 \). Again \( \det(\gamma) \in (F^\times)_0 \) by Corollary 2.4 so that there is some \( b \in \mathcal{O}_F^\times \) with \( \operatorname{ord}(b^{-1}c - 1) > 0 \). It follows that the residue field \( \mathfrak{e} \) of \( E \) contains the \( n \)-th root of the image of \( b \) in \( \mathfrak{f} \) and hence that \( L \) is not totally ramified over \( F \) and that there exists an element \( \tau \in \operatorname{Aut}_F(L) \) whose image in the Galois group of \( I \) over \( \mathfrak{f} \) is non-trivial. For \( 1 \leq i, j \leq n \), \( i \neq j \) with \( \rho_j = \tau(\rho_i) \) there is a root \( \alpha \in \Phi(\tilde{G}, \tilde{S}) \) with \( \alpha(\gamma) = \frac{\rho_\gamma}{\rho_i} \) and we have that \( \operatorname{ord}(\alpha(\gamma) - 1) = \operatorname{ord}(\rho_i - \rho_j) = 0 \), contradicting that \( d_{\gamma,\tilde{G}}(\gamma) > 0 \).

With the above in hand, we further have the following analogous fact concerning \( G(F) \).

**Corollary 2.5.** For \( \gamma \in G(F)^{\text{rss}} \) there exists an \( n \)-th root of unity \( \zeta \in F^\times \) with \( d^+_\tilde{G}(F)(\gamma) = d_G(F)(\zeta^{-1}\gamma) \). Notably, \( d^+_\tilde{G}(F)(\gamma) = d^+_G(F)(\gamma) \).

**Proof.** Let \( \gamma \in G(F)^{\text{rss}} \). We have nothing to prove unless \( d^+_\tilde{G}(F)(\gamma) > d_G(F)(\gamma) \), notably that \( d^+_\tilde{G}(F)(\gamma) > 0 \). Let \( z \in Z_{\tilde{G}}(F) \) be such that \( d_{\tilde{G}}(F)(z^{-1}\gamma) = d^+_\tilde{G}(F)(\gamma) \). Similarly to the proof of Theorem 2.2 in this case there exists \( c \in F^\times \) with \( d_{\tilde{G}}(F)(\gamma) = \operatorname{ord}(c - 1) \) and that for \( z_c = \text{diag}(c, \ldots, c) \) we have \( d_{\tilde{G}}(F)(z^{-1}\gamma) = d^+_\tilde{G}(F)(\gamma) \). On the other hand, we also have

\[
1 = \det(\gamma) = \det(z_c z_c^{-1}\gamma) = \det(z_c) \det(z_c^{-1}\gamma) = c^n \det(z_c^{-1}\gamma).
\]

If \( \operatorname{ord}(c - 1) > 0 \) we have by Lemma 2.1 that \( \operatorname{ord}(c^n - 1) = \operatorname{ord}(c - 1) \) which is a contradiction since then \( \operatorname{ord}(c^n - 1) = \operatorname{ord}(c - 1) \). It follows that \( \operatorname{ord}(c - 1) = 0 \) and that \( \operatorname{ord}(c^n - 1) = \operatorname{ord}(\det(z_c^{-1}\gamma) - 1) \geq d^+(\gamma) \), the inequality following Corollary 2.4 so that \( c = \zeta b \) for some root of unity \( \zeta \) and \( b \in F^\times \) with \( \operatorname{ord}(b - 1) \geq d^+_\tilde{G}(F)(\gamma) \). It follows that for \( z_\zeta = \text{diag}(\zeta, \ldots, \zeta) \) we have \( d_G(F)(z_\zeta^{-1}\gamma) \geq d_{\tilde{G}}(F)(z^{-1}\gamma) \) and we are done. \( \square \)

With Theorem 2.2 and Corollary 2.5 proved we will henceforth write \( d^+(\gamma) = d^+_\tilde{G}(F)(\gamma) \) for any \( \gamma \in \tilde{G}(F) \) since we have shown that doing so can lead to no ambiguity. Moreover, we let \( d^+(a_G) = d^+(\gamma) \) for \( a_G \in \mathfrak{A}_G(F) \) and \( \gamma \in G(F) \) with \( \pi_G(\gamma) = a_G \) as well as \( d^+(a_{\tilde{G}}) = d^+(\tilde{\gamma}) \) for \( a_{\tilde{G}} \in \mathfrak{A}_{\tilde{G}}(F) \) and \( \tilde{\gamma} \in \tilde{G}(F) \) with \( \pi_{\tilde{G}}(\tilde{\gamma}) = a_{\tilde{G}} \).

We further have the following which will be of crucial importance throughout our computations in 3.

**Corollary 2.6.** If \( \gcd(p, n) = 1 \), notably if Assumption 1 holds, we have \( \tilde{G}(F)^{0+} \subset Z_{\tilde{G}}(F)^{0+} \).

**Proof.** By Corollary 2.4 if \( \gamma \in \tilde{G}(F)^{0+} \) we have \( \det(\gamma) \in (F^\times)^{0+} \). Since every element in \( (F^\times)^{0+} \) has an \( n \)-th root under the assumption \( \gcd(p, n) = 1 \) it follows that there exists an element \( z \in Z_{\tilde{G}}(F) \) with \( \det(z) = \det(\gamma) \) so that
\[ \gamma = z(z^{-1} \gamma) \in Z_G^*G(F). \] Moreover, we have that \( z^{-1} \gamma \in Z_G(F)G(F)_{0+} \) by Corollary 2.5 since \( d^+(z^{-1} \gamma) \geq d(\gamma) > 0 \).

Also in view of Corollary 2.5, we define \( e : G(F) \times T(F) \) via

\[ e(\gamma, t) = \begin{cases} 1 & \text{there exists } \zeta \in Z_G(F) \text{ such that } \zeta \gamma, \zeta t \in G(F)_{0+} \\ 0 & \text{else} \end{cases} \]

where this function will appear in the definition of \( \Theta_\phi \) and \( \Theta_\phi^* \).

We may further use the above to prove the following facts concerning the discriminant function and the sizes of various subsets of tori which will be crucial to our computations throughout 4. First, we have the following.

**Corollary 2.7.** For any maximal torus \( \bar{S} \subset \bar{G} \) and \( \gamma \in \bar{S}(F) \) we have

\[ |D_G(\gamma)|^{-\frac{1}{2}} \geq q^{\frac{n^2}{2}n^d(\gamma)} \]

with equality if \( \bar{S} = \bar{T} \) and \( n = \ell \) an odd prime.

**Proof.** The first statement follows by Theorem 2.2 and the definition of \( d_{\bar{S},\bar{G}} \).

For \( \bar{S} = \bar{T} \) and \( n = \ell \) we have that \( \Phi(\bar{G}, \bar{T}) \) consists of elements of the form \( \alpha_{i,j} \) for \( 1 \leq i, j \leq \ell, i \neq j \) with, identifying \( \bar{T}(F) = E^\times \), \( \alpha_{i,j}(t) = \frac{\sigma^i(t)}{\sigma^j(t)} \) for \( \sigma \) a generator of \( \Gamma_{E[F]} \). As such we have that \( \operatorname{ord}(\alpha_{i,j}(t) - 1) = \operatorname{ord}(\sigma^i(t) - \sigma^j(t)) \) is constant for all \( 1 \leq i, j \leq \ell, i \neq j \). The result follows.

The following technical facts, specifically c), will be integral to our proof of Theorem 4.5.

**Lemma 2.8.** For any maximal \( F \)-torus \( \bar{S} \subset \bar{G} \) and \( S = \bar{S} \cap G \) we have the following.

a) There exists a constant \( Q_{\bar{S}} \) such that \( \operatorname{meas}_{\mu_{\bar{S}}}(\bar{S}(F)_{m+}) \leq C_{\bar{S}}q^{-m\ell} \)
for all \( m \in \mathbb{Z}_{\geq 0} \).

b) There exists a constant \( Q_S \) such that \( \operatorname{meas}_{\mu_S}(S(F)_{m+}) = C_S q^{-m(\ell-1)} \)
for all \( m \in \mathbb{Z}_{\geq 0} \).

c) For \( Q_S \) as in b) we have, for any \( F \)-Levi subgroup \( M \subset G \) containing \( s \),

\[ \int_{S(F)_{m+}/S(F)_{(m+1)+}} |D_M(s)|d\mu_S \leq Q_S q^{-m\left(\frac{|\Phi_M|}{2} + \ell-1\right)} \]

where \( \Phi_M \) is the absolute root system of \( M \).

**Proof.** We have that b) follows from a) since we may use the determinant map to identify \( \bar{S}(F)/S(F) \subset F^\times \) and that there is a Haar measure \( \mu_{\bar{S}}^* \) on \( F^\times \) satisfying

\[ \int_{\bar{S}(F)_{m+}} 1d\mu_{\bar{S}} = \int_{\bar{S}(F)_{m+}/S(F)_{m+}} \int_{S(F)_{m+}} 1d\mu_S \frac{d\mu_{\bar{S}}}{d\mu_S} = \int_{(F^\times)_{m+}} 1d\mu_{\bar{S}}^* \int_{S(F)_{m+}} 1d\mu_S \]

which establishes b) given a) since \( \operatorname{meas}_{\mu_{\bar{S}}^*}( (F^\times)_{m+} ) \) is a constant multiple of \( q^{-m} \). We now must prove a).
Any $\tilde{S}$ is, by the existence of the rational canonical form, conjugate to a torus of the form $\tilde{R} = \prod_{i=1}^{k} R^i$ where $R^i \simeq \text{Res}_{L^i|F} G_m$ with $\sum_{i=1}^{k} [L^i : F] = \ell$. Further, we have $\mu_{\tilde{R}} = \prod_{i=1}^{k} \mu_{R^i}$ and $\tilde{R}(F)^{m+} = \prod_{i=1}^{k} \tilde{R}^i(F)^{m+}$. It follows that it suffices to show that there is a constant $Q_{\tilde{R}}$, with $\text{ meas } \mu_{\tilde{R}}(\tilde{R}^i(F)^{m+}) = Q_{\tilde{R}} q^{-[L^i:F]m}$ for each $i$ and, furthermore, to show each of these statements, it suffices to show that $\left| \tilde{R}^i(F)^{m+} / \tilde{R}^i(F)_{(m+)} \right| = q^{[L^i:F]}$. This last statement is elementary; letting $e_i$ and $f_i$ be the ramification index and inertial degree of $L^i$ over $F$, respectively, and $p_i$ be the maximal ideal of $\mathcal{O}_{L^i}$, we have $[L^i : F] = e_i f_i$ and

$$\left| \tilde{R}^i(F)^{m+} / \tilde{R}^i(F)_{(m+)} \right| = |(1 + p_i^{e_i+1})/(1 + p_i^{e_i+e-1})| = (q^{f_i} e_i) e_i = q^{e_i f_i} = q^{[L^i:F]}.$$ 

For c) we first note that $|D_M(s)|^\frac{1}{2} \leq q^{-m |\text{sgn}| \frac{1}{2}}$ for all $s \in S(F)^{m+}$ by Corollary 2.7. We thus have

$$\int_{S(F)^{m+}/S(F)_{(m+)^+}} |D_M(s)|^\frac{1}{2} d\mu_S \leq \int_{S(F)^{m+}/S(F)_{(m+)^+}} q^{-m |\text{sgn}| \frac{1}{2}} d\mu_S \leq q^{-m |\text{sgn}| \frac{1}{2}} \text{ meas } S(F)^{m+}$$

so that the result follows from b).

\[ \square \]

2.2. Maximal Depth for Characters. In [26] and [27] the notion of the depth of an admissible representation of $J(F)$ is also introduced. When $J$ is a torus we will adopt the convention that $d(\psi) = -\infty$ when $\psi$ is the trivial representation of $J(F)$.

For $\psi \in \tilde{T}(F)$ we define the maximal depth $d^+(\psi)$ via

$$d^+(\psi) = d(\psi|_{T(F)}).$$

We clearly have that $d^+(\psi) = -\infty$ whenever $\tilde{\psi} = \phi \circ \det$ for $\phi \in \hat{F}^\times$, but, moreover, the maximal depth has an interpretation related to the notion of the Howe factorization of $\tilde{\psi}$ introduced in [15]. Identifying $\tilde{T}(F)$ with $E^\times$, therein it is shown that there exists an integer $d > 0$, a tower of fields $E \supset E^0 \supset \cdots \supset E_d = F$ and an increasing sequence of rational numbers $r_0 < r_1 < \ldots < r_{d-1}$ such that there are characters $\phi_i$ of $(E^i)^\times$ with $d(\phi_i) = r_i$ for $0 \leq i \leq d - 1$ such that

$$\tilde{\psi} = \left( \prod_{i=0}^{d-1} \phi_i \circ N_{E^i|E} \right) \phi_d \circ N_{E_d|F}$$

where either $\phi_d$ is trivial or $\phi_d$ is non-trivial and $d(\phi_d) = d(\psi) > r_{d-1}$; see [15] for details about additional properties satisfied by the $\phi_i$. It is easy to see that, in this notation and in the case $d^+(\psi) \geq 0$, we have $d^+(\psi) = r_{d-1}$.

The above easily implies the following.
Lemma 2.9. For \( n = \ell \) an odd prime we have that for all \( \bar{\psi} \in \widehat{T}(F) \) there exists \( \bar{\psi}' \in \widehat{T}(F) \) and \( \phi \in F^\times \) such that \( \bar{\psi} = \bar{\psi}' \omega \) for \( \omega = \phi \circ \det \) and where \( d(\bar{\psi}') = d^+(\bar{\psi}) \).

Further still, in [26] and [27] a filtration for the Lie algebra \( j \) of a reductive group \( J \): for all \( x \in B(J,F) \) and \( r \in \mathbb{R} \) they define a decreasing filtration of lattices \( \{ j(F)_{x,r} \}_{r \in \mathbb{R}} \). As above, we write \( j(F)_{x,r^+} = \bigcup_{s \geq r} j(F)_{x,s} \) and again we renormalize the filtrations as in done in [1] and [21]. Given the convention we take, for \( J = \text{Res}_{E}|F \mathbb{G}_m \) for a finite extension \( E \) of \( F \) with ring of integers \( \mathcal{O}_E \) with maximal ideal \( \mathfrak{p}_E \) and ramification degree \( e \) over \( F \) and where we identify \( \text{Lie}(J)(F) = E \), we have \( X \in \text{Lie}(J)(F)_r \) if and only if \( \text{ord}(X) \geq r \).

Relating the filtrations of \( J(F) \) and \( j(F) \) is what is often referred to as the Moy-Prasad isomorphism; if \( J \) splits over a tamely ramified extension of \( F \) then for any \( x \in B(J,F) \) and \( 0 < s \leq r \leq 2s \) we have by [44] that
\[
J(F)_{x,s}/J(F)_{x,r} \simeq j(F)_{x,s}/j(F)_{x,r}
\]
Moreover, in [27] it is shown that for all \( x \in B(J,F) \) and all \( r \in \mathbb{R} \) that
\[
j(F)_{x,r}/j(F)_{x,r^+} \simeq j(F)_{x,0}/j(F)_{x,0^+} \simeq \text{Lie}(J_x)(\bar{\mathfrak{f}})
\]
where \( J_x \) is a reductive group defined over \( \mathfrak{f} \) where we have \( J_x(\bar{\mathfrak{f}}) = J(\bar{\mathfrak{f}}) \) if \( J \) is defined over \( \mathcal{O}_F \).

To perform our calculations to follow, notably throughout [41] we require explicit computations regarding the size of various subsets of \( T(F) \) depending on depth. We have the following.

Lemma 2.10. We have for all positive integers \( d \) that
\[
|\{ \psi \in \widehat{T}(F) : d(\psi) \leq 0 \}| = |T(\bar{\mathfrak{f}})|q^d = \frac{q^n - 1}{q - 1} q^{dn}
\]
and that
\[
|\{ \psi \in \widehat{T}(F) : d(\psi) = 0 \}| = |T(\bar{\mathfrak{f}})| - 1 = \frac{q^n - q}{q - 1}
\]
\[
|\{ \psi \in \widehat{T}(F) : d(\psi) = d \}| = |T(\bar{\mathfrak{f}})|(q^n - 1)q^{(d-1)(n-1)} = \frac{q^n - 1}{q - 1} (q^{n-1} - 1)q^{(d-1)(n-1)}
\]
Proof. Since \( T \) is unramified it follows from Corollary 2.4 that \( T(F)_{d^+} = T(F)_{d+1} \) for all integers \( d \geq 0 \). The definition of depth gives us that \( \{ \psi \in \widehat{T}(F) : d(\psi) \leq d \} \simeq T(F)/T(F)_{d^+} \) and we have
\[
|T(F)/T(F)_{d^+}| = |T(F)/T(F)_{d+1}| \prod_{i=1}^{d} |T(F)_i/T(F)_{i+1}|
\]
We have that \( |T(F)/T(F)_{1}| = |T(\bar{\mathfrak{f}})| = \frac{q^n}{q - 1} = \frac{q^n - 1}{q - 1} \). Moreover, the Moy-Prasad isomorphism gives us that
\[
|T(F)_i/T(F)_{i+1}| = |t(F)_i/t(F)_{i+1}| = |t(\mathfrak{f})| = q^{n-1}
\]
and hence that \( |T(F)/T(F)_{d^+}| = (q+1)q^{d(n-1)} \). The other claims follow. \( \square \)
2.3. Parametrization of Stable Characters. Here we make explicit the $L$-embeddings $\phi : L^T \to L_G$ and $\tilde{\phi} : L^\tilde{T} \to L^\tilde{G}$ with which we will work. Throughout §2.3 we restrict to the case $n = \ell$ an odd prime.

Since $\tilde{T} \simeq \text{Res}_{E[F]}(G_m)$ we we may identify $L^\tilde{T} \simeq \text{Ind}_{W_E}^{W_F} \mathbb{C} \rtimes \Gamma_{E[F]}$ and that since $\tilde{G}$ is split over $F$ we may identify $L^\tilde{G} = \tilde{G}(\mathbb{C}) \times \Gamma_{E[F]}$. We define $\tilde{\phi} : L^\tilde{T} \to L^\tilde{G}$ via

$$(x_1, \ldots, x_\ell) \times 1 \mapsto \begin{pmatrix} x_1 \\ \vdots \\ x_\ell \end{pmatrix}, 1 \times \sigma \mapsto \begin{pmatrix} I_\ell^{-1} \end{pmatrix}$$

where $I_{\ell-1}$ is the $(\ell - 1) \times (\ell - 1)$ identity matrix. By [15] we may identify the set of Langlands parameters of $L^\tilde{T}$ with $\tilde{T}(F)$ in such a way that we have $\phi \circ \psi = \text{Ind}_{W_E}^{W_F} \tilde{\psi}$. We have the following.

**Proposition 2.11.** If $n = \ell$ is an odd prime and $\tilde{\psi} \in \tilde{T}(F)$ is admissible in the sense of [15] we have that the parameter $\phi \circ \tilde{\psi}$ of $L^\tilde{G}$ corresponds to the representation $\pi_{\tilde{\psi}}$ as defined in [15]. Moreover, for any $n$, $\tilde{\psi}$ is the central character of $\pi_{\tilde{\psi}}$ and $\pi_{\tilde{\psi}(\phi \circ \det)} = (\phi \circ \det) \otimes \pi_{\tilde{\psi}}$ for all $\phi \in \tilde{F}^\times$.

**Proof.** The first statement is [36] Theorem 9.2. The other statements are clear from the construction of [15]. \(\square\)

If $\tilde{\psi} = \omega \circ N_{E[F]}$ we have by direct computation that

$$\text{Ind}_{W_E}^{W_F} \omega \circ N_{E[F]} = (\omega \circ N_{E[F]}) \otimes \text{Ind}_{W_E}^{W_F} 1 = (\omega \circ N_{E[F]}) \otimes (1 \otimes \text{sgn}_{E[F]} \otimes \cdot \cdot \cdot \otimes \text{sgn}_{E[F]}^{\ell-1})$$

for $\text{sgn}_{E[F]}$ the character of $E^\times$ trivial on $N_{E[F]}(E^\times)$ attached to $E$ via class field theory. Indeed, for $\text{Ind}_{W_E}^{W_F} 1$ we have bases $e_i = \sigma^j 1_{W_E}$ and $v_j = \sum_{i=0}^{\ell-1} \zeta^i e_i$ for $\zeta = \text{sgn}(\sigma)$ a non-trivial $\ell$-th root of unity of $E$. We observe that $\sigma \cdot v_j = \text{sgn}(\sigma)^j v_j$. It is well known, see for example (Loc lang ref), that $\text{Ind}_{W_E}^{W_F} (\omega \circ N_{E[F]})$ corresponds to the representation $(\omega \circ \det) \otimes \text{Ind}_{B(F)}^{G(F)} 1 \otimes \text{sgn}_{E[F]} \otimes \cdot \cdot \cdot \otimes \text{sgn}_{E[F]}^{\ell-1}$ which by [40] has character supported on $\tilde{A}(F)^\tilde{G}(F)$. For $\gamma \in \tilde{A}(F)$ with $\gamma = \text{diag}(\gamma_1, \ldots, \gamma_\ell)$ we have

$$\chi_{\omega \circ N_{E[F]}}(\gamma) = ((\omega \circ N_{E[F]}^{-1} \circ \det)(\gamma) \frac{1}{|D_G(\gamma)|^2} u_1(\gamma)$$

for

$$u_1(\gamma) = \sum_{\tau \in \mathcal{G}_\ell} \text{sgn}_{E[F]}(\gamma_{\tau(1)}) \cdot \cdot \cdot \text{sgn}_{E[F]}^{\ell}(\gamma_{\tau(\ell)})$$

The support of the function $u_1$ will become an important ingredient in our computations in [43]. We have the following.

**Lemma 2.12.** For $\gamma \in \tilde{G}(F)^{\text{rss}}$ we have $u_1(\gamma) = 0$ unless $\text{det}(\gamma) \in N_{E[F]}(E^\times)$. 
Proof. Let \( \gamma = \text{diag}(\gamma_1, \ldots, \gamma_\ell) \) and write \( \text{sgn}_{E|F}(\gamma_i) = \zeta^{m_i} \) for \( \zeta \) an \( \ell \)-th root of unity. Also, writing \( \gamma_{\ell+1} = \gamma_1 \) and \( m_{\ell+1} = m_\ell \) for notational convenience, let \( \gamma' = \text{diag}(\gamma_2, \ldots, \gamma_{\ell+1}) \). We clearly have \( u_1(\gamma) = u_1(\gamma') \) by the definition of \( u_1 \). On the other hand, direct computation shows that \( \text{sgn}_{E|F}(\det(\gamma))u_1(\gamma') = u_1(\gamma) \) since we have

\[
\text{sgn}_{E|F}(\det(\gamma))u_1(\gamma') = \sum_{\tau \in \mathcal{S}_\tau} \prod_{j=1}^\ell \zeta^{(j+1)m_{\tau(j)+1}} = \sum_{\tau \in \mathcal{S}_\tau} \prod_{j=1}^\ell \zeta^{jm_{\tau(j)}} = u_1(\gamma).
\]

Lemma \[2.12\] implies that we have

\[
\chi_{\omega \circ N_{E|F}}(\gamma) = (\omega \circ \det)(\gamma) \frac{1}{|D_G(\gamma)|^{\frac{1}{2}}} u_1(\gamma)
\]
since \( u_1(\gamma) \neq 0 \) implies \( \det(\gamma) \in N_{E|F}(E^\times) \).

The map \( \tilde{\phi} : L\tilde{T} \to \tilde{L}G \) induces a map \( \phi : L\tilde{T} \to L\tilde{G} \) by identifying \( L\tilde{T} = L\tilde{T}/Z\tilde{G}(C) \) and \( L\tilde{G} = L\tilde{G}/Z\tilde{G}(C) \). By \[12\] Theorem 4.1 and again by \[36\] Theorem 9.2 we have that the stable characters of \( \tilde{G}(F) \) are the restrictions to \( G(F) \) of characters of representations of \( \tilde{G}(F) \) and that for \( \psi \in \tilde{T}(\tilde{F}) \) we have

\[
\chi_{\psi} = \chi_{\psi} \big|_{G(F)^{\text{rss}}}
\]
for any \( \tilde{\psi} \in \tilde{T}(\tilde{F}) \) with \( \tilde{\psi} \big|_{T(F)} = \psi \).

2.4. The Local Character Expansion. Here we write down a very explicit formula for the Local Character Expansion for the representations \( \tau \psi \).

While other results are also necessary, the main computations we rely upon are those found in \[28\]. The following is well known.

Proposition 2.13. For \( \tilde{\psi} \in \tilde{T}(\tilde{F}) \) which is admissible in the sense of \[15\] and \( \gamma \in \tilde{G}(F) \) with \( d^+(\gamma) > d^+(\tilde{\psi}) \) we have, writing \( \gamma = z\gamma' \) for \( z \in Z\tilde{G}(F) \) and \( \gamma' \in G(F) \), that

\[
\chi_{\tilde{\psi}}(\gamma) = \text{LCE}_{\tilde{\psi}}(\gamma) = \tilde{\psi}(z) \sum_{\mathcal{O} \leq \mathcal{O}_\gamma} c_{\mathcal{O}}(\tilde{\pi}_\psi) \tilde{\mu}_\mathcal{O}(\gamma' - 1)
\]

Proof. It is known by \[9\] Theorem 3.5.2, that Assumption \[14\] allows us to replace \( \log(\gamma) \) with \( \gamma - 1 \) follows from \[8\] \$3.7$, and the last statement of Proposition \[2.11\] allows us to work with \( d^+(\tilde{\psi}) \) instead of \( d(\tilde{\psi}) = d(\pi_\psi) \). □

Our present goal is to make more explicit the formula for \( \text{LCE}_{\tilde{\psi}}(\gamma) \) and as such require formulas for both the \( c_{\mathcal{O}}(\pi_\psi) \) and the \( \tilde{\mu}_\mathcal{O} \). The following formula, the notation within which will be defined below, holds; the remainder of \[2.4\] will be devoted to the proof and explication of Proposition \[2.13\].
Proposition 2.14. For $\gamma = z\gamma'$ we have that
\[
\text{LCE}_{\tilde{\psi}}(\gamma) = \tilde{\psi}(z) \sum_{O \subseteq \mathcal{O}_\gamma} C_O q^{\frac{|\mathfrak{o}|}{2} + \gamma(\tilde{\psi})} \sum_{w \in W(\gamma)} \frac{|D_{M_O}(\gamma)^w|^{\frac{1}{2}}}{|D_{\tilde{G}}(\gamma)^w|^{\frac{1}{2}}}
\]
for
\[
C_O = \frac{n(-1)^{n+r_O}(r_O - 1)!}{w_O}
\]

We require some facts about the set $N$ of nilpotent orbits in $\mathfrak{gl}_n(F)$ which we obtain from [7]. To each standard $F$-Levi subgroup $M \subset \tilde{G}$ one may associate a nilpotent orbit $O \in N$ and we have that for all $O \in N$, there is some standard $F$-Levi subgroup $M$ for which $O = O_M$. As we will notationally require it, for any $O \in N$ we denote by $M_O$ the standard $F$-Levi subgroup for which $O = O_M$. Also, for any standard Levi subgroup $M$ of $\tilde{G}$ there exist integers $r_M \geq 1$ and $m_{M,i}$ for $1 \leq i \leq r_M$ such that $M = \prod_{i=1}^{r_M} \text{GL}_{m_{M,i}}$ and $\sum_{i=1}^{r_M} m_{M,i} = n$; we write $\tilde{m}_M = (m_{M,1}, \ldots, m_{M,r_M})$ so that $\tilde{m}_M$ is a partition of $n$ which corresponds to $M$. Moreover, if $M = M_O$ we write $r_M = r_{M_O}$ and denote by $\Phi_O$ the root system of $M_O$.

For $\gamma \in \tilde{G}(F)_{\text{reg}}$ we define $\mathcal{O}_\gamma = \mathcal{O}_M$, for $M_\gamma$ the centralizer of the split component of $C_G(\gamma)$. For standard Levi subgroups $M, M'$ of $\tilde{G}$ with split components $A_M$ and $A_{M'}$, respectively, the set $W(A_M, A_{M'})$ is defined in [28] Lemma 5.1 to be
\[ W(A_M, A_{M'}) = \{s : A_M \to A_{M'} : s \text{ is an injection, } s(a) = yay^{-1} \text{ for some } y \in \tilde{G}(F)\} \]
and we let $W(\mathcal{O}_\gamma) = W(A_{M_O}, A_{M_\gamma})$. In this notation, [28] Lemma 5.1 gives that
\[
\tilde{\mu}_O(\gamma - 1) = \frac{1}{|D_{\tilde{G}}(\gamma)|^{\frac{1}{2}}} \sum_{s \in W(\mathcal{O}_\gamma)} |D_{M}(\gamma^s)|^{\frac{1}{2}}
\]
for $\gamma \in \tilde{G}(F)_{\text{reg}}$. Moreover, denoting by $w_O$ the size of the group $N_{\tilde{G}}(A_{M_O})/M_O$, [28] Proposition 5.3 gives that
\[
c_O(\pi_{\tilde{\psi}}) = (-1)^{n+r_O}(r_O - 1)! \frac{1}{w_O} q^{\frac{n^2 - n - \dim(\mathcal{O})}{2}} d^+\tilde{\psi}
\]
so that we will have proven Proposition 2.14 upon establishing the following explicit computation of $\dim(\mathcal{O})$.

Lemma 2.15. For any $O \in N$ we have
\[
\dim(O) = n^2 - n - |\Phi_O|.
\]

This fact is well-known but as we could not find an explicit reference stating the result in this precise form we include a short proof.

Proof. For a partition $\tilde{m} = (m_1, \ldots, m_r)$ of $n$ we have by [7] Corollary 6.1.4 that
\[
\dim(O_{\tilde{m}}) = n^2 - \sum_{i=1}^{r} m_i^i
\]
where \( \vec{m}^t = (m_1^t, \ldots, m_r^t) \) is the partition of \( n \) dual to \( \vec{m} \). Moreover, by [7] Theorem 7.2.3 we have for any standard \( F \)-Levi subgroup \( M \) that \( \mathcal{O}_M = \mathcal{O}_{\vec{m}^t_M} \). Since \( \vec{m} = (\vec{m}^t)^t \) and we easily see that

\[
|\Phi_\mathcal{O}| = -n + \sum_{i=1}^{r_M} m_{M,i}^2
\]

we obtain

\[
\dim(\mathcal{O}_M) = n^2 - \sum_{i=1}^{r_M} m_{M,i}^2 = n^2 - n - \left( -n + \sum_{i=1}^{r_M} m_{M,i}^2 \right) = n^2 - n - |\Phi_M|
\]
as required.

### 2.5. Supercuspidal Character Formulas

With the above in hand we now have the following explicit character tables for the \( \bar{\psi} \) for admissible \( \tilde{\psi} \). These results are known but appear in various disparate sources and for various reasons are not always written down as explicitly as we require; we include Proposition 2.16 to reference throughout our computations in subsequent sections.

**Proposition 2.16.** Let \( \gamma \in \tilde{G}(F)^{rss} \) and \( \tilde{\psi} \in \tilde{T}(F) \) be admissible. For \( \gamma \in \tilde{T}(F) \) we have

\[
\Theta_{\tilde{\psi}}(\gamma) = q^{\frac{l}{2}-\min\{d^+ (\gamma), d^+ (\psi)\}} \sum_{\sigma \in \Gamma} \psi(\gamma^\sigma).
\]

If \( \gamma \not\in \tilde{T}(F)\tilde{G}(F) \) and \( d^+ (\gamma) > d^+ (\psi) \) we may write \( \gamma = z \gamma' \) for \( z \in Z_{\tilde{G}}(F) \) and \( \gamma' \in G(F) \) and we have

\[
\Theta_{\tilde{\psi}}(z \gamma') = \text{LCE}_{\tilde{\psi}}(\gamma)
\]

for \( \text{LCE}_{\tilde{\psi}}(\gamma) \) as defined in Proposition 2.14 and if \( \gamma \not\in \tilde{T}(F)\tilde{G}(F) \) and \( d^+ (\gamma) \leq d^+ (\psi) \) we have \( \Theta_{\tilde{\psi}}(\gamma) = 0 \).

**Proof.** The cases where \( \gamma \) elliptic is elliptic follow from [38] Theorem 2.2.3. For \( \gamma \) non-elliptic with \( d^+ (\gamma) > d^+ (\psi) \) the result is that of Proposition 2.14 we note that if \( d^+ (\gamma) > d^+ (\psi) \) then the formulas of [38] and those of Proposition 2.14 agree. For non-elliptic \( \gamma \) with \( d^+ (\gamma) \leq d^+ (\psi) \) the result follows from [36] Corollary 6.4.

We remark that the character formula of [3] can be used to easily show that \( \Theta_{\tilde{\psi}}(\gamma) = 0 \) for nonelliptic \( \gamma \) with \( d^+ (\gamma) < d^+ (\psi) \) but cannot easily handle the case when \( d^+ (\gamma) = d^+ (\psi) \) which is why we have instead invoked [36]. We further remark that the formulas of [38] and [36] agree for \( \gamma \in \tilde{T}(F) \), \( d^+ (\gamma) \leq d^+ (\psi) \).

Henceforth we define \( \chi_{\psi}(a_G) = \chi_{\psi}(\gamma) \) for \( a_G \in \mathfrak{A}_G(F) \) and \( \gamma \in G(F) \) with \( \pi_G(\gamma) = a_G \) for all \( \psi \in \tilde{T}(F) \). We define \( \chi_{\tilde{\psi}}(a_{\tilde{G}}) \) similarly for \( a_{\tilde{G}} \in \mathfrak{A}_{\tilde{G}}(F) \).
\( \tilde{\psi} \in \widehat{T}(F) \). Moreover, we remark that for an \( F \)-Levi subgroup \( \tilde{M} \subset \tilde{G} \) with discriminant function \( D_{\tilde{M}} \) the map \( \gamma \mapsto D_{\tilde{M}}(\gamma) \) is not stable in general. To remedy this, we define

\[
B^O(\gamma) = \sum_{w \in W_{O}(\gamma)} \frac{|D_{\tilde{M}}(\gamma w)|^{\frac{1}{2}}}{|D_{\tilde{G}} (\gamma)|^{\frac{1}{2}}}
\]

which is stable so that we may further define \( B^O(a_{\tilde{G}}) = B^O(\gamma) \) for any \( \gamma \in \tilde{G}(F) \) with \( \pi_{\tilde{G}}(\gamma) = a_{\tilde{G}} \).

3. Distributions and Orbital Integrals

To perform our computations to follow we must define and analyze a number of different spaces of distributions. The stable transfer factor we seek to understand is, in addition to being defined as a distribution, build up in some sense from various inverse Fourier Transforms which exist as distributions but which do not converge in the classical sense. Moreover, to properly analyze Langlands’ Question B, we will also need to recall some facts pertaining to the asymptotics of orbital integrals viewed as functions on the Steinberg-Hitchin base.

3.1. Distributions and a Schwartz Kernel Theorem. The facts we recall pertaining to functional and harmonic analysis as well as to the theory of distributions are well known and are recalled herein largely in order to set notation to be used henceforth; see [30] and [34].

For a complex vector space \( V \) we denote by \( V^\# \) its linear dual space \( \text{Hom}(V, \mathbb{C}) \). For \( X \) a locally compact totally disconnected topological space we set \( \mathcal{D}(X) = C^\infty_c(X)^\# \) and for \( f \in C^\infty_c(X) \) and \( \lambda \in \mathcal{D}(X) \) we write \( \langle \lambda, f \rangle = \lambda(f) \). This bracket notation will clarify many of our manipulations to follow, notably those involving the Fourier Transform.

For a Radon measure \( \mu_X \) on \( X \) and \( h \in C^\infty_c(X) \) we define \( h\mu_X \in \mathcal{D}(X) \) via

\[
\langle h\mu_X, f \rangle = \int_X h(x)f(x)d\mu_X
\]

for all \( f \in C^\infty_c(X) \). Indeed, the product \( x \mapsto h(x)f(x) \) is bounded and compactly supported and hence is integrable.

If the space \( X \) is, moreover, a locally compact abelian group, for any \( \lambda \in \mathcal{D}(\hat{X}) \) we may define \( \mathcal{F}_X(\lambda) \in \mathcal{D}(X) \) via

\[
\langle \mathcal{F}_X(\lambda), f \rangle = \langle \lambda, \mathcal{F}_X(f) \rangle
\]

for all \( f \in C^\infty_c(X) \). The following lemma is elementary to prove but we include it so that it may be explicitly referenced in our computations.

**Lemma 3.1.** The following results hold.

a) For \( \alpha \in C^\infty_c(\hat{X}) \) we have that \( \mathcal{F}_X(\alpha d\mu_X) = \mathcal{F}_X(\alpha) d\mu_X \).
b) For \( x \in X \) and \( \beta_x \in C^\infty(\hat{X}) \) given by \( \beta_x(\psi) = \psi(x) \) we have that \( \mathcal{F}_X(\beta_x) = \delta_x \) for \( \langle \delta_x, f \rangle = f(x) \) for all \( f \in C^\infty_c(X) \).

Proof. The first statement follows immediately from the Plancherel identity \(^3\) and the second follows from Fourier inversion. \( \square \)

Since we are not endowing our function spaces with any topology we have that the Tensor-Hom adjunction \((V \otimes W)^\# \simeq \text{Hom}(V,W)^\#\) yields the following simple version of the Schwartz Kernel Theorem which is all we will require to perform our computations.

**Proposition 3.2.** For any locally compact totally disconnected topological spaces \( X \) and \( Y \) and \( \lambda \in \mathcal{D}(X \times Y) \) there exist unique linear maps \( \mathcal{L}_\lambda : C^\infty_c(X) \to \mathcal{D}(Y) \) and \( \mathfrak{R}_\lambda : C^\infty_c(Y) \to \mathcal{D}(X) \) satisfying

\[
\langle \lambda, f \otimes g \rangle = \langle \mathcal{L}_\lambda(g), f \rangle = \langle \mathfrak{R}_\lambda(f), g \rangle
\]

for all \( f \in C^\infty_c(X) \) and \( g \in C^\infty_c(Y) \). Conversely, for any map \( \mathcal{L} : C^\infty_c(X) \to \mathcal{D}(Y) \) there exists a unique \( \lambda_\mathcal{L} \in \mathcal{D}(X \times Y) \) satisfying

\[
\langle \lambda_\mathcal{L}, f \otimes g \rangle = \langle \mathcal{L}(f), g \rangle
\]

and for any map \( \mathfrak{R} : C^\infty_c(Y) \to \mathcal{D}(X) \) there exists a unique \( \lambda_{\mathfrak{R}} \in \mathcal{D}(X \times Y) \) satisfying

\[
\langle \lambda_{\mathfrak{R}}, f \otimes g \rangle = \langle \mathfrak{R}(g), f \rangle.
\]

For locally compact totally disconnected topological spaces \( X \) and \( Y \) we call a map \( \mathcal{P} : X \to \mathcal{D}(Y) \) a smooth family if for each \( g \in C^\infty_c(Y) \) we have \( \mathcal{P}_g(x) = \langle \mathcal{P}(x), g \rangle \) that \( \mathcal{P}_g \in C^\infty_c(X) \). In the sense of part a) of the Proposition \(^3\) below, we may assign to any smooth family \( \mathcal{P} \) a distribution on \( X \times Y \). Proposition \(^3\) is the technical result we require to prove the main results of the paper.

**Proposition 3.3.** Let \( X \) and \( Y \) be locally compact totally disconnected topological spaces.

a) If \( \mathcal{P} : X \to \mathcal{D}(Y) \) is a smooth family there exists a unique \( \lambda_\mathcal{P} \in \mathcal{D}(X \times Y) \) satisfying

\[
\langle \mathcal{L}_{\lambda_\mathcal{P}}(g), f \rangle = \int_X \mathcal{P}_g(x)f(x)d\mu_X.
\]

b) Suppose \( Y \) is a locally compact abelian group and \( h \in C^\infty(X \times \hat{Y}) \) where we write \( h_x(\psi) = h(x,\psi) \) for each \( x \in X \), \( \psi \in \hat{Y} \). The map \( \mathcal{P}^h : X \to \mathcal{D} \) given by \( \mathcal{P}^h(x) = \mathcal{F}_X(h_x) \) is a smooth family.

c) Maintaining the notation of b) and writing \( \lambda = \lambda_{\mathcal{P}^h} \), if \( Y \) is compact we have that

\[
\mathcal{L}_\lambda(\psi) = h(\bullet,\psi)d\mu_X
\]

for all \( \psi \in \hat{Y} \).
Proof. By Proposition 3.2 the formula in a) defines a unique element of $\mathcal{D}(X \times Y)$. Indeed, existence is clear, and uniqueness follows since if $\lambda$ and $\lambda'$ are such that

$$\int_X \mathcal{P}_g(x)f(x)d\mu_X = \langle \mathfrak{L}_\lambda(g), f \rangle = \langle \mathfrak{L}_{\lambda'}(g), f \rangle$$

for all $f \in C^\infty_c(X)$ and $g \in C^\infty_c(Y)$ we must have that $\mathfrak{L}_\lambda(g) = \mathfrak{L}_{\lambda'}(g)$ for each $g \in C^\infty_c(Y)$ so that $\mathfrak{L}_\lambda = \mathfrak{L}_{\lambda'}$ and hence that $\lambda = \lambda'$.

For b) we see for any $g \in C^\infty_c(Y)$ that

$$\mathcal{P}^h_g(x) = \int_{\hat{Y}} h(x, \psi)\mathcal{F}_Y(g)(\psi)d\nu_Y$$

which is locally constant since $\psi \mapsto h(x, \psi)\mathcal{F}_Y(g)(\psi)$ is locally constant and compactly supported on $\hat{Y}$.

For c) we note that $\hat{Y}$ is discrete and that $\psi \in C^\infty_c(Y)$ with $\mathcal{F}_Y(\psi) = 1_{\{\psi\}}$ for all $\psi \in \hat{Y}$. It follows that for all $f \in C^\infty_c(X)$ and all $\psi \in \hat{Y}$ that

$$\langle \mathfrak{L}_\psi(\psi), f \rangle = \int_X \mathcal{P}^h_\psi(x)f(a_G)d\mu_X$$

$$= \int_X \int_{\hat{Y}} h(x, \psi')\mathcal{F}_Y(\psi)(\psi)d\nu_Y f(a_G)d\mu_X$$

$$= \int_X h(x, \psi)f(a_G)d\mu_X$$

$$= \int_X \chi_\psi(a_G)f(a_G)d\mu_X$$

as required.

In light of the above, for any $h \in C^\infty(X \times \hat{Y})$ we henceforth denote by $\mathcal{P}^h$ the smooth family associated to $h$ by Proposition 3.3 b) and we denote by $\lambda^h$ the element of $\mathcal{D}(X \times Y)$ associated to $\mathcal{P}^h$ by Proposition 3.3 a).

3.2. Orbital Integrals. Following the conventions of [11] for a reductive group $J$ over $F$ and $h \in C^\infty_c(J(F))$ we define $\text{Orb}_J(h) : J(F) \to \mathbb{C}$ via

$$\text{Orb}_J(h)(\gamma) = \int_{C_J(\gamma) \backslash J(F)} h(\gamma^j) \frac{d\mu_J}{d\mu_{C_J(\gamma)}}$$

for the quotient measure $\frac{d\mu_J}{d\mu_{C_J(\gamma)}}$ as normalized in [11] and which is known to converge for all $\gamma \in J(F)$ by [29].

For $h \in C^\infty_c(G(F))$ we define $\text{St.Orb}_G(h) : \mathfrak{A}_G \to \mathbb{C}$ via

$$\text{St.Orb}_G(h)(a_G) = \sum_{\gamma : \pi_G(\gamma) = a_G} \text{Orb}_G(h)(\gamma)$$

so that under our normalization of measures we have $(\pi_G)_*(h\mu_G) = \text{St.Orb}(h)d\eta_G$.

We remark that we will not employ the often-used notation $h_G = \text{Orb}_G(h)$ and $h^G = \text{St.Orb}_G(h)$ since we will be working primarily with functions on $\mathfrak{A}_G(F)$ itself and, in our main proofs, will have no need to reference functions
on the group $G(F)$ itself. Indeed, we have the following fact which allows us to characterize the functions on $\mathcal{A}_G(F)^{rss}$ which are orbital integrals sufficiently for our purposes. We define $C_b^\infty(\mathcal{A}_G) \subset C^\infty(\mathcal{A}_G)$ as follows; letting $\iota : C^\infty(\mathcal{A}_G(F)^{rss}) \to C^\infty(\mathcal{A}_G(F))$ be the extension by zero map

$$\iota(f)(a_G) = \begin{cases} f(a_G) & a_G \in \mathcal{A}_G(F)^{rss} \\ 0 & \text{else} \end{cases}$$

we define

$$C_b^\infty(\mathcal{A}_G) = \{ f \in C^\infty(\mathcal{A}_G(F)) : \iota(f) \text{ has compact support} \}.$$ 

For $f \in C^\infty(\mathcal{A}_G(F))$ we write abuse notation and write $f \in C_b^\infty(\mathcal{A}_G)$ if $f|_{\mathcal{A}_G^{rss}} \in C_b^\infty(\mathcal{A}_G)$ so that under this identification we have $C_c^\infty(\mathcal{A}_G) \subset C_b^\infty(\mathcal{A}_G) \subset C^\infty(\mathcal{A}_G)$. We now observe that stable orbital integrals lie in the space $C_b^\infty(\mathcal{A}_G)$.

**Proposition 3.4.** For $h \in C_c^\infty(H)$ we have that $\theta_h = |D_G|^1 St.Orb(h) \in C_b^\infty(\mathcal{A}_G)$.

**Proof.** To begin, since there are finitely many stable conjugacy classes of maximal tori $S \subset G$ it suffices to show that for all $h \in C_c^\infty(G(F))$ that the function $h^{S,G} : (S(F) \to \pi_S(S(F))$ defined via $h^{S,G}(s) = St.Orb_G(h)(\pi(s))$ lies in $C_b^\infty(\mathcal{A}_G)$. In turn, and identifying $\pi_S(S(F)) \simeq S(F)/W_S$, it suffices to show that the function $h^S : S(F)^{rss} \to S(F)^{rss}/W_S$ defined via $h^S(s) = Orb_G(h)(s)$ is such that $|D_G|^1 h^S$ is locally constant with support whose closure in $S(F)/W_S$ is compact.

Denote by $\pi_{s/W_S} : G(F)S(F) \to S(F)/W_S$ be the quotient map $\pi_{s/W_S}(s) = sW_S$. From [11] we have that there are surjective, open maps $\alpha : S(F) \times S(F)^{rss}G(F) \to S(F)^{G(F)}$ given by $(s, S(F)\gamma) \mapsto s\gamma$ and $\beta : S(F) \times G(F)/S(F) \to S(F)/W_S$ given by $\beta((s, \gamma S(F))) \mapsto sW_s$ which satisfy the property that, for some non-zero constant $C \in \mathbb{C}$ depending on the normalization of measures, we have

$$\beta_* \left(\int d\mu_S \times \frac{d\mu_G}{d\mu_S}\right) = C \cdot (\pi_{s/W_S})_* \left(\alpha_* \left(\int d\mu_S \times \frac{d\mu_G}{d\mu_S}\right)\right)$$

for all $f \in C_c^\infty(S(F) \times G(F)/S(F))$ as well as that both of the maps $\alpha$ and $\beta$ restricted to $S(F)^{rss} \times G(F)/S(F)$ are smooth. It follows that $h^S \in C_c^\infty(S(F)^{rss})$ for $h \in C_c^\infty(G(F)^{rss})$ and hence that $|D_G|^1 h^S \in C_c^\infty(S(F)^{rss})$.

It remains to show that for all $s \in S(F) \setminus S(F)^{rss}$ there is a neighbourhood $U_s \subset S(F)$ of $s$ such that $|D_G|^1 h^S|_{U_s}$ is bounded and locally constant which follows from well-known facts regarding Shalika germ expansions. By [33] and [11] we have that for $M = C_G(s)^{o}$ there exists a function $h_M \in C_c^\infty(M(F))$ such that $Orb_M(h_M)|_{S(F)}$ agrees with $Orb_G(h)|_{S(F)}$ in a neighbourhood of $s$ and such that $Orb_M(h_M)$ may be written as a linear combination of finitely many Shalika germs $\Gamma_i^M$, $1 \leq i \leq N$ for some positive integer $N$, of $M$. These Shalika germs are locally constant functions and it
follows from [22] Theorem 17.9 that the normalized Shalika germs $|D_M|^\frac{1}{2}F^M$ are locally bounded on $S(F)$; the result follows.

Similarly, for $\tilde{h} \in C^c(\tilde{G}(F))$ we define $\text{Orb}_{\tilde{G}}(\tilde{h}) : G(F) \to \mathbb{C}$ via

$$\text{Orb}_{\tilde{G}}(\tilde{h})(\gamma) = \int_{\tilde{G}(F)/C_{\tilde{G}(\gamma)}} \tilde{h}(\theta \gamma) \frac{d\mu_{\tilde{G}}}{d\mu_{C_{\tilde{G}(\gamma)}}}$$

again normalized as in [11] and

$$\text{St.ORB}_{\tilde{G}}(\tilde{h})(a_{\tilde{G}}) = \sum_{\gamma: \pi_{\tilde{G}}(\gamma) = a_{\tilde{G}}} \text{Orb}_{\tilde{G}}(\tilde{h})(\gamma)$$

so that we similarly have $(\pi_{\tilde{G}})_* (\tilde{h} d\mu_{\tilde{G}}) = \text{St.ORB}_{\tilde{G}}(\tilde{h}) d\eta_{\tilde{G}}$. We define the subspace $C^c_b(\mathfrak{A}_{\tilde{G}}) \subset C^\infty(\mathfrak{A}_{\tilde{G}}(F)^{ss})$ analogously to the definition of $C^c_b(\mathfrak{A}_G)$ above. We now have the following similar result pertaining to $\tilde{G}(F)$.

**Proposition 3.5.** For $\theta_{\tilde{f}} = |D_{\tilde{G}}|^\frac{1}{2} \text{st.orb}(\tilde{f})|_{\mathfrak{A}_{\tilde{G}}(F)^{ss}}$ we have that $\theta_{\tilde{f}} \in C^\infty(\mathfrak{A}_{\tilde{G}})$ for all $\tilde{f} \in C^\infty(\tilde{G}(F))$. Moreover, for $\tilde{f}$ with support in $Z_{\tilde{G}(F)} G(F)_{0+}$ we have that $\theta_{\tilde{f}} \in C^\infty(Z_{\tilde{G}(F)}(F)) \otimes C^c_b(\mathfrak{A}_G)$.

**Proof.** The proof of the first statement is similar to that of Proposition 3.4. For the second, similarly to the proof of Proposition 3.4 for each maximal torus $\tilde{S} \subset \tilde{G}$ there are maps $\tilde{\alpha} : \tilde{S}(F) \times \tilde{S}(F) \setminus \tilde{G}(F) \to \tilde{S}(F)\tilde{G}(F)$ given by $(s, \tilde{S}(F)\gamma) \mapsto s^{-\gamma}$ and $\tilde{\beta} : \tilde{S}(F) \times \tilde{S}(F) \setminus \tilde{G}(F) \to \pi_{\tilde{S}}^{-1}(\tilde{S}(F))$ given by $\tilde{\beta}((s, \gamma S(F))) \mapsto \pi_{\tilde{S}}(s)$ satisfying

$$\tilde{\beta}_* \left( f d\mu_{\tilde{S}} \times \frac{d\mu_{\tilde{G}}}{d\mu_{\tilde{S}}} \right) = \tilde{C} : (\pi_{\tilde{S}})_* \left( \tilde{\alpha}_* \left( f d\mu_{\tilde{S}} \times \frac{d\mu_{\tilde{G}}}{d\mu_{\tilde{S}}} \right) \right)$$

for some non-zero constant $\tilde{C} \in \mathbb{C}^\times$. If $f \in C^\infty(\tilde{G}(F))$ has support in $Z_{\tilde{G}(F)} G(F)_{0+}$ we have that $f|_{\tilde{S}(F)\tilde{G}(F)}$ has support in $Z_{\tilde{G}(F)} S(F)_{0+}$ where the map $Z_{\tilde{G}(F)} \otimes S(F)_{0+} \to Z_{\tilde{G}(F)} S(F)_{0+}$ is an isomorphism. The result follows since we have $\tilde{\beta}|_{Z_{\tilde{G}(F)} S(F)_{0+} \times \tilde{S}(F) \setminus \tilde{G}(F)}$ similarly factorizes via

$$\tilde{\beta}((z s, \tilde{S}(F) g)) = z\pi_{\tilde{S}}(s)$$

\[\square\]

4. The $SL_4(F)$ Case

In this section we prove Theorem 0.1 which will follow immediately from Propositions 4.3 and 4.4 and Theorem 4.5 below. We proceed by first computing the stable transfer factor $\Theta_{\phi}$ associated to the $L$-embedding $\phi : L^T \to L$ defined in [23] using Proposition 3.3. We then establish the existence of and compute the transfer operator $\mathfrak{S}_{\phi}$, first for $f \in C^\infty(\mathfrak{A}_G(F)^{ss})$ and, subsequently, for all $f \in C^\infty(\mathfrak{A}_G(F))$. Notably, this answers in the affirmative Langlands’ Questions A and B of [24] for the $L$-embedding
$$\phi : L^T \to L^G.$$ Our argument to extend the definition of the transfer operator from \(C_c^\infty(\mathbb{A}_G(F)^{rss})\) to \(C_c^\infty(\mathbb{A}_G(F))\) is similar in spirit to that which appears in \([24]\) in the case of \(\text{SL}_2\). We remark that a novel feature of the stable transfer factor \(\Theta_\phi\) in our case is that, unlike in the case of \(\text{SL}_2\), it is not represented by a smooth function.

4.1. Computation of \(\Theta_\phi\). We compute the smooth family \(\mathcal{P}_\phi\) associated to the function \(\phi(a_G, \psi) = \chi_\psi(a_G)\) as in \([7,1]\) which, by Proposition \(3.1\), will yield our desired distribution \(\Theta_\phi\), initially considered as an element of \(\text{Hom}(C_c^\infty(\mathbb{A}_G(F)^{rss} \otimes C_c^\infty(T(F)), \mathbb{C})\). As seen above in \([2,5]\) the formulas for the characters \(\chi_\psi\) behave very differently on different stable conjugacy classes of \(G(F)\) and, moreover, depend crucially on the depth of elements. To clarify the many computations which must be performed, we break up the space \(\mathbb{A}_G(F)\) into various pieces corresponding to stable conjugacy classes and depth. Let \(\mathfrak{A}^+ = \pi_G(Z_G(F)G(F)\cap G(F)^{rss}), \mathfrak{A}^T = \pi_G(T(F)\tilde{G}(F))\) and \(\mathfrak{A}^A = \pi_G(A(F)\tilde{G}(F))\), as well as \(\mathfrak{A}^{T,-} = \mathfrak{A}^T \cap \mathfrak{A}^+\) and \(\mathfrak{A}^{A,-} = \mathfrak{A}^A \cap \mathfrak{A}^+\).

We define a function \(\Theta^+(a_G, t)\) on \(\mathbb{A}_G \times T(F)\). Despite its seemingly complicated definition we remark that it depends only on the stable conjugacy class of (any lift of) \(a_G\), various discriminant functions, as well as the maximal depth of the elements \(a_G\) and \(t\); we remark that it has close relationship with the Local Character Expansion. Moreover, the function behaves slightly differently and has additional symmetry when \(a_G \in \mathfrak{A}^T\).

We define

\[
\Theta^+(a_G, t) = \begin{cases}
\sum_{\sigma \leq \sigma_\gamma} (A_\sigma + E_\sigma q^{\frac{|\Phi_\sigma|+2d-2(|d^+(a_G)|-1)}{2}})B^\sigma(a_G) & d^+(a_G) \leq d^+(t) < 0, \\
\sum_{\sigma \leq \sigma_\gamma} (A_\sigma + D_\sigma q^{\frac{|\Phi_\sigma|+2d-2}{2}d^+(t)})B^\sigma(a_G) & d^+(t) < d^+(a_G) < 0, \\
A_{\{0\}} + D_{\{0\}} q^{\frac{d^+(a_G)+d^+(t)}{2} \min\{d^+(a_G), d^+(t)\}} & d^+(a_G), d^+(t) < 0, \\
\sum_{\sigma \leq \sigma_\gamma} (-C_\sigma)B^\sigma(a_G) & d^+(a_G) > 0, \\
-\ell + \ell q^{\frac{d^+(a_G)}{2}} & d^+(a_G) > 0, \\
0 & \text{else}
\end{cases}
\]

\(e(a_G, t) = 1, a_G \in \mathfrak{A}^+ \setminus \mathfrak{A}^T\)

\(d^+(a_G) \leq d^+(t) < 0,\)
\(d^+(t) < d^+(a_G) < 0,\)
\(d^+(a_G), d^+(t) < 0,\)
\(d^+(a_G) > 0,\)
\(d^+(a_G) > 0,\)
\(\text{else}\)
A GELFAND-GRAEV FORMULA AND STABLE TRANSFER

for $B^O$ as defined in §2.5 and

$$A_O = \left( |T(f)| \frac{|\phi_O|}{q^{\frac{|\phi_O|+2r-2}{2} - 1} - 1} - 1 \right) C_O$$

as well as

$$E_O = |T(f)| \frac{|\phi_O|}{q^{\frac{|\phi_O|+2r-2}{2} - 1} - 1} C_O$$

and

$$D_O = -|T(f)| \frac{|\phi_O|}{q^{\frac{|\phi_O|+2r-2}{2} - 1} - 1} C_O.$$

We now break our computation into the cases $a_G \notin \mathfrak{A}^T$ and $a_G \in \mathfrak{A}^T$.

**Proposition 4.1.** For $a_G \notin \mathfrak{A}^T$ we have

$$\mathcal{P}(a_G) = (\chi_1(a_G) + \Theta^+(a_G, \bullet)) d\mu_T.$$

**Proof.** First we suppose $a_G \notin \mathfrak{A}^T \setminus \mathfrak{A}^T$. We will show that $\mathcal{F}_{T(F)}(Y(a_G, \bullet)) = \chi_1(a_G) + \Theta^+(a_G, \bullet)$ from which it follows that

$$\mathcal{P}(a_G) = \mathcal{F}_{T(F)}(Y(a_G, \bullet)) d\mu_T = (\chi_1(a_G) + \Theta^+(a_G, \bullet)) d\mu_T$$

since $\psi \mapsto Y(a_G, \psi)$ is compactly supported by Proposition 2.16.

Letting $C_0 = \left\{ \psi \in \hat{T}(F) : d(\psi) \leq 0 \right\}$ and $C_+ = \left\{ \psi \in \hat{T}(F) : d(\psi) > 0 \right\}$ we may write

$$\mathcal{F}_{T(F)}(Y(a_G, \bullet))(t) = \int_{C_0} \chi_\psi(a_G) \psi(t^{-1}) d\eta_{\hat{T}} + \int_{C_+} \chi_\psi(a_G) \psi(t^{-1}) d\eta_{\hat{T}}$$

and compute these two integrals directly. By Corollary 2.5 we may choose $\gamma \in G(F)_{0^+}$ and $\zeta \in Z_G(F)$ such that $a_G = \pi_G(\zeta \gamma)$. By Proposition 2.16 we have that $\chi_\psi(\gamma)$ depends only on $d(\psi)$ and throughout this proof we will write $\chi_d(\gamma) = \chi_\psi(\gamma)$ for any $\psi \in \hat{T}(F)$ with $d(\psi) = d$.

For the integral over $C_0$, if $e(a_G, t) = 0$ we have by Proposition 2.16 that $\chi_{\psi_1}(\gamma) = \chi_{\psi_2}(\gamma)$ for all $\psi_1, \psi_2 \in \hat{T}(F)$ with $d(\psi_1) = d(\psi_2) = 0$ so that we
have

\[
\int_{C_0} \chi_\psi(aG) \psi(t^{-1}) d\psi = \chi_1(\zeta \gamma) + \sum_{\psi \in T(F): d(\psi) = 0} \chi_\psi(\zeta \gamma) \psi(t^{-1}) \\
= \chi_1(\zeta \gamma) + \chi_0(\gamma) \sum_{\psi \in T(F): d(\psi) = 0} \psi(t^{-1}) \\
= \chi_1(\zeta \gamma) - \chi_0(\gamma) \\
= \chi_1(aG) - \sum_{O \leq O_{aG}} C_O \sum_{w \in W_O(\gamma)} \left| D_{M_O}(\gamma^w) \right|^{\frac{1}{2}} \left| D_{\tilde{G}}(\gamma) \right|^{\frac{1}{2}}.
\]

On the other hand, if \( e(aG, t) = 1 \) we use Corollary \( \text{2.5} \) to write \( t = \zeta t' \) and by Proposition \( \text{2.16} \) and Lemma \( \text{2.10} \) we have

\[
\int_{C_0} \chi_\psi(aG) \psi(t^{-1}) d\psi = \chi_1(\zeta \gamma) + \sum_{\psi \in T(F): d(\psi) = 0} \chi_\psi(\zeta \gamma) \psi(t^{-1}) \\
= \chi_1(\zeta \gamma) + \chi_0(\gamma) \sum_{\psi \in T(F): d(\psi) = 0} \psi((t')^{-1}) \\
= \chi_1(\zeta \gamma) + \chi_0(\gamma)(|T(f)| - 1) \\
= \chi_1(aG) + \sum_{O \leq O_{aG}} ([T(f)] - 1) C_O \sum_{w \in W_O(\gamma)} \left| D_{M_O}(\gamma^w) \right|^{\frac{1}{2}} \left| D_{\tilde{G}}(\gamma) \right|^{\frac{1}{2}}.
\]

We now consider the integral over \( C_+ \). We note in all cases that by Proposition \( \text{2.16} \) and the fact that for any \( \gamma' \in T(F) \) with \( d(\gamma') < d \) we have

\[
\sum_{\psi \in T(F): d(\psi) = d} \psi(\gamma') = - \sum_{\psi \in T(F): d(\psi) < d} \psi(\gamma') = 0
\]

from which it follows that

\[
\int_{C_+} \chi_\psi(aG) \psi(t^{-1}) d\eta_\tilde{T} = \sum_{d = 1}^{[d^+(\gamma)]} \sum_{\psi \in T(F): d(\psi) = d} \chi_\psi(aG) \psi(t^{-1})
\]
If \( e(a_G, t) = 0 \) we have by (7), (8) and the fact that \( \chi_\psi(\gamma) \) depends only on \( d(\psi) \) by Proposition 2.16 that

\[
\int_{C_0} \chi_\psi(a_G) \psi(t^{-1}) d\psi = \sum_{d=1}^{[d^+(\gamma)]} \sum_{\psi \in \hat{T}(F) : d(\psi) = d} \chi_\psi(\zeta \gamma) \psi(t^{-1})
\]

\[
= \sum_{d=1}^{[d^+(\gamma)]} \chi_d(\gamma) \sum_{\psi \in \hat{T}(F) : d(\psi) = d} \psi(\zeta t^{-1})
\]

\[
= 0
\]

which, combined with our computation of the integral over \( C_0 \) above, gives the desired result in this case.

Now we assume \( e(a_G, t) = 1 \) and write \( t = \zeta t' \). If \( d^+(a_G) \leq d^+(t) \) we have by Proposition 2.16, (8) and Lemma 2.10 that

\[
\int_{C_0} \chi_\psi(a_G) \psi(t^{-1}) d\psi = \sum_{O \leq O_{a_G}} C_O \sum_{w \in W_O(\gamma)} \left| D_{M_O}(\gamma^w) \right|^{\frac{1}{2}} \left| D_{G}(\gamma) \right|^{\frac{1}{2}} \sum_{d=1}^{[d^+(a_G)]} q^{\frac{[\Phi_O]|d|}{2}} \sum_{\psi \in \hat{T}(F) : d(\psi) = d} \psi((t')^{-1})
\]

\[
= \sum_{O \leq O_{a_G}} |T(f)|(q^{t-1} - 1)q^{\frac{[\Phi_O]|}{2}} C_O \sum_{w \in W_O(\gamma)} \left| D_{M_O}(\gamma^w) \right|^{\frac{1}{2}} \left| D_{G}(\gamma) \right|^{\frac{1}{2}} \sum_{d=0}^{[d^+(a_G)]} q^{\frac{[\Phi_O]|d|+2t-2}{2}} \sum_{\psi \in \hat{T}(F) : d(\psi) = d} \psi((t')^{-1})
\]

\[
= \sum_{O \leq O_{a_G}} \left( -E_O + E_O q^{\frac{[\Phi_O]|+2t-2}{2}([-d^+(a_G)]-1)} \right) \sum_{w \in W_O(\gamma)} \left| D_{M_O}(\gamma^w) \right|^{\frac{1}{2}} \left| D_{G}(\gamma) \right|^{\frac{1}{2}}
\]

which is what we desire given our computation above of the integral over \( C_0 \) and since \( A_O = -E_O + (|T(f)| - 1)C_O \). Similarly, If \( d^+(a_G) > d^+(t) \) we again have by Proposition 2.16, (8) and Lemma 2.10 and proceeding similarly to
the previous case we compute

\[
\int_{C_\cdot} \chi_\psi(a_G) \psi(t^{-1}) d\psi
\]

\[
= \sum_{\mathcal{O} \subseteq \mathcal{O}_{a_G}} C_\mathcal{O} \sum_{w \in W_\mathcal{O}(\gamma)} \frac{|D_{M_\mathcal{O}}(\gamma^w)|^{1/2}}{|D_{G}(\gamma)|^{1/2}} \sum_{d=1}^{d^+(t)-1} q^{\frac{|\Phi_\mathcal{O}|}{2}d} \sum_{\psi \in T(F): d(\psi) = d} \psi((t')^{-1})
\]

\[+ \sum_{\mathcal{O} \subseteq \mathcal{O}_{a_G}} C_\mathcal{O} \sum_{w \in W_\mathcal{O}(\gamma)} \frac{|D_{M_\mathcal{O}}(\gamma^w)|^{1/2}}{|D_{G}(\gamma)|^{1/2}} \sum_{d=d^+(t)}^{[d^+(a_G)]-1} q^{\frac{|\Phi_\mathcal{O}|}{2}d} \sum_{\psi \in T(F): d(\psi) = d} \psi((t')^{-1})
\]

\[= \sum_{\mathcal{O} \subseteq \mathcal{O}_{a_G}} (-E_\mathcal{O} + E_\mathcal{O}q^{\frac{|\Phi_\mathcal{O}|+2d^+(t)-2}{2}}) \sum_{w \in W_\mathcal{O}(\gamma)} \frac{|D_{M_\mathcal{O}}(\gamma^w)|^{1/2}}{|D_{G}(\gamma)|^{1/2}}
\]

\[- \sum_{\mathcal{O} \subseteq \mathcal{O}_{a_G}} |T(f)|q^{\frac{|\Phi_\mathcal{O}|}{2}} C_\mathcal{O} \sum_{w \in W_\mathcal{O}(\gamma)} \frac{|D_{M_\mathcal{O}}(\gamma^w)|^{1/2}}{|D_{G}(\gamma)|^{1/2}} q^{\frac{|\Phi_\mathcal{O}|+2d^+(t)-2}{2}}
\]

\[= \sum_{\mathcal{O} \subseteq \mathcal{O}_{a_G}} (-E_\mathcal{O} + D_\mathcal{O}q^{\frac{|\Phi_\mathcal{O}|+2d^+(t)-2}{2}}) \sum_{w \in W_\mathcal{O}(\gamma)} \frac{|D_{M_\mathcal{O}}(\gamma^w)|^{1/2}}{|D_{G}(\gamma)|^{1/2}}
\]

as required.

Finally, if \(a_G \notin \mathfrak{A}^+ \cup \mathfrak{A}^T\) we have by Proposition 2.16 and the definition of \(\Theta^+\) that

\[P_\chi(a_G) = \chi_1(a_G)d\mu_T = (\chi_1(a_G) + \Theta^+(a_G, \bullet))d\mu_T\]

since \(\chi_\psi(a_G) = 0\) for all \(\psi \neq 1\) and \(\Theta^+(a_G, t) = 0\) for all \(t \in T(F)\). \(\square\)

We remark that the map \((a_G, t) \mapsto \chi_1(a_G)\) is smooth and compactly supported and could, in principal, have been incorporated into the definition of the function \(\Theta^+\); in addition to being not entirely supported within \(\mathfrak{A}^+\), the analogous term in the case of \(\tilde{G}(F)\) must be considered separately; in part this is due to the fact that the determinant of an element of the split torus of \(\tilde{G}(F)\) need not be an \(\ell\)th power. It is for this reason of compatibility between the \(G(F)\) and \(\tilde{G}(F)\) cases that we notationally separate this term.

We now perform a similar computation in the case \(a_G \in \mathfrak{A}^T\). We define the distribution

\[\delta^T(a_G) = \frac{1}{|D_G(a_G)|^{1/2}} \sum_{\nu \in T(F): \pi(\nu) = a_G} \delta_\nu - \frac{1}{|D_G(a_G)|^{1/2}} 1d\mu_T\]

which is to appear in our computation. We have the following.

**Proposition 4.2.** For \(a_G \in \mathfrak{A}^T\) we have

\[P(a_G) = \delta(a_G) + \Theta^+(a_G, \bullet)d\mu_T.\]
Proof. Let \( a_G \in \mathfrak{X}^T \) and set \( \mathcal{C}_{a_G} = \{ \psi \in \hat{T}(F) : 0 \leq d(\psi) < d^+(a_G) \} \). We have by Proposition 2.16 that

\[
\langle P(a_G), g \rangle = \langle Y(a_G, \bullet), \mathcal{F}_{T(F)}(g) \rangle
\]

\[
= \frac{1}{|D_G(a_G)|^{\frac{1}{2}}} \sum_{\pi(\tau(t')) = a_G} \langle \tau', \mathcal{F}_{T(F)}(g) \rangle - \frac{1}{|D_G(a_G)|^{\frac{1}{2}}} \sum_{\pi(\tau(t')) = a_G} \langle \tau'\mathbf{1}_{\{1\}}, \mathcal{F}_{T(F)}(g) \rangle
\]

\[
+ \left\langle \left( Y(a_G, \bullet) - \frac{1}{|D_G(a_G)|^{\frac{1}{2}}} \sum_{\pi(\tau(t')) = a_G} \tau' \right) \mathbf{1}_{\mathcal{C}_a G}, \mathcal{F}_{T(F)}(g) \right\rangle
\]

\[
= \langle \text{new, } g \rangle + \left\langle \mathcal{F}_{T(F)}^\vee \left( \left( Y(a_G, \bullet) - \frac{1}{|D_G(a_G)|^{\frac{1}{2}}} \sum_{\pi(\tau(t')) = a_G} \tau' \right) \mathbf{1}_{\mathcal{C}_a G} \right), g \right\rangle
\]

so all that remains is to compute is the function \( \mathcal{F}_{T(F)}^{-1} \left( \left( Y(a_G, \bullet) - \frac{1}{|D_G(a_G)|^{\frac{1}{2}}} \sum_{\pi(\tau(t')) = a_G} \tau' \right) \mathbf{1}_{\mathcal{C}_a G} \right) \).

If \( e(a_G, t) = 0 \) we have that

\[
\mathcal{F}_{T(F)}^{-1} \left( \left( Y(a_G, \bullet) - \frac{1}{|D_G(a_G)|^{\frac{1}{2}}} \sum_{\pi(\tau(t')) = a_G} \tau' \right) \mathbf{1}_{\mathcal{C}_a G} \right)(t) = \begin{cases} 0 & d^+(a_G) = 0 \\ \ell(q^{\frac{1}{\ell-1}} - 1) & d^+(a_G) = 0 \end{cases}
\]

very similarly to how the analogous computation proceeds in the proof of Proposition 4.1.

Now suppose \( e(a_G, t) = 1 \) and let \( \gamma \in T(F) \) be such that \( \pi_G(\gamma) = a_G \) with \( \gamma = \zeta \gamma_+ \) for \( \zeta \in \mathbb{Z}_G(F) \) and \( \gamma_+ \in T(F)_0 \) and further write \( t = \zeta t_+ \); this may be done by Corollary 2.5. By Lemmas 2.7 and 2.10 we have

\[
\mathcal{F}_{T(F)} \left( \frac{1}{|D_G(a_G)|^{\frac{1}{2}}} \sum_{\tau(\pi(t')) = \pi_G(\gamma_+)} \zeta t' \mathbf{1}_{\mathcal{C}_a G} \right)(\zeta t_+)
\]

\[
= \frac{1}{|D_G(a_G)|^{\frac{1}{2}}} \sum_{\tau(\pi(t')) = \pi_G(\gamma_+)} \int_{\mathcal{C}_a G} \psi(t't_+^{-1})
\]

\[
= -|T(f)| q^{\frac{1}{2} d^+(a_G)} g^{(\ell-1)(d^+(a_G)-1)} \sum_{\tau(\pi(t')) = \pi_G(\gamma_+)} \mathbf{1}_{\mathcal{C}_a G}(t_+)
\]

(9)

We now break our computation of \( \mathcal{F}_{T(F)}(Y(a_G, \bullet) \mathbf{1}_{\mathcal{C}_a G}) \) into cases.
If \( d^+(t) < d^+(a_G) \) we have that the contribution of (9) is zero and by Proposition 2.16 and Lemma 2.10 we have

\[
\int_{\mathcal{C}_{a_G}} \chi(a_G) \psi(t^{-1}) d\eta_{\tilde{T}} = \sum_{\psi:(d(\psi)=0)} \chi(\gamma_0) \psi(t_0^{-1}) + \sum_{d=1}^{d^+(a_G)-1} \sum_{\psi:d(\psi)=d} \chi(\gamma_0) \psi(t_0^{-1}) + \sum_{d=d^+(t)}^{d^+(a_G)-1} \sum_{\psi:d(\psi)=d} \chi(\gamma_0) \psi(t_0^{-1})
\]

\[
= \ell \left( \sum_{\psi:d(\psi)=0} \psi(t_0^{-1}) + \sum_{d=1}^{d^+(a_G)-1} q^{\ell_2-\ell} d \sum_{\psi:d(\psi)=d} \psi(t_0^{-1}) + \sum_{d=d^+(t)}^{d^+(a_G)-1} q^{\ell_2-\ell} d \sum_{\psi:d(\psi)=d} \psi(t_0^{-1}) \right)
\]

\[
= \ell \left( |T(f)| - 1 + |T(f)|q^{\ell_2-\ell} (q^{\ell_1-1} - 1) \sum_{d=0}^{d^+(t)-2} q^{\ell_2+2-\ell} d - |T(f)|q^{\ell_2-\ell} q^{\ell_2+2-\ell} (d^+(t)-1) \right)
\]

\[
= \ell \left( |T(f)|q^{\ell_2-\ell} - 1 - \frac{1}{q^{\ell_2+2-\ell} - 1} \right) + \ell |T(f)|q^{\ell_2-\ell} \left( \frac{q^{\ell_1-1} - 1}{q^{\ell_2+2-\ell} - 1} \right) q^{\ell_2+2-\ell} (d^+(t)-1)
\]

\[
= \ell \left( |T(f)|q^{\ell_2-\ell} - 1 - \frac{1}{q^{\ell_2+2-\ell} - 1} \right) - \ell |T(f)|q^{\ell_2+2-\ell} - \frac{1}{q^{\ell_2+2-\ell} - 1} q^{\ell_2+2-\ell} d^+(t)
\]

as required.

If \( d^+(t) \geq d^+(a_G) \) we instead have

\[
\int_{\mathcal{C}_{a_G}} \chi(a_G) \psi(t^{-1}) d\eta_{\tilde{T}} = \sum_{\psi:d(\psi)=0} \chi(\gamma_0) \psi(t_0^{-1}) + \sum_{d=1}^{d^+(a_G)-1} \sum_{\psi:d(\psi)=d} \chi(\gamma_0) \psi(t_0^{-1})
\]

\[
= \ell \left( \sum_{\psi:d(\psi)=0} \psi(t_0^{-1}) + \sum_{d=1}^{d^+(a_G)-1} q^{\ell_2-\ell} d \sum_{\psi:d(\psi)=d} \psi(t_0^{-1}) \right)
\]

\[
= \ell \left( |T(f)| - 1 + |T(f)|q^{\ell_2-\ell} (q^{\ell_1-1} - 1) \sum_{d=0}^{d^+(t)-2} q^{\ell_2+2-\ell} d \right)
\]

\[
= \ell \left( |T(f)|q^{\ell_2-\ell} - 1 - \frac{1}{q^{\ell_2+2-\ell} - 1} \right) + \ell |T(f)|q^{\ell_2-\ell} q^{\ell_2+2-\ell} (d^+(t)-1)
\]

and we have that (9) contributes the term \(-|T(f)|q^{\ell_2-\ell} q^{\ell_2+2-\ell} (d^+(t)-1)\) so that we are done. \(\square\)

We now encapsulate the computations performed in (4.1) as follows.
Proposition 4.3. For $\Theta_\phi = \lambda \phi$ we have that $\mathcal{L}_{\Theta_\phi}(\psi) = \chi_\psi d\eta_G$ for all $\chi \in \widehat{T}(F)$. Moreover we have that $\Theta_\phi = \Theta_\phi^+ + \Theta_\phi^A + \Theta_\phi^T$ for

$$\Theta_\phi^+ = \Theta_\phi^+ d\eta_G \times d\mu_T$$

for $\Theta^+$ defined in §4.1 as well as

$$\Theta_\phi^A = \chi_1 d\eta_G \otimes 1 d\mu_T$$

and

$$\langle \Theta_\phi^T, f \otimes g \rangle = \sum_{\sigma \in \Gamma} \int_{T(F)} \pi^*_T(f)(t) g(t) dt$$

for all $f \in C_c(\mathcal{A}_G(F)^{rss} \times T(F))$ and $g \in C^\infty_c(T(F))$.

Proof. This follows from Propositions 4.1 and 4.2 as well as the fact for $H \in C^\infty(\mathcal{A}_G(F)^{rss} \times T(F))$ we have that $R H d\eta_G \times d\mu_T = \left( \int_{\mathcal{A}_G(F)} H(a_G, T) f(a_G) d\eta_G \right) d\mu_T$.

4.2. Stable Transfer for $G(F)$. We now use our computation of the stable transfer factor $\Theta_\phi$ to define a corresponding stable transfer operator. For $f \in C^\infty(\mathcal{A}_G(F)^{rss})$ the existence of a transfer operator and a computation thereof follows immediately from Proposition 4.3; we remark that the following is the answer to Langlands’ Question A of [24] for $\phi$ in the affirmative.

Proposition 4.4. There exists a linear map $\mathcal{S}_\phi^{rss} : C^\infty(\mathcal{A}_G(F)^{rss}) \to C^\infty_c(T(F))$ satisfying $\mathcal{R}_\phi(f) = \mathcal{S}_\phi^{rss}(f) d\eta_G$ where we may decompose $\mathcal{S}_\phi^{rss} = \mathcal{S}^+ + \mathcal{S}^A + \mathcal{S}^T$ for

$$\mathcal{S}^+(f)(t) = \int_{\mathcal{A}_G(F)} \Theta^+(a_G, t) f(a_G) d\eta_G,$$

$$\mathcal{S}^A(f)(t) = \mathcal{S}^A(f) = \int_{\mathcal{A}_G(F)} \chi_1(a_G) f(a_G) d\eta_G$$

and

$$\mathcal{S}^T(f)(t) = \pi^*_T(f)(t)$$

where $\mathcal{S}^+$ is supported on $\mathcal{A}^+$, $\mathcal{S}^A$ is supported on $\mathcal{A}^A$, and $\mathcal{S}^T$ is supported on $\mathcal{A}^T$.

Proof. This follows from Proposition 4.3 by the fact that for $H \in C^\infty(\mathcal{A}_G(F)^{rss} \times T(F))$ we have that $\mathcal{R}_{H d\eta_G \times d\mu_T}(f) = \left( \int_{\mathcal{A}_G(F)} H(a_G, \bullet) f(a_H) d\eta_G \right) d\mu_T$ as well as that direct computation yields $\mathcal{R}_{\Theta^T}(f) = \pi^*_T(f) d\mu_T$. □
It remains to define a transfer operator $\mathcal{G}_\phi$ which is defined on $C^\infty_b(\mathfrak{A}_G)$ which restricts to $\mathcal{G}_{\phi}^{\text{rss}}$ for functions supported on a compact subset of $\mathfrak{A}_G(F)^{\text{rss}}$. With this operator defined, one immediately obtains the extension of $\Theta_{\phi}$ to $C^\infty_b(\mathfrak{A}_G) \otimes C^\infty_c(T(F))$ by setting
\[
\langle \Theta_{\phi}, f \otimes g \rangle = \int_{T(F)} \mathcal{G}_\phi(f)(t)g(t)dt
\]
so that indeed computing the appropriate transfer operator is all which remains to be done.

For $g \in C^\infty(T(F)^{\text{rss}})$ we define $\iota(g) : T(F) \to \mathbb{C}$ to the given by $\iota(g)(t) = g(t)$ for $t \in T(F)^{\text{rss}}$ and $\iota(g)(t) = 0$ otherwise. Furthermore, we set
\[
C^\infty_{\mu_T}(T(F)) = \left\{ g \in C^\infty(T(F)^{\text{rss}}) : \text{supp}(\iota(g)) \text{ is compactly supported}, \int_{T(F)} |\iota(g)(t)|d\mu_T < \infty \right\}
\]
where, attaining the first inclusion by restricting functions on $T(F)$ to the open subset $T(F)^{\text{rss}}$, we identify $C^\infty_{\mu_T}(T(F)) \subset C^\infty_{\mu_T}(T(F)) \subset C^\infty(T(F))$.

We may now show the existence of the operator $\mathcal{G}_\phi$ and answer in the affirmative Langlands’ Question B for $\phi$.

**Theorem 4.5.** There exists a linear map $\mathcal{G}_\phi : C^\infty_b(\mathfrak{A}_G(F)) \to C^\infty_{\mu_T}(T(F))$ with $\mathcal{G}_\phi|_{C^\infty_b(\mathfrak{A}_G(F)^{\text{rss}})} = \mathcal{G}_{\phi}^{\text{rss}}$ satisfying
\[
\int_{\mathfrak{A}_G(F)} f(a_G)\chi_{\psi}(a_G)d\eta_G = \int_{T(F)} \mathcal{G}_\phi(f)(t)\psi(t)dt
\]
for each $\psi \in T(F)$.

**Proof.** For any $f \in C^\infty_b(\mathfrak{A}_G(F))$ we have that $f = \sum_{S \in \mathcal{S}} f|_{\pi(S(F)^{\text{rss}})}$ for a set $\mathcal{S}$ of representatives of stable conjugacy classes of maximal tori of $G(F)$; it thus suffices to define $\mathcal{G}(f_S)$ for $f_S = f|_{\pi(S(F)^{\text{rss}})}$ for each $S \in \mathcal{S}$. Write $f_{S,-1} = f_{S}|_{\pi(G(S)\setminus Z_G(S)S_{F})S_{F})_{\phi^+}}$ and for $m \geq 0$ set $f_{S,m} = f_{S}|_{\pi(Z_G(F)S(F)_{m+}\setminus Z_G(S)(F)_{(m+1)^+})}$ so that $f_S = f_{S,-1} + \sum_{m=0}^{\infty} f_{S,m}$. Since $f\chi_{\psi} \in L^1(\mathfrak{A}_G(F),\eta_G)$ we have that
\[
\int_{\mathfrak{A}_G(F)} f_S(a_G)\chi_{\psi}(a_G)d\eta_G = \int_{\mathfrak{A}_G(F)} f_{S,-1}(a_G)\chi_{\psi}(a_G)d\eta_G + \sum_{m=0}^{\infty} \int_{\mathfrak{A}_G(F)} f_{S,m}(a_G)\chi_{\psi}(a_G)d\eta_G
\]
\[
= \int_{T(F)} \mathcal{G}_{\phi}(f_{S,-1})(t)\psi(t)dt + \sum_{m=0}^{\infty} \int_{T(F)} \mathcal{G}_{\phi}(f_{S,m})(t)\psi(t)dt
\]
and hence by setting
\[
\mathcal{G}_\phi(f_S) = \mathcal{G}_{\phi}(f_{S,-1}) + \sum_{m=0}^{\infty} \mathcal{G}_{\phi}(f_{S,m})
\]
(10) it suffices to show that the infinite sum on the right hand side of (10) converges to an element of $C^\infty_{\mu_T}(T(F))$. We now have various cases depending on the stable class of the torus $S$. 
First suppose $S$ is neither stably conjugate to neither $A$ nor $T$ so that $\mathcal{G}_\phi^{\text{rss}}(f_{s,m}) = \mathcal{G}^+(f_{s,m})$ for all $m \geq -1$ by Proposition 2.3 and notably that $\mathcal{G}_\phi^{\text{rss}}(f_{S}) (t) = 0$ for $t \notin \mathcal{Z}_G(F) T(F)_0^+$. Denote by $O_S$ the nilpotent orbit $O_s$ associated to $s$ for any $s \in S(F)^{\text{rss}}$ and denote by $W_O(S)$ the set $W_O(s)$ for any $s \in S(F)^{\text{rss}}$ and $O \leq O_S$. Moreover, suppose $N_{f,S}$ is an upper bound for $\pi^*_S(f_{S})$. For $k > 0$, $\zeta \in \mathcal{Z}_G(F)$ and $t \in \zeta T(F)_k \setminus \zeta T(F)_{k+1}$ we have that

$$\sum_{m=0}^{\infty} \mathcal{G}(f_{S,m})(t) = \sum_{m=0}^{\infty} \int_{\pi(\mathcal{Z}_G(F)S(F)_{m+} \setminus \mathcal{Z}_G(F)S(F)_{(m+)+})} f_{S}(a G) \Theta^+(a G, t) d\eta_G$$

$$= \sum_{\zeta' \in \mathcal{Z}_G(F) : \zeta' \neq \zeta} \sum_{m=0}^{\infty} \int_{\pi(\zeta' S(F)_{m+} \setminus \zeta' S(F)_{(m+)+})} f_{S}(a G) \Theta^+(a G, t) d\eta_G$$

$$+ \sum_{m=0}^{\infty} \int_{\pi(\zeta S(F)_{m+} \setminus \zeta S(F)_{(m+)+})} f_{S}(a G) \Theta^+(a G, t) d\eta_G$$

where for any $\zeta' \neq \zeta$ we have

$$\sum_{m=0}^{\infty} \int_{\pi(\zeta' S(F)_{m+} \setminus \zeta' S(F)_{(m+)+})} f_{S}(a G) \Theta^+(a G, t) d\eta_G$$

$$= - \sum_{O \leq O_S} \sum_{w \in W_O(S)} C_O \sum_{m=0}^{\infty} \int_{\pi(\zeta' S(F)_{m+} \setminus \zeta' S(F)_{(m+)+})} f_S(a G) \frac{|D_{=M_O}(a G)|^\frac{1}{2}}{|D_G(a G)|^\frac{1}{2}} d\eta_G$$

$$= - \sum_{O \leq O_S} \sum_{w \in W_O(S)} C_O \sum_{m=0}^{\infty} \int_{\zeta' S(F)_{m+} \setminus \zeta' S(F)_{(m+)+}} \pi^*_S(f_{S})(s) |D_{=M_O}(s)|^\frac{1}{2} d\mu_S$$

so that by Lemma 2.8 c) we have

$$\left| \sum_{m=0}^{\infty} \int_{\pi(\zeta' S(F)_{m+} \setminus \zeta' S(F)_{(m+)+})} f_{S}(a G) \Theta^+(a G, t) d\eta_G \right|$$

$$\leq N_{f,S} \sum_{O \leq O_S} \sum_{w \in W_O(S)} |C_O| \sum_{m=0}^{\infty} \int_{\zeta' S(F)_{m+} \setminus \zeta' S(F)_{(m+)+}} |D_{M_O}(s)^\frac{1}{2} d\mu_S$$

$$\leq N_{f,S} Q S \sum_{O \leq O_S} |W_O(S)| |C_O| \sum_{m=0}^{\infty} q^{-m \left( \frac{[\frac{q}{p^m}] + \ell - 1}{2} \right)}$$

$$= N_{f,S} Q S \sum_{O \leq O_S} |W_O(S)| |C_O| \frac{1}{1 - q^{-\left( \frac{[\frac{q}{p^m}] + \ell - 1}{2} \right)}}.$$


We similarly have
\[
\sum_{m=0}^{\infty} \int_{\pi(\zeta S(F))} f_S(a_G) \Theta^+(a_G, t) d\eta_G
\]
(11)
\[
= \sum_{\mathcal{O} \subseteq S} \sum_{w \in W_0(S)} A_{\mathcal{O}} \sum_{m=0}^{\infty} \int_{\pi(\zeta' S(F))} f_S(a_G) \frac{|D_{w, M_{\mathcal{O}}(a_G)}|^2}{|D_G(a_G)|^2} d\eta_G
\]
(12)
\[
+ \sum_{\mathcal{O} \subseteq S} \sum_{w \in W_0(S)} E_{\mathcal{O}} \sum_{m=0}^{k-1} \int_{\pi(\zeta' S(F))} f_S(a_G) q^{\frac{|\Phi_{M_{\mathcal{O}}}|}{2} + \frac{2\ell - 2}{2} ([d^+(a_G)] - 1)} \frac{|D_{w, M_{\mathcal{O}}(a_G)}|^2}{|D_G(a_G)|^2} d\eta_G
\]
(13)
where the convergence of (11) follows similarly to the argument above, for (13) we, again by Lemma 2.8 c), have,
\[
\left| \sum_{\mathcal{O} \subseteq S} \sum_{w \in W_0(S)} D_{\mathcal{O}} \sum_{m=0}^{\infty} \int_{\pi(\zeta' S(F))} f_S(a_G) \frac{|D_{w, M_{\mathcal{O}}(a_G)}|^2}{|D_G(a_G)|^2} d\eta_G \right|
\]
\[
\leq N_f, S \sum_{\mathcal{O} \subseteq S} \sum_{w \in W_0(S)} |D_{\mathcal{O}}| q^{\frac{|\Phi_{M_{\mathcal{O}}}| + 2\ell - 2}{2} \sum_{m=0}^{\infty} \int_{\pi(\zeta' S(F))} \frac{|D_{M_{\mathcal{O}}(s^w)}|^2}{|D_G(a_G)|^2} d\mu_S}
\]
\[
\leq N_f, S Q S \sum_{\mathcal{O} \subseteq S} \sum_{w \in W_0(S)} |D_{\mathcal{O}}| q^{\frac{|\Phi_{M_{\mathcal{O}}}| + 2\ell - 2}{2} \sum_{m=0}^{\infty} \frac{1}{1 - q^{\frac{|\Phi_{M_{\mathcal{O}}}|}{2} + \ell - 1}}} \frac{1}{1 - q^{\frac{|\Phi_{M_{\mathcal{O}}}|}{2} + \ell - 1}}
\]
and similarly for (12) we have
\[
\left| \sum_{\mathcal{O} \subseteq S} \sum_{w \in W_0(S)} E_{\mathcal{O}} \sum_{m=0}^{k-1} \int_{\pi(\zeta' S(F))} f_S(a_G) q^{\frac{|\Phi_{M_{\mathcal{O}}}| + 2\ell - 2}{2} ([d^+(a_G)] - 1)} \frac{|D_{w, M_{\mathcal{O}}(a_G)}|^2}{|D_G(a_G)|^2} d\eta_G \right|
\]
\[
\leq N_f, S \sum_{\mathcal{O} \subseteq S} \sum_{w \in W_0(S)} |E_{\mathcal{O}}| q^{\frac{|\Phi_{M_{\mathcal{O}}}| + 2\ell - 2}{2} \sum_{m=0}^{k-1} \int_{\pi(\zeta' S(F))} \frac{|D_{M_{\mathcal{O}}(s^w)}|^2}{|D_G(a_G)|^2} d\mu_S}
\]
\[
\leq N_f, S Q S k \sum_{\mathcal{O} \subseteq S} \sum_{w \in W_0(S)} |E_{\mathcal{O}}| Q_S d^+(t)
\]
It follows that \( \mathcal{G}_t(f_\mathcal{G}) \) is integrable since it is bounded above by a function of the form \( t \mapsto R_1 + R_2 d^+(t) \) for constants \( R_1, R_2 \in \mathbb{C} \). Moreover, it is supported on \( Z_G(F)T(F)_{0+} \) and is locally constant since the above computations show that its values depend only on \( d^+(t) \) and the element \( \zeta \in Z_G(F) \) with \( t \in \zeta T(F)_{0+} \).

Now suppose \( S \) is stably conjugate to \( A \); it suffices to suppose \( S = A \). The above handles the convergence of \( \mathcal{G}^+(f_A) \) and \( \mathcal{G}^T(f_A) = 0 \) so it remains to consider the convergence of \( \mathcal{G}^A(f_A) \). We indeed have convergence since

\[
\mathcal{G}^A(f_A) = \int_{\mathfrak{A}_G(F)} \frac{u_1(a_G)}{|D_G(a_G)|^2} f_A(a_G) d\eta_G = \int_{A(F)} u_1(a) f_A(a) d\mu_A
\]

and \( u_1 f_A \) is bounded on \( A(F) \) with support contained in a compact set.

Finally, for \( S \) is stably conjugate to \( T \) so that we suppose \( S = T \), we similarly need only consider the convergence of \( \mathcal{G}^T(f_T) \) since \( \mathcal{G}^A(f_T) = 0 \) and the case of \( \mathcal{G}^+(f_T) \) follows as above. We observe that

\[
\mathcal{G}^T(f_T) = \pi_T^s(f_T)
\]

so that we indeed have \( \mathcal{G}_{\phi}(f_T) \in C^\infty_{\mu_T}(T(F)) \).

\[ \square \]

5. The \( \tilde{G} = \text{GL}_\ell \) Case

In this section we prove Theorem 4.2 which follows immediately from Proposition 5.5 and Theorem 5.6. While our methods are similar to those of 4, our work is complicated by the fact that \( Z_{\tilde{G}}(F) \) and \( \tilde{T}(F) \) are not compact. Moreover, while we can closely relate the necessary work for \( \tilde{\phi} \) to that done for \( \phi \), this process is must be handled carefully given the fact that the multiplication maps \( Z_{\tilde{G}}(F) \times G(F) \rightarrow \tilde{G}(F) \) and \( Z_{\tilde{G}}(F) \times T(F) \rightarrow \tilde{T}(F) \) are neither injective nor surjective. These various difficulties are dealt with in \( \S 5.1 \).

5.1. Distributions on \( \mathfrak{A}_{\tilde{G}}(F)^{\text{rss}} \times \tilde{T}(F) \). Similarly to 4 we define the subsets \( \mathfrak{A}_{\tilde{G}}^+ = \pi_{\tilde{G}}(Z_{\tilde{G}}(F)\tilde{G}(F)_{0+}) \) and moreover note by Corollary 2.6 that \( Z_{\tilde{G}}(F)\tilde{G}(F)_{0+} = Z_{\tilde{G}}(F)\tilde{G}(F)_{0+} \), \( \mathfrak{A}_{\tilde{G}}^+ = \pi_{\tilde{G}}(\tilde{G}(F)) \) and \( \mathfrak{A}_{\tilde{G}}^+ = \pi_{\tilde{G}}(\tilde{G}(F)) \).

Also, let \( \mathfrak{A}_{\tilde{G}}(F)^{\det}(\tilde{T}) \) be the subset of elements \( a_{\tilde{G}} \in \mathfrak{A}_{\tilde{G}}(F) \) with \( \det(a_{\tilde{G}}) \in \det(\tilde{T}(F)) \).

Unlike in the case for \( G = \text{SL}_\ell \) where characters of \( T(F) \) are compactly supported functions thereupon, for \( \tilde{\psi} \in \tilde{T}(F) \) we necessarily have \( \tilde{\psi} \notin C^\infty_{\det}(\tilde{T}(F)) \). To deal with this fact, we define a subset \( \Delta_{\det} \subset \mathfrak{A}_{\tilde{G}}(F) \times \tilde{T}(F) \) via

\[
\Delta_{\det} = \left\{ (a_{\tilde{G}}, t) \in \mathfrak{A}_{\tilde{G}}(F)^{\text{rss}} \times \tilde{T}(F) : \det(a_{\tilde{G}}) = \det(t) \right\}
\]

and let \( \mathcal{D}(\mathfrak{A}_{\tilde{G}} \times \tilde{T}, \Delta_{\det}) \subset \mathcal{D}(\mathfrak{A}_{\tilde{G}}(F)^{\text{rss}} \times \tilde{T}(F)) \) be the space of distributions supported on \( \Delta_{\det} \). We will make fundamental use of the following extension property of \( \mathcal{D}(\tilde{G} \times \tilde{T}, \Delta_{\det}) \).
Lemma 5.1. Any \( \lambda \in \mathcal{D}(\mathfrak{G}(F)^{\text{rss}} \times \tilde{T}(F), \Delta_{\det}) \) may be extended to a functional on \( C^\infty(\mathfrak{G}(F)^{\text{rss}}) \otimes C^\infty(\tilde{T}(F)) \) via \( \langle \lambda, f \otimes g \rangle = \left\langle \lambda, (f \otimes g)1_{U_{\Delta_{\det}}} \right\rangle \) for

\[
U_{\Delta_{\det}} = \left\{ (a_{\tilde{G}}, t) \in \mathfrak{G}(F)^{\text{rss}} \times \tilde{T}(F) : \det(a_{\tilde{G}}) \in \det(t) \mathcal{O}^\times_F \right\}.
\]

Moreover, the corresponding operator \( \mathcal{L}_\lambda : C^\infty(\tilde{T}(F)) \rightarrow \mathcal{D}(\mathfrak{G}) \) extends to \( C^\infty(\tilde{T}(F)) \) by setting

\[
\mathcal{L}_\lambda(g) = \lim_{m \rightarrow \infty} \mathcal{L}_\lambda \left( g1_{\{t \in \tilde{T}(F) : \text{ord}(\det(t)) \geq -m \}} \right).
\]

Proof. Let \( f \in C^\infty(\mathfrak{G}(F)^{\text{rss}}) \) and \( g \in C^\infty(\tilde{T}(F)) \). For \( B_f = \left\{ t \in \tilde{T}(F) : \text{det}(t) \in \text{det}(\text{supp}(f)) \mathcal{O}^\times_F \right\} \) we have that the support of \( (f \otimes g)1_{U_{\Delta_{\det}}} \) is contained in \( \text{supp}(f) \times B_f \) and hence is compactly supported. Moreover, there exists an \( m_0 \) such that \( B_f \subset \left\{ t \in \tilde{T}(F) : \text{ord}(\det(t)) \geq -m \right\} \) and hence that

\[
\langle \lambda, f \otimes g \rangle = \left\langle \mathcal{L}_\lambda \left( g1_{\{t \in \tilde{T}(F) : \text{ord}(\det(t)) \geq -m \}} \right), f \right\rangle
\]

for all \( m \geq m_0 \). \qed

We remark that, while the extension defined in Lemma 5.1 appears to depend on various choices, it can easily be seen to have the following uniqueness property: if \( g \in C^\infty(\tilde{T}(F)) \) is such that \( g = \sum_{m=1}^\infty g_m \) for \( g_m \in C^\infty(\tilde{T}(F)) \) with \( \text{supp}(g_{m_1}) \cap \text{supp}(g_{m_2}) = \emptyset \) for \( m_1 \neq m_2 \) we have that \( \langle \lambda, f \otimes g \rangle = \sum_{m=1}^\infty \langle \lambda, f \otimes g_m \rangle \) for any \( f \in C^\infty(\mathfrak{G}(F)^{\text{rss}}) \) and that \( \mathcal{L}_\lambda(g) = \sum_{m=1}^\infty \mathcal{L}_\lambda(g_m) \).

We now have a number of facts relating to the notions above which will be used in our computations throughout §5.2. In essence, our goal is to relate various distributions on \( \mathfrak{G}(F) \times T(F) \) to those on \( \mathfrak{G}(F) \times \tilde{T}(F) \) but this must be done carefully given that neither of the multiplication maps \( Z_{\tilde{G}}(F) \times G(F) \rightarrow G(F) \) nor \( Z_{\tilde{G}}(F) \times T(F) \rightarrow \tilde{T}(F) \) are injective or surjective. Even so, we may establish a number of results which will be sufficient for our purposes.

For \( z \in Z_{\tilde{G}}(F) \) we define \( \mathcal{M}_z : C^\infty(\tilde{T}(F)) \rightarrow C^\infty(T(F)) \) via \( \mathcal{M}_z(g)(t) = g(zt) \). Furthermore, for \( \lambda \in \mathcal{D}(T(F)) \) we define the distribution \( \delta_z \otimes \lambda \in \mathcal{D}(\tilde{T}(F)) \) via \( \langle \delta_z \otimes \lambda, g \rangle = \langle \lambda, \mathcal{M}_z(g) \rangle \). We remark that this definition is indeed a minor abuse of notation given that \( Z_{\tilde{G}}(F) \times T(F) \rightarrow \tilde{T}(F) \) is not bijective; even so, this convention shouldn’t cause any ambiguity and, moreover, will lessen notational clutter. Also, for \( h^Z \in C^\infty(Z_{\tilde{G}}(F)) \) and \( h^0 \in C^\infty(T(F)) \) define a function \( (h^Z \otimes h^0) \mathcal{Z}_{\tilde{G}}(F)T(F) \in C^\infty(\tilde{T}(F)) \) supported on \( Z_{\tilde{G}}(F)T(F) \) via

\[
(h^Z \otimes h^0) \mathcal{Z}_{\tilde{G}}(F)T(F)(zt) = \sum_{\alpha \in Z_{\tilde{G}}(F)} h^Z(\alpha z)h^0(\alpha^{-1}t)
\]
where we note that \((h^Z \otimes h^0)Z_G^0(T(F))\) has the property that

\[
\int \limits_{\tilde{T}(F)} (h^Z \otimes h^0)Z_G^0(T(F))(y)g(y)d\mu_T = \int \limits_{Z_G^0(F)} \int \limits_{T(F)} h^Z(z)h^0(t)g(zt)d\mu_Td\mu_{Z_G^0}
\]

for all \(g \in C_c^\infty(\tilde{T}(F))\).

The following Lemma will be used fundamentally in our computation of \(\Theta_\phi\). It is through this Lemma that we may view various pieces of \(\Theta_\phi\) as natural extensions of analogous pieces of the distribution \(\Theta_\phi\).

**Lemma 5.2.** Let \(H \in C_c^\infty(A_G^+(F) \times \tilde{T}(F))\) be supported on \(A_G^+ \times \tilde{T}(F)\) and satisfy the property that

\[
H(\pi_G(z\gamma), \psi) = \psi(z)H(\pi_G(\gamma), \psi)
\]

for all \(z \in Z_G(F), \gamma \in G(F)_{\text{rss}}\) and \(\psi \in \tilde{T}(F)\) and let \(\tilde{H} \in C_c^\infty(A_G^+ \times \tilde{T}(F))\) be defined via \(\tilde{H}(za_G, \tilde{\psi}) = \tilde{\psi}(z)H(a_G, \tilde{\psi}_{|T(F)})\) and \(\tilde{H}(a_G, \tilde{\psi}) = 0\) if \(a_G \notin A_G^+\). Then we have that \(\mathcal{P}^H(za_G) = \delta_z \otimes \mathcal{P}^H(a_G)\) and \(\mathcal{P}^H(a_G) = 0\) if \(a_G \notin A_G^+\). Moreover, we have \(\lambda^H = \lambda\tilde{H} \in D(A_G^+ \times \tilde{T}, \Delta_{\text{det}})\) with \(\lambda_{\lambda^H}(\tilde{\psi}) = \tilde{H}(\bullet, \tilde{\psi})d\eta_{\tilde{T}}\) as well as that, for \(f = f^Z \otimes f^+ \in C_c^\infty(A_G^+\times\tilde{T}(F))\) and \(g \in C_c^\infty(\tilde{T}(F))\) we have

\[
\langle \lambda^H, f \otimes g \rangle = \int \limits_{Z_G^0(F)} f^Z(z) \langle \mathcal{R}_{\lambda^H}(f^+), \mathcal{M}_z(g) \rangle d\mu_{Z_G^0}
\]

and

\[
\mathcal{R}_{\lambda^H}(f^Z \otimes f^+) = (f^Z \otimes \mathcal{R}_{\lambda^H}(f^+))Z_G^0(T(F))d\mu_T.
\]

**Proof.** For \(za_G \in A_G^+\) and \(g \in C_c^\infty(\tilde{T}(F))\) we have by Fourier Inversion on \(\tilde{T}(F)/T(F)\) that

\[
\langle \mathcal{P}^H(za_G), g \rangle = \int \limits_{\tilde{T}(F)} H(za_G, \tilde{\psi}_{|T(F)}) \int \limits_{T(F)} g(y)\tilde{\psi}(zy^{-1})d\mu_Td\mu_{\tilde{T}}
\]

\[
= \int \limits_{\tilde{T}(F)} H(za_G, \psi) \int \limits_{T(F)} \tilde{\psi}(zy^{-1}) \int \limits_{T(F)} g(yt)\psi(t^{-1})d\mu_Td\mu_Td\mu_{\tilde{T}}
\]

\[
= \int \limits_{T(F)} H(a_G, \psi) \int \limits_{T(F)} g(zt)\psi(t^{-1})d\mu_Td\mu_T
\]

\[
= \langle \mathcal{P}^H(a_G), (\mathcal{M}_zg)|_{T(F)} \rangle
\]

\[
= \langle \delta_z \otimes \mathcal{P}^H(a_G), g \rangle
\]

and where we have \(\mathcal{P}^H(a_G) = 0\) for \(a_G \notin A_G^+\) by the definition of \(\tilde{H}\); this establishes the first claim.
For $f = f^Z \otimes f^+ \in C^\infty_c(\mathfrak{g}_G^\pm)$ supported on $\mathfrak{g}_G^\pm$ we have by Fubini’s Theorem that

$$
\langle \overline{\lambda H}, f \otimes g \rangle = \int_{Z_G(F)} f^Z(z) \int_{\mathfrak{g}_G \times \T} f^+(a_G) \int_{T(F)} H(a_G, \psi) \int_{T(F)} g(zt) \psi(t^{-1}) d\mu_T d\nu_T d\eta_G d\mu_{Z_G} 
$$

$$
= \int_{\mathfrak{g}_G \times \T} f^+(a_G) \int_{T(F)} H(a_G, \psi) \int_{T(F)} f^Z(z) g(zt) d\mu_{Z_G} \psi(t^{-1}) d\mu_T d\nu_T d\eta_G 
$$

which shows that $\lambda \overline{H} \in \mathcal{D}(\mathfrak{g}_G^\times \T, \Delta_{\text{det}})$ since the inner integral $\int_{Z_G(F)} f^Z(z) g(zt) d\mu_{Z_G}$ will vanish if $f \otimes g$ is supported away from $\Delta_{\text{det}}$. Moreover, for $\tilde{\psi}_0 \in \T(F)$, $\psi_0 = \tilde{\psi}_0|_{T(F)}$ and $\tilde{\psi}_{0,m} = \tilde{\psi}_0 1_{\{y: \text{ord}(\det(y)) \leq m\}}$ we have by the calculation above that

$$
\langle \mathcal{L}_{\lambda \overline{H}}(\tilde{\psi}), f^Z \otimes f^+ \rangle 
$$

$$
= \lim_{m \to \infty} \int_{Z_G(F)} f^Z(z) \int_{\mathfrak{g}_G} f^+(a_G) \int_{T(F)} H(a_G, \psi) \int_{T(F)} \tilde{\psi}_{0,m}(zt) \psi(t^{-1}) d\mu_T d\nu_T d\eta_G d\mu_{Z_G} 
$$

$$
= \lim_{m \to \infty} \int_{Z_G(F)} f^Z(z) \int_{\mathfrak{g}_G} f^+(a_G) \tilde{\psi}_{0,m}(z) H(a_G, \psi_0) d\eta_G d\mu_{Z_G} 
$$

$$
= \int_{Z_G(F)} f^Z(z) \int_{\mathfrak{g}_G} f^+(a_G) \tilde{\psi}_{0}(z) H(a_G, \psi_0) d\eta_G d\mu_{Z_G} 
$$

$$
= \int_{\mathfrak{g}_G} (f^Z \otimes f^+)(a_G) \overline{H}(a_G, \tilde{\psi}_0) d\eta_G 
$$

as desired. The last statement regarding $\mathfrak{R}_{\lambda \overline{H}}$ follows from the formula above since

$$
\langle \lambda \overline{H}, f \otimes g \rangle = \int_{\mathfrak{g}_G} f^+(a_G) \int_{T(F)} H(a_G, \psi) \int_{Z_G(F)} f^Z(z) g(zt) d\mu_{Z_G} \psi(t^{-1}) d\mu_T d\nu_T d\eta_G 
$$

$$
= \int_{Z_G(F)} f^Z(z) \int_{T(F)} f^+(a_G) \int_{T(F)} H(a_G, \psi) \psi(t^{-1}) d\nu_T d\eta_G g(zt) d\mu_T d\mu_{Z_G} 
$$

$$
= \int_{Z_G(F)} f^Z(z) \int_{T(F)} \mathcal{L}_{\lambda \overline{H}}(f^+)(t) g(zt) d\mu_T d\mu_{Z_G} 
$$

$$
= \int_{T(F)} (f^Z \otimes \mathfrak{R}_{\lambda \overline{H}}(f^+)) \overline{Z_G(F)} T(F)(y) g(y) d\mu_T 
$$

and we are done. \qed

Let $\mathfrak{A}_{\text{det}(\overline{T})} \subset \mathfrak{g}_G$ be the subset of elements $a_G$ satisfying $\det(a_G) \in \text{det}(\overline{T}(F))$. We define the distribution $\mathcal{V}(a_G) \in \mathcal{D}(\overline{T})$ via $\mathcal{V}(a_G) = 0$ if $a_G \notin \mathfrak{A}_{\text{det}(\overline{T})}$ and

$$
\langle \mathcal{V}(a_G), g \rangle = \int_{T(F)} g(y a_G t) d\mu_T 
$$
for \( a_{\tilde{G}} \in \mathfrak{A}_{G}^\det(\tilde{T}) \) and any \( y_{a_{\tilde{G}}} \in \tilde{T}(F) \) satisfying \( \det(y_{a_{\tilde{G}}}) = \det(a_{\tilde{G}}) \). Similarly, for \( \rho \in T(F)^\perp \) we define \( \rho(a_{\tilde{G}}) = \rho(y_{a_{\tilde{G}}}) \) for any \( y_{a_{\tilde{G}}} \) satisfying \( \det(y_{a_{\tilde{G}}}) = \det(a_{\tilde{G}}) \) and observe that this definition is independent of the particular choice of \( y_{a_{\tilde{G}}} \). With these notions in hand, we have the following.

**Lemma 5.3.** Let \( h \in C^\infty(\mathfrak{A}_{G}(F)) \) be supported on \( \mathfrak{A}_{G}^\det(\tilde{T}) \) and \( N \in C^\infty(\mathfrak{A}_{G} \times \tilde{T}) \) be given by \( N(a_{\tilde{G}}, \tilde{\psi}) = h(a_{\tilde{G}}) \mathbf{1}_{T(F)^\perp}(\tilde{\psi}) \tilde{\psi}(a_{\tilde{G}}) \). Then \( \mathcal{P}^N(a_{\tilde{G}}) = h(a_{\tilde{G}}) \mathcal{V}(a_{\tilde{G}}) \), for \( \lambda_{h,T(F)^\perp} = \lambda_{\tilde{T}} \), we have \( \mathcal{L}_{\lambda_{h,T(F)^\perp}}(\tilde{\psi}) = N(\bullet, \tilde{\psi})d\eta_{\tilde{G}} \) and for any \( f \in C^\infty_c(\mathfrak{A}_{G}) \) we have

\[
\mathfrak{R}_{\lambda_{h,T(F)^\perp}}(f) = \left( \int_{\mathfrak{g}^\det} f(a_{G}^{\det}(\bullet)) h(a_{G}^{\det}(y)) d\eta_{G}^{\det(\bullet)} \right) d\mu_{T}
\]

where \( y \mapsto \int_{\mathfrak{g}^\det} f(a_{G}^{\det}(y)) h(a_{G}^{\det}(y)) d\eta_{G}^{\det(y)} \) is smooth and compactly supported.

**Proof.** Letting \( g \in C^\infty_c(\tilde{T}(F)) \) we have by Fourier Inversion on \( \tilde{T}(F)/T(F) \) that for \( a_{\tilde{G}} \in \mathfrak{A}_{G}^\det(\tilde{T}) \) and \( y_{a_{\tilde{G}}} \in \tilde{T}(F) \) with \( \det(y_{a_{\tilde{G}}}) = \det(a_{\tilde{G}}) \) that

\[
\langle \mathcal{P}^N(a_{\tilde{G}}), g \rangle = h(a_{\tilde{G}}) \int_{T(F)^\perp} \mathcal{F}_{\tilde{T}}(g)(\tilde{\psi}) \tilde{\psi}(y_{a_{\tilde{G}}}) d\nu_{\tilde{T}}
\]

\[
= h(a_{\tilde{G}}) \int_{T(F)^\perp} \int_{\tilde{T}(F)/T(F)} \tilde{\psi}(y_{a_{\tilde{G}}}) \tilde{\psi}^{-1} \int_{T(F)} g(\iota s) d\nu_{T} d\mu_{T} d\nu_{\tilde{T}}
\]

\[
= h(a_{\tilde{G}}) \int_{T(F)} g(y_{a_{\tilde{G}}}) d\mu_{T}
\]

\[
= \langle h(a_{\tilde{G}}) \mathcal{V}(a_{\tilde{G}}), g \rangle
\]

which establishes the first statement. We moreover see that

\[
\langle \mathfrak{R}_{\lambda_{h,T(F)^\perp}}(f), g \rangle = \int_{\mathfrak{g}^\det} f(a_{G}^{\det}) h(a_{G}^{\det}) \int_{T(F)} g(y_{a_{G}} t) d\mu_{T} d\eta_{G}
\]

\[
= \int_{\mathfrak{g}^\det} f(a_{G}^{\det}) h(a_{G}^{\det}) \int_{T(F)} g(y_{a_{G}} t) d\mu_{T} d\eta_{G}^{\det(\bullet)}
\]

\[
= \int_{\tilde{T}(F)} \left( \int_{\mathfrak{g}^\det} f(a_{G}^{\det}) h(a_{G}^{\det}) d\eta_{G}^{\det(\bullet)} \right) g(y_{a_{G}}) d\mu_{T}
\]

and the proof of the other statements is similar to the proofs of the analogous statements in Lemma 5.2.

We will also require the following which follows from a straightforward calculation.
Lemma 5.4. The map $\mathcal{P}_\phi : \mathfrak{A}_G \to \mathcal{D}(\widetilde{T}(F))$ given by $\mathcal{P}_\phi(a_G) = \frac{1}{|D_G(a_G)|} \sum_{t' \in \widetilde{T}(F) : \pi_G(t') = a_G} \delta_{t'}$ is a smooth family with $\tilde{\lambda}^\delta = \lambda^P \in \mathcal{D}(\mathfrak{A}_G \times \widetilde{T}, \Delta_{\det})$ and where $\Sigma_{\tilde{\lambda}^\delta}(\psi) = \frac{1}{|D_G(a_G)|} \sum_{t' \in \widetilde{T}(F) : \pi_G(t') = a_G} \tilde{\psi}(t')$ for all $\tilde{\psi} \in \widetilde{T}(F)$ and $\Re_{\tilde{\lambda}^\delta}(f) = \pi^\#_T(f)d\mu_{\widetilde{T}}$.

5.2. Computation of $\Theta_{\tilde{G}}$. We now use the various results established in \textsection 5.1 to compute $\Theta_{\tilde{G}}$. The following is the computation of $\Theta_{\tilde{G}}$ as well as the transfer operator $\tilde{\mathcal{S}}^\text{ss}_{\phi}$ for functions with support on the regular semisimple locus; this answers in the affirmative Langlands’ Question A for $\tilde{\phi} : L\widetilde{G} \to L\tilde{G}$. We remark that most of the work to prove Proposition 5.5 that remains simply involves properly organizing our results; most of the difficult work has already been done throughout \textsection 5.1.

Proposition 5.5. Let $\Theta_{\tilde{G}} = \lambda^H \tilde{\phi}$ for $H_{\tilde{G}}(a_G, \tilde{\psi}) = \chi_\tilde{\psi}(a_G)$. Then we have that $\Theta_{\tilde{G}} = \Theta^{+}_{\tilde{G}} + \Theta^{A}_{\tilde{G}} + \Theta^{T}_{\tilde{G}}$ for $\Theta^{+}_{\tilde{G}} = \tilde{\Theta}^{+}_{\tilde{G}}$, $\Theta^{A}_{\tilde{G}} = \tilde{\lambda}^{u_1T(F)}$, and $\Theta^{T}_{\tilde{G}} = \tilde{\lambda}^{T}$. Furthermore, we have that $\Theta_{\tilde{G}} \in \mathcal{D}(\mathfrak{A}_G \times \tilde{T}, \Delta_{\det})$ with $\mathcal{L}_{\Theta_{\tilde{G}}}(\tilde{\psi}) = \chi_\psi d\eta_G$ for all $\tilde{\psi} \in \widetilde{T}(F)$. Moreover, there exists an operator $\tilde{\mathcal{S}}^\text{ss}_{\phi} : C^\infty_c(\mathfrak{A}_G) \to C^\infty_c(\tilde{T}(F))$ satisfying $\Re_{\Theta_{\tilde{G}}}(f) = \tilde{\mathcal{S}}^\text{ss}_{\phi}(f)d\mu_{\widetilde{T}}$ for all $f \in C^\infty_c(\mathfrak{A}_G)$ where we have $\tilde{\mathcal{S}}^\text{ss}_{\phi} = \tilde{\mathcal{S}}^{+} + \tilde{\mathcal{S}}^{A} + \tilde{\mathcal{S}}^{T}$ with $\tilde{\mathcal{S}}^{+}$ supported on $\mathfrak{A}^{+}_G$ with

$$
\tilde{\mathcal{S}}^{+}(f^Z \otimes f^+) = (f^Z \otimes \tilde{S}^{+}(f^+))Z_G(T)(F)
$$

as well as

$$
\tilde{S}^{A}(f)(y) = \left(\int_{\mathfrak{A}^{\det}(y)} f(a^\det_G(y))u_1(a^\det_G(y))d\eta^\det_G(y)\right)
$$

and

$$
\tilde{S}^{T}(f) = \pi^\#_T(f).
$$

Proof. By Proposition 2.16 we have that we may decompose $H_{\tilde{G}}(a_G, \tilde{\psi}) = H_{\tilde{G}}(a_G, \tilde{\psi})1_{\mathfrak{A}^+_G \setminus \mathfrak{A}_G}1\hspace{1cm}(\tilde{\psi}) + H_{\tilde{G}}(a_G, \tilde{\psi})1_{\mathfrak{A}_G}1\hspace{1cm}(\tilde{\psi}) + H_{\tilde{G}}(a_G, \tilde{\psi})1_{T(F)}1\hspace{1cm}(\tilde{\psi})$.

Writing $H^{+ \cup T}(a_G, \tilde{\psi}) = H_{\tilde{G}}(a_G, \tilde{\psi})1_{\mathfrak{A}^+_G \setminus \mathfrak{A}_G}1\hspace{1cm}(\tilde{\psi})$ and $\lambda^{+ \cup T} = \lambda^{H^{+ \cup T}}$ we have by Lemma 5.2 that $\lambda^{+ \cup T} \in \mathcal{D}(\mathfrak{A}_G \times \tilde{T}, \Delta_{\det})$ with $\mathcal{L}_{\lambda^{+ \cup T}}(\tilde{\psi}) = \chi_\tilde{\psi}1_{\mathfrak{A}_G \setminus \mathfrak{A}_G}1\hspace{1cm}(\tilde{\psi})d\eta_G$ and that by Lemma 5.2 and Proposition 4.4 we have $\Re_{\lambda^{+ \cup T}}(f) = \tilde{S}^{+}(f)d\mu_{\widetilde{T}}$. 


Writing $H^T(a_{\tilde{G}}, \tilde{\psi}) = H^T_\varphi(a_{\tilde{G}}, \tilde{\psi}) \mathbf{1}_{\mathfrak{A}_G^T}(a_{\tilde{G}})$ we similarly have by Lemmas 5.2 and 5.4 that $\lambda^H T \in \mathcal{D}(\mathfrak{A}_G \times \tilde{T}, \Delta_{\text{det}})$ with $\mathfrak{L}_{\lambda^H T}(\tilde{\psi}) = \chi_{\tilde{\psi}} \mathbf{1}_{\mathfrak{A}_G^T} d\eta_{\tilde{G}}$ and moreover that

$$\mathfrak{R}_{\lambda^H T}(f) = \left( \widetilde{\mathfrak{S}}^+(f) + \widetilde{\mathfrak{S}}^T(f) \right) d\mu_{\tilde{T}}.$$ 

Writing $H^A(a_{\tilde{G}}, \tilde{\psi}) = H^A_\varphi(a_{\tilde{G}}, \tilde{\psi}) \mathbf{1}_{T(F)^{\perp}}(\tilde{\psi})$ we have by Lemma 5.3 that $\lambda^H A \in \mathcal{D}(\mathfrak{A}_G \times \tilde{T}, \Delta_{\text{det}})$ with $\mathfrak{L}_{\lambda^H A}(\tilde{\psi}) = \chi_{\tilde{\psi}} \mathbf{1}_{T(F)^{\perp}}(\tilde{\psi}) d\eta_{\tilde{G}}$ and

$$\mathfrak{R}_{\lambda^H A}(f) = \widetilde{\mathfrak{S}}^A(f) d\mu_{\tilde{T}}.$$ 

The result follows. \hfill \Box

5.3. Stable Transfer for $\tilde{G}(F)$. Similarly to the $G(F)$ case, for $g \in C^\infty(\tilde{T}(F)^{\text{rss}})$ we define $\iota(g) : T(F) \to \mathbb{C}$ to be given by $\iota(g)(t) = g(t)$ for $t \in T(F)^{\text{rss}}$ and $\iota(g)(t) = 0$ otherwise where furthermore we set

$$C^\infty_{\mu_{\tilde{T}}}(T(F)) = \left\{ g \in C^\infty(\tilde{T}(F)^{\text{rss}}) : \text{supp}(\iota(g)) \text{ is compactly supported, } \int_{\tilde{T}(F)} |\iota(g)(t)| d\mu_{\tilde{T}} < \infty \right\}$$

where, attaining the first inclusion by restricting functions to $\tilde{T}(F)^{\text{rss}}$, we identify $C^\infty_c(\tilde{T}(F)) \subset C^\infty_{\mu_{\tilde{T}}}(\tilde{T}(F)) \subset C^\infty(\tilde{T}(F))$. We may now answer in the affirmative Langlands’ Question B of [24] for $\tilde{\varphi}$.

**Theorem 5.6.** There exists an operator $\mathfrak{S}_{\tilde{\varphi}} : C^\infty_b(\mathfrak{A}_G) \to C^\infty_{\mu_{\tilde{T}}}(\tilde{T})$ which satisfies

$$\int_{\mathfrak{A}_G} f(a_{\tilde{G}}) \chi_{\tilde{\varphi}}(a_{\tilde{G}}) d\eta_{\tilde{G}} = \int_{\tilde{T}(F)} \tilde{\mathfrak{S}}_{\tilde{\varphi}}(f)(t) \tilde{\psi}(t) d\eta_{\tilde{T}}$$

for all $\tilde{\psi} \in \tilde{T}(F)$ and that $\mathfrak{S}_{\tilde{\varphi}}|_{C^\infty_c(\mathfrak{A}_G(F)^{\text{rss}})} = \mathfrak{S}_{\tilde{\varphi}}^{\text{rss}}$.

**Proof.** For any $f \in C^\infty_b(\mathfrak{A}_G)$ we may decompose $f = f_1\mathfrak{A}_G + f_1\mathfrak{A}_G \setminus \mathfrak{A}_G^+$ where $f_1\mathfrak{A}_G \setminus \mathfrak{A}_G^+$ may be handled similarly to what was done in the proof of Theorem 4.5 by using the explicit formulas of Proposition 5.5. We henceforth assume $f = f_1\mathfrak{A}_G^+$ is supported on $\mathfrak{A}_G^+$. By Proposition 4.5 it further suffices to consider the case $f = f^Z \otimes f^+$ for $f^Z \in C^\infty_c(Z_{\tilde{G}}(F))$ and $f^+ \in C^\infty_b(\mathfrak{A}_G)$ supported on $\mathfrak{A}_G^+$. We have by Proposition 5.5 and Theorem 4.5 that the operator

$$\tilde{\mathfrak{S}}_{\tilde{\varphi}}(f^Z \otimes f^+) = (f^Z \otimes \mathfrak{S}_{\tilde{\varphi}}(f))Z_{\tilde{G}}(F)^{T(F)}$$

satisfies the desired properties. \hfill \Box
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