Quantum Chaos Control by Complex Trajectories

Ciann-Dong Yang a, Yen-Jiun Chen a, Yun-Yan Lee a,*

"Department of Aeronautics and Astronautics, National Cheng Kung University, Taiwan"

1. Introduction

Quantum control is a new popular research area since the 21st century. The main progress of quantum control is to control the microscopic state of atoms and molecules. Although experiments related to quantum control have been a hot topic in scientific journals in recent years, the idea of quantum control originated very early. Around the 1980s, the research on quantum systems progressed from theoretical analysis to practical applications. In 1983, G.M. Huang and T.J. Tarn brought up the research on the controllability of quantum systems [1], analyzing the conditions under which quantum systems can be controlled under limited space dimensions. N. Bloembergen also proposed the idea of quantum control the following year, but due to the immaturity of laser control technology, his thought did not get people's attention. In 1990, H. Rabitz proposed a specific quantum control idea and used it in the Hamiltonian of the carbon-hydrogen bond, and then in 1992 H. Rabitz continued to put forward the idea of learning control in the journal Physical Review Letters [2], and mentioned in the article that people can observe the signals generated by the interaction of light and molecules, such as fluorescence and dissociation, etc. Then quickly analyze this signal and compare it with the target state which people expect. The idea that feedback to the laser and change the parameters to make the molecule reach the desired state is called "learning control". This kind of close-loop control research gradually got rid of the previous idea of open-loop control of quantum systems, coupled with the development of laser control technology, molecular quantum control experiments became more and more mature, so during the 1990s, there were continuous problems. Few relevant experimental results, e.g., in 1998, A. Assion et al. used voltage to adjust the spatial distribution of liquid crystal refractive index to reshape pulses, and used computers to perform learning control and successfully proved that pulses can be used to control the process and products of chemical changes [3]. In 2000, J. Kunde demonstrated the use of pulse shaping and feedback control to adjust the nonlinear characteristics of semiconductors [4].

Like the development of classical control theory, quantum control will also shift from learning control to feedback control. The purpose of learning control is whether to acquire a certain product we want, while feedback control hopes to remain in the desired state forever. However, the challenge for the development of quantum feedback control lies in the unique Heisenberg uncertainty principle of quantum systems, which is caused by noise in measurement, system modeling, and interaction between signals and controlled systems. Uncertainties and disturbances make the state of the quantum system unable to be accurately measured. At the end of the 20th century and the beginning of the 21st century, due to the breakthrough in measurement theory and technology, studies on the measurement of the state of quantum systems and the combination of classical control theories began one after another.

In 1999, A.C. Doherty proposed a method to estimate the state of the system by analyzing the feedback variables, and compared it with the classical LQG (Linear Quadratic Gaussian) control principle [5], confirming the feasibility of the feedback control of the quantum system. Besides, M. Yanagisawa and H. Kimura proposed in 2003 that quantum systems can use operators to obtain transfer functions [6,7]. The feedback control method of the closed-loop control of the quantum system has gradually developed with the progress of quantum measurement technology, the feedback control process of the closed-loop of the quantum system [8]. As shown
When applying feedback control to quantum systems, how to improve the robust performance of the system is the core research directions of quantum control because the robust control can have excellent resistance to the uncertainty and disturbance of the quantum system. On the other hand, classical chaos control theory has flourished. In 1990, L.M. Pecora and T.M. Carroll proposed a method for synchronizing two identical chaotic systems under different initial conditions [9], chaotic synchronization has played a critical role in nonlinear science in the past few decades. Many scientists are dedicated to the study of chaotic synchronization in different fields as secure communication, optics, and chemical engineering. Therefore, many methods for chaos synchronization have been proposed [10,11,12], such as linear feedback control, adaptive control and Active control, etc. Nonlinear control method. This article uses sliding control to achieve chaotic synchronization. M.S. Tavazoee and M. Haeri use sliding control to achieve chaotic synchronization in 2008. [13] The advantage of this method is that we first perform bang-bang control on the sliding surface. This step makes the problem to be a one-dimensional nonlinear control problem, which is simpler than directly using Lyapunov control to synchronize chaotic phenomenon. [14]. When the state reaches the sliding surface, it becomes a linear control problem. The sliding control is also used in quantum mechanics, C. Yang et.al. uses sliding control to synchronize polarizations and phase displacements, [15]. Afterwards, the discussion of quantum chaos synchronization also directly discussed the evolution of quantum. [16][17] On the other hand, in the quantum sliding control, D. Dong et. al. directly use quantum states to establish sliding surfaces. [18][19] S. Chegini and M. Yarahmadi improve this method. [21] However, this article transforms a quantum control problem to a classical control problem with complex mechanics which we will introduce later, and we use the sliding control to deal with the classical control problem based on complex mechanics.

Classical control theory is not easy to strike a balance between rapid system response and robustness, and the parameters of the controlled body are often changed by external disturbances, making it difficult for the design of traditional controllers to meet all conditions. The sliding mode control theory [22] not only makes the system respond faster but also the designed controller has better robustness, because of its better resistance to uncertainty and noise. Its characteristic is that the control gain will switch between different values, and different gains represent different structures, so it is also called a variable structure system (VSS). Sliding mode control consists of three steps:

1. Select the sliding $s(x)$ surface function.
2. The design of the sliding mode controller $u$.
3. Analysis of robustness and stability.

The sliding surface is a curve or curved surface in the phase plane. It must be a once differentiable and contain a balance point. It represents the final state that the control system will reach. In other words, sliding control is the control that drives the system into the sliding surface. Suppose that there is an $n$-order phase plane, there is a sliding surface $s(x) \equiv 0$, and the control process has the following two stages:

1. No matter where the system dynamics are in the phase plane, there is a tendency to move to the sliding surface under the sliding control strategy. That is, the sliding surface $s(x)$ must satisfy $\dot{s} s < 0$, which is called the proximation condition.
2. When the system enters the sliding surface, the sliding control strategy ensures that the system remains on the sliding surface and cannot leave. That is, the sliding surface must satisfy $s(x) = 0$, which is called the sliding condition.

When selecting the sliding surface $s(x) = 0$, the system state space separates into two subspaces $s(x) > 0$ and $s(x) < 0$. When designing a sliding controller, the control input $u$ forces the sliding surface to satisfy the proximation condition and the sliding condition. The corresponding sliding controller has two parts. One part is used in the subspace outside the sliding surface as the switching control $u_{sw}$ so that it satisfies the formula $\dot{s} s < 0$, so the switching logic is

$$ u_{sw} = \begin{cases} u_{sw} & s(x) < 0 \\ u_{sw} & s(x) > 0 \end{cases} $$

(1.1)

The other part is when the system enters the sliding surface, making a balance control $u_{eq}$ such that the condition $s(x) = 0$ is satisfied. The system can enter the equilibrium point without leaving the sliding surface. Therefore, complete control input can be regarded as switching control $u_{sw}$ and balance control $u_{eq}$. This is the design rule of the sliding controller. Figure 1.2 is a schematic diagram of a sliding mode control.

---

**Figure 1.1 The structure of quantum system feedback control**

[Diagram of quantum system feedback control]
In quantum mechanics, the motion of particles is usually described by a probability distribution, but there is no equation of motion used to find the trajectory of the particle, so the period or frequency of the particle’s motion is usually can only be obtained indirectly by experiment, which makes quantum chaotic behavior unable to be defined and analyzed by traditional methods. To solve this problem, we introduced the concept of complex mechanics [23,24,25,26,27] and combined it with quantum mechanics, dividing position and momentum into real and imaginary parts. Since the real world we live in is in the real three-dimensional space, we can’t observe the movement of particles in the complex space. With the bridge constructed by complex mechanics, we can obtain the equation of motion of the particle in the complex space, and further obtain the trajectory of the particle from the equation. From the divergent form of adjacent trajectories, it can present phenomena that are generally invisible in quantum chaos. And the potential energy of qubits introduced by complex mechanics can be used to explain the reason behind the probability distribution of particles.

Complex mechanics is mainly to establish the equivalent relationship between the complex physical quantity $A(q,p)$ in Hamilton mechanics and the corresponding quantum operator in quantum mechanics, where position and momentum $(q,p)$ are defined in the complex space. In this way, quantum mechanics can be re-described by Hamilton’s equation in standard complex variables. The redefined Hamilton equation is different from the classical Hamilton $H_c(q,p,t)$. The classical Hamilton-Jacobi (H-J) equation is

$$\frac{\partial S}{\partial t} + H_c(q,p,t) = 0$$

(1.2)

Where $S_c$ is the classical action function. We can regard the classical H-J equation as the short-wavelength limitation of Schrodinger’s equation [28]

$$i\hbar \frac{\partial \psi}{\partial t} = -\frac{\hbar^2}{2m} \nabla^2 \psi + V\psi$$

(1.3)

Where $\psi$ is the wave function, $\hbar$ is Planck’s constant, and $V$ is the applied potential. Substitute $\psi = \exp ((S)/\hbar)$ and we can get quantum H-J equation

$$\frac{\partial S}{\partial t} + \left[1 - \frac{1}{2m} (\nabla S)^2 + V\right] = \frac{i\hbar}{2m} \nabla^2 S$$

(1.4)

If Keeping the item on RHS, this item can be ignored in the macro world, but in the atomic level micro world, it can’t be ignored. Rewrite Eq. (1.4) as the type of Eq. (1.2):

$$\frac{\partial S}{\partial t} + \left[\frac{1}{2m} (\nabla S)^2 + V - \frac{i\hbar}{2m} \nabla^2 S\right] = \frac{\partial S}{\partial t} + \left[\frac{p^2}{2m} + V + \frac{\hbar}{2m} \nabla \cdot p\right] = 0$$

(1.5)

The revised Hamilton is compatible with Schrödinger’s equation, so we can obtain the desired quantum Hamilton as

$$H(\psi) = \frac{1}{2m} p^2 + V(t,q) + Q(\psi(t,q))$$

(1.6)

The third term of RHS $Q = (\hbar/2mi)\nabla \cdot p$ is defined as the quantum potential, because $p = \nabla S$ and $S = (h/i) \ln \psi$, so $Q$ can be expressed in the form of the wave function:

$$Q(\psi(t,q)) = \frac{\hbar}{2mi} \nabla \cdot p = \frac{\hbar^2}{2mi} \nabla^2 S = -\frac{\hbar^2}{2m} \nabla^2 \ln \psi(t,q)$$

(1.7)

Quantum potential plays an important role in the microscopic size, and after adding the applied potential, it can completely determine the movement path of the particle. After merging the additional potential and quantum potential, a new total potential can be obtained:

$$V_{total}(t,q) = V(t,q) + Q(\psi(t,q))$$

(1.8)

Therefore, the reason why the traditional energy conservation is inconsistent in quantum mechanics is that the term quantum potential is missing, so that the total energy of the particle cannot be accurately described. When we get the total energy of real particles, we can apply Eq. (1.5) to classical mechanics.

In quantum Hamilton, the wave function provides two important physical quantities, namely canonical momentum, which can be determined by the following formula

$$\frac{dq}{dt} = \frac{\partial H(\psi)}{\partial p} = \frac{1}{m} p \cdot q$$

(1.9a)
\[
\frac{dp}{dt} = -\frac{\partial H}{\partial q} = -\frac{\partial}{\partial t}\left[V(t,q) - \frac{\hbar^2}{2m} V^2 \ln \psi(t,q)\right], \quad p = \begin{bmatrix} \end{bmatrix}
\]

(1.10b)

It should be noted that, compared with classical Hamilton, the difference is that the two independent variable solutions of the quantum Hamilton equation are both complex numbers and are uniquely determined by the wave function that dominates the quantum motion.

2. Quantum Harmonic oscillator with Complex Mechanics

For a charged particle in the anisotropic harmonic potential \( V(r) \) with a uniform magnetic field in the \( z \)-direction \( B = Be_z \), its classical Hamilton can be expressed as:

\[
H = \frac{1}{2m}(p - qB)^2 + V(r) \quad p, r = \begin{bmatrix}
\end{bmatrix}
\]

(2.1)

Where \( m \) is the particle mass, \( p \) and \( r \) respectively represent the momentum and position of the particle. The second term of RHS is a three-dimensional simple harmonic potential

\[
V(r) = \frac{m}{2}(\alpha x^2 + \alpha y^2 + \alpha z^2) \quad x, y, z \equiv
\]

(2.2)

For a uniform magnetic field \( B \), the vector potential \( A \) can be obtained as

\[
A = -\frac{B}{2}(y\hat{i} - x\hat{j})
\]

(2.3)

\( i \) and \( j \) are the unit vectors along the axis-\( x \) and axis-\( y \) respectively. The above system is defined by classical mechanics. Because quantum effects are ignored, the physical quantities have not been in complex space and the quantum potential has not been considered. After substituting Eq. (2.2) and Eq. (2.3) into Eq. (2.1), the entire Hamilton can be decomposed into the two-dimensional vertical magnetic field \( H_{xy} \) and the one-dimensional simple harmonic oscillator \( H_z \). That is \( H = H_{xy} + H_z \), where

\[
H_{xy} = \frac{1}{2m}(p_x^2 + p_y^2) + \frac{m\omega_0^2}{2}(x^2 + y^2) + \frac{m}{2}(\alpha x^2 + \alpha y^2)
\]

(2.4)

\[
H_z = \frac{1}{2m}\omega_0^2 z^2 + \frac{m}{2}\alpha z^2
\]

(2.5)

Where \( \omega_0 = -qB/m \) is the cyclotron frequency of the magnetic field. Corresponding to the wave function solution of the time-invariant Schrodinger equation in the three-dimensional quantum system, which can be written as the product of two characteristic functions \( \psi_{xy} \) and \( \psi_z \) respectively.

\[
\hat{H}_{xy} = E_{xy}, \quad \hat{H}_z = E_z
\]

(2.6a)

(2.6b)

According to the normalization operator proposed by Dipple [29]

\[
U = \exp(i\xi\cdot\mathbf{p})\exp(i\eta\cdot\mathbf{r})
\]

(2.7)

It can eliminate the angular momentum \( \omega_0(xp_y - yp_x)/2 \) in Eq. (2.4), and produce a new Hamiltonian, which contains two independent one-dimensional harmonic oscillators.

\[
\hat{H}_z = U^\dagger H_z U = \begin{bmatrix}
\end{bmatrix}
\]

(2.8)

The following conversion relationship is used

\[
\xi = \rho\omega_0 x, \quad \eta = \rho y, \quad p_{x_i} = \eta_{x_i}, \quad p_{y_i} = \eta_{y_i}, \quad M_{x_i} = \mu_{x_i}), \quad M_{y_i} = \mu_{y_i})
\]

\[
\rho_i = \frac{2\beta}{\gamma^2} \left[ \frac{1}{2\beta} + \frac{1}{2\gamma} + \frac{1}{2\beta} \right]
\]

\[
\mu_i = \frac{2\beta}{\gamma^2} \left[ \frac{1}{2\beta} + \frac{1}{2\gamma} + \frac{1}{2\beta} \right]
\]

(2.9)

So the new wave function can be regarded as the product of the respective wave functions of the two simple harmonic oscillators, that is

\[
\psi^\prime_{n_1n_2}(x, y) = \phi_{n_1}(x)\phi_{n_2}(y)
\]

(2.10)

\[
E_{n_1n_2} = \left( n_1 + \frac{1}{2} \right) \hbar\omega_0 x + \left( n_2 + \frac{1}{2} \right) \hbar\omega_0 y
\]

(2.11)

The wave function solution \( \psi_{n_1n_2} \) in Eq. (2.6b) can be obtained by converting the new wave function \( \psi^\prime_{n_1n_2} \) with the normalization operator \( U \).

\[
\psi_{n_1n_2}(x, y) = U\psi^\prime_{n_1n_2}(x, y)
\]

(2.12)

(2.13)

Define the dimensionless variable

\[
\bar{t} = \alpha t, \quad \bar{\tau} = \frac{m\omega_0}{\hbar} x, \quad \bar{\eta} = \frac{m\omega_0}{\hbar} y, \quad \bar{E}_{n_1n_2} = E_{n_1n_2} / (\hbar\omega_0)
\]

And define the following parameters an
\[ a_i = \sqrt{\frac{\rho_i \rho_j \rho_{ij}}{\rho_i \rho_j \rho_{ij} + 1}} \]
\[ b_i = \frac{\sqrt{\rho_i \rho_j \rho_{ij}}}{\rho_i \rho_j \rho_{ij} + 1} \]
\[ a_i = \sqrt{\frac{\rho_i \rho_j \rho_{ij}}{\rho_i \rho_j \rho_{ij} + 1}} \]
\[ b_i = \frac{\sqrt{\rho_i \rho_j \rho_{ij}}}{\rho_i \rho_j \rho_{ij} + 1} \]
\[ c_k(n_i, n_j) = \begin{cases} 2^{2n_i + 1} \binom{n_i}{k} \binom{n_i}{j}^2 D^G (2D^2 - 1)^{k-j} & \text{for } k \leq j \\
\frac{1}{2^{2n_i}} \left( 1 - 1 - 1 - 1 \right) D^G (2D^2 + 1)^{k-j} & \text{otherwise} \end{cases} \]
\[ D = \frac{2^{n_i + 1} \mu \rho \mu_{ij} \rho_{ij}}{\sqrt{\rho_i \rho_j \rho_{ij} + 1}} \quad G = -\text{sign}(1 - y^2) \]
\[ S = \int \ln \psi \, \partial \psi \]
\[ \psi = C_0 \psi_{00} + C_1 \psi_{10} + C_2 \psi_{01} + \ldots \]
\[ \frac{dx}{dt} = \frac{m}{\omega \hbar} \frac{dx}{dt} = \frac{1}{\omega \hbar} p_x = -i \frac{\partial \ln \psi}{\partial x}, \quad x \in \mathbb{C} \]
\[ \frac{dy}{dt} = \frac{m}{\omega \hbar} \frac{dy}{dt} = \frac{1}{\omega \hbar} p_y = -i \frac{\partial \ln \psi}{\partial y}, \quad y \in \mathbb{C} \]
\[ \psi_{00}(x, y) = c_{00}(0, 0) \exp(a_i(y, \beta)x^2 + ia_i(y, \beta)y^2 + a_i(y, \beta)y^2) \]
\[ \frac{dx}{dt} = -i(2a_i(y, \beta)x + ia_i(y, \beta)y), \]
\[ \frac{dy}{dt} = -i(a_i(y, \beta)x + 2a_i(y, \beta)y) \]
\[ \psi_{00}(x, y) = 2\sqrt{2}c_{00}(1, 0)(a_i(y, \beta)x + ib_i(y, \beta)y) \]
\[ \times \exp(a_i(y, \beta)x^2 - ia_i(y, \beta)y^2 - a_i(y, \beta)y^2) \]
\[ \frac{dx}{dt} = -(a_i a_i x^2 + 2ia_i b_i y + ia_i x x - a_i b_i y^2 + a_i), \]
\[ \frac{dy}{dt} = -(a_i a_i x^2 - a_i b_i y + 2a_i a_i x y + 2a_i b_i y^2 + a_i) \]
Figure 2.1 A quasi-periodical trajectory simulated for 1000 seconds in the ground state.

Also assume the parameters $\beta = 0.8, \gamma = 0.4$, if the energy level is increased to the first excited state $\psi_{10}$, the starting position $(\bar{x}, \bar{y}) = (0.4, 0.8)$ is taken, and the trajectory after 3000 seconds of simulation is shown in Figure 2.2.

Figure 2.2 Simulated chaotic trajectory for 3000 seconds in the first excited state

The above figure shows that in the two-dimensional phase space, the eigenstate has obvious chaotic phenomena. The classical chaotic phenomenon generally discussed is to perturb the initial position of the trajectory $x_0^R \rightarrow x_0^R + \delta x_0^R$, test its sensitivity, and observe the degree of divergence of the trajectory. But if the real part is disturbed $\delta x_0^R \equiv 0$, the discussion of classical chaos is meaningless, because for classical dynamic systems, $\delta x_0(t) = \delta x_0(0)e^{\lambda t} \equiv 0, \forall t \geq 0$ the degree of divergence of the representative trajectory is 0, and chaos is impossible. However, for quantum systems, chaotic features may still be discovered without disturbances in the real part. This means that the trajectory may diverge without any disturbance in the initial position. This multipath phenomenon in which multiple trajectories are generated from the same initial position is called strong chaos.

From the perspective of the internal mechanism of multipath behavior, we can infer that strong chaos is mainly caused by the interaction between internal imaginary dynamics and external real dynamics, resulting in an infinite number of trajectories. As shown in Figure 2.3
That is, the initial condition of fixing the real part $x_R(0)$, any imaginary part position $x_I(0)$ can produce a specific trajectory $x_R(t)$. This also implies that the observation space is limited to real numbers. Since the unobservable dynamics of the imaginary part $x_I(0)$ maybe very different, the trajectories start from the same point $x_R(0)$ in the real number phase space, but the differences $x_I(0)$ cause $x_R(t), t > 0$, big differences. Return to the dynamic equation in (2.20), and take the starting positions $(x_R, x_I, y_R, y_I)$ as $(1, 0, 0, 0)$ and $(1, 0.5, 0, 0.5)$ respectively, the trajectory drawn on the and axes in Figure 2.4 seems to start from the same point but presents an irrelevant divergence phenomenon, which is mainly affected by the unobserved disturbance of the imaginary part. Figure 2.5 and Figure 2.6 respectively start from the plane trajectories of the same real part and different imaginary parts. It can be understood that under the action of strong chaos, there will be different trajectory patterns.

![Figure 2.3 Internal mechanism of the multipath phenomenon](image)

Figure 2.3 Internal mechanism of the multipath phenomenon

![Figure 2.4 Trajectory divergence caused by the imaginary initial position disturbance](image)

Figure 2.4 Trajectory divergence caused by the imaginary initial position disturbance
The classical system itself does not dissipate and the physical quantity is conserved. We call it a conserved system, which is equivalent to the Hamilton system. Take the quantum system constructed under quantum Hamilton, the total energy is also conserved. The total energy does not change with time. It is worth thinking about the origin of chaos. According to classical mechanics, the force experienced by particles is governed by an external potential

$$F = -\nabla V$$  \hspace{1cm} (2.23)

When the potential plane distribution is more uniform, the change of the force acting on the particle will be smoother; when the relative potential plane presents a steep undulating distribution, the force will change drastically. The difference from the above is that in the quantum system, we add additional quantum potential \(Q\) to form a total potential \(V_{\text{Total}}\) to replace the original classical potential \(V_{\text{class}}\). The quantum potential \(Q\) can be determined as

$$Q(\psi(x, y, t)) = -\frac{\hbar}{2m} \left( \frac{\partial^2 \ln \psi(x, y, t)}{\partial x^2} + \frac{\partial^2 \ln \psi(x, y, t)}{\partial y^2} \right)$$

After dimensionless, it can be rewritten as

$$\tilde{Q} = \frac{Q}{\hbar \omega} = \frac{1}{2} \left( \frac{\partial^2 \ln \psi(x, y, t)}{\partial x^2} + \frac{\partial^2 \ln \psi(x, y, t)}{\partial y^2} \right)$$  \hspace{1cm} (2.24)

If the simple harmonic oscillator is on a time-invariant and uniform total potential, the periodic trajectory can be expected. Taking the wave function in the ground state \(\psi_{00}\) as an example, it can be seen from Figure 2.1 that the trajectory is composed of multiple periodic interactions, rather than a general single periodic motion, and this phenomenon is caused by the continuous change of the total potential. In quantum Hamiltonian mechanics, because \(\tilde{x}, \tilde{y}\) are complex, the originally time-invariant total potential is complexed, that is, \(V_{\text{Total}}(\tilde{x}_R, \tilde{x}_I, \tilde{y}_R, \tilde{y}_I)\) expanded to be determined by four real variables. In other words, particles moving in a four-dimensional space can be projected onto a two-dimensional real number space. Usually, to analyze the movement of particles on the total potential of the real part, we must fix the imaginary part \(\tilde{x}_I, \tilde{y}_I\) unchanged to see the distribution of the total potential from the real part \(\tilde{x}_R, \tilde{y}_R\). But it is important to note that the total potential of the real part plane will change with the position of the imaginary part of the particle, which also represents the original time-varying potential in the complex space, just like the time-varying potential under the observation of the real number plane.

$$V_{\text{Total}}(\tilde{x}_R, \tilde{x}_I(\tilde{T}), \tilde{y}_R, \tilde{y}_I(\tilde{T})), -\infty \leq \tilde{x}_R, \tilde{y}_R \leq \infty$$  \hspace{1cm} (2.26)

Therefore, the movement of particles in the complex space, due to the immeasurability of the dynamics of the imaginary part, will cause the total potential to change with time. This characteristic can explain why the trajectory exhibits a multi-periodic result.

From the observation of the wave function of the first excited state, take the same \(\beta = 0.8, \gamma = 0.4\) as an example, and assume that the complex number space \(\tilde{x}_I = \tilde{y}_I = 0\) is projected onto the real number plane under the condition of the total potential diagram, as shown in Figure 2.7.
Figure 2.7 When $\dot{x}_1 = \dot{y}_1 = 0$, the real part total potential map in the two-dimensional real number plane

There is a large mountain columnar potential near the origin $(\dot{x}_R = 0, \dot{y}_R = 0)$, which is caused by the quantum potential $Q(\ddot{x}, \ddot{y})$ in the middle area, while the external potential presents a smooth surface on the periphery. Moving particles to these areas with steep potentials, under the obvious strong change of the force, forced to transfer to other completely different directions due to slight disturbances in the current position, an irregular trajectory will arise accordingly. It forms the chaotic phenomenon we have observed; if the particles start from a region far away from the potential of the intermediate cliff, there will be no chaotic behavior.

3. Design and simulation analysis of quantum chaos controller

Now consider two identical nonlinear dynamic systems, one master system to control a slave system. The master system is also called the drive system, which can be defined as

$$\dot{x} = Ax + f(x)$$  \hspace{1cm} (3.1)

Where $x = (x_1, x_2, \ldots, x_n)^T \in \mathbb{R}^n$ is the state vector, and $A$ is a linear coefficient $n \times n$ matrix, $f$ is a nonlinear vector function. The slave system represents the response system and can also be defined as

$$\dot{y} = Ay + f(y) + u(t)$$  \hspace{1cm} (3.2)

$y = (y_1, y_2, \ldots, y_n)^T \in \mathbb{R}^n$ is the state vector with the control input vector $u(t) = (u_1(t), u_2(t), \ldots, u_n(t))^T \in \mathbb{R}^n$. Then, we set that $e = y - x$ is the difference between the state of the slave system and the state vector of the master system. Our goal of chaos synchronization is to design a controller $u(t)$ so that the state vector of the slave system gradually approaches the state vector of the master system, limiting the tracking error $e(t) = (e_1, e_2, \ldots, e_n)^T$ to zero: $\lim_{t \to \infty} ||e(t)|| = 0$. The rate of variation of tracking error can be expressed as

$$\dot{e} = \dot{y} - \dot{x} = Ae + F(x,y) + u(t)$$  \hspace{1cm} (3.3)

Where $F(x,y) = f(y) - f(x)$ is the difference of function in the nonlinear vectors of the two systems. According to the principle of active control, if we choose

$$u(t) = H(t) - F(x,y)$$  \hspace{1cm} (3.4)

We can eliminate the nonlinear function in Eq. (3.3), which can be rewritten as

$$\dot{e} = Ae + H(t)$$  \hspace{1cm} (3.5)

If $H(t)$ is regarded as a function of the tracking error $e$, the dynamics added control can be viewed as a linear system with input $H(t)$. If the feedback control of the closed-loop system can ensure stability, the tracking error can converge to zero. Then, we can construct $H(t)$ from the sliding mode control:

$$H(t) = Kw(t)$$  \hspace{1cm} (3.6)

$K = (k_1, k_2, \ldots, k_n)^T$ is the constant gain vector for adjusting the size of the state, and $w(t)$ is the input met the control gain switching condition, as in (1.1). It can be expressed as

$$w(t) = \begin{cases} w^+(t), & s(e) > 0 \\ w^-(t), & s(e) < 0 \end{cases}$$  \hspace{1cm} (3.7)

$s(e)$ is the sliding surface defined in the space of the error state

$$s(e) = c_1 e_1 + c_2 e_2 + \ldots + c_n = Ce$$  \hspace{1cm} (3.8)

$C = [c_1, c_2, \ldots, c_{n-1}, 1]$ is a real vector, and in the vector $c_1, c_2, \ldots, c_{n-1}$ is exactly the coefficient $\lambda^{n-1} + c_{n-2}\lambda^{n-2} + \ldots + c_1$ in the Hurwitzian series. After combining Eq. (3.5) and Eq. (3.6), the tracking error expression can be obtained:

$$\dot{e} = Ae + Kw(t)$$  \hspace{1cm} (3.9)

First, according to the balance control in the sliding mode, the condition $s(e) = 0$ must be met when the state trajectory falls on, so $\dot{s}(e) = 0$ from the relationship between Eq. (3.8) and Eq. (3.9), we can make

$$\dot{s}(e) = C[Ae + Kw(t)] = 0$$  \hspace{1cm} (3.10)
The above equation can be solved to obtain the balance control $w_{eq}(t)$ as

$$w_{eq}(t) = - (CK)^{-1} CAe$$  \hspace{1cm} (3.11)

With the condition that $(CK)^{-1}$ exist and $(A, K)$ is controllable. Substituting Eq. (3.11) into Eq. (3.9), the state equation in sliding mode is

$$\dot{e} = [I - K(CK)^{-1}C]Ae$$  \hspace{1cm} (3.12)

Secondly, consider the design of switching control. We can design the switching control by the control law of normal number gain as

$$w(t) = -(CK)^{-1}[C(rI + A)e + q \cdot \text{sign}(s)]$$  \hspace{1cm} (3.13)

In a real system, the control signal will be delayed due to the sampling time or the time of calculating the control loop. Therefore, it is impossible to switch the instantaneous time in practice, so that the trajectory of the system must bounce in the minimal space $\epsilon$ on both sides $s > 0, s < 0$ of the sliding mode, causing high-frequency oscillations, which is called the chattering phenomenon. Many methods have been proposed to improve the chattering phenomenon, and we usually use a saturation function $\text{sat}(s)$ to replace $\text{sign}(s)$:

$$w(t) = -(CK)^{-1}[C(rI + A)e + q \cdot \text{sat}(s)]$$  \hspace{1cm} (3.14)

The saturation function can be expressed by the following figure and Eq. (3.16)

![sat(s) function graph](image)

After selecting the control law, to verify the stability of the control system, we use the Lyapunov theorem to perform robust stability analysis. First choose to have a Lyapunov function as follows:

$$V = \frac{1}{2} s^T s$$  \hspace{1cm} (3.17)

The above equation ensures $V > 0$, and then take its derivative with respect to time

$$\dot{V} = s \dot{s} = s \frac{\partial s}{\partial e} \dot{e} = s \dot{e}$$  \hspace{1cm} (3.18)

Substituting Eq. (3.9) (3.15) for Eq. (3.17), we can get

$$\dot{V} = sC[Ae + K(\epsilon(t))] = sC[\dot{e} - K(CK)^{-1}[C(rI + A)e + q \cdot \text{sat}(s)]]$$

$$= -rs^2 - sq \cdot \text{sat}(s)$$  \hspace{1cm} (3.19)

When $e \neq 0$, it can always maintain a negative value and satisfy $\dot{V} = s \dot{s} < 0$. Therefore, the designed sliding mode controller can indeed stabilize the closed-loop system.

Let’s take the model mentioned in section 2 as an example, and use the control mentioned above to achieve synchronization. Rewrite Eq. (2.22) to the following:

$$\begin{bmatrix} \dot{x} \\ \dot{y} \end{bmatrix} = \begin{bmatrix} -2ia_x & a_x \\ a_x & -2ia_y \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix} + \begin{bmatrix} -ia_x \\ a_x x + ib_y y \end{bmatrix}$$

$$\begin{bmatrix} \dot{x} \\ \dot{y} \end{bmatrix} = \begin{bmatrix} -2ia_x & a_x \\ a_x & -2ia_y \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix} + \begin{bmatrix} -ia_x \\ a_x x + ib_y y \end{bmatrix}$$  \hspace{1cm} (3.20)
From complex mechanics, the two complex numbers $\hat{x}, \hat{y}$ are transformed into $\hat{x} = \hat{x}_R + i\hat{x}_I$, $\hat{y} = \hat{y}_R + i\hat{y}_I$ and substituting to Eq. (3.20), which can be extended to the four-dimensional state vector of the real and imaginary parts of the two axes. To distinguish the master system and the slave system, we make the state vector $\hat{x}_R = x_{1R}, \hat{x}_I = x_{1I}, \hat{y}_R = x_{2R}, \hat{y}_I = x_{2I}$ in the master system; the corresponding state vector of the slave system is $\hat{x}_R = y_{1R}, \hat{x}_I = y_{1I}, \hat{y}_R = y_{2R}, \hat{y}_I = y_{2I}$. Then, we can obtain the complete differential equations of the master system and the slave system, Eq. (3.21) (3.22):

$$
\begin{align*}
\frac{dx}{dt} &= \begin{bmatrix}
0 & 2a_1 & a_4 & 0 \\
-2a_1 & 0 & 0 & a_4 \\
0 & a_4 & 2a_1 & 0 \\
-2a_4 & 0 & 0 & a_1
\end{bmatrix} x + f(x_{1R}, x_{1I}, x_{2R}, x_{2I}) \\
\frac{dy}{dt} &= \begin{bmatrix}
0 & 2a_3 & a_4 & 0 \\
-2a_3 & 0 & 0 & a_4 \\
0 & a_4 & 2a_1 & 0 \\
-2a_4 & 0 & 0 & a_1
\end{bmatrix} y + f(y_{1R}, y_{1I}, y_{2R}, y_{2I}) + u(t)
\end{align*}
$$

The right side of the equal sign is a $4 \times 4$ linear matrix $A$ and a nonlinear function $f(x_{1R}, x_{1I}, x_{2R}, x_{2I})$. The non-linear function part can be completely expressed as

$$
\begin{align*}
&= \begin{bmatrix}
-a_1(x_{1R} + x_{1I}) + b_1 x_{1I} - x_{1R} x_{1I} \\
-a_2(x_{1R} + x_{1I}) + b_2 x_{1I} - x_{1R} x_{1I} \\
-a_1(x_{1R} + x_{1I}) + b_1 x_{1I} - x_{1R} x_{1I} \\
-a_2(x_{1R} + x_{1I}) + b_2 x_{1I} - x_{1R} x_{1I}
\end{bmatrix}
\end{align*}
$$

Similarly, the slave system can be additionally described by the following equation:

$$
\begin{align*}
\frac{dy_{1R}}{dt} &= \begin{bmatrix}
0 & 2a_3 & a_4 & 0 \\
-2a_3 & 0 & 0 & a_4 \\
0 & a_4 & 2a_1 & 0 \\
-2a_4 & 0 & 0 & a_1
\end{bmatrix} y_{1R} + f(y_{1R}, y_{1I}, y_{2R}, y_{2I}) + u(t)
\end{align*}
$$

According to the chaotic synchronization principle, the tracking error vector $e$ is composed of the slave system minus the four states of the master system, and the controller $u(t) = Kw(t) - F(x, y)$ can be determined by Eq. (3.4), and the function $F(x, y)$ is $f(y_{1R}, y_{1I}, y_{2R}, y_{2I}) - f(x_{1R}, x_{1I}, x_{2R}, x_{2I})$. Also, the tracking error change rate between the two systems can be obtained from Eq. (3.3)

$$
\frac{de}{dt} = \begin{bmatrix}
0 & 2a_3 & a_4 & 0 \\
-2a_3 & 0 & 0 & a_4 \\
0 & a_4 & 2a_1 & 0 \\
-2a_4 & 0 & 0 & a_1
\end{bmatrix} e + F(x, y) + u(t)
$$

However, for adjusting the $4 \times 1$ input weight vector $K$, the second and fourth parameters should be set to zero, mainly because we cannot observe the dynamics of the projection on the imaginary part, so we cannot exert control outside. Then there is the design problem of sliding surface $s(e) = c_1e_1 + c_2e_2 + c_3e_3 + c_4 = Ce$ in sliding mode. The real coefficients $[c_1, c_2, c_3, 1]$ in the row vector To satisfy the asymptotic stability condition of the Hurwitz criterion, we can judge that the stable condition is from the Routh Table, and the final control signal $w(t)$ is set as in equation (3.15).

Suppose that the goal is to make a quantum system with chaotic phenomena (slave system) track the desired stable period under the same system (master system), under the action of the controller, the tracking error can be returned to zero, and the original chaotic trajectory of the particle can be restored To periodicity, the controlled closed-loop system will also be stable, which is also the core of chaos control in this research. Next, the control simulation is divided into two parts: The first part is the test of different starting positions, discussing the response of the disturbance in the complex space to the control trajectory, and tuning the fixed sliding surface $C = [1, 2, 2, 1]$, weight vector $K = [1, 1, 0.0, 0]$, and controller gain parameters $q = 1, r = 1$. The second part is about the design of the controller parameters, by adjusting the gain value to judge the quality of the controller.

In the following simulation, we discuss the chaotic trajectory caused by different starting positions and control the particles to enter a stable periodic trajectory according to the difference of the chaotic strength. Assuming that the starting positions $[x_{1R}, x_{1I}, y_{1R}, y_{1I}] = [0.4, 0, 0, 4, 0, 1.1, 0.0, 0, 1.1, 0, 1.0]$ are given to the secondary system in sequence, the result is shown in the figure below, and you can see the disorderly trajectory:
The master system needs to generate an external signal to drive the slave system so that the particles tend to a stable periodic trajectory. We take \([x_R, x_I, y_R, y_I] = [2, 0, 0, 0]\) in the master system as the starting position of the state, we want to track. In the simulation results after the controller is applied, Figure 3.3 and Figure 3.4 respectively show the dynamic response of particles in the \(x\) and \(y\) direction. The original three sets of different chaotic trajectories gathered to the periodic trajectory we specified in about 10 seconds, completing the chaos synchronization control. Besides, the tracking error response in Figure 3.5 and Figure 3.6 shows that the error will converge to 0 after a certain time. These results show that chaos control has achieved the expected goal.
From the three groups of trajectories, we selected the group \([1.1,0,1,0]\) with the strongest chaos phenomenon and observed the plane trajectory and input response after control. The result is shown in Figure 3.7. The difference from the irregular trajectory in Figure 3.2, the controlled particles tend to be stable and move regularly, and the control input also presents a smooth curve. Since the saturation function in the controller effectively reduces the chattering phenomenon.

Figure 3.5 Error response of three groups of chaotic trajectories on the x-axis

Figure 3.6 Error response of three groups of chaotic trajectories on the y-axis
Figure 3.7 Control input response and two-dimensional plane trajectory

Figure 3.8 shows the state of the control system moving on the phase plane. The phase plane trajectory curve falls on the sliding surface $s(e) = 0$ within a short response of 1 to 2 seconds, which meets the basic requirements of sliding mode control.

We can also control the same chaotic trajectory to different target trajectories. Considering the chaotic trajectory generated by the starting point [1,1,0,1,0], we want to control it to the periodic target trajectory generated by the three initial points [0,0,0,4,0],[3,0,0,0],[1.5,0,0,8,0] to test its synchronization ability. Figure 3.7 and Figure 3.8 show the dynamic response in the corresponding direction. The solid line is the controlled response (slave system) dynamic, and the dashed line is the target dynamic of the request (master system). Depending on the trajectory selection, the time to reach the synchronization state varies slightly from long to short. Then Figure 3.9 and Figure 3.10 show the tracking error response in each direction. We can see that the error curve will eventually converge to 0 through time.
Figure 3.9 Dynamic response on the x-axis for three control periods

Figure 3.10 Dynamic response on the y-axis for three control periods
Figure 3.11 Error response on the x-axis for three control periods

Figure 3.12 Error response on the y-axis for three control periods

Figure 3.13 shows the three types of periodic target trajectories obtained after chaos control. Regardless of the target trajectory, after the particles are controlled, they can move to a stable periodic trajectory and make regular motions, which is different from the chaotic trajectory before control.
The above-mentioned trajectories are all caused by the disturbance of the initial position of the real part. Here we further discuss the trajectory caused by the disturbance of the imaginary part. Following the discussion of the strong chaotic phenomenon in Section 2, the phenomenon of trajectory divergence caused by the unobservable change of the starting point of the imaginary part has been revealed in Figure 2.2. Applying the same control method to strong chaos control, the dynamic response in Figure 3.14 starts from the same initial point, and the trajectory is synchronized after 12 seconds. Besides, Figure 3.15 shows that the tracking error can also converge to 0 to ensure the convergence of the state. Let’s observe the shape of the trajectory after input response and control in Figure 3.16. Compared with Figure 3.3-3.12, it is obvious that the control input fluctuates greatly and the curve is less smooth. For the plane trajectory, it can smoothly converge to periodicity, which is clearly distinguished in the simulation in Figure 3.16.

Figure 3.13 Respectively control to three types of periodic trajectories (target trajectories)

Figure 3.14 Strong chaotic dynamic response
4. The influence of controller parameter adjustment

When designing the controller, to ensure the establishment of the Lyapunov stability. To demonstrate the unique robustness of the control system, the gain parameters $q$ and $r$ must be greater than zero, simulations were performed under fixed parameters before. The following is to compare the benefits of quantum control from the simulation results by adjusting the size of the parameters.

First of all, we fix the value of $r$, and make the value of $1, 3, 6$ change sequentially, and at the same time take a chaotic trajectory control as an example. The following simulation results show that the trajectory starting from the initial position $[1, 1, 0, 1, 0]$ is synchronized to the trajectory starting from $[2, 0, 2, 0]$. In the error response of Figure 4.1 and Figure 4.2, as the gain parameter $q$ increases, the convergence speed of the tracking error becomes slightly faster.
Figure 4.1 The influence of parameter $q$ changes on the x-axis tracking error

Figure 4.2 The influence of parameter $q$ changes on the y-axis tracking error
Figure 4.3 The influence of parameter $q$ changes on sliding surface function

Figure 4.4 The effect of parameter $q$ changes on x-axis input
Figure 4.5 The effect of parameter $q$ changes on $y$-axis input

Figure 4.3 shows the response of the sliding function with parameters $q$. When the larger $q$ is, the trajectory approaches the sliding surface faster, and the curve processes in an approximate straight line. In Figure 4.4 and Figure 4.5, it can be seen that the control input has become larger and exhibits high-amplitude changes. This result is not unexpected, because the parameter $q$ is mainly to adjust the gain of the switching control, the larger the value, the faster the speed of the state to the sliding surface, causing the chattering phenomenon. Therefore, although the increase $q$ can make the error convergence speed faster, it will also cause excessive energy consumption.

Then, let’s discuss the change of value $r$. Fixing parameters $q$, we use the same changes as 1, 3, and 6. The result of the simulation is similar to that of changing the parameters. In Figure 4.6 and Figure 4.7, the convergence speed of the tracking error tends to become faster in the 2-second response section.

Figure 4.6 The influence of parameter $r$ changes on the $x$-axis tracking error
Figure 4.7 The influence of parameter $r$ changes on the $y$-axis tracking error

Figure 4.8 shows that in the short-term response of the sliding function, as the parameter increases, it approaches the sliding surface earlier. This is compared with Figure 4.3 of the parameter $q$. The difference is that there is no chattering phenomenon, and the curve falls smoothly into the sliding surface. Looking at the input size in Figure 4.9 and Figure 4.10, the input tends to be fastly stable in 5 seconds of response. Comparing Figure 4.4 and Figure 4.5 respectively, there is no high-amplitude oscillation during adjustment $q$. This shows that adjustment $r$ can avoid excessive energy consumption. Overall, adjusting the ratio of the $r$ to $q$ in the controller parameters can achieve better results. In addition to accelerating the convergence speed of the response, it can also reduce the chattering phenomenon in the sliding mode and save energy.

Figure 4.8 The influence of parameter $r$ changes on sliding surface function
5. Verification and discussion

In this section, we apply the chaos analysis method to verify the effectiveness of chaos control. Start with the spectrum analysis and observe the spectrum of three different chaotic trajectories. From these figures, we can understand that the spectrum intensity shows different distributions due to the different strengths of the chaos. When the chaotic phenomenon is more significant, the power intensity distribution is more broaden and more disorderly. As shown in Figure 5.1-5.3.
Figure 5.1 Spectrum analysis of the trajectory starting from the initial position \([0.4 \ 0 \ 0.4 \ 0]\) before being controlled

Figure 5.2 Spectrum analysis of the track starting from the initial position \([1.1 \ 0 \ 0 \ 0]\) before being controlled
If one expects to quantify the difference in the degree of chaos in different chaotic systems, the Lyapunov exponent is the most convincing index. In this article, to ensure that sufficient information can be retrieved from the system, we uniformly select the reconstruction dimension $d = 6$, adjust the time delay window parameter range from 5 to 15, and calculate with the time series of the real axis to obtain uncontrolled chaos measurement at each initial position. From Figure 5.4-5.6, they depict the Lyapunov exponent under different delay time windows in the reconstruction phase space. Each curve in the figure represents the change value under different dimensions, the higher the curve represents the higher the embedded dimension, and also the sequential dimension is $d = 1 \sim 6$. 

Figure 5.3 Spectrum analysis of the trajectory starting from the initial position $[1.1 \ 0 \ 1 \ 0]$ before being controlled

Figure 5.4 Lyapunov exponent = 0.01 at the initial position $[0.4 \ 0.4 \ 0] \text{ before being controlled}$
Figure 5.5 Lyapunov exponent = 0.148 at the initial position \([1.1 \ 0 \ 0 \ 0]\) before being controlled

Figure 5.6 Lyapunov exponent = 0.294 at the initial position \([1.1 \ 0 \ 1 \ 0]\) before being controlled

Taking a closer look at Figure 5.4, we can see that the quantified Lyapunov exponent converges to 0.01, showing weak chaos. Then, the Lyapunov exponent in Figure 5.5 has a higher value 0.148, showing that the dynamic chaotic effect is significant. Lyapunov exponent value 0.294 in Figure 5.6 can be judged that the chaotic effect of this system is more significant. Therefore, the trajectories starting from different starting positions have different chaotic dynamics.

After the controlled quantum trajectory, we also use spectrum analysis and Lyapunov exponent to verify whether the system is controlled. The target trajectory of a given chaos control is still set as the trajectory starting from the initial position \([2.0,2,0]\). The spectrograms of the first three different chaotic trajectories after control are shown from Figure 5.7-5.9. The spectrograms of the controlled system are almost the same, and they all show peaks at two specific vibration frequencies. The irrational value obtained by dividing the two peak frequencies shows that it is a quasi-periodical trajectory, which is very different from the original chaotic trajectory.
Similarly, check Lyapunov exponent. Figure 5.10 shows the change of Lyapunov exponent after the chaotic system is controlled.
Figure 5.10 Change of Lyapunov exponent after each chaotic trajectory is controlled

Comparing Lyapunov exponent in Figure 5.4-5.6, the value read in Figure 5.10 is smaller and approaching zero. This means that the trajectory after control is no longer diverge randomly. This quantitative index provides favorable evidence for the suppression of chaos and also means that the quantum chaos control we designed is indeed feasible. The following table lists the Lyapunov exponent before and after chaos control compiled in section 4.

Table 5.1 Lyapunov exponent before and after 5.2.1 control for Figure 3.3 to 3.7

| Initial position (slave system) | Uncontrolled | Controlled | Initial position (master system) |
|---------------------------------|--------------|------------|----------------------------------|
| [0.4, 0, 0.4, 0]                | 0.01         | 0.0015     | [2, 0, 2, 0]                     |
| [1.1, 0, 0, 0]                  | 0.148        | 0.004      |                                  |
| [1.1, 0, 1, 0]                  | 0.294        | 0.005      |                                  |

Table 5.2 Lyapunov exponent and after 5.2.2 control for Figure 3.9 to 3.13

| Initial position (slave system) | Uncontrolled | Controlled | Initial position (master system) |
|---------------------------------|--------------|------------|----------------------------------|
| [1.1, 0, 1, 0]                  | 0.294        | 0.015      | [0, 0, 4, 0]                     |
|                                 |              | 0.008      | [3, 0, 0, 0]                     |
|                                 |              | 0.0028     | [1.5, 0, 0.8, 0]                 |

Table 5.3 Lyapunov exponent before and after control for Figure 3.14 to 3.16

| Initial position (slave system) | Uncontrolled | Controlled | Initial position (master system) |
|---------------------------------|--------------|------------|----------------------------------|
| [1, 0, 0, 0]                    | 0.2735       | 0.008      | [1, 0.5, 0, 0.5]                 |

6. Conclusion

This research mainly discusses quantum chaos. Taking the two-dimensional charged anisotropic simple harmonic oscillator in a uniform magnetic field as an example. It uses complex mechanics to model the quantum system, and then projects the dynamic variables from the complex space to real numbers. The important phenomena observed can be summarized as follows:

(1) From the chaotic trajectory Figure 2.2, it can indeed be seen that the particles exhibit irregular chaotic motion, and this interpretation of the dynamic trajectory of quantum mechanics can be analyzed using the classical concept of chaos, and the existence of quantum chaos phenomenon can be confirmed by the traditional chaotic analysis method.

(2) The strength of quantum chaos also depends on the initial position of the particle. If the starting position is close to a place where the qubit potential fluctuates sharply, the chaotic phenomenon becomes stronger.

(3) We can set the disturbance of the initial position of the imaginary part in the complex space to explain the origin of the strong chaotic phenomenon.

In the quantum chaos control part, the sliding mode controller is used to control the quantum chaos based on the quantum system model constructed above. After the simulation analysis results, the following key points are integrated:

(1) Under the fixed controller parameters, sequentially test the chaotic trajectories starting from different initial positions in the complex number space. As a result, the original chaotic motion can be turned into a periodic motion, which can be seen from the figure in Sections 3 with its strong effect.

(2) In Section 4, through the convergence speed of the tracking error, and the size of the control input, the influence of the controller parameters on the effectiveness of chaos control is evaluated.
(3) At the end of this article, the section 5, we analyze the change of the frequency band before and after the control and the decrease of Lyapunov exponent, confirming that the quantum chaos control proposed in this paper is indeed feasible.
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