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1 Introduction

Let us consider the stochastic differential equation (SDE)

\[ dX_t = dW_t + (AX_t + F(X_t))dt, \quad X_0 = \eta \]  

in a Hilbert space \( H \), where \( W_t \) is an \( H \)-valued Wiener process with covariance operator \( Q \), having eigenvectors \( \{e_i\}_{i \in \mathbb{N}} \) and eigenvalues \( \{q_i\}_{i \in \mathbb{N}} \), and the corresponding Kolmogorov equation

\[ \partial_t \mu_t = \frac{1}{2} q_i \partial^2_{e_i e_i} \mu_t - \partial_{e_i} (b^i(x) \mu_t), \quad \mu_0 = \text{Law}(\eta) \]

for the distributions \( \mu_t \) of the diffusion process \( X_t \). Here \( b^i = \langle A + F, e_i \rangle \), \( A \) is a linear (possibly unbounded) operator and \( F \) is some function on \( H \). Equations of such a form correspond to stochastic partial differential equations (SPDEs). In typical cases \( A \) is an elliptic differential operator.

It is well-known that if the coefficients of the equation are regular enough and the diffusion matrix is non-degenerate, then the transition probabilities of the finite-dimensional diffusion process have strictly positive densities with respect to Lebesgue measure (see [6]). In the non-degenerate case this property is usually derived from the Harnack inequality or from the Girsanov theorem. Another powerful approach is provided by the seminal result of Strook and Varadhan [21]. In the finite-dimensional case they give a full description of the support of the distribution of the diffusion process

\[ dX_t = \sigma(X_t) \circ dW_t + F(X_t)dt, \quad X_0 = x, \]

where the SDE is written in the form of Stratonovich. Namely, they showed that the support of the distribution of \( X_t \) coincides with the closure in the space of continuous functions of the set of solutions to the appropriate control problem: the Wiener process is replaced by a smooth path – control – and the SDE turns into an ODE in the Hilbert space). More precisely, they showed that \( \text{supp} \, \text{Law}(X_t) = S_t \), where

\[ S_t = \{y_t : u \text{ is piecewise constant and } \dot{y} = \sigma(y_s)u + F(y_s), \quad y_0 = x\}. \]
We emphasize that this result doesn’t require non-degeneracy of the diffusion (and is interesting mostly in the degenerate case).

However, in the infinite-dimensional case the situation is different. First of all, in the infinite-dimensional case there is no Lebesgue measure. Therefore, we consider the following property: the measure of every open set is strictly positive. In the finite-dimensional case this holds in case of existence of a strictly positive density with respect to Lebesgue measure. Even for the best studied class of measures in the infinite-dimensional spaces – Gaussian measures – this property is not quite trivial (see [7, Theorem 3.5.1]). Positivity on open sets is sometimes called irreducibility of the semigroup corresponding to the diffusion process (irreducibility of the generator of the process). Next, there is no exact analogue of Harnack’s inequality in Hilbert spaces (for upper bounds see [8]); the Girsanov theorem is applicable only in very special cases where drifts take values in the Cameron–Martin spaces of the corresponding Wiener processes. Moreover, there are no full analogues of the result of Strook and Varadhan. Hence the following question arises: is the distribution of a non-degenerate diffusion process in a Hilbert space at time $t$ positive on all open sets (at least for processes with bounded drifts)? The answer is positive for linear SDEs of the form

$$dX_t = dW_t + AX_t dt, \quad X_0 = x.$$  

This equation admits an explicit solution that is a Gaussian process. However, in the general case the solution to (1) is not a Gaussian process. It needs not be even absolutely continuous with respect to a Gaussian process.

Despite the fact that this question is of considerable interest for SPDEs, only a few results in this direction are known. For some special equations (such as the stochastic Navier–Stokes equation) this question was studied by diverse methods (see [11,17] and [18]). We also mention the paper [2], where strict positivity in the above sense was established for the invariant measure of the stochastic porous medium equation.

The problem in the general setting was considered in the book [10] for Lipschitz continuous perturbations $F$. The positive result for non-degenerate constant diffusion operators is obtained in [10, Theorem 7.4.2] by methods of the control theory, inspired by the ideas of Strook and Varadhan [21]. However, in this approach it is impossible to drop the assumption of the Lipschitz continuity of $F$.

In this paper we study the question of positivity of the distribution of non-degenerate diffusion processes on open sets with purely probabilistic methods. We consider constant non-degenerate diffusion operators and drifts that are bounded perturbations of linear operators and prove that at every positive time the distribution of such a process is positive on every ellipsoid whose axis are given by the eigenvectors of the diffusion operator. This means that the distribution has full topological support in the weaker topology in which these ellipsoids are balls. The main difference of this result from the above mentioned result in [10] is that we don’t assume that the nonlinear term $F$ is Lipschitz continuous. Instead of this, we assume that the SDE and the corresponding Kolmogorov equation have unique solutions. This is a much milder assumption since typically SDEs with non-degenerate diffusions are more regular than ODEs. Moreover, due to the fast development of the field and new results on well-posedness, this assumption is less and less restrictive. The second difference consists in using purely probabilistic methods without references to the control theory.

Let us proceed to exact statements.

Let $H$ be a separable real Hilbert space with inner product $\langle \cdot, \cdot \rangle$ and norm $\| \cdot \|$. Fix a positive self-adjoint operator $Q: H \to H$ with finite trace and eigenvalues $\{q_j\}_{j \in \mathbb{N}}$. Set

$$\text{tr} Q := \sum_{j=0}^{\infty} q_j < \infty.$$  

We assume that

$$1 = q_1 \geq q_2 \geq \cdots > 0.$$  

We assume that we are given an $H$-valued Wiener process $(W_t, t \in \mathbb{R}_+)$ on some probability space $(\Omega, \mathcal{F}, P)$ with covariance operator $Q$, i.e.

$$\mathbb{E}(W_t, u) \langle W_s, v \rangle = \min\{t, s\} \cdot \langle Qu, v \rangle.$$  

Let $(\mathcal{F}_t, t \geq 0)$ be the filtration generated by this Wiener process. There exist an orthonormal system $\{e_j\}_{j \in \mathbb{N}}$ in $H$ (see [9, Proposition 4.3]) and a countable set of independent one-dimensional standard Wiener
The sets $K, H,$ on ($\mathcal{L}_b$) processes ($\beta_t^j, t \in \mathbb{R}_+$), $j \in \mathbb{N}$ on ($\Omega, \mathcal{F}, \mathbb{P}$) that are ($\mathcal{F}_t, t \geq 0$)-adapted such that

$$W_t = \sum_{j=1}^{\infty} \sqrt{q_j} \beta_t^j e_j,$$

(5)

where the series converges in $L^2$. Define a weighted norm on $H$ by

$$\|x\|_Q := \langle Qx, x \rangle^{1/2} = \left( \sum_{j=1}^{\infty} q_j x_j^2 \right)^{1/2}, \quad x_j := \langle x, e_j \rangle$$

and observe that $\|x\|_Q \leq \|x\|$ for each $x \in H$ due to (4). Given $a \in H$ and $R \in \mathbb{R}_+$, set

$$K_R(a) : = \{ x \in H : \| x - a \|_Q \leq R \}, \quad U_R(a) := \{ x \in H : \| x - a \| \leq R \}$$

The sets $K_R(a)$ will be called ellipsoids and the sets $U_R(a)$ will be called balls. The ellipsoid $K_R(a)$ contains $U_R(a)$, but is not contained in any ball $U_R'(a)$ (contrary to the finite-dimensional case).

Let $\mathcal{B}(H)$ denote the $\sigma$-field of all Borel sets in $H$. Let $\mathcal{P}_\infty(H)$ denote the set of all probability measures on ($H, \mathcal{B}(H)$) with finite moments of all orders. Let $\mathcal{V}_\infty(H)$ denote the set of all $H$-valued random variables with finite moments of all orders. Finally, let $\mathcal{F}_{C_0}^\infty(H)$ denote the class of all functions of the form $\phi(x) = \phi_0(x_1, \ldots, x_m)$ with some $m \in \mathbb{N}$, where $\phi_0$ is an infinitely smooth function with compact support in $\mathbb{R}^m$.

## 2 SDE with a bounded drift

First we consider the case of a bounded drift. This case is not only interesting in itself, but is also a basis for further consideration.

Suppose that an $H$-valued random variable $\eta$ and a function $F : H \rightarrow H$ are given.

On the probability space ($\Omega, \mathcal{F}, \mathbb{P}$) consider the following SDE:

$$dX_t = dW_t + F(X_t)dt, \quad X_0 = \eta.$$  

(6)

An $\mathcal{F}_t$-adapted $H$-valued process $(X_t, t \in \mathbb{R}_+)$ is said to be a strong solution to (6) if $\mathbb{P}$-a.s. for all $t \geq 0$

$$X_t = \eta + W_t + \int_0^t F(X_s)ds,$$  

(7)

where the last integral is a Bochner integral. In the sequel we shall consider the distributions ($\mu_t$)$_{t \geq 0}$ of the process $(X_t, t \in \mathbb{R}_+)$, defined by

$$\mu_t(C) = \mathbb{P}(X_t \in C), \quad C \in \mathcal{B}(H).$$

To the diffusion process (6) we associate the Cauchy problem for its distributions

$$\partial_t \mu_t = \frac{1}{2} \sum_j q_j \partial_{e_j e_j} \mu_t - \partial_{e_i} (b^i(x) \mu_t), \quad \mu_0 = \nu = \text{Law}(\eta),$$

(8)

where $b^i = (F, e_i)$. Throughout the paper we assume that summation over all repeated indices is taken. A family of probability measures ($\mu_t$)$_{t \geq 0}$ is said to be a solution to (8) if the identity

$$\int \phi(x) d\mu_t - \int \phi(x) d\nu = \int_0^t \int \mathcal{L} \phi(x) d\mu_s ds,$$

where

$$\mathcal{L} \phi = \sum_{i=0}^{\infty} \frac{1}{2} q_i \partial_{e_i e_i} \phi + \sum_{i=0}^{\infty} b^i \partial_{e_i} \phi,$$
holds for all \( t \geq 0 \) and all test functions \( \phi \in \mathcal{F}_{0}^{\infty}(H) \).

Further we assume that

(i) \( \eta \) is independent of \((W_{t}, t \in \mathbb{R}_{+})\) and \( \eta \in \mathcal{V}_{\infty}(H) \);

(ii) the function \( F \) is bounded, i.e.

\[
\sup_{x \in H} \| F(x) \| = F_{*} < +\infty.
\]

(iii) The equation (5) has a strong solution \( X_{t}, t \geq 0 \) and \( X_{t} \in \mathcal{V}_{\infty}(H) \) for each \( t \geq 0 \). The problem (8) has a unique probability solution.

Under assumption (iii) the distributions of the process \( X_{t} \) solve the Cauchy problem (8) (see [9, Section 14.2.2]). This one-to-one correspondence between equations enables us to switch between probability representations and measures whenever it is convenient.

**Theorem 2.1.** Assume (i), (ii) and (iii) hold. Then, for any initial condition \( \eta \in \mathcal{V}_{\infty}(H) \) and for every \( T > 0 \), the solution to (8) is strictly positive on every ellipsoid \( K_{R}(a) \):

\[
\mu_{T}(K_{R}(a)) > 0, \text{ or, equivalently, } P(X_{T} \in K_{R}(a)) > 0.
\]

**Remark 2.1.** Equation (8) is meaningful for any nonnegative finite Borel initial measure \( \nu \), and then the solution is a finite nonnegative Borel measure and preserves the total mass \( \nu(H) \) of the space. Hence the result of Theorem 2.1 is valid for the Cauchy problem (8) with any finite nonnegative Borel initial measure \( \nu \).

**Remark 2.2.** As it can be seen from the proof, in (iii) instead of existence of a strong solution it suffices to assume only existence of a weak solution which possesses the Markov property. In regular finite-dimensional cases existence of a weak solution, together with uniqueness of distribution, ensures [15] that it is a Markov process on its probability basis. Moreover, existence of weak solution is closely related to the solvability of the corresponding martingale problem, which, in its turn, is connected to the well-posedness of the Kolmogorov equation. However, the author doesn’t know any precise analogues of these results in the infinite-dimensional setting. To the author’s knowledge, similar results are proved under additional assumptions like m-dissipativity of the drift or for equations with initial data from a particular class (for example, see [3]).

**Proof.** We split the proof into several steps.

1. We prove that for each ellipsoid \( K_{R}(a) \), each initial distribution \( \nu \in \mathcal{P}_{\infty}(H) \) and each \( T > 0 \), there exists a time \( t_{0} \in (0, T] \) such that at \( t_{0} \) the solution to the Cauchy problem (8) is strictly positive on \( K_{R}(a) \):

\[
\mu_{t_{0}}(K_{R}(a)) = P(X_{t_{0}} \in K_{R}(a)) > 0.
\] (9)

2. We prove that, for each ellipsoid \( K_{R}(a) \), there exists \( \tau = \tau(R) > 0 \) such that for any initial distribution \( \nu \in \mathcal{P}_{\infty}(H) \) one has

\[
\mu_{t}(K_{R}(a)) = P(X_{t} \in K_{R}(a)) > 0 \quad \forall t \in (0, \tau].
\]

3. We prove the assertion of the theorem, i.e., that

\[
\mu_{t}(K_{R}(a)) = P(X_{t} \in K_{R}(a)) > 0 \quad \forall t > 0.
\]

**Step 1.** First, let us show that for each initial measure \( \nu \in \mathcal{P}_{\infty}(H) \) that is not Dirac’s measure at zero and for each \( T > 0 \), there exists \( t_{0} \in (0, T] \) such that \( \mu_{t_{0}}(K_{R}) > 0 \). It suffices to prove this assertion for initial measures with supp \( \nu \subset U_{N} \setminus K_{\delta} \) for some \( N > \delta > 0 \). Indeed, assume that (8) holds for every initial measure supported in \( U_{N} \setminus K_{\delta} \). The continuity of \( \nu \) at zero yields that there is \( \delta > 0 \) such that \( \nu(H \setminus K_{\delta}) > 0 \). Since

\[
U_{N} \subset U_{N+1} \quad \text{and} \quad \bigcup_{N=1}^{\infty} U_{N} = H,
\]

there is an index \( N_{0} \) such that \( \nu(U_{N_{0}} \setminus K_{\delta}) > 0 \). Define measures \( \nu_{0} \) and \( \nu^{\perp} \) by

\[
\nu_{0}(E) = \nu(E \cap (U_{N_{0}} \setminus K_{\delta})), \quad \nu^{\perp}(E) = \nu(E \setminus (U_{N_{0}} \setminus K_{\delta})).
\]
Then $\nu = \nu_0 + \nu^\perp$. Observe that equation (8) is linear in measure, hence $\mu_t = \mu_0^t + \mu_\perp^t$, where $\mu_0^t, \mu_\perp^t$ are solutions to (8) with initial measures $\nu_0$ and $\nu^\perp$, respectively. By Remark 2.1 (9) holds for the family $(\mu_0^t)_{t \geq 0}$ with some $t_0 \in (0, T]$, thus

$$\mu_{t_0}(K_R) = \mu_0^t(K_R) + \mu_\perp^t(K_R) \geq \mu_0^t(K_R) > 0.$$  

Hence we can assume from the very beginning that the initial measure $\nu$ satisfies the condition

$$\text{supp } \nu \subset U_N \setminus K_\delta \text{ for some } N > \delta > 0.$$  

In particular, $\nu$ can be an atomic measure outside zero. Fix $K_R = K_R(0)$ and $T > 0$. Let $\eta$ be an $H$-valued random variable independent of $(W_t, t \in \mathbb{R}_+)$ such that $\text{Law}(\eta) = \nu$.

Let us show that there exists $t_0 \in (0, T]$ such that $\mu_{t_0}(K_R) > 0$. We argue by contradiction. Suppose that this is false and $\mu_t(K_R) = 0$ for all $t \in (0, T]$. Without loss of generality we can assume that $R < \delta$ and $\mu_t(K_R) = 0$ for all $t \in [0, T]$. In particular, this means that $\mathbb{P}$-a.s. $\|X_t\| \geq \|X_t\|_Q \geq R$ for all $t \in [0, T]$.

Consider the one-dimensional stochastic process $\zeta_t = \|X_t\|^2$. It is a smooth function of the diffusion process (7) and its Itô’s differential can be computed by using Itô’s formula for $H$-valued processes (see [9, Theorem 4.32]):

$$d\zeta_t = 2\langle X_t, dW_t \rangle + 2\langle X_t, F(X_t) \rangle + \text{tr } Q dt, \quad \zeta_0 = \|\eta\|^2.$$  

In order to simplify the first term in the differential, we observe that the one-dimensional stochastic process $w = (w_t, t \geq 0)$ is given by

$$w_t = \int_0^t \frac{\langle X_s, dW_s \rangle}{\|X_s\|_Q}$$  

is a continuous square-integrable $\mathcal{F}_t$-martingale and (see [9, Theorem 4.27]) its quadratic variation equals

$$\langle w_t \rangle = \int_0^t \Phi_s ds,$$  

where

$$\Phi_s = \left( \frac{X_s}{\|X_s\|_Q} Q^{1/2} \right) \left( \frac{X_s}{\|X_s\|_Q} Q^{1/2} \right)^* = \frac{1}{\|X_s\|_Q} (X_s Q^{1/2}) (X_s Q^{1/2})^* = \|X_s\|_Q^2 = 1.$$  

Hence $\langle w_t \rangle = t$. Lévy’s characterization of the Brownian motion (see [13, Chapter 3, Theorem 3.16]) yields that $w$ is an $\mathcal{F}_t$-adapted Wiener process. Thus,

$$\zeta_t = \zeta_0 + \int_0^t v(\omega, s) dw_s + \int_0^t c(\omega, s) ds,$$  

where $v(\omega, t) := 2\|X_t\|_Q$, $c(\omega, t) := 2\langle X_t, F(X_t) \rangle + \text{tr } Q$. (10)

Observe that $v(\omega, t)$ is also a progressively measurable ($\mathcal{F}_t$-adapted) process. Since

$$c(\omega, t) \leq \text{tr } Q + \zeta_t + \|F\|_{\infty}^2 =: \lambda + \zeta_t,$$  

by the assumption $\zeta_0 \leq N^2$ we have

$$\zeta_t \leq \zeta_0 + \int_0^t v(\omega, s) dw_s + \int_0^t (\lambda + \zeta_s) ds \leq (N^2 + T\lambda) + \int_0^t v(\omega, s) dw_s + \int_0^t \zeta_s ds.$$  

(11)

Letting

$$\Psi_t := (N^2 + T\lambda) + \int_0^t v(\omega, s) dw_s,$$  

we obtain

$$\zeta_t \leq \Psi_t + \int_0^t \zeta_s ds.$$  

(12)
Multiplying by $e^{-t}$, we obtain
\[
\frac{d}{dt}(e^{-t} \cdot \int_0^t \zeta_s ds) \leq e^{-t} \Psi_t, \quad \text{hence} \quad \int_0^t \zeta_s ds \leq \int_0^t e^{-t-s} \Psi_s ds.
\]
Plugging this estimate into (11), we arrive at
\[
0 \leq \zeta_t \leq \Psi_t + \int_0^t e^{-t-s} \Psi_s ds \leq C(N, T) + \int_0^t v(\omega, s) dw_s + \int_0^t e^{-t-s} \int_0^s v(\omega, r) dw_r ds,
\]
where $C(N, T) := (N^2 + T\lambda)(1 + Te^T) > 0$. Next, by the integration by parts formula (see [19, Ex. 4.3]), we have
\[
\int_0^t e^{-s} \int_0^s v(\omega, r) dw_r ds = e^t \left(-e^{-t} \int_0^t v(\omega, r) dr\right) + e^t \int_0^t e^{-s} d \int_0^s v(\omega, r) dw_r
\]
\[
= -\int_0^t v(\omega, r) dr + e^t \int_0^t e^{-s} v(\omega, s) ds,
\]
\[
\text{hence } (13) \text{ implies that for } t \in [0, T]
\]
\[
\int_0^t e^{-s} v(\omega, s) ds \geq -C(N, T) \cdot e^{-t} \geq -C(N, T).
\]
By our assumption $v \geq 2R$. Fix an arbitrary $t^* \in (0, t)$. Define a random change of time
\[
z_t := \int_0^t e^{-2s} v^2(\omega, s) ds \geq t \cdot (2R)^2 e^{-2t}.
\]
For each $\gamma \geq 0$, set $\tau_\gamma := \inf\{s \geq 0 : z_s = \gamma\}$. The paths of the process $z_t$ are continuous and the process is bounded from below according to (13), hence $\tau_\gamma$ is a stopping time with respect to the filtration $(F_t, t \geq 0)$. Moreover, $\mathbb{P}(\tau_\gamma < +\infty) = 1$ and $\tau_\gamma < t^*$ for each $\gamma < t^* \cdot (2R)^2 e^{-2T}$ with $\mathbb{P}$-probability 1. The change of time theorem ([12, Chapter 1, Par. 4, Theorem 3]) implies that the stochastic process $y = (y_\gamma, \gamma \geq 0)$ given by
\[
y_\gamma := \int_0^{\tau_\gamma} e^{-s} v(\omega, s) dw_s
\]
is a Wiener process with respect to the filtration $(F_{\tau_\gamma}, \gamma \geq 0)$. In particular, the random variable $y_\gamma$ has a strictly positive distribution density on the real line. On the other hand, $\int_0^t e^{-s} v(\omega, s) dw_s$ is an $F_t$-martingale. It is well-known (see, for example, [22, Paragraph 7.2, Microtheorem 3]) that the martingale property holds not only for deterministic times, but also for bounded stopping times: $\mathbb{P}$-a.s. one has
\[
y_\gamma = \int_0^{\tau_\gamma} e^{-s} v_s dw_s = \int_0^{\tau_\gamma \land t} e^{-s} v_s dw_s = \mathbb{E}\left(\int_0^t e^{-s} v_s dw_s | F_{\tau_\gamma}\right) \geq -C(N, T),
\]
since $\tau_\gamma < t^* < t$. This contradiction means that there exists $t_0 \in (0, T]$ such that $\mu_{t_0}(K_R) > 0$.

Let us now proceed to non-centered ellipsoids. Fix $K_R(a)$ with a center $a \in H$. Let us show that there is $t_0 \in (0, T]$ such that the solution to (8) is positive on $K_R(a)$ for very initial measure $\nu \neq \delta_a$. Fix $\nu \neq \delta_a$.

Consider the shift $L^a : H \to H$ defined by
\[
L^a x = x + a.
\]
We recall that the image of a measure $\rho$ under the mapping $L^a$ is the measure $L^a_* \rho$ defined by $L^a_* \rho(E) = \rho(L^a(E))$ for each measurable set $E \subset H$. Then it follows from the definition that $L^a(K_R) = K_R(a)$ and the measures $\sigma_t = L^a_* \mu_t$ satisfy the equation
\[
\partial_t \sigma_t = \frac{1}{2} \eta \partial^2_t \sigma_t - \partial_{\nu}(b^t(x-a)\sigma_t), \quad \sigma_0 = L^a_* \nu \neq \delta_0.
\]
where \( b^i(\cdot - a) = \langle F(\cdot - a), e_i \rangle \). The drift term \( F(\cdot - a) \). Therefore, by the assertion for centered balls proved above in the case \( \sigma_0 \neq \delta_0 \), there exists \( t_0 \in (0, T] \) such that

\[
\mu_{t_0}(K_R(a)) = \mu_{t_0}(L^a(K_R)) \overset{def}{=} L^a_* \mu_{t_0}(K_R) > 0.
\]

To complete the proof of this step, we consider \( K_R(a) \) and \( \nu = \delta_a \). Note that for \( \varepsilon > 0 \) small enough

\[
K_{R/2}(a + \varepsilon) \subset K_R(a), \quad \varepsilon = \varepsilon \cdot e_1 \in H.
\]

Indeed, if \((x_1 - a_1 - \varepsilon)^2 + \sum_{j=2}^{\infty} q_j(x_j - a_j)^2 \leq R^2/4\), then

\[
\sum_{j=1}^{\infty} q_j(x_j - a_j)^2 \leq 2(x_1 - a_1 - \varepsilon)^2 + 2\varepsilon^2 + \sum_{j=2}^{\infty} q_j(x_j - a_j)^2 \leq R^2/2 + 2\varepsilon^2 \leq R^2
\]

for \( \varepsilon^2 \leq R^2/4 \). But \((1)\) has already been proved for \( K_{R/2}(a + \varepsilon) \) and \( \nu = \delta_a \), i.e. \( \mu_{t_0}(K_{R/2}(a + \varepsilon)) > 0 \) for some \( t_0 \in (0, T] \). By additivity \( \mu_{t_0}(K_R(a)) \geq \mu_{t_0}(K_{R/2}(a + \varepsilon)) > 0 \).

**Step 2.** Let us prove that for every ellipsoid \( K_R(a) \), there exists \( \tau = \tau(R) > 0 \), depending only on \( R \) and sup-norm of \( F \), such that for any initial distribution \( \nu \in \mathcal{P}_\infty(H) \) one has

\[
\mathbb{P}(X_t \in K_R) > 0 \quad \text{for all} \ t \in (0, \tau(R)],
\]

where \( X_t \) solves \((\tau)\).

The idea of the proof is quite simple: if the process with any initial distribution at some time \( t_0 \) hits a small ellipsoid with positive probability, then with positive probability it stays in a larger ellipsoid during some time, and this time is determined by the parameters of the ellipsoid. But it has already been proven that during every small interval of time the process \( X_t \) hits every fixed ellipsoid (with positive probability) at least once. The combination of these facts yields the assertion of Step 2. Let us proceed to rigorous proofs.

Fix \( X_0 \in \mathcal{V}_\infty(H) \) and \( K_R(a) \). Set

\[
\tau(R) := R \cdot \left(6 \cdot (1 + \sup_{x \in H} \|F(x)\|_Q)\right)^{-1}.
\]

**Lemma 2.1.** Assume that \( \text{supp} \nu \subset K_{R/2}(a) \). Then

\[
\mathbb{P}(X_t \in K_R(a)) > 0 \quad \text{for all} \ t \in (0, \tau(R)].
\]

**Proof of Lemma 2.1** Recall that

\[
X_t = X_0 + W_t + \int_0^t F(X_s)ds.
\]

Obviously, it suffices to show that for all \( t \in (0, \tau(R)] \)

\[
\mathbb{P}\left(\|X_t - X_0\|_Q > R/2\right) < 1.
\]

This follows from the properties of \( H \)-valued Wiener processes and the definition of \( \tau(R) \). Indeed,

\[
\mathbb{P}\left(\|X_t - X_0\|_Q > R/2\right) = \mathbb{P}\left(\|W_t + \int_0^t F(X_s)ds\|_Q > R/2\right)
\]

\[
\leq \mathbb{P}\left(\|W_t\|_Q > \frac{R}{4}\right) + \mathbb{P}\left(\left\|\int_0^t F(X_s)ds\right\|_Q > \frac{R}{4}\right). \tag{17}
\]

By the properties of the Bochner integral and the definition of \( \tau(R) \) we have

\[
\left\|\int_0^t F(X_s)ds\right\|_Q \leq \int_0^t \|F(X_s)\|_Qds \leq \tau(R) \cdot \sup_{x \in H} \|F(x)\|_Q \leq \frac{R}{6} < \frac{R}{4}.
\]
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i.e. the second probability on the right-hand side of (17) equals zero. Hence
\[ \mathbb{P}(\|X_t - X_0\|_Q > \frac{R}{2}) \leq \mathbb{P}(\|W_t\|_Q > \frac{R}{4}) \leq \mathbb{P}(\|W_t\| > \frac{R}{4}). \]
The distribution of \( W_t \) at time \( t \) is a centered \( H \)-valued Gaussian random variable with variance \( t \cdot Q \). By [17, Theorem 3.5.1] the probability on the right-hand side of the last inequality is strictly less than 1. This completes the proof of Lemma 2.1.

Let us return to the proof of Step 2. Fix \( \delta \in (0, \tau(R)) \). According to Step 1 there exists a time \( t_0 \in (0, \delta) \) such that \( \mu_{t_0}(K_{R/2}(a)) > 0 \). By the Markov property
\[ X_t = X_{t_0} + W_t^1 + \int_{t_0}^t F(X_s)ds, \quad t \geq t_0 \]
where \( W^1 = (W_t - W_{t_0}, t \geq t_0) \) is also a \( Q \)-Wiener process. By our choice of \( t_0 \) we have
\[ \mathbb{P}(X_{t_0} \in K_{R/2}(a)) = \mu_{t_0}(K_{R/2}(a)) > 0. \]
Arguing similarly to Step 1 and applying Lemma 2.1 we obtain
\[ \mathbb{P}(X_t \in K_R(a)) = \mu_t(K_R(a)) > 0 \quad \forall t \in [t_0, t_0 + \tau(R)]. \]
In particular, this holds for all \( t \in [\delta, \tau(R)] \), but \( \delta \) is an arbitrary number in \( (0, \tau(R)) \), hence
\[ \mathbb{P}(X_t \in K_R(a)) = \mu_t(K_R(a)) > 0 \quad \text{for all } t \in (0, \tau(R)). \quad (18) \]

**Step 3.** Fix an arbitrary time \( M \). Split the interval \([0, M]\) into \( n := [M/\tau(R)] \) parts, where \( \tau(R) \) is defined by (16):
\[ [0, M] = \bigcup_{i=0}^{n-1} [s_i, s_{i+1}], \quad s_j = j \cdot \tau(R), \quad j = 0, \ldots, n-1, \quad s_n = M. \]
By the previous step, for any initial data \( \eta \in V_\infty(H) \), the assertion of Theorem 2.1 holds on \([0, \tau(R)] = [s_0, s_1] \), i.e. (18). Similarly to the Step 2, we have
\[ X_t = X_{s_1} + W_t^2 + \int_{s_1}^t F(X_s)ds, \quad t \geq s_1. \]
Application of the result of Step 2 gives that \( \mathbb{P}(X_t \in K_R(a)) = \mu_t(K_R(a)) > 0 \) for \( t \in (s_1, s_2) \). By induction we get
\[ \mu_t(K_R(a)) > 0 \quad \text{for all } t \in (0, M). \]
This completes the proof of Theorem 2.1.

**Remark 2.3.** If \( u(\omega, t) = e^{-t}v(\omega, t) \) is not separated from zero, then, generally speaking, (14) does not yield a contradiction. This can be shown by a simple example (suggested by A.A. Novikov). Consider \( u(\omega, t) = \exp\{w_t - t/2\} > 0 \) \( \mathbb{P} \)-a.s., where \( w_t \) is a standard Wiener process on the real line. Obviously, there is no positive \( R \) such that \( \mathbb{P} \)-a.s. \( u(\omega, s) \geq R \). Itô’s formula implies
\[ u(\omega, t) = 1 + \int_0^t u(\omega, s)dw_s > 0, \quad \text{hence} \quad \int_0^t u(\omega, s)dw_s > -1 \quad \mathbb{P} \)-a.s.

**Remark 2.4.** The assumption (iii) is fulfilled, for example, if \( F \) is Lipschitz continuous. Equation (11) has a unique strong solution \( X_t, t \geq 0 \) due to [19, Theorem 7.2] and \( X_t \in V_\infty(H) \) for each \( t \geq 0 \). The problem (8) has a unique probability solution by virtue of [5, Theorem 1] and [4, Theorem 2.1]. However, Theorem 2.1 is in a sense stronger than [10, Theorem 7.4.2], mentioned in the Introduction, where irreducibility of the corresponding semigroup is demonstrated, because it does not require any continuity of the nonlinear perturbation.
3 SDE with unbounded drift

We now proceed to the general case – SDE (1) with an unbounded self-adjoint negative linear operator $A$:

$$dX_t = dW_t + (AX_t + F(X_t))dt, \quad X_0 = \eta. \quad (19)$$

Here, as above, $(W_t, t \in \mathbb{R}_+)$ is a $Q$-Wiener process on $(\Omega, \mathcal{F}, P)$ with the natural filtration $(\mathcal{F}_t, t \geq 0)$. Set $B(x) = Ax + F(x)$.

Let us now recall the concept of variational solution (see [20]).

Consider the Banach space $V := D((-A)^{1/2})$ equipped with the graph norm of $(-A)^{1/2}$ and its dual space $V^*$. Then $(V, H, V^*)$ is a Gelfand triple, i.e. $V \subset H \subset V^*$ and the embeddings are continuous and dense. Let us consider the Friedrichs extension $A_1$ of $A$. Then $A_1 : V \to V^*$ and $A_1$ is also a densely defined negative self-adjoint operator (see, for example, [14, Theorem 2.23]). Set $B_1(\cdot) := A_1 + F(\cdot) : V \to V^*$. For notational simplicity, further we omit indices, and $A$ will denote not only the operator, but also its Friedrichs extension, and also $B(\cdot) = A + F(\cdot)$.

A continuous $H$-valued $\mathcal{F}_t$-adapted process $X = (X_t, t \in [0, T])$ is called a variational solution to (19) if for its $dt \times \mathbb{P}$-equivalence class $\tilde{X}$ with some $\alpha \geq 1$ we have $\tilde{X} \in L^\alpha([0, T] \times \Omega, dt \times \mathbb{P}; V) \cap L^2([0, T] \times \Omega, dt \times \mathbb{P}; H)$ and $\mathbb{P}$-a.s.

$$X_t = \eta + W_t + \int_0^t B(\tilde{X}_s)ds, \quad t \in [0, T], \quad (20)$$

where $\tilde{X}$ is any $\mathcal{F}_t$-adapted $V$-valued $dt \times \mathbb{P}$-version of $\tilde{X}$. Moreover, the integrand in (20) is automatically $H$-valued (see, for example, [20, Remark 4.2.2]). Below we set $\alpha = 2$.

Along with assumptions (i) and (ii) from the previous section, we shall need the following assumptions:

(iii') The problem (8) has a unique probability solution. The equation (19) has a variational solution (see [16]) and

$$\mathbb{E} \sup_{t \in [0, T]} \|X_t\|^2 < +\infty. \quad (21)$$

(iv) The domain $D(A) \subset H$ of the linear operator $A$ is dense in $H$ and $A$ is self-adjoint and negative (i.e. $\langle Ax, x \rangle \leq -\varepsilon \|x\|^2$ for some $\varepsilon > 0$ and all $x \in H$).

The Hille–Yosida theorem (see, for example, [11, Theorem 2.6]) states that any linear operator $A$ with properties (iv) generates a contracting strongly continuous semigroup $S_t, t \in \mathbb{R}_+$ of linear transformations of $H$.

A continuous $\mathcal{F}_t$-adapted $H$-valued process $X = (X_t, t \in [0, T])$ is said to be a mild solution to (19) (see, for example, [9, 20]) if $\mathbb{P}$-a.s. for all $t \in [0, T]$ one has

$$X_t = S_t\eta + \int_0^t S_{t-s}I dW_s + \int_0^t S_{t-s}F(X_s)ds. \quad (22)$$

Here $I$ is the identity operator on $H$; the last integration is in Bochner’s sense.

The distributions of the process $X_t$ solve (8) with $b_t = \langle B, \epsilon_t \rangle$ (see [9, Section 14.2.2]). As above, this one-to-one correspondence enables us to consider measures in placed of processes and vice versa, whenever this is convenient.

The main result of this section is the following theorem.

**Theorem 3.1.** Assume that (i), (ii), (iii') and (iv) hold. Then, for any initial condition $\eta \in \mathcal{V}_\infty(H)$ and for every $t \in (0, T]$, the solution to (8) is strictly positive on each ellipsoid $K_R(a)$:

$$\mu_t(K_R(a)) > 0, \text{ or, equivalently, } \mathbb{P}(X_t \in K_R(a)) > 0.$$  

**Proof.** The proof mainly repeats the proof of Theorem 2.1. We consider only the steps affected by the addition of the linear term.
Arguing similarly to Step 1 of the proof of Theorem 2.1 and applying Itô’s formula for variational solutions (see [20, Theorem 4.2.5]), we obtain the following expression for the process $\zeta_t = \|X_t\|^2$:

$$
\zeta_t = \zeta_0 + \int_0^t 2\|X_s\|Qdw_s + \int_0^t (2\langle X_s, F(X_s) \rangle + \text{tr} Q + 2\langle AX_s, X_s \rangle)ds
$$

$$
\leq \zeta_0 + \int_0^t 2\|X_s\|Qdw_s + \int_0^t (2\langle X_s, F(X_s) \rangle + \text{tr} Q)ds.
$$

where we used the estimate $\langle Ax, x \rangle \leq 0$. Similarly to the derivation of the bound (14), we obtain

$$
\int_0^t e^{-s}v(\omega, s)dw_s \geq -C, \quad v(\omega, s) := 2\|X_s\|Q.
$$

Step 1 is completed in exactly the same way as in proof of Theorem 2.1. Next, we observe that the structure of the drift term in the proof of Theorem 2.1 has only been used in Lemma 2.1 Therefore, to complete the proof of Theorem 3.1 it suffices to prove an analogue of Lemma 2.1 in the case $A \neq 0$. Fix $X_0 \in \mathcal{V}_\infty(H)$ and $K_R(a)$. Let $\nu = \text{Law}(X_0)$. Set

$$
\tau(R) := R \cdot (6 \cdot (1 + \sup_{x \in H} \|F(x)\|))^{-1}.
$$

**Lemma 3.1.** Suppose that $X_0$ is independent of $(W_t, t \in \mathbb{R}_+)$ and supp$\nu \subset K_{R/2}(a)$. Then

$$
\mathbb{P}\left(X_t \in K_R(a)\right) > 0 \quad \text{for all } t \in (0, \tau(R)].
$$

**Proof of Lemma 3.1.** Note that the variational solution $X_t$ is also a mild solution to (1) (see [20, F.0.5, F.0.6]), i.e.

$$
X_t = S_tX_0 + \int_0^t S_{t-s}I\,dW_s + \int_0^t S_{t-s}F(X_s)ds.
$$

Clearly, it suffices to prove that for all $t \in (0, \tau(R)]$

$$
\mathbb{P}(\|X_t - X_0\| > R/2) < 1, \quad \text{if} \quad \text{Law}(X_0) = \nu.
$$

We have

$$
\mathbb{P}\left(\|X_t - X_0\| > \frac{R}{2}\right) \leq \mathbb{P}\left(\left\| (S_t - I)X_0 + \int_0^t S_{t-s}I\,dW_s \right\| > \frac{R}{4}\right)
$$

$$
+ \mathbb{P}\left(\left\| \int_0^t S_{t-s}F(X_s)ds \right\| > \frac{R}{4}\right). \quad (24)
$$

Since the semigroup $S_t$ is contracting,

$$
\left\| \int_0^t S_{t-s}F(X_s)ds \right\| \leq \int_0^t \left\| S_{t-s}F(X_s) \right\| ds \leq \int_0^t \|S_{t-s}F(X_s)\|ds \leq \tau(R) \cdot \sup_{x \in H} \|F(x)\| < \frac{R}{4},
$$

i.e. the second probability on the right-hand side of (24) is zero. Thus,

$$
\mathbb{P}\left(\|X_t - X_0\| > \frac{R}{2}\right) \leq \mathbb{P}\left(\left\| (S_t - I)X_0 + \int_0^t S_{t-s}I\,dW_s \right\| > \frac{R}{4}\right)
$$

$$
\leq \mathbb{P}\left(\left\| (S_t - I)X_0 + \int_0^t S_{t-s}I\,dW_s \right\| > \frac{R}{4}\right). \quad (25)
$$

The process $W_A = (W_A(t), t \geq 0)$ given by $W_A(t) := \int_0^t S_{t-s}I\,dW_s$ is called a stochastic convolution. Since

$$
\int_0^T \text{tr} S(r)QS^*(r)\,dr = \text{tr} \int_0^T \|S(r)\|_Q^2\,dr < \infty,
$$
$W_A$ is an $\mathcal{F}_t$-adapted Gaussian random variable, continuous in mean square, with the non-degenerate covariance operator $\int_0^t \|S(r)\|^2 dr$ (see [9, Theorem 5.2]). It can be easily seen that $(S_t - I)X_0$ and $W_A(t)$ are independent random variables. By the convolution formula

$$\mathbb{P}(\|(S_t - I)X_0 + \int_0^t S_{t-s}I dW_s\| \leq \frac{R}{4}) = \int_{\mathcal{H}} \rho_t(U_{R/4}(0) - w)\sigma_t(dw),$$

(26)

where $\sigma_t = \text{Law}(S_t - I)X_0$ and $\rho_t = \text{Law}(W_A(t))$. But the integrand is strictly positive by the properties of the Gaussian random variable $\rho_t$ (see [7, Theorem 3.5.1]), and $\sigma_t$ is a probability measure, hence (26) is a strictly positive quantity. Therefore, the right-hand side of (25) is strictly less than 1. This completes the proof of Lemma 3.1 and Theorem 3.1.
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