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ABSTRACT With the rapid growth of photovoltaic (PV) power in recent years, the stability of system operation, the performance of system contingency analysis as well as the power quality of the power grid are threatened by the inherent uncertainty and fluctuation of PV output. It is necessary to have the knowledge of PV output characteristics for reliable power system dispatching. Day-ahead PV power forecasting is an effective support for achieving optimal dispatching. Probabilistic forecasting can describe the uncertainty that is difficult to depict by deterministic forecasting, and the forecasting results are more comprehensive. An ensemble nonparametric probabilistic forecasting model of PV output is proposed based on the traditional deterministic forecasting method. Quantile regression averaging (QRA) is used to ensemble a group of independent long short-term memory (LSTM) deterministic forecasting models for obtaining the probabilistic forecasting of PV output. Real measured data are used to verify the effectiveness of this nonparametric probabilistic forecasting model. Additionally, in comparison with the benchmark methods, LSTM-QRA has higher prediction performance due to the better forecasting accuracy of independent deterministic forecasts.

INDEX TERMS Probabilistic forecasting, photovoltaic output, quantile regression averaging (QRA), long short-term memory (LSTM), interval prediction, nonparametric forecasting.

I. INTRODUCTION

In recent years, new energy power generation technologies such as photovoltaic (PV) and wind power have developed rapidly. The PV installed capacity has been increasing continually worldwide. However, with the gradual increase in PV penetration in the power grid, the inherent uncertainty and fluctuation of PV power will lead to serious risks for the safety of the system operation and power quality of the power grid [1]. To securely consume as much grid-connected PV power as possible, operators need to fully understand the PV output characteristics. Short-term day-ahead PV output forecasting can provide the prediction results for the next day, which can be an important basis for optimized decision-making and day-ahead optimal dispatch of power systems. A forecasting with high accuracy can not only enhance the performance of power system contingency analysis, but also promote the system operating efficiency as well as reduce operational cost.

Deterministic forecasting methods are widely adopted in traditional PV output forecasting. These methods can be divided into four types: statistical models, machine learning models [2], numerical weather prediction (NWP)-based models, and sky or satellite cloud image-based models [3]. Statistical models mainly include multiple regression models and time series models. A weather classification multivariate adaptive regression spline (MARS) PV forecasting model is introduced for complex weather conditions in all seasons [4]. In [5] a MARS model based on past power measurement and NWP is proposed. Li et al. [6] have adopted an autoregressive integrated moving average model with exogenous variable (ARMAX) forecasting model, which allows
for meteorological inputs for time series model. In [7], a time series ensemble model is used for day-ahead PV power forecasting. Machine learning models mainly include neural network, support vector machine, random forest and long short-term memory (LSTM). In [8], a methodology based on artificial neural networks and an analog ensemble to generate 72 h-ahead forecasts. A multilayer perceptron-based ANN model is proposed for day-ahead forecasting of the PV power in [9]. Das et al. [10] have proposed a PV power forecasts based on support vector regression, historical PV power output, and corresponding meteorological data. In [11], a forecasting model based on ν-SVR is used to predict the PV energy for the next day with an interval of 15 min. In [12], an optimized hybrid method called PCA-K-means-HGWO-RF is proposed to forecast PV power. Random forests technique also be applied to forecast the output current of a photovoltaic grid-connected system [13]. A set of LSTM and deep neural network forecasting model combined with stationary wavelet transform is proposed in [14]. Zhou et al. [15] applies attention-based LSTM and achieves good performance in all four seasons. The NWP-based models use horizontal irradiance and other meteorological information from NWP, combined with the corresponding relationship between PV output and irradiance, to obtain PV output forecasting results [16]. Sky or satellite cloud image-based models provide ultra-short-term forecasting results through the distribution of cloud images [17].

Recently, some power system management algorithms have been applied that take parameter uncertainty into account, such as probabilistic load flow [18] and robust energy management [19]. However, traditional deterministic forecasting of PV output cannot give reasonable prediction intervals or probability densities. Probabilistic forecasting is a kind of uncertainty forecasting. Compared to traditional deterministic forecasting, probabilistic forecasting can provide both deterministic predicted values and probability distributions, which depicts the uncertainty of PV output. However, probabilistic forecasting will cost much more computing resource. With the rapid development of algorithms and hardware, more and more researchers focus on probabilistic forecasting. In reference [20], quantile regression (QR) and NWP are used to obtain a set of probabilistic forecasting results for PV output, and ensemble probabilistic forecasting is achieved based on the optimal weights calculated by minimizing the continuous ranked probability score (CRPS). In order to obtain nonparametric probability density distribution (PDF) rather than quantile estimation, reference [21] proposes a forecasting method for PV output based on improved Markov chains is proposed, and good results are achieved. Due to the strong learning ability of machine learning, a probabilistic forecasting method for PV output based on a Bayesian neural network (BNN) is proposed that represents neural network weights as probability distributions [22]. To combine the advantages of various algorithms, Wang et al. [23] use quantile regression neural network (QRNN), quantile regression random forests (QRRF) and quantile regression gradient boosting (QRGB) to obtain individual probabilistic load forecasts, then constrained quantile regression averaging (CQRA) and several averaging strategies are used to ensemble individual probabilistic load forecasts and reduce the pinball loss. However, the above methods mainly focus on probabilistic forecasting models that process deterministic forecasting and probabilistic forecasting separately and overlook the influence of deterministic forecasting on the probabilistic forecasting. To combine them and seek the connection between deterministic and probabilistic forecasting, an ensemble probabilistic forecasting model for PV output is proposed in this article. First, historical PV and NWP data are used to train the LSTM networks. Second, a set of prediction results are obtained from these LSTM networks. Finally, quantile regression averaging (QRA) is used to combine independent deterministic prediction results to achieve probabilistic forecasting. The performance of the proposed method is verified using real measured data.

The main contributions of this article are as follows:

- A new nonparametric probabilistic forecasting model of PV output is proposed. A set of independent LSTM deterministic forecasting models are established using historical PV output data and NWP data. Then, nonparametric probabilistic forecasting is realized by QRA. The feasibility of generating a nonparametric probabilistic forecasting model by integrating independent deterministic models with QRA is verified.

- The relationship between the pinball loss function of the QRA ensemble probabilistic forecasting model and the mean absolute error (MAE) of each independent deterministic model is determined. A set of deterministic models with smaller MAE also has smaller pinball loss functions.

The paper is structured as follows: Section 2 introduces the related theories and methods involved in the forecasting models. Section 3 provides the specific process of the nonparametric probabilistic forecasting model. Section 4 verifies the performance of the proposed model through modelling using real data and comparing the results with other forecasting models. Final conclusions are drawn in Section 5.

II. METHODOLOGY

A. LONG SHORT-TERM MEMORY

LSTM networks can store important events with relatively long intervals and delays in time series. Compared with common neural networks, LSTM is more adaptable in short-term and ultra-short-term forecasting and analysis [15]. LSTM is a variant of traditional recurrent neural networks (RNN). The structure of an RNN is shown in Figure 1.

\[
x_t \quad \text{is the input variable, and} \quad h_t \quad \text{is the output variable.}
\]

RNN can be regarded as multiple copies of the same neural network. Each neural network module passes the message to the next. Because of the correlation features of RNN, this model has advantages in processing time series data and text translation [24]. However, traditional RNN can only memorize short-term information and associate it with new...
input information, and not having the ability to remember long-distance information.

The performance of LSTM in controlling the storage state has been greatly improved compared with that of traditional RNN. The LSTM network consists of one or more LSTM units. The structure of each LSTM unit is shown in Figure 2.

There are three gates in the LSTM unit: the forget gate, input gate and output gate. The LSTM unit uses input \( x_t \) of the current series, output \( h_{t-1} \) of the last time, and memory state \( C_{t-1} \) as the input of the current time. \( h_t \) and \( C_t \) are preserved for the next time. The formula of the forget gate \( f_t \) can be expressed as:

\[
f_t = \sigma (W_f [h_{t-1}, x_t] + b_f)
\]

where \( \sigma \) is a sigmoid function. \([\cdot, \cdot]\) is the combination of elements in a vector. \( W_f \) and \( b_f \) are the weight matrix and the bias of the forget gate, respectively. The formula of the input gate \( i_t \) can be expressed as:

\[
i_t = \sigma (W_i [h_{t-1}, x_t] + b_i)
\]

\[
C_t = \tanh (W_C [h_{t-1}, x_t] + b_C)
\]

where \( C_t \) is the candidate value for updating the memory state at time \( t \). \( W_i \) and \( b_i \) are the weight matrix and the bias of the input gate, respectively, and \( W_C, b_C \) are the weight matrix and the bias of \( C_t \), respectively. \( \otimes \) is the elementwise multiplication of vectors. \( C_t \) is the combination of \( C_t \) and \( f_t \). The formula of the output gate \( o_t \) can be expressed as:

\[
o_t = \sigma (W_o [h_{t-1}, x_t] + b_o)
\]

\[
h_t = o_t \otimes \tanh (C_t)
\]

where \( W_o \) and \( b_o \) are the weight matrix and the bias of the output gate, respectively. The LSTM network is trained by back propagation (BP), the same as the general neural network. Each network parameter of the LSTM network can be a number or a vector. Except for the input and output parameters, the dimensions of the other parameters depend on the number of hidden layer units in the LSTM network. Because the number of hidden layer units and output dimensions are usually different, a fully connected layer is usually added at the end of the output gate.

### B. QUANTILE REGRESSION AVERAGING

In most studies, nonparametric probabilistic forecasting models provide the probability density or prediction interval of PV output through QR or machine learning methods based on the pinball loss function. Nevertheless, deterministic and probabilistic forecasting models are rarely connected with each other. In references [25], [26], a modified QR algorithm is applied to ensemble multiple independent deterministic forecasting models for a probabilistic forecasting model. This method is named QRA. The formula of QRA can be expressed as:

\[
\hat{Q}(q, \hat{p}_t) = \hat{p}_t w_{q, t}
\]

where \( \hat{Q}(q, \hat{p}_t) \) is the quantile value under the \( q \)-th condition of the prediction results of the PV output probability distribution \((0 < q < 1)\). \( \hat{p}_t = [p_{1,t}, p_{2,t}, \ldots, p_{k,t}] \) are the vectors of the prediction values of the independent deterministic forecasting models (regression factors). \( k \) is the number of independent deterministic forecasting models. \( t \) is the sampling time. \( w_{q, t} \) is the weight vector. The objective function is:

\[
\min_{w_{q,t}} \left[ \sum_{p_t-\hat{p}_t w_{q,t} \geq 0} q |p_t - \hat{p}_t w_{q,t}| + \sum_{p_t-\hat{p}_t w_{q,t} < 0} (1-q) |p_t - \hat{p}_t w_{q,t}| \right]
\]

where \( p_t \) is the actual PV output at time \( t \), \( w_{q,t} \) is the optimization variable \((0 \leq w_{q,t} \leq 1)\). The weight vector \( w_{q,t} \) is obtained by minimizing the objective function (8) of the \( q \)-th quantile, and the prediction of the probability distribution can be obtained by formula (7). Because QRA is essentially a nonconvex optimization problem, it is difficult to give an accurate theoretical optimal solution. Usually, solvers or meta-heuristic algorithms are helpful for obtaining solutions.

### III. NONPARAMETRIC PROBABILISTIC FORECASTING MODEL BASED ON THE LSTM-QRA ENSEMBLE MODEL

#### A. NONPARAMETRIC PROBABILISTIC FORECASTING

Assume \( p_t \) is the measured value of the PV output at time \( t \), and \( F_t \) is the probability distribution function of \( p_t \). The quantile of the PV output measured value under the probability of \( q \) can be expressed as \( Q_{t,q} \) \((0 < q < 1)\). From the definition
of the quantile:

\[ F_t(p_t \leq Q_{t,q}) = q \]  

(9)

Assume that \( t_1 \) to \( t_n \) are historical moments, and \( t_{n+1} \) is the future moment. The probability distribution \( F_{t_{n+1}} \) at the future moment is obviously unknown. If the existing probability distribution such as the normal distribution or Beta distribution is used directly, the probability distribution at future moment \( F_{t_{n+1}} \) can be obtained by fitting the probability distribution at historical moment \( F_{t_1 \ldots t_n} \). These models are called parametric probabilistic forecasting models [27].

In the nonparametric probabilistic forecasting model, the probability distribution \( F_{t_{n+1}} \) at the future moment is not considered to be accurately expressed by the existing probability distribution function. However, quantiles with different probability \( q \) can be predicted. In other words, \( \hat{Q}_{t_{n+1},q} \) represents the predicted quantiles at probability \( q \) at the \( t_{n+1} \) moment, which can be regarded as an estimate of the actual value \( Q_{t_{n+1},q} \). The single predicted quantile can only provide limited uncertainty information [28]. However, when the resolution of the quantile is improved, the probability distribution in the future of PV output can be represented in detail. Compared with the parametric probabilistic forecasting model, non-parametric model is more flexible. Non-parametric model does not need to make assumptions about the model and just relies on the historical data, however the computation of which is usually larger.

Moreover, the quantiles under probability \( q \) and \( (1-q) \) can determine a prediction interval (PI) with \( (1-2q) \times 100\% \) nominal coverage (NC).

\[ I_{t_{n+1}}^{1-2q} = \left[ \hat{Q}_{t_{n+1},q}, \hat{Q}_{t_{n+1},1-q} \right] \]  

(10)

where \( I_{t_{n+1}}^{1-2q} \) is the PI at \( t_{n+1} \) moment with \( (1-2q) \times 100\% \) NC and \( 0 < q < (1-q) < 1 \).

**B. LSTM-QRA**

Unlike load forecasting, historical output data are often not the main factors affecting PV output forecasting due to the strong uncertainty. In reference [29], the influencing factors on PV output are analysed, and solar irradiance is regarded as the main factor. Moreover, under the same irradiance, the PV output decline with increasing temperature. In this article, historical PV output data from the day before the predicted day, global horizontal irradiances (GHI) and predicted temperatures on the predicted day are the inputs of the LSTMs. The output of the LSTMs is the predicted PV output on the predicted day. The predicted GHI and temperatures can be obtained from the NWP, such as the global forecast system (GFS) of the National Oceanic and Atmospheric Administration (NOAA), which can provide the predicted GHI and temperatures at one-hour intervals [16], [30]. The predicted data from NWP are updated at the zero hour of each day. The forecasting model in this article can be trained and predicted at midnight, when the PV output is usually zero. Therefore, the training process has no effect on the forecasting.

The number of hidden layer units in the LSTM network needs to be pre-set, as well as in the traditional neural networks. In Figure 2, the vector length of output \( h_t \) of the LSTM and memory state \( C_t \) at time \( t \) are determined by the number of hidden layer units. Fewer hidden units restricts the information storage ability of the LSTM. As a result, it may cause under fitting problem when training the forecasting model. On the contrary, more hidden layer units can increase the vector length of \( h_t \) and \( C_t \) to store more information. However, the overfitting risk of the model increases, which is not conducive to the generalization of training results. Therefore, artificial, grid or meta-heuristic algorithms are usually chosen to optimize the number of hidden layer units [31]. However, optimization can only guarantee better results for the development set, which cannot be strictly extended to the test set or real forecasting situations. Therefore, ensemble forecasting models are considered [32]. Through the weighting of multiple forecasting models with different hyperparameters, it is possible to avoid a one-sided understanding of the rule by a single model. Many studies have shown that the overall forecasting performance of ensemble forecasting models is better than that of single independent forecasting models [33]. In this article, a group of LSTM networks with different numbers of hidden layer units are selected as a set of independent deterministic forecasting models.

For a series of PV output data \( P \) and corresponding GHI data \( I \) and temperature data \( T \), the prediction process of the LSTM-QRA ensemble forecasting model is as follows:

1. **Step 1:** Min-max normalization is used to standardize \( P \), \( I \) and \( T \). The maximum and minimum values are saved for denormalization to restore the actual value of the predicted data.
2. **Step 2:** Datasets \( P \), \( I \) and \( T \) are combined together. For example, Figure 3 shows the structure of the dataset on the j-th day. \( p_1 \) to \( p_n \) are the PV output power at different sampling times. \( n \) is the sampling number of the PV output in a day. If the sampling interval is one hour, then \( n = 24 \). \( i_1 \) to \( i_{24} \) and \( T_1 \) to \( T_{24} \) are the GHI and temperature predictions per hour from NWP. Afterwards, these datasets are divided into training and development sets.
3. **Step 3:** A set of LSTM networks with different hidden layer units is constructed. The training set from step 2 is used for training, and the cross-validation method is used to adjust some hyperparameters. Afterwards, the development set is used for prediction. \( \hat{p}_j^{de} \) is defined

![FIGURE 3. Dataset on j-th day.](image-url)
as the prediction results of every independent LSTM model on the j-th day. $\hat{p}^{de}_{j,i} = \left[\hat{p}^{de}_{j,1,1}, \hat{p}^{de}_{j,1,2}, \ldots, \hat{p}^{de}_{j,1,k}\right]$ is the prediction result of every independent LSTM model at the first sampling time on the j-th day. $k$ is the number of LSTM models.

- Step 4: Based on the principle of QRA in Section 2.2 and the prediction results of the development set in Step 3, the objective function of the q-th quantile can be rewritten as:

$$
\min_{w_{q,t}} \sum_j \left[ \sum_{p_{j,i}^{de}} q \left| p_{j,i}^{de} - \hat{p}_{j,i}^{de} w_{q,t} \right| ight. \\
+ \left. \sum_{p_{j,i}^{de}} (1-q) \left| p_{j,i}^{de} - \hat{p}_{j,i}^{de} w_{q,t} \right| \right] (11)
$$

where $p_{j,i}^{de}$ is the real measured value of the development set on the t-th sampling time on the j-th day. The optimization of $w_{q,t}$ can be obtained by minimizing formula (11).

- Step 5: Day-ahead deterministic forecasting of the PV output is executed using a set of trained independent LSTM models in Step 3 combining NWP data and historical PV output data. The prediction value $\hat{p}_{i}$ and optimization of $w_{q,t}$ in Step 4 are input into formula (7), and quantile forecasting of the PV output can be obtained. Moreover, with the change in q, complete non-parametric probabilistic forecasting and PIs of different NCs can be obtained.

- Step 6: Based on the maximum and minimum saved in step 1, the quantile prediction results obtained in step 5 are denormalized, and the quantile prediction results can be gained to realize nonparametric probabilistic forecasting.

In step 2, the sampling number of the PV output in a day can be 96 or 288 etc. Although the NWP data is hourly, the LSTM and other machine learning based model can handle the problem that the NWP data interval does not correspond to the PV output interval easily. That is, when the sampling interval of the PV power varies from 5 min to 1 h, our deterministic forecasting model can give the intra-hour forecasting values without corresponding intra-hour NWP values.

The specific process of the nonparametric probabilistic forecasting model based on LSTM-QRA is shown in Figure 4.

IV. CASE STUDY

A. PV OUTPUT DATA
In this article, PV output power data are collected by a rooftop-mounted PV power generation system in eastern China. The installation capacity is 2.8 MW. The collected data include the historical PV output power, GHI and temperature. The data collection time ranges from September 14, 2017 to September 13, 2018. The sampling interval of the PV output power is 15 min, and the GHI and temperature are 1 h. These collected data are screened for abnormal data, and extreme outliers are eliminated. The following examples are executed using MATLAB 2018a and TensorFlow.

B. FORECASTING EVALUATION INDEXES
For deterministic forecasting, the mean absolute percentage error (MAPE) is often used to measure the forecasting performance. However, in PV power forecasting, there are many zero or minimum values in the PV data series. These values make the MAPE extremely large or infinite. Therefore, the normalized mean absolute error (MAE) and normalized root mean squared error (RMSE) are adopted as the forecasting evaluation indexes. The formulas of normalized MAE and RMSE are as follows:

$$\text{MAE(pu)} = \frac{1}{n} \sum_{i=1}^{n} |p_i - \hat{p}_i| \times 100\% \quad (12)$$

$$\text{RMSE(pu)} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (p_i - \hat{p}_i)^2} \times 100\% \quad (13)$$

where $n$ is the number of samples and $p_i$, $\hat{p}_i$ are the real and predicted values of the PV output at the i-th time.

Because probabilistic forecasting can provide prediction curves for each quantile, evaluation indexes such as MAE and
RMSE used in traditional deterministic forecasting obviously cannot be used to measure the performance of probabilistic forecasting. In GEFcom2014 and GEFcom2017 [34], [35], the pinball loss function is used to measure the error in probabilistic forecasting. For $q$-th quantile forecasting, the pinball loss function is defined as:

$$L(q, p_t, \hat{p}_{t,q}) = \begin{cases} (1 - q) |p_t - \hat{p}_{t,q}|, & p_t < \hat{p}_{t,q} \\ q |p_t - \hat{p}_{t,q}|, & p_t \geq \hat{p}_{t,q} \end{cases}$$ (14)

where $p_t$ is the real value of the PV output at time $t$, $\hat{p}_{t,q}$ is the prediction value of the $q$-th quantile at time $t$. The smaller $L(\cdot)$ is, the more accurate the probabilistic forecasting.

In references [26] and [36], the Winkler score is proposed as an evaluation method for probabilistic forecasting. Different from the pinball loss function, the Winkler score focuses more on the evaluation of probability intervals. Moreover, both the width of the interval and the coverage of the actual value are evaluated simultaneously. For a $(1 - \alpha) \times 100\%$ prediction interval, the Winkler score is defined as:

$$\text{Winkler} = \begin{cases} \delta_l, & L_l \leq p_t \leq U_l \\ \delta_l + 2 (L_l - p_t) / \alpha, & p_t < L_l \\ \delta_l + 2 (p_t - U_l) / \alpha, & p_t > U_l \end{cases}$$ (15)

where $\delta_l = U_l - L_l$, $U_l$ and $L_l$ are the upper and lower bounds of the prediction interval, respectively, at time $t$. A smaller Winkler score indicates that the predicted interval has a higher actual value coverage and a smaller interval width.

### C. Prediction Results of the LSTM-QRA Model

In this article, the collected dataset includes a total of 364 days. The data from 1-300 days are selected as the training set, the data from 301-332 days are the development set, and the data from days 333-364 are the test set. We perform min-max normalization on the training and development set and record the scaling factors. Moreover, the test set is normalized by the maximum and minimum values (scaling factors) of training and development set to avoid data leakage. Ten different numbers of hidden units are used to construct a set of independent LSTM forecasting models. The numbers of hidden units are 0.25a, 0.5a, a, 2a, 3a, 4a, 5a, 6a, 7a and 8a, and a is the dimensions of LSTM input features. Because the data sampling interval is 15 min, $n = 96$, and $a = 144$. The hyperparameters of ten independent LSTM networks are shown in Table 1.

The training set is used to train these ten independent LSTM networks. These trained LSTM networks are used to forecast the deterministic prediction value for the development and test sets. The MAE (pu) and RMSE (pu) are used to measure the performance of these deterministic forecasts. The forecasting performance for the test set is shown in Table 2.

In Table 2, the numbers of hidden units of LSTM1-LSTM10 are 36, 72, 144, 288, 432, 576, 720, 864, 1008, and 1152. It is clear that LSTM1 has the minimum MAE and RMSE in these independent forecasting models. Obviously, the overall forecasting performance of LSTM1 on the test set is better than those of the other models. For further study on the forecasting performance, the data from September 10, 2018 are selected as the research object, and the prediction results of each model are shown in Figure 5.

In Figure 5, the solid black line is the real measured value of the PV output power, and the remaining solid lines represent the predicted values of each independent LSTM model. To more intuitively reflect the prediction performance of each model, the MAE and RMSE are calculated, which are shown in Table 3.

### Table 1. Hyperparameters of Independent LSTM Networks.

| Hyperparameter          | Value               |
|-------------------------|---------------------|
| Input unit              | 144                 |
| Hidden unit             | 36, 72, 144, 288, 432, 576, 720, 864, 1008, 1152 |
| Output unit             | 96                  |
| Learning rate           | 0.01                |
| Optimization algorithm  | Adam                |
| Maximum epochs          | 500                 |

### Table 2. Prediction Performance of LSTM.

| Forecasting Model | MAE (pu) | RMSE (pu) |
|-------------------|----------|-----------|
| LSTM1             | 31.8874  | 58.9834   |
| LSTM2             | 33.1326  | 63.2188   |
| LSTM3             | 36.8061  | 68.5956   |
| LSTM4             | 34.3431  | 64.2149   |
| LSTM5             | 37.6755  | 71.1089   |
| LSTM6             | 36.6594  | 67.8151   |
| LSTM7             | 36.9296  | 68.6016   |
| LSTM8             | 34.2934  | 64.3060   |
| LSTM9             | 34.2084  | 65.3501   |
| LSTM10            | 32.9212  | 61.6342   |

Table 3 shows that the LSTM4 model has better performance in the forecasting of PV output on September 10, 2018. According to MAE, the prediction accuracy of the LSTM1 model only ranks 7th out of ten independent models. Moreover, according to RMSE, the prediction accuracy of the LSTM1 model ranks 2nd. The results in Table 3 explain why ensemble forecasting models generally have better forecasting performance than independent models [33]. An independent model with a good overall forecasting performance may not have a high prediction accuracy on a certain day, but an ensemble model can use a proper ensemble algorithm to learn...
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FIGURE 5. Prediction results of each LSTM model on September 10, 2018.

FIGURE 6. Day-ahead PV output nonparametric probabilistic forecasting based on LSTM-QRA August 25, sunny; (b) August 26, rainy; (c) August 30, sunny; (d) August 31, sunny; (e) September 7, cloudy and (f) September 12, cloudy.

To describe the predicted probability density, in this article, we select a probability $q$ from 0.05 to 0.95 every 0.05 and apply fmincon function of MATLAB with the default solver ‘interior-point’ to solve the QRA algorithm. Hence, there are 19 quantile predictions. Optimal weights $w_{q,t}$ are obtained through the QRA algorithm, the real measured PV output for the development set, and the prediction results of each independent LSTM model for the development set. Then, the nonparametric probabilistic forecasting on the test set is accomplished by integrating the prediction results of ten independent LSTM models using formula (7) and the optimal weights $w_{q,t}$.

The six-day probability prediction results of the LSTM-QRA ensemble model on the test set are shown in Figure 6, which include three different kinds of weather. The solid red line indicates the real measured PV output power, and the 19 grey dashed lines represent the prediction power for each quantile. Because interval prediction with high NC is critical for power system planning and economic dispatch [26], prediction intervals (PIs) with NC = 90% are given by two quantile prediction lines under $q = 0.05$ and $q = 0.95$ in Figure 7. It can be seen that the PIs with
NC = 90% cover most of the real measured PV output power. Moreover, PIs have higher reliability on sunny days, but the forecasting performance on rainy and cloudy days is relatively worse. To fully inspect the probability prediction performance of the LSTM-QRA ensemble model under various weather conditions, the sum of the pinball loss function at $q = 0.05 - 0.95, t = 0 - 24$ hour (sampling interval is 15 min) for each day in Figure 6 and the Winkler score of PI at NC = 90% in Figure 7 are calculated. The sum of the pinball loss function $L_{\text{Pinball}}$, the Winkler score, and the mean value of each independent deterministic forecasting model’s MAE of the above 6 days for the test set are shown in Table 4.

Table 4 shows that the results of $L_{\text{Pinball}}$ and the Winkler score are quite different. This is because $L_{\text{Pinball}}$ pays more attention to measuring the overall effect of probabilistic forecasting, and there is no strict requirement on the width of PI. However, the real measured values are mostly included in the PI when NC = 90%. The Winkler scores can be simplified to the superposition of the PI width, and the prediction with a smaller PI width has a greater advantage. Moreover, the trend of $L_{\text{Pinball}}$ is consistent with the MAE of the deterministic forecasting model. On sunny days, the deterministic forecasting model has a smaller MAE, and the probabilistic forecasting model also achieves a smaller $L_{\text{Pinball}}$. On cloudy and rainy days, the corresponding $L_{\text{Pinball}}$ and MAE increase to some extent. However, because the $L_{\text{Pinball}}$ and MAE in Table 4 are the results of different days, the relationship between the pinball loss function of the ensemble probabilistic forecasting model and the MAE of each independent deterministic forecasting model cannot be strictly determined.

D. COMPARISON WITH BENCHMARK MODELS

To further study the relationship between the QRA-based ensemble probabilistic forecasting model and each independent deterministic forecasting model, a set of independent LSTM networks are replaced with a set of artificial neural networks (ANNs) with different hidden units, a set of deep neural networks (DNNs) with different hidden units and a set of naive persistence models. The ensemble probabilistic forecasting models are generated by QRA in the same way. The proposed model also be compared with quantile regression neural network (QRNN), which is one of the states of art models of probability forecasting.

1) ANN-QRA

The deterministic forecast values of ANNs are ensembled by QRA to generate the probabilistic forecasting.
The hyperparameters of the ANNs are roughly the same as those of the LSTM network, as shown in Table 5:

**TABLE 5. Hyperparameters of independent ANNs and DNNs.**

| Hyperparameter     | Value          |
|--------------------|----------------|
| Input unit         | 144            |
| Hidden unit        | 36, 72, 144, 288, 432, 576, 720, 864, 1088, 1152 |
| Output unit        | 96             |
| Learning rate      | 0.01           |
| Optimization algo. | LMBP           |
| Maximum epochs     | 200            |

LMBP is used to solve the ANNs’ parameters [37]. Because LMBP has a faster convergence speed when training a simple ANN, lower maximum epochs are adopted in training. The division of the dataset is the same as in Section 4.3. The input elements of ANNs are the same as the input of the LSTM network.

2) DNN-QRA

DNNs are the neural networks with more than one hidden layer (usually greater than 3). In this article, we set the number of hidden layers to be 3, and the hidden units of each layer are the same. Other hyperparameters are the same as those of the ANNs in Table 5. The deterministic forecast values of DNNs are also ensembled by QRA to generate the probabilistic forecasting.

3) PERSISTENCE-QRA

We selected the PV output of the last 10 days before the predicted day as the forecast values of independent deterministic forecasts. To generate the probabilistic forecasting, the PV output of the last 10 days are ensembled by QRA. For instance, to obtain the PV power forecasts of August 30, the PV power from August 20 to August 29 are used as the forecast values of deterministic forecasts and ensembled by QRA.

4) QRNN

To make a more comprehensive comparison, we employ QRNN to compare with the QRA based models. The loss function of traditional neural network always be mean square error, which makes ANNs and DNNs suitable for fitting and forecasting. However, the pinball loss function is adopted as the loss function of QRNN. The replacement of loss function enables QRNN to make estimation of potentially nonlinear quantile models [23], [38].

In this article, we set the number of hidden layers of QRNN to 2, and the hidden units of each layer to be 288 through manual tuning. The Maximum epochs is set to 1000 to reduce the probability of underfitting. Early stopping and cross validation are also adopted to deal with overfitting. The input elements of QRNN are the same as the input of the LSTM network. The hyperparameters of QRNN are shown in Table 6:

**TABLE 6. Hyperparameters of QRNN.**

| Hyperparameter               | Value |
|------------------------------|-------|
| Input unit                   | 144   |
| Hidden unit                  | 288   |
| Output unit                  | 96    |
| Learning rate                | 0.01  |
| Optimization algo.           | Adam  |
| Maximum epochs               | 1000  |

5) COMPARISON RESULTS

A forecasting performance comparison of ANN-QRA, DNN-QRA, Persistence-QRA, QRNN and LSTM-QRA on the test set is provided, including a scatter plot of the daily $L_{\text{Pinball}}$ of each model on the test set in Figure 8. In Table 7, $L_{\text{Pinball}}-\text{m}$ is defined as the mean of the daily $L_{\text{Pinball}}$ on the test set, and the MAE of all the independent deterministic forecasting models on the entire test set are also provided. The $L_{\text{Pinball}}-\text{m}$ is used to measure the performance of the probabilistic forecasts. Meanwhile, The MAE is adopted to evaluate the performance of the independent deterministic forecasts (LSTM, ANN, DNN and persistence model) of LSTM-QRA, ANN-QRA, DNN-QRA and Persistence-QRA ensemble models.

**TABLE 7. Forecasting performance comparison of ANN-QRA, DNN-QRA, Persistence-QRA, QRNN and LSTM-QRA.**

| Model              | MAE (pu) | $L_{\text{Pinball}}$-m |
|--------------------|----------|------------------------|
| LSTM-QRA           | 34.857   | 49.6370                |
| DNN-QRA            | 41.6019  | 76.7559                |
| ANN-QRA            | 70.4060  | 89.4531                |
| Persistence-QRA    | 78.1367  | 122.0268               |
| QRNN               | -        | 59.9841                |

In Figure 8, all the daily $L_{\text{Pinball}}$ are normalized by the maximum value of the pinball loss. The abscissa of the picture is the daily $L_{\text{Pinball}}$ of benchmark model and the ordinate of the picture is the daily $L_{\text{Pinball}}$ of LSTM-QRA model. For example, for the green dot, the abscissa is the daily $L_{\text{Pinball}}$ of DNN-QRA model and the ordinate is the daily $L_{\text{Pinball}}$ of LSTM-QRA model. For each colour dot, there are 32 points in total. The point which is above $Y = X$ means that the daily $L_{\text{Pinball}}$ of the benchmark model is smaller than the daily $L_{\text{Pinball}}$ of LSTM-QRA model.
of LSTM-QRA on that day. This indicates that the benchmark model performs better than LSTM-QRA on that day. Overall, most points are below $Y = X$, which means LSTM-QRA has a better performance than the other benchmark models on most days.

Table 7 shows that compared with the ANN, DNN, and persistence model, LSTM forecasting model has the minimum MAE, indicating that the deterministic forecasting performance of LSTM is better than other models. Meanwhile, the LSTM-QRA has the minimum $L_{\text{Pinball}}^{m}$, indicating that the LSTM-QRA performs better than other benchmark models. Due to its characteristics, QRNN has no MAE.

In Table 7, the trend of the $L_{\text{Pinball}}^{m}$ is consistent with that of MAE of the deterministic forecasting model. Since $L_{\text{Pinball}}^{m}$ is defined as the mean of the daily $L_{\text{Pinball}}$ on the test set, $L_{\text{Pinball}}^{m}$ is proportional to the sum of the pinball loss function on the entire test set. Therefore, the trends in Table 7 is a validation of the extrapolation of the trend of the $L_{\text{Pinball}}$ and MAE of the deterministic forecasting models in Section 4.3. Therefore, when QRA is used to generate an ensemble probabilistic forecasting model, choosing a deterministic forecasting model with a smaller MAE can usually effectively improve the performance of the probabilistic forecasting model.

V. CONCLUSION

In this article, an LSTM-QRA-based nonparametric probabilistic forecasting model for PV output power is proposed. A set of independent LSTM deterministic forecasting models is trained using historical PV data and NWP data. Nonparametric probabilistic forecasting is generated by integrating the independent LSTM prediction models with QRA. Real measured data are used to verify the effectiveness and feasibility of the proposed model. The numerical results show that QRA can ensemble a set of deterministic forecasting models to generate corresponding nonparametric probabilistic forecasting, which means that to simply obtain nonparametric probabilistic forecasting, it is not necessary to build a brand-new probabilistic forecasting model. Moreover, this forecasting can be obtained by an ensemble of existing deterministic forecasting using QRA. To further analyse the relationship between the QRA ensemble probabilistic forecasting model and deterministic forecasting models, ANN-QRA, DNN-QRA and Persistence-QRA are used as benchmark models. A comparison of the pinball loss function of probabilistic forecasting with the MAE of deterministic forecasting shows that the pinball loss function has the same trend as MAE; that is, a group of deterministic forecasting models with smaller MAE can usually generate probabilistic forecasting with a smaller pinball loss function through QRA. It is believed that when the MAE of deterministic forecasting is further reduced, the performance of QRA based model will be much better than QRNN. The relationship between the pinball loss function and MAE provides a direction for further improving the forecasting performance of the QRA ensemble probabilistic forecasting model.

The probabilistic forecasting model proposed in this article is still simple and naive, and there are many areas that can be improved and optimized. For example, the selection of input features, the optimization of scaling factors of normalization to not only avoid data leakage, but also preserve the characteristics of raw data. The selection of deterministic models may not be limited to one model but can adopt a variety of deterministic forecasting models with different principles, as well as the optimization of the QRA integration algorithm, as shown in Section 4.3. Although the ensemble model has a smaller pinball loss function, this cannot guarantee a narrow PI (high percentage NC) width. Therefore, reduction of the pinball loss function and consideration of the width of PI (high percentage NC) are problems we need to solve in future work.
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