Relating Frontier Orbital Energies from Voltammetry and Photoelectron Spectroscopy to the Open-Circuit Voltage of Organic Solar Cells
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For 19 diketopyrrolopyrrole polymers, the highest occupied molecular orbital (HOMO) energies are determined from i) the oxidation potential with square-wave voltammetry (SWV), ii) the ionization potential using ultraviolet photoelectron spectroscopy (UPS), and iii) density functional theory (DFT) calculations. The SWV HOMO energies show an excellent linear correlation with the open-circuit voltage ($V_{oc}$) of optimized solar cells in which the polymers form blends with a fullerene acceptor ([6,6]-phenyl-C$_{61}$-butyl acid methyl ester or [6,6]-phenyl-C$_{71}$-butyl acid methyl ester). Remarkably, the slope of the best linear fit is 0.75 ± 0.04, i.e., significantly less than unity. A weaker correlation with $V_{oc}$ is found for the HOMO energies obtained from UPS and DFT. Within the experimental error, the SWV and UPS data are correlated with a slope close to unity. The results show that electrochemically determined oxidation potentials provide an excellent method for predicting the $V_{oc}$ of bulk heterojunction solar cells, with absolute deviations less than 0.1 V.

1. Introduction

In organic bulk heterojunction solar cells, the open-circuit voltage ($V_{oc}$) depends on the properties of donor and acceptor materials, the blend morphology, and the experimental conditions such as the light intensity and temperature. In recent years, it has become clear that the energy of the interfacial charge-transfer (CT) state ($E_{CT}$) plays a crucial role in determining $V_{oc}$.[1] When free carrier generation occurs via dissociation of relaxed CT states, the relation between $E_{CT}$ and $V_{oc}$ in the notation proposed by Vandewal is[1]

$$qV_{oc} = E_{CT} - kT \ln \left( \frac{(1 + k_v) N_{CT}}{G} \right)$$

(1)

where $q$ is the electron charge, $k$ is the Boltzmann constant, $T$ is the temperature, $k_v$ and $k_{nr}$ are the radiative and nonradiative decay constants of the CT state, respectively, $N_{CT}$ is the total volume density of CT complexes, and $G$ is the generation rate of electron–hole pairs, which is proportional to flux of absorbed photons. Note that Equation (1) is similar to relations where an effective band gap ($E_g^{eff}$) was used instead of $E_{CT}$, defined as the difference between the electron affinity of the acceptor and the ionization potential of the donor.[2–4] In agreement with Equation (1), temperature- and light intensity-dependent measurements have shown that the extrapolated values of $E_{CT}$ and $V_{oc}$ become equal in the $T = 0$ K limit.[5–7] The second term on the right-hand side of Equation (1) has initially been found to be approximately constant (≈0.6 eV) for many different donor and acceptor blends when the corresponding cells are measured under AM1.5G (100 mW cm$^{-2}$) conditions at room temperature, such that $qV_{oc} \propto E_{CT}^{eff}$. Considering that, for efficient charge generation, the optical band gap of the blend ($E_g$) should be equal to or larger than $E_{CT}$, this result is in accordance with the experimental observation that for present organic solar cells the minimum photon energy loss ($E_g - qV_{oc}$) is about 0.6 eV.[8,9] A recent more detailed study covering a broader range, however, provides evidence that the magnitude of the second term on the right-hand side of Equation (1) slightly decreases when $E_{CT}$ increases, resulting in an overall slope of $qV_{oc}$ versus $E_{CT}$ that is somewhat larger than unity ($qV_{oc} \approx 1.08 \times E_{CT}$).[10] Because the nonradiative voltage loss is high compared to other photovoltaic technologies, the development of new organic semiconductors for solar cells is currently focused on decreasing the voltage losses incurred in converting solar light.

The energy of the CT state can experimentally be determined from the optical absorption or emission spectra of blends,
Most commonly, it is measured from fitting the low-energy tail of the external quantum efficiency spectrum of the solar cell. This has the drawback that for the most interesting donor–acceptor combinations, the CT absorption will be hidden under the S0 → S1 optical absorption of the donor or acceptor absorption, because in efficient solar cells the loss from S1 state to CT state would be minimized. Other methods used to determine \( E_{\text{CT}} \) are ultraviolet photoemission spectroscopy and charge-modulated electroabsorption spectroscopy. For designing new materials and photoactive blends, it is important to be able to predict and understand \( V_{\text{OC}} \) from the properties of the donor and acceptor alone. \( E_{\text{CT}} \) is related to the energy difference of the highest occupied molecular orbital (HOMO) of the electron donor (\( E_{\text{HOMO,D}} \)) and the lowest unoccupied molecular orbital (LUMO) of the electron acceptor (\( E_{\text{LUMO,A}} \)) used in the bulk heterojunction blend. For mixed stack organic charge-transfer solids composed of planar aromatic donor and acceptor molecules, \( E_{\text{CT}} \) has been found to be proportional to the difference between the redox potentials determined by chemical methods and was expressed as \( E_{\text{CT}} = |E_{\text{HOMO,D}} - E_{\text{LUMO,A}}| - \Delta \), in which \( \Delta \) is the attractive ion–ion Coulomb interaction between the ion pair. For organic CT complexes in solid and solution, a similar linear dependence has been found with the redox energy levels, however, with slopes that are in the range from 0.82 to 0.94, i.e., generally slightly less than unity, and sometimes also dependent on the specific class of materials. The empirical relation \( qV_{\text{OC}} = |E_{\text{HOMO,D}} - E_{\text{LUMO,A}}| - 0.3 \text{ eV} \) has been the basis of much of the OPV material design. This relation implies that \( V_{\text{OC}} \) increases linearly, with a slope of 1, when \( E_{\text{HOMO,D}} \) becomes more negative. On the other hand, the donor and acceptor molecular orbitals may interact at their interface, resulting in hybridized energy levels. Similarly, a vacuum level shift may occur at the donor–acceptor interface as a result of an interface dipole. In both latter cases, the energy difference \( |E_{\text{HOMO,D}} - E_{\text{LUMO,A}}| \) increases and \( V_{\text{OC}} \) would no longer increase with slope 1 with a decreasing \( E_{\text{HOMO,D}} \). Predicting the energy level alignment at donor–acceptor interfaces from the ionization energy and electron affinity of the organic materials forming the heterojunction has been found challenging; hence, it is a priori not clear which slope to expect.

In addition, there is an almost permanent discussion on which technique is most suitable for determining the \( E_{\text{HOMO,D}} \) and \( E_{\text{LUMO,A}} \) energies accurately. Ultraviolet photoelectron spectroscopy (UPS), low-energy inverse photoemission spectroscopy, photoelectron yield spectroscopy also known as photoelectron spectroscopy in air, and cyclic voltammetry (CV) are the main techniques used to determine ionization potentials and electron affinities. Each of these techniques, however, is susceptible to experimental difficulties. In UPS, there is a difference in the ionization energy between molecules at the surface and in the bulk. For CV, determining peak positions of redox waves can be compromised by the fact that the redox processes may lack electrochemical or even chemical reversibility, which influences the shape of the curve. An alternative to CV is square-wave voltammetry (SWV). Compared to CV, SWV has several experimental advantages. In SWV, a square-wave potential is applied on top of a stepwise-ramped potential and the current is measured in each step during the application of both the forward and backward potential waves. As the charging current decays with time (\( t \)) as \( e^{-t/RC} \), with RC the effective resistance (\( R \)) and capacitance (\( C \)) product of the system, and the Faradaic current with \( t^{-1/2} \), the charging current in square-wave voltammetry experiments is usually negligible. By plotting the current difference at each potential step, only reversible processes are taken into account. The molecular orbital energy (\( E_{\text{HOMO,D}} \)) relative to the vacuum level energy can be determined from CV or SWV measurements via \( E_{\text{HOMO,D}} = -\{qE_{\text{CV}}^{\text{onset}} + E_{\text{F/FC}} \} \) with \( E_{\text{F/FC}} \) the ionization energy of the ferrocene/ferrocnium (Fc/Fc+) redox couple. Fc/Fc+ is one of the redox couples recommended by the International Union of Pure and Applied Chemistry for reporting energy levels in nonaqueous solvents. In the literature, there is little consensus about the correct vacuum level energy of the Fc/Fc+ redox couple, as values between −4.4 and −5.4 eV have been reported and used.

Recently, several experimental studies of the oxidation potential as obtained from CV (\( E_{\text{HOMO,D}} \)) and ionization potential from UPS (IP) have revealed that both quantities are linearly correlated, i.e., \( \text{IP} = \alpha'qE_{\text{HOMO,D}} + \beta' \), but that the best-fit slope varies considerably from \( \alpha' = 0.9 \) to 1.5, depending on the material class. This would alter the proportionality constant between \( E_{\text{CT}} \) and \( E_{\text{HOMO,D}} \)–\( E_{\text{LUMO,A}} \). Most of these comparative studies, however, did not address the question which technique yields the most accurate data to correlate with the \( V_{\text{OC}} \) for organic solar cells. In only a recent paper by Fahlman and coworkers, it was argued that the precision of the CV-derived ionization potentials is not sufficient. It is therefore at present not clear which experimental technique for determining \( E_{\text{HOMO,D}} - E_{\text{LUMO,A}} \) is most suitable for accurately predicting \( V_{\text{OC}} \). Here we determine the HOMO energies of 19 different diketopyrrolopyrrole (DPP)-based polymers, previously synthesized by our group, using CV, SWV, UPS, and density functional theory (DFT) calculations and correlate these with the \( V_{\text{OC}} \) of the corresponding solar cells in which the polymer is used as donor in combination with [6,6]-phenyl-C61-butyric acid methyl ester (PC61BM) or [6,6]-phenyl-C71-butyl acid methyl ester (PC71BM) as acceptor. DPP polymers–fullerene solar cells can reach power conversion efficiencies over 9%. These polymers consist of an electron-deficient \( \pi \)-conjugated segment, creating a donor–acceptor-type polymer. The optical band gap has been tuned from 1.13 to 1.73 eV by changing the \( \pi \)-conjugated segment. By employing appropriate synthetic procedures, we are confident that adverse homocoupling reactions that can strongly effect the energy levels in these alternating copolymers are virtually absent in the materials studied. All experiments have been performed on layers applied via the same technique and under controlled circumstances, to maximize comparability of the data. This also holds for the morphology of the photovoltaic layers, which consists in each case of an intimately mixed blend with nanometer-wide semicrystalline polymer fibrils. We investigate which technique can provide the most accurate prediction for the \( V_{\text{OC}} \) of an optimized solar cell as determined under simulated standard solar illumination (AM1.5G spectrum at 100 mW cm⁻²). We find that, within experimental error, the SWV and UPS data are correlated with a slope close to unity,
and that $V_{oc}$ is most strongly correlated with the oxidation potential as obtained from SWV, but with a slope significantly less than unity. Possible reasons for this remarkable result are discussed.

2. Results and Discussion

2.1. Cyclic and Square-Wave Voltammetry

Cyclic and square-wave voltammetry experiments were performed for all DPP polymers shown in Figure 1 as thin films on a platinum wire, immersed in acetonitrile containing tetrabutylammonium hexafluorophosphate as electrolyte. As an example, Figure 2 shows the CV and SWV oxidation waves of 2PyT (1), 3T (11), and TDTPT (18), for which the $V_{oc}$ in bulk heterojunction solar cells with PCBM as the common acceptor varies over a considerable range, i.e., from 0.43 to 0.99 V (Figure 1 and Table 1). The cyclic and square-wave voltammograms of all polymers are collected in the Supporting Information. Figure 2 shows that not in all cases clear peaks are observed in both CV and SWV. For example, the SWV of 3T only shows a broad maximum, for which it is impossible to determine a well-defined peak position. Taking the onset, which can be determined as the intercept of the tangent in the inflection point with the baseline, is a more consistent method. For most polymers, the onset potentials of CV and SWV determined in this way differ only by up to ±0.05 V, but in some cases capacitive contributions to the redox currents cause an apparent shift in the onset potential. Figure 2 shows that this shift is especially distinct for 2PyT. SWV eliminates this artifact, and for these reasons, we focus in the remainder on the onset potentials as obtained from SWV. We estimate the accuracy to be ±0.05 V. We note that in previous publications that reported
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\caption{Structures of the DPP-based polymers displayed in order of decreasing $V_{oc}$ (indicated in parentheses) as measured in bulk heterojunction solar cells with PC$_{61}$BM or PC$_{71}$BM as acceptor. For brevity, the leading part of the polymer name (PDPP) has been omitted. The color coding indicated (blue, green, and red for three exemplary materials with a large, intermediate, and small $V_{oc}$, respectively) has been used throughout the paper. Details on solar cell architectures, photovoltaic parameters, and literature references can be found in the Supporting Information.}
\end{figure}
the synthesis and photovoltaic properties of the DPP polymers discussed here (see References in the Supporting Information for details), CV measurements have been performed on the DPP-based polymers in solution or on thin films on indium tin oxide (ITO) substrates. Our present results from SWV, for thin films on a platinum wire, reproduce the oxidation potential reported previously in all cases where the reported oxidation potential was measured on thin films (Figure S1, Supporting Information) within the measurement uncertainty (±0.05 V). However, the oxidation potential of polymers measured when dissolved in the electrolyte solution can differ up to 0.5 V. These differences can, at least in part, be attributed to the fact that interactions between polymer chains in a solid film affect the energy levels compared to molecularly dissolved chains in solution, similar to the well-known changes in optical band gap when going from solution to film.[46]

The SWV redox potentials \( E_{\text{ox,SWV}} \) and \( E_{\text{red,SWV}} \) of all polymers are listed in Table 1. The polymers with electron-deficient aromatic units flanking the DPP unit such as pyridine-2,6-diyl or thiazoyl-2,5-diyl groups have the highest oxidation potentials, while those with electron-rich selenophene-2,5-diyl or dithieno[3,2-b:2′,3′-d]pyrrole-2,6-diyl units have the lowest oxidation potentials. As a result of the different combinations of heterocycles used in the \( \pi \)-conjugated segments, the oxidation potentials cover a relatively broad range from \(-0.05 \) to \( 0.82 \) V versus Fc/Fc⁺.

Figure 3 shows that the oxidation potentials of the DPP polymers \( E_{\text{ox,SWV}} \) and the \( V_{\text{oc}} \) of optimized solar cells (measured under AM1.5G (100 mW cm\(^{-2}\)) illumination) in blends with PC61BM or PC71BM are strongly correlated. A linear fit yields

\[
V_{\text{oc}} = (0.75 \pm 0.04)E_{\text{ox,SWV}} + (0.40 \pm 0.02) \text{[V]}
\]

The R-square value is \( R^2 = 0.94 \). It is noteworthy that the slope that emerges from the fit is less than unity. An alternative way of fitting is the Deming regression,[47] which is a technique for fitting a straight line to 2D data where both

Table 1. SWV redox potentials and HOMO energies from UPS and DFT for DPP polymers.

| Polymer     | \( V_{\text{oc,a}} \) [V] | \( E_{\text{ox,SWV,b}} \) [V] | \( E_{\text{red,SWV,b}} \) [V] | \( E_{\text{g,SWV}} \) [eV] | \( E_{\text{g,opt,a}} \) [eV] | \( E_{\text{HOMO,SWV,c}} \) [eV] | \( E_{\text{HOMO,UPS}} \) [eV] | \( E_{\text{HOMO,SCF}} \) [eV] |
|-------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|-----------------|
| 1 2PyT      | 0.99            | 0.82            | -1.38           | 2.20            | 1.73            | -5.41           | -5.50           | -5.87           |
| 2 2Py2T     | 0.98            | 0.71            | -1.43           | 2.14            | 1.70            | -5.31           | -5.06           | -5.72           |
| 3 2TzBDT    | 0.97            | 0.75            | -1.24           | 1.99            | 1.53            | -5.34           | -5.29           | -5.67           |
| 4 2TzT      | 0.96            | 0.75            | -1.25           | 2.00            | 1.44            | -5.34           | -5.27           | -5.84           |
| 5 2Tz2T     | 0.92            | 0.68            | -1.31           | 1.99            | 1.47            | -5.27           | -5.22           | -5.73           |
| 6 2Py3T     | 0.84            | 0.51            | -1.48           | 1.99            | 1.68            | -5.10           | -5.06           | -5.51           |
| 7 TPT       | 0.80            | 0.45            | -1.54           | 1.99            | 1.53            | -5.04           | -4.94           | -5.54           |
| 8 2PyDTP    | 0.71            | 0.27            | -1.43           | 1.70            | 1.54            | -4.86           | -4.88           | -5.52           |
| 9 2TzDTP    | 0.69            | 0.40            | -1.32           | 1.72            | 1.28            | -4.99           | -5.30           | -5.47           |
| 10 2TzTT    | 0.68            | 0.37            | -1.52           | 1.89            | 1.35            | -4.96           | -4.85           | -5.45           |
| 11 3T       | 0.68            | 0.34            | -1.46           | 1.80            | 1.30            | -4.93           | -4.87           | -5.49           |
| 12 2TDC-OD  | 0.67            | 0.51            | -1.42           | 1.93            | 1.39            | -5.10           | -4.92           | -5.43           |
| 13 4TP      | 0.67            | 0.40            | -1.61           | 2.01            | 1.54            | -4.99           | -4.90           | -5.38           |
| 14 M3T      | 0.60            | 0.24            | -1.50           | 1.74            | 1.30            | -4.83           | -5.01           | -5.40           |
| 15 5T       | 0.57            | 0.27            | -1.53           | 1.80            | 1.45            | -4.86           | -4.61           | -5.22           |
| 16 TPyT     | 0.55            | 0.23            | -1.63           | 1.86            | 1.34            | -4.82           | -4.82           | -5.38           |
| 17 SPyS     | 0.48            | 0.14            | -1.57           | 1.71            | 1.24            | -4.73           | -4.71           | -5.36           |
| 18 TDTPT    | 0.43            | 0.02            | -1.56           | 1.58            | 1.23            | -4.61           | -4.48           | -5.18           |
| 19 SDTPS    | 0.35            | -0.05           | -1.51           | 1.46            | 1.13            | -4.54           | -4.64           | -5.16           |

\(a\)\(E_{\text{g,SWV}}\) and \(V_{\text{oc}}\) were obtained from the literature; see the Supporting Information for details; \(b\) versus Fc/Fc⁺; \(c\) Determined from \(E_{\text{ox,SWV}}\) using \(E_{\text{Fc/Fc}} = -4.59\) eV.
variables are measured with error. The Deming regression gives virtually identical results ($V_{oc} = 0.77 E_{ox,SWV} + 0.40 \text{ V}$, $R^2 = 0.94$) and is shown as the red dashed line in Figure 3.

Whereas the oxidation potentials vary substantially across the set of DPP polymers studied over a 0.87 V wide range, the range of variation of the reduction potentials, 0.39 V, is relatively small. Hence, the conjugated segments between the DPP groups have smaller effect on the LUMO energy than on the HOMO energy. Nevertheless, a clear correlation is present with the electronic nature of the aromatic units flanking the DPP unit. Polymers with flanking thiazoyl-2,5-diyls have $-1.24 \text{ V} \geq E_{red,SWV} \geq -1.32 \text{ V}$, those with pyridine-2,6-diyls have $-1.38 \text{ V} \geq E_{red,SWV} \geq -1.43 \text{ V}$, while those with thiophene-2,5-diyls or selenophene-2,5-diyls have $-1.42 \text{ V} \geq E_{red,SWV} \geq -1.61 \text{ V}$. These rather distinct ranges demonstrate that the LUMO extends from the DPP core into the flanking aromatic unit, but to a lesser extent into the remainder of the conjugated segment.

For the DPP polymers, the electrochemical band gap, defined as $E_{g,SWV} = q(E_{ox,SWV} - E_{red,SWV})$, is larger than the optical band gap ($E_{g,opt}$) determined from the onset of absorption in thin films (Table 1). Figure 4 reveals that the electrochemical gap and optical gap are strongly correlated. The dashed line in Figure 4 represents a fit with a fixed slope of unity to the data $E_{g,opt} = E_{g,SWV} - (0.44 \pm 0.02) \text{ [eV]}$. For most DPP polymers, the optical and electrochemical band gaps adhere to this relation ($R^2 = 0.72$), but exceptions are evident, especially for 2PyDTP (8) and to lesser extent for 2Py3T (6), 5T (15), TDTP (18), and SDTPS (19). If we view $E_{g,SWV}$ as the single-particle gap (sometimes called the transport gap), the dashed line in Figure 4 indicates that the effective singlet exciton binding energy is $\approx 0.44 \text{ eV}$, quite independent of the specific polymer (apart from the exceptions noted). The average effective binding energy, determined empirically as $E_b = E_{g,SWV} - E_{g,opt}$, amounts to $0.44 \text{ eV}$ and reflects a combination of fundamental effects (such as Coulomb and exchange interactions) and experimental effects (such as the presence of electrolyte ions in the oxidized or reduced films that may affect the absolute and relative values of the redox potentials). We also note that the actual $E_b$ value will depend on how the optical and electrochemical gaps are determined. We used the onsets of the absorbance spectrum and the square-wave voltammogram as determined by the crossing of tangent in the inflection point and the baseline. Hence, the value should be treated with caution. The value of the singlet exciton binding energy in semiconducting polymers has been subject to intense discussions, as it has been notoriously difficult to agree on the method how it can be determined experimentally. Many-body theoretical calculations of the excitonic properties of conjugated polymers that include the interchain screening of the Coulomb interaction by using the bulk dielectric constant have revealed binding energies of 0.4–0.6 eV for a number of homopolymers,[48] consistent with the present result for donor–acceptor DPP polymers. For small-molecule organic semiconductors, the singlet exciton binding energy is often much larger.[37,49–51]

It is of interest to consider why polymers 2PyDTP (8), 2Py3T (6), 5T (15), TDTP (18), and SDTPS (19) differ from the other DPP polymers. For 2PyDTP (8), the effective binding energy is as low as $E_b = 0.16 \text{ eV}$, while for the other four it falls in the range $0.31 \leq E_b \leq 0.36$, still less than the 0.44 eV difference represented by the dashed line in Figure 4. Out of the entire series of DPP polymers, 2PyDTP comprises the most distinct combination of an electron-rich unit (DTP, 4H-dithieno[3,2-b:2',3'-d]pyrrole) and an electron-deficient unit (2Py-DPP-2Py, 3,6-di(pyridin-2-yl)-2,5-dihydropyrrolo[3,4-c]pyrrole-1,4-dione). In such case, it can be expected that the lowest excited singlet state has a more pronounced charge-transfer character, in which the positive and negative charge densities are more localized on different units than for the other materials. Because of the localization, the singlet exciton binding energy is reduced. The same, but to a lesser extent,
holds for two other polymers that have an electron-rich DTP unit, i.e., TDTPT (18) and SDTPS (19), but for which the thiophene-2,5-diyl and selenophen-2-yl units that flank the DPP unit are more electron rich that the pyridine-2,6-diyl unit in 2PyDTP (8). For 2Py3T (6), the lower $E_b = 0.31$ eV is a result of the combination of an electron-deficient 2Py-DPP-2Py segment as in 8 with an electron-rich 3T (terthiophene) segment. 3T is more electron rich than 1T and 2T units in 2PyT (1) and 2Py2T (2), but less than DTP in 2PyDTP (8). Finally, 5T (15) has the longest electron-rich segment, combined with DPP, in which case the centers of positive and negative charge densities of a CT-like absorption are more spatially separated.

In summary, the effective binding energy for the DPP polymers defined as $E_b = E_{g,SWV} - E_{g,opt}$ amounts to about 0.44 eV for most DPP polymers, but can be significantly smaller when electronically distinct units are alternating along the chain.

### 2.2. Ultraviolet Photoelectron Spectroscopy

Whereas Equation (2) establishes a useful expression that may be used to predict $V_{oc}$ from electrochemical experiments, it is of interest to investigate whether the relationship remains valid when using alternative methods for determining the HOMO energy. For that purpose, the HOMO energy was measured using UPS on thin polymer films on an ITO substrate. As an example, the high-energy and low-energy edges of the UPS spectra of 2PyT (1), 3T (11), and TDTPT (18) are shown in Figure 5. The HOMO energy was determined from the kinetic energy difference, $\Delta E$, between the low-energy secondary-electron emission onset in the UPS spectrum and the high-energy edge, using the expression $E_{\text{HOMO, UPS}} = \Delta E - E_{\text{He-I}}$, where $E_{\text{He-I}} = 21.22$ eV is the photon energy of the He-I radiation used. The cutoff energies used for determining the HOMO energies were obtained using a tangent method, as discussed in the Experimental Section. The experimental uncertainty is somewhat larger than in the case of SWV, in most cases more close to $0.10$ eV, as a result of the combined effects of the instrumental resolution ($\pm 0.05$ eV) and the uncertainties in determining the leading and trailing edge binding energies. In some cases, substructures observed near the low-binding-energy edge give rise to a somewhat larger uncertainty. A complete overview of all spectra is included in the Supporting Information. The HOMO energies, $E_{\text{HOMO, UPS}}$, are listed in Table 1. Consistent with the results obtained from the electrochemical measurements, polymers incorporating pyridine-2,6-diyl or thiazoyl-2,5-diyl substituents are found to have the highest ionization energies (most negative HOMO energies).

Figure 6 shows the correlation between the measured HOMO energies and the $V_{oc}$. The best fit is given by the expression

$$qV_{oc} = -(0.62 \pm 0.09)E_{\text{HOMO, UPS}} - (2.3 \pm 0.5) [\text{eV}]$$

(3)

For this fit, $R^2 = 0.72$ is much smaller than $R^2 = 0.94$ obtained for the correlation between $V_{oc}$ and the oxidation potential from SWV (Figure 3). At least in part, this is due to the larger experimental uncertainty involved in the determination of the HOMO values from UPS, as discussed above. The largest deviations from the fit line are observed for the polymers 2Py2T (2), 2TzDTP (9), and SDTPS (19). However, for these three materials the onset at both spectral edges is clearly defined and the HOMO energy could be quite accurately determined. In this case, a Deming regression gives a slightly higher slope of 0.69, also with $R^2 = 0.72$.

Equation (3) also suggests a linear relation between $V_{oc}$ and $E_{\text{HOMO}}$ with slope less than unity. Yoshida has studied the correlation between the $V_{oc}$ of PC$_{61}$BM- and PC$_{71}$BM-based solar cells based on blends with various polymers such as poly(3-hexylthiophene-2,5-diyl), poly(2,5-bis(3-tetradecylthiophen-2-yl)thieno[3,2-b]thiophene), and poly[2-methoxy-5-(3,7-dimethyloctlyoxy)-1,4-phenylenevinylene]$_{52}$. $V_{oc}$ was found to
be linearly correlated with the difference between the LUMO energy as determined using low-energy inverse photoelectron spectroscopy (LEIPS) and the HOMO energy as determined using UPS, in a manner as given by the expression

$$qV_{oc} = -(0.62 \pm 0.01)(E_{HOMO,UPS,D} - E_{HOMO,LEIPS,\lambda}) \text{[eV]}$$

(4)

Making use of the LUMO energy of PC<sub>61</sub>BM that was found in ref. [52], $-(3.84 \pm 0.04)$ eV, Equation (4) can be rewritten as

$$qV_{oc} = -0.62E_{HOMO,UPS,D} - 2.38 \text{[eV]}$$

(5)

which is virtually identical to fit in Equation (3). We note that the LUMO energy as obtained in ref. [52] for PC<sub>71</sub>BM, $-(3.81 \pm 0.06)$ eV, is within the error margin equal to that of PC<sub>61</sub>BM. Hence, our results are consistent with the empirical finding by Yoshida that the $V_{oc}$ varies linearly with the difference between the donor HOMO and the acceptor LUMO energies (determined by UPS and LEIPS), with a proportionality constant that is significantly smaller than unity.

2.3. Density Functional Theory

DFT calculations were performed on dimers of the repeat units of the DPP polymers. Ionization potential values were calculated by using the ΔSCF method in which the geometry of the molecule is first optimized in the electronic ground state. This yields the ground state energy that serves as the reference value. Subsequently, an electron is removed from the system after which an open-shell DFT energy calculation is performed. The difference between the two energies yields the HOMO energy levels, $E_{HOMO,\Delta SCF}$[53] listed in Table 1. More details such as plots of the HOMO wave function are collected in the Supporting Information. Figure 7 shows the relation between $E_{HOMO,\Delta SCF}$ and the $V_{oc}$ of solar cells, made using blends of the polymer with PC<sub>61</sub>BM or PC<sub>71</sub>BM. As for SWV and UPS, there is a clear correlation between $E_{HOMO,\Delta SCF}$ and $V_{oc}$. A least-squares fit gives

$$qV_{oc} = -(0.90 \pm 0.08)E_{HOMO,\Delta SCF} - (4.2 \pm 0.4) \text{[eV]}$$

(6)

with $R^2 = 0.89$. Compared to the relation between $E_{ox,SWV}$ and $V_{oc}$, the spread on the data is larger for $E_{HOMO,\Delta SCF}$, but less than that for $E_{HOMO,UPS}$ and $V_{oc}$. The slope in this case is close to unity. This is confirmed in the Deming regression, which gives a slope of 0.95 (Figure 7).

2.4. Correlation between the HOMO Energy from SWV, UPS, and DFT

Figure 8 shows the correlation between the measured HOMO energies obtained from UPS and the oxidation potential measured using SWV, versus Fc/Fc$. The best fit is given by the expression

$$E_{HOMO,UPS} = -(0.91 \pm 0.13)E_{ox,SWV} - (4.59 \pm 0.06) \text{[eV]}$$

(7)

with $R^2 = 0.74$. Similar fits can be made to relate the DFT results to SWV and UPS data (Figure S2, Supporting Information)

$$E_{HOMO,\Delta SCF} = -(0.75 \pm 0.08)E_{ox,SWV} - (5.18 \pm 0.04) \text{[eV]}$$

(8)

$$E_{HOMO,\Delta SCF} = (0.67 \pm 0.09)E_{HOMO,UPS} + (2.15 \pm 0.44) \text{[eV]}$$

(9)

with $R^2 = 0.85$ and $R^2 = 0.77$, respectively.

The standard error found for the slope in Equation (7) suggests that the data can also be reasonably fitted with a slope of 1. In this case, Deming regression gives a slope of 1.07 (Figure 8). Hence, our results cannot be interpreted as
evidence for a slope deviating from unity. A similar conclusion was recently reached by Wang et al. for ten different conjugated polymers where the slope was \(-1.03 \pm 0.13\) and the offset was \(-4.54 \pm 0.08\) eV.\(^{[60]}\)

The spread in the data around the best-fit line in Figure 8 can be partially attributed to the experimental uncertainty of the data points: about \(\pm 0.05\) eV for \(E_{\text{HOMO,SWV}}\) and about \(\pm 0.10\) eV or in some cases slightly more for \(E_{\text{HOMO,UPS}}\). We note that deviations larger than these error margins cannot be explained on the basis of an exceptionally large uncertainty in the analysis of the UPS spectra or SWV data. The largest deviation from the best fit is obtained for polymer 9 (2TzTDP) for which Figure 6 shows that \(E_{\text{HOMO,UPS}}\) is more negative than the expected value based on \(V_{\text{oc}}\).

Equation (7) places \(E_{\text{FAS,}\text{CV}}\) at \(-4.59\) eV versus the vacuum level. Using this value, we have determined the SWV HOMO energies \((E_{\text{HOMO,SWV}})\) in Table 1. We can also use this value to determine the LUMO energy level of PC\(_{61}\)BM using the redox potentials measured with SWV (Figure S3, Supporting Information). Using the experimental value of \(E_{\text{red,SWV}} = -0.98\) V versus Fe/Fe\(^+\) and \(E_{\text{FAS,}\text{CV}} = -4.59\) eV, we find a \(E_{\text{LUMO,SWV}} = -3.61\) eV for PC\(_{61}\)BM, which is in fair agreement with value of \(-3.84 \pm 0.04\) eV found by Yoshida.\(^{[52]}\)

Of course, UPS and SWV are not expected to yield in all cases the same value of the HOMO energy. Most importantly, the ionization energies probe are electrostatically screened to different extents, due to the different local environments in which the ionized molecules reside. In UPS, the signal originates predominantly from molecules at the surface, where the screening due to the polarizability of the environment is weaker than that in the bulk.\(^{[10]}\) The signal as probed by voltammetry of molecules in solution is influenced by the screening by the metal electrode and by the electrolyte solution.\(^{[36]}\) In the case of voltammetry on thin films, it is not well known to what extent the ionization process takes place at the outer film surface, in contact with the electrolyte, or in the bulk of the thin film. In any case, also the presence of the electrolyte and the metal electrode will affect the redox potential. Additional complications include 1) the effect of the vacuum surface or the interface with the electrolyte on the energetic disorder, 2) the different roles of molecular relaxation during the excitation, and 3) the different roles of possible surface or bulk contaminants. These effects may also depend on the specific material properties.

2.5. Correlation between HOMO Energies and \(V_{\text{oc}}\)

The oxidation potential determined using SWV is a good predictor for the \(V_{\text{oc}}\) of the DPP polymers in combination with PCBM as an acceptor via Equation (2). In a recent study, Fahlman and coworkers argued that CV estimates of the ionization potential are too imprecise compared to the UPS data for determining energy levels at donor–acceptor heterojunctions. Our study clearly shows that this is not the case. Moreover, the conclusion of Fahlman and coworkers is not in accordance with our own analysis of their data, which shows the same (moderate) correlation of \(V_{\text{oc}}\) with the either \(E_{\text{FAS,CV}} (R^2 = 0.64)\) or \(E_{\text{HOMO,UPS}} (R^2 = 0.62)\) (Table S1 and Figure S4, Supporting Information).

Remarkably, the slope of the fitted data is 0.75 in Equation (2) with a standard error of 0.04. For UPS, the slope of 0.62 \(\pm 0.09\) is also less than unity (Equation (3)), and consistent with the value reported by Yoshida.\(^{[52]}\) Hence, both SWV and UPS experiments reveal that for these DPP polymers, and their solar cells with PCBM, the linear correlation between \(V_{\text{oc}}\) and \((E_{\text{HOMO,D} \text{ } - \text{ } E_{\text{LUMO,A}}})\) has a slope less than unity. In contrast, we note that Scharber et al., in a study on 26 different bulk heterojunction blends, found a correlation with a slope equal to 1 between \(V_{\text{oc}}\) and the redox potential difference.\(^{[21]}\) A linear correlation between \(V_{\text{oc}}\) and the HOMO and LUMO energies with slope 1 has also been seen in various other studies,\(^{[6,54]}\) usually for a smaller set of materials, but deviations with slope <1 have also been reported.\(^{[52,55]}\)

At present, it is not possible to resolve the discrepancies between these various studies. Nevertheless, it is of interest to consider possible explanations for our finding of a slope <1. One effect to be considered is the dependence of the generation rate \(G\) on the HOMO level. DPP polymers with higher HOMO energy tend to have lower optical band gap and can therefore generate more charges. For solar cells of the polymers in Table 1, 2PyT \((E_F = 1.73\) eV) gave the lowest short-circuit current density \((J_{SC} = 7.00\) mA cm\(^{-2}\)).\(^{[56]}\) While TDTPT \((E_F = 1.23\) eV) gave the highest \(J_{SC} (20.5\) mA cm\(^{-2}\)).\(^{[57]}\) i.e., a factor of \(\approx 3\). Assuming that \(G\) is proportional to \(J_{SC}\), one would expect a difference of \((kT/q)\ln(3) = 28\) mV via Equation (1), which is an order of magnitude too low to explain a change in slope from 1 to 0.75.

One option to explain the reduced slope is that the HOMO of the donor and LUMO of the acceptor interact, resulting in a rearrangement of the HOMO and LUMO energy levels of the donor and acceptor molecules involved in the formation of the CT state, \(E_{\text{HOMO}}\) and \(E_{\text{LUMO}}\). We find that such effect can explain the reduced slope quantitatively using first-order perturbation theory when assuming a large interaction energy \(H_{DA}\) of 0.4–0.5 eV (see the Supporting Information). Theoretical studies show that such large transfer integrals exist for cofacially arranged charge-transfer donor–acceptor co-crystals at short distances.\(^{[58,59]}\) It is, however, far from clear whether such large transfer integrals are possible in polymer fullerene blends, where both large (\(\approx 0.3\) eV)\(^{[22]}\) and very small (\(\approx 0.01\) eV)\(^{[60]}\) transfer integrals have been reported, for seemingly similar systems. We note that transfer integrals between adjacent molecules in organic materials larger than \(0.01\) eV would give rise to delocalization of electron and hole states, which is not commonly observed. Other theoretical studies have shown that the charge-transfer state energy can vary by 0.2–0.6 eV, depending on the relative orientation of donor and acceptor molecules.\(^{[61]}\) Via Equation (1), this would result in a change in \(V_{\text{oc}}\) of 0.2–0.6 V.

Experimental studies also do not provide a completely consistent insight. In a recent experimental study on the energy alignment at pentacene/C\(_{60}\) interfaces, it was shown that the HOMO–LUMO gap at the interface varies from 1.50 eV for a face-on orientation to 0.75 eV for an edge-on arrangement of the molecules.\(^{[62]}\) This is consistent with earlier work in which it was shown that interface energies of sexithiophene depend on the orientation of the molecules with respect to the interface.\(^{[63]}\) On the other hand, the HOMO–LUMO gap at the interface
between diidenopylene and C_{60} was found to be identical to that based on the HOMO and LUMO energies of the pristine materials. In their review, Koch and coworkers conclude that predicting the interface dipole is difficult, but from a more recent study on blends of five commonly used conjugated polymers with PCBM one can infer that the vacuum level shift scales with $E_{\text{HOMO,D}}$. The vacuum level shift ($\Delta$) and $E_{\text{HOMO,D}}$ from ref. [7] are collected in Table S2 and Figure S6 in the Supporting Information. A fit gives $\Delta = (0.33 \pm 0.09) E_{\text{HOMO,D}} + (1.76 \pm 0.43) [\text{eV}]$. Although the number of data points (5) is limited and the correlation ($R^2 = 0.88$) is not perfect, the vacuum level shift indeed decreases with more negative $E_{\text{HOMO,D}}$. Because $\Delta$ increases the offset between $E_{\text{HOMO,D}}$ and $E_{\text{LUMO,A}}$ at the donor–acceptor interface, it increases the $V_{oc}$ for donors with a low oxidation potential. In fact, when the slope of 0.33 is added to the slope of 0.75 found in our work, a total slope of 1.08 emerges, which is (probably somewhat fortuitously) identical to the slope of 1.08 recently found by Vandeval and coworkers between $qV_{oc}$ and $E_{CT}$.[[10]]

In summary, both theoretical and experimental studies suggest that different molecular orientations can give rise to differences in $E_{CT}$ at the donor–acceptor interface, amounting up to several tenths of an electron volt. While such deviations can explain the difference between a slope of 0.75 and a slope of 1, over the $\pm 1$ eV range of HOMO energies (Figure 2), they do not give a rationale for the result that $V_{oc}$ (and hence $E_{CT}$) would change in gradual fashion with the HOMO energy, which is suggested by the small scatter ($0.1$ eV) in the experimental data with respect to the fit (Figure 2). Possibly, the formation of an interface dipole at the DPP polymer–PCBM interface, which one can expect to be dependent on the HOMO level of the donor, explains the slope of less than 1 found in a plot of $V_{oc}$ versus $E_{\text{ox,SWV}}$ (Figure 3).

### 3. Conclusion

In summary, the HOMO energy levels of 19 different DPP polymers have been investigated using SWV, UPS, and DFT and have been compared to the $V_{oc}$ of bulk heterojunction solar cells of these polymers as donor in combination with PCBM as acceptor. The polymers, solar cells, and electrochemical and photoelectrochemistry experiments all have been prepared, performed, and analyzed with identical procedures. The results reveal that the SWV redox potential ($E_{\text{ox,SWV}}$) is the most accurate predictor of the open-circuit voltage ($V_{oc}$). Remarkably, the slope of the linear relation between $V_{oc}$ and $E_{\text{ox,SWV}}$ is 0.75 $\pm$ 0.04, i.e., significantly less than 1.

The oxidation potentials determined by SWV versus Fc/Fc$^+$ and the HOMO energies determined by UPS are linearly correlated with a slope of 0.91 $\pm$ 0.13 eV V$^{-1}$, which statistically does not differ from unity. The intercept places the energy of the ferrocene/ferrocenium redox couple ($E_{Fc/Fc^+}$) at $-4.59$ eV versus vacuum. The linear relationship between $V_{oc}$ and $E_{\text{HOMO,UPS}}$ has a slope of 0.62 $\pm$ 0.09 eV V$^{-1}$, in excellent agreement with earlier work[[12]].

Possible reasons for a slope of less than 1 for the relation between the HOMO energy measured on the pure donor material and $V_{oc}$ in the blend were discussed. Possibly, a dipole at the donor–acceptor interface, whose magnitude depends on the HOMO level of the donor,[[7]] can explain the result. A full consistent insight, however, requires further examination in future work.

For the DPP polymers, the electrochemical band gap ($E_{\text{g,SWV}} \equiv q(E_{\text{ox,SWV}} - E_{\text{red,SWV}})$) is linearly and with unit slope correlated to the optical band gap ($E_{\text{g,opt}}$). The average difference is 0.44 $\pm$ 0.10 eV, but actual values vary from 0.16 to 0.56 eV. Low values are found for DPP polymers in which there is a more pronounced difference between the electron-deficient and electron-rich moieties that could result in a more localized character of the electron and hole wave functions in the excited state.

In this study, we have demonstrated that the oxidation potential determined with square-wave voltammetry on thin polymer films, as first employed by Inganas, Andersson, and coworkers,[[32]] is a very good and accessible experimental method to forecast the open-circuit voltage of organic bulk heterojunction solar cells. Results from ultraviolet photoelectron spectroscopy provide a less accurate prediction.

### 4. Experimental Section

**Cyclic and Square-Wave Voltammetry:** Cyclic voltammetry and square-wave voltammetry measurements were performed inside a nitrogen-filled glove box using an Autolab PGSTA30 (Ecochemie, The Netherlands) potentiostat in a three-electrode configuration. A polymer-coated platinum wire, silver wire, and silver/silver chloride (Ag/AgCl) electrode served as working electrode, counter electrode, and quasi-reference electrode, respectively. A 0.1 m solution of tetraethylammonium hexafluorophosphate (TBAPF$_6$) in dry acetonitrile served as electrolyte. All potentials were reported versus the ferrocene/ferrocenium redox couple (Fc/Fc$^+$). The used ionization energy of ferrocene was $4.59$ eV, as derived from a comparison with the UPS results in this study. Before each measurement, the platinum wire working electrode was cleaned in a roaring blue flame. The polymer films were applied on the platinum wire by dipping the wire for several seconds into a 2 mg mL$^{-1}$ solution of the polymer in chloroform, which has been stirred at 60 °C for at least 2 h. For cyclic voltammetry, the potential was stepwise ramped with a step potential of 2.4 mV and an average scan speed of 0.1 or 0.126 V s$^{-1}$. No significant difference between the results obtained for these two scan speeds was found. The square-wave voltammograms were performed with a step potential of 5 mV and an average scan speed of 0.126 V s$^{-1}$. On each step, a square-wave modulation was used with an amplitude of 20 mV, a period equal to the step length (0.04 s), and a phase such that in the first (second) half of the step a potential overshoot (undershoot) was obtained. In order to exclude effects of repetitive oxidation and reduction on the voltammogram, all data presented were taken from the first scan. The onsets were determined using a tangent method, where the onset was placed at the intercept of the linearly extrapolated tangent with the baseline. In the square-wave voltammograms shown in the Supporting Information, the position of the onset is indicated.

**Ultraviolet Photoelectron Spectroscopy:** The UPS measurements were performed in a multichamber EscaLab II system with a base pressure of the analyzer chamber in the lower $10^{-8}$ Pa range. The UPS spectra were recorded using He-I radiation (photon energy $E_{\text{He-I}} = 21.22$ eV) generated in a differentially pumped, windowless discharge lamp. As the investigated polymers were sensitive to UV radiation, the UV exposure during UPS was kept to a minimum at the cost of a higher noise level. The measurements were performed with an applied bias of $-6$ V.

To prepare the samples for UPS measurements, a 2 mg mL$^{-1}$ solution of the polymer in anhydrous chloroform was stirred at 60 °C for at least 1 h, in a nitrogen-filled glove box. ITO substrates were cleaned by rinsing with acetone and both mechanical rubbing and rinsing with...
isopropanol, followed by a 30 min UV–ozone treatment. The solution was subsequently spin coated at 2000 rpm for 60 s inside the glove box on cleaned ITO substrates. Samples were transferred through air to the UPS setup, except for 3T (11), TPY–T (16), SPy–S (17), and SDTPS (19), which were transported in a nitrogen-filled transfer tube to prevent oxidation of the thin layers of these low-band gap materials.

The HOMO energy was determined from the kinetic energy difference, $\Delta E$, between the low-energy secondary-electron emission onset of the UPS spectrum and the high-energy edge using the expression $E_{\text{HOMO,UPS}} = E_F - E_{\text{HOMO,UPS}}$, where $E_F$ is $21.22$ eV. The edge energies were obtained by linearly extrapolating tangents through the point of inflection in the low-energy and high-energy slopes to the background level. The positions of the onsets are indicated in the spectra in the Supporting Information. The binding energy was defined with respect to the Fermi level: $E_{\text{bind}} = E_F - E_{\text{Fermi}}$. The Fermi level was located at a kinetic energy of $27.49$ eV.

**Density Functional Theory Calculations:** Ionization potential values were calculated by using the DFT method as described in the text. All calculations were performed employing the B3LYP functional with a $6–31\text{g}^{\text{d}}$ basis set. The NWChem software package was used for the calculations.[38]
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Supporting Information is available from the Wiley Online Library or from the author.
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