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Abstract—We present a comprehensive empirical study for personalized spontaneous speech synthesis on the basis of linguistic knowledge. With the advent of voice cloning for reading-style speech synthesis, a new voice cloning paradigm for human-like and spontaneous speech synthesis is required. We, therefore, focus on personalized spontaneous speech synthesis that can clone both the individual’s voice timbre and speech disfluency. Specifically, we deal with filled pauses, a major source of speech disfluency, which is known to play an important role in speech generation and communication in psychology and linguistics. To comparatively evaluate personalized filled pause insertion and non-personalized filled pause prediction methods, we developed a speech synthesis method with a non-personalized external filled pause predictor trained with a multi-speaker corpus. The results clarify the position-word entanglement of filled pauses, i.e., the necessity of precisely predicting positions for naturalness and the necessity of precisely predicting words for individuality on the evaluation of synthesized speech.

I. INTRODUCTION

Speech synthesis aims to artificially synthesize human-like speech. With the rapid development of sequence-to-sequence (seq2seq) models, recent reading-style text-to-speech synthesis can achieve near-human quality [1], [2], [3], [4]. Such speech synthesis can highly reproduce speaker individuality, thus has been used to achieve digital voice cloning [5], [6], [7]. With the development of such reading-style speech synthesis, spontaneous speech synthesis has also been studied as a more challenging topic. Compared with reading-style speech synthesis, spontaneous speech has a unique characteristic, speech disfluency [8], including repetition, rephrasing, and filled pauses. Spontaneous speech synthesis expresses human-like disfluency and enables us to use speech synthesis for more than just text reading. If spontaneous speech synthesis can be personalized, it should be possible to reproduce individuality beyond conventional voice cloning. Therefore, as shown in Fig. 1 our goal was to achieve personalized spontaneous speech synthesis for reproducing not only an individual’s voice timbre but also speech disfluency.

Filled pauses (FPs), a type of disfluency, are not relevant to linguistic content but play an important role in spontaneous speech. FPs are inserted into utterances by speakers, and their various roles have been extensively studied in linguistics. Speakers can express planning problems [9] and carry out smooth speech communication [8], [10], [11] by using FPs. FPs also affect the listener: FPs by a speaker tend to reduce the listening effort required of the listener [12]. Apart from these studies on the functions of FPs, there have been studies on the individuality of FPs by each speaker. For example, word choice [8], [13] and position [14] have been reported to change speaker by speaker. To personalize spontaneous speech synthesis, we need to consider all these factors.

This paper presents a spontaneous speech synthesis method and empirical studies incorporating linguistic knowledge for personalized spontaneous speech synthesis that deals with FPs, with the aim of comparatively evaluating personalized FP insertion (i.e., using a ground-truth FP) and non-personalized FP prediction. To this end, we developed a seq2seq spontaneous speech synthesis model with an external FP predictor. We insert FPs predicted with a prediction model handling a variety of speakers to FP-excluded text and synthesize a speech waveform from the FP-inserted text. We investigated the effect of FP prediction on speech evaluation on the basis of linguistic knowledge of FPs. We evaluated synthetic speech using these functions in terms of not only naturalness (as in AdaSpeech 3 [15]) but also speaker individuality and linguistics. Our corpus, audio samples, and open-source implementation are available from our project page. The key contributions of this work are as follows:

- We propose a spontaneous speech synthesis method with an external FP predictor and compared a personalized FP insertion with a non-personalized FP prediction.
- We constructed an FP word vocabulary and open-source Japanese spontaneous speech corpus (JLecSponSpeech).
- Our experimental results clarify the position-word entanglement of FPs, i.e., the necessity of precisely predicting positions for naturalness and the necessity of precisely predicting words for individuality on the evaluation of

\[\text{http://sites.google.com/view/ymatsunaga/publications/fp_synth}\]
synthesized speech.

II. RELATED WORK

A. Linguistic knowledge on filled pauses.

FPs play several roles in spontaneous speech, e.g., speech planning [8, 9] and turn handing [11]. We summarize the following key linguistic characteristics of FPs that are considered for personalized spontaneous speech synthesis.

- **Vocabulary:** The vocabulary of FPs is extensive. The two best-known words are “uh” and “um” (used in AdaSpeech 3 [13]), but there are many other lexical and non-lexical words [16]. This is also true for other languages [7, 8]; Japanese, the target language in this paper, has 160 different FPs [19].

- **Replaceability:** The roles of each FP word are not strictly separated, and replacing one FP word with another may not change the effect [20].

- **Individuality:** The characteristics of FPs are changed by not only linguistic content [21] but also speaker individuality. Positions [14] and word choice [8, 13] of FPs differ among speakers.

B. Prediction and synthesis of filled pauses.

Several studies have addressed spontaneous speech synthesis including FPs [22, 23, 15]. Adell et al. proposed a disfluent speech synthesis model where editing terms such as FPs are inserted into fluent speech and performed local prosodic modifications [22]. Dall comprehensively addressed spontaneous speech synthesis including prediction, synthesis, and evaluation of FPs [23]. However, these studies did not consider individuality. Yan et al. proposed a multi-speaker speech synthesis model employing spontaneous-style adaptation [15]; however, they used limited FP vocabulary and did not closely investigate the effect of FP insertion on individuality. Although other studies focused on predicting the positions and words of FPs [24, 25, 26], their effect on synthetic speech remains unknown. In contrast to these studies, we 1) developed a spontaneous speech synthesis method with a newly developed FP vocabulary handling personalization and non-personalized FP prediction method in a synthetic speech on the basis of the linguistic knowledge summarized above.

C. Evaluation of filled pauses.

A few studies investigated the effect of the presence of FPs on the personality [27] or individuality [28] of synthetic speech. They compared synthetic speech with and without ground-truth FPs, i.e., individual-specific FPs. A study also compared synthetic speech with predicted FPs, ground-truth FPs, and opposite types of ground-truth FPs in terms of plausibility [29]; however, they were not evaluated in terms of individuality, and the FP vocabulary and compared methods of FP insertion were limited. We provide deeper insights into the personalization of FP-included spontaneous speech by using position-word decomposition and comparing personalized insertion with non-personalized prediction.

III. METHOD

A. Spontaneous speech synthesis method

We developed two methods: 1) a speaker-dependent speech synthesis model with non-personalized FP prediction and 2) one with personalized FP insertion. We show the former method in Figure 2. The FP prediction model consists of two sub-models [26]: bi-directional encoder representations from transformers (BERT) [30] that embeds an input text without FPs (word sequence) and bi-directional long short-term memory (BLSTM) [31] that predicts FPs among input words. Items to be predicted are “None” (i.e., FP is not inserted) and the FP words mentioned in Section III.A. We used the non-personalized FP prediction model proposed in a previous study [32]. On the other hand, to construct the latter method, we used ground-truth FPs as personalized FPs, instead of predicted FPs. The seq2seq speech synthesis model synthesizes spontaneous speech with FPs from an FP-inserted text with the above prediction and insertion methods. In addition to phoneme inputs, we use binary FP tags to indicate whether the current phoneme is an FP.

An alternative to the above FP prediction model would be to train a personalized model (i.e., specializing in predicting FPs of a particular speaker); however, adapting an FP prediction model to a particular speaker has been difficult [32]. Therefore, we compared personalized FP insertion with ground-truth FPs and non-personalized FP prediction. Our future work will address the personalization of the FP prediction model.

We can incorporate linguistic knowledge of FPs into spontaneous speech synthesis methods. For example, we can consider replaceability (in Section II), which suggests we can predict FP words less accurately than the positions. In such a case, the prediction model predicts only FP words, given ground-truth FP positions. The details are described in Section IV.
B. Design of filled pause vocabulary

For personalized spontaneous speech synthesis, we need to build an FP word vocabulary to handle spontaneous speech by various speakers. For this purpose, using an FP-annotated text corpus transcribed from multi-speaker spontaneous speech, we exclude any FP words used less frequently (< 20%) among all speakers. This creates a vocabulary that consists of 13 FP words, e.g., “ee” and “ma”, and covers approximately 83% on average and at least 53% of FPs used by each speaker.

C. Corpus and annotation

We need to construct a mid-size (3.5–5.0 hours) spontaneous speech corpus to train the speaker-dependent speech synthesis model. We manually searched for lecture videos on the web and transcribed and annotated texts according to the rules of the Corpus of Spontaneous Japanese (CSJ [33]). The corpus includes transcribed fluent text as well as FP words, FP tags, and phrase timings. It is available from our project page.

IV. EXPERIMENTAL EVALUATION

A. Experimental settings

We used the texts of 137 speakers from the CSJ [33] to build an FP word vocabulary and train the FP prediction model. The process is described in Section III-B.

We selected two Japanese speakers whose lecture videos are available on YouTube (see our project page). The audio data were down-sampled at 22.05 kHz. Professional annotators carried out the annotation. The duration of training data for each speaker was approximately 3.5–5.0 hours. We split the annotated data into training, validation, and test sets. We first manually selected 20 speech segments for the test set so that all the segments contain multiple FPs with a well-balanced variety of FP words. Each segment consisted of approximately 2 or 3 sentences, and the duration per segment was approximately 15–30 seconds. We then randomly selected 512 breath groups from the remaining data as the validation set.

The architecture of the FP prediction model is based on previous studies [26], [32]. As described in Section II-A, the model consists of a BERT and BLSTM. In the training of the BLSTM, we set the number of hidden layers and hidden size to 1 and 1024, respectively. We applied gradient clipping with the maximum of the norm set to 0.5 and set the batch size to 32. We used the Adam optimizer [34] with the learning rate set to 1.0 × 10⁻⁵. We then trained the model for 60 k steps.

The seq2seq speech synthesis model is based on FastSpeech 2 architecture [2]. It was first pre-trained using the JSUT corpus (reading-style speech) [35] then fine-tuned using the annotated spontaneous speech. The hyperparameter settings of the model and pretraining followed a published implementation [2]. We conducted pre-training and fine-tuning for 600 k and 500 k steps, respectively. We used accent features in addition to phonemes [36]. We divided spontaneous speech into breath groups for fine-tuning. The phoneme-level binary FP tags were concatenated with phoneme embeddings and then fed to the encoder. The speech was independently synthesized for each breath group and then simply concatenated to make speech segments.

B. Subjective evaluations

We investigated the effect of FP prediction on synthetic speech. To take into account the replaceability described in Section III, we separated FP features into FP words and positions.

Evaluation metrics. We conducted subjective evaluations using synthetic speech. Since our goal was personalized spontaneous speech synthesis, not only naturalness but also speaker individuality was used as evaluation criteria. We also used listening effort, which is an important role of FPs [12], as a criterion that means “which speech sample requires less effort to listen to?”.

Evaluation settings. Unless otherwise stated, we conducted preference AB and XAB tests. “X” is the ground-truth speech (i.e., the speaker’s natural speech) in the individuality tests. A total of 30 listeners participated in each test. Each listener evaluated 10 and 8 pairs of speech samples in the preference AB and XAB tests respectively. We randomly selected these samples from the test set.

Preliminary evaluation. First of all, we conducted preliminary evaluations to answer the question, “Are FPs required for personalized spontaneous speech synthesis?” Since the evaluation of synthesized speech might be affected by the quality of the synthesis model, we evaluated analysis-synthesized speech with and without ground-truth FPs to exclude the influence of the synthesis model quality. We obtained analysis-synthesized speech with FPs by mel-spectrogram analysis and a HiFi-GAN vocoder. We also obtained that without FPs in the same manner; however, we replaced mel-spectrograms of FPs with the same duration as FPs; however, we can obtain more natural speech by replacing with silence with a fixed duration.

### Table I

| Criterion | Spk | Score Analysis-synthesized speech with and without FPs | p-value |
|-----------|-----|------------------------------------------------------|---------|
| Naturalness | A   | 0.233 vs. 0.767                                      | <10⁻¹⁰  |
|            | B   | 0.317 vs. 0.683                                      | <10⁻¹⁰  |
| Individuality | A   | 0.304 vs. 0.696                                      | <10⁻¹⁰  |
|             | B   | 0.313 vs. 0.687                                      | <10⁻¹⁰  |
| Listening effort | A   | 0.240 vs. 0.760                                      | <10⁻¹⁰  |
|              | B   | 0.273 vs. 0.727                                      | <10⁻¹⁰  |

https://github.com/ndkgit339/FastSpeech2-filled_pause_speech_synthesis/tree/master/config/example_train commit 30c924a.
that analysis-synthesized speech with ground-truth FPs has significantly higher preference scores in all criteria compared to the case without FPs. And, we also evaluated natural speech with and without ground-truth FPs under the same condition. As in the case of analysis-synthesized speech, the results show that natural speech with ground-truth FPs has significantly higher preference scores in all criteria compared to the case without FPs. These results indicate that FPs are required in terms of naturalness, individuality, and listening effort in both analysis-synthesized and natural speech.

**Evaluated methods.** We compared synthesized speech from FP-inserted text with insertion and prediction methods. Table [II] lists the methods. The trained seq2seq speech synthesis models were the same among the methods, and only the inputs of those models were different. An input text of NoW-NoP has no FPs, i.e., spontaneous speech without FPs is synthesized. RandW-RandP randomly predicts FPs on the basis of the probability of FP words in the training data of the FP prediction model. PredW-PredP predicts FPs using the trained FP prediction model. PredW-TrueP refers to the FP positions of ground-truth (i.e., annotated data) and predicts only words. TrueW-TrueP refers to both FP positions and words of ground-truth, i.e., the text is completely the same as ground-truth.

1) **Filled pause synthesis:** We first investigated how synthesized speech is affected by considering ground-truth FPs. Table [III] lists the results of the evaluation comparing NoW-NoP and TrueW-TrueP. We can see that the case without FPs shows better results than that with ground-truth FPs for naturalness and listening effort and shows a better result for individuality in speaker A. This demonstrates that if the speech synthesis model takes FPs into account, it decreases the naturalness and requires more listening effort compared with the case in which FPs are not taken into account. Moreover, the results suggest that taking FPs into account decreases individuality in certain cases.

2) **Filled pause prediction:** To investigate the effectiveness of predicting FPs with PredW-PredP, we compared it and RandW-RandP. Table [IV] lists the results. We can see that predicting FPs significantly improves the quality of synthesized speech in all cases compared with the case with random FPs, indicating that predicting FPs is effective for spontaneous speech synthesis.

3) **Prediction of filled pause positions and words:** We compared the synthetic speech quality when the FP position and word are predicted and when the ground-truth FPs are used. Table [V] lists the results for PredW-PredP vs. TrueW-TrueP. TrueW-TrueP scored higher on individuality for both speakers, indicating that predicting FPs more precisely improves the individuality of synthesized speech with FPs. TrueW-TrueP scored significantly higher on naturalness and listening effort for speaker B. The low score of naturalness might be because the tendencies of predicted FPs are different from those of the training data of the speech synthesis model. The difference in the scores of listening effort between speakers might be affected by the naturalness of synthesized speech and the speaking rates of the speakers. The latter has been reported to affect listening comprehension [37]. Speaker B speaks faster than speaker A (227 and 244 words per minute, respectively), and we expect that precise prediction of FPs is required in faster speech.

4) **Prediction of filled pause words:** To investigate the importance of predicting FP words more precisely, we compared PredW-TrueP and TrueW-TrueP. Table [VI] lists the results. We can see that the two methods had no significant difference in naturalness and listening effort, indicating that predicting FP “words” more precisely cannot significantly improve the naturalness and listening effort of synthetic speech with FPs. The replaceability of the effect of FPs might be also true on synthesized speech because replacing ground-truth words of FPs with predicted words did not significantly lower the scores of listening effort. On the other hand, TrueW-TrueP significantly scored higher in individuality for speaker A, indicating that predicting FP words more precisely improves the individuality of synthesized speech for a certain speaker. Such a difference in scores between speakers might be because the
accuracy of predicting FP words was lower for speaker A than speaker B [32] and more accurate FP words with ground-truth improve individuality.

5) Prediction of filled pause positions: To investigate the effect of the FP position on synthetic speech, we compared PredW-PredP and PredW-TrueP. Table VIII lists the results. We can see that PredW-TrueP significantly scored higher in naturalness for both speakers, indicating that predicting FP “positions” more precisely improve the naturalness of synthesized speech. On the other hand, there was no significant difference between the two methods in individuality and listening effort, indicating that predicting only FP positions more precisely cannot significantly improve the individuality and listening effort of synthetic speech with FPs.

6) Absolute scales: Finally, we evaluated the methods in terms of absolute scales. We removed PredW-TrueP, which had only slight differences from TrueW-TrueP as shown in Table VII and added ground-truth speech (i.e., natural speech). We conducted five-scale mean opinion score (MOS) tests for naturalness and listening effort and a five-scale degradation MOS (DMOS) test using ground-truth speech as a reference for individuality. We synthesized spontaneous speech from a short-form sentence, not from a segment as in the above evaluations. This is for providing insights into spontaneous speech synthesis, compared with reading-style speech synthesis that is often evaluated using a short-form sentence. A total of 100 listeners participated in each test. Each listener evaluated 15 and 12 speech samples for the MOS and DMOS tests respectively. Table VIII lists the results. The naturalness scores of synthesized spontaneous speech without FPs (NoW-NoP) were around 3.3–3.6. Considering those of synthesized reading-style speech based on FastSpeech 2 trained using LJSpeech (a corpus including slight reverberations, the same as ours) are approximately 3.5 [38], the quality of our spontaneous speech synthesis is comparable or slightly inferior to recent reading-style speech synthesis. We can see that other results are consistent with those of previous preference tests.

C. Analysis

This section provides a summary discussion of the evaluations presented in Section IV-B. The evaluations of analysis-synthesized speech indicate that FP insertion improved evaluated scores on all criteria. However, as shown in Table III inserting synthesized FPs lowered the scores, corresponding to the results of a previous study [27]. This indicates that the quality of speech synthesis with FPs is still low. Moreover, the results of the preference scores of naturalness in Table VI and VII suggest that accurately predicting FP positions, not FP words, is required for improving the naturalness of synthesized spontaneous speech with FPs. On the other hand, those of individuality in the tables suggest that accurately predicting FP words can improve individuality for a speaker with less accurate prediction, while accurately predicting only FP positions cannot. Thus, accurate prediction of FP words, not only positions, is required for personalizing speech synthesis with FPs. Therefore, we will work on improving spontaneous speech synthesis with and without FPs and the prediction of FP words and positions.

V. CONCLUSION

We proposed a spontaneous speech synthesis method including filled pause prediction. With linguistic knowledge as a basis, we explored the effect of filled pause prediction and identified several potential directions for the personalization of spontaneous speech synthesis. Our future work will focus on improving the basic performance of spontaneous speech synthesis including filled pauses and the automatic development of spontaneous speech corpora.
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