Optimization of Spot Efficiency of Double-Helix Point Spread Function and Its Application in Intracellular Imaging
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Abstract: The nano-scale spatial positioning of nanoparticles in tumor cells can be achieved through the double-helix point spread functions (DH-PSF). Nevertheless, certain issues such as low light intensity concentration of the main lobes, the influence of the side lobes, and the aberrations of the imaging system result in poor image quality and reduce the positioning accuracy of the fluorescent nanoparticles. In this paper, an iterative optimization algorithm that combines Laguerre–Gaussian modes and Zernike polynomials is proposed. The double-helix point spread function, constructed by the linear superposition of the Laguerre–Gaussian mode and Zernike polynomials, is used to express aberrations in the imaging system. The simulation results indicated that the light intensity concentration of the main lobes is increased by 45.51% upon the use of the optimization process. Based on the simulation results, the phase modulation plate was designed and processed while a 4f positioning imaging system was built. Human osteosarcoma cells, labeled by CdTe/CdS/ZnS quantum dots, were used as samples, and the position imaging experiment was carried out. The image information entropy was used as the clarity evaluation index. The experimental results showed that the image information entropy of the DH-PSF position imaging was reduced from 4.22 before optimization to 2.65 after optimization, and the image clarity was significantly improved. This result verified the effectiveness of the optimization method that was proposed in this work.
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1. Introduction

The continuous development of optical technologies has allowed for nano-scale measurements beyond the diffraction limitation [1]. This has led to nano-scale positioning measurements, giving rise to high-precision three-dimensional spatial positioning of fluorescent nanoparticles in cells. This technology has a major impact on the life sciences, drug design, and cancer treatment [2–5].

Through point spread function engineering, the spatial positioning of nanoparticles can be quickly and accurately realized [6]. The double-helix point spread function (DH-PSF) is a special point spread function which is the superposition of a group of Laguerre–Gaussian modes [7]. By designing a special phase modulation plate, the double-helix spots image of nanoparticles can be obtained. There is a functional relationship between the rotation angle of the double-helix spots and the defocus distance of the nanoparticles. In this manner, the nano-scale spatial positioning of fluorescent nanoparticles can be realized [8]. DH-PSF composed of Laguerre–Gaussian mode superposition is widely used in spatial nanoparticle positioning [1,9,10]. However, a problem is that the light intensity of double-helix spots is not fully concentrated in the main lobes but partially scattered to the side lobes, which results in poor imaging quality [11]. Moreover, during the imaging process,
the optical system inevitably has aberrations that blur the double-helix spot image and affect the positioning accuracy [12].

To solve the problem of low light intensity concentration in the main lobes, Xiaoli Yin et al. added an axicon before the phase modulation plate to suppress the side lobes [13]. However, this method failed to solve the aberration problem of the imaging system. The best annular spiral phase plate was obtained by eliminating the side lobes of the vortex beam [14]. This was achieved by selecting an annular spiral phase plate with an appropriate width that used the different energy sources of the vortex beam, i.e., the main and side lobes [15,16]. However, because this method involves amplitude modulation, it can significantly reduce the light intensity utilization in the optical path and impose significant restrictions under the condition of weak light imaging. The adaptive optical aberration correction method [17] can effectively improve the aberration problems of the imaging system. However, it requires complex optical devices and algorithms to measure the wavefront, which induces a high cost and increases the complexity of the system, hindering broader use [18,19]. The aberration optimization algorithm based on deep learning [20] can solve this problem to a certain extent. However, training the neural network requires a large number of samples and data. For small-data research such as cell imaging, errors can be large. The uncertainty level can be increased, and the applicability is limited [21].

The aberration correction optimization algorithm, which is based on the particle swarm optimization algorithm, obtains the optimal solution by adjusting the weight of each item of Zernike polynomials and taking the image information entropy as the evaluation standard of image sharpness [22,23]. However, this algorithm cannot ensure the double-helix characteristics of the modulation function, which means the functional relationship between the defocus distance and the double-helix spots rotation angle in the optimization process.

Thus, adopting the Laguerre–Gaussian mode and Zernike polynomial as the core techniques, and based on an iterative algorithm, this paper proposes a DH-PSF optimization algorithm to obtain the optimized phase modulation plate. The imaging quality was compared before and after processing optimization by building a 4f positioning optical path system. Simulations and experimental results indicated that the optimization method proposed here could increase the main lobes’ light intensity concentration by more than 45%, and could significantly improve the imaging quality.

2. Optimization of the Positioning Method of the Nano-Scale Double-Helix Point Spread Function

2.1. Optimization of Double Spot Main Lobes Efficiency

As shown in Figure 1, the light intensity distribution of the double-helix spots consists of the main lobes and several side lobes. The main lobes refer to the two spots in the middle where the light intensity is at its maximum (as shown in Part a). The side lobes refer to the corrugated secondary light spots with lower intensity (as shown in Part b). The side lobes’ intensity is gradually weakened outside of the main lobes, and the larger the topological charge of the Laguerre–Gaussian mode is, the larger the side lobe becomes [24–26].

Thus, based on the optical characteristics analysis of the image and the definition of the main lobe efficiency formula, this work proposes an iterative scheme to optimize the Laguerre–Gaussian mode. The core idea is to optimize the weight of each Laguerre–Gaussian mode through iteration. The purpose is to reduce the influence of the side lobes and the attendant aberrations on the energy concentration of the main lobe without affecting the characteristics of the defocus double helix.

Analyzing the spiral double-spot shows that the main lobe distribution can be approximately considered as a Gaussian spot formed by the point light source which passes through the imaging system. Therefore, two Gaussian spots centered on the central point of the main lobe are selected as the final optimization goal.
The energy efficiency of the main lobes refers to the proportion of the light intensity of the main lobes to the overall light intensity.

Its calculation formula is

$$\eta_{\text{main}} = \frac{I_{\text{main}}}{I_{\text{total}}}$$  \hspace{1cm} (1)

where $I_{\text{main}}$ represents the light intensity of the main lobes and $I_{\text{total}}$ represents the overall light intensity.

In the iterative algorithm, a group of defocus planes with a defocus distance of $-2$ to $+2$ mm were selected as optimization objects to ensure that the defocus rotation characteristics of the double spot did not change. The average main lobe efficiency refers to the average of the main lobe efficiency corresponding to these defocus distances.

Its calculation formula is

$$\overline{\eta} = \frac{\sum_{j=1}^{K} I_{\text{main}j}}{K}$$  \hspace{1cm} (2)

where $I_{\text{main}j}$ represents the main lobe efficiency at the $j$ defocusing distance, and $K$ represents the total $K$ main lobe efficiency.

To facilitate calculation, the main lobes were regarded as the same point light source to form two Gaussian light spots with the maximum light intensity at the center. The rest were calculated as side lobe intensity.

The derivation process is as follows: according to [27], the expression of different Laguerre–Gaussian modes after linear superposition is

$$S_k(r) = \sum_{j=1}^{Q} A_{jk} u_{m,j}(r)$$  \hspace{1cm} (3)

where $k$ represents the $k^{th}$ iteration, $A$ represents the weight coefficient of the Laguerre–Gaussian mode, and $Q$ is the number of Laguerre–Gaussian modes. Then, the light field distribution of the point light source on the image plane can be expressed as

$$U_l(x, y) = \frac{1}{\lambda f} \int \int U_{\text{spp}}(x_{\text{spp}}, y_{\text{spp}}) S(x_{\text{spp}}, y_{\text{spp}}) \times \exp \left[ -i \frac{2\pi}{\lambda f} (x_{\text{spp}} x + y_{\text{spp}} y) \right] dx_{\text{spp}} dy_{\text{spp}}$$  \hspace{1cm} (4)

The respective strength distribution can be simplified, leading to

$$I_{lk}(x, y) = |U_k|^2$$  \hspace{1cm} (5)
The aberrations of the system are expressed as the sum of Zernike polynomials, and their expression is

$$\phi(u, v) = \sum_{j=1}^{K} C_j Z_j(u, v)$$  \hspace{1cm} (6)

The final light intensity distribution at the image plane is

$$I_{2k}(x, y) = I_{1k} \otimes \phi(u, v)$$  \hspace{1cm} (7)

The aforementioned analysis indicates that the ideal light intensity distribution is the Gaussian spot formed by the point light source that focuses on the focal point, and its size range is fixed. Therefore, if the ideal light intensity distribution is C, the deviation between the actual light intensity distribution and the ideal value is

$$\Delta I_k = I_{2k} - C$$  \hspace{1cm} (8)

Taking this deviation as an influencing factor, combined with the Laguerre–Gaussian modes under various parameters, the iterative formula which is obtained can be written as

$$A_{k+1} = \sum (\Delta I_k \sum_{j=1}^{Q} u_{m_j} \phi_j(r))$$  \hspace{1cm} (9)

Based on Equation (7), the iterative algorithm flow is shown in Figure 2. Since the microscope used in the actual measurement process magnifies the object by a factor of 100 times, the range of a single measurement is ±2 μm. To keep the spiral characteristics of the modulation function unchanged, 10 defocus planes with equal intervals between −2 and +2 mm are selected as the optimization objects.

![Figure 2. Iterative algorithm flow.](image)

2.2. Algorithm Simulation and Optimization Results

At the end of each iteration, the algorithm computes the average efficiency of the main lobes, i.e., the ratio of the main lobe energy of the spot over the total energy of the light intensity distribution, and compares it with the previous iteration. If the efficiency converges, the iteration ends. As shown in Figure 3, before the iterative optimization, the weight of each Laguerre–Gaussian mode was 1, and the average efficiency of the main lobe was 35.44%. After the first iterative optimization, the average efficiency of the main lobes was increased to 38.77% and the variation range was obvious compared to the initial average efficiency. After the 19th iteration, the average efficiency saturates to a stable value ranging from 41.7 to 42.2%. The maximum value is 42.02%, which is 18.57% higher than the one prior to the optimization. After the algorithm implementation, the new weight value...
of each Laguerre–Gaussian mode is obtained. Due to the double-helix characteristic of the point spread function, which is determined by its superimposed Laguerre–Gaussian mode, the contribution of each part to the sidelobe energy is different [24]. Therefore, according to the order of magnitude of the new weight value, the initial weight is adjusted before the optimization, keeping its double-helix characteristics unchanged, and, subsequently, the iterative algorithm is executed again. The variation trend observed is similar. At the 19th iteration, the average efficiency of the main lobe converges, and the algorithm is terminated. By this time, the average efficiency of the main lobe of the spot remains stable between 51.3 and 51.8%, with a maximum of 51.57%. Compared to the average efficiency of the main lobes before the optimization process, the efficiency was improved by 45.51%.

The CPU is an Intel Core i5-1135G7@2.4GHz (Intel, Santa Clara, CA, USA) and the memory is 16.0 GB. Two rounds of iterative optimization are required according to the iterative optimization algorithm proposed in this paper. After the 19th iteration, the average efficiency of the main lobes converged, and the algorithm ended with a time of 1355.072190 s. The two rounds took a total of 2710.14438 s.

After the iterative optimization algorithm, the phase modulation function is shown in Figure 4. Figure 4a depicts the phase modulation function before the optimization, and Figure 4b shows the phase modulation function after the optimization. The overall structure of the optimized phase modulation function is the same as the one before the optimization, indicating that the double-helix property of the modulation function does not change significantly. Note that the ripple pattern in the center is significantly reduced and the phase variation of each part is gentler.

Figure 3. Iterative optimization results.
In the iterative process, the double-helix characteristics of the modulation function remain unchanged. Figure 5a–c illustrate the double spot patterns for defocus distances of −2, 0 and 2 mm before optimization. Similarly, Figure 5d–f illustrate the double spot patterns at the same defocus distances after optimization. Figure 5 also shows that the double spot rotation angle at the corresponding defocus distance does not change before and after the optimization, indicating that the iterative optimization process has no impact on the double-helix characteristics of DH-PSF.

![Figure 4](image-url)  
**Figure 4.** (a) Phase modulation function before optimization; (b) phase modulation function after optimization.

![Figure 5](image-url)  
**Figure 5.** Optimize the double spot pattern at the defocus distance of −2, 0, and +2 mm before and after: (a–c) are double spot patterns before optimization; (d–f) are double spot patterns after optimization.
Figure 6 shows the double spot pattern and the corresponding light intensity distribution curve at a defocus distance of 0 mm. Through the iterative optimization process, the main lobes of the double spot become more rounded, the connection between the spots becomes weaker, the stray light range of the side lobes decreases, and the energy intensity is lowered. The efficiency of the main lobe of the spot increased from 35.07 to 53.26%. The energy dispersion induced by the side lobe is significantly reduced. After the optimization process, the main lobes become clearer.

![Figure 6](image_url)

**Figure 6.** Before and after optimization, the double-helix spot simulation pattern at the focal plane: (a) The simulated double spot pattern and the corresponding intensity distribution curve before iterative optimization; (b) the simulated double spot pattern and the corresponding intensity distribution curve after iterative optimization.

3. Experiment and Analysis

The three-dimensional spatial localization of quantum dots in tumor cells is realized by using CdTe/CdS/ZnS as a fluorescent probe to label human osteosarcoma cells and a positioning light path with DH-PSF. The schematic diagram of the DH-PSF 4f positioning optical path system is shown in Figure 7. The laser transmitter generates a beam which triggers the quantum dots inside the cell to produce fluorescence. Then the fluorescence is amplified and captured by the microscope system. Subsequently, the imaging beam enters the 4f positioning light-path system and is modulated by a double-helix point spread function. A double-helix spot image is generated and received by the camera. Finally, it is transmitted to the computer system for further analysis.

In the first place, tumor cells are labeled by CdTe/CdS/ZnS quantum dots, which were transfected by lipo2000 liposomes. The tumor cells used in this experiment were human osteosarcoma cells (HOS). The complete medium used for culturing cells was made from Dulbecco’s modified eagle medium (DMEM) basic medium, 10% fetal bovine serum, and 1% double antibody solution. The tumor cell samples, labeled with CdTe/CdS/ZnS quantum dot probes, were captured and measured on the imaging system platform. The tumor cell samples which were labeled by the quantum dot probes were placed on the objective table of microscope and the excitation of the laser light source was irradiated to the sample through the lower objective lens. The corresponding image was captured by a fluorescence microscope (Olympus IX53, Tokyo, Japan).

Finally, by adjusting the imaging field, both the bright field and the fluorescence images of a single tumor cell were obtained, as depicted in Figure 8.
Two phase modulators were installed in the DH-PSF positioning light-path system. The first was made by using the optimized algorithm proposed in this paper, and the other was made by using the non-optimization algorithm. The actual images of quantum dots in tumor cells were obtained by modulating the fluorescence imaging of the cells, respectively.

The image clarity index of the final imaging results was evaluated by the image information entropy [23], which is

\[ E(x, y) = -\sum_{x,y} h(x, y) \log[h(x, y)] \]  

(10)

With \( h(x, y) \) representing the acquired image matrix.

According to Bi et al. [23], the smaller the image information entropy is, the less information is required for image restoration, which means the image is clearer.

Figure 9 shows the localization images of the quantum dots in the tumor cells with and without optimization, respectively. The calculation shows that the image information entropy with and without optimization was 2.65 and 4.22, respectively. It becomes apparent that the image definition is significantly improved by the optimization process, as the image information entropy is reduced by 37.20%. As a result, the findings of this study strongly
suggest that the proposed iterative optimization algorithm significantly improves the main lobe energy concentration.

![Image](image-url)

**Figure 9.** DH-PSF images of quantum dots in tumor cells: (a) before optimization; (b) after optimization.

### 4. Conclusions

In this work, an iterative optimization algorithm based on a Laguerre–Gaussian mode and Zernike polynomial is proposed, targeting the actual problems of the existing DH-PSF positioning systems and, specifically, the low concentration of the main lobe energy and the system’s uncorrected aberration. The proposed scheme improves the main lobe energy concentration without affecting the double-helix characteristics of the phase modulation function. The simulation results showed that the average efficiency of the spot main lobe after the optimization process could be improved by 45.51%, compared to its unoptimized counterpart. By building the experimental light-path and comparing the actual imaging effects of quantum dot labeled tumor cells, it was shown that the optimized image information entropy was reduced by 37.20% with respect to the unoptimized one. Thus, the image definition was significantly improved. The simulation experimental results strongly support that the proposed optimization process is of great importance for the improvement of the localization accuracy of fluorescent particles in cells and the in-depth study of tumor cell metabolic activities.
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