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Abstract

A Charged harmonic oscillator in a magnetic field, Landau problems, and an oscillator in a non-commutative space, share the same mathematical structure in their Hamiltonians. We have considered a two-dimensional anisotropic harmonic oscillator (AHO) with arbitrarily time-dependent parameters (effective mass and frequencies), placed in an arbitrarily time-dependent magnetic field. A class of quadratic invariant operators (in the sense of Lewis and Riesenfeld) have been constructed. The invariant operators (\(\hat{I}\)) have been reduced to a simplified representative form by a linear canonical transformation (the group \(Sp(4,\mathbb{R})\)). An orthonormal basis of the Hilbert space consisting of the eigenvectors of \(\hat{I}\) is obtained. In order to obtain the solutions of the time-dependent Schrödinger equation corresponding to the system, both the geometric and dynamical phase-factors are constructed. Generalized Peres-Horodecki separability criterion (Simon’s criterion) for the ground state corresponding to our system has been demonstrated.

PACS numbers:
I. INTRODUCTION

The long list of applications of a time-dependent harmonic oscillator (TDHO) in modelling a variety of physical phenomena makes the TDHO in a subject of active research [1–6]. Dynamics of a harmonic oscillator (HO) placed in a magnetic field is equivalent to the dynamics of a HO in a deformed noncommutative space [7–10], which is supposedly compatible with quantum theory of gravity [11–19]. Moreover, Maxwell-Chern-Simons model in long wavelength limit and a non-relativistic anyon in a magnetic field resembles with the two dimensional HO in a magnetic field [20–27]. The systems with time-dependent parameters (mass, frequency, external magnetic fields etc.) appear to be self-righteous for the most physical systems, in particular for a system, which interacts with its environment [1–6]. For example, the time-dependent effective mass (TDEM) appears for the energy density functional approach to many-body problems [28], the study of electronic properties of condensed matter systems [29], the Schrödinger equation in curved space in the light of deformed algebras [30], nonlinear optical properties in quantum well, the cosmological models to quantum information theory [31], the asymmetric shape of crackling noise pulses emitted by a diverse range of noisy systems can be modelled with the help of time-dependent effective mass [32], and many more [33, 34].

The eigenstates of an annihilation operator (displaced ground state of HO), namely the coherent states (CS) are particularly important in interferometry [35–38]. In particular, the maximum contrast in the interference pattern is achieved for a CS [39]. In the context of CS, a bipartite Gaussian states are particularly important for its frequent appearance in the systems with small oscillations [40, 41]. For example, vibration of the test mass (corresponding to the masses on which the interferometric mirrors are placed) under the effects of the tidal forces of gravitational waves are demonstrated by the anisotropic oscillators [42–44], which exhibits the bipartite Gaussian states upon consideration in a two-dimensional noncommutative space [45–48].

Therefore, an anisotropic harmonic oscillator is an important problem on its own right. In this article, we have considered a most general form of time-dependent anisotropic harmonic oscillator placed in a time-dependent external magnetic field. The time-dependent system is completely solved with the help of Lewis-Riesenfeld (LR) invariant method [49–55], which is based on the existence of an invariant operator \( \mathcal{I}(t) \), corresponding to the Hamiltonian \( \hat{H}(t) \).
If $\phi$ is an eigen-function of $\hat{I}$ (i.e., $\hat{I}\phi = \lambda\phi$), then $\psi = \phi e^{i\theta}$ will satisfy the time-dependent Schrödinger equation (TDSE) $i\hbar \frac{\partial \psi}{\partial t} = \hat{H}\psi$, for some time-dependent phase factor $\theta(t)$ [53–55]. LR-invariant (LRI) operators for time-dependent (TD) isotropic harmonic oscillators (HO) are well known in the literature [8]. On the other hand, time-independent anisotropic oscillators are fairly well known [7, 56]. However, for arbitrary time-dependent anisotropic oscillator there is a gap in the literature. Our present study aims to fulfil this gap. We have constructed a quadratic invariant operator, which is transformed to a simpler form with the aid of a similarity transformation (symplectic group $Sp(4, \mathbb{R})$ [56, 57]). The eigen-states and eigenvalues of $\hat{I}$ are constructed by factorizing it with the annihilation and creation operators. The phase factors (both the geometrical and dynamical [58–61]) are obtained in order to solve the TDSE. Then the separability conditions for the bipartite ground state (CS) have been illustrated with the generalized Peres-Horodecki criterion (Simon’s criterion) [62–67].

The organization of our paper is the followings. A brief discussion on our system is followed by the Lewis-Riesenfeld invariant method. An unitary transformation is constructed in order to transform the invariant operator in a simpler one, keeping the intrinsic symplectic structure intact. At last, the explicit form of the ground state is constructed and the explicit form of the separability condition for the concerned state is mentioned.

II. SYSTEMS UNDER CONSIDERATION

Hamiltonian of a charged particle inside a magnetic field can be expressed as a combination of the kinetic part (quadratic in momentum), along with a paramagnetic term (cross term of vector potential and momentum operator) and a diamagnetic contribution (quadratic in vector potential). Using the Coulomb gauge condition ($\vec{\nabla}.\vec{A} = 0$) of the magnetic vector potential $\vec{A} = (-\alpha_{01}(t)x_2, \alpha_{02}(t)x_1)$, the paramagnetic term of the Hamiltonian for an anisotropic harmonic oscillator with charge $e$ and effective mass $M = (\mu_1(t), \mu_2(t))$ is reduced to

$$\hat{L}_d = \nu_1 \{\hat{x}_2, \hat{p}_1\} - \nu_2 \{\hat{x}_1, \hat{p}_2\},$$  \hspace{1cm} (1)

whereas, the diamagnetic contribution is reduced to

$$V_{\text{diamag}} = \frac{1}{2}(k_{02}x_1^2 + k_{01}x_2^2),$$  \hspace{1cm} (2)
where
\[ \nu_j = \frac{e}{2\mu_j} \alpha_{0j}, \quad k_{0j} = \frac{e^2 \alpha_{0j}^2}{\mu_j}, \quad j = 1, 2. \] (3)
Here we have set the speed of light in vacuum to unity, which will be followed throughout in this paper. The notation \( \{\mathcal{O}_1, \mathcal{O}_2\} = \mathcal{O}_1\mathcal{O}_2 + \mathcal{O}_2\mathcal{O}_1 \) stands for the anticommutator of the operators \( \mathcal{O}_1 \) and \( \mathcal{O}_2 \).

Thus the Hamiltonian \( \hat{H} \) for an anisotropic harmonic oscillator (potential \( V_{an}(x_1, x_2) = k_1(t)x_1^2/2 + k_2(t)x_2^2/2 \)) with charge \( e \) and effective mass \( M = (\mu_1(t), \mu_2(t)) \), under the magnetic vector potential \( (-\alpha_{01}(t)x_2, \alpha_{02}(t)x_1) \) reads
\[
\hat{H} = \frac{1}{2\mu_1} \hat{p}_1^2 + \frac{1}{2\mu_2} \hat{p}_2^2 + \frac{1}{2} \alpha_1 \hat{x}_1^2 + \frac{1}{2} \alpha_2 \hat{x}_2^2 + \hat{L}_d,
\] (4)
Where
\[
\alpha_1 = k_1 + 4\mu_2\nu_2, \quad \alpha_2 = k_2 + 4\mu_1\nu_1.
\] (5)

The system (4) is equivalent to an anisotropic oscillator (AHO) in a two dimensional noncommutative space (NC) \([\hat{X}_1, \hat{X}_2] = i\theta, [\hat{P}_1, \hat{P}_2] = i\eta, [\hat{X}_i, \hat{P}_j] = i\hbar \delta_{ij}; i, j = 1, 2.,\) with the spatial NC parameter \( \theta \) and momentum NC parameter \( \eta \). Here \( \hbar = \hbar (1 + (\theta\eta)/(4\hbar^2)) \), and \( \delta_{ij} \) is Kronecker delta, which equals to one for \( i = j \) and zero otherwise. The usual Heisenberg algebra for the commutative space \( ([\hat{x}_i, \hat{x}_j] = [\hat{p}_i, \hat{p}_j] = 0, \hat{x}_i, \hat{p}_j = i\hbar \delta_{ij}; i, j = 1, 2.) \) is connected with the NC-space algebra by the following Bopp’s shift.
\[
\hat{X}_j = \hat{x}_j + \frac{\theta}{2\hbar} \epsilon^{ij} \hat{p}_i, \quad \hat{P}_j = \hat{p}_j + \frac{\eta}{2\hbar} \epsilon^{ij} \hat{x}_i; \quad i, j = 1, 2.
\] (6)
Here \( \epsilon^{ij} \) is completely antisymmetric tensor with \( \epsilon^{12} = 1. \) With the transformations (6), it is evident that the NC-space Hamiltonian
\[
\hat{H}_nc = \frac{1}{2m_1} \hat{P}_1^2 + \frac{1}{2m_2} \hat{P}_2^2 + \frac{1}{2} m_1\omega_1^2 \hat{X}_1^2 + \frac{1}{2} m_2\omega_2^2 \hat{X}_2^2,
\] (7)
is equivalent to (4), with the following identification of the time-dependent parameters.
\[
\frac{1}{\mu_1} = \frac{1}{m_1} + \frac{1}{4\hbar^2} m_2\omega_2^2 \theta^2, \quad \frac{1}{\mu_2} = \frac{1}{m_2} + \frac{1}{4\hbar^2} m_1\omega_1^2 \theta^2,
\] (8)
\[
\alpha_1 = m_1\omega_1^2 + \frac{\eta^2}{4\hbar^2 m_2}, \quad \alpha_2 = m_2\omega_2^2 + \frac{\eta^2}{4\hbar^2 m_1},
\] (9)
\[
\nu_1 = \frac{1}{4m_1\hbar}(\eta + m_1 m_2\omega_2^2 \theta), \quad \nu_2 = \frac{1}{4m_2\hbar}(\eta + m_1 m_2\omega_1^2 \theta).
\] (10)

The aim of the present paper is to study the Hamiltonian (4), which has the following quadratic form.
\[
\hat{H} = \frac{1}{2} X^T \hat{H} X,
\] (11)
with
\[
X = \begin{pmatrix}
\hat{x}_1 \\
\hat{\rho}_1 \\
\hat{x}_2 \\
\hat{\rho}_2
\end{pmatrix}, \quad \text{and} \quad \hat{H} = \begin{pmatrix}
\frac{\alpha_1}{2} & 0 & 0 & -\nu_2 \\
0 & \frac{1}{2\mu_1} & \nu_1 & 0 \\
0 & \nu_1 & \frac{\alpha_2}{2} & 0 \\
-\nu_2 & 0 & 0 & \frac{1}{2\mu_2}
\end{pmatrix}.
\] (12)

Here T tenotes the matrix transposition.

One can see that the deformed angular momentum operator $\hat{L}_d$ will be reduced to the usual angular momentum operator for an isotropic oscillator (IHO). For an IHO, the usual angular momentum operator ($\hat{L}$) commutes with the Hamiltonian. Thus the problem can be reduced to the two noninteracting oscillators. However, for AHO ($\nu_1 \neq \nu_2$), the process of diagonalization is not straightforward. On the next section, we have constructed a class of invariant operators (in the sense of Lewis-Riesenfeld) corresponding to the time-dependent Hamiltonian (4).

III. INVARIANT OPERATORS

At first we observe that, the set of operators
\[
\mathcal{A} = \{ \hat{x}_1^2, \hat{x}_2^2, \hat{\rho}_1^2, \hat{\rho}_2^2, \{ \hat{x}_1, \hat{\rho}_1 \}, \{ \hat{x}_2, \hat{\rho}_2 \}, \{ \hat{x}_1, \hat{x}_2 \}, \{ \hat{\rho}_1, \hat{\rho}_2 \}, \{ \hat{x}_1, \hat{\rho}_2 \}, \{ \hat{x}_2, \hat{\rho}_1 \} \}
\] (13)
forms a closed quasi-algebra with respect to the Hamiltonian $\hat{H}$ as follows.

\[
[\hat{H}, \hat{x}_1^2] = -\frac{i\hbar}{\mu_1} \{ \hat{x}_1, \hat{\rho}_1 \} - i\hbar \nu_1 \{ \hat{x}_1, \hat{x}_2 \}. \] (14)

\[
[\hat{H}, \hat{x}_2^2] = -\frac{i\hbar}{\mu_2} \{ \hat{x}_2, \hat{\rho}_2 \} + i\hbar \nu_2 \{ \hat{x}_1, \hat{x}_2 \}. \] (15)

\[
[\hat{H}, \hat{\rho}_1^2] = i\alpha_1 \{ \hat{x}_1, \hat{\rho}_1 \} - i\hbar \nu_2 \{ \hat{\rho}_1, \hat{\rho}_2 \}. \] (16)

\[
[\hat{H}, \hat{\rho}_2^2] = i\alpha_2 \{ \hat{x}_2, \hat{\rho}_2 \} + i\hbar \nu_1 \{ \hat{\rho}_1, \hat{\rho}_2 \}. \] (17)
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\[
\begin{align*}
[\hat{H}, \{\dot{x}_1, \dot{p}_1\}] &= -\frac{2i\hbar}{\mu_1} \dot{p}_1^2 + 2i\hbar \alpha_1 \dot{x}_1^2 - i\hbar (\nu_1 \{\dot{x}_2, \dot{p}_1\} + \nu_2 \{\dot{x}_1, \dot{p}_2\}). \\
[\hat{H}, \{\dot{x}_2, \dot{p}_2\}] &= -\frac{2i\hbar}{\mu_2} \dot{p}_2^2 + 2i\hbar \alpha_2 \dot{x}_2^2 + i\hbar (\nu_1 \{\dot{x}_2, \dot{p}_1\} + \nu_2 \{\dot{x}_1, \dot{p}_2\}). \\
[\hat{H}, \{\dot{x}_1, \dot{x}_2\}] &= -\frac{i\hbar}{\mu_1} \{\dot{x}_2, \dot{p}_1\} - \frac{i\hbar}{\mu_2} \{\dot{x}_1, \dot{p}_2\} + 2i\hbar (\nu_2 \dot{x}_1^2 - \nu_1 \dot{x}_2^2). \\
\end{align*}
\]

The closed quasi-algebra of $A$ suggests an ansatz for the invariant operator $\hat{I}$ to be

\[
\hat{I} = u_{11} \dot{x}_1^2 + u_{22} \dot{x}_2^2 + v_{11} \dot{p}_1^2 + v_{22} \dot{p}_2^2 + w_{11} \{\dot{x}_1, \dot{p}_1\} + w_{22} \{\dot{x}_2, \dot{p}_2\} + u_{12} \{\dot{x}_1, \dot{x}_2\} + v_{12} \{\dot{p}_1, \dot{p}_2\} + w_{21} \{\dot{x}_2, \dot{p}_1\} + w_{12} \{\dot{x}_1, \dot{p}_2\}.
\]

The invariance of $\hat{I}$ implies

\[
\frac{d\hat{I}}{dt} = \frac{\partial \hat{I}}{\partial t} + \frac{1}{i\hbar} \left[ \hat{I}, \hat{H} \right] = 0.
\]

Using the ansatz \((24)\) in \((25)\) we get the following set of coupled equations of the coefficients.

\[
\begin{align*}
\dot{w} &= \nu v. \\
\dot{u} &= 2\alpha v. \\
\dot{v} &= \beta u + \mu w.
\end{align*}
\]

The vectors $w, u, v$ are given by

\[
w = (w_{12}, w_{21})^T, \quad u = (u_{11}, v_{11}, u_{22}, v_{22})^T, \quad v = (v_{12}, w_{22}, w_{11}, u_{12})^T.
\]

The coefficient matrices are as follows.

\[
\mu = \begin{pmatrix}
-\frac{\hbar}{\mu_1} & -\frac{\hbar}{\mu_2} \\
-\nu_1 & -\nu_2 \\
\nu_1 & \nu_2 \\
\alpha_2 & \alpha_1
\end{pmatrix}, \quad 
\alpha = \begin{pmatrix}
0 & 0 & \alpha_1 & \nu_2 \\
\nu_1 & 0 & -\frac{1}{\mu_1} & 0 \\
0 & \alpha_2 & 0 & -\nu_1 \\
-\nu_2 & -\frac{1}{\mu_2} & 0 & 0
\end{pmatrix},
\]

\[
\nu = \sigma_x \mu^T S_x, \quad 
\beta = \begin{pmatrix}
0 & -\nu_2 & 0 & \nu_1 \\
0 & 0 & -\frac{1}{\mu_2} & \alpha_2 \\
-\frac{1}{\mu_1} & \alpha_1 & 0 & 0 \\
-\nu_1 & 0 & \nu_2 & 0
\end{pmatrix}
\]
With

\[ S_x = \begin{pmatrix} 0 & \sigma_x \\ \sigma_x & 0 \end{pmatrix}, \text{ and } \sigma_x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}. \] (32)

For a given set of time dependent parameters, one can solve the above set of equations (26), (27) and (28), in principle.

The invariant operator (24) is transformed into a simple form on the next section.

IV. DIAGONALIZATION OF THE SYSTEM

We can express the invariant operator (24) in the following quadratic form.

\[ \hat{I} = \frac{1}{2} X^T \hat{H}_I X, \] (33)

with

\[ \hat{H}_I = \begin{pmatrix} \hat{C} & \hat{A}^T \\ \hat{A} & \hat{B} \end{pmatrix}. \] (34)

Where

\[ \hat{C} = \begin{pmatrix} u_{11} & w_{11} \\ w_{11} & v_{11} \end{pmatrix}, \hat{B} = \begin{pmatrix} u_{22} & w_{22} \\ w_{22} & v_{22} \end{pmatrix}, \hat{A} = \begin{pmatrix} u_{12} & w_{21} \\ w_{12} & v_{12} \end{pmatrix}. \] (35)

One can identify that

\[ \hat{S} \hat{J}_4 + \hat{J}_4 \hat{S}^T = 0, \] (36)

where

\[ \hat{S} = \hat{J}_4 \hat{H}_I, \text{ with } \hat{J}_{2n} = \begin{pmatrix} 0 & \hat{I}_n \\ -\hat{I}_n & 0 \end{pmatrix}; \] (37)

\[ \hat{I}_n \text{ being the } n \times n \text{ identity matrix.} \]

From the equation (36), we can conclude that \( S \in sp(4, \mathbb{R}) \). Since our co-ordinates are the Cartesian type (the natural range (spectrum) for each of them is the entire real line), the commutation relations

\[ [\hat{X}_\alpha, \hat{X}_\beta] = -\left(\Sigma_y\right)_{\alpha\beta}; (\alpha, \beta = 1, 2, 3, 4), \] (38)
generates an intrinsic symplectic matrix

\[ \hat{\Sigma}_y = \text{diag}(\sigma_y, \sigma_y). \]  

(39)

Here we have used the unit such that \( \hbar = 1 \), which will be followed throughout the present paper, unless otherwise specified. \( \hat{\sigma}_y \) being the second Pauli matrix

\[ \sigma_y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}. \]

(40)

The aim of the present section is to diagonalize \( \hat{\mathcal{H}}_I \) keeping the symplectic structure \( (38) \) intact.

The structure constants of the closed quasi-algebra of the co-ordinates \( \hat{X}_i, i = 1, .., 4. \) with respect to the Hamiltonian \( \hat{H} \), induce the following commutation relation.

\[ \frac{1}{2\hbar} \left[ i\hat{L}, X \right] = \hat{\Omega}X. \]

(41)

Where

\[ \hat{\Omega} = \begin{pmatrix} w_{11} & v_{11} & w_{21} & v_{12} \\ -u_{11} & -w_{11} & -u_{12} & -w_{12} \\ w_{12} & v_{12} & w_{22} & v_{22} \\ -u_{12} & -w_{21} & -u_{22} & -w_{22} \end{pmatrix}. \]

(42)

We observe the followings.

\[ \hat{\Omega} = \begin{pmatrix} A_1 & B_1 \\ C_1 & D_1 \end{pmatrix}, \]

(43)

where

\[ A_1 = \begin{pmatrix} w_{11} & v_{11} \\ -u_{11} & -w_{11} \end{pmatrix}, \quad B_1 = \begin{pmatrix} w_{21} & v_{12} \\ -u_{12} & -w_{12} \end{pmatrix}, \]

(44)

\[ C_1 = \begin{pmatrix} w_{12} & v_{12} \\ -u_{12} & -w_{21} \end{pmatrix}, \quad D_1 = \begin{pmatrix} w_{22} & v_{22} \\ -u_{22} & -w_{22} \end{pmatrix}. \]

(45)

Since

\[ A_1 = i\sigma_y C, \quad C_1 = i\sigma_y A, \quad D_1 = i\sigma_y B, \]

(46)
we have

\[ \Delta_{A_1} = \Delta_{C_1}, \quad \Delta_{B_1} = \Delta_{A}, \quad (47) \]
\[ \Delta_{C_1} = \Delta_{A}, \quad \Delta_{D_1} = \Delta_{B}. \quad (48) \]

Where the notation $\Delta_Q$ denotes the determinant of the matrix $Q$.

We wish to diagonalize $\hat{\Omega}$, and construct an equivalent co-ordinate system for our purpose to be served. The construction of $\hat{Q}^{-1}$ and $\hat{Q}$ can be done by arranging the normalized eigenvectors (left and right) column-wise. Although, $\hat{\Omega}$ is a normal matrix ($[\hat{\Omega}^T, \hat{\Omega}] = 0$, it is not a symmetric one ($\hat{\Omega}^T \neq \hat{\Omega}$)). Therefore, the left and right eigen-vectors of $\hat{\Omega}$ are not same (although, the left and right eigen-values are the same). The characteristic polynomial ($p(\lambda) = \det(\lambda \hat{I} - \hat{\Omega})$) of $\hat{\Omega}$ is given by

\[ p(\lambda) = \lambda^4 + \Delta \lambda^2 + \Delta_\Omega, \text{ with } \Delta = \Delta_C + \Delta_B + 2 \Delta_A. \quad (49) \]

One can see that $p(\lambda)$ has four purely imaginary roots for the possible time-dependent real parameters in our problem.

\[ \lambda \in \{ \pm i \sigma_j, \ j = 1, 2 | \sigma_j^2 = \frac{1}{2}(\Delta \pm \sqrt{\Delta^2 - 4 \Delta_\Omega}) \}. \quad (50) \]

Let the eigenvalue equations for $\hat{\Omega}$ are given as follows.

\[ \chi_{lj} \hat{\Omega} = -i \sigma_j \chi_{lj}, \ j = 1, 2. \quad (51) \]
\[ \chi_{lj}^* \hat{\Omega} = i \sigma_j \chi_{lj}^*, j = 1, 2. \quad (52) \]
\[ \hat{\Omega} \chi_{rj} = -i \sigma_j \chi_{rj}, \ j = 1, 2. \quad (53) \]
\[ \hat{\Omega} \chi_{rj}^* = i \sigma_j \chi_{rj}^*, j = 1, 2. \quad (54) \]

Where the suffix $l$ and $r$ stands for the left and right eigen-vectors respectively. The following identities hold quite generally

\[ \chi_{ij} \chi_{rj} = \chi_{lj} \chi_{rj}^*, \forall i, j = 1, 2. \quad (55) \]
\[ \chi_{lj} \chi_{rj} = \chi_{lj}^* \chi_{rj}^* = \delta_{lj}. \quad (56) \]

This suggests the relationship between the left and right eigenvalues as

\[ \chi_{rj} = -\Sigma_y \chi_{lj}^T, \ (j = 1, 2), \quad (57) \]
which can be used as the normalization conditions. In our case, the explicit form of the left eigenvectors \( \chi_{ij} \), \( (j = 1, 2) \) are given by

\[
\chi_{ij} = \frac{1}{k_j} (s_{j1} + iq_{j1}, s_{j2} + iq_{j2}, s_{j3}, s_{j4} + iq_{j4}).
\]

Where

\[
\begin{align*}
  s_{j1} &= u_{11}^2(v_{12}u_{22} - w_{21}w_{22}) + u_{11}u_{12}(\sigma_j^2 + w_{12}w_{12}) \\
  & \quad + w_{11}w_{22} - v_{12}v_{12} - u_{11}u_{22}w_{11}w_{12}, \\
  q_{j1} &= \sigma_j u_{11}(w_{12}u_{22} - u_{12}w_{22} - u_{11}w_{21} + u_{12}w_{11}), \\
  s_{j2} &= \sigma_j^2(u_{11}w_{21} + u_{12}w_{22} - u_{22}w_{12}) + w_{11}^2(u_{12}w_{22} - w_{21}w_{12}) \\
  & \quad + w_{21}w_{11}(u_{12}w_{12} - u_{11}w_{22}) + w_{11}v_{12}(u_{11}u_{22} - u_{12}^2), \\
  q_{j2} &= \sigma_j^3u_{12} + \sigma_j[u_{12}(w_{12}w_{21} - v_{12}u_{12} + w_{21}^2) + u_{11}(v_{12}u_{22} - w_{21}w_{22} - w_{11}w_{21})], \\
  s_{j3} &= u_{11}w_{22}(\sigma_j^2 + w_{11}^2 - u_{11}v_{11}) + u_{11}u_{12}(v_{11}u_{12} - w_{11}w_{21}) \\
  & \quad + u_{11}w_{21}(u_{11}w_{21} - u_{12}w_{11}), \\
  s_{j4} &= u_{11}w_{22}(\sigma_j^2 + u_{11}^2(v_{12}w_{21} - v_{11}w_{22}) + u_{12}u_{11}(v_{11}w_{12} - v_{12}w_{11}) \\
  & \quad + u_{11}w_{11}(w_{11}w_{22} - u_{12}w_{21}), \\
  q_{j4} &= u_{11}\sigma_j^3 + u_{11}\sigma_j(u_{11}^2 - u_{11}v_{11} + w_{21}w_{12} - v_{12}u_{12}).
\end{align*}
\]

\( k_j \) is the normalization factor.

For the time-independent Hamiltonian for an anisotropic harmonic oscillator we have

\[
w_{11} = w_{22} = u_{12} = v_{12} = 0.
\]

In that case the components of the left eigenvectors simplifies to

\[
\begin{align*}
  s_{j1} &= q_{j2} = s_{j4} = 0, \\
  q_{j1} &= \sigma_j u_{11}(w_{12}u_{22} - u_{11}w_{21}), \\
  s_{j2} &= \sigma_j^2(u_{11}w_{21} - u_{22}w_{12}), \\
  s_{j3} &= u_{11}w_{22}\sigma_j^2 + u_{11}^2(w_{21}^2 - v_{11}u_{22}), \\
  q_{j4} &= u_{11}\sigma_j^3 + u_{11}\sigma_j(u_{11}^2 - u_{11}v_{11}).
\end{align*}
\]

That means, for time-independent case, the components are either real or purely imaginary, which simplifies the calculations.
However, for general time-dependent systems, we have to consider the components (59) to (65). The right eigenvectors \((\chi r_j, \ j = 1, 2)\) can be constructed from (57) in a straightforward manner.

Now the similarity transformation \(\hat{Q}\) (as well as \(\hat{Q}^{-1}\)) can be constructed by arranging the eigen-vectors columnwise. In particular,

\[
\hat{Q} = (\chi r_1, \chi r_1^*, \chi r_2, \chi r_2^*) \tag{72}
\]

\[
\hat{Q}^{-1} = (\chi^T_{\Omega 1}, (\chi^*_{\Omega 1})^T, \chi^T_{\Omega 2}, (\chi^*_{\Omega 2})^T) \tag{73}
\]

One can verify that

\[
\hat{Q}^\dagger = -\hat{\Sigma}_z \hat{Q}^{-1} \hat{\Sigma}_y, \tag{74}
\]

with

\[
\hat{\Sigma}_z = \text{diag}(\sigma_z, \sigma_z). \tag{75}
\]

Where \(\sigma_z\) is the third Pauli matrix

\[
\sigma_z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix} \tag{76}
\]

Now, the diagonalization gives

\[
\hat{Q}_D = \hat{Q}^{-1} \hat{\Omega} \hat{Q} = \text{diag}(-i\sigma_1, i\sigma_1, -i\sigma_2, i\sigma_2). \tag{77}
\]

Whether this diagonalization helps our purpose, or not, can be seen by the followings.

Let the new co-ordinate vector \(\hat{a}\) is given by

\[
\hat{a} = \hat{Q}^{-1} \hat{\zeta}. \tag{78}
\]

Then, using (74), we can write

\[
\therefore \zeta^\dagger = \hat{a}^\dagger (-\hat{\Sigma}_z \hat{Q}^{-1} \hat{\Sigma}_y). \tag{79}
\]

Then, the time-independent eigen-value equation for the invariant operator \(\hat{I}\)

\[
\hat{I}\psi = \lambda \hat{I}, \tag{80}
\]

is transformed as

\[
\hat{Q}^{-1} \frac{1}{2} \zeta^T \hat{I} \zeta \psi \hat{Q} = \lambda \hat{Q}^{-1} \hat{I} \hat{Q} \tag{81}
\]

\[
\therefore \frac{1}{2} \hat{a}^\dagger \Sigma \hat{a} \psi = \lambda \hat{\Sigma} \psi. \tag{82}
\]
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Where
\[ \hat{\mathcal{I}}_D = \hat{\Sigma} = \text{diag}(\sigma_1, \sigma_1, \sigma_2, \sigma_2). \]  
(83)

That means, the new equivalent diagonal Hamiltonian \( \hat{\Sigma} \) corresponding to the invariant operator \( \hat{\mathcal{I}} \) obeys the same dynamics as that of our original one (\( \hat{\mathcal{I}} \)).

V. EIGEN-FUNCTIONS AND EIGEN-VALUES OF THE INARIANT OPERATOR

If we compute the commutators of the components of \( \hat{a} \), then we can identify that they forms a set of independent annihilation and creation operators. In particular, we can identify that
\[ \hat{\zeta}^T = (\hat{a}_1, \hat{a}_1^\dagger, \hat{a}_2, \hat{a}_2^\dagger), \]  
(84)
with the following commutation relations.
\[ [\hat{a}_k, \hat{a}_l^\dagger] = \delta_{kl}, \quad [\hat{a}_k, \hat{a}_l] = [\hat{a}_k^\dagger, \hat{a}_l^\dagger] = 0; \quad k, l = 1, 2. \]  
(85)
The eigenstates of \( \hat{\mathcal{I}} \) can be expressed as
\[ |n_1, n_2\rangle = \frac{1}{\sqrt{n_1!n_2!}}(\hat{a}_1^\dagger)^{n_1}(\hat{a}_2^\dagger)^{n_2}|0, 0\rangle; \quad n_1, n_2 = 0, 1, 2, 3, \ldots. \]  
(86)
The corresponding energy eigenvalues are
\[ E_{n_1, n_2} = (n_1 + \frac{1}{2}) \sigma_1 + (n_2 + \frac{1}{2}) \sigma_2. \]  
(87)

VI. TIME-DEPENDENT PHASE FACTOR AND THE SOLUTIONS OF SCHRÖDINGER EQUATION

If \( |n_1, n_2\rangle \) is an eigenstate of the invariant operator \( \hat{\mathcal{I}} \), then the time-dependent Schrödinger equation will be satisfied by the same function multiplied with some time-dependent phase factor (\( \theta_{n_1, n_2}(t) \)). In particular,
\[ \hat{\mathcal{H}} \left( |n_1, n_2\rangle e^{i\theta_{n_1, n_2}(t)} \right) = i \frac{\partial}{\partial t} \left( |n_1, n_2\rangle e^{i\theta_{n_1, n_2}(t)} \right). \]  
(88)
That means
\[ \dot{\theta}_{n_1, n_2} = \langle n_1, n_2 | \left( i \frac{\partial}{\partial t} - \hat{\mathcal{H}} \right) |n_1, n_2\rangle. \]  
(89)
We can split the phase-factor into geometric phase $\theta^g$ (including the Berry phase phenomenon for slowly varying parameters) and dynamical phase $\theta^d$ as follows.

\[ \dot{\theta}^g_{n_1,n_2} = i\langle n_1, n_2 | \frac{\partial}{\partial t} | n_1, n_2 \rangle. \] (90)

\[ \dot{\theta}^d_{n_1,n_2} = -\langle n_1, n_2 | \hat{H} | n_1, n_2 \rangle. \] (91)

For the ground state of time-dependent anisotropic oscillator

\[ \dot{\theta}^g_{0,0} = \frac{\dot{N}_0}{N_0} - \dot{a}\langle \hat{x}_1^2 \rangle - \dot{b}\langle \hat{x}_2^2 \rangle - \dot{c}\langle \hat{x}_1\hat{x}_2 \rangle. \] (92)

Using the equations (78) and (79), the quadratic form (11) can be rewritten as

\[ \hat{H} = a^\dagger \left( -\Sigma_z \hat{Q}^{-1} \Sigma_y \right) \hat{H} \hat{Q} \hat{a}. \] (93)

Since

\[ \tilde{\Omega} = \Sigma_y \mathcal{H}, \] (94)

is a subclass of the matrix $\Omega$, it will be diagonalized by $Q$. The characteristic polynomial ($P_{\tilde{\Omega}}(\tilde{\lambda})$) of $\tilde{\Omega}$ is

\[ P_{\tilde{\Omega}}(\tilde{\lambda}) = \tilde{\lambda}^4 + \Delta \tilde{\lambda}^2 + \Delta_{\tilde{\Omega}}, \] (95)

with

\[ \Delta = -\frac{\alpha_1}{4\mu_1} - \frac{\alpha_2}{4\mu_2} - 2\nu_1\nu_2, \] (96)

\[ \Delta_{\tilde{\Omega}} = \frac{\alpha_1\alpha_2}{16\mu_1\mu_2} - \frac{\nu_2^2\alpha_2}{4\mu_1} - \frac{\nu_1^2\alpha_1}{4\mu_2} + \nu_1^2\nu_2^2. \] (97)

$P_{\tilde{\Omega}}(\tilde{\lambda})$ has positive discriminant

\[ D_{\tilde{\Omega}} = \left( \frac{\alpha_1}{4\mu_1} - \frac{\alpha_2}{4\mu_2} \right)^2 + (\alpha_1\nu_1 + \alpha_2\nu_2) \left( \frac{\nu_1}{\mu_1} + \frac{\nu_2}{\mu_2} \right) \geq 0. \] (98)

In other words, $\tilde{\lambda}^2$ is real. Moreover,

\[ \tilde{\lambda}^2 = \frac{1}{2} \left( -\tilde{\Delta} + \sqrt{D_{\tilde{\Omega}}} \right) \geq 0, \] (99)

gives two real roots for $\tilde{\lambda}$, which reads

\[ \tilde{\sigma}_\pm = \pm \frac{1}{\sqrt{2}} \sqrt{-\tilde{\Delta} + \sqrt{D_{\tilde{\Omega}}}} = \pm \tilde{\sigma}_1. \] (100)
Other two roots will be either real or purely imaginary depending on the parameter values. In particular,

\[(\alpha_2 - 4\mu_1\nu_1^2)(\alpha_1 - 4\mu_2\nu_2^2) \geq 0 \implies \tilde{\lambda}^2 \geq 0, \quad (101)\]

\[(\alpha_2 - 4\mu_1\nu_1^2)(\alpha_1 - 4\mu_2\nu_2^2) \leq 0 \implies \tilde{\lambda}^2 \leq 0. \quad (102)\]

It is worth noting that, for an isotropic oscillator \(\tilde{\lambda}^2\) will be positive for all parameter values. For our present case (anisotropic), the roots

\[\pm \tilde{\sigma}_2 = \pm \frac{1}{\sqrt{2}} \sqrt{-\tilde{\Delta} - \sqrt{D_{\Omega}}}, \quad (103)\]

are either real or purely imaginary, depending on the parameter values \((101)\). The \((93)\) is reduced to the following.

\[\dot{H} = -\tilde{\sigma}_1(2\tilde{a}_1^\dagger \tilde{a}_1 + 1) - \tilde{\sigma}_2(2\tilde{a}_2^\dagger \tilde{a}_2 + 1) \quad (104)\]

Then the dynamical phase \((91)\) can be expressed as

\[\dot{\theta}_{n_1,n_2}^d = (2n_1 + 1)\tilde{\sigma}_1 + (2n_2 + 1)\tilde{\sigma}_2. \quad (105)\]

For the ground state

\[\dot{\theta}_{0,0}^d = \sqrt{-\tilde{\Delta} + 2\sqrt{\Delta_{\Omega}}}. \quad (106)\]

Given the time dependent parameters, the first order ordinary differential equations for the dynamical and geometrical phases can be integrated in a straightforward manner.

**VII. SEPARABILITY OF BIPARTITE GROUND STATES**

Given a bipartite density operator \(\hat{\rho}\), we can define

\[\Delta \hat{X} = \hat{X} - \langle \hat{X} \rangle, \text{ where } \langle \hat{X}_\alpha \rangle = Tr(\hat{X}_\alpha \hat{\rho}), \quad \alpha = 1, 2, 3, 4. \quad (107)\]

The components of \(\Delta \hat{X}\) satisfy the commutation relation \((38)\) as of \(\hat{X}\). Uncertainties (variances) may be defined as expectation values of the Hermitian operators

\[\hat{V}_{\alpha\beta} = \frac{1}{2}\{\Delta \hat{X}_\alpha, \Delta \hat{X}_\beta\}, \quad \alpha, \beta = 1, 2, 3, 4, \quad (108)\]

which enables us to define the variance matrix \(\hat{V}\) through the matrix elements

\[\mathcal{V}_{\alpha\beta} = \langle \hat{V}_{\alpha\beta} \rangle = \frac{1}{2}\langle \{\hat{X}_\alpha, \hat{X}_\beta\} \rangle - \langle \hat{X}_\alpha \rangle \langle \hat{X}_\beta \rangle, \quad \alpha, \beta = 1, 2, 3, 4. \quad (109)\]
The statement of the uncertainty principle is then given by
\[ \hat{V} - \frac{1}{2} \hat{\Sigma}_y \geq 0, \quad (110) \]
which has $Sp(4, \mathbb{R})$ invariant form. Under the Peres-Horodecki partial transpose ($\hat{T}$), the Wigner distribution \( (W(x_1, p_1, x_2, p_2) = \pi^{-2} \int dx' dx'' \langle x - x' | \hat{\rho} | x + x' \rangle \exp(2i \vec{x}'. \vec{p}) \) undergoes mirror reflection ($\hat{T} : W(x_1, p_1, x_2, p_2) \rightarrow W(x_1, p_1, x_2, -p_2)$, with $\hat{T} = \text{diag}(1, 1, 1, -1)$). Peres-Horodecki criterion states that if the bipartite state is separable then $W(\hat{T}X)$ has to be Wigner distribution. In other words, for a separable state, after the partial transpose operation, the transformed variance matrix $\hat{V}$ should satisfy same uncertainty relation i.e., $\hat{V} - \frac{1}{2} \hat{\Sigma}_y$ should be a nonnegative matrix
\[ \hat{V} - \frac{1}{2} \hat{\Sigma}_y \geq 0, \quad \text{with } \hat{V} = \hat{T} \hat{V} \hat{T}. \quad (111) \]

$(110)$ and $(111)$ is preserved only under $Sp(2, \mathbb{R}) \otimes Sp(2, \mathbb{R})$ subgroup of $Sp(4, \mathbb{R})$ corresponding to independent local linear canonical transformations $\hat{S}_1$ and $\hat{S}_2$ on the subsystems of two independent observers respectively. In other words, $\hat{S}_{local} = \text{diag}(\hat{S}_1, \hat{S}_2)$ with $\hat{S}_1 \mathcal{J}_2 \hat{S}_1^T = \hat{S}_2 \mathcal{J}_2 \hat{S}_2^T = \mathcal{J}_2$, where $\mathcal{J}_2$ is given in $(37)$. On the other hand, since $[\hat{x}_j, \hat{p}_k] = i \delta_{jk}$, from $(109)$, we can see that $\hat{V}$ can be written as the following block form
\[ \hat{V} = \begin{pmatrix} \hat{V}_{11} & \hat{V}_{12} \\ \hat{V}_{12}^T & \hat{V}_{22} \end{pmatrix}. \quad (112) \]

The local groups transform $2 \times 2$ blocks as follows.
\[ \hat{V}_{11} \rightarrow \hat{S}_1 \hat{V}_{11} \hat{S}_1^T, \quad \hat{V}_{22} \rightarrow \hat{S}_2 \hat{V}_{22} \hat{S}_2^T, \quad \hat{V}_{12} \rightarrow \hat{S}_1 \hat{V}_{12} \hat{S}_2^T. \quad (113) \]

Therefore, the $Sp(2, \mathbb{R}) \otimes Sp(2, \mathbb{R})$ invariants corresponding to $\hat{V}$ are
\[ \Delta_1 = \text{Det}(\hat{V}_{11}), \quad \Delta_2 = \text{Det}(\hat{V}_{22}), \quad \Delta_{12} = \text{Det}(\hat{V}_{12}), \quad \tau_V = \text{Trace}(\hat{V}_{11} \hat{V}_{12} \hat{V}_{22} \hat{V}_{21}). \quad (114) \]

Where
\[ \hat{V}_{jk} = \mathcal{J}_2 V_{jk} \mathcal{J}_2, \quad \text{with } \hat{V}_{21} = \hat{V}_{12}^T. \quad (115) \]

It was shown by Simon [62] that the necessary and sufficient condition for separability condition (generalized Peres-Horodecki criterion) is equivalent to the following inequality
\[ \Delta_1 \Delta_2 + \left( \frac{1}{4} - |\Delta_{12}| \right)^2 \geq \text{Trace}(V_{11} V_{12} V_{22} V_{21}) \geq (\Delta_1 + \Delta_2). \quad (116) \]
To construct the exact form of the inequality corresponding to our system we need to construct the state of our system under consideration. We shall restrict ourselves only to the ground state, which is given by

\[ \hat{a}_1|0,0\rangle = \hat{a}_2|0,0\rangle = 0. \tag{117} \]

In the position (\{|x\rangle\}) representation, equation (117) reads

\[ \left( \Lambda_1^{(l)} x - i\hbar \Lambda_2^{(l)} \partial_x \right) \psi_{00} = 0. \tag{118} \]

Where

\[ \Lambda_1^{(l)} = \begin{pmatrix} \chi_{11} & \chi_{13} \\ \chi_{12} & \chi_{13} \end{pmatrix}, \quad \Lambda_2^{(l)} = \begin{pmatrix} \chi_{12} & \chi_{14} \\ \chi_{22} & \chi_{14} \end{pmatrix}, \tag{119} \]

with

\[ \chi_{ij} = (\chi_{ij1}, \chi_{ij2}, \chi_{ij3}, \chi_{ij4}), \quad j = 1, 2. \tag{120} \]

The notations \( x = (x_1, x_2)^T \), \( \partial_x = (\frac{\partial}{\partial x_1}, \frac{\partial}{\partial x_2})^T \) have been used.

Let us consider the following ansatz for the solution of (118).

\[ \psi_{00} = N_0 e^{-S(x_1, x_2)}, \tag{121} \]

with

\[ S(x_1, x_2) = \frac{1}{2} \xi^T \Lambda x. \tag{122} \]

Using (121) in (118), we get

\[ \Lambda = i(\Lambda_2^{(l)})^{-1} \Lambda_1^{(l)}. \tag{123} \]

The explicit form in the \{|x\rangle\} representation (\( \psi(x_1, x_2) = \langle x_1, x_2|0,0\rangle \)) reads

\[ \psi(x_1, x_2) = N_0 e^{-\frac{1}{2}(\Lambda_{11} x_1^2 + \Lambda_{22} x_2^2 + (\Lambda_{12} + \Lambda_{21}) x_1 x_2)}, \tag{124} \]

\( N_0 \) being the normalization constant. The matrix elements of \( \Lambda \) are as follows.

\[ \Lambda_{11} = \frac{i}{\Delta \Lambda_2^{(l)}} (\chi_{124} \chi_{111} - \chi_{14} \chi_{121}). \tag{125} \]
\[ \Lambda_{12} = \frac{i}{\Delta \Lambda_2^{(l)}} (\chi_{124} \chi_{113} - \chi_{14} \chi_{123}). \tag{126} \]
\[ \Lambda_{21} = \frac{i}{\Delta \Lambda_2^{(l)}} (\chi_{112} \chi_{121} - \chi_{122} \chi_{111}). \tag{127} \]
\[ \Lambda_{22} = \frac{i}{\Delta \Lambda_2^{(l)}} (\chi_{112} \chi_{123} - \chi_{122} \chi_{113}). \tag{128} \]
The expectation values of the observables are given by the followings.

\[
\langle \hat{x}_1 \rangle = \langle \hat{x}_2 \rangle = \langle \hat{p}_1 \rangle = \langle \hat{p}_2 \rangle = 0. 
\] (129)

\[
\langle \hat{x}_1^2 \rangle = \frac{\Lambda_{12,r}}{2\Delta_r}, \quad \langle \hat{x}_2^2 \rangle = \frac{\Lambda_{11,r}}{2\Delta_r}, \quad \langle \hat{x}_1 \hat{x}_2 \rangle = -\frac{\Lambda_{12,r}}{2\Delta_r}, 
\] (130)

\[
\langle \hat{p}_1^2 \rangle = \frac{1}{2\Delta_r} \left( \Lambda_{22,r} \right)^2 + \Lambda_{11,r} \Lambda_{12}^2 - 2i \Lambda_{12,r} \Lambda_{12} \Lambda_{11}^r. 
\] (131)

\[
\langle \hat{p}_2^2 \rangle = \frac{1}{2\Delta_r} \left( \Lambda_{12,r} \right)^2 + \Lambda_{22,r} \Lambda_{12}^2 - 2i \Lambda_{12,r} \Lambda_{12} \Lambda_{22}^r. 
\] (132)

\[
\langle \hat{p}_1 \hat{p}_2 \rangle = \Lambda_{12} - \Lambda_{11} \Lambda_{12} \langle \hat{x}_1^2 \rangle - \Lambda_{22} \Lambda_{12} \langle \hat{x}_2^2 \rangle - (\Lambda_{11} \Lambda_{12} + \Lambda_{12}^2) \langle \hat{x}_1 \hat{x}_2 \rangle. 
\] (133)

\[
\langle \{ \hat{x}_1, \hat{p}_1 \} \rangle = 2i \Lambda_{11} \langle \hat{x}_1^2 \rangle + 2\Lambda_{12} \langle \hat{x}_1 \hat{x}_2 \rangle - 1. 
\] (134)

\[
\langle \{ \hat{x}_2, \hat{p}_2 \} \rangle = 2i \Lambda_{22} \langle \hat{x}_2^2 \rangle + 2\Lambda_{12} \langle \hat{x}_2 \hat{x}_1 \rangle - 1. 
\] (135)

\[
\langle \hat{x}_1 \hat{p}_2 \rangle = i \Lambda_{12} \langle \hat{x}_1^2 \rangle + \Lambda_{22} \langle \hat{x}_1 \hat{x}_2 \rangle, \quad \langle \hat{x}_2 \hat{p}_1 \rangle = i \Lambda_{12} \langle \hat{x}_2^2 \rangle + \Lambda_{11} \langle \hat{x}_2 \hat{x}_1 \rangle. 
\] (136)

Where \( \Delta_r = \Lambda_{11,r} \Lambda_{22,r} - \Lambda_{12,r}^2 \). (137)

Here the suffix \( r \) and \( i \) denotes the real and imaginary part of the time-dependent parameters. For example \( \Lambda_{11} = \Lambda_{11,r} + i \Lambda_{11,i} \).

Now from (129), we find that \( V_{\alpha\beta} \) in (109) simplifies to

\[
V_{\alpha\beta} = \frac{1}{2} \langle \{ \hat{X}_\alpha, \hat{X}_\beta \} \rangle, \quad \text{i.e.,} 
\] (138)

\[
\hat{V}_{\alpha\alpha} = \begin{pmatrix} \langle \hat{x}_\alpha^2 \rangle & \frac{1}{2} \langle \hat{x}_\alpha \hat{p}_\alpha \rangle \\ \frac{1}{2} \langle \hat{x}_\alpha \hat{p}_\alpha \rangle & \langle \hat{p}_\alpha^2 \rangle \end{pmatrix}, \quad \hat{V}_{12} = \begin{pmatrix} \langle \hat{x}_1 \hat{x}_2 \rangle & \langle \hat{x}_1 \hat{p}_2 \rangle \\ \langle \hat{p}_1 \hat{x}_2 \rangle & \langle \hat{p}_1 \hat{p}_2 \rangle \end{pmatrix}, \quad \alpha = 1, 2. 
\]

Using the explicit forms of expectation values in (138), the Simon’s separability criterion (116) corresponding to the ground state of our system reads

\[
|\Lambda_{12}|^2 \Delta_r^2 - (\Lambda_{12,r}^4 + 2\Lambda_{12,r} \Lambda_{11,r} \Lambda_{22,r}) \Delta_r + 2\Lambda_{12,r}^2 (2\Lambda_{12,r}^2 - \Lambda_{11,r} \Lambda_{22,r} \Lambda_{12,i}) 
\]
\[+ 3\Lambda_{11,r} \Lambda_{22,r} (\Lambda_{11,r} \Lambda_{22,r}^2 - 2\Lambda_{12,r}^4) + 3\Lambda_{11,r} \Lambda_{22,r}^2 \Lambda_{12,r}^2 \geq 0. 
\] (139)

VIII. CONCLUSIONS

The exact solutions of the time-dependent Schrödinger equation (SE) for an anisotropic harmonic oscillator are constructed with the help of Lewis-Riesenfeld invariant method. We had considered an invariant operator, which is quadratic in co-ordinates and momentum. The coupled first order differential equations of the coefficients in the linear combination of the constituent operators in the invariant operator are expressed in a closed matrix form. These coupled matrix equations can be solved in principle for a given set of time-dependent
parameters (mass, field strength, frequencies, NC parameter - whichever is relevant). The quadratic form is expressed in a simpler form by diagonalizing the system keeping the intrinsic symplectic structure intact. The annihilation and creation operators are introduced. The eigenstates and eigenvalues are demonstrated in detail. Both the geometrical and dynamical phases are constructed, and thus Schrödinger equation is completely solved for our system. The ground state for the bipartite system is demonstrated along with its separability criterion. The results discussed in this paper can be directly used for various types of systems. In particular, for an anisotropic oscillator in noncommutative space (for both the spatial and momentum noncommutativity), charged oscillator in an anisotropic magnetic field, for Chern-Simon model (in long wavelength limit) and of the similar types.
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