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Abstract—Smart home appliances can time-shift and curtail their power demand to assist demand side management or allow operation with limited power, as in an off-grid application. This paper proposes a scheduling process to start appliances with time-varying deterministic load profiles. Self-triggered model predictive control is used to limit the household net power demand below a given threshold. Meanwhile, deterministic load profiles are more difficult to schedule compared to variable charging or thermal loads because system failure will occur once power demand is not satisfied. The proposed scheme formulates the decision of the load shifting time as a continuous optimization problem, and an inhomogeneous time grid system is introduced to handle the optimization of different appliances and their consensus at this resolution. The efficacy of the proposed scheme is studied by numerical comparison with a mixed-integer MPC controller and by a case study of three home appliances and an interruptible washing machine.
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I. INTRODUCTION

The residential sector is a large energy consumer, accounting for 28% of the total energy consumption in Europe, and scheduling this load plays a key role in demand side management (DSM) [1]. DSM is an arrangement of actions to modify the power demand on the user side, and load scheduling for home appliances has experimentally shown a peak load reduction up to 40% [2]. Thus, this method can improve conditions in areas suffering from power shortages, such as Pakistan [3] and Lebanon [4]. Load scheduling of intelligent home appliances is popular even aside from power considerations, based on an online survey conducted in Europe [5]. In particular, 50% of the participants preferred to use the scheduling function, 29% of them mentioned a reduced electricity tariff, and 7% got a stability improvement in home power management.

Motivated by these benefits, the load scheduling problem has been widely studied, and model predictive control (MPC) is an attractive solution because it can enforce explicit constraint satisfaction by synthesizing the system behavior forecast recursively [6]. The control performance is varied by the design of the objective, which can reflect the occupants’ comfort and operating time preference [7], [8].

In this work, we consider loads whose demand follows a specific time-varying profile once started, termed a “deterministic” power demand profile. Unlike the continually variable loads often considered in existing work, such as vehicle charging [9] or an averaged on-off thermal loads [10], the loads considered here can be delayed by a time shift, curtailed, or interrupted at specific break points, but their demand follows the profile when running. Among these actions, time shifts pose the major challenge, which makes the time of different loads not aligned and therefore nonlinear. To address this problem, most previous results formulate the load profile of an appliance as a discrete-time sequence, where the time shift is an integer-valued decision variable [11]–[14]. Moreover, due to the computational complexity of this mixed-integer problem, most previous work does not consider constraints and load curtailment except for [11]. This paper proposes a new continuous formulation, which is inspired by self-triggered MPC. Self-triggered MPC can systematically optimize the active/triggered time of a device proactively with explicit constraint enforcement [15], and has been widely used in sensor networks and Internet-of-Things [16]. As opposed to the mixed-integer formulation [17], [18], the triggering time can be a continuous decision variable [19]–[21] in this scheme. This paper interprets the time shift as a trigger time viewed from the current time step, and transcribes the load scheduling problem into a continuous optimization problem such that we can take full advantage of continuous numerical solvers.

The contributions are summarized as follows: (a) A continuous formulation of the load scheduling problem with time shifts. This framework is compatible with interruptible loads with explicit break points, and its computational complexity caused by the shifting decision is constant; (b) An inhomogeneous time grid system is introduced to enable control of the computational complexity of each load and constraint; (c) The system demand respects a time-varying power limit, as would occur off-grid or in microgrids, or if the utility controls demand via a power limit signal rather than a price.

The paper is organized as follows: the load scheduling problem and its corresponding optimization problem are introduced in Section II. The numerical implementation into a continuous tractable formulation is introduced in Section III alongside a comparison with previous mixed integer formulations. The numerical results and a comparison with the mixed-integer formulation are in Section IV followed by conclusions in Section V.

Notations: \( \mathbb{Z}^+ \) denotes the set of integers ranging from 0 to \( b \) with \( \mathbb{Z} \) the set of non-negative integers. \( \{x_i\}_{i \in T} \) denotes a set indexed by set \( T \), and the index is dropped when there is no confusion as \( \{x_i\} \). \( A \setminus B := \{x \in A, x \notin B\} \).
II. Problem Statement

Here we consider the coordination of multiple deterministic loads, appliances for example. This is relevant for varying electricity prices, but is a particular problem when both power and energy are limited as in off-grid operation, a low-power connection, or when responding to a demand limit signal from a grid operator. We consider the case of a dwelling with a battery and a limited external power source like solar, fuel cell, etc. which can reduce its output if needed. Additionally, the primary goal is to ensure feasibility and to minimize delays, in contrast to a typical objective of minimizing energy costs with no limit on power.

Once an appliance is requested to start, it should launch as soon as possible considering the feasible power profile, the total power limit, and total available energy. In the rest of this paper, we use absolute time in all notation.

A. The Load Profile Models

Two different load types are considered: uninterruptible loads, whose execution cannot be paused once started, and interruptible loads with explicit break points. An example for the latter case is a washing machine with a drying function, which can pause after rinsing with a reasonable delay. If we consider an uninterruptible load, indexed by $i$, launched at time $t_{s_i}$, its actual power consumption $P_i(t)$ is expected to follow a predefined nominal power profile defined by

$$
\begin{cases}
P_i(t), & t \in \{t_{s_i}, t_{s_i} + T_{e_i}\}, \\
0, & \text{otherwise},
\end{cases}
$$

where $T_{e_i}$ is the time span of the execution of $i$-th load.

Similarly, an interruptible load with explicit break points can be modelled as a sequence of uninterruptible subtasks. In particular, we define $\mathcal{I}_s$, the set that includes all the uninterruptible loads and the first subtask of the interruptible loads. This means that if an index $j$ represents a subtask of an interruptible load but not the first, then we have $j \notin \mathcal{I}_s$, and accordingly we can define a mapping $p(j)$ that returns the finishing time of its precedent subtask for all $j \notin \mathcal{I}_s$.

A washing machine with a drying function as an example, we can model it as two uninterruptible subtasks indexed by $i$ and $j$, then we have $i \in \mathcal{I}_s$ and $j \notin \mathcal{I}_s$ such that $p(j) = t_{s_i} + T_{e_i}$. Since each subtask must start after the earlier one finishes, $t_{s,j} \geq p(j)$ always holds for all $j \notin \mathcal{I}_s$.

B. The Scheduling Strategies

The external power source provides two functions, power to support the instantaneous loads and energy over time to prevent battery discharge. Distributed generation sources are variable and difficult to predict, and we can consider $P_{\min}(t)$ as the minimum power that can be reliably expected at a given time, and $P_{\text{avg}}$ as the expected average power over an interval $[t_0, t_0 + T]$. While it is often true that $P_{\text{avg}} > P_{\min}(t)$, the uncertainty limits reliable operation, hence we only consider $P_{\min}(t)$ in this study. The excess power from the external source will be stored in the battery and allow for more power use later without resorting to the grid.

Multiple appliances can run concurrently, and, due to the discussion about $P_{\min}(t)$ and the battery above, the total power consumption from these active appliances are required to be upper bounded by $u_{\max}(t)$ as

$$
\sum_{i \in \mathcal{I}(t)} u_i(t) \leq u_{\max}(t) := P_{\text{batt}}(t) + P_{\min}(t),
$$

where $\mathcal{I}(t)$ is the set of all active appliances at time $t$ and $P_{\text{batt}}$ denotes the power supplied by the battery, whose charge level is modelled by

$$
\frac{dE_{\text{batt}}(t)}{dt} = -P_{\text{batt}}(t).
$$

The battery capacity is bounded within $[0, E_{\max}]$. Its charging/discharging rate is limited such that $P_{\text{batt}}(t) \in [P_{\text{min}}, P_{\text{batt}}]$ with $P_{\text{batt}}/P_{\text{min}}$ the maximal dis-/charge rate. It is possible to consider the charging/discharging efficiency based on the method given in [12], but for the sake of clarity we consider an ideal battery. Additionally, the capacity and allowable dis-/charge rate of the battery can affect the performance of the system [22].

To start the appliances as early as possible after their requests without violating this constraint, shifting and curtailment are considered:

1) Load shifting: The execution of multiple loads can be shifted after their request to avoid overlap of the peak power consumption. If an appliance is requested at $t_{r_i}$, the delay between the request and the actual starting time of the appliance is required to be bounded by $\Delta^d_i$,

$$
0 \leq t_{s_i} - t_{r_i} \leq \Delta^d_i.
$$

The preference of a responsive execution is modelled by a monotonically increasing loss function $J_i^d(t_{s_i} - t_{r_i})$.

2) Load curtailment: The load applied $u_i(t)$ is allowed to mismatch the nominal load profile $\pi_i(t)$. The resulting curtailment is required to be bounded as

$$
\forall t \in \{t_{s_i}, t_{s_i} + T_{e_i}\}, \quad 0 \leq \pi_i(t) - u_i(t) \leq c_i(t),
$$

where $c_i(t)$ is the maximal curtailment at time $t$. Accordingly, the preference of matching the nominal profile is modelled by objective $J_i^c(\cdot)$, the corresponding accumulated curtailment cost is given by

$$
L_i^c(u_i(\cdot), t_{s_i}) := \int_{t_{s_i}}^{t_{s_i} + T_{e_i}} J_i^c(\pi_i(t) - u_i(t)) dt.
$$

Based on the aforementioned scheduling strategies, at time instance $t$, the home appliances are characterized by two sets, the set of appliances that have been requested to launch, dubbed $\mathcal{I}_r(t)$ and the set of appliances that are executing currently at time $t$, dubbed $\mathcal{I}(t)$. In particular, $\mathcal{I}_r(t)$ includes all the loads that have been requested to launch and are not yet finished i.e., $(t \geq t_{r_i})$, as well as its subsequent loads if it is part of an interruptible load. Note that a requested load can be delayed, thus we also have $\mathcal{I}(t) \subset \mathcal{I}_r(t)$.

Remark 1 Note that the proposed scheme can also handle curtailment cost $J_i^c$ as a function of time. This scenario appears when portions of the profile are more critical. Meanwhile, the priority of a specific load can be reflected in the penalty in its corresponding $J_i^d$ and $J_i^c$. 
C. Load Scheduling MPC

At $t_0$, given the list of requested loads $\mathcal{I}_r(t_0)$, we can summarize the load scheduling MPC problem as:

\[
\begin{align*}
\text{minimize} & \quad \sum_{t \in \mathcal{I}_r(t_0)} J_i(t_s_i - t_r_i) + L_i^f(u_i(\cdot), t_{s_i}) \\
\text{subject to} & \quad u_i(t) \leq P_{\text{min}}(t) + P_{\text{batt}}(t), \quad t \in [t_0, t_e], \\
& \quad \frac{d\hat{E}(t)}{dt} = -P_{\text{batt}}(t), \quad t \in [t_0, t_e], \quad \hat{E}(t_0) = E(t_0), \\
& \quad 0 \leq \pi_i(t) - u_i(t) \leq c_i(t), \quad t \in [t_{s_i}, t_{s_i} + T_{r_i}] \\
& \quad u_i(t) = 0, \quad \text{otherwise}, \\
& \quad 0 \leq t_{s_i} - t_{r_i} \leq \Delta_i^d, \quad i \in \mathcal{I}_r(t_0), \\
& \quad t_{r_i} = \pi_i(i), \quad i \in \mathcal{I}_r(t_0)\setminus\mathcal{I}_s.
\end{align*}
\]

The objective penalizes both the delay and the curtailment, and $\hat{E}(\cdot)$ denotes the virtual counterpart of the actual battery $E(\cdot)$ optimized over the prediction horizon $[t_0, t_e]$. Additionally, the total power consumption constraint (4b) is imposed on $[t_0, t_e]$. Therefore, the end of the horizon $t_e$ is required to be later than the finish time of the all the requests. Note that if the start times $t_{s_i}$ are decision variables, we therefore choose $t_e \geq \max_{i \in \mathcal{I}_r(t_0)}\{t_{r_i} + T_{d,i} + T_{r_e}\}$. The constraint (4c) ensures that $u_i(t) = 0$ when it is not operating. Finally, for those loads outside $\mathcal{I}_s$ constraint (4g) synthetically enforces that a component of an interruptible load can execute only after its preceding load is finished.

III. NUMERICAL IMPLEMENTATION

Problem (4) is numerically intractable due to the infinite dimensional decision variable $u_i(\cdot)$. This section discusses the transcription of this infinite dimensional problem to a finite dimensional form.

A. Inhomogeneous Time Grids

The source of the computational intractability of (4) is the $u_i(\cdot)$ in continuous time. Therefore, we adopt the idea of direct optimal control [23] that relaxes the constraints (4b)-(4c) to the evaluation on finite instances. To this end, we introduce the following inhomogeneous time grids:

1) Global time grid: we denote it by $\mathcal{T}_g := \{g,j\}_{j \in \mathbb{Z}_0^{N_g}}$ with $t_0 = t_{g,0} < t_{g,1} \cdots < t_{g,N_g} = t_e$. This time grid is introduced to evaluate the constraints (4b), (4c) and (4d) point by point, $\mathcal{T}_g$ shifts with respect to the current time instance $t_0$, and its spacing is user-defined and fixed.

2) Local time grid: we denote it by $\mathcal{T}_i := \{i,j\}_{j \in \mathbb{Z}_0^{N_i}}$, with $t_{s_i} = t_{i,0} < t_{i,1} \cdots < t_{i,N_i} = t_{s_i} + T_{r_i}$ for the $i$-th load. This local grid is used to evaluate the actual input in (4c), and it is defined relative to the starting time $t_{s_i}$ and only the evaluation on these points $\{u_i(t)\}_{t \in \mathcal{T}_i}$ for all $i \in \mathcal{I}_r(t_0)$ are optimized.

The direct benefit from this inhomogeneous time grid is on the implementation side. If we fix the resolution of the local time grid, for example, as $\{j \cdot \delta t_i\}_{j \in \mathbb{Z}_0^{N_i}}$ with $\delta t_i$ the resolution of this time grid, the local time grid is then uniquely defined by $\{t_{s_i} + j \cdot \delta t_i\}_{j \in \mathbb{Z}_0^{N_i}}$ with a single scalar decision variable $t_{s_i}$. Meanwhile, as the time grids are introduced independently to each constraint in (4b) and (4c), the resolution of each time grid can be chosen individually. This can help limit the computational complexity, by reducing the resolution of the time grid on less relevant loads. Finally, an example that visualizes these grids for a numerical example is shown in Figure 2 in Section 1.5.2.

B. Input Interpolation

Note that the local time grid of a running load is fixed in terms of absolute time, while the global time grid is always receding with respect to the current time step. Thus, the local time grids do not need to overlap the global time grid. In order to evaluate each load on the global time grid, an approximation $\{u_i(t)\}_{t \in \mathcal{T}_g}$ of the actual input profile $u_i(\cdot)$ is required. This approximation can be numerically given by an interpolation of $\{u_i(t)\}_{t \in \mathcal{T}_i}$. One classical approach is to use a Lagrange polynomial with order $N_{d_i}$. However, high order polynomials cause high sensitivity with respect to $t_{s_i}$, and thus are not desirable for numerical optimization [24].

In our experiments, we noticed that this high sensitivity issue can lead to convergence failures even if a third order piece-wise polynomial is used. Based on our implementations, there are two interpolation methods that are reliable for the considered problem, piece-wise linear interpolation and kernel interpolation, which is a generalized interpolation scheme that includes polynomial interpolation as a special case [25, Chapter 4]. The regularity of a kernel regression can be controlled by the choice of its kernel function [25, Chapter 2], and one such example of good regularity is the radial basis function (RBF) kernel $k(x, y) = \exp(-\|x - y\|^2/2\sigma^2)$.

Remark 2 Only continuous interpolation splines are desirable in solving the load scheduling problem. More specifically, a discontinuous point will zero out the gradient between the global time grid and $t_{s_i}$, leading to a frozen $t_{s_i}$ if a gradient-based solver is used. As a result, piece-wise constant interpolation is not used in this problem. This is not restrictive as continuous functions can approximate any bounded-variation discontinuous function up to arbitrary accuracy.

C. Finite Dimensional Problem

We interpret the $P_{\text{batt}}(t)$ by a piece-wise constant input on $\mathcal{T}_g$ such that the solution of (4c) can be worked out analytically, and we define it by $\hat{E}^*(t)$ in the following. Then, we state our finite order approximated problem by

\[
\begin{align*}
\text{minimize} & \quad \sum_{t \in \mathcal{E}_g(t_0) \in \mathcal{T}_g} \left( J_i^d(t_{s_i} - t_{r_i}) + L_i^f(u_i(\cdot), t_{s_i}) \right) \\
\text{subject to} & \quad \sum_{t \in \mathcal{E}_g(t_0)} u_i(t) \leq P_{\text{min}}(t) + P_{\text{batt}}(t), \quad t \in \mathcal{T}_g \\
& \quad 0 \leq \pi_i(t) - u_i(t) \leq c_i(t), \quad i \in \mathcal{I}_r(t_0), \quad t \in \mathcal{T}_i, \\
& \quad 0 \leq t_{s_i} - t_{r_i} \leq \Delta_i^d, \quad i \in \mathcal{I}_r(t_0), \quad t \in \mathcal{T}_i.
\end{align*}
\]
\[ t_{r_i} = p(i), \ i \in I_r(t_0) \setminus I_s, \] (5e)

where \( \tilde{L}_r \) represents the numerical integration of \( L_r \) which is implemented by the collocation method in the following numerical results [26, Chapter 3]. The non-convexity enters in constraint \( (5f) \), where \( F(T) \) denotes the interpolation of the actual input (Section III-B). The utilization of the absolute time in the numerical implementation is important, as the \( t_{r_i}, t_s \), and \( t_0 \) uniquely defines all the time grids used in this problem. The online operation follows the receding horizon MPC scheme, details can be found in [6, Chapter 1.3], [19].

**Remark 3** Based on our experiments, it is important to remove redundant decision variables to avoid introducing unnecessary sensitivity to the numerical solver. For example, if a load \( i \) is started at \( \hat{t} \) and has not yet finished, one should avoid adding an extra equality constraint \( t_{s_i} = \hat{t} \). Instead, the code should take \( t_{s_i} \) as a constant \( \hat{t} \), and discard its related constraints such as \( (5a) \). Based on this idea, the starting time and the past input of a running load are treated as constant, and the code only keeps its future input in the list of decision variables.

**D. Discussions**

To better illustrate the benefit of the continuous formulation, we first review its standard discrete-time mixed integer formulation as follows:

\[
\begin{align*}
\text{minimize} & \quad t_{s_i}, \{P_{\text{batt}}(t_{m_j})\} \sum_{t \in I_r(t)} \left( J^d(t_{s_i} - t_{r_i}) \right. \\
& \quad \left. + \sum_{m=0}^{N_m} T_s \cdot J^s_i(t_{m_j} - u_i(t_{m_j})) \right) \\
\text{subject to:} & \quad t_{m_j} = t_0 + j \cdot T_s, \ j \in \mathbb{Z}_0^{N_m}, \\
& \quad \sum_{i \in I_r(t_0)} u_i(t_{m_j}) \leq P_{\text{min}}(t_{m_j}) + P_{\text{batt}}(t_{m_j}), \\
& \quad \hat{E}(t_{m_j}) = \hat{E}(t_{m_j}) - T_s \cdot P_{\text{batt}}(t_{m_j}), \ \hat{E}(t_{m_j}) = E(t_0), \\
& \quad \forall i \in I_r(t_0), \ t_{s_i} \in \{t_0 + j \cdot T_s\} \forall j \in \mathbb{Z}, \\
& \quad t_{r_i} = p(i), \ i \in I_r(t_0) \setminus I_s \\
& \quad 0 \leq t_{s_i} - t_{r_i} \leq \Delta_t^i, \\
& \quad \left\{ \begin{array}{l} \leq t_{m_j} - u_i(t_{m_j}) \leq c_i, \ t \in [t_{s_i}, t_{s_i} + T_s] \\ u_i(t_{m_j}) = 0, \text{otherwise} \end{array} \right. \end{align*}
\]

subject to: \( t_{m_j} = t_0 + j \cdot T_s, \ j \in \mathbb{Z}_0^{N_m}, \)

subject to: \( t_{m_j} = t_0 + j \cdot T_s, \ j \in \mathbb{Z}_0^{N_m}, \)

where \( N_m \) denotes the prediction horizon and \( T_s \) is the sampling time, and the objective \( (6a) \) approximates the integral of curtailment loss by the Euler method. The decision of the shifting \( t_{s_i} \), is determined by an integer variable in \( (6d) \). This mixed integer problem \( (6) \) was used in [11], [12] without considering the interruptible load, and the major difference between the mixed-integer formulation and the proposed continuous problem \( (5) \) lies in the decision of the shifting time \( t_{s_i} \) and the complexity of the time grids. In particular, the discrete time formulation only has one grid of the same resolution, i.e., the sampling time \( T_s \), among all the loads and constraints. Therefore, the complexity of this shared time grid depends on the highest resolution that is required for a proper decision of the load profile or the shifting. Accordingly, a finer \( T_s \) will significantly increase the numerical complexity of the problem because the number of the integers feasible for constraints \( (6) \) increases.

In comparison, the proposed scheme in \( (5) \) gets rid of this limitation in two aspects:

- The feasible set of shifting \( t_{s_i} \) is a continuum and the complexity with respect to the decision of \( t_{s_i} \) is fixed regardless of the resolution of any time grids.
- Each load has its local time grid, thus any change of its local grid will not affect other time grids.

Overall, the continuous formulation is preferable from a computational aspect. It can easily adapt to a problem with nonlinear dynamics, while the mixed integer formulation suffers from the numerical intractability issue as a non-convex mixed integer problem. Furthermore, the choices of solvers with the continuous formulation is more flexible. On one hand, it can use a local algorithm that is easier to deploy in embedded systems with limited computational power [27]. On the other hand, similar to the mixed integer solvers, it can choose a global solver [28] to ensure global optimality without polynomial time convergence. Last but not least, the continuous formulation is more scalable in that it can use distributed optimization algorithms because the appliances are only coupled via the affine constraint \( (6b) \).

**IV. NUMERICAL RESULTS**

We first consider uninterruptible loads to compare the proposed continuous formulation \( (5) \) with the mixed integer version \( (6) \). Then an example with interruptible loads based on real data validates the proposed scheme. We consider the worst case, so the actual generated power is only \( P_{\text{min}} \).

**A. Benchmark Comparison**

This example considers uninterruptible loads, and the proposed scheme is compared against the benchmark mixed-integer formulation \( (6) \), which is implemented with YalMIP interfacing the Gurobi MIQP solver [29], one of the fastest commercial solvers, and BNB, an open source mixed integer solver. Moreover, the continuous problem \( (5) \) is implemented with Casadi [30] interfacing the Ipopt solver [31]. All code is run on a laptop with Intel i7-11800H and 32 GB of memory. We optimize the implementation of the mixed integer formulation by an auxiliary system [11] without which solution time is reported to be significantly longer [11].

In this comparison, two loads are considered, whose load profiles are plotted as blue solid lines in Figure 1. The shifting time upper bound and the curtailment upper bound are, \( \Delta_t^i = 1 \text{[h]} \) and \( c_i = 0.5 \text{[kW]} \). The shifting loss and the curtailment loss are \( J_s^i(t) = 10 \text{max}(t_{s_i} - t_{r_i} - 0.1, 0)^2 \), where the shifting loss is zero if the shifting time is less than 0.1[ h]. Accordingly, to ensure that the discrete version \( (6) \) can discover this property, its sampling time \( T_s \) is set below 0.1[ h]. To make good use of the inhomogeneous time grid system, the local time grid in the

\[ s \] This pure delayed system outputs the load profile once started, which converts an integer delay variable to a sequence of binary decision variables.
continuous formulation (5) has a resolution of 0.2 [h], with a global time grid of resolution 0.1 [h]. The load of each appliance is interpolated by kernel regression with the RBF kernel. The total power consumption is upper bounded by $P_{\text{min}}(\cdot) = 5.5$ [kW]. Meanwhile, the battery is bounded by $P_{\text{batt}} = -0.2$ [kW], $P_{\text{batt}} = 0.2$ [kW], $E_{\text{max}} = 1$ [kWh].

Regarding the aforementioned $P_{\text{min}}(\cdot)$ and the battery dynamics, if these two loads are requested to start at the same time, the only feasible solution is to shift the second load and curtail at least one of them. A sequence of requests are sent to the system, and the closed-loop simulation results are plotted Figure 1. It is observed that both schemes successfully shift the second load and curtail one of them to ensure feasibility. However, the continuous scheme tends to introduce more curtailment which results in less delay. The statistics of the proposed continuous formulation and the mixed integer formulation with different sampling times are summarized in Table I. In particular, both the continuous and the discrete version are initialized by a random feasible shifting, and the solution time is calculated by the average of 50 independent runs. As the mixed-integer formulation solves an MIQP and can therefore find a global optimum, we can see that the continuous formulation results in a comparable performance, while using significantly less solution time. Meanwhile, we can see that the solution time of the mixed-integer formulation is sensitive to the sampling time and solver, even though smaller sampling time can improve its optimality.

### Table I: Statistics of two formulations: loss is the accumulated actual loss evaluated on all the closed-loop input profiles. The solution time for BNB with $T_s = 0.025$ [h] is dropped as each run takes more than 2 hours.

|                  | Solution Time (Gurobi/BNB) | Delay Loss | Curtailment Loss | Total Loss |
|------------------|----------------------------|------------|------------------|------------|
| Continuous       | 1.1011 [s]                 | 1.2181     | 0.2525           | 1.4706     |
| MIQP ($T_s = 0.1$ [h]) | 9.1340 [s]              | 49.2573    | 1.300            | 1.4440     |
| MIQP ($T_s = 0.05$ [h]) | 194.34 [s]               | 1.275      | 0.1450           | 1.4200     |
| MIQP ($T_s = 0.025$ [h]) | N.A                        | 1.2875     | 0.1215           | 1.4090     |

**B. Case Study with Interruptible Loads**

We now consider the scheduling of three home appliances: an oven, washing machine and dishwasher, within which the washing machine is interruptible between the washing and the drying program. The load profiles based on real-world data are plotted as thick blue lines Figure 2 (a)-(c) [32], where the washing program of the washing machine takes 1.5 hours and the drying program takes another 2 hours. To reduce the model complexity, we filter out the fluctuations and use a piece-wise constant function to model the desired input trajectories.

The curve of $P_{\text{batt}}(\cdot)$ and the battery level, with respect to $t_0 = 0$, is plotted on the horizontal axis in (a)-(d) to show the correspondence between the local and global grids and the load profile. The global grid is shown as used at $t_0 = 0$; the grid is shifted with respect to $t_0$. (e): Stacked chart of the power consumption of all the appliances. The curve of $P_{\text{batt}}(t) + P_{\text{min}}$ shows the change of the power supply profile and how the power limit constraint (5) is satisfied. The input trajectories are smooth as they are the planned input profiles.
A piece-wise linear interpolation is used. The power supply can sustain the drying program.

Finally, the proposed scheme is validated in a household equipped with an energy storage unit, in “Proc. 20th Medi. Conf. Control & Autom. (MED),” pp. 1491–1498, 2012.

A piece-wise linear interpolation is used. The $P_{\text{min}}$ is 3.2[kW] with a battery dynamics confined by $P_{\text{batt}} = -0.2[kW]$, $E_{\text{batt}} = 0.2[kWh]$. Meanwhile, the delay penalty and the curtailment penalty are defined by $J_d = 10(t_k - t_k^*)^2$, $J_c = 0.1\|u(t) - u_k^*(t)\|$. The result of this scheduling problem is shown in Figure 2 from which it is observed that the oven is launched without any delay, and the washing machine is shifted to ensure the satisfaction of the power limit. It is also observed the battery is pre-charged at around 0.5[h] and 1.4[h] and then discharged at around 0.9[h] and 2[h] to compensate the peak load in the washing and the drying program. It is noteworthy to point out the curtailment adapts to the available power. This can be observed from the curtailment of the drying program, which is only introduced at around 2[h] but not 3.5[h]. This is because the dishwasher finished at 3[h] and the power supply can sustain the drying program.

V. CONCLUSIONS

This work proposes a continuous-time formulation of a load scheduling problem within a household. An inhomogeneous time grid system is introduced to decouple the model complexity of each load. The advantage over the standard mixed integer version is validated by a numerical example with better solution time and comparable closed-loop performance. Finally, the proposed scheme is validated in a scheduling problem consisting of an oven, an interruptible washing machine and a dishwasher.
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