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Abstract—Given that cloud servers are usually remotely located from the devices of mobile apps, the end-users of the apps can face delays. The Fog has been introduced to augment the apps with machines located at the network edge close to the end-users. However, edge machines are usually resource constrained. Thus, the execution of online data-analytics on edge machines may not be feasible if the time complexity of the data-analytics algorithm is high. To overcome this, multiple instances of the back-end should be deployed on edge and remote machines. In this case, the research question is how the switching of the app among the instances of the back-end can be dynamically decided based on the response time of the service instances. To answer this, we contribute an AI approach that trains machine-learning models of the response time of service instances. Our approach extends a back-end as a service into an AI self-back-end as a service that self-decides at runtime the right edge/remote instance that achieves the lowest response-time. We evaluate the accuracy and the efficiency of our approach by using real-word machine-learning datasets on an existing auction app.

Index Terms—Mobile back-end as a service, Fog infrastructure, machine learning.

1 INTRODUCTION

Mobile apps that perform online data-analytics are rapidly increasing. Ofcom’s Online UK Nation 2020 report states the percentage of users of mobile apps was significantly increased the last year. While we have high expectations from apps, mobile devices cannot meet these expectations due to their limited hardware-resources. In this case, the back-end of apps usually run computationally demanding online data-analytics on powerful remote servers by adopting the Web-service technology (a.k.a., mobile back-end as a service). Data analytics refer to algorithms that mine knowledge from data (e.g., price predictions). However, the use of remote servers for performing data analytics may lead mobile apps to experience delays in receiving the analysis output. For instance, the network latency is not always predictable and the end-users of mobile apps can face high end-to-end response times. The response time equals to the sum of the execution time of the analysis on a machine plus the latency of the underlying communication links.

The Fog has been introduced to reduce response times of mobile apps. The Fog augments mobile apps with devices located near/at the network edge. In this way, the Fog has arrived to mitigate the latency issues that emerge from the usage of remote machines. Given edge devices are resource constrained compared to powerful remote servers, the execution of data analytics on edge devices is not always feasible for large datasets. To overcome this, the execution of data analytics should combine edge and remote machines. In particular, multiple instances of the back-end should be deployed on both edge machines and remote machines.

The data analytics whose time complexity is low enough can be executed on edge machines. On the contrary, data analytics whose time complexity is high cannot be executed on edge machines. Thus, the dynamic switching of the front-end (e.g., GUI) among the instances of the back-end should be decided. However, the dynamic decision of the right instance is not straightforward because it depends on the dataset provided as input to the data-analysis algorithm. Thus, the following research question is raised:

“How the switching among the instances of a back-end can be decided based on the response time of the back-end?”

To answer this, the response time of a service back-end should get first calculated. However, data analytics implement complex algorithms that contain many interconnected data-structures whose response time depends on the particulars of the algorithms’ utility (a.k.a., the size of input datasets). Moreover, the response time of a back-end further depends on the machines where the service instances have been deployed. Overall, we focus in this work on the following empirical factors that affect the response time of service instances: input datasets and underlying machines.

The problem is that the response time of service instances cannot be necessarily estimated at the development time of mobile apps because the input datasets of the back-end and the used machines may have not been decided at the development time of the apps. Thus, the response time of service instances should be predicted at runtime based on the input datasets and the available edge/remote machines. If the predicted response-time is low, then the app should get bound to an edge instance of the back-end. On the contrary, if the predicted response-time is high, then the app should get bound to a remote instance of the back-end.

We meet approaches in the literature that estimate the response time of services, without analysing the source code of the service.
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implementation. These approaches estimate the response time via analysing the Web API of a service (e.g., [4]). The restriction of the existing approaches is that they build mathematical expressions of the response time in a manner tied to the independent variables of the expressions. The independent variables usually include input/output data-types of Web APIs and/or the type of edge/remote machines. Given that the construction manner of a mathematical expression is tied to its independent variables, a new mechanism should be developed for different independent variables. Thus, we face the challenge in proposing a generic approach that builds expressions without being tied to independent variables. To address this challenge, we contribute an artificial intelligence (AI) approach that takes any independent variable as input and constructs machine-learning models that capture the response time of service instances. We specify the architectural design and the algorithmic mechanisms of the AI approach. The approach is applied to mobile apps that follow the architectural pattern of the mobile back-end as a service. These apps usually include at least three interconnected components: the front-end, the controller, and the back-end. Our approach extends a back-end as a service into an AI back-end as a service. The AI back-end encapsulates the available edge/remote instances of the service back-end. The AI back-end further constructs machine-learning regression expressions of the response time of the edge instances and the remote instances of the service back-end.

The machine-learning technique implemented by the AI back-end has been designed in a generic way to use multiple machine-learning models (e.g., k-nearest neighbours, support vector machine). The AI back-end uses the trained machine-learning expressions to self-decide at runtime the edge/remote instance that achieves the lowest response-time. In other words, our approach further extends the AI back-end to an AI self-back-end.

We conduct a set of experiments where multiple machine-learning models were implemented. We compare and contrast the usage of four machine-learning models (neural networks, k-nearest neighbours, support vector machines, decision trees). We evaluate the accuracy of our approach via measuring the percentage of the correct switching-decisions made by the AI self-back-end. We further evaluate the efficiency of the approach via measuring the improvement in the response time of the app on all the switching decisions. We use in our experiments real-world datasets collected from UC Irvine machine-learning repository. We also use a real-world auction mobile app as a case-study.

The rest of the paper is structured as follows. Section 2 categorises and compares the related approaches. Section 3 defines the conceptual model of mobile apps with back-end as a service. Section 4 describes the case study that we use as a running example in the paper. Section 5 defines the Fog infrastructure that we adopt in this work. Section 6 specifies the architecture of the AI self-back-end as a service. Section 7 details the mechanisms of the AI self-back-end. Section 8 presents the experimental evaluation of our approach. Finally, Section 9 summarises our contribution and discusses the future research-directions.

2 RELATED WORK

The existing approaches for executing mobile apps via the Fog generate deployment/execution plans to map instances of back-ends to edge/remote machines. These plans aim at meeting the non-functional requirements for apps and/or at considering the runtime performance of apps and of the underlying Fog infrastructure. For instance, back-ends are mapped to machines only if the requirements for the back-ends (e.g., CPU requirements) can be met by the machine characteristics (e.g., CPU cores). We categorise the existing approaches in two dimensions: (i) non-functional requirements vs. runtime performance; (ii) deployment time vs. runtime of apps. We form a categorisation matrix of four quadrants, $Q_1$-$Q_4$ (Table 1), that are detailed in Sections 2.1.1-2.2.2. Our approach falls into $Q_3$. We finally provide in Section 2.3 an overall comparison of the existing approaches against our approach to highlight the research gap in the literature.

2.1 Deployment Time of Mobile Apps

2.1.1 Non-Functional Requirements for Mobile Apps

[18] proposes an automated mechanism for generating deployment plans that meet the requirements for the latency and the bandwidth of communication links. [18] proposes a heuristic to get approximate solutions because the mapping of many back-ends to many machines is NP-hard (subgraph isomorphism problem).

[19] proposes an automated mechanism for generating deployment plans that minimise the delay of a Fog infrastructure to serve requests to apps. To approximate optimal deployment plans, [19] adopts a mixed integer non-linear programming technique.

2.1.2 Runtime Performance of Fog Infrastructure

[9], [20] generates deployment plans that reduce the power consumption of apps on edge machines. [19] produces deployment plans that consider both the service delay of a Fog infrastructure and the power consumption of apps on edge/remote machines. [19] approximates optimal deployment plans by balancing the service time and the power consumption. [21] allocates service instances to edge machines to optimize the consumption of computation and bandwidth resources on the machines.

2.2 Runtime of Mobile Apps

2.2.1 Non-Functional Requirements for Mobile Apps

[5] proposes an approach for the migration a back-end from an edge machine to another if the response time of the back-end exceeds a time threshold. [11] presents an approach for the machine-learning modelling of the runtime performance of apps in function of (software or hardware) control knobs and the number of the service requests. [6] models and verifies (using discrete-time Markov chains) rule-based auto-scaling policies for cloud-based apps in function of the discrete elapsed time. [7], [8] propose approaches for modelling (using Kalman filters) the runtime performance of apps in function of the input data, the number of the service requests, and the discrete elapsed time. [4] contributes the conceptual model and the algorithmic mechanisms of an autonomous approach [22]. [4] predicts the response time of a back-end by building predictive mathematical models.

2.2.2 Runtime Performance of Fog Infrastructure

[12] proposes an analytical model for measuring the service delay of a Fog infrastructure in function of the elapsed discrete-time. Based on this model, [12] offloads computation from an edge machine to another in an online manner. [10] proposes an indexing of edge machines with respect to the trade-off that exist between the service delay and the power consumption. [14]
proposes an offloading mechanism for migrating back-ends based on the end-users’ budgets. [13] proposes a framework to decrease the service delay of a Fog infrastructure, the Fog-to-Cloud bandwidth, along with the resource usage on edge machines. [15] proposes a scheduling model to reduce the energy consumed by dynamic switching activities between edge/cloud machines. [16] proposes a multi-user multi-task offloading approach for the mobile edge cloud towards minimising the energy consumption on the edge/cloud machines. [17] proposes mechanisms for provisioning and auto-scaling resources on edge machines.

### 2.3 Comparing the Related Approaches

Only two approaches monitor the app execution to regenerate deployment plans [5], [12]. However, these approaches are reactive (i.e., they suspend the app execution) and lay between apps and operating systems (e.g., redeployment engines). Contrarily, our approach runs at the application layer and pro-actively (without suspending the app execution) self-decides what instance of the back-end will be invoked. Our past work proposed in [4] is a proactive approach too. However, [4] builds mathematical expressions of response time in a manner tied to the independent variables of the expressions. On the contrary, our current work is a generic approach that builds machine-learning models in a manner that is not tied to independent variables.

### 3 Mobile Back-End as a Service

Mobile apps that follow the architectural pattern of the mobile back-end as a service usually include at least three interconnected components: the front-end, the controller, and the back-end. The front-end of an app constitutes the part of the app that interacts with the end-users of the app (e.g., interaction via using a GUI). The back-end of an app is provided as a service and is mainly responsible for data analysis. Each service exposes a public Web API that is formally defined in Section 3.1. A controller facilitates the interaction between the front-end and the back-end. The controller receives data from the front-end and forwards them for analysis to the back-end via using programming clients of the back-end to invoke service operations of the back-end.

The architecture of mobile apps that we just described is depicted in Fig. 1. In particular, Fig. 1 visualises the architecture of mobile apps by adopting the notation of the UML class-diagram on the UML class-diagram. The UML class-diagram is a graphical notation used to construct and visualise the classes of a system and the relationships among objects of the classes.

### 3.1 Web API of Service Back-End

The Web APIs of service back-ends can be specified via using the RESTful [23] or the SOAP [24] Web-service technologies. To model the Web API of service back-ends independently of the
underlying technology and language, we define the Web API in the following generic way.

**Definition 1 (Web API of service back-end).** We define the Web API of a service back-end by the following tuple:

\[
\text{api} = (n, \text{ops}, s, c)
\]  

The tuple comprises:

- the name, \(n\), of the service
- the set, \(\text{ops} = \{\text{op}_i\}\), of the operations of the service that correspond to the public operations of the service
- the technology style, \(s\) (RESTful or SOAP), of the Web API
- the credentials, \(c\) (e.g., JSON document), usually required by remote servers for authenticating the client identity.

**Definition 2 (Web API operation).** We define an operation \(\text{op}\) of the Web API of a service by the following tuple:

\[
\text{op} = (n, \text{in}, \text{out})
\]  

The tuple consists of the name, \(n\), of the operation, the set, \(\text{in} = \{p_i\}\), of the input parameters, and the set, \(\text{out} = \{p_i\}\), of the output parameters.

An input/output parameter of an operation of a Web API can be a primitive parameter (Def. 3) or a complex parameter (Def. 4).

**Definition 3 (Primitive parameter of an operation).** We define a primitive parameter, \(p\), of an operation by the following tuple:

\[
p = (n, t)
\]  

The tuple comprises the name, \(n\), of the parameter, and the built-in data-type, \(t\), of the parameter (e.g., \text{int}).

**Definition 4 (Complex parameter of an operation).** We define a complex parameter, \(p\), of an operation by the following tuple:

\[
p = (n, g, t)
\]  

The tuple comprises the name, \(n\), of the parameter, the grouping data-structure, \(g\), of \(t\) (e.g., a list), and the data-type of the (possibly absent) nested (primitive/complex) parameter, \(t\).

### 4 Case Study

Emma is an avid eBay user, always ready to snap up an auction bargain when she sees one. But Emma faces a difficulty on deciding the best end-price for the auction to maximise her profits. To this end, Emma envisions to use an auction app that can predict end-prices based on past bidding data in a timely manner. Thus, Emma asked by Tom, who is a developer of mobile apps, to build an auction app for her.

**Mobile back-end as a service.** Tom built an app in which the back-end is deployed as a service on a cloud machine (2.2GHz vCPU, 3.75GB RAM). The data analysis performed by the back-end uses the k-means clustering algorithm to forecast the end-price of an online auction. In particular, the algorithm of the data analysis organises the past auction prices into groups of similar prices and further employs regression trees to predict end-prices.

**Architecture of the auction app.** The architecture of the auction app is depicted in Fig. 2. According to Fig. 2, the front-end of the app includes two classes: the Bidding class and the Price Estimation class. The Bidding class uses the Price Estimation class to predict the end-price of the current auction. Following, the Price Estimation class interacts with the controller of the app and especially, the Price Estimation class interacts with the client of the RESTful Web API of the service back-end of the app. The service client invokes the Web API of the k-means service of the back-end via establishing an HTTP connection to the endpoint of the instance of the k-means service that has been deployed on a cloud machine.

**Web API of the auction back-end.** Regarding the RESTful Web API of the k-means service, the Web API provides the single operation, cluster. The parameters of this operation are the following: the clusters number, \(k\), the clustering iterations, \(i_t\), and a bidding dataset, \(d\). The dataset is specified as a set of multi-dimensional data-points. In other words, the parameter of a bidding dataset is a complex parameter (Def. 4) that consists of the Java grouping data-structure, Vector, and further includes the nested complex parameter, DataPoint. The DataPoint parameter consists of the array data-structure that contains double numbers (a.k.a., double[]). Overall, the Web API of the k-means service (Web API, operation, and parameters) is depicted in Fig. 3 by using the definition of the Web API of a service back-end that was provided in Section 3.1 (Def. 1 – 4). The visualisation of the Web API in Fig. 3 adopts the notation of the UML class-diagram.

**Problem description.** Running the front-end of the app on a smartphone LG Nexus 5 (2.3 GHz CPU, 2GB RAM) for small datasets (\(\leq 1000\) bidding data), Emma was happy to see that the response times were ranging from 0.15 seconds to 34 seconds. However, running the app for larger datasets (\(\approx 5000\) bidding data), she experienced the response time of \(\approx 3.5\) minutes. Emma could not accept this response time because Emma wants to determine her bid for a product quickly.

**Sketching the solution to problem.** Tom observed that the response time of the app was increased due to the network latency and especially the latency of transmitting many bidding data. To avoid this, Tom wants to augment the cloud instance of the back-end with a service instance that is deployed on the Fog (i.e., close to Emma’s device). However, it is not clear to Tom how he should implement the dynamic switching of the front-end between the instances of the back-end. To help Tom in implementing the dynamic switching, we propose an automated AI-based approach that learns switching decisions between the Fog and the Cloud and dynamically makes switching decisions that achieve the lowest response-time. Before detailing our approach, we first specify below the concept of the Fog infrastructure that we adopt.

### 5 Fog Infrastructure

The Fog infrastructure usually includes three groups of devices [27]. The first group encompasses mobile devices where the front-end of mobile apps has been installed. The second group consists
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of edge devices used for deploying instances of the back-end of apps. These devices provide physical machines or virtual machines for the deployment of the service back-end of the apps and are usually more powerful than those of the first group. The devices of the first group and the second group usually communicate to each other through one-hop (or few-hops) wireless communication links. The communication links between the front-end and the edge instances of the back-end of an app have negligible latency. The third group comprises the virtual machines provided by powerful remote (e.g., cloud) devices. Overall, we define the Fog infrastructure that we adopt in this work as follows.

**Definition 5 (Fog infrastructure).** We define the Fog infrastructure by the following tuple:

\[ I = (M_e, M_r) \]  
(5)

The tuple includes the set, \( M_e = \{ m_e_i \} \), of edge machines, and the set, \( M_r = \{ m_r_i \} \), of remote machines.

Multiple instances of the same service back-end may have been deployed in (edge and/or remote) machines of the Fog infrastructure. These instances are accessible through different endpoint addresses. We define the notion of the service instance in the Fog infrastructure as follows.

**Definition 6 (Service instance through the Fog).** We define an instance, \( si \), of a service back-end by the following tuple:

\[ si = (api, uri, m, p) \]  
(6)

The tuple includes:

- the **api** of the service (Def. 1)
- the **endpoint address**, \( uri \), of \( si \)
- the **machine**, \( m \) \((m_e \text{ or } m_r)\), where \( si \) has been deployed
- **machine-learning model**, \( p \), of response time of \( si \) on \( m \).

**Illustrative example.** The front-end of the auction app is installed on a resource-constrained device (esp., a smartphone). An instance of the **k-means service** of the back-end of the app is deployed on a edge machine (i.e., laptop computer). Finally, a virtual machine on the cloud is used for deploying a remote instance of the **k-means service**. The details about the Fog infrastructure that we used for the app are provided in the experimental evaluation of our approach (Section 8).

## 6 AI SELF-BACK-END AS A SERVICE

Our approach extends the back-end of mobile apps so that the back-end is converted into an AI self-back-end exposed as a service. The back-end is converted into an AI self-back-end because the back-end includes an AI-based autonomic (i.e., self-adaptive) component [22]. The autonomic component dynamically predicts the response time of the edge instances and the remote instances of the service back-end and decides to invoke the instances that achieves the lowest predicted response-time. To do so, the autonomic component could implement the classical version of the autonomic control-loop of self-adaptive software [22], as described in Section 6.1.

### 6.1 Classical Version of Autonomic Control-Loop

The classical version of the autonomic control-loop has already been implemented in our preliminary approach specified by our past work in [4]. This classical version of the control loop implements the Monitor-Analyze-Plan-Execute loop of self-adaptive software [22]. The entry point of the control loop is the Planning mechanism that predicts the response time of service instances and selects the instance with the lowest response-time. In particular, the Planning mechanism uses the constructed mathematical-expressions to predict the response time of service instances. The Execution mechanism invokes the selected service-instance via using a service proxy that is included between the autonomic component and the target service-instance. The Execution mechanism implements the service proxy. The Monitoring mechanism records the response time of the invocations to the edge/remote service-instances. The Analysis mechanism (re-)builds the mathematical expression of the response time of service instances.

However, as described in Section 2, the version of the autonomic control-loop that has been implemented in [4] has an important restriction. The restriction is that it captures the response time via building mathematical expressions in a manner that is tied to the independent variables of the expressions. Given that the construction manner of a mathematical expression is tied to its independent variables, a new mechanism should be developed for different independent variables. To propose a generic approach that builds mathematical expressions in a manner that is not tied to specific independent variables, we propose an AI-based version of the autonomic control-loop (Section 6.2). In a nutshell, the AI control-loop takes any independent variable as input and fits the independent variables to monitoring data for constructing machine-learning models of the response time of service instances.

### 6.2 AI Version of Autonomic Control-Loop

The AI version of the autonomic control-loop implements a machine-learning technique (e.g., k-nearest neighbours, support vector machine, decision tree, neural network) [26] that is used to pre-train machine-learning models of the response time of service instances. In other words, the switching decision is made based on pre-trained machine-learning expressions. To decide a service instance, the autonomic component implements an AI variation of the classical version of the autonomic control-loop that differs from the classical version in the following points (Section 6.2.1).
6.2.1 AI Control-Loop vs. Classical Control-Loop

This variation has some differences with respect to the classical version of the control loop that is implemented in [4]. The first difference is that the Planning mechanism of the AI version of the control loop now works in two separate modes: an offline training mode and an online prediction mode:

1) Training mode: the mechanism offline receives training data and trains a machine-learning model of the response time of edge/remote instances.

2) Prediction mode: the mechanism receives an input dataset in an online way and predicts the response time of service instances via using the trained machine-learning models.

In the classical version of the autonomic control-loop, the Planning mechanism works in a joint online training-prediction mode [4]. The second difference between the versions of the control loop is that the Monitoring mechanism is not needed because the response time of the available service-instances have been already been provided to the Planning mechanism in the training mode. The third difference is that the Analysis mechanism is not also needed because the machine-learning models of response time are not reconstructed. Finally, the fourth difference is that the Planning mechanism does not interact with the Execution mechanism when the Planning mechanism works in the training mode because no instance is invoked in the training mode. Having detailed the differences between the two versions of the control loop, we now move on to the description of the architecture of the AI version of the autonomic control-loop (Section 6.2.2).

6.2.2 Architecture of AI Autonomic Control-Loop

The architecture of the AI self-back-end as a service is depicted in Fig. 4. According to this architecture, the controller of an app interacts with the AI self-back-end. The AI self-back-end encapsulates and invokes the available edge instances and remote instances of the service back-end of the app (see the depicted instances at the bottom of Fig. 4). In other words, multiple instances of the back-end are deployed on the Fog infrastructure that is specified in Section 5.

In more detail, the Web API of the AI self-back-end implements the proxy design-pattern [28] because both the edge instances and the remote instances of the service back-end expose the original Web API of the back-end (see the Service Proxy abstract class in Fig. 4). The service proxy is implemented by a RESTful or a SOAP technological variations (see the Technological Service Proxy class in Fig. 4).

The AI self-back-end further implements the AI version of the autonomic control-loop that trains machine-learning models of response time and self-decides at runtime the edge/remote instance that will be invoked (see the Autonomic Control-Loop class in Fig. 4). The control loop is activated when the Web API of the AI self-back-end is invoked. The entry point of the control loop is the Planning mechanism that is invoked when the controller wishes to train machine-learning expressions or to predict the response time of service instances. The mechanisms of the AI version of the control loop are detailed in Section 7. Before describing the mechanisms, we illustrate the architecture of the AI self-back-end by revisiting the case study of the auction app.

Illustrative example. Fig. 5 presents the architecture of the auction app extended with an AI self-back-end as a service. In this figure, the Web API of the service back-end corresponds to the kMeans class visualised in Fig. 3. The kMeansSelfBackEnd class implements the kMeans Web API and interacts with the autonomic control-loop. The kMeansSelfBackEnd class further uses a RESTful service proxy to forward invocations to the edge/remote instances of the back-end. In other words, all the instances of the auction back-end have been deployed as RESTful Web services (they could have been deployed as SOAP-based Web services). Finally, the kMeansSelfBackEnd class has been exported as a RESTful service and the controller uses a RESTful client for invoking the kMeansSelfBackEnd class.

7 AI Autonomic Control-Loop Mechanisms

As described in Section 6.2, the AI autonomic control-loop includes two mechanisms out of the four mechanisms of the classical version of the autonomic control-loop: the Planning mechanism (Section 7.1) and the Execution mechanism (Section 7.2).

Both the Planning and the Execution mechanisms are deployed on an edge machine. In this way, the network/communication
latency between the controller of an app and the Planning mechanism is avoided, when the Planning mechanism is executed in prediction mode. In a similar way, the latency between the Planning mechanism and the Execution mechanism is avoided, when the Planning mechanism interacts with the Execution mechanism.

The AI autonomic control-loop does not include further mechanisms, apart from the Planning mechanism and the Execution mechanism. Especially, the current version of the AI autonomic control-loop does not manage the edge/remote instances of service back-end. In other words, the AI autonomic control-loop does not add/remove edge/remote instances or does not manage the availability/stability of the instances (leaving the dynamic management of the instances as future work). Thus, it makes the assumption that a set of edge/remote instances is available when an app is first installed on the device of an end-user. It further assumes that this set of edge/remote instances is not updated as the app is executed.

7.1 Planning Mechanism
The Planning mechanism works in a training mode (Section 7.1.1) or in a prediction mode (Section 7.1.2).

7.1.1 Training Mode
The Planning mechanism receives training/monitoring data and uses them to train one of the requested machine-learning models. In particular, the mechanism accepts one of the following types of machine-learning models as input: k-nearest neighbours, support-vector machines, decision tree, and neural network [26]. Then, the mechanism trains the requested model as follows.

K-nearest neighbours. The mechanism sets the number of the neighbors to be equal to 10 because, according to the experimental evaluation of the model of k-nearest neighbors (Section 8), the model achieves on average the highest accuracy for this number.

Support-vector machines. According to the experimental evaluation of the model of support-vector machines (Section 8), the model achieves on average the highest accuracy when the mechanism sets the gamma variable to the following value:

\[ \gamma = \frac{1}{\text{indep. variables} + \text{variance of indep. variables}} \] (7)

Decision trees. The mechanism sets the three parameters (criterion, max features, min impurity split) of the model of decision-tree models as follows. The criterion is the function to measure the quality of a split. The mechanism calculates the value of this criterion by using the Gini impurity [26]. The max number of features corresponds to the number of features to be considered in each split. The mechanism sets the max number of features to four. The min impurity split corresponds to the threshold for early stopping in the tree growth. The mechanism sets the min value of the impurity split to zero.

Neural networks. The mechanism implements a three-layer LeakyReLU neural network [26]. The number of the neurons at the first layer equals to the number of the independent variables (see below). For instance, the neural network for the Web API (Fig. 3) of the auction back-end includes four neurons. The number of the neurons at the second layer is calculated by the following expression: \( \lceil \sqrt{\text{first layer neurons}} \rceil \). The single neuron of the third layer corresponds to the predicted response-time.

(Independent) variables of the machine-learning models. The independent variables of all the models are related to the characteristics of the input datasets of the data-analytics algorithms. The datasets include the values for the primitive parameters of the operations (Def. 3). We focus on primitive parameters exclusively because primitive parameters carry on real data. In the case of the k-means algorithm of the auction back-end, the independent variables include the following variables: the number of clusters, the number of clustering iterations, the number of data-points, and the dimension of data-points. The dependent variable corresponds to the response time of the operations of the Web API of edge/remote instances of the back-end.

Illustrative example. Revisiting Fig. 3, the Planning mechanism accepts as input: the clusters number, \( k \), the clustering iterations, \( it \), the dimension, \( d \), of the parameter, Vector, the length of the parameter, DataPoint (along with the values of each one of the data points). As an example, the mechanism accepts the following dataset as input: 3 clusters, 100 iterations, and 1000 data points of 3 dimensions.

Training machine-learning models for service instances. The mechanism trains a separate machine-learning model for each edge/remote instance of a back-end.

Training a large number of service instances. The training mode of the mechanism is executed offline and does not affect the performance of an app. However, the mechanism avoids a large training-time in the case of large number of available edge/remote instances. In particular, the mechanism avoids a large training-time by training the expression of each instance in parallel. The parallel training applies a multi-thread technique by executing one thread for the training of each edge/remote instance. The parallel training of multiple machine-learning models is feasible because they are independent to each other.

7.1.2 Prediction Mode
The Planning mechanism receives the current datasets provided from the front-end to the AI self-back-end. Moreover, the mechanism accepts the desired kind of machine-learning model (KNN, SVM, decision tree, or neural network) as input. To make a prediction based on a trained model, the mechanism first restores the trained model. Then, the mechanism predicts the response times of all the service instances via using the requested machine-learning model. The mechanism selects the instance with the lowest response-time. Finally, the Planning mechanism interacts with the Execution mechanism to invoke the selected instance.

Making a large number of predictions. The prediction mode of the Planning mechanism is executed online and affects the performance of the app. However, the time that the mechanism needs to make the predictions for all the edge/remote instances scales in a linear way with the number of the instances. This time is practically small because the mechanism needs a time in the order of milliseconds to make predictions for a hundred of instances.

7.2 Execution Mechanism
The Execution mechanism implements a service proxy that forwards the invocations made by the front-end to the edge/remote instance selected by the Planning mechanism. In this way, the Execution mechanism binds the front-end of the app to the back-end in a seamless way, i.e. without suspending the app execution. The Execution mechanism provides two implementations of an abstract proxy: one implementation for RESTful Web services and one implementation for SOAP-based services.

8 Experimental Evaluation
We evaluate the accuracy of our approach via measuring the percentages of the correct switching-decisions made by the AI
self-back-end (Section 8.2). We further evaluate the efficiency of our approach via measuring the improvement in the response time of an app when the AI self-back-end is used (Section 8.2). Prior to presenting the results, we set up our experiments (Section 8.1).

8.1 Experimental Setup

Mobile app. We extended an open-source auction app\(^\text{10}\) with a research-prototype (implemented in Java) of the AI self-back-end that is exposed as a RESTful Web service.

Datasets. We use datasets collected from publicly available UC Irvine machine-learning repository\(^\text{11}\). Each dataset consists of multi-dimensional data-points. We selected datasets that can be used for online data-analytics. In other words, we selected 11577 datasets for which the execution time of the k-means algorithm on the used edge/remote machines is low\(^\text{12}\). In particular, we selected datasets whose data-points’ number is lower than 12000 and the data-points’ dimension is at most 14. The overall statistics of the used datasets are presented in Table 2. The repository provides a small number of datasets that contain a very high number of data-points. The statistics of the datasets used in each machine-learning model are presented in Sections 8.2.1-8.2.4.

Fog infrastructure. The front-end of the auction app runs on a mobile phone. We further used two laptop devices. Each laptop provides an edge machine. The first laptop used for deploying an edge instance of the original service back-end of the app. The second laptop used for deploying an edge instance of the component of the AI autonomic control-loop. The mobile phone and the laptops are connected at the same wireless local-network. A remote instance of the original back-end is deployed on Microsoft Azure Cloud Service in the UK-south region. All the instances of the service back-end are exposed as RESTful Web services.

8.1.1 Accuracy Metrics

To measure the accuracy of our approach, we first calculate the precision and the recall of each switching decision [29]. In particular, we construct for each switching decision the confusion matrix demonstrated in Table 3. We then calculate the precision of all the remote (resp., edge) switching-decisions that equals to the percentage of the correct predictions over all the remote (resp., edge) switching-decisions, as defined below.

\[
\text{remote precision} := \frac{\text{true remote}}{\text{true remote} + \text{false remote}} \tag{8}
\]

\[
\text{edge precision} := \frac{\text{true edge}}{\text{true edge} + \text{false edge}} \tag{9}
\]

The recall of all the remote (resp., edge) switching-decisions equals to the percentage of the correct predictions over all the correct remote (resp., edge) switching-decisions and the wrong edge (resp., remote) switching-decisions, as defined below.

\[
\text{remote recall} := \frac{\text{true remote}}{\text{true remote} + \text{false edge}} \tag{10}
\]

\[
\text{edge recall} := \frac{\text{true edge}}{\text{true edge} + \text{false remote}} \tag{11}
\]

Finally, we measure the overall accuracy of our approach over all the switching decisions, as follows:

\[
\text{Overall accuracy} := \frac{\text{correct switching decisions}}{\text{all switching decisions}} \tag{12}
\]

8.2.4 Efficiency Metrics

To evaluate the efficiency of our approach, we take into account the fact that an app would use only remote instances of a back-end if we do not apply our approach. By applying our approach, there is an improvement in the response time of the app if a correct switching-decision is the invocation of an edge instance and the AI self-back-end decides the edge instance. In this case, the response time is reduced by the difference of the response time of the app using a remote instance from the response time of the app using the edge instance. Thus, the improvement in the response time (RTI) of the app for a single switching decision is defined below.

\[
\text{edge RTI} := \frac{\text{remote RT} - \text{SelfBackEnd edge RT}}{\text{remote RT}} \tag{13}
\]

If the correct switching-decision is the invocation of a remote instance and the AI self-back-end decides the remote instance, then there is no response-time improvement because the remote instance should had by default been invoked. We finally calculate the average improvement in the response time of an app for all the switching decisions, as follows.

\[
\text{edge RTI} := \frac{\sum_\text{edge RTI}}{\text{edge switching decisions}} \tag{14}
\]
8.2 Experimental Results

We repeat below the same set of experiments four times, one time for each of the following machine-learning models: neural networks, k-nearest neighbours, support-vector machines, and decision trees (Sections 8.2.1-8.2.4). To this end, we configure the AI self-back-end of the auction app to use one of the models at each time. Table 4 presents the hardware characteristics of the machines used for this experiment, along with the numbers of the training/testing datasets. We use the same numbers of CPUs and the same amount of RAM in all the machine-learning models for uniformity reasons. We also use the same number of training datasets for all the models. Concerning the testing datasets, we present a different number of training datasets for each model. The reason is because we want to present for each model, representative datasets that show the variation of the accuracy of the model (from the smallest accuracy to the highest accuracy). The number of the testing datasets that we present is different in each model because the accuracy of each model vary in a different manner from the other models.

### 8.2.1 AI Self-Back-End Uses Neural Networks

**Experimental configuration.** Table 5 presents the statistics of the 925 representative testing-datasets of this experiment. The datasets span all the available ranges of data-points and as expected, a small number of datasets contain a very high number of data-points.

**Accuracy.** Fig. 6 presents the overall accuracy of the neural-network model for each testing dataset (Eq. 9). 925 switching decisions made by the AI self-back-end in the prediction model. Please note that we present in Fig. 6 the accuracy of the model for the datasets with IDs that are greater than 578 because we use the first 578 datasets for training the neural-network model. 825 out of 925 switching decisions are correct decisions. We depict at the left-hand side of the x-axis of the chart of Fig. 6, representative datasets for which the accuracy of the model varies/fluxuates. We depict at the right-hand side of the x-axis, approximately 250 representative datasets for which the accuracy of the model is stabilised. The overall accuracy of the model is 92%.

To get an insight in the switching decisions, we present in Table 6 the confusion matrices of the switching decisions. We further present in Table 6 the precision/recall of the model (Eq. 8-11). We observe the AI self-back-end that is configured to use neural networks achieves high precision (≥ 73%) and very high recall (≥ 89%).

**Response-time improvement.** We calculated the response-time improvement of the app in the edge switching-decisions for neural networks (Fig. 7). We depict at the left-hand side of the x-axis of the chart of Fig. 7, the datasets for which the accuracy of the neural-network model varies/fluxuates. As expected, the response-time improvement varies/fluxuates too. We also depict at the right-hand side of the x-axis, the datasets for which the response-time improvement is stabilised (in accordance with the accuracy of the model). The average response-time improvement in neural networks is 45%.

### 8.2.2 AI Self-Back-End Uses K-Nearest Neighbours

**Experimental configuration.** Table 7 presents the statistics of the 810 representative testing-datasets of this experiment. The datasets span all the available ranges of data-points and as expected, a small number of datasets contain a very high number of data-points.
Accuracy. Fig. 8 presents the overall accuracy of the k-nearest-neighbours model for each testing dataset (Eq. 12). 810 switching decisions made by the AI self-back-end in the prediction mode. We present in Fig. 8 the accuracy of the model for the datasets with IDs that are greater than 578 because we use the first 578 datasets for training the model. 557 out of 810 switching decisions are correct decisions. We depict at the left-hand side of the x-axis of the chart of Fig. 8, representative datasets for which the accuracy of the model varies/fluxuates. We depict at the right-hand side of the x-axis, approximately 100 representative datasets for which the accuracy of the model is stabilised. The overall accuracy of the model is 69%.

To get an insight in the switching decisions, we present in Table 8 the confusion matrices of the switching decisions and the precision/recall of the model (Eq. 8-11). We observe the AI self-back-end that is configured to use k-nearest neighbours achieves high precision ($\geq 63\%$) and medium recall ($\geq 46\%$).

Response-time improvement. We calculated the response-time improvement of the app in the edge switching-decisions for k-nearest neighbours (Fig. 9). We depict at the left-hand side of the x-axis of Fig. 9, the datasets for which the accuracy of the model of the k-nearest neighbours varies/fluxuates. We also depict at the right-hand side of the x-axis, the datasets for which the accuracy of the model is stabilised. As expected, the response-time improvement increases as the accuracy is stabilised. The average response-time improvement in k-nearest neighbours is 23%.

8.2.3 AI Self-Back-End Uses Support-Vector Machines

Experimental configuration. Table 9 presents the 1540 representative testing-datasets of this experiment. The datasets span all the available ranges of data-points and as expected, a small number of datasets contain a very high number of data-points.

Accuracy. Fig. 10 presents the overall accuracy of the model of the support-vector machines for each testing dataset (Eq. 12). 1540 switching decisions made by the AI self-back-end in the prediction mode. We present in Fig. 10 the accuracy of the model for the datasets with IDs that are greater than 578 because we use the first 578 datasets for training the model. 1244 out of 1540 switching decisions are correct decisions. We depict at the left-hand side of the x-axis of the chart of Fig. 10, representative datasets for which the accuracy of the model varies/fluxuates. We depict at the right-hand side of the x-axis, approximately 30 representative datasets for which the accuracy of the model is stabilised. The overall accuracy of the model is 81%.

To get an insight in the switching decisions, we present in Table 10 the confusion matrices of the switching decisions for this experiment. We further present in Table 10 the precision and the recall of the model (Eq. 8-11). We observe in the results that the AI self-back-end that is configured to use support-vector machines achieves high precision ($\geq 9\%$) and low recall ($\geq 9\%$).

Response-time improvement. We calculated the response-time improvement of the app in the edge switching-decisions for support-vector machines (Fig. 11). We depict at the left-hand side of the x-axis of Fig. 11, the datasets for which the accuracy is stabilised. As expected, the response-time improvement increases as the accuracy is stabilised. The average response-time improvement in support-vector machines is 23%.

### Table 7
The statistics of the testing datasets we used in k-nearest neighbours.

| Data-Points | Dimension of Data-Points | Number of Datasets |
|-------------|--------------------------|--------------------|
| [1, 999]    | [3, 12]                  | 251                |
| [1000, 1999]| [3, 8]                   | 137                |
| [2000, 2999]| [3, 8]                   | 129                |
| [3000, 3999]| [3, 14]                  | 132                |
| [4000, 4999]| [3, 12]                  | 124                |
| [5000, 5999]| [3, 8]                   | 10                 |
| [6000, 6999]| [3, 7]                   | 13                 |
| [7000, 7999]| [3, 11]                  | 10                 |
| [8000, 8999]| [3, 11]                  | 13                 |
| [9000, 9999]| [3, 8]                   | 9                  |
| [10000, 10999]| 8                     | 2                  |

Total number of testing datasets: 810

![Fig. 8. Overall accuracy of the AI self-back-end in k-nearest neighbours.](image)

![Fig. 9. The response-time improvement in k-nearest neighbours.](image)

![Fig. 10. The overall accuracy in support-vector machines.](image)
of the model of support-vector machines varies/fluuctuates. As expected, the response-time improvement varies/fluuctuates for the first datasets, but it is stabilised for the datasets for which the accuracy is stabilised too. The average response-time improvement in support-vector machines is 20%.

8.2.4 AI Self-Back-End Uses Decision Trees

Experimental configuration. Table 11 presents the 1016 representative testing-datasets of this experiment. The datasets span all the available ranges of data-points and as expected, a small number of datasets contain a very high number of data-points.

Accuracy. Fig. 12 presents the overall accuracy of the decision-tree model for each testing dataset (Eq. 12). 1016 switching decisions made by the AI self-back-end in the prediction mode. We present in Fig. 12 the accuracy of the model for the datasets with IDs that are greater than 578 because we use the first 578 datasets for training the model. 804 out of 1016 switching decisions are correct decisions. We depict at the left-hand side of the x-axis of the chart of Fig. 12, representative datasets for which the accuracy of the model varies/fluuctuates. We depict at the right-hand side of the x-axis of the same chart, approximately 200 representative datasets for which the accuracy of the model is stabilised. The overall accuracy of the model is 81%.

To get an insight in the switching decisions, we present in Table 12 the confusion matrices of the switching decisions and the precision/recall of the model (Eq. 8-11). We observe the AI self-back-end that is configured to use decision trees achieves medium precision (∝ 54%) and recall (∝ 68%).

Response-time improvement. We calculated the response-time improvement of the app in the edge switching-decisions for decision trees (Fig. 13). We depict at the left-hand side of the x-axis of Fig. 13, the datasets for which the accuracy of the model of decision trees varies/fluuctuates. We also depict at the right-hand side of the x-axis, the datasets for which the accuracy of the model is stabilised. As expected, the response-time improvement increases as the accuracy is stabilised. The average response-time improvement in decision trees is 37%.

8.2.5 Overall Comparison of the Experimental Results

We compare in Table 13 the machine-learning models we used with respect to their overall accuracy and the response-time improvement. We observe the k-nearest neighbours model achieves the lowest accuracy, medium accuracy, and medium precision/recall. The neural-network model achieves the highest overall accuracy, the highest precision/recall, and the highest response-time improvement. The second better model is the decision-tree model that achieves high overall accuracy, the second highest response-time improvement, but medium precision/recall. The support-vector-machine model has the same overall accuracy with the decision-tree model, higher precision than the precision of the decision-tree model, but it achieves very low recall and the lowest response-time improvement.

### Table 10

|        | Remote | Edge |
|--------|--------|------|
| Correct Remote | 1215   | 3    |
| Correct Edge   | 293    | 29   |

Confusion matrix and precision/recall of support-vector machines.

### Table 11

| Data-Points | Dimension of Data-Points | Number of Datasets |
|-------------|--------------------------|--------------------|
| [1, 200]    | [2, 10]                  | 256                |
| [200, 999]  | [3, 20]                  | 169                |
| [200, 2999] | [3, 9]                   | 164                |
| [3000, 3999]| [3, 10]                  | 163                |
| [4000, 4999]| [3, 11]                  | 149                |
| [5000, 5999]| [3, 4]                   | 14                 |
| [6000, 6999]| [3, 8]                   | 20                 |
| [7000, 7999]| [3, 11]                  | 14                 |
| [8000, 8999]| [3, 8]                   | 19                 |
| [9000, 9999]| [3, 8]                   | 6                  |
| [10000, 10999]| [3, 8]               | 6                  |

The statistics for the testing datasets we used in decision trees.

### Table 12

|        | Remote | Edge |
|--------|--------|------|
| Correct Remote | 645     | 136  |
| Correct Edge   | 76      | 159  |

The confusion matrix and the precision/recall of decision trees.

### Table 13

|                          | Accuracy | Precision | Recall | RTI |
|--------------------------|----------|-----------|--------|-----|
| Neural networks           | 92%      | 70%       | 89%    | 45% |
| K-nearest neighbours      | 69%      | 63%       | 46%    | 23% |
| Support-vector machines   | 81%      | 81%       | 9%     | 20% |
| Decision trees            | 81%      | 54%       | 68%    | 37% |

Overall comparison of the experimental results.
9 Conclusions & Future Work

We contributed with the specification of the architecture and the mechanisms of the AI self-back-end for edge/remote instances. We evaluated the accuracy and efficiency of the AI self-back-end in four machine-learning models. The evaluation results showed that the neural-network model has the highest overall accuracy and the highest precision and recall.

A future research-direction is to extend our approach to use further categories of monitoring data (e.g., memory consumption). Another direction is to consider the synchronisation time (spent by the edge/remote instances for storing datasets) in the training of machine-learning models. A final direction is to enhance the AI self-back-end with the capability to dynamically (de-)register service instances that are (not) available on the Fog and the Cloud.
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