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Abstract

Repeated longitudinal measurements are commonly used to model long-term disease progression, and timing and number of assessments per patient may vary, leading to irregularly spaced and sparse data. Longitudinal trajectories may exhibit curvilinear patterns, in which mixed linear regression methods may fail to capture true trends in the data. We applied functional principal components analysis to model kidney disease progression via estimated glomerular filtration rate (eGFR) trajectories. In a cohort of 2641 participants with diabetes and up to 15 years of annual follow-up from the Chronic Renal Insufficiency Cohort (CRIC) study, we detected novel dominant modes of variation and patterns of diabetic kidney disease (DKD) progression among subgroups defined by the presence of albuminuria. We conducted inferential permutation tests to assess differences in longitudinal eGFR patterns between groups. To determine whether fitting a full cohort model or separate group-specific models is more optimal for modeling long-term trajectories, we evaluated model fit, using our goodness-of-fit procedure, and future prediction accuracy. Our findings indicated advantages for both modeling approaches in accomplishing different objectives. Beyond DKD, the methods described are applicable to other settings with longitudinally assessed biomarkers as indicators of disease progression. Supplementary materials for this article are available online.
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1 Introduction

Diabetes mellitus is the leading cause of chronic kidney disease (CKD) (Bailey et al. 2014; Centers for Disease Control and Prevention 2017; Koro et al. 2009; Koye et al. 2018; United States Renal Data System 2018). Patients with CKD are at increased risk of kidney failure, potentially requiring treatment by kidney transplant or dialysis. Yet, there is substantial heterogeneity in the development of kidney disease for patients with diabetes (Gheith et al. 2016).

Diabetic kidney disease (DKD) progression is typically characterized as the estimated glomerular filtration rate (eGFR) trajectory over time (de Boer et al. 2009; Robinson-Cohen et al. 2014). Linear mixed effect models are often used to estimate change in eGFR; however, characterizing the trajectory is complicated by observing sparse or irregularly spaced time series data which may exhibit nonlinear trends as depicted in Supplementary Figure 1 within the Supplementary Materials. Thus, implementing flexible statistical methods that characterize eGFR trajectories in key subgroups could offer insights into DKD progression and treatment.

We propose the functional principal components analysis (FPCA) approach to model long-term trajectories while accounting for complexity in curve estimation, i.e., nonlinearity, sparsity, and irregularity. The subject of functional data analysis and the development of FPCA in particular is well studied (Ramsay and Silverman 2005; Wang et al. 2016) with applications of FPCA to sparse functional data dating back several decades (James et al. 2000; Paul and Peng 2009; Peng and Paul 2009; Rice and Wu 2001; Shi et al. 1996; Staniswalis and Lee 1998; Yao et al. 2005; Yao and Lee 2006). FPCA has also been applied to study various disease progression studies, e.g., lung, HIV (Szczesniak et al. 2017; Xie et al. 2017; Yan et al. 2017).
A salient feature of FPCA is that this approach can project infinite-dimensional curves into finite-dimensional vector scores and detect major modes of curve variation which would elucidate the leading patterns in disease (i.e., DKD) progression. Important for our context, expanding the FPCA framework to characterizing and predicting DKD progression by clinically meaningful subgroups will further elucidate the heterogeneous trends in the development of kidney disease across patients with diabetes. In this work, we will consider subgroups based on albuminuria, an established clinical biomarker for kidney disease based on the excess amount of albumin in the urine often used in conjunction with eGFR to classify patient CKD stage (Kidney Disease: Improving Global Outcomes (KDIGO) CKD Work Group 2013), although our approach could readily be applied to any other subgroups of interest. A key question in model development is whether a single full cohort FPCA model, trained using data from all patients with diabetes irrespective of albuminuria groups, is sufficient for characterizing and accurately predicting the long-term eGFR trajectory within specific albuminuria groups. If not, we consider multiple albuminuria group-specific models, each fitted using data from only patients of a specific albuminuria group, to prospectively predict eGFR trajectories for new subjects of the same group. To decide whether this group-level approach is needed, we examine differences in longitudinal eGFR patterns, i.e., mean and correlation functions, between albuminuria subgroups as well as model fit, via our proposed goodness-of-fit procedure, and future prediction accuracy. As a whole, our work applies and extends FPCA methodology to improving inference and prediction of trajectories of kidney function decline in heterogeneous subpopulations of patients with diabetes, with the methods generalizable to research applications beyond DKD.

The structure of this paper is as follows. Section 2 presents our methods. This describes the FPCA approach, inferential permutation tests to test for differences in longitudinal eGFR
patterns between groups, comparison of model fits and accuracy, our CRIC study cohort, assignment of albuminuria groups, and computational tools. Section 3 describes our statistical analysis results in detail. Lastly, Section 4 discusses the findings, limitations, and future directions of our work.

2 Methods

2.1 Functional Principal Components Analysis (FPCA)

Let \( Y_{ij} = X_i(t_{ij}) + \epsilon_{ij} \) be the observed outcome at time \( t_{ij} \), where \( X_i(\cdot) \) is the measurement-error free outcome for subject \( i \) at time \( t_{ij} \) and \( \epsilon_{ij} \) are measurement errors assumed to be identically and independently distributed normal with mean zero and variance \( \sigma^2 \) such that \( i = 1, 2, ..., N \) and \( j = 1, ..., m_i \).

We model the individual trajectories as a smooth random function \( X(t) \) with unknown mean function \( \mu(t) \) and covariance function \( \Sigma(s, t) \), where \( s, t \in \mathcal{T} \) and \( \mathcal{T} \) is a bounded and closed time interval. Let \( X_i(t) \) be the outcome trajectory for the \( i \)th individual and \( t \) be years of follow-up. Under the Karhunen-Loève expansion (Karhunen 1946; Loève 1946), the \( i \)th individual’s trajectory can be expressed as

\[
X_i(t) = \mu(t) + \sum_{k=1}^{\infty} \phi_k(t) * \xi_{ik}
\]

where \( \phi_k(t) \) is the \( k \)th functional principal component (FPC) and \( \xi_{ik} \) is the associated \( k \)th FPC score for the \( i \)th individual. The individual scores \( \xi_{ik} \) are uncorrelated random variables with mean zero and variance \( \lambda_k \), where \( \lambda_1 \geq \lambda_2 \geq \cdots \geq 0 \) and \( \sum_k \lambda_k < \infty \). The covariance function \( \Sigma(s, t) \) can be defined \( \Sigma(s, t) = \text{Cov}(X_i(s) - \mu(s), X_i(t) - \mu(t)) = \sum_{k=1}^{\infty} \lambda_k * \phi_k(s) * \phi_k(t) \).

We briefly recapitulate the workflow and software implementation of the PACE algorithm by Yao et al. (2005) to estimate these model components in the Supplementary Materials. Since the outcome trajectory is often well approximated by the top \( K \) FPCs and their associated scores, we select \( K \) as the number of FPCs that explained at least 95% of the total variance in the outcome.
of interest. Compiling the above altogether for the PACE algorithm, we obtain the estimated outcome trajectory for the $i$th individual as $\hat{X}_i(t) = \hat{\mu}(t) + \sum_{k=1}^{K} \hat{\phi}_k(t) \ast \hat{\xi}_{ik}$.

2.2 Testing for differences in mean and correlation functions

We used a permutation test based on a basis function representation to test for differences in mean functions between $G$ groups by Górecki and Smaga (2015). The global null hypothesis and its alternative are $H_0: \mu_1(t) = \mu_2(t) = \cdots = \mu_G(t)$ vs. $H_1: \exists \ u \neq v \ s.t. \ \mu_u(t) \neq \mu_v(t)$, respectively. To test for differences in correlation functions between $G$ groups, we center the individual trajectories by the group mean trajectories and scale using the square root of the diagonal of the smooth covariance estimates (standard deviations) from our full cohort model and then apply the multiple-group permutation test developed by Cabassi et al. (2017) to test for differences between the $G$ groups. The global null hypothesis and its alternative are $H_0: \Sigma_1 = \Sigma_2 = \cdots = \Sigma_G$ vs. $H_1: \exists \ u \neq v \ s.t. \ \Sigma_u \neq \Sigma_v$, respectively. Further details and the software implementation for both permutation tests are provided in the Supplementary Materials.

2.3 Evaluating model fit and accuracy

It is of interest to determine if the full cohort model, trained on all individuals irrespective of subgroup (e.g., albuminuria category), is sufficient for predicting the long-term outcome trajectory for individuals. If not, we consider separate group-specific models, fitted using only individuals belonging to the same group, to prospectively predict group-specific outcome trajectories for new individuals. To formally test whether the group-level approach is needed, we develop a procedure for comparing the goodness-of-fit between our full cohort model and multiple group-specific models via prediction error. In addition, we gauge the prediction accuracy of future outcome values for individuals of different groups between our models.

2.3.1 Goodness-of-fit procedure
Our goodness-of-fit procedure, inspired by 5-fold cross-validation, compares the prediction error of our full cohort model and multiple group-specific models. Specifically for our full cohort model:

1) Divide the full cohort of individuals into 5 folds (4 for training and 1 for test data sets) of approximately equal size, ensuring that each fold contains approximately the same proportions of individuals in each group as that of the full cohort.

2) The model will predict the trajectories for individuals in the test set and we calculate the average curve squared error for the $i^{th}$ test individual as

$$ACSE_i = \sum_{j=1}^{n_i} \frac{[X_{ij}-\hat{X}_i(t_j)]^2}{n_i}$$

where $n_i$ is the number of outcome observations for $i^{th}$ individual, $X_{ij}$ is the observed outcome for the $j^{th}$ observation of the $i^{th}$ individual, $\hat{X}_i(t_j)$ is the estimated outcome value at $t_j$ where $t_j$ is the time grid point closest in proximity to the individual’s $j^{th}$ observation time.

The mean average curve squared error $MACSE_d$ is then computed as the arithmetic mean of $ACSE_i$ values of the test set.

3) Repeat Step 2 for each of the other 4 folds as the test set. Our goodness-of-fit test statistic for the model (root $MACSE$) is

$$\text{Root } MACSE = \sqrt{\frac{1}{5} \sum_{d=1}^{5} MACSE_d}.$$ 

The goodness-of-fit test statistic for the group-specific models will only involve training on the portion of individuals belonging to their respective groups across all 4 folds and the $MACSE_d$ is calculated for only the individuals belonging to the model’s group in the test set. To estimate variability in the root $MACSE$, we repeat the above procedure to calculate 100 iterations of the goodness-of-fit statistic for the full cohort and group-specific models. Lower goodness-of-fit statistic values are indicative of better model fit.

2.3.2 Future Prediction Accuracy
We gauge the future outcome prediction accuracy of our models based on the mean squared error of individuals’ latest observed outcome values and their corresponding model-based prediction. For the full cohort model, we train the model using data of all individuals, minus their latest outcome observation, and measure prediction accuracy for predicting this latest observation for the full cohort and various groups using mean squared error. The same approach is applied for the group-specific models, except training the models and calculating prediction accuracy only involves the portion of individuals belonging to their respective groups.

2.4 Study cohort

Our study cohort consisted of 2641 adults with diabetes and CKD enrolled in the Chronic Renal Insufficiency Cohort (CRIC) Study. Details on the rationale and design of the CRIC Study have been previously published (Denker et al. 2015; Feldman 2003; Kwan et al. 2020; Lash et al. 2009). To summarize, the CRIC Study recruited a racially and ethnically diverse patient population aged 21 to 74 years with varying CKD stages 2 (eGFR 60-70 ml/min/1.73m²), 3a (eGFR 45-60 ml/min/1.73m²), 3b (eGFR 30-45 ml/min/1.73m²) and 4 (eGFR 20-30 ml/min/1.73m²). Baseline characteristics of our CRIC study cohort is displayed in Supplementary Table 1 within the Supplementary Materials.

Our main outcome is repeated measures of eGFR over time, calculated using the Chronic Kidney Disease Epidemiology Collaboration (CKD-EPI) creatinine equation (Levey et al. 2009). These measures were observed to be sparse and irregularly spaced, with a max follow-up median of 3.9 (range: 0-15.3, IQR: 2-7) years among participants. CRIC participants are assigned to albuminuria groups based on their urine albumin-creatinine ratio (ACR) values, normal to mildly increased (ACR < 30 mg/g), moderately increased (30-300 mg/g), and severely increased (> 300 mg/g), at baseline, the point of study entry.
2.5 Implementation of statistical methods

All statistical analysis was conducted using the R (version 4.0.3) programming environment (R Core Team 2020).

3 Results

3.1 Full cohort FPCA

The full cohort (FPCA) model, fitted to our entire cohort (N=2641) of CRIC patients, estimated three leading FPCs were optimal, together capturing 98.5% of the variation in eGFR trajectories. These estimated FPCs and their associated scores are displayed in Figure 1. The first FPC determined that 81.3% of the variation is explained by a magnitude shift from the full cohort model’s mean eGFR trajectory. Thus, a large majority of the variation in eGFR trajectories can be traced to the patients’ measured eGFR at study entry, which lends to the idea that the first FPC behaves like a model intercept. The first FPC scores significantly differed by albuminuria group both globally and pairwise (all p < 0.001). Patients in the normal-mild group tended to have higher scores and a greater proportion of patients in this group have positive valued scores than the other two groups. Hence, resting solely on the first FPC, patients with normal-mild albuminuria are more inclined to have consistently increased eGFR compared to patients with moderate or severe albuminuria. A notable proportion of patients with severe albuminuria have negative valued first FPC scores along with mostly lower scores than those with normal-mild and moderate albuminuria. Accordingly, the first FPC exerted that patients with severe albuminuria are more inclined to have consistently decreased eGFR.

The second FPC accounted for 13.5% of the variation and captured varying rates of change in eGFR in the first and second halves of our follow-up time frame. Similar to how the first FPC is a surrogate to the model intercept, the second FPC is akin to that of the model slope.
The second FPC scores significantly differed by albuminuria group both globally and pairwise (all p < 0.001, except normal-mild vs moderate p = 0.013). Here, the distribution of the second FPC scores for the normal-mild and moderate groups are alike with one another, while the patients with severe albuminuria tended to have slightly lower scores. Therefore, the rate of change in eGFR for patients with severe albuminuria are more differentiated from those with normal-mild or moderate albuminuria. Finally, the third FPC explained 3.7% of the variation and also captured varying rates of change in eGFR although with different inflection points. The third FPC scores significantly differed by albuminuria group both globally and pairwise (all p < 0.001). Much like the second FPC scores, the distribution of the scores here for the normal-mild and moderate groups are more alike with one another. In contrast to before, now the patients with severe albuminuria tended to have higher third FPC scores than those with normal-mild or moderate albuminuria, although the difference is less notable compared to the second FPC scores comparison, which can be indicative of survival bias for the severe group with slower kidney function decline toward the end of the follow-up time frame. Taking both the second and third FPCs and their scores into account, the eGFR trajectories of patients with severe albuminuria are more prone to having various rate of changes throughout the follow-up period than those with normal-mild or moderate albuminuria.

*Comparing mean trajectories:* The estimated eGFR trajectories for all the CRIC patients from the full cohort model are illustrated in Figure 2. The mean eGFR trajectories for the albuminuria groups were calculated by taking the sample means of the FPCA-estimated eGFR at each time grid point (years) of the group-specific patients. By Górecki and Smaga’s permutation test (Górecki and Smaga 2015), the mean eGFR trajectories for the albuminuria groups differed both globally (FP = 318.86, p < 0.001) and pairwise (normal-mild vs moderate FP = 74.13,
normal-mild vs severe FP = 641.34, moderate vs severe FP = 239.27, all p < 0.001). The normal-mild group’s mean eGFR trajectory was consistently greater than those of the other groups by an increased magnitude shift, largely attributed to the first FPC and the associated scores for the patients in the normal-mild group being notably higher than patients in the moderate or severe groups. The moderate group’s mean eGFR trajectory, although a downward shift from that of the normal-mild group, had a similar rate of decline over time. As mentioned before, the second and third FPCs captured the varying rates of change in eGFR for our full cohort and both their associated scores are extremely similar in distribution for the normal-mild and moderate groups, which led to similar observed rates of change in eGFR for both groups. The severe group’s mean eGFR trajectory differed from the other group’s mean trajectories in both magnitude shift and rates of change. In particular, the trajectory has a steeper initial decline than the normal-mild and moderate groups and a noticeable rebound of the trajectory for later follow-up period is owed to both the second and third FPCs. Here, the second FPC was negative along much of the same late follow-up period as the eGFR rebound, and patients with severe albuminuria having more negative valued scores, contributed to a positive rate of change in eGFR. The third FPC was positive for the similar follow-up period as the eGFR rebound and the patients with severe albuminuria having more positive valued scores further pitched in to the increase in eGFR towards the end of follow-up. However, we interpret this with caution due to sparsity of samples in the severe group in later years: the severe group had < 50 eGFR samples after 11.84 years, which is earlier than that of normal-mild and moderate groups (13.92 and 12.99 years, respectively).

Comparing correlation functions: The estimated correlation functions of the eGFR trajectories for each albuminuria group are presented in Figure 3. The correlation at any two time
points is not lower than 0.55 for any group. By Cabassi et al.’s permutation test (Cabassi et al. 2017), the correlation functions of eGFR for the albuminuria groups differed both globally (p < 0.001) and pairwise (normal-mild vs moderate p = 0.028, normal-mild vs severe p < 0.001, moderate vs severe p < 0.001), although accounting for multiple comparisons via a Bonferroni correction, the normal-mild and moderate groups would not differ. We observed that the severe group contained a wider area of correlations < 0.7 than the other groups. This particular area is largely concentrated on the correlations between eGFR at the earlier time period < 5 years and that of the later time period > 5 years. Within this area, the severe group correlations between baseline (year 0), and > 5 years was mostly lower than those of the normal-mild and moderate groups, indicated by values < 0.65 in the dark blue region, which can be attributed to the faster decline of eGFR post 5 years of follow-up in the group characterize as severe.

3.2 Group-specific FPCA

The albuminuria-specific (group) models, each fitted using only data from CRIC patients of a particular albuminuria group, estimated varying leading FPCs for capturing at least 95% of the variation in the eGFR trajectories of each group and are displayed in Figure 4. In addition, the same estimated FPCs from the full cohort model, displayed in panel (a) of Figure 1, are overlaid on these plots for comparison with those of the group models. The first FPC for the normal-mild model was similar to that of the full cohort model; however, the moderate and severe models did not have as consistent a magnitude shift over time from their mean eGFR trajectories. In fact, the first FPCs for the moderate and severe models did not account for as much variation in the patient trajectories (< 80%) and have asymptotic value 0 with respect to follow-up time, which could simply reflect fewer samples at later follow-up. Inversely, the second FPC for these models explained more variation (> 17%) compared to the full cohort and
normal-mild models (< 14%). The second FPCs for the four models captured varying rates of eGFR change, although those of the moderate and severe models closely resemble reflections of the full cohort and normal-mild models about the value 0, with the severe model having a more steady rate of change towards the last few years of follow-up, again reflecting sparse data in this group at later follow-up years. Finally, we note (Figure 4) that the normal-mild model only estimated two leading FPCs while the other models contained three, with the severe model’s third FPC undergoing a sharp decline near the last years of follow-up. As a preliminary visual assessment of model fit, we compared the mean and randomly selected individual fitted eGFR trajectories for the full cohort and group-specific models in Supplementary Figure 2 within the Supplementary Materials. However, these results may be over optimistic, since these patients were also used to train the models. Thus, we investigated cross-validated prediction error using the goodness-of-fit statistic as outlined in Section 2.3.1.

Evaluating model fit: The results of 100 iterations of our proposed goodness-of-fit procedure for comparing between the single full cohort model and three albuminuria-specific models are presented in Figure 5. Our goodness-of-fit procedure is based on prediction error between observed and predicted eGFR, with lower root mean average curve squared error (MACSE) values indicative of better model fit. The full cohort model displayed largely better prediction performance for patients with normal-mild albuminuria such that there is a lower distribution of cross-validated root MACSE values than using the normal-mild model. For patients with moderate albuminuria, the full cohort model had comparable prediction to the moderate model. In contrast, the severe model had better prediction performance for patients with severe albuminuria with a lower distribution of cross-validated root MACSE values than using the full cohort model. Furthermore, this is the largest gap in prediction performance
between the full cohort and an albuminuria-specific model. The range of root MACSE estimates across all three groups of patients in using the single full cohort model [4.61-5.61] was less than using three albuminuria-specific models [3.97-5.91]. Finally, in gauging future prediction accuracy of these models by comparing between latest observed and predicted eGFR, the full cohort model had a root MSE values of 10.81 for full cohort, 9.82 for the normal to mild group, 10.14 for the moderate group, and 12.47 for the severe group. Meanwhile, the group-specific normal-mild, moderate, and severe models had root MSE values of 9.74, 10.09, and 10.8, respectively. Therefore, the group-specific models performed marginally better in future prediction. Most of these models had an approximate error of 10 ml/min/1.73m² on average between latest observed and predicted eGFR with the exception of the full cohort model’s prediction for the severe group having an approximate error of 12 ml/min/1.73m².

4 Discussion

We applied FPCA methodology to model long-term eGFR trajectories for patients with diabetes and CKD that accounted for nonlinear, sparse, and irregularly spaced eGFR time series. The first two leading FPCs, accounted for 95% of the variation in eGFR patterns, and behaved similarly to a model’s intercept and slope respectively. As an innovative application, we implemented functional data inferential methods for comparing mean and correlation functions to assess whether the longitudinal eGFR patterns significantly varied by level of albuminuria. Dong et al. (2018) note the need to develop methods for predicting future eGFR for patients of different clinical subgroups. One of their proposed solutions to this is fitting separate FPCA for each subgroup much like our group-level approach. However, we further extend this idea by incorporating a goodness-of-fit procedure that uses cross-validated leave-a-curve-out prediction
errors to decide between fitting separate albuminuria group-specific FPCA models and using a single full cohort FPCA model.

We found that the most dominant mode of eGFR variation was a magnitude shift from the mean eGFR for all groups whether fitting a full cohort or group model, having explained > 70% of the variability. Lesser dominant modes involved varying rates and time-intervals of eGFR change; these modes were pertinent for modeling trajectories for patients in the moderate and severe groups than those in the normal-mild group, with the second FPCs explaining > 17% of the eGFR variation for the moderate and severe groups versus ~9% for the normal-mild group. Of interest, a third FPC was not required for the normal-mild group, in contrast to the moderate and severe groups, in which the third FPC explained 4% of the variation in eGFR trends. Mean and correlation eGFR functions significantly differed between albuminuria groups, especially the severe versus the other two groups. Upon further inspection, we found that the correlations between eGFR at the earlier time period of < 5 years and that of the later time period > 5 years are noticeably lower for the severe group, suggesting more diffuse, i.e., less tightly linked long-term eGFR trajectories in patients with more severe kidney disease. Results from our goodness-of-fit procedure of prediction performance indicated that the choice of a single full cohort model is a viable option to predicting long-term eGFR trajectories for different albuminuria groups. In particular, although the moderate and severe specific models had lower prediction error compared to the full cohort model, these group-specific models also had more variability in prediction error suggesting the classic tradeoff between low bias (group-specific models) versus low variance (full cohort model).

Key methodological strengths of our work include the application of FPCA, which models non-linear trajectories, and investigates leading modes of variation, while overcoming
sparsity and irregularly spaced trends. This approach, thus permits a nuanced assessment of long-term disease progression as evidenced in our findings. In addition, inference for mean and correlation functions between groups were based on permutation tests and are therefore robust to misspecification of distribution. Our goodness-of-fit procedure gauges the variability of curve prediction error via repeated cross-validated measures which reduces overfitting and avoids optimistic prediction performance for the full cohort and group-specific models. An important epidemiological strength is the use of the CRIC study, one of the largest cohorts of individuals with diabetes in the U.S., with extensive clinical profiles and extended longitudinal data of kidney function.

From a statistical viewpoint, a limitation is that data were sparse at later follow-up times, especially for the severe albuminuria group, hence any conclusions for later times need to be interpreted with caution. Although our proposed goodness-of-fit procedure for FPCA model comparison in estimating long-term outcome trajectories is relatively novel, more work in this area is needed. We aim to further its methodological developments. For instance, to investigate the precision of our model-driven estimate for prediction error, we would like to explore bootstrap resampling techniques for deriving an empirical distribution of the standard error of our estimates, rather than using cross-validated estimates which could suffer from small test sample-size. Also, our FPCA models do not take into account the possibility that the eGFR time series data could be subjected to informative missingness, which could result in biased estimation of our functional principal components. While Shi et al. (2021) recently developed an extension of FPCA well suited for handling informative missingness, we note that our group-specific model approach provided separate estimation of mean and covariance functions allowing for distinct inference and prediction of longitudinal DKD for each albuminuria group.
based on their group-specific missing data patterns. In addition, our statistical analysis was conducted on the diverse longitudinal CRIC study cohort of 2641 patients with diabetes in which the number of patients for each albuminuria group (normal-mild: 965, moderate: 768, severe: 908) are each individually greater than the total number of patients from their study (N=252) as well as having a greater follow-up period (15 > 10 years).

Within the kidney disease setting, Dong et al. (2018) applied FPCA to uncover major sources of variations of glomerular filtration rate trajectories of kidney transplant recipients. Our work is different and expands on this previous study’s statistical approaches by (1) centering the application on modeling and investigating salient patterns of eGFR trajectories of patients with diabetes and CKD and (2) incorporating statistical inference and prediction methods to investigate for differences in DKD progression between key clinical subgroups from FPCA model development. Our first two leading FPCs essentially mimic intercept (i.e., starting eGFR value) and slope (i.e. linear rate of change of eGFR), suggesting that standard statistical approaches such as linear mixed models would be sufficient for capturing the majority of variation in kidney disease patterns. Nevertheless, the more subtle variations captured by the third FPC, albeit only explaining 4% of the variation, may still be important for individual patients, especially those with more advanced albuminuria stage. Similarly, while the full cohort model fit the data well and had low prediction error overall, there were differences in performance based on albuminuria severity, with group-specific models being more advantageous in the severe albuminuria group. The decision of training a single model over multiple models to model long-term trajectories is a question of parsimony versus complexity, i.e., the full cohort model is simpler, computationally less demanding, and more generalizable since it is applied to the entire spectrum of albuminuria. Thus, a single FPCA model, or even a
more traditional intercept and slope model, can be recommended in population settings where the
goal is to model population level trends, and test broad brush differences between groups.
However, in a clinical setting group-specific models may offer better predictive performance and
offer the opportunity for personalized recommendations for individuals presenting with more
advanced disease. In summary, in this work we leverage the vast and established FPCA theory to
provide innovative analytic tools and practical data analysis strategies for modeling disease
progression and informing risk stratification in clinical settings.
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Figure 1: (a) Leading three FPCs for our full cohort model with proportion of eGFR variance explained (PVE %). (b) Box plots of the scores for the leading FPCs by albuminuria group. The three FPC scores significantly differed by albuminuria group both globally and pairwise (all $p < 0.001$, except normal-mild vs moderate for FPC 2 scores has $p = 0.013$).
Albuminuria group: NoMi: Normal-Mild, Mod: Moderate, Sev: Severe
Figure 2: Estimated individual eGFR trajectories from our full cohort model. The thick curves are the albuminuria group mean trajectories with a black diamond corresponding to when that group has < 50 eGFR samples after that time point (Normal-Mild – 13.92 years, Moderate – 12.99 years, Severe – 11.84 years).
Figure 3: Estimated correlation functions for the normal-mild, moderate, and severe albuminuria groups.
Figure 4: Leading three FPCs for our full cohort and group-specific models along with proportion of eGFR variance explained (PVE %). Notably, the normal-mild model only required the leading two FPCs to explain at least 95% of the total eGFR variation; therefore, only the leading two FPCs for this model are plotted.
Figure 5: Box plots of model prediction performance: 100 repeats of 5-fold cross-validated root MACSE (mean average curve squared error) for FPCA-estimated eGFR trajectories.

- NoMi: Normal-Mild, Mod: Moderate, Sev: Severe
- FC, Full Cohort; FC-NoMi, FC-Mod, FC-Sev; Full Cohort prediction for the respective group-specific patients.
Supplementary Figure 1: Various patterns of observed eGFR trajectories for our study sample of patients with diabetes in the Chronic Renal Insufficiency Cohort (CRIC) study, including sparse or irregular spaced data.
Estimating the model components of FPCA using the PACE algorithm by Yao et al. (2005)

The mean function \( \hat{\mu}(t) \) is estimated using a local linear smoother that aggregates data from all individuals. The smooth covariance is estimated from the individual “raw” covariances, \( \Sigma_i(t_{ij}, t_{il}) = (Y_{ij} - \hat{\mu}(t_{ij}))(Y_{il} - \hat{\mu}(t_{il})) \) the \( i \)th individual’s raw covariance. The estimates of the FPCs (eigenfunctions) \( \hat{\phi}_k \) and its eigenvalues \( \hat{\lambda}_k \) are solutions to the eigenequations

\[
\int_T \hat{\phi}_k(s) \hat{\phi}_k(s) ds = \hat{\lambda}_k \hat{\phi}_k(t) \text{ satisfying the constraints } \int_T \hat{\phi}_k(t)^2 dt = 1 \text{ and } \int_T \hat{\phi}_k(t) \hat{\phi}_m(t) dt = 0 \text{ for } m < k.
\]

Finally, the estimated \( k \)th FPC score for the \( i \)th individual is acquired through conditional expectation \( \hat{\xi}_{ik} = \hat{\mu}(\xi_{ik}|Y_i) = \hat{\lambda}_k \hat{\phi}_{ik}^T \Sigma_i^{-1}(Y_i - \hat{\mu}_i) \) such that \( Y_i = (Y_{i1}, ..., Y_{im_i})^T \). The components \( \hat{\phi}_{ik} \) and \( \hat{\mu}_i \) are vector variants of \( \hat{\phi}_k(t) \) and \( \hat{\mu}(t) \), respectively, evaluated on a grid of time points \( t_{ij}, j = 1, ..., m_i \).

The R package fdapace was used for the estimation of the model components of FPCA.

Assessing group differences in mean functions using the test by Górecki and Smaga (2015)

Suppose that we have individual smooth random functions \( X_{gi} \in L_2(T) \) indexed by \( G \) groups, where \( g = 1, ..., G \) and \( i = 1, ..., n_g \) such that \( \sum_{g=1}^G n_g = N \). The trajectories \( X_{gi}(t) \) can be represented as a linear combination of orthonormal basis functions \( \{\psi_l\} \) of \( L_2(T) \),

\[
X_{gi}(t) = \sum_{l=1}^L c_{glit} \psi_l(t) \text{ where } t \in T \text{ and } c_{glit} \text{ are random variables with finite variance. Defining } \psi(t) = (\psi_0(t), \psi_1(t), ..., \psi_L(t))^T \text{ and } c_{gi} = (c_{gilo}, c_{gili}, ..., c_{gilL})^T, \text{ we can represent the individual, sample group mean, and sample grand mean trajectories as } X_{gi}(t) = c_{gi}^T \psi(t),
\]

\[
\bar{X}_g(t) = \frac{1}{n_g} \sum_{i=1}^{n_g} c_{gli}^T \psi(t), \quad \bar{X}(t) = \frac{1}{N} \sum_{g=1}^G \sum_{i=1}^{n_g} c_{gli}^T \psi(t), \text{ respectively. The F-test statistic for}
\]
the one-way ANOVA problem can be adapted for the functional data setting as $FP = \frac{1}{G-1} \sum_{g=1}^{G} n_g ||\bar{x}_g - \bar{x}||^2_{2} \frac{1}{N-G} \sum_{g=1}^{G} \sum_{i=1}^{n_g} ||x_{gi} - \bar{x}_g||^2_{2}$ where $||f||^2_{2} = \int_{\mathcal{T}} f^2(t) dt$ for $f \in L^2_2(\mathcal{T})$.

Here, $FP$ serves as the test statistic for a permutation-based p-value in testing the global null hypothesis. We set 1000 permutation replicates for this test and the significance level at 5%. We use the fanova.tests function from the R package fdANOVA to test for differences in mean functions.

**Assessing group differences in correlation functions using the test by Cabassi et al. (2017)**

To test for differences in correlation functions between $G$ groups, we proceed in two steps. First, we center the individual trajectories by subtracting them by their group mean trajectories, estimated by taking the sample means of the FPCA-estimated eGFR at each time grid point (years) of the group-specific patients and connecting these sample means to form that group’s trajectory. Second, we scale the individual trajectories by dividing them by the square root of the diagonal of the smooth covariance estimates (standard deviations) from our full cohort model. Finally, we apply the multiple-group permutation test developed by Cabassi et al. (2017) to test for differences in covariance functions of our standardized trajectories between $G$ groups. The application of this test is feasible since the covariance of our standardized trajectories is equivalent to the correlation of our un-standardized trajectories.

The global null hypothesis and its alternative are $H_0: \Sigma_1 = \Sigma_2 = \cdots = \Sigma_G$ vs. $H_1: \exists \ u \neq v \ s.t. \ \Sigma_u \neq \Sigma_v$, respectively. The permutation test procedure combines the $\frac{G(G-1)}{2}$ partial tests into a single global test by the non-parametric combination algorithm of Pesarin and Salmaso (2010). The partial test statistics are evaluated as the distances between the covariance functions of two
groups, for a pre-defined distance function. Based on the simulation studies and application results of Cabassi et al. (2017), we used the square root distance for \(d(\cdot, \cdot)\) and the max \(T\) combining function for \(T_\omega\). Here, the square root distance can be defined as the square root mapping of two covariance operators \(\Sigma_1\) and \(\Sigma_2\) to the space of Hilbert-Schmidt operators

\[
d(\Sigma_1, \Sigma_2) = \left\| \Sigma_1^{1/2} - \Sigma_2^{1/2} \right\|_{HS}.
\]

In the case of imbalance between groups, the permutation test procedure would not yield accurate partial p-values when performing permutations for the whole dataset. Therefore, we conducted paired permutations, or permutation tests for each pair of groups independently. Here, the partial tests would be exact, which would allow for two-sample inference of covariance functions. We set 1000 permutation replicates for this test and the significance level at 5%. We use the ksample.perm function from the R package fdcov to test for differences in correlation functions.
**Supplementary Table 1:** Baseline characteristics of 2641 participants with diabetes in the Chronic Renal Insufficiency Cohort (CRIC) Study.

| Characteristic                          | Value               |
|----------------------------------------|---------------------|
| Age (years)                            | 60.67 ± 9.48        |
| Race                                   |                     |
| White                                  | 1105 (42)           |
| Black                                  | 1248 (47)           |
| Other                                  | 288 (11)            |
| Sex                                     |                     |
| Male                                    | 1551 (59)           |
| Female                                 | 1090 (41)           |
| Smoked >100 cigarettes                  |                     |
| Yes                                     | 1500 (57)           |
| No                                      | 1141 (43)           |
| BMI (kg/m²)                             | 34.08 ± 7.77        |
| HbA1c (%)                              | 7.62 ± 1.63         |
| Diastolic BP (mmHg)                    | 69.12 ± 12.36       |
| Systolic BP (mmHg)                     | 132.31 ± 21.76      |
| Mean Arterial Pressure (mmHg)          | 90.19 ± 13.43       |
| Serum Creatinine (mg/dL)               | 1.74 ± 0.61         |
| Urine Creatinine (mg/dL)               | 81.1 ± 51.76        |
| Continuous Urine PCR (mg/g)            | 274.58 [81.92, 1186.44] |
| Predicted Urine ACR (mg/g)*            |                     |
| < 30                                   | 965 (37)            |
| 30-300                                 | 768 (29)            |
| > 300                                  | 908 (34)            |
| Baseline eGFR (ml/min/1.73²)           | 46.95 ± 15.23       |
| Hypertension                           |                     |
| Yes                                    | 2445 (93)           |
| No                                     | 194 (7)             |
| ACE Inhibitor or ARB use               |                     |
| Yes                                    | 2089 (79)           |
| No                                     | 537 (20)            |

Values are expressed as mean ± SD or N (%).
Continuous Urine PCR is expressed as median (IQR, interquartile range) because of its skewed distribution.
*To avoid omitting 842 of the 2641 participants in our sample with missing baseline ACR data, we convert the urine protein-creatinine ratio (PCR) to urine ACR for all participants by employing the crude model by Sumida et al. (2020). These predicted urine ACR values are then used to define our albuminuria groups.
BMI, body mass index; HbA1c, hemoglobin A1c; BP, blood pressure; PCR, protein-creatinine ratio; ACR, albumin-creatinine ratio; eGFR, estimated glomerular filtration rate; ACE, angiotensin-converting enzyme; ARB, angiotensin-receptor blocker.
Supplementary Figure 2: Comparison of estimated individual eGFR trajectories from the full cohort and albuminuria group-specific models for N=5 patients from each of the (a) normal-mild, (b) moderate, and (c) severe albuminuria groups with the group mean trajectories overlaid. The root ACSE (average curve squared error), described in Section 2.3.1, for both the full cohort (FC) and group-specific (gp.) estimated trajectories is displayed for each patient.