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Abstract

Restart has the potential of expediting or impeding the completion times of general random processes. Consequently, the issue of mean-performance takes center stage: quantifying how the application of restart on a process of interest impacts its completion-time’s mean. Going beyond the mean, little is known on how restart affects stochasticity measures of the completion time. This paper is the first in a duo of studies that address this knowledge gap via: a comprehensive analysis that quantifies how sharp restart – a keystone restart protocol – impacts the completion-time’s Boltzmann-Gibbs-Shannon entropy. The analysis establishes closed-form results for sharp restart with general timers, with fast timers (high-frequency resetting), and with slow timers (low-frequency resetting). These results share a common structure: comparing the completion-time’s hazard rate to a flat benchmark – the constant hazard rate of an exponential distribution whose entropy is equal to the completion-time’s entropy. In addition, using an information-geometric approach based on Kullback-Leibler distances, the analysis establishes results that determine the very existence of timers with which the application of sharp restart decreases or increases the completion-time’s entropy. Our work sheds first light on the intricate interplay between restart and randomness – as gauged by the Boltzmann-Gibbs-Shannon entropy.
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1 Introduction

Pioneered by Boltzmann [1], Gibbs [2], and Shannon [3], entropy is an elemental measure of randomness that is foundational in statistical physics and in information theory [4]-[8]. Since its inception, entropy amassed numerous uses in a host of fields, e.g.: astrophysics [9], ecology [10], mechanical engineering [11], evolution [12], and neural networks [13]. Yet, despite its prevalence in science and engineering, entropy is relatively under explored – to date – in the context of first-passage.

First-passage times (FPTs) occur naturally e.g., when considering: the first time a tracer particle reaches a certain target zone; the first time a foraging animal finds food; the first time a stock hits a certain price level; and the first time a chemical reaction occurs between two molecules. The research literature on FPTs is vast, e.g. [14]-[31], and we refer the reader to excellent reviews [32]-[33] and books [34]-[36] on this topic.

Generally, one can envisage a FPT of interest as the time it takes an underlying stochastic process to complete a preset task. The FPT’s entropy is intimately related to the FPT’s mean – a widely applied measure that quantifies how long, on average, it takes the process to complete its task [32]-[33]. Indeed, a principal entropy-maximization result asserts that [4]: among all non-negative random variables with a given positive mean $\mu$, the one that attains maximal entropy is Exponentially distributed. Consequently, calculating the entropy of the Exponential distribution yields the following universal entropy bound for the mean:

$$\mu \geq \frac{1}{e} \exp(\eta),$$  \hspace{1cm} (1)

where $\eta$ is the entropy. Hence, high entropy always implies a large mean, and a small mean always implies low entropy. In particular, the entropy bound of Eq. (1) holds for any FPT with a positive mean.

The inherent randomness of a FPT of interest can be measured via entropy, as well as by the standard deviation. While these are markedly different measures of randomness – the former information-based, and the latter geometry-based – they are intimately related. Indeed, yet another principal entropy-maximization result asserts that [4]: among all random variables with a given positive standard deviation $\sigma$, the one that attains maximal entropy is Normally distributed [4]. Consequently, calculating the entropy of the Normal distribution yields the following universal entropy bound for the standard deviation:

$$\sigma \geq \frac{1}{\sqrt{2\pi}e} \exp(\eta),$$  \hspace{1cm} (2)

where $\eta$ is the entropy. Hence, high entropy always implies a large standard deviation, and a small standard deviation always implies low entropy. In particular, the entropy bound of Eq. (2) holds for any FPT with a positive standard deviation.

Recent advances in stochastic thermodynamics revealed that entropy production and fluxes can also be used to bound the means and the standard deviations of FPTs [42]-[46]. However, these thermodynamic bounds should not be confused with the entropy bounds of Eqs. (1) and (2) – which manifest universal relations between the following statistics of a general random variable: its mean $\mu$ and its standard deviation $\sigma$ on the one hand, and its entropy $\eta$ on the other hand. In particular, these universal relations apply to any FPT of interest.

Wide and substantial research on FPTs took place in recent years. In particular, significant scientific work was done on the topic of first-passage under restart [47]-[59]. Restart is a scheme which has the potential of expediting/impeding FPTs – and, more broadly, task-completion durations – of general random processes [50]-[52]. Indeed, the ‘task’ of a process of interest can be a certain target zone that the process is expected to reach, and then the task-completion duration is the FPT to the target. When a restart protocol is applied to a given random process, it acts as
follows: as long as the process does not accomplish its task, the protocol occasionally resets the process; the resetting is done repeatedly, till the task is accomplished. The application of restart protocols has a dramatic effect on task-completion durations: restart affects their statistical distributions, and consequently it alters their means, their variances, and their entropies.

Given the statistical distribution of interest, one often strives to ‘separate the wheat from the chaff’ by focusing on fundamental measures that capture the distribution’s key features. This goal is attained, by and large, by analyzing three principal aspects of the distribution under consideration. The first aspect is mean behavior: the distribution’s average. The second aspect is stochasticity: the distribution’s statistical heterogeneity – its degree of inherent randomness. The third aspect is tail behavior: the distribution’s likelihood of exhibiting ‘rare events’ – exceptionally small and exceptionally large outcomes [63]-[65].

In restart research, many scientific works addressed the mean-behavior aspect [66]-[75]: understanding how restart affects, on average, task-completion durations. The mean-behavior investigations established the central role of sharp restart – restart protocols that reset periodically, i.e. with a fixed time-lapse between consecutive resets [76]-[79]. In general, restart protocols can use any positive-valued random variable as their generic time-lapse between consecutive resets. The centrality of sharp restart is due to the following key fact [60]-[61]: with regard to mean-behavior, sharp restart can out-perform any other restart protocol. Namely, if a given restart protocol attains a certain reduction/increase of the mean completion time, then: there exists a sharp restart protocol that can, at least, match this reduction/increase.

Following the discovery of the centrality of sharp restart, a comprehensive mean-behavior exploration of sharp restart was carried out in the duo [78]-[79]. Also, a comprehensive tail-behavior exploration of sharp restart was carried out in [80]. The studies [78]-[80] established sets of universal results that determine and quantify the effect of sharp restart on the means and on the tails of completion-time distributions. It should be stressed that these universal results are well applicable even when information is limited, i.e.: when only partial information is provided regarding the statistical distribution (without resetting) of a completion-time under consideration.

With the mean and tail behaviours of sharp restart thoroughly investigated in [78]-[80], we now address the stochasticity aspect: understanding how sharp restart effects the randomness of task-completion durations. We do so in a duo of research papers. This paper, the duo’s first part, gauges stochasticity via the Boltzmann-Gibbs-Shannon entropy [1]-[3] – henceforth termed, in short, entropy. This paper presents a comprehensive, entropy-based, stochasticity analysis of sharp restart. In turn, the analysis establishes a set of universal results that determine and quantify the effect of sharp restart on the entropies of completion-time distributions. The duo’s second part shall gauge stochasticity via diversity – a profound measure of randomness that is widely applied in ecology [81]-[85].

The remainder of this paper is organized as follows. Section 2 reviews sharp restart from an algorithmic perspective: the algorithm’s input is the task-completion duration of a random process of interest; and the algorithm’s output is the task-completion duration that is attained by applying sharp-restart to the underlying process. Section 3 establishes, in terms of the input’s statistics, a general closed-form formula for the output’s entropy; based on the general formula, this section presents a preliminary analysis of the effect sharp-restart has on entropy. Section 4 re-formulates the results of the previous section in terms of the input’s hazard rate, providing a neat representation of the output’s entropy; based on the hazard-rate reformulations, this section presents general criteria that determine – for any given timer – the effect sharp-restart has on entropy. Section 5 addresses the special cases of high-frequency and low-frequency resetting, and shows that: for these cases, the effect of sharp-restart on entropy is determined by the limit-values of the input’s hazard rate at zero and at infinity. Section 6 analyzes sharp restart from yet another perspective: the very existence of timers with which sharp restart decreases/increases entropy. To that end section 6 employs an information-geometry approach – measuring Kullback-Leibler distances between density functions that are induced by the input’s
2 Sharp restart

Sharp restart is an algorithm that is described as follows [78]–[80]: There is a general task with completion time $T$, a positive-valued random variable. To this task a three-steps algorithm, with a positive deterministic timer $\tau$, is applied. Step I: initiate simultaneously the task and the timer. Step II: if the task is accomplished up to the timer’s expiration – i.e. $T \leq \tau$ – then stop upon completion. Step III: if the task is not accomplished up to the timer’s expiration – i.e. $T > \tau$ – then, as the timer expires, go back to Step I.

The sharp-restart algorithm generates an iterative process of independent and statistically identical task-completion trials. This process halts during its first successful trial, and we denote by $T_R$ its halting time. Namely, $T_R$ is the overall time it takes – when the sharp-restart algorithm is applied – to complete the task. The sharp-restart algorithm is a non-linear mapping whose input is the random variable $T$, whose output is the random variable $T_R$, and whose parameter is the deterministic timer $\tau$.

Henceforth, we set the task-completion process to start at time $t = 0$; thus, the process takes place over the non-negative time axis $t \geq 0$. Along this paper we use the following notation regarding the input’s statistics: $F(t) = \Pr(T \leq t)$ ($t \geq 0$) denotes the distribution function; $F'(t) = \Pr(T > t)$ ($t \geq 0$) denotes the survival function; and $f(t) = F'(t) = -F'(t)$ ($t > 0$) denotes the density function. The input’s density function is considered to be positive-valued over the positive half-line: $f(t) > 0$ for all $t > 0$.

As established in [80], in terms of the input’s survival and density functions, the output’s density function $f_R(t)$ admits the following representation [80]:

$$f_R(\tau n + u) = \hat{F}(\tau)^n f(u),$$

where $n = 0, 1, 2, \cdots,$ and where $0 \leq u < \tau$. Indeed, in order that the output $T_R$ be realized at time $t = \tau n + u$ we need that: A) the first $n$ task-completion trials be unsuccessful; and B) the task be accomplished right at the time epoch $u$ of the $(n + 1)^{th}$ task-completion trial. Event A occurs with probability $\hat{F}(\tau)^n$, event B occurs with likelihood $f(u)$, and hence: the likelihood that the output be realized right at time $t = \tau n + u$ is given by the right-hand side of Eq. (3).

3 The entropy of sharp restart

Following Boltzmann, Gibbs and Shannon, the entropy of a general real-valued random variable $X$ is:

$$\mathcal{E}[X] = -\int_{-\infty}^{\infty} \ln[\varphi(x)] \varphi(x) \, dx,$$

where $\varphi(x)$ ($-\infty < x < \infty$) is the probability density function of the random variable $X$. The entropy $\mathcal{E}[X]$ can be interpreted as the weighted average of the function $\ln[1/\varphi(x)]$, where the weights are given by the density function $\varphi(x)$. Alternatively, the entropy $\mathcal{E}[X]$ can be interpreted as the mean of the random variable $\ln[1/\varphi(X)]$.

The goal of this paper is to explore the effect of the sharp-restart algorithm on entropy. To that end we denote by $\eta = \mathcal{E}[T]$ the input’s entropy, and consider it to be finite $-\infty < \eta < \infty$. Also, we denote by $E(\tau) = \mathcal{E}[T_R]$ the output’s entropy; this notation underscores the fact that the output’s entropy is a function of the timer $\tau$, the algorithm’s parameter. And, we use the following terminology:
Figure 1: Entropy of sharp restart – Pareto example. Consider the input statistics to be Pareto type III. Namely, the input’s survival function is $\bar{F}(t) = 1/(1+t^p)$, where $p$ is a positive power. Using Eq. (5), the output’s entropy $E(\tau)$ is plotted vs. its variable $\tau$, the sharp-restart timer (panel a). Similarly, the output-input entropy difference $E(\tau) - \eta$ is plotted vs. the variable $\tau$ (panel b). Evidently, the behaviors of the output’s entropy and of the entropy difference are highly sensitive to the Pareto power $p$, as well as to the sharp-restart timer $\tau$. Note that there are values of the Pareto power for which: sharp restart with some timers decreases entropy, whereas sharp restart with other timers increases entropy. Thus, even from this simple example – which has only a single parameter – we learn that the effect of sharp restart on entropy can be intricate (and highly non-trivial).

- Sharp restart with timer $\tau$ decreases entropy if the output’s entropy is smaller than the input’s entropy, $E(\tau) < \eta$.
- Sharp restart with timer $\tau$ increases entropy if the output’s entropy is larger than the input’s entropy, $E(\tau) > \eta$.

Computing the output’s entropy from the output’s density function by use of Eq. (5), we establish that

$$E(\tau) = -\frac{1}{F(\tau)} \left\{ \bar{F}(\tau) \ln [\bar{F}(\tau)] + \int_0^{\tau} f(t) \ln [f(t)] \, dt \right\}. \quad (5)$$

With Eq. (5) at hand, we further establish that the difference between the output’s and the input’s entropies is

$$E(\tau) - \eta = \frac{\bar{F}(\tau)}{F(\tau)} \left\{ \eta - \ln [\bar{F}(\tau)] + \frac{1}{F(\tau)} \int_\tau^\infty f(t) \ln [f(t)] \, dt \right\}. \quad (6)$$

The derivations of Eqs. (5) and (6) are detailed in the Methods.

Equipped with Eq. (5), and given the statistical distribution of an input of interest, one can explore the effect of sharp restart on entropy. To demonstrate the potential wealth of scenarios, consider the following example: an input whose statistics are Pareto type III; these statistics are also known as log-logistic. The input’s survival function is then $\bar{F}(t) = 1/(1+t^p)$, where $p$ is a positive power. Using Eq. (5), the output’s entropy $E(\tau)$ and the output-input entropy difference $E(\tau) - \eta$ are plotted against the sharp-restart timer $\tau$ (Fig. 1). Even for this simple example – which has only a single parameter – it is evident that: the output’s entropy and the entropy difference can display highly non-trivial behaviors with respect to the sharp-restart timer $\tau$, and with respect to the parameters of the input’s statistics (here the Pareto power $p$).

Eq. (5) straightforwardly yields the following pair of criteria that determine if the application of the sharp-restart algorithm decreases or increases entropy.
If
\[
\eta < \ln[\bar{F} (\tau)] - \frac{1}{\bar{F} (\tau)} \int_{\tau}^{\infty} f (t) \ln [f (t)] \, dt
\] (7)
then sharp restart with the timer \( \tau \) decreases entropy.

And, if
\[
\eta > \ln[\bar{F} (\tau)] - \frac{1}{\bar{F} (\tau)} \int_{\tau}^{\infty} f (t) \ln [f (t)] \, dt
\] (8)
then sharp restart with the timer \( \tau \) increases entropy.

The results of this section facilitate a precise quantitative analysis of sharp restart. Indeed, given an input of interest, one can plug the input’s survival and density functions into the closed-form formulae of this section, and compare – in most cases numerically – the output’s entropy to the input’s entropy. This comparison was demonstrated via the Pareto type III example above (Fig. 1). However, this comparison is done on a case-by-case basis, and hence it is neither very practical nor very insightful. Moreover, this comparison is feasible when the input’s statistics are known in full detail, and it is not feasible when only partial information regarding the input’s statistics is available. To better understand the effect of sharp restart on entropy, we shall now continue the exploration – doing so by using the notion of hazard rate (in sections 4 and 5), and by using the notion of relative entropy (in section 6).

### 4 Hazard-rate approach to sharp-restart entropy

The input’s hazard function plays a focal role in the mean-performance analysis [78], as well as in the tail-behavior analysis [80], of the sharp-restart algorithm. This hazard function is the negative logarithmic derivative of the input’s survival function:

\[
H (t) = -\frac{\ln [\bar{F} (t)]}{\bar{F} (t)} = \frac{f (t)}{\bar{F} (t)}. \tag{9}
\]

The hazard function has the following probabilistic meaning [78], [80]: \( H (t) \) is the likelihood that the input be realized right after time \( t \), given the information that the input was not realized up to time \( t \). The hazard function – a.k.a. “hazard rate” and “failure rate” – is a widely applied tool in survival analysis [86]-[88], and in reliability engineering [89]-[91].

In terms of its hazard and density functions, the input’s entropy admits the representation

\[
\eta = \int_0^{\infty} \ln \left[ \frac{e}{H (t)} \right] f (t) \, dt. \tag{10}
\]

Namely, the input’s entropy \( \eta \) is the weighted average of the function \( \ln [e/H (t)] \), where the weights are given by the input’s density function \( f (t) \). Described probabilistically, the entropy \( \eta \) is the expectation of the random variable \( \ln [e/H (T)] \). The derivation of Eq. (10) is detailed in the Methods.

The entropy representation appearing in Eq. (10) is general, i.e. it applies to any positive-valued random variable with a density function. In particular, this representation applies to the output of the sharp-restart algorithm. As shown in [80], it follows from Eq. (4) that the output’s hazard rate has a neat and compact form: a periodic concatenation of the input’s hazard function over the temporal interval \((0, \tau)\). In turn, this periodic form of the output’s hazard rate, together with the output’s density function of Eq. (3), yield a neat representation of the output’s entropy – which we shall now present.

The representation of the output’s entropy involves the input’s hazard function \( H (t) \), as well as the following function:

\[
f_c (t) = f (t)/\bar{F} (\tau) \quad (0 < t < \tau),
\]

which is the conditional density
function of the input $T$ – given the information that the input is no-larger than the timer, $T \leq \tau$. In terms of these two functions, the representation is

$$E(\tau) = \int_0^\tau \ln \left( \frac{e}{H(t)} \right) f_\tau(t) \, dt. \quad (11)$$

Namely, the output’s entropy $E(\tau)$ is the weighted average of the function $\ln [e/H(t)]$, where the weights are given by the conditional density function $f_\tau(t)$. Described probabilistically, the entropy $E(\tau)$ is the conditional expectation – with respect to the information $T \leq \tau$ – of the random variable $\ln [e/H(T)]$. The derivation of Eq. (11) is detailed in the Methods.

The entropy representations of Eq. (10) and Eq. (11) share a common pattern: a weighted average of the function $\ln [e/H(t)]$. The two representations differ by the weights they use: the input’s density function $f(t)$ in the former, and the conditional density function $f_\tau(t)$ in the latter. Note that in the timer limit $\tau \to \infty$ the conditional density function $f_\tau(t)$ converges to the input’s density function $f(t)$, and the output’s entropy $E(\tau)$ converges to the input’s entropy $\eta$.

Equations (5) and (11) present equivalent formulations of the output’s entropy. However, as noted at the end of section 3.1 the formulation of Eq. (5) is not very amicable to work with, and it is not so easy to deduce insights from this formulation. On the other hand, as we shall show below and in the next section, Eq. (11) is a practical ‘working tool’, and deep and useful insights will be drawn from it.

### 4.1 Entropic invariance

A key insight that emerges from Eq. (11) regards entropic invariance – the scenario in which entropy is invariant with respect to the application of the sharp-restart algorithm. Namely, entropic invariance is characterized by a ‘flat’ entropy function of the output: $E(\tau) = \eta$ for all timers $\tau$.

Substituting the flat output entropy into Eq. (11), and then multiplying both sides by the quantity $F(\tau)$ yields $\eta F(\tau) = \int_0^\tau \ln [e/H(t)] f(t) \, dt$. In turn, differentiating with respect to the timer parameter $\tau$ further yields $\eta = \ln [e/H(\tau)]$. Hence, a flat entropy function of the output, $E(\tau) = \eta$, implies a flat hazard function of the input: $H(t) = e/\exp(\eta)$ for all times $t > 0$. On the other hand, substituting this flat hazard function into Eq. (11) yields the flat output entropy from which we set off. So, we obtain that: a flat hazard function $H(t) = e/\exp(\eta)$ of the input is equivalent to a flat entropy function $E(\tau) = \eta$ of the output.

With regard to positive-valued random variables, it is a well known fact that a flat hazard function characterizes the Exponential distribution. Also, the uniform height of a flat hazard function is commonly referred to as the rate of the corresponding Exponential distribution. Consequently, we arrive at the following conclusion: entropic invariance holds if and only if the input is Exponentially-distributed.

As noted above, the rate of an Exponentially-distributed input with entropy $\eta$ is

$$r_{\exp} = \frac{e}{\exp(\eta)}. \quad (12)$$

The specific rate that is distinguished in Eq. (12) will appear time and again in various results that we shall establish below. The denominator in the rate of Eq. (12) – the exponentiation of the input’s entropy – is commonly referred to as the input’s perplexity [92].

### 4.2 Hazard-rate criteria based on left-tail statistics

Subtracting the input’s entropy $\eta$ from both sides of Eq. (11), and using the specific rate $r_{\exp}$ of Eq. (12), a bit of algebra yields the following formula for the difference between the output’s and input’s entropies:

$$E(\tau) - \eta = \frac{1}{F(\tau)} \int_0^\tau \ln \left[ \frac{r_{\exp}}{H(t)} \right] f(t) \, dt. \quad (13)$$
As noted above, the rate $r_{\text{exp}}$ manifests the flat hazard function that characterizes an Exponential distribution whose entropy is the input’s entropy $\eta$. So, in Eq. (13), the rate $r_{\text{exp}}$ serves as an ‘Exponential hazard-function benchmark’ to which the input’s hazard function $H(t)$ is compared. The derivation of Eq. (13) is detailed in the Methods.

As the input’s distribution function is positive-valued, Eq. (13) implies the following pair of criteria that determine if the application of the sharp-restart algorithm decreases or increases entropy.

- If
  \[ \int_0^\tau \ln \left[ \frac{r_{\text{exp}}}{H(t)} \right] f(t) dt < 0 \quad (14) \]
  then sharp restart with the timer $\tau$ decreases entropy.

- And, if
  \[ \int_0^\tau \ln \left[ \frac{r_{\text{exp}}}{H(t)} \right] f(t) dt > 0 \quad (15) \]
  then sharp restart with the timer $\tau$ increases entropy.

Note that in order to use the above criteria one only needs knowledge of the left-tail statistics of the input. We shall now demonstrate the criteria of Eqs. (14)-(15) ‘in action’.

Consider the following Exponential-Pareto example: an input whose statistics are Exponential up to the time point $t = 1$, and are Pareto afterward. Specifically, the input’s density function is $f(t) = r_{\text{exp}}(t = -rt)$ over the temporal interval $0 < t < 1$, where $r$ is a positive rate. And, the input’s density function is $f(t) = \exp(-rt)pt^{-p-1}$ over the temporal ray $1 < t < \infty$, where $p$ is a positive power. A calculation implies that the logarithm of the corresponding level $r_{\text{exp}}$ is
\[
\ln \left[ \frac{r_{\text{exp}}}{H(t)} \right] = \exp(-rt)\ln(p) - \frac{1}{p} - \ln(r).
\]
Consequently, for timers $\tau < 1$, the criteria imply that: if $\ln(r) > \ln(p) - \frac{1}{p}$ then sharp restart decreases entropy; and if $\ln(r) < \ln(p) - \frac{1}{p}$ then sharp restart increases entropy.

### 4.3 Hazard-rate criteria based on right-tail statistics

Applying a bit of algebra to Eq. (13), while using Eq. (10) and the specific rate $r_{\text{exp}}$ of Eq. (12), yields the following formula for the difference between the output’s and input’s entropies:
\[
E(\tau) - \eta = \frac{1}{F(\tau)} \int_\tau^\infty \ln \left[ \frac{H(t)}{r_{\text{exp}}} \right] f(t) dt.
\]

As noted above, the rate $r_{\text{exp}}$ manifests the flat hazard function that characterizes an Exponential distribution whose entropy is the input’s entropy $\eta$. So, as in Eq. (13): in Eq. (16) the rate $r_{\text{exp}}$ serves as an ‘Exponential hazard-function benchmark’ to which the input’s hazard function $H(t)$ is compared. The derivation of Eq. (16) is detailed in the Methods.

As the input’s distribution function is positive-valued, Eq. (16) implies the following pair of criteria that determine if the application of the sharp-restart algorithm decreases or increases entropy.

- If
  \[ \int_\tau^\infty \ln \left[ \frac{H(t)}{r_{\text{exp}}} \right] f(t) dt < 0 \quad (17) \]
  then sharp restart with the timer $\tau$ decreases entropy.
And, if
\[ \int_{\tau}^{\infty} \ln \left[ \frac{H(t)}{r_{\exp}} \right] f(t) \, dt > 0 \quad (18) \]
then sharp restart with the timer \( \tau \) increases entropy.

Note that in order to use the above criteria one only needs knowledge of the right-tail statistics of the input. We shall now demonstrate the criteria of Eqs. (17)-(18) ‘in action’.

Consider the following Uniform-Exponential example: an input whose statistics are Uniform up to the time point \( t = u \), and are Exponential afterward. Specifically, the input’s density function is \( f(t) = 1 \) over the temporal interval \( 0 < t < u \), where \( u \) is a positive number that is smaller than 1. And, the input’s density function is \( f(t) = (1-u) e^{-r(t-u)} \) over the temporal ray \( u < t < \infty \), where \( r \) is a positive rate. A calculation implies that the logarithm of the corresponding level \( r_{\exp} \) is \( \ln(r_{\exp}) = u + (1-u) \ln[(1-u)r] \). Also, note that over the temporal interval \( u < t < \infty \) the hazard function is flat \( H(t) = r \), and hence \( \ln[H(t)/r_{\exp}] = u \ln(r) - u - (1-u) \ln(1-u) \). Consequently, for timers \( \tau > u \), the criteria imply that: if \( \ln(r) < 1 + \frac{1}{u} (1-u) \ln(1-u) \) then sharp restart decreases entropy; and if \( \ln(r) > 1 + \frac{1}{u} (1-u) \ln(1-u) \) then sharp restart increases entropy.

### 4.4 Conclusion

Equation (13) and Eq. (16) are equivalent re-formulations of Eq. (6). The formulae appearing in Eqs. (15) and (16) provide two perspectives of the difference between the output’s and the input’s entropies: one via the input’s statistics over the temporal interval \((0, \tau)\); and one via the input’s statistics over the temporal ray \((\tau, \infty)\). The former perspective yielded the criteria of Eqs. (14)-(15), whose application was demonstrated by the Exponential-Pareto example. The latter perspective yielded the criteria of Eqs. (16)-(18), whose application was demonstrated by the Uniform-Exponential example. We emphasize that the two pairs of criteria are equivalent. Given an input of interest, one can choose which pair of criteria is more convenient to apply (as we did in the above examples). The two perspectives that were set and employed in this section will be further employed in the next section.

### 5 Sharp restart with high- and low-frequency resetting

In sections 3 and 4 we established results regarding the effect of the sharp-restart algorithm – with a general positive timer \( \tau \) – on entropy. In this section we address the asymptotic timer limits \( \tau \to 0 \) and \( \tau \to \infty \). These limits correspond, respectively, to the following extreme cases.

I) The case of fast timers: very small timers, \( \tau \ll 1 \), which manifest high-frequency resetting.

II) The case of slow timers: very large timers, \( \tau \gg 1 \), which manifest low-frequency resetting.

The asymptotic analysis of this section will use the following shorthand notation: \( \varphi(0) = \lim_{t \to 0} \varphi(t) \) and \( \varphi(\infty) = \lim_{t \to \infty} \varphi(t) \) denote the limit values of a general real-valued function \( \varphi(t) \) that is defined over the positive half-line \( t > 0 \); these limit values are assumed to exist in the wide sense, \( 0 < \varphi(0), \varphi(\infty) \leq \infty \). Also, as in the previous section, in this section we will use the the specific rate \( r_{\exp} \) of Eq. (12).

#### 5.1 Fast timers

Considering the fast-timers limit \( \tau \to 0 \), a straightforward calculation that applies L’Hospital’s rule to Eq. (13) yields
\[ E(0) - \eta = \ln \left[ \frac{r_{\exp}}{H(0)} \right]. \quad (19) \]
In turn, Eq. (19) implies the following pair of criteria that determine if the application of the sharp-restart algorithm – for sufficiently small timers – decreases or increases entropy.
• If $H(0) > r_{\text{exp}}$ then sharp restart with sufficiently small timers $\tau$ decreases entropy; in particular, this criterion holds automatically when $H(0) = \infty$.

• And, if $H(0) < r_{\text{exp}}$ then sharp restart with sufficiently small timers $\tau$ increases entropy; in particular, this criterion holds automatically when $H(0) = 0$.

How small should the timer $\tau$ be in order to qualify as “sufficiently small”? To answer this question assume that the input’s hazard function $H(t)$ is continuous, and consider the minimal point at which this function intersects the positive level $r_{\text{exp}}$, i.e.:

$$\tau_s = \inf \{ t \geq 0 \mid H(t) = r_{\text{exp}} \};$$

if there is no such intersection point then $\tau_s = \infty$. With the minimal point $\tau_s$ defined, Eq. (13) implies that: the range of “sufficiently small” timers is $0 < \tau < \tau_s$.

5.2 Slow timers

Considering the slow-timers limit $\tau \to \infty$, Eq. (16) implies that $E(\infty) = \eta$. Moreover, a straightforward calculation that applies L’Hospital’s rule to Eq. (16) yields

$$\lim_{\tau \to \infty} \frac{E(\tau) - \eta}{F(\tau)} = \ln \left( \frac{H(\infty)}{r_{\text{exp}}} \right).$$

In turn, Eq. (21) implies the following pair of criteria that determine if the application of the sharp-restart algorithm – for sufficiently large timers – decreases or increases entropy.

• If $H(\infty) < r_{\text{exp}}$ then sharp restart with sufficiently large timers $\tau$ decreases entropy; in particular, this criterion holds automatically when $H(\infty) = 0$.

• And, if $H(\infty) > r_{\text{exp}}$ then sharp restart with sufficiently large timers $\tau$ increases entropy; in particular, this criterion holds automatically when $H(\infty) = \infty$.

How large should the timer $\tau$ be in order to qualify as “sufficiently large”? To answer this question assume that the input’s hazard function $H(t)$ is continuous, and consider the maximal point at which this function intersects the positive level $r_{\text{exp}}$, i.e.:

$$\tau^* = \sup \{ t \geq 0 \mid H(t) = r_{\text{exp}} \};$$

if there is no such intersection point then $\tau^* = 0$. With the maximal point $\tau^*$ defined, Eq. (16) implies that: the range of “sufficiently large” timers is $\tau^* < \tau < \infty$.

6 Kullback-Leibler analysis of sharp-restart entropy

In the previous sections we explored sharp-restart with specific timers: general positive timers (sections 3 and 4), and fast and slow timers (section 5). In this section we present a different approach and establish existence results: criteria that determine the very existence of timers with which the application of the sharp-restart algorithm decreases or increases entropy.

The existence results use four different density functions that are ‘induced’ by the input’s density function. To these four density functions (as well as to the input’s density function), the existence results apply relative entropy – a.k.a. the Kullback-Leibler divergence – which is of key importance in information theory. This section is organized as follows: we introduce the four density functions; then we briefly review the notion of relative entropy; and thereafter we present the existence results.
6.1 Four densities

As noted above, the existence results involve four density functions that are induced by the input’s density function \( f(t) \) \((t > 0)\). As the input’s density function, all four density functions below are also defined over the positive half-line \((t > 0)\). Along this section we consider the input’s mean – henceforth denoted \( \mu \) – to be positive (i.e., it is neither zero, nor is it infinite).

Two density functions emanate from the renewal process that is generated by the input \([95]-[96]\). Specifically, the renewal process is a sequence of temporal “renewal epochs” \( T_1, T_1 + T_2, T_1 + T_2 + T_3, \ldots \), whose “inter-renewal periods” \( \{T_1, T_2, T_3, \ldots \} \) are independent and identically distributed copies of the input \( T \).

Standing at the positive time point \( t_0 \), and looking forward in time, consider the waiting duration till the first renewal epoch after the time point \( t_0 \). This waiting duration converges in law, as \( t_0 \to \infty \), to a limiting random variable that is termed the residual lifetime of the input \( T \). The density function of the residual lifetime is \([95]-[96]\):

\[
    f_{res}(t) = \frac{1}{\mu} \bar{F}(t), \quad (t > 0).
\]

The residual lifetime played a principal role in the mean-performance analysis of sharp restart \([78]\), as well as in the mean-performance analysis of Poissonian resetting (via the perspective of the inspection paradox) \([74]\).

Standing at the positive time point \( t_0 \), also consider the inter-renewal period that ‘covers’ the time point \( t_0 \), i.e.: the duration between the last renewal epoch before \( t_0 \), and the first renewal epoch after \( t_0 \). This inter-renewal period converges in law, as \( t_0 \to \infty \), to a limiting random variable that is termed the total lifetime of the input \( T \). The density function of the total lifetime is \([95]-[96]\):

\[
    f_{tot}(t) = \frac{1}{\mu} t f(t), \quad (t > 0).
\]

The total lifetime played a principal role in the mean-performance analysis of sharp restart (doing so via a socioeconomic perspective) \([79]\).

Two additional density functions correspond to the maximum and the minimum of \( n \) independent and identically distributed copies \( \{T_1, \ldots, T_n\} \) of the input \( T \). The density function of the maximum is:

\[
    f_{\text{max}}(t) = n F(t)^{n-1} f(t), \quad (t > 0); \text{ this density function follows, by differentiation, from the fact that the maximum’s distribution function is } F(t)^n \text{ } (t > 0). \text{ The density function of the minimum is:}
\]

\[
    f_{\text{min}}(t) = n \bar{F}(t)^{n-1} f(t), \quad (t > 0); \text{ this density function follows, by differentiation, from the fact that the minimum’s survival function is } \bar{F}(t)^n \text{ } (t > 0).
\]

6.2 Relative entropy

Relative entropy – a.k.a. Kullback-Leibler divergence \([93]-[94]\) – measures the ‘information distance’ between two density functions that are defined over a common underlying set. Here...
the underlying set is the positive half-line \((t > 0)\). The Kullback-Leibler divergence of the density function \(\phi(t)\) from the density function \(\psi(t)\) is:

\[
D(\phi|\psi) = \int_0^{\infty} \ln \left( \frac{\phi(t)}{\psi(t)} \right) \phi(t) dt .
\]

The Gibbs inequality \cite{gibbs1912} states that the Kullback-Leibler divergence is non-negative, \(D(\phi|\psi) \geq 0\), and that it vanishes if and only if the two density functions coincide: \(D(\phi|\psi) = 0 \iff \phi(x) = \psi(x)\).

We point out that the Kullback-Leibler divergence is not a metric (in the sense of metric spaces). Indeed, the Kullback-Leibler divergence does not measure distance in a symmetric fashion: in general, \(D(\phi|\psi) \neq D(\psi|\phi)\). Namely, the Kullback-Leibler distance of the density function \(\phi(x)\) from the density function \(\psi(x)\) need not be equal to the Kullback-Leibler distance of the density function \(\psi(x)\) from the density function \(\phi(x)\). Also, the Kullback-Leibler divergence does not (necessarily) exhibit the triangle inequality – and this feature will play a principal role below.

The existence results to be presented below will use the Kullback-Leibler divergence in the following way: comparing the Kullback-Leibler distance \(D(\phi|f_{\text{res}})\) to the sum of the Kullback-Leibler distances \(D(\phi|f) + D(f|f_{\text{res}})\); where \(\phi\) is one of the density functions \(\{f_{\text{tot}}, f_{\text{max}}, f_{\text{min}}\}\).

This comparison of Kullback-Leibler distances has a geometric interpretation.

In the space of density functions that are defined over the positive half-line, the distance \(D(\phi|f_{\text{res}})\) manifests the length of the path \(\phi \mapsto f_{\text{res}}\), i.e.: going directly from \(\phi\) to \(f_{\text{res}}\). And, the sum of the Kullback-Leibler distances \(D(\phi|f) + D(f|f_{\text{res}})\) manifests the length of the path \(\phi \mapsto f \mapsto f_{\text{res}}\), i.e.: going from \(\phi\) to \(f\), and then going from \(f\) to \(f_{\text{res}}\). As the Kullback-Leibler divergence does not necessarily exhibit the triangle inequality, the direct path \(\phi \mapsto f_{\text{res}}\) can be either shorter or longer than the indirect path \(\phi \mapsto f \mapsto f_{\text{res}}\) (Fig. [3]). The Kullback-Leibler terms \(D(\phi|f)\) and \(D(f|f_{\text{res}})\) – whose sum is the length of the indirect path \(\phi \mapsto f \mapsto f_{\text{res}}\) – have profound entropy meanings which we shall now explain.

The Kullback-Leibler term \(D(\phi|f)\) vanishes if and only if the density functions \(\phi\) and \(f\) coincide. Also, among all inputs with a given mean, the input with the minimal entropy is the deterministic input. Thus, in effect: the Kullback-Leibler term \(D(\phi|f)\) manifests a “distance from min-entropy”.

The Kullback-Leibler term \(D(f|f_{\text{res}})\) vanishes if and only if the density functions \(f\) and \(f_{\text{res}}\) coincide. This coincidence occurs if and only if the input \(T\) is exponentially distributed \cite{cover2012,cover2012}. Also, among all inputs with a given mean, the input with the maximal entropy is the exponentially-distributed input. Thus, in effect: the Kullback-Leibler term \(D(f|f_{\text{res}})\) manifests a “distance from max-entropy”.

6.3 Three existence criteria

Having introduced the four density functions \(\{f_{\text{res}}, f_{\text{tot}}, f_{\text{max}}, f_{\text{min}}\}\), and having reviewed the notion of relative entropy, we are now all set to present the existence criteria. These criteria stem from a common integral:

\[
I = \int_0^{\infty} [E(\tau) - \eta] [F(\tau) w(\tau)] d\tau ,
\]

where \(w(\tau)\) is a positive-valued weight function. Namely, the integral \(I\) is the weighted average of \([E(\tau) - \eta]\) – the difference between the output’s entropy and the input’s entropy – where the weights are \(F(\tau) w(\tau)\).

\(^2\)To be mathematically precise: the equality \(\phi(x) = \psi(x)\) should hold almost everywhere with respect to the Lebesgue measure (over the positive half-line).
The existence criteria come in three pairs. Each pair emanates from Eq. (28) via a specific weight function, and due to the following straightforward observations. If the integral is negative \( I < 0 \) then the difference of entropies \([E(\tau) - \eta]\) must be negative for some \( \tau \), and hence: there exist timers \( \tau \) with which sharp restart decreases entropy. And, if the integral is positive \( I > 0 \) then the difference of entropies \([E(\tau) - \eta]\) must be positive for some \( \tau \), and hence: there exist timers \( \tau \) with which sharp restart increases entropy.

Multiplying both sides of Eq. (13) by the weight function \( w(\tau) = F(\tau)^{1/2} \), and then integrating over \( \tau > 0 \) by parts, yields
\[
I = D(f_{\text{tot}}|f_{\text{res}}) - [D(f_{\text{tot}}|f) + D(f|f_{\text{res}})].
\] (29)

In turn, Eq. (29) implies the following pair of existence criteria.

- If the direct path \( f_{\text{tot}} \mapsto f_{\text{res}} \) is shorter than the indirect path \( f_{\text{tot}} \mapsto f \mapsto f_{\text{res}} \) then there exist timers \( \tau \) with which sharp restart decreases entropy.
- If the direct path \( f_{\text{tot}} \mapsto f_{\text{res}} \) is longer than the indirect path \( f_{\text{tot}} \mapsto f \mapsto f_{\text{res}} \) then there exist timers \( \tau \) with which sharp restart increases entropy.

To demonstrate Eq. (29) ‘in action’, consider the following example: an input whose statistics are Pareto type I, with a finite mean. In this example the input’s survival function is \( \bar{F}(t) = t^{-p} (t \geq 1) \), where \( p \) is a power that is larger than one \((p > 1)\). For this example, the density functions that take part in Eq. (29) are: \( f(t) = pt^{-p-1} (t \geq 1); f_{\text{tot}}(t) = (p-1)t^{-p} \) \((t \geq 1)\); and \( f_{\text{res}}(t) = \frac{p-1}{p}t^{-p} \)(t \geq 1). A calculation involving these density functions implies that Eq. (29) yields the value \( I = -1/[p(p-1)] \), and hence: there exist timers \( \tau \) with which sharp restart decreases entropy. This conclusion is in accord with the results following Eq. (21). Indeed, in the Pareto type I example \( H(\infty) = 0 \), and thus Eq. (21) implies that: sharp restart with sufficiently large timers \( \tau \) decreases entropy.

Multiplying both sides of Eq. (13) by the weight function \( w(\tau) = n(n-1)F(\tau)^{n-1}f(\tau) \), and then integrating over \( \tau > 0 \) by parts, yields
\[
I = D(f_{\text{max}}|f_{\text{res}}) - [D(f_{\text{max}}|f) + D(f|f_{\text{res}})].
\] (30)

In turn, Eq. (30) implies the following pair of existence criteria.
• If the direct path \( f_{\text{max}} \mapsto f_{\text{res}} \) is shorter than the indirect path \( f_{\text{max}} \mapsto f \mapsto f_{\text{res}} \) then there exist timers \( \tau \) with which sharp restart decreases entropy.

• If the direct path \( f_{\text{max}} \mapsto f_{\text{res}} \) is longer than the indirect path \( f_{\text{max}} \mapsto f \mapsto f_{\text{res}} \) then there exist timers \( \tau \) with which sharp restart increases entropy.

Multiplying both sides of Eq. (16) by the weight function \( w(\tau) = n(n-1)F(\tau)F'(\tau)^{n-2}f(\tau) \), and then integrating over \( \tau > 0 \) by parts, yields

\[
I = [D(f_{\text{min}}|f) + D(f|f_{\text{res}})] - D(f_{\text{min}}|f_{\text{res}}). \tag{31}
\]

In turn, Eq. (31) implies the following pair of existence criteria.

• If the direct path \( f_{\text{min}} \mapsto f_{\text{res}} \) is longer than the indirect path \( f_{\text{min}} \mapsto f \mapsto f_{\text{res}} \) then there exist timers \( \tau \) with which sharp restart decreases entropy.

• If the direct path \( f_{\text{min}} \mapsto f_{\text{res}} \) is shorter than the indirect path \( f_{\text{min}} \mapsto f \mapsto f_{\text{res}} \) then there exist timers \( \tau \) with which sharp restart increases entropy.

The proofs of Eqs. (29)–(31) are detailed in the Methods. To conclude this section, we address the case of Exponentially-distributed inputs. Recall that, as established in section 4 above, sharp restart has no effect on entropy – i.e. \( E(\tau) = \eta \) for all timers \( \tau \) – if and only if the input \( T \) is Exponentially-distributed.

As noted above, the density functions \( f \) and \( f_{\text{res}} \) coincide if and only if the input \( T \) is exponentially distributed [95]–[96]. So, on the one hand, if the input is Exponentially-distributed then: setting \( E(\tau) = \eta \) (\( \tau > 0 \)) in Eq. (28) yields a zero integral, \( I = 0 \), for any weight function \( w(\tau) \). On the other hand, if the input is Exponentially-distributed then: as \( f = f_{\text{res}} \), the direct path \( \phi \mapsto f_{\text{res}} \) has the same length as the indirect path \( \phi \mapsto f \mapsto f_{\text{res}} \) – i.e. \( D(\phi|f_{\text{res}}) = D(\phi|f) + D(f|f_{\text{res}}) \) – for any density function \( \phi \) (which is defined over the positive half-line).

Thus, the existence criteria of this section are in accord with the aforementioned result of section 4. Indeed, if the input is Exponentially-distributed then this section’s criteria imply neither the existence of timers with which sharp restart decreases entropy, nor the existence of timers with which sharp restart increases entropy.

7 Summary

This paper presented a comprehensive entropy-based stochasticity analysis of sharp restart. When viewed from an algorithmic perspective, sharp restart can be described as a non-linear map that: receives an input \( T \) which is a positive-valued random variable; and – using a positive timer parameter \( \tau \) – produces an output \( T_R \) which is also a positive-valued random variable. Specifically, the input \( T \) manifest the random time required to accomplish a task of interest. As long as the task is not accomplished, the algorithm restarts the task every \( \tau \) time-units. So, under sharp restart, the random time required to accomplish the task is the output \( T_R \).

The stochasticity analysis compared the output’s entropy \( E(\tau) \) (which is a function of the timer parameter \( \tau \)) to the input’s entropy \( \eta \). The two principal analytic tools employed were the hazard rate of reliability engineering, and the Kullback-Leibler divergence of information theory. The results established provide an ‘entropy roadmap’ for sharp restart: seven pairs of universal criteria that determine if the application of sharp restart decreases the entropy, \( E(\tau) \prec \eta \), or if it increases the entropy, \( E(\tau) \succ \eta \). These pairs of criteria are summarized in Table 1.

The pairs of criteria appearing in rows I-IV of Table 1 all involve the rate \( r_{\text{exp}} = e/\exp(\eta) \), which manifests an ‘Exponential benchmark’ for the input. Specifically, \( r_{\text{exp}} \) is the constant hazard rate of an Exponential distribution whose entropy is equal to the input’s entropy \( \eta \). The criteria of rows I-IV compare the input’s hazard rate to the Exponential benchmark \( r_{\text{exp}} \). Thus,
this Exponential benchmark assumes a key role in determining the effect of sharp restart on entropy. The pairs of criteria appearing in rows V-VII of Table 1 address the very existence of timers with which sharp restart decreases or increases entropy.

As noted in section 4, the exponentiation of the input’s entropy – the quantity $\exp(\eta)$ – is the input’s perplexity [92]. The input’s Boltzmann-Gibbs-Shannon entropy $\eta$ and perplexity $\exp(\eta)$ are special cases of, respectively, the input’s Renyi entropy [99]-[101] and diversity [81]-[85]. Elevating from the Boltzmann-Gibbs-Shannon entropy to the Renyi entropy, the second part of this duo will present a comprehensive diversity-based stochasticity analysis of sharp restart.

Acknowledgments. The authors thank Shira Yovel for help in producing Figure 1. Shlomi Reuveni acknowledges support from the Israel Science Foundation (grant No. 394/19). This project has received funding from the European Research Council (ERC) under the European Union’s Horizon 2020 research and innovation program (Grant agreement No. 947731).
Table 1: Seven pairs of universal criteria that determine the effect of sharp restart on entropy.

The columns specify the key features of each pair of criteria: to which timer parameters \( \tau \) the criteria apply, and when does the application of sharp restart decrease/increase the entropy (of the output, with respect to that of the input). Rows I and II – criteria for general timers (section 4), where: \( f(t) \) and \( H(t) \) are, respectively, the input’s density and hazard functions; the rate \( r_{\exp} = e^{\exp(\eta)} \) is the height of the flat hazard function that characterizes an Exponential distribution whose entropy equal to the input’s entropy \( \eta \). Rows III and IV – criteria for fast and slow timers (section 5), where: \( H(0) \) and \( H(\infty) \) are the limit values of the input’s hazard function; the threshold \( \tau^* \) is the upper bound of the range of fast timers (see Eq. (20)); the threshold \( \tau^* \) is the lower bound of the range of slow timers (see Eq. (22)). Rows V-VII – existence criteria (section 6): criteria that determine the very existence of timers with which sharp restart decreases/increases the entropy. The existence criteria employ the Kullback-Leibler divergence \( D(\cdot|\cdot) \) to measure the relative entropies between the following density functions: \( f \) of the input; \( f_{\text{res}} \) of the input’s residual lifetime (see Eq. (23)); \( f_{\text{tot}} \) of the input’s total lifetime (see Eq. (24)); and \( f_{\text{max}} \) and \( f_{\text{min}} \) of the maximum and minimum, respectively, of \( n \) IID copies of the input (see Eqs. (25) and (26)).

|     | Timer | Parameter | Decrease | Increase |
|-----|-------|-----------|----------|----------|
| I   | General | \( 0 < \tau < \infty \) | \( \int_0^\tau \ln \left( \frac{H(t)}{r_{\exp}} \right) f(t) \, dt > 0 \) | \( \int_0^\tau \ln \left( \frac{H(t)}{r_{\exp}} \right) f(t) \, dt < 0 \) |
| II  | General | \( 0 < \tau < \infty \) | \( \int_\tau^\infty \ln \left( \frac{H(t)}{r_{\exp}} \right) f(t) \, dt < 0 \) | \( \int_\tau^\infty \ln \left( \frac{H(t)}{r_{\exp}} \right) f(t) \, dt > 0 \) |
| III | Fast   | \( 0 < \tau < \tau^* \) | \( H(0) > r_{\exp} \) | \( H(0) < r_{\exp} \) |
| IV  | Slow   | \( \tau^* < \tau < \infty \) | \( H(\infty) < r_{\exp} \) | \( H(\infty) > r_{\exp} \) |
| V   | Existence | ——— | \( D(f_{\text{tot}}|f_{\text{res}}) < \) | \( D(f_{\text{tot}}|f_{\text{res}}) > \) |
|     |        |          | \( D(f_{\text{tot}}|f) + D(f|f_{\text{res}}) \) | \( D(f_{\text{tot}}|f) + D(f|f_{\text{res}}) \) |
| VI  | Existence | ——— | \( D(f_{\text{max}}|f_{\text{res}}) < \) | \( D(f_{\text{max}}|f_{\text{res}}) > \) |
|     |        |          | \( D(f_{\text{max}}|f) + D(f|f_{\text{res}}) \) | \( D(f_{\text{max}}|f) + D(f|f_{\text{res}}) \) |
| VII | Existence | ——— | \( D(f_{\text{min}}|f_{\text{res}}) > \) | \( D(f_{\text{min}}|f_{\text{res}}) < \) |
|     |        |          | \( D(f_{\text{min}}|f) + D(f|f_{\text{res}}) \) | \( D(f_{\text{min}}|f) + D(f|f_{\text{res}}) \) |
8 Methods

8.1 Derivation of Eq. (5)

Set $p = F(\tau)$ and $q = F(\tau)$. Note that

$$\int_0^\tau f(u) du = F(\tau) = p .$$  \hspace{1cm} (32)

Using the periodic parameterization of the time axis $t = \tau n + u$ (in which $n = 0, 1, 2, \cdots$ and $0 \leq u < \tau$), Eq. (3) implies that

$$f_R(\tau n + u) = q^n f(u) .$$  \hspace{1cm} (33)

Eqs. (32) and (33) imply that:

$$\int_0^\tau f(u) du = \sum_{n=0}^\infty f_{\tau + n} f_R(\tau n + u) du = \sum_{n=0}^\infty q^n f(u) \ln\left[q^n f(u)\right] du$$

$$= \sum_{n=0}^\infty q^n \left\{ n \ln(q) + \ln(f(u)) \right\} du$$

$$= \sum_{n=0}^\infty q^n \left\{ n \ln(q) \int_0^\tau f(u) du + \int_0^\tau f(u) \ln(f(u)) du \right\}$$

$$= \left[ \sum_{n=0}^\infty q^n \right] \ln(q) + \frac{1}{p} \left[ \sum_{n=0}^\infty q^n \right] \left[ \int_0^\tau f(u) \ln(f(u)) du \right].$$  \hspace{1cm} (34)

Consider a Geometric random variable $N$, over the non-negative integers, with success probability $p$. The probability distribution of this random variable is given by $\Pr(N = n) = q^n p$ $(n = 0, 1, 2, \cdots)$, and hence

$$\sum_{n=0}^\infty q^n p = \sum_{n=0}^\infty \Pr(N = n) = 1 .$$  \hspace{1cm} (35)

Moreover, the mean of the random variable $N$ is

$$\sum_{n=0}^\infty n q^n p = \mathbb{E}[N] = \frac{q}{p} .$$  \hspace{1cm} (36)

Substituting Eqs. (35) and (36) into the bottom line of Eq. (34) yields

$$\int_0^\tau f_R(t) \ln[f_R(t)] dt$$

$$= \frac{q}{p} \ln(q) + \frac{1}{p} \int_0^\tau f(u) \ln(f(u)) du$$

$$= \frac{1}{\tau(\tau)} \left\{ \mathbb{E}(\tau) \ln[\mathbb{E}(\tau)] + \int_0^\tau f(t) \ln[f(t)] dt \right\} .$$  \hspace{1cm} (37)

In turn, Eq. (37) yields Eq. (3).

8.2 Derivation of Eq. (6)

Eq. (5) implies that

$$[E(\tau) - \eta] F(\tau)$$

$$= -\mathbb{E}(\tau) \ln[\mathbb{E}(\tau)] - \int_0^\tau f(t) \ln[f(t)] dt - \eta F(\tau)$$

$$= -\mathbb{E}(\tau) \ln[\mathbb{E}(\tau)] - \int_0^\tau f(t) \ln[f(t)] dt - \eta [1 - \mathbb{E}(\tau)]$$

$$= -\mathbb{E}(\tau) \ln[\mathbb{E}(\tau)] - \left\{ \eta + \int_0^\tau f(t) \ln[f(t)] dt \right\} + \eta \mathbb{E}(\tau) .$$  \hspace{1cm} (38)
Note that
\[
\eta + \int_0^\tau f(t) \ln [f(t)] \, dt
= -\int_0^\tau f(t) \ln [f(t)] \, dt + \int_0^\tau f(t) \ln [f(t)] \, dt
= -\int_0^\tau f(t) \ln [f(t)] \, dt. \tag{39}
\]
Substituting Eq. (39) into Eq. (38) yields
\[
[E(\tau) - \eta] F(\tau) = \hat{F}(\tau) \left\{ \eta - \ln [\hat{F}(\tau)] + \frac{1}{\hat{F}(\tau)} \int_\tau^\infty f(t) \ln [f(t)] \, dt \right\}. \tag{40}
\]
In turn, Eq. (40) yields Eq. (6).

8.3 Derivation of Eqs. (10) and (11)

As \(H(t) = f(t) / \hat{F}(t)\), note that
\[
\int_0^\tau f(t) \ln [f(t)] \, dt = \int_0^\tau f(t) \ln [\hat{F}(t) H(t)] \, dt
= \int_0^\tau f(t) \ln [\hat{F}(t)] f(t) \, dt + \int_0^\tau f(t) \ln [H(t)] f(t) \, dt. \tag{41}
\]
Using the change-of-variables \(t \mapsto u = \hat{F}(t)\), further note that
\[
\int_0^\tau f(t) \ln [\hat{F}(t)] f(t) \, dt = \int_{\hat{F}(\tau)}^1 u \ln (u) \, du
= \left[ u \ln (u) - u \right]_{\hat{F}(\tau)}^1 = -1 - \hat{F}(\tau) \ln [\hat{F}(\tau)] + \hat{F}(\tau) \tag{42}
\]
Substituting Eq. (42) into Eq. (41) yields
\[
\int_0^\tau f(t) \ln [f(t)] \, dt
= \{-F(\tau) - \hat{F}(\tau) \ln [\hat{F}(\tau)]\} + \int_0^\tau \ln [H(t)] f(t) \, dt. \tag{43}
\]
In turn, Eq. (43) implies that
\[
\hat{F}(\tau) \ln [\hat{F}(\tau)] + \int_0^\tau f(t) \ln [f(t)] \, dt
= -F(\tau) + \int_0^\tau \ln [H(t)] f(t) \, dt
= \{-\int_0^\tau f(t) \, dt + \int_0^\tau \ln [H(t)] f(t) \, dt\}
= -\int_0^\tau \{1 - \ln [H(t)]\} f(t) \, dt
= -\int_0^\tau \ln \left[ \frac{e^{\ln (t)}}{H(t)} \right] f(t) \, dt. \tag{44}
\]
Finally, substituting Eq. (44) into Eq. (5) yields
\[
E(\tau) = \frac{1}{\hat{F}(\tau)} \left\{ \hat{F}(\tau) \ln [\hat{F}(\tau)] + \int_0^\tau f(t) \ln [f(t)] \, dt \right\}
= \frac{1}{\hat{F}(\tau)} \int_0^\tau \ln \left[ \frac{\hat{F}(\tau)}{e^{\eta}} \right] f(t) \, dt = \int_0^\tau \ln \left[ \frac{e^{\eta}}{H(t)} \right] f(t) \, dt. \tag{45}
\]
Eq. (45) proves Eq. (11). And, in particular, setting \(\tau = \infty\) yields Eq. (10):
\[
\eta = \int_0^\tau \ln \left[ \frac{e^{\eta}}{H(t)} \right] f(t) \, dt. \tag{46}
\]
8.4 Derivation of Eqs. (13) and (16)

Eq. (45) implies Eq. (13):

\[
E(\tau) - \eta = \frac{1}{F(\tau)} \int_0^\tau \ln \left( \frac{\varphi}{\psi(\tau)} \right) f(t) \, dt - \eta
\]

\[
= \frac{1}{F(\tau)} \left\{ \int_0^\tau \ln \left( \frac{\varphi}{\psi(\tau)} \right) f(t) \, dt - \eta \int_0^\tau f(t) \, dt \right\}
\]

\[
= \frac{1}{F(\tau)} \int_0^\tau \left\{ \ln \left( \frac{\varphi}{\psi(\tau)} \right) - \eta \right\} f(t) \, dt
\]

\[
= \frac{1}{F(\tau)} \int_0^\tau \left( e^{\frac{\varphi}{\psi(\tau)}} - \eta \right) f(t) \, dt \tag{47}
\]

(recall that \( r_{\text{exp}} = \exp(1 - \eta) \)). Setting \( \tau = \infty \) in Eq. (47) yields

\[
0 = \int_0^\infty \ln \left( \frac{r_{\text{exp}}}{H(t)} \right) f(t) \, dt
\]

\[
= \int_0^\infty \ln \left( \frac{r_{\text{exp}}}{H(t)} \right) f(t) \, dt + \int_0^\infty \ln \left( \frac{r_{\text{exp}}}{H(t)} \right) f(t) \, dt . \tag{48}
\]

In turn, Eq. (48) implies that

\[
\int_0^\tau \ln \left( \frac{r_{\text{exp}}}{H(t)} \right) f(t) \, dt = \int_\tau^\infty \ln \left( \frac{H(t)}{r_{\text{exp}}} \right) f(t) \, dt . \tag{49}
\]

Substituting Eq. (49) into Eq. (47) yields Eq. (16):

\[
E(\tau) - \eta = \frac{1}{F(\tau)} \int_\tau^\infty \ln \left( \frac{H(t)}{r_{\text{exp}}} \right) f(t) \, dt . \tag{50}
\]

8.5 Kullback-Leibler calculations

Consider three density functions that are defined over the positive half-line \((t > 0)\): \( \varphi(t) \) and \( \psi(t) \) (as in Eq. (27)), and \( \varphi(t) \). Note that:

\[
\int_0^\infty \varphi(t) \ln \left( \frac{\varphi(t)}{\psi(t)} \right) \, dt = \int_0^\infty \varphi(t) \ln \left( \frac{\varphi(t)}{\psi(t)} \right) \, dt
\]

\[
= \int_0^\infty \varphi(t) \left\{ \ln \left( \frac{\varphi(t)}{\psi(t)} \right) + \ln \left( \frac{\psi(t)}{\psi(t)} \right) \right\} \, dt
\]

\[
= \int_0^\infty \varphi(t) \left\{ - \ln \left( \frac{\psi(t)}{\psi(t)} \right) + \ln \left( \frac{\psi(t)}{\psi(t)} \right) \right\} \, dt
\]

\[
= \int_0^\infty \varphi(t) \ln \left( \frac{\psi(t)}{\psi(t)} \right) \, dt - \int_0^\infty \varphi(t) \ln \left( \frac{\psi(t)}{\psi(t)} \right) \, dt
\]

\[
= D(\varphi) - D(\varphi) . \tag{51}
\]

In transition to the bottom line of Eq. (51) we used the definition of the Kullback-Leibler divergence.

We now turn to calculate the Kullback-Leibler divergence of the input’s density function \( f(t) \) from the density function \( f_{\text{res}}(t) = \frac{1}{\mu} F(t) \) (which is the density function of the input’s
In turn, substituting Eq. (55) into Eq. (52) (and recalling that \( r_{\text{res}} \) residual lifetime). Note that:

\[
D(f|f_{\text{res}}) = \int_0^\infty f(t) \ln \left[ \frac{f(t)}{F(t)} \right] dt \\
= \int_0^\infty f(t) [\ln f(t) - \ln f_{\text{res}}(t)] dt \\
= \int_0^\infty f(t) \ln f(t) dt - \int_0^\infty f(t) \ln f_{\text{res}}(t) dt \\
= -\eta - \int_0^\infty f(t) \ln f_{\text{res}}(t) dt .
\]

Also note that:

\[
\int_0^\infty f(t) \ln f_{\text{res}}(t) dt = \int_0^\infty f(t) \ln \left[ \frac{1}{\mu} F(t) \right] dt \\
= \int_0^\infty f(t) [\ln F(t) - \ln (\mu)] dt \\
= \int_0^\infty f(t) [\ln F(t)] dt - \ln (\mu) \int_0^\infty f(t) dt \\
= \mu \ln F(t) | t = \infty - \ln (\mu) .
\]

Setting \( \tau = \infty \) in Eq. (52) (and using the fact that \( \lim_{u \to 0} [u \ln (u)] = 0 \) implies that

\[
\int_0^\infty \ln [F(t)] f(t) dt = -1 .
\]

Substituting Eq. (54) into Eq. (53) yields

\[
\int_0^\infty f(t) \ln f_{\text{res}}(t) dt = -1 - \ln (\mu) .
\]

In turn, substituting Eq. (55) into Eq. (52) (and recalling that \( r_{\text{exp}} = \exp (1 - \eta) \)) yields

\[
D(f|f_{\text{res}}) = -\eta - [1 - \ln (\mu)] \\
= (1 - \eta) + \ln (\mu) = \ln (r_{\text{exp}}) + \ln (\mu) \\
= \ln (\mu r_{\text{exp}}) .
\]

### 8.6 Derivation of Eqs. (29) and (30)

Let \( w(\tau) (\tau > 0) \) be a positive-valued ‘weight function’, set \( W(t) = \int_0^t w(\tau) d\tau \ (t > 0) \), and further set \( g(t) = W(t) f(t) (t > 0) \). Multiplying both sides of Eq. (16) by \( F(\tau) w(\tau) \), and integrating over the positive half-line, yields

\[
\int_0^\infty [E(\tau) - \eta] F(\tau) w(\tau) d\tau \\
= \int_0^\infty \left\{ \int_0^\tau \ln \left[ \frac{H(\tau)}{\tau_{\text{exp}}} \right] f(t) dt \right\} w(\tau) d\tau \\
= \int_0^\infty \ln \left[ \frac{H(\tau)}{\tau_{\text{exp}}} \right] f(t) \left\{ \int_0^\tau w(\tau) d\tau \right\} dt \\
= \int_0^\infty \ln \left[ \frac{H(\tau)}{\tau_{\text{exp}}} \right] f(t) W(t) dt \\
= \int_0^\infty \ln \left[ \frac{H(\tau)}{\tau_{\text{exp}}} \right] g(t) dt .
\]
As \( H(t) = f(t)/F(t) \), and as \( f_{\text{res}}(t) = \frac{1}{\mu}F(t) \), note that
\[
\frac{H(t)}{\tau_{\text{exp}}} = \frac{f(t)}{r_{\text{exp}}F(t)} = \frac{f(t)}{f_{\text{res}}(t)} \cdot \frac{1}{\tau_{\text{exp}}},
\]
and hence
\[
\ln \left( \frac{H(t)}{\tau_{\text{exp}}} \right) = \ln \left( \frac{f(t)}{f_{\text{res}}(t)} \right) - \ln (r_{\text{exp}}\mu).
\]

In turn, if \( g(t) \) is a density function then
\[
\int_{0}^{\infty} \ln \left( \frac{H(t)}{\tau_{\text{exp}}} \right) g(t) \, dt = \int_{0}^{\infty} \ln \left( \frac{f(t)}{f_{\text{res}}(t)} \right) g(t) \, dt - \ln (r_{\text{exp}}\mu)
\]
(assuming Eq. (51) and Eq. (56))
\[
= [D(g|f_{\text{res}}) - D(g|f)] - D(f|f_{\text{res}})
\]
\[
= D(g|f_{\text{res}}) - [D(g|f) + D(f|f_{\text{res}})].
\]

So, combining Eq. (57) and Eqs. (60)–(61) together yields
\[
\int_{0}^{\infty} [E(\tau) - \eta] F(\tau) w(\tau) d\tau = D(g|f_{\text{res}}) - [D(g|f) + D(f|f_{\text{res}})].
\]

Now, setting \( w(\tau) = \frac{1}{\mu} \) implies that \( W(t) = \frac{1}{\mu}t \), and hence
\[
g(t) = W(t) f(t) = \frac{1}{\mu} tf(t) = f_{\text{res}}(t).
\]

Substituting Eq. (63) into Eq. (61) yields Eq. (29).

Setting \( w(\tau) = n(n - 1) F(\tau)^{n-2} f(\tau) \) implies that \( W(t) = nF(t)^{n-1} \), and hence
\[
g(t) = W(t) f(t) = nF(t)^{n-1} f(t) = f_{\text{max}}(t).
\]

Substituting Eq. (64) into Eq. (61) yields Eq. (30).

### 8.7 Derivation of Eq. (31)

Let \( w(\tau) (\tau > 0) \) be a positive-valued ‘weight function’, set \( \tilde{W}(t) = \int_{0}^{\infty} w(\tau) d\tau (t > 0) \), and further set \( g(t) = \tilde{W}(t) f(t) (t > 0) \). Multiplying both sides of Eq. (13) by \( F(\tau) w(\tau) \), and integrating over the positive half-line, yields
\[
\int_{0}^{\infty} [E(\tau) - \eta] F(\tau) w(\tau) d\tau
= \int_{0}^{\infty} \left( \int_{0}^{\tau} \ln \left( \frac{\tau}{\tau_{\text{exp}}} \right) f(t) \, dt \right) w(\tau) d\tau
= \int_{0}^{\infty} \ln \left( \frac{\tau}{\tau_{\text{exp}}} \right) f(t) \int_{t}^{\infty} w(\tau) d\tau \, dt
= \int_{0}^{\infty} \ln \left( \frac{\tau}{\tau_{\text{exp}}} \right) f(t) \tilde{W}(t) \, dt
= - \int_{0}^{\infty} \ln \left( \frac{\tau}{\tau_{\text{exp}}} \right) g(t) \, dt
\]
\[ \ln(r_{\text{exp} } M) - \int_0^\infty \ln \left( \frac{f(t)}{f_{\text{res}}(t)} \right) g(t) \, dt \]  \tag{66}

(considering \( g(t) \) to be a density function and using Eq. \( \text{(51)} \))

\[ = D(f|f_{\text{res}}) - \int_0^\infty \ln \left( \frac{f(t)}{f_{\text{res}}(t)} \right) g(t) \, dt \]  \tag{67}

So, combining Eqs. \( \text{(65)} - \text{(68)} \) together yields

\[ \int_0^\infty [E(\tau) - \eta] F(\tau) w(\tau) d\tau = [D(g|f) + D(f|f_{\text{res}}) - D(g|f_{\text{res}})]. \]  \tag{69}

Now, setting \( w(\tau) = n(n-1) \tilde{F}(\tau)^{n-2} f(\tau) \) implies that \( \tilde{W}(t) = n \tilde{F}(t)^{n-1} \), and hence

\[ g(t) = \tilde{W}(t) f(t) = n \tilde{F}(t)^{n-1} f(t) = f_{\text{min}}(t). \]  \tag{70}

Substituting Eq. \( \text{(70)} \) into Eq. \( \text{(69)} \) yields Eq. \( \text{(31)} \).
References

[1] L. Boltzmann, Vorlesungen uber gastheorie (Lectures on gas theory). J.A. Barth Berlin: part I 1896; part II 1898.

[2] J.W. Gibbs, Elementary principles in statistical mechanics. Yale University Press, 1902.

[3] Shannon, Claude Elwood. A mathematical theory of communication. The Bell system technical journal 27, no. 3 (1948): 379-423.

[4] Cover, Thomas M. Elements of information theory. John Wiley & Sons, 1999.

[5] Jaynes, Edwin T. Information theory and statistical mechanics. Physical review 106, no. 4 (1957): 620.

[6] Jaynes, Edwin T. Information theory and statistical mechanics. II. Physical review 108, no. 2 (1957): 171.

[7] Ben-Naim, Arieh. Information Theory: Part I: An Introduction to the Fundamental Concepts. Vol. 1. World Scientific, 2017.

[8] Sethna, James. Statistical mechanics: entropy, order parameters, and complexity. Vol. 14. Oxford University Press, USA, 2021.

[9] Bekenstein, Jacob D. Black holes and entropy. In JACOB BEKENSTEIN: The Conservative Revolutionary, pp. 307-320. 2020.

[10] Harte, John. Maximum entropy and ecology: a theory of abundance, distribution, and energetics. OUP Oxford, 2011.

[11] Dincer, Ibrahim, and Yunus A. Cengel. Energy, entropy and exergy concepts and their roles in thermal engineering. Entropy 3, no. 3 (2001): 116-149.

[12] Brooks, Daniel R., and Edward O. Wiley. Evolution as entropy. Chicago: University of Chicago Press, 1988.

[13] Gabrié, Marylou, Andre Manoel, Clément Luneau, Nicolas Macris, Florent Krzakala, and Lenka Zdeborová. Entropy and mutual information in models of deep neural networks. Advances in Neural Information Processing Systems 31 (2018).

[14] Chechkin, Aleksei V., Ralf Metzler, Vsevolod Y. Gonchar, Joseph Klafter, and Leonid V. Tanatarov. First passage and arrival time densities for Lévy flights and the failure of the method of images. Journal of Physics A: Mathematical and General 36, no. 41 (2003): L537.

[15] Sokolov, I. M. Cyclization of a polymer: first-passage problem for a non-Markovian process. Physical review letters 90, no. 8 (2003): 080601.

[16] Koren, Tal, Michael A. Lomholt, Aleksei V. Chechkin, Joseph Klafter, and Ralf Metzler. Leapover lengths and first passage time statistics for Lévy flights. Physical review letters 99, no. 16 (2007): 160602.

[17] Bénichou, Olivier, C. Chevalier, Joseph Klafter, B. Meyer, and Raphael Voituriez. Geometry-controlled kinetics. Nature chemistry 2, no. 6 (2010): 472-477.

[18] Assaf, Michael, and Baruch Meerson. Extinction of metastable stochastic populations. Physical Review E 81, no. 2 (2010): 021116.
[19] Mejía-Monasterio, Carlos, Gleb Oshanin, and Grégory Schehr. First passages for a search by a swarm of independent random searchers. Journal of Statistical Mechanics: Theory and Experiment 2011, no. 06 (2011): P06022.

[20] Bénichou, Olivier, and R. Voituriez. From first-passage times of random walks in confinement to geometry-controlled kinetics. Physics Reports 539, no. 4 (2014): 225-284.

[21] Lanoiselée, Yann, Nicolas Moutal, and Denis S. Grebenkov. Diffusion-limited reactions in dynamic heterogeneous media. Nature communications 9, no. 1 (2018): 1-16.

[22] Friedman, Harel, David A. Kessler, and Eli Barkai. Quantum walks: The first detected passage time problem. Physical Review E 95, no. 3 (2017): 032141.

[23] Sposini, Vittoria, Aleksei Chechkin, and Ralf Metzler. First passage statistics for diffusing diffusivity. Journal of Physics A: Mathematical and Theoretical 52, no. 4 (2018): 04LT01.

[24] Mercado-Vásquez, Gabriel, and Denis Boyer. First hitting times to intermittent targets. Physical Review Letters 123, no. 25 (2019): 250603.

[25] Giuggioli, Luca. Exact spatiotemporal dynamics of confined lattice random walks in arbitrary dimensions: a century after smoluchowski and pólya. Physical Review X 10, no. 2 (2020): 021045.

[26] Thorneywork, Alice L., Jannes Gladrow, Yujia Qing, Marc Rico-Pasto, Felix Ritort, Hagan Bayley, Anatoly B. Kolomeisky, and Ulrich F. Keyser. Direct detection of molecular intermediates from first-passage times. Science advances 6, no. 18 (2020): eaaz4642.

[27] Scher, Yuval, and Shlomi Reuveni. Unified Approach to Gated Reactions on Networks. Physical Review Letters 127, no. 1 (2021): 018301.

[28] Mercado-Vásquez, Gabriel, and Denis Boyer. First hitting times between a run-and-tumble particle and a stochastically gated target. Physical Review E 103, no. 4 (2021): 042139.

[29] Scher, Yuval, and Shlomi Reuveni. Gated reactions in discrete time and space. The Journal of Chemical Physics 155, no. 23 (2021): 234112.

[30] Meyer, Hugues, and Heiko Rieger. Optimal non-Markovian search strategies with n-step memory. Physical Review Letters 127, no. 7 (2021): 070601.

[31] Zunke, Christoph, Jörg Bewerunge, Florian Platten, Stefan U. Egelhaaf, and Aljaž Godec. First-passage statistics of colloids on fractals: Theory and experimental realization. Science advances 8, no. 3 (2022): eabk0627.

[32] Bray, Alan J., Satya N. Majumdar, and Grégory Schehr. Persistence and first-passage properties in nonequilibrium systems. Advances in Physics 62, no. 3 (2013): 225-361.

[33] S. Iyer-Biswas and A. Zilman, First-passage processes in cellular biology, Adv. Chem. Phys. 160, 261 (2016).

[34] Redner, Sidney. A guide to first-passage processes. Cambridge university press, 2001.

[35] Metzler, Ralf, Sidney Redner, and Gleb Oshanin, eds. First-passage phenomena and their applications. Vol. 35. World Scientific, 2014.

[36] Klafter, Joseph, and Igor M. Sokolov. First steps in random walks: from tools to applications. OUP Oxford, 2011.

[37] Condamin, S., O. Bénichou, V. Tejedor, R. Voituriez, and Joseph Klafter. First-passage times in complex scale-invariant media. Nature 450, no. 7166 (2007): 77-80.
[38] Reuveni, Shlomi, Rony Granek, and Joseph Klafter. Vibrational shortcut to the mean-first-passage-time problem. Physical Review E 81, no. 4 (2010): 040103.

[39] Mattos, Thiago G., Carlos Mejía-Monasterio, Ralf Metzler, and Gleb Oshanin. First passages in bounded domains: When is the mean first passage time meaningful?. Physical Review E 86, no. 3 (2012): 031143.

[40] Grebenkov, Denis S. Universal formula for the mean first passage time in planar domains. Physical review letters 117, no. 26 (2016): 260201.

[41] Godec, Aljaž, and Ralf Metzler. First passage time distribution in heterogeneity controlled kinetics: going beyond the mean first passage time. Scientific reports 6, no. 1 (2016): 1-11.

[42] Falasco, Gianmaria, and Massimiliano Esposito. Dissipation-time uncertainty relation. Physical Review Letters 125, no. 12 (2020): 120604.

[43] Pal, Arnab, Shlomi Reuveni, and Saar Rahav. Thermodynamic uncertainty relation for systems with unidirectional transitions. Physical Review Research 3, no. 1 (2021): 013273.

[44] Hiura, Ken, and Shin-ichi Sasa. Kinetic uncertainty relation on first-passage time for accumulated current. Physical Review E 103, no. 5 (2021): L050103.

[45] Pal, Arnab, Shlomi Reuveni, and Saar Rahav. Thermodynamic uncertainty relation for first-passage times on Markov chains. Physical Review Research 3, no. 3 (2021): L032034.

[46] Shiraishi, Naoto. Optimal thermodynamic uncertainty relation in Markov jump processes. Journal of Statistical Physics 185, no. 3 (2021): 1-15.

[47] Eliazar, Iddo, Tal Koren, and Joseph Klafter. Searching circular DNA strands. Journal of Physics: Condensed Matter 19, no. 6 (2007): 065140.

[48] Evans, Martin R., and Satya N. Majumdar. Diffusion with stochastic resetting. Physical review letters 106, no. 16 (2011): 160601.

[49] Reuveni, Shlomi, Michael Urbakh, and Joseph Klafter. Role of substrate unbinding in Michaelis–Menten enzymatic reactions. Proceedings of the National Academy of Sciences 111, no. 12 (2014): 4391-4396.

[50] Reuveni, Shlomi. Optimal stochastic restart renders fluctuations in first passage times universal. Physical review letters 116, no. 17 (2016): 170601.

[51] Pal, Arnab, Iddo Eliazar, and Shlomi Reuveni. First passage under restart with branching. Physical review letters 122, no. 2 (2019): 020602.

[52] Pal, Arnab, and V. V. Prasad. First passage under stochastic resetting in an interval. Physical Review E 99, no. 3 (2019): 032123.

[53] Riascos, Alejandro P., Denis Boyer, Paul Herringer, and José L. Mateos. Random walks on networks with stochastic resetting. Physical Review E 101, no. 6 (2020): 062147.

[54] Bressloff, Paul C. Directed intermittent search with stochastic resetting. Journal of Physics A: Mathematical and Theoretical 53, no. 10 (2020): 105001.

[55] Bodrova, Anna S., and Igor M. Sokolov. Resetting processes with noninstantaneous return. Physical Review E 101, no. 5 (2020): 052130.

[56] De Bruyne, B., J. Randon-Furling, and S. Redner. Optimization in first-passage resetting. Physical Review Letters 125, no. 5 (2020): 050602.
[57] Pal, Arnab, Łukasz Kuśmierz, and Shlomi Reuveni. Search with home returns provides advantage under high uncertainty. Physical Review Research 2, no. 4 (2020): 043174.

[58] Tal-Friedman, Ofir, Arnab Pal, Amandeep Sekhon, Shlomi Reuveni, and Yael Roichman. Experimental realization of diffusion with stochastic resetting. The journal of physical chemistry letters 11, no. 17 (2020): 7350-7355.

[59] Yin, Ruoyu, and Eli Barkai. Restart expedites quantum walk hitting times. arXiv preprint arXiv:2205.01974 (2022).

[60] Pal, Arnab, and Shlomi Reuveni. First passage under restart. Physical review letters 118, no. 3 (2017): 030603.

[61] Chechkin, A., and IM3845437 Sokolov. Random search with resetting: a unified renewal approach. Physical review letters 121, no. 5 (2018): 050601.

[62] Evans, Martin R., Satya N. Majumdar, and Grégory Schehr. Stochastic resetting and applications. Journal of Physics A: Mathematical and Theoretical 53, no. 19 (2020): 193001.

[63] Asmussen, Søren, Klemens Binswanger, and Bjarne Højgaard. Rare events simulation for heavy-tailed distributions. Bernoulli 6, no. 2 (2000): 303-322.

[64] Bucklew, James. Introduction to rare event simulation. Springer Science & Business Media, 2004.

[65] Taleb, Nassim Nicholas. Black swans and the domains of statistics. The american statistician 61, no. 3 (2007): 198-200.

[66] Kuśmierz, Łukasz, Satya N. Majumdar, Sanjib Sabhapandit, and Grégory Schehr. First order transition for the optimal search time of Lévy flights with resetting. Physical review letters 113, no. 22 (2014): 220602.

[67] Kuśmierz, Łukasz, and Ewa Gudowska-Nowak. Optimal first-arrival times in Lévy flights with resetting. Physical Review E 92, no. 5 (2015): 052127.

[68] Rotbart, Tal, Shlomi Reuveni, and Michael Urbakh. Michaelis-Menten reaction scheme as a unified approach towards the optimal restart problem. Physical Review E 92, no. 6 (2015): 060101.

[69] Ray, Somrita, Debasish Mondal, and Shlomi Reuveni. Péclet number governs transition to acceleratory restart in drift-diffusion. Journal of Physics A: Mathematical and Theoretical 52, no. 25 (2019): 255002.

[70] Ahmad, Saeed, Indrani Nayak, Ajay Bansal, Amitabha Nandi, and Dibyendu Das. First passage of a particle in a potential under stochastic resetting: A vanishing transition of optimal resetting rate. Physical Review E 99, no. 2 (2019): 022130.

[71] Pal, Arnab, and V. V. Prasad. Landau-like expansion for phase transitions in stochastic resetting. Physical Review Research 1, no. 3 (2019): 032001.

[72] Besga, Benjamin, Alfred Bovon, Artyom Petrosyan, Satya N. Majumdar, and Sergio Ciliberto. Optimal mean first-passage time for a Brownian searcher subjected to resetting: experimental and theoretical results. Physical Review Research 2, no. 3 (2020): 032029.

[73] Ray, Somrita, and Shlomi Reuveni. Resetting transition is governed by an interplay between thermal and potential energy. The Journal of Chemical Physics 154, no. 17 (2021): 171103.
[74] Pal, Arnab, Sarah Kostinski, and Shlomi Reuveni. The inspection paradox in stochastic resetting. Journal of Physics A: Mathematical and Theoretical 55, no. 2 (2022): 021001.

[75] Bonomo, Ofek Lauber, Arnab Pal, and Shlomi Reuveni. Mitigating long queues and waiting times with service resetting. arXiv preprint arXiv:2111.02097 (2021).

[76] Pal, Arnab, Anupam Kundu, and Martin R. Evans. Diffusion under time-dependent resetting. Journal of Physics A: Mathematical and Theoretical 49, no. 22 (2016): 225001.

[77] Bhat, Uttam, Caterina De Bacco, and S. Redner. Stochastic search with Poisson and deterministic resetting. Journal of Statistical Mechanics: Theory and Experiment 2016, no. 8 (2016): 083401.

[78] Eliazar, Iddo, and Shlomi Reuveni. Mean-performance of sharp restart I: Statistical roadmap. Journal of Physics A: Mathematical and Theoretical 53, no. 40 (2020): 405004.

[79] Eliazar, Iddo, and Shlomi Reuveni. Mean-performance of sharp restart II: Inequality roadmap. Journal of Physics A: Mathematical and Theoretical 54, no. 35 (2021): 355001.

[80] Eliazar, Iddo, and Shlomi Reuveni. Tail-behavior roadmap for sharp restart. Journal of Physics A: Mathematical and Theoretical 54, no. 12 (2021): 125001.

[81] Hill, Mark O. Diversity and evenness: a unifying notation and its consequences. Ecology 54, no. 2 (1973): 427-432.

[82] Peet, Robert K. The measurement of species diversity. Annual review of ecology and systematics 5, no. 1 (1974): 285-307.

[83] Magurran, Anne E. Ecological diversity and its measurement. Princeton university press, 1988.

[84] Jost, L., 2006. Entropy and diversity. Oikos 113, no. 2, pp.363-375.

[85] Legendre, Pierre, and Louis Legendre. Numerical ecology. Elsevier, 2012.

[86] Kalbfleisch, John D., and Ross L. Prentice. The statistical analysis of failure time data. John Wiley & Sons, 2011.

[87] Kleinbaum, David G., and Mitchel Klein. Survival analysis: a self-learning text. Vol. 3. New York: Springer, 2012.

[88] Collett, David. Modelling survival data in medical research. CRC press, 2015.

[89] Barlow, Richard E., and Frank Proschan. Mathematical theory of reliability. Society for Industrial and Applied Mathematics, 1996.

[90] Finkelstein, Maxim. Failure rate modelling for reliability and risk. Springer Science & Business Media, 2008.

[91] Dhillon, Balbir S. Engineering systems reliability, safety, and maintenance: an integrated approach. CRC Press, 2017.

[92] Jelinek, Fred, Robert L. Mercer, Lalit R. Bahl, and James K. Baker. Perplexity—a measure of the difficulty of speech recognition tasks. The Journal of the Acoustical Society of America 62, no. S1 (1977): S63-S63.

[93] Kullback, Solomon, and Richard A. Leibler. On information and sufficiency. The annals of mathematical statistics 22, no. 1 (1951): 79-86.
[94] Kullback, Solomon. Information theory and statistics. Courier Corporation, 1997.

[95] Cox, David Roxbee. Renewal theory. Methuen, 1962.

[96] Ross, Sheldon M. Applied probability models with optimization applications. Courier Corporation, 2013.

[97] Falk, Harold. Inequalities of JW Gibbs. American Journal of Physics 38, no. 7 (1970): 858-869.

[98] Araki, Huzihiro, and Elliott H. Lieb. Entropy inequalities. In Inequalities, pp. 47-57. Springer, Berlin, Heidelberg, 2002.

[99] Renyi, Alfred. On measures of information and entropy. In Proceedings of the 4th Berkeley symposium on mathematics, statistics and probability, pp. 547-561, vol. 1, no. 547. 1961.

[100] Lenzi, E. K., R. S. Mendes, and L. R. Da Silva. Statistical mechanics based on Renyi entropy. Physica A: Statistical Mechanics and its Applications 280, no. 3-4 (2000): 337-345.

[101] Zyczkowski, Karol. Renyi extrapolation of Shannon entropy. Open Systems and Information Dynamics 10, no. 03 (2003): 297-310.