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Abstract

Cardiovascular disease is the leading cause of death worldwide. The diagnosis is made by non-invasive methods, but it is far from being comfortable, rapid, and accessible to everyone.

Speech analysis is an emerging non-invasive diagnostic tool, and a lot of researches have shown that it is efficient in speech recognition and in detecting Parkinson's disease, so can it be effective for differentiating between patients with cardiovascular disease and healthy people?

This present work answers the question posed, by collecting a database of 75 people, 35 of whom suffering from cardiovascular diseases, and 40 are healthy. We took from each one three vocal recordings of sustained vowels (aaaaa…, ooooo…. and iiiiiii…. ). By measuring dysphonia in speech, we were able to extract 26 features, with which we will train three types of classifiers: the k-near-neighbor, the support vectors machine classifier, and the naïve Bayes classifier.

The methods were tested for accuracy and stability, and we obtained 81% accuracy as the best result using the k-near-neighbor classifier.
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1. INTRODUCTION

A healthy human body returns to perfect blood circulation; the engine element behind this circulation is the heart. The heart is a muscle that pumps blood throughout the body.

Cardiovascular disease is abnormalities that harm the normal functioning of the heart; they are disorders that affect the heart and blood vessels. We can cite, as examples, coronary heart disease, cerebrovascular disease, peripheral arteriopathy, rheumatic heart disease, and venous thrombosis.

The world heart federation has declared that cardiovascular disease (CVD) is responsible for 17.5 million deaths per year worldwide. This death rate has put CVD at the top of the world's death causes. The world health organization (WHO) predicts that by 2030 the number of deaths will reach 23.6 million, and 1 of 10 people aged from 30 to 70 years old will die prematurely from cardiovascular disease. On the other hand, 80% of premature deaths could be avoided or delayed [1]. The following figure [2] shows a top 10 causes of death worldwide for the year 2017, published by the Institute for Health Metrics and Evaluation (IHME).

The 80% that can be avoided, requires early detection of CVD. For this reason, we need a reliable, precise, fast, and inexpensive tool that will make a distinction between cardiovascular patients and healthy people.

In order to respond to this task, a lot of researches have been carried out. Some of them tried to develop an automatic diagnosis based on the techniques of medical imaging, echocardiography, or magnetic resonance imaging (MRI). Other researches were based on the analysis of electrocardiogram signals (ECG) [3,4], while some others chose phono-cardiogram signals (PCG) [5,6]. The starting information and methods are different, but the goal remains the same – the development of an automatic diagnostic tool. All the previously provided methods used one or more information from the clinical examination of the individual concerned.

It has been suggested that the characteristics of the voice signal are associated with a number of different disease entities, including dyslexia, attention deficit hyperactivity disorder, Parkinson's disease and other neurological disorders [7, 8, 9]. Why is not it the case with CVD?

So, we came up with the idea of achieving the same goal but using a simple information source that does not require a clinical examination. This source is the human speech. Successful research into Parkinson's detection and speech recognition has inspired us, whence the present paper.

Clinical practice uses sustained vowels to assess the quality of the voice; it is for the speaker to pronounce a vowel maintained as long as possible and at a comfortable level. [10] Healthy people can stationary produce a sustained vowel, while this is
not the case for those with vocal impairments. [11, 12, 13]
And to distinguish between healthy and sick people using speech requires finding the difference in spoken speech. Therefore, we must study the speech dysfunctions of the two teams.

Fig. 1. Top 10 causes of death worldwide for 2017 from World Health Organization [2]

2. DATABASE DESCRIPTION

To conduct research on the differentiation between healthy people and patients with cardiovascular disease (CVD), we need a database with these two categories of people.

The first challenge encountered was collecting this database because, at first, it took a long time before convincing the director of the CHU as well as the head of the cardiology department. Afterwards, we had to wait for the hospitalization of cardiovascular patients, the end of their treatment period and the arrival of a new group of patients.

Our database consists mainly of 75 people, 40 of whom are healthy and 35 suffer from cardiovascular disease (CVD). We took 3 voice recordings for each individual pronouncing sustained vowels (aaaaa ..... / oooooo ...... / iiii .......). The duration of each recording is 5s, and the used device is a smartphone.

The following table summarizes the entire contents of the database:

| Database |
|----------|
| Total person | 75 |
| Healthy | 40 |
| Patient | 35 |
| Gender | |
| Women | 48% |
| Man | 52% |
| Age average | 55.5 years |
| Healthy | 55 years |
| Patient | 56 years |
| Total records | 225 |
| Sampling frequency | 44100 Hz |

3. METHODS

To distinguish between the people with (CVD) and the healthy ones using speech, we used Dysphonia measures for each of the two categories.

Before proceeding to the measures of the Dysphonia, we filtered and fragmented the recordings in order to keep only the useful part.

Then, we proceeded to the Dysphonia measurements which will be the subject of 26 characteristics extracted from speech for each recording; these built the training base for our used classifiers (k-NN, Naive Bayes, SVM). Validation was ensured by the k-folds cross-validation technique. The diagram in fig.2 presents all steps of our approach.

3.1. Signal acquisition

In this part, we used a smartphone, equipped by MEMS technology microphone, model (CMM-3729 AB-38308-TR) to obtain the records. This microphone operates in a bandwidth of [100 .... 10,000 Hz], has 65 dBA signal to noise ratio measure at 1 kHz by 94 dBA signal, and has 0.2% total harmonic distortion measure at 1 kHz by 94 dB signal. [14]

3.2. Segmentation & filtering

After the signal acquisition, we proceed on two essential steps. The first one consists of signal segmentation because our records take between 6 seconds and 10 seconds for each one, and contains some additional useless sounds. So, we propose a segmentation for each record to keep just the 5 seconds which represents the sustained vowel.

The second step is filtering because our records are a speech (vocal production), and this vocal production is made up of sounds with very specific frequency components, often given as the fundamental frequency (F0, corresponding to the carrier signal), and the first formants (Fi, spikes in the spectral amplitude due to the resonances of the duct voice). The vowels –in our case- are very
easily characterized by their formants. The frequencies used by human speech can therefore be between 110 and 7 kHz (speech communications).

But we filter the signal to keep just the bandwidth [300-3400 Hz] because our speech records contain sustained vowels, and the chosen bandwidth includes the fundamental frequency and the first 3 formants, which is sufficient for us.

So, we applied a Butterworth high pass filter with a cutoff frequency at 300Hz and seventh order succeeded by Butterworth low pass filter with a cutoff frequency at 3400Hz, and also with seventh order. The Butterworth filter choice came from its characteristics, the cutoff frequency is the same regardless of the filter order; the response in the bandwidth is very flat, and the attenuation slope can be increased by increasing the filter order.

The Butterworth filter choice came from its characteristics, the cutoff frequency is the same regardless of the filter order; the response in the bandwidth is very flat, and the attenuation slope can be increased by increasing the filter order.

3.3. Dysphonia measurement

In this step, we try to extract 26 features from each record. These features built the training datasets and were the keys to classify entities into healthy and sick with (CVD).

The 26 features are linear and non-linear parameters; we had frequency parameters, amplitude parameters, harmonic parameters, and some specific parameters dedicated to vocal disorder analysis.

We used the “Praat” software to extract all parameters, and the following table sums up all extracted features:

| Features extracted from voice signal | Description |
|-------------------------------------|-------------|
| 1. Median (Hz)                      | Depends on the number of vibrations per second produced by the vocal cords. The main acoustic correlate of tone and intonation |
| 2. Mean (Hz)                        |             |
| 3. Standard deviation (Hz)          |             |
| 4. Maximum (Hz)                     |             |
| 5. Minimum (Hz)                     |             |
| 6. Number of pulses                 |             |
| 7. Number of periods                |             |
| 8. Mean of periods (s: seconds)     |             |
| 9. Standard deviation of periods (s)|             |
| 10. Absolute (s)                    | Fundamental frequency variation measurements |
| 11. Local (%)                       |             |
| 12. RAP (%)                         |             |
| 13. PPQ5 (%)                        |             |
| 14. DDP (%)                         |             |
| 15. Local (%)                       | Amplitude variation measurements |
| 16. Local (dB)                      |             |
| 17. APQ3 (%)                        |             |
| 18. APQ5 (%)                        |             |
| 19. APQ11 (%)                       |             |
| 20. DDA (%)                         |             |
| 21. Mean autocorrelation            |             |
| 22. Mean noise to harmonics ratio   |             |
| 23. Mean harmonics to noise ratio (dB)|             |
| 24. Mean (dB)                       |             |
| 25. Maximum (dB)                    |             |
| 26. Minimum (dB)                    |             |

The table below presents the used mathematical expressions to extract features:

| Mathematical expressions of the extracted features |
|---------------------------------------------------|
| \( \text{jitta} = \frac{1}{N} \sum_{i=1}^{N-1} | | \( T_i - T_{i-1} \) \) |
| \( jittalocal = \frac{1}{N} \sum_{i=1}^{N} | | T_i \times 100 \) |
The main idea consists of a data projection from the technique in data analysis and data compression. Features selection technique, firstly, to reduce the matrix classification, we proceeded into a feature observation (a record). To get reliable results in representing 26 extracted features and each row is an observation (a record). We applied an optimization algorithm with the aim to select the optimum parameters to train our k-NN classifier. And the chosen parameters were Cosine distance and k=5 as a number of the neighbor.

### 3.5. Training & Validation of Classifiers

Finally, we had to train and validate our classifiers. We used 3 types of classifiers that are the k near neighbor, the support vector machine, and the Naive Bayes. All classifiers are subjected to the same cross-validation technique.

#### 3.5.1. Training phase

We have 75 people from whom we took 3 records each, so we collected 225 records. Then we extracted from each record 26 features which was reduced to 23 by the PCA features selection technique. Thus, we built a training dataset (225 rows = 225 observations; 23 columns = 23 features) for our used classifiers.

#### 3.5.2. The k-NN classifier

It is one of the most used classifiers in machine learning; it is meant to determine the k which represents the number of neighbors to take into consideration in the classification. A new entity will be classified as the same class as the majority of neighbors.

The nearest neighbor from the entity to classify depends on the distance which can be Euclidean, Cosine, Minkowski, or other types of distance. So, the number of neighbor k and the type of distance must be chosen carefully because it influences the accuracy of classification.

We applied an optimization algorithm with the aim to select the optimum parameters to train our k-NN classifier. And the chosen parameters were Cosine distance and k=5 as a number of the neighbor.

#### 3.5.3. The SVM classifier

It is a technique intended for discrimination and regression problems. Generally, this type of classifier is used for two-class discrimination problems but can be extended for multiclass problems.

The concept consists in building a decision limit named hyperplane separator in the features space,

| Function | Formula |
|----------|---------|
| RAP | $\frac{1}{N} \sum_{i=1}^{N-1} T_i - \left( \frac{1}{2} \frac{1}{N} \sum_{i=1}^{N-1} T_i \right) \times 100$ |
| PPQ5 | $\frac{1}{N} - 1 \sum_{i=2}^{N} |T_i - \left( \frac{1}{3} \frac{1}{N} \sum_{i=2}^{N} T_i \right)| \times 100$ |
| DDP | $\frac{1}{N - 2} \sum_{i=2}^{N-2} \left| T_i - \left( \frac{1}{3} \frac{1}{N} \sum_{i=2}^{N-2} T_i \right) \right| \times 100$ |
| Shim | $\frac{1}{N} - 1 \sum_{i=1}^{N-1} A_i - A_{i+1} \times 100$ |
| ShdB | $\frac{1}{N} - 1 \sum_{i=1}^{N-1} A_i - A_{i+1} \times 100$ |
| APQ3 | $\frac{1}{N} - 1 \sum_{i=2}^{N} A_i - \left( \frac{1}{3} \frac{1}{N} \sum_{i=2}^{N} A_i \right) \times 100$ |
| APQ5 | $\frac{1}{N} - 1 \sum_{i=2}^{N} A_i - \left( \frac{1}{3} \frac{1}{N} \sum_{i=2}^{N} A_i \right) \times 100$ |
| APQ11 | $\frac{1}{N} - 1 \sum_{i=2}^{N} A_i - \left( \frac{1}{3} \frac{1}{N} \sum_{i=2}^{N} A_i \right) \times 100$ |
| DDA | $\frac{1}{N - 2} \sum_{i=2}^{N-1} A_i - \left( A_{i+1} - A_i \right) \times 100$ |
| HNR | $10 \times \log_{10} \frac{AC(T) - AC(0)}{AC(T)}$ |
| HNR | $10 \times \log_{10} \frac{AC(T) - AC(0)}{AC(T)}$ |

Where, Ti represents the length of period, N represents the number of periods and Ai represents the Peak-to-peak amplitude.
maximizing the margin between samples from two different classes. These hyperplane separators are the support vectors, which determine the class of the new entity.

To calculate the support vectors, the SVM classifier algorithm uses different kernels, and each kernel has specific proprieties. Examples of these kernels are the Gaussian kernel, the RBF kernel, and the Linear kernel. The choice of the kernel is crucial for prediction accuracy, so we run an optimization algorithm to get the most appropriate SVM classifier properties, and the result was the Gaussian kernel.

3.5.4. The Naïve Bayes classifier

The Naïve Bayes classifier is a type of classifier probabilistic based on the theorem of Bayes; it is simple and belongs to the linear classifier family.

The prediction accuracy result for this classifier depends on the kernel choice, Gaussian kernel, Triangular kernel, Box kernel, or Epanechnikov kernel. The difference between all these kernels is determined by the formulas used in the algorithm. The best result using the Naïve Bayes classifier was for the Triangular kernel.

3.5.5. Validation phase

To validate our classifiers, we proceeded into k-folds cross-validation. This type of cross-validation consists of a random subdivision of the database by “k”, keep one of “k” subsets for validation, and training the classifier by all the rest “k-1” subsets. We repeated the operation “k” times until all the subsets may be used one time as a validation set; we calculated the performance score each time. The mean of the “k” squared errors average is finally calculated to estimate the prediction error. In our case the k=5.

After building the cross-validation model, the judgment consists of calculating three essential parameters – the accuracy, the sensitivity, and the specificity; their formulas are given below:

\[
\text{Accuracy}(\%) = \frac{TP + TN}{TP + FP + TN + FN} \times 100\% (1)
\]

\[
\text{Sensitivity}(\%) = \frac{TP}{TP + FN} \times 100\% (2)
\]

\[
\text{Specificity}(\%) = \frac{TN}{TN + FP} \times 100\% (3)
\]

4. RESULTS & DISCUSSION

In this section, we will present the findings. Fig.3 below presents two extracted features, from people with CVD and from healthy ones plotted together to note the difference between our two classes of people.

In the first part of the figure, we plotted the standard deviation of the pitch for records from the people with CVD and for the healthy one records.

In the second part of the figure, we have the standard deviation of the period for the two classes.

We can see that the area occupation for the people with CVD is more important and differs significantly from that of the healthy people. So, we come to conclude that the distinction can be done using speech. Table 4 describes the reached results for a first classification try, using all 26 features extracted from records to train classifiers.

![Comparison between healthy people & people with CVD](image)

Fig. 3. Comparison between healthy people & people with CVD

| Classifier          | Accuracy (%) | Sensitivity (%) | Specificity (%) |
|---------------------|--------------|-----------------|-----------------|
| K-Nearest Neighbor  | 78.46        | 80.07           | 76.85           |
| Support Vectors Machine | 70.54    | 69.08           | 72.00           |
| Naïve Bayes         | 63.88        | 65.45           | 62.31           |

Table 4 Classifiers result without application of features selection method
We have proceeded to a first classification try, by using all the extracted features, which provides us a training matrix 26*225, where 225 is the number of observations. We have subjected this matrix to different classifiers algorithms. The best provided result was reached by the KNN classifier that means it is the most adapted classifier for our database.

Fig.4 below shows the confusion matrix of the k-near-neighbor classifier; this confusion matrix specifies that our KNN classifier can detect the true positive feature by 80.7%, and the true negative one by only 76.85%. These results reveal the relation supposed to be holding between speech and CVD, and also that we have to improve the classification accuracy.

To increase the classification accuracy, we have proceeded to a PCA features selection technique. Table 5 describes the results for our second try of classification; this time we trained our classifiers by the matrix generated by the PCA algorithm, which contains 23 principal components instead of our 26 extracted features.

The used features selection technique has improved all the performances of our used classifiers, and the KNN classifier is still the best. Fig.5 shows the confusion matrix of the k-near-neighbor classifier after PCA technique of features selection.

We can also plot the Receiver Operating Characteristic of our three classifiers to compare the results achieved. Fig. 6 below describes that comparison.

As shown in the figure, the area under the plot of the KNN classifier is larger than those of the SVM and Naïve Bayes classifiers; therefore, we conclude that the KNN classifier is better in this case.

| Classifier          | Accuracy (%) | Sensitivity (%) | Specificity (%) |
|---------------------|--------------|-----------------|-----------------|
| K-Near Neighbor     | 81.51        | 82.46           | 80.56           |
| Support Vectors Machine | 75.28        | 78.50           | 72.06           |
| Naive Bayes         | 70.45        | 70.00           | 70.09           |

The CVD is still the cause number one of death worldwide, but we can avoid 80% of death if we detect earlier people with CVD, and to ensure detection we have to make the assessment and diagnostic precise, fast, and inexpensive.

To achieve this, we used the speech as a tool of diagnostic, to distinguish between people with CVD and healthy ones. So, we have collected a database that contains multiple records from different people who pronounce sustained vowels

5. CONCLUSION

The CVD is still the cause number one of death worldwide, but we can avoid 80% of death if we detect earlier people with CVD, and to ensure detection we have to make the assessment and diagnostic precise, fast, and inexpensive.

To achieve this, we used the speech as a tool of diagnostic, to distinguish between people with CVD and healthy ones. So, we have collected a database that contains multiple records from different people who pronounce sustained vowels
To improve the assessment of CVD, we have reduced the training matrix which contains 26 features and 225 observations, to another matrix 23*222 by the PCA feature selection technique.

We have used 3 classifiers, the K-near-neighbor, the support vectors machine, and the Naive Bayes. Choosing the K-near neighbor and cosine distance made the KNN classifier the most successful classifier. The best classification accuracy result was 81.50%.
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