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ABSTRACT

Decision-tree-based ensemble classification methods (DTEMs) are a prevalent tool for supervised anomaly detection. However, due to the continued growth of datasets, DTEMs result in increasing drawbacks such as growing memory footprints, longer training times, and slower classification latencies at lower throughput. In this paper, we present, design, and evaluate RADE - a DTEM-based anomaly detection framework that augments standard DTEM classifiers and alleviates these drawbacks by relying on two observations: (1) we find that a small (coarse-grained) DTEM model is sufficient to classify the majority of the classification queries correctly, such that a classification is valid only if its corresponding confidence level is greater than or equal to a predetermined classification confidence threshold; (2) we find that in these fewer harder cases where our coarse-grained DTEM model results in insufficient confidence in its classification, we can improve it by forwarding the classification query to one of expert DTEM (fine-grained) models, which is explicitly trained for that particular case. We implement RADE in Python based on scikit-learn and evaluate it over different DTEM methods: RF, XGBoost, AdaBoost, GBDT and LightGBM, and over three publicly available datasets. Our evaluation over both a strong AWS EC2 instance and a Raspberry Pi 3 device indicates that RADE offers competitive and often superior anomaly detection capabilities as compared to standard DTEM methods, while significantly improving memory footprint (by up to 5.46×), training-time (by up to 17.2×), and classification latency (by up to 31.2×).

1 INTRODUCTION

1.1 Background and related work

Supervised anomaly detection includes a wide range of applications such as finance, fraud detection, surveillance, health care, intrusion detection, fault detection in safety-critical systems, and medical diagnosis. For example, anomalies in network traffic could mean that a hacked device is sending out sensitive data to an unauthorized destination; anomalies in a credit card transaction could indicate credit card or identity theft; and, anomaly readings from various sensors could signify a faulty behavior in hardware or a software component. A popular supervised machine learning (ML) solution for anomaly detection is to employ decision-tree-based ensemble classification methods (DTEMs) which rely on either bagging or boosting techniques to improve the detection capabilities, as explained in the following.

Bagging (or bootstrap aggregation) (Breiman, 1996) is used to reduce the classification variance and by that improve its accuracy. Random Forest (RF) (Breiman, 2001) is the most well-known decision-tree-based bagging method, which grows each decision tree according to a random sub-sample of the features and the data instances, resulting in different trees. Then, a majority vote is used to determine the classification.

Several studies (Zhang & Zulkernine, 2005; Singh et al., 2014; Tavallaee et al., 2009; Hasan et al., 2014) have proposed using RF for supervised anomaly detection. For instance, (Zhang & Zulkernine, 2005) employed RF for anomaly detection by using data mining techniques to select features and handle the class imbalance problem; and, (Singh et al., 2014) provided a scalable implementation of quasi-real-time intrusion detection system.

RF is a popular classifier as it offers many appealing advantages over other classification methods, such as Neural Networks (Ashfaq et al., 2017), Support Vector Machines (Gan et al., 2013), Fuzzy Logic methods (Bridges et al., 2000), and Bayesian Networks (Kruegel & Vigna, 2003). Specifically, RF offers: (1) robustness and moderate sensitivity to hyper-parameters; (2) low training complexity; (3) natural resilience to deal with imbalanced datasets and tiny classes with very little information; (4) embedded feature selection and ranking capabilities; (5) handling missing, categorical and continuous features; (6) interpretability for advanced human analysis for further investigation or whenever such capability is required by regulations (Right to explanation, 2019), e.g., in order to understand the underlying risks. To that end, an RF can be interpreted by different methods, such as (Banerjee et al., 2012).
All these aforementioned advantages are repeatedly pointed out in the literature via analysis as well as comparative tests (see Resende & Drummond, 2018; Moustafa et al., 2018; Habeeb et al., 2018 and references therein) especially for intrusion detection (IDS) purposes (Zhang & Zulkernine, 2005; Tavallae et al., 2009; Hasan et al., 2014), fraud detection (Xuan et al., 2018) and online anomaly detection capabilities (Zhao et al., 2018; Singh et al., 2014).

Boosting. Unlike bagging, boosting primarily reduces classification bias (and also variance). Many popular decision-tree-based boosting methods such as GBDT (Friedman, 2001; Hastie et al., 2009), XGBoost (Chen & Guestrin, 2016), LightGBM (Ke et al., 2017) and AdaBoost (Freund et al., 1996) employ the boosting concept, usually, by using iterative training. For example, in Adaptive Boosting, a weak classifier such as a stump is added at each iteration (unlike bagging methods that use fully grown trees) and typically weighted with respect to its accuracy. Then, the data weights are readjusted such that a higher weight is given to the misclassified instances. In Gradient Boosting, a small decision tree (e.g., with 8–32 terminal nodes) is added at each iteration and scaled by a constant factor. Then, a new tree is grown to reduce the loss function of the previous trees. For both methods, the next trees are trained with more focus on previous misclassifications.

Decision-tree-based boosting methods are known to be among the best off-the-shelf supervised learning methods available (Roe et al., 2006; Schapire, 2003; Liu et al., 2017; Roe et al., 2005), achieving excellent accuracy with only modest memory footprint, as opposed to RF that is usually memory bounded. Boosting methods also share many of the aforementioned advantages offered by RF such as natural resilience to deal with imbalanced datasets and tiny classes, embedded feature selection, and ranking capabilities, and handling missing, categorical and continuous features (Jin & Chuang, 2017).

Decision-tree-based boosting methods are also known to be especially appealing for anomaly detection purposes where data is often highly imbalanced (e.g., credit card transactions or cyber-security) (Pfahringer, 2000; Li, 2012). This is mainly because decision-tree-based boosting methods alter their focus between the different iterations on the more difficult training instances. This often produces a stronger strategy to deal with imbalanced datasets by strengthening the impact of the anomalies and, when adequately trained, boosting methods may usually achieve higher accuracy (as well as precision and recall) than a traditional RF classifier. That being said, boosting methods are also more sensitive to overfitting than RF, especially when the data is noisy (Dietterich, 2000). The training of boosting-based methods generally takes much longer than RF, mainly since the trees are built sequentially and compute-intensive tasks such as classification and data weights readjustments take place at every iteration. Moreover, boosting-based methods are harder to tune as compared to RF, as they have more parameters and higher sensitivity to these parameters.

Finally, both bagging (RF) and boosting methods are prevalent tools for supervised anomaly detection with shared and distinct pros and cons, and there is no clear winner in this classification contest as the best classifier often depends on the specific dataset and the application.

1.2 Challenges

In recent years, supervised anomaly detection via DTEMs is becoming extremely difficult. This is because traditional bagging DTEMs (i.e., random forest) classifiers can be highly effective, but tend to be memory bound, and slower at classification (Liaw et al., 2002; Van Essen et al., 2012; Mishina et al., 2015). Furthermore, the classification latency of an RF increases with the RF depth (Asadi et al., 2014). Accordingly, previous work suggested different approaches to tackle the memory and performance drawbacks of RF. The study of (Van Essen et al., 2012) achieves deterministic latency by producing compact random forests composed of many, small trees rather than fewer, deep trees. Other studies (Asadi et al., 2014; Browne et al., 2018) optimize memory-layouts of RF, which reduces cache misses. On the other hand, boosting DTEMs are slow to train and tune and also admit slower classification as the number of trees increases (Appel et al., 2013; Ravanshad, 2018).

Much effort has been made to address these drawbacks. For example, recent scalable implementations of the tree-based gradient boosting methods include: XGBoost (Chen & Guestrin, 2016) that supports parallelism and uses pre-sorted and histogram-based algorithms for computing the best split; LightGBM (Ke et al., 2017) that uses a novel technique of Gradient-based One-Side Sampling (GOSS) to filter out the data instances for finding a split value; CatBoost (Prokhorenkova et al., 2018) that implements ordered boosting, a permutation-driven alternative to the classic algorithm and an innovative algorithm for processing categorical features (e.g., giving indices of categorical columns such that it can be encoded by one-hot encoding). For Adaptive boosting (i.e., AdaBoost), several approaches have been suggested as well to accelerate its slow training (Chu & Zaniolo, 2004; Seyedorosseini et al., 2011; Olson, 2017). For example (Seyedorosseini et al., 2011) introduces a new sampling strategy (WNS) that selects a representative subset of the data at each iteration and by that reducing the number of data points onto which AdaBoost is applied.

Nevertheless, both bagging and boosting DTEM methods are challenged by the continuous growth of datasets (Li et al., 2014) in terms of the number of features, data instances, and the increasing demand for lower memory footprints, faster training, and lower classification latency. That is, while a sufficiently large DTEM classifier may offer a satisfactory anomaly detection capabilities when adequately trained, it would typically suffer from at least one of the
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Table 1: Baseline DTEM models. Number of trees and tree depth limitations for each DTEM classifier and dataset (RF is trained without tree depth limitation).

| DTEM | KDD   | CCF   | FC    |
|------|-------|-------|-------|
| RF   | $C(150, None)$ | $C(85, None)$ | $C(80, None)$ |
| GBDT | $C(1400, 5)$   | $C(600, 5)$    | $C(2000, 3)$   |
| XGBoost | $C(1000, 5)$ | $C(1600, 5)$   | $C(2800, 3)$   |
| LightGBM | $C(700, 3)$   | $C(1100, 2)$   | $C(1000, 3)$   |

The following drawbacks: (1) large memory footprint; (2) long training (which also incurs high energy consumption); (3) high classification latency and low classification throughput. Overcoming these drawbacks is essential for efficient DTEM-based anomaly detection systems that are required to have the ability to quickly train a proper classifier in a timely manner and to offer low classification latency and high throughput at reasonable memory footprints and costs.

1.3 Contributions

In this paper, we present RADE, which addresses the aforementioned drawbacks of DTEM methods. RADE is orthogonal to the discussed bagging and boosting techniques and can augment them to form more efficient DTEM classifiers. We implement and evaluate RADE for RF, XGBoost, AdaBoost, GBDT, and LightGBM.

The design of RADE mainly relies on the two following observations, which are further detailed in Section 2:

1. We find that a small (coarse-grained) DTEM model is sufficient to classify the majority of the classification queries correctly. To that end, we define a confidence level threshold, such that a classification is considered to be valid only when its classification confidence level is higher than or equal to this given threshold.

2. We find that in these fewer harder cases where our coarse-grained DTEM model exhibits insufficient confidence in its classification, we can improve it by forwarding the classification query to one of expert DTEM (fine-grained) models, which is explicitly trained for that particular case.

Finally, in Section 5, we present evaluation results over three publicly available datasets and on a strong AWS EC2 instance as well as on a Raspberry Pi 3 device. The results are consistent and indicate that RADE always offers competitive and often superior anomaly detection capabilities as compared to the standard DTEM methods. For Bagging (RF), RADE significantly improves the training-time (by up to 6.42×), classification latency (by up to 7.23×), and memory consumption (by up to 3.46×); For Boosting (e.g., XGBoost and AdaBoost), RADE significantly improves the classification latency (by up to 31.2×) and training time (by up to 17.2×), while being competitive in model memory footprint (always in the range of [0.64×, 2.92×]).

2 RADE PRELIMINARIES

2.1 Baseline DTEM models

We evaluate RADE and quantify its benefits by comparing it to standard DTEM models we term baseline models. Specifically, we define a baseline model for three different datasets (KDD (Machine Learning Repository - UCI, 1999), Credit-Card Fraud (CCF) (Machine Learning Group - ULB, 2013), and Forest Cover (FC) (Machine Learning Repository - UCI, 1998)) and for five different DTEM classifiers (RF (Breiman, 2001), GBDT (Friedman, 2001; Hastie et al., 2009), XGBoost (Chen & Guestrin, 2016), LightGBM (Ke et al., 2017) and AdaBoost (Freund et al., 1996)). For each dataset and DTEM classifier, we choose the baseline model for comparison by sweeping over different parameters and conducting 5-fold cross-validation for each measurement.

Figure 1 shows two such examples. In these specific examples, we depict the $F_1$ score as a function of the number of trees for the RF model over the KDD dataset (1(a)) and for the XGBoost model over the FC dataset (1(b)). Note that we conduct sweeps over the number of trees for different parameters (e.g., class/sample weights for RF, the number of features to consider for a split, tree depth limitations, learning rate for XGBoost) and in these examples, the other parameters are already chosen accordingly.

Remark. Interestingly, these two sweeps already point out the weaknesses of bagging and boosting methods: (1) The sweep in Figure 1(a) lasted for 699 seconds and required 205 MB, whereas a similar sweep for XGBoost (over KDD) lasted as much as 14865 seconds but required only 8 MB; (2) Similarly, the sweep in Figure 1(b) lasted for 25442 seconds and required 47 MB, whereas a similar sweep for RF (over FC) lasted only 425 seconds but required 340 MB.

ML performance metric. In this paper, we use per-class $F_1$ score to quantify the anomaly detection capabilities of

1These specific baseline tuning examples were conducted on an Intel(R) Core(TM) i7-7700 CPU @ 3.60GHz with 4 Cores and 8 Logical Processors.
Figure 2 exemplifies via three datasets (KDD, CCF and FC) the useful classification fraction and its resulting F1 score by a small (coarse-grained) model, when a classification is valid only if its confidence level is greater than or equal to a given classification confidence threshold (CCT). Our observation is that most classifications can be achieved by a coarse-grained model, with a similar/higher resulting F1 score as compared to the F1 score achieved by a much bigger model – termed baseline model. The vertical lines indicate the lowest CCT for each dataset and model such that the resulting F1 score exceeds the F1 score by a baseline model (see Table 1 for details). Note that any other CCT value can be set according to the desired tradeoff between the useful classification fraction and its resulting F1 score. Demonstrated for KDD (Machine Learning Repository - UCI, 1999), Credit Card Fraud (CCF) (Machine Learning Group - ULB, 2013), and Forest Cover (FC) (Machine Learning Repository - UCI, 1998) datasets, over five different DTEM classifiers, RF (Breiman, 2001), GBDT (Friedman, 2001; Hastie et al., 2009), XGBoost (Chen & Guestrin, 2016), LightGBM (Ke et al., 2017) and AdaBoost (Freund et al., 1996). In all evaluations, we use a 5-fold cross validation and depict the mean value and variance.

ML models since this score takes into account the imbalanced nature of the datasets in anomaly detection use-cases. Nevertheless, we also consider the Area Under the Curve (AUC) and Average Precision (which is more suitable for skewed datasets) metrics, and obtain similar results.

**Classifier configuration.** For ease of exposition, we denote a classifier with $T$ trees, each limited to a depth of $D$, by $C(T, D)$. A classifier without a depth limitation is denoted by $C(T, \text{None})$. Table 1 summaries the baseline DTEM classifiers which we use throughout the paper.

### 2.2 Observations
In this work, we target binary supervised anomaly-detection classification with Normal and Anomaly imbalanced classes, and discuss multi-class anomaly detection as a future direction/extension of RADE in Section 6. In the following, we describe the two main aforementioned observations which our solution is based on.

**Observation 1: A small DTEM model can classify most of the classification queries with a high F1 score.**

Figure 2 exemplifies via three datasets (KDD, CCF and FC). Further details are in Section 5.1, and over five DTEMs (RF, GBDT, XGBoost, LightGBM, and AdaBoost) that a small DTEM model, which we term coarse-grained, can be used to correctly classify the majority of classification queries (but not necessarily all) by requiring a sufficiently high classification confidence level. That is, the classification result of the coarse-grained model is valid only if its corresponding confidence level is greater than or equal to a predetermined classification confidence threshold (denoted by CCT), rather than simply accepting any classification confidence. We empirically find that this approach of setting a higher CCT value to make a valid classification,
results in a high fraction of the data instances being valid classifications with a high $F_1$ score for both Normal and Anomaly classes. Specifically, as can be seen in Figure 2, the fraction of the valid classifications (out of the total data instances) reduces as CCT increases, and their respective $F_1$ score increases\(^4\) since only the classifications with a higher confidence level (i.e., valid) are being considered\(^5\). Furthermore, the fraction of the Normal data instances is significantly higher than the Anomaly fraction as CCT increases. Intuitively, this is because the Anomaly labeled instances are harder to classify, as there are significantly fewer Anomaly instances than the Normal instances available for training.

We have found this observation to be consistent for all tested datasets. These include the three datasets discussed in this paper, as well as a Bankruptcy data set (Machine Learning Repository - UCI, 2013; Zieba et al., 2016), a Shuttle data set (Machine Learning Repository - UCI, 1988) and different synthetic datasets generated by the scikit-learn machine learning Python package (Pedregosa et al., 2011).

As we later discuss and demonstrate, any CCT value can be set according to the desired tradeoff between the useful classification fraction and its resulting $F_1$ score. The vertical black lines in Figure 2 indicate the lowest CCT for each dataset and classifier such that the resulting $F_1$ score of the valid classifications of both the Normal and Anomaly classes exceed the total $F_1$ score of its corresponding baseline model, as detailed in Table 1 (for the baseline models, a valid classification is any classification with a confidence level of a least 0.5, i.e., all classification queries are valid and considered). Finally, we provide two examples to clarify the findings depicted by Figure 2.

**Example 1.** By setting CCT=0.995 (instead of the usual 0.5) when using the RF model, $C(20, 10)$, for the CCF dataset, we obtain that a fraction that accounts for 51.6% of the Normal data instances is classified with $F_1$ score of $\approx 0.99991$; and a fraction that accounts for 45.5% of the Anomaly data instances is classified with $F_1$ score of $\approx 0.943$. Whereas, the corresponding baseline DTEM model, $C(450, 3)$, achieves $F_1$ score of $\approx 0.99974$ and $\approx 0.8344$, respectively. **Example 2.** By setting CCT=0.99 (instead of the usual 0.5) when using the XGBoost model, $C(70, 5)$, for the KDD dataset, we obtain that a fraction that accounts for 99.8% of the Normal data instances is classified with $F_1$ score of $\approx 0.99993$; and a fraction that accounts for 94.2% of the Anomaly data instances is classified with $F_1$ score of $\approx 0.99992$. Whereas, the corresponding baseline DTEM model, $C(450, 3)$, achieves $F_1$ score of $\approx 0.99993$ and $\approx 0.9962$, respectively.

**Observation 2: Train expert (fine-grained) classifiers to succeed specifically where the coarse-grained model is not sufficiently confident.** When applying the approach suggested by the previous Observation 1, we remain with a small fraction of the data instances without a valid classification by the coarse-grained model due to an insufficient classification confidence level (i.e., queries for which the top-1 class probability is lower than CCT). These queries are the harder data instances and, most importantly, as depicted in Figure 2, contain most of the anomalies as the CCT increases.

Our second main observation is that we can leverage the classification distribution vector of the coarse-grained model over the training data to: (1) filter most of the training data by using a training confidence threshold (TCT), and (2) train expert classifiers, which we term fine-grained models, that are trained to succeed specifically where the coarse-grained model is not sufficiently confident and is more likely to make a classification mistake. The training dataset of each fine-grained classifier is defined according to TCT and the resulting classification distribution vectors of the coarse-grained model (see Section 3 for more details).

As we show in Section 5.2, these training datasets of the fine-grained classifiers are tailored such that they focus on the harder data instances and improve the Normal to Anomaly ratio of the labeled instances as compared to the training dataset of the coarse-grained and baseline classifiers. As a result, we find that the fine-grained models achieve better $F_1$ score for the low-confidence data instances.

Furthermore, these tailored training datasets are much smaller as compared to the training sets of the coarse-grained and baseline classifiers, which in turn significantly reduces the required training time (and hence the corresponding energy consumption). This attribute is especially appealing for the boosting methods (see Section 5).

### 2.3 The intuition behind RADE

So far, we have mainly discussed the ML-performance of RADE and why, intuitively, it is expected to result in a high $F_1$ score. Now we discuss further intuition to why RADE also results in lower memory footprint, lower training time (and hence lower energy consumption) and lower classification latency, as compared to the baseline models.

The training time complexity of DTEM methods depends on the size of the training dataset (i.e., the number of training instances), the number of features, the number of trees and their depth limitations (if there are any). Whereas, the classification latency mostly depends on the model size (i.e., the number of trees, and their depths).

Clearly, the smaller model size of a coarse-grained classi-
Coarse-grained classification for most confidence levels is higher than CCT.

(a) RADE architecture.

Coarse-grained classification for low confidence classifications: coarse-grained classification confidence level is lower than CCT.

(b) RADE confidence level driven training.

(c) RADE confidence level driven classification.

Figure 3: RADE architecture - a small (coarse-grained) model and two expert (fine-grained) models. The training confidence threshold (TCT) at the coarse-grained model determines the training data for each fine-grained classifier. For classification, the classification confidence threshold (CCT) at the coarse-grained model determines whether a classification query takes the short or the long path and which fine-grained model is queried for the latter case.

RADE: Resource-Efficient Supervised Anomaly Detection Using Decision Tree-Based Ensemble Methods

3 RADE

Training. Algorithm 1 describes the procedure for training a RADE model. It begins with the training of a coarse-grained model (denoted by $M_{cg}$) using the entire labeled dataset. Next, we train the fine-grained models (denoted by $M_{fg}$ for fine-grained model $i$). To that end, we classify the labeled dataset by the coarse-grained model (line 5). Then, if the confidence level of the predicted top-1 class is lower than the given training threshold (TCT), the labeled data instance is forwarded to both experts if its label is Anomaly (lines 7-9) or otherwise to a single fine-grained model according to the prediction made by $M_{cg}$ (lines 11-15). Notice that in lines 11-15, the data instances are forwarded according to their low-confidence coarse-grained classification, and not according to their labels. The reason is that we train the fine-grained models to succeed specifically where the coarse-grained model is insufficiently confident and is more likely to make a mistake. More specifically, as illustrated in Figure 3(b), the data instances that are forwarded to fine-grained model 1 contain: (1) all low confidence Anomaly instances, and (2) low confidence Normal instances that are correctly classified by the coarse-grained model. Intuitively, this model becomes an expert in distinguishing between Normal instances that are correctly classified by the coarse-grained model and Anomaly instances. Likewise, the data instances that are forwarded to fine-grained model 2 contain: (1) all low confidence Anomaly instances, and (2) low confidence Normal instances that are misclassified by the coarse-grained model. Intuitively, this model becomes an expert in distinguishing between misclassified Normal instances by the
coarse-grained model and Anomaly instances. The Anomaly class is significantly smaller (usually by orders of magnitude) than the Normal class in terms of the number of instances, and its low-confidence subset is even smaller. This fact results in two potential drawbacks, which we mitigate by the duplication of the low-confidence Anomaly labeled instances to both fine-grained models (lines 8-9), as explained in the following:

**Less accurate Anomaly coarse-grained classification:** Since the coarse-grained model is trained using a rather small number of Anomaly instances as compared to the number of Normal instances, its classifications over these instances are very noisy with many misclassifications as compared to the Normal instances (see Figure 2). Namely, the classification distribution vector over these instances has a significant variance, which is even more severe for the low-confidence Anomaly subset. This makes the classification of the coarse-grained model as to which fine-grained model we need to send a specific low-confidence Anomaly instance less reliable (unlike for the Normal instances).

**Increased overfitting likelihood by the fine-grained models:** Due to the small cardinality of the low-confidence subset of the Anomaly instances, it is more likely for a fine-grained classifier to receive a non-sufficient number of such instances for training. This, in turn, increases the likelihood of overfitting the model. That is, it is more likely for the training of a fine-grained classifier to terminate in a state in which it has a nearly perfect $F_1$ score for the low-confidence subset of the Anomaly instances that were forwarded by the coarse-grained model for its training, but this fine-grained model is likely to be less accurate at classification of a low-confidence Anomaly instance that may have been sent to the wrong fine-grained model and thus is more likely to be too different from other labeled instances this fine-grained classifier was trained on.

Therefore, by forwarding all the low-confidence subset of Anomalies to both experts, as we empirically find in our evaluations, reduces the likelihood of both drawbacks and makes the fine-grained models better experts for those queries in which the coarse-grained model is more likely to make a classification mistake (i.e., Observation 2).

Note that this duplication (i.e., lines 8-9) results in a very low overhead in terms of the number of data instances used for the fine-grained models training (see Table 2).

**Classification.** Algorithm 2 describes the procedure for a classification by RADE, and Figure 3(c) illustrates it. First, we classify an arriving data instance by the coarse-grained model (lines 1-2). Whenever the resulting confidence level of the top-1 classification is greater than or equal to the classification confidence threshold, CCT, the classification by the coarse-grained model is valid and therefore returned (line 4). As shown in Figure 2, we empirically find that most of the data instances result in a high confidence level. Therefore, since the size of the coarse-grained model is small, these classification instances experience an extremely low-latency and high-throughput classification. The remaining small fraction of the data instances whose coarse-grained classification is not valid (i.e., which their resulting confidence level is lower than CCT) is forwarded to one of the fine-grained models, which is chosen according to the coarse-grained classification (lines 6-9). Specifically, if the coarse-grained low-confidence classification is Normal, then the instance is forwarded to fine-grained model 1 which is trained to distinguish between Normal instances that are correctly classified by the coarse-grained model and Anomaly instances (see Figure 3(b)). Likewise, if the coarse-grained (low-confidence) classification is Anomaly, then the instance is forwarded to fine-grained model 2 which is trained to distinguish between Normal instances that are misclassified by the coarse-grained model and Anomaly instances.

**Putting it all together.** Figure 3 depicts a high-level architecture of RADE, and the training and classification data-forwarding schemes. We may use different confidence level thresholds for the fine-grained models training (TCT) and the classification/anomaly detection (CCT), such that TCT$\geq$CCT. The intuition for why it may be of interest to set TCT$>$CCT, is that it allows to train the fine-grained
models with a bigger subset of the labeled data instances as compared to the classification subset that is forwarded to them. Tuning TCT, as we empirically find in our evaluations, often improves the anomaly detection capabilities (in terms of $F_1$ score) for a modest price in training time and fine-grained model sizes.

Intuitively, the fine-grained models provide better classification and hence better anomaly detection for the uncertain classifications than the coarse-grained model for the following reasons: (1) we allow the fine-grained models to have more resources as compared to the coarse-grained model (see Section 5.2 for more details); (2) the fine-grained classifiers are trained by a much smaller fraction of the labeled training data. Essentially, each fine-grained model becomes an expert for its corresponding labeled data fraction, which represents the uncertain (and some of the wrong) classifications by the coarse-grained model. Note that when a classification query is forwarded to a fine-grained model, it is solely determined by this fine-grained model.

**RADE model.** For ease of exposition, we define a specific configuration of a RADE model by a tuple $R(C(T_{cg}, D_{cg}), C(T_{fg}, D_{fg}), CCT, TCT)$, that states the size limitation of the coarse-grained model followed by the size limitation of the fine-grained models and finally the classification and training confidence thresholds.

## 4 IMPLEMENTATION

RADE implementation is written in Python 3.6 and is based on the scikit-learn library\(^6\) (Pedregosa et al., 2011). RADE can augment any scikit-based DTEM classifier. Specifically, we execute RADE for internal scikit classifiers (RandomForest (Scikit - RF, 2019), GradientBoosting (Scikit - GBDT, 2019), and AdaBoost (Scikit - ADABOOST, 2018)), as well as for Python packages (lightgbm-v2.2.3 (PyPI, LightGBM, 2019), and xgboost-v0.90 (PyPI, XGBoost, 2018)).

## 5 EVALUATION

### 5.1 Datasets

As mentioned, we use three different datasets, where all are widely used, publicly available, and reproducible. To establish consistency for RADE, we chose the dataset such that they are all from different areas and use-cases as well as with different levels of skewness (*i.e.*, the Normal to Anomaly number of instances ratio).

**KDD (Machine Learning Repository - UCI, 1999).** This dataset is a popular benchmark and is widely used for evaluation of IDS systems (Dhanabal & Shantharajah, 2015; Kayacik et al., 2005; Sabhnani & Serpen, 2003). It was used for The Third International Knowledge Discovery and Data Mining Tools Competition in which the task was to build a network intrusion detector. This database contains a standard set of data to be audited, which includes a wide variety of intrusions simulated in a military network environment. In our evaluation, we treat all intrusions (*e.g.*, DoS, Probe, R2L) as Anomalies (24.389%) and all non-hostile connections as Normal.

**Credit Card Fraud (CCF) (Machine Learning Group - ULB, 2013).** This is a popular dataset that is used for anomaly and fraud detection benchmarking. (Dal Pozzolo et al., 2015; Carcillo et al., 2017; Lebichot et al., 2020; Carcillo et al., 2019; Dal Pozzolo, 2015). The datasets contains transactions made by credit cards in September 2013 by European cardholders. This dataset presents transactions that occurred in two days, with frauds which we treat as Anomalies (0.172%) where all the rest are legitimate transfers and treated as Normal class.

**Forest Cover (FC) (Machine Learning Repository - UCI, 1998).** This dataset is used in predicting forest cover type from cartographic variables (Blackard, 2000; Gama et al., 2003; Oza & Russell, 2001; Obradovic & Vucetic, 2004). This study includes four wilderness areas located in the Roosevelt National Forest of northern Colorado. Class 2 is considered as Normal, and class 4 as Anomaly (0.9%).

### 5.2 Tuning RADE

The tuning of a RADE classifier starts by identifying a set of sensible candidate hyperparameters for the coarse-grained model. Recall that we want a small coarse-grained model that can make valid classifications for most of the data instances with a high $F_1$ score (*e.g.*, Figure 2).

To that end, a set of such sensible hyperparameters may be derived by looking at known default configurations and thumb rules for a specific standard full-sized classifier and for similar datasets (if such are known) and considering smaller sized options such that the resulting coarse-grained model will be smaller than a standard full-sized classifier by some constant factor (*e.g.*, $5\times$). The candidate hyperparameters for the fine-grained models are then chosen similarly but by considering larger sizes (*i.e.*, number of trees, depth limitations) varying from the coarse-grained and up to a standard model size.

Next, we need to consider candidate CCT and TCT values. The set of interest is always $0\leq CCT \leq TCT \leq 1$ sampled according to some granularity (*e.g.*, 0.05).

Finally, once we have our grid of sensible hyperparameter configurations for RADE, we perform iterations of our 5-fold cross-validation process, each time using different model settings from this predetermined set. This grid-search tuning process is no different from standard practice. Clearly, these parameters are not guaranteed to be optimal. With that said, finding satisfactory hyperparameters often requires an extensive grid-search, like any other classifier. *Example.* We next demonstrate how CCT and TCT affect the $F_1$ score, classification latency, training time, and model size. Figure 4(a) presents these metrics vs. different values of CCT (with TCT=CCT for simplicity) of a RF-based

\[^6\]v0.21.3 - released on July 30, 2019 (current stable version).
We identify two CCT values, CCT=0.915 and CCT=1, that achieve the highest Anomaly $F_1$ (marked in the graph). Notice that, CCT=1 results in forwarding most of the test dataset to the fine-grained models, which in turn increases the classification latency. Moreover, as TCT increases, a higher fraction of the training-data is being forwarded to the fine-grained models, which in turn increases both the model size and training-time.

Table 4(b) also presents the Normal to Anomaly ratio of the training data instances that are forwarded to each of the fine-grained models. As can be seen, this ratio is further improved as compared to the original dataset ratio (581.4) for fine-grained model 1 with CCT=0.915 (while CCT=1 results in a ratio similar to the original one). Notice that, for fine-grained model 2, the ratio is lower than one, which means that the model is being trained with more Anomaly-labeled instances than Normal-labeled ones. Additionally, the table presents these attributes for $R(C(20, 10), C(25,10), 0.5, 0.5)$ model, which is essentially identical to $C(20, 10)$ (a smaller baseline model), that returns all of the data instance classifications only by the coarse-grained model. This RADE model demonstrates that the fine-grained models are essential to achieve sufficient Anomaly $F_1$, even when their total test dataset fraction is relatively low (e.g., 2.34% for CCT=0.915).

A better CCT and TCT configuration for this RADE model, $R(C(20, 10), C(25,10), 0.995, 1.0)$, is achieved by the grid-search process mentioned above, as further detailed next in Table 2.

### 5.3 RADE vs. standard methods

We compare RADE to the baseline models over an AWS m5d.16xlarge EC2 instance with Ubuntu 16.04 OS (Amazon EC2, 2019), and summarize the evaluation results in Table 2. The results of RF, XGBoost and AdaBoost are summarized, while similar improvements are obtained for GBDT and LightGBM. For each classifier and dataset, we present results for the baseline model and two different configurations of RADE. We rely on 5-fold cross-validation and report the mean values.

#### 5.3.1 Bagging - Random Forest

**Anomaly detection.** For all three datasets RADE exhibits competitive or superior $F_1$ scores as compared to the baseline\(^7\). Specifically, the results are somewhat similar for the KDD and CCF; whereas for FC, both RADE configurations result in an advantage of $\approx +2.4\%$ in Anomaly $F_1$.

**Model size.** All RADE model sizes are notably smaller than their corresponding baseline model. For example, for KDD, $R(C(10, 10), C(20, 20), 0.98, 0.995)$ is 5.46× smaller than $C(150, None)$.

**Training time.** For all three datasets, the training time of RADE is significantly lower. For example, it is 6.42× faster for KDD. These lower training times come in line with the smaller size of the coarse-grained model as compared to the baseline and the small fractions of the training data that are used for the training of the fine-grained models.

**Classification latency.** The improvement of RADE over the baseline is consistent and is up to 7.23× faster due to the smaller latency introduced by the coarse-grained model. Even when considering the worst-case classification latency for RADE (i.e., a query that takes the path of coarse-grained model and then the slowest fine-grained model) RADE is still competitive. The non-negligible difference between the average and worst-case classification latency for RADE falls in line with the small fractions of queries taking the long path (e.g., 5.56% for both fine-grained models for KDD).

#### 5.3.2 Boosting - XGBoost and AdaBoost

**Anomaly detection.** For all three datasets, RADE exhibits competitive or superior anomaly detection capabilities as compared to the baseline. For example, for XGBoost over FC, RADE configuration achieves a better Anomaly $F_1$ by $+0.5\%$; and for AdaBoost over FC, RADE configurations improve the Anomaly $F_1$ by $\approx +1\%$ and $+0.6\%$.

**Model size.** XGBoost model sizes of RADE and the baseline are competitive. AdaBoost model sizes of RADE are up to 2.92× larger than the baseline. This is of less concern.

---

\(^7\)As mentioned, we consider $F_1$ score as the ML performance measure for anomaly detection (i.e., imbalanced datasets). Nevertheless, we also evaluate RADE models for AUC and Average Precision and reach similar conclusions.
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Table 2: Comparison among two RADE configurations to the baseline over three classification DTEM methods, each with three different datasets. All results are obtained using 5-fold cross-validation. RADE achieves competitive and often superior $F_1$ score with lower training time, classification latency, and superior (for bagging) or competitive (for boosting) model size.

| Classifier | Dataset | # | Model | Normal $F_1$ | Anomaly $F_1$ | Model size [MB] | Train time [s] | Fine-grained train data [% [fg1, fg2]] | Classification latency [μs] | RADE worst-case classification latency [μs] | Fine-grained test data [% [fg1, fg2]] |
|------------|---------|---|-------|-------------|--------------|-----------------|-------------|---------------------------------|-------------------------------|-----------------------------------|---------------------------------|
| RF         | KDD     | 1 | Baseline – C(150, None) | 0.999913 | 0.995100 | 5.57 | 22.5 | – | 9.4 | – |
| RF         | CCF     | 3 | RC(10.10, C.(20.20), 0.98, 0.096) | 0.999917 | 0.995020 | 3.66 | 3.6 | 5.380%, 0.35% | 1.3 | 6.9 | 5.19%, 0.57% |
| RF         | FC      | 5 | Baseline – C(1700, None) | 0.999911 | 0.995091 | 2.01 | 75.6 | – | 6.2 | – |
| FC         | KDD     | 7 | Baseline – C(7000, None) | 0.999779 | 0.848471 | 0.62 | 98 | – | 6.2 | – |
| FC         | CCF     | 9 | RC(20.20, C.(30.40), 0.94, 0.094) | 0.999233 | 0.840199 | 0.93 | 20.3 | 6.82%, 0.19% | 1.9 | 4.7 | 3.72%, 0.06% |
| FC         | FC      | 11 | Baseline – C(2000, None) | 0.999725 | 0.854553 | 0.63 | 40.7 | 97.57%, 0.20% | 2.1 | 4.4 | 41.78%, 0.09% |
| XGBoost    | KDD     | 13 | Baseline – C(500, None) | 0.999970 | 0.859130 | 9.95 | 16.7 | – | 8.2 | – |
| XGBoost    | CCF     | 15 | RC(11.10, C.(20.20), 0.99, 0.09414) | 0.999954 | 0.996357 | 0.40 | 65.3 | 0.70%, 0.24% | 4.7 | 15.1 | 0.08%, 0.08% |
| XGBoost    | FC      | 17 | Baseline – C(200, None) | 0.999803 | 0.877078 | 0.38 | 252.4 | – | 16.4 | – |
| AdaBoost   | KDD     | 19 | Baseline – C(1000, None) | 0.999555 | 0.996555 | 0.40 | 98.4 | 0.33%, 0.11% | 1.6 | 11.4 | 0.12%, 0.19% |
| AdaBoost   | CCF     | 21 | RC(11.10, C.(20.20), 0.99, 0.09414) | 0.999949 | 0.998212 | 0.84 | 71.3 | 0.50%, 0.13% | 1.9 | 13.0 | 0.15%, 0.25% |
| AdaBoost   | FC      | 23 | Baseline – C(2000, None) | 0.999951 | 0.996555 | 0.92 | 874.6 | – | 136.6 | – |

since AdaBoost DTEM is not memory bound (uses trees with only a few (i.e., stumps) to several terminal nodes).

Training time. For all datasets, the training time of RADE is significantly lower. For example, it is 17.2× faster for XGBoost over FC. These lower times adhere with the smaller size of the coarse-grained models the smaller data fractions that are used for the training of the fine-grained models.

Classification latency. The improvement in the mean classification latency of RADE over the baseline is even more significant than in the case of RF. For example, it is 15.1× faster for XGBoost over FC and 13.24× faster for AdaBoost over FC. The worst-case classification time of RADE is also competitive as compared to the baseline and is even superior (by up to 2.83× faster) for the CCF and FC datasets. Note that the classification latency grows linearly with respect to the number of trees but only logarithmic in the (roughly balanced) tree size (i.e., number of terminal nodes). Therefore, the lower number of trees used by the coarse-grained and fine-grained models of RADE results in faster classification as compared to the baseline.

5.4 Raspberry Pi 3 evaluation

We evaluate RADE over Raspberry Pi 3 B+ with Raspberry 9.8 OS (Raspberry Pi 3, 2018). Table 3 compares the training time and classification latency of RADE and baseline models, for the same classification DTEM methods and datasets, as in Table 2. The training time improvement ranges from 0.7× up to 16.2×, and the classification latency improvement ranges from 2× up to 30.8×.

6 SUMMARY AND FUTURE WORK

This paper presents RADE, an efficient DTEM classification framework that augments standard DTEM classifiers to obtain lower model memory size, training time and classification latency, while obtaining competitive and often better anomaly detection than the standard (baseline) models. We also believe that RADE can be extended to support multi-class classification. The straightforward approach is having $k$ fine-grained models for $k$ classes. However, an immediate concern is the scalability of this approach with respect to the number of classes. Thus, better approaches that result in less fine-grained models should be considered in order to maintain the competitive attributes of RADE.
REFERENCES
Amazon EC2. Instance types - amazon web services. https://aws.amazon.com/ec2/instance-types/, 2019. [Online; accessed 7-September-2019].

Appel, R., Fuchs, T., Dollár, P., and Perona, P. Quickly boosting decision trees—pruning underachieving features early. In International conference on machine learning, pp. 594–602, 2013.

Asadi, N., Lin, J., and De Vries, A. P. Runtime optimizations for tree-based machine learning models. IEEE Transactions on Knowledge and Data Engineering, 26(9):2281–2292, 2014.

Ashfaq, R. A. R., Wang, X.-Z., Huang, J. Z., Abbas, H., and He, Y.-L. Fuzziness based semi-supervised learning approach for intrusion detection system. Information Sciences, 378:484–497, 2017.

Banerjee, M., Ding, Y., and Noone, A.-M. Identifying representative trees from ensembles. Statistics in medicine, 31(15):1601–1616, 2012.

Blackard, J. A. Comparison of neural networks and discriminant analysis in predicting forest cover types. 2000.

Breiman, L. Bagging predictors. Machine learning, 24(2):123–140, 1996.

Breiman, L. Random forests. Machine learning, 45(1):5–32, 2001.

Bridges, S. M., Vaughn, R. B., et al. Fuzzy data mining and genetic algorithms applied to intrusion detection. In Proceedings of 12th Annual Canadian Information Technology Security Symposium, pp. 109–122, 2000.

Browne, J., Tomita, T., Mhembere, D., Burns, R., and Vogelstein, J. Forest packing: Fast, parallel decision forests. arXiv preprint arXiv:1806.07300, 2018.

Carcillo, F., Dal Pozzolo, A., Le Borgne, Y.-A., Caelen, O., Mazzer, Y., and Bontempi, G. Scarff: a scalable framework for streaming credit card fraud detection with spark. Information Fusion, 41, 09 2017. doi: 10.1016/j.inffus.2017.09.005.

Carcillo, F., Le Borgne, Y.-A., Caelen, O., Kessaci, Y., OblĂłF, F., and Bontempi, G. Combining unsupervised and supervised learning in credit card fraud detection. Information Sciences, 05 2019. doi: 10.1016/j.ins.2019.05.042.

Chen, T. and Guestrin, C. Xgboost: A scalable tree boosting system. In Proceedings of the 22nd acm sigkdd international conference on knowledge discovery and data mining, pp. 785–794. ACM, 2016.

Chu, F. and Zaniolo, C. Fast and light boosting for adaptive mining of data streams. In Pacific-Asia conference on knowledge discovery and data mining, pp. 282–292. Springer, 2004.

Dal Pozzolo, A. Adaptive machine learning for credit card fraud detection. 2015.

Dal Pozzolo, A., Caelen, O., Johnson, R., and Bontempi, G. Calibrating probability with undersampling for unbalanced classification. 12 2015. doi: 10.1109/SSCI.2015.33.

Dhanabal, L. and Shantharajah, S. A study on nsl-kdd dataset for intrusion detection system based on classification algorithms. International Journal of Advanced Research in Computer and Communication Engineering, 4(6):446–452, 2015.

Dietterich, T. G. An experimental comparison of three methods for constructing ensembles of decision trees: Bagging, boosting, and randomization. Machine learning, 40(2):139–157, 2000.

Freund, Y., Schapire, R. E., et al. Experiments with a new boosting algorithm. In icml, volume 96, pp. 148–156. Citeseer, 1996.

Friedman, J. H. Greedy function approximation: a gradient boosting machine. Annals of statistics, pp. 1189–1232, 2001.

Gama, J., Rocha, R., and Medas, P. Accurate decision trees for mining high-speed data streams. In Proceedings of the ninth ACM SIGKDD international conference on Knowledge discovery and data mining, pp. 523–528. ACM, 2003.

Gan, X.-s., Duanmu, J.-s., Wang, J.-f., and Cong, W. Anomaly intrusion detection based on pls feature extraction and core vector machine. Knowledge-Based Systems, 40:1–6, 2013.

Habeeb, R. A. A., Nasaruddin, F., Gani, A., Hashem, I. A. T., Ahmed, E., and Imran, M. Real-time big data processing for anomaly detection: A survey. International Journal of Information Management, 2018.

Hasan, M. A. M., Nasser, M., Pal, B., and Ahmad, S. Support vector machine and random forest modeling for intrusion detection system (ids). Journal of Intelligent Learning Systems and Applications, 6(01):45, 2014.

Hastie, T., Tibshirani, R., and Friedman, J. Unsupervised learning. In The elements of statistical learning, pp. 485–585. Springer, 2009.
RADE: Resource-Efficient Supervised Anomaly Detection Using Decision Tree-Based Ensemble Methods

Jin, Y. and Chuang, J. Medium corporation. tree Boosting with XGBoost. Why Does XGBoost Win Every Machine Learning Competition? https://bit.ly/2TVW1, 2017. [Online; accessed 7-September-2019].

Kayacik, H. G., Zincir-Heywood, A. N., and Heywood, M. I. Selecting features for intrusion detection: A feature relevance analysis on kdd 99 intrusion detection datasets. In Proceedings of the third annual conference on privacy, security and trust, volume 94, pp. 1723–1722, 2005.

Ke, G., Meng, Q., Finley, T., Wang, T., Chen, W., Ma, W., Ye, Q., and Liu, T.-Y. Lightgbm: A highly efficient gradient boosting decision tree. In Advances in Neural Information Processing Systems, pp. 3146–3154, 2017.

Kruegel, C. and Vigna, G. Anomaly detection of web-based attacks. In Proceedings of the 10th ACM conference on Computer and communications security, pp. 251–261. ACM, 2003.

Lebichot, B., Le Borgne, Y.-A., He, L., OblÅ!, F., and Bon tempi, G. Deep-Learning Domain Adaptation Techniques for Credit Cards Fraud Detection, pp. 78–88. 01 2020. doi: 10.1007/978-3-030-16841-4_8.

Li, M., Andersen, D. G., Park, J. W., Smola, A. J., Ahmed, A., Josifovski, V., Long, J., Shekita, E. J., and Su, B.-Y. Scaling distributed machine learning with the parameter server. In OSDI, volume 14, pp. 583–598, 2014.

Li, P. Robust logitboost and adaptive base class (abc) logitboost. arXiv preprint arXiv:1203.3491, 2012.

Liaw, A., Wiener, M., et al. Classification and regression by randomforest. R news, 2(3):18–22, 2002.

Liu, S., Xiao, J., Liu, J., Wang, X., Wu, J., and Zhu, J. Visual diagnosis of tree boosting methods. IEEE transactions on visualization and computer graphics, 24(1):163–173, 2017.

Machine Learning Repository - UCI. Credit Card Fraud Detection Dataset. https://www.kaggle.com/isaikumar/creditcardfraud, 2013. [Online; accessed 26-August-2019].

Machine Learning Group - ULB. Shuttle Dataset. https://archive.ics.uci.edu/ml/datasets/StatLog+(Shuttle), 1988. [Online; accessed 26-August-2019].

Machine Learning Repository - UCI. KDD Cup 1999 Dataset. http://kdd.ics.uci.edu/databases/kddcup99/kddcup99.html, 1999. [Online; accessed 26-August-2019].

Machine Learning Repository - UCI. Polish Companies Bankruptcy Dataset, 2013. URL https://archive.ics.uci.edu/ml/datasets/Polish+companies+bankruptcy+data#. [Online; accessed 26-August-2019].

Mishina, Y., Murata, R., Yamauchi, Y., Yamashita, T., and Fujiyoshi, H. Boosted random forest. IEICE Transactions on Information and systems, 98(9):1630–1636, 2015.

Moustafa, N., Hu, J., and Slay, J. A holistic review of network anomaly detection systems: A comprehensive survey. Journal of Network and Computer Applications, 2018.

Obradovic, Z. and Vucetic, S. Challenges in scientific data mining: Heterogeneous, biased, and large samples. Technical report, Citeseer, 2004.

Olson, M. Jousboost: An r package for improving machine learning classifier probability estimates, 2017.

Oza, N. C. and Russell, S. Experimental comparisons of online and batch versions of bagging and boosting. In Proceedings of the seventh ACM SIGKDD international conference on Knowledge discovery and data mining, pp. 359–364. ACM, 2001.

Pedregosa, F., Varoquaux, G., Gramfort, A., Michel, V., Thirion, B., Grisel, O., Blondel, M., Prettenhofer, P., Weiss, R., Dubourg, V., Vanderplas, J., Passos, A., Cournapeau, D., Brucher, M., Perrot, M., and Duchesnay, E. Scikit-learn: Machine Learning in Python . Journal of Machine Learning Research, 12:2825–2830, 2011.

Pfahringer, B. Winning the kdd99 classification cup: bagged boosting. SIGKDD explorations, 1(2):65–66, 2000.

Prokhorenkova, L., Gusev, G., Vorobev, A., Dorogush, A. V., and Gulin, A. Catboost: unbiased boosting with categorical features. In Advances in Neural Information Processing Systems, pp. 6638–6648, 2018.

PyPI, LightGBM. LightGBM. https://pypi.org/project/lightgbm/, 2019. [Online; accessed 7-September-2019].

PyPI, XGBoost. XGBoost. https://pypi.org/project/xgboost/, 2018. [Online; accessed 7-September-2019].

Raspberry Pi 3. Model B+. https://www.raspberrypi.org/products/
RADE: Resource-Efficient Supervised Anomaly Detection Using Decision Tree-Based Ensemble Methods

raspberry-pi-3-model-b-plus/, 2018. [Online; accessed 7-September-2019].

Ravanshad, A. Medium corporation. gradient boosting vs random forest. https://bit.ly/2IT51Z4, 2018. [Online; accessed 7-September-2019].

Resende, P. A. A. and Drummond, A. C. A survey of random forest based methods for intrusion detection systems. ACM Computing Surveys (CSUR), 51(3):48, 2018.

Right to explanation. Wikipedia, the free encyclopedia, 2019. URL https://en.wikipedia.org/wiki/Right_to_explanation. [Online; accessed 26-August-2019].

Roe, B. P., Yang, H.-J., Zhu, J., Liu, Y., Stancu, I., and McGregor, G. Boosted decision trees as an alternative to artificial neural networks for particle identification. Nuclear Instruments and Methods in Physics Research Section A: Accelerators, Spectrometers, Detectors and Associated Equipment, 543(2-3):577–584, 2005.

Roe, B. P., Yang, H.-J., and Zhu, J. Boosted decision trees, a powerful event classifier. In Statistical problems in particle physics, astrophysics and cosmology. pp. 139–142. World Scientific, 2006.

Sabhnani, M. and Serpen, G. Application of machine learning algorithms to kdd intrusion detection dataset within misuse detection context. In MLMTA, pp. 209–215, 2003.

Schapire, R. E. The boosting approach to machine learning: An overview. In Nonlinear estimation and classification, pp. 149–171. Springer, 2003.

Scikit - ADABOOST. sklearn.ensemble.adaboostclassifier. https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.AdaBoostClassifier.html#sklearn.ensemble.AdaBoostClassifier, 2018. [Online; accessed 7-September-2019].

Scikit - GBDT. sklearn.ensemble.gradientboostingclassifier. https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.GradientBoostingClassifier.html#sklearn.ensemble.GradientBoostingClassifier, 2019. [Online; accessed 7-September-2019].

Scikit - RF. sklearn.ensemble.randomforestclassifier. https://scikit-learn.org/stable/modules/generated/sklearn.ensemble.RandomForestClassifier.html#sklearn.ensemble.RandomForestClassifier, 2019. [Online; accessed 7-September-2019].

Seyedhosseini, M., Paiva, A. R., and Tasdizen, T. Fast adaboost training using weighted novelty selection. In The International Joint Conference on Neural Networks, pp. 1245–1250. IEEE, 2011.

Singh, K., Guntuku, S. C., Thakur, A., and Hota, C. Big data analytics framework for peer-to-peer botnet detection using random forests. Information Sciences, 278:488–497, 2014.

Tavallaee, M., Bagheri, E., Lu, W., and Ghorbani, A. A detailed analysis of the kdd cup 99 data set. In Symposium on Computational Intelligence for Security and Defense Applications (CISDA), pp. 1–6. IEEE, 2009.

Van Essen, B., Macaraeg, C., Gokhale, M., and Prenger, R. Accelerating a random forest classifier: Multi-core, gp-gpu, or fpga? In 20th International Symposium on Field-Programmable Custom Computing Machines, pp. 232–239. IEEE, 2012.

Xuan, S., Liu, G., Li, Z., Zheng, L., Wang, S., and Jiang, C. Random forest for credit card fraud detection. In Networking, Sensing and Control (ICNSC), 2018 IEEE 15th International Conference on, pp. 1–6. IEEE, 2018.

Zhang, J. and Zulkernine, M. Network intrusion detection using random forests. In PST. Citeseer, 2005.

Zhao, Z., Mehrotra, K. G., and Mohan, C. K. Online anomaly detection using random forest. In International Conference on Industrial, Engineering and Other Applications of Applied Intelligent Systems, pp. 135–147. Springer, 2018.

Zięba, M., Tomczak, S. K., and Tomczak, J. M. Ensemble boosted trees with synthetic features generation in application to bankruptcy prediction. Expert Systems with Applications, 58:93–101, 2016.