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Abstract

The purpose of this research is to investigate the efficiency of explicit diagonally implicit multi-stage integration methods with extrapolation. The author gave detailed explanation of explicit diagonally implicit multi-stage integration method and compared the base method with a technique known as extrapolation to improve the efficiency. Extrapolation for symmetric Runge-Kutta method is proven to improve the accuracy since with extrapolation the solutions exhibit asymptotic error expansion, however for General linear methods, it is not known whether extrapolation can improve the efficiency or not. Therefore this research focuses on the numerical experimental results of the explicit diagonally implicit multistage integration with and without extrapolation for solving some ordinary differential equations. The numerical results showed that the base method with extrapolation is more efficient than the method without extrapolation.
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1. Introduction

Although general linear methods (GLMs) have been introduced about 40 years ago, many researchers have not considered GLMs as practical numerical methods. The most complicated for these methods is identifying the practical methods. For this reason, it is necessary to introduce a subclass of GLMs known as diagonally implicit multistage integration, abbreviated as (DIMSIMs) [1]. DIMSIMs have been proven to be advantageous than RK methods and linear multi-step methods. DIMSIMs also have been considered very potential for efficient implementations.
Consider the following initial-value problems

\[ y'(x) = f(y(x)), \quad x \in [x_0, X] \]
\[ y(x_0) = y_0 \]  (1)

General linear methods (GLMs) is given by

\[ Y_i = \sum_{j=1}^{s} a_{ij} hf(Y_j) + \sum_{j=1}^{r} u_{ij} y_j^{[n-1]}, i = 1, 2, \ldots, s, \]
\[ y_i^{[n]} = \sum_{j=1}^{s} b_{ij} hf(Y_j) + \sum_{j=1}^{r} v_{ij} y_j^{[n-1]}, i = 1, 2, \ldots, r. \]  (2)

where \( Y_i \) can be approximated as follows

\[ Y_i = y(x_{n-1} + c_i h) + O(h^{q+1}), \]  (3)

The incoming and outgoing quantities of GLMs can also approximates to

\[ y_i^{[n-1]} = \sum_{k=0}^{p} \alpha_{ik} y^{(k)}(x_{n-1}) h^k + O(h^{p+1}), \]
\[ y_i^{[n]} = \sum_{k=0}^{p} \alpha_{ik} y^{(k)}(x_n) h^k + O(h^{p+1}). \]  (4)

The subclass of GLMs which is DIMSIMs has the leading coefficient matrix, \( A \), that can have four different structures known as types, depending on whether the intended application is non-stiff or stiff and on whether the computer architecture is sequential or parallel [2]. DIMSIMs can be divided into four types such as follows:

- **Type I.**
  The coefficient matrix \( A \) of this type considered as lower triangular matrix and its diagonals equal to zero. The type one required to solve the non-stiff problem on a sequential computer.

- **Type II.**
  The coefficient matrix \( A \) of this type considered as lower triangular matrix and its diagonals equal to constant. The type two required to solve the stiff problem on a sequential computer.

- **Type III.**
  The coefficient matrix \( A \) given for this type as zero matrix. This type required for non-stiff problem in a parallel environment.

- **Type IV.**
  The coefficient matrix \( A \) is assumed in this type as diagonal matrix. This type required for stiff problem in a parallel environment.

The class of GLMs include many special methods, as given in [2] and [3]. In particular, these methods have subclass of DIMSIMs considered in [1] and further investigated in [4], [5] and [6], two-step RK methods considered in [7] and further investigated in [8] and [9]. The DIMSIMs particularly had been investigated by Will Wright in his PhD thesis [10]. DIMSIMs have also been discussed in a monograph given by Jackiewicz [11], Hairer and Wanner [12] and a review paper by Butcher [13].
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In the recent years, it has been challenging to construct an efficient methods that are more accurate and more efficient than original methods. In [14], he described the construction of algebraically stable DIMSIMs by introducing a new idea such as $\epsilon$-algebraic stability and study its consequences. In [15], they introduced a new class of implicit-explicit DIMSIMs, where the non-stiff part is treated by an explicit formula and the stiff part is treated by an implicit formula. In the same year, Famelis and Jackiewicz [16] gave the new construction of DIMSIMs based on Differential Evolution. In this paper, the advantages of using the extrapolation technique with explicit DIMSIMs methods are given for some non-stiff problems.

2. Order Conditions

The order conditions of DIMSIMs can be considered by using the steps between $x_{n-1}$ and $x_n$ with step-size $h$. The output approximations of DIMSIMs is assumed to have the same order. The order $p$ and stage order $q$ are considered to be the same.

Recall the form of GLMs for a single step

$$Y^{[n]} = Ahf \left( Y^{[n]} \right) + Uy^{[n-1]}$$
$$y^{[n]} = Bhf \left( Y^{[n]} \right) + Vy^{[n-1]}.$$  \hspace{1cm} (5)

In order to satisfy the order condition of DIMSIMs, it is necessary to consider the following

$$\exp(cz) = zA\exp(cz) + UZ + O \left( h^{p+1} \right),$$
$$\exp(z)Z = zB\exp(cz) + VZ + O \left( h^{p+1} \right),$$ \hspace{1cm} (6)

where

$$\exp(cz) = \begin{bmatrix} \exp(c_1z) \\ \exp(c_2z) \\ \vdots \\ \exp(c_sz) \end{bmatrix}, \quad Z = \begin{bmatrix} 1 \\ z \\ z^2 \\ \vdots \\ z^p \end{bmatrix}.$$ \hspace{1cm} (7)

3. Construction of Type I DIMSIMs

Explicit solvers have updated the type I DIMSIMs which has been considered firstly by [1]. The methods considered are with conditions $p = q = r = s$. The stability function during these methods considered by

$$p(\omega, z) = \omega^{s-1}(\omega - R(z)),$$ \hspace{1cm} (8)

where

$$R(z) = 1 + z + \frac{z^2}{2!} + \cdots + \frac{z^s}{s!},$$ \hspace{1cm} (9)

which is approximate to the exponential function $\exp(z)$. This methods have similar stability as the RK methods of order $s$. By following [4], the stability function is given by

$$p(\omega, z) = \omega^s - p_1(z)\omega^{s-1} + \cdots + (-1)^{s-1}p_{s-1}(z)\omega + (-1)^sp_s(z)\omega,$$ \hspace{1cm} (10)
where
\[
\begin{align*}
  p_1(z) &= 1 + p_{11}z + p_{12}z^2 + \cdots + p_{1s}z^s, \\
  p_2(z) &= p_{21}z + p_{22}z^2 + \cdots + p_{2s}z^s, \\
  &\vdots \\
  p_{s-1}(z) &= p_{s-1,s-2}z^{s-2} + p_{s-1,s-1}z^{s-1} + p_{s-1,s}z^s, \\
  p_s(z) &= p_{s,s-1}z^{s-1} + p_{ss}z^s,
\end{align*}
\]

where \( p_{i,j} \) are coefficients of polynomial \( p_i(z) \) relying on \( a_{ij}, i = 1,2,\cdots,s, j = 1,2,\cdots,i-1 \) and \( v_i, i = 1,2,\cdots,s-1 \). By solving the form of \( (s-1)(s+2)/2 \) for non-linear problems
\[
p_{kl} = 0, \quad k = 2,3,\cdots,s, \quad l = k-1,k,\cdots,s, \quad \text{with respect to the value } (s-1)(s+2)/2.
\]
The coefficient matrix \( B \) can be obtained by using the following condition:
\[
B = B_0 - AB_1 - VB_2 + VA,
\]

The coefficients \( p_{ij} \) on the other hand can be computed by using the Fourier series approach.

A Fourier series approach can be summarized as follows. Consider that \( w_\mu, \mu = 1,2,\cdots,N_1, \) are complex numbers spanned uniformly on the unit circle, where \( N_1 \) denotes a sufficiently large integer. Multipling the following relation
\[
p(w_\mu, z) = w_\mu^s - p_1(z)w_\mu^{s-1} + \cdots + (-1)^{s-1}p_{s-1}(z)w_\mu + (-1)^{s}p_s(z)
\]
by \( w_\mu^{-k}, k = 1,2,\cdots,s, \) and using the summation with respect to \( \mu, \)
\[
(-1)^k p_k(z) = \frac{1}{N_1} \sum_{\mu=1}^{N_1} w_\mu^{-k} p(\omega_\mu, z).
\]

In the same way, multiplying
\[
p_k(z_v) = p_{k,k-1}z_v^{k-1} + p_{kk}z_v^k + \cdots + p_{ks}z_v^s, \quad k = 2,3,\cdots,s,
\]
by \( z_v^{-1}, \) and using the summation with respect to \( v, \)
\[
p_{kl} = \frac{1}{N_2} \sum_{v=1}^{N_2} z_v^{-1} p_k(z_v),
\]
\[
= (-1)^k \frac{1}{N_1N_2} \sum_{\mu=1}^{N_1} \sum_{v=1}^{N_2} \omega_\mu^{-k} z_v^{-1} p(\omega_\mu, z_v).
\]

This system can be numerically solved as
\[
\sum_{\mu=1}^{N_1} \sum_{v=1}^{N_2} \omega_\mu^{-k} z_v^{-1} p(\omega_\mu, z_v) = 0,
\]

Therefore, the polynomial of type I DIMSIMs can be obtained from the following equation
\[
p(\omega, z) = det(Q(\omega, z)),
\]
where
\[
Q(\omega, z) = \omega(I - zA) - V - zB_0 + zAB_1 + zVB_2.
\]

and the determinant \( det \) is a scalar value that can be computed from the elements of a square matrix and encodes certain properties of the linear transformation.
Extrapolation technique is a powerful computational technique that can be successfully applied in the efforts to improve the accuracy of the approximate solutions in solving ordinary differential equations. Extrapolation was first introduced by Richardson in 1911. It is an approximation method in the numerical solution of differential equations. Richardson showed that the approximations arising from finite difference scheme can be expressed in the form of

\[ T(h) = \tau_0 + \tau_2 h^2 + \tau_4 h^4 + \ldots + O(h^8), \]

(19)

where \( h \) is stepsize, \( T(0) = \tau_0 \) is an adjustable parameter and \( \tau_2, \tau_4 \) are independent of \( h \).

The extrapolation formula by the Aitken-Neville formula is given by

\[ T_{ij} = T_{i,j-1} + \frac{T_{i,j-1} - T_{i+1,j-1}}{\left( \frac{m}{m_{i-j+1}} \right)} - 1, \quad m = 1, 2, \ldots \]

(20)

where \( i = j = 2, \ldots, n \).

There are two modes of extrapolation that can be applied in numerical approach. They are passive and active extrapolations. When extrapolated values are not used in any subsequent computation of other extrapolated values, the process is called passive extrapolation whereas if the extrapolated values are used at the end of a step as the starting value for the next step, it is called active extrapolation. Since the extrapolation can increase the accuracy and efficiency of the approximate solutions, many researchers during these recent years are still finding and developing the best ways to use this technique. Gorgey [17] showed that passive extrapolation by the two stage Gauss method is more efficient than the active extrapolation in solving the linear and nonlinear stiff problems. Besides, the paper in [18] expressed the computing time spent by the Richardson extrapolation for both types active and passive is more than ten times smaller than the corresponding computing time by the Backward Euler Formula. By following the research by Mona, Lagzi and Havasi as given in [18], it is concluded that extrapolation is a powerful tool for increasing the accuracy and efficiency with regard to the computational cost especially when the accuracy requirement is not extremely low. In [19], it is shown that a new procedure to build stabilized explicit RK methods based on Richardson extrapolation with higher order is studied. The strategy was easy and allows deriving stabilized explicit RK methods with order as high as desired. However, for low order, the stability property were a little shorter than other methods without this technique.

In [20], the advantages of using extrapolation are given as follows:

- It is possible to use the extrapolation technique in order to improve the accuracy of the numerical experiments.
- The active type of extrapolation technique combining with Trapezoidal role can make the computations becomes unstable.
- The computational cost of extrapolation technique is less than the underlying numerical methods for prescribing the accuracy.
- The application with applying the Backward Euler formula with active active type of extrapolation is leading to a stable procedure.
In this paper, passive extrapolation technique is applied to improve the accuracy of the approximate solutions by the explicit DIMSIMs methods of higher order in solving non-stiff problems. In the next section, we will consider the numerical experiments of explicit DIMSIMs with extrapolation technique.

5. Numerical Results

In this section, we discuss the results of numerical experiments obtained by the MATLAB code dim18-extrap.m. This code is based on explicit DIMSIMs with extrapolation technique of higher order \( p_{\text{max}} = 8 \). To compare, we also present the results obtained by the MATLAB code dim18.m. This code is based on explicit DIMSIMs without extrapolation of high order \( p_{\text{max}} = 8 \), as being described in [21].

The decision about determining the new order within \( 1 \leq p \leq 8 \) relaying on the following form

\[
\text{ratio} = \frac{\|\text{est} (x_n, p_n)\|}{\|\text{est} (x_n, p_n - 1)\|}
\]

(21)

where

\[
\text{est} (x_n, p_n - 1) = C (p_n - 1) z^{[n]} (p_n m + 1 : (p_n + 1) m)
\]

(22)

Now if the previous step was not rejected and ratio \(< r_{\text{min}} \), then the new order will be choose as \( p_{n+1} = p_n + 1 \). Besides, if the ratio \( > r_{\text{max}} \) and \( p_n > 1 \), then the new order in this case leads to \( p_{n+1} = p_n - 1 \). By contract with this case, the order will be not changed. During the above codes dim18-extrap.m and dim18.m, the parameters chosen as \( r_{\text{min}} = 0.9, r_{\text{max}} = 1.1 \) and the maximal order is \( p_{\text{max}} = 8 \).

The results will show which one of these methods is efficient in solving non-stiff problems such as Van der Pol (VDP) and Brusselator (BRUS) problems. The first test problem is Van der Pol (VDP) which is defined as follows:

\[
\begin{align*}
y'_1 &= y_2, \\
y'_2 &= \frac{(1 - y_1^2) y_2 - y_1}{\epsilon}.
\end{align*}
\]

(23)

where the first equation denotes the non-stiff equation while the second equation denotes stiff equation with including small \( \epsilon \). In order to solve the non-stiff problem, then \( \epsilon \) considered here is equal to one.

The initial values of VDP are given as follows

\[
\begin{align*}
y_1(0) &= 2, \\
y_2(0) &= -\frac{2}{3} + \frac{10}{81} \epsilon - \frac{292}{2187} \epsilon^2 - \frac{1814}{19683} \epsilon^3 + O(\epsilon^4).
\end{align*}
\]

(24)

The problem is integrated to \( x_n = 3 \).

The second test problem is Brusselator (BRUS) which is an auto catalytic oscillating chemical reaction problem. It is a system of two ordinary differential equations that are given by

\[
\begin{align*}
y'_1 &= 1 + y_1^2 y_2 - 4y_1, \\
y'_2 &= 3y_1 - y_1^2 y_2.
\end{align*}
\]

(25)

where \( y_1(0) = 1.5 \) and \( y_2(0) = 3 \). The problem is integrated to \( x_n = 1 \) by using \( h = 0.05 \).
For the two problems, four figures are given. These figures give the numerical results of stepsize and CPU-time versus global errors for order 8 DIMSIMs with and without extrapolation technique. All the numerical computational are performed by using MATLAB. The CPU-time is measured by applying \texttt{tic} and \texttt{toc} as given in MATLAB. The starting absolute and relative tolerances are $tol = 10^7$.

**Figure 1** gives the numerical results for VDP test problem. From the figure, we can see the extrapolation technique with explicit DIMSIMs of order-8 gives better efficiency than explicit DIMSIMs without extrapolation. Furthermore, the numerical results given in **Figure 2** show that the extrapolation technique with explicit DIMSIMs of order-8 also gives greater efficiency than explicit DIMSIMs without extrapolation for BRUS test problem.

![Figure 1](image1.png)  
**Figure 1.** Numerical results for VDP problem by order-8 DIMSIM with and without extrapolation.

![Figure 2](image2.png)  
**Figure 2.** Numerical results for BRUS problem by order-8 DIMSIMs with and without extrapolation.

### 6. Conclusions

In this paper, we discuss some issues related the development of explicit DIMSIMs for the numerical solution of non-stiff differential equations. This paper also gives the application of passive extrapolation by the order-8 explicit DIMSIMs. As we can see from numerical results, the extrapolation technique with explicit DIMSIMs of order-8 gives better efficiency than explicit DIMSIMs without extrapolation in solving VDP and BRUS test problems.

Future work will involve verifying the efficiency of implicit DIMSIMs of higher order with extrapolation in solving stiff differential equations.
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