Nonequilibrium interfaces play an active role in transport processes, by requiring that the thermodynamics be insensitive to the precise location of the dividing surface, one can identify conditions for local equilibrium and develop methods for measuring the values of intensive variables at the interface.

Interfaces and interfacial effects are critically important in many areas of physics, chemistry, biology, medicine, and engineering (1–3). In many such cases, interfaces exist in nonequilibrium systems and play an active role in transport processes, thereby motivating multiple efforts to develop a thermodynamically consistent description of nonequilibrium interfaces (2–4) capable of describing complex interfacial processes (5, 6). These thermodynamics, however, are quite subtle and must be developed with care, as many of the standard equations and methods of bulk transport are not always applicable to interfacial systems (3). Here, we discuss a recently developed nonequilibrium thermodynamic theory of interfacial transport and use molecular dynamics (MD) simulations to validate the approach for multicomponent heterogeneous systems. Our findings serve to establish a thermodynamically consistent framework for analyzing and modeling complex interfacial transport processes.

To understand the challenges in describing interfacial transport, it is helpful to first recall the foundations of bulk transport phenomena (4, 7), whose governing equations rest on two fundamental pillars. First, balance equations for conserved quantities (e.g., mass, species mass, energy, and momentum) describe the time evolution of these quantities in terms of associated fluxes. These equations are formally exact, but can only be solved by introducing constitutive equations that relate the underlying fluxes to their spatial gradients, that is, thermodynamic forces. To obtain these relations, a second key ingredient of transport phenomena is introduced: the assumption of local thermodynamic equilibrium. One assumes that the overall system, which is not in equilibrium, may be divided into small (but still macroscopic) volumes that are. Thus, spatially varying values of the intensive thermodynamic quantities can be assigned, and the equilibrium thermodynamic relations (Euler, Gibbs–Duhem, etc.) and equations of state (8) are locally valid. The combination of balance equations and local equilibrium leads to an expression for local entropy production, which is assumed to be nonnegative (again, by virtue of equilibrium thermodynamics). One can then postulate thermodynamically informed constitutive relations and obtain the well-known equations of transport phenomena (Navier–Stokes–Fourier, Maxwell–Stefan, etc.). We stress that, while the balance equations are formally exact and rely only on well-established conservation principles, the assumption of local equilibrium is just that: an assumption. In bulk systems, this assumption is usually well
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difffusional gradients, shown in Fig. 1. The middle portion of the vapor phase has been omitted for clarity. (B) Demonstration of a temperature jump at the interface in a system subject to driven energy flux. The vertical line is the approximate position of the interface. (C) Demonstration of an interfacial jump in the chemical potential difference, $\phi = \mu_1 - \mu_2$, in a system with driven species mass flux. The vertical line again represents the approximate position of the interface.

The associated challenges may be more easily appreciated by considering a simple test system. Fig. 1A shows a nonequilibrium MD (NEMD) simulation of a binary mixture of Lennard-Jones particles with coexisting liquid and vapor phases (see Materials and Methods for details). When subjected to heat/energy or species mass fluxes, the system develops temperature and chemical potential gradients, shown in Fig. 1B and C, respectively. It is immediately apparent that both intensive and extensive thermodynamic quantities vary rapidly through the interface. In fact, the bulk temperature and chemical potential profiles imply macroscopic discontinuities (also called “jumps”) in intensive variables at the interface. Such jumps are also observed experimentally and can be quite significant. For example, the evaporation of water is associated with interfacial temperature jumps of up to 15 K (12, 13), while the condensation of mercury exhibits temperature jumps of over 70 K (14). Similar discontinuities in chemical potentials are less accessible experimentally, but arise quite clearly in simulations (Fig. 1C). In light of these complications, one must grapple with several key questions:

1) Clearly, the validity of the local equilibrium assumption cannot be taken for granted at interfaces, and must, instead, be established empirically. By what means can this be accomplished?

2) In order to use a local interfacial equilibrium in a macroscopic description of transport, we must be able to ascribe intensive quantities to the interface. How can one do so when the microscopic profiles in Fig. 1B and C are not accessible experimentally, and the bulk temperature profiles imply discontinuities?

3) Even if one could obtain microscopic temperature or chemical potential profiles (for instance, via molecular simulation), what is the “correct” position of the interface? Even microscopically small changes in the interface position can lead to large changes in the apparent intensive quantities with macroscopic implications.

With the goal of addressing these issues, in what follows, we first discuss the thermodynamic description of interfaces, and describe a framework within which we may test the local equilibrium hypothesis. We then conduct detailed, high-precision MD simulations to verify the hypothesis for a binary liquid–vapor system subject to both energy and mass flux (Fig. 1A). We further show how equilibrium equations of state can be used to determine the intensive quantities of the interface in nonequilibrium conditions—a procedure that does not depend on the precise position of the interface. These results lay a foundation for thermodynamically consistent modeling of interfacial processes in systems far from equilibrium.

**Background**

The study of interfaces plays a major role in the history of molecular science and engineering. The many surprising effects of capillarity, for example, were among the phenomena that suggested the molecular picture of matter in the 19th century (1). While a number of different thermodynamic descriptions of interfaces have been put forward, most may be grouped into one of two principal categories: 1) the “sharp” interface of Gibbs (15) and 2) the “diffuse” interface of van der Waals (16) and, later, Cahn and Hilliard (17) and Cahn (18). Both frameworks are commonly used to model interfacial transport (6), and local equilibrium must therefore be assessed in both pictures. We first discuss the diffuse interface model, and identify its shortcomings in the context of the analysis of local equilibrium. We then introduce the sharp interface framework, and outline the nonequilibrium theory in the following section.

**Diffuse Interfaces.** The diffuse interface viewpoint rests on the fact that microscopic densities vary rapidly but continuously through the interface. To capture the thermodynamic cost of such density inhomogeneities, the local free energy of the system is augmented to include square gradient terms of the form $|\nabla \psi|^2$, where $\psi$ is some scalar field (e.g., mass density, volume/mole fraction, or other auxiliary field). The approach is closely related to
density functional theory, and the gradient terms can be derived in this framework via a Taylor expansion of the free energy functional with respect to the order parameters $\psi$ (6). The interface is thus described in the same manner as the bulk phases, rather than as an autonomous two-dimensional object. To obtain the equilibrium interfacial density profile, one typically minimizes the free energy through a variational approach and solves the resulting equations (usually numerically); these methods have been used to study a wide variety of equilibrium systems. Such treatments are also known as “phase field” models in the literature. To obtain nonequilibrium evolution equations for phase field models, one combines the free energy functional with bulk balance equations and (typically linear) constitutive relations. The resulting equations are identical to those of bulk fluids, but with a modified pressure expression that includes the contribution of the gradient terms.

The diffuse interface model is powerful and widely used, especially when the length scale of interest is comparable to that of the interface itself. It can also be attractive from a numerical perspective. In such cases, it is often considerably more convenient than the sharp interface description, for instance, in describing near-critical fluids, contact lines, mixing processes, or nucleation (6, 19). However, it does have some drawbacks as a thermodynamic theory. For example, phase field models rely on free energy functionals that are essentially coarse-grained descriptions of the system. It is therefore unclear whether the same functional(s) is(are) valid out of equilibrium, especially at the interface, where the relationships between thermodynamic variables need not be the same as in the bulk (1). Thus, most treatments inherently assume that local equilibrium is valid through the entire interfacial region, but, as discussed earlier, the local equilibrium of interfaces is not obvious and must be demonstrated and tested.

Local equilibrium in the context of the diffuse interface framework is a subtle issue, whose difficulty may be traced back to the fundamental underlying assumptions of the theory. The classic derivation of Cahn and Hilliard (17) and Cahn (18) requires that $|\nabla \psi| \ll b^{-1}$, where $b$ is the range of the direct correlation function (i.e., the interparticle potential). While this condition is easily satisfied in bulk phases (even out of equilibrium), the two quantities are of the same order of magnitude at the interface for many systems (SI Appendix). As a result, the profiles of certain thermodynamic variables through the interface are microscopically ill defined (1). For instance, one would obtain a different energy profile by assigning each pair of interacting particles one-half of the interaction energy versus “smearing” the interaction energy uniformly along the line between the particles [as done by Kirkwood and Buff (20) and Irving and Kirkwood (21)]. All such choices are inherently arbitrary and lead to different results; thus, local fields are not well defined at the interface for internal energy, entropy, and stress, among others, and, consequently, the fluxes of these quantities are also not well defined. There are, of course, certain constraints that these profiles must satisfy, but these are given in terms of their integrals, which, as described later on, make reference to a sharp interface. The lack of well-defined local profiles for energy and entropy is a challenge for two reasons: 1) these quantities are the generators of reversible and irreversible nonequilibrium dynamics, respectively (22–24), making nonequilibrium modeling difficult, and 2) it is unclear how the local equilibrium hypothesis may be understood and tested within this framework. In fact, the issues described above apply also to heterogeneous systems in global equilibrium.

As hinted above, although the interfacial profiles of thermodynamic quantities in the diffuse model are not well defined, their integrals are; any ambiguity in the locus of the interaction energy/stress/etc. is circumvented when integrating over distances that are large compared to the particle interaction range by virtue of conservation laws. These integrals are closely related to so-called surface excess quantities that form the basis of the sharp interface description advanced by Gibbs (1, 15). For these reasons, the sharp interface model is better suited for studying local equilibrium compared to the diffuse model, as discussed in the next section.

**Sharp Interfaces.** In the classic picture proposed by Gibbs (15), a two-phase system comprises the bulk phases and a sharp, two-dimensional dividing surface. Associated with this surface are excess densities of extensive quantities (also called surface functions), which arise because the relevant thermodynamic variables vary rapidly but continuously through the interfacial region. Meanwhile, at equilibrium, the temperature and chemical potential(s) of the interface are the same as those of the adjacent bulk phases. Other intensive quantities, such as surface tension and bending stiffness, arise from mechanical properties of the interface and are the subject of interfacial rheology. Indeed, most rheological constitutive equations for interfaces are formulated within the sharp interface framework. Note also that such sharp interfaces are routinely used as boundary conditions in the study of transport problems. These considerations make the sharp dividing surface model an appealing foundation for a nonequilibrium thermodynamics of interfaces.

Consider a planar interface with the $z$ axis normal to the surface. The values of the excess densities mentioned above depend on the precise location of the interface, $z^*$, which is chosen a priori arbitrarily. Since the extensive density profiles vary rapidly through the narrow interfacial region, even small changes in the position of the interface (e.g., on the order of the molecular size) can lead to large changes in the excess quantities, which may even change sign. Concretely, the excess density $a^* (z^*)$ of some extensive quantity, $a$, is given in terms of the extrapolated bulk density profiles in the two phases, $a^I (z)$ and $a^II (z)$ (both constant at equilibrium), and an “apparent” microscopic profile, $a (z)$, as follows:

$$a^*(z^*) = \int_{z^*}^{\infty} \left[ a(z) - a^I(z) \right] dz + \int_{-\infty}^{z^*} \left[ a(z) - a^{II}(z) \right] dz,$$

where phase $I$ corresponds to the region of smaller $z$, and the integration limits are assumed to be far enough from the interfacial region that the profiles $a (z)$ and $a^{II}$ become equivalent. We again stress that, for many quantities, the local profiles $a (z)$ are not well defined; however, the excess quantities $a^* (z^*)$ are, since any ambiguities are “integrated out” over length scales that are large compared to the interfacial width. Such excess densities are defined for the internal energy, $u^*$, and species mass, $\rho^*$, with the total excess mass density $\rho^* = \sum_\alpha \rho^*_\alpha$. The excess entropy $s^* (z^*)$ represents a somewhat special case which will be discussed later. At equilibrium, these surface functions are related to one another through interfacial versions of the Euler and Gibbs–Duhem relations, which, for a two-component system, are given by

$$u^* = Ts^* + \gamma + \phi \rho^*_1 + \mu_2 \rho^*$$

$$0 = s^* dT + d\gamma + \rho^*_1 d\phi + \rho^* d\mu_2. \quad [2a]$$

We have chosen to write Eq. 2 in terms of the excess total mass density, $\rho^* = \rho^*_1 + \rho^*_2$, and the difference in species chemical potentials, $\phi = \mu_1 - \mu_2$, as there are certain practical advantages associated with this representation; more discussion on this point is provided in Materials and Methods. Of course, other choices are possible (1, 4), and the resulting equations are equivalent by construction. Regardless of the specific form, further
manipulation of Eq. 2 leads to the celebrated Clapeyron and Gibbs adsorption equations that are the foundation of interfacial thermodynamics (1).

The Gibbs formulation reveals profound connections between “ambiguous” excess densities (which depend on the position of the dividing surface) and nonambiguous intensive quantities (which do not). Furthermore, the fundamental relationships themselves are insensitive to the position of the interface; this is perfectly natural for a macroscopic theory, as the details of the interface can only be resolved microscopically. In fact, one may view it as a requirement that any macroscopic thermodynamics of interfaces (equilibrium or otherwise) should rest on relationships that are valid regardless of the precise position of the surface. This insight has recently been used to develop interfacial thermodynamics in the formalism of gauge transformations (4, 25, 26), which are here identified as small changes in the location of the dividing surface. The “gauge” is the specific choice of \( z^s \), and a gauge transformation \( z^s \rightarrow z^s + l \) displaces the dividing surface by a small distance \( l \) normal to the interface toward phase II. As a result, the extensive densities are modified according to \( \rho^1 \rightarrow \rho^1 + l \Delta \rho_a \), where \( \Delta a \) is the difference (or “jump”) between the bulk phase densities \( \Delta a = a^1 - a^2 \) extrapolated to the interface. Since the variations in the bulk phase densities under nonequilibrium conditions are small compared to the gradients at the interface, we take the density jumps as independent of \( z^s \) (here and throughout the paper).

A gauge transformation of the interfacial Gibbs–Duhem and Euler equations reveals that these relations are only gauge invariant if we have \( 0 = \Delta s \Delta s \) \( dT + \sum_{\alpha} \Delta \rho_{\alpha} d\mu_{\alpha} \) and \( \Delta u = T \Delta s + \sum_{\alpha} \mu_{\alpha} \Delta \rho_{\alpha} \). By taking conditions of constant temperature and/or chemical potential(s), the Clapeyron and Gibbs adsorption equation(s) are immediately recovered. These results are typically reached by imposing the conditions of equilibrium, that is, constancy of the intensive variables (temperature, pressure, and chemical potentials) throughout the system (1). However, we see here that the same fundamental formulas can be obtained from a quite different (although still physically motivated) perspective, which does not explicitly require global equilibrium. This suggests that a nonequilibrium thermodynamics of interfaces might be established on the same grounds.

### Local Equilibrium Theory of Interfaces

As discussed earlier, a theory of interfacial transport as powerful as that of bulk transport requires a local equilibrium assumption. We now examine the nature and implications of this assumption through the lens of gauge invariance described above. We begin by providing a brief but essential review of the theory developed in earlier works (4, 25–27) and then discuss how the underlying local equilibrium hypothesis may be tested in multicomponent systems. In this paper, we deal only with binary systems, and so will focus on the two-component case; the generalization to an arbitrary number of components is available elsewhere (4). A visualization of the system of interest is shown in Fig. 1A.

#### Theoretical Review

To begin, one hypothesizes nonequilibrium versions of the Euler and Gibbs–Duhem equations,

\[
\begin{align*}
  u^s &= T^s s^s + \gamma + \phi^s \rho^1_0 + \mu^2_0 s^s, \quad [3a] \\
  0 &= s^s dT^s + d\gamma + \rho^1_0 d\phi^s + \rho^s d\mu^2_0. \quad [3b]
\end{align*}
\]

Note the subtle difference between Eqs. 2 and 3: The intensive quantities in the latter are associated specifically with the interface, but are still gauge invariant. We now require that Eq. 3 remain valid after a gauge transformation, and therefore arrive at nonequilibrium versions of the Clapeyron equations,

\[
\begin{align*}
  \frac{\Delta \rho^1}{\Delta \rho} &= -\left( \frac{\partial \mu^2}{\partial \phi^s} \right)_T, \quad [4a] \\
  \frac{\Delta s}{\Delta \rho} &= -\left( \frac{\partial \mu^2}{\partial T^s} \right)_{\phi^s}, \quad [4b] \\
  \frac{\Delta u}{\Delta \rho} &= \mu^2_0 - T^s \left( \frac{\partial \mu^2}{\partial T^s} \right)_{\phi^s} - \phi^s \left( \frac{\partial \mu^2}{\partial \phi^s} \right)_T. \quad [4c]
\end{align*}
\]

Similarly, we can obtain nonequilibrium versions of the generalized Gibbs adsorption equation(s),

\[
\begin{align*}
  \Upsilon_1 &= \rho^1_0 - \rho^s \frac{\Delta \rho^1}{\Delta \rho} = -\left( \frac{\partial \gamma}{\partial \phi^s} \right)_T, \quad [5a] \\
  \Upsilon_s &= s^s - \rho^s \frac{\Delta s}{\Delta \rho} = -\left( \frac{\partial \gamma}{\partial T^s} \right)_{\phi^s}, \quad [5b] \\
  \Upsilon_u &= s^s - \rho^s \frac{\Delta u}{\Delta \rho} = \gamma - T^s \left( \frac{\partial \gamma}{\partial T^s} \right)_{\phi^s} - \phi^s \left( \frac{\partial \gamma}{\partial \phi^s} \right)_T, \quad [5c]
\end{align*}
\]

where we have defined the relative adsorptions \( \Upsilon_1, \Upsilon_s, \) and \( \Upsilon_u \) of species mass, entropy, and internal energy, respectively.

In writing Eqs. 3–5, we have introduced gauge-invariant nonequilibrium intensive variables for the interface: specifically, the interfacial temperature, \( T^s \), and chemical potentials, \( \phi^s \) and \( \mu^2_0 \). However, in practical situations, it is not immediately clear how to assign these values. In the bulk, it is straightforward to identify local temperatures and chemical potentials on the basis of local equilibrium: One has recourse to equilibrium statistical mechanics, so the temperature can be related to the kinetic energy and mass density profiles, while chemical potentials can be obtained, for instance, from particle insertion methods (28). This strategy is not applicable at interfaces away from equilibrium, for two reasons. First, one must assume that the local equilibrium assumption holds for the interfacial region in order to use such statistical mechanical relations. Since this is the very assumption we aim to evaluate, this is not acceptable for our purposes. Second, the results of such calculations are profiles of the apparent temperatures and chemical potentials through the interfacial region. However, the profiles can vary rapidly through this region, leading to the macroscopic “jumps” mentioned in the Introduction (Fig. 1 B and C). As a result, any resulting values of the interfacial intensive variables would be gauge dependent, which is not permissible for a macroscopic thermodynamic description.

To address the difficulty of assigning intensive variables to the interface, several authors (25, 29) have suggested using the surface tension as an interfacial “thermometer.” The essential insight is that an interface in local equilibrium should obey not only interfacial Euler and Gibbs–Duhem relations (Eq. 3) but also the equilibrium equations of state. Concretely, the nonequilibrium surface tension, \( \gamma \), can be directly measured in molecular simulations and does not depend on the specific choice of the dividing surface. Thus, for a one-component system, the equilibrium equation of state \( \gamma (T) \) can be inverted to obtain a gauge-invariant interfacial temperature, \( T^s \). Similarly, the interfacial chemical potential can be obtained as \( \mu^s = \mu (T^s) \), where \( \mu (T) \) is another equilibrium equation of state. For multicomponent systems, more gauge-invariant variables and associated equilibrium equations of state...
are needed, since additional chemical potentials must be assigned. In particular, for a two-phase system with \( k \) components, the Gibbs phase rule indicates that \( k \) such variables are needed. Note also that the necessary equations of state become \( k \) dimensional. Proper choices for these variables are not always obvious, but we are nevertheless able to obtain the desired intensive quantities of the interface for binary systems, as discussed later. Interfacial temperatures and chemical potential differences obtained in this manner are denoted \( T^{\text{os}} \) and \( \phi^{\text{os}} \), respectively.

**Testing Local Equilibrium.** Although we have identified a practical method for assigning temperature and chemical potential(s) to the interface under nonequilibrium scenarios, we have not yet verified the local equilibrium assumption on which the method depends. To do so, we must show that Eqs. 4 and 5 are consistent with the equilibrium equations of state used to obtain \( T^{\text{os}} \) and \( \phi^{\text{os}} \). Specifically, we note that Eq. 4 relates nonequilibrium density jump ratios (which are gauge invariant) to the equation of state \( \mu_2(T, \phi) \), which is simply identified as the equilibrium function \( \mu_2(T, \phi) \) under the local equilibrium assumption. The density jump ratios can be directly calculated from molecular simulations, and any two such values allow one (in principle) to solve numerically for the interfacial intensive quantities via the equilibrium equation of state \( \mu_2(T, \phi) \). These values are denoted \( T^{\text{os}} \) and \( \phi^{\text{os}} \), as they reflect the changes in bulk properties at the interface due to phase coexistence.

Analogous to the Clapeyron relations, Eq. 5 relates nonequilibrium gauge-invariant surface excess densities to the equation of state \( \gamma(T^*, \phi^*) \), which is again taken as equivalent to the equilibrium equation of state, \( \gamma(T, \phi) \). The relative adsorptions for species mass and internal energy are available via simulation, so interfacial intensive variables may once again be obtained and are denoted \( T^{\text{os}} \) and \( \phi^{\text{os}} \). This label highlights the fact that, in the equimolar gauge, the surface tension (which characterizes the mechanical structure of the interface) acts as a thermodynamic potential (29).

Note that the relative adsorption of entropy cannot be calculated without assuming, a priori, the local equilibrium of the interface, since determining the excess entropy density requires one to specify a local entropy profile throughout the interfacial region. However, the entropy cannot be measured except in reference to other thermodynamic quantities through the Euler equation. In doing so, we tacitly assume that the Euler relation itself is valid in the interfacial region, so that any demonstration of local equilibrium becomes a circular argument. This point has been discussed in greater detail elsewhere (29). For these reasons, the excess entropy—even in equilibrium systems—must be inferred from the interfacial Euler relation, Eq. 2a (or Eq. 3a), rather than through an integration of any local profile as in Eq. 1. Thus, Eq. 3b has the character of a definition rather than a requirement. It is this definition of a gauge-transformable excess entropy density that allows for nonequilibrium versions of the fundamental thermodynamic relations, Eq. 3. As a result, we must use Eqs. 3a and 5c to determine \( T^{\text{os}} \) and \( \phi^{\text{os}} \), in contrast to \( T^{\text{os}} \) and \( \phi^{\text{os}} \), for which three pairs of equations could be chosen (compare Eq. 4).

In total, we have identified three separate methods of obtaining intensive thermodynamic quantities for the interface in nonequilibrium systems: 1) using equations of state for interfacial variables as “thermometers,” 2) using observed jump ratios to solve Eq. 4, and 3) using measured relative adsorptions to solve Eq. 5. If local equilibrium were valid at the interface, then the Euler and Gibbs–Duhem, as well as equilibrium equations of state, would apply away from equilibrium. As a result, all three sets of values \( T, \phi \) should be equivalent within statistical error. We rely on high-precision MD simulations, as described below, to test the local equilibrium hypothesis for interfaces. We first identify appropriate interfacial variables and then parameterize the various equilibrium equations of state needed for the methods introduced above. Then, we perform extensive NEMD simulations at steady state with both energy and mass flux (including coupling between the two) and demonstrate the validity of the local equilibrium hypothesis for interfaces in binary systems.

**Equilibrium Systems**

Applying the theory of local interfacial equilibrium to any particular system of interest requires two types of information: 1) knowledge of the equilibrium equations of state and 2) identification of suitable interfacial variables that can be used away from equilibrium. We obtain this information from equilibrium MD simulations performed with extremely high precision. In particular, we simulate a binary system of Lennard-Jones particles comprising coexisting liquid and vapor phases. We directly specify the values of \( T \) and \( \phi \) during the simulations (see Materials and Methods), which uniquely and completely determine the thermodynamic state of the system per the Gibbs phase rule (8). The two chemical species have different interaction energies, which lead to different critical temperatures in their respective pure systems. Thus, we may say that one component is more “liquid-like” and the other is more “gas-like.” A visual representation of the system is shown in Fig. 1A.

From the right-hand sides of Eqs. 4 and 5, we see that we must first determine the equations of state \( \mu_2(T, \phi) \) and \( \gamma(T, \phi) \) as well as their derivatives at constant \( T \) and \( \phi \). The values of \( \mu_2 \) are calculated via the Widom insertion method, while those of \( \gamma \) are determined from the negative of the excess tangential pressure, which does not depend on the choice of dividing surface (see Materials and Methods). A total of 42 equilibrium simulations were performed with \( 0.0 \leq \phi \leq 1.5 \) and \( 0.6 \leq T \leq 0.85 \), where the quantities have been made dimensionless by the Lennard-Jones characteristic parameters. The highest temperature is close to the critical point of the gas-like species, while the lowest temperature brings the system close to the liquid/solid coexistence region of the liquid-like species. Meanwhile, the values of \( \phi \) lead to mole fractions of the liquid-like component in the range of 0.10 to 0.97 in the liquid. In short, the choice of parameters explores a large area of thermodynamic space while still ensuring that the system is well mixed and within the liquid–vapor coexistence region. The resulting equations of state, \( \mu_2(T, \phi) \) and \( \gamma(T, \phi) \), and their gradients, are fit with smoothing bivariate cubic splines (Fig. 2A and B), which can be used along with the density profiles \( \rho(z) \), \( \rho_1(z) \), and \( u(z) \) to solve Eqs. 4 and 5.

Next, we must identify two gauge-invariant interfacial quantities that can be used to determine \( (T^{\text{os}}, \phi^{\text{os}}) \). The surface tension is one obvious choice, as it is the only intensive quantity with a mechanical definition valid in both equilibrium and nonequilibrium situations. For an additional interfacial variable, several authors (4, 27) have suggested the relative adsorption of species, \( \Upsilon_1 \), defined in Eq. 5a. However, for this particular system, the adsorptions are nonmonotonic functions of \( \phi \), so that a given set of values \( (\gamma, \Upsilon_1) \) does not always map to a unique thermodynamic state \( (T, \phi) \). The jump ratios appearing on the left-hand side of Eq. 4 provide a more useful choice, with the species mass jump ratio \( \Delta \rho_1/\Delta \rho \) being the easiest to obtain with high accuracy (Fig. 2C). These variables are indeed monotonic functions of \( T \) and \( \phi \), and therefore allow \( (T^{\text{os}}, \phi^{\text{os}}) \) to be determined unambiguously, as illustrated in Fig. 2D.
Before continuing, we emphasize again that the chosen interfacial variables must be gauge invariant. Since the bulk densities are constant at equilibrium, the jump ratio \( \frac{\Delta \rho_1}{\Delta \rho} \) trivially satisfies this condition under these circumstances. However, the bulk densities generally vary with position when out of equilibrium, so that the jumps must be calculated from the bulk density profiles extrapolated to the interface, as mentioned in the previous section. As a result, these variables are not technically gauge invariant, since the profiles must be extrapolated to a specific choice of the dividing surface, \( z^* \). This is of no practical concern, however, because the density gradients in the bulk are generally much smaller than those at the interface, so that variations in \( \Delta \rho_1/\Delta \rho \) associated with gauge transformations (say, between the equimolar and equienergetic gauges) are comparable with (or smaller than) the statistical uncertainty in the values themselves. The only scenarios in which the gauge-dependence is not negligible are at high temperatures near the critical point of the gas-like species, where the interfacial width becomes very large. Of course, we do not expect the theory to remain valid near a critical point, since these states are essentially “nonthermodynamic” in that the fluctuations dominate over the means, rather than the other way around (30). Since \( \Delta \rho_1/\Delta \rho \) is approximately gauge invariant for relevant systems, we adopt this as the second interfacial variable without further reservations and calculate its value by extrapolating to the equimolar gauge (\( \rho_s = 0 \)). This choice of gauge is essentially arbitrary, but is consistent with the form of Eq. 5. Finally, we determine the equation of state \( [\Delta \rho_1/\Delta \rho](T, \phi) \) from the equilibrium simulation data and fit the results with a smoothing bivariate cubic spline, as with the other equations of state detailed above (Fig. 2C).

Nonequilibrium Systems

Having laid the necessary foundations, we now conduct an array of NEMD simulations to test the local equilibrium assumption. We consider steady-state nonequilibrium systems where energy or species mass flux are driven by a gradient in \( T \) or \( \phi \), respectively (see Materials and Methods). Note, however, that, in each case, both energy and mass flux occur on account of cross-effects (4, 7), which couple these fluxes.

It should be appreciated that, although we only conduct simulations at steady state, this is not required by the theory presented above. One should only ensure that the time/length scales associated with the evolution of the thermodynamic fluxes/forces is longer than the time/length associated with local thermalization (i.e., collision frequency, density gradient, etc.). This same criterion applies also in the case of bulk transport and is therefore not unique to the present theory. Rather, the focus on stationary states is a matter of computational practicality. In order to accurately measure surface excess densities and jumps, one must be able to survey a large enough area of the surface for a long enough time so that fluctuations may be “averaged out.” When the interface is moving (as in unsteady conditions), such calculations are greatly complicated, as it becomes difficult to distinguish between
fluctuation and evolution. Of course, it is indeed possible to simulate dynamic surface phenomena (31, 32), but the high precision required for a test of local equilibrium (including the calculation of chemical potentials) makes this a major computational challenge in the present work.

Given the small length and time scales associated with molecular simulations, the gradients and fluxes observed here are, in fact, quite extraordinary. For instance, if one assumes Argon-like Lennard-Jones parameters (33), the temperature gradients are on the order of $10^6$ K/m, and the species mass velocities are on the order of 1 m/s. Thus, the present analysis, in fact, provides a stringent test of the local equilibrium hypothesis, dealing with interfaces in systems far from equilibrium.

**Clapeyron Equations.** As outlined earlier, Eq. 4 is tested by calculating the density jump ratios directly from the simulation data and then solving for $(T^{\text{coex}}, \phi^{\text{coex}})$ through the equilibrium equation of state $\mu_2(T, \phi)$ and its derivatives (Fig. 2B). The resulting values should be consistent with $(T^{\text{eos}}, \phi^{\text{eos}})$. In practice, only two of Eqs. 4a–4c are necessary to solve for the thermodynamic state of the interface, but all three such combinations must yield consistent results to ensure the gauge invariance of Eq. 3. Satisfyingly, we have found that all three associated values of $(T^{\text{coex}}, \phi^{\text{coex}})$ are essentially identical. Thus, we focus our attention those quantities obtained from the most easily calculated set of jump ratios, $\Delta \rho_1 / \Delta \rho$ and $\Delta \mu / \Delta \rho$. A direct comparison with the other combinations is provided in SI Appendix.

The results of our analysis are shown in Fig. 3, with each data point corresponding to an individual NEMD simulation with unique parameters (see Materials and Methods). We consider the relative error for interfacial temperatures, and the absolute error for chemical potential differences. Such comparisons are chosen since the temperature is strictly positive, while the chemical potential difference can approach zero (and become negative), thereby resulting in misleadingly large relative errors. As expected, there is considerable scatter in the data, which exceeds that observed for one-component systems (29). Indeed, the binary systems are more challenging to handle numerically owing to the additional thermodynamic variable. Even on a fundamental level, the extra degree of freedom allows for a much greater range of fluctuations in the thermodynamic state of the interface.

To properly interpret this error, we conduct the same analysis on the equilibrium systems discussed above; in these systems, Eq. 4 is exact, so the statistical variations in these cases set a reasonable benchmark for validating the nonequilibrium applicability of the Clapeyron equations. The ranges of 1 and 2 SDs of the equilibrium data are shown as gray shaded regions in Fig. 3. Almost all nonequilibrium data fall within one such SD, and the mean errors are not statistically distinguishable from those of the equilibrium systems. In summary, the accuracy of Eq. 4 is not appreciably

---

**Fig. 3.** (A) Relative error between interfacial temperatures obtained from equilibrium equations of state, $T^{\text{eos}}$, and from Eq. 4, $T^{\text{coex}}$, as a function of $T^{\text{eos}}$. The dark and light shaded regions represent 1 and 2 SDs, respectively, of the equilibrium data. Each data point represents a different nonequilibrium simulation with unique parameters (see Materials and Methods). (B) The same data as in A, but plotted against $\phi^{\text{eos}}$. (C) Absolute error between interfacial chemical potential differences obtained from equilibrium equations of state, $\phi^{\text{eos}}$, and from Eq. 4, $\phi^{\text{coex}}$, as a function of $T^{\text{eos}}$. As in A, the shaded regions represent the spread of the equilibrium data. (D) The same data as in C, but plotted against $\phi^{\text{eos}}$. In all cases, error bars are approximately the size of the data points.

---
Fig. 4. (A) Relative error between interfacial temperatures obtained from equilibrium equations of state, $T^{\text{eos}}$, and from Eq. 4, $T^{\text{coex}}$, as a function of $T^{\text{eos}}$. The dark and light shaded regions represent 1 and 2 SDs, respectively, of the equilibrium data. Each data point represents a different nonequilibrium simulation with unique parameters (see Materials and Methods). (B) The same data as in A, but plotted against $\phi^{\text{eos}}$. (C) Absolute error between interfacial chemical potential differences obtained from equilibrium equations of state, $\phi^{\text{eos}}$, and from Eq. 4, $\phi^{\text{coex}}$, as a function of $T^{\text{eos}}$. As in A, the shaded regions represent the spread of the equilibrium data. (D) The same data as in C, but plotted against $\phi^{\text{eos}}$.

diminished in the presence of energy and/or mass flux, supporting the local equilibrium hypothesis.

Importantly, we find that these results show no dependence on either $T^{\text{eos}}$ or $\phi^{\text{eos}}$. Likewise, the results do not depend on the magnitude (or sign) of the fluxes (SI Appendix), which might indicate a restricted range of validity. We therefore conclude that the Clapeyron Eq. 4 may indeed be generalized to interfaces in nonequilibrium systems.

**Gibbs Adsorption Equations.** We now test Eq. 5 by calculating the excess species mass and energy densities in the equimolar gauge ($\rho^s = 0$) and solving for ($T^{\text{stru}}$, $\phi^{\text{stru}}$) through the equilibrium equation of state $\gamma(T, \phi)$ and its derivatives (Fig. 2A). As mentioned earlier (and in contrast with the earlier test[s] of Eq. 4), only one of the three possible pairs of Eq. 5 may be chosen to solve for the thermodynamic state of the interface, as it is not possible to define a local entropy profile $s(z)$ in the interfacial region without assuming local interfacial equilibrium a priori (29).

The results of this analysis are shown in Fig. 4, in the same format as that adopted for the earlier analysis of the Clapeyron equations. The error in the data is larger, both in equilibrium and nonequilibrium systems, owing to the highly fluctuating nature of the interface, which makes the excess densities difficult to determine with high precision. Nevertheless, the nonequilibrium systems show no greater uncertainty or error than the equilibrium systems, which is all that can be expected when testing the local equilibrium hypothesis. As with the earlier test of Eq. 4, there is no meaningful dependence of the error on either $T^{\text{eos}}$ or $\phi^{\text{eos}}$, or the magnitude of the fluxes (SI Appendix). It is therefore clear that the generalized Gibbs adsorption equations, Eq. 5, are also valid out of equilibrium.

**Discussion**

The distributions of the data in Figs. 3 and 4 are shown as box-and-whisker plots in Fig. 5. The data for the nonequilibrium systems are generally comparable to those at equilibrium, in terms of both the width of the distributions and any deviation from zero error. The similarity in these distributions points to the validity of the local equilibrium description for the interface in nonequilibrium settings.

For comparison, we have also included the distribution of temperatures and chemical potential differences obtained from extrapolating the bulk profiles in the liquid or vapor to the equimolar gauge. Although these data often appear much closer to zero and exhibit less scatter than the coexistence or structural intensive variable values, they are highly dependent on the size of the jumps in intensive variables (compare Fig. 1 B and C). For instance, in the systems studied here, the largest jumps occur in the temperature profile under energy flux. For such systems, the temperatures extracted from the vapor-phase profile deviate significantly from the interfacial temperature; in these situations,
the relatively small error actually leads to the conclusion that such a method of choosing the interfacial temperature is incorrect.

In most of the other simulated systems, the interfacial jumps are fairly small, so the deviations of the liquid/vapor intensive variables from the “true” interfacial ones are not detectable (although this is not required for the current theory). However, the small jumps observed here must be understood as special cases: Since the entropy production at the interface is usually taken as proportional to the squared magnitude of the jumps (4), the system will arrange itself so as to minimize these jumps (and hence entropy production), given the steady-state conditions (7). Meanwhile, in complex, unsteady flows, one cannot assume that the jumps are small. Thus, the use of bulk information for defining intensive thermodynamic values of the interface has limited validity, as was demonstrated earlier in pure systems (29).

On the other hand, the use of equilibrium equations of state (i.e., the calculation of $T^{\text{eos}}$ and $\phi^{\text{eos}}$) is evidently valid in all circumstances, regardless of the magnitude of the temperature or chemical potential jumps. Taken together, these results serve to establish the interfacial “thermometer” method (25) as a powerful tool for analyzing transport in heterogeneous systems.

Having established the validity of the local equilibrium hypothesis for interfaces in nonequilibrium conditions, one may now formulate thermodynamically consistent constitutive relations by the usual procedure of demanding nonnegative entropy production (4, 7). Similarly, the coefficients appearing in these equations can be determined through an analysis of the data collected here. However, although the governing transport equations are universal in form and content, the transport coefficients are phenomenological and system specific. Therefore, these quantities are not particularly relevant to the present work, as we have primarily concerned ourselves with the more general aspects of interfacial transport. Nevertheless, interested readers may obtain and analyze the simulation data at their convenience (see Data Availability).

**Conclusion**

Linear irreversible thermodynamics (4, 7) provides a foundation for the study of a wide array of transport phenomena. For bulk systems, the theory is so successful that it has become a key component of standard pedagogy in physics, biology, engineering, and elsewhere. Extending these concepts to interfaces has proved challenging, owing to the existence of macroscopic discontinuities in the intensive variable profiles (e.g., temperature jumps), which complicate the underlying local equilibrium assumption. Moreover, the popular phase-field or diffuse interface models cannot assess the validity of such an assumption.

Here, we have discussed and evaluated a local equilibrium theory of multicomponent interfaces in the sharp interface framework that is based on the concept of gauge transformations. Simply put, the macroscopic thermodynamics cannot depend on microscopic changes in the interface position. The consequences of this postulate provide methods to test the local equilibrium hypothesis, which is shown to be applicable through extensive MD simulations. Furthermore, we have established a reliable procedure for determining nonequilibrium interfacial temperatures and chemical potentials on the basis of equilibrium equations of state. Proper assignment of these intensive variables is crucial for developing interfacial constitutive relations, and for accurate calculation of the associated transport coefficients. In summary, the formulation of local equilibrium at interfaces presented here provides a flexible and thermodynamically rigorous method for modeling interfacial transport.

**Materials and Methods**

We simulate a binary mixture of particles with mass $m$ interacting via a smoothed Lennard-Jones spline potential,

$$\phi_{\alpha\beta}(r) = \begin{cases} 4\varepsilon_{\alpha\beta}(\sigma_{\alpha\beta} r)^{12} - (\sigma_{\alpha\beta} r)^{6} & \text{if } 0 < r < r_c, \\ \frac{4\varepsilon_{\alpha}\varepsilon_{\beta}}{r_c^6} \left[ r_c^6 (r - r_c)^3 + \zeta_1 (r - r_c)^2 \right] & \text{if } r_c \leq r \leq r_t, \\ 0 & \text{otherwise}, \end{cases} \quad [6]$$

where $r$ is the interparticle distance, and $\alpha, \beta \in \{1, 2\}$ denote the particle species. Here we use the parameters $\sigma_{11} = \sigma_{22} = \sigma_{12} = \sigma$ and $\varepsilon_{11} = \varepsilon_{22} = \varepsilon_{12} = 0.8\varepsilon$. The cutoff radius is chosen as $r_c = 2.5\sigma$, and the parameters $r_t = (4B/67)r_c$, $\zeta_1 = 0.099194\sigma^{-3}$, $\zeta_2 = -0.16346\sigma^{-2}$ are assigned so that the potential and its first derivative (i.e., the force) are continuous and vanish at $r_c$. This same model has been used in several other investigations of thermodynamics and transport in binary systems (34–38). All physical quantities are made dimensionless with $m$, $\sigma$, $\varepsilon$, $k_B$, and $T = (m\sigma^2/\varepsilon)^{1/2}$ as the units of mass, length, energy, temperature, and time, respectively.

All systems consist of 16,000 particles placed in a simulation box with $x$, $y$, $z$ dimensions $L_x = L_y = 20$ and $L_z = 200$. We use periodic boundary conditions in the $x$ and $y$ directions and place walls at $z = 0$ and $z = L_z$. The left wall is designed to encourage nonpreferential wetting of the liquid phase. Specifically, at a distance $z$ from the left wall, particles are subject to a 10–4 Lennard-Jones spline potential (39),

$$\phi_{\alpha}(z) = \begin{cases} \frac{r_{\alpha}^6}{z^6} \left[ \frac{2}{5} \left( \frac{r_{\alpha}}{z} \right)^{10} - \left( \frac{r_{\alpha}}{z} \right)^{4} \right] & \text{if } 0 < z < z_t, \\ \varepsilon_{\alpha} \left[ \omega_1 (z - z_t) + \omega_2 (z - z_t)^2 \right] & \text{if } z_t \leq z \leq z_t, \\ 0 & \text{otherwise}, \end{cases} \quad [7]$$

where, by analogy with Eq. 6, we choose $\varepsilon_{\alpha} = \varepsilon/2$, $z_t = r_t$, and $z_t = r_c$. Likewise, the parameters $\omega_1 = -0.603715$ and $\omega_2 = -1.388096$ were chosen.
to ensure that the energy and force are continuous and vanish at $z$. To further ensure that the liquid remained at the bottom of the simulation cell, we applied a small force, in the z direction, of $-0.005$ to all particles within 5.0 particle diameters of the left wall and set the total momentum of the particles within this region to zero every 2,000 time steps (rescaling particle velocities to leave kinetic energy unchanged). This wall alters the structure of the nearby fluid, creating a region to zero every 2,000 time steps (rescaling particle velocities to leave kinetic energy unchanged). The right wall is implemented as a hard surface which reflects all particles that move beyond $z = L_z$. The reflection is specular (elastic) in the z dimension and diffuse in the x and y dimensions so that the wall also acts as a thermostat (41). Since the interactions between the particles and the right wall are purely repulsive, the adjoining phase is maintained as a vapor.

Near the walls, we implement thermodynamic baths which maintain constant temperature, $T$, and chemical potential difference, $\phi$, in the spirit of the dual control volume method (42). The left bath encompasses the region $0 < z < 10$ and is thermostatized using the canonical sampling by velocity rescaling (CSVR) method (43). This method chooses velocity scaling factors based on a stochastic evolution of the kinetic energy. These auxiliary dynamics depend on the number of degrees of freedom, which can vary within the specified bath region; thus the targeted kinetic energy is updated at each time step as particles drift in and out of the bath. A time constant of 0.1 was used for this algorithm. To maintain constant $\phi$, we perform Monte Carlo particle identity swaps in the semigrand canonical ensemble (44–46). The acceptance criteria for these identity changes depend on (among other things) the number of particles in the bath region, which is measured prior to each attempted swap.

The right thermodynamic bath acts on the region $L_z - 10 < z < L_z$, occupied by the vapor phase. We maintain the region at constant temperature using the Andersen thermostat (47) with a characteristic time of 0.1. We use a different thermostat in the right bath because we found that the CSVR algorithm often leads to large velocity changes and numerical instabilities due to the low density of the vapor. Moreover, the Andersen method mimics rare collision events, making it a physically appealing choice for the vapor phase. To maintain constant chemical potential difference in the right bath, we again apply the Monte Carlo approach previously described for the left bath.

Using the thermodynamic baths described above, one can more directly control the system. For instance, we can induce a species mass flux by choosing different values of $\phi$ for each bath. Likewise, the system can be subjected to an energy flux by choosing different values of $T$ in each bath. One key advantage of the direct control over $\phi$ is that coupled energy/mass transport is possible under a temperature gradient. Without performing particle identity swaps, the steady state of such a system will not experience any species mass flux, thus limiting the breadth of transport processes that can be studied, as was the case in previous computational investigations of these systems. From a theoretical point of view, direct control of two intensive variables is greatly preferred, since Eqs. 4 and 5 deal with derivatives of various equations of state with respect to one intensive variable while holding the other constant. While this could be done with the use of grand canonical Monte Carlo methods (46), these algorithms are much less efficient than the semigrand Monte Carlo, since they rely on particle insertions, which are rarely accepted in condensed phases.

While the algorithms implemented here do indeed maintain temperature and chemical potential difference with great accuracy, we have made no effort to ensure that they rigorously reproduce the semigrand canonical distribution. However, this is not important for our purposes, as these algorithms act only within relatively small regions of the simulation cell which are far removed from the interface. Indeed, the position of the interface is roughly $z_i \approx 30$ to $50\sigma$, so that there is $20$ to $40\sigma$ of bulk liquid between the left bath and the interface. Outside of the baths, the system evolves according to Hamiltonian dynamics, free from the influence of any thermostats or Monte Carlo moves. Thus, in the region of physical interest (and a great deal of the surrounding volume), mass, species, energy, and momentum are locally conserved, which provides the foundation for a nonequilibrium thermodynamic description of the system.

Particle coordinates $\{r_i(t)\}$ are evolved in time according to Newton’s equations of motion using the Velocity-Verlet algorithm (46) with a time step of $\delta t = 0.0005\tau$. Owing to the slow diffusion dynamics in the liquid phase, the systems require extensive preparation to ensure equilibrium or steady-state conditions. In particular, equilibrium and nonequilibrium systems were preconditioned for 150 to $250 \times 10^6\delta t$ and $250 \times 10^6\delta t$, respectively, and we verified that energy flux, species mass flux, and species density profiles were constant (within statistical uncertainty) over the course of the simulations. Following the system preparation, production simulations of $250 \times 10^6\delta t$ were performed, and the trajectories were analyzed as five separate chunks of $50 \times 10^6\delta t$ to estimate statistical uncertainties, which are reported as 95% CIs unless otherwise noted.

To impose an energy flux in the systems, we set the right and left baths to the same chemical potential difference and different temperatures. To impose a species mass flux, the bath temperatures are kept identical, but the chemical potential differences are set to different values. In both of these scenarios, cross-effects occur: The temperature gradient induces a gradient in the chemical potential difference, and vice versa. Note, however, that the particles have equal mass so that the total mass flux is zero at steady state; that is, the barycentric reference frame is the same as the laboratory/wall reference. Parameters for the various simulations are shown in Table 1.

To analyze spatial variations in thermodynamic quantities, we divide the system into 400 slabs of thickness $\sigma/2$ in the z direction with the position of each layer $k \in \{1, 2, \ldots, 400\}$ given by $z_k = k/2 - \sigma/4$. In each layer,

### Table 1. Nonequilibrium simulation parameters (liquid/vapor thermostat temperatures and chemical potential differences)

| Flux | Liquid temperature | Vapor temperature | Liquid $\phi$ | Vapor $\phi$ |
|------|--------------------|-------------------|--------------|-------------|
| Energy flux | 0.65 | 0.95 | 0.5 | 0.5 |
| 0.65 | 0.95 | 0.75 | 0.75 |
| 0.65 | 0.95 | 1.00 | 1.00 |
| 0.70 | 1.00 | 0.50 | 0.50 |
| 0.70 | 1.00 | 1.00 | 1.00 |
| 0.75 | 0.95 | 0.50 | 0.50 |
| 0.75 | 0.95 | 0.75 | 0.75 |
| 0.75 | 0.95 | 1.00 | 1.00 |
| 0.75 | 1.05 | 0.50 | 0.50 |
| 0.75 | 1.05 | 0.95 | 0.75 |
| 0.75 | 1.15 | 0.50 | 0.50 |
| 0.75 | 1.15 | 0.75 | 0.75 |
| 0.75 | 1.25 | 0.50 | 0.50 |
| 0.75 | 1.25 | 0.75 | 0.75 |
| 0.75 | 1.25 | 1.00 | 1.00 |
| 0.80 | 1.10 | 0.50 | 0.50 |
| 0.80 | 1.10 | 0.75 | 0.75 |
| 0.80 | 1.10 | 1.00 | 1.00 |
| Mass flux | 0.70 | 0.70 | 0.25 | 1.00 |
| 0.70 | 0.70 | 0.50 | 1.00 |
| 0.70 | 0.70 | 1.25 | 1.50 |
| 0.70 | 0.70 | 1.25 | 0.75 |
| 0.75 | 0.75 | 0.25 | 1.00 |
| 0.75 | 0.75 | 0.50 | 1.00 |
| 0.75 | 0.75 | 0.50 | 1.25 |
| 0.75 | 0.75 | 1.00 | 1.00 |
| 0.80 | 0.80 | 0.25 | 1.00 |
| 0.80 | 0.80 | 0.50 | 1.00 |
| 0.80 | 0.80 | 0.50 | 1.25 |
| 0.80 | 0.80 | 0.75 | 1.25 |
| 0.80 | 0.80 | 0.75 | 1.50 |
| 0.80 | 0.80 | 1.25 | 0.50 |
| 0.80 | 0.80 | 1.25 | 0.75 |
we calculate, at every time step, the instantaneous species mass density, \( \rho_i(t) = \frac{m_i(t)}{V(t)} \) where \( m \) is the particle mass, \( V = \frac{\lambda}{2} \sigma^2 \) is the slab volume, and \( \rho_i(t) \) is an indicator function: \( \rho_i(t) = 1 \) if particle \( i \) is of species \( \chi \) and is in slab \( k \) at time \( t \), and \( \rho_i(t) = 0 \) otherwise. The total mass density is the sum over both species mass densities: \( \rho(t) = \rho_1(t) + \rho_2(t) \). Similarly we calculate the species momentum density \( \dot{\mathbf{r}}_i(t) = (m_i(t)) \mathbf{v}_i(t) \) where \( \mathbf{v}_i(t) = \dot{\mathbf{r}}_i(t) \) is the velocity of particle \( i \). Note that the species momentum density is equivalent to the species mass flux. The total momentum density follows as \( \dot{\mathbf{r}}(t) = \dot{\mathbf{r}}_1(t) + \dot{\mathbf{r}}_2(t) \).

Energy density associated with various partitioning schemes are much smaller than the instantaneous kinetic energy, as earlier analysis has indicated that systematic variations in the potential energy (per slab) and excess parts:

\[
\alpha_k \equiv \frac{2}{3} \sum_{i} \mathbf{r}_i \times \mathbf{r}_j
\]

where \( k \) is the slab volume, and \( \alpha_k \) is a species-agnostic version of the indicator function defined earlier. As pointed out in previous literature (1,29) and discussed in detail in the main text (section Diffuse Interfaces), the definition of \( \psi(t) \) is actually somewhat ambiguous: If interacting particles are in different slabs, how should the potential energy be partitioned between these slabs (or among any slabs in between)? Here, we choose to assign to each layer one-half of the interaction energy, as earlier analysis has indicated that systematic variations in the potential energy density associated with various partitioning schemes are much smaller than statistical uncertainties. Moreover, these subtleties are “integrated out” in our analysis of local equilibrium, so the precise choice should be unimportant.

The instantaneous nonconvected kinetic energy density is expressed as \( \psi_k(t) = (m/(2V)) \sum_{i} \dot{\mathbf{r}}_i(t) \cdot \mathbf{v}_i(t) - \frac{1}{2} \sum_{i} \dot{\mathbf{r}}_i(t) \cdot \dot{\mathbf{r}}_i(t) \). Since the barycentric velocity is not known prior to running the simulations, we instead calculate, at each time step, the instantaneous total kinetic energy, \( \dot{\mathbf{r}}_i(t) = (m/(2V)) \sum_{i} \dot{\mathbf{r}}_i(t) \cdot \mathbf{v}_i(t) \). The time-averaged nonconvected kinetic energy (which is the quantity of interest for thermodynamic analysis) can then be expressed as \( \dot{\mathbf{r}}_i(t) = (1/2) \sum_{i} \dot{\mathbf{r}}_i(t) \cdot \mathbf{v}_i(t) \). Over the given timespan, the total internal energy density profile is then obtained from \( \mathbf{v}_i(t) = \dot{\mathbf{r}}_i(t) - \mathbf{n} \cdot \mathbf{v}_i(t) \).

In order to ensure that the nonequilibrium simulations remain at steady-state conditions, we calculate the instantaneous energy flux \( j_k = \dot{\mathbf{r}}_i(t) \cdot \mathbf{v}_i(t) - \frac{1}{2} \sum_{i} \dot{\mathbf{r}}_i(t) \cdot \dot{\mathbf{r}}_i(t) \), where \( \dot{\mathbf{r}}_i(t) \) is the force on particle \( i \) due to particle \( j \). The pressure profile then follows as \( p(t) = (2/3) - \frac{1}{6} \mathbf{v}_i(t) \cdot \mathbf{v}_i(t) \).

### Data Availability

Selected data, including certain simulation output, analysis scripts, and processed data files used for figures have been archived in an open-access repository (55). Larger data files, such as simulation trajectories and particle insertion energy histograms, are available from the authors upon request. The simulation code is also freely available online (49).
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