A-PRIORI ESTIMATES FOR STATIONARY MEAN-FIELD GAMES
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Abstract. In this paper we establish a new class of a-priori estimates for stationary mean-field games which have a quasi-variational structure. In particular we prove $W^{1,2}$ estimates for the value function $u$ and that the players distribution $m$ satisfies $\sqrt{m} \in W^{1,2}$. We discuss further results for power-like nonlinearities and prove higher regularity if the space dimension is 2. In particular we also obtain in this last case $W^{2,p}$ estimates for $u$.
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1. Introduction. Mean field games is a recent area of research started in the engineering community by Peter Caines and his co-workers [21], [20], and, independently, in the context of partial differential equations and viscosity solutions by Pierre Louis Lions and Jean Michel Lasry [22, 23, 24, 25]. Mean field games attempt to understand the limiting behavior of systems involving very large numbers of rational agents which play dynamic games under partial information and symmetry assumptions. Inspired by ideas in statistical physics, these authors introduced a class of models in which the individual players contributions are encoded in a mean field that contains only statistical properties about the ensemble. In addition to mean-field type interactions, the agents are assumed to be identical and indistinguishable.

Literature on mean field games and its applications is growing fast, for a recent survey see [27] and reference therein. Applications of mean field games arise in growth theory in economics [26] or environmental policy [2], for instance. We also believe that in the future, mean field games will play an important rôle in economics and population models. This is due to the fact that in many economics applications or population models there is a very large number of indistinguishable agents which behave in a rational but non-cooperative way. Understanding the behaviour of such systems as the number of agents tends to infinity is one of the most fundamental questions in these problems.
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There is also a growing interest in numerical methods for mean-field problems \cite{2}, \cite{1}, \cite{3}. One author and his collaborators \cite{14} have also considered the discrete time, finite state problem, the continuous time finite state problem \cite{16}, \cite{15}. Such models are relevant in many problems where a large number of agents are faced with the problem of choosing between a finite number of states. Several problems have been worked out in detail in \cite{19}, \cite{17}, including applications to growth theory and the quadratic case.

Mean field games are frequently formulated as Hamilton-Jacobi type equation coupled with a transport equation, the adjoint of the linearization of the Hamilton-Jacobi equation. This class of problems, in the case the Hamilton-Jacobi equation does not depend on the solution of the transport equation was introduced in \cite{9}. These methods were applied to study the vanishing viscosity problem \cite{9}, the differentiability of solutions of the infinity laplacian \cite{6}, Aubry-Mather theory in the non-convex setting \cite{5} and systems of Hamilton-Jacobi equations and obstacle type problems \cite{4}, just to mention a few.

Given $H : \mathbb{T}^d \times \mathbb{R}^d \to \mathbb{R}$, the Evans-Aronsson problem \cite{7}, \cite{8}, consists in minimizing

$$\inf_{\phi} \int_{\mathbb{T}^d} e^{H(x, D\phi)} \, dx.$$ 

The stochastic Evans-Aronsson problem, which is a generalization of the previous problem and was introduced in \cite{30}, consists in minimizing

$$\inf_{\phi} \int_{\mathbb{T}^d} e^{\epsilon \Delta \phi + H(x, D\phi)} \, dx. \quad (1)$$

While studying this last problem two of the authors observed in \cite{18} a new connection between mean-field games and a class of calculus of variations problems. In fact, he Euler-Lagrange for (1) can be written as

$$\begin{cases}
\epsilon \Delta u + H(x, Du) = \ln m + \bar{H} \\
\epsilon \Delta m - \text{div}(D_p H m) = 0,
\end{cases}$$

which is the canonical example of a stationary mean field game. Here the constant $\bar{H}$ is due to an additional normalization requirement for $m$, i.e. $\int m = 1$. In particular in \cite{18} we obtained several a-priori estimates as well as the existence of smooth solutions when $H(p, x)$ is quadratic in $p$ or in dimension 2.

In this paper we establish new a-priori estimates for a class of stationary mean-field games. We consider mean-field games of the form

$$\begin{cases}
\Delta u + H(x, Du, m) = \bar{H} \\
\Delta m - \text{div}(D_p H m) = 0,
\end{cases} \quad (2)$$

where $H : \mathbb{T}^d \times \mathbb{R}^d \times \mathcal{P}(\mathbb{T}^d) \to \mathbb{R}$ (here $\mathcal{P}(\mathbb{T}^d)$ is the set of Borel probability measures on $\mathbb{T}^d$) which satisfies suitable hypothesis. We require $m$ to be a probability measure absolutely continuous with respect to Lebesgue measure. The constant $\bar{H}$ is chosen so that this normalization condition holds (we do not assume, however, uniqueness of $\bar{H}$ or solutions). We do not assume as in \cite{22} that the dependence of $H$ in $m$ is continuous with respect to the weak topology in $\mathcal{P}(\mathbb{T}^d)$. For instance we allow local dependence on $m$ (assuming the probability measure $m$ has a density). More precisely our setting is the following: we assume that $H$ is quasi-variational, this means that there exists $H_0(x, p) : \mathbb{T}^d \times \mathbb{R}^d \to \mathbb{R}$ and $g : \mathbb{R} \to \mathbb{R}$, with $g$ concave
increasing such that

\[ |H(x, p, m) - H_0(x, p) + g(m(x))| \leq C. \]  

This means that \( H \) has a local component \( g(m(x)) \) but does not imply that \( H \) is a local operator, that is, \( H \) could depend on \( m \) through convolution operators, difference operators or other non-local dependence. Note that if \( g \) is concave increasing then \( g^{-1} \) is convex increasing.

To explain the name quasi-variational, note that if we consider the variational problem

\[ \inf_{\phi} \int_{\mathbb{T}^d} F(\Delta \phi + H_0(x, D\phi) - \tilde{H})dx, \]

the corresponding Euler-Lagrange equation can be written as

\[ \begin{align*}
\Delta u + H_0(x, Du) - \tilde{H} &= (F')^{-1}(m) \\
\Delta m - \text{div}(D_p H_0(x, Du)m) &= 0.
\end{align*} \]

By defining \( g = (F')^{-1} \), we get

\[ H(x, p, m) = H_0(x, p) - g(m). \]  

Additionally, if we assume that \( F \) is convex increasing, then \( g \) is concave increasing. Thus we can think of quasi-variational mean-field games as perturbations of mean-field games with a variational structure.

If \( \tilde{H} \) is as in (4) then the uniqueness technique by Lions and Lasry [22] can be used to establish uniqueness. Note that, in this paper we do not require monotonicity in \( H \). We should also observe that the setting we work here is different from the one in [22] as we do not require continuity in \( m \) with respect to weak convergence. In fact this fails even for Hamiltonians of the form (4).

In this paper, to simplify the exposition we consider the periodic setting. In this way the discussion of boundary conditions is avoided. We believe, however, that the same ideas can be applied in a variety of problems which include boundary conditions of various types.

The hypothesis under which the our results hold are discussed in §2. Then in the next section we prove various a-priori bounds, and is structured as follows:

1. a-priori bounds in \( \tilde{H} \), proposition 2;
2. \( W^{1,2} \) integrability for \( u \), Corollary 1;
3. regularity for \( m, \sqrt{m} \in W^{1,2} \), proposition 2;
4. higher integrability for \( m \), if \( g(m) = m^\gamma \), Corollary 3;
5. \( D(\ln m) \in L^2 \), proposition 5;
6. \( W^{2,2} \) and \( W^{2,p} \) estimates for \( u \), in dimension 2, propositions 6 and 7.

The first two bounds, namely a-priori bounds for \( \tilde{H} \) and \( W^{1,2} \) estimates for \( u \) immediate for variational problems in the form (4) as one can use the variational formulation to extract bounds on any possiblem minimizer. However for quasi-variational problems we cannot use this technique and these are not obvious at all. These a-priori bounds, combined with additional regularity hypothesis on \( H \) can be used to prove a-priori bounds for higher norms of \( u \) and \( m \), at least if \( d = 2 \). These in turn can be combined with continuation methods to establish existence of smooth solutions. This will be the subject of a future publication.
Another class of problems that may be possible to address with similar methods are time-dependent mean-field games. These take the form

\[
\begin{aligned}
  -u_t + H(x, Du, m) &= \Delta u \\
  m_t - \text{div}(D_pHm) &= \Delta m,
\end{aligned}
\]

subjected to initial-terminal conditions

\[
u(x, T) = \psi(x), \quad m(x, 0) = m_0(x),
\]

for suitable \( \psi \) and \( m_0 \). The key difficulty in the variational setting is that functionals of the form

\[
\int_{T_0} T d F(\frac{1}{2}u_t + H(x, Du) - \Delta u)_x dx
\]

are not coercive. Nevertheless several a-priori bounds can still be established.

2. Main assumptions. We now describe the main assumptions, in addition to quasi-variationality, that we will be working with. We suppose that \( H_0 \) satisfies

\[
|p|^2 \leq C + CH_0(x, p).
\]

This is a natural coercivity condition. One could of course work with another coercivity conditions such as

\[
|p|^{\beta} \leq C + CH_0(x, p),
\]

which would give yield analogous results.

Given \((x, p, m) \in \mathbb{T}^d \times \mathbb{R}^d \times \mathcal{P}(\mathbb{T}^d)\) we define the Lagrangian as

\[
L(x, p, m) = -H(x, p, m) + pD_pH(x, p, m).
\]

This is the natural definition of Lagrangian if one recalls that in classical mechanics the Lagrangian corresponding to a Hamiltonian \( H(x, p) \) is given by

\[
L(x, v) = \sup_p v \cdot p - H(p, x),
\]

and the supremum is achieved for

\[
v = D_pH(p, x).
\]

Thus (7) corresponds to the Lagrangian function written in terms of the position-momentum \((x, p)\) coordinates rather than position-velocity \((x, v)\) as it is customary.

We suppose that

\[
L(x, p, m) \geq cH_0(x, p) - C.
\]

In view of (5) this is a coercivity hypothesis on \( L \) and implies

\[
L(x, p, m) \geq c|p|^2 - C.
\]

From (5) and (8) it follows that there exists \( C \) such that for every function \( \varphi : \mathbb{T}^d \to \mathbb{R}^d \), we have

\[
\int_{\mathbb{T}^d} L(x, \varphi(x), m) dm \geq -C,
\]

note that this last fact can hold independently of (8), for instance if \( L(x, v, m) = \frac{v^2}{2} + \ln m \) then, because \( m \ln m \geq -1 \) we obtain (9).

We assume further that \( H \) is uniformly convex in \( p \),

\[
D_{pp}^2H(x, p, m) \geq \gamma > 0.
\]
We assume the following bound
\[ |D_p H(x, p, m)|^2 \leq C + C H_0(x, p), \]  
which can be relaxed to the more general bound
\[ |D_p H(x, p, m)|^2 \leq C + C H_0(x, p, m) + C m^\delta, \]  
for \( 0 < \delta < 1 - \frac{2}{d} \), where \( 2^* \) is the Sobolev conjugated exponent \( \frac{1}{d} = \frac{1}{2} - \frac{1}{d} \).

Set \( \hat{H}_{xx}(x, p, m) = D_{xx}(H(x, p, m) + g(m)), \hat{H}_{px} = D_x(D_p H(x, p, m)) \), then we suppose the following estimates hold:
\[ |\hat{H}_{xx}| \leq C + C H_0, \quad \text{and} \quad |\hat{H}_{px}|^2 \leq C + C H_0; \]  
As we will see in section 3, remark 3, this bound can sometimes be relaxed to
\[ |\hat{H}_{xx}|, |\hat{H}_{px}|^2 \leq C + C H_0 \leq C + C H_0(x, p) + C m^{2^*/2}. \]

Finally we suppose
\[ H_0(x, p) \leq C + C |p|^2. \]  
This growth condition could be replaced by
\[ H_0(x, p) \leq C + C |p|^\beta, \]  
if we were working under (6).

3. A-priori estimates. In this section we study several a-priori estimates for the solutions of the mean-field game equation (2). Whereas for variational mean-field games one has, from the variational principle, estimates for \( \hat{H} \) and \( \|u\|_{W^{1, 2}} \), see [18], these are not obvious, for general mean-field games, even with the quasi-variational structure. As the key objective of this section is to establish a-priori estimates we assume all solutions to be classical smooth solutions.

**Proposition 1.** Let \((u, m, \hat{H})\) solve (2), then
\[ \int T^d L(x, Du, m)dm = -\hat{H}. \]
Proof.

\[
\tilde{H} = \int_{\mathbb{T}^d} \Delta u + H(x, Du, m)dm \\
= \int_{\mathbb{T}^d} H(x, Du, m) - DpH(x, Du, m)Dudm \\
= -\int_{\mathbb{T}^d} L(x, Du, m)dm
\]

In Aubry-Mather theory (see [10, 11, 12, 13, 28, 29], for instance) one considers this first order case where \( H \) does not depend on \( m \). If one looks for the unique value \( \tilde{H} \) for which the cell problem

\[
H(x, Du) = \tilde{H}
\]

has a viscosity solution, then one has

\[
\int_{\mathbb{T}^d} L(x, Du)dm = -\tilde{H}.
\]

A similar result also holds for the stochastic Mather problem [17].

**Proposition 2.** Let \((u, m, \tilde{H})\) solve (2). Assume (3), (5), and (9). Then there exists a constant \( C \), independent of \((u, m)\) such that

\[
|\tilde{H}| \leq C. \tag{16}
\]

**Proof.** By Proposition 1 and (9)

\[
\tilde{H} = -\int_{\mathbb{T}^d} L(x, Du, m)dm \leq C.
\]

To prove the opposite inequality, observe that by the quasi-variationality hypothesis (3) we have

\[
\tilde{H} \geq H_0(x, Du) - g(m) - C + \Delta u.
\]

Then, using (5),

\[
g(m) \geq -C - \tilde{H} + \Delta u
\]

Because \( g \) is increasing, we have

\[
m \geq g^{-1}(-C - \tilde{H} + \Delta u).
\]

Since \( g^{-1} \) is a convex function, by Jensen’s inequality we have

\[
\int g^{-1}(\Delta u - C - \tilde{H}) dx \geq g^{-1}\left( \int \Delta u - C - \tilde{H} \right) dx = g^{-1}(-C - \tilde{H}).
\]

It follows that

\[
1 \geq g^{-1}(-C - \tilde{H})
\]

and then

\[
\tilde{H} \geq -C.
\]

**Corollary 1.** Let \((u, m, \tilde{H})\) solve (2). Assume (3), (5), and (9). Then

\[
\int_{\mathbb{T}^d} H_0(x, Du)dx \leq C,
\]

and so, \( Du \in L^2 \).
Proof.

\[
\begin{align*}
\int_{\mathbb{T}^d} H_0(x, Du) dx & \leq \int_{\mathbb{T}^d} \Delta u + H(x, Du, m) + g(m) dx + C \quad (17) \\
& \leq \bar{H} + \int_{\mathbb{T}^d} g(m) dx + C \quad (18) \\
& \leq C, \quad (19)
\end{align*}
\]

where (17) comes from hypothesis (3), (18) from (2) and \( \int_{\mathbb{T}^d} \Delta u dx = 0 \), (19) from Jensen’s inequality using the concavity of \( g \), and estimate (16) for \( \bar{H} \).

**Proposition 3.** Let \((u, m, \bar{H})\) be a solution of (2). Assume (3), (5), and (8). Then

\[
\int_{\mathbb{T}^d} H_0(x, Du)dm \leq C. \quad (20)
\]

Proof. By Proposition 1 and (8)

\[
\begin{align*}
\bar{H} &= - \int_{\mathbb{T}^d} L(x, Du, m) dm \\
& \leq -c \int_{\mathbb{T}^d} H_0(x, Du) dm + C.
\end{align*}
\]

This, together with (16) implies (20). \( \square \)

The previous a-priori estimates are valid for determinist mean-field games of the form

\[
\begin{align*}
H(x, Du, m) = \bar{H} \\
\text{div}(D_p H m) = 0,
\end{align*}
\]

with similar proofs. However, in order to obtain further regularity the presence of the Laplacian is essential.

**Corollary 2.** Let \((u, m, \bar{H})\) be a solution of (2). Assume (3), (5), (8), and either (11) or (12). Then

\[
\|\sqrt{m}\|_{W^{1,2}} \leq C. \quad (21)
\]

Proof. Multiply

\[
\Delta m - \text{div}(D_p H m) = 0
\]

by \( \ln m \) and integrate by parts to obtain

\[
\int_{\mathbb{T}^d} \frac{|Dm|^2}{m} dx = \int D_p H Dm \leq \frac{1}{2} \int_{\mathbb{T}^d} |D_p H|^2 dm + \frac{1}{2} \int_{\mathbb{T}^d} \frac{|Dm|^2}{m} dx.
\]

Assuming (11) we get

\[
4 \int_{\mathbb{T}^d} |D\sqrt{m}|^2 dx \leq \int_{\mathbb{T}^d} |D_p H|^2 dm \leq C \int H_0 dm. \quad (22)
\]

From Proposition 3 and \( \int m = 1 \) we get (21). \( \square \)

**Remark 1.** In the proof of the last proposition we could replace the assumption (11) by the more general hypothesis (12).
Indeed, taking into account Hölder’s inequality
\[ \int |fg| \leq \left( \int |f|^p \right)^{\frac{q}{p}} \left( \int |g|^q \right)^{\frac{p}{q}} ; \quad \frac{1}{p} + \frac{1}{q} = 1, \]
let’s consider
\[ |f|^p = |m| ; \quad |g|^q = |\sqrt{m}|^{2^*}, \]
so that
\[ |fg| = m^{1+\delta}. \]
This means that
\[ \frac{1}{p} + \frac{2^* p - 1}{2} = 1 + \delta, \]
from which we deduce
\[ \frac{1}{p} = 1 - \frac{2\delta}{2^* - 2} ; \quad \frac{1}{q} = \frac{2\delta}{2^* - 2} \]
and get
\[ \int m^{1+\delta} \leq \left( \int m \right)^{\frac{2^*}{2^* - 2}} \left( \int |\sqrt{m}|^{2^*} \right)^{2^* \delta} \frac{2\delta}{2^* - 2}. \]
Since \( \int m = 1 \), we have
\[ \int m^{1+\delta} \leq \left( \int |\sqrt{m}|^{2^*} \right)^{2^* \delta} \frac{2\delta}{2^* - 2} \leq C \left( \int |D\sqrt{m}|^2 \right)^{2^* \delta} \frac{2^* \delta}{2^* - 2}. \]
Thus instead of (21) we have
\[ 4 \int_{\mathbb{T}^d} |D\sqrt{m}|^2 dx \leq \int_{\mathbb{T}^d} |D\sqrt{H}|^2 dm \leq C + C \int H_0 dm + C \int m^{1+\delta} dx \leq C + C \int H_0 dm + C \left( \int |D\sqrt{m}|^2 \right)^{\frac{2^* \delta}{2^* - 2}} \frac{2^* \delta}{2^* - 2} \]
This inequality yields (21) if
\[ \frac{2^* \delta}{2^* - 2} < 1, \]
that is,
\[ 0 < \delta < 1 - \frac{2}{2^*}. \]

**Remark 2.** Under either conditions of Corollary 2, we have \( \sqrt{m} \in W^{1,2} \) from which it follows \( \sqrt{m} \in L^{2^*} \) and so \( m \in L^{2^*/2} \).

**Proposition 4.** Let \((u, m, \bar{H})\) be a solution of (2). Assume (3), (5), (8), (10), and (13). Then
\[ \int_{\mathbb{T}^d} g'(m)|Dm|^2 dx \leq C, \quad \int_{\mathbb{T}^d} |D^2 u|^2 dm \leq C \quad (23) \]
Proof. Applying the Laplacian $\Delta$ to first equation of (2) we get

$$\Delta \Delta u + \bar{H}_{x,x}(x, Du, m) + 2\bar{H}_{p,x}(x, Du, m)u_{x,x} + \text{Tr}(D_{pp}^2 H(x, Du, m)(D^2 u)^2) + D_p H(x, Du, m)\Delta u - \text{div}(g'(m)Dm) = 0.$$  

Integrating w.r.t. $m$

$$\int_{\mathbb{T}^d} g'(m) |Dm|^2 dx$$

$$+ \int_{\mathbb{T}^d} \text{Tr}(D_{pp}^2 H(x, Du, m)(D^2 u)^2) + \bar{H}_{x,x}(x, Du, m) + 2\bar{H}_{p,x}(x, Du, m)u_{x,x}, dm = 0.$$  

By elementary estimates

$$\int_{\mathbb{T}^d} g'(m) |Dm|^2 dx + \frac{\gamma}{2} \int_{\mathbb{T}^d} |D^2 u|^2 m \leq \int_{\mathbb{T}^d} |\bar{H}_{x,x}(x, Du, m)| + C |\bar{H}_{p,x}(x, Du, m)|^2 dm.$$  

From (13) and Proposition 3 we have

$$\int_{\mathbb{T}^d} g'(m) |Dm|^2 dx + \frac{\gamma}{2} \int_{\mathbb{T}^d} |D^2 u|^2 dm \leq C + C \int_{\mathbb{T}^d} H_0(x, Du) dm \leq C. \quad (24)$$

Hence $\int_{\mathbb{T}^d} g'(m) |Dm|^2 dx$ and $\int_{\mathbb{T}^d} |D^2 u|^2 dm$ are bounded. \hfill \square

Remark 3. In the previous proposition we could have replaced (13) by

$$|\bar{H}_{x,x}|, |\bar{H}_{x,p}|^2 \leq C + C H_0 + C m^{2/2 - \frac{1}{2}},$$

and requiring in addition (11) or (12) as in Remark 1. In this situation (24) is replaced by

$$\int_{\mathbb{T}^d} g'(m) |Dm|^2 dx + \frac{\gamma}{2} \int_{\mathbb{T}^d} |D^2 u|^2 dm \leq C + C \int_{\mathbb{T}^d} H_0(x, Du) dm + C \int_{\mathbb{T}^d} m^{2/2}.$$  

This, combined with Corollary (2), would give a similar estimate, using Remark 2. Similarly, under the assumptions of Remark 1, using again Remark 2 we get the same estimate.

Corollary 3. Let $g(m) = m^\gamma$, with $0 < \gamma < 1$, and $(u, m, \bar{H})$ be a solution of (2). Assume (3), (5), (8), (10), and (13). Then

$$\int_{\mathbb{T}^d} m^{\frac{\gamma}{\gamma+1}} \leq C \quad (25)$$

where $2^*$ is the Sobolev conjugate exponent $\frac{1}{2^*} = \frac{1}{2} - \frac{1}{q}.$

If in addition

$$2\gamma + 1 \leq \frac{2^*}{2} (\gamma + 1),$$

then

$$\int_{\mathbb{T}^d} |Du|^4 dm \leq C. \quad (26)$$

Proof. Let $f = m^{\frac{1}{2}(\gamma+1)}$. Since $\gamma < 1$ we have

$$0 \leq \int f \leq 1.$$  

By Poincaré inequality

$$\int_{\mathbb{T}^d} f^2 - \left(\int f\right)^2 = \int_{\mathbb{T}^d} \left(f - \int_{\mathbb{T}^d} f\right)^2 \leq C \int_{\mathbb{T}^d} |Df|^2.$$
Thus, using (23)
\[
\|f\|_{W^{1,2}} \leq 1 + C \int_{\mathbb{T}^d} |Df|^2 \leq 1 + C \int_{\mathbb{T}^d} g'(m)|Dm|^2 \leq C.
\]
By Sobolev inequality
\[
\|f\|_{2^*} \leq C\|f\|_{W^{1,2}} \leq C,
\]
proving (25).

Assume now
\[
p = 2 \gamma + 1 \leq 2^*,
\]
then
\[
\int_{\mathbb{T}^d} (g(m)^2 m^2 \leq \int_{\mathbb{T}^d} f^p \leq C\|f\|_{2^*}^p \leq C.
\]
(27)
By (3) and Proposition 2
\[
H_0(x, Du) \leq C - \Delta u + g(m).
\]
Then
\[
|Du|^4 \leq C + CH_0(x, Du)^2 \leq C + Cg(m)^2 + C|D^2 u|^2.
\]
Integrating w.r.t. \(m\), and using (27), (23), we get estimate (26).

Proposition 5. Let \((u, m, \bar{H})\) be a solution of (2). Assume (3), (5), (9), and (11). Then
\[
\int_{\mathbb{T}^d} |Dm|^2 m^2 \leq C.
\]
(28)
Proof. Multiply
\[
\Delta m - \text{div}(D_p H m) = 0
\]
by \(\frac{1}{m}\) and integrate by parts to obtain
\[
\int_{\mathbb{T}^d} \frac{|Dm|^2}{m^2} \leq C \int_{\mathbb{T}^d} |D_p H(x, Du, m)|^2 \leq C + C \int H_0(x, Du).
\]
Corollary 1 gives the estimate.

Remark 4. Since \(D \ln m = \frac{Dm}{m}\), the previous proposition states that \(D \ln m \in L^2\). In [18] using the variational structure we also have that \(\ln m \in L^2\). It is not clear, however, if the same holds in the generalized setting of the present paper.

Remark 5. Note that (28) also holds under the conditions of Corollary 2 if (11) is replaced by (12).

Proposition 6. Let \((u, m, \bar{H})\) be a solution of (2). Suppose (3), (5), (8), (11) and (14) hold. Assume \(g(m) = m^\gamma\) with \(0 < \gamma < 1\). Suppose \(d = 2\). Then \(u \in W^{2,2}\).
Proof. Observe that
\[
\int_{\mathbb{T}^2} (\Delta u)^2 \leq C \int_{\mathbb{T}^2} g(m)^2 + C \int_{\mathbb{T}^2} H_0(x, Du)^2 + C.
\]
Because \(\sqrt{m} \in W^{1,2}\) we have
\[
\int_{\mathbb{T}^2} m^{2\gamma} \leq C.
\]
As in [18] we have the interpolation inequality (using (14))
\[
\int_{\mathbb{T}^2} H_0(x, Du)^2 \leq C \left( \int_{\mathbb{T}^2} (\Delta u)^2 \right)^{3/2} \left( \int_{\mathbb{T}^2} H_0(x, Du) \right)^{1/2},
\]
which then yields the result.

**Proposition 7.** Let \((u, m, \bar{H})\) be a solution of (2). Suppose (3), (5), (8), (11) and (14) hold. Assume \(g(m) = m^\gamma\) with \(0 < \gamma < 1\). Suppose \(d = 2\). Then \(u \in W^{2,p}\), for all \(1 < p < \infty\).

**Proof.** We have

\[|\Delta u| \leq C + |H_0(x, Du)| + |g(m)|.\]

Since \(u \in W^{2,2}\), by Proposition (6), \(Du \in L^q\) for all \(q\) by Sobolev’s Theorem.

From (14) it follows \(H_0(x, Du) \in L^p\), for all \(1 < p < \infty\). Also, since \(\sqrt{m} \in W^{1,2}\), we have \(g(m) \in L^p\) for all \(1 < p < \infty\). Thus \(\Delta u \in L^p\) for all \(1 < p < \infty\) from which it follows \(u \in W^{2,p}\), by standard elliptic regularity.
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