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Measurement of $^{12}\text{C}(e,e'p)^{11}\text{B}$ at High Missing Momentum

Abstract. The five-fold differential cross section for the $^{12}\text{C}(e,e'p)^{11}\text{B}$ reaction was determined over a missing momentum range of 200 – 400 MeV/$c$, in a kinematics regime with $x_\text{B} > 1$ and $Q^2 = 2.0$ (GeV/$c)^2$. A comparison of the results with previous lower missing momentum data and with theoretical models are presented. The extracted distorted momentum distribution is shown to be consistent with previous data and extends the range of available data up to 400 MeV/$c$. The theoretical calculations are from two very different approaches, one mean field and the other short range correlated; yet for this system the two approaches show striking agreement with the data and each other up to a missing momentum value of 325 MeV/$c$. For larger momenta, the calculations diverge which is likely due to the factorization approximation used in the short range approach.

While the independent particle nuclear shell model has enjoyed much success in predicting properties of nucleons in the nucleus up to the Fermi momentum, of approximately 250 MeV/$c$, the model breaks down at larger momenta $^{11}$ and fails as well for some observables at very low momenta. For example, the observed spectroscopic strength, a multiplicative factor required to match the predicted cross sections with data for valence orbital knockout, averages around 0.65 instead of 1.0 as predicted by the independent particle shell model. One explanation is that there are nucleon-nucleon correlations present, which are neglected in independent particle calculations. The effect of such correlations would be to deplete valence states occupied below the Fermi momentum and enhance continuum states occupied above the Fermi momentum. In the lab, this translates into shifting strength from low missing momentum ($\vec{p}_m$, the momentum of the undetected residual system) and low missing energy, $E_m$ (which accounts for the separation energy for removing a proton from the target nucleus and
any excitation of the residual system) to higher missing momentum and energy in the \( A(e,e'p) \) reaction.

Many experiments and much work has been done to study nucleon-nucleon correlations and, while a complete review is outside the scope of this paper, ref. \[2\] provides a clear outline and discussion of the experimental evidence for suitable kinematics for studying nucleon-nucleon correlations. In particular, with a four-momentum transfer squared, \( Q^2 = -q \mu q' = |\vec{q}|^2 - \omega^2 > 1 \ {\text{GeV/c}}^2 \) and Bjorken scaling variable \( 1 < x_B = Q^2/2m_\nu \omega < 2 \), where \( \omega \) and \( \vec{q} \) are the energy and three-momentum transfer respectively from the electron are preferable for studying high \( p_m \) nucleon-nucleon correlations. Such kinematics minimize competing effects such as meson-exchange currents (MEC), isobar configurations (IC) and final state interactions (FSI) which can mask the correlation.

In this work we examine the \( ^{12}C(e,e'p)^{11}B \) two-body breakup channel; parallel studies of short-range correlations related to the multi-nucleon knockout reaction channels \( ^{12}C(e,e'pp) \) and \( ^{12}C(e,e'pn) \) have been published separately \[3\] \[4\]. The experiment was performed in Hall A at the Thomas Jefferson National Accelerator Facility (JLab), using the High Resolution Spectrometers (HRS) \[5\]. The data were taken at a fixed electron beam energy of 4.627 GeV incident on a 0.25 mm thick natural-carbon foil target. The scattered electrons were detected in the left HRS at a central scattering angle and momentum of 19.5° and 3.762 GeV/c, respectively. This fixed the electron kinematics, resulting in a central three-momentum transfer of \( |\vec{q}| = 1.66 \ {\text{GeV/c}} \) and energy transfer of \( \omega = 0.865 \ {\text{GeV/c}} \), which corresponds to a four momentum transfer squared of \( Q^2 \approx 2 \ {\text{(GeV/c)}}^2 \) and Bjorken scaling variable, \( x_B \approx 1.23 \). The knocked-out protons were detected in the right HRS at an angle of \( \theta_p = 40.1^\circ \) and a central proton momentum of \( |\vec{p}_p| = 1.45 \ {\text{GeV/c}} \). This spectrometer setting provided a continuous coverage of missing momentum \( \vec{p}_m = \vec{q} - \vec{p}_p \) from 200 to 400 MeV/c for the \( ^{12}C(e,e'p)^{11}B \) reaction.

The peak in the missing energy distribution shown in Figure 1 (left-hand plot) results predominantly from knockout of protons from the \( p_{3/2} \) shell, leaving the residual \( ^{11}B \) nucleus in its ground state. There is also a shoulder of events which is observed around 22 MeV in Figure 1; this is due to the \( ^{11}B \) nucleus being left in one of several low-lying excited states. Since the missing energy resolution of the experiment (\( \approx 3 \ {\text{MeV}} \) was insufficient to separate the individual states of \( ^{11}B \), two simulations were prepared in order to determine correct location of the cut in missing energy which was applied to separate the ground state and excited state contributions. One simulation was fit to the ground state peak and the second simulation was made for the low-lying excited states. By summing the resultant yield from the two simulations and fitting it to the data, the contribution of only the ground state into the shoulder region could be separated out. This allowed the application of the missing energy cut at 20 MeV to optimize only the ground state simulation with minimal contamination from the low-lying excited states. In Figure 1 (left-hand plot) the red curve shows the results of a simulation normalized to the data that includes radiation of real photons by the electron (the ‘radiative tail’).
There is a large number of events at missing energies greater than 20 MeV resulting from knockout of protons from the s-shell in addition to knockout of protons from correlated nucleon–nucleon pairs.

The \((e,e'p)\) events were selected by placing a 1.1 ns cut around the coincidence timing peak as well as using the HRS pion rejector to suppress the small amount of pion background. The resulting event sample, contained less than 1% random events. The only other cuts on the data were the nominal HRS phase space cuts, on momentum, \(|dp/p| < 0.04\) and angular cuts of \(|\theta| < 0.05\) radians and \(|\phi| < 0.03\) radians about the spectrometers central ray. These cuts discarded events from the edges of the spectrometer acceptances.

A full simulation, including energy losses, multiple scattering, internal and external radiation and spectrometer resolutions was performed. The same set of acceptance cuts, which was applied to the data, was also applied to the simulation. The simulation program MCEEP (Monte Carlo for e, e' p) was used to extract the five-fold differential cross section from the data by using an iterative procedure to adjust the radiated \(^{12}\text{C}(e,e'p)\) cross section in the simulation until the simulated yield agreed
with the experimental yield in each missing momentum bin. The right-hand plot of Figure 1 shows the final agreement between the simulation (red curve) and the missing momentum data after selecting the ground state data.

The cross section model used in this analysis was based on the factorized distorted wave impulse approximation (DWIA) and is defined as [7]

$$\frac{d^6\sigma}{d\Omega_e d\Omega_p dE_e dE_p} = E_p p_p \sigma_{cc2} S_D(\vec{p}_m, E_m),$$

(1)

where $\sigma_{cc2}$ is the single-nucleon off-shell cross section prescription of de Forest [7]. The $\sigma_{cc2}$ prescription is a current-conserving off-shell extrapolation of the on-shell current obtained from the Dirac equation. This prescription includes explicitly the four-momentum transfer ($q^\mu$) in the nucleon current calculation, whereas the $\sigma_{cc1}$ prescription does not; further details are given in [7]. $S_D(\vec{p}_m, E_m)$ is the proton part of the distorted spectral function and is the probability of detecting a proton in the nucleus with momentum $\vec{p}_m$ and energy $E_m$.

Integrating Eq. (1) over the missing energy peak in the discrete part of the $^{11}$B spectrum leads to the five-fold differential cross section for a specific state

$$\frac{d^5\sigma}{d\Omega_e d\Omega_p dE_e} = K \sigma_{cc2} \int_{\Delta E_m} S_D(\vec{p}_m, E_{m'}) dE_{m'},$$

(2)

where $K = E_p p_p \eta^{-1}$ and $\eta$ is the recoil factor for scattering to a bound state. When integrating Eq. (1) over the missing energy peak to obtain the five-fold differential cross section, $\eta$ is the Jacobian which arises and given by

$$\eta = 1 - \frac{E_p \vec{p}_p \cdot \vec{p}_r}{E_r |\vec{p}_p|^2},$$

(3)

where $E_r$ and $\vec{p}_r$ are the energy and momentum of the recoiling system. The integral is performed over $\Delta E_m$ which is the range of missing energy for the specific state being analyzed to account for the natural width of the final state along with the experimental energy resolution. In this analysis, a range of integration of 0 to 20 MeV was used to select events from the p$_{3/2}$-shell.

At sufficiently low values of the missing energy, the spectral function is centered around specific values of $E_m$ and it can be assumed to factorize into two functions,

$$S_D(\vec{p}_m, E_m) = \sum \alpha n_{\alpha}(\vec{p}_m) f_{\alpha}(E_{m}),$$

(4)

where $f_{\alpha}(E_{m})$ is the missing energy distribution for state $\alpha$ and is sharply peaked about $E_{m}$ and $n_{\alpha}(\vec{p}_m)$ is the missing momentum distribution for state $\alpha$. The above considerations allow the cross section to be written as,

$$\frac{d^5\sigma}{d\Omega_e d\Omega_p dE_e} = K \sigma_{cc2} n_{\alpha}(\vec{p}_m) \int f_{\alpha}(E_{m}) dE_{m},$$

(5)

Since the missing mass distribution function for a bound state is a delta function, the model cross section can be modified by adjusting the input momentum distribution $n_{\alpha}(\vec{p}_m)$ in the simulation to agree with the measured cross sections.
An iterative procedure was used to fit the simulated yield to the experimental data. Starting with an initial input momentum function, the simulation was run and the resulting simulated yield as a function of missing momentum compared to the counts in the experimental data, with the same set of cuts being applied to both the simulation and the data. The difference between the simulated yield and the experimental data was used to then modify the input momentum function for the next simulation run. This iteration procedure continued until the simulated yield agreed with the experimental data to one percent.

The dominant systematic error in this analysis arose from the selection of scattering events from the $^{12}$C $p_{3/2}$-shell to the $^{11}$B ground state. This dependence was evaluated by shifting the limit on the $E_m$ by $\pm 1$ MeV around 20 MeV and refitting the missing momentum distribution. This yielded a cut dependence of 5.9% in the extracted cross section. Varying other cuts showed no significant change in the resulting cross sections. The next leading source of systematic error was the normalization of the luminosity by comparison with the cross section from hydrogen elastic scattering. For this, the scattering data from a 4cm extended liquid hydrogen target were compared to MCEEP simulations which used a form factor model derived from a fit to world data [8], this resulted in a 4.5% uncertainty. Other minor sources of uncertainty included an absolute tracking efficiency uncertainty of 1.1%, an uncertainty on the radiative corrections of 1.0% and the uncertainty from the acceptance cuts of $< 1.0\%$. The combined total systematic uncertainty was 7.6%.

The resulting five-fold differential cross sections as a function of missing momentum is shown in Fig. 2. The cross section data spans a range of missing momentum of $-200$ to $-400$ MeV/c. Although the electron spectrometer had a fixed momentum and angle setting throughout the experiment, the fact that both spectrometers have finite acceptances leads to each data point having slightly different values of $Q^2$ and $\omega$ for each missing momentum bin.

Also shown in Fig. 2 are four curves produced by calculations utilizing different models. Each calculation has been performed using the appropriate kinematics for each missing momentum bin, rather than only the central spectrometer setting. The RMSGA and RMSGA + FSI_{SRC} curves in Fig. 2 are unfactorized relativistic formulations calculations by W. Cosyn and J. Ryckebusch [9]. The bound-state wave functions are solutions to the Dirac equation with scalar and vector potentials fitted to ground-state nuclear properties. The final state interactions are modelled on rescattering of a fast proton from a composite target containing $A - 1$ frozen spectator nucleons. The curve labelled ‘RMSGA+FSI_{SRC}’ differs from the ‘RMSGA’ calculation in that it has been extended to include short-range correlation effects in the final state interactions [10]. These correlations create local fluctuations in the nuclear density, modifying the

‡ This uncertainty is conservative because the hydrogen data were taken using an extended target cell, whereas the physics data were taken on a carbon foil (point) target. Also, a proper background subtraction for the target cell could not be done as the experiment did not take any data with a dummy target cell.
**Figure 2.** Experimental five-fold differential cross section extracted from the data are compared to several different theoretical calculations. The ground-state wave function for the WS+Glauber calculation includes the effects of correlations, while the one used in the RMSGA calculations does not; no other normalization (spectroscopic factor) has been applied to the calculations. Each data point is plotted at the center of a 20 MeV wide missing momentum bin. The difference between the PWIA calculation and the others demonstrates the importance of properly including final-state interactions to describe the experimental results.

The WS+Glauber curve in Fig. 2 corresponds to a factorized calculation by M. Alvioli, C. Ciofi degli Atti and H. Morita [11]. This model uses many-body variational correlated wavefunctions resulting from a cluster expansion solution of the non-relativistic Schroedinger equation with realistic nucleon-nucleon interactions and Woods-Saxon (WS) single particle wavefunctions [11]. The final-state interactions are modeled using an improved Glauber approach [12] to describe the rescattering of the knocked-out proton [13, 14, 15]. This calculation includes ground state correlations in the initial wave function which result in a reduction of the cross section by a factor of 0.8. This has the effect of reducing the occupation number of the $1p_{3/2}$ shell predicted by an independent particle shell model.

Plane Wave Impulse Approximation (PWIA) calculations were done independently...
by both groups to ensure the same baseline calculation and gave the same result which is why only one PWIA curve is shown in Fig. 2. More striking is the agreement between the WS+Glauber calculation and full the RMSGA calculation. Only at the highest momenta does one start to see a deviation between the curves and preference of the data to the RMSGA calculation. This is likely due to the fact that at this time the WS+Glauber calculation is factorized while the RMSGA is unfactorized.

The experimental distorted momentum distribution is extracted from the cross section data by dividing out the kinematic factor and the single nucleon off-shell cross section terms, $\sigma_{cc2}$, in Eq. 2. This was accomplished by running another MCEEP simulation, with all of the input parameters unchanged, except now with a uniform input momentum function. This meant that all of the same averaging over the same missing momentum bins as was done for the cross section extraction was repeated for this simulation to generate just the kinematic factor and the single nucleon off-shell cross section. The distorted momentum distribution is then given by,

$$n_{\text{distorted}}(p_m) = \frac{\langle d^5\sigma/d\Omega_e d\Omega_p dE_e \rangle_{\text{exp}}}{\langle K\sigma_{cc2} \rangle_{\text{unit}}} .$$  (6)

The experimental distorted momentum distribution from this experiment covers a range in missing momentum of $-200$ to $-400$ MeV/c, which overlaps with data from a previous experiment in Hall C at JLab \[16\]. A comparison of the experimental distorted momentum distributions from both experiments along with calculated momentum distributions arising from the models used to calculate the cross sections in Fig. 2 are shown in Fig. 3. The data from the Hall C experiment shown here were taken at $Q^2 = 1.8 \, (\text{GeV/c})^2$ and include a cut on missing energy of $15 < E_m < 25$ MeV to select the $p$-shell; however, this missing energy range does include some contribution from $s$-shell knockout. The Hall C analysis includes a factor of $(2j + 1)$ for the multiplicity of the shell being considered. This analysis extracted the cross section per nucleon and so to make this comparison, our data are multiplied by a factor of 4.

The RMSGA and WS+Glauber calculations were performed for the applicable kinematics from both experiments for the data shown and hence there are two different sets of curves in Fig. 3. As Fig. 3 shows, the two experiments agree in the overlap momentum region from $-200$ to $-300$ MeV/c. The data from this experiment extends the experimental momentum distribution to $-400$ MeV/c. The resulting momentum distributions from the PWIA, RMSGA and WS+Glauber calculations are compared to the data in Fig. 3. The RMSGA and WS+Glauber calculations are in good agreement with the data from both experiments and each other up to a missing momentum around 325 MeV/c, where they start to diverge slightly likely due to the factorization approximation in the WS+Glauber calculation.

Since our data is predominantly from the $p_{3/2}$ shell, the occupation number for that shell in the carbon ground state can be inferred from the theoretical calculation. The number of protons in a sub-shell of the ground state is given by the integral of the momentum distribution of that shell. For our data, since we only have experimental data covering the missing momentum range of $-200$ to $-400 \, \text{MeV/c}$, and not the
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Figure 3. Comparison of experimental distorted momentum distribution extracted from two different experiments with theoretical calculations based on the RMSGA and WS+Glauber approaches, as well as a simple PWIA calculation. The agreement with the experimental data shows the same general trends as observed in the cross section comparison and shows in general this reaction can be well described with either a mean field or WS+Glauber calculation over nearly the entire momentum range. Note, the curves labelled ‘Dutta’ were made using the kinematics from the Hall C experiment [16], which are slightly different from our kinematics. The error bars for both sets of data are plotted, although the logarithmic scale makes their observation difficult for all but the largest errors.

full momentum range, the integral has to be performed using the fact that we have good agreement with the theoretical models. For this result, the occupation number was determined by integral of the WS+Glauber calculation over a range of missing momentum from $-20$ to $-400$ MeV/c. This integral is precisely 3.2, but is the total occupation number for the p-shell. This occupation number arises from $4 \times 0.8$, corresponding to the factor of 0.8 which was already included in the initial state wavefunction to account for short-range correlations. This does not tell us anything about separate occupation probabilities of either the $p_{3/2}$ or $p_{1/2}$ shells in carbon as these are also governed by long-range correlations. However, shell model calculations by other groups have shown that $\sim 70\%$ of p-shell protons occupy the $p_{3/2}$ ground
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\[
\begin{array}{ccccccc}
\hline
p_m \text{ [MeV/c]} & \frac{d\sigma}{dE_e} \text{ [fm}^2/(\text{MeV-sr}^2)\text{]} & \pm \delta_{\text{stat}} & n(p_m) & Q^2 \pm \sigma_{Q^2} \text{ [(GeV/c)}^2\text{]} & \omega \pm \sigma_\omega \text{ [MeV]} \\
\hline
190 & 2.62e-08 \pm 13.5\% & 2.29e-08 & 1.70 \pm 0.018 & 852 \pm 4.2 \\
210 & 2.18e-08 \pm 6.3\% & 2.03e-08 & 1.72 \pm 0.033 & 846 \pm 8.4 \\
230 & 1.09e-08 \pm 5.3\% & 1.09e-08 & 1.74 \pm 0.046 & 841 \pm 12.5 \\
250 & 4.95e-09 \pm 5.4\% & 5.31e-09 & 1.77 \pm 0.060 & 836 \pm 16.6 \\
270 & 2.47e-09 \pm 5.7\% & 2.85e-09 & 1.80 \pm 0.075 & 830 \pm 20.7 \\
290 & 1.13e-09 \pm 7.0\% & 1.42e-09 & 1.83 \pm 0.088 & 824 \pm 23.9 \\
310 & 6.20e-10 \pm 8.3\% & 8.48e-10 & 1.87 \pm 0.103 & 819 \pm 26.0 \\
330 & 3.73e-10 \pm 10.2\% & 5.66e-10 & 1.92 \pm 0.117 & 815 \pm 27.1 \\
350 & 1.60e-10 \pm 14.5\% & 2.76e-10 & 1.98 \pm 0.128 & 814 \pm 27.8 \\
370 & 7.56e-11 \pm 21.2\% & 1.50e-10 & 2.05 \pm 0.134 & 813 \pm 28.0 \\
390 & 4.77e-11 \pm 29.3\% & 1.09e-10 & 2.11 \pm 0.130 & 813 \pm 27.7 \\
\hline
\end{array}
\]

Table 1. Results for the $^{12}$C($e,e'p$)$^{11}$B reaction data from the highest proton momentum spectrometer setting. The statistical error quoted for the cross section is the same for the extracted momentum distribution. The cross section numbers are given by the experimentally-normalised Monte Carlo simulation at the central value of the kinematics quoted for each missing momentum bin. The central values of $Q^2$ and $\omega$ and their corresponding RMS widths $\sigma_{Q^2}$ and $\sigma_\omega$ are given for each missing momentum bin. Not shown is the global systematic error of 7.6%.

state. This means the integral value is further reduced by a factor of 0.7, resulting in an occupation number of 2.24 for the $p_{3/2}$ shell.

For completeness, the experimental cross section and extracted momentum distribution results are shown in Table 1. The statistical uncertainties for each data point are quoted, with the same statistical uncertainty applicable to both the cross section and the momentum distribution. The systematic uncertainty, includes normalization, kinematic and event selection uncertainties which were all added together in quadrature, to produce a global value of 7.6%. The quoted cross section numbers are given by the experimentally-normalised Monte Carlo simulation at the quoted central kinematic values for each bin. The average values of $Q^2$ and $\omega$ as well as their RMS widths for each missing momentum bin are also provided.

In summary, the experimental five-fold differential cross section for the $^{12}$C($e,e'p$)$^{11}$B reaction has been extracted in a previously unexplored kinematic region. The data extends over a range of missing momenta from $-200$ to $-400$ MeV/c. A comparison of our data with calculations which include final state interactions by two different approaches demonstrates the failure of PWIA while highlighting the ability of modern mean field and short range correlated calculations to both discribe the $^{12}$C($e,e'p$)$^{11}$B reaction over a large range of the missing momentum. The variations of the WS+Glauber calculations from the data at missing momenta above 325 MeV/c likely is the result of the factorization approximation in these calculations.
The experimental distorted momentum distribution was also extracted from the cross section data and compared with a previous experiment in Hall C at JLab. The data from both experiments are consistent for the region of missing momentum where they overlap. The theoretical calculations also show good agreement with the data up to a missing momentum around 325 MeV/c, where they diverge slightly. In general the agreement of the data with both the short range correlated and mean field approaches is very good. Using the agreement of our data with the calculations, the occupation number of the p3/2 shell was inferred and found to be 2.24.
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