Magnon condensation in dimerized antiferromagnets with spin-orbit coupling
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Bose-Einstein condensation (BEC) of triplet excitations triggered by a magnetic field, sometimes called magnon BEC, in dimerized antiferromagnets gives rise to a long-range antiferromagnetic order in the plane perpendicular to the applied magnetic field. To explore the effects of spin-orbit coupling on magnon condensation, we study a spin model on a distorted honeycomb lattice with dimerized Heisenberg exchange (J terms) and uniform off-diagonal exchange (Γ′ terms) interactions. Via variational Monte Carlo calculations and spin-wave theory, we find that an out-of-plane magnetic field can induce different types of long-range magnetic orders, no matter if the ground state is a non-magnetic dimerized state or an ordered Néel state. Furthermore, the critical properties of field-driven phase transitions in the presence of spin-orbit couplings, as illustrated from spin-wave spectrum and interpreted by effective field theory, can be different from the conventional magnon BEC. Our study is helpful to understand the rich phases of spin-orbit coupled antiferromagnets induced by magnetic fields.

I. INTRODUCTION

Quantum magnetism, which involves interacting spins and orbitals in magnetic materials, is a good platform for investigating many-body physics. The quantum dimer magnet (QDM), a nonmagnetic ground state constituted by distinct singlet-dimers, is one of the simplest examples of quantum magnets having no classical correspondence. An example of QDMs is the antiferromagnetic (AFM) Heisenberg model on the distorted honeycomb lattice, where the thicker bonds (e.g. the vertical bonds, see Fig.1(a) for illustration) form disconnected dimers. Since the interactions on the thinner bonds are relatively weaker, the ground state can be approximately considered as a direct product of singlets formed by the dimers. The excitation on each singlet dimer forms a triplet, which is bosonic and sometimes called a “magnon”.

It was proposed that the magnons in QDMs can undergo BEC1 just like usual Bose gas2. An external magnetic field can adjust the ‘chemical potential’ of magnons, consequently, a magnon-BEC phase appears in the intermediate field region, which is sandwiched by the dimerized phase at the low-field side and the polarized phase (PP) at the high-field side. The magnon BEC was experimentally verified later3–12. As is known that the BEC of usual bosons spontaneously breaks the particle number conserving global U(1) symmetry, similarly the BEC of magnons spontaneously breaks the SO(2) spin rotational symmetry13,14. Here the SO(2) group comprises continuous spin rotation along the direction of the magnetic field. The spontaneous breaking of SO(2) symmetry indicates the appearance of long-range antiferromagnetic order in the plane perpendicular to the field direction, and the orientation of magnetic momentums is determined by the ‘global phase’ of the magnon condensate.

Generally, in the real magnetic materials, the continuous SO(2) symmetry explicitly breaks down into its discrete subgroups if the system contains anisotropic interactions, such as dipole-dipole interactions or spin-orbit coupling (SOC)15. If the energy scale of the factors that cause the anisotropy is very weak compared to the ordering temperature, the low energy physics is approximately described by SO(2) conserving theory16–18. Therefore, it is expected that the physical picture of magnon BEC still works under an external magnetic field. If the anisotropy of magnetic properties is strong enough, the physical consequences of the applied magnetic field will be modified. For instance, in an external magnetic field, the dimer compound Yb2Si2O7 contains two intermediate phases between the dimerized state and PP, which is beyond the usual magnon BEC mechanism. A previous theoretical work attributes the existence of two nontrivial intermediate phases to the anisotropy in the exchange interactions and the staggered Landé g factor.20.

FIG. 1. (a) The x, y, and z bonds in J-Γ’ model are shown and the thickness of bonds shows the strength of Heisenberg (J) interactions. The elliptic shadings stand for singlets formed by dimerized spins. The crystallographic a (in-plane), b (in-plane), and c (out-of-plane) directions are indicated, whose directions are given by [110], [112], and [111], respectively. (b) The corresponding Brillouin zone (BZ) of a honeycomb lattice spanned by unit vectors a1 and a2.
We will begin with an antiferromagnetic spin model on the distorted honeycomb lattice with finite SOC. It includes Heisenberg $J$ terms and off-diagonal $\Gamma'$ terms, namely,

$$\begin{align*}
H &= \sum_{\langle i,j \rangle \in \gamma} J_i S_i \cdot S_j + \Gamma' \left( S_i^\alpha S_j^\alpha + S_i^\beta S_j^\beta + S_i^\gamma S_j^\gamma \right) \\
&\quad - g\mu_B \sum_i B \cdot S_i,
\end{align*}$$

where $\langle i,j \rangle$ denotes nearest-neighbor sites, $\alpha, \beta, \gamma = x, y, z$ stand the spin indices, and $\gamma = x, y, z$ is also used to label the three types of bonds (see Fig. 1(a) for illustration). We adopt the setting with $g\mu_B = 1$ and $J_z = J$, $J_x = J_y = (1 - \delta)J$, $\delta \in [0, 1]$. For simplicity, the magnetic field is oriented along $c$-direction. With variational Monte Carlo (VMC) calculations using Gutzwiller projected states as trial wave functions, we found that field-induced magnetic orders, including Néel order, zigzag order, and stripe order, can appear in the intermediate magnetic fields (see Fig. 2 and Fig. 3 for phase diagrams). This suggests that SOC-caused frustration is crucial to understand the nature of the field-induced quantum critical points (QCP) and magnetic orders in the intermediate field region (see Ref. 28–30 for another example of model study).

The rest part of the paper is organized as follows. In Sec.II, we introduce the symmetry group of the extended Heisenberg model (the $J-\Gamma'$ model) on the honeycomb lattice. In Sec.III, we present the technical details of the VMC method, especially for the ground state and excited states. Readers who are not interested in the details of
interactions is stronger on the \( z \)-bonds (see Fig.1). In the present work, we will focus on the simple model (1) on dimerized honeycomb lattice containing \( J \) and \( \Gamma' \) interactions only. Here we adopt the \( \Gamma' \) term but do not consider other terms because the \( \Gamma' \) interactions can give rise to a richer magnetic structure. For simplicity, we assume that the strength of \( \Gamma' \) interactions is equal on all the bonds, while the strength of the Heisenberg terms is anisotropic. Thus, we introduce a parameter \( \delta \) to denote the relative difference of \( J \) between the \( z \)-bonds and the \( x, y \)-bonds. We apply the magnetic field along the \( c \)-direction with \( \mathbf{B} = B_z (1, 1, 1)/\sqrt{3} \).

If \( \delta = 0, \mathbf{B} = 0 \), the system has \( D_{3d} \times Z_3^z \) symmetry\(^{46} \), where \( Z_3^z \) stands for the time reversal symmetry. If \( \delta \neq 0, \mathbf{B} \neq 0 \), the system has \( \{ E, \mathcal{P}, C_2, M \} \times Z_3^z \) magnetic point-group symmetry\(^{47} \), with \( \mathcal{P} \) the spatial inversion, \( C_2 \) the twofold rotation along the \( z \)-bond, and \( M = C_2 \mathcal{P} \) the mirror reflection symmetry. For general values of \( \delta \) and \( \mathbf{B} \) (e.g. \( \delta \neq 0, \mathbf{B} \neq 0 \)), the symmetry of the model reduces to the following magnetic point group \( 2 \gamma \) with \( \mathcal{T} \) the time reversal.

In the following, we will study the phase diagram and the nature of the phases for the spin model (1) using VMC approach.

### III. THE VMC APPROACH

#### A. For the Ground States

The VMC approach is based on spinon representation, where the spin operators are written in quadratic forms of fermionic spinons \( S_{\alpha}^m = \frac{1}{2} c_{\alpha}^\dagger \sigma^m c_{\alpha} \), with \( c_{\alpha}^\dagger = (c_{i\alpha}^\dagger, c_{i\alpha}^\dagger) \), \( m = x, y, z \), and \( \sigma^m \) are Pauli matrices. The particle number constraint, \( \hat{N}_i = c_{i\alpha}^\dagger c_{i\alpha} + c_{i\alpha}^\dagger c_{i\alpha} = 1 \), should be imposed at every site such that the size of the Hilbert space of the fermions is the same as that of the original spin. It is convenient to introduce the matrix operator \( \psi_i = (C_i, \bar{C}_i) \) with \( C_i = (c_{i\alpha}^\dagger, -c_{i\alpha}^\dagger)^T \) such that the spin operators can also be written as \( S_{\alpha}^m = \text{Tr} (\psi_i^\dagger \sigma^m \psi_i) \). Since the spin operator is invariant under a local \( SU(2) \) transformation \( \psi_i \rightarrow \psi_i W_i \), the fermionic spinon representation has an \( SU(2) \) gauge symmetry\(^{48} \).

The spin interactions are rewritten in terms of interacting fermionic operators and are further decoupled into a non-interacting mean-field Hamiltonian. Then we perform Gutzwiller projection to the mean-field ground state \( | \Psi_{\text{mf}}(\mathbf{R}) \rangle \) to enforce the particle number constraint. The projected states \( | \Psi(\mathbf{R}) \rangle = P_{\mathcal{C}} | \Psi_{\text{mf}}(\mathbf{R}) \rangle \) provide a series of trial wave functions depending on the choice of the mean-field Hamiltonian \( H_{\text{mf}}(\mathbf{R}) \), where \( P_{\mathcal{C}} \) denotes a Gutzwiller projection and \( \mathbf{R} \) are treated as variational parameters. The energy of the trial state \( E(\mathbf{R}) = \langle \Psi(\mathbf{R}) | H | \Psi(\mathbf{R}) \rangle / \langle \Psi(\mathbf{R}) | \Psi(\mathbf{R}) \rangle \) is computed using Monte Carlo sampling, and the optimal parameters \( \mathbf{R} \) are determined by minimizing the energy \( E(\mathbf{R}) \). In the following, we will focus on the construction of the trial mean-field
Hamiltonian.

The Heisenberg interactions can be decoupled into a non-interacting fermionic Hamiltonian,

\[ H_{\text{mf}}^{\prime} = \sum_{\langle i,j \rangle \in \gamma} \left( t^\gamma C_i^\dagger C_j + \Delta^\gamma C_i^\dagger \tilde{C}_j + \text{H.c.} \right) + \sum_i \text{Tr} \left( \lambda_i \cdot \psi_i \bar{\lambda}_i^\dagger \right), \tag{2} \]

where \( t^\gamma \) denotes singlet hopping and \( \Delta^\gamma \) represents singlet pairing. \( \lambda^x,y,z \) are three Lagrangian multipliers to ensure the SU(2) gauge invariance (where the \( \lambda^x \) component corresponds to the particle number constraint).

To decouple \( \Gamma \)' interactions in the model \( (1) \), we adopt the “Kitaev-type” mean-field Hamiltonian appeared in literature\(^{46,47,49,50}\), namely,

\[ H_{\text{mf}}^{\prime} = \sum_{\langle i,j \rangle \in \gamma} i\rho_0 \text{Tr} \left( \psi_i^\dagger \psi_j + \tau^x \psi_i^\dagger \sigma^x \psi_j + \tau^y \psi_i^\dagger \sigma^y \psi_j \right. \]
\[ + \tau^z \psi_i^\dagger \sigma^z \psi_j + i\rho_\ell \text{Tr} \left( \tau^\alpha \psi_i^\dagger \sigma^\gamma \psi_j + \tau^\gamma \psi_i^\dagger \sigma^\alpha \psi_j \right) \]
\[ + \tau^\beta \psi_i^\dagger \sigma^\beta \psi_j + \tau^\gamma \psi_i^\dagger \sigma^\beta \psi_j + \text{H.c.} \tag{3} \]

where \( \rho_0 \) and \( \rho_\ell \) are both real numbers. Note that \( \tau^x,y,z \) are generators of the SU(2) gauge group\(^ {46}\). Meanwhile, the mean-field Hamiltonian \( H_{\text{mf}}^{\prime} \) preserves all symmetries of the original system through projective symmetry group\(^ {51}\).

The Zeeman coupling is simply written as

\[ H^B = -\sum_i \text{Tr} \left( B \cdot \psi_i \sigma_2^\psi \psi_i \right). \tag{4} \]

Finally, to describe the field-induced magnetic order in the \( J-\Gamma' \) model, we introduce a background field \( M_i \) to induce the symmetry-breaking magnetic order. The ordering pattern \( M_i \) is assumed to contain a single momentum \( Q \) with\(^ {41}\)

\[ M_i = M \left( \sin \phi \hat{e}_x \cos (Q \cdot r_i) + \hat{e}_y \sin (Q \cdot r_i) \right) + \cos \phi \hat{e}_z, \]

where \( Q \) is the ordering momentum, \( \hat{e}_{x,y,z} \) are the local spin axes, and \( \phi \) is the canting angle. The ordering momentum \( Q \) is adopted either from the classical ground state or the classical metastable states (the \( Q \) from the classical ground state is not always the one with the lowest energy after quantum corrections are considered). For a given \( Q \), the local axes \( \hat{e}_{x,y,z} \) are fixed as they are in the classical state, while \( M \) and \( \phi \) are treated as variational parameters.

Hence, the complete trial mean-field Hamiltonian (with nearest-neighbor coupling terms only) for the \( J-\Gamma' \) model in an external magnetic field reads

\[ H_{\text{mf}}^{\text{total}} = H_{\text{mf}}^{\prime} + H_{\text{mf}} + H^B - \frac{1}{2} \sum_i (M_i \cdot C_i) \sigma C_i + \text{H.c.}. \tag{5} \]

The complete set of variational parameters include \( (t^\gamma, \Delta^\gamma, \rho_0, \rho_\ell, \lambda, M, \phi) \) whose optimal values are determined by minimizing the energy of the Gutzwiller projected wave function.

In the variational process, we first choose a classical metastable configuration with \( Q \), then optimize the energy of the projected state. By comparing the optimal energies of different trial \( Q \)s, we obtain the approximate ground state.

In addition to determining the phase diagram (see Fig.2, Fig.3, and Fig.4), the VMC method can further provide information on the low-energy excitations.

### B. For the Spinon-Excited States

Now we try to construct the low-energy excitations via Gutzwiller projected spinons excited states

\[ |k; (k - q)_m, (q)_n⟩ = P_G f_{k - q,m}^{\dagger} f_{q,n}^{\dagger} |Ψ_{\text{mf}}⟩, \tag{6} \]

where \( f_{k - q,m} \) and \( f_{q,n} \) are eigen particles of the mean-field Hamiltonian, with \( m, n \) the band indices and \( k, q \) the lattice momentum according to the translation operators.

The above two-spinon excitations form a continuum and do not correctly describe the low-energy excitations of the system. The failure of the state \( (6) \) in describing the low-energy excitations is owing to the strong gauge interactions between the spinons which are not correctly addressed. To partially solve this problem, we diagonalize the original Hamiltonian in the subspace spanned by the two-spinon excitation continuum\(^ {52-55}\). Specifically, we calculate the matrix elements of the matrix \( \mathcal{H}(k) \) with

\[ \mathcal{H}_{\text{pmn},qm'n'}(k) = (k, (k - p)_m, (p)_n | H | (k, (k - q)_m', (q)_n'), \]

where \( k \) is the total momentum of the state with a pair of spinons excitation. The dimensionality \((2N \times C)\) of this matrix \( \mathcal{H}(k) \) is equal to twice the total number of sites \( N \) times the size of the unit cell \( C \) in the corresponding mean-field Hamiltonian.

Since the states in the two-spinon continuum are not orthogonal, we need to calculate the metric matrix \( g \) formed by the overlap of the states,

\[ g_{\text{pmn},qm'n'}(k) = (k, (k - p)_m, (p)_n | (k, (k - q)_m', (q)_n')). \]

Hence, the eigenproblem of \( \mathcal{H}(k) \) should be calculated by

\[ g^{-1}(k) \mathcal{H}(k) U = U \cdot \text{diag}(\epsilon_1, ..., \epsilon_{2CN}), \]

where the eigenvalues \( \epsilon_1, ..., \epsilon_{2CN} \) are the ‘renormalized’ energy of the excitations.

The renormalized eigenfunction \( |k⟩_{rn} \) is given by

\[ |k⟩_{rn} = \sum_{q \in \text{BZ}} F(qmn) |k; (k - q)_m, (q)_n⟩, \]

where \( F(qmn) \) is the eigenvector of the matrix \( \mathcal{H}. \)

It will be shown that in the magnetically ordered phase the two-spinon excitations are strongly renormalized and the bound state formed by the spinons pair behaves like a magnon (see Fig.5 and Fig.6).
FIG. 4. Energy curves (the upper figures) and magnetization of ground states (the lower figures) with increasing magnetic field for (a) & (b) $\delta = 0.9$, $\Gamma'/J = 0$, (c) & (d) $\delta = 0.85$, $\Gamma'/J = 0.2$, (e) & (f) $\delta = 0.9$, $\Gamma'/J = 0.2$, which are points in region-I, region-II, and region-III with star [see Fig.2(b)], respectively. The insets of (a), (c), (e) show the spin configurations of AFM, stripe, and zigzag orders, respectively. The vertical dashed lines indicate the values of the critical fields.

IV. THE VMC RESULTS

A. The Phase Diagram

Our VMC calculations are performed on a tori of $6 \times 6$ unit cells, i.e. of 72 lattice sites. The main results are shown in Fig.2. The $(\Gamma',\delta)$-parameter space is divided into several different regions. Firstly, when $B = 0$, the phase diagram contains two phases that are separated by the solid line. The lower one is a QDM, while the upper one is a Néel ordered state locating perpendicular to the honeycomb plane (namely, AFM$_c$). The phase transition between both gapped phases is of second order with a dynamical critical exponent $z = 1$ (see Appendix A 2 for details) which is characterized by the spontaneous breaking of spatial inversion symmetry.

When $B \neq 0$, according to the pattern of intermediate magnetic orders at intermediate magnetic fields, each phase is divided into three different regions [see Fig.2(b) for details].

In region-I, the $\Gamma'$ interaction is relatively small, the SOC is not strong enough to change the physics of magnon BEC. Namely, there is an intermediate canted AFM with long-range magnetic order with Néel pattern in the plane perpendicular to the field (namely, AFM$_{ab}$). The magnon excitations are gapless in the intermediate AFM$_{ab}$ phase although $\Gamma' \neq 0$, on account of a continuous $U(1)$ degenerate manifold of ground states in the corresponding classical model$^{56}$. Quantum fluctuations lifts the $U(1)$ degeneracy and leads to the pseudo-Goldstone mode, which is known as order-by-disorder effect$^{57}$. It can also be seen that either the canted stripe order or canted zigzag order with long-range magnetic order in the plane perpendicular to the field (namely, stripe or zigzag) is competing in energy with the Néel state. With the increasing of field strength, the phase transitions into the AFM$_{ab}$ phase and out of AFM$_{ab}$ phase are both of second order, which is the same as the case with $\Gamma' = 0$. Here we clarify the fact that the magnetization of the ground state has a small jump at the low-field transition point, which seems to indicate a weakly first-order transition. We speculate that this is an artifact owing to the VMC method, where the magnetic order is induced by a static background field. We could resolve the problem through ‘renormalization’ in VMC framework that allows the ground state to include more spin-wave fluctuations, which will smoothen the magnetization curve. Meanwhile, the nature of the phase transitions will be analyzed in the next section using the renormalized spinons excitations.

With the increasing of $\Gamma'$ and $\delta$, the region-II shows up. The difference is that in the intermediate phase, the stripe ordered state is slightly lower in energy than the Néel state and the zigzag state [see Fig.4(c) for illustra-
In the stripe ordered phase, the spin components in the honeycomb plane are pointing along $[1\bar{1}]$ direction [see Fig.4(d)], although the canting direction is slightly away from c-direction. Among the symmetry elements $2'/m' = \{E, P, C_2T', MT\}$ of the Hamiltonian, the $C_2T$ and $MT$ symmetries are broken by the stripe order. The magnon excitations of the stripe phase are gapped, which is different from the case in AFM$_{ab}$ state. Our numerical simulations strongly suggest that the transition between the intermediate stripe state and the dimerized (or polarized) phase is continuous, which is in agreement with its spontaneous symmetry breaking.

With further increasing of $\delta$, the system enters the region-III, where the intermediate phase exhibits zigzag type magnetic order [see Fig.4(e) for illustration]. The in-plane zigzag order is orienting along the $[\bar{1}1\bar{0}]$ direction [see Fig.4(f)], which breaks the $C_2T$ symmetry but preserves the $MT$ symmetry. The magnon excitations of the zigzag phase are also gapped. The phase transition between the intermediate zigzag state and the dimerized (or polarized) phase is also continuous owning to spontaneous symmetry breaking, which is the same as the case in region-II.

In the left up region, owing to the relatively large $\Gamma'$, the zero-field ground state is no longer QDM with singlet dimers but is replaced by an AFM$_c$ state. Among the symmetry elements $2'/m' = \{E, P, C_2T, MT\}$ of the Hamiltonian, the $MT$ and $P$ symmetries are broken by the AFM$_c$ order at low fields. According to the response to the magnetic field, this region is further divided into three parts. In the first part, with the increase of magnetic field, there is an intermediate AFM ordered state (with Néel pattern in the honeycomb plane, called AFM$_{ab}$) under a proper magnetic field as in the region-I [see Fig.2(b) and Fig.3(I)&(IV)]. In the second part, there is an intermediate stripe phase under a proper magnetic field as in the region-II [see Fig.2(b) and Fig.3(II)&(V)]. In the last part, there is also an intermediate phase that exhibits zigzag order as in the region-III [see Fig.2(b) and Fig.3(III)&(VI)]. The magnon excitations are also gapped in the intermediate stripe and zigzag phases. In all the above cases, the phase transition from the intermediate phase to the dimerized or polarized phase is continuous, while the transition from the intermediate phase to the low-field AFM$_c$ phase is of first order (for details see Appendix A).

From the phase diagram, we can see that the dimerized ground state is not a necessary starting point for the existence of the field-induced intermediate magnetically ordered phase. Therefore, the physics of this system would be further enriched by proper SOC.

**B. Excitations and Dynamical Properties**

In this section, we will focus on the low-energy excitations from the VMC approach. We first illustrate the closure of magnon excitation gap, which causes the condensation of magnons, and then show the dynamic structure factor of the intermediate phase.

1. **Low-field and high-field limit**

As a typical example, we mainly focus on the interaction parameter region of the dimerized phase. In the dimerized phase, the spinons are confined in the singlet ($S = 0$), three energy-degenerate triplets ($S = 1$), and high-energy continua.

The renormalized excitation spectrum for $\Gamma$ point are shown in Fig.5(a). Here we can clearly see the singlet and triplet states at low energies, and higher energy con-

![Energy spectrum at Γ point (k = 0) as a function of magnetic field strength, where the interaction parameters are fixed as δ = 0.9, Γ'/J = 0 for (a)&(b) and δ = 0.8, Γ'/J = 0.1 for (c).](image-url)
continues. Because SOC disappears here, $S^c$ along the magnetic field (i.e. $c$-direction) is a good quantum number, then we could divide them into three classes according to $S^c = -1, 0, 1$. When a magnetic field is added, Zeeman terms are added. In orthogonal normalization excitation space, Zeeman terms only appear in diagonals, and produce a splitting of energy without a change of state. Energy splitting lines between singlet and triplet states are the dispersion of the upper magnon band (which is quite flat) in LSWT. Comparing Fig.6(a) and Fig.6(b), it can be seen that the lower magnon band contributes an enormous weight in the DSF data. In contrast, the second band in the DSF data at around $\omega/J \approx 1$, whose dispersion is qualitatively consistent with the upper magnon band in the DSF data at around $\omega/J \approx 1$, whose dispersion is qualitatively consistent with the upper magnon band in LSWT. Therefore, it is better not to identify the second excitation band [the orange dashed line in Fig.6(a)] as the upper magnon band, instead, the upper magnon band locates somewhere inside the continuum.

2. Dynamical structure factor in the intermediate phase

Now we study the low-energy physics of the intermediate phase and will focus on the AFM$_{ab}$ phase as an example. We will calculate the excitation spectrum and the dynamic structure factor (DSF) with interaction parameters $\delta = 0.6, \Gamma'/J = 0, B_c/J = 1$.

The excitation spectrum and DSF for the AFM$_{ab}$ phase are obtained from the renormalized spinons excitation spectrum as discussed in Sec.III.B. For simplicity, we consider the path in momentum points as plotted in the inset of Fig.6(b), which includes 2 different $K$ points and 3 different $M$ points. The magnons as bound states of spinons are clearly seen in Fig.6(a), which are well separated from the continuum. Especially, the lowest energy band (the orange solid line) agrees well with the lowest magnon band calculated from the linear spin-wave theory (LSWT) [see the insert of Fig.6(a)].

FIG. 6. (a) VMC excitation spectrum and (b) dynamic structure factor for the AFM$_{ab}$ phase (in a system with 72 sites) with parameters $\delta = 0.6, \Gamma'/J = 0, B_c/J = 1$. The black dashed line in (a) is the energy of the ground state before the ‘renormalization’, while the red dot stands for the ‘renormalized’ one. The inset of (a) shows the one-magnon bands from LSWT, and the inset of (b) illustrates the BZ and the path of the excitation spectrum.
then it means that there is a nonzero density of states between the lower and upper magnon bands, which is quite unusual in quantum antiferromagnets. The weight of the DSF signal for the magnon bands almost vanishes at some momentum points, the reason might be that we only considered the \(zz\)-component. Finally, the higher-energy continuum contributes small but nonzero weight to the DSF, showing that quantum fluctuations at \(\omega > J\) (above the magnon bands) is not negligible.

The DSF for the intermediate stripe and zigzag ordered phases will not be shown here.

V. MAGNON CONDENSATION AND CRITICAL PROPERTIES

A. Higher-field Critical Points

In this section, we will adopt the Holstein–Primakoff (HP) representation\(^{59}\) of spins and calculate the magnon spectrum. As illustrated above, at the critical point where the magnon gap closes, the magnons condense and the system undergoes a continuous phase transition. If the magnon gap closes at momentum \(Q\) of BZ, then after the phase transition the system exhibits a long-range magnetic order whose static structure factor supports a peak at momentum \(Q\). To the end, we will find that spin-wave theory is qualitatively consistent with VMC calculations.

We will start with the polarized state in the high field limit, where the excitations are gapped bosonic magnons. Actually, when in the \(B_c \rightarrow \infty\) limit, the system approximately recovers the \(SO(2)\) symmetry (and hence the magnon-BEC picture approximately works). If the magnetic field is oriented along the \(c\)-direction, we can choose \(c\)-direction as the new \(z\)-axes. To this end, we perform a uniform orthogonal transformation \((R \in SO(3))\) without changing the excitation spectrum,

\[
\begin{pmatrix}
S'_{ix} \\
S'_{iy} \\
S'_{icz}
\end{pmatrix} = \begin{pmatrix}
\frac{1}{\sqrt{3}} & -\frac{1}{\sqrt{3}} & 0 \\
\frac{1}{\sqrt{6}} & \frac{1}{\sqrt{6}} & -\frac{2}{\sqrt{3}} \\
\frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}}
\end{pmatrix}
\begin{pmatrix}
S_{ix} \\
S_{iy} \\
S_{icz}
\end{pmatrix}.
\]

Thus the model (1) is transformed into a new one under the above rotation matrix \(R\),

\[
H = \sum_{(i,j) \in \gamma} S'_{i}^{\gamma} \mathcal{H}_{ij}^{\prime} S'_{j}^{\prime} - \sum_{i} B' \cdot S'_{i},
\]

where \(\mathcal{H}_{ij}^{\prime} = R \mathcal{H}_{ij} R^T\) and \(B' = B R^T\).
To obtain the spin-wave spectrum, we will adopt the HP representation in the new spin frame on A-sublattice,

\[ S_i^{xz} = \frac{1}{2} \left( a_i^\dagger - a_i \right), \]

\[ S_i^{yz} = \frac{i}{2} \left( a_i^\dagger - a_i \right), \]

\[ S_i^{zz} = -a_i, \quad (9) \]

where the bosons satisfy the usual commutation relations \([a_i, a_j^\dagger] = \delta_{ij}\). We could construct HP representation on B-sublattice by the same way \([a_i \rightarrow b_i]\) in (9). Substituting the above formulas into the rotated Hamiltonian (8) and keeping the quadratic terms, we obtain the following Hamiltonian on the Fourier bases,

\[ H_{SW} = \sum_k \Psi^\dagger(k) \hat{H}(k) \Psi(k), \quad (10) \]

where \(\Psi^\dagger(k) = (a_k^\dagger, b_k^\dagger, a_{-k}, b_{-k})\) with \(a_k^\dagger, b_k^\dagger\) being the magnon creation operator on sublattice A (B). It is very important to note that, unlike the fermionic case, the eigenenergies and eigenmodes in this case are obtained by diagonalizing the non-Hermitian matrix \(\Sigma \hat{H}(k)\), where \(\Sigma = \text{diag}(1, 1, -1, -1)\). Thus diagonalizing the above non-Hermitian matrix, we get the magnon excitations spectrum (see Appendix B for details).

The magnon gap decreases when lowering the field strength. At a critical field, the magnon gap closes at a certain momentum point in the BZ (see Fig.7) and the system undergoes a continuous phase transition. The momentum at which the magnon gap closes depends on the interaction parameters. If one further decreases the field strength, then the magnon spectrum in spin-wave Hamiltonian (10) will have an imaginary part, indicating that the polarized phase is unstable. To avoid the instability in the excitation spectrum, the system enters an ordered phase where the spins exhibit a different configuration. In other words, the condensation of magnons results in a long-range magnetic order and the excitation spectrum changes accordingly.

If \(\Gamma'\) term is small, the magnons condense at the \(\Gamma\) point (i.e. \(k = 0\)) and the system exhibits canted Néel order after the phase transition. As shown in Fig.7(a), the dynamic critical exponent is \(z = 2\) at the transition point (owing to the quadratic dispersion), which is the same as the conventional magnon BEC\(^{14}\) with \(\Gamma' = 0\). On the other hand, if the magnons condense at the \(M_1\) point (i.e. \(k = b_1/2\) or \(k = b_2/2\)), then the system transits to the stripe phase and if the magnons condense at the \(M_2\) point (i.e. \(k = b_1/2 + b_2/2\)), then the system exhibits zigzag order. In these cases, the dynamical exponent is \(z = 1\), as shown in Fig.7(b)\&(c) where the magnon gap closes linearly. From the dynamic critical exponent, it is expected that the correlation length near the critical point is given by \(\xi \sim |B_c - B_{\text{critical}}|^{-\nu}\) with \(\nu = 1/2\) in two spatial dimension if the continuous \(SO(2)\) symmetry is present\(^{80}\).

### B. Lower-field Critical Points

Now we go to the low field limit. When SOC is weak, the system enters the dimerized phase when the magnetic field is weak. As illustrated in the previous section, the magnon bands split into three branches (for details see Appendix A) and the gap of the lowest branch \((b)\) decreases linearly with the field strength, the magnon gap closes and the system enters the intermediate ordered phase when the field strength reaches a critical point.

To obtain the critical exponent at the lower critical points, we consider each \(z\)-bond as an effective site, which
contains four internal degrees of freedom. By regarding the four bases on each effective site as a ‘SU(4) spin’, namely, by mapping the four bases $|↑↑⟩$, $|↑↓⟩$, $|↓↑⟩$, $|↓↓⟩$ on the dimer bond into four species of boson operators

$$B^\dagger = (b^\dagger_{↑↑}, b^\dagger_{↑↓}, b^\dagger_{↓↑}, b^\dagger_{↓↓})$$

we can figure out the SU(4) spin wave\textsuperscript{62}, where the ‘classical’ ground state is a singlet formed by the two spin-1/2 spins on each effective site

$$|\text{Dimer}⟩ = \prod_i \left[ \frac{1}{\sqrt{2}} (b^\dagger_{↑↑} - b^\dagger_{↑↓}) \right] |\text{vac}⟩.$$  \hspace{1cm} (13)

By adopting the SU(4) HP approximation\textsuperscript{63} and keeping the quadratic terms only, we obtain the spin-wave Hamiltonian (see Appendix C for details of calculations), which can be diagonalized using bosonic Bogoliubov transformation.

The dispersions of the $b_{z}$ branch in SU(4) spin-wave theory are shown in Fig.8, it can be found that the dynamic critical exponent at the lower-field critical point is the same as that in the higher-field critical point (see Fig.7 for illustration). Namely, the dynamic critical exponent is $z = 2$ for the transition from the dimerized phase to the AFM$_{ab}$ phase and is $z = 1$ for the transitions from the dimerized phase to the stripe phase or to the zigzag phase, which are summarized in Tab.I. Meanwhile, based on symmetry analysis, the effective actions describing the continuous phase transition from low-field dimerized phase to intermediate ordered phases are similar to the ones from high-field PP to intermediate ordered phases and will not be repeated here.

When $\Gamma'$ interaction is large enough, the gap of $b_{0}$ branch will close, which means that the ground state will become Néel order where the spins are oriented perpendicular to the honeycomb plane (called AFM$_{c}$) through a continuous phase transition. In this case, with the increasing of field strength, the system enters field-induced in-plane ordered phases by a first-order phase transition (see Appendix A for details).

VI. CONCLUSIONS AND DISCUSSIONS

We studied the $J$-$J'$ model on the distorted honeycomb lattice in a magnetic field via variational Monte Carlo method. We conclude that in a dimerized antiferromagnet the external magnetic field will generally induce an intermediate phase with long-range AFM orders no matter if the ground state at zero field is a non-magnetic state with dimerized singlets or an AFM ordered state. The ordering pattern in the intermediate-field phase can be interpreted from the high-field or low-field limit, where the magnon gap closes at a certain point in the Brillouin zone with decreasing or increasing of the magnetic field strength. Starting from the general symmetry principle, we provide the effective field theory for these phase transitions. While the phase transitions are continuous, the nature of the field-induced quantum critical points can be different from the conventional magnon BEC.

In obtaining the classical order, we have used the canted single-$Q$ approximation. We cannot rule out the possibility that the classical magnetic order is a multi-$Q$ state\textsuperscript{64,65} instead of a single-$Q$ state. Therefore, the spin-orbit coupled spin model deserves to study with different numerical approaches.

Although the experiments on the 4$d$ or 4$f$ dimerized magnetic materials such as $\alpha$-RuCl$_3$ and Yb$_2$Si$_2$O$_7$ motivate us to study the effect of SOC on magnon BEC, in the present work we are not aiming to interpret the experimental data for concrete materials but to address a general question: what is the possible consequence of SOC on dimerized antiferromagnets. Notably, to interpret the experimental observations in $\alpha$-RuCl$_3$ and Yb$_2$Si$_2$O$_7$, one may need to consider more interactions, and carefully tune the parameters. We will leave this for future study.

ACKNOWLEDGEMENTS

We specially thank Jinwu Ye for suggesting us to construct effective field theory on the quantum phase transitions and for very helpful discussions on technical issues. J.W. thanks Bo Li and Chuan Chen for valuable discussions and comments. This work is supported by the NSF of China (No. 11574392), the National Natural Science Foundation of China (No. 12134020), the Fundamental Research Funds for the Central Universities and the Research Funds of Renmin University of China (No. 19XNLG11), and the China Postdoctoral Science Foundation (No. 2021M690093).

Appendix A: Phase Transitions To and From AFM$_{c}$

1. Relation between magnon condensation and in-plane AFM order

The moment at which the magnon closes gap and condenses determines the pattern of the consequent magnetic order. Suppose that the magnons condense at momentum $\mathbf{k}$, then Bogoliubov quasi-particle $\alpha_{\mathbf{k}}$ obtain non-zero expectation values in the ground state. Noticing that the HP bosons $a, a^\dagger$ are nothing but spin operators $S^+, S^−$ (according to the polarized state), so $⟨S^x_k + iS^y_k⟩ \propto ⟨\alpha_{\mathbf{k}}⟩ e^{-ik \cdot \mathbf{r}}$ have nonzero expectation values (notice that here $\tilde{x}$ and $\tilde{y}$ stand for ‘in-plane’ directions perpendicular to the c-axes). Therefore, the gap closing at $\mathbf{Γ}$ or $\mathbf{M}_1$ or $\mathbf{M}_2$ point (here we have folded all the $\mathbf{k}$ points to the first BZ) amounts to AFM$_{ab}$, stripe or zigzag order, respectively. Note that the relation between the momentum of the condensed boson and the pattern of the resulting in-plane orders is discussed more accurately in Appendix D.

On the other hand, in the SU(4) spin-wave theory, if the $\frac{1}{\sqrt{2}}(b_{↑↑} + b_{↑↓})$ boson condenses in the dimer state...
(eigenstate of $b_{1\uparrow} - b_{1\downarrow}$), then the ground state exhibits nonzero expectation values of $\langle b_{1\uparrow} \pm b_{1\downarrow} \rangle$ for each pair of spins on the strong bonds (here $\uparrow, \downarrow$ are eigenstates of $S^c = S \cdot c$). This indicates that the ground state exhibits nonzero AFM correlation for the $S^c$ operators, namely, the system enters the AFM$_c$ phase.

2. From the dimerized phase to AFM$_c$ order

When the magnetic field $B_c = 0$, with the increasing of $\Gamma'$ interactions, the system undergoes a continuous phase transition from the dimerized phase to the AFM$_c$ phase where the spin orientation is parallel to the $c$-direction (see Fig.2). It’s important to note that magnon excitations of AFM$_c$ (except $\Gamma'$=0, $\delta \leq 0.5$ line) is gapped from linear spin-wave theory as shown in Fig.9. A natural question is how to understand the physical mechanism of phase transition. Because the dimerized state has no classical counterpart unlike AFM order, it’s difficult to address this question by conventional LSWT from AFM$_c$ order to dimerized phase. Hence, we will address this question by SU(4) spin-wave theory (see Appendix C) from dimerized phase to AFM$_c$ order. In the dimerized phase, three magnons bands split from each other due to the appearance of magnetic fields. We call the middle magnon band $b_0$, the lowest band $b_+$, and highest band $b_-$, respectively [see Fig.10(a)]. Meanwhile, the gap of $b_0$-band is independent on the $c$-direction field while the gap of $b_+$-band or $b_-$-band is dependent on the field. In other words, the gap of $b_0$-band does not respond to magnetic fields, which means the $b_0$-band supports an antiferromagnetic pattern in the direction of the magnetic field. Thus the mechanism behind the phase transition from dimerized phase to AFM$_c$ phase is that the gap of $b_0$-band (in SU(4) spin-wave theory) will close as $\Gamma'$ interactions increase. This condensation is at $\Gamma$ point with dynamic critical exponent $z = 1$ [see Fig.10(b)].

3. From AFM$_c$ to the intermediate ordered phases

When turning on the magnetic field $B_c$, the AFM$_c$ state will undergo two successive phase transitions from VMC calculations. The first transition is of first order, and the second one is of second order. The first-order phase transition is reflected by the level crossing of the energy curve of the ground state, as shown in Fig.11. It is important to note that the energy difference between the ground state and other ordered states in the intermediate field region is very visible (at least $10^{-2}J$ per site) although the difference between them looks small in Fig.11.

The occurrence of the first-order phase transition can also be understood by comparing the nature of the two phases from the SU(4) spin-wave theory (see Appendix C). To be specific, the in-plane AFM order (including the AFM$_{ab}$, the stripe and the zigzag phases) results from the condensation of the $b_1$-band (at $\Gamma$, $M_1$ or $M_2$ point, respectively), see Fig.10(c) for a typical example. Noticing that for any given parameters $\Gamma'$ and $\delta$, there is only one intermediate phase between the low-field region and the high-field polarized region. Therefore, the nature of the intermediate in-plane AFM ordered phases in the whole phase diagram are essentially the same given that the ordering pattern is the same. On the other hand, the AFM$_c$ order can be attribute to the condensation of the $b_0$-band [at the $\Gamma$ point, see Fig.10(b)]. Hence, the phase transition between the AFM$_c$ phase and the in-plane AFM phases should be of first order.

Depending on the ordering pattern of the intermediate phases (namely, AFM$_{ab}$, stripe or zigzag), the AFM$_c$ phase splits into three regions labeled as IV, V, VI, respectively. It should be noted that the gapless line with $\Gamma' = 0, \delta < 0.5$ is special, where the transition to the AFM$_{ab}$ phase is of second order and the critical field strength is zero. Namely, on this line an infinitesimally small magnetic field can drive the system to the AFM$_{ab}$ phase.
Finally, we note that it is difficult to obtain the first-order phase transition purely from LSWT (with AFM order as a starting point). From the magnon dispersion of the AFM state, one can still observe the gap closing when increasing the field. Consequently, it seems that the system will undergo a second-order phase transition into another intermediate ordered phase, e.g., an AFM_{ab} phase. But this AFM_{ab} phase has finite AFM order along the c-direction, so it differs greatly from the previously mentioned AFM_{ab} phase which has uniform polarization along the c-direction. Our VMC calculations show that before the magnon gap closing the system has already entered the AFM_{ab} phase via a first-order phase transition. In other words, with increasing of the magnetic field, the AFM order vanishes with a jump and the AFM_{ab} phase never occurs in the phase diagram. The above discussion also applies for the first-order transition from the AFM_{ab} phase to the intermediate stripe phase or the zigzag phase.

Appendix B: Spin-Wave Spectrum at High Fields

To study the condensation of bosons from the polarized phase, we adopt the linear spin-wave theory. First, constructing rotation matrix \( \mathcal{R} \) such that the z-direction of the local coordinate system is parallel to the spin orientation.

\[
\begin{pmatrix}
S'_{x} \\
S'_{y} \\
S'_{z}
\end{pmatrix} = \mathcal{R} \begin{pmatrix}
S_{x} \\
S_{y} \\
S_{z}
\end{pmatrix}
\]

hence the \( S'_{z} \) is along the original c-direction.

Secondly, we rewrite the original Hamiltonian as

\[
H = \sum_{\langle i,j \rangle \in \gamma} S'_{i}^\dagger \mathcal{H}_{i} S_{j} - \sum_{i} B \cdot S_{i},
\]

where

\[
\mathcal{H}_{i} = \begin{pmatrix}
J_{x} & \Gamma' & \Gamma' \\
\Gamma' & J_{x} & 0 \\
0 & \Gamma' & J_{x}
\end{pmatrix}.
\]

Then we obtain the rotated Hamiltonian that is given by

\[
H = \sum_{\langle i,j \rangle \in \gamma} S'_{i}^\dagger \mathcal{H}'_{i} S_{j} - \sum_{i} B' \cdot S_{i},
\]

and \( B' \) is in the same direction with \( S'_{z} \). For convenience of latter discussion, we introduce the notation

\[
\mathcal{H}'_{i} = \begin{pmatrix}
\gamma x & \gamma x & \gamma x \\
\gamma x & \gamma x & \gamma x \\
\gamma x & \gamma x & \gamma x
\end{pmatrix}
\]

In the rotational basis, we perform a HP expansion on A-sublattice

\[
S'_{i}^x = \frac{1}{2} \left( a_i^+ \sqrt{1 - a_i^+ a_i} + \sqrt{1 - a_i^+ a_i} \right) \sim \frac{1}{2} (a_i^+ + a_i),
\]

\[
S'_{i}^y = \frac{i}{2} \left( a_i^+ \sqrt{1 - a_i^+ a_i} - \sqrt{1 - a_i^+ a_i} \right) \sim \frac{i}{2} (a_i^+ - a_i),
\]

\[
S'_{i}^z = \frac{1}{2} a_i^+, a_i,
\]

and the expansion on B-sublattice is similar. Keeping only terms that contribute up to quadratic order in the Hamiltonian, we will obtain the following spin-wave Hamiltonian in the Fourier bases,

\[
H_{SW} = \sum_{k} \Psi^\dagger(k) \mathcal{H}(k) \Psi(k),
\]

where \( \Psi^\dagger(k) = (a_{k}^+, b_{k}^+, a_{-k}^-, b_{-k}^-) \) with \( a^+ \) (\( b^+ \)) being the magnon creation operator on sublattice A (B). And \( \mathcal{H}(k) \)
is $4 \times 4$ matrix of the form\cite{66}

$$
{\mathcal{H}}(k) = \frac{1}{2} \begin{pmatrix} A_k & B_k \\ B_\ast_k & A_\ast_k \end{pmatrix},
$$

with $A_k$ and $B_k$ being 2 dimensional matrices. The forms are as follows,

$$
A_k = \begin{pmatrix} B' & 0 \\ 0 & B' \end{pmatrix} + \sum_\gamma \left( \begin{array}{c} -h_{\gamma,11}^2 + h_{\gamma,22}^2 \frac{h_{\gamma,11} + h_{\gamma,22}}{2} e^{i k \cdot \delta_\gamma} \\ -h_{\gamma,11}^3 \end{array} \right),
$$

$$
B_k = \sum_\gamma \frac{1}{2} \begin{pmatrix} h_{\gamma,11}^2 + 2i(h_{\gamma,12} - h_{\gamma,22}) \left( e^{-i k \cdot \delta_\gamma} 0 \right),
$$

where $\delta_\gamma$ indicates the distance between the the nearest-neighbor sites on $\gamma$-bond. Note that only entries $h_{\gamma,11}^2$, $h_{\gamma,12}^2$, $h_{\gamma,21}^2$, $h_{\gamma,22}^2$, and $h_{\gamma,11}^3$ in (B4) are relevant to the linear spin-wave Hamiltonian above. The eigenenergies in this case are obtained by diagonalizing the matrix $\Sigma{\mathcal{H}}(k)$, where $\Sigma = \text{diag}(1, 1, -1, -1)$. The bosonic Bogoliubov transformation matrix $\mathcal{U}$ satisfies the condition $\mathcal{U}^\dagger \Sigma \mathcal{U} = \Sigma$. We will describe the process to obtain the bosonic Bogoliubov transformation\cite{67} in the following.

Firstly, the Cholesky decomposition has be applied on $\mathcal{H}(k)$ to find the complex matrix $\mathcal{K}$ that fulfills the equation $\mathcal{H}(k) = \mathcal{K}^\dagger \mathcal{K}$. Then we could solve the eigenvalue problem of the Hermitian matrix $\mathcal{K} \Sigma \mathcal{K}^\dagger$, and $\mathcal{K} = \mathcal{V}^{\dagger} \Sigma \mathcal{V}$, where $\mathcal{V}$ is an unitary matrix. Finally, The bosonic Bogoliubov transformation matrix is given by

$$
\mathcal{U} = \mathcal{K}^{-1} \mathcal{V} (\Sigma \Lambda)^{1/2},
$$

which diagonalizes spin-wave Hamiltonian $\mathcal{U}^\dagger \mathcal{H}(k) \mathcal{U} = \Lambda$, $\mathcal{V} = \mathcal{U} \Phi$, where Bogoliubov quasi-particle basis $\Phi = (\sigma_0, \sigma_0, \sigma_0, \sigma_0)^T$. The form (B8) is much more useful to construct various effective actions in Appendix D.

In the spin-wave spectrum, the momentum at a gapless point is carried by a specific in-plane magnetic order. If $\delta \neq 0$, $C_3$ symmetry is broken. The inequivalent $M$ points mean stripe orders and zigzag orders, respectively. Therefore we can distinguish the condensate momentum of AFM, stripe, and zigzag orders. As shown in Fig.7, they condense at $\Gamma$, $M_1$, and $M_2$, respectively.

Appendix C: SU(4) Spin-Wave Spectrum at Low Fields

In the low field region, the ground state for small $\Gamma'$ is a singlet state composed of the direct product of singlet dimers. Notice that each dimer contains two spins $S = \frac{1}{2}$ which span a 4-dimensional Hilbert space, so we regard each dimer as an effective site placed with a SU(4) spin. In the following, we construct the SU(4) spin-wave theory on the square lattice formed by the effective sites.

Firstly, we introduce four species of boson operators

$$
B^\dagger = \begin{pmatrix} b^\dagger_{++} & b^\dagger_{+-} & b^\dagger_{-+} & b^\dagger_{--} \end{pmatrix}
$$

to represent the four bases $|\uparrow\downarrow\rangle, |\uparrow\downarrow\rangle, |\downarrow\uparrow\rangle, |\downarrow\uparrow\rangle$ on the dimer bond respectively. Here we have omitted the site indices. This is the generalized Schwinger representation of spins and the mapping is exact if the particle number constraint $B^\dagger B = 1$ is satisfied on each bond.

The spin operators on the A sublattice are represented by

$$
S^m_A = B^\dagger \sigma^m_3 \sigma^0 B
$$

with $\sigma^0$ the $2 \times 2$ identity matrix, and the spin operators on the B sublattice are represented by

$$
S^m_B = B^\dagger \sigma^0 \otimes \sigma^m_3 B.
$$

It is more convenient to combine these boson operators into the eigen modes $b_{S,m}$ with the total spin quantum number $S$ (for the two spins on the dimer bond) and its eigenvalue $m$ of the $S^z$-component, namely,

$$
\tilde{B}^\dagger = \begin{pmatrix} b^\dagger_{0,0} & b^\dagger_{1,1} & b^\dagger_{1,0} & b^\dagger_{0,-1} \end{pmatrix} = \begin{pmatrix} b^\dagger_{++} & b^\dagger_{+-} & b^\dagger_{-+} & b^\dagger_{--} \end{pmatrix} U
$$

with $U = \begin{pmatrix} 0 & 1 & 0 & 0 \\ -\sqrt{\frac{2}{3}} & 0 & -\sqrt{\frac{2}{3}} & 0 \\ 0 & \sqrt{\frac{2}{3}} & 0 & -\sqrt{\frac{2}{3}} \\ 0 & 0 & 0 & 1 \end{pmatrix}$. The advantage of adopting these new bases is that when the Heisenberg interactions
on the strong bonds are dominating, we can approximately regard the ground state as the product of singlets on the strong bonds,
\[ |\text{Dimer}\rangle = \prod_i (b_{i,0,0}^\dagger |\text{vac}\rangle), \]
here \(|\text{vac}\rangle\) stands for the vacuum state and \(i\) labels the new site index.

In the new bases, the spin operators are rewritten as
\[ S_A^m = \tilde{B}^\dagger U^\dagger \sigma^m \otimes \sigma^0 U \tilde{B} \]
for the A-sublattice and
\[ S_B^m = \tilde{B}^\dagger U^\dagger \sigma^m \otimes \sigma^0 U \tilde{B} \]
for the B-sublattice.

Then we can rewrite the spin-spin interactions in forms of the boson operators \(B\). For instance, on a strong bond (namely the \(z\)-bond), the Heisenberg interaction \(S_A \cdot S_B\) is represented as
\[ S_A \cdot S_B = \frac{3}{4} b_{0,0,0}^\dagger b_{0,0,0} + \frac{1}{4} \sum_m b_{m,m}^\dagger b_{m,m} \approx 1. \]

Only keeping the quadratic term according to the boson operators, we obtain a quadratic Hamiltonian for the bosons.

Thirdly, performing Fourier transformation, \[ b_{k,s,m}^\dagger = \frac{1}{\sqrt{T}} \sum_r b_{r,s,m}^\dagger \exp[i k \cdot r], \]
we could obtain quadratic form Hamiltonian in momentum space,
\[ H_{SW} = \sum_k \Psi^\dagger(k) \hat{\mathcal{H}}(k) \Psi(k), \]
with \(\Psi^\dagger(k) = \left( b_{1,1,0}^\dagger(k), b_{1,0,1}^\dagger(k), b_{1,0,0}(k), b_{0,1,0}(k), b_{1,1,1}(k), b_{1,-1,1}(k) \right)\), and \(\hat{\mathcal{H}}(k)\) is the 6 by 6 matrix.

Finally, we could obtain magnon dispersions in Fig.8 by diagonalizing the non-Hermitian matrix \(\Sigma \hat{\mathcal{H}}(k)\), where \(\Sigma = \text{diag}(1,1,1,1,1,1,1)\). We also obtain the bosonic Bogoliubov transformation based on the form (B8) in the previous section.

**Appendix D: Effective Field Theory of Continuous Phase Transitions at Higher Critical Fields**

As we discuss in the main text, the symmetry of the rotated spin Hamiltonian (B3) is generated by

1. Translation by one lattice site in \(a_1\) or \(a_2\) direction: \(T_{a_1} : S_i \rightarrow S_{i+a_1}\) and \(T_{a_2} : S_i \rightarrow S_{i+a_2}\).

2. Inversion symmetry: \(P : S_i \rightarrow S_{i'}, \) where \(i = (a_1, a_2, \alpha)\) and \(i' = (-a_1, -a_2, \bar{\alpha})\). Note that \(\alpha\) denotes one sublattice and \(\bar{\alpha}\) with the other sublattice.

3. Spin-orbital rotation symmetry: \(C_2 \mathcal{T} : S_i \rightarrow (-1) \times \mathcal{R}_a(\pi)S_{i'}\), where \(i = (a_1, a_2)\) and \(i'' = (a_2, a_1)\).

where \(\mathcal{R}_a(\pi)\) is the 180° rotation along \(a\) direction (or \(z\)-bond) and \(\mathcal{T}\) is time reversal symmetry.

Some of these symmetries are broken in the canted intermediate phases such as AFM_{ab}, stripe, and zigzag, but preserved in the high-field polarized phase (PP) and the low-field dimerized state. They are quite crucial to construct the corresponding effective actions to be presented in the following.

### 1. Phase transition from PP to AFM_{ab} order

If the \(a_k\) magnon condensation which leads to the QPT from PP to the canted AFM_{ab} at \(B_{\text{critical}}\), the corresponding order parameter takes the form:
\[ \langle a_k \rangle = \psi \delta_{k, R}, \]
\[ \langle \beta_k \rangle = 0. \]

where \(R = b_1 + b_2\) (namely, \(R\) point in second BZ) and \(\psi\) is the complex order parameter.

By introducing the bosonic Bogoliubov transformation (B8) in LSWT as
\[ a_k = u(k) a_k + v(k) a_k^\dagger + u'(k) \beta_k + v'(k) \beta_k^\dagger. \]
we establish the connection between the in-honeycomb-plane transverse quantum spin and the one complex order parameter:
\[ \langle S_i^z \rangle \propto \langle a_i \rangle = u(\Gamma)\psi e^{i \mathcal{R}_R R_z} + v(\Gamma)\psi^* e^{-i \mathcal{R}_R R_z}. \]

Due to \(u(\Gamma) = 0, v(\Gamma) = 0\) in the form (B8) at the critical point, the order parameter is complex.

Because PP breaks no symmetry of the Hamiltonian, so one can study how the complex order parameter \(\psi\) transform under the symmetries of the Hamiltonian:

1. Translation symmetry: \(T_{a_1} : \psi(a_1, a_2) \rightarrow \psi(a_1, a_2)\) and \(T_{a_2} : \psi(a_1, a_2) \rightarrow \psi(a_2, a_1)\);

2. Inversion symmetry: \(P : \psi(a_1, a_2) \rightarrow \psi(-a_1, -a_2)\);

3. Spin-orbital rotation symmetry: \(C_2 \mathcal{T} : \psi(a_1, a_2) \rightarrow -\psi^*(a_2, a_1)\).

The transformation of the order parameter \(\psi\) under spin-orbital rotation symmetry \(C_2 \mathcal{T}\) is a little subtle due to anti-unitary time-reversal symmetry \(\mathcal{T}\). Notably, the time-reversal symmetry operates before and after the operator \(\hat{O}\) in the quantum state \(|\Psi\rangle\) to satisfy the following relations:
\[ \langle \Psi | \mathcal{T} \hat{O}^{-1} | \Psi \rangle = \langle \Psi | \hat{O}^\dagger | \Psi \rangle, \]
where $|\tilde{\Psi}\rangle = |\mathcal{T}|\Psi\rangle$. For simplicity, we define $\Lambda = \langle \psi | S^+ | \psi \rangle$, where $S^+ = S^x + iS^y$. Thus we obtain

$$
\mathcal{T} \Lambda = \langle \tilde{\Psi} | S^+ | \tilde{\Psi} \rangle = \langle \psi | [\mathcal{T} S^+ \mathcal{T}^{-1}] | \psi \rangle = \langle (\mathcal{T} S^+ \mathcal{T}^{-1}) | \psi \rangle
$$

$$
= -\langle S^- | \psi \rangle = -\langle \psi | S^+ | \psi \rangle = -\Lambda.
$$

Because $C_2$ is the 180° rotation along a direction (or [100] direction), the transformation of operator $S^+ (S^-)$ is $C_2 S^+ C_2^{-1} = -iS^- (C_2 S^- C_2^{-1} = iS^+)$. In the end, we obtain the relation

$$
C_2 \mathcal{T} \Lambda = \langle \tilde{\Psi} | C_2 S^+ C_2^{-1} | \tilde{\Psi} \rangle = \langle \psi | C_2 [\mathcal{T} S^+ \mathcal{T}^{-1}] C_2^{-1} | \psi \rangle
$$

$$
= \langle \psi | [\mathcal{T} S^+ \mathcal{T}^{-1}] | \psi \rangle = -i \langle \psi | S^- | \psi \rangle = -i\Lambda^*.
$$

Thus, in general cases, the spin-orbital rotation symmetry is $C_2 \mathcal{T} : \psi(a_1, a_2) \rightarrow -i\psi^*(a_2, a_1)$.

Due to the above symmetry analysis and considering linear spin-wave calculations, the following effective action with the dynamic exponent $z = 2$ in the continuum limit is

$$
S = \int d\tau d^2r \left( \psi^* \partial_\tau \psi + v_0^2 |\partial_\tau \psi|^2 + v_{a_2}^2 |\partial_{a_2} \psi|^2 - \mu |\psi|^2 + U |\psi|^4 \right).
$$

(D4)

Our microscopic calculation shows that $\mu = B_{\text{critical}} - B_c$ and $U > 0$.

The action at the fixed point is invariant under the scale transformation

$$
r' = r e^{-\tau}, \quad \tau' = \tau e^{-z}, \quad \psi' = \psi e^\tau.
$$

(D5)

Therefore, the scaling dimension of the parameter $U$ is zero (namely, the marginal operator). If $\xi$ is the magnetic correlation length that diverges at the QCP, the following scaling relations hold

$$
\mu \propto \frac{1}{\xi^\nu}, \quad \Delta \propto \frac{1}{\xi^\zeta}.
$$

(D6)

Due to $\Delta \propto |\mu|$, we could obtain the value of correlation length critical exponent $\nu = 1/2$. And the universality class for the QPT is the same as the $z = 2$ 2D Superfluid-Mott insulator transition.

At the mean-field level, we can substitute $\psi \rightarrow \sqrt{\rho_0} e^{i\phi_0}$ into the effective action

$$
S = -\mu \rho_0 + U \rho_0^2
$$

(D7)

When $\mu = B_{\text{critical}} - B_c < 0$, it is in the PP with $\langle \psi \rangle = 0$. When $\mu > 0$, it is in the canted AFM$_{ab}$ phase with $\langle \psi \rangle = \sqrt{\rho_0} e^{i\phi_0}$.

When $\mu < 0$, $\langle \psi \rangle = 0$ in the PP expanding the action up to second order:

$$
S = \int d\tau d^2r \left( \psi^* \partial_\tau \psi + v_{a_1}^2 |\partial_{a_1} \psi|^2 + v_{a_2}^2 |\partial_{a_2} \psi|^2 - \mu |\psi|^2 \right)
$$

(D8)

which lead to the gapped mode

$$
\omega_k = -\mu + v_{a_1}^2 k_{a_1}^2 + v_{a_2}^2 k_{a_2}^2
$$

(D9)

In the canted AFM$_{ab}$ phase, $\mu > 0$, we can write the fluctuations in the polar coordinates $\psi = \sqrt{\rho_0 + \delta \rho} e^i(\phi_0 + \delta \phi)$ and expand the action up to the second order in the fluctuations:

$$
S = \int d\tau d^2r \left[ i\delta \rho \partial_\tau \delta \phi + \frac{1}{4\rho_0} \left( v_{a_1}^2 |\partial_{a_1} \delta \rho|^2 + v_{a_2}^2 |\partial_{a_2} \delta \rho|^2 \right) + U |\delta \rho|^2 + \rho_0 |\partial_{a_1} \delta \phi|^2 + v_{a_2}^2 |\partial_{a_2} \delta \phi|^2 \right]
$$

(D10)

Integrating out $\delta \rho$ leads to

$$
S = \int d\tau d^2r \left( -\frac{1}{4U} |\partial_\tau \delta \phi|^2 + \rho_0 |\partial_{a_1} \delta \phi|^2 + v_{a_2}^2 |\partial_{a_2} \delta \phi|^2 \right).
$$

(D11)

It leads to the exotic Goldstone mode due to the emergent U(1) symmetry (in the classical degenerate ground state manifold although $\Gamma' \neq 0$) breaking:

$$
\omega_k = \sqrt{4U \rho_0 (v_{a_1}^2 k_{a_1}^2 + v_{a_2}^2 k_{a_2}^2)}
$$

(D12)

2. Phase transition from PP to zigzag order

If the $a_k$ magnon condensation which leads to the QPT from PP to the canted zigzag at $B_{\text{critical}}$, the corresponding order parameter takes the form:

$$
\langle \alpha_k \rangle = \tilde{\psi} \delta_{k, M_2}, \quad \langle \beta_k \rangle = 0.
$$

(D13)

where $M_2 = \frac{1}{2} b_1 + \frac{1}{2} b_2$ and $\tilde{\psi}$ is the complex order parameter.

One must use the Bogoliubov transformation to establish the connection between the transverse quantum spin and the one complex order parameter:

$$
\langle S_1^z \rangle \propto \langle a_i \rangle \propto u(M_2) \tilde{\psi} e^{iM_2 R_i} + v(M_2) e^{-iM_2 R_i}
$$

(D14)

Due to $u(M_2) = v(M_2)$ in the form (B8) at the critical point, we could redefine the order parameter $\langle a_i \rangle \propto \tilde{\psi} e^{iM_2 R_i}$, where $\tilde{\psi} = \psi + \psi^*$ is real.

Because PP breaks no symmetry of the Hamiltonian, so one can study how the real order parameter $\psi$ transform under the symmetries of the Hamiltonian:

1. Translation symmetry: $T_{a_1} : \psi(a_1, a_2) \rightarrow -\psi(a_1, a_2)$ and $T_{a_2} : \psi(a_1, a_2) \rightarrow -\psi(a_1, a_2)$.
2. Inversion symmetry: $P : \psi(a_1, a_2) \rightarrow \psi(-a_1, -a_2)$.
3. Spin-orbital rotation symmetry: $C_2 T : \psi(a_1, a_2) \rightarrow -\psi(a_2, a_1)$.

Due to the above symmetry analysis and considering linear spin-wave calculations, the following effective action with the dynamic exponent $z = 1$ in the continuum limit is

$$
S = \int d\tau d^2r \left( \langle \partial_\tau \psi \rangle^2 + v_{a_1}^2 |\partial_{a_1} \psi|^2 + v_{a_2}^2 |\partial_{a_2} \psi|^2 - \mu |\psi|^2 + U |\psi|^4 \right)
$$

(D15)
Our microscopic calculation shows that \( \mu = B_{\text{critical}} - B_c \) and \( U > 0 \).

The action at the fixed point is invariant under the scale transformation (D5). Due to \( \Delta \propto \sqrt{|\mu|} \), we could obtain the value of correlation length critical exponent \( \nu = 1/2 \) through the form (D6). And the universality class for the QPT may be the \( z = 1 \) 3D Ising universality class.

At the mean-field level, we can substitute \( \psi \rightarrow \sqrt{\rho_0} \) into the effective action

\[
S = -\mu \rho_0 + U \rho_0^2 \tag{D16}
\]

When \( \mu = B_{\text{critical}} - B_c < 0 \), it is in the PP with \( \langle \psi \rangle = 0 \). When \( \mu > 0 \), it is in the canted zigzag phase with \( \langle \psi \rangle = \sqrt{\rho_0} \).

When \( \mu < 0 \), \( \langle \psi \rangle = 0 \) in the PP expanding the action upto second order:

\[
S = \int d\tau d^2r \left( (\partial_\tau \psi)^2 + v_{a_1}^2 (\partial_{a_1} \psi)^2 + v_{a_2}^2 (\partial_{a_2} \psi)^2 - \mu \psi^2 \right), \tag{D17}
\]

which lead to the gapped mode

\[
\omega_k = \sqrt{-\mu + v_{a_1}^2 k_{a_1}^2 + v_{a_2}^2 k_{a_2}^2} \tag{D18}
\]

In the canted zigzag phase, \( \mu > 0 \), we can write the fluctuations \( \psi = \sqrt{\rho_0} + \delta \rho \) and expand the action up to the second order in the fluctuations:

\[
S = \frac{1}{2 \rho_0} \int d\tau d^2r \left( (\partial_\tau \delta \rho)^2 + [v_{a_1}^2 (\partial_{a_1} \delta \rho)^2 + v_{a_2}^2 (\partial_{a_2} \delta \rho)^2] + 4 \rho_0 U (\delta \rho)^2 \right). \tag{D19}
\]

which leads to one gapped Higgs mode

\[
\omega_k = \sqrt{4 \rho_0 U + v_{a_1}^2 k_{a_1}^2 + v_{a_2}^2 k_{a_2}^2} \tag{D20}
\]

### 3. Phase transition from PP to stripe order

As shown in Fig.7(b), there are two inequivalent momentum points at the higher critical field, namely \( M_1 \) and \( M_3 = R_a(\pi) M_1 \). However, in the single-Q framework, we should break the symmetry of two inequivalent momentum points by some small perturbations. For example, the corresponding order parameter takes the form (if \( M_3 \) is gapped at the critical point):

\[
\langle \alpha_k \rangle = \bar{\psi} \delta_{k,M_1}, \quad \langle \beta_k \rangle = 0. \tag{D21}
\]

where \( M_1 = \frac{1}{2} b_1 \) and \( \bar{\psi} \) is the complex order parameter.

One must use the Bogoliubov transformation to establish the connection between the transverse quantum spin and the one complex order parameter:

\[
\langle S^+_i \rangle \propto \langle a_i \rangle \propto \Re(M_1) \bar{\psi} e^{i M_1 \cdot R_i} + v(M_1) \bar{\psi} e^{-i M_1 \cdot R_i} \tag{D22}
\]

Due to \( u(M_1) = v(M_1) \) in the form (B8) at the critical point, we could redefine the order parameter \( \langle a_i \rangle \propto u(M_1) \bar{\psi} e^{i M_1 \cdot R_i} \), where \( \bar{\psi} = \bar{\psi} + \bar{\psi}^* \) is real.

Because PP breaks no symmetry of the Hamiltonian, so one can study how the real order parameter \( \bar{\psi} \) transform under the symmetries of the Hamiltonian:

1. Translation symmetry: \( T_{a_1} : \bar{\psi}(a_1, a_2) \rightarrow -\bar{\psi}(a_1, a_2) \) and \( T_{a_2} : \bar{\psi}(a_1, a_2) \rightarrow \bar{\psi}(a_1, a_2) \);
2. Inversion symmetry: \( P : \bar{\psi}(a_1, a_2) \rightarrow -\bar{\psi}(a_1, a_2) \);
3. Spin-orbital rotation symmetry: \( C_2 R : \bar{\psi}(a_1, a_2) \rightarrow -i\bar{\psi}(a_2, a_1) \).

Due to the above symmetry analysis and considering linear spin-wave calculations, the following effective action with the dynamic exponent \( z = 1 \) in the continuum limit is

\[
S = \int d\tau d^2r \left( (\partial_\tau \psi)^2 + v_{a_1}^2 (\partial_{a_1} \psi)^2 + v_{a_2}^2 (\partial_{a_2} \psi)^2 - \mu \psi^2 + U \psi^4 \right). \tag{D23}
\]

Our microscopic calculation shows that \( \mu = B_{\text{critical}} - B_c \) and \( U > 0 \). The universality class for the QPT from PP to stripe phase is the same as the QPT from PP to zigzag phase above.

At the mean-field level, we can substitute \( \psi \rightarrow \sqrt{\rho_0} \) into the effective action

\[
S = -\mu \rho_0 + U \rho_0^2 \tag{D24}
\]

When \( \mu = B_{\text{critical}} - B_c < 0 \), it is in PP with \( \langle \psi \rangle = 0 \). When \( \mu > 0 \), it is in the canted stripe phase with \( \langle \psi \rangle = \sqrt{\rho_0} \).

When \( \mu < 0 \), \( \langle \psi \rangle = 0 \) in PP expanding the action upto second order:

\[
S = \int d\tau d^2r \left( (\partial_\tau \psi)^2 + v_{a_1}^2 (\partial_{a_1} \psi)^2 + v_{a_2}^2 (\partial_{a_2} \psi)^2 - \mu \psi^2 \right). \tag{D25}
\]

which lead to the gapped mode

\[
\omega_k = \sqrt{4 \rho_0 U + v_{a_1}^2 k_{a_1}^2 + v_{a_2}^2 k_{a_2}^2} \tag{D26}
\]

In the canted stripe phase, \( \mu > 0 \), we can write the fluctuations \( \psi = \sqrt{\rho_0} + \delta \rho \) and expand the action up to the second order in the fluctuations:

\[
S = \frac{1}{2 \rho_0} \int d\tau d^2r \left( (\partial_\tau \delta \rho)^2 + [v_{a_1}^2 (\partial_{a_1} \delta \rho)^2 + v_{a_2}^2 (\partial_{a_2} \delta \rho)^2] + 4 \rho_0 U (\delta \rho)^2 \right). \tag{D27}
\]

which leads to one gapped Higgs mode

\[
\omega_k = \sqrt{4 \rho_0 U + v_{a_1}^2 k_{a_1}^2 + v_{a_2}^2 k_{a_2}^2} \tag{D28}
\]
Due to the same symmetry of the high-field PP and the low-field QDM, the effective field theory of the phase transition from QDM to intermediate ordered phases at lower critical fields is same as the phase transition from the high-field PP to intermediate ordered phases as we discussed above. Furthermore, we could obtain corresponding effective actions describing other continuous phase transitions in the global phase diagram by the similar approach.
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