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Abstract. A variety of codimension $c$ in complex affine space is called positively hyperbolic if the imaginary part of any point in it does not lie in any positive linear subspace of dimension $c$. Positively hyperbolic hypersurfaces are defined by stable polynomials. We give a new characterization of positively hyperbolic varieties using sign variations, and show that they are equivalently defined by being hyperbolic with respect to the positive part of the Grassmannian, in the sense of Shamovich and Vinnikov. We prove that positively hyperbolic projective varieties have tropicalizations that are locally subfans of the type $A_1$ hyperplane arrangement defined by $x_i = x_j$, in which the maximal cones satisfy a non-crossing condition. This gives new proofs of some results of Choe–Oxley–Sokal–Wagner and Brändén on Newton polytopes and tropicalizations of stable polynomials. We settle the question of which tropical varieties can be obtained as tropicalizations of positively hyperbolic varieties in the case of tropical toric varieties, constant-coefficient tropical curves, and Bergman fans. Along the way, we also give a new characterization of positroids in terms of a non-crossing condition on their Bergman fans.

1. Introduction

There are many beautiful appearances of real rooted-ness in combinatorics, see e.g. [Brä15, Vis12]. Hyperbolicity and stability are generalizations of real rooted-ness for multivariate polynomials. A polynomial $f \in \mathbb{C}[x_1, \ldots, x_n]$ is called stable if $f(z) \neq 0$ for every point $z \in \mathbb{C}^n$ with $\text{Im}(z) \in \mathbb{R}^n$. Here $\text{Im}(z) = (\text{Im}(z_1), \ldots, \text{Im}(z_n))$ denotes the imaginary part of $z$, and $\mathbb{R}^n_+$ denotes the set of positive real numbers. In other words, $f$ is stable if its roots do not lie in the “upper half-plane”, and so stable polynomials are also called polynomials with the half-plane property. A univariate real polynomial is stable if and only if it is real-rooted. More generally, a real polynomial $f$ is stable if and only if any line in any positive direction intersects the hypersurface $f = 0$ only at real points, that is, for any $w \in \mathbb{R}^n$ and $v \in \mathbb{R}^n_+$ the univariate polynomial $f(tv + w) \in \mathbb{R}[t]$ has only real roots.

Another closely related generalization of real rooted-ness is hyperbolicity, which can be thought of as a coordinate-free version of stability for real projective hypersurfaces. Concretely, a homogeneous polynomial $f \in \mathbb{R}[x_1, \ldots, x_n]$ is called hyperbolic with respect to a point $v \in \mathbb{R}^n$ if $f(v) \neq 0$ and for any $w \in \mathbb{R}^n$ the univariate polynomial $f(tv + w)$ has only real roots. Note that a homogeneous polynomial with real coefficients is stable if and only if it is hyperbolic with respect to every point $v \in \mathbb{R}^n_+$.

The coordinate-dependent stability property imposes a rich structure on the coefficients of a stable polynomial with respect to the monomial basis. Choe, Oxley, Sokal, and Wagner showed that the Newton polytope of a homogeneous multiaffine stable polynomial must be a matroid polytope [COSW04]. Brändén generalized this result by showing that the
Newton polytope of any stable polynomial must be a generalized permutohedron, also known as an $M$-convex polytope. These are the polytopes whose edges are in directions $e_i - e_j$, or equivalently, their normal fans coarsen the permutohedral fan. Even more generally, Brändén showed that if $f$ is a stable polynomial over a real field with a non-Archimedean valuation, then the valuations of the coefficients of $f$ must form an $M$-concave function on its support, that is, all the faces of the induced regular subdivision must be $M$-convex [Brä10].

The notion of hyperbolicity was extended to projective varieties of codimension more than one by Shamovich and Vinnikov [SV18]. Let $L \subseteq \mathbb{P}^n(\mathbb{C})$ be a linear subspace defined over $\mathbb{R}$ of projective dimension $c - 1$. A real projective variety $X \subseteq \mathbb{P}^n(\mathbb{C})$ of codimension $c$ is said to be hyperbolic with respect to $L$ if $X \cap L = \emptyset$ and for all real linear subspaces $L' \supseteq L$ of dimension $c$, the intersection $X \cap L'$ consists only of real points. Just as the hyperbolicity of a polynomial $f$ can be certified by a determinantal representation $f = \det(A(x))$ where $A(x) = \sum_{i=1}^n x_i A_i$ where the matrices $A_i$ are real symmetric and $A(e)$ is positive definite, the hyperbolicity of a variety can be certified by a Livsic-type determinantal representation, which gives a definite determinantal representation of its Chow form [SV18]. Hyperbolic varieties have also been studied in the context of real-fibered morphisms, e.g. [KS15, KS16, KS17]. Kummer and Vinzant study the reciprocal linear space $L^{-1}$ of a real linear subspace $L$, which is hyperbolic with respect to $L^+$ [KV16].

In this paper we study an analogue of stability called positive hyperbolicity for varieties of codimension greater than one. For real projective varieties, this is equivalent to hyperbolicity with respect to all linear spaces in the positive Grassmannian.

Our main goal is to explore the combinatorial structure of positively hyperbolic varieties through tropical geometry. The tropicalization of a variety, defined in Section 4, is a polyhedral complex that sees various discrete invariants of the variety. In particular, if $V$ is a hypersurface, the Newton polytope of the defining polynomial of $X$ can be recovered from the tropicalization of $X$. For arbitrary varieties, tropicalization can be considered as a generalization of the notion of Newton polytope.

In Section 2 we give a characterization of positively hyperbolic varieties in terms of sign variations. They can also be characterized by their imaginary projections studied by Jörgens, Theobald, and de Wolff in the hypersurface case [JTdW19]. In Section 3 we discuss different operations that preserve positive hyperbolicity, such as initial degenerations and certain linear transformations.

In Section 4 we study tropicalizations of positively hyperbolic varieties. One of the key combinatorial structures that appear in this context is non-crossing partitions. See Figure 1.
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for an example and Section 4 for a formal definition. We characterize toric varieties that are positively hyperbolic and we use this to obtain the following main result.

**Theorem 4.6.** If \( X \subset \mathbb{C}^n \) is a positively hyperbolic variety then the linear subspace parallel to any maximal face of \( \text{trop}(X) \) is spanned by \( 0/ \pm 1 \) vectors whose supports form a non-crossing partition of a subset of the set \([n] = \{1, \ldots, n\}\). If, in addition, \( X \) is homogeneous, then the linear subspace parallel to any maximal face must be spanned just by \( 0/1 \) vectors whose supports form a non-crossing partition of \([n]\).

**Example 1.1.** Let \( \mathbb{C}\{\{t\}\} \) denote the field of Puiseux series. Consider the two-dimensional plane \( \mathcal{L} \) in \( \mathbb{C}\{\{t\}\}^4 \) defined by

\[
x_1 + x_2 + x_3 + x_4 = 0 \quad \text{and} \quad t^3x_1 + t^2x_2 + tx_3 + x_4 = 0,
\]

and the reciprocal plane \( \mathcal{L}^{-1} \) obtained by taking the image of \( \mathcal{L} \) under the rational map \((x_1, x_2, x_3, x_4) \mapsto (x_1^{-1}, x_2^{-1}, x_3^{-1}, x_4^{-1})\). It follows from [KV16, Cor. 1.5] that \( \mathcal{L}^{-1} \) is a positively hyperbolic variety. This also follows from Proposition 2.9 and Corollary 3.3 below. The tropicalization of \( \mathcal{L}^{-1} \) is a two-dimensional polyhedral complex in \( \mathbb{R}^4 \) with five maximal faces, all having the one-dimensional lineality space \( \mathbb{R}(1, 1, 1, 1) \). Its image in \( \mathbb{R}^4/\mathbb{R}(1, 1, 1, 1) \cong \mathbb{R}^3 \) is shown in Figure 2. One maximal face is \( \{(\lambda + \mu, \lambda + \mu, \lambda, \lambda - 1) : 0 \leq \lambda \text{ and } 0 \leq \mu \leq 1\} \). The linear subspace parallel to it is spanned by the vectors \((1, 1, 0, 0)\) and \((0, 0, 1, 1)\), which are \( 0/1 \) vectors whose supports form a non-crossing partition of \( \{1, 2, 3, 4\} \), namely \( \{1, 2\} \sqcup \{3, 4\} \). One can check that the linear subspaces parallel to the other four maximal faces give rise to non-crossing partitions of the form \( \{i\} \sqcup \{j, k, \ell\} \). Theorem 4.6 prevents the appearance of any cone in direction spanned by the vectors \((1, 0, 1, 0)\) and \((0, 1, 0, 1)\), as this would correspond to the crossing partition \( \{1, 3\} \sqcup \{2, 4\} \).

One immediate corollary is that if \( X \) is a positively hyperbolic projective variety defined over a trivially valued field, then \( \text{trop}(X) \) is a subfan of the permutohedral fan given by the type \( A \) braid arrangement \( x_i = x_j \) for \( i \neq j \). The results of Choe–Oxley–Sokal–Wagner and Brändén mentioned above about the combinatorics of stable polynomials follow immediately from this result. We also prove that the Chow polytopes of positively hyperbolic projective varieties are generalized permutohedra (i.e. \( M \)-convex polytopes).
While not all matroids appear as the support of stable polynomials (see [Brä07, Theorem 6.6]), there are three cases in which all polyhedral fans that have the correct combinatorial properties are actually realizable as tropicalizations of positively hyperbolic varieties. The first case is usual linear spaces, which are tropicalization of toric varieties given by monomial parameterizations, as we will see in Section 4.1. The second is the case of fan tropical curves, corresponding to one-dimensional balanced polyhedral fans in $\mathbb{R}^n/\mathbb{R}(1,1,\ldots,1)$, which we study in Section 5. The last case is Bergman fans of matroids, corresponding to tropical varieties of degree one, discussed in Section 6.

Given the special role of the positive Grassmannian, it is not surprising that the combinatorics of positively hyperbolic varieties is closely related to that of positroids, which are are matroids represented by linear subspaces in the nonnegative part of the Grassmannian. We will show in Section 3.1 that the algebraic matroid of a positively hyperbolic variety is a positroid. Ardila, Rincón, and Williams showed in [ARW16] that positroids are non-crossing matroids, that is, the ground sets of their connected components form a non-crossing partition. Moreover, they provided a characterization of positroids in terms of their matroid polytopes: A matroid is a positroid if and only if all the facets of its matroid polytope are non-crossing matroids. In Proposition 6.4 we extend their result to a characterization of positroids in terms of loopless faces of their matroid polytopes, and connect this to positive hyperbolicity.

**Theorem 6.1.** Let $M$ be a loopless matroid on the set $[n] = \{1,\ldots,n\}$. The following are equivalent statements:

(a) The Bergman fan $\mathcal{B}(M)$ is the tropicalization of a positively hyperbolic variety.

(b) $M$ is a positroid.

(c) Any (maximal) cone of $\mathcal{B}(M)$ is spanned by $0/1$ vectors whose supports form a non-crossing partition.
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2. Positively hyperbolic varieties

The positive Grassmannian $\text{Gr}_+(c,n)$ (resp. nonnegative Grassmannian $\text{Gr}_{\geq 0}(c,n)$) consists of $c$-dimensional linear subspaces of $\mathbb{R}^n$ all of whose Plücker coordinates are strictly positive (resp. nonnegative). In other words, a $c$-dimensional linear subspace $L \subset \mathbb{R}^n$ is called positive (resp. nonnegative) if it can be represented as the row space of a matrix in $\mathbb{R}^{c \times n}$ all of whose maximal minors are positive (resp. nonnegative). Note that these notions depend heavily on the ordering of coordinates of $\mathbb{R}^n$. 
Definition 2.1. Let $X \subset \mathbb{C}^n$ be a variety which is equidimensional of codimension $c \leq n - 1$. We call $X$ positively hyperbolic if for every linear subspace $L$ in the positive Grassmannian $\text{Gr}_+(c, n)$ and every $x \in X$, the imaginary part $\text{Im}(x)$ does not belong to $L \setminus \{0\}$. We say that a projective variety in $\mathbb{P}^{n-1}$ is positively hyperbolic if its affine cone in $\mathbb{C}^n$ is.

An equidimensional variety is a variety whose irreducible components all have the same dimension. It follows from the definition that an equidimensional variety $X$ is positively hyperbolic if and only if all of its irreducible components are.

In [KV16, §1], projective positively hyperbolic varieties are considered and are called stable varieties. Here we avoid the terminology “stable varieties” both because of a slight discrepancy in the definitions for affine hypersurfaces and because of the prevalence of the term “stable” in algebraic and tropical geometry.

When $c = 1$, $X$ is a hypersurface, and the positive Grassmannian $\text{Gr}_+(1, n)$ consists of lines spanned by vectors in the open positive orthant $\mathbb{R}^n_+$. In this case, positive hyperbolicity is almost the same as stability.

Proposition 2.2. Let $f \in \mathbb{C}[x_1, \ldots, x_n]$. If the hypersurface $V(f)$ defined by $f = 0$ is positively hyperbolic, then $f$ is stable. Furthermore, if $f$ is either homogeneous or has real coefficients, then $f$ is stable if and only $V(f)$ is positively hyperbolic.

Proof. If $\text{Im}(x)$ belongs to $\mathbb{R}^n_+$ for some $x \in V(f)$, then it is a nonzero point of the linear subspace $L = \text{span}\{\text{Im}(x)\}$ in the positive Grassmannian $\text{Gr}_+(1, n)$. Therefore if $f$ is not stable, then $V(f)$ cannot be positively hyperbolic.

If $f$ is either real or homogeneous, then $X = V(f)$ has the property that for any $x \in X$ there exists a point $y \in X$ such that $\text{Im}(y) = -\text{Im}(x)$, namely $y = x$ if $f$ is real and $y = -x$ if $f$ is homogeneous. The nonzero points of the lines in $\text{Gr}_+(1, n)$ are exactly those points in the positive and negative open orthants $\mathbb{R}^n_+ \cup \mathbb{R}^n_-$. Therefore, there exists a point $x \in X$ with $\text{Im}(x) \in L(\mathbb{R}) \setminus \{0\}$ for some $L \in \text{Gr}_+(1, n)$ if and only if there is a point $x \in X$ with $\text{Im}(x) \in \mathbb{R}^n_+$. □

When $f$ is neither real nor homogeneous, positive hyperbolicity and stability do not always coincide, because stability distinguishes between the upper and lower half planes of the complex numbers while positive hyperbolicity does not. For example, $x_1 + x_2 + i \in \mathbb{C}[x_1, x_2]$ is stable but is not positively hyperbolic. Its complex variety contains a point $(1 - i/2, -1 - i/2)$ whose imaginary part $(-1/2, -1/2)$ is contained in a linear subspace in $\text{Gr}_+(1, 2)$, namely $\mathbb{C}\{1, 1\}$. It would be desirable to have a definition of positive hyperbolicity that generalizes stability in all cases, but we leave that for future work.

Remark 2.3. For projective varieties one could also define positive hyperbolicity using real parts instead of imaginary parts, since $x \in X$ if and only if $i \cdot x \in X$. That is, a projective variety is positively hyperbolic if and only if for every point $x$ in its affine cone, $\text{Re}(x) \not\in L \setminus \{0\}$ for all $L \in \text{Gr}_+(c, n)$.

The points in nonnegative/positive linear subspaces can be characterized using sign variations, as shown by Gantmaher and Kreĭn [GK02]. For a vector $v = (v_1, \ldots, v_n) \in \mathbb{R}^n$, let $\text{var}(v)$ be the number of sign changes in the sequence $v_1, v_2, \ldots, v_n$ after discarding any
zeros, and let \( \text{var}(v) \) be the number of sign changes in the sequence \( v_1, v_2, \ldots, v_n \) where
the zeroes are assigned signs that maximize the number of sign changes. For example, \( \text{var}(1, 0, 0, 1, -1) = 1 \) and \( \text{var}(1, 0, 0, 1, -1) = 3 \).

**Theorem 2.4** ([GK02, KWZ17]). For \( L \in \text{Gr}(c, n) \), we have

1. \( L \in \text{Gr}_{\geq 0}(c, n) \) \iff \( \text{var}(v) < c \) for all \( v \in L \setminus \{0\} \) \iff \( \text{var}(w) \geq c \) for all \( w \in L^\perp \setminus \{0\} \).

2. \( L \in \text{Gr}_+(c, n) \) \iff \( \text{var}(v) < c \) for all \( v \in L \setminus \{0\} \) \iff \( \text{var}(w) \geq c \) for all \( w \in L^\perp \setminus \{0\} \).

Karp uses this to give the following characterization of points in positive linear subspaces:

**Lemma 2.5.** [Kar17, Lemma 4.1] Let \( v \in \mathbb{R}^n \setminus \{0\} \).

1. There exists a linear subspace in \( \text{Gr}_{\geq 0}(c, n) \) containing \( v \) iff \( \text{var}(v) < c \).

2. There exists a linear subspace in \( \text{Gr}_+(c, n) \) containing \( v \) iff \( \text{var}(v) < c \).

Note that, in particular, part (2) implies that the set of \( v \in \mathbb{R}^n \setminus \{0\} \) that are contained in a linear subspace \( L \in \text{Gr}_+(c, n) \) is an open subset of \( \mathbb{R}^n \).

**Lemma 2.5** (2) gives the following useful characterization of positive hyperbolicity.

**Proposition 2.6.** Let \( X \subset \mathbb{C}^n \) be an equidimensional variety of codimension \( c \). Then \( X \) is positively hyperbolic if and only if \( \text{var}(\text{Im}(x)) \geq c \) for every \( x \in X \).

For connections with tropical geometry, it will be important to consider points with nonzero coordinates. The following lemma states that this is sufficient in many cases.

**Lemma 2.7.** Let \( X \subset \mathbb{C}^n \) be an irreducible variety of codimension \( c \leq n-1 \) not contained in any coordinate hyperplane. Then \( X \) is positively hyperbolic if and only if for all \( L \in \text{Gr}_+(c, n) \) and all \( x \in X \) with \( \text{Im}(x) \in (\mathbb{R}^*)^n \) we have \( \text{Im}(x) \notin L \).

**Proof.** The implication \( (\Rightarrow) \) is clear from definition. To prove \( (\Leftarrow) \), suppose that \( X \) is not positively hyperbolic. By definition, there is some point \( x \in X \) with \( \text{Im}(x) \in L \setminus \{0\} \) for some \( L \in \text{Gr}_+(c, n) \). If \( \text{Im}(x) \in (\mathbb{R}^*)^n \), we are done. Otherwise, consider a ball \( B_\epsilon(x) \subset \mathbb{C}^n \) of radius \( \epsilon \) around \( x \). Since \( X \) is not contained in any coordinate hyperplane, there exists a point \( \tilde{x} \) in \( B_\epsilon(x) \cap X \) whose imaginary part \( \text{Im}(\tilde{x}) \) is in \( (\mathbb{R}^*)^n \). For small enough \( \epsilon \), \( \tilde{x} \) is in a linear subspace \( \tilde{L} \in \text{Gr}_+(c, n) \), showing that \( X \) is not positively hyperbolic.

We now characterize linear subspaces that are positively hyperbolic, using the following.

**Lemma 2.8.** For any subset \( 1 \leq i_1 < \cdots < i_k \leq n \), there is a choice of signs \( \sigma \in \{\pm 1\}^k \) such that for any point \( z \in \mathbb{R}^n \) with \( \text{sign}(z_{i_j}) = \sigma_j \), we have \( \text{var}(z) \leq n - k \).

**Proof.** We can choose \( \sigma_1 = 1 \), and inductively choose the remaining signs so that \( i_j \) and \( i_{j+1} \) have opposite signs if \( i_{j+1} - i_j \) is even and the same sign if the difference is odd. In total there are \( n-1 \) possible sign changes in a vector of length \( n \). Between the \( i_j \) and \( i_{j+1} \) positions there are at most \( i_{j+1} - i_j \) sign changes, but our choice of signs ensures that there are \( n-1 \) possible sign changes in a vector of length \( n \). This means that for any vector \( z \) with the specified coordinate signs has at most \((n - 1) - (k - 1) = n - k \) sign changes in total, giving \( \text{var}(z) \leq n - k \).
For example, for \( n = 7, k = 4 \), and the subset \( \{1, 2, 4, 7\} \), we can take the sign pattern \((+ + 0 0 - -)\). Any point of the form \( z = (1, 1, z_3, -1, z_5, z_6, -1) \) has \( \text{var}(z) \leq 7 - 4 = 3 \).

**Proposition 2.9.** A linear subspace \( L \subset \mathbb{C}^n \) is positively hyperbolic if and only if it is defined over \( \mathbb{R} \) and the orthogonal complement of \( L \cap \mathbb{R}^n \) is a nonnegative linear subspace.

**Proof.** We first claim that a linear subspace \( L \subset \mathbb{C}^n \) of complex dimension \( d \) is defined over \( \mathbb{R} \) if and only if its imaginary part \( \text{Im}(L) = \{ \text{Im}(x) : x \in L \} \subset \mathbb{R}^n \) has dimension \( d \) as a real vector space. The “only if” direction of the claim is clear. For the “if” direction, let us write \( L \) as the row span of a matrix \( A + iB \) with \( A, B \in \mathbb{R}^{d \times n} \). After row operations (and maybe column permutations) we can assume that \( A + iB \) starts with a \( d \times d \) identity matrix. We can parametrize \( L \) as the set of all \( (x + iy)^T(A + iB) = (x^T A - y^T B) + i(x^T B + y^T A) \) with \( x, y \in \mathbb{R}^d \). So the imaginary part \( \text{Im}(L) \) is spanned by the rows of \( A \) and \( B \). Suppose that \( \text{Im}(L) \) is \( d \)-dimensional. Since \( A \) starts with a \( d \times d \) identity matrix, this implies that the rows of \( B \) lie in the row span of \( A \). But the first \( d \) entries of every row of \( B \) are zero, which means that we must have \( B = 0 \).

We now show that if \( L \) is positively hyperbolic then it must be defined over \( \mathbb{R} \). Indeed, if \( L \) is not defined over \( \mathbb{R} \), our claim implies that \( \text{Im}(L) \) has dimension at least \( d + 1 \). Then there is some choice of coordinates \( i_1 < i_2 < \cdots < i_{d+1} \) so that the projection of \( \text{Im}(L) \to \mathbb{R}^{d+1} \) onto these coordinates is surjective. By Lemma 2.8, we can choose values \( z_{i_1}, \ldots, z_{i_{d+1}} \in \mathbb{R} \) so that the corresponding vector \( z = (z_1, \ldots, z_n) \) in \( \text{Im}(L) \) has \( \text{var}(z) < n - d \). This shows that \( L \) is not positively hyperbolic.

We conclude the proof by noting that Proposition 2.6 and part (1) of Theorem 2.4 imply that if \( L \) is defined over \( \mathbb{R} \) then \( L \) is positive hyperbolic if and only if the orthogonal complement of \( L \cap \mathbb{R}^n \) is a nonnegative linear subspace.

The matroid of a linear subspace \( L \) encodes the linear dependencies among the columns of any matrix \( A \) such that \( L \) is the row span of \( A \). Matroids of nonnegative linear subspaces are called positroids; that is, a matroid is a positroid if it can be represented by the columns of a matrix with full row rank, all of whose maximal minors are nonnegative.

**Corollary 2.10.** The matroid of a positively hyperbolic linear subspace is a positroid.

**Proof.** Let \( L \subset \mathbb{C}^n \) be a positively hyperbolic linear subspace. By Proposition 2.9, \( L \) is defined over \( \mathbb{R} \), and so the matroid of \( L \) is the same as the matroid of \( L \cap \mathbb{R}^n \). The matroid of \( L \cap \mathbb{R}^n \) is dual to the matroid of its orthogonal complement \( (L \cap \mathbb{R}^n)^\perp \). Since \( (L \cap \mathbb{R}^n)^\perp \) is nonnegative by Proposition 2.9, its matroid is a positroid. Ardila, Rincón, and Williams showed that the dual of a positroid is a positroid [ARW17, Proposition 3.4], and so the matroid of \( L \) is a positroid.

When \( d = n - 1 \) and \( L \) is a hyperplane, this means that \( L \) is positive hyperbolic if and only if it has a defining equation \( \sum_{i=1}^n a_i x_i = 0 \) where \( a \in \mathbb{R}_{\geq 0}^n \). This was shown, for example, by Jörgens, Theobald, and de Wolff in their study of imaginary projections of hypersurfaces [JTDWL19, Theorem 3.2]. Positive hyperbolicity can also be characterized via imaginary projections, as we discuss in the next section.
2.1. Connections of with previous notions. In this section, we describe how positive hyperbolicity relates to other previously defined notions, including imaginary projections and hyperbolicity of varieties.

Jörgens, Theobald, and de Wolff [JTdW19] study the imaginary projection of a variety \( X \subset \mathbb{C}^n \),

\[
\text{Im}(X) = \{ \text{Im}(x) : x \in X \} \subset \mathbb{R}^n.
\]

The definition of positive hyperbolicity depends only on points \( \text{Im}(x) \) for \( x \in X \), so we can define it in terms of the imaginary projection, namely \( X \) is positive hyperbolic if and only if \( \text{Im}(X) \) has trivial intersection with the real points of any linear subspace in the positive Grassmannian. Alternatively, \( X \) is positively hyperbolic if and only if \( \text{Im}(X) \) is contained in the orthants defined by the condition \( \text{var}(x) \geq c \).

One of the main motivations for considering positive hyperbolicity is the notion of hyperbolicity for varieties discussed in the introduction, introduced by Shamovich and Vinnikov in [SV18]. As we show below, the two notions are tightly related.

**Proposition 2.11.** Let \( X \subset \mathbb{C}^n \) be a real variety of codimension \( c \) and \( \overline{X} \subset \mathbb{P}^n \) its projective closure. Then

(a) \( \overline{X} \) is positively hyperbolic iff \( X \) is hyperbolic w.r.t. every \( L \in \text{Gr}_+(c, n+1) \).

(b) \( X \) is positively hyperbolic iff \( \overline{X} \) is hyperbolic w.r.t. \( \{0\} \times L \) for every \( L \in \text{Gr}_+(c, n) \).

**Proof.** By [KV16, Prop. 1.3], \( \overline{X} \) is hyperbolic with respect to \( L \) if and only if there is no point \( b \in L(\mathbb{R})\setminus\{0\} \) for which \( [a + ib] \in \overline{X} \) for some \( a \in \mathbb{R}^{n+1} \). This immediately shows (a).

(b) \( \Rightarrow \) Suppose \( \overline{X} \) is not hyperbolic with respect to \( \{0\} \times L \) for some \( L \in \text{Gr}_+(c, n) \). Again using [KV16, Prop. 1.3], this is equivalent to the existence of \( y = (x_0, x) \in \mathbb{C}^{n+1} \) with \( [y] \in \overline{X} \) and \( \text{Im}(y) \in \{0\} \times L(\mathbb{R})\setminus\{0\} \). If \( x_0 \neq 0 \), then the point \( x_0^{-1}x \) belongs to \( X \), and since \( \text{Im}(x_0) = 0 \), \( \text{Im}(x_0^{-1}x) = x_0^{-1}\text{Im}(x) \in L(\mathbb{R}) \setminus \{0\} \), showing that \( X \) is not positively hyperbolic. If \( x_0 = 0 \), then consider a small perturbation \( \epsilon : \tilde{x} \in \overline{X} \) where \( \epsilon \) is a small real number. This is possible because \( \{[x_0 : x] \in \overline{X} : x_0 \in \mathbb{R} \setminus \{0\}\} = X \) is dense in \( \overline{X} \). For sufficiently small \( \epsilon \), \( \overline{\text{Im}(\tilde{x})} \) belongs to a positive linear subspace \( \tilde{L} \in \text{Gr}_+(c, n) \). By replacing \( y \) by \( \epsilon : \tilde{x} \) and \( L \) by \( \tilde{L} \), the problem reduces to the case \( x_0 \in \mathbb{R} \setminus \{0\} \) shown above.

(\( \Leftarrow \)) Let \( X \) be hyperbolic with respect to all linear subspaces \( \{0\} \times L \) where \( L \in \text{Gr}_+(c, n) \). Suppose there exists a point \( x \in X \) with \( \text{Im}(x) \in L(\mathbb{R}) \) for some \( L \in \text{Gr}_+(c, n) \). Then the point \( y = (1, x) \) satisfies \( [y] \in \overline{X} \) and \( \text{Im}(y) \in \{0\} \times L(\mathbb{R}) \). The hyperbolicity of \( X \), along with [KV16, Prop. 1.3], implies that \( \text{Im}(y) = 0 \), which shows that \( X \) is positively hyperbolic. \( \square \)

### 3. Operations preserving positive hyperbolicity

Part of the rich theory of stable polynomials is a classification of linear operations preserving stability. Some basic examples are the following.

**Lemma 3.1 ([Wag11, Lemma 2.4]).** The following operations on \( \mathbb{C}[x_1, \ldots, x_n] \) preserve stability.

- **Permutation:** \( f \mapsto f(x_{\pi(1)}, \ldots, x_{\pi(n)}) \) for any \( \pi \in S_n \)
\begin{itemize}
  \item Scaling: \( f \mapsto cf(a_1x_1, \ldots, a_nx_n) \) for any \( c \in \mathbb{R}, a_1, \ldots, a_n \in \mathbb{R}_{\geq 0} \)
  \item Diagonalization: \( f \mapsto f(x_1, x_1, x_3, \ldots, x_n) \)
  \item Specialization: \( f \mapsto f(a, x_2, x_3, \ldots, x_n) \) for \( a \in \mathbb{R}_{\geq 0} \)
  \item Inversion: \( f \mapsto x_1^d f(-x_1^{-1}, x_2, x_3, \ldots, x_n) \) where \( f \) has degree \( d \) in \( x_1 \)
  \item Differentiation: \( f \mapsto \partial f / \partial x_1 \)
\end{itemize}

Borcea and Brändén gave a full characterization of linear operations preserving stability [BB10]. See also Section 5 of [Wag11]. Some of these operations extend immediately to preservers of positive hyperbolicity for varieties, but the analogues of others are less clear.

**Proposition 3.2.** Let \( T : \mathbb{C}^n \to \mathbb{C}^m \) be a surjective linear map defined over the real numbers. For \( c \leq m \), the following are equivalent:

\begin{enumerate}[a)]
  \item For all equidimensional positively hyperbolic varieties \( X \subset \mathbb{C}^m \) of codimension \( c \), \( T^{-1}(X) \) is positively hyperbolic.
  \item For all \( x \in \mathbb{R}^n \setminus \{0\} \) with \( \var(x) < c \), we have \( \var(T(x)) < c \).
  \item For all \( L \in \text{Gr}_+(c, n) \) we have \( T(L) \in \text{Gr}_+(c, m) \).
  \item All of the nonzero \( c \times c \) minors of the matrix representing \( T \) have the same sign.
\end{enumerate}

**Proof.** (d \( \Rightarrow \) c) Let \( M \) denote the \( m \times n \) matrix representing the linear map \( T \). We can write any linear subspace \( L \subset \mathbb{R}^n \) of dimension \( c \) as the column span of a \( n \times c \) matrix \( B \). Then \( T(L) \) is the column span of the \( m \times c \) matrix \( M \cdot B \). By the Cauchy-Binet formula, for any \( I \in \binom{[m]}{c} \), the maximal minor of \( M \cdot B \) corresponding to \( I \) is given by

\[
\det((M \cdot B)_I) = \sum_{J \in \binom{[n]}{c}} \det(M_{I,J}) \cdot \det(B_J).
\]

If \( L \in \text{Gr}_+(c, n) \), then we can take \( B \) such that all its maximal minors are positive. If all of the nonzero \( c \times c \) minors of \( M \) have the same sign, then from the formula above, all of the nonzero \( c \times c \) minors of \( M \cdot B \) also have this sign. Moreover, if some minor \( \det((M \cdot B)_I) \) equals zero then \( \det(M_{I,J}) \) must be zero for all \( J \in \binom{[n]}{c} \), meaning that the \( c \times n \) matrix \( M_{I,J} \) has rank \( < c \). Note that this matrix represents the composition of the linear map \( T \) with the projection \( \pi_I : \mathbb{C}^m \to \mathbb{C}^I \). The surjectivity of \( T \) implies that this composition is also surjective, meaning that the matrix \( M_{I,J} \) has full rank \( c \), giving a contradiction. All together this shows that \( M \cdot B \) has full rank \( c \) with all nonzero minors of the same sign. Therefore \( T(L) \in \text{Gr}_+(c, n) \).

(c \( \Rightarrow \) b) Let \( x \in \mathbb{R}^n \) with \( \var(x) < c \). By Lemma 2.5, there exists a linear space \( L \in \text{Gr}_+(c, n) \) with \( x \in L \). Then \( T(L) \) belongs to the positive Grassmannian \( \text{Gr}_+(c, m) \). This implies that \( T \) is injective on \( L \), and so \( T(x) \) is an element of \( T(L) \setminus \{0\} \). Using this lemma again we get that \( \var(T(x)) < c \).

(b \( \Rightarrow \) a) Note that because \( T \) is surjective and \( X \) has codimension \( c \) in \( \mathbb{C}^m \), \( T^{-1}(X) \) is a variety of codimension \( c \) in \( \mathbb{C}^n \). Suppose that \( T^{-1}(X) \) is not positively hyperbolic, meaning that there exists a point \( y \in T^{-1}(X) \) with \( \var(\text{Im}(y)) < c \). Consider the point \( x = T(y) \in X \). By
linearity, \( \text{Im}(x) \) equals \( T(\text{Im}(y)) \), which by assumption satisfies \( \text{var}(\text{Im}(x)) < c \), contradicting the positive hyperbolicity of \( X \).

(a ⇒ d) For \( L \in \text{Gr}_n(c, m) \), consider the linear variety \( X = L^n \) defined by \( \ell \cdot x = 0 \) for \( \ell \in L \). By Proposition 2.9, \( X \) is positively hyperbolic and therefore so is \( T^{-1}(X) \). The variety \( T^{-1}(X) \) is also a linear variety, defined by \( \ell \cdot T(y) = \ell \cdot My = 0 \). If \( L \) is the row span of a \( c \times m \) matrix \( A \), then the orthogonal complement of \( T^{-1}(X) \cap \mathbb{R}^n \) is the row span of the \( c \times n \) matrix \( A \cdot M \). By Proposition 2.9, this linear space belongs to \( \text{Gr}_{\geq 0}(c, n) \), and so the \( c \times c \) minors of \( A \cdot M \) all have the same sign.

Without loss of generality, we may assume that all the \( c \times c \) minors of \( A \cdot M \) are nonnegative, and suppose for the sake of contradiction that some \( c \times c \) minor of \( M \) is negative, say \( \det(M_{I,J}) < 0 \) for some \( I \in \binom{[m]}{c} \) and \( J \in \binom{[n]}{c} \). Let \( \lambda^I \cdot A \) denote the matrix obtained from scaling the \( i \)th column of \( A \) by \( \lambda \in \mathbb{R}_+ \) for all \( i \in I \). The resulting matrix \( \lambda^I \cdot A \) still has positive minors and so the \( c \times c \) minors of \( \lambda^I \cdot A \cdot M \) all have the same sign. For \( \lambda = 1 \) they are positive. As \( \lambda \to \infty \), the \( J \)th minor of \( \lambda^I \cdot A \cdot M \) must become negative. This implies that there is some \( \lambda \in (1, \infty) \) at which all the \( c \times c \) minors of \( \lambda^I \cdot A \cdot M \) change sign. In particular all the \( c \times c \) minors must be zero, meaning that the matrix drops rank. However this contradicts the surjectivity of the composition of \( T \) with the linear map \( \mathbb{C}^m \to \mathbb{C}^c \) defined by \( \lambda^I \cdot A \). Therefore every \( c \times c \) minor of \( M \) must have the same sign. \( \square \)

**Corollary 3.3.** The following operations preserve positive hyperbolicity of equidimensional varieties of codimension \( c \) in \( \mathbb{C}^n \):

- **Scaling:** \( X \mapsto T(X) \) where \( T(x_1, \ldots, x_n) = (a_1x_1, \ldots, a_nx_n) \) where \( a_i \in \mathbb{R}_{>0} \)
- **Cyclic permutation:** \( X \mapsto \text{cyc}_c(X) \) where \( \text{cyc}_c(x_1, \ldots, x_n) = ((-1)^{c-1}x_n, x_1, \ldots, x_{n-1}) \)
- **Reversal:** \( X \mapsto \text{rev}(X) \) where \( \text{rev}(x_1, \ldots, x_n) = (x_n, x_{n-1}, \ldots, x_1) \)
- **Negation:** \( X \mapsto -\text{id}(X) \) where \( -\text{id}(x_1, \ldots, x_n) = (-x_1, -x_2, \ldots, -x_n) \)
- **Inversion:** \( X \mapsto \overline{T(X)}^{\text{zar}} \) where \( T(x_1, \ldots, x_n) = (x_1, \ldots, x_i-1, -x_i^{-1}, x_{i+1}, \ldots, x_n) \).

**Proof.** The first four follow from Proposition 3.2. For the last, we note that for any nonzero complex number \( z \), \( \text{Im}(z) \) and \( \text{Im}(-z^{-1}) \) have the same sign. \( \square \)

We now characterize all signed permutations that preserve positive hyperbolicity. Let \( B_n \) denote the hyperoctahedral group (or signed symmetric group) consisting of all \( 2^n n! \) signed coordinate permutations of \( \mathbb{C}^n \), i.e., all maps \( \phi : \mathbb{C}^n \to \mathbb{C}^n \) of the form \( \phi(x_1, \ldots, x_n) = (\pm x_{\sigma(1)}, \ldots, \pm x_{\sigma(n)}) \) for some permutation \( \sigma \) of \([n] \). The signed permutations with all signs positive form a copy of the symmetric group \( S_n \leq B_n \). In the next proposition we refer to some particular elements of \( B_n \), namely the operations cyc, rev, and \( -\text{id} \) defined in Corollary 3.3.

**Proposition 3.4.** Fix \( 1 \leq c \leq n-1 \), and let \( G \leq B_n \) be the subgroup consisting of all signed coordinate permutations that preserve positive hyperbolicity of equidimensional varieties of codimension \( c \) in \( \mathbb{C}^n \). We have:

1. If \( c = 1 \) then \( G = \langle S_n, -\text{id} \rangle \cong S_n \times \mathbb{Z}/2\mathbb{Z} \).
(2) If \(2 \leq c \leq n - 2\) then \(G = \langle \text{cyc}_c, \text{rev}, -\text{id} \rangle\). If \(c\) is odd then \(G \cong D_{2n} \times \mathbb{Z}/2\mathbb{Z}\), while if \(c\) is even then \(G\) is isomorphic to \(D_{4n}\).

(3) If \(c = n - 1\) then \(G\) is isomorphic to \(S_n \times \mathbb{Z}/2\mathbb{Z}\).

Proof. If \(c = 1\) then any \(\phi \in \langle S_n, -\text{id} \rangle\) preserves the property \(\text{var}(y) < 1\), and so by Proposition 3.2, \(\phi\) preserves positive hyperbolicity of hypersurfaces. Now, suppose \(\phi \in G\). We can compose \(\phi\) with an element of \(S_n\) to get a \(\phi'\) of the form \(\phi'(x_1, \ldots, x_n) = (\pm x_1, \ldots, \pm x_n)\) that also preserves positive hyperbolicity. Since \(\phi'\) must preserve the property \(\text{var}(y) < 1\), it follows that \(\phi'\) must be equal to \(\pm \text{id}\). This shows that \(G = \langle S_n, -\text{id} \rangle\), as claimed.

Suppose now that \(2 \leq c \leq n - 2\). As discussed in Corollary 3.3, the three signed permutations \(\text{cyc}_c\), \(\text{rev}\), and \(-\text{id}\) preserve positive hyperbolicity. Suppose now that \(\phi \in G\). By Proposition 3.2, \(\phi\) preserves the positive Grassmannian \(\text{Gr}_c(c, n)\), and thus by continuity, \(\phi\) also preserves the nonnegative Grassmannian \(\text{Gr}_{\geq 0}(c, n)\). The matroid associated to any nonnegative \(c\)-dimensional linear subspace has connected components that form a non-crossing partition of \([n]\) with at most \(c\) parts. Moreover, every non-crossing partition of \([n]\) with \(c\) parts arises this way [ARW16, Theorem 7.6]. It follows that, if \(\phi\) is given by \(\phi(x_1, \ldots, x_n) = (\pm x_{\sigma(1)}, \ldots, \pm x_{\sigma(n)})\) for some permutation \(\sigma\) of \([n]\), then \(\sigma\) must send any non-crossing partition of \([n]\) with \(c\) parts into a non-crossing partition.

We claim that \(\sigma\) must be a permutation in the dihedral group \(D_{2n}\), i.e., \(\sigma\) must send any two cyclically consecutive elements of \([n]\) to cyclically consecutive elements of \([n]\). Suppose not, and let \(i, i + 1\) be two cyclically consecutive elements of \([n]\) such that \(\sigma(i), \sigma(i + 1)\) are not cyclically consecutive (where \(n + 1\) denotes the element 1). Then there exist \(j, k \in [n]\) such that \(j\) is in the cyclic interval \((\sigma(i), \sigma(i + 1))\) and \(k\) is in the cyclic interval \((\sigma(i + 1), \sigma(i))\).

Since \(2 \leq c \leq n - 2\), we can find a non-crossing partition \(P\) of \([n]\) with \(c\) parts such that \(i\) and \(i + 1\) are in the same part of \(P\), and also \(\phi^{-1}(j)\) and \(\phi^{-1}(k)\) are in the same part of \(P\). (See Definition 4.4 for the formal definition of non-crossing.) But then \(\sigma\) sends the non-crossing partition \(P\) into a crossing partition, which is a contradiction.

Now, note that \(\text{cyc}_c, \text{rev} \in B_n\) generate a subgroup isomorphic to the dihedral group \(D_{2n}\) of \(2n\) elements. Since \(\sigma\) is a permutation of \([n]\) lying in the dihedral group \(D_{2n}\), we can compose \(\phi\) with an element of the subgroup \(\langle \text{cyc}_c, \text{rev} \rangle\) in order to get a \(\phi' \in G\) of the form \(\phi'(x_1, \ldots, x_n) = (\pm x_1, \ldots, \pm x_n)\). Denote by \(S \subset [n]\) the set of coordinates \(i\) such that \(\phi'(x)_i = -x_i\). Since \(\phi'\) preserves nonnegativity of \(c\)-dimensional linear subspaces, we must have that the parity of \(|S \cap T|\) for \(T \in \binom{[n]}{c}\) does not depend on \(T\). This implies that \(S = \emptyset\) or \(S = [n]\), and thus \(\phi' = \pm \text{id}\), showing that \(\phi \in \langle \text{cyc}_c, \text{rev}, -\text{id} \rangle\), as claimed.

The structure of the subgroup \(G = \langle \text{cyc}_c, \text{rev}, -\text{id} \rangle\) depends on the parity of \(c\). If \(c\) is odd then \(\text{cyc}_c^2 = \text{id}\), and \(G\) is isomorphic to \(\langle \text{cyc}_c, \text{rev} \rangle \times \langle -\text{id} \rangle \cong D_{2n} \times \mathbb{Z}/2\mathbb{Z}\). If \(c\) is even then \(\text{cyc}_c^2 = -\text{id}\), and so \(\text{cyc}_c\) is an element of order \(2n\). The subgroup \(G\) is in this case isomorphic to \(D_{4n}\), as it has the presentation \(G = \langle \text{cyc}_c, \text{rev} \mid \text{cyc}_c^{2n} = \text{rev}^2 = (\text{cyc}_c \cdot \text{rev})^2 = \text{id} \rangle\).

Finally, suppose that \(c = n - 1\). Note that if \(\text{var}(y) \geq n - 1\) for \(y \in (\mathbb{R}^*)^n\) then the signs in the sequence \(y_1, y_2, \ldots, y_n\) alternate at every step. For any permutation \(\sigma\) of \([n]\) it is possible to choose signs such that the map \(\phi \in B_n\) sending \((x_1, \ldots, x_n)\) to \((\pm x_{\sigma(1)}, \ldots, \pm x_{\sigma(n)})\) preserves this alternation at every step. Indeed, one possible choice of signs is as follows: if \(\sigma\) sends \(i\) to \(j\) then we can declare \(\phi(x)_i = -x_j\) exactly when \(i\) and \(j\) have different parity. The opposite
choice of signs also preserves the sign alternation, and these are the only two possible choices. This shows that the set of \( \phi \in B_n \) preserving the property \( \text{var}(y) \geq n - 1 \) is equal to this subgroup isomorphic to \( S_n \times \mathbb{Z}/2\mathbb{Z} \). By Proposition 3.2, this is the subgroup \( G \) of signed coordinate permutations that preserve positive hyperbolicity, completing the proof. □

Understanding linear maps \( T : \mathbb{C}^n \rightarrow \mathbb{C}^m \) that preserve positive hyperbolicity when taking the image of a variety (rather than its preimage) seems to be more subtle, as \( T(X) \) might have a different codimension than \( X \).

**Question 3.5.** What linear maps \( T : \mathbb{C}^n \rightarrow \mathbb{C}^m \) have the property that if \( X \) is positively hyperbolic, then so is \( T(X) \)? What about rational maps?

We note, though, that projecting onto consecutive coordinates does preserve positive hyperbolicity.

**Lemma 3.6 (Consecutive coordinate projections).** Suppose \( X \subset \mathbb{C}^n \) is a positively hyperbolic variety. For any subset \( S \subset [n] \) consisting of consecutive elements, the (Zariski closure of the) projection \( \pi_S(X) \) of \( X \) onto the coordinates indexed by \( S \) is also positively hyperbolic.

**Proof.** Let \( X \) be a variety of dimension \( d \). We can assume that \( X \) irreducible. Consider the projection \( \pi_{[n-1]} : \mathbb{C}^n \rightarrow \mathbb{C}^{n-1} \) onto the first \( n - 1 \) coordinates, and let \( Y \) denote the projection \( \pi_{[n-1]}(X) \) of \( X \). The dimension of \( Y \) is either \( d \) or \( d - 1 \). If \( \dim(Y) = d \), then for any point \( y = \pi_{[n-1]}(x) \in Y \),

\[
\text{var}(\text{Im}(y)) = \text{var}(\pi_{[n-1]}(\text{Im}(x))) \geq \text{var}(\text{Im}(x)) - 1 \geq \text{codim}(X) - 1 = \text{codim}(Y),
\]

which shows that \( Y \) is positively hyperbolic.

If \( \dim(Y) = d - 1 \), then for any \( y \in Y \) and any \( a \in \mathbb{C} \), the point \( (y, a) \) belongs to \( X \). In particular, for any \( y \in Y \) there is a point \( x \in X \) with \( \pi_{[n-1]}(x) = y \) and \( \text{var}(\text{Im}(x)) = \text{var}(\text{Im}(y)) \). Then

\[
\text{var}(\text{Im}(y)) = \text{var}(\text{Im}(x)) \geq \text{codim}(X) = \text{codim}(Y),
\]
giving again that \( Y \) is positively hyperbolic.

A similar argument shows that the projection onto the last \( n - 1 \) coordinates also preserves positive hyperbolicity. By iterating these projections, we conclude that the projection onto any set of consecutive coordinates is positively hyperbolic. □

**Lemma 3.7 (Coordinate projections with sign changes).** Suppose \( X \subset \mathbb{C}^n \) is a positively hyperbolic variety. For any subset \( S \subset [n] \), the projection \( \pi_S(X) \) is also positively hyperbolic after possibly changing signs of some coordinates.

**Proof.** We can project out any one coordinate after preforming a suitable cyclic shift, followed by a projection onto the first \( n - 1 \) coordinates. The statement then follows from the previous two lemmas by doing this repeatedly. □

**Lemma 3.8 (Embedding in a coordinate subspace).** Suppose \( X \subset \mathbb{C}^n \) is a variety contained in \( \mathbb{C}^S = \{ x \in \mathbb{C}^n : x_i = 0, i \in [n]\setminus S \} \) for some consecutive subset \( S \subset [n] \). Then \( X \) is positively hyperbolic if and only if \( \pi_S(X) \) is positively hyperbolic.
Proof. The “only if” direction follows from Lemma 3.6. For the “if” direction, it suffices to show this for $S = [n − 1]$. The general case follows by induction. Suppose $X \subset \mathbb{C}^{[n−1]}$ and $Y = \pi_{[n−1]}(X)$ is positively hyperbolic. Any point $x \in X$ has the form $(y, 0)$ for some $y \in Y$, and $\var(x) = \var(y) + 1$. Moreover, $\text{codim}(X) = \text{codim}(Y) + 1$. Together, this gives
\[
\var(x) = \var(y) + 1 \geq \text{codim}(Y) + 1 = \text{codim}(X),
\]
and so $X$ is positively hyperbolic as well. \qed

As in Lemma 3.7, an analogous statement holds for any (not necessarily consecutive) subset $S \subset [n]$, after possibly changing signs of some coordinates.

Lemma 3.9 (Product). If varieties $X_1 \subset \mathbb{C}^{n_1}$ and $X_2 \subset \mathbb{C}^{n_2}$ are both positively hyperbolic, then so is their product $X_1 \times X_2 = \{(x_1, x_2) : x_1 \in X_1, x_2 \in X_2\} \subset \mathbb{C}^{n_1+n_2}$.

Proof. Let $c_1$ be the codimension of $X_1$ in $\mathbb{C}^{n_1}$. Then the variety $X_1 \times X_2$ has codimension $c_1 + c_2$ in $\mathbb{C}^{n_1+n_2}$. For any point $(x_1, x_2) \in X_1 \times X_2$, $\var(\text{Im}(x_1)) \geq c_1$ and $\var(\text{Im}(x_2)) \geq c_2$, so $\var(\text{Im}(x_1, x_2)) \geq c_1 + c_2$. \qed

3.1. Tangent spaces and algebraic matroids. We now show that taking tangent spaces of positively hyperbolic varieties results in positively hyperbolic linear subspaces.

Proposition 3.10. Let $X \subset \mathbb{P}^{n−1}(\mathbb{C})$ be an irreducible projective variety defined over $\mathbb{R}$. If $X$ is hyperbolic with respect to a linear subspace $L$, then so is the tangent space $T_pX$ of $X$ at any real smooth point $p \in X(\mathbb{R})$.

Proof. Since $T_pX$ is a linear subspace, it is hyperbolic with respect to $L$ if and only if $T_pX \cap L = \emptyset$. Consider the map $\pi_L : X \to \mathbb{P}(\mathbb{C}^n/L) \cong \mathbb{P}(L^\perp)$ given by projection away from $L$. Since $X \cap L$ is empty and $\dim(X) = \dim(\mathbb{P}(L^\perp))$, this is a finite-to-one morphism. Moreover, the hyperbolicity of $X$ implies that for any real point in $\mathbb{P}(L^\perp)$, the fiber is contained in $X(\mathbb{R})$.

By [KS15, Theorem 2.19], for any smooth point $p$ of $X$, the differential map on tangent spaces $d_p\pi_L : T_pX \to \mathbb{P}(L^\perp)$ is surjective. Since this is a linear map of (projective) linear subspaces of the same dimension, it follows that it is also injective, meaning that $T_pX \cap L = \emptyset$. \qed

Together with Proposition 2.11, this gives the following.

Corollary 3.11 (Tangent spaces). Let $X \subset \mathbb{C}^n$ be an irreducible variety defined over $\mathbb{R}$. If $X$ is positively hyperbolic, then so is the tangent space $T_pX$ of $X$ at any real smooth point $p \in X(\mathbb{R})$.

The algebraic matroid of an irreducible algebraic variety $X$ in $K^n$ is a matroid on the ground set $[n]$, in which a set $S \subset [n]$ is independent if and only if the projection of $X$ onto the coordinates indexed by $S$ is dominant, that is, the image has full dimension $|S|$. If the ground field $K$ has characteristic 0, then the algebraic matroid of $X$ coincides with that of its tangent space at a general point $p \in X$. The following statement follows from Corollary 2.10.

Corollary 3.12. Let $X \subset \mathbb{C}^n$ be an irreducible variety defined over $\mathbb{R}$. If $X$ is positively hyperbolic, then the algebraic matroid of $X$ is a positroid.
4. Initial Degeneration and Tropicalization

Let $K = \mathbb{C}\{\{t\}\} = \bigcup_{k \geq 0} \mathbb{C}\((t^{\frac{1}{k}})\)$ be the field of Puiseux series with complex coefficients and let $S = K[x_1, \ldots, x_n]$. Let $A \subset K$ be the valuation ring of $K$, consisting of those series with valuation $\geq 0$, and let $\mathfrak{m} \subset A$ be its unique maximal ideal, consisting of those series with valuation $> 0$. Note that $A/\mathfrak{m} = \mathbb{C}$. For an ideal $I \subset S$ and a weight vector $w \in \mathbb{R}^n$, the $t$-initial ideal $t\text{-in}_w(I) \subset \mathbb{C}[x_1, \ldots, x_n]$ is defined as follows. For every nonzero $f \in I$, let $\tilde{f} \in A[x_1, \ldots, x_n]$ be defined as $\tilde{f} = t^w f(t^{w_1}x_1, \ldots, t^{w_n}x_n)$, where $\mu \in \mathbb{R}$ is chosen so that all the coefficients of $\tilde{f}$ have valuation $\geq 0$ and the smallest valuation is $0$ among the coefficients. The $t$-initial form $t\text{-in}_w(f)$ of $f$ is defined as the image of $\tilde{f}$ modulo $\mathfrak{m}$, which lives in $\mathbb{C}[x_1, \ldots, x_n]$. The $t$-initial ideal of $I$ is defined as the ideal generated by $\{t\text{-in}_w(f) : f \in I\}$. For an ideal $J \subset \mathbb{C}[x_1, \ldots, x_n]$ and $w \in \mathbb{R}^n$ we have $\text{in}_w(J) = t\text{-in}_w(JS)$, so this is a generalization of the usual initial ideals. See also [JMM08], [MS15, Section 2.4], and [Eis95, Chapter 15].

We will now show that positive hyperbolicity is preserved under taking $t$-initial ideals. Note that we can write any element $z \in K$ as $a + ib$ where $a, b \in \mathbb{R}\{\{t\}\}$ are real Puiseux series, and write $\text{Im}(z) = b$. Real Puiseux series form a real closed field, where two series $a, b \in \mathbb{R}\{\{t\}\}$ satisfy $a < b$ if and only if $b - a$ has a positive leading coefficient. The definitions of positivity, the positive Grassmannian, and positive hyperbolicity of varieties extend verbatim.

**Proposition 4.1.** If the variety of $I \subset \mathbb{C}[x_1, \ldots, x_n]$ in $K^n$ is positively hyperbolic, then for any $w \in \mathbb{R}^n$, the variety of $t\text{-in}_w(I)$ in $\mathbb{C}^n$ is also positively hyperbolic.

**Proof.** If $V(I)$ is an equidimensional variety of codimension $c$ then so is $V(t\text{-in}_w(I))$ [JMM08, Corollary 6.17]. It follows from the definitions that
\[
\mathbb{C}[x_1, \ldots, x_n]/t\text{-in}_w(I) = A[x_1, \ldots, x_n]/(\tilde{I} + \mathfrak{m}) = A/\mathfrak{m} \otimes_A A[x_1, \ldots, x_n]/\tilde{I}.
\]
See [Eis95, Theorem 15.17]. This means that points in $V_{\mathbb{C}}(t\text{-in}_w(I))$ are obtained by taking the points of $V_{K}(\tilde{I}) \cap A^n$ and reducing them modulo $\mathfrak{m}$, which does not decrease the sign variation $\text{var}$. The result then follows from Proposition 2.6.

For an affine variety $X \subset K^n$ defined by an ideal $I$, the tropicalization of $X$ is
\[
trop(X) = \{w \in \mathbb{R}^n : t\text{-in}_w(I) \text{ does not contain a monomial}\}.
\]
When the variety is defined over a (sub)field with trivial valuation such as $\mathbb{C}$, its tropicalization is a polyhedral fan which is a subfan of the Gröbner fan. This case is called the constant coefficient case in tropical geometry, as the coefficients of the defining polynomials have constant valuation. In general the tropicalization is a polyhedral complex which is a subcomplex of the Gröbner complex of the defining ideal [MS15]. It satisfies the balancing condition where each maximal cone has the weight equal to the sum of multiplicities of monomial-free associated primes of the corresponding $t$-initial ideal.

Our main goal is to explore the combinatorial structure of the tropicalizations of positively hyperbolic varieties. When the variety $X$ is a hypersurface defined by a polynomial $f = 0$
over \( \mathbb{C} \), then the tropical variety \( X \) is the union of normal cones to edges of the Newton polytope of \( f \), which is the convex hull of exponent vectors of monomials in \( f \). In particular, we can recover the edge directions of the Newton polytope from the tropicalization, and the weights give the edge lengths.

**Example 4.2.** Consider the variety \( \mathcal{L}^{-1} \) defined in Example 1.1. From the linear equation

\[
(1 - t^3)x_1 + (1 - t^2)x_2 + (1 - t)x_3 = 0
\]

vanishing on \( \mathcal{L} \), we obtain a polynomial

\[
f_{123} = (1 - t^3)x_2x_3 + (1 - t^2)x_1x_3 + (1 - t)x_1x_2
\]

vanishing on \( \mathcal{L}^{-1} \). The collection of “circuit” polynomials \( \{ f_C : C \in \binom{[4]}{3} \} \) form a universal Gröbner basis for the ideal of polynomials vanishing on \( \mathcal{L}^{-1} \) [PS06]. Let \( w = (1/2, 1/2, 0, -1) \). Then the \( t \)-initial form of \( f_{123} \) is \( t \)-in\(_w\)(\( f \)) = \( x_2x_3 + x_1x_3 \). The \( t \)-initial ideal of \( I = I(\mathcal{L}^{-1}) \) is generated by the \( t \)-initial forms of the circuit polynomials:

\[
t \text{-in}_w(I) = (x_3(x_1 + x_2), x_4(x_1 + x_2), x_1(x_3 + x_4), x_2(x_3 + x_4))
\]

\[
= (x_1 + x_2, x_3 + x_4) \cap (x_1, x_2) \cap (x_3, x_4).
\]

Since \((1, -1, 1, -1) \in (\mathbb{C}^*)^4 \) belongs to the variety of \( t \)-in\(_w\)(\( I \)), this ideal cannot contain a monomial, meaning that the vector \( w \) belongs to the tropical variety of \( \mathcal{L}^{-1} \).

---

### 4.1. Positively hyperbolic toric varieties

In this section we characterize tropicalizations of positively hyperbolic toric varieties given by monomial parameterizations.

**Proposition 4.3.** If \( f = ax^\alpha + bx^\beta \in \mathbb{R}[x_1, \ldots, x_n] \) is stable, where \( \alpha, \beta \in (\mathbb{Z}_{\geq 0})^n \), then \( \beta - \alpha \in \{ \pm e_i, e_i \pm e_j : i, j \in [n] \} \). Furthermore, if \( a, b \in \mathbb{R}_+ \) then \( \beta - \alpha \in \{ \pm e_i, e_i - e_j : i, j \in [n] \} \). Conversely, if \( \alpha \in \{ e_i \pm e_j \}_{i,j \in [n]} \cup \{ \pm e_i \}_{i \in [n]} \), then there is a number \( b \in \mathbb{R} \) such that \( x^\alpha - b \) is stable.

**Proof.** We rely heavily on the stability preservers given in Lemma 3.1. A polynomial is stable if and only if all its factors are stable, so we can take \( x^\alpha \) and \( x^\beta \) to have no common factors (meaning at most one of \( \alpha_i, \beta_i \) is nonzero for each \( i \)). Using inversion, we see that \( f \) is stable if and only if \( a + (-1)^{|\alpha|}bx^{\beta+\alpha} \) is stable. If \( f \) is stable then the specialization \( a + (-1)^{|\alpha|}bt^{\beta+\alpha} \in \mathbb{R}[t] \) is real-rooted, which implies that \( |\beta + \alpha| \in \{1, 2\} \). Furthermore, if \( |\beta + \alpha| = 2 \) then \((-1)^{|\alpha|}ab < 0\). This gives three options:

- \( \{ \alpha, \beta \} = \{0, e_i\} \) for some \( i \in [n] \),
- \( \{ \alpha, \beta \} = \{ e_i, e_j \} \) for some \( i, j \in [n] \) and \( ab > 0 \), or
- \( \{ \alpha, \beta \} = \{0, e_i + e_j\} \) for some \( i, j \in [n] \) and \( ab < 0 \).

Finally, the stable Laurent polynomials \( x_ix_j - 1 \), \( x_ix_{j}^{-1} - 1 \), and \( x_i - 1 \) show the existence of each of the possible exponents \( e_i + e_j, e_i - e_j, e_i \), respectively. \( \Box \)

Let \( A \in \mathbb{Z}^{d \times n} \) be a rank-\( d \) matrix with columns \( a_1, \ldots, a_n \in \mathbb{Z}^d \) and \( \lambda = (\lambda_1, \ldots, \lambda_n) \in (\mathbb{C}^*)^n \). The corresponding toric variety \( X_{\lambda, A} \subset \mathbb{C}^n \) is parametrized by the map

\[
(\mathbb{C}^*)^d \to (\mathbb{C}^*)^n, \quad x \mapsto (\lambda_1 x^{a_1}, \ldots, \lambda_n x^{a_n}).
\]
Definition 4.4. We say that a family of subsets \(S_1, S_2, \ldots, S_d \subset [n]\) is a non-crossing partition of a subset of \([n]\) if the subsets are disjoint and there are no \(a, b, c, d\) in cyclic order such that \(a, c \in S_i\) and \(b, d \in S_j\) for some \(i \neq j\). Equivalently, if we place the numbers \(1, 2, \ldots, n\) on \(n\) vertices around a circle in clockwise order, and for each \(S_i\) we draw a polygon on the corresponding vertices, then \(S_1, \ldots, S_i\) is a non-crossing partition if and only if no two of these polygons intersect; see the example in Figure 1.

Theorem 4.5. Let \(A\) be a \(d \times n\) integer matrix of rank \(d\). There exists \(\lambda \in (\mathbb{C}^*)^n\) such that the toric variety \(X_{\lambda,A} \subset \mathbb{C}^n\) is positively hyperbolic if and only if, up to the \(\mathrm{GL}_d(\mathbb{Q})\) action on the left, the columns of \(A\) belong to \(\{0\} \cup \{\pm e_i\}_{i \in [n]}\) and the supports of the rows of \(A\) form a non-crossing partition of a subset of \([n]\). In fact, one can always take \(\lambda \in \{\pm 1\}^n\).

Proof. Suppose there exists \(\lambda = (\lambda_1, \ldots, \lambda_n) \in (\mathbb{C}^*)^n\) such that the \(X_{\lambda,A} \subset \mathbb{C}^n\) is positively hyperbolic. We will show that every vector of minimal support in the kernel of \(A\) belongs to \(\{e_i \pm e_j\}_{i,j \in [n]} \cup \{e_i\}_{i \in [n]}\) up to scaling. If \(n = d - 1\), the variety \(X = X_{\lambda,A}\) is a hypersurface, and the result follows from Proposition 4.3. This shows the claim for \(n = 1, 2\), and we proceed by induction on \(n\).

Let \(v\) be a vector of minimal support in the kernel of \(A\). If \(\text{supp}(v) = [n]\), \(X\) is a hypersurface and the result follows as before. So we may suppose \(v_k = 0\) for some \(k \in [n]\).

We can reduce to the case \(k = n\) as follows. If \(k < n\), consider the variety \(Y = \text{cyc}^{n-k}(X)\). Then \(Y\) is the toric variety \(X_{\tilde{\lambda},\tilde{A}}\), where \(\tilde{\lambda} = \text{cyc}^{n-k}(\lambda)\) and \(\tilde{A} = \text{cyc}^{n-k}(A)\). By Corollary 3.3, \(Y\) is also positively hyperbolic. Furthermore \(\tilde{v} = \text{cyc}^{n-k}(v)\) is a vector of minimal support in the kernel of \(\tilde{A}\) with \(\tilde{v}_n = 0\), and \(\tilde{v}\) belongs to \(\{e_i \pm e_j\}_{i,j \in [n]} \cup \{e_i\}_{i \in [n]}\) up to scaling if and only if \(v\) does.

If \(k = n\), then consider the projection \(\pi_S(X)\) with \(S = [n-1]\). This is the toric variety \(X_{\lambda_S,A_S}\) of the submatrix \(A_S\) with columns \(a_i\) for \(i \in S\), where \(\lambda_S\) is the projection of \(\lambda\) onto the coordinates indexed by \(S\). Note that \(v\) is a vector of minimal support in the kernel of \(A_S\), and by Lemma 3.6, \(X_{\lambda_S,A_S}\) is positively hyperbolic. By induction, it follows that \(v\) has the desired form.

We will now prove the non-crossing condition. After row-reducing the matrix \(A\), we can assume that any column \(a_i\) of \(A\) is equal to \(0\) or \(\pm e_j\) for some \(j \in [d]\). The matroid on the columns of \(A\) is equal to the algebraic matroid of the toric variety \(X_{\lambda,A}\), which is a positroid by Corollary 3.12. The connected components of this positroid are the supports of the rows of \(A\), so by [ARW16, Theorem 7.6], they form a non-crossing partition.

For the converse, because of the non-crossing condition, we can cycle the columns and permute the rows of \(A\) to get a block matrix of the form \(A = \begin{pmatrix} A_1 & 0 \\ 0 & A_2 \end{pmatrix}\), so that \(X_{\lambda,A} = X_{\lambda_1,A_1} \times X_{\lambda_2,A_2}\). Using Lemma 3.9 and induction, we can reduce to the case when \(A\) consists of a single row of \(\pm 1\)s. Given that \(\text{sgn}(\text{Im}(z)) = -\text{sgn}(\text{Im}(z^{-1}))\), we can then choose \(\lambda \in \{\pm 1\}^n\) so that \(\text{var}(x) = n - 1\) for all \(x \in X_{\lambda,A}\). For instance, for \(A = \begin{pmatrix} 1 & -1 & -1 & 1 & 1 \end{pmatrix}\), the parametrization \(t \mapsto (t, t^{-1}, -t^{-1}, -t, t)\) gives a positively hyperbolic toric variety. \(\square\)

4.2. Tropicalization of positively hyperbolic varieties. We now give our main result about the local structure of tropicalizations of positively hyperbolic varieties.
Theorem 4.6. Let $X \subseteq \mathbb{C}^n$ be a positively hyperbolic variety. Then the linear subspace parallel to any maximal face of $\text{trop}(X)$ is spanned by $0/\pm 1$ vectors whose supports form a non-crossing partition of a subset of $[n]$. If, in addition, $X$ is homogeneous, then the linear subspace parallel to any maximal face is spanned by $0/1$ vectors whose supports form a non-crossing partition of $[n]$.

Proof. Suppose $X = V(I)$ is a positively hyperbolic variety of dimension $d$ in $K^n$. Let $w$ be a point in the interior of a maximal face $C$ of $\text{trop}(X)$. By Proposition 4.1, $V(t \text{-in}_w(I))$ is also positively hyperbolic. The tropicalization $\text{trop}(V(t \text{-in}_w(I)))$ is the linear subspace $L$ parallel to $C$, which is a linear subspace of dimension $d$. We claim that the corresponding $d$-dimensional subtorus of $(\mathbb{C}^*)^n$ acts on $V(t \text{-in}_w(I)) \cap (\mathbb{C}^*)^n$. Suppose not. Consider an irreducible component $X'$ of $V(t \text{-in}_w(I)) \cap (\mathbb{C}^*)^n$, which must have dimension $d$. If $(\mathbb{C}^*)^n$ does not act on $X'$, then the orbit of $X'$ under this subtorus action is irreducible and strictly larger than $X'$, thus it has dimension $> d$. On the other hand, the tropicalization of the orbit is equal to $\text{trop}(X') + L$, and we have $\text{trop}(X') + L \subset \text{trop}(V(t \text{-in}_w(I))) + L = L$, which has dimension $d$, contradicting the fact that tropicalization preserves dimensions. Moreover, in $(\mathbb{C}^*)^n$ each orbit of the $d$-dimensional torus has dimension $d$. It follows that $V(t \text{-in}_w(I)) \cap (\mathbb{C}^*)^n$ is the torus orbit closure of finitely many points in $(\mathbb{C}^*)^n$. Thus each irreducible component is generated by binomials, and the first statement follows from Theorem 4.5.

If $X$ is homogeneous, each face of $\text{trop}(X)$ contains $(1, 1, \ldots, 1)$ in its lineality space. Given that the linear subspace parallel to each face is spanned by vectors with disjoint support, it follows that those vectors must be $0/1$ vectors up to scaling, and their supports must form a non-crossing partition of $[n]$. □

Corollary 4.7. If $X \subseteq K^n$ is a positively hyperbolic variety defined over $\mathbb{C}$, then its tropicalization is a subfan of the (type $B$) hyperplane arrangement defined by $x_i = 0$ and $x_i = \pm x_j$. If, in addition, $X$ is homogeneous, then $\text{trop}(X)$ is a subfan of the (type $A$/braid) arrangement defined by $x_i = x_j$.

When the variety $X$ is a hypersurface defined by a polynomial $f = 0$, its tropicalization $\text{trop}(X)$ is a codimension-one polyhedral complex whose maximal faces are normal to the edges in the regular subdivision of the Newton polytope of $f$ induced by the valuations of the coefficients of $f$. In this case, the non-crossing condition of Theorem 4.6 is always satisfied, as the linear subspace parallel to each maximal face is spanned by vectors with singleton supports, except possibly a single $e_i \pm e_j$.

Corollary 4.8 (Choe–Oxley–Sokal–Wagner [COSW04]). The Newton polytope of a homogeneous multiaffine stable polynomial $f$ is a matroid polytope.

Proof. By Proposition 2.2, the hypersurface $V(f)$ is positively hyperbolic. The Newton polytope of $f$ is a $0/1$ polytope because $f$ is multiaffine, and thus its edges are in directions $e_i - e_j$ by Corollary 4.7, which means it is a matroid polytope. □

If $f$ is stable, then all initial forms of $f$ are stable by Proposition 4.1. Thus we obtain the following weaker version of Brändén’s result in [Brä10], which says that the valuations of the coefficients of $f$ form an $M$-concave function on the monomial support of $f$. 
**Corollary 4.9.** If \( f \) is a stable polynomial over a valued field, then in the regular subdivision of the Newton polytope of \( f \) induced by the valuations of the coefficients, all cells are \( M \)-convex polytopes (generalized permutohedra).

**Example 4.10.** Consider the cubic projective curve \( X = \mathcal{L}^{-1} \) defined in Example 1.1. The variety of the initial ideal of \( X \) with respect to the vector \( w = (\frac{1}{2}, \frac{1}{2}, 0, -1) \) has three irreducible components, namely, \( V(t\text{-in}_w(I)) = V(x_1 + x_2, x_3 + x_4) \cup V(x_1, x_2) \cup V(x_3, x_4) \).

See also Example 4.2. The component that intersects the torus \((\mathbb{C}^*)^4\) is a toric variety, obtained as the (closure of the) image of the map \( K^2 \to K^4 \) given by \((a, b) \mapsto (a, -a, b, -b)\). Its tropicalization is the linear subspace parallel to the maximal cone of \( \text{trop}(X) \) containing \( w \). This is the linear subspace spanned by the vectors \((1, 1, 0, 0)\) and \((0, 0, 1, 1)\), which are 0/1 vectors supported on the non-crossing partition \( \{1, 2\} \sqcup \{3, 4\} \).

For \( u = (1, 1, 0, -2) \), we find that \( V(t\text{-in}_u(I)) = V(x_1 - x_2, x_3 + x_4) \cup V(x_1 + x_2, x_4) \cup V(x_3, x_4) \). The linear span of the maximal cone of \( \text{trop}(X) \) containing \( u \) is the tropicalization of the unique component not contained in the coordinate hyperplanes. This is the image of the map \( K^2 \to K^4 \) given by \((a, b) \mapsto (a, -a, a, b)\). Its tropicalization is the linear subspace spanned by \((1, 1, 1, 0)\) and \((0, 0, 0, 1)\), which is supported on the non-crossing partition \( \{1, 2, 3\} \sqcup \{4\} \).

### 4.3. Chow polytopes

For a variety \( X \subset \mathbb{P}^{n-1} \) of dimension \( d - 1 \), we can associate a hypersurface in the Grassmannian \( \text{Gr}(n - d, n) \) consisting of all \((n-d)-1\)-dimensional linear subspaces in \( \mathbb{P}^{n-1} \) that intersect \( X \). The defining polynomial of this hypersurface, in the coordinate ring of \( \text{Gr}(n - d, n) \), is called the **Chow form** of \( X \) [KSZ92]. The projection of its Newton polytope under the map \( \mathbb{R}^{\binom{n}{d} - d} \to \mathbb{R}^n \) given by \( e_I \mapsto \sum_{i \in I} e_i \) is called the **Chow polytope** of \( X \). While the Chow form of \( X \) is unique only up to Plücker relations, its Chow polytope is well defined. If \( X \) is a linear subspace, then the Chow polytope of \( X \) is its matroid polytope. It follows from the definition that the Chow form of \( X \) is the product of the Chow forms of its irreducible components, so its Chow polytope is the Minkowski sum of those of the components.

**Theorem 4.11.** The Chow polytope of any homogeneous positively hyperbolic variety is a generalized permutohedron.

**Proof.** Let us first state Fink’s “orthant shooting” construction of the Chow polytope from a tropical variety [Fin13, Theorem 5.1]. Recall that the tropical hypersurface of a polytope is the union of the normal cones to the edges, that is, the union of all **walls** between maximal cones in the normal fan. For an irreducible homogenous variety \( X \) of codimension \( c \) in \( K^n \) which intersects the torus \((K^*)^n\), the tropical hypersurface of its Chow polytope is the Minkowski sum of the constant coefficient tropical variety \( \text{trop}(X) \subset \mathbb{R}^n \) and the union of the negatives of all \((c - 1)\)-dimensional cones in the normal fan of the standard simplex \( \text{conv}\{e_1, e_2, \ldots, e_n\} \).

Now, let \( X \) be a homogeneous positively hyperbolic variety in \( K^n \) with defining ideal \( I \) and Chow polytope \( P \). If all irreducible components of \( X \) intersect \((K^*)^n\), then by Fink’s construction, the linear span of any wall in the normal fan of \( P \) is spanned by a coordinate orthant and a maximal cone of \( \text{trop}(I) \). By Theorem 4.6, any maximal cone of \( \text{trop}(I) \) is spanned by 0/1 vectors whose supports form a (non-crossing) partition of \([n]\) with \( n - c \)
parts. Then the wall is spanned by 0/1 vectors whose supports form a partition of $[n]$ with $n - 1$ parts, so it is defined by an equation of the form $x_i = x_j$. It follows that the edges of the Chow polytope are in directions $e_i - e_j$, and so it is a generalized permutohedron.

If $X$ has a component in a coordinate subspace, then we can apply the orthant shooting construction in that subspace, and it follows from the same argument that the Chow polytope of that component is a generalized permutohedron living in the smaller subspace. The Chow polytope of $X$ is thus a Minkowski sum of generalized permutohedra, so it is itself a generalized permutohedron. □

Remark 4.12. While working over a field with a non-trivial valuation, there is a natural regular subdivision of the Chow polytope to which the tropical variety is dual [Fin13, Definition 4.11]. For positively hyperbolic projective varieties, every face of this Chow polytope subdivision is a generalized permutohedron, by the same argument as above.

Example 4.13. Following [KV16, Example 4.2], we find that the Chow form of the cubic curve $X = L^{-1}$ defined in Example 1.1 is given by

$$\sum_{T \in \mathcal{T}} \prod_{kt \in T} q_{kt} \prod_{ij \notin T} p_{ij} \in \mathbb{R}\{\{t\}\}[p_{ij}] / I(\text{Gr}(2, 4)),$$

where $\mathcal{T}$ is the set of spanning trees of the complete graph on four vertices and $q_{kt} = t^{4-k} - t^{4-k}$ is the $(k, \ell)$th Plucker coordinate of $L^\perp$. The Chow polytope is the Newton polytope of the polynomial $f$ in $\mathbb{R}\{\{t\}\}[x_1, \ldots, x_4]$ obtained by substituting $p_{ij} \rightarrow x_i x_j$. In this case, the Chow polytope is just the simplex given by the convex hull of $(2, 2, 2, 2)$ for $i = 1, \ldots, 4$. The valuations of the coefficients of $f$ induce a regular subdivision of the Chow polytope whose faces are generalized permutohedra, and the (negatives of the) faces of the tropical variety $\text{trop}(X)$ are dual to some of the faces of this subdivision. See Figure 3.

![Figure 3. The tropical variety and subdivided Chow polytope of Example 4.13.](image)

The cone $C = (1, 1, 0, -1) + \mathbb{R}_{\geq 0}(0, 0, 0, -1) + \mathbb{R}(1, 1, 1, 1)$ of trop$(X)$ in direction $-e_4$ corresponds to the initial ideal $\langle x_1 - x_3, x_2 + x_3 \rangle \cap \langle x_1 + x_2, x_4 \rangle \cap \langle x_3, x_4 \rangle$. Its Chow polytope is the Minkowski sum of the Chow polytopes of each of these irreducible components, namely

$$\text{conv}\{e_1 + e_2, e_1 + e_3, e_2 + e_3\} + \text{conv}\{e_1 + e_4, e_2 + e_4\} + \{e_3 + e_4\}.$$  

Since each of these simplices is a generalized permutohedron, so is their Minkowski sum. The vertices of this trapezoid correspond to coefficients with valuations 2 or 3. Each of the edges of this trapezoid is dual to a cone of the form $C + \mathbb{R}_{\leq 0} \cdot e_i$ for $i = 1, 2, 3$, obtained by “orthant shooting”. The edge with valuation 3, $\text{conv}\{(2, 0, 2, 2), (0, 2, 2, 2)\}$, is dual to $C + \mathbb{R}_{\leq 0} \cdot e_3$, and so is the parallel edge $\text{conv}\{(2, 1, 1, 2), (1, 2, 1, 2)\}$ with constant valuation 2. □
5. Curves

In this section we focus on projective curves, and prove that in this case, a certain converse of Theorem 4.6 holds. A (constant-coefficient, homogeneous) tropical curve is a balanced one-dimensional fan in $\mathbb{R}^n/(1,1,\ldots,1)$, or equivalently, a two-dimensional fan in $\mathbb{R}^n$ with lineality space containing $(1,1,\ldots,1)$.

For a positively hyperbolic curve $X \subset \mathbb{P}^{n-1}$, its tropicalization $\text{trop}(X)$ is a tropical curve where each ray is spanned by a $0/1$ vector in which all $1$'s are cyclically consecutive, by Theorem 4.6. We will prove that all such fans can be obtained as tropicalizations of positively hyperbolic curves.

We first demonstrate in a concrete example how to construct a positively hyperbolic curve with such a given tropicalization.

**Example 5.1.** Consider the tropical curve $C$ in $\mathbb{R}^6/(1,1,\ldots,1)$ whose rays are the rows of the following matrix, all with multiplicity 1:

$$
\begin{pmatrix}
1 & 2 & 3 & 4 & 5 & 6 \\
1 & 0 & 1 & 1 & 1 & 0 \\
2 & 1 & 1 & 0 & 0 & 1 \\
3 & 0 & 0 & 1 & 1 & 1 \\
4 & 1 & 0 & 0 & 0 & 1
\end{pmatrix}
$$

The rows of the matrix are ordered in such a way that whenever a block of 1’s ends in a row, the block of 1’s in the row below begins. By Corollary 3.3, cyclically permuting variables does not change whether or not $C$ is the tropicalization of a positively hyperbolic curve in $\mathbb{P}^5$. We can thus cyclically permute the columns of the matrix to get the following matrix instead, where the first row contains 1’s followed by 0’s.

$$
\begin{pmatrix}
1 & 2 & 3 & 4 & 5 & 6 \\
1 & 1 & 1 & 1 & 0 & 0 \\
2 & 1 & 0 & 0 & 1 & 1 \\
3 & 0 & 1 & 1 & 1 & 0 \\
4 & 0 & 0 & 0 & 0 & 1
\end{pmatrix}
$$

This new tropical curve is the tropicalization of the projective curve parametrized by $(u,v) \mapsto ((u-v)(u-2v), (u-v)(u-3v), (u-v)(u-2v)(u-3v), (u-2v)(u-3v), (u-2v)(u-4v), (u-2v)(u-4v))$ as in Speyer’s construction [Spe14]. Note that each coordinate corresponds to a column of the matrix above. The balancing condition says that the column sums are the same, so this parametrization is homogeneous. The coefficients of $u$ and $v$ can be chosen arbitrarily, as long as they are consistent, to obtain the desired tropical curve.

We will see that the following modified parametrization, with alternating signs, which gives the same tropical curve, is a positively hyperbolic curve:

$$(u,v) \mapsto (s_1s_2, -s_1s_3, s_1s_3, -s_2s_3, s_2s_4, -s_2s_4),$$

where $s_k = u - kv$ for $k = 1, 2, 3, 4$. For this, we will show that for any point in the image we have

$$\text{var}(\text{Im}(s_1s_2), \text{Im}(s_1s_3), \text{Im}(s_1s_3), \text{Im}(s_2s_3), \text{Im}(s_2s_4), \text{Im}(s_2s_4)) \leq 1.$$
In Example 5.1 we consider the curve parameterized by \((u, v) \mapsto (s_1 s_2, s_1 s_3, s_1 s_3, s_2 s_4, s_2 s_4)\) where \(s_k = u - kv\). For any choice of \(u\) and \(v\), the imaginary part of \((s_1 s_2, s_1 s_3, s_1 s_3, s_2 s_4, s_2 s_4)\) has sign variation at most one. The figure shows the points on a complex plane, in the two cases based on whether \(u\) and \(v\) have different or the same arguments.

This implies that

\[
\var(\text{Im}(s_1 s_2), \text{Im}(-s_1 s_3), \text{Im}(s_1 s_3), \text{Im}(-s_2 s_3), \text{Im}(s_2 s_4), \text{Im}(-s_2 s_4)) \geq 4,
\]

as required.

The sequence \(s_1 s_2, s_1 s_3, s_1 s_3, s_2 s_4, s_2 s_4\) has the following properties:

1. At each step along the sequence, either the expression stays the same, or one (and only one) \(s_i\) is replaced by \(s_{i+1}\). (We do not replace \(s_4\) by \(s_1\)).
2. Each replacement \(s_i \rightarrow s_{i+1}\) occurs exactly once.

Note that the numbers \(s_1, s_2, s_3, s_4\) lie along a line, in that order, in the complex plane. We consider two cases, as depicted in Figure 4. First, suppose the line through \(s_1, s_2, s_3, s_4\) does not contain 0, so the numbers \(s_1 s_2, s_1 s_3, s_1 s_3, s_2 s_4, s_2 s_4\) are all nonzero. By the two properties stated above, the arguments of the complex numbers \(s_1 s_2, s_1 s_3, s_1 s_3, s_2 s_4, s_2 s_4\) only move in one direction, and the total change is strictly less than \(\pi\). Thus their imaginary parts contain at most one 0 and change sign at most once.

Next, assume that the line through \(s_1, s_2, s_3, s_4\) contains 0, i.e. \(u\) and \(v\) have the same argument. Then the numbers \(s_1 s_2, s_1 s_3, s_1 s_3, s_2 s_4, s_2 s_4\) all lie on the same line through 0. Since each replacement \(s_i \rightarrow s_{i+1}\) is used only once and the only replacements that induce a sign change are when \(s_i\) and \(s_{i+1}\) are on opposite sides of 0 (or one of them is 0), it follows that the 0’s occur consecutively and that the sign variation is at most 1. \(\diamond\)
Theorem 5.2. A tropical curve $C$ in $\mathbb{R}^n/(1,1,\ldots,1)$ is the tropicalization of a positively hyperbolic curve in $\mathbb{P}^{n-1}$ if and only if each ray of $C$ is spanned by a 0/1 vector in which the 1’s appear in a cyclically consecutive block.

Proof. The “only if” direction follows from Theorem 4.6. For the “if” direction, since the union of two positively hyperbolic curves is positively hyperbolic, it suffices to prove the statement in the case where the tropical curve $C$ is irreducible, i.e., it is not the union of two other curves. Consider an irreducible constant-coefficient homogeneous tropical curve in which each ray is a 0/1 vector with 1’s appearing in a cyclically consecutive block. Take two other curves. Consider an irreducible constant-coefficient homogeneous tropical curve $k\in\mathbb{P}^1$ characteristic 0 the new tropical curve is not realizable as the tropicalization of any genus-one curve over $k$. Theorem 5.2. The “only if” direction follows from Theorem 4.6. For the “if” direction, since the hyperbolic curve in $\mathbb{P}^1$ is spanned by a 0/1 vector in which the 1’s appear in a cyclically consecutive block.

Now we consider Speyer’s parametrization. Let us put the rays of the tropical curve as rows of a matrix. For each column, we get the homogeneous polynomial in two variables $u$ and $v$ equal to $\Pi_k(u-kv)$, where $k$ runs over the positions with a 1 in that column. See Example 5.1. Denote $s_k := u - kv$.

Note that, by construction, when reading the matrix $A$ from left to right, if the block of 1’s in row $i$ ends at column $j$, the block of 1’s in row $i+1$ begins in column $j+1$. Since the cycle begins with 1, the block of 1’s in the last row ends in the last column, and so the indices do not need to be taken modulo $n$. This means that, at each step along the sequence in the parametrization, either the expression stays the same, or one (and only one) $s_i$ is replaced by $s_{i+1}$. Moreover, each replacement $s_i \to s_{i+1}$ occurs exactly once in the sequence.

Using the same argument as in Example 5.1, it follows that putting alternating signs in Speyer’s parametrization results in a positively hyperbolic curve whose tropicalization is the desired tropical curve.

The nonconstant coefficient analogue of Theorem 5.2 is false, at least when we take multiplicities into account. There exist nonconstant coefficient genus-one tropical curves satisfying the 0/1 non-crossing condition which are not even realizable as the tropicalization of any genus-one algebraic curve, let alone a positively hyperbolic one. For example, consider a cubic honeycomb tropical curve in the plane as in Figure 1 of [CS13]. Embed the plane as the $xy$-plane $\{(x,y,0) : x, y \in \mathbb{R}\}$ in $\mathbb{R}^3$. Cut each of the three rays in $(-1,-1,0)$ direction at a random point, and attach two infinite rays in directions $(-1,-1,-1)$ and $(0,0,1)$ to obtain a balanced curve. Unless the cut locations satisfy the “well-spacedness condition,” which says the minimum among their distances to the cycle is attained at least twice, the new tropical curve is not realizable as the tropicalization of any genus-one curve over characteristic 0 [Spe14, Proposition 9.2]. However, the new curve has edges in directions $(1,0,0), (0,1,0), (0,0,1), (1,1,0)$, and $(1,1,1)$, so it satisfies the condition of Theorem 5.2.
We do not know, however, whether such a curve is set-theoretically realizable as the tropicalization of a (positively hyperbolic) curve of higher degree (i.e., if we disregard multiplicities).

### 6. Bergman Fans of Positroids

In this section we study tropicalizations of linear subspaces that are positively hyperbolic, and we prove that they are characterized by the non-crossing condition of Theorem 4.6.

As discussed before, any linear subspace $L \subset K^n$ has an associated matroid $M_L$ that encodes the linear dependencies among the coordinate functions in $L$. More concretely, the circuits of $M_L$ correspond to minimal subsets of coordinates that support a linear relation valid in $L$, that is, the set of circuits $C(M_L)$ of $M_L$ is the collection of inclusion-minimal subsets $C \subset [n]$ for which there is a $c \in K^n$ with $C = \text{supp}(c)$ and $c \cdot x = 0$ for all $x \in L$.

In the constant-coefficient case, the tropicalization $\text{trop}(L) \subset \mathbb{R}^n$ is a polyhedral fan that remembers exactly the matroid $M_L$. Specifically, $\text{trop}(L)$ is equal to

$$\text{trop}(L) = \{ x \in \mathbb{R}^n : \min\{ x_c : c \in C \} \text{ is attained at least twice for all } C \in C(M_L) \},$$

with weights equal to one in all its maximal cones.

Bergman fans are polyhedral fans that generalize tropicalizations of linear subspaces. Every matroid $M$ on the ground set $[n]$, whether it arises from a linear subspace or not, gives rise to the Bergman fan

$$\mathcal{B}(M) := \{ x \in \mathbb{R}^n : \min\{ x_c : c \in C \} \text{ is attained at least twice for all } C \in C(M) \}.$$  

Note that if $M$ has a loop then $\mathcal{B}(M) = \emptyset$. These polyhedral fans encode matroids in a geometric way, and have become very important objects in the study of both matroid theory and tropical geometry. One of their essential properties is that they are balanced polyhedral fans when endowed with the same weight on all their maximal cones.

Another related and very useful point of view on matroids arises from their associated polytopes. For any matroid $M$ on $[n]$, its matroid polytope $\Gamma_M$ is the convex hull of the indicator vectors of the bases of $M$:

$$\Gamma_M := \text{conv}\{ e_B \mid B \text{ is a basis of } M \} \subset \mathbb{R}^n,$$

where $e_B := \sum_{i \in B} e_i$, and $\{ e_1, \ldots, e_n \}$ is the standard basis of $\mathbb{R}^n$. The dimension of $\Gamma_M$ is equal to $n - m$, where $m$ is the number of connected components of $M$. The matroid polytope $\Gamma_M$ encodes all the information of $M$, and we will sometimes identify $M$ with its polytope $\Gamma_M$.

The Bergman fan of a matroid $M$ is naturally a subfan of the outer normal fan of $\Gamma_M$. Indeed, a vector $c \in \mathbb{R}^n$ lies in $\mathcal{B}(M)$ if and only if the face of $\Gamma_M$ that maximizes the linear form $c \cdot x$ is the matroid polytope of a loopless matroid.

Recall that a rank-$d$ matroid $M$ is called a positroid if it is equal to $M_L$ for some linear subspace $L \in \text{Gr}_{\geq 0}(d, n)$. Positroids were studied by Postnikov in order to understand topological properties of the non-negative Grassmannian [Pos06], and they form a very special class of matroids with rich combinatorial properties. We will say that a matroid on $[n]$ is a non-crossing matroid if the ground sets of its connected components form a non-crossing
partition of \([n]\). Ardila, Rincón, and Williams showed that all positroids are non-crossing matroids [ARW16, Theorem 7.6].

Our goal in this section is to determine which Bergman fans can be obtained as tropicalizations of positively hyperbolic varieties, even if we allow weights that are not necessarily equal to one.

**Theorem 6.1.** Let \(M\) be a rank-\(d\) loopless matroid on the ground set \([n]\). The following are equivalent statements:

(a) The Bergman fan \(B(M)\) (possibly taken with weight on its maximal cones greater than one) is the tropicalization of a positively hyperbolic variety.

(b) Any maximal cone of \(B(M)\) is spanned by 0/1 vectors whose supports form a non-crossing partition of \([n]\).

(c) \(M\) is a positroid.

Note that, in particular, the implication \((b) \implies (a)\) is the converse of Theorem 4.6 in the case of linear varieties.

Before proving Theorem 6.1, we need a suitable characterization of positroids in terms of faces of their matroid polytope.

**Lemma 6.2.** Suppose \(M\) is a connected matroid on the ground set \(E\) of rank at least 2, and let \(a, b \in E\). Then there exists a loopless facet \(F\) of the matroid polytope \(\Gamma_M\) such that \(a\) and \(b\) are in the same connected component of \(F\).

**Proof.** Since \(M\) is a connected matroid, there exist bases \(B_1, B_2\) of \(M\) such that their symmetric difference \(B_1 \Delta B_2\) is equal to \(\{a, b\}\). As \(M\) has rank at least 2, there is \(c \in B_1 \cap B_2\). Let \(S\) be the parallelism class of \(c\), and let \(F'\) be the face of \(\Gamma_M\) obtained by intersecting \(\Gamma_M\) with the supporting hyperplane described by the equation \(\sum_{i \in S} x_i = 1\). By the greedy algorithm, the matroid associated to \(F'\) is \(M\mid S \oplus M/S\). As \(M\) is a connected matroid of rank at least 2, \(F'\) is a proper face of \(\Gamma_M\). Also, since \(S\) is a parallelism class, \(F'\) is a loopless face of \(\Gamma_M\). Moreover, \(B_1\) and \(B_2\) are bases of \(F'\), and thus \(a\) and \(b\) are in the same connected component of \(F'\). Letting \(F\) be any facet of \(\Gamma_M\) containing \(F'\), we see that \(F\) is a loopless facet in which \(a\) and \(b\) are in the same connected component.

**Lemma 6.3.** Suppose \(M\) is a loopless matroid of rank \(d\) with \(m\) connected components, and \(m < d\). If all the loopless facets of \(\Gamma_M\) are non-crossing matroids then \(M\) is a non-crossing matroid.

**Proof.** Let \(M = M_1 \oplus M_2 \oplus \cdots \oplus M_m\) be the decomposition of \(M\) into connected components, and denote by \(E_i\) the ground set of the matroid \(M_i\). Suppose for a contradiction that \(E_1, E_2, \ldots, E_m\) is a crossing partition of \([n]\). Without loss of generality, we can assume that the sets \(E_1\) and \(E_2\) cross. Since \(M\) is a loopless matroid with fewer connected components than its rank, one of the \(M_i\) must have rank at least 2. Suppose first that one of \(M_3, M_4, \ldots, M_m\) has rank at least 2, say \(M_3\). By Lemma 6.2, there is a loopless facet \(F\) of \(\Gamma_{M_3}\). In this case, the loopless facet \(\Gamma_{M_1} \times \Gamma_{M_2} \times F \times \Gamma_{M_4} \times \cdots \times \Gamma_{M_m}\) of \(\Gamma_M\) is not a non-crossing matroid, as \(E_1\) and \(E_2\) are still parts of the corresponding partition of \([n]\). Assume now that one of \(M_1\) and \(M_2\) has rank 2 or more, say \(M_1\). As \(E_1\) and \(E_2\) cross, there
exist \(a, b \in E_1\) and \(c, d \in E_2\) such that \(\{a, b\}\) and \(\{c, d\}\) cross. By Lemma 6.2, there is a loopless facet \(F\) of \(\Gamma_{M_1}\) in which \(a\) and \(b\) are in the same connected component. But then the loopless facet \(F \times \Gamma_{M_2} \times \cdots \times \Gamma_{M_n}\) of \(\Gamma_M\) is not a non-crossing matroid, as \(\{a, b\}\) and \(\{c, d\}\) are still crossing subsets of two different connected components. \(\square\)

We note that the assumption that \(m < d\) is necessary in the statement of Lemma 6.3, as for instance there exist matroids with \(m \geq d\) which are not positroids but do not have any loopless facet. Once such matroid is the rank-2 loopless faces of the matroid polytope \(\Gamma_{M}\), as a non-crossing matroid. Conversely, it was shown in [ARW16, Proposition 5.6] that a positroid is a non-crossing matroid, it follows that any face of a positroid polytope must be a non-crossing matroid. The class of positroid polytopes is closed under taking faces [ARW16, Corollary 5.7]. Since for instance there exist matroids with \(k \geq 2\), consider some dimension \(k\) with \(n - d \leq k < n - m = \dim(\Gamma_M)\). If all the \(k\)-dimensional loopless faces of the matroid polytope \(\Gamma_M\) are non-crossing matroids, then \(M\) is a positroid.

**Proposition 6.4.** Let \(M\) be a loopless matroid of rank \(d\) with \(m\) connected components, and consider some dimension \(k\) with \(n - d \leq k < n - m = \dim(\Gamma_M)\). If all the \(k\)-dimensional loopless faces of the matroid polytope \(\Gamma_M\) are non-crossing matroids, then \(M\) is a positroid.

**Proof.** We first prove the case where \(k = n - m - 1 = \dim(\Gamma_M) - 1\). Assume by contradiction that all the loopless facets of the matroid polytope \(\Gamma_M\) are non-crossing matroids, but \(M\) is not a positroid. Lemma 6.3 tells us that \(M\) is a non-crossing matroid. Let \(M = M_1 \oplus M_2 \oplus \cdots \oplus M_m\) be the decomposition of \(M\) into connected components, and denote by \(E_i\) the ground set of the matroid \(M_i\). Since \(M\) is not a positroid, [ARW16, Theorem 7.6] implies that some \(M_i\) is not a positroid. By [ARW16, Proposition 5.6], there is a facet \(F\) of \(\Gamma_{M_i}\) that is not a non-crossing matroid. This facet must correspond to a matroid with two connected components \(M_i|S \oplus M_i/S\), where the sets \(S\) and \(E_i \setminus S\) cross. In particular, neither \(M_i|S\) nor \(M_i/S\) are loops, and so \(F\) is a loopless matroid. But then the loopless facet of \(\Gamma_M\) given by the matroid \(M_1 \oplus \cdots \oplus M_{i-1} \oplus M_i|S \oplus M_i/S \oplus M_{i+1} \oplus \cdots \oplus M_m\) is not a non-crossing matroid, contradicting our assumption.

To prove the result for more general \(k\), we note that Lemma 6.3 implies that, for \(k \geq n - d\), if all the \(k\)-dimensional loopless faces of \(\Gamma_M\) are non-crossing, then all the \((k + 1)\)-dimensional loopless faces of \(\Gamma_M\) are also non-crossing. Using this fact, we can reduce the case of general \(k\) to the case where \(k = n - m - 1\), completing the proof. \(\square\)

**Proof of Theorem 6.1.** The implication \((a) \implies (b)\) follows from Theorem 4.6. To show that \((b) \implies (c)\), recall that the maximal cones of \(\mathcal{B}(M)\) are dual to the \((n - d)\)-dimensional loopless faces of the matroid polytope \(\Gamma_M\). Moreover, the affine span of the cone dual to such a face \(F\) is \(\text{span}(e_{E_1}, e_{E_2}, \ldots, e_{E_d})\), where \(E_1, E_2, \ldots, E_d\) are the ground sets of the connected components of \(F\). This implies that any \((n - d)\)-dimensional loopless face of \(\Gamma_M\) is a non-crossing matroid. Suppose that \(M\) has \(m\) connected components, so \(\Gamma_M\) is an \((n - m)\)-dimensional polytope. If \(m < d\), we can apply Proposition 6.4 to conclude that \(M\) is a positroid. If \(m = d\), then all the connected components of \(M\) must be uniform matroids of rank one, and so in particular they are positroids. Since the ground sets of all these components form a non-crossing partition of \([n]\), it follows from [ARW16, Theorem 7.6] that \(M\) is a positroid.
Finally, to prove that \((c) \implies (a)\), suppose \(M\) is a positroid. By [ARW16, Proposition 3.5], the dual matroid \(M^*\) is also a positroid. If \(L \in \text{Gr}_{\geq 0}(d,n)\) is a linear space representing \(M^*\), by Proposition 2.9 its orthogonal complement \(L^\perp\) is a positively hyperbolic linear space. Then \(\mathcal{B}(M) = \text{trop}(L^\perp)\) is the tropicalization of a hyperbolic variety. \(\square\)

7. Questions and future directions

Positively hyperbolic varieties and their tropicalizations provide a structure that encompasses both Bergman fans of positroids, the “hive cones” considered by Speyer’s approach to Horn’s problem [Spe05], and more generally M-convex functions coming from stable polynomials [Brä10]. As such, we believe they are deserving of further study. While we have established some of the basic properties of these varieties and their tropicalizations, there are many interesting questions remaining, some of which we briefly discuss here.

Let us first recall a question posted at the end of Section 5:

**Question 7.1.** Is every (non-fan) tropical curve in \(\mathbb{R}^n/(1,1,\ldots)\) satisfying Theorem 4.6 realizable set-theoretically as the tropicalization of a positively hyperbolic variety?

We can also hope to understand the lower dimensional cones of these tropical varieties.

**Question 7.2.** Are lower dimensional cones of the tropicalization of a positively hyperbolic variety spanned by 0/1 vectors with non-crossing supports?

Note that this is true for linear varieties by Theorem 6.1, as all faces of a positroid polytope are also positroids and thus non-crossing matroids. This suggests that the statement is likely to hold at least for *tropically smooth* varieties.

Theorem 4.11 suggests that there may be a natural stable polynomial associated to a positively hyperbolic variety:

**Question 7.3.** Given a real projective positively hyperbolic variety \(X \subset \mathbb{P}^{n-1}(\mathbb{C})\), is the polynomial \(f_X \in \mathbb{R}[x_1,\ldots,x_n]\) stable, where \(f_X\) is obtained from the Chow form of \(X\) by substituting \(\prod_{i \in I} x_i\) for the Plücker coordinate \(p_I\)?

Another natural direction is to extend more of the theory of stable polynomials to this context. As mentioned in the introduction, complex inhomogeneous stable polynomials, such as \(x_1 + x_2 + i\), may not define positively hyperbolic hypersurfaces. One important step is possibly a modification of our main definition:

**Question 7.4.** Is there a natural definition of positive hyperbolicity that includes all complex, affine hypersurfaces defined by a stable polynomial?

Most likely this would consist of requiring the imaginary parts of points in \(X\) to avoid only half of the orthants with \(\text{var}(z) < c\), choosing exactly one from a sign pattern and its negation. In particular, this property would no longer be preserved under negation.

One central piece of the theory of stable polynomials is the characterization by Borcea and Brändén of linear operations on \(\mathbb{C}[x_1,\ldots,x_n]\) that preserve stability. A possible generalization of this is the following. Let us call an ideal \(I \subset \mathbb{C}[x_1,\ldots,x_n]\) positively hyperbolic if its variety is.
**Question 7.5.** What linear operations on $\mathbb{C}[x_1, \ldots, x_n]$ preserve positive hyperbolicity of ideals?

A polynomial $f + ig$ where $f, g \in \mathbb{R}[x_1, \ldots, x_n]$ is stable if and only if $f$ and $g$ are stable and $g$ interlaces $f$. For univariate polynomials, this is known as the Hermite–Biehler Theorem. See, for example, [Wag11, §2].

**Question 7.6.** Can one characterize positive hyperbolicity of complex varieties in terms of the positive hyperbolicity of some real varieties associated to it?

There are also several interesting questions concerning tropical positively hyperbolic varieties purely as combinatorial objects. For example, a distinction is made between “tropicalized linear spaces”, which are obtained as tropicalizations of linear subspaces, and “tropical linear spaces”, which are tropical objects satisfying the necessary combinatorial conditions but not necessarily coming from a classical linear subspace.

**Question 7.7.** What is the right combinatorial definition of a tropical positively hyperbolic variety?

Recently, Brändén and Huh defined a generalization of homogeneous stable polynomials, called Lorentzian polynomials, whose valuations achieve all M-concave functions [BH19]. It would be very interesting to find an analogous generalization for varieties of higher codimension.

**Question 7.8.** Is there a good notion of a Lorentzian variety in $K^n$? Do their tropicalizations realize all ‘tropical positively hyperbolic varieties’?

It is also natural to consider signed analogues of tropical varieties, as in Figure 5. We can call a signed tropical variety of codimension $c$ positively hyperbolic if for every positive tropical linear space $L$ of dimension $c - 1$, the tropical variety meets every signed tropical linear space of dimension $c$ containing $L$ in the correct number of real points. For example, this is satisfied by the tropicalization of the cubic curve in Example 1.1, as seen in Figure 6.

**Question 7.9.** What combinatorial or topological properties of signed tropical varieties are implied by tropical positive hyperbolicity?

Another direction of interest is the study of which of these tropical objects can be realized as tropicalizations of positively hyperbolic varieties. One concrete instance of this would be the following generalization of the titular result of [ARW17]:

**Question 7.10.** Are all positively oriented valuated matroids realizable as the tropicalization of a positive linear subspace in $K^n$?
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