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We present NRPMw, an analytical model of gravitational-waves from neutron star merger remnants informed using 618 numerical relativity (NR) simulations. NRPMw is designed in the frequency domain using a combination of complex Gaussian wavelets. The wavelet’s parameters are calibrated to equations of state (EOS) insensitive relations from NR data. The NR simulations are computed with 21 EOS (7 of which are finite-temperature microphysical models, and 3 of which contain quark phase transitions or hyperonic degrees of freedom) and span total binary masses $M \in [2.4, 3.4] \text{M}_\odot$, mass ratios up to $q = 2$, and (nonprecessing) dimensionless spins magnitudes up to 0.2. The theoretical uncertainties of the EOS-insensitive relations are incorporated in NRPMw using recalibration parameters that enhance the flexibility and accuracy of the model. NRPMw is NR-faithful with fitting factors $\lesssim 0.9$ computed on an independent validation set of 102 simulations.

I. INTRODUCTION

This work is the first of a series of papers that present a faithful and complete (inspiral-merger-postmerger) model for gravitational-wave (GW) signals from binary neutron star (BNS) mergers, and its application to GW analyses with the third-generation Einstein Telescope (ET) detector [15]. Our model builds on a state-of-art effective-one-body (EOB) approach for the inspiral-merger regime [6,9] and on its numerical relativity (NR) completion for the remnant’s emission [10,11]. Prospects applications to ET GW observations include: the precision measurement of the neutron star (NS) tidal polarizability parameters [12,13], the determination of the remnant’s black hole (BH) collapse [14,15], constraints on the extreme density equation of state (EOS) [16,17], and multi-messenger observations [18]. These case studies will be further discussed in companion papers in the context of a Bayesian analysis framework [19]. Here, we start presenting NRPMw, a new analytical model for the postmerger (PM) emission from merger’s remnant, that improves over our previous NRPM [11].

The PM GW emission from a merger’s remnant is predicted to have a peak luminosity at frequencies of few kilohertz, e.g. [11,20,21]. This high-frequency GW signal can be robustly computed by means of NR simulations and it is key to directly probe the nature of the remnant in a (possibly multi-messenger) BNS merger observation. A GW signal from a merger remnant is also a promising probe for the nuclear EOS at extreme densities, e.g. [16,17,25,27]. Kilohertz PM transients are unlikely to be captured by current ground-based detectors [28], and no PM signal was detected for GW170817 [29,32]. However, they are a main target for third-generation observatories [2,5,33–35] and for finely-tuned instruments [36]. In view of these considerations, it is essential to develop accurate PM models for Bayesian GW analyses.

Models of PM GWs were presented in Refs. [11,21,22,37–45]. These templates are phenomenological models that capture the main PM spectral features but do not attempt to model the underlying remnant’s dynamics. The complex spectral frequencies are either inferred from the observations or (in part) fixed by EOS-insensitive (quasiuniversal) relations that connect the main spectral features to the binary parameters. Depending on whether the quasiuniversal relations are employed or not during the GW data inference (and for which quantities), the templates might be used in fully-informed, partially-informed or agnostic approach. Importantly, all approaches require the quasiuniversal relations to extract astrophysical constraints, either a priori or a posteriori.

Most of the PM templates are built from a simple ansatz made of few damped sinusoids in the time domain, eventually represented in the frequency domain. Notable exceptions to a sinusoids basis are the models proposed in Refs. [37,39] where reduced basis were constructed directly from NR data. Clark et al. [37] used a principal component analysis and ~50 non-spinning simulations (12 of which unequal masses) to demonstrate faithfulnesses $\lesssim 0.9$ on a subsample of the data. Easter et al. [39] used a hierarchical model trained on 35 non-spinning, equal-mass NR simulations to demonstrate fitting factors up to 0.98 on the training set. However, similar fitting factors can be achieved with significantly less modeling efforts in agnostic based on wavelets or sinusoids basis [38,11,42,44]. Moreover, the finite precision of NR simulations introduces uncertainties that impact the faithfulnesses at $\sim 0.9$ level [11,39]. Hence, simpler analytical templates appear favored over more complex statistical models. The agnostic approach utilized in Ref. [38,14] delivers, on average, larger fit-
ting factors to numerical data when compared to fully or partially informed approaches, e.g. [11] [11][35]. This suggests that agnostic approaches are able to detect PM signals at lower signal-to-noise ratio (SNR) because informed models are not sufficiently accurate. The two approaches, however, appear comparable at SNR relevant for astrophysical parameter estimation, and they deliver comparable constraints on the EOS. We stress that faithfulness calculations are often presented on validation datasets of different sizes and a detailed comparison is difficult. For example, Easter et al. [22] found faithfulness between 0.91-0.97 on a sample of 9 simulations; Tsang et al. [11] found faithfulnesses between 0.4-0.95 on a sample of 60 simulations, and Breschi et al. [11] between 0.4-0.95 on a sample of about 150 simulations. A main motivation for (partially) informed approaches is the possibility to design inspiral-merger-postmerger templates by consistently extending inspiral-merger templates. In Ref. [11], we developed the first model of this kind by completing the EOB framework of Refs. [6, 7] with the NRPMw PM model.

The new NRPMw is a PM frequency-domain template that aims at striking a balance between fully-informed and agnostic approaches. It is constructed by superposing few Gaussian, frequency-modulated wavelets whose parameters are informed by new EOS-insensitive relations. The latter build on the largest public databases of NR simulations available to date. The theoretical uncertainties of the EOS-insensitive relations are incorporated in the model using recalibration parameters that are determined during the inference. Hence, NRPMw performs best in a partially informed inference. The recalibration enhances the flexibility of the template and improves the fitting factors to a level similar to agnostic templates. Data analysis applications of NRPMw are presented in a companion paper.

The rest of this paper is structured as follows. In Sec. II we discuss the PM waveforms’ phenomenology predicted by state-of-art NR simulations. The modeling choices used in NRPMw are presented in Sec. III. The quasuniversal relations calibrated for NRPMw are discussed in Sec. IV. In Sec. V we validate the model against NR data by calculating its faithfulness on an independent validation set. We summarize our findings and conclude in Sec. VI. Moreover, we include several Appendices in order to extend the discussions on the waveform modeling and on the calibration of EOS-insensitive relations.

Conventions – We use geometric units $c = G = 1$ or explicitly state units. Masses are expressed in solar masses $M_{\odot}$. The GW polarizations $h_+$ and $h_\times$, plus and cross respectively, are decomposed in ($\ell, m$) multipoles as

$$h_+ - ih_\times = D_L^{-1} \sum_{\ell=2}^{\infty} \sum_{m=-\ell}^{\ell} h_{\ell m}(t) - 2Y_{\ell m}(\iota, \varphi),$$

where $D_L$ is the luminosity distance, $-2Y_{\ell m}$ are the $s = -2$ spin-weighted spherical harmonics and $\iota, \varphi$ are respectively the polar and azimuthal angles that define the orientation of the binary with respect to the observer. Each mode $h_{\ell m}(t)$ is decomposed in amplitude $A_{\ell m}(t)$ and phase $\phi_{\ell m}(t)$, as

$$h_{\ell m}(t) = A_{\ell m}(t) e^{-i\phi_{\ell m}(t)},$$

with a related GW frequency,

$$\omega_{\ell m}(t) = 2\pi f_{\ell m}(t) = \frac{d}{dt}\phi_{\ell m}(t).$$

The moment of merger is defined as the time of the peak of $A_{22}(t)$, and referred simply as merger when it cannot be confused with the coalescence/merger process. If the multipole indexes ($\ell, m$) are omitted from a multipolar quantity, we implicitly refer to the dominant (2, 2) mode. Note that the time $t$ refers to the retarded time in the case of NR data. We define the Fourier transform $h_{\ell m}(f)$ of each multipolar mode as

$$h_{\ell m}(f) = \int_{-\infty}^{+\infty} h_{\ell m}(t) e^{-2\pi i ft} dt.$$  

Analogously to the time-domain case, the frequency series $h_{\ell m}(f)$ is decomposed in amplitude $A_{\ell m}(f)$ and phase $\omega_{\ell m}(f)$.

The binary mass is $M = m_1 + m_2$, where $m_{1, 2}$ are the masses of the two stars, the mass ratio $q = m_1/m_2 \geq 1$, and the symmetric mass ratio $\nu = m_1m_2/M^2$. We define the parameter $X = 1 - 4\nu$. The dimensionless spin vectors are denoted with $\chi_i$, for $i = 1, 2$ and the spin component aligned with the orbital angular momentum $\mathbf{L}$ are labeled as $\chi_i = \chi_i \cdot \mathbf{L}/|\mathbf{L}|$. The effective spin parameter $\chi_{\text{eff}}$ is the mass-weighted aligned spin, i.e.

$$\chi_{\text{eff}} = \frac{m_1\chi_1 + m_2\chi_2}{M}.$$  

Moreover, the quadrupolar tidal deformability parameters are defined as $\Lambda_i = (2/3) k_{2 i} C_i^{-5}$ for $i = 1, 2$, where $k_{2 i}$ and $C_i$ are respectively the $\ell = 2$ gravitoelectric Love number and the compactness of the $i$-th NS. The tidal coupling constant is [36]

$$k_2^{T} = 3\nu \left[\frac{m_1}{M}\right]^3 \Lambda_1 + (1 \leftrightarrow 2),$$

that, similarly to the reduced tidal deformability $\tilde{\Lambda}$ [47], parametrizes the leading-order tidal contribution to the binary interaction potential.

II. WAVEFORM MORPHOLOGY

The PM waveform morphology and its connection to the remnant’s dynamics predicted by simulations was discussed in various papers, see e.g. Ref. [10] [21] [23] [24] [35] [57]. We review here the main aspects that are relevant for the GW model proposed in the rest of the paper. Figure 1 shows the PM signal in exemplary cases; the time axis is shifted to the moment of merger.
A merger remnant is a massive, hot and rotating NS whose mass is usually larger than the maximum mass sustained by a cold, isolated Tolmann-Oppenheimer-Volkoff (TOV) NS. It can either collapse to a BH or settle to a stable rotating NS on secular timescales. Gravitational collapse to BH takes place as the remnant reaches densities comparable to the TOV’s maximum density \( \rho_{\text{TOV}} \) since the remnant’s core is very slowly rotating \( \Omega \). The remnant of a very massive BNS can promptly collapse after the moment of merger and crucially before the first bounce of the two cores \( BAM:001, 2B, M= 2.7 M_{\odot}, q= 1.00, \kappa_T^2 = 24 \).

In the case of a equal mass BNS, the prompt collapse is described by empirical relations relating the binary mass to the TOV maximum mass and compactness proposed in Ref. [6] [48] and refined in various works, e.g. [14] [15]. For very asymmetric BNS, the tidal disruption of the secondary drives the gravitational collapse \( T \) and it is mainly controlled by the incompressibility parameter of nuclear matter around the TOV maximum density \( \rho_{\text{TOV}} \). While a robust prompt collapse criterion is not known to the TOV maximum density \( \rho_{\text{TOV}} \).

A prompt collapse signal is showed in the top panel of Figure 4.

The evolution of a NS remnant is driven by an intense emission of GWs lasting \( \sim 10-20 \) milliseconds (GW-driven phase) [24] [66]. During this phase, the remnant either collapses to BH (short-lived remnant) or settles to an approximately axisymmetric rotating NS (long-lived remnant) [2]. The GW-driven phase is associated to a luminous GW transient at frequencies \( \sim 2-4 \) kHz [10] [24] [69] [51] [53]. The spectrum of this transient is rather complex but has robust and well-studied features at a few characteristic frequencies. Most of the power is emitted in the \( \ell = m = 2 \) GW mode at a nearly constant frequency \( f_2 \) \( \approx 2 \pi f_2 \). Examples of \( \ell = m = 2 \) waveforms for short- and long-lived remnants are shown in the three bottom panels of Figure 1. The \( f_2 \) frequency is easily extracted from simulation data and it was shown to correlate with various binary quantities in a EOS-insensitive way, e.g. [10] [11] [23] [53].

We stress that the PM spectrum is not composed of a discrete set of frequencies: the presence of broad peaks with typical full width at half maximum (FWHM) of 300–600 Hz is simply a consequence of the efficiency of the emission process. Indeed, inspection of the time-domain waveform’s instantaneous frequency (see Fig. 1) shows that \( f_2 \) increases in the remnant becomes more compact and has a steep acceleration towards gravitational collapse \( \Omega \). Moreover, the instantaneous GW frequency has modulations with frequencies \( f_0 \approx O(1 \text{kHz}) \) that are stronger for remnants closer to collapse. These modulations are associated to the violent radial bounces of the remnant’s core prior to collapse. Other robust features of the spectrum are two secondary peaks at frequencies \( f_{2,\pm 0} \), respectively at larger and smaller frequencies than \( f_2 \). These features are associated to hydrodynamical modes in the remnant, e.g. [50] [69] and have been was tentatively interpreted as nonlinear coupling between \( f_2 \) and \( f_{2,\pm 0} \), in analogy to perturbations of rotating NS [70] [72]. The remnant’s signal from asymmetric binaries with mass ratio \( q \gtrsim 1.5 \) carries the imprint of the tidal disruption during merger. An example is shown in the bottom panel of Figure 4. The PM amplitude can be significantly smaller than in the equal-mass cases and the peaks at frequencies \( f_{2,\pm 0} \) are typically suppressed.

The evolution of a NS remnant beyond the GW-driven phase is highly uncertain at present. It requires detailed simulations of viscous and nuclear processes on timescales beyond hundreds of milliseconds, for example to quantify precisely the mass accreting or outflowing the central object. NS remnants after the GW-driven phase have an

---

1 This definition of prompt collapse implies negligible shocked dynamical ejecta because the bulk of this mass ejection comes precisely from the first core bounce [62]. Since it directly connects to the main dynamical feature of the merger process (shock and bounce) and to related observables, it is preferable to other empirical definitions based on collapse time from the moment of merger.

2 A commonly used terminology for short-lived remnant is hypermassive NS. This name is not appropriate for remnants since it refers to cold equilibrium. See [61] [67] and references therein.

3 Considering gauge-invariant energetics it is possible to associate to the remnant a dynamical frequency \( \Omega \) such that \( f_2 = \Omega /\pi \) and analogously for other modes.
excess of both gravitational mass and angular momentum when compared to equilibrium configuration with the corresponding baryon mass \([67, 73]\). Possible mechanisms to shed (part of) this energy are long-term GW instabilities \([74, 75]\) including one-arm instabilities \([53, 76]\), that would lead to potentially detectable, long GW transients at \(\lesssim 1\) kHz.

The PM model presented in the next sections describes the GW transient during the GW-driven phase and it builds on our previous work in Refs. \([10, 11]\). In particular, we devise new EOS-insensitive relations based on the tidal coupling constant \(\kappa_T^2\) and incorporate them in a partially informed model. We do not use empirical relations for modeling prompt collapse and instead design a model capable of inferring a generic collapse time from the observational data (but see e.g. Ref. \([14]\) for an application of prompt collapse quasiuniversal relations in data analysis context). Similarly, we account for the theoretical uncertainties of the EOS-insensitive using recalibration parameters inferred from the data.

### III. NRPMw Design

In order to develop an analytical NR-informed PM model for BNS mergers in the frequency-domain, we first introduce a truncated complex Gaussian wavelet \(W(t)\),

\[
W(t; \alpha, \beta, \gamma, \tau) = \begin{cases} 
    e^{\alpha t^2 + \beta t + \gamma} & \text{if } t \in [0, \tau] \\
    0 & \text{otherwise}
\end{cases}
\]

where \(\alpha, \beta, \gamma \in \mathbb{C}\) are time-independent parameters and the real interval \([0, \tau]\) defines the non-vanishing support of \(W\). The coefficients \(\{\alpha, \beta, \gamma\}\) can be interpreted as follows: \(\Re(\alpha)\) and \(\Re(\beta)\) determine respectively the concavity and the initial slope of the time-domain wavelet amplitude; \(\Im(\alpha)\) and \(\Im(\beta)\) define respectively the slope and the initial value of the time-domain frequency evolution; \(\gamma\) is an overall factor determining initial amplitude and phase.

The frequency-domain wavelet \(W(f)\) can be analytically computed from Eq. (7) using Gaussian integrals,

\[
W(f) = \frac{e^f}{\sqrt{2 \pi}} e^{-2z^2} \left[ \text{erfi}(z + \sqrt{\alpha} + \gamma) - \text{erfi}(z) \right],
\]

where \(z(f)\) encodes the frequency dependency,

\[
z(f) = \frac{\beta - 2\pi i f}{2\sqrt{\alpha}},
\]

and \(\text{erfi}(z)\) is the imaginary error function. For \(\alpha = 0\), Eq. (8) is not defined and it is directly replaced by a Lorentzian function. Moreover, a direct implementation of Eq. (8) can lead to floating point overflow in a certain portion of the parameter space. In these cases, we employ the analytical approximations discussed in App. A. Furthermore, we introduce a global time-shift \(\tau_0\) in order to allow the wavelet to move on the time axis. The time-shift \(\tau_0\) changes the wavelet support to \([\tau_0, \tau + \tau_0]\) and it is easily implemented by a unitary factor, i.e. \(W(f; \tau_0) = W(f) e^{-2\pi i f \tau_0}\).

The wavelet is the basic component of \(\text{NRPM}w\). In the following paragraphs we describe how different wavelets are combined based on the universal features of the PM signal that are identified by characteristic times (“nodes”, Sec. III.A). Then, we discuss the modeling of sub-dominant frequencies as additional wavelet modulations in Sec. III.B. The basic construction of the dominant \(\ell = m = 2\) mode is discussed Sec. III.C and the modeling of higher-order modes in Sec. III.D.

#### A. Nodal points

The time-domain strain has universal characteristic features at specific times, as pointed out in Ref. \([11]\) (see also Fig. 2). We call these times nodal points and indicate them as \(\{t_i\}\) for \(i = 0, 1, 2, 3\). Nodal points are identified as stationary points of the strain’s amplitude, that we indicate as \(\{A_i\}\). Differently from Ref. \([11]\), we assume \(t_{i+1} - t_i\) to be constant, for \(i = 0, 1, 2\). Hence, the nodal points can be reduced to two independent parameters: the moment \(t_0\) of the first amplitude’s minimum after merger, and a characteristic time-scale \(T_0\) that is computed as the difference \(t_3 - t_1\). The time-scale \(T_0\) defines the subdominant frequency \(f_0 \simeq T_0^{-1}\) that characterizes the modulations of the PM signal. A further time-domain node is introduced for the time of the remnant collapse \(t_{\text{coll}}\). Differently from \([11]\), here we do not introduce \(t_4\).

#### B. Amplitude and frequency modulations

Amplitude and frequency modulations (AMs, FMs) are prominent features of the PM spectrum, as discussed in Sec. II. NR simulations show that the main GW modulations are given in the \(m = 0\) channel, and are associated to the quasi-radial density oscillations of the remnant \([77]\). We associate this mode to the fundamental frequency \(f_0\) and, for the modeling of the \((2, 2)\) mode, we consider only the modulation couplings between \(f_2\) and \(f_0\). Moreover, we neglect possible frequency evolution of the subdominant mode \(f_0\), i.e. this frequency component is assumed to be constant in time. Modulation effects appear after the collision of the NS cores, for \(t > t_0\), when the remnant is strongly deformed and dynamically unstable.

AMs can be easily taken into account by employing a combination of wavelets. Labeling the amplitude-
modulated wavelet as $\tilde{W}$, we can write

$$
\tilde{W}(t) = W(t) \left[ 1 + \Delta_{am} \sin(\Omega_{am} t + \phi_{am}) \right] = W(t) - \frac{i\Delta_{am}}{2} \sum_{k=\pm 1} k W(t) e^{i(k(\Omega_{am} t + \phi_{am})}, \tag{10}
$$

where $\Delta_{am}$ defines the magnitude, $\Omega_{am}$ the modulation frequency and $\phi_{am}$ the initial phase of the AMs. Eq. (10) can be transformed in the Fourier space obtaining

$$
\tilde{W}(f) = W(f) - \frac{i\Delta_{am}}{2} \sum_{k=\pm 1} k W^{(k)}(f), \tag{11}
$$

where

$$
W^{(k)}(f) = W(f; \alpha, \beta + i k \Omega_{am}, \gamma + i k \phi_{am}, \tau). \tag{12}
$$

Eq. (11) shows explicitly that an amplitude-modulated wavelet $\tilde{W}$ can be easily written in terms of the Gaussian wavelets $W$ and it introduces two subdominant contributions in the Fourier domain that are displaced with respect to the primary peak of $\pm \Omega_{am}$.

FMs affect the phase evolution of the time-domain wavelet. We implement a FM wavelet $\tilde{W}$ defining the frequency evolution as

$$
\omega_{\tilde{W}}(t) = \omega_W(t) - \Delta_{fm} e^{-\Gamma_{fm} t} \sin(\Omega_{fm} t + \phi_{fm}), \tag{13}
$$

where $\omega_{\tilde{W}}$ is the instantaneous frequency of the frequency-modulated wavelet $\tilde{W}$, $\omega_W$ is the instantaneous frequency of the Gaussian wavelet $W$, and $\Delta_{fm}$, $\Gamma_{fm}$, $\Omega_{fm}$, $\phi_{fm} \in \mathbb{R}$ are the parameters that define the FM, i.e. $\Delta_{fm}$ is the initial frequency displacement, $\Gamma_{fm}$ the inverse damping time, $\Omega_{fm}$ the modulation frequency and $\phi_{fm}$ the initial phase. Using Taylor expansion, the frequency-modulated wavelet $\tilde{W}$ can be rewritten in terms of the frequency-domain Gaussian wavelet $W$. A detailed discussion on the analytic form of $\tilde{W}(f)$ is provided in App. [3]. Note that, differently from the AMs shown in Eq. (10), the FM contribution presented in Eq. (13) includes damped behavior, i.e. $\Gamma_{fm} \neq 0$ a priori. This term is needed to properly characterize the different time-scales of the PM frequency components $f_2$ and $f_0$.

Combining the definitions of $\tilde{W}$, Eq. (11), and $\tilde{W}$ (see Eq. (13)), it is possible to write a general modulated Gaussian wavelet, labeled as $\tilde{W}$. We consider AMs over the interval $[t_0, t_3]$ and FM for $t < t_0$. We fix the modulation frequencies to $\Omega_{am} = \Omega_{fm} = 2\pi f_0$. Then, the AM amplitude $\Delta_{am}$ and phase $\phi_{am}$ are fixed by the values of the GW amplitudes at the nodal points nodal points, i.e. $\{t_i, A_i\}$ for $i = 1, 2, 3$. The FM inverse damping time $\Gamma_{fm}$ is assumed to be identically zero for $t < t_1$; then, it is fixed to a constant positive value calibrated on NR data (see Sec. IV). Furthermore, NR simulations show that AMs and FMs approximately fluctuate in opposite directions [11]; i.e. amplitude maxima occur at frequency minima and viceversa. The FM phase $\phi_{fm}$ is fixed in order to satisfy this requirement.

![Fig. 2](image_url)

**FIG. 2.** Exemplary case showing the morphology of NRPMw model. Different wavelet components are reported with different colors: $W_{fus}$ in blue, $W_{bnc}$ in orange, $W_{pul}$ in green, and $W_{peak}$ in purple. The top panel shows the time-domain components and the overall GW amplitude $A(t)$ (black line) highlighting the characteristic times with vertical lines, i.e. the time of the merger $t_{merg}$, the nodal points $t_i$ for $i = 0, 1, 2, 3$ and the time of collapse $t_{coll}$. The bottom panel shows the Fourier spectra of each component, the overall $h_{22}$ spectrum (black line) and the characteristic PM frequencies (vertical lines), i.e. the merger frequency $f_{merg}$, the PM peak $f_2$ and the subdominant couplings $f_{2\pm 0} = f_2 \pm f_0$.

### C. Wavelet combination

The NRPMw model is constructed by describing each part of the PM signal between different nodal points with a modulated wavelet component. The overall strain $h_{22}$ is computed summing all the contributions. The use of wavelets allow us to assign a clear interpretation of each parameter employed in the model. The combination of different wavelets can capture rather complex signal morphologies.

In NRPMw, the physical quantities (times, amplitudes and frequencies) are estimated using quasuniornal relations calibrated on NR simulations (see Sec. IV). This allows us to design a fully informed model that can connect the signal’s morphology to the intrinsic parameters of the BNS system (masses, spins and tidal parameters). However, some wavelet parameters could be let unconstrained and directly inferred from observational data [2] or they could be reconstructed with regression methods directly from NR simulations [9].

The time-domain $\ell = m = 2$ mode is modeled employing a combination of four different wavelet components,

$$
h(t) \approx W_{fus}(t) + W_{bnc}(t) + W_{pul}(t) + W_{peak}(t), \tag{14}
$$

assuming continuity in amplitude and phase (except for
a phase-shift \( \phi_{PM} \), see later) for the time-domain counterpart. Detailed expressions are given in App. \( C \). The combination of wavelets includes the following terms that are shown in color in Fig. 2:

1. \( W_{\text{fas}} \) describes the signal after merger and up to \( t_0 \), corresponding to the fusion of the NS cores. The wavelet has an initial frequency \( f_{\text{msg}} \) and non-vanishing frequency drift that can be positive or negative depending on the properties of the binary;

2. \( \widetilde{W}_{\text{bnc}} \) describes the signal corresponding to the bounce after the collision of the cores. The phase here has a discontinuity \( \phi_{PM} \) at \( t_0 \). Moreover, for \( t > t_0 \), all wavelets include FMs with the subdominant frequency \( f_0 \);

3. \( \widetilde{W}_{\text{pal}} \) describes the emission up to \( t_3 \) during which the remnant is typically highly dynamical. Since the largest amount of the GW luminosity is emitted at times \( \lesssim 5 \) ms \( [24] \), this component also includes AMs with the subdominant frequency \( f_0 \);

4. \( \widetilde{W}_{\text{peak}} \) describes the signal after the luminosity peak by a damped sinusoidal with initial frequency \( f_2 \), a frequency evolution parametrized by the drift \( \alpha_{\text{peak}} \) (also referred as \( \Im (\alpha_{\text{peak}}) \) in App. \( C \)). This component characterizes the dominant Fourier peak and it lasts until the time of collapse \( t_{\text{coll}} \).

Additionally, the GWs emitted by the collapse and BH ringdown can be modeled as a fifth term in Eq. (14). \( W_{\text{coll}} \) (see App. \( C \) for a detailed discussion). Knowing the properties of the final BH, this component could be modeled with the quasi-normal modes of the remnant \( [78, 79] \). For simplicity, however, we set here \( W_{\text{coll}} = 0 \).

Figure 2 shows an example of the discussed contributions in time- and frequency-domain, with the different terms appearing in Eq. (14) shown in different colors. The overall spectrum shows the typical PM patterns: a dominant quasi-Lorentzian peak, a weaker peak at lower frequencies corresponding to the merger dynamics and subdominant peaks due to AMs and FMs. The superposition of the wavelet components generates several local minima and maxima in the overall \( h_{22} \) spectrum. Moreover, the destructive interference of the wavelets originates a local minimum typically located between \( f_{\text{msg}} \) and \( f_2 \). This feature is also generally observed in BNS PM spectra extracted from NR simulations. Moreover, the sharp cut at \( t_{\text{coll}} \) in time-domain waveform originates the ringing effects observed in the \( h_{22} \) spectrum.\(^5\) The further inclusion of \( W_{\text{coll}} \) will mitigate this effect, yielding to a smoother waveform representation.

Overall, the model is characterized by 17 parameters, that are the characteristic frequencies, amplitudes, times and phases that define instantaneous GW amplitude and frequency (see App. \( C \)). Most of these quantities can be related to the binary properties using NR information.

### D. Higher-order modes

NR simulations show prominent coupling effects in higher mode (HM) terms of BNS PM transients, similarly to what we discussed for the dominant (2,2) mode. Also for this reason, the power of HM contributions in BNS PM radiation is considerably larger compared with the pre-merger dynamics \( [57, 80] \). For typical BNS systems, these contributions cover a relatively broad spectrum, roughly from \( \sim 500 \) Hz to 5–7 kHz.

In general, HM contributions can be modeled as a combination of wavelets with different frequencies imposing continuity in amplitude and phase. For \( m \neq 0 \), the characteristic peak frequencies of HMs can be approximated using the quadrupolar term employing the multipolar scaling, i.e. \( f_\text{hm} \approx (m/2) f_2 \). However, the hierarchy of frequency couplings is not fully resolved. A detailed analysis of these subdominant features might require better resolved simulations to robustly identify the trend in the spectra. We remand the inclusion of HM PM characteristic properties to a future study.

### IV. NR CALIBRATION

The NRPMw model has 17 parameters, i.e.

\[
\theta_{\text{PM}} = \{ \phi_{\text{PM}}, \phi_{\text{fm}}, t_0, t_{\text{coll}}, A_{\text{msg}}, A_0, A_1, A_2, A_3, f_{\text{msg}}, f_2, f_0, \Delta_{\text{fm}}, \Gamma_{\text{fm}}, \Re (\beta_{\text{peak}}), \Im (\alpha_{\text{fas}}), \Im (\alpha_{\text{peak}}) \},
\]

that can be mapped to the binary parameters,

\[
\theta_{\text{bin}} = \{ m_1, m_2, \Lambda_1, \Lambda_2, \chi_1, \chi_2 \},
\]

using NR simulations. We chose to map only a subset of \( \theta_{\text{PM}} \) and let some other parameters to be determined by the inference or any other minimization procedure with given data. In particular, we map the following 13 parameters

\[
\theta_{\text{fit}} = \{ A_{\text{msg}}, A_0, A_1, A_2, A_3, f_{\text{msg}}, f_2, f_0, t_0, \Re (\beta_{\text{peak}}), \Im (\alpha_{\text{fas}}), \Delta_{\text{fm}}, \Gamma_{\text{fm}} \},
\]

we fix \( \phi_{\text{fm}} \) by the AMs and the FMs as discussed in Sec. III B and we leave three additional degrees of freedom,

\[
\theta_{\text{free}} = \{ \phi_{\text{PM}}, t_{\text{coll}}, \alpha_{\text{peak}} \}.
\]

This choice is motivated by the fact that these three parameters cannot be robustly mapped using NR data.

\(^5\) This can be easily seen performing the convolution product of a sinusoidal wavelet with a Heaviside function.
The PM phase $\phi_{\text{PM}}$ shows a strong dependence on the simulation’s grid resolutions and on the physical models, e.g. [81][83]. The time of collapse $t_{\text{coll}}$ is difficult to robustly determine from simulations due to its dependence on grid resolution [11]; moreover, it strongly depends on the properties of the nuclear EOS and might be biased by the relatively small EOS set available [16][23][84]. The frequency drift $\alpha_{\text{peak}}$ is also connected to the collapse dynamics and, as such, it can be affected by various processes, especially in long-lived remnants. For example, we discuss in App. [7] the dependency of $\alpha_{\text{peak}}$ on the turbulent viscosity in a subset of simulations.

The calibration set of binaries includes the public available non-precessing NR simulations of the CoRoT [85][86] and the SACRA [87][89] databases, plus additional data from simulations of Ref. [16][57][90] with the BLh and BLQ EOS. The CoRoT database includes data computed with two different NR codes, BAM [91][92] and THC [63] and simulate microphysics, neutrino transport (with various schemes) and turbulent viscosity. The final dataset is composed by 618 simulations and it includes 190 different binary configurations computed with three independent NR codes and 21 different EOSs. The finite temperature, composition-dependent EOSs are BHBΛ $\phi$ [102], ENG [103], MPA [104], MS1 [105], SLy hereafter]; the EOSs in piecewise polytropic forms DD2 hereafter], LS220 [99], SFHo [100], SRO(SLy) [101, BLh [95, 96], BLQ [16, 95, 96], HS(DD2) [97, 98], DD2 hereafter], LS220 [99], SFHo [100], SRO(SLy) [101]. The intrinsic parameters of the data cover the densities in terms of the spin

\[ p_i^T = a_i^T (1 + b_i^T X). \]

and $p_i^T = a_i^T (1 + b_i^T X)$. The term

\[ Q^T = \frac{1 + p_i^T \kappa_1^T + p_i^T \kappa_2^T}{1 + p_i^T \kappa_1^T + p_i^T \kappa_2^T}. \]

takes into account tidal effects in terms of $\kappa_i^T$ and with $p_i^T = a_i^T (1 + b_i^T X)$. The coefficients $\{a_i, b_i\}$ are determined fitting the NR data. We note that the choice of the fitting function in Eq. [19] might be not unique nor optimal; we have experimented with few functions and found Eq. [19] sufficiently simple, general and accurate for our purposes. The choice of a rational function for $Q^T(\kappa_i^T)$ is instead motivated by previous works [10][11][10][11]. Finally, we stress the importance of using mass-rescaled quantities in quasiumversal relations [10][11]; App. [7] demonstrates that factorizing the (trivial) binary mass scale is key to obtain EOS-insensitive relations.

The fitting is performed using a least squared method. Denoting by $Q_i^{\text{NR}}$ any NR quantity of interest extracted from the $i$-th NR simulation and $Q_i^{\text{fit}}$ its fit, we define the relative residual of the $i$-th NR simulation,

\[ r_i = \frac{Q_i^{\text{fit}} - Q_i^{\text{NR}}}{Q_i^{\text{fit}}}, \]

and minimize $\chi^2 = \sum r_i^2$. For each calibrated PM parameter, Table [7] reports the calibrated coefficients and the associated relative error, defined as the standard deviation of the relative residuals, i.e. $\sqrt{\text{Var}(r_i)}$. For later purposes (see Sec. [V A]), we report in Table [7] the Kullback–Leibler divergence $D_{\text{KL}}$ between the distribution of the residuals $r_i$ and a normal distribution with zero mean and variance $\text{Var}(r_i)$. This quantity allows us to verify the Gaussian character of the residuals.

In the following, we discuss the fit results, i.e. empirical relations for the merger properties (Sec. [IV A]), for the characteristic PM frequencies and amplitudes (respectively Sec. [IV B] and Sec. [IV C]) and for the late-time properties (Sec. [IV D]).

### A. Merger properties

Among all the quantities of interest, the amplitude and the frequency at merger, respectively $A_{\text{mrg}}$ and $f_{\text{mrg}}$, are properties that can be extracted with good accuracy from NR data [11][110]. Our new relations have 1-$\sigma$ errors smaller than 3%, as shown in Tab. [7]. These relations are constructed to match the binary black hole (BBH) values for $\kappa_i^T \rightarrow 0$; the limiting values are taken from the EOB model of Ref. [109].

The slope parameter $\chi(\alpha_{\text{fus}})$ characterizes the derivative of the GW frequency immediately after merger, i.e.
| $\alpha_{\text{eq}}/M$ | Range | $a_1$ | $a_2$ | $a_3$ | $a_4$ | $\chi^2$ | Error | $D_{K_L}$ |
|------------------|-------|-------|-------|-------|-------|--------|-------|----------|
| $\alpha_{\text{eq}}/M$ | $[0.159, 0.313]$ | 0.3948 | -1.133 | -0.02922 | -2.593 | 0.03902 | 5.1846 $\times 10^{-3}$ | 0.06033 | 1.380 $\times 10^{-4}$ | 10.41 | 54.51 | 10.83 | 54.54 | 189 | 1.8% | 0.26 |
| $\alpha_{\text{eq}}/M$ | $[2.94 \times 10^{-3}, 0.6999]$ | 0.02336 | 0 | 1.077 | 260.4 | $-1.318 \times 10^{-3}$ | 0 | 0 | 0 | $-4.314$ | 0 | 0 | 0 | 267 | 66% | 0.14 |
| $\alpha_{\text{eq}}/M$ | $[0.0262, 0.236]$ | -0.05641 | -5 | -1.135 | 146.8 | $-0.8343$ | 3.882 $\times 10^{-4}$ | 0.246 | 0 | $-5$ | 0 | 0 | 0 | 13.2 | 15% | 0.18 |
| $\alpha_{\text{eq}}/M$ | $[4.76 \times 10^{-3}, 0.175]$ | 0.1667 | -5.135 | -3.796 | -28.47 | 0 | 5.774 $\times 10^{-3}$ | 0 | 0 | 0 | 4.027 $\times 10^{-3}$ | 78.2 | 38% | 0.077 |
| $\alpha_{\text{eq}}/M$ | $[5 \times 10^{-3}, 2.04 \times 10^{-1}]$ | 0.1662 | 0.1072 | -2.046 | -45.06 | $-7.86 \times 10^{-3}$ | 0 | 1.354 | $\times 10^{-3}$ | 0 | $-1423$ | 0 | 284.7 | 38.4 | 26% | 0.044 |
| $M_{\text{test}}/\alpha$ | $[0.0554, 0.141]$ | 0.2276 | 0.9231 | 0.5938 | -1.994 | 0.03445 | 5.58 $\times 10^{-6}$ | 0.08045 | 1.313 $\times 10^{-4}$ | 13.83 | 517.4 | 12.75 | 139.8 | 4.33 | 2.0% | 0.05 |
| $M_{\alpha}$ | $[0.0216, 0.0512]$ | 0.0881 | 22.81 | 0.2925 | 25.0 | 0.007023 | -1.782 $\times 10^{-6}$ | 0.00547 | 6.35 $\times 10^{-6}$ | 5.428 | 0 | 39.29 | 0 | 8.314 | 3.9% | 0.029 |
| $M_{f}$ | $[1.86 \times 10^{-3}, 0.0441]$ | 0.0724 | 19.32 | -1.957 | -75.77 | $-2.967 \times 10^{-3}$ | 8.484 $\times 10^{-6}$ | 8.584 $\times 10^{-3}$ | 0 | 20.49 | 21.5 | 10.47 | 0 | 107 | 45% | 0.10 |
| $M_{b}$ | $[8.69 \times 10^{-3}, 0.0288]$ | 0.0325 | -0.2994 | -0.2329 | 4.768 | 3.584 $\times 10^{-3}$ | 0 | 0.0153 | 0 | $-11.96$ | 0 | $-3.22$ | 0.9 | 5.1 | 11.2% | 0.72 |
| $M_{N}(\text{test})/\alpha$ | $[6 \times 10^{-4}, 6.5 \times 10^{-4}]$ | 0.1912 | 4.074 | -1.573 | 100 | 0.05884 | 0 | 3.896 | 0 | $-5.293$ | 0 | 0 | 0 | 97.7 | 27% | 0.042 |
| $M_{N}^{(\text{test})}/\alpha$ | $[-3.3 \times 10^{-4}, -5.8 \times 10^{-4}]$ | 0.003721 | -1.799 | 0.5555 | -7.167 | 0.0129 | -2.419 $\times 10^{-3}$ | 0.00503 | 1.882 $\times 10^{-4}$ | -28.64 | -36.18 | 19.53 | 7.690 | 246 | 75% | 0.7 |
| $M_{\Delta_{\text{test}}}$ | $[-1.5 \times 10^{-4}, -0.000]%$ | 0.05119 | 0.4944 | -3.734 | -145 | $-6.25 \times 10^{-5}$ | -1.728 $\times 10^{-6}$ | 0.01944 | 0 | $-7.936$ | 1.882 | 100 | 0 | 278 | 74% | 0.041 |
| $M_{\Delta_{\text{test}}}$ | $[0, 0.05]$ | 0.1637 | 0.2093 | -0.2997 | 24.5 | 0.02195 | 0 | 0.3528 | 0 | $-0.511$ | 0 | 74.27 | 0 | 126 | 98% | 1.05 |

**FIG. 3.** Quasi-universal relation for the PM peak frequency $f_2$ as function of the tidal polarizability $\kappa_T^2$. Top panel: calibrated relations (black lines) compared to NR data (colored dots) extracted from the CoRe and the SACR databases. Each color corresponds to a different EOS. NR medians and error-bars are reported averaging over different numerical resolutions (when available) for the same binary configuration. Bottom panel: Relative residuals between the calibrated relation and the NR data validation set. The gray areas show the 50% (dark) and 90% (light) credible regions of the residuals.

$\mathcal{Z}(\alpha_{\text{fus}}) \propto (df/dt)_{\text{mag}}$. For every NR simulation, we estimate this property from the (2, 2) time-domain waveform as the mean value of $df/dt$ within the range [f_{\text{mag}}, t_0]. The calibrated relation for $\mathcal{Z}(\alpha_{\text{fus}})$ shows larger uncertainties compared to f_{mag}, as reported in Tab. 1. However, the presented relation shows clear trends in the tidal parameter and in the mass ratio. In particular, large-mass-ratio binaries (i.e. $q \gtrsim 1.5$) show $\mathcal{Z}(\alpha_{\text{fus}}) \lesssim 0$ due to tidal disruption.

Another early-PM quantity is the time of the first amplitude minimum $t_0$. This quantity is extracted from the time-domain waveform and can be well captured by the our relations within $\sim 10\%$. NR simulations of binaries with $q \gtrsim 1.5$ generally show increasing $t_0$ due to tidal disruption. Also the calibrated relations for $\mathcal{Z}(\alpha_{\text{fus}})$ and $t_0$ include a robust BBH limit for $\kappa_T^2 \rightarrow 0$ within the nominal error bars.

### B. PM frequencies

We extract the main PM frequency $f_2$ from NR PM spectra of the (2, 2) mode. Generally, the $f_2$ frequency is estimated as the global maximum of the PM spectrum; however, when modulations are prominent and the PM portions are short (i.e. $\lesssim 8$ ms), the $f_2$ contribution is no longer the dominant peak and it needs to be identified in the local maxima. As shown in Tab. 1, the quasiversal relation for $f_2$ is accurate to $\sim 4\%$ at $1-\sigma$ level (6-7% at 90% credibility level), that corresponds to an error of about 100 Hz (200 Hz). The latter is typically smaller than the FWHM of the spectrum peaks. Figure 3 shows this quasiversal relation: the frequency $M f_2$ primarily correlates with the tidal polarizability $\kappa_T^2$, while mass ratio and spin contributions mildly affect the overall value of this quantity.

The bottom panel of Fig. 3 shows data points with deviations larger than 2 $\sigma$. Around $\kappa_T^2 \approx 207$, it is possible to identify a cluster of NR data corresponding to spinning unequal-mass H4 binaries $1.65+1.10 M_\odot$ with different combinations of spins [18, 60]. For these large mass-ratio cases, the spin correction employed in Eq. 19 will be improved in a future work when more data will be available. The largest residual (15%) is given by a non-spinning equal-mass binaries BHB/Al $1.50+1.50 M_\odot$ [29] and BLQ 1.40+1.40 $M_\odot$ [19]. In both cases, the remnant collapses into BH shortly after merger, i.e. $t_{\text{coll}} \lesssim 3$ ms, and the determination of the peak and secondary frequencies from this signal is rather delicate due to the short duration of the transient. From the Fourier spectra, it is possible to identify two dominant broad peaks at frequencies
\[ M_{f_2-0} \simeq 0.036 \quad \text{and} \quad M_f \simeq 0.048 \] for the BHBAφ binary and \[ M_{f_2-0} \simeq 0.036 \quad \text{and} \quad M_f \simeq 0.047 \] for the BLQ binary. These values agree with the estimate of \( M_{f_0} \) coming from the instantaneous GW frequency; however, the peak widths vary depending on the window used to smooth the NR data and it is not possible to clearly identify a carrier frequency and a modulation magnitude from the time-domain waveform. Consistently with Ref. [11], we chose to identify the second peak with \( f_2 \) and conservatively include it in the determination of the quasiuniversal relation. In contrast, the choice of the first peak as \( f_0 \) would be consistent with Ref. [16, 25], and the datapoints would not be outliers in the residual plot.

The value of the frequency \( f_0 \) is estimated as \( f_0 = T_0^{-1} \simeq (t_3 - t_1)^{-1} \) (Sec. III A). The frequency \( f_0 \) shows a non-monotonic dependency on the tidal coupling \( \kappa_T^2 \) for \( q \simeq 1 \). The relative error associated with \( f_0 \) is \( \sim 60\% \), that is considerably larger than the error on the peak frequency \( f_2 \). This uncertainty can be related to the method used to estimate \( f_0 \) and to the numerical error that affects amplitude fluctuations. In principle, the frequency \( f_0 \) can also be extracted from the \( (\ell = 2, m = 0) \) mode of the GW waveform. However, numerical errors appear to be larger for HM components, due to the lower magnitude of the strains, and the corresponding spectra do not show neat and unambiguous Fourier peaks, yielding to less accurate calibrated relations.

C. PM amplitudes

The PM amplitudes \( A_1, A_2 \) and \( A_3 \) are extracted from the time-domain NR data and they show a decreasing trend for increasing \( \kappa_T^2 \) and for increasing mass ratio, similarly to Ref. [11]. This can be understood as the effects of stiffer EOSs and larger mass ratios that produce less violent dynamics in the remnant (for a fixed \( M \)). As a consequence of tidal disruption, the first amplitude \( A_0 \) increases with increasing mass ratio. Overall, these quantities show errors between 15\% and 40\%, except for \( A_0 \), which shows an error \( \gtrsim 60\% \) since this quantity is comparable in magnitude to NR errors.

D. Late-time features

The damping time \( \Re(\beta_{\text{peak}}) \) of the decaying tail in \( \text{NRPMw} \) is estimated from NR data using the approximation for exponential sinusoidal functions, i.e. \( \Re(\beta_{\text{peak}}) \simeq \max(A(t))/[2 \max(A(f))] \), where \( \max(A(t)) \) is the maximum amplitude of the time-domain waveform and \( \max(A(f)) \) is the maximum amplitude of the frequency-domain spectrum. Despite errors of \( \sim 30\% \), the calibrated relation has a physically reasonable trend. For example, \( \Re(\beta_{\text{peak}}) \) decreases for increasing mass ratios, in agreement with the tidally disruptive dynamics of high-mass ratio mergers.

The FM displacement \( \Delta_{m} \) is estimated from the time-domain NR waveforms as the largest displacement in the instantaneous GW frequency \( f_{22}(t) \) from the PM peak \( f_2 \). The \( \Delta_{m} \) predictions show similar trends and comparable values to \( f_0 \) for equal-mass binaries. More significant differences emerge instead as the mass-ratio get larger.

The PM damping time \( \Gamma_{m} \) is also estimated from the time-domain NR data fitting a damped sinusoidal to the instantaneous GW frequency. This quantity has the less accurate relation among the presented cases (\( \sim 90\% \)) due to the large errors introduced by the extraction method.

V. VALIDATION

We validate the \( \text{NRPMw} \) model by computing its faithfulness \( F \) against 102 NR waveforms of Refs. [11, 57, 62, 73, 90, 112] that were not used for the calibration. Among the considered simulations, 12 binaries show prompt collapse into BH. The validation set is composed by NR simulations of non-spinning BNS performed with THC that include different neutrino treatments, turbulent viscosity schemes and five EOSs, i.e. BHBAφ, DD2, LS220, SFHo, and SLy. The intrinsic binary properties cover the ranges \( M \in [2,6,3.4] M_{\odot} \), \( q \in [1,1.8] \) and \( \kappa_T^2 \in [47,199] \). The unfaithfulness \( F = 1 - F \) between two waveform templates, say \( h_1 \) and \( h_2 \), is defined as

\[
F(h_1,h_2) = 1 - \max_{\tau_{\text{merge}},\phi_{\text{merge}}} \frac{(h_1|h_2)}{\sqrt{h_1|h_1}}(h_2|h_2),
\]

where the maximization is performed over the coalescence time and phase, respectively \( \tau_{\text{merge}} \) and \( \phi_{\text{merge}} \). The inner product \((h_1|h_2)\) is

\[
(h_1|h_2) = 4\Re \int |h_1(f)|^2 |h_2(f)|^2 S_{n}(f) \, df,
\]

where \( S_{n}(f) \) is the power spectral density (PSD) of the detector. We employ the PSD curve of the next-generation detector ET [2, 3] (configuration D). The unfaithfulness is computed between the PM part of the NR waveform and the \( \text{NRPMw} \) for the same intrinsic parameters, i.e. \( F(h_{\text{NR}},h_{\text{NRPMw}}) \), over the frequency range \([1,8]\) kHz.

Moreover, we compare the NR faithfulness of \( \text{NRPMw} \) to that of the time-domain \( \text{NRPM} \) model introduced in Ref. [11]. Note that \( \text{NRPM} \) can be also enhanced with the parameters \( \{\alpha, \beta, \phi_{\text{PM}}\} \), that are analogous to \( \{\alpha_{\text{peak}}, \tau_{\text{coll}}, \phi_{\text{PM}}\} \) for \( \text{NRPMw} \) and further discussed in App. [E]. The main differences between the two models are the following. The frequency evolution of \( \text{NRPMw} \) around merger is fully calibrated on NR data, while \( \text{NRPM} \) uses a post-Newtonian approximation. The quasiuniversal relations used in \( \text{NRPM} \) are not calibrated on SACRA data, although they are compatible with the new ones computed here for \( \text{NRPMw} \). Moreover, \( \text{NRPMw} \) includes a full
description of damped FM effects and it permits the cal-

In the following sections, we discuss the introduc-
tion of the recalibration parameters for both time- and
frequency-domain models (Sec. V A) and we present the
unfaithfulness results (Sec. V B) computed on the inde-
pendent validation set of NR data.

A. Recalibrations

The EOS-insensitive relations developed in Sec. IV carry intrinsic uncertainties due to small violations of
universality (EOS dependence) and/or fitting inaccuracies. Calibration errors of the empirical relations should be taken into account every time such mappings are em-
ployed, in particular during the calculation of fitting fac-
tors and during parameter estimation, in order to per-
form robust predictions. This can be done by introduc-
ing appropriate parameters associated with the fluctua-
tion of the residuals. A by-product of this process is that
the model can improve its performance in describing the
data.

Labeling $Q$ a generic quantity estimated from a qua-
siuniversal relation calibrated on NR data, we introduce an associated recalibration $\delta_\Theta$ that affects the prediction $Q^{\text{fit}}$ of the EOS-insensitive relation as

\[
Q = Q^{\text{fit}} (1 + \delta_\Theta). \tag{25}
\]

The recalibration $\delta_\Theta$ corresponds to a fractional displace-
ment from the prediction $Q^{\text{fit}}$ of the quasiuniversal rela-
tion. The recalibration procedure employed here is similar to the spectral calibration envelopes used in GW
analyses [113]. However, here we aim to integrate the model’s uncertainties in the inference rather than the instru-
mental errors. A similar approach has been used in [18] (Sec. 5).

In GW inference applications, the recalibrations of each calibrated PM property are treated as standard par-

ameters. In this context, it is key that the prior distri-

bution used in the inference is a good representation of the
residuals of the EOS-insensitive relation. This allows us to perform a rigorous marginalization on the theo-
retical uncertainties of the model, delivering more robust
and conservative estimates. Interestingly, under the as-
sumption that the NR error is subdominant compared to
the physical breaking of quasiuniversality, the measure-
ment of the recalibration parameters from the data could also be used to distinguish between different EOSs and
observatively probe the breaking of quasiuniversality.

A robust characterization of the NR errors is needed in order to employ a coherent prior distribution for the
recalibration parameters in the GW inference routines.

In principle, the uncertainties associated to an EOS-
insensitive relation can be estimated as functions of the
employed parameters using regressive methods or param-
eter estimation techniques. Following the methods of
Ref. [18] [113], an alternative and simpler approach is to
consider a normally distributed prior distribution with
variance prescribed by the errors of the residuals (see Tab. I). Thus, the relative errors of the EOS-insensitive
relations are key quantities, since they define the theo-
retical uncertainties of the model.

Figure 4 illustrates the use of recalibrations in NRPMw
for an example case. The recalibration parameters $\delta_{\text{fit}} = \{\delta_i\}$ are considered for each element of $\Theta_{\text{fit}}$. These additional degrees of freedom mildly affect the merger portion, i.e. $t < t_0$ due to the accuracy of the empirical relations close to merger. However, the recalibration
coefficients have a larger effect on the late-time PM features whose EOS-insensitive relations introduce larger uncertainties. Analogously, the recalibrations can be in-

B. Unfaithfulness

We compare here the NR faithfulness results for NRPMw
and NRPM. In Figure 5 we report histograms of the un-
faithfulness computed on the validation NR sample of

(a) NRPM without resorting to minimization methods;

(b) NRPM minimizing over the additional PM parame-
ters $\{\alpha, \beta, \phi_{\text{PM}}\}$ and setting $\delta_{\text{fit}} = 0$;

(c) NRPM with recalibration parameters $\delta_{\text{fit}}$ and mini-

mizing over $\delta_{\text{fit}}$ and $\{\alpha, \beta, \phi_{\text{PM}}\}$;

(d) NRPMw minimizing over the additional PM parame-
ters $\Theta_{\text{free}}$ and setting $\delta_{\text{fit}} = 0$;

(e) NRPMw with recalibration parameters $\delta_{\text{fit}}$ and mini-

mizing over $\delta_{\text{fit}}$ and $\Theta_{\text{free}}$.

In particular, the minimization procedure is performed as
follows. For each NR waveform, we compute the corre-

corresponding NRPMw (or NRPM) template fixing the intrin-
sic parameters $\Theta_{\text{bin}}$ to the values of the NR simulation
and estimating the additional parameters ($\Theta_{\text{rec}}$ and $\delta_{\text{fit}}$) minimizing the unfaithfulness $\bar{F}$, i.e. Eq. (23), using a
differential evolution method [114]. For each case and for each NR data, the additional degrees of freedom are independently varied over a physically-motivated range \footnote{For NRPMw, we set the time of collapse $t_{\text{coll}} \geq t_0$, the frequency drift $\mathcal{F} \alpha_{\text{peak}} \in [-10^{-5}, 10^{-5}]$, the PM phase $\phi_{\text{PM}} \in [0, 2\pi]$ and the recalibrations $\delta_i \in [-4\pi, 4\pi]$, where $i$ runs over the calibrated PM quantities and $\sigma_i$ is the corresponding standard deviation of the NR residuals (see Tab. I).} in order to estimate the minimum $\bar{F}$.

Case (a) gives results comparable to [11], with me-
dian value $\bar{F}$ equal to 0.45 and few cases with $\bar{F} \leq 0.1$
FIG. 4. Effect of recalibration terms on NRPMw waveform. The figures show exemplary templates of the GW plus polarization $h_+$ in the time-domain (left) and in the frequency-domain (right). The template has been computed for the parameters $M = 2.5 \, M_\odot$, $q = 1.08$, $\alpha_\text{peak} = 0.013 \, \text{kHz}^2$, $\phi_{\text{PM}} = \pi/2$ and locating the source at a luminosity distance of 40 Mpc. Black lines show the exact NRPM predictions, i.e., the recalibration parameters are identically zero, $\delta_{\text{fit}} = 0$. The colored lines show three exemplary cases where the values of the recalibrations $\delta_{\text{fit}}$ have been randomly extracted from a zero-mean normal distribution with variance prescribed by the errors of the residuals.

$$\delta_{\text{fit}} \sim \mathcal{N}(0, \sigma)$$

FIG. 5. Recovered unfaithfulness $\mathcal{F}$ between PM models and NR data of the validation set [11] [21] [22] [23] [24] [112] employing ET-D sensitivity [25] [26]. For NRPM [11] (thin lines), we compute $\mathcal{F}$ with the standard model (a), including PM parameters (b) and also the recalibrations (c). Analogously, the $\mathcal{F}$ recovered for NRPMw (thick lines) include the PM parameters (d) and also the recalibrations (e). The dashed histogram shows the $\mathcal{F}$ for case (d) computed over the calibration set.

$$\mathcal{F} = \frac{\sigma_{\text{NRPM}}}{\sigma_{\text{PM}}} - 1$$

(2%). Indeed, the only differences between this work and Ref. [11] are the PSD and the different validation set. In case (b), the inclusion of the free parameters $[\alpha, \beta, \phi_{\text{PM}}]$ improves the faithfulness of NRPM by shifting the median value to $\mathcal{F} \simeq 0.27$, but the majority of the recovered values (97%) lies above $\mathcal{F} = 0.1$. The additional inclusion of the recalibration parameters, shown in case (c), considerably enhances the quality of the recovered waveforms, since $\mathcal{F}$ decreases with median $\mathcal{F} = 0.06$ and down to $\mathcal{F} \sim 0(10^{-4})$, corresponding to short-lived remnants and prompt BH collapses. The fraction of cases with $\mathcal{F} < 0.1$ corresponds to 83% and we recovered $\mathcal{F} < 0.2$ for all binaries in the validation set.

Moving to the novel NRPMw model, case (d) show an overall improvement in the faithfulness compared to the equivalent case (b), with median $\mathcal{F} \sim 0.13$ and a fraction of 38% with $\mathcal{F} < 0.1$. We attributed this enhancement to the modeling choices employed in NRPMw, since the number of parameters minimized ($\theta_{\text{free}}$) is the same as case (b). Moreover, case (d) shows a small cluster with $\mathcal{F} \lesssim 3 \times 10^{-2}$ (~20%), mainly populated by short-lived remnant and prompt BH collapses. In case (e), the additional inclusion of recalibration terms considerably improves the agreement of NRPMw to the NR data. We obtain a median $\mathcal{F}$ of $2.5 \times 10^{-2}$ and report 94% of the validation set with $\mathcal{F} < 0.1$. We recover similar statistics applying case (e) over the six-hundred NR simulations of the calibration set, shown with dashed line in Figure 5. Moreover, the histogram (e) shows that the cluster constituted by short-duration signals moves toward $\mathcal{F} = 10^{-2}$ and we recovered values comparable to or smaller than $\mathcal{F} = 3 \times 10^{-2}$ for several long-duration transients, such as SLy 1.30+1.30 M$_\odot$, and unequal-mass binaries, such as DD2 1.50+1.25 M$_\odot$. The overall improvement with respect to the comparable case (c) is roughly half order of magnitude.

The recovered results validate the modeling choices, suggesting that the primary contributions of the theoretical errors are the inaccurate predictions of the EOS-insensitive relations. Considering the faithfulness condition proposed in Ref. [113] [117] and fixing $N = 9$ as number of intrinsic parameters $[\theta_{\text{bin}}, \theta_{\text{free}}]$, the recovered upper-bound accuracy $\mathcal{F} \simeq 10^{-1}$ of NRPMw in case (e) can be translated into a model robustness threshold
of SNR \(\sim 7\). Above this threshold, systematic waveform errors can become relevant. The threshold moves to SNR \(\sim 11\) if we include the recalibrations \(\delta_{\text{NR}}\) as intrinsic parameters, i.e. \(N = 22\). On the other hand, employing the recovered median value \(\bar{F} \approx 2.5 \times 10^{-4}\), we estimate a faithfulness threshold SNR equal to 13 for \(N = 9\) and 21 for \(N = 22\). Considering an averaged threshold of SNR \(\sim 10\), this limit matches the requirements imposed by ET detector for (optimally-oriented) sources located at luminosity distances \(\gtrsim 40\) Mpc \([11,17,45,115]\).

Notably, the \(\bar{F}\) values computed on simulations with different grid resolution or physical schemes suffer from considerable fluctuations for some binaries. Some examples are: LS220 1.47+1.27 \(M_\odot\) that gives \(\log_{10} \bar{F} = -0.84\) at standard resolution without turbulent viscosity and \(\log_{10} \bar{F} = -1.42\) at high resolution with turbulent viscosity; and LS220 1.35+1.35 \(M_\odot\) (with turbulent viscosity) that gives \(\log_{10} \bar{F} = -1.05\) at standard resolution and \(\log_{10} \bar{F} = -1.79\) at low resolution. These results suggest that the largest \(\bar{F}\) might be related to an inaccurate modeling of the late-time features or to an excess of numerical error in the data. On the other hand, the accuracy of NR templates computed from different grid resolutions spans the range \(\bar{F} \leq 0.6\) to \(\bar{F} \leq 10^{-2}\) \([11]\), comparably to case (c) and (e). These non-negligible errors originate from finite resolution of numerical data.

Figure 6 shows the comparison between the PM model spectra and NR data for four exemplary cases extracted from the validation set. The first case is DD2 \(1.509+1.235\) \(M_\odot\) which generates a long-lived remnant, \(t_{\text{coll}} \sim O(100\) ms). The NRPM model (a) predicts an erroneous \(f_2\) peak, which biases the estimation of the damping time in case (b). The result improves to \(\log_{10} \bar{F} \sim -1.3\) in case (c). The novel NRPMw matches well the NR data, delivering \(\log_{10} \bar{F} = -1.3\) in case (d) and \(\log_{10} \bar{F} = -1.6\) in case (e). The second case is LS220 1.635+1.146 \(M_\odot\) with tidal-disruptive behavior that collapses into BH \(\sim 12\) ms after merger. For this simulation, NRPMw (d) is not capable to match the dominant PM peak returning \(\bar{F} \approx 0.15\). Then, the recalibrations (e) strongly improve the agreement to NR data, yielding \(\log_{10} \bar{F} = -1.7\). The third case is SFHo 1.364+1.364 \(M_\odot\) which generates a short-lived remnant with \(t_{\text{coll}} \sim 4\) ms. This spectrum highlights the relevance of modulation effects in PM signals. The comparison shows the flexibility of the recalibrated NRPMw (e) in capturing the several Fourier peaks, delivering \(\log_{10} \bar{F} = -1.9\). The last case is SLy 1.364+1.364 \(M_\odot\) with \(t_{\text{coll}} \sim 12\) ms that shows prominent modulations in the spectrum. NRPM does not match well the prominent subdominant peaks returning \(\log_{10} \bar{F} = -0.7\) in case (c). This result is similar to NRPMw (d) but considerably improved with the inclusion of recalibrations (e) to \(\log_{10} \bar{F} = -1.8\).
VI. CONCLUSIONS

This paper presents NRPMw, a frequency-domain model for PM GW from BNS remnants calibrated with EOS-insensitive relations from the largest publicly-available set of NR simulations. NRPMw is designed to be employed in fully or partially informed Bayesian inference from GW data. NRPMw includes the dependency on the intrinsic binary parameters through the EOS-insensitive relations, thus allowing (i) the direct astrophysical inference of all the BNS parameters without assuming a pre-merger signal/detection, and at the same time (ii) a phase-coherent attachment with pre-merger templates. The current uncertainties of EOS-insensitive relations can be taken into account in a partially informed approach using recalibration parameters. This enhances the flexibility of the model in capturing the complex morphology of PM signals and improves fitting factors. We stress that a recalibration procedure similar to the one introduce here should be employed every time EOS-insensitive are applied to any type of data.

NRPMw was validated with an independent set of 102 NR simulations. The fitting factors favorably compares against the results obtained with similar frequency-domain models and significantly improve those we obtained with NRPM. The improvement is mainly related to a more accurate modeling of the merger features and to an improved description of the FMs when compared to NRPM. The faithfulness of the recalibrated NRPMw is comparable to that obtained using unmodeled (non-informed) templates and agnostic approaches. This comes at the cost of 13 recalibration parameters and three free parameters, compared to the typical O(10) parameters of unmodeled templates. However, differently from the latter, NRPMw delivers complete posteriors for the BNS parameters, including mass, mass ratio, etc. The NRPMw faithfulnesses are comparable to the accuracy of current NR templates for BNS remnants. The further development of high-precision NR simulations is key for the design of robust PM models.

NRPMw builds on a new set of EOS-insensitive relations for the PM spectra. We have focused the development of quasuniversal relation that employ the tidal coupling constant $\kappa_2$ in view of utilizing the model as an EOB completion. The most robust relations we obtained are, not surprisingly, the merger amplitude, the merger frequency and the dominant $f_2$ peak. The 1-$\sigma$ uncertainties of these relations are of the order of 4% due to either uncertainties of NR data or EOS-dependent features.

We found that the presence of softening effects due to quark deconfinement or hyperonic degrees of freedom at high densities does not introduce significant deviations above the 2-$\sigma$ credibility level in the EOS-insensitive relation for $f_2$ developed here. Hence, the observational imprint of EOS softening might be better revealed from an earlier BH collapse phenomenology, e.g. [16, 25, 54, 119, 120], rather than from the measurement of PM frequencies (under the assumption that our sample of models adequately represent the “true” EOS). However, the cases BHBA, 1.50+1.50 $M_\odot$, BLQ 1.40+1.40 $M_\odot$ and other literature results suggest that the EOS-insensitive relations for $M_{f_2}(\kappa_2^2)$ (and in principle for other quantities) might break for particular binary masses and in presence of “strong” phase transitions. This opens the possibility of using NRPMw to identify this new extreme matter physics via Bayesian analyses following the method of [11, 44]. We stress that these types of analyses strictly probe only the violation of the particular quasiversal relation that is assumed in a model. Hence, the robust construction of EOS-insensitive relations and the use of recalibration parameters are key for the interpretation of the inference results. Future analysis must incorporate the here proposed recalibration parameters in the inference, because assessing the breaking of the quasiversality requires the knowledge of the theoretical uncertainty of the EOS-insensitive relation.

The use of dimensionless and mass-rescaled quantities is a key aspect in building EOS-insensitive relations. An example illustrating this fact is the breaking of the quasiversal relations claimed in Ref. [123]. The latter refers to relations of type $f_2(R)$ that are different from those employed here. In Appendix [11] we verified that those $f_2(R)$ relations are broken also by some data of the CoRE database. The additional term proposed in Raithel and Most [123] does not fix the breaking of some CoRE data with softening effects at high densities. However, we verified that the use of mass-rescaled quantities, i.e. $M_{f_2}(R/M)$, leads to more robust EOS-insensitive relations. Hence, considering $M_{f_2}(R/M)$ or $f_2(R)$ in a Bayesian analysis of the same data would incorrectly lead to two different conclusions about the EOS. In a companion paper we report a study on the application of NRPMw to detection and Bayesian parameter estimation of PM signal with ET. As anticipated by the faithfulness calculations presented here, NRPMw can improve the performances of NRPM, yielding to threshold SNRs comparable to those of unmodeled analyses [38, 42]. For example, the model can be used to infer the dynamical frequency evolution of the remnant and the time of BH collapse already at the minimum SNR threshold. Under the important caveat on the robustness of the assumed EOS-insensitive relations discussed above, these observables can provide insight into the properties of matter under extreme conditions. Moreover, NRPMw can be employed together with inspiral-merger templates to characterize the full GW spectrum of BNS mergers follow-

---

7 As discussed in Sec. [11] these massive binaries of Ref. [11] [16, 25] are marginal cases very close to prompt collapse and its interpretation is not fully clear with the present data.

8 The term “strong” is often used in the literature but it does not have any precise meaning; in this context it is used as a tautology to indicate that the EOS model breaks the quasiversal relation.
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Appendix A: Wavelet approximations

We discuss the approximations employed to compute the frequency-domain wavelet \( W(f) \). Eq. (8) for different values of the \( \alpha \) parameter. When \( \alpha \) is identically zero, Eq. (7) reduces to a damped sinusoidal function, but Eq. (8) leads to an indeterminate form. Then, the latter can be replaced by

\[
W(f) = e^{\gamma} \left( \frac{e^{\tau f} - 1}{\Omega} \right), \tag{A1}
\]

where \( \zeta(f) = \beta - 2\pi f \). Eq. (A1) represents a good approximation also when the wavelet is strongly damped, i.e. \( \Re(\beta) \) dominates over the quadratic contributions. This is crucial to simplify the computations for higher-order FM terms, whose damping time decrease linearly with the approximation order (see App. [B]).

For \( |\alpha| \ll 1 \), arithmetic overflows arise in numerical computations. Then, for these cases, we expand Eq. (7) around small values of \( \alpha t^2 \), i.e.

\[
W(t) = e^{\beta t + \gamma t} \sum_{n=0}^{\infty} \frac{(\alpha t^2)^n}{n!}. \tag{A2}
\]

Each term in Eq. (A2) can be analytically integrated, leading to a well-defined solution of the Fourier counterpart. In particular,

\[
W(f) = \frac{\gamma}{\sqrt{\pi}} \sum_{n=0}^{\infty} (4\alpha)^n \Gamma\left(n + \frac{1}{2}\right) G_{2n}(\zeta \tau) - 1 \frac{\zeta^{2n+1}}{\zeta^{2n+1}}, \tag{A3}
\]

from which it follows

\[
W(f) = \frac{\gamma}{\sqrt{\pi}} \sum_{n=0}^{\infty} (4\alpha)^n \Gamma\left(n + \frac{1}{2}\right) G_{2n}(\zeta \tau) - 1 \frac{\zeta^{2n+1}}{\zeta^{2n+1}}, \tag{A4}
\]

where \( \Gamma(n) \) is the gamma function and \( G_n(x) \) corresponds to

\[
G_n(x) = e^{-x} \sum_{k=0}^{n} \frac{x^k}{k!}. \tag{A5}
\]

We observe that \( G_n \to 1 \) for \( n \to \infty \). Limiting the series to \( n = 0 \), Eq. (A1) leads to the damped sinusoidal case, i.e. Eq. (A4). In our implementation, we use Eq. (A4) as approximation of \( W(f) \) for \( |\alpha| \tau^2 \lesssim 0.1 \) accounting up to \( n = 4 \).

Appendix B: FM approximation

In this appendix, we discuss the approximation performed in order to reach an analytical form for the FM effects in terms of \( W(f) \), i.e. Eq. (5).

Let us start considering a generic non-modulated wavelet \( W(t) \), as the one in Eq. (7). This term can be decomposed in amplitude and phase, analogously to Eq. (2), from which we can compute the frequency, that reads

\[
\omega W(t) = -2\Im(\alpha)t - \Im(\beta). \tag{B1}
\]

In order to include damped FMs, we generalize the notion of \( W \) introducing \( \tilde{W} \), such that

\[
\omega \tilde{W}(t) = \omega W(t) - \Delta_{\text{fm}} e^{-\Gamma_{\text{fm}} t} \sin(\Omega_{\text{fm}} t + \phi_{\text{fm}}), \tag{B2}
\]

where \( \Delta_{\text{fm}}, \Gamma_{\text{fm}}, \Omega_{\text{fm}}, \phi_{\text{fm}} \in \mathbb{R} \) define the modulation, i.e. the frequency displacement \( \Delta_{\text{fm}} \geq 0 \), the inverse damping time \( \Gamma_{\text{fm}} \), the modulation frequency \( \Omega_{\text{fm}} \) and the initial phase \( \phi_{\text{fm}} \). Integrating Eq. (B2), the frequency-modulated wavelet \( \tilde{W}(t) \) can be rewritten in the time-domain as

\[
\tilde{W}(t) = W(t; \alpha, \beta, \gamma, \tau) e^{-iF(t; \Delta_{\text{fm}}, \Gamma_{\text{fm}}, \Omega_{\text{fm}}, \phi_{\text{fm}})}, \tag{B3}
\]

where \( F(t) \) corresponds to
\[ F(t) = \frac{\Delta_{\text{fm}} e^{-\Gamma_{\text{fm}} t}}{\Gamma_{\text{fm}}^2 + \Omega_{\text{fm}}^2} \left[ \Gamma_{\text{fm}} \sin(\Omega_{\text{fm}} t + \phi_{\text{fm}}) + \Omega_{\text{fm}} \cos(\Omega_{\text{fm}} t + \phi_{\text{fm}}) \right] - F_0 , \]  \hspace{1cm} (B4)

with
\[ F_0 = \frac{\Delta_{\text{fm}}}{\Gamma_{\text{fm}}^2 + \Omega_{\text{fm}}^2} (\Gamma_{\text{fm}} \sin \phi_{\text{fm}} + \Omega_{\text{fm}} \cos \phi_{\text{fm}}) . \]  \hspace{1cm} (B5)

Notice that \( F(t) \in \mathbb{R} \) and \( e^{-iF(t)} \) is a unitary complex factor for every given \( t \).

Due to the oscillatory nature of \( F(t) \), the frequency-domain wavelet \( \tilde{W}(f) \) cannot be analytically computed using Gaussian integration rules. Then, we rewrite \( F(t) \) in terms of exponential functions,
\[ F(t) = \frac{i\Delta_{\text{fm}}}{2|\beta_{\text{fm}}|^2} \left( \beta_{\text{fm}} e^{-\beta_{\text{fm}} t - i\Omega_{\text{fm}}} - \beta_{\text{fm}} e^{-\beta_{\text{fm}} t + i\Omega_{\text{fm}}} \right) - F_0 , \]  \hspace{1cm} (B6)

where \( \beta_{\text{fm}} = \Gamma_{\text{fm}} + i\Omega_{\text{fm}} \). Subsequently, we expand the exponential \( e^{-iF(t)} \), i.e.
\[ e^{-iF(t)} = \sum_{n=0}^{\infty} \frac{[-iF(t)]^n}{n!} . \]  \hspace{1cm} (B7)

Combining Eq. (B3), (B6) and (B7), we can write \( \tilde{W}(t) \) in terms of \( W(t) \) and perform an analytical Fourier transform. In particular,
\[ \tilde{W}(f) = e^{iF_0} \sum_{n=0}^{\infty} \left( \frac{\Delta_{\text{fm}}}{2|\beta_{\text{fm}}|^2} \right)^n w_n(f) \frac{n!}{n!} , \]  \hspace{1cm} (B8)

where
\[ w_n(f) = \sum_{k=0}^{n} \binom{n}{k} (\beta_{\text{fm}}^*)^k (-\beta_{\text{fm}})^{n-k} W(f; \alpha, \beta_{n,k}, \gamma_{n,k}, \tau) , \]  \hspace{1cm} (B9)

with
\[ \beta_{n,k} = \beta - k\beta_{\text{fm}} - (n-k)\beta_{\text{fm}} \]
\[ = \beta - n\Gamma_{\text{fm}} + i(n-2k)\Omega_{\text{fm}} , \]  \hspace{1cm} (B10)

and \( \{ \alpha, \beta, \gamma, \tau \} \) are the parameters of the corresponding non-modulated wavelet. 

Eq. (B8) generates several Fourier contributions centered around the frequencies \( \delta(\beta) \pm n\Omega \), as expected from FM effects. A second order approximation gives good agreement for small modulation indices, i.e. \( \Delta/\Omega \ll 1 \); however, when \( \Delta \) is comparable to \( \Omega \), additional terms need to be taken into account for an accurate description. The maximum order of approximation \( n_{\text{max}} \) is estimated using an empirical rule of thumb, \( n_{\text{max}} \approx 2 \left( 1 + \Delta/\Omega \right) \).

**Appendix C: Choices for wavelet composition**

The first contribution, \( W_{\text{fus}} \), corresponds to the fusion of the NS cores. This term is modeled with a Gaussian wavelet (i.e. \( i\beta \in \mathbb{R} \)), with initial amplitude, frequency and phase defined by the values at merger, respectively \( A_{\text{mrg}}, f_{\text{mrg}} \) and \( \phi_{\text{mrg}} \). The width of the amplitude is fixed as follows,
\[ \Re(\alpha_{\text{fus}}) = \frac{\log(A_0/\Delta_{\text{mrg}})}{t_0^2} , \]  \hspace{1cm} (C1)

while the frequency slope \( \Im(\alpha_{\text{fus}}) \) is directly estimated from NR data. The fusion wavelet \( W_{\text{fus}} \) is truncated at \( t_0 \). It follows that
\[ W_{\text{fus}}(f) = W(f; \alpha = \Re(\alpha_{\text{fus}}) - i\Im(\alpha_{\text{fus}}), \beta = -2\pi f_{\text{mrg}}, 
\gamma = \log(A_{\text{mrg}}) - i\phi_{\text{mrg}}, \tau = t_0, \tau_0 = 0) . \]  \hspace{1cm} (C2)

Subsequently, we include an intermediate wavelet \( \tilde{W}_{\text{bnc}} \) which characterizes the bounce of the remnant after the collision of the NS cores, corresponding to the time interval \([t_0, t_1]\). The initial amplitude is determined in order to match the \( A_0 \) and the phase is computed from the wavelet \( W_{\text{fus}} \) including an additional phase-shift \( \phi_{\text{PM}} \), shown by NR simulations \([85, 124]\), i.e.
\[ \phi_{\text{bnc}} = \phi_{\text{mrg}} + \phi_{\text{PM}} + 2\pi f_{\text{mrg}} t_0 + \Im(\alpha_{\text{fus}}) t_0^2 . \]  \hspace{1cm} (C3)

The amplitude coefficients, \( \Re(\alpha_{\text{bnc}}) \) and \( \Re(\beta_{\text{bnc}}) \), are chosen such that the amplitude peaks in the first local amplitude maximum, i.e. \( t_1 \), with value \( A_1 \);
\[ \Re(\alpha_{\text{bnc}}) = \frac{\log(A_0/A_1)}{(t_1 - t_0)^2} , \]  \hspace{1cm} (C4)
\[ \Re(\beta_{\text{bnc}}) = \frac{2\log(A_1/A_0)}{t_1 - t_0} . \]  \hspace{1cm} (C5)

The frequency is kept constant with value \( \Im(\beta_{\text{bnc}}) = -2\pi f_2 \). Then, including FM effects as discussed in Sec. [III.B we get
\[ \tilde{W}_{\text{bnc}}(f) = W(f; \alpha = \Re(\alpha_{\text{bnc}}), \beta = \Re(\beta_{\text{bnc}}) - 2\pi i f_2, \gamma = \log(A_0) - i\phi_{\text{bnc}}, \tau = t_1 - t_0, \tau_0 = 0, \Delta_{\text{mrg}} = \Delta_{\text{fm}}, \Omega_{\text{fm}} = 0, \Omega_{\text{mrg}} = 2\pi f_0, \phi_{\text{mrg}} = \phi_{\text{fm}}) . \]  \hspace{1cm} (C6)

After \( t_1 \), the remnant is strongly deformed and the quadrupolar radiation is affected by couplings with sub-dominant modes, that introduce AMs. Physically, this
phenomenon can be naively interpreted with the presence of radial pulsation in the mass distribution of the remnant object \cite{23}. We limit ourselves to the modeling of AMs in the region \([t_1, t_3]\) taking into account the coupling with the \((2, 0)\) mode, analogously to Ref. \cite{11}. This pulsating portion of signal can be approximated using a wavelet \(\tilde{W}_{\text{pul}}\) of the form,

\[
\tilde{W}_{\text{pul}}(t) = A_1 \left[1 - \Delta_{\text{am}} \sin^2 (\pi f_0 t)\right] e^{i\Re(\beta_{\text{pul}}) - 2\pi i f_2 t - i\phi_{\text{pul}}},
\tag{C7}
\]

where the initial amplitude and phase are chosen to match values of \(\tilde{W}_{\text{bnc}}\) at \(t_1\), in particular the phase \(\phi_{\text{pul}}\) corresponds to

\[
\phi_{\text{pul}} = \phi_{\text{bnc}} + 2\pi f_2 (t_1 - t_0),
\tag{C8}
\]

the coefficient \(\Re(\beta_{\text{pul}})\) is defined by the amplitudes \(A_{1,3}\) as

\[
\Re(\beta_{\text{pul}}) = \frac{\log (A_3/A_1)}{t_3 - t_1},
\tag{C9}
\]

and the coefficient \(\Delta_{\text{am}}\) defines the magnitude of AMs,

\[
\Delta_{\text{am}} = 1 - \frac{A_2}{A_1} \left(\frac{A_1}{A_3}\right)^{\frac{1}{2}} = 1 - \frac{A_2}{\sqrt{A_1A_3}},
\tag{C10}
\]

where we made use of the definition of \(t_i\) (Sec. \(\text{III.A}\)) in the second equality. Then, Eq. (C7) can be rewritten in terms of frequency-domain wavelets, Eq. (9), as

\[
\tilde{W}_{\text{pul}}(f) = \left(1 - \frac{\Delta_{\text{am}}}{2}\right) W(f); \alpha = 0,
\]

\[
\beta = \Re(\beta_{\text{pul}}) - 2\pi i f_2,
\gamma = \log(A_1) - i\phi_{\text{pul}},
\tau = t_3 - t_1,
\tau_0 = t_1,
\Delta_{\text{fm}} = \Delta_{\text{fm}},
\Gamma_{\text{fm}} = \Gamma_{\text{fm}},
\Omega_{\text{fm}} = 2\pi f_0,
\phi_{\text{fm}} = \phi_{\text{fm}}
\]

\[
+ \frac{\Delta_{\text{am}}}{4} W(f); \alpha = 0,
\]

\[
\beta = \Re(\beta_{\text{pul}}) - 2\pi i (f_2 - f_0),
\gamma = \log(A_1) - i\phi_{\text{pul}},
\tau = t_3 - t_1,
\tau_0 = t_1,
\Delta_{\text{fm}} = \Delta_{\text{fm}},
\Gamma_{\text{fm}} = \Gamma_{\text{fm}},
\Omega_{\text{fm}} = 2\pi f_0,
\phi_{\text{fm}} = \phi_{\text{fm}}
\]

\[
+ \frac{\Delta_{\text{am}}}{4} W(f); \alpha = 0,
\]

\[
\beta = \Re(\beta_{\text{pul}}) - 2\pi i f_2,
\gamma = \log(A_1) - i\phi_{\text{pul}},
\tau = t_3 - t_1,
\tau_0 = t_1,
\Delta_{\text{fm}} = \Delta_{\text{fm}},
\Gamma_{\text{fm}} = \Gamma_{\text{fm}},
\Omega_{\text{fm}} = 2\pi f_0,
\phi_{\text{fm}} = \phi_{\text{fm}}
\]

\[
\phi_{\text{peak}} = \phi_{\text{pul}} + 2\pi f_2 (t_3 - t_1),
\tag{C12}
\]

\[
A_{\text{peak}} = A_3.
\tag{C13}
\]

Subsequently, we model the signal with a damped tail related to the quadrupolar deformations of the rotating remnant. The corresponding wavelet \(\tilde{W}_{\text{pul}}\) is modeled in the range \([t_3, t_{\text{coll}}]\). If the remnant is a stable NS configuration, \(t_{\text{coll}} \to \infty\). The initial amplitude and phase are chosen to match the values of \(\tilde{W}_{\text{pul}}\) at \(t_3\),

\[
\phi_{\text{peak}} = \phi_{\text{pul}} + 2\pi f_2 (t_3 - t_1),
\tag{C12}
\]

\[
A_{\text{peak}} = A_3.
\tag{C13}
\]

The frequency evolution is characterized by the typical \(f_2\) peak, i.e. \(\Im(\beta_{\text{peak}}) = -2\pi f_2\), with a non-vanishing slope \(\Im(\alpha_{\text{peak}})\) (also referred as \(\alpha_{\text{peak}}\) in the manuscript.
to lighten the notation). Then,

\[ W_{\text{peak}}(f) = W(f; \alpha = -i3(\alpha_{\text{peak}}), \beta = \Re(\beta_{\text{peak}}) - 2\pi f_2, \gamma = \log(A_2) - i\phi_{\text{peak}}, \tau = t_{\text{coll}} - t_3, \tau_0 = t_3, \Delta_{\text{fm}} = \Delta_{\text{fm}}', \Gamma_{\text{fm}} = \Gamma_{\text{fm}}, \Omega_{\text{fm}} = 2\pi f_0, \phi_{\text{fm}} = \phi_{\text{fm}}, \]  

\[ (C14) \]

where \( \Delta_{\text{fm}}' = \Delta_{\text{fm}} \exp[\Gamma_{\text{fm}}(t_3 - t_1)] \).

When \( t_{\text{coll}} \) is finite and the remnant collapse into BH, NR simulations show an increasing frequency and a damping amplitude similarly to a BH ringdown. This evolution can be captured with the inclusion of an additional wavelet component, i.e. \( W_{\text{coll}} \). However, this contribution is expected to be relatively weak in terms of GW luminosity with respect to the previous dynamics [24]. Moreover, the characteristic BH frequencies for this kind of systems lie in a very high frequency range, roughly \( \gtrsim 6 \text{ kHz} \) [79], where the sensitivities of the detectors are generally poor. It follows that the collapse portion of the signal is expected to have negligible effect on the overall GW power and, for these reasons, we approximate \( W_{\text{coll}} = 0 \).

The overall model includes 17 parameters: the merger amplitude \( A_{\text{mix}} \) and frequency \( f_{\text{max}} \); the frequency drift at merger \( 3(\alpha_{\text{fm}}) \); the characteristic PM frequencies \( f_2 \) and \( f_0 \); the frequency drift \( 3(\alpha_{\text{peak}}) \) (or \( \alpha_{\text{peak}} \)); the time of the first nodal point \( t_0 \) and the corresponding phase-shift \( \phi_{\text{PM}} \); the amplitude values at the different nodal points \( \{A_i\} \), for \( i = 0, 1, 2, 3 \); the inverse damping time of the Lorentzian tail \( 3(\beta_{\text{peak}}) \); the time of collapse \( t_{\text{coll}} \); and the FM properties, i.e. \( \Delta_{\text{fm}} \) and \( \Gamma_{\text{fm}} \) and \( \phi_{\text{fm}} \). Finally, we observe that \( W_{\text{inc}}(f), W_{\text{ps}}(f) \) and \( W_{\text{peak}}(f) \) are chosen to be identically zero for \( \Lambda_1 = \Lambda_2 = 0 \).

**Appendix D: Viscosity impact on frequency drift**

In this Appendix, we show the effects of different viscosity schemes on the dynamical evolution of the GW frequency. This discussion aims to motivate the introduction of the frequency drift \( \alpha_{\text{peak}} \) as free parameter.

Figure 7 shows three NR simulations extracted from [62, 112] and computed with identical grid resolution. The data correspond to a BNS system with \( M = 2.7 \, M_\odot \) and \( q = 1 \) with matter properties described by the same EOS, i.e. LS220 EOS. Moreover, all cases include neutrino reabsorption scheme [126]. The blue curves refer to binaries with no turbulent viscosity. The orange and green curves include turbulent viscosity with a fixed mixing length respectively equal to \( \ell_{\text{mix}} = 5 \) m and \( \ell_{\text{mix}} = 25 \) m. The mixing length \( \ell_{\text{mix}} \) represents the characteristic scale over which turbulence acts [112]. Finally, the purple data are simulated with a turbulent viscosity scheme calibrated on high-resolution magneto-hydrodynamical simulations of BNS mergers [125].

Over the domain \( t/M \lesssim 300 \), the different cases show a similar behavior. However, for later times, the frequency drift significantly differs, with a more pronounced slope for the \( \ell_{\text{mix}} = 25 \) m case. The same binary is the one that shows the earliest BH collapse. Notably, as shown in [112], the frequency slope is softer for \( \ell_{\text{mix}} = 50 \) m with respect to the \( \ell_{\text{mix}} = 25 \) m case; however, the assumption \( \ell_{\text{mix}} = 50 \) m appears to be physically disfavored from studies of magnetorotational instability turbulence in BNS simulations [125]. On the other hand, the simulation with calibrated \( \ell_{\text{mix}} \) shows an initial trend similar to the \( \ell_{\text{mix}} = 5 \) m case; later, for \( t/m \gtrsim 1000 \), the two GW frequencies differ and the calibrated-viscosity case shows a BH collapse. Interestingly, the binaries with the steepest frequency drifts tend to generate shorter GW bursts due to earlier BH collapse. These physical effects cannot be described by the binary properties only (i.e. masses, spins and tides). Thus, it is necessary to rely on additional coefficients that aim to characterize the physical information on the matter dynamics encoded in the PM transients.

**Appendix E: Additional parameters for NRPM**

In [17] and in Sec. V B, we introduced the additional parameters \( \{\alpha, \beta, \phi_{\text{PM}}\} \) for the NRPM model [11]. This Appendix aims to expand this discussion, specifying the role of each term with reference to [11].

The additional phase \( \phi_{\text{PM}} \) affects the phase evolution of NRPM introducing a phase discontinuity in \( t_0 \), as previously discussed for NRPMw. The damping time \( \alpha \), defined
Table II. Summary of the calibrated relations for the PM peak frequency $f_2$ as function of the NS radii $R_{1.4}$ and $R_{1.8}$. The first column shows the calibrated quantity of interest; the calibrated values of the empirical coefficients are reported from the second to the fifth column.

| $Q^{\text{fit}}$ | $a_0$ | $a_1$ | $a_2$ | $a_3$ |
|-----------------|-------|-------|-------|-------|
| $f_2(R_{1.4})$  | 5.12  | 0.0449| −0.0198| − |
| $f_2(R_{1.8})$  | 11.5  | −0.9900| 0.0233| − |
| $M_f(R_{1.4}/M)$| 0.2   | −0.0762| 0.0078| − |
| $M_f(R_{1.8}/M)$| 0.236 | −0.103| 0.0125| − |
| $f_2(R_{1.4}, R_{1.4}/R_{1.8})$ | 6.4   | −1.33 | 0.0381| 6.97 |
| $f_2(R_{1.8}, R_{1.4}/R_{1.8})$ | 9.99  | −1.24 | 0.0349| 2.76 |
| $M_f(R_{1.4}/M, R_{1.4}/R_{1.8})$ | 0.162 | −0.115| 0.0145| 0.0019 |
| $M_f(R_{1.8}/M, R_{1.4}/R_{1.8})$ | 0.213 | −0.105| 0.013 | 0.0241|

Following [123], we employ a quadratic relation for the calibration of the PM peak as function of the NS radius, including linear corrections in the ratio $R_{1.4}/R_{1.8}$, i.e.

$$f_2(R_X) = a_0 + a_1 R_X + a_2 R_X^2,$$  \hspace{1cm} (F1)

$$f_2(R_X, R_{1.4}/R_{1.8}) = a_0 + a_1 R_X + a_2 R_X^2 + a_3 R_{1.4}/R_{1.8},$$  \hspace{1cm} (F2)

for $X = 1.4, 1.8$, where $f_2$ is measured in kHz and $R_X$ in km. Subsequently, we fit the NR data scaling the calibrated quantities by the total mass $M$ of the system, i.e. $f_2 \mapsto M f_2$ and $R_X \mapsto R_X/M$. Our final calibration set is composed by 65% by binaries with $R_{1.4}/R_{1.8} > 1$.

Table I shows the values of the calibrated coefficients $\{a_i\}$ for the different quantities. Figure 8 and Figure 9 show the NR data $f_2^{\text{NR}}$ plotted against the predictions $f_2^{\text{fit}}$ of the calibrated relation and the statistical quantities of interest; i.e. the $\chi^2$ (defined in Sec. IV), the adjusted coefficient of determination $\hat{R}^2$, the Bayesian information criterion (BIC) and the Akaike information criterion (AIC). For the computation of the BIC and the AIC, we define a log-likelihood from Eq. (22) equal to $-\frac{1}{2} \chi^2$.

From our analysis, the calibrations performed with the mass-scaled quantities show improved trends with respect to the analogous non-mass-scaled case. This is due to the factorization of the total binary mass $M$, as expected by basic arguments in general relativity. Moreover, the additional contribution $R_{1.4}/R_{1.8}$ appears to be more relevant for the calibration of low-density properties, i.e. $f_2(R_{1.4})$, in agreement with [123]. However, the BIC and the AIC do not favor the introduction of these additional term, even if the $\chi^2$ of the calibrated relation $M_f(R_{1.4}/M)$ slightly decreases including $R_{1.4}/R_{1.8}$ in the fit. We find that the most robust and reliable quasinuniversal relation is the mapping $M_f(R_{1.8}/M)$, which reinforces the hypothesis that PM quantities correlate with high-density EOS properties [17]. The differences between our results and the findings of [123] might be related to the different size and composition of the NR set, such as a different set of EOSs, or to different definitions in the statistical quantities [7]. Notably, simulations of the CoRe database show deviations comparable to the cases presented in [27] [123] that cannot be fully cured with the introduction of the additional term $R_{1.4}/R_{1.8}$.

Appendix F: Quasinuniversal relations of type $f_2(R)$

In this appendix, we discuss the quasinuniversal relations between the PM peak frequency $f_2$ and the NS radius at fiducial values in light of the results of [27] [123]. In particular, we calibrate the relations $f_2(R_{1.4})$ and $f_2(R_{1.8})$ including the CoRe data [16] [57] [62] [73] [85], where $R_{1.4}$ ($R_{1.8}$) is the radius of a $1.4 M_\odot$ ($1.8 M_\odot$) NS computed from the TOV equations.
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FIG. 9. Predicted values from the calibrated relations Eq. (F2) compared to the respective NR observed quantities. Top panels show \( X = 1.4 \) and bottom panels show \( X = 1.8 \). Left panels show non-mass-scaled \( f_2 \) and right panels show mass-scaled dimensionless \( M_f \). The diagonal (black line) represents the case in which predictions and observations match and the gray area is the 90\% credibility level. The CoRe data are reported with circles colored according to \( R_{1.4}/R_{1.8} \) and magenta crosses are the data extracted from [27].
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