Explaining decisions of deep neural networks used for fish age prediction
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Abstract

Age-reading of fish otoliths (ear stones) is important for the sustainable management of fish resources. However, the procedure is challenging and requires experienced readers to carefully examine annual growth zones. In a recent study, convolutional neural networks (CNNs) have been demonstrated to perform reasonably well on automatically predicting fish age from otolith images. In the present study, we carefully investigate the prediction rule learned by such neural networks to provide insight into the features that identify certain fish age ranges. For this purpose, a recent technique for visualizing and analyzing the predictions of the neural networks was applied to different versions of the otolith images. The results indicate that supplementary knowledge about the internal structure improves the results for the youngest age groups, compared to using only the contour shape attribute of the otolith. However, the contour shape and size attributes are, in general, sufficient for older age groups. In addition, within specific age ranges we find that the network tends to focus on particular areas of the otoliths and that the most discriminating factors seem to be related to the central part and the outer edge of the otolith. Explaining age predictions from otolith images as done in this study will hopefully help build confidence in the potential of deep learning algorithms for automatic age prediction, as well as improve the quality of the age estimation.

Introduction

The reliable estimation of the age distribution of fish stocks is an important aspect in marine research and resource management in order to maintain sustainable fisheries. A bottleneck in this area is the complicated task of age-reading of individuals. One of the procedures used for age-reading requires human experts to examine images of otoliths or ear stones (i.e. calcified structures located in the inner ear of bony fish). For many stocks, specialists are trained to carefully examine incremental daily and annual growth in the otoliths [1] and may sometimes use additional auxiliary data [2] (e.g. fish size, date of capture, sex, etc.). The annual growth zones can be particularly difficult to identify and separate in the otolith structure (Fig 1), and
this examination process has proved to be expensive and time-consuming. Nonetheless, on the order of a million otoliths from captured fish are read annually on a global basis [3]. Consequently, methods for automating age-reading from otolith image samples have been proposed. For example, Moen et al. [4] recently estimated the age of Greenland halibut (Reinhardtius hippoglossoides) by utilizing a convolution neural network (CNN). The presented results were promising since the deviation between the age predictions by the CNN and the ages read by experienced readers was comparable to reported differences between human age-reading experts. However, for the age-reader community and fisheries managers, confidence in these deep learning algorithms through some level of decision understanding is still needed. As highlighted in Lapuschkin et al. [5], it seems especially important to verify that the deep learning models do not learn biased prediction rules based on noise or other irrelevant imaging artefacts present in the data.

When it comes to images, the explanation of decisions from deep learning algorithms is often a matter of visualization. Visualizing what a neural network has learned is an active field of research, and methods can be broadly separated into two categories: (i) perturbation-based methods and (ii) back-propagation-based methods. In all of these methods, explanations of neural network decisions are represented as visual heatmaps. The fundamental idea behind perturbation-based visualization methods (e.g. [6,7]) assumes that making some alterations to the pixels contributing the most to the predictions (e.g. by using occlusion patches), will cause a significant drop in the probability of the predicted class. The major problem with these methods is that they are computationally expensive. Visualizing what the neural network has learned for a single image requires running multiple forward passes of the model. This may not be feasible if thousands of images need to be analyzed. In this case, back-propagation-
based visualization methods may be better suited. Some of these approaches measure the change of the output with respect to variations in the input space, as measured by the gradient (e.g., [6, 8, 9, 10]) and the backpropagation of this quantity through non-linear layers varies between the different techniques. Layer-wise relevance propagation (LRP) as presented in Bach et al. [11] is yet another back-propagation based visualization method. It aims to assign the importance of an input pixel to the overall output prediction score by back-propagating a relevance score encoding the information about the model’s decision.

An important objective of this work is to identify the image features CNNs use to predict different ages or age intervals. Because the resolution of the images is substantially reduced to efficiently train CNNs, the annual zones are blurred. Thus, it is natural to expect that features other than the annual zones read by human readers will be utilized. We want to know to what extent attributes such as size, contour shape (henceforth denoted as shape) and inner structure of the otolith are meaningful for the neural network. Therefore, we train models using different versions of the otolith images and compare performance. Further, we visualize and analyze neural network predictions for otoliths with different ages. We have chosen the state-of-the-art LRP technique since it allows for an efficient and better identification of relevant pixels [12] and is less exposed to noise [13], therefore producing more consistent visual heatmaps than other methods. In order to practically characterize relevant features of all the otoliths within a specific age range, (i) we apply clustering of the LRP visual explanations by adopting a pipeline presented in Lapuschkin et al. [5] and (ii) we compute some average heatmaps. This allows us to identify patterns observed in the growth of Greenland halibut, and to correlate specific age ranges with areas of the otoliths where the network focuses without having to screen through all the individual heatmaps. With these experiments, we are able to investigate the attributes used by neural networks and to identify the particular areas of the otoliths used to differentiate certain age ranges.

**Materials and methods**

**Data and modeling choices**

The available otolith images were provided by the Norwegian Institute of Marine Research that launched a data collection program on Greenland halibut between 2006 and 2017. The same data were used by Moen et al. [4] in their automatic age determination of Greenland halibut otoliths using deep neural networks, and no permits were required to further study the published data. Two different experts from the Norwegian Institute of Marine Research conducted the age-readings, but each otolith sample was only read by one of the two experts. The fish ages varied between 1 and 26 years (as determined by the readers).

The images originally were composed of paired otoliths and after processing them to separate the right one from the left, a regression model based on the Inception v3 architecture [14] was trained in Moen et al. [4]. We decided, however, to regard the age determination problem as a classification problem in this study. We found that the task of explaining deep learning predictions was well explored for classification networks, but not for regression networks. As the age regression problem can easily be redefined to account for age classes, we therefore trained a model to classify ages into 26 categories (from 1 to 26 years). We identified the VGG19 network [15] to be well suited for this task since we obtained very similar results to that of the original regression network [4]. We experimented with 3945 image samples of the right otolith database of which 3780 samples were the basis of our training dataset and 165 samples constituted the test set. Note that the manually estimated age distribution for our training images (Fig 2) was very comparable to the corresponding age distribution presented in Moen et al. [4].
The original image samples of the right otolith had a resolution of 2596x1944 pixels which we resized to fit a square with the default input size for the VGG-19 model (224x224). Note that in Moen et al. [4] the images were also resized, choosing a 400x400 square. In both of these image rescaling processes, details of the annual growth zones visible in the original images were lost. However, training a network without resizing the images would have demanded more memory than available for common graphics processing units, commonly needed for training deep neural networks.

We were particularly interested in investigating the relative importance of the size, shape and inner structure attributes of the otolith. For this purpose, we trained models using three different versions of the otolith images that we denoted baseline, binary and standardized data (Fig 3). The baseline data (Fig 3A) corresponded to the original right otolith images, resized to 224x224. The binary data (Fig 3B) were created by modifying the baseline data through setting all otolith pixels to one and all background pixels to zero. This allowed us to investigate the importance of the inner structure of the otoliths and see how the network would respond when only using size and shape attributes. Finally, for standardized data (Fig 3C) the background pixels were set to zero and the size of the otoliths (in the vertical axis) was standardized. This enabled us to investigate the importance of removing the size attribute, while keeping information on the shape and inner structure.

For the three considered data types, the VGG-19 models were trained using the pre-trained weights from the image database ImageNet [16] as initialization. Like in Moen et al. [4], we did some data augmentation by randomly rotating the input images between 0 and 360 degrees, applying random horizontal and vertical flips and randomly shifting the images by
We also normalized the images by subtracting a channel-wise mean derived from the training images and dividing by the standard deviation. This was done for both the test and the training set. For the training process, we used the following set of hyperparameters: the Adam optimizer function, a batch size of 8, a learning rate of 0.0004 and no weight decay. Note that we optimized over the cross-entropy loss during training.

**Grouping ages**

We classified images into one of 26 age classes and, to draw more general conclusions across ages, we found it useful to do further analysis on coarser age groups. The Greenland halibut otolith grows asymmetrically from the nucleus with age, with modest growth in the posterior direction and significant growth in the anterior direction with distinguishable fingers that grow longer and more distinct with age [17]. We decided to exploit these characteristics for grouping the ages.

![Fig 3. Different versions of otolith images for a 13 years old fish. (a) Baseline image, (b) Binary image, (c) Standardized image.](https://doi.org/10.1371/journal.pone.0235013.g003)

**Fig 4 presents one otolith sample from our baseline database for each age predicted by a human expert (from 1 to 26). Following some terminology used in Albert [18], we subdivided the different age categories into four groups:**

- **Juveniles** (ages: 1–4): the otoliths do not have clearly separable fingers, have a smooth and nearly circular shape and a large nucleus relative to the size of the otolith.

- **Adolescents** (ages: 5–9): the otoliths have clearly distinguishable fingers, but they are relatively short, with a considerably greater growth in the anterior direction above the nucleus compared to the posterior growth below the nucleus.

- **Young adults** (ages: 10–13): the otoliths have longer fingers than the previous category.

- **Adults** (ages: 14–26): the otoliths are characterized by fingers that have grown significantly and their shapes have been altered by the asymmetric growth.

**Analysis of model performance**

We compared our results with the results of Moen et al. [4] by applying the root mean squared error \( \text{RMSE} \) between age prediction and read age, since this has a more intuitive and useful
Like Moen et al. [4], we also considered the coefficient of variation (CV) of independent estimators (human and CNN) computed from each individual otolith. This metric was averaged across the otoliths for the entire dataset to obtain the mean coefficient of variation ($\bar{CV}$). The latter is typically used as a between-reader uncertainty measure when evaluating human versus human precision for age determination (e.g. [19,20]). Note that between-reader biases may substantially increase the $\bar{CV}$.

For the age classification network, we analyzed the relative importance of shape, size and inner structure for the different age groups (juveniles, adolescents, young adults and adults) by looking at the model performance expressed in terms of $\bar{CV}$. We performed our experiments on the training as well as the test sets, since the sample size of the latter (165) was too small to generalize our results. When examining individual CV values across age groups, we observed some outliers that could slightly skew the $\bar{CV}$. We therefore applied the interquartile range rule [21] (also known as 1.5xIQR rule) to exclude the outliers from the CV dataset and then computed the associated CV for each age group.

Fig 4. Examples of baseline otolith images from the training set for the different ages predicted by human readers. Otoliths belonging to juveniles, adolescents, young adults and adults are surrounded by green, blue, orange and grey rectangles, respectively.

https://doi.org/10.1371/journal.pone.0235013.g004
In order to visualize neural network predictions on the selected right otolith image database, we used the implementation of the LRP developed by Alber et al. \[22\] and available at: https://github.com/sebastian-lapuschkin/lrp_toolbox. The implementation is based on the deep learning library Keras \[23\].

The LRP visualization technique is illustrated in Fig 5, using an example of an otolith image. A function \( f \) is trained to map an age class to the image, where the image is decomposed into a set of pixel values \( x = \{x_p\} \), the index \( p \) denoting a specific pixel (Fig 5A). After forward-propagation, the output neuron of the network \( x_f \) has retained the evidence of the actual age class and contains the encoding from the function \( f \). LRP aims to associate each pixel \( p \) with a relevance score \( R_p \) illustrating the contribution of a pixel to the decision of the neural network.

To obtain this, the relevance score \( R_f \) is first attributed to the output neuron \( x_f \) so that \( R_f = x_f \). The LRP algorithm then redistributes the relevance \( R_f \) backward to all the neurons until reaching the input (Fig 5B). Note that the redistribution process should satisfy a relevance conservation process so that the sum of relevance values per layer are preserved. At the input level, the relevance scores of all the pixels are represented by a visual heatmap \( \{R_p\} \), also called a relevance map. In Fig 5, the first neuron of the first hidden layer is perceived as strongly relevant by higher layers and therefore gives an important relevance to the pixels it is related to. The information exchanged by neuron \( i \) and \( j \) in two succeeding layers is referred to as the message.

**Visualizing explanations with LRP**

In order to visualize neural network predictions on the selected right otolith image database, we used the implementation of the LRP developed by Alber et al. \[22\] and available at: https://github.com/sebastian-lapuschkin/lrp_toolbox. The implementation is based on the deep learning library Keras \[23\].

The LRP visualization technique is illustrated in Fig 5, using an example of an otolith image. A function \( f \) is trained to map an age class to the image, where the image is decomposed into a set of pixel values \( x = \{x_p\} \), the index \( p \) denoting a specific pixel (Fig 5A). After forward-propagation, the output neuron of the network \( x_f \) has retained the evidence of the actual age class and contains the encoding from the function \( f \). LRP aims to associate each pixel \( p \) with a relevance score \( R_p \) illustrating the contribution of a pixel to the decision of the neural network.

To obtain this, the relevance score \( R_f \) is first attributed to the output neuron \( x_f \) so that \( R_f = x_f \). The LRP algorithm then redistributes the relevance \( R_f \) backward to all the neurons until reaching the input (Fig 5B). Note that the redistribution process should satisfy a relevance conservation process so that the sum of relevance values per layer are preserved. At the input level, the relevance scores of all the pixels are represented by a visual heatmap \( \{R_p\} \), also called a relevance map. In Fig 5, the first neuron of the first hidden layer is perceived as strongly relevant by higher layers and therefore gives an important relevance to the pixels it is related to. The information exchanged by neuron \( i \) and \( j \) in two succeeding layers is referred to as the message.
$R_{i,j}$ and is generally written as (e.g. [5]):

$$R_{i,j} = \frac{q_{ij}}{\sum q_{ij}} R_j,$$

(1)

where $q_{ij}$ denotes the contribution of neuron $i$ for activating neuron $j$ and $R_j$ denotes the neuron $j$ relevance score. Then, the score $R_i$ associated with neuron $i$ is retrieved by summing all messages coming from the higher-layer neurons to which neuron $i$ made a contribution. This can be expressed as:

$$R_i = \sum_j R_{i,j} \sum_j \frac{q_{ij}}{\sum q_{ij}} R_j.$$

(2)

The contribution $q_{ij}$ of neuron $i$ for activating neuron $j$ can be calculated by using different propagation rules, the most commonly used being reported in Montavon et al. [25]. Let the neuron activation $a_j$ of a neural network be expressed by the following equation:

$$a_j = \sigma \left( \sum_i a_i w_{ij} + b_j \right),$$

(3)

where $\sigma$ is a monotonically increasing nonlinear function, $a_i$ is the neuron input and $w_{ij}$ and $b_j$ are the learned weights and bias parameters, respectively. One of the rules satisfying local conservation properties and working well in practice is the $\alpha\beta$-rule (e.g. [13]):

$$R_i = \sum_j \left( \alpha \frac{a_i w_{ij}^+}{\sum_i a_i w_{ij}^+} - \beta \frac{a_i w_{ij}^-}{\sum_i a_i w_{ij}^-} \right) R_j,$$

(4)

where the superscripts $^+$ and $^-$ express the positive and negative parts, respectively. The parameters $\alpha$ and $\beta$ are scalars and are chosen such that $\alpha-\beta=1$ and $\beta \geq 0$. Note that this relevance decomposition is a combination of positive (activating) and negative (inhibiting) contributions. It is possible to ignore the inhibiting contributions by setting $\beta = 0$. This corresponds to the denoted LRP-$\alpha_1\beta_0$ rule and can be simply written as:

$$R_i = \sum_j \frac{a_i w_{ij}^+}{\sum_i a_i w_{ij}^+} R_j.$$

(5)

We used the LRP-$\alpha_1\beta_0$ rule in our experiments to only focus on activating contributions of the CNNs.

**Analyzing visualization results**

To establish a possible correlation between specific age groups and otoliths areas where the network focused, we could have chosen to screen through all the individual relevance maps derived from the aforementioned LRP-$\alpha_1\beta_0$ rule. However, this process would have been very time consuming and meaningful conclusions across classes and age groups would have been difficult to draw. Instead, we carried out a two-step analysis. First, we applied clustering on the relevance maps and visualized the results by performing dimensionality reduction. Then, we computed some average relevance maps to identify pixel activation patterns that were characteristic of an age group. To facilitate the analysis, we only considered two consecutive age groups at a time. We therefore performed three distinct experiments, one for each pair of consecutive age groups, i.e.: juveniles + adolescents, adolescents + young adults and young adults + adults. We decided to concentrate on data where the internal structure was available (i.e.
baseline and standardized data) and did not consider binary data. The reason for this was that the relevance maps associated with binary data varied by intensity just along the contour of the otolith, thereby only providing information about the shape.

With the first step of the analysis, we aimed to evaluate whether the relevance maps from otolith images belonging to the same age group clustered together. Different approaches could have been used for this, for instance a combination of standard K-means clustering [26] and principal component analysis [27]. For analyzing relevance maps, Lapuschkin et al. [5] presented what they called a spectral relevance analysis (SpRAy) pipeline. We used the same approach as them that consisted of applying spectral clustering followed by t-distributed stochastic neighborhood embedding (t-SNE) [28] for dimensionality reduction and visualization. We decided to choose this method given that spectral clustering presents some interesting analytic properties. For example, there is no assumption on the shape and size of the clusters contrary to K-means. Moreover, t-SNE tends to provide better visualizations than principal component analysis, especially when dealing with non-linear manifold structures. The SpRAy pipeline that we used consisted of the following steps:

- **Pre-processing:** We did an initial cropping tightly along the otolith contour of the relevance maps resulting from LRP, to eliminate contributions from background noise. Afterwards, we resized all the relevance maps to the same size and also did a final downsampling to obtain heatmaps of 56x56 by summing pixels over a regular grid. The downsampling helped to accelerate the clustering and led to more robust results, as also pointed out in Lapuschkin et al. [5].

- **Spectral Clustering:** The 56x56 relevance maps from the pre-processing step were flattened to one-column vectors and stacked horizontally to form a matrix. The latter was used to compute an affinity matrix using a $k$-nearest neighbor graph, following the recommendations from Von Luxburg [29]. The parameter $k$ for the $k$-nearest neighbor was chosen to be equal to $\log(n)$, where $n$ was the considered number of samples. Then, spectral clustering was applied to a projection of the normalized Laplacian computed from the affinity matrix. In our experiments, we investigated clustering results for pairs of consecutive age groups. Thus, the number of clusters was set to 2 for each experiment.

- **Visualization of results:** Finally, we visualized the results with t-SNE choosing two dimensions for the embedded space. Embedding coordinates were computed on pair-wise distances derived from the affinity matrix used for the clustering.

We computed the clustering accuracies resulting from the above process by comparing the cluster label assignments from SpRAy with the model predictions assigned to age groups. This was measured in terms of F1-scores [30], where a high F1-score referred to a high clustering accuracy and thereby a good separation between age groups based on distinguishable pixel activation patterns.

Regarding the second step of the analysis, we computed an average relevance map for each predicted age, using the 56x56 heatmaps derived from the pre-processing step of SpRAy. In this way, we could check consistencies with the patterns observed in the growth of Greenland halibut otoliths and we could identify whether otoliths of different ages shared the same type of characteristics in terms of activated pixels. Note that the otolith samples were oriented in the same way, i.e. with the anterior part pointing upwards (Fig 4). Thus, to extract the general pixel activation pattern, it was not considered necessary to account for variations in the positioning of the otolith in the image.
Results and discussion

The results achieved by applying the trained VGG19 model to classify the baseline test set into 26 categories (from 1 to 26 years) were very similar to the results obtained by Moen et al. [4] (Table 1). We also noticed the same pattern of underestimation for the older age groups compared to the human readers (Fig 6). These findings verified that age prediction may also be done in a classification setting.

The general performance of the model evaluated in terms of $\text{CV}$ varied among age groups and data types (Fig 7A and 7B). For juveniles, the best performance was achieved when both information about inner structure and size were included (baseline dataset), while the removal of inner structure (binary) had the largest negative impact on the $\text{CV}$. This trend was also similar for adolescents and adults, although to a lesser extent. For young adults, the removal of inner structure and size did not seem to affect the $\text{CV}$ at all. Hence, shape seemed most important for age estimation within this group.

The degree of separation between pairs of consecutive age groups based on relevance maps and F1-scores varied across the considered age groups (Table 2). The pair juveniles +

| Model          | Inception v3 Moen et al. [4] | VGG19 Baseline |
|----------------|-------------------------------|----------------|
| RMSE           | 1.65                          | 1.69            |
| CV (%)         | 8.97                          | 9.0             |

Table 1. Comparison of performance achieved on the test set composed of right otoliths in Moen et al. [4] and our classification results obtained on the baseline test set.

https://doi.org/10.1371/journal.pone.0235013.t001

Fig 6. Age predictions of model vs human expert for the test set based on classification using baseline data. The scatters have a radius proportional to the probability density of data. This result can be compared with Fig 5 in Moen et al. [4], where the authors observed an underestimation of ages predicted by the model relative to human readers for the right otoliths.

https://doi.org/10.1371/journal.pone.0235013.g006
Fig 7. CV computed from the training (a) and test (b) datasets across the different age groups (juveniles, adolescents, young adults and adults) and for the different versions of the data (baseline, binary and standardized). The different age groups are associated with different colors and the value of CV is represented by a circle having a radius proportional to the predicted population size.

Table 2. Summary of the clustering accuracy scores for the different age groups considering baseline and standardized data (including training + testing).

| Age groups       | Juv.–Ado. | Ado.–Y-adult | Y-adult–Adult |
|------------------|-----------|--------------|---------------|
| F1-score Baseline| 0.88      | 0.52         | 0.66          |
| F1-score Standardized | 0.91    | 0.59         | 0.74          |

https://doi.org/10.1371/journal.pone.0235013.g007

https://doi.org/10.1371/journal.pone.0235013.t002
adolescents had the largest F1-scores, therefore showing a good separation of age groups for both baseline and standardized data. This also implied the existence of distinct pixel activation patterns to separate these age groups based on the relevance maps. The lower F1-scores obtained for the other pair-comparisons indicated that it was harder to separate older fish age groups. In the three pair-comparisons, the standardized F1-scores were higher than the baseline F1-scores, suggesting that the CNN picked up more distinct activation patterns with age when using standardized data. More detailed illustrations of the clustering results through t-SNE visualizations can be found in S1–S6 Figs.

The average relevance maps (Figs 8 and 9) were consistent with the general pattern change observed in the growth of Greenland halibut otoliths (Fig 4), i.e. the otolith started with a

---

Fig 8. Average relevance maps computed from the baseline data considering different predicted ages belonging to (a) juveniles, (b) adolescents, (c) young adults and (d) adults. The number of samples belonging to a given predicted age are also indicated in the upper part of the average image. For each age group, only the four ages having the higher number of predictions had their average relevance map displayed. Note that each heatmap has been normalized by its maximum and the higher the degree of red, the more positive the contribution of the pixel to the prediction.
symmetric, nearly circular shape and grew asymmetrically with age. The greatest growth was in the anterior direction and the distinct activation in the nucleus became smaller relative to the size of the otolith. In both the baseline and standardized data, the most important factors for differentiating between pairs of consecutive age groups were related to the nucleus and the outer edge activations of the otolith. For the juveniles in the baseline data (Fig 8A), there was an activation on the left corner of the nucleus, while for the adolescents (Fig 8B), there was more localized activation in the anterior and the center of the nucleus. The corresponding results for the standardized data (Fig 9) showed a similar pattern; the juveniles presented an activation on the upper left corner of the nucleus (Fig 9A) and the network concentrated more

![Average relevance maps computed from the standardized data considering different predicted ages belonging to (a) juveniles, (b) adolescents, (c) young adults and (d) adults. The number of samples belonging to a given predicted age are also indicated in the upper part of the average image. For each age group, only the four ages having the higher number of predictions had their average relevance map displayed, except for the young adults group where only ages 10, 11 and 13 were predicted. Note that each heatmap has been normalized by its maximum and the higher the degree of red, the more positive the contribution of the pixel to the prediction.](https://doi.org/10.1371/journal.pone.0235013.g009)
on the ventral contour, while the adolescents (Fig 9B) had a stronger focus on the anterior/dorsal and on the left part of the nucleus. For adolescent + young adults and young adults + adults, it was harder to identify differentiating otolith areas to separate age groups based on the average relevance maps (Figs 8B, 8C, 8D, 9B, 9C and 9D). These older age groups in the baseline data presented activation in the interior part of the otolith between the nucleus and the anterior direction. This was not the case in the standardized data. In addition, we saw a small difference between the young adults (Fig 8C) and the adolescents (Fig 8B) in the baseline data. The young adults had a slightly more localized activation in the anterior and the nucleus, compared to the adolescents. The activations around the upper part of the fingers and the posterior were most evident for the adults (Fig 8D), while the network seemed to focus more on the nucleus for the young adults (Fig 8C). For the standardized data, the dorsal part of the otolith seemed to get slightly more localized activations for the young adults (Fig 9C) compared to the adolescents (Fig 9B). For the adults, the activations on the posterior parts of the otoliths were more accentuated (Fig 9D), while for the young adults the dorsal part and the nucleus were the main focus of the network (Fig 9C).

The differences in activations detected in the relevance maps (Table 2, Figs 8 and 9) were most pronounced between the juveniles and the adolescents, where the most differentiating component appeared to be the distinct parts of the nucleus. The juveniles have a large nucleus relative to the size of the otolith (Fig 4) and our results showed that removing information about the internal structure (i.e. using binary data) led to poor model performance (Fig 7). This suggested that the nucleus was a key component of the otolith for the youngest age group. For older age groups, the network focused on various parts of the otolith contour (Figs 8 and 9) further supporting that the shape was an important attribute for achieving good separation within these age groups (Fig 7).

Furthermore, we noticed that for standardized data, the ventral and dorsal parts were more enhanced depending on the age group and the left part of the nucleus was given a more important focus (Fig 9), compared to the baseline data (Fig 8). One limiting factor of heatmaps is that there is no ground truth. Consequently, we do not know whether the pixel activation patterns extracted from the baseline data were more relevant than the ones from the standardized data. The robustness of the activation patterns may be assessed by applying a region perturbation strategy, as introduced in Samek et al. [12] consisting of modifying the otolith areas that were considered as important by the neural network for the different data types. Additional representations of the otolith images (e.g. [31]) may also be included in this type of analysis.

In the present study, we were particularly interested in verifying that the trained classifier picked up relevant otolith image features and did not learn a biased prediction rule based on noise or some artefact related to the acquisition of the image (e.g. [5]). Therefore, we did not focus on improving the quality of the trained neural network. However, the computation of heatmaps depends on the quality of the model. The better the model is at predicting fish age, the more likely the pixel activation patterns will be meaningful and support the model decision. This in turn will result in more realistic (and probably better) differences across ages identified by the heatmaps. Although we had an adequate amount of training samples in the adult age group (Fig 2), we observed an underestimation of age predictions (Fig 6) and activations of the posterior pixels for both baseline and standardized data (Figs 8D and 9D). This is in contrast to the findings of Albert et al. [20] who noticed that the growth of the otolith was dominant in the anterior direction with hardly any growth in the posterior part of the right otoliths for older ages. Thus, it may be useful to investigate how the heatmap would change with better performing network architectures.

Along the same lines, pixel activation patterns can be biased if the manual readings used to train the CNN models are biased. A major drawback of the dataset used in this work is the lack
of true ages for training the models. Albert [18] demonstrated that it was possible to access information about true time differences from a limited number of chemically marked juvenile Greenland halibut individuals that were tagged and injected with oxytetracycline some years before recapture. From the images of these otoliths, one could detect the location of the otolith contour at the time of injection and then determine exactly the number of annual zones to look for between the injection and time of recapture. More trustworthy CNN predictions and associated pixel activation patterns could be obtained by using this type of data for training the models.

Demystifying the prediction rule learned by neural networks is essential for building confidence in deep learning models. While manual age-readings from otoliths generally focus on annual growth zones, our results showed that neural network models provided reasonably good CV results on the baseline and standardized data (Figs 6 and 7), without enhanced activation of annual zone pixels (Figs 8 and 9). This lack of annual zone activation was expected due to the blurring caused by the reduction in resolution of the images used for efficient training of the CNN models. However, the fact that the CNNs picked relevant otolith image features, independent of what humans generally examine, indicated the potential to further use CNN age predictions. One approach could be to consider implementing a simple automatic system for imaging of otoliths followed by CNN age estimation, immediately after sampling otoliths in a lab. In this way, a coarse age distribution could be provided and used in e.g. stock assessment work, without waiting for the more tedious manual age readings.

In addition, simple age predictors like fish length or otolith pixel area, could be combined with the CNN results to improve the precision of the age distribution prediction. A weighted average of the predictors may possibly be more precise than each predictor. Note, however, that in order to combine different predictors to improve the precision, future work needs to verify that the considered predictors are independent and unbiased when being applied to the same samples. The independence between two different predictors can be examined by first computing the residuals (or difference) between the predictor age and the manual read age for each predictor and then looking at the correlation between the residuals of the two predictors. If the correlation coefficient is close to zero, the considered predictors can be considered independent. Further, a predictor is likely to be unbiased when the average residual value is close to zero. In our case, it is reasonable to believe that predictors based on biological size measures (such as fish length and otolith pixel area) are strongly correlated. Moreover, the CNN predictors based on the standardized images should be independent of size predictors, because size is eliminated through the standardization process. If the CNN predictor and a predictor based on size are unbiased and have comparable precision (e.g. measured in terms of CV), the variance of the average of these two predictors will decrease the variance to about half of the variance associated with each predictor. This will lead to a more precise age distribution.

The presented method, based on LRP and the subsequent SpRAy pipeline, can easily be adapted to other marine resource management tasks that could benefit from using deep learning. We can also use the method to understand the decision making of a CNN trained to predict the age of fish species other than Greenland halibut using otolith images but also e.g. fish scales of salmons that are captured under surveillance programs [32] or seal teeth images for which a larger amount of true age data are available [33]. The method could also be applied to the separation of different stocks [34] where it could be interesting to investigate the activation intensity along otolith contours based on binarized images. Distinct patterns would probably be observed for two different stocks.

Recall that the CNN activation patterns identified the nucleus and the outer edge of the otoliths as the most decisive factors for differentiating between pairs of consecutive age groups.
(Figs 8 and 9). These highlighted activation patterns could inspire the age-reading community to explore additional features to improve the manual readings.

Finally, even though the chosen LRP visualization approach seems promising for analyzing neural network decisions for otolith age prediction, it is worth mentioning that the implementation used in this study and developed by Alber et al. [22] comes with a toolbox that allows comparing different visualization methods. The toolbox includes the possibility of testing different LRP propagation rules [25] in addition to other back-propagation methods (e.g. [6,9]). A future task is to compare various methods and highlight whether they capture different otolith pixel activation patterns across age groups that could further help improve the manual analysis.

**Conclusion**

This work explored the decision making of a neural network model trained to predict fish age from images of Greenland halibut otoliths. First, we showed that using a CNN classification network gave similar results to an earlier study (Moen et al. [4]) that used regression. Then, we used classification networks to investigate the relative importance of attributes such as shape, inner structure and size of the otolith by comparing the model performance of the original otolith images (baseline data) with that of images with no structure (binary data) and with no relative size information (standardized data). Our findings suggested that knowledge about the internal structure was the most important for the youngest age groups. Shape and size were, in general, sufficient for the older age groups. Finally, further analysis based on LRP and subsequent clustering showed that it was harder to separate the older fish age groups based on the relevance maps. Moreover, the strength and characteristics of the pixel activations varied between age groups, but the most discriminating factors seemed to be related to the nucleus and the outer edge of the otoliths.

We verified that the trained deep neural networks based their decisions on actual otolith characteristics and not on artefact related to the image acquisition process. The insights from this study pointed out some interesting features used by deep neural networks which may be used to further improve the quality of the age estimation. However, more importantly, the hope is that this study helps build confidence in deep learning methods for the purpose of age estimation from otoliths, thereby increasing the willingness to exploit such techniques to automate the process.

**Supporting information**

**S1 Fig. t-SNE results for the pair juveniles + adolescents (baseline data).** Cluster label assignments for classes: juveniles + adolescents using the baseline data. Center: Visualization by t-SNE. Each data point (i.e. colored circle) corresponds to a relevance map for one otolith and is overlaid with the predicted age. Darker colors on predicted ages refer to test samples. Outer images: Examples of otolith images overlaid by relevance maps for different ages predicted by the neural network. (TIF)

**S2 Fig. t-SNE results for the pair juveniles + adolescents (standardized data).** Cluster label assignments for classes: juveniles + adolescents using the standardized data. Center: Visualization by t-SNE. Each data point (i.e. colored circle) corresponds to a relevance map for one otolith and is overlaid with the predicted age. Darker colors on predicted ages refer to test samples. Outer images: Examples of otolith images overlaid by relevance maps for different ages.
ages predicted by the neural network.

**S3 Fig. t-SNE results for the pair adolescents + young adults (baseline data).** Cluster label assignments for classes: adolescents + young adults using the baseline data. Center: Visualization by t-SNE. Each data point (i.e. colored circle) corresponds to a relevance map for one otolith and is overlaid with the predicted age. Darker colors on predicted ages refer to test samples. Outer images: Examples of otolith images overlaid by relevance maps for different ages predicted by the neural network.

**S4 Fig. t-SNE results for the pair adolescents + young adults (standardized data).** Cluster label assignments for classes: adolescents + young adults using the standardized data. Center: Visualization by t-SNE. Each data point (i.e. colored circle) corresponds to a relevance map for one otolith and is overlaid with the predicted age. Darker colors on predicted ages refer to test samples. Outer images: Examples of otolith images overlaid by relevance maps for different ages predicted by the neural network.

**S5 Fig. t-SNE results for the pair young adults + adults (baseline data).** Cluster label assignments for classes: young adults + adults using the baseline data. Center: Visualization by t-SNE. Each data point (i.e. colored circle) corresponds to a relevance map for one otolith and is overlaid with the predicted age. Darker colors on predicted age refer to test samples. Outer images: Examples of otolith images overlaid by relevance maps for different ages predicted by the neural network.

**S6 Fig. t-SNE results for the pair young adults + adults (standardized data).** Cluster label assignments for classes: young adults + adults using the standardized data. Center: Visualization by t-SNE. Each data point (i.e. colored circle) corresponds to a relevance map for one otolith and is overlaid with the predicted age. Darker colors on predicted age refer to test samples. Outer images: Examples of otolith images overlaid by relevance maps for different ages predicted by the neural network.
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