ARBOREAL STRUCTURES ON GROUPS
AND THE ASSOCIATED BOUNDARIES
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Abstract. For any countable group with infinite conjugacy classes we construct a family of forests on the group. For each of them there is a random walk on the group with the property that its sample paths almost surely converge to the geometric boundary of the forest in a way that resembles the simple random walks on trees. It allows us to identify the Poisson boundary of the random walk with the boundary of the forest and to show that the group action on the Poisson boundary is free (which, in particular, implies non-triviality of the Poisson boundary). As a consequence we obtain that any countable group carries a random walk such that the stabilizer of almost every point of the Poisson boundary coincides with the hyper-FC-centre of the group, and, more generally, we characterize all normal subgroups which can serve as the pointwise stabilizer of the Poisson boundary of a random walk on a given countable group. Our work is a development of a recent result of Frisch - Hartman - Tamuz - Vahidi Ferdowsi who proved that any group which is not hyper-FC-central admits a measure with a non-trivial Poisson boundary.
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**Introduction**

The Poisson boundary of a Markov chain is a measure space that describes the stochastically significant behaviour of the chain at infinity. It provides an integral representation of the bounded harmonic functions of the chain, so that, in particular, the Poisson boundary is trivial if and only if the chain has no non-constant bounded harmonic functions (the Liouville property). The origins of this concept go back to Blackwell [Bla55], Feller [Fel56], Doob [Doob59], and, in the special case of random walks on groups, to Dynkin – Malyutov [DM61] and Furstenberg [Fur63, Fur67, Fur71] (for random walks one sometimes uses the term Poisson – Furstenberg boundary as well, see [Ver00, Ers10]). The Poisson boundary is related to the asymptotic geometry of the underlying group; see Bartholdi – Virag [BV05] (as well as [AAMBV16] and the references therein for the latest developments in this direction) concerning the use of the Liouville property for establishing amenability of groups, and [Ers04a, EZ18] for the applications to growth. It also plays a role in the rigidity theory [Fur71, KM96, FM98].

It is known that a countable group admits a random walk with a trivial Poisson boundary if and only if the group is amenable [Fur73, KV83, Ros81]. On the other hand, the Poisson boundary is trivial for any irreducible random walk on an abelian group; this result goes back to Blackwell [Bla55] (also see [DSW60, CD60]), and was further extended to nilpotent groups [DM61, Mar66], and ultimately to hyper-FC-central groups [LZ98, Jaw04].

In a striking recent result Frisch – Hartman – Tamuz – Vahidi Ferdowsi [FHTVF18] showed that, on the other hand, any countable group which is not hyper-FC-central does admit irreducible measures with a non-trivial boundary; in particular, this is the case for any finitely generated group of exponential growth which solves a conjecture of Vershik and the second named author stated in [KV83]. Our Theorem A below is a development of their result.

**Theorem A** (= Theorem 5.16). For any countable ICC group $G$ there exist a probability measure $\mu$ on $G$ (which can be chosen to be symmetric, non-degenerate, and of finite entropy) and a locally finite forest $F$ with the vertex set $G$ such that:

(i) almost all sample paths of the random walk $(G, \mu)$ converge to the boundary $\partial F$ of the forest $F$;

(ii) almost every sample path visits all but a finite number of points of any geodesic ray in $F$ ending at the limit point of the path;

(iii) the arising quotient map from the Poisson boundary $\partial \mu G$ to the boundary $\partial F$ endowed with the family of the resulting hitting distributions is an isomorphism;

(iv) the action of the group $G$ on the Poisson boundary $\partial \mu G$ is free (mod 0).

---

1 The union of all finite conjugacy classes of a group $G$ is its normal subgroup called the **FC-centre** and denoted $\text{FC}(G)$. If any non-identity element of $G$ has infinitely many conjugates, i.e., if $\text{FC}(G)$ is trivial, then $G$ is said to be a group with infinite conjugacy classes (or, an **ICC group** in short). The **hyper-FC-centre** $\text{FC}_{\text{lim}}(G)$ is the limit of the transfinite upper FC-series of the group, and it is the minimal normal subgroup of $G$ with the property that the associated quotient group is ICC. A group is called **hyper-FC-central** if it coincides with its hyper-FC-centre. A finitely generated group is hyper-FC-central if and only if it is virtually nilpotent.
In contrast to [FHTVF18], where quantitative estimates on the total variance distance between the convolution powers of $\mu$ and their translates were used to claim the non-triviality of the boundary for amenable ICC groups, Theorem A is of a qualitative nature. Its base is a novel arboreal structure present on any ICC group $G$ (no matter, amenable or non-amenable), which is a forest of rooted trees with the vertex set $G$. It is in terms of this forest that we exhibit a non-trivial behaviour of sample paths at infinity in claim (i) and further explicitly identify the Poisson boundary in claim (iii). Another difference between our approach and that of [FHTVF18] is similar to the difference between the strong and the weak laws of large numbers: the latter is a property of the sequence of convolution powers, whereas the former is a property of individual sample paths.

Claim (ii) is a strong convergence property. In the case of simple random walks on free groups and, more generally, on trees, it was used already by Dynkin – Malyutov [DM61] and Cartier [Car72], respectively, for an identification of the topological Martin boundary with the space of ends. However, it is quite a rare phenomenon otherwise, even within the class of simple random walks. Claim (ii) means that any ICC group has a random walk with an infinitely supported step distribution which, in a sense, behaves like the simple random walk on a tree.

A basic question about the Poisson boundary is to provide its complete description (or identification) for a given Markov chain. Even in such a fundamental example as a free group, for which the convergence to the boundary of the group is known for any random walk (which essentially goes back to [Fur67, Section 4]), it is still an open question whether this convergence completely describes the Poisson boundary. The strong convergence property of claim (ii) almost automatically implies the identification of the Poisson boundary in claim (iii) without any restrictions imposed by the conditional entropy criterion [Kai00] (the current standard tool for identifying the Poisson boundary).

Nearly 50 years ago Furstenberg noticed that the advantage of the Poisson boundary is that perturbing the measure $\mu$ does not appear to radically change the nature of the Poisson boundary [Fur71, p. 25]. Indeed, in all currently known examples of an explicit identification of the Poisson boundary its underlying space remains the same for all step distributions $\mu$ from a sufficiently wide class (although the hitting distributions and their measure classes do depend on the choice of $\mu$), see [Kai00, Led01, LP15, MT18] and the references therein. Theorem A provides many measures $\mu$ on the same ICC group $G$ such that their Poisson boundaries do not have a common underlying space (the forests, in terms of which the boundary is described, significantly depend on $\mu$). This absence of universality seems to be the first example of this kind.

It is well-known that for any random walk $(G, \mu)$ the action of the group $G$ on the Poisson boundary $\partial_\mu G$ is ergodic, and therefore this action is non-trivial whenever the Poisson boundary is not a singleton. It is claimed in [FHTVF18] Remark 2.7 that if $G$ is an amenable ICC group, then for any $g \in G \setminus \{e\}$ there is a measure $\mu = \mu_g$ such that the action of $g$ on $\partial_\mu G$ is non-trivial. Our claim (iv) states that on any ICC group there is a random walk with the property that the group action on the Poisson boundary is not only faithful (i.e., any non-identity element acts non-trivially), but also (mod 0) free (i.e., the stabilizer subgroup of almost every boundary point is trivial). It might be interesting to compare claim (iv) with the equivalence of the $C^*$-simplicity of a countable group $G$ and the freeness of the action on its topological Furstenberg boundary recently proved in [HK17] Theorem 1.5] (also see [BKKO17] Theorem 3.1)) as well as with the work of Hartman – Kalantar [HK17] on $C^*$-simple probability measures on groups.
Talking about a general (not necessarily ICC) group $G$, the action of the hyper-FC-centre $\text{FC}_{\lim}(G)$ on the Poisson boundary $\partial_{\mu}G$ is trivial for any non-degenerate step distribution $\mu$ (i.e., such that $\text{supp} \mu$ generates $G$ as a semigroup, Proposition 5.11) this need not be true for degenerate measures, see Section 5.D). Therefore, Theorem A applied to the quotient ICC group $G/\text{FC}_{\lim}(G)$ implies the existence of a probability measure $\mu$ on $G$ such that the Poisson boundary $\partial_{\mu}G$ can be explicitly described, any non-hyper-FC-central element of $G$ acts on the $\partial_{\mu}G$ non-trivially, and, moreover, the stabilizers of almost all points of the Poisson boundary coincide with $\text{FC}_{\lim}(G)$.

We can actually completely characterize the subgroups of $G$ which arise as the pointwise stabilizers of the Poisson boundary of the non-degenerate random walks on $G$:

**Theorem B** ( = Theorem 5.21). For any countable group $G$ the following conditions on a subgroup $H \subset G$ are equivalent:

(i) there exists a non-degenerate probability measure $\mu$ on $G$ such that the stabilizer of almost every point of the Poisson boundary $\partial_{\mu}G$ is $H$;

(ii) there exists a non-degenerate probability measure $\mu$ on $G$ such that the pointwise stabilizer of the Poisson boundary $\partial_{\mu}G$ is $H$ (i.e., $H$ is the intersection of almost all point stabilizers);

(iii) $H$ is an amenable normal subgroup of $G$ with the property that the quotient $G/H$ is either an ICC group or the trivial group.

In the particular case when $G$ is an ICC group and $H = \{e\}$ this is Theorem A(iv), and in the case when $G$ is amenable and $H = G$ this is the aforementioned result from [Ros81, KV83] on the existence of random walks with the trivial Poisson boundary on any amenable group. The proof of the main implication (iii) $\implies$ (i) consists in applying Theorem A(iv) to the quotient group $G = G/H$ to obtain a non-degenerate probability measure $\overline{\mu}$ on $\overline{G}$ such that the action of $\overline{G}$ on the Poisson boundary $\overline{\partial_{\mu}G}$ is $\pmod{0}$ free. Because of the amenability of $H$ the measure $\mu$ can then be lifted to a measure $\mu$ with the property (i) by [Kai02, Theorem 2].

The measure $\mu$ in Theorem B need not have finite entropy in contrast to Theorem A, as, for instance, the amenable wreath product $G = \mathbb{Z}^3 \wr \mathbb{Z}_2$ has no finite entropy measures with a non-trivial boundary [Ers04b].

**Arboreal structures. An outline of the proof of Theorem A.**

1. An **arboreal structure** on a countable group $G$ can be viewed as a mapping from a forest with $G$-labelled edges to $G$. A particular case of this notion, which is at the core of the proof of Theorem A, is when this mapping is bijective, so that the vertex set of the forest can be identified with the group. Its construction for an arbitrary ICC group (see Sections 1 and 2) is inspired by the notions of switching and super-switching elements introduced and applied by Frisch – Tamuz – Vahidi Ferdowsi [FTF18] and Frisch – Hartman – Tamuz – Vahidi Ferdowsi [FHTVF18], respectively. The version of this construction described below is simplified (with symmetric switching sets and no filling sets, in terms of Definition 1.10) compared to the one we actually use in the proof of Theorem A, but it is still sufficient for dealing with finitely generated groups.

Given a sequence of symmetric subsets $\Sigma_n \subset G$ and a **gauge function** $\lambda$, we define a **spike decomposition** (Definition 1.7) of an element $g \in G$ as its presentation as the product

$$g = \overline{g} \cdot \hat{g} \cdot \overline{g}$$

(1)
of a spike $\hat{g} \in \Sigma_n$ (the number $n$ is called the height of the decomposition) by at most $\lambda(n)$ multipliers (on either side) from the preceding sets $\Sigma_1, \Sigma_2, \ldots, \Sigma_{n-1}$:

$$\overline{g}, \overline{g} \in \Delta_{n}^{\lambda(n)}, \quad \text{where} \quad \Delta_n = \Sigma_1 \cup \Sigma_2 \cup \cdots \cup \Sigma_{n-1}.$$ 

The associated despiking graph is the graph with the vertex set $G$ whose edges are all pairs $(g, \overline{g})$, where $\overline{g}$ is the prefix of a decomposition (★) of an element $g \in G$.

The key role in endowing the group $G$ with an arboreal structure, which is essential for our proof of Theorem A, is played by the uniqueness of spike decomposition (★). If this is the case for a group element $g \in G$, then we can define its height $|g|$ as the height of the unique decomposition of $g$. By $U \subset G$ we denote the set of all $g \in G$ which are unspiked (admit no spike decomposition), and put for them $|g| = 0$. We say that a sequence $(\Sigma_n)$ is a $\lambda$-ladder (Definition 1.10) if any $g \in G$ has at most one spike decomposition, and, additionally, $|\overline{g}| < |g|$ for any $g \in G \setminus U$. If $(\Sigma_n)$ is a $\lambda$-ladder, then the associated despiking graph is a forest denoted by $\mathcal{F}$. Each of the trees of $\mathcal{F}$ contains a unique unspiked vertex (its root), and $g \to \overline{g}$ is the orientation of the edges of $\mathcal{F}$ towards the corresponding roots (Proposition 1.15).

The forest $\mathcal{F}$ can also be described recursively, by “growing” its trees from the set $U$ of the unspiked elements of the group (Section 1.B.1). In this description the geodesic rays of $\mathcal{F}$ issued from a root $g_0 \in U$ are the sequences

$$g_0, g_1, \ldots, g_k, \ldots \quad \text{with} \quad g_{k-1} = \overline{g}_k,$$

i.e., their entries are the products

$$g_k = g_{k-1} \sigma_k h_k = g_0 \sigma_1 h_1 \sigma_2 h_2 \ldots \sigma_k h_k,$$

see Figure 1 which satisfy the following conditions:

(a) $\sigma_k \in \Sigma_{n_k}$ for an increasing sequence $n_k = |g_k|$;
(b–c) $g_{k-1}$ and $h_k$ are in the ball $\Delta_{n_k}^{\lambda(n_k)}$ for all $k \geq 1$.

![Figure 1. An arboreal structure for a rapidly growing gauge function $\lambda$. The edge labels satisfy conditions (a) $\sigma_k \in \Sigma_{n_k}$ for a strictly increasing integer sequence $n_k$, and
(b) $h_k \in (\Sigma_1 \cup \cdots \cup \Sigma_{n_k-1})^{\lambda(n_k)}$.](image)

If the function $\lambda$ grows fast enough, then the fact that $g_{k-1} \in \Delta_{n_k}^{\lambda(n_k)}$ for $k > 1$ in condition (b–c) actually follows just from the restrictions on $h_k$, so that instead of (b–c) it is enough to require

(b) $h_k \in \Delta_{n_k}^{\lambda(n_k)}$ for all $k \geq 1$,
(c1) $g_0 \in \Delta_{n_1}^{\lambda(n_1)}$.

Therefore (Proposition 1.20), in this situation the geodesic rays of the forest $\mathcal{F}$ are Markovian with the transition rules (a), (b) for any $k \geq 2$ and the initial conditions
(b_1-c_1) \ g_0 \text{ and } h_1 \text{ are in the ball } \Delta_{n_1}^{\lambda(n_1)};

(d) the root \ g_0 \text{ is unspiked (in other words, } g_0 \text{ can not be the root of a tree satisfying conditions (a) and (b–c)).}

The boundary \ \partial F \text{ of the forest } F \text{ is defined in the usual way as the disjoint union of the boundaries of its trees. Although it is not preserved by the action of the group } G, \text{ the definition of a ladder easily implies that the maximal } G\text{-invariant subset } \partial F_G \subset \partial F \text{ (Definition 1.29) is non-empty, and, moreover, the action of the group } G \text{ on } \partial F_G \text{ is free. An explicit non-empty } G\text{-invariant subset } \partial_F \subset \partial F \text{ corresponds to the set of geodesic rays } g_0, g_1, \ldots \text{ with the property that } \lambda(\{g_k\}) - |g_{k-1}| g_k  \xrightarrow{\infty} \infty \text{ (cf. condition (b–c) above), where } |g_n| \text{ denotes the length of } g \in G \text{ with respect to the set } \Delta_n = \Sigma_1 \cup \Sigma_2 \cup \ldots \cup \Sigma_{n-1} \text{ (Proposition 1.36).}

2. For proving Theorem A we only need that the measure } \mu \text{ agree, in the sense to be specified below, with a ladder on the group } G. \text{ We begin by choosing a probability measure } p = (p_j) \text{ on } \mathbb{Z}_+ \text{ with the property that the record values } R_k \text{ of almost every sequence of independent } p\text{-distributed random variables are eventually simple (meaning that } R_k \text{ does not occur a second time before the next record value } R_{k+1} > R_k \text{ is achieved). There is a well-known explicit necessary and sufficient condition for that (Lemma 2.3) satisfied, for instance, for any distribution } p \text{ with a polynomial decay.} 

\text{Then we choose a rapidly growing function } \lambda \text{ (Lemma 2.15). A sufficient condition on its growth is given by the bound } T_{k+1} \leq \lambda(R_k) \text{ for the record time } T_{k+1} \text{ in terms of the previous record value } R_k = X_{T_k}, \text{ which is required to be eventually satisfied for almost every independent } p\text{-distributed sequence } (X_n). 

\text{Let now } (\Sigma_n) \text{ be a } \lambda\text{-ladder, and } \mu \text{ be a probability measure on the group } G \text{ such that } \mu(\Sigma_n) = p_n. \text{ Take a sequence of independent } \mu\text{-distributed increments } x_n \text{ of the random walk } (G, \mu), \text{ and let } T_k \text{ and } R_k = |x_{T_k}| \text{ be, respectively, the record times and the associated record values of the sequence } x_n \text{ (we remind that } |\sigma| = n \text{ for } \sigma \in \Sigma_n, \text{ so that } \{x_n\} \text{ are independent and } p\text{-distributed). If a particular record value } R_k \text{ is simple, then the position } y_n = x_1 x_2 \ldots x_n \text{ of the random walk at any time } n \text{ with } T_k \leq n < T_{k+1} \text{ is spiked with the spike } \widetilde{y}_n = x_{T_k}, \text{ and } \overline{y}_n = x_1 x_2 \ldots x_{T_k-1} = y_{T_k-1} \text{ (i.e., } y_n \text{ and } y_{T_k-1} \text{ are neighbours in the forest } F). \text{ In particular, } \overline{y}_{T_{k+1}-1} = y_{T_k-1}, \text{ so that the subsequence } (y_{T_k-1}) \text{ is a geodesic ray for sufficiently large } k, \text{ and the whole sample path } (y_n) \text{ converges to the limit point of this geodesic ray (Theorem 3.10), see Figure 2 for an illustration.}

![Figure 2](image-url) 

\text{Figure 2. Boundary convergence. The solid arrows represent the random walk transitions, whereas the dashed arrows represent the limit geodesic ray. The circled bullets are the points } y_{T_k-1}, \text{ and the greyed out circles are the points } y_{T_k}. 

\text{While the forest } F \text{ is not locally finite, we also describe its locally finite constrained subforest (Definition 1.23) and show, in Theorem 3.10(v), that the sample paths of the random walk almost surely converge to the boundary of that subforest as well.}
3. In order to complete the proof of Theorem A it remains to show that any ICC group has a \(\lambda\)-ladder for any gauge function \(\lambda\). Given a subset \(Z \subset G\), we say that a set \(\Sigma \subset G \setminus \{e\}\) is \(Z\)-switching if

\[
\sigma z = z' \sigma' \iff z = z' = e, \quad \sigma = \sigma'
\]

whenever \(z, z' \in Z\) and \(\sigma, \sigma' \in \Sigma\), i.e., if the product sets \(\Sigma Z\) and \(Z \Sigma\) have no common elements other than the ones arising for “trivial” reasons (Definition 4.2) this is a somewhat more general form of the notions introduced in [FTF18, FHTVF18]. The key property relating switching sets and ladders is that a sequence \(\Sigma_n\), in which each \(\Sigma_n\) is switching for the set \((\Sigma_1 \cup \Sigma_2 \cup \ldots \Sigma_{n-1})^{5\lambda(n)}\), is a \(\lambda\)-ladder (Lemma 4.3). Therefore, for making sure that the measure \(\mu\) in Theorem A can be chosen symmetric, the above switching sets \(\Sigma_n\) have to be symmetric as well.

In the terminology of [FTF18, FHTVF18] the switching sets of the form \(\Sigma = \{\sigma\}\) and \(\Sigma = \{\sigma, \sigma^{-1}\}\) correspond to the switching and the superswitching elements \(\sigma\), respectively. The existence of an infinite number of switching elements for any finite subset in an ICC group \(G\) was established in [FTF18, Claim 3.3]. Under the additional assumption that \(G\) is amenable this was extended to superswitching elements in [FHTVF18, Proposition 2.4]. We eliminate this assumption and show that there are infinitely many superswitching elements for any finite subset in any ICC group (Proposition 4.25).

Now, given a finitely generated ICC group, we can take for \(\Sigma_1\) any finite symmetric generating set and recursively obtain a symmetric \(\lambda\)-ladder for any gauge function \(\lambda\), which completes the proof of Theorem A in the finitely generated case. For an infinitely generated ICC group the whole construction (including the definition of ladders) has to be modified in order to make sure that the support of the resulting measure \(\mu\) generates the whole group. This is done by allowing the presence of an exhausting sequence of filling sets (Definition 1.1), which then has to be taken into account in the aforementioned arguments.

Acknowledgement. We are grateful to Todor Tsankov for indicating a reference to Neumann’s Lemma [Neu54, (4.2)].

1. Ladders, the associated forests, and their boundaries

1.A. Spike decomposition and ladders.

Definition 1.1. A scale on a countable group \(G\) is a triple

\[
\Lambda = (\lambda, \Sigma, A)
\]

which consists of an unbounded non-decreasing gauge function

\[
\lambda : \mathbb{N} \to \mathbb{N}
\]

and two sequences

\[
\Sigma = (\Sigma_1, \Sigma_2, \ldots), \quad A = (A_0, A_1, \ldots)
\]

of subsets of \(G\) called the spiking and the filling sequences, respectively. All the spiking sets \(\Sigma_n\) are required to be non-empty and pairwise disjoint, whereas the filling sets \(A_n\) are allowed to be empty.

By

\[
\Delta_n = \bigcup_{i=1}^{n-1} \Sigma_i^{\pm 1} \cup \bigcup_{i=0}^{n-1} A_i^{\pm 1}, \quad n \geq 1,
\]

(1.2)
we denote the union of the spiking sets \( \Sigma_i \), the filling sets \( A_i \), and their inverses with the indices strictly less than \( n \). By passing, if necessary, to a smaller subgroup, we shall assume without any loss of generality that

\[
\text{the set } \Delta_{\infty} = \bigcup_{n=1}^{\infty} \Delta_n \text{ generates the group } G ,
\]

i.e., equivalently, that the sequence of sets \( \Delta_n^{(n)} \) exhausts the whole group \( G \). For the sake of technical simplicity we shall also assume that

\[
\text{the set } A_0 \text{ is non-empty and contains the group identity } e .
\]

By

\[
|g|_\alpha = \min \{ k \geq 0 : g \in \Delta^k \} , \quad \alpha = 1, 2, \ldots, \infty ,
\]

we denote the length of a group element \( g \in G \) with respect to the corresponding set \( \Delta_\alpha \). Although \( |g|_\infty < \infty \) for any \( g \in G \) by assumption (1.3), individual sets \( \Delta_n \) with \( n < \infty \) need not generate the whole group \( G \), so that some of the lengths \( |g|_n \) may well be infinite. However, since \( \Delta_n \nsubseteq \Delta_{\infty} \),

\[
|g|_n \searrow |g|_\infty < \infty \quad \forall g \in G .
\]

**Definition 1.7.** A spike decomposition of a group element \( g \in G \) with respect to a scale \( \Lambda = (\lambda, \Sigma, A) \) is its presentation as a product

\[
g = \overrightarrow{g} \cdot \hat{g} \cdot \overleftarrow{g} ,
\]

where

(i) the spike \( \hat{g} \) belongs to \( \Sigma_n \) for a certain \( n > 0 \) called the height of the decomposition;
(ii) the prefix \( \overrightarrow{g} \) and the postfix \( \overleftarrow{g} \) are both products of at most \( \lambda(n) \) multipliers from the union \( \Delta_n \) (1.2) of the sets \( \Sigma_{k}^{\pm1} , A_{k}^{\pm1} \) with the indices \( k < n \), i.e.,

\[
|\overrightarrow{g}|_n , |\overleftarrow{g}|_n \leq \lambda(n) .
\]

If \( g \in G \) does not admit any spike decompositions, we call it unspiked and denote the set of all unspiked elements by \( U = U(\Lambda) \subset G \). If \( g \in G \) has a unique spike decomposition, the components \( \overrightarrow{g} , \hat{g} , \overleftarrow{g} \) of this decomposition are referred to as the prefix, the spike, and the postfix of \( g \), respectively, and we use the notation \( |g| = n \) (provided \( \hat{g} \in \Sigma_n \)) for the height of \( g \) (we put \( |g| = 0 \) for all \( g \in U \)).

**Definition 1.9.** The despiking graph of a scale \( \Lambda = (\lambda, \Sigma, A) \) is the graph with the vertex set \( G \) whose edges are all pairs \( (g, \overrightarrow{g}) \), where \( \overrightarrow{g} \) is the prefix of a spike decomposition of an element \( g \in G \).

**Definition 1.10.** A scale \( \Lambda = (\lambda, \Sigma, A) \) is called a ladder if

(i) any \( g \in G \) admits at most one spike decomposition, i.e., the spike decomposition is unique for any \( g \in G \setminus U \);
(ii) the resulting prefix map

\[
\pi : g \mapsto \overrightarrow{g}
\]

which assigns to any \( g \in G \setminus U \) the prefix \( \overrightarrow{g} \) of its spike decomposition has the property that

\[
|\overrightarrow{g}| < |g| \quad \forall g \in G \setminus U .
\]
Thus, if $\Lambda$ is a ladder, then for any $g \in G$ the preimage set
$$\pi^{-1}(g) = \{ g' \in G : \overrightarrow{g'} = g \}$$
consists of all neighbours $g'$ of $g$ in the despiking graph whose height $|g'|$ is strictly greater than $|g|$, whereas for any $g \in G \setminus \mathcal{U}$ the prefix $\pi(g) = \overrightarrow{g}$ is the only neighbour of $g$ whose height is strictly smaller than $|g|$.

**Remark 1.13.** Inequality (1.12) from Definition 1.10 is automatically satisfied when the spiking sets $\Sigma_n$ “escape to infinity” fast enough, more precisely, if
$$\Sigma_n \cap \Delta_3^{n-\lambda(n)} = \emptyset \quad \forall n \geq 1 \quad (1.14)$$
(cf. Lemma 4.5 below). Indeed, under condition (1.14) inequalities (1.8) imply, by the triangle inequality, that
$$|\overrightarrow{g}|_{\mathcal{U}} > \lambda(|g|) \quad \forall g \in G \setminus \mathcal{U}.$$ 
Thus, if $|\overrightarrow{g}| \geq |g|$ for a certain $g \in G \setminus \mathcal{U}$, then by the monotonicity of the lengths $|.|_n$ (1.6) and of the gauge function $\lambda$
$$|\overrightarrow{g}|_{\mathcal{U}} \geq |\overrightarrow{g}_{\mathcal{U}}| > \lambda(|\overrightarrow{g}|) > \lambda(|g|),$$
so that $|\overrightarrow{g}|_{\mathcal{U}} > \lambda(|g|)$ in contradiction to Definition 1.7(ii).

**1.B. The ladder forest.** Let us remind that a **tree** is a connected graph with no cycles. A tree endowed with a reference vertex (root) is called **rooted**. A **forest** is a graph (not connected in general) with no cycles, i.e., a graph whose connected components are trees. A forest is **rooted** if each of its trees is rooted.

**Proposition 1.15.** For any ladder $\Lambda$ on a group $G$

(i) the associated despiking graph $\mathcal{F} = \mathcal{F}(\Lambda)$ is a forest;

(ii) any tree of the forest $\mathcal{F}$ contains a unique unspiked vertex;

(iii) all vertices of the forest $\mathcal{F}$ are of infinite order.

By using claim (ii) above we can, from now on, root the trees from the ladder forest $\mathcal{F} = \mathcal{F}(\Lambda)$ by choosing the corresponding unspiked vertices as their roots. We denote by $T_u \in \mathcal{F}$ the tree rooted at $u \in \mathcal{U} \subset G$, so that $\mathcal{F} = \{ T_u \}_{u \in \mathcal{U}}$. If $g \in T_u$, then we also say that $u$ is the root of $g$.

**Proof of Proposition 1.15.**

(i) Let $g_0, g_1, \ldots, g_n = g_0$ be a cycle without backtracking in $\mathcal{F}$. If $g_i$ is a maximal height vertex from this cycle, then $|g_i|$ is strictly greater than both $|g_{i-1}|$ and $|g_{i+1}|$, whence $g_{i-1} = g_{i+1}$, which yields a contradiction.

(ii) The connected component of any spiked element of $G$ contains an unspiked one (it is produced by an iterative application of the prefix map $\pi : g \mapsto \overrightarrow{g}$ until one reaches $\mathcal{U}$; the iterative process does eventually stop by condition (ii) from Definition 1.10). On the other hand, no connected component of $\mathcal{F}$ can contain more than one unspiked element (otherwise, by taking a path without backtracking which joins two unspiked elements and looking at its maximal height vertex, one arrives at a contradiction in precisely the same way as in the proof of (i)).

(iii) By the definition of the spike decomposition (Definition 1.7), for any $g \in G$ the preimage set $\pi^{-1}(g)$ of the prefix map (1.11) consists of all products $g' = g\sigma h$ with $\sigma \in \bigcup_n \Sigma_n$ and
$$|g|_{\mathcal{U}} \cdot |h|_{\mathcal{U}} \leq \lambda(|g'|), \quad (1.16)$$
Let us remind that since $\Lambda$ is a ladder, the spike of any $\sigma \in \Sigma_n$ is $\sigma$ itself, so that $|\sigma| = n$. Since the gauge function $\lambda$ is non-decreasing unbounded, by (1.6)

$$n_0(g) = \min \{ n : |g_n| \leq \lambda(n) \} < \infty,$$

and the inequality $|g_n| \leq \lambda(n)$ holds whenever $n \geq n_0$, so that the set

$$\pi^{-1}(g) = \{ \rho \sigma h : \sigma \in \Sigma_n \text{ with } n \geq n_0(g), \text{ and } h \in G \text{ with } |h_n| \leq \lambda(n) \} \quad (1.17)$$

is infinite for any $g \in G$.

Proposition 1.15 has the following two ramifications.

1.B.1. A Markov property of the ladder forests. The description of the preimage sets of the prefix map $\pi$ that was used in the proof of Proposition 1.15(iii) leads to a recursive construction of the ladder forest $F = F(\Lambda)$, in which its trees $T_u$ are “grown” from their roots $u \in U$ by applying the consecutive transitions $g \to g' \in \pi^{-1}(g)$. The geodesic rays of $F$ issued from a root $u \in U$ are, therefore, the sequences $u = g_0, g_1, \ldots, g_k, \ldots$

with

$$g_k = g_0 \sigma_1 h_1 \sigma_2 h_2 \ldots \sigma_k h_k, \quad \sigma_k \in \bigcup_{i=1}^{\infty} \Sigma_i \quad \text{for } k \geq 1,$$

where each increment $\sigma_k h_k$ satisfies conditions (1.16) with respect to the previous product $g_{k-1}$, see Figure I from the Introduction, i.e.,

$$\left\{ \begin{array}{l}
|\sigma_{k+1}| > |\sigma_k| = |g_k|, \\
|h_k|_{\sigma_k} \leq \lambda(|\sigma_k|), \\
|g_{k-1}|_{\sigma_k} = |g_0 \sigma_1 h_1 \ldots \sigma_{k-1} h_{k-1}|_{\sigma_k} \leq \lambda(|\sigma_k|),
\end{array} \right. \quad (1.18d)$$

for any $k \geq 1$

with the “initial condition”

$$g_0 \in U \quad (1.18d)$$

If the function $\lambda$ grows fast enough, then conditions (1.18c)_k with $k \geq 2$ are actually redundant as they follow from conditions (1.18b)_k on the increments $h_k$. Indeed, by the subadditivity of the word lengths (1.5) and by their monotonicity (1.6), for any $k \geq 2$

$$|g_{k-1}|_{\sigma_k} = |g_0 \sigma_1 h_1 \ldots \sigma_{k-1} h_{k-1}|_{\sigma_k}$$

$$\leq |g_0|_{\sigma_k} + |\sigma_1|_{\sigma_k} + |h_1|_{\sigma_1} + \ldots + |\sigma_{k-1}|_{\sigma_{k-1}} + |h_{k-1}|_{\sigma_{k-1}}$$

$$= (k - 1) + |g_0|_{\sigma_1} + |h_1|_{\sigma_1} + \ldots + |h_{k-1}|_{\sigma_{k-1}}.$$

Therefore, if the function $\lambda$ satisfied the inequality

$$\lambda(n + 1) \geq n + 2(\lambda(1) + \lambda(2) + \ldots + \lambda(n)) \quad \forall n \geq 1, \quad (1.19)$$

then for any $k \geq 2$ conditions (1.18c)_1 and (1.18b)_1, (1.18b)_2, \ldots, (1.18b)_{k-1} imply the inequality

$$|g_{k-1}|_{\sigma_k} \leq (k - 1) + \lambda(|\sigma_1|) + \lambda(|\sigma_1|) + \ldots + \lambda(|\sigma_{k-1}|)$$

$$\leq \lambda(|\sigma_{k-1}| + 1) \leq \lambda(|\sigma_k|),$$

i.e., condition (1.18c)_k. Thus, we have
Proposition 1.20. If the gauge function $\lambda$ of a ladder $\Lambda = (\lambda, \Sigma, A)$ satisfies the fast growth condition \((1.19)\), then the geodesic rays issued from any root $u \in \mathcal{U}$ of the ladder forest $\mathcal{F} = \mathcal{F}(\Lambda)$ are the sequences

$$u = g_0, g_1, \ldots, g_k, \ldots$$

with

$$g_k = g_0\sigma_1h_1\sigma_2h_2\ldots\sigma_kh_k, \quad k \geq 1,$$

where $\sigma_k \in \bigcup_{i=1}^{\infty} \Sigma_i$ and $h_k \in G$ satisfy conditions \((1.18a)_{k+1}\), \((1.18b)_{k+1}\) for all $k \geq 1$ and condition \((1.18c)_1\). Therefore, given an initial segment $g_0, g_1, \ldots, g_{k-1}$, $k \geq 2$, the set of all admissible points $g_k = g_{k-1}\sigma_kh_k$ depends on $g_{k-1}$ only (the Markov property), and the geodesic rays in $\mathcal{F}$ can be described by the “transition rules”

For any $k \geq 2$

$$\begin{align*}
|\sigma_k| &< |g_{k-1}|, \\
|h_k|\sigma_k &\leq \lambda(|\sigma_k|).
\end{align*}$$

and the “initial conditions”

$$\begin{align*}
|g_0|\sigma_1 &\leq \lambda(|\sigma_1|), \\
|g_0|\sigma_1 &\leq \lambda(|\sigma_1|), \\
g_0 &\in \mathcal{U}.
\end{align*}$$

Remark 1.22. Fast growth condition \((1.19)\) is, for instance, satisfied for the function $\lambda(n) = 4^n$, or, more generally, if $\lambda(n) \geq 4^n$ and the ratio $\lambda(n)/4^n$ is non-decreasing.

1.B.2. Constrained subforests. If all the entries $\Sigma_i, A_i$ of a ladder $\Lambda = (\lambda, \Sigma, A)$ are finite, then there is a locally finite subforest of the ladder forest $\mathcal{F} = \mathcal{F}(\Lambda)$ (with an infinite number of trees though) still suitable for our further purposes.

Definition 1.23. Given a ladder $\Lambda$ on a group $G$, the constrained ladder forest $\mathcal{F}_\kappa = \mathcal{F}_\kappa(\Lambda)$ determined by a non-decreasing constraining function $\kappa : \mathbb{Z}_+ \to \mathbb{Z}_+$ is the graph with the vertex set $G$ whose non-oriented edges are the pairs $(g, \overline{g})$, where $g$ is spiked, $\overline{g}$ is the prefix of its spike decomposition, and, additionally, $|g| \leq \kappa(|\overline{g}|)$.

In other words, $\mathcal{F}_\kappa$ is obtained from the ladder forest $\mathcal{F}$ by erasing all edges $(g, \overline{g})$ with $|g| > \kappa(|\overline{g}|)$. The description \((1.17)\) of the preimage sets of the prefix map $\pi : g \mapsto \overline{g}$ in the proof of Proposition \((1.15)\) then implies

Lemma 1.24. If a ladder $\Lambda = (\lambda, \Sigma, A)$ is such that all its entries $\Sigma_i, A_i$ are finite, then the constrained ladder forest $\mathcal{F}_\kappa(\Lambda)$ is locally finite for any constraining function $\kappa$.

Remark 1.25. Proposition \((1.20)\) is applicable to the constrained forests as well. One just has to replace condition \((1.21a)\) from the description of the Markov transitions with the condition

$$|g_{k-1}| < |\sigma_k| \leq \kappa(|g_{k-1}|).$$
1.C. Boundaries of trees and forests. The boundary $\partial T$ of a rooted tree $(T,o)$ can be identified with the set of geodesic rays in $T$ issued from the root $o$. The boundary carries the usual topology of pointwise convergence, which is compact if and only if the tree is locally finite. A sequence of vertices $\tau_n \in T$ converges to a boundary point $\tau_\infty \in \partial T$ if the geodesic segments $[o,\tau_n]$ pointwise converge to the geodesic ray representing $\tau_\infty$.

Let us remind that two sequences $\tau_n = (x_0, x_1, \ldots)$ and $\tau_n' = (x_0', x_1', \ldots)$ are called asymptotically equivalent (notation: $\tau \sim \tau'$) if there exist integers $n, n' \geq 0$ such that

$$x_{n+i} = x'_{n'+i} \quad \forall i \geq 0.$$  \hfill (1.26)

We denote the asymptotic equivalence class of a sequence $\tau$ by $[\tau]$. In the “rootless” description the boundary $\partial T$ of a tree $T$ is defined as the set of the classes of asymptotic equivalence of geodesic rays in $T$. It is the presence of a root $o \in T$ that allows one to choose the geodesic ray $\xi = [o, \xi]$ issued from the root $o$ as the “canonical representative” of each equivalence class $\xi \in \partial T$.

The boundary $\partial F$ of a forest $F$ is the disjoint union

$$\partial F = \bigsqcup_{T \in F} \partial T$$

of the boundaries of all trees $T$ which constitute the forest. The topology of $\partial F$ is that of a disjoint union of the topological spaces $\partial T$. In the same way as for a single tree, by making a forest rooted (i.e., by rooting each tree of the forest) one can identify the boundary $\partial F$ with the set of all geodesic rays issued from these roots. A sequence of vertices $\tau_n$ converges to a boundary point $\tau_\infty \in \partial F$ if the sequence is eventually contained in a single tree $T \in F$, and $\tau_n \to \tau_\infty \in \partial T \subset \partial F$ in this tree. Given a boundary point $\xi \in \partial F$, the tree $T \in F$ whose boundary contains $\xi$ will be called the tree of $\xi$, and the root of $T$ will be called the root of $\xi$.

Let us now assume that the vertex set of our forest $F$ is a countable group $G$. We emphasize that we do not impose any a priori conditions on the relationship between the graph structure of $F$ and the group structure of $G$.

The group $G$ naturally acts by entry-wise translations

$$(g_0, g_1, \ldots) \mapsto (gg_0, gg_1, \ldots)$$  \hfill (1.27)

on sequences $(g_0, g_1, \ldots)$ in $G$ and on their classes of asymptotic equivalence. Therefore, given a forest $F$ on $G$, its boundary $\partial F$ (as a collection of the asymptotic equivalence classes of geodesic rays) is moved by any group element $g \in G$ to the boundary $\partial g F = g \partial F$ of the translated forest $g F$. However, the boundary $\partial F$ need not be preserved by the action of $G$, see Example 1.32 and Example 1.34 below.

Remark 1.28. It is straightforward to describe the stabilizer subgroups

$$\text{Stab} \xi = \{g \in G : g \xi = \xi\}, \quad \xi \in \partial F.$$  

Namely, given a countable group $G$, a forest $F$ on $G$, and $g \in G, \xi \in \partial F$, one has $g \xi = \xi$ if and only for any (≡ a certain) geodesic ray $\gamma = (\gamma_0, \gamma_1, \ldots)$ converging to $\xi$ there is an integer $t$ such that $g\gamma_{n+t} = \gamma_{n+t}$ for all sufficiently large $n$.

Definition 1.29. The $G$-invariant part $\partial_G F$ of the boundary $\partial F$ of a forest $F$ on a countable group $G$ is the intersection

$$\partial_G F = \bigcap_{g \in G} g \partial F = \bigcap_{g \in G} \partial g F.$$  

In other words, $\partial_G F$ is the maximal subset of $\partial F$ invariant under the action of $G$ by translations, i.e., it consists of the equivalence classes of all geodesic rays $\gamma = (\gamma_0, \gamma_1, \ldots)$
in $\mathcal{F}$ with the property that any translate $g\gamma$, $g \in G$, is asymptotically equivalent to a certain geodesic ray in $\mathcal{F}$ (which, of course, depends on $g$ and on $\gamma$).

**Remark 1.30.** If the forest $\mathcal{F}$ is rooted, then, as we have already noticed, any boundary point $\xi \in \partial \mathcal{F}$ can be uniquely represented by the geodesic ray $\gamma = [o, \xi] = (\gamma_0, \gamma_1, \ldots)$ issued from the corresponding root $o = \gamma_0$. In these terms the $g$-translate $\xi' = g\xi$ belongs to $\partial \mathcal{F}$ if and only if the translates $(g\gamma_n, g\gamma_{n+1}, \ldots)$ of the truncated rays $[\gamma_n, \xi] = (\gamma_n, \gamma_{n+1}, \ldots)$ are also geodesic rays in $\mathcal{F}$ for all sufficiently large $n$. If this is the case, let $o'$ denote the root of $\xi'$, i.e., the root of the common tree $\mathcal{T}'$ of the vertices $g\gamma_n, g\gamma_{n+1}, \ldots$. Then the geodesics $[o', g\gamma_n]$ stabilize, and their concatenation with the ray $(g\gamma_n, g\gamma_{n+1}, \ldots)$ coincides, for sufficiently large $n$, with the geodesic ray $\gamma' = [o', \xi']$ joining the root $o'$ with the boundary point $\xi' = g\xi$, see Figure 1.31. Thus, the sequences of increments $\gamma_n^{-1}\gamma_{n+1}$ and $\gamma_n^{-1}\gamma_{n+1}'$ along the rays $\gamma = [o, \xi]$ and $\gamma' = [o', g\xi]$ are asymptotically equivalent, and the action of $g$ amounts to a “rewriting” (with a possible length change) of a certain initial part of the sequence of increments $(\gamma_n^{-1}\gamma_{n+1})$.

**Figure 1.31.** The boundary action.

The discussion from Remark 1.30 easily implies that the subset $\partial_{\mathcal{G}}\mathcal{F} \subset \partial \mathcal{F}$ is Borel. However, in general it need not be closed in $\partial \mathcal{F}$, see Example 1.32.

**Example 1.32.** The forest $\mathcal{F}$ on the group $G = \mathbb{Z}^2$ presented in Figure 1.33 on the left consists of the “vertical” bilateral geodesics $\mathcal{T}_i$ indexed with the integers $i \neq 0, 1$ and of a 3-ended tree $\mathcal{T}$ with the vertex set $\{(i, j) : i = 0, 1, j \in \mathbb{Z}\}$. The boundary $\partial \mathcal{T}_i$ of each $\mathcal{T}_i$ consists of two points $\xi^-_i, \xi^+_i$ represented by the geodesic rays $((i, 0), (i, -1), (i, -2), \ldots)$ and $((i, 0), (i, 1), (i, 2), \ldots)$, respectively, whereas the boundary $\partial \mathcal{T}$ of $\mathcal{T}$ consists of two points $\xi^-_0, \xi^-_1$ defined as above and a third point $\xi^+_1$ represented by the “zigzag” geodesic ray $((0, 0), (1, 1), (0, 1), (1, 2), (0, 2), (1, 3), \ldots)$. The $\mathbb{Z}^2$-invariant part of the boundary of $\mathcal{F}$ consists of a single $\mathbb{Z}^2$-orbit $\{\xi^+_i\}_{i \in \mathbb{Z}}$. A slight modification of this construction produces a forest on $\mathbb{Z}^2$, for which the $\mathbb{Z}^2$-invariant part of the boundary is empty, see the right side of Figure 1.33.
Example 1.34. Let $G = F_2 = \langle a, b \rangle$ be the free group with the free generating set \{a, b\}. The associated Cayley graph is a homogeneous tree of degree 4. We denote its boundary by $\partial F_2$. By erasing the edges between all the consecutive powers of $a$ one obtains a forest $F = \{T_i\}_{i \in \mathbb{Z}}$ on $F_2$, where $T_i$ denotes the connected component of $a^i$, see Figure 1.35. Then the boundary $\partial F$ is obtained from $\partial F_2$ by removing the boundary points $\xi^\pm$ corresponding to the infinite words $a^\infty$ and $a^{-\infty}$, respectively, whereas its $F_2$-invariant part $\partial_{F_2} F$ is obtained from $\partial F_2$ by removing the whole $F_2$-orbits of the points $\xi^\pm$.

![Figure 1.35](image-url)  

**Figure 1.35.** A forest on the free group with two generators $F_2$, for which the $F_2$-invariant part of the boundary is not closed.

### 1.D. The boundary action

Let now $\Lambda = (\lambda, \Sigma, A)$ be a ladder on a group $G$. Since the associated forest $F = F(\Lambda)$ is rooted at the unspiked vertices (see Proposition 1.15), we can identify the boundary $\partial F$ with the set of all geodesic rays $\gamma = (\gamma_0, \gamma_1, \ldots)$ issued from the roots $\gamma_0 \in \mathcal{U}$. These rays are characterized by the property that for any $n \geq 1$ the prefix $T_n$ in the spike decomposition of the vertex $\gamma_n$ is precisely the preceding vertex $\gamma_{n-1}$. In particular,

$$|\gamma_{n-1}| < |\gamma_n| \quad \text{and} \quad |\gamma_{n-1}| |\gamma_n| \leq \lambda(|\gamma_n|) \quad \forall n \geq 1.$$

**Proposition 1.36.** If $F = F(\Lambda)$ is the forest determined by a ladder $\Lambda = (\lambda, \Sigma, A)$ on a group $G$, then the $G$-invariant part $\partial_G F$ of its boundary is non-empty, and the action of the group $G$ on $\partial_G F$ is free, i.e., $\text{Stab} \xi = \{e\}$ for any $\xi \in \partial_G F$.

**Proof.** Let us first notice that if $g = \bar{g} \cdot \hat{g} \cdot \overline{\gamma}$ is the spike decomposition of $g \in G$, then $\hat{g} \cdot \overline{\gamma}$ is the spike decomposition of $(\overline{\gamma})^{-1}g$, so that, in particular, $g$ and $(\overline{\gamma})^{-1}g$ have the
same spike $\hat{g}$ and the same height $|g| = |(\gamma')^{-1}g|$. Thus, if $\gamma = (\gamma_0, \gamma_1, \ldots)$ is a geodesic ray issued from a root $\gamma_0 \in \mathcal{U}$, then

$$|\gamma_n| = |(\gamma_n')^{-1}\gamma_n| = |\gamma_{n-1}^{-1}\gamma_n| \quad \forall n \geq 1.$$ 

If $\gamma$ represents a point $\xi \in \partial_G \mathcal{F}$, then for any $g \in G$ the ray representing the translate $g\xi$ eventually consists of the translates $g\gamma_n$ with the same increments as the ray $\gamma$ (see Remark 1.30 and Figure 1.31), whence $|g\gamma_n| = |\gamma_n|$ for all sufficiently large $n$. Since the height $|\gamma|$ is strictly increasing along any geodesic ray issued from $\mathcal{U}$, it implies that if $g\xi = \xi$, then eventually $g\gamma_n = \gamma_n$ (see Remark 1.28), and therefore $g = e$.

For showing that the $G$-invariant part $\partial_G \mathcal{F}$ of the boundary is non-empty we introduce a subset $\partial_p \mathcal{F} \subset \partial \mathcal{F}$ which consists of all boundary points $\xi \in \partial \mathcal{F}$ for which the geodesic ray $\gamma = (\gamma_0, \gamma_1, \ldots)$ joining $\xi$ with its root $\gamma_0$ has the property that

$$\lambda(|\gamma_1| - |\gamma_{n-1}|) \rightarrow \infty. \quad (1.37)$$

In the same way as in the proof of Proposition 1.15(iii) it is easy to see that for any $g \in G$ there is an integer $n$ such that $|g|_n \leq \lambda(n)/2$. Then for any $\sigma \in \Sigma_n$ the product $g' = g\sigma$ has the property that $|g'| = n$, $g' = g$, and

$$\lambda(|g'|) - |g'| = \lambda(n) - |g|_n \geq \lambda(n)/2.$$ 

By starting from any root and iterating this procedure one obtains a geodesic ray converging to a point from $\partial_p \mathcal{F}$, so that $\partial_p \mathcal{F}$ is non-empty (cf. Section 1.B.1 above).

Finally, if $\xi \in \partial_p \mathcal{F}$, i.e., if condition (1.37) is satisfied, then for any $g \in G$ one also has

$$\lambda(|\gamma_1|) - |\gamma_{n-1}| \geq \lambda(|\gamma_n|) - |\gamma_{n-1}| - |g|_n \rightarrow \infty,$$

so that for all sufficiently large $n$

$$g\gamma_n = g(\gamma_{n-1} \cdot \gamma_n \cdot \gamma_n) = g(\gamma_{n-1} \cdot \gamma_n \cdot \gamma_n) \cdot \gamma_n.$$ 

is the spike decomposition of $g\gamma_n$, and $|g\gamma_n| = |\gamma_n|$, whence $g\xi \in \partial_p \mathcal{F}$. Thus, the set $\partial_p \mathcal{F}$ is $G$-invariant, and therefore it is contained in $\partial_G \mathcal{F}$, so that $\partial_G \mathcal{F} \supset \partial_p \mathcal{F}$ is also non-empty. \hfill \Box

2. Records in sequences of i.i.d. variables

2.A. Simple records. Let

$$p = (p_0, p_1, \ldots)$$

be a probability measure on $\mathbb{Z}_+$, and let

$$F_j = p_0 + p_1 + \cdots + p_j$$

be the corresponding distribution function. Given a sequence $X_1, X_2, \ldots$ of independent $p$-distributed random variables, we denote by

$$M_n = \max\{X_1, X_2, \ldots, X_n\} \quad (2.1)$$

the time $n$ record value of the sequence, and by

$$K_n = \text{card}\{i \in \{1, 2, \ldots, n\} : X_i = M_n\}$$

its multiplicity, i.e., the number of times the record value $M_n$ has been attained on the interval between 1 and $n$. We say that the record value $M_n$ is simple (at time $n$) if $K_n = 1$.

---

2 One also refers to $K_n$ as the number of variables tied for the record at time $n$ (by calling simple records untied). The somewhat surprising asymptotic behaviour of $K_n$ is an interesting probabilistic problem, see Eisenberg [Eis09] for a comprehensive overview.
We are interested in the situation when

$$K_n = 1$$ for all sufficiently large \(n\), \hspace{1cm} (2.2)

i.e., when only a finite number of records along the whole sequence \((X_n)\) are not simple. In this case we say that the records of the sequence \((X_n)\) are eventually simple.

**Lemma 2.3** (eventual record simplicity). The records of a sequence \((X_n)\) of independent \(p\)-distributed \(\mathbb{Z}_k\)-valued random variables are almost surely eventually simple if and only if the measure \(p\) is infinitely supported and

$$\sum_{j=0}^{\infty} \rho_j^2 < \infty , \hspace{1cm} (2.4)$$

where

$$\rho_j = \frac{p_j}{1 - F_{j-1}} = \frac{p_j}{p_j + p_{j+1} + \ldots} . \hspace{1cm} (2.5)$$

**Corollary 2.6.** If the sequence of the weights \(p_j\) is slowly varying in the sense that there is \(\varepsilon > 0\) such that

$$p_i \geq \varepsilon p_j \quad \text{for all} \; i,j \in \mathbb{N} \; \text{with} \; j \leq i \leq 2j$$

(in particular, if \(p_j\) has polynomial decay), then the records are almost surely eventually simple.

The sufficiency and the necessity of condition (2.4) are due to Brands – Steutel – Wilms \cite[Theorem 2.3]{BSW94} and to Qi \cite[Theorem 2]{Qi97}, respectively. Later a shorter and more conceptual proof of Lemma 2.3 in both directions was given by Eisenberg \cite[Theorem 3 and Corollaries 3.1, 3.2]{Eis09}. It is a combination of the observations that

(i) the events

$$B_j = \{ j \; \text{is a non-simple record value of the sequence} \; (X_n) \} \hspace{1cm} (2.7)$$

are jointly independent;

(ii) the probability of \(B_j\) is \(\rho_j^2\);

(iii) the records of the sequence \((X_n)\) are eventually simple if and only if only finitely many of \(B_j\) occur;

with the classical Borel – Cantelli Lemma applied to the sequence \((B_j)\). It is much easier, however, to make these observations by using the record stopping times determined by the sequence \((X_n)\).

**2.B. Record times.** Let

$$T_1 = 1 , \hspace{1cm} T_{k+1} = \min\{n > T_k : X_n \geq X_{T_k}\} = \min\{n > T_k : X_n = M_n\} , \quad k \geq 1 \hspace{1cm} (2.8)$$

be the sequence of the record times of \((X_n)\), and let

$$R_k = X_{T_k}$$

be the associated sequence of the record values. The sequence \((R_k)\) is non-decreasing, but it may well contain repeated entries (corresponding to non-simple records), and

$$K_n = \text{card}\{k \leq n : R_k = M_n\} ,$$
so that condition (2.2) in these terms means that the sequence \((R_k)\) is eventually strictly increasing, i.e., in the usual terminology, that eventually any weak record is an ordinary one.

Vervaat noticed that the sequence \((R_k)\) is a Markov chain on \(\mathbb{Z}_+\) with the initial state \(R_0 = 0\) and the transition probabilities

\[
p_{ij} = \begin{cases} 
\frac{p_j}{p_i + p_{i+1} + \ldots}, & i \leq j \\
0, & \text{otherwise}
\end{cases}
\]

Or, in terms of the coefficients \(\rho_j\) (2.5)

\[
p_{ij} = \begin{cases} 
\rho_i, & i = j \\
(1 - \rho_i) \ldots (1 - \rho_{j-1}) \rho_j, & i < j \\
0, & i > j
\end{cases}
\]  \(\text{(2.9)}\)

This observation leads to a simple proof of the following property [Vervaat 73, Lemma 4.3] (also see Stepanov [Ste92, Lemma 1]), which was apparently not known to the authors of [BSW94, Qi97, Eis09] (we present Vervaat’s argument in a somewhat modified form).

**Lemma 2.10.** Let \((X_n)\) be a sequence of independent \(p\)-distributed \(\mathbb{Z}_+\)-valued random variables, and let

\[
Z_j = \text{card}\{n \geq 1 : M_n = X_n = j\}
\]

\[
= \max\{K_n : M_n = j\}
\]

\[
= \text{card}\{k \geq 1 : R_k = j\}
\]

be the number of times a given value \(j \geq 0\) happens to be the record value along the whole sequence \((X_n)\), i.e., \(Z_j\) are the occupation times of the Markov chain \((R_k)\). Then each \(Z_j\) is distributed geometrically with the parameter \((1 - \rho_j)\), and, moreover, the family of random variables \((Z_j)\) is independent.

**Proof.** Since the transition probabilities \(p_{ij}\) are non-zero only when \(i \leq j\), for any non-negative \(z_0, z_1, \ldots, z_{j-1}\) and any \(z_j > 0\)

\[
P\left(Z_0 = z_0, Z_1 = z_1, \ldots, Z_j = z_j\right)
\]

is the probability that the chain \((R_k)\) consecutively visits each of the points \(i = 0, 1, \ldots, j\) the prescribed number of times \(z_i\), after which it leaves the point \(j\). By formula (2.9) the corresponding product of transition probabilities (2.9) is precisely

\[
\prod_{i=0}^{j}(1 - \rho_i)\rho_i^{z_i},
\]

which implies the claim. \(\Box\)

---

3 In the usual definition one requires that each new record strictly exceed the previous one, see Arnold – Balakrishnan – Nagaraja [ABN98] and Nevzorov [Nev01] for a general overview. Our definition is due to Vervaat [Vervaat 73] who used the terms weak record epochs and weak record values, respectively. In the present paper we omit the qualifier “weak” as we are only dealing with the weak record times.
In order to obtain Lemma 2.3 it now remains to notice that the sets $B_j$ (2.7) are precisely the events $(Z_j \geq 2)$, so that, indeed, $P(B_j) = p_j^2$, and to apply the Borel–Cantelli Lemma.

Below we shall also need a modification of Lemma 2.3 in the presence of additional $\{0,1\}$-valued random variables $\varepsilon_n$ (which can be considered as the indicators of two subpopulations of the general population). More precisely, let
\begin{itemize}
  \item $\tilde{p} = (\tilde{p}_{j,\varepsilon})$ be a probability measure on $\mathbb{Z}_+ \times \{0,1\}$,
  \item $p = (p_j)$ be its projection onto $\mathbb{Z}_+$,
  \item $(X_n, \varepsilon_n)$ be a sequence of independent $\tilde{p}$-distributed random variables,
\end{itemize}
so that $X_n$ are independent $p$-distributed. We are interested in the situation when the record values of the sequence $X_n$ are eventually realized only on the subpopulation determined by the condition $\varepsilon_n = 0$.

**Lemma 2.11.** If a probability measure $p$ on $\mathbb{Z}_+ \times \{0,1\}$ is such that
\begin{itemize}
  \item[(i)] its projection $p$ onto $\mathbb{Z}_+$ satisfies the eventual record simplicity condition of Lemma 2.3
    \[ \sum_j \left( \frac{p_{j}}{p_{j} + p_{j+1} + \ldots} \right)^2 < \infty, \]
  \item[(ii)] the coefficients
    \[ \alpha_j = \frac{p_{j,1}}{p_j} = \frac{\tilde{p}_{j,1}}{p_{j,0} + p_{j,1}} \]
    satisfy condition
    \[ \sum_j \alpha_j < \infty. \]
\end{itemize}
Then almost surely $\varepsilon_{T_k} = 0$ for all sufficiently large $k$, where $T_k$ are the record times (2.8) of the sequence $(X_n)$.

**Proof.** Conditioned by the sequence $(T_k)$ and the sequence of the corresponding record values $R_k = X_{T_k}$, the values $\varepsilon_{T_k}$ are independently sampled with the probabilities
\[ \mathbb{P}(\varepsilon_{T_k} = 0) = 1 - \alpha_{R_k}, \quad \mathbb{P}(\varepsilon_{T_k} = 1) = \alpha_{R_k}. \]
Since by Lemma 2.3 the sequence $(R_k)$ almost surely contains only finitely many repetitions, the series $\sum_k \alpha_{R_k}$ is convergent, so that the claim follows from the classical Borel–Cantelli lemma. \qed

**2.C. Estimates of record values.** Finally, we shall also need the following simple lower and upper estimates of the record values of a sequence $(X_n)$ of i.i.d. $\mathbb{Z}_+$-valued random variables.

**Lemma 2.12.** For any distribution $p$ on $\mathbb{Z}_+$ with infinite support there exist non-decreasing functions $\varphi, \psi : \mathbb{N} \to \mathbb{N}$ such that almost surely the record values $M_n$ (2.11) of the sequence $(X_n)$ satisfy the inequalities
\[ \varphi(n) \leq M_n \leq \psi(n) \]
for all sufficiently large $n$.

**Proof.** Since
\[ \mathbb{P}(M_n \leq M) = \mathbb{P}(X_1, X_2, \ldots, X_n \leq M) = \left[ \mathbb{P}(X \leq M) \right]^n = F_M^n, \]
then
\[ \mathbb{E}(M_n) \leq \mathbb{P}(M_n \leq M) \leq \mathbb{P}(M_n \leq \mathbb{E}(M_n)), \]
and
\[ \varphi(n) \leq M_n \leq \psi(n). \]
for the lower bound it is sufficient to require (by the Borel – Cantelli lemma) that
\[
\sum_n F_{\varphi(n)}^n < \infty .
\]
As for the upper bound, eventually \( M_n \leq \psi(n) \) if and only if eventually \( X_n \leq \psi(n) \), which (again by Borel – Cantelli) holds almost surely if
\[
\sum_n (1 - F_{\psi(n)}) < \infty .
\] (2.13)
Thus, for instance, one can define \( \varphi \) and \( \psi \) in such a way that \( F_{\varphi(n)}^n \) and \( 1 - F_{\psi(n)}^n \) both behave like \( 1/n^2 \), i.e.,
\[
F_{\varphi(n)} \approx \left( \frac{1}{n^2} \right)^{1/n} = e^{-2 \log n/n} \approx 1 - 2 \frac{\log n}{n} ,
\]
and
\[
F_{\psi(n)} \approx 1 - \frac{1}{n^2} .
\]
\[\square\]

Remark 2.14. As it was proved by Barndorff–Nielsen [BN61, Theorem 1], under the additional assumption that \( F_{\varphi(n)}^n \) is non-increasing the condition
\[
\sum_{n=3}^{\infty} \frac{F_{\varphi(n)}^n \log \log n}{n} < \infty
\]
is actually necessary and sufficient for the lower bound from Lemma 2.12. As for the upper bound, since \( X_n \) are independent, it is in fact equivalent to (2.13), which goes back to Geffroy [Gef58]. See Tomkins – Wang [TW98] for a survey of the related results.

Reformulated in terms of the record times \( T_k \) (2.8) and the record values \( R_k = X_{T_k} \), Lemma 2.12 then leads to

Lemma 2.15. For any probability distribution \( p \) on \( \mathbb{Z}_+ \) with infinite support there exist non-decreasing functions \( \Phi, \Psi : \mathbb{N} \to \mathbb{N} \) such that almost surely
\[
T_{k+1} \leq \Phi(R_k) , \quad R_{k+1} \leq \Psi(R_k)
\]
for all sufficiently large \( k \).

Proof. Since \( M_n = R_k \) on the whole interval \( T_k \leq n \leq T_{k+1} - 1 \), by the lower bound from Lemma 2.12
\[
R_k \geq \varphi(T_{k+1} - 1) ,
\]
whence, by passing to the inverse function of \( \varphi \), one obtains the desired upper bound for the record time \( T_{k+1} \). As for the record value \( R_{k+1} \), by the upper bound from Lemma 2.12 and the just established inequality for \( T_{k+1} \),
\[
R_{k+1} \leq \psi(T_{k+1}) \leq \psi(\Phi(R_k)) .
\]
\[\square\]
3. Identification of the Poisson boundary

3.A. Random walks on groups. Let $G$ be a countable group, and $\mu$ be a probability measure on $G$. We denote the support of the measure $\mu$ by

$$\text{supp} \mu = \{g \in G : \mu(g) > 0\},$$

and use the notations $\text{sgr} \mu$ and $\text{gr} \mu$ for the subsemigroup and the subgroup of $G$ generated by $\text{supp} \mu$, respectively. The measure $\mu$ is called irreducible\footnote{Historically, the first term for the measures $\mu$ with $\text{gr} \mu = G$ was aperiodic used by Spitzer \cite{Spi64}, Section I.2, D2] who pointed up that if this condition is not satisfied, then “the problem is badly posed. In other words, . . . the random walk is defined on the wrong group”. Right away he also admitted that his “terminology differs from the conventional one in the theory of Markov chains”. This was precisely the reason why Guivarc’h – Keane – Roynette \cite{GKR77, Définition 20} replaced it with the term adapted (adaptée), which is the currently prevalent usage. However, we feel that irreducible is much more explicit and informative: any measure $\mu$ can be made irreducible by reducing the group $G$ to the subgroup $\text{gr} \mu$.} (resp., non-degenerate) with respect to the group $G$ if

$$\text{gr} \mu = G \quad (\text{resp., } \text{sgr} \mu = G).$$

Note that the irreducibility assumption is not restrictive (unlike non-degeneracy), as any measure $\mu$ can be made irreducible by passing to the group $\text{gr} \mu$, and from now on all probability measures on groups are assumed to be irreducible.

Remark 3.1. If the measure $\mu$ is symmetric, i.e., $\mu(g) = \mu(g^{-1})$ for any $g \in G$, then non-degeneracy and irreducibility of $\mu$ are obviously equivalent.

The random walk $(G, \mu)$ is the Markov chain on $G$ whose transition measures are the translates $\pi_g = g\mu$ of the measure $\mu$ (which is often called the step distribution of the random walk). In other words, the Markov transition

$$g \overset{h \sim \mu}{\rightarrow} gh$$

(3.2)

from a point $g \in G$ consists in the (right) multiplication of $g$ by a random increment $h$ sampled from the distribution $\mu$. The Markov operator $P$ of the random walk $(G, \mu)$ acts on appropriate functions $f$ on $G$ by averaging as

$$Pf(g) = \sum_h \mu(h)f(gh).$$

(3.3)

The action of its dual operator on measures $\lambda$ on $G$ amounts to applying the Markov transitions (3.2), i.e., to the (right) convolution with $\mu$:

$$\lambda P = \lambda \ast \mu.$$

Given an initial distribution $\theta$ on $G$, we denote by $P_\theta$ the associated Markov measure on the space $G^{\mathbb{Z}^+}$ of sample paths $y = (y_0, y_1, y_2, \ldots)$, where

$$y_n = y_0x_1x_2\ldots x_n,$$

and $(x_n)$ is the sequence of the independent $\mu$-distributed increments of the random walk. Therefore, the one-dimensional distribution of the measure $P_\theta$ at time $n$ is $\theta P^n = \theta \ast \mu^n$, where $\mu^n$ denotes the $n$-fold convolution of the measure $\mu$ with itself. For the initial distribution $\delta_\theta$ concentrated at a single point $\theta \in G$ we use the notation $P_\theta = P_{\delta_\theta}$, so that $P_\theta = \sum_g \theta(g)P_g$, and by $P = P_e$ we denote the measure on the path space issued from the identity $e$ of the group $G$. The path space $G^{\mathbb{Z}^+}$ is endowed with the (left) coordinate-wise action (1.27) of the group $G$, so that $P_g = gP$, and the measure $P_\theta$ is the convolution $\theta \ast P$ of the initial distribution $\theta$ with the measure $P$ with respect to this action.
We denote by \# the counting measure on \(G\). The associated \(\sigma\)-finite measure \(P_\#\) on the path space dominates \(P_\theta\) for any initial distribution \(\theta\) and is equivalent to it if \(\operatorname{supp} \theta = G\).

3.B. The Poisson boundary. The asymptotic equivalence relation \(\sim (\ref{eq:1.25})\) on the space \(G^{\mathbb{Z}_+}\) of sample paths \(y = (y_0, y_1, y_2, \ldots)\) can also be described as the orbit equivalence relation

\[ y \sim y' \iff \exists n, n' \in \mathbb{Z}_+: T^n y = T^{n'} y', \]

of the time shift

\[ T : (y_0, y_1, y_2, \ldots) \mapsto (y_1, y_2, y_3, \ldots). \tag{3.4} \]

We denote by \(\mathcal{E}\) the complete \(\sigma\)-algebra of measurable \((P_\# - \text{mod 0})\) \(T\)-invariant subsets of \(G^{\mathbb{Z}_+}\), i.e., the \(\sigma\)-algebra of all measurable subsets of the path space \((G^{\mathbb{Z}_+}, P_\#)\) which are unions \((P_\# - \text{mod 0})\) of the equivalence classes of the relation \(\sim\), and call it the exit \(\sigma\)-algebra\(^5\) of the random walk \((G, \mu)\). The quotient of the path space determined by the \(\sigma\)-algebra \(\mathcal{E}\), i.e., the space of ergodic components of the shift \(T\) with respect to the invariant measure \(P_\#\), is called the Poisson boundary \(\partial_\mu G\) of the random walk \((G, \mu)\), and we shall denote by

\[ \operatorname{bnd} : G^{\mathbb{Z}_+} \to \partial_\mu G \]

the associated quotient map. By

\[ \nu_\theta = \operatorname{bnd} P_\theta \]

we denote the harmonic measure determined by an initial distribution \(\theta\) (which is well-defined because the associated measure \(P_\theta\) on the path is absolutely continuous with respect to \(P_\#\)), and by \(\nu\) we denote the quotient harmonic measure class on \(\partial_\mu G\), i.e., the common measure class of the harmonic measures \(\nu_\theta\) corresponding to the initial distributions \(\theta\) with \(\operatorname{supp} \theta = G\).

Since the action \((\ref{eq:1.27})\) of the group \(G\) on the path space \(G^{\mathbb{Z}_+}\) commutes with the time shift \((\ref{eq:3.4})\), it descends to the Poisson boundary, and the measure class \(\nu\) is quasi-invariant with respect to this action. Let

\[ \nu = \operatorname{bnd} P \]

denote the harmonic measure corresponding to the group identity. Then \(\nu_g = g\nu\) for an arbitrary starting point \(g \in G\), and \(\nu_{\theta} = \theta * \nu\) for an arbitrary initial distribution \(\theta\).

A function \(f\) on the group \(G\) is called \(\mu\)-harmonic if \(Pf = f\) for the Markov operator \(P\) \((\ref{eq:3.3})\). By \(H^\infty(G, \mu)\) we denote the Banach space of bounded \(\mu\)-harmonic functions on \(G\) endowed with the \(\sup\)-norm, on which the group \(G\) acts by (left) translations. The harmonic measure \(\nu\) is \(\mu\)-stationary in the sense that

\[ \nu = \operatorname{bnd} P = \operatorname{bnd}(TP) = \operatorname{bnd} P_\mu = \sum g \mu(g) g\nu = \mu * \nu. \]

Therefore, for any \(\hat{f} \in L^\infty(\partial_\mu G, \nu)\) the Poisson formula

\[ f(g) = \langle \hat{f}, g\nu \rangle \tag{3.5} \]

\(^5\) The isomorphism of the Banach spaces of bounded harmonic functions on the state space and of bounded \(\mathcal{C}\)-measurable functions on the path space of an arbitrary countable Markov chain was established already by Blackwell \cite{bla55} as a simple consequence of the martingale convergence theorem, see formula \((\ref{eq:3.6})\) below. He called the \(\sigma\)-algebra \(\mathcal{C}\) invariant, and it was also called stationary by Neveu \cite{nev64}, but these words are overloaded, so that we prefer to borrow instead the term exit from Doob \cite{doo59} and Hunt \cite{hun60} who used it when talking about the exit boundaries and exits of a Markov chain.
produces a $\mu$-harmonic function. In fact, the correspondence (3.5) is an isomorphism of the Banach spaces $H^\infty(G, \mu)$ and $L^\infty(\partial_\mu G, \nu)$. Indeed, harmonicity of the function $f$ means that the sequence of functions

$$F_n(y) = f(y_n)$$

on the path space is a martingale with respect to the increasing filtration of the coordinate $\sigma$-algebras $\mathfrak{A}_n^0$. Therefore, by the martingale convergence theorem, the sequence $F_n$ converges almost surely to an $\mathfrak{E}$-measurable limit function $F_\infty$, which produces a boundary function $\hat{f}$. Conversely, the Poisson integrals (3.5) are essentially nothing other than the conditional expectations of the boundary function $\hat{f}$ with respect to the coordinate $\sigma$-algebras $\mathfrak{A}_0^0$.

### 3.C. The trunk criterion.

If the state space of a Markov chain is endowed with additional (geometrical, combinatorial, algebraic, etc.) structures, and the transition probabilities comply with (or, are governed by) them, then a natural question is to identify (describe) the Poisson boundary in terms of these structures. This problem usually splits into two quite different parts:

(i) to exhibit a (complete) sub-$\sigma$-algebra $\mathfrak{B}$ of the exit $\sigma$-algebra $\mathfrak{E}$, or, in terms of the associated quotient spaces, to exhibit a quotient $B$ of the Poisson boundary;

(ii) to prove that the $\sigma$-algebra $\mathfrak{B}$ coincides with the whole exit $\sigma$-algebra $\mathfrak{E}$, i.e., that the “candidate” space $B$ is the Poisson boundary.

In other words, first one has to exhibit a certain system of invariants (patterns) of the behaviour of the Markov chain at infinity, and then one has to show the completeness of this system, i.e., that these patterns completely describe the behaviour at infinity, see [Kai96, Kai00]. A particular case of this problem is proving that the Poisson boundary is trivial, in which situation the candidate space $B$ is just a singleton.

In the context of random walks on groups one usually applies the conditional entropy criterion [Kai85c, Kai00] (a generalization of the entropy criterion for the triviality of the Poisson boundary [Ave74, Der80, VK79, KV83]) which requires finiteness of the entropy of the step distribution. However, there are situations when one can use the following very simple argument which imposes no a priori assumptions on the considered Markov chains.

**Definition 3.7.** A trunk of a Markov chain on a countable state space $X$ is an infinite subset $A \subset X$ with the property that almost every sample path of the chain issued from any initial state visits all but finitely many points of $A$. We shall say that a Markov chain has the trunk convergence property with respect to a quotient $B$ of the Poisson boundary if for almost every point $b \in B$ the associated conditional Markov chain has a trunk.

**Proposition 3.8 (trunk criterion).** If a Markov chain has the trunk convergence property with respect to a quotient $B$ of the Poisson boundary, then $B$ is actually the Poisson boundary of the chain.

**Proof.** Let us consider first the situation when $B$ is a singleton, i.e., the original Markov chain itself has a trunk. Any bounded harmonic function $f$ converges along almost every sample path of the chain. However, by Definition 3.7 the limit boundary values (3.6) of $f$...

---

6 Our choice of terminology evokes the meaning of “trunk” as the main part of something as distinguished from its appendages given by the Oxford English Dictionary, in particular, the trunk of a tree.
are almost surely the same, so that $f$ is also constant, and therefore the Poisson boundary of the chain is trivial, i.e., coincides with the singleton $B$.

Now, in the general case, if the conditions of the Proposition are satisfied, then by the above the Poisson boundary of almost every $B$-conditioned chain is trivial, which means that the projection of the Poisson boundary onto $B$ has trivial fibres. □

Remark 3.9. In what concerns transient random walks on trees, the idea that in the nearest neighbour case almost every sample path visits all points on the geodesic ray joining its starting and limit points was used already in the works of Dynkin – Malyutov [DM61] and Cartier [Car72] for the identification of the Martin boundary with the geometric boundary for the nearest neighbour random walks on free groups and trees, respectively (also see Woess [Woe86] for the case of the nearest neighbour random walks on general free products and a comprehensive exposition in Woess’ book [Woe00, Section 26]). Our Proposition 3.8 can be considered as an implementation of this idea in the conceptually simpler case of the Poisson boundary (cf. the comparative discussion of the Poisson and the Martin boundaries in [Kai96]).

Yet another example of an application of the trunk criterion is provided by the occupation Markov chains in the presence of infinitely many strong cutpoints. Given a Markov chain $(\xi_n)$ on a countable state space $X$, let the occupation time

$$N_t(x) = \text{card}\{n : 0 \leq n \leq t, \xi_n = x\}$$

be the number of visits of the chain to a point $x \in X$ up to time $t$. Then $(\xi_n, N_{n-1})$ is the associated occupation Markov chain. If $(\xi_n)$ is the random walk on a group $G$ with a step distribution $\mu$, then the occupation chain is the random walk on the wreath product $G \wr \mathbb{Z}$ with the step distribution $\mu \otimes \delta_\theta$, where $\theta$ denotes the delta configuration at the identity of $G$ (see [Kai85b, Kai91]). A point $\xi_k$ is called a strong cutpoint for a sample path $(\xi_n)$ if for any $0 \leq i < k < j$ the probability of transition from $\xi_i$ to $\xi_j$ is 0 (we use the terminology from James – Lyons – Peres [JLP08] which slightly differs from the one originally used by James – Peres [JP96] who introduced this notion). As it was proved by James – Peres [JP96, Proposition 1.1], if almost every sample path $(\xi_n)$ has infinitely many strong cutpoints, then the Poisson boundary of the occupation chain $(\xi_n, N_{n-1})$ coincides with the space of the limit occupation functions $N_\infty = \lim_n N_n$. This condition is satisfied for all transient simple random walks on groups, but there are examples of transient reversible Markov chains that almost surely have only a finite number of cutpoints (see [JLP08] and the references therein). Now, an infinite sequence of strong cutpoints is precisely a trunk for the occupation chain conditioned by the limit occupation function $N_\infty$.

Note that in all these situations the trunk condition is satisfied in a somewhat stronger form than required in Definition 3.7: the trunk sets are actually linearly ordered which allows one to introduce a tree structure on the state space. Yet another (weaker) modification of the trunk condition can be obtained by requiring just that the intersection of the sets visited by any two sample paths be almost surely infinite; this is still sufficient to imply the result of Proposition 3.8.

3.D. Ladder adapted random walks. We shall now combine the considerations from Section 2 concerning ladders and the associated forests on groups with the results on the records in i.i.d. sequences from Section 1 in order to obtain, by using the trunk criterion from Proposition 3.8, a complete description of the Poisson boundary of a class of random walks on groups admitting ladder structures.
Theorem 3.10. Let 

- \( p = (p_j) \) be a probability measure on \( \mathbb{Z}_+ \) which satisfies the eventual record simplicity condition of Lemma 2.3:

\[
\sum_j \left( \frac{p_j}{p_j + p_{j+1} + \ldots} \right)^2 < \infty
\]

(for instance, any measure with polynomial decay);

- \( \Phi, \Psi : \mathbb{N} \to \mathbb{N} \) be the functions from Lemma 2.15 associated with the distribution \( p \);

- \( \Lambda = (\Sigma, A) \) be a \( \Phi \)-ladder on a countable group \( G \) (see Definition 1.10);

- \( \mu \) be a probability measure on the group \( G \) with

\[
\text{supp} \mu = \bigcup_{i=1}^{\infty} \Sigma_i \cup \bigcup_{i=0}^{\infty} A_i
\]

such that

\[
\mu(\Sigma_i \cup A_i) = p_i, \quad \sum_i \frac{\mu(A_i)}{p_i} < \infty.
\]

Then

(i) for any starting point \( g \in G \) the sample paths of the random walk \( (G, \mu) \) almost surely converge to the boundary \( \partial F \) of the ladder forest \( F = F(\Lambda) \) (see Definition 1.9), and almost every sample path visits all sufficiently remote points on the corresponding limit geodesic ray in \( F \);

(ii) the resulting harmonic (hitting) measures \( \nu_g \) are concentrated on the \( G \)-invariant part \( \partial_G F \) of the boundary \( \partial F \);

(iii) the Poisson boundary \( \partial \mu G \) of the random walk \( (G, \mu) \) coincides with the space \( \partial F \) endowed with the family of measures \( \nu_g \);

(iv) the action of the group \( G \) on the Poisson boundary \( \partial \mu G \) is free (mod 0) with respect to the harmonic measure class, in particular, the Poisson boundary is non-trivial;

(v) the properties stated in (i) also hold for the constrained subforest \( F_\Psi = F_\Psi(\Lambda) \subset F \) determined by the ladder \( \Lambda \) and the constraining function \( \Psi \) (see Definition 1.23), so that the hitting measures \( \nu_g \) are in fact concentrated on the boundary \( \partial F_\Psi \subset \partial F \).

Proof of Theorem 3.10. (i) We consider first the situation when the starting point \( g \) is the group identity \( e \). Let \( (x_n) \) be a sequence of independent \( \mu \)-distributed increments of the random walk \( (G, \mu) \), and let

\[
y_n = x_1 x_2 \ldots x_n
\]

be the associated sample path of the random walk. Further, let \( T_k \) and \( R_k = X_{T_k} \) be, respectively, the record times (2.8) and the associated record values of the sequence of independent \( p \)-distributed random variables \( X_n = \zeta(x_n) \), where \( \zeta(g) = j \) whenever \( g \in \Sigma_j \cup A_j \). Then by Lemma 2.3, Lemma 2.11 and Lemma 2.15 almost surely there exists an integer \( k_0 \) such that for all \( k > k_0 \)

(a) \( R_k \) is simple, and therefore \( X_n < R_k \) not only for all \( n < T_k \), but also for all \( n \) in the interval from \( T_k \) to the next record time \( T_{k+1} \);

(b) \( x_{T_k} \in \Sigma_{R_k} \);

(c) \( T_{k+1} \leq \Phi(R_k) \).
In terms of the increments \( x_n \) (a) means that
\[
x_n \in \bigcup_{i=1}^{R_k} \Sigma_i \cup \bigcup_{i=0}^{R_k} A_i \subset \Delta_{R_k} \quad \forall \, n < T_{k+1}, \, n \neq T_k
\]
(see (1.2) for the definition of the sets \( \Delta_n \)). Therefore, in view of the bound (c), for any \( T_k \leq n < T_{k+1} \) the position \( y_n \) of the random walk at time \( n \) is spiked with respect to the ladder \( \Lambda = (\Phi, \Sigma, A) \) (see Definition 1.7) with the spike
\[
\hat{y}_n = x_{T_k},
\]
the height \( |y_n| = R_k \), the prefix
\[
y_n = x_1 x_2 \ldots x_{T_k-1} = y_{T_k}^{-1}.
\]
and the postfix
\[
y_n = x_{T_k+1} \ldots x_n = y_{T_k}^{-1} y_n.
\]
In particular,
\[
y_{T_{k+1}^{-1}} = y_{T_k}^{-1}.
\]
Thus, \( (y_{T_k}^{-1})_{k \geq k_0} \) is a geodesic ray and the sequence \( (y_n) \) converges to a boundary point \( y_\infty \in \partial \mathcal{F} \), see Figure 2 from the Introduction. Moreover, the ray \( (y_{T_k}^{-1})_{k \geq k_0} \) is a trunk of the sample path \( (y_n) \).

The above argument is also applicable to the situation when the starting point \( g \in G \) is arbitrary. Indeed, its lengths (1.5) eventually stabilize, see (1.6). On the other hand, since \( \mu(e) > 0 \) by assumption (1.4), the number of \( e \)'s among the first \( n \) increments \( x_1, x_2, \ldots, x_n \) of the random walk almost surely goes to infinity as \( n \to \infty \), so that for all sufficiently large \( n \) the position \( y_n \) is still spiked with the spike (3.12) and the prefix
\[
y_n = g x_1 x_2 \ldots x_{T_k-1} = y_{T_k}^{-1}.
\]

(ii) By assumption (1.4), \( \mu(e) > 0 \), which implies that there are infinitely many identity increments in the sequence \( (x_n) \), so that the limit of almost every sample path belongs to \( \partial \mathcal{F} \subset \partial G \mathcal{F} \) (see the proof of Proposition 1.36).

(iii) As we have already noticed in the proof of (i), the geodesic ray in \( \mathcal{F} \) determined by a boundary point from \( \partial \mathcal{F} \) serves as a trunk for the \( \partial \mathcal{F} \)-conditioned random walk. Therefore, the claim follows from the trunk criterion Proposition 3.8.

(iv) This is a consequence of Proposition 1.36.

(v) By Lemma 2.15 almost surely \( R_{k+1} \leq \Psi(R_k) \) for all sufficiently large \( k \), which, in view of (3.11), means that for all sufficiently large \( n \) the edges \( (y_n, \hat{y}_n) \) are also present in the constrained subforest \( \mathcal{F}_\Psi \subset \mathcal{F} \). Thus, almost every sample path \( (y_n) \) also converges in \( \mathcal{F}_\Psi \), and for sufficiently large \( k \) the points \( y_{T_k}^{-1} \) form a geodesic ray in \( \mathcal{F}_\Psi \). \( \square \)

4. Existence of ladders

If a group \( G \) has a non-trivial finite conjugacy class
\[
\mathcal{C}_g = \{ h^{-1} gh : h \in G \}, \quad (4.1)
\]
then it has no ladders in the sense of Definition 1.10. Indeed, if \( \Lambda = (\lambda, \Sigma, A) \) is a ladder, and \( \mathcal{C}_g \) is finite, then \( \mathcal{C}_g \subset \Delta_{\lambda(n)} \) for all sufficiently large \( n \) by condition (1.3), so that the identity
\[
g \cdot \sigma = \sigma \cdot (\sigma^{-1} g \sigma)
\]
with \( \sigma \in \Sigma_n \) produces a contradiction to the uniqueness of the spike decomposition. The purpose of this Section is to show that, in fact, the presence of non-trivial finite conjugacy classes is the only obstacle to the existence of ladders, and that ladders with arbitrary gauge functions exist on any ICC group (i.e., one in which the conjugacy class of any non-identity element is infinite).

4.A. Switcher ladders.\[\]We begin by describing a special class of ladders. Given a subset \( Z \) of a group \( G \), we denote by \( \dot{Z} = Z \setminus \{e\} \) its puncture obtained by removing the group identity \( e \).

**Definition 4.2.** A non-empty set \( \Sigma \subset \dot{G} \) is called **switching** for a subset \( Z \) of a group \( G \) (or \( Z \)-switching in short) if the equality
\[
\sigma z = z' \sigma'
\]
with \( z, z' \in Z \) and \( \sigma, \sigma' \in \Sigma \) is only possible when \( z = z' = e \) (and therefore \( \sigma = \sigma' \)), in other words, if
\[
\Sigma \dot{Z} \cap Z \Sigma = \Sigma Z \cap \dot{Z} \Sigma = \emptyset.
\]
We denote by \( \mathcal{S}(Z) \) the collection of all \( Z \)-switching subsets of \( G \).

**Remark 4.3.** If \( \Sigma \) is a \( Z \)-switching set, then obviously \( \Sigma \cap Z = \emptyset \). In the case when \( Z \) does not contain the group identity \( e \), i.e., when \( \dot{Z} = Z \), Definition 4.2 just means that \( \Sigma \dot{Z} \cap Z \Sigma = \emptyset \). However, note the asymmetry of this definition with respect to \( \Sigma \) and \( Z \) (it will be used below): the group identity is allowed to belong to \( Z \), but not to \( \Sigma \).

**Example 4.4.** Let \( F_2 = \langle a, b \rangle \) be the free group with free generators \( a, b \). Then the set \( a F_2^+ \) of all positive words which begin with \( a \) is switching for the set \( b F_2^+ \) of all positive words which begin with \( b \). For yet another example of a similar nature let \( G = \ast \limits_{i=1}^\infty G_i \) be the countable free product of countable groups \( G_i \). Then for any \( n \geq 1 \)
\[
\ast \limits_{i=n+1}^\infty G_i \in \mathcal{S}(\ast \limits_{i=1}^n G_i).
\]

**Lemma 4.5.** If \( \Lambda = (\lambda, \Sigma, A) \) is a scale on a countable group \( G \) such that
\[
\Sigma_n \in \mathcal{S}(\Delta_n^{5\lambda(n)}) \quad \forall n \geq 1,
\]
then \( \Lambda \) is a ladder.

**Proof.** Let us first notice that condition (4.6) implies, in view of Remark 4.3, that
\[
\Sigma_n \cap \Delta_n^{5\lambda(n)} = \emptyset \quad \forall n \geq 1,
\]
or, in other words, that
\[
|\sigma|_n > 5\lambda(n) \quad \forall \sigma \in \Sigma_n, \ n \geq 1.
\]
Thus, in view of Remark 1.13 we only have to verify condition (i) from Definition 1.10.

Let
\[
g = g_- \cdot \sigma \cdot g_+ = g'_- \cdot \sigma' \cdot g'_+
\]
be two spike decompositions of the same \( g \in G \) of heights \( n \) and \( n' \), respectively.

If \( n \neq n' \), for instance, \( n > n' \), then
\[
\sigma = g_-^{-1} \cdot g_-' \cdot \sigma' \cdot g_+ \cdot g'_+^{-1} \in \Delta_n^{5\lambda(n)},
\]
which contradicts (4.7).
If \( n = n' \), then
\[
\sigma \cdot g_+ \cdot (g'_+)^{-1} = g_-^{-1} \cdot g_- \cdot \sigma'
\]
with \( \sigma, \sigma' \in \Sigma_n \) and
\[
g_+ \cdot (g'_+)^{-1}, g_-^{-1} \cdot g_- \in \Delta_{n}^{2\lambda(n)} \subset \Delta_{n}^{5\lambda(n)}
\]
which, in view of condition (4.6), is only possible when the spike decompositions (4.8) coincide. \( \square \)

4.B. Negligible subsets in groups. We shall need a notion of “smallness” in infinite groups.

Definition 4.9. A subset of an infinite group \( G \) is called negligible if it can be covered by a finite union of cosets of infinite index subgroups of \( G \), and it is called non-negligible otherwise.

Remark 4.10. Any right coset \( Hg \) can be presented as a left coset \( g \cdot g^{-1}Hg \) of the conjugate subgroup \( g^{-1}Hg \), so that the class of negligible sets introduced in Definition 4.9 remains the same if one considers the left cosets only.

Remark 4.11. Any left-invariant mean \( m \) on an amenable group \( G \) assigns measure 0 to any coset of any infinite index subgroup. Therefore, in this situation \( m(A) = 0 \) for any negligible subset \( A \subseteq G \), but the converse is far from being true. For instance, the only infinite index subgroup of the group of integers \( \mathbb{Z} \) is the identity subgroup, so that a subset \( A \subseteq \mathbb{Z} \) is negligible if and only if it is finite, and therefore the set \( A = \{2^n : n \geq 0\} \subseteq \mathbb{Z} \) is non-negligible. However, its measure is 0 for any invariant mean on \( \mathbb{Z} \), because the intersection of any two translates of \( A \) contains at most one point.

Since any group element can be considered as a coset of the identity subgroup, our starting observation is obvious:

Lemma 4.12. If \( A \subseteq G \) is non-negligible, and \( B \subseteq G \) is negligible, then \( A \setminus B \) is infinite.

The raison d’être of Definition 4.9 is

Lemma 4.13 (Neumann’s Lemma). Any infinite group is non-negligible, i.e., it can not be covered by a finite union of cosets of infinite index subgroups.

Then Lemma 4.12 and Lemma 4.13 imply

Corollary 4.14. If the complement \( G \setminus A \) of a subset \( A \) of an infinite group \( G \) is negligible, then \( A \) is infinite.

The proof below is a somewhat streamlined version of the argument used by Neumann in the course of establishing a quantitative version of Lemma 4.13: if a group is covered by a finite union of cosets, then the sum of the inverse indices of the corresponding subgroups is not smaller than 1 [Neu54, (4.5)].

Proof of Lemma 4.13. We have to show that an infinite group \( G \) can not be presented as
\[
G = \bigcup_{i=1}^{n} A_i G_i 
\]
where the subsets \( A_i \subseteq G \) are finite, and the infinite index subgroups \( G_i \) are now assumed to be distinct. For \( n = 1 \) this is clearly impossible, because the index of \( G_1 \) is infinite.
Therefore, if one has a presentation (4.15) with \( n \geq 2 \), then \( G \neq A_1 G_1 \), which means that there exists \( g \in G \setminus A_1 G_1 \), or, equivalently, such that \( gG_1 \cap A_1 G_1 = \emptyset \). Then (4.15) implies that

\[
gG_1 \subset \bigcup_{i=2}^{n} A_i G_i,
\]

whence

\[
A_1 G_1 \subset \bigcup_{i=2}^{n} A_1 g^{-1} A_i G_i,
\]

and one can rewrite (4.15) by using one subgroup less. By continuing this descent one arrives at \( n = 1 \), which is impossible as we have already seen. □

4.C. Switching and superswitching elements. The switching elements defined by Frisch – Tamuz – Vahidi Ferdowsi in [FTF18] are, in our terminology, the one-point switching sets (see Definition 4.2).

**Definition 4.16.** Given a group \( G \) and a subset \( Z \subset G \), an element \( \sigma \in G \) is called \( Z \)-switching if the one-point set \( \Sigma = \{ \sigma \} \) is \( Z \)-switching, i.e., if the equality

\[
\sigma x \sigma^{-1} = y
\]

with \( x, y \in Z \) is only possible if \( x = y = e \). We denote by \( \mathcal{S}_1(Z) \subset G \) the set of all \( Z \)-switching elements.

For any \( x, y \in G \) let

\[
\mathcal{S}_{x \rightarrow y} = \{ g \in G : gxg^{-1} = y \}
\]

be the set of elements \( g \) whose action on \( G \) by conjugation moves \( x \) to \( y \), so that the stabilizer

\[
\mathcal{S}_{x \rightarrow x} = \{ g \in G : gxg^{-1} = x \} = \{ g \in G : gx = xg \} = C(x)
\]

is the centralizer of \( x \) in \( G \), and

\[
\mathcal{S}_{x \rightarrow y} = g \mathcal{S}_{x \rightarrow x} = g C(x) \quad \forall \ g \in \mathcal{S}_{x \rightarrow y}.
\]

In these terms

\[
\mathcal{S}_1(Z) = G \setminus \bigcup_{x, y \in Z \setminus \{e\}} \mathcal{S}_{x \rightarrow y}.
\] (4.19)

If \( G \) is an ICC group, then the index of \( C(x) \) in \( G \) is infinite for any non-trivial element \( x \in G \) (see Section 5.B below), so that in this situation \( \mathcal{S}(Z) \) is the complement of a negligible set by (4.18) and (4.19), and Corollary 4.14 implies

**Lemma 4.20** ([FTF18 Claim 3.3]). For any finite subset \( Z \) of an ICC group the associated set \( \mathcal{S}_1(Z) \) of switching elements is infinite.

The super-switching elements defined by Frisch – Hartmann – Tamuz – Vahidi Ferdowsi [FHTVF18] correspond, in our terminology, to the switching sets of the form \( \{ \sigma, \sigma^{-1} \} \), see Definition 4.2.

**Definition 4.21.** Given a group \( G \) and a subset \( Z \subset G \), an element \( \sigma \in G \) is called \( Z \)-superswitching if the set \( \Sigma = \{ \sigma, \sigma^{-1} \} \) is \( Z \)-switching, i.e., if the equality

\[
\sigma x \sigma^\varepsilon = y
\]

with \( x, y \in Z \) and \( \varepsilon = \pm 1 \) is only possible if \( x = y = e \) (so that either \( \varepsilon = -1 \), or \( \varepsilon = 1 \) and \( \sigma \) is an involution). We denote by \( \mathcal{S}_{ \pm 1}(Z) \subset G \) the set of all \( Z \)-superswitching elements.
In the same way as we have defined the sets $\mathcal{S}_{x,y}$ \((4.17)\), let us introduce the sets
$$\mathcal{S}_{\tilde{x},\tilde{y}} = \{ g \in G : gxg = y \}, \quad x, y \in G,$$
so that in these terms
$$\mathcal{S}_{\tilde{1}}(Z) = G \setminus \left[ \bigcup_{x \in Z \setminus \{e\}} \mathcal{S}_{x,y} \cup \bigcup_{x \in Z \setminus \{e\}} \mathcal{S}_{\tilde{x},\tilde{y}} \right] \quad (4.22)$$
(the difference in the parameterizations of the unions of the sets $\mathcal{S}_{x,y}$ and $\mathcal{S}_{\tilde{x},\tilde{y}}$ is due to the fact that $\mathcal{S}_{x,e}$ and $\mathcal{S}_{e,x}$ are trivially empty for $x \neq e$). One can still link the sets $\mathcal{S}_{\tilde{x},\tilde{y}}$ with the cosets of centralizers (cf. \((4.18)\) above), although in a somewhat more complicated way.

**Lemma 4.23.** $\mathcal{S}_{\tilde{y},\tilde{x}} \mathcal{S}_{\tilde{x},\tilde{y}} \subset C(xy)$ for any $x, y \in G$, i.e., equivalently, $\mathcal{S}_{\tilde{x},\tilde{y}} \subset gC(xy)$ for any $x, y \in G$ and $g \in \mathcal{S}_{\tilde{x},\tilde{y}}$.

**Proof.** Let $g \in \mathcal{S}_{\tilde{y},\tilde{x}} = \mathcal{S}_{\tilde{x},\tilde{y}}^{-1}$ and $h \in \mathcal{S}_{\tilde{x},\tilde{y}}$, i.e., $gyg = x$ and $hxh = y$, so that one has the “commutation relations”
$$hx = yh^{-1}, \quad gy = xy^{-1}, \quad h^{-1}y = xh, \quad g^{-1}x = yg.$$
Their consecutive application (at the underlined places) allows one to “move” $x$ and $y$ past $gh$ and to obtain the identity
$$ghxy = gyy^{-1}y = xg^{-1}h^{-1}y = xg^{-1}xh = xygh.$$
\qed

In order to apply the idea of the proof of Lemma 4.20 to superswitching elements it remains to consider the sets $\mathcal{S}_{\tilde{x},\tilde{x}^{-1}}$. We denote by
$$\mathcal{I} = \{ g \in G : g^2 = e \}$$
the set of involutions in $G$. Then
$$\mathcal{S}_{\tilde{x},\tilde{x}^{-1}} = x^{-1}\mathcal{I} \quad \forall x \in G. \quad (4.24)$$

Now we are ready to prove

**Proposition 4.25.** For any finite subset $Z$ of an ICC group the associated set $\mathcal{S}_{\tilde{1}}(Z)$ of superswitching elements is infinite.

**Proof.** We consider two cases depending on whether the set $\mathcal{I}$ of involutions is negligible or not.

(i) If $\mathcal{I}$ is negligible, then, in view of formula \((4.22)\), Lemma 4.23 and formula \((4.24)\) allow one to use the same argument as in the proof of Lemma 4.20.

(ii) If $\mathcal{I}$ is not negligible, then we use the fact that
$$\mathcal{S}_{\tilde{1}}(Z) \cap \mathcal{I} = \mathcal{S}_1(Z) \cap \mathcal{I}.$$
By \((4.19)\)
$$\mathcal{S}_1(Z) \cap \mathcal{I} = \mathcal{I} \setminus \bigcup_{x \in Z \setminus \{e\}} \mathcal{S}_{x,y},$$
and Lemma 4.12 implies that there are infinitely many superswitching involutions. \(\Box\)
Remark 4.26. A simple example of an infinite group with a non-negligible set of involutions $I$ is provided by the infinite dihedral group $D_\infty$. If one realizes it as the affine group of the integer line, i.e., as the “$ax+b$ group” with $a = \pm 1$ and $b \in \mathbb{Z}$, then non-trivial involutions are precisely the elements $(-1,b)$, whence in this case $m(I) = 1/2$ for any invariant mean on $D_\infty$, so that $I$ is non-negligible (see Remark 4.11). It would be interesting to have more examples of groups with this property, in particular, among non-amenable or ICC groups.

As an immediate consequence of Proposition 4.25 we obtain

Corollary 4.27. For any ICC group $G$, any gauge function $\lambda$, and any sequence of finite filling sets $A = (A_0, A_1, \ldots)$ there exists a sequence of finite symmetric sets $\Sigma = (\Sigma_1, \Sigma_2, \ldots)$ such that the scale $\Lambda = (\lambda, \Sigma, A)$ is a ladder.

Proof. By Lemma 4.5 and Proposition 4.25 the desired sequence $\Sigma = (\Sigma_1, \Sigma_2, \ldots)$ can be constructed recursively, by choosing at each step $n$ a symmetric set $\Sigma_n$ which is a switcher for the finite set

$$\Delta^{5\lambda(n)} = \left( \bigcup_{i=1}^{n-1} \Sigma_i^{\pm 1} \cup \bigcup_{i=0}^{n-1} A_i^{\pm 1} \right)^{5\lambda(n)}.$$

By applying Corollary 4.27 to the situation when the sets $A_i$ are all symmetric, contain at most 2 elements, and their union is the whole group $G$ we obtain

Corollary 4.28. For any ICC group and any gauge function $\lambda$ there is a ladder $\Lambda = (\lambda, \Sigma, A)$ such that the sets $\Sigma_i, A_i$ are all symmetric, contain at most 2 elements each, and their union is the whole group $G$.

5. Stabilizers of the boundary action

5.A. Action on the Poisson boundary. Let $H \triangleleft G$ be a normal subgroup of a countable group $G$, and let $\overline{G} = G/H$ be the corresponding quotient group. Given a probability measure $\mu$ on $G$, we shall denote by $\overline{\mu}$ the probability measure on $\overline{G}$ which is the image of the measure $\mu$ under the quotient map $G \to \overline{G}$. The lift of any $\overline{\mu}$-harmonic function from $\overline{G}$ to $G$ is obviously $\mu$-harmonic and (left) $H$-invariant, and, conversely, any $H$-invariant $\mu$-harmonic function on $G$ corresponds to a $\overline{\mu}$-harmonic function on $\overline{G}$. In view of the Poisson formula (3.5), this correspondence implies

Proposition 5.1 ([Kai95, Theorem 2.1.4]). Given a random walk $(G, \mu)$ and a normal subgroup $H \triangleleft G$, the Poisson boundary $\partial_\mu G$ of the quotient random walk $(\overline{G}, \overline{\mu})$ is the space of ergodic components of the action of the normal subgroup $H$ on the Poisson boundary $\partial_\mu G$ of the original random walk $(G, \mu)$, and, moreover, the harmonic measure $\nu$ on $\partial_\mu G$ is the image of the harmonic measure $\nu$ on $\partial_\mu G$ under the quotient map $\partial_\mu G \to \partial_\mu G$.

Definition 5.2. The pointwise stabilizer of the Poisson boundary

$$\text{Stab} \partial_\mu G = \{ g \in G : g \zeta = \zeta \text{ for } \nu\text{-a.e. } \zeta \in \partial_\mu G \} \quad (5.3)$$

consists of all elements of the group $G$ which act trivially on $\partial_\mu G$. It is a normal subgroup of $G$, and, in view of the Poisson formula, it coincides with the group of (left) $\mu$-periods of bounded $\mu$-harmonic functions on $G$ (or, just the group of (left) $\mu$-periods, in short), i.e.,

$$\text{Stab} \partial_\mu G = \{ g \in G : f(gx) = f(x) \quad \forall f \in H^\infty(G, \mu), \ x \in G \}.$$
The quotient map \( \partial \mu G \to \overline{\partial G} \) from the Poisson boundary of the original random walk to the Poisson boundary of the quotient random walk on \( \overline{G} = G/\text{Stab} \partial \mu G \) is then an isomorphism by Proposition 5.1.

**Remark 5.4.** If \( \text{sgr} \mu (\text{sgr} \mu)^{-1} \neq G \), then any \( g \in G \) with \( \text{sgr} \mu \cap g \text{sgr} \mu = \emptyset \) has the property that the harmonic measure \( \nu \) and its translate \( g \nu \) are mutually singular (e.g., see [Kai92, Lemma 2.9]), and therefore the action of \( g \) on the Poisson boundary \( \partial \mu G \) is non-trivial. Thus, \( \text{Stab} \partial \mu G \subseteq \text{sgr} \mu (\text{sgr} \mu)^{-1} \).

**Remark 5.5.** The following dichotomy holds for any ergodic measure class preserving action of a countable group \( G \) on a Lebesgue measure space \((X, \mu)\): either

(i) there is a normal subgroup \( H \triangleleft G \) such that \( \text{Stab} x = H \) for almost every point \( x \in X \); or

(ii) for almost every point \( x \in X \) the stabilizer \( \text{Stab} x \subset G \) is not a normal subgroup. Indeed, it is not difficult to see that the map \( x \mapsto \text{Stab} x \) is measurable and equivariant (see Vershik [Ver12, the remark after Definition 2]), and it is constant along the orbit \( Gx \) of a point \( x \) if and only if \( \text{Stab} x \) is normal. Therefore, Proposition 5.1 implies that given a random walk \((G, \mu)\) either

(i) the pointwise stabilizer \( H = \text{Stab} \partial \mu G \) has the property that the action of the associated quotient group \( \overline{G} = G/H \) on the Poisson boundary \( \overline{\partial G} = \overline{\partial \mu G} \) of the quotient random walk \( (\overline{G}, \overline{\mu}) \) is (mod 0) free; or

(ii) for almost every point of the Poisson boundary \( \partial \mu G \) its stabilizer is not a normal subgroup.

Examples of type (ii) random walks are readily provided by continuous groups (for instance, the “\( ax + b \)” group). However, at the moment we are not aware of any type (ii) random walks on countable groups.

**5. B. Hyper-FC-centre.** We have to remind the definitions of the FC-centre and of the hyper-FC-centre of a group (for more background see, for instance, Robinson [Rob72, Section 4.3] and the references therein).

An element \( g \) of a group \( G \) is central if and only if its conjugacy class \( C_g \) (4.1) consists just of \( g \) itself. An FC-element is \( g \in G \) such that its conjugacy class is finite, or, equivalently, its centralizer

\[ C(g) = \{ h \in G : h^{-1}gh = g \} = \{ h \in G : gh = hg \} \]

has a finite index in \( G \). The collection FC\((G)\) of all FC-elements of a group \( G \), i.e., the union of all finite conjugacy classes, is called the FC-centre of \( G \); it is a normal (and even characteristic) subgroup of \( G \). A group \( G \) is said to be a group with finite conjugacy classes (or, an FC group in short) if FC\((G) = G \), i.e., if the conjugacy class of any element is finite. The ICC groups (see the beginning of Section 4) can be described in these terms as the ones for which FC\((G) = \{e\} \).

The series

\[ G = G_0 \to G_1 \to \cdots \to G_n \to G_{n+1} \to \cdots, \]

where each consecutive group \( G_{n+1} = G_n/\text{FC}(G_n) \) is the quotient of the preceding one \( G_n \) by its FC-centre FC\((G_n)\), gives rise to the upper FC-central series of the group \( G \)

\[ \{e\} = \text{FC}_0(G) \triangleleft \text{FC}_1(G) \triangleleft \cdots \triangleleft \text{FC}_n(G) \triangleleft \text{FC}_{n+1}(G) \triangleleft \cdots, \]

which consists of the kernels FC\(_n(G)\) of the quotient homomorphisms \( G \to G_n \), so that

\[ G/\text{FC}_{n+1}(G) = \left[ G/\text{FC}_n(G) \right] \big/ \text{FC}[G/\text{FC}_n(G)]. \]
The series \((5.6)\) extends transfinitely in the usual way: for a successor ordinal \(\alpha + 1\) the corresponding entry \(\text{FC}_{\alpha+1}(G)\) is obtained from \(\text{FC}_\alpha(G)\) by using \((5.7)\), whereas for a limit ordinal \(\alpha\) one puts

\[
\text{FC}_\alpha(G) = \bigcup_{\beta < \alpha} \text{FC}_\beta(G) .
\]

The transfinite upper FC-central series eventually stabilizes, the limit

\[
\text{FC}_{\text{lim}}(G) = \bigcup_{\alpha} \text{FC}_\alpha(G) ,
\]

where the union is taken over all ordinals \(\alpha\), is called the hyper-FC-centre of the group \(G\), and its elements are called hyper-FC-central. In other words, \(\text{FC}_{\text{lim}}(G)\) is the minimal among the normal subgroups \(H\) of \(G\) with the property that the FC-centre of the quotient \(G/H\) is trivial, i.e., that \(G/H\) is an ICC group. If \(\text{FC}_{\text{lim}}(G) = G\), then the group \(G\) is called hyper-FC-central. A finitely generated hyper-FC-central group is virtually nilpotent, i.e., it contains a nilpotent subgroup of finite index, and its upper FC-central series is finite.

5.C. Boundary action of the hyper-FC-centre. The centre \(C(G)\) is contained in the group of \(\mu\)-periods \(\text{Stab} \partial_\mu G\) for any non-degenerate probability measure \(\mu\) on a countable group \(G\) (i.e., such that \(\text{sgr} \mu = G\), see Section 3.A). This observation was apparently first made by Dynkin – Malyutov [DM61, Lemma 1] (their argument is actually quite close to the one earlier used by Heilbronn [Hei49, Theorem 5] to prove the absence of non-constant bounded harmonic functions for the simple random walk on \(\mathbb{Z}^d\)). They applied it as the induction step in the proof that the Poisson boundary for the non-degenerate random walks on countable nilpotent groups is trivial [DM61, Theorem 1], or, in a somewhat more general formulation, that any entry of the upper central series of the group \(G\) is contained in \(\text{Stab} \partial_\mu G\) under the same non-degeneracy condition on \(\mu\).

Similar results were later obtained by a number of authors: Margulis [Mar66], Furstenberg [Fur73, Theorem 11.2], Lyons – Sullivan [LS84, Section 4], Lin [Lin87, Lemma 3.3 and Theorems 3.4, 3.9], Jaworski [Jaw94, Theorem 3.9], Kaimanovich [Kai95, Theorems 4.1.4 and 5.2.7]. In some of them the induction was made transfinite to imply that the \(\omega\)-centre \([LS84]\) or the hypercentre \([Lin87, Kai95]\) of the group \(G\) is contained in the group of periods. Actually, [Kai95, Theorems 4.1.5] contains a somewhat stronger result, in which the hypercentre is replaced with the minimal normal subgroup \(H \triangleleft G\) with the property that the quotient \(G/H\) is centreless (this is a description of the hypercentre of \(G\)) and has no finite normal subgroups. The class of groups arising in this way is intermediate between the classes of hypercentral and hyper-FC-central groups (for instance, the infinite dihedral group is FC-central, but it is centreless and has no finite normal subgroups).

Lin – Zaidenberg [LZ98, Lemma 2.4] noticed that, in the setup of bounded harmonic or holomorphic functions on covering manifolds, the induction step can be done for the FC-centre \(\text{FC}(G)\) rather than just for the usual centre \(C(G)\) of the deck transformations group \(G\). It then implies, through transfinite induction, that the group of periods of these functions contains the whole hyper-FC-centre \(\text{FC}_{\text{lim}}(G)\) \([LZ98, Corollary 2.5]\).

The periods of harmonic functions of random walks on topological (especially, Lie) groups were studied in great detail in the 60s-70s in the works of Furstenberg [Fur63], Azencott [Aze70], Guivarc’h [Gui73] and Raugi [Rau77]. However, possible specializations to countable groups were usually left out, as, for instance, the following result, which is essentially contained in the work of Azencott:
Lemma 5.9 (Jaworski [Jaw04, Lemma 4.7]). If $\mu$ is a probability measure on a countable group $G$ such that
\[ \text{sgr } \mu (\text{sgr } \mu)^{-1} = G \] (in particular, if the measure $\mu$ is non-degenerate), then
\[ \text{FC}(G) \subseteq \text{Stab } \partial_\mu G. \]

Jaworski deduced it from Azencott’s [Aze70, Théorème IV.1] or from his own 0-2 law [Jaw94b, Proposition 3.1] which imply that under condition (5.10) FC$(G)$ is contained in the group of the right $\mu$-periods
\[ \text{Stab } \nu = \{ g \in G : g\nu = \nu \}. \]

After that he used the same argument as in [Aze70, Lemme IV.7] in order to pass to the group of left $\mu$-periods, i.e., to the pointwise stabilizer $\text{Stab } \partial_\mu G$ of the Poisson boundary.

A standard transfinite induction (almost verbatim following the proof of [LZ98, Corollary 2.5]) then turns Lemma 5.9 into

Proposition 5.11. If $\mu$ is a probability measure on a countable group $G$ which satisfies the condition
\[ \text{sgr } \mu (\text{sgr } \mu)^{-1} = G \] (in particular, if the measure $\mu$ is non-degenerate), then
\[ \text{FC}_\lim(G) \subseteq \text{Stab } \partial_\mu G, \]
i.e., the action of the hyper-FC-centre on the Poisson boundary $\partial_\mu G$ is trivial.

Proof. Let $G_\alpha = G / \text{FC}_\alpha(G)$ and $G_{\alpha+1} = G / \text{FC}_{\alpha+1}(G)$ be the quotient groups of $G$ determined by the entries of the upper FC-central series indexed by an ordinal $\alpha$ and its successor $\alpha + 1$, respectively. Then the homomorphisms
\[ G \to G_\alpha \to G_{\alpha+1} \]
give rise to the corresponding quotient maps between the Poisson boundaries
\[ \partial_\mu G \to \partial_{\mu_\alpha} G_\alpha \to \partial_{\mu_{\alpha+1}} G_{\alpha+1}, \]
where $\mu_\alpha$ and $\mu_{\alpha+1}$ are the respective quotient measures. If $\text{FC}_\alpha(G) \subseteq \text{Stab } \partial_\mu G$, then the map $\partial_\mu G \to \partial_{\mu_\alpha} G_\alpha$ is an isomorphism, whereas the second map $\partial_{\mu_\alpha} G_\alpha \to \partial_{\mu_{\alpha+1}} G_{\alpha+1}$ is an isomorphism by Lemma 5.9 applied to the random walk $(G_\alpha, \mu_\alpha)$ (because condition (5.10) is preserved when passing to quotient random walks). Therefore, the composition
\[ \partial_\mu G \to \partial_{\mu_{\alpha+1}} G_{\alpha+1} \]
is also an isomorphism, which means that $\text{FC}_{\alpha+1}(G) \subseteq \text{Stab } \partial_\mu G$.

On the other hand, if $\alpha$ is a limit ordinal such that $\text{FC}_{\beta}(G) \subseteq \text{Stab } \partial_\mu G$ for all $\beta < \alpha$ then by (5.8) $\text{FC}_\alpha(G)$ is also contained in $\text{Stab } \partial_\mu G$. \qed

Remark 5.12. If $G$ is a hyper-FC-central group, i.e., $G = \text{FC}_\lim(G)$, then $SS^{-1} = \text{gr}(S)$ for any subsemigroup $S \subseteq G$. For instance, it follows from the fact that $SS^{-1} = \text{gr}(S)$ for any finitely generated subgroup of a group of subexponential growth (see [Kai85a, Theorem 2.1.15] or [Jaw94a, Theorem 5.6]), whereas any finitely generated subgroup of a hyper-FC-central group is virtually nilpotent, hence of polynomial growth. Therefore, if $\mu$ is an irreducible probability measure on a hyper-FC-central group $G$, i.e., if $\text{gr}(\mu) = G$, then condition (5.10) is automatically satisfied, so that Proposition 5.11 implies the theorem of Jaworski [Jaw04, Theorem 4.8] on the triviality of the Poisson boundary $\partial_\mu G$ for any irreducible probability measure $\mu$ on a hyper-FC-central group $G$. 
5.D. Examples of non-trivial boundary action of the centre. If condition (5.10) is not satisfied, then the action of any \( g \in G \setminus \text{sgr } \mu (\text{sgr } \mu)^{-1} \) on the Poisson boundary \( \partial_\mu G \) is non-trivial (see Remark 5.4). On the other hand,

\[
SS^{-1} \cap H = \{e\}
\]

for a subsemigroup \( S \subset G \) and a normal subgroup \( H \triangleleft G \) if and only if the restriction of the quotient homomorphism \( \pi : G \to G/H \) to \( S \) is a bijection. Thus, we obtain

**Lemma 5.13.** If a group \( G \) is such that the centre \( C(G) \) is non-trivial, and there is a finite generating set \( K \) with the property that the image of the semigroup \( S = \text{sgr } (K) \) under the quotient homomorphism \( \pi : G \to G/C(G) \) is the free semigroup with the free generating set \( \pi(K) \), then any probability measure \( \mu \) with \( \text{supp } \mu = K \) (more generally, any \( \mu \) with \( \text{sgr } \mu = S \)) is irreducible and has the property that any non-identity element of \( C(G) \) acts non-trivially on the Poisson boundary \( \partial_\mu G \).

**Corollary 5.14.** There exist a finitely generated group \( G \), a probability measure \( \mu \) on \( G \), and a central element \( c \in C(G) \) which acts non-trivially on the Poisson boundary of \( (G, \mu) \). Moreover, \( G \) can be chosen to have an infinite centre \( C(G) \) and such that all non-identity elements of \( C(G) \) act non-trivially on the Poisson boundary.

Indeed, a well-known family of groups satisfying the conditions of Lemma 5.13 was constructed by Hall in his proof of [Hal54, Theorem 6] which states that any countable abelian group can be realized as the centre of a finitely generated solvable group. He exhibited a 2-generated solvable group \( G \) such that its centre \( C(G) \) is an infinitely generated free abelian group, and the quotient \( G/C(G) \) is the wreath product \( \mathbb{Z} \wr \mathbb{Z} \) (also see the proof of Hall’s theorem in [Rob96, 14.1.1]). The group \( G \) itself and its quotients by various proper subgroups of \( C(G) \) then provide the examples Hall was looking for, and all these groups satisfy the conditions of Lemma 5.13.

The fact that the matrix \( \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix} \) from the centre of the group \( G = SL(2, \mathbb{R}) \) acts non-trivially on the Poisson boundary \( \partial_\mu G \) for any absolutely continuous measure \( \mu \) whose support is in the set of matrices with non-negative entries was observed already by Furstenberg [Fur63, pp. 378-379]. This example can be easily recast for \( SL(2, \mathbb{Z}) \) and other discrete subgroups of \( SL(2, \mathbb{R}) \) (or of more general semi-simple Lie groups). However, we are not aware of any prior examples of this phenomenon for groups with an infinite centre.

**Remark 5.15.** The non-trivial action of the centre on the Poisson boundary is always discontinual in the sense that the ergodic components of the action are its orbits (see [Kai10] for a discussion of this notion). This should be contrasted with the fact that the action of any normal subgroup on the Poisson boundary is conservative in the situation when the step distribution \( \mu \) is non-degenerate [Kai95, Theorem 3.3.3]. Actually, one can show that the action of the hyper-FC-centre on the Poisson boundary is also always discontinual (if it is trivial, then the ergodic components are just the single points of the Poisson boundary). We shall return to this subject elsewhere.

5.E. The Poisson boundary of ICC groups (Theorem A). We can now formulate and prove our principal result:

**Theorem 5.16 (= Theorem A).** For any countable ICC group \( G \) there exist a probability measure \( \mu \) on \( G \) (which can be chosen to be symmetric, non-degenerate and of finite entropy) and a locally finite forest \( F \) with the vertex set \( G \) such that:
(i) Almost all sample paths of the random walk \((G, \mu)\) converge to the boundary \(\partial \mathcal{F}\) of the forest \(\mathcal{F}\).

(ii) Almost every sample path visits all but a finite number of points of the geodesic ray in \(\mathcal{F}\) determined by its limit point.

(iii) The Poisson boundary \(\partial \mu G\) coincides with the boundary \(\partial \mathcal{F}\) endowed with the family of the resulting hitting distributions.

(iv) The action of the group \(G\) on the Poisson boundary \(\partial \mu G\) is free \((\text{mod } 0)\), i.e., the stabilizers of almost all boundary points are trivial.

Proof. Let us fix a probability measure \(p = (p_j)\) on \(\mathbb{Z}_+\) which satisfies the eventual record simplicity condition of Lemma 2.3

\[
\sum_j \left( \frac{p_j}{p_j + p_{j+1} + \ldots} \right)^2 < \infty
\]

(for instance, any measure with polynomial decay) and has a finite entropy. Let \(\Phi, \Psi : \mathbb{N} \to \mathbb{N}\) be the corresponding functions from Lemma 2.15 determined by the distribution \(p\).

Let \((\Sigma, A)\) be a \(\Phi\)-ladder on \(G\) with symmetric entries of cardinality \(\leq 2\) whose union is the whole group \(G\), which exists by Corollary 4.28. Let us take a sequence of coefficients \(0 < \alpha_i < 1\) such that \(\sum_i \alpha_i < \infty\), and define a symmetric probability measure \(\mu\) with \(\text{supp } \mu = G\) by putting

\[
\mu(A_0) = p_0,
\mu(\Sigma_i \cup A_i) = p_i, \quad i \geq 1,
\mu(A_i \setminus \Sigma_i) = \alpha_ip_i, \quad i \geq 1.
\]

Note that the finiteness of the entropy of the distribution \(p\) implies that the entropy of \(\mu\) is also finite. Then Theorem 3.10 implies the claim. □

As we have seen in Proposition 5.11, for any non-degenerate probability measure \(\mu\) on a countable group \(G\) the action of the hyper-FC-centre \(\text{FC}_{\text{lim}}(G)\) on the Poisson boundary is trivial, i.e., \(\text{FC}_{\text{lim}}(G) \subset \text{Stab} \partial \mu G\). Theorem 5.16 immediately implies that \(\text{FC}_{\text{lim}}(G)\) can, in fact, be realized as \(\text{Stab} \partial \mu G\), even stronger:

Corollary 5.17. For any countable group \(G\) there exists a non-degenerate probability measure on \(G\) (which can be chosen to be symmetric and to have a finite entropy) such that for almost every point of the Poisson boundary \(\partial \mu G\) its stabilizer is the hyper-FC-centre \(\text{FC}_{\text{lim}}(G)\) of the group \(G\).

Proof. Let \(\overline{G} = G/\text{FC}_{\text{lim}}(G)\) be the quotient of the group \(G\) by its hyper-FC-centre \(\text{FC}_{\text{lim}}(G)\). By Theorem 5.16 there exists a finite entropy symmetric non-degenerate probability measure \(\overline{\mu}\) on \(\overline{G}\) such that the action of the group \(\overline{G}\) on its Poisson boundary \(\partial \overline{\mu} \overline{G}\) is free \((\text{mod } 0)\). Let \(\mu\) be a lift of \(\overline{\mu}\) to \(G\), which can obviously be chosen non-degenerate, symmetric and to have a finite entropy. Then by Proposition 5.1 \(\partial \overline{\mu} \overline{G}\) is the space of ergodic components of the action of \(\text{FC}_{\text{lim}}(G)\) on the Poisson boundary \(\partial \mu G\) of the lifted random walk, which is trivial by Proposition 5.11. Therefore, the action of \(\overline{G}\) on \(\partial \overline{\mu} \overline{G}\) is the same as the action of \(G\) on \(\partial \mu G\) factorized through the quotient homomorphism \(G \to \overline{G}\). However, the former action as free by Theorem 5.16 whence the claim. □

5.F. Characterization of the stabilizers of the Poisson boundary (Theorem B).

As we have just seen (Proposition 5.11 and Corollary 5.17), the inclusion

\[
\text{FC}_{\text{lim}}(G) \subset \text{Stab} \partial \mu G
\]

(5.18)
holds for any non-degenerate probability measure \( \mu \) on a countable group \( G \), and there always are measures for which (5.18) holds as equality.

There is yet another necessary condition on the subgroup \( \text{Stab} \partial_\mu G \), which follows from the fact that the action of a countable group \( G \) on its Poisson boundary is amenable, see Zimmer [Zim78, Corollary 5.8] (or an entirely probabilistic argument in [Kai05, Theorem 5.2]). On the other hand, the point stabilizers of an amenable action are almost surely amenable by Elliott – Giordano [EG93, Proposition 1.2], whence \( \text{Stab} \partial_\mu G \) is always amenable.

It is well-known that there is the maximal one among the normal amenable subgroups of a countable group \( G \). It is called the amenable radical of \( G \), and we shall denote it by \( \text{R}_{\text{amen}} G \) (see Zimmer [Zim84, Proposition 4.1.12] or Furman [Fur03, Proposition 7] for its existence). If \( G \) is non-amenable, then the quotient \( G/\text{R}_{\text{amen}} G \) is a non-amenable ICC group. In these terms the above fact can be reformulated as the inclusion

\[
\text{Stab} \partial_\mu G \subset \text{R}_{\text{amen}} G .
\]  

The following result is a generalization of the conjecture of Furstenberg [Fur73, Section 9] (proved in [Ros81, Theorem 1.10] and [KV83, Theorem 4.3]) that on any amenable group \( G \) (i.e., on one with \( G = \text{R}_{\text{amen}} G \)) there exists a probability measure \( \mu \) with a non-trivial Poisson boundary.

**Proposition 5.20** ([Kai02, Theorem 2]). If \( H \) is an amenable normal subgroup of a countable group \( G \), then for any probability measure \( \pi \) on the quotient group \( G = G/H \) there exists a lift \( \mu \) of the measure \( \pi \) to \( G \) such that the action of \( H \) on the Poisson boundary \( \partial_\mu G \) is trivial.

Additionally, if the measure \( \pi \) on \( G \) in Proposition 5.20 is non-degenerate, then the measure \( \mu \) in the argument from [Kai02] can be chosen to be non-degenerate as well. Applied to the amenable radical \( \text{R}_{\text{amen}} G \), Proposition 5.20 implies then that for any group \( G \) there exists a non-degenerate probability measure \( \mu \) on \( G \), for which inclusion (5.19) holds as equality.

Thus, by (5.18) and (5.19), the pointwise stabilizer \( \text{Stab} \partial_\mu G \) of the Poisson boundary \( \partial_\mu G \) of a non-degenerate probability measure \( \mu \) on a countable group \( G \) is always sandwiched between the hyper-FC-centre and the amenable radical of \( G \) as

\[
\text{FC}_{\text{lim}} G \subset \text{Stab} \partial_\mu G \subset \text{R}_{\text{amen}} G ,
\]

and, as we have just explained, both \( \text{FC}_{\text{lim}} G \) and \( \text{R}_{\text{amen}} G \) can be realized as \( \text{Stab} \partial_\mu G \) for an appropriate choice of \( \mu \). A combination of Theorem 5.16 and Proposition 5.20 in fact allows us to give a complete description of the subgroups \( H \subset G \) which can appear as \( H = \text{Stab} \partial_\mu G \) for a certain non-degenerate measure \( \mu \) on \( G \).

**Theorem 5.21** ( = Theorem B). For any countable group \( G \) the following conditions on a subgroup \( H \subset G \) are equivalent:

(i) there exists a non-degenerate probability measure \( \mu \) on \( G \) such that the stabilizer of almost every point of the Poisson boundary \( \partial_\mu G \) is \( H \);

(ii) there exists a non-degenerate probability measure \( \mu \) on \( G \) such that the pointwise stabilizer of the Poisson boundary \( \partial_\mu G \) is \( H \) (i.e., \( H \) is the intersection of almost all point stabilizers);

(iii) \( H \) is an amenable normal subgroup of \( G \) with the property that the quotient \( G/H \) is either an ICC group or the trivial group.

**Proof.** (i) \( \implies \) (ii) is obvious.
(ii) \implies (iii) The pointwise stabilizer $\text{Stab} \hat{\varphi}_G$ is clearly a normal subgroup of $G$, its amenability is inclusion (5.19), and the fact that $G/\text{Stab} \hat{\varphi}_G$ is an ICC group follows from Proposition 5.1 and Proposition 5.11.

(iii) \implies (i) By Theorem 5.16 there is a non-degenerate probability measure $\overline{\mu}$ on the quotient group $\overline{G} = G/H$ such that the action of $\overline{G}$ on the Poisson boundary $\partial_{\mu} \overline{G}$ is (mod 0) free. Let $\mu$ be a lift of $\overline{\mu}$ to $G$ provided by Proposition 5.20. Then by Proposition 5.1 it satisfies the conditions described in (i). □

Remark 5.22. Property (iii) implies that

$$\text{FC}_\lim(G) \subset H \subset \text{Ramen}(G),$$

However, the ICC property need not be inherited when passing to quotient groups, and there are numerous examples of normal subgroups $H \triangleleft G$, for which inclusions (5.23) are satisfied, but $G/H$ is not an ICC group.

The simplest situation is when $G$ is an amenable ICC group, so that $\text{FC}_\lim(G) = \{e\}$ and $\text{Ramen}(G) = G$. Then $G$ may well have non-ICC quotients. For instance, the Baumslag–Solitar group $BS(1, 2)$ is an amenable ICC group, and it admits the infinite cyclic group $\mathbb{Z}$ as its quotient. More generally, an example of this kind can be provided by any non-virtually nilpotent finitely generated elementary amenable group. Indeed, on one hand the quotient of such a group by its hyper-FC-centre is a finitely generated elementary amenable ICC group. On the other hand, any finitely generated infinite elementary amenable group admits an infinite virtually cyclic quotient, see Hillman [Hil94, Lemma 1 of Section I].

Remark 5.24. We remind that the results of [Fur73, KV83, Ros81, FHTVF18] provide a complete classification of countable groups with respect to the existence of irreducible measures with the trivial Poisson boundary ($\equiv$ Liouville measures):

(i) hyper-FC-central groups (every measure is Liouville),
(ii) amenable non-hyper-FC-central groups (there exist both Liouville and non-Liouville measures),
(iii) non-amenable groups (every measure is non-Liouville).

However, the questions about the existence of Liouville or non-Liouville measures of a particular kind (e.g., finite entropy, finite first moment, finite support, symmetric, etc.) on amenable non-hyper-FC-central groups are quite difficult. The answers to these questions are often non-trivial, see, for instance, the examples of

- exponential growth groups, on which all finitely supported symmetric measures are Liouville, but still there are (non-symmetric) non-Liouville finitely supported measures [KV83];
- exponential growth groups, on which any finitely supported measure $\mu$ (no matter, symmetric or not, and not necessarily irreducible) is Liouville with respect to the group generated by $\text{supp} \mu$ [BE17];
- intermediate growth groups with finite entropy non-Liouville measures [Ers04a, EZ18];
- amenable groups, on which any finite entropy non-degenerate measure is non-Liouville [Ers04b].

In the same way, in view of Theorem 5.21 it would be interesting to describe the normal subgroups $H \triangleleft G$ of a given group $G$ which can be realized as $H = \text{Stab} \hat{\varphi}_G$ for non-degenerate measures on $G$ of a particular kind (cf. above). For example, the aforementioned result from [Ers04b] implies that the measures arising in Proposition 5.20 need not have finite entropy.
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