Characterization of the dual problem of linear matrix inequality for H-infinity output feedback control problem via facial reduction
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Abstract
This paper deals with the minimization of $H_{\infty}$ output feedback control. This minimization can be formulated as a linear matrix inequality (LMI) problem via a result of Iwasaki and Skelton 1994. The strict feasibility of the dual problem of such an LMI problem is a valuable property to guarantee the existence of an optimal solution of the LMI problem. If this property fails, then the LMI problem may not have any optimal solutions. Even if one can compute parameters of controllers from a computed solution of the LMI problem, then the computed $H_{\infty}$ norm may be very sensitive to a small change of parameters in the controller. In other words, the non-strict feasibility of the dual tells us that the considered design problem may be poorly formulated. We reveal that the strict feasibility of the dual is closely related to invariant zeros of the given generalized plant. The facial reduction is useful in analyzing the relationship. The facial reduction is an iterative algorithm to convert a non-strictly feasible problem into a strictly feasible one. We also show that facial reduction spends only one iteration for so-called regular $H_{\infty}$ output feedback control. In particular, we can obtain a strictly feasible problem by using null vectors associated with some invariant zeros. This reduction is more straightforward than the direct application of facial reduction.
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1 Introduction

The $H_\infty$ control is one of the most important control theories and has attracted much interest from viewpoints of not only the theory, but also application and computation. In particular, two approaches, the algebraic Riccati equations/inequalities approach (e.g., [6]) and linear matrix inequality (LMI) approach (e.g., [8,9,17]) were proposed and investigated thoroughly. These approaches are to find a so-called suboptimal controller, i.e., an admissible controller, so that the $H_\infty$ norm of the closed-loop system with a plant and the controller is less than a given value. Naturally, one seeks an optimal controller, i.e., an admissible controller that minimizes the $H_\infty$ norm. This paper deals with an LMI formulation of this minimization.

The strict feasibility of the dual problem of such an LMI problem is a valuable property to guarantee the existence of an optimal solution of the LMI problem. If strict feasibility fails in the dual, then the optimal value is finite, but no solutions may attain the optimal value of the LMI problem. In this case, it is often observed that the computed controller has very high gains. Also, the controller will be fragile, that is, the computed $H_\infty$ norm may be very sensitive to a small change of parameters in the controller. In other words, the non-strict feasibility of the dual tells us that the considered design problem may be poorly formulated.

The purpose of this paper is to present the necessary and sufficient condition for the dual problem of the LMI problem obtained from the $H_\infty$ output feedback control problem to be strictly feasible. In addition, we analyze the condition in terms of system theory. In particular, we reveal that the condition is closely related to invariant zeros in the generalized plant. Facial reduction [2] for LMI problems is useful to characterize strict feasibility. It converts a non-strictly feasible LMI problem into a strictly feasible one with finitely many iterations. Then it finds a certificate on the non-strict feasibility of the dual. We prove the non-strict feasibility of the dual by constructing a certificate on the non-strict feasibility of the dual with null vectors associated with some invariant zeros.

We introduce some of the literature of facial reduction. The concept and algorithm of the facial reduction for the convex program were proposed in [2]. The facial reduction for LMI (as known as SemiDefinite Program (SDP)) problems was discussed in [13]. In particular, [13] proposed the construction of Ramana’s extended dual for which the strong duality holds without any qualification constraint. Pataki et al. [12] simplified and extended facial reduction for LMI problems discussed in [13]. The facial reduction proposed in [23] can also detect the infeasibility of a given problem. More details of facial reduction and its applications except for control theory are introduced in the monograph [5].

Another contribution of this paper is to prove that the facial reduction for an LMI problem associated with the so-called \textit{shape regular} $H_\infty$ output feedback control problem (see 1 of Remark 2 for the definition) terminates in at most one iteration. The number of iterations of the facial reduction is called \textit{shape the singularity degree} in [4,19]. For instance, the singularity degree is used for perturbation analysis in [19] and error bounds for LMI problems in [4]. In particular, the singularity degree is regarded as a measure of numerical difficulty at solving the LMI problem by the SDP solver. We cannot expect accurate computation for an LMI problem with a high singularity.
degree. Also, from the viewpoint of theory, the characterization of the singularity degree is interesting. The work [20] provides characterizations of positive semidefinite matrix completion problems via the singularity degree. The second contribution is a characterization of a regular $H_\infty$ output feedback control problem via the singularity degree.

We introduce some related work to this paper. Balakrishnan and Vandenberghe [1] discussed the strict feasibility of LMI problems arising from a few problems associated with linear time-invariant systems. Then the authors used theorems of alternatives for LMI problems, which play an essential role in the facial reduction for LMI problems. Waki and Sebe [24,25] provided the necessary and sufficient condition to be strictly feasible in the case of $H_\infty$ state feedback control. The author of [7] provided an elimination via the Kronecker canonical form (KCF) for a given design problem. This elimination focuses on the unboundedness of some variables in the associated LMI problem. The KCF structure is used to find such unbounded variables, and then the proposed approach eliminates such variables from the LMI problem. Using this elimination, we can not only get a more accurate solution but also reduce the order of the controller. Our approach can be regarded as shape the dual of this elimination. In fact, this elimination focuses on the LMI problem, whereas we investigate the dual problem of the LMI problem. However, we can see the relationship between invariant zeros of the given generalized plant and unbounded variables.

The paper consists of four sections and appendices. Section 2 devotes the preliminaries on LMI, the dual, facial reduction and $H_\infty$ output feedback control problem. We give the first result, i.e., the necessary and sufficient condition for the dual problem to be strictly feasible, in Sect. 3. We discuss the singularity degree of the dual of the LMI problem obtained from the regular $H_\infty$ output feedback control problem in Sect. 4. Technical lemmas and their proofs are given in appendices.

1.1 Notation and symbols

For a positive integer $m$, we define $[m] = \{1, \ldots, m\}$. Let $\Re(\lambda)$ be the real part of a complex number $\lambda$. $\mathbb{C}_+$ and $\mathbb{C}_-$ denote the closed right and left half-planes, respectively.

Let $\mathbb{S}^n$, $\mathbb{S}^n_+$ and $\mathbb{S}^n_{++}$ be the sets of $n \times n$ real symmetric matrices, positive semidefinite matrices and positive definite matrices, respectively. $A \bullet B := \text{Tr}(AB^T) = \sum_{i=1}^{m} \sum_{j=1}^{n} A_{ij} B_{ij}$ for $A, B \in \mathbb{R}^{m \times n}$. We define $\text{He}(M) = M + M^T$ for $M \in \mathbb{R}^{m \times m}$.

For a given matrix $G \in \mathbb{R}^{n \times m}$ with rank $r$, $G^\perp$ denotes an $n \times (n - r)$ matrix which satisfies $G^T G^\perp = O_{n \times (n-r)}$ and $(G^\perp)^T G^\perp \in \mathbb{S}^{n-r}_{++}$. In general, $G^\perp$ is not unique for a given matrix $G$. For $G \in \mathbb{R}^{m \times n}$, we have $\text{Im} G = \ker(G^\perp)^T$ and $\ker G^T = \text{Im} G^\perp$. $G^\perp^T$ stands for the transpose of $G^\perp$ throughout this paper.

For a nonempty set $F \subset \mathbb{S}^n$, $F^\perp$ denotes the set $\{X \in \mathbb{S}^n : X \bullet Y = 0 \ (\forall Y \in F)\}$. In particular, if $F = \{S\}$ where $S \in \mathbb{S}^n_+$, then $F^\perp = \{S\}^\perp$ denotes the set $\{X \in \mathbb{S}^n : S \bullet X = 0\}$. 

 Springer
2 Preliminaries

2.1 Linear matrix inequality problem, its dual and strict feasibility

For $b \in \mathbb{R}^m$, $L_j \in \mathbb{S}^n$ ($j \in \{0\} \cup [m]$), we consider the linear matrix inequality (LMI) problem.

$$p^* := \inf \left\{ b^T y : \sum_{j=1}^m L_j y_j - L_0 \in \mathbb{S}^n_+ , y \in \mathbb{R}^m \right\}. \quad (1)$$

We assume that $L_j$ ($j \in [m]$) are linearly independent. The dual of LMI (1) can be formulated as

$$d^* := \sup \left\{ L_0 \cdot X : L_j \cdot X = b_j \ (j \in [m]) \right\}. \quad (2)$$

LMI (1) is said to be strictly feasible if there exists $\tilde{y} \in \mathbb{R}^m$ such that $\sum_{j=1}^m L_j \tilde{y}_j - L_0 \in \mathbb{S}^n_{++}$. The dual (2) is said to be strictly feasible if there exists an $\tilde{X} \in \mathbb{S}^n_{++}$ such that $L_j \cdot \tilde{X} = b_j \ (j \in [m])$. It is well-known that the strong duality holds for LMI problem (1) and its dual (2).

**Theorem 1** (Strong duality for LMI; for instance, see [21]) If (2) is strictly feasible and (1) is feasible, then $p^* = d^*$ and (1) has an optimal solution.

We give a characterization for the dual problem (2) which is not strictly feasible.

**Theorem 2** ([12,22,23]) The dual problem (2) is not strictly feasible if and only if there exists a pair of $(y, W) \in \mathbb{R}^m \times \mathbb{S}^n$ such that $y \neq 0$, $b^T y \leq 0$ and $W = \sum_{j=1}^m L_j y_j \in \mathbb{S}^n_+$. If such a pair of $(y, W)$ satisfies $b^T y < 0$, then it is infeasible. Otherwise, the dual (2) is equivalent to the following problem:

$$\sup \left\{ L_0 \cdot X : L_j \cdot X = b_j \ (j \in [m]) \right\}. \quad (3)$$

We convert (3) into the form of the dual problem (2). Since $W$ in Theorem 2 is positive semidefinite, we can decompose $W$ by $W = [p_1 \ p_2] \begin{bmatrix} \Lambda & O \\ O & 0 \end{bmatrix} \begin{bmatrix} p_1^T \\ p_2^T \end{bmatrix}$, where $r$ is the rank of $W$ and $\Lambda \in \mathbb{S}^r_{++}$ and $[P_1 \ P_2]$ is an orthogonal matrix with appropriate sizes. Then it is clear that any element $X$ in $\mathbb{S}^n_+ \cap \{W\}^\perp$ has the form of $X = [p_1 \ p_2] \begin{bmatrix} O & O \\ X_3 \end{bmatrix} \begin{bmatrix} p_1^T \\ p_2^T \end{bmatrix}$ for some $X_3 \in \mathbb{S}^{n-r}_+$. Substituting this form of $X$ to (3), it is equivalently converted to

$$\sup \left\{ \left( P_2^T L_0 P_2 \right) \cdot X_3 : \left( P_2^T L_j P_2 \right) \cdot X_3 = b_j \ (j \in [m]), \ X_3 \in \mathbb{S}^{n-r}_+ \right\}. \quad (4)$$
2.2 Facial reduction for LMI problem

In general, the reduced problem (4) may not be strictly feasible yet. If (4) is not strictly feasible, we can apply Theorem 2 to the reduced problem again until the reduced problem is strictly feasible. This reduction is the essence of the facial reduction for the dual problem (2).

The facial reduction terminates in finitely many iterations because the dimension of the positive semidefinite cone $S^n_+$ is reduced in each iteration. After the facial reduction terminates, we can convert it to the form of a strictly feasible problem by applying a way discussed in the previous subsection if the original is feasible. Otherwise, the original is infeasible.

Facial reduction generates a face of $S^n_+$ in each iteration. In other words, facial reduction generates a sequence of faces $F_0 = S^n_+, F_1, \ldots, F_k$ of $S^n_+$ if the original is feasible. In particular, we have $F_k \subseteq \cdots \subseteq F_1 \subseteq F_0$. For a convex set $C \subset \mathbb{R}^n$, a convex subset $F$ of $C$ is a face of $C$ if for all $x_1, x_2 \in C$, nonemptiness of the intersection of the open line segment $(x_1, x_2)$ and $F$ implies that $x_1$ and $x_2$ are both in $F$. It is known in e.g., [11, Example 2.5] that any face of $S^n_+$ is either the empty set $\emptyset$, $S^n_+$ or the following form of the set

$$
\{ X \in \mathbb{S}^n : X = P \begin{bmatrix} R & 0 \\ 0 & O \end{bmatrix} P^T, R \in \mathbb{S}^r_+ \} ,
$$

(5)

where $P \in \mathbb{R}^{n \times n}$ is a nonsingular matrix and $r$ is the maximum of the rank over all matrices in the face.

Each iteration of the facial reduction consists of two steps: at $\ell$th iteration, (i) finding a certificate $(y, W) \in \mathbb{R}^m \times \mathbb{S}^n$ such that

$$
W \in \mathcal{F}^*_\ell \setminus \mathcal{F}^\perp_{\ell-1}, \quad W = \sum_{j=1}^m y_j L_j \text{ and } b^T y = 0
$$

(6)

and (ii) generating a face $\mathcal{F}_\ell = \mathcal{F}_{\ell-1} \cap \{W\}^\perp$. The facial reduction repeats two steps and terminates when (6) has no solutions. Here the sets $\mathcal{F}^*$ and $\mathcal{F}^\perp$ for a cone $\mathcal{F} \subset \mathbb{S}^n_+$, respectively, are defined by

$$
\mathcal{F}^* = \{ Y \in \mathbb{S}^n ; X \cdot Y \geq 0 \ (\forall X \in \mathcal{F}) \}
$$

$$
\mathcal{F}^\perp = \{ Y \in \mathbb{S}^n ; X \cdot Y = 0 \ (\forall X \in \mathcal{F}) \} .
$$

In particular, $\mathcal{F}^*$ is called the dual cone of $\mathcal{F}$. For instance $(\mathbb{S}^n_+)^* = \mathbb{S}^n_+$ and $(\mathbb{S}^n_+)^\perp = \{O\}$. Note that if we choose $W$ of a certificate $(y, W)$ from $\mathcal{F}^\perp_{\ell-1}$ instead of $\mathcal{F}^*_\ell \setminus \mathcal{F}^\perp_{\ell-1}$ in (6), then it does not reduce the face $\mathcal{F}_{\ell-1}$, i.e., $\mathcal{F}_\ell = \mathcal{F}_{\ell-1}$. This is the reason why we choose the certificate from the set $\mathcal{F}^*_\ell \setminus \mathcal{F}^\perp_{\ell-1}$.

Algorithm 1 shows the summary of the facial reduction for (2). It should be noted that $(y, W)$ in Theorem 2 is the certificate of the first iteration of facial reduction for (2). We can see this because $\mathcal{F}^*_0 = \mathbb{S}^n_+$ and $\mathcal{F}^\perp_0 = \{O\}$. In other words, if facial
reduction cannot find any certificate that satisfies (6) at the first iteration, the original problem (2) is strictly feasible. Otherwise, after Algorithm 1 terminates, we reduce $\mathbb{S}^n_+$ to the form (5) by using all the obtained certificates. The detail is similar to the discussion introduced in Sect. 2.1.

**Algorithm 1**: Facial reduction algorithm for (2)

**Input**: (2)

**Output**: Face of $\mathbb{S}^n_+$ or detect the infeasibility

**begin**

$F_0 \leftarrow \mathbb{S}^n_+$, $\ell \leftarrow 0$;

while $\exists (y, W) \in \mathbb{R}^m \times \mathbb{S}^n$ satisfying (6) do

if $b^T y < 0$ then

(2) is infeasible and stop;

else

$F_{\ell+1} \leftarrow F_{\ell} \cap \{W\}^\perp$, $\ell \leftarrow \ell + 1$;

end

end

return $F_{\ell-1}$;

**end**

We give a remark on the practical computation of facial reduction. We need to find a solution that satisfies (6) in each iteration. As mentioned in [5, Section 4.6], solving (6) is not easier than solving the original LMI problem. For this, some techniques are proposed in e.g., [10,27]. The approach of [10] approximates a convex cone $F$ into simpler convex cones and makes a solvable approximated problem of (6). However, the approach may miss any solutions to (6). The approach of [27] finds a solution in (6) more efficiently if the original LMI problem has a so-called block-diagonal structure. However, if the original LMI does not have such a structure, then one cannot find any solutions of (6). On the other hand, facial reduction successfully works in more restricted cases, e.g., matrix completion problems and sums of squares relaxation of polynomial optimization. See [5, Part II] for more details.

We have flexibility in choosing the certificate $W$ because it is not uniquely defined. The flexibility means that the number of iterations of the facial reduction depends on the choice of the certificates. In particular, the minimum number of iterations is called shape the singularity degree of (2). For instance, we say that the singularity degree of any strictly feasible LMI problem is zero because such an LMI problem has no certificate $(y, W)$ in Theorem 2. Also, if (2) is feasible, and the singularity degree of (2) is one, then the reduced problem (4) is strictly feasible.

From the viewpoint of theory, the singularity degree is used for perturbation analysis [4] and error bounds of LMI problems [19]. We can use the singularity degree as a measure of numerical difficulties in solving LMI problems. In fact, we cannot expect accurate computation for LMI problems with a high singularity degree if we do not apply facial reduction. We can see this phenomenon in [27]. In particular, the LMI problems discussed in [27, for instance, Tables 1 and 2] have high singularity degrees, and SDP solvers return significantly different values from correct optimal values.
Moreover, the work [20] provides characterizations of a positive semidefinite matrix completion problem by using a singularity degree.

### 2.3 LMI problem for $H_\infty$ output feedback control problem

We introduce $H_\infty$ output feedback control problem. To this end, we consider the following state-space model of a generalized plant.

\[
\begin{align*}
\dot{x}(t) &= Ax(t) + B_1 w(t) + B_2 u(t), \\
z(t) &= C_1 x(t) + D_{11} w(t) + D_{12} u(t), \\
y(t) &= C_2 x(t) + D_{21} w(t).
\end{align*}
\] (7)

Here, $A \in \mathbb{R}^{n \times n}$, $B_j \in \mathbb{R}^{n \times m_j}$ ($j = 1, 2$), $C_i \in \mathbb{R}^{p_i \times n}$ ($i = 1, 2$), $D_{ij} \in \mathbb{R}^{p_i \times m_j}$ ($i, j = 1, 2$) except for $i = j = 2$. We impose the following assumptions to (7). The former is necessary for the existence of stabilizing controller and the latter is only for simplicity.

**Assumption 1**

1. $(A, B_2)$ is stabilizable and $(A, C_2)$ is detectable.
2. Both the matrix $[B_2^T, D_{12}^T]$ and $[C_2, D_{21}]^T$ are of full column rank.

For (7), we consider a full-order controller whose state-space model is as follows:

\[
\begin{align*}
\dot{x}_k(t) &= A_k x_k(t) + B_k y(t), \\
u(t) &= C_k x_k(t) + D_k y(t).
\end{align*}
\] (8)

Here $A_k \in \mathbb{R}^{n \times n}$, $B_k \in \mathbb{R}^{n \times p_2}$, $C_k \in \mathbb{R}^{m_2 \times n}$, $D_k \in \mathbb{R}^{m_2 \times p_2}$. The state space representation of the closed-loop system $G_{cl}(s)$ which consists of control system (7) and controller (8) is described as follows.

\[
\begin{align*}
\begin{bmatrix}
\dot{x} \\
x
\end{bmatrix} &= \begin{bmatrix}
A_k & B_k C_2 \\
B_2 C_k & A + B_2 D_k C_2
\end{bmatrix}
\begin{bmatrix}
x_k \\
x
\end{bmatrix} + \begin{bmatrix}
B_k D_{21} \\
B_1 + B_2 D_k D_{21}
\end{bmatrix} w, \\
z &= D_{12} C_k C_1 + D_{12} D_k C_2
\begin{bmatrix}
x_k \\
x
\end{bmatrix} + (D_{11} + D_{12} D_k D_{21}) w.
\end{align*}
\]

$G_{zu}(s)$ and $G_{yw}(s)$ denote the open-loop transfer functions from $u$ to $z$ and from $w$ to $y$ in (7), respectively. In fact, those functions are formulated by $G_{zu}(s) = C_1 (s I_n - A)^{-1} B_1 + D_{12}$ and $G_{yw}(s) = C_2 (s I_n - A)^{-1} B_1 + D_{21}$, respectively. We define functions $L_1$ and $L_2$ by

\[
L_1(X, \gamma) = \begin{bmatrix}
\text{He}(AX) & X C_1^T & B_1 \\
C_1 X & -\gamma I_{p_1} & D_{11} \\
B_1^T & D_{11}^T & -\gamma I_{m_1}
\end{bmatrix}
\text{and } L_2(Y, \gamma) = \begin{bmatrix}
\text{He}(YA) & Y B_1 & C_1^T \\
B_1^T Y & -\gamma I_{m_1} & D_{11}^T \\
C_1 & D_{11} & -\gamma I_{p_1}
\end{bmatrix}.
\]

**Theorem 3** ([8, Theorem 3]) For the state-space system (7) and a given $\gamma > 0$, there exists a full-order controller (8) such that the closed-loop system (8) is Hurwitz stable and $\|G_{cl}\|_\infty < \gamma$ if and only if there exist $X, Y \in \mathbb{S}_+^n$ such that
Here \( n_1 = n + m_1 + p_1 - m_2 \) and \( n_2 = n + p_1 + m_1 - p_2 \).

For a fixed \( \gamma > 0 \), we can find \((X, Y)\) that satisfies all linear matrix inequalities in Theorem 3 via e.g., primal-dual interior-point methods. The solution is suboptimal, and we can construct parameters \( A_k, B_k, C_k \) and \( D_k \) of controllers in (8) from the suboptimal solution. Then \( H_\infty \) norm of the closed-loop system is less than \( \gamma \).

As we mentioned in Introduction, it is natural to find a solution \((X, Y)\) that minimizes \( \|G_{e1}\|_\infty \) and makes the closed-loop system (8) Hurwitz stable. Then the LMI problem can be formulated via Theorem 3 as follows.

\[
\inf_{\gamma} \begin{bmatrix}
-\begin{bmatrix} B_2 \\ D_{12} \\ O \end{bmatrix}^T L_1(X, \gamma) \begin{bmatrix} B_2 \\ D_{12} \\ O \end{bmatrix} & -\begin{bmatrix} C_2^T \\ D_{21}^T \\ O \end{bmatrix}^T L_2(Y, \gamma) \begin{bmatrix} C_2^T \\ D_{21}^T \\ O \end{bmatrix}
\end{bmatrix} \in S_{++}^{n_1}, \\
\begin{bmatrix} X & 1_n \\ 1_n & Y \end{bmatrix} \in S_+^{2n}, 
\end{bmatrix}
\]

(9)

We set matrices in (9) as follows.

\[
\begin{bmatrix} B_2 \\ D_{12} \\ O \end{bmatrix}^T = \begin{bmatrix} E_1 & O_{n \times m_1} \\ E_2 & O_{p_1 \times m_1} \\ O_{m_1 \times (n_1 - m_1)} & I_{m_1} \end{bmatrix}, \text{ and } \begin{bmatrix} C_2^T \\ D_{21}^T \\ O \end{bmatrix}^T = \begin{bmatrix} F_1 & O_{n \times p_1} \\ F_2 & O_{p_1 \times (n_2 - p_1)} \\ O_{m_1 \times (n_2 - p_1)} & I_{p_1} \end{bmatrix}.
\]

Here \( B_{12}^T E_1 + D_{12}^T E_2 = O_{m_2 \times (n_1 - m_1)} \) and \( C_2 F_1 + D_{21} F_2 = O_{p_2 \times (n_2 - p_1)} \). We have the following relationship between \( D_{12} \) and \( E_1 \). We give a proof in “Appendix A”.

**Lemma 1** \( E_1 \) (resp. \( F_1 \)) is of full row rank if and only if \( D_{12} \) (resp. \( D_{21}^T \)) is of full column rank.

By using \( E_1, E_2, F_1 \) and \( F_2 \), (9) can be reformulated as

\[
\inf_{\gamma} \begin{bmatrix}
-\begin{bmatrix} \text{He}(E_1^T X G_1) - \gamma E_2^T E_2 & H_1^T \\ H_1 & -\gamma I_{m_1} \end{bmatrix} & -\begin{bmatrix} \text{He}(F_1^T Y G_2) - \gamma F_2^T F_2 & H_2^T \\ H_2 & -\gamma I_{p_1} \end{bmatrix}
\end{bmatrix} \in S_{++}^{n_1}, \\
\begin{bmatrix} X & 1_n \\ 1_n & Y \end{bmatrix} \in S_+^{2n}, 
\end{bmatrix}
\]

(10)

where matrices \( G_i, H_i \) (\( i = 1, 2 \)) are defined by \( G_1 = A^T E_1 + C_1^T E_2, G_2 = A F_1 + B_1 F_2, H_1 = B_1^T E_1 + D_{11}^T E_2 \) and \( H_2 = C_1 F_1 + D_{11} F_2 \). The dual of (10) can be formulated by
\[
\begin{align*}
\text{sup} & \quad \begin{bmatrix} O & \ast \\ H_1 & O \end{bmatrix} \cdot U + \begin{bmatrix} O & \ast \\ H_2 & O \end{bmatrix} \cdot V - \begin{bmatrix} O & \ast \\ I_n & O \end{bmatrix} \cdot Z \\
\text{subj. to} & \quad E_2^T E_2 \cdot U_{11} + F_2^T F_2 \cdot V_{11} + I_{m_1} \cdot U_{22} + I_{p_1} \cdot V_{22} = 1, \\
& \quad \text{He}(G_1 U_{11} E_1^T) = Z_{11}, \quad \text{He}(G_2 V_{11} F_2^T) = Z_{22}, \\
& \quad U = \begin{bmatrix} U_{11} \\ U_{21} \\ U_{22} \end{bmatrix} \in S_+^{n_1}, \quad V = \begin{bmatrix} V_{11} \\ V_{21} \\ V_{22} \end{bmatrix} \in S_+^{n_2}, \\
& \quad Z = \begin{bmatrix} Z_{11} \\ Z_{21} \\ Z_{22} \end{bmatrix} \in S_+^{2n}. 
\end{align*}
\]

(11)

Here \( U, V \) and \( Z \) in (11) are the decision variables and \( \ast \) stands for the transpose of the lower triangular part. It is clear that (11) is feasible. In fact, the following solution \((U, V, Z)\) is feasible for (11).

\[
\begin{align*}
U &= \begin{bmatrix} O \\ O \alpha I_{m_1} \end{bmatrix}, \\
V &= \begin{bmatrix} O \\ O \alpha I_{p_1} \end{bmatrix}, \\
Z &= O, \\
\end{align*}
\]

where \( \alpha = 1/(m_1 + p_1) \). We can also see that the optimal value of (11) is nonnegative as the objective value is zero. In addition, under Assumption 1, (10) is strictly feasible. This fact can be proved by using the elimination lemma (e.g., [3, Section 2.6.2]). Hence, the strong duality between (10) and (11) holds due to Theorem 1, and the dual problem (11) has an optimal solution.

3 Strict feasibility of the dual problem

We discuss strict feasibility of the dual problem (11). It follows from Theorem 2 that (11) is not strictly feasible if and only if there exists a solution \((\gamma, X, Y, W_{zu}, W_{yw}, W_c)\) such that

\[
\begin{align*}
W_{zu} &= - \begin{bmatrix} \text{He}(E_1^T X G_1) - \gamma E_2^T E_2 & O \\ O & -\gamma I_{m_1} \end{bmatrix} \in S_+^{n_1}, \\
W_{yw} &= - \begin{bmatrix} \text{He}(F_1^T Y G_2) - \gamma F_2^T F_2 & O \\ O & -\gamma I_{p_1} \end{bmatrix} \in S_+^{n_2}, \quad \gamma \leq 0, \\
W_c &= \begin{bmatrix} X \\ O \\ Y \end{bmatrix} \in S_+^{2n}, \quad (\gamma, W_{zu}, W_{yw}, W_c) \neq (0, O, O, O). 
\end{align*}
\]

(12)

Clearly, \( \gamma \) in (12) must be zero. In addition, since \( W_c \) is block diagonal, at least one of \( X \) and \( Y \) must be nonzero. Otherwise, all the matrices \( W_{zu}, W_{yw} \) and \( W_c \) are zero. Substituting \( \gamma = 0 \) to (12), it is equivalent to the following conic system.

\[
\begin{align*}
\hat{W}_{zu} &= - \text{He}(E_1^T X G_1) \in S_+^{n_1}, \\
\hat{W}_{yw} &= - \text{He}(F_1^T Y G_2) \in S_+^{n_2}, \\
(X, Y, \hat{W}_{zu}, \hat{W}_{yw}) &\neq (O, O, O, O). 
\end{align*}
\]

(13)
We see that (12) has a solution if and only if (13) has a solution. Moreover, we can separate (13) into the following two conic systems.

\[
\begin{align*}
\hat{W}_{zu} &= -\text{He}(E^T_1 X G_1) \in S^{n_1-m_1}_+, X \in S^n_+ \\
(X, \hat{W}_{zu}) &\neq (O, O).
\end{align*}
\]

(14)

\[
\begin{align*}
\hat{W}_{yw} &= -\text{He}(F^T_1 Y G_2) \in S^{n_2-p_1}_+, Y \in S^n_+ \\
(Y, \hat{W}_{yw}) &\neq (O, O).
\end{align*}
\]

(15)

We can see that (12) has a solution if and only if (14) or (15) has a solution.

**Remark 1** If both (14) and (15) have solutions \((\tilde{X}, \tilde{W}_{zu})\) and \((\tilde{Y}, \tilde{W}_{yw})\), respectively, then the following \((\gamma, X, Y, W_{zu}, W_{yw}, W_c)\) is a solution of (12).

\[
\begin{align*}
\gamma &= 0, X = \tilde{X}, Y = \tilde{Y}, W_{zu} = \begin{bmatrix} \tilde{W}_{zu} & O \\
O & O \end{bmatrix}, W_{yw} = \begin{bmatrix} \tilde{W}_{yw} & O \\
O & O \end{bmatrix}, W_c = \begin{bmatrix} \tilde{X} & O \\
O & \tilde{Y} \end{bmatrix}.
\end{align*}
\]

(16)

Also, if (14) has a solution \((\tilde{X}, \tilde{W}_{zu})\), but (15) has no solutions, then the following \((\gamma, X, Y, W_{zu}, W_{yw}, W_c)\) is a solution of (12).

\[
\begin{align*}
\gamma &= 0, X = \tilde{X}, Y = O, W_{zu} = \begin{bmatrix} \tilde{W}_{zu} & O \\
O & O \end{bmatrix}, W_{yw} = \begin{bmatrix} O & O \\
O & O \end{bmatrix}, W_c = \begin{bmatrix} \tilde{X} & O \\
O & O \end{bmatrix}.
\end{align*}
\]

(17)

In fact, (15) has no solutions if and only if \(\hat{W}_{yw} = -\text{He}(F^T_1 Y G_2) \in S^{n_2-p_1}_+\) and \(Y \in S^n_+\) implies \((Y, \hat{W}_{yw}) = (O, O)\). Moreover since \((\tilde{X}, \tilde{W}_{zu}) \neq (O, O)\), the last constraint of (12) holds. Hence we can choose (17) as a solution of (12).

In the remainder of this section, we give an interpretation of (14) and (15) in terms of the system theory. The following lemma is useful for the purpose. We will give a proof of the lemma in “Appendix B”.

**Lemma 2** The following holds.

\[\text{(D1)}\] There exists a solution \((X, \hat{W}_{zu})\) of (14) if there exist \(\lambda \in \mathbb{C}_-, u \in \mathbb{C}^n \setminus \{0\}, v \in \mathbb{C}^{m_2}\) such that

\[
\begin{bmatrix}
A & B_2 \\
C_1 & D_{12}
\end{bmatrix}
\begin{bmatrix}
u \\
v
\end{bmatrix}
= \lambda
\begin{bmatrix}
u \\
0
\end{bmatrix}.
\]

(18)

\[\text{(D2)}\] If there exists a solution \((X, \hat{W}_{zu})\) of (14) with rank \(X = r\), then there exist \(U \in \mathbb{C}^{n \times r}, V \in \mathbb{C}^{m_2 \times r}\) and a Jordan matrix \(\Lambda \in \mathbb{C}^{r \times r}\) such that \(U\) is of full column rank, all eigenvalues of \(\Lambda\) are in the closed left half-plane and

\[
\begin{bmatrix}
A & B_2 \\
C_1 & D_{12}
\end{bmatrix}
\begin{bmatrix}
U \\
V
\end{bmatrix}
= \begin{bmatrix}
U \Lambda \\
O
\end{bmatrix}.
\]

(19)
Assume that $E_1$ is of full row rank. Then there exists a solution $(X, \hat{W}_{zu})$ of (14) with $\text{rank } X = \text{rank } \hat{W}_{zu} = r$ if and only if there exist $U \in \mathbb{C}^{n \times r}, V \in \mathbb{C}^{m_2 \times r}$ and a Jordan matrix $\Lambda \in \mathbb{C}^{r \times r}$ such that $U$ is of full column rank, all eigenvalues of $\Lambda$ are in the open left half-plane and
\[
\begin{bmatrix}
A & B_2 \\
C_1 & D_{12}
\end{bmatrix}
\begin{bmatrix}
U \\
V
\end{bmatrix}
= \begin{bmatrix}
U \Lambda \\
O
\end{bmatrix}.
\] (20)

If $E_1$ is not of full row rank, then there exists a solution $(X, \hat{W}_{zu})$ of (14).

**Remark 2** Equation (18) implies
\[
\text{rank } \begin{bmatrix}
A - \lambda I_n & B_2 \\
C_1 & D_{12}
\end{bmatrix} < n + m_2.
\]

This $\lambda$ is called an *shape invariant zero of the realization via* $(A, B_2, C_1, D_{12})$ of $G_{zu}(s)$. For simplicity, we call $\lambda$ an *shape invariant zero* of $G_{zu}(s)$ throughout this paper. In particular, if an invariant zero $\lambda$ is in the open left half-plane, then it is said to be *shape stable*.

The multiplicity of the invariant zero can be defined as the multiplicity of the eigenvalue of $\Lambda$ in (20). In fact, we have seen in (19) and (20) that all invariant zeros are eigenvalues of $\Lambda$. Hence we can rewrite (D1), (D2) and (D3) of Lemma 2 via the term of invariant zeros of $G_{zu}(s)$ as follows.

(D1′) There exists a solution $(X, \hat{W}_{zu})$ of (14) if $G_{zu}(s)$ has an invariant zero in the closed left half-plane.

(D2′) If there exists a solution $(X, \hat{W}_{zu})$ of (14) with rank $X = r$, then $G_{zu}(s)$ has $r$ invariant zeros in the closed left half-plane including their multiplicities.

(D3′) Assume that $E_1$ is of full row rank. Then there exists a solution $(X, \hat{W}_{zu})$ of (14) with rank $X = \text{rank } \hat{W}_{zu} = r$ if and only if $G_{zu}(s)$ has $r$ stable invariant zeros including their multiplicities.

We can obtain similar results to (D1)–(D4) and (D1′)–(D3′) with respect to $G_{yw}(s)$ by following replacements.

\[
E_1 \to F_1, X \to Y, \hat{W}_{zu} \to \hat{W}_{yw}, m_2 \to p_2, \begin{bmatrix}
A - \lambda I_n & B_2 \\
C_1 & D_{12}
\end{bmatrix} \to \begin{bmatrix}
A^T - \lambda I_n & C_2^T \\
B_1^T & D_{21}^T
\end{bmatrix}.
\]

Moreover, we can define an *shape invariant zero of the realization via* $(A^T, C_2^T, B_1^T, D_{21}^T)$ of $G_{yw}(s)$ in a similar manner to $G_{zu}(s)$. All the above remarks for $G_{zu}(s)$ hold for $G_{yw}(s)$.

We see from the proofs of (D2) and (D3) of Lemma 2 that rank $X \geq \text{rank } \hat{W}_{zu}$ holds for any solution $(X, \hat{W}_{zu})$ of (14). We obtain the following corollary from this observation, (D2′) and (D3′).

**Corollary 1** Assume that $E_1$ is of full column rank. If there exists a solution $(X, \hat{W}_{zu})$ of (14) with rank $X > \text{rank } \hat{W}_{zu}$, then $G_{zu}(s)$ has an invariant zero on the imaginary axis.
Proof Let \( r = \text{rank} \ X \). It follows from (D2') that \( G_{zu}(s) \) has \( r \) invariant zero in the closed left half-plane. If all invariant zeros are in the open left half-plane, then \( \text{rank} \ X = \text{rank} \ \check{W}_{zu} = r \) due to (D3'). However, this contradicts \( \text{rank} \ X > \text{rank} \ \check{W}_{zu} \). \( \Box \)

We conclude strict feasibility of (11) from Theorem 2 and Lemma 2.

Theorem 4 If all invariant zeros of \( G_{zu}(s) \) and \( G_{yw}(s) \) exist in the open right half-plane and both \( D_{12} \) and \( D_{21}^T \) are of full column rank, then (11) is strictly feasible. Otherwise, (11) is feasible, but not strictly feasible.

Proof If all the assumptions of Theorem 4 hold, then it follows from (D3') of Remark 2 that (14) has no solutions. Similarly, (15) has no solutions under the assumption on invariant zeros of \( G_{yw}(s) \). Therefore, (12) has no solutions, and (11) is strictly feasible due to Theorem 2.

Assume that \( D_{12} \) is not full column rank. It follows from Lemma 1 and (D4) in Lemma 2 that (11) is not strictly feasible. The case that \( D_{21}^T \) is not full column rank can be proved in a similar manner.

Assume that \( G_{zu}(s) \) has a stable invariant zero. It follows from Theorem 2 and (D1) of Lemma 2 that (11) is not strictly feasible. The case that \( G_{yw}(s) \) has a stable invariant zero can be proved in a similar manner. \( \Box \)

Remark 3 1. The algebraic Riccati equations and inequalities in [6] are another possible approach for \( H_\infty \) output feedback control problem. This approach requires the non-existence of invariant zeros of \( G_{zu}(s) \) and \( G_{yw}(s) \) on the imaginary axis. On the other hand, Theorem 4 requires the stronger condition on invariant zeros of \( G_{zu}(s) \) and \( G_{yw}(s) \) than the algebraic Riccati equation and inequality approach. This difference is not surprising. Solutions at the optimality of the Riccati approach are positive definite or semidefinite. In particular, the solutions are positive semidefinite if \( G_{zu}(s) \) or \( G_{yw}(s) \) has a stable invariant zero. Roughly speaking, solutions of the LMI approach relate to the inverse of solutions of the Riccati approach. This property implies that solutions of the LMI approach have large norms if they approach the optimality. Thus, the LMI approach requires the non-existence of invariant zeros of \( G_{zu}(s) \) and \( G_{yw}(s) \) on the imaginary axis and in the open left half-plane.

2. The \( H_\infty \) output feedback control problem for (7) is said to be shape singular if (i) \( D_{12} \) is not full column rank, (ii) \( D_{21} \) is not full row rank, (iii) \( G_{zu}(s) \) has an invariant zero on the imaginary axis or (iv) \( G_{yw}(s) \) has an invariant zero on the imaginary axis. Otherwise it is said to be shape regular. Some remedies has been already proposed in [15,16,18] although the algebraic Riccati equation and inequality approach is not available to singular cases. Theorem 4 implies that it is difficult to handle singular cases even via the LMI approach. said to have infinite zeros when \( D_{12} \) or \( D_{21}^T \) is not full column rank. To distinguish the two types of infinite zeros, we say that \( G_{zu} \) (resp. \( G_{yw} \)) has an infinite zero if \( D_{12} \) (resp. \( D_{21}^T \)) is not of full column rank.
4 Singularity degree of the dual problem

In this section, we deal with a regular $H_\infty$ output feedback control problem and will prove that the singularity degree of the dual problem (11) is at most one. In particular, when both $G_{zu}(s)$ and $G_{yw}(s)$ have no stable invariant zeros, the dual problem (11) is strictly feasible due to Theorem 4, and thus the singularity degree of (11) is zero. Hence,

**Theorem 5** Consider a regular $H_\infty$ output feedback control problem for (7). We assume that $G_{zu}(s)$, $G_{yw}(s)$ or both have at least one stable invariant zero. Then the singularity degree of the dual problem (11) is one.

**Remark 4** 1. As we have seen in the proof of Lemma 2, we can construct a solution $(\gamma, X, Y, W_{zu}, W_{yw}, W_c)$ of (12). For simplicity, we introduce a way to make these matrices in the case where $G_{zu}(s)$ has $r$ stable invariant zeros which are distinct from each other. Let $\lambda_j$ and $(u_j, v_j)$ $(j = 1, \ldots, r_{zu})$ be stable invariant zeros of $G_{zu}(s)$ and the null vectors associated with $\lambda_j$, respectively. We define matrices $X$ and $W_{zu}$ as follows.

$$X = \frac{1}{2} \sum_{j=1}^{r_{zu}} \text{He}(u_j \bar{u}_j^T + \bar{u}_j u_j^T) \text{ and } W_{zu} = -\text{He}(E_1 X G_1^T),$$

where $\bar{u}_j$ denotes the complex conjugate of the vector $u_j$. Similarly, we can construct $Y$ and $W_{yw}$ from stable invariant zeros of $G_{yw}(s)$ and their null vectors if they exist in $G_{yw}(s)$. Otherwise set $Y = O$ and $W_{yw} = O$. Also we define $\gamma$ and $W_c$ by

$$\gamma = 0 \text{ and } W_c = \begin{bmatrix} W_{zu} & O \\ O & W_{yw} \end{bmatrix}.$$

Then we can see that $(\gamma, X, Y, W_{zu}, W_{yw}, W_c)$ is a certificate for non-strict feasibility of (11), i.e., it satisfies (12). See the proof of Lemma 2 for the detail. Theorem 5 ensures that if $H_\infty$ output feedback control problem is regular, then the LMI problem reduced by this certificate is strictly feasible.

2. As we mentioned in Sect. 2.2, [10,27] proposes computation of facial reduction. However, these computations may not work for (12) because (12) does not necessarily have a structure required in [10,27]. On the other hand, as discussed above, we can construct a solution to (12). Also, it would be natural to reformulate (12) into an LMI problem to find a solution of (12). However, this construction is simpler than solving such an LMI problem.

3. The singularity degree often expresses difficulty in $H_\infty$ output feedback control problems. Indeed, Theorem 5 implies that regular $H_\infty$ output feedback control problems are relatively easy to handle because the facial reduction requires at most one iteration, and the certificate can be constructed easily. In contrast, singular $H_\infty$ output feedback control problems are not necessarily so. Indeed, the singularity degree of (11) may be more than one. In this case, as we mentioned in Sect. 2.2, it
is difficult to solve LMI problems with a high singularity degree accurately. Also, SDP solvers may return completely different solutions from the optimal solutions for such LMI problems. Hence, it is difficult to handle singular $H_\infty$ output feedback control problems from the viewpoint of the theory of LMI problems.

For Theorem 5, it is sufficient to prove that the conic system (6) at the second iteration of the facial reduction for (11) has no solutions. As we have already seen in Sect. 3, we simplified the conic system (12), which corresponds to (6) at the first iteration of the facial reduction, by using diagonal structure. We also simplify the conic system (6) at the second iteration in the next subsection.

4.1 Simplification of the conic system at the second iteration of the facial reduction

Since (11) has the three positive semidefinite cones $S_{+}^{n_1}$, $S_{+}^{n_2}$, and $S_{+}^{2n}$, faces generated by the facial reduction consists of the Cartesian product of faces of those positive semidefinite cones. As at least one of $G_{zu}(s)$ and $G_{yw}(s)$ has a stable invariant zero, (12) has a solution $(\gamma, X, Y, W_{zu}, W_{yw}, W_c)$ due to D1'). In fact, as we have already seen in Remark 1, we can construct a solution of (12) from (14) and (15).

The face generated at the first iteration of the facial reduction is the Cartesian product of the following sets.

$$F_{zu} = S_{+}^{n_1} \cap \{ W_{zu} \}^\perp, F_{yw} = S_{+}^{n_2} \cap \{ W_{yw} \}^\perp \text{ and } F_c = S_{+}^{2n} \cap \{ W_c \}^\perp.$$  

Here the solution $(\gamma, X, Y, W_{zu}, W_{yw}, W_c)$ has the form of

$$\gamma = 0, \quad W_{zu} = \begin{bmatrix} \hat{W}_{zu} & O \\ O & O \end{bmatrix}, \quad W_{yw} = \begin{bmatrix} \hat{W}_{yw} & O \\ O & O \end{bmatrix}, \quad W_c = \begin{bmatrix} X & O \\ O & Y \end{bmatrix},$$

where $\hat{W}_{zu} := -\text{He}(E_1^T X G_1)$ and $\hat{W}_{yw} := -\text{He}(F_1^T Y G_2)$.

**Remark 5** It follows from Lemma 2 that if both $G_{zu}(s)$ and $G_{yw}(s)$ have at least one stable invariant zero, then the matrices $W_{zu}$, $W_{yw}$ and $W_c$ are nonzero, and thus $F_{zu} \subseteq S_{+}^{n_1}$, $F_{yw} \subseteq S_{+}^{n_2}$ and $F_c \subseteq S_{+}^{2n}$. In other words, we can reduce all faces in this case simultaneously. If $G_{zu}(s)$ has a stable invariant zero, but $G_{yw}(s)$ has no stable invariant zeros, then as we have already introduced in (17), we set $W_{yw} = O$ and $Y = O$. We can reduce $F_{zu}$ and $F_c$, whereas we have $F_{yw} = S_{+}^{n_2}$.

We can see the block diagonal structure in the matrices $W_{zu}$, $W_{yw}$ and $W_c$. Using this structure, we simplify the conic system (6) at the second iteration of the facial reduction for (11), which can be formulated as follows.
We can see the following from Theorem 6.

\[ W_{zu,2} = - \begin{bmatrix} \text{He}(E_1^T X_2 G_1) - \gamma_2 E_2^T E_2 & O \\ O & -\gamma_2 I_{m_1} \end{bmatrix} \in \mathcal{F}_{zu}^*, \]

\[ W_{yw,2} = - \begin{bmatrix} \text{He}(F_1^T Y_2 G_2) - \gamma_2 F_2^T F_2 & O \\ O & -\gamma_2 I_{p_1} \end{bmatrix} \in \mathcal{F}_{yw}^*, \gamma_2 \leq 0, \]

\[ W_{c,2} = \begin{bmatrix} X_2 \\ O \end{bmatrix} \in \mathcal{F}_c^*, \]

\[ (\gamma_2, W_{zu,2}, W_{yw,2}, W_{c,2}) \notin \{0\} \times \mathcal{F}_{zu}^\perp \times \mathcal{F}_{yw}^\perp \times \mathcal{F}_c^\perp. \]

We summarize the simplification of (21) in the following theorem. We will give a proof of this theorem in “Appendix C”.

**Theorem 6** The conic system (21) has a solution if and only if there exist \( X, Y \in \mathbb{S}^n \), \( \hat{W}_{zu,2} \in \mathbb{S}^{n_1-m_1} \) and \( \hat{W}_{yw,2} \in \mathbb{S}^{n_2-p_1} \) such that \( (X_2, Y_2, \hat{W}_{zu,2}, \hat{W}_{yw,2}) \) satisfies

\[
\begin{align*}
\hat{W}_{zu,2} &= - \text{He}(E_1^T X_2 G_1) \in \hat{\mathcal{F}}_{zu}^*, X_2 \in \hat{\mathcal{F}}_{c,X}^*, \\
\hat{W}_{yw,2} &= - \text{He}(F_1^T Y_2 G_2) \in \hat{\mathcal{F}}_{yw}^*, Y_2 \in \hat{\mathcal{F}}_{c,Y}^*, \\
(X_2, Y_2, \hat{W}_{zu,2}, \hat{W}_{yw,2}) &\notin \hat{\mathcal{F}}_{zu}^\perp \times \hat{\mathcal{F}}_{yw}^\perp \times \hat{\mathcal{F}}_{c,X}^\perp \times \hat{\mathcal{F}}_{c,Y}^\perp,
\end{align*}
\]

where the sets \( \hat{\mathcal{F}}_{zu} \), \( \hat{\mathcal{F}}_{yw} \), \( \hat{\mathcal{F}}_{c,X} \) and \( \hat{\mathcal{F}}_{c,Y} \) are defined by

\[ \hat{\mathcal{F}}_{zu} = \mathbb{S}_{+}^{n_1-m_1} \cap \left\{ \hat{W}_{zu} \right\}^\perp, \hat{\mathcal{F}}_{c,X} = \mathbb{S}_+^n \cap \{X\}^\perp, \]

\[ \hat{\mathcal{F}}_{yw} = \mathbb{S}_{+}^{n_2-p_1} \cap \left\{ \hat{W}_{yw} \right\}^\perp \text{ and } \hat{\mathcal{F}}_{c,Y} = \mathbb{S}_+^n \cap \{Y\}^\perp. \]

Here if (14) (resp. (15)) has no solutions, then \( (X, \hat{W}_{zu}) = (O, O) \) (resp. \( (Y, \hat{W}_{yw}) = (O, O) \)). Otherwise, \( (X, \hat{W}_{zu}) \) (resp. \( (Y, \hat{W}_{yw}) \)) is a solution of (14) (resp. (15)).

**Remark 6** We can see the following from Theorem 6.

1. We can separate the conic system (22) into the following two conic systems.

\[
\begin{align*}
\hat{W}_{zu,2} &= - \text{He}(E_1^T X_2 G_1) \in \hat{\mathcal{F}}_{zu}^*, X_2 \in \hat{\mathcal{F}}_{c,X}^*, \\
(X_2, \hat{W}_{zu,2}) &\notin \hat{\mathcal{F}}_{c,X}^\perp \times \hat{\mathcal{F}}_{zu}^\perp,
\end{align*}
\]

\[
\begin{align*}
\hat{W}_{yw,2} &= - \text{He}(F_1^T Y_2 G_2) \in \hat{\mathcal{F}}_{yw}^*, Y_2 \in \hat{\mathcal{F}}_{c,Y}^*, \\
(Y_2, \hat{W}_{yw,2}) &\notin \hat{\mathcal{F}}_{c,Y}^\perp \times \hat{\mathcal{F}}_{yw}^\perp.
\end{align*}
\]

2. Furthermore, we can see that if the conic system (14) (resp. (15)) has no solutions, the conic system (23) (resp. (24)) also has no solutions. In fact, it follows from Remarks 1 and 5 that \( \hat{\mathcal{F}}_{zu} = \mathbb{S}_{+}^{n_1-m_1} \) and \( \hat{\mathcal{F}}_{c,X} = \mathbb{S}_+^n \) (resp. \( \hat{\mathcal{F}}_{yw} = \mathbb{S}_{+}^{n_2-p_1} \) and \( \hat{\mathcal{F}}_{c,Y} = \mathbb{S}_+^n \)) if the conic system (14) (resp. (15)) has no solutions. Then (23) (resp. (24)) completely coincides with (14) (resp. (15)). Therefore, if the conic system (14) (resp. (15)) has no solutions, then (23) (resp. (24)) has no solutions.
4.2 Proof of Theorem 5

To prove Theorem 5, we assume for simplicity that $G_{zu}(s)$ has at least one stable invariant zero, but $G_{yw}(s)$ has no invariant zeros. In fact, as we have seen in Remarks 5 and 6, if both $G_{zu}(s)$ and $G_{yw}(s)$ have a stable invariant zero, then we can reduce the faces simultaneously. Thus, the proof of the case can be done similarly. Under this assumption, (14) has a solution $(X_1, \hat{W}_{zu})$, whereas (15) has no solutions. Thus, (24) also has no solutions. Moreover, we obtain the following corollary from Theorem 6 and Remark 6.

Corollary 2 Assume that $G_{zu}(s)$ has at least one stable invariant zero, but $G_{yw}(s)$ has no invariant zeros. Then (21) has no solutions if and only if (23) has no solutions. In addition, if any solution $(X_2, \hat{W}_{zu,2})$ of the following conic system satisfies $X_2 \in \hat{F}_{c,X}^\perp$ and $\hat{W}_{zu,2} \in \hat{F}_{zu}^{\perp}$, then (23) has no solutions.

\[
\begin{align*}
\hat{W}_{zu,2} &= -\text{He}(E_1^T X_2 G_1) \in \hat{F}_{zu}^*, \\
X_2 &\in \hat{F}_{c,X}^*,
\end{align*}
\]  

(25)

The following lemma plays an essential role in the proof of Theorem 5. We give a proof of Lemma 3 in “Appendix D”.

Lemma 3 Consider a regular $H_{\infty}$ output feedback control problem for (7). Let $(X_1, \hat{W}_{zu})$ be a solution of (14). We assume that (i) we have $\text{rank } X_1 = \text{rank } \hat{W}_{zu}$ and that (ii) rank $X_1 \geq \text{rank } X$ for each solution $(X, W)$ of (14). Then (23) has no solutions.

Proof of Theorem 5 Assume that $G_{zu}(s)$ has $r$ stable invariant zeros including their multiplicities. Then it follows from D3’) that there exist $X_1 \in S^n_+$ and $\hat{W}_{zu} \in S^{n_1-m_1}_+$ such that $\text{rank } X_1 = \text{rank } \hat{W}_{zu} = r$ and $\hat{W}_{zu} = -\text{He}(E_1^T X_1 G_1)$. Thus, (i) of Lemma 3 holds.

Suppose that there exists a solution $(X, W)$ of (14) such that $\text{rank } (X) > \text{rank } (X_1) = r$. As we consider a regular $H_{\infty}$ output feedback control problem, it follows from Corollary 1 that $\text{rank } X = \text{rank } W > r$. The number of stable invariant zeros in $G_{zu}(s)$ is more than $r$ due to D3’). This is a contradiction to the assumption imposed in this proof. Therefore since $(X_1, \hat{W}_{zu})$ satisfies all assumptions of Lemma 3, it follows from Corollary 2 that (21) has no solutions. This implies that the facial reduction spends one iteration for the dual.

5 Conclusion

We discussed the strict feasibility of the dual problem (11) of the LMI problem (10) for the $H_{\infty}$ output feedback control problem. We provided in Theorem 4 a necessary and sufficient condition for the dual to be strictly feasible. In particular, we have seen in Lemma 2 that a certificate of non-strict feasibility of the dual can be constructed via the null vectors associated with stable invariant zeros of $G_{zu}(s)$ or $G_{yw}(s)$.
this certificate, we can apply the facial reduction to the dual problem. Furthermore, we proved that the singularity degree of the dual is at most one for any regular $H_\infty$ output feedback control problem. This property ensures that such a reduced dual problem is strictly feasible if the $H_\infty$ output feedback control problem is regular and has at least one stable invariant zero of $G_{zu}(s)$ or $G_{yu}(s)$.

On the other hand, the facial reduction is more complicated for singular $H_\infty$ output feedback control because the singularity degree may be more than one. Future work is a deep understanding of such cases.
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A Proof of Lemma 1

We prove the contraposition of the only-if part. There exists $u \neq 0$ such that $u^T D_{12}^T = 0$. It follows from $B_2^T E_1 + D_{12}^T E_2 = 0$ that we obtain $u^T B_2^T E_1 = 0$. Suppose that $E_1$ is of full row rank, then $u^T B_2^T E_1 = 0$. From 2 of Assumption 1, we obtain $u = 0$, which contradicts $u \neq 0$. Therefore if $E_1$ is of full row rank, then $D_{12}$ is of full column rank.

For the if part, we assume that $E_1$ is not of full row rank. Then there exits $v \neq 0$ such that $v^T E_1 = 0$, which implies

$$\begin{bmatrix} v \\ 0 \end{bmatrix} \in \ker \begin{bmatrix} E_1^T \\ E_2^T \end{bmatrix} = \operatorname{Im} \begin{bmatrix} B_2 \\ D_{12} \end{bmatrix}.$$ 

Since $D_{12}$ is of full column rank, we obtain $v = 0$, which contradicts $v \neq 0$. This completes the proof of the if part.

B Proof of Lemma 2

We use the following lemma to prove Lemma 2. An extension of this lemma was proved in [14, (iii) of Lemma 3].

Lemma 4 Let $F$ and $G$ be $m \times n$ matrices. Assume $F$ is of full column rank. Then $\operatorname{He}(FG^T) \in \mathbb{S}_+^n$ if and only if there exists an $n \times n$ matrix $\Omega$ such that $G = F\Omega$ and $\operatorname{He}(\Omega) \in \mathbb{S}_+^n$.

For simplicity of the proof, we prove (D1), (D2), and (D3) for $\mathbb{R}$ instead of $\mathbb{C}$, that is, we consider only the case where all invariant zeros and their null vectors are real.
Otherwise, it is sufficient to apply a quasi-diagonal transformation to $U$, $V$ and $\Lambda$, simultaneously.

For (D1), we have $Au + B_2v = \lambda u$ and $C_1u + D_{12}v = 0$, and thus

$$
\begin{bmatrix}
(A - \lambda I_n)u \\
C_1u
\end{bmatrix} \in \text{Im} \begin{bmatrix}
B_2 \\
D_{12}
\end{bmatrix} = \ker \begin{bmatrix}
E_1^T \\
E_2^T
\end{bmatrix}.
$$

Hence, we obtain $G_1^T u = \lambda E_1^T u$ because of $G_1 = E_1^T A + E_2^T C_1$. We set $X = uu^T \in \mathbb{S}_+^n \setminus \{O\}$. Then since $-\lambda$ is nonnegative, we obtain $\hat{W}_{zu} = -\text{He}(E_1^T X G_1) = E_1^T u(-2\lambda)u^T E_1 \in \mathbb{S}_+^{n_1 - m_1}$.

We prove (D2). We decompose $X = \tilde{U} \tilde{U}^T$ with a matrix $\tilde{U} \in \mathbb{R}^{n \times r}$ that is of full column rank. Then we have $\hat{W}_{zu} = \text{He}((E_1^T \tilde{U})(-G_1^T \tilde{U})^T) \in \mathbb{S}_+^{n_1 - m_1}$. It follows from Lemma 4 that there exists $\tilde{\Lambda} \in \mathbb{R}^{r \times r}$ such that $\text{He}(\tilde{\Lambda}) \in \mathbb{S}_+^r$ and $-G_1^T \tilde{U} = E_1^T (A \tilde{U} + \tilde{U} \tilde{\Lambda}) + E_2^T C_1 \tilde{U} = O$. Thus, any column of the matrix $\begin{bmatrix} A\tilde{U} + \tilde{U}\tilde{\Lambda} \\ C_1\tilde{U} \end{bmatrix}$ is contained in $\text{Im} \begin{bmatrix} B_2 \\ D_{12} \end{bmatrix}$. There exists an $m_2 \times r$ matrix $\tilde{V}$ such that the triplet $(\tilde{U}, \tilde{V}, -\tilde{\Lambda})$ satisfies (19).

For $\tilde{\Lambda}$, there exist an $r \times r$ non-singular matrix $P$ and a Jordan matrix $\Lambda$ such that $\Lambda = P^{-1} \tilde{\Lambda} P$. Define $U = \tilde{U} P$ and $V = \tilde{V} P$. Then clearly, the triplet $(U, V, -\Lambda)$ satisfies (19). Since $\text{He}(\tilde{\Lambda}) \in \mathbb{S}_+^r$, all eigenvalues of $-\Lambda$ are in $\mathbb{C}_{-\infty}$. In addition, since $P$ is nonsingular and $\tilde{U}$ is of full column rank, $U$ is also of full column rank.

To prove (D3), we use the following fact to construct the desired matrix $X$.

**Claim 1** If all eigenvalues of $\Lambda$ exist on the open left half-plane, there exists a non-singular diagonal matrix $D \in \mathbb{R}^{r \times r}$ such that the matrix $-\text{He}(D\Lambda^T \Lambda^{-1})$ is positive definite.

**Proof of Claim 1** If $\Lambda$ is diagonal, then it is enough to set $D = I_r$. Otherwise, it is enough to consider the case where $\Lambda$ is the the following form.

$$
\Lambda = \begin{bmatrix}
\lambda & 1 \\
\lambda & 1 \\
& \ddots & \ddots \\
& & \lambda & 1 \\
& & & \lambda
\end{bmatrix}.
$$

Then we have

$$
-\text{He}(D\Lambda^T \Lambda^{-1}) = -\begin{bmatrix}
2\lambda & d_2/d_1 \\
d_2/d_1 & 2\lambda & d_3/d_2 \\
& \ddots & \ddots & \ddots \\
& & 2\lambda & d_r/d_{r-1} \\
& & d_r/d_{r-1} & 2\lambda
\end{bmatrix}.
$$

We note that $-2\lambda$ is positive. Hence, if all of $d_2/d_1$, \ldots, $d_r/d_{r-1}$ are sufficiently close to zero, then the matrix $-\text{He}(D\Lambda^T \Lambda^{-1})$ is positive definite. For instance, we set}
\[ d_k = e^k \quad (k = 1, \ldots, r) \] for sufficiently small \( \epsilon > 0 \). Then the matrix converges to 
\[-2\lambda I_r \in S^+_{++} \text{ as } \epsilon \text{ goes to zero}. \] Therefore, the matrix \( -\text{He}(D\Lambda^T D^{-1}) \) is positive definite for sufficiently small \( \epsilon > 0 \). \( \square \)

We prove the if part of D3. Let \( X = UD^2U^T \) by using the diagonal matrix \( D \) in Claim 1. Clearly, \( X \in S^n_+ \) and rank \( X = r \). In addition, eliminating \( V \) from (20), we obtain \( E_1^T (AU - U\Lambda) + E_2^T C_1 U = O \), which implies \( G_1^T UD = E_1^T U DD^{-1} \Lambda D \).

Thus, we see \( \hat{W}_{zu} = -\text{He}(E_1^T XG_1) = E_1^T UD \left( -\text{He}(D\Lambda^T D^{-1}) \right) DU^T E_1 \in S^{n_1-m_1}_+ \). Since all eigenvalues of \( \Lambda \) exist on the open left half-plane, it follows from Claim 1 that rank \( \hat{W}_{zu} = r \).

Next we prove the only if part of (D3). It follows from (D2) that there exists \((U, V, \Lambda) \) in (19). It is sufficient to prove that all eigenvalues of \( \Lambda \) are in the open left half-plane. We have \( \hat{W}_{zu} = E_1^T U \left( -\text{He}(\Lambda^T) \right) U^T E_1 \). Thus \( -\text{He}(\Lambda^T) \in S^{r}_++ \) follows from rank \( \hat{W}_{zu} = r \). If \( \Lambda \) has a purely imaginary eigenvalue, then \( -\text{He}(\Lambda^T) \) is not positive definite, and thus it contradicts the positive definiteness of \( -\text{He}(\Lambda^T) \). Therefore, all eigenvalues of \( \Lambda \) are on the open left half-plane.

For (D4), it is sufficient to construct a nonzero \( X \in S^n_+ \) which satisfies 
\[-\text{He}(E_1^T XG_1) \in S^{n_1-m_1}_+ \]. Since \( E_1 \) is not of full row rank, there exists \( u \in \mathbb{R}^n \setminus \{0\} \) such that \( E_1^T u = 0 \). We set \( X = uu^T \). Then we have \( X \in S^n_+ \) and \( -\text{He}(E_1^T XG_1) = O \).

### C Proofs of Theorem 6

Assume that \((\gamma_2, X_2, Y_2, W_{zu,2}, W_{yw,2}, W_{c,2}) \) is a solution of (22). Clearly, we have 
\( H := \begin{bmatrix} O & S \end{bmatrix} \in F_{zu} \). Then \( W_{zu,2} \bullet H = m_1 \gamma_2 \geq 0 \), and thus \( \gamma_2 = 0 \). Substituting \( \gamma_2 = 0 \) to (21), we then obtain the following conic system:

\[
\begin{align*}
W_{zu,2} &= -\left[ \text{He}(E_1^T X_2 G_1) \begin{array}{c} O \\ O \end{array} \right] \in F^*_{zu}, \quad W_{c,2} = \begin{bmatrix} X_2 & O \\ O & Y_2 \end{bmatrix} \in F^*_c, \\
W_{yw,2} &= -\left[ \text{He}(F_1^T Y_2 G_2) \begin{array}{c} O \\ O \end{array} \right] \in F^*_yw, \quad (W_{zu,2}, W_{yw,2}, W_{c,2}) \notin F^*_{zu} \times F^*_yw \times F^*_c.
\end{align*}
\]

(26)

**Lemma 5** Let \( \mathcal{F} \subset S^{p+q}_+, \mathcal{F}_1 \subset S^p_+ \) and \( \mathcal{F}_2 \subset S^q_+ \) be nonempty faces of \( S^{p+q}_+, S^p_+ \) and \( S^q_+ \), respectively. We assume the following.

(C1) If \( \begin{bmatrix} U_{11} & U_{12}^T \\ U_{21} & U_{22} \end{bmatrix} \in \mathcal{F} \), then \( U_{11} \in \mathcal{F}_1 \) and \( U_{22} \in \mathcal{F}_2 \).

(C2) If \( U_{11} \in \mathcal{F}_1 \), then \( \begin{bmatrix} U_{11} & O \end{bmatrix} \in \mathcal{F} \). Similarly, if \( U_{22} \in \mathcal{F}_2 \), then \( \begin{bmatrix} O & O \end{bmatrix} \in \mathcal{F} \).

Then the following holds:

(P1) \( W := \begin{bmatrix} W_1 & O \\ O & W_2 \end{bmatrix} \in F^* \) if and only if \( W_1 \in F^*_1 \) and \( W_2 \in F^*_2 \).

(P2) \( W := \begin{bmatrix} W_1 & O \\ O & W_2 \end{bmatrix} \in F^\perp \) if and only if \( W_1 \in F^\perp_1 \) and \( W_2 \in F^\perp_2 \).
Proof We prove only (P1) because (P2) can be proved in a similar manner to (P1). We assume that $W \in \mathcal{F}^*$. For any $U_{11} \in \mathcal{F}_1$, we have $U_{11} \bullet W_1 = \begin{bmatrix} U_{11} & O \\ O & O \end{bmatrix} \bullet \begin{bmatrix} W_1 & O \\ O & W_2 \end{bmatrix} \geq 0$ because $\begin{bmatrix} U_{11} & O \\ O & O \end{bmatrix} \in \mathcal{F}$ and $W \in \mathcal{F}^*$. Hence $W_1 \in \mathcal{F}_1^*$. Similarly, $W_2 \in \mathcal{F}_2^*$.

On the other hand, we assume that $W_j \in \mathcal{F}_j^*$ for $j = 1, 2$. For any $U \in \mathcal{F}$, we have $U \bullet W = U_{11} \bullet W_1 + U_{22} \bullet W_2 \geq 0$, which implies $W \in \mathcal{F}^*$.

The following claim ensures that we can apply Lemma 5 to (26).

Claim 2 The triplet $(\mathcal{F}, \mathcal{F}_1, \mathcal{F}_2) := (\mathcal{F}_{zu}, \mathcal{F}_{zu}, \mathcal{S}_{11}^{-1})$ satisfies the conditions (C1) and (C2) of Lemma 5. Similarly, the triplet $(\mathcal{F}, \mathcal{F}_1, \mathcal{F}_2) := (\mathcal{F}_{yw}, \mathcal{F}_{yw}, \mathcal{S}_{11}^{-1})$ satisfies the conditions (C1) and (C2) of Lemma 5.

Proof of Claim 2 We prove only the first statement. We have $\mathcal{F}_{zu} = \mathcal{S}_{11}^{-1} \cap \{ W_{zu} \}^\perp$ and $\hat{\mathcal{F}}_{zu} = \mathcal{S}_{11}^{-1-m_1} \cap \{ \hat{W}_{zu} \}^\perp$, where $W_{zu} = \begin{bmatrix} \hat{W}_{zu} & O \\ O & O \end{bmatrix}$. Let $U = \begin{bmatrix} U_{11} & U_{21} \\ U_{21} & U_{22} \end{bmatrix} \in \mathcal{F}_{zu}$. Then since $\mathcal{F}_{zu} \subset \mathcal{S}_{11}$, we have $U \in \mathcal{S}_{11}$ and $U_{11} \in \mathcal{S}_{11}^{-1-m_1}$. In addition, we have $0 = U \bullet W_{zu} = U_{11} \bullet \hat{W}_{zu}$, and thus $U_{11} \in \hat{\mathcal{F}}_{zu}$. Similarly, we have $U_{22} \in \mathcal{S}_{11}^{-1}$. Hence (C1) holds.

For any $U_{11} \in \hat{\mathcal{F}}_{zu}$, $U_{11} \in \mathcal{S}_{11}^{-1-m_1}$ and $U_{11} \bullet \hat{W}_{zu} = \begin{bmatrix} U_{11} & O \\ O & O \end{bmatrix} \bullet \hat{W}_{zu} = 0$. This implies $\begin{bmatrix} U_{11} & O \\ O & O \end{bmatrix} \in \mathcal{F}_{zu}$. Similarly, for any $U_{22} \in \mathcal{S}_{11}^{-1}, \begin{bmatrix} O & O \\ O & U_{22} \end{bmatrix} \in \mathcal{F}_{zu}$. Therefore, we can see that (C1) and (C2) of Lemma 5 hold.

The conic system (26) can be reformulated as follows.

$$
\begin{align*}
\hat{W}_{zu,2} &= -\text{He}(E_1^T X_2 G_1) \in \hat{\mathcal{F}}_{zu}^*, \\
\hat{W}_{yw,2} &= -\text{He}(F_1^T Y_2 G_2) \in \hat{\mathcal{F}}_{yw}^*, \quad W_{c,2} = \begin{bmatrix} X_2 & O \\ O & Y_2 \end{bmatrix} \in \mathcal{F}_c^*; \\
(\hat{W}_{zu,2}, \hat{W}_{yw,2}, W_{c,2}) &\notin \hat{\mathcal{F}}_{zu}^\perp \times \hat{\mathcal{F}}_{yw}^\perp \times \mathcal{F}_c^\perp.
\end{align*}
$$

Claim 3 The triplet $(\mathcal{F}, \mathcal{F}_1, \mathcal{F}_2) := (\mathcal{F}_c, \hat{\mathcal{F}}_{c,X}, \hat{\mathcal{F}}_{c,Y})$ satisfies the conditions (C1) and (C2) of Lemma 5.

Proof of Claim 3 We have $\mathcal{F}_c = \mathcal{S}_{11}^{2n} \cap \{ [X \ O] \}^\perp$, $\hat{\mathcal{F}}_{c,X} = \mathcal{S}_{11}^n \cap \{ X \}^\perp$ and $\hat{\mathcal{F}}_{c,Y} = \mathcal{S}_{11}^n \cap \{ Y \}^\perp$.

For any $U = \begin{bmatrix} U_{11} & U_{12} \\ U_{21} & U_{22} \end{bmatrix} \in \mathcal{F}_c$, we have $U \in \mathcal{S}_{11}^{2n}$ and $U \bullet [X \ O] = U_{11} \bullet X + U_{22} \bullet Y = 0$. Thus $U_{11} \in \hat{\mathcal{F}}_{c,X}, U_{22} \in \hat{\mathcal{F}}_{c,Y}$ because $X$ and $Y$ are positive semidefinite. This implies (C1).

Assume $U_{11} \in \hat{\mathcal{F}}_{c,X}$. Then $U_{11} \in \mathcal{S}_{11}^n$ and $0 = U_{11} \bullet X = \begin{bmatrix} U_{11} & O \\ O & O \end{bmatrix} \bullet \begin{bmatrix} X & 0 \\ 0 & Y \end{bmatrix}$, which implies $\begin{bmatrix} U_{11} & O \\ O & O \end{bmatrix} \in \mathcal{F}_c$. Similarly, we can prove that if $U_{22} \in \hat{\mathcal{F}}_{c,Y}$, then $\begin{bmatrix} O & O \\ O & U_{22} \end{bmatrix} \in \mathcal{F}_c$. Hence (C2) also holds.

Finally, applying Lemma 5 to $\mathcal{F}_c$ due to Claim 3, we can equivalently reformulate (27) to (22). This completes the proof of Theorem 6.
D Proof of Lemma 3

Let \((X_2, \hat{W}_{zu, 2})\) be a solution of (25). Then we consider the two cases: (I) \(X_2 \in \hat{F}_{c, X}^\perp\) and (II) \(X_2 \in \hat{F}_{c, X}^\ast \setminus \hat{F}_{c, X}^\perp\). In the case (I), we will prove \(\hat{W}_{zu, 2} \in \hat{F}_{zu}^\perp\). This is the desired result of Lemma 3. In the case (II), we can construct a solution \((\hat{X}_1, -\text{He}(E_1^T \hat{X}_1 G_1))\) of (14) that has a higher rank than \(X_1\). However, this contradicts the assumption (ii) of Lemma 3. Since the case (II) does not occur, it follows from the case (I) and Corollary 2 that (23) has no solutions.

Before giving the proof, we discuss the structure of \(\hat{F}_{zu}, \hat{F}_{c, X}\) and their dual cones. For simplicity, we use \(F\) and \(G\) to denote \(\hat{F}_{zu}\) and \(\hat{F}_{c, X}\), respectively. We decompose \(X_1\) as follows:

\[
X_1 = \begin{bmatrix} P_1 & P_2 \end{bmatrix} \begin{bmatrix} \Lambda & O \\ O & O \end{bmatrix} \begin{bmatrix} P_1^T \\ P_2^T \end{bmatrix},
\]

where \(r\) is the rank of \(X_1\), \(\Lambda \in S_{++}^r\), and \(P := [P_1 \ P_2]\) is an orthogonal matrix. Then \(G, G^*\) and \(G^\perp\) can be formulated as follows:

\[
G = \left\{ P \begin{bmatrix} O & O \\ O & U_3 \end{bmatrix} P^T : U_3 \in S_{++}^{n-r} \right\},
\]

\[
G^* = \left\{ P \begin{bmatrix} \hat{X}_1 & \hat{X}_2^T \\ \hat{X}_2 & \hat{X}_3 \end{bmatrix} P^T : \hat{X}_1 \in S^r, \hat{X}_2 \in \mathbb{R}^{(n-r) \times r}, \hat{X}_3 \in S_{++}^{n-r} \right\},
\]

\[
G^\perp = \left\{ P \begin{bmatrix} \hat{X}_1 & \hat{X}_2^T \\ \hat{X}_2 & O \end{bmatrix} P^T : \hat{X}_1 \in S^r, \hat{X}_2 \in \mathbb{R}^{(n-r) \times r} \right\}.
\]

We consider \(\hat{W}_{zu} = -\text{He}(E_1^T X_1 G_1)\) to provide the structure of \(F\). Since we have already assumed that \(D_{12}\) is of full column rank, \(E_1\) is of full row rank due to Lemma 1. It follows from Lemma 4 that there exists a matrix \(\Omega \in \mathbb{R}^{r \times r}\) such that \(\text{He}(\Omega) \in S_{++}^r\) and \(-G_1^T P_1 \Lambda^T = E_1^T P_1 \Omega\). Since \(E_1^T\) is of full column rank, there exists a \(Q \in \mathbb{R}^{(n_1-m_1) \times (n_1-m_1-n)}\) such that the matrix \(\tilde{Q} = \begin{bmatrix} E_1^T P_1 & E_1^T P_2 \\ O & Q \end{bmatrix}\) is nonsingular. We then obtain

\[
-\text{He}(E_1^T X_1 G_1) = \tilde{Q} \begin{bmatrix} \text{He}(\Omega) & O \\ O & O \\ O & O \end{bmatrix} \tilde{Q}^T.
\]

In particular, we can see that \(\text{He}(\Omega) \in S_{++}^r\). Otherwise, the assumption (i) of Lemma 3 fails because \(\tilde{Q}\) is nonsingular. Using this representation, we can give explicit forms.
of $\mathcal{F}$, $\mathcal{F}^*$ and $\mathcal{F}^\perp$ as follows:

$$\mathcal{F} = \left\{ S \in \mathbb{S}^{n_1-m_1}: S = \tilde{R}^T \begin{bmatrix} O & O & O \\ O & S_4 & S_5^T \\ O & S_5 & S_6 \end{bmatrix} \tilde{R}, \begin{bmatrix} S_4 & S_5^T \\ S_5 & S_6 \end{bmatrix} \in \mathbb{S}_+^q \right\},$$

$$\mathcal{F}^* = \left\{ W \in \mathbb{S}^{n_1-m_1}: W = \tilde{Q}^T \begin{bmatrix} W_1 & W_2^T & W_3^T \\ W_2 & W_4 & W_5^T \\ W_3 & W_5 & W_6 \end{bmatrix} \tilde{Q} \in \mathbb{S}_+^q \right\},$$

$$\mathcal{F}^\perp = \left\{ W \in \mathbb{S}^{n_1-m_1}: W = \tilde{Q}^T \begin{bmatrix} W_1 & W_2^T & W_3^T \\ W_2 & O & O \\ W_3 & O & O \end{bmatrix} \tilde{Q} \right\}.$$

where $q = n_1 - m_1 - r$ and $\tilde{R} = \begin{bmatrix} r_1^T & r_2^T & r_3^T \end{bmatrix}^T$ is the inverse of $\tilde{Q}$. We characterize the two dual faces $\mathcal{F}^*$ and $\mathcal{G}^*$ in the following claim.

**Claim 4** Let $X \in \mathcal{G}^*$ be as in (29). Then $-\text{He}(E_1^T XG_1) \in \mathcal{F}^*$ if and only if $-\text{He}(\hat{X}_3 P_2^T G_1 R_2^T) \in \mathbb{S}_{n-r}^{q r}$ and $\hat{X}_3 P_2^T G_1 R_3^T = 0$. In particular, if $X \in \mathcal{G}^\perp$, then $-\text{He}(E_1^T XG_1) \in \mathcal{F}^\perp$.

**Proof of Claim 4** We have

$$-\text{He}(E_1^T XG_1) = -\text{He} \left( \begin{bmatrix} \hat{X}_1 & \hat{X}_2 \end{bmatrix} \begin{bmatrix} \hat{X}_2 \hat{X}_3 \end{bmatrix} \begin{bmatrix} O & O \\ O & O \end{bmatrix} \begin{bmatrix} P_1^T \\ P_2^T \\ O \end{bmatrix} \right) G_1.$$

Then for any $S \in \mathcal{F}$ we have $-\text{He}(E_1^T XG_1) \bullet S = -2 \text{Tr}(G_1^T (P_1 \hat{X}_2 + P_2 \hat{X}_3)(S_4 R_2 + S_5^T R_3))).$ Since $-G_1^T P_1 \Lambda = E_1^T P_1 \Omega$ and $\tilde{R} \tilde{Q} = I$, we have

$$R_2 G_1^T P_1 = -R_2 E_1^T P_1 \Omega \Lambda^{-1} = O \text{ and } R_3 G_1^T P_1 = -R_3 E_1^T P_1 \Omega \Lambda^{-1} = O.$$

Hence we obtain $-\text{He}(E_1^T XG_1) \bullet S = -2 \text{Tr} \left( G_1^T P_2 \hat{X}_3 (S_4 R_2 + S_5^T R_3)) \right).$ In other words, $-\text{He}(E_1^T XG_1) \in \mathcal{F}^*$ if and only if for any $\begin{bmatrix} S_4 & S_5^T \\ S_5 & S_6 \end{bmatrix} \in \mathbb{S}_+^q$, we have

$$-2 \text{Tr}(\hat{X}_3 P_2^T G_1 (R_2^T S_4 + R_3^T S_5))) \geq 0.$$

From the inequality, we obtain $-\text{He}(\hat{X}_3 P_2^T G_1 R_2^T) \in \mathbb{S}_{n-r}^{q} \mathbb{S}_+^q$ by setting $S_3 = O$. In addition, we define $S_5 = (\hat{X}_3 P_2^T G_1 R_2^T)^T$ and $\alpha > \sigma_{\text{max}}(S_5)$. Here $\sigma_{\text{max}}(S_5)$ stands for the maximum singular value of $S_5$. Then by substituting $\begin{bmatrix} S_4 & S_5^T \\ S_5 & S_6 \end{bmatrix} = \begin{bmatrix} \epsilon \alpha I & S_5^T \\ S_5 & (\alpha/\epsilon) I \end{bmatrix} \in \mathbb{S}_+^q$ with any sufficiently small $\epsilon > 0$, we obtain

$$0 \leq \text{Tr}(S_5^T S_5) \leq \epsilon \alpha \left( I_{n-r} \bullet \left( -\hat{X}_3 P_2^T G_1 R_2^T \right) \right).$$
This implies \( S_5 = (\hat{X}_3 P_2^T G_1 R_3^T)^T = O \). Therefore we can conclude the first statement.

For the second statement, if \( X \in \mathcal{G}^\perp \), then \( \hat{X}_3 = O \), and thus \( -\text{He}(E_1^T X G_1) \bullet S = 0 \) for any \( S \in \mathcal{F} \). This implies the second statement. \( \square \)

We consider the case (I), i.e., \( X_2 \in \mathcal{G}^\perp \). Then \( \tilde{W}_{\omega u} \in \mathcal{F}^\perp \) follows from Claim 4.

We next consider the case (II), i.e., \( X_2 \in \mathcal{G}^* \setminus \mathcal{G}^\perp \). Thus we have \( \hat{X}_3 \in S_{n-r}^+ \setminus \{O\} \) of \( X \in \mathcal{G}^* \). We can decompose \( \hat{X}_3 = F F^T \) with a full column rank \( F \in \mathbb{R}^{(n-r) \times k} \). Here \( k \) is the rank of \( \hat{X}_3 \). Then it follows from Claim 4 that we have \( F^T P_2^T G_1 R_3^T = O \). In addition, it follows from Claim 4 and Lemma 4 that there exists an \( \Omega_F \in \mathbb{R}^{k \times k} \) such that \( \text{He}(\Omega_F) \in S_+^k \) and \( -R_2 G_1^T P_2 F = F \Omega_F \).

**Claim 5** The Sylvester equation \( S^T \Lambda^{-1} \Omega^T + \Omega_F S^T = F^T P_2^T G_1 R_1^T \) has a unique solution \( S \in \mathbb{R}^{r \times k} \).

**Proof of Claim 5** Since \( \Lambda \) is diagonal and positive definite, the equation is equivalent to the Sylvester equation \( (S^T \Lambda^{-1/2}) \Lambda^{-1/2} \Omega^T \Lambda^{-1/2} + \Omega_F (S^T \Lambda^{-1/2}) = F^T P_2^T G_1 R_1^T \Lambda^{-1/2} \). Since the matrix \( \text{He}(\Lambda^{-1/2} \Omega^T \Lambda^{-1/2}) \) is positive definite, the real parts of all eigenvalues of the matrices \( \Lambda^{-1/2} \Omega^T \Lambda^{-1/2} \) are positive. On the other hand, all eigenvalues of \( -\Omega_F \) are in \( \mathbb{C}_- \). Thus \( \Lambda^{-1/2} \Omega^T \Lambda^{-1/2} \) and \( -\Omega_F \) have no common eigenvalues, and thus the Sylvester equation in this claim has a unique solution \( S \).

We define \( \hat{X} \) by \( \hat{X} = \underbrace{P \left[ \alpha \Lambda \begin{array}{c} \alpha \Omega^T - R F^T P_2^T G_1 R_1^T \cr S \Omega_F^T F^T \cr \cr \cr \end{array} \cr O \cr O \cr O \cr O \end{array} \right]}_{\eta} \), where \( \alpha \) is sufficiently large positive and \( S \) is a solution in Claim 5. Then \( \hat{X} \in S_{n+}^+ \) if we select \( \alpha > 0 \) such that \( \alpha \Lambda - SS^T \in S_{n+}^+ \). The following claim ensures that \( (\hat{X}, -\text{He}(E_1^T \hat{X} G_1)) \) is also a solution of (14). In particular, the rank of \( \hat{X} \) is greater than rank \( X_1 \). This, however, contradicts the assumption (ii) of Lemma 3. Therefore it follows from the case (I) and Corollary 2 that (23) has no solutions.

**Claim 6** \( -\text{He}(E_1^T \hat{X} G_1) \in S_{n+1-m_1}^+ \).

**Proof of Claim 6** Note that \( -G_1^T P_1 \Lambda^T = E_1^T P_1 \Omega, -R_2 G_1^T P_2 F = F \Omega_F, F^T P_2^T G_1 R_3^T = O \) and \( \tilde{R} \tilde{Q} = I \). Using these equations, we obtain

\[
\tilde{R}(-E_1^T \hat{X} G_1) \tilde{R}^T = \begin{bmatrix} \alpha \Omega^T - R F^T P_2^T G_1 R_1^T & S \Omega_F^T F^T \\ O & O \end{bmatrix}.
\]

The \((2, 1)\)st element of \( -\tilde{R} \text{He}(E_1^T \hat{X} G_1) \tilde{R}^T \) is zero because \( S \) is a solution of the Sylvester equation in Claim 5. Therefore \( -\text{He}(E_1^T \hat{X} G_1) \) is

\[
\tilde{Q} \begin{bmatrix} \alpha \text{He}(\Omega) - \text{He}(R F^T P_2^T G_1 R_1^T) & O & O \\ O & F \text{He}(\Omega_F) F^T & O \\ O & O & O \end{bmatrix} \tilde{Q}^T.
\]

Since \( \text{He}(\Omega) \in S_{n+}^+ \), \( \text{He}(\Omega_F) \in S_+^k \) and \( \alpha \) is sufficiently large positive, the matrix \( -\text{He}(E_1^T \hat{X} G_1) \) is positive semidefinite. \( \square \)
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