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ABSTRACT

Soundata is a Python library for loading and working with audio datasets in a standardized way, removing the need for writing custom loaders in every project, and improving reproducibility by providing tools to validate data against a canonical version. It speeds up research pipelines by allowing users to quickly download a dataset, load it into memory in a standardized and reproducible way, validate that the dataset is complete and correct, and more. Soundata is based and inspired on mirdata [1], and design to complement mirdata by working with environmental sound, bioacoustic and speech datasets, among others. Soundata was created to be easy to use, easy to contribute to, and to increase reproducibility and standardize usage of sound datasets in a flexible way.

Index Terms— sound datasets; python; data loaders.

1. STATEMENT OF NEED

As research pipelines become increasingly complex, it is key that their different components are reproducible. In recent years, the machine listening research community has done considerable efforts towards standardization and reproducibility, by using common libraries for modelling and evaluation [2,3,4,5], open sourcing models [6,7] and data using resources such as Zenodo [8]. However, it has been previously shown that discrepancies in local version of the data and different practices in loading and parsing datasets can lead to considerable differences in performance results, which is misleading when comparing methods [1]. Besides, from a practical point of view, it is extremely inefficient to develop pipelines from scratch for loading and parsing a dataset each researcher or team each time, and increases the chances of bugs in the code and differences that hinders reproducibility.

Mirdata [1] was introduce as a tool for mitigating the lack of reproducibility and efficiency when working with datasets in the context of Music Information Research (MIR). In MIR, the mentioned issues are exacerbated due to the intrinsic commercial nature of music data, since it is very difficult to get licenses to distribute music recordings openly. Mirdata has grown considerably in the past year with the addition of multiple dataset loaders and contributions from the community.

Musical datasets are extremely complex compared to other audio datasets. They usually convey much more metadata information (e.g. artists, musicians, instruments, etc.) and their annotations are of several different types and formats, reflecting the several different tasks that there are in Music Information Research (e.g melody estimation, beat tracking, chord estimation, among others). Dedicating the same repository for music and other purpose audio datasets would converge to a very complex, hard to manage repository, which would be difficult to scale. Instead, we introduce Soundata as a separated package which is inspired and based on Mirdata, but deals with the annotation types and formats that the communities working with environmental sound, bioacoustics, and speech would require.

There are other libraries that handle datasets, like [2,6]. However, using datasets in the context of those libraries makes it difficult to interchange models and software, as data loaders are designed to work with those environments and further adaptation is required to migrate them. Instead, we think that data should be handled separately, as a standalone library that can easily be plugged in different work pipelines, with different modelling software.

Soundata is based and inspired on mirdata [1], and was created following these design principles:

**Easy to use:** Soundata is designed to be easy to use and to simplify the research pipeline considerably. Check out the examples in the Getting started page.

**Easy to contribute to:** we welcome and encourage contributions, especially new datasets. You can contribute following the instructions in our Contributing page.

**Increase reproducibility:** by providing a common framework for researchers to compare and validate their data, when
mistakes are found in annotations or audio versions change, using Soundata the audio community can fix mistakes while still being able to compare methods moving forward.

**Standardize usage of sound datasets:** we standardize common attributes of sound datasets such as audio or tags to simplify audio research pipelines, while preserving each dataset’s idiosyncrasies: if a dataset has ‘non-standard’ attributes, we include them as well.
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