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ABSTRACT

Digitalization of work leads to ever-increasing information processing requirements for employees. Agent-based decision support systems (DSS) can assist employees in information processing tasks and decrease processing requirements. With increasing system capabilities, agency between the user and the system shifts, with high autonomy DSS being able to take over complete information processing tasks. In the present study, we distinguish degrees of DSS autonomy, operationalized by levels of automation (LOA), the delegation of task processing stages, and user control. In two vignette studies, we investigate the effects of DSS autonomy on perceptions of information load reduction, technostress, and user intention as well as the moderating role of technology and job experience. With high DSS autonomy, participants reported higher levels of information load reduction and technostress as well as lower levels of user intention. Job experience was a significant moderator. For high autonomy DSS, participants in the high job experience condition indicated greater information load reduction, lower technostress, and higher user intentions. Results suggest, that while being beneficial for decreasing information load, high DSS autonomy may negatively impact technostress and user intentions. It is suggested that technology and job training may improve user reactions.

1. Introduction

Digital systems (e.g. intelligent agent-assisted decision support systems, DSS) are increasingly implemented at work to assist employees with decision making, to decrease information load, or to increase efficiency (Howard, 2019; Larson & DeChurch, 2020; Sheridan, 2019). DSS are varied in their capabilities and applications and can range from simple systems, such as email spam filters, to complex DSS for cancer detection (e.g. Tan et al., 2016). With the advancement of artificial intelligence, DSS are becoming increasingly autonomous, being able to take over diverse and complex tasks. Despite potential benefits for individuals’ information processing requirements, the implementation of DSS at work still leads to problems, as employees struggle to adapt (Cascio & Monteaulegre, 2016; Mitchell & Brynjolfsson, 2017). Employees’ reactions towards these technologies as well as work outcomes may be positively or negatively impacted by DSS use (e.g. Day et al., 2010). For example, highly autonomous DSS can process large amounts of information, decreasing employees’ information load (Eppler & Mengis, 2004). At the same time, when delegating many task processing stages to a system, employees’ tasks and roles change, increasing the need for monitoring, which has been associated with increased demands (Day et al., 2012; Endsley, 2017; Hancock, 2013). Research in the field of work and organizational psychology highlights, that a lack of control over task processing can pose as technology demand. These demands are determining factors for employees’ technology-related reactions, such as information overload or stress (Day et al., 2012). At the same time, research in the field of human computer interaction (HCI) shows that highly autonomous systems can trigger skepticism, low technology acceptance, or low trust amongst users, which can decrease intention to use the system (Flemisch et al., 2012; Lee & See, 2004). With an increase in system autonomy, there is a shift in agency over task processing, from the employee to the technology, which will fundamentally transform today’s work environments (Parker & Grote, 2020). Although, research findings relate a system’s level of automation to autonomy (also see Level of Automation, LOA or degree of automation, DOA; e.g. Endsley, 2017; Onnasch et al., 2014) and consequently to user reactions that directly relate to task processing (e.g. situation awareness), this does not fully address the shift of agency in task processing that takes place when users collaborate with DSS. Thus far, it is still unclear how full, partial, and low degrees of agent autonomy impact users’ individual experiences.
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while using DSS. In this paper, we aim to investigate how autonomy affects user reactions in the work context. Specifically, we investigate the relationship between different levels of autonomy and cognitive (information overload), affective (technostress), and behavioral reactions (user intentions) towards these systems.

Central theories of HCI research emphasize that user interaction with autonomous systems is not only impacted by system characteristics, such as the system’s reliability, but also by individual factors (e.g., Endsley, 2017). It is thus suggested that individuals do not react equally to DSS (Venkatesh et al., 2016). For instance, Epple and Mengis (2004) describe that individuals differ in how much they are influenced by large information loads and whether they experience information overload. Individual differences, such as the level of technology or job-related experience, have been shown to affect initial reactions to autonomous technologies (Goddard et al., 2012; Manzey et al., 2009; Ragu-Nathan et al., 2008; Sheridan, 2019; Ulfert & Scherer, 2020). For example, DSS with diverse task processing capabilities (i.e. processing multiple task types) will also increase system complexity, requiring increasingly skilled users to understand the functioning of the system and maintain situation awareness (see e.g., Ironies of Automation; Bainbridge, 1983). However, systematic comparisons of how individual users react to DSS with varying autonomy levels are still lacking.

The present study adds to current literature on interacting with intelligent DSS at work by (1) systematically studying the effects of DSS autonomy on cognitive (information overload), affective (technostress), and behavioral user reactions (user intention) towards these systems and (2) by exploring the effects of individual differences (i.e. experience) on user outcomes and specifically the moderating role of technology and job experience. This allows combining psychological models of occupational stress (Bakker & Demerouti, 2007) with HCI frameworks to gain a deeper understanding of how employees interact with DSS at work.

### 1.1. Autonomy in agent-assisted decision support systems

DSS are generally “dedicated to improving the performance of knowledge workers in organizations through the application of information technology.” (Sprague & Watson, 1986, p. 4) by providing information, relevant to the individual worker or team. Today, by utilizing methods of artificial intelligence (e.g. agents), DSS are becoming increasingly competent and autonomous, being able to act instead of a user and to improve their performance over time (Gao & Xu, 2009; Wooldridge & Jennings, 1995). Depending on the agent’s architecture, DSS can range from low autonomy regarding the information processing task (e.g., highlighting important information), to highly autonomous DSS that take over complete tasks without the user having an impact on task processing (Russell & Norvig, 2009). The present study focuses on intelligent DSS which are agent-assisted (for an extensive overview of agent types see, for example, Nwana, 1996).

The degree to which a system is enabled to process a certain task on behalf of a human has been defined as LOA (e.g. Endsley, 2017). Sheridan and Verplank (1978) initially proposed ten levels, ranging from level 1: the human completing the task and then turning it over to the computer, to level 10: the computer completing the task, deciding how it should be done, and subsequently informing the human if the computer perceives it as important for the human to be informed. Kaber and Endsley (1997, 2004) extended this taxonomy by including four task stages of information processing: information monitoring, option generation, action selection, and implementation. Building on models of human information processing, Parasuraman et al. (2000) proposed a similar model, differentiating: Information acquisition, information analysis, decision selection, and action implementation. Based on the taxonomies proposed by Kaber and Endsley (1997, 2004) and Parasuraman et al. (2000), we will differentiate four levels of task processing: (1) Monitoring and information presentation, (2) generation of options, (3) decision making and selection of course of action, and (4) implementation of action. Each task stage can either be shared between the human user and the system or be performed by either one of them. Onnasch et al. (2014) further argue that high automation can be represented by both a higher level of automation and automation of later task stages, which are typically preceded by automation of earlier stages. This implies that a combination of higher levels and a greater number of stages will also result in high automation.

As automation is given more leeway to perform tasks and make decisions without requiring human involvement, it becomes increasingly autonomous (Endsley, 2017; O’Neill et al., 2020; Parasuraman et al., 2020). Endsley (2017) defines high autonomy as users having no control over task processing. This corresponds with Parasuraman and Riley’s (1997) level 7 and above, where “the automation carries out a function and inform[s] the operator to this effect, but the operator cannot control the output” (p. 232; see also O’Neill et al., 2020). Partial autonomy has been described as high automation which requires approval by a human (see levels 5 and 6 in Parasuraman & Riley, 1997) while low autonomy describes automation which is focused on providing information to the user (levels 2–4; “technology as a tool”). Endsley (2017) further proposes a taxonomy of three stages of task performance (situation awareness, decision, action) that will impact users differently, depending on the level of autonomy.

In line with previous authors (Endsley, 2017; Parasuraman & Riley, 1997), we suggest that the level of autonomy is impacted by both the number of and the type of task stages that are automated. Hence, systems with a high LOA will, in many cases, also have a higher level of autonomy. This is particularly the case for automation of later task stages, such as selecting decisions or implementing actions. With increasing capabilities, today’s DSS tend to be developed with a high LOA for a specific type of task (e.g. filtering information). This can be interpreted as a high LOA of a task stage. Using DSS at work which are enabled to process multiple task types or stages can lead to a shift in agency between the system and the employee. For example, a DSS with high autonomy may take over complete information processing tasks (e.g., processing new incoming customer information and sending a response), leaving little to no control to the employee.

In the work context, the use of highly competent technical systems (often having high autonomy) has been associated with negative outcomes such as users perceiving a lack of control, increases in perceived workload, negative perceptions of the technology, as well as technology-related stress (Day et al., 2012; Parker & Grote, 2020). To gain a better understanding of how employees interact with autonomous systems, it is crucial to understand how autonomy impacts user reactions. Even though DSS are highly beneficial for aiding employees in information or task processing, it is not clear under which conditions autonomy can lead to negative cognitive, affective, and behavioral reactions towards the system (Eymann, 2013; Flemisch et al., 2012).

### 1.2. Effects of autonomy on users

Despite the increased use of agent technologies (e.g. as part of email programs), many organizations still report problems regarding employee interaction (Parker & Grote, 2020). A central motivation for implementing DSS is to increase employee performance and decrease workload by delegating information processing tasks. Yet, employees’ subjective perceptions of these systems may differ from their objective benefits. Therefore, it will be essential to understand how DSS with differing autonomy are initially perceived by employees and how these perceptions relate to how DSS are used.

#### 1.2.1. Information overload

Employees’ high information processing requirements are a central challenge for today’s highly digitalized organizations and are associated with stressors such as high workload and stress (Day et al., 2012). When employees experience an imbalance between their information processing requirements and their capacities, this can lead to information overload.
overload (Epppler & Mengis, 2004). Research suggests that this imbalance can either be addressed by improving an individual’s information processing competencies (e.g. time management training) or by employing methods to decrease information processing requirements (i.e. amount of information). Delegating information processing tasks to DSS has been shown to be one of the most successful methods to counteract information overload (Epppler & Mengis, 2004). Although using DSS offer clear benefits for employees’ information and workload (Onnasch et al., 2014), the delegation of information processing tasks has also been associated with both mental underload, when many tasks stages are delegated (Wang et al., 2020), or increased mental workload, in systems with high LOA (Balle et al., 2012, 2015). Whether an employee perceives the DSS as beneficial may depend on numerous factors, but will be strongly impacted by the employee’s evaluation of the system’s capabilities (Glikson & Woolley, 2020). When a system is newly introduced, users will base this initial evaluation on prior experiences with similar technologies (Ulfert & Georganta, 2020). Thus far it is unclear though how employees perceive DSS with different autonomy regarding their potential for reducing information load. Particularly DSS which independently take over many task stages (high autonomy), should be perceived as decreasing information load, as objective information processing requirements are decreased (see also Endsley, 2017). It is therefore assumed that the level of autonomy is related to the level of experienced information load.

**Hypothesis 1.** proposes a negative relationship between autonomy and experienced information load reduction, specifically, we assume that an increasing degree of autonomy is associated with decreasing information load.

### 1.2.2. Technostress

Although DSS use is positively associated with reducing information processing requirements, users can experience technology-related stress (technostress; Ayyagari et al., 2011; Brod, 1984; Riedl et al., 2012). Technostress results from a user’s evaluation of a system’s characteristics (Ayyagari et al., 2011). Day et al. (2010, 2012) describe technology-related stress to be a consequence of increased demands, such as a lack of control, resulting from the technology’s characteristics. Referring to theories of occupational stress and job control (e.g. Balker & Demerouti, 2007; Dwyer & Gaetan, 1991; Hair et al., 2007), they argue that employees that lack control over their work environment, such as task characteristics, will experience higher levels of anxiety, frustration, and stress. For instance, in the context of email use, a lack of control was associated with stress (Hair et al., 2007). Findings from HCI research further underline the importance of control. Particularly a high dependency on the system, a high gap between the user’s required and actual technological skills, and high complexity of the system contribute to technostress (Ragu-Nathan et al., 2008). All three aspects have been described to increase with high system autonomy and LOA (Lyons & Havig, 2014). Based on these findings, we argue that employees will perceive high autonomy DSS as having high control over how a task is processed. This experience of shifting control from oneself to the DSS may be perceived as stressful, as employees may not always be able to manually change how a task is processed. Consequently, we argue, that a higher DSS autonomy is associated with higher levels of experienced technostress:

**Hypothesis 2.** There is a positive relationship between autonomy and users’ experienced technostress when using DSS. We assume that increasing autonomy is associated with increasing levels of technostress.

### 1.2.3. User intention

Users’ willingness to interact with and use a technology is based on perceptions of the technology’s usefulness and its ease of use (see also Technology Acceptance Model, TAM, UTAUT; Beaudry & Pinsonneault, 2005; Venkatesh, 2000; Venkatesh & Bala, 2008). These attitudes are critical, especially when DSS are newly introduced, as they impact effective system use. Venkatesh and colleagues (2008; 2016) further suggest including central influencing factors on user intentions, such as perceived control. Their argument is in line with prior assumptions on the relationship between perceived control over behavioral outcomes and behavioral intentions (see e.g. theory of planned behavior; Ajzen, 1985, 2002). Some authors have suggested that particularly autonomy has an impact on users’ positive or negative perceptions of a technology which can consequently impact user intentions (Norman, 1994). This is further supported by research on user interaction with autonomous cars where low autonomy has been associated with positive perceptions of the technology and higher user intentions (Beier et al., 2006; Kuijff, 2012). Similarly, it has been suggested that systems with intermediate rather than high levels of autonomy are most beneficial for users (Endsley, 2016). We thus argue that the described findings can be transferred to using DSS at work.

**Hypothesis 3.** There is a negative relationship between autonomy and the intention to use a DSS. We assume that increasing levels of autonomy are associated with a decreasing intention to use the DSS.

### 1.2.4. The role of experience

Individuals differ in how they process large loads of information (Epppler & Mengis, 2004) as well as in their reactions towards DSS characteristics, such as autonomy (Endsley, 2016). Cognitive, affective, and behavioral user reactions have particularly been linked to individual differences that relate to technology use in general (e.g. computer anxiety) or to the situation or task (e.g. relevance of the technology for processing a task; Venkatesh & Bala, 2008). These differences particularly impact individuals’ initial evaluation of a technology, significantly impacting their user reactions (Ayyagari et al., 2011; Endsley, 2017; Yu et al., 2017). The technology acceptance model (TAM; UTAUT; Venkatesh et al., 2003, 2016; Venkatesh & Bala, 2008) specifically highlights the moderating role of experience (esp. experience with a system) on the relationship between users’ perceptions of a system and users’ behavioral intentions. Especially in users with high levels of experience, behavioral intentions will be less affected by their initial perceptions of the system (e.g. ease of use). Similarly, a high quantity of incoming digital information (e.g. emails) does not in all cases lead to individuals experiencing information overload. Individuals with more experience in using a system, often show a lower risk of information overload and are more likely to perceive a system as useful (Ayyagari et al., 2011; Venkatesh & Bala, 2008). Although the role of experience has been addressed in central models of HCI (e.g. TAM), there is still a lack of differentiation of the construct in the literature. While some authors have addressed experience as referring to prior technology use (e.g. frequently using technologies at work; Shu et al., 2011; Venkatesh & Bala, 2008), other authors have addressed job experience (e.g. years of working as a medical specialist) as a central influencing factor when using DSS (Lee & See, 2004; Madhavan et al., 2006; Manzey et al., 2009). With increasing autonomy, agency over tasks and roles shift from the employee to the DSS (Larson & DeChurch, 2020). This impacts both the collaboration with the DSS as a technology as well as the DSS as a replacement for the employee. We thus propose that both technology (i.e. experience in technology use) and job experience (i.e. duration of being employed in a job or position) impact initial user reactions towards a system.

The person-technology fit framework (Ayyagari et al., 2011) proposes that individual differences, such as prior technology use (i.e. technology experience), impact how an individual perceives a system’s characteristics. A gap between the system and the person (e.g. due to high complexity of the system) leads to a misfit, which is reflected as stressors, such as the experience of overload or technostress (Ayyagari et al., 2011; Tarafdar et al., 2011). Similarly, the TAM suggests that technology experience impacts perceptions of the system and consequently, user intentions (Venkatesh & Bala, 2008). In line with previous research (Ayyagari et al., 2011; Venkatesh & Bala, 2008), we argue that...
individuals’ experience with technology impacts this initial perception of and consequently reactions to DSS characteristics, and especially its autonomy and propose that:

**Hypothesis 4.** Technology experience buffers the relationship between autonomy and experienced information load reduction, expected technostress, and intention to use the DSS. Interacting with high autonomy DSS, individuals with high technology experience expect more information load reduction, expect less technostress, and have a higher intention to use the DSS.

In contrast, research findings on the relationship between job experience on user reactions are mixed (Ulfert & Scherer, 2020). On the one hand, studies have reported that individuals with lower job experience react more positively towards highly autonomous systems (e.g. Reinders et al., 2015). On the other hand, it has been shown that experts are quicker to rely on DSS recommendations (Chavaillaz et al., 2019), while novices may be less likely to detect false recommendations (Arnold et al., 2004). In general, low job experience has been related to feelings of insecurity (Chase & Ericsson, 1981; Gruber, 2007; Lindquist & Whitehead, 1986; Morgan & Pearson, 2002; Shamir & Drory, 1982). Individuals with high job experience are less affected by uncertain situations, such as the introduction of a new technology (Chi, 2006). Based on the person-technology fit framework we argue that when DSS are used in the work context, an individuals’ job experience should also impact how a systems’ characteristics are perceived. This is because individuals with high job experience will feel less insecure and are less affected by uncertain situations, such as delegating tasks to a DSS. Hence, we argue that when working with DSS in work contexts, individuals’ expected reduction of information load, technostress, and intention of using the DSS may vary depending on their level of job experience. Job experience should thus be explored as a moderating variable. We propose that:

**Hypothesis 5.** Job experience buffers the relationship between autonomy and experienced information load reduction, expected technostress, and intention to use the DSS. Interacting with high LOA DSS, individuals with high job experience expect more information load reduction, expect less technostress, and have a higher intention to use the DSS.

As previously noted, DSS strongly vary in how they are used in the work context. While some DSS are enabled to take over complete tasks with varying demands (e.g. analyzing medical images and making suggestions about potential treatments), some only offer a limited scope (e.g. making suggestions about the importance of an email). It is likely that when DSS are enabled to complete a diverse range of task types, users will require higher levels of technology or job experience to understand the system’s functioning and to intervene when system failures occur (e.g., when having to switch to manual control due to a technical error; see e.g., Ironies of Automation; Bainbridge, 1983). However, while HCI research highlights the impact of contextual factors on user reactions (Endsley, 2017; Sheridan, 2019), it is unclear how systems that differ in their capabilities for task processing impact user reactions. To gain initial insights and to explore how these different capabilities could impact user reactions, the present study will investigate the proposed relationships in two different DSS: (1) using a system that is able to process multiple task types (i.e. taking phone calls and selecting actions) and (2) using a system that is able to process a single task type (e.g. only processing email by relevance).

### 1.3. The present studies

In this paper, two experimental vignette studies (see Fig. 1) were conducted to systematically investigate the effects of autonomy on user reaction. Additionally, we considered experience as a moderating factor on this relationship. In study 1, we investigated the effects of technology experience on the relationship between autonomy and user reactions. In study 2, we experimentally varied the level of job experience. Following the taxonomies suggested by Parasuraman and Riley (1997) and Endsley (2017), in study 1, vignettes were used to manipulate agent autonomy by varying the number of task stages with high LOA. In study 2, agent autonomy was manipulated with regard to the operator control (full autonomy, partial autonomy, no autonomy). Due to the large differences in DSS that are used in organizations today, in study 1, the vignette describes a system that is able to process different types of tasks (e.g. answering calls, selecting actions), whereas, in study 2, the vignette describes a system which can only process one specific type of task (i.e. processing content of emails).

### 2. Study 1 – effect of technology experience in a multiple task DSS

#### 2.1. Method

**2.1.1. Sample.** A total of N = 244 people participated in the online experimental vignette study. Access to the online study was distributed through different online channels such as professional networking platforms and mailing lists. The sample consisted of N = 162 student and N = 82 non-student participants (62.7% female; M = 28.79, SD = 11.34). The student sample consisted of participants from a German university, from varied fields of studies (40% of student participants indicated the field of social sciences), and different semesters (ranging from semester 1 to 12). The non-student sample consisted of participants from diverse occupational fields (14% indicated being from the field of academia, another 14% were from the field of health or social work) and differing levels of work experience (ranging from less than two years work experience to over 30 years). A total of 26.2% of the sample indicated prior knowledge of agent-assisted DSS, 4.1% indicated to have previously worked with an agent-assisted DSS.

**2.1.1.1. Control variables.** To control for interindividual differences in the sample due to prior experiences with DSS, we included the following two questions as control variables: “Have you previously heard about autonomous decision support systems which utilize artificial intelligence (AI) as the one described?” (1 = yes, 2 = no) and “Have you previously used an autonomous decision support system that uses AI?” (5-point Likert scale from 1 = never to 5 = always). Prior experience was measured at the end of the questionnaire.

#### 2.1.2. Procedure

The present study used an experimental vignette scenario (Aguinis & Bradley, 2014; San Vidler, 2002; Rossi & Nock, 1982; Wanschel, 2009) to systematically investigate the effects of LOA on information load reduction, technostress, and intention of using the DSS. In the following, we first describe the vignette method, followed by the development of the vignette scenarios of this study.

**2.1.2.1. Vignette method.** Experimental vignette studies have been shown to be an effective and economical method in organizational research for assessing behaviors, attitudes, and intentions (Aguinis &

\(^1\) Both studies were conducted as part of a larger (unpublished) research project. Power analyses were performed for the overall project and thus exceed the sample sizes required for testing the proposed relationships.
2.1.2. Development of the vignette and pilot study. Description of the workplace as the first part of the scenario in which the dependent variables are manipulated (Aiman-Smith et al., 2002; Karren & Barringer, 2002). This is particularly useful when studying phenomena that cannot easily be studied in field settings as for instance the use of highly autonomous DSS at work. Additionally, using vignette scenarios overcomes some limitations of other research designs (Wang et al., 2015).

Firstly, studying work-related behaviors and perceptions in field studies comes with a multitude of confounding variables, such as work environment or task characteristics, which potentially pose problems of (multi-)collinearity (Rotundo & Sackett, 2002; Wang et al., 2015). The vignette technique thus offers the benefit of studying reactions towards DSS in a controlled environment. Secondly, it has been argued that when rating vignette scenarios, individuals base their ratings (e.g., “I am willing to use this DSS”) on cognitive processes not explicitly aware to the individual. In contrast, directly asking individuals (e.g., “Would you be willing to use an intelligent DSS”) has been argued to lead to less accurate results (Wang et al., 2015). Specifically, for the present study, this is a benefit of the vignette technique. As most individuals are still unfamiliar with using intelligent DSS at work, asking for a direct opinion on the matter might increase the likelihood of inaccurate responses. The vignette technique thus serves as an appropriate method for this study.

To design the scenarios, we followed common procedures recommended in vignette literature (Aiman-Smith et al., 2002; Karren & Barringer, 2002) and used expert interviews to gain detailed descriptions of DSS properties. Furthermore, as recommended by Karren and Barringer (2002), we provided participants with a general description of the work place as the first part of the scenario in which the majority of information was held constant across the scenarios.

2.1.2.2. Development of the vignette and pilot study. The setting of the vignette scenario was at the individual’s fictive work place. Following recommendations by Aguinis and Bradley (2014) for vignette design, a broad work scenario was chosen, which does not require any specific skills or knowledge, in this case, being employed to answer and process customer requests via phone and email. The scenario contained information about: (1) the setting of the work station in an open space office, (2) the content of the work, as well as (3) examples of daily tasks such as taking customer calls, answering emails, and taking part in meetings.

After the description of the work setting and job description, a new telephone assistant tool was described. The described tool automatically takes customer calls and sorts incoming information. Depending on the settings of the system, it can further process the incoming information, suggest next possible steps, and even return calls. By observing the user’s behavior, it improves its decision making over time.

2.1.2.3. Manipulation. Agent Autonomy. Based on prior research on LOA and agent autonomy (Kaber & Endsley, 1997, 2004; Parasuraman et al., 2000), the vignettes contained four different task stages that could be taken over by the DSS: (1) Monitoring and information presentation, (2) generation of options, (3) decision making and selection of course of action, and (4) implementation of action (see Fig. 2). LOA 1 represented the first task stage being processed by the DSS while LOA 4 represented all task stages being processed by the DSS. Later task stages were associated with higher autonomy, as less or no decisions by the user were allowed in task processing (e.g. selecting the course of action). In this study, high LOA was thus associated with high agent autonomy.

2.1.2.4. Pretest and online implementation of the vignette study. In a cognitive pretest 5 participants were asked to read the vignette scenarios while thinking aloud (think aloud method). Afterwards, they were asked to rate the level of automation of the different scenarios from lowest to highest. Additionally, participants rated the degree to which the scenario was realistic and imaginable. Results indicated that participants were able to differentiate between different levels of control as intended, ranking LOA 4 as having the highest level of agent autonomy and LOA 1 as having the lowest level of autonomy. Furthermore, scenarios were rated and described to be comprehensive, realistic, and imaginable.

The online study compared four levels of LOA, as represented in Fig. 2. This results in a total of four vignettes that participants were asked to rate concerning their expected reduction of information load, technostress, and intention of using the DSS. In order to avoid sequence effects, the order of the vignettes was randomly varied between participants. This repeated measure design offers the benefit of controlling for inter-individual variance thus decreasing error variance and increasing statistical power (Rasch et al., 2006).

2.1.3. Measures

All dependent variable measures were administered after each of the four vignettes.

Reduced information load. The subjective expectation of information load reduction due to using the DSS was based on the Overload Scale by Schultz and Vandenbosch (1998). The original scale asks for increases in

---

2 A sample vignette can be found in the electronic supplement 1.
information load due to technology use. In the present study, these seven items were reversed, now asking for the reduction of information load (Sample item “I receive less information that distracts me from my work”). The measure uses a 5-point Likert-scale from 1 (strongly disagree) to 5 (strongly agree).

Technostress. The extent to which participants expected to experience technostress based on LOA settings was measured using three items from the strain subscale (Moore, 2006) adapted by Ayyagari et al. (2011; e.g., “I perceive working with the tool as a strain”). Scale scores could range from 1 (“strongly disagree”) to 5 (“strongly agree”). One item was excluded as it did not fit the context of the vignette (strain based on working with the technology for a whole day).

Intention of using the DSS. The decision of using the assistance system based on its settings was measured with a single item scale (“Assuming I have access to the system, I intend to use it”) by Venkatesh and Davis (2000; 5-point Likert scale 1 = strongly disagree to 5 = strongly agree).

Technology experience. Additionally, in the beginning of the questionnaire, participants were asked to rate their general experience in using technology (5-point Likert scale from 1 = low to 5 = high; Ulfert et al., 2020).

2.2. Results

2.2.1. Descriptive statistics and preliminary analysis

Means, SDs, Cronbach’s alpha, and bivariate correlations are reported in Table 1. Cronbach’s alpha for reduced information load and technostress were acceptable ranging between α = 0.73 and α = 0.87. No significant differences were found between the student and the non-student sample. As no significant differences were found between participants with or without prior experience with autonomous support systems, prior experience with DSS was not included as a control variable for hypotheses testing.

2.2.2. Hypotheses testing

We analyzed the data using R (R Core Team, 2013; version 3.6.0) and lme4 (Bates et al., 2012) to perform three mixed repeated measure ANOVAs. As fixed effects we entered LOA and technology experience into the model. As random effects, we added intercepts for subjects (see Table 2).

Hypothesis 1 assumed that with increasing levels of autonomy, levels of information load reduction would decrease and thus ratings of expected information load reduction would increase. When comparing the four levels of LOA, mean information load reduction (see Table 1) differed in the expected direction (from low to high). However, differences in mean scores were only small. Additionally, at LOA level 3, mean ratings of information load reduction were the lowest, indicating that participants perceived LOA 3 as less beneficial for information processing. The main effect of autonomy on information load reduction was not significant; F (3, 726) = 2.22, p = .09, ηp² = 0.01. Post hoc comparison of means (Bonferroni corrected) revealed that although most autonomy conditions significantly differed (all ps < .001-.02), no significant difference was found at LOA 1 and LOA 2 as well as between LOA 2 and LOA 4. Hypothesis 1 was thus not supported.

Hypothesis 2 proposed that autonomy is positively related to expected technostress, with high autonomy being associated with high technostress. Results showed highest mean ratings of expected technostress at LOA 3 and 4 and lowest ratings of technostress at LOA 1. However, no significant main effect was found for the effect of autonomy on technostress; F (3, 726) = 1.75, p = .16, ηp² = 0.01. Post hoc comparison of means (Bonferroni corrected) revealed that although most autonomy conditions significantly differed (all ps < .001), no significant difference was found between LOA 1 and LOA 2 as well as between LOA 3 and LOA 4. Hypothesis 2 was rejected.

In Hypothesis 3, we assumed a negative relationship between autonomy and the intention of using the DSS, with high autonomy being associated with a low intention of using the DSS. Table 1 shows that the intention of using the DSS was indeed highest in the level 1 LOA scenario compared to level 3 and 4 LOA vignette scenarios. Again, LOA 3 was rated the least positive, having the lowest mean score for user intention. There was a significant main effect for autonomy, however the effect size was small; F (3, 726) = 3.24, p = .02, ηp² = 0.01. Post hoc analysis (Bonferroni corrected) revealed that most LOA conditions significantly differed (all ps < .001; LOA 3 – LOA 4, p = .02), with no significant difference between LOA 1 and LOA 2. Hypothesis 3 was confirmed, showing a negative relationship between autonomy and user intention.

It was further assumed (Hypothesis 4) that technology experience moderates the relationship between autonomy and user reactions. In contrast to this assumption, no significant moderating effects were found. Nevertheless, analysis revealed a significant main effect of technology experience on technostress F (1, 242) = 16.36, p < .001, ηp² = 0.02 as well as user intention F (1, 242) = 10.67, p < .001, ηp² = 0.01. Hypothesis 4 was rejected.

With the exception of Hypothesis 3, all Hypotheses were rejected. Furthermore, all of the reported analyses had only small effect sizes.
3. Study 2 – effects of job experience in a single task DSS

3.1. Method

3.1.1. Sample

In total, \( N = 500 \) people participated in the online experimental vignette study. Access to the online study was distributed through different online channels such as professional networking platforms and mailing lists. The sample consisted of \( N = 362 \) student and \( N = 138 \) non-student participants (63% female; \( M_{\text{age}} = 26.57, SD = 8.03 \)). The student sample consisted of participants from different German universities, varied fields of studies (45% of student participants indicated the field of social sciences), and different semesters (ranging from semester 1 to 9). The non-student sample consisted of participants from diverse occupational fields. A total of 30.04% of the sample indicated prior knowledge of intelligent DSS. Participants were distributed to the vignette scenario depending on their current position (student or non-student) by filtering questions.

3.1.1.1. Control variables. Again, prior experience with DSS was assessed as a control variable. The same measure as in study 1 was implemented.

3.1.2. Procedure

3.1.2.1. Development of the vignette and pilot study. As in study 1, the setting of the vignette scenario\(^3\) was at the individual’s fictive workplace. Two different work scenarios were developed based on the specifics of the sample (scenario 1, student sample: working as a student tutor; scenario 2, non-student sample: working as a project manager). The contexts of the scenarios were described according to these two jobs (student tutor and project manager) and contained information about: (1) the quantity of parallel projects and activities the role includes, (2) the daily minimum quantity of emails (50 emails), as well as (3) examples of email content (e.g., newsletter, questions, or customer requests).

After the description of the work setting and job description, a new email tool, offered by the employer, was described. The described tool automatically sorts low quality and low priority emails, based on the user’s previously set preferences, such as certain key words as well as learning mechanisms based on the DSS observations of the user’s behavior over time. To manipulate autonomy, the DSS was described with different settings of operator control that can be chosen by the user. Additionally, the level of job experience was varied between vignettes.

3.1.2.2. Manipulations. Agent Autonomy. The described DSS differed from study 1 with regards to the type of task to be processed (focused on processing email relevance only) as well as regarding the operationalization of agent autonomy. In study 2, the vignettes contained three different levels of DSS actions which varied in operator control and thus agent autonomy: (1) No autonomy: the DSS highlights emails for suggesting content of low importance, (2) Partial autonomy: DSS automatically moves emails to the trash folder which can be further processed by the user (3) Full autonomy: DSS processes emails based on relevancy and deletes emails permanently without the user being able to override the decision. In the taxonomy of Parasuraman and Riley (1997), these actions would represent automation level 2–4, level 5–6, and level 7 and above respectively.

Job experience. Two different levels of job experience were systematically varied between the vignettes. (1) Low level job experience was described as being in the specified role for just a few days. (2) High level job experience was described as being in the specified role for multiple months. The level of job experience was presented as part of the scenario’s cover story.

3.1.2.3. Pretest and online implementation of the vignette study. In a cognitive pretest \( N = 11 \) participants were asked to rate agent autonomy

\( ^3 \) Samples of the different vignettes can be found in the electronic supplement.
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### Table 1

Study 1. Crónbach’s alpha, means, standard deviations, and inter-correlations of the dependents variables.

| Measures                        | \( A \) | \( M \) | \( SD \) | \( r^2 \) | \( 90\% \text{ CI} \) |
|---------------------------------|--------|--------|--------|--------|-----------------|
| Technology experience          | 3.46   | 3.81   | 0.82   | .09    | [.00, .02]      |
| Information load reduction     |        |        |        |        |                 |
| Autonomy                       | 3.85   | 3.83   | 0.84   | .08    | [.08, .17]      |
| Technology experience          | 2.96   | 2.76   | 0.90   | .25**  | [.37, .13]      |
| Automation                     | 3.65   | 3.69   | 1.03   | .360** | [.46, .25]      |

Notes. \( N = 244 \). \(*p < .01\) (two-sided).

### Table 2

Mixed repeated measures ANOVAs study 1.

| Information load reduction | SS     | df    | MS    | \( F \) | \( p \) | Partial \( \eta^2 \) | Partial \( \eta^2 \) | \( 90\% \text{ CI} \)             |
|---------------------------|--------|-------|-------|--------|------|-----------------|-----------------|-------------------------------|
| Autonomy                  | 2.14   | 3     | 0.71  | 0.85   | .09  | [.00, .01]      |                 |                               |
| Technology Experience     | 0.18   | 1     | 0.18  | 0.56   | .01  | [.00, .02]      |                 |                               |
| Technology Experience     | 0.52   | 3     | 0.17  | 0.53   | .02  | [.00, .03]      |                 |                               |
| Intention of using DSS    | 1.89   | 3     | 0.63  | 1.75   | .166 | [.04, .06]      |                 |                               |
| Autonomy                  | 5.89   | 1     | 5.89  | 16.36  | .001**| [.02, .12]      |                 |                               |
| Technology Experience     | 0.82   | 3     | 0.27  | 0.76   | .018 | [.00, .02]      |                 |                               |
| Intention of using DSS    | 8.14   | 3     | 2.71  | 3.24   | .022*| [.00, .03]      |                 |                               |
| Autonomy                  | 8.93   | 1     | 8.93  | 10.67  | .001**| [.01, .09]      |                 |                               |
| Intention of using DSS    | 0.80   | 3     | 0.80  | 0.32   | .012 | [.00, .01]      |                 |                               |

Notes. \( N = 244 \). LL and UL represent the lower-limit and upper-limit of the partial \( \eta^2 \) confidence interval.
in each scenario, the degree to which the scenario seemed realistic and imaginable, as well as the level of job experience of the described scenario. Participants were able to differentiate the degree of autonomy and job experience as intended. Furthermore, scenarios were rated to be comprehensive, realistic, and imaginable.

The online study was set up according to a $2 \times 3$ factorial design (high job experience vs. low job experience x low (highlight emails) vs. partial (move emails) vs. full (delete emails) autonomy). This result in a total of 6 vignettes that participants were asked to rate concerning their expected reduction of information load, expected technostress, and intention of using the DSS. In order to avoid sequence effects, the order of the manipulations (autonomy and job experience) were randomly varied between participants.

### 3.1.3. Measures
All dependent variable measures were administered after each of the six vignettes. To assess reduced information load, technostress, and intention to use, the same measures were used as in study 1.

### 3.2. Results

#### 3.2.1. Descriptive statistics and preliminary analysis
Scale means, standard deviations, and inter-correlations of all dependent variables are presented in Table 3. Cronbach’s alpha for reduced information load and technostress were both acceptable with $\alpha = 0.79$. No significant differences were found concerning the student and the non-student sample or prior experience with DSS. Prior DSS use was therefore not included in the analysis. Additionally, there was no significant difference in the outcome variables between the student and non-student sample.

#### 3.2.2. Hypotheses testing
As in study 1 we used R (R Core Team, 2013) and lme4 (Bates et al., 2012) to perform mixed two-way repeated measure ANOVAs. As fixed effects we entered autonomy and job experience into the model. As random effects, we added intercepts for subjects.

Hypothesis 1 assumed that with increasing autonomy, levels of information load would decrease and thus ratings of expected information load reduction would increase. When comparing autonomy levels (low, partial, full), the means of information load reduction (see Table 3) differed in the expected direction with a significant main effect, $F(2, 2495) = 504.02, p < .001, \eta_p^2 = 0.27$. Post hoc comparison of means (Bonferroni corrected) showed significant differences in expected information load ratings between all three levels of autonomy (all $ps < .001$). Thus, results showed a negative relationship between autonomy and expected information load reduction, supporting Hypothesis 1.

Hypothesis 2 proposed that autonomy is positively related to expected technostress, with high autonomy being associated with high technostress. Analysis showed highest ratings of expected technostress with high autonomy and lowest ratings of technostress with low autonomy (see Table 3). There was a significant main effect of autonomy on expected technostress $F(2, 2495) = 518.91, p < .001; \eta_p^2 = 0.37$. Post hoc comparison of means (Bonferroni corrected) indicate significant differences of expected technostress between autonomy scenarios (all $ps < .001$). As results indicate a positive relationship between autonomy and technostress, Hypothesis 2 was also supported.

In Hypothesis 3, we assumed a negative relationship between autonomy and the intention of using the DSS with low levels of autonomy being associated with high intention of using the DSS. Table 3 shows that the intention of using the DSS was indeed highest in the low autonomy scenario compared to the full autonomy scenario and medium ratings in the partial autonomy scenario (significant main effect, $F[2, 2495] = 1071.07, p < .001, \eta_p^2 = 0.44$). Ratings of user intention (post hoc comparison of means, Bonferroni corrected) differed significantly between the three autonomy scenarios (all $ps < .001$). As findings show a negative relationship between autonomy and intention of using the DSS, Hypothesis 3 was also supported.

Further, we analyzed the moderating role of job experience on expected information load, expected technostress, and intention of using the DSS (Hypothesis 5). Concerning job experience, interaction effects were confirmed (Information load reduction: $F[2, 2495] = 6.85, p < .001; \eta_p^2 = 0.01$; Technostress: $F[2, 2495] = 18.45, p < .001; \eta_p^2 = 0.01$; User intention: $F[2, 2495] = 27.58, p < .001; \eta_p^2 = 0.02$). Post hoc analysis (Bonferroni corrected) confirmed significant differences between the high and the low tenure condition (all $ps < .001), revealing a significantly greater information load reduction, lower technostress, and higher user intentions in individuals in the high job experience condition. Therefore, Hypothesis 5 was confirmed.

Analyses confirmed all of the proposed relationships. At the same time, effect sizes (see Table 4) indicate that particularly autonomy is a predictor of user reactions, compared to the interaction between autonomy and job experience.

### 4. Discussion

The aim of the present study was to extend current research on the use of DSS at work by highlighting the effect of DSS autonomy. Specifically, the present study aimed to differentiate the effects of autonomy on cognitive, affective, and behavioral user reactions. Based onHCI and psychological stress research, in two vignette studies, we tested the effects of autonomy, represented by different task stages (study 1) and different levels of user control (study 2), on users’ information load, technostress, and user intention. Furthermore, we studied the moderating effect of technology and job experience in two different types of DSS. In line with our hypotheses, we found high autonomy to be associated with high information load reduction. However, with increasing

---

### Table 3

| Measures                  | Job-experience | Autonomy  |          |          |          |          |          |          |          |          |          |          |
|---------------------------|----------------|-----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|----------|
|                           |                | low       | partial  | full     | low      | partial  | full     |          |          |          |          |          |
|                           |                | M         | SD       | M        | SD       | M        | SD       | 1        | 2        |          |          |          |
| 1 Information load reduction | Low            | 2.84      | 1.01     | 3.64     | 0.87     | 3.77     | 0.89     |          |          |          |          |          |
|                           | High           | 2.92      | 1.07     | 3.95     | 0.78     | 4.08     | 0.78     |          |          |          |          |          |
|                           | total .79      | 2.88      | 1.04     | 3.80     | 0.70     | 3.92     | 0.71     |          |          |          |          |          |
| 2 Technostress            | Low            | 2.19      | 1.01     | 2.92     | 1.06     | 3.66     | 1.03     |          |          |          |          |          |
|                           | High           | 1.76      | 0.79     | 2.15     | 0.95     | 3.14     | 1.01     |          |          |          |          |          |
|                           | total .79      | 1.98      | 0.75     | 2.54     | 0.85     | 3.40     | 0.90     | -.114* [-21, -.02] |          |          |          |          |
| 3 Intention of using DSS  | Low            | 3.98      | 1.12     | 2.79     | 1.24     | 1.42     | 0.88     |          |          |          |          |          |
|                           | High           | 3.82      | 1.19     | 3.28     | 1.34     | 1.87     | 1.20     | .375** [.29, .45] |          |          |          |          |
|                           | total          | 3.90      | 0.95     | 3.04     | 1.10     | 1.64     | 0.82     | -.353** [-45, 25] |          |          |          |          |

Notes. $N = 500$. *$p < .05$ (two-sided). **$p < .01$. ***$p < .001$ (two-sided).

---
autonomy, participants reported higher levels of technostress and lower intentions of using the DSS. Only in study 2, the proposed effect of autonomy on user reactions was confirmed.

**Information load reduction** was assumed to be highest when more task stages were automated by the DSS and the system had full autonomy (Hypothesis 1). Indeed, expected reduction of information load was highest when DSS were described with high autonomy. Increasing levels of DSS autonomy allow users to delegate tasks without being required to take further user action, thus decreasing information processing requirements. Results also indicate that the type of task stage that is delegated to the system may impact user reactions. In study 1, LOA 3 (i.e. the system takes over the first three task stages, the user performs the last ask stage) resulted in the lowest mean ratings of information load reduction across all autonomy conditions. Although the effect of autonomy on information load reduction was confirmed in study 2, no significant effect was found in study 1. This may have particularly resulted from the DSS in study 1 generally being described as decreasing information load more than the DSS described in study 2. In general, DSS with increasing autonomy can be considered beneficial to users by decreasing risks of information overload. However, when receiving preset action plans by the systems, this can potentially increase perceived information load. This is in line with prior studies, which have associated high LOA with high levels of mental workload (Balfe et al., 2015). One potential reason for this could be that employees still feel required to check and compare the action plans suggested by the system. Since the employee is still responsible for executing the action (e.g. calling back a customer and suggesting a product), they might still face potential consequences from the action. The question of who is responsible for a system’s actions is highly relevant, especially as more autonomous systems are used in many areas of life (e.g. autonomous cars). Further research is needed to explain this mechanism.

Furthermore, we argued that while a reduction of information load is beneficial to users, delegating tasks to autonomous systems also comes with drawbacks. In both studies participants were expecting to experience higher levels of technostress when autonomy was high. However, Hypothesis 2 was only supported in study 2. In study 1, mean expected technostress was highest at LOA 3 compared to all other levels. As stated in previous studies (e.g. Flemisch et al., 2012), using technology with high autonomy may lead to feelings of uncertainty or ambiguity and in turn to more negative reactions towards a technology. Uncertainty might be more elevated when it is not clear how task stages were processes by the system but the user has to implement actions. This contrast between high autonomy being beneficial to information load while still increasing technostress has to be emphasized when developing and implementing technological tools at context. Objective benefits of a system may not always be related to subjective perceptions and employee outcomes, such as increased technology demands (see e.g. Day et al., 2010, 2012).

**Table 4** Mixed repeated measures ANOVAs Study 2.

|                          | SS     | df | MS        | F       | p        | Partial $\eta^2$ | Partial $\eta^2$ 90% CI |
|--------------------------|--------|----|-----------|---------|----------|------------------|----------------------|
| **Information load reduction** |        |    |           |         |          |                  |                      |
| Autonomy                 | 646.58 | 2  | 323.29    | 504.02  | .001***  | .273             | [.26, .31]           |
| Job experience           | 41.22  | 1  | 41.22     | 64.27   | .001***  | .023             | [.02, .04]           |
| Job experience x Autonomy| 8.79   | 2  | 4.40      | 6.85    | .001***  | .005             | [.00, .01]           |
| **Technostress**         |        |    |           |         |          |                  |                      |
| Autonomy                 | 1037.82| 2  | 518.91    | 781.57  | .001***  | .373             | [.36, .41]           |
| Job experience           | 249.41 | 1  | 249.41    | 348.85  | .001***  | .125             | [.11, .15]           |
| Job experience x Autonomy| 15.40  | 2  | 7.70      | 18.45   | .001***  | .009             | [.00, .02]           |
| **Intention of using DSS**|       |    |           |         |          |                  |                      |
| Autonomy                 | 2585.35| 2  | 1292.68   | 1071.07 | .001***  | .436             | [.44, .48]           |
| Job experience           | 50.18  | 1  | 50.18     | 41.58   | .001***  | .015             | [.01, .03]           |
| Job experience x Autonomy| 66.58  | 2  | 33.29     | 27.58   | .001***  | .019             | [.01, .03]           |

Notes. N = 500. LL and UL represent the lower-limit and upper-limit of the partial $\eta^2$ confidence interval.

Derived from theoretical assumptions of the TAM (Venkatesh & Bala, 2008) we further argued (Hypothesis 3), that participants would be more inclined to set the **intention of using the DSS** when the system is designed with low autonomy. This was confirmed in both studies. Again, in study 1, users rated LOA 3 the least positive, indicating a low intention to use the system. These results are in line with the theoretical assumptions proposed by Norman (1994), who proposes that in order for users to accept a DSS, a system should not be fully autonomous in order to retain a certain degree of user control. However, the present results also indicate, that the effect is not merely due to the degree of task sharing between user and system but also the types of tasks that are being shared. These reactions may be related to the way job roles change when decision-making power is delegated to the system. While not having the autonomy to choose the course of action, users’ tasks are reduced to monitoring actions of the system and screening for potential errors. This change of job roles may be central to how users react to a specific system.

We further assumed that different types of experience, that is **technology** (Hypothesis 4) and **job experience** (Hypothesis 5) impact the relationship between autonomy and user reactions. Literature shows that one reason why individuals develop technostress is the gap between technologies’ capabilities and individuals’ knowledge concerning the technologies’ actions (Ragu-Nathan et al., 2008). In the present studies, only job experience appeared to be a moderator of the relationship between autonomy and user reactions. Regarding technology experience, while being a significant predictor of technostress and user intentions, no significant interaction effects were found. These results may be due to the broad measure of technology experience used in this study. While user reactions were measured with regards to the described DSS, technology experience was measured on a general level, not distinguishing between different types of technologies.

We initially assumed that the experience individuals acquire while working in a position helps to decrease feelings of insecurity when being faced with ambiguous work situations (e.g. the implementation of a new, autonomous technology). Although interaction effects were found for all dependent variables, effect sizes were small. Nevertheless, these results could indicate that when more task processing stages are delegated to a system (i.e. high autonomy) job experience will play a more important role with regards to information load and user intention. This is in line with previous findings, which suggest that users with a higher level of job experience are more likely to trust and rely on highly autonomous systems (e.g. Manzey et al., 2009; Ulfert & Scherer, 2020). At the same time, results indicate that concerning affective reactions (i.e. technostress), job experience could play an important role, even when autonomy is low. Although in this study job experience was experimentally varied as part of the vignette scenarios, results could indicate that when autonomy is high, employees will experience similar levels of technostress, regardless of their job experience.
In the experimental setup, two different types of DSS were described. Study 1 focused on a system completing multiple, interdependent tasks, whereas study 2 focused on a DSS that only completes a single type of task. While it is difficult to directly compare the results of the two studies, the different DSS could have further influenced user reactions. For example, in study 2, mean ratings of user intention were generally lower, compared to study 1, across all levels of autonomy. Similarly, ratings of information load reduction were slightly higher in study 1. These differences may be related to different perceptions of the DSS usefulness, consequently impacting users’ intentions (see e.g. Venkatesh & Bala, 2008). Potentially, delegating many tasks to a DSS may initially be perceived as highly useful. However, it is unclear if this perception persists after extended DSS use or if these differences were due to the study’s setup. Further exploration will be necessary to understand how employees perceive systems with varying capabilities and how user reactions develop over continued use.

The present study offers first insights into how individuals perceive DSS within the work context. Highly autonomous systems can be used to decrease individuals’ information load. However, it is not only the degree to which tasks are shared between user and system that defines users’ perception of the DSS. Rather it is the type of task stages that are being processed by the user or the system that impact user reactions. We found that especially when the course of action was selected by the system (task stage: decision making), user reactions were less positive. For example, in study 1, participants rated user intention to be higher, when the system would take over the complete process compared to users implementing courses of actions that are suggested by the system. It can be argued, that users experience a loss of control, whenever decisions are performed by the system rather than the user. Research in the field of DSS similarly reports that users display resistance towards systems when decision-making is delegated to the system (Giboney et al., 2015). In their analysis of reasons for resistance, Jiang et al. (2000) argue that one main reason is uncertainty. Furthermore, they argue, that the level of participation additionally impacts resistance, with low user participation leading to more resistance. In study 1, being unable to decide on the course of actions could have led to individuals expecting to experience more technostress and set lower intention to use such a system. Furthermore, although results concerning experience were only partially supported, they could indicate that when systems are highly autonomous, having a higher level of technology or job experience leads to more positive evaluations of the system.

4.1. Implications for practice

In order for organizations and employees to get the greatest benefit from implementing intelligent DSS in the workplace, it is important to not only consider the objective benefits (e.g. decrease of information load) of such systems. In fact, system characteristics can greatly impact employees’ cognitive as well as affective reactions towards such systems. The results of the present study as well as prior DSS research, underline the importance of involving the user (user participation) especially in task processing stages such as decision making, in order to minimize negative reactions or resistance. Partial autonomy may thus be most beneficial for employees, as it may lead to higher performance while avoiding negative user reactions that may be associated with high autonomy systems (see e.g. Endsley, 2016). Employees’ experience may positively influence user reactions as technology or job-related skills and knowledge can decrease feelings of ambiguity or uncertainty (e.g. Jiang et al., 2000). Training of technological and job skills could positively influence employees’ overall perception of and reactions towards DSS and technology in general. As individuals become more familiar with the use of technologies at work, this could also decrease uncertainties when interacting with intelligent systems and therewith increase perceptions of usefulness.

4.2. Limitations and future research

Despite the promising results of the presented studies, some critical remarks have to be made to optimize future studies. Limitations of the study lie in its applied method of vignette technique as well as the measures.

Firstly, despite vignettes being an economical method, vignette scenarios can only serve as a representation of a fictional scenario (Aguinis & Bradley, 2014; Karren & Barringer, 2002) and thus restricting ecological validity. Even though, results of the pretests and the manipulation checks confirmed that participants correctly understood the task, measured reactions towards the DSS are highly subjective and not necessarily representative of a realistic work setting that comes with various stressors and environmental influences. Thus, the effects of this implementation on external validity and generalizability of results have to be taken into consideration when interpreting results (Aguinis & Bradley, 2014). With little previous research on how users react to different levels of autonomy, the goal of this study was to generate first evidence concerning the role of autonomy in a controlled environment. Therefore, the vignette technique proved to be an appropriate method for addressing this research question. Future studies should further address the role of autonomy in more realistic scenarios, such as interacting with DSS in a laboratory experiment, or in field studies. However, as long as intelligent DSS are not commonly used in the workplace, we recommend focusing on replicating the results of the present study in laboratory experiments to gain a better understanding of the role of autonomy on users’ cognitive, affective, and behavioral reactions towards DSS. For instance, laboratory studies could focus on studying how user reactions develop over time and whether negative reactions decrease as users get more used to using the DSS. Such a design helps to avoid sequence effects and allows to study the effects in a longitudinal rather than a cross-sectional design. This further allows to study the relationships between the dependent variables of this study (information load, technostress, user intention) in more detail, to gain an understanding of how, for example, technostress impacts user intentions. Thus, future studies should further refine the proposed research model by including the significant relationships between the different user outcomes.

Secondly, there are limitations regarding the measure of expertise and technostress used in this study which may have influenced the results. In study 1, we used a general 1-item self-rating measure of technology experience. At the same time, participants were asked to rate their reactions towards a very specific DSS, therewith creating a contrast in the levels of generality of the measures. Future studies should thus address general as well as specific technology experience and consider changes of expertise levels over time. Additionally, related measures such as general technology affinity, computer literacy, or computer self-efficacy, should also be included and differentiated from technology experience. Measures of personality (e.g. openness) could further explain differences in prior experience and user reactions. This will enable a better understanding of whether it is more specific or general aspects that impact DSS interaction. Based on prior research, it may be assumed that individuals with high computer self-efficacy and computer literacy will also be more likely to rate the use of DSS positively, develop less technostress, and be more willing to use DSS at work (Eastin & LaRose, 2006). However, how these constructs independently impact user reactions is still unclear. Future studies should particularly aim to get a better understanding of how individual-level factors, such as specific as well as more generalized experiences and competences, impact user reactions and develop measures to assist employees to adapt better to technologies used in their work environment. With respect to the measure of technostress, results must be interpreted with caution. Although the study offered interesting results, participants were asked to imagine interacting with a DSS, which, most likely, did not result in participants experiencing technostress. In real-life interaction scenarios, interacting with an actual DSS may lead to users experiencing some
degree of technostress, resulting in different or more pronounced results. We would therefore like to highlight, that this study focused on participants’ subjective rating of expected technostress. This subjective rating may be more closely related to the overall perception of the DSS’s characteristics, its usefulness, and ease of use. Therefore, in order to fully understand the relationship between DSS autonomy and technostress, further research will be required which monitors technostress while users interact with DSS (e.g. in experiments). Longitudinal studies will be required to investigate long-term effects on the experience of strain and stress.

Additionally, future studies should further address cultural, team, and organizational level factors as suggested in previous studies (e.g. Lee & See, 2004) as well as relationships between the different user outcomes. Emerging technologies are rapidly changing today’s work environment. Therefore, it is more important than ever to understand why employees may experience negative user outcomes and how we can assist them by including these insights into technology and work design processes.

4.3. Conclusion

Overall, the present paper offers a first glimpse into employees’ reactions when delegating information processing tasks to intelligent DSS and how these reactions change when agency between the user and the system shifts. We particularly highlighted the importance of autonomy and its effects on cognitive, affective, and behavioral user reactions. In conclusion, it can be argued, that for decreasing individual information load, different types of DSS can serve as a helpful tool, especially when DSS are designed to take over many task processing stages. However, this is also dependent on the types of task stages that are being delegated and may come with negative user reactions such as high technostress or low user intentions.

In the development of user-centered DSS that support employees, the balance between autonomy, the type of delegated task stages, and user reactions poses challenges. By intensively studying measures to further reduce feelings of ambiguity and increase users’ feelings of control and participation, DSS pose a unique opportunity for efficiently and effectively decreasing individuals’ information load at work. In order to do so, it is crucial to find ways to make users comfortable with sharing tasks with autonomous systems, such as DSS. Based on the results of our study it may be derived, that by increasing employees’ technology and job experience, feelings of insecurity or ambiguity could be decreased, and therewith negative user reactions. This could, for instance, be done by enabling and encouraging individuals to increasingly work with DSS and offer training to gain positive experiences with these systems. At the same time, designers of technological systems should take these individual differences into account and develop DSS that are human-centered. The present study offers starting points for developing user-centered DSS that support users in information processing tasks at work.
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