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Abstract—The recent research has established an analogy between successive interference cancellation in slotted ALOHA framework and iterative belief-propagation erasure-decoding, which has opened the possibility to enhance random access protocols by utilizing theory and tools of erasure-correcting codes. In this paper we present a generalization of the and-or tree evaluation, adapted for the asymptotic analysis of the slotted ALOHA-based random-access protocols, for the case when the contending users experience different channel conditions, resulting in packet loss probability that varies across users. We apply the analysis to the example of frameless ALOHA, where users contend on a slot basis. We present results regarding the optimal access probabilities and contention period lengths, such that the throughput and probability of user resolution are maximized.

I. INTRODUCTION

Slotted ALOHA and its many variants are popular random access mechanisms used in various networks, e.g., cellular or satellite networks. The current rise of machine-to-machine (M2M) communications, with substantially increased number of terminals and different traffic patterns with respect to human-centric communications, requires efficient random access mechanisms and their redesign and enhancements are one of the main interests of M2M research community. An important research track in this direction is use of successive interference cancellation (SIC) in slotted ALOHA-based protocols [1]–[3]. Particularly, the work presented in [2] identified the analogies between SIC in framed slotted ALOHA and the iterative belief-propagation (BP) decoding of fixed-rate erasure-correcting codes, enabling the application of erasure-coding theory and tools.

The asymptotic analysis in terms of symbol erasure probability of erasure-correcting codes is standardly performed using and-or tree evaluation technique, first presented in [4], and applied in its original form for the slotted ALOHA case in [2], [3]. However, both in [2], [3], the underlying assumption is that the contending terminals are able to perform perfect power control, and thus experience the uniform probability of packet loss. These results are not readily transferable to the case when link quality and packet loss vary across terminals.

In this paper we derive the generalization of the and-or tree evaluation when the contending terminals experience different packet-loss probabilities. This assumption introduces fundamental differences with respect to the standard and-or tree evaluation used in erasure coding, where all input symbols contained (i.e., encoded) in a given output symbol have the same potential to contribute to the decoding process and there is no concept of varying quality across input symbols. In contrast, in a random access setting, the probability that a packet is successfully decoded depends on the channel conditions of the user sending the packet, irrespective if there was a single user sending in the slot, or there were multiple users sending, but the packets of other users were removed with SIC. The presented analysis can be applied to any slotted ALOHA-based method in which the user access strategy depends on the channel conditions. We instantiate it for the case of frameless ALOHA [3], providing insights on the relations between user access strategy, channel conditions, throughput and probability of successful resolution of user transmission, which hold in general for any coded slotted ALOHA access method.

A. Related Work

An extension of the and-or tree evaluation for the case of unequal error protection (UEP) rateless codes was assessed in [5], where input symbols are divided into classes with different selection probabilities when encoding the output symbol. This was further generalized for the case of expanding-window LT codes [6]. Another extension was made for the case of distributed LT codes [7], where the encoding is performed independently by sources that can access only subsets (i.e., classes) of input symbols, and the outputs of the sources are combined by a relay. This was developed further in [8], where the relay, according to some probability distribution, choose either to forward or combine outputs of the sources that perform distributed encoding. Finally, a generalization of and-or tree evaluation where input and output symbols are divided into classes and selection probability of input symbols depend both on the output and input symbol class, was presented in [9]. The presented work is closely related to [9], as we also consider the case in which there are classes of users (i.e., input symbols), and slots (i.e., output symbols). We assume that the division of the users into classes depends on the experienced channel conditions, which determines the user access strategy. Our main contribution is the incorporation of the effects of unequal channel conditions into analysis; to the best of our knowledge, this has not been addressed in the previous work, as it is inherent to the random access framework.

II. SYSTEM MODEL

We assume that there are $N$ contending users, divided into $L$ classes $U_l$, $l = 1, ..., L$, according to their probability of packet loss; the term packet loss denotes the event when a user...
transmits interference-free and its packet is lost due to noise-induced errors. Thus, the probability of packet loss depends only on the transmission power and channel conditions. The packet loss probability for class $U_1$ is $e_1$ and a fraction of $a_1$ users belongs to $U_1$, $\sum_i a_i = 1$. The length of the contention period is $M$ slots, where $M$, in general, does not have to be a priori fixed value. The slots are divided into $J$ classes $S_j$, $j = 1, \ldots, J$, and fraction of $b_j$ slots belongs to class $S_j$, $\sum_j b_j = 1$. Finally, the expected fraction of transmissions of class $U_1$ users taking place in class $S_j$ slots is given by $p_{ij}$; without loss of generality, we assume that:

$$p_{ij} = \frac{\alpha_{ij}}{a_i N}, \quad (1)$$

where $\alpha_{ij}$ are suitably chosen constants. The above framework is depicted in Fig. 1 showing connections among users and slots at class levels. We note that this framework is applicable both to framed ALOHA, where the users select transmission slot in a frame, and to slotted ALOHA, where the users decide whether to transmit or not on an individual slot basis.

Every user transmission consists of a replica of the same packet and a pointer to other replicas. The resolution of user transmissions is executed in the same way as iterative BP erasure-decoding. First, slots containing a single packet (i.e., degree one slots) are identified and corresponding transmissions resolved. In the next step, using pointers contained in the resolved packets, the slots containing the packet replicas are identified and the replicas are removed, potentially resulting with new degree one slots and instigating new iterations of the algorithm. We assume a perfect interference cancellation, i.e., once a user packet is resolved, all its replicas are perfectly removed. This implies that whether a slot is useful or not when its degree is reduced to one, eventually depends on the packet-loss probability of the remaining packet.

III. AND-OR TREE EVALUATION

First, we briefly introduce the notation and terminology, following the standard introduced in [4]. For the general introduction on the and-or tree evaluation, we refer the interested reader to [4, 10]. Denote a generic user from class $U_i$ by $u_i$ and a generic slot from $S_j$ by $s_j$. By $\lambda_{ij}^{(d)}$ denote the probability that user $u_i$ is connected to $d$ slots from class $S_j$, i.e., the probability that the degree of $u_i$ with respect to class $S_j$ is $d$. The node-oriented degree distribution of $u_i$ with respect to $S_j$ is $\lambda_{ij}^{(d)}(x) = \sum_{d=0}^{\infty} \lambda_{ij}^{(d)} x^d$, and the edge-oriented degree distribution of $u_i$ with respect to $S_j$ is $\lambda_{ij}^{(d)}(x) = \sum_{d=0}^{\infty} \lambda_{ij}^{(d)} x^d$. Similarly, by $\Omega_{ij}^{(d)}$ denote the probability that the slot $s_j$ is connected to $d$ users from class $U_i$, i.e., the probability that the degree of $s_j$ with respect to $U_i$ is $d$. The node-oriented degree distribution of $s_j$ with respect to $U_i$ is $\Omega_{ij}^{(d)}(x) = \sum_{d=0}^{\infty} \Omega_{ij}^{(d)} x^d$, and the edge-oriented degree distribution of $s_j$ with respect to $U_i$ is $\Omega_{ij}^{(d)}(x) = \sum_{d=0}^{\infty} \Omega_{ij}^{(d)} x^d$. Denote the probability that the transmission of user $u_i$ is not resolved during the $i$-th iteration of the and-or tree evaluation by $y_i(i)$; by default we assume $y_i(0) = 1$. The evaluation of $y_i(i)$ through iterations is given by the following theorem.

**Theorem 1.**

$$y_i(i) = \prod_j \lambda_{ij} \left( 1 - \sum_m \frac{\Omega_{ij}^{(m)}(1)}{\beta_j} (1 - e_m) \prod_k \omega_{jk} (1 - y_k(i - 1)) \right), \quad (2)$$

where $\beta_j = \sum_m \Omega_{ij}^{(m)}(1)$ is the expected degree of $s_j$ and $i = 1, 2, \ldots$.

**Proof:** Assume that the degree of $u_i$ with respect to $S_j$ is $d_j$, for $1 \leq j \leq J$. Using the standard “or” argument, it is easy to show that:

$$y_i(i) = \prod_j r_j^{d_j}(i - 1), \quad (3)$$

where $r_j(i - 1)$ is the probability that a slot $s_j$ sends a not-resolved (i.e., erasure) message in the previous iteration. Averaging over $d_j$, $1 \leq j \leq J$, yields:

$$y_i(i) = \prod_j \lambda_{ij}(r_j(i - 1)), \quad (4)$$

where, with slight notation abuse, $y_i(i)$ also denotes the average. Now, assume that the degree of $|s_j|$ with respect to $U_k$ is $d_k$, for $1 \leq k \leq L$. The probability that a slot sends a not-resolved message, assuming that the last user that remains unresolved after SIC execution belongs to class $U_m$, is:

$$r_j(i - 1) = 1 - (1 - e_m) \prod_k (1 - y_k(i - 1))^d_k. \quad (5)$$

where the product term stems from the standard “and” argument. Averaging over $d_k$, $1 \leq k \leq L$, yields:

$$r_j(i - 1) = 1 - (1 - e_m) \prod_k \omega_{jk} (1 - y_k(i - 1)), \quad (6)$$

where $r_j(i - 1)$ is used to denote the average, as well. Finally, averaging over all user classes with respect to the last
unresolved user, (5) becomes:

\[ r_j(i - 1) = 1 - \sum_m \Omega_j^j(1) \beta_j(1 - e_m) \prod_k \omega_jk(1 - y_k(i - 1)), \]

(7)

where \( \Omega_j^j(1) \) is the expected fraction of edges incident to \( u_m \) that are also incident to \( s_j \). Substituting (7) in (3) completes the proof.

The probability of resolving transmission of \( u_l \) is simply

\[ P_R = 1 - \lim_{i \to \infty} y_l(i). \]

The expected fraction of resolved users and the expected throughput, which are among key performance indicators of random access schemes, are:

\[ P_R = \sum_l a_l P_R, \]

(8)

\[ T = \frac{N P_R}{M} = \sum_l a_l P_R \frac{1}{1 + \epsilon}, \]

(9)

where \( \epsilon = \frac{M}{N} - 1 \).

Going back to the system model, as depicted in Fig. 1 it could be shown that \( \Omega_j^j(1) = \alpha_m N p_{mj} = \alpha_{mj} \), \( \beta_j = \sum_n a_n j \) and \( \Omega_j^j(1) = \alpha_{mj} \). Furthermore, we draw attention to another important fact, which generally holds for any slotted ALOHA-based scheme. As users perform access independently and uncoordinatedly, slot degrees cannot be controlled directly, in contrast to the typical erasure-coding scenarios. It is straightforward to show that the probability that the degree of \( s_j \) with respect to \( U_l \) is \( d \) equals:

\[ \Omega_j^j(d) = \left( \frac{\alpha d}{d} \right) \left( 1 - p_{j} \right)^{\alpha d - d} \approx \frac{\alpha d}{d} e^{\alpha d}, \]

(10)

and the corresponding node-oriented and edge-oriented degree distributions are:

\[ \Omega_j^j(x) = \omega_j^j(x) = e^{-\alpha d (1-x)} \]

(11)

Finally, we note that this generalization of the and-or tree evaluation is similar in flavor to the version of and-or tree lemma presented in [4], where the “and” nodes can be short-circuited to evaluate to zero with a predefined probability, irrespective to the values of input messages. However, a crucial difference in this case analyzed here is that the evaluation of “and” nodes zero depends both on the packet-loss probability and user access strategy through \( \Omega_j^j(1) \), see (2), posing a different optimization problem.

IV. RESULTS

In this section we exemplify Theorem 1 for the case of frameless ALOHA [3]. The key feature of frameless ALOHA is that users randomly and independently decide to transmit on a slot basis, using predefined slot access probability. The slot access probability \( p_{ui \rightarrow s_j} \) depends both on the user class \( U_l \) and slot class \( S_j \), and is set to be equal to:

\[ p_{ui \rightarrow s_j} = p_{ij} = \frac{\alpha_{ij}}{a_l N}, \]

(12)

i.e., \( p_{ui \rightarrow s_j} \) is equal to the expected fraction of transmissions of class \( U_l \) users taking place in class \( S_j \) slots, see Section II

and Eq. (1). The length of the contention period \( M \) is not a priori set, and it lasts until a predefined criterion is satisfied; the termination criterion could be related to maximization/optimization of the fraction of resolved users [3] and/or throughput [9]. We note that the proposed access method was inspired by the encoding of rateless codes [11], [12]. However, in contrast to the standard rateless coding, neither input nor output distributions can be directly controlled in the random access framework.

It is straightforward to show that in this case the probability that the degree of user \( u_j \) with respect to class \( S_j \) is \( d \), is:

\[ \Lambda_j^j(d) = \left( \frac{b_j M}{d} \right) \left( 1 - p_{ij} \right)^{b_j M - d} \approx \frac{b_j M p_{ij}^d}{d!} e^{-b_j M p_{ij}} \]

(13)

\[ = \left( \frac{b_j p_{ij}}{a_l} \right)^d \left( 1 + \epsilon \right)^d e^{-\left(1+\epsilon\right)^d \alpha_{ij}}. \]

(14)

Further, it could be shown that the node-oriented and edge-oriented degree distributions of \( u_j \) with respect to \( S_j \) are:

\[ \Lambda_j^j(x) = \lambda_j^j(x) = e^{-\left(1+\epsilon\right)^d \alpha_{ij}}. \]

(15)

The substitution of (15) and (11) into (2) instantiates the theorem for the proposed random access method.

We apply the derived asymptotic analysis to the example consisting of the following scenarios: (1) single user class and packet-loss probability \( e^1 = 0 \), (2) single user class and \( e^2 = 0.375 \), and (3) two user classes, equal fractions of user belonging to each class, i.e., \( \alpha_1^1 = 0.5 \) and \( \alpha_2^2 = 0.5 \), and \( e^1 = 0.25 \) and \( e^2 = 0.5 \). In all cases we assume a single slot class; therefore, for scenarios (1) and (2) \( \alpha(x) = \beta(x) \), \( x = 1, 2 \), and for scenario (3) \( \alpha(1) = \alpha(2) = \beta(1) \) (henceforth, we omit the subscripts corresponding to the user and slot classes when they are not required). Our aim is to find parameters \( \alpha \) that asymptotically maximize the expected throughput.

Fig. 2 depicts maximal expected throughput \( T \) and corresponding maximal probability of resolution \( P_R \) and optimal expected slot degree \( \beta \), as functions of the ratio of the number of slots vs number of users \( M/N \). In other words, Fig. 2 shows what is the optimal \( \beta \) that yields maximal \( P_R \) and \( T \) in Figs. 2c and 2a for each value of \( M/N \).

Comparison of the results for scenarios (1) and (2) reveals that, asymptotically, the overall maximal expected throughputs are \( T_{\text{max}}^{(1)} \approx 0.87 \) and \( T_{\text{max}}^{(2)} \approx 0.55 \), respectively; the corresponding lengths of the contention period are \( M_{\text{opt}}^{(1)} \approx 1.05N \) and \( M_{\text{opt}}^{(2)} \approx 1.7N \) slots, while \( P_R^{(1)} = P_R^{(2)} \approx 0.93 \) and \( \beta_{\text{opt}}^{(1)} = \beta_{\text{opt}}^{(2)} \approx 3.1 \). These results are in line with a general reasoning that \( \frac{T_{\text{max}}^{(1)}}{M_{\text{opt}}^{(1)}} = \frac{M_{\text{opt}}^{(2)}}{M_{\text{opt}}^{(2)}} = \frac{1-e^{-e^1}}{1-e^{-e^2}}, \)

while \( P_R \) and \( \beta \) should be the same.

Further, the results corresponding to scenario (3) show that \( T_{\text{max}}^{(3)} \approx 0.65 \), which is obtained for \( M_{\text{opt}}^{(3)} \approx 0.7N, \alpha_1^{(3)} \approx 3.1 \) and \( \alpha_2^{(3)} = 0 \). In other words, with respect to throughput maximization, the best strategy is to allow contention only among users with lower packet-loss probabilities (i.e., better
channel conditions) and to silence the rest; this conclusion is also in line with expectations. Following this insight, it could be shown that $\alpha^{(3)}_1 = \frac{1 - e^{-\alpha^{(3)}}}{1 - e^{-\alpha^{(1)}}}$ and that $\frac{\alpha^{(2)}}{\alpha^{(1)}} = \frac{1 - e^{-\alpha^{(2)}}}{\alpha^{(1)}(1 - e^{-\alpha^{(3)}})}$. On the other hand, if one aims to attain the overall high probability of user resolution $P_{R}^{(3)}$, which includes users belonging to the second class as well, this comes at the expense of lower expected throughput. As $P_{R}^{(3)}$ increases and reaches $P_{R}^{(2)}$, $\alpha^{(3)}_2$ increases, but always remains lower than $\alpha^{(3)}_1$. At the same time, $T_{\text{max}}^{(3)}$ tends to $T_{\text{max}}^{(2)}$, as now the average packet-loss probability of scenario (3) tends to packet-loss probability of scenario (2).

V. DISCUSSION AND CONCLUSIONS

The presented analysis could be generally applied for the case when there is no power control, and its results used for a broader category of optimization problems, apart from the demonstrated throughput maximization. For instance, one could further subdivide the users into classes with respect to the importance of their messages, and, following the presented methodology, derive and analyze the performance of the user access strategy. Finally, we note that further generalizations of the and-or tree evaluation could include the impacts of imperfect SIC and capture effect, as outlined in [2].
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