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1. Introduction

The hazard rate function (also known as failure rate function) is an important reliability characteristic. It deals with the failure of the system at the time, say \( t \), given that the system has not failed prior to time \( t \). Among the hazard rate functions, the bathtub-shaped hazard rate curve is well known in reliability engineering. It represents the failure behavior of various engineering systems having initially a decreasing failure rate during the very first phase, a relatively constant failure rate in the middle part of the life (usually called useful life period), and finally an increasing failure rate in the last phase. In the context of the reliability theory, these three phases are known, respectively, as burning, random, and wear-out failure regions.

In the last two decades, many new life distributions capable of modeling data with the bathtub-hazard rate function have been introduced in the literature. Most of them are the modifications and extensions of the two-parameter Weibull distribution. For example, a three-parameter exponentiated Weibull (EW) by Mudholkar and Srivastava [1] has a bathtub-shaped hazard function. A three-parameter modified Weibull extension (MWEx) by Xie et al. [2] exhibits data modeling with a bathtub shape. The truncated Weibull distribution by Zhang and Xie [3] has a bathtub-shaped hazard function. The two-parameter flexible Weibull extension (FWEx) by Bebbington et al. [4] has increasing, decreasing, or bathtub-shaped. A three-parameter generalization of the Weibull model proposed by Ahmad [5] and a new interesting extension of the Weibull model called Zubair–Weibull (ZW) distribution proposed by Ahmad [5] are capable of modeling the data exhibiting the bathtub-shaped failure rate. A three-parameter extended alpha power transformed Weibull (EAPTW) by Ahmad et al. [6] and a three-parameter new extended alpha power transformed Weibull (NEAPTW) by Ahmad et al. [7] are all having failure rate function that can be increasing, decreasing, or bathtub-shaped.

Lai et al. [8] proposed a new modification of the Weibull distribution called modified Weibull (MW) by multiplying \( e^{\lambda x} \) with the cumulative hazard rate function (CHRF) of the Weibull model given by
\[ F(x) = 1 - e^{-\beta x^e \lambda}, \quad x \geq 0, \alpha, \beta, \lambda > 0. \]  

Recent studies of the modified Weibull include beta-modified Weibull (BMW) by Silva et al. [9]; Bayes analysis of MW by Upadhyay and Gupta [10]; and Bayes analysis of MW using the MCMC approach [11]. A four-parameter Additive Weibull (AW) with bathtub-shaped hazard rate function consisting of two 2-parameter Weibull distributions proposed by Xie and Lai [12] is given by
\[ F(x) = 1 - e^{-\beta x^\alpha \gamma}, \quad x \geq 0, \alpha, \beta, \gamma > 0. \]  

A five-parameter new modified Weibull (NMW) by Almalki and Yuan [13] has cumulative distribution function (CDF) given by
\[ F(x) = 1 - \frac{(1 + x)}{1 + \alpha e^{\beta x^\gamma}}, \quad x \geq 0, \alpha, \beta, \gamma > 0. \]  

The key goal of the modification and extension forms of the Weibull model is to describe and fit the data sets with a nonmonotonic hazard rate, such as the bathtub, unimodal, and modified unimodal hazard rate. Many extensions of the Weibull distribution have achieved the above purpose. However, while the number of parameters has increased up to 5 or more, the forms of the survival and hazard functions become complicated and the parameter estimation will be more difficult. On the other hand, unfortunately, some of the modifications do not have a closed form for their CDFs. Furthermore, as we have seen, the bathtub and the modified unimodal shapes have three phases: initially decreasing phase, relatively constant phase, and then an increasing phase for the bathtub shape and the phases of the modified unimodal shape are initially increasing, then decreasing, and then increasing again. The main weakness of some of the modified Weibull distributions is that they are unable to fit the last phase of the bathtub shape.

Due to importance of the statistical distributions in reliability engineering and other related fields, researchers have shown a serious interest to propose new distributions. The new developments have been made through a number of approaches. One approach is to consider a convex combination of two survival functions and generate a new function as
\[ S(x) = \eta_1 S_1(x) + (1 - \eta_2) S_2(x), \]  
where \( 0 < \eta_1, \eta_2 < 1 \) and \( \eta_1 + \eta_2 = 1 \). This approach of introducing new functions is named as a mixture of distributions. One may also generate a new function by looking at a linear combination with two cumulative hazard rate functions as
\[ H(x) = \beta H_1(x) + \sigma H_2(x). \]  
In terms of CHRF, the CDF can be expressed as
\[ G(x) = 1 - e^{-H(x)}, \]  
where the CHRF, denoted by \( H(x) \), satisfies the following conditions:
1. \( H(x) \) is a differentiable nonnegative and increasing function of \( x \),
2. \( \lim_{x \to 0^+} H(x) \to 0 \) and \( \lim_{x \to +\infty} H(x) \to \infty \).

The probability density function (PDF) corresponding to (7) is given by
\[ g(x) = h(x)e^{-H(x)}. \]  

The modified Weibull extensions proposed by Xie and Lai [12]; Sarhan and Zaindin [15]; Almalki and Yuan [13]; and Lemonte et al. [16] belong to the class (7) with bounded \( H(x) \). In this article, however, a new function \( \log H(x) \) replaces \( H(x) \) to relax the boundary conditions. Hence, the expression (6) can be written as
\[ H(x) = H_1(x) \times H_2(x). \]  

The modified Weibull distributions suggested by Xie et al. [2]; Lai et al. [8]; and Bebbington et al. [4] belong to the class (9). The expression (9) can be expressed as
\[ \log H(x) = \beta \log H_1(x) + \sigma \log H_2(x). \]  
Here, a mixture of the two logarithms of cumulative hazard rate functions, taken as \( \log H_1(x) = x^\alpha \) and \( \log H_2(x) = \{-1/(x^\beta)\} \), is used to introduce a new model called, new flexible extended Weibull (NFEW) distribution. So, the expression (10) can be written as
\[ H(x) = e^{\beta x^\alpha \{1/x^\beta\}}. \]  

Using (11) in (7), one arrives at the CDF of the NFEW distribution. The new model is capable of modeling lifetime data with unimodal, modified unimodal, or most importantly with bathtub-shaped failure rates.

The rest of the paper is organized as follows: Section 2 provides the definition and sketch of the proposed distribution. Some basic mathematical properties are derived in Section 3. Section 4 offers the estimation of the model parameters. Certain characterizations of the proposed distribution are discussed in Section 5. Two real-life applications are presented in Section 6. Finally, some concluding remarks are provided in Section 7.

2. New Flexible Extended Weibull Distribution

The CDF of the NFEW distribution is given by
\[ F(x) = 1 - \exp\left\{-e^{(\beta x^\alpha \{1/x^\beta\})}\right\}, \quad x \geq 0, \alpha, \beta, \sigma, \lambda > 0. \]  

The probability density function (PDF) corresponding to (12) is
posed model in practice are the following:

2.1. Motivations. The key motivations for using the proposed model in practice are the following:

(1) The distribution function as well as the survival function of the proposed model have closed forms.
(2) It is capable of modeling data with monotonic and nonmonotonic failure rates.
(3) The proposed model is capable of modeling the last phase of the bathtub-shaped failure rate function closely (see Figure 2).
(4) It has a long constant failure rate period (as shown in Figure 3) which is capable to model the second phase of the bathtub-shaped failure rate.
(5) It is capable of modeling the last phase of the bathtub-shaped failure rate closely (see Figure 3).
(6) It may provide a better fit to the reliability data having a bathtub-shaped failure rate function than the other well-known bathtub-shaped extensions of the Weibull distribution with the same and higher number of parameters.

3.3. Moments. Generally speaking, we always need to keep in mind the importance of the moments in any statistical analysis particularly in applied fields. For example, through moments, the important characteristics such as tendency, dispersion, skewness, and kurtosis of a distribution can be studied. If $X$ has the NFEW distribution with parameters vector $(\alpha, \beta, \lambda, \sigma)$, the $r$th moment of $X$ is derived as

$$
\mu_r = \int_0^\infty x^r f(x)dx.
$$

Using (13) in (17), we obtain

$$
\mu_r = \sum_{i=0}^\infty \sum_{j=0}^\infty \frac{(-1)^{i+j+1}}{i! j!} \left\{ \alpha \beta \int_0^\infty \frac{x^r x^{\alpha(j+1)-1}}{\sigma \Gamma(r+\alpha(j+1)-2\lambda)} e^{-\sigma x^{\alpha(j+1)}} dx \right\} + \lambda \sigma \int_0^\infty x^r x^{\alpha(j+1)-1} e^{-\sigma x^{\alpha(j+1)}} dx.
$$

Finally, the following expression is observed:

$$
\mu_r = \sum_{i=0}^\infty \sum_{j=0}^\infty \frac{(-1)^{i+j+1}}{i! j!} \left\{ \alpha \beta \lambda \Gamma(r+\alpha(j+1)-2\lambda) + \lambda \sigma \Gamma(r+\alpha j-(\lambda-1)-2\lambda) \right\} 
\times \frac{\Gamma(r+\alpha(j+1)-\lambda-1-2\lambda)}{\sigma (i+1)^{\alpha(j+1)-2\lambda}}.
$$

3.4. $h$th Order Negative Moments. The $h$th order negative moment of the NFEW random variable $X$ is derived as

$$
\mu_{-h} = \int_0^\infty x^{-h} f(x)dx,
$$

$$
\mu_{-h} = \int_0^\infty x^{-h} \left( \alpha \beta x^{\alpha-1} e^{-\beta x^{\alpha}(\sigma x^\alpha)} \right) \exp\left\{ -e^{-\beta x^{\alpha}(\sigma x^\alpha)} \right\} dx.
$$
We have the following expression:

\[ \mu'_{\alpha, \beta} = \sum_{i=0}^{\infty} \sum_{j=0}^{\infty} \frac{(-1)^i (i+1)! \beta^j}{i! j!} \cdot \left\{ \frac{\alpha \beta \lambda \Gamma(\alpha (j+1) - h - 2/\lambda)}{\sigma (i+1)^{\alpha(j+1) - h - 2/\lambda}} + \lambda^2 \sigma \frac{\Gamma(\alpha j - (\lambda - 1) - h - 2/\lambda)}{\sigma (i+1)^{\alpha(j+1) - h - 2/\lambda}} \right\}. \]  

(21)

3.5. Order Statistics. Let \( X_1, X_2, \ldots, X_k \) be a random sample from NFEW distribution with parameters \((\alpha, \beta, \sigma, \lambda)\) and let \( X_{(1:k)} \leq \ldots \leq X_{(k:k)} \) be the corresponding order statistics. The density function of \( X_{(r:k)} \) for \( r = 1, 2, 3, \ldots, k \) is given by

\[ f_{r:k}(x) = \frac{f(x)}{B(r, k-r+1)} \sum_{v=0}^{k-r} \binom{k-r}{v} (-1)^v F(x)^{v+r-1}, \]

(22)
4. Maximum Likelihood Estimation

In this section, the maximum likelihood estimates of the model parameters are obtained. Let \( x_1, x_2, \ldots, x_k \) be observed values of a random sample from the NFEW distribution with parameters \((\alpha, \beta, \sigma, \lambda)\). Then, the log-likelihood function of this sample is

\[
\ln L = \sum_{i=1}^{k} \log \left( \frac{a \beta x_i^\alpha - (\lambda x_i^{\alpha \beta})}{x_i^{\alpha \beta}} \right) + \sum_{i=1}^{k} \left( \beta x_i^\alpha - \frac{\sigma}{x_i^\beta} \right) - \sum_{i=1}^{k} e^{(\beta x_i^\alpha - (\sigma x_i^\beta)).}
\]

(23)

Computing the partial derivatives of (23) with respect to the model parameters and then setting the result equal to zero, one has

\[
\frac{\partial}{\partial \alpha} \ln L = \beta \sum_{i=1}^{k} \frac{(ax_i^{\alpha-1} \log(x_i) + x_i^{\alpha-1})}{(a \beta x_i^{\alpha-1} + (\lambda \sigma / x_i^{\alpha \beta+1}))} + \beta \sum_{i=1}^{k} x_i^{\alpha} \log(x_i) - \beta \sum_{i=1}^{k} \log(x_i) x_i^{\alpha} e^{(\beta x_i^\alpha - (\sigma x_i^\beta))} = 0,
\]

(24)

\[
\frac{\partial}{\partial \beta} \ln L = \sum_{i=1}^{k} \frac{ax_i^{\alpha-1}}{(a \beta x_i^{\alpha-1} + (\lambda \sigma / x_i^{\alpha \beta+1}))} + \sum_{i=1}^{k} x_i^{\alpha} - \sum_{i=1}^{k} x_i^{\alpha} e^{(\beta x_i^\alpha - (\sigma x_i^\beta))} = 0,
\]

(25)

\[
\frac{\partial}{\partial \sigma} \ln L = \sum_{i=1}^{k} \frac{\lambda / x_i^{\alpha \beta+1}}{(a \beta x_i^{\alpha-1} + (\lambda \sigma / x_i^{\alpha \beta+1}))} - \sum_{i=1}^{k} \frac{1}{x_i^\beta} + \sum_{i=1}^{k} \frac{e^{(\beta x_i^\alpha - (\sigma x_i^\beta))}}{x_i^\lambda} = 0,
\]

(26)

\[
\frac{\partial}{\partial \lambda} \ln L = \sum_{i=1}^{k} \frac{\sigma}{(a \beta x_i^{\alpha-1} + (\lambda \sigma / x_i^{\alpha \beta+1}))} \left( \frac{x_i^{\alpha \beta+1} - \lambda x_i^{\alpha \beta+1} \log(x_i)}{(x_i^{\alpha \beta+1})^2} \right) + \sum_{i=1}^{k} \frac{\log(x_i)}{x_i^\lambda} - \sigma \sum_{i=1}^{k} \frac{e^{(\beta x_i^\alpha - (\sigma x_i^\beta))} \log(x_i)}{x_i^\lambda} = 0.
\]

(27)

From (24)–(27), it is clear that these expressions do not have closed form solutions. Therefore, the estimates of the model parameters can be obtained numerically by using the iterating procedure. The “SANN” algorithm is used in the R language to obtain the numerical estimates of the model parameters in this paper.

5. Characterizations

In this section, we present certain characterizations of NFEW distribution. The first characterization is based on the hazard function, the second one is based on the ratio of two truncated moments, and the third is based on conditional expectation of certain function of the random variable.

5.1. Characterization in terms of Hazard Function. The hazard function \( h_\ell (x) \) of a twice differentiable distribution function, \( F(x) \), satisfies the following first order differential equation:

\[
\frac{f'(x)}{f(x)} = \frac{h_\ell (x)}{h_F (x)} - h_F (x).
\]

(28)
It should be mentioned that for many univariate continuous distributions, the above equation is the only differential equation available in terms of the hazard function. In this section, we present a characterization of NFEW which is not of the above trivial form.

**Proposition 1.** Let $X: \Omega \longrightarrow (0, \infty)$ be a continuous random variable. The random variable $X$ has PDF (13) if and only if its hazard function $h_F(x)$ satisfies the following differential equation:

$$
h'_F(x) - \left( \frac{\alpha \beta x^{\alpha-1} + \lambda \sigma}{x^{\alpha+2}} \right) h_F(x) = \left( \frac{\alpha (\alpha - 1) \beta x^{\alpha-2} - \frac{\lambda (\lambda + 1) \sigma}{x^{\alpha+2}}} {x^{\alpha+2}} \right) \exp \left\{ \beta x^\alpha - \frac{\sigma}{x^\alpha} \right\}, \quad x > 0. \tag{29}$$

**Proof.** If $X$ has PDF (13), then clearly the above differential equation holds. Now, if the differential equation holds, then

$$
\frac{d}{dx} \left[ \exp \left\{ - \left( \beta x^\alpha - \frac{\sigma}{x^\alpha} \right) \right\} h_F(x) \right] = \frac{d}{dx} \left( \frac{\alpha (\alpha - 1) \beta x^{\alpha-2} - \frac{\lambda (\lambda + 1) \sigma}{x^{\alpha+2}}} {x^{\alpha+2}} \right) = \frac{d}{dx} \left( \frac{\alpha \beta x^{\alpha-1} + \lambda \sigma}{x^{\alpha+1}} \right), \quad x > 0, \tag{30}
$$

which gives the hazard function corresponding to the PDF given by (13). \qed

5.2. Characterizations Based on Two Truncated Moments.

In this section, we present characterizations of the NFEW distribution in terms of a simple relationship between two truncated moments. Our first characterization employs a theorem due to Glänzel [18], see Theorem 1 of the Appendix. Note that the result holds also when the CDF $F(x)$ does not have a closed form. As shown by Glänzel [19], this characterization is stable in the sense of weak convergence.

**Proposition 2.** Let $X: \Omega \longrightarrow (0, \infty)$ be a continuous random variable and let $q_1(x) \equiv 1$ and $q_2(x) = \exp \left[ - \frac{1}{2 \exp (\beta x^\alpha - (\sigma/x^\alpha))} \right]$ for $x > x$. The random variable $X$ has PDF (13) if and only if the function $\eta(x)$ defined in Theorem 1 has the form

$$
\eta(x) = \frac{1}{2} \exp \left\{ - \left( \beta x^\alpha - \frac{\sigma}{x^\alpha} \right) \right\}, \quad x > 0. \tag{31}
$$

**Proof.** Let $X$ be a random variable with PDF (13), then

$$(1 - F(x))E(q_1(X) \mid X \geq x) = \frac{1}{2} \exp \left\{ - \left( \beta x^\alpha - \frac{\sigma}{x^\alpha} \right) \right\}, \quad x > 0,$$

$$(1 - F(x))E(q_2(X) \mid X \geq x) = \frac{1}{2} \exp \left\{ -2 \left( \beta x^\alpha - \frac{\sigma}{x^\alpha} \right) \right\}, \quad x > 0,$$

and finally

$$
\eta(x)q_1(x) - q_2(x) = \frac{1}{2} \exp \left\{ - \left( \beta x^\alpha - \frac{\sigma}{x^\alpha} \right) \right\} < 0, \quad x > 0. \tag{33}
$$

Conversely, if $\eta(x)$ is given as above, then

$$
\eta'(x)q_1(x) \frac{\eta(x)q_1(x) - q_2(x)}{\eta(x)q_1(x) - q_2(x)} = \left( \frac{\alpha \beta x^{\alpha-1} - \lambda \sigma}{x^{\alpha+1}} \right) \exp \left\{ \beta x^\alpha - \frac{\sigma}{x^\alpha} \right\}, \quad x > 0. \tag{34}
$$

Now, in view of Theorem 1, $X$ has density (13). \qed

**Corollary 1.** Let $X: \Omega \longrightarrow (0, \infty)$ be a continuous random variable and let $q_1(x)$ be as in Proposition 2. The random variable $X$ has PDF (13) if and only if there exist functions $q_2(x)$ and $\eta(x)$ defined in Theorem 1 satisfying the following differential equation:

$$
\frac{\eta'(x)q_1(x)}{\eta(x)q_1(x) - q_2(x)} = \left( \frac{\alpha \beta x^{\alpha-1} - \lambda \sigma}{x^{\alpha+1}} \right) \exp \left\{ \beta x^\alpha - \frac{\sigma}{x^\alpha} \right\}, \quad x > 0. \tag{35}
$$

**Corollary 2.** The general solution of the differential equation in Corollary 1 is

$$
\eta(x) = \exp \left\{ - \left( \beta x^\alpha - \frac{\sigma}{x^\alpha} \right) \right\} \left[ - \int \left( \frac{\alpha \beta x^{\alpha-1} - \lambda \sigma}{x^{\alpha+1}} \right) \cdot \exp \left\{ \beta x^\alpha - \frac{\sigma}{x^\alpha} \right\} \exp \left\{ - \left( \beta x^\alpha - \frac{\sigma}{x^\alpha} \right) \right\} \times (q_1(x))^{-1} q_2(x) dx + D \right], \tag{36}
$$

where $D$ is a constant. We like to point out that one set of functions satisfying the above differential equation is given in Proposition 2 with $D = 0$. Clearly, there are other triplets $(q_1, q_2, \eta)$ which satisfy conditions of Theorem 1.

5.3. Characterization Based on the Conditional Expectation of Certain Function of the Random Variable. In this section, we employ a single function $\psi$ of $X$ and characterize the distribution of $X$ in terms of the truncated moment of $\psi(X)$. The following proposition has already appeared in Hamedani [20], so we will just state it here which can be used to characterize the NFEW distribution.

**Proposition 3.** Let $X: \Omega \longrightarrow (e, f)$ be a continuous random variable with CDF $F(x)$. Let $\psi(x)$ be a differentiable function on $(e, f)$ with $\lim_{x \to e^+} \psi(x) = 1$. Then, for $\delta \neq 1$,

$$
E[\psi(X) \mid X \geq x] = \delta \psi(x), \quad x \in (e, f), \tag{37}
$$

if and only if

$$
\psi(x) = (1 - F(x))^{(1/\delta) - 1}, \quad x \in (e, f). \tag{38}
$$
Remark 1. For \((e, f) = (0, \infty)\), \(\psi(x) = \exp[-\exp(\beta x^\alpha - (\alpha/x^\beta))]\), and \(\delta = (1/2)\), Proposition 3 provides a characterization of the NFEW distribution.

6. Applications

For the practical illustration, the results of applying the NFEW distribution to two well-known data sets with bathtub-shaped failure rates are compared to other modified forms of the Weibull distribution such as the exponentiated Weibull (EW) by Mudholkar and Srivastava [1]; Additive Weibull by Xie and Lai [12]; Marshall–Olkin Weibull (MOW) by Marshall and Olkin [21]; new modified Weibull by Almalki and Yuan [13]; and additive Perks–Weibull by Singh [14]. The EW distribution is one of the most interesting modifications of the Weibull distribution offering data modeling with non-monotonic failure rate function.

The hazard function of the AW distribution is very interesting, offering data modeling with bathtub-shaped hazard rate function. Since there are two modes of failure (early and degradation) in the data set, Xie and Lai [12] showed that it would be better to consider a model with additive hazard containing one decreasing and one increasing hazard rates for analyzing data having a bathtub shape. Almalki and Yuan [13] showed that the NMW distribution fits these two data sets better than beta-modified Weibull (BMW), AW, and modified Weibull distribution by Sarhan and Zaindin [15]. The MOW model is another prominent extension of the Weibull model which has been used for modeling data in reliability engineering and other related fields. Recently, Singh [14] showed that the APW distribution fits these two data sets better than NMW and AW distributions.

The densities of the competing models are given as follows:

1. The Additive Weibull distribution by Xie and Lai:

\[
f(x) = (a^2c^2a - \theta x^{\alpha - 1}e^{-\beta x^\alpha - \gamma x^\beta}), \quad x > 0, a, \beta, \gamma > 0.
\] (39)

2. The new modified Weibull by Almalki and Yuan:

\[
f(x) = (a^2c^2a - x^{\alpha - 1}(x + \theta) e^{-\beta x^\alpha - \gamma x^\beta}), \quad x > 0, a, \beta, \gamma, \theta > 0.
\] (40)

3. The additive Perks–Weibull by Singh:

\[
f(x) = \left(\frac{\alpha \lambda e^{-x^\alpha}}{1 + \alpha e^{-x^\alpha}} - \theta x^{\alpha - 1}\right) \left(1 + \frac{1}{\lambda e^{-x^\alpha}} - \gamma x^\beta\right), \quad x > 0, a, \beta, \gamma, \theta > 0.
\] (41)

4. The exponentiated Weibull by Mudholkar and Srivastava:

\[
f(x) = \alpha \lambda x^\alpha - \beta x^\alpha (1 - e^{-\beta x^\alpha})^{\gamma - 1}, \quad x > 0, a, \beta, \gamma > 0.
\] (42)

5. The Marshall–Olkin Weibull by Marshall and Olkin:

\[
f(x) = \frac{a \beta \theta x^\alpha - \beta x^\alpha}{(1 - (1 - \theta)(1 - e^{-\beta x^\alpha}))}, \quad x > 0, a, \beta, \theta > 0.
\] (43)

The analytical measures for model comparison such as the Akaike information criterion (AIC), Bayesian information criterion (BIC), Kolmogorov–Smirnov (KS) statistic, and the corresponding \(p\) value are considered. Using these statistical measures, it is shown that the NFEW distribution provides a better fit than the competing models.

6.1. Arset Data. The first data set representing the lifetimes of 51 devices taken from [22] is as 0.1, 0.2, 1, 1, 1, 1, 2, 3, 6, 7, 1, 1, 12, 18, 18, 18, 18, 21, 32, 36, 40, 45, 46, 47, 50, 55, 60, 63, 67, 67, 67, 72, 75, 79, 82, 82, 83, 84, 84, 85, 85, 85, 85, 86, and 86. Many authors have analyzed this data set, including Mudholkar and Srivastava [1]; Xie and Lai [12]; Lai et al. [8]; Sarhan and Zaindin [15]; and Silva et al. [9]. This data set is known to have a bathtub-shaped hazard rate as shown by the scaled TTT-transform plot (Figure 4). Table 1 provides maximum likelihood estimates (MLEs) of the parameters of the NFEW model and other competing distributions with standard errors in brackets, and the goodness of fit measures are provided in Table 2. From Table 2, it is clear that the proposed model could be chosen as the best model among the fitted models since it has the lowest values of the AIC, BIC, and KS. From Figure 5, it is clear that the CDF of NFEW fits the data well and its survival function follows the Kaplan–Meier estimate closely.

6.2. Meeker and Escobar Data. The second data set representing the failure times of a sample of 30 devices taken from Meeker and Escobar [23] are given by 2, 10, 13, 23, 28, 30, 35, 60, 80, 88, 106, 143, 147, 181, 173, 212, 245, 247, 261, 266, 275, 293, 300, 300, 300, 300, 300, 300, 300, 300, and 300. These data have a bathtub-shaped hazard function as indicated by the scaled TTT-transform plot (Figure 6). The maximum likelihood estimates of the model parameters with standard errors in brackets are provided in Table 3. Again, the proposed distribution provides a better fit than the other competing distributions, as can be seen from Table 4. From Figure 7, it can easily be detected that the CDF of NFEW fits the data well.
Figure 4: The PP-plot of the NFEW distribution and time scale TTT-transform plot for Arset data.

Table 1: MLEs with their standard errors in brackets for the Arset data.

| Dist. | \( \hat{\beta} \) (10^{-6}) | \( \hat{\alpha} \) (10^{-10}) | \( \hat{\gamma} \) (10^{-9}) |
|-------|-----------------------------|-----------------------------|-----------------------------|
| NFEW  | 2.011 (1.20) \times 10^{-6} | 2.133 (3.10) \times 10^{-9} | 0.186 (1.00) |
| EW    | 1.373 (0.184)              | 0.002 (0.201)              | 0.495 (0.079)              |
| MOW   | 0.707 (0.3698)             | 0.131 (0.259)             | 3.620 (4.4248)             |
| NMW   | 7.01 (1.50) \times 10^{-7} | 0.071 (0.031)             | 0.016 (3.602)             |
| AW    | 0.086 (0.036)              | 1.13 (5.18) \times 10^{-8} | 0.102 (4.004)             |
| APW   | 7.15 (4.36) \times 10^{-17} | 0.443 (0.005)         | 0.0532 (0.020)         |

Table 2: Summary values of the models fitted to the Arset data.

| Dist. | AIC  | BIC  | KS   | p value |
|-------|------|------|------|---------|
| NFEW  | 430.70 | 438.49 | 0.084 | 0.806 |
| EW    | 485.97 | 491.77 | 0.201 | 0.036 |
| MOW   | 488.88 | 494.68 | 0.178 | 0.076 |
| NMW   | 435.86 | 445.48 | 0.088 | 0.803 |
| AW    | 451.09 | 458.71 | 0.127 | 0.365 |
| APW   | 433.75 | 441.40 | 0.091 | 0.804 |

Figure 5: The Kaplan–Meier survival plot (a) and estimated CDF (b) of the NFEW distribution for Arset data.
Figure 6: The PP-plot of the NFEW distribution and time scale TTT-transform plot for Meeker and Escobar data.

Table 3: MLEs with their standard errors in brackets for Meeker and Escobar data.

| Dist. | $\hat{\beta}$ | $\hat{\alpha}$ | $\gamma$ | $\hat{\theta}$ | $\hat{\lambda}$ | $\hat{\sigma}$ |
|-------|----------------|----------------|----------|----------------|----------------|----------------|
| NFEW  | 0.019 (0.0196) | 3.94 (0.914)   |          | 0.372 (0.095) | 0.973 (0.263)  |
| EW    | 1.086 (0.0807) | 0.003 (0.0017) |          | 1.076 (0.2522) |                |
| MOW   | 1.013 (0.2698) | 0.009 (0.1059) |          | 3.458 (1.4248) |                |
| NMW   | $5.99 \times 10^{-8}$ ($8.164 \times 10^{-8}$) | 0.024 (0.019) | $0.012 (1.29)$ | 0.629 (0.15) | 0.056 (0.024) |
| AW    | 0.019 (0.018) | $1.320 \times 10^{-7}$ ($7.435 \times 10^{-8}$) | $0.604 (0.197)$ | 2.830 (0.974) |                |
| APW   | $5.424 \times 10^{-12}$ ($8.062 \times 10^{-8}$) | 0.088 (0.002) | $0.011 (0.009)$ | 0.807 (0.171) |                |

Table 4: Summary values of the models fitted to Meeker and Escobar data.

| Dist. | AIC | BIC | KS | $p$ value |
|-------|-----|-----|----|-----------|
| NFEW  | 341.09 | 347.76 | 0.131 | 0.876 |
| EW    | 375.49 | 379.70 | 0.224 | 0.104 |
| MOW   | 371.93 | 376.13 | 0.223 | 0.098 |
| NMW   | 344.49 | 351.46 | 0.148 | 0.482 |
| AW    | 364.28 | 369.83 | 0.191 | 0.197 |
| APW   | 343.82 | 349.42 | 0.134 | 0.655 |

Figure 7: The Kaplan–Meier survival plot (a) and estimated CDF (b) of the NFEW distribution for Meeker and Escobar data.
7. Concluding Remarks

In this study, a new flexible extended Weibull distribution with a nonmonotone hazard rate function is proposed and investigated by taking into account a convex combination of the logarithms of two cumulative hazard functions. The resulting hazard rate function of the proposed model is capable of accommodating different shapes of the failure rates including bathtub shape to describe the failure behavior of a variety of real lifetime data sets. Some mathematical properties of the proposed model have been studied. Three different characterizations of the proposed distribution are presented. The estimates of the model parameters are obtained via the method of maximum likelihood estimation. Finally, two real data sets with a bathtub-shaped failure rate, as indicated by the scaled TTT-transform plots, have been analyzed for illustrative purposes. For these data sets, some goodness of fit measures along with the p values are calculated to compare the goodness of fit of the proposed model to the other competing distributions. These measures reveal that the proposed distribution provides the best fit to these bathtub-shaped data than the other distributions considered. To support the numerical results, empirical CDF and Kaplan–Meier plots are also sketched which show that the CDF of the NFEW model fits the data well, and its survival function follows the Kaplan–Meier estimate very closely. We hope that the proposed model will attract wider applications in the reliability engineering and other related fields.

Appendix

**Theorem 1.** Let \((\Omega, F, P)\) be a given probability space and let \(H = [d, e]\) be an interval for some \(d < e (d = -\infty, e = \infty)\) as well be allowed. Let \(X: \Omega \rightarrow H\) be a continuous random variable with the distribution function \(F(x)\) and let \(q_1(x)\) and \(q_2(x)\) be two real functions defined on \(H\) such that

\[
E(q_2(X) \mid X \geq x) = E(q_1(X) \mid X \geq x)\eta(x), \quad x \in H,
\]

(A.1)

is defined with some real function \(\eta(x)\). Assume that \(q_1(x), q_2(x) \in C^1(H), \eta(x) \in C^2(x),\) and \(F(x)\) is twice continuously differentiable and strictly monotone function on the set \(H\). Finally, assume that the equation \(\eta(x)q_1(x) = q_2(x)\) has no real solution in the interior of \(H\). Then, \(F(x)\) is uniquely determined by the functions \(q_1(x), q_2(x),\) and \(\eta(x)\), particularly,

\[
F(x) = \int_a^x \frac{\eta'(u)}{\eta(u)q_1(u) - q_2(u)} \exp(-s(u))du, \quad (A.2)
\]

where the function \(s(u)\) is a solution of the differential equation \(s'(u) = (\eta'(u)q_1(u)/\eta(u)q_1(u) - q_2(u))\) and \(C\) is the normalization constant, such that \(\int_0^1 dF = 1\).
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