Automated EEG sleep staging in the term-age baby using a generative modelling approach
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Abstract

Objective. We develop a method for automated four-state sleep classification of preterm and term-born babies at term-age of 38–40 weeks postmenstrual age (the age since the last menstrual cycle of the mother) using multichannel electroencephalogram (EEG) recordings. At this critical age, EEG differentiates from broader quiet sleep (QS) and active sleep (AS) stages to four, more complex states, and the quality and timing of this differentiation is indicative of the level of brain development. However, existing methods for automated sleep classification remain focussed only on QS and AS sleep classification.

Approach. EEG features were calculated from 16 EEG recordings, in 30 s epochs, and personalized feature scaling used to correct for some of the inter-recording variability, by standardizing each recording’s feature data using its mean and standard deviation. Hidden Markov models (HMMs) and Gaussian mixture models (GMMs) were trained, with the HMM incorporating knowledge of the sleep state transition probabilities. Performance of the GMM and HMM (with and without scaling) were compared, and Cohen’s kappa agreement calculated between the estimates and clinicians’ visual labels.

Main results. For four-state classification, the HMM proved superior to the GMM. With the inclusion of personalized feature scaling, mean kappa (±standard deviation) was 0.62 (±0.16) compared to the GMM value of 0.55 (±0.15). Without feature scaling, kappas for the HMM and GMM dropped to 0.56 (±0.18) and 0.51 (±0.15), respectively.

Significance. This is the first study to present a successful method for the automated staging of four states in term-age sleep using multichannel EEG. Results suggested a benefit in incorporating transition information using an HMM, and correcting for inter-recording variability through personalized feature scaling. Determining the timing and quality of these states are indicative of developmental delays in both preterm and term-born babies that may lead to learning problems by school age.
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1. Introduction

In the Neonatal Intensive Care Unit (NICU), both term-born and preterm infants are treated. Preterm infants are born at <37 weeks postmenstrual age (PMA, the age since the last menstrual cycle of the mother) and are the largest group of patients treated in the NICU. These patients are mostly discharged at a PMA of >36 weeks. Preterms are of heightened vulnerability and are at most risk of disturbances to normal brain development during this period of acute illness, that may only become apparent by school-age [1–4]. On the other hand, term-born infants (PMA of >37 weeks) are admitted because of congenital anomalies or acute perinatal disease. Both cohorts of babies spend a large proportion of their early life in sleep, whereby the brain continues to build complex cortical pathways leading to memory and enhanced cognition [5, 6]. Better understanding of the precise nature and transitions of the different sleep states can help identify potential developmental delays early, which result from these various cognitive stresses [7–11].

Neonatal sleep from 28 weeks PMA is broadly separated into quiet sleep (QS), active sleep (AS) and Wake. AS is also known as rapid-eye movement (REM) sleep, as periods of REM are typical during this state, as well as variable breathing, heart rate, and motion. QS (non-REM sleep), on the other hand, is characterized by reduced eye movement, regular breathing, and a steadier heart rate [5, 12–14]. These sleep states are also identifiable (and well documented) using multichannel electroencephalogram (EEG) recordings, which can be non-invasively measured in the NICU [5, 12, 13, 15, 16]. There is also a further indeterminate state defined as having non-EEG characteristics of AS and EEG characteristics of QS, or vice versa, which often occurs when transitioning from one sleep state to the next [12, 17–21].

From preterm to beyond term-age, the proportions and characteristics of these EEG sleep states change, as illustrated in figure 1(a). It is only at the onset of term-age (36–37 weeks PMA), that differentiation to further complex sleep patterns can be defined from the EEG, based on particular changes in amplitude and frequency behaviours [5, 12, 15, 16, 22–25]. AS separates into two forms, denoted AS I and AS II, respectively. AS I is defined by mixed frequency EEG behaviour with variable amplitudes as shown in figure 1(b) and AS II consists of a low-voltage irregular (LVI) pattern with consistently lower amplitudes than AS I (figure 1(c)). Before term-age, QS has a distinct pattern of alternating bursts and suppression called Tracé Discontinu (TD), but by term age, this state has matured into Tracé Alternant (TA), where the suppression periods now have a heightened amplitude (figure 1(d)). There is also a further QS state of high voltage slow-wave (HVS), with higher amplitude, lower frequency characteristics than in AS (figure 1(e)).

Analysing the EEG for both preterm and term-born babies, at term-age, can provide a quantitative measure of the quality of differentiation into the further sub-states, with the absence or prematurity of certain states providing an early indication of delayed sleep development. For instance, the increasing proportion of HVS and decrease of TA (within the same QS state) remains an important indication of normal maturation beyond 38 weeks PMA [25].

However, to achieve this, there is a need to efficiently classify these sleep states automatically, as visual labelling requires expert training and is time consuming in the clinical setting [12]. Achieving automated sleep classification can also improve the quality and timing of neonatal care, intervention, and treatment, while minimizing disturbances to the baby’s sleep [22, 26, 27].

Few methods exist for automated sleep classification at term-age. Turnbull et al uses discrete wavelet transforms (DWT) and EEG features for the specific detection of TA [24], but not the other potentially important sleep states. Gerla et al introduces a ‘hybrid evolutionary approach’ combining features from full polysomnographic (PSG) signals (EEG as well as electrocardiogram (ECG) for heart rate, measures of respiratory rate, body movement, and eye movements) [28]. However, often only EEG (and ECG) are consistently recorded and therefore developing an approach focussed on EEG alone would be more applicable in the NICU.

More recently, De Wel et al developed a supervised approach for the detection of QS and non-QS across a wide range of preterm and term ages, using an LS-SVM classifier and multiscale entropy features [29]. We have also developed an unsupervised method for the successful detection of QS and non-QS periods across a similar age range, called cluster-based adaptive sleep staging (CLASS) [14]. Although successful, these existing approaches cannot classify all four EEG states at term-age. This motivated the development of an approach for automated sleep classification of term-age EEG to achieve precisely this task.

The visual scoring of sleep usually incorporates knowledge of the previous sleep state to influence the decision on the current state, with transitions between certain states physiologically more likely than others [12, 17]. This information can be incorporated using a transition-based generative model, namely the Hidden Markov model (HMM). Often, the observed feature distributions underpinning the HMMs are modelled using Gaussian mixture models (GMMs), as they can fit arbitrarily complex (multi-modal) distributions.

In this paper, we present an HMM classifier to perform automated sleep staging of EEG, using GMMs to model the observed EEG feature distributions. To assess the importance of accounting for sleep-state transitions, we also compare sleep classification by the HMM to classification by the GMM alone. We first present a binary classification, performing broader QS and non-QS state detection as a benchmark to compare these models with existing approaches,
before developing the more complex models for four-state classification.

2. Methods

2.1. Data acquisition and EEG recordings

Data was recorded at the NICU of the University Hospitals, Leuven, Belgium and approved by the ethics committee of the University Hospitals, Leuven. Newborns were enrolled after prior consent by the parents. A total of 16 preterm and term-born newborns of 27–41 weeks gestational age (their age at birth) were pre-selected based on a ‘normal’ developmental outcome at nine and 24 months of age. Normal developmental outcome was defined by:

1. Bayley scores of infant mental and motor development >85,
2. No use of any sedatives or anti-epileptic medication during EEG recording,
3. The absence of any severe cerebral lesions, as assessed by cranial ultrasound.

One EEG recording was measured from each patient at term age, resulting in a total of 16 EEG recordings aged 38–42 weeks PMA. Mean recording length was 7 h 55 min (range 1 h 58 min–17 h 50 min). All EEG recordings were recorded with nine electrodes (Fp1, Fp2, C3, C4, T3, T4, O1, O2 and a reference Cz) at 250 Hz sampling frequency, using the standard 10–20 electrode system. In addition to EEG monitoring, these infants had a full PSG recording with non-cerebral measures including ECG, oxygen saturation, piezo-electric belts (measuring abdominal and thoracic respiratory effort), two electro-oculograms, and a nasal thermistor (for airflow monitoring).

2.2. Visual sleep scoring

EEG segments were visually labelled by two trained raters. The primary rater (AD) identified the start and end periods of the EEG for two states of AS (AS I and AS II), Wake, two states of QS (HVS and TA), indeterminate sleep, and regions of artefact where a clear sleep state could not be identified. The second rater (KJ) reviewed the labels of the primary rater, and identified those that were not agreed on. These ‘dubious’ regions, in addition to artefacts and indeterminate periods, were removed from further analysis.

Sleep states were defined by reviewing both EEG and non-cerebral characteristics, considering the presence of REM, cardiorespiratory regularity, and body movements. AS II and Wake both consist of an LVI pattern and were difficult to distinguish from EEG alone, with non-cerebral characteristics required (eyes open/closed and changes in body movement) to separate the two states [12, 17]. Therefore, for this EEG-based study, these were subsequently merged into a single LVI state, with the final sleep states for classification defined as AS I, HVS, TA and LVI.

2.3. EEG pre-processing and feature extraction

EEG recordings were processed at their original sampling frequency of 250 Hz, and bandpass filtered in the range 0.5–40 Hz, using 250-order FIR low-pass and high-pass filters.

A set of EEG features were calculated as potential candidates for classifying term-age sleep, the majority of which have been well defined in previous EEG studies on preterm and term-age sleep staging, adult sleep staging and newborn seizure detection. The full list is presented in table 1, including references to existing EEG applications and definitions, where relevant.

Features were obtained from the time-domain and Fourier-domain, in the frequency bands delta (0.5–3 Hz), theta (3–8 Hz), alpha (8–12 Hz) and beta (12–30 Hz), including measures of EEG complexity, such as fractal dimension [23–32] and Hjorth parameters [30, 33–36]. To account for the non-stationarity of EEG, we also computed features from wavelet [30, 34–36] and empirical mode decompositions (EMDs) [30, 37].

In addition to these classical metrics, we included recent Multiscale Entropy (MSE) measures that have proven successful for sleep staging in preterm and term-age EEG [29].

The method of line length (LL) provided a robust measure for EEG suppression [38–40], while a measure of peak-to-peak EEG amplitude, called rEEG, was included as it has previously identified burst and suppression periods in newborn EEG with great success [41]. For further details on these MSE, LL, and rEEG features, and calculation of the Fourier and wavelet transforms, we direct the reader to the Appendix.

Previous sleep staging studies in preterms have used epoch lengths as long as 2.5 min [39], with certain features, such as MSE, proving to be unreliable at window lengths as short as 10 s [29]. However, excessively long epoch lengths can miss brief state transitions, while lengths still need to be sufficiently long enough to capture the burst-suppression cycles observed during TA (where suppression lengths are typically ≤6 s [25]). We therefore chose a trade-off epoch length of 30 s, with an overlap of 5 s to account for potential sleep state transitions at the epoch boundaries. Features were calculated for each epoch and EEG channel with the median across channels taken to minimize the effects of channel-specific deviations. A total of 112 features were calculated per epoch.

2.4. Personalized feature scaling

When assessing the feature distributions across states and recordings, the scale and range of the data varied noticeably from one recording to the next. Figure 2(a) illustrates this variability between four patient recordings for the feature: SD of theta band amplitudes, across the four labelled sleep states.

To partially correct for inter-subject variability in the EEG, due to differing electrode placements and baseline changes, ‘personalized feature scaling’ has been proposed to convert the extracted features from different subjects to the same scale [53]. We apply this idea here to correct for inter-recording variability, by standardizing each recording’s features with its own mean and standard deviation. Figure 2(b) shows the same feature and recordings as in figure 2(a), after scaling, showing a reduced variability across recordings.

Each recording was individually scaled before performing subsequent feature selection and classification.

2.5. Feature selection

Feature selection is particularly important when fitting GMM distributions, as too many features can prevent convergence or an optimal fit (the ‘curse of dimensionality’). With a large set of 112 features calculated, high correlations between some features were inevitable. While the covariance of the GMMs can account for some correlation, it could still be problematic if too high.

Several common feature selection methods exist, which aim to maximize the correlation between the features and the sleep state, while most also attempt to remove redundancies between highly correlated features. We chose the method of minimum redundancy maximum relevance (mRMR), which can operate on continuous features by using spearman rank correlation coefficient as the selection criteria, instead of the previously proposed mutual information [54]. The mRMR method finds a trade-off between those features that separate best between sleep states (using the visual labels), and those
Table 1. Features calculated from each EEG epoch, including time-domain and frequency domain measures. References to previous applications in EEG (predominantly for sleep staging) are also provided.

| Feature category       | Feature description                                                                 | References                  |
|------------------------|---------------------------------------------------------------------------------------|----------------------------|
| Time domain            | SD, mean absolute amplitudes                                                         | [14, 31, 34, 36, 42–44]    |
|                        | Max. Absolute amplitude, and sum of first and second derivatives                     | [14, 42]                   |
|                        | Max–min difference of amplitudes                                                     | [14, 42]                   |
|                        | Skewness and Kurtosis                                                                | [23, 31, 33, 34, 36, 44]   |
|                        | Hjorth activity, complexity, mobility                                               | [30, 33–36, 52]            |
|                        | ApEn, SampEn, and MSE (scales 1–10) SD of MSE values                                | [30, 34, 35, 45]           |
|                        | Area under multiscale curve                                                         | [29]                       |
|                        | Average slope of multiscale curve (scales 1–5)                                      | [29]                       |
|                        | Average slope of multiscale curve (scales 6–20)                                     | [29]                       |
|                        | Max MSE value                                                                       | [29]                       |
|                        | Katz and Higuchi fractal dimensions ($k_{max} = 20, 40, 60$)                      | [23, 30–32]                |
|                        | Zero crossing rate                                                                  | [30, 34–36, 46]            |
|                        | Coastline distance                                                                  | [33]                       |
|                        | Mean and SD TKEO values                                                             | [34, 35]                   |
|                        | 90% peak value, width, prominence (SD)                                              | [33]                       |
|                        | LL suppression value (supp)                                                          | [38–40]                    |
|                        | Mean, median, LM (5th percentile), HM (95th percentile), SD, IQR, and skewness of the rEEG | [39, 41]                   |
| Fourier transform      | SD and mean absolute amplitudes in delta, theta, alpha, beta frequency bands        | [10]                       |
| Wavelet decomposition  | Hilbert median envelope amplitude, delta, theta                                       |                            |
| (debauchies-4 wavelet) | Ratio of absolute mean values in adjacent sub bands                                 | [30, 34]                   |
|                        | Sum of squared coefficients in D3, D4, D5, A5 bands                                  | [30, 52]                   |
| EMD                    | Variation coefficients for IMF1–IMF6                                                | [30, 37]                   |
|                        | Fluctuation index of IMF1–IMF6                                                       | [30, 37]                   |
|                        | Mean absolute ratio of each pair of successive IMFs                                 | [47, 48]                   |
|                        | Hilbert median instantaneous frequency, IMF1–IMF6                                    |                            |
| Frequency domain       | Full band power (delta-beta range)                                                  | [32, 35, 36, 49, 50]       |
|                        | Mean frequency                                                                      | [42, 44]                   |
|                        | Spectral roll-off SD, centroid SD, flux SD                                           | [46]                       |
|                        | Power spectral entropy                                                               | [23, 30, 31, 34–36]       |
|                        | 90% spectral edge frequency                                                          | [23, 31, 35, 36, 43, 46]   |
|                        | Relative band power in delta, theta, alpha, beta bands                               | [23, 39, 51]               |
|                        | Mean frequency in delta, theta, alpha, beta bands                                    | [44]                       |
|                        | EEG spectral beta/alpha ratio                                                        | [9]                        |
|                        | Hilbert median instantaneous frequency, delta, theta bands                           |                            |

SD: standard deviation, ApEn: approximate entropy, SampEn: sample entropy, MSE: multiscale entropy, EMD: empirical mode decomposition, IMF: intrinsic mode function, TKEO: Teager–Kaiser energy operator, LL: line length. Delta: 0.5–3 Hz, theta: 3–8 Hz, alpha: 8–12 Hz, beta: 12–30 Hz.

Figure 2. Illustration of personalized feature scaling on each patient recording, to partially correct for inter-recording variability by standardizing each recording with its mean and standard deviation. (a) The original distributions of the feature: SD of theta band amplitudes, across the four sleep states and for four different patient recordings. (b) The corresponding distributions from (a) after personalized feature scaling.
that do not correlate strongly with each other. The output is a full re-ranked list of the features.

2.6. Sleep classification

We denote each recording for classification by a feature matrix, $X$, consisting of $m$ selected features by $n$ epochs, or observations (also referred to as the observation sequence). Each observation in $X$ is represented by an observation vector, $x$ (of length $m$). Models were fitted on a training set of the recordings before classification on the test set. The precise methods for training and testing on the data set, and the tuning of parameters, are detailed in section 2.7.

2.6.1. Classification using GMMs. Each observation vector, $x$, was independently classified to a sleep state, $s$, by generating a posterior probability using a uniquely fitted likelihood distribution, $p(x|s)$, for each state.

GMMs are commonly used to define $p(x|s)$, and can account for some correlation between features (when choosing a full covariance structure). A GMM was fitted to each sleep state distribution using the labelled training data, by Expectation-Maximization [55]. For each sleep state, $p(x|s)$ is defined by:

$$p(x|s) = \sum_{i=1}^{k_s} c_{is} N_i(x; \mu_{is}, \Sigma_{is})$$  \hspace{1cm} (1)

$N_is$ denotes the $i$th Gaussian component of the sleep-state-specific mixture model. Component weights are given by $c_is$, and $\mu_is$ and $\Sigma_is$ denote the mean and covariance of each component, respectively. The number of Gaussian components for each sleep state GMM is denoted by $k_s$. Using Bayes’ rule, a posterior probability, $p(s|x)$, is obtained for each sleep state, weighted by the prior probability of the state, $p(s)$, and the observation likelihood obtained from equation (1):

$$p(s|x) = \frac{p(x|s) p(s)}{\sum_{s} p(x|s) p(s)}.$$  \hspace{1cm} (2)

The priors, $p(s)$, were estimated directly from the counts of the visual labels in the training set, and incorporating this prior knowledge accounted for some sleep states that occurred more commonly than others. The maximum value of $p(s|x)$ provided the final sleep state estimate.

2.6.2. Classification using HMMs. The HMM was implemented by extending the GMM model with the addition of sleep state transition probabilities. HMMs typically assume a first-order Markov assumption, where the next sleep state (of the next observation) depends only on the current state. These states form a hidden (unobserved) layer, and movement between states are defined using a transition matrix, $T$, which represents the transition probability from the current sleep state to the next. Transitions to a hidden state, $s$, then ‘generates’ an observable vector $x$ from the observation distribution, $p(x|s)$. By knowing the full observation sequence, $X$ (and $T$) this procedure can be reversed and the most probable sequence of hidden sleep states inferred.

The GMM observation distributions, $p(x|s)$, were similarly calculated from equation (1), and the same priors, $p(s)$, used for defining the initial sleep state. $T$ was estimated by directly counting the number of sleep transitions from the training labels.

Classifying the full sequence, $X$, was performed by the Viterbi algorithm [56], which estimates the most likely sequence of sleep states that could have generated $X$. We calculated this in the log-domain to prevent computational underflow, a problem when dealing with particularly long sequences.

2.7. Training and testing the models

The detailed steps of the testing-training procedure are shown in figure 3. Both the GMM and HMM were trained concurrently. We applied an 8-fold cross validation to first separate into 14 training and 2 test recordings. Within each training fold, feature selection was performed followed by a leave-one-out cross validation to select the optimal parameters (further removing a recording from the training set for validation). Parameters requiring tuning were the number of selected features (nFeats) and the number of components for each sleep-state GMM ($k_s$). A grid search was used, repeatedly training...
GMMs and HMMs for each parameter combination and assessing mean performance across the left-out validation recordings using Cohen’s kappa agreement between the clinicians’ sleep labels and the model’s estimates. The maximum mean kappa across the parameter space identified the optimal parameters. In the final step, the selected features and optimal parameters were used to train a GMM and HMM on the full training fold and performance assessed on the test recordings.

### 2.8. Assessing performance

Metrics used to assess and compare the performance of the models, were kappa, accuracy, sensitivity and specificity. In the first case, we trained HMM and GMM models for two-state sleep classification of the broader QS and non-QS states, as a benchmark, to assess the performance of these generative models when compared to existing methods. We directly compared these models to the CLASS QS detection method as it could be confidently tested on the same dataset used in this study. The personalized scaling of recordings, while used in adult EEG, has not been previously explored for preterm EEG analysis. We therefore also trained the GMM and HMM models, with and without scaling for comparison, to better understand the importance of this step.

In the second case, we performed the four-state sleep classification. As in the two-state case, models were trained with and without scaling and compared.

### 3. Results

#### 3.1. Two-state classification performance

For two-state classification, a mean of 7.3 (±2.8) features across the 8 training folds were selected for the GMM, and a mean of 8.8 (±1.3) features for the HMM. We identified the most prominent features, as selected by mRMR, by determining an overall weighted ranking from the individual feature ranks across the training folds. As a (rounded) mean of 9 features were most selected by either model, we list these 9 most prominent features here, which were: Variation coefficient of IMF 1, Variation coefficient of IMF 2, EEG spectral beta/alpha ratio, SD of the MSE values, SD of the alpha band amplitudes, Variation coefficient of IMF 3, Ratio of absolute mean values of D4/D3, IQR of the rEEG, and SD of the theta band amplitudes.

Table 2 shows the overall test performance for both the GMM and HMM. These are compared to models trained without personalized feature scaling, and the CLASS algorithm. CLASS classifies QS periods as a whole ‘event’ rather than per epoch. Therefore, to allow for accurate comparison of performance, we converted the resulting identified periods into the corresponding 30 s epochs as classified by the GMM and HMM models. Mean results are shown with standard deviation in brackets. While the kappa values are interpreted differently depending on application, it is commonly regarded that values <0.4 are poor while values >0.75 are considered near-perfect [57, 58].

In terms of mean and SD, both models show consistently good results across the different metrics, performing similarly well with near-perfect mean kappa values for the GMM and HMM of 0.85 (±0.11) and 0.89 (±0.063) respectively, and accuracy, sensitivity and specificity values all >90%. When compared to the models without scaling, the mean kappa values are lower with higher standard deviations. Specificity remains very high across both scaled and unscaled models (>90%), with the drop in overall performance largely due to sensitivity.

Across all metrics, CLASS performs less well with mean kappa of 0.68 (±0.22) and struggles to accurately detect the QS periods in some cases. These results suggest that the GMM and HMM models (with scaling) are both excellent candidates for two-state classification, with exceptionally high and consistent performances.

Due to the similarities in some of the mean and SD values, we included an additional metric to better assess which models were more reliable. One would typically perform a statistical test, such as the paired *t*-test, however, due to the limited number of data points (only 16) and the ambiguity of the underlying distribution, such methods would be unreliable. We instead devised a method based on bootstrapping, comparing each model to the HMM (with scaling), based on the kappa values. We subtracted the HMM kappa results with the corresponding kappas of the model in question (between the same recordings). This resulted in 16 kappa differences, which were then bootstrapped (sampling with replacement) to 10000 instances, a method first introduced by Efron [59]. From the bootstrapped set, we calculated the proportion of instances <0 (denoted *p*boot). We can interpret *p*boot as follows: what proportion of instances will the model in question perform better than the HMM? *A* *p*boot <0.5 suggests the HMM is a more reliable choice as it would better classify the majority of recordings, while values >0.5 would suggest the opposite. These *p*boot values are included in table 2 and are all <0.5, suggesting that the HMM is always a more reliable model choice.

### Table 2. Classification results for QS and non-QS sleep classification. Comparisons are made between GMMs and HMMs, with and without feature scaling, as well as the CLASS QS detection algorithm.

| Model               | Mean kappa (SD) | Mean % acc. (SD) | Mean % sens. (SD) | Mean % spec (SD) | *p*boot |
|---------------------|-----------------|------------------|-------------------|-----------------|---------|
| HMM                 | 0.89 (0.063)    | 95 (3.1)         | 94 (4.1)          | 95 (3.6)        | —       |
| GMM                 | 0.85 (0.11)     | 92 (5.5)         | 94 (5.9)          | 91 (6.6)        | 0.19    |
| HMM (no scaling)    | 0.81 (0.16)     | 91 (8.6)         | 89 (16)           | 93 (9.0)        | 0.37    |
| GMM (no scaling)    | 0.78 (0.21)     | 89 (11)          | 87 (21)           | 92 (9.2)        | 0.18    |
| CLASS               | 0.68 (0.22)     | 84 (14)          | 72 (22)           | 96 (4.7)        | 0.00    |

acc: accuracy, sens: sensitivity, spec: specificity. SD: standard deviation. *p*boot = proportion of bootstrapped recordings where model performs better than the HMM (with scaling).
Table 3. The 17 most prominent features selected across the 8 training cross validation folds, for four-state classification. These are identified from an overall weighted ranking based on the individual feature ranks across the training folds.

| Feature name                                                                 |   |
|------------------------------------------------------------------------------|---|
| Hilbert median instantaneous frequency, IMF1                                 |   |
| Fluctuation index of IMF4                                                     |   |
| Mean absolute ratio, IMF3/IMF2                                                |   |
| Mean absolute amplitudes, beta                                               |   |
| Mean of absolute values in sub-band, D3                                      |   |
| Fluctuation index of IMF1                                                     |   |
| Hilbert median instantaneous frequency, IMF4                                 |   |
| Average slope of multiscale curve (scales 6–20)                              |   |
| SD of the amplitudes in sub-band, D3                                         |   |
| LM rEEG                                                                      |   |
| Relative bandpower in alpha                                                  |   |
| Hilbert median envelope amplitude, theta                                      |   |
| Max. MSE value                                                               |   |
| Area under multiscale curve                                                  |   |
| SD of the beta band amplitudes                                               |   |
| MSE, scale 9                                                                  |   |
| SD of the amplitudes in sub-band, D5                                         |   |

3.2. Four-state classification performance

In the four-state case, a mean of 17 (±3.1) features were selected for the GMM, and 16 (±2.1) features for the HMM. More features were required for each model than in the two-state case, and the 17 most prominent features appearing across the training folds are listed in table 3.

Figure 4 shows the training performance curves over feature number (up to 30 features) for both the GMM (figure 4(a)) and HMM (figure 4(b)). Grey curves show the performance at each training fold, overlaid with the mean performance curve across all folds. We see an overall higher kappa in the HMM, compared to the GMM, with both models showing a smooth improvement with the addition of more features, peaking at 15–20 features. Performance plateaued beyond this number.

Figure 5(a) shows an example of the sleep classification hypnograms by the clinicians, GMM and HMM models for a single test recording, and figure 5(b) shows the average transition matrix across the training folds. From these figures, we see that a high probability of self-transitions (>0.9) provides a smoother, improved hypnogram estimate (more similar to the clinicians’) than the GMM model, where more regular, spurious transitions are observed. Figures 5(c) and 5(d) show the combined confusion matrices of the GMM and HMM, respectively, compared to the true (clinicians’) labels. For the HMM, a much higher proportion of sleep epochs are correctly classified across all four sleep states than the GMM. The majority of misclassifications in both models occur between each pair of QS (HVS and TA), and non-QS (AS I and LVI) states.

Table 4 shows the overall test performance when compared to the models without scaling. Accuracy, sensitivity and specificity measures are determined as the state-averaged accuracy, sensitivity and specificity across the four sleep states. Values for $p_{\text{boot}}$ are also shown.

As alluded to by the confusion matrices, overall kappa confirms that the HMM clearly outperforms the GMM, achieving a higher value of 0.62 (±0.16) compared to the GMM of 0.55 (±0.15). Without scaling, HMM kappa falls to 0.56 (±0.18). However, this is still an improvement on the GMM, which shows the poorest performance of all the models, with a kappa of 0.51 (±0.15).

4. Discussion

The HMM has proven a successful classifier for sleep staging in adult EEG [30], but to the best of our knowledge, this is the first study that uses such methods successfully for four-state sleep classification of term-age babies. This is a critical age at which differentiation into further sub-states are identified, with the quality and rate of maturation of these states providing a potential biomarker for identifying abnormal development, in both preterm and term-born babies. We focussed on EEG alone to successfully classify these states, as this is a consistently measured signal in these babies, and the HMM further incorporates knowledge of sleep-state transitions, as is often done during visual labelling, which improves overall performance.

Features derived from wavelet decompositions and EMDs were most prominently selected by mRMR, suggesting a benefit of accounting for the non-stationary nature of the EEG, which is not considered by more traditional Fourier transform-based metrics (particularly when long epochs lengths are considered and the signal can no longer be approximated as stationary). Furthermore, such features derived from decomposed EEG signals, reflects existing knowledge that specific sleep states are defined by distinct behaviours that uniquely vary across the frequency bands [25].

A greater number of features were selected in the four-state case, compared to the two-state case and this is also indicative of the greater complexity required by the models to distinguish between the four, more subtly different states, as opposed to simply QS and non-QS.

The recently introduced MSE-based features and the lower margin (LM) rEEG measures were regularly selected in four-state classification. These features have already shown promise for identifying suppression and maturation state from EEG at preterm and term ages [29, 41] and seem to identify specific sleep states here, due to the varying complexity and burst-suppression behaviours of the sleep states (such as during TA). With this said, we stress that with such a large set of features extracted, the choice of feature selection approach plays a big part. Due to the potential for high redundancy between features, we chose mRMR to simultaneously rank those features strongly discriminating for sleep state, while ensuring a limited redundancy between them, based on spearman correlation coefficients. However, the use of different metrics for feature selection may well identify a very different optimal feature subset with a similar classification performance achieved.

Both the GMM and HMM classifiers show a consistently excellent two-state performance even with a model, such as a
GMM, that does not account for state transitions. Both models also clearly outperform the unsupervised CLASS algorithm. While CLASS has previously shown to perform classification at term-age reasonably well, it does tend to perform less well when compared to younger ages [14].

The algorithm’s lower kappa and sensitivity here suggests that QS is not completely detected. CLASS assumes that QS periods remain more discontinuous than non-QS. Although the TA periods of QS (of high discontinuity) is successfully classified, HVS periods (which are more continuous...
Table 4. Results for four-state classification. Comparisons are made between GMMs and HMMs, with and without feature scaling.

| Model          | Mean acc. (SD) | Mean % sens. (SD) | Mean % spec. (SD) | Mean kappa (SD) | Mean % acc. (SD) | Mean % sens. (SD) | Mean % spec. (SD) | $p_{boot}$ |
|----------------|----------------|-------------------|-------------------|-----------------|-----------------|------------------|------------------|-----------|
| HMM            | 0.62 (0.16)    | 86 (6.2)          | 72 (11)           | 91 (3.6)        | —               |                   |                   |           |
| GMM            | 0.55 (0.15)    | 82 (6.8)          | 65 (9.1)          | 88 (5.7)        | 0.56 (0.18)     | 84 (7.8)          | 62 (12)          | 0.32      |
| HMM (no scaling) | 0.56 (0.18)    | 84 (7.8)          | 62 (12)           | 90 (4.7)        | 0.32            |                   |                   |           |
| GMM (no scaling) | 0.51 (0.15)    | 81 (8.4)          | 59 (11)           | 87 (6.5)        | 0.19            |                   |                   |           |

acc: accuracy, sens: sensitivity, spec: specificity. SD: standard deviation.
$p_{boot}$ = proportion of bootstrapped recordings where model performs better than the HMM (with scaling).

in nature) are missed by the algorithm, making CLASS less reliable for classifying term-age recordings. The supervised nature of the GMM and HMM, on the other hand, allows both these QS states to be classified well. When also comparing to existing methods in literature, the hybrid evolutionary approach of Gerla et al reports a QS detection (versus AS) accuracy of 96% [28], while the multiscale entropy approach of De Wel et al presents a QS-non-QS classification sensitivity and specificity of 90% (based on the Receiver Operating Characteristics curve) [29]. Each of these approaches are performed with different features, training-testing procedures, and datasets, preventing a perfect comparison with this study. However, the high classification performance of these methods, together with the GMM and HMM of this study, indicates that there is a clear distinction between QS and non-QS states, with the strongly discontinuous, burst behaviours of QS easily distinguished from the relatively more continuous non-QS [12, 25].

It is in multi-state classification of ASI, HVS, TA and LVI, that we see a clearer improvement in HMM performance compared to the other models, with the introduction of personalized feature scaling resulting in a more consistent classification across the recordings. The strong distinction between QS and non-QS limits the problem of inter-recording variability in two-state classification, however, the subtler differences between states in four-state classification are more compromised by this variability and the overlap between different states across recordings reduces the discriminatory power of the features.

By introducing a transition probability matrix, we improve classifications further by accounting for the propensity of certain sleep states to transition more often than others. For instance, HVS predominantly precedes TA if QS is sustained [12, 15], reflected by the higher transition probability from HVS to TA in figure 5(b), than from TA to HVS. In tandem with the very high probabilities of self-transitions, this accounts for the improved classification performance (compared to the GMM). However, even by accounting for transitions and correcting for some of the inter-recording variability, the similarities between the QS and non-QS state pairs make classification at this level still challenging, as term-age marks a period of transitional sleep where certain preterm states begin to mature into states that resemble adult sleep [12, 15, 17].

The American Academy of Sleep Medicine recently renewed their criteria for the scoring of neonatal sleep (in infants zero to two months of age) [12], however, there are no strict rules for scoring sleep from EEG at this age and it remains predominantly based on expert clinical experience, often by a single rater [23]. The approach outlined in this study, for instance, is the standard procedure in use in the NICU, UZ Leuven, Belgium, but this will vary from place to place. The fact of the matter is that visual classification remains dubious. Testing on multiple datasets and including multiple, independent raters could further improve the quality of EEG labelling and classification accuracy. Recently, the NeoGUARD group coordinated by the NICU, UZ Leuven, has developed a method to improve the interrater scoring of seizure detection in newborn babies [60], and we are hopeful that this will pave the way for a similar approach to EEG sleep staging.

In this study, artefacts were not considered and were removed during pre-processing. However, in the NICU, these artefacts will often contaminate the recordings and prevent successful classification, especially when dealing with a transition-based approach such as the HMM. It would be advantageous to incorporate an automated method for artefact removal (as we previously introduced for CLASS), and including such methods is the next step towards a robust algorithm that is suitable for the clinical setting [14].

The small data size is a further limitation of this study, due to the time required to visually classify each recording, particularly for more than two sleep states. A larger dataset is likely to further improve classifier performance and generalizability, though this limitation underpins why there is a need for an automated classification method in the first place.

From a feature standpoint, synchrony measures were not considered in this study, and such features that are channel-specific (and therefore cerebral region-specific) may provide additional discriminatory features by which to better separate these sleep states. Features were also extracted across all EEG channels, however, there remains a clinical interest in performing sleep classification on a reduced set of channels, due to the small scalp sizes of the babies.

HMMs and GMMs form part of a family of generative, probabilistic models. Such models can be extended to perform semi-supervised learning, incorporating unlabelled epochs in the training procedure. Such an approach could reduce the uncertainty associated with visual labelling, and incorporate further, unlabelled datasets.

The ultimate aim is to extend these models to classify sleep across a wide range of preterm and term ages, opening the possibility of directly estimating the ‘brain-age’ of an EEG recording [61]. Existing studies have already shown that some of the features selected here, such as rEEG and MSE, show strong maturational trends with age [29, 39], allowing an additional dependency on age, as well as sleep state. By identifying the most likely age that fits the overall sleep structure of the EEG, we can form direct estimates of the developmental age of the baby’s brain. Identifying discrepancies between this estimate and the known PMA, could provide an even earlier indication of delayed maturation [7–11].
By proving the applicability of these models for term-age EEG sleep staging in this study, we hope to pave the way for such future expansions, of which there is great potential.

5. Conclusion

This study presents a novel application of generative models, namely the GMM and HMM, for four-state sleep classification of term-age babies using only multichannel EEG. The HMM proves to be a successful approach for the classification of ASI, HVS, TA and LVI, with a mean kappa of 0.62 (±0.16). This is developed using a large set of features, inspired from multiple studies on adults and babies, to better utilize the full potential of the EEG. By accounting for sleep state transitions, overall classification performance improves, while incorporating a method of personalized feature scaling helps to correct for some of the inter-recording variability. Such an approach can optimize the quality and timing of neonatal care in the NICU and minimize unnecessary disturbances to the baby’s sleep. More importantly, this could help quantify abnormalities in the development of preterm and term-born babies. By proving the classification ability of these models in term-age recordings, future work aims to extend these methods across a wider range of preterm and term ages.
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Appendix. Additional feature information

A.1. Fourier and wavelet decompositions

Frequency-domain spectral measures such as band powers and mean frequencies, were obtained from the Fourier transform and Welch periodogram, calculated using a Hamming window with 50% overlap.

For the DWT, we chose a deabuachies-4 (db4) wavelet as it has previously been shown to perform well in other EEG analyses [34, 35, 52]. Wavelet decomposition was performed using quadrature transforms to obtain the Detail coefficients cD1–cD5 and Approximate coefficient cA5, from which the decomposed EEG bands D1–D5 and A5 were reconstructed [24, 34].

A.2. Multiscale entropy (MSE) measures

MSE measures are obtained by calculating the sample entropy at increasingly coarser grains (scales) of the EEG [62]. As well as calculating the first 10 raw MSE values as features, we also calculate more complex MSE-based features defined by De Wel et al., based on the multiscale curve of MSE versus scale (for scales 1–20). From this, the area under multiscale curve, average slope of the curve (across scales 1–5), average slope of the curve (across scales 6–20), and maximum MSE value are extracted, as defined in [29]. As this previous study includes term-age EEG recordings, we use the same parameters of embedding dimension m = 2, and tolerance r = 0.2 × standard deviation.

A.3. LL suppression value

The method of LL, developed by Koolen et al is derived from the Katz Fractal Dimension [63]. LL is a metric sensitive to periods of discontinuity and bursts, and provides a robust measure of the level of suppression in the EEG, known as the suppression value (supp), as defined in [40].

A.4. Range EEG (rEEG) measures

The rEEG can be described as an approximation of the amplitude-integrated EEG (aEEG). It was developed by Navakatikyan et al and estimates the upper value of the EEG peak-to-peak amplitude. The difference between maximum and minimum values in adjacent 2s EEG segments are linearly connected and up-sampled to 8 Hz frequency, providing a continuous signal sensitive to burst periods and suppression, as defined in [41]. Metrics of mean, median, SD, IQR, 5th percentile (lower margin (LM)) and 95th percentile (higher margin (HM)) are calculated as features to summarize the rEEG signal [39, 41].
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