Subsampling and DNA pooling can increase gains through genomic selection in switchgrass
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Abstract
Genomic selection (GS) can accelerate breeding cycles in perennial crops such as the bioenergy grass switchgrass (Panicum virgatum L.). The sequencing costs of GS can be reduced by pooling DNA samples in the training population (TP), only sequencing TP phenotypic outliers, or pooling candidate population (CP) samples. These strategies were simulated for two traits (spring vigor and anthesis date) in three breeding populations. Sequencing only the outlier 50% of the TP phenotype distribution resulted in a penalty of <5% of the predictive ability, measured using cross-validation. Predictive ability also decreased when sequencing progressively fewer TP DNA pools, but TPs constructed from only two phenotypically contrasting DNA samples retained a mean of >80% predictive ability relative to individual TP sequencing. Novel group testing methods allowed greater than one CP individual to be screened per sequenced DNA sample but resulted in a predictive ability penalty. To determine the impact of reduced sequencing, genetic gain was calculated for seven GS scenarios with variable sequencing budgets. Reduced TP sequencing and most CP pooling methods were superior to individual sequence-based GS when sequencing resources were restricted (2,000 DNA samples per 5-yr cycle). Only one scenario was superior to individual sequencing when sequencing budgets were large (8,000 DNA samples per 5-yr cycle). This study highlights multiple routes for reduced sequencing costs in GS.

1 | INTRODUCTION

Switchgrass (Panicum virgatum L.) is a perennial bioenergy grass that is native to the United States and is capable of producing large quantities of low-input biomass (Casler, 2012; Casler et al., 2018). Bioenergy crops have an important role in ameliorating climate change because they are storable energy sources and are feedstocks for carbon-negative technologies (Gelfand et al., 2020; Sanchez et al., 2018). The economic viability of switchgrass can be improved with higher yielding cultivars (Perrin et al., 2008, 2017). However, yield improvement in switchgrass is slow because a selection cycle requires multiple years for field evaluation and one year for recombination of selected individuals. Currently, one field selection cycle requires approximately 5 years (Casler & Ramstein, 2018; Price & Casler, 2014). Selection using yield surrogates, such as flowering time or winter survival, can shorten the...
breeding cycle to 2–3 years (Casler, 2019; Poudel et al., 2019, 2020). Adoption of genomic selection (GS) may instead allow one selection cycle per year (Fiedler et al., 2018; Lipka et al., 2014; Ramstein et al., 2016).

Genomic selection allows a breeder to isolate high breeding value individuals using genetic markers instead of field evaluations (Crosa et al., 2017; Jannink et al., 2010; Meuwissen et al., 2001). Genomic selection is valuable for breeding programs where field evaluations are expensive, time-intensive, or incapable of allowing within-family selection (Heffner et al., 2010; Resende et al., 2014). During GS, a breeder assembles a training population (TP) with marker and field performance data and also obtains marker data from a population of candidate genotypes (the candidate population; CP).

To select elite individuals, marker-trait relationships from the TP are applied to the CP to calculate genomically estimated breeding values (GEBVs). Selection cycles using GS require genotyping of hundreds or thousands of DNA samples and this expense may limit the utility of GS for many breeding programs. Critically, this includes many small or low-resource breeding programs (Delannay et al., 2012; Ribaut & Ragot, 2019; Ribaut et al., 2010; Coe et al., 2020). Strategies that reduce sequencing expenses for GS could expand GS adoption and improve breeding progress.

Pooled DNA sequencing (PDS), that is, pooling DNA samples from the TP into groups of similar trait values, reduces costs with moderate reductions in predictive ability (Alexandre et al., 2019; Baller et al., 2020; Bell et al., 2017; Henshall et al., 2012; Reverter et al., 2016). Sequencing expenses can also be reduced by only including individuals with outlier trait values in the TP. This has previously been referred to as selective genotyping but will be referred to as outlier sequencing (OS) in the current study (Lander & Botstein, 1989; Li et al., 2019; Morton & Howarth, 2005). In yellow croaker (Larimichthys polyactis Bleeker), predictions that omitted the central 50% of the TP (50% OS) only lost 4% accuracy relative to sequencing the complete TP (Dong et al., 2016). Reduced sequencing strategies such as OS and PDS can be used together and could reduce TP sequencing, data management, and sample processing costs.

Breeders must also obtain GEBVs from large CPs during a GS cycle. Greater cost savings can occur through CP PDS since the CP often contain a greater number of individuals than TPs for breeding programs using forward selection. Minimizing sequencing expenses in the CP can be viewed as a group testing problem (Dorffman, 1943; Hughes-Oliver, 2006; McMahan et al., 2012). Specifically, group testing attempts to pool samples with the goal of minimizing the number of tests (DNA samples sequenced) per individual assessed while maintaining adequate accuracy. Two simple strategies for pooled testing involve one- and two-dimensional CP PDS. One-dimensional PDS involves randomly assigning individuals to pools of equal sizes. This results in a potential savings of $1-(1/n)$, where $n$ is the number of individuals per CP pool. This reduces sequencing expenses but confounds GEBVs of individuals sharing a DNA pool. To remedy this, adaptive testing (AT) can be carried out, where a second round of individual sequencing resolves individual GEBVs within DNA pools with promising GEBVs. Two-dimensional PDS allows a breeder to obtain individual GEBVs from a single sequencing cycle (Bilder & Tebbs, 2012; McMahan et al., 2012; Westreich et al., 2008). Two-dimensional PDS involves assigning individuals to a square array where PDS occurs for individuals sharing a row or a column. This allows a potential savings of $1-(2n/n^2)$ where $n$ is the number of individuals in each row or column of the array. Group testing methods have not been applied to GS CPs and may provide a beneficial balance between sequencing inputs and prediction accuracy.

To evaluate reduced sequencing GS strategies in switchgrass, this study simulates a range of reduced sequencing strategies across three switchgrass breeding groups that were evaluated for two traits: anthesis date and spring vigor. The simulations determined the utility of both PDS and OS in the TP with variable marker read depth, varying outlier proportions of TP individuals sequenced, and a variable number of TP DNA pools. Simulations of the CP varied the number of CP individuals per pool, varied the AT proportions, and compared one-dimensional and two-dimensional PDS. This study also compared the potential genetic gain of seven reduced sequencing methods relative to individual sequencing GS for two switchgrass breeding populations.

### Core Ideas

- Pooling DNA and subsampling can reduce genomic selection sequencing expenses.
- Group testing can reduce sequencing requirements when screening new genotypes.
- Reduced sequencing can improve genetic gain in a simulated switchgrass breeding program.

## 2 MATERIALS AND METHODS

### 2.1 Field data collection

This experiment used unreplicated, randomized spaced plants as the experimental unit. Individuals were established from greenhouse-grown seedlings that were planted in Arlington, WI (43°18’ N; 89°21’ W), in rows with 90 cm between rows and 30 cm within rows with 25 plants per row. To simplify data collection, alternating seedlings were killed in spring 2018, resulting in 60 cm spacing between individuals and up...
to 13 plants per row. The nurseries were blocked into groups of 20 rows from the same breeding group. A subset of individuals was selected for sequencing, resulting in blocks consisting of between 80 and 128 unreplicated individuals. Anthesis date was collected for 3 yr (2018–2020) and spring vigor was recorded during spring 2019 and 2020. Spring vigor was recorded on a scale from 0 to 20, with 20 indicating no visible damage and 0 indicating mortality. Fall vigor, scored from 0 to 5, was also collected as a covariate for the subsequent spring vigor scores. Anthesis date was recorded as the date in which at least 50% of panicles contained 50% protruding anthers. Measurements were pruned if they were determined to be biologically implausible. Specifically, individual anthesis dates that differed by greater than 2 wk from the anthesis dates recorded during the two other years were removed. Similarly, individuals with spring vigor scores differing by >15 between the 2 yr were removed.

2.2 | Germplasm

The breeding groups are upland individuals (n = 529), lowland individuals (n = 302), and a stabilized upland–lowland hybrid population (n = 422). All individuals are allotetraploids that have strongly disomic inheritance (Okada et al., 2010). The breeding groups are undergoing selection for cold tolerance and late flowering. Upland individuals are the result of one cycle of selection for late flowering and tall plants from the WS4U population (Casler et al., 2006). Lowland individuals have undergone one or two cycles of selection for winter survival and are derived from either ‘Kanlow’ or are of mixed ancestry from the southern Great Plains. Population structure exists within the lowland population because it contains individuals with no history of random mating with the Kanlow-derived selections (Supplemental Figure S3). The hybrid nursery individuals are from the ‘Liberty’ hybrid cultivar derived from upland (‘Summer’) and lowland (Kanlow) parents (Vogel et al., 2014).

2.3 | Generation of best linear unbiased predictors

Best linear unbiased predictors (BLUPs) based on field performance data were used to assess genomic prediction accuracy for each population-trait combination. Various models were tested for each trait to determine the most informative model based on the Akaike information criterion. The following linear model was used to calculate BLUPs of anthesis date for each genotype:

\[ y_{jkl} = \mu + p_j + M_k + b_l + \epsilon_{jkl} \]

where \( y_{jkl} \) is the observed flowering time measurement, \( p_j, M_k, \) and \( b_l \) are the effects of an individual (random), year (fixed), and block (fixed) respectively, and \( \epsilon_{jkl} \) are residuals (i.i.d. ∼ N(0,\( \sigma^2_e \))). Genotypic effect variance–covariance structures were estimated using marker relationships (\( p_j \sim \text{MVN}(0, A\sigma^2_g) \)). The A matrix of genomic relationships between individuals was calculated using A.mat in the rrBLUP package (Endelman, 2011).

The following linear model was used to calculate BLUPs of spring vigor for each genotype:

\[ y_{jkl} = \mu + p_j + M_k + b_l + V_l + \epsilon_{jkl} \]

where \( y_{jkl} \) is the observed spring vigor score, \( p_j, M_k, \) and \( b_l \) are the effects of an individual (random), year (fixed), block (fixed), and fall vigor score (fixed), respectively, and \( \epsilon_{jkl} \) are residuals. The model assumed unequal variances between sampling years and fall vigor score categories. Genotypic effect variance–covariance structures were estimated using markers (\( p_j \sim \text{MVN}(0, A\sigma^2_g) \)). The A matrix of genomic relationships between individuals was calculated using the A.mat function in the rrBLUP package (Endelman, 2011). Estimates of BLUP values, variances, and repeatability were obtained using the R package ‘sommer’ (Covarrubias-Pazaran, 2016). Repeatability was calculated as follows:

\[ \rho = (\sigma^2_G + \sigma^2_{PE})/(\sigma^2_G + \sigma^2_{PE} + \sigma^2_e/n) \]

where \( \sigma^2_G \) represents the genotypic variance and \( \sigma^2_{PE} \) represents the permanent environmental variance. In this experimental design, genotypic and permanent environmental variances are confounded. The symbol \( \sigma^2_e \) represents the error variance and \( n \) is the number of measurements per individual. Genotypic variance was calculated as the sum of additive genotypic and residual genotypic variance using the linear models presented above with an additional genotype effect with a diagonal covariance matrix to estimate residual genotypic variance.

2.4 | DNA collection, sequencing, and SNP calling

Tissue samples were collected and freeze dried for DNA extraction in September 2018. Genotyping-by-sequencing occurred on an Illumina sequencer through the University of Wisconsin Biotechnology Center. Raw GBS sequences were processed at the Wisconsin–Madison’s Bioinformatics Resource Center using a standard TASSLE-GBS pipeline described as in Glaubitz et al. (2014). Briefly, the bar-coded sequence read outputs were collapsed into a set of unique sequence tags with counts. Tags were aligned to the reference genome (P. virgatum v5.1; Lovell et al., 2021),
assigning each tag to a position with the best unique alignment. The occupancies of tags for each sample were observed from barcode data. Resulting files were used to call single-nucleotide polymorphism (SNP) markers at the tag locations on the genome. Resulting SNPs were filtered for minimum taxa coverage (0.01), minimum locus coverage (0.2), and minor allele frequency (0.05). Imputation of missing markers (37%) was accomplished using Beagle (Ayres et al., 2012). The final dataset consisted of 530,810 SNPs.

2.5 | Genomic prediction methods

All genomic prediction models were constructed using ridge-regression BLUP (rrBLUP), specifically, using the following model:

\[ y = W \mathbf{g} + \mathbf{e} \]

where \( y \) is a vector of the observed BLUPs of individuals or the mean BLUPs of individuals within a pool. The matrix \( W \) is the design matrix relating genotypes to observations, \( \mathbf{G} \) is the biallelic marker matrix coded as \(-1, 0, 1\) for individual marker dosage or a frequency (0 to 1) for pool marker dosage. The vector \( \mathbf{u} \) contains marker effects and \( \mathbf{e} \) is a vector of residuals (Endelman, 2011). Marker-based predictive ability was calculated as the Pearson correlation coefficient between the GEBVs of a randomly omitted CP and their BLUP values.

2.6 | Pooled DNA simulations

Each simulation broadly followed the standard structure of (a) omitting a subset for cross-validation, (b) assembling the TP to generate the marker–trait relationships, and (c) assessing the predictive ability within the CP. All simulations used cross-validation with 15% omitted from the potential TP and each possible combination of the below variables were replicated 50 times. Three sets of simulations were run evaluating OS and PDS within TPs and one set of simulations was run evaluating PDS strategies in CPs. Simulations were carried out on five trait–population combinations. This includes anthesis date in the upland, lowland, and hybrid breeding groups and winter survival in the hybrid and lowland breeding groups. The upland population has strong winter survival and was not evaluated for spring vigor.

The first TP simulation set compared the predictive ability of a complete TP and a 50% OS TP using individual genotypes for both the TP and CP. These individual sequence simulations were also replicated with different TP sizes based on randomly selecting a subset of the available individuals prior to TP construction.

The second set of TP simulations determined the impact of PDS pool size and sequencing effort, which was measured as the number of markers and depth of sequencing. The TPs were evenly divided into either four, eight, or 50 DNA pools based on similar BLUP values for PDS. The number of markers varied by randomly selecting 0.1, 0.5, 1, 5, 25, 50, or 100% of the available markers for analysis. Variable read depth was simulated by randomly sampling from the called alleles of individuals selected for the simulated DNA pool.

The third cycle of TP simulations varied both TP PDS degree and TP OS percentage. The TP was first limited to outlier individuals of between 10 and 100%, by increments of 10%, of the potential TP. Specifically, OS preferentially includes outlier individuals and therefore omitted individuals from the center of the distribution first. The remaining outlier individuals were then pooled equally into two, six, 20, 50, or 100 DNA samples based on similar BLUP values. Simulations of OS and PDS that resulted in fewer than two individuals per DNA pool were omitted.

All simulations of CP PDS used marker–trait relationships from a TP constructed from the entire BLUP distribution pooled into 50 DNA samples based on similar BLUP values. The CP simulations evaluated the effect of pool size, AT proportion, and the sample pooling strategy (one-dimensional and two-dimensional). The CP PDS varied from two to six individuals per pool. One-dimensional PDS randomly assigned individuals into equally sized DNA pools. A GEBV was then generated from the mean marker frequencies of all individuals within each pool and the GEBV was assigned to each individual within the pool. Adaptive testing was carried out on one-dimensional PDS scenarios and involved a second round of sequencing of individuals within the top 20, 40, 60, or 80% GEBVs of the initial DNA pools. Adaptive testing requires an additional \( n-1 \) sequences for each pool since the GEBV of the final individual can be determined by comparing the other \( n-1 \) individual GEBVs in the pool with the pool-wide GEBV.

For two-dimensional PDS, samples were assigned to one location in a square array of DNA samples with the number of rows and number of columns equal to the pool size. Arrays were constructed from random individuals in the CP until no further complete arrays can be assembled. The remaining individuals were discarded for that simulation. The simulated DNA samples consisted of pools containing individuals sharing a row or column in each array. Marker frequencies for each sample in a marker array were then estimated in a two-step process. First, any individual in a row or column that is uniform (homozygous) for a marker was assigned the marker value. Second, the remaining marker estimates are calculated as the mean of the residual read values in the row and column of the sample (Supplemental Figure S1). Individual marker values estimated from the arrays were used to generate GEBV for individuals based on TP marker effects.
TABLE 1  Breeding scenarios with variable reduced sequencing strategies applied to the training population or the candidate population that will be compared with genomic selection with individually sequenced training and candidate populations

| Breeding scenario | Training population | Candidate population |
|-------------------|---------------------|----------------------|
| 50OS              | 50% outlier individuals sequenced | Individually sequenced candidate population |
| PDS50             | 50 pooled DNA sequences | Individually sequenced candidate population |
| 1D2N              | 50 pooled DNA sequences | One-dimensional pooled DNA sequencing with two individuals per pool |
| 1D2N40AT          | 50 pooled DNA sequences | One-dimensional pooled DNA sequences with two individuals per pool and 40% secondary adaptive testing |
| 1D3N60AT          | 50 pooled DNA sequences | One-dimensional pooled DNA sequences with three individuals per pool and 20% secondary adaptive testing |
| 2D3N              | 50 pooled DNA sequences | Two-dimensional pooled DNA sequencing with three individuals per pool |
| 2D4N              | 50 pooled DNA sequences | Two-dimensional pooled DNA sequencing with four individuals per pool |

2.7 Genetic gain estimates

Progress was calculated based on predictive abilities from simulations of two breeding population–trait combinations: anthesis date selection in the upland switchgrass breeding population and spring vigor in the hybrid switchgrass breeding population. Seven breeding scenarios were compared with GS with individually sequenced TP and CP (Table 1). Scenario 50OS and PDS50 evaluated TP OS and PDS, respectively. The remaining scenarios used 50 PDS TPs and varied CP reduced sequencing methods. Each breeding scenario attempted to maximize genetic gain using a set number of sequenced DNA samples, either 2,000; 4,000; or 8,000 sequenced DNA samples per 5-yr breeding cycle. Each GS breeding cycle assumed a 2-yr evaluation of the TP and three recurrent selection years of GS. Sequencing resources were first allocated to construct the TP. After, the remaining sequencing resources were evenly among the CPs of the 3 yr of recurrent GS.

To describe a complex example scenario, the 2,000 DNA sample Scenario 1D2N40AT first uses 50 pooled DNA sequences during TP construction then allocates the remaining 1,950 DNA samples evenly to the three CP cycles. These 650 DNA sequences are then used for either the initial round of pooled sequencing or for the 40% AT. Effectively, the initial round of pooled sequencing costs 0.5 DNA sequence per evaluated individual. Deconvoluting the top 40% of pools costs an additional 0.5 DNA sequence per high GEBV pool. Therefore, the overall cost is 0.7 \((0.5 + (0.4 \times 0.5))\) sequenced sample per evaluated individual and 928 individuals can be evaluated per CP cycle for Scenario 1D2N40AT.

Genetic gain was calculated based on the breeders equation (Lush, 1943). The true additive variance is equal within each population–trait combination. Therefore, the two major variables impacting genetic gain are selection accuracy and selection intensity. Each breeding scenario assumed 100 selected individuals per GS year. Therefore, the savings from either PDS or OS allowed reallocation of sequencing effort to increase CP size. Greater CP size results in greater selection intensity. Each scenario was reported as a proportion of gain relative to individually sequenced GS. The experiment assumed a 25% loss in predictive ability per generation without an updated TP (Neyhart et al., 2017).

3 RESULTS

All breeding group and trait combinations had moderate to high repeatability (>0.50; Table 2). Unexpectedly, spring vigor repeatability in the hybrid group (0.55) was lower than GS predictive ability (0.76). Omitting the central 50% of the TP (50% OS) did not alter the predictive ability of spring vigor in the lowland population but reduced hybrid predictive ability by 3.9% (0.76–0.73; Table 2). A similar minor decline occurred in anthesis predictions, where predictive ability was reduced by 3.1% (0.63–0.61), 1.6% (0.60–0.59), and 11.4% (0.61–0.54) for upland, lowland, and hybrid breeding groups as a result of OS 50%. The predictive ability loss resulting from OS 50% was not exacerbated by decreasing TP size (Figure 1). In simulations including only 20% of the potential TP \((n = 51, n = 72, n = 90\) for lowland, upland, and hybrid, respectively), using 50% OS TP reduced anthesis date predictive ability (Figure 1). At 20% TP size, hybrid spring vigor predictive ability increased from 0.34 to 0.39 with 50% OS. At 20% TP size, lowland and upland breeding group predictive ability did not change as a result of OS 50% for anthesis date prediction (0.54 and 0.47, respectively). In spring vigor predictions using TP 20%, 50% OS reduced the hybrid group predictive ability by 4.8% (0.62–0.59) and the lowland group predictive ability by 2.0% (0.49–0.48).

Pooling DNA from genotypes into 50 DNA samples (50 PDS TP) with similar trait values prior to sequencing tended to have reduced predictive ability relative 50% OS (Table 2). Anthesis date predictive ability changed by −18.3% (0.61–0.50) and −3.3% (0.63–0.61) for hybrid and upland groups, respectively. No reduction occurred as a result of 50 PDS TP.
TABLE 2  The sample size, repeatability, and genomic predictive ability for five breeding group–trait combinations with standard error (repeatability) or standard deviations (predictive ability, \( n = 100 \)). Repeatability is the ratio between genotypic variance (additive and nonadditive) and phenotypic variance (genotypic and error variance).

| Breeding group | Trait       | \( n \) | Repeatability | Individual sample predictive ability | 50 PDS\(^a\) TP\(^b\) predictive ability | 50% OS\(^c\) TP predictive ability |
|----------------|-------------|---------|---------------|--------------------------------------|----------------------------------------|----------------------------------|
| Upland         | Anthesis date | 529     | 0.77 ± 0.02   | 0.63 ± 0.07                          | 0.60 ± 0.06                           | 0.61 ± 0.06                      |
| Lowland        | Anthesis date | 300     | 0.65 ± 0.04   | 0.60 ± 0.09                          | 0.60 ± 0.11                           | 0.59 ± 0.11                      |
| Lowland        | Spring vigor | 302     | 0.73 ± 0.12   | 0.62 ± 0.10                          | 0.59 ± 0.10                           | 0.62 ± 0.08                      |
| Hybrid         | Anthesis date | 422     | 0.78 ± 0.02   | 0.61 ± 0.08                          | 0.50 ± 0.12                           | 0.54 ± 0.10                      |
| Hybrid         | Spring vigor | 422     | 0.55 ± 0.09   | 0.76 ± 0.05                          | 0.70 ± 0.06                           | 0.73 ± 0.06                      |

\(^a\)PDS, pooled DNA sequencing.  
\(^b\)TP, training population.  
\(^c\)OS, outlier sequencing.

FIGURE 1  Mean predictive ability of genomic prediction within three breeding populations (upland, \( n = 529 \); hybrid, \( n = 422 \), and lowland, \( n = 302 \)) and two traits (spring vigor and anthesis date). Simulations used 50 or 100% of the available breeding population using outlier sequencing (OS). Simulations were replicated with subsets of 20, 40, 60, 80, and 100% of the available breeding group. Predictive ability is mean. Each bar represents 50 simulations and error bars represent one standard deviation from the mean.

for lowland anthesis date prediction (0.60). Spring vigor predictive ability was reduced in the hybrid group by 7.9% (0.76–0.70) and the lowland group by 4.8% (0.62–0.59).

Simulations that reduced depth or marker number of pooled DNA samples found similar predictive ability trends between simulations with a small number of DNA pools (containing hundreds of individuals per pool) and greater numbers of DNA pools (containing fewer individuals per pool; Supplemental Figure S2). Broadly, differential predictive abilities resulting from pooling occurred if <5% of the initial markers were included. This difference was the most apparent in upland anthesis predictions, which indicated a reduction in predictive ability when the simulated read depth per marker was below five reads and the TP consisted of either four or eight DNA pools.

Simulations that varied TP PDS and OS rates found that TPs could maintain comparable predictive abilities relative to individual sequencing (>90%) with either >50 DNA pools sequenced or >50% OS (Figure 2). Variable rates of degradation occurred in different trait-population combinations below those thresholds but even extreme forms of OS and PDS resulted in >70% of individually sequenced TP predictive ability (Figure 2). Relative to individual TP sequencing, the most extreme degree of PDS (2 DNA Pool TPs) simulations of anthesis date genomic prediction resulted in a predictive ability decrease of 26.2% (0.61–0.45), 23.3% (0.60–0.54), and 6.3% (0.63–0.59) for hybrid, lowland, and upland breeding groups.
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**FIGURE 3** Mean predictive ability of genomic prediction simulations applied to a candidate population (CP) with contrasting DNA pooling strategies. Genotypes evaluated per sequenced DNA sample ($p$) used in the CP is related to pool size ($n$) where $p = n$ for one dimensional pools and $p = n^2/2n$ for two dimensional pools. Error bars represent one standard deviation from the mean. Points represent the mean value of 100 simulations and error bars represent one standard deviation from the mean. Horizontal dashed bars represent the mean predictive ability using individual training population and CP sequencing for anthesis (0.63, 0.61, and 0.60 for upland, hybrid, and lowland, respectively) and spring vigor (0.76 and 0.62 for hybrid and lowland, respectively).

Groups, respectively. Simulations of spring vigor 2 PDS TP decreased predictive ability by 14.4% (0.76–0.65) and 22.6% (0.62–0.48) for hybrid and lowland breeding groups, respectively. Similarly, the most extreme form of OS (10% OS) simulations of anthesis date prediction resulted in a predictive ability decrease of 31.1% (0.61–0.42; 6 PDS), 11.7% (0.60–0.53; 6 PDS), and 17.4% (0.63–0.52; 20 PDS) for hybrid, lowland, and upland breeding groups, respectively. The simulations of spring vigor genomic prediction using OS 10% decreased predictive ability by 21.0% (0.76–0.60; PDS 6) and 9.7% (0.62–0.56; PDS 6) for hybrid and lowland breeding groups, respectively.

One- and two-dimensional CP PDS resulted in reductions in predictive ability with increasing number of pooled genotypes per sequenced DNA samples (Figure 3). Where one- and two-dimensional pooling resulted in equivalent sequencing costs, predictive abilities were comparable for both traits in lowland and upland breeding groups (Figure 3). However, two-dimensional pooling resulted in reduced predictive ability for the hybrid breeding group. This effect was greatest for hybrid population spring vigor predictions (Figure 3). Incorporating AT into one-dimensional CP PDS allowed less than two genotypes to be evaluated per sequenced DNA sample, which resulted in predictive ability approaching to individual sequencing (Figure 4). For example, one-dimensional PDS with two individuals per DNA pool and AT >20% attained, on average, >95% predictive ability relative to individual CP sequences while requiring between 0.7 and 0.9 sequences per CP individual.

Multiple reduced sequencing GS scenarios were compared with GS using individual sequencing. Scenarios implementing TP OS and PDS (Scenario 50OS and Scenario PDS50) resulted in greater genetic gain with the upland anthesis date, but resulted in similar or reduced genetic gain in Liberty spring vigor (2000 DNA samples per cycle scenarios; Figure 5). Reallocating sequencing resources from the TP to the CP resulted in an increase in selection intensity that more than compensated for the minor reduction in predictive ability observed in these simulations. With greater sequencing resources (4,000 DNA samples and 8,000 DNA samples), Scenario 50OS and Scenario PDS50 were inferior to individually sequenced TP GS. The majority of the CP PDS strategies resulted in superior gains relative to individually sequenced GS when sequencing is limited to 2,000 DNA samples. For these scenarios, the loss in predictive ability resulting from CP PDS was also offset by the benefit of a larger CP. One exception was the poor performance of hybrid two-dimensional PDS (Scenarios 2D3N and 2D4N).

Relative genetic gain of CP PDS scenarios decreased in the 4,000 and 8,000 DNA sequence scenarios (Figure 5). However, Scenario 1D2N40AT (Table 1; Figure 5) was superior to individual sequencing GS in all scenarios. Scenario 1D2N40AT resulted in 14.9, 6.5, and 2.7% greater gains for hybrid spring vigor and 21.9, 9.8, and 5.7% greater for anthesis date (for 2,000; 4,000; and 8,000 DNA sequence budgets, respectively). If Scenario 1D2N40AT is recalculated to only use the DNA sequencing resources required to match the
genetic gain of an individually sequenced CP, it results in a sequencing savings of 35.0, 23.9, and 15.3% for hybrid spring vigor and 43.4, 33.6, and 21.8% for anthesis date (for 2,000; 4,000; and 8,000 DNA sequence budgets, respectively). Genetic gain from two-dimensional CP PDS was consistently inferior to one-dimensional CP PDS and inferior to individual sequenced GS for all but the 2,000 DNA sequence upland anthesis breeding scenario.

4 | DISCUSSION

4.1 | Reducing sequencing in training populations

These simulations highlight an economic tradeoff between predictive ability and sequencing costs when constructing a TP. Improved sequencing technology may lessen this tradeoff through continued reductions in per-base-pair sequencing costs (Bhat et al., 2016; Muir et al., 2016). However, GS performance plateaus at low or moderate marker densities (Abed et al., 2018; Fiedler et al., 2018; Werner et al., 2018; Zhang et al., 2019) and per-sample expenses currently account for the majority of genotype-by-sequencing costs for a GS switchgrass sample. These per-sample costs are primarily labor and reagents which may not decline in cost going forward. Therefore, strategies which reduce per-sample sequencing expenses may be valuable for breeding programs.

These switchgrass GS simulations found that outlier individuals contain the greatest information value for GS and individuals with moderate trait values provide progressively less value (Lander & Botstein, 1989; Li et al., 2019; Morton & Howarth, 2005). This is intuitive since the tails of the trait distribution contain the greatest share of variance in a population. In this assessment, switchgrass individuals in the central 50% of the distribution contribute <5% of the predictive ability on average, a trend that remains true even in TPs containing <100 individuals (Figure 1). Therefore, a proportion of moderate-trait-value TP individuals may be economically omitted from sequencing for many breeding programs using GS. Even in the case of multitrait breeding programs, strategies could be devised to isolate individuals providing the least information. For example, Alexandre et al. (2019) pooled individuals using Z scores, which normalized each trait of interest. This strategy could be extended to also exclude individuals with the lowest absolute mean Z scores.

The use of PDS for TP construction uncouples the linear relationship between TP size and sequencing expenses. This strategy is most valuable in systems where diversity can be affordably generated. Since PDS samples cluster a heterogeneous population into a smaller number of DNA pools sharing a trait value, phenotypic information is lost, as fewer PDS
samples are included in the TP (Figure 2). The granular trait information lost as a result of TP PDS resulted in a moderate to severe predictive ability penalty, but even extreme applications (10% OS TP or 2 PDS TP) resulted in, at worst, ∼70% of the maximum predictive ability (Figure 2).

The use of PDS to affordably extract trait–marker relationships from potentially large TPs can enable new methods of TP construction. As is described in Reverter et al. (2016), sampling genotypes from commercial settings can facilitate data collection from the true production environment rather than from experiments that are proxies of commercial settings. While commercial sampling limits the experimental methods available to a breeder, production populations sizes are usually much larger than what could be evaluated in an experiment. Provided measurement errors are uncorrelated with genotypic values, errors in marker frequency within these large pools will regress to zero with increasing sample size. Since DNA pooling can extract marker information from a TP with sequencing costs unrelated to the number of individuals in a TP, screening very large commercial populations may be a viable method for TP construction or supplementation of the experimental TP. This strategy is limited to easily phenotyped traits but could be useful for challenging traits such as drought tolerance, resistance to a disease outbreak, or long-term persistence.

The most obvious drawback to these reduced sequencing strategies for TPs is that the DNA pools are only valuable for the current trait of interest. There are also statistical limitations imposed by OS and PDS as used in the current study. Both PDS and OS can limit the detection of population structure, can prevent accurate estimation of genetic variances, and can prevent accurate scaling of the GEBVs. Although population structure cannot be detected or accounted for using the usual methods in PDS TPs, population structure can be recognized through inflated predictive abilities (Berro et al., 2019; Fiedler et al., 2018). If population structure in a breeding population is associated with the trait of interest, artificially high predictive abilities can be observed simply by assigning individuals to correct subpopulations. This can be seen in the lowland breeding group, which is known to include multiple unmixed subpopulations. Since one or more of the lowland switchgrass subpopulations vary for the traits measured, unrealistically strong predictive abilities are observed even with 99% of the markers omitted from analysis (Supplemental Figure S1).

There are many facets to breeding programs that these TP simulations did not evaluate. These include breeding strategies such as pedigrees, multitrait GS, dominance or epistatic variance modeling, and genotype-by-environment effects. In addition, these simulations only used DNA pools with uniform numbers of individuals in the TP (and CP, below). The ability to incorporate PDS samples with variable number of individuals into a TP could improve the flexibility of these methods. Lastly, switchgrass is an outcrossing species, and the breeding populations used in this experiment were created by recurrent selection and random recombination (Casler, 2012). Therefore, the assumption of random mating is generally valid for these breeding programs. Breeding programs that do match the assumption of random mating may have more spurious relationships when TP sequencing is reduced through PDS or OS.

### 4.2 Pooled candidate populations

The likelihood that an untested genotype is elite is low in plant breeding. Therefore, efficient field experiments maximize the number of untested genotypes evaluated while minimizing the early investment in each genotype (Moehring et al., 2014; Williams et al., 2011). Similar strategies have not been applied to resource allocation within GS CPs. Incorporating group testing methods may reduce the sequencing expenses per CP individual. However, CP PDS resulted in a steep trade-off between predictive ability and savings in the current simulations (Figures 3 and 4).

Many group testing strategies assume skewed sample distributions with a low proportion of outliers (Chen & Hwang, 2008). Therefore, the normal distribution of GEBVs makes multidimensional group testing ineffective for accurately identifying high GEBV individuals. Instead of decoding two-dimensional arrays using the GEBV of pooled DNA samples, two-dimensional pooled samples in the current experiment were decoded at the scale of genetic markers prior to GEBV calculation since rare markers can be effectively identified within a two-dimensional array (Supplemental Figure S1). Reasonable predictive abilities were obtained using this strategy in two of the three breeding groups, but the hybrid breeding group two-dimensional PDS predictions performed poorly (Figure 3). The reason for this is unknown but could be related to the population’s upland–lowland ancestry (Ramstein et al., 2016).

The trade-off between predictive ability and sequencing effort was improved by the use of AT in one-dimensional pools. The one-dimensional AT simulations used the initial PDS sequencing run to isolate pools with promising candidates and used AT to identify the specific elite individuals. The majority of the sequencing savings were provided through PDS, but scenarios with initial PDS of three and four individuals per pool resulted in subtly lower plateaus of predictive ability after AT (Figure 4). This likely is due to the failure to identify pools containing elite individuals during the initial PDS stage.

These simulations applied simple proof-of-concept strategies for CP DNA pooling and decoding. More advanced methods of pool construction and array decoding are possible (Balding et al., 1996; Chen & Hwang, 2008; McMahan...
et al., 2017). For example, individuals could also be replicated across the one- or multidimensional pools. Replication would increase complexity but can reduce the risk of losing promising genotypes during the initial cycle of PDS. These simulations also did not assess AT in two-dimensional pools. Sequencing an individual within a two-dimensional pool array could improve the marker decoding accuracy across the entire two-dimensional pooling array. Lastly, pool decoding accuracy could be improved using population genetic information such as linkage disequilibrium or phased parental sequence information (Technow & Gerke, 2017). Since individual sequencing of large CPs are costly investments, and most CP individuals are rejected, strategies that further improve PDS CP methods could result in substantial cost reductions for GS.

4.3 Limited sequencing breeding scenarios

The reduced sequencing strategies used for TP construction were beneficial when sequencing was limited to 2,000 DNA samples (Figure 5; Scenarios 500S and PDS50). Reallocating sequencing savings from the TP to CP has the greatest benefit with small CPs. Under conditions with greater sequencing resources, the reallocation of TP sequencing resources became a penalty in genetic gain. Although not simulated in the current study, both OS and PDS will likely have the greatest benefit when the methods allow TPs to contain more individuals while maintaining constant sequencing expenditures.

BROADLY, the predictive ability penalties of CP PDS resulted in poor outcomes when the proportion of CP individuals evaluated per DNA sequence became greater than two (Figure 4). By using one-dimensional CP PDS with two individuals per pool and adaptive testing on 40% of the highest GEBV pools, scenario 1D2N40AT sequenced 0.7 DNA samples per individual in the CP (or 1.43 individuals per DNA sample). After including reallocation from TP PDS, the final predictive ability penalty was only 0.01 (1.6%) while evaluating a 52% larger CP than if individual sequencing was used. This trade-off was beneficial even in high-resource scenarios. Since the 50 PDS TP resulted in a predictive ability penalty under these conditions (Scenario PDS50), greater benefits may have been observed if Scenario 1D2N40AT used individual TP DNA sequencing.

The methods of the current study attempted to evaluate the trade-off between sequencing expenses and predictive ability without assigning program-specific costs to sequencing or field evaluation, both of which can vary substantially between breeding programs. It also omitted other potential expenses in the breeding process. For example, these budgets assumed that new genotypes in the CP could be affordably produced. This fact is unlikely to be the case in systems where inbreeding or manual pollination are used. However, in switchgrass, the production of new CP genotypes is currently affordable.

These simulated genetic gain calculations also did not include the impact of predictive ability variance in the simulations. The impact of minor predictive ability fluctuations could have major impacts on genetic gain. Despite these limitations, these results provide promising evidence that group testing methods can to reduce GS CP sequencing costs and improve genetic gain.

5 CONCLUSIONS

Reduced sequencing TP strategies, such as OS and PDS, can allow breeders to balance the effort, accuracy, and expenses of phenotyping and genotyping when constructing a TP. Preferentially sequencing TP outlier individuals can reduce sequencing expenses while maintaining acceptable predictive ability even with small initial TP sizes. Pooling TP individuals based on similar trait values can also reduce sequencing costs and can be useful when the population available for the TP is too large to individually sequence. Group testing methods provided a novel route for reduced CP sequencing costs. Broadly, multiple CP pooling strategies were evaluated but resulted in similar trade-offs between sequencing savings and predictive ability. This study used simple CP pooling methods and there are multiple routes for improvement during DNA pool construction and decoding. To determine the benefits of reduced sequencing methods, genetic gain was compared among seven scenarios using variable reduced sequencing methods. Reduced TP sequencing methods produced greater genetic gain relative to individually sequenced TPs only in low-sequencing conditions (2,000 DNA samples per cycle). Reduced sequencing strategies for both TP and CP were less beneficial when greater sequencing resources were assumed (4,000 DNA and 8,000 DNA samples per cycle). However, one reduced sequencing breeding scenario used CP pooling with adaptive testing to use only 0.7 DNA sequences per individual in the candidate population. This scenario reallocated the savings to expand the size of the CP and resulted in 5–22% greater genetic gain relative to individual GS sequencing.
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