NEW TRICKS FOR ESTIMATING GRADIENTS OF EXPECTATIONS

Christian Walder §§ Paul Roussel &§ Cheng Soon Ong §§
Richard Nock §§ Masashi Sugiyama §

CSIRO Data61 § Australian National University § École Polytechnique Paris Saclay
University of Sydney § RIKEN and University of Tokyo

first.last@{data61.csiro.au,polytechnique.edu}, sugi@k.u-tokyo.ac.jp

ABSTRACT

We introduce a family of pairwise stochastic gradient estimators for gradients of expectations, which are related to the log-derivative trick, but involve pairwise interactions between samples. The simplest example of our new estimator, dubbed the fundamental trick estimator, is shown to arise from either a) introducing and approximating an integral representation based on the fundamental theorem of calculus, or b) applying the reparameterisation trick to an implicit parameterisation under infinitesimal perturbation of the parameters. From the former perspective we generalise to a reproducing kernel Hilbert space representation, giving rise to a locality parameter in the pairwise interactions mentioned above, yielding our representer trick estimator. The resulting estimators are unbiased and shown to offer an independent component of useful information in comparison with the log-derivative estimator. We provide a further novel theoretical analysis which further characterises the variance reduction afforded by the new techniques. Promising analytical and numerical examples confirm the theory and intuitions behind the new estimators.

1 Introduction

Our goal is to estimate the gradient of an expectation of some function $f$ with respect to the parameters of the distribution over which the expectation is taken, that is

$$\nabla_\theta \mathbb{E}_{x \sim p(\cdot|\theta)} [f(x)].$$

This is an important sub-problem of various numerical problems — in machine learning this includes policy gradient methods of reinforcement learning (Williams, 1992), training variational auto-encoders (Kingma and Welling, 2014), and variational inference (Jordan et al., 1999; Blei et al., 2016).

Sample efficient estimates of (1) are highly desirable as they typically feed into optimisation settings where sampling $x \sim p(\cdot|\theta)$ is expensive (Pflug, 1996; Robert and Casella, 1999; Rezende et al., 2014; Gu et al., 2015; Silver et al., 2016; Foerster et al., 2018; Khan et al., 2018). This has inspired a large and growing body of work on variance reduction techniques (Wang et al., 2013; Miller et al., 2017; Roeder et al., 2017; Tucker et al., 2017) — for an overview see e.g. Geffner and Domke (2018), which studies the control variate method of reducing variance by linearly combining multiple estimators.

Despite significant efforts, just two main families of estimators are widely used by the machine learning community (Mohamed et al., 2019). The reparameterisation trick (Rubinstein, 1992; Kingma and Welling, 2014; Rezende et al., 2014) samples $x \sim p(\cdot|\theta)$ as $\epsilon \sim \mathcal{E}$ and $x = t_\theta(\epsilon)$, so

$$\nabla_\theta \mathbb{E}_{x \sim p(\cdot|\theta)} [f(x)] = \mathbb{E}_{\epsilon \sim \mathcal{E}} [\nabla_\theta f(t_\theta(\epsilon))] \approx \frac{1}{n} \sum_{i=1}^{n} \nabla f(t_\theta(\epsilon_i))^\top \nabla_\theta t_\theta(\epsilon_i),$$
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Figure 1: Variance vs. sample size $n$ on the toy problem of Section 6, for the standard log-derivative estimator $L_n$ of (3) (blue), and the fundamental trick estimator $F_n$ of (4) (orange). Our $F_n$ has favourable (lower) variance for $n \geq 5$.

where $\epsilon_i \sim \mathcal{E}$. This simplifies (1) by moving $\theta$ from the distribution to a deterministic function. The log-derivative trick (Miller, 1967; Williams, 1992) uses $\nabla p = p \times \nabla \log p$, to obtain

$$\nabla_\theta \mathbb{E}_{x \sim p(\cdot | \theta)} [f(x)] = \mathbb{E}_{x \sim p(\cdot | \theta)} [f(x) \nabla_\theta \log p(x | \theta)] \approx L_n = \frac{1}{n} \sum_{i=1}^{n} f(x_i) \nabla_\theta \log p(x_i | \theta),$$

where $x_i \sim p(\cdot | \theta)$. However $L_n$ typically suffers higher variance than the reparameterisation trick (2); an observation which is only recently being theoretically explained (Xu et al., 2019).

Paper Organisation We provide a new family of pairwise stochastic gradient estimators for (1) (see Table 1 for a comparison), starting with our fundamental trick estimator in Section 2. We provide theoretical analysis in Section 3, where we characterise the variance of our estimators, relate the fundamental trick to both the reparameterisation and log-derivative tricks, and show that our techniques yield a new and useful source of information. A shortcoming of the fundamental trick estimator is that the pairwise interactions are crudely non-local. We address this by introducing the more advanced representer trick estimator in Section 4, which is based on a reproducing kernel Hilbert space (r.k.h.s.) perspective. This yields a family of estimators parameterised by the choice of r.k.h.s., and requires certain quantities which we provide in closed form in Subsection 4.1 for two important examples of r.k.h.s. (namely a particular Sobolev space on compact and non-compact domains). Taking our novel univariate r.k.h.s. based schemes as a starting point, we derive multivariate generalisations of the required closed form expressions in Section 5. Finally, we provide some intuition using analytical and numerical examples in Section 6, before concluding in Section 7.

## 2 A Special Case: The Fundamental Trick Estimator

To set the stage, we begin with the simplest special case of our new family of estimators of (1), the fundamental trick estimator for univariate distributions, featured also in Figure 1,

$$F_n = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{n-1} \sum_{j=1}^{n} \frac{f'(x_j) \frac{1}{2} \text{sign}(x_i - x_j) \nabla_\theta \log p(x_i | \theta)}{p(x_j | \theta)},$$

where $x_i \sim p(\cdot | \theta)$, and non-bold indicates univariateness. We have the simple property,

**Lemma 2.1.** (Unbiasedness of $F_n$.) Let $f : \mathbb{R} \to \mathbb{R}$ be a continuously differentiable function and let $p$ be a density which is absolutely continuous with respect to itself, that is for which $p(x | \theta + h) \to 0$ for all $h \to 0_+$ and all points $x$ for which $p(x | \theta) > 0$. Then $F_n$ of (4) is an unbiased estimator of (1).

**Proof.** (Of Lemma 2.1.) It is sufficient to consider the minimal $n = 2$, whereupon $F_2$ contains two terms. Since for any function $g$ and samples $x$ and $z$ drawn i.i.d. from any distribution $\mathcal{D}$,

$$\mathbb{E}_{x,z \sim \mathcal{D}} [g(x, z)] = \mathbb{E}_{x,z \sim \mathcal{D}} [g(z, x)],$$

(5)
Table 1: A qualitative comparison of the Monte Carlo estimators of (1) considered in this paper.

| trick: reference: | reparameterisation | log-derivative | fundamental | representer |
|-------------------|-------------------|----------------|-------------|-------------|
| equation:          |                   |                |             |             |
| Rubinstein (1992)  | 2                | 3             | 4           | 7           |
| Miller (1967)     | x                | x             | x           | x           |
| this paper        | x                | x             | x           | x           |
| (this paper)      | x                | x             | x           | x           |
| (this paper)      | x                | x             | x           | x           |

we need only consider one of these two terms. Writing \( x \equiv x_1 \) and \( z \equiv x_2 \),

\[
\mathbb{E}_{x,z} \left[ \frac{f'(z)}{p(z|\theta)} \nabla_\theta \log p(x|\theta) \right] = \int \int p(x|\theta) f'(z) \frac{1}{2} \text{sign}(x - z) \nabla_\theta \log p(x|\theta) \, dx \, dz \\
= \nabla_\theta \int \int p(x|\theta) f'(z) \frac{1}{2} \text{sign}(x - z) \, dx \, dz \\
= \nabla_\theta \mathbb{E}_{x \sim p(\cdot|\theta)} \left[ \int f'(z) \frac{1}{2} \text{sign}(x - z) \, dz \right] \\
= \nabla_\theta \mathbb{E}_{x \sim p(\cdot|\theta)} \left[ f(x) + \text{const.} \right] = \nabla_\theta \mathbb{E}_{x \sim p(\cdot|\theta)} \left[ f(x) \right].
\]

The second last line uses the fact that the fundamental theorem of calculus (Gregory, 1668) may be expressed

\[
f(x) = \int_{-\infty}^{x} f'(z) \, dz + C_1 = \int_{x}^{+\infty} f'(z) \, dz + C_2 = \int_{-\infty}^{+\infty} f'(z) \frac{1}{2} \text{sign}(x - z) \, dz + C,
\]

where the second equality does not follow from the first but may be proven in a similar fashion to it, and final expression is the average of the preceding two. Note that the requirement \( p(x|\theta > 0) \) stated under appropriate conditions within Theorem 2.1 is one of absolute continuity of \( p \) with respect to itself in a certain sense — see (Glasserman, 2004, § 7.3.2 and Appendix B.4).

The proof of Theorem 2.1 suggests an interpretation of \( F_n \) as \( L_n \) with the (known) function \( f \) replaced by a noisy Monte Carlo estimate of \( f \). However, \( F_n \) is not merely equal to \( L_n \) plus independent noise.

**Local Transformation Derivation** We provide intuition for (4) by deriving it constructively, by applying both the log-derivative and reparameterisation tricks — see Figure 2 on page 16 of the appendix. These estimators have been combined in a different and powerful manner by Ruiz et al. (2016), and more recently in a variety of other ways, all rather distinct to the present idea (Maddison et al., 2016; Tucker et al., 2017; Jang et al., 2017; Grathwohl et al., 2017). Our idea is to express infinitesimal changes in \( \theta \) by a reparameterisation, and then to apply the chain rule (as done in the reparameterisation trick) to that reparameterisation — for the full derivation see Appendix A.

### 3 The General Case: Pairwise Stochastic Gradient Estimators

We introduce the family of estimators of which \( F_n \) of (4) is a special case, and establish some basic properties. Additional proofs are left to Appendix C. The estimators are given by two definitions:

**Definition 3.1.** (Pairwise representation function.) Let \( p(\cdot|\theta) \) be a probability distribution with domain \( \mathcal{X} \) and let \( f : \mathcal{X} \to \mathbb{R} \). \( G : \mathcal{X} \times \mathcal{X} \to \mathbb{R} \) is a representation function for \( f \) with respect to \( p(\cdot|\theta) \) if

\[
\mathbb{E}_{z \sim p(\cdot|\theta)} \left[ G(x, z) \right] = f(x), \quad \forall x \in \mathcal{X}.
\]

**Definition 3.2.** (Pairwise stochastic gradient estimator.) Let \( x_1, x_2, \ldots, x_n \) be i.i.d. random variables with domain \( \mathcal{X} \) and density function \( p(\cdot|\theta) \) that satisfies the same absolute continuity property as Theorem 2.1, and let \( G \) be a pairwise representation function for some \( f \) with respect to \( p(\cdot|\theta) \). Then we define

\[
M_n(G) = \frac{1}{n} \sum_{i=1}^{n} \frac{1}{n-1} \sum_{j=1}^{n} G(x_i, x_j) \nabla_\theta \log p(x_i|\theta),
\]

(7)

to be the pairwise stochastic gradient estimator for (1).
The remainder of this section analyses $M_n(G)$, starting with the first and second moments:

**Theorem 3.1.** (Unbiasedness of (7)) $\mathbb{E}_{x_1,\ldots,x_n \sim p(\cdot|\theta)} [M_n(G)] = \nabla \theta \mathbb{E}_{x \sim p(\cdot|\theta)} [f(x)]$.

**Theorem 3.2.** (Variance of (7)) $M_n(G)$ has variance

$$\nabla [M_n(G)] = \mathbb{V}_{x \sim p(\cdot|\theta)} [f(x)\nabla \theta \log p(x|\theta) + \mathbb{E}_{z \sim p(\cdot|\theta)} [G(z,x)\nabla \theta \log p(z|\theta)]] + \mathcal{O}(\frac{1}{n^2}).$$

It is instructive to apply Theorem 3.2 (proven at the end of this section) to the fundamental trick.

**Definition 3.3.** (Fundamental trick pairwise representation function.) We define $G_{ft} : \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R},$

$$G_{ft}(x,y) = \frac{1}{2} f'(x) \text{sign}(z-x).$$

If it is easy to check that $G_{ft}$ is a pairwise representation function, and that it yields the fundamental trick $F_n$ of (4), i.e. $M_n(G_{ft}) = F_n$. This allows a useful corollary of Theorem 3.2, namely

**Corollary 3.2.1.** (Fundamental trick variance.) Assume that $p(\cdot|\theta)$ admits a reparameterisation of the standard type (i.e. that employed in (2)). Then with the assumptions of Theorem 3.2,

$$\nabla [F_n] = \mathbb{V}_{x \sim p(\cdot|\theta)} [f'(x)\nabla \theta \log p(x|\theta) + f'(x) \frac{dz}{d\theta}] + \mathcal{O}(\frac{1}{n^2}),$$

where $f'(x) \frac{dz}{d\theta}$ is the standard reparameterisation gradient, in the notation of Figurnov et al. (2018).

**Proof.** (Of Corollary 3.2.1.) The result follows from Theorem 3.2 by noting that

$$\mathbb{E}_{z \sim p(\cdot|\theta)} [G(z,x)\nabla \theta \log p(z|\theta)] = \int G(z,x)\nabla \theta \log p(z|\theta)p(z|\theta)\,dz$$

$$= \frac{1}{2} f'(x) \text{sign}(z-x)\nabla \theta \log p(z|\theta)p(z|\theta)\,dz = \frac{f'(x)}{p(x|\theta)} \nabla \theta \int \frac{1}{2} \text{sign}(z-x)p(z|\theta)\,dz$$

$$= \frac{f'(x)}{p(x|\theta)} \left( -\nabla \theta F(x|\theta) \right) = f'(x) \frac{dz}{d\theta},$$

where $F(x|\theta)$ is the cumulative distribution function of $x|\theta$, and we used $\frac{dz}{d\theta} = -\nabla \theta F(z|\theta), a key relation featured by Figurnov et al. (2018) as their Equation 8. This shows that for $n \rightarrow \infty$, the fundamental trick has four times the variance of the average of the log derivative trick and the reparameterisation trick estimators, should a reparameterisation be available. This is because the argument of the variance in (10) is equal to twice that average, for a single sample $x$. $F_n$ and more generally $M_n(G)$ are nonetheless relevant however, because they

1. apply in different settings (especially when a reparameterisation is unavailable — see Table 1),
2. may be superior to either the log-derivative or the reparameterisation trick estimators in isolation (see Figure 1 for an example), and
3. may reduce the variance of the log-derivative estimator in convex combination with it.

The second point is obvious from the form of (10). The third point is more subtle, however, and is the subject of the remainder of this section. We begin by introducing some well known concepts from statistics (see e.g. Geffner and Domke (2018) for a review tailored to the present context) and financial portfolio theory (see e.g. Markowitz (1970)).

**Definition 3.4.** (Minimum variance convex combination.) The min-var weights of $m$ random variables $x_1, x_2, \ldots, x_m$ is the set of vectors of coefficients $c \in \mathbb{R}^m$ satisfying $c^\top 1 = 1$ for which $\nabla \left[ \sum_{i=1}^m c_i x_i \right]$ are minimised.

The following result is well known, and easily shown with e.g. the use of Lagrange multipliers.

**Lemma 3.3.** (Expression for the min-var weights.) If the min-var weights of the previous definition exist are unique, then they are given by $c^* = \Sigma^{-1} 1 / (1^\top \Sigma^{-1} 1)$, where $\Sigma$ is the covariance matrix given by $\Sigma_{i,j} \equiv \text{Cov}(x_i, x_j)$.

The crucial property we will verify is that the fundamental trick estimator adds useful information in convex combination with the log-derivative estimator. The notion of adding useful information is formalised by our definition of an important concept in financial portfolio theory, namely
Definition 3.5. (Diversification.) $x_2$ diversifies $x_1$ if $(1,0)^T$ is not an associated min-var weight.

A new estimator is useful in the sense of variance reduction, if it diversifies an existing estimator. Checking whether one estimator diversifies another turns out to be particularly simple if they are unbiased, with the condition involving only the uncentered second moments. In particular we have

Lemma 3.4. (Uncentered second moment condition for diversification.) Let $x_1$ and $x_2$ have the same mean and finite second moments. If $\mathbb{E} [x_1 x_2] \neq \mathbb{E} [x_1 x_1]$, then $x_2$ diversifies $x_1$.

Proof. (Of Lemma 3.4.) The min-var weights are given by $c^* \propto (\Sigma_{22} - \Sigma_{12} \Sigma_{11} - \Sigma_{12})^T$. Since $\mathbb{E} [x_1] = \mathbb{E} [x_2] \equiv \mu$, we have $\Sigma_{i,j} = \mathbb{E} [x_i x_j] - \mu^2 \equiv \hat{\Sigma}_{i,j} - \mu^2$. Hence

$$c^* \propto (\hat{\Sigma}_{22} - \hat{\Sigma}_{12}, \hat{\Sigma}_{11} - \hat{\Sigma}_{12})^T,$$

(11)

and so if $\mathbb{E} [x_1 x_2] \neq \mathbb{E} [x_1 x_1]$ then the second element of $c^*$ is non-zero.

We may now state our next important result, which is non-trivial in the sense that there are closely related estimators which fail to diversify in this way — see Appendix B for an example.

Theorem 3.5. (Usefulness of $M_n(G)$ in combination with $L_n$.) If both $L_n$ of (3) and $M_n(G)$ of (7) have finite variance then in general $M_n(G)$ diversifies $L_n$.

Proof. (Of Theorem 3.5.) It is sufficient to consider $L_n$ and $M_n(G)$ with $n = 2$, and a single term in the summation for $M_2(G)$. According to Lemma 3.4, we require that $\Sigma_{11} \neq \Sigma_{1m}$, where

$$\Sigma_{11} = \mathbb{E}_{x,z} \left[ \left( \frac{1}{2} (f(x) \nabla_x \log p(x|\theta) + f(z) \nabla_z \log p(z|\theta)) \right)^2 \right]$$

$$= \frac{1}{2} \mathbb{E}_x \left[ (f(x) \nabla_x \log p(x|\theta))^2 \right] + \frac{1}{2} \mathbb{E}_z \left[ (f(z) \nabla_z \log p(z|\theta))^2 \right] \equiv \nu_{11},$$

and

$$\Sigma_{1m} = \mathbb{E}_{x,z} \left[ \left( \frac{1}{2} (f(x) \nabla_x \log p(x|\theta) + f(z) \nabla_z \log p(z|\theta)) \right) G(x,z) \nabla_x \log p(x|\theta) \right]$$

$$= \frac{1}{2} \mathbb{E}_x \left[ f(x) \nabla_x \log p(x|\theta) G(x,z) \nabla_x \log p(x|\theta) \right] + \frac{1}{2} \mathbb{E}_z \left[ f(z) \nabla_z \log p(z|\theta) G(x,z) \nabla_x \log p(x|\theta) \right] \equiv \nu_{1m},$$

But the two quantities which differ in these expressions are given by

$$\nu_{11} = \int f(x) \nabla_x \log p(x|\theta) p(x|\theta) \, dx \int f(z) \nabla_z \log p(z|\theta) p(z|\theta) \, dz,$$

and

$$\nu_{1m} = \iint (f(x) \nabla_x \log p(z|\theta) G(x,z) \nabla_x \log p(x|\theta) ) p(x|\theta) p(z|\theta) \, dx \, dz,$$

the latter of which is not a separable double integral, hence in general $\nu_{11} \neq \nu_{1m}$.

Our next two results characterise the degree of variance reduction afforded by this diversification.

Theorem 3.6. (Convex combination of log-derivative and pairwise estimators.) For the convex combination of $L_n$ of (7) and $M_n(G)$ of (3), we have

$$\mathbb{V} [\alpha M_n(G) + (1 - \alpha) L_n]$$

$$= \mathbb{V}_{x \sim p(\theta)} \left[ f(x) \nabla_x \log p(x|\theta) + \alpha \mathbb{E}_{z \sim p(\theta)} [G(z,x) \nabla_x \log p(z|\theta)] \right] + \mathcal{O}(\frac{\alpha^2}{n^2}).$$

(12)
New Tricks for Estimating Gradients of Expectations

\textbf{Theorem 3.7.} (Optimal variance reduction of }\textbf{M}_n(\mathcal{G})\textbf{ in convex combination with }\textbf{L}_n\textbf{.) Let}

\[ \rho = \text{Corr} \left[ f(x) \nabla_x \log p(x|\theta), \mathbb{E}_{z \sim p(\cdot|\theta)} \left[ G(x, z) \nabla_\theta \log p(z) \right] \right], \]

\text{and}

\[ \sigma_L^2 = \mathbb{V}_{x \sim p(\cdot|\theta)} \left[ f(x) \nabla_x \log p(x|\theta) \right]. \]

Then the optimal reduction, relative to the variance of }\textbf{L}_n\textbf{, in the }\mathcal{O}(\frac{1}{n})\textbf{ component of the variance afforded by taking a convex combination of }\textbf{M}_n(\mathcal{G})\textbf{ with }\textbf{L}_n\textbf{, is}

\[ \min_{\alpha \in \mathbb{R}} \frac{\mathbb{V}_{x \sim p(\cdot|\theta)} \left[ f(x) \nabla_\theta \log p(x|\theta) + \alpha \mathbb{E}_{z \sim p(\cdot|\theta)} \left[ G(z, x) \nabla_\theta \log p(z|\theta) \right] \right]}{\sigma_L} = 1 - \rho^2. \]

We conclude by proving Theorem 3.2 using the following result, itself proven in Appendix C.

\textbf{Lemma 3.8.} (Inverted functional Eve’s law.) Let }x_1, \ldots, x_n\text{ be i.i.d. random variables with domain }\mathcal{X}\text{, and let }f : \mathcal{X}^n \to \mathbb{R}\text{ be a deterministic function with }\mathbb{V}_{x_1, \ldots, x_n} \left[ f(x_1, \ldots, x_n) \right] < \infty. \text{ Then}

\[ \mathbb{V}_{x_1, \ldots, x_n} \left[ f(x_1, \ldots, x_n) \right] = \sum_{i=2}^{n} \mathbb{E}_{x_i} \left[ \mathbb{V}_{x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n} \left[ f(x_1, \ldots, x_n) \right] - \mathbb{E}_{x_1, \ldots, x_n} \left[ f(x_1, \ldots, x_n) \right] \right] \]

\[ + \sum_{i=1}^{n} \mathbb{V}_{x_i} \left[ \mathbb{E}_{x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n} \left[ f(x_1, \ldots, x_n) \right] \right]. \tag{13} \]

\[ \mathbb{V}_{x_1} \left[ f(x_1, \ldots, x_n) \right] \]

\[ = \sum_{i=2}^{n} \mathbb{E}_{x_i} \left[ \mathbb{E}_{-i} \left[ \left( \frac{1}{n} \sum_{j=1}^{n} \frac{1}{n-1} \sum_{k=1 \atop k \neq j}^{n} G(x_j, x_k) \nabla_\theta \log p(x_j|\theta) \right) \right] \right] \]

\[ = \mathbb{V}_{x_i} \left[ \mathbb{E}_{-i} \left[ \left( \frac{1}{n(n-1)} \sum_{j=1 \atop j \neq i}^{n} G(x_j, x_i) \nabla_\theta \log p(x_i|\theta) + G(x_i, x_j) \nabla_\theta \log p(x_j|\theta) \right) \right] \right] \]

\[ = \mathbb{V}_{x} \left[ \mathbb{E}_{z} \left[ \frac{1}{n} \left( G(x, z) \nabla_\theta \log p(x|\theta) + G(z, x) \nabla_\theta \log p(z|\theta) \right) \right] \right] \]

\[ = \mathbb{V}_{x} \left[ f(x) \nabla_\theta \log p(x|\theta) + \mathbb{E}_{z} \left[ G(z, x) \nabla_\theta \log p(z|\theta) \right] \right] \]

\[ = \frac{1}{n^2} \mathbb{V}_{x} \left[ f(x) \nabla_\theta \log p(x|\theta) + \mathbb{E}_{z} \left[ G(z, x) \nabla_\theta \log p(z|\theta) \right] \right], \tag{15} \]

\text{where } (a) \text{ is by definition, } (b) \text{ uses the fact that terms with } i \neq j \text{ and } i \neq k \text{ may be dropped as they are constant inside the variance w.r.t. } x_j, \text{ (c) introduces } x, z \sim p(\cdot|\theta) \text{ and exploits the i.i.d. assumption on } x_1, \ldots, x_n, \text{ (d) is by the definition of } G(\cdot, \cdot), \text{ and } (e) \text{ moves a constant outside the variance. Hence the summation on line (14) reduces to}

\[ \sum_{i=1}^{n} \mathbb{V}_{x_i} \left[ \mathbb{E}_{x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n} \left[ f(x_1, \ldots, x_n) \right] \right] \]

\[ = \frac{1}{n} \mathbb{V}_{x} \left[ f(x) \nabla_\theta \log p(x|\theta) + \mathbb{E}_{z} \left[ G(z, x) \nabla_\theta \log p(z|\theta) \right] \right]. \]
which matches the first term on the r.h.s. of (8). Finally, we treat the summation on line (13). Substituting $M_n(G)$ of (7) for $f(x_1, \ldots, x_n)$, the inner expectation in the summand becomes

$$
\mathbb{E}_{x_i} \left[ \sum_{i=2}^{n} \frac{1}{n(n-1)} \mathbb{E}_{x_{i+1}, \ldots, x_n} \left[ g(T_{i,j} - \mathbb{E}_{x_i} [T_{i,j}]) \right] \right]
$$

where (a) substitutes $M_n(G)$, (b) is by linearity of expectation, (c) uses the definition of $M_n(G)$ with $T_{i,j} = G(x_i, x_j) \nabla_\theta \log p(x_i | \theta) + G(x_j, x_i) \nabla_\theta \log p(x_j | \theta)$, (d) is again by linearity, (e) removes terms with $j \geq i$ as they are constant under the variance, (f) removes the expectation w.r.t. variables not present in the argument of the expectation, (g) moves a constant out of the variance and expectation, (h) applies the Bienaymé formula for the variance of the sum of independent random variables, and (i) introduces a constant $C$ which is independent of $n$ and $i$. Putting (16) into (13) yields

$$
\sum_{i=2}^{n} \mathbb{E}_{x_i} \left[ \sum_{i=2}^{n} \frac{1}{n(n-1)} \mathbb{E}_{x_{i+1}, \ldots, x_n} \left[ g(T_{i,j} - \mathbb{E}_{x_i} [T_{i,j}]) \right] \right]
$$

\[
= \frac{1}{n^2(n-1)^2} \sum_{i=1}^{n} \mathbb{E}_{x_i} \left[ \sum_{j=1}^{i-1} (T_{i,j} - \mathbb{E}_{x_i} [T_{i,j}]) \right]
\]

\[
= \frac{(i-1)}{n^2(n-1)^2} \mathbb{E}_{x_i} \left[ \sum_{j=1}^{i-1} (T_{i,j} - \mathbb{E}_{x_i} [T_{i,j}]) \right]
\]

\[
= \frac{(i-1)}{n^2(n-1)^2} \cdot C
\]

which matches the second term on the r.h.s. of (8) and completes the proof.

\[\square\]

4  **Representer Trick Estimator**

We now introduce a more powerful version of the fundamental trick introduced by way of introduction in Section 2 and as part of the more general framework as Definition 3.2. Intuitively, the $\text{sign}(x_i - x_j)$ in the fundamental trick (9) reflects the direction from $x_i$ to $x_j$, and serves as a stochastic proxy for the factor $\nabla_j f(t\theta(e_i))$ in the reparameterisation trick (2) without needing an explicit reparameterisation (see the supplementary Figure 2 for an illustration). The non-locality of this $\text{sign}$ term (which ignores the magnitude of $(x_i - x_j)$) is undesirable however, both intuitively and as empirically demonstrated in the supplementary Figure 6. We address this by introducing a length scale parameter by way of a particular r.k.h.s.. This effectively weights the contribution of pairs of samples according to the distance between them, in a precise way which retains the properties of Section 3:

**Definition 4.1.** (The r.k.h.s. pairwise representation function.) Let $\mathcal{H}$ be an r.k.h.s. with domain $\mathcal{X}$, reproducing kernel $k$ and regularisation operator $P$, so that for $f \in \mathcal{H}$ and $\forall x \in \mathcal{X}$, we have (Wahba, 1990; Schölkopf and Smola, 2001;
Further let \( p(\cdot|\theta) \) be a probability distribution on \( \mathcal{X} \). Then we define
\[
F_\mathcal{H}(x, z) \equiv \frac{w(\mathcal{H}, f, x, z)}{p(z|\theta)},
\]
where for clarity we neglect to notate dependence on \( f \) and \( p(\cdot|\theta) \).

The point is that it is trivial to show that

**Lemma 4.1.** \( F_\mathcal{H}(x, z) \) is a pairwise representation function for \( p(\cdot|\theta) \) and \( f \).

The condition in **Definition 4.1** that the support of \( p(\cdot|\theta) \) match the domain of \( \mathcal{H} \) motivates the explicit treatment of r.k.h.s.’s on compact domains in the following Subsection 4.1.

### 4.1 First-Order Sobolev Norm r.k.h.s.

We now derive closed form examples of the key quantity \( w \) of (17). Let \( \mathcal{H}_a(\mathcal{X}) \) be the r.k.h.s. with regularisation operator \( P = 1 + a\partial \), \( a > 0 \) on domain \( \mathcal{X} \), where \( \partial \) is defined by \( \partial f \equiv f' \). \( \mathcal{H}_a(\mathcal{X}) \) is a Sobolev space with length-scale \( a \) (Wahba, 1990). This choice of \( P \) is convenient as it involves only the first derivative, thereby leading to a family of estimators that require only \( f \) and \( f' \).

#### 4.1.1 Case of the whole real line

On the domain \( \mathcal{X} = \mathbb{R} \) the operator \( \partial \) has adjoint \( \partial^* = -\partial \), and so we have
\[
\langle f, g \rangle_{\mathcal{H}_a(\mathbb{R})} = \langle Pf, Pg \rangle_{L^2(\mathbb{R})} = \langle f \rangle (1 + a\partial)^*(1 + a\partial )|g\rangle_{L^2(\mathbb{R})} = \langle f \rangle (1 - (a\partial)^2)|g\rangle_{L^2(\mathbb{R})}.
\]

Denoting \( \phi_x(z) \equiv k(z, x) \), the reproducing property (17) implies, \( \forall x \in \mathbb{R} \),
\[
(1 - (a\partial)^2) \phi_x(\cdot) = \delta_x(\cdot),
\]
where \( \delta_x \) is the Dirac distribution centered at \( x \). Here we impose the boundary conditions \( \phi_x'(\infty) = \phi_x'(-\infty) = 0 \) to obtain the well known solution (see e.g. Wahba (1990)) \( \phi_x(z) \equiv k(z, x) = \exp(-|x - z|/a)/(2a) \). Letting \( \partial \) act on the first argument of \( k(\cdot, \cdot) \), we obtain
\[
Pk(z, x) = k(z, x) + a\partial k(z, x) = k(z, x) + a\text{sign}(x - z)/a k(z, x)
\]
\[
= (1 + \text{sign}(x - z)) k(z, x) = 2\delta(z < x) k(z, x).
\]

Hence we have the \( w \) of (17) in closed form,
\[
w(\mathcal{H}_a(\mathbb{R}), f, x, z) \equiv Pf(z)Pk(z, x) = (f(z) + af'(z)) 2\delta(z < x) \exp(-|x - z|/a)/(2a),
\]
however this expression may be improved by symmetrisation analogously to (6), yielding the following expression for the \( w \) of (18), which we verify by first principles in Appendix D.1.
\[
w_{\text{symmetrised}}(\mathcal{H}_a(\mathbb{R}), f, x, z) \equiv (f(z) + a\text{sign}(x - z)f'(z)) \exp(-|x - z|/a)/(2a).
\]

It is easy to check that putting this into (18) and taking \( a \to \infty \) yields the fundamental trick (9). Furthermore, in a certain sense the limit \( a \to 0 \) gives rise to the log-derivative trick estimator.

#### 4.1.2 Case of a bounded interval

For \( \mathcal{X} = [-1, +1] = \mathcal{U} \) we impose \( \phi_x'(\infty) = \phi_x'(1) = 0 \), and immediately obtain (using the *Mathematica* software) the result of Thomas-Agnan (1996) and assuming \( x_1 \leq x \) (which is no restriction since reproducing kernels are symmetric functions), we have
\[
k_a(x_1, x) = (\cosh((1 + x_1)/a) \cosh((1 - x_1)/a))/ (a \sinh(2/a)).
\]

Letting \( \partial \) again act on the first argument of \( k(\cdot, \cdot) \), we obtain with some algebra,
\[
Pk_a(z, x) = (1 + \text{sign}(z - x) \tanh ((1 + \text{sign}(z - x)x)/a))k_a(x, z).
\]
The $w$ of (17) for the bounded case is hence

$$w(\mathcal{H}_a(U), f, x, z) \equiv \{f(z) + af'(z)\} Pk_a(z, x),$$  

(23)

where $Pk_a(z, x)$ is given in (22) and $k_a(z, x)$ in (21). As $\phi_x$ is the solution to (19), we have by definition that $P^*P\phi_x = \delta_x$ on $U$. However, the restriction to $U$ introduces terms due to the boundary conditions, in particular we have the following representation, which does not appear to have previously been made explicit in the r.k.h.s. literature.

**Lemma 4.2.** Let $f : [-1, +1] \rightarrow \mathbb{R}$ be continuously differentiable and $a > 0$. Then $\forall x \in [-1, +1],$

$$f(x) = \int_{-1}^{+1} w(\mathcal{H}_a(U), f, x, z) \, dz + \frac{af(-1)k_a(x, -1) - af(1)k_a(x, 1)}{\equiv B(\mathcal{H}_a(U), f, x)}.$$  

(24)

Proof. (Of Lemma 4.2.) Integration by parts gives $(f, \partial g) = [fg]_{-1}^{+1} - \langle \partial f, g \rangle$. Hence, the boundary terms involving derivatives of $\phi_x$ vanish and we have

$$\int_{-1}^{+1} w_{[-1, +1]}(\mathcal{H}_a, f, x, z) \, dz \equiv \{P\phi_x, P f\} = \langle (\mathbb{I} + a\partial)\phi_x, (\mathbb{I} + a\partial)g \rangle$$

$$= \langle \phi_x, f \rangle + a\langle \phi_x, \partial f \rangle + a^2\langle \partial \phi_x, \partial f \rangle$$

$$= \langle \phi_x, f \rangle + a\langle [\phi_x]_{-1}^{+1} - \langle \partial \phi_x, f \rangle \rangle + a^2\langle \partial \phi_x, f \rangle + a^2\langle [\phi_x]_{-1}^{+1} - \langle \partial^2 \phi_x, f \rangle \rangle$$

$$= \langle \phi_x, f \rangle + a[\phi_x]_{-1}^{+1} - a^2\langle \partial \phi_x, \partial f \rangle = \langle P^* P\phi_x, f \rangle + a[\phi_x]_{-1}^{+1},$$

which rearranges to (24). \qed

The boundary condition terms are handled by the trivial

**Lemma 4.3.** $M_n(F_{\mathcal{H}_a(U)})$ is a pairwise stochastic gradient estimator for $x \mapsto f(x) - (B(\mathcal{H}_a, f, x))$.

Adding e.g. the standard log-derivative trick estimator for $\nabla_{\theta} \mathbb{E}_{x \sim p(\cdot | \theta)} \left[ B(\mathcal{H}_a, f, x) \right]$ to $M_n(F_{\mathcal{H}_a(U)})$ therefore yields an estimator for $\nabla_{\theta} \mathbb{E}_{x \sim p(\cdot | \theta)} \left[ f(x) \right]$. The properties of this estimator may be analysed analogously to Theorem 3.6, though this analysis provides little additional insight.

## 5 Multivariate Extension

We now give multivariate generalisations of the $w$ of (20) and (23) which define our general family of pairwise representation functions (18).

For $\mathbb{R}^d$ we have, as proven in Appendix D.2.1.

**Lemma 5.1.** (Integral representation on $\mathbb{R}^d$) For any $f : \mathbb{R}^d \rightarrow \mathbb{R}$ which is sufficiently differentiable and for which for any $J \subseteq \{1, 2, \ldots, d\}$, $\lim_{\|z\|_1 \rightarrow +\infty} \left| \frac{\partial^{\left| J \right|} f}{\prod_{k \in J} \partial z_k} (z) \right| < +\infty$, for any $x \in \mathbb{R}^d$ and $a > 0$ we have, where const is constant with respect to $x$,

$$f(x) = \int_{\mathbb{R}^d} \sum_{J \subseteq \{1, 2, \ldots, d\}} a^{\left| J \right|} \prod_{k \in J} \frac{\partial^{\left| J \right|} f}{\partial z_k} (z) \prod_{k \in J} \text{sign}(x_k - z_k) \exp(-\frac{\|x - z\|_1}{a}) \, dz + \text{const.}$$

Similarly to (6) the constant in the above representation does not affect our estimator. Although the above representation involves all partial derivatives up to order $d$, crucially this is the dimension of the sample space, rather than that of the parameter space. For example, in a variational auto-encoder (Kingma and Welling, 2014; Rezende et al., 2014), $d$ is the dimension of the low-dimensional embedding, which is often set to $d = 2$ for visualisation purposes.

For the compact case (see the comment after Lemma 4.1 on the relevance) we have, as proven in Appendix D.2.2,
Lemma 5.2. (Integral representation on $[-1, 1]^{d}$) Let $f : [-1, 1]^{d} \to \mathbb{R}$ be $d$-times differentiable and $\alpha > 0$. Along with $k_{\alpha}$ of (21) define
\[
\begin{align*}
  r_{\alpha}(z, x) &\equiv (1 + \text{sign}(x - z) \tanh((1 + \text{sign}(x - z))z)/\alpha) \\
  \kappa_{\alpha}(z, x) &\equiv r_{\alpha}(z, x)k_{\alpha}(z, x) \\
  B_{\alpha}(x) &\equiv \cosh((1 + x)/\alpha)/\sinh(2/\alpha) \\
  \kappa_{\alpha}(z, x) &\equiv \prod_{i}^{d} \kappa_{\alpha}(z_{i}, x_{i}).
\end{align*}
\]
Then we have the integral representation
\[
f(x) = \int_{[-1, 1]^{d}} \sum_{J \subseteq \{1, 2, \ldots, d\}} \left( \alpha^{|J|} \frac{\partial^{|J|} f}{\prod_{k \in J} \partial^{z_{k}}}(z) \right) \kappa_{\alpha}(z, x) \, dz - \sum_{\epsilon \in \{-1, 0, 1\}^{d} \setminus \{0, \ldots, 0\}} B_{\alpha}^{\epsilon}(x) \cdot f(x^\epsilon),
\]
where $x^\epsilon = (\epsilon_{1} + (1 - \epsilon_{1})(1 + \epsilon_{1})x_{1}, \ldots, \epsilon_{d} + (1 - \epsilon_{d})(1 + \epsilon_{d})x_{d})$ and $B_{\alpha}^{\epsilon}(x) = \prod_{i=1}^{d} B_{\alpha}(\epsilon_{i}x_{i})\epsilon_{i} + (1 - \epsilon_{i})(1 + \epsilon_{i})$.

The terms involving $B_{\alpha}^{\epsilon}(\cdot)$ may be handled analogously to the statement following Lemma 4.3.

6 Illustrative Example

We now demonstrate our new estimators both analytically and numerically on a simple univariate problem. The toy distribution $p(x|\theta)$ which we consider is designed with the following considerations:

- The choice of distribution side-steps issues of high variance due to the factor of $1/p(x|\theta)$ in the fundamental trick representation (9) which may arise in the case of small values of $p(x|\theta)$. This is achieved by choosing a distribution that, on its support, is bounded away from zero.
- The distribution is non-trivial to handle as it fails to satisfy the absolute continuity requirement of Theorem 2.1. We demonstrate how to decompose the distribution to make it amenable to both the log-derivative estimator and our new pairwise ones.

Toy Problem. Consider $f(x) = x$ where $x, \theta \in \mathbb{R}$. We wish to estimate (1) at the point $\theta = 0$, with
\[
p(x|\theta) = \frac{2}{\pi} \begin{cases} 
  1/(1 + (x - \theta)^2) & |x - \theta| \leq 1 \\
  0 & \text{otherwise}.
\end{cases}
\]
(25)

Reparameterisation Solution. Letting $\epsilon$ of (2) have the probability density (25) with $\theta = 0$, i.e.
\[
p(\epsilon) = \frac{2}{\pi} \begin{cases} 
  1/(1 + \epsilon^2) & |\epsilon| \leq 1 \\
  0 & \text{otherwise},
\end{cases}
\]
we may reparameterise
\[t_{\theta}(\epsilon) = x + \theta.\]
We then have by (2) that
\[
\mu \equiv \nabla_{\theta} \mathbb{E}_{x \sim p(\cdot|\theta)} [f(x)] = \mathbb{E}_{\epsilon \sim \mathcal{E}} \left[ \nabla_{\theta} f(t_{\theta}(\epsilon)) \right] = \mathbb{E}_{\epsilon \sim \mathcal{E}} \left[ 1 \right] = 1.
\]
Absolutely Continuous Decomposition. It is instructive to note that (25) does not satisfy the absolute continuity requirement of Theorem 2.1 (nor that of the log-derivative estimator (Glasserman, 2004; Pflug, 1996; Mohamed et al., 2019)), as the support depends on $\theta$. By introducing a simple decomposition, however, we can apply both our pairwise estimators and the log-derivative estimator. To this end we define (by plugging into (25))

$$c \equiv p(-1|\theta = 0) = p(+1|\theta = 0) = \frac{1}{\pi},$$

and write the Heaviside function $u$ as

$$u(z) = \begin{cases} 
1 & \text{if } -1 \leq z \leq 1, \\
0 & \text{otherwise}.
\end{cases}$$

Since $\theta$ translates the distribution, we have

$$p(x|\theta = \hat{\theta}) = p(x - \hat{\theta}|\theta = 0)u(x - \hat{\theta})$$

$$= (p(x - \hat{\theta}|\theta = 0) - c + c)u(x - \theta)$$

$$\equiv \hat{p}(x - \hat{\theta}) + cu(x - \hat{\theta}),$$

where by construction $\hat{p}(x) = p(x|\theta = 0) - c$ satisfies the absolute continuity condition placed on $p$ in the statement of Theorem 2.1, and so we have

$$\mu \equiv \nabla_\theta \mathbb{E}_{x \sim p(\cdot|\theta)}[f(x)]$$

$$= \nabla_\theta \int p(x|\theta)f(x) \, dx$$

$$= \nabla_\theta \int (\hat{p}(x - \theta) + cu(x - \theta))f(x) \, dx$$

$$= \nabla_\theta \int \hat{p}(x - \theta)f(x) \, dx + \nabla_\theta \int cu(x - \theta)f(x) \, dx,$$

$$\approx \hat{\mu}$$

$$= \text{c}(f(1) - f(-1)) = \frac{2}{\pi},$$

where since $\nabla_\theta$ absorbs additive constants in $\hat{p}$, we see that $\hat{\mu}$ matches the expectation of the log-derivative family of estimators (including our pairwise ones) applied naively to $p(x|\theta)$.

Log-derivative Trick. The remaining term is then available in closed form, as

$$\hat{\mu} = \int_{-1}^{1} p(x|\theta = 0)f(x)\nabla_{\theta=0} \log p(x|\theta) \, dx$$

$$= \int_{-1}^{1} \frac{4x^2}{\pi(1 + x^2)^2} \, dx$$

$$= 1 - \frac{2}{\pi}.$$

Hence by combining (27) with (29) we have

$$\mu = \hat{\mu} + \frac{2}{\pi} = 1 - \frac{2}{\pi} + \frac{2}{\pi} = 1,$$

in line with (26).

Fundamental Trick. Consider also the fundamental trick estimator with the minimal two points, i.e. $F_2$ of Theorem 2.1. Then it is straightforward to show that it reduces to the form (28), and therefore also gives the correct expectation.

Further Numerical analysis. We provide a detailed numerical analysis of the variance of the main estimators under consideration in this paper, for the problem of estimating $\hat{\mu}$ in Appendix E. We find that mixing an optimal $\approx 83\%$ of the log-derivative estimator with the remainder the fundamental trick estimator yields $\approx 7\%$ variance reduction for $n = 2$ Monte Carlo samples, compared with the log-derivative estimator. While a modest improvement, Figure 1 shows greater gains for larger $n$ due to averaging $O(n^2)$ terms in (4) — moreover these gains do not require convex combination, but rather show our fundamental trick outperforming the log-derivative trick outright.
7 Conclusion

We introduced a family of pairwise stochastic gradient estimators for the problem of estimating gradients of an expectation with respect to the parameters of the distribution. This provides a fresh avenue of exploration for a fundamental sub-problem of various technical fields, notably that of Bayesian machine learning. We have presented a theoretical analysis of this new approach along with a set of numerical experiments which provide further intuitions and proof of concept. The work raises a number of important questions, however. Chief among these is how best to apply the new estimators on real-world problems for which the number of required samples is prohibitive, such as reinforcement learning of physical systems via policy gradient methods.
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The following are appendices for *New Tricks for Estimating Gradients of Expectations*.

### A A Constructive Derivation of the Fundamental Trick

The setup for this approach is as follows. Consider without loss of generality evaluating (1) at \( \theta = 0 \). With a slight abuse of notation (including reuse of \( t_0 \) from (2)), let the mapping \( t_0(x) \) transform \( x_0 \sim p(\cdot; \theta = 0) \) to \( x = t_0(x_0) \) such that \( x \sim p(x|\theta) \), i.e., by the transformation of random variables we have the relation involving the Jacobian determinant

\[
p(x|\theta) = p(t_0^{-1}(x)|\theta = 0) \left| \frac{\partial}{\partial x} t_0^{-1}(x) \right|.
\]

(30)

Expand \( p(x|\theta) \) to first order with respect to \( \theta \)

\[
p(x|\theta) = p(x|\theta = 0) + \theta \frac{\partial}{\partial \theta} p(x|\theta) + \mathcal{O}(\theta^2),
\]

(31)

and expand \( t_0 \) with respect to \( \theta \) about \( t_0(x) = x \),

\[
t_0(x) = x + \theta \Delta(x) + \mathcal{O}(\theta^2).
\]

(32)

By neglecting the second order terms, and applying Monte Carlo to the resultant expectation, we are able to obtain with some algebra (see Appendix A), the estimator

\[
\nabla_\theta \mathbb{E}_{x \sim p(\cdot; \theta)} [f(x)] \approx \frac{1}{n} \sum_{i=1}^{n} \frac{f^i(z_i)}{p(z_i|\theta)} \mathbb{I}(x_i > z_i) \left| \frac{\partial}{\partial \theta} \log p(x_i|\theta) \right|,
\]

(33)

where \( x_i, z_i \sim p(\cdot; \theta) \). By symmetrising (33) with both (5) (to introduce the double sum) and (6) (to introduce the sign function), we obtain the main version of the fundamental trick estimator, (4).

Expansions (31) and (32) are coupled by (30); equating these two expansions of \( p(x|\theta) \) and letting \( u_0(x) \equiv t_0^{-1}(x) \) gives

\[
p(x|\theta = 0) + \theta \frac{\partial}{\partial \theta} \bigg|_{\theta = 0} p(x|\theta) = p(u_0(x)|\theta) |u_0'(x)| + \mathcal{O}(\theta^2).
\]

(34)

By construction, (34) holds at \( \theta = 0 \); this can be verified by letting \( \theta = 0 \) and observing that the Jacobian \( |u_0'(x)| \) is equal to 1 at \( \theta = 0 \) (indeed, \( u_0(x) = x \) is the identity).

Consider infinitesimal \( \theta \) (i.e. neglect \( \mathcal{O}(\theta^2) \)); differentiating w.r.t. \( \theta \) at \( \theta = 0 \) gives the additional condition

\[
\frac{\partial}{\partial \theta} \bigg|_{\theta = 0} p(x|\theta = 0) = p(x|\theta = 0)
\]

\[
\left. \frac{\partial}{\partial \theta} \right|_{\theta = 0} \left. p(x|\theta) \right|_{\theta = 0} + \mathcal{O}(\theta^2) = \left. \frac{\partial}{\partial \theta} \right|_{\theta = 0} \left. \left( p(u_0(x)|\theta) |u_0'(x)| + \mathcal{O}(\theta^2) \right) \right|
\]

which simplifies to

\[
\frac{\partial}{\partial \theta} \bigg|_{\theta = 0} p(x|\theta = 0) = \left. \frac{\partial}{\partial \theta} \right|_{\theta = 0} p(u_0(x)|\theta) |u_0'(x)|.
\]

(35)

For small \( \theta \), the inverse \( u_0(x) = x - \theta \Delta(x) \) for some function \( \Delta(\cdot) \) (identified below), because

\[
\frac{\partial}{\partial \theta} \bigg|_{\theta = 0} t_0(u_0(x)) = \left. \frac{\partial}{\partial \theta} \right|_{\theta = 0} \left( u_0(x) + \theta \Delta(u_0(x)) + \mathcal{O}(\theta^2) \right)
\]

\[
= \left. \frac{\partial}{\partial \theta} \right|_{\theta = 0} \left( (x - \theta \Delta(x)) + \theta \Delta(x - \theta \Delta(x)) + \mathcal{O}(\theta^2) \right)
\]

\[
= 0
\]
New Tricks for Estimating Gradients of Expectations

as required. Hence, to handle the r.h.s. we exploit our choice of \( i.e. \)
\[
\frac{\partial}{\partial \theta} \bigg|_{\theta=0} p(u_\theta(x)\theta | u_\theta(x)) \\
= \frac{\partial}{\partial \theta} \bigg|_{\theta=0} \left( p(x - \theta \Delta(x)) \frac{\partial}{\partial x} (x - \theta \Delta(x)) \right) \\
= \left( \frac{\partial}{\partial \theta} \right|_{\theta=0} p(x - \theta \Delta(x)) \frac{\partial p(x - \theta \Delta(x))}{\partial (x - \theta \Delta(x))} \right) + \left( p(x - 0 \Delta(x)) \frac{\partial}{\partial \theta} \bigg|_{\theta=0} \left[ \frac{\partial}{\partial x} (x - \theta \Delta(x)) \right] \right) \\
= -\left( \frac{\partial}{\partial x} p(x|\theta = 0) \right) \Delta(x) - p(x|\theta = 0) \left( \frac{\partial}{\partial x} \Delta(x) \right) \\
= -\frac{\partial}{\partial x} \left( p(x|\theta = 0) \Delta(x) \right). \\
\]
Putting this back into the right hand side of (35) gives
\[
\frac{\partial}{\partial \theta} \bigg|_{\theta=0} p(x|\theta) = -\frac{\partial}{\partial x} \left( p(x|\theta = 0) \Delta(x) \right), \\
\]
which is solved by integrating both sides w.r.t. \( x \), yielding
\[
\Delta(x) = -\frac{1}{p(x|\theta = 0)} \int_{z=-\infty}^{x} \frac{\partial}{\partial \theta} p(z|\theta = 0) \, dz \\
= +\frac{1}{p(x|\theta = 0)} \int_{z=x}^{\infty} \frac{\partial}{\partial \theta} p(z|\theta = 0) \, dz, \\
\]
where we used
\[
\int_{z=-\infty}^{x} \frac{\partial}{\partial \theta} p(z|\theta = 0) \, dz + \int_{z=x}^{\infty} \frac{\partial}{\partial \theta} p(z|\theta = 0) \, dz = \frac{\partial}{\partial \theta} \int_{z=-\infty}^{\infty} p(z|\theta = 0) \, dz = \frac{\partial}{\partial \theta} 1 = 0. \\
\]
We rewrite \( \Delta \) as an expectation using the indicator \( I(x) = \begin{cases} 1 & x \in \text{True} \\ 0 & \text{otherwise} \end{cases} \) to obtain
\[
\Delta(x) = \left( \frac{1}{p(x|\theta)} \right) \int_{z=-\infty}^{\infty} I(z > x) \frac{\partial}{\partial \theta} p(z|\theta = 0) \, dz \\
= \left( \frac{1}{p(x|\theta)} \right) \frac{\partial}{\partial \theta} \int_{z=-\infty}^{\infty} I(z > x) p(z|\theta = 0) \, dz \\
= \frac{1}{p(x|\theta)} \mathbb{E}_{z \sim p(\cdot|\theta = 0)} \left[ \frac{\partial}{\partial \theta} \log p(z|\theta = 0) I(z > x) \right]. \\
\]
The chain rule with \( t_{\theta} \) gives
\[
\frac{\partial}{\partial \theta} \bigg|_{\theta=0} \mathbb{E}_{x \sim p(\cdot|\theta)} [f(x)] = \mathbb{E}_{x \sim p(x|\theta=0)} \left[ \frac{\partial}{\partial \theta} f(t_{\theta}(x)) \right] \bigg|_{\theta=0} \\
= \mathbb{E}_{x \sim p(x|\theta=0)} \left[ \frac{\partial}{\partial \theta} \bigg|_{\theta=0} f(x + \theta \Delta(x)) \right] \\
= \mathbb{E}_{x \sim p(x|\theta=0)} \left[ \left( \frac{\partial}{\partial x} f(x) \right) \Delta(x) \right] \\
= \mathbb{E}_{x \sim p(x|\theta=0)} \left[ \frac{f'(x)}{p(x|\theta)} \mathbb{E}_{z \sim p(\cdot|\theta = 0)} \left[ \frac{\partial}{\partial \theta} \log p(z|\theta = 0) I(z > x) \right] \right] \\
= \mathbb{E}_{x \sim p(x|\theta=0)} \left[ \frac{f'(x)}{p(x|\theta)} \frac{\partial}{\partial \theta} \log p(z|\theta = 0) I(z > x) \right]. \\
\]
This scheme applies at any \( \theta \) (not only \( \theta = 0 \)). Hence by Monte Carlo estimation of the expectation, we obtain the unsymmetrised form of our fundamental trick estimator, (33).
In the context of (1), consider where by considering infinitesimal changes (f) to $x_i$ (denoted by the green dot), and thereby cannot make use of the derivative of $f$, but rather uses the value of $f(x_i)$ to weight $\nabla_\theta \log p(x_i|\theta) = c.f. (3)$.

(b) In the reparameterisation trick, a sample $\epsilon_i$ from a fixed base distribution $\mathcal{E}$ is mapped by a deterministic function parameterised by $\theta$. Hence, varying $\theta$ perturbs the mapped point (as in the green arrows). The derivative of $f$ indicates the direction in which to perturb $x_i$ (and by the chain rule, $\theta$) in order to increase the value of $f(x_i) = c.f. (2)$.

(c) In our derivation of the fundamental trick of Appendix A, we initially sample an $x_i^{(0)}$ given some fixed value of the parameters (here and without loss of generality, $\theta = 0$). Unlike the reparameterisation trick, we have no explicit transformation $t_\theta$, but by considering infinitesimal changes to $\theta$ (the r.h.s. red and blue plots denote $p(x|\theta = 0)$ and $p(x|\theta)$, respectively) we construct an appropriate infinitesimal perturbative transformation of the $x_i^{(0)}$, namely (32). Hence changing $\theta$ may be thought not only to perturb the mapped point (as denoted by the green arrows), but also to increases or decreases the probability of the mapped point (as denoted by the blue arrows). In this way, both the derivative of $f$ and the gradient of the (log of the) density $p(x|\theta)$ are made use of — c.f. (33).
B Hilbert-Sobolev-Laplace Gradient Estimator

To contrast with the novel and theoretically useful estimators of the main paper, we present here a tempting alternative which we show to be essentially useless, in the sense that it does not offer any orthogonal component of information over and above the log-derivative estimator.

B.1 The Estimator

To eliminate the factor \( \frac{1}{p(z|\theta)} \) in (4.1) it is tempting to employ a pairwise estimator using pairs \((x,z)\), where we let \( x \sim p(\cdot|\theta) \) and, instead of \( z \sim p(\cdot|\theta) \) as per (7),

\[
p(z|x) = \text{Laplace}(z|x,a) \equiv \exp(-|x-z|/a)/(2a).
\]

(36)

The point is that the factor then cancels with part of the weight function \( w \) of (20), and it is easy to show using a similar argument as the proof of Lemma 3.1 that the following Hilbert-Sobolev-Laplace estimator

\[
\nabla_\theta \mathbb{E}_{x \sim p(\cdot|\theta)} \left[ f(x) \right] \approx \frac{1}{mn} \sum_{i=1}^{m} \sum_{j=1}^{n} \left( f(x_{i,j}) + a \text{sign}(x_i - x_{i,j}) f'(x_{i,j}) \right) \nabla_\theta \log p(x_i|\theta),
\]

(37)

is unbiased, where \( x_i \sim p(\cdot|\theta) \) as before, but now \( x_{i,j} \sim \text{Laplace}(x_i, a) \) has mean \( x_i \) and scale \( a \).

B.2 Uselessness of the Estimator

Does (37) offer any independent information over the log-derivative estimator (3)? No; in line with Lemma 3.4 that would require \( \hat{\Sigma}_{hl} \neq \hat{\Sigma}_{ll} \), for the (uncentered) second moments (indexed by \( l \) and \( h \) for the log-derivative and Hilbert-Sobolev-Laplace estimators, respectively), but

\[
\hat{\Sigma}_{ll} = \mathbb{E}_{x \sim p(\cdot|\theta)} \left[ (f(x) \nabla \log p(x|\theta))^2 \right]
\]

and

\[
\hat{\Sigma}_{hl} = \mathbb{E}_{x \sim p(\cdot|\theta)} \left[ \mathbb{E}_{z \sim \text{Laplace}(x,a)} \left[ \left( \frac{f(z) + a \text{sign}(x - z) f'(z)}{\nabla \log p(x|\theta)} f(x) \nabla \log p(x|\theta) \right) \right] \right]
\]

\[
= \mathbb{E}_{x \sim p(\cdot|\theta)} \left[ f(x) \left( \nabla \log p(x|\theta) \right)^2 \right] \mathbb{E}_{z \sim \text{Laplace}(x,a)} \left[ \left( \frac{f(z) + a \text{sign}(x - z) f'(z)}{\nabla \log p(x|\theta)} \right) \right]
\]

\[
= \hat{\Sigma}_{ll},
\]

where the underbrace is expounded upon in the following Appendix B.3. Note that we needed only consider the diversification between the log-derivative estimator associated with (in the notation of the previous Appendix B.1) a single \( x_i \) and the associated Hilbert-Sobolev-Laplace term associated with a single perturbation \( x_{i,j} \) of that point.

Hence while it is tempting to choose (36) in order to obtain the convenient looking (37), this estimator is essentially just a noisy version the log-derivative estimator, and we cannot reduce the variance by taking a convex combination of the two.

B.3 Laplace Evaluation Estimator

As an aside, we note that putting the \( w \) of (20) into (17) and writing the result as an expectation leads to the neat identity

\[
f(x) = \mathbb{E}_{z \sim \text{Laplace}(x,a)} \left[ f(z) + af'(z) \text{sign}(x - z) \right],
\]

where \( f' \) is the derivative, \( \text{sign} \) is the \( \pm 1 \) valued sign function, and the Laplace distribution has mean \( x \) and scale \( a \), that is \( p(z|x,a) = \exp(-|x-z|/a)/(2a) \).

17
C Lemmas and Proofs for Section 3

We begin the law of total variance, that is

**Lemma C.1. (Eve’s law.)** Let $x$ and $y$ be random variables on the same probability space, and let $y$ have finite variance. Then we have the well known identity

$$
V_y[y] = E_x[\{V_y[y|x]\} + V_x[E_y[y|x]].
$$

(38)

**Proof. (Of Lemma C.1.)**

$$
V_y[y] = E_y[y^2] - E_y[y]^2
= E_x[E_y[y^2|x]] - E_x[E_y[y|x]^2]
= E_x[V_y[y|x]] + E_y[y^2] - E_x[E_y[y|x]^2]
= E_x[V_y[y|x]] + E_x[E_y[y^2|x]] - E_x[E_y[y|x]^2]
= E_x[V[y|x]] + V_x[E_y[y|x]].
$$

\[\square\]

**Corollary C.1.1. (Conditional Eve’s law.)** By conditioning all distributions on a random variable $z$ on the same probability space as $x$ and $y$, we obtain

$$
V_y[y|z] = E_x[V_y[y|x,z]|z] + V_x[E_y[y|x,z]|z],
$$

or equivalently

$$
V_y[y|x] = E_z[V_y[y|z,x]|x] + V_z[E_y[y|z,x]|x].
$$

(39)

**Corollary C.1.2. (Bivariate Eve’s law.)** Substituting (39) in the first term on the r.h.s. of (38) yields

$$
V_y[y] = E_x[E_z[V_y[y|z,x]|x] + V_z[E_y[y|z,x]|x] + V_x[E_y[y|x]]
= E_{x,z}[V_y[y|z,x]|x] + E_z[E_y[y|z,x]|x] + V_x[E_y[y|x]].
$$

(40)

**Lemma C.2. (Multivariate Eve’s law.)** Let $x_1, x_2, \ldots, x_n$ and $y$ be random variables on the same probability space, and let $y$ have finite variance. Then

$$
V_y[y] = E_{x_1,\ldots,x_n}[V_y[y|x_1,\ldots,x_n]|x_1,\ldots,x_{n-1}]
+ \sum_{i=1}^n E_{x_1,\ldots,x_{i-1}}[E_y[y|x_1,\ldots,x_i,x_{i+1},\ldots,x_n]|x_1,\ldots,x_{i-1}]
+ V_{x_1}[E_y[y|x_1]].
$$

(41)

**Proof. (Of Lemma C.2.)** Applying Corollary C.1.1 once again yields

$$
V_y[y|x_1,x_2] = E_{x_3}[V_y[y|x_1,x_2,x_3]|x_1,x_2] + V_{x_3}[E_y[y|x_1,x_2,x_3]|x_1,x_2].
$$

(42)

Relabelling terms in (40) we obtain

$$
V_y[y] = E_{x_1,x_2}[V_y[y|x_1,x_2]|x_1] + E_{x_1}[V_{x_2}[E_y[y|x_1,x_2]|x_1]] + V_{x_1}[E_y[y|x_1]].
$$

Substituting (42) into the first term above, we obtain

$$
V_y[y] = E_{x_1,x_2,x_3}[V_y[y|x_1,x_2,x_3]|x_1,x_2]
+ E_{x_1,x_2}[V_{x_3}[E_y[y|x_1,x_2,x_3]|x_1,x_2]|x_1]
+ E_{x_1}[V_{x_2}[E_y[y|x_1,x_2]|x_1]]
+ V_{x_1}[E_y[y|x_1]].
$$

Repeating the process for $x_4, x_5, \ldots, x_n$ yields the desired result.

\[\square\]

**Lemma C.3. (Functional Eve’s law.)** Let $x_1, \ldots, x_n$ be i.i.d. random variables with domain $\mathcal{X}$, and let $f : \mathcal{X}^n \to \mathbb{R}$ be a deterministic function with $\forall x_1,\ldots,x_n \{f(x_1,\ldots,x_n)\} < \infty$. Then

$$
V_{x_1,\ldots,x_n}[f(x_1,\ldots,x_n)] = \sum_{i=2}^n E_{x_1,\ldots,x_{i-1}}[V_{x_i}[E_{x_{i+1},\ldots,x_n}[f(x_1,x_2,\ldots,x_n)]]
+ V_{x_1}[E_{x_2,\ldots,x_n}[f(x_1,\ldots,x_n)]].
$$

(43)
Proof. (Of Lemma C.3.) Putting \( y = f(x_1, \ldots, x_n) \) in Lemma C.2, we observe that the first term in (41) vanishes since \( f \) is deterministic and therefore has zero variance when its argument is fixed.

**Lemma C.4. (Inversion of expectation and variance.)** Let \( x, y \) and \( z \) be random variables. Then
\[
E_x [V_z [y]] = E_x [V_z [y - E_x [y]]] + V_x [E_x [y]].
\]

**Proof. (Of Lemma C.4.)** Let \( x, y \) and \( z \) be random variables on the same probability space. Then we have the identity
\[
E_x [V_z [y]] = E_x \left[ E_x \left[ (y - E_x [y])^2 \right] \right]
= E_x \left[ E_x \left[ y^2 \right] - 2E_x \left[ y \right] \cdot E_x [y] + E_x [y]^2 \right]
= E_x \left[ y^2 \right] + E_x \left[ y - E_x [y] \right]^2
= E_x [V_x [y - E_x [y]]] + E_x \left[ (E_x [y] - E_{x,z} [y])^2 \right]
= E_x [V_x [y - E_x [y]]] + V_x [E_x [y]].
\]

Proof. (Of Lemma 3.8.) We apply the inversion of expectation and variance Lemma C.4 with \( x = (x_1, \ldots, x_{i-1}) \), \( z = x_i \) and \( y = E_{x_{i+1}, \ldots, x_n} \left[ f(x_1, \ldots, x_n) \right] \) to the summand of (43) to obtain
\[
E_{x_{i+1}, \ldots, x_n} \left[ V_{x_i} \left[ E_{x_{i+1}, \ldots, x_n} \left[ f(x_1, \ldots, x_n) \right] \right] \right]
= E_{x_i} \left[ V_{x_{i+1}, \ldots, x_n} \left[ E_{x_{i+1}, \ldots, x_n} \left[ f(x_1, \ldots, x_n) \right] - E_{x_{i+1}, \ldots, x_n} \left[ f(x_1, \ldots, x_n) \right] \right] \right]
+ V_{x_i} \left[ E_{x_{i+1}, \ldots, x_n} \left[ f(x_1, \ldots, x_n) \right] \right].
\]

Putting this into (43) yields the desired result.

We now return our attention to the first of our main theoretical results, starting with the following

**Proof. (Of Theorem 3.1.)** \( M_n(G) \) is an unbiased estimator of \( \nabla_\theta \mathbb{E}_{x \sim p(\cdot | \theta)} [f(x)] \) since
\[
E \left[ M_n(G) \right] \overset{(a)}{=} E \left[ M_2 \right] \overset{(b)}{=} E_{x,z} \left[ \frac{1}{2} (G(x, z) \nabla_\theta \log p(x | \theta) + G(x, z) \nabla_\theta \log p(z | \theta)) \right]
\]
\[
\overset{(c)}{=} E_{x,z} \left[ G(x, z) \nabla_\theta \log p(x | \theta) \right] \overset{(d)}{=} E_x \left[ f(x) \nabla_\theta \log p(x | \theta) \right] \overset{(e)}{=} \nabla_\theta \mathbb{E}_x [f(x)].
\]

Here, (a) follows by linearity of expectation and summation, (b) is by definition, (c) is due to the observation that, for any function \( g \) and i.i.d. random variables \( x \) and \( z \), \( E_{x,z \sim D} [g(x, z)] = E_{x \sim D} [g(z, x)] \), (d) follows by definition of \( G(\cdot, \cdot) \), and (e) is the standard log-derivative trick.

**Proof. (Of Theorem 3.6.)** The proof is similar to that of 3.2, but with \( M_n(G) \) replaced by \( \alpha M_n(G) + (1 - \alpha) L_n \) in the application of Lemma 3.8. First consider (16): in step (c), we should include terms with \( i = j \), which arise from the \( L_n \). However, in step (e) we remove those terms with \( j \geq i \) as they are constant under the variance w.r.t. \( x_1, \ldots, x_{i-1} \). This removes the terms arising from \( L_n \). We are left with the factor \( \alpha \), which we move outside the variance to obtain the \( O(\frac{\alpha}{n^2}) \) term in (12). Now consider (15). In step (a) we once again include the diagonal terms, which in this case are those with \( j = k \), which do not vanish in subsequent steps as explained in relation to (16). We therefore have
\[
\nabla_{x_i} \left[ \frac{1}{n} \alpha M_n(G) + (1 - \alpha) L_n \right]
\]
\[
\overset{(a)}{=} \nabla_{x_i} \left[ \frac{1}{n} \left( \alpha (G(x, z) \nabla_\theta \log p(x | \theta) + G(x, z) \nabla_\theta \log p(z | \theta)) \right) + (1 - \alpha) \left( f(x) \nabla_\theta \log p(x | \theta) \right) \right]
\]
\[
\overset{(b)}{=} \nabla_{x_i} \left[ \frac{1}{n} \alpha (f(x) \nabla_\theta \log p(x | \theta) + G(z, x) \nabla_\theta \log p(z | \theta)) + (1 - \alpha) \left( f(x) \nabla_\theta \log p(x | \theta) \right) \right]
\]
\[
\overset{(c)}{=} \left( 1 - \frac{1}{n} \right) \nabla_{x_i} [f(x) \nabla_\theta \log p(x | \theta) + \alpha \left( G(z, x) \nabla_\theta \log p(z | \theta) \right)],
\]
where (a) follows from the previous argument with substitution of the definition of $M_n(G)$ and $L_n$, (b) is by the definition of $G(x, z)$, and (c) moves a constant outside the variance. Hence the summation on line (14) reduces to the first term of (12), completing the proof.

Proof. (Of Theorem 3.7.) We have the quadratic function of $\alpha$

$$\nabla_x \mathbb{E}_{x \sim p(\cdot | \theta)} [f(x) \nabla_\theta \log p(x | \theta) + \alpha \mathbb{E}_{z \sim p(\cdot | \theta)} [G(z, x) \nabla_\theta \log p(z | \theta)]] = \sigma^2_L + \alpha^2 \sigma^2_F + 2\alpha \rho \sigma_L \sigma_F,$$

where we have additionally defined

$$\sigma^2_F = \nabla_x \mathbb{E}_{x \sim p(\cdot | \theta)} [\mathbb{E}_{z \sim p(\cdot | \theta)} [G(x, z) \nabla_\theta \log p(z | \theta)]]].$$

Putting the optimal $\alpha^* = -\rho \frac{2\rho}{\sigma_F}$ back into the quadratic and dividing by $\sigma_L$ yields the result.
D Additional Mathematical Details for the Representer Tricks

D.1 First Principles Verification of (20)

We now check (20) by putting it into (17) and using integration by parts. This verifies both the symmetrisation and the original r.k.h.s. based derivation. Assume w.l.o.g. that \( x = 0 \), giving

\[
f(0) = \frac{1}{2a} \int_{-\infty}^{\infty} \exp \left( -\frac{|z|}{a} \right) (f(z) + a \text{sign}(z)f'(z)) \, dz = \frac{1}{2a} (I_1 + I_2),
\]

(44)

where \( I_1 \equiv \int_{-\infty}^{0} \exp(\frac{z}{a})(f(z) + af'(z)) \, dz \) and \( I_2 \equiv \int_{0}^{\infty} \exp(-\frac{z}{a})(f(z) - af'(z)) \, dz \). Then

\[
I_1 = \int_{-\infty}^{0} \exp(\frac{z}{a})(f(z) + af'(z)) \, dz
\]

\[
= \int_{-\infty}^{0} \exp(\frac{z}{a})f(z) \, dz + a \int_{-\infty}^{0} \exp(\frac{z}{a})f'(z) \, dz
\]

\[
= \int_{-\infty}^{0} \exp(\frac{z}{a})f(z) \, dz + a \left( \left[ \exp(\frac{z}{a})f(z) \right]_{-\infty}^{0} - \frac{1}{a} \int_{-\infty}^{0} \exp(\frac{z}{a})f(z) \, dz \right)
\]

\[
= a \left[ \exp(\frac{z}{a})f(z) \right]_{-\infty}^{0}
\]

\[
= af(0),
\]

and by a similar argument \( I_2 = af(0) \), as required by (44).

D.2 Multivariate Integral Representations

D.2.1 Real Space \( \mathbb{R}^d \)

For Lemma 5.1 we have the following

**Proof.** Let \( f : [-1, 1]^d \to \mathbb{R} \) be \( d \)-times differentiable. Let define for any \( x \) in \( [-1, 1]^d \) and \( a > 0 \):

\[
I(a, x) \equiv \int_{\mathbb{R}^d} \frac{\partial^d g_a}{\partial z_k}(z) \prod_{k \in \{1, 2, \ldots, d\}} \text{sign}(x_k - z_k) \, dz,
\]

where \( g_a(z) \equiv f(z) \cdot \exp(-z \cdot x \cdot a) \) for any \( z \in \mathbb{R}^d \setminus \{ x \} \) and \( a > 0 \).

\( I \) is well defined because \( g_a \) is sufficiently differentiable on \( \mathbb{R}^d \setminus \{ x \} \).

The representation of \( f \) follows from the above expression after having calculated it in two different ways. We will differentiate the expression within the integral and then we will integrate it.

**Step 1: differentiation** We differentiate \( g \) with respect to each \( z_i \) for \( i \in \{ 1, 2, \ldots, d \} \). Set \( z \in \mathbb{R}^d \setminus \{ x \} \):

\[
\prod_{k \in \{1,2,\ldots,d\}} \frac{\partial^d g_a}{\partial z_k}(z) \prod_{k \in \{1,2,\ldots,d\}} \text{sign}(x_k - z_k)
\]

\[
= \frac{\partial^d f(z) \cdot \exp(-\|x-z\|_1)}{\prod_{k \in \{1,2,\ldots,d\}} \partial z_k} \prod_{k \in \{1,2,\ldots,d\}} \text{sign}(x_k - z_k)
\]

\[
\overset{(1)}{=} \left( \sum_{\mathcal{J} \subseteq \{1,2,\ldots,d\}} \frac{\partial^{|\mathcal{J}|} f}{\prod_{k \in \mathcal{J}} \partial z_k}(z) \prod_{k \in \mathcal{J}} \text{sign}(x_k - z_k) \right) \exp(-\|x-z\|_1) \prod_{k \in \{1,2,\ldots,d\}} \text{sign}(x_k - z_k)
\]

\[
\overset{(2)}{=} \left( \sum_{\mathcal{J} \subseteq \{1,2,\ldots,d\}} a^{d-|\mathcal{J}|} \frac{\partial^{|\mathcal{J}|} f}{\prod_{k \in \mathcal{J}} \partial z_k}(z) \prod_{k \in \mathcal{J}} \text{sign}(x_k - z_k) \right) \exp(-\|x-z\|_1) \prod_{k \in \{1,2,\ldots,d\}} \text{sign}(x_k - z_k)
\]

\[
= \sum_{\mathcal{J} \subseteq \{1,2,\ldots,d\}} a^{d-|\mathcal{J}|} \frac{\partial^{|\mathcal{J}|} f}{\prod_{k \in \mathcal{J}} \partial z_k}(z) \prod_{k \in \mathcal{J}} \text{sign}(x_k - z_k) \exp(-\|x-z\|_1) a^{d-|\mathcal{J}|}.
\]
(1) is given by the product rule.

(2) is given by the following formula, true for any $z \in \mathbb{R}^d \setminus \{x\}$ and $i \in \{1, 2, \ldots, d\}$, $\frac{\partial \exp(-\frac{\|x-z\|_1}{a})}{\partial z_i} = \frac{\text{sign}(x-z)}{a} \cdot \exp(-\frac{\|x-z\|_1}{a})$ which we have applied $(d - |\mathcal{J}|)$-times.

So if we integrate the expression above with respect to $z$ in $[-1, 1]^d$,

$$I(a, x) = \int_{\mathbb{R}^d} \left( \sum_{\mathcal{J} \subseteq \{1, 2, \ldots, d\}} \frac{\partial^{d-1} f}{\partial z_k} (z) \prod_{k \in \mathcal{J}} \text{sign}(x_k - z_k) \exp(-\frac{\|x-z\|}{a}) \right) \, dz. \quad (45)$$

**Step 2: integration** We integrate successively the derivatives inside the integral in $I$ with respect to each $z_i$ using the expression $\forall t \in \mathbb{R}$,

$$h(t) = \int_{\mathbb{R}} h'(z) \frac{1}{2} \text{sign}(t - z) \, dz + \lim_{z \to +\infty} h(z) + \lim_{z \to -\infty} h(z).$$

Let’s prove the integration for one integral and then let’s repeat the integration successively by recurrence. For $i$ in $\{1, 2, \ldots, d\}$, $x$ in $[-1, 1]^d$ and $(z_2, \ldots, z_d)$ in $[-1, 1]^{d-1}$ then:

$$\int_{\mathbb{R}} \frac{\partial^d g_a}{\partial z_k^d} (z) \text{sign}(x_1 - z_1) \, dz_1 = 2 \left( \frac{\partial^{d-1} g_a}{\partial z_k} (x_1, z_2, \ldots, z_d) + \lim_{z_i \to +\infty} \prod_{k \in \{2, \ldots, d\}} \frac{\partial^{d-1} g_a}{\partial z_k} (z) + \lim_{z_i \to -\infty} \prod_{k \in \{2, \ldots, d\}} \frac{\partial^{d-1} g_a}{\partial z_k} (z) \right).$$

We will show that under the conditions of the lemma, the last two terms are equal to 0. Under weaker conditions, the two last terms could be equal to a constant that depends on $a$ and $(z_2, \ldots, z_d)$. According to the last step, we have the formula:

$$\prod_{k \in \{2, \ldots, d\}} \frac{\partial^{d-1} g_a}{\partial z_k} (z) = \left( \sum_{\mathcal{J} \subseteq \{2, \ldots, (d-1)\}} \frac{\partial^{d-1} f}{\partial z_k} (z) \prod_{k \notin \mathcal{J}} \text{sign}(x_k - z_k) \exp(-\frac{\|x-z\|}{a}) \right) \frac{\partial^{d-1} g_a}{\partial z_k} (z).$$

As $\sum_{\mathcal{J} \subseteq \{2, \ldots, (d-1)\}} \frac{\partial^{d-1} f}{\partial z_k} (z) \prod_{k \notin \mathcal{J}} \text{sign}(x_k - z_k)$ is bounded for $\|x\| \to +\infty$, and

$$\lim_{z_i \to +\infty} \prod_{k \in \{2, \ldots, d\}} \frac{\partial^{d-1} g_a}{\partial z_k} (z) = 0,$

we get the result for one integral:

$$\int_{\mathbb{R}} \frac{\partial^d g_a}{\partial z_k} (z) \text{sign}(x_1 - z_1) \, dz_1 = 2 \cdot \prod_{k \in \{2, \ldots, d\}} \frac{\partial^{d-1} g_a}{\partial z_k} (x_1, z_2, \ldots, z_d).$$

Then we proceed by recurrence for $I(a, x)$:

$$I(a, x) = \int_{\mathbb{R}^d} \frac{\partial^d g_a}{\partial z_k} (z) \prod_{k \in \{1, 2, \ldots, d\}} \text{sign}(x_k - z_k) \, dz = \int_{\mathbb{R}^{d-1}} \int_{\mathbb{R}} \frac{\partial^d g_a}{\partial z_k} (z) \prod_{k \in \{1, 2, \ldots, d\}} \text{sign}(x_k - z_k) \, dz_1 \ldots dz_d = 2 \cdot \int_{\mathbb{R}^{d-1}} \prod_{k \in \{1, 2, \ldots, d\}} \frac{\partial^{d-1} g_a}{\partial z_k} (x_1, z_2, \ldots, z_d) \prod_{k \in \{2, \ldots, d\}} \text{sign}(x_k - z_k) \, dz_2 \ldots dz_d \ldots = 2^d \cdot g_a(x_1, \ldots, x_d) = 2^d \cdot f(x_1, \ldots, x_d) \cdot \exp(-\frac{\|x-x\|_1}{a}) = 2^d \cdot f(x). \quad (46)$$

Combining (45) and (46) completes the proof.
D.2.2 Compact Space $[0,1]^d$

We now restate Lemma 4.2 in manner which facilitates the subsequent proof of the multivariate case.

**Lemma D.1.** Let $f : (-1,+1) \to \mathbb{R}$, $a > 0$, and define

\[
\begin{align*}
k_a^r(x_1, x_r) &\equiv \frac{\cosh((1 + x_1)/a) \cosh((1 - x_r)/a)}{a \sinh(2/a)} \\
k_a(z, x) &\equiv k_a^r(\min(x, z), \max(x, z)) \\
r_a(z, x) &\equiv (1 + \text{sign}(x - z) \tanh((1 + \text{sign}(x - z)z)/a)) \\
\kappa_a(z, x) &\equiv r_a(z, x)k_a(z, x) \\
b(a, x, f) &\equiv \frac{\cosh(\frac{1 - x}{a})f(-1) - \cosh(\frac{1 + x}{a})f(1)}{\sinh(2/a)}.
\end{align*}
\]

Then $f$ has the integral representation

\[
\int_{-\frac{1}{a}}^{+\frac{1}{a}} (f(z) + af'(z))\kappa_a(z, x) \, dz + b(a, x, f).
\]

Now for the multivariate version Lemma 5.2 we have the following.

**Proof.** Let $f : [-1,1]^d \to \mathbb{R}$ be $d$-times differentiable and $a > 0$. Let define for any $x$ in $[-1,1]^d$ and $z$ in $[-1,1]^d \setminus \{x\}:

\[
g_a^i(z, x) \equiv f(z_1, \ldots, z_d) \cdot \kappa_a(z_i, x_i),
\]

and

\[
g_a(z, x) \equiv f(z_1, \ldots, z_d) \cdot \prod_{i=1}^d \kappa_a(z_i, x_i).
\]

The idea for the compact domain is similar to the full Euclidean case. We will compute for $a > 0$ and $x \in [-1,1]^d$, $I(a, x)$ in two different ways, where

\[
I(a, x) = \int_{[-1,1]^d} \frac{\partial^d g_a}{\partial z_k} (z, x) \, dz.
\]

We will integrate the expression successively and then we will compute the derivative of the expression inside the integral.

Regarding the integration, we need some preliminary results with respect to the different values of $\kappa_a$ defined in the lemma.

**Lemma D.2.** The following properties are true for any $x \in [-1,1]$: \(I(a, x)\)

\[
\begin{align*}
\kappa_a(1, x) &= \frac{B_a(x)}{a} \\
\kappa_a(-1, x) &= \frac{B_a(-x)}{a} \\
\kappa_a(x^-) - \kappa_a(x^+) &= \frac{1}{a}.
\end{align*}
\]

**Proof.** Let’s remind us the expressions of $k_a, r_a, \kappa_a$ for $x \in [-1,1]$ and $z \in [-1,1] \setminus \{x\}$:

\[
\begin{align*}
k_a(z, x) &= \frac{\cosh((1 + \text{min}(x, z))/a) \cosh((1 - \max(x, z))/a)}{a \sinh(2/a)} \\
&= \frac{\cosh(\frac{1 + \text{sign}(x - z)x}{a}) \cosh(\frac{1 - \text{sign}(x - z)x}{a})}{a \sinh(\frac{2}{a})} \\
r_a(z, x) &= (1 + \text{sign}(x - z) \tanh((1 + \text{sign}(x - z)z)/a)) \\
\kappa_a(z, x) &= r_a(z, x) \cdot k_a(z, x).
\end{align*}
\]
When $z < x$: We get: $r_a(z, x) = \frac{1 + \tanh(1 + z)}{a}$ and $k_a(z, x) = \frac{\cosh(1 + z)}{a \sinh(\frac{1}{a})}$ then:

$$
\kappa_a(-1, x) = r_a(-1, x) \cdot k_a(-1, x) = 1 \cdot \frac{\cosh(\frac{12z}{a})}{a \sinh(\frac{2}{a})} = \frac{B_A(-x)}{a}.
$$

which proves (48), and

$$
\kappa_a(x^-, x) = r_a(x^-, x) \cdot k_a(x^-, x)
= \frac{\cosh(\frac{1 + x}{a}) - \sinh(\frac{1 + x}{a})}{\cosh(\frac{1 + x}{a})} \cdot \frac{\cosh(\frac{1 + x}{a}) \cdot \cosh(\frac{1 - x}{a})}{a \sinh(\frac{2}{a})}
= \frac{\cosh(\frac{1 - x}{a})}{a \cdot \sinh(\frac{2}{a})} \left[ \cosh(\frac{1 + x}{a}) + \sinh(\frac{1 + x}{a}) \right] - \frac{\cosh(\frac{1 + x}{a}) \cdot \cosh(\frac{1 - x}{a})}{a \sinh(\frac{2}{a})} \left[ \cosh(\frac{1 - x}{a}) - \sinh(\frac{1 - x}{a}) \right].
$$

(50)

When $z > x$: We get: $r_a(z, x) = \frac{1 - \tanh(1 - z)}{a}$ and $k_a(z, x) = \frac{\cosh(1 + z)}{a \sinh(\frac{2}{a})}$ then:

$$
\kappa_a(1, x) = r_a(1, x) \cdot k_a(1, x) = 1 \cdot \frac{\cosh(\frac{1 + x}{a})}{a \sinh(\frac{2}{a})} = \frac{B_a(x)}{a},
$$

which proves (47), and

$$
\kappa_a(x^+, x) = r_a(x^+, x) \cdot k_a(x^+, x)
= \frac{\cosh(\frac{1 - x}{a})}{\cosh(\frac{1 - x}{a})} \cdot \frac{\cosh(\frac{1 + x}{a}) \cdot \cosh(\frac{1 - x}{a})}{a \sinh(\frac{2}{a})}
= \frac{\cosh(\frac{1 + x}{a})}{a \cdot \sinh(\frac{2}{a})} \left[ \cosh(\frac{1 - x}{a}) - \sinh(\frac{1 - x}{a}) \right] - \frac{\cosh(\frac{1 + x}{a}) \cdot \cosh(\frac{1 - x}{a})}{a \sinh(\frac{2}{a})} \left[ \cosh(\frac{1 - x}{a}) + \sinh(\frac{1 - x}{a}) \right].
$$

(51)

Finally with (50) and (51), we can prove (49):

$$
\kappa_a(x^-, x) - \kappa_a(x^+, x) = \frac{\cosh(\frac{1 + x}{a})}{a \cdot \sinh(\frac{2}{a})} \left[ \cosh(\frac{1 + x}{a}) + \sinh(\frac{1 + x}{a}) \right] - \frac{\cosh(\frac{1 + x}{a})}{a \cdot \sinh(\frac{2}{a})} \left[ \cosh(\frac{1 - x}{a}) - \sinh(\frac{1 - x}{a}) \right]
= \frac{\cosh(\frac{1 + x}{a}) \cdot \cosh(\frac{1 + x}{a}) - \cosh(\frac{1 + x}{a}) \cdot \sinh(\frac{1 + x}{a})}{a \cdot \sinh(\frac{2}{a})}
- \frac{\cosh(\frac{1 + x}{a}) \cdot \cosh(\frac{1 - x}{a}) - \cosh(\frac{1 + x}{a}) \cdot \sinh(\frac{1 - x}{a})}{a \cdot \sinh(\frac{2}{a})}
= \frac{\sinh(\frac{2}{a})}{a \cdot \sinh(\frac{2}{a})} = \frac{1}{a}
$$

We can now get back to $I(a, x)$ and integrate the expression successively:

**Step 1: Integration** Let’s prove the integration for one integral and then let’s repeat the integration successively by recurrence. For $i$ in $\{1, 2, \ldots, d\}$, and $x, z$ in $[-1, 1]^d$:
To compute the integral, we have to pay attention that $x_i$ is a point of discontinuity of $(t \to \kappa_a(t, x_i))$, we need to cut the integral at this point.

\[
\int_{[-1,1]} \frac{\partial g_a}{\partial z_i}(z, x) \, dz_i
= \int_{[-1,1]} \frac{\partial f(z) \cdot \kappa_a(z, x_i)}{\partial z_i} \, dz_i
= \int_{[-1,1]} \frac{\partial f(z) \cdot \kappa_a(z, x_i)}{\partial z_i} \, dz_i + \int_{[x_i,1]} \frac{\partial f(z) \cdot \kappa_a(z, x_i)}{\partial z_i} \, dz_i.
\]

\[
= \left[ f(z) \cdot \kappa_a(z, x_i) \right]_{x_i}^{1} + \left[ f(z) \cdot \kappa_a(z, x_i) \right]_{-1}^{x_i}
= \left[ f(z_1, \ldots, z_{i-1}, 1, z_{i+1}, \ldots, z_d) \cdot \kappa_a(1, x_i) - f(z_1, \ldots, z_{i-1}, x_i^+, z_{i+1}, \ldots, z_d) \cdot \kappa_a(x_i^+, x_i) \right]
+ \left[ f(z_1, \ldots, z_{i-1}, x_i^-, z_{i+1}, \ldots, z_d) \cdot \kappa_a(x_i^-, x_i) - f(z_1, \ldots, z_{i-1}, -1, z_{i+1}, \ldots, z_d) \cdot \kappa_a(-1, x_i) \right]

= \left[ f(z_1, \ldots, z_{i-1}, 1, z_{i+1}, \ldots, z_d) \cdot \frac{B_a(x_i)}{a} + f(z_1, \ldots, z_{i-1}, x_i^+, z_{i+1}, \ldots, z_d) \cdot \frac{B_a(-x_i)}{a} \right]
- f(z_1, \ldots, z_{i-1}, -1, z_{i+1}, \ldots, z_d) \cdot \frac{B_a(x_i)}{a}
\]

= \sum_{\epsilon_i \in (-0,1)} B^{x_i}(x_i) \cdot f(z_1, \ldots, z_{i-1}, x_i^{x_i}, z_{i+1}, \ldots, z_d)

\]

where $B^{x_i}(x_i) = B(\epsilon_i, x_i) \epsilon_i + (1 - \epsilon_i)(1 + \epsilon_i)$ and $x_i^{x_i} = \epsilon + (1 - \epsilon)(1 + \epsilon)x_i$.

This latter notation of $B^{x_i}(x_i)$ and $x_i^{x_i}$ enable a clear expression of the integral, and we find the different terms immediately:

- if $\epsilon_i = -1$: $B^{x_i}(x_i) = -B_a(-x_i)$ and $x_i^{x_i} = -1$
- if $\epsilon_i = 0$: $B^{x_i}(x_i) = 1$ and $x_i^{x_i} = x_i$
- if $\epsilon_i = 1$: $B^{x_i}(x_i) = B_a(x_i)$ and $x_i^{x_i} = 1$

Then we proceed by recurrence for $I(a, x)$:

\[
I(a, x) = \int_{[-1,1]^{d+1}} \frac{\partial^d g_a}{\partial z_k}(z, x) \, dz
= \int_{[-1,1]^{d+1}} \frac{\partial^d f(z_1, \ldots, z_d) \cdot \prod_{i=1}^{d+1} \kappa_a(z_i, x_i)}{\partial z_k} \, dz_1 \ldots dz_d
\]

\[
= \int_{[-1,1]^{d+1}} \frac{\partial}{\partial z_1} \left( \frac{\partial^{d-1} f(z_1, \ldots, z_d) \cdot \prod_{i=2}^{d+1} \kappa_a(z_i, x_i)}{\prod_{k \in \{2, \ldots, d+1\}} \partial z_k} \kappa_a(z_1, x_1) \right) \, dz_2 \ldots dz_d
\]

\[
= \sum_{\epsilon_i \in (-0,1)} B^{x_i}(x_i) \cdot \frac{\partial^{d-1} f(x_i^{x_i}, z_2, \ldots, z_d) \cdot \prod_{i=2}^{d+1} \kappa_a(z_i, x_i)}{\prod_{k \in \{2, \ldots, d+1\}} \partial z_k} \, dz_2 \ldots dz_d
\]

\[
= \frac{\sum_{\epsilon_i \in (-0,1)} B^{x_i}(x_i) \cdot \int_{[-1,1]^{d+1}} \frac{\partial^{d-1} f(x_i^{x_i}, z_2, \ldots, z_d) \cdot \prod_{i=2}^{d+1} \kappa_a(z_i, x_i)}{\prod_{k \in \{2, \ldots, d+1\}} \partial z_k} \, dz_2 \ldots dz_d}{a}
\]
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and by recurrence

\[ = \ldots \]

\[ = \sum_{\epsilon \in \{-1,0,1\}^d} \left( \prod_{i \in \{1,2,\ldots,d\}} B^\epsilon_a(x_i) \right) \cdot f(x^\epsilon_1, \ldots, x^\epsilon_d) \]

\[ = \sum_{\epsilon \in \{-1,0,1\}^d} B^\epsilon_a(x) \cdot f(x^\epsilon) \]

\[ = \frac{f(x) + \sum_{\epsilon \in \{-1,0,1\}^d \setminus \{(0,\ldots,0)\}} B^\epsilon_a(x) \cdot f(x^\epsilon)}{a^d} \]

(52)

We are now going to compute \( I(a,x) \) by differentiation.

**Step 2: Differentiation** First, let’s compute the derivation of \( \kappa_a \) for \( x \in [-1,1] \) and \( z \in [-1,1] \setminus \{x\} \):

**When \( z < x \):**

\[
\frac{\partial r_a}{\partial z}(z,x) = \frac{1 - \tanh^2(\frac{1+z}{a})}{a} = \frac{1 - (1 - r_a(z,x))^2}{a}
\]

and

\[
\frac{\partial k_a}{\partial z}(z,x) = \frac{\sinh(\frac{1+z}{a}) \cosh(\frac{1-x}{a})}{a^2 \sinh(2/a)}
\]

**When \( z > x \):**

\[
\frac{\partial r_a}{\partial z}(z,x) = \frac{1 - \tanh^2(\frac{1-z}{a})}{a} = \frac{1 - (1 - r_a(z,x))^2}{a}
\]

and

\[
\frac{\partial k_a}{\partial z}(z,x) = -\frac{\cosh(\frac{1+z}{a}) \sinh(\frac{1-z}{a})}{a^2 \sinh(2/a)}
\]

Finally when \( z \in [-1,1] \setminus \{x\} \):

\[
\frac{\partial r_a}{\partial z}(z,x) = \frac{1 - (1 - r_a(z,x))^2}{a}
\]

and

\[
\frac{\partial k_a}{\partial z}(z,x) = \frac{\text{sign}(x-z) \cosh(\frac{1+\text{sign}(x-z) z}{a}) \sinh(\frac{1+\text{sign}(x-z) z}{a})}{a \cosh(\frac{1+\text{sign}(x-z) z}{a})} \cdot \frac{\text{cosh}(\frac{1+\text{sign}(x-z) z}{a})}{a \sinh(\frac{2z}{a})} \cdot k_a(z,x)
\]

\[
= \frac{\text{sign}(x-z) \tanh(\frac{1+\text{sign}(x-z) z}{a})}{a} \cdot k_a(z,x)
\]

\[
= \frac{(r(z,x) - 1) \cdot (k(z,x))}{a}
\]
Therefore
\[
\frac{\partial \kappa_a(z, x)}{\partial z} = \left( \frac{\partial r_a}{\partial z} \cdot k_a + \frac{\partial k_a}{\partial z} \cdot r_a \right)(z, x)
\]
\[
= 1 - (1 - r_a(z, x))^2 \cdot k_a(z, x) + \frac{(r_a(z, x) - 1) \cdot (k_a(z, x))}{a} \cdot r_a(z, x)
\]
\[
= 2 \cdot r_a(z, x) k_a(z, x) - r_a^2(z, x) \cdot k_a(z, x)
\]
\[
+ \frac{r_a(z, x) \cdot k_a(z, x)}{a} - k_a(z, x) \cdot r_a(z, x)
\]
\[
= \frac{r_a(z, x) \cdot k_a(z, x)}{a}.
\]

We can now compute the derivative of \( g \) inside \( I \) for \( x \) in \([-1, 1]^d \) and \( z \) in \([-1, 1]^d \setminus \{x\} \) Using the formula of the product derivative,
\[
\frac{\partial^d g_a}{\prod_{k \in \{1, 2, \ldots, d\}} \partial z_k} (z, x) = \sum_{J \subseteq \{1, 2, \ldots, d\}} \frac{\partial^{|J|} f}{\prod_{k \in J} \partial z_k} (z) \cdot \frac{\prod_{i=1}^d \kappa_a(z_i, x_i)}{\prod_{k \notin J} \partial z_k}
\]
\[
= \sum_{J \subseteq \{1, 2, \ldots, d\}} \frac{\partial^{|J|} f}{\prod_{k \in J} \partial z_k} (z) \cdot \frac{\prod_{i=1}^d \kappa_a(z_i, x_i)}{a^d - |J|}
\]
\[
= \frac{\sum_{J \subseteq \{1, 2, \ldots, d\}} a^{|J|} \frac{\partial^{|J|} f}{\prod_{k \in J} \partial z_k} (z) \prod_{i=1}^d \kappa_a(z_i, x_i)}{a^d}.
\]

So if we integrate the expression above with respect to \( z \) in \([-1, 1]^d \),
\[
I(a, x) = \frac{\int_{[-1,1]^d} \left( \sum_{J \subseteq \{1, 2, \ldots, d\}} a^{|J|} \frac{\partial^{|J|} f}{\prod_{k \in J} \partial z_k} (z) \prod_{i=1}^d \kappa_a(z_i, x_i) \right) \, dz}{a^d}.
\]

Combining (52) and (53) completes the proof.

\[\square\]

E Details of the Analytical Example of Section 6

We provide further analysis of the absolutely continuous component \( \tilde{p} \) of the toy distribution \( p \) of section 6.

E.1 Theoretical Analysis

The bold numbers below (approximately) match the corresponding bold values in Figure 3.

Putting the definition (25) into e.g. the log-derivative trick yields in closed form
\[
\nabla_{\theta=0} \mathbb{E}_{x \sim p(.|\theta)} \left[ f(x) \right] \equiv \mu = \frac{\pi - 2}{\pi} \approx 0.363.
\]

Take \( n = 2 \) samples and define \( x \equiv x^{(1)} \) and \( z \equiv x^{(2)} \). The variance of the log-derivative estimator (3) for \( \mu \) at \( \theta = 0 \) is then, defining \( g_{ld}(x) \equiv f(x) \nabla_{\theta} \log p(x|\theta) \),
\[
V_{ld} \equiv \mathbb{E}_{x, z \sim p(.|\theta=0)} \left[ \left( \frac{1}{2} \left( g_{ld}(x) + g_{ld}(z) \right) - \mu \right)^2 \right] = \frac{1}{4} - \frac{2}{\pi} \approx 0.0474. \tag{54}
\]

The corresponding variance of our new estimator (4) (for simplicity we avoid the further symmetrised (4)) is, defining \( g_{ht}(x, z) = \frac{f(z)^\frac{1}{2} \text{sign}(z-x)}{p(z|\theta)} \nabla_{\theta} \log p(x|\theta) \),
\[
V_{ht} \equiv \mathbb{E}_{x, z \sim p(.|\theta=0)} \left[ \left( g_{ht}(x, z) - \mu \right)^2 \right] = \frac{\pi}{12} - \frac{(\pi - 2)^2}{\pi^2} \approx 0.130. \tag{55}
\]
This is worse than \( V_{ld} \); but the convex combination
\[
g_{ld+ft}(x, z, \theta) = c \times \left( \frac{1}{2}(g_{ld}(x) + g_{ld}(z)) + (1 - c) \times g_{ft}(x, z) \right)
\]
retains the correct expectation while enjoying a variance of
\[
V_{ld+ft} = \mathbb{E}_{x, z \sim p(\cdot | \theta = 0)} \left[ (g_{ld+ft}(x, z, \theta) - \mu)^2 \right]
= \frac{1}{12\pi^2} \left( (24 + 72\pi - 27\pi^2 + \pi^3) c^2 + \pi^3 - 12\pi^2 + 48\pi - 48 - 2\pi (60 - 21\pi + \pi^2) c \right).
\]
This is minimised at (it is straightforward to check that the same result may also be obtained in terms of the uncentered moments using (11))
\[
c^* = \frac{\pi (60 - 21\pi + \pi^2)}{24 + 72\pi - 27\pi^2 + \pi^3} \approx 0.831,
\]
obtaining a variance of
\[
V_{ld+ft}^* = \mathbb{E}_{x, z \sim p(\cdot | \theta = 0)} \left[ (g_{ld+ft}(x, z, \theta) - \mu)^2 \right]
= -384 - 768\pi + 288\pi^2 + 112\pi^3 - 39\pi^4 + \pi^5
\frac{4\pi^2 (24 + 72\pi - 27\pi^2 + \pi^3)}{\pi^2 (24 + 72\pi - 27\pi^2 + \pi^3)} \approx 0.925 \times V_{ld},
\]
where \( V_{ld} \) is the log-derivative estimator variance of (54).

**Baseline** One typically includes a variance reducing baseline in the log-derivative estimator, replacing \( g_{ld}(x) \) with the still unbiased
\[
g_{ld+b}(x, b) \equiv (f(x) - b) \nabla_\theta \log p(x | \theta)
\]
(see e.g. Peters and Schaal (2006) for a detailed discussion of this approach). It is easy to verify however, that for this example the optimal baseline is \( b = 0 \).

### E.2 Further Details on the Numerical Toy Experiments

**Approximation of \( c^* \).** In practice the optimal mixing proportion \( c^* \) will be unknown. We handle this by simply estimating the required moments (three real numbers: two variances and a covariance) for (11) empirically based on the given samples \( x^{(i)} \) — for a more general discussion of estimator combination see e.g. Geffner and Domke (2018).

In our numerical experiments we use centered empirical second moments (i.e. covariances), as this guarantees that the variance is minimised for the given empirical sample (the result (11) uses the fact that the true expectations match).

Our approach is demonstrated in the included python script (mentioned at the top of Section 6), and obtains a close match to the theoretical results above in terms of both \( c^* \) and (most importantly) the obtained variance reduction — see Figure 3.

**The power of pairwise interactions.** The analytical results above show that our new fundamental trick estimator yields a reduction in variance, but only in convex combination with the standard log-derivative estimator. While this is already promising, an important phenomenon arises as we increase the number of samples beyond the minimal \( n = 2 \) considered above. This is illustrated in Figure 1, the value at \( n = 2 \) for the blue (orange) line of which matches the theoretical value of (54) ((55)). While the variance of the log-derivative estimator obviously decreases linearly in \( n \), the double summation of the fundamental trick estimator leads to a favourable scaling, especially for small \( n \). Remarkably, our new estimator rapidly achieves a superior variance all on its own, without requiring convex combination as above. This phenomenon is especially interesting given the minibatch size in stochastic gradient descent is typically moderate, say \( n \approx 10 \) to 100, in size (Hinton, 2012).

**Issues arising from the \( \frac{1}{p(x | \theta)} \) factor.** All of our new pairwise estimators sum terms with a probability in the denominator. The supplementary Figure 5 explores the effect this has, by varying \( c \) (which is 1 in (25) above) in the more general \( p(x | \theta) \propto 1/(c + (x - \theta)^2) \). As expected, the fundamental trick estimator performs better for larger \( c \), as the denominator is sufficiently large. While it is tempting to eliminate this term as in the supplementary Appendix B, we show that this results in a non-diversifying estimator. A similar issues arises in importance sampling, which involves a ratio of probabilities, and the recent work addressing this issue in that case may be appropriate here (Ionides, 2008; Chan et al., 2018), but is beyond the present scope.
The power of the representer trick. We extended the convex combination of fundamental trick and log-derivative trick to include our more advanced representer trick, via the minimum variance convex combination over all three estimators — see Figure 4. The result is a scheme which (here again for \( n = 2 \) samples) further reduces the variance to less than 80\% of that of the log-derivative estimator. To reveal the true power of the representer trick, however, we experiment with non-linear test functions \( f(x) = \sin(\pi \omega x) \), for \( \omega \in \{1, 2, 3\} \), in the supplementary Figure 6. As expected, while the non-local nature of the fundamental trick leads to a breakdown for larger \( \omega \), the representer trick merely requires a matching length scale parameter \( a \) for the Sobolev space of Subsection 4.1. Note that in these cases again, due to symmetry the optimal variance reducing baseline of (58) is zero.
New Tricks for Estimating Gradients of Expectations

x = log-derivative, L:
E[x] = 0.3633 E[x^2] = 0.1794 VAR[x] = 0.0474

x = fundamental, F:
E[x] = 0.3635 E[x^2] = 0.2619 VAR[x] = 0.1297

x = representer a = 0.20, R:
E[x] = 0.3676 E[x^2] = 1.3989 VAR[x] = 1.2638

x = optimal cL + (1-c)F:
E[x] = 0.3633 E[x^2] = 0.1759 VAR[x] = 0.0439
optimal c in cL + (1-c)F = 0.8310
VAR[optimal cL + (1-c)F] / VAR[L] = 0.9251

x = optimal cL + (1-c)R:
E[x] = 0.3631 E[x^2] = 0.1774 VAR[x] = 0.0456
optimal c in cL + (1-c)R = 1.0399
VAR[optimal cL + (1-c)R] / VAR[L] = 0.9621

Figure 3: Output of the Supplementary Demo Program gradtricks_demo.py The bold numbers above (approximately) match the corresponding bold values in Appendix E.1. The italic bold numbers pertain to the optimal combination of the representer trick (with a = 0.2) and the log-derivative trick, and may also be read off Figure 4.

Figure 4: Convex combinations of estimators on the toy problem of section 6, for the minimal n = 2 samples. We plot variance ratios (left) and optimal mixing coefficients (right) for various convex combinations of the L (log-derivative), F (fundamental trick) and R (representer trick) estimators, as a function of the a parameter of the compact Sobolev space of subsection 4.1 (here this parameter affects R). On the r.h.s. plot, for mixtures of just two estimators we plot the scalar c as the other coefficient is simply 1 - c, while for the combination of all three estimators we plot three dashed green, red, and purple lines corresponding to the L, F and R components of the vector of coefficients c. The dotted black line on the r.h.s. (respectively l.h.s.) plot is flat as it does not depend on c, and matches the theoretical value of (56) (respectively (57)). We observe that the lowest overall variance corresponds to the minima of the green l.h.s. curve, whereupon the variance is reduced by slightly more than 20% w.r.t. the standard log-derivative estimator.
Figure 5: On the top we plot ratios of the two variances previously plotted in figure 1 as a function of the number of samples $n$ — see the caption of that figure for more details. Here we vary the parameter $c$ in the probability distribution $p(x|\theta) \propto 1/(c + (x - \theta)^2)$, which is depicted on the lower figure. Hence the upper $c = 1$ curve corresponds to (the ratio of the two curves plotted in) figure 1. As expected, we observe that the variance of the fundamental trick increases as the minimum of the distribution approaches zero (i.e. as $c \to 0$).
Figure 6: Variance ratios (left) for various test functions (right) of increasing non-linearity (top to bottom). The l.h.s. figures above are similar to the l.h.s. figure of figure 4 — see the corresponding caption for details. We observe that the fundamental trick breaks for overly non-linear functions (as evidenced by the dotted black line on the l.h.s. figures) while the representer trick does not. As expected, for increasingly non-linear test functions, the optimal length scale $\alpha$ of the Sobolev space decreases.