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Abstract—Robots in the construction industry can reduce costs through constant monitoring of the work progress, using high precision data capturing. Accurate data capturing requires precise localization of the mobile robot within the environment. In this paper we present our novel work on robot localization which extracts geometric, semantic as well as the topological information from the architectural plans in the form of walls and rooms, and creates the topological and metric-semantic layer of the Situational Graphs (S-Graphs) [1] before navigating in the environment. When the robot navigates in the construction environment, it uses the robot odometry and the sensorial observations in the form of planar walls extracted from the 3D lidar measurements, to estimate its pose relying on a particle filter method, by exploiting the previously built situational graph and its available geometric, semantic and topological information. We validate our approach in both simulated and real datasets captured on actual on-going construction sites presenting state-of-the-art results when comparing it against traditional geometry based localization techniques.

I. INTRODUCTION

Robots are starting to be used on construction sites to perform various tasks such as autonomous data capturing to continuously monitor the evolution of the construction site. While construction environments are challenging because of their dynamic nature, as they can change significantly over a span of few days, they have some features that are common in most of them, for example walls, rooms, or pillars. Moreover, many companies are now integrating digital tools such as Building Information Modelling (BIM) [2] in their project design and execution phases. BIM contains geometric, semantic, topological and physical information about each and every element of the building. Such crucial information is invaluable for a robot, which can use this knowledge for localization and understanding the construction site around it. Nevertheless, nowadays the robots are unable to exploit the power of these digital plans. When they navigate in the environment, they either build their internal maps from scratch, which makes it difficult for them to know where they are, or they require fiducial markers to localize properly.
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Most of the on-going construction sites can be well represented using walls and rooms, to provide the robot with pre-existing knowledge of the environment. Robots utilizing only geometric information for localization within a construction site may not be able to localize correctly due to the fact the the on-going site does not resemble yet the architectural plans. Semantic information can help improve the localization, but still can suffer inaccuracies due to large deviation of the robot pose estimate from its actual estimate and similar semantic information in case of repetitive environments. Thus, research is still required to combine the complete geometric, semantic and topological information provided by the BIM models, to robustly localize a robot within an on-going construction environment.

This paper proposes a novel method in this direction to localize a robot on the construction environments using information extracted from architectural plans, and Situational Graphs (S-Graphs) [1]. We extract this geometric (planar walls), semantic (type of planar walls) and topological information (room constraining four walls) from the architectural plans, which is first utilised to estimate the initial pose of the robot in the building, using Monte Carlo Localization. Once the initial pose is estimated, the robot uses the knowledge from topological and metric-semantic layers of S-Graph, created in the first step, to further localize itself as it navigates in the environment. Our main contributions in this paper are:

- Extracting geometric, semantic and topological information from architectural plans
- Constructing situational graphs using information from architectural plans
- Utilizing situational graphs for precise robot localization

Fig. 1: Visualization of the proposed approach. First, the topological, semantic and geometric information is extracted from an actual architectural plan of a building, made in Revit. A topological layer and a metric-semantic layer of S-Graph is created from this information. This information along with the initial pose estimate from a particle filter are used to localize the robot through generated S-Graph for the environment.

https://www.youtube.com/watch?v=8aw-b2PWRwQ
mation of a building from its existing architectural plans useful to augment the robot’s pre-existing knowledge of the environment.

- Particle filter based estimate of the global pose of the robot within the architectural plans using the extracted geometric, semantic as well as topological information.
- Hierarchical S-Graphs [1] based localization of the robot, utilizing the global estimate from the particle filter and the extracted information from the architectural plans.

Fig. 2: Pipeline of our proposed localization method, architectural plan of a building created in Revit is used to extract topological, semantic and geometrical information of the building. With this information the topological and metric-semantic layers of the S-Graph are created which are used by particle filter to estimate the initial pose of the robot. After estimating the initial pose, S-Graph starts creating the robot-tracking layer and connecting it with the top two layers optimizing the entire S-Graph.

II. RELATED WORKS

A. Architectural Plans based Localization

In robotics use of 2D CAD based models is very common to generate a 2D map of the environment and to localize a robot using the on-board range sensors [3], [4], [5] utilizes a monocular system to localize the robot in the 2D floor plans extracting the room layout edges. [6], [7] incorporate semantic textual cues into the 2D floor plans to further improve the localization accuracy.

BIM on the other hand provides additional semantic and topological information as compared to 2D CAD plans which can be exploited to improve the planning and localization of mobile robots. Authors in [8], [9], [10] utilize BIM information for extracting 3D maps utilized by path-planner but do not include this information for robot localization. Authors in [11] only present a small case study localizing the robot through image matching between real images and images from BIM plans, but only restricted to a certain perspective. [12] present an approach extracting information from BIM, splitting it into different floor levels and then converting to a relevant format used by a state-of-the-art pose-graph SLAM algorithm. Since the pose-graph algorithm cannot take as input an entire 3D mesh of the area, the authors have to create an additional module to generate trajectories within the mesh storing pose and sensor data at different intervals to later input it the SLAM for localization. Whereas in [13], authors present a case study converting BIM into 3D meshes at different floor levels and using a simple Iterative Closest Point (ICP) algorithm to localize the robot, thus depending highly on the metric ICP algorithm for convergence, which can show inaccuracies if an ongoing construction site does not yet resemble the BIM plans. Compared to previous approaches, [14] extract semantic information in addition to geometric information from the BIM plans to localize the robot using an on-board 2D LiDAR and pose-graph optimization, but the authors do not consider additional topological information connecting different walls to a room etc.

B. Scene Graph based Localization

Scene graphs is an emerging research to represent the scene in several geometric, semantic and topological dimensions [15], [16], [17]. S-Graphs [1] is a real-time optimizable hierarchical scene graph which represents the environment in geometric, semantic and topological dimensions. S-Graphs is capable of not only representing the environment as a scene graph but also simultaneously optimize all the elements within it including the robot pose. All of these methods need the robot to navigate the environment in order to create the scene-graphs, which means they need to know the starting point of the robot beforehand. They lack the capability of performing global localization. Some methods have also emerged exploiting scene graphs for localization such as [18], [19], [20] performing graph based localization utilizing spatial information between the neighbouring landmarks. Similarly authors in [21] create a global topological semantic map of the environment and later use similarity between semantic scene graphs to localize the robot. [22] combine traditional 3D object alignment with graph based matching to perform global localization in small sized areas such as rooms.

None of these approaches use the knowledge of the environment available in the form of digital plans. Therefore, inspired from the current state-of-the-art, we present our novel approach which combines BIM and scene graphs to provide robust localization of robots. Our approach extracts information from BIM, but we can efficiently input the extracted geometric, semantic and topological data to a hierarchical graph [1] without the need of moving the robot or generating additional trajectories within the virtual 3D mesh to create the map of the environment.

III. PROPOSED APPROACH

A. Overview

Our approach can be divided into three main modules: building information extraction module, particle filter based localization module, and S-Graphs [1] localization module. We define the global world frame of reference W which coincides the origin frame of reference defined within the
architectural plans. The odometry of the robot frame $R_t$ is computed with respect to the odometry frame $O$. Lidar measurements from the 3D LiDAR are received in the LiDAR frame $L_t$. The building information extraction module extracts all the relevant information from the architectural plans. The particle filter utilizes the geometric/semantic information i.e mapped planar walls along with the type of wall (vertical $xy$-axis) as well as the topological information of the rooms, to estimate the initial alignment between the odometry frame and the world frame $^Wx_{t, O}$. The S-Graph localization module receives the mapped walls and the room information to generate beforehand the top two layers of the S-Graphs (i.e metric-semantic layer and topological layer), which start getting connected to the first layer (robot tracking layer) which is generated after the reception of the initial pose $^Wx_{t, O}$ and at different intervals as the robot navigates.

An overview of our approach is shown in Fig. 2.

B. Building Information Extraction

Architecture plans of buildings are made in various formats. In this paper we use the International Foundation Class (IFC) format [23]. An IFC file is a Building Information Model (BIM) file which is platform independent, meaning that an IFC file can be used in any BIM software. We propose to extract geometrical, semantic and topological information from the IFC file and exploit it for localization and environmental understanding by the robot.

1) Floor Information Extraction: A building can have multiple floors and therefore, to localize a robot accurately in the building using BIM information, accurate floor/storey of the building needs be determined. The information about the floors of the building is defined in an IFC file by a parameter called IfcBuildingStorey. This parameter further has several attributes but the most important one is an attribute. Elevation attribute, as the name suggests, gives the elevation of the floor from the ground. Therefore, if the robot is capable of sensing its height from the ground and we have already extracted the heights of all floors of the building, it is straightforward to determine the exact floor on which the robot is. However, at this stage we are not performing multi-floor mapping of the environment.

2) Rooms Information Extraction: Once we determine the floor of the building, next step is to determine the exact location of the robot on that floor. In IFC files, the rooms are defined by a parameter named IfcSpace. This parameter further has more attributes which give the information about the area and the position of the room $[^Wx, ^Wy]$ in world frame.

3) Walls Information Extraction: Walls are arguably the most common elements to be found in an IFC file. Each wall has its own geometrical and physical properties. Each of these walls can be used as landmarks as it has a fixed defined position, and thickness. In IFC file, the wall is defined by IfcWall and IfcWallStandardCase. We extract the location, orientation and thickness of each wall from the IFC file. We use the general form of a plane equation to extract the perpendicular distance of the wall $^W\pi$ in the world frame $W$ as:

$$W \pi^d = -1 \cdot (a \cdot ^Wn_x + b \cdot ^Wn_y + c \cdot ^Wn_z)$$

Here, $a$, $b$, and $c$ are the $x$, $y$, and $z$ coordinates of the starting point of the wall respectively, and $^Wn_\pi = [^Wn_x, ^Wn_y, ^Wn_z]$ are the normal orientations of the wall. In the IFC file each wall is considered as a single wall, but for the robot they are different walls with opposite orientation known as the double sided issue [24]. We solve this issue by creating a duplicate wall for $^W\pi$ with opposite orientation and increasing its perpendicular distance $^Wd$ by the wall thickness as:

$$^W\pi^d = \begin{bmatrix} -^Wn_\pi \\ d_{\pi} + T_\pi \end{bmatrix}$$

Here $^W\pi^d$ is the opposite wall of $^W\pi$ and $T_\pi$ is the thickness of wall $^W\pi$.

4) Topological and Metric-Semantic Layer Generation: We create the topological and metric-semantic layers of S-Graph of a building by using this extracted information from BIM model. The topological layers consists of Rooms of the building, whereas the metric-semantic layers consists of the Walls. These two layers of the S-Graph are then used by the robot to extract information and localize itself in the environment, further explained in Section III-D.

C. Localization using Particle Filter

We introduce a novel topological information factor in particle filter based localization. The particles are matched with only the walls of the rooms in which they lie in, instead of matching them with all the walls of that storey of the building. The particles are uniformly distributed within the boundaries of the environment, in world reference frame $W$. The the state of each particle is defined as $x^n = [x, y, z, q]^T$ where $n$ is from 1 to $N$, and $x, y, z$ are positions of a particle in in world frame $W$, and, $q = [q_x, q_y, q_z, q_w]$ is a quaternion representing the orientation of the particle in $W$ frame.

1) Observations: In our case observations are detected and segmented planar walls from the 3D LiDAR measurements as the robot navigates within its environment. The plane extraction algorithm is inspired by [1] and uses a sequential RANSAC to extract all the planar coefficients of all the planar surfaces at a given time instant. The planes are detected in LiDAR frame $L_t$ and converted to their Closest Point (CP) representation $L_t \Pi$ [25] are defined as:

$$L_t \Pi = L_t n' \cdot L_t d' \rightarrow \begin{bmatrix} L_t n \\ L_t d \end{bmatrix} = \frac{L_t \Pi/\|L_t \Pi\|}{\|L_t \Pi\|}$$

where $L_t n = [L_t n_x, L_t n_y, L_t n_z]^T$ is the plane normal and $L_t d$ is the distance to the origin, both in the LiDAR frame.
2) **Landmarks:** We use walls of the building, extracted from the architectural plans, as landmarks in our approach. These walls are represented as planar surfaces in the $W$ frame. The planar coefficients of all the walls are obtained using Eq. [1] and Eq. [2].

3) **Prediction:** In the prediction step, the particle pose is updated using 3D robot pose obtained from the odometry either provided by the encoders of robot platform or using the measurements of the 3D LiDAR. The state of each particle is propagated from time $t - 1$ to $t$ based on a motion model defined as:

$$x_{t}^{[n]} \sim p(x_{t} | x_{t-1}, u_{R_{t}})$$  \hspace{1cm} (4)

$x_{t}^{[n]}$ is the pose of $n$-th particle and $u_{R_{t}}$ is the incremental pose of robot between time instance $t - 1$ and $t$:

$$u_{R_{t}} = O_{x_{R_{t}}}^{-1} \oplus O_{x_{R_{t-1}}}$$  \hspace{1cm} (5)

$O_{x_{R_{t}}}$ and $O_{x_{R_{t-1}}}$ are the robot poses at time $t$ and $t - 1$ in odometry frame $O$ respectively.

4) **Data Association:** Our novel data association step, exploits not only the geometric/semantic information but also the topological information, exploiting the available top layers of the S-Graph and performing the data association in two different steps, as follows:

**Room Association.** The BIM model gives us the starting points $[W_{x_{R_{t}}}, W_{y_{R_{t}}}]$ of the rooms in $W$ frame, and the areas of the rooms, as well as the walls constrained by each room, which can help define the boundaries of each room. We thus check the position of each particle, and, if it lies within the boundaries of a room, the currently observed planes are matched only to the walls belonging to that particular room instead of matching that particle’s observations with all the landmarks of the building. This procedure significantly reduces the ambiguity in data association, computation time and cost as well.

**Wall Association.** After the room association step, we perform wall association by matching the observations to the mapped planar walls of the associated room’s. All the planar walls are semantically categorized either $x$ vertical wall (with normal coefficient $n_{x}$ greater) and $y$ vertical wall (with normal coefficient $n_{y}$ greater). As all the landmarks are defined in world frame $W$, for each $i$th particle with pose $W_{x_{R_{t}}}$, we transform the observed planes in LiDAR frame $L_{t}$ to the world frame $W$ by:

$$W_{x_{t}} = W_{x_{R_{t}}} \oplus O_{x_{R_{t}}}^{-1}$$  \hspace{1cm} (6)

Here $W_{x_{R_{t}}}$ is the transformation matrix that transforms the normal and distance of detected planes in world frame $W$. In order to compute the matching error between the observed and the mapped landmarks of each category ($x$ and $y$ wall), we use the minimal plane parametrization [1], where each plane is represented as $W_{\pi} = [W_{\phi}, W_{\theta}, W_{d}]$, $W_{\phi}$ and $W_{\theta}$ are the azimuth and elevation of the plane in world frame $W$. While matching, we check the error between observations and landmark as:

$$\varepsilon = ||L_{t}^{[n]} - L_{t}^{[n]}||_{A_{t}}$$  \hspace{1cm} (7)

If the error between an observed plane and a landmark wall is less than a threshold $\varepsilon < \varepsilon_{th}$, we associate the observation with that particular landmark, else the observation is rejected. We use the Mahalanobis distance between each observed plane and the landmark planes.

5) **Update:** Once the incoming observations are associated with the corresponding landmarks, the weight of the matching particle is calculated as:

$$\omega_{t} = \mu \cdot \exp \left(-\left(\phi_{diff} + \theta_{diff} + d_{diff}\right)\right)$$  \hspace{1cm} (8)

where, $\phi_{diff} = \iota \cdot (W_{\phi} - W_{\phi})$ and $\mu = (2 \cdot \pi \cdot \sigma^{2})^{-1/2}$, $\tau = (2 \cdot \sigma^{2}) \cdot \theta_{diff}$ and $d_{diff}$ are also defined similarly. The calculated weights are first normalized and then assigned to the respective particle. Resampling of the particles is then performed using importance sampling principle to draw $N$ samples with probability proportional to the particle’s weight.

6) **Initial Transformation Estimation:** Our implementation of the particle filter only estimates the initial transformation between the odometry frame $O$ and the world frame $W$, once all the particles converge. In order to verify if the particles have converged, we take the current pose of the particle with the highest weight at time $t$, and check difference from the average pose of all the particles. If the difference is below a defined threshold, we consider the particles converged. We then take the pose of the particle with the highest weight, and compose it with the inverse of the robot pose estimated by the odometry in frame $O$ at time $t$, to estimate the initial transformation between the odometry frame and the world frame:

$$W_{x_{t,O}} = W_{x_{t}} \oplus O_{x_{R_{t}}}$$  \hspace{1cm} (10)

$W_{x_{t,O}}$ is the initial transformation between frame $O$ and $W$, whereas $O_{x_{R_{t}}}$ is the robot pose in frame $O$ and $W_{x_{t}}$ is pose of the particle with highest weight at the time of convergence.

D. S-Graph based Localization

**S-Graphs** detects planes, rooms and corridors as the robot navigates the environment to create the optimized graph.

- First layer consists of the robot poses $M_{x_{R_{t}}}$, $t \in \{1, \ldots, T\}$ at $T$ selected keyframes.
- The second layer is the metric-semantic layer which consists of $P$ detected planes $M_{\pi_{i}}$, $i \in \{1, \ldots, P\}$.
- The third and final layer isotopological layers which consists of $S$ rooms $M_{\rho_{j}}$, $j \in \{1, \ldots, S\}$, and, $K$ corridors $M_{k_{k}}$, $k \in \{1, \ldots, K\}$.

In this work we create the top two layers of S-Graphs from the information extracted from BIM. We create the metric-semantic layer (planar wall nodes) and topological layer (room node with appropriate edges constraining the
room with its planar walls) of the S-Graphs for a given environment.

When the particle filter (Section III-C) provides the initial pose estimation, S-Graphs starts creating its first robot-tracking layer and connects it with the metric-semantic and topological layers. S-Graph minimizes the cost function associated with each of the three layers to estimate the global state of the environment. Localization is performed by associating the detected planes and rooms, to the walls and rooms of the building extracted from architectural plans respectively.

1) Plane Association: Building information extraction module of section II-B creates a two layered scene-graph whose first layers comprises of the walls of the building. As mentioned earlier, walls of the building are represented in the form of planes $W_\pi = [W_\phi, W_\theta, W_d]$. Therefore, observed $x$ vertical walls are matched with all the mapped $x$ vertical walls of the building and similarly for $y$ vertical walls. We check the Mahalanobis distance (Eq. 7) between the observed plane and all the walls of the building. If the Mahalanobis distance is less than the threshold, that observation is associated to that particular wall, else a new wall is created. Errors in the observation are thus corrected after plane association.

2) Room Association: Similar to plane association, whenever a room is detected by S-Graph, the pose of the a room is matched with the pose of all the rooms of the building, and if the difference between the pose of detected room and a particular room of the building is within a threshold, the observed room is matched to that room. We can safely tune the matching threshold close to the room widths, as rooms do not overlap. This allows us to merge planar walls duplicated due to inaccuracies in plane data association (Section III-D.1).

### IV. Experimental Evaluation

#### A. Experimental Setup

We validated our proposed approach in multiple construction environments. In this paper, we performed experiments on single storeys only. We extracted semantic, geometrical and topological information of various building models created in Autodesk Revit software. Experiments were performed both in simulated and real environments. The robot platform we used in these experiments was Boston Dynamics Spot robot which was equipped with a Velodyne VLP-16 3D LiDAR. Spot was tele-operated in both simulated environments and real construction sites to collect data. The entire implementation of the proposed methodology was done in C++, and the experiments were done on an Intel i9 16 core workstation.

1) Building Information Extraction: We extracted information from multiple construction models created in Revit software. 3D Revit models were first exported to IFC files. These IFC files were then read by an open source library IFC++ and BimVision software to extract semantic, geometrical and topological information of the building. IFC++ library was used to extract the floors/storeys of the entire building and its elevation value. Then for each storey, the walls and rooms contained within them were extracted.

Once we know which walls and rooms belong to which storey of the building, we extract their geometrical information from BimVision software. BimVision gives the starting location i.e., $x$, $y$, $z$ coordinates of every wall and rooms. This information is stored in a CSV file and then used to generate the topological and metric-semantic layer of the S-Graph. This information is published over ROS [26], which is then subscribed by the robot.

### TABLE I: Absolute Trajectory Error (ATE) [m], of our proposed method and two other algorithms after convergence on simulated data. Best results are boldfaced. N.L. means Not Localized

| Method                  | Dataset | $R1$ | $R2$ | $R3$ |
|-------------------------|---------|------|------|------|
| AMCL                    | BM-1    | N.L. | 0.07 | 0.06 |
|                         | BM-2    | 0.10 | 0.16 | N.L. |
|                         | BM-3    | 0.07 | 0.09 | -    |
| HDL Localization        | BM-1    | 0.20 | 0.21 | 0.22 |
|                         | BM-2    | 0.16 | 0.14 | N.L. |
|                         | BM-3    | 0.15 | 0.13 | -    |
| Without Topological Factor (Ours) | BM-1    | N.L. | N.L. | N.L. |
|                          | BM-2    | N.L. | N.L. | N.L. |
|                          | BM-3    | N.L. | N.L. | -    |
| S-Graph Localization (Ours) | BM-1    | 0.10 | 0.08 | 0.07 |
|                          | BM-2    | 0.05 | 0.07 | 0.08 |
|                          | BM-3    | 0.06 | 0.07 | -    |
of actual architectural models. Mesh files of each storey of building are also extracted from BimVision using IFC file. Theses meshes are then used in simulated experiments. The meshes were imported in Gazebo\footnote{http://gazebo.isim.org/} physics simulator to create the replica environments of building models. In the simulated experiments the odometry was estimated only from LiDAR. The three environments are named as BM-1 (Building Model-1) , BM-2, and BM-3. All of these environments contain multiple rooms in them, and we performed the experiments by placing the robot in different rooms to estimate the robustness of the approach. The legged robot was placed in a random room and then tele-operated to collect data.

3) Real-World Experiments: We performed experiments on three actual construction sites, the same three environments we created a replica of in the simulation, to estimate if our approach works on real data sets. The legged robot we used in our experiments is equipped with encoders, and we use these encoders to estimate the odometry of the robot.

4) Ablation Study: We also test our method by removing the novel topological information factor introduced within the particle filter, to evaluate the accuracy of our method. Thus, instead of matching the observations with only the walls of the rooms in which the particle lies, we matched them with all the walls of that storey of the building.

TABLE II: Convergence time (sec) of each algorithm in different environments, starting in different rooms. Best results are boldfaced. N.L. means Not Localized

| Method                | Dataset | R1   | R2   | R3   |
|-----------------------|---------|------|------|------|
| AMCL                  | BM-1    | N.L. | 228  | 168  |
| BM-2                  | 205     | 233  | 197  |      |
| BM-3                  | 105     | 122  | 70   |      |
| HDL Localization      | BM-1    | 105  | 122  | 70   |
| BM-2                  | 10      | 20   | N.L. |      |
| BM-3                  | 11      | 23   |      |      |
| S-Graph Localization  | BM-1    | 10   | 8    | 12   |
| BM-2                  | 6       | 14   | 9    |      |
| BM-3                  | 6       | 15   |      |      |

TABLE III: Point cloud RMSE [m] on the real datasets. Best results are boldfaced, second best are underlined

| Method              | Dataset |
|---------------------|---------|
| AMCL                | N.L. N.L. N.L. |
| HDL Localization    | 0.43 0.27 1.03 |
| S-Graph Localization (ours) | **0.35** 0.25 **0.99** |

On real datasets however, we could not test our approach in every room of the construction site due to limited resources. We performed the experiments one room per construction site. but the success of our algorithm in all three construction sites demonstrates that our algorithm can work in any environment irrespective of the room it is started in.

3) Limitations: Our proposed localization method shows encouraging results on both simulated as well as real world data when compared against state-of-the-art. However, the current version of our approach does have some limitations. First, we would like to fully automate the building information extraction module, from the loading of the IFC file until the generation of the topological and metric-semantic layer of the S-Graph, for the environment. Second, our approach is limited to the robot starting in any given room of the building for the particle filter to converge, although not a strong limitation, we aim to remove this limitation incorporating additional semantic and topological information from the environment.

V. CONCLUSION

In this paper, we present our novel work for localization of mobile robots on construction environments integrating BIM with scene-graphs. We extract useful geometric, semantic as well as topological information from the readily available BIM plans to integrate it within a three layered hierarchical (S-Graphs)\cite{[1]}, by generating the metric-semantic and topological layer for a given environment. As the robot navigates in the environment with an on-board 3D LiDAR, our novel implementation of the particle filter utilizing geometric, semantic and topological information rapidly estimates the initial guess of the robot pose in the environment, after which the S-Graphs starts creating the robot tracking layer.
appropriately connecting it with the previously generated metric-semantic and topological layers. We tested our approach in both simulated and real construction environment comparing it with traditional metric based localization algorithms achieving state-of-the-art results. In future, we plan to improve the information extraction from the BIM as well as localize the robot irrespective of it starting in a room.
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