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Abstract—Occlusion is a long-standing problem that causes many modern tracking methods to be erroneous. In this paper, we address the occlusion problem by exploiting the current and future possible locations of the target object from its past trajectory. To achieve this, we introduce a learning-based tracking method that takes into account background motion modeling and trajectory prediction. Our trajectory prediction module predicts the target object’s locations in the current and future frames based on the object’s past trajectory. Since, in the input video, the target object’s trajectory is not only affected by the object motion but also the camera motion, our background motion module estimates the camera motion, so that the object’s trajectory can be made independent from it. To dynamically switch between the appearance-based tracker and the trajectory prediction, we employ a network that can assess how good a tracking prediction is, and we use the assessment scores to choose between the appearance-based tracker’s prediction and the trajectory-based prediction. Comprehensive evaluations show that the proposed method sets a new state-of-the-art performance on commonly used tracking benchmarks.

Index Terms—Object tracking, occlusion, trajectory prediction, background motion estimation.

1 INTRODUCTION

Visual object tracking is the task of estimating the location of a target object in each frame of an input video, while the initial location of the target is given in the first frame [1], [2], [3]. Recently, a Siamese learning paradigm [4], [5], [6], [7] has drawn attention in the field. These approaches cast the visual object tracking problem as learning a general similarity function by computing a cross-correlation between two image regions. Tracking is then performed by finding the feature representations learned for the search region most similar to those of the target-object template. As a result, the visual tracking problem can be solved by Siamese trackers using an end-to-end learning solution.

Despite their relative success, most current approaches including Siamese trackers tend to fail when occlusion occurs, and are erroneous when objects with similar appearance to the target object are present [8], [9]. We observe that most current trackers focus on developing discriminative target object’s feature representations [7], online appearance update mechanism [10] or re-detection [11]. A good feature representation or a good online update mechanism is important, however it can be still problematic when target is severely occluded. And, re-detection is just a partial remedy, i.e., useful only when the target object reappears from occlusion.

To address the occlusion problem, we aim at leveraging the predicted future trajectory. Unlike most existing methods, our basic idea is that, when the target object is severely/totally occluded, the future locations predicted from the motion trajectory are more reliable than the estimation of the appearance-based tracker. Thus, the future trajectory should be used instead of the tracker’s estimation. Based on this idea, we develop a trajectory-guided end-to-end network that predicts the target object’s possible locations in the future frames.

To realize the idea, the following are the insights of our algorithm. First, camera motion significantly affects the target object’s locations in the input frames, and should be taken into account. Second, once camera motion is compensated, the target object’s past trajectory represents the target object’s motion independent from the camera...
motion. Third, previous frames provide the appearance, motion, and surrounding information of the target object, which can contribute to reliable trajectory prediction.

Based on our insights, we design our deep network consisting of 4 subnetworks: an appearance-based tracking network (tracker), a background-motion network, a trajectory network, and an assessment network. The tracker estimates the target object’s locations solely from appearance information. It works robustly particularly when the appearance information in the input frame is sufficient and matches to the template. In our method, any appearance-based tracker from the state-of-the-art method can be used. The second network in our design, the background-motion network, estimates the camera motion. This camera motion is needed in our method, since the target object’s motion in the input video not only depends on the object motion in the world alone but also the camera motion. By estimating and then compensating the camera motion, we can obtain the target object’s trajectory independent from the camera motion. Our third network, the trajectory network, predicts the target object’s current and future locations from the target’s past observations.

Since our method produces two estimations for a single target object in one frame: one from the tracker and the other from the trajectory network, we need to choose one of them. For this, our fourth network, the assessment network, is trained to assess the accuracy of a prediction. As a result, we can have the confidence score for the tracker prediction and the confidence score for the trajectory prediction. We select the prediction that has higher confidence score. This allows our method to switch dynamically between the tracker and the trajectory prediction, depending on the severity of the occlusion. Note that, to make our confidence scores more reliable, we apply confidence score calibration [12]. Figure 1 shows our tracking results even when the target objects are totally occluded.

The summary of our contributions is as follows:

- We introduce a background-motion network that captures the global background motion between consecutive frames to represent the camera motion. This background motion is important to make the target object motion trajectory independent from camera motion.
- We propose a trajectory network that learns from the target object’s observations in several previous frames and predicts the locations of the target object in the subsequent future frames. A multi-stream conv-LSTM architecture is introduced to encode and decode the temporal changes of the target object locations in the past.
- We present a unified tracking model that integrates background motion modeling, appearance-based tracking, and trajectory prediction to solve the occlusion problem. This unified tracking model can be trained end-to-end.
- We introduce a tracking selection mechanism based on the tracker and trajectory confidence scores, which enables our tracking method to switch automatically and dynamically between the appearance-based tracker and our trajectory-based prediction, particularly when occlusion occurs.

The large part of this paper has been published in ECCV 2020 [13]. Compared with our ECCV 2020 paper, new contents in this paper includes: unifying the background motion modeling, tracking and trajectory prediction into one deep network (Section 3). This unified model can be trained end-to-end, which further enhances the performance of our trajectory prediction. Second, to handle overconfident scores of the trajectory confidence score, we employ confidence calibration in the trajectory-guided tracking mechanism (Section 3.4), which can lead to a significant performance gain. Moreover, we provide the details of our implementation, as well as more comprehensive analysis and evaluation.

2 RELATED WORKS

Visual Object Tracking Visual tracking has witnessed a rapid boost in recent years, with the development of a variety of approaches. Recently, the approaches based on Siamese networks [4], [5], [6], [7] have received significant attentions due to their well-balanced tracking accuracy and efficiency. Instead of learning a discriminative classifier online, these approaches formulate visual tracking as a cross-correlation problem and can easily be trained end-to-end using pairs of annotated images. Based on this idea, a number of methods enhance the tracking performance by making use of region proposals [14], hard negative mining [7] and binary segmentation [6]. A few recent works [15], [16], [17], [18], [19] aim to employ temporal information for better object feature representation. Yang et al. in [15] estimate an object-specific filter for tracking by using a Recurrent Neural Networks(RNN). Cui et al. in [16] propose a multi-directional RNN to capture long-range contextual cues. Yang et al. in [17] propose a dynamic memory network to update the feature representation model. [18] utilizes a gated recurrent unit to model the temporal information of sequences, while [19] embeds an attention mechanism into the RNN to help searching target.

Most modern trackers focus on modelling the object feature representation to improve tracking performance. However, relying only on object feature representation can be problematic in the case where the target is occluded or the target comes across other objects with similar appearance. A powerful model update strategy is an effective way to discriminate the similar objects from the target or to handle some partial occlusion cases. However, occlusion is still challenging for these methods. To handle occlusion, some trackers utilize the failure re-detection strategy to search target when the target object appears again after occlusion. However, failure re-detection cannot help to track the target during occlusion period. To address the occlusion problem completely, we combine the object representation in the spatial domain with the trajectory prediction in the temporal domain by using a spatio-temporal network to track target accurately and robustly.

Trajectory Prediction Unlike the visual object tracking task, trajectory prediction aims at predicting the target’s possible positions in future frames [20]. Recently, a large body of works focus on person trajectory prediction by considering
human social interactions and behaviors in crowded scenes. Zou et al. in [21] learn human behaviors in crowds by using a decision-making process. Liang et al. in [22] utilize rich visual features about human behavioral information and interaction with their surroundings to predict future path jointly with future activities. A number of methods try to learn the effects of the physical scene. Scene-LSTM [23] divides the static scene into Manhattan grid and predict pedestrian’s location using LSTM. SoPhie [24] combines deep-net features from a scene semantic segmentation model and generative adversarial network using attention to model person trajectories.

There are some methods that take the motion prediction into account for tracking or predicting person path. Amir et al. in [25] propose a structure of RNN that jointly reasons on multiple cues over a temporal window for multi-target tracking. Ellis et al. in [26] propose a Gaussian process regression model for pedestrian motion. Hogg et al. in [27] propose a statistical model of object trajectories which is learned from image sequences. Compared with these methods, which assume a static camera in modeling the trajectory, our idea is to integrate trajectory prediction into object tracking task using deep learning for a dynamic camera. To simplify the trajectory complexity, several methods split motion into camera motion and object motion. In particular, Takuma et al. in [28] recently propose an accurate method that makes use of camera ego-motion, scales, the speed of the target person, and the person pose to predict person’s location in future frames. [29] proposes an end-to-end trajectory prediction method using an LSTM-CNN network that models the interactions between road-agents in dense traffic. Unlike these methods that make full use of the object surroundings, which are expensive for general single object tracking, we utilize only the past trajectory and target visual features to predict short-term future locations for assisting the tracker to handle occlusion.

3 Proposed Method

We develop a tracking method that addresses the occlusion problem. As shown in Figure 2, our network consists of 4 subnetworks: an appearance-based tracking network (tracker), a background-motion network, a trajectory network, and an assessment network. The tracking network (tracker) estimates the target location \( l_{\text{now}} \) from appearance inference. The background-motion network captures the global background motion vectors \( \{ m_{\text{bg}}^{\text{prev}}, \ldots, m_{\text{bg}}^{\text{now}-1} \} \) to compensate target's trajectory. The trajectory network predicts target’s current and future locations \( \{ l_{\text{now}}^{\text{traj}}, \ldots, l_{\text{future}}^{\text{traj}} \} \) from its past observations. The assessment network assess the confidence scores \( s_{\text{now}}^{\text{tracker}} \) and \( s_{\text{now}}^{\text{traj}} \) of \( l_{\text{now}}^{\text{traj}} \) and \( l_{\text{now}}^{\text{tracker}} \), respectively. The final result \( l_{\text{now}}^{\text{proj}} \) is selected by comparing the calibrated confidence scores.

![Fig. 2. Overview of our tracking method. Our approach consists of 4 networks: tracking network (tracker), a background-motion network, a trajectory network, and an assessment network. The tracking network (tracker) estimates the target location \( l_{\text{now}}^{\text{tracker}} \) from appearance inference. The background-motion network captures the global background motion vectors \( \{ m_{\text{bg}}^{\text{prev}}, \ldots, m_{\text{bg}}^{\text{now}-1} \} \) to compensate target’s trajectory. The trajectory network predicts target’s current and future locations \( \{ l_{\text{now}}^{\text{traj}}, \ldots, l_{\text{future}}^{\text{traj}} \} \) from its past observations. The assessment network assess the confidence scores \( s_{\text{now}}^{\text{tracker}} \) and \( s_{\text{now}}^{\text{traj}} \) of \( l_{\text{now}}^{\text{traj}} \) and \( l_{\text{now}}^{\text{tracker}} \), respectively. The final result \( l_{\text{now}}^{\text{proj}} \) is selected by comparing the calibrated confidence scores.](image-url)
3.2 Background Motion Network

Predicting \( L^{\text{future}} \) directly from the tracker’s estimation \( L^{\text{prev}} \) is problematic due to significant camera motion present in the input video. More specifically, the coordinate system representing each location \( t' \) changes dynamically as the camera moves; since the target object’s motion appearing on the input sequence depends on both the object motion in the world and the camera motion. To address the problem, the camera motion should be estimated and compensated, so that the object motion and thus the object trajectory can be independent from the camera motion.

Generally, the camera motion between adjacent frames, can be represented by rotation and translation. Rotation is described by rotation matrix \( R^t \in \mathbb{R}^{3 \times 3} \) and translation is described by vector \( V^t \in \mathbb{R}^3 \), both from a frame at \( t - 1 \) to a frame at \( t \). To efficiently estimate the camera motion parameters, we cast the camera motion estimation as matching the global background between two consecutive frames. Specifically, the 3-D rotation matrix \( R^t \) is simplified to one rotation angle \( r_t \in \mathbb{R}^{2 \times 2} \) in the 2-D image domain, and the translation vector \( V_t \) is split to the translation vector \( v_t \in \mathbb{R}^2 \), and scale changing, \( c' \).

To detect the global background motion, we employ a Siamese network that compares the adjacent frames as
shown in Figure 4. As the Siamese network is a robust method for image matching, it also can be used to match global background motion. Unlike the Siamese network for the tracker, the Siamese network here compares the similarity of the global background scenes instead of the target object. Thus, the patch \( z_{t-1} \) is cropped at the center of the region in the frame \( t-1 \), and the search image \( x^t \) is the larger cropped image patch in the frame \( t \). To avoid the interference of the target object, the region is masked with one value, i.e., the average value of the whole image region. The heatmap \( G_{bg} \) of background matching in the frame \( t \) can be produced by applying:

\[
G^t_{bg} = f_{bg}(x^t_{now} \ast f_{bg}(z_{t-1}^t), \tag{2}
\]

where \( f_{bg} \) represents the background-motion network.

To be able to handle multiple scales and rotations, we search image patches \( x_{c1}, ..., x_{cn} \) and \( x_{r1}, ..., x_{rn} \), by using patch pyramid with different scale factors \( c1, ..., cn \) and rotation factors \( r1, ..., rn \). The background motion translation vector \( v^t_{now} \) is achieved by finding the displacement of the maximum value and the center of the heatmap. The scale change \( c^t_{now} \) and the rotation change \( r^t_{now} \) are estimated by searching the position of the maximum value in the multi-scale heatmap set and the multi-rotation heatmap set, respectively.

To represent the global motion along multiple frames, we accumulate these vectors, which represent the local movement between two adjacent frames. Therefore, for each frame within the input interval \([t_{prev}, t_{now} - 1]\), we apply:

\[
m^t_{bg} = \begin{cases} 
  v^t_{bg} & (t = t_{prev} + 1) \\
  r^t_{bg} + m^t_{bg} & (t > t_{prev} + 1)
\end{cases}, \tag{3}
\]

where \( m^t_{bg} \) denote the background motion patterns of frame \( t \) in the global background coordinate system. \( t \in [t_{prev}, t_{now} - 1] \). \( v^t \), \( r^t \) and \( c^t \) denotes the translation, rotation and scale change between two adjacent frames at \( t - 1 \) and \( t \).

As shown in Figure 5, having compensated the background/camera motion, the trajectories follow the target objects independently from the camera motion. It also shows the Siamese method is able to match global background robustly, even when some moving foreground objects are present.

### 3.3 Trajectory Network

The appearance-based tracker is erroneous when the appearance of the target object is degraded/occluded severely. To address this problem, we rely on the target object’s past observations to predict the current most possible location, which also implies predicting a future location. The straightforward way to predict future locations of the target object is to utilize its previous immediate location (i.e., the temporal smoothness constraint). However, it is insufficient for the object tracking task, since the target object’s motion can be arbitrary and the occlusion occurs in a few consecutive frames.

To predict future locations, we develop a fully-convolutional deep network that utilizes a multi-stream conv-LSTM architecture shown in Figure 5 which is expressed as:

\[
P^t = d(y^t_{lstm}), \tag{4}
\]

where:

\[
\begin{align*}
  t & \in [t_{now}, t_{future}] \\
  y^t_{lstm} & = LSTM(x^t_{lstm}, y^{t-1}_{lstm}) \\
  x^t_{lstm} & = concat(f_{\mu}(H^k), f_{\theta}(I^k)) \\
  k & \in [t_{prev}, t_{now} - 1]
\end{align*}
\]

\( P^t \) is the response map of a frame at time \( t \). Operator \( concat \) represents the concatenation operation of the feature maps. \( LSTM \) indicates conv-LSTM. \( y^t_{lstm} \) denotes the output of the LSTM cell at frame \( k \). \( f_{\mu} \) and \( f_{\theta} \) represent two convolutional networks with network parameters \( \mu \) and \( \theta \), respectively. \( d \) denotes the deconvolutional network. \( I^k \) is the input image at frame \( k \), and \( H^k \) is its location map. We obtain \( H^k \) by generating a Gaussian function on a map where the peak is at \( t^k \); the size of the map is the same as the size of the input frame.

Let us denote the annotated ground-truth location of the target object \( GT^t \) on a frame at time \( t \). The loss function for the trajectory prediction is an L1-loss over all predicted future frames:

\[
L_{traj} = \sum_{t=t_{now}}^{t_{future}} ||P^t - N(GT^t)||, \tag{5}
\]

where \( N \) indicates a Gaussian function, which the mean is at \( GT^t \). Consequently, we can obtain the trajectory prediction, \( l^{t_{now}}_{traj} \) from the peak of \( P^t_{now} \). The same applies to the future predictions, \( l^{t_{now}+1}_{traj}, ..., l^{t_{future}}_{traj} \).

### 3.4 Assessment Network

Up to this stage, for one frame and a single target object, there are two predicted locations in our method: One is from the tracker model, \( l^{t_{now}}_{tracker} \), and the other is from the trajectory module, \( l^{t_{now}}_{traj} \). Hence, we need to select them so that we can have one predicted location, \( l^{t_{now}}_{pred} \).To handle this problem, we create a network that, given the location prediction, can assess how correct a tracking prediction is.

The network can be expressed as:

\[
s^{t_{now}}_{\ast} = s(l^{t_{now}}_{\ast}, L^{pre}_{pred} + m^{pre}_{bg}, G^{now}_{tracker}), \tag{6}
\]

where \( s^{t_{now}}_{\ast} \) is the confidence score of how good the tracking prediction, \( l^{t_{now}}_{\ast} \), is. Function \( s \) represents the assessment network. \( L^{pre} = \{l^{t_{prev}}, ..., l^{t-1}\} \) and \( m^{pre}_{bg} = \{m^{t_{prev}}_{bg}, ..., m^{t-1}_{bg}\} \).

This equation also implies that, given the information \( \{L^{pre}_{pred}, m^{pre}_{bg}, G^{now}_{tracker}\} \), the network predicts how correct the trajectory prediction \( l^{t_{now}}_{\ast} \) is.

Note that, \( l^{t_{now}}_{now} \) can represent either \( l^{t_{now}}_{tracker} \) or \( l^{t_{now}}_{\ast} \), implying the network can be used to assess the prediction from the tracker and the trajectory prediction, generating two scores: \( s^{t_{now}}_{\ast} \) and \( s^{t_{now}}_{\ast} \). Once we obtained \( s^{t_{now}}_{\ast} \) and \( s^{t_{now}}_{\ast} \), then we can compare them, and then select which tracking prediction is more reliable. This will enable our method to switch automatically and dynamically between the tracker and trajectory predictions.

To train the assessment network, \( s \), we rely on a binary cross entropy:

\[
L_s = a \log(s^{t_{now}}_{\ast}) + (1 - a) \log(1 - s^{t_{now}}_{\ast}), \tag{7}
\]
where \( a \in \{1, 0\} \) is the ground-truth. \( a = 1 \) means the prediction is correct, and \( a = 0 \) means the prediction is wrong. The network is trained on positive and negative samples. By computing the intersection over union (IoU) between the ground truth box and the bounding box where the center locates \( I_{\text{now}} \), this sample will be considered as a positive sample; specifically, when the IoU is larger than 0.5. The corresponding negative sample is generated by adding a random drift displacement on the \( I_{\text{now}} \) of the positive samples.

**Trajectory Confidence Calibration** Since we rely on the confidence scores to decide the tracking final prediction, we must ensure that the confidence scores are consistent and linear to the prediction accuracy. For this reason, utilizing a calibration technique [12], we calibrate our confidence scores.

Let \( s^t_{\text{raw}} \) is the non-calibrated score of the assessment network \( s \). The calibrated score is obtained by applying:

\[
s^t_s = \max_i \sigma \left( s^t_{\text{raw}}(i)/T \right).
\]

In our case, \( k = 2 \). \( T \) is the temperature, \( T > 0 \), which is optimized with respect to negative log likelihood (NLL) [20], [31] on the validation set. The network’s parameters are fixed during this calibration process.

## 4 IMPLEMENTATION DETAILS

### 4.1 Overall Algorithm

Algorithm 1 summarizes our overall method. Given the input frames and previous target locations, we want to estimate the current location, as well as the future locations. To achieve this, at step 1, we compute the heatmap, \( G_{\text{tracker}} \), from Eq. (1). In this equation, we require the object template, \( z^t \), which can be obtained from the previous tracking prediction, to search the target object in the current frame. In step 2, we obtain the target object’s location, \( l^t_{\text{now}} \), from the maximum value in map \( G^t_{\text{now}} \).

In step 3, we compute the background-motion heatmaps \( \{ G^t_{bg}^{prev}, ..., G^t_{bg}^{now-1} \} \) using Eq. (3). To apply this matching equation, we need template \( z^t \) and search region \( x^t \) of the respective frames. In step 4, we can obtain \( \{ m^t_{bg}^{prev}, ..., m^t_{bg}^{now-1} \} \), which are the background motions from frame \( I_{\text{prev}} \) to frame \( I_{\text{now}} \).

Once we have the background motion information, we can predict the trajectory. In step 5, we generate the location maps, \( \{ H^t_{\text{prev}}, ..., H^t_{\text{now}} \} \), which each of them is represented by a map containing a Gaussian function whose peak is at the predicted location. These maps are independent from the background/camera motion. In step 6, we compute the response maps, \( \{ P^t_{\text{now}}, ..., P^t_{\text{future}} \} \), using our conv-LSTM networks described in Eq. (4). Based on the current frame response map, \( P^t_{\text{now}} \), we can obtain the predicted location of the target object, \( l^t_{\text{traj}} \).

Hence, we have two predictions: \( l^t_{\text{now}} \) from step 7 and \( l^t_{\text{traj}} \) from step 7. In step 8, based on Eq. (6), we compute the confidence scores, and in step 9, we calibrate them, producing \( s^t_{\text{now}} \) and \( s^t_{\text{traj}} \). Based on the comparison between these confidence scores, in step 10, we choose either \( l^t_{\text{now}} \) or \( l^t_{\text{traj}} \) as our final tracking prediction for the current frame.

### 4.2 Network Architecture

Figure 6 shows the pipelines of the training and testing of our implementation. We use the target object’s observations
in the previous 11 frames to predict the locations of the target in next 5 future frames. For the trajectory network, we use a general seq-to-seq LSTM network [32] as our backbone, where the encoder consists of 11 LSTM cells and the decoder consists of 5 LSTM cells. As the input sequence is a spatio-temporal data, we extend the matrix multiplications of LSTMs to a convolution operation on the multi-channel feature maps, which preserves the spatial information of the target object.

The size of all convolutional filters is $3 \times 3$. A two stream of fully-convolutional network with 5 convolutional layers of stride 4 extracts features from the location map and image. The two sets of feature maps are concatenated before the LSTM network. After decoding of the LSTM, each response map representing the future location state is generated by three deconvolutional layers with stride 4. Finally, based on the target object’s past 11 locations and the tracker’s current heatmap score, the confidence score is obtained from a network of 3 1-D convolutional layers followed by a sigmoid activate function. For the background motion prediction network, we choose the popular Siamese network Siamfc [4]. For our tracking network, we choose an existing tracking method’s network (ie, DiMP [10] or SiamMask [5]).

### 4.3 Training

For the trajectory network, we choose 16 consecutive frames in the input video as the temporal range of one sample set. For each sample set, we select the first 11 frames as the past states and regard the rest 5 frames as the future states. For the trajectory classifier network, we choose the target object’s locations in first 12 frames from the successive 16 frames as one sample set. For each sample set, the last frame location is the future state. Specifically, we consider data augmentation by random translations (up to the mean of the displacements in the past frames).

During training, the background-motion network and the tracking network use the pre-trained models in Figure 6, which means the parameters of these two networks are fixed. Thus, the input of our unified model is 12 frames sequence (11 previous frames and current frame), while the output is 5 response maps in future 5 frames and a confidence score that represents the trajectory confidence of the trajectory prediction status. Note that, the assessment network only outputs one score, and performs twice as mentioned in Section 3.4. The label of the response map is produced by a Gaussian function. The peak location is based on the target object’s location by compensating the background motion vector. We use the Adam optimization with the fixed learning rate of 0.0002 for 20 epochs. We train our unified model by using ImageNet-VID [33].

### 4.4 Testing

During testing, the background-motion network and trajectory network take in 11 previous frames and the target’s past locations to predict 5 future locations. The tracking network only process the current frame to estimate the target location and also provide the heatmap. The assessment network outputs the confidence score of the trajectory prediction and tracking status. Note that, our method needs the first 11 frames states. To deal with the initialization problem, we repeat the first frame state to reach the 11 frames initialization quantity at the first 11 frames. It can be seen as the target object stays still at the initial location. Our trajectory obtains the motion information from the tracker’s results. For faster processing speed, it is not necessary to predict trajectory every frame until the tracker gets a low confidence score.

### 5 EXPERIMENT RESULTS

We evaluate our approach on VOT-2019 [42], OTB2013 [1], OTB2015 [2] and UAV123 [43] benchmarks. We choose the Siamese framework based tracker DIMP [10] and SiamMask [5] as our baseline trackers. On a single Nvidia GTX 1080Ti GPU, we achieve a tracking speed of 11 FPS when employing DIMP as the base tracker and 13 FPS for SiamMask.

In this section, we provide a comprehensive comparison of Ours-DIMP with 12 state-of-the-art methods in the literature. The trackers used for our comparison are: DaSiamRPN [7], SiamRPN [6], ATOM [36], CCOT [38], MDNet [39], ECO [40], SiamRPN++ [34], UPDT [41], DCFST [35], DeepSTRCF [37], SiamMask [5] and DIMP [10]. Some of these trackers use the Siamese framework as backbone.

#### 5.1 Evaluation Results

**VOT2019 Dataset [42]**: We evaluate our approach on the 2019 version of Visual Object Tracking (VOT) consisting of 60 challenging videos. Following the evaluation protocol of VOT2019, we adopt the expected average overlap (EAO), accuracy (average overlap over successfully tracked frames) and robustness (failure rate) to compare different trackers. The detailed comparisons are reported in Table 1. Compared to DIMP, our approach has a 6% lower failure rate, while achieving a better accuracy. This shows that trajectory prediction is crucial for robust tracking.
TABLE 1
State-of-the-art comparison on the VOT2019 dataset in terms of expected average overlap (EAO), accuracy and robustness. Compared with the baseline tracker DIMP, our approach Ours-DIMP achieves improvement on all three metrics and obtains a significant performance gain on the robustness.

|       | SiamRPN++ [34] | DCFST [35] | ATOM [36] | SiameseMask [5] | DIMP [10] | Ours-DIMP |
|-------|----------------|------------|-----------|-----------------|-----------|-----------|
| EAO   | 0.285          | 0.361      | 0.292     | 0.287           | 0.305     | 0.323     |
| Accuracy | 0.599      | 0.589      | 0.603     | 0.602           | 0.589     | 0.596     |
| Robustness | 0.482    | 0.321      | 0.411     | 0.426           | 0.361     | 0.301     |

TABLE 2
State-of-the-art comparison on OTB2013, OTB2015 and UAV123 datasets in terms of area-under-the-curve (AUC) score. The best results are shown in bold. Ours-DIMP improves the base tracker DIMP on all three datasets. Especially, our approach achieves the best AUC score on the OTB2015 and UAV123 datasets.

|       | DeepSTRCF [37] | DaSiamRPN [7] | ATOM [36] | CCOT [38] | MDNet [50] | ECO [40] | SiamRPN++ [34] | UPDT [41] | DiMP [10] | Ours-DIMP |
|-------|----------------|---------------|-----------|-----------|------------|----------|----------------|-----------|-----------|-----------|
| OTB2013 | 68.2          | 66.0          | 66.0      | 68.0      | 71.1       | 71.2     | 69.1           | 71.4      | 69.1      | 69.9      |
| OTB2015 | 67.5          | 66.0          | 66.7      | 67.3      | 67.8       | 69.1     | 69.6           | 69.1      | 67.7      | 70.1      |
| UAV123  | -              | 56.9          | 64.3      | 50.7      | -          | 50.6     | 64.2           | 54.2      | 64.3      | 65.1      |

OTB2013 Dataset [1]: This dataset consists of 50 videos with different attributes including occlusion. Table 2 shows the AUC scores on the OTB2013 dataset. Among the compared methods, UPDT [41] achieves the best results with an AUC score of 71.4%. Ours-DiMP achieves an AUC score of 69.9%, compared with our baseline tracker DiMP 69.1%. We also report overlap success plots on the OTB2013 in Figure 7.

OTB2015 Dataset [9]: Table 2 shows the AUC scores over all the 100 videos in the dataset. Ours-DiMP achieves the best results with an AUC score of 70.1%, compared with our baseline tracker DiMP 67.7%. We also report overlap success plots on the OTB2015 in Figure 7. Our approach improves the baseline tracker DiMP on both OTB2013 and OTB2015. Compared with our little improvement on OTB2013, our approach obtains a significant performance gain on OTB2015, which contains more occlusion videos.

UAV123 Dataset [43]: This dataset consists of 123 low altitude aerial videos captured from a UAV. Compared to other datasets, UAV123 has heavier camera motion that affects the target’s trajectory severely. Testing on UAV dataset is challenging for our approach based on trajectory prediction. AUC results are shown in Table 2. Ours-DiMP achieves the best AUC score of 65.1%, verifying the strong trajectory prediction abilities of our tracker under the heavy camera motion.

5.2 Attribute-based Analysis
To analyze the performance on occlusion and other video attributes, we compare our method with the baseline tracker DiMP on OTB2015 and UAV123 datasets. In the OTB and UAV datasets, all videos are annotated with 11 different attributes, namely: low resolution, background clutters, out-of-view, occlusion, motion blur, scale variation, deformation, illumination variation, fast motion, out-of-plane rotation and in-plane rotation. Table 3 shows the AUC scores of all the 11 attributes in the OTB2015 dataset. Our approach provides favorable results on all 11 attributes compared with DiMP. Specially, our method achieves a significant gain of 4.2% on the occlusion attribute and obtains a improvement of about 4% in AUC score on low resolution, background clutter, out of view attributes. Our method achieves the best AUC score on occlusion attribute in Figure 8. The AUC scores of the 11 attributes in the UAV123 dataset are reported in Table 4. Our method outperforms DiMP with a relative gain of 1.6% on the occlusion attribute. Our method also achieves the best AUC score on occlusion attribute in Figure 9.

Since the occlusion and out of view attributes diminish the target object’s appearance in the image frame, it is...
TABLE 3
Attribute-based comparison with state-of-the-art trackers on the OTB2015 dataset. We report the AUC scores (%) for the state-of-the-art trackers. The number of videos associated with the attribute is shown in parenthesis. Compared with DIMP, our approach provides improved performance on all 11 attributes, especially occlusion.

| Attribute                  | Ours-DIMP | DIMP [10] |
|----------------------------|-----------|-----------|
| Low resolution             | 63.3      | 64.6      |
| Background clutter         | 67.5      | 63.5      |
| Out of View                | 64.6      | 63.3      |
| Occlusion                  | 68.2      | 69.0      |
| Motion blur                | 74.9      | 68.0      |
| Scale variation (65)       | 70.6      | 68.8      |
| Deformation                | 70.9      | 70.9      |
| Illumination variation (38)| 69.1      | 66.5      |
| Fast motion (42)           | 67.9      | 67.7      |
| Out-of-plane rotation (63) | 69.0      | 68.5      |
| In-plane rotation (51)     |           |           |

TABLE 4
Attribute-based comparison with the baseline tracker on the UAV123 dataset. We report the AUC scores (%). The number of videos associated with the attribute is shown in parenthesis. Compared with DIMP, our approach provides improved performance on 8 of 11 attributes, especially occlusion.

| Attribute                  | Ours-DIMP | DIMP [10] |
|----------------------------|-----------|-----------|
| Low resolution             | 66.7      | 64.9      |
| Background clutter         | 64.0      | 62.2      |
| Out of View                | 62.0      | 60.8      |
| Occlusion                  | 57.5      | 49.5      |
| Motion blur                |           | 43.5      |
| Scale variation (48)       |           | 62.6      |
| Deformation                |           | 58.4      |
| Illumination variation (109)|         | 61.6      |
| Fast motion (30)           |           |           |
| Out-of-plane rotation (68) |           |           |
| In-plane rotation (21)     |           |           |

5.3 Ablation Studies
We perform an analysis on the proposed model prediction architecture. Experiments are performed on VOT2018 [8] dataset.

Impact of Different Baseline Trackers Since the baseline tracker provides our method the heatmap score and tracking state, its performance is important to our method. To analyze the influence of baseline tracker, we choose another popular Siamese-framework based tracker SiamMask [5] as our baseline tracker. Compared with SiamMask, our method, namely Ours-SiamMask, improves the performance on all EAO, accuracy and robustness criteria. In particular, Ours-SiamMask obtains a significant relative gain of 5.7% in EAO, compared to SiamMask. Compared with the baseline variant tracker SiamMask-LD which improved by training on larger dataset, our corresponding, namely Ours-SiamMask-LD, achieves the gain of 2% and 8.4% in EAO and robustness respectively. Our method obtains a processing speed of 13 FPS which includes the processing time of the baseline tracker. The results for this analysis verifies the strong generalization abilities of our method, as shown in Table 5.

Impact of Multi-Cues We make an ablation study to see how the background motion cue, the location map cue and image cue contribute overall tracking performances respectively. We compare three different inputs. No bg: The trajectory prediction network predicts the target object’s locations without background motion compensation. Thus, the camera motion will affects the target object’s trajectory. No img: Here, we use only the location map cue and the background motion cue. No loc: We utilize the target object’s location value directly instead of the location map. The results are shown in Table 6. No bg achieves an EAO score of 0.394, even worse than the baseline tracker. No
Impact of Temporal Range
We analyze the impact of the input’s temporal range. Our basic idea is that using a short-term time window of one or two seconds for observation to predict the target object’s future location. Thus, we choose 21 frames and 51 frames as our temporal ranges, namely Temp-21 and Temp-51 respectively. Our complete method, namely Ours, takes 11 frames, as mentioned in section 4. The results are reported in Table 7. The Temp-21 variant outperforms No loc by 0.7%. This shows that the location map is a better way to represent the target object’s trajectory in the image domain. Our complete method obtains the best results, which means each cue in our inputs is beneficial to improve performance.

Impact of Selection Mechanism
We analyze the impact of trajectory selection mechanism by comparing three different variants. No heatmap: the selection score is evaluated based on the target trajectory without the heatmap score. Weight: The heatmap score is treated as a weight to the confidence score instead of the trajectory classifier network’s input. Ours: A sub-classifier network takes in target’s locations and corresponding heatmap score, and outputs a confidence score, as described in section 3.4. The results are shown in Table 8. No heatmap even makes the baseline tracker worse. In contrast, by considering the heatmap score from the tracker’s appearance inference, our method obtains a significant gain of about 2% in EAO score over the baseline tracker. It also indicates that combing the heatmap score into a network is a more effective way than using it as a weight. These results demonstrate that our method can effectively switches between the tracker state and trajectory prediction.

Impact of Confidence Calibration and Unify Model
We analyze the impact of Confidence Calibration and unified model by comparing three different variants. No Calibration: the final result is selected by using trajectory confidence score without calibration. No Unify: The background motion modeling, appearance-based tracking, and trajectory prediction are trained and tested independently. Ours: Our complete method unifies the model and calibrates the trajectory confidence. The results are shown in Table 9. Our complete method obtains the best results, which means calibrating confidence and unifying model are beneficial to improve performance. Furthermore, a qualitative comparison example is shown in Figure 10. In the left image in Figure 10, when the baseline tracker tracks drift due to the similar appearance object nearby, our approach assistant tracker to find the right target object by comparing their trajectory confidence. However, when the wrong tracking result is close to the target’s past trajectory in the middle image of Figure 10, the trajectory confidence is confused to classify. By calibrating confidence, it can be solved in the right image of Figure 10.
Fig. 11. Qualitative results of Ours-SiamMask for sequences from VOT2018. The sequence names, from top to bottom, are soccer1, girl, conduction1, and basketball. The red dots denote the target’s past locations and the blue ones are our prediction. In comparison with the ground truth (green bounding box), our method (red one) performs well under full occlusion in Girl and Soccer1 sequences.

### TABLE 9

| Tracker          | No calibration | No unify | Ours  |
|------------------|----------------|---------|-------|
| EAO ↑            | 0.422          | 0.437   | 0.440 | 0.442 |

### 5.4 Qualitative Evaluation

Here we provide a qualitative comparison of our approach. Figure 11 illustrates frames from four sequences with occlusion (girl and soccer) and significant camera motion (girl, soccer, conduction1 and basketball). In the girl sequence, the target girl is totally hidden in occlusion. It is difficult to find any useful visual information in the image. By predicting future locations from the target’s past trajectory, our approach prevents the tracker drift. In the soccer sequence, the background is clutter and the target is partly occluded. In the conduction1 sequence, the unobvious appearance of the target is challenging for the general appearance-based tracker. In the basketball sequence, it is also difficult for tracking due to the target motion changing dramatically with surrounding and the similar objects nearby. These cases can be solved by our approach using trajectory prediction in Figure 11. All these four sequences contain significant camera motion, our approach performs well compared with ground truth, while the trajectory is also shown smooth in Figure 11. This shows the strong compensating trajectory ability of our background-motion estimation. Again, our approach demonstrates robustness in these scenarios and is able to keep tracking the target throughout the sequence.

### 6 Conclusions

We introduce a novel tracking method, which is trained in end-to-end, and combines background motion modeling, appearance-based tracking, and trajectory prediction to solve the occlusion problem. We present a background motion model that captures the global background motion between adjacent frames to the effect of camera motion. We propose a new trajectory prediction model that learns from the target object’s observations in several previous frames and predicts the locations of the target object in the subsequent future frames. A multi-stream conv-LSTM architecture is introduced to encode and decode temporal evolution in these observations. We also present a trajectory-guided tracking mechanism by using a calibrated trajectory confidence score, which helps the tracker to switch dynamically between the current tracker prediction and our trajectory prediction, particularly when the target object is occluded.

We conduct extensive experiments on the Online Tracking Benchmark (OTB), the Unmanned Aerial Vehicle (UAV) and the Visual Object Tracking (VOT) 2019, 2018 challenge datasets. The results clearly demonstrate that our approach provides significant improvement over the baseline trackers DIMP [10] and SiamMask [5], especially under occlusion. We also compare our approach with several state-of-the-art trackers. Our method outperforms 8 state-of-the-art trackers in the literature on the OTB and UAV datasets. For the occlusion attribute on the OTB
and UAV datasets, our tracking approach is shown to outperform 8 state-of-the-art trackers, obtaining the top ranking AUC score.
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