Abstract—The degrees-of-freedom (DoF) of the multi-antenna three-way channel (3WC) with an intermittent node is studied. Special attention is given to the impact of adaptation. A non-adaptive transmission scheme based on interference alignment, zero-forcing, and erasure-channel treatment is proposed, and its corresponding DoF region is derived. Then, it is shown that this scheme achieves the sum-DoF of the intermittent channel, in addition to the DoF region of the nonintermittent one. Thus, adaptation is not necessary from those perspectives. To the contrary, it is shown that adaptation is necessary for achieving the DoF region of the intermittent case. This is shown by deriving an outer bound for the intermittent channel with nonadaptive encoding, and giving a counterexample of an adaptive scheme which achieves DoF tuples outside this bound. This highlights the importance of cooperation in this intermittent network.

I. INTRODUCTION

Multi-way, full-duplex, and device-to-device (D2D) communications are important techniques that are expected to gain more prominence in future communication systems. Multi-way communication refers to communication between multiple nodes each acting as a source, a destination, and possibly a relay. Full-duplex operation is defined as when these three functionalities take place over the same time/frequency resources, and D2D communication refers to direct communication between users without or with limited base-station intervention. Those techniques attracted and continue to attract research attention [1]–[5].

Consider a setup where three nodes (D2D users e.g.) communicate with each other in a multi-way fashion. This setup can be modeled as a three-way channel (3WC), an extension of Shannon’s two-way channel [6] which has been studied in [7]–[9]. Therein, it is assumed that the nodes are always connected. This assumption is not always valid in practice since a node might have intermittent connectivity, e.g. due to shadowing, or if a D2D node causes strong interference to a cellular user, in which case it is not permitted to use its band [10].

The impact of intermittency on the performance of various networks was studied in [11]–[14] for instance. In this paper, we study the impact of intermittency on the multiple-input multiple-output (MIMO) 3WC. We consider a full-duplex MIMO 3WC with full message-exchange, where each node has an independent message to each of the other two nodes. The permanent nodes have only causal knowledge of the availability of the intermittent node, which can be obtained by estimating its activity from the received signals. For this model, we study the degrees-of-freedom (DoF), i.e., the capacity scaling versus signal-to-noise ratio (SNR) in a dB scale. We pay particular attention to the necessity or the lack thereof, of adaptive encoding where the transmit signal of each node is allowed to depend on its previously received signals. This issue has been studied for various channels earlier [15]–[17].

First, we devise a nonadaptive scheme based on interference alignment and zero-forcing, where intermittency is treated as an erasure channel, and we derive its achievable DoF region. Then, we derive DoF upper bounds that prove that this scheme achieves the sum-DoF of the channel. It follows that as far as the sum-DoF is concerned, adaptation is not necessary. This scheme also achieves the DoF region of the channel without intermittency, and hence, for the nonintermittent channel, adaptation is not necessary for achieving the DoF region. After showing the unnecessity of adaptation in those two cases, we prove that adaptation is necessary to achieve the DoF region of the intermittent channel. To show this, we derive a DoF outer bound that holds under nonadaptive encoding, and provide an adaptive scheme that achieves rates that violate this outer bound. This proves that adaptation enlarges the DoF region in the intermittent 3WC.

Throughout the paper, we use $x_n^i$ for some $i$ to denote $(x_{i,1},\ldots,x_{i,n})$. The $N \times N$ identity matrix is denoted $I_N$. We write $X \sim CN(0,Q)$ to indicate that $X$ is a complex Gaussian random variable with zero mean and covariance matrix $Q$. We write $x^+$ to denote $\max\{0,x\}$ for some $x \in \mathbb{R}$, $\|x\|_1$ to denote the $\ell_1$-norm of $x$, and $H^\dagger$, $HH^\dagger$, and $\text{span}(H)$ to denote the pseudo-inverse, the Hermitian transpose, and the the subspace spanned by the columns of $H$.

II. SYSTEM MODEL

Consider a system where three MIMO full-duplex nodes communicate in a multi-way manner using the same medium, with one of the nodes being intermittently available (Fig. 1). For some transmission duration $n \in \mathbb{N}$ (in symbols), let $s_n$
| Restricted | $x_{1,\ell}$ | $x_{2,\ell}$, $i \in \{2,3\}$ |
|------------|-------------|------------------|
| Adaptive   | $E_{1,\ell}(w_{12}, w_{13}, s^\rho)$ | $E_{2,\ell}(w_{22}, w_{23}, s^\rho, y^\rho_{i,j})$ |

TABLE I: The encoding possibilities. Here $w_{ij}$ is the message to be sent from node $i$ to node $j$. 

denote the intermittency of node 1, where for $\ell \in \{1, \ldots, n\}$, $s_{\ell} = 1$ means that node 1 is available, and $s_{\ell} = 0$ otherwise. The state $s^\rho$ is a sequence of independent and identically distributed (i.i.d) Bernoulli random variables $S_\ell$ with probability $\mathbb{P}(s_\ell = 1) = \tau$ and $\mathbb{P}(s_\ell = 0) = 1 - \tau \triangleq \bar{\tau}$. This sequence is known at node 1. However, knowledge of $s_{\ell}$ is only available causally at node $i \in \{2,3\}$, i.e., node $i$ does not know $s_{\ell}$ at the beginning of the $\ell$-th transmission, and can only obtain it after receiving the $\ell$-th received signal from which the activity of node 1 can be detected with certainty.

Node $i \in \{1,2,3\}$ is equipped with $M_i$ transmit and receive antennas. Its transmit signal at time index is represented by $x_{1,\ell}$, a realization of a random vector $X_{1,\ell} \in \mathbb{C}^{M_1 \times 1}$ that satisﬁes a power constraint $\| x_{1,\ell} \|_2^2 \leq N$. Clearly $x_{1,\ell} = 0$ if $s_{\ell} = 0$. The received signals are

$$y_{1,\ell} = H_{21} x_{2,\ell} + H_{31} x_{3,\ell} + z_{1,\ell}, \quad \text{if } s_{\ell} = 1$$

$$y_{2,\ell} = H_{12} x_{1,\ell} + H_{32} x_{3,\ell} + z_{2,\ell},$$

$$y_{3,\ell} = H_{13} x_{1,\ell} + H_{23} x_{2,\ell} + z_{3,\ell},$$

and $y_{ij} = 0$ if $s_{\ell} = 0$, where $H_{ij} \in \mathbb{C}^{M_i \times M_j}$ and $H_{ii} \in \mathbb{C}^{M_i \times M_i}$ represent the channel matrices from nodes $j$ and $k$ to node $i$, respectively, and $z_{i,\ell}$ is a realization of $Z_{i,\ell} \sim \mathcal{CN}(0, \sigma^2 I_{M_i})$, i.e., with respect to $\ell$.

We denote $P/\sigma^2$ by $\rho$ and call it SNR throughout the paper. We assume without loss of generality that $M_2 \geq M_3$. We also assume that $M_1 \geq M_2$. The channel matrices are generated randomly from a continuous distribution, held constant throughout the transmission, and are known globally. The message sets, encoding, and decoding, and achievability are defined in the standard Shannon sense [18]. The encoder at node $i$, $E_{i,\ell}$, can be either adaptive where dependence of $x_{1,\ell}$ on $y_{ij}^{\ell-1}$ is allowed, or restricted (nonadaptive) where it is not. These possibilities are shown in Table I.

The DoF region is the set of achievable DoF tuples $d = (d_{12}, d_{13}, d_{21}, d_{23}, d_{31}, d_{32}) \in \mathbb{R}_+^6$ defined as in [19]. Roughly speaking, if a rate tuple (function of $\rho$)

$$R(\rho) = (R_{12}(\rho), R_{13}(\rho), R_{21}(\rho), R_{23}(\rho), R_{31}(\rho), R_{32}(\rho))$$

where $R_{ij}(\rho)$ is the rate of the message from node $i$ to node $j$, is achievable, then the DoF tuple $d$ with $d_{ij} = \limsup_{\rho \to \infty} \frac{R_{ij}(\rho)}{\log(\rho)}$ is achievable. We denote the DoF region under restricted encoding and adaptive encoding for a given $\tau$ by $\mathcal{D}_{\tau}$, and $\mathcal{D}_{\bar{\tau}}$, respectively, and we define the sum-DoF as $d_{\tau} = \max_{\mathcal{D}_{\tau}} \| d \|$ and $d_{\bar{\tau}} = \max_{\mathcal{D}_{\bar{\tau}}} \| d \|$.

Next, we describe a restricted transmission scheme, and we derive its achievable DoF region.

### III. Restricted Encoding Transmission Scheme

In this section, we prove the following theorem.

1Any power discrepancy is absorbed into the channel gains.

#### Theorem 1:

The DoF region of the 3WC satisfies $\mathcal{D}_{\tau}^{[\bar{\tau}]} \subseteq \mathcal{D}_{\tau} \subseteq \mathcal{D}_{\bar{\tau}}$, where the achievable inner bound $\mathcal{D}_{\tau}^{[\bar{\tau}]}$ is the set of $d \in \mathbb{R}_+^6$ satisfying the following for $i, j \in \{2,3\}$, $i \neq j$:

$$d_{i1} + d_{i1} + \tau d_{ij} \leq \tau M_1, \quad d_{i1} + \tau d_{23} \leq \tau M_3,$$

$$d_{i1} + d_{i2} + \tau d_{ij} \leq \tau M_1, \quad d_{i2} + \tau d_{23} \leq \tau M_3.$$
ensuring that node $i$ has enough antennas to send $a_{ij}^{[1]}$ streams to node $j$ without interfering with node $k$. To avoid any overlap of the transmit signals in the transmit signal space, we require
\[ \sum_{q=1}^{2} (a_{ij}^{[q]} + a_{ik}^{[q]}) \leq M_i. \] (11)

3) Decoding: Node 1 receives $y_{1,\ell} = 0$ if $s_\ell = 0$ and
\[ y_{1,\ell} = \sum_{j=1}^{3} \sum_{q=1}^{2} H_{j1} V_{j1}^{[q]} x_{j1}^{[q]} + G_{23} \left[ a_{j1}^{[q]} \right] + z_{1,\ell} \] (12)
otherwise, where $G_{23} = [H_{23} V_{23}^{[2]}; H_{31} V_{31}^{[3]}]$. This signal consists of four desired signals plus interference. To decode a desired signals, say $a_{21}^{[1]}$, node 1 zero-forces the remaining signals by multiplying $y_{1,\ell}$ by a post-coder $T_{21}^{[1]}$ satisfying $T_{21}^{[1]} H_{21}^{T} = I_{a_{21}^{[1]}}$ and
\[ T_{21}^{[1]} H_{21} V_{21}^{[2]}; H_{31} V_{31}^{[3]}; H_{31} V_{31}^{[2]; 3}, G_{23} = 0, \]
\[ \text{rank}(T_{21}^{[1]} H_{21} V_{21}^{[1]}) = a_{21}^{[1]}, \] (14)
After post-coding, node 1 is left with the signal $y_{21,\ell} = T_{21}^{[1]} H_{21} V_{21}^{[1]} x_{21,\ell} + T_{21}^{[1]} z_{1,\ell}$ if $s_\ell = 1$ and $y_{21,\ell} = 0$ otherwise. This is an erasure channel over which the rate $I(x_{21,\ell}; y_{21,\ell}, s_\ell) = I(x_{21,\ell}; y_{21,\ell}|s_\ell) = I(x_{21,\ell}, y_{21,\ell}; s_\ell = 1)$ is achievable from node 2 to node 1 for $n$ large. Since we used Gaussian i.i.d. codes, this rate is
\[ \tau \log \left| I_{a_{21}^{[1]}} + \frac{P_d}{\sigma^2} T_{21}^{[1]} H_{21}^{T} V_{21}^{[1]} H_{21}^{T} T_{21}^{[1]} \right|, \] (15)
leading to a DoF of $\tau a_{21}^{[1]}$ as long as (14) is satisfied (cf. (8)).

A similar procedure can be applied for decoding $x_{21}^{[n]}, x_{31}^{[n]},$ and $x_{31}^{[n]}$, to achieve DoF of $\tau a_{21}^{[2]}, \tau a_{31}^{[3]}, \tau a_{31}^{[2]}$. The existence of the post-coders $T_{ji}^{[1]}$ which allow this procedure is guaranteed as long as the columns of
\[ [H_{21} V_{21}^{[1]}, H_{31} V_{31}^{[2]; 3}, G_{23}] \] (16)
are linearly independent. Let $a_{23}^{[2]}$ be the dimension of $\text{span}(H_{21} V_{21}^{[2]}) \cap \text{span}(H_{31} V_{31}^{[3]})$. Then, $\text{span}(G_{23})$ has $a_{23}^{[2]} + a_{32}^{[2]} - a_{23}^{[2]}$ dimensions, and the above linear independence is possible if we choose
\[ \sum_{q=1}^{2} (a_{j1}^{[q]} + a_{j1}^{[q]} + a_{23}^{[2]} + a_{32}^{[2]} - a_{23}^{[2]} \leq M_1. \] (17)
To minimize the impact of interference, we choose $V_{j1}^{[q]}$ so that $a_{23}^{[2]}$ is maximized. This can not be chosen arbitrarily large, as it has to be smaller than each of $a_{21}^{[2]}$ and $a_{32}^{[2]}$, and also smaller than the dimension of $\text{span}(H_{31}) \cap \text{span}(H_{31})$, which is $(M_2 + M_3 - M_1)$ almost surely. Thus,\[ \min(a_{21}^{[2]}, a_{32}^{[2]}, (M_2 + M_3 - M_1))^+ \geq a_{23}^{[2]} \] (18)
The same arguments can be applied at nodes 2 and 3, for decoding their desired signals. This achieves $\tau a_{12}^{[1]}$, $\tau a_{21}^{[2]}$, $\tau a_{31}^{[3]}$, and $a_{23}^{[2]}$ DoF at node 2, and $\tau a_{13}^{[1]}$, $\tau a_{21}^{[3]}$, $\tau a_{31}^{[2]}$, and $a_{32}^{[2]}$ DoF at node 3, leading to similar constraints as (17) and (18).

4) Achievable DoF Region: The constraints can be combined as follows
\[ (M_i - M_k)^+ \geq a_{ij}^{[1]}, \] (19)
\[ \sum_{q=1}^{2} (a_{ij}^{[q]} + a_{ik}^{[q]}) \leq M_i, \] (20)
\[ \min\{a_{ij}^{[2]}, (M_i + M_j - M_k)^+ \} \geq a_{ij}^{[2]} \] (21)
\[ \sum_{q=1}^{2} (a_{ji}^{[q]} + a_{ji}^{[q]} + a_{jk}^{[q]} - a_{jk}^{[q]} \leq M_i. \] (22)
for distinct $i, j, k \in \{1, 2, 3\}$, where $a_{12}^{[2]}$ and $a_{31}^{[2]}$ are the dimensions of $\text{span}(H_{13} V_{12}^{[2]} \cap \text{span}(H_{23} V_{21}^{[2]}$ and $\text{span}(H_{12} V_{13}^{[2]} \cap \text{span}(H_{32} V_{21}^{[2]}$, respectively. By adding the achievable DoF per stream, we obtain $d_{ij}$ (e.g. $d_{21} = \tau a_{21}^{[2]} + \tau a_{21}^{[2]}$). Substituting $d_{ij}$ in (19)–(22), using $M_1 \geq M_2 \geq M_3$ and Fourier Motzkin’s elimination leads to the DoF region in Theorem 1. Details are omitted due to space limitations.

Next, we study the optimality of this scheme.

IV. OPTIMALITY DISCUSSION

A. Sum-DoF

We first consider the sum-DoF of the channel, and start by presenting the following DoF upper bounds.

**Lemma 1:** The following must be satisfied by any DoF tuple $d \in D_{n,\tau}$ (and hence also $d \in D_{n,\tau}$):
\[ d_{13} + d_{23} + d_{21} \leq \tau M_2 + \tau M_3, \]
\[ d_{31} + d_{32} + d_{12} \leq \tau M_2 + \tau M_3. \] (23)

**Proof:** For brevity, we denote $(W_{ij}, W_{ik})$ by $W_{ij}$, and use $\epsilon_{1n}$, $\epsilon_{2n}$, and $\epsilon_{3n}$ to denote quantities that vanish as $n \to \infty$.

Let $\hat{H}_3$ be an $(M_2 - M_3) \times M_3$ matrix so that $H_{23} \triangleq [H_{23}^{T}, H_{23}^{T}]^T$ has full rank $M_2$. Such a matrix exists almost surely. Also, let $Y_{3,\ell}$ be defined as $H_{31} X_{2,\ell} + Z_{3,\ell}$ if $s_\ell = 1$ and 0 otherwise, where $Z_{3,\ell}$ is chosen i.i.d. $\mathcal{CN}(0, \sigma^2 I_{M_2 - M_3})$, and define $Y_{3,\ell} = [Y_{3,\ell}^T, Y_{3,\ell}^T]^T$. Now, consider any code for the 3WC, and let us establish a bound on $R_{13} + R_{23} + R_{31}$.

We give $(Y_{1,1}, W_{12})$ and $(Y_{1,1}, W_{13}, W_{23})$ as side information to nodes 3 and 1, respectively. By Fano’s inequality, we have
\[ n(R_{13} + R_{23} - \epsilon_{1n}) \leq I(W_{13}, W_{23}; Y_{3}^{n}, S_{n}, W_{31}, W_{32}), \]
\[ n(R_{23} - \epsilon_{2n}) \leq I(W_{21}, Y_{1}^{n}, Y_{1}^{n}, S_{n}, W_{1}, W_{3}, W_{3}), W_{3}) \]
Recall that each node can estimate $S^n$ with certainty from the received signals as assumed in the system model. Using the chain rule, the independence of the messages of each other and of $S^n$, and combining the two bounds yields
\[ n(R_{13} + R_{23} + R_{21} - \epsilon_{3n}) \leq I(W_{21}; Y_{1}^{n}, Y_{1}^{n}, S_{n}, W_{1}, W_{3}, W_{3}, W_{12}) \]
\[ + I(W_{21}; Y_{1}^{n}, Y_{1}^{n}, S_{n}, W_{1}, W_{3}, W_{3}, W_{13}) \]
\[ \leq n \log(\rho)^3 \text{ since given } W_{1}, W_{3}, Y_{1}^{n}, Y_{3}^{n}, \text{and} \]

3We write $R_{ij}(\rho)$ simply as $R_{ij}$ for brevity.

4We compute $R_{ij}(\rho)$ since $\lim_{\rho \to \infty} \frac{\log(\rho)}{\log(\rho)} = 0$. 

**Lemma 2:** Under restricted encoding, we have $D_{r, \tau} \subset D_{\text{out}}$ defined as the set of $d \in \mathbb{R}^k$ satisfying $d_{31} + \tau d_{32} \leq \tau M_3$.

**Proof:** Let $Y_{2, \ell} = S_{1} Y_{2, \ell}$ and let us give $(Y_{2, \ell}^3, W_{2})$ to node 1 as side information. From Fano’s inequality, we have

$$n(R_{31} - \epsilon_{1n}) \leq I(W_{31}; Y_{2, \ell}^3|S_{1}, W_{1}, W_{2})$$

$$= I(W_{31}; Y_{2, \ell}^3|S_{1}, W_{1}, W_{2}) + I(W_{31}; Y_{1}^3|S_{1}, W_{1}, W_{2}, Y_{2, \ell}^3).$$

Given $Y_{2, \ell}^3$, $W_{1}$, $W_{2}$, and $S_{1}$, we can construct a noisy version of $Y_{1}^3$ for $S_{\ell} = 1$ given by $H_{31} H_{23}(Y_{2, \ell}^3 - H_{32} Y_{1, \ell}) + H_{23} X_{\ell}^3$, where $H_{32}$ exists almost surely. Thus, $I(W_{31}; Y_{1}^3|S_{1}, W_{1}, W_{2}, Y_{2, \ell}^3) = n \sigma_{o}(\log(\rho))$, and hence

$$n(R_{31} - \epsilon_{1n} - n \sigma_{o}(\log(\rho))) \leq I(W_{31}; Y_{2, \ell}^3|S_{1}, W_{1}, W_{2}).$$

On the other hand, given $(W_{1}, W_{31})$ to node 3 as side information and using Fano’s inequality, we have

$$n(R_{32} - \epsilon_{2n}) \leq I(W_{32}; Y_{2, \ell}^3|S_{1}, W_{1}, W_{2}, W_{31})$$

$$= n \sum_{\ell=1}^{\tau} \left[ h(Y_{2, \ell}^3|S_{1}, W_{1}, W_{2}, W_{31}, Y_{2, \ell}^{\ell-1}) - h(Y_{2, \ell}^3|S_{1}, W_{1}, W_{2}, W_{3}, Y_{2, \ell}^{\ell-1}) \right].$$

Since conditioning does not increase entropy, the first term is upper bounded by $h(Y_{2, \ell}^3|S_{1}, W_{1}, W_{2}, W_{31}, Y_{2, \ell}^{\ell-1})$. Moreover, since restricted encoding can be used to generate $X^n$ and $X^n_3$ from $W_1$ and $W_3$, the second entropy term is equal to $h(Z_{2, \ell}) = h(Y_{2, \ell}^3|S_{1}, W_{1}, W_{2}, W_{3}, Y_{2, \ell}^{\ell-1})$. Thus,

$$n(R_{32} - \epsilon_{2n}) \leq n \sum_{\ell=1}^{\tau} I(W_{32}; Y_{2, \ell}^3|S_{1}, W_{1}, W_{2}, W_{31}, Y_{2, \ell}^{\ell-1})$$

$$= n \sum_{\ell=1}^{\tau} I(W_{32}; Y_{2, \ell}^3|S_{1}, W_{1}, W_{2}, W_{31}, Y_{2, \ell}^{\ell-1}, S_{\ell} = 1),$$

since for a given $\ell$, this mutual information is equal to $I(W_{32}; H_{32} X_{3, \ell}^3 + Z_{2, \ell}|S_{1}, W_{1}, W_{2}, W_{31}, Y_{2, \ell}^{\ell-1})$, independent of the state $S_{\ell}$. Combining the two bounds yields

$$n(R_{31} + \tau R_{32} - \epsilon_{3n} - n \sigma_{o}(\log(\rho))) \leq n \tau M_3 \log(\rho) + n \tau o(\log(\rho))$$

$$\leq n \tau M_3 \log(\rho) + n \tau o(\log(\rho))$$

which follows using similar steps as in the proof of Lemma 1.

Despite its simplicity, Lemma 2 suffices for our purpose. Based on this lemma, the following theorem proves the necessity of adaptation in the intermittent case.

**Theorem 4:** For an intermittent 3WC with $M_1 > M_3$, $D_{r, \tau} \not\subset D_{\text{out}}$, and hence adaptation is necessary.

**Proof:** It suffices to show that $\exists d \not\in D_{r, \tau}$ which is achievable using an adaptive scheme. To is end, suppose that only node 3 has a message to node 1, while node 2 acts as a relay to support node 3 which employs block-Markov...
encoding. Consider $B$ transmission blocks, each consisting of $n$ channel uses, and let $a_2, a_3 \in \{0, 1\}$ be chosen so that
\[ a_2 M_2, a_3 M_3 \in \mathbb{N}. \]
In block 1, node 3 encodes a message $w_{31}(1)$ to a codeword $x_{31}^a$ with $x_{31,1}^a \in \mathbb{C}^{a_3 M_3}$, and sends it to node 1 using $a_3 M_3$ antennas. Node 1 receives only $m$ symbols corresponding to $s_{1,t} = 1$ where $s_t$ is the state sequence in this block, with $m \leq n$ and $\frac{m}{n} \approx \tau$ as $n$ grows. However, node 2 receives all symbols, and thus, obtains $n - m$ codeword symbols from node 3 that have not been received by node 1. In block 2, node 3 sends $w_{31}(2)$ similar to block 1, while nodes 2 cooperates with node 3. It does so by multiplying the received signal in block 1 by $H_{32}^\dagger$ to obtain a noisy version of $x_{31}^a$ given by $u_{31}^a = x_{31}^a + z_{2,\ell}^a$ where $z_{2,\ell}^a$ consists of $a_3 M_3$ components of $H_{32}^\dagger$ and then constructing $v_{31}^a$ out of $u_{31,\ell}$ with $\ell \in \{t \in \{1, \ldots, n\} | s_{1,t} = 0\}$, where $v_{31,\ell} \in \mathbb{C}^{a_2 M_2}$. Thus, it sends a new symbol of $v_{31}^a$ to node 1 in transmission $\ell$ if $s_{2,t-1} = 1$, and repeats the previously transmitted symbol otherwise. This construction requires $ma_2 M_2 \leq (n - m)a_3 M_3$. The signal $v_{31}^a$ is sent from node 2 so that it is received linearly independent of $x_{31}^a$ at node 1. Thus, node 1 receives a total of $ma_2 M_2 + ma_3 M_3$ symbols in this block if $a_2 M_2 + a_3 M_3 \leq M_1$. At the end of this block, node 1 is able to decode $w_{31}(1)$ by combining its received signals from blocks 1 and 2. The same is repeated over blocks 3, ..., $B - 1$. In block $B$, only node 2 is active and delivers $a_2 M_2$ symbols to node 1. The achievable DoF is the ratio of the total number of delivered symbols to the total number of transmissions, i.e.,
\[ d_{31} = \frac{(B - 1)(ma_2 M_2 + ma_3 M_3)}{nB} \approx \tau a_3 M_3 + \tau a_2 M_2, \]
for large $n$ and $B$. The constraints from above are
\begin{align*}
0 & \leq a_2, a_3 \leq 1, \quad a_2 M_2, a_3 M_3 \in \mathbb{N}, \quad (33) \\
 a_2 M_2 + a_3 M_3 & \leq M_1, \quad \tau a_2 M_2 - \tau a_3 M_3 \leq 0. \quad (34)
\end{align*}
Now, we need to maximize $d_{31}$ with respect to $a_2$ and $a_3$ subject to these constraints. A feasible solution can be obtained as follows. First, we ignore the second constraint, which leads to a linear program which can be solved using the simplex method [20]. Solving the linear program leads to $a_2^\ast = 1$ and $a_3^\ast = \min\left\{ \frac{M_1 - M_3}{M_2}, 1, \frac{M_3}{M_2} \right\}$. Then, we round $a_2^\ast M_2$ and $a_3^\ast M_3$ down to the nearest integer to obtain $a_3 = 1$, and $a_2 M_2 = \min\{ M_1 - M_3, M_2, \frac{M_3}{\tau} \}$. This leads to the achievability of $\min\{ \tau M_1, \tau M_2 + \tau M_3, \tau M_3 + \tau \frac{M_3}{\tau} \} \geq d_{31,\ast}$. Thus, the DoF tuple $d = (0, 0, 0, 0, d_{31,\ast}, 0) \notin D_{\text{out}}^{\text{sum}}$ is achievable, which proves the desired result.

This theorem proves the necessity of adaptation in the intermittent case, where cooperation between nodes 2 and 3 becomes necessary to achieve higher DoF.

V. Conclusion

In this paper, we have investigated the impact of intermittency on the DoF region of the MIMO three-way channel. We have seen that adaptive encoding, can be either necessary or not, depending on the performance criterion. As far as the sum-DoF is concerned, adaptive encoding is not necessary, and the optimal sum-DoF can be achieved with restricted (nonadaptive) encoding. Since the sum-DoF might be unfair in terms of per-user or per-stream DoF, the DoF region is of high importance. In this case, we have shown that adaptation is in fact necessary, and that collaboration between nodes using adaptive encoding enlarges the DoF region beyond what can be achieved using adaptive encoding.
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