Hydrogen Bonds in Excited State Proton Transfer
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Abstract

Hydrogen bonding interactions between biological chromophores and their surrounding protein and solvent environment significantly affect the photochemical pathways of the chromophore and its biological function. A common first step in the dynamics of these systems is excited state proton transfer between the non-covalently bound molecules, which stabilises the system against dissociation and principally alters relaxation pathways. Despite such fundamental importance, studying excited state proton transfer across a hydrogen bond has proven difficult, leaving uncertainties about the mechanism. Through time-resolved photoelectron imaging measurements we demonstrate how the addition of a single hydrogen bond and the opening of an excited state proton transfer channel dramatically changes the outcome of a photochemical reaction, from rapid dissociation in the isolated chromophore, to efficient stabilisation and ground state recovery in the hydrogen bonded case, and uncover the mechanism of excited state proton transfer at a hydrogen bond, which follows sequential hydrogen and charge transfer processes.
Light driven processes in biochemistry are initiated by absorption at a central molecular chromophore which is often linked to its surrounding solvent and/or protein environment via a network of hydrogen bonds (HBs). HBs have a profound effect on the chromophore structure, and which parts of the potential energy landscape can be explored following photoexcitation. A famous example is the absence of fluorescence in the chromophore of the green fluorescent protein (GFP) when it is removed from its native protein environment.[1,2] Time- and frequency-resolved measurements on GFP have provided some remarkable results, highlighting the importance of excited state proton transfer (ESPT)[3], but the mechanisms through which this occurs, and how the protein-chromophore interactions influence the dynamics, remain unclear.[4] To circumvent the complexity of entire protein systems, bottom up approaches have centred on studies of isolated chromophores.[5-12] However, these studies do not account for the effects of the protein-chromophore interactions on the dynamics, which can dramatically alter the local electronic structure and potential energy surface. We present an alternative approach and concentrate specifically on the dynamics around a single HB in a model molecular complex. This allows us to study in detail interactions that are inaccessible in isolated chromophores and highlight the dramatic changes in dynamics and functionality caused by HBs. Using this approach we study ESPT in the ammonia dimer, a small molecular complex and model of the -NH--N- HB network present, e.g., between nucleobases in the backbone of a DNA double helix. Using time-resolved photoelectron imaging,[13,14] we uncover the two-step mechanism of ESPT across the HB and disentangle the hydrogen transfer (HT) and charge transfer (CT) processes, and how these lead to ground state recovery on an ultrafast timescale. This provides specific insight into the dynamics of the ammonia dimer but also the more general importance of ESPT and the effect that a single HB can have on the dynamics following photoexcitation.
Ammonia has been the subject of numerous time- and energy-resolved experiments and theoretical calculations.[15-18] In the isolated system, UV absorption below 208 nm leads to highly efficient and ultrafast hydrogen abstraction. Studies of the photochemical dynamics of the ammonia dimer are very few by comparison. Experiments have shown that upon the formation of a molecular complex, the HB leads to an increase in the photo-excited state lifetime, reducing hydrogen abstraction to negligible levels, thereby fundamentally changing the dynamics and products formed following photoexcitation.[19-23] Ab-initio calculations of the excited state potential energy surface of the ammonia dimer along the HT and molecular dissociation pathways have highlighted the potential importance of HT and CT processes across the HB. However, experimental measurements have been limited to studying the initial HT process alone.[19-23] with time resolved photoelectron and photoion coincidence measurements providing a cluster-size dependent timescale of 100-330 fs.[19-23] Results of ab-initio calculations are shown schematically in Fig. 1, indicating the dynamical pathways accessible after photoexcitation. Following excitation into the $A''$ state (2 in Fig. 1), a hydrogen atom is transferred across the HB to form NH$_4$NH$_2$, the protonated monomer in dimer (PMD) structure (3).[19-
This stabilises the complex and prevents hydrogen abstraction, in stark contrast to the dynamics observed in the monomer. The dynamics following population of the PMD structure have not been observed experimentally or calculated theoretically. The available static potential energy surfaces suggest that two competing decay pathways are accessible; dissociation on the $A''$ state surface with loss of a NH$_2$ fragment (4) and CT via a conical intersection with the $A'$ state (5), eventually followed by reverse proton transfer and ground state recovery. The dynamics following population of the PMD structure crucially determine the fate of the complex, i.e. dissociation or ground state recovery, yet neither experimental nor theoretical approaches have so far provided an insight into these dynamics, and how they relate to ESPT processes in hydrogen bonded systems in general.

**Results and discussion**

Time-resolved photoelectron spectra, following excitation of the dimer into the $A''$ state at 200 nm (6.1 eV) and probing the system through photoionization at 395 nm (3.1 eV), are presented in Fig. 2a. In
Fig. 2b we highlight the time dependence by plotting the total photoelectron signal at three delays. At the time of photoexcitation (i.e., $t = 0$ fs) we observe emission at very low electron kinetic energies (eKE) (< 0.1 eV), consistent with the ionization potential of the ammonia dimer of 9.19 eV.[20,24,25] considering the total photon energy deposited into the system is ~9.3 eV. The comparatively low signal levels observed are due to poor Franck-Condon overlap of the dimer equilibrium geometry with the corresponding lowest ion state. Over the next few hundred femtoseconds the photoelectron signal shifts to higher eKEs and grows in intensity, directly monitoring the motion along the potential energy surface of the $A''$ state, into the protonated monomer in dimer (PMD) structure (3 in Fig. 1). The higher observed eKEs are due to a reduction in ionization potential in the PMD structure to 8.62 eV,[20] yielding eKEs up to ~0.7 eV, Fig. 2b. This spectral shift maps the wavepacket motion along the $A''$ potential energy surface into the PMD structure (3 in Fig. 1). We quantify this by fitting spectral slices through the data with a biexponential decay model (see ESI for details [26]). While the decay constants extracted from these fits for the low energy slices are not representative of the dynamics, due to the spectral shifting of intensity leading to repopulation of lower energy bands at later times, the onset of population arriving in a spectral band, i.e. the appearance delay, is nonetheless accurate. In Fig. 3a we plot this delay as a function of eKE. Initially, a clear linear dependence is observed, which flattens out in the spectral region 0.5-0.6 eV, as the curvature of the potential energy surface is reduced and the local potential minimum of the PMD structure is reached. We note that the temporal shift is independent of the photoelectron signal levels, and the slowing down of the wavepacket motion cannot be explained by a loss of Franck-Condon overlap. The shifting photoelectron intensity therefore provides a timescale of 130 fs for the HT process and motion into the PMD geometry, in good agreement with previous measurements.[20,22,23]

The signal observed following population of the PMD structure, an intense broad peak with eKEs from 0.1 to 0.7 eV, shows a biexponential decay. Figure 3b shows the integrated signal for spectral slices through the eKE distributions as a function of time. The fit parameters change as a function of eKE, with the shift in energy causing each band to have different associated lifetimes and amplitudes (see ESI for details). We note that at very low eKE (< 0.1 eV) the data cannot be easily fit with a simple
kinetic model due to wavepacket dynamics leading to population transfer in and out of this band, and hence a complex photoelectron intensity distribution with multiple peaks. We attribute the biexponential decay of the photoelectron signal to a bifurcation of the wavepacket in the PMD geometry, where two relaxation pathways are accessible. The short lifetime decay component is a consequence of the shift of photoelectron intensity to lower eKE. The shift again involves the motion of the wavepacket along the potential energy landscape leading to a change in effective ionization potential, as can clearly be seen from the time- and energy-resolved photoelectron intensity map in Fig. 2a, and the reappearance of a peak at low eKE, Fig. 2b. In the temporal picture, Fig. 3b, the repopulation of the low eKE band leads to the emergence of a second peak in the 0.01 – 0.1 eV spectral region after 350 fs.

Figure 3: (a) Appearance delay of photoelectron features as a function of electron kinetic energy, mapping out the motion along the $A''$ surface. (b) Photoelectron intensity integrated over spectral slices as a function of pump-probe delay (black squares), and corresponding $\beta_2$ anisotropy parameter (blue circles). Shown in red are biexponential fits to the measured intensity distributions (see text and ESI for details.).
To identify the origin of the spectral shifting and biexponential decay, as well as the nature of the involved electronic states, we turn to the photoelectron angular distributions (PADs). These are analysed taking into account $\beta_2$ and $\beta_4$ anisotropy parameters,[27] (see ESI for details[26]). Extracted $\beta_2$ parameters are shown in Fig. 4 as a function of eKE and pump-probe delay. Shown in blue in Fig. 3b are the average anisotropy parameter for energetic slices through the photoelectron distributions. For the majority of the time- and energy-space investigated we observe strongly positive $\beta_2$ parameters. We rationalize these by considering the symmetry of the involved electronic states, and hence the expected outgoing photoelectron partial waves. In ammonia, UV excitation leads to promotion of an electron from the lone pair orbital into a nitrogen-centred Rydberg orbital of predominantly 3s character (in the Franck-Condon region), which subsequently evolves into $\sigma^*$ character at extended N-H bond lengths.[22] The transition in the dimer is comparable to the monomer transition, but correlates with the NH$_4$(3s)—NH$_2$(X) electronic structure formed following HT.$^{18}$ Photoionisation from the excited state therefore proceeds from an orbital of predominantly 3s Rydberg character, and results in the emission of photoelectrons with $p$-type partial waves. In the laboratory frame this is observable as PADs that peak along the laser polarization axis, resulting in positive $\beta_2$. This is consistent with our observations at early delay times, i.e. directly after photoexcitation. Strongly positive $\beta_2$ are also

![Figure 4: Time-resolved Photoelectron anisotropy. The transient reduction observed around 200 fs is indicative of a non-adiabatic electronic transition into an excited state of different symmetry.](image-url)
observed at long delay times ($t > 500$ fs). The anisotropy parameters are quantitatively identical to those seen at early times indicating that the long-time dynamics are also occurring on the initially excited $A''$ state. As the total excitation energy (6.2 eV) is above the adiabatic dissociation threshold of the $A''$ state (4.9 eV[20]), we assign the long-time decay component, with a typical lifetime of ~2 ps (see ESI for details[26]), to dissociation of the dimer into NH$_4$ and NH$_2$ fragments from the PMD structure. The comparatively long lifetime of dissociation into NH$_4$ and NH$_2$ fragments is due to the rather flat potential along the N-N reaction coordinate. This provides little driving force towards the dissociation process, extending the lifetime and allowing other decay processes to compete and dominate the dynamics of the complex. This decay channel, while peaked at 0.5 eV eKE, leads to the emission of photoelectrons with a large energy bandwidth, as seen in Fig. 2b, due to the shallow potential minimum of the PMD.

At intermediate delay times, in the region between ~100 and 500 fs, we observe a strong transient reduction in $b_2$, which exhibits a temporal and spectral dependence, Fig. 4. The observed dependence on eKE correlates with the disappearance of the short lifetime decay component, as can be seen in Fig. 3b, where the reduction in $b_2$ becomes significantly more pronounced towards lower energies. We also note a temporal offset between the peak of the photoelectron intensity and the minimum $b_2$ parameter of around 50 fs, clearly identifiable in the spectral regions $0.01 – 0.1$ eV and $0.1 – 0.2$ eV. The transient reduction in photoelectron anisotropy suggests that this effect is not due to changes in nuclear geometry (i.e. wavepacket motion) or the different scattering processes this may drive, but due to an electronic state transition[28] leading to a loss of Rydberg character.

The correlation of the reduction in $b_2$ with the shifting photoelectron intensity, combined with the temporal offset, points to a 2-step decay mechanism. This first step involves motion along the $A''$ electronic state surface away from the PMD structure. After ~50 fs the wavepacket reaches a crossing point where a non-adiabatic electronic transition into a state of different symmetry occurs, leading to the observed changes in the PADs. Based on the potentials of Farmanara et al., the non-adiabatic transition leads to population of the $A'$ state, which has a higher binding energy and CT character, making it less Rydberg like and resulting in a reduction of the measured $b_2$ parameter. The wavepacket
then continues on the newly populated state towards geometries with higher effective ionisation potentials, reducing the observed eKE. The measured changes in eKE and $\beta_2$ parameter support this assignment of the non-adiabatic transition into the $A'$ state. The wavepacket continues on its path towards the ground state until it leaves our observation window, defined by the probe photon energy, in $\sim 400$ fs.

The observations can be rationalised in terms of the dynamics outlined in figure 1: Following formation of the PMD structure the molecule moves towards longer N-N bond distances. After approximately 50 fs the complex reaches an N-N separation of $\sim 4\text{Å}$ where the $A''$ state crosses another excited state of $A'$ symmetry at a conical intersection.[20] Access to the conical intersection is not significantly delayed by the relatively shallow potential along the N-N coordinate due to its proximity to the Franck-Condon geometry. The Franck-Condon geometry has an N-N bond length of $\sim 3.6\text{ Å}$ with a broad distribution due to the shallow potential of the ground electronic state. The conical intersection is therefore readily accessible following HT. Motion of the wavepacket through the conical intersection leads to a non-adiabatic transition into the $A'$ state, undergoing CT to form the energetically more stable $\text{NH}_4^+\text{NH}_2^-$ structure. The change in electronic structure leads to the observed change in $\beta_2$ parameter. The shape of the $A'$ potential energy surface drives the wavepacket towards shorter N-N bond lengths, reducing the barrier for reverse proton transfer. At N-N bond lengths below 2.8 Å the barrier to reverse proton transfer vanishes, such that the PMD geometry is unstable and forms a saddle point on the $A'$ excited state potential energy surface.[20] The $A'$ state therefore provides a barrierless pathway back to the electronic ground state through a reverse proton transfer process.[20] The relaxation process leads to an increase in the effective ionisation potential with the wavepacket moving out of our observation window in $\sim 400$ fs. Finally, following repopulation of the electronic ground state, the excess vibrational energy of the dimer is far above the dimer binding energy (0.16 eV[29]) and cannot be dissipated to the surroundings such that the complex will dissociate into two ammonia molecules.

We can therefore summarise the full dynamics of the system as follows; photoexcitation of the ammonia dimer populates the $A''$ electronic excited state. This undergoes rapid HT in $\sim 130$ fs, forming the PMD
Following HT, two decay pathways are observed and the wavepacket bifurcates. Part of the population undergoes a non-adiabatic transition into the $A'$ through a conical intersection in ~ 50 fs, leading to CT and the formation of the NH$_4^+$NH$_2$ structure. This population in the CT state subsequently relaxes through reverse proton transfer reforming the electronic ground state of the dimer, which dissociates into two NH$_3$ fragments. The remaining population in the $A''$ state dissociates into NH$_2$ and NH$_4$ products with a typical lifetime of 2 ps.

The differences between the dynamics of the complex with the isolated molecule following excitation into the $A''$ state are striking. Where isolated ammonia exhibits a high probability for dissociation through hydrogen abstraction, the ammonia dimer shows an efficient pathway back to the electronic ground state, enabled by a single hydrogen bonding interaction. Considering the binding energy of the HB is only 3% of the excess energy deposited into the system by the pump photon (0.16 eV binding energy compared with the 6.1 eV photon energy), it is surprising that it should cause such a dramatic change in the dynamics. The hydrogen-bonding interaction acts to effectively stabilise the molecule against hydrogen abstraction, providing an efficient pathway for population to return to the ground state. This is enabled by sequential hydrogen and CT processes, essentially an excited-state proton transfer, suggesting that this could also be a sequential two-step process in other biological system, such as photoactive proteins. In condensed phase or in vivo biological systems, containing large hydrogen bonding networks, efficient dissipation of the excess excitation energy into the surroundings will stabilise the recovered ground state system against dissociation, potentially explaining the ubiquity of HBs in biological systems, and the crucial role they play in photostability. Our contribution furthermore highlights the importance of relatively weak perturbations in defining excited state dynamics. The presence of a single HB influences not only the structure of a system and introduces additional steric constraints, but additionally leads to significant changes to the electronic structure of excited states and which parts of the potential energy landscape are accessible following photoexcitation.
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