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1. Introduction

Self-assembled quantum dots (QDs) are optically active and allow the control of electronic states with light. In return, they can serve as photon sources, which makes them attractive for quantum communication devices. A QD–cavity system greatly increases light emission efficiency due to the Purcell effect and has a favored direction of emission in contrast to a standalone QD, providing easier in- and outcoupling. While QDs in cavities are a suitable platform for quantum information processing devices, the realization requires the synchronization of signals for which a photon buffer is desirable.

In all-optical systems, buffers were realized with fibers and waveguides. Another proposed realization of an optical memory cell is a three-level Λ system, which gives the possibility to store information in a dark state. Extremely long light storage was achieved in atomic systems, where the slow light effect is commonly based on electromagnetically induced transparency (EIT). Adequate coupling in the Λ system highly reduces the group velocity of light and results in slow propagation of a beam through atoms or even reversible trapping of light in atomic excitations. Recent experiments were performed even on the single-photon level, raising hopes for use in quantum communication. Atomic systems were also used to store time-entangled solitons in a cavity, representing a step toward multiplexed quantum communication.

In solid-state systems, photons may be absorbed and stored as excitons. However, the typical lifetime of a bright exciton is short (typically a few hundred ps up to one ns). Therefore, a separated electron-hole pair, the indirect exciton, was used in coupled nanostructures to extend the storage time. On the other hand, in a single QD–cavity system, the lifetime of an exciton may be increased by the Stark shift, which decouples the exciton from the cavity mode. A more attractive direction for storing excitations in a QD is to use a dark state, which lives for at least an order of magnitude longer than the bright one. For a long time, dark excitons were beyond much interest as they are not optically active and hence not directly accessible.

Recent progress allows for indirectly accessing the dark exciton with light or other complexes, but all-optical control...
of the dark state using an intermediate biexciton state has also been proposed for the use as a long-lived qubit. Another possibility is the coupling of bright and dark states using micromechanical resonators, making the dark state addressable by light. Still, it is much easier to excite the bright state. Hence, a method to realize the bright-to-dark conversion for excitation storage was already proposed for colloidal systems. Yet, they cannot be easily integrated on-chip. A dark state was also used as a microsecond valley polarization memory in transition metal dichalcogenides. More recently, a controllable occupation transfer between bright and dark excitons in a QD–cavity system was suggested.

Our method facilitates QDs with a single magnetic dopant, which can be deterministically fabricated for several years with dopant atoms like Manganese (Mn), Chromium, Iron, or Cobalt. Interestingly, the spin state of the dopant can be changed via optical control. Here, we choose an Mn doped CdTe/ZnTe QD in a microwire. The exchange coupling between the Mn and the electron spin enables a coupling between bright and dark excitons in the quantum dot under the simultaneous flip of the Mn spin. Given a spin state, the states can be interpreted as a A-type three-level system, as specified in the next section.

The buffering scheme relies on storing the photon in the dark state. After the photon is converted to the bright exciton state, an AC-Stark pulse is utilized to facilitate the conversion of the bright into a dark exciton. We stress that the Stark pulse is the only external pulse which is used in the buffering scheme. Because the coupling between bright and dark excitons in this system is enabled by the exchange interaction with the Mn dopant, no external magnetic field needs to be applied as in other studies. This is a significant advantage because it gives a possibility to integrate magnetically doped QDs into compact on-chip devices.

### 2. Mn-Doped Quantum Dot System

We consider a self-assembled CdTe quantum dot (QD) doped by a single Mn ion inside a ZnTe micropillar cavity. Due to the strong spatial confinement of the carriers in the QD, only the lowest conduction band state and the uppermost valence band state need to be considered, namely electrons in the s-like conduction band and holes in the p-like heavy-hole band.

Excitons form as pairs of conduction band electrons and valence band heavy holes. Having a spin component of $S^z = \pm \frac{1}{2}$, heavy holes can form two types of excitons with the spin-$\frac{1}{2}$ electrons: the optically active bright states with a circular polarization of $\pm 1$ and the dipole-dark states with $\pm 2$. For typical fine-structure splittings of a few tens of $\mathrm{meV}$ between the two bright exciton states of opposite circular polarization, only excitons of one polarization need to be considered, if the external driving has a defined circular polarization.

Doping such a QD system with a single Mn ion, which has a spin of $\frac{3}{2}$, introduces an additional state space, namely the six possible orientations of its spin. The Mn spin interacts with electrons and holes via the exchange interaction

$$H_{\text{ex}} = J_e M \cdot S^e + J_h M \cdot S^h$$

where $M$ denotes the spin of the Mn ion. $S^e$ ($S^h$) is the operator of the electron (hole) spin in the QD. $J_{e/h} = J_{e/h}(\mathbf{r}_{\text{Mn}})$ are composed of the coupling constants $J_{e/h}$ between the electron/hole and the Mn spin (cf., Table 1) and the carrier ground state wave function $\Psi_\alpha$ at the position $\mathbf{r}_{\text{Mn}}$ of the Mn atom. Modelling the QD with a hard wall cubic potential, with in-plane widths of 6 nm and a height of 2 nm, the coupling strengths $J_{e/h}$ depends on the position of the Mn atom.

For a more intuitive understanding of the exchange Hamiltonian, it can be rewritten as

$$H_{\text{ex}} = J_e M \cdot S^e + J_h M \cdot S^h + \frac{J_{e/h}}{2} (M \cdot S^e + M \cdot S^h)$$

$$+ \frac{J_{e/h}}{2} (M \cdot S^h + M \cdot S^e)$$

with $M_z := M_x \pm i M_y$ and $S_{z/h} := S_{z/h} \pm i S_{\alpha/h}$. The Ising terms arising from the $z$-component of the interaction lead to energy shifts of the exciton states with different spin configuration. These contributions lead to the characteristic splitting of the exciton into six lines even at zero magnetic field. The electron flip-flop term on the other hand results in a coupling between the excitonic bright state with total spin $\pm 1$ and the excitonic dark state with $\pm 2$ via simultaneous spin flip. While usually the flip-flop term is much weaker than the energetic splitting, for an applied magnetic field in Faraday configuration, this coupling is seen as anti-crossing in the optical spectrum at a field of several Tesla. Note that the flip-flop term regarding the hole can be neglected since the hole spin is pinned in a pure heavy-hole state.

Assuming the Mn spin to be initially prepared in the state $M_z = -\frac{3}{2}$, we can reduce our system to a three-level system. This preparation can be achieved in numerous ways: by thermal occupation at low temperatures since by applying a magnetic field, it becomes the energetically lowest state; or by an all-optical protocol thus avoiding the necessity of an additional external magnetic field. Then, the three states are: the ground state without an electronic excitation $|G\rangle := |0, -\frac{3}{2}\rangle$, the bright exciton

---

**Table 1. Parameters used for the simulations.**

| Parameter                                    | Value | Reference |
|----------------------------------------------|-------|-----------|
| Electron-Mn coupling                         | $J_e$ | [65]      |
| Hole-Mn coupling                             | $J_h$ | [65]      |
| Intrinsic dark-bright splitting              | $\delta_{\text{DB}}$ | [66]      |
| Mn g-factor                                  | $g_M$ | [43]      |
| Electron g-factor                            | $g_e$ | [-1.5]    |
| QD–cavity coupling                           | $h_g$ | [67]      |
| Cavity loss rate                             | $\kappa$ | [68]     |
| Radiative decay rate of $|X\rangle$         | $\tau_x$ | [67]     |
| Residual decay rate of $|D\rangle$          | $\tau_0$ | [69]     |
| Electron deformation potential               | $D_e$ | [-5]      |
| Hole deformation potential                   | $D_h$ | [70]      |
| Density                                      | $\rho_0$ | [70]     |
| Sound velocity                               | $c_s$ | [4000]    |
| Electron-to-hole confinement ratio           | $a_e/a_h$ | [71, 72] |
| Electron confinement radius                  | $a_e$ | [3.0]     |

---
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sumed, from which the sign of the bright exciton spin follows. H_{\text{exciton}} has the energy $\hbar \omega$ where the energy of the ground state is set to zero, the bright splitting $\delta$ is shown in Figure 1. Note that a circular polarization of the external laser of $-1$ is assumed, from which the sign of the bright exciton spin follows.

|X⟩ := |−1, −\frac{1}{2}\rangle, and the dark exciton |D⟩ := |−2, −\frac{1}{2}\rangle. Here, the first entry denotes the projection of the total spin of the electronic excitation and the second one the Mn spin orientation. 

### 3. Model of the Λ-Type Three-Level System

In the basis of the three states |G⟩, |X⟩, and |D⟩ the Hamiltonian reads as follows:

$$H = H_{\text{QD}} + H_{\text{flip}} + H_{\text{driv}}(t) + H_{\text{C}} + H_{\text{ph}}$$

consisting of the QD part $H_{\text{QD}}$ and the flip-flop term $H_{\text{flip}}$ as introduced in Equation (2). In addition, we account for the driving of the system with an external laser pulse $H_{\text{driv}}(t)$, the coupling to a single-mode cavity $H_{\text{C}}$, and the coupling to longitudinal acoustic (LA) phonons $H_{\text{ph}}$. A sketch of the system and its level structure is shown in Figure 1.

The QD part is composed of

$$H_{\text{QD}} = \hbar \omega_X |X⟩⟨X| + (\hbar \omega_X - \delta_{\text{eff}})|D⟩⟨D|$$

where the energy of the ground state is set to zero, the bright exciton has the energy $\hbar \omega_X$, and the effective dark-bright splitting is $\delta_{\text{eff}}$. Three contributions enter the latter quantity: the intrinsic splitting $\delta_{XD}$ due to the electron-hole exchange interaction and the splitting arising from the Ising terms in Equation (2)

$$\delta_{\text{eff}} = \delta_{XD} - \frac{2J}{\hbar} + \frac{3}{2} \hbar \omega_B$$

The third contribution is a Zeeman splitting due to an external magnetic field in Faraday configuration $B = B_z \hat{e}_z$.

The interaction strength results from calculating the corresponding matrix elements in the three-level basis as $j = -\sqrt{3} \gamma$. We assume the position of the Mn atom to be 30% away from the QD edge in both x and y direction and 13% in z direction. This results in a coupling strength of $J = 0.25$ meV and an effective dark-bright splitting of $\delta_{\text{eff}} = 1.85$ meV in the field-free case. This value can be interpreted as the Mn spin providing an effective magnetic field for the excitons with a strength of roughly 3 T.

The mixing of the Λ-type system, that is, the ground to bright exciton state transition is driven by an external laser classically described by the function $f(t) = f_{\text{ACS}}(t)e^{-i\omega_{\delta}t}$ with the real envelope function $f_{\text{ACS}}(t)$ and the off-resonant AC-Stark frequency $\omega_{\delta}$ [cf., Figure 1b]. Although the AC-Stark pulse is off-resonant, the parameters are chosen such that the conditions for the usual dipole and rotating wave approximations still hold and the corresponding coupling can be written as:

$$H_{\text{driv}}(t) = -\frac{\hbar}{2} \left( f(t) |G⟩⟨X| + f(t) |X⟩⟨G| \right)$$

The coupling to the single-mode cavity with strength $g$ [cf., Figure 1b] is described by a Jaynes–Cummings model

$$H_c = \hbar \omega_c a^\dagger a + \hbar g (a |X⟩⟨G| + a^\dagger |G⟩⟨X|)$$

where $a (a^\dagger)$ is the annihilation (creation) operator for a photon at the cavity frequency $\omega_c$, which is assumed to be on resonance with the bright state $|G⟩$.

To model the decoherence in the QD, we consider that the QD is coupled to an environment of LA phonons in the bulk material [cf., Figure 1a].

$$H_{\text{ph}} = \hbar \sum_q \omega_q b_q^\dagger b_q + \hbar \sum_q \left( \gamma_q b_q^\dagger + \gamma_q^* b_q \right) (|X⟩⟨X| + |D⟩⟨D|)$$

where $\omega_q$ is the phonon frequency and $\gamma_q$ the coupling to the environment. The role of phonons in QD–cavity systems is typically considered to be detrimental to the preparation of photonic quantum states, for example, single photons[89-97] or entangled photon pairs.[108-105] Nonetheless, in specific situations a phonon enhancement of the single-photon purity is found.[105,106] Also, a boost in the entanglement of two photons has been predicted to be a result of the phonon interaction.[107]

Furthermore, we account for cavity losses ($\mathcal{L}_{\text{C}}$) as well as radiative decay of the bright exciton ($\mathcal{L}_{\text{G}|X⟩⟨X|}$) and losses of the dark exciton ($\mathcal{L}_{\text{G}|D⟩⟨D|}$) using Lindblad superoperators acting on the density matrix $\rho$ as

$$\mathcal{L}_{\text{G|X⟩⟨X|}} = \Gamma \left( \rho X^O - \frac{1}{2} X (\rho O^O)^+ \right)$$

One arm of our Λ-type system is coupled by the flip-flop term

$$H_{\text{flip}} = -\frac{1}{2} f(|X⟩⟨X| + |D⟩⟨D|)$$

where $f(t)$ is the off-resonant external laser pulse.
where \( \{A, B\}_\rho \) is the anti-commutator of operators \( A \) and \( B \). These superoperators describe phenomenologically loss processes with rate \( \Gamma \) on a dissipation channel \( O \).

We use an interaction picture representation of this Hamiltonian for the numerics as well as the physical discussion, in order to eliminate fast oscillating terms in the dynamics resulting from transition energies in the eV range. The noninteracting Hamiltonian used for this transform is\(^{[41]}\)

\[
H_0 = -\hbar \Delta \omega_{AX} |G \rangle \langle G| + \hbar \omega_s (|X \rangle \langle X| + |D \rangle \langle D|) + \hbar \omega_{ACS} a^\dagger a
\]  

(11)

Here, the detuning between the laser and bright exciton frequencies \( \Delta \omega_{AX} := \omega_{ACS} - \omega_X \) has been introduced. Then, the transformed Hamiltonian is \( H_i = U^\dagger (H - H_0) U \) with \( U = \exp \left[-i(\int dt)H_0 t\right] \).

We choose parameters from the experimental literature, in order to perform simulations as realistic as possible. The values are given in Table 1 together with corresponding references.

The dynamics is obtained as the solution of the Liouville-von Neumann equation

\[
\frac{\partial}{\partial t} \rho = -i \frac{\hbar}{\omega} (H, \rho) + \mathcal{L}_{ax} \rho + \mathcal{L}_{\omega_s} |X \rangle \langle X| \rho + \mathcal{L}_{\omega} |G \rangle \langle G| \rho
\]  

(12)

with the commutator \( \{A, B\}_\rho \) of operators \( A \) and \( B \). We treat the phonon Hamiltonian in a numerically exact way based on a quasi-adiabatic path-integral (QUAPI) formalism.\(^{[73,108–111]}\) By numerically exact we denote a solution that depends only on the time discretization and the memory length as the sole convergence parameters. Beyond these two convergence parameters, no approximations enter the solution for the QD–cavity dynamics.

Physically, the phonon influence is fully captured by the phonon spectral density \( J(\omega) = \sum_q |\gamma_q|^2 \delta(\omega - \omega_q) \). Assuming harmonic confinement and a linear dispersion \( \omega_q = c_s |q| \) with sound velocity \( c_s \), the spectral density reads

\[
J(\omega) = \frac{\omega^3}{4\pi^2 \rho_D \hbar^2 c_s^2} \left( D_e e^{-\omega^2/\omega_s^2} - D_h e^{-\omega^2/\omega_s^2} \right)^2
\]  

(13)

where we have considered deformation potential coupling which is usually the dominant coupling mechanism.\(^{[85]}\) Here, \( \rho_D \) is the density of the material, \( D_e, (D_h) \) the electron (hole) deformation potential, and \( a_s (a_h) \) the electron (hole) confinement radius, listed in Table 1.

4. Buffering Protocol

4.1. General Idea

We propose a protocol to buffer a single cavity photon deterministically using the \( \Lambda \)-type three-level system described in Section 3. Initially, we assume the QD to be in its ground state \( |G\rangle \) and one photon to be present in the cavity, that is, the initial state of the QD–cavity dynamics is \( |G, 1\rangle \) (cf., Figure 2), where we have introduced the notation \( |\chi, n\rangle \) for the QD–cavity product space with \( \chi \in \{G, X, D\} \) and the photon number \( n \). Due to the QD–cavity coupling, the cavity photon is absorbed into the bright state \( |X\rangle \) after a coherent Rabi oscillation. Then, the dark state \( |D\rangle \) is prepared using a recently proposed protocol relying on the optical Stark shift.\(^{[41]}\) The transfer of the excitation from the bright to the dark state is triggered deterministically using an off-resonant AC-Stark pulse, which shifts the bright state energy such that the bright and dark states are effectively in resonance. The pulse duration is chosen such that exactly half a Rabi oscillation between the two exciton states is possible.

To present a physically clear picture of the processes involved in the buffering scheme, we use rectangular pulses with smoothed edges for the AC-Stark pulse envelopes, following ref.\(^{[41]}\)

\[
f_{\text{ACS}}(t) = \frac{f_0}{(1 + e^{-\omega_{\text{ACS}} (t-t_{\text{ACS}})}) (1 + e^{-\omega_{\text{ACS}} (t-t_{\text{ACS}}})}
\]  

(14)

Here, \( a \) determines the rise time of the pulse, which we set to \( 10 \text{ ps}^{-1} \), \( t_{\text{ACS}} \) is the switch-on time, and \( t_{\text{ACS}} \) the pulse duration. The pulse amplitude \( f_0 \) is determined by the effective dark-bright splitting \( \delta_{\text{eff}} \), which needs to be bridged, and the pulse duration \( t_{\text{ACS}} \) by the oscillation frequency \( J \).

During the pulse, when the amplitude is essentially \( f_0 \), the induced optical Stark shift is

\[
\Delta E_{\text{Stark}} = \frac{\hbar}{2} \left( \sqrt{\Delta \omega_{AX}^2 + f_0^2} - \Delta \omega_{AX} \right)
\]  

(15)

for \( \Delta \omega_{AX} > 0 \).\(^{[41]}\) By setting \( \Delta E_{\text{Stark}} = \delta_{\text{eff}} \), the pulse amplitude necessary to bridge the dark-bright splitting is determined to be

\[
f_0 = \sqrt{\frac{2 \delta_{\text{eff}}^2}{\hbar^2} \left( \frac{\hbar}{2} + \frac{\delta_{\text{eff}}}{\hbar} \right)^2 - \Delta \omega_{AX}^2}
\]  

(16)

The length \( t_{\text{ACS}} \) of the pulse has to correspond to half a Rabi oscillation between the two exciton states mediated by the spin-
flip coupling \[^{[41]}\]

\[
t_{ACS} = \frac{2\pi\hbar}{2\sqrt{J^2 + (\delta_{eff} - \Delta E_{\text{Stark}})^2}}
\]

which simplifies to \(t_{ACS} = \pi\hbar/J\) for \(\Delta E_{\text{Stark}} = \delta_{eff}\).

This leaves only the detuning with respect to the bright exciton frequency \(\Delta \omega_{AX}\) as a free parameter. For a dark-bright splitting in the order of a meV, it has been shown that a detuning of \(\Delta \omega_{AX} = 15\) meV is favorable for the transfer of the excitation from the bright to the dark state. \(^{[41]}\)

In an ideal system without losses and decoherence, the excitation is expected to stay in the dark state indefinitely. When including loss effects, it is important to note the different orders of magnitude of the dark and bright exciton decay rates. Since the dark state is not optically active, it is a metastable state. This is reflected in its decay rate \(\gamma_D\) being about two orders of magnitude smaller than the radiative decay rate \(\gamma_X\) of the bright state (cf., Table 1). Therefore, the dark state is a good candidate for storing the photon in a realistic, lossy system. The release of the photon is facilitated by the reverse process with a second AC-Stark pulse.

The time evolution of this protocol in the ideal case (without taking phenomenological losses or phonons into account) is presented in Figure 2 (dashed lines), which shows the occupation of the three states together with the occupation of the 1-photon state and the applied laser pulses as functions of time. The dynamics behaves as predicted by the writing scheme described above. Indeed, the occupation of the dark state after the first writing pulse is close to unity. Small-amplitude oscillations appear due to the residual coupling to the bright state, which depend both on the coupling \(J\) and the splitting \(\delta_{eff}\) between the bright and the dark state.

To release the photon after the buffering time \(\tau\) (23.5 ps in the example shown in Figure 2), a second readout AC-Stark pulse is required (cf., bottom panel of Figure 2). When the excitation is transferred back to the single-photon state, Rabi oscillations between the cavity mode and the bright excitation are observed. These oscillations are undamped in the ideal case, where no phonon coupling and no phenomenological loss processes are considered (cf., dashed lines in Figure 2). The maximum occupation of the 1-photon state \(|1\rangle\) is 99.95\% , implying a close to perfect writing and readout of the buffered single photon in the ideal case.

5. Storage Performance

The key quantity of interest in a buffering scheme is the retrievable percentage of the stored photon after the buffering time \(\tau\). Therefore, we here discuss the dependence of this captured 1-photon occupation on the buffering time \(\tau\) and various system parameters, including the dark-bright coupling \(J\), the splitting \(\delta_{eff}\), and the temperature \(T\). An example of the influence of phenomenological losses on the buffering scheme is shown in Figure 2b (solid lines). We find that the scheme is degraded and here we quantify the amount of storage which is still achievable. Since damped Rabi oscillations between the bright exciton and the cavity occur in the protocol proposed in Section 4 after the readout AC-Stark pulse when including phenomenological losses, we take the maximum captured 1-photon occupation (C1PO) after the second AC-Stark pulse as a function of the buffering time \(\tau\), that is, the delay time between the two pulses. The dependence is shown for different coupling strengths \(J\) between the bright and the dark state. Labels indicate the decay time \(\tau^*\) extracted from fitting an exponential function to the corresponding curve (cf., main text for detailed explanation).

5.1. Influence of the Dark-Bright Coupling \(J\)

Figure 3 shows the dependence of the C1PO on the buffering time \(\tau\), that is, the delay time between the two AC-Stark pulses. These calculations are performed considering phenomenological losses, that is, bright and dark exciton decay and cavity losses, but without taking phonons into account. The red line corresponds to the coupling \(J = 0.25\) meV. After initial oscillations, the C1PO decreases exponentially. The oscillations are a direct consequence of the dark-bright coupling with strength \(J\), which is off-resonant due to the dark-bright splitting \(\delta_{eff}\). This off-resonance leads to low-amplitude high-frequency oscillations of the dark state occupation in between the writing and readout pulses (cf., Figure 2). When the second AC-Stark pulse arrives during a minimum of this oscillation, the corresponding value of the C1PO also becomes minimal.

The damping of these oscillations and the subsequent exponential decay shown in Figure 3 is a result of the decay of the dark state \(|D\rangle\). While its intrinsic decay rate \(\gamma_D\) corresponds to a lifetime of 100 ns, the overall effective decay of the dark state depends not only on this decay time, but also on the mixing between the dark and the bright state due to their residual off-resonant coupling. Since the admixture of the bright state decays on the much shorter time scale of \(\gamma_X^{-1} = 0.4\) ns, the combined effective decay time of the dark state becomes much faster (cf., analytical discussion in Appendix A).

Fitting an exponential function of the form

\[
C1PO_{\text{fit}}(\tau) = c e^{-\tau/\tau^*}
\]

to C1PO(\(\tau\)) in Figure 3 using the scaling constant \(c\) and the decay time \(\tau^*\) as free parameters, one obtains a decay time of \(\tau^* = 45.8\) ns (cf., red line in Figure 3). This value agrees well with the effective decay time of the dark state as derived in the
5.2. Influence of the Dark-Bright Splitting $\delta_{\text{eff}}$

In the previous section, it became clear that the main loss channel during the storage time is the effective decay of the dark state. This in turn depends on the residual coupling to the bright state, which is determined by $J$ and $\delta_{\text{eff}}$. In this section, we analyze the influence of the latter by repeating the calculations of CIPO($\tau$) by varying $\delta_{\text{eff}}$ and fitting Equation (18) to the resulting curves, in analogy to Figure 3. We keep the dark-bright coupling fixed at $J = 0.25$ meV.

It is instructive to investigate the dependence of the decay time $\tau^*$ on the effective dark-bright splitting $\delta_{\text{eff}}$ shown in Figure 4[a]. We note that while this analysis is a theoretical parameter study and in principle would require to analyze several QDs, it could also be performed on the same QD by applying an external magnetic field in Faraday configuration with magnitude $B_z$ to control $\delta_{\text{eff}}$ (cf., Equation (5)).

We vary the splitting around the value of $\delta_{\text{eff}} = 1.85$ meV.[65,66] The corresponding decay time $\tau^*$ is the same as the one obtained from the red line in Figure 3. At constant $J$, a higher splitting means that the residual coupling of the dark to the bright state is weaker. This closes the corresponding radiative loss channel more and more, such that $\tau^*$ converges to the intrinsic decay time of the dark state $\gamma_D^{-1} = 100$ ns. The opposite argument holds for smaller splittings. Without any splitting, the two exciton states would perform coherent full-amplitude Rabi oscillations with a frequency corresponding to $J$, such that the radiative decay channel would diminish the storage performance maximally.

Assuming $g \ll \delta_{\text{eff}}$ and $J \ll \delta_{\text{eff}}$, which holds well for the parameters considered in Figure 4[a], an analytical approximation of the following form can be derived (for a detailed derivation, see Appendix A):

$$\tau^*(\delta_{\text{eff}}) = \left[ \frac{J}{2\delta_{\text{eff}}} \right]^2 \left( \gamma_X - \gamma_D \right)^{-1} + \gamma_D^{-1}$$

(19)

This function is plotted in Figure 4[a] as a red solid line, reproducing the numerically obtained data well.

To analyze the performance of the writing and reading process separately from the losses during storage, we take the CIPO for $\tau = 0$ as a measure, that is, the writing and readout pulses merge

---

Figure 4. The dependencies of the decay time $\tau^*$ and the CIPO at $\tau = 0$ on the effective splitting $\delta_{\text{eff}}$ between the dark and bright state [panels (a) and (b)] without taking phonons into account and on the temperature $T$ [panels (c) and (d)] including phonon effects. The red solid line in panel (a) is the approximate analytical prediction from Equation (19). For the temperature dependent study, the splitting is set to $\delta_{\text{eff}} = \delta_{\text{XD}} = 0.95$ meV.
to a single pulse of length $2\tau_{ACS}$. This value indicates, what percentage of the initially present photon can be retrieved after writing it to the dark state and immediately reading it out again. Note that due to the initial oscillations of $C1PO(\tau)$ (cf., data shown in Figure 3), the fit parameter $c$ in Equation (18) does not necessarily correspond to the value of $C1PO(\tau = 0)$.

The results are shown in Figure 4b. Overall, the losses during writing and readout are restricted to values between 10% and 20%, originating from the loss rates $\gamma_X$ and $\kappa$.

5.3. Temperature Dependence

Including the coupling of both the bright and the dark exciton states to LA phonons as described by Equation (9) leads to a faster decay of the initial oscillations of $C1PO(\tau)$ and a faster subsequent exponential decay. We perform this analysis for a dark-bright splitting of $\delta_{\text{eff}} = \delta_{XD} = 0.95$ meV, that is, for the intrinsic splitting due to the electron-hole-exchange, with a coupling of $J = 0.25$ meV.

The resulting decay times $\tau^*$ and values of $C1PO(\tau = 0)$ are shown in Figure 4c and d, respectively. The phonon-free results are marked by dashed black lines. At $T = 4$ K, the decay time is close to its phonon-free counterpart. With rising temperature, though, the decay times become drastically shorter. At $T = 77$ K, it is only roughly a quarter of the phonon-free value. The reason is the asymmetry of phonon absorption and emission at low temperatures that vanishes at higher temperatures. During storage, the state $|D, 0\rangle$ is mostly occupied. The state $|G, 1\rangle$ lies $\delta_{\text{eff}} = 0.95$ meV above it and thus cannot be reached by phonon emission, which is predominant at low temperatures. In contrast, at higher temperatures, $\delta_{\text{eff}}$ can be bridged by phonon absorption. Thus, an additional decay channel of the dark state $|D, 0\rangle$ opens during storage. Reducing the residual coupling during storage by means of smaller $J$ or a $\delta_{\text{eff}}$ much larger than the maximum of the phonon spectral density should therefore weaken the phonon influence, too.

The losses due to writing and readout are also hardly influenced at low temperatures, while they become stronger with rising $T$. This means that the preparation of the dark state during writing is already incomplete. The reason lies in the fact that the phonon interaction dampens the Rabi oscillations between the bright state and the cavity to an extent that already the transfer from the single-photon state to the bright exciton (before the writing pulse) is incomplete.

6. Storage of a Single Photon Out of the State $|n\rangle$ with $n > 1$

We have demonstrated the buffering capacity of our protocol concerning a single-photon state. Now, the question arises how it performs, when higher-order Fock states are present in the cavity. To this end, we consider the state $|G, 2\rangle$ as the initial value of the QD–cavity system and buffer one of the two photons present in the cavity using the presented protocol. The occupation dynamics is shown in Figure 5a for a fixed $\tau = 15.5$ ps. The analysis is performed for $J = 0.25$ meV and $\delta_{\text{eff}} = \delta_{XD} = 0.95$ meV as before. Dashed lines show the ideal case, while solid lines depict the case including phenomenological losses.

We consider both the $C1PO$ and the captured 2-photon occupation (C2PO) after the buffering time $\tau$ in Figure 5b (black and red lines, respectively). All loss processes and the phonon influence at $T = 4$ K are taken into account in these results. The C2PO decays exponentially. The rate corresponds exactly to the cavity loss rate $\kappa$. Since one of the two initially present photons is stored in the dark state, the remaining single photon can leave the cavity via the cavity loss channel. Retrieving the other photon from the dark state and recombining it with the remaining one to yield the

![Figure 5](https://example.com/figure5.png)

Figure 5. a) Same protocol as in Figure 2, but for an initial QD–cavity state of $|G, 2\rangle$. While one of the photons is stored in the dark state, the remaining one can leave the cavity, when cavity losses are taken into account. Ideal case without phonons and losses (dashed lines); including radiative and cavity loss effects (solid lines) b) The maximum captured photon occupation after the second AC-Stark pulse as a function of the buffering time $\tau$. Here, both phenomenological loss effects and the phonon influence at $T = 4$ K are taken into account.
initial Fock state $|2\rangle$ is only possible, when the remaining one has not left the cavity yet.

Nonetheless, the effective buffering of the 2-photon Fock state outperforms the case, where the state $|2\rangle$ decays without using a storage scheme. The reason is the fact that the Fock state $|n\rangle$ decays with an effective rate of $n\gamma$. Therefore, our single-photon buffering protocol can reduce this effective rate to $(n-1)\gamma$, as shown here for the case $n=2$. Meanwhile, the dependence of the C1PO on the buffering time corresponds again to the effective lifetime of the dark state of about $\sim 20$ ns. Interestingly, the dependence of the C1PO on $\tau$ is, even when disregarding the high-frequency oscillations in the beginning, nonmonotonous. The reason is the photon that remains in the cavity: the Rabi frequency of the oscillations between the bright state and the cavity depends on the number of photons present in the cavity. Since the frequencies for the different photon numbers are incommensurable, changes in the amplitude and therefore the nonmonotonicity of the C1PO are the consequence.

7. Toward Experimental Realization

To present a clear and well understandable physical picture of the buffering scheme, we used rectangular pulses with smoothed edges as model AC-Stark pulses [cf., Equation (14)]. While such pulses can be generated using fast electro-optical modulators to cut the desired envelopes out of a continuous wave laser,[41] the risetime of $1/\alpha = 0.1$ ps assumed in Section 4.1 in combination with the pulse length necessary for the protocol is out of reach with current state-of-the-art equipment.[41] Experimentally, it is a far lesser challenge to use pulses with Gaussian envelopes.

The AC-Stark pulses are needed for the excitation transfer from the bright to the dark state for the writing and vice versa for the readout procedure. Therefore, we compare the storage capacity of differently shaped pulses by using the maximum occupation of the dark state $|D\rangle$ after the first (writing) pulse (cf., Figure 2) as a target quantity in the following. Note that any losses experienced during writing occur again at readout, thus influencing the C1PO two times. Nonetheless, the pulse shape should not have any influence on the decay time $\tau^*$ during storage, since there are no pulses in the time interval between writing and readout.

Using Gaussian pulses of the form

$$f_{ACS}(t) = \frac{\Theta}{\sqrt{2\pi} \sigma} e^{-\frac{(t-\tau_{0})^{2}}{2\sigma^{2}}}$$  \hspace{1cm} (20)

three parameters have to be determined: the pulse area $\Theta$, the standard deviation $\sigma$, which is connected to the full width at half maximum via FWHM $= 2\sqrt{2\ln 2} \sigma$, and the time $\tau_{0}$, where the maximum of the pulse occurs. While the three parameters $f_{0}$, $\tau_{ACS}$, and $\tau_{00}$ can be determined from analytical considerations for rectangular pulses from ref. [41], predicting an optimal set of Gaussian pulse parameters is not straightforward. Therefore, we numerically search for the maximum occupation of $|D\rangle$ in the parameter space spanned by $\Theta$, $\sigma$, and $\tau_{0}$ by discretizing all three parameters. At $T = 4$ K for example, this optimum is given by $\Theta = 33.77\pi$, FWHM = 7.14 ps, and $\tau_{0} = 15.01$ ps. We perform this optimization for the parameters used in the last two sections, namely $J = 0.25$ meV and $\delta_{off} = \delta_{ACS} = 0.95$ meV.

Figure 6 shows the results depending on the temperature $T$. Although the rectangular pulses consistently outperform the Gaussian ones, the loss in occupation due to the experimentally easier to implement Gaussian shape is only around 5 percentage points for all considered temperatures. Therefore, the presented buffering protocol also works with Gaussian instead of rectangular pulses. This provides a path to an experimental realization in the near future.

Finally, let us comment on the usage of a semimagnetic QD for this protocol. The dark-bright coupling provided by the Mn atom is crucial for the operation of the protocol. The advantage of the Mn doping is that the dark-bright interaction is provided by an intrinsic degree of freedom of the QD, thus pointing the way toward creating compact on-chip devices. Nonetheless, this coupling could also be provided by an additional external magnetic field in Voigt configuration without using the Mn atom as a mediator.[41] Therefore, our proposed storage protocol should in principle also work in nonmagnetic QDs, but the controlled application of a magnetic field only to the buffering device could be obstructive in miniaturized circuits containing several components.

8. Conclusion

We proposed a protocol to deterministically write and read a single photon in a QD–cavity system. Assuming a CdTe QD iso-electronically doped with a single Mn ion yields a $\Lambda$-type three-level system consisting of a ground state and two exciton states, one optically active bright state and one that is dipole dark. The storage protocol relies on a coherent transfer of the photon occupation to the bright exciton due to Rabi oscillations. Then, an AC-Stark pulse shifts the bright state to be in resonance with the dark exciton. A coherent excitation transfer during the length of the pulse prepares the dark state, which due to its optical inactivity is a metastable state with long lifetime. The readout procedure is exactly the reverse process.

We analyzed the influence of the dark–bright coupling strength $J$ and the effective dark–bright splitting $\delta_{off}$ on the performance of the protocol as well as its dependence on temperature. During storage in the dark state, its residual coupling
to the bright state and thus to faster loss channels is controlled by $J$ and $\delta_{\text{eff}}$. Reducing this residual coupling by decreasing $J$ or increasing $\delta_{\text{eff}}$ leads to a better overall performance of the buffering scheme. At rising temperatures, the phonon environment acts on the coupling between the bright state and the cavity. Thus, an additional loss channel during storage has to be considered, which again can be influenced by adjusting the residual coupling of the dark to the bright exciton. Furthermore, phonons have a rather strong influence on the writing and readout procedure. At high enough temperatures, already the transfer of the photon to the bright exciton before writing becomes incomplete.

Nonetheless, for all considered parameter sets the overall storage time as measured by $\tau^*$ ranges from a few to tens of ns. Thus, it is two orders of magnitude longer than the lifetime of a photon in a high-Q cavity with a quality factor of $2.68 \cdot 10^5$.\(^\text{[68]}\)

Furthermore, we have shown that the proposed scheme can store a single photon out of a higher-order Fock state $|n\rangle$ with $n > 1$. Thus, the lifetime of the state $|n\rangle$, which is $(\hbar\kappa)^{-1}$ in a cavity with loss rate $\kappa$, can be extended to $[(n-1)\kappa]^{-1}$ for $\tau_D \ll \kappa$.

Finally, we discussed the possibility of using Gaussian pulses for the buffering protocol instead of rectangular ones, which are experimentally out of reach with current equipment for the pulse characteristics needed for the protocol. For optimal pulse parameters, Gaussian pulses can be used successfully. Pulses of rectangular shape are only $\approx 5$ percentage points better concerning the dark state occupation after the writing procedure.

Thus, we expect the proposed scheme to be realizable with state-of-the-art equipment. After QDs have long been discussed as on-demand single-photon sources, this work paves the way for them to also be used as storage components. A main advantage of using magnetically doped QDs is that no external magnetic field is necessary. Such a QD buffering device for single photons could serve as a building block in more complex QD quantum information processing devices.

Appendix A: Derivation of the Effective Decay Rate

Here, we give a brief derivation of the analytic equation given for the effective decay rate in Equation (19). In the basis $\{|D, 0\rangle, |X, 0\rangle, |G, 1\rangle\}$, the Hamiltonian $H$, describing the coherent part of the system dynamics during the storage time, is given by:

$$H = \begin{pmatrix} -\delta_{\text{eff}} & -\frac{1}{2}J & 0 \\ -\frac{1}{2}J & 0 & \hbar g \\ 0 & \hbar g & 0 \end{pmatrix}$$

(A1)

The formal expression for any of the three eigenstates $|\lambda\rangle$ of $H$ is

$$|\lambda\rangle = \mathcal{N}_\lambda \left\{ |D, 0\rangle - \frac{J}{2E_j} \frac{1}{\sqrt{1 - \left(\frac{\hbar g}{E_j}\right)^2}} |X, 0\rangle + \frac{\hbar g}{E_j} |G, 1\rangle \right\}$$

(A2)

where $\mathcal{N}_\lambda$ is a normalization constant and $E_j$ is the corresponding eigenenergy. In the situation considered here, both coupling constants of the model are much smaller than the effective dark-bright splitting, that is, $J/(\hbar\delta_{\text{eff}}), \hbar g/\delta_{\text{eff}} \ll 1$. Therefore the energetically lowest eigenstate $|d\rangle$ has an energy $E_d \approx -\delta_{\text{eff}}$, which is on the order of the dark-bright splitting, and is thus associated with the dark exciton. Furthermore, the contribution of the state $|G, 1\rangle$ to $|d\rangle$ is then on the order $\hbar g/\delta_{\text{eff}}$, cf., Equation (A2), and can be neglected. In other words, this means that the coupling to the cavity mode has only a negligible impact on this eigenstate and $|d\rangle$ can in good approximation be written as the energetically lower eigenstate of the upper left $2 \times 2$-matrix of $H$:

$$|d\rangle = c_D |D, 0\rangle + c_X |X, 0\rangle$$

(A3a)

$$c_X = \frac{J}{\sqrt{J^2 + (\delta_{\text{eff}} + \sqrt{\delta_{\text{eff}}^2 + J^2})^2}}$$

$$c_D = \sqrt{1 - c_X^2}$$

(A3b)

$$E_d = -\frac{1}{2} (\delta_{\text{eff}} + \sqrt{\delta_{\text{eff}}^2 + J^2})$$

(A3c)

Because $|d\rangle$ is strongly associated with the dark exciton state $|D, 0\rangle$ the decay of the excitation during the storage time is determined by the effective decay rate $\gamma_{\text{eff}}$ of this eigenstate. Considering the loss processes via the three Lindblad superoperators $\mathcal{L}_{a^*}, \mathcal{L}_{|G\rangle\langle X|}, \mathcal{L}_{|D\rangle\langle D|}$ leads to a contribution

$$\frac{\partial}{\partial t} \rho_D = -(c_X^2 \gamma_X + c_D^2 \gamma_D) \rho_D = -\gamma_{\text{eff}} \rho_D$$

(A4)

in the dynamical equation for the occupation $\rho_D = \langle d|\rho|d\rangle$ of the state $|d\rangle$. Keeping only terms up to the second order in the small parameter $J/(2\delta_{\text{eff}})$ yields

$$\gamma_{\text{eff}} \approx \left(\frac{J}{2\delta_{\text{eff}}}\right)^2 \gamma_X + \left[1 - \left(\frac{J}{2\delta_{\text{eff}}}\right)^2\right] \gamma_D$$

(A5)

Consequently, the corresponding decay time of the stored excitation is given by $\tau^* = 1/\gamma_{\text{eff}}$, which directly leads to the analytic expression given in the main text.
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