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Abstract. In [52], Mantoulidis and Schoen constructed 3-dimensional asymptotically Euclidean manifolds with non-negative scalar curvature whose ADM mass can be made arbitrarily close to the optimal value of the Riemannian Penrose Inequality, while the intrinsic geometry of the outermost minimal surface can be “far away” from being round. The resulting manifolds, called extensions, are geometrically not “close” to a spatial Schwarzschild manifold. This suggests instability of the Riemannian Penrose Inequality as discussed in [53, 19]. Their construction was later adapted to \( n + 1 \) dimensions by Cabrera Pacheco and Miao [22].

In recent papers by Alaee, Cabrera Pacheco, and Cederbaum [1] and by Cabrera Pacheco, Cederbaum, and McCormick [21], a similar construction was performed for asymptotically Euclidean electrically charged Riemannian manifolds and for asymptotically hyperbolic Riemannian manifolds, respectively, obtaining 3-dimensional extensions.

This paper combines and generalizes all the aforementioned results by constructing suitable asymptotically hyperbolic or asymptotically Euclidean extensions with electric charge in \( n + 1 \) dimensions for \( n \geq 2 \). We study in detail the sub-extremality of these manifolds, consider the so far unstudied case of extremality in extensions with electric charge and allow more general conditions for the metric of our extensions.

Besides suggesting instability of a naturally conjecturally generalized Riemannian Penrose Inequality, the constructed extensions give insights into an ad hoc generalized notion of Bartnik mass, similar to the Bartnik mass estimate for minimal surfaces proven by Mantoulidis and Schoen via their extensions, and unifying the Bartnik mass estimates in the various scenarios mentioned above.

1. Introduction and Results

The celebrated Riemannian Penrose Inequality states that every asymptotically Euclidean Riemannian 3-manifold \((M^3, \gamma)\) with ADM mass \( m \), non-negative scalar curvature \( R(\gamma) \geq 0 \), and strictly outward minimizing minimal boundary \( \partial M \) satisfies

\[
m \geq \sqrt{\frac{|\partial M|}{16\pi}},
\]

where \( |\partial M| \) denotes the area of \( \partial M \) with respect to the induced area measure.
Equality holds if and only if \((M^3, \gamma_3)\) is isometric to the spatial Schwarzschild manifold of mass \(m\) up to its minimal inner boundary. The Riemannian Penrose Inequality, including the rigidity statement, was proven independently by Huisken and Ilmanen [42] assuming that the boundary \(\Sigma\) is connected and by Bray [11] in the general case.

Recent years have seen an increasing interest in understanding the stability or qualitative rigidity of geometric inequalities such as the Riemannian Penrose Inequality (1). This is to say, if a manifold \((M^3, \gamma)\) satisfies the assumptions of the Riemannian Penrose Inequality and if it almost saturates (1), does this imply that \((M^3, \gamma)\) is necessarily geometrically “close” to the spatial Schwarzschild manifold of mass \(m\)?

This very subtle topic was first addressed by Lee and Sormani [49] in the rotationally symmetric case. They found sufficient conditions for stability in the bi-Lipschitz topology; at the same time, they identified a rotationally symmetric sequence of Riemannian manifolds satisfying the assumptions of the Riemannian Penrose Inequality, all with the same minimal boundary area \(\partial M\), with masses that saturate the inequality in the limit. Yet, this sequence converges to a spatial Schwarzschild manifold of mass \(m = \sqrt{\frac{|\partial M|}{16\pi}}\) with a round cylinder attached to the minimal inner boundary – a Riemannian manifold manifestly non-isometric to the Schwarzschild manifold itself. This sequence indicates an instability of the Riemannian Penrose Inequality.

More recently, Allen [2] proved stability of the Riemannian Penrose Inequality (1) in a Sobolev topology assuming the manifolds in a sequence as above are uniformly foliated by a smooth, embedded Inverse Mean Curvature Flow.

Moreover, Mantoulidis and Schoen’s work [52] – initially tailored to computing the Bartnik mass of minimal surfaces, see below – can also be interpreted as suggesting instability of the Riemannian Penrose Inequality [53, 19]. Indeed, for a given Riemannian metric \(g_o\) on the 2-sphere \(S^2\) satisfying a certain eigenvalue condition or in particular having positive Gauß curvature, and for a given mass parameter \(m\) satisfying \(m > \sqrt{\frac{|S^2|}{16\pi}}\), they construct an asymptotically Euclidean Riemannian 3-manifold \((M^3, \gamma_m)\) with inner boundary \(\partial M\) which has non-negative scalar curvature \(R(\gamma_m) \geq 0\) and ADM mass \(m\), such that the boundary \(\partial M\) is isometric to \((S^2, g_o)\), strictly outward minimizing, and minimal. Their explicit construction as well as the fact that the boundary \((S^2, g_o)\) need not be round suggest that these manifolds will generically not be geometrically “close” to the spatial Schwarzschild manifold of mass \(m\), even if \(m\) is close to the optimal value \(\sqrt{\frac{|S^2|}{16\pi}}\) in the Riemannian Penrose Inequality (1).

Many authors have since refined and/or generalized this construction. We direct the reader to [19] for a survey, and due to its relevance for potential future work, we highlight the work of Miao and Xie [58] which provides a new perspective.

The purpose of this paper is to adapt and generalize the Mantoulidis–Schoen construction [52] simultaneously to higher dimensions, to the presence of an electric field, and to both asymptotically Euclidean and asymptotically hyperbolic Riemannian manifolds, unifying and...
extending the higher dimensional generalizations by Cabrera Pacheco and Miao [22], the 3-dimensional generalization in the presence of an electric field by Alaee, Cabrera Pacheco, and Cederbaum [1], and the 3-dimensional asymptotically hyperbolic generalization by Cabrera Pacheco, Cederbaum, and McCormick [21].

The results presented here can be viewed as indicating instability of the known or conjectured Riemannian Penrose Inequalities in higher dimensions, in the presence of an electric field, a non-positive cosmological constant, and for the two considered types of asymptotic assumptions described in Section 2.

We obtain the following main result:

**Theorem (Existence of Extensions).** Let $n \geq 2$, let $g_0$ be a smooth Riemannian metric on $S^n$ and let $r_o$ denote the volume radius of $g_0$, $|S^n|_{g_0} =: \omega_n r_o^n$, where $\omega_n = |S^n|_{g_*}$ denotes the volume of the unit round sphere $(S^n, g_*)$. Assume that one of the following holds

1. $n \geq 2$, $\lambda_1(-\Delta_{g_0} + \frac{1}{2} R(g_0)) > 0$, and $(S^n, g_0)$ is conformal to $(S^n, g_*)$,

   where $\lambda_1(-\Delta_{g_0} + \frac{1}{2} R(g_0))$ denotes the first eigenvalue of $-\Delta_{g_0} + \frac{1}{2} R(g_0)$, or

2. $n = 2$ and $K(g_0) > -\tau$ on $S^2$ for some $\tau > 0$ or

3. $2 \leq n \leq 3$ and $R(g_0) > 0$ on $S^n$, where $R(g_0)$ denotes the scalar curvature of $g_0$, or

4. $n > 3$, $R(g_0) > 0$ on $S^n$, and $(S^n, g_0)$ has pointwise $\frac{1}{4}$-pinched sectional curvature.

Here, $R(g_0)$ and $K(g_0)$ denote the scalar and Gaussian curvatures of $g_0$, respectively. Then there exists a constant $\kappa \geq 0$ with $\kappa < \lambda_1(-\Delta_{g_0} + \frac{1}{2} R(g_0))$ in Case (1), $\kappa \leq \tau$ in Case (2), and $2\kappa < R(g_0)$ in Cases (3) and (4) such that, for any constant $\Lambda \leq 0$ and any constant $q \in \mathbb{R}$ satisfying

$$\frac{n(n-1)q^2}{r_0^{2n}} < 2(\kappa - \Lambda) \quad \text{in Cases (1), (3), and (4), and}$$

$$\frac{q^2}{r_0^2} < -(\kappa + \Lambda) \quad \text{in Case (2),}$$

and any constant $m \in \mathbb{R}$ satisfying

$$m > m_o := \frac{r_0^{n-1}}{2} \left( 1 + \frac{q^2}{r_0^{2(n-1)}} - \frac{2\Lambda r_0^2}{n(n+1)} \right),$$

there exists an $(n + 1)$-dimensional electrically charged Riemannian manifold $(M, g, E, \Lambda)$ which is geodesically complete up to its strictly outward minimizing minimal boundary $\partial M$, satisfies the Dominant Energy Condition

$$R(\gamma) \geq 2\Lambda + n(n - 1)|E|^2_{\gamma},$$

and has the following properties

(i) $(\partial M, g)$ is isometric to $(S^n, g_0)$, where $g$ is the metric induced on $\partial M$ by $\gamma$, and

(ii) there exists a compact subset $C \subset M$ and a radius $r_C > r_+$ such that $(M \setminus C, \gamma, E, \Lambda)$ is isometric to the subset $((r_C, \infty) \times S^n, \gamma_{m,q,\Lambda}, E_{m,q,\Lambda}, \Lambda)$ of the sub-extremal $\Lambda$-Reissner–Nordström manifold of mass $m$, charge $q$, and cosmological constant $\Lambda$, with $r_+ = r_+(m, q, \Lambda)$ denoting the volume radius of its horizon inner boundary.
In particular, the (conjectured) Riemannian Penrose Inequality (17) in $(M, γ, E, Λ)$ reduces to $m_o \leq m$. In other words, the total mass $m$ can be chosen arbitrarily close to the optimal value in the (conjectured) Riemannian Penrose Inequality (17).

Note that, for $n > 2$, this theorem allows for more general conditions on the metric $g_o$ as were used previously in [22]. This is made possible by our use of different flows and paths of metrics. For more details see Remark 5.3.

As we have briefly mentioned above, Mantoulidis and Schoen [52] initially constructed Riemannian manifolds with prescribed minimal, strictly outward minimizing inner boundary — called “extensions” — in order to compute the Bartnik mass of minimal Riemannian 2-spheres. These estimates have been generalized to ad hoc generalizations of Bartnik mass in the presence of an electric field by Alaee, Cabrera Pacheco, and Cederbaum [1] and to the asymptotically hyperbolic context by Cabrera Pacheco, Cederbaum, and McCormick [21], both in 3 dimensions. Introducing an ad hoc generalization of Bartnik mass (see Section 6), we obtain the following unifying generalization of these results.

**Theorem** (Generalized Bartnik Mass Estimate). Under the same assumptions as in the previous theorem, there exist constants $κ \geq 0$, $Λ \leq 0$, and $q \in \mathbb{R}$ satisfying the same properties mentioned in the previous theorem, such that the minimal (generalized) Bartnik data $(S^n, g_o, H_o, q, Λ)$ have $\mathcal{A}(S^n, g_o, H_o, q, Λ) \neq ∅$ and

$$\mathcal{B}(S^n, g_o, H_o = 0, q, Λ) \leq \mathcal{M}(S^n, g_o, H_o = 0, q, Λ).$$

Moreover, the $Λ$-Reissner–Nordström manifold of mass $\mathcal{M}(S^n, g_o, H_o = 0, q, Λ)$, charge $q$, and cosmological constant $Λ$ is sub-extremal. Here, $\mathcal{A}$, $\mathcal{B}$, and $\mathcal{M}$ denote the class of admissible extensions, the generalized Bartnik mass functional (see Section 6) and the generalized Hawking mass functional (see Definition 2.25), respectively.

This article is organized as follows: After introducing preliminaries such as the $Λ$-Reissner–Nordström manifolds and their properties, general electrically charged Riemannian manifolds, a notion of electric charge, and a generalized notion of Hawking mass in Section 2, we will construct collar extensions in Section 3. This section also contains an analysis of when such collar extensions satisfy the DEC as well as estimates on the generalized Hawking mass at the far end of the collars. Next, in Section 4 we prove technical lemmas that will later allow us to smoothly glue a given collar extension to a piece of a $Λ$-Reissner–Nordström manifold. The following Section 5 combines these technical tools to prove existence of extensions almost saturating the (conjectured) Riemannian Penrose Inequality. We will also provide more context for our result in view of the (in-)stability of the (conjectured) Riemannian Penrose Inequality. Finally, in Section 6 we will introduce an ad hoc notion of generalized Bartnik mass and reinterpret our main result as a Bartnik mass estimate for minimal hypersurfaces.
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2. Preliminaries

Before we define the central notions needed for this work, let us dedicate some time to spatial Λ-Reissner–Nordström manifolds, a central tool and model for the construction of extensions to be presented in this paper. We recall that the \((n+1)\)-dimensional (spatial) Schwarzschild manifold \((M_m = (r_+, \infty) \times S^n, \gamma_m), n \geq 2\), with Riemannian metric \(\gamma_m\) given by

\[
\gamma_m = \left(1 - \frac{2m}{r^{n-1}}\right)^{-1} dr^2 + r^2 g^* \tag{2}
\]

where \(g^*\) denotes the standard round metric and \(r_+ := (2m)^{\frac{1}{n-1}}\) if \(m > 0\), while \(r_+ := 0\) if \(m \leq 0\), is one of the most important examples of an asymptotically Euclidean manifold, central both in geometric analysis and general relativity. When its mass parameter \(m \in \mathbb{R}\) is positive, it models the \(\{t = 0\}\)-time-slice of a static, rotationally symmetric black hole in vacuum, isolated from external influences; for \(m = 0\), it coincides with Euclidean space in spherical coordinates, away from the origin; for \(m < 0\) it has a singularity at its center and is considered unphysical.

The spatial Schwarzschild manifolds can be adapted to include an electric charge parameter \(q \in \mathbb{R}\); the resulting manifolds are called (spatial) Reissner–Nordström manifolds. In addition, one can combine this generalization with a (negative) cosmological constant \(\Lambda < 0\) as in the well-known (spatial) anti-de Sitter manifold \((M_\Lambda = (0, \infty) \times S^n, \gamma_\Lambda)\) with Riemannian metric \(\gamma_\Lambda\) given by

\[
\gamma_\Lambda = \left(1 - \frac{2\Lambda r^2}{n(n+1)}\right)^{-1} dr^2 + r^2 g^* \tag{3}
\]

or in other words as in hyperbolic space with hyperbolic radius \(\sqrt{-\frac{n(n+1)}{2\Lambda}}\). Many authors only consider the special case \(\Lambda = \Lambda_n = -\frac{n(n+1)}{2}\) with hyperbolic radius 1. Of course, including a negative cosmological constant \(\Lambda\) will change the asymptotics of the metric from being asymptotically Euclidean to asymptotically hyperbolic, see below. All these generalizations can be combined into one which we will call the (spatial) \(\Lambda\)-Reissner–Nordström manifolds, allowing both \(\Lambda = 0\) and \(\Lambda < 0\), which we will now define.
2.1. Spatial $\Lambda$-Reissner–Nordström Manifolds.

**Definition 2.1** (Spatial $\Lambda$-Reissner–Nordström Manifolds). Let $m, q, \Lambda \in \mathbb{R}$ be constants with $\Lambda \leq 0$ and let $n \geq 2$. Using the abbreviations

$$p_{m,q,\Lambda}(r) := 1 - \frac{2m}{r^{n-1}} + \frac{q^2}{r^{2(n-1)}} - \frac{2\Lambda r^2}{n(n+1)},$$

for $r > 0$ and $r_+ := \max\{\text{largest positive root of } p_{m,q,\Lambda}(r), 0\}$, the $(n+1)$-dimensional (spatial) $\Lambda$-Reissner–Nordström manifold $(M_{m,q,\Lambda} = (r_+, \infty) \times S^n, \gamma_{m,q,\Lambda})$ is given by

$$\gamma_{m,q,\Lambda} = \frac{dr^2}{p_{m,q,\Lambda}(r)} + r^2 g_*,$$

where $g_*$ denotes the standard round metric on $S^n$. Its **electric field** is the smooth vector field $E_{m,q,\Lambda} \in \Gamma(TM_{m,q,\Lambda})$ given by

$$E_{m,q,\Lambda} = \frac{q (p_{m,q,\Lambda}(r))^{\frac{1}{2}}}{r^n} \partial_r.$$

The parameters $m, q, \Lambda$ are called the **mass**, the (electric) **charge**, and the **cosmological constant** of the $\Lambda$-Reissner–Nordström manifold, respectively.$^1$

To see why $r_+ \geq 0$ is well-defined note that the auxiliary function $p_{m,q,\Lambda}$ can be rewritten as a polynomial in $r$ divided by $r^{2(n-1)}$. Hence, $p_{m,q,\Lambda}$ has finitely many positive roots (if any); if it has no positive roots, then $r_+ = 0$ is to be understood.

The following facts are well-known properties of $\Lambda$-Reissner–Nordström manifolds and can be verified by straightforward computations.

**Proposition 2.2.** Let $m, q, \Lambda \in \mathbb{R}$ be constants with $\Lambda \leq 0$ and let $n \geq 2$. Then $E_{m,q,\Lambda}$ is divergence-free,

$$\text{div}_{\gamma_{m,q,\Lambda}} E_{m,q,\Lambda} = 0$$

on $M_{m,q,\Lambda}$, and the **scalar curvature** of $(M_{m,q,\Lambda}, \gamma_{m,q,\Lambda})$ is given by

$$R(\gamma_{m,q,\Lambda}) = 2\Lambda + n(n-1)|E_{m,q,\Lambda}|^2_{\gamma_{m,q,\Lambda}},$$

where $|\cdot|_{\gamma_{m,q,\Lambda}}$ denotes the length computed with respect to $\gamma_{m,q,\Lambda}$ and $R(\gamma_{m,q,\Lambda})$ denotes the **scalar curvature** of $\gamma_{m,q,\Lambda}$.

**Remark 2.3.** As described above, the definition of $\Lambda$-Reissner–Nordström manifolds specializes to many more well-known examples of manifolds for suitable choices of parameters:

1. For $q = \Lambda = 0$, one recovers the (higher dimensional, spatial) Schwarzschild manifold of mass $m$.

$^1$Note that we are suppressing the dependence on the dimensional parameter $n$ in the names of the auxiliary function $p_{m,q,\Lambda}$, the metric, the electric field, and the manifold.
For \( \Lambda = 0 \), one recovers the (higher dimensional, spatial) Reissner–Nordström manifold of mass \( m \) and electric charge \( q \).

For \( m = q = 0 \), \( \Lambda < 0 \), one recovers the \((n + 1)\)-dimensional hyperbolic space of hyperbolic radius \( \sqrt{-\frac{n(n+1)}{2\Lambda}} \) in spherical coordinates, away from the origin.

For \( q = 0 \) and \( \Lambda = \Lambda_n = -\frac{n(n+1)}{2} \), one recovers the (spatial) anti-de Sitter–Schwarzschild manifold of mass \( m \).

In the Schwarzschild case, it is well-known that only choices of mass parameter \( m \geq 0 \) correspond to physically reasonable solutions (of the vacuum Einstein equations), modeling the vacuum exterior region of a static, rotationally symmetric black hole when \( m > 0 \). A similar, but more involved distinction exists for \( \Lambda \)-Reissner–Nordström manifolds; here, one distinguishes between the physically reasonable sub-extremal case, modeling the electro-vacuum exterior region of a “non-degenerate” static, rotationally symmetric black hole, the extremal case, where the black hole degenerates in a well-defined sense, and the super-extremal case not modeling a black hole of any sorts. The last case is typically considered to be unphysical (except for Euclidean and hyperbolic space, see Remark 2.5). This is made precise in the following definition.

**Definition 2.4 (Extremality, Sub-Extremality, and Super-Extremality).** Let \( m, q, \Lambda \in \mathbb{R} \) be constants with \( \Lambda \leq 0 \) and let \( n \geq 2 \). The \((n + 1)\)-dimensional spatial \( \Lambda \)-Reissner–Nordström manifold of mass \( m \), charge \( q \), and cosmological constant \( \Lambda \) is called

- sub-extremal if \( r_+ > 0 \) and \( p'_{m,q,\Lambda}(r_+) > 0 \),
- extremal if \( r_+ > 0 \) and \( p'_{m,q,\Lambda}(r_+) = 0 \), and
- super-extremal if \( r_+ = 0 \),

where we recall that \( r_+ = \max\{\text{largest root of } p_{m,q,\Lambda}, 0\} \). Here and in what follows, ‘ is a short-hand for \( \frac{d}{dr} \).

To see why this definition covers all possible cases, recall that the auxiliary function \( p_{m,q,\Lambda} \) can be rewritten as a polynomial in \( r \) with positive leading order coefficient, divided by \( r^{2(n-1)} \). Hence, \( p_{m,q,\Lambda} > 0 \) on \((r_+, \infty)\) and if \( r_+ > 0 \), we must have \( p'_{m,q,\Lambda}(r_+) \geq 0 \).

**Remark 2.5.** In the specializations discussed in Remark 2.3, we find these conditions to signify the following:

1. In the Schwarzschild case \( q = \Lambda = 0 \), \( m > 0 \) corresponds to being sub-extremal, while \( m \leq 0 \) implies being super-extremal. No extremal cases occur.

2. In the Reissner–Nordström case \( \Lambda = 0 \), the only possible roots of \( p_{m,q,0} \) are \( r_\pm = \left( m \pm \sqrt{m^2 - q^2} \right)^{1/(n-1)} \) with \( r_+ \geq r_- \) being real and positive if and only if \( q^2 \leq m^2 \) and \( m > 0 \), otherwise the Reissner–Nordström manifold is super-extremal. For \( q^2 \leq m^2 \) and \( m > 0 \), \( p'_{m,q,0}(r_+) \) vanishes if and only if \( r_+ = \left( \frac{q^2}{m^2} \right)^{\frac{1}{n-1}} \), which is equivalent to
\[ m = |q| \] and to \( r_- = r_+ \). Hence, the Reissner–Nordström manifold is sub-extremal if and only if \( m > |q| \) and extremal if and only if \( m = |q| > 0 \).

(3) The hyperbolic space case \( m = q = 0, \Lambda < 0 \), is always super-extremal.

(4) In the anti-de Sitter–Schwarzschild case \( q = 0, \Lambda = \Lambda_n = -\frac{n(n+1)}{2} \), \( p_{m,0,\Lambda_n} \) has a unique positive root \( r_+ \) and \( p'_{m,0,\Lambda_n} > 0 \) is positive throughout if \( m > 0 \). Hence these manifolds are always sub-extremal if \( m > 0 \). If \( m \le 0 \), they are super-extremal.

Before we discuss more observations on sub-extremality and extremality for \( \Lambda \)-Reissner–Nordström manifolds in more detail, let us introduce another auxiliary function which will be very helpful in this paper. Let \( q, \Lambda \in \mathbb{R} \) be constants with \( \Lambda \le 0 \) and let \( n \ge 2 \). We set

\[
(9) \quad h_{q,\Lambda}(r) := r^{2(n-1)} - q^2 - \frac{2\Lambda r^{2n}}{n(n-1)}
\]

for \( r > 0 \).

**Lemma 2.6 (Properties of Roots of \( p_{m,q,\Lambda} \)).** Let \( m, q, \Lambda \in \mathbb{R} \) be constants with \( \Lambda \le 0 \) and let \( n \ge 2 \). Then \( h_{q,\Lambda} : \mathbb{R}^+ \to \mathbb{R} \) is strictly increasing with image \( h_{q,\Lambda}(\mathbb{R}^+) = (-q^2, \infty) \) and, for any root \( r_o > 0 \) of \( p_{m,q,\Lambda} \), we have

\[
(10) \quad p'_{m,q,\Lambda}(r_o) = \frac{(n-1)h_{q,\Lambda}(r_o)}{r_o^{2n-1}}.
\]

Moreover, if \( h_{q,\Lambda}(r_o) = 0 \) then \( p''_{m,q,\Lambda}(r_o) > 0 \).

**Proof.** Strict monotonicity of \( h_{q,\Lambda} \) and \( h_{q,\Lambda}(\mathbb{R}^+) = (-q^2, \infty) \) are obvious. To see (10), we compute that \( p_{m,q,\Lambda}(r_o) = 0 \) is equivalent to \( 2m r_o^{n-1} = 1 + \frac{q^2}{r_o^{2n-1}} - \frac{2\Lambda r_o^{2n}}{n(n+1)} \) from which we get

\[
p'_{m,q,\Lambda}(r_o) = \frac{2(n-1)m}{r_o^n} - \frac{2(n-1)q^2}{r_o^{2n-1}} - \frac{4\Lambda r_o}{n(n+1)} = n - 1 - \frac{(n-1)q^2}{r_o^{2n-1}} - \frac{2\Lambda r_o}{n} = \frac{(n-1)h_{q,\Lambda}(r_o)}{r_o^{2n-1}}.
\]

Moreover, using first the above characterization of \( p_{m,q,\Lambda}(r_o) = 0 \) and later the fact that \( h_{q,\Lambda}(r_o) = 0 \) is equivalent to \( q^2 = r_o^{2(n-1)} - \frac{2\Lambda r_o^{2n}}{n(n+1)} \), we find

\[
p''_{m,q,\Lambda}(r_o) = -\frac{2n(n-1)m}{r_o^{n+1}} + \frac{2(n-1)(2n-1)q^2}{r_o^{2n}} - \frac{4\Lambda}{n(n+1)} = -\frac{n(n-1)}{r_o^2} + \frac{(n-1)(3n-2)q^2}{r_o^{2n}} + \frac{2(n-2)\Lambda}{n} = \frac{2(n-1)^2}{n} - 4\Lambda
\]

if \( h_{q,\Lambda}(r_o) = 0 \), which is manifestly positive. \qed

The following observations on sub-extremality and extremality will be helpful later.
Lemma 2.7 (Characterization of Sub-Extremality and Extremality). Let \( m, q, \Lambda \in \mathbb{R} \) be constants with \( \Lambda \leq 0 \) and let \( n \geq 2 \). If the \((n+1)\)-dimensional \( \Lambda \)-Reissner–Nordström manifold of mass \( m \), charge \( q \), and cosmological constant \( \Lambda \) is sub-extremal then \( m > |q| \) and \( p_{m,q,\Lambda} \) has at most two positive roots \( 0 < r_- < r_+ \). The second root \( r_- \) exists unless \( q = 0 \) and \( m > 0 \). In addition, if a second root \( r_- \) exists one has \( p'_{m,q,\Lambda}(r_-) < 0 \). If the \((n+1)\)-dimensional \( \Lambda \)-Reissner–Nordström manifold of mass \( m \), charge \( q \), and cosmological constant \( \Lambda \) is extremal then \( q \neq 0 \) and \( p_{m,q,\Lambda} \) has precisely one positive root \( r_+ \).

Moreover, the \((n+1)\)-dimensional \( \Lambda \)-Reissner–Nordström manifold of mass \( m \), charge \( q \), and cosmological constant \( \Lambda \) is sub-extremal if and only if \( h_{q,\Lambda}(r_+) > 0 \) and extremal if and only if \( h_{q,\Lambda}(r_+) = 0 \).

Proof. We can rewrite

\[
p_{m,q,\Lambda}(r) = \frac{2(|q| - m)}{r^{n-1}} + \frac{\left(1 - \frac{|q|}{r^{n-1}}\right)^2 - \frac{2\Lambda r^2}{n(n+1)}}{r^{n-1}}. \quad \geq 0 \text{ for } r > 0
\]

hence existence of a (largest) positive root \( r_+ \) necessitates \( m \geq |q| \), with \( m = |q| \) implying \( r_+^{n-1} = |q| \) and \( \Lambda = 0 \). If \( r_+^{n-1} = |q| \), and \( \Lambda = 0 \), we find \( h_{q,0}(r_+) = h_{q,0}(|q|^{1/n}) = 0 \) so that (10) tells us that \( m > |q| \) in the sub-extremal case. From (10), we also get that \( p'_{m,q,\Lambda}(r_+) > 0 \) is equivalent to \( h_{q,\Lambda}(r_+) > 0 \) while \( p''_{m,q,\Lambda}(r_+) = 0 \) is equivalent to \( h_{q,\Lambda}(r_+) = 0 \). As \( h_{q,\Lambda} \) is manifestly positive for \( q = 0 \), we find that extremality implies \( q \neq 0 \).

Now, in the extremal case, Lemma [2.6] tells us that \( p''_{m,q,\Lambda}(r_o) > 0 \) for any root \( r_o > 0 \) of \( p_{m,q,\Lambda} \) with \( p'_{m,q,\Lambda}(r_o) = 0 \) which applies in particular to the largest root \( r_+ \). Hence \( p_{m,q,\Lambda} > 0 \) holds on some open neighborhood \((r_+ - \varepsilon, r_+ + \varepsilon) \setminus \{r_+\}, \varepsilon > 0 \). By strict monotonicity of \( h_{q,\Lambda} \) and (10), it follows that any root \( 0 < r_o < r_+ \) would have \( p'_{m,q,\Lambda}(r_o) < 0 \) so that \( p_{m,q,\Lambda} < 0 \) on some interval \((r_o, r_o + \delta), \delta > 0 \). By continuity there would hence need to be another root \( r_o < r_1 < r_+ \) of \( p_{m,q,\Lambda} \) near which \( p_{m,q,\Lambda} \) is increasing from negative to positive values. By (10), this implies that \( h_{q,\Lambda}(r_1) \geq 0 \), a contradiction to \( r_1 < r_+, h_{q,\Lambda}(r_+) = 0 \), and strict monotonicity of \( h_{q,\Lambda} \). This shows that \( r_+ \) is indeed the only positive root of \( p_{m,q,\Lambda} \).

On the other hand, in the sub-extremal case, we have \( h_{q,\Lambda}(r_+) > 0 \) and \( p_{m,q,\Lambda} < 0 \) on \((r_+ - \varepsilon, r_+) \) for some \( \varepsilon > 0 \). Let \( 0 < r_- < r_+ \) be a root of \( p_{m,q,\Lambda} \). Now suppose first that \( h_{q,\Lambda}(r_-) > 0 \). Arguing by Lemma [2.6] this gives that \( p_{m,q,\Lambda} > 0 \) on \((r_-, r_- + \delta)\) for some \( \delta > 0 \). Hence by continuity, \( p_{m,q,\Lambda} \) must have another root \( r_- < r_1 < r_+ \) of \( p_{m,q,\Lambda} \) near which \( p_{m,q,\Lambda} \) is decreasing from positive to negative values so that \( h_{q,\Lambda}(r_1) \leq 0 \). This contradicts the strict monotonicity of \( h_{q,\Lambda} \). Next, suppose that \( h_{q,\Lambda}(r_-) = 0 \). Arguing as in the extremal case, this would again imply the existence of another root \( r_- < r_1 < r_+ \) of \( p_{m,q,\Lambda} \) near which \( p_{m,q,\Lambda} \) is decreasing from positive to negative values, a contradiction. Hence we find \( h_{q,\Lambda}(r_-) < 0 \) for any root of \( p_{m,q,\Lambda} \) which satisfies \( 0 < r_- < r_+ \). Repeating the above arguments shows that there cannot be other roots \( 0 < r_o \neq r_-, r_+ \) of \( p_{m,q,\Lambda} \). Applying (10) one last time, we
conclude that \( p'_{m,q,\Lambda}(r_-) < 0 \) as claimed. By continuity, we can conclude furthermore that \( r_- \) exists if and only if \( p_{m,q,\Lambda}(r) > 0 \) near \( r = 0 \), hence if and only if \( q \neq 0 \) or \( m \leq 0 \).

\[ \square \]

**Lemma 2.8 (Inherited Sub-Extremality).** Let \( n \geq 2 \) and let \( m, q, \Lambda \in \mathbb{R} \) be constants with \( \Lambda \leq 0 \). If the \((n + 1)\)-dimensional \( \Lambda \)-Reissner–Nordström manifold \((M_{m,q,\Lambda}, \gamma_{m,q,\Lambda})\) is sub-extremal then the \((n + 1)\)-dimensional \( \Lambda \)-Reissner–Nordström manifold \((\tilde{M}_{m,q,\Lambda}, \tilde{\gamma}_{m,q,\Lambda})\) is sub-extremal for any \( \tilde{m} \geq m, \tilde{q}^2 \leq q^2 \), as well. Moreover, if \((M_{m,q,\Lambda}, \gamma_{m,q,\Lambda})\) is extremal, then \((\tilde{M}_{m,q,\Lambda}, \tilde{\gamma}_{m,q,\Lambda})\) is sub-extremal whenever \( \tilde{m} > m, \tilde{q}^2 \leq q^2 \) or \( \tilde{m} \geq m, \tilde{q}^2 < q^2 \).

Moreover, if \( q \neq 0 \), there is a unique \( m_{q,\Lambda} \in \mathbb{R} \) such that the \((n + 1)\)-dimensional \( \Lambda \)-Reissner–Nordström manifold of mass \( m \), charge \( q \), and cosmological constant \( \Lambda \) is sub-extremal for all \( m > m_{q,\Lambda} \), extremal for \( m = m_{q,\Lambda} \), and super-extremal for all \( m < m_{q,\Lambda} \). If \( q = 0 \), we set \( m_{q,\Lambda} := 0 \); then the \((n + 1)\)-dimensional \( \Lambda \)-Reissner–Nordström manifold of mass \( m \), charge \( q \), and cosmological constant \( \Lambda \) is sub-extremal for all \( m > m_{q,\Lambda} = 0 \) and super-extremal for all \( m \leq m_{q,\Lambda} = 0 \).

**Proof.** From \( \tilde{m} \geq m, \tilde{q}^2 \leq q^2 \), we deduce that \( \tilde{p}_{m,q,\Lambda} \leq p_{m,q,\Lambda} \) on \((0, \infty)\) so that the largest zero \( \tilde{r}_+ \) of \( \tilde{p}_{m,q,\Lambda} \) satisfies \( \tilde{r}_+ \geq r_+ > 0 \), with \( r_+ \) denoting the largest zero of \( p_{m,q,\Lambda} \). This shows that \((\tilde{M}_{m,q,\Lambda}, \tilde{\gamma}_{m,q,\Lambda})\) is not super-extremal. Now suppose it were extremal, i.e., suppose that \( p'_{m,q,\Lambda}(\tilde{r}_+) = 0 \). By a direct computation, this gives \( \tilde{q}^2 = \tilde{m} r_+^{n-1} - \frac{2\tilde{\Lambda} r_+^{2n}}{n(n-1)(n+1)} \), while sub-extremality or extremality of \((M_{m,q,\Lambda}, \gamma_{m,q,\Lambda})\), i.e., \( p'_{m,q,\Lambda}(r_+) \geq 0 \) is equivalent to \( q^2 \leq mr_+^{n-1} - \frac{2\Lambda r_+^{2n}}{n(n-1)(n+1)} \), with strict inequality in the sub-extremal case. Using \( \tilde{m} \geq m, \tilde{q}^2 \leq q^2 \), \( \tilde{r}_+ \geq r_+ > 0 \), and \( \Lambda \leq 0 \), this gives \( 0 \geq mr_+^{n-1} - \tilde{m} r_+^{n-1} \geq -\frac{2\Lambda}{n(n-1)(n+1)} (\tilde{r}_+^{2n} - r_+^{2n}) \geq 0 \) which is a contradiction unless \( \tilde{m} = m, \tilde{q}^2 = q^2 \), and \((M_{m,q,\Lambda}, \gamma_{m,q,\Lambda})\) is extremal. Hence \((\tilde{M}_{m,q,\Lambda}, \tilde{\gamma}_{m,q,\Lambda})\) is sub-extremal, as claimed.

Moreover, if \( q \neq 0 \), Lemma 2.6 and the Intermediate Value Theorem tell us that \( h_{q,\Lambda} \) has a unique zero \( r_{q,\Lambda} \in (0, \infty) \). We set \( m_{q,\Lambda} := \frac{r_{q,\Lambda}^{-n-1}}{2} \left( 1 + \frac{q^2}{\gamma_{q,\Lambda}^{2n-1}} - \frac{2\Lambda r_{q,\Lambda}^{2n}}{n(n+1)} \right) \), so that \( p_{m,q,\Lambda}(r_{q,\Lambda}) = 0 \) and \( p'_{m,q,\Lambda}(r_{q,\Lambda}) = 0 \). From this, the claims about sub-extremality, extremality, and super-extremality follow from what we already showed in this proof. If, on the other hand, \( q = 0 \), then \( p_{m,0,\Lambda} \) is positive for \( m \leq 0 \), and has \( p_{m,0,\Lambda}(r) \to -\infty \) for \( r \searrow 0 \) and \( p_{m,0,\Lambda} > 0 \) for \( m > 0 \) which proves the last claim, again by the Intermediate Value Theorem.

\[ \square \]

Sub-extremal \( \Lambda \)-Reissner–Nordström manifolds can be smoothly extended to their “horizons” \( \{ r_+ \} \times S^n \) as the following proposition asserts.

**Proposition 2.9 (Extension to Boundary, Radial Coordinate s, Radial Profile).** Let \( n \geq 2 \), and let \( m, q, \Lambda \in \mathbb{R} \) be constants with \( \Lambda \leq 0 \) chosen such that the \((n + 1)\)-dimensional \( \Lambda \)-Reissner–Nordström manifold \((M_{m,q,\Lambda}, \gamma_{m,q,\Lambda})\) is sub-extremal. Changing the radial variable
The procedure described in Proposition 2.9 does not work for extremal Λ-Reissner–Nordström manifolds because (ii) shows that \( (i) \) fails. In the super-extremal case, \( (ii) \) holds, and \( (iii) \) is satisfied with \( u'_{m,q,\Lambda}(0) = 0, \) \( u''_{m,q,\Lambda}(0) > 0, \) and \( u''_{m,q,\Lambda} > 0 \) on \([0, \infty)\), where now \( \gamma_{m,q,\Lambda} \) smoothly extends to \( M_{m,q,\Lambda} \approx [0, \infty) \times S^n \) where it can be expressed as

\[
\gamma_{m,q,\Lambda} = ds^2 + u_{m,q,\Lambda}(s)^2 g_s,
\]

with radial profile \( u_{m,q,\Lambda}: [0, \infty) \to [r_+, \infty) \) satisfying

(i) \( u_{m,q,\Lambda}(0) = r_+ \)

(ii) \( u'_{m,q,\Lambda} = (p_{m,q,\Lambda} \circ u_{m,q,\Lambda})^\frac{1}{2}, \) in particular \( u'_{m,q,\Lambda} > 0 \) on \((0, \infty)\), \( u'_{m,q,\Lambda}(0) = 0, \) and

(iii) \( u''_{m,q,\Lambda} = \frac{1}{2}(p'_{m,q,\Lambda} \circ u_{m,q,\Lambda}) \) and in particular \( u''_{m,q,\Lambda} > 0 \) on \([0, \infty)\),

where now ‘\( \) abbreviates \( \frac{d}{ds} \). Moreover, one finds that the electric field \( E_{m,q,\Lambda} \) also smoothly extends to \( M_{m,q,\Lambda} \approx [0, \infty) \times S^n \) and reads

\[
E_{m,q,\Lambda} = \frac{q}{u_{m,q,\Lambda}(s)^n} \partial_s
\]

with respect to the new radial coordinate \( s \).

**Proof.** By the facts that \( p_{m,q,\Lambda} > 0 \) on \((r_+, \infty) \times S^n\) and \( p'_{m,q,\Lambda}(r_+) > 0 \), the radial coordinate change is well-defined by Taylor’s Formula. We clearly have \( \lim_{r \to r_+} s(r) = 0 \) while \( \limsup_{r \to \infty} s(r) = \infty \) follows from the fact that \( p_{m,q,\Lambda} \) can be viewed as a polynomial in \( r \) with positive leading order coefficient, divided by \( r^{2(n-1)} \). Transforming the radial coordinate in \( \gamma_{m,q,\Lambda} \) shows (12) for \( s > 0, \) with \( u_{m,q,\Lambda} \) given by the inverse of the function \( s: (r_+, \infty) \to (0, \infty) \) defined in (11) which can naturally be smoothly extended to \( s(r_+) := 0. \) This shows (i). By chain rule, one hence finds \( u'_{m,q,\Lambda} = (s' \circ u_{m,q,\Lambda})^{-1} \) on \([0, \infty)\) which shows (ii). Using the explicit form of the auxiliary function \( p_{m,q,\Lambda}, \) one finds (iii) from (ii), while \( u''_{m,q,\Lambda}(0) > 0 \) follows from the same computation and the sub-extremality condition \( p'_{m,q,\Lambda}(r_+) > 0. \) The transformation and extension of the electric field is straightforward. \( \square \)

**Remark 2.10.** The procedure described in Proposition 2.9 does not work for extremal Λ-Reissner–Nordström manifolds because \( (p_{m,q,\Lambda})^{-\frac{1}{2}} \) is not integrable near \( r_+ \) in this case and hence the coordinate change in (11) would fail. In the super-extremal case, \( (p_{m,q,\Lambda})^{-\frac{1}{2}} \leq 2 \) near \( r = 0 \) so integrability is not an issue. In both cases, we set

\[
s_\mu(r) := \int_\mu^r (p_{m,q,\Lambda}(t))^{-\frac{1}{2}} dt,
\]

for any \( \mu > r_+ \) in the extremal and any \( \mu > 0 \) in the super-extremal case. Doing so gives (12), (13), (ii), and (iii) for the corresponding radial profile \( u^\mu_{m,q,\Lambda} \) on \([0, \infty) \times S^n \approx [\mu, \infty) \times S^n \subset M_{m,q,\Lambda}, \) and of course \( u^\mu_{m,q,\Lambda}(0) = \mu, \) \( u^\mu_{m,q,\Lambda}(0) = (p_{m,q,\Lambda}(\mu))^{\frac{1}{2}} > 0. \)
Proposition 2.11 ((Outermost Black Hole) Horizon). Let $n \geq 2$ and let $m,q,\Lambda \in \mathbb{R}$ be constants with $\Lambda \leq 0$ chosen such that the $(n+1)$-dimensional $\Lambda$-Reissner–Nordström manifold of mass $m$, charge $q$, and cosmological constant $\Lambda$ is sub-extremal. Then the coordinate sphere $\{s = 0\} \times \mathbb{S}^n \approx \partial M_{m,q,\Lambda} = \{r_+\} \times \mathbb{S}^n$ is a minimal hypersurface, i.e., its mean curvature $H$ satisfies $H = 0$, and it is outward minimizing in the sense that all other coordinate spheres $\{r\} \times \mathbb{S}^n$ for $r > r_+$ have positive constant mean curvature. It is called the (outermost black hole) horizon.

Proof. Slightly abusing notation to include $r = r_+$, by rotational symmetry, all coordinate spheres $\{r\} \times \mathbb{S}^n$ for $r \geq r_+$ have constant mean curvature. What remains to be shown is that this mean curvature is positive for $r > r_+$ (or $s > 0$) and vanishes for $r = r_+$ (or $s = 0$). Both claims follow from the more general formula (23) to be proved below, using the form of the metric (12) with respect to the $s$-coordinate, see also Remark 2.10. □

2.2. Time-Symmetric, Electrically Charged Initial Data Sets with Prescribed Asymptotics. The $\Lambda$-Reissner–Nordström manifolds introduced in Section 2.1 are specific examples of the types of manifolds appearing as extensions in the construction to be performed in this paper. Before we give precise definitions of those, let us give a little bit of context from general relativity.

In general relativity, $(n+1)$-dimensional Riemannian manifolds $(M,\gamma)$ arise as time-symmetric initial data sets of an $(n+2)$-dimensional spacetime (or time-orientable Lorentzian manifold). Here, an initial data set is a spacelike hypersurface $M$ in a spacetime, together with its induced Riemannian metric $\gamma$ and second fundamental form $K$. An initial data set is called time-symmetric if $K = 0$, i.e., if it is totally geodesic in the ambient spacetime. If the spacetime carries an electromagnetic field (expressed as a 2-form $F$ on the spacetime), the initial data set also contains the electric and magnetic vector fields $E$ and $B$ induced on $M$ by the 2-form $F$. For time-symmetric initial data sets $(M,\gamma)$, it is usually assumed that $B = 0$ and we will follow this physically reasonable custom here.

An electromagnetic field is said to be source-free if its spacetime divergence vanishes; this implies in particular that $\text{div}_\gamma E = 0$ on $M$ which can be reworded as the electric field $E$ having “vanishing charge density”. If an $(n+2)$-dimensional spacetime carrying an electromagnetic field and subject to a cosmological constant $\Lambda$ satisfies the so-called Dominant Energy Condition, a physical condition on the stress-energy tensor of the spacetime which can be reworded as a condition on the Ricci tensor of the spacetime, then any time-symmetric

---

2See Definition 2.16 for a more precise definition of outward minimizing minimal hypersurfaces and Theorem 2.18 for the assertion that a positive constant mean curvature foliation implies being outward minimizing.

3especially for $n = 2$, but also for $n > 2$.

4It would also be physically reasonable to instead consider charge densities that have a sign on $M$. As the manifolds we construct here all naturally satisfy $\text{div}_\gamma E = 0$, we will not pursue this option here.
initial data set \((M, \gamma)\) with electric field \(E\) in said spacetime is subject to the condition
\[
R(\gamma) \geq 2\Lambda + n(n - 1)|E|_\gamma^2,
\]
where \(R(\gamma)\) denotes the scalar curvature of \(\gamma\) in \(M\). We hence make the following definition.

**Definition 2.12** (Electrically Charged Riemannian Manifolds, Isometry, (Strict) Dominant Energy Condition). Let \(n \geq 2\). We say that a tuple \((M, \gamma, E, \Lambda)\) is an electrically charged Riemannian manifold (of dimension \(n + 1\)) if \((M, \gamma)\) is a smooth \((n + 1)\)-dimensional Riemannian manifold, \(E\) is a smooth, divergence-free vector field on \(M\), \(\text{div}_\gamma E = 0\), to be interpreted as the electric field, and \(\Lambda \leq 0\) is a constant, interpreted as the cosmological constant. Two electrically charged Riemannian manifolds \((M_1, \gamma_1, E_1, \Lambda_1)\), \(i = 1, 2\), are said to be isometric if \(\Lambda_1 = \Lambda_2\) and if there exists an isometry \(\Phi : (M_1, \gamma_1) \rightarrow (M_2, \gamma_2)\) such that \(\Phi_* E_1 = E_2\).

Furthermore, an electrically charged Riemannian manifold \((M, \gamma, E, \Lambda)\) is said to satisfy the Dominant Energy Condition (DEC) if
\[
R(\gamma) \geq 2\Lambda + n(n - 1)|E|_\gamma^2 \quad \text{on } M
\]
where \(R(\gamma)\) denotes the scalar curvature of \(\gamma\) and \(|E|_\gamma\) denotes the length of \(E\) with respect to \(\gamma\). It is said to satisfy the strict Dominant Energy Condition (strict DEC) if
\[
R(\gamma) > 2\Lambda + n(n - 1)|E|_\gamma^2 \quad \text{on } M.
\]

The \(\Lambda\)-Reissner–Nordström manifolds \((M_{m,q,\Lambda}, \gamma_{m,q,\Lambda}, E_{m,q,\Lambda}, \Lambda)\) introduced in Section 2.1 are standard examples of electrically charged Riemannian manifolds saturating the DEC, see Proposition 2.2. The strict DEC leaves room for mollification, see Section 4.

**Remark 2.13** (Asymptotics). When considering electrically charged Riemannian manifolds \((M, \gamma, E, \Lambda)\) of dimension \(n + 1 \geq 3\), one usually assumes that they are subject to precise asymptotic conditions outside some compact set. More precisely, if \(\Lambda = 0\), one typically assumes that \((M, \gamma)\) is asymptotically Euclidean and \(E\) decays to zero near infinity suitably fast. If \(\Lambda < 0\), one typically assumes that \((M, \gamma)\) is asymptotically hyperbolic with asymptotic hyperbolic radius \(\sqrt{-\frac{n(n+1)}{2\Lambda}}\) and again that \(E\) decays to zero near infinity suitably fast. To write down these precise asymptotic conditions is tedious, in particular in the asymptotically hyperbolic case, and in fact will not be necessary here as we will only consider electrically charged Riemannian manifolds which are isometric to a suitable asymptotic piece of a \(\Lambda\)-Reissner–Nordström manifold outside some compact set.

Here, by a “suitable asymptotic piece” of a \(\Lambda\)-Reissner–Nordström manifold, we mean a submanifold of the form \((\mu, \infty) \times S^n\) with \(\mu > r_+\) in the sub-extremal and extremal\(^5\) case and \(\mu > 0\) in the super-extremal case. It is well-known that such suitable asymptotic pieces are asymptotically Euclidean if \(\Lambda = 0\) and asymptotically hyperbolic with asymptotic hyperbolic

\(^5\)In the extremal case, the restriction \(\mu > r_+\) is essential as the piece \((r_+, \mu) \times S^n\) of an extremal \(\Lambda\)-Reissner–Nordström manifold is in fact an asymptotically cylindrical end, see also Remark 2.10.
radius \( \sqrt{-\frac{n(n+1)}{2\Lambda}} \) if \( \Lambda < 0 \) regardless of which precise definitions of these terms are being used. We will hence be referring to electrically charged Riemannian manifolds which are isometric to a suitable asymptotic piece of a \( \Lambda \)-Reissner–Nordström manifold \((M_{m,q,\Lambda}, \gamma_{m,q,\Lambda}, E_{m,q,\Lambda}, \Lambda)\) outside some compact set as being asymptotically Euclidean if \( \Lambda = 0 \) and asymptotically hyperbolic if \( \Lambda < 0 \).

**Remark 2.14 ((Total) Mass).** There are precise notions of (total) mass for both asymptotically Euclidean and asymptotically hyperbolic Riemannian manifolds \((M, \gamma)\) of dimension \( n + 1 \geq 3 \), referred to as the (ADM-)mass, see \([6, 7]\), and the (hyperbolic) mass, see \([28, 66]\), respectively. It is well-known and can easily be checked that the \( \Lambda \)-Reissner–Nordström manifold \((M_{m,q,\Lambda}, \gamma_{m,q,\Lambda}, E_{m,q,\Lambda}, \Lambda)\) has ADM mass \( m \) when \( \Lambda = 0 \) and hyperbolic mass \( m \) when \( \Lambda < 0 \). As we will only work with electrically charged Riemannian manifolds \((M, \gamma, E, \Lambda)\) that are isometric to a \( \Lambda \)-Reissner–Nordström manifold outside some compact set, and as the ADM- and hyperbolic mass only depend on the asymptotic region, we can hence speak of their mass without having to give a precise definition here.

**Remark 2.15 ((Total Electric) Charge).** Similarly, there is a precise notion of (total electric) charge for electrically charged Riemannian manifolds \((M, \gamma, E, \Lambda)\) of dimension \( n + 1 \geq 3 \), see for example \([30]\) and the references cited therein. It is well-known and can easily be checked that the \( \Lambda \)-Reissner–Nordström manifold \((M_{m,q,\Lambda}, \gamma_{m,q,\Lambda}, E_{m,q,\Lambda}, \Lambda)\) has electric charge \( q \). As we will only work with electrically charged Riemannian manifolds \((M, \gamma, E, \Lambda)\) that are isometric to a \( \Lambda \)-Reissner–Nordström manifold outside some compact set, and as the electric charge only depends on the asymptotic region, we can hence speak of their charge without having to give a precise definition here.

In general relativity, one typically considers one of two kinds of electrically charged Riemannian manifolds, namely either geodesically complete ones or those with what is called a horizon boundary, a rather straightforward generalization of the horizons we have encountered in the sub-extremal \( \Lambda \)-Reissner–Nordström manifolds, see Proposition 2.11.

**Definition 2.16 (Outermost Black Hole Horizons, Outward Minimizing Minimal Hypersurfaces).** Let \( n \geq 2 \) and let \((M, \gamma, E, \Lambda)\) be an \((n + 1)\)-dimensional electrically charged Riemannian manifold with compact boundary \( \partial M \neq \emptyset \). Then \( \partial M \) is said to consist of (black hole) horizons if it consists of minimal hypersurfaces, i.e., if its mean curvature \( H \) vanishes, \( H = 0 \). It is said to be a (strictly) outermost (black hole) horizon or a (strictly) outward minimizing minimal hypersurface if its volume \( |\partial M|_g \) is (strictly) less than the volume of any hypersurface \( \Sigma \) enclosing \( \partial M \), \( |\partial M|_g \leq (<) |\Sigma|_{\hat{g}} \). Here, \( |\cdot|_g \) and \( |\cdot|_{\hat{g}} \) denote the volumes computed with respect to the volume forms \( dV_g \) and \( dV_{\hat{g}} \) of the metrics \( g \) and \( \hat{g} \) induced by \( \gamma \) on \( \partial M \) and \( \Sigma \), respectively.
It is well-known that the horizons $\{r_+\} \times S^n = \partial M_{m,q,\Lambda}$ of the sub-extremal $\Lambda$-Reissner–Nordström manifolds are outward minimizing minimal hypersurfaces in this sense (compare Proposition 2.11). To see this is an application of a well-known theorem which will also be useful for the extensions to be constructed in this paper. As we have not been able to find a written proof of said theorem, we will give one here for completeness; the method of proof is a calibration argument. To state it, we need to give the following definition.

**Definition 2.17 ((Strictly) Mean Convex Hypersurfaces).** Let $n \geq 2$ and let $(M, \gamma)$ be an $(n + 1)$-dimensional Riemannian manifold. Let $\Sigma \subset M$ be a closed hypersurface with unit normal $\nu$ and mean curvature $H$ with respect to $\nu$. Then $\Sigma$ is said to be (strictly) mean convex if $H \geq (>) 0$ everywhere on $\Sigma$.

**Theorem 2.18 (Strictly Mean Convex Foliations and Outward Minimizing Hypersurfaces).** Let $n \geq 2$ and let $(M, \gamma)$ be a closed $(n + 1)$-dimensional Riemannian manifold with closed, connected minimal boundary $\partial M$. Assume that $M$ is regularly foliated by closed, connected hypersurfaces $\Sigma_\tau$, $\tau \in [\tau_0, \infty)$, such that $\partial M = \Sigma_{\tau_0}$. Let $\nu \in \Gamma(TM)$ be the unit vector field which is normal to all $\Sigma_\tau$, $\tau \in I$ and has $\nu|_{\partial M}$ pointing into $M$. If all $\Sigma_\tau$, $\tau \in (\tau_0, \infty)$, are (strictly) mean convex with respect to $\nu|_{\Sigma_\tau}$ then $\partial M = \Sigma_{\tau_0}$ is (strictly) outward minimizing in $(M, \gamma)$.

**Proof.** By the foliation assumption, the map $\tau: M \to [\tau_0, \infty): x \mapsto \tau_x$ with $x \in \Sigma_{\tau_x}$ is well-defined. Hence, we can define the map $H: M \to \mathbb{R}: x \mapsto H(\Sigma_{\tau_x}) (x) = \text{div}_x (\gamma(\nu)|_x)$, where $H(\Sigma_{\tau_x})$ denotes the mean curvature of $\Sigma_{\tau_x}$ with respect to the unit normal $\nu|_{\Sigma_{\tau_x}}$. Using the mean convexity assumption on all $\Sigma_\tau$, $\tau \in [\tau_0, \infty)$, we know that $H \geq 0$ in $M$.

Now let $\hat{\Sigma} \subset M \setminus \partial M$ be an arbitrary closed, oriented hypersurface in $M$ enclosing $\partial M$ and let $\hat{g}$ and $g$ denote the metrics induced on $\hat{\Sigma}$ and $\partial M$, respectively. Set $\Omega \subseteq M$ to be the open domain satisfying $\partial \Omega = \hat{\Sigma} \cup \partial M$. Let $\hat{\nu}$ be the unit normal to $\hat{\Sigma}$ pointing out of $\Omega$. Using the Divergence Theorem and the Cauchy–Schwarz Inequality, we obtain

$$0 \leq \int_{\Omega} H \, dV_\gamma = \int_{\Omega} \text{div}_\gamma (\nu) \, dV_\gamma = \int_{\hat{\Sigma}} \gamma(\hat{\nu}, \nu) \, dV_{\hat{g}} - \int_{\partial M} \gamma(\nu, \nu) \, dV_g \leq |\hat{\Sigma}|_{\hat{g}} - |\partial M|_g,$$

where $dV_\gamma$ denotes the volume measure induced on $\Omega$ by $\gamma$ and $dV_{\hat{g}}$ and $dV_g$ denote the volume measures induced on $\hat{\Sigma}$ and $\Sigma_{\tau_0}$, respectively. Thus, we get $|\partial M|_g \leq |\hat{\Sigma}|_{\hat{g}}$. Relaxing the assumption $\hat{\Sigma} \subset M \setminus \partial M$ to $\hat{\Sigma} \subset M$, or in other words allowing $\hat{\Sigma}$ to touch and possibly (partially) coincide with $\partial M$, we can apply the above conclusion to $\hat{\Sigma}_\varepsilon := \{ \exp_p (\varepsilon \hat{\nu}_p) | p \in \hat{\Sigma}\}$ for suitably small $0 < \varepsilon < \varepsilon(\hat{\Sigma})$ and obtain $|\partial M|_g \leq |\hat{\Sigma}_\varepsilon|_{\hat{g}}$, so that $|\partial M|_g \leq |\hat{\Sigma}|_{\hat{g}}$ follows by continuity as $\varepsilon \searrow 0$. This shows that $\partial M$ is outward minimizing in $(M, \gamma)$.

In case the $\Sigma_\tau$, $\tau \in (\tau_0, \infty)$, are strictly outward minimizing, we have that $H > 0$ on $M \setminus \partial M$, hence $\int_{\Omega} H dV_\gamma > 0$ unless $\Omega = \emptyset$ (or $\bigcap_{0 < \varepsilon < \varepsilon_0} \Omega_\varepsilon = \emptyset$ if $\partial M \cap \hat{\Sigma} \neq \emptyset$) or in other words unless $\hat{\Sigma} = \partial M$. This shows that $\partial M$ is strictly outward minimizing in $(M, \gamma)$. $\square$
The most important theorem on geodesically complete electrically charged Riemannian manifolds is the Riemannian Positive Mass Theorem which we will state here somewhat imprecisely. In the way we word it here, it follows from the fact that the term $n(n-1)|E|^2$ in the DEC (15) is non-negative which implies the uncharged Dominant Energy Condition $R(\gamma) \geq 2\Lambda$ assumed in the Riemannian Positive Mass Theorem.

**Theorem 2.19** (Riemannian Positive Mass Theorem [63, 68, 66, 28, 5, 64, 27, 26, 40, 62]).

Let $(M, \gamma)$ be a geodesically complete Riemannian manifold of dimension $n+1 \geq 3$, let $\Lambda \leq 0$, and assume that $(M, \gamma)$ is asymptotically Euclidean if $\Lambda = 0$ and asymptotically hyperbolic with asymptotic hyperbolic radius $\sqrt{-\frac{n(n+1)}{2\Lambda}}$ if $\Lambda < 0$, respectively. Furthermore, assume that $R(\gamma) \geq 2\Lambda$ holds on $M$. Then the mass $m$ of $(M, \gamma)$ satisfies $m \geq 0$, with equality if and only if $(M, \gamma)$ is globally isometric to Euclidean space for $\Lambda = 0$ and globally isometric to the hyperbolic space of radius $\sqrt{-\frac{n(n+1)}{2\Lambda}}$ for $\Lambda < 0$.

In the presence of an electric field $E$, the Riemannian Positive Mass Theorem can be refined to the Riemannian Mass-Charge Inequality $m \geq |q|$ when $\Lambda = 0$, see [30, Sec. 3.1.1] or [46] and the references cited therein for a precise statement. To the best knowledge of the authors, this has not yet been generalized to include the case $\Lambda < 0$.

A more refined but similar inequality has been shown (or conjectured, in some cases) for Riemannian manifolds or electrically charged Riemannian manifolds with outward minimizing minimal boundary. Let us first state the conjectured version of this Riemannian Penrose Inequality with charge that we will allude to in this paper.

**Conjecture 2.20** (Generalized Riemannian Penrose Inequality with Charge and Cosmological Constant).

Let $(M, \gamma, E, \Lambda)$ be an electrically charged Riemannian manifold of dimension $n+1 \geq 3$ which is geodesically complete up to its closed, strictly outward minimizing minimal boundary $\partial M$. Assume that $(M, \gamma, E, \Lambda)$ is asymptotically Euclidean if $\Lambda = 0$ and asymptotically hyperbolic with asymptotic hyperbolic radius $\sqrt{-\frac{n(n+1)}{2\Lambda}}$ if $\Lambda < 0$, respectively, and denote its mass and charge by $m$ and $q$, respectively. If $q \neq 0$, assume in addition that $\partial M$ is connected. Furthermore, assume that the Dominant Energy Condition (15) holds on $M$. Then $(M, \gamma, E, \Lambda)$ satisfies the generalized Riemannian Penrose Inequality (with charge)

$$
\frac{1}{2} \left[ \left( \frac{|\partial M|_g}{\omega_n} \right)^{\frac{n-1}{n}} + q^2 \left( \frac{|\partial M|_g}{\omega_n} \right)^{\frac{n-1}{n}} - 2\Lambda \frac{n(n+1)}{n-1} \left( \frac{|\partial M|_g}{\omega_n} \right)^{\frac{n+1}{n}} \right] \leq m,
$$

(17)

where $|\partial M|_g$ denotes the volume of $\partial M$ with respect to the induced metric $g$ on $\partial M$ and $\omega_n = |S^n|_{g_+}$ denotes the volume of the unit round sphere $(S^n, g_+)$. Equality in (17) holds if and only if $(M, \gamma, E, \Lambda)$ is isometric to the necessarily sub-extremal $\Lambda$-Reissner–Nordström manifold $(M_{m,q,\Lambda}, \gamma_{m,q,\Lambda}, E_{m,q,\Lambda}, \Lambda)$ of mass $m$, charge $q$, and cosmological constant $\Lambda$.

The fact that the sub-extremal $\Lambda$-Reissner–Nordström manifolds satisfy (17) can easily be seen from $|\partial M|_g = \omega_n r_+^n$ and $p_{m,q,\Lambda}(r_+) = 0$, see Proposition 2.9.
Remark 2.21 (Connectedness). We impose a connectedness assumption on $\partial M$ in Conjecture 2.20 in case the total charge $q \neq 0$ because of a known counter-example to the $n + 1 = 3$-dimensional Riemannian Penrose Inequality with charge with disconnected horizon boundary, see Weinstein and Yamada [67]. See Khuri, Weinstein, and Yamada [45] for a partial extension of the Riemannian Penrose Inequality with charge (for $\Lambda = 0$, $n + 1 = 3$) to the case of disconnected boundary, using a charged Conformal Flow.

Remark 2.22 (Known Cases). The Riemannian Penrose Inequality (with charge) (17) has been proven at least in the following cases:

1. $\Lambda = 0$, $E = 0$: The first proofs were famously given for $n + 1 = 3$ by Huisken and Ilmanen [42] in the case of connected boundary using (weak) Inverse Mean Curvature Flow, and by Bray [11] without the connectedness assumption, using Conformal Flow. Bray and Lee [10] later generalized the Conformal Flow approach to higher dimensions. Lam [47] gave a proof of the inequality in higher dimensions under the assumption that $(M, \gamma)$ is a graph in Euclidean space, while Huang and Wu obtained the corresponding rigidity statement [41].

2. $\Lambda = 0$, $E \neq 0$: Jang [43] and Disconzi and Khuri [33] (see also McCormick [57] who allows for non-vanishing charge density) adapted the (weak) Inverse Mean Curvature Flow approach to include an electric field, and Khuri, Weinstein, and Yamada [45] adapted the Conformal Flow approach to include an electric field, both for $n + 1 = 3$.

3. $\Lambda < 0$, $E = 0$: A proof by Dahl, Gicquaud, and Sakovich [29], complemented by de Lima and Girão [31], has been given in the graphical case. Other cases have been established by de Lima, Girão, Lozório, and Silva [32] and by Ambrozio [3].

4. $\Lambda < 0$, $E \neq 0$: A proof was given for graphs over sub-extremal $\Lambda$-Reissner–Nordström manifolds by Chen, Li, and Zhou [24].

We refer the interested reader to the reviews by Mars [55] and by Bray and Chruściel [12] and the articles cited above for more information on the Riemannian Penrose Inequality and its context in general relativity.

2.3. A Generalized Notion of Hawking Mass. Before we begin constructing extensions of minimal boundary spheres, let us introduce a notion of quasi-local mass which mimics the definition of Hawking (or Geroch) mass [39, 36] and shares some important properties with it. To derive it, we proceeded in a similar way as Disconzi and Khuri [33]. First, let us define the quasi-local electric charge.

Definition 2.23 (Quasi-Local (Electric) Charge). Let $(M, \gamma, E, \Lambda)$ be an electrically charged Riemannian manifold of dimension $n + 1 \geq 3$ and let $\Sigma \subset M$ be a closed hypersurface with unit normal $\nu$. Then the quasi-local (electric) charge $Q(\Sigma)$ (with respect to $\nu$) is defined as

$$Q(\Sigma) := \frac{1}{\omega_n} \int_{\Sigma} \gamma(E, \nu) dV_g,$$

where $dV_g$ denotes the volume measure on $\Sigma$ with respect to the induced metric $g$. 


Remark 2.24 (Quasi-Local Charge in Rotational Symmetry). Consider an electrically charged Riemannian manifold of the form $(I \times S^n, \gamma = ds^2 + f(s)^2 g_s, E, \Lambda)$, where $I$ is an interval, $f: I \to \mathbb{R}^+$ is a smooth, positive function, and $g_s$ denotes the canonical metric on $S^n$. Then every coordinate sphere $\{s\} \times S^n, s \in I$, has the same quasi-local charge $Q(\{s\} \times S^n) = Q$ by the Divergence Theorem and as $\text{div}_\gamma E = 0$.

Definition 2.25 (Generalized Hawking Mass). Let $(M, \gamma, E, \Lambda)$ be an electrically charged Riemannian manifold of dimension $n + 1 \geq 3$. Let $\Sigma \subset M$ be a closed hypersurface with unit normal $\nu$. Let $g$ denote the induced metric on $\Sigma$ and let $H$ be the mean curvature of $\Sigma$ with respect to $\nu$. The generalized Hawking mass $\mathcal{M}(\Sigma)$ of $\Sigma$ in $(M, \gamma, E, \Lambda)$ is defined as

\begin{equation}
\mathcal{M}(\Sigma) := \frac{1}{2} \left( \frac{|\Sigma|_g}{\omega_n} \right)^{\frac{n-1}{n}} \times \left( 1 - \frac{1}{n^2 \omega_n} \left( \frac{\omega_n}{|\Sigma|_g} \right)^{\frac{n-2}{n}} \int_\Sigma H^2 dV_g + \frac{Q(\Sigma)^2}{\omega_n} \left( \frac{\omega_n}{|\Sigma|_g} \right)^{\frac{2(n-1)}{n}} - \frac{2\Lambda}{n(n+1)} \left( \frac{|\Sigma|_g}{\omega_n} \right)^{\frac{n}{2}} \right),
\end{equation}

where $dV_g$ denotes the volume measure on $\Sigma$.

Remark 2.26 (Consistency with Previous Definitions). As can easily be verified, the generalized Hawking mass $\mathcal{M}(\Sigma)$ coincides with the original definition for $n = 2$ in the case $\Lambda = 0$ without electric field (see [39, 36]), with the “asymptotically hyperbolic Hawking mass” for $n = 2$ and without electric field when $\Lambda = \Lambda_n = -\frac{n(n+1)}{2}$ (see [59, 21]), with the “charged Hawking mass” (see [33, 43]) for $n = 2$ and $\Lambda = 0$, and with the higher dimensional Hawking mass for $n \geq 3$, $\Lambda = 0$, and without electric field (see for example [17]).

Proposition 2.27 (Rewriting the Generalized Hawking Mass). Using the functions $p_{m,q,\Lambda}$ introduced in (4) and the volume radius $r(\Sigma) := \left( \frac{|\Sigma|_g}{\omega_n} \right)^{\frac{1}{n}}$, we can rewrite the generalized Hawking mass as

\begin{equation}
\mathcal{M}(\Sigma) = \frac{r(\Sigma)^{n-1}}{2} \left( p_{0,Q(\Sigma),\Lambda}(r(\Sigma)) - \frac{1}{n^2 \omega_n r(\Sigma)^{n-2}} \int_\Sigma H^2 dV_g \right).
\end{equation}

Proposition 2.28 (Quasi-Local (Sub-)Extremality of Minimal Hypersurfaces). Let $n \geq 2$ and let $(M, \gamma, E, \Lambda)$ be an electrically charged Riemannian manifold of dimension $n + 1$. Let $\Sigma \subset M$ be a closed, minimal hypersurface in $(M, \gamma)$, and let $g$ denote its induced metric. Let $r(\Sigma)$ denote the volume radius of $\Sigma$, i.e., $|\Sigma|_g =: \omega_n r(\Sigma)^n$. Then the $\Lambda$-Reissner–Nordström manifold of mass $\mathcal{M}(\Sigma)$, charge $Q(\Sigma)$, and cosmological constant $\Lambda$ is sub-extremal with largest positive root $r_+ = r(\Sigma)$ if and only if $h_{Q(\Sigma),\Lambda}(r(\Sigma)) > 0$ and extremal if and only if $h_{Q(\Sigma),\Lambda}(r(\Sigma)) = 0$.

Moreover, if it is sub-extremal then $\mathcal{M}(\Sigma) > |Q(\Sigma)|$ while if it is extremal then $Q(\Sigma) \neq 0$. 
Proof. By definition of $\mathcal{M}(\Sigma)$ and the fact that $\Sigma$ is minimal, we find

$$\mathcal{M}(\Sigma) = \frac{r(\Sigma)^{n-1}}{2} \left( 1 + \frac{Q(\Sigma)^2}{r(\Sigma)^2(n-1)^2} - \frac{2\Lambda r(\Sigma)^2}{n(n+1)} \right),$$

hence $r(\Sigma)$ is a positive root of $p_{\mathcal{M}(\Sigma), Q(\Sigma), \Lambda}$. This shows that the $\Lambda$-Reissner–Nordström manifold of mass $\mathcal{M}(\Sigma)$, charge $Q(\Sigma)$, and cosmological constant $\Lambda$ must be either sub-extremal or extremal. By Lemma 2.7, we know that if it is extremal then $p_{\mathcal{M}(\Sigma), Q(\Sigma), \Lambda}$ has precisely one positive root $r_+ = r(\Sigma)$ with $h_{Q(\Sigma), \Lambda}(r(\Sigma)) = 0$. Similarly, if it is sub-extremal, then $p_{\mathcal{M}(\Sigma), Q(\Sigma), \Lambda}$ has at most two positive roots $0 < r_- < r_+$ with $h_{Q(\Sigma), \Lambda}(r_-) < 0 < h_{Q(\Sigma), \Lambda}(r_+)$. Hence $h_{Q(\Sigma), \Lambda}(r(\Sigma)) > 0$ implies $r(\Sigma) = r_+$ also in this case. The remaining claims follow directly from Lemma 2.7.

The generalized Hawking mass naturally simplifies when studied in rotationally symmetric electrically charged Riemannian manifolds. Moreover, it has very useful monotonicity properties along the coordinate spheres in rotationally symmetric electrically charged Riemannian manifolds, but also, for $n = 2$, more generally along collar extensions such as those to be constructed in Section 3. These properties will be discussed in Section 3.5.

3. Collar extensions

This section will be devoted to constructing “collar extensions”, a central tool for constructing extensions with prescribed asymptotics. More precisely, for a given smooth metric $g_o$ on the sphere $S^n$, we will construct a collar extension, that is, an electrically charged Riemannian manifold $(M, \gamma, E, \Lambda)$ such that $\partial M$, with its induced metric $g$, is isometric to $(S^n, g_o)$ and is a strictly outward minimizing hypersurface in $(M, \gamma)$. We intend to use Theorem 2.18 to show that $\partial M$ is outward minimizing.

Searching for collar extensions, we make the ansatz that $M = [0, 1] \times S^n$ arises as a direct product, so that in particular $\partial M = \{0\} \times S^n$, while $\gamma$ shall be of the form

$$\gamma = v(t, \cdot)^2 dt^2 + F(t)^2 g(t),$$

where $v: M = [0, 1] \times S^n \to \mathbb{R}^+$ and $F: [0, 1] \to \mathbb{R}^+$ are smooth, positive functions and \{g(t)\}_{t \in [0,1]} is a suitable smooth path of metrics connecting $g_o$ to a round metric on $S^n$. As usual when constructing extensions à la Mantoulidis and Schoen, the smooth path of metrics \{g(t)\}_{t \in [0,1]} will be chosen such that it satisfies the following Conditions (E1-E3):

(E1) $g(0) = g_o$ and $g(1)$ is round,
(E2) $g'(t) = 0$ for $t \in [\theta, 1]$ where $0 < \theta < 1$, and
(E3) $\text{tr}_{g(t)} g'(t) = 0$ for $t \in [0, 1],$

where $' \equiv \frac{\partial}{\partial t}$. Here, Condition (E1) ensures that $\partial M = \{0\} \times S^n$, with its induced metric $g(0)$, is isometric to $(S^n, g_o)$ if we fix $F(0) = 1$. Moreover, together with Condition (E2) it will later allow us to smoothly glue the collar extension to a rotationally symmetric $\Lambda$-Reissner–Nordström manifold. Condition (E3) is helpful for simplifying the formula for
the scalar curvature of \((M, \gamma)\) and is thereby useful for ensuring that the DEC \((E)\) will be satisfied by the electrically charged Riemannian manifold we construct. Moreover, it simplifies the formula for the mean curvature of the coordinate spheres \(\{t\} \times \mathbb{S}^n\), see Lemma 3.13, and thereby helps ensuring both that \(\{0\} \times \mathbb{S}^n\) is minimal and that \(\{t\} \times \mathbb{S}^n\) is strictly mean convex for \(t \in (0, 1]\). It implies in particular that the volume \(|\{t\} \times \mathbb{S}^n|_{F(t)^2 g(t)}\) is preserved (i.e., independent of \(t\)).

**Remark 3.1.** It can easily be seen that Condition \((E3)\) is equivalent to \(\frac{d}{dt} dV_{g(t)} = 0\) for \(t \in [0, 1]\), where \(dV_{g(t)}\) denotes the volume form induced on \(\mathbb{S}^n\) by the metric \(g(t)\).

Of course, when \(n > 2\), one needs to assume or otherwise ensure a priori that \(g_o\) can be connected to a round metric on \(\mathbb{S}^n\) in a smooth fashion. The assumptions we will make will depend on the dimensional parameter \(n\) and will be discussed below in Sections 3.1, 3.2, 3.3. Indeed, once a smooth path of metrics \(\{h(\tau)\}_{\tau \in [0, T)}\), \(0 < T \leq \infty\), connecting \(g_o = h(0)\) to a round metric on \(\mathbb{S}^n\) as \(\tau \rightarrow T\) has been constructed, a path \(\{g(t)\}_{t \in [0, 1]}\) satisfying Conditions \((E1-E3)\) can be constructed by rescaling the time \(\tau\), adjoining the round limit metric \(\lim_{\tau \rightarrow T} g(\tau)\), dilating the metrics in the path smoothly depending on time to preserve their volume, and applying a diffeomorphism fixing procedure developed by Mantoulidis and Schoen for \(n + 1 = 3\) (see proof of Lemma 1.2 in [52]) and generalized to higher dimensions by Cabrera Pacheco and Miao (see proof of Lemma 4.1 in [22]) to ensure Condition \((E3)\). Moreover, positive scalar curvature can be preserved in this procedure. We summarize this as follows.

**Lemma 3.2 (Normalizing Paths, [52, 22]).** Let \(n \geq 2\) and let \(g_o\) be a smooth metric on \(\mathbb{S}^n\). Suppose there is a smooth path of metrics \(\{h(\tau)\}_{\tau \in [0, T)}, 0 < T \leq \infty\), connecting \(g_o = h(0)\) to a round metric on \(\mathbb{S}^n\) as \(\tau \rightarrow T\). Then this path can be transformed to a smooth path of metrics \(\{g(t)\}_{t \in [0, 1]}\) satisfying Conditions \((E1-E3)\). If all metrics in the path \(\{h(\tau)\}_{\tau \in [0, T)}\) have positive scalar curvature \(R(h(\tau)) > 0\) then it can be arranged that also \(R(g(t)) > 0\) for all \(t \in [0, 1]\).

Before we discuss the assumptions we need to make on \(g_o\), let us quickly mention how we will construct the remaining ingredients for constructing the electrically charged Riemannian manifold constituting our collar extension. We will use the volume radius \(r_o\) defined by \(|\mathbb{S}^n|_{g_o} =: \omega_n r_o^n\), where \(|\mathbb{S}^n|_{g_o}\) is the volume of the unit sphere with respect to the metric \(g_o\) and \(\omega_n\) denotes the volume of the standard unit \(n\)-sphere. For the electric field \(E\), we make the ansatz

\[
E = \frac{q}{v(t, \cdot)} r_o^n F(t)^n \partial_t,
\]

where \(q \in \mathbb{R}\) is an a priori arbitrary constant, so that \(E\) is naturally divergence-free. When we will later glue the constructed collar extensions to suitable sub-extremal \(\Lambda\)-Reissner–Nordström manifolds, \(q\) will play the role of (total) charge and we will impose conditions
on it as needed. As the glued extensions shall satisfy the DEC \(^{(15)}\), we will need to pick a designated cosmological constant \(\Lambda\) in advance.

We will now discuss the different assumptions we will make on the initial metric \(g_o\) on \(S^n\) and collect the relevant theorems allowing to construct a smooth path of metrics \(\{g(t)\}_{t \in [0,1]}\) satisfying said assumptions along the path.

3.1. Case \(n = 2\) and a Conformal Approach for \(n \geq 3\). The first option we have is to consider paths of metrics in the set \(\mathcal{M}^+ := \{g\ \text{metric on } S^2 : \lambda_1(-\Delta_g + K(g)) > 0\}\), where \(\lambda_1(-\Delta_g + K(g))\) is the first eigenvalue of the operator \(-\Delta_g + K(g)\) on \(S^2\), \(K(g)\) is the Gaussian curvature, \(\Delta_g\) is the Laplace–Beltrami operator of \(g\). The condition on \(\lambda_1\) arises naturally in the theory of minimal surfaces, and its connection to general relativity comes from the fact that outermost horizons (aka outward minimizing minimal surfaces) in asymptotically Euclidean Riemannian manifolds with non-negative scalar curvature are, in fact, stable minimal spheres (for more details see \([1, 21, 52, 51]\)). It was shown by Mantoulidis and Schoen \([52]\) that \(\mathcal{M}^+\) is path connected and that we can always find a smooth path of metrics connecting a given metric on \(\mathcal{M}^+\) to the round metric as desired\(^6\).

**Lemma 3.3 (\([52]\) Lemma 1.2).** For any \(g_o \in \mathcal{M}^+\), there exists a smooth path of metrics \(\{g(t)\}_{t \in [0,1]} \subset \mathcal{M}^+\) satisfying Conditions (E1-E3). In particular, if \(K(g_o) > 0\) then the whole path \(\{g(t)\}_{t \in [0,1]}\) has \(K(g(t)) > 0\).

The construction of this path of metrics relies on the Uniformization Theorem. In fact, it is easy to see that the same approach works for \(n \geq 3\) provided that one picks \(g_o \in [g_s]\), where \([g_s]\) denotes the conformal class of the canonical metric \(g_s\) on \(S^n\). To see this, we set \(\mathcal{M}^+_{[g_s]} := \{g \in [g_s] : \lambda_1(-\Delta_g + \frac{1}{2} R(g)) > 0\}\), where \(\lambda_1(-\Delta_g + \frac{1}{2} R(g))\) is the first eigenvalue of the operator \(-\Delta_g + \frac{1}{2} R(g)\) on \(S^n\), with \(\Delta_g\) denoting the Laplace–Beltrami operator and \(R(g)\) the scalar curvature of \(g\). Then for \(g_o \in \mathcal{M}^+_{[g_s]}\), we know that there exists a smooth function \(w : S^n \to \mathbb{R}\) and a diffeomorphism \(\Phi : S^n \to S^n\) such that \(g_o = e^{2w}\Phi_* g_s\). Setting \(h(t) := e^{2(1-t)w}\Phi_* g_s, t \in [0,1]\), we obtain a smooth path of metrics in \([g_s]\) such that \(h(0) = g_o\) and \(h(1)\) is round. To see that \(h(t) \in \mathcal{M}^+_{[g_s]}\) for all \(t \in [0,1]\), let \(f : S^n \to \mathbb{R}\) be a smooth function and compute

\[
\int_{S^n} f(-\Delta h(t)) + \frac{1}{2} R(h(t)) f dV_{h(t)} = \int_{S^n} (|df|_{h(t)}^2 + \frac{1}{2} R(h(t)) f^2) dV_{h(t)}
\]

\[
= \int_{S^n} e^{(n-2)(1-t)w} (|df|_{\Phi g_s}^2 + \frac{n-1}{2} [n - 2(1-t)\Delta_{\Phi g_s} w - (n-2)(1-t)^2|dw|_{\Phi g_s}^2 f^2]) dV_{\Phi g_s}
\]

\[
= \int_{S^n} (|d(e^{\frac{(n-2)(1-t)w}{2}} f)|_{\Phi g_s}^2 - (n-2)(1-t)(\Phi g_s)(dw, df) e^{(n-2)(1-t)w} f
\]

\(^6\)Chau and Martens \([23]\) generalized this result to \(\lambda_1(-\Delta_g + K(g)) \geq 0\); we do not pursue this case here.
+ \left\{ -\frac{(n-2)^2(1-t)^2}{4} |dw|_{\Phi_*g_*}^2 + \frac{n-1}{2} \left[ n - (n-2)(1-t)^2 |dw|_{\Phi_*g_*}^2 \right] \right\} e^{(n-2)(1-t)w} \int \frac{f^2}{2} 
 + (n-1) \left[ (n-2)(1-t)^2 |dw|_{\Phi_*g_*}^2 f^2 + 2(1 - t)(\Phi_*g_*)(dw, df) \right] e^{(n-2)(1-t)w} \int dV_{\Phi_*g_*},

where \( dV_{h(t)} \) denotes the volume form on \( \mathbb{S}^n \) with respect to \( h(t), dV_{\Phi_*g_*} \) the one with respect to \( \Phi_*g_* \), and where we have used the Divergence Theorem, \( R(g_*) = n(n-1) \), the standard formula for the transformation of the scalar curvature under conformal changes, and \( dV_{h(t)} = e^{n(1-t)w} dV_{\Phi_*g_*} \). Now set \( \psi := e^{-\frac{(n-2)(1-t)w}{2}} f \) and observe that this can be rewritten as

\[
\int_{\mathbb{S}^n} f(-\Delta h(t) + \frac{1}{2} R(h(t))) f dV_{h(t)} = \int_{\mathbb{S}^n} |d\psi|_{\Phi_*g_*}^2 dV_{\Phi_*g_*} + \frac{n(n-1)}{2} \int_{\mathbb{S}^n} \psi^2 dV_{\Phi_*g_*} + (1-t) \int_{\mathbb{S}^n} n(\Phi_*g_*)(dw, d\psi) \psi dV_{\Phi_*g_*} 
- (1-t)^2 \int_{\mathbb{S}^n} \frac{n(n-2)|dw|_{\Phi_*g_*}^2}{4} dV_{\Phi_*g_*} 
\]

=: B_{\psi}(t),

using again the Divergence Theorem. In order to see that \( \lambda_1(-\Delta h(t) + \frac{1}{2} R(h(t))) > 0 \) for all \( t \in [0, 1] \), it hence suffices to show that \( B_{\psi}(t) > 0 \) for all \( t \in [0, 1] \) and all smooth, non-vanishing \( \psi: \mathbb{S}^n \to \mathbb{R} \). Fix a smooth, non-vanishing \( \psi: \mathbb{S}^n \to \mathbb{R} \). Then \( B_{\psi}(1) \) is manifestly positive, while \( B_{\psi}(0) \) is positive by our assumption that \( g_0 \in \mathcal{M}_{[a_+]}^+ \). On the other hand, the map \( t \mapsto B_{\psi}(t) \) is an at most quadratic polynomial in \( t \) which is manifestly concave, i.e., satisfies \( 0 < (1-t)B_{\psi}(0) + tB_{\psi}(1) \leq B_{\psi}(t) \) for all \( t \in [0, 1] \). Hence \( h(t) \in \mathcal{M}_{[a_+]}^+ \) for all \( t \in [0, 1] \) as claimed.

In particular, if \( R(g_0) > 0 \), the above argument applies without the term \( \int_{\mathbb{S}^n} |df|_{h(t)}^2 dV_{h(t)} \) and then shows that \( R(g(t)) > 0 \) for all \( t \in [0, 1] \) (cf. [13]). Combining this with Lemma 3.2 we obtain the following conclusion.

**Lemma 3.4** (Paths from Uniformization, \( n \geq 3 \)). For any \( g_0 \in \mathcal{M}_{[a_+]}^{\tau} \), there exists a smooth path of metrics \( \{g(t)\}_{t \in [0,1]} \subset \mathcal{M}_{[a_+]}^{\tau} \) satisfying Conditions [E1-E3]. In particular, if \( R(g_0) > 0 \) then \( R(g(t)) > 0 \) for all \( t \in [0, 1] \).

Moreover, the above comment about \( \lambda_1 > 0 \) being related to stable outward minimizing minimal spheres applies analogously for \( n \geq 3 \).

Returning our attention to \( n = 2 \), one can alternatively construct a path for an initial metric \( g_0 \) with \( R(g) \) or in other words \( K(g) \) bounded below by a negative constant as was shown by Cabrera Pacheco, Cederbaum, and McCormick [21] using area-preserving Ricci flow (see [25, 38]). This condition turned out to be particularly useful to construct the asymptotically hyperbolic extensions in [21].
Lemma 3.5 ([21 Lemma 5.1]). Given \((S^2, g_o)\) with \(K(g_o) > -\tau\), where \(\tau \geq 0\), there exists a smooth path of metrics \(\{g(t)\}_{t\in[0,1]}\) on \(S^2\) satisfying Conditions (E1-E3) and \(K(g(t)) > -\tau\) for all \(t \in [0,1]\).

3.2. Case \(n = 3\). For \(n = 3\), we are only aware of one result allowing to construct a smooth path of metrics connecting a given metric \(g_o\) to a round metric on \(S^3\). Let \(\text{Scal}^+(S^n)\) denote the set of smooth metrics with positive scalar curvature on \(S^n\). The space \(\text{Scal}^+(S^n)\) was shown to be path connected for \(n = 3\) by Marques [54] using Ricci flow (see [37, 14]). Cabrera Pacheco and Miao [22] mollified such continuous paths of metrics and obtained the following theorem.

Theorem 3.6 ([22 Corollary 2.1]). Given any \(g_o \in \text{Scal}^+(S^3)\), there exist a smooth path \(\{h(t)\}_{t\in[0,1]}\) in \(\text{Scal}^+(S^3)\) connecting \(g_o\) to a round metric on \(S^3\).

Applying Lemma 3.2, they then obtain the desired path.

Corollary 3.7 (Existence of Paths with Desired Properties, \(n = 3\)). Given \(g_o \in \text{Scal}^+(S^3)\) with \(R(g_o) > 0\), there exists a smooth path of metrics \(\{g(t)\}_{t\in[0,1]}\) on \(S^3\) satisfying Conditions (E1-E3) and \(R(g(t)) > 0\) for all \(t \in [0,1]\).

3.3. Case \(n > 3\). To apply Ricci flow successfully in higher dimensions \(n \geq 4\), we have to assume in addition that the sphere has pointwise \(1/4\)-pinched sectional curvatures in view of the Differential Sphere Theorem by Brendle and Schoen [15] proved using Ricci flow (see [37, 14]). Let us briefly state the definition of this pinching condition, the Differentiable Sphere Theorem, and the generalization thereof that we will exploit.

Definition 3.8 (Pointwise \(1/4\)-Pinched Sectional Curvature Condition). A Riemannian manifold \((\Sigma, g)\) has pointwise \(1/4\)-pinched sectional curvature if \(\Sigma\) has positive sectional curvature, \(K \geq 0\), and if \(K(\pi_1) < 4K(\pi_2)\) holds for every pair of 2-planes \(\pi_1, \pi_2 \subset T_p\Sigma\) at every \(p \in \Sigma\).

Note that the fact that the sectional curvature is positive implies positive scalar curvature.

Theorem 3.9 (Differentiable Sphere Theorem [15]). Let \((\Sigma, g)\) be a compact Riemannian manifold of dimension \(n \geq 4\) with pointwise \(1/4\)-pinched sectional curvature. Then \(\Sigma\) admits a metric of constant curvature and therefore is diffeomorphic to a spherical space form.

Theorem 3.10 (Brendle–Schoen [16]). Let \((\Sigma, g_o)\) be a compact Riemannian manifold of dimension \(n \geq 4\) with pointwise \(1/4\)-pinched sectional curvature. Let \(\{h(\tau)\}_{\tau \in [0,T]}\), denote the unique maximal solution to Ricci flow on \(\Sigma\) with initial metric \(g_o\). Then the rescaled path of metrics \(\frac{1}{2(n-1)(T-\tau)}h(\tau)\) smoothly converges to a metric of constant sectional curvature 1 as \(\tau \to T\).

Note that the \(1/4\)-pinched sectional curvature condition may not be preserved by the flow, but the positivity of the scalar curvature is preserved along the flow. Combining this with Lemma 3.2 one gets the desired path.
Corollary 3.11 (Existence of Paths with Desired Properties, $n \geq 4$). Let $n \geq 4$. Given any metric $g_o$ on $\mathbb{S}^n$ with pointwise $1/4$-pinched sectional curvature. Then there exists a smooth path of metrics $\{g(t)\}_{t \in [0,1]}$ on $\mathbb{S}^n$ satisfying Conditions (71-E3) and $R(g(t)) > 0$ for all $t \in [0,1]$.

In [22], Cabrera Pacheco and Miao consider an alternative way of constructing such paths for $n \geq 4$, using extrinsic geometric flows developed by Gerhardt [35] and Urbas [65].

3.4. Constructing the Collar Extension. Using the paths described above, we will now construct, as in [1], a collar extension which is an electrically charged Riemannian manifold $(M, \gamma, E, \Lambda)$ of the form $M = [0,1] \times \mathbb{S}^n$, $\gamma$ as in (21), $E$ as in (22), satisfying the strict DEC (16), inducing a metric isometric to a given metric $g_o$ on the inner boundary $\{t\} \times \mathbb{S}^n$, and such that $\{t\} \times \mathbb{S}^n$ has positive mean curvature for $t \in (0,1]$ and vanishing mean curvature for $t = 0$. For later convenience, we will slightly deviate from above by using a general compact interval $[a,b]$.

Lemma 3.12 (Divergence-Free Electric Field; Outward Unit Normal). Let $n \geq 2$ and let $\{g(t)\}_{t \in [a,b]}$ be a smooth path of metrics on $\mathbb{S}^n$ satisfying $\text{tr}_{g(t)} g'(t) = 0$ for all $t \in [a,b]$, with $r_a$ denoting the volume radius of $g(a)$, i.e., $\omega_n r_a^n := |\{a\} \times \mathbb{S}^n|_{g(a)}$. Set $M := [a,b] \times \mathbb{S}^n$ and let $v: M \to \mathbb{R}^+$ and $F: [a,b] \to \mathbb{R}^+$ be smooth, positive functions. Let $\gamma$ be the smooth Riemannian metric given by $\gamma = v(t, \cdot) dt^2 + F(t)^2 g(t)$ on $M$, and let $q \in \mathbb{R}$ be a constant. Then the smooth vector field $E$ defined by $E := \frac{q}{v(t, \cdot) r_a^n F(t)} \partial_t$ is divergence-free, i.e., satisfies $\text{div}_\gamma E = 0$ on $M$, and $Q(\{t\} \times \mathbb{S}^n) = q$ for all $t \in [a,b]$ with respect to the outward unit normal $\nu = \frac{1}{v(t, \cdot)} \partial_t$.

Proof. We compute $\text{div}_\gamma E = \frac{q}{v(t, \cdot) r_a^n} \left( \frac{1}{v(t, \cdot) r_a^n} F(t) \right)' + \text{div}_\gamma \partial_t = \frac{q}{2 v(t, \cdot) r_a^n} \text{tr}_g g' = 0$. The claim about $Q$ follows from the Divergence Theorem as $E$ is divergence-free, and from

$$Q(\{a\} \times \mathbb{S}^n) = \frac{1}{\omega_n} \int_{\{a\} \times \mathbb{S}^n} \gamma \left( \frac{q}{v(a, \cdot) r_a^n F(a)} \partial_t, \frac{1}{v(a, \cdot)} \partial_t \right) dV_g = \frac{q |\{a\} \times \mathbb{S}^n|_g}{r_a^n F(a)^n \omega_n} = q. \quad \square$$

Next, let us briefly recall the mean curvature of the coordinate spheres $\{t\} \times \mathbb{S}^n$ in $(M, \gamma)$ and the scalar curvature of $(M, \gamma)$ as in Lemma 3.12.

Lemma 3.13 (Mean Curvature of Coordinate Spheres). Let $n \geq 2$ and let $\{g(t)\}_{t \in [a,b]}$ be a smooth path of metrics on $\mathbb{S}^n$ satisfying $\text{tr}_{g(t)} g'(t) = 0$ for all $t \in [a,b]$. Set $M := [a,b] \times \mathbb{S}^n$ and let $v: M \to \mathbb{R}^+$ and $F: [a,b] \to \mathbb{R}^+$ be smooth, positive functions. Let $\gamma$ be the smooth Riemannian metric given by $\gamma = v(t, \cdot) dt^2 + F(t)^2 g(t)$ on $M$. Then the mean curvature $H(\{t\} \times \mathbb{S}^n)$ of the coordinate sphere $\{t\} \times \mathbb{S}^n$, $t \in [a,b]$, is given by

$$H(\{t\} \times \mathbb{S}^n) = \frac{n F'(t)}{v(t, \cdot) F(t)}$$
with respect to the outward unit normal $\nu = \frac{1}{\nu} \partial_t$. In particular, the sign of $H(\{t\} \times S^n)$ depends solely on the sign of $F'(t)$, and $\{t\} \times S^n$ is minimal if and only if $F'(t) = 0$.

**Proof.** A straightforward computation gives

$$H(\{t\} \times S^n) = \frac{NF'(t)}{v(t, \cdot) F(t)} + \frac{1}{2v(t, \cdot)} \operatorname{tr}_{g(t)} g'(t) = \frac{NF'(t)}{v(t, \cdot) F(t)}.$$  

**Lemma 3.14** (Scalar Curvature). Let $n \geq 2$ and let $\{g(t)\}_{t \in [a, b]}$ be a smooth path of metrics on $S^n$ satisfying $\operatorname{tr}_{g(t)} g'(t) = 0$ for all $t \in [a, b]$. Set $M := [a, b] \times S^n$ and let $v: M \to \mathbb{R}^+$ and $F: [a, b] \to \mathbb{R}^+$ be smooth, positive functions. Let $\gamma$ be the smooth Riemannian metric given by $\gamma = v(t, \cdot)^2 dt^2 + F(t)^2 g(t)$ on $M$. Then the scalar curvature $R(\gamma)$ of $(M, \gamma)$ can be written as

$$R(\gamma) = \frac{R(g)}{F^2} - \frac{2\Delta g v}{v F^2} + \frac{1}{v^2} \left( \frac{2nv' F'}{v F} - \frac{n}{F^2} \left( (n-1)F'^2 + 2FF'' \right) - \frac{1}{4} |g'|_g^2 \right),$$

where $'$ denotes a (partial) time derivative.

**Proof.** A proof of this formula can be found in [19. (3.6)].

The following lemma specializes the scalar curvature formula to rotational symmetry and characterizes when rotationally symmetric electrically charged Riemannian manifolds satisfy the (strict) DEC. It will be useful in Section 4.

**Lemma 3.15** (DEC in Rotational Symmetry, Radial Profile). Let $n \geq 2$, $M := [a, b] \times S^n$, and $f: [a, b] \to \mathbb{R}^+$ a smooth, positive function. Let $\gamma$ be the smooth Riemannian metric given by $\gamma = ds^2 + f(s)^2 g_*$ on $M$, where $g_*$ denotes the canonical metric on $S^n$. Let $q \in \mathbb{R}$ and let $E$ be the smooth vector field given by $E := \frac{\partial}{\partial t}$. Then for any $\Lambda \leq 0$, the electrically charged Riemannian manifold $(M, \gamma, E, \Lambda)$ satisfies the DEC (13) if and only if

$$f'' \leq \frac{n-1}{2f} \left( \frac{h_{q, \Lambda} \circ f}{f^{2(n-1)}} - (f')^2 \right)$$

holds on $[a, b]$, while the strict DEC (16) is satisfied if and only if

$$f'' < \frac{n-1}{2f} \left( \frac{h_{q, \Lambda} \circ f}{f^{2(n-1)}} - (f')^2 \right)$$

on $[a, b]$. The function $f$ is called the radial profile of $(M, \gamma, E, \Lambda)$.

**Proof.** Applying Lemma 3.12 with $v = 1$, $F = f$ and $t = s$, we immediately see that $E$ is defined as it is defined there and is hence divergence-free so that $(M, \gamma, E, \Lambda)$ is an electrically charged Riemannian manifold. Similarly, applying Lemma 3.13 in the rotationally symmetric case $v = 1$, $F = f$, $t = s$, we obtain

$$R(\gamma) = \frac{R(g_*)}{f^2} - \frac{n}{f^2} \left( (n-1)f'^2 + 2ff'' \right) = \frac{n}{f} \left( (n-1)(1 - f'^2) - 2ff'' \right).$$
Lemma 3.16 (Collar Extension). Let $n \geq 2$ and let $\{g(t)\}_{t \in [0,1]}$ be a smooth path of metrics on $S^n$ satisfying Condition $[22]$. Let $\varepsilon \in (0,1]$ and set $F: [0,1] \to \mathbb{R}^+: t \mapsto \sqrt{1 + \varepsilon t^2}$. and let $\gamma$ be the smooth Riemannian metric given by $\gamma = v(t, \cdot)^2 dt^2 + F(t)^2 g(t)$ on $M := [0,1] \times S^n$ where $v: M \to \mathbb{R}^+$ is given by the following formulas under the following conditions

1. If $n \geq 2$ and $\lambda_1(-\Delta g(t) + \frac{1}{2} R(g(t))) > \kappa$ for all $t \in [0,1]$: set $v := A u$, where $u(t, \cdot)$ is the positive first $L^2(g(t))$-normalized eigenfunction of $-\Delta g(t) + \frac{1}{2} R(g(t))$, i.e., normalized such that $\int_{S^n} u(t, \cdot)^2 \sqrt{g(t)} = \omega_n r_o^n$,
2. If $n = 2$ and $K(g(t)) > -\kappa$ for all $t \in [0,1]$: set $v := A$,
3. If $n \geq 2$ and $R(g(t)) < 2\kappa$ for all $t \in [0,1]$: set $v := A$,

where $\kappa \geq 0$, $A > 0$ are real constants and $r_o$ denotes the volume radius of $\{0\} \times S^n$ with respect to the volume measure of $g(0)$. Now choose $\Lambda \leq 0$ and $q \in \mathbb{R}$ satisfying

$$\frac{n(n-1)\varepsilon^2}{r_o^2} < 2(\kappa - \Lambda) \quad \text{in Cases (1) and (3)}$$

$$\frac{n(n-1)\varepsilon^2}{r_o^2} < -(\kappa + \Lambda) \quad \text{in Case (2)},$$

and let $E$ be the electric field defined by $[22]$. Then there exists a constant $A_o > 0$ depending only on $n$, $\Lambda$, $\kappa$, $q$, and the path $\{g(t)\}_{t \in [0,1]}$ (and in particular not on $\varepsilon$), such that for every $A \geq A_o$, the electrically charged Riemannian manifold $(M, \gamma, E, \Lambda)$ satisfies the strict DEC $[16]$. Moreover, the inner boundary $\{0\} \times S^n$ is minimal and the spheres $\{t\} \times S^n$ for $t \in (0,1]$ are strictly mean convex with respect to the outward unit normal $\nu = \frac{1}{v} \partial_t$.

**Proof.** We will treat Cases (1) through (3) separately, using $[24]$ and the specific definition of $v$. In any case, we will use $1 \leq F(t) \leq \sqrt{2}$ and $F'(t) = \frac{\varepsilon}{F(t)}$, $F''(t) = \frac{\varepsilon^2 - \varepsilon^2}{F(t)^2} = \frac{\varepsilon - F'(t)^2}{F(t)}$ for all $t \in [0,1]$. For Case (1), we compute

$$R(\gamma) - 2\Lambda - n(n-1)|E|^2_\gamma = \frac{2}{u F^2} \left(-\Delta g_v + \frac{1}{2} R(g)v\right) + \frac{1}{v^2} \left(\frac{2nu'F'}{v F} - \frac{n}{F^2} \left((n-1)F'^2 + 2FF''\right) - \frac{1}{4} |g'|_g^2 \right)$$

$$\quad - 2\Lambda - n(n-1)|E|^2_\gamma$$

$$= \frac{2}{u F^2} \left(-\Delta g_u + \frac{1}{2} R(g)u\right) + \frac{1}{A^2 u^2} \left(\frac{2nu'F'}{u F} - \frac{n}{F^2} \left((n-3)F'^2 + 2\varepsilon\right) - \frac{1}{4} |g'|_g^2 \right)$$

$$\quad - 2\Lambda - \frac{n(n-1)\varepsilon^2}{r_o^2 n F^{2n}}$$

Imposing $R(\gamma) \geq (>) 2\Lambda + \frac{n(n-1)\varepsilon^2}{F^{2n}}$ leads to the inequality $[23]$ (respectively to $[24]$). \hfill \Box

Let us now turn to a sufficient condition ensuring the strict DEC $[16]$ beyond rotational symmetry. Our ansatzes for $F$ and $v$ go back to and unify those in $[52, 21, 1]$. 
\[ \frac{2}{F^2} \lambda_1(-\Delta_g + \frac{1}{2} R(g)) - 2\Lambda - \frac{n(n-1)q^2}{r_o^{2n} F^{2n}} \]

\[ + \frac{1}{A^2} \min\{0, \min_M \left( \frac{2nu'}{u} \right) \} - c_n - \max_M(\frac{1}{4} |g'|^2_g) \]

\[ = \frac{1}{F^2} \left( 2\lambda_1(-\Delta_g + \frac{1}{2} R(g)) - 2F^2\Lambda - \frac{n(n-1)q^2}{r_o^{2n} F^{2(n-1)}} \right) \]

\[ + \frac{1}{A^2} \min\{0, \min_M \left( \frac{2nu'}{u} \right) \} - c_n - \max_M(\frac{1}{4} |g'|^2_g) \]

\[ < 0 \]

with \( c_2 := 4 \) and \( c_n := n(n-1) \) for \( n \geq 3 \). We estimate (I) from below by (I) \( > 2(\kappa - \Lambda) - \frac{n(n-1)q^2}{r_o^{2n} F^{2n}} > 0 \), using \( \lambda_1(-\Delta_g + \frac{1}{2} R(g)) \geq \kappa \), \( F \geq 1 \), and Condition (C). Recalling the choice of \( u \), the second bracket only depends on \( n \) and on the path \( \{g(t)\}_{t \in [0,1]} \), and hence we can choose \( A_o > 0 \) depending only on \( n, \kappa, \Lambda, q \), and the path \( \{g(t)\}_{t \in [0,1]} \) such that the strict DEC holds for all \( A \geq A_o \) and all \( \varepsilon \in (0,1) \).

Similarly, for Cases (2) and (3), we compute

\[ R(\gamma) - 2\Lambda - n(n-1)|E|^2 \]

\[ = \frac{R(g)}{F^2} + \frac{1}{A^2} \left( -\frac{n}{F^2} \left( (n-3)F'^2 + 2\varepsilon \right) - \frac{1}{4} |g'|^2_g \right) - 2\Lambda - \frac{n(n-1)q^2}{r_o^{2n} F^{2n}} \]

\[ \geq \frac{R(g)}{F^2} - 2\Lambda - \frac{n(n-1)q^2}{r_o^{2n} F^{2n}} + \frac{1}{A^2} \left( -c_n - \max_M(\frac{1}{4} |g'|^2_g) \right) \]

\[ = \frac{1}{F^2} \left( R(g) - 2F^2\Lambda - \frac{n(n-1)q^2}{r_o^{2n} F^{2(n-1)}} \right) + \frac{1}{A^2} \left( -c_n - \max_M(\frac{1}{4} |g'|^2_g) \right) \]

\[ < 0 \]

Now, in Case (2), we can estimate (I) from below by (I) \( > -2 \left( \kappa + \Lambda + \frac{q^2}{r_o^2} \right) > 0 \), using \( R(g) = 2K(g) \geq -2\kappa, F \geq 1 \), and Condition (C). In Case (3), we estimate (I) from below by (I) \( > 2(\kappa - \Lambda) - \frac{n(n-1)q^2}{r_o^{2n} F^{2n}} > 0 \), using \( R(g) \geq 2\kappa \geq 0, F \geq 1 \), and Condition (C). In both cases, we can conclude as before. The claim that \( (M, \gamma, E, \Lambda) \) constitutes an electrically charged Riemannian manifold is a direct application of Lemma 3.12 while the claims about the mean curvatures of the coordinate spheres follow from Lemma 3.13.

**Remark 3.17.** Note that, in Case (2), Condition (C) cannot be fulfilled for arbitrary choices of \( \kappa \geq 0 \) and \( \Lambda \leq 0 \); even the uncharged case \( q = 0 \) is ruled out if \( \kappa + \Lambda \geq 0 \).
Remark 3.18. Note that the normalization \( f_{\mathbb{S}^n}, u^2dV_g = 1 \) of the (positive) first eigenfunction \( u \) of \(-\Delta_g + \frac{1}{2}R(g)\) used in Lemma 3.16 and the rest of this paper differs from the one used in previous works. It ensures that \( u = 1 \) if \( g \) is round, making Case (1) of Lemma 3.16 more similar to Cases (2)–(4).

The reason why Cases (1) and (3) and Case (2) differ in this regard and in their treatment in the proof is that we impose a positive lower bound on \( \lambda_1(-\Delta_g(t) + \frac{1}{2}R(g(t))) \) and \( R(g(t)) \) along the path \( \{g(t)\}_{t \in [0,1]} \) in Cases (1) and (3), respectively, while we impose a negative lower bound on \( K(g(t)) \) along the path \( \{g(t)\}_{t \in [0,1]} \) in Case (2). This is related to the results on existence of such paths described above and will become more clear in Section 5.

Before we move on, let us collect a few further properties of the collar extensions constructed in Lemma 3.16.

Lemma 3.19 (A Priori Sub-Extremality of Collar Extensions). Let \( n \geq 2 \), \( \kappa \geq 0 \), and let \( \{g(t)\}_{t \in [0,1]} \) be a smooth path of metrics on \( \mathbb{S}^n \) as in any of the Cases (1), (2), or (3) of Lemma 3.16, and assume in addition that \( g(1) \) is round. Let \( r_o \) denote the volume radius of \( g(0) \) and assume that \( r_o, q, \Lambda, \) and \( \kappa \) satisfy Condition (C) of Lemma 3.16. Then the quasi-local sub-extremality condition \( h_{q,\Lambda}(r_o) > 0 \) holds. Moreover, \( \kappa < \frac{n(n-1)}{2r_o^2} \) holds in Cases (1) and (3) of Lemma 3.16.

Proof. Let us first show that \( \kappa < \frac{n(n-1)}{2r_o^2} \) in Cases (1) and (3): To see this, we choose \( t = 1 \) and use that \( R(g(1)) = \frac{n(n-1)}{r_o^2} \) as \( g(1) \) is a round sphere of volume radius \( r_o \). Thus, in Case (3), the condition \( R(g(1)) > 2\kappa \) readily implies \( \kappa < \frac{n(n-1)}{2r_o^2} \). In Case (1), the fact that the first eigenfunction of \(-\Delta_g(1) + \frac{1}{2}R(g(1))\) is given by \( u(1, \cdot) = 1 \) (see Remark 3.18) shows that \( \frac{1}{2}R(g(1)) = \lambda_1(-\Delta_g(1) + \frac{1}{2}R(g(1))) > \kappa \) implies that \( \kappa < \frac{n(n-1)}{2r_o^2} \). Combining this with the first condition in (C), we hence find \( h_{q,\Lambda}(r_o) = r_o^2 - q^2 - \frac{2\Lambda r_o^2}{n(n-1)} > r_o^2(1 - \frac{2\kappa r_o^2}{n(n-1)}) > 0 \) in Cases (1) and (3).

In Case (2), the second condition in (C) and \( \kappa \geq 0 \) lead to \( h_{q,\Lambda}(r_o) = r_o^2 - q^2 - \Lambda r_o^4 > r_o^2 + \kappa r_o^4 > 0 \). \( \square \)

The following lemma asserts that the generalized Hawking Mass at the far end of the collar, \( \{1\} \times \mathbb{S}^n \), is larger than that at the inner boundary for any collar extension constructed via Lemma 3.16. For \( n = 2 \), this is of course a consequence of the strict monotonicity of the generalized Hawking mass along such collar extensions, see Section 3.5. However, for \( n \geq 3 \), the monotonicity properties we will prove for the generalized Hawking mass along collar extensions in Proposition 3.28 do not seem to apply here; but see Proposition 3.28. The lemma also establishes an upper bound for the generalized Hawking mass at the far end of such collars; both will be useful later.
Lemma 3.20 (Generalized Hawking Mass on Far End of Collar). Let \( n \geq 2 \) and let \( g_o, r_o, q, \Lambda, k, A \geq A_o \), and \( \varepsilon \in (0, 1) \) be as in Lemma 3.16. Set \( m_o := \frac{r_o^{n-1}}{2} \left( 1 + \frac{q^2}{r_o^{2(n-1)}} - \frac{2\Lambda n_o^2}{n(n+1)} \right) \) and consider the collar extension constructed in Lemma 3.16, denoted as \( S_{\varepsilon,A} = ([0,1] \times S^n, \gamma_{\varepsilon,A} = (Au(t, \cdot))^2 dt^2 + (1 + \varepsilon t^2)g(t), E_{\varepsilon,A} = \frac{q}{Au(t, \cdot)} r_o^n (1 + \varepsilon t^2)^{-\frac{n}{2}} \partial_t, \Lambda) \).

Assume that \( g(1) \) is round. Then, for all \( t \in [0, 1] \), \( \varepsilon \in (0, 1) \), and \( A \geq A_o \), we have

\[
\mathcal{M}_{S_{\varepsilon,A}}(\{0\} \times S^n) = m_o, \tag{27}
\]

\[
\mathcal{Q}_{S_{\varepsilon,A}}(\{t\} \times S^n) = q, \tag{28}
\]

where \( \mathcal{M}_{S_{\varepsilon,A}} \) denotes the generalized Hawking mass functional and \( \mathcal{Q}_{S_{\varepsilon,A}} \) denotes the quasi-local charge functional in \( S_{\varepsilon,A} \). Moreover, there exists \( 0 < \varepsilon_o \leq 1 \) depending only on \( n, r_o, q, \Lambda, \) and \( A_o \) such that

\[
\mathcal{M}_{S_{\varepsilon,A}}(\{1\} \times S^n) > m_o \tag{29}
\]

for all \( \varepsilon \in (0, \varepsilon_o] \) and all \( A \geq A_o \). Finally, we have the upper bound

\[
\mathcal{M}_{S_{\varepsilon,A}}(\{1\} \times S^n) < (1 + \varepsilon)^{\frac{n+1}{2}} m_o \tag{30}
\]

for all \( \varepsilon \in (0, 1) \) and all \( A \geq A_o \).

Proof. First of all, (28) follows from Lemma 3.12 for all \( t \in [0, 1] \), \( \varepsilon \in (0, 1) \), \( A \geq A_o \). As a consequence of (28) and the fact that \( \partial M = \{0\} \times S^n \) is minimal in \( S_{\varepsilon,A} \), Lemma 3.13 gives us (27) for all \( \varepsilon \in (0, 1) \), \( A \geq A_o \). For (29), we use Proposition 2.27, Lemma 2.6, Lemma 3.19 and Taylor’s Formula to find

\[
\mathcal{M}_{S_{\varepsilon,A}}(\{1\} \times S^n) = \left( \sqrt{1+\varepsilon} \right)^{n-1} r_o^{n-1} \frac{p_{0,q,\Lambda}(\sqrt{1+\varepsilon} r_o) - \varepsilon^2 p_{0,q,\Lambda}^2}{(1+\varepsilon)A^2} \geq \frac{r_o^{n-1}}{2} \left( \left( \sqrt{1+\varepsilon} \right)^{n-1} p_{0,q,\Lambda}(\sqrt{1+\varepsilon} r_o) - \varepsilon^2 \frac{p_{0,q,\Lambda}^2}{A^2} \right)
\]

\[
= \frac{r_o^{n-1}}{2} \left( \left( \sqrt{1+\varepsilon} \right)^{n-1} \left[ p_{m_o,q,\Lambda}(\sqrt{1+\varepsilon} r_o) + \frac{2m_o}{(\sqrt{1+\varepsilon} r_o)^{n-1}} \right] - \varepsilon^2 \frac{p_{0,q,\Lambda}^2}{A^2} \right)
\]

\[
= \frac{r_o^{n-1}}{4} \left( 2 + (n-1)\varepsilon \right) p_{m_o,q,\Lambda}(r_o) + \frac{1}{2} \left( \frac{p_{m_o,q,\Lambda}^2}{r_o^{n-1}} \right) r_o \varepsilon \right) + m_o + O(\varepsilon^2)
\]

\[
= m_o + \frac{(n-1)h_{q,\Lambda}(r_o)}{4r_o^{n-1}} \varepsilon + O(\varepsilon^2) > m_o
\]
as \( \varepsilon \downarrow 0 \) for all \( A \geq A_o \). The constant in the \( O \)-notation depends only on \( n, r_o, q, \Lambda, \) and \( A_o \). In other words, there exists \( 0 < \varepsilon_o \leq 1 \) depending only on \( n, r_o, q, \Lambda, \) and \( A_o \) such that \( M_{S_{s,A}}(\{1\} \times \mathbb{S}^n) > m_o \) holds for all \( 0 < \varepsilon \leq \varepsilon_o \) and all \( A \geq A_o \).

To prove the upper estimate, we use again Proposition 2.27 to compute

\[
M_{S_{s,A}}(\{1\} \times \mathbb{S}^n) \leq \frac{(1 + \varepsilon)^{\frac{n+1}{2}} r_o^{n-1}}{2} p_{0,q,\Lambda}(\sqrt{1 + \varepsilon} r_o)
\]

\[
= \frac{(1 + \varepsilon)^{\frac{n+1}{2}} r_o^{n-1}}{2} \left( \frac{1}{1 + \varepsilon} + \frac{q^2}{r_o^{2(n-1)}(1 + \varepsilon)^{n-2}} - \frac{2\Lambda}{n(n+1)} r_o^2 \right)
\]

\[
< \frac{(1 + \varepsilon)^{\frac{n+1}{2}} r_o^{n-1}}{2} \left( \frac{1}{1 + \varepsilon} + \frac{q^2}{r_o^{2(n-1)}(1 + \varepsilon)^{n-2}} - \frac{2\Lambda}{n(n+1)} r_o^2 \right)
\]

\[
= \frac{(1 + \varepsilon)^{\frac{n+1}{2}} r_o^{n-1}}{2} p_{0,q,\Lambda}(r_o) = (1 + \varepsilon)^{\frac{n+1}{2}} m_o.
\]

\[\blacksquare\]

3.5. The Generalized Hawking Mass along Collar Extensions. The generalized Hawking mass naturally simplifies when studied in rotationally symmetric electrically charged Riemannian manifolds, a case that will be useful for our analysis.

**Proposition 3.21** (Generalized Hawking Mass in Rotational Symmetry). Let \( n \geq 2 \), let \( q, \Lambda \in \mathbb{R} \) be constants with \( \Lambda \leq 0 \), and let \( f : I \to \mathbb{R}^+ \) be a smooth, positive function defined on an interval \( I \). Consider the rotationally symmetric electrically charged Riemannian manifold given by \((I \times \mathbb{S}^n, \gamma = ds^2 + f(s)^2 g_s, E = \frac{q}{f(s)^n} \partial_s, \Lambda)\), where \( g_s \) denotes the canonical metric on \( \mathbb{S}^n \). Then every coordinate sphere \( \{s\} \times \mathbb{S}^n, s \in I \), has generalized Hawking mass

\[\mathcal{M}(\{s\} \times \mathbb{S}^n) = m + \frac{f(s)^{n-1}}{2} \left( p_{m,q,\Lambda}(f(s)) - f'(s)^2 \right)\]

for every \( m \in \mathbb{R} \).

**Proof.** This follows from a straightforward computation using Proposition 2.27 and exploiting the more general formula (23) which shows that the mean curvature \( H(s) \) of \( \Sigma_s \) is given by \( H(s) = \frac{n f'(s)}{f(s)} \). More specifically, using (20), we find

\[
\mathcal{M}(\{s\} \times \mathbb{S}^n) = \frac{f(s)^{n-1}}{2} \left( p_{0,q,\Lambda}(f(s)) - f'(s)^2 \right)
\]

\[
= \frac{f(s)^{n-1}}{2} \left( p_{m,q,\Lambda}(f(s)) + \frac{2m}{f(s)^{n-1}} - f'(s)^2 \right)
\]

\[
= m + \frac{f(s)^{n-1}}{2} \left( p_{m,q,\Lambda}(f(s)) - f'(s)^2 \right)
\]

for all \( m \in \mathbb{R} \) which implies the claim. \[\blacksquare\]
Remark 3.22 (Generalized Hawking Mass for $\Lambda$-Reissner–Nordström Coordinate Spheres). For $(n+1)$-dimensional sub-extremal $\Lambda$-Reissner–Nordström manifolds of mass $m$ and charge $q$, it follows from Lemma 3.12, Proposition 3.21, and Proposition 2.9 that $M(\{s\} \times S^n) = m$ and $Q(\{s\} \times S^n) = q$ for all $s \geq 0$. These identities also hold for extremal and super-extremal $\Lambda$-Reissner–Nordström manifolds as can be seen by a direct computation using that the mean curvature $H(r)$ of $\{r\} \times S^n, r > r_+$ is given by $H(r) = \frac{n \sqrt{p_{m,q,\Lambda}(r)}}{r}$, a consequence of (23).

We will now discuss monotonicity of the generalized Hawking mass along collar extensions. Recall that the Hawking mass is known to be increasing along Inverse Mean Curvature Flow and its weak version devised by Huisken and Ilmanen [42] in $n+1 = 3$-dimensional Riemannian manifolds $(M,\gamma)$ satisfying the (uncharged) DEC with $\Lambda = 0$, and strictly increasing provided $(M,\gamma)$ satisfies the (uncharged) strict DEC with $\Lambda = 0$; this was originally observed by Geroch [36] in the smooth case. Monotonicity of the asymptotically hyperbolic Hawking mass — see Remark 2.26 — under (weak) Inverse Mean Curvature Flow has been noted to follow from the same considerations by Neves [59] in $n+1 = 3$ dimensions, assuming the (uncharged) DEC with $\Lambda < 0$, with strict monotonicity provided that it holds strictly. Similarly, monotonicity of the charged Hawking mass — see Remark 2.26 — under Inverse Mean Curvature Flow has been established by Jang [43] and extended to weak Inverse Mean Curvature Flow by Disconzi and Khuri [33] in $n+1 = 3$ dimensions, assuming the charged DEC with $\Lambda = 0$, with strict monotonicity provided that it holds strictly.

As all these monotonicity proofs require the Gauss–Bonnet Theorem, they do not naturally lend themselves to be adjusted to a higher dimensional scenario. For the purposes of this paper, it will be very useful to have the following monotonicity lemma for the $n=2$-generalized Hawking mass at hand. In this case, it is a simplified combination of the known monotonicity properties discussed above. For $n \geq 3$, we can only expect and show monotonicity in a slight generalization of the rotationally symmetric scenario, allowing to circumvent the lack of a Gauss–Bonnet Theorem by adding a suitable assumption on the integral of the scalar curvature.

Proposition 3.23 (Generalized Hawking Mass Monotonicity). Let $n \geq 2$ and let $\{g(t)\}_{t \in [a,b]}$ be a smooth path of metrics on $S^n$ satisfying $tr_{g(t)} g'(t) = 0$ for all $t \in [a, b]$, with $r_a$ denoting the volume radius of $g(a)$, i.e., $\omega_n r_a^2 := |\{a\} \times S^n|_{g(a)}$. Set $M := [a,b] \times S^n$ and let $v: M \to \mathbb{R}^+$ and $F: [a,b] \to \mathbb{R}^+$ be smooth, positive functions with $F' \geq 0$. Let $\gamma$ be the smooth Riemannian metric given by $\gamma = v(t,\cdot)^2 dt^2 + F(t)^2 g(t)$ on $M$. Set $E := \frac{q}{v(t)^{\frac{n}{2}} F(t)^{\frac{n}{2}}} \partial_t$ for some constant $q \in \mathbb{R}$, and let $\Lambda \leq 0$. Assume that the electrically charged Riemannian manifold $(M,\gamma,E,\Lambda)$ satisfies the DEC (15). Then for $n = 2$, the generalized Hawking mass functional $M$ in $(M,\gamma,E,\Lambda)$ satisfies

$$\frac{d}{dt} M(\{t\} \times S^2) \geq 0$$
for all \( t \in [a, b] \). For \( n \geq 3 \), the same conclusion follows provided that

\[
\int_{\{t\} \times \mathbb{S}^n} R(g(t)) dV_g(t) \leq n(n - 1) \omega_n r_a^{n-2} 
\]

holds for all \( t \in [a, b] \). Furthermore, for all \( n \geq 2 \), if \( F'(t_0) = 0 \) for some \( t_0 \in [a, b] \) then \( \frac{d}{dt} \mathcal{M}(\{t\} \times \mathbb{S}^n)|_{t_0} = 0 \). Conversely, if \( F' > 0 \) on \([a, b]\) and (33) holds if \( n \geq 3 \), then \( \frac{d}{dt} \mathcal{M}(\{t\} \times \mathbb{S}^n) = 0 \) holds on \([a, b]\) if and only if \((M, \gamma, E, \Lambda)\) is isometric to a suitable piece of an \((n + 1)\)-dimensional electrically charged Riemannian manifold of the form \((I \times \mathbb{S}^n, \gamma = \frac{1}{p_{m,q,\Lambda}(t)} dt^2 + r^2 h_*, E_{m,q,\Lambda}, \Lambda)\), where \( I \subset (0, \infty) \) is some interval with \( p_{m,q,\Lambda} > 0 \) on \( I \), \( m := \mathcal{M}(\{a\} \times \mathbb{S}^n) \), and \( h_* \) is a smooth metric of volume radius 1 and constant scalar curvature \( R(h_*) = n(n - 1) \) on \( \mathbb{S}^n \).

Moreover, for all \( n \geq 2 \), inequality (32) holds strictly provided that the strict DEC (16) holds and that \( F \) satisfies \( F' > 0 \) on \([a, b]\).

**Proof.** Let us first compute \( \mathcal{M}(\{t\} \times \mathbb{S}^n) \) for an arbitrary \( t \in [a, b] \) and \( n \geq 2 \), with \( dV_{F(t)} \) and \( dV_{g(t)} \) denoting the area forms induced on \( \{t\} \times \mathbb{S}^n \) by \( F(t)^2 g(t) \) and by \( g(t) \), respectively. It is a simple observation that \( |\{t\} \times \mathbb{S}^n|_{F(t)^2 g(t)} = \omega_n r_a^n F(t)^n \). By Lemma 3.12 \( E \) is divergence free and \( Q(\{t\} \times \mathbb{S}^n) = q \) for all \( t \in [a, b] \). Moreover, from Lemma 3.13, we know that \( H(\{t\} \times \mathbb{S}^n) = \frac{n F(t)}{v(t, \cdot) F(t)} \) for all \( t \in [a, b] \), where \( H(\{t\} \times \mathbb{S}^n) \) denotes the mean curvature of \( \{t\} \times \mathbb{S}^n \) with respect to the outward unit normal \( \nu \). Using (20) we can thus compute

\[
\frac{2}{r_a^{n-1}} \mathcal{M}(\{t\} \times \mathbb{S}^n) = F(t)^{n-1} \left( p_{0,q,\Lambda}(r_a F(t)) - \frac{F'(t)^2}{\omega_n r_a^{n-2} F(t)^{n-2}} \int_{\{t\} \times \mathbb{S}^n} H(\{t\} \times \mathbb{S}^n)^2 dV_{F(t)} \right) 
\]

for all \( t \in [a, b] \). Hence \( t \mapsto \mathcal{M}(\{t\} \times \mathbb{S}^n) \) is smooth and we have

\[
\frac{2}{r_a^{n-1}} \frac{d}{dt} \mathcal{M}(\{t\} \times \mathbb{S}^2) 
= (n - 1) F(t)^{n-2} F'(t) \left( p_{0,q,\Lambda}(r_a F(t)) - \frac{F'(t)^2}{\omega_n r_a^{n-2}} \int_{\{t\} \times \mathbb{S}^n} \frac{1}{v(t, \cdot)^2} dV_g(t) \right)
\]

\[
+ F(t)^{n-1} \left( p'_{0,q,\Lambda}(r_a F(t)) r_a F'(t) - \frac{2 F'(t) F''(t)}{\omega_n r_a^{n-2}} \int_{\{t\} \times \mathbb{S}^n} \frac{1}{v(t, \cdot)^2} dV_g(t) \right)
\]

\[
+ \frac{2 F'(t)^2}{\omega_n r_a^{n-2}} \int_{\{t\} \times \mathbb{S}^n} \frac{v(t, \cdot)}{v(t, \cdot)^2} dV_g(t)
\]
because \( \frac{d}{dt}dV_{g(t)} = 0 \) follows from our assumption \( \text{tr}_{g(t)} g'(t) = 0 \), see Remark 3.1. Thus

\[
\frac{2}{r_{a}^{n-1}} \frac{d}{dt} \mathcal{M}(\{t\} \times S^{n}) = (n - 1)F(t)^{n-2}F'(t) \left( 1 - \frac{q^{2}r_{a}^{2(n-1)}F(t)^{2(n-1)}}{n(n-1)} - \frac{2\Lambda r_{a}^{2}F(t)^{2}}{n(n-1)} \right) \\
+ \frac{2F(t)^{n-1}F'(t)^{2}}{\omega_{n}r_{a}^{n-2}} \int_{\{t\} \times S^{n}} \frac{v'(t, \cdot)}{v(t, \cdot)^{3}} dV_{g(t)} \\
- \frac{F(t)^{n-2}F'(t)}{\omega_{n}r_{a}^{n-2}} \int_{\{t\} \times S^{n}} \frac{(n - 1)F'(t)^{2} + 2F(t)F''(t)}{v(t, \cdot)^{2}} dV_{g(t)}
\]

holds for all \( t \in [a, b] \). By definition of \( \gamma \) and \( E \) we know \( |E|^{2} = \frac{\omega_{n}r_{a}^{2}F(t)^{2n}}{r_{a}^{2n}F(t)^{2n}} \), so that the DEC (15), its evaluation on the collar via (24), and \( F' \geq 0 \) give

\[
\frac{2}{r_{a}^{n-1}} \frac{d}{dt} \mathcal{M}(\{t\} \times S^{n}) \\
\geq (n - 1)F(t)^{n-2}F'(t) \left( 1 - \frac{q^{2}r_{a}^{2(n-1)}F(t)^{2(n-1)}}{n(n-1)} - \frac{2\Lambda r_{a}^{2}F(t)^{2}}{n(n-1)} \right) \\
+ \frac{2F(t)^{n-1}F'(t)^{2}}{\omega_{n}r_{a}^{n-2}} \int_{\{t\} \times S^{n}} \frac{v'(t, \cdot)}{v(t, \cdot)^{3}} dV_{g(t)} \\
+ \frac{F(t)^{n}F'(t)}{n\omega_{n}r_{a}^{n-2}} \left[ \int_{\{t\} \times S^{n}} \left( - \frac{R(g(t))}{F(t)^{2}} + \frac{2\Lambda g(t)v(t, \cdot)}{v(t, \cdot)^{2}F(t)^{2}} - \frac{2nv'(t, \cdot)E'(t)}{v(t, \cdot)^{3}F(t)} + \frac{|g'(t)|^{2}g(t)}{4v(t, \cdot)^{2}} \right) dV_{g(t)} \right] \\
= (n - 1)F(t)^{n-2}F'(t) \left( 1 - \int_{\{t\} \times S^{n}} \frac{R(g(t))}{n(n-1)\omega_{n}r_{a}^{n-2}} dV_{g(t)} \right) \\
+ \frac{2F(t)^{n-2}F'(t)}{n\omega_{n}r_{a}^{n-2}} \int_{\{t\} \times S^{n}} \frac{\Delta_{g(t)}v(t, \cdot)}{v(t, \cdot)} dV_{g(t)} + \frac{F(t)^{n}F'(t)}{4n\omega_{n}r_{a}^{n-2}} \int_{\{t\} \times S^{n}} \frac{|g'(t)|^{2}g(t)}{v(t, \cdot)^{2}} dV_{g(t)} \\
\geq \frac{2F(t)^{n-2}F'(t)}{n\omega_{n}r_{a}^{n-2}} \int_{\{t\} \times S^{n}} \frac{\nabla_{g(t)}v(t, \cdot)^{2}}{v(t, \cdot)} dV_{g(t)} \geq 0,
\]

where \( \nabla_{g(t)}v(t, \cdot) \) denotes the (partial) \( S^{n} \)-gradient of \( v(t, \cdot) \) with respect to the metric \( g(t) \). For the last two steps, we have used the Gauss–Bonnet Theorem to see that the term in brackets vanishes for \( n = 2 \) and Assumption (33) for \( n \geq 3 \), the Divergence Theorem together with closedness of \( \{t\} \times S^{n} \), and \( F' \geq 0 \) on \( [a, b] \). This shows the desired monotonicity of the generalized Hawking mass. In particular, if \( F'(t_{o}) = 0 \) for some \( t_{o} \in [a, b] \), we have \( \frac{d}{dt}\mathcal{M}(\{t\} \times S^{n})|_{t_{o}} = 0 \) as desired. Conversely, if \( \frac{d}{dt}\mathcal{M}(\{t\} \times S^{n})|_{t_{o}} = 0 \) and \( F'(t_{o}) > 0 \) then equality holds in the DEC (15) on \( \{t\} \times S^{n} \), \( v(t_{o}, \cdot) = \text{const} \) on \( S^{n} \), and \( g'(t_{o}) = 0 \), and for
For all \( t \in [a, b] \), the above sequence of inequalities is indeed strict, showing strict monotonicity of \( h \) for all \( t \in [a, b] \).

Moreover, by Proposition 2.2 and (24), we can conclude that \( R(g) \) must be constant on \( S^n \) so that \( R(g) = \frac{n(n-1)}{r^2_a} \) for all \( r \in (a, b) \) via (20). This tells us that 

\[
\gamma = v(t)^2 dt^2 + F(t)^2 g = \varphi(r)^2 dr^2 + \frac{r^2}{r_a^2} g = \frac{1}{p_m,q,\Lambda(r)} dr^2 + \frac{r^2}{r_a^2} g = \frac{1}{p_m,q,\Lambda(r)} dr^2 + r^2 h_a,
\]

with \( h_a := r_a^{-2} g \) having volume radius 1 and scalar curvature \( R(h_a) = n(n-1) \) on \( S^n \).

Moreover,

\[
E = \frac{q}{v(t)r_a^2 F(t)^n} \partial_t - \frac{q}{\varphi(r) r_a^n} \partial_r = \frac{q\sqrt{p_m,q,\Lambda(r)}}{r^2_a} \partial_r = E_{m,q,\Lambda}
\]

so that \((M, \gamma, E, \Lambda)\) is isometric to \((r([a, b]) \times S^2, \frac{1}{p_m,q,\Lambda(r)} dr^2 + r^2 h_a, E_{m,q,\Lambda}, \Lambda)\) as claimed.

Using the strict DEC (16) and its evaluation on the collar via (24) as well as \( F' > 0 \) on \([a, b]\), the first of the above sequence of inequalities is indeed strict, showing strict monotonicity of the generalized Hawking mass.

**Remark 3.24** (Rotational Symmetry). Proposition 3.23 in particular applies to rotationally symmetric electrically charged Riemannian manifolds, where (33) is automatically satisfied.
**Remark 3.25.** Let us briefly discuss which metrics $h_s$ can arise in the rigidity statement of Proposition 3.23. For $n = 2$, we know for example from the Uniformization Theorem (or from Corollary 10 in [61]) that the Riemannian manifold $(S^2, h_s)$ of volume radius 1 and scalar curvature $R(h_s) = 2$ from Proposition 3.23 is isometric to $(S^2, g_s)$. For $n \geq 3$, in the special case of Yamabe metrics, Assumption (33) is automatically satisfied with equality only in the round case, see for example [50, Lemma 3.4]. One can hence conclude that if $h_s$ is a Yamabe metric, $(S^n, h_s)$ must also be isometric to $(S^n, g_s)$ as for $n = 2$.

However, it is well-known that there are many metrics on $S^n$ which have constant positive scalar curvature and are not Yamabe metrics, see for example Brendle’s survey [13]. In this case, it is conceivable that equality in (33) can hold without forcing $(S^n, h_s)$ to be isometric to $(S^n, g_s)$.

**Remark 3.26** (Similarity to Monotonicity Under Smooth Inverse Mean Curvature Flow). The monotonicity of the generalized Hawking mass proved in Proposition 3.23 is actually not very different from monotonicity under (smooth) Inverse Mean Curvature Flow. More precisely, let $(M, \gamma)$ be a smooth, connected Riemannian manifold (possibly with boundary $\partial M \subset M$). Assume that $(M, g)$ is regularly foliated by a smooth Inverse Mean Curvature Flow $\{\Sigma_t\}_{t \in I}$ with spherical leaves, so that in particular $M \approx I \times S^n$ for some interval $I$ and $\frac{d}{dt} X_t = \frac{1}{H} \nu_t X_t$, for all $t \in I$, where $X_t : S^n \to M$, $X_t(S^n) = \Sigma_t$, is a smooth embedding, $\nu_t$ is a smooth choice of unit normals to $\Sigma_t$, and $H_t > 0$ denotes the mean curvature of $\Sigma_t$ in $M$ with respect to $\nu_t$ for all $t \in I$. Choosing an appropriate gauge, namely vanishing shift, one can see that $(M, \gamma)$ is isometric to $(I \times S^n, v(t, \cdot)dt^2 + F(t)^2 g(t))$, with $F : I \to \mathbb{R}^+ : t \mapsto \left(\frac{|\Sigma_t|_{h_t}}{|\omega_n|}\right)^\frac{1}{2}$ the volume radius function, $\{g(t) = \frac{1}{F(t)^2} (X_t)^* h_t\}_{t \in I}$ a smooth path of metrics on $S^n$, and $v(t, \cdot) = \frac{1}{H_t} \left(1 + \frac{1}{2} tr_{g(t)} g'(t)\right)$ determined by the mean curvature along the flow. To see why this definition of $v$ works, we refer the reader to the proof of Lemma 3.13 and recall that the evolution equation for the volume $|\Sigma_t|_{h_t}$ under Inverse Mean Curvature Flow gives $\frac{d}{dt}|S^n|_{h_t} = |S^n|_{h_t}$ for all $t \in I$ which shows that $F'(t) = F(t)$.

Having rewritten $(M, \gamma)$ in the form $(I \times S^n, v(t, \cdot)dt^2 + F(t)^2 g(t))$, we are almost in the situation studied in Proposition 3.23 except that we do not have $tr_{g(t)} g'(t) = 0$ along the path of metrics $\{g(t)\}_{t \in I}$. The other main difference between the general (smooth) Inverse Mean Curvature Flow case and the case considered here is that we have assumed a very specific form of the electric field. Proving monotonicity of the generalized Hawking mass under smooth, let alone weak Inverse Mean Curvature Flow in full generality (meaning for arbitrary divergence-free electric field and allowing $tr_{g(t)} g'(t) \neq 0$) would lead too far here but should not in principle lead to any problems.

The above remark is complemented by the following observation which generalizes an observation made in [20] for $n = 2$, $q = 0$, and $\Lambda = 0$. 


**Proposition 3.27** (Collar Extensions Are a Reparametrized Inverse Mean Curvature Flow). Let \( n \geq 2 \) and consider a collar extension \((I \times \mathbb{S}^n, v(t, \cdot)^2 dt^2 + F(t)^2 g(t))\), with \( I \) an interval, and \( v: I \times \mathbb{S}^n \to \mathbb{R}^+, F: I \to \mathbb{R}^+ \) smooth, positive functions with \( F' > 0 \), and \( \{g(t)\}_{t \in I} \) a smooth path of metrics with \( \text{tr}_g(t) g'(t) = 0 \) for all \( t \in I \). Then the canonical embeddings \( X_t: \mathbb{S}^n \to I \times \mathbb{S}^n: p \mapsto (t, p) \) are a reparametrized smooth Inverse Mean Curvature Flow, i.e., solve \( \frac{d}{ds} X_t(s) = \frac{1}{H_t(s)} \nu_t(s)|_{X_t(s)} \) for all \( s \in J \) for some smooth, bijective reparametrization \( t: J \to I \) with \( \frac{dt}{ds} > 0 \), where \( \nu_t = \frac{1}{v(t, \cdot)} \partial_t \) denotes a smooth choice of unit normal and \( H_t \) denotes the mean curvature of \( \{t\} \times \mathbb{S}^n \) in \((I \times \mathbb{S}^n, v(t, \cdot)^2 dt^2 + F(t)^2 g(t))\) with respect to \( \nu_t \).

**Proof.** By definition, we have \( \frac{d}{dt} X_t|_{p} = \partial_{t}|_{X_t(p)} = v(t, p) \nu_t|_{X_t(p)} \) for all \( (t, p) \in I \times \mathbb{S}^n \). From Lemma 3.13, we know that \( v(t, \cdot) = \frac{n F(t)}{(H_t X_t') F(t)} \) so that \( \frac{d}{dt} X_t = \frac{n F(t)}{H_t F(t)} \nu_t|_{X_t} \) for all \( t \in I \). Now let \( s: I \to \mathbb{R}: t \mapsto t \ln F(t), J := s(I) \) and note that \( \frac{ds}{dt} = \frac{n F(t)}{F(t)} > 0 \) for all \( t \in I \) by assumption. Hence the inverse of \( s, t: J \to I \), has \( \frac{dt}{ds} = \frac{F(t)}{n F(t)} > 0 \) which gives \( \frac{d}{ds} X_t(s) = \frac{n F(t)}{H_t F(t)} \frac{dt}{ds} (s) \nu_t|_{X_t(s)} = \frac{1}{H_t(s)} \nu_t|_{X_t(s)} \) for all \( s \in J \) as desired. \( \square \)

It is not clear whether and actually seems rather unlikely that Proposition 3.28 applies to the collar extensions constructed in Lemma 3.10 when \( n \geq 3 \), except of course in the spherically symmetric case. However, strict monotonicity of the generalized Hawking mass in collar extensions with minimal inner boundary and \( v = \text{const} \) can be asserted, provided that \( A \) is chosen suitably large and that the quasi-local sub-extremality condition \( h_q, \Lambda > 0 \) holds at the inner boundary as the following proposition shows. Note that the DEC (15) is not assumed explicitly. This can be used to obtain an alternative proof of the lower estimate on the generalized Hawking mass in Lemma 3.20.

**Proposition 3.28** (Generalized Hawking Mass Monotonicity Revisited). Let \( n \geq 2 \) and let \( \{g(t)\}_{t \in [a, b]} \) be a smooth path of metrics on \( \mathbb{S}^n \) satisfying \( \text{tr}_{g(t)} g'(t) = 0 \) for all \( t \in [a, b] \), with \( r_a \) denoting the volume radius of \( g(a) \), i.e., \( \omega_n r_a := |\{a\} \times \mathbb{S}^n|_{g(a)} \). Set \( M := [a, b] \times \mathbb{S}^n \) and let \( F: [a, b] \to \mathbb{R}^+ \) be a smooth, positive function with \( F'(t) > 0 \) for \( t \in (a, b) \) and \( F'(a) = 0, F''(a) > 0 \). Let \( \gamma_A \) be the smooth Riemannian metric given by \( \gamma_A = A^2 dt^2 + F(t)^2 g(t) \) on \( M \) for some constant \( A > 0 \). Set \( E_A := \frac{2}{A r_a^2 F(t) n} \partial_t \) for some constant \( q \in \mathbb{R} \), and let \( \Lambda \leq 0 \). Assume that \( h_{q, \Lambda}(r_a F(a)) > 0 \) and consider the electrically charged Riemannian manifold \( S_A = (M, \gamma_A, E_A, \Lambda) \). Then there exists \( A_1 > 0 \) depending only on \( n, q, \Lambda, r_a, F(a), F''(a), \max_{[a, b]} \{F^{n-2} F'\} \), and \( \max_{[a, b]} \{F^n \} \) such that the generalized Hawking mass functional \( \mathcal{M}_{S_A} \) in \( S_A \) satisfies \( \frac{d}{dt} \mathcal{M}_{S_A}(\{t\} \times \mathbb{S}^n) > 0 \) on \( (a, b) \) for all \( A \geq A_1 \).

**Proof.** Recall from the proof of Proposition 3.23 that

\[
\frac{d}{dt} \mathcal{M}_{S_A}(\{t\} \times \mathbb{S}^n) = \frac{r_a^{n-1} F'(t)}{2}
\]
holds for all $t \in [a, b]$, where we have used that $v(t, \cdot) = A$ so that $v'(t, \cdot) = 0$ and have simplified the resulting expression accordingly. Hence, using $F'(a) = 0$, we find

$$\frac{d^2}{dt^2} \mathcal{M}_{S_A}(\{t\} \times \mathbb{S}^n)|_{t=a} = \frac{r_{a}^{n-1}F''(a)}{2} \left\{ \frac{(n-1)h_{q,\Lambda}(r_{a}F(a))}{r_{a}^{2(n-1)}F(a)^n} - \frac{r_{a}^{2}F(t)^{n-2}[(n-1)F'(t)^2 + 2F(t)F''(t)]}{A^2} \right\} > 0$$

as we have assumed $F''(a) > 0$ and $h_{q,\Lambda}(r_{a}F(a)) > 0$. Hence there exists $A_2 > 0$ depending only on $n$, $q$, $\Lambda$, $r_{a}$, $F(a)$, and $F''(a)$ such that $\frac{d^2}{dt^2} \mathcal{M}_{S_A}(\{t\} \times \mathbb{S}^n)|_{t=a} > 0$ holds for all $A \geq A_2$. As $\frac{d}{dt} \mathcal{M}_{S_A}(\{t\} \times \mathbb{S}^n)|_{t=a} = 0$ by $F'(a)$ follows from Proposition 3.23, this tells us that $\frac{d}{dt} \mathcal{M}_{S_A}(\{t\} \times \mathbb{S}^n)|_{t=c} = 0$ for some $0 < \delta \leq b - a$. Now suppose that $\frac{d}{dt} \mathcal{M}_{S_A}(\{t\} \times \mathbb{S}^n)|_{t=c} = 0$ for some $a + \delta \leq c \leq b$. Then by strict monotonicity of $h_{q,\Lambda}$ (see Lemma 2.6) and $F' > 0$ on $(a, b]$, we have

$$0 = \frac{(n-1)h_{q,\Lambda}(r_{a}F(c))}{r_{a}^{2(n-1)}F(c)^n} - \frac{r_{a}^{2}F(c)^{n-2}[(n-1)F'(c)^2 + 2F(c)F''(c)]}{A^2} \left\{ \frac{(n-1)h_{q,\Lambda}(r_{a}F(a))}{r_{a}^{2(n-1)}F(a)^n} - \frac{r_{a}^{2}F(a)^{n-2}[(n-1)F'(a)^2 + 2F(a)F''(a)]}{A^2} \right\} > 0.$$

which can be ensured to be strictly positive provided that $A \geq A_1$, where $A_1 \geq A_2$ can be chosen such that it depends only on the quantities mentioned in the statement of this lemma, where we have used the assumption that $h_{q,\Lambda}(r_{a}F(a)) > 0$. This is a contradiction showing that $\frac{d}{dt} \mathcal{M}_{S_A}(\{t\} \times \mathbb{S}^n) > 0$ on $(a, b]$ for all $A \geq A_1$. \qed

4. Gluing methods

In this section, we will present the gluing methods necessary to glue the collar extension constructed in Section 3 to a $\Lambda$-Reissner–Nordström manifold in a way that the resulting manifold is a smooth electrically charged Riemannian manifold. We follow the general procedure of Mantoulidis and Schoen in [52]. The gluing results of this section are generalizations of results of [1] and [21].

The following lemma provides a way to smoothly glue two rotationally symmetric electrically charged Riemannian manifolds (with coinciding cosmological constants).

**Lemma 4.1** (Gluing Lemma). Let $n \geq 2$ and let $\Lambda \leq 0$, $q_i \in \mathbb{R}$, $i = 1, 2$, be constants. Let $f_i: [a_i, b_i] \to \mathbb{R}^+$, $i = 1, 2$, be two smooth, positive functions and consider the smooth Riemannian metrics $\gamma_i = ds^2 + f_i(s)^2 g_*$ on $[a_i, b_i] \times \mathbb{S}^n$, where $g_*$ denotes the canonical metric on $\mathbb{S}^n$, and the smooth electric vector fields $E_i = \frac{f_i'}{f_i} \partial_s$, again for $i = 1, 2$. Assume that the
We define the function Dominant Energy Condition \[ \text{(16)} \] and assume that

\[ (1) \ f_1(b_1) < f_2(a_2) \text{ and } f_1'(b_1) \geq f_2'(a_2), \]

\[ (2) \mathcal{M}_1(\{b_1\} \times \mathbb{S}^n) \geq \frac{q^2}{f_2(b_1)} + \frac{2\Delta f_2(b_1)^{n+1}}{n(n-1)(n+1)} \]

\[ (3) \mathcal{M}_2(\{a_2\} \times \mathbb{S}^n) \geq \frac{q^2}{f_2(a_2)} + \frac{2\Delta f_2(a_2)^{n+1}}{n(n-1)(n+1)}, \]

where \( \mathcal{M}_i \) denotes the Hawking mass functional within the electrically charged Riemann manifold \([a_i, b_i] \times \mathbb{S}^n, \gamma_i, E_i, \Lambda) \) for \( i = 1, 2 \), respectively.

Then, after an appropriate translation of the interval \([a_2, b_2] \) so that

\[ (34) \quad \begin{cases} (a_2 - b_1)f_1'(b_1) = f_2(a_2) - f_1(b_1), & \text{if } f_1'(b_1) = f_2'(a_2) \\ (a_2 - b_1)f_1'(b_1) > f_2(a_2) - f_1(b_1) > (a_2 - b_1)f_2'(a_2) & \text{if } f_1'(b_1) \geq f_2'(a_2), \end{cases} \]

there exists a smooth, positive function \( f : [a_1, b_2] \rightarrow \mathbb{R}^+ \) such that

\( (i) \ f \equiv f_1 \text{ on } [a_1, \frac{a_1 + b_1}{2}], \)

\( (ii) \ f \equiv f_2 \text{ on } [\frac{a_1 + b_1}{2}, b_2], \) and

\( (iii) \) for any \( q \in \mathbb{R} \) satisfying \( q^2 \leq \min\{q_1^2, q_2^2\} \), with \( q^2 < q_1^2 \) if equality holds in Assumption (2) and \( q^2 < q_1^2 \) if equality holds in Assumption (3), the electrically charged Riemann manifold \([a_i, b_i] \times \mathbb{S}^n, \gamma := ds^2 + f(s)^2g_*, E := \frac{q}{f(s)}\partial_s, \Lambda) \) satisfies the strict Dominant Energy Condition \( \text{(16)} \).

If, in addition, \( f_i' > 0 \) on \([a_i, b_i]\) for \( i = 1, 2 \), one can arrange that \( f' > 0 \) on \([a_1, b_2] \).

**Proof.** Using Assumption (1), it is straightforward to see that Condition (34) can be achieved. It is then easy to show that there exists a smooth function \( \zeta : [b_1, a_2] \rightarrow \mathbb{R} \) satisfying

\( a) \ \zeta(b_1) = f_1'(b_1), \)

\( b) \ \zeta(a_2) = f_2'(a_2), \)

\( c) \ \zeta' \leq 0, \) and

\( d) \int_{b_1}^{a_2} \zeta(x)dx = f_2(a_2) - f_1(b_1). \)

We define the function \( \tilde{f} : [b_1, a_2] \rightarrow \mathbb{R} : s \mapsto f_1(b_1) + \int_{b_1}^{s} \zeta(x)dx \) and observe that it satisfies

- \( \tilde{f}(b_1) = f_1(b_1) \) and \( \tilde{f}(a_2) = f_2(a_2), \)
- \( \tilde{f}'(b_1) = f_1'(b_1) \) and \( \tilde{f}'(a_2) = f_2'(a_2), \)
- \( f_1'(b_1) \geq \tilde{f}' \geq f_2'(a_2) \) on \((b_1, a_2), \) and
- \( \tilde{f}'' = \zeta' \leq 0 \) on \([b_1, a_2]. \)

Next, we define the extension \( \bar{f} \) of the functions \( f_i \) by

\[ \bar{f} := \begin{cases} f_1 & \text{on } [a_1, b_1] \\ \tilde{f} & \text{on } [b_1, a_2] \\ f_2 & \text{on } [a_2, b_2] \end{cases}. \]
By construction, we have that \( \tilde{f} \in C^{1,1}([a_1, b_2]) \) and that \( \tilde{f} \) is \( C^2 \) away from \( b_1, a_2 \). In view of Lemma 3.15, we set

\[
\Omega[f] := \frac{n-1}{2f} \left( \frac{h_{q,\Lambda} \circ f}{f^{2(n-1)}} - (f')^2 \right)
\]

and note that the strict DEC (16) holds for some radial profile \( f \) if and only if \( \Omega[f] > f'' \) (when keeping the dimensional parameter \( n \), the charge \( q \), and the cosmological constant \( \Lambda \) fixed). Note that since \( \bar{f} = f_i \) on \([a_i, b_1], i = 1, 2\), we have \( \Omega[\tilde{f}] = \Omega[f_i] > f'' = \bar{f}'' \) on \([a_1, b_1]) \cup (a_2, b_2]\).

Using Assumption (2), \( q^2 \leq q_1^2 \) with \( q^2 < q_2^2 \) if equality holds in Assumption (2), and Proposition 3.21 in particular (31) with parameter \( m = 0 \), we find

\[
\frac{2f_1(b_1)}{n-1} \Omega[\bar{f}](b_1) = \frac{2f_1(b_1)}{n-1} \frac{h_{q,\Lambda}(f_1(b_1))}{f_1^{2(n-1)}(b_1)} - f'_1(b_1)^2
\]

\[
= \frac{h_{q,\Lambda}(f_1(b_1))}{f_1^{2(n-1)}(b_1)} - p_{0,q_1,\Lambda}(f_1(b_1)) + \frac{2\mathcal{M}_1(\{b_1\} \times S^n)}{f_1(b_1)^{n-1}}
\]

\[
> \frac{h_{q,\Lambda}(f_1(b_1))}{f_1^{2(n-1)}(b_1)} - p_{0,q_1,\Lambda}(f_1(b_1)) + \frac{2q_2^2}{f_1(b_1)^{2(n-1)}} + \frac{4\Lambda f_1(b_1)^2}{n(n-1)(n+1)} = 0
\]

so that \( \Omega[\bar{f}](b_1) > 0 \). Similarly, using Assumption (3) and the conditions on \( q_2 \), one can check that \( \Omega[\bar{f}](a_2) > 0 \).

As a next step, let us show that \( \Omega[\bar{f}] > 0 \) on \((b_1, a_2)\) as well. On \((b_1, a_2)\), \( \bar{f}'' = \zeta' \leq 0 \) by Condition (c) so that \( \bar{f}|_{[b_1, a_2]} \) attains its minimum at \( b_1 \) by Assumption (1) and attains its maximum at some \( s_* \) in \((b_1, a_2)\). Moreover, \( \bar{f}'' \leq 0 \) implies that \( \bar{f}' \) is non-increasing so that \( f'_1(b_1) \geq \bar{f}'(s) \geq 0 \) for all \( s \in (b_1, s_*) \). Using \( \bar{f}(b_1) = f_1(b_1) \) and the positivity of \( \Omega[\bar{f}](b_1) \), we get

\[
\frac{q^2}{f(t)^{2(n-1)}} \leq \frac{q^2}{f_1(b_1)^{2(n-1)}} < 1 - f'_1(b_1)^2 - \frac{2\Lambda f_1(b_1)^2}{n(n-1)} \leq 1 - f''(s)^2 - \frac{2\bar{f}(s)^2}{n(n-1)}
\]

for all \( b_1 < s, t \leq s_* \), where we have used that \( \Lambda \leq 0 \). On the other hand, if \( s_* < a_2 \), we have \( 0 \geq \bar{f}'(s) \geq f'_2(a_2) \) for all \( s \in [s_*, a_2] \), and hence using \( \bar{f}(a_2) = f_2(a_2) \) and the positivity of \( \Omega[\bar{f}](a_2) \), we get

\[
\frac{q^2}{f(t)^{2(n-1)}} \leq \frac{q^2}{f_2(a_2)^{2(n-1)}} < 1 - f'_2(a_2)^2 - \frac{2\Lambda f_2(a_2)^2}{n(n-1)} \leq 1 - f''(s)^2 - \frac{2\bar{f}(s)^2}{n(n-1)}
\]

for all \( s_* \leq s, t < a_2 \), again using \( \Lambda \leq 0 \). From these two inequalities we see that

\[
\Omega[\bar{f}] > 0 \geq \bar{f}''
\]
on \((b_1, a_2)\). From this and the above considerations, we can deduce that \(\Omega[\tilde{f}] > \tilde{f}''\) on \([a_1, b_2] \setminus \{b_1, a_2\}\). In order to deal with \(s = b_1\) and \(s = a_2\), let \(d > 0\) be defined by

\[
3d := \inf_{[a_1, b_2] \setminus \{b_1, a_2\}} \left(\Omega[\tilde{f}] - \tilde{f}''\right) > 0,
\]

so that \(\tilde{f}'' + 3d \leq \Omega[\tilde{f}]\) on \([a_1, b_2] \setminus \{b_1, a_2\}\). Let \(\delta > 0\) be such that \(\frac{a_1 + b_1}{2} < b_1 - \delta\) and \(a_2 + \delta < \frac{a_2 + b_2}{2}\). Let \(\eta_\delta\) be a smooth cut-off function such that \(\eta_\delta = 1\) on \([b_1 - \delta, a_2 + \delta]\) and \(\eta_\delta = 0\) on \([a_1, \frac{a_1 + b_1}{2}] \cup [\frac{a_2 + b_2}{2}, b_2]\). Define a mollification \(f_\varepsilon : [a_1, b_2] \to \mathbb{R}^+\) of \(\tilde{f}\) by

\[
f_\varepsilon(t) := \int_{\mathbb{R}} \tilde{f}(t - \varepsilon \eta_\delta(t)s)\phi(s)\,ds,
\]

where \(\phi\) is a standard mollifier. The mollification \(f_\varepsilon\) coincides with \(\tilde{f}\) on \([a_1, \frac{a_1 + b_1}{2}] \cup [\frac{a_2 + b_2}{2}, b_2]\) and coincides with the standard mollification of radius \(\varepsilon\) on an interval properly containing \([b_1, a_2]\). It is not hard to check that \(f_\varepsilon \to \tilde{f}\) in \(C^1([a_1, b_2])\) as \(\varepsilon \searrow 0\), which implies that \(\Omega[f_\varepsilon] \to \Omega[\tilde{f}]\) in \(C^0([a_1, b_2])\) as \(\varepsilon \searrow 0\). Thus, for \(\varepsilon\) sufficiently small, we have

\[
\sup_{[a_1, b_2]} \left|\Omega[\tilde{f}] - \Omega[f_\varepsilon]\right| < d.
\]

Note that \(\Omega[\tilde{f}]\) is uniformly continuous; therefore, for small enough \(\varepsilon > 0\), we have that \(\Omega[\tilde{f}](t) \leq \Omega[\tilde{f}](s) + d\) for \(t \in [s - \varepsilon, s + \varepsilon]\). Abusing notation, set \(\tilde{f}''(b_1) = f_1''(b_1)\) and \(\tilde{f}''(a_2) = f_2''(a_2)\). Then for any sufficiently small \(\varepsilon\) it follows for all \(s \in [a_1, b_2]\) that

\[
f_\varepsilon''(s) \leq \sup_{[s - \varepsilon, s + \varepsilon]} \tilde{f}''(t) + d \leq \sup_{[s - \varepsilon, s + \varepsilon]} \Omega[\tilde{f}](t) - 3d + d \leq \Omega[\tilde{f}](s) - d \leq \Omega[f_\varepsilon](s) = \frac{n - 1}{2f_\varepsilon(s)} \left(\frac{h_{g,\Lambda}}{f_\varepsilon} \circ f_\varepsilon - f_\varepsilon'(s)^2\right).
\]

In other words, the electrically charged Riemannian manifold \((\{a_1, b_2\} \times \mathbb{S}^n, \gamma := ds^2 + f(s)^2 g_s, E := \frac{q}{f(s)^n} \partial_s, \Lambda)\), where \(q\) satisfies \(q^2 \leq \min\{q_1^2, q_2^2\}\), satisfies the strict DEC (16) if \(f\) is chosen as \(f = f_\varepsilon\) for suitably small fixed \(\varepsilon > 0\).

If \(f_i' > 0\) on \([a_i, b_i]\) for \(i = 1, 2\) then \(\tilde{f} > 0\) by construction, hence its mollification \(f_\varepsilon\) also has \(f_\varepsilon' > 0\) for suitably small \(\varepsilon\) as \(f_\varepsilon \to \tilde{f}\) in \(C^1([a_1, b_2])\) as \(\varepsilon \searrow 0\). \qed

Lemma 4.1 is slightly more general than the corresponding Lemma 4.2 in [1] as it does not impose lower bounds on \(f_1(b_1)\) in terms of \(q_1\) and on \(f_2(a_2)\) in terms of \(q_2\). Moreover, it allows equality in the Hawking mass estimate, paying the price of asking that the charge of the glued solution is strictly smaller in this case.

\textbf{Remark 4.2.} Taking a more geometric perspective on Assumptions (1) through (3) in Lemma 4.1, we see that (1) corresponds to asking that the volume radius of \(\{b_1\} \times \mathbb{S}^n\) should be strictly smaller than that of \(\{a_2\} \times \mathbb{S}^n\), while the mean curvature \(H_{b_1}\) of \(\{b_1\} \times \mathbb{S}^n\) shall be at least as big as that of \(\{a_2\} \times \mathbb{S}^n\), \(H_{b_1} \geq H_{a_2}\), (both with respect to the outward pointing
Electrolytically charged Riemannian manifold $S$ let Assumptions (2) and (3) can be viewed as assuming upper bounds on $H^2_{a_1}$ and $H^2_{a_2}$ in terms of the volume radii $f_1(b_1)$, $f_2(a_2)$, the charges $q_i$, and $\Lambda$, respectively.

Moreover, note that the lower bounds on the generalized Hawking masses assumed in (2) and (3) are manifestly positive when $\Lambda = 0$ but can be non-positive when $\Lambda < 0$.

Our next objective is to glue the collar extension constructed in Lemma 3.16 to a $\Lambda$-Reissner–Nordström manifold via Lemma 4.1. However, the $\Lambda$-Reissner–Nordström manifolds saturate the DEC (15) (see Proposition 2.2) and hence do not satisfy it strictly, an assumption necessary to apply Lemma 4.1 and indeed necessary to allow for the mollification performed in its proof. We will hence first need to slightly bend the region of the assumption necessary to apply Lemma 4.1 and indeed necessary to allow for the mollification performed in its proof. We will hence first need to slightly bend the region of the $\Lambda$-Reissner–Nordström manifolds we would like to glue to in order to ensure that their bent version satisfies the strict DEC (16), while keeping them the same outside the range needed for the gluing.

**Lemma 4.3 (Bending Lemma).** Let $n \geq 2$, let $a \geq 0$ and $q \in \mathbb{R}$ be real constants, and let $f : [a, \infty) \to \mathbb{R}^+$ be a smooth, positive function. Consider the rotationally symmetric electrolytically charged Riemannian manifold $\mathcal{S} := ([a, \infty) \times \mathbb{S}^n, \gamma = ds^2 + f(s)^2 g_s, E = \frac{q}{f(s)} \partial_s, \Lambda)$ with radial profile $f$ and assume it satisfies the Dominant Energy Condition (15).

Then for any $s_0 > a$ with $f'(s_0) > 0$, there exist $\delta > 0$ and a smooth, positive function $\tilde{f} : [s_0 - \delta, \infty) \to \mathbb{R}^+$ such that the rotationally symmetric electrolytically charged Riemannian manifold $\tilde{\mathcal{S}} := ([s_0 - \delta, \infty) \times \mathbb{S}^n, \tilde{\gamma} = ds^2 + \tilde{f}(s)^2 g_s, \tilde{E} = \frac{q}{\tilde{f}(s)} \partial_s, \Lambda)$ satisfies the conditions

1. $\mathcal{S}$ and $\tilde{\mathcal{S}}$ coincide when restricted to $[s_0, \infty) \times \mathbb{S}^n$,
2. $\tilde{f}' > 0$ on $[s_0 - \delta, s_0)$, and
3. $\tilde{\mathcal{S}}$ restricted to $[s_0 - \delta, s_0) \times \mathbb{S}^n$ satisfies the strict Dominant Energy Condition (16).

Moreover, if $f(s_0) > \alpha > 0$ for some constant $\alpha \in \mathbb{R}$ then one can ensure that $\tilde{f}(s_0 - \delta) > \alpha$. If $f''(s_0) > 0$ then one can ensure that $\tilde{f}'(s_0 - \delta) < f'(s_0)$.

**Proof.** Note that the claim holds trivially if the strict DEC already holds at $s = s_0$. Otherwise we will deform the metric $\gamma$ to increase its scalar curvature, adjusting the electric field accordingly in order to preserve its charge $q$ and the fact that it is divergence-free. To do so, for some $0 < \delta \leq s_0 - a$ to be determined, consider the smooth, positive function $\sigma : [s_0 - \delta, s_0) \to \mathbb{R}^+$ given by

$$\sigma(s) := \int_{s_0 - \delta}^s \left( 1 + e^{-(t-s_0)^2} \right) dt + K_\delta, \quad K_\delta := s_0 - \int_{s_0 - \delta}^{s_0} \left( 1 + e^{-(t-s_0)^2} \right) dt.$$

By construction, we have $\lim_{s \searrow s_0} \sigma(s) = s_0$ and therefore $\sigma$ can smoothly be extended by the identity $\sigma(s) = s$ for $s \geq s_0$. Note that $\sigma$ is strictly increasing on $(s_0 - \delta, \infty)$. Now set $\tilde{f} := f \circ \sigma : (s_0 - \delta, \infty) \to \mathbb{R}^+$ and denote the rotationally symmetric electrolytically charged
Riemannian manifold $\mathcal{S}$ with radial profile $\tilde{f}$ as in the statement of the lemma. Then clearly Claim (1) has been achieved, regardless of our choice of $0 < \delta \leq s_0 - a$.

From Lemma 3.15 we know that $\mathcal{S}$, restricted to $[s_0 - \delta, s_0) \times \mathbb{S}^n$ satisfies the strict DEC if (26) holds when applied to $\tilde{f}|_{[s_0-\delta,s_0)\times\mathbb{S}^n}$ or in other words if

$$\tilde{f}'' < \frac{n-1}{2f} \left( \frac{h_{q,\Lambda} \circ \tilde{f}}{f^{2(n-1)}} - (\tilde{f}')^2 \right).$$

Denoting $\frac{d}{ds}$ by $\cdot$ and $\frac{d}{ds}$ by $'$, respectively, we have $\tilde{f}' = (f' \circ \sigma) \dot{\sigma}$, $\tilde{f}'' = (f'' \circ \sigma) \dot{\sigma}^2 + (f' \circ \sigma) \ddot{\sigma}$, and hence the strict DEC holds on $[s_0 - \delta, s_0) \times \mathbb{S}^n$ provided we can show

$$(f'' \circ \sigma) \dot{\sigma}^2 + (f' \circ \sigma) \ddot{\sigma} < \frac{n-1}{2(f \circ \sigma)} \left( \frac{h_{q,\Lambda} \circ f \circ \sigma}{(f \circ \sigma)^{2(n-1)}} - (f' \circ \sigma)^2 \dot{\sigma}^2 \right)$$

on $[s_0 - \delta, s_0)$. Using that $\mathcal{S}$ satisfies the DEC, we know from Lemma 3.15 that it satisfies (25), so that, using $\dot{\sigma} > 0$, we get

$$\frac{n-1}{2(f \circ \sigma)} \left( \frac{h_{q,\Lambda} \circ f \circ \sigma}{(f \circ \sigma)^{2(n-1)}} - (f' \circ \sigma)^2 \dot{\sigma}^2 \right) - (1 - \dot{\sigma}^2) \frac{(n-1)h_{q,\Lambda} \circ f \circ \sigma}{2(f \circ \sigma)^{2n-1}}.$$

Hence we get

$$\tilde{f}'' \leq \frac{n-1}{2f} \left( \frac{h_{q,\Lambda} \circ \tilde{f}}{f^{2(n-1)}} - (\tilde{f}')^2 \right) - (1 - \dot{\sigma}^2) \left[ \frac{(n-1)h_{q,\Lambda} \circ \tilde{f}}{2f^{2n-1}} \right] + (f' \circ \sigma) \ddot{\sigma}.$$

Now, as $s \to s_0$, $(1 - \dot{\sigma}^2)(s) \approx -2e^{-(s-s_0)^2}$, the term in square brackets [ ] is bounded, and $\ddot{\sigma}(s) \approx \frac{2e^{-(s-s_0)^2}}{(s-s_0)^3} < 0$, while $f' \circ \sigma > 0$ on $[s_0 - \delta, s_0)$ for suitably small $0 < \delta \leq s_0 - a$ by assumption and by continuity of $f'$. Hence the middle term in the above equation vanishes faster than the last term which shows that the sum of both will converge to zero strictly from below as $s \nearrow s_0$. This shows that $\mathcal{S}$ satisfies the strict DEC on $[s_0 - \delta, s_0) \times \mathbb{S}^n$ by Lemma 3.15, for suitably small $0 < \delta \leq s_0 - a$. As $\dot{\sigma} > 0$ and $f' \circ \sigma > 0$ on $[s_0 - \delta, s_0)$ by our choice of $\delta$, Claim (2) follows as well.

Now assume that $f(s_0) > \alpha$ for some constant $\alpha > 0$. Choosing $\delta > 0$ sufficiently small gives $\tilde{f}(s_0 - \delta) > \alpha$ by continuity. Next, assume that $f''(s_0) > 0$. By smoothness of $f$, $\sigma$, and the facts that $\lim_{s \to s_0} \dot{\sigma} = 1$, $\lim_{s \to s_0} \ddot{\sigma} = 0$, we deduce that $\tilde{f}'' = (f'' \circ \sigma) \dot{\sigma}^2 + (f' \circ \sigma) \ddot{\sigma} > 0$ when $\delta > 0$ is sufficiently small. Thus $\tilde{f}'$ is strictly increasing on $[s_0 - \delta, s_0]$ so that $\tilde{f}'(s_0 - \delta) < \tilde{f}'(s_0) = f'(s_0)$ as claimed. \qed
The following proposition combines the previous results on gluing (Lemma 4.1) and bending (Lemma 4.3) with estimates on the generalized Hawking mass $\mathcal{M}$ of the coordinate spheres. It allows to glue a given rotationally symmetric electrically charged Riemannian manifold with suitable properties to a $\Lambda$-Reissner–Nordström manifold.

**Proposition 4.4** (Gluing to $\Lambda$-Reissner–Nordström Manifolds). Let $n \geq 2$ and let $\Lambda \leq 0$, $q \in \mathbb{R}$ be constants. Let $f : [a, b] \to \mathbb{R}^+$ be a smooth, positive function. Consider the rotationally symmetric electrically charged Riemannian manifold

$$\mathcal{S} := ([a, b] \times \mathbb{S}^n, \gamma = ds^2 + f(s)^2 g_s, E = \frac{q}{f(s)^n} \partial_s, \Lambda)$$

with radial profile $f$ and assume that it satisfies the strict Dominant Energy Condition (15). Assume furthermore that

(i) $m_* := \mathcal{M}([a, b] \times \mathbb{S}^n) \geq \frac{q^2}{f(b)^n} + \frac{2M(b)^{n+1}}{n(n-1)(n+1)}$, and

(ii) $f'(b) > 0$.

Then for any constants $m_e \geq m_*$, $q_e^2 \leq q^2$, with $m_e > m_*$ or $q_e^2 < q^2$, in particular $q_e^2 < q^2$ if equality holds in Assumption (i), there exists a rotationally symmetric electrically charged Riemannian manifold $\tilde{S} = (\tilde{M} = [a, \infty) \times \mathbb{S}^n, \tilde{\gamma} = ds^2 + \tilde{f}(s)^2 g_s, \tilde{E} = \frac{q_e}{f(s)^n} \partial_s, \Lambda)$ satisfying the Dominant Energy Condition (15) with the additional properties

(I) $\tilde{f} = f$ on $[a, \frac{a+b}{2}]$, 

(II) $(c, \infty) \times \mathbb{S}^n \subset \tilde{M}, \tilde{\gamma}, \tilde{E}, \Lambda)$ is isometric to $(r, \infty) \times \mathbb{S}^n \subset M_{m_e,q_e,\Lambda}, \gamma_{m_e,q_e,\Lambda}, E_{m_e,q_e,\Lambda}, \Lambda)$ for some $c > b$ and some $r > r_+ = r_+ (m_e, q_e, \Lambda)$.

If, in addition, $f' > 0$ on $[a, b]$ then $(\tilde{M}, \tilde{\gamma})$ is foliated by strictly mean convex spheres that eventually coincide with coordinate spheres in $(M_{m_e,q_e,\Lambda}, \gamma_{m_e,q_e,\Lambda})$ under this isometry.

**Proof.** We want to apply Lemma 4.1 to glue $\mathcal{S}$ to the electrically charged Riemannian manifold $S_{m_e,q_e,\Lambda} := (M_{m_e,q_e,\Lambda}, \gamma_{m_e,q_e,\Lambda}, E_{m_e,q_e,\Lambda}, \Lambda)$. However, as $S_{m_e,q_e,\Lambda}$ saturates the DEC (15) by Proposition 2.2 we will first need to apply Lemma 4.3 to it in order to enforce the strict DEC (16) in the gluing region. If $S_{m_e,q_e,\Lambda}$ is sub-extremal, we can apply Proposition 2.9 to rewrite and extend $S_{m_e,q_e,\Lambda}$ to the rotationally symmetric electrically charged Riemannian manifold

$$\overline{S}_{m_e,q_e,\Lambda} := ([0, \infty) \times \mathbb{S}^n, \gamma_{m_e,q_e,\Lambda} = ds^2 + u_{m_e,q_e,\Lambda}(s)^2 g_s, E_{m_e,q_e,\Lambda} = \frac{q_e}{u_{m_e,q_e,\Lambda}(s)^n} \partial_s, \Lambda)$$

with radial profile $u_{m_e,q_e,\Lambda}$ of which we know that $u'_{m_e,q_e,\Lambda} > 0$ on $(0, \infty)$. If, on the other hand, $S_{m_e,q_e,\Lambda}$ is extremal or super-extremal, then we can rewrite a suitable piece of it as the rotationally symmetric electrically charged Riemannian manifold

$$S^\mu_{m_e,q_e,\Lambda} := ([0, \infty) \times \mathbb{S}^n, \gamma_{m_e,q_e,\Lambda} = ds^2 + u^\mu_{m_e,q_e,\Lambda}(s)^2 g_s, E_{m_e,q_e,\Lambda} = \frac{q_e}{u^\mu_{m_e,q_e,\Lambda}(s)^n} \partial_s, \Lambda)$$
by Remark 2.10 for any $\mu > r_+(m_e, q_e, \Lambda)$ in the extremal, and any $\mu > 0$ in the super-extremal case, and with $u_{m_e, q_e}^\mu \geq \mu$ and $u_{m_e, q_e, \Lambda}' > 0$ on $[0, \infty)$. To unify all cases, we write $S_{m_e, q_e, \Lambda}^\mu := \mathfrak{S}_{m_e, q_e, \Lambda}$ and $u_{m_e, q_e, \Lambda}^\mu := u_{m_e, q_e, \Lambda}$ with $\mu := r_+(m_e, q_e, \Lambda)$ in the sub-extremal case.

In order to apply the Bending Lemma 4.3, it will be convenient to pick $s_0 > 0$ such that $u_{m_e, q_e, \Lambda}(s_0) > f(b)$ and $0 < u_{m_e, q_e, \Lambda}'(s_0) < f'(b)$. For suitable $\mu$, this can be achieved using Assumption (ii) and arguing separately in two cases.

In case $f(b) \in u_{m_e, q_e, \Lambda}^\mu([0, \infty))$, we let $\varepsilon > 0$ and pick $s_\varepsilon^\mu > 0$ such that $u_{m_e, q_e, \Lambda}(s_\varepsilon) = f(b) + \varepsilon$ which can be achieved with a unique $s_\varepsilon$ as $u_{m_e, q_e, \Lambda}$ is bijective onto its image. Then

$$u_{m_e, q_e, \Lambda}'(s_\varepsilon^\mu)^2 = p_{m_e, q_e, \Lambda}(u_{m_e, q_e, \Lambda}(s_\varepsilon^\mu)) = p_{m_e, q_e, \Lambda}(f(b) + \varepsilon) = p_{m_e, q_e, \Lambda}(f(b)) + \mathcal{O}(\varepsilon)$$

$$= p_{m_e, q_e, \Lambda}(f(b)) - \frac{2(m_e - m_s)}{f(b)^{n-1}} + \mathcal{O}(\varepsilon)$$

$$= p_{m_e, q_e, \Lambda}(f(b)) + \frac{q_e^2 - q^2}{f(b)^{2(n-1)}} - \frac{2(m_e - m_s)}{f(b)^{n-1}} + \mathcal{O}(\varepsilon)$$

as $\varepsilon \searrow 0$, using Taylor’s Formula. Using Proposition 3.21 and in particular Formula (31) with $m = m_s$, we find that $p_{m_e, q_e, \Lambda}(f(b)) = f'(b)^2$ so that $0 < u_{m_e, q_e, \Lambda}'(s_\varepsilon^\mu) < f'(b)$ for suitably small $\varepsilon > 0$ since $m_e \geq m_s$ and $q_e^2 \leq q^2$ with $m_e > m_s$ or $q_e^2 < q^2$. In the super-extremal case, $f(b) \in u_{m_e, q_e, \Lambda}^\mu([0, \infty))$ can be achieved by setting $\mu := f(b) > 0$. In the extremal case, $f(b) \in u_{m_e, q_e, \Lambda}^\mu([0, \infty))$ can be achieved provided that $f(b) > r_+(m_e, q_e, \Lambda)$, again by setting $\mu := f(b)$. In the sub-extremal case, $f(b) \in u_{m_e, q_e, \Lambda}^\mu([0, \infty))$ can be achieved provided $f(b) \geq r_+(m_e, q_e, \Lambda) = \mu$. We pick one suitably small $\varepsilon > 0$ and set $s_0 := s_\varepsilon^\mu$ for these choices of $\mu$ and $\varepsilon$. This shows that we can pick $s_0 > 0$ such that $u_{m_e, q_e, \Lambda}(s_0) > f(b)$ and $u_{m_e, q_e, \Lambda}'(s_0) < f'(b)$ for our choices of $\mu$ in the super-extremal case and conditionally in the extremal and sub-extremal cases when $f(b) > r_+(m_e, q_e, \Lambda)$ and $f(b) \geq r_+(m_e, q_e, \Lambda)$, respectively.

In case $f(b) \notin u_{m_e, q_e, \Lambda}^\mu([0, \infty))$, we know that $f(b) < u_{m_e, q_e, \Lambda}(s_0)$ holds automatically for any $s_0 > 0$. In the sub-extremal case, this happens precisely when $f(b) < r_+(m_e, q_e, \Lambda)$. Then of course by $u_{m_e, q_e, \Lambda}'(0) = 0$ and because $u_{m_e, q_e, \Lambda}'$ is strictly increasing, $0 < u_{m_e, q_e, \Lambda}'(s_0) < f'(b)$ will hold by continuity for suitably small $s_0 > 0$. In the extremal case, we can assume that $f(b) \leq r_+(m_e, q_e, \Lambda)$ as the other case has already been covered. Recall from Remark 2.10 that $u_{m_e, q_e, \Lambda}'(0) = (p_{m_e, q_e, \Lambda}(\mu))^{\frac{1}{2}} \searrow 0$ as $\mu \searrow r_+(m_e, q_e, \Lambda)$, hence $0 < u_{m_e, q_e, \Lambda}'(0) < f'(b)$ will hold for suitably small $\mu > r_+(m_e, q_e, \Lambda)$. Pick one such $\mu$. As $u_{m_e, q_e, \Lambda}'$ is strictly increasing, $0 < u_{m_e, q_e, \Lambda}'(s_0) < f'(b)$ will hold by continuity for suitably small $s_0 > 0$. This shows that we can pick $s_0 > 0$ and $\mu > r_+(m_e, q_e, \Lambda)$ such that $u_{m_e, q_e, \Lambda}(s_0) > f(b)$ and $u_{m_e, q_e, \Lambda}'(s_0) < f'(b)$ also in this case.
By the Bending Lemma 4.3 we know that for the parameters $s_0 > 0$ and $\mu$ selected above, there exist $\delta > 0$ and a smooth, positive function $\tilde{u}_{m,e,q,\Lambda} : [s_0 - \delta, \infty) \to \mathbb{R}^+$ such that the rotationally symmetric electrically charged Riemannian manifold

$$\tilde{S}_{m,e,q,\Lambda} := ([s_0 - \delta, \infty) \times \mathbb{S}^n, \gamma = ds^2 + \tilde{u}_{m,e,q,\Lambda}(s)^2 g_s, \tilde{E} = \frac{q}{\tilde{u}_{m,e,q,\Lambda}(s)^n \partial_s, \Lambda})$$

with radial profile $\tilde{u}_{m,e,q,\Lambda}$ coincides with $S^\mu_{m,e,q,\Lambda}$ when restricted to $[s_0, \infty) \times \mathbb{S}^n$, meaning that $\tilde{u}_{m,e,q,\Lambda} = u^\mu_{m,e,q,\Lambda}$ on $[s_0, \infty)$, and satisfies the strict DEC (16) when restricted to the bending region $[s_0 - \delta, s_0) \times \mathbb{S}^n$. Moreover, we know that $\tilde{u}_{m,e,q,\Lambda} > 0$ on $[s_0 - \delta, \infty)$ as $\tilde{u}_{m,e,q,\Lambda} = u^\mu_{m,e,q,\Lambda}$ on $(s_0, \infty)$, see also Proposition 2.9 and Remark 2.10 respectively.

Furthermore, still by Lemma 4.3 we get $\tilde{u}_{m,e,q,\Lambda}(s_0 - \delta) > f(b) \tilde{u}_{m,e,q,\Lambda}(s_0 - \delta) < f'(b)$ from $u^\mu_{m,e,q,\Lambda}(s_0) > f(b)$, $u^\mu_{m,e,q,\Lambda}'(s_0) < f'(b)$, and the fact that $u^\mu_{m,e,q,\Lambda}'' > 0$ on $[0, \infty)$ (see Proposition 2.9 and Remark 2.10).

We now want to apply the Gluing Lemma 4.11 to the given electrically charged Riemannian manifold $S$ with radial profile $f_1 = f : [a_1 = a, b_1 = b] \to \mathbb{R}^+$ and the electrically charged Riemannian manifold $\tilde{S}_{m,e,q,\Lambda}$ with radial profile $f_2 = \tilde{u}_{m,e,q,\Lambda} |_{[s_0 - \delta, s_0]} : [a_2 = s_0 - \delta, b_2 = s_1] \to \mathbb{R}^+$ for some $s_0 - \delta < s_1 < s_0$, e.g. $s_1 = s_0 - \frac{\delta}{2}$. Note that we have restricted $\tilde{u}_{m,e,q,\Lambda}$ to a compact interval on which $\tilde{S}_{m,e,q,\Lambda}$ satisfies the strict DEC so that radial profile $f_2$ matches the assumptions of Lemma 4.11. We want the glued manifold to have charge $q_e$. To see that this is possible, we need to check Conditions (1) through (3) of Lemma 4.11. That is we will verify that

1. $f(b) < \tilde{u}_{m,e,q,\Lambda}(s_0 - \delta)$ and $f'(b) \geq \tilde{u}_{m,e,q,\Lambda}'(s_0 - \delta)$,

2. $\mathcal{M}_S(\{b\} \times \mathbb{S}^n) \geq \frac{q_e^2}{f(b)^{n-1} + \frac{2\Lambda f(b)^{n+1}}{n(n-1)n+1}}$ with strict inequality if $q_e^2 = q^2$, and

3. $\mathcal{M}_{\tilde{S}_{m,e,q,\Lambda}}(\{s_0 - \delta\} \times \mathbb{S}^n) \geq \frac{q^2}{(\tilde{u}_{m,e,q,\Lambda}(s_0 - \delta))^{n-1} + \frac{2\Lambda (\tilde{u}_{m,e,q,\Lambda}(s_0 - \delta))^{n+1}}{n(n-1)n+1}}$,

where $\mathcal{M}_S$ and $\mathcal{M}_{\tilde{S}_{m,e,q,\Lambda}}$ denote the generalized Hawking mass functionals within the electrically charged Riemannian manifolds $S$ and $\tilde{S}_{m,e,q,\Lambda}$, respectively.

We have ensured Condition (1) by our choices of $s_0 > 0$, $0 < \delta < s_0$ above. Condition (2) follows directly from Assumption (i), $q_e^2 \leq q^2$, and $q_e^2 < q^2$ if equality holds in Assumption (i). Using Conditions (1) and (2), $q_e^2 \leq q^2$, $\Lambda \leq 0$, and Proposition 3.21 in particular (31) with parameter $m = 0$, we get

$$1 - \left(\tilde{u}_{m,e,q,\Lambda}'(s_0 - \delta)\right)^2 \geq 1 - f'(b)^2 = 1 - p_{0,q,\Lambda}(f(b)) + \frac{2\mathcal{M}_S(\{b\} \times \mathbb{S}^n)}{f(b)^{n-1}}$$

$$> \frac{q_e^2}{f(b)^{2(n-1)} + \frac{2\Lambda f(b)^2}{n(n-1)}}$$

$$> \frac{q^2}{(\tilde{u}_{m,e,q,\Lambda}(s_0 - \delta))^{2(n-1)} + \frac{2\Lambda (\tilde{u}_{m,e,q,\Lambda}(s_0 - \delta))^2}{n(n-1)}}.$$
so that Condition (3) follows via the computation

\[
\mathcal{M}_{\bar{s}_{m_e,q_e}}(\{s_0 - \delta\} \times S^n) = \frac{\left(\bar{u}_{m_e,q_e}(s_0 - \delta)\right)^{n-1}}{2} \times \\
\left(1 - \left(\bar{u}'_{m_e,q_e}(s_0 - \delta)\right)^2 + \frac{\bar{q}_e^2}{(\bar{u}_{m_e,q_e}(s_0 - \delta))^{2(n-1)}} - \frac{2\Lambda (\bar{u}_{m_e,q_e}(s_0 - \delta))^2}{n(n + 1)}\right) > \frac{\bar{q}_e^2}{(\bar{u}_{m_e,q_e}(s_0 - \delta))^{n-1}} + \frac{2\Lambda (\bar{u}_{m_e,q_e}(s_0 - \delta))^{n+1}}{n(n - 1)(n + 1)}.
\]

Having verified all assumptions of the Gluing Lemma 4.1, we can now conclude that \(\mathcal{S}\) and \(\bar{s}_{m_e,q_e}\) can be smoothly glued to an electrically charged Riemannian manifold \(\mathcal{S}\) as desired (after an appropriate translation of \([s_0 - \delta, s_1]\) and re-attaching \([s_1, \infty) \times S^n\) after the application of the Gluing Lemma). If, in addition, \(f' > 0\) on \([a, b]\), then the Gluing Lemma 4.1 together with the fact that \(\bar{u}'_{m_e,q_e} > 0\) on \([s_0 - \delta, \infty)\), gives \(\bar{f}' > 0\) for the radial profile of \(\mathcal{S}\) implying the remaining claim about strict mean convexity of the coordinate spheres via Lemma 3.13.

\[\square\]

In previous work on charged manifolds [1], the corresponding Proposition 4.1 allowing to glue a given rotationally symmetric electrically charged Riemannian manifold to a Reissner–Nordström manifold made stronger assumptions than our Proposition 4.4. More specifically, it required that \(q_e = q, f(b) > |q|, \) and \(\mathcal{M}(\{b\} \times S^2) > |q|\). Together, these assumptions imply in particular that \((\mathcal{M}_{m_e,q,e}, \gamma_{m_e,q,e})\) is sub-extremal a priori. Allowing to glue to arbitrary \(\Lambda\)-Reissner–Nordström manifolds subject to \(m_e \geq m, q_e^2 \leq q^2\), and \(m_e > m\) or \(q_e^2 < q^2\) will allow us to deduce rather than enforce that the extensions to be constructed in Section 5 are sub-extremal.

5. Main Results

We will now combine our results on the construction of collar extensions starting at minimal hypersurfaces with prescribed Riemannian metrics in Section 3 with the gluing results obtained in Section 4 to obtain electrically charged Riemannian manifolds with prescribed boundary geometry, satisfying the DEC, and with total mass arbitrarily close to the optimal value of the Riemannian Penrose Inequality (17).

**Theorem 5.1** (Existence of Extensions). Let \(n \geq 2\), let \(g_o\) be a smooth Riemannian metric on \(S^n\) and let \(r_o\) denote the volume radius of \(g_o\), \(|S^n|_{g_o} =: \omega_n r_o^n\), where \(\omega_n = |S^n|_{g_s}\) denotes the volume of the unit round sphere \((S^n, g_s)\). Assume that one of the following holds

1. \(n \geq 2, \lambda_1(-\Delta_{g_o} + \frac{1}{2} R(g_o)) > 0, \) and \((S^n, g_o)\) is conformal to \((S^n, g_s)\),
where \(\lambda_1(-\Delta_{g_o} + \frac{1}{2} R(g_o))\) denotes the first eigenvalue of \(-\Delta_{g_o} + \frac{1}{2} R(g_o)\), or
(2) $n = 2$ and $K(g_o) > -\tau$ on $\mathbb{S}^2$ for some $\tau > 0$, or
(3) $2 \leq n \leq 3$ and $R(g_o) > 0$ on $\mathbb{S}^n$, where $R(g_o)$ denotes the scalar curvature of $g_o$, or
(4) $n > 3$, $R(g_o) > 0$ on $\mathbb{S}^n$, and $(\mathbb{S}^n, g_o)$ has pointwise $1/4$-pinched sectional curvature.

Here, $R(g_o)$ and $K(g_o)$ denote the scalar and Gaussian curvatures of $g_o$, respectively. Then there exists a constant $\kappa \geq 0$ with $\kappa < \lambda_1(-\Delta_{g_o} + \frac{1}{2}R(g_o))$ in Case (1), $\kappa \leq \tau$ in Case (2), and $2\kappa < R(g_o)$ in Cases (3) and (4) such that, for any constants $\Lambda \leq 0$ and $q \in \mathbb{R}$ satisfying

\[
\frac{n(n-1)q^2}{r_o^2} < 2(\kappa - \Lambda) \quad \text{in Cases (1), (3), and (4)}
\]
\[
\frac{n(n-1)q^2}{r_o^2} < -(\kappa + \Lambda) \quad \text{in Case (2)},
\]

and any constant $m \in \mathbb{R}$ satisfying

\[
m > m_o := \frac{r_o^{n-1}}{2} \left(1 + \frac{q^2}{r_o^{2(n-1)}} - \frac{2\Lambda r_o^2}{n(n+1)}\right),
\]

there exists an $(n+1)$-dimensional electrically charged Riemannian manifold $(M, \gamma, E, \Lambda)$ which is geodesically complete up to its strictly outward minimizing minimal boundary $\partial M$, satisfies the Dominant Energy Condition

\[R(\gamma) \geq 2\Lambda + n(n-1)|E|^2,\]

and has the following properties

(i) $(\partial M, g)$ is isometric to $(\mathbb{S}^n, g_o)$, where $g$ is the metric induced on $\partial M$ by $\gamma$, and
(ii) there exists a compact subset $C \subset M$ and a radius $r_C > r_+$ such that $(M \setminus C, \gamma, E, \Lambda)$ is isometric to the subset $((r_C, \infty) \times \mathbb{S}^n, \gamma_{m, q, \Lambda}, E_{m, q, \Lambda, \Lambda})$ of the sub-extremal $\Lambda$-Reissner-Nordström manifold of mass $m$, charge $q$, and cosmological constant $\Lambda$, with $r_+ = r_+(m, q, \Lambda)$ denoting the volume radius of its horizon inner boundary.

In particular, the (conjectured) Riemannian Penrose Inequality (17) in $(M, \gamma, E, \Lambda)$ reduces to $m_o \leq m$. In other words, the total mass $m$ can be chosen arbitrarily close to the optimal value in the (conjectured) Riemannian Penrose Inequality (17),

Proof. From Lemma 3.3 (in Case (1) with $n = 2$, appealing to the Uniformization Theorem), Lemma 3.4 (in Case (1) with $n > 2$), Lemma 3.5 (in Case (2) or Case (3) for $n = 2$), Corollary 3.7 (in Case (3), and Corollary 3.11 (in Case (4)), respectively, we obtain smooth paths of metrics \{${g(t)}_{t \in [0,1]}$\} on $\mathbb{S}^n$ satisfying Conditions (E1-E3) and

(E4) $\lambda_1(-\Delta_{g(t)} + \frac{1}{2}R(g(t))) > 0$ for all $t \in [0, 1]$ in Case (1), $K(g(t)) > -\tau$ on $\mathbb{S}^2$ for all $t \in [0, 1]$ in Case (2), and $R(g(t)) > 0$ on $\mathbb{S}^n$ for all $t \in [0, 1]$ in Cases (3) and (4).

Next, we set $\kappa \geq 0$ to be any constant satisfying

\[
0 \leq \kappa < \left\{\begin{array}{ll}
\min_{t \in [0,1]} \lambda_1(-\Delta_{g(t)} + \frac{1}{2}R(g(t))) & \text{in Case (1)} \\
\frac{1}{2} \min_{t \in [0,1]} \min_{\mathbb{S}^n} R(g(t)) & \text{in Cases (3) and (4)}, \end{array}\right.
\]
\[
-\tau \leq -\kappa < \min_{t \in [0,1]} \min_{\mathbb{S}^2} K(g(t)) \quad \text{in Case (2)}.
\]
Hence we can replace Condition (E4) above by

\[(E4)' \lambda_1(-\triangle g(t) + \frac{1}{2} R(g(t))) > \kappa \text{ for all } t \in [0, 1] \text{ in Case (1), } K(g(t)) > -\kappa \text{ on } S^2 \text{ for all } t \in [0, 1] \text{ in Case (2), and } R(g(t)) > \kappa \text{ on } S^n \text{ for all } t \in [0, 1] \text{ in Cases (3) and (4)}.\]

For any \(\Lambda \leq 0, q \in \mathbb{R}\) subject to Condition (Q) with respect to this choice of \(\kappa\), Lemma 3.16 ensures the a priori sub-extremality condition \(h_{q,A}(r_o) > 0\). Of course, by Conditions (E1) and (E3) \((S^n, g(1))\) must be isometric to \((S^n, r_o^2 g_s)\) via an isometry \(\Psi : (S^n, g(1)) \rightarrow (S^n, r_o^2 g_s)\) (see for example Corollary 10 in [61]). As it will be simpler to deal with \(r_o^2 g_s\) than with an abstractly given round metric, we change the path \(\{g(t)\}_{t \in [0, 1]}\) to \(\{\tilde{g}(t) := \Psi_* g(t)\}_{t \in [0, 1]}\) and note that the new smooth path \(\{\tilde{g}(t)\}_{t \in [0, 1]}\) automatically satisfies Conditions (E2) (E3) and (E4) as well as the alternative condition

\[(E1)' (S^n, \tilde{g}(0)) \text{ is isometric to } (S^n, g_o) \text{ and } \tilde{g}(1) = r_o^2 g_s.\]

Hence we can now drop the explicit mention of the isometry \(\Psi\) and keep calling the path \(\{g(t)\}_{t \in [0, 1]}\). Lemma 3.16 then tells us that for this choice of \(\kappa\) and for \(q\) and \(\Lambda\) subject to Condition (Q), there exist a constant \(A_o > 0\) and electrically charged Riemannian manifolds

\[S_{\varepsilon,A} = ([0,1] \times S^n, \gamma_{\varepsilon,A} = (A u(t,\cdot))^2 dt^2 + (1 + \varepsilon t^2) g(t), E_{\varepsilon,A} = \frac{q}{A u(t,\cdot)^r_o^2 (1 + \varepsilon t^2)^{1/2}} \partial_t, \Lambda)\]

parametrized by \(\varepsilon \in (0,1]\) and \(A \geq A_o\), with \(u(t,\cdot) > 0\) the positive \(L^2(g(t))\)-normalized first eigenfunction of \(-\triangle g(t) + \frac{1}{2} R(g(t))\) in Case (1) (see Remark 3.18) and \(u(t,\cdot) = 1\) in Cases (2) through (4) which satisfy the strict DEC, have minimal inner boundary \(\partial M = \{0\} \times S^n\) and strictly mean convex coordinate spheres \(\{t\} \times S^n\) for \(t \in (0, 1]\) with respect to the outward unit normal \(\nu = \frac{1}{A u(t,\cdot)} \partial_t\).

Before we can attempt to apply Proposition 4.4 to glue the collar extensions \(S_{\varepsilon,A}\) to a \(\Lambda\)-Reissner–Nordström manifold, we will need to make a change of coordinates on the collar extension, bringing it to the form \(\gamma_{\varepsilon,A} = ds^2 + f_{\varepsilon,A}(s)^2 g_s, E_{\varepsilon,A} = \frac{q}{f_{\varepsilon,A}(s)^r_o^2} \partial_s\) in its rotationally symmetric part. Recalling that \(g(t) = g(1) = r_o^2 g_s\) for \(t \in [0, 1]\) and noting that this gives \(u(t,\cdot) = 1\) for \(t \in [\theta, 1]\), this can be achieved by setting \(s = At\) and \(f_{\varepsilon,A}(s) := \sqrt{1 + \frac{\varepsilon^2}{A^2}} r_o\) for \(s \in [\theta A, A]\). Hence, \(S_{\varepsilon,A}\) restricted to \([\theta, 1] \times S^n\) is isometric to the rotationally symmetric electrically charged Riemannian manifold

\[\tilde{S}_{\varepsilon,A} := ([\theta A, A] \times S^n, \gamma_{\varepsilon,A} = ds^2 + f_{\varepsilon,A}(s)^2 g_s, E_{\varepsilon,A} = \frac{q}{f_{\varepsilon,A}(s)^r_o^2} \partial_s, \Lambda)\]

which satisfies the strict DEC and has strictly mean convex coordinate spheres with respect to the outward unit normal \(\nu = \partial_s\). In view of Proposition 4.4, we will verify that

(a) \(m_s(\varepsilon, A) := M_{\tilde{S}_{\varepsilon,A}} ([A] \times S^n) > \frac{q^2}{f_{\varepsilon,A}(A)^n} + \frac{2Af_{\varepsilon,A}(A)^{n+1}}{n(n-1)(n+1)}\), and
(b) \(f'_{\varepsilon,A}(A) > 0\),

where \(M_{\tilde{S}_{\varepsilon,A}}\) denotes the generalized Hawking mass functional in \(\tilde{S}_{\varepsilon,A}\).
Condition (b) follows immediately from Lemma [3.13] and the fact that \( \{A\} \times S^n \) has strictly positive mean curvature in \( \tilde{S}_{\varepsilon,A} \) by construction for all \( \varepsilon \in (0, 1] \) and all \( A \geq A_0 \). It remains to prove Condition (a). Using Lemma [3.20], we know that \( m_*(\varepsilon, A) > m_o \) which implies
\[
m_*(\varepsilon, A) > m_o = \frac{r_o^{-1}p_{0q,\Lambda}(r_o)}{2} = \frac{r_o^{-1}}{2} \left( p_{0q,\Lambda}(r_o) - 1 + \frac{h_{q,\Lambda}(r_o)}{r_o^{2(n-1)}} + \frac{q^2}{r_o^2} + \frac{2\Lambda r_o^2}{n(n-1)} \right)
\]
for all \( 0 < \varepsilon < 1 \) and all \( A \geq A_0 \). This asserts Condition (a).

Hence by Proposition [4.4] and by construction, we know that \( \tilde{S}_{\varepsilon,A} \) and thus \( S_{\varepsilon,A} \) can smoothly be glued to any \( \Lambda \)-Reissner–Nordström manifold of mass \( m > m_*(\varepsilon, A) > m_o \), charge \( q \), and cosmological constant \( \Lambda \) for any \( 0 < \varepsilon \leq 1 \) and \( A \geq A_0 \), such that the glued electrically charged Riemannian manifold \( (M, \gamma, E, \Lambda) \) satisfies the DEC and Claims (i) and (ii). Moreover, again by Proposition [4.4] and by construction as well as by Lemma [3.13], we know that \( (M, \gamma) \) is foliated by mean convex coordinate spheres \( \{\cdot\} \times S^n \) which are all strictly mean convex except \( \partial M \) which is minimal. Hence \( \partial M \) is a strictly outward minimizing minimal hypersurface in \( (M, \gamma) \) by Theorem [2.18]. This proves all claims in case \( m > m_*(\varepsilon, A) \) for some \( 0 < \varepsilon \leq 1 \) and \( A \geq A_0 \).

As the theorem makes these claims for any \( m > m_o \), we again apply Lemma [3.20] to see that \( m_*(\varepsilon, A) \searrow m_o \) as \( \varepsilon \searrow 0 \). Thus \( m_o < m_*(\varepsilon, A) < m \) for all suitably small \( 0 < \varepsilon < \varepsilon_1 \) with threshold \( \varepsilon_1 = \varepsilon_1(n, m, r_o, q, \Lambda) \) and all \( A \geq A_0 \) which proves the claim.

Finally, by definition of the generalized Hawking mass and by \( m_o = M_{S_{\varepsilon,A}}(\{0\} \times S^n) \) for all \( \varepsilon \in (0, \varepsilon_1), A \geq A_0 \), we get the desired interpretation in view of the (conjectured) Riemannian Penrose Inequality.

**Remark 5.2.** We point out that we do not need an a priori sub-extremality assumption; sub-extremality indeed follows from our assumptions via Lemma [3.19]. In this sense, our result somewhat simplifies that of [1] where it is assumed for \( n = 2 \) and \( \Lambda = 0 \) that \( q^2 < r_o^2 \) and \( \kappa > \frac{q^2}{r_o^2} \); arguing as in the proof of Lemma [3.19], we can indeed conclude that \( q^2 < r_o^2 \) must hold provided that \( \kappa > \frac{q^2}{r_o^2} \), which coincides with our Condition (C).

**Remark 5.3.** Recall from Section [3] that the assumption that \( (S^n, g_o) \) has pointwise \( 1/4 \)-pinched sectional curvature for \( n \geq 4 \) is a technical assumption ensuring that positivity of scalar curvature is preserved along a certain flow of metrics on \( S^n \). In fact, Theorem [5.1] will apply to any metric \( g_o \) on \( S^n \) for which one can find a path of metrics \( \{g(t)\}_{t \in [0, 1]} \) on \( S^n \), \( n \geq 4 \), with \( g(0) = g_o \), satisfying the Conditions [E1-E3], and having \( R(g(t)) > 0 \) for all \( t \in [0, 1] \). For example, one can also use the path of metrics constructed by Cabrera Pacheco and Miao [22] using extrinsic geometric flows, where it is assumed that \( (S^n, g_o), n \geq 4 \), with \( R(g_o) > 0 \) isometrically embeds into \( (n+1) \)-dimensional Euclidean space as a star-shaped hypersurface.
6. Application to an Ad Hoc Generalization of Bartnik Mass

In Theorem 5.1 we have seen that many metrics \( g_0 \) on \( S^n \) can arise as the metric induced on the minimal, strictly outward minimizing inner boundary of an electrically charged Riemannian manifold satisfying the DEC \( (15) \) which eventually coincides with a sub-extremal \( \Lambda \)-Reissner–Nordström manifold of prescribed mass \( m \), charge \( q \), and cosmological constant \( \Lambda \leq 0 \). We have seen that the possible choices of the cosmological constant \( \Lambda \) are constrained by the geometry of \( g_0 \) (and a choice of path of metrics on \( S^n \)). The range of possible charges \( q \) was constrained by both the choice of cosmological constant \( \Lambda \) and by the geometry of \( g_0 \) (and the chosen path). Finally, the mass \( m \) can be prescribed freely, as long as it is larger than the generalized Hawking mass of \( g_0 \) which depends on the chosen charge \( q \) and cosmological constant \( \Lambda \) — in consistency with the (conjectured) Riemannian Penrose Inequality (with charge) \( (17) \), see Conjecture 2.20.

To see this, we have constructed so-called extensions, namely electrically charged Riemannian manifolds \( (M, \gamma, E, \Lambda) \) satisfying the DEC \( (15) \), isometric to a piece of a suitable sub-extremal \( \Lambda \)-Reissner–Nordström manifold \( (M_{m,q,\Lambda}, \gamma_{m,q,\Lambda}, E_{m,q,\Lambda}, \Lambda) \) of mass \( m \), charge \( q \), and cosmological constant \( \Lambda \) outside some compact set, and such that \( \partial M \) is minimal and strictly outward minimizing in \( (M, \gamma) \), isometric to \( (S^n, g_0) \) with respect to the induced metric \( g \), and has quasi-local charge \( Q(\partial M) = q \). We have discussed that the asymptotic behavior of \( (M, \gamma, E, \Lambda) \) is precisely that of \( (M_{m,q,\Lambda}, \gamma_{m,q,\Lambda}, E_{m,q,\Lambda}, \Lambda) \), and in particular the asymptotic mass equals \( m \) and the asymptotic charge equals \( q \), see Remarks 2.14, 2.15. If \( \Lambda = 0 \), this means that \( (M, \gamma, E, \Lambda) \) is asymptotically Euclidean with ADM mass \( m \), while if \( \Lambda < 0 \), \( (M, \gamma, E, \Lambda) \) is asymptotically hyperbolic with asymptotic hyperbolic radius \( \sqrt{-\frac{n(n+1)}{2\Lambda}} \) and has hyperbolic mass \( m \), see Remark 2.13.

The constructed extensions hence fall in the class \( \mathcal{A}(S^n, g_0, H_o, q, \Lambda) \) of (generalized) admissible extensions of given (generalized) Bartnik data \( (S^n, g_0, H_o, q, \Lambda) \) consisting of a metric \( g_0 \) on \( S^n \), a smooth, non-negative function \( H_o: S^n \to \mathbb{R}_+^+ \), and parameters \( q \in \mathbb{R} \) and \( \Lambda \leq 0 \). Generalizing the standard definition by Bartnik \( [8] \) and the separate asymptotically hyperbolic \( [21] \) and electrically charged \( [1] \) generalizations, we define this class \( \mathcal{A}(S^n, g_0, H_o, q, \Lambda) \) of (generalized) admissible extensions of given Bartnik data \( (S^n, g_0, H_o, q, \Lambda) \) as

\[
\mathcal{A}(S^n, g_0, H_o, q, \Lambda) := \{\text{electrically charged Riemannian manifolds } (M, \gamma, E, \Lambda) \text{ which have strictly outward minimizing boundary } (\partial M, g) \text{ isometric to } (S^n, g_0) \text{ and with mean curvature } H = H_o, \text{ satisfy the Dominant Energy Condition } R(\gamma) \geq 2\Lambda + n(n-1)|E|^2_{\gamma} \text{ on } M, \text{ are asymptotically Euclidean if } \Lambda = 0, \text{ are asymptotically hyperbolic with asymptotic hyperbolic radius } \sqrt{-\frac{n(n+1)}{2\Lambda}} \text{ if } \Lambda < 0, \text{ and have total charge } q \}.
\]
Before we proceed to defining the (generalized) Bartnik mass of given Bartnik data, we should make a couple of comments. First of all, we could have given an alternative definition of generalized admissible extensions, replacing the condition that $\partial M$ should be strictly outward minimizing by the condition that the extension must not contain any minimal surfaces enclosing the boundary, except possibly the boundary itself. Both definitions are standard in the asymptotically Euclidean $n + 1 = 3$-dimensional Riemannian case, i.e., without electric field. In this scenario, Jauregui [44] and McCormick [56] have analyzed when the two definitions and the Bartnik masses defined on their bases (see below) coincide. Both conditions are designed to rule out that the (generalized) Bartnik data “hide” behind a black hole horizon, i.e., behind a minimal surface, in an admissible extension. Note that the extensions we have constructed in this paper (see Theorem 5.1) naturally satisfy both conditions. For the strictly outward minimizing condition, see the statement of Theorem 5.1; the no minimal surface condition is satisfied because the asserted foliation by strictly mean convex hypersurfaces away from the boundary and the elliptic maximum principle exclude the existence of such minimal surfaces, see for example Chapter 4 in [48].

Second, it is of course not clear a priori whether $A(S^n, g_o, H_o, q, \Lambda) \neq \emptyset$ for given Bartnik data $(S^n, g_o, H_o, q, \Lambda)$. Originally, Bartnik only considered Bartnik data which were a priori embedded in a geodesically complete, asymptotically Euclidean Riemannian manifold satisfying the DEC and an appropriate condition ensuring that the Bartnik data do not hide behind a horizon. If one does so, of course the set of admissible extensions is automatically non-empty. Here, however, we do not put such an assumption so in principle the (generalized) admissible class for given (generalized) Bartnik data can be empty. It is a consequence of the special case of (generalized) Bartnik data we consider here that they do possess (generalized) admissible extensions, see below.

Third, it is worth pointing out that we have not made an assumption nor a conclusion about physicality of (generalized) admissible extensions. In the asymptotically Euclidean $n + 1 = 3$-dimensional Riemannian case (and with the strictly outward minimizing condition in the definition), physicality in the form of positive ADM mass follows from Huisken and Ilmanen’s proof of the Riemannian Penrose Inequality [42] via Inverse Mean Curvature Flow. As this approach doesn’t lend itself to generalizations to higher dimensions due to the lack of a Gauss–Bonnet Theorem (see Section 3.3), such a physicality assertion cannot (yet?) be made in higher dimensions (except when $H_o = 0$, see below). Similarly, physicality in the sense of positive hyperbolic mass has not been shown in the asymptotically hyperbolic case (except in certain cases with $H_o = 0$, see below). In an electrically charged scenario such as the one considered in this paper, physicality should be interpreted as not only asking that the total mass be positive but a fortiori that the total mass $m$, total charge $q$, and cosmological constant $\Lambda \leq 0$ are subject to a sub-extremality condition. One possibility could be to request that the $\Lambda$-Reissner–Nordström manifold of mass $m$, charge $q$, and cosmological constant $\Lambda$ be sub-extremal, see Definition 2.4. Again, this is not known in general for admissible extensions.
In this paper we only consider the case of minimal (generalized) Bartnik data, i.e., of Bartnik data \((S^n, g_o, H_o, q, \Lambda)\) with \(H_o = 0\). In this case, physicality of (generalized) admissible extensions (with respect to the definition given here) in the sense of positivity of total mass \(m\) is guaranteed by the Riemannian Penrose Inequality (with charge) \((17)\) in all cases in which it has been proven, see Remark \ref{remark:riemannian_penrose} which can be seen as follows: Recall that, for minimal hypersurfaces, the left hand side of the (conjectured) Riemannian Penrose Inequality (with charge) \((17)\) coincides with the generalized Hawking mass \(M(\partial M)\) of the boundary, see Definition \ref{definition:generalized_hawking_mass}. From Proposition \ref{proposition:generalized_hawking_mass} we know that \(M(\partial M) = r(\partial M)n - \frac{1}{2}p_0, Q(\partial M), \Lambda(r(\partial M))\), where \(r(\partial M)\) denotes the volume radius of \(\partial M\) with respect to the induced metric and \(Q(\partial M)\) denotes the quasi-local charge of \(\partial M\), see Definition \ref{definition:quasi-local_charge}. Hence \(M(\partial M) > 0\) is manifest for minimal boundaries. In a given admissible extension \((M, \gamma, E, \Lambda)\) of minimal Bartnik data \((S^n, g_o, H_o, q, \Lambda)\), we in fact have \(Q(\partial M) = q\) as \(E\) is divergence-free. Hence, the total mass \(m\) of any (generalized) admissible extension of minimal (generalized) Bartnik data is necessarily positive.

Let us now turn our attention to the question of sub-extremality of (generalized) admissible extensions \((M, \gamma, E, \Lambda)\) of minimal (generalized) Bartnik data \((S^n, g_o, H_o, q, \Lambda)\). By Proposition \ref{proposition:quasi-local_sub-extremality}, the quasi-local sub-extremality condition \(h_{Q(\partial M), \Lambda}(r(\partial M)) > 0\) ensures that the \(\Lambda\)-Reissner–Nordström manifold of mass \(M(\partial M)\), charge \(Q(\partial M)\), and cosmological constant \(\Lambda \leq 0\) is sub-extremal. Lemma \ref{lemma:sub_extremality_of_reissner_nordstrom} tells us that the \(\Lambda\)-Reissner–Nordström manifold of mass \(m \geq M(\partial M)\), charge \(Q(\partial M)\), and cosmological constant \(\Lambda\) must also be sub-extremal. Hence the Riemannian Penrose Inequality (with charge) \((17)\) — in the cases in which it is proven — together with the quasi-local sub-extremality condition \(h_{Q(\partial M), \Lambda}(r(\partial M)) > 0\) in fact implies physicality of (generalized) admissible extensions of minimal (generalized) Bartnik data in the sense that the \(\Lambda\)-Reissner–Nordström manifold of the same total mass, total charge, and cosmological constant is sub-extremal. This proves the following proposition.

**Proposition 6.1** (A Priori Sub-Extremality for Minimal Bartnik Data). Let \((S^n, g_o, H_o = 0, q, \Lambda)\) be minimal (generalized) Bartnik data, i.e., let \(g_o\) be a smooth Riemannian metric on \(S^n\), and let \(q \in \mathbb{R}\) and \(\Lambda \leq 0\) be constants, and let \(r_o\) denote the volume radius of \(g_o\). Assume that \(h_{q, \Lambda}(r_o) > 0\). Let \((M, \gamma, E, \Lambda)\) be a (generalized) admissible extension of \((S^n, g_o, H_o = 0, q, \Lambda)\), i.e., an electrically charged Riemannian manifold satisfying the DEC \((15)\), having minimal, strictly outward minimizing boundary \(\partial M\) with induced metric \(g\) such that \((\partial M, g)\) is isometric to \((S^n, g_o)\), and being asymptotically Euclidean of ADM mass \(m\) and total charge \(q\) if \(\Lambda = 0\) or asymptotically hyperbolic with asymptotic hyperbolic radius \(\frac{\sqrt{-n(n+1)}}{2\Lambda}\) of hyperbolic mass \(m\) and total charge \(q\) if \(\Lambda < 0\). Then the \(\Lambda\)-Reissner–Nordström manifold of mass \(m\), charge \(q\), and cosmological constant \(\Lambda\) is sub-extremal provided that the (conjectured) Riemannian Penrose Inequality (with charge) \((17)\) applies to a class of electrically charged Riemannian manifolds containing \((M, \gamma, E, \Lambda)\).
Let us now turn our attention to the \textit{(generalized) Bartnik mass} functional \(B\). For given (generalized) Bartnik data \((S^n, g_o, H_o, q, \Lambda)\), we set

\begin{equation}
B(S^n, g_o, H_o, q, \Lambda) := \inf \{ m(M, \gamma, E, \Lambda) \mid (M, \gamma, E, \Lambda) \in A(S^n, g_o, H_o, q, \Lambda) \},
\end{equation}

where \(m(M, \gamma, E, \Lambda)\) denotes the ADM mass of \((M, \gamma)\) if \(\Lambda = 0\) and the hyperbolic mass of \((M, \gamma)\) if \(\Lambda < 0\). Note that we deviate from the original definition of Bartnik mass and admissible extensions here which did not consider manifolds with boundary but geodesically complete manifolds containing a given domain \(\Omega\) with compact boundary \(\partial \Omega\). This has to do with regularity issues across \(\partial \Omega\) in potential mass-minimizing admissible extensions and has become rather standard in the literature. See the survey by Anderson \[4\] and the article by Bartnik \[9\] for more information.

As the generalized Hawking mass of given (generalized) Bartnik data \((S^n, g_o, H_o, q, \Lambda)\) in a given (generalized) admissible extension only depends on the (generalized) Bartnik data themselves, we can abuse notation and denote the generalized Hawking mass of (generalized) Bartnik data as a functional of those data as well, i.e., as \(M(S^n, g_o, H_o, q, \Lambda)\). Then the (conjectured) Riemannian Penrose Inequality (with charge) \((17)\) can be rewritten as

\begin{equation}
\mathcal{M}(S^n, g_o, H_o = 0, q, \Lambda) \leq \mathcal{B}(S^n, g_o, H_o = 0, q, \Lambda)
\end{equation}

for all minimal (generalized) Bartnik data \((S^n, g_o, H_o, q, \Lambda)\) with \(A(S^n, g_o, H_o, q, \Lambda) \neq \emptyset\).

Complementing this, Theorem 5.1 can be rewritten as giving the following upper estimate on the generalized Bartnik mass.

**Theorem 6.2** \textbf{(Generalized Bartnik Mass Estimate).} Let \(n \geq 2\), let \(g_o\) be a smooth Riemannian metric on \(S^n\) and let \(r_o\) denote the volume radius of \(g_o\), \(|S^n|_{g_o} =: \omega_n r_o^n\), where \(\omega_n = |S^n|_{g_o}\) denotes the volume of the unit round sphere \((S^n, g_o)\). Assume that one of the following holds

1. \(n \geq 2\), \(\lambda_1(-\Delta_{g_o} + \frac{1}{2} R(g_o)) > 0\), and \((S^n, g_o)\) is conformal to \((S^n, g_o)\),
   where \(\lambda_1(-\Delta_{g_o} + \frac{1}{2} R(g_o))\) denotes the first eigenvalue of \(-\Delta_{g_o} + \frac{1}{2} R(g_o)\), or
2. \(n = 2\) and \(K(g_o) > -\tau\) on \(S^2\) for some \(\tau > 0\) or
3. \(2 \leq n \leq 3\) and \(R(g_o) > 0\) on \(S^n\), where \(R(g_o)\) denotes the scalar curvature of \(g_o\), or
4. \(n > 3\), \(R(g_o) > 0\) on \(S^n\), and \((S^n, g_o)\) has pointwise \(1/4\)-pinched sectional curvature.

Here, \(R(g_o)\) and \(K(g_o)\) denote the scalar and Gaussian curvatures of \(g_o\), respectively. Then there exists a constant \(\kappa \geq 0\) with \(\kappa < \lambda_1(-\Delta_{g_o} + \frac{1}{2} R(g_o))\) in Case (1), \(\kappa \leq \tau\) in Case (2), and \(2\kappa < R(g_o)\) in Cases (3) and (4) such that, for any constants \(\Lambda \leq 0\), \(q \in \mathbb{R}\) satisfying

\begin{equation}
\begin{cases}
\frac{n(n-1)\omega^2}{r_o^{2n}} < 2(\kappa - \Lambda) & \text{in Cases (1), (3), and (4)} \\
\frac{q^2}{r_o^{2n}} < - (\kappa + \Lambda) & \text{in Case (2)},
\end{cases}
\end{equation}
the minimal (generalized) Bartnik data \((S^n, g_o, H_o, q, \Lambda)\) have \(A(S^n, g_o, H_o, q, \Lambda) \neq \emptyset\) and
\[
(39) \quad \mathcal{B}(S^n, g_o, H_o = 0, q, \Lambda) \leq M(S^n, g_o, H_o = 0, q, \Lambda).
\]
Moreover, the \(\Lambda\)-Reissner–Nordström manifold of mass \(M(S^n, g_o, H_o = 0, q, \Lambda)\), charge \(q\), and cosmological constant \(\Lambda\) is sub-extremal.

**Proof.** Under the given assumptions, Theorem 5.1 tells us that for any constant \(m > m_o := \frac{r_o^{-1}}{2} p_{0,q,\Lambda}(r_o)\) there exists a (generalized) admissible extension \((M, \gamma, E, \Lambda)\) of \((S^n, g_o, H_o, q, \Lambda)\) of mass \(m\) and total charge \(q\). This proves the claim that \(A(S^n, g_o, H_o, q, \Lambda) \neq \emptyset\) and shows that \(B(S^n, g_o, H_o = 0, q, \Lambda) \leq m_o\). By construction, we have \(r_o = r(\partial M)\) so that \(m_o = M(S^n, g_o, H_o = 0, q, \Lambda)\) by Proposition 2.27 which shows the desired inequality (39).

Moreover, Lemma 3.19 tells us that \(h_{q,\Lambda}(r_o) > 0\) and thus Proposition 6.1 tells us that the \(\Lambda\)-Reissner–Nordström manifold of mass \(m_o = M(S^n, g_o, H_o = 0, q, \Lambda)\), charge \(q\), and cosmological constant \(\Lambda\) is sub-extremal. \(\square\)
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