Analysis of water channels by molecular dynamics simulation of heterotetrameric sarcosine oxidase
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A precise 100-ns molecular dynamics simulation in aquo was performed for the heterotetrameric sarcosine oxidase bound with a substrate analogue, dimethylglycine. The spatial region including the protein was divided into small rectangular cells. The average number of the water molecules locating within each cell was calculated based on the simulation trajectory. The clusters of the cells filled with water molecules were used to determine the water channels. The narrowness of the channels, the average hydropathy indices of the residues of the channels, and the number of migration events of water molecules through the channels were consistent with the selective transport hypothesis whereby tunnel T3 is the pathway for the exit of the iminium intermediate of the enzyme reaction.
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Heterotetrameric sarcosine oxidase (HSO) catalyzes sarcosine oxidation to generate glycine and hydrogen peroxide, and either formaldehyde or 5,10-methylene-tetrahydrofolate (5,10-CH₂-THF), depending on the availability of tetrahydrofolate (THF) [1]. HSO is a complex enzyme with molecular weight of approximately 180,000, consisting of four non-identical subunits α, β, γ, and δ. HSO contains a nicotinamide adenine dinucleotide (NAD⁺), Zn²⁺, and two flavins, i.e., flavin adenine dinucleotide (FAD) and flavin mononucleotide (FMN) [2]. Since the first X-ray analysis of HSO by Ida et al. [3], several X-ray structures have been reported for HSOs from Corynebacterium sp. U96 and Pseudomonas maltophilia, bound with various ligands, and in different redox conditions [4,5]. The X-ray structures have clarified that the α-subunit of HSO is composed of the N-terminal half domain (nicotine domain), the C-terminal half domain (folate domain), and a linker of about 10 residues connecting the N- and C-terminal halves, as shown in Figure 1. NAD⁺, for which the function is not clear, is contained in the nicotine domain. The γ-subunit is located along the linker of the two domains of the α-subunit. The δ-subunit has a Cys₃His zinc finger motif to bind Zn²⁺. The β-subunit is bound with an FAD noncovalently and an FMN covalently. Sarcosine is bound at the re-phase of the isoalloxazine ring of the cofactor FAD. It is proposed that the cofactor FAD is reduced by sarcosine, an electron is transferred from the reduced FAD to FMN, and the reduced FMN is oxidized by an oxygen molecule to yield an oxidized flavin. HSO contains a large spheroid-like cavity with volume of about 10 nm³ near the substrate-binding site [3].

Seven tunnels have been proposed as the pathways for the migration of substrates and products in HSO [5] using the geometry-based tunnel prediction tool CAVER2 [6], as shown in Figure 1. The tunnels named T1, T2, T3, and T4 are connected to the large cavity. T1 and T2 are located near the boundary between the α- and β-subunits. T3 passed through the center of the folate domain of the α-subunit. Based on the structural and kinetics studies, the sarcosine oxidation in HSO has been postulated to accompany the selective transport of the substrate and products as described here on [5]. Sarcosine migrates into the large cavity from the surface of HSO through T1, T2, or both. Since the electrostatic surface potential of T1 and T2 are mostly negative, the zwitterionic sarcosine might migrate via T1 or T2, rather than via T3, which possesses neutral and hydrophobic regions. After the
The initial structure of our MD simulation was the X-ray structure (Fig. 1) of HSO bound with a substrate-analogue, dimethylglycine (DMG), from the Protein Data Bank (PDB). The numbers of residues were 963, 402, 195, and 91 for the α-, β-, γ-, and δ-subunits, respectively. The structure was initially positioned at the center of a rectangular periodic boundary box with size of 9.58×12.031×9.854 nm³ filled with water molecules, as shown in Figure 2. The protonation states of amino acid residues and the hydrogen coordinates of HSO were determined using Protonate 3D [7] implemented in MOE 2013.08 [8]. The AMBER ff99SB-ILDN energy parameters [9] were used for HSO and Na⁺, the general AMBER force-field parameters [10] for DMG, and TIP3P for water molecules. The partial charges of the atoms of DMG were calculated using the restrained electrostatic potential (RESP) method [11] based on quantum chemical calculations using the 6-31G* basis set of GAUSSIAN03 [12] (Table S1). The partial charges proposed by Calimet and Simonson were adopted for Zn²⁺ and the surrounding residues [13]. The total number of atoms was 114,858, including 24,997 atoms for the HSO-DMG complex, 89,799 atoms for surrounding water molecules, and 62 Na⁺ ions that neutralize the total charge of the whole system.

The MD program GROMACS 4.5.5 [14] was used to perform MD simulations. After running the steepest descent energy minimization, the relaxation and equilibration runs were carried out at 200 K for 1 ns and at 300 K for 3 ns, respectively, under the NTV ensemble using the velocity-rescaling thermostat method [15] with a relaxation time of 0.1 ps and using positional restraints for all the non-hydrogen atoms of HSO. Finally, a production MD run with no positional restraints was performed for 100 ns at 300 K under the
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NTP ensemble using the Parrinello-Rahman method [16] with pressure of 1 bar. All bonds involving hydrogen atoms were constrained with LINCS [17] and the time step was set to 2 fs. The particle mesh Ewald (PME) [18] method with interpolation order of 6 and Fourier spacing of 0.15 nm was employed to treat the long-range electrostatic interactions. A cut-off of 1.2 nm was used for the Lennard-Jones interactions and the direct sum of electrostatic interactions.

To analyze water channels in the HSO molecule, the probability density distribution of water was determined from the trajectory of water molecules, as follows. The spatial region including the HSO molecule was divided into small rectangular cells of 0.3 x 0.36 x 0.3 nm³. This cell size is approximately equal to the size of water molecule. As the HSO molecule was rigid as described in the following sections, this cell size was expected to be effective for smoothing the small fluctuations of the protein atoms and the shape of water channels. The average number of water oxygen atoms within each cell over time was calculated. Before this calculation, the small rotation and translation of HSO in the simulation were removed by least squares (LS) fitting so that the HSO molecule was relatively immobile with respect to the cells. Cells with an average number of water oxygen atoms of greater than 0.5 were named “water cells.” This criterion of 0.5 is equivalent to the probability density of water molecules of 15.4 nm⁻³ and is about half of the probability density of 33 nm⁻³ (1 g cm⁻³), which is the typical value for bulk water. Other cells were assumed in the protein region. This cell division was not highly sensitive to the criterion. In order to classify the water cells into those within the protein (water channel) and those outside of the protein (outer water region), 26 lines were drawn from the center of each cell, as shown in Figure 3. If any atoms of the protein were located within 0.3 nm of a line, the line was determined to penetrate the protein. The water cells with less than 14 penetrating lines were assumed to compose the outer water region. The water cells with more than 13 penetrating lines were assumed to be within HSO to compose the water channels. Water channel cells located in small pockets on the HSO surface were removed manually using computer graphics. The resulting 844 water channel cells were classified into separate channels by a cluster analysis using the R software environment [19]. However, the large cavity that has been proposed in previous studies [3] was shared by several channels; therefore, clear identification of the cavity was not easy using only cluster analysis methods. Thus, after the simple cluster analysis with the farthest neighbor method was performed, the cavity cells were determined by using a rectangular box; when the channel cells were within the rectangular box, they were assumed to compose the cavity. The volume of the rectangular box was 1.2 x 1.7 x 1.4 nm³ and its center was set at the center of the cavity, i.e., (−2.0661 nm, 6.9338 nm, 1.0942 nm) in the coordinate system of the X-ray structure 1X31. This procedure resulted in the clear assignment of the spheroid-like cavity as shown in the Results.

Results

Before the analysis of water channels, the precision of the MD simulation was examined based on the root mean square deviations (RMSD) of the Cα atoms of the simulation structure from the initial X-ray structure, as shown in Figure 4. The final equilibrated RMSDs were very small, approximately 0.14 nm. Furthermore, the fluctuation in position was large for atoms with large experimental B-factors (data not shown), indicating a good correspondence between fluctuations in the simulation and experiments. Thus, the present simulation was precise with respect to the structure and fluctuation of the entire HSO molecule. The simulation was also precise with respect to the local structures, including the substrate binding site. Figure 5 shows the initial and final structures of the substrate binding site. The two structures were very similar, accounting for the thermal fluctuations. In the X-ray structure, the carbonyl oxygen atoms of DMG are hydrogen bonded with Nη2 of Argβ69 and with Nζ of Lysβ358. As shown in Figures 6a and 6b, the hydrogen bonds were continuously formed in the simulation. The hydrogen bonds were often in the form of bifurcated hydrogen bonding. In contrast, it is natural that the methyl groups were rather loosely bound with the site, as shown in Figure 6c, because DMG is not a substrate of HSO [20].

The cavity and eleven channels determined by the water cells are shown in Figure 7 (see also Supplementary Materials). The number of cells of the cavity was 202 and those of the channels are provided in Table 1. The channels CH1, CH2, CH3, and CH4 were connected to the cavity and correspond to the tunnels identified in the previous study [5], T1, T2, T3, and T4, respectively (Fig. 1). CH6 and CH7 were also connected to the cavity, but are previously undetected. CH6...
the NAD⁺ binding site. Although CH10 was nearly buried inside the protein, water molecules were found to migrate between CH10 and the outer water region in the simulation. Thus, for very small molecules like water, CH10 was another pathway to the NAD⁺ binding site. The amino acid residues that made the channels are shown in Figure 8 and the average hydropathy index [21] of the residues are shown in Table 1. Only CH3 was hydrophobic with a positive average hydropathy index, unlike the other channels. This characteristics is in agreement with the electrostatic and structural properties of T3 determined in the previous study [5].

Figure 9 indicates typical trajectories of the water molecules migrating through each of CH1, CH2, and CH3. CH8 and CH9 made a single combined channel from the cavity through the interface of the α-, β-, and δ-subunits. This combined channel has not previously been detected. CH8 was buried in the protein and CH9 was near the surface. These channels, except CH1, CH2, and CH3, were narrow, or had some narrow necks. CH5, CH10, and CH11 were not connected to the cavity. CH5 extended from FMN to the surface of HSO and corresponds to the combined region of T5, T6, and T7 in the previous study. Both CH10 and CH11 were connected to the NAD⁺ binding site, and were also connected to each other to make a combined water channel. CH11 was open to the protein surface and was a pathway for the NAD⁺ binding site. Although CH10 was nearly buried inside the protein, water molecules were found to migrate between CH10 and the outer water region in the simulation. Thus, for very small molecules like water, CH10 was another pathway to the NAD⁺ binding site. The amino acid residues that made the channels are shown in Figure 8 and the average hydropathy index [21] of the residues are shown in Table 1. Only CH3 was hydrophobic with a positive average hydropathy index, unlike the other channels. This characteristics is in agreement with the electrostatic and structural properties of T3 determined in the previous study [5].

Figure 9 indicates typical trajectories of the water molecules migrating through each of CH1, CH2, CH3, and CH4. As can be seen in Figure 9, the water molecules mainly continued back-and-forth motions and showed sudden and long jumps at about several ten ps intervals. We calculated the number of migrations of water molecules between the cavity and the outer water region (Table 2). In this calculation, we
than water are difficult to migrate.

The surfaces of the channels and the protein are shown in Figure 10. The channel is drawn as the cluster of the cells using PyMOL. CH6 and CH7 connecting between the cavity and the outer region, CH10 buried in the protein, and the combined narrow channel of CH8 and CH9 are not obvious excluded the cells of channels that were contiguous to the cavity in order to decrease the calculational noises made by fast and transient back-and-forth motions of water molecules between the cavity and the channels. The number of water molecules moving into and out of the cavity were approximately equal owing to the principle of detailed balance. The number of the water molecules migrating through the protein between the channels was also examined, but no permeating movement was detected except the migration of water molecules in the combined channel of CH8 and CH9 and that of CH10 and CH11.

### Discussion

The channels CH1, CH2, CH3, and CH4 correspond to T1, T2, T3, and T4, respectively. CH5 corresponds to the combined region of T5, T6, and T7. Thus, the five water channels determined in this study correspond to previous geometrical tunnel predictions. CH6 and CH7 were not found in the previous study [5] because they are narrow channels with few migrating water molecules, as shown in Table 2. Although migrations through CH4 and the combined channel of CH8 and CH9 are frequent (Table 2), the channels have a narrow neck through which molecules larger than water are difficult to migrate.

Table 1 The number of cells and the average hydropathy index

|        | CH1 | CH2 | CH3 | CH4 | CH5 | CH6 | CH7 | CH8 | CH9 | CH10 | CH11 |
|--------|-----|-----|-----|-----|-----|-----|-----|-----|-----|------|------|
| Number of cells | 46  | 65  | 46  | 32  | 49  | 63  | 83  | 35  | 105 | 50   | 68   |
| Average hydropathy index | $-0.39$ | $-0.95$ | $1.1$ | $-0.53$ | $-1.6$ | $-0.69$ | $-0.51$ | $-1.4$ | $-0.46$ | $-1.5$ | $-0.52$ |

> CH8 and CH9 are connected to form a single combined channel as are CH10 and CH11.
Figure 9 Trajectories of the selected water molecules from the cavity to the outer water region through CH1 (a) and (b), CH2 (c) and (d), CH3 (e) and (f), and CH4 (g) and (h). For clarity, the channels through which the water molecules migrated are not shown in (a), (c), (e), and (g). A gray ribbon represents the structure of the HSO at 100 ns of the MD simulation. Green spheres depict the positions of the oxygen atoms of water molecule at 40 ps intervals. Arrows show the direction of the migration of water molecule.

Figure 10 View of the surface of the HSO-DMG complex and eleven water channels determined from the MD simulation. The surface of the HSO is the area in gray. (a) From the same direction of Figure 1(a). The views from the top, bottom, left side, and right side are also included. (b) Seen from the behind.
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moving water molecules were not too large to define rigid channels. Grasping channels as rigid regions is a useful device for understanding the transport process in a protein. The entire structure of the HSO molecule and its local structures were highly conserved in the simulation (Figs. 4 and 6), indicating not only the high precision of the simulation, but also the high rigidity of HSO; accordingly, HSO was a good target for the analysis of solvent channels in the present approach. Furthermore, the permeation of water molecules between the channels through the protein region was not found, except in the combined channels, indicating that the channels detected in this study are well defined.

Molecular transport is a non-equilibrium process; the rate of transport is controlled by the free energy of the transition state, which is different among channels. It is thus natural that a specific channel should be selected for the transport of a particular small molecule. Based on the structural and kinetic studies [5], selective transport was proposed, whereby the iminium intermediate (5-oxazolidinone) exits through T3, i.e., CH3. Among the channels from the cavity, CH4, CH6, CH7, and the set of CH8 and CH9 appear to be too narrow for the transport of molecules, except very small molecules like water (Table 2). Of the remaining channels (CH1, CH2, and CH3), CH1 and CH2 are hydrophilic, and thus the hydrophobic CH3 is the most probable pathway for the intermediate.

Conclusion

A precise 100-ns MD simulation was performed for the HSO-DMG complex. A cluster analysis on the small rectangular cells with high water probabilities resulted in the detection of eleven water channels. CH1, CH2, CH3, and CH4 corresponded to the tunnels from the large cavity in the previous study. CH6, CH7, and the combined CH8 and CH9 were narrow channels from the large cavity. CH5 and the combined CH10 and CH11 were not connected with the cavity. No permeation of water molecules between the channels was found except in the combined channels. The results of the present analysis are consistent with the selective transport hypothesis.
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