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Abstract Deep learning is widely used in the development of automatic diagnosis systems for melanoma. However, there are some parameters called hyperparameters which should be set arbitrarily. Optimum setting of hyperparameters is challenging. The dermoscopic images on the database are trained on GoogLeNet. The hyperparameters verified in this study were random seed, solver type, base learning rate, epoch, and batch size. By using a genetic algorithm, these hyperparameters were optimized to obtain higher validation accuracy than other methods such as brute force or Bayesian optimization. The highest validation accuracy was 89.75%. The best hyperparameter settings were: 2 for random seed, RMSProp for solver type, 0.0001 for base learning rate, 30 for epoch, 32 for batch size, and 368 seconds for training time. Using the genetic algorithm, we successfully set the hyperparameters for efficient deep learning. Using the system developed in this study, we plan to search for a broader range of hyperparameters and identify multiple groups including lesions other than melanoma.
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1. Introduction
Melanoma is a type of malignant skin tumor with poor prognosis, and the number of patients affected is increasing, mainly in Europe and the United States. Early detection is critical because melanoma can be almost completely cured if detected early [1–3]. However, melanoma continues to be diagnosed depending on the subjective opinions of doctors. Therefore, a highly accurate and quantitative diagnostic index is required.

Deep learning is widely used in the development of automatic diagnosis systems for melanoma. Esteva et al. [4] classified nearly 130,000 clinical images into three categories using deep learning and achieved an accuracy of 72.1%. Fujisawa et al. [5] also reported an accuracy of 92.4% after identifying 6,000 dermoscopic images with deep learning. Therefore, the automated diagnosis of melanoma by deep learning is very promising.

However, deep learning refers to certain parameters called hyperparameters, which are set arbitrarily. Hyperparameter settings have rich variations, and the use of inappropriate parameters decreases diagnostic performance. Identifying the optimum setting of hyperparameters is challenging.

Several approaches have been devised for optimization of the various parameters of deep learning. Lorenzo et al. [6] used Particle Swarm Optimization, and Young et al. [7] applied a genetic algorithm (GA) to optimize deep learning network structures. These reports addressed the optimization of the deep learning structure, not the hyperparameters. However, there is evidence that these optimization methods can be used to tune the various parameters of deep learning. In machine learning in general, grid search (which is equivalent to brute force), random search, Bayesian optimization, and GA are often used for hyperparameter optimization [8–10]. The random search is a method to make the search more efficient by adding randomness to the brute force. Bayesian optimization is a method of determining the next search parameters based on the results of the previous search. The computational cost of grid search is high, while random search, Bayesian optimization, and GA are uncertain due to randomness.
In this paper, we report the results of a search for the optimal hyperparameters for an automatic melanoma diagnosis system using deep learning, using a GA that does not easily fall into local stability. This study is expected to improve melanoma differentiation performance through optimization of hyperparameters for image discrimination by deep learning.

2. Methods

2.1 Dataset

In this study, the dermoscopic images in the HAM10000 database [11] provided by the International Skin Imaging Collaboration (ISIC, https://www.isic-archive.com/) were used. The database contains dermoscopic images of 6,705 nevi, 1,113 melanomas, and 2,197 other pigmented lesions. In this study, 1,000 nevus and 1,000 melanoma dermoscopic images were randomly extracted from the database. The image size of the database is 600 × 450 (width × height). In this study, the images were reduced to a size of 224 × 168, and random noise was added to the top and bottom 28 pixels to match the input image size for deep learning (224 × 224).

2.2 Deep learning

In this study, GoogLeNet Inception v1 [12] trained with the ImageNet Large Scale Visual Recognition Challenge (ILSVRC) 2012 dataset [13] was used as the deep learning network structure. Harangi et al. [14] also trained GoogLeNet with the HAM10000 database, and reported accuracies of 77.2% and 82.5% for nevi and melanoma, respectively. Chaturvedi et al. [15] trained MobileNet [16] with the HAM10000 database and reported accuracies of 83.15%, 69.23%, and 69.23% for seven categories of skin lesions, nevi, and melanoma, respectively. Even when using datasets other than HAM10000, a melanoma diagnosis using dermoscopic images by deep learning has a reported accuracy of approximately 80% [17–19].

The development environment of this study was as follows: NVCaffe ver. 0.15.14, Python ver 2.7.6, Ubuntu operating system 18.04.3 LTS, Intel i9-7980XE (2.6 GHz) central processing unit, 64 GB memory, and NVIDIA Quadro P5000 (16 GB memory) graphics processing unit (GPU).

In this study, the same training and validation datasets were used to verify the change in diagnostic performance due to hyperparameters. The dermoscopic images of each class were randomly assigned to the training and verification datasets at a ratio of 8:2. Early stopping [20] was not adopted, and the network was trained until the final epoch.

The hyperparameters verified in this study were random seed, solver type, base learning rate, epoch, and batch size. The random seed denotes the initial value of the pseudo random number, while the solver type refers to the type of gradient method used for deep learning. Compared to the standard steepest descent method, several methods have been proposed to prevent divergence and false convergence by adding randomness and retaining the past gradient [21]. The base learning rate denotes the initial value of the network parameter learning rate, while the epoch indicates the number of times each data included in the training dataset is used for training. The batch size denotes the number of data read in one training. Note that the learning rate is multiplied by 0.1 for every 33% of the epoch. Table 1 shows the range of values for each hyperparameter. The total number of hyperparameter combinations in this study was 1,200. Each parameter could have more values, but was limited to the range shown in Table 1 for comparison with brute force. It took approximately four days to train the network for all combinations with our study environment.

2.3 Genetic algorithm

Figure 1 shows the flow of the GA used in this study when the population is 5. The five hyperparameters described in the previous section of each individual in this study were genes. The network was trained and evaluated according to the hyperparameters of each individual, and an evaluation value (described later) was calculated. After the population was sorted in the order of the evaluation value, it was processed in the order of selection, crossover, and mutation.

In the selection section, the individual with the best evaluation value was retained and propagated into two individuals. The total population was maintained by culling the worst evaluated individual.

Except for the best evaluated individual, the individual with the closest evaluation value was crossed by a single point. The crossover position was set at random.

For every parameter in every individual, there was a certain probability that the parameter would be mutated. Finally, all the parameters in all the individuals were mu-

| Hyperparameter         | min | max | step | subtotal |
|------------------------|-----|-----|------|----------|
| random seed            | 0   | 4   | +1   | 5        |
| solver type*           | 0   | 4   | +1   | 5        |
| base learning rate     | 0.1 | 0.0001 | x0.1 | 4        |
| epoch                  | 10  | 30  | +10  | 3        |
| batch size             | 8   | 64  | x2   | 4        |

* 0: Adam, 1: Nesterov, 2: SGD, 3: AdaGrad, 4: RMSProp
tated with a preset probability. The population obtained after these processes became the next generation population. The same processing was repeated up to the preset number of generations.

The evaluation value was obtained using Equation (1),

$$\text{Evaluation value} = (1 - \text{acc}_t) \times 1,000,000 + (1 - \text{acc}_v) \times 1,000 + t/10,000.0$$

(1)

where $\text{acc}_t$ is the training accuracy, $\text{acc}_v$ is the validation accuracy, and $t$ is the time required for training.

In this study, the smaller the evaluation value obtained using equation (1), the better was the evaluation of the individual. First, $(1/\text{uni} - 1/\text{uni} \times \text{acc}_t)$ was rounded to four decimal places and multiplied by one million. The closer the training accuracy is to 1, the smaller is the evaluation value. Since the largest factor was multiplied, the highest priority was given to the convergence of training by the final epoch. This operation excluded hyperparameter combinations that did not converge in training. Next, $(1/\text{uni} - 1/\text{uni} \times \text{acc}_v)$ was also rounded to four decimal places and multiplied by one thousand, and added to the evaluation value. An individual with a higher validation accuracy had a lower evaluation value. Therefore, based on this evaluation value, the individual whose training converged by the final epoch and exhibited the highest generalization capability was selected. Finally, the training time $t$ was rounded to the fifth decimal place and divided by 10,000, and added to the evaluation value. It was expected that the parameter with the shortest training time among all the parameters with the same general performance would be selected. By minimizing this value, the hyperparameter combination with the highest generalization capability and the shortest training time was selected while the training converged to the final epoch.

The hyperparameters required for the GA were the number of individuals, mutation rate, and number of generations. Matlab R2019a (The MathWorks, Inc., Massachusetts, USA) was used for statistical analyses of the evaluation values and parameters. The significance level was set at 5%.

For comparison with our proposed approach, Bayesian optimization was considered in addition to the brute force. Up to 1,000 generations of hyperparameter combinations which had the minimum evaluation value shown in Equation 1 were searched. An open source program written in python was used for Bayesian optimization [22].

3. Results

3.1 Deep learning

The network was trained using all combinations of the hyperparameters. In this study, if the training accuracy exceeded 0.95, the training was considered to have converged. The results indicated that the training converged at 539 out of 1,200 combinations of the hyperparameters. Figure 2 shows the probability frequency distribution of the validation accuracy for all combinations of
the hyperparameters for which the training converged. The highest validation accuracy was 89.8%. The best hyperparameter settings were identified as follows: 2 for random seed, RMSProp for solver type, 0.0001 for base learning rate, 30 for epoch, 32 for batch size, and 368 seconds for training time. On the other hand, the worst validation accuracy was 74.0%. The evaluation value obtained from these parameters was 102.5368. The worst hyperparameters settings were as follows: 0 for random seed, SGD for solver type, 0.1 for base learning rate, 0 for epoch, 8 for batch size, and 169 seconds for training time. The average, median, and mode of the validation accuracy were 85.0, 85.3, and 85.8%, respectively. The validation accuracies of approximately 98% of the hyperparameter combinations fell in the 80 to 90% range.

Validation accuracy was analyzed using one-way analysis of variance (one-way ANOVA). The results are shown in Fig. 3. Significant differences were found for several combinations of solver type, base learning rate, and batch size. Training time was also analyzed using one-way ANOVA. The results are shown in Fig. 4. Significant differences were also found for several combinations of base learning rate, epoch, and batch size. The numerical values of the analyses shown in Figures 3 and 4 are summarized in Table 2.

3.2 Genetic algorithm

Figure 5 shows the analysis results of the GA by one-way ANOVA. The populations ranged from 3 to 13 in steps of 2, while the mutation rates ranged from 5 to 30% in steps of 5%. For each combination, the GA was repeated for up to 1,000 generations to evaluate the number of generations with the above-mentioned best hyperparameters. For a mutation rate of 5%, the best parameters could not be found up to the last generation. If the mutation rate exceeded 10%, the best parameters could be found up to the last generation. The best parameters could be found at the earliest possible time (approximately 65 generations) with a mutation rate of 20%. The results of the one-way ANOVA indicated that it was significantly slower to find the best parameters when the mutation rate was only 10%. When the mutation rate was fixed at 20%, the best parameters were found for all the
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**Fig. 2** Probability frequency distribution of validation accuracy (solid line, left axis) and cumulative frequency distribution (dotted line, right axis) for all combinations of hyperparameters for which training converged.
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**Fig. 3** Analysis results of validation accuracy by one-way ANOVA (*: p < 0.05).
Fig. 4  Analysis results of training time by one-way ANOVA (*: p < 0.05).

Table 2  Analysis results by one-way ANOVA.

| (a) random seed | (b) solver type | (c) base learning rate | (d) epoch | (e) batch size |
|-----------------|-----------------|------------------------|-----------|---------------|
| 0 | 1 | 2 | 3 | 4 | Adam | Nesterov | SGD | AdaGrad | RMSProp | 0.0001 | 0.001 | 0.01 | 0.1 | 10 | 20 | 30 | 8 | 16 | 32 | 64 |
| 3rd quartile | 0.860 | 0.865 | 0.863 | 0.868 | 0.863 | 0.867 | 0.858 | 0.863 | 0.858 | 0.872 | 0.868 | 0.861 | 0.855 | 0.794 | 0.863 | 0.865 | 0.863 | 0.853 | 0.863 | 0.868 | 0.863 |
| median | 0.853 | 0.853 | 0.855 | 0.855 | 0.853 | 0.856 | 0.850 | 0.853 | 0.848 | 0.864 | 0.855 | 0.853 | 0.841 | 0.774 | 0.853 | 0.855 | 0.853 | 0.843 | 0.855 | 0.855 | 0.855 |
| average | 0.847 | 0.848 | 0.853 | 0.853 | 0.849 | 0.851 | 0.851 | 0.848 | 0.843 | 0.856 | 0.857 | 0.852 | 0.832 | 0.774 | 0.849 | 0.852 | 0.848 | 0.836 | 0.853 | 0.857 | 0.855 |
| 1st quartile | 0.838 | 0.843 | 0.843 | 0.843 | 0.838 | 0.838 | 0.845 | 0.840 | 0.835 | 0.848 | 0.845 | 0.845 | 0.813 | 0.752 | 0.843 | 0.845 | 0.840 | 0.826 | 0.845 | 0.848 | 0.848 |

3rd quartile | 369 | 369 | 369 | 369 | 368 | 370 | 368 | 368 | 369 | 368 | 369 | 368 | 374 | 503 | 169 | 335 | 501 | 502 | 407 | 368 | 350 |
| median | 335 | 335 | 336 | 335 | 335 | 338 | 278 | 335 | 336 | 304 | 335 | 273 | 350 | 502 | 138 | 248 | 373 | 336 | 273 | 247 | 235 |
| average | 297 | 303 | 298 | 305 | 301 | 304 | 292 | 298 | 315 | 297 | 299 | 288 | 329 | 403 | 143 | 274 | 409 | 356 | 301 | 277 | 261 |
| 1st quartile | 186 | 234 | 194 | 235 | 235 | 235 | 234 | 235 | 234 | 171 | 171 | 176 | 246 | 294 | 124 | 237 | 360 | 170 | 272 | 246 | 234 |

Fig. 5  Analysis results of the genetic algorithm by one-way ANOVA (*: p < 0.05).
populations. Population 7 had the smallest total number of trainings (approximately 450 times and equivalent to 65 generations), defined as the product of the population and the number of generations for which the best parameter could be found. The results of one-way ANOVA showed significant differences between populations 3 and 7.

Bayesian optimizations up to 1,000 generations (1,000 trainings) were repeated 50 times, but the best combination by brute force was never selected in the method we adopted. The average and standard deviation of the evaluation values by Bayesian optimization were 135.4527 and 6.6097, respectively. Compared to the best evaluation value (102.5368), this implied that \( acc_v \) was approximately 2.2% lower in the Bayesian optimization compared to the GA and the brute force. Furthermore, the average processing time per generation in our system was 243.3 microseconds for the GA and 6.21 seconds for Bayesian optimization.

4. Discussion

4.1 Deep learning

The deep learning training was conducted with 2,000 dermoscopic images. The result of this training showed that differences of up to 15% in accuracy existed for all combinations of the hyperparameters even though the input dataset was the same. This result also confirms the hyperparameter dependence of the deep learning.

Each hyperparameter is discussed below. Only five random seeds were tested, but no differences in accuracy among the random seeds were observed. Most deep learning frameworks can perform deterministic operations. The results of this study confirm that the network can be evaluated by fixing an appropriate random number.

For the dataset used in this study, RMSProp was determined to be the best solver type. However, only AdaGrad showed a significantly lower validation accuracy than RMSProp, and no significant difference was observed among the other solver types. Moreover, no significant difference in training time among the solver types was found. It should be noted that compared to other solver types, RMSProp had slightly more hyperparameter combinations for which training did not converge. Therefore, solver types other than AdaGrad are considered to be suitable for the dataset of this study.

The base learning rate has a significant effect on accuracy. Excessive learning rate makes training difficult to converge. Even if the training converges, a tendency exists for low validation accuracy and long training time. On the other hand, a low learning rate requires a long epoch. Therefore, a learning rate of either 0.001 or 0.0001 is considered appropriate for the study dataset.

Insufficient epochs increase the possibility that training will not converge, and excessive epochs require extra training time. Therefore, it can be said that the epoch is one of the most influential hyperparameters for efficient training. For our study dataset, the number of epochs should be set to at least 20, and preferably 30.

It is generally considered that the larger the batch size, the more efficient is the training. Also, as the batch size increases, the number of trainings per epoch decreases, and thus, training time also decreases. The results of this study follow these conventions. Although the batch size depends on the input image size and the memory size of the GPU, it is preferable to set the batch size as large as possible.

4.2 Genetic algorithm

As mentioned above, the GA contains two types of hyperparameters: population and mutation rate. For our dataset, a population of 7 and a mutation rate of 20% are optimal.

Since the initial values of all genes are determined at random, and the parameters change randomly due to crossover or mutation, the path to the optimal parameters is also highly random. Figure 6 shows the frequency distribution of the generation that reaches the optimal parameters. In this study, the optimal parameters were found the earliest in the first generation and the latest in the 271st generation (1,897 trainings). The worst case required more trainings than the total number of combinations (1,200). The mean number of generations that reached the optimal parameters was 64.48 generations (451 trainings), the corresponding median was 40.5 generations (284 trainings), and the corresponding mode was 34 generations (238 trainings). Therefore, it is considered that the optimal hyperparameters can be efficiently found by the GA. Since the best parameters are not actually known, the GA needs to be repeated for more generations. According to the results of this study, the optimum parameters can be found by repeating the
GA for up to 50 generations (350 trainings) or at most 100 generations (700 trainings). Since the GA changes the parameters at random, the same combination of parameters may be selected. Figure 7 shows the number of new parameter combinations for each generation. Approximately 350 parameter combinations are selected in 100 generations (700 trainings). This effect becomes more pronounced as the generation advances. Therefore, this means that advanced generations finish training sooner than earlier generations. Specifically, as shown in Figure 7, the training of the 100th generation is completed when approximately half of the first generation has finished. Therefore, even if the GA is repeated for many generations, the optimal parameter can be found earlier than in the case of the brute force. The GA shows a shorter processing time than the brute force and higher diagnostic performance than the Bayesian optimization. Also, the genetic algorithm uses relatively simple methods such as sorting and searching, and thus processing is very fast. In the method we employed, optimization with GA was more than 25,000 times faster than the Bayesian optimization. This result also strongly supports the usefulness of the genetic algorithm.

5. Conclusion

We believe that AI approach is useful for various clinical situations; its usability and regulatory issue have been discussed in detail [23]. In this study, we developed a method for optimizing deep learning hyperparameters to develop an automatic diagnosis system for melanoma using dermoscopic images. Dermoscopic images of melanoma and benign nevi were extracted from the ISIC database to create a deep learning dataset. Using GoogLeNet for deep learning and a GA to search for the optimal hyperparameters, we succeeded in discriminating between melanoma and benign nevi with an accuracy of 89.75%. Using the system developed in this study, we plan to search for a broader range of hyperparameters and identify multiple groups including lesions other than melanoma.
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