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This paper provides a security proof of the Bennett-Brassard (BB84) quantum key distribution protocol in practical implementation. To prove the security, it is not assumed that defects in the devices are absorbed into an adversary’s attack. In fact, the only assumption in the proof is that the source is characterized. The proof is performed by lower-bounding adversary’s Rényi entropy about the key before privacy amplification. The bound reveals the leading factors reducing the key generation rate.
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One of the fundamental problems in cryptography is to provide a way of sharing a secret random number between two parties, Alice and Bob, in the presence of an adversary Eve. The quantum key distribution is a solution to this problem 1, 2, 3; indeed it allows Alice and Bob to generate a shared secret key securely against Eve with unbounded resources of computation. The security of quantum key distribution against general attacks was first proved by Mayers 4. Later, Shor-Preskill 5 provided a simple security proof based on the observation that quantum key distribution (BB84 protocol) is closely related to quantum error-correcting codes (CSS codes). Gottesmann et al. 6 showed that the Shor-Preskill proof is still valid as long as the source and detector are perfect enough so that all defects can be absorbed into Eve’s attack (see also 1, 7, 8, 12 for the rate achievability of quantum codes in the security proof). In contrast to the security proof based on quantum codes, the Mayers proof has a remarkable characteristics. Namely in the Mayers proof, although the source has to be (almost) perfect, there is no restriction on the detector; in particular, it can be uncharacterized. By exchanging the role of the source and detector in the Mayers proof, Koashi-Preskill 9 provided a security proof which applies to the case where the detector is perfect, but the source can be uncharacterized (except that the averaged states are independent of Alice’s basis). The aim of this work is to generalize these results. We provide a security proof of the BB84 protocol in which the only assumption is that the source is characterized. In the same way as Koashi-Preskill 9, this can be transformed into a security proof which is based on characteristics of the detector. Further we note that the security proof also applies to the B92 protocol 10.

Let us first recall the BB84 protocol 11. Let $\mathcal{H}$ be a Hilbert space. Let $A = \{1, \ldots, N\}$, and for $B \subset A$ denote the cardinality of $B$ by $n_B$. The BB84 protocol is described as follows.

BB84 protocol: (i) Alice generates two binary strings $a^A = \{a_i\}_{i \in A}$ and $x^A = \{x_i\}_{i \in A}$ according to the probability distribution $p(a^A, x^A) = \prod_i p_{a_i, x_i}$. (ii) Bob generates a binary string $b^A = \{b_i\}_{i \in A}$ according to the probability distribution $p(b^A) = \prod_i p_{b_i}$. (iii) Alice sends the quantum state on $\mathcal{H}^\otimes N$, $\rho_{a, x} = \bigotimes_{i \in A} \rho_{a_i, x_i}$, to Bob. (iv) Bob applies the measurement on $\mathcal{H}^\otimes N$, $\{E_{b, y}^A\}_{y^A} = \{\bigotimes_{i \in A} E_{b_i, y_i}\}_{y^A \in \{0, 1\}^N}$, to the received quantum state, where $E_{b, \phi} = E_{b, \phi} \rho_{a, x}$ is the measurement corresponding to the result that Bob cannot detect a state. (v) Alice and Bob open $a^A$ and $b^A$ respectively. Let $D = \{i \in A | y_i \neq \phi\}$ and $C = \{i \in D | a_i = b_i\}$. Alice and Bob select a random subset $T \subset C$ (which does not necessarily satisfy $n_T / n_C \sim 1/2$). Let $K = C - T$. (vi) Alice and Bob compare $x^T$ and $y^T$, and count the number of errors, $n_T / n_C \sim 1/2$. (vii) Bob estimates $x^K$ by exchanging error-correction information with Alice. (viii) Alice and Bob generate a secret key $s$ by applying a compression function to $x^K$.

To prove the security of the BB84 protocol, the previous works 13, 14, 15, 16 assume that either Alice’s source or Bob’s detector is almost perfect in the sense that all defects in the device can be absorbed into Eve’s attack. We wish to prove the security of quantum key distribution under practical implementation. Note that the previous security proofs have been based on directly bounding Eve’s mutual information about the final key, i.e. the key after privacy amplification. In this work, we first lower-bound Eve’s Rényi entropy about the key before privacy amplification, and then apply privacy amplification in the classical information theory which makes use of a compression function in a universal hash family (see 17 for the classical theory of privacy amplification).

We now provide basic definitions which will be used later (see e.g. 18 for details). The variation distance between probability distributions $p$ and $q$ is given by $d_V(p, q) = \frac{1}{2} \sum_\omega |p(\omega) - q(\omega)|$. The quantum analogue of the variation distance is called the trace distance. For an Hermitian operator $X$ with the spectrum decomposition $X = \sum_i x_i E_i$, define the projection $\{X > 0\} = \sum_i x_i > 0 E_i$. Then the trace distance between quantum states $\rho$ and $\sigma$, $d_T(\rho, \sigma)$, is given by $d_T(\rho, \sigma) = \frac{1}{2} \text{Tr} |\Delta| = \frac{1}{2} \text{Tr} (\Delta(\Delta > 0) - \Delta(-\Delta > 0))$ with $\Delta = \rho - \sigma$. The trace distance can be bounded by another distance called the fidelity as $d_T(\rho, \sigma) \leq \sqrt{1 - F(\rho, \sigma)^2}$, where the fidelity $F(\rho, \sigma)$ between $\rho$ and $\sigma$ is given by $F(\rho, \sigma) = \text{Tr} \sqrt{\rho \sqrt{\sigma}}$.

Let $z$ be the output of the measurement by Eve. Then, without loss of generality, the probability distribution of
the random variables can be written as
\[ p^0_C(x, y, z) = p(x^C, y^C, z^C, |\alpha\rangle \langle \alpha|, a^B, b^A, x^T, T^y, D, T) = p_C^0(x) \text{Tr}(E_{a,y} \otimes E_z)U(p_C^0 \otimes \rho_E)U^\dagger. \]

Here, \( \rho_E \) is the initial state of an ancilla system \( \mathcal{H}_E \) introduced by Eve, \( E_z \) is Eve’s measurement on the ancilla system, and \( U \) is the Eve's unitary operation acting on the composite system. (The quantum channel is assumed to be under Eve’s control). For \( B \subset C \) and \( p_a \) as above, let \( p_{C}^C \) denote the marginal distribution of the random variables defined on \( B \).

We begin with decomposing \( \rho_a \ (a, x \in \{0, 1\}) \) as
\[ \rho_{a,x} = p_{a,x}^{(0)} \rho_{a,x}^{(0)} + p_{a,x}^{(1)} \rho_{a,x}^{(1)}, \quad p_{a,x}^{(0)}, \rho_{a,x}^{(1)} \in \mathcal{S} \mathcal{H}, \tag{1} \]
where \( p_{a,x}^{(0)} + p_{a,x}^{(1)} = 1 \), \( p_{a,x}^{(0)} = p^{(0)} \) for a positive constant \( p^{(0)} \leq \min_{a,x} p_{a,x}^{(0)} \), and \( \rho_{a,x}^{(0)} \) has a Schatten decomposition of the form
\[ \rho_{a,x}^{(0)} = \sum_{k_{a,x}} \lambda_{a,x} |k_{a,x}\rangle \langle k_{a,x}|. \tag{2} \]

We note that \( \rho_{a,x} \) always has a decomposition of the above form (where we allow \( \rho_{a,x}^{(0)} = \rho_{a,x}^{(1)} \)). Let \( \mathcal{X} = \{(0,0), (0,1), (1,0), (1,1)\}\). We now construct a set of pure states, \( \{\rho_{\alpha x}\}_{\alpha \in \mathcal{X}} \), such that there exists a physical transformation from \( \{\rho_{a,x}\}_{a \in X} \) to \( \{\rho_{\alpha x}\}_{\alpha \in \mathcal{X}} \). Let \( \mu_{\alpha \beta} \ (\alpha, \beta \in \mathcal{X}) \) be a mapping from \( \{|k_{a}\rangle\}_{a \in X} \) to \( \{|k_{\beta}\rangle\}_{k \in X} \) with \( \mu_{\alpha \alpha} \) being the identity on \( \{|k_{\alpha}\rangle\}_{k \in X} \), and introduce the Gram matrix \( G \) by writing
\[ [G]_{\alpha \beta} = \sum_{k_a} \sqrt{\lambda_{a,k_a}} |k_{a}\rangle \langle k_{a}|k_{\alpha}k_{\beta}\rangle \langle \phi_{k_{\alpha}}| \phi_{k_{\beta}}\rangle, \]
where \( |k_{\alpha}\rangle = \mu_{\alpha \alpha}(|k_{\alpha}\rangle) \) and \( |\phi_{k_{\alpha}}\rangle \) is a state on an ancilla system \( \mathcal{H}_a \). Since \( G \geq 0 \), there exists a square matrix \( G \) such that \( G = C^T C \). Further, since all the diagonal elements of \( G \) are 1, we can define a pure state \( \rho_a \ (a \in X) \) on a 4-dimensional Hilbert space \( \mathcal{H}_a \) by
\[ \rho_a = |C_a\rangle \langle C_a|, \]
where \( C_a \) denotes the \( a \)-th column of \( C \). It follows from this construction that there exists a physical transformation from \( \{\rho_{a,x}\}_{a \in \mathcal{X}} \) to \( \{\rho_{\alpha x}\}_{\alpha \in \mathcal{X}} \) (see \( \square \)). Now we introduce an approximation of \( \{\rho_{\alpha x}\}_{\alpha \in \mathcal{X}} \) which is easier to treat in the security proof. Let \( \mathcal{H}_2 \) be a 2-dimensional subspace of \( \mathcal{H}_4 \), and \( \sigma_{a,x} \ (a, x \in \{0, 1\}) \) be states on \( \mathcal{H}_2 \) such that
\[ \sigma_{0,0} + \sigma_{0,1} = \sigma_{1,0} + \sigma_{1,1} = \mathbb{1}_{\mathcal{H}_2}, \]
where, for a Hilbert space \( \mathcal{H} \), \( \mathbb{1}_{\mathcal{H}} \) denotes the identity on \( \mathcal{H} \). Note that the decompositions \( \square \) and \( \square \) and the choices of \( \rho_{a,x}, |\phi_{k_{\alpha}}\rangle \) and \( \sigma_{a,x} \) are not unique; they should be determined so that the distance \( d_F(\sigma_{a,x}, \rho_{a,x}) \) will be minimized. In the case of coherent states with no phase reference, \( \rho_\alpha = \sum_{k \in \mathbb{N}} (\mu^k/k!e^{-\mu}|k; \alpha\rangle \langle k; \alpha|) \), for instance, we can take for \( \alpha, \beta \in \mathcal{X} \) and \( k \in \mathbb{N} \), \( \rho_0^{(0)} = \rho_0 = \sigma_\alpha = |1; 1\rangle \langle 1; 1| \), \( \rho_0^{(1)} = \mu e^{-\mu}, \mu_{\alpha \beta}(|k; \alpha\rangle \langle k; \beta|) = |k; \beta\rangle \rangle \) and \( |\phi_{k; \alpha}\rangle = |\phi\rangle \).

The decomposition \( \square \) allows us to consider that the Alice’s source generates \( \rho_{a,x}^{(0)} \) with probability \( p_{a,x}^{(0)} \) and \( \rho_{a,x}^{(1)} \) with probability \( p_{a,x}^{(1)} \). Further, we assume that Eve is informed of partial information about each state \( \rho_A \) generated by the Alice’s source: (i) \( \rho_A = \rho_{a,x}^{(0)} \) or \( \rho_A = \rho_{a,x}^{(1)} \) and (ii) \( \rho_A = \rho_{a,x}^{(0)} \) or \( \rho_A = \rho_{a,x}^{(1)} \) when \( \rho_A = \rho_{a,x}^{(1)} \). This assumption is advantageous to Eve, and hence does not reduce the security of the protocol. Let \( L \subset \mathcal{K} \) be the positions where \( \rho_{a,x}^{(0)} \) is generated, and \( \mathcal{M} = \mathcal{K} - \mathcal{L} \). We now fix \( \mathcal{L} \) and \( \mathcal{M} \), and consider the best success probability to estimate \( \rho_{a,x} \) from \( \rho_{a,x}^{(0)} \) and \( \rho_{a,x}^{(1)} \). Here note that we can estimate each bit \( x_1 \) of \( x^M \) separately because each state \( \rho_{a,x_1} \) is generated independently of the other bits \( \{x_i | i \neq i, i \in \mathcal{M}\} \). For \( a \in \{0, 1\} \), let \( \{T_{a,0}, T_{a,1}, T_{a,0}, T_{a,1}, T_{a,0}, T_{a,1}\} \) be a POVM on \( \mathcal{H} \) which is used to discriminate \( \rho_{a,0}^{(1)} \) and \( \rho_{a,1}^{(1)} \), and let \( p_{a,0}^{(1)} \) be the conditional probability defined by \( p_{a,0}^{(1)} = (p_{a,0}p_{a,0}^{(1)} + p_{a,1}p_{a,1}^{(1)})/(p_{a,0} + p_{a,1}) \). Further, define for a constant \( \delta_M^L > 0 \),
\[ p_a^L = (p_M^a - \delta_M^L) \frac{n_D^{a}}{n_Kp_{a,0}^{(1)}}, \quad p_M^a = \frac{n_M^a}{n_K}, \quad \epsilon_M^L = \exp(-n_D^{a}D(\rho_{M|a,0}^{a} || \rho_{M|a,1}^{a} - \delta_M^L)), \]
where \( n_B^d = \{|i| \in |B| \} \) for \( B \subset \mathcal{A} \). \( B \) denotes the Bernoulli distribution, and \( D(p|q) \) is the relative entropy of \( p \) and \( q \). Here let us consider the condition \( C \) given by
\[ C : \sum \text{Tr}(\rho_{a,x}^{(1)} T_{a,x}) \geq p_a^L, \]
where \( \rho_{a,x}^{(d)} = p_{a,x}^{(d)}(p_{a,0}p_{a,0}^{(d)} + p_{a,1}p_{a,1}^{(d)}) \) for \( d \in \{0, 1\} \). Then it can be verified that \( \text{Pr}_{X|C} \leq \epsilon_M^L \), where the probability \( \text{Pr}_{X|C} \) is taken over the randomness in choosing \( D, T, L \subset \mathcal{A} \) (see e.g. \( \square \)). Suppose now that the condition \( C \) holds. Then we have
\[ n_M^a \leq n_M^a \equiv \max_M \{n_M^a | p_a^L \leq 1\}. \]

Also, we can write the best success probability of the discrimination as
\[ s_a^L = \sup_{T_{a,0}, T_{a,1}, C} \left\{ \frac{\sum \text{Tr}(\rho_{a,x}^{(1)} T_{a,x})}{\sum \text{Tr}(\rho_{a,x}^{(1)} T_{a,x})} \right\}. \]
Let \( z^* \) be a random variable induced by a measurement on \( \rho_{a,x}^{(1)} \). Then, by definition of \( s_a^L \), it follows that
\[ p_a^L(x^L|z^*) \leq p_C^L(x^L|z^*)(s_a^L)^{\mathcal{M}}(s_1^L)^{n_L^M}. \tag{3} \]
The monotonicity of the trace distance gives
convenient to treat
\[ e_\tau = \exp\left( -n_\tau D(B_1(p_\tau^0)) | B_1(p_\tau^0 + \delta_p) \right). \]

Then we have \( \Pr_M[\rho_\ell^1 > \rho_\ell^0] \leq \mu_\epsilon \leq e_0^M + e_1^M + e_\tau, \) from which, it follows that
\[
\sum_{x,y,z:|x@y|>n_\epsilon L} p_\ell^1(x,y,z) \leq \mu_\epsilon. \tag{4}
\]

Now, let us consider a modified protocol in which Alice sends \( \hat{\rho}_\ell^1, \) instead of \( \hat{\rho}_\ell^0, \) where \( @ \) denotes the bit-wise inversion of binary string \( a. \) Let \( p_\ell \) be the corresponding conditional probability in the modified protocol. It then follows from the monotonicity of the trace distance that
\[
d_v(p_\ell^T(x,\hat{y},\hat{z}),\rho_\ell^0(x,\hat{y},\hat{z})) \leq d_T(\hat{\rho}_\ell,\rho_\ell^0), \tag{5}
\]
where \( \hat{\rho}_\ell = \frac{1}{2} \sum_a \hat{\rho}_{a,x} \) for \( a \in \{0,1\}. \) We note that
\[
d_T(\hat{\rho}_\ell,\rho_\ell^0) \text{ can be bounded as } d_T(\hat{\rho}_\ell^0,\rho_\ell^0) \leq \sqrt{1-F(\rho_0,\rho_1)^{2n_\epsilon}}. \]
From inequalities \( (4) \) and \( (5) \), it follows that
\[
\sum_{x,y,z:|x@y|>n_\epsilon L} p_\ell^1(x,y,z) \leq \mu_\epsilon + d_T(\hat{\rho}_\ell^0,\rho_\ell^0). \tag{6}
\]

Let us now introduce the POVM \( \{M_{a,y,z}\}_{y,z} \) by writing
\[
p_\ell^1(x,y,z) = \text{Tr} \hat{\rho}_\ell^1(x)\rho_{a,x} M_{a,y,z}
\]
with \( \hat{\rho}_\ell^1(x) = \prod_{y,z} \hat{\rho}_\ell(0), \) where, for simplicity, we have omitted devising the right-hand side by \( \sum_{y,z} \text{Tr} \hat{\rho}_\ell^1 M_{a,y,z} \) because it will be canceled when we will consider the conditional probability \( \hat{\rho}_\ell^1(x|\hat{y},\hat{z}). \) Now, let us consider the case where Bob uses the opposite basis \( \bar{a} \) at \( L \) and introduce the notation \( \bar{y} \) by writing
\[
p_\ell^1(x,\bar{y},\bar{z}) = \text{Tr} \hat{\rho}_\ell^1(x)\rho_{\bar{a},x} M_{a,y,z}
\]
Note that \( E_{0,0} + E_{0,1} = E_{1,0} + E_{1,1}, \) and so \( p_\ell^1(x,z) = \sum_y p_\ell^1(x,y,z) = \sum_y p_\ell^0(x,y,z). \) That is, the probability distribution \( p_\ell^0(x,z) \) is independent of the basis used for the Bob’s measurement. Thus, in the sequel, we will consider \( p_\ell(x,y,z) \) rather than \( p_\ell(x,y,z). \)

To examine the security of the protocol, it is more convenient to treat \( \sigma_{a,x} \) than \( \rho_{a,x}. \) Thus, define
\[
\hat{\rho}_\ell^1(x,\hat{y},\hat{z}) = \text{Tr} \hat{\rho}_\ell^1(x)\sigma_{a,x} M_{a,y,z}.
\]
The monotonicity of the trace distance gives
\[
d_v(p_\ell^1(x,\hat{y},\hat{z}),\hat{\rho}_\ell^1(x,\hat{y},\hat{z})) \leq \nu_\epsilon, \]
\[
\nu_\epsilon = \sum_x \hat{\rho}_\ell^1(x) d_T(\hat{\rho}_{\ell,a,x},\sigma_{a,x}^\epsilon).
\]
This, together with \( (3) \), yields
\[
\sum_{y,z} \text{Tr}(\sigma_{a,x}^\epsilon - \sigma_{a,x}) M_{a,y,z} \leq \mu_\epsilon + \nu_\epsilon + d_T(\hat{\rho}_{\ell,a}^2,\rho_{\ell,a}) \tag{8}
\]
where we have defined
\[
\tilde{\sigma}_\ell = \sum_{x|\epsilon:|\epsilon|@y|>n_\epsilon L} \hat{\rho}_\ell^1(x)\sigma_{a,x}^\epsilon.
\]

Inequality \( (8) \) can be seen as a restriction on Eve’s measurement. To take advantage of this restriction, we now construct a projection on \( H_{y,z} \), \( \rho_y \), which sufficiently preserves \( \tilde{\sigma}_\ell. \) For this purpose, let us first consider the problem of quantum hypothesis testing, where two hypotheses are, for fixed base \( a \in \{0,1\}, \) \( H_0 : \rho = \sigma_{a,0} \) and \( H_1 : \rho = \sigma_{a,1} \). If \( \{P_{a,x}\}_{x \in\{0,1\}} \), defined by
\[
P_{a,x} = \{ \sigma_{a,x} - \sigma_{a,\bar{x}} > 0 \},
\]
is used as a test for the hypothesis testing, then the success probability \( s_\ell^a \) is given by
\[
s_\ell^a = \frac{1}{2}(1 + d_T(\sigma_{a,0},\sigma_{a,1})).
\]
Suppose now that we receive a product state \( \sigma_{a,x}^\ell \) from the Alice’s source, and estimate \( xL \) by applying the above hypothesis testing to each individual state. Let \( k \) be an integer such that \( 0 \leq k \leq n_\epsilon. \) If we allow up to \( k \) errors in the estimation of \( n_\epsilon \)-bit string \( xL \), then the error probability \( \epsilon^P \) (i.e. the probability that we make more than \( k \) errors) can be bounded as
\[
\epsilon^P \leq \left( 2^{n_\epsilon - \frac{2^{n_\epsilon}h(\frac{k}{n_\epsilon})}{2\sqrt{n_\epsilon}}} \right) \left( s_\ell^m \right)^{\frac{k}{n_\epsilon}} \left( \frac{1 - s_\ell^m}{s_\ell^m} \right)^k,
\]
where \( s_\ell^m = \min\{s_0^m, s_1^m\}, \) \( \bar{n}_\ell = n_\ell - n_\ell^0, \) and we have used, for \( 0 \leq k \leq n \) and \( 0 \leq q \leq 1, \)
\[
\frac{2^{n_\epsilon}h(\frac{k}{n_\epsilon})}{2\sqrt{n_\epsilon}} \leq \sum_{i=0}^{k} \left( \begin{array}{c} n \cr i \end{array} \right) q^i (1-q)^{n-i} \leq 2^{n_\epsilon} h(\frac{k}{n_\epsilon}),
\]
with \( h(p) = -p \log p + (1-p) \log (1-p) \) (see e.g. \( 3 \)). We are now in position to construct \( P_y \). Let \( \delta_P = \frac{1}{n_\epsilon} \) and \( \rho^* = \rho_{L^*} + \delta_P. \) Define the projection \( P_y \) on \( H_y \) by
\[
P_y = \sum_{x|L:|\ell|y|>n_\epsilon L} \bigotimes_{a,x} P_{a,x}.
\]
Then it can be verified that \( \text{Tr} \tilde{\sigma}_\ell (I_y L - P_y) \leq \epsilon^P \text{Tr} \tilde{\sigma}_\ell, \) which shows that \( P_y \) is a required projection (provided that \( 1 - s_\ell^m \) is sufficiently small).

Having constructed the projection \( P_{a,x} \), we now bound the conditional probability \( p_{\ell,a}^2 (x|\bar{y},\bar{z}). \) Since
\[
\hat{\rho}_\ell^1(\bar{y},\bar{z}) = \text{Tr} \hat{\rho}_\ell^1 M_{\bar{y},\bar{z}} \equiv \bar{\rho}_\ell \equiv 2^{-n_\epsilon} \text{Tr} M_{\bar{y},\bar{z}}
\]
with $M_{\bar{g}z} = M_{a,yz}$ for short, we now bound $\tilde{p}^C_a(x, y, z)$. It follows, on using $\text{Tr} P_\tilde{y} \leq 2^{n_{z} h(p^*)}$, that

$$\text{Tr} P_\tilde{y} P_\tilde{z} M_{\bar{g}z} \leq \pi_L,$$

$$\pi_L \equiv \sum_{a} \text{Tr} M_{\bar{g}z} \leq 2^{-n_{z} h(p^*)},$$

where, for $a \in \{0, 1\}$, $q_a = \max_{x, x', \tilde{x}} \{\text{Tr} \sigma_{a,x} P_{a,x'}\}$. Define now

$$\tilde{p}'_a(x, y, z) = \text{Tr} (I_{H_L} - P_\tilde{y}) \tilde{p}^C_a(x) \sigma_{a,x} (I_{H_L} - P_\tilde{y}) M_{\bar{g}z}.$$

Since $\bar{\sigma}_a \equiv \bar{\sigma}_a = (\bar{\sigma}_a \equiv \sigma_a - \bar{\sigma}_{\tilde{y}} + \bar{\sigma}_\tilde{y}, P_\tilde{y}$ and $\bar{\sigma}_\tilde{y}$ commute, and $\sum_y \text{Tr} \bar{\sigma}_\tilde{y} \leq 2^{n_{z} h(p^*)}$, we have

$$\sum_{x, y, z} \tilde{p}'_a(x, y, z) = \sum_{x, y, z} \tilde{p}^C_a(x, y, z) \frac{\tilde{p}'_a(x, y, z)}{\tilde{p}^C_a(x, y, z)} \leq \omega_L,$$

$$\omega_L \equiv \mu_L + \nu_L + d_T(\tilde{p}^C_a, \tilde{p}_a^L) + 2^{n_{z} h(p^*)}c.$$

Hence Markov’s inequality for a constant $c > 0$ yields

$$\text{Pr}_{\tilde{p}_a} [\tilde{p}'_a(x, y, z) \leq c \omega_L \tilde{p}^C_a(x, y, z)] \geq 1 - c^{-1},$$

where $c$ should be determined so that Eve’s mutual information about the key will be minimized. Further, Schwarz’s inequality gives

$$\text{Tr} P_\tilde{y} \tilde{p}^C_a(x) \sigma_{a,x} (I_{H_L} - P_\tilde{y}) M_{a,yz} \leq (\pi_L \tilde{p}^C_a(x, y, z))^{1/2}.$$

Therefore it follows that

$$\tilde{p}^C_a(x, y, z) \leq (\pi_L)^{1/2} + (\tilde{p}'_a(x, y, z))^{1/2},$$

and so

$$\text{Pr}_{\tilde{p}_a} [\tilde{p}^C_a(x|\tilde{y}, z) > \Pi_L] \leq \frac{1}{c}, \quad \Pi_L \equiv \frac{\pi_L}{\pi_L - (c \omega_L)^{1/2}}.$$

Now, it follows from inequality (3) that the conditional Rényi entropy $R^C_a(X|\tilde{y}, z)$ can be bounded as

$$R^C_a(X|\tilde{y}, z) \geq - \log \sum_{x} \tilde{p}^C_a(X = x|\tilde{Y} = \tilde{y}, Z = z)^{-2},$$

$$\geq R^C_a(X|\tilde{y}, z) + R^M_a,$$

where $R^M_a = - \sum_{a} n_{a,M} \log s_{a,M}$, and a capital letter (say $X$) denotes the random variable which samples the corresponding small letter (say $x$). Now, using constraints (7) and (9), let us derive another constraint of the form

$$\text{Pr}_{\tilde{p}_a} [R^C_a(X|\tilde{y}, z) > R^C_a - \epsilon_L] \leq c^{-1}.$$

If $\nu_L = 0$, for example, we can take $R^C_a = - \log \Pi_L$ and $\epsilon_L = c^{-1}$. Define

$$R_K^C = \min_{M: n_{a,M} \leq n_{a},c} \{R^C_a - R^M_a\},$$

and let $m$ be an integer such that $l = R_K^C - m > 0$. Choose a function $g$ at random from a universal family of hash functions from $\{0, 1\}^m$ to $\{0, 1\}^m$. If Alice and Bob choose $s = g(x^P)$ as their secret key, then the Eve’s expected information about $S$, given $Z$ and $G$, satisfies $I(S : Z, G) \leq n_{sL} \epsilon_L + 2^{-1}/\ln 2$, where we consider $\bar{Y}$ as an auxiliary random variable (see [3] for details). Here we note that $R_K^C$ is not explicitly dependent on the characteristics of the detector, and hence the detector can be uncharacterized. Further, as $n_{sL} \to \infty$, the terms $\nu_L$ and $d_T(\tilde{p}^C_a, \tilde{p}_a^L)$ approach to 1 unless $\tilde{p}_a = \sigma_{a,x}$ and $\tilde{p}_a^L = \rho_{\tilde{y}}^L$; this shows that the leading factors reducing the key generation rate are the asymmetries of the source represented by these terms.

To see that our result is consistent with the previous ones, suppose that the source and detector are perfect. In this case, we can take $p_{a}^{(0)} = \sigma_{a,x} = p_{a,x}$, $L = K$, $\mu_L = 0$, $\nu_L = 0$, $d_T(\tilde{p}^C_a, \tilde{p}_a^L) = 0$, $\log q_a = -1$, $\delta_P = 0$, $\epsilon_P = 0$. Since $\omega_L \equiv \epsilon_T \to 0$ as $n_{K} \to \infty$ for fixed $\delta_P$, $R_K^C/n_{K}$ approaches to $h(p^*)$ for sufficiently small $c^{-1}$ and $\delta_P$. This is consistent with the results in the previous works [4, 5, 10, 11, 12].

We close this paper with mentioning some extensions of this work. (i) In the same way as Koashi-Preskill [4], we can provide a security proof of the BB84 protocol where the only assumption is that the detector and basis dependence of the averaged states are characterized. (ii) It is also of importance to give a security proof of the B92 protocol [5]. Suppose that the source generates $\rho_0$ with probability $p_0$ and $\rho_1$ with probability $p_1$. Then we decompose $\rho_a (a \in \{0, 1\})$ as $\rho_a = \rho_a^{(0)} \rho_a^{(0)} + \rho_a^{(1)} \rho_a^{(1)}$ so that $p_0 \rho_0^{(0)} = p_1 \rho_1^{(1)}$. Again we define $\tilde{p}_a$ by introducing the Gram matrix as above. Note that $\tilde{p}_a$ is a pure state on a 2-dimensional Hilbert space $H_2$. Hence, the terms $\nu_L$ and $d_T(\tilde{p}^C_a, \tilde{p}_a^L)$ automatically vanish in this case, which could be considered as an advantage of the B92 protocol. More detailed investigation concerning these extensions will be the subject of future work.
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