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Abstract: The Gene Expression data contains important information about the biological reactions that are carried out in creatures that are based on the surroundings. For understanding those processes in a better manner, the hidden expressions from the high-dimensional non-linear data are to be processed effectively. Moreover, the intricacy of biological data increases the challenges in High-dimensional non-linear gene data processing. For handling the complications, incorporation of clustering techniques is employed for identifying the patterns appropriately. Furthermore, this makes clarity in gene functions, regulations, inherent expressions, categories from noisy data input. In this paper, an Integrated Model for Optimization and Clustering (IMOC) is developed for efficient gene data processing for cancer detection application. Two efficient algorithms are integrated in this work, Ant Colony Optimization for effectively determine the features of gene data and Density based Clustering (DENCLUE) is for clustering the DNA data based on the determined features. For evaluating the proposed model, the benchmark datasets such as DNA Microarray Data of Leukemia and DNA Microarray Data of Colon Cancer are used. Further, the results show that the proposed model outperforms the existing models in accuracy and efficiency rates.
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1. INTRODUCTION

Data mining operations are widely used to derive attractive patterns from the available large database using efficient computing techniques. Particularly, in data mining, clustering is an important task to be performed for grouping similar objects or elements [1]. Nevertheless, High-dimensional data mining has been a challenge among others, in which the clusters are framed with random based subspaces with the overall data dimensions [2]. In the high dimensional data clustering models, the distance measure is directly proportional to the increase of dimensional rates in the input data. DNA gene expressions are considered here as the high dimensional data.

The processing with microarray makes the research persons to evaluate the clarity of large number of genes of a certain tissue model for accurately find the gene with disorders. For such kind of evaluations, a computational model is required to process the huge volume of gene data [3]. Identification of coherent patterns in the high dimensional data is the important task in the research field of bioinformatics. The general structure of DNA microarray is given in Figure 1. Here, for effective analysis of gene expression data, clustering model is incorporated.

![Figure 1: Model of DNA Microarray](Image 441x3 to 550x84)

For clustering in this model, density based clustering model is used. Moreover, an efficient Evolutionary algorithm called Ant Colony Optimization is also utilized for optimizing the surroundings. Moreover, the algorithm involved in handling, problems in data classification, data clustering [4] and routing issues [5]. This can be employed for effective determination of boundary of similar elements that are presented in the dataset.

Further, in data mining, Density based clustering is very familiar, in which, local cluster standards are used to define groups based on the data space region, having higher density of peak points. The random distribution of data points comprises the size and shape of the arbitrary region. A general process of determining the higher density regions is to find the higher density grid cells by dividing each dimensional space into non-connected grids. Hence, the algorithm can be categorized under grid based sub-space clustering. Initially subpace based clustering is done with the model called CLIQUE [6], for identifying the subspaces of highest dimensions. Another Clustering model is SUBCLU [7], is the enhanced model of DBSCAN.

In all clustering model of high dimensional non-linear data, the major function performed is compiling the data elements into groups called clusters based on their similarities. The clusters are
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defined based on the different considerations like fixed or distinct shapes and sizes. The sample clustering process is presented in Figure 2. The Density based Clustering (DENCLUE) model is a unique process of Kernel Density Estimation (KDE) [8], which is a non-parametric estimation pattern through which denser region points are determined. The DENCLUE model is more effective in clustering large volume of high dimensional, complex and noisy data.

![Figure 2: Clustering Pattern of DENCLUE](image)

In this paper, the proposed Integrated Model for Optimization and Clustering (IMOC) combined the effectiveness of Ant Colony Optimization and Density based Clustering for determining the high dimensional non-linear gene data of DNA microarray data. The clustering issues can be effectively resolved using the functional behaviours of distinctive elements in the high dimensional data and clustering operation using DENCLUE is performed for identifying the cancer tissues that are presented in the sample data in accurate manner.

The remainder of this paper is framed as follows: Section 2 deliberates about the related work in high dimensional non-linear data processing. Section 3 explains about the work process of the proposed Integrated Model for Optimization and Clustering (IMOC). The results and comparative evaluations are provided in Section 4. Finally, the conclusion is given in Section 5 with some future enhancement directions.

II. RELATED WORKS

Several research works have been done to handle the issues on subspace clustering. In [9], CLIQUE (Clustering InQUEst) has been explained. It is a grid based clustering model, in which the repeated navigation is done with the bottom-up manner. The data space is divided into units with similar sizes based on parallel grids. The input parameters that are considered for partitions are the densities of data. As mentioned, the DNA microarray datasets are high-dimensional, non-linear; therefore, dimensionality reduction techniques are to be used effectively. The classification model for processing with DNA microarray data has been explained in [10] by reducing the features.

In the DNA microarray data, the number of elements in each category is not equal. In the scenario of high dimensional non-linear data, the region of interest may have fewer elements that are attributed to its label. The model that performed imbalanced DNA data processing was given in [11]. In that, a bias was generated for the majority classification. The imbalanced data could be made efficient with the process enhancement such as undersampling, oversampling techniques. The complexity level of processing increased when the rate of imbalanced data increases. Another work given in [12], it has been stated in the process about the reasons to be enhanced or corrected for increasing the performance of the processing of high dimensional non-linear data. The reasons stated by the authors are as follows:

- The machine learning techniques that are used for enhancing in such a manner to concentrate more on the majority classifications, when the model could not able to produce effective results in dealing with minority classification data.
- The region of interest determined with the fewer features, can make the model could not identify the real cause of the processing outcomes.

There are minimal numbers of researches in analyzing the similarity based evaluation in high dimensional non-linear data processing. For evaluating the similarities in distinct attributes of data, the model in paper [13] derived solution, which can be further applied for models with similarity measurements. A correlation based similarity measurement model has been developed in [14] for the feature analysis of data. Moreover, in [15], a stability derivation model has been given called Adjusted Stability Measure for employing on to the attribute subsets and to evaluate the subset stability in the process. The model specifically used to regulate the probability of similarity occurrences based on the auxiliary feature selection pattern.

In [16], Divisive Clustering Model was explained. It has been given in the paper that it was a top-down strategy model and the sample picture is given in Figure 3. It initiated with all the elements in a single cluster and divided till the final element has been reached. In this model, each cluster with N elements, there were (2N-1 -1) possible two subset partitions framed. Evaluating all the derived partitions was complicated and costly, specifically for gene expression data in divisive clustering.

In [17], Hierarchical based clustering has been explained in the processing of high dimensional gene expression data, which included the protein array and some other forms of bioinformatics. The model has been presented in Figure 4. The methodology has been effectively incorporated in cancer research and determining new categories of cancer [18] [19]. In [20], the hierarchical clustering methodology was used to define the variant sub categories of lung carcinoma. The results were to determine the profile of immunity based on two major categories here adeno-carcinoma and squamous.

The data from patients of ovarian tissue disorders has been evaluated in [21] for differentiating the malignant or early stages.
The first step involves in selecting the next point of move based on TPC. The general formula for evaluating TPC is given as follows:

\[
P_{st}(T)(\text{Transition Probability}) = \begin{cases} 
\frac{pf_{st}^\mu(T)hc_{st}^\mu(T)}{\sum_{t \in N_s} pf_{st}^\mu(T)hc_{st}^\mu(T)} , & \text{if } t \in N_s \\
0 , & \text{if } t \notin N_s
\end{cases} 
\] (1)

where, ‘\(P_{st}(T)\)’ is the TPC that the ant travels from source ‘\(s\)’ to destination ‘\(t\)’ at an instant T. ‘\(N_s\)’ is denoted as the optional next hop of point ‘\(s\)’, ‘\(pf_{st}^\mu(T)\)’ denotes the pheromone focal-point on the travel space at time T with ‘\(\mu\)’ as the pheromone analytical factor. And, ‘\(hc_{st}^\mu\)’ is the heuristic content on the travel space at time T that specifically denotes the relationship condition of the travel space of ants or route determination cost. Moreover, the pheromone analytical factor represents the assignment of ants in the process of path framing. The strength of path is directly proportional to the value of the pheromone analytical factor. It can also be denoted in ACO as the path followed by the transmitted packet has a large contribution on the determination of present path, then, eventually, the rest of ants travel in the same path. When pheromone analytical factor becomes 0, the local best selection is employed, through which the ant selects the path that is considered to be the best in current state. The symbol ‘\(\sigma\)’ denotes ordinary analytical factor, determined by the relative implication of heuristic content. Further, the value of ordinary analytical factor is directionally proportional to the travel space quality affects the path determination. In the formula given for Transition Probability Criterion in (1), the importance is allotted for the \(hc_{st}\) and \(pf_{st}^\mu(T)\). Further, the weight parameters are fixed on the basis of the variant situations, based on the simulation analysis. When an ant completes route determination and moves to next point in travel space, the pheromone rate of the selected path is updated in with respect to the following derivation.

\[
pf_{st}(T + 1) = (1 - \tau)pf_{st}(T) + \gamma \Delta pf_{st}(T)
\] (2)

Where, \(\Delta pf_{st}(T)\) is the pheromone quantity produced by an ant at T on the travel space (s,t); ‘\(\gamma\)’ is the declining rate of pheromone, represents that the pheromone evaporates over time and the rate of \(\gamma\) lies between \(\gamma \in [0,1]\), hence, \((1 - \gamma)\) represents the residual value of pheromone.

B. Work Process of Density based Clustering in Proposed Model:

In this proposed model, Density based Clustering is used for effective processing with high-dimensional non-linear data. Moreover, the DENCLUE2 model is a unique derivation of Kernel Density Estimation, Which is a non-parametric evaluation process for determining the points at denser regions of the gene space. Here, the clustering process is incorporated to cluster the DNA microarray data for detecting the cancer. Initially, the DENCLUE2 process works with two parts called pre-clustering and clustering, given in Figure 5.
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The process of pre-clustering includes construction of a hyper-rectangle map based on the dataset obtained. Moreover, the hyper-rectangle map is used for density function derivation. The hyper rectangle is framed based on the hyper cubes that are the most populated cubes from the datasets. Following, cluster determination is carried out from the highly denser or high-dimensional non-linear data that contains number of points surpasses a threshold λ given in factors and other adjacent number of populated cubes. Based on densities presented in the populated cubes on the sample data, the influence points are calculated between the cubes. From that, the density function is derived with the summation of the weighted points. There are many weight functions, which are formulated based on the distance between two points A and B. The weight function derived based on the points A and B are given in (3).

$$WeightFunction(WF) = \exp^{-\frac{d^2d_s^2}{\delta^2}}$$

(3)

From the above equation, d(A, B) is denoted the Euclidean Distance between A and B and δ denotes the radius of adjacent point that contains the A. Further, the density function is given in Equation 4.

$$DensityFunction(DF_{ds}) = \sum_{i=1}^{M}WF(A, A_i)$$

(4)

Where, ‘ds’ denotes the set of points in the obtained data sets and ‘M’ represents the cardinal points in the samples. Moreover, density factor is derived for each point for identifying the clusters using DENCLUE. The density factor is specifically obtained from the local maximal value, which can be derived from the algorithm called hill climbing. The formation is presented in the following equation.

$$A = A^0, A^{i+1} = A^i = \sigma \frac{WF_{ds}(A^i)}{WF_{ds}(A^j)}$$

(5)

The final point of the computation is derived at $$WF_{ds}(A^k) < WF_{ds}(A^{k+1})$$ with $$k \in M$$. Here, $$A^i = A^k$$ is considered as the density factor. Using the points obtained from the derivation of density factors, a path is framed. The points are termed as the concerned points. Further, the clusters are formed based on the density factors and the concerned points.

C. Operations of Integrated Model for Optimization and Clustering (IMOC):

This paper integrates the efficiencies of two models, ACO and DENCLUE for developing a novel model called IMOC. Based on the pheromone production and update principle of Ant Colony Optimization model, the density based clustering is carried out in the proposed model. Further, the steps involved in the proposed model are given as follows:

Step 1. Feature Selection:

Since the input data is high dimensional non-linear microarray data, there are many distinctive features are presented, which may cause complications and errors in some cases. For solving that, dimensionality reduction is performed in the input DNA dataset by effectively selecting the features based on pheromone rate, produced by ants.

Step 2: Clustering Process:

This process is typically done with grouping up of similar data, based on that, the weight functions that are closer are to be clustered as in Density based clustering, given in the previous section.

Step 3: Boundary Determination:

Based on the clustering process accomplished at the previous step, the boundary between clusters are determined.

The pseudo code of the proposed model is given in Table 1.

//Feature Selection Process:

Begin
Fix threshold for feature_selection
Assign element_number
If (no. of feature > maximum No. of features) {
For each element;
Create Test datasamples
Create Train datasamples
gene_data
Compute pheromone rate }
If (data→paired-link) then
Calculate paired t-test
Else if
Calculate Unpaired t-test
Select the features with low pheromone rate
// Clustering Process
Generate hyper-rectangle
Calculate weight function
Calculate density function
//Boundary Determination
Add adjacent similar points
Compute new pheromone rate
Update pheromone rate
Evaluate Accuracy
Determine border to frame clusters
End

IV. RESULTS AND DISCUSSIONS

For evaluation purpose, the proposed IMOC model is evaluated and the results are compared with the existing models called CLIQUE and SUBCLU. The benchmark datasets that are used here are DNA Microarray Data of Leukemia and DNA Microarray Data of Colon Cancer. Further, the model is analyzed in MATLAB simulation platform. The factors that are considered for experimentation are number of ants, iteration rate...
and evaporation rate of pheromone.

A. Dataset Description:

The data samples contain almost 7200 genes from 47 ALL called Actual Lymphoblastic Leukemia and 25 Actual Myeloid Leukemia, obtained from [24] DNA Microarray Data of Leukemia. The samples presented in the data are unpaired. The second dataset that is considered here, obtained from DNA Microarray Data of Colon Cancer [24], contains 2000 gene_samples from 62 patient records, among 40 are cancerous and 22 are non-cancerous. These samples are also independent of one another.

B. Comparative Evaluations:

For analyzing the proposed model, the accuracy rate of cancer diagnosis through the clustering model is more significant. The obtained results in accuracy estimation are presented in the Figure 6. By combining the two models called ACO and DENCLUE in the proposed IMOC, the boundary estimations are more accurate and thereby, the clustering of high dimensional non-linear gene expression data is appropriate. Hence, the detection of cancer from the input data sample is perfectly done from the input samples of DNA Microarray Data of Leukemia and DNA Microarray Data of Colon Cancer. It is clearly observed from the figure that the accuracy rate of the proposed model is 13% (in average) greater than the compared models.

![Figure 6: Accuracy Rate Evaluations of Compared Models](image)

Moreover, in any process of clustering model, the performance can be evaluated based on the computations of sensitivity, specificity, precision and recall of the model, using the obtained true positive, true negative, false positive and false negative values. Based on those evaluations, the results are portrayed in Figure 7. It is obvious from the figure that the proposed model achieves better results than other models.

![Figure 7: Factor based Evaluations](image)

For an efficient processing model of high dimensional non-linear data, processing time is also to be considered. Because of the efficient incorporation of Evolutionary model and clustering model, the resultant clustering has been made with more accuracy in minimal time than other models. Here, the experimentation process is carried out with for the considered data sets. The results are provided in the Figure 8, for both data sets. Among models, for both datasets, the obtained processing time evaluated for the proposed model is lesser than the compared models called CLIQUE and SUBCLU.

![Figure 8: Processing Time Analysis between Models](image)

V. CONCLUSIONS AND FUTURE WORK

This paper presents a novel model called Integrated Model for Optimization and Clustering for processing the high dimensional non-linear gene expression data effectively. The model combines the process of Ant Colony Optimization and Density based Clustering for effective group determination among the gene space of data samples. Moreover, the proposed model is evaluated using the available benchmark gene expression data and the results are compared with the existing approaches, for evidencing the effectiveness of the proposed model. Here, the overall processing time is effectively reduced using the ACO algorithm for cluster finding based on pheromone rate. Using, density based clustering; the similar elements are grouped under a single classification for improving appropriateness of boundary estimation, thereby increasing the accuracy of the prediction rate. Hence, the proposed IMOC model can achieve accurate results with minimal processing time any other processing and clustering models of high dimensional non-linear data.

In future, the work can be enhanced with some other mining models by incorporating fuzzy based logics in clustering formations.
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