Astrometric weak gravitational lensing is a powerful probe of the distribution of matter on sub-Galactic scales, which harbor important information about the fundamental nature of dark matter. We propose a novel method that utilizes angular power spectra to search for the correlated pattern of apparent motions of celestial objects induced from time-dependent lensing by a population of Galactic subhalos. Application of this method to upcoming astrometric datasets will allow for the direct measurement of the properties of Galactic substructure, with implications for the underlying particle physics. We show that, with near-future astrometric observations, it may be possible to statistically detect populations of cold dark matter subhalos, compact objects, as well as density fluctuations sourced by scalar field dark matter. Currently-unconstrained parameter space will already be accessible using upcoming data from the ongoing Gaia mission.
Gravitational lensing and the measurements of galactic rotations have provided local evidence for dark matter and its distribution. Consistently, on large scales, the ΛCDM model has provided an excellent account of observations.

On smaller scales, the evidence for CDM is less clear. On length scales below that of the Milky Way, perturbations are nonlinear, necessitating expensive numerical simulations which require an understanding of the role of baryonic matter in the process. Moreover, phenomena such as reionization, galaxy quenching, and interaction with a host galaxy lead to suppressed star formation in structures below \( \lesssim 10^9 \, M_\odot \) [2–4], implying that they are unlikely to be associated with any luminous matter. As a consequence, we must rely on purely gravitational techniques to study them.

Observing and understanding DM fluctuations on these smaller scales is critical, as it is the most likely place where the simple pressureless fluid model will break down. A whole host of phenomena can suppress or enhance power at small (sub-Galactic) scales. These range from simple changes in the phase space in warm dark matter scenarios [5–9], to attractive self-interactions that enhance small-scale structure in the early Universe [10], to dissipative processes that allow compact structures to form [11–17], to kpc-sized de Broglie wavelengths of ultralight scalar DM that prevent small structures from forming at all [18–22]. This is especially pressing in light of the absence of a robust signal in direct, indirect, and collider searches for dark matter to date [23–26].

As a consequence, there have been a wide range of recent efforts to detect these smaller structures. Some of them rely on understanding the effects that small dark matter halos would have on visible structures. The phase space of stars in the Milky Way may show signs of passing halos [27]. Perturbations of stellar streams are promising avenues [28–30], with recent claims of both a detection of the statistical imprint of dark matter substructure [31, 32], and of a collision with a single dense subhalo [33, 34].

Complementary to these methods, Ref. [35] (hereby V18) proposed using measurements of time-varying astrometric perturbations induced by Galactic subhalos on distant sources as a way to probe substructure in our Galaxy. In particular, correlated induced motions of a large number of background sources due to Galactic subhalos with typical velocity dispersion were shown to be a promising way to look for a population of extended subhalos within our Galaxy, within reach of current and future astrometric surveys. Broadly, the proposed searches took two different forms: local template analyses, which could point to a specific pattern of motions as signaling the existence of a dark object, and techniques based on global correlations, where no single source is clearly identified but imprints of a population of dark objects could be discerned. The first constraints on the abundance of compact dark objects using template methods and data from Gaia’s second data release were recently presented in Ref. [36]. Prospects for detecting the astrometric effects of individual, dense dark matter objects were additionally studied in Refs. [37–39].

In this paper, we propose a new technique to characterize the population properties of Galactic substructure through its collective lensing effect on distant sources. This method extends the global correlation observables presented in V18 and recasts them in the language of angular power spectra, ubiquitous in cosmology. We present a general framework for calculating the power spectrum decomposition of induced velocities and accelerations due to a population of Galactic subhalo lenses characterized by arbitrary population (e.g., mass spectrum) as well as internal (e.g., density profile) properties. We apply this formalism to a few motivated scenarios—cold dark matter, compact object populations, ultralight scalar dark matter, and enhanced primordial fluctuations—to assess the sensitivity of future astrometric surveys to these cases. We emphasize that unconstrained parameter space can already be probed using future data releases of the ongoing Gaia mission. We point out several handles that can be used to distinguish a lensing signal induced due to substructure from that of astrophysical or systematic origin. In particular, we shall show that properties of the induced motions allow us to separate out a pure noise channel, providing a cross check of an orthogonal channel containing both signal and noise. Additionally, we describe how the preferred motion of the Sun in our Galaxy would lead to a directionality in the substructure-induced lensing signal which would imprint itself as an asymmetry over the azimuthal correlation modes.

An example of the induced proper motion and proper acceleration components for a realization of cold dark matter subhalos (described in Sec. IV A) is shown in the top and bottom rows of Fig. 1, respectively, in Galactic coordinates. These are split into the motion component in the longitudinal direction (left columns) and those in the latitudinal direction (right columns). Searching for global evidence of such a pattern of apparent motions and using this to infer the properties of the underlying subhalo distribution will be the main subject of this work.

This paper is organized as follows. In Sec. II, we introduce the lens-induced proper motion and proper acceleration power spectrum formalism, illustrating the signal characteristics with toy examples. Section III describes extragalactic as well as Galactic background source populations that could be used to measure this collective signal, and presents anticipated noise levels on the astrometric properties of these sources that could be deliverable by ongoing (e.g., Gaia) and future (e.g., SKA and WFIRST) surveys. Section IV presents forecasts on a few motivated benchmark scenarios achievable using future measurements of correlated induced lensing effects. In Sec. V, we discuss several handles that can be used to distinguish a putative signal from unmodeled sources of noise in a power spectrum measurement. In Sec. VI we demonstrate the feasibility of the techniques introduced by constructing a vector power spectrum estimator and
II. FORMALISM

Our ultimate goal is to develop a technique to detect the presence of lenses in front of a set of sources statistically, without necessarily resolving the presence of any individual lens. There are a wide range of possible methods to do this. One of the most developed techniques to deal with such correlations involves understanding two-point functions within a dataset. We aim to detect the presence of dark matter substructure (i.e., a population of Galactic subhalos) by measuring the two-point correlation function of lens-induced velocities and accelerations. V18 proposed using a “correlation” observable to this effect. Here we offer a substantially improved framework for studying the two-point function of lens-induced motions of background sources, namely one based on a vector power spectrum decomposition. As we shall see, this framework allows for additional handles and discriminants that can reject systematics and other spurious effects, and allows for a more detailed interpretation of any positive signal.

We provide a general overview of this formalism in Sec. II A, leaving details of the derivations to App. A. We will apply this formalism to a few simple subhalo lens case studies in Sec. II B in order to build intuition for how the signal characteristics are affected by the properties of the underlying substructure population. The reader may refer to App. B for details about the statistical tools and scaling of the expected signal significance with various parameters characterizing the signal and noise properties.

A. General framework

**Lens-induced proper motions and accelerations**

In the thin-lens regime, the angular deflection $\Delta \theta$ of a source at angular diameter distance $D_s$ due to a lens at angular diameter distance $D_l$ is given by (see e.g., V18)

$$\Delta \theta(b) = - \left( 1 - \frac{D_l}{D_s} \right) \frac{4G_N M(b)}{b} b$$

(1)

where $b$ is the physical impact parameter between the source and lens, and $M(b) = 2\pi \int_{-\infty}^{+\infty} dx \int_0^b db' \rho \left( \sqrt{x^2 + b'^2} \right)$ is the enclosed mass function of the spherically-symmetric lens within a cylinder of radius $b$. As discussed in V18, the induced deflections are typically too small to be disentangled...
from naturally-occurring and systematic variations in the angular number density of sources, either individually or collectively.

Effects in the time domain offer more promise. Since dark matter substructure has a characteristic velocity dispersion, an effective lens velocity \( v_l \equiv d\mathbf{b}/dt \) induces an apparent velocity on the luminous sources. This angular velocity correction \( \mathbf{\mu} \equiv \Delta \mathbf{\hat{\theta}} \) can be written as

\[
\mathbf{\mu}(\mathbf{b}) = 4G_N \left\{ \frac{M(b)}{b^2} \left[ 2\mathbf{b} \cdot \mathbf{\hat{v}}_l - \mathbf{v}_l \right] - \frac{M'(b)}{b} \mathbf{b} \cdot \mathbf{\hat{v}}_l \right\}
\]

where we denote the angular separation \( \beta \equiv \mathbf{b}/D_l = \theta_1 - \theta_s \) between celestial positions of the lens and source, \( \theta_1 \) and \( \theta_s \), respectively. In Eq. (2) above, we have ignored the \( (1 - D_l/D_s) \) geometric factor in the limit of large source distance \( D_s \) relative to the line-of-sight distance \( D_l \) to the lens. Equation (2) represents a dipole-like pattern centered at the lens position. This can also be seen in the top row of Fig. 1, which shows a map of induced velocities across the full sky induced by a realization of simulated CDM subhalos (described in Sec. IV A).

The induced acceleration can be calculated similarly by taking an additional derivative of Eq. (2) (see V18 for details). This results in a quadrupole-like pattern centered on the lens position, which can be seen in the bottom row of Fig. 1 for the same lens population as in the top panel. Induced accelerations are suppressed by characteristic factors of \( \sim \mathbf{v}_l/b \) compared to induced velocities. A key feature of induced accelerations compared to velocities can be seen in Fig. 1—while the velocity signal is dominated by the heaviest objects, the acceleration signal is democratically sensitive to structure at all scales, including populations of dense, low-mass subhalos contributing at smaller angular scales. This will be explored in detail in Sec. II B and App. B below.

**Vector spherical harmonic decomposition**

The power spectrum decomposition of vector fields on a sphere admits a multipole expansion

\[
\mathbf{\mu} = \sum_{\ell m} \mu^{(1)}_{\ell m} \mathbf{\Psi}_{\ell m} + \mu^{(2)}_{\ell m} \mathbf{\Phi}_{\ell m},
\]

with poloidal (\( \mathbf{\Psi} \)) and toroidal (\( \mathbf{\Phi} \)) amplitudes

\[
\mu^{(1)}_{\ell m} = \int d\Omega \mathbf{\mu} \cdot \mathbf{\Psi}^*_{\ell m}; \quad \mu^{(2)}_{\ell m} = \int d\Omega \mathbf{\mu} \cdot \mathbf{\Phi}^*_{\ell m},
\]

where the vector spherical harmonics are defined in terms of the spherical harmonics \( Y_{\ell m} \) as

\[
\mathbf{\Psi}_{\ell m} = \frac{\nabla_{\theta} Y_{\ell m}}{\sqrt{\ell(\ell+1)}}; \quad \mathbf{\Phi}_{\ell m} = \mathbf{\hat{r}} \times \mathbf{\Psi}_{\ell m}
\]

in spherical coordinates \( \{r, \theta, \phi\} \) with \( \theta \) and \( \phi \) Galactic colatitude and longitude respectively (sometimes combined in the 2D vector \( \mathbf{\theta} = \{\theta, \phi\} \) with corresponding angular gradient \( \nabla_{\theta} \)), and \( \mathbf{r} \) the radial line-of-sight vector. The above VSH are normalized such that they are orthonormal \( \int d\Omega V_{\ell m} \cdot V^*_{\ell' m'} = \delta_{\ell \ell'} \delta_{m m'} \) with \( \mathbf{V} = \{\mathbf{\Psi}, \mathbf{\Phi}\} \), and form a complete basis for a vector field on the celestial sphere. The power per mode for each component can then be obtained as usual by averaging over the azimuthal modes:

\[
C^{\mu}_{\ell} \equiv \frac{1}{2\ell + 1} \sum_{m = -\ell}^{\ell} |\mu_{\ell m}|^2.
\]

As we stated above, Eq. (3) corresponds physically to decomposing a vector field into a curl-free component (poloidal), which can be written as the gradient of a sourcing scalar potential, and a divergence-free component (toroidal), which can be written as the curl of a sourcing vector potential.

Application of the vector spherical harmonic decomposition formalism to lens-induced observables is straightforward. Since the lensing deflection can be written as the gradient of an effective projected (scalar) lensing potential \( \psi \), \( \Delta \theta \sim \nabla_{\theta} \psi \), it follows that the angular deflection field and, in fact, all lensing observables, only have overlap with poloidal power spectrum modes. This can be seen explicitly for the lens-induced angular velocity correction of Eq. (2), which can be written as

\[
\frac{d\mathbf{\hat{r}}}{dt} \nabla_{\theta} \psi = -\frac{1}{D_l} \nabla_{\theta} (\mathbf{v} \cdot \nabla_{\theta} \psi).
\]

We therefore immediately have that \( \mu^{(2)}_{\ell m} \), and the corresponding power per mode \( C^{\mu^{(2)}}_{\ell} \), are identically zero after integrating by parts in Eq. (4) and noting that \( \nabla_{\theta} \cdot \mathbf{\Phi}_{\ell m} = 0 \).

The proper motion power per lens can be calculated once the lens properties (effective transverse velocity, enclosed mass function, and angular diameter distance) are specified (see App. A for derivations and details). The
per-lens expected power is given by
\begin{equation}
C_\ell^{l(1)} \equiv \frac{1}{2\ell+1} \sum_{m=-\ell}^{\ell} |\mu_{\ell m}^{(1)}|^2 \approx \sum_l \left( \frac{4G_N D_l^2}{\sigma_l^2} \right)^2 \frac{\ell}{2} \ell^2 \left[ \int_0^\infty d\beta M(\beta D_l) J_1(\ell \beta) \right]^2,
\end{equation}
where the sum over \( l \) is a sum over different lenses, appropriately weighed, which can in general have different \( D_l, v_l \), and enclosed mass functions \( M(b) \).

The proper acceleration power spectrum can be computed similarly and is compactly expressed in terms of the proper motion power spectrum (see App. A for derivation):
\begin{equation}
C_\ell^{l(1)} \equiv \frac{1}{2\ell+1} \sum_{m=-\ell}^{\ell} |\alpha_{\ell m}^{(1)}|^2 = \frac{3}{4} \sum_l \frac{\ell^2 v_l^2}{D_l^2} C_\ell^{\mu/(\alpha)}(l),
\end{equation}
where \( C_\ell^{\mu/(\alpha)}(l) \) is the proper motion power spectrum per lens, given by the term within the \( l \)-summation in Eq. (8). Equation (9) represents the contribution from an isotropically-distributed population of lenses. Just like for the proper motion power spectrum, the total acceleration power spectrum can be obtained as the sum over all the individual lens contributions, appropriately weighted.

In practice, the astrometric vector field of interest will be nonuniformly sampled with variable noise over a subset of the celestial sphere, and a straightforward application of Eq. (4) will introduce biases. An unbiased estimator is required (see Refs. [44–46] for examples), and we describe a simple quadratic maximum-likelihood estimator for computing vector spherical harmonic coefficients in App. C. In Sec. VI, we use this estimator to compute the VSH decomposition of quasar proper motions from Gaia’s second data release (DR2) [47, 48] as a proof-of-principle application.

B. Specific examples

Once the lens properties have been specified, the lens-induced proper motion and proper acceleration signal power spectra can readily be calculated from Eqs. (8) and (9). We illustrate this for a few specific cases, starting from simple scenarios and going on to progressively more realistic ones in order to gain some intuition for what the signal looks like in angular space. We defer a more detailed discussion of how the signal and its significance depend on properties of the subhalo population, as well as which angular scales contribute to the signal in various cases, to App. B. Unless otherwise specified, all spectra refer to the respective poloidal components \( C_\ell^{\mu/(\alpha)}(l) \), with the toroidal signal components \( C_\ell^{\mu/(\alpha)}(2) \) identically vanishing (cf. Eq. (7)).

In contrast to the signal power spectra \( C_\ell^{\mu/(\alpha)} \), the noise power spectra \( N_\ell^{\mu/(\alpha)} \) are approximately scale-invariant and are given by
\begin{equation}
N_\ell^{\mu/(\alpha)} \approx \frac{\sigma_\ell^{\mu/(\alpha)}}{\Sigma_q},
\end{equation}
where \( \sigma_\ell^{\mu/(\alpha)} \) is the typical measurement error on the proper motions or accelerations and \( \Sigma_q \equiv N_q/4\pi \) is the angular density of background celestial objects (\( N_q \) is the all-sky equivalent number of sources), assumed here to be uniformly distributed over the sky.

1. Population of point lenses

We start by considering a population of points lenses of mass \( M_0 \) located at a constant distance \( D_l \) from us, moving with random transverse velocity with magnitude \( v_l \). In this case, the azimuthally-averaged power per \( l \) mode per lens is given by (Eq. (8))
\begin{equation}
C_\ell^{l(1)} \approx \left( \frac{4G_N M_0 v_l}{D_l^2} \right)^2 \frac{\ell}{2},
\end{equation}
This scale-invariant spectrum is shown on the top left plot of Fig. 2 as the dotted black line, for the lens population properties specified in the inset.

For a population of point lenses uniformly distributed between \( D_l^\text{min} \) and \( D_l^\text{max} \) and making up a fraction \( f_{\text{DM}} \) of the local dark matter density \( \rho_{\text{DM}} \), we instead have
\begin{equation}
C_\ell^{l(1)} \approx \frac{32\pi^2 G_N^2 M_0 v_l^2 \rho_{\text{DM}} f_{\text{DM}} (D_l^\text{max} - D_l^\text{min})}{D_l^\text{max} D_l^\text{min}},
\end{equation}
For a point-lens population, the proper motion power per \( l \) mode is scale-invariant, with higher modes having greater mode multiplicity.

The acceleration power spectrum can be calculated similarly using Eq. (9) and shown in the bottom left plot of Fig. 2 as the dotted black line for the lens properties in the inset text. Unlike the velocity power spectrum, it is not scale invariant, and grows as \( C_\ell^{\alpha} \propto \ell^2 \).

2. Population of extended lenses

In order to motivate the study of spatially extended subhalos, we consider a population of Gaussian lenses with density profile
\begin{equation}
\rho(r) = \frac{M_0}{2\sqrt{2\pi} R_0^3} e^{-r^2/2R_0^2},
\end{equation}
where \( M_0 \) is the total lens mass and \( R_0 \) its characteristic size. The integral in Eq. (8) can be carried out analytically, yielding
\begin{equation}
C_\ell^{l(1)} \approx \left( \frac{4G_N M_0 v_l}{D_l^2} \right)^2 \frac{\pi}{2} e^{-\ell^2/2R_0^2}.
\end{equation}
FIG. 2. Expected lens-induced proper motion (top row) and proper acceleration (bottom row) power spectra per subhalo for a homogeneous subhalo population. Shown for lenses with Gaussian and Plummer profiles (left column, red and blue lines respectively) of mass \(M_0 = 10^8 \text{ M}_\odot\), size \(R_0 = 1.6\text{kpc}\), transverse velocity \(v_t = 10^{-3}\) at a distance \(D_l = 10\text{kpc}\) from us. Also shown for NFW, two different truncated NFW (\(\tau \equiv r_c/r_s = 10, 15\)), and Burkert profile lenses (right column, solid, dashed, dot-dashed red and solid blue lines, respectively) with virial mass \(M_{200} = 10^8 \text{ M}_\odot\), concentration \(c_{200} = 15\), transverse velocity \(v_t = 10^{-3}\) at a distance \(D_l = 10\text{kpc}\) from us. Asymptotic behavior at high \(\ell\) for the NFW and Burkert profiles is illustrated with the thin dotted lines in the right column.  

where \(D_l\) is the distance to the lens and \(\beta_0 \equiv R_0/D_l\) its characteristic angular scale. The power spectrum per lens is shown in the top left plot in Fig. 2 as the red line and has an exponential suppression at characteristic scale \(\ell \sim D_l/R_0\). This gives us some intuition for the more realistic case of a population of such lenses distributed between \(D_l^{\text{min}}\) and \(D_l^{\text{max}}\). In this case, we have the azimuthally-averaged power per \(\ell\) mode 

\[
C_{\ell}^{\mu(1)} \simeq 16\pi^{5/2}G_N^2M_0v_t^2\rho_{DM}f_{DM}\times \left[ \text{erf}\left(\frac{\ell R_0}{D_l^{\text{min}}}\right) - \text{erf}\left(\frac{\ell R_0}{D_l^{\text{max}}}\right) \right].
\]  

We see that the power decreases as \(\propto 1/\ell\) up to \(\ell \sim D_l^{\text{max}}/R_0\) and falls off steeply beyond that point. Combined with the higher multiplicity of modes at high \(\ell\), this implies that each logarithmic bin in \(\ell\) (e.g., each e-fold or each decade) up to \(\ell \sim D_l^{\text{max}}/R_0\) contributes equally to the overall signal significance, as we shall see in App. B.

A similar story holds for proper accelerations. The power spectrum per lens can be calculated from Eq. (9) and is shown as the red line in the bottom left of Fig. 2. As in the case of point lenses, the per-lens signal grows with multipole as \(C_{\ell}^2 \propto \ell^2\), but now with an exponential suppression at \(\ell \sim D_l/R_0\). The total power mode in accelerations for a uniformly distributed population of lenses is given by (setting \(D_l^{\text{min}} = 0\) for simplicity)

\[
C_{\ell}^{\mu(1)} \simeq 6\pi^2G_N^2M_0v_t^4\rho_{DM}f_{DM}\times \frac{1}{\ell R_0}\times \left[ \frac{2\ell R_0}{D_l^{\text{max}}} e^{-(\ell R_0/D_l^{\text{max}})^2} + \sqrt{\pi}\text{erfc}\left(\frac{\ell R_0}{D_l^{\text{max}}}\right) \right].
\]  

Just as for proper motions, the acceleration power spectrum decreases as \(\propto 1/\ell\) up to \(\ell \sim D_l^{\text{max}}/R_0\), beyond which it is exponentially suppressed. This again implies that each logarithmic bin in \(\ell\), or equivalently each logarithmic bin in line-of-sight distance \(D_l\), contributes equally to the signal significance (cf., App. B).

For illustration, we also show in the left column of Fig. 2 the velocity and acceleration power spectra per lens for lenses described as Plummer spheres [49] (blue lines), commonly used in the literature as an analytically tractable subhalo profile closer to a realistic subhalo descriptions than the Gaussian lens.
Here, the density is given \( \rho(r) = 3M_0/(4\pi R_0^3)(1 + r^2/R_0^2)^{-5/2} \) and proper motion power per \( \ell \) mode \( C_\ell^{\text{pm}} \) is indicated, with the induced velocity power per \( \ell \) \( \propto \rho(r)^2 \) and \( \beta_\text{halo} \), where \( k_1 \) is the first-order modified Bessel function of the second kind. Properties and overall scalings similar to those of Gaussian lenses are observed in this case.

3. Realistic subhalo profiles

Realistic subhalo density profiles are modeled with input from N-body simulations. We consider two different profiles: a (truncated) Navarro-Frenk-White (NFW) profile as expected for standard CDM halos [50, 51], and a cored Burkert profile favored, e.g., in the case of self-interacting dark matter (SIDM) halos [52]. The truncated NFW profile is parameterized as [53]

\[
\rho_{\text{NFW}}(r) = \frac{M_s}{4\pi r(r + r_s)^2} \left( \frac{r_1^2}{r^2 + r_1^2} \right),
\]

where \( M_s = 4\pi r_0^3 \rho_0 \) is the NFW scale mass and \( r_1 \) is the truncation radius accounting for the stripping away of the outer halo mass due to tidal forces towards the Galactic center. The Burkert profile is parameterized as

\[
\rho_{\text{Burkert}}(r) = \frac{M_B}{4\pi (r + r_B)^2} \left( \frac{r_1^2}{r^2 + r_1^2} \right),
\]

where \( M_B = 4\pi r_0^3 \rho_0 \) is the Burkert scale mass and the Burkert scale radius \( r_B \) can be related to the NFW scale radius as \( r_B \approx 0.7r_s \) [54, 55].

We show induced power spectra for (truncated) NFW and Burkert profiles in the right column of Fig. 2, for proper motions (top) and proper accelerations (bottom). The NFW truncation radius is parameterized through \( \tau \equiv r_1/r_s \) and the concentration is taken to be \( c_{200} = 15 \). The cases \( \tau = 10 \) (dashed red) and \( \tau = 15 \) (dot-dashed red) are shown for illustration as typical truncation scales. It can be seen that truncation effects generally manifest at larger scales, as expected. On the other hand, the presence of a core in the Burkert profile leads to a suppression of power at smaller scales compared to NFW subhalos (blue line). Asymptotic high-\( \ell \) behavior is indicated, with the induced velocity power per \( \ell \) mode scaling as \( \propto \ell^{-4} \) and \( \propto \ell^{-8} \) for the NFW and Burkert profiles respectively, and as \( \propto \ell^{-2} \) and \( \propto \ell^{-4} \) in the case of induced acceleration power. Note that these scalings are the same as those obtained in Ref. [56] for the case of substructure convergence power spectra in strong lensing systems.

Armed with the proper motion velocity and acceleration power spectra for a homogeneous subhalo population, we are in a position to calculate the expected signal due to a Galactic substructure population. Since power adds stochastically, the total power spectra \( C_\ell^{\text{tot}} \) for a population of lenses with properties drawn from some distribution (e.g., those characterizing the mass function and spatial distribution of lenses) can be obtained as appropriately-weighed sums. Hence, to obtain the expected aggregate signal we can convolve the per-lens subhalo power spectrum, evaluated from the Earth’s location, with the subhalo distribution in our Galaxy. In particular, for a Galactic subhalo population with Earth-frame dark matter velocity distribution \( f_{\text{DM}}(v, t) \) and number density \( n_l(M, r) \) we have

\[
C_\ell^{\text{tot}} = \int \, dv_t \, dr \, dM_l \, f_{\text{DM}}(v_t, t) \, n_l(M, r) \, C_\ell(M_l, v_t, D_l(r))
\]

with line-of-sight distance \( D_l^2 = |\mathbf{r}|^2 + R_\odot^2 + 2|\mathbf{r}|R_\odot \cos \theta_\text{Gal} \), where \( \theta_\text{Gal} \) is the angle between the subhalo and Galactic plane from the Galactic center. In our case, \( n_l = d^2N/(dM_l dr) \) depends on the assumed spatial distribution and mass function of subhalos.

III. SOURCE TARGETS AND NOISE LEVELS

So far, we have been agnostic about the population of luminous background sources onto which correlations due to Galactic subhalos may imprint themselves. We describe here two such celestial populations for which precise astrometry will be available in the near future and where substructure lens-induced astrometric effects could be observed over intrinsic noise. We summarize our assumed noise configurations in Tab. I.

| Observation         | \( \ell \)-range | \( f_{\text{sky}} \) | \( \Sigma_\text{q} \) [yr\(^{-1}\)] | \( \sigma_{\mu\text{yr}} \) |
|---------------------|-----------------|-----------------|-----------------|-----------------|
| SKA-like \( \mu \)  | [10, 5000]      | 1.0             | \( 10^{12} \)    | 1 \( \mu \)as yr\(^{-1} \) |
| WFIRST-like \( \alpha \) | [50, 5 \times 10^5] | 0.05           | \( 10^{13} \)    | 0.1 \( \mu \)as yr\(^{-2} \) |
| Gaia \( \alpha \)   | [50, 5 \times 10^6] | 0.05           | \( 5 \times 10^9 \) | 2 \( \mu \)as yr\(^{-2} \) |

TABLE I. Assumed specifications—multipole range, sky fraction, full-sky equivalent source number, and effective astrometric precision—for future experiments providing measurements of extragalactic (quasar) proper motions, denoted \( \mu \), and Galactic (stellar) proper accelerations, denoted \( \alpha \).

A. Extragalactic proper motions

Galaxies outside of our own are numerous, and their motions are expected to be measured with unprecedented precision with future surveys. Ideal candidates for our purpose are quasi-stellar objects (QSOs), also known as quasars which, owing to their large distances from us, are expected to have small intrinsic proper motions. Known systematic effects (e.g., correlation induced by the drift of the Solar System’s barycenter towards the Galactic center [57, 58]) can be modeled and subtracted. It is expected that future very long baseline interferometry surveys (VLBI), in particular the Square Kilometer Array (SKA) [59, 60] will be able to measure the motions.
of $\sim 10^8$ quasars across the full sky with proper motion precision of $\sigma_\mu \approx 1 \mu\text{as yr}^{-1}$ (see V18 for details). We assumed these characteristics for an “SKA-like” survey for our sensitivity projections.

With this source density, multipoles up to $\ell_{\text{max}} \sim 10^4$ should be accessible, with measurements on larger scales dominated by shot noise. We assume the multipole range $\ell \in [10, 5000]$, discarding smaller multipoles due to sample variance and larger multipoles due to potential small-scale systematic effects.

### B. Galactic proper accelerations

Compared to quasars, the stellar population within the Milky Way is characterized by a much higher source density. The prospect of using proper motion correlations for our purposes is limited by the large intrinsic velocity dispersion of the stars. The use of acceleration correlations, however, shows promise. Current (e.g., Gaia [47]) and future (e.g., WFIRST [61]) optical surveys are expected to map out the motions of a sizeable fraction of all stars in the Milky Way, corresponding to angular densities of sources listed in Tab. I over a limited region of the sky $f_\text{sky} = 0.05$ described by the Galactic disk and bulge, with unprecedented precision. Averaged over the stellar population, proper acceleration precision of $\sigma_a = 2(0.1) \mu\text{as yr}^{-2}$ could be achievable over an observation time of 10 years by Gaia (a WFIRST-like survey) (see V18 for further details). Large-scale correlations due to the Galactic gravitational potential can be modeled and subtracted, and the effect of small-scale systematics (e.g., correlated motions of unresolved binaries) can be modeled and marginalized over.

With the assumed source densities, smaller scales up to $\ell_{\text{max}} \sim 10^6$ should be accessible to a WFIRST-like survey, and scales up to $\ell_{\text{max}} \sim 10^5$ to Gaia by its end of mission. In our fiducial set-up, we consider the multipole range $\ell \in [50, 5 \times 10^5]$ for a WFIRST-like survey and $\ell \in [50, 5 \times 10^4]$ for Gaia. To account for the fact that only stars behind the Galactic lenses can be considered, we consider the subhalo population only within 1 kpc of the Solar position, assuming that stars beyond this radius can be considered as background sources. It can be shown that acceleration observables are preferentially sensitive to the most nearby lenses compared to velocity power spectra (cf. the additional $D_\ell^{-2}$ factor for acceleration power spectra in Eq. (9)), this is expected to capture a dominant portion of the signal while being conservative. Increasing this cut to 2 kpc has a negligible impact on our results.

### IV. SENSITIVITY FORECASTS

We assess the sensitivity of global astrometric correlations in the context of several illustrative benchmark scenarios. In addition to the standard cold dark matter paradigm which predicts a broad mass spectrum of subhalos evolved from a nearly scale-invariant primordial spectrum of fluctuations, we also consider a scenario representative of enhanced power on small scales parameterized by a kink in the primordial power spectrum. Enhancement to the power spectrum over a limited range of scales may cause dense dark matter clumps of a characteristic mass and size to constitute a significant fraction of the overall dark matter abundance [62], which we explore in the context of compact dark objects. Finally, we consider the detectability of dynamical fluctuations due to interference effects in the case of ultralight scalar field dark matter. We note that these scenarios are motivated examples but do not exhaust the applicability of methods presented here.

#### A. Cold dark matter

The cold dark matter paradigm has been extremely successful in explaining the distribution of structure at large scales, with theory and simulations additionally predicting a broad spectrum of subhalo masses down to sub-Galactic scales [63, 64]. We study the sensitivity of our methods to a population of CDM subhalos, and start by describing the main ingredients in our CDM-inspired models.

**Subhalo mass function:** Numerical simulations show that the (sub)halo mass function in $\Lambda$CDM can be well described by a power-law distribution of the form $dN/dM \propto M^{-\gamma}$ with $\gamma \approx 1.9-2$ [65] over a large range of masses. We set $\gamma = 1.9$ in our fiducial configuration, consistent with simulations of Milky Way-sized halos [63, 64]. We also investigate a steeper mass function with $\gamma = 2$, leading to a larger relative abundance of lower-mass subhalos. To calibrate the amplitude of the subhalo mass function, we require 150 subhalos in expectation between $10^8 - 10^{10} M_\odot$ [66], consistent with results from recent hydrodynamical simulations [67, 68]. The threshold minimum and maximum allowed subhalo masses are fixed at $10^{-6} M_\odot$ and 0.05 $M_{\text{MW}}$ [69] respectively. This configuration leads to $\sim 20\%$ of the total Milky Way mass bound in substructure. We also investigate a more subhalo-rich configuration, with 300 subhalos in the $10^8 - 10^{10} M_\odot$ mass range, consistent with the results of DM-only simulations [70]. Note that in all cases, we do not take into account substructure (i.e., sub-subhalos within subhalos).

**Spatial distribution of subhalos:** While the unevolved (infall) subhalo spatial distribution is expected to follow the smooth Milky Way halo profile, tidal disruption due to the gradient of the Galactic potential towards the Galactic center is expected to deplete the fraction of mass bound in substructures in this region. We account for this by describing the spatial distribution of subhalos using an Einasto profile with a fit to the results of the Aquarius simulation [66, 70].
\[ \rho(r) = \exp \left\{ \frac{-2}{\gamma_E} \left[ \left( \frac{r}{r_E} \right)^\gamma_E - 1 \right] \right\} \]  

(20)

with \( r_E = 199 \text{kpc} \) and \( \gamma_E = 0.678 \).

There are indications that some portion of the subhalo tidal disruption effects observed in simulations could be numerical in origin [71, 72]. We account for this possibility by investigating an alternative scenario where the evolved distribution of subhalos traces the smooth Galactic dark matter profile.

**Subhalo profile:** We model the subhalos with an NFW profile, using the Galactocentric distance-dependent concentration-mass relation from Ref. [65] in our fiducial set-up which takes into account the larger concentration of subhalos as compared to field halos closer to the Galactic center due to tidal disruption effects. We explore the dependence of the power spectrum signal on the concentration-mass parameterization by using the alternate model from Ref. [73], which does not take into account Galactocentric distance-dependent tidal effects.

**Dark matter velocity distribution:** In the Galactic frame and asymptotically far away from the Sun’s gravitational potential, we take the velocity distribution of dark matter \( f_\infty(v) \) to be given by the Standard Halo Model (SHM),

\[
 f_\infty(v) = \begin{cases} 
 N \left( \frac{1}{\pi v_0^2} \right)^{3/2} e^{-v^2/v_0^2} & |v| < v_{\text{esc}} \\
 0 & \text{otherwise},
\end{cases} \]

(21)

where \( N \) is a normalization factor, and we take \( v_0 = 220 \text{ km s}^{-1} \) [74] and the escape velocity \( v_{\text{esc}} = 550 \text{ km s}^{-1} \) [75].

To a first approximation, the velocity distribution at the Earth’s location may be found simply by applying a Galilean transformation to \( f_\infty(v) \) from the Galactic frame to the lab frame, so that

\[
 f_{\oplus}(v) \approx f_\infty(v + v_\oplus),
\]

(22)

where \( v_\oplus = (11,232,7) \text{ km s}^{-1} \) [76] is the velocity of the Sun in Galactic coordinates. Note that the Earth-frame velocity acquires a time-dependence \( f_{\oplus}(v,t) \) due to the motion of the Earth around the Sun and leads to a fractional annual modulation in the signal. We conservatively ignore this effect here and postpone its study to future work. We use this velocity distribution in the rest of the scenarios presented in this paper. Additionally, in practice we impose a lower cutoff on the line-of-sight integration in Eq. (19) corresponding to the distance within which a single subhalo is expected, for a given set-up, in order to mitigate the effect of Poisson noise in the limit of a small number of lenses.

The total poloidal induced proper motion power spectrum signal expected for the fiducial configuration, as well as the alternate modeled scenarios, is shown in Fig. 3. The fiducial CDM model is shown as the red line. Not accounting for tidal disruption [71, 72] preferentially brings subhalos closer to the Galactic center and boosts the signal by about an order of magnitude at all scales (blue line). A steeper subhalo mass function with \( \gamma = 2 \) (purple line) results in a larger number of low-mass subhalos, slightly boosting the signal on small scales and depressing it on larger scales. A more subhalo-rich configuration with twice the number of lower-mass subhalos as compared to our fiducial model (but still consistent with observations on large scales) is shown as the orange line, with the signal boosted by a factor of two. Using the alternate concentration model from Ref. [73] depresses the overall signal (green line) as it doesn’t account for the increased concentration of subhalos closer to the Solar position due to tidal stripping effects.
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FIG. 3. The total signal power spectrum expected for various CDM-inspired subhalo configuration described in Sec. IV A. The fiducial configuration is shown in red. A signal without accounting for effects of tidal disruption is shown in blue. The effect of using an alternative concentration model from Ref. [73] which does not accounting for Galactocentric distance-dependent effects is shown in green. A steeper subhalos mass function (slope \( \gamma = 2 \) instead of 1.9) is shown in purple. A more subhalo-rich configuration with twice the number of subhalos compared to the fiducial configuration is shown in orange. The grey dashed, dot-dashed, and dotted lines correspond to different noise spectra with number of background sources \( N_q \) and effect astrometric precision \( \sigma_\mu \), \( \{N_q, \sigma_\mu\} = \{10^8, 1 \mu\text{as yr}^{-1}\}, \{10^8, 0.1 \mu\text{as yr}^{-1}\}, \) and \( \{10^9, 1 \mu\text{as yr}^{-1}\} \) respectively. 

It is instructive to ask which regions of the subhalo mass and spatial distribution phase space contribute to the total power spectrum signal. The differential spectra \( \text{d} \ln C_\ell / \text{d} \ln M_{200} \) and \( \text{d} \ln C_\ell / \text{d} \ln R \) are shown in Fig. 4 for multipoles \( \ell = 10, 30, 100 \). It can be seen that larger scales receive preferential contribution from subhalos that are massive and/or closer in Galactocentric radius, as expected. It can also been seen that, at accessible scales, the dominant contribution comes from the popu-
FIG. 4. (Left) The differential proper motion power spectrum for the fiducial CDM configuration as a function of virial subhalo mass at multipoles $\ell = 10$ (red), $\ell = 30$ (blue), and $\ell = 100$ (green). Larger multipoles (smaller scales) are preferentially sensitive to less massive subhalos; overall, the signal is still dominated by more massive CDM subhalos. (Right) The differential proper motion power spectrum for the fiducial CDM configuration as a function of Galactocentric distance of the subhalo at multipoles $\ell = 10$ (red), $\ell = 30$ (blue), and $\ell = 100$ (green) Fractionally, most of the sensitivity comes from subhalos in the bulk of the Milky Way rather than from those close to the Solar position.

lution of subhalos at intermediate Galactocentric radii ($R \sim 50–150$ kpc). This underscores the fact that the lensing signal is derived in aggregate from a population of subhalos, and thus that the power spectrum measurement is probing the substructure population in the bulk Galactic halo rather than being sensitive to individual, nearest subhalos.

We may finally obtain the forecasted sensitivity of a given set of observations to a given signal configuration. Figure 6 shows the discovery significance for the fiducial CDM configuration (left panel) and the optimistic configuration without tidal stripping (right panel), using quasar proper motion power spectra, for different values of the proper motion noise $\sigma_{\mu}$ and number of observed quasars $N_q$. We see that the optimistic scenario may be within reach of the next generation of interferometric telescopes, assuming noise levels $\sigma_{\mu} \approx 1$ mas yr$^{-1}$ and $N_q \approx 10^5$. Prospects assuming the fiducial scenario accounting for tidal disruption are less promising, and will require astrometric precision beyond that expected from next-generation surveys or methods beyond those based on two-point correlations presented in this work.

**B. Compact objects**

While primordial black holes (PBHs) have been studied as canonical examples of compact dark objects that would form due to large primordial overdensities and may constitute a fraction of the dark matter [77, 78], dense compact objects of a finite size such as ultracompact minihalos (UCMHs) [79, 80] or supermassive dark matter clumps (SDMCs) [62] may form in regions of intermediate overdensities [81, 82] and are predicted in a wide range of inflationary models (see, e.g., Refs. [79, 83, 84] and references therein) and non-standard early-Universe evolution [85, 86]. Here, we study the sensitivity of global astrometric correlations to a general population of compact objects parameterized by a size $R_0$ and mass $M_0$. Their profile is modeled as Gaussian following to Eq. (13) and subhalos are assumed to be uniformly distributed within the Milky Way’s smooth dark matter halo, whose density distribution is taken to be NFW with scale radius $r_s = 18$ kpc.

The sensitivities achievable with measurements of extragalactic proper motions (assuming SKA-like specifications, red line) and Galactic proper accelerations (assuming WFIRST-like and end-of-mission Gaia specifications, blue and green lines respectively) are shown in Fig. 5 in the mass-radius (left panel) and mass-density (right panel) parameter planes, assuming the lenses make up the totality of the Galactic dark matter. Currently unconstrained parameter space can already be probed using near-future Gaia astrometry. In App. B3, we show projected sensitivities using a simplified scenario of lenses uniformly distributed in an Aristotelian ball, directly described by Eqs. (15) and (16), showing excellent agreement with the results in Fig. 5.

Unlike traditional Galactic substructure searches based on photometric microlensing where magnification effects are strongly suppressed for lens radii larger than the characteristic Einstein radius [87, 88], globally correlated astrometric effects are directly sensitive to a subhalo population of much larger radii. On the other hand, we note that the methods presented here are not ideally suited to searches for pointlike or very compact objects
such as primordial black holes, where photometric lensing observations [88] and techniques based on detecting local astrometric lensing effects and transients (see V18 for examples and details) are more appropriate.

C. Enhanced primordial power

We investigate a scenario in which the spectrum of primordial perturbations at small scales is enhanced compared to the standard ΛCDM expectation. This leads to a relative overabundance of low-mass halos which, having collapsed at earlier times, would also be significantly denser compared to those in the standard cosmological evolution. We parametrize this enhancement phenomenologically by introducing a kink in the dimensionless power spectrum of Gaussian curvature perturbations $\Phi$ parametrized by a break at $k_B$ and high-$k$ slope $n_B$,

$$\mathcal{P}_\Phi(k) = \begin{cases} A_s \left( \frac{k}{k_B} \right)^{n_a} & k < k_B \\ A_s \left( \frac{k}{k_B} \right)^{n_a} \left( \frac{k}{k_B} \right)^{n_a-1} & k \geq k_B \end{cases}$$

(23)

where we take $A_s = 2.105 \times 10^{-9}$, $n_s = 0.9665$, and $k_B \equiv 0.05$ Mpc$^{-1}$ [1].

The dimensionless matter power spectrum at a given wavenumber and redshift can be obtained through the matter transfer function $D(k,z)$ as

$$\mathcal{P}_\delta(k,z) = |D(k,z)|^2 \mathcal{P}_\Phi(k)$$

(24)

and we use CLASS [89] to compute the transfer function. Given the present-day matter power spectrum, the mass variance (encoding the amplitude of fluctuations within a sphere of radius $R$) can be computed as

$$\sigma^2(R) = \int \frac{d(\ln k)}{dM} \mathcal{P}_\Phi(k) |D(k,z = 0)|^2 |W(k,R)|^2$$

(25)

where the window function $W(k,R) = 3(kR)^{-2} [\sin(kR) - kR \cos(kR)]$ is the Fourier transform of a top-hat smoothing function with smoothing scale $R = (M/(4/3 \pi \overline{m}))^{1/3}$ with $\overline{m}$ the mean density of the Universe. With the mass variance in hand, the modified mass spectrum of subhalos in this scenarios is computed using the Tinker mass function [90] implemented in the COLOSSUS [91] code and given by

$$\frac{dn}{dM} = f(\sigma) \overline{m} \frac{d\ln \sigma^{-1}}{dM}$$

(26)

where $f(\sigma)$ is parameterized as

$$f(\sigma) = A \left[ \left( \frac{\sigma}{b} \right)^{-a} + 1 \right] e^{-c/\sigma^2}$$

(27)

with the constants $A$, $a$, $b$, and $c$ calibrated to (ΛCDM) simulations (see Refs. [90, 91] for further details). We calibrate the overall number of subhalos such that an uninkinked power spectrum yields the same number of subhalos as in the ΛCDM case we have considered in Sec. IV A (150 between $10^8$–$10^{10}$ M$\odot$ [66]) with this pipeline. The left panel of Fig. 7 shows representative examples of kinked primordial power spectra, with the
derived present-day matter power spectra and mass functions shown in the middle and right panels respectively. The present-day density (or equivalently, concentration) of subhalos is calculated following the procedure outlined in Ref. [92]. Specifically, we assume that the mean density $\langle \rho_s \rangle$ of subhalos (modeled as NFW) within the scale radius $r_s$ is proportional to the critical density of the Universe at collapse redshift $z_{coll}$,

$$\langle \rho_s \rangle \propto C \rho_0 \left( \frac{H(z_{coll})}{H_0} \right)^2$$

(28)

where $C$ is a constant to be determined. The collapse redshift corresponds to the time at which the characteristic mass $M_{200}$ was contained in progenitors more massive than a fraction $f$ of this current mass.

Extended Press-Schechter theory can be invoked to relate the current characteristic mass $M_{200}$ to the scale mass [93],

$$\frac{M_s}{M_{200}} \equiv \text{erfc} \left( \frac{\delta(z_{coll}) - \delta_c(z = 0)}{\sqrt{2\sigma^2(fM_{200}) - \sigma^2(M_{200})}} \right)$$

(29)

where $\delta_c(z) \approx \delta_c/D(z)$, with $\delta_c = 1.686$, is the density threshold for collapse of a spherical top-hat perturbation and $D(z)$ the linear growth factor. The left sides of Eqs. (28) and (29) depend on the halo profiles through the concentration $c_{200} = r_{200}/r_s$. Given a present-day characteristic mass $M_{200}$, they can be simultaneously and iteratively solved to yield consistent solutions for the concentration $c_{200}$ and collapse redshift $z_{coll}$. The constant $C$ is calibrated to yield concentrations for cluster-mass ($M_{200} \sim 10^{13} M_\odot$) halos consistent with observations for $f = 0.01$ [92]. We choose to go down to a minimum subhalo mass of $10 M_\odot$ in this expository scenario to avoid extrapolating the derived concentration-mass relations and mass functions to even smaller values.

Sensitivity forecasts on the break $k_B$ and high-$k$ slope $n_B$ of an enhanced primordial power spectrum are displayed in Fig. 8. Shown are constraints achievable at the 95% confidence interval using quasar proper motion measurements with an SKA-like survey, as well as observations of Galactic stellar proper accelerations by a WFIRST-like survey.

We caution that our treatment is simplistic in several ways—it is anchored to CDM simulations at higher masses, while necessitating extrapolation of the modified power spectrum down to small scales and of the subhalo mass function and concentration-mass relation down to small subhalo masses. Although a more accurate treatment would necessarily involve N-body simulations consistent with the modified primordial spectra, our simple semi-analytic prescription captures the essential physics while making the point that enhancement of structure on small scales can be effectively probed with near-future astrometric observations.

D. Scalar dark matter

Dark matter may constitute of ultralight scalar fields, sometimes denoted “fuzzy” dark matter, with masses potentially as low as $10^{-22}$ eV [18, 19]. Scalar field dark matter automatically exhibits unbound substructure due to interference effects, sourcing $O(1)$ fractional density fluctuations that can cause a stochastic weak gravitational lensing signal [19, 22]. The contribution to the power spectra described below (and calculated in App. A3) is irreducible because it originates from the unavoidable density fluctuations of a free scalar field at the scale of the typical de Broglie wavelength in a thermal ensemble.

Assuming the velocity spectrum and density distribu-
tion of the halo is known, the velocity and acceleration power has only one free parameter—the scalar field's mass $m$. The density fluctuations of real scalar dark matter can be attributed to random interference fringes, which have a typical mass $M_0$ and radius $R_0$ equal to

$$M_0 = C \rho_0 \left( \frac{\pi}{\sigma_k} \right)^3 \approx 5 \times 10^5 M_\odot C \left( \frac{10^{-22} \text{ eV}}{m} \right)^3, \quad (30)$$

$$R_0 = \frac{1}{2 \sigma_k} \approx 58 \text{ pc} \left( \frac{10^{-22} \text{ eV}}{m} \right); \quad (31)$$

where $C$ is an $O(1)$ constant, $\rho_0$ is the local mean DM energy density, and $\sigma_k = m \sigma_v$ is set by the scalar mass $m$ and the known velocity dispersion in the Milky Way.

These density fluctuations unavoidably constitute a substructure fraction of 100%. We relegate the detailed calculation of the velocity and acceleration power spectra to App. A.3. The results of that calculation support the interpretation of the scalar’s density fluctuations as a 100% substructure fraction of dark matter, with mass and size given by Eqs. (30) and (31). Indeed, with some simplifying assumptions (spatially constant $\rho_0$, infinite source distance, and no velocity asymmetry $v_\odot = 0$), the velocity and acceleration power spectra for scalar dark matter are identical to those of a population of Gaussian lenses with masses $M_0$ and radii $R_0$ that make up all of the dark matter, provided we take $C = 4/(3\pi^{3/2})$ for velocities and $C = 32/(15\pi^{1/2})$ for accelerations in Eq. (30).

Without those simplifying assumptions, the formula for the velocity power spectrum is given by Eq. (A18) with a completely analogous formula for the acceleration power spectrum, also using the formulae of Eqs. (A15) and (A16) for the power spectra of the time derivatives of the density fluctuations.

Because of the correspondence to the Gaussian-lens power spectrum, we can indicate on the right panel of Fig. 5 the mass-independent halo density relation implied by Eqs. (30) and (31) by the horizontal blue dashed line. The effective “halo” mass of these density fluctuations is indicated by the vertical solid lines for $m = 10^{-21} \text{ eV}$ and $m = 10^{-22} \text{ eV}$. Our future projections imply that fuzzy dark matter at very low masses should be detectable with the assumed survey parameters. The proper acceleration power spectrum signal is approximately scale-independent and thus could be a potential probe at higher scalar field masses, although the magnitude of the signal is still out of reach of near-future surveys using the methods presented here.

V. SIGNAL DISCRIMINANTS

A. Toroidal modes as a control region

As described in Sec. II A, the astrometric lensing signal is sourced from the gradient of the projected scalar lensing potential $\psi$, so it is expected to exclusively populate the poloidal (curl-free) component of the power spectrum decomposition. The noise on the other hand is expect to contribute to both the poloidal as well as toroidal modes. The toroidal (divergence-free) power spectrum can thus be used as a control channel to calibrate the noise spectrum and deal with unmodeled sources of noise of instrumental and/or astrophysical origin.

B. Directional asymmetry

After inserting Eq. (7) into Eq. (4), integrating by parts, and using $\nabla^2 \Psi Y_{\ell m} = -\ell(\ell + 1)Y_{\ell m}$ and Eq. (5), we find that for a single lens

$$\mu_{\ell m}^{(1)} = -\frac{\ell(\ell + 1)}{D_l} \int d\Omega \, \psi(\beta) v_l \cdot \Psi_{\ell m}^*(\theta), \quad (32)$$
As stated above, the directional asymmetry in the rate of change in impact parameter stems from the asymmetric \( f_D(v_\perp) \) in Eq. (22), with higher expected proper components in the Galactic longitude direction: \( \langle v_{\perp,\theta}^2 \sin^2 \theta \rangle > \langle v_{\perp,\theta}^2 \rangle \). At high \(|m|/\ell\), we also have that \( \langle |\Psi_{\ell,m,\theta}|^2 \rangle > \langle |\Psi_{\ell,m,\phi}|^2 \rangle \) over the celestial sphere, with the opposite inequality for low values of \(|m|/\ell\). At low \(|m|/\ell\), the dominant contributions arise from the second line in Eq. (33), while at high \(|m|/\ell\), they arise from the third line. We therefore deduce that for the astrometric lensing signal, \( \langle |\mu_{\ell,m}^{(1)}|^2 \rangle \) is an increasing function of \(|m|\) at fixed \( \ell \), which is calculable from the 6D phase space distribution of the DM subhalos. This \(|m|\) asymmetry is further exacerbated by the fact that the DM lens distribution \( n(\theta_l, D_l) \) is peaked towards the Galactic Center and thus latitudes \( \theta_l \approx \pi/2 \), where the high-\(|m|/\ell\) modes have more support than the low-\(|m|/\ell\) modes.

Asymmetries in \(|m|\) may also be caused by variations in exposure and noise across the celestial sphere. For optical astrometric surveys of quasars for example, there is a lower background source number density and higher astrometric noise per source near the Galactic equator, causing \( \mu \) to be more poorly measured there. Because of the support of the VSH functions, this would lead to somewhat similar asymmetry in \(|m|/\ell\) for the noise, in both \( \mu_{\ell,m}^{(1)} \) and \( \mu_{\ell,m}^{(2)} \) components. Indeed, we observe this asymmetry in the quasar sample of the Gaia DR2 data in Sec. VI. Nevertheless, because the lensing signal contributes only to \( \mu_{\ell,m}^{(1)} \), one generally expects a difference in \(|m|\) asymmetry for the poloidal and toroidal mode power. Any excess power in the poloidal modes relative to the toroidal modes—-as expected from a lensing signal—-can then be tested to see if it conforms to the expected asymmetry implied by Eq. (33). We expect a similar but quantitatively even higher \(|m|/\ell\) asymmetry in the poloidal mode power of the lens-induced proper accelerations, due to the higher number of powers of \( v_\perp \)—4 instead of 2—involved.

We illustrate the azimuthal asymmetry by plotting in Fig. 9 the square magnitude of the poloidal power spectrum amplitudes \( |\mu_{\ell,m}|^2 \) for our fiducial CDM-like scenario (left panel) and for a population of \( M_0 = 10^8 M_\odot \) subhalos of extent \( R_0 = 100 \) pc making up all of the Galactic dark matter (right panel). In the latter case, the compact objects are distributed following the smooth dark matter profile of the Milky Way, without tidal evolution effects, which results in a larger concentration of subhalos towards the Galactic plane and an even larger azimuthal asymmetry compared to the CDM-like case, where subhalos appear largely isotropic in the sky. Figure 10 further illustrates the fractional azimuthal asymmetry, plotting the fractional deviation of a given squared amplitude coefficient from the mean value at a given \( \ell \). This is shown for the CDM-like model (top panels) and the compact objects population (bottom panels), in each case plotting the proper motion coefficients \( |\mu_{\ell,m}|^2 \) (left

Note that the \( \int d\Omega \) integral in Eq. (33) at high \( \ell \) is dominated by the region \( \theta \approx \theta_l \), due to the higher gradients in \( \psi(\beta) \) there.
panels) and proper acceleration coefficients \(|\alpha_{\ell m}|^2\) (right panels). As anticipated above, a larger asymmetry for the acceleration spectra is seen, as well as a larger asymmetry for the compact objects configuration where there is more support near the Galactic plane.

To summarize, the preferential motion of the Sun with respect to the stationary frame of Galactic subhalos would lead to a detectable asymmetry in the lens-induced correlation signal. Such a characteristic asymmetry is unlikely to be replicated by instrumental and non-lensing effects, and can be used as an additional handle to differentiate a putative signal from unmodeled noise.

VI. POWER SPECTRUM DECOMPOSITION OF GAIA DR2 QUASARS

In this section, we apply the technique proposed in the previous sections on an actual astrometric dataset. Appendix C derives in detail the optimal estimator for vector power spectra on the celestial sphere, accounting for nonuniform noise and incomplete coverage of the sky as well as “spectral binning”, a coarse-graining technique that groups nearby \(\ell m\) modes to obtain well-conditioned results out to high \(\ell\) and/or with incomplete sky coverage.

The dataset under consideration is the astrometric catalog of the 555,934 quasars in Gaia’s second data release (DR2) [47, 48, 94]. Each quasar comes with a position, proper motion, and standard deviation \(\{\theta_q, \mu_q, \sigma_{\mu,q}\}\) for \(q = 1, \ldots, 555,934\).2 We bin the quasars into 12,288 equal-area pixels according to the HEALPix scheme (corresponding to \texttt{nside}=32), as shown in the top panel of Fig. 11. Each pixel \(i\) is assigned the noise-weighted averages \(\sigma_{\mu,i} = (\sum_q 1/\sigma_{\mu,q}^2)^{-1/2}\) and \(\mu_i = \sum_q \mu_q/\sigma_{\mu,q}^2\). Empty pixels are assigned infinite noise. The second and third panel of Fig. 11 illustrate maps of \(|\mu_i|\) and \(\sigma_{\mu,i}\), respectively, showing smaller proper motion magnitudes in regions of high Gaia exposure, which also show higher quasar counts. The fourth and fifth panel break down \(\mu_i\) into its two components; large-scale correlations (also seen in parallax) are easily visible by eye.

The VSH amplitudes of the data \(\mu_i = s_i + n_i\), namely \(\mu_{\ell m} = s_{\ell m} + n_{\ell m}\) and \(\mu_{\ell m} = s_{\ell m} + n_{\ell m}\), are presumed to be composed of both signal \(s\) and noise \(n\) contributions. An astrometric lensing signal is expected to have \(s_{\ell m} = 0\). We expect no cross-correlations between signal and noise: \(\langle s_{\ell m} n_{\ell' m'}\rangle = 0\) \(\forall \ell,\ell', m, m'\). We assume the noise is independent between pixels and faithfully reported by Gaia: \(\langle n_i \cdot n_j\rangle = 2\sigma_{\mu,i}^2\delta_{ij}\). As we will see, the pixel-to-pixel independence assumption is incorrect on large angular scales. Furthermore, the uncertainties in Gaia’s astrometric fit appear to not fully account for the noise budget. On the DR2 quasar dataset, \(\langle \mu_{\ell m}^2/\sigma_{\mu,q}^2 \rangle \approx 2.43\), for example, in excess of the expectation of 2 for a bivariate normal random variable.

We will apply the techniques outlined in App. C2 to evaluate the optimal estimator for the (poloidal) coarse-grained power spectrum:

\[
|\mu_B^{(1)}|^2 = \sum_{B'B''} \frac{1}{2} \left(F^{-1}\right)_{BB''} \mu_{\alpha B''} \mu_{\beta B''} \sigma_{\mu,\alpha}^2 \sigma_{\mu,\beta}^2 P_{\alpha\beta}(1)B'.
\]  

Specifically, we use noise weights \(N_i = \sigma_{\mu,i}^2\) and data
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FIG. 9. (Left) The magnitude of poloidal proper motion power spectrum coefficients \(\mu_{\ell m}^{(1)}\) for the CDM setup. (Right) The magnitude of poloidal proper motion power spectrum coefficients \(\mu_{\ell m}^{(1)}\) for a population of compact objects of mass \(M_0 = 10^8\, M_\odot\) and size \(R_0 = 100\, \text{pc}\) making up all of the Galactic dark matter density and distributed following the smooth Milky Way DM halo. An azimuthal asymmetry in each case can be seen—with larger coefficients at higher \(m\) for a fixed \(\ell\)—with greater asymmetry in the compact objects scenario. 

2 For simplicity, we denote by \(\sigma_{\mu,q}\) the average error in the ra and dec directions \([(\sigma_{\mu,q}^2 + \sigma_{\mu,q,d}^2)/2]^{1/2}\).
$d_{\alpha\beta} = \mu_{\alpha\beta}$ but omitting the last term in square brackets in Eq. C14, as we expect the latter noise subtraction to be an underestimate. We have also applied the spectral binning technique of App. C5 to coarse-grain the power spectrum with band matrices $W_{B\ell m}$:

$$|\hat{\mu}_{B}^{(1)}|^2 = \sum_{\ell m} W_{B\ell m} |\hat{\mu}_{B\ell m}^{(1)}|^2.$$  

The precise form of the band matrices is specified below Eq. C18. The binned response matrices $F_{\alpha\beta\gamma}\ell m$ are specified in Eqs. C5 and C21. The Fisher matrix of Eq. C15 is likewise binned as $F_{BB'} = \sum_{\ell m \ell' m'} F_{\ell m \ell' m'} W_{B\ell m} W_{B'\ell' m'}^{\dagger}$. Finally, we can repeat the same procedure for the toroidal power spectrum estimator $|\hat{\mu}_{B}^{(2)}|^2$ in complete analogy with Eq. 34 but with the replacement $P^{(1)} \leftrightarrow P^{(2)}$.

In the first two panels of Fig. 12, we plot the results of the spectrally binned estimators $|\hat{\mu}_{B}^{(1)}|^2$ and $|\hat{\mu}_{B}^{(2)}|^2$, respectively. Following the results of App. C, they are estimators of $S_{B}^{(v)} = \sum_{\ell m} W_{B\ell m} |s_{B\ell m}^{(v)}|^2$ plus a noise contribution (from the second term in square brackets in Eq. C14) that can be shown to be the same for $v = 1$ and $v = 2$. This noise contribution is dominant in the individual power spectra, but the difference of the estimators shown in the third panel of Fig. 12 is an unbiased estimator of the (coarse-grained) signal power spectrum under consideration $S_{B}^{(1)} - S_{B}^{(2)}$. We can see that this “signal channel” is substantially suppressed, and averages down (especially in the band averages $B$ with more $(\ell m)$ pairs) far below the mean power per mode. Finally, we see evidence for systematic excess power (above the expectation from Gaussian noise, i.e., Eq. C6) for $\ell \lesssim 15$, systematic correlations previously reported by the Gaia Collaboration and also present in both the parallax and proper motion power spectra [41, 94].
FIG. 11. Maps in Galactic coordinates of the number distribution of Gaia DR2 quasars (top panel), their pixel-averaged proper motion magnitude $|\mu|$ (left middle panel), their proper motion error $\sigma_\mu$ (right middle panel), and their proper motion components $\{\mu_l, \mu_b\}$ (bottom two panels).

The signal channel features band-averaged power at the level of $10^{-7} \text{mas}^2 \text{yr}^{-2}$ consistent with Gaussian noise in the two band averages between $64 \leq \ell \leq 93$, and only slightly more in the spectral bins of $32 \leq \ell \leq 63$ simply due to lower number of $(\ell m)$ pairs in those bins. This level of noise is not yet sufficient to tease out the small signals of those depicted in Fig. 9. The baseline noise power scales as $\sigma_\mu^2 / N_q$, the numerator of which is projected to improve with integration time as $\propto t^{-3/2}$ (see V18 for details). Likewise, future Gaia quasar catalogs will likely expand substantially (by at least a factor of four), as quasar identification methods mature.

VII. CONCLUSIONS

Astrometry—the precise measurement of the positions and motions of celestial objects—offers a promising avenue to probe the nature of dark matter through induced lensing effects. In this paper, we have introduced a novel method to systematically leverage the measured correlated pattern of motions (transverse velocities and accelerations) induced by a population of Galactic subhalos on celestial bodies using the formalism of angular two-point correlation functions. We have shown how to calculate the lens-induced signal power spectrum for a population of lenses characterized by arbitrary population properties and internal characteristics through a vector spherical harmonic decomposition. This technique admits a number of checks and control channels: (i) the signal should appear dominantly in the curl-free harmonic component, with the divergence-free harmonic component being populated exclusively by noise, and (ii) the preferred motion of the Sun in the Milky Way should lead to a further characteristic directional asymmetry in the signal channel.

Assuming putative noise properties based on current design specifications, we have shown that astrometric datasets deliverable by near-future surveys like SKA and WFIRST may harbor the imprint of substructure charac-
teristic of a range of well-motivated new physics scenarios such as cold dark matter, the existence of compact dark objects, and scalar field dark matter. In particular, we showed that correlated astrometry has sensitivity to compact objects of much larger size and lower density than can be probed by conventional microlensing searches based on photometric measurements. Measurements by the ongoing Gaia mission will already be able to access currently-unconstrained parameter space.

We have additionally demonstrated the feasibility of performing this measurement by constructing a vector spherical harmonics estimator and carrying out the harmonic decomposition of the proper motions of quasars in Gaia’s second data release (DR2). Although the current instrumental noise levels are not conducive to realistic searches for new physics, our proof-of-principle analysis can be carried over and applied to future astrometric datasets, including those in upcoming Gaia data releases, in a straightforward manner.

Finally, we note that two-point correlations efficiently capture the statistical properties of a map only in the limit of the underlying signal being statistically Gaussian. While this is true to very good degree for the Cosmic Microwave Background for example [95], our signal of interest is highly non-Gaussian (as apparent from Fig. 1), and the spherical harmonic decomposition discards potentially large amounts of signal information. Methods accounting for statistics beyond the linear order—e.g., bispectra [96] and those based on convolutional filters [97, 98]—may leverage this additional information in the substructure signal and significantly enhance sensitivity to dark matter substructure compared to that demonstrated in this paper. We leave the study and application of higher-order correlation statistics to astrometric lensing to future work.

The code used to obtain the results in this paper is available at https://github.com/smsharma/astrometry-lensing-correlations.

FIG. 12. Band-averaged estimates of the Gaia DR2 quasar proper motion power spectra in poloidal modes (left panel) and toroidal modes (middle panel). A lensing signal would manifest itself as small additive contribution solely to the poloidal power spectrum (preferentially at high $|m|/\ell$, cf. Figs. 9 and 10), which can be revealed in the difference of the power spectra (right panel). This differences is currently consistent with noise-only statistical fluctuations at $\ell \gtrsim 16$. [20]

ACKNOWLEDGEMENTS

We thank Asimina Arvanitaki, Masha Baryakhtar, Laura Chang, Doug Finkbeiner, Junwu Huang, Mariangela Lisanti, Marilena LoVerde, Cristina Moudino, Robyn Sanderson, Oren Slone, and Anna-Maria Taki for helpful conversations. SM and NW are supported by NSF grants PHY-1620727 and PHY-1915409, and the Simons Foundation. SM is additionally supported by the NSF CAREER grant PHY-1554858. KVT is supported by a Schmidt Fellowship funded by the generosity of Eric and Wendy Schmidt, by a grant-in-aid (No. de-sc0009988) from the U.S. Department of Energy, and funding by the Gordon and Betty Moore Foundation through Grant GBMF7392. This work made use of the NYU IT High Performance Computing resources, services, and staff expertise. This research has made use of NASA’s Astrophysics Data System. This work has made use of data from the European Space Agency (ESA) mission Gaia (https://www.cosmos.esa.int/gaia), processed by the Gaia Data Processing and Analysis Consortium (DPAC, https://www.cosmos.esa.int/web/gaia/dpac/consortium). Funding for the DPAC has been provided by national institutions, in particular the institutions participating in the Gaia Multilateral Agreement. This project was developed in part at the 2019 Santa Barbara Gaia Sprint, hosted by the Kavli Institute for Theoretical Physics at the University of California, Santa Barbara. This research was supported in part at KITP by the Heising-Simons Foundation and the National Science Foundation under Grant No. NSF PHY-1748958. This research made use of the astropy [99, 100], CLASS [89], COLOSSUS [91], healpy [101, 102], IPython [103], Jupyter [104], matplotlib [105], mmath [106], NumPy [107], pandas [108], seaborn [109], SciPy [110], and tqdm [111] software packages.
Appendix A: Derivation of equations

1. Velocity and acceleration power spectra

In this appendix, we derive the formulae of Eqs. (8) and (9). It is sufficient to calculate the induced $\mu'_{\ell m}^{(1)}$ of a single lens at some distance $D_l$ and characterized by an enclosed mass function $M(b)$ at a conveniently chosen location and transverse velocity direction $\bar{v}_l$, as the contributions to $C^\mu_{\ell m}^{(1)}$ are additive among the lenses, and independent of location/direction by rotational invariance.

The first time derivative of the lensing deflection potential from a single lens is:

$$\frac{d}{dt}\psi = \frac{4G_NM(\beta D_l)}{\beta D_l^2}(\hat{\beta} \cdot \bar{v}_l). \quad (A1)$$

Using $\nabla^2 Y_{\ell m} = -\ell(\ell + 1)Y_{\ell m}$ and integration by parts of Eq. (4), we find:

$$\mu_{\ell m}'^{(1)} \equiv \sqrt{\ell(\ell + 1)} \int d\Omega \left( \frac{d}{dt}\psi(\theta) \right) Y^*_{\ell m}(\theta) \quad (A2)$$

We can evaluate this expression for a lens on the celestial north pole, which implies $\theta = \beta$, moving with a transverse velocity vector specified by $\bar{v}_l \cdot \hat{\beta} = v_l \cos \phi$. That allows us to write Eq. (A2) as:

$$\mu_{\ell m}'^{(1)} = \frac{4GNv_l}{D_l^4} \sqrt{\ell(\ell + 1)}$$

$$\times \int_0^\pi d\theta \int_0^{2\pi} d\phi \cos \phi \frac{\sin \theta}{\theta} M(\theta D_l) Y^*_{\ell m}(\theta, \phi)$$

$$\simeq \frac{GNv_l}{D_l^4} \sqrt{8\pi \ell} [\delta_{m,-1} - \delta_{m,1}] \int_0^\infty d\theta M(\theta D_l) J_1(\ell \theta). \quad (A3)$$

To get to the final line, we made use of the approximation $P_m^m(\cos \theta) \simeq (-1)^m \ell^m J_m(\ell \theta)$ valid for $\theta \ll 1$ (but potentially large $\ell$), and kept only the leading term in the $1/\ell$ expansion.

We can similarly find the acceleration power spectrum by computing the amplitudes

$$\alpha_{\ell m}'^{(1)} = \sqrt{\ell(\ell + 1)} \int d\Omega \left( \frac{d^2}{dt^2}\psi(\theta) \right) Y^*_{\ell m}(\theta), \quad (A4)$$

using the fact that

$$\frac{d^2}{dt^2}\psi = \frac{4G_N}{D_l^4} \left\{ \frac{(\hat{\beta} \cdot \bar{v}_l)^2}{\beta} \partial_\beta M(\beta D_l) \right\}$$

$$+ \frac{\bar{v}_l^2 - 2(\hat{\beta} \cdot \bar{v}_l)^2}{\beta^2} M(\beta D_l). \quad (A5)$$

Evaluating at the north pole as in Eq. (A3) yields

$$\alpha_{\ell m}'^{(1)} = \frac{GNv_l^2}{D_l^4} \ell^2 \sqrt{8\pi \ell} \left[ \delta_{m,0} - \frac{\delta_{m,2}}{2} \right] \int_0^\infty d\theta M(\theta D_l) J_1(\ell \theta), \quad (A6)$$

where we integrated by parts (and assumed $M(b) \to 0$ as $b \to 0$) to cast the acceleration amplitude in a similar form as the velocity amplitude. We note that the dependence on the enclosed mass function in Eqs. (A3) and (A6) is identical, giving the simple scaling relation between the corresponding power spectra stated in Eq. (9).

2. Flat-sky velocity power spectrum

For deep surveys over small patches of sky, it is more appropriate to construct flat-sky power spectra. We can express the proper motion field

$$\mu(\theta) = \int d^2 k e^{ik \cdot \theta} \tilde{\mu}(k) \quad (A7)$$

in terms of its flat Fourier modes:

$$\tilde{\mu}(k) = \frac{4G_N}{D_l^2} 2\pi (\hat{k} \cdot \bar{v}_l) \hat{k} \int_0^\infty d\theta M(\theta D_l) J_1(\ell k). \quad (A8)$$

In the second line, we computed the Fourier amplitude for a lens at the origin. One can compute this via direct computation with Eq. (2) or from Eqs. (7) and (1) using integration by parts. Just like for the vector spherical harmonic amplitude of Eq. (A3), the Fourier amplitude is proportional to the integral of the enclosed mass function times a Bessel function. The analogous Fourier amplitudes for the acceleration field $\alpha(\theta)$ are easily found to be expressible in terms of the proper motion Fourier amplitudes:

$$\tilde{\alpha}(k) = -\frac{i(\hat{k} \cdot \bar{v}_l)}{D_l^2} \tilde{\mu}(k), \quad (A9)$$

valid for any one lens with a sufficiently smooth density profile. Equation (A9) is the flat-sky analog of the identity in Eq. (9). Here we have phrased the effects in terms of continuous Fourier transforms for simplicity, but in a data analysis one would of course compute the appropriate discrete Fourier transforms.

We further note that only the longitudinal components $\tilde{\mu} \cdot \hat{k}$ of the Fourier modes are populated, and that the transverse components are zero: $\tilde{\mu} \times \hat{k} = 0$. The same is true for accelerations. This fact is the flat-sky equivalent of the lensing signal not contributing to the toroidal amplitudes $\mu_{\ell m}^{(1)} = \alpha_{\ell m}^{(1)} = 0$.

The directional asymmetry discussed in Sec. V B is more easily seen than in the case of vector spherical harmonics. Each lens makes a contribution to the power in proper motion as $\propto (\hat{k} \cdot \bar{v}_l)^2$ and in acceleration as $\propto (\hat{k} \cdot \bar{v}_l)^4$. The expectation values $\langle \bar{v}_l^4 \rangle$ of the galactic longitude velocity components are larger than their galactic latitude equivalents of $v_l \theta$, so more power is expected in modes with $\hat{k}$ pointed parallel to the Galactic equator.
3. Power spectrum for scalar dark matter perturbations

In this appendix, we compute the power spectrum of the velocity and acceleration distortion in a dark matter halo made up of a real scalar field alluded to in Sec. IV D. We will assume that the scalar field ensemble is in a mixed state (such as a thermal state with “temperature” equal to the virial temperature) in which:

\[ \langle a^d_k a_q \rangle = n_0 f(k) \delta^{(3)}(k - q). \]  

(A10)

The total particle number density is \( n_0 \), and \( f(k) \) is defined as the momentum distribution with \( \int d^3k f(k) = 1. \) All other contractions with the external state, e.g. those of the form \( \langle aa \rangle \) and \( \langle a^d a^d \rangle \) are assumed to be zero, as we expect virialization to scramble all phase information. We will also effectively take all commutators \( [a^d_k, a_q] = 0 \), since it can be shown that terms involving commutators are suppressed by inverse powers of the occupation number \( n_0/\sigma_k^2 \gg 1 \) where \( \sigma_k \) is a typical momentum, i.e. we are doing a classical expansion. Expressing the field as a superposition of momentum modes,

\[ \phi(x) = \int \frac{d^3k}{\sqrt{2k^0}} \left( a_k e^{-ik \cdot x} + a_k^d e^{ik \cdot x} \right), \]

(A11)

with \( k^0 = \sqrt{m^2 + k^2} \), we can compute expectation values such as \( \langle \phi \rangle = 0 \) and that of the density \( \rho = \langle \phi^2 + (\nabla \phi)^2 + m^2 \phi^2 \rangle / 2 \):

\[ \langle \rho \rangle = n_0 \int d^3k f(k) k^0 \simeq n_0 m \equiv \rho_0. \]  

(A12)

The approximate equality holds for a nonrelativistic momentum distribution, which is the case of interest.

The aforementioned density fluctuations give rise to a nontrivial density correlation function

\[ \langle \rho(x) \rho(x') \rangle = \langle \rho \rangle^2 + \frac{n_0^2}{4} \int \frac{d^3k_1}{k_1^0} \frac{d^3k_2}{k_2^0} f(k_1) f(k_2) \left( f(k_1 + k_2) \cdot (x - x') \right) = \left( m^2 - k_1^0 k_2^0 - k_1 \cdot k_2 \right)^2 \cos \left( (k_1 + k_2) \cdot (x - x') \right) \]

\[ + \left( m^2 + k_1^0 k_2^0 + k_1 \cdot k_2 \right)^2 \cos \left( (k_1 - k_2) \cdot (x - x') \right) \]

from which it can be read off that the fractional variance of \( \rho \), namely \( (\rho^2 - \langle \rho \rangle^2) / \langle \rho \rangle^2 \), is order unity. There are thus irreducible, unbound \( O(1) \) density fluctuations in a virialized dark matter halo, regardless of cosmological history and the bound substructure of the halo, of which there is generally less with ultralight scalar dark matter than with CDM. In what follows, we will take

\[ f(k) = \frac{(2\pi)^{3/2}}{\sigma_k^3} \exp \left( -\frac{(k - k_{\odot})^2}{2\sigma_k^2} \right). \]  

(A14)

where the momentum dispersion is \( \sigma_k \equiv m \sigma_\psi \) with \( \sigma_{\phi} \approx 166 \text{ km/s}^{-1} \) and the average momentum in the Sun’s rest frame is \( k_{\odot} \equiv m v_{\odot} \). From Eq. (A13), we can estimate the typical mass \( M_0 \) and size \( R_0 \) of these fluctuations to be those of Eqs. (30) and (31). Since \( \phi \) is a Gaussian random field, not all overdensities contain the same mass, but as we will see below, the constant \( C \) can be made more precise in the context of the lens-induced power spectra.

We will now compute to what degree these density fluctuations cause distortions in proper motions and accelerations of luminous sources. Defining the Fourier transform of the observable \( O(k) = \int d^3k e^{-ik \cdot x} O(x) \) and its power spectrum \( \langle O(k) \rangle_\delta^{(3)}(k - k') \), we can compute from Eq. (A13) the power spectrum of \( \dot{\rho} \):

\[ P_\rho(k) = \frac{\rho_0^2}{8m^3} \int d^3q f(q) \left[ (k^2 - 2k \cdot q)^2 f(k - q) \right. \]

\[ + (k^2 + 2k \cdot q)^2 f(-k - q) \]

\[ = \frac{\pi^2}{4} \frac{\rho_0^2 (k^2 + 8k_{\odot}^2)}{m^3 \sigma_k} \left[ e^{-k^2/4\sigma_k^2} + e^{-k^2/4\sigma_k^2} \right]. \]

In the second line, we evaluated the integral with the momentum distribution of Eq. (A14). The above power spectrum is computed from the equal-time correlation function \( \langle \dot{\rho}(t, x) \dot{\rho}(t, x') \rangle \) keeping only the “slow” term in the third line of Eq. (A13), and dropping the “fast” term of the second line.

Along the same lines, we have the \( \ddot{\rho} \) spectrum:

\[ P_{\ddot{\rho}}(k) \approx \frac{\rho_0^2}{32m^3} \int d^3q f(q) \left[ (k^2 - 2k \cdot q)^2 f(k - q) \right. \]

\[ + (k^2 + 2k \cdot q)^2 f(-k - q) \]

\[ = \frac{\pi^2}{4} \frac{\rho_0^2 \sigma_k (k^2 + 8k_{\odot}^2)}{m^4} \left[ e^{-k^2/4\sigma_k^2} + e^{-k^2/4\sigma_k^2} \right]. \]

These spatio-temporal density fluctuations will give rise to corresponding fluctuations in the gravitational potential \( \Phi \) through the gravitational Poisson equation:

\[ \nabla^2 \Phi = 4\pi G \rho. \]

The power spectra of the gravitational potential fluctuations can thus be written as \( P_\Phi(k) = (4\pi G)^2 P_\rho(k)/k^4 \) and likewise for higher time derivatives. The reduced lensing deflection potential \( \psi \) of Eq. (7) is a line-of-sight integral of the gravitational potential, \( \psi(\theta) \equiv 2 \int_0^{\infty} dz \Phi(z_s - z)/(z_s z) \), where it is now understood that \( z = \{ z_\theta, z_s \} \), and \( z_s \) is the source distance. Finally, we can write the harmonic coefficients

\[ \dot{\rho} \text{ is much longer than the light crossing time of a de Broglie fluctuation } t_{\text{cross}} \sim 1/\sigma_\psi. \]

Note that large-misalignment scalar dark matter models have more bound substructure [10].

4 The fast term is not only suppressed in magnitude but averages down severely when integrated over two lines of sight. It is justified to compute the power on the equal-time correlation function of the slow term because the coherence time \( t_{\text{coh}} \sim m/\sigma_k^2 \) is much longer than the light crossing time of a de Broglie fluctuation \( t_{\text{cross}} \sim 1/\sigma_\psi \).
of Eq. (4) as \( \mu_{\ell m}^{(1)} = -\sqrt{\ell(\ell+1)} \int d^2\theta \psi(\theta) Y_{\ell m}^*(\theta) \) after integrating by parts, and analogously for \( \alpha_{\ell m}^{(1)} \) and \( \bar{\psi} \).

We are now in a position to calculate the angular power spectra of the proper motion and acceleration, after having collected all the necessary ingredients above:

\[
\langle |\mu_{\ell m}^{(1)}|^2 \rangle = 4\ell(\ell+1) \int_0^{z_s} dz \int_0^{z_s} dz' \frac{z_s - z}{z_s z' z_*} \frac{z_* z'}{z_s z_*}, \tag{A17}
\]

\[
\int d^2\theta d^2\theta' Y_{\ell m}^*(\theta) Y_{\ell m}(\theta') \int d^3q P_\ell(q)e^{iq(x-x')},
\]

and likewise for \( \langle |\alpha_{\ell m}^{(1)}|^2 \rangle \) but with \( P_\ell(q) \). If we integrate the fluctuations over a sphere with constant density \( \rho_0 \), dispersion \( \sigma_k \), and radius \( D \), take \( z_s \to \infty \) and \( k_0 = 0 \), and approximate \( \int_0^D dz j_\ell(qz)/z \approx \Theta(q-\ell/D)\sqrt{\pi/2\ell^3} \), we can evaluate all integrals and find:

\[
\langle |\mu_{\ell m}^{(1)}|^2 \rangle = \frac{32\pi^4 G^2 \rho_0}{m^2} \frac{\text{erfc}(\frac{\ell}{2\tau})}{\ell} \tag{A18}
\]

\[
\langle |\alpha_{\ell m}^{(1)}|^2 \rangle = \frac{96\pi^4 G^2 \rho_0^2 \sigma_k^2}{8.4 \times 10^{-20} \text{eV}^2} \frac{\text{erfc}(\frac{\ell}{2\tau}) + \ell^2}{\ell} \frac{1}{\sqrt{\pi \tau^2}}.
\]

It can be shown that one gets exactly the same angular power spectrum (with the same assumptions on \( \rho_0, \sigma_k, D, z_s \), and \( v_0 \)) for an ensemble of Gaussian lenses (Eq. (13)) with uniform number density \( \rho_0/M_0 \), and mass \( M_0 \) and radius \( R_0 \) from Eqs. (30) and (31), assuming \( C = 4/3\pi/2 \) for \( \langle |\mu_{\ell m}^{(1)}|^2 \rangle \) and \( C = 32/15\pi/2 \) for \( \langle |\alpha_{\ell m}^{(1)}|^2 \rangle \). This means we can plot the sensitivity to scalar dark matter in the parameter space for compact objects explored in Sec. IV B. This is shown in the right panel of Fig. 5 as the dashed horizontal and vertical lines denoting the densities and masses respectively of scalar field dark matter particles, for two benchmark points \( m = 10^{-21} \text{eV} \) and \( m = 10^{-22} \text{eV} \).

Appendix B: Signal significance and scalings

1. Fisher information formalism

We appeal to the Fisher information formalism (see, e.g., Ref. [112] for a review) to isolate and study the contribution of different multipoles in a power spectrum measurement. For a given all-sky equivalent signal \( C_\ell \) and noise configuration \( N_\ell \), the Fisher information contained in a mode \( \ell \) simplifies to [112]

\[
F_\ell = f_{\text{sky}} (\ell + 1/2) \left( \frac{C_\ell}{C_\ell + N_\ell} \right)^2 \tag{B1}
\]

where \( f_{\text{sky}} \equiv \Omega_{\text{sky}}/(4\pi) \) is the fraction of the sky over which the measurement is made for sky coverage solid angle \( \Omega_{\text{sky}} \). Formally, the Fisher information corresponds to the inverse of the minimum possible variance with which a measurement can be made, and quantifies the information extractable from each mode. Note that for a partial-sky measurement, both the signal and noise scale the same way \( \propto f_{\text{sky}} \) with sky coverage, and the information loss comes from the mode multiplicity pre-factor in Eq. (B1). Unless explicitly specified, the power spectra \( C_\ell \) may refer to either the expected (poloidal) proper motion or proper acceleration signal, with \( N_\ell \) referring to the corresponding noise spectrum.

For a power spectrum measurement of multipoles in the range \( [\ell_{\text{min}}, \ell_{\text{max}}] \) the maximum significance of a given signal is given by the square root of the inverse covariance, and with each mode constituting an independent measurement can be computed from the Fisher information as

\[
\sigma_{\text{sig}} \equiv \text{Cov}^{-1/2} = \sqrt{\sum_{\ell=\ell_{\text{min}}}^{\ell_{\text{max}}} F_\ell}. \tag{B2}
\]

Thus, \( F_\ell \) quantifies the contribution of each mode to the total signal significance.

From Eqs. (B1)–(B2), we can immediately understand how the signal significance scales with various measurement characteristics. In particular, we have the scalings \( \sigma_{\text{sig}} \propto \Omega_{\text{sky}}^{1/2} \Sigma_q \sigma^{\alpha}_\mu \), where \( \Sigma_q \) is the number density of observed sources and \( \sigma_{\mu/\alpha} \) their effective astrometric measurement uncertainty.

2. Population of point lenses

Next, we illustrate how the significance is affected by various signal properties for a few toy examples to gain intuition for the various relevant scales in the problem. For a population of point lenses, the Fisher information per \( \ell \) mode of the velocity power spectrum approximately grows as \( F_\mu \propto \ell \) due to the scale invariance of the signal and of the noise. The total significance then also grows approximately linearly with maximum multipole \( \ell \) probed, \( \sigma_{\text{sig}}^{\mu} \propto \ell_{\text{max}} \), in the noise-dominated \( \langle N^{\mu}_\ell \rangle \gg C^{\mu}_\ell \) regime. For accelerations, the significance with increasing maximum multipole \( \ell_{\text{max}} \) grows approximately as \( \sigma_{\text{sig}} \propto \ell_{\text{max}}^3 \). Thus, the acceleration power spectrum is even more sensitive to smaller scales compared to the proper motion power spectrum. In practice, the maximum possible multipole \( \ell_{\text{max}} \) is limited by telescope resolution and finite source density.

Figure 13 illustrates the detection significance as a function of maximum multipole \( \ell_{\text{max}} \), as defined in Eq. (B2), for a population of \( M_0 = 10^8 \text{M}_\odot \) point source lenses uniformly distributed between \( D^{\text{min}}_l = 0.1 \text{kpc} \) and \( D^{\text{max}}_l = 10 \text{kpc} \) making up all of the local dark matter density \( \rho_{DM} = 0.4 \text{GeV cm}^{-3} \). \( N_q = 10^8 (10^{11}) \) background sources with measurement errors \( \sigma_{\mu} = \)
3. Population of extended lenses

The Fisher information and significance for a population of extended subhalos with Gaussian internal density profiles (see Sec. II B 2) is illustrated on the left and right of the top row of Fig. 14, respectively, shown as the per-lens contribution at fixed line of sight distance. The same lens properties are assumed as for Fig. 13, with lens size $R_0 = 10$ pc and lenses at $D_l = 1$ kpc, assuming noise properties $\sigma_\mu = 50 \mu$as yr$^{-1}$ and $N_q = 10^8$ for illustration. Maximum Fisher information is contained at scales $\ell \approx D_l/2R_0$, with the significance growing linearly with $\ell_{\text{max}}$ until $\ell \approx D_l/R_0$ when it plateaus and there is little information in higher modes.

Next, the Fisher information and significance for a population of Gaussian lenses distributed in an Aristo-telian ball between $D_{\ell}^{\text{min}}$ and $D_{\ell}^{\text{max}}$, otherwise with the same lens properties as in Fig. 13, are shown in the middle panel of Fig. 14. These are normalized to the local dark matter density $\rho_{\text{DM}} = 0.4$ GeV cm$^{-3}$. In the noise-dominated regime, the Fisher information for this population peaks at $\ell \sim D_{\ell}^{\text{min}}/R_0$, insensitive to other lens properties. The growth in significance until this point is again roughly linear. Multipoles $\ell > D_{\ell}^{\text{min}}/R_0$ contribute logarithmically to the total significance, with a cutoff around $\ell \sim D_{\ell}^{\text{max}}/R_0$ after which the significance plateaus. For accelerations, we show the Fisher information per $\ell$ mode and the cumulative significance in the bottom row of Fig. 14, assuming $\sigma_\mu = 5 \mu$as yr$^{-2}$ and all other quantities the same as before. Note that for these parameters, the significance is very low for acceleration power spectra, which is more sensitive to lenses with smaller $R_0$.

Also unlike in the point lenses case, there is nothing preventing us from considering the limit $D_{\ell}^{\text{min}} \to 0$, since the singularity at the origin is regulated in the case of fluffier lenses. In this case, there is additional contribution from larger scales $\ell \lesssim D_{\ell}^{\text{min}}/R_0$ compared to the case just considered. This is illustrated with the dotted lines for velocities (middle row) and accelerations (bottom row) in Fig. 14.

It is instructive also to consider how the “peak” significance, $\sigma_{\text{sig}}(\ell_{\text{max}} = D_{\ell}^{\text{max}}/R_0)$, scales with $D_{\ell}^{\text{max}}$. This is clear from the previous section—significance receives equal contribution per decade in $\ell_{\text{max}}$ until $\ell_{\text{max}} \sim D_{\ell}^{\text{max}}/R_0$. Hence, the peak significance also receives equal contribution per logarithmic distance interval probed. Because each decade in line-of-sight distance below $D_{\ell}^{\text{max}}$ contributes equally to the significance, there is substantial fractional variation of the significance for different signal realizations.

Finally, we consider the impact of lens extension on detection significance. The significance using velocity spectra in the range $\ell \in [10, 10^4]$ as a function of lens extension $R_0$ is shown in Fig. 15 for uniformly distributed lenses with masses $M_0 = 10^8 (10^{10})$ M$_\odot$ in green (purple). Two relevant scales can be seen. The significance plateaus for $R_0 \lesssim D_{\ell}^{\text{min}}/\ell_{\text{max}}$ (blue line) and falls off rapidly for $R_0 \gtrsim D_{\ell}^{\text{max}}/\ell_{\text{min}}$ (red line) when minimum and maximum distances are imposed. Note also from Fig. 15 (and Eqs. (14) and (15)) that the various scales of interest do not depend on the lens mass $M_0$, with the total significance scaling linearly with $M_0$ in the case of a uniformly distributed population of lenses.

We can summarize the main takeaways of this appendix by approximate formulae of the signal significance for proper motions and accelerations induced by Gaussian lenses uniformly distributed in a sphere of radius $D_{\ell}^{\text{max}}$. Using Eqs. 15 and 16 for the signal power spectra, Eq. 10 for the noise power spectra, and Eq. B1 for
FIG. 14. Fisher information (left column) and significance (right column), as defined in Eq. (B1) and Eq. (B2) respectively, for Gaussian lenses at equal-distance $D_l = 1$ kpc (top row, from velocity power spectra and shown per lens), a population between $D_l^{\text{min}} = 0.1$ kpc and $D_l^{\text{max}} = 10$ kpc (middle and bottom row, from velocity and acceleration power spectra respectively, normalized to the local dark matter density $\rho_{\text{DM}} = 0.4$ GeV cm$^{-3}$). The same population parameters as in Fig. 13 are assumed, with spatial extension $R_0 = 10$ pc. Dotted lines correspond to taking $D_l^{\text{min}} = 0$. Measurement errors $\sigma^\mu_{\mu} = 50$ μas yr$^{-1}$ and $\sigma^\alpha_{\alpha} = 5$ μas yr$^{-2}$ are assumed.

The Fisher information at signal-to-noise ratio $C/N \ll 1$, we can approximate the discrete sum in the significance formula of Eq. B2 as an integral from $\ell_{\text{min}}$ to $\ell_{\text{max}}$. We then find the parametric significance for velocity and acceleration power spectra:

$$\sigma^\mu_{\text{sig}} \simeq \frac{\Sigma q^f_{\text{sky}}}{\sigma^\mu_\mu} 16\pi^{5/2} G_N^2 \frac{M_0}{R_0} v^2_{\text{DM}} f_{\text{DM}} F$$  \hspace{1cm} (B3)$$

$$\sigma^\alpha_{\text{sig}} \simeq \frac{\Sigma q^f_{\text{sky}}}{\sigma^\alpha_\alpha} 6\pi^{5/2} G_N^2 \frac{M_0}{R_0} v^4_{\text{DM}} f_{\text{DM}} F$$  \hspace{1cm} (B4)$$

where the factor $F$ is approximately given by:

$$F \simeq \sqrt{\ln \left[ \frac{\min (\ell_{\text{max}}, D_l^{\text{max}}/R_0)}{\ell_{\text{min}}} \right]}.$$  \hspace{1cm} (B5)$$

These formulae are in concordance with the findings of this appendix as well as the signal-to-noise formulae of the correlation observables proposed in V18: cf., their Eqs. (6.8) and (6.11) (which only had different form factors $I_1$ and $I_2$ due to the assumed NFW profile of the lenses).

In Sec. IV B, we derived projected sensitivities for a population of compact objects of different masses and
sizes making up the dark matter in the Milky Way, integrating over the assumed Galactic spatial and velocity phase space distributions of the lenses. In Fig. 16 we show 95% confidence level sensitivity projections for a simplified scenario of lenses uniformly distributed in an Aristotelian ball up to $D_{\text{l}}^\text{max} = 1(50)$ kpc for acceleration(velocity) measurements and assuming transverse velocity $v_t = 10^{-3}$. Survey characteristics from Tab. I are used for SKA-like extragalactic proper motions (shown as red), and WFIRST-like and end-of-mission Gaia Galactic proper accelerations (shown in blue and green, respectively). Eqs. (15) and (16) are directly used for these simplified estimates. Excellent agreement with the sensitivities derived using the full phase space in Fig. 5 is seen, as well as with the approximate estimates of Eqs. B3 and B4.

**Appendix C: Power spectrum estimator**

In this appendix, we describe a fast, practical way to estimate the power spectrum of vector data on (a potential subset of) the celestial sphere. This is done through the construction of a quadratic maximum-likelihood VSH estimator. As an illustration, we apply this method to the proper motions of the quasar sample in Gaia’s second data release (DR2) [47, 48] in Sec. VI.

1. Setup

Suppose we are given vector data on the sphere $d_{ja} = s_{ja} + n_{ja}$ composed of a signal $s$ and noise $n$. The Greek index $\alpha = 1, 2$ runs over the two vector components in the colatitude $\theta$ and longitude $\varphi$ directions. The Roman index $j = 1, \ldots, J$ runs over a list of equal-area pixels tessellating the celestial sphere. We assume the number of pixels $J$ is taken large enough to resolve the smallest angular scales over which the signal power is to be estimated. If the data come as a list of objects (as in the Gaia quasar sample of Sec. VI), we first bin the objects in their corresponding pixels; pixels with multiple constituents receive a value $d_{ja}$ corresponding to their noise-weighted average.

Our goal is to estimate the power spectrum of the signal contribution to the covariance matrix of the data:

$$C_{\alpha\beta} = \langle d_{\alpha a} d_{\beta b} \rangle = \langle s_{\alpha a} s_{\beta b} \rangle + \langle n_{\alpha a} n_{\beta b} \rangle \equiv S_{\alpha\beta} + N_{\alpha\beta},$$

where in the second equality we have assumed the signal to be uncorrelated from the noise. Using shorthand notation $\Psi_{ja} = \Psi_{tm,\alpha}(\theta_j, \varphi_j)$ and $\Phi_{ja} = \Phi_{tm,\alpha}(\theta_j, \varphi_j)$, we can write any field on the tessellated sphere, e.g. the signal, as

$$s_{ja} = s_{tm}^{(1)} \Psi_{ja} + s_{tm}^{(2)} \Phi_{ja},$$

$$s_{tm}^{(1)} = \frac{4\pi}{J} \sum_{ja} s_{ja} \Psi_{ja}^{*}, \quad s_{tm}^{(2)} = \frac{4\pi}{J} \sum_{ja} s_{ja} \Phi_{ja}^{*}.$$

Above and in the rest of this appendix, repeated indices are summed unless otherwise noted. We can express the signal covariance matrix $S_{\alpha\beta}$ in terms of its power spectra $S_{tm}^{(1,2)}$ and response matrices $P_{\alpha\beta}^{(1,2)}$:

$$S_{\alpha\beta} = S_{tm}^{(1)} P_{\alpha\beta}^{(1)} + S_{tm}^{(2)} P_{\alpha\beta}^{(2)};$$

$$\langle s_{tm} s_{tm} \rangle = S_{tm}^{(1)} \delta t \tau \delta m m'; \quad P_{\alpha\beta}^{(1,2)} = \Psi_{tm}^{*} \Psi_{tm}^{*};$$

and analogous formulas for $N_{tm}^{(1,2)}$. The noise covariance matrix can be similarly expressed in terms of its power spectra $N_{tm}^{(1,2)}$. We shall assume here that the noise covariance matrix is known (or otherwise inferred). In what follows, we take the noise to be uncorrelated between pixels and isotropic in direction (but not isotropic in location on the celestial sphere):

$$N_{\alpha\beta} = N_t \delta_{ij} \delta_{\alpha\beta} \quad \text{(no sum over $i$)}.$$

For brevity in the analysis below, we will take

$$S_{tm}^{(2)} = 0$$

(as in the case of a lensing signal) so that only $S_{tm}^{(1)}$ is to be estimated. All formulas can be generalized with straightforward modifications if the assumptions of Eqs. (C6) and (C7) are relaxed.
needed. If we further assume that \( S/N \) is the regime of interest, we can make the approximation where the signal power is small compared to the noise. Thus, an iterative procedure is needed. However, in the limit of \( S/N \leq 1 \), the estimator, thus providing error estimates on the measurement.

**3. Simplifications at low signal to noise**

In the above, \( Z \) and the Fisher matrix \( F \) are to be evaluated at \( \hat{S} \) on the RHS of the \( S \) formula, which is why an iterative procedure is needed. However, in the limit where the signal power is small compared to the noise power \( S \ll N \) in any one (spatial or spectral) bin, which is the regime of interest, we can make the approximation \( C \approx N \) at the cost of slightly biasing the estimator by a fractional amount of \( S/N \). In this case, no iteration is needed. If we further assume that \( N \) is diagonal as in

\[
\frac{\partial L}{\partial S_{\ell m}^{(1)}} = (C^{-1})_{\alpha \beta} P_{\ell m}^{(1)\ell m} - d_{\alpha \alpha} (C^{-1})_{\alpha \alpha \beta} P_{\ell m}^{(1)\ell m} (C^{-1})_{\beta \gamma} d_{\gamma \gamma}.
\]

It can be shown that \( \langle \partial L/\partial S_{\ell m}^{(1)} \rangle = 0 \) for \( C = \langle dd \rangle \). After calculating the Hessian \( \partial^2 L / \partial S_{\ell m}^{(1)} \partial S_{\ell' m'}^{(1)} \), one can devise an iterative procedure based on the Newton-Raphson method that finds a local minimum of \( L \), as in Ref. [46]. If the global minimum \( S_{\ell m}^{(1)} \) is found, then the maximum-likelihood estimator \( \hat{S}_{\ell m}^{(1)} = \hat{S}_{\ell m}^{(1)} \) is guaranteed to be the optimal unbiased estimator:

\[
\text{Cov} \left\{ \hat{S}_{\ell m}^{(1)}, \hat{S}_{\ell' m'}^{(1)} \right\} = \langle (F^{-1})_{\ell m} \rangle_{\ell' m'}.
\]

Note that the last equation is the covariance matrix of the estimator, thus providing error estimates on the measurement.

\[\text{Eq. (C6), we find:}\]

\[
\hat{S}_{\ell m}^{(1)} = \frac{1}{2} \sum_{ij} \frac{P_{\ell m}^{(1)\ell m}}{N_i N_j} \frac{P_{\ell m}^{(1)\ell m}}{N_i} - \frac{P_{\ell m}^{(1)\ell m}}{N_i}.
\]

\[
F_{\ell m}^{(1)} = \sum_{ij} \frac{P_{\ell m}^{(1)\ell m}}{N_i N_j} \frac{P_{\ell m}^{(1)\ell m}}{N_i} \frac{P_{\ell m}^{(1)\ell m}}{N_i}
\]

For the toroidal power spectrum estimator \( \hat{S}_{\ell m}^{(2)} \), the formulas are the same except for the replacements \( P^{(1)} \leftrightarrow P^{(2)} \). One can actually show that \( F^{(1)} = F^{(2)} \equiv F \) in this case.

If the noise were the same in each pixel, \( N_i = \sigma^2 \forall i \), then we would have a diagonal Fisher matrix \( F_{\ell m}^{(1)\ell m} = (J/2\sigma^4) \delta_{\ell \ell} \delta_{mm} \) and an even simpler estimator: \( \hat{S}_{\ell m}^{(2)} = d_{\alpha \alpha} d_{\beta \beta} P_{\ell m}^{(1)\ell m} - \sigma^2 \). Empty pixels \( d_i \) carry no informa-
tion; it can be seen from the likelihood or its estimator that not summing over empty pixels $d_i$ is equivalent to taking their noise to be infinite $N_i = \infty$. This allows us to analyze vector data over a subset of the celestial sphere.

In principle, with Eqs. (C14) and (C15) we have assembled all the necessary ingredients to estimate the signal power spectrum, but there are two practical hurdles: computational complexity and invertibility of the Fisher matrix. Suppose we want to estimate the Fisher matrix, and App. C5 a parametrically faster method to compute the Fisher matrix, and App. C4 details a parametrically faster method to compute the Fisher matrix in Eq. (C15) exist for maps with nonuniform exposure, especially when $\ell_{\text{max}}^2$ approaches the number of nonempty pixels. Even if the inverse exists, its computation may be numerically unstable. App. C4 details a parametrically faster method to compute the Fisher matrix, and App. C5 a spectral binning method that makes it invertible in most practically relevant cases; combined, they circumvent the issues of complexity and invertibility.

4. Fast Fisher matrix computation

We outline a method for computing Eq. (C15) in $O(\ell_{\text{max}}^2 \log^2 \ell_{\text{max}})$ time. First, define the $(\ell m)$ Fourier amplitude of a scalar map $f_{\ell m}$ to be $f_{\ell m}^{\prime} \equiv f_{\ell m}^{\prime} Y_{\ell m}$. Also observe that we can write the VSHs as:

$$\Psi_{\nu \alpha}^{\ell m} = \frac{\ell}{2} \cos(\ell \theta) + \frac{m}{2} \sin(\ell \theta),$$

$$c_{\nu \alpha}^{\ell m} = \sqrt{(\ell+1)(\ell-m)(\ell+m)} \frac{1}{(2\ell+1)},$$

$$c_{\nu \alpha}^{\ell m} = \sqrt{(\ell+1)(\ell-m)(\ell+m+1)} \frac{1}{(2\ell+1)},$$

where $\Psi_{\nu \alpha}^{\ell m}$ is similar, via Eq. (5).

The key observation is that one can write the Fisher matrix as the element-wise product:

$$F_{\ell m}^{\prime \ell m'} = Q_{\ell m}^{\prime \ell m'} Q_{\ell m}^{\prime \ell m'} (\text{no sum over } \ell, m, \ell', m');$$

$$Q_{\ell m}^{\prime \ell m'} \equiv c_{\nu \alpha}^{\ell m'} A_{\nu \alpha}^{\ell m} c_{\nu \alpha}^{\ell m} - \ell \frac{m}{2};$$

$$A_{\nu \alpha}^{\ell m} = \frac{1}{N \sin \theta_i} \left( c_{\nu \alpha}^{\ell m} Y_{i,\ell m}^{\prime \ell m} + c_{\nu \alpha}^{\ell m} Y_{i,\ell m}^{\prime \ell m} \right);$$

$$B_{\nu \alpha}^{\ell m} = \frac{1}{N \sin \theta_i} c_{\nu \alpha}^{\ell m} Y_{i,\ell m}.$$  \hspace{1cm} (C17)

Brute-force computation of each $Q_{\ell m}^{\prime \ell m'}$ amplitude individually takes $O(\ell_{\text{max}}^2)$, reducing the total complexity of $F_{\ell m}^{\prime \ell m'}$ to $O(\ell_{\text{max}}^6)$. However, fast spherical Fourier transform algorithms [113–115] exist to compute $Q_{\ell m}^{\prime \ell m'}$ for all $\{\ell', m\}$ at once in $O(\ell_{\text{max}}^2 \log^2 \ell_{\text{max}})$ steps, yielding a total complexity of $O(\ell_{\text{max}}^2 \log^2 \ell_{\text{max}})$ for the $(\ell_{\text{max}}+1)^4$ components of $F$, making computations up to $\ell_{\text{max}} \sim 10^3$ feasible.

5. Spectral binning

The maximum likelihood estimator requires the inverse of the Fisher matrix, which may not exist if the data are too sparse or not sufficiently uniform, and/or if $\ell_{\text{max}}$ is too large. Since we are not interested in the power in any one $(\ell, m)$ mode, but rather in the gross behavior, we can collect the power spectrum into “spectral bins”: e.g. logarithmic bins in $\ell$, and two bins in $|m|$: a high-$|m|/\ell$ bin, and a low-$|m|/\ell$ bin. More precisely, we can compute “band averages”:

$$S_B^{(1)} = W_{\ell m}^{\prime \ell m'} c_{\nu \alpha}^{\ell m'},$$  \hspace{1cm} (C18)

with band matrices $W_{\ell m}$ that have many fewer rows than columns and which satisfy $\sum_{\ell m} W_{\ell m} = 1$. The binning suggested above could be spectral bins $B = 2n$ containing all $(\ell, m)$ satisfying $\{2^n \leq \ell < 2^{n+1}, |m| \leq \text{floor}(\ell/2)\}$ as the low-$|m|/\ell$ bins, and $B = 2n + 1$ with $\{2^n < \ell < 2^{n+1}, |m| > \text{floor}(\ell/2)\}$ as the high-$|m|/\ell$ ones. The band matrix $W_{\ell m}$ would then be nonzero only for those $\{\ell m\} \in B$, and equal to the inverse number of elements in $B$.

This spectral binning does not lose essential information insofar that the power spectrum $S_{\ell m}^{(1)}$ can be adequately approximated by the coarse-grained power spectrum $S_{\ell m}^{(1)}$:

$$S_{\ell m}^{(1)} = W_{\ell m}^{\prime} S_B^{(1)}$$  \hspace{1cm} (C19)

where $W_{\ell m}^{\prime}$ is the pseudo-inverse

$$W_{\ell m}^{\prime} = W_{\ell m} W_{\ell m}^{\prime} (W_{\ell m} W_{\ell m}^{\prime})^{-1}.$$  \hspace{1cm} (C20)

All formulas for $S_B$, $Z_{BB'}$, and $F_{BB'}$ are the same as in the previous section with the replacements $\ell m \leftrightarrow B$ and using the spectrally-binned response matrices:

$$F_{\nu \alpha}^{(1)B} = P_{\nu \alpha}^{(1)B} W_{\ell m}^{\prime}.$$  \hspace{1cm} (C21)

The exemplary logarithmic binning in $\ell$ and high/low-binning in $m$ compresses a power spectrum of $O(\ell_{\text{max}}^2)$ modes into a coarse-grained one with $O(2 \log^2 \ell_{\text{max}})$ band averages. The more compact band-averaged Fisher matrix $F_{BB'}$ is more likely to be well-conditioned such that its inverse exists and can be calculated quickly and reliably.
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