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Abstract

While participants in a multi-party multi-turn conversation simultaneously engage in multiple conversation topics, existing response selection methods are developed mainly focusing on a two-party single-conversation scenario. Hence, the prolongation and transition of conversation topics are ignored by current methods. In this work, we frame response selection as a dynamic topic tracking task to match the topic between the response and relevant conversation context. With this new formulation, we propose a novel multi-task learning framework that supports efficient encoding through large pretrained models with only two utterances at once to perform dynamic topic disentanglement and response selection. We also propose Topic-BERT an essential pretraining step to embed topic information into BERT with self-supervised learning. Experimental results on the DSTC-8 Ubuntu IRC dataset show state-of-the-art results in response selection and topic disentanglement tasks outperforming existing methods by a good margin.¹

1 Introduction

In recent years, with the influx of deep learning methods in natural language processing (NLP), there has been a lot of interests in building effective task-oriented dialogue systems that can assist people in real-world business such as booking tickets, ordering food and solving technical issues (Bui, 2006). Retrieval-based response generation that selects a suitable response from a pool of candidates (pre-existing human responses) has become a popular approach to framing dialog. Compared to the generation-based systems that generate novel utterances (Serban et al., 2016), retrieval-based systems produce fluent, grammatical and informative responses (Weston et al., 2018; Henderson et al., 2019). Also compared to the traditional modular approach, it does not rely on dedicated modules for language understanding, dialog management, and generation, thus simplifying the system design. Due to these reasons, retrieval-based systems have been widely adopted in commercial dialogue systems (Gao et al., 2019; Gunasekara et al., 2019).

Initially, researchers considered response selection in single-turn conversations, where only the last input utterance is considered as the context query (Yan et al., 2016). More recent work deals with multi-turn context, which shows improvements over the single-turn context (Low et al., 2015, 2017; Zhou et al., 2016a; Chen and Wang, 2019; Gu et al., 2019; Zhou et al., 2018). These methods typically aim to encode the context and the candidate responses in a joint semantic space by capturing short and long range dependencies, and then retrieve the most relevant response by matching the query representation against each candidate’s representation through attentions.

However, most of these works are limited to only

¹Code is available at https://github.com/salesforce/TopicBERT.

Figure 1: A (truncated) multi-party conversation from Ubuntu IRC log. Curved arrows show the ‘reply-to’ links between utterances. We use different colors to represent different conversation topic clusters.
two-party conversations. As dialogue research progresses, it is necessary to study the more generic multi-party multi-turn scenario, which has become very common (e.g., Slack, Whatsapp) with the advent of Internet and mobile devices, and posits a unique set of challenges for the dialog models (Kim et al., 2019; Kummerfeld et al., 2019).

Multiple ongoing conversations seem to occur more naturally in multi-party conversations. For example, consider the conversation excerpt in Figure 1 among three participants, taken from the Ubuntu IRC corpus. There are three ongoing conversation topics as highlighted by different color, and the participants contribute to multiple topics simultaneously (e.g., Nafallo participates in three and danhunt participates in two). An effective response selection method should model such complex conversational topic dynamics in the context, for which existing methods are deficient. In particular, a proper response should match with its context in terms of the same conversation topic, while ignoring other non-relevant topics.

To address the aforementioned challenges in multi-party multi-turn dialog, we frame response selection as a dynamic topic tracking task with the intuition that the topic should remain the same as we go from the context to the response. Our formulation is also supported by the Segmented Discourse Representation Theory (SDRT) of conversations (Asher and Lascarides, 2003). Based on this new formulation, we propose a novel architecture that can incorporate other related dialog tasks such as conversation disentanglement, enabling multi-task learning in a unified framework.

Crucially, our formulation of the task needs to encode only two utterances at a time, thus allowing efficient encoding via large pretrained models like BERT (Devlin et al., 2018). Furthermore, it facilitates pretraining of BERT-like models on topic related sentence pairs to incorporate topic relevance in pretraining, which can be done on large dialog corpora with self-supervised objectives, requiring no manual topic annotations, and can benefit not only response selection but also other dialog tasks. In summary, our contributions are:

- A new formulation of the response selection task with an efficient multi-task learning framework for dynamic topic tracking, which supports efficient encoding with only two utterances at once.
- Incorporate topic prediction and topic disentanglement as auxiliary tasks within the framework.

Based on the similarity of these three tasks, the objective is to match topic (topic prediction) between context utterance and response and track response’s topic (topic disentanglement) across contexts to select an appropriate response.

- Propose Topic-BERT as a pretraining step to embed topic information into BERT, and use a self-supervised approach to generate topic sentence pairs from existing dialogue datasets. The incorporated topic information is shown to be a key step to our topic tracking framework.
- Apply topic attention by using topic embedding as query to obtain utterance-level embeddings for topic prediction. Then self-attention was applied to capture the contextual topic vectors for response selection and topic disentanglement.
- Evaluate the proposed models on the DSTC-8 Ubuntu IRC dataset (Kim et al., 2019), and show state-of-the-art results in both response selection and topic disentanglement outperforming the existing methods by a good margin.

2 Related Work

2.1 Response Selection

A dual encoder framework was proposed to match the context and response (Lowe et al., 2015), and the long short-term memory (LSTM) was utilized to learn the long and short term dependencies among tokens. Beyond tokens, the sentence view matching was introduced by applying a hierarchical recurrent neural network to model sentence level relationships (Zhou et al., 2016b). However, context utterances and response are encoded separately without interaction; thus the semantics extracted from context are not based on the response. Recent approaches such as Sequential Matching Network (SMN) (Wu et al., 2019) leverage the contextual information by matching each contextual utterance with response and the multi channel Convolutional Neural Network (CNN) was proposed to generate multiple levels of granularity of matched segment.

These hierarchy-based methods use LSTM to encode the text, which is not cost effective to capture multi-grained segment representation (Lowe et al., 2015; Zhou et al., 2016b; Wu et al., 2019). A particular work on sequence-based method stand out in DSTC-7: Enhanced Sequential Inference Model (ESIM) (Chen et al., 2017) achieves the state-of-the-art performance in DSTC-7 by taking advantage of inter-sentence matching (Chen et al.,
was proposed by Yuan et al. (2019) to fuse and (2018) proposed BERT, a transformer-based large-scale pre-trained language model, which achieves state-of-the-art performance in different NLP tasks. BERT is also a good match to response selection problem as shown by Vig and Ramea (2019). Our Topic-BERT framework combines response selection task with two auxiliary tasks, which are topic prediction and topic disentanglement.

2.2 Hard Context Retrieval
The side effect of multi-speaker multi-turn context is crucial; a lot of noise will be introduced in the context utterances. The speaker and addressee information are essential to decide the structure of conversation, thus can also benefit conversational response selection (Zhang et al., 2017; Le et al., 2019; Hu et al., 2019). A hard context retrieval method was proposed by Wu et al. (2020b) to minimize the context size, while keeping only the utterances whose speaker is the same as the response candidates or referred by the response candidates. However, it cannot guarantee clean context with a single topic of conversation. Indeed, topic tracking is necessary along with hard context retrieval.

2.3 Conversation Disentanglement
Traditional statistical learning based approaches and linguistic features have shown to be effective for conversation disentanglement (Mayfield et al., 2012; Du et al., 2016). Recent methods demonstrate that neural networks could be applied to have a better linguistic representation of the utterances to retrieve relevant conversation. Hand crafted features and pretrained word embeddings are utilized to predict the link-to relationship between utterances (Kummerfeld et al., 2019). Recently, BERT has been adapted in disentangling task to capture the semantics across utterances (Gu et al., 2020). Also, a masked transformer has been applied to learn the graphical representation of utterances based on the reply-to links (Zhu et al., 2019). Yu and Joty (2020) apply a pointer network for online disentanglement of conversations.

3 Task Formulation
Our Topic-BERT framework combines response selection task with two auxiliary tasks, which are topic prediction and topic disentanglement.

Response Selection Our primary task is response selection in multi-party multi-turn conversations. Let \(D_{rs} = \{(c_i, r_{ij}, y_{ij})\}_{i=1}^{|D_{rs}|}\) is a response selection dataset, where \(j\) is the index of a response candidate for a context \(c_i = \{u_1, u_2, \ldots, u_n\}\) with \(n\) utterances. Each utterance \(u_i = \{s_i, w_{i,1}, w_{i,2}, \ldots, w_{i,m}\}\) starts with its speaker \(s_i\) and is composed of \(m\) words. Similarly, a response \(r_{ij}\) has a speaker \(s_i, j\) and composed of \(n\) words. \(y_{ij} \in \{0, 1\}\) represents the relevance label. Our goal is to find the relevance ranking score \(f_{\theta_s}(c_i, r_{ij})\) with model parameters \(\theta_s\).

Topic Prediction For this (auxiliary) task, we assume a multi-party conversation with a single conversation topic. Let \(D_{tp} = \{(c_i, r^+_i, r^-_{ij})\}_{i=1}^{|D_{tp}|}\) is a topic prediction dataset, where \(r^+_i\) is a positive same conversation response and \(r^-_{ij}\) is a negative (difference conversation) response for context \(c_i\). For our training purposes, each utterance pair from the same context constitutes \((c_i, r^+_i)\), whereas an utterance pair from different contexts constitutes \((c_i, r^-_{ij})\). Our goal is to train a binary classifier \(g_{\theta_t}(c_i, r_i) \in \{0, 1\}\) with model parameters \(\theta_t\).

Topic Disentanglement In this (auxiliary) task, our goal is to disentangle single conversations from a multi-party conversation based on topics. For a given conversation context \(c_i = \{u_1, u_2, \ldots, u_n\}\), a set of pairwise “reply-to” annotations \(R = \{(u_{e}, u_{p})_1, \ldots, (u_{e}, u_{p})_{|R|}\}\) is given, where \(u_{e}\) is a parent of child \(u_{e}\). Our task is to compute a reply-to score \(h_{\theta_d}(u_i, u_j)\) for \(j \leq i\) that indicates the score for \(u_j\) being the parent of \(u_i\), with model parameters \(\theta_d\). The individual conversations can then be constructed by following the reply-to links. Note that an utterance \(u_i\) can point to itself, which we call self-link. Self-links are either start of a convers-
sation or a system message, and they play a crucial role in identifying the conversation clusters.

4 Our Topic-BERT Framework

Our framework for response selection aims to track how the conversation topics change from one utterance to another and use it for ranking the candidate responses. As shown in Fig. 2, we encode an utterance \( u_k \) from the context \( c_i = \{u_1, u_2, \ldots, u_n\} \) along with a candidate response \( r_{i,j} \) using our pretrained Topic-BERT encoder (§4.1). The contextual token representations in Topic-BERT encode topic relevance between the tokens of \( u_k \) and the tokens of \( r_{i,j} \), while the [CLS] representation captures utterance-level topic relevance. We use the [CLS] representation as query to attend over the token representations to further enforce topic relevance in the attended topic vector \( t_k \).

We repeat this encoding process for the \( n \) utterances in the context \( c_i \) to get \( n \) different topic vectors \( T_j = \{t_1, \ldots, t_n\} \) that model \( r_{i,j} \)'s topic relevance to the each of context utterances. These topic representations are then used for the prediction tasks – topic prediction, disentanglement, and response selection. Response selection is our main task, while the other two tasks are auxiliary and optional. Since our Topic-BERT encodes two utterances at a time, the encoding process is efficient and can be used to encode larger context. The core component of our framework is the Topic-BERT pretraining as we describe next.

4.1 Topic-BERT Pretraining

One crucial advantage of our topic-based task formulation is that it allows us to pretrain BERT directly on a very relevant task in a self-supervised way, without requiring any human annotation. In other words, our goal is to pretrain BERT such that it can be used to encode relevant topic information for our task(s). For this, we assume that a single-threaded conversation between two or more participants covers a single topic and the utterance pairs in that thread can be used to pretrain our Topic-BERT with relevant self-supervised objectives.

To collect such single-threaded conversational data in an opportunistic way, we can simply adopt the heuristics (unsupervised) used by Lowe et al. (2015) to collect the popular Ubuntu Dialogue Corpus from multi-threaded chatlogs. Alternatively, we can extract two-party conversations from other sources as done in previous work (Henderson et al., 2019; Wu et al., 2020a). In our experiments, we use the data from DSTC-8 task 1 (Kim et al., 2019), which was automatically collected from Ubuntu chat logs. This dataset contains detached speaker-visible conversations between two or more participants from the Ubuntu IRC channel.

To pretrain Topic-BERT, we first initialise it with the pretrained uncased BERT\textsubscript{base} (Devlin et al., 2018). We treat the training setting similar to our topic prediction task in §3. Formally, the pretraining dataset is \( D_{pr} = \{(u_i, r_i^+, r_{i,j})\}_{i=1}^{\mid D_{pr}} \), where each utterance pair from the same conversation (including the true response) constitutes a positive pair \((u_i, r_i^+\)\), and for each such positive pair we randomly sample 4 negative responses \((r_{i,j}^-)\) from the 100 candidate pool to balance the positive and negative ratio. We (re)train Topic-BERT on \( D_{pr} \) with two self-supervised objectives as follows.

Masked Language Modeling (MLM) We follow the same MLM training of the original BERT (Devlin et al., 2018) by masking 15% of the input tokens at random, and replacing the masked word with [MASK] token at 80% of the time, with a random word at 10% of the time, and with the original word at 10% of the time. The MLM objective is only applied to the positive samples.

Same Topic Prediction (STP) Each training pair \((u_i, r_i^+) \) or \((u_i, r_{i,j})^-\) is fed into the Topic-BERT as \(([CLS], [u_1], [SEP], [u_2], [SEP])\). Similar to the original BERT’s Next Sentence Prediction (NSP) task, the position embedding, segment embedding and token embedding are added together to get input layer token representations. The token representations are then passed through multiple transformer (Vaswani et al., 2017) encoder layers, where each layer is comprised of a self-attention and a feed-forward sublayer. Different from the original BERT, Topic-BERT uses the [CLS] representation to predict whether the training instance is a positive (same topic) pair or a negative (different topic) pair. Thus, the [CLS] representation encodes topic relationship between the two utterances and will be used as the topic-aware contextual embedding to determine whether the two utterances are matched in topic.

4.2 Topic-BERT Multi-Task Framework

As shown in Fig. 2(b), the encoded representations from our Topic-BERT are passed through a topic attention layer (§4.2.1) to get the corresponding
Figure 2: Overview of Topic-BERT architecture. (a) Topic-BERT pretraining with topic sentence pairs to incorporate utterance-utterance topic relationship. (b) Our multi-task framework which uses the pretrained Topic-BERT to enhance topic information in the encoded representations to support three downstream tasks – response selection as the main task while topic prediction and disentanglement as two auxiliary (optional) tasks.

4.2.1 Topic Attention Layer
We apply an attention layer to enhance topic information in the encoded vector. We use the Topic-BERT’s [CLS] representation $T_{CLS}$ as query to attend to the remaining $K$ tokens $\{T_j\}_{j=1}^{K}$.

$$e_j = u_a^T \tanh(W_a T_{CLS} + U_a T_j); \quad (1)$$

$$a_j = \frac{\exp(e_j)}{\sum_{j=1}^{K} \exp(e_i)} \quad (2)$$

$$T_{\text{topic}} = \sum_{j=1}^{K} a_j T_j \quad (3)$$

where $v_a$, $W_a$, and $U_a$ are trainable parameters. The concatenation of $T_{\text{topic}}$ and $T_{CLS}$ constitutes the final topic vector, i.e., $t = [T_{CLS}; T_{\text{topic}}]$. We repeat this encoding process for the $n$ utterances in the context $c_i = \{u_1, u_2, \ldots, u_n\}$ by pairing each with the candidate response $r_{i,j}$ to get $n$ different topic vectors $T_j = \{t_1, \ldots, t_n\}$. $T_j$ represents $r_{i,j}$’s topic relevance to the context utterances, which will be fed to the task-specific layers.

4.2.2 Topic Prediction
Topic prediction is done for each utterance-response pair $(u_k, r_{i,j})$ for all $u_k \in c_i$ to decide whether $u_k$ and $r_{i,j}$ should be in the same topic (§3). The Topic-BERT encoded topic vector corresponding to the $(u_k, r_{i,j})$ pair is $t_k \in T_j$. We define the binary topic classification model as:

$$g_{\theta_i}(u_k, r_{i,j}) = \text{sigmoid}(w_p^T u_k) \quad (4)$$

where $w_p$ is the task-specific parameter. We use a binary cross entropy loss computed as:

$$L_{\text{topic}} = -y \log(g_{\theta_i}) - (1-y) \log(1-g_{\theta_i}) \quad (5)$$

where $y \in \{0,1\}$ is the ground truth indicating same or different topic. Note that topic prediction is an auxiliary task intended to help our main task of response selection, as we describe next.

4.2.3 Response Selection
In response selection, our goal is to measure relevance of a candidate response $r_{i,j}$ with respect to the context $c_i$. For this, we first apply the same hard context retrieval method proposed by Wu et al. (2020b) to filter out irrelevant utterances and to reduce the context size. Then, we put each context utterance paired with the response $r_{i,j}$ as the input to Topic-BERT to compute the corresponding topic vectors $T_j$ through the topic attention layer.

We pass the topic vectors $T_j \in \mathbb{R}^{n \times d}$ through a scaled dot-product self-attention layer (Vaswani et al., 2017) to learn all-pair topic relevance at the utterance level. Formally,

$$T_j' = \text{softmax}(\frac{1}{\sqrt{d}} (T_j W_a)(T_{k} W_k)^\top) \quad (6)$$
where \( \{W_q, W_k, W_v\} \in \mathbb{R}^{n \times d} \) are the query, key and value parameters, respectively, and \( d \) denotes the hidden dimension of 768.

We add a max-pooling layer to select the most important information followed by a linear layer and a \( \text{softmax} \) to compute the relevance score of the response \( r_{t,j} \) with the context \( c_i \). Formally,

\[
f_{\theta_i}(u_k, r_{t,j}) = \text{softmax}(W_r(\text{maxpool}(T_j))) \tag{7}
\]

where \( W_r \) is the task-specific parameter. We use the standard cross entropy loss defined as:

\[
\mathcal{L}_{\text{rs}} = - \sum_{i,j} \mathbb{1}(y_{i,j}) \log(f_{\theta_i}) \tag{8}
\]

where \( \mathbb{1}(y_{i,j}) \) is the one-hot encoding of the ground truth label.

### 4.2.4 Topic Disentanglement

For topic disentanglement (§3), our goal is to find the “reply-to” links between the utterances (including the candidate response) to track which utterance is replying to which previous utterance.

For training on topic disentanglement, we simulate a sliding window over the entire (entangled) conversation. Each window constitutes a context \( c_i = \{u_1, u_2, \ldots, u_n\} \) and the model is trained to find the parent of \( u_n \) in \( c_i \). In other words, we try to find the reply-to link \( (u_{n_1}, u_{n_2}) \) for \( 1 \leq n_2 \leq n \).

For the input to our Topic-BERT (Fig. 2b), we treat \( u_n \) as the response, thus allowing also response-response \( (u_{n_1}, u_{n_2}) \) interactions through Topic-BERT’s encoding layers to facilitate self-link predictions (the fact that \( u_n \) can point to itself).

In the task-specific layer for disentanglement, we take the self-attended topic vectors \( T'_c = \{t'_1, \ldots, t'_n\} \) as input, and separate it into two parts: context topic vectors encapsulated in \( T'_c = \{t'_1, \ldots, t'_{n-1}\} \in \mathbb{R}^{(n-1) \times d} \) and the response topic vector \( t'_n \in \mathbb{R}^d \). In order to model high-order interactions between the response and context utterances, we compute the differences and element-wise products between them (Chen and Wang, 2019). We duplicate the response message \( t'_n \) to obtain \( T''_r \in \mathbb{R}^{(n-1) \times d} \) and concatenate them as:

\[
T'' = [T'_i, T'_c, T'_i \odot T'_c, T''_r - T'_c] \tag{9}
\]

Then, we compute the reply-to distribution as: \( h_{\theta_d}(u_n, c_i) = \text{softmax}(T''_r u_d) \in \mathbb{R}^{n \times 1} \), and optimize with the following cross-entropy loss:

\[
\mathcal{L}_{\text{dis}} = - \sum_{j=1}^{n} \mathbb{1}(y_{j}) \log(h_{\theta_d}) \tag{10}
\]

For inference, we compute \( \arg\max_j h_{\theta_d}(u_n, c_i) \).

#### 4.2.5 Multi-task Learning

We jointly train the three tasks: response selection, topic prediction and topic disentanglement, which share the same topic attention weights to benefit each other. Response selection should benefit from dynamic topic prediction and disentanglement. Similarly, topic prediction and disentanglement should benefit from the response prediction. The overall loss is a combination of the three task losses from Equations 5, 8, and 10:

\[
\mathcal{L} = \alpha \mathcal{L}_{\text{rs}} + \beta \mathcal{L}_{\text{topic}} + \gamma \mathcal{L}_{\text{dis}} \tag{11}
\]

where \( \alpha, \beta, \gamma \) are parameters which are chosen from \([0, 0.1, 0.2, ..., 1]\) by optimizing our model response selection accuracy on dev dataset.

## 5 Experiments

In this section, we present our experiments, including the datasets, experimental setup, evaluation metrics, and the results with analysis.

### Datasets and Setup

Considering multi-party conversations, we adopt a publicly available Ubuntu dataset from DSTC-8 track 2 “NOESIS II: Predicting Responses” (Kim et al., 2019). This dataset consists of four tasks and we use the datasets from three of them, including disentangled conversations for response selection (Task 1), multi-party (mostly entangled) conversations for response selection (Task 2), which is ideal for our main response selection evaluation, and a section of IRC channel with reply-to link annotations for conversation disentanglement (Task 4). Table 1 shows some basic statistics about the datasets.

#### Evaluation Metrics

DSTC-8 Track 2 considered a range of metrics for comparing models. We follow their evaluation metrics. Recall@N is used.

| Tasks          | Train   | Validation | Test   |
|----------------|---------|------------|--------|
| # Dialog       | 225,367 | 4,827      | 5,529  |
| Task 1 # Avg. Turns | 6.0     | 6.1        | 6.1    |
| # Avg. Speakers | 2.4     | 2.4        | 2.4    |
| Task 2 # Avg. Turns | 54.7    | 54.3       | 54.6   |
| # Avg. Speakers | 19.6    | 18.5       | 18.2   |
| Task 3 # Avg. Turns | 6.0     | 6.1        | 6.1    |
| # Avg. Speakers | 1.5     | 1.8        | 1.5    |

Table 1: DSTC-8 Ubuntu Dataset Statistics.
for topic prediction and response selection, which counts how often the correct answer is within the top N specified by the model. The values of N can be 1, 5, and 10. In addition, the Mean Reciprocal Rank (MRR) is also considered which is a widely used metric from the ranking literature.

For disentanglement, we use precision, recall and F-scores (w.r.t. true-class) for link-level predictions. Similarly, for topic prediction, we use precision, recall and F-scores for correctly classifying the actual response to be in the same topic.

5.1 Experiment I: Response Selection

Baseline Models. We compare the proposed Topic-BERT approach with several existing and state-of-the-art approaches for response selection:

- **BERT.** We adopt the vanilla pretrained uncased BERT\textsubscript{base} as the base model, and follow (Gu et al., 2020) to post-train BERT\textsubscript{base} for 10 epochs on DSTC-Task 1 (response selection in a single-topic dialog). We take the whole context with the response as one input sequence. We then finetune it on Task 2’s response selection for 10 more epochs. More details can be found in Appendix.

- **ToD-BERT.** This is a domain-specific pretrained BERT from Wu et al. (2020a), which is pretrained on a combination of 9 Task-oriented Dialogue datasets and surpasses BERT in several downstream response selection tasks.

- **BERT-ESIM.** This model ensembles both ESIM (Chen et al., 2017) and BERT with gradient boosting classifier, and ranks the second best in DSTC-8 response selection (Bertero et al., 2020).

- **Adapt-BERT.** This is based on BERT model with task-related pretraining and context modeling through hard and soft context modeling, and ranks as top-1 in the DSTC-8 response selection challenge (Wu et al., 2020b).

Results. From Table 2, we can see that our Topic-BERT model outperforms the baselines by a large margin. By examining our model in detail, we found that our context filtering, self-supervised topic training and topic attention contribute positively to our model, boosting the metric of Recall@1 from 0.287 (BERT\textsubscript{base}) to 0.696 (Topic-BERT with standalone response selection task). This shows our topic pretraining with task related data improves BERT for response selection task.

| Model         | Recall@1 | Recall@5 | Recall@10 | MRR   |
|---------------|----------|----------|-----------|-------|
| BERT\textsubscript{base} | 0.287    | 0.503    | 0.572     | 0.351 |
| BERT\textsubscript{post-train} | 0.532    | 0.797    | 0.840     | 0.677 |
| ToD-BERT      | 0.588    | 0.823    | 0.885     | 0.691 |
| Adapt-BERT    | 0.706    | 0.916    | 0.957     | 0.799 |

Table 2: Response selection results on DSTC-8 Ubuntu. “-TP” means our model excluding topic prediction loss and “-D” means excluding topic disentanglement loss. Adapt-BERT results are obtained from (Wu et al., 2020b), other DSTC-8 released baselines are in Appendix.

Furthermore, the performance continues to increase from 0.696 to 0.710, when we jointly train response selection and topic prediction (2nd last row), validating an effective utilization of topic information in selecting response. Then we replace topic prediction with disentanglement, which further improves from 0.710 to 0.720, showing response selection can utilize topic tracing by sharing the connection of utterances. Finally, our Topic-BERT with the multi-task learning achieves the best result (0.726) and significantly outperform the prior state-of-the-art Adapt-BERT in DSTC-8 response selection task (Kim et al., 2019).

We further compute BLEU4 SacreBLEU (Post, 2018) for the incorrectly selected responses by Topic-BERT and ToD-BERT. From Table 3, we see that responses retrieved by Topic-BERT are more relevant even if they are not the top one.

| Model         | BLEU4 | Precision@N-gram |
|---------------|-------|-------------------|
|               |       | N = 1  | N = 2  | N = 3  | N = 4  |
| ToD-BERT      | 0.67  | 7.568  | 1.894  | 0.218  | 0.065  |
| Topic-BERT    | 0.75  | 7.876  | 2.032  | 0.250  | 0.078  |

Table 3: BLEU4 and N-gram precision are calculated using SacreBLEU on incorrectly selected responses.

5.2 Experiment II: Topic Prediction

This experiment aims to examine how significant our Topic-BERT can improve over the baselines on the topic prediction task, which is important for both response selection and topic disentanglement.

Baseline Models.

- **BERT.** We use our post-trained BERT\textsubscript{base} from §5.1 and fine-tune it on Task 1 topic sentence...
1. **Model** | **Precision** | **Recall** | **F-Score**
---|---|---|---
BERT | 0.523 | 0.482 | 0.502
ToD-BERT | 0.626 | 0.563 | 0.593

Table 4: Topic prediction results on DSTC-8 Ubuntu.

- **w/o FT** means our Topic-BERT without fine-tuning.
- **-RS** means our model excluding the Response Selection loss, **-D** means excluding Disentanglement loss.

## Results

Table 4 gives the topic prediction results on DSTC-8 task-1. From the results, we can see that our Topic-BERT outperforms the baselines BERT and ToD-BERT significantly in the topic prediction task. Compared with our pretrained Topic-BERT without fine-tuning (last row), the proposed topic attention further enhances the topic matching of two utterances by improving the F-score by 1.5% (from 0.813 to 0.828). Joint training with response selection or disentanglement tasks show similar effect on topic prediction tasks, and the contextual topic information sharing by Topic-BERT multi-task model add a marginal improvement in topic prediction. Compared with vanilla BERT, ToD-BERT (Wu et al., 2020a) makes substantial improvement for the topic prediction task, but not as significant as ours. This further confirms the importance and efficacy of our learning scheme. Meanwhile, if we compare our pretrained Topic-BERT without fine-tuning (last row) with the BERT model that does not use STP (first row), the significant improvement gives us an impression on how much our Topic-BERT benefits from the STP loss.

### 5.3 Experiment III: Disentanglement

This experiment aims to examine how well can Topic-BERT tackle the topic disentanglement task.

#### Baseline Models.

- **BERT & ToD-BERT** We use our fine-tuned BERT and ToD-BERT models in §5.2 as our baselines by taking the history of utterances \((u_1, \ldots, u_{n-1}, u_n)\) and pair each with the current utterance \(u_n\) itself from a dialogue as input. Following (Gu et al., 2020), A single-layer BiLSTM is applied to extract the cross message semantics of [CLS] outputs. Then we take the differences and element-wise products (Eq. 9) between the history and current utterance. Finally, a feedforward layer is used for link prediction.

1. **Feed-Forward.** This is the baseline model3 from DSTC-8 task organizers that has the best result for task 4 (Kummerfeld et al., 2019), which is trained by employing a two-layer feed-forward neural network on a set of 77 hand engineered features combined with word average embeddings from pretrained Glove embeddings.

- **Masked Hierarchical (MH) BERT.** This is a two-stage BERT proposed by Zhu et al. (2019) to model the conversation structure, in which the low-level BERT is to capture the utterance-level contextual representation between utterances, and the high-level BERT is to model the conversation structure with an ancestor masking approach to avoid irrelevant connections.

#### Results

From the results in Table 5, we can see that our Topic-BERT achieves the best result and outperforms all the BERT based baselines significantly. This shows our multi-task learning can enrich the link relationship for improving disentanglement together with topic prediction and response selection. The improvement of Topic-BERT over the baseline model using feed-forward network and hand-crafted features is relatively less, but our approach is able to avoid manual feature engineering. Many of these features are dataset/domain specific and they do not generalize across datasets/domains.

1. **w/o FT** means our Topic-BERT without fine-tuning, **-RS** means our model excluding Response Selection loss, and **-TP** means excluding Topic Prediction loss.

Table 5: Disentanglement results on DSTC-8 Ubuntu.
### Table 6: Response selection results on Ubuntu Corpus v1. All other results are from (Whang et al., 2019).

| Model            | Recall@1 | Recall@2 | Recall@5 |
|------------------|----------|----------|----------|
| DL2R             | 0.626    | 0.783    | 0.944    |
| Multi View       | 0.662    | 0.801    | 0.951    |
| SMN_{dynamic}    | 0.726    | 0.847    | 0.964    |
| AK-DE-htGRU      | 0.747    | 0.868    | 0.972    |
| DUA              | 0.752    | 0.868    | 0.962    |
| DAM              | 0.767    | 0.874    | 0.969    |
| IMN              | 0.777    | 0.888    | 0.974    |
| ESIM             | 0.796    | 0.894    | 0.975    |
| MRFN_{FLS}       | 0.786    | 0.886    | 0.976    |
| BERT_{base}      | 0.817    | 0.904    | 0.977    |
| BERT-DPT         | 0.851    | 0.924    | 0.984    |
| Topic-BERT       | 0.861    | 0.933    | 0.985    |

5.4 Experiment IV: Evaluation on New Task

Finally, we examine our Topic-BERT’s transferability on a new task based on another Ubuntu Corpus v1 dataset by comparing with various state-of-the-art response selection methods in Table 6. Ubuntu Corpus V1 contains 1M train set, 500K validation and 500K test set (Lowe et al., 2015).

**Baseline Models.** Here we mainly introduce the state-of-the-art baseline: BERT-DPT (Whang et al., 2019), which fine-tunes BERT by optimizing the domain post-training (DPT) loss comprising both NSP and MLM objectives for response selection. Details of other baselines can be found in Appendix.

**Results.** Our Topic-BERT with standalone response selection task fine-tuned on Ubuntu Corpus v1 outperforms the state-of-the-art BERT-DPT, improved by about 1% for Recall@10@1. This result shows that the learned topic relevance in Topic-BERT can be potentially transferable to a novel task, the topic information influences the response selection positively, and our utterance-level topic tracking is effective for response selection.

6 Conclusion

This paper presented a new formulation of response selection in multi-party conversations from a novel dynamic topic tracking perspective. Based on our new formulation, we propose Topic-BERT for response selection in multi-party conversations, which consists of two steps: (1) a topic-based pre-training to embed topic information into BERT with self-supervised learning, and (2) a multi-task learning on our pretrained model by jointly training response selection and dynamic topic prediction and disentanglement tasks. Empirically the proposed Topic-BERT achieved the state-of-the-art results on the DSTC8 Ubuntu IRC datasets.
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