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Abstract
We consider the scenario wherein Alice wants to (potentially) communicate to the intended receiver Bob over a network consisting of multiple parallel links in the presence of a passive eavesdropper Willie, who observes an unknown subset of links. A primary goal of our communication protocol is to make the communication “deniable”, i.e., Willie should not be able to reliably estimate whether or not Alice is transmitting any covert information to Bob. Moreover, if Alice is indeed actively communicating, her covert messages should be information-theoretically “hidable” in the sense that Willie’s observations should not leak any information about Alice’s (potential) message to Bob – our notion of hidability is slightly stronger than the notion of information-theoretic strong secrecy well-studied in the literature, and may be of independent interest. It can be shown that deniability does not imply either hidability or (weak or strong) information-theoretic secrecy; nor does any form of information-theoretic secrecy imply deniability. We present matching inner and outer bounds on the capacity for deniable and hidable communication over multipath networks.

I. INTRODUCTION
The urge to communicate, to speak and be heard, is a fundamental human need. However, embedded within our increasingly sophisticated communication networks, Big Brother is often watching. There are situations where even the fact that communication is happening (not just the content of that communication), can have real-world consequences. For instance, if you are a politically active citizen in an authoritarian society with broad censorship powers, the mere fact that you are communicating with the outside world can be construed by those authorities as sufficient justification for reprisals.

The goal of this paper is to investigate a class of communication models with a threefold objective. Firstly, all communication from the source (Alice) to the destination (Bob) should be reliable, i.e., Bob should be able to identify the messages intended for him and decode them with high accuracy. Secondly, if the communication is overheard by a third party (Willie), it should be deniable from Willie. That is, Willie should not even be able to reliably decide whether or not Alice is indeed communicating with Bob. Finally, the communication should be hidable from Willie, i.e., the eavesdropper Willie should not be able to learn anything about Alice’s messages to Bob. Throughout the paper, we assume that Alice and Bob do not share any secret information that is not known to Willie.

Specifically, we consider the model wherein Willie is aware of Alice’s “innocent” communication patterns (when she is not communicating covertly with Bob). However, due to resource limitations, Willie cannot wiretap on all of Alice’s communication links, but only some of them. Willie, then, wishes to estimate whether Alice’s communication is routine, or malevolent. Furthermore, Willie is also interested in inferring some information about Alice’s (potential) covert communication with Bob.

For example, perhaps during the course of a workday, highly placed government official Alice sends text messages, makes phone calls, writes letters, and posts on various websites. Intelligence analyst Willie, who is suspicious that Alice is perhaps a foreign spy, is keeping tabs on some of this activity, but, critically, is unable to see all of it. Willie’s first goal is to differentiate between an “innocent” Alice (who
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communicates, in a somewhat predictable manner, with the outside world as a part of her daily life) and an “active” Alice (who is deliberately leaking secrets to spymaster Bob who gets to observe Alice’s transmissions on all channels). Willie’s second goal is to infer some information about the secrets that Alice might be leaking to Bob.

Essentially, to be deniable, an active Alice has to look innocent in any subset of her communication links (since she does not know which of her communications might be wiretapped by suspicious authorities), i.e., her communication on any subset of channels should be commensurate with what a normal person in Alice’s position would do. Her covert communication with Bob, then, must be a function of all these channels. The challenge for Alice is to be able to embed meaningful information to Bob on channels which individually look innocent (deniability), and in such a way that Willie can infer absolutely nothing about her covert communication with Bob (hidability).

It is important to note that the conventional means of achieving secrecy, like cryptographic security, are not helpful in achieving the goal of deniability. On the contrary, if Willie finds that the data being communicated is encrypted, it can arouse his suspicion that Alice is active.

Similarly, at first glance, it seems like a deniable scheme, which prevents Willie from estimating whether or not Alice is covertly communicating, will inherently be hidable (or secure). However, we demonstrate that the deniability and the hidability conditions are independent of each other.

**Our contributions** can be summarized as follows. First, we formulate a mathematical model describing Alice’s innocent and active communication patterns for a network with multiple parallel paths, referred to as the multipath network. Then, we formally define the notions of reliability, deniability, and hidability. For deniability, we use a hypothesis testing based metric that was used in [1], [2]. Our condition of hidability is slightly stricter than the condition of strong information-theoretic secrecy (which essentially requires that the mutual information between the covert message and Willie’s observation is bounded below a small constant, see [3]), hence we use the term hidability rather than (information-theoretic) secrecy. It can be shown that hidability always guarantees the strong information-theoretic secrecy, but the converse is not necessarily true.

Secondly, we characterize the capacity for reliable and deniable communication over a multipath network (referred to as reliable-deniable capacity). In our achievable strategy, we use random binning to generate the codebook and employ a (one-to-many) stochastic mapping to encode the covert messages. Finally, we characterize the capacity with the added requirement of hidability, and show that the random binning based stochastic encoding can also achieve the reliable-deniable-hidable capacity.

The information-theoretic techniques that we use enable us to attain separability between the deniable encoding and the hidable encoding. This essentially means that the communication can be made either deniable (but not hidable) or hidable (but not deniable), or both deniable and hidable.

II. RELATED WORK

**Cryptography** : Even though cryptography allows communication at a rate higher than that possible by using other techniques, cryptographic techniques are not inherently deniable. Essentially, most cryptographic techniques make it computationally hard for an eavesdropper to distinguish the output (of the cryptographic system) from the output of a uniformly random noise sequence. Therefore, to achieve deniability, the outputs of most cryptographic schemes would still need to be “shaped” via techniques described in this paper.

**Information-theoretic secrecy** : At first sight, the proposed notions of deniability and hidability seem to have significant overlap with the notions of information-theoretic secrecy (see, e.g., [4], [3], [5]). However, as we show in appendix A the proposed condition of hidability is a stricter condition than (strong) information-theoretic secrecy. Furthermore, we also show (in appendix B) that the deniability and the hidability are independent of each other (neither one implies the other).

**Network Anonymity** : Anonymizing protocols, such as Tor networks [6], enable users to route packets through crowds so that it is hard for eavesdroppers to estimate the source or the destination of the traffic.
However, most anonymizing protocols (see e.g., [7]) are not useful if Willie is eavesdropping at Alice’s very point of connection to the network. For deniability, the active covert communication should look like an innocent behavior, and the very fact that Alice chooses to route packets through Tor might arouse Willie’s suspicion.

**Steganography**: involves hiding messages into transmitted data such as images. The ideas presented in this paper come close to the information-theoretic steganography framework proposed in [8], [9], [10]. However, the main difference is that these steganographic protocols require (large) private keys to be shared between Alice and Bob, unlike our model, which requires no shared secret. But, these steganographic protocols allow the eavesdropper to observe the entire network, while our model imposes restrictions on Willie’s observation power.

**Other Deniable Protocols**: Our work falls in the line of [1] and [2]. In [1], the authors show that deniability can be achieved (under AWGN channel model) if Alice can secretly share her codebook with Bob. Che et al. [2] show that any shared secret is not necessary (under binary symmetric channel model), if the channel between Alice and Willie is noisier than that between Alice and Bob. Even though we use some information-theoretic techniques from [2] in this work, there are several key differences. First, in the model considered by [2] (and also [1]), in the innocent state, Alice opts to keep quiet (transmits the all zero codeword). On the other hand, in our work, we utilize Alice’s innocent communication patterns to hide the covert messages. Secondly, in [2], the authors exploit the fact that Willie’s channel is noisier than Bob’s to achieve deniability (thus, hiding the covert data in noise), we exploit Willie’s limited observing power to be deniable (thus, hiding the covert data in different channels). Finally, these papers only focus on deniability and do not consider the hidability metric.

**Hou and Kramer’s work [11]**: comes closest to our work. We summarize the key similarities and the differences below.

- The notion of effective secrecy proposed by Hou and Kramer essentially combines together the metrics of deniability (referred to as stealth in [11]) and hidability ([11] considers strong information-theoretic secrecy). Therefore, the encoding strategies considered in [11] always attain deniability and secrecy together. On the contrary, our stochastic encoding uses a “low rate randomness” for deniability, and a “high-rate randomness” for hidability. This flexibility allows us to get either deniability or hidability or both.

- Hou and Kramer consider the generic wiretap channel model. Our model, in which Willie can observe an unknown subset of links, can be considered as a model of an arbitrarily varying channel (AVC) [12], where the capacity of the channel is a function of the subset that Willie is tapping.

- While the capacity result of Hou and Kramer is more general from the perspective of the channel model, we specialize the capacity for deniable and hidable communication for the specific multipath network channel that we care about, and hence our capacity expression is explicitly computed, rather than corresponding to a convex optimization problem over an infinite alphabet.

### III. Problem Formulation

#### A. Notational Conventions

Boldface upper-case symbols, e.g. $X$, denote random variables, boldface lower-case symbols, e.g. $x$, denote particular realizations of those random variables. Calligraphic symbols like $\mathcal{W}$ denote sets. The size of a set $\mathcal{W}$ is denoted as $|\mathcal{W}|$ and the complement is denoted as $\mathcal{W}^c$. Boldface symbols with arrow on their top, e.g., $\bar{x}$, denote vectors. We also use boldface symbols with an arrow on top to denote binary matrices. The distinction as to whether such symbol represents a vector or a binary matrix will be made clear. The reason behind using the same notation for vectors and binary matrices is that, in the latter part of the paper, we consider $m \times n$ binary matrices as length-$n$ vectors of symbols chosen from the finite field $GF(2^m)$. Unless otherwise specified, all vectors are of length $n$, where $n$ corresponds to the

---

1In principle, Hou and Kramer [11] could have designed separate encoding schemes for deniability and secrecy, but their choice of metric, which merges the two conditions, leads to the single coding scheme achieving the both.
Fig. 1. System model for reliable, deniable, and hidable communication over a multipath network. For reliability, Bob’s error probability should be bounded, for deniability Willie should not be able to distinguish between active and innocent Alice, and for hidability Willie should not be able to infer anything about Alice’s covert messages.

**block-length** (number of network uses). The probabilities of the events are denoted by symbol \( \Pr \) with a subscript denoting the random variable(s) over which the probabilities are calculated.

We use standard notation for information-theoretic quantities: \( H(.) \) denotes the entropy function, \( H(.|.) \) denotes the conditional entropy function, \( I(.;.) \) denotes the mutual information, and \( D(.||.) \) denotes the Kullback-Leibler divergence between two distributions. Lastly, we use the notation \( V(p_1(.), p_2(.)) \) to denote the total variation distance between any two distributions \( p_1(.) \) and \( p_2(.) \), defined over an alphabet \( \mathcal{X} \), defined as follows:

\[
V(p_1(.), p_2(.)) = \frac{1}{2} \sum_{x \in \mathcal{X}} |p_1(x) - p_2(x)| .
\]

**B. Problem Statement**

Suppose Alice wants to (potentially) communicate with Bob over a *multipath* network consisting of \( C \) parallel links. Each link is assumed to have the capacity of one bit per use\(^2\) and is assumed to be noiseless\(^3\). Alice is allowed to transmit a length-\( n \) binary sequence \( \bar{x}_i \in \{0,1\}^{1 \times n} \) on the \( i \)-th link (here, \( i \) is an index in \( \{1, \ldots, C\} \) ) over \( n \) network uses (here, \( n \) is the **block-length**). Bob receives the set of \( C \) sequences and organizes them as the \( C \times n \) binary received codeword matrix as \( \bar{X} = [\bar{x}_1^T \, \bar{x}_2^T \, \cdots \, \bar{x}_C^T]^T \).

Alice may or may not wish to communicate covertly with Bob, and accordingly she is said to be in an **active** or in an **innocent** state. If Alice does not have any covert message to transmit to Bob, she is said to be in an innocent state. In the innocent state, during the \( t \)-th time instant (\( 1 \leq t \leq n \)), Alice randomly generates a length-\( C \) binary codeword \( x(t) = [x_1(t) \, x_2(t) \, \cdots \, x_C(t)]^T \), denoting the transmissions on each of the links, according to the distribution \( p_{X(t)}(x(t)) \) (over an alphabet of size \( 2^C \)) called as the **scalar innocent distribution**. We assume that the codewords \( x(t) \) are independent and identically distributed (i.i.d.) over the time instants \( t \), \( 1 \leq t \leq n \). Therefore, the \( C \times n \) binary codeword matrix \( \bar{x} \) that is transmitted by Alice is distributed according to the distribution \( p_{\bar{x}}(\bar{x}) = p_{X(1)}^\prime(x(1)) \cdot p_{X(2)}^\prime(x(2)) \cdots p_{X(n)}^\prime(x(n)) \), wherein \( \bar{x} = [x(1) \, x(2) \, \cdots \, x(n)] \). This distribution \( p_{\bar{x}}(\cdot) \), defined over the alphabet of all binary \( C \times n \) binary matrices, is called as the **innocent distribution**.

\(^2\)Note that, if the links have unequal capacities, it is possible to split each link into multiple links with the same capacity.

\(^3\)It is worth noting that i.i.d. noise on links does not fundamentally weaken our results. In this case, one can use link-by-link error correction. However, in this paper, we do not explore along this direction.

\(^4\)One can question this assumption that the binary vectors transmitted over the multipath network are i.i.d. over the time instants \( t \), \( 1 \leq t \leq n \). However, we should point out that getting the results under this (i.i.d. assumption) model is still challenging; we aim to extend this model to more realistic source models in the future work.
When Alice is in the active state, she wants to transmit a covert message $M \in \{1, \ldots, 2^{nR}\}$ to Bob. We assume that the message symbols are distributed uniformly. Let $\vec{M}$ be the random variable corresponding to the length-$nR$ binary vector representing the covert message – here, $R$ denotes the rate of Alice’s covert message. Alice encodes her covert messages using an encoder $\text{Enc} : \{0, 1\}^{nR} \times \{0, 1\}^r \to \{0, 1\}^{C \times n}$, where $r$ denotes the rate of private randomness used by her encoder. The set $\{\vec{x}_1, \ldots, \vec{x}_C\}$ of all the possible output codeword matrices of the encoder $\text{Enc}$ forms the codebook $C$ for Alice. Notice that Alice’s encoder induces a distribution on the transmitted binary codeword matrices. This distribution $\hat{\pi}_{\vec{X}}(\cdot)$, defined over the alphabet of all binary $C \times n$ matrices, is induced by Alice’s encoding process in the active state is called as the induced distribution.

We use a binary random variable $T$ to denote Alice’s transmission status, with $T = 0$ means Alice is innocent and $T = 1$ means she is active. We assume that the prior statistics on $T$ can be known to Willie, but need not be known to Bob. Further, we assume that only Alice knows the value of $T$ a priori.

Communication takes place in the presence of a passive eavesdropper Willie, who can observe some subset of links. Let $W$ denote the set of links that are eavesdropped by Willie, and $\bar{W}$ denote the class of all possible subsets of links which Willie can observe. For example, $\bar{W}$ might comprise of all subsets of at most $C - 1$ links. Let $\vec{x}_W \in \{0, 1\}^{|W| \times n}$ be the codeword (sub-)matrix that is observed by Willie. The marginal distribution on the codewords that Willie observes when Alice is innocent, denoted as $\hat{\pi}_{\vec{x}_W}^i(\cdot)$, defined over the alphabet of all the binary $|W| \times n$ matrices, is called as the marginal innocent distribution. Similarly, the marginal distribution on the codewords observed by Willie when Alice is active, denoted as $\hat{\pi}_{\vec{x}_W}^e(\cdot)$, defined over the alphabet of all binary $|W| \times n$ matrices, is called as the marginal induced distribution.

Throughout, we assume that there is no shared secrete between Alice and Bob that is not known to Willie. Further, we assume that Willie knows the encoding-decoding scheme used by Alice and Bob.

**Toy Example:** Consider a multipath network consisting of $C = 2$ links as shown in Fig. 2. Suppose that Willie can eavesdrop on any one of the links. Thus, $\bar{W} = \{\{1\}, \{2\}\}$. When innocent, at each time instant $t$, $1 \leq t \leq n$, Alice chooses length-2 binary codewords according to the scalar innocent distribution given in Fig. 2(b). Note that the innocent distribution on binary $2 \times n$ codeword matrices will be the product distribution given by $\hat{\pi}_{\vec{x}}^i(\cdot) = \{\hat{\pi}_{\vec{x}}^i\}^n$. The marginal innocent distribution on the top link will be the Bernoulli process with parameter $\frac{1}{2}$, while the marginal innocent distribution on the bottom link will be the Bernoulli process with parameter $\frac{3}{4}$.

Suppose Alice wants to transmit a binary, length-$n$ covert message $\vec{M} \in \{0, 1\}^n$ to Bob. Notice that this results in Alice’s transmission rate to be $R = 1$. Suppose that she uses Shannon’s one-time padding scheme as her stochastic encoder, described as follows. For each time instant $t$, Alice generates a uniform random bit $K(t)$. On the top link, she transmits the random bit $K(t)$, whereas, on the bottom link, she transmits exclusive OR of the covert message bit and the random bit $M(t) \oplus K(t)$. With this encoding, the induced distribution $\hat{\pi}_{\vec{x}}(\cdot)$ will be the uniform distribution over all the binary $2 \times n$ matrices. The marginal induced distribution on each link will also be the uniform distribution over the length-$n$ binary vectors.

We aim to design a communication scheme that satisfies the following three requirements:

1) **Reliability:** Bob should be able to estimate whether Alice is active or innocent and decode the messages correctly when Alice is active, with high probability over Alice’s encoding scheme. This is, in fact, a basic requirement for any reasonable communication scheme, but we make it explicit here, and formally define this below.

**Definition 1** (Reliability). We say that the scheme is $(1 - \epsilon_r)$-reliable if, for any arbitrarily small $\epsilon_r > 0$,

$$\Pr_{\hat{\pi}_X} (\hat{T}_B = 1 | T = 0) + \Pr_{\hat{\pi}_X} (\hat{T}_B = 0 | T = 1) + \Pr_{M, \text{Enc}} (\hat{M}_B \neq \vec{M} | T = 1) \leq \epsilon_r, \quad (2)$$

where $\hat{T}_B$ and $\hat{M}_B$ denote Bob’s estimates of Alice’s transmission status $T$ and her covert message $\vec{M}$, respectively.
The first term in the summation in (2) gives the probability, over the randomness of the codeword matrices, that Bob estimates Alice to be active conditioned on the fact that she, actually, is innocent; the second term is the probability, over the randomness of the codeword matrices, that Bob finds Alice to be innocent given that she is indeed active; and the last term is the conditional probability, over the randomness of the covert messages and the private randomness of Alice’s encoder, given that Alice is active, that Bob wrongly decodes the covert message. Notice that each of these three events is an error event, and for the scheme to be reliable, the probability of each of the error events should be very small, as defined above.

2) Deniability: Willie should not be able to “reliably” estimate Alice’s transmission status $T$, as formally defined below.

Definition 2 (Deniability). We say that the scheme is $(1 - \epsilon_d)$-deniable if, for any arbitrarily small $\epsilon_d > 0$,

$$\forall \left( p_{\tilde{X}}^I (.) , \hat{p}_{\tilde{X}} (.) \right) < \epsilon_d, \forall \mathcal{W} \in \mathcal{W},$$

where $\forall (.,.)$ denotes the total variation distance defined in [1].

To get some intuition behind the definition of deniability, notice that Willie essentially performs binary hypothesis testing on the parameter $T$. One can show, by standard hypothesis testing arguments [13], that if $\forall \left( p_{\tilde{X}}^I (.) , \hat{p}_{\tilde{X}} (.) \right)$ is upper bounded by some small $\epsilon_d$, then Willie’s best estimator based on his observations is at most $\epsilon_d$ better than even a naïve estimator independent of his network observations.

3) Hidability: When Alice is active, Willie’s observations on the links in $\mathcal{W}$ should, with high probability, not “leak any information” about the message Alice is transmitting, as defined in Definition 3 below.

Definition 3 (Hidability). We say that the scheme is $(1 - \epsilon_h)$-hidable if, for any arbitrarily small $\epsilon_h$,
0 < \epsilon_h < 1, we have

\begin{equation}
1 - \epsilon_h \leq \frac{\Pr_{\hat{M} | \vec{m}, T = 1} (\hat{M} = \vec{m} | \vec{x}_W; T = 1)}{\Pr_{\hat{M}} (\hat{M} = \vec{m} | T = 1)} \leq 1 + \epsilon_h, \quad \forall \vec{m}, \forall W \in \mathcal{W}, \tag{4}
\end{equation}

for any binary $|W| \times n$ matrix $\vec{x}_W$ that Willie observes.

Note that our definition of hidability is somewhat stronger than the usual definition of information-theoretic secrecy, since, as we show in Appendix A, $(1 - o(1/n))$-hidability implies information-theoretic secrecy, but the converse is not necessarily true. Furthermore, at first sight, it seems like the deniability is a stronger condition than the hidability because deniability requires that the transmission status $T$ should be indistinguishable to Willie irrespective of whether he can decode the codewords or not, but actually neither implies the other (see Appendix B for examples of hidable schemes that are not deniable, and deniable schemes that are not hidable.)

### IV. Deniable Encoders

In this section, we focus on designing the schemes that achieve only deniability. In further sections, we extend these schemes to be hidable as well as deniable.

#### A. Main Result for Deniable Communication

We assume that the scalar induced distribution $p_X^i (.)$, defined over the alphabet $\mathcal{X} = \{0, 1, \ldots, 2^C - 1\}$, is given. This results on the innocent distribution $p_X^i (.)$ as the product distribution $p_X^i (.) = \prod_{t=1}^{n} p_X^i (.)$ (under the assumption that the codewords are i.i.d. over time instants). We want to know what is the
maximum rate at which Alice can transmit the covert messages and how she can perform encoding such that her active status is simultaneously reliable to Bob and deniable from Willie.

Before characterizing the reliable-deniable capacity, we need to review several information-theoretic concepts related to typicality (see [14] for details). Hereafter, we consider the $C$ parallel links as one hyperlink with input (output) alphabet as $\mathcal{X} = \{0, 1, \ldots, 2^C - 1\}$. Thus, all the codewords will be length-$n$ vectors with each symbol belonging to alphabet $\mathcal{X}$.

Let us begin with the notion of type. The type $Q$ of a sequence $\bar{x} \in \mathcal{X}^n$ is the empirical distribution on $\mathcal{X}$ defined as [14]:

$$Q_x = \frac{1}{n} N(a|\bar{x}) \quad \forall a \in \mathcal{X},$$

where $N(a|\bar{x})$ denotes the number of occurrences of a symbol $a \in \mathcal{X}$ in the sequence $\bar{x}$. The set of all sequences of type $Q$ is called as type class $Q$. For brevity, we use the same notation to denote both the type and the type class corresponding to that type; the distinction will be clear from the context.

For some small $\epsilon > 0$, the $\epsilon$-strongly typical set (w.r.t. a distribution $p_{\mathcal{X}}(.)$) is defined as follows [14]:

$$\mathcal{T}_\epsilon^{(n)}(p_{\mathcal{X}}(.)) = \left\{ \bar{x} : \frac{1}{n} N(a|\bar{x}) - p_{\mathcal{X}}(a) \leq \frac{\epsilon}{|\mathcal{X}|} \quad \forall a \in \mathcal{X}, \quad \text{if} \quad p_{\mathcal{X}}(a) > 0 \right\}.$$  

(6)

Note that the typical set can be viewed as a collection of the type classes, which satisfy the aforementioned constraint. It is worth noting that the probability of each sequence in a particular type class is the same.

In the following we present the matching inner and outer bounds on the rate of covert transmission for reliable-deniable communication.

**Theorem 1.** The capacity of the reliable-deniable communication over a multipath network is

$$C_d = \sup_{p_{\mathcal{X}}(.):\forall W \in \mathcal{W}} H(p_{\mathcal{X}}(.)).$$

(7)

In other words, for any sufficiently small $\delta$, any scalar innocent distribution $p_{\mathcal{X}}(.)$, any covert transmission rate $R_d < C_d$, there exists an encoder $Enc : \{0, 1\}^{nR_d} \times \{0, 1\}^{nr} \rightarrow \{0, 1\}^{C \times n}$ that is simultaneously $(1 - \epsilon_r)$-reliable and $(1 - \epsilon_d)$-deniable for any $0 \leq \epsilon_r, \epsilon_d < \delta$ with high probability for sufficiently large block-length $n$. Conversely, any encoder with rate $R_d \geq C_d$ cannot be deniable.

**B. Converse**

We use standard information-theoretic arguments as follows. Given that Alice is active, we have

$$nR_d \leq H(M),$$

$$= I(M;\bar{X}) + H(M|\bar{X}),$$

$$\overset{(a)}{=} I(M;\bar{X}) + n\epsilon_n,$$

$$\overset{(b)}{=} H(\bar{X}) + n\epsilon_n,$$

$$\overset{(c)}{=} \sum_{j=1}^{n} H(\bar{X}(j)) + n\epsilon_n,$$

$$\overset{(d)}{=} \sup_{p_{\mathcal{X}}(.):\forall W \in \mathcal{W}} H(p_{\mathcal{X}}(.)) + n\epsilon_n,$$

(8)

where $\epsilon_n \rightarrow 0$ as $n \rightarrow \infty$, and (a) follows from Fano’s inequality, (b) is due to non-negativity of entropy, (c) is due to the independence bound on entropy, and (d) due to the deniability condition.
C. Achievability

Random Binning Based Stochastic Encoding:

**Codebook:** Let \( p^a_{\mathcal{X}}(\cdot) \) denote the distribution, defined over the alphabet \( \mathcal{X} := \{0, 1, \cdots, 2^C - 1\} \), that is used by Alice to generate her codeword symbols (referred to as the *scalar active distribution*). Alice computes \( p^a_{\mathcal{X}}(\cdot) \) by solving the following convex optimization problem.

\[
p^a_{\mathcal{X}}(\cdot) = \arg\max_{p_{\mathcal{X}}(\cdot): \forall \mathcal{W} \in \mathcal{W}} H(p_{\mathcal{X}}(\cdot)) .
\]

Note that the codeword sequences will be distributed according to the active distribution \( p^a_{\mathcal{X}}(\cdot) = \prod_{n=1}^{n} p^a_{\mathcal{X}}(\cdot) \), defined over the alphabet \( \mathcal{X}^n \).

For some small \( \epsilon > 0 \), consider the \( \epsilon \)-strongly typical set

\[
\mathcal{T}^{(n)}_{\epsilon}(p^a_{\mathcal{X}}(\cdot)) = \left\{ \mathbf{x} : \left| \frac{1}{n} N(a|\mathbf{x}) - p^a_{\mathcal{X}}(a) \right| \leq \frac{\epsilon}{|\mathcal{X}|} \quad \forall a \in \mathcal{X}, \right. \\
\left. \quad \text{if } p^a_{\mathcal{X}}(a) > 0 \\
\left. \quad \text{if } p^a_{\mathcal{X}}(a) = 0 \right\} .
\]

Randomly bin the sequences in the strongly typical set \( \mathcal{T}^{(n)}_{\epsilon}(p^a_{\mathcal{X}}(\cdot)) \) into \( 2^{nR} \) bins, where \( R = H(p^a_{\mathcal{X}}) - O\left(\epsilon \log_2 \frac{1}{\epsilon} + \frac{\log_2 n}{n}\right) \). Let \( \mathcal{B}(j) \) denote the set of sequences that belong to bin \( j, 1 \leq j \leq 2^n \). Generate the codebook \( \mathcal{C} \) as the set of sequences that are fallen in the first \( 2^{nR} \) bins, i.e.,

\[
\mathcal{C} = \bigcup_{j=1}^{2^n} \mathcal{B}(j) ,
\]

where \( R_d = R - \frac{\log_2 n}{n} \). Fig. 3 depicts the codebook generation process. Note that the covert transmission rate is \( R_d = H(p^a_{\mathcal{X}}) - O\left(\epsilon \log_2 \frac{1}{\epsilon} + \frac{\log_2 n}{n}\right) - \frac{\log_2 n}{n} \).

**Encoding:** Associate each length-\( nR \), binary message vector \( \mathbf{m} \) with the \( m \)-th bin \( \mathcal{B}(m) \), where \( m \) denotes the index corresponding to the binary message vector \( \mathbf{m} \). For simplicity, we denote the \( m \)-th bin interchangeably as \( \mathcal{B}(m) \) or \( \mathcal{B}(\mathbf{m}) \).

To transmit a message \( \mathbf{m} \), randomly choose a codeword from \( \mathcal{B}(\mathbf{m}) \) according to the following conditional distribution.

\[
p_{\mathbf{X}|M}^{\text{stoch}}(\mathbf{x}|m) = \begin{cases} 
\frac{p^a_{\mathbf{X}}(\mathbf{x})}{\sum_{\mathbf{x} \in \mathcal{B}(m)} p^a_{\mathbf{X}}(\mathbf{x})} & \text{if } \mathbf{x} \in \mathcal{B}(m) , \\
0 & \text{Otherwise}.
\end{cases}
\]

\[\text{Fig. 3. Random binning based codebook generation. The strongly typical set is shown as a collection of “type classes” } Q_j, \text{ where all the sequences in a particular type class have the same empirical distribution (type).}\]
Note that distribution $\hat{p}_{X|M}^\text{stoch}(\cdot | \cdot)$ defines a one-to-many stochastic encoder $Enc : M \rightarrow C$. Further, notice that the proposed way of generating the codebook and the stochastic mapping induces a particular distribution $\hat{p}_{\vec{x}}(\vec{x})$ on all $\vec{x} \in C$, which depends on $\hat{p}_{X|M}^\text{stoch}(\vec{x}|m)$.

**Decoding:** Let $\vec{x}$ be the received codeword. If there exists a message $\vec{m}$ such that $\vec{x} \in B(\vec{m})$, then declare that Alice is active and the decoded message $\vec{m}_B = \vec{m}$; else declare that Alice is innocent.

**Deniability:** To prove deniability, we need to analyze the marginal distribution $\hat{p}_{\vec{x}W}(\cdot)$ that Willie observes when Alice is active. To aid that, we first prove some key properties of the proposed encoding. The proofs can be found in Appendix C.

First we show that the proposed encoding ensures that, for any type class that falls in the strongly typical set, the number of codewords of that particular type class per message bin is concentrated around its mean value, if the total number of bins considered in the encoding $(2^{nR})$ is less than a particular threshold.

**Lemma 1.** In the random binning based stochastic encoding encoding, for any type class $Q \in \mathcal{T}_x^{(n)}(p_X^r(\cdot))$, for $1 \leq m \leq 2^{nR}$, we have

$$\left| |Q \cap B(m)| - \mathbb{E}_B [|Q \cap B(m)|] \right| \leq \epsilon \mathbb{E}_B [|Q \cap B(m)|]$$  \hspace{1cm} (13)

with high probability over binning process, provided provided $R \leq H(p_X^r(\cdot)) - \tilde{r}_d$, where $\tilde{r}_d \geq \epsilon \log_2 \frac{2^C}{\epsilon} + \frac{2^C \log_2(n+1)}{n}$.

Second, let us define the probability of a bin as the sum of probabilities (under active distribution) of all the codewords that have fallen in that particular bin. In particular, for a bin $B(m), 1 \leq m \leq 2^{nR}$, $Pr_B(B(m)) := \sum_{\vec{x} : \vec{x} \in B(m)} p_X^r(\vec{x})$, where the probability is computed over the randomness of the binning process. The following lemma shows that the probability of each bin is roughly uniform with high probability.

**Lemma 2.** In the random binning based stochastic encoding, with high probability, the probability of a bin $Pr_B(B(m)) := \sum_{\vec{x} : \vec{x} \in B(m)} p_X^r(\vec{x})$, for $1 \leq m \leq 2^{nR}$, is bounded as

$$(1 - \epsilon_1) \frac{1}{2^{nR}} \leq Pr_B(B(m)) \leq (1 + \epsilon_1) \frac{1}{2^{nR}}$$ \hspace{1cm} (14)

where $\epsilon_1 = \epsilon + (1 - \epsilon)2^{C+1} \exp(-2\epsilon^2 n)$, provided

$$R \leq H(p_X^r(\cdot)) - \tilde{r}_d, \hspace{1cm} \text{where} \hspace{1cm} \tilde{r}_d \geq \epsilon \log_2 \frac{2^C}{\epsilon} + \frac{2^C \log_2(n+1)}{n}.$$  \hspace{1cm} (15)

Third, we show that, when Alice is active, the proposed encoding imposes certain typicality conditions on the sequences that are observed by (and also on the ones that are not observed by) Wille.

**Lemma 3.** Under random binning based stochastic encoding, the sequences $\vec{x}_W$ observed by Willie are $\epsilon$-strongly typical w.r.t. the marginal distribution $p_{\vec{x}W}(\vec{x}_W)$. Further, this in turn implies that the sequences $\vec{x}_{W^c}$ that Willie cannot observe are $\frac{\epsilon(1+|x_{W^c}|)}{|x_W|}$-conditionally strongly typical given $\vec{x}_W$ w.r.t. the conditional distribution $p_{\vec{x}_{W^c} | x_W}(\vec{x}_{W^c} | x_W)$. 


Now, to prove deniability, let us consider the marginal induced distribution as follows.

\[ \hat{p}_{\mathbf{X}_W}(\mathbf{x}_W) = \sum_{\mathbf{x}_W: \mathbf{x}_W = \mathbf{x}_W} \hat{p}_{\mathbf{X}}(\mathbf{x}^e) = \sum_{\mathbf{x}_W: \mathbf{x}_W = \mathbf{x}_W} \hat{p}_{\mathbf{X}}(\mathbf{x}^e) \]  

(16)

\[ \overset{(a)}{=} \sum_{m=1}^{2^{nR_d}} \sum_{\mathbf{x}: \mathbf{x}^e = \mathbf{x}_W} \Pr_{\mathbf{M}, \mathbf{Enc}}(\mathbf{x}^e, m | T = 1) \]  

(17)

\[ = \sum_{m=1}^{2^{nR_d}} \sum_{\mathbf{x}: \mathbf{x}^e = \mathbf{x}_W} \Pr_{\mathbf{M}, \mathbf{Enc}}(\mathbf{x}|m, T = 1) \Pr_{\mathbf{M}}(m | T = 1) \]  

(18)

\[ \overset{(b)}{=} \sum_{m=1}^{2^{nR_d}} \sum_{\mathbf{x}' \in \mathcal{C}} \frac{p^a_{\mathbf{X}}(\mathbf{x})}{\Pr_{\mathbf{B}}(\mathbf{B}(m))} \left( \frac{1}{2^{nR_d}} \right) , \]  

(19)

where (a) follows from the law of total probability, and (b) follows from the definition of the stochastic encoding (cf. (12)) and that the covert messages are uniform over \(2^{nR_d}\) choices.

Since \(R\) satisfies the condition mentioned in (15), using (14) in Lemma 2, we have, with high probability, that

\[ \frac{2^{n(R-R_d)} - \epsilon_1}{1} \sum_{1 \leq m \leq 2^{nR_d}} \sum_{\mathbf{x} : \mathbf{x}^e = \mathbf{x}_W} p^a_{\mathbf{X}}(\mathbf{x}^e) \leq \hat{p}_{\mathbf{X}_W}(\mathbf{x}_W) \leq \frac{2^{n(R-R_d)} - \epsilon_1}{1} \sum_{1 \leq m \leq 2^{nR_d}} \sum_{\mathbf{x} : \mathbf{x}^e = \mathbf{x}_W} p^a_{\mathbf{X}}(\mathbf{x}^e) , \]  

(20)

where \(\epsilon_1 = \epsilon + 2^{C+1} \exp(-2\epsilon^2 n) (1 - \epsilon)\). Note that

\[ \sum_{1 \leq m \leq 2^{nR_d}} \sum_{\mathbf{x} : \mathbf{x}^e = \mathbf{x}_W} p^a_{\mathbf{X}}(\mathbf{x}^e) \overset{(c)}{=} \sum_{\mathbf{x} : \mathbf{x}^e = \mathbf{x}_W} p^a_{\mathbf{X}}(\mathbf{x}^e) \]  

(21)

\[ \sum_{\mathbf{x} : \mathbf{x}^e = \mathbf{x}_W} p^a_{\mathbf{X}}(\mathbf{x}^e) \overset{(d)}{=} \sum_{\mathbf{x}^e : \mathbf{x}^e = \mathbf{x}_W} \sum_{\mathbf{x} : \mathbf{x}^e = \mathbf{x}_W} p^a_{\mathbf{X}}(\mathbf{x}^e) \]  

(22)

\[ \sum_{\mathbf{x} : \mathbf{x}^e = \mathbf{x}_W} p^a_{\mathbf{X}}(\mathbf{x}^e) \overset{(e)}{=} \sum_{Q \in \mathcal{T}_e^{(n)}(\mathbf{X}_W^e | \mathbf{x}_W)} |Q\cap \mathcal{C}_{\mathbf{x}_W}| p^a_{\mathbf{X}}(\mathbf{x}^e : \mathbf{x}_W^e \in Q) \]  

(23)

\[ \overset{(f)}{\in} [(1 - \epsilon), (1 + \epsilon)] \sum_{Q \in \mathcal{T}_e^{(n)}(\mathbf{X}_W^e | \mathbf{x}_W)} \frac{|Q|}{n} p^a_{\mathbf{X}}(\mathbf{x}^e : \mathbf{x}_W^e \in Q) \]  

(24)

\[ \overset{(g)}{\in} [(1 - \epsilon), (1 + \epsilon)] \frac{1}{n} \sum_{\mathbf{x} : \mathbf{x}^e = \mathbf{x}_W} \sum_{\mathbf{x} : \mathbf{x}^e = \mathbf{x}_W} p^a_{\mathbf{X}}(\mathbf{x}^e) \]  

(25)
where (e) follows because for given \( \bar{x}_W \), \( p^a_\bar{X} (\bar{x}^\prime : \bar{x}^\prime_W \in Q) \) is the same for all \( \{ \bar{x}^\prime : \bar{x}^\prime_W \in Q \} \). (f) is due to the fact that \( C_{\bar{x}_W} \) can be considered as a super-bin composed of \( 2^{nR_d} \) bins and then using the similar arguments as in Lemma 1 for concentration of the codewords of conditional type class\(^5\) and (g) follows due to the isomorphism between the sets \( \{ \bar{x}^\prime : \bar{x}^\prime \in T^{(n)}_c, \bar{x}^\prime_W = \bar{x}_W \} \) and \( T^{(n)}_c (\bar{X}_W | \bar{x}_W) \).

Substituting back into (20) and by using \( R_d = R - \log_2 n \), we have, with high probability, that

\[
\frac{(1 - \epsilon)}{(1 + \epsilon)} \sum_{\bar{x}^\prime: \bar{x}^\prime_W = \bar{x}_W \atop \bar{x}^\prime \in T^{(n)}_c (\bar{X})} p^a_\bar{x} (\bar{x}^\prime) \leq \hat{p}_{\bar{x}_W} (\bar{x}_W) \leq \frac{(1 + \epsilon)}{(1 - \epsilon)} \sum_{\bar{x}^\prime: \bar{x}^\prime_W = \bar{x}_W \atop \bar{x}^\prime \in T^{(n)}_c (\bar{X})} p^a_\bar{x} (\bar{x}^\prime). \tag{26}
\]

Rearranging the terms and using Taylor series expansions for \( (1 - \epsilon)^{-1} \) and \( (1 + \epsilon)^{-1} \), we have, with high probability,

\[
(1 - \epsilon) \left( 1 - \mathcal{O} (\epsilon^2) \right) \hat{p}_{\bar{x}_W} (\bar{x}_W) \leq \sum_{\bar{x}^\prime: \bar{x}^\prime_W = \bar{x}_W \atop \bar{x}^\prime \in T^{(n)}_c (\bar{X})} p^a_\bar{x} (\bar{x}^\prime) \leq (1 + \epsilon) \left( 1 + \mathcal{O} (\epsilon^2) \right) \hat{p}_{\bar{x}_W} (\bar{x}_W). \tag{27}
\]

Now, consider the marginal innocent distribution \( p^i_{\bar{x}_W} (\bar{x}_W) \) as follows.

\[
p^i_{\bar{x}_W} (\bar{x}_W) \overset{(i)}{=} p^a_{\bar{x}_W} (\bar{x}_W) \tag{28}
= \sum_{x^\prime_W \in c} p^a_\bar{x} (x^\prime_W, \bar{x}_W) \tag{29}
= \sum_{x^\prime_W = \bar{x}_W} p^a_\bar{x} (\bar{x}^\prime) \tag{30}
= \sum_{x^\prime_W = \bar{x}_W} p^a_\bar{x} (\bar{x}^\prime_W) + \sum_{x^\prime_W \neq \bar{x}_W} p^a_\bar{x} (\bar{x}^\prime_W), \tag{31}
\]

where (i) follows from since uses (9) and thus \( p^a_\bar{x} (\cdot) = p^i_\bar{x} (\cdot) \), and (j) follows by splitting the summation over typical and non-typical sets.

\(^5\)Note that the number of codewords of a conditional type class falling in the super-bin will be concentrated around its mean only if \( H (X_W | X_W) > 0 \). Also, see Remark 1.
Finally, consider the total variation distance between the induced and the innocent marginal distributions

\[
\mathbb{V} \left( \hat{p}_{\mathbf{x}_W} (\cdot), p^a_{\mathbf{x}_W} (\cdot) \right) = \frac{1}{2} \sum_{\mathbf{x}_W} \left| \hat{p}_{\mathbf{x}_W} (\mathbf{x}_W) - p^a_{\mathbf{x}_W} (\mathbf{x}_W) \right| \quad (32)
\]

\[
\leq \frac{1}{2} \sum_{\mathbf{x}_W} \left| \hat{p}_{\mathbf{x}_W} (\mathbf{x}_W) - \sum_{\mathbf{x}' \in \mathcal{T}^{(n)} (\mathbf{x})} p^a_{\mathbf{x}} (\mathbf{x}') + \sum_{\mathbf{x}' \in \mathcal{T}^{(n)} (\mathbf{x})} p^a_{\mathbf{x}} (\mathbf{x}') \right| \quad (33)
\]

\[
\leq \frac{1}{2} \sum_{\mathbf{x}_W} \left| \hat{p}_{\mathbf{x}_W} (\mathbf{x}_W) - \sum_{\mathbf{x}' \in \mathcal{T}^{(n)} (\mathbf{x})} p^a_{\mathbf{x}} (\mathbf{x}') \right| + \frac{1}{2} \sum_{\mathbf{x}_W} \sum_{\mathbf{x}' \in \mathcal{T}^{(n)} (\mathbf{x})} p^a_{\mathbf{x}} (\mathbf{x}') \quad (34)
\]

\[
\leq \frac{1}{2} \left( \epsilon + \epsilon_1 \right) \hat{p}_{\mathbf{x}_W} (\mathbf{x}_W) + \frac{1}{2} \sum_{\mathbf{x}_W} \sum_{\mathbf{x}' \in \mathcal{T}^{(n)} (\mathbf{x})} p^a_{\mathbf{x}} (\mathbf{x}') \quad \text{w.h.p.} \quad (35)
\]

\[
\leq \frac{1}{2} \left( \epsilon + \epsilon_1 \right) + \frac{1}{2} \sum_{\mathbf{x}' \notin \mathcal{T}^{(n)} (\mathbf{x})} p^a_{\mathbf{x}} (\mathbf{x}') \quad (36)
\]

\[
\leq \frac{1}{2} \left( \epsilon + \epsilon_1 \right) + 2^C \exp \left( -2\epsilon^2 n \right) \quad (37)
\]

\[
\equiv \epsilon + (2 - \epsilon) 2^C \exp \left( -2\epsilon^2 n \right) \quad , \quad (38)
\]

where (k) is due to (31), (l) is from (27) (neglecting the higher order terms), (m) is due to \( \bigcup_{\mathbf{x}_W} \mathcal{T}^{(n)} (\mathbf{x}_W | \mathbf{x}_W) = \mathcal{T}^{(n)} (\mathbf{x}) \), (n) is due to typicality – in particular, \( \Pr_{\mathbf{x}} \left( \mathbf{x} \notin \mathcal{T}^{(n)} (\mathbf{x}) \right) \leq 2 |\mathcal{X}| \exp \left( -2\epsilon^2 n \right) \) (see [14]), where \(|\mathcal{X}| = 2^C\), and (o) follows since \( \epsilon_1 = \epsilon + (1 - \epsilon) 2^{C+1} \exp \left( -2\epsilon^2 n \right) \). Therefore, for sufficiently large \( n \), the total variation distance between the marginal innocent distribution and the marginal induced distribution can be made arbitrarily small with probability double exponentially close to 1 by choosing \( \epsilon = O \left( \frac{1}{\sqrt{n}} \right) \), which completes the proof for deniability.

**Reliability**: Note that the encoding maps each \( \mathbf{x} \in \mathcal{C} \) with exactly one message \( m \). Thus, when Alice is active, Bob can always find \( \hat{m} : \mathbf{x} \in B (\hat{m}) \), as the links are noiseless. When Alice is innocent, Bob’s estimation fails if her innocent codeword falls in her active codebook.

First, let us consider a case wherein the scalar active distribution differs from the scalar innocent distribution by more than \( \epsilon \) for each symbol, i.e., \( |p^a_{\mathbf{x}} (b) - p^a_{\mathbf{x}} (b)| \geq \epsilon \forall b \in \mathcal{X} \). In this case, the \( \epsilon \)-strongly typical set \( \mathcal{T}^{(n)} (p^a_{\mathbf{x}} (\cdot)) \) will have zero intersection with the \( \epsilon \)-strongly typical set \( \mathcal{T}^{(n)} (p^a_{\mathbf{x}} (\cdot)) \). Since Alice’s (active) codebook is a subset of \( \mathcal{T}^{(n)} (p^a_{\mathbf{x}} (\cdot)) \), the probability that an innocent codeword falls in her codebook is at the most the probability that the codeword is atypical, which itself is bounded below \( 2 |\mathcal{X}| \exp \left( -2\epsilon^2 n \right) \) (see [14]).

Next, consider the case where the scalar active and innocent distributions are close to each other. In this case, the worst scenario is when the given innocent distribution is such that \( p^a_{\mathbf{x}} (b) = p^a_{\mathbf{x}} (b) \). Here, Alice generates her codebook according to the distribution \( p^a_{\mathbf{x}} (\cdot) = p^a_{\mathbf{x}} (\cdot) \). When Alice is innocent, with high probability her innocent codeword \( \mathbf{x} \in \mathcal{T}^{(n)} (p^a_{\mathbf{x}} (\cdot)) = \mathcal{T}^{(n)} (p^a_{\mathbf{x}} (\cdot)) \). Bob will wrongly estimate Alice to be active if her innocent codeword falls in her active codebook, which is equivalent to her innocent codeword falling in the first \( \frac{2^C n}{n} \) message bins. Due to random binning, the probability of this event is \( \frac{1}{n} \). Alice’s atypical codeword can never fall in her active codebook, since her codebook is a subset of \( \epsilon \)-strongly typical set. Therefore, Bob’s estimation error probability is \( O \left( \frac{1}{n} \right) \). When Alice is active, Bob
can always decode the correct covert message, since the encoding is uniquely decodable. Thus, probability of decoding error is zero. Hence, the scheme is reliable.

**Remark 1.** Note that there exist some corner point cases in which \( p^a_x(.) \) will be such that Willie can estimate the (sub)-codeword that he cannot observe. For example, consider a 3-path network on which Willie can observe any two links. Suppose scalar active distribution is as follows. \( p^a_x(x) = \frac{1}{2} \) if \( x = 0 \) or \( x = 7 \), and \( p^a_x(x) = 0 \) otherwise. In this case, solving the optimization results in \( p^a_x(.) \) and further \( H(x^W|x^v) = 0 \). Therefore, any scheme cannot be deniable nor hidable, as Willie and Bob have equal power.

V. DENIABLE AND HIDABLE ENCODERS

While deniability ensures that Willie cannot infer Alice’s transmission status, it does not guarantee the hidability. Even if Willie is unable to estimate the transmission status, he can try to infer some information about the potential messages. At the same time, the hidability does not ensure deniability, since the notion of hidability focusses on securing the covert messages but not the fact that covert communication is under progress. We present some examples of the protocols that are deniable but not hidable, and vice-versa in the appendix B.

A. Main Result for Deniable and Hidable Communication

First, we briefly review the concepts of *conditional typicality*, which we use in the proof of hidability (for details, see [14]).

The conditional type of a codeword sequence \( \tilde{x}_W^c \) given \( \tilde{x}_W \) is a stochastic matrix that gives the proportion of times a particular symbol of \( \mathcal{X}_W^c \) has occurred with each symbol of \( \mathcal{X}_W \) in the pair \([\tilde{x}_W; \tilde{x}_W^c]\). In particular, for \((a, b) \in \mathcal{X}_W \times \mathcal{X}_W^c\), the conditional type is defined as \( Q_{\tilde{x}_W^c|\tilde{x}_W}(b|a) = \frac{N(a,b|\tilde{x}_W,\tilde{x}_W^c)}{N(a|\tilde{x}_W)} \).

An \( \epsilon \)-conditionally strongly typical set is defined as

\[
\mathcal{T}_\epsilon^{(n)}(\tilde{x}_W^c|\tilde{x}_W) = \left\{ \tilde{x}_W^c : \left\lfloor \frac{1}{n} N(a,b|\tilde{x}_W,\tilde{x}_W^c) - p^a_{\tilde{x}_W^c|\tilde{x}_W}(b|a) N(a|\tilde{x}_W) \right\rfloor \leq \frac{\epsilon}{|\mathcal{X}_W|} \right\}.
\]

Next, in the following, we show that the requirement of hidability in addition to deniability further reduces the rate at which Alice can communicate covert messages.

**Theorem 2.** The capacity of the reliable-deniable-hidable communication over a multipath network is

\[
C_{h,d} = \sup_{p_X(.) : \forall \mathcal{W} \in \mathcal{W}^}\min_{W \in \mathcal{W}} [H(p_X(.)|W) - H(p_{X,W}(.)|W)].
\]

In other words, for any sufficiently small \( \delta \), any scalar innocent distribution \( p^1_X(.) \), any covert transmission rate \( R_{h,d} < C_{h,d} \), there exists an encoder \( Enc : \{0,1\}^n \times \{0,1\}^{nr} \rightarrow \{0,1\}^{C \times n} \) that is simultaneously \((1 - \epsilon_r)\)-reliable, \((1 - \epsilon_d)\)-deniable, and \((1 - \epsilon_h)\)-hidable for any \( 0 \leq \epsilon_r, \epsilon_d, \epsilon_h < \delta \) with high probability for sufficiently large block-length \( n \). Conversely, any encoder with rate \( R_{h,d} \geq C_{h,d} \) cannot be simultaneously hidable and deniable.
B. Converse

The converse follows from the standard information theoretic arguments as follows.

\[
\begin{align*}
    nR_{h,d} & \leq H(M) \\
    & \overset{(a)}{=} H(M|\bar{X}_W) + \epsilon_s \\
    & = H(M|\bar{X}_W) - H(M|\bar{X}_W, \bar{X}_W^c) + n\epsilon_n + \epsilon_s, \\
    & \overset{(b)}{=} I(M; \bar{X}_W|\bar{X}_W) + n\epsilon_n + \epsilon_s, \\
    & = H(\bar{X}_W|\bar{X}_W) - H(\bar{X}_W|\bar{X}_W, M) + n\epsilon_n + \epsilon_s, \\
    & \overset{(c)}{=} H(\bar{X}_W|\bar{X}_W) + n\epsilon_n + \epsilon_s, \\
    & \overset{(d)}{=} \min_{W \in \mathcal{M}} H(\bar{X}_W|\bar{X}_W) + n\epsilon_n + \epsilon_s, \\
    & \overset{(e)}{=} n \sup_{p_X(.) : x \in \mathcal{M}} \min_{W \in \mathcal{M}} H(X_W|X_W) + n\epsilon_n + \epsilon_s,
\end{align*}
\]

where \(\epsilon_n \to 0\) as \(n \to \infty\), and \(\epsilon_s\) is some arbitrarily small positive constant. Here, (a) follows from the requirement of hidability (note that the hidability condition always guarantees the strong information-theoretic secrecy for some arbitrarily small \(\epsilon_s\)), (b) follows from Fano’s inequality and since \(\bar{X} = [\bar{X}_W, \bar{X}_W^c]\), (c) follows from the non-negativity of entropy, (d) is due to Willie’s ability to tap the subset of links having maximum entropy and (e) is due to independence bound of the entropy and the deniability condition.

C. Achievability

Encoding: [Random Binning Based Stochastic Encoding] Codebook generation and encoding remains the same as in the deniability case, except that the rate used during the random binning stage is \(R = \min_{W \in \mathcal{M}} H(X_W|X_W) - O \left( \epsilon \log_2 \frac{1}{\epsilon} + \frac{\log_2 n}{n} \right)\). The covert transmission rate is \(R_{c,d} = R - \frac{\log_2 n}{n}\).

Hidability: First, we show that, for any sequence \(\bar{X}_W\) observed by Willie, the number of codewords of a particular conditional type \(Q_{\bar{X}_W|\bar{X}_W} \in \mathcal{T}_c^{(n)}(\bar{X}_W|\bar{X}_W)\) per message bin is tightly concentrated around its mean value with high probability.

Lemma 4. For any codeword \(\bar{x}_W\) that is observed by Willie, for any \(Q_{\bar{X}_W|\bar{X}_W} \in \mathcal{T}_c^{(n)}(\bar{X}_W|\bar{X}_W)\), we have

\[
\left| Q_{\bar{X}_W|\bar{X}_W} \cap \mathcal{B}(m) \right| \to \mathbb{E}_B \left[ \left| Q_{\bar{X}_W|\bar{X}_W} \cap \mathcal{B}(m) \right| \right] = \frac{|Q_{\bar{X}_W|\bar{X}_W}|}{2^{nR}} \text{ w.h.p.} \tag{41}
\]

provided

\[
R \leq \min_{W \in \mathcal{M}} H(p^a_{X_W|X_W}(\cdot, \cdot)) - \tilde{r}_d^1, \quad \text{such that } \tilde{r}_d^1 \geq 2\epsilon \log_2 \frac{2^C}{\epsilon} + \frac{2^C \log_2(n + 1)}{n}. \tag{42}
\]

To achieve hidability, we want to have (see [4])

\[
\frac{P_{M,\text{Enc}}(M = m|\bar{x}_W, T = 1)}{P_{M}(M = m|T = 1)} \in [1 - \epsilon_h, 1 + \epsilon_h].
\]
Using Bayes’ rule, the above condition transforms to
\[
\frac{\Pr_{\tilde{M}, Enc}(\tilde{X}_W = \tilde{x}_W|M = m, T = 1)}{\Pr_{\tilde{M}, Enc}(\tilde{X}_W = \tilde{x}_W|T = 1)} \in [1 - \epsilon_h, 1 + \epsilon_h]. \tag{43}
\]

Now, since \(\Pr_{\tilde{M}, Enc}(\tilde{X}_W = \tilde{x}_W|T = 1) = \hat{p}_{\tilde{X}_W}(\tilde{x}_W)\), by following the same lines as in the deniability proof, we can get (cf. (26)),
\[
\frac{1 - \epsilon}{1 + \epsilon_1} \sum_{\tilde{x}':\tilde{x}'_W = \tilde{x}_W \atop \tilde{x}' \in T^{(n)}(\tilde{x})} \hat{p}_{\tilde{x}}^a(\tilde{x}') \leq \Pr_{\tilde{M}, Enc}(\tilde{X}_W = \tilde{x}_W|T = 1) \leq \frac{1 + \epsilon}{1 - \epsilon_1} \sum_{\tilde{x}':\tilde{x}'_W = \tilde{x}_W \atop \tilde{x}' \in T^{(n)}(\tilde{x})} \hat{p}_{\tilde{x}}^a(\tilde{x}') \tag{44}
\]

Next, consider the conditional probability of Willie observing a sequence \(\tilde{x}_W\) given that some message \(\tilde{m}\) was transmitted as follows:
\[
\Pr_{\tilde{M}, Enc}(\tilde{X}_W = \tilde{x}_W|\tilde{M} = \tilde{m}, T = 1) = \sum_{\tilde{x}'_W} \Pr_{\tilde{M}, Enc}(\tilde{x}'_W|\tilde{M} = \tilde{m}, T = 1) = \sum_{\tilde{x}'_W} \hat{p}_{\tilde{x}'}^{\text{stoch}}(\tilde{x}'|\tilde{m}, T = 1) \tag{45}
\]

where (a) follows from the rule of total probability and (b) follows from the definition of the stochastic encoder (see (12)).

Using Lemma 3 to bound \(\Pr_B(\mathcal{B}(\tilde{m}))\) and the isomorphism between the sets \(\{\tilde{x}' : \tilde{x}' \in T^{(n)}, \tilde{x}'_W = \tilde{x}_W\}\) and \(T^{(n)}(\tilde{X}_W|\tilde{X}_W)\) which follows from Lemma 3, it is easy to show that
\[
\frac{2^{nR}}{1 + \epsilon_1} \sum_{Q_{\tilde{x}_W|\tilde{x}_W} \in T^{(n)}(\tilde{x}_W|\tilde{x}_W)} |Q_{\tilde{x}_W|\tilde{x}_W} \cap \mathcal{B}(\tilde{m})| \hat{p}_{\tilde{x}}^a(\tilde{x}'_Q) \leq \Pr_{\tilde{M}, Enc}(\tilde{X}_W|\tilde{m}, T = 1) \leq \frac{2^{nR}}{1 - \epsilon_1} \sum_{Q_{\tilde{x}_W|\tilde{x}_W} \in T^{(n)}(\tilde{x}_W|\tilde{x}_W)} |Q_{\tilde{x}_W|\tilde{x}_W} \cap \mathcal{B}(\tilde{m})| \hat{p}_{\tilde{x}}^a(\tilde{x}'_Q), \tag{46}
\]

where \(\tilde{x}'_Q = \{\tilde{x}' : \tilde{x}'_W \in Q_{\tilde{x}_W|\tilde{x}_W}\}\).

From Lemma 4, as condition (42) is satisfied, we have, with high probability, that
\[
\frac{2^{nR}}{1 + \epsilon_1} \sum_{Q_{\tilde{x}_W|\tilde{x}_W} \in T^{(n)}(\tilde{x}_W|\tilde{x}_W)} \frac{|Q_{\tilde{x}_W|\tilde{x}_W}|}{2^{nR}} \hat{p}_{\tilde{x}}^a(\tilde{x}'_Q) \leq \Pr_{\tilde{M}, Enc}(\tilde{X}_W|\tilde{m}, T = 1) \leq \frac{2^{nR}}{1 - \epsilon_1} \sum_{Q_{\tilde{x}_W|\tilde{x}_W} \in T^{(n)}(\tilde{x}_W|\tilde{x}_W)} \frac{|Q_{\tilde{x}_W|\tilde{x}_W}|}{2^{nR}} \hat{p}_{\tilde{x}}^a(\tilde{x}'_Q). \tag{47}
\]

Notice that the rate used for random binning \(R = \min_{W \in \mathcal{X}} H(X_{W'}|X_W) - O\left(\epsilon \log_2 \frac{1}{\epsilon} + \log \frac{1}{\delta}\right)\) is less than the bound given in (15), and thus, Lemma 4 can be used.
However, since $\sum_{\tilde{x}_W \in \mathcal{T}_c^{(n)}} Q_{\tilde{x}_W | \tilde{x}_W} | P_{\tilde{X}}^{\alpha} \left( \tilde{x}^\prime \right) = \sum_{\tilde{x}^\prime : \tilde{x}^\prime \in \mathcal{T}_c^{(n)}} (\tilde{x}_W | \tilde{x}_W) P_{\tilde{X}}^{\alpha} \left( \tilde{x}^\prime \right)$, above inequalities are equivalent to

\[
\frac{1 - \epsilon}{1 + \epsilon} \sum_{\tilde{x}^\prime, \tilde{x}_W \in \mathcal{T}_c^{(n)}} p_{\tilde{X}}^{\alpha} \left( \tilde{x}^\prime \right) \leq \Pr_{\tilde{M}, \tilde{E}_{\text{nc}}} \left( \tilde{x}_W | \tilde{m}, T = 1 \right) \leq \frac{1 + \epsilon}{1 - \epsilon} \sum_{\tilde{x}^\prime, \tilde{x}_W \in \mathcal{T}_c^{(n)}} p_{\tilde{X}}^{\alpha} \left( \tilde{x}^\prime \right). \tag{51}
\]

Finally, using the isomorphism between the sets $\left\{ \tilde{x}^\prime : \tilde{x}^\prime \in \mathcal{T}_c^{(n)}, \tilde{x}_W = \tilde{x}_W \right\}$ and $\mathcal{T}_c^{(n)} \left( \tilde{x}_W | \tilde{x}_W \right)$ (Lemma 3), with high probability, we have

\[
\frac{1 - \epsilon}{1 + \epsilon} \sum_{\tilde{x}^\prime, \tilde{x}_W = \tilde{x}_W} p_{\tilde{X}}^{\alpha} \left( \tilde{x}^\prime \right) \leq \Pr_{\tilde{M}, \tilde{E}_{\text{nc}}} \left( \tilde{x}_W | \tilde{m}, T = 1 \right) \leq \frac{1 + \epsilon}{1 - \epsilon} \sum_{\tilde{x}^\prime, \tilde{x}_W = \tilde{x}_W} p_{\tilde{X}}^{\alpha} \left( \tilde{x}^\prime \right). \tag{52}
\]

From (44) and (52), we have, with high probability,

\[
\frac{(1 - \epsilon)(1 - \epsilon)}{(1 + \epsilon)(1 + \epsilon)} \leq \frac{\Pr_{\tilde{M}, \tilde{E}_{\text{nc}}} \left( \tilde{x}_W = \tilde{x}_W | \tilde{M} = \tilde{m}, T = 1 \right)}{\Pr_{\tilde{M}, \tilde{E}_{\text{nc}}} \left( \tilde{x}_W = \tilde{x}_W | T = 1 \right)} \leq \frac{(1 + \epsilon)(1 + \epsilon)}{(1 - \epsilon)(1 - \epsilon)}, \tag{53}
\]

when the covert transmission rate is $R_{h,d} = \min_{W \in \mathcal{W}} H \left( X_W | X_W \right) - O \left( \epsilon \log_2 \frac{2^C}{\epsilon} + \frac{\log_2 n}{n} \right) - \frac{\log_2 n}{n}$, and hence the proof.

\textbf{Deniability and Reliability:} Since the only change from the deniability case is reduction in the total number of bins used in the binning step, analysis the the previous section holds and the scheme continues to be deniable and reliable. In particular, in section IV-C we showed that the random binning based stochastic encoding is deniable for $R_d = H \left( p_{\tilde{X}}^{\alpha} (.) \right) - O \left( \epsilon \log_2 \frac{2^C}{\epsilon} + \frac{2^C \log_2 (n+1)}{n} \right) - \frac{\log_2 n}{n}$. As conditioning reduces entropy, $R_{h,d} \leq R_d$, and thus, previous analysis holds.

\textit{Remark 2.} Conventional information-theoretically secure techniques, like mixing random keys, essentially exploit the stochastic nature of the encoding to achieve secrecy. Notice that the encoding used for deniability is inherently stochastic. We show that by appropriately reducing the total number of rate, it is possible to achieve hidability in addition to deniability. Intuitively, reducing the total number of bins increases the number of typical sequences per bin, which in turn enhances the level of randomness.

\section{Conclusion}

In this paper, we characterized the capacity of for \textit{reliable-deniable} communication over a multipath network and presented an achievability strategy based on random binning based stochastic encoding. Further, we proposed the concept of hidability, which is a stronger condition than strong information-theoretic secrecy. Finally, we characterized the capacity for \textit{reliable-deniable-hidable} communication over multipath networks.

\section*{Appendix A}

\textbf{Hidability vs. Information Theoretic Secrecy}

In this appendix, we compare the condition of hidability with the condition for strong information-theoretic secrecy. Recall that a scheme is said to be $(1 - \epsilon_h)$-hidable if, for some small $\epsilon_h > 0$, we have

\[
\frac{\Pr_{\tilde{M}, \tilde{E}_{\text{nc}}} \left( \tilde{M} = \tilde{m}, \tilde{x}_W, T = 1 \right)}{\Pr_{\tilde{M}} \left( \tilde{M} = \tilde{m}, T = 1 \right)} \in [1 - \epsilon_h, 1 + \epsilon_h], \quad \forall \tilde{m}, \forall \mathcal{W} \in \mathcal{W}, \tag{54}
\]

\[
\frac{\Pr_{\tilde{M}, \tilde{E}_{\text{nc}}} \left( \tilde{M} = \tilde{m}, \tilde{x}_W, T = 1 \right)}{\Pr_{\tilde{M}} \left( \tilde{M} = \tilde{m}, T = 1 \right)} \leq 1 + \epsilon, \quad \forall \tilde{m}, \forall \mathcal{W} \in \mathcal{W}, \tag{55}
\]

\[
\frac{\Pr_{\tilde{M}, \tilde{E}_{\text{nc}}} \left( \tilde{M} = \tilde{m}, \tilde{x}_W, T = 1 \right)}{\Pr_{\tilde{M}} \left( \tilde{M} = \tilde{m}, T = 1 \right)} \geq 1 - \epsilon, \quad \forall \tilde{m}, \forall \mathcal{W} \in \mathcal{W}, \tag{56}
\]
for any $|\mathcal{W}| \times n$ binary matrix $\bar{x}_W$ that is observed by Willie. On the other hand, for any scheme to satisfy strong information-theoretic secrecy, we need to have [3]:

$$I \left( \tilde{M}; \bar{X}_W | T = 1 \right) \leq \epsilon_s, \quad \forall \mathcal{W} \in \mathcal{M},$$  \hspace{1cm} (55)

for some arbitrarily small $\epsilon_s > 0$.

In the following, we show that the hidability conditional is a stronger condition than the strong information-theoretic secrecy condition.

**Theorem 3.** If a communication scheme is $\left( 1 - o \left( \frac{1}{n} \right) \right)$-hidable, then it must have the strong information-theoretic security. The converse is not necessarily true.

**Proof:** Suppose that the communication scheme under consideration is $\left( 1 - \epsilon_h \right)$-hidable. Consider the entropy of the covert messages conditioned on Willie’s particular observation given that Alice is in the active status, as follows:

$$H \left( \tilde{M} | \bar{X}_W = \bar{x}_W, T = 1 \right) = - \sum_{\tilde{m}} \Pr_{\tilde{M}, \text{Enc}} (\tilde{m} | \bar{x}_W, T = 1) \log_2 \left[ \Pr_{\tilde{M}, \text{Enc}} (\tilde{m} | \bar{x}_W, T = 1) \right]$$  \hspace{1cm} (56)

$$\geq - \sum_{\tilde{m}} (1 - \epsilon_h) \Pr_{\tilde{M}} (\tilde{m} | T = 1) \log_2 \left[ (1 + \epsilon_h) \Pr_{\tilde{M}} (\tilde{m} | T = 1) \right]$$  \hspace{1cm} (57)

$$= (1 - \epsilon_h) H \left( \tilde{M} | T = 1 \right) - (1 - \epsilon_h) \log_2 (1 + \epsilon_h),$$  \hspace{1cm} (58)

where (a) follows from the assumption that the scheme is $\left( 1 - \epsilon_h \right)$-hidable. Then, we have

$$H \left( \tilde{M} | \bar{X}_W, T = 1 \right) = \sum_{\bar{x}_W} \Pr_{\tilde{M}, \text{Enc}} (\bar{X}_W | T = 1) H \left( \tilde{M} | \bar{X}_W = \bar{x}_W, T = 1 \right)$$  \hspace{1cm} (59)

$$\geq \sum_{\bar{x}_W} \Pr_{\tilde{M}, \text{Enc}} (\bar{X}_W | T = 1) (1 - \epsilon_h) \left[ H \left( \tilde{M} | T = 1 \right) - \log_2 (1 + \epsilon_h) \right]$$  \hspace{1cm} (60)

$$= (1 - \epsilon_h) \left[ H \left( \tilde{M} | T = 1 \right) - \log_2 (1 + \epsilon_h) \right],$$  \hspace{1cm} (61)

where (b) follows from the lower bound (58). Therefore, we can write

$$I \left( \tilde{M}; \bar{X}_W | T = 1 \right) = H \left( \tilde{M} | T = 1 \right) - H \left( \tilde{M} | \bar{X}_W, T = 1 \right)$$  \hspace{1cm} (62)

$$\leq H \left( \tilde{M} | T = 1 \right) - (1 - \epsilon_h) \left[ H \left( \tilde{M} | T = 1 \right) - \log_2 (1 + \epsilon_h) \right]$$  \hspace{1cm} (63)

$$= \epsilon_h H \left( \tilde{M} | T = 1 \right) + (1 - \epsilon_h) \log_2 (1 + \epsilon_h)$$  \hspace{1cm} (64)

$$\leq \epsilon_h nR_s + (1 - \epsilon_h) \log_2 (1 + \epsilon_h),$$  \hspace{1cm} (65)

where (c) follows from (61), and (d) follows because $H \left( \tilde{M} | T = 1 \right) \leq \log_2 |\tilde{M}| = nR_s$, where $R_s$ is the rate of transmission for the covert messages. Notice that any of the arguments above does not depend upon the specific choice of $\mathcal{W}$. Hence, $\forall \mathcal{W} \in \mathcal{M}$, we have $I \left( \tilde{M}; \bar{X}_W | T = 1 \right) \leq \epsilon_h nR_s + O (\epsilon_h)$, and thus, if we choose $\epsilon_h = \frac{\epsilon}{nR_s}$, we will achieve information-theoretic secrecy. Moreover, if $\epsilon_h = o \left( \frac{1}{n} \right)$, the hidability implies the strong information-theoretic security for any arbitrarily small $\epsilon_s$.

To show that the converse may not necessarily be true, we give an example of a strongly secure scheme that is not hidable. Even though we do not worry about the deniability in this example, it is possible to extend the presented approach to deniable schemes. Consider a $C = 2$ link multipath network, with Willie observing any one of the links. In the active state, Alice employs a slight variant of Shannon’s one-time padding scheme as follows.
Alice, first, randomly selects a subset $D$ of binary, length-$n$ sequences of cardinality $|D| = 2^{n\delta}$ for some small $\delta \geq 0$. While transmitting a particular covert message sequence $\vec{m}$, if $\vec{m} \notin D$, Alice uses Shannon’s one-time padding. Specifically, she generates a binary, length-$n$ key sequence $\vec{k}$ uniformly at random from the set $D^c$. Then, she transmits the key sequence $\vec{k}$ on the top link, and the exclusive OR of the key sequence and the covert message on the bottom link. However, if $\vec{m} \in D$, she simply transmits the message $\vec{m}$ on the top as well as the bottom link.

First, let us show that this scheme is strongly secure. Notice that, since Willie knows the encoding scheme, he knows the set $D$. Without loss of generality, assume that Willie is observing the top link. If Willie observes a sequence from the set $D$, then he knows that Alice is transmitting that particular message. Hence, we have

$$H(\vec{M}|\vec{X}_W = \vec{x}_W) = \begin{cases} 0 & \text{if } \vec{x}_W \in D \\ \log_2 (2^n - 2^{n\delta}) & \text{if } \vec{x}_W \notin D \end{cases}$$

(66)

Therefore, we have

$$H(\vec{M}|\vec{X}_W) = \left(1 - \frac{2^{n\delta}}{2^n}\right) \log_2 (2^n - 2^n\epsilon).$$

(67)

Then, it is easy to show that

$$I(\vec{M};\vec{X}_W) = H_2\left(\frac{2^{n\delta}}{2^n}\right) + \frac{2^{n\delta}}{2^n} \log_2 (2^{n\delta}),$$

(68)

$$= o(1) \quad \text{for } n \to \infty,$$

(69)

where $H_2(.)$ denotes the binary entropy function.

Next, we show that this scheme does not satisfy the hidability criterion. For instance, for any sequence $\vec{m}_D \in D$, we will have $\Pr_{\vec{M},\text{Enc}} (\vec{M} = \vec{m}_D|\vec{X}_W = \vec{m}_D, T = 1) = 1$, and thus,

$$\frac{\Pr_{\vec{M},\text{Enc}} (\vec{M} = \vec{m}|\vec{X}_W = \vec{m}, T = 1)}{\Pr_{\vec{M}} (\vec{M} = \vec{m}|T = 1)} = 2^n \quad \forall \vec{m} \in D, \forall W \in \mathcal{W},$$

violating the hidability. Intuitively, if Willie happens to observe a sequence from the set $D$, he knows which message was transmitted, and the messages in the set $D$ are not secure. One can argue that such feeble messages are asymptotically small in fraction. However, one should note that there cardinality is symptomatically very large. Moreover, looking at this from the reverse perspective clearly depicts the weakness of this non-hidable encoding scheme, as follows.

Suppose Willie is specifically interested in whether any of the message in set $D$ is transmitted or not. Then, when he observes any sequence $\vec{x}_W \notin D$, he knows that no message in the set $D$ was transmitted. Notice that such event occurs with a large probability of $\left(1 - \frac{2^{n\delta}}{2^n}\right)$.

Appendix B
Examples on Deniability vs. Hidability

In this section, we present some examples of the schemes that are hidable but not deniable and vice-versa.

First, let us consider a hidable scheme that is not deniable. For this, consider Shannon’s one-time padding scheme described in the toy example in section III-B (see Fig. 2 on page 6). It is straightforward to show that this scheme is hidable. However, it induces uniform distribution on the codewords on each link. The marginal induced distribution is far away from the marginal innocent distribution, and thus, the
scheme is not deniable. In fact, notice that this scheme will be deniable only if the marginal innocent distributions on both the individual links are close to uniform.

Now, consider an example of a deniable scheme that is not hidable. Consider a multipath network with $C = 3$ links. Willie can observe any pair of links. The scalar innocent distribution is given by Fig. 4(b). This results in the same marginal innocent distribution as given in Fig. 4(c) on each pair of links. In this case, Alice can use a simple scheme in the active state: she simply copies her cover message bit on each link. In this way, Alice can transmit one bit of covert message to Bob per network use. Since the covert message bits are assumed to be uniformly distributed, this scheme is deniable.

However, this scheme is clearly not hidable. This is because Willie can perfectly decode Alice’s message from his observations, when he knows that Alice is in the active status. This makes the ratio

$$\frac{\Pr_{\mathcal{M}, \text{Enc}}(\mathbf{M}_W = \hat{\mathbf{m}} | \mathbf{X}_W, T = 1)}{\Pr_{\mathcal{M}}(\mathbf{M}_W = \hat{\mathbf{m}} | T = 1)} = 2^n$$

which is exponentially large.

**APPENDIX C**

**PROOFS OF LEMMAS**

A. *Proof of Lemma 7*

Note that $|Q \cap \mathcal{B}(m)|$ denotes the number of codewords of type class $Q$ that are *fallen* in the bin $\mathcal{B}(m)$. For any particular type class $Q$, we have $|Q|$ codewords which will be *thrown* uniformly at random in $2^{nR}$ message bins. Therefore, the expected number of codewords of a particular type class which fall into a given message bin is $\mathbb{E}_B[|Q \cap \mathcal{B}(m)|] = \frac{|Q|}{2^{nR}}$. Moreover, note that for any type $Q$ defined over an alphabet $\mathcal{X}$, the type class $Q$ satisfies (see [15])

$$\frac{1}{(n + 1)|\mathcal{X}|} 2^{nH(Q)} \leq |Q| \leq 2^{nH(Q)}$$

(70)
Hence, using $|\mathcal{X}| = 2^C$, we get
\[
\frac{1}{(n + 1)^{2^C}} \leq \frac{2n^{H(Q)}}{2nR} \leq \frac{2n^{H(Q)}}{2nR}.
\]

(71)

Then, by using Chernoff bound, we can write
\[
\Pr \left( \left| Q \cap B(\tilde{m}) \right| - \mathbb{E}_B \left[ \left| Q \cap B(\tilde{m}) \right| \right] \geq \epsilon \mathbb{E}_B \left[ \left| Q \cap B(\tilde{m}) \right| \right] \right) \leq 2 \exp \left( -\frac{\epsilon^2 \mathbb{E}_B \left[ \left| Q \cap B(\tilde{m}) \right| \right]}{3} \right),
\]

(72)

where (a) follows from the lower bound in (71).

After simplifying (73), we can see that, if $R = H(p_X^a(\cdot)) - \tilde{r}_d$, then as $n \rightarrow \infty$, we have $\left| Q \cap B(\tilde{m}) \right| \rightarrow \mathbb{E}_B \left[ \left| Q \cap B(\tilde{m}) \right| \right]$ with probability at least $1 - 2 \exp \left( -\frac{\epsilon^2 n \left[ H(Q) - \frac{2^C \log_2(n+1)}{n} - H(p_X^a(\cdot)) + \tilde{r}_d \right]}{3} \right)$. Note that this probability will approach 1 if the exponent term $\left[ H(Q) - \frac{2^C \log_2(n+1)}{n} - H(p_X^a(\cdot)) + \tilde{r}_d \right]$ is positive $\forall Q \in \mathcal{T}_r(n)(\tilde{X})$. For this, it suffices to consider $Q^* = \arg \min_{Q \in \mathcal{T}_r(n)(\tilde{X})} H(Q)$, which is the type class in the typical set such that the entropy of the corresponding type is the minimum. This type $Q^*$ will enable us to characterize the value of $\tilde{r}_d$ such that the exponent term is positive $\forall Q \in \mathcal{T}_r(n)(\tilde{X})$.

Let $\theta(Q^*)$ denote the total variation distance between type $Q^*$ and $p_X^a(\cdot)$. Then, we have
\[
\theta(Q^*) = \mathcal{V}(Q^*, p_X^a(\cdot)) = \frac{1}{2} \sum_{a \in \mathcal{X}} \left| Q^*(a) - p_X^a(a) \right|,
\]

(74)

\[
\leq \frac{1}{2} \sum_{a \in \mathcal{X}} \frac{\epsilon}{|\mathcal{X}|},
\]

(75)

\[
= \frac{\epsilon}{2},
\]

(76)

where equation (75) follows from the definition of strongly typical set. Now, for any $\epsilon \leq \frac{1}{2}$, we will have $\theta(Q^*) \leq \frac{1}{4}$, which would allow us to use the following result from [14, Lemma 2.7]:
\[
\left| H(Q^*) - H(p_X^a(\cdot)) \right| \leq -2\theta(Q^*) \log_2 \frac{2\theta(Q^*)}{|\mathcal{X}|}.
\]

(77)

Moreover, since the RHS in (77) is an increasing function of $\theta(Q^*)$ for $0 \leq \theta(Q^*) \leq \frac{1}{2}$, we have $\left| H(Q^*) - H(p_X^a(\cdot)) \right| \leq -\epsilon \log_2 \frac{\epsilon}{|\mathcal{X}|}$. Therefore, we get $\left[ H(Q^*) - \frac{2^C \log_2(n+1)}{n} - H(p_X^a(\cdot)) + \tilde{r}_d \right] \geq \epsilon \log_2 \frac{\epsilon}{|\mathcal{X}|} - \frac{2^C \log_2(n+1)}{n} + \tilde{r}_d$, which is positive if (15) holds. Consequently, $\left| Q \cap B(\tilde{m}) \right| \rightarrow \mathbb{E}_B \left[ \left| Q \cap B(\tilde{m}) \right| \right]$ with probability approaching double exponentially close to 1 if (15) holds.
B. Proof of Lemma 2

Beginning with the definition of the probability of a message bin, we can write

\[
\Pr_B (B (\bar{m})) = \sum_{\vec{x} \in C \cap B (\bar{m})} p^a_\vec{x} (\bar{x}),
\]

(78)

\[
= (a) \sum_{\vec{x} \in T^{(n)} \cap B (\bar{m})} p^a_\vec{x} (\bar{x}),
\]

(79)

\[
= (b) \sum_{Q \in T^{(n)} \cap B (\bar{m})} \sum_{\vec{x} \in Q} p^a_\vec{x} (\bar{x})
\]

(80)

\[
= (c) \sum_{Q \in T^{(n)}} |Q \cap B (\bar{m})| p^a_\vec{x} (\bar{x} : \bar{x} \in Q),
\]

(81)

where (a) follows since in the random binning based schemes, the codebook is the \( \epsilon \)-strongly typical set, \( i.e., C = T^{(n)}_\epsilon \), (b) follows because the strongly typical set can be considered as a collection of several type classes, and (c) follows from the fact that the probability of each codeword in any particular type class is the same. Notice that, here, \( |Q \cap B (\bar{m})| \) denote the number of codewords of \( Q \) that are associated with the bin \( B (\bar{m}) \).

Taking expectation of both sides with respect to the binning process, we get

\[
\mathbb{E}_B [\Pr_B (B (\bar{m}))] = \sum_{Q \in T^{(n)}_\epsilon} \mathbb{E}_B [|Q \cap B (\bar{m})|] p^a_\vec{x} (\bar{x} : \bar{x} \in Q)
\]

(82)

\[
= (d) \sum_{Q \in T^{(n)}_\epsilon} \frac{|Q|}{2^{nR}} p^a_\vec{x} (\bar{x} : \bar{x} \in Q)
\]

(83)

\[
= \frac{1}{2^{nR}} \sum_{Q \in T^{(n)}_\epsilon} |Q| p^a (\bar{x} : \bar{x} \in Q)
\]

(84)

\[
= (e) \frac{1}{2^{nR}} \Pr_\bar{x} (T^{(n)}_\epsilon (p^a (\cdot)))
\]

(85)

where, to get (d), recall that in a random binning experiment with \( m \) balls and \( k \) bins, the expected number of balls in a bin is \( \frac{m}{k} \). For (e), observe that \( |Q| p^a (\bar{x} : \bar{x} \in Q) = \Pr (Q) \). Finally, using the the probability of \( \epsilon \)-strongly typical set can be lower bounded as \( \Pr (T^{(n)}_\epsilon) \geq 1 - 2 |X| \exp (-2\epsilon^2 n) \) (see [14]). Therefore, we have

\[
\mathbb{E}_B [\Pr (B (\bar{m}))] \in \left( 1 - 2^{C+1} \exp (-2\epsilon^2 n), 1 \right) \frac{1}{2^{nR}},
\]

(87)

where we substitute \( |X| = 2^C \).
Now, consider
\[
|\Pr_B(B(\tilde{m})) - \mathbb{E}_B[\Pr_B(B(\tilde{m}))]| \overset{(g)}{=} \left| \sum_{Q \in T_e^{(n)}} |Q \cap B(\tilde{m})| p^a_{\tilde{x}} (\tilde{x} : \tilde{x} \in Q) \right| - \left| \sum_{Q \in T_e^{(n)}} \mathbb{E}_B[|Q \cap B(\tilde{m})|] p^a_{\tilde{x}} (\tilde{x} : \tilde{x} \in Q) \right| \\
\leq \sum_{Q \in T_e^{(n)}} \left| |Q \cap B(\tilde{m})| - \mathbb{E}_B[|Q \cap B(\tilde{m})|] \right| p^a_{\tilde{x}} (\tilde{x} : \tilde{x} \in Q), \quad (89)
\]
\[
\leq \sum_{Q \in T_e^{(n)}} \left| |Q \cap B(\tilde{m})| - \mathbb{E}_B[|Q \cap B(\tilde{m})|] \right| p^a_{\tilde{x}} (\tilde{x} : \tilde{x} \in Q), \quad \text{w.h.p.} \quad (90)
\]
\[
\overset{(h)}{=} \sum_{Q \in T_e^{(n)}} \epsilon \mathbb{E}_B[|Q \cap B(\tilde{m})|] p^a_{\tilde{x}} (\tilde{x} : \tilde{x} \in Q), \quad \text{w.h.p.} \quad (91)
\]
\[
\therefore \Pr_B(B(\tilde{m})) \in [(1 - \epsilon), (1 + \epsilon)] \mathbb{E}_B[\Pr_B(B(\tilde{m}))], \quad \text{w.h.p.} \quad (92)
\]
\[
\ \text{where (g) follows from (81), (h) follows from the result proven in the first half, and (i) follows again from (81). Finally, the result (14) follows from (87) and (93).}
\]

C. Proof of Lemma

Note that the transmitted codeword can be decomposed into the part observed by Willie and the part not observed by Willie as \( \tilde{x} = [\tilde{x}_W; \tilde{x}_{W^c}] \), where \( \tilde{x} \in \mathcal{X}^n = \{0, 1, \ldots, 2^C - 1\}^n \), \( \tilde{x}_W \in \mathcal{X}_W^n = \{0, 1, \ldots, 2^{3W} - 1\}^n \), and \( \tilde{x}_{W^c} \in \mathcal{X}_{W^c}^n = \{0, 1, \ldots, 2^{3W} - 1\}^n \). Further, each symbol \( c \in \mathcal{X} \) of the codeword is associated with a pair of symbols \( (a, b) \in \mathcal{X}_W \times \mathcal{X}_{W^c} \).

Now, for a strongly typical codeword \( \tilde{x} \in T_e^{(n)} \), we have
\[
\left| \frac{1}{n} N(c|\tilde{x}) - p^a_{\tilde{x}}(c) \right| \leq \frac{\epsilon}{|\mathcal{X}|} \quad \forall c \in \mathcal{X}
\]
\[
\therefore \left| \frac{1}{n} N(a,b|\tilde{x}_W,\tilde{x}_{W^c}) - p^a_{\tilde{x}_W,\tilde{x}_{W^c}}(a,b) \right| \leq \frac{\epsilon}{|\mathcal{X}_W||\mathcal{X}_{W^c}|} \quad \forall (a,b) \in \mathcal{X}_W \times \mathcal{X}_{W^c}, \quad (94)
\]
where distribution \( p^a_{\tilde{x}}(.) \) can be represented as the joint distribution \( p^a_{\tilde{x}_W,\tilde{x}_{W^c}}(.,.) \). Then, for a sequence \( \tilde{x}_W \) observed by Willie, we have
\[
\left| \frac{1}{n} N(a|\tilde{x}_W) - p^a_{\tilde{x}_W}(a) \right| = \left| \sum_{b \in \mathcal{X}_{W^c}} \frac{1}{n} N(a,b|\tilde{x}_W,\tilde{x}_{W^c}) - \sum_{b \in \mathcal{X}_{W^c}} p^a_{\tilde{x}}(a,b) \right| \quad \forall a \in \mathcal{X}_W
\]
\[
\leq \sum_{b \in \mathcal{X}_{W^c}} \left| \frac{1}{n} N(a,b|\tilde{x}_W,\tilde{x}_{W^c}) - p^a_{\tilde{x}_W,\tilde{x}_{W^c}}(a,b) \right| \quad \forall a \in \mathcal{X}_W
\]
\[
\overset{(p)}{=} \frac{\epsilon}{|\mathcal{X}_W|} \quad \forall a \in \mathcal{X}_W, \quad (95)
\]
where (p) follows from the strong typicality of \( \tilde{x} \) (see (94)). Hence, when \( \tilde{x} \) is strongly typical w.r.t. \( p^a_{\tilde{x}}(.) \), \( \tilde{x}_W \) is strongly typical w.r.t. \( p^a_{\tilde{x}_W}(.) \).
Now, in order to prove the conditional strong typicality of $\bar{x}_{W|\bar{x}}$ given $\bar{x}_W$, observe that

$$\frac{1}{n} N(a, b; \bar{x}_W, \bar{x}_{W|\bar{x}}) - p_{\bar{x}_{W|\bar{x}}|x_W}(b|a) N(a; \bar{x}_W)$$

$$\leq \frac{q}{|X_W|} \left( \frac{1}{|X_{W|\bar{x}}|} + p_{\bar{x}_{W|\bar{x}}|x_W}(b|a) \right) \forall (a, b) \in X_W \times X_{W|\bar{x}},$$

(96)

$$\leq \frac{\epsilon}{|X_W|} \left( \frac{1 + |X_{W|\bar{x}}|}{|X_{W|\bar{x}}|} \right),$$

(97)

where (q) follows from (94) and (95), thus, proving the conditional strong typicality of $\bar{x}_{W|\bar{x}}$ given $\bar{x}_W$. Note that equation (97) imposes the definition of the conditionally strongly typical set as

$$\mathcal{T}_e^{(n)} \left( \bar{x}_{W|\bar{x}} | \bar{x}_W \right) = \left\{ \bar{x}_{W|\bar{x}} : \forall (a, b) \in X_W \times X_{W|\bar{x}}, \quad \begin{array}{l}
\text{if } p_{\bar{x}_{W|\bar{x}}|x_W}(b|a) > 0 \\
N(a, b; \bar{x}_W, \bar{x}_{W|\bar{x}}) = 0, \quad \text{if } p_{\bar{x}_{W|\bar{x}}|x_W}(b|a) = 0
\end{array} \right\}.$$  

(98)

D. Proof of Lemma 2

Recall that the conditional type of a codeword sequence $\bar{x}_{W|\bar{x}}$ given $\bar{x}_W$ is a stochastic matrix that gives the proportion of times a particular symbol of $X_{W|\bar{x}}$ has occurred with each symbol of $X_W$ in the pair $[\bar{x}_W; \bar{x}_{W|\bar{x}}]$. In particular, for $(a, b) \in X_W \times X_{W|\bar{x}}$, the conditional type is defined as $Q_{\bar{x}_{W|\bar{x}}|x_W}(b|a) = \frac{N(a, b; \bar{x}_W, \bar{x}_{W|\bar{x}})}{N(a; \bar{x}_W)}$.

Now, by Chernoff bound, we have

$$\Pr \left( \left| Q_{\bar{x}_{W|\bar{x}}|x_W} \cap B(\bar{m}) \right| - \mathbb{E}_B \left[ \left| Q_{\bar{x}_{W|\bar{x}}|x_W} \cap B(\bar{m}) \right| \right] \leq \epsilon \mathbb{E}_B \left[ \left| Q_{\bar{x}_{W|\bar{x}}|x_W} \cap B(\bar{m}) \right| \right] \right) \leq 2 \exp \left( -\frac{\epsilon^2 \mathbb{E}_B \left[ \left| Q_{\bar{x}_{W|\bar{x}}|x_W} \cap B(\bar{m}) \right| \right]}{3} \right).$$

(99)

Note that the expected number of codeword (balls) of a particular conditional type that fall into any message bin is

$$\mathbb{E}_B \left[ \left| Q_{\bar{x}_{W|\bar{x}}|x_W}(b|a) \cap B(\bar{m}) \right| \right] = \frac{|Q_{\bar{x}_{W|\bar{x}}|x_W}(b|a)|}{2^n R},$$

(100)

for the total number of message bins is equal to the total number of messages.

Next, to upper bound (99), let us find a lower bound on the cardinality of the conditional type class. If we multiply the stochastic matrix associated with the conditional type $Q_{\bar{x}_{W|\bar{x}}|x_W}$ by the type of $\bar{x}_W$, denoted as $Q_{\bar{x}_W}$, we get the joint type of $\bar{x} = [\bar{x}_W; \bar{x}_{W|\bar{x}}]$ denoted as $Q_{\bar{x}}$. Now, the conditional type class can be considered as the set $Q_{\bar{x}_{W|\bar{x}}|x_W} = \{\bar{x}_{W|\bar{x}} : [\bar{x}_W; \bar{x}_{W|\bar{x}}] \in Q_{\bar{x}}\}$. Observe that $|Q_{\bar{x}_{W|\bar{x}}|x_W}|$ is constant for a given $\bar{x}_W \in Q_{\bar{x}_W}$, and thus, $\left| Q_{\bar{x}_{W|\bar{x}}|x_W} \right| = \left| Q_{\bar{x}_W} \right|$. Then, by lower bounding $|Q_{\bar{x}}|$ and upper bounding $|Q_{\bar{x}_W}|$ using [15] Theorem 11.1.3), we have

$$\frac{1}{(n + 1)|X_W||X_{W|\bar{x}}|} 2^{n H(Q_{\bar{x}})} \leq |Q_{\bar{x}_{W|\bar{x}}|x_W}|$$

(101)

Therefore, if $R \leq H \left( p_{\bar{x}_{W|\bar{x}}|x_W}(\cdot|\cdot) \right) - \frac{1}{2} \frac{H(Q_{\bar{x}})}{n}$, using (100) and (101), the probability in (99) can be upper bounded by

$$\Pr \left( \left| Q_{\bar{x}_{W|\bar{x}}|x_W} \cap B(\bar{m}) \right| - \mathbb{E}_B \left[ \left| Q_{\bar{x}_{W|\bar{x}}|x_W} \cap B(\bar{m}) \right| \right] \geq \epsilon \mathbb{E}_B \left[ \left| Q_{\bar{x}_{W|\bar{x}}|x_W} \cap B(\bar{m}) \right| \right] \right) \leq 2 \exp \left( -\frac{\epsilon^2 \mathbb{E}_B \left[ \left| Q_{\bar{x}_{W|\bar{x}}|x_W} \cap B(\bar{m}) \right| \right]}{3} \right).$$

(102)
This probability will be close to zero if
\[ H(Q_{\tilde{x}}) - H(Q_{\tilde{x}|x}) - H(p_{x|\tilde{x}=x}^a) - \frac{|X_W||X_{W^c}| \log_2(n + 1)}{n} + \bar{r}_d^1 \geq 0. \]  \hspace{1cm} (103)

The next task is to characterize \( \bar{r}_d \) such that the aforementioned inequality holds. For that, let \( \theta(Q_{\tilde{x}}) \) denote the variation distance between the type \( Q_{\tilde{x}} \) and \( p_{\tilde{x}}^a(.). \). Then, since \( \tilde{x} \) is strongly typical, it is straightforward to show (using similar arguments as in Lemma 3) that \( \theta(Q_{\tilde{x}}) \leq \frac{\epsilon}{2} \). Similarly, let \( \theta(Q_{\tilde{x}|x}) \) denote the variation distance between the type \( Q_{\tilde{x}|x} \) and \( p_{\tilde{x}|x}^a(.) \). Then, using the strong typicality of \( \tilde{x}_{|x} \), we can show that \( \theta(Q_{\tilde{x}|x}) \leq \frac{\epsilon}{2} \).

Now, observe that
\[ H(Q_{\tilde{x}}) - H(Q_{\tilde{x}|x}) - H(p_{\tilde{x}|x}^a) - \frac{|X_W||X_{W^c}| \log_2(n + 1)}{n} + \bar{r}_d^1 \geq 0. \]  \hspace{1cm} (104)
\[ \leq |H(Q_{\tilde{x}}) - H(Q_{\tilde{x}|x})| + |H(p_{\tilde{x}|x}^a) - H(Q_{\tilde{x}|x})| \]  \hspace{1cm} (105)
\[ \leq 2\theta(Q_{\tilde{x}}) \log_2(\frac{|X|}{2\theta(Q_{\tilde{x}})}) + 2\theta(Q_{\tilde{x}|x}) \log_2(\frac{|X_W|}{2\theta(Q_{\tilde{x}|x})}) \]  \hspace{1cm} (106)
\[ \leq \epsilon \log_2(\frac{|X|}{\epsilon}) + \epsilon \log_2(\frac{|X_W|}{\epsilon}). \]  \hspace{1cm} (107)

where, to obtain (a), we use the fact that the distribution \( p_{\tilde{x}|x}^a(.) \) can be written as \( p_{\tilde{x}|x}^a(.) = p_{\tilde{x}|x}^a(b|a) p_{\tilde{x}|x}^a(a, b) \) for \( c \in X, (a, b) \in X_W \times X_{W^c}; \) (b) follows from the result \( |H(Q) - H(p_{\tilde{x}}^a(.))| \leq 2\theta(Q) \log_2(\frac{|X|}{2\theta(Q)}) \) for \( 0 \leq \theta(Q) \leq \frac{1}{4} \) \[14\] Lemma 2.7; and (c) follows since \(-t \log_2 t\) is an increasing function of \( t \) for \( 0 \leq t \leq \frac{1}{2} \).

Therefore, LHS in equation (103) becomes
\[ H(Q_{\tilde{x}}) - H(Q_{\tilde{x}|x}) - H(p_{\tilde{x}|x}^a) - \frac{|X_W||X_{W^c}| \log_2(n + 1)}{n} + \bar{r}_d^1 \]
\[ \geq 2\epsilon \log_2(\frac{|X|}{2\epsilon}) - \frac{2\epsilon \log_2(\frac{(n + 1)}{n})}{\epsilon} + \bar{r}_d^1, \]  \hspace{1cm} (108)

since \( |X_W||X_{W^c}| = |X| = 2^C \). Above term (108) is positive if \( \bar{r}_d^1 \geq 2\epsilon \log_2(\frac{2^C}{\epsilon}) + \frac{2^C \log_2(\frac{n + 1}{n})}{\epsilon} \), and in that case, \( Q_{\tilde{x}|x} \cap B(m) \rightarrow P_B \left[ Q_{\tilde{y}|\tilde{x}} \cap B(m) \right] = \frac{|Q_{\tilde{x}|x} \cap B|m|}{M} \) with high probability.
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