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连续与离散时间 Gauss 次序统计过程的极值
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摘要 本文研究一类由平稳 Gauss 过程生成的 Gauss 次序统计过程的极值与其过程离散化后的极值的渐近关系。结果表明，当 Gauss 过程是弱相依并且离散化格点足够稀疏时，这两个极值之间是渐近独立的，否则这两个极值之间是渐近相依的。
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1 引言

假设 \( \{X(t), t \geq 0\} \) 是均值为 0、方差为 1 的具有连续样本轨道的平稳 Gauss 过程，其协方差函数为 \( r(t) \)。本文假设 \( r(t) \) 满足如下条件：对某个 \( \alpha \in (0, 2] \)，有

\[
r(t) = 1 - |t|^{\alpha} + o(|t|^{\alpha}), \quad \text{当} \ t \to 0,
\]

\[
r(t) < 1, \quad \text{当} \ t > 0,
\]

以及

\[
r(t) \ln t \to r \in [0, \infty], \quad \text{当} \ t \to \infty.
\]

在文献中，如果 (1.2) 对于 \( r = 0 \) 成立，则称 Gauss 过程 \( \{X(t), t \geq 0\} \) 是弱相依的，否则称 Gauss 过程是强相依的。

设 \( \{X_1(t), \ldots, X_n(t)\} \) \( (t \geq 0) \) 是一列 Gauss 向量过程，其分量是 Gauss 过程 \( \{X(t), t \geq 0\} \) 的独立复制。令 \( \{X_{m:n}(t), t \geq 0\} \) \( (1 \leq m \leq n) \) 表示 \( \{X_i(t), t \geq 0\} \) \( (1 \leq i \leq n) \) 的第 \( m \) 个最大值，其准确定义如下：

\[
X_{1:n}(t) := \max_{1 \leq i \leq n} X_i(t) \geq \cdots \geq X_{m:n}(t) \geq \cdots \geq X_{n:n}(t) := \min_{1 \leq i \leq n} X_i(t), \quad t \geq 0.
\]
文献中该过程称为 Gauss 次序统计过程, 参见文献 [1-4]. 近年来, 由于 Gauss 次序统计过程在许多统计应用中扮演着重要的角色, 因此, 该过程的极值的极限性质吸引了许多学者的注意力. 文献 [1-3] 研究了该过程的极值 sup_{t \in [0,T]} M_{m,n}(t) 的渐近性. 文献 [4] 则获得了 sup_{t \in [0,T]} X_{m,n}(t) 的极限分布. 其他相关研究参见文献 [5-8].

在实际应用领域, 关于连续时间过程的极值的极限结果并不能直接被应用, 因为我们能获得的样本都是离散的. 另外, 对连续时间的极值问题, 当不能用数学工具处理时, 我们经常使用随机模拟的方法来代替. 随机模拟这些过程的时候使用的样本是离散的, 但是所得的结论必须在连续时间背景下来解释. 因此, 考察连续时间极值与其离散下的极值的渐近关系就显得非常重要. 文献 [9] 首次研究了平稳 Gauss 过程的极值与其离散化的极值的渐近关系. 这类研究称为 Piterbarg 极大离散化问题, 参见文献 [10-12]. Piterbarg 极大离散化问题在 Gauss 领域已经获得了足够多的关注, 并取得了丰富的成果, 参见文献 [10-14]. 然而, Gauss 模型具有一定局限性, 不能用其模拟带“重尾”性格的随机现象, 因此把上面问题推广到非 Gaussian 形式是一项非常有意义的工作. 一方面, 文献 [15] 的模型结构下, 文献 [16] 考虑了非 Gaussian 情形, 但是该文献包含了一些错误. 这些错误在文献 [17] 中得到了一定程度的修正. 另一方面, 文献 [18] 在 χ 过程模型下考虑了该问题. 并获得了相应的 Piterbarg 极大离散化定理. 本文的主要目的是研究 Gauss 次序统计过程的 Piterbarg 极大离散化问题.

与文献 [9] 一样, 考虑均匀格点 R(p) = {kp : k ∈ N}, p = p(T) > 0. 设 p 满足

\[ p(T) \left( \frac{2}{m} \ln T \right)^{1/\alpha} \to D, \quad T \to \infty. \]

当 \( D = \infty \) 时, 格点 R(p) 称为稀疏的; 当 \( D \in (0, \infty) \) 时, 格点 R(p) 称为 Pickands 型的; 当 \( D = 0 \) 时, 格点 R(p) 称为稠密的. 对给定的格点 R(p), 定义

\[ M_m(T) := \sup_{t \in [0,T]} X_{m,n}(t) \quad \text{和} \quad M_m^p(T) := \sup_{k \in [0,T]} X_{m,n}( kp). \]

本文主要研究 \( M_m(T) \) 与 \( M_m^p(T) \) 之间的渐近关系.

本文结构如下: 第 2 节陈述主要结论. 主要证明在第 3 节. 一些技术性引理放在附录 A-C. 贯穿全文, \( \Psi(\cdot) \) 和 \( \Phi(\cdot) \) 分别表示标准正态随机变量的分布函数和分布函数.

### 2 主要结论

为了陈述主要结论, 首先引入如下的 Pickands 类型常数. 令 \( B^{(i)}_\alpha(t) \) \((i = 1, 2, \ldots, m)\) 表示一列独立的标度的分量. Brown 运动, 定义

\[ \mathcal{H}_{m,\alpha}(\lambda) = \int_{\mathbb{R}^m} e^{\sum_{i=1}^m w_i} \left\{ \sup_{t \in [0,\lambda]} \min_{1 \leq i \leq m} (\sqrt{2} B^{(i)}_\alpha(t) - t^\alpha > w_i) \right\} dw. \]

其中 \( \mathbf{w} = (w_1, \ldots, w_m) \). 由文献 [3] 易知,

\[ \mathcal{H}_{m,\alpha} := \lim_{\lambda \to \infty} \frac{\mathcal{H}_{m,\alpha}(\lambda)}{\lambda} \in (0, \infty). \]

**定理 2.1** 设 \( \{X(t), t \geq 0\} \) 为一列标准化的具有连续样本轨道的平稳 Gauss 过程. 其相关系数函数为 \( r(t) \), 满足 (1.1) 和 (1.2). 其中 \( r \in [0, +\infty) \), 则对任意的稀疏型格点 R(p), 当 T → ∞ 时,

\[ \mathbb{P}\{a_{m,T}(M_m(T) - b_{m,T}) \leq x, a_{m,T}(M_m^p(T) - b_{m,T}) \leq y\} \]


\[ \rightarrow E \exp(-(e^{-x-r+\sqrt{2mN}} + e^{-y-r+\sqrt{2mN}})), \]

其中 \( \mathcal{N} \) 是标准正态随机变量，正则化常数 \( a_{m,T}, b_{m,T} \) 和 \( b_{m,T}^p \) 定义如下：

\[
a_{m,T} = \sqrt{2m \ln T}, \quad b_{m,T} = \frac{1}{m} a_{m,T} + a_{m,T}^{-1} \ln(a_{m,T}^{2\alpha-m} C_n H_{m,\alpha}(2\pi)^{-m/2}),
\]

\[
b_{m,T}^p = \frac{1}{m} a_{m,T} + a_{m,T}^{-1} \ln(a_{m,T}^{-m} C_n^{m}(2\pi)^{-m/2} p^{-1}),
\]

这里 \( C_n^m = \frac{n!}{m!(n-m)!} \).

作为定理 2.1 的特殊情况，可以得到如下的离散化 Gauss 次序统计过程的极值的极限分布，该结论本身也是有意义的。

**推论 2.1** 在定理 2.1 的条件下，对任意的稀疏型格点 \( \mathfrak{R}(p) \)，当 \( T \to \infty \) 时，

\[ P\{a_{m,T}(M_{m,T}^p(T) - b_{m,T}^p) \leq x \} \to E \exp(-e^{-x-r+\sqrt{2mN}}). \]

为了陈述 Pickands 情形，我们还需引入如下两类 Pickands 型常数。对任意的常数 \( d > 0 \) 和 \( k \in \mathbb{N} \)，定义

\[
\mathcal{H}_{d,m,\alpha}(\lambda) = \int_{\mathbb{R}^m} e^{\sum_{i=1}^m w_i} P\{ \sup_{k \in [0,\lambda]} \min_{1 \leq i \leq m} (\sqrt{2B_{\alpha/2}^{(i)}(kd) - (kd)^\alpha} > w_i) \} dw.
\]

通过类似文献 [3] 的讨论可得

\[ \mathcal{H}_{d,m,\alpha} := \lim_{\lambda \to \infty} \frac{\mathcal{H}_{d,m,\alpha}(\lambda)}{\lambda} \in (0, \infty). \]

对任意的常数 \( d > 0 \) 和 \( k \in \mathbb{N} \)，定义

\[
\mathcal{H}^{x,y}_{d,m,\alpha}(\lambda) = \int_{\mathbb{R}^m} e^{\sum_{i=1}^m w_i} P\{ \sup_{t \in [0,\lambda]} \min_{1 \leq i \leq m} (\sqrt{2B_{\alpha/2}^{(i)}(t) - t^\alpha} > w_i + x), \\
\sup_{k \in [0,\lambda]} \min_{1 \leq i \leq m} (\sqrt{2B_{\alpha/2}^{(i)}(kd) - (kd)^\alpha} > w_i + y) \} dw,
\]

由附录 A 可得

\[ \mathcal{H}^{x,y}_{d,m,\alpha} := \lim_{\lambda \to \infty} \frac{\mathcal{H}^{x,y}_{d,m,\alpha}(\lambda)}{\lambda} \in (0, \infty). \]

**定理 2.2** 在定理 2.1 的条件下，对任意的 Pickands 型格点 \( \mathfrak{R}(p) = \mathfrak{R}(d(\frac{2}{m} \ln T)^{-1/\alpha}), d > 0 \)，当 \( T \to \infty \) 时，

\[ P\{a_{m,T}(M_{m,T} - b_{m,T}) \leq x, a_{m,T}(M_{m,T}^p(T) - b_{m,T}^p) \leq y \} \to E \exp(-e^{-x-r+\sqrt{2mN}} + e^{-y-r+\sqrt{2mN}} - \mathcal{H}_{d,m,\alpha}(\mathfrak{H}_{d,m,\alpha}^x + \mathfrak{H}_{d,m,\alpha}^y + y e^{-r+\sqrt{2mN}})), \]

其中

\[ b_{d,m,T} = \frac{1}{m} a_{m,T} + a_{m,T}^{-1} \ln(a_{m,T}^{-m} C_n H_{d,m,\alpha}(2\pi)^{-m/2}). \]

对稠密型格点，我们有如下结论。

**定理 2.3** 在定理 2.1 的条件下，对任意的稠密型格点，当 \( T \to \infty \) 时，

\[ P\{a_{m,T}(M_{m,T} - b_{m,T}) \leq x, a_{m,T}(M_{m,T}^p(T) - b_{m,T}^p) \leq y \} \to E \exp(-e^{-\min(x,y)-r+\sqrt{2mN}}). \]


定理 2.4 设 \( \{X(t), t \geq 0\} \) 是一列标准化的具有连续样本轨道的平稳 \( \text{Gauss} \) 过程，其相关系数函数为 \( r(t) \)，满足 (1.1) 和 (1.2)，其中 \( r = \infty, \alpha \in (0,1) \)。设 \( r(t) (t \geq 0) \) 是凸函数，且 \( \lim_{t \to \infty} r(t) = 0 \)。进一步，设 \( r(t) \ln t \) 对充分大的 \( t \) 是单调增的。则对任意的格点 \( \mathfrak{R}(p) \)，当 \( T \to \infty \) 时，

\[
P\left\{ \frac{1}{\sqrt{r(T)}} (M_m(T) - \sqrt{1-r(T)} b_{m,T}) \leq x, \frac{1}{\sqrt{r(T)}} (M_p^*(M_m(T) - \sqrt{1-r(T)} b_{m,T}) \leq y \right\} \to \Phi(\min\{x,y\}),
\]

其中当 \( \mathfrak{R}(p) \) 是稀疏型格点时 \( b_{m,T} = b_{m,T}^* \); 当 \( \mathfrak{R}(p) \) 是 Pickands 型格点时 \( b_{m,T} = b_{d,m,T} \); 当 \( \mathfrak{R}(p) \) 是稠密型格点时 \( b_{m,T} = b_{m,T} \)。

注 2.1 在上述定理中，如果取 \( m \equiv 1 \) (显然 \( n = 1 \)，则上述的 \( \text{Gauss} \) 次序统计过程退化成平稳 \( \text{Gauss} \) 过程，因此，由定理 2.1-2.4 可得文献 [9-12] 的部分结论。

3 主要结论的证明

3.1 定理 2.1-2.3 的证明

首先，定义 \( \rho(T) = r/\ln T \)，设常数 \( a \) 和 \( c \)，满足 \( 0 < c < a < 1 \)。把区间 \([0,T]\) 分割成长度分别为 \( T^a \)（简记为 \( T^a \)）和 \( T^b \) 的交替的子区间。易知长区间的个数为 \( l = l_T = [T/(T^a + T^b)] \)，其中 \([x]\) 表示 \( x \) 的整数部分。令 \( O_i = [(i-1)(T^a + T^b), (i-1)(T^a + T^b) + T^a], Q_i = [(i-1)(T^a + T^b) + T^a, i(T^a + T^b)], i = 1, \ldots, l \)。记 \( E_i = O_i \cup Q_i, O = \bigcup_i O_i \)。注意到可能还剩余一个长度小于 \( T^a + T^b \) 的区间，我们将其看作小区间，记为 \( Q_{l+1} \)。

令 \( \{Y^*_j(t), t \in E_i\} (i = 1,2, \ldots, l, j = 1,2, \ldots, n) \) 是 \( \{X(t), t \geq 0\} \) 的独立复制。对 \( j = 1,2, \ldots, n, \) 定义

\[
\xi^*_j(t) = (1 - \rho(T))^{1/2} \sum_{i=1}^{l} Y^*_j(t) 1(t \in E_i) + \rho^{1/2}(T)N, \quad t \geq 0,
\]

其中 \( \| \) 表示示性函数，\( N \) 是独立于 \( \{X(t), t \geq 0\} \) 和 \( \{Y^*_j(t), t \in E_i\} (i = 1,2, \ldots, l, j = 1,2, \ldots, n) \) 的标准正态随机变量。令 \( g(t,s) \) 表示 \( \xi^*_j(t), t \geq 0 \) 的相关系数函数，则易得

\[
g(t,s) = \begin{cases} r(|t-s|) + (1-r(|t-s|))\rho(T), & s \in E_i, \ t \in E_j, \ i = j, \\ \rho(T), & s \in E_i, \ t \in E_j, \ i \neq j. \end{cases}
\]

令 \( \{Y^*_{m,n}(t), t \geq 0\} \) 和 \( \{\xi^*_{m,n}(t), t \geq 0\} \) 分别表示由 \( \{Y^*_j(t), t \geq 0\} \) 和 \( \{\xi^*_j(t), t \geq 0\} \) 生成的 \( \text{Gauss} \) 次序统计过程。

在本文后面部分，\( C \) 表示正的常数，其取值每次出现可能不一样。为了简化，对某个常数 \( b > 0 \)，记

\[
q = q(T) = b \left( \frac{2}{m \ln T} \right)^{-1/\alpha}.
\]

为了证明定理 2.1 和 2.2，我们需要下面的引理。

引理 3.1 设 \( \mathfrak{R}(p) \) 是稀疏型格点或 Pickands 型格点。对任意的常数 \( B > 0 \) 和 \( x,y \in [-B,B] \)，当 \( T \to \infty \) 时，

\[
P\left\{ a_{m,T}(M_{m}(T) - b_{m,T}) \leq x, a_{m,T}(M^*_p(T) - b^*_{m,T}) \leq y \right\}
\]

...
3.1 在引理 (3.3) 证明和 (3.1) (3.2) 证明的思路与文献 A.1 类似的条件下，其中对稀疏型格点 $b_{m,T} = b_{m,T}^*$，对 Pickands 型格点 $b_{m,T} = b_{m,d,T}$.

**证明** 证明的思路与文献 [9, 引理 6] 类似。显然，

$$
| P\{a_{m,T}(M_m(T) - b_{m,T}) \leq x, a_{m,T}(M_m(T) - b_{m,T}^*) \leq y \} - P\{a_{m,T}(\max_{t \in O} X_{m:n}(t) - b_{m,T}) \leq x, a_{m,T}(\max_{t \in \mathbb{R}(p) \cap O} X_{m:n}(t) - b_{m,T}^*) \leq y \} |
$$

$$
\leq \sum_{i=1}^{l+1} P\{\max_{t \in Q_i} X_{m:n}(t) > b_{m,T} + \frac{x}{a_{m,T}}\} + \sum_{i=1}^{l+1} P\{\max_{t \in \mathbb{R}(p) \cap Q_i} X_{m:n}(t) > b_{m,T}^* + \frac{y}{a_{m,T}}\}. \quad (3.1)
$$

为了估计 (3.1) 的右端，我们需要如下结论。对任意的 $S \in (0, \exp(\kappa u^2))$ (其中 $\kappa \in (0,1/2)$)，有

$$
P\{\sup_{t \in [0,S]} X_{m:n}(t) > u\} = C_m P\{\sup_{t \in [0,S]} X_{m:m}(t) > u\}(1 + o(1))
$$

$$
= C_m S \mathcal{H}_{m,n} u^{\alpha} \psi^m(u)(1 + o(1)), \quad u \to \infty. \quad (3.2)
$$

对固定的 $S$，上述结果已经由文献 [2] 证明。对于 $S \to \infty$ 情形，其证明类似于文献 [19, 引理 D.2] 的证明，故省略。因此，利用 $a_{m,T}$ 和 $b_{m,T}$ 的定义，当 $T \to \infty$ 时，可得

$$
\sum_{i=1}^{l+1} P\{\max_{t \in Q_i} X_{m:n}(t) > b_{m,T} + \frac{x}{a_{m,T}}\}
$$

$$
= O(1) \sum_{i=1}^{l+1} \text{mes}(O_i) \left( b_{m,T} + \frac{x}{a_{m,T}} \right)^{2/\alpha} \psi^m \left( b_{m,T} + \frac{x}{a_{m,T}} \right)
$$

$$
= O(1) \frac{\sum_{i=1}^{l+1} \text{mes}(Q_i)}{T^\alpha}
$$

$$
\leq O(1) \frac{(l+1)T^\alpha + T^\alpha}{T}
$$

$$
\to 0,
$$

其中 mes(·) 表示 Lebesgue 测度。对于 (3.1) 右端第 2 项，对稀疏型格点和 Pickands 型格点情形分别利用引理 A.1 和 A.2 的第 2 个结论，类似的讨论得同样的估计。证毕。 □

**引理 3.2** 在引理 3.1 的条件下，对 Pickands 型格点 $\mathfrak{R}(q) = \mathfrak{R}(b(\frac{T}{m}\ln T)^{-1/\alpha})$，当 $T \to \infty$ 和 $b \downarrow 0$ 时，

$$
| P\{a_{m,T}(\max_{t \in O} X_{m:n}(t) - b_{m,T}) \leq x, a_{m,T}(\max_{t \in \mathbb{R}(p) \cap O} X_{m:n}(t) - b_{m,T}^*) \leq y \} - P\{a_{m,T}(\max_{t \in \mathbb{R}(p) \cap O} X_{m:n}(t) - b_{m,T}) \leq x, a_{m,T}(\max_{t \in \mathbb{R}(p) \cap O} X_{m:n}(t) - b_{m,T}^*) \leq y \} |
$$

$$
\to 0,
$$

其中对稀疏型格点，$b_{m,T}^* = b_{m,T}^p$；对 Pickands 型格点，$b_{m,T}^* = b_{m,d,T}$.
【证明】易知 (3.3) 的左端不超过
\[
P\left\{ \max_{t \in O} X_{m,n}(t) > a^{-1}m + b_{m,T}, \max_{t \in [0,1]} X_{m,n}(t) \leq a^{-1}m + b_{m,T} \right\}
\leq TP\left\{ \max_{t \in [0,1]} X_{m,n}(t) > a^{-1}m + b_{m,T}, \max_{t \in [0,1]} X_{m,n}(t) \leq a^{-1}m + b_{m,T} \right\}.
\]

文献 [2] 已经证明了 Gauss 次序统计过程 \( X_{m,n}(t) \) 满足文献 [15] 中条件 B 和 \( C^0(\Lambda) \)，而这又蕴涵着文献 [20, 条件 (3.7)] (详细内容参见文献 [15, 定理 10])。利用文献 [20, 条件 (3.7)], 易知当 \( T \to \infty \) 和 \( b \downarrow 0 \) 时, 上述概率不超
\[
o(1) T \left( b_{m,T} + \frac{x}{a_{m,T}} \right)^{2/\alpha} \Psi^{\prime}(b_{m,T} + \frac{x}{a_{m,T}}) = o(1).
\]
引理证毕.

**引理 3.3** 在引理 3.1 的条件下, 对 Pickands 型格点 \( R(q) = R(b(\frac{1}{m} \ln T)^{-1/\alpha}) \), 当 \( T \to \infty \), 对 \( b > 0 \), 一致地有
\[
\left| P\left\{ a_{m,T} \left( \max_{t \in [0,1]} X_{m,n}(t) - b_{m,T} \right) \leq x, a_{m,T} \left( \max_{t \in [0,1]} X_{m,n}(t) - b_{m,T}^* \right) \leq y \right\} - P\left\{ a_{m,T} \left( \max_{t \in [0,1]} X_{m,n}(t) - b_{m,T} \right) \leq x, a_{m,T} \left( \max_{t \in [0,1]} X_{m,n}(t) - b_{m,T}^* \right) \leq y \right\} \right| \to 0,
\]
其中对稀疏型格点, \( b_{m,T}^* = b_{m,T}^* \); 对 Pickands 型格点, \( b_{m,T}^* = b_{m,d,T} \).

**证明** 为了简化, 记 \( w_T = b_{m,T} + x/a_{m,T}, w_T^* = b_{m,T}^* + y/a_{m,T} \), 利用引理 C.1, 可得
\[
\begin{align*}
&\left| P\left\{ a_{m,T} \left( \max_{t \in [0,1]} X_{m,n}(t) - b_{m,T} \right) \leq x, a_{m,T} \left( \max_{t \in [0,1]} X_{m,n}(t) - b_{m,T}^* \right) \leq y \right\} - P\left\{ a_{m,T} \left( \max_{t \in [0,1]} X_{m,n}(t) - b_{m,T} \right) \leq x, a_{m,T} \left( \max_{t \in [0,1]} X_{m,n}(t) - b_{m,T}^* \right) \leq y \right\} \right| \\
&\leq C \sum_{t \in [0,1], j \in \mathbb{N}} |r(t,s) - g(s,t)| \int_0^1 \frac{u_T^{-2(m-1)}}{(1 - r(t,s))^m} \exp\left(-\frac{mu_T^2}{1 + |r(t,s)|}\right) dh \\
&+ C \sum_{t \in [0,1], j \in \mathbb{N}} |r(t,s) - g(s,t)| \int_0^1 \frac{u_T^{-2(m-1)}}{(1 - r(t,s))^m} \exp\left(-\frac{mu_T^2}{1 + |r(t,s)|}\right) dh,
\end{align*}
\]
其中 \( r(t,s) = hr(t,s) + (1 - h)g(t,s) \). 进而, 使用引理 B.1–B.3 即可完成引理证明.

**定理 2.1** 的证明 首先, 由 \( \left\{ \xi_{m,n}(t), t \in O \right\} \) 的定义可得
\[
P\left\{ a_{m,T} \left( \max_{t \in [0,1]} \xi_{m,n}(t) - b_{m,T} \right) \leq x, a_{m,T} \left( \max_{t \in [0,1]} \xi_{m,n}(t) - b_{m,T}^* \right) \leq y \right\}
= \frac{1}{(2\pi)^{1/2}} \int_R e^{-\frac{1}{2} \sum_{i=1}^l \left( \max_{t \in [0,1]} Y_{m,n}(t) \leq b_{m,T} + x/a_{m,T} - \rho^{1/2}(T)z \right) (1 - \rho(T))^{1/2}}.
\]
\[
\begin{align*}
\max_{t \in \mathbb{R}(p) \cap O_i} Y_{m,n}^i(t) & \leq \frac{b_{m,T}^* + x/a_{m,T} - \rho^{1/2}(T)x}{(1 - \rho(T))^{1/2}} \\
= \mathbb{E} \prod_{i=1}^n P \left\{ \max_{t \in \mathbb{R}(q) \cap O_i} Y_{m,n}^i(t) \leq v_T, \max_{t \in \mathbb{R}(p) \cap O_i} Y_{m,n}^i(t) \leq v_T^* \right\},
\end{align*}
\]

其中，当 \( T \to \infty \) 时，

\[
\begin{align*}
v_T & := \frac{b_{m,T} + x/a_{m,T} - \rho^{1/2}(T)x}{(1 - \rho(T))^{1/2}} = \frac{x + r - \sqrt{2mN}}{a_{m,T}} + b_{m,T} + o(a_{m,T}), \\
v_T^* & := \frac{b_{m,T}^* + y/a_{m,T} - \rho^{1/2}(T)x}{(1 - \rho(T))^{1/2}} = \frac{y + r - \sqrt{2mN}}{a_{m,T}} + b_{m,T} + o(a_{m,T}),
\end{align*}
\]

这里，对稀疏型格点，\( b_{m,T}^* = b_{m,T}^d \); 对 Pickands 型格点，\( b_{m,T}^* = b_{m,T} \)。因此，由引理 3.1-3.3 可知，为证明定理 2.1，只需证明当 \( T \to \infty \) 时，

\[
\left| \mathbb{E} \prod_{i=1}^n P \left\{ \max_{t \in \mathbb{R}(q) \cap O_i} Y_{m,n}^i(t) \leq v_T, \max_{t \in \mathbb{R}(p) \cap O_i} Y_{m,n}^i(t) \leq v_T^* \right\} - \mathbb{E} \exp \left( - \left( e^{-x-r+\sqrt{2mN}} + e^{-y-r+\sqrt{2mN}} \right) \right) \right| \to 0,
\]

其中 \( v_T \) 和 \( v_T^* \) 的定义分别见 (3.4) 和 (3.5)。利用 \( \{ Y_{m,n}^i(t), t \in E_i \} \) 关于 \( t \) 的平稳性，可得

\[
\prod_{i=1}^n P \left\{ \max_{t \in \mathbb{R}(q) \cap O_i} Y_{m,n}^i(t) \leq v_T, \max_{t \in \mathbb{R}(p) \cap O_i} Y_{m,n}^i(t) \leq v_T^* \right\}
\]

\[
= \left( P \left\{ \max_{t \in \mathbb{R}(q) \cap [0,T^*]} Y_{m,n}^i(t) \leq v_T, \max_{t \in \mathbb{R}(p) \cap [0,T^*]} Y_{m,n}^i(t) \leq v_T^* \right\} \right)^n
\]

\[
= \exp \left( \ln \left( P \left\{ \max_{t \in \mathbb{R}(q) \cap [0,T^*]} Y_{m,n}^i(t) \leq v_T, \max_{t \in \mathbb{R}(p) \cap [0,T^*]} Y_{m,n}^i(t) \leq v_T^* \right\} \right) \right)
\]

\[
= \exp \left( - n \left( 1 - P \left\{ \max_{t \in \mathbb{R}(q) \cap [0,T^*]} Y_{m,n}^i(t) \leq v_T, \max_{t \in \mathbb{R}(p) \cap [0,T^*]} Y_{m,n}^i(t) \leq v_T^* \right\} \right) \right) + R_n,
\]

其中 \( R_n \) 是 Taylor 展开 \( \ln x = -(1 - x + \frac{x^2}{2} + \cdots) (0 < x < 1) \) 的余项。利用 \( v_T \) 和 \( v_T^* \) 的定义，当 \( T \to \infty \) 时，可得

\[
P_n := P \left\{ \max_{t \in \mathbb{R}(q) \cap [0,T^*]} Y_{m,n}^i(t) \leq v_T, \max_{t \in \mathbb{R}(p) \cap [0,T^*]} Y_{m,n}^i(t) \leq v_T^* \right\} \to 1,
\]

进而，对余项 \( R_n \) 有 \( R_n = o(n(1 - P_n)) \)。利用引理 A.1 并令 \( b \downarrow 0 \)，当 \( T \to \infty \) 时，可得

\[
\ln \left( 1 - P \left\{ \max_{t \in \mathbb{R}(q) \cap [0,T^*]} Y_{m,n}^i(t) \leq v_T, \max_{t \in \mathbb{R}(p) \cap [0,T^*]} Y_{m,n}^i(t) \leq v_T^* \right\} \right)
\]

\[
\sim \ln \left( 1 - \left( e^{-x-r+\sqrt{2mN}} + e^{-y-r+\sqrt{2mN}} \right) \right)
\]

\[
\sim e^{-x-r+\sqrt{2mN}} + e^{-y-r+\sqrt{2mN}},
\]

而这结合控制收敛定理即可得定理 2.1 的证明。
定理 2.2 的证明 与定理 2.1 的证明类似，利用引理 3.1–3.3，我们只需证明，当 $T \to \infty$ 时，

$$
E \left[ \prod_{i=1}^{T} \max_{t \in [0,T]} Y_{m,n}^{\dagger}(t) \leq v_T, \max_{t \in [0,T]} Y_{m,n}^{\ddagger}(t) \leq v_T^* \right] 
\exp \left( -\left( e^{-x-r+\sqrt{2mN}} + e^{-y-r+\sqrt{2mN}} \right) \right)
\to 0.
$$

其中 $v_T$ 和 $v_T^*$ 的定义分别见 (3.4) 和 (3.5). 类似定理 2.1 的证明，利用引理 A.2，首先令 $b \downarrow 0$，然后 $T \to \infty$，可得

$$
l \left( 1 - \prod_{t \in [0,T]} \max_{t \in [0,T]} Y_{m,n}^{\dagger}(t) \leq v_T, \max_{t \in [0,T]} Y_{m,n}^{\ddagger}(t) \leq v_T^* \right) 
\prod_{t \in [0,T]} \max_{t \in [0,T]} Y_{m,n}^{\dagger}(t) > v_T 
\prod_{t \in [0,T]} \max_{t \in [0,T]} Y_{m,n}^{\ddagger}(t) > v_T^*
\sim IT^n \left( e^{-x-r+\sqrt{2mN}} + e^{-y-r+\sqrt{2mN}} \right)
\sim IT^n \left( e^{-x-r+\sqrt{2mN}} + e^{-y-r+\sqrt{2mN}} \right)
\to 0.
$$

结合控制收缩定理即得定理 2.2 的证明.

定理 2.3 的证明与文献 [11，定理 2.2(ii)] 类似，故略去.

3.2 定理 2.4 的证明

为了证明定理 2.4，我们需要下面的引理。首先，注意到，由 Polya 按则[21] 可知，协方差函数 $r(t)$ 的凸性保证存在一列平稳可分的 Gauss 过程 $\{Z(t), 0 \leq t \leq T\}$ 具有协方差函数

$$
\gamma_T(t) = \frac{r(t) - r(T)}{1 - r(T)}, \quad t \leq T.
$$

设 $\{Z_j^T(t), 0 \leq t \leq T\}$ 是 $\{Z(t), 0 \leq t \leq T\}$ 的独立复制，也设 $\{Z_{m,n}(t), 0 \leq t \leq T\}$ 是相应的 Gauss 次序统计过程。令

$$
M_{m,n}^T(t) = \max_{0 \leq s \leq T} Z_{m,n}^T(s), \quad M_{m,n}^T(T) = \max_{t \in [0,T]} Z_{m,n}^T(t).
$$

引理 3.4 在定理 2.4 的条件下，对任意的 $\varepsilon > 0$，当 $T \to \infty$ 时，

$$
P\{ |M_{m,n}^T - b_{m,n}| > \varepsilon r^{1/2}(T) \} \to 0; \quad (3.6)
$$

对稀疏型格点，有

$$
P\{ |M_{m,n}^T - b_{m,n}| > \varepsilon r^{1/2}(T) \} \to 0; \quad (3.7)
$$

对 Pickands 型格点，有

$$
P\{ |M_{m,n}^T - b_{m,n}| > \varepsilon r^{1/2}(T) \} \to 0, \quad (3.8)
$$

其中 $b_{m,n}$、$b_{m,n}^T$ 和 $b_{d,m,n}$ 的定义如定理 2.4.
证明 首先证明 (3.6). 注意到 $\gamma_T(t)$ 满足

$$
\gamma_T(t) = \frac{r(t) - r(T)}{1 - r(T)} = 1 - C(T)|t|^\alpha + o(|t|^\alpha), \quad t \rightarrow 0,
$$

(3.9)

其中

$$
C(T) = \frac{1}{1 - r(T)} \rightarrow 1, \quad T \rightarrow \infty.
$$

利用 $\{Z(t), 0 \leq t \leq T\}$ 的平稳性、(3.2) 以及 $b_{m,T}$ 的定义，有

$$
P\{M^Z_m(T) - b_{m,T} > \varepsilon r^{1/2}(T)\}
\leq ([T] + 1)P\left\{\max_{0 \leq t \leq [T]} Z_{m,n}(t) > \varepsilon r^{1/2}(T) + b_{m,T}\right\}
\leq O(1)([T] + 1)(\varepsilon r^{1/2}(T) + b_{m,T})^2 \exp\left(-\frac{m}{2}r(T) + b_{m,T}^2\right)
\leq O(1)([T] + 1)\left(\frac{1}{\alpha} - m/2\right)\exp\left(\frac{m}{2}r(T) + b_{m,T}^2\right)
= O(1)e^{-\sqrt{m}(r(T)\ln T)^{1/2}}.
$$

(3.10)

进而利用条件 $r(T)\ln T \uparrow \infty$ 可得，当 $T \rightarrow \infty$ 时，

$$
P\{M^Z_m(T) - b_{m,T} > \varepsilon r^{1/2}(T)\} \rightarrow 0.
$$

另一方面，由文献 [4, 定理 4.1(b)] 的证明可得，当 $T \rightarrow \infty$ 时，

$$
P\{M^Z_m(T) - b_{m,T} < -\varepsilon r^{1/2}(T)\} \rightarrow 0.
$$

因此，(3.6) 证毕。

其次，我们证明 (3.7). 设 $\{\eta(k), k \in \mathbb{N}\}$ 是标准化的独立的 Gauss 随机序列, 并设 $\{\eta_j(k), k \in \mathbb{N}\}$ ($j = 1, 2, \ldots, n$) 是 $\{\eta(k), k \in \mathbb{N}\}$ 的独立复制. 令 $\eta_{m,n}(k)$ 表示由 $\{\eta_j(k), k \in \mathbb{N}\}$ ($j = 1, 2, \ldots, n$) 生成的 Gauss 次序统计序列, 并记

$$
M^\eta_m(T) = \max_{k=0}^{[T/p]} \eta_{m,n}(k).
$$

因为 $\gamma_T(t) > 0$, 利用关于 Gauss 次序统计量的比较不等式 (参见文献 [4, 推论 2.3]), 有

$$
P\{M^{Z,p}_m(T) - b^{p}_{m,T} > \varepsilon r^{1/2}(T)\} \leq P\{M^\eta_m(T) - b^\eta_{m,T} > \varepsilon r^{1/2}(T)\}
$$

注意到, 当 $T \rightarrow \infty$ 时 $b^{p}_{m,T}r^{1/2}(T) \rightarrow \infty$. 进而由推论 2.1 可得, 当 $T \rightarrow \infty$ 时，

$$
P\{M^\eta_m(T) - b^\eta_{m,T} > \varepsilon r^{1/2}(T)\} \rightarrow 0.
$$

因此，当 $T \rightarrow \infty$ 时，

$$
P\{M^{Z,p}_m(T) - b^{p}_{m,T} > \varepsilon r^{1/2}(T)\} \rightarrow 0.
$$

类似于文献 [4, 定理 4.1(b)] 的证明，当 $T \rightarrow \infty$ 时，

$$
P\{M^{Z,p}_m(T) - b^{p}_{m,T} < -\varepsilon r^{1/2}(T)\} \rightarrow 0.
$$

故 (3.7) 得证. 因为 (3.8) 的证明与 (3.6) 类似，所以略去.
定理 2.4 的证明 对于稀疏型和 Pickands 型情形，类似于文献 [22]，把 \( M_m(T) \) 和 \( M^p_m(T) \) 分别分解成

\[
M_m(T) = (1 - r(T))^{1/2} M^Z_m(T) + r^{1/2}(T) N,
\]

和

\[
M^p_m(T) = (1 - r(T))^{1/2} M^{Z_p}_m(T) + r^{1/2}(T) N,
\]

其中 \( N \) 是独立于 \( \{Z_m,n(t), t \geq 0\} \) 的标准正态随机变量。利用引理 3.4，当 \( T \to \infty \) 时，可得

\[
P \left\{ \frac{M_m(T) - (1 - r(T))^{1/2} b_{m,T}}{r^{1/2}(T)} \leq x, \frac{M^p_m(T) - (1 - r(T))^{1/2} b^{*}_{m,T}}{r^{1/2}(T)} \leq y \right\}
= P \left\{ (1 - r(T))^{1/2} (M^Z_m(T) - b_T) + N \leq x, (1 - r(T))^{1/2} (M^{Z_p}_m(T) - b_T^*) + N \leq y \right\}
\]

\[
\to P \{ N \leq x, N \leq y \} = \Phi(\min\{x, y\}).
\]

稠密型情形的证明与文献 [10, 定理 2.2(ii)] 证明类似，略去。
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附录 A

本节给出两个引理, 它们在定理 2.1 和 2.2 的证明中分别扮演着重要角色. 设 \( \{Y_j(t), t \geq 0\} (j = 1, 2, \ldots, n) \) 是 \( \{X(t), t \geq 0\} \) 的独立复制, \( \{Y_m:n(t), t \geq 0\} \) 是相应的 Gauss 次序统计过程. 由条件 (1.1) 可知, 我们可以选择 \( \epsilon > 0 \) 使得对任意的 \( |s - t| \leq \epsilon < 2^{-1/\alpha} \), 有
\[
\frac{1}{2}|s - t|^\alpha \leq 1 - r(|t - s|) \leq 2|s - t|^\alpha. \tag{A.1}
\]
令 \( \vartheta(x) = \sup_{t \leq |t - x|} r(|t - s|) \). 条件 (1.1) 蕴涵着对所有的 \( T \) 和任意 \( \epsilon \in (0, 2^{-1/\alpha}) \), \( \vartheta(\epsilon) < 1 \) 成立. 进而, 对充分大的 \( T \), 可以选择常数 \( a \) 和 \( c \) 满足
\[
0 < c < a < \frac{1 - \vartheta(\epsilon)}{1 + \vartheta(\epsilon)} < 1. \tag{A.2}
\]

引理 A.1 对某个常数 \( b > 0 \), 令 \( q = q(T) = b(\frac{\alpha}{m} \ln T)^{-1/\alpha} \). 在定理 2.1 的条件下, 当 \( b \downarrow 0 \) 且 \( T \to \infty \) 时,
\[
P\left\{ \max_{t \in \mathcal{R}(q) \cap [0, T^s]} Y_{m:n}(t) > v_T \right\} = T^{a-1} e^{-z-t + \sqrt{2m}N}(1 + o(1));
\]
当 \( T \to \infty \) 时,
\[
P\left\{ \max_{t \in \mathcal{R}(p) \cap [0, T^s]} Y_{m:n}(t) > v_T^* \right\} = T^{a-1} e^{-z-t + \sqrt{2m}N}(1 + o(1));
\]
当 \( T \to \infty \) 时, 对 \( b > 0 \), 一致地有
\[
P\left\{ \max_{t \in \mathcal{R}(q) \cap [0, T^s]} Y_{m:n}(t) > v_T, \max_{t \in \mathcal{R}(p) \cap [0, T^s]} Y_{m:n}(t) > v_T^* \right\} = o(T^{a-1}),
\]
其中 \( v_T \) 和 \( v_T^* \) 定义分别见 (3.4) 和 (3.5).

证明 首先, 注意到 \( \mathcal{R}(q) \) 是 Pickands 型格点, 当 \( b \downarrow 0 \) 时,
\[
P\left\{ \max_{t \in \mathcal{R}(q) \cap [0, T^s]} Y_{m:n}(t) > v_T \right\} \to P\left\{ \max_{t \in [0, T^s]} Y_{m:n}(t) > v_T \right\},
\]
通过一些简单计算, 利用 (3.2) 和 \( v_T \) 的定义即可得到引理 A.1 的第一个断论.

其次, 注意到 \( \mathcal{R}(p) \) 是稀疏型格点. 利用 Bonferroni 不等式易得
\[
\sum_{t \in \mathcal{R}(p) \cap [0, T^s]} P\{Y_{m:n}(t) > v_T^* \} \geq P\left\{ \max_{t \in \mathcal{R}(p) \cap [0, T^s]} Y_{m:n}(t) > v_T^* \right\} 
\]
\[
\geq \sum_{t \in \mathcal{R}(p) \cap [0, T^s]} P\{Y_{m:n}(t) > v_T^* \} 
\]
\[
- \sum_{t \in \mathcal{R}(p) \cap [0, T^s]} P\{Y_{m:n}(t) > v_T^*, Y_{m:n}(s) > v_T^* \}
\]
\[
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的证明可得
\[ \epsilon \]
利用文献 [2, 引理 1], 当 \( u \to \infty \) 时,
\[
P\{Y_{m,n}(0) > u\} = C_m^n P\{Y(0) > u\}^m (1 + o(1))
\]
\[
= C_m^n \Psi_m(u)(1 + o(1)).
\]
因此, 利用 \( \epsilon_T \) 的定义可得, 当 \( T \to \infty \) 时,
\[
P_{T,1} = \sum_{t \in \mathbb{R}(\cap [0,T^m])} P\{Y_{m,n}(t) > \epsilon_T\}
\]
\[
= T^n p^{-1} P\{Y_{m,n}(0) > \epsilon_T\}
\]
\[
= T^n p^{-1} C_m^n \Psi_m(\epsilon_T)(1 + o(1))
\]
\[
= T^n p^{-1} e^{-\psi + \sqrt{2mN}}(1 + o(1)).
\]
进而, 为了完成第二个论断的证明, 我们只需证明当 \( T \to \infty \) 时, \( P_{T,2} = o(T^{n-1}) \) 对 \( b > 0 \) 一致成立. 把 \( P_{T,2} \) 作如下分割:
\[
P_{T,2} = \sum_{t \in \mathbb{R}(\cap [0,T^m])} P\{Y_{m,n}(t) > \epsilon_T, Y_{m,n}(s) > \epsilon_T\}
\]
\[
= \sum_{t \in \mathbb{R}(\cap [0,T^m])} P\{Y_{m,n}(t) > \epsilon_T, Y_{m,n}(s) > \epsilon_T\}
\]
\[
= P_{T,21} + P_{T,22},
\]
其中 \( \epsilon \) 满足 (A.1). 利用文献 [1, 引理 2.2], 类似于文献 [2, 引理 9] 的证明可得
\[
P_{T,21} = \sum_{t \in \mathbb{R}(\cap [0,T^m])} P\{Y_{m,n}(s) > \epsilon_T\} P\{Y_{m,n}(t) > \epsilon_T \mid Y_{m,n}(s) > \epsilon_T\}
\]
\[
\leq \sum_{t \in \mathbb{R}(\cap [0,T^m])} C_m^n \Psi_m(\epsilon_T)^2 m^{m+1} \Psi_m\left(\epsilon_T^2 \frac{1 - r(s-t)}{1 + r(s-t)}\right).
\]
利用 (A.1), 我们选择足够小的 \( \epsilon > 0 \) 使得
\[
\frac{1 - r(s-t)}{1 + r(s-t)} \geq \frac{1}{4}|t - s|^\alpha
\]
成立. 进而有
\[
P_{T,21} \leq C \sum_{t \in \mathbb{R}(\cap [0,T^m])} \left[\Psi(\epsilon_T^2) \Psi\left(\frac{1}{2} |t - s|^\alpha/2\right)\right]^m
\]
\[
\leq C \Psi_m(\epsilon_T) \sum_{t \in \mathbb{R}(\cap [0,T^m])} \frac{1}{|t - s|^{\alpha m/2}(\epsilon_T^2)} \exp\left(-\frac{1}{8} m |t - s|^\alpha (\epsilon_T^2)^2\right).
\]
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注意到$\mathfrak{R}(p)$是稀疏型格点，因此，$\lim_{T \to \infty}(\ln T)^{1/\alpha}p = \infty$，故由$v_T^*$的定义可得

$$P_{T,21} \leq CT^{a-1} \sum_{0 < kp \leq \epsilon} \frac{1}{(kp)^{a/2}(v_T^*)^{a}} \exp \left( - \frac{1}{8} m(kp)^a (v_T^*)^2 \right)$$

$$= CT^{a-1} \sum_{0 < kp \leq \epsilon} \frac{1}{(kp)^{a/2}(v_T^*)^{a}} \exp \left( - \frac{1}{4} m(kp(\ln T)^{1/\alpha}a) + o(1) \right)$$

$$\leq CT^{a-1} \frac{1}{[p(\ln T)^{1/\alpha}a]^{2}} \sum_{0 < k \leq \epsilon/p + 1} \exp \left( - \frac{1}{4} m(kp(\ln T)^{1/\alpha}a) + o(1) \right)$$

$$= CT^{a-1} \frac{1}{[p(\ln T)^{1/\alpha}a]^{2}} (1 + o(1))$$

$$= T^{-1} \text{ o}(1).$$

因此，当$T \to \infty$时，$P_{T,21} = o(T^{a-1})$。对第二项，使用关于 Gauss 次序统计量的比较不等式（参见文献 [4, 定理 2.4]），可得

$$P_{T,22} = \sum_{t \in \mathfrak{R}(p) \cap [0,T^a]} P\{Y_{m,n}(t) > v_T^*, Y_{m,n}(s) < v_T^*\}$$

$$\leq \sum_{t \in \mathfrak{R}(p) \cap [0,T^a]} \left[ \Psi^2(v_T^*) + C(v_T^*)^{-2(m-1)} \exp \left( - \frac{m(v_T^*)^2}{1 + |\epsilon(t-s)|} \right) \right]$$

$$\leq CT^{a-1} \sum_{l \in \mathfrak{R}(p) \cap [0,T^a]} \left[ \Psi^2(v_T^*) + C(v_T^*)^{-2(m-1)} \exp \left( - \frac{m(v_T^*)^2}{1 + |\epsilon(l)|} \right) \right]$$

$$\leq CT^{a-1} \frac{1}{[p(\ln T)^{1/\alpha}a]^{2}} \left[ \Psi^2(v_T^*) + C(v_T^*)^{-2(m-1)} \exp \left( - \frac{m(v_T^*)^2}{1 + |\epsilon(l)|} \right) \right]$$

$$= : P_{T,221} + P_{T,222}.$$

再次使用$v_T^* \sim v_T \sim (\frac{2}{m} \ln T)^{1/2}$，可得

$$P_{T,221} \leq CT^{a-1} \frac{1}{[p(\ln T)^{1/\alpha}a]^{2}} \left[ \exp \left( - \frac{1}{2} mu_T^2 \right) \right]$$

$$\leq CT^{a-1} \frac{1}{[p(\ln T)^{1/\alpha}a]^{2}} m^{-m} T^{-2}$$

$$= o(T^{a-1}),$$

$$P_{T,222} \leq CT^{a-1} \frac{1}{[p(\ln T)^{1/\alpha}a]^{2}} \left[ \exp \left( - \frac{m(v_T^*)^2}{1 + \epsilon(l)} \right) \right]$$

$$\leq CT^{a-1} \frac{1}{[p(\ln T)^{1/\alpha}a]^{2}} p^{-2(m-1)} (\ln T)^{-(m-1)}.$$

条件(A.2)和$(\ln T)^{1/\alpha}p = \infty$共同蕴涵着当$T \to \infty$时，$S_{T,22} = o(T^{a-1})$。

最后，我们证明第3个论断。显然，

$$P \left\{ \max_{t \in \mathfrak{R}(p) \cap [0,T^a]} Y_{m,n}(t) > v_T, \max_{t \in \mathfrak{R}(p) \cap [0,T^a]} Y_{m,n}(t) > v_T^* \right\}$$

$$\leq \sum_{t \in \mathfrak{R}(p) \cap [0,T^a]} P\{Y_{m,n}(t) > v_T, Y_{m,n}(s) > v_T^*\}.$$
注意到 $\Psi(p)$ 是稀疏型格点，故有 $\lim_{T \to \infty} p(\ln T)^{1/\alpha} = \infty$，进而类似于 $P_{T, 21}$ 讨论可得

$$Q_{T, 21} \leq C \sum_{t \in \mathbb{Z}^n \cap [0, T^n], \rho \in \mathbb{Z}^n \cap [0, T^n], \left| t - s \right| > \varepsilon} \left[ \Psi^n(v_T) \Psi^n \left( \frac{v_T^*}{4} |t - s|^2 \right) \right]$$

$$\leq C \Psi^n(v_T) \sum_{t \in \mathbb{Z}^n \cap [0, T^n], \rho \in \mathbb{Z}^n \cap [0, T^n], \left| t - s \right| > \varepsilon} \frac{1}{(kp)^{\alpha/2}(v_T^*)^{m}} \exp \left( -\frac{1}{8} m|t - s|^2 (v_T^*)^2 \right)$$

$$\leq CT^{a-1}b^{-1} \sum_{0 < k \leq T/2} \frac{1}{(kp)^{\alpha/2}(\ln T)^{m/2}} \exp \left( -\frac{1}{4} (kp)^{\alpha} \ln T \right)$$

$$\leq CT^{a-1}b^{-1} \frac{1}{(\ln T)^{1/2} p^{\alpha/2}} \sum_{0 < k \leq \lceil \epsilon/p \rceil + 1} \exp \left( -\frac{1}{4} (kp)^{\alpha} \ln T \right)$$

$$= T^{a-1}o(1)$$

对 $b > 0$ 一致成立。为了控制 $Q_{T, 22}$，再次使用关于 Gauss 次序统计量的不等式，类似于 $P_{T, 22}$ 的讨论，有

$$Q_{T, 22} = \sum_{t \in \mathbb{Z}^n \cap [0, T^n], \rho \in \mathbb{Z}^n \cap [0, T^n], \left| t - s \right| > \varepsilon} \left[ \Psi^n(v_T) \Psi^n \left( \frac{v_T^*}{4} |t - s|^2 \right) \right]$$

$$\leq \sum_{t \in \mathbb{Z}^n \cap [0, T^n], \rho \in \mathbb{Z}^n \cap [0, T^n], \left| t - s \right| > \varepsilon} \left[ \Psi^n(v_T) \Psi^n \left( \frac{v_T^*}{4} |t - s|^2 \right) \right]$$

$$\leq CT^{a-1}p^{-1}q^{-1} \left[ \Psi^n(v_T) + C(v_T^*)^{-2(m-1)} \exp \left( -\frac{m(v_T^*)^2}{1 + \vartheta(o)} \right) \right]$$

$$= Q_{T, 221} + Q_{T, 222}$$

类似与 $P_{T, 221}$ 和 $P_{T, 222}$ 的证明，易证当 $T \to \infty$ 时，$Q_{T, 221} = o(T^{a-1})$ 和 $Q_{T, 222} = o(T^{a-1})$ 对 $b > 0$ 一致成立。引理证毕。

**引理 A.2** 对某个 $b > 0$，令 $q(q(T)) = b(\frac{\alpha}{\ln T})^{-1/\alpha}$。在定理 2.2 的条件下，当 $b \downarrow 0$ 时，

$$P \left\{ \max_{t \in \mathbb{Z}^n \cap [0, T^n]} Y_{m,n}(t) > v_T \right\} = T^{a-1}e^{-r+\sqrt{2mN}}(1 + o(1))$$

当 $T \to \infty$ 时，

$$P \left\{ \max_{t \in \mathbb{Z}^n \cap [0, T^n]} Y_{m,n}(t) > v_T^* \right\} = T^{a-1}e^{-r+\sqrt{2mN}}(1 + o(1))$$

当 $b \downarrow 0$ 时，

$$P \left\{ \max_{t \in \mathbb{Z}^n \cap [0, T^n]} Y_{m,n}(t) > v_T, \max_{t \in \mathbb{Z}^n \cap [0, T^n]} Y_{m,n}(t) > v_T^* \right\}$$

$$= Q_{T, 221} + Q_{T, 222}$$

$$= T^{a-1}o(1)$$
\[ T^{a-1}H_{d,m,\alpha}^{\ln(H_{d,m,\alpha})+x,\ln(H_{d,m,\alpha})+y}e^{-r+\sqrt{2\tau mN}(1+o(1))}, \]

其中 \( v_T \) 和 \( v_T^* \) 的定义见 (3.4) 和 (3.5)。

**证明**  第一个论断即为引理 A.1 中的第一个人结论。为了方便引用与比较，我们再次陈述。注意到在定理 2.2 的条件下，\( \mathcal{R}(p) = \mathcal{R}(d(\frac{2}{m}\ln T)^{-1/\alpha}) \) (\( d > 0 \)) 是 Pickands 型格点。第 2 个论断的证明与文献 [3, 命题 2.1 和定理 4.1] 一样，仅仅只需要把 \( H_{m,\alpha} \) 用 \( H_{d,m,\alpha} \) 替换即可。为了避免重复，我们略去详细过程。

最后，我们考察第 3 个论断的证明。类似于文献 [3, 命题 1.1] 中的讨论，易证当 \( u \to \infty \) 时，

\[
\mathcal{P} \left( \max_{t \in [0,\lambda u^{-2/\alpha}]} Y_{m,n}(t) > u + \frac{x}{u}, \max_{t \in [0,\lambda u^{-2/\alpha}]} Y_{m,n}(t) > u \right) = \mathcal{H}_{d,m,\alpha}^{x,0}(\lambda)\Psi^m(u)(1+o(1)),
\]

其中 \( \mathcal{R}(d) = (dku^{-2/\alpha}) (k \in \mathbb{N}) \) 是 Pickands 型格点。

\( \mathcal{H}_{d,m,\alpha}^{x,0}(\lambda) = \int_{\mathbb{R}^m} e^{\sum_{i=1}^m w_i} \mathcal{P} \left( \sup_{t \in [0,\lambda u^{-2/\alpha}]} (\sqrt{2}B_{\alpha/2}^{(i)}(t) - t^\alpha > w_i + x), \sup_{kd \in [0,\lambda u^{-2/\alpha}]} (\sqrt{2}B_{\alpha/2}^{(i)}(kd) - (kd)^\alpha > w_i) \right) dw. \)

类似于文献 [3, 命题 1.1] 的讨论可得

\[ \mathcal{H}_{d,m,\alpha}^{x,0} := \lim_{\lambda \to \infty} \mathcal{H}_{d,m,\alpha}^{x,0}(\lambda) \in (0, \infty). \]

类似于文献 [2, 定理 2.1] 的证明易得，当 \( u \to \infty \) 时，

\[
\mathcal{P} \left( \max_{t \in [0,\lambda u^{-2/\alpha}]} Y_{m,n}(t) > u + \frac{x}{u}, \max_{t \in [0,\lambda u^{-2/\alpha}]} Y_{m,n}(t) > u \right) = C_n^m \mathcal{P} \left( \max_{t \in [0,\lambda u^{-2/\alpha}]} Y_{m,n}(t) > u + \frac{x}{u}, \max_{t \in [0,\lambda u^{-2/\alpha}]} Y_{m,n}(t) > u \right)(1+o(1)),
\]

利用上述结论，类似于文献 [19, 定理 7.1 和推论 7.3] 的证明可得，当 \( T \to \infty \) 时，

\[
\lim_{b \to 0} \mathcal{P} \left( \max_{t \in [0,T^{-1/\alpha}]} Y_{m,n}(t) > v_T + \frac{x}{v_T}, \max_{t \in [0,T^{-1/\alpha}]} Y_{m,n}(t) > v_T \right) = \mathcal{P} \left( \max_{t \in [0,T^{-1/\alpha}]} Y_{m,n}(t) > v_T + \frac{x}{v_T}, \max_{t \in [0,T^{-1/\alpha}]} Y_{m,n}(t) > v_T \right) = T^{a-1} \mathcal{H}_{d,m,\alpha}^{x,0}(\lambda)\Psi^m(v_T)(1+o(1)).
\]

因此，为了完成第 3 个论断的证明，我们只需作如下的变换。利用 (3.4) 和 (3.5)，可得

\[
v_T = \frac{x + r - \sqrt{2\tau mN}}{a_{m,T}} + b_{m,T} + o(a_{m,T}^{-1})
\]

\[
= v_T^* + b_{m,T} - b_{d,m,T} + \frac{x - y}{a_{m,T}} + o(a_{m,T}^{-1})
\]

\[
= v_T^* + \frac{\ln(H_{m,\alpha}) - \ln(H_{d,m,\alpha}) + x - y}{v_T^*} + O((\ln \ln(T))^2(\ln T)^{-3/2}).
\]
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注意到 $v_T^2 \sim \left(\frac{2}{m} \ln T\right)^{1/2}$，余项 $O(\cdot)$ 可以忽略。因而，再次使用 $v_T$ 定义可得

$$
\lim_{t \to 0} P \left\{ \max_{t \in \Re(q) \cap [0, T_e]} Y_{m:n}(t) > v_T, \max_{t \in \Re(p) \cap [0, T_e]} Y_{m:n}(t) > v_T^* \right\}
= T^{\alpha} \sum_{d,m} \mathcal{H}_{d,m,a} Z_{d,m,a} (Y_{d,m,a})^{2/\alpha} \Psi (Y_{d,m,a}) \left(1 + o(1)\right)
= T^{\alpha- \frac{1}{2}} \sum_{d,m,a} \mathcal{H}_{d,m,a} Z_{d,m,a} \phi (Y_{d,m,a}) \left(1 + o(1)\right),
$$

其中 $Z_{d,m,a} = \ln(\mathcal{H}_{d,m,a}) - \ln(\mathcal{H}_{d,m,a}) + x - y$。最后替换定义 $\mathcal{H}_{d,m,a}$ 中的变量可得 $\frac{Z_{d,m,a}}{y/a} \mathcal{H}_{d,m,a}$，注意到 $v_T$ 定义可得 $\mathcal{H}_{d,m,a}$，而这就完成了引理的证明。

附录 B

本小节给出 3 个引理，它们在引理 3.3 证明中起重要作用。回顾 $u_T = b_{m,T} + x/a_{m,T}, u_T^* = b_{m,T}^*$，其中对稀疏型格点，$b_{m,T} = b_{m,T}^*$；对 Pickands 型格点，$b_{m,T} = b_{d,m,T}$。另外，$\rho(T)(t,s) = hr(\{t - s\} + (1 - h)\rho(t,s), h \in [0, 1] \}$，令

$$
\theta(t,s) = \max\{|r(t-s)|, |\rho(t,s)|\}
$$

和

$$
\theta(z) = \sup_{|s-t| \leq z} \{\theta(t,s)\}.
$$

由条件 (1.1) 易知，对任意的 $\varepsilon > 0$ 和充分大的 $T$，有 $\theta(\varepsilon) < 1$。进而，我们可以选择常数 $a$ 和 $c$，满足对充分大的 $T$ 和某个 $\varepsilon > 0$，有

$$
0 < c < a < \frac{1 - \theta(\varepsilon)}{1 + \theta(\varepsilon)} < 1.
$$

(B.1)

再次由条件 (1.1) 可知，对所有 $|s - t| \leq \varepsilon < 2^{-1/\alpha}$，有

$$
\frac{1}{2} |s - t|^\alpha \leq 1 - r(s - t) \leq 2 |s - t|^\alpha
$$

(B.2)

成立。

引理 B.1 在引理 3.3 的条件下，当 $T \to \infty$ 时,

$$
\sum_{\omega \in \Re(q) \cap [0, T_e] \cap \{0\} \cup \Omega_{z}} |r(t-s) - \rho(s,t)| \int_0^1 \frac{u_T^{2(m-1)}}{(1 - r^{(h)}(t,s))^{m/2}} \exp \left( - \frac{mu_T^2}{1 + r^{(h)}(t,s)} \right) dh \to 0.
$$

(B.3)

证明 注意在引理 3.3 的条件下 $\Re(q)$ 是 Pickands 型格点。首先考虑 $s$ 和 $t$ 属于同一个区间 $O_q$，把 (B.3) 左端作如下分割:

$$
\sum_{\omega \in \Re(q) \cap [0, T_e] \cap \{0\} \cup \Omega_{z}} + \sum_{\omega \in \Re(q) \cap [0, T_e] \cap \{0\} \cup \Omega_{z}} =: J_{T,1} + J_{T,2}.
$$

(B.4)

对于 $J_{T,1}$，注意到 $g(t,s) - r(t-s) = \rho(T)(1 - r(t-s))$。利用条件 (1.1)，我们可以选择足够小的 $\varepsilon > 0$ 使得对充分大的 $T$ 以及所有满足 $|t-s| \leq \varepsilon$ 的 $s$ 和 $t$，$g(t,s) = r(t-s) + (1 - r(t-s))\rho(T) \sim r(t-s)$ 成立。由 $u_T$ 定义可得

$$
\frac{u_T^2}{m} = \frac{2}{m} \ln T + \frac{2}{m} \ln[(\ln T)^{1/2} - m/2] + O(1).
$$

(B.5)
进而有

$$J_{T,1} \leq C \sum_{t \in \mathbb{R}(q) \cap [0,T],|t| < \epsilon} |r(t) - s| - g(s,t)| \frac{u_T^{2(m-1)}}{(1 - r(|t - s|))(1 + r(|t - s|))} \exp \left( - \frac{m u_T^2}{1 + r(|t - s|)} \right)$$

$$= C T b^{-1} u_T^{2/2} \rho(T) u_T^{2(m-1)} \exp \left( - \frac{m u_T^2}{2} \right) \sum_{t \in \mathbb{R}(q) \cap [0,T],|t| < \epsilon} (1 - r(t))^{1-m/2} \exp \left( - \frac{m(1 - r(t)) u_T^2}{2(1 + r(t))} \right).$$

利用 (B.2) 和 (B.5) 结合 $\rho(T) = r/\ln T = O(u_T^{-2})$, 有

$$J_{T,1} \leq C b^{-1} u_T^{2(m-1)} \sum_{t \in \mathbb{R}(q) \cap [0,T],|t| < \epsilon} \sqrt{2} |t|^{\alpha - \frac{m\alpha}{2}} \exp \left( - \frac{m |t|^\alpha u_T^2}{8} \right)$$

$$\leq C b^{-1} u_T^{2(m-1)} \sum_{t \in \mathbb{R}(q) \cap [0,T],|t| < \epsilon} \sqrt{2} |t|^{\alpha - \frac{m\alpha}{2}} e^{-\frac{1}{4} m(kb)^\alpha}$$

$$\leq C b^{-1} u_T^{2(m-1)}. \quad \text{(B.6)}$$

这表明，当 $T \to \infty$ 时，$J_{T,1} \to 0$ 对 $b > 0$ 一致成立。利用事实 $u_T \sim (\frac{2}{\ln T})^{1/2}$, 我们有

$$J_{T,2} \leq C u_T^{-2} \sum_{t \in \mathbb{R}(q) \cap [0,T],|t| < \epsilon} \exp \left( - \frac{m u_T^2}{1 + r(|t - s|)} \right)$$

$$\leq C T^{1 + a} b^{-2} u_T^{2(m-1)} \exp \left( - \frac{m u_T^2}{1 + \theta(\epsilon)} \right)$$

$$\leq C T^{1 + a} b^{-2} u_T^{2(m-1)} (T)^{-\frac{2}{1 + \theta(\epsilon)}}$$

$$\leq C T \exp \left( - \frac{d(\epsilon)}{1 + \theta(\epsilon)} \right) b^{-2} (\ln T)^{2/\alpha - m + 1}. \quad \text{(B.7)}$$

注意到 $a < \frac{1 - \theta(\epsilon)}{1 + \theta(\epsilon)}$, 所以，当 $T \to \infty$ 时，$J_{T,2} \to 0$ 对 $b > 0$ 一致成立。

其次，考虑情形 $t \in O_i$ 和 $s \in O_j, i \neq j$. 注意当 $s \in O_i$ 且 $t \in O_j (i \neq j)$ 时，$|t - s| \geq T^\epsilon, g(s,t) = \rho(T)$. 选取 $\beta$ 使得 $0 < \alpha < a < \beta < \frac{1 - \theta(\epsilon)}{1 + \theta(\epsilon)}$, 并把 (B.3) 左端作如下分割:

$$\sum_{t \in \mathbb{R}(q) \cap [0,T],|t| < \epsilon} + \sum_{t \in \mathbb{R}(q) \cap [0,T],|t| < \epsilon} =: S_{T,1} + S_{T,2}. \quad \text{(B.8)}$$

对于 $S_{T,1}$, 类似于 (B.6) 的讨论可知

$$S_{T,1} \leq C u_T^{-2} \sum_{t \in \mathbb{R}(q) \cap [0,T],|t| < \epsilon} \exp \left( - \frac{m u_T^2}{1 + r(|t - s|)} \right)$$

$$\leq C T^{1 + \beta} b^{-2} u_T^{2(m-1)} \exp \left( - \frac{m u_T^2}{1 + \theta(\epsilon)} \right)$$

$$\leq C T^{1 + \beta} b^{-2} u_T^{2(m-1)} (T)^{-\frac{2}{1 + \theta(\epsilon)}}$$

$$\leq C T^{\beta} \exp \left( - \frac{d(\epsilon)}{1 + \theta(\epsilon)} \right) b^{-2} (\ln T)^{2/\alpha - m + 1}. \quad \text{(B.9)}$$

进而注意到 $\beta < \frac{1 - \theta(\epsilon)}{1 + \theta(\epsilon)}$, 我们有当 $T \to \infty$ 时，$S_{T,1} \to 0$ 对 $b > 0$ 一致成立。对 $S_{T,2}$, 我们需要更精细的估计。由条件 (1.2) 可知，存在常数 $C > 0$ 和 $K > 0$, 使得对充分大 $T$ 和 $t \geq C$, 有

$$\theta(t) \ln t \leq K.$$
因此，对充分大的 $T$ 和满足 $t \geq T^3$ 的 $t$, 有 $\theta(t) \leq K/\ln(T^3)$. 进而利用 (B.5), 可得

$$T^2 u_T^{4/\alpha}(\ln T)^{-m} \exp \left( - \frac{m u_T^2}{1 + \theta(T^3)} \right)$$

$$\leq T^2 u_T^{4/\alpha}(\ln T)^{-m} \exp \left( - \frac{m u_T^2}{1 + K/\ln(T^3)} \right)$$

$$\leq O(1) T^2 (\ln T)^{2/\alpha} (T^{-2}(\ln T)^{-(2/\alpha - m)})^{1 + K/\ln(T^3)}$$

$$\leq O(1) T(2K/\ln(T^3))^{1/(1 + K/\ln(T^3))} (\ln T)^{(2/\alpha - m)K/\ln(T^3)}(1 + K/\ln(T^3))$$

$$= O(1). \quad (B.9)$$

因此，类似于文献 [21, 引理 6.4.1] 的证明，可得

$$S_{T,2} \leq C u_T^{-2(m-1)} \sum_{t \in \mathcal{Q} \cap [0,T)} |r(t - s)| - \rho(T) | \exp \left( - \frac{m u_T^2}{1 + \theta(T^3)} \right)$$

$$\leq C T b^{-1} u_T^{2/\alpha} u_T^{2(m-1)} \exp \left( - \frac{m u_T^2}{1 + \theta(T^3)} \right) \sum_{t \in \mathcal{Q} \cap [0,T], t > T^3} |r(t) - \rho(T)|$$

$$= C T^2 (\ln T)^{-m} u_T^{4/\alpha} \exp \left( - \frac{m u_T^2}{1 + \theta(T^3)} \right) b^{-1} \ln T \sum_{t \in \mathcal{Q} \cap [0,T], t > T^3} |r(t) - \rho(T)|$$

$$\leq C b^{-1} \ln T \sum_{t \in \mathcal{Q} \cap [0,T], t > T^3} |r(t)|$$

$$\leq C b^{-1} \frac{1}{\beta T u_T^{2/\alpha}} \sum_{t \in \mathcal{Q} \cap [0,T], t > T^3} |r(t)| \ln t - r + C b^{-1} \frac{r}{T u_T^{2/\alpha}} \sum_{t \in \mathcal{Q} \cap [0,T], t > T^3} \left| 1 - \frac{\ln T}{\ln t} \right|$$

$$= O \left( b^{-1} \frac{r}{\ln T} \int_0^1 |\ln x| dx \right). \quad (B.10)$$

利用条件 (1.2) 可得当 $T \to \infty$ 时, (B.10) 右端第一项趋于 0 对 $b > 0$ 一致成立. 类似地, 使用一个积分估计可得

$$C b^{-1} \frac{r}{T u_T^{2/\alpha}} \sum_{t \in \mathcal{Q} \cap [0,T], t > T^3} \left| 1 - \frac{\ln T}{\ln t} \right| \leq C b^{-1} \frac{r}{T u_T^{2/\alpha}} \frac{1}{\ln T^3} \sum_{t \in \mathcal{Q} \cap [0,T], t > T^3} \left| \ln t - \ln T \right|$$

$$= O \left( b^{-1} \frac{r}{\ln T^3} \int_0^1 |\ln x| dx \right).$$

这表明，当 $T \to \infty$ 时, $S_{T,2} \to 0$ 对 $b > 0$ 一致成立. 引理完毕.

引理 B.2 在引理 3.3 的条件下, 当 $T \to \infty$ 时,

$$\sum_{t \in \mathcal{Q} \cap [0,T], t > T^3} |r(t - s)| - \rho(s, t) | \int_0^1 u_T^{-2(m-1)} \frac{1}{(1 - r^h(t, s))} \exp \left( - \frac{m (u_T^2)}{1 + r^h(t, s)} \right) dh \to 0. \quad (B.11)$$

引理 B.2 证明与引理 B.1 类似，略去.

引理 B.3 在引理 3.3 的条件下, 当 $T \to \infty$ 时,

$$\sum_{t \in \mathcal{Q} \cap [0,T], t > T^3} |r(t - s)| - \rho(s, t) | \int_0^1 u_T^{-2(m-1)} \frac{1}{(1 - r^h(t, s))} \exp \left( - \frac{m (u_T^2 + u_s^2)}{1 + r^h(t, s)} \right) dh \to 0. \quad (B.12)$$
证明 注意在引理 B.3 中，\( R(p) \) 可以是稀疏型格点也可以是 Pickands 型格点。我们只给出稀疏型情形的证明 \( R(p) \)，因为 Pickands 型的证明是类似的。首先，考虑 \( s \) 和 \( t \) 属于同一个区间 \( O \)，把 (B.12) 作如下分割：

\[
\sum_{t \in [q(p)]^{(1)}, t \in [q(p)]^{(2)}} + \sum_{t \notin [q(p)]^{(1)}, t \notin [q(p)]^{(2)}} =: W_{T,1} + W_{T,2}.
\] (B.13)

对于 \( W_{T,1} \)，注意到对于这种情形，由 \( \xi(t) \) 定义可得 \( g(t, s) - r(t-s) = \rho(T)(1-r(t-s)) \)。由条件 (1.1) 可知，我们可以选择足够小的 \( \varepsilon > 0 \) 使得对充分大的 \( T \) 和满足 \( |t-s| \leq \varepsilon \) 的 \( s \) 和 \( t \), \( g(t, s) = r(t-s) \) 成立。由 \( u_T \) 和 \( u_T^* \) 定义易得

\[
w_T^2 := \frac{1}{2}(u_T^2 + (u_T^*)^2) = \frac{2}{m} \ln T + \frac{1}{m} \ln(\ln T)^{1/\alpha - m/2} + \frac{1}{m} \ln(p^{-1}(\ln T)^{-m/2}) + O(1).
\] (B.14)

进而有

\[
W_{T,1} \leq C(u_T^{-2m-1}) \sum_{t \in [q(p)]^{(1)}, t \in [q(p)]^{(2)}} |r(t-s) - g(s, t)| \frac{1}{(1-r(t-s))^{m/2}} \exp \left(-\frac{m w_T^2}{m^2} \right)
\]

\[
\leq C T^{-1} u_T^{-2m-1} \rho(T) \exp \left(-\frac{m w_T^2}{2} \right) \sum_{t \notin [q(p)]^{(1)}, t \in [q(p)]^{(2)}} (1-r(t))^{-1/2} \exp \left(-\frac{m(1-r(t)) w_T^2}{2} \right).
\]

然后利用 (B.2) 和 (B.14) 可得

\[
W_{T,1} \leq C p^{-1/2} u_T^{-2m-1} \sum_{t \in [q(p)]^{(1)}, t \in [q(p)]^{(2)}} \ |t|^{1/\alpha - m/2} \exp \left(-\frac{|t|^\alpha w_T^2}{8} \right).
\]

\[
\leq C(p \ln T)^{1/\alpha - 1/2} u_T^{-2m}. \]

注意到，对稀疏型格点，\( p(\ln T)^{1/\alpha} \to \infty \)，所以，当 \( T \to \infty \) 时，\( W_{T,1} \to 0 \) 对 \( b > 0 \) 一致成立。利用事实

\[
w_T \sim (\frac{2}{m} \ln T)^{1/2},
\]

可得

\[
W_{T,2} \leq C \sum_{t \in [q(p)]^{(1)}, t \in [q(p)]^{(2)}} \exp \left(-\frac{w_T^2}{1+r(t-s)} \right)
\]

\[
\leq C T^{1+a} u_T^{-2/\alpha} p^{-1} b^{-1} w_T^{-2(m-1)} \exp \left(-\frac{w_T^2}{1+r(\varepsilon)} \right)
\]

\[
\leq C T^{1+a} u_T^{-2/\alpha} p^{-1} b^{-1} w_T^{-2(m-1)} \exp \left(-\frac{w_T^2}{2 \varepsilon} \right)
\]

\[
\leq C T^{1+a} u_T^{-2/\alpha} p^{-1} b^{-1} w_T^{-2(m-1)} \exp \left(-\frac{w_T^2}{2 \varepsilon} \right)
\]

因此，注意到 \( a < \frac{1-g(\varepsilon)}{1+|\theta(\varepsilon)|} \)，可得当 \( T \to \infty \) 时，\( W_{T,2} \to 0 \) 对 \( b > 0 \) 一致成立。余下的证明与引理 B.1 类似，故略去。

附录 C

本小节给出一个关于 Gauss 次序统计量的比较不等式，它是文献 [4, 定理 2.4] 的推广。令 \( X = (X_d)_{d \times n} \) 和 \( Y = (Y_d)_{d \times n} \) 表示两个元素为标准正态随机变量的 Gauss 随机矩阵，用 \( \Sigma^{(1)} = (\sigma_{d,j,k}^{(1)})_{d \times d \times d} \)
和 \( \Sigma^{(0)} = (\sigma_{d,jk}^{(0)})_{dn \times dn} \) 分别表示 \( \mathcal{X} \) 和 \( \mathcal{Y} \) 的协方差矩阵，即 \( \sigma_{d,jk}^{(0)} := EX_{d}X_{jk}, \sigma_{d,jk}^{(0)} := EY_{d}Y_{jk}, \) \( 1 \leq i, j \leq d, 1 \leq l, k \leq n \)。令 \( X_{(m)} = (X_{1(m)}, \ldots, X_{d(m)}) (1 \leq r \leq n) \) 表示由 \( \mathcal{X} \) 生成的 Gauss 次序统计向量

即

\[
X_{i(1)} = \min_{1 \leq l \leq n} X_{il} \leq \cdots \leq X_{i(m)} \leq \cdots \leq \max_{1 \leq l \leq n} X_{il} = X_{i(n)}, \quad 1 \leq i \leq d.
\]

类似地，\( Y_{(m)} = (Y_{1(m)}, \ldots, Y_{d(m)}) \) 表示由 \( \mathcal{Y} \) 生成的 Gauss 次序统计向量。假设 \( \mathcal{X} \) 和 \( \mathcal{Y} \) 内部行与行之间是相互独立的，即对某些 \( \sigma_{ij}^{(0)}, 1 \leq i, j \leq d, \) \( \kappa = 0, 1, \) 有

\[
\sigma_{ij}^{(0)} = \sigma_{ij}^{(k)} = \delta_{ij}, \quad 1 \leq i, j \leq d, \quad 1 \leq l, k \leq n, \quad \kappa = 0, 1,
\]

引理 C.1 设 \( u_{T} = (u_{T1}, \ldots, u_{Td}) \)。假设当 \( T_{i} \to \infty \) 时，\( u_{T1} \to \infty \) 且对所有的 \( i, j \in \{1, 2, \ldots, d\}, \) \( u_{T1}/u_{Tj} \to 1 \), 则对充分大的 \( T \), 有

\[
|P(X_{(m)} \leq u_{T}) - P(Y_{(m)} \leq u_{T})| \\
\leq C u_{T1}^{-2(m-1)} \sum_{1 \leq i < j \leq d} |\sigma_{ij}^{(0)} - \sigma_{ij}^{(1)}| \int_{0}^{1} (1 - \delta_{ij}^{(h)})^{-m/2} \exp \left( \frac{-m(u_{T1}^{2} + u_{Tj}^{2})}{2(1 + |\delta_{ij}^{(h)}|)} \right) dh,
\]

其中 \( \delta_{ij}^{(h)} = h \sigma_{ij}^{(0)} + (1 - h) \sigma_{ij}^{(1)} \).

证明 引理的证明与文献 [4, 定理 2.4] 类似。设 \( (Z_{i}, Z_{j}) \) 是具有协方差 \( |\delta_{ij}^{(h)}| \) 的标准化的二元正态随机向量。类似于文献 [21, 第 225 页] 的证明可得 (对充分大的 \( T_{i} \))

\[
P(Z_{i} > u_{T1}, Z_{j} > u_{Tj}) \leq \frac{C}{u_{T1}(u_{Tj} - |\delta_{ij}^{(h)}|/u_{T1})} \phi(u_{T1}, u_{Tj}; |\delta_{ij}^{(h)}|) \leq \frac{C}{u_{T1}^{2}} \phi(u_{T1}, u_{Tj}; |\delta_{ij}^{(h)}|),
\]

其中 \( \phi(u, v, r) \) 表示二元正态随机向量的概率密度函数。利用上式替换文献 [4] 中定理 2.4 的证明的 (4.28)，即可完成引理 C.1 的证明。 \( \square \)
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