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Abstract
Recent advances in neural sequence-to-sequence models have led to promising results for several language generation-based tasks, including dialogue response generation, summarization, and machine translation. However, these models are known to have several problems, especially in the context of chit-chat based dialogue systems: they tend to generate short and dull responses that are often too generic. Furthermore, these models do not ground conversational responses on knowledge and facts, resulting in turns that are not accurate, informative and engaging for the users. These indeed are the essential features that dialogue response generation models should be equipped with to serve in more realistic and useful conversational applications. Recently, several dialogue datasets accompanied with relevant external knowledge [29, 5] have been released to facilitate research into remedying such issues encountered by traditional models by resorting to this additional information. In this paper, we propose and experiment with a series of response generation models that aim to serve in the general scenario where in addition to the dialogue context, relevant unstructured external knowledge in the form of text is also assumed to be available for models to harness. Our approach extends pointer-generator networks [18] by allowing the decoder to hierarchically attend and copy from external knowledge in addition to the dialogue context. We empirically show the effectiveness of the proposed model compared to several baselines including [6, 29] on CONVAI2 challenge.

1 Introduction
Recently, deep neural networks have achieved state-of-the-art results in various tasks including computer vision, natural language processing, and speech processing. Specifically, neural sequence-to-sequence models [22, 2] have led to great progress in important downstream NLP tasks like text summarization [17, 4, 13, 12, 18, 23, 30], machine translation [11, 2, 3, 22], and reading comprehension [28]. However, achieving satisfactory performance on dialogue tasks still remains an open problem. This is because dialogues can have multiple valid responses with varying semantic content. This is vastly different from the aforementioned tasks, where the generation is more conveniently and uniquely constrained by the input source.

Although neural models appear to generate meaningful responses when trained with sufficiently large datasets in the chit-chat setting, such generic chit-chat models reveal several weaknesses that are reported by previous research [19, 26] as well. Most common problems include inconsistency
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in personality, dull and generic responses, and unawareness of long-term dialogue context. The inconsistency in personality arises because the model learns to generate the dialogues from a set of many speakers with different backgrounds, interests and even language styles. Furthermore, response generation models are usually trained using only the recent dialogue context, and therefore the model is unaware of long-term history and tend to generate outputs that lack connection with earlier turns. Such chit-chat models learn to generate generic responses such as "Really?", "Wow", "I don’t know" which appear frequently in the training set but are also uninteresting.

To alleviate these limitations, we train our dialogue generation model based off ConVAI2 challenge, in a setting where the model is provided a set of relevant textual facts (speaker persona descriptions) and is allowed to harness this knowledge when generating responses in a multi-turn dialogue. To handle the personality inconsistency issue, we ground our dialogue generation model on external knowledge facts which are a list of persona descriptions in our application [8] [29]. We explicitly use the dialogue history as memory for the model to condition on which potentially encourages a more natural conversation flow. To prevent from generating generic but dull responses, we use a hierarchical pointer network in our model such that it can copy content from two sources: current dialogue history and persona descriptions, to encourage specific and appropriate responses.

In this work, we propose a novel architecture DEEP COPY that extends the attentional sequence-to-sequence model with a hierarchical pointer network that enables the decoder to jointly attend and copy tokens from any of the facts available as external knowledge in addition to the dialogue context (encoder input). This is achieved entirely in an end-to-end fashion through factoring the whole copy mechanism into following three hierarchies/components: (i) a token-level attention mechanism over the dialogue context to determine the probability of copying a token from the dialogue context, (ii) A hierarchical pointer network to determine the probability of copying a token from each fact, and (iii) An inter-source meta attention over the input sources dialogue context and external knowledge, which combines the two copying probabilities. Using these components, a single copying probability distribution over the unique tokens appearing in the model input is computed exploiting the well-defined hierarchy among them. In addition, the model is equipped with a soft switch mechanism between copying and generation modes similar to [18], which allows us to softly combine the copying probabilities with the decoder’s generation probabilities over a fixed vocabulary into a final output probability distribution over an extended vocabulary. We empirically show the effectiveness of the proposed DEEP COPY model compared to several baselines including [6] [29] on ConVAI2 challenge.

2 Related Work

Earlier work on data-driven, end-to-end approaches to conversational response generation treated the task as statistical machine translation, where the goal is to generate a response given the previous dialogue turn [16] [26]. While these studies resulted in a paradigm change compared to earlier work based on rule- and retrieval-based approaches, responses generated by these sequence-to-sequence models are not always contextually appropriate, as they do not include mechanisms to represent longer term conversation context. To tackle this problem and have a better representation of conversation context as input to generation, [19] proposed hierarchical recurrent encoder-decoder (HRED) networks. HRED combines two RNNs, one at the token level, modeling individual turns, and one at the dialogue level, inputting turn representations from the token-level RNNs. However, utterances generated by such neural response generation systems are noted to be often generic and contentless [20]. To improve the diversity and content of generated responses, HRED was later extended with a latent variable that aims to model the higher level aspects (such as topic) of the generated responses, resulting in the VHRED approach [20].

Another issue that remains with these previous approaches is that the generated dialogues mainly rely on conversation context and do not integrate knowledge. [10] extracted facts relevant to the current dialogue from a knowledge base using string matching, entity linking or named entity recognition, found an additional K entities from the knowledge base that are most relevant to the facts by a neural similarity scorer, and combined the information as context feature to the dialogue generation RNN. [6] used end-to-end memory networks to base the generated responses on knowledge, where an attention over the knowledge relevant to the conversation context is estimated, and multiple knowledge representations are included as input during the decoding of responses. In this work, we use end-to-end memory networks as one of the baselines.

Although much research has focused on response generation in a chit-chat setting, models trained on large datasets of human-human interactions of diverse speaker characteristics often tend to generate
responses which are too vague and generic (common for most speakers) or inconsistent in personality (switching between different speakers’ characteristics). Therefore, persona and speaker modeling has remained a challenge for conversational agents due to the lack of publicly available dialogue datasets to this end. Recently, [29] presented the CONVAI2 challenge containing persona descriptions and over 10K real human chit-chats where speakers were required to converse based on their assigned persona. [8] learned speaker persona embeddings from a single-speaker setting (e.g. Twitter posts) or a speaker-address style (human-human conversations) to generate personalized responses given a single utterance input. Another related work [15] applies hierarchical memory network for task oriented dialog problem. In this work, we compared our model with [29] which used a memory-augmented sequence-to-sequence response generator grounded on the dialogue history and persona.

3 Model

In this section, we first set up the problem, and then briefly revisit the baseline models using memory networks [21] and pointer-generator networks [18]. Subsequently, we introduce the proposed DEEP COPY model with hierarchical pointer network and our training process.

3.1 Problem Setup

Let \( x = (x_1, x_2, \ldots, x_n) \) denote the tokens in the dialogue history. The dialogue is accompanied by a set of \( K \) relevant supporting facts, where \( f^{(i)} = (f_1^{(i)}, f_2^{(i)}, \ldots, f_n^{(i)}) \) is the list of tokens in the \( i \)-th fact. Our goal is to generate the response as a sequence of tokens \( y = (y_1, y_2, \ldots, y_m) \) using the dialogue history and supporting facts. Note here that we are not interested in retrieval/ranking based models [27] which rely on a set of candidate responses. Generative models are essential for this problem because we want to incorporate content from new facts during inference which may not be present in the training set. Hence, using a predefined set of candidates may not ensure high coverage.

3.2 Baseline Models

In this section, we describe several baseline response generation models including the ones from existing work [6, 29] and the in-house ones we propose as additional baselines. We describe the individual baseline models as follows.

3.2.1 Seq2Seq

In a sequence-to-sequence model with attention [2], a sequence of input tokens is encoded using an LSTM encoder. At decoder step \( t \), the decoder state \( h_t \), a context vector \( c_t \) and the previous decoder output \( y_{t-1} \) are used together to output a distribution over a fixed vocabulary of tokens obtained from the training set using a non-linear function. The context vector \( c_t \) is an attention-weighted combination of the encoder outputs. In the following baseline models, we use different features as inputs to the encoder. The underlying model remains the same.

- **SEQ2SEQ + NOFACT**: Only the dialogue context tokens \( x \) are used as input to the encoder.
- **SEQ2SEQ + BESTFACTCONTEXT**: We select the fact \( f^{(i)} \) whose tokens have highest unigram tf-idf similarity to the dialogue context tokens. \( [x||f^{(i)}] \) is then used as input to the encoder, where \( || \) denotes concatenation.
- **SEQ2SEQ + BESTFACTRESPONSE**: We select the fact \( f^{(j)} \) whose tokens have highest unigram tf-idf similarity to the ground truth response. \( [x||f^{(j)}] \) is used as input to the encoder. The aim of this experiment is to have a better understanding of the effect of fact selection on response generation, since using the ground truth for fact selection is not fair.

3.2.2 Memory Network

Our variations of Seq2Seq models described in Section 3.2.1 incorporate facts by concatenating them to the dialogue context. Memory networks [6, 29] are a more principled approach to incorporate external facts. Similar to [6], we use a context encoder to embed the context tokens \( x \) and obtain a list of outputs and final hidden state \( u \in \mathbb{R}^d \). As outlined in [6], a fact \( f^{(i)} \) is embedded into key and value vectors \( k_i \) and \( m_i \), respectively. A summary \( o \in \mathbb{R}^d \) of facts is then computed as an attention weighted combination of \((m_1, m_2, \ldots, m_K)\) by conditioning on \( u \) and \( (k_1, k_2, \ldots, k_K) \). We then combine the two summaries into \( \hat{u} = u + o \), and use it to initialize the decoder state. We report results on the following variants:
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Figure 1: Overview of our proposed approach as described in Section 3.3. The decoder state $d_t$ is used to attend over dialogue context and knowledge source to generate distributions for copying tokens from these sources. The decoder also outputs a distribution over a fixed vocabulary. The three distributions are combined to yield the final distribution over tokens at each decoder step $t$.

- **MEMNET**: This is equivalent to the model used in [6], as described above. This is essentially equivalent to a sequence to sequence model without attention at every decoder step, except using the combined summary $\hat{u}$ to initialize the decoder.
- **MEMNET + CONTEXT ATTENTION**: At each decoder step, the decoder state attends over the encoder outputs and obtains a context vector $c_t^{(c)}$. This is equivalent to SEQ2SEQ + NOFACT model from Section 3.2.1 except using the fact summary $\hat{u}$ to initialize the decoder state.
- **MEMNET + FACT ATTENTION**: At each decoder step, we use the decoder state to attend over the value embeddings $(m_1, m_2, \ldots, m_K)$ corresponding to facts, and obtain a context vector $c_t^{(f)}$. This model is similar to generative profile memory network [29], where we apply attention only on facts, and we set the decoder’s initial state to the combined summary $\hat{u}$ from context and facts.
- **MEMNET + FULL ATTENTION**: This model employs attention over both facts and dialogue context at each decoder step. The two attention modules are combined by concatenating $c_t^{(c)}$ and $c_t^{(f)}$ [31].

### 3.2.3 Seq2Seq with Copy Mechanism

Seq2seq models can only generate tokens present in a fixed vocabulary obtained from the training set. This can be a big drawback if we want the model to be able to generate responses containing concepts not seen in the training set. Pointer-generator network [18] extends the attentional sequence-to-sequence model [2] by employing a pointer network [25]. It has two decoding modes, copying and generating, which are combined via a soft switch mechanism, allowing it to copy tokens from source in addition to generating from vocabulary. We report the results for the following additional baselines obtained by equipping the corresponding Seq2Seq model described in Section 3.2.1 with copy mechanism: SEQ2SEQ + NOFACT + COPY, SEQ2SEQ + BESTFACTCONTEXT + COPY, SEQ2SEQ + BESTFACTRESPONSE + COPY.

### 3.3 DeepCopy with Hierarchical Pointer Networks

Pointer-generator network [18] can only copy tokens from the encoder input. In this section, we present our proposed DEEPCOPY model that extends pointer-generator network [18] using a novel hierarchical pointer network. Our model allows copying tokens from multiple input sources (facts $f^{(1)}, 1 \leq i \leq K$), besides the encoder input (dialogue context $x$).

A high-level overview of the proposed approach is illustrated in Figure 1. At decoder step $t$, the decoder state $h_t$ is used to attend over the dialogue context tokens and fact tokens to give a distribution over the tokens present in context and facts respectively. These distributions are then combined with the distribution output by the decoder over the fixed vocabulary to obtain the overall distribution.

**Encoding a sequence.** Let $w = (w_1, w_2, \ldots, w_n)$ be a sequence of tokens. We first obtain a trainable embedded representation of each token in the sequence and then use a LSTM cell to encode
the sequence of embedding vectors. We define $e, s = \text{Encode}(w)$, where $e$ denotes the final state of the LSTM and $s = (s_1, s_2, \ldots, s_n)$ denotes the outputs of the LSTM cell at all steps.

**Attention.** Let $u = (u_1, u_2, \ldots, u_n)$ be a sequence of vectors where $u_i \in \mathbb{R}^p, 1 \leq i \leq n$ and $v \in \mathbb{R}^q$ be a conditioning vector. The attention module generates a linear combination $c$ of elements in $u$ by conditioning them on $v$ as defined by the equations below. We define $\alpha, c = \text{Attention}(u, v)$, where $\alpha_i \in \mathbb{R}^n$ is the weight assigned to $u_i$, and $c \in \mathbb{R}^p$ is a vector representation of the sequence $u$ conditioned on $v$. In the equations below, $w_1$ and $W_2$ are parameters of appropriate dimension. In our setup, we use $p = q, w_1 \in \mathbb{R}^p$, and $W_2 \in \mathbb{R}^{2p \times 2p}$.

$$
e_i = w_1^T \tanh(W_2[u_i; v])$$ (1)

$$\alpha_i = \frac{\exp(e_i)}{\sum_{j=1}^{n} \exp(e_j)}$$ (2)

$$c = \sum_{i=1}^{n} \alpha_i u_i$$ (3)

**Copying from Dialogue Context.** Similar to our baseline models, we encode the dialogue context tokens $x$ (Equation 4) and apply attention to the encoder outputs at a decoder step $t$ (Equation 5). This outputs attention weights $\alpha^{(x)}_t$ and a representation of the entire context $c^{(x)}_t$. The attention weights are aggregated to obtain the distribution over context tokens $p_t^{(x)}(w)$ (Equation 6).

$$e^{(x)}, s^{(x)} = \text{Encode}(x)$$ (4)

$$\alpha^{(x)}_t, c^{(x)}_t = \text{Attention}(s^{(x)}, h_t)$$ (5)

$$p_t^{(x)}(w) = \sum_{\{i: x_i = w\}} \alpha^{(x)}_{t,i}$$ (6)

**Copying from Facts: Hierarchical Pointer Network.** We introduce the hierarchical pointer network (Figure 2) as a general methodology for enabling token-level copy mechanism from multiple input sequences or facts. Each fact $f^{(i)}$ is encoded (Equation 7) to obtain token level representations $s^{(f^{(i)})}$ and overall representation $e^{(f^{(i)})}$. The decoder state $h_t$ is used to attend over token level representations of each fact (Equation 8) and the overall representations of all the facts (Equation 9).

$$e^{(f^{(i)})}, s^{(f^{(i)})} = \text{Encode}(f^{(i)})$$ (7)

$$\alpha_t^{(f^{(i)})}, c_t^{(f^{(i)})} = \text{Attention}(s^{(f^{(i)})}, h_t)$$ (8)

$$\beta_t, c_t^{(f)} = \text{Attention}([c_t^{(f^{(1)})}, \ldots, c_t^{(f^{(K)})}], h_t)$$ (9)
\[ p_t^{(f)}(w) = \sum_{j=1}^{K} p_t^{(f)}(f^{(j)}) \cdot p_t^{(f)}(w|f^{(j)}) = \sum_{j=1}^{K} \beta_{t,j} \sum_{\{v|f_t^{(j)}=w}\} \alpha_t^{(f)}(j) \tag{10} \]

**Inter-Source Attention Fusion** We now present the mechanism to fuse the two distributions \( p_t^{(x)}(w) \) and \( p_t^{(f)}(w) \) representing the probabilities of copying tokens from dialogue context and facts respectively. We use the decoder state \( h_t \) to attend over dialogue context representation \( c_t^{(x)} \) and overall fact representation \( c_t^{(f)} \) (Equation 11). The resulting attention weight \( \gamma_t = [\gamma_t, 1 - \gamma_t] \) is used to combine the two copying distributions as shown in Equation 12.

\[ \gamma_t, c_t = \text{Attention}(c_t^{(x)}, c_t^{(f)}, h_t) \tag{11} \]

\[ p_t^{\text{copy}}(w) = \gamma_t p_t^{(x)}(w) + (1 - \gamma_t) p_t^{(f)}(w) \tag{12} \]

Similar to Seq2Seq models, the decoder also outputs a distribution \( p_t^{\text{vocab}} \) over the fixed training vocabulary at each decoder step using the overall context vector \( c_t \) and decoder state \( h_t \). Having defined the copy probabilities \( p_t^{\text{copy}} \) for tokens that appear in the model input, either the dialogue context or the facts in external knowledge source, we combine \( p_t^{\text{vocab}} \) and \( p_t^{\text{copy}} \) using the mechanism outlined in [18], except we use \( c_t \) defined in Equation 11 as the context vector instead.

To better isolate the effect of copying, a key component of the proposed DEEP COPY model, we also conduct experiments with MULTISEQ2SEQ model that incorporates the knowledge facts in the same way (by encoding each fact separately with LSTM, and attending on each by the decoder as in [31]), but relies completely on the generation probabilities without any copy mechanism.

### 3.4 Training

We train all the models described in this section using the same loss function optimization. More precisely, given a model \( M \) that produces a probability \( p_t(w|y_{<t}) \) of generating token \( w \) at decoding step \( t \), we train the whole network end-to-end with the negative log-likelihood loss function of

\[ J_{\text{base}}(x, y, \{f^{(i)}\}_{i=1}^{K}; \Theta) = -\frac{1}{|y|} \sum_{t=1}^{|y|} \log(p_t(y_t|y_{<t}, x, \{f^{(i)}\}_{i=1}^{K})) \]

for a training sample \((x, y, \{f^{(i)}\}_{i=1}^{K})\) where \( \Theta \) denotes all the learnable model parameters.

### 4 Experiments

In this section, we describe the details of dataset, training process, evaluation metrics, and the performance results of baseline and proposed models along with a discussion.

#### 4.1 Dataset

We perform experiments for our problem setup on the recently released CONVAI2 conversational AI challenge dataset, which is an extended version of PERSONAChat [29]. The conversations in CONVAI2 are obtained by asking a pair of crowdworkers to chat with each other naturally based on their randomly assigned personas (from a set of 1155 personas) towards getting to know each other. Personas are created by a different set of crowdworkers, and they consist of ~5 natural language sentences, each describing an aspect of a person that can range from common hobbies like “I like to play basketball” to very specific facts like “I have a pet parrot named Tasha”, reflecting a wide range of different personalities. The dataset contains ~11000 dialogues with ~160000 utterances, and 2000 dialogues with non-overlapping personas are used for validation and test. For our setting, we use personas as external knowledge sources that models can ground on while generating responses.

#### 4.2 Training and Implementation Details

In all the models explored in this paper, we set the dialogue context to concatenation of the last two dialogue turns separated by a special CONCAT token. The models are supplied with the persona facts of the side generating the response at the current turn, while the persona of the other side is concealed. We use a vocabulary of 18650 most frequent tokens and all the remaining tokens are replaced with a special UNK token. Embeddings of size 100 are randomly initialized and updated during training. We set the size of LSTM hidden layer to 100 for both encoder and decoder. The encoder and decoder
vocabulary and embeddings are shared. A shared LSTM encoder is used for encoding both dialogue context and facts of external knowledge source. The model parameters are optimized using Adam [7] with a batch size of 32, a fixed learning rate of 0.001. We apply gradient clipping to 5 when its norm exceeds this value. During inference, we generate responses by employing a beam search of width 4. Our models are implemented in TensorFlow [1].

### 4.3 Results and Discussion

In Table 1, we present our results in comparison with the existing and proposed baseline models. We report the performance of each model across several metrics commonly used for evaluation of text generation models including perplexity, corpus BLEU [14], ROUGE-L [9], CIDEr [24].

As expected, SEQ2SEQ + BESTFACTRESPONSE model and its +COPY version outperform all the other models across all the evaluation metrics. This model pinpoints the importance of selecting the most suitable fact in the persona for the response to be generated at each turn, justifying our underlying motivation for conducting this experiment as highlighted in Section 3.2.1. However, the most suitable fact for the response is not available in the real application scenario, where the models are responsible for picking the useful pieces of information pertaining to the current dialogue turn to generate meaningful responses. Our proposed SEQ2SEQ + BESTFACTCONTEXT model and its +COPY version, on the other hand, are valid baselines for this scenario where the best fact is selected completely based on the dialogue context without relying on the ground-truth response. This model outperforms the previously proposed memory network based model MEMNET [6] for knowledge grounded response generation on all the evaluation metrics, demonstrating its effectiveness despite the fact that it does not have access to all the facts unlike [6]. However, this approach has the following potential weaknesses: (i) if the best persona fact selected w.r.t dialogue context is wrong (irrelevant) for the ground-truth response, the generated response might be drastically misled, and furthermore it is difficult for model to recover from this error because it has no access to other facts, (ii) selecting the best fact w.r.t dialogue context based on tf-idf similarity may result in poor fact selection when the lexical overlap between context and response is small which might be a common case especially for the CONVAI2 dataset as the focus of conversation may often change swiftly across the dialogue turns. The latter might be the reason why copying does not help much for this model since it might end up copying irrelevant tokens in the scenario mentioned above.

Our proposed DEEPCOPY model is designed to effectively address the aforementioned issues, where it has access to the entire set of persona facts per dialogue from which it is expected to pick the useful pieces of information while generating the response. DEEPCOPY model outperforms all the models reported in Table 1 except for SEQ2SEQ + BESTFACTRESPONSE models, which we already deem as kind of an upper bound because it has access to the most relevant fact to the response. This justifies the effectiveness of DEEPCOPY model compared to the existing works [6, 29] and the additional baselines we explored in this work. On the other hand, MULTISEQ2SEQ performs considerably worse than DEEPCOPY model despite the fact they both have access to the entire set of

| Model                        | Perplexity | BLEU | ROUGE-L | CIDEr |
|------------------------------|------------|------|---------|-------|
| MEMNET                       | 61.30      | 3.07 | 59.10   | 10.52 |
| MEMNET + CONTEXTAttention    | 57.37      | 3.24 | 59.20   | 11.79 |
| MEMNET + FACTAttention       | 61.50      | 2.43 | 59.34   | 9.65  |
| MEMNET + FULLAttention       | 59.64      | 3.26 | 59.18   | 12.25 |
| SEQ2SEQ + NOFact             | 60.48      | 3.38 | 59.46   | 11.41 |
| SEQ2SEQ + BESTFactContext    | 58.68      | 3.35 | 59.13   | 10.77 |
| SEQ2SEQ + BESTFactResponse*  | 49.74      | 4.02 | 60.04   | 16.15 |
| SEQ2SEQ + NOFact + COPY      | 58.84      | 3.25 | 59.18   | 11.15 |
| SEQ2SEQ + BESTFactContext + COPY | 60.25  | 3.17 | 59.46   | 11.17 |
| SEQ2SEQ + BESTFactResponse + COPY* | 38.60   | 4.54 | 60.96   | 21.47 |
| MULTISEQ2SEQ (no COPY)       | 57.94      | 2.88 | 59.10   | 10.92 |
| DEEPCOPY                     | 54.58      | 4.09 | 60.30   | 15.76 |

Table 1: Results on CONVAI2 dataset. Evaluation metrics on last three columns are better the higher. Perplexity is lower the better. The results of the proposed approach are presented in bold. * indicates that the corresponding model should be considered as a kind of ORACLE because it has access to the fact that is most relevant to the ground-truth response during the inference/test time as defined in Section 3.2.1.
In this paper, we propose a hierarchical pointer network for knowledge grounded dialogue response generation. Our approach extends the pointer-generator network to enable the decoder to simultaneously copy tokens from the available set of relevant external knowledge in addition to dialogue context. We demonstrate the effectiveness of our approach in comparison with several baselines by experiments on the CONVAI2 dataset. In the future, we plan to apply our model to larger scale datasets of the same fashion where the dialogue is accompanied by a much larger set of knowledge facts (e.g., Wikipedia articles) [5]. This could be done by adding a retrieval component which identifies a few contextually relevant facts [6], which can be used as input to DEEP COPY. Furthermore, we plan to conduct a human evaluation to better analyze the responses of different models from various aspects such as their appropriateness, coherence with facts, and the extent to which the facts are used.
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