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Abstract: The study of the mixed initial-boundary value problem, corresponding to the thermoelasticity of porous micromorphic materials under the influence of microtemperatures, represents the main objective of this article. Achieving qualitative results on the existence, uniqueness and continuous dependence on the initial data and loads, of the solution of the mixed problem, implies a new perspective of approaching these topics, imposed by the large number of unknowns, which increases the complexity of equations and conditions that characterize the thermoelastic porous micromorphic materials with microtemperatures. The use of the semigroup theory of operators represents the optimal solution for deducing these results, the theory being adaptable to the requirements of the demonstrations, the mixed problem turning into a problem of Cauchy type, with regards to an equation of evolution on a Hilbert space, chosen appropriately.
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1. Introduction

Aiming to remove the inadequacies between the theory and the results of its implementations, occurred, for example, in the case of granular bodies with large particles, where the effect of materials microstructure makes its presence felt, the theory of microstructure is optimally appropriate for applications in solid mechanics.

Part of the microstructure theory, with its bases founded by the Cosserat brothers, see [1], later approached by many other researchers, such as Green and Rivlin in [2], Mindlin in [3], the micromorphic theory was introduced by Eringen, see [4,5], to explore materials with microelements that deform separately from their motions.

In this theory, each particle is deformable, having twelve freedom degrees, six for the particle microdeformations, three for the microrotations and three for the particle motion.

Compared to the classical continuous mechanics, where material bodies are considered to be continuous assemblies of infinitesimal size material particles and not endowed with inner structure, the micromorphic theory regards the material bodies as a set of finite size particles having an inner structure.

The theory of micromorphic materials, with the diversity of exploration directions it offers, has been the subject of many research papers, some examples being highlighted below.

Eringen presented in [6] a new perspective on the micromorphic mechanics balance laws, studied in [7] the effect of the memory on the microelastic solids and microviscous fluids and developed the linear theory of the micromorphic thermoelastic solids in [8], by giving the linear constitutive
equations, by formulating the initial-boundary value problems for anisotropic and isotropic cases and by revealing the relation between the micropolar and microstretch cases with the micromorphic ones.

The generalization and deepening of the micromorphic theory, regarding the micromorphic mixtures, can be found in [9,10], where a detailed description of the behavior of certain materials, such as polycrystalline mixture, polymolecular crystal lattices or granular composites, has been created, both the balance equations and the general form of the constitutive equations being determined.

Several aspects of the micromorphic materials theory have been the subject of a wide number of papers, such as: [11–20].

The theory of porous materials, initially studied by Goodman and Cowin in [21], was subsequently deepened [22–24], being just a few examples of recent papers. First studies dedicated to the theory of bodies having microtemperatures were published by Grot, which created the foundation of this theory see, for instance [25], considering that the microelements of a continuous body are endowed with microtmostatutes, along with microdeformations, thus extending existing theories of materials with inner structure.

In this context, the second law of thermodynamics, see [26], is modified in order to include the microtmostatutes, and the equations corresponding to the first moment of energy are added to the classical law of equilibrium, related to a material with microstructure, these equations leading to the equations of microtmostatutes thermal conductivity.

We must outline the great number of works in the theory of elasticity or thermoelasticity of bodies having microtmostates, associated with various materials, some examples, in this regard, being [27–37].

Our present article approaches the effects of microtmostates on the fundamental features of the mixed problem with initial and boundary values corresponding to the thermoelasticity theory of the micromorphic porous materials. In this context, our problem will be transformed into a problem of Cauchy type, attached to an evolutionary equation on a particular Hilbert space. In this way, the use of the contractions semigroup theory, see [38,39], to get the existence of the mixed problem solution and the uniqueness of this solution and, also, a result regarding the continuous dependence of the solution in relation to the initial data and loads, proves to be the most appropriate method.

2. Notations and Basic Equations

It is considered a porous micromorphic thermoelastic material, occupying the domain $\mathcal{D}$ in the three-dimensional Euclidean space $\mathbb{R}^3$, at the initial time $t_0$. $\bar{\mathcal{D}}$ and $\partial\mathcal{D}$ representing the notations corresponding to the closure of the regular region $\mathcal{D}$, respectively to the boundary, a smooth surface.

The material evolution is referred to a rectangular Cartesian fixed system of axes, each point of the domain being represented by three rectangular coordinates, noting that $x$ will be utilized for $(x_1, x_2, x_3)$ and $t$ for the time. The functions that appear in the following, throughout this article, are considered to be functions of $(x, t)$, defined on the cylinder $\bar{\mathcal{D}} \times (0, \infty)$, where $\bar{\mathcal{D}} = \mathcal{D} \cup \partial\mathcal{D}$, with the specification that both arguments will be missing when there is no risk of confusion.

The vectors, tensors, as well as matrices will be represented by bold symbols, for example $\mathbf{u} = (u_i)_{1 \leq i \leq 3}$, $\mathbf{\varphi} = (\varphi_{ij})_{1 \leq i, j \leq 3}$.

The equations describing the behavior of a porous micromorphic thermoelastic material with microtmostates are expressed by means of the variables $(u_i, \varphi_{ij}, \nu, \alpha, \zeta_i)$, $u_i$ being the displacement vector components, $\varphi_{ij}$ the microdeformation tensor components, $\nu$ the volume fraction directly related to the voids and $\alpha, \zeta_i$ the two new variables, introduced by the following relations

$$
\alpha(x, t) = \int_{t_0}^{t} \theta(x, s) ds, \quad \zeta_i(x, t) = \int_{t_0}^{t} \theta_i(x, s) ds. \quad (1)
$$

In the previous relation (1), $t_0$ represents the reference time, $\theta$ represents the temperature variation compared to $T_0$, the absolute temperature of the material in the reference configuration,
\[ \theta(x,t) = T(x,t) - T_0, \]

and \( \theta_i \) represent the variations of microtemperatures in relation to the reference configuration microtemperatures, denoted by \( T_i^0 \),

\[ \theta_i = T_i - T_i^0. \]

The variable \( T \), defined with the help of the temperature, represented by the relation (1), is called “the thermal displacement”, its introduction being made by Green and Naghdi in [40] and the variables \( \zeta_{ij} \), represented by the relation (1), are called “the microthermal displacements”.

Regarding the coordinates of an arbitrary point of the body, they will be denoted by \( (x_i) \), respectively, in the reference configuration, by \( (x'_i) \), therefore, it can be assumed that the material absolute temperature is represented as follows

\[ \theta + T_i(x_i - x'_i). \]

Throughout this article, the well-known Einstein summation convention will be applied in the case of index repetition and the Latin indices will take the values 1, 2, 3. A comma followed by an index represents the function partial differentiation with respect to the related Cartesian coordinate and a point above a function will represent the partial differentiation of that function corresponding to the time.

The fundamental equations and conditions that describe the behavior of an anisotropic, thermoelastic micromorphic material with voids and microtemperatures are presented below:

- the geometric equations, representing the strain tensors \( \varepsilon_{ij}, \mu_{ij}, \gamma_{ijk} \), respectively the vector \( \upsilon_i \), in compliance with [14],

\[ \varepsilon_{ij} = u_{ij} - \phi_{ji}, \quad \mu_{ij} = \frac{1}{2}(\phi_{ij} + \phi_{ji}), \quad \gamma_{ijk} = \phi_{ij,k}, \quad \upsilon_i = \upsilon_{ji}, \quad (x_i, t) \in \mathcal{D} \times (0, \infty), \]  

- the equations of motion

\[ t_{ji,j} + \rho f_i = \rho \ddot{u}_i, \]

\[ m_{kij} + t_{ji} - s_{ji} + \rho \ell_{ij} = I_{jk} \ddot{\phi}_{ik}, \]  

- the balance of equilibrated forces

\[ \lambda_{ij} - \zeta + \rho \ell = \rho k \dot{v}, \]  

- the energy equation, in the form of the following relation

\[ \rho \chi_i + r_i - h_i = 0, \]  

- the additional energy equations, as a result of the existence of the microtemperatures, introduced by the next relations, according to [40]

\[ \rho \eta = r_{ij} + \rho \varsigma, \]

\[ \rho \eta_i = M_{ji,j} + \rho M_i, \]
the constitutive equations, obtained by applying the Lešan and Quintanilla procedure, presented in [33], see also [27],

\[
\begin{align*}
t_{ij} &= C_{ijmn} \eta_{mn} + E_{ijmn} \mu_{mn} + F_{ijlmn} \eta_{lmn} + B_{ij} \nu - a_{ij} \kappa + d_{ijmn} \zeta_{m,n}, \\
s_{ij} &= E_{nmij} \eta_{mn} + B_{ijmn} \mu_{mn} + G_{ijlmn} \eta_{lmn} + C_{ij} \nu - b_{ij} \kappa + e_{ijmn} \zeta_{m,n}, \\
m_{ij} &= A_{ijklmn} \eta_{lmn} + F_{ijkl} \eta_{lm} + G_{nmijkl} \mu_{lm} + D_{ij} \nu - c_{ijk} \kappa + f_{ijkmn} \zeta_{m,n}, \\
\rho \eta &= a_{ij} \epsilon_{ij} + b_{ij} \mu_{ij} + c_{ij} \gamma_{ijk} + v + a \kappa + h_{ij} \xi_{ij}, \\
\zeta &= B_{ij} \epsilon_{ij} + C_{ij} \mu_{ij} + D_{ijk} \gamma_{ijk} + \sigma v - \kappa + F_{ij} \xi_{ij}, \\
\lambda_i &= A_{ij} v_j - d_{ij} \xi_j + H_{ij} \kappa_j, \\
\rho \eta_i &= d_{ij} v_j + D_{ij} \xi_j + E_{ij} \kappa_j, \\
r_i &= H_{ij} v_j - E_{ij} \xi_j + K_{ij} \kappa_j, \\
M_{ij} &= d_{ijmn} \eta_{mn} + e_{ijmn} \mu_{mn} + f_{ijmn} \eta_{lmn} + \delta_{ijmn} \mu_{mn} + \gamma_{ijmn} \zeta_{m,n} + F_{ij} \nu - h_{ij} \kappa.
\end{align*}
\]

In the previous equations the following notations were used:

- \( t_{ij}, s_{ij}, m_{ij} \) are the stress tensor components, the microstress tensor components and the stress moment tensor components,
- \( \rho \) is the reference mass density,
- \( f_i \) are the components of the body force vector,
- \( \ell_{ij} \) are the body moment tensor components,
- \( l_{jk} \) are the components of the microinertia tensor, endowed with the property of symmetry \( l_{jk} = l_{kj} \),
- \( \lambda_i \) are the equilibrated stress vector components related to the voids,
- \( \xi \) represents the intrinsic equilibrated body force,
- \( \ell \) represents the extrinsic equilibrated body force corresponding to the voids,
- \( k \) is the equilibrated inertia coefficient,
- \( \chi_i \) represents the internal rate of entropy production per mass unit,
- \( r_i \) are the entropy flux vector components,
- \( h_i \) are the mean entropy flux vector components,
- \( \eta \) represents the specific entropy per mass unit,
- \( s \) represents the external rate of entropy supply,
- \( \eta_i \) are the first entropy moment vector components,
- \( M_{ij} \) are the first entropy flux moment tensor components,
- \( M_i \) are first moment of the external rate of entropy supply.

The constitutive coefficients, which appear in the representation of the constitutive Equation (7), express the material specificities, and are prescribed functions, of class \( C^1(D) \), which fulfill the following symmetry relations

\[
\begin{align*}
C_{ijkl} &= C_{klji}, & B_{ijkl} &= B_{klij}, & A_{ijklmn} &= A_{lmainj}, & E_{ijkl} &= E_{klji}, \\
G_{ijlmn} &= G_{jilmn}, & A_{ij} &= A_{ji}, & B_{ij} &= B_{ji}, & C_{ij} &= C_{ji}, & K_{ij} &= K_{ji}, & D_{ij} &= D_{ji}, \\
a_{ij} &= a_{ji}, & c_{ijk} &= c_{jik}, & e_{ijmn} &= e_{jimn}, & g_{ijmn} &= g_{mijn}, & d_{ijmn} &= d_{jimn}.
\end{align*}
\]
The use of the geometric Equation (2) and the constitutive Equation (7) into the equations of motion (3), the balance of equilibrated forces (4), as well as into the additional equations of energy (6), leads to a system of differential equations, with the unknowns \( u_i, \varphi_{ij}, \nu, \alpha, \) and \( \zeta_i \), having the form

\[
[C_{ijmn}(u_{n,m} - \varphi_{nm}) + E_{ijmn}\varphi_{nn} + F_{ijmn}\varphi_{lm,n} + B_{ij}\nu - a_{ij}\alpha + d_{ijmn}\zeta_{m,n}]_i + \rho f_i = \rho \ddot{u}_i,
\]

\[
[A_{ijklmn}\varphi_{lm,n} + F_{ijkl}(u_{m,l} - \varphi_{ml}) + G_{ijkl}\varphi_{ml} + D_{ijk}\nu - c_{ijk}\alpha + f_{ijkmn}\zeta_{m,n}]]_i +
\]

\[
+ [C_{ijmn}(u_{n,m} - \varphi_{nm}) + E_{ijmn}\varphi_{nn} + F_{ijmn}\varphi_{lm,n} + B_{ij}\nu - a_{ij}\alpha + d_{ijmn}\zeta_{m,n}] -
\]

\[
- [E_{mnij}(u_{n,m} - \varphi_{nm}) + B_{ijmn}\varphi_{nn} + C_{ijklmn}\varphi_{lm,n} + C_{ij}\nu - b_{ij}\alpha + e_{ijmn}\zeta_{m,n}]]_i + \rho \ell_i = I_{ik}\dot{\varphi}_{ik},
\]

\[
(A_{ij}\nu_j - \varphi_{ij} + H_i\alpha_j)_i - B_{ij}(u_{ij,i} - \varphi_{ji}) - C_{ij}\varphi_{ji} - D_{ijk}\varphi_{ijk} - \sigma \nu + \alpha - F_{ij}\dot{\varphi}_{ij} + \rho \ell = \rho \dot{\nu},
\]

\[
(H_i\nu_j - E_{ij}\dot{\varphi}_{ij} + K_i\alpha_j)_j - a_{ij}(u_{ij,i} - \varphi_{ji}) - b_{ij}\varphi_{ji} - c_{ijk}\varphi_{ijk} - \dot{\nu} - a\alpha - h_{ij}\dot{\varphi}_{ij} = - \rho s,
\]

\[
[d_{ijmn}(u_{n,m} - \varphi_{nm}) + e_{ijmn}\varphi_{nn} + f_{ijklmn}\varphi_{lm,n} + g_{ijmn}\zeta_{m,n} + F_{ij}\nu - h_{ij}\alpha]]_j -
\]

\[- (d_{ij}\nu_j + D_{ij}\dot{\varphi}_{ij} + E_{ij}\alpha_j) = - \rho M_i,
\]

In accordance with the Dirichlet problem, corresponding to the system (9), the boundary conditions are considered as follows

\[
u(x, t) = \bar{v}(x, t), \quad (x, t) \in \partial \mathcal{D} \times (0, \infty),
\]

\[
\alpha(x, t) = \bar{\alpha}(x, t),
\]

\[
\zeta_i(x, t) = \bar{\zeta}_i(x, t),
\]

where \( \bar{u}_i, \bar{\varphi}_{ij}, \bar{v}, \bar{\alpha} \) and \( \bar{\zeta}_i \) are prescribed functions.

The initial conditions, which will be included in the mixed problem, corresponding to the above system of Equation (9), are presented below

\[
u(x, 0) = \nu^0(x), \quad \dot{\nu}(x, 0) = \nu^1(x),
\]

\[
\varphi_{ij}(x, 0) = \varphi_{ij}^0(x), \quad \dot{\varphi}_{ij}(x, 0) = \varphi_{ij}^1(x),
\]

\[
\alpha(x, 0) = \alpha^0(x), \quad \dot{\alpha}(x, 0) = \alpha^1(x),
\]

\[
\zeta_i(x, 0) = \zeta_i^0(x), \quad \dot{\zeta}_i(x, 0) = \zeta_i^1(x),
\]

for any \( x \in \mathcal{D}, u_i^0, u_i^1, \varphi_{ij}^0, \varphi_{ij}^1, \nu^0, \nu^1, \alpha^0, \alpha^1, \zeta_i^0 \) and \( \zeta_i^1 \) also being prescribed functions.

The functions and conditions presented above are assumed to be sufficiently regular on their definition domain to be able to realize subsequent mathematical operations.

In the theory of the thermoelastic porous micromorphic materials having microtemperatures, the ordered system \( (u_i, \varphi_{ij}, \nu, \alpha, \zeta_i) \) is a solution of the mixed initial-boundary value problem, denoted by \( \mathcal{P} \), if it satisfies the system of Equation (9), together with the initial conditions (11) and the boundary conditions (10), for all \( (x, t) \in \mathcal{D} \times (0, \infty) \).

3. Results

3.1. Auxiliary Results

The following theorem expresses an auxiliary result, useful for obtaining the uniqueness of the mixed problem solution of the thermoelastic porous micromorphic materials.
Theorem 1. The variables that describe the deformation of a thermoelastic porous micromorphic material with microtemperatures verify the following equality

\[ t_{ij} \varepsilon_{ij} + s_{ij} \tau_{ij} + m_{ij} \gamma_{ijk} + \rho \eta_\alpha + \xi v + \lambda_i v_j + \rho \eta_i \xi_j + \nu_j a_j + M_{ij} \xi_{ij} = \]

\[ = C_{ijklmn} \varepsilon_{ij} \varepsilon_{mn} + 2E_{ijklmn} \varepsilon_{ij} \gamma_{lmnn} + 2C_{ijklmn} \varepsilon_{ij} \tau_{lmnn} + B_{ijklmn} \varepsilon_{ij} \tau_{lmnn} + \]

\[ + 2G_{ijklmn} \varepsilon_{ij} \gamma_{lmnn} + A_{ijklmn} \gamma_{ijk} \gamma_{lmnn} + 2B_{ijklmn} \varepsilon_{ij} \tau_{lmnn} + 2C_{ijklmn} \varepsilon_{ij} \gamma_{lmnn} + \]

\[ + 2F_{ijklmn} \varepsilon_{ij} \tau_{lmnn} + \alpha \nu^2 + 2d_{ijklmn} \varepsilon_{ij} \xi_{mn} + 2e_{ijklmn} \varepsilon_{ij} \xi_{mn} + 2f_{ijklmn} \gamma_{ijk} \xi_{mn} + \]

\[ + A_{ij} v_j + 2H_{ij} v_i a_j + K_{ij} a_i a_j + S_{ijklmn} \xi_{ij} \xi_{mn} + D_{ij} \xi_{ij} + a(\alpha)^2. \]

Proof. Multiplying the first constitutive Equation (7) by \( \varepsilon_{ij} \), the second (7) by \( \mu_{ij} \), the third (7) by \( \gamma_{ijk} \), the Equation (7) by \( \hat{\alpha} \), and the sixth constitutive Equation (7) by \( \nu_j \), then making the sum of the new obtained relations and applying the symmetry relations (8), the relation (12), representing the conclusion of the Theorem 1, is deduced. We must specify that the above multiplications are chosen for having the unit of energy density. Thus, the proof of Theorem 1 is complete. \( \square \)

The free energy \( \Psi \) is considered in the quadratic form below

\[ \Psi = \frac{1}{2} C_{ijklmn} \varepsilon_{ij} \varepsilon_{mn} + E_{ijklmn} \varepsilon_{ij} \gamma_{lmnn} + F_{ijklmn} \varepsilon_{ij} \tau_{lmnn} + \frac{1}{2} B_{ijklmn} \varepsilon_{ij} \tau_{lmnn} + \]

\[ + C_{ijklmn} \varepsilon_{ij} \gamma_{lmnn} + \frac{1}{2} A_{ijklmn} \gamma_{ijk} \gamma_{lmnn} + B_{ijklmn} \varepsilon_{ij} \tau_{lmnn} + C_{ijklmn} \varepsilon_{ij} \gamma_{lmnn} + \]

\[ + F_{ijklmn} \varepsilon_{ij} \tau_{lmnn} + \frac{1}{2} \nu^2 + 2d_{ijklmn} \varepsilon_{ij} \xi_{mn} + 2e_{ijklmn} \varepsilon_{ij} \xi_{mn} + 2f_{ijklmn} \gamma_{ijk} \xi_{mn} + \]

\[ + A_{ij} v_j + 2H_{ij} v_i a_j + K_{ij} a_i a_j + \frac{1}{2} S_{ijklmn} \xi_{ij} \xi_{mn}. \]

In order to obtain the result regarding the uniqueness of the solution of the mixed problem \( \mathcal{P} \), the following standard hypotheses are assumed:

(i) \( \rho > 0, \ I_{ij} > 0, \ k > 0, \ a > 0; \)
(ii) the quadratic form \( \Psi \), expressed through the relation (13), is positively semi-defined;
(iii) the conductivity coefficients \( K_{ij} \) and the constitutive ones \( D_{ij} \) are the components of positively defined tensors, i.e., \( \exists k_0 > 0 \) and \( d_0 > 0 \) such that

\[ K_{ij} \xi_i \xi_j \geq k_0 \xi_i \xi_j, \ D_{ij} \xi_i \xi_j \geq d_0 \xi_i \xi_j, \ \forall \xi_i. \]

3.2. Main Results

3.2.1. Uniqueness

Theorem 2. If both the symmetry relations (8) and the standard hypotheses (i)–(iii) are verified, then the mixed initial-boundary value problem \( \mathcal{P} \) has at most one solution.

Proof. Making an analogy with the method used to prove the Theorem 1, we multiply the first constitutive Equation (7) by \( \dot{e}_{ij} \), (7) by \( \dot{\mu}_{ij} \) by \( \gamma_{ijk} \), the constitutive Equation (7) by \( \dot{\nu}_j \), the third (7) by \( \dot{\gamma}_{ijk} \), the second (7) by \( \dot{\mu}_{ij} \) by \( \dot{\gamma}_{ijk} \), the constitutive Equation (7) by \( \dot{\nu}_j \), the third (7) by \( \dot{\gamma}_{ijk} \), and the derivatives, in relation to time,
of the constitutive Equations (7)_4 and (7)_7 by \( \dot{a} \), respectively \( \dot{\zeta}_i \), then we add, member by member, the relations thus obtained and through the symmetry relations (8) we deduce the next relation:

\[
t_{ij}\dot{e}_{ij} + s_{ij}\dot{\mu}_{ij} + m_{ij}\dot{\gamma}_{ijk} + \rho\dot{\eta} + \dot{\zeta} + \lambda_i\dot{\nu}_j + \rho\dot{\eta}_i\dot{\nu}_i + r_\dot{a} + M_{ij}\dot{\zeta}_{ij} =
\]

\[
= C_{ijmn}\dot{e}_{ijmn} + E_{ijmn}(\dot{e}_{ijmn} + \dot{e}_{ijmn}) + F_{ijmn}(\dot{e}_{ijmn} + \dot{e}_{ijmn}) +
\]

\[
+ B_{ijmn}\dot{e}_{ijmn} + G_{ijmn}(\dot{e}_{ijmn} + \dot{e}_{ijmn}) + A_{ijklmn}\dot{\gamma}_{ijk} + B_{ij}(\dot{\gamma}_{ij} + \dot{\gamma}_{ij}) +
\]

\[
+ C_{ij}(\dot{\gamma}_{ij} + \dot{\gamma}_{ij}) + D_{ij}(\dot{\gamma}_{ij} + \dot{\gamma}_{ij}) + F_{ij}(\dot{\zeta}_{ij} + \dot{\zeta}_{ij}) + \sigma^2 v^2 +
\]

\[
+ d_{ijmn}(\dot{e}_{ijmn} + \dot{e}_{ij}) + e_{ijmn}(\dot{e}_{ijmn} + \dot{e}_{ijmn}) + f_{ijmn}(\dot{\gamma}_{ij} + \dot{\gamma}_{ij}) +
\]

\[
+ A_{ij}\dot{v}_i\dot{v}_j + H_{ij}(\dot{v}_i,\dot{v}_j) + J_{ij}(\dot{v}_i,\dot{v}_j) + K_{ij}(\dot{v}_i,\dot{v}_j) + L_{ij}(\dot{v}_i,\dot{v}_j) + M_{ij}(\dot{v}_i,\dot{v}_j) + n_\dot{k}\dot{a}.
\]

The previous relation (14) can be reformulated as follows

\[
t_{ij}\dot{e}_{ij} + s_{ij}\dot{\mu}_{ij} + m_{ij}\dot{\gamma}_{ijk} + \rho\dot{\eta} + \dot{\zeta} + \lambda_i\dot{\nu}_j + \rho\dot{\eta}_i\dot{\nu}_i + r_\dot{a} + M_{ij}\dot{\zeta}_{ij} =
\]

\[
= \frac{\partial}{\partial t} \left( \frac{1}{2} C_{ijmn}\dot{e}_{ijmn} + E_{ijmn}(\dot{e}_{ijmn} + \dot{e}_{ijmn}) + F_{ijmn}(\dot{e}_{ijmn} + \dot{e}_{ijmn}) + \frac{1}{2} B_{ijmn}\dot{e}_{ijmn} +
\]

\[
+ G_{ijmn}\dot{e}_{ijmn} + \frac{1}{2} A_{ijklmn}\dot{\gamma}_{ijk} + B_{ij}\dot{\gamma}_{ij} + C_{ij}\dot{\gamma}_{ij} + D_{ij}\dot{\gamma}_{ij} +
\]

\[
+ F_{ij}\dot{\zeta}_{ij} + \frac{1}{2} \sigma^2 v^2 + d_{ijmn}\dot{e}_{ijmn} + e_{ijmn}\dot{e}_{ij} + f_{ijkmn}\dot{\gamma}_{ijk} +
\]

\[
+ \frac{1}{2} A_{ij}\dot{v}_i\dot{v}_j + H_{ij}(\dot{v}_i,\dot{v}_j) + \frac{1}{2} K_{ij}(\dot{v}_i,\dot{v}_j) + \frac{1}{2} L_{ij}(\dot{v}_i,\dot{v}_j) +\frac{1}{2} M_{ij}(\dot{v}_i,\dot{v}_j) -
\]

\[
= \frac{\partial}{\partial t} \psi + \frac{1}{2} \frac{\partial}{\partial t} [D_{ij}\dot{\zeta}_{ij} + a(\dot{a})^2].
\]

At the same time, taking into account the geometric Equation (2), the equations of motion (3), the equilibrated forces balance (4), as well as the additional equations of energy (6), it follows that

\[
t_{ij}\dot{e}_{ij} + s_{ij}\dot{\mu}_{ij} + m_{ij}\dot{\gamma}_{ijk} + \rho\dot{\eta} + \dot{\zeta} + \lambda_i\dot{\nu}_j + \rho\dot{\eta}_i\dot{\nu}_i + r_\dot{a} + M_{ij}\dot{\zeta}_{ij} =
\]

\[
= (t_{ij}\dot{e}_{ij} + s_{ij}\dot{\mu}_{ij} + m_{ij}\dot{\gamma}_{ijk})_j + \rho(f_{ij}\dot{u}_i + \dot{e}_{ij}\dot{\phi}_j + \dot{e}_{ij}\dot{\phi}_j + \dot{e}_{ij}\dot{\phi}_j + \dot{e}_{ij}\dot{\phi}_j + \dot{e}_{ij}\dot{\phi}_j + \dot{e}_{ij}\dot{\phi}_j -
\]

\[
- \rho u_i\dot{u}_i - I_{jk}\dot{\phi}_j\dot{\phi}_j - \rho k\dot{v}\dot{v}.
\]

Using the relations (15) and (16), the equality below is obtained

\[
(t_{ij}\dot{u}_j + m_{ij}\dot{\phi}_k + \lambda_i\dot{\nu}_j + r_\dot{a} + M_{ij}\dot{\zeta}_j) =
\]

\[
= \frac{\partial}{\partial t} + \frac{1}{2} \frac{\partial}{\partial t} [\rho u_i\dot{u}_i + I_{jk}\dot{\phi}_j\dot{\phi}_j + \rho k(\dot{v})^2 + D_{ij}\dot{\zeta}_{ij} + a(\dot{a})^2].
\]

By integrating the previous relation (17) on \( \mathcal{D} \) and by applying the divergence theorem, a fundamental result is obtained for proving the mixed initial-boundary value problem \( \mathcal{P} \), the result consisting in the following equality:

\[
\int_\mathcal{D} \rho(f_{ij}\dot{u}_i + \dot{e}_{ij}\dot{\phi}_j + \dot{e}_{ij}\dot{\phi}_j + \dot{e}_{ij}\dot{\phi}_j + \dot{e}_{ij}\dot{\phi}_j + \dot{e}_{ij}\dot{\phi}_j + \dot{e}_{ij}\dot{\phi}_j -
\]

\[
- \rho u_i\dot{u}_i - I_{jk}\dot{\phi}_j\dot{\phi}_j - \rho k(\dot{v})^2 + D_{ij}\dot{\zeta}_{ij} + a(\dot{a})^2) dV +
\]

\[
+ \int_{\partial \mathcal{D}} (t_{ij}\dot{u}_j + m_{ij}\dot{\phi}_k + \lambda_i\dot{\nu}_j + r_\dot{a} + M_{ij}\dot{\zeta}_j) n_i dA =
\]

\[
= \frac{\partial}{\partial t} \left\{ \Psi + \frac{1}{2} \rho u_i\dot{u}_i + I_{jk}\dot{\phi}_j\dot{\phi}_j + \rho k(\dot{v})^2 + D_{ij}\dot{\zeta}_{ij} + a(\dot{a})^2 \right\} dV.
\]

The demonstration of the uniqueness of the mixed problem solution is made assuming that the mixed problem \( \mathcal{P} \) admits two solutions \( s' = (u'_i, \phi'_j, \nu', a', \zeta'_i) \) and \( s'' = (u''_i, \phi''_j, \nu'', a'', \zeta''_i) \),
the difference of the solutions, \( s^D = s'' - s' \) being, in turn, a solution of the mixed problem \( P \), based on linearity.

Using the notations below

\[
\begin{align*}
    u^D_i &= u''_i - u'_i, \\
    \varphi^D_{ij} &= \varphi''_{ij} - \varphi'_{ij}, \\
    \nu^D &= \nu'' - \nu', \\
    \alpha^D &= \alpha'' - \alpha', \\
    \zeta^D &= \zeta'' - \zeta',
\end{align*}
\]

and the quantities corresponding to these differences, which will also be denoted by \( D \), it can be noted that the solution

\[
s^D = (u^D_i, \varphi^D_{ij}, \nu^D, \alpha^D, \zeta^D)
\]

(20)

satisfies the equations of motion (3), the balance of equilibrated forces (4) and the equations of energy (6), in the circumstances of null loads and conditions, both initial and boundary conditions become homogeneous, as follows

\[
\begin{align*}
    u^D_i(x, 0) &= 0, & u^D_i(x, 0) &= 0, \\
    \varphi^D_{ij}(x, 0) &= 0, & \varphi^D_{ij}(x, 0) &= 0, \\
    \nu^D(x, 0) &= 0, & \nu^D(x, 0) &= 0, & x \in D, \\
    \alpha^D(x, 0) &= 0, & \alpha^D(x, 0) &= 0, \\
    \zeta^D_i(x, 0) &= 0, & \zeta^D_i(x, 0) &= 0,
\end{align*}
\]

(21)

and

\[
\tilde{u}_i = 0, \quad \tilde{\varphi}_{ij} = 0, \quad \tilde{\nu} = 0, \quad \tilde{\alpha} = 0, \quad \tilde{\zeta}_i = 0, \quad \text{pe } \partial D \times (0, \infty), \quad (22)
\]

mentioning that

\[
\begin{align*}
    \tilde{\epsilon}^D_{ij}(x, 0) &= 0, & \tilde{\mu}^D_{ij}(x, 0) &= 0, & \gamma^D_{ijk}(x, 0) &= 0, \\
    \tilde{\nu}^D_{ij}(x, 0) &= 0, & \tilde{\nu}^D_{ij}(x, 0) &= 0, & \tilde{\gamma}^D_{ijk}(x, 0) &= 0, & x \in D.
\end{align*}
\]

(23)

Taking these considerations into account, the relation (18) leads to the next equality

\[
\int_D \left[ \rho \tilde{u}_{ij}^D u_{ij}^D + I_{jk} \tilde{\varphi}_{ij}^D \varphi_{jk}^D + \rho k (\nu^D)^2 + D_{ij} \tilde{\varphi}_{ij}^D \varphi_{ij}^D + a (\alpha^D)^2 + 2 \Psi^D \right] dV = 0, \quad t \geq 0.
\]

(24)

In the conditions of the standard hypothesis (ii), of the specification (23), as well as of the observation that the quadratic form \( \Psi \), represented by the relation (13), corresponding to the differences is null, the previous relation (24) becomes

\[
\int_D \left[ \rho \tilde{u}_{ij}^D u_{ij}^D + I_{jk} \tilde{\varphi}_{ij}^D \varphi_{jk}^D + \rho k (\nu^D)^2 + D_{ij} \tilde{\varphi}_{ij}^D \varphi_{ij}^D + a (\alpha^D)^2 \right] dV = 0.
\]

(25)

By considering the standard assumptions (i) and (iii) regarding the coefficients \( \rho, I_{ij}, k, a \) and the tensor \( D_{ij} \), the relation (25) leads to the conclusion

\[
\tilde{u}_i^D = 0, \quad \tilde{\varphi}_{ij}^D = 0, \quad \tilde{\nu}^D = 0, \quad \tilde{\alpha}^D = 0, \quad \tilde{\zeta}_i^D = 0, \quad \text{pe } D \times (0, \infty),
\]

and the relation (21) ensures that
\[ u_i^D(x,t) = 0, \quad \varphi_{ij}^D(x,t) = 0, \quad \psi^D(x,t) = 0, \quad a^D(x,t) = 0, \quad \xi_i^D(x,t) = 0, \quad (x,t) \in \mathcal{D} \times (0,\infty), \]

thus concluding that the solution to the mixed problem is unique. In this way, the proof of the Theorem 2 is concluded. \( \square \)

3.2.2. Existence

The study on the existence of the solution of the mixed initial-boundary value problem will be approached in the context of homogeneous boundary conditions, which means that

\[ \tilde{u}_i(x,t) = 0, \quad \tilde{\varphi}_{ij}(x,t) = 0, \quad \tilde{\psi}(x,t) = 0, \quad \tilde{a}(x,t) = 0, \quad \tilde{\xi}_i(x,t) = 0, \quad (x,t) \in \mathcal{D} \times (0,\infty). \quad (26) \]

The fact that both the system of equations and the conditions associated with the mixed problem are extremely complex, the demonstration of the theorem with respect to the existence of the solution to this problem will be made in a special way, turning the mixed problem \( \mathcal{P} \) into a problem of Cauchy type, correlated with an evolutionary equation defined on Hilbert space that has been properly chosen, see [27,31,32].

In the following, the well-known Sobolev and Hilbert spaces will be used, more details on these spaces can be find in [41–43].

Based on classic Hilbert spaces \( W_0^{1,2} \) and \( L^2 \), the Hilbert space \( \mathcal{H} \) is defined as follows

\[ \mathcal{H} = W_0^{1,2} \times L^2 \times W_0^{1,2} \times L^2 \times W_0^{1,2} \times L^2 \times W_0^{1,2} \times L^2, \quad (27) \]

where

\[ W_0^{1,2} = W_0^{1,2} \times W_0^{1,2} \times W_0^{1,2} = [W_0^{1,2}]^3, \quad L^2 = L^2 \times L^2 \times L^2 = [L^2]^3. \]

In the previous relation, the Hilbert spaces that are found in the composition of the definition product induce a norm that endows the Hilbert space \( \mathcal{H} \), further referring to it as the original norm of the space \( \mathcal{H} \).

The following scalar product is defined on the space \( \mathcal{H} \):

\[
\begin{align*}
&< (u_i, U_i, \varphi_{ij}, \Phi_{ij}, \psi, \mu, \alpha, \beta, \xi_i, \zeta_j), (u_i', U_i', \varphi_{ij}', \Phi_{ij}', \psi', \mu', \alpha', \beta', \xi_i', \zeta_j') > = \\
&\frac{1}{2} \int_D \left( p U_i U_i' + I_{ij} \Phi_{ij} \Phi_{ij}' + \rho k \mu \mu' + D_{ij} \epsilon_i \epsilon_j' + a \beta \beta' \right) dV + \frac{1}{2} \int_{\partial D} \left[ C_{ijmn} \epsilon_i \epsilon_m' \mu_n' + \\
&+ E_{ijmn} (\epsilon_i' \mu_m' + \epsilon_j' \mu_m') + F_{ijmn} (\epsilon_i \gamma_j' \mu_m + \epsilon_j \gamma_j' \mu_m) + B_{ijmn} \mu_i \mu_m' + \\
&+ G_{ijmn} (\mu_i' \gamma_j' \mu_m + \mu_j' \gamma_j' \mu_m) + A_{ijmn} \gamma_i' \gamma_j' \mu_m + B_{ij} (\epsilon_i \psi_j' + \epsilon_j \psi_j') + C_{ij} (\mu_i \psi_j' + \mu_j \psi_j') + \\
&+ D_{ij} (\gamma_i \psi_j' + \gamma_j \psi_j') + F_{ij} (\xi_i \psi_j' + \xi_j \psi_j') + \sigma \nu \nu' + A_{ij} (\epsilon_i \zeta_j + \epsilon_j \zeta_j) + \\
&+ E_{ijmn} (\mu_i \zeta_m + \mu_j \zeta_m) + F_{ijmn} (\gamma_i \zeta_j + \gamma_j \zeta_j) + A_{ij} \psi_j' + \\
&+ H_{ij} (\psi_i \psi_j' + \psi_j \psi_j') + K_{ij} \psi_j + g_{ijmn} \xi_i \zeta_j > 0 \quad (28) \\
\end{align*}
\]

**Theorem 3.** The scalar product introduced by the relation (28) induces a norm equivalent to the original norm in the Hilbert space \( \mathcal{H} \).

**Proof.** Considering both Korn’s first inequality, see [44–46], and the standard hypotheses, the conclusion of the Theorem 3 can be deduced. \( \square \)
The choice of the following operators form is inspired by the functions that form part of the left member of each equation that constitutes the system (9), so that, applying the procedure presented in [27], the operators below are introduced:

\[ C_i^1 u = \frac{1}{\rho} C_{ijmn} u_{n,m} \]  \[ C_i^2 \phi = -\frac{1}{\rho} [(C_{ijmn} - E_{ijmn}) \phi_{nm,j} - F_{ijmn} \phi_{lm,ij}] \]

\[ B_i v = \frac{1}{\rho} B_{ij} v_{j,} \]  \[ A_i^1 \beta = -\frac{1}{\rho} a_{ij} \beta_{j,} \]  \[ D_i^1 \zeta = \frac{1}{\rho} d_{ijmn} \zeta_{m,nj} \]

\[ C_i^3 u = (I_j)^{-1} [(C_{ijmn} - E_{mnij}) u_{n,m} + F_{mnij} u_{mn,j}] \]  \[ C_i^4 \phi = - (I_j)^{-1} [(C_{ijmn} + B_{ijmn} - 2 E_{ijmn}) \phi_{nm} - A_{ijmn} \phi_{lm,ij}] \]

\[ B_i^2 v = (I_j)^{-1} [(B_{ij} - C_{ij}) v + D_{ij} v_{j,k}] \]  \[ A_i^2 \beta = - (I_j)^{-1} [(a_{ij} - b_{ij}) \beta + c_{ij} \beta_{j,}] \]

\[ D_i^2 \zeta = - (I_j)^{-1} [(e_{ijmn} - d_{ijmn}) \zeta_{m,n} + f_{ijmn} \zeta_{m,nk}] \]

\[ Ev = \frac{1}{\rho k} (A_{ij} v_{ij} - \sigma v), \quad F \zeta = -\frac{1}{\rho k} d_{ij} \zeta_{ij}, \quad G \alpha = \frac{1}{\rho k} H_i \alpha_{j,}, \quad (29) \]

\[ H u = -\frac{1}{\rho k} B_{ij} u_{j,}, \quad K \phi = \frac{1}{\rho k} [(B_{ij} + C_{ij}) \phi_{j,} - D_{ij} \phi_{j,k}] \]

\[ L \beta = \frac{1}{\rho k} \beta_{j,}, \quad M \zeta = -\frac{1}{\rho k} F_{ij} \zeta_{j,}, \quad N \alpha = \frac{1}{\rho k} K_j \alpha_{j,} \]

\[ P v = \frac{1}{a} H_i v_{j,}, \quad Q \zeta = -\frac{1}{a} c_{ij} \zeta_{j,}, \quad R^1 U = -\frac{1}{a} a_{ij} U_{j,} \]

\[ R^2 \Phi = \frac{1}{a} [(a_{ij} - b_{ij}) \Phi_{j,} - c_{ij} \Phi_{j,k}] \]  \[ S \mu = -\frac{1}{a} \mu \]  \[ C_i^5 u = \Lambda_{si} d_{ijmn} u_{n,mj} \]

\[ T \beta = -\Lambda_{si} e_{ij} \beta_{j,}, \quad V \zeta = \Lambda_{si} e_{ijm} \zeta_{m,nj} \]  \[ Z \zeta \mu = -\Lambda_{si} d_{ij} \mu_{j,} \]

where \( e_{ij} = E_{ij} + h_{ij} \), and the matrix \( \Lambda_{si} = (\Lambda_{ij}) \) is introduced so that

\[ \Lambda_{ij} D_{ji} = \delta_{ji}, \]

\( \delta_{ji} \) identity being the symbol of Kronecker.

In the following, the matrix functions \( \mathbf{U} \) and \( \mathbf{U}_0 \), corresponding to the unknowns \( u_i, U_i, \phi_{ij}, \ldots, \zeta_i, \xi_i \), and the initial data \( u_i^0, U_i^0, \phi_{ij}^0, \ldots, \zeta_i^0, \xi_i^0 \), are considered, as well as the matrix corresponding to the loads, \( \mathbf{F} \), in the form

\[ \mathbf{U} = (u_i, U_i, \phi_{ij}, \Phi_{ij}, v, \mu, a, \beta, \xi_j, \xi_i), \]

\[ \mathbf{U}_0 = (u_i^0, U_i^0, \phi_{ij}^0, \Phi_{ij}^0, v^0, \mu^0, a^0, B_i, \beta_i, \xi_i^0, \xi_i^0) \]

\[ \mathbf{F} = (0, f_i, \ell_j, 0, \ell, 0, s, 0, M_j). \]  \( \text{(30)} \)

In order to transform the mixed initial-boundary problem \( P \) into a Cauchy problem associated with an abstract, evolutionary equation, the matrix operator \( \mathcal{L} \) is introduced, having as components the operators defined by the relations (29), with the domain of definition \( D(\mathcal{L}) \), represented in the following

\[ D(\mathcal{L}) = (W^{1,2}_0 \cap W^{2,2}) \times W^{1,2}_0 \times (W^{1,2}_0 \cap W^{2,2}) \times W^{1,2}_0 \times \]

\[ \times (W^{1,2}_0 \cap W^{2,2}) \times W^{1,2}_0 \times (W^{1,2}_0 \cap W^{2,2}) \times W^{1,2}_0 \times \]

\[ \times (W^{1,2}_0 \cap W^{2,2}) \times W^{1,2}_0 \]

the significance of the Sobolev spaces \( W^{1,2}_0, W^{2,2}, W^{1,2}_0 \) and \( W^{2,2} \) being well known.
Using the matrix functions introduced by the relations (30), the Cauchy problem associated with the evolutionary equation has the form

\[
\frac{dU}{dt} = LU(t) + \mathcal{F}(t), \quad 0 \leq t \leq t_0, \tag{32}
\]

\[U(0) = U_0.\]

The property of the operator \(L\), given by the following theorem, is indispensable in proving the result regarding the existence of the previous Cauchy problem solution (32).

**Theorem 4.** Given that both the symmetry relations (8) and the standard hypotheses (i)–(iii) are valid, then the operator \(L\) is dissipative.

**Proof.** The conclusion of this theorem is materialized by the inequality presented by Theorem 2, namely

\[<LU, U> \leq 0, \forall U \in D(L). \tag{33}\]

Using the scalar product introduced by the relation (28), the operators defined by the relations (29) and considering an arbitrary element from \(D(L)\), denoted by \(U\), we deduce

\[<LU, U> = -\int_D (t_{ij}U_{ij} + m_{kij}\Phi_{ijk} + \lambda_{ij}u_j + r_j\beta_j + M_{ij}\zeta_{ij})dV + \]

\[+ \int_D [C_{ijmn}\epsilon_{ij'}\epsilon_{mn'} + E_{ijmn}(\epsilon_{ij'}\nu_{mn'} + \epsilon_{ij}\lambda_{mn}) + F_{ijlmn}(\epsilon_{ij}\gamma_{lmn} + \epsilon_{ij'}\lambda_{lmn}) + \]

\[+ G_{ijmn}(\mu_{ij'}\nu_{mn'} + \mu_{ij}\lambda_{mn}) + A_{ijklmn}\gamma_{ijl}k_{mn} + B_{ij}(\epsilon_{ij}v' + \epsilon_{ij'}v') + \]

\[+ C_{ij}(\mu_{ij}v' + \mu_{ij'}v') + D_{ijk}(\gamma_{ijl}k_{m} + \gamma_{ijl}k_{mn}) + E_{ij}(\xi_{ij}v' + \xi_{ij'}v') + \]

\[+ F_{ij}(\zeta_{ij}v' + \zeta_{ij'}v') + \sigma v' + \]

\[+ G_{ijmn}(\nu_{ij}z_{mn} + \nu_{ij}z_{mn}) + e_{ijmn}(\mu_{ij}z_{mn} + \mu_{ij}z_{mn}) + f_{ijk}(\gamma_{ij}z_{mn} + \gamma_{ij}z_{mn}) + \]

\[+ A_{ij}v_j + H_{ij}(v_i, a_j' + v_i, a_j') + K_{ij}\sigma, a_j' + g_{ijmn}\xi_{ij}z_{mn}], \tag{34}\]

where the first integral was obtained by applying the divergence theorem and the boundary conditions.

The second integral that appears in the previous relation (34) is a form of quadratic type in relation to the following terms \(\omega = (u_i, \Phi_{ij}, v, a, \zeta_i), \omega' = (U_i, \Phi_{ij}, \mu, \beta, \xi_i)\), so that the integral becomes

\[\int_D \Psi(\omega, \omega')dV = \int_D \Psi((u_i, \Phi_{ij}, v, a, \zeta_i), (U_i, \Phi_{ij}, \mu, \beta, \xi_i))dV. \tag{35}\]

Through the previous relation (35), from the relation (34) is obtained

\[<LU, U> = -\int_D (t_{ij}U_{ij} + m_{kij}\Phi_{ijk} + \lambda_{ij}u_j + r_j\beta_j + M_{ij}\zeta_{ij})dV + \]

\[+ \int_D \Psi((u_i, \Phi_{ij}, v, a, \zeta_i), (U_i, \Phi_{ij}, \mu, \beta, \xi_i))dV = 0, \tag{36}\]

which concludes the proof of this theorem. \(\square\)

The following theorem deduces a property of the operator \(L\), essential for the existence of the solution of the Cauchy problem (32).
Theorem 5. If the symmetry relations (8) and the standard hypotheses (i)–(iii) are fulfilled, then the operator \( \mathcal{L} \) satisfies the condition of range.

Proof. We say that the condition of range is satisfied by the operator \( \mathcal{L} \) if the equation

\[
\mathcal{L} \mathbf{U} = \mathbf{U}'
\]

has at least a root \( \mathbf{U} \) in \( D(\mathcal{L}) \), \( \mathbf{U}' \) being an arbitrary, fixed element from the Hilbert space \( \mathcal{H} \), represented by the relation (27).

According to the operators introduced by the previous relations (29), the following vector notations will be used:

\[
\begin{align*}
\mathbf{C}^1 &= (C_1), & \mathbf{C}^2 &= (C_2), & \mathbf{C}^3 &= (C_3), & \mathbf{C}^4 &= (C_4), \\
\mathbf{C}^5 &= (C_5), & \mathbf{C}^6 &= (C_6), & \mathbf{B}^1 &= (B_1), & \mathbf{B}^2 &= (B_2), \\
\mathbf{D}^1 &= (D_1), & \mathbf{D}^2 &= (D_2), & \mathbf{A}^1 &= (A_1), & \mathbf{A}^2 &= (A_2), \\
\mathbf{W} &= (W), & \mathbf{T} &= (T), & \mathbf{V} &= (V), & \mathbf{Z} &= (Z).
\end{align*}
\]

(38)

By the instrumentality of both the previous relations (38), as well as the operators defined by the relations (29), the system of equations will become

\[
\begin{align*}
\mathbf{U} &= \mathbf{U}', \\
\mathbf{C}^1 \mathbf{u} + \mathbf{C}^2 \mathbf{v} + \mathbf{B}^1 \mathbf{v} + \mathbf{A}^1 \mathbf{\beta} + \mathbf{D}^1 \mathbf{\zeta} &= \mathbf{U}', \\
\mathbf{C}^3 \mathbf{u} + \mathbf{C}^4 \mathbf{v} + \mathbf{B}^2 \mathbf{v} + \mathbf{A}^2 \mathbf{\beta} + \mathbf{D}^2 \mathbf{\zeta} &= \mathbf{\Phi}', \\
\mathbf{H} \mathbf{u} + \mathbf{K} \mathbf{v} + \mathbf{G} \mathbf{u} + \mathbf{F} \mathbf{u} + \mathbf{M} \mathbf{\alpha} + \mathbf{G} \mathbf{\alpha} + \mathbf{G} \mathbf{\alpha} + \mathbf{F} \mathbf{\alpha} + \mathbf{M} \mathbf{\alpha} + \mathbf{G} \mathbf{\alpha} &= \mathbf{\mu}' \\
\mathbf{P} \mathbf{u} + \mathbf{N} \mathbf{u} + \mathbf{Q} \mathbf{v} + \mathbf{Q} \mathbf{v} &= \mathbf{\beta}', \\
\mathbf{C}^5 \mathbf{v} + \mathbf{C}^6 \mathbf{v} + \mathbf{W} \mathbf{v} + \mathbf{T} \mathbf{v} + \mathbf{Z} \mathbf{u} + \mathbf{V} \mathbf{u} &= \mathbf{\zeta}'.
\end{align*}
\]

(39)

The system represented by the relations (39) can be reformulated from the perspective of the main unknowns \( (\mathbf{u}, \mathbf{v}, \mathbf{\alpha}, \mathbf{\zeta}) \), the other variables being attached to the right members, having the meaning of free terms, that this system will have the form

\[
\begin{align*}
\mathbf{C}^1 \mathbf{u} + \mathbf{C}^2 \mathbf{v} + \mathbf{B}^1 \mathbf{v} + \mathbf{D}^1 \mathbf{\zeta} &= \mathbf{U}' - \mathbf{A}^1 \mathbf{\alpha}', \\
\mathbf{C}^3 \mathbf{u} + \mathbf{C}^4 \mathbf{v} + \mathbf{B}^2 \mathbf{v} + \mathbf{D}^2 \mathbf{\zeta} &= \mathbf{\Phi}' - \mathbf{A}^2 \mathbf{\alpha}', \\
\mathbf{H} \mathbf{u} + \mathbf{K} \mathbf{v} + \mathbf{G} \mathbf{u} + \mathbf{G} \mathbf{u} + \mathbf{F} \mathbf{u} + \mathbf{M} \mathbf{\alpha} + \mathbf{G} \mathbf{\alpha} + \mathbf{G} \mathbf{\alpha} + \mathbf{F} \mathbf{\alpha} + \mathbf{M} \mathbf{\alpha} + \mathbf{G} \mathbf{\alpha} &= \mathbf{\mu}' - \mathbf{L} \mathbf{v} - \mathbf{F} \mathbf{\zeta}' \\
\mathbf{P} \mathbf{v} + \mathbf{N} \mathbf{v} + \mathbf{Q} \mathbf{v} + \mathbf{Q} \mathbf{v} &= \mathbf{\beta}', \\
\mathbf{C}^5 \mathbf{u} + \mathbf{C}^6 \mathbf{v} + \mathbf{W} \mathbf{v} + \mathbf{V} \mathbf{u} &= \mathbf{\zeta}' - \mathbf{Z} \mathbf{v} + \mathbf{T} \mathbf{u}'.
\end{align*}
\]

(40)
The terms that appear in the left member of each equation that compose the previous system (40) suggest the introduction of the ordered system \((\mathbf{u}, \mathbf{v}, \rho, \sigma, \zeta)\) in the following form

\[
\begin{align*}
\mathbf{u} &= C^1 \mathbf{u} + C^2 \mathbf{v} + B^1 \mathbf{v} + D^1 \xi, \\
\mathbf{v} &= C^2 \mathbf{u} + C^3 \mathbf{v} + B^2 \mathbf{v} + D^2 \xi, \\
\rho &= H \mathbf{u} + K \mathbf{v} + \mathbf{v} + G \xi + M \zeta, \\
\sigma &= P \mathbf{v} + N \xi, \\
\zeta &= C^3 \mathbf{u} + C^6 \mathbf{v} + W \mathbf{v} + V \xi,
\end{align*}
\] (41)

the scalar product being a bounded bilinear form on \(W_0^{1,2}\).

By calculating the following scalar product, the next equality is obtained

\[
< (\mathbf{u}, \mathbf{v}, \rho, \sigma, \zeta), (\mathbf{u}, \mathbf{v}, \rho, \sigma, \zeta) > = \int_D \left( C_{ijmn} \varepsilon_{ij} \varepsilon_{mn} + 2E_{ijmn} \varepsilon_{ij} \mu_{mn} + 2F_{ijmn} \varepsilon_{ij} \lambda_{mn} + 2G_{ijmn} \gamma_{ij} \lambda_{mn} + 2A_{ijmn} \gamma_{ij} \mu_{mn} + 2B_{ij} \varepsilon_{ij} \nu + 2C_{ij} \nu + 2D_{ij} \gamma_{ij} \nu + 2E_{ij} \zeta_{ij} \nu + \sigma \nu^2 + 2d_{ijmn} \varepsilon_{ij} \zeta_{mn,n} + 2 \varepsilon_{ijmn} \mu_{ij} \zeta_{mn} + 2 f_{ij} \nu \varepsilon_{ij} + 2 h_{ij} \nu \zeta_{ij} + k_{ij} \alpha_{ij} + g_{ijmn} \zeta_{ij \zeta_{mn}} \right) dV.
\] (42)

At the same time, the functions that are found on the right side member of each equation of the system (40), namely \(U' = A^1 \alpha, \Phi' = A^2 \phi, \mu' = L \alpha - F \zeta', \beta' = R^1 \mathbf{u} - R^2 \mathbf{v} - S \mathbf{v} - Q \zeta', \) respectively \(\zeta' = Z \mathbf{u}' - T \mathbf{v}', \) belong to the space \(W^{1,2}\).

Therefore, the Lax–Milgram Theorem can be applied, see [41,43,47], thus guaranteeing the existence of the solution \(\mathbf{U} = (u, \phi, v, \alpha, \xi)\) of the system (40), which ensures, in fact, that the system (39) has a solution. In this way, the Theorem 5 is completely proved.

By Theorems 4 and 5, it is proved that the operator \(\mathcal{L}\) meets the conditions required by the Lumer–Phillips Corollary, corresponding to the Hille–Yosida Theorem, see [41,43], thereby being possible to state the theorem presented below.

**Theorem 6.** If the symmetry relations (8), as well as the standard hypotheses (i)–(iii) are satisfied, then the operator \(\mathcal{L}\) generates a semigroup of contractions on the space \(\mathcal{H}\).

**Proof.** Taking into account the conclusions of Theorems 4 and 5, together with the result included in the corollary Lumer–Phillips, it follows that the operator \(\mathcal{L}\) generates a semigroup of contractions on the particular space \(\mathcal{H}\), represented by the relation (27).

**Theorem 7.** Given that both the symmetry relations (8) and the standard hypotheses (i)–(iii) are valid, the initial conditions \(\mathbf{U}_0 \in \mathcal{D}(\mathcal{L})\) and the loads \(f, \ell, \ell, s, \mathcal{M}_1 \in C^1([0, \infty), L^2) \cap C^0([0, \infty), W_0^{1,2})\), then the abstract problem, represented by the relation (32), admits a unique solution \(\mathbf{U}(t) \in C^1([0, \infty), \mathcal{H})\).

**Proof.** The result of Lumer–Phillips Corollary, consisting in the fact that the semigroup generated by the operator \(\mathcal{L}\) admits as a unique generator, the infinitesimal generator represented by the solution \(\mathbf{U}(t)\), leads to the conclusion of uniqueness of this solution.
3.2.3. Continuous Dependence of the Solution

**Theorem 8.** Assuming that the symmetry relations (8) and the standard hypotheses (i)–(iii) are accomplished. Then the function $\mathbf{U}(t)$, which is a solution of the problem (32), is continuous depending both on the initial data and on the loads $f_i$, $\ell_{ij}$, $\ell$, $s$ and $\mathcal{M}_i$, so that

$$\|\mathbf{U}(t)\| \leq \int_0^t \| (f_i, \ell_{ij}, \ell, s, \mathcal{M}_i) \| \, ds + |\mathbf{U}_0|. $$

**Proof.** The deduction of the result of this theorem can be obtained with the help of the same Lumer–Phillips Corollary. □

The result of the above theorem completely characterizes the solution of the Cauchy problem (32).

4. Conclusions

The approach of the subject regarding the effects of microtemperature on porous micromorphic thermoelastic materials, highlights the advantages of using the theory of semigroups of operators, in the context of the increased difficulty of equations and conditions, caused by the large number of unknowns.

Our qualitative results correspond to the existence, uniqueness and continuous dependence of the solution of the mixed initial-boundary value problem and are due to the flexibility of this theory. The subject development was possible naturally, even within an increasing complexity of equations and conditions governing the thermoelasticity theory of porous micromorphic materials with microtemperatures.
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