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Abstract
The fundamental role of the Cauchy transform in harmonic and complex analysis has led to many different proofs of its \( L^2 \) boundedness. In particular, a famous proof of Melnikov-Verdera (A geometric proof of the \( L^2 \) boundedness of the Cauchy integral on Lipschitz graphs. Int Math Res Not 7:325–331, 1995) relies upon an iconic symmetrization identity of Melnikov (Analytic capacity: a discrete approach and the curvature of measures. Mat Sb 186(6):57–76, 1995) linking the universal Cauchy kernel \( K_0 \) to Menger curvature. Analogous identities hold for the real and the imaginary parts of \( K_0 \) as well. Such connections have been immensely productive in the study of singular integral operators and in geometric measure theory. In this article, given any function \( h : \mathbb{C} \to \mathbb{R} \), we consider an inhomogeneous variant \( K_h \) of \( K_0 \) which is inspired by complex function theory. While an operator with integration kernel \( K_h \) is easily seen to be \( L^2 \)-bounded for all \( h \), the symmetrization identities for each of the real and imaginary parts of \( K_h \) show a striking lack of robustness in terms of boundedness and positivity, two properties that were critical in Melnikov and Verdera (A geometric proof of the \( L^2 \) boundedness of the Cauchy integral on Lipschitz graphs. Int Math Res Not 7:325–331, 1995) and in subsequent works by many authors. Indeed here we show that for any continuous \( h \) on \( \mathbb{C} \), the only member of \( \{ K_h \}_h \) whose symmetrization has the right properties is \( K_0 \) ! This global instability complements our previous investigation (Lanzani and Pramanik, Symmetrization of a Cauchy-like kernel on curves. J Funct Anal (Preprint). arXiv:2001.09375) of symmetrization identities in the restricted setting of a curve, where a sub-family of \( \{ K_h \}_h \) displays very different behaviour than its global counterparts considered here. Our methods of proof have some overlap with techniques in recent work of Chousionis and Prat, Some Calderón–Zygmund kernels
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and their relation to Wolff capacity. Math Z 282:435–460, 2016) and Chunaev, A new family of singular integral operators whose $L^2$ boundedness implies rectifiability. J Geom Anal 27:2725–2757, 2017).
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1 Introduction

Multivariate algebraic expressions that are invariant under permutations of the underlying variables are termed symmetric forms. Identities involving such forms, henceforth referred to as **symmetrization identities**, abound in mathematics. Their appeal lies in the physical interpretation of the various quantities that they embody, which could be geometric, analytic or combinatorial in nature. One such instance [17] was discovered in 1995 by M. Melnikov in regards to the universal Cauchy kernel

$$K_0(w, z) := \frac{1}{w - z}, \quad z, w \in \mathbb{C}, \quad z \neq w. \quad (1.1)$$

This exceptionally simple identity is the source of many results of import in harmonic and complex analysis, and the starting point of this article. We begin by describing it. For any complex-valued function $K$ defined on a domain in $\mathbb{C}^2$, let $S[K]$ denote the following **symmetrized form associated with $K$**:

$$S[K] := \sum_{\sigma \in S_3} K(z_{\sigma(1)}, z_{\sigma(2)})K(z_{\sigma(1)}, z_{\sigma(3)}),$$

where $S_3$ denotes the group of permutations over three elements, and $z = \{z_1, z_2, z_3\}$ is any three-tuple of distinct points in $\mathbb{C}$ for which the above expression is meaningful. The symmetrization identity of Melnikov [17] concerns $S[K_0]$. Namely, it says

$$S[K_0] = \sum_{\sigma \in S_3} \frac{1}{z_{\sigma(1)} - z_{\sigma(2)}} \times \frac{1}{z_{\sigma(1)} - z_{\sigma(3)}} = c^2(z), \quad (1.2)$$

where $c(z)$ represents the **Menger curvature** for the points $\{z_1, z_2, z_3\}$. Let us recall that the Menger curvature of three non-collinear points is the reciprocal of the radius of the unique circle that passes through these three points. If the points are collinear, $c(z)$ is taken to be zero. Moreover, the Menger curvature $c^2(z)$ splits evenly between the symmetric forms of the real and imaginary parts, in the following sense$^1$:

$$S[K_0] = S[\text{Re}(K_0)] + S[\text{Im}(K_0)],$$

$^1$ This general fact about $S$ is proved in Sect. 3.1

\[ Springer \]
In 1995, Melnikov and Verdera [18] discovered that the identity (1.2) leads to a new proof of famous results by A. Calderón; Coifman, McIntosh and Meyer that established $L^2(\Gamma, \sigma)$-regularity of the Cauchy transform for a planar Lipschitz curve $\Gamma$ [2, 9]. The new proof [18] and the subsequent work by Mattila, Melnikov and Verdera [16] brought to the fore new connections between the analytic capacity and the rectifiability of the support of the reference measure; thus a hugely prolific line of investigation began that has had a deep and ever-lasting impact on the theory of singular integral operators and on geometric measure theory. A survey of the extensive literature would take us outside of the scope of the present work; instead we defer to the monographs [19] and [22] and, for more recent progress, to [1–8, 10, 11, 13–15, 20, 21, 23].

### 1.1 Objectives

The purpose of this article is to provide analogues of the global symmetrization identities (1.2), (1.3) and (1.4) for a new family of integration kernels that arise naturally in complex function theory and in potential theory. Specifically, we investigate two basic features of such identities,

(i) **Global boundedness relative to Menger curvature**;

and

(ii) **Global positivity**.

These properties play an important role in the proofs of many of the results mentioned above and are enjoyed by the symmetrized forms of each of $K_0$, $\text{Re}K_0$ and $\text{Im}K_0$ following (1.2), (1.3) and (1.4). Here and throughout, by **global property** we mean a property that holds for all three-tuples $z = \{z_1, z_2, z_3\}$ of distinct points in $\mathbb{C}$.

In this article we consider the family of kernels $\{K_h\}$ parametrized by functions $h : \mathbb{C} \to \mathbb{R}$,

$$K_h(w, z) := \frac{e^{ih(w)}}{w - z}, \quad w, z \in \mathbb{C}, \quad w \neq z.$$  \hfill (1.5)

Setting $h \equiv 0$ (or a constant) yields the universal Cauchy kernel $K_0$ (or a constant multiple of it). On the other hand, for non-constant $h$ our kernel $K_h$ is significantly different in nature from $K_0$ because the latter is a homogeneous function of $w$ and $z$, while the former is not. The definition of $K_h$ is driven by complex-analytic considerations that we have discussed in detail in the companion paper [12], where the focus is specialized to those continuous functions $h : \mathbb{C} \to \mathbb{R}$ such that $j^*K_h = K_\Gamma$ where $j : \Gamma \hookrightarrow \mathbb{C}$ is the inclusion map and

$$K_\Gamma(w, z) = \frac{1}{2\pi i} \frac{t_\Gamma(w)}{(w - z)}, \quad w, z \in \Gamma, \quad w \neq z.$$  \hfill (1.6)
for a given curve $\Gamma$ of class $C^1$ with unit tangent vector $t_\Gamma$. By contrast here we work with the unrestricted $K_h$ given in (1.5) and we ask the following questions:

*Are the symmetrization identities (1.3) and (1.4) preserved by the family $\{K_h\}_h$? Even if not, do the basic features (i) and (ii) still hold?*

We answer both these questions in the negative. Specifically, we show that the exact analogues of the identities (1.3) and (1.4) no longer hold for $S[\text{Re}K_h]$ or $S[\text{Im}K_h]$ in the sense that neither is comparable to $c^2(z)$. We do obtain identities that serve as substitutes of (1.3) and (1.4), see Proposition 2.2. But these new identities show that neither $S[\text{Re}K_h]$ nor $S[\text{Im}K_h]$ satisfies any of the basic features (i) and (ii). More precisely, in Theorem 2.3 we show that the condition “$h \equiv \text{constant on } \mathbb{C}$” is equivalent to any one of $S[\text{Re}K_h](z)/c^2(z)$ or $S[\text{Im}K_h](z)/c^2(z)$ being globally bounded: hence basic feature (i) fails for $S[\text{Re}K_h]$ and $S[\text{Im}K_h]$ with non-constant $h$; in fact it fails already for three-tuples confined to tri-disks, that is $z = (z_1, z_2, z_3) \in \mathbb{D}^3$ for any disk $\mathbb{D} \subset \mathbb{C}$. On a related theme, in Theorem 2.5 we show that the condition “$h \equiv \text{constant}$” is equivalent to any one of $S[\text{Re}K_h]$ or $S[\text{Im}K_h]$ maintaining a fixed sign across $\mathbb{C}^3$; thus the basic feature (ii) also fails for $S[\text{Re}K_h]$ and $S[\text{Im}K_h]$ whenever $h$ is non-constant.

### 1.2 Conclusion

For nontrivial $h$ the kernels $\{\text{Re}K_h\}$ and $\{\text{Im}K_h\}$ fail to satisfy both of the basic features (i) and (ii): this is surprising because the symmetrization identity for the full universal Cauchy kernel $K_0$, see (1.2), and the corresponding basic features (i) and (ii), hold trivially when $K_0$ is replaced by $K_h$ on account of the fact that

$$S[K_h](z) = S[K_0](z)$$

for any $z$ in $\mathbb{C}^3$ and for any $h : \mathbb{C} \to \mathbb{R}$ (no continuity assumption needed).

This dichotomy stands in contrast with symmetrized identities in the restricted context, and is best appreciated in comparison with the latter class of results. In [12], we study the symmetrized forms $S[K_0], S[\text{Re}(K_0)]$ and $S[\text{Im}(K_0)]$ for triples $z = (z_1, z_2, z_3) \in \mathbb{C}^3$, where each $z_j$ lies on a fixed rectifiable curve $\Gamma$ with prescribed regularity. We show that a few members of $\{\text{Re}K_h\}$, namely those for which $j^*K_h = K_\Gamma$ with $K_\Gamma$ as in (1.6), will satisfy $\Gamma$-restricted analogues of the basic features (i) and (ii), while their counterparts in $\{\text{Im}K_h\}$ satisfy $\Gamma$-restricted versions of (i) though not necessarily of (ii).

After completing this work, we learned that some of the methods of proof we employ here bear similarities to techniques developed in unrelated recent work by Chousionis and Prat [5] and by Chunaev [6]. For instance, the proofs of our representation formulae for $S[\text{Re}K_h]$ or $S[\text{Im}K_h]$, given in Proposition 2.2 below, rely upon a certain labeling scheme of the vertices of a triangle, which is a device that also appears in [5, Proposition 3.1] and [6, Lemma 6]; see also Figs. 3 and 4 in [6, p. 2738] and the computations accompanying those diagrams.
1.3 Organization of this Paper

For the reader’s convenience, the well-known background is summarized in Sect. 3. In Sects. 2.1 through 2.3 we state the results pertaining to Re$K_h$ and Im$K_h$.

Further results pertaining to $K_h^*$ (the dual kernel of $K_h$) are stated in Sect. 2.4. All proofs are collected in Sect. 4.

2 Description of the Results

2.1 Setup

As mentioned earlier, our kernel $K_h$ is given by

$$K_h(w, z) := \frac{e^{ih(w)}}{w - z},$$

(2.1)

where $h : \mathbb{C} \rightarrow \mathbb{R}$ is a given function. If $h$ is a constant function, then $K_h$ is a constant multiple of $K_0$ given in (1.1).

2.2 Symmetrization Identities for Arbitrary $h$.

It is immediate to see that

$$S[K_h](z) = S[K_0](z) = c^2(z)$$

(2.2)

for any three-tuple of distinct points and for any $h : \mathbb{C} \rightarrow \mathbb{R}$ (no continuity assumption needed here).

The first natural question that presents itself is whether the phenomenon (2.2) is inherited by the real and the imaginary parts of $K_h$. On account of (1.3) and (1.4) this amounts to asking whether the identities

$$S[\text{Re}K_h](z) = S[\text{Re}K_0](z) = \frac{1}{2} c^2(z), \quad \text{and}$$

$$S[\text{Im}K_h](z) = S[\text{Im}K_0](z) = \frac{1}{2} c^2(z)$$

(2.3)

are true for all (or for some) non-constant $h : \mathbb{C} \rightarrow \mathbb{R}$. We answer this question in the negative.

In order to state the precise result we adopt a specific labeling scheme for three-tuples of non-collinear points.

**Definition 2.1** We say that an ordered three-tuple of non-collinear points $(a, b, c)$ is arranged in admissible order (or is admissible, for short) if (a) the orthogonal projection of $c$ onto the line determined by $a$ and $b$ falls in the interior of the line
segment joining \( a \) and \( b \), and (b) the triangle \( \Delta(a, b, c) \) has positive counterclockwise orientation.

We will show in Sect. 3.3 that any three-tuple of non-collinear points has at least one admissible ordering.

**Proposition 2.2** For any non-constant \( h : \mathbb{C} \rightarrow \mathbb{R} \) and for any three-tuple \( z \) of non-collinear points in \( \mathbb{C} \) we have

\[
S[\text{Re} K_h](z) = c^2(z) \left( \frac{1}{2} + \mathcal{R}_h(z) \right), \quad (2.4)
\]

\[
S[\text{Im} K_h](z) = c^2(z) \left( \frac{1}{2} - \mathcal{R}_h(z) \right), \quad (2.5)
\]

where \( \mathcal{R}_h \) is non-constant and invariant under the permutations of the elements of \( z \). If \( z = (z_1, z_2, z_3) \) is admissible then \( \mathcal{R}_h(z) \) is represented as follows:

\[
\mathcal{R}_h(z) = \frac{2 \ell_1 \ell_2 \ell_3}{(4 \text{Area } \Delta(z))^2} \times \left[ \ell_1 \cos(h_{z_1, z_2}(z_1) - \theta_1) + \ell_2 \cos(h_{z_1, z_2}(z_2) + \theta_2) - \ell_3 \cos(h_{z_1, z_2}(z_3) + \theta_2 - \theta_1) \right]. \quad (2.6)
\]

Here \( \theta_j \) denotes the angle at \( z_j \), and \( \ell_j \) denotes the length of the side opposite to \( z_j \) in \( \Delta(z) \). Also, we have set

\[
h_{z_1, z_2}(z) := 2h(z) - 2\alpha_{21}, \quad z \in \mathbb{C},
\]

where \( \alpha_{21} \) is the principal argument of \( z_2 - z_1 \) (in an arbitrarily fixed coordinate system for \( \mathbb{R}^2 \)).

**Remarks (A).**

1. A discussion of the invariance properties of these symmetrized forms is in order. While \( S[K_0](z) \) (and thus \( S[K_h](z) \)), \( S[\text{Re} K_0](z) \) and \( S[\text{Im} K_0](z) \) are clearly invariant under rotations and translations of \( \mathbb{R}^2 \), this is no longer the case for \( S[\text{Re} K_h](z) \) or \( S[\text{Im} K_h](z) \). Yet, (2.4) and (2.5) show that each of these symmetrized forms contains a term that is invariant under rotations and translations of \( \mathbb{R}^2 \).

2. The well-posedness of the righthand sides of (2.4) and (2.5) for three-tuples of distinct points, as opposed to non-collinear points, is addressed in Sect. 4.1, see Remark (B) in that section.

### 2.3 Boundedness and Positivity: Global Results for Arbitrary \( h \)

We next ask whether either \( S[\text{Re} K_h](z) \) or \( S[\text{Im} K_h](z) \) obeys the basic global features (i) and (iii). The answer is negative in all instances: we prove below that \( \mathcal{R}_h \) is either constant (in fact zero) or unbounded!
Theorem 2.3 Suppose that \( h : \mathbb{C} \to \mathbb{R} \) is continuous. The following are equivalent:

(i) There is a constant \( C < \infty \), possibly depending on \( h \), such that

\[ |\mathcal{R}_h(z)| \leq C \]

for any three-tuple \( z = \{z_1, z_2, z_3\} \) of non-collinear points in \( \mathbb{C} \).

(ii) \( \mathcal{R}_h(z) = 0 \) for any three-tuple of non-collinear points in \( \mathbb{C} \).

(iii) \( h \) is constant.

The proof will in fact show the following stronger conclusion: if we only assume that \( h \) is continuous on a disc \( D_0 \subset \mathbb{C} \), then the boundedness of \( \mathcal{R}_h(z) \) for any three-tuple \( z \) of points in \( D_0 \) is equivalent to \( h \) being constant on \( D_0 \).

An immediate consequence of Theorem 2.3 is that no analog of the positivity condition (ii) can hold simultaneously for \( S[\text{Re}K_h] \) and \( S[\text{Im}K_h] \) unless \( h = \text{const.} \).

Specifically, we have

Corollary 2.4 Suppose that \( h : \mathbb{C} \to \mathbb{R} \) is continuous. Then

\[ h \text{ is constant} \iff \left( \frac{1}{2} - \mathcal{R}_h(z) \right) \left( \frac{1}{2} + \mathcal{R}_h(z) \right) > 0 \]

for any three-tuple of non-collinear points in \( \mathbb{C} \).

In fact more is true.

Theorem 2.5 Suppose that \( h : \mathbb{C} \to \mathbb{R} \) is continuous.

(a) If \( h \) is constant, then

\[ \frac{1}{2} + \mathcal{R}_h(z) > 0 \]

for any three-tuple of non-collinear points.

(b) If \( h \) is not constant, then the function

\[ z \mapsto \frac{1}{2} + \mathcal{R}_h(z) \]

changes sign. That is, there exist two three-tuples of non-collinear points \( z \) and \( z' \) such that

\[ \frac{1}{2} + \mathcal{R}_h(z) > 0 \text{ and } \frac{1}{2} + \mathcal{R}_h(z') < 0. \]

Furthermore, (a) and (b) are also true with \( \frac{1}{2} - \mathcal{R}_h \) in place of \( \frac{1}{2} + \mathcal{R}_h \).

Corollary 2.6 Suppose that \( h : \mathbb{C} \to \mathbb{R} \) is continuous. Then

(a) \( h \) is constant \iff \( \frac{1}{2} + \mathcal{R}_h(z) > 0 \)

for all three-tuples of non-collinear points.

(b) \( h \) is constant \iff \( \frac{1}{2} - \mathcal{R}_h(z) > 0 \)

for all three-tuples of non-collinear points.
2.4 Further Results

As is well-known, the Cauchy transform is essentially self-adjoint. In fact if $C^*_0$ denotes the formal $L^2$-adjoint of $C_0$, then the “dual” kernel of $K_0$ (which is the kernel for $C^*_0$) is

$$K_0^*(w, z) = -K_0(w, z),$$

giving

$$\mathcal{S} [K_0^*](z) = \mathcal{S} [K_0](z). \quad (2.7)$$

Thus

$$\mathcal{S} [K_0^*](z) = c^2(z) \quad (2.8)$$

and the symmetrization identities for $K_0^*$ are synonymous with those for $K_0$.

We define the dual kernel of $K_h(z, w)$ as

$$K_h^*(w, z) = K_h(z, w). \quad (2.9)$$

Thus

$$K_h^*(w, z) = e^{-ih(z)} \frac{\ell_1 \cos(h(z_2) - h(z_3) + \theta_1) + \ell_2 \cos(h(z_1) - h(z_3) - \theta_2) + \ell_3 \cos(h(z_1) - h(z_2) + \theta_3)}{z - \bar{w}}. \quad (2.10)$$

As the name suggests, if $K_h$ is the integration kernel of an integral operator, then $K_h^*$ is the kernel of its formal adjoint.

In great contrast with (2.7) and (2.8), for non-constant $h$ the symmetrization identities and global estimates for $K_h^*$ turn out to be very different from those for $K_h$. While not directly related to the sequel [12] of this paper, these results are of independent interest and we state them below.

**Proposition 2.7** For any non-constant $h : \mathbb{C} \rightarrow \mathbb{R}$ and for any three-tuple $z$ of non-collinear points in $\mathbb{C}$ we have

$$\mathcal{S} [K_h^*](z) = c^2(z) \mathcal{H}(z), \quad (2.10)$$

where $\mathcal{H}(z)$ is a non-constant function of $z$ that is invariant under the permutations of the elements of $z$. In particular, if $z = (z_1, z_2, z_3)$ is admissible then $\mathcal{H}(z)$ has the following representation.

$$\mathcal{H}(z) = \frac{2 \ell_1 \ell_2 \ell_3}{(4 \text{Area } \Delta(z))^2} \times \left[ \ell_1 \cos(h(z_2) - h(z_3) + \theta_1) + \ell_2 \cos(h(z_1) - h(z_3) - \theta_2) + \ell_3 \cos(h(z_1) - h(z_2) + \theta_3) \right]. \quad (2.11)$$

Here $\theta_j$ and $\ell_j$ are as in the statement of Proposition 2.2.

**Theorem 2.8** Suppose that $h : \mathbb{C} \rightarrow \mathbb{R}$ is continuous. The following are equivalent:

\[ \square \] Springer
There is a constant $C < \infty$, possibly depending on $h$, such that

$$|\mathcal{H}(z)| \leq C$$

for any three-tuple $z = \{z_1, z_2, z_3\}$ of non-collinear points in $\mathbb{C}$.

(ii) $\mathcal{H}(z) = 1$ for any three-tuple of non-collinear points in $\mathbb{C}$.

(iii) $h$ is constant.

3 Background

Here we list without proof a few elementary computational tools and basic facts.

3.1 Basic Properties of Symmetrized Forms

Recall that the symmetrized form considered in [12] is

$$S[K](z) := \sum_{\sigma \in S_3} K(z_{\sigma(1)}, z_{\sigma(2)}) \overline{K(z_{\sigma(1)}, z_{\sigma(3)})}$$

where $S_3$ is the set of all permutations of $\{1, 2, 3\}$ and $z$ is any three-tuple of points in $\mathbb{C}$ for which the above expression is meaningful.

- It is easy to see that the above can be equivalently expressed as

$$S[K](z) = 2 \sum_{\sigma \in S'_3} \text{Re}(K(z_{\sigma(1)}, z_{\sigma(2)}) \overline{K(z_{\sigma(1)}, z_{\sigma(3)})}),$$

where $S'_3 = \{123, 213, 312\}$.

- It follows that $S[K](z)$ is real-valued and that

$$S[\overline{K}](z) = S[K](z) = S[K](z).$$

- The symmetrized form of $K(w, z)$ can also be expressed as

$$S[K](z) = 2 \sum_{j < k} \text{Re}(K(z_j, z_k) \overline{K(z_j, z_\ell)}),$$

where it is understood that $j \in \{1, 2, 3\}$ and for each fixed $j$, the remaining labels $k, \ell \in \{1, 2, 3\}$ are displayed so that $k < \ell$.

- In particular, if $A(w, z)$ is real-valued, then we have

$$S[A](z) = 2 \sum_{j < k} A(z_j, z_k) A(z_j, z_\ell)$$

where $A(z_j, z_k)$ is the symmetrized form of $A(w, z)$.
• The operation $K \mapsto S[K]$ is not linear:

$$S[K + H] \neq S[K] + S[H] \quad \text{and} \quad S[aK] \neq aS[K].$$

However if the kernels $A$ and $B$ are real-valued then

$$S[A \pm iB] = S[A] + S[B].$$

Thus

$$S[K] = S[\text{Re}K] + S[\text{Im}K]. \quad (3.5)$$

• For the kernels $\{K_h\}_h$ defined in [12], whenever convenient we will write

$$K_h(w, z) = \frac{e^{ih(w)(\bar{w} - \bar{z})}}{|w - z|^2} \quad (3.6)$$

and in particular

$$\text{Re} K_h(w, z) = \frac{\text{Re} \left(e^{-ih(w)(w - z)}\right)}{|w - z|^2} \quad (3.7)$$

with a corresponding identity for the imaginary part.

• Finally, we point out that for the kernels $K_h$ we have

$$S[\hat{K}_h(z)] = S[\hat{K}_{h+c}(z) \quad \text{for any constant } c \in \mathbb{R}. \quad (3.8)$$

### 3.2 A Brief Review of Menger Curvature

The Menger curvature associated to any three element set $\{a, b, c\}$ of distinct points in $\mathbb{C}$, denoted $c(z)$, is the reciprocal of the radius of the circle passing through those points (with the understanding that if the points are collinear, then $c(z) = 0$). Suppose now that the three points are not collinear and consider the triangle $\Delta(z)$ with vertices $\{a, b, c\}$, which we describe as follows: for each $j \in \{a, b, c\}$ we denote the angle at $j$ by $\theta_j$, while $\ell_j$ denotes the length of the side opposite to $j$, that is: $\ell_j = |z_l - z_k|$ where $\{j, k, l\} = \{a, b, c\}$. See Fig. 1.

We recall a few basic identities that relate $c(z)$ and $\Delta(z)$, see e.g. [24]:

$$c(z) = 2 \frac{\sin \theta_j}{\ell_j}, \quad j \in \{a, b, c\}, \quad \text{so in particular} \quad (3.9)$$

(Law of sines) $$\frac{\sin \theta_a}{\ell_a} = \frac{\sin \theta_b}{\ell_b} = \frac{\sin \theta_c}{\ell_c}; \quad (3.10)$$

$$2 \frac{\cos \theta_j}{\ell_k \ell_l} = c^2(z) \frac{\sin 2\theta_j}{4 \sin \theta_a \sin \theta_b \sin \theta_c}, \quad j \in \{a, b, c\} \quad (3.11)$$
with the understanding that for any given \( j = a, b, c \), one takes \( l \) and \( k \) to be the other two labels in \( \{a, b, c\} \), and it follows from (3.11) that

\[
\cos \theta_a \ell_c + \cos \theta_b \ell_a + \cos \theta_c \ell_b = \frac{c^2(z)}{2}.
\]

(3.12)

because \( \sum_{j \in \{a, b, c\}} \sin 2\theta_j = 4 \sin \theta_a \sin \theta_b \sin \theta_c \), see again Fig. 1. We also have

\[
c(z) = \frac{4 \text{Area}(\Delta(z))}{\ell_a \ell_b \ell_c}.
\]

(3.13)

which immediately leads us to

\[
c^2(z) \frac{\ell_a \ell_b \ell_c}{(4 \text{Area} \Delta(z))^2} = \frac{1}{\ell_a \ell_b \ell_c}.
\]

(3.14)

### 3.3 Labeling Scheme for \( \Delta(z) \)

In representing \( \mathcal{R}_h(z) \), see [12, Proposition 5.2], it will be convenient to re-label the vertices \( \{a, b, c\} \) as, say, \( \{z_1, z_2, z_3\} \) where \( z_3 \) is any vertex whose orthogonal projection onto the line determined by the two other vertices falls into the side of \( \Delta(z) \) that is opposite to \( z_3 \) and, furthermore, \( z_1 \) and \( z_2 \) are labeled so that the ordered three-tuple \( (z_1, z_2, z_3) \) has positive (counterclockwise) orientation. We also relabel the angles \( \theta_j \) and the sides \( \ell_j \) accordingly. We recall from [12] that such labels are called admissible, see Fig. 2. All subsequent formulae appearing in this section refer to admissible ordered three-tuples \( (z_1, z_2, z_3) \).

Since the orthogonal projection of \( z_3 \) onto the line determined by \( z_1 \) and \( z_2 \) occurs at a point \( z_4 \) that lies into the side of \( \Delta(z) \) that is opposite to \( z_3 \), we have that

\[
z_4 = z_1 + (z_2 - z_1)\beta = z_2 + (z_1 - z_2)(1 - \beta) \quad \text{for some} \quad 0 < \beta < 1.
\]
From these it follows that

\[ z_3 - z_4 = i \beta \tan \theta_1 (z_2 - z_1) = i (1 - \beta) \tan \theta_2 (z_2 - z_1), \]

which in turn grant

\[ z_2 - z_3 = \frac{(1 - \beta)}{\cos \theta_2} e^{-i\theta_2} (z_2 - z_1) \quad (3.15) \]

and

\[ z_3 - z_1 = \frac{\beta}{\cos \theta_1} e^{i\theta_1} (z_2 - z_1). \quad (3.16) \]

Finally, we recall for future reference that

\[ \ell_2 \cos \theta_1 = |z_1 - z_4| = \beta |z_2 - z_1| = \beta \ell_3, \quad \text{and} \quad \ell_1 \cos \theta_2 = (1 - \beta) \ell_3. \quad (3.17) \]

4 Proofs

4.1 Proof of Proposition 2.2

On account of (3.5) we only need to prove the symmetrization identity for \( \text{Re} \, K_h \). To this end we start with

\[
\mathcal{S}[\text{Re} \, K_h \,](z) = \frac{2}{\ell_1^2 \ell_2^2 \ell_3^2} \sum_{j<k} \ell_j^2 \text{Re} \left( e^{-ih(z_j)} (z_j - z_k) \right) \text{Re} \left( e^{-ih(z_j)} (z_j - z_l) \right). \quad (4.1)
\]

We expand the sum and again use (3.15) and (3.16) to express \((z_j - z_k)\) and \((z_j - z_l)\) in terms of \((z_2 - z_1)\). Writing

\[ z_2 - z_1 = \ell_3 e^{i\alpha_{21}} \]

\( \square \) Springer
we are led to
\[ S[ \text{Re} K_h ](z) = \frac{\beta}{\ell_2^2 \cos \theta_1} \left[ 2 \cos(h(z_1) - \alpha_{21}) \cos(h(z_1) - \alpha_{21} - \theta_1) \right] \\
+ \frac{(1 - \beta)}{\ell_1^2 \cos \theta_2} \left[ 2 \cos(h(z_2) - \alpha_{21}) \cos(h(z_2) - \alpha_{21} + \theta_2) \right] \\
+ - \frac{\beta}{\ell_3^2 \cos \theta_1} \frac{(1 - \beta)}{\ell_1^2 \cos \theta_2} \left[ 2 \cos(h(z_3) - \alpha_{21} - \theta_1) \cos(h(z_3) - \alpha_{21} + \theta_2) \right]. \]

Applying the formula
\[ 2 \cos \gamma \cos \lambda = \cos(\gamma + \lambda) + \cos(\gamma - \lambda) \]
to each of the three summands (for appropriate choices of \( \gamma \) and \( \lambda \)) and recalling our definition \( h_{z_1, z_2}(z) := 2(h(z) - \alpha_{21}) \), we obtain
\[ S[ \text{Re} K_h ](z) \]
\[ = \frac{\beta}{\ell_2^2 \cos \theta_1} \left[ \cos(h_{z_1, z_2}(z_1) - \theta_1) + \cos \theta_1 \right] \\
+ \frac{(1 - \beta)}{\ell_1^2 \cos \theta_2} \left[ \cos(h_{z_1, z_2}(z_2) + \theta_2) + \cos \theta_2 \right] \\
+ - \frac{\beta}{\ell_3^2 \cos \theta_1} \frac{(1 - \beta)}{\ell_1^2 \cos \theta_2} \left[ \cos(h_{z_1, z_2}(z_3) + \theta_2 - \theta_1) - \cos \theta_3 \right]. \]

On account of (3.17), the expression above is reduced to
\[ \frac{1}{\ell_2 \ell_3} \left[ \cos(h_{z_1, z_2}(z_1) - \theta_1) + \cos \theta_1 \right] \\
+ \frac{1}{\ell_1 \ell_3} \left[ \cos(h_{z_1, z_2}(z_2) + \theta_2) + \cos \theta_2 \right] + \\
- \frac{1}{\ell_2 \ell_1} \left[ \cos(h_{z_1, z_2}(z_3) + \theta_2 - \theta_1) - \cos \theta_3 \right]. \]

Applying (3.12) we are led to
\[ S[ \text{Re} K_h ](z) = \frac{c^2(z)}{2} \]
\[ + \frac{1}{\ell_1 \ell_2 \ell_3} \left[ \ell_1 \cos(h_{z_1, z_2}(z_1) - \theta_1) + \ell_2 \cos(h_{z_1, z_2}(z_2) + \theta_2) \\
- \ell_3 \cos(h_{z_1, z_2}(z_3) + \theta_2 - \theta_1) \right]. \]

The symmetrization identity for \( \text{Re} K \) now follows from (3.14). The proof is concluded. A word on the well-posedness of the definition of \( R_h(z) \) is in order. If the triangle \( \Delta(z) \) has an obtuse or right angle, then \( R_h(z) \) is unambiguously defined in the sense that there is a unique admissible form of \( z \) (there is a unique permutation of \( \{z_1, z_2, z_3\} \) that gives the admissible form of \( z \)). On the other hand, if \( \Delta(z) \) is an acute-angle triangle (all three angles in \( \Delta(z) \) are acute) then there are three distinct admissible orderings of \( z \) because \( z_3 \) can be assigned to be any one of the three vertices \( a, b \) or \( c \). Correspondingly there are three formulations of \( R_h(z) \): these, however, must be
identical to one another in view of the invariance of $R_h(z)$ under the permutations of \{z_1, z_2, z_3\}. Alternatively, one can directly verify that the three admissible forms of $z$ lead to the same representation for $R_h(z)$ by invoking the following lemma, whose proof is omitted:

**Lemma 4.1** Let $\Delta(z)$ be any triangle with vertices $\{a, b, c\}$, see Fig. 1. For any $j, k \in \{a, b, c\}$ let $\alpha_{jk} \in [0, 2\pi)$ denote the argument of $j - k$ (in an arbitrarily fixed coordinate system for $\mathbb{R}^2$). Then, with the notation of Fig. 1, we have

$$\alpha_{ac} = \alpha_{ba} + \theta_a + \pi \mod (2\pi); \quad \alpha_{bc} = \alpha_{ba} - \theta_b + \pi \mod (2\pi). \quad (4.2)$$

**Remark (B).** Note that $R_h(z)$ is meaningful only when the points in the three-tuple $z = \{z_1, z_2, z_3\}$ are non-collinear (so that $\text{Area}(\Delta(z)) \neq 0$). However the set of non-collinear three-tuples in $\mathbb{C}$ viewed as a subset of $\mathbb{C}^3$ has full Lebesgue measure because the condition that $\text{Area}(\Delta(z)) = 0$ is equivalent to

$$\vec{u} \times \vec{v} = \vec{0} \quad (4.3)$$

with $\times$ denoting the cross product in $\mathbb{R}^2$ of the vectors $\vec{u} := z_2 - z_1$ and $\vec{v} := z_3 - z_1$. Since (4.3) is a quadratic equation in the variables $(z_1, z_2, z_3)$, its solution set has zero Lebesgue measure in $\mathbb{C}^3$ (it is an algebraic subvariety of $\mathbb{C}^3$); on the other hand, the product

$c^2(z)R_h(z)$

is meaningful as soon as the points $\{z_1, z_2, z_3\}$ are distinct from one another because, on account (3.14), it equals

$$\frac{1}{\ell_1\ell_2\ell_3} \times (\text{a continuous function of } z),$$

and $\ell_j \neq 0$ for each $j = 1, 2, 3$ (since the $z_j$’s are distinct).

### 4.2 Proof of Theorem 2.3

Note that the implication (iii) $\Rightarrow$ (i) is trivial, thus it suffices to show that

$$(\text{iii}) \Rightarrow (\text{i}) \quad \text{and} \quad (\text{i}) \Rightarrow (\text{iii}).$$

We begin by proving that (iii) $\Rightarrow$ (i). We claim that

$$(\text{iii}) \Rightarrow c^2(z)R_h(z) = 0[\text{which immediately implies (i)}].$$

To see this, let $c_0$ denote the assumed constant value of $h(z)$; we use the short-hand notation

$$\alpha = 2c_0 - 2\alpha_{21}$$
[note that $\alpha = \alpha(z_1, z_2)$ because $\alpha_{21}$ is a function of $z_1$ and $z_2$]. Combining Proposition 2.2 the basic identity (3.12) we see that

\[ c^2(z) R_h(z) = \frac{1}{\ell_2 \ell_3} \cos(\alpha - \theta_1) + \frac{1}{\ell_1 \ell_3} \cos(\alpha + \theta_2) - \frac{1}{\ell_1 \ell_2} \cos(\alpha + \theta_2 - \theta_1) \]

and thus

\[ c^2(z) R_h(z) = C(z) \cos \alpha + D(z) \sin \alpha, \]

where

\[ C(z) := \frac{\cos \theta_1}{\ell_2 \ell_3} + \frac{\cos \theta_2}{\ell_1 \ell_3} - \frac{1}{\ell_1 \ell_2} \cos(\theta_2 - \theta_1) \]

and

\[ D(z) := \frac{\sin \theta_1}{\ell_2 \ell_3} - \frac{\sin \theta_2}{\ell_1 \ell_3} + \frac{1}{\ell_1 \ell_2} \sin(\theta_2 - \theta_1). \]

We claim that

\[ C(z) = 0, \quad \text{and} \quad D(z) = 0. \]

Indeed, it follows from (3.12), (3.9) and the identity $\cos \theta_3 = -\cos(\theta_1 + \theta_2)$, that

\[ C(z) = \frac{1}{2} c^2(z) - \left( \frac{\cos \theta_3 + \cos(\theta_2 - \theta_1)}{\ell_1 \ell_2} \right) = \frac{1}{2} c^2(z) - 2 \frac{\sin \theta_1 \sin \theta_2}{\ell_1 \ell_2} = \frac{1}{2} c^2(z) - \frac{1}{2} c^2(z) = 0. \]

To deal with $D(z)$ we invoke (3.10) and the identity $\sin \theta_3 = \sin(\theta_1 + \theta_2)$, which lead to

\[ D(z) = \frac{1}{\ell_1 \ell_2 \sin \theta_3} \left( \sin^2 \theta_1 - \sin^2 \theta_2 + \sin(\theta_2 + \theta_1) \sin(\theta_2 - \theta_1) \right) = 0. \]

The proof of the implication: (iii) $\Rightarrow$ (ii) is concluded.

Next we prove that (i) $\Rightarrow$ (iii). We show that if $h$ is continuous and non-constant then the inequality

\[ |R_h(z)| \leq C \quad \text{for any non-collinear three-tuple } z \] (4.4)

is impossible. Fix a three-tuple $z = \{0, z_2, z_3\}$ of non-collinear points with the property that the triangle $\Delta(0, z_2, z_3)$ has an obtuse angle at $z_3$, see Fig. 1. Let $z_4$ denote the orthogonal projection of $z_3$ onto the opposite side of $\Delta(0, z_2, z_3)$, thus $z_4 = \beta z_2$ with
Proof of Theorem 2.3: the triangles $\Delta(0, z_2, z_3)$ and $\Delta(0, z_2, z_3(\theta))$

Consider the family of triangles $\Delta(0, z_2, z_3(\theta))$ where $z_3(\theta)$ lies along the line segment whose endpoints are $z_3$ and $z_4$, see Fig. 3.

Note that the three-tuples $(0, z_2, z_3)$ and $(0, z_2, z_3(\theta))$ are arranged in admissible order. Thus, adopting the notation $\ell_1(\theta)$ and $\ell_2(\theta)$ for the lengths of the sides of $\Delta(0, z_2, z_3(\theta))$ opposite to 0 and $z_2$, respectively, along with $\theta_2(\theta)$ for the angle at $z_2$, we may express $R_h(0, z_2, z_3(\theta))$ as the quotient

$$R_h(0, z_2, z_3(\theta)) = \frac{E(0, z_2, z_3(\theta))}{F(0, z_2, z_3(\theta))}$$  \hspace{1cm} (4.5)

with

$$E(0, z_2, z_3(\theta)) = \ell_1(\theta) \cos(h_{0,z_2}(0) - \theta) + \ell_2(\theta) \cos(h_{0,z_2}(z_2) + \theta_2(\theta)) - \ell_3 \cos(h_{0,z_2}(z_3(\theta)) + \theta_2(\theta) - \theta)$$  \hspace{1cm} (4.6)

and

$$F(0, z_2, z_3(\theta)) = 4 \ell_3 \sin \theta \sin \theta_2(\theta),$$  \hspace{1cm} (4.7)

where the denominator $F(0, z_2, z_3(\theta))$ comes from the identity

$$\frac{\ell_1(\theta) \ell_2(\theta) \ell_3}{(4\text{Area } \Delta(0, z_2, z_3(\theta)))^2} = \frac{1}{4 \ell_3 \sin \theta \sin \theta_2(\theta)}$$

which in turn follows from (3.13) and (3.9).

Let $\omega$ denote the direction of the vector $0 z_2$ that is, $\arg(\omega) = \alpha_{21}$. Now letting $\theta \to 0$, we have that: $z_3(\theta) \to z_4 = \beta z_2$; $\theta_2(\theta) \to 0$; $\ell_2(\theta) \to \beta \ell_3$, and $\ell_1(\theta) \to (1 - \beta)\ell_3$.

By the continuity of $h(z)$ we also have that $h_{0,z_2}(z_3(\theta)) \to h_{0,z_2}(z_4) = h_{0,z_2}(\beta z_2)$.

Inserting these into (4.6) and (4.7) we obtain that

$$E(0, z_2, z_3(\theta)) \to \ell_3 \left[ (1 - \beta) \cos(h_{0,z_2}(0)) + \beta \cos(h_{0,z_2}(z_2)) - \cos(h_{0,z_2}(\beta z_2)) \right],$$

whereas

$$F(0, z_2, z_3(\theta)) \to \ell_3 \sin^2 0 = 0.$$
Thus, by the assumed boundedness of $\mathcal{R}_h$ (that is condition (i)) we must have that

$$\cos(h_{0,z_2}(h_{z_2}(\beta z_2))) = (1 - \beta) \cos(h_{0,z_2}(0)) + \beta \cos(h_{0,z_2}(z_2)) \quad (4.8)$$

for any $0 < \beta < 1$, for any direction $\omega$ and for any $z_2 = |z_2|\omega$. Before proceeding any further, we recall the definition of $h_{0,z_2}(z)$:

$$h_{0,z_2}(z) = 2h(z) - 2 \arg z_2,$$

thus in particular we have that

$$h_{0,\omega}(\zeta) = h_{0,t\omega}(\zeta) \quad \text{for any direction } \omega, \quad \text{any } t > 0 \quad \text{and any } \zeta \in \mathbb{C}. \quad (4.9)$$

Given the direction $\omega$ as above, let us consider any point $z$ in the direction of $\omega$, that is $z = |z|\omega$. We distinguish two cases:

**Case 1.** $|z| < 1$: Applying (4.8) to $z_2 := \omega$ and $\beta = |z|$ we find that

$$\cos(h_{0,\omega}(z)) = (1 - |z|) \cos(h_{0,\omega}(0)) + |z| \cos(h_{0,\omega}(\omega)) \quad (4.10)$$

for any direction $\omega$ and for any $z = |z|\omega$ with $|z| \leq 1$.

**Case 2.** $|z| > 1$: In this case we apply (4.8) to $z_2 := z = |z|\omega$ and $\beta = 1/|z|$. Taking (4.9) into account it is easy to see that (4.10) also holds for $|z| > 1$.

By continuity it follows that (4.10) must hold also for $|z| = 1$. We conclude that the identity

$$\cos(h_{0,\omega}(z)) = \cos(h_{0,\omega}(0)) + |z|\left(\cos(h_{0,\omega}(\omega)) - \cos(h_{0,\omega}(0))\right) \quad (4.11)$$

holds for any direction $\omega$ and for any $z = |z|\omega$. However note that the left-hand side of (4.11) is $O(1)$, while the right-hand side is $C_\omega + O(|z|)$, thus the only possibility is that

$$\cos(h_{0,\omega}(\omega)) = \cos(h_{0,\omega}(0)) \equiv C_\omega \quad \text{for any } |\omega| = 1.$$ 

Substituting the latter into (4.11) we obtain

$$\cos(h_{0,\omega}(z)) = C_\omega \quad \text{for any } |\omega| = 1 \quad \text{and for any } z = |z|\omega. \quad (4.12)$$

But recall that $h_{0,\omega}(z) = 2h(z) - 2 \arg(\omega)$; thus it follows from (4.12) that

$$h(z) = \arg(\omega) + \tilde{C}_\omega \quad \text{for any } |\omega| = 1 \quad \text{and for any } z = |z|\omega, \quad (4.13)$$

which implies that

$$h(z) = f \left( \frac{z}{|z|} \right), \quad z \in \mathbb{C} \setminus \{0\}.$$
From this we conclude that \( f \), and thus \( h \), must be constant: if not, there would be two directions \( \omega_1 \neq \omega_2 \) such that \( f(\omega_1) \neq f(\omega_2) \). By the assumed continuity of \( h(z) \) it would then follow that

\[
h(0) = \lim_{r \to 0} h(r \omega_1) = f(\omega_1) \neq f(\omega_2) = \lim_{r \to 0} h(r \omega_2) = h(0),
\]

which is a contradiction. The proof of (i) \( \Rightarrow \) (iii) is concluded, and so is the proof of [12, Theorem 5.3].

**Remark (C).** It is possible that the hypothesis that \( h : \mathbb{C} \to \mathbb{R} \) is continuous may be relaxed. Below we give an example where \( h(z) \) is constant except at one point and we show that the corresponding \( R_h \) is unbounded.

Fix \( \epsilon_0 > 0 \) such that \( \sin \epsilon_0 > 1/2 \) and set

\[
h(z) = \begin{cases} 0 & \text{if } z \neq 0, \\ \epsilon_0 & \text{if } z = 0. \end{cases} \quad (4.14)
\]

Consider three-tuples of the form \( z_\lambda = \{0, 1, i \lambda\} \) with \( \lambda > 0 \). Then it is easy to see that

\[
R_h(z_\lambda) = \frac{1 + \lambda^2}{\lambda} \sin \epsilon_0.
\]

Now the condition \( |R_h(z)| \leq C \) for all three-tuples of non-collinear points would, in particular, require that

\[
\frac{1}{2} < \sin \epsilon_0 \leq \frac{\lambda}{1 + \lambda^2} C \quad \text{for any } \lambda > 0,
\]

which is not possible.

**4.3 Proof of Corollary 2.4**

If \( h \) is constant then by Theorem 2.3 we have that \( R_h(z) = 0 \) for all three-tuples of non-collinear distinct points, thus

\[
\left( \frac{1}{2} - R_h(z) \right) \left( \frac{1}{2} + R_h(z) \right) = \frac{1}{4} > 0.
\]

Conversely, if

\[
\left( \frac{1}{2} - R_h(z) \right) \left( \frac{1}{2} + R_h(z) \right) > 0
\]

for all three-tuples of non-collinear points then

\[
|R_h(z)| < \frac{1}{2}
\]
and Theorem 2.3 gives that $h$ is constant.

**4.4 Proof of Theorem 2.5**

Conclusion (a) is immediate from Theorem 2.3, thus we only need to prove conclusion (b). Recall the definition $h_{z_1,z_2}(z) := 2h(z) - 2\text{Arg}(z_2 - z_1)$ (for an arbitrarily fixed coordinate system).

**Lemma 4.2** Suppose that $h : \mathbb{C} \to \mathbb{R}$ is continuous and non-constant. Then there exist $z_1 \neq z_2$ and $t_0 \in (0, 1)$ such that for $z_0 = t_0z_2 + (1-t_0)z_1$ we have

$$
\cos h_{z_1,z_2}(z_1) - \cos h_{z_1,z_2}(z_0) < 0 < \cos h_{z_1,z_2}(z_2) - \cos h_{z_1,z_2}(z_0).
$$

**(Proof)** It suffices to find $z_1 \neq z_2$ such that

$$
\cos h_{z_1,z_2}(z_1) < \cos h_{z_1,z_2}(z_2).
$$

The existence of $z_0$ will then follow by the mean-value theorem applied to $f(t) := \cos h_{z_1,z_2}(t z_2 + (1-t)z_1))$. We proceed by contradiction and suppose that

$$
\cos h_{z_1,z_2}(z_1) = \cos h_{z_1,z_2}(z_2) \text{ for all } z_1 \neq z_2, \text{ that is,}
\cos (2h(z_1) - 2\text{Arg}(z_2 - z_1)) = \cos (2h(z_2) - 2\text{Arg}(z_2 - z_1)) \text{ for all } z_1 \neq z_2.
$$

But $\cos A = \cos B$ if and only if either $B - A \in 2\pi \mathbb{Z}$ or $B + A \in 2\pi \mathbb{Z}$. Thus for any $z_1 \neq z_2$, there exists $k = k(z_1, z_2) \in \mathbb{Z}$ such that one of the two possibilities holds:

$$
2h(z_2) - 2\text{Arg}(z_2 - z_1) = \begin{cases} 2h(z_1) - 2\text{Arg}(z_2 - z_1) + 2k\pi, & \text{or} \\ 2k\pi - 2h(z_1) + 2\text{Arg}(z_2 - z_1). \end{cases}
$$

Equivalently stated,

$$
h(z_2) \in \{h(z_1) + k\pi : k \in \mathbb{Z}\} \cup \{k\pi - h(z_1) + 2\text{Arg}(z_2 - z_1) : k \in \mathbb{Z}\}.
$$

(4.17)

If $h$ is continuous and non-constant, there exist $z_0, \omega \in \mathbb{C}$ and $|\omega| = 1$ such that the map

$$
t \in \mathbb{R} \mapsto h(z_0 + t\omega) \text{ is continuous and non-constant.}
$$

Hence, the image set $h(\mathcal{L})$ contains an interval, where $\mathcal{L} = \{z_0 + t\omega : t \in \mathbb{R}\}$. However setting $z_1 = z_0$ and $z_2 \in \mathcal{L}$ in (4.17), we find that

$$
h(\mathcal{L}) \subseteq \{h(z_0) + k\pi : k \in \mathbb{Z}\} \cup \{k\pi - h(z_0) + 2\omega : k \in \mathbb{Z}\}.
$$

The right hand side above is a discrete set, whereas the left contains an interval, providing the desired contradiction. 

\[\square\]
Proof of (b). Let $z_1, z_0$ and $z_2$ be as in Lemma 4.2. Consider two families of non-collinear three-tuples $\{z_R(\theta)\}_{\theta, R}$ and $\{z_R'(\theta')\}_{\theta', R'}$ defined as follows:

\[
z_R(\theta) := (z_0, z^R_2, z_3(\theta)), \quad \theta \in \left(0, \frac{\pi}{2}\right), \quad R > 0,
\]

(4.18)

where

\[
z^R_2 := (z_2 - z_0)(1 + R) + z_0
\]

and the point $z_3(\theta)$ has been chosen so that $\lim_{\theta \to 0} z_3(\theta) = z_2$, see Fig. 4; and

\[
z_R'(\theta') := (z'_1, z_0, z^R_2, z_3(\theta')), \quad \theta' \in \left(0, \frac{\pi}{2}\right), \quad R' > 0,
\]

(4.19)

where

\[
z_1^{R'} := R'(z_1 - z_0) + z_1
\]

and the point $z_3(\theta')$ has been chosen so that $\lim_{\theta' \to 0} z_3(\theta') = z_1$, see again Fig. 4.

Note that the three-tuples $(z_0, z^R_2, z_3(\theta))$ and $(z'_1, z_0, z_3(\theta'))$ are arranged in admissible order. We claim that there exist small $\theta_0$ and $\theta'_0$, and large $R$ and $R'$ such that

\[
\frac{1}{2} + R_h(z_{R_0}(\theta_0)) < 0
\]

(4.20)

and

\[
\frac{1}{2} + R_h(z_{R'_0}(\theta'_0)) > 0.
\]

(4.21)

To prove claim (4.20) define

\[
h(z) := h_{z_1, z_2}(z), \quad z \in \mathbb{C}.
\]

We point out that since $h_{z_1, z_2}(z)$ depends on $z_1$ and $z_2$ only through $\text{Arg}(z_2 - z_1)$ it follows that

\[
h_{z_1, z_2}(z) = h_{\tilde{z}_1, \tilde{z}_2}(z)
\]
whenever
\[ \text{Arg}(z_2 - z_1) = \text{Arg}(\tilde{z}_2 - \tilde{z}_1). \]

In particular we have that
\[ h(z) = h_{z_0, z_2}(z) = h_{z_1, z_0}(z). \]

Invoking (2.6) to compute \( 1/2 + R h(z_R(\theta)) \) and using notation analogous to (4.5) we see that
\[
\text{sign} \left( \frac{1}{2} + R h(z_R(\theta)) \right) = \text{sign} \left( F(z_R(\theta)) + 2 E(z_R(\theta)) \right)
\]
for all \( \theta > 0, \quad R > 0, \)
where
\[
F(z_R(\theta)) = 4(1 + R)|z_2 - z_0| \sin \theta \sin \theta_2(\theta, R), \quad \text{and}
\]
\[
E(z_R(\theta)) = \ell_1^R(\theta) \cos (h(z_0) - \theta) + \ell_2(\theta) \cos \left( h \left( z_2^R \right) + \theta_2(\theta, R) \right)
- |z_2 - z_0|(1 + R) \cos (h(z_3(\theta) + \theta_2(\theta, R) - \theta)).
\]

We see that, for fixed \( R > 0, \)
\[
\lim_{\theta' \to 0} \left( F(z_R(\theta')) + 2 E(z_R(\theta')) \right)
= 2|z_2 - z_0| \left( R \left( \cos h(z_0) - \cos h(z_2) \right) + \cos h \left( z_2^R \right) - \cos h(z_2) \right).
\]

But (4.15) tells us that the latter is negative for sufficiently large \( R \). Thus, by continuity, there are \( \theta_0 \ll 1 \) and \( R_0 \gg 1 \) such that (4.20) holds.

The proof of claim (4.21) is similar: proceeding as above we find that
\[
\text{sign} \left( \frac{1}{2} + R h(z_R(\theta')) \right) = \text{sign} \left( F(z_R(\theta')) + 2 E(z_R(\theta')) \right)
\]
for all \( \theta > 0, \quad R > 0, \)
where
\[
F(z_R(\theta')) = 4(1 + R)|z_1 - z_0| \sin \theta' \sin \theta_1(\theta', R), \quad \text{and}
\]
\[
E(z_R(\theta')) = \ell_1(\theta') \cos \left( h \left( z_1^R \right) - \theta_1(\theta', R) \right) + \ell_2^R(\theta') \cos (h(z_0) + \theta')
- |z_1 - z_0|(1 + R) \cos \left( h(z_3(\theta') + \theta' - \theta_1(\theta', R) \right). \]

We obtain (again for fixed \( R > 0)\)
\[
\lim_{\theta' \to 0} \left( F(z_R(\theta')) + 2 E(z_R(\theta)) \right)
= 2|z_1 - z_0| \left( R \left( \cos h(z_0) - \cos h(z_1) \right) + \cos h \left( z_1^R \right) - \cos h(z_1) \right),
\]
which is positive by (4.15), for $R$ large enough. Therefore, by continuity, there are $\theta_0' \ll 1$ and $R_0' \gg 1$ such that

$$\frac{1}{2} + \mathcal{R}_h \left( z_{R_0'}(\theta_0') \right) > 0. \tag{4.22}$$

The proof of Theorem 2.5 is concluded.

### 4.5 Proof of Proposition 2.7

On account of (3.7) and (3.3) we have

$$S[ K^*_h ](z) = \frac{2}{\ell_1^2 \ell_2^2 \ell_3^2} \sum_{k < l} \ell_j^2 \Re \left( e^{-i(h(z_k) - h(z_l))} (z_k - z_j) (z_l - z_j) \right). \tag{4.23}$$

Adopting the labeling scheme for $\Delta(z)$ that was described in Sect. 3.3, we expand the above sum and invoke (3.15) and (3.16) to express each of $(z_k - z_j)$, resp. $(z_l - z_j)$, in terms of $(z_2 - z_1)$, resp. $(z_2 - z_1)$. This leads us to the identity

$$S[ K^*_h ](z) = 2 \ell_1 \ell_2 \ell_3 \left[ \ell_1 \ell_3 \frac{\beta}{\cos \theta_1} \cos \left( h(z_2) - h(z_3) + \theta_1 \right) \\
+ \ell_2 \ell_3 \frac{1 - \beta}{\cos \theta_2} \cos \left( h(z_1) - h(z_3) - \theta_2 \right) \\
- \ell_3 \frac{1 - \beta}{\cos \theta_1 \cos \theta_2} \cos \left( h(z_1) - h(z_2) - (\theta_1 + \theta_2) \right) \right].$$

The latter simplifies to

$$S[ K^*_h ](z) = \frac{2}{\ell_1 \ell_2 \ell_3} \left[ \ell_1 \ell_3 \frac{\beta}{\ell_2 \cos \theta_1} \cos \left( h(z_2) - h(z_3) + \theta_1 \right) \\
+ \ell_2 \ell_3 \frac{1 - \beta}{\ell_1 \cos \theta_2} \cos \left( h(z_1) - h(z_3) - \theta_2 \right) \\
- \ell_3^2 \frac{\beta}{\ell_2 \cos \theta_1 \ell_1 \cos \theta_2} \cos \left( h(z_1) - h(z_2) - (\theta_1 + \theta_2) \right) \right].$$

Recalling (3.14) and (3.17) we conclude that

$$S[ K^*_h ](z) = c^2(z) \mathcal{H}(z)$$

with $\mathcal{H}(z)$ as in (2.11). The proof is concluded.

We point out that the arguments in Remark (B) (showing the well posedness of the quantity $c^2(z)\mathcal{R}_h(z)$ for triples of distinct (but possibly collinear) points) apply verbatim to $c^2(z) \mathcal{H}(z)$. 
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4.6 Proof of Theorem 2.8

Since the implication (iii) \( \Rightarrow \) (i) is trivial, we only need to prove that

\[(iii) \Rightarrow (ii) \quad \text{and} \quad (i) \Rightarrow (iii)\]

We first show that (iii) \( \Rightarrow \) (ii). If \( h(z) = \text{const.} \) then Proposition 2.7 gives that

\[
H(z) = 2 \frac{\ell_1 \ell_2 \ell_3}{(4 \text{Area} \Delta(z))^2} \left\{ \ell_1 \cos \theta_1 + \ell_2 \cos \theta_2 + \ell_3 \cos \theta_3 \right\}
\]

and it follows from (3.14) and (3.12) that the latter equals 1.

We are left to prove the implication (i) \( \Rightarrow \) (iii). Equivalently, we show that if \( h \) is continuous and non-constant then the inequality

\[|H(z)| \leq C \quad \text{for any non-collinear three-tuple } z\]

is impossible. To this end, first note that \( \mathbb{S}[K_h^*] = \mathbb{S}[K_{h+c}^*] \), for any constant \( c \). Thus we may assume without loss of generality that \( h(0) = 0 \). Define

\[
S := \{ z \in \mathbb{C} : h(z) \notin 2\pi \mathbb{Z} \}, \quad \text{and} \quad A_z := \left\{ \cot\left(\frac{h(z)}{4}\right), -\tan\left(\frac{h(z)}{4}\right) \right\}, \quad \text{for } z \in S.
\]

Note that \( h(z) \neq 0 \) for each \( z \in S \), and in particular \( 0 \notin S \).

**Lemma 4.3** \( S \) is nonempty, and hence \( A_z \) is well-defined for every \( z \in S \).

**Proof** If \( S = \emptyset \), this means either \( h \equiv 0 \), or that \( h(\mathbb{C}) \) is disconnected. The first case contradicts the fact that \( h \) is nonconstant, and the second contradicts its continuity. □

**Lemma 4.4** For every \( z_0 \in S \) there exist two numbers \( s \neq t \in \mathbb{R}^+ \) such that

\[
\{sz_0, tz_0\} \subseteq S, \quad \text{and} \quad A_{sz_0} \cap A_{tz_0} = \emptyset.
\]

**Proof** By continuity of \( h \), the function \( g : \mathbb{R} \to \mathbb{R} \) given by

\[g(t) := h(tz_0)\]

is a non-constant continuous function on \( \mathbb{R} \), and we have that \( g(0) = 0, g(1) \neq 0 \). The intermediate value theorem ensures that for any small \( \epsilon > 0 \), there exists \( t_0 \in (0, 1) \) such that \( 0 < |g(t_0)| < \epsilon < 2\pi \). Let us choose \( \epsilon > 0 \) small enough so that

\[\alpha \mapsto \cot(\alpha/4), \quad \alpha \mapsto -\tan(\alpha/4) \text{ are both injective on } |\alpha| < \epsilon, \quad \text{and} \]

\[\{\cot(\alpha/4) : |\alpha| < \epsilon\} \cap \{-\tan(\alpha/4) : |\alpha| < \epsilon\} = \emptyset.\]
Without loss of generality, assume \( g(t_0) > 0 \). By the intermediate value theorem again, \( g \) assumes every value between \( g(0) = 0 \) and \( g(t_0) \) on the interval \([0, t_0]\). In particular, let \( s \) and \( t \) denote two distinct points in \((0, t_0)\) such that \( g(s) \neq g(t) \) and \( g(s), g(t) \in (0, g(t_0)) \). The conclusions of the lemma then hold for this choice of \( s \) and \( t \).

We now continue with the proof of the implication \((i) \Rightarrow (iii)\) in Theorem 2.8. Let \( 0 \neq z_0 \in S \) and \( s \neq t \in \mathbb{R}^+ \) be as in Lemmas 4.3 and 4.4, respectively. Set

\[
z_3 := sz_0 \in S \quad \text{and} \quad z'_3 := tz_0 \in S.
\]

Thus, the points 0, \( z_3 \) and \( z'_3 \) are distinct but collinear, and they determine a ray \( L_0 \) depicted in Fig. 5. Now let \( \beta > 1 \) be given and define two points

\[
z_4(\beta) := \beta z_3 \in L_0, \quad \text{and} \quad z'_4(\beta) := \beta z'_3 \in L_0.
\]

For any \( \theta \in (0, \pi/2) \) let \( L_\theta \) be (any fixed) ray forming an angle \( \theta \) with \( L_0 \), see Fig. 5. Next we let

\[
z_1(\theta, \beta) \in L_\theta \quad \text{and} \quad z'_1(\theta, \beta) \in L_\theta
\]

be the intersection points with \( L_\theta \) of the lines perpendicular to \( L_0 \) and passing through \( z_4(\beta) \) and \( z'_4(\beta) \), respectively. It is easy to check that the three-tuples \((z_1(\theta, \beta), 0, z_3)\) and \((z'_1(\theta, \beta), 0, z'_3)\) are arranged in admissible form: see Fig. 5.
Let us focus for a moment on the family of triangles determined by the first three-tuple, \( \Delta(z_1(\theta, \beta), 0, z_3) \): it follows from (2.11) that

\[
\frac{(4\text{Area}(\Delta))^2 \mathcal{H}(z_1(\theta, \beta), 0, z_3)}{\ell_1 \ell_2(\theta, \beta) \ell_3(\theta, \beta)} = A(\theta, \beta, z_3)
\]

holds for any \( \beta > 1 \) and \( 0 < \theta < \pi/2 \), where we have set

\[
A(\theta, \beta, z_3) := \ell_1 \cos(h(z_3) + \theta) + \ell_2(\theta, \beta) \cos(h(z_1(\theta, \beta) - h(z_3) - \theta)) - \ell_3(\theta, \beta) \cos(h(z_1(\theta, \beta)) - \theta_1(\theta, \beta) - \theta).
\]

(Recall that \( h(0) = 0 \).) Next we point out that

\[
4\text{Area}(\Delta) = 2\ell_1^2 \beta \tan \theta; \quad \ell_2(\theta, \beta) = \ell_1 \left( \frac{\beta^2}{\cos^2 \theta} + (1 - 2\beta) \right)^{1/2}, \quad \text{and} \quad \ell_3(\theta, \beta) = \ell_1 \frac{\beta}{\cos \theta}.
\]

Thus if (4.24) were to hold, we would have that

\[
\lim_{\theta \to 0} \frac{(4\text{Area}(\Delta))^2 \mathcal{H}(z_1(\theta, \beta), 0, z_3)}{\ell_1 \ell_2(\theta, \beta) \ell_3(\theta, \beta)} = 0 \quad \text{for all} \quad \beta > 1,
\]

and this, in turn, would imply that

\[
0 = \lim_{\theta \to 0} A(\theta, \beta, z_3) = \ell_1 \left( \cos (h(z_3)) + (\beta - 1) \cos (h(\beta z_3) - h(z_3)) - \beta \cos (h(\beta z_3)) \right)
\]

for all \( \beta > 1 \), that is

\[
\cos (h(z_3)) + (\beta - 1) \cos (h(\beta z_3) - h(z_3)) - \beta \cos (h(\beta z_3)) = 0 \quad \text{for all} \quad \beta > 1.
\]

Applying this same reasoning to the family of triangles \( \Delta(z'_1(\theta, \beta), 0, z'_3) \), we similarly obtain that

\[
\cos (h(z'_3)) + (\beta - 1) \cos (h(\beta z'_3) - h(z'_3)) - \beta \cos (h(\beta z'_3)) = 0 \quad \text{for all} \quad \beta > 1.
\]

(4.29)

In summary: if (4.24) were to hold for all non-collinear three-point configurations, then (4.29) and (4.30) would have to be true for all \( \beta > 1 \). Applying the half-angle identities:

\[
\sin(\alpha) = 2 \sin \left( \frac{\alpha}{2} \right) \cos \left( \frac{\alpha}{2} \right); \quad \cos(\alpha) = \cos^2 \left( \frac{\alpha}{2} \right) - \sin^2 \left( \frac{\alpha}{2} \right)
\]

we see that (4.29) has the equivalent formulation
\[(1 - \beta) \left\{ \cos(h(z_3)) \left[ \cos^2\left(\frac{\alpha}{2}\right) - \sin^2\left(\frac{\alpha}{2}\right) \right] + 2 \sin(h(z_3)) \sin\left(\frac{\alpha}{2}\right) \cos\left(\frac{\alpha}{2}\right) \right\} + \beta \left[ \cos^2\left(\frac{\alpha}{2}\right) - \sin^2\left(\frac{\alpha}{2}\right) \right] - \cos(h(z_3))[\cos^2\left(\frac{\alpha}{2}\right) + \sin^2\left(\frac{\alpha}{2}\right)] = 0 \quad \text{for all } \beta > 1. \] (4.31)

A corresponding formulation holds for (4.30) (with \(\alpha := h(\beta z_3')\)). There are now two possibilities:

**Case 1:** \(\beta z_3 \in S\) and \(\beta z_3' \in S\) for all \(\beta > 1\).

**Case 2:** \(\beta_0 z_3 \notin S\) and/or \(\beta_0' z_3' \notin S\) for some \(\beta_0\) and/or \(\beta_0' > 1\).

We show that each of **Cases 1** and 2 is either impossible, or leads to a contradiction.

**Analysis of Case 1:** In this case we have that

\[
\sin\left(\frac{h(\beta z_3)}{2}\right) \neq 0 \quad \text{and} \quad \sin\left(\frac{h(\beta z_3')}{2}\right) \neq 0 \quad \text{for all } \beta > 1.
\]

Thus (4.29) can be equivalently formulated as

\[
\beta \left(1 - \cos(h(z_3))\right) Y_\beta^2 + 2(1 - \beta) \sin(h(z_3)) Y_\beta - \left(\beta + (2 - \beta) \cos(h(z_3))\right) = 0 \quad (4.32)
\]

for all \(\beta > 1\), where we have set

\[
Y_\beta := \cot\left(\frac{h(\beta z_3)}{2}\right). \quad (4.33)
\]

Similarly, we have that (4.30) is restated as

\[
\beta \left(1 - \cos(h(z_3'))\right) Z_\beta^2 + 2(1 - \beta) \sin(h(z_3')) Z_\beta - \left(\beta + (2 - \beta) \cos(h(z_3'))\right) = 0 \quad (4.34)
\]

for all \(\beta > 1\), with

\[
Z_\beta := \cot\left(\frac{h(\beta z_3')}{2}\right). \quad (4.35)
\]

Note that (4.32) is a quadratic equation with discriminant \(D(\beta)\) that satisfies

\[
\frac{D(\beta)}{4} = 2(1 - \cos(h(z_3))\beta^2 - 2(1 - \cos(h(z_3))\beta + \sin^2(h(z_3)), \quad \text{for all } \beta > 1.
\]

Thus \(D(\beta)\) lies on an up-ward looking parabola with vertex at \(\beta_0 = 1/2\) and it follows that

\[
D(\beta) > 4 \sin^2\left(h(z_3)\right) \geq 0 \quad \text{for all } \beta > 1.
\]
Similarly, the discriminant $D'(\beta)$ of the quadratic equation (4.34) has

$$D'(\beta) > 4 \sin^2 (h(z'_3)) \geq 0 \quad \text{for all } \beta > 1.$$ 

It follows that each of (4.32) and (4.34) can be solved algebraically, giving us that

$$\cot \left( \frac{h(\beta z_3)}{2} \right)$$

equals one of the two quantities

$$\frac{(\beta - 1) \sin (h(z_3)) \pm \left\{ (\beta - 1)^2 \sin^2 (h(z_3)) + \beta (1 - \cos (h(z_3)) (\beta + (2 - \beta) \cos (h(z_3))) \right\}^{1/2}}{\beta (1 - \cos (h(z_3)))}$$

for any $\beta > 1$. We now let $\beta \to \infty$. One can verify that quantities above converge as $\beta \to \infty$ with limits

$$\cot \left( \frac{h(z_3)}{4} \right) ; - \tan \left( \frac{h(z_3)}{4} \right)$$

respectively for the “$+$” and “$-$” determinations.

We similarly have that $\cot \left( \frac{h(\beta z'_3)}{2} \right)$ equals one of

$$\frac{(\beta - 1) \sin (h(z'_3)) \pm \left\{ (\beta - 1)^2 \sin^2 (h(z'_3)) + \beta (1 - \cos (h(z'_3)) (\beta + (2 - \beta) \cos (h(z'_3))) \right\}^{1/2}}{\beta (1 - \cos (h(z'_3)))},$$

and the latter converge as $\beta \to \infty$ to

$$\cot \left( \frac{h(z'_3)}{4} \right) ; - \tan \left( \frac{h(z'_3)}{4} \right)$$

respectively.

It follows that

$$\lim_{\beta \to \infty} \cot \left( \frac{h(\beta z_3)}{2} \right) \in \left\{ \cot \left( \frac{h(z_3)}{4} \right) ; - \tan \left( \frac{h(z_3)}{4} \right) \right\}$$

and

$$\lim_{\beta \to \infty} \cot \left( \frac{h(\beta z'_3)}{2} \right) \in \left\{ \cot \left( \frac{h(z'_3)}{4} \right) ; - \tan \left( \frac{h(z'_3)}{4} \right) \right\}.$$

On the other hand, by our choice of $z_3 := sz_0$ and $z'_3 = tz_0$ with $s, t \in \mathbb{R}^+$ we also have that

$$\lim_{\beta \to \infty} \cot \left( \frac{h(\beta z_3)}{2} \right) = \lim_{\beta \to \infty} \cot \left( \frac{h(\beta z'_3)}{2} \right).$$
The latter gives us a contradiction because by Lemma 4.4 we have that
\[
\left\{ \cot\left(\frac{h(z_3)}{4}\right); -\tan\left(\frac{h(z_3)}{4}\right) \right\} \cap \left\{ \cot\left(\frac{h(z'_3)}{4}\right); -\tan\left(\frac{h(z'_3)}{4}\right) \right\} = \emptyset.
\]
The analysis of Case 1 is concluded.

Analysis of Case 2: Suppose, for instance, that \(\beta_0z_3 \notin S\) for some \(\beta_0 > 1\). Then (4.31) for \(\beta = \beta_0\) reads
\[
(1 - \beta_0) \cos(h(z_3)) + \beta_0 - \cos(h(z_3)) = 0
\]
giving us
\[
\cos(h(z_3)) = 1, \quad \text{that is } \ z_3 \notin S.
\]
But this is impossible because \(z_3 \in S\). The situation when \(\beta'_0z'_3 \notin S\) for some \(\beta'_0 > 1\) is treated in the same way.

The proof of Theorem 2.8 is concluded.

Remark (D). It is possible that the hypothesis that \(h : \mathbb{C} \rightarrow \mathbb{R}\) is continuous may be relaxed. Below we give an example where \(h(z)\) is constant except at one point and we show that the corresponding \(\mathcal{H}\) is unbounded.

Fix \(\epsilon_0 > 0\) such that \(\sin \epsilon_0 > 1/2\) and set
\[
h(z) = \begin{cases} 0 & \text{if } z \neq 0, \\ -\epsilon_0 & \text{if } z = 0. \end{cases} \quad (4.36)
\]
Consider three-tuples of the form \(z_\lambda = \{0, 1, i \lambda\}\) with \(\lambda > 0\). Then it is easy to see that
\[
\mathcal{H}(z_\lambda) = \frac{1}{2} \left(1 + \lambda^2\right)^{1/2} \lambda \left\{ \cos(\theta_2, \lambda + \epsilon_0) + \sin(\theta_2, \lambda + \epsilon_0) \right\},
\]
where \(\theta_2, \lambda\) is the angle of \(\Delta(0, 1, i \lambda)\) at the vertex \(z_2 = 1\).

Now the condition \(|\mathcal{H}(z)| \leq C\) for all three-tuples of non-collinear points would, in particular, require that
\[
\left\{ \lambda \cos(\theta_2, \lambda + \epsilon_0) + \sin(\theta_2, \lambda + \epsilon_0) \right\} \leq \frac{2\lambda}{(1 + \lambda^2)^{1/2}} C \quad \text{for any } \lambda > 0,
\]
which is not possible because \(\theta_2, \lambda \rightarrow 0\) as \(\lambda \rightarrow 0\) and \(\sin \epsilon_0 > 1/2\).
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