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Abstract

Deep learning has shown a tremendous growth in hashing techniques for image retrieval. Recently, Transformer has emerged as a new architecture by utilizing self-attention without convolution. Transformer is also extended to Vision Transformer (ViT) for the visual recognition with a promising performance on ImageNet. In this paper, we propose a Vision Transformer based Hashing (VTS) for image retrieval. We utilize the pre-trained ViT on ImageNet as the backbone network and add the hashing head. The proposed VTS model is fine tuned for hashing under six different image retrieval frameworks, including Deep Supervised Hashing (DSH), HashNet, Greedy-Hash, Improved Deep Hashing Network (IDHN), Deep Polarized Network (DPN) and Central Similarity Quantization (CSQ) with their objective functions. We perform the extensive experiments on CIFAR10, ImageNet, NUS-Wide, and COCO datasets. The proposed VTS based image retrieval outperforms the recent state-of-the-art hashing techniques with a great margin. We also find the proposed VTS model as the backbone network is better than the existing networks, such as AlexNet and ResNet. The code is released at https://github.com/shivram1987/VisionTransformerHashing.

1. Introduction

Deep learning has witnessed a revolution for more than a decade for several applications of computer vision, natural language processing, and many more [19]. Deep learning learns the problem-specific important features automatically from data in an hierarchical fashion with different levels of abstractness. Different types of Neural Networks have been utilized to deal with different types of data. Specifically, Convolutional Neural Networks (CNNs) are used for image data [18]. Whereas, Recurrent Neural Networks (RNNs) are used for sequential data [30].

Several CNN models have been investigated for different computer vision applications, such as image classification [18], [14], object detection [10], [32], segmentation [13], [27], face recognition [35], and medical applications [28]. CNNs have also been very heavily exercised for image hashing and retrieval [7]. Deep Supervised Hashing (DSH) [26] is one of the early attempts to utilize CNN by quantizing the network outputs to binary hash code. The DSH uses a regularizer on the real-valued network outputs to produce the discrete binary values. Tanh function based continuation method is incorporated in HashNet [2] for smooth transition from real-valued features to binary codes. The HashNet also utilizes the weighted cross-entropy loss to learn the sparse data in a similarity-preserving manner. The gradients are passed as identity mapping for the hash layer to avoid the vanishing gradients in GreedyHash method [34]. The GreedyHash uses the Sign function in the hash layer. Improved Deep Hashing Network (IDHN) [41] utilizes the cross-entropy loss and mean square error loss to deal with ‘hard similarity’ and ‘soft similarity’, respectively, for multi-label image retrieval. Central Similarity Quantization (CSQ) [40] relies on the optimization of the central similarity between data points in terms of their hash centers to increase the distinctiveness of the hash codes for image retrieval. Deep Polarized Network (DPN) [9] utilizes polarization loss as bit-wise hinge-like loss which leads to the different output channels to be far away from zero. Inherently, DPN brings a high level of separability between the hash codes of different classes. These models utilize CNNs as the backbone network.

Though the CNNs have been very successful, it requires a deep network to achieve the global representation of the
Figure 1. Vision Transformer Hashing (VTS) Framework for Image Retrieval in Blue Dotted Line using the Pre-trained Vision Transformer (ViT Model) [6] for Image Classification in Red Dotted Line.

image in feature space. However, at the other end, the RNNs are able to utilize the entire data in each step in the feature representation. But, the RNNs are not parallelizable as the input at a given time-step is dependent on the output of the previous time-step. Transformer networks are the recent trends in deep learning with very promising performance [37], [24]. The transformers tackle the downsides of both CNNs and RNNs by modeling the global representation of the input feature at each step with highly parallelizable architecture. Basically, the transformers utilize the self-attention modules [38]. The self-attention mechanism captures the relative importance within the same input sequence in the feature representation of that sequence.

The transformers have also witnessed its impact over computer vision problems [15], [12]. The Vision Transformer (ViT) [6] is the state-of-the-art to utilize the transformer for image recognition at scale. The ViT considers the patches of $16 \times 16$ of the image as the sequential input to the transformers. The ViT has shown outstanding performance as compared to the CNNs for visual recognition. Very recently, the vision transformers have gained a huge popularity for several vision tasks such as visual tracking [39], [3], dense prediction [31], medical image segmentation [21], person re-identification [22], text-to-visual retrieval [29], and human-object interaction detection [16], among others.

A very few attempts have been made to use the transformer for image hashing [20], [11], [8], [36], [4]. Bidirectional transformer [20] utilizes the bidirectional correlations between frames for video hashing. However, the bidirectional transformer does not utilize the vision transformer. Transformer is used as an off-the-shelf feature extractor in [11]. Vision transformer is trained in [8] for image retrieval with a metric learning objective function utilizing the contrastive loss on real-valued descriptors. The hashing is not performed in [8]. Similarly, Reranking Transformer is used for image retrieval in [36] without hashing. TransHash [4] utilizes a siamese vision transformer for feature learning. However, the TransHash is not able to utilize the pre-training of Vision Transformers over large-scale dataset and the recently investigated improved objective functions for image hashing.

Motivated from the success of the transformers for different problems, we propose a Vision Transformer Hashing (VTS) for image retrieval in this paper. We utilize the pre-trained ViT [6] models to extract the real-valued features and fine-tune in several image hashing setup with additional hashing module. We use six state-of-the-art hashing frameworks with the proposed VTS model as the backbone network. An outstanding performance is observed using the
proposed VTS model on several benchmark image retrieval datasets. The contributions of are as follows:

- We propose an end-to-end trainable Vision Transformer Hashing (VTS) model for image retrieval by utilizing the pre-trained ViT models [6].
- The proposed VTS model utilizes the ViT model as a generic feature extractor, removes the MLP head, appends a hashing module and uses the existing hashing frameworks to train the model.
- Extensive experiments have been conducted to show the excellent performance by the VTS model on benchmark CIFAR10, ImageNet, NUS-Wide and MS-COCO datasets under six state-of-the-art hashing frameworks.

The remaining paper is structured as follows: Section 2 introduces the Vision Transformer Hashing (VTS); Section 3 presents the experimental setup; Section 4 discusses the results; and finally Section 5 sets the concluding remarks.

2. Proposed Vision Transformer Hashing

The proposed Vision Transformer Hashing (VTS) framework is illustrated in Fig. 1. It consists of patch embedding generation, transformer encoder, pre-training under classification framework and hashing module for image retrieval.

2.1. Patch Embeddings Generation

The input image \( I \in \mathbb{R}^{m,m,c} \) is divided into \( N \) non-overlapping patches \( I_i \in \mathbb{R}^{k,k,c} \) where \( i = 1, 2, ..., N \), \( m^2 = N k^2 \) and \( c = 3 \) is the number of color channels. The input patches \( I_i \) are flattened into vectors \( V_i \in \mathbb{R}^{1,d} \) where \( d = ck^2 \) and \( i = 1, 2, ..., N \). A linear projection is performed on each flattened vector to generate the patch embeddings (PE) as,

\[
PE_i = V_i \times W_{PE} \tag{1}
\]

where \( V_i \in \mathbb{R}^{1,d} \) is the flattened vector corresponding to the \( i^{th} \) patch, \( W_{PE} \in \mathbb{R}^{d,de} \) is the parameter matrix and \( PE_i \in \mathbb{R}^{1,de} \) is the projected embeddings corresponding to the \( i^{th} \) patch. Here, \( de \) is the embedding dimension (i.e., hidden size) of the projection. Thus, the projected embeddings corresponding to the entire input image can be written as \( PE \in \mathbb{R}^{N,de} \). A class token embedding \( CT \in \mathbb{R}^{1,de} \) is introduced as the learnable parameters initialized with zeros and added in the expanded embeddings. So, the final projection embedding (FE) is given as,

\[
FE = \text{dropout}(EE + PoE, 0.1) \tag{2}
\]

where \( \text{dropout} \) is a dropout layer with 0.1 dropout factor and \( FE \in \mathbb{R}^{N+1,de} \) is the final projection embeddings to be given as the input to transformer encoder.

2.2. Transformer Encoder

The transformer encoder consists of the stack of \( L \) transformer blocks. A transformer block transforms the given hidden-state input into an output of the same dimension with the help of a self-attention mechanism. The input to a transformer block \( T_j \) is the hidden state \( h_j \), which is the output of previous transformer block \( T_{j-1} \), where \( h_{j-1} \in \mathbb{R}^{N+1,de} \). The output to the first transformer block \( T_1 \) is the final projection embedding (i.e., \( h_0 = FE \)). The output of the last transformer block \( T_L \) is the hidden state \( h_L \). Basically, the input and output of the \( j^{th} \) transformer block are denoted by \( h_{j-1} \) and \( h_j \), respectively.

The layer normalization is the first layer in the \( j^{th} \) transformer block which takes input \( h_{j-1} \) and produces output \( l_{j-1} \in \mathbb{R}^{N+1,de} \). The output of layer normalization is the input to self-attention layer which consists of three parametric projections for Query, Key and Value vectors using the learnable weight matrices \( W_Q, W_K \) and \( W_V \), respectively. The output of linear projections are

\[
S_t = l_{j-1} \times W_t \tag{3}
\]

where \( S_t \in \mathbb{R}^{N+1,de} \) for \( t = \{Q, K, V\} \). As the attention layer uses multi-attention heads, the Query (\( S_Q \)) and Value (\( S_V \)) vectors are reshaped to a dimension of \( (A_h, N+1, A_S) \) and the Key vector is reshaped to the dimension of \( (A_h, A_S, N + 1) \) where \( A_h \) is the number of attention heads and \( A_S \) is the attention head size which is computed as \( A_S = de/A_h \). Next, a matrix multiplication is performed between \( S_Q \) and \( S_K \) to produce an output matrix \( S_{QK} \) which is normalized by square root of attention head size as,

\[
S_{QK} = \frac{S_Q \times S_K}{\sqrt{A_S}}. \tag{4}
\]

Next, the attention weights (\( A_w \)) are computed using softmax function on \( S_{QK} \) as,

\[
A_w = \text{softmax}(S_{QK}). \tag{5}
\]

The Value vector (\( S_V \)) is operated with the attention weights (\( A_w \)) to generate the attention weighted features \( (F_A \in \mathbb{R}^{A_h, N+1, A_S}) \) as,

\[
F_A = A_w \times S_V \tag{6}
\]
which is further reshaped in the dimension of \((N + 1, de)\), i.e., \(F_A \in \mathbb{R}^{N+1,de}\). Finally, a linear projection is applied on \(F_A\) with a learnable parameter \(W_A\) to produce the output of the self-attention module \((F_S)\) as \(F_S = F_A \times W_A\). In order to improve the training, the transformer blocks include the residual connection as,

\[
F_R = h_{j-1} + F_S
\]

where \(h_{j-1}\) is the input to transformer block, \(F_S\) is the output of self-attention module and \(F_R\) is the output of residual connection. A layer normalization is then used on the output of residual connection \(F_R\) with the output of this layer as \(l_R\) of same dimensionality. A multilayer perceptron module is applied on the output of layer normalization with a linear projection to \(mlp_{dim} = 3072\) dimension, GELU activation function, dropout layer with 0.1 dropout factor and a linear projection to \(de = 768\) dimension. Finally, a residual connection is used to produce the output of the transformer block as,

\[
h_j = F_R + F_{MLP}
\]

where \(F_{MLP} \in \mathbb{R}^{N+1,de}\) is the output of the MLP module, \(F_R\) is the output of the first residual connection and \(h_j\) is the output of the \(j^{th}\) transformer block. Similarly, the output of the last transformer block \(h_L\) is also computed. The final output of the transformer encoder (i.e., \(TE \in \mathbb{R}^{N+1,de}\) is the layer normalization output on \(h_L\) which is passed to the next step, such as pre-training under classification framework and hashing under retrieval framework (see Fig. 1).

### 2.3. Vision Transformer Pretraining

In this paper, we use the pretrained Vision Transformer (ViT) model [6]. The pretraining is performed using the final output of the transformer encoder on the ImageNet dataset under classification framework. The ViT extracts the representative features \(RF \in \mathbb{R}^{1,de}\) from the first vector of transformer encoder output \(TS\). The ViT uses a multilayer perceptron (MLP) head which computes the class scores from the \(RF\) features. We use two versions of pretrained ViT, including ViT-B_{32} and ViT-B_{16} which use the patch sizes of 32 and 16, respectively. We use the code and pretrained models available from GitHub open repository\(^1\) for hashing.

### 2.4. Hashing Module

We train the pre-trained vision transformer model under image retrieval framework. In order to facilitate the image retrieval and learning of hash code, we add a hash block on top of the transformer encoder output. First, the output of transformer encoder \(TE\) is reshaped to a dimension of \(((N + 1) \times de)\) which is passed through a dropout layer with 0.5 dropout factor. Then a linear projection is applied to transform the feature into a dimension of 1024 followed by the ReLU activation function. Finally, a linear projection is applied to generate the final hash features \((H_f)\) having the number of values the same as the hash bit length. Note that we use six state-of-the-art methods to generate the hash code from hash features. Based on the input patch size, i.e., 32 and 16, we propose two VTS variants, i.e., VTS32 and VTS16, respectively.

In this paper, we test the VTS performance under six state-of-the-art hashing frameworks, namely Deep Supervised Hashing (DSH) [26], HashNet [2], GreedyHash [34], Improved Deep Hashing Network (IDHN) [41], Central Similarity Quantization (CSQ) [40] and Deep Polarized Network (DPN) [9]. We use the hash features \(H_f\) as the input to these frameworks and train the entire network including transformer encoder and hash module using the objective function of the corresponding hashing framework. Basically, the vision transformer with hash module (i.e., VTS) can be seen as the backbone network under these hashing frameworks. The code for these hashing frameworks is considered from the open GitHub repository\(^2\). The experiments are also carried out using AlexNet [18] and ResNet50 [14] backbone networks to show the improved performance using the proposed VTS32 and VTS16 backbone networks.

### 3. Experimental Setup

This section describes the experimental setup, including datasets used for the retrieval experiments, evaluation metrics, network and training settings.

#### 3.1. Datasets Used

We use four datasets which are widely adapted for image retrieval, including CIFAR10, ImageNet, NUS-Wide and MS-COCO. The CIFAR10 dataset [17] is a collection of 60,000 images from 10 categories with 6,000 images per category. We follow the standard experimental practice on the CIFAR10 dataset. Similar to [42], [1], [4], we randomly sample 5,000 images for the training set with 500 images from each category. Then, the query set having 1000 images is sampled randomly with 100 images per category. The rest of the images are used as the database. This is referred to as CIFAR10@54000. We also compute the results on the CIFAR10 dataset by following the protocol of [9] which considers the training set also as part of the database. This is referred to as CIFAR10@All. ImageNet dataset is a subset of the Large Scale Visual Recognition Challenge (ILSVRC 2015) [33]. We use the standard retrieval protocol [40], [9] on the ImageNet dataset. Basically, 100 classes are randomly sampled. All the validation set images of these classes are used in the query set. However, all the training set images of these classes are used as the database.

\(^1\)https://github.com/jeonsworld/ViT-pytorch

\(^2\)https://github.com/swuxyj/DeepHash-pytorch
We follow the standard practice [40], [9], [4] of evaluating the image retrieval methods and compute the Mean Average Precision (mAP). The mAP is computed for 54,000 images in query, training and retrieval sets, respectively. Precision vs Recall results are presented in Fig. 1 for all datasets.

3.2. Evaluation Metrics

We evaluate the retrieval performance of VTS models under six retrieval frameworks. The ROC plots are also used to observe the ROC characteristics.

3.3. Network and Training Settings

The experiments are performed on a server with two Intel Xeon Gold 6144 CPUs with 128 GB RAM. All the models are trained for 150 epochs with a batch size of 512. Two variants of the proposed Vision Transformer Hashing (VTS) are used for experiments, i.e., VTS32 and VTS16 having patch size $k = 32$ and 16, respectively. The number of transformer blocks ($L$) as well as the number of attention heads ($A_h$) are 12 in the VTS models. The hash code is generated with 16, 32, and 64 bit length. All the models are trained for 150 epochs with a batch size of 32 using Adam optimizer with a learning rate of $10^{-5}$. The testing is performed at every 30 epochs and the best results are reported.

4. Experimental Results and Analysis

This section presents the detailed experimental results over four benchmark datasets using the proposed VTS models under six retrieval frameworks. The ROC plots are also used to observe the ROC characteristics.
presented. The results are also compared with the state-of-the-art methods. An ablation study is also performed on the utilization of the features of the transformer encoder. We perform the experiments using PyTorch deep learning library on a system with 24 GB NVIDIA RTX GPU.

4.1. Experimental Results

The experimental results in terms of mAP (%) are summarized in Table 1 for image retrieval on CIFAR10, ImageNet, NUS-Wide and MS-COCO datasets. The results of the proposed VTS32 and VTS16 backbone networks are compared with the AlexNet and ResNet50 backbone networks. The results are computed using 16 bit (16b), 32 bit (32b) and 64 bit (64b) hash codes under six retrieval frameworks, namely DSH, HashNet, GreedyHash, IDHN, CSQ and DPN. It can be noted that the proposed VTS16 outperforms the other backbone networks in all the settings on CIFAR10 and MS-COCO datasets and also better in most of the cases on ImageNet and NUS-Wide datasets. Moreover, the performance of VTS32 is also superior to AlexNet and ResNet50 in the majority of cases. Following are the observations:

- On an average the mAP of VTS16 backbone network is improved by 26.65%, 54.68%, 3.15%, and 20.56% as compared to AlexNet backbone network and by 23.74%, 31.50%, 2.67%, and 12.78% as compared to ResNet50 backbone network on CIFAR10, ImageNet, NUS-Wide and MS-COCO datasets, respectively.

- On an average the mAP of VTS32 backbone network is improved by 23.86%, 42.94%, 3.03%, and 15.14% as compared to AlexNet backbone network and by 21.01%, 21.51%, 2.56%, and 7.71% as compared to ResNet50 backbone network on CIFAR10, ImageNet, NUS-Wide and MS-COCO datasets, respectively.

We also compare the precision recall ROC plots of AlexNet, ResNet50, VTS32 and VTS16 backbone networks for 64 bit hash code in Fig. 2. The ROC plots corresponding to DSH, HashNet, GreedyHash, IDHN, CSQ and DPN re-
Table 2. The retrieval results comparison in terms of mAP (%) with state-of-the-art results on CIFAR-10, ImageNet, NUS-Wide and MS-COCO datasets for 16, 32 and 64 bit hash codes. The results of the proposed VTS16 model under CSQ framework are used for comparison. The \( \ast \), \( \dagger \) and \( \ddagger \) symbols indicate that the corresponding results are taken from DCH [1], DFH [23] and DPN [9], respectively. The + symbol indicates that all 81 classes of NUS-Wide dataset are used for these results. The best results are highlighted in bold.

| Method                  | CIFAR10@54000 | CIFAR10@All | ImageNet@1000 | NUS-Wide@5000 | MS-COCO@5000 |
|-------------------------|---------------|-------------|---------------|---------------|--------------|
|                         | 16b 32b 64b   | 16b 32b 64b | 16b 32b 64b   | 16b 32b 64b   | 16b 32b 64b  |
| DSH (CVPR) [26]         | -             | -           | -             | -             | -            |
| DHN (AAAI) [42]         | -             | -           | -             | -             | -            |
| HashNet (ICCV) [2]      | -             | -           | -             | -             | -            |
| GreedyHash (NIPS) [34]  | -             | -           | -             | -             | -            |
| DCH (CVPR) [1]          | -             | -           | -             | -             | -            |
| DFH (BMVC) [23]         | -             | -           | -             | -             | -            |
| CSQ (CVPR) [40]         | -             | -           | -             | -             | -            |
| DPN (IJCAI) [9]         | -             | -           | -             | -             | -            |
| TransHash [4]           | -             | -           | -             | -             | -            |

VTS16-CSQ (Proposed)    97.9 97.9 97.6 97.6 97.7 97.6 90.6 91.5 91.8 81.9 84.6 85.3 77.9 87.4 91.1

Table 3. The retrieval results in terms of mAP in % for 16, 32 and 64 bit hash codes using only cls features and all features of the proposed VTS32 and VTS16 models under DSH, HashNet, GreedyHash, IDHN, CSQ and DPN frameworks on CIFAR-10, ImageNet, NUS-Wide and MS-COCO datasets. The best results are highlighted in bold.

| Backbone Network | DSH | HashNet | GreedyHash | IDHN | CSQ | DPN | Results on CIFAR-10 dataset (mAP@54000 in %) | Results on CIFAR-10 dataset (mAP@All in %) | Results on ImageNet dataset (mAP@1000 in %) | Results on MS-COCO dataset (mAP@5000 in %) | Results on MS-COCO dataset (mAP@5000 in %) |
|------------------|-----|---------|------------|------|-----|-----|---------------------------------------------|-----------------------------------------------|---------------------------------------------|---------------------------------------------|---------------------------------------------|
| VTS32 (cls)      | 93.2 94.6 95.1       | 95.6 96.4 95.5       | 94.2 93.7 94.8       | 94.8 94.8 94.6       | 95.2 95.1 95.6       | 95.8 95.0 93.8       | VTS16 (cls) 96.2 96.9 97.0       | 97.8 97.3 97.9       | 94.8 95.9 97.2       | 97.1 97.1 97.1       | 97.9 97.9 97.6       | 97.4 96.7 97.5       |
| VTS32 (all)      | 93.0 94.6 95.3       | 96.2 97.1 95.6       | 94.8 95.6 94.3       | 95.9 95.8 96.0       | 96.0 96.1 95.2       | 95.1 95.6 95.0       | VTS16 (all) 98.0 97.4 97.4       | 97.0 98.2 98.3       | 97.0 97.0 98.0       | 97.6 97.5 98.4       | 97.9 97.9 97.6       | 97.4 96.7 97.5       |
| VTS16 (cls)      | 92.7 96.3 96.2       | 95.6 95.8 95.9       | 94.5 96.0 96.3       | 95.0 95.7 95.4       | 96.1 95.4 96.7       | 94.2 94.1 92.9       | VTS16 (all) 97.0 97.8 97.5       | 97.5 97.7 98.3       | 97.5 96.7 96.4       | 97.3 97.3 97.3       | 97.9 97.1 97.6       | 96.1 96.1 95.6       |
| VTS16 (all)      | 97.0 98.1 98.3       | 98.1 97.9 99.2       | 97.0 97.7 97.5       | 97.8 98.0 97.9       | 97.9 97.9 97.6       | 96.8 96.5 97.7       | VTS16 (all) 85.6 90.8 91.7       | 87.2 88.4 89.3       | 89.4 90.3 90.2       | 88.6 84.4 79.2       | 89.9 89.1 89.0       | 88.6 90.6 90.4       |

4.2. Comparison with Existing Results

Table 2 presents the results of the proposed vision transformer hashing with 16 patch size under CSQ retrieval framework (i.e., VTS16-CSQ) and the results of the state-

retrieval frameworks are drawn in 1st to 6th columns, respectively. The 1st to 5th rows correspond to ROC plots on CIFAR10@54000, CIFAR10@All, ImageNet@1000, NUS-Wide@5000 and MS-COCO@5000 datasets in order. It is evident from these plots that both the VTS16 and VTS32 backbone networks perform better than the AlexNet and ResNet50 backbone networks in all the cases except on NUS-Wide under the GreedyHash framework. It is also observed that VTS16 is superior in the majority of cases.
of-the-art retrieval models, including DSH [26], DHN [42], HashNet [2], GreedyHash [34], DCH [1], DFH [23], CSQ [40], DPN [9] and TransHash [4]. Note that TransHash is a recent siamese transformer model for image retrieval. Following are the observations from these results comparison:

- It is observed that the proposed hashing technique outperforms the existing hashing approaches on CIFAR10, ImageNet, NUS-Wide and MS-COCO datasets for 16 bit, 32 bit and 64 bit hash codes.

- It is also evident that the pre-training of vision transformer models plays an important role as the VTS16-CSQ model clearly swaps the TransHash model on CIFAR10, ImageNet and NUS-Wide datasets.

4.3. Ablation Study

We use all features \((TE)\) of output of the transformer encoder in the hash layer in the proposed VTS32 and VTS16 models in the earlier results. In order to analyze the impact of features, the results using only class \((cls)\) features of the proposed transformer model are compared with all the features in Table 3 as an ablation study under different retrieval frameworks. Note that the \(cls\) feature represents the output features of the vision transformer corresponding to the output unit which was used for MLP Head originally as shown in Fig. 1. The VTS32 \((cls)\) and VTS32 \((all)\) refer to the computed hash code from only \(cls\) features and \(all\) features, respectively, while the patch-size is considered as 32. Similarly, the VTS16 \((cls)\) and VTS16 \((all)\) refer to the computed hash code from only \(cls\) features and \(all\) features, respectively, while the patch-size is considered as 16. It can be observed that the performance of VTS16 is superior in most of the cases with \(all\) features. However, the performance of VTS32 using \(cls\) features is generally better on ImageNet dataset as the pretrained vision transformer model was originally trained on the same dataset. Overall, the utilization of \(all\) features to compute the VTS hash code is advised in order to improve the generalization capability of the network.

5. Conclusion

In this paper, we propose a vision transformer based hashing (VTS) framework for image retrieval using the pretrained ViT model as the backbone network. We train the VTS models under six retrieval frameworks to extract the hash code. The training is performed in an end-to-end fashion using the objective function of the corresponding retrieval framework. The results are compared on CIFAR10, ImageNet, NUS-Wide and MS-COCO datasets. It is noticed that the proposed VTS backbone outperforms the AlexNet and ResNet backbones under different retrieval frameworks. Moreover, the performance of the proposed model is superior to the state-of-the-art hashing techniques, including transformer based technique. We also observe that the CSQ framework is better suited with the proposed VTS model for image retrieval. It is also found that the consideration of all the features of the vision transformer’s output increases the generalization capability of the model. Thus, it can be concluded that the vision transformer based hashing significantly boosts the performance of image retrieval due to it’s learning capability of discriminative features.
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