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Abstract. Deep convolution neural networks (CNNs) play a critical role in single image super-resolution (SISR) since the amazing improvement of high performance computing. However, most of the super-resolution (SR) methods only focus on recovering bicubic degradation. Reconstructing high-resolution (HR) images from randomly blurred and noisy low-resolution (LR) images is still a challenging problem. In this paper, we propose a novel Spatial Context Hallucination Network (SCHN) for blind super-resolution without knowing the degradation kernel. We find that when the blur kernel is unknown, separate deblurring and super-resolution could limit the performance because of the accumulation of error. Thus, we integrate denoising, deblurring and super-resolution within one framework to avoid such a problem. We train our model on two high quality datasets, DIV2K and Flickr2K. Our method performs better than state-of-the-art methods when input images are corrupted with random blur and noise.

1 Introduction

Single image super-resolution (SISR) is a fundamental topic in computer vision and has attracted the attention of many researchers for decades. The aim of SISR is to reconstruct a high-resolution (HR) image from its low-resolution (LR) counterpart using only one image. Recently, most of the research in SISR focuses on applying deep learning methods to train an end-to-end model because deep learning methods improve performance significantly. Most of these super-resolution (SR) methods recover HR images from LR images obtained by bicubic downsampling. In particular, HR images are collected from several datasets as training targets and downsampling with bicubic kernel to generate LR training inputs. The procedure is given by

\[ y = x \downarrow_{\text{downsample}} \]  

where \( x \downarrow_{\text{downsample}} \) represents downsampling HR image \( x \) with a downsample kernel (e.g. bicubic kernel), and \( y \) is the LR output.

Although these models perform well in recovering bicubic degradation due to downsampling, they are not applicable to more complicated scenarios, e.g.

\[ y = (x \otimes k) \downarrow_{\text{downsample}} + n. \]
In this case, an image is blurred with a blur kernel $k$ (e.g. a Gaussian blur kernel) before downsampling, and $\ast$ represents the convolution operation. $n$ is additive Gaussian noise with noise level $\sigma$. SRMD \cite{8} stretches the blur kernel and Gaussian noise level to the same size of LR images, and concatenates these three to form the final input. DPSR \cite{9} regards the deblurring module as a plug-and-play block, and then inputs the deblurred results into the SRResNet \cite{4} models trained on bicubic degradation. But these models, which reconstruct HR images with known blur kernel and noise level, do not satisfy the condition of blind super-resolution where the explicit degradation model is unknown \cite{10}.

Most conventional blind SR algorithms \cite{11,12} use optimization instead of deep learning. Michaeli and Irani \cite{13} exploit recurrence of patches across scales and search similar patterns to estimate the blur kernel. However, when large noise is added after downsampling, the estimation accuracy of these models is significantly reduced. Recently, deep learning has been applied to blind SR. For example, SFTMD-IKC \cite{14} extends the work of SRMD and builds an extra sub-network to learn the blur kernel and exploits spatial feature transform (SFT) \cite{15} instead of direct concatenation, and upgrades the parameters of IKC iteratively to improve kernel estimation. It learns the blur kernel explicitly which limits the categories of blur kernels and hence, the results can also easily be affected by noise. Besides, SFTMD-IKC contains over 9M parameters which is extremely computational expensive, while the proposed method uses only around 2M (after bypassing parameters that are not used in testing) and is the fastest among all compared SOTA methods. ZSSR \cite{16} is trained on a single image to take full use of unique internal information. The model is trained in different scales of the input image and exploits the kernel estimation algorithm of Michaeli and Irani \cite{13} when the blur kernel is unknown. The architecture of ZSSR is simple because it is difficult to train a complex model using a single image only. Zhou et al. \cite{17} estimate the blur kernel from real images with the dark-channel prior \cite{18} to generate a kernel pool, from which kernels are randomly selected to blur the LR images. Although this method is more general, the performance of the model highly relies on the kernel estimation algorithm \cite{18} whose outputs are regarded as the ground truth, which may cause the accumulation of error. In addition, it still needs to upsample the LR input to the same size of the HR output which increases computational cost and may introduce extra noise. Most of these methods apply an existing denoising algorithm \cite{19,20,21} before SR reconstruction to reduce noise. Unfortunately, because these methods are all trained using noisy images, they cannot differentiate between noise-free images and noisy images. Hence, the performance on noise-free LR images is poor because they assume that the input images have noise.

Given the above observations, we propose a new Spatial Context Hallucination Network (SCHN) to combine noise removal and blind super-resolution. Unlike existing SR methods, the proposed method is lightweight and computational efficient in testing by bypassing parameters that are not used during testing (details are shown in Section 4). Our method is an inverse procedure of multiview SR like jittered lens SR \cite{22} and video SR \cite{23}. In \cite{22}, multiple
views of a scene captured by camera jittering differ in only sub-pixel (less than 1 pixel). In [23], if the fps of a video is high enough, neighboring frames also differ in sub-pixel. Multiview SR is effective as different views contain more features than a single view. Indeed, our SCH module is to recover the multiview features to enhance the original features. In particular, it learns two offset maps (hallucination maps) that are used to recover the feature maps of neighboring frames in a video, or feature maps of jittered frames from camera jittering, so that we can get more simulated features to perform multiview SR. Each pixel of the feature map is assigned two vectors in the format \((x_{\text{offset}}, y_{\text{offset}})\), and the value of an offset is less than 1 to make sure that the shifted feature map and the original feature map differ in only sub-pixel. We stacked multiple SCH modules so that we can enhance the feature information by multiview simulation for multiple times. Meanwhile, the shifted feature maps can also compensate the information loss that results from the noise. Since the noise is randomly applied on the image, pixels with large noise level may have neighboring pixels with relative low noise level. In this case, the information of the latter can be shifted to the former which is helpful for image denoising.

The contributions of this work are summarized as follows: (1) We propose a new spatial context hallucination (SCH) module in our network to take full advantage of spatial correlation. To our best knowledge, we are the first to propose such a novel idea. (2) The experiments show that the proposed network, with shallower and thinner architecture, outperforms the state-of-the-art (SOTA) SR methods using the proposed SCH module. (3) Our method integrates denoising, deblurring and upsampling together to solve the blind SR problem and can tolerate more general and random degradation.

2 Related Work

The first CNN-based SISR model is the SRCNN [1]. Its simple architecture shows that it is easy to build an end-to-end CNN model for solving the SR problem. Since then, many CNN-based SR models have been proposed. The VDSR [24] extends the depth of the SRCNN and adds a long-term residual connection to avoid the vanishing/exploding gradients problem. A pixel-shuffle module of ESPCN [25] avoids introducing extra noise from upsampling the LR input into the same size of the HR output. The SRResNet [4] utilizes both short-term residual blocks and long-term residual connections, followed by multiple sub-pixel modules to gradually upsample the LR input. The architecture of EDSR [26] is similar to that of the SRResNet but it removes the batch normalization module to reduce memory usage. The IDN [3] trains a weight for residual connection to distill long-term information. The RDN [7] combines dense connection and long-term residual connection together to stabilize training. The DBPN [2] not only uses dense connection but also applies upsampling and downsampling alternatively on a single network to preserve HR features inside the network. The MsRN [27] extends the work of EDSR and the RDN to infer multi-scale HR images at the same time. EBRN [5] utilizes multiple block residual modules
to restore different frequencies in models of different complexity, which reduces the problem of over-enhancing and over-smoothing. Since one model may not perform best in all images, RankSRGAN [28] integrates SRGAN [4] and ESRGAN [6] by a ranker network to distill the best result from two outputs, and guides the training of SRGAN with a ranking score.

In recent years, the number of published paper in blind SR is still relatively small compared with that of non-blind SR. Some models can be regarded as a hybrid between blind and non-blind SR method. For example, SRMD [8] assumes that the blur kernel is known and projects it onto a low dimensional vector by Principal Component Analysis (PCA). The kernel vector is concatenated with the $\sigma$ value of noise (noise level) and then, the result is stretched to the same size of the LR input. It uses this extra information as another input to train an SR model. DPSR [9] utilizes the half quadratic splitting (HQS) algorithm based on the FFT (Fast Fourier Transform) as its deblurring method, which still needs an accurate blur kernel as input. Similar to DPSR, ZSSR [16] also uses a conventional kernel estimation algorithm [13] when it is applied to blind SR, but it is trained on a single image only. In particular, it has eight convolution layers, which is extremely simple compared with most of the SOTA (state-of-the-art) SR networks. The CinCGAN [29] also exploits the unsupervised strategy in blind SR. Different from ZSSR, it is not trained on LR-HR pairs. However, due to its complicated structure and the ill-posed problem of SR, training CinCGAN is difficult and unstable [30]. SFTMD-IKC [14] splits the network into three parts: a non-blind SR network, a predictor and a corrector of kernel estimation. It converts the stretched blur kernel into two parameters of an SFT module and trains a separate subnetwork to estimate the blur kernel. Then the real kernel input of SFTMD is replaced with the estimated one. Zhou et al. [17] utilize the dark-channel prior [18] on real images to collect realistic blur kernels, and train a GAN to generate more blur kernels with the same distribution. Then the collected blur kernels are used to generate training data.

SISR is not the only research topic in SR. Li et al. [22] reconstruct HR images from several LR counterparts. In particular, they gather images by jittering the
Fig. 2: The architecture of the SCH module. The hallucination map is applied to all channels of feature maps. We only display one channel of the feature map before and after “Transformation with Bilinear Sampling” for simplification. To visualize the two hallucination maps, we enhance the magnitude of the offsets of each hallucination map. The two channels of each hallucination map are combined and displayed using the convention as that used to display optical flow. Both the input and output feature maps contain 64 channels.

lens of a camera when the shutter is released and images obtained in this way differ in sub-pixel positions only. They then pick pixels one by one from these LR images and insert them into the HR output. Some of the SR methods utilize stereo image pairs as their input. Jeon et al. [31] build a 32-layer network for the stereo SR problems. They first upsample the left and right images using bicubic interpolation and then shift the right image 64 times to build a cost volume as input. The PASSRnet [32] uses matrix multiplication to fuse disparity estimation and SR together. It exploits a residual ASPP block which is designed to enlarge the receptive field and learn multi-scale features in the same layer.

There are also some methods that focus on reconstructing high quality frames from a low-quality video. TDAN [23] utilizes deformable convolutions [33] to align the consecutive neighboring LR frames with the reference frame and concatenate the deformed output with feature maps of the reference frame to generate an HR reference frame. EDVR [34] extends the work of TDAN which uses pyramid and cascading deformable convolutions to exploit the alignment in different scales, and then uses the attention mechanism to fuse the features from different times with different weights. Godard et al. [35] utilize the recurrent architecture to restore all the frames of an image sequence, and address the denoising and SR problems with the same network. PFNL [36] exploits a non-local residual block to extract temporal dependencies, and also uses multiple progress fusion resblocks to take full use of spatio-temporal correlations.

In the proposed method, we apply deformable convolutions [33] to generate new feature maps with sub-pixel offsets in our spatial context hallucination (SCH) module, and use pixel-shuffle convolution [25] within each SCH module to enlarge the spatial dimension. Our proposed model achieves the SOTA performance in blind SISR problem.
3 Method

Our model addresses the problem of blind SR which is formulated as shown in Eqn. 2. SFTMD-IKC [14] focuses on recovering the HR image from an LR input blurred by an isotropic Gaussian blur kernel. In order to make our model more robust, our method recovers LR images blurred by random anisotropic Gaussian blur kernel, which combines Gaussian blur with motion. We also consider removing the additive random Gaussian noise caused by degradation. However, most of the denoising methods [19,20,21,37] are applicable to noisy images only. As a result, when they are applied to noise-free images, these methods may remove some tiny details or smooth the input inappropriately. To address this problem, our training input includes both noisy and noise-free images mixed together randomly.

3.1 Overall Framework

The proposed spatial context hallucination network (SCHN) is shown in Figure 1. Our network contains a $3 \times 3$ convolution layer and a resblock [38] followed by 8 stacked SCH modules, and each SCH module generates one high-resolution output. To build the training set for our network, we first utilize random anisotropic Gaussian blur kernels and bicubic downsampling to degrade the HR image set $Z$ and output the noise-free LR image set $Y$. Then we add Gaussian noise with random noise level on $Y$ to generate noisy LR set $X$. Details are given in section 4. To be specific, our random noise level can be 0, and we also randomly skip the blurring process during the dataset generation.

Similar to the Stacked Hourglass Networks [39] that output a heatmap and calculate the loss at the end of each hourglass module, we calculate the loss of each high-resolution output. The loss function of each module is given by

$$L_{sr}^j = \frac{1}{N} \sum_{i=1}^{N} \| S_j(O_{j-1}) - z_i \|_1, j = 1...8, O_0 = y_i \tag{3}$$

where $z_i \in Z$, $N$ is the batch size, $S_j()$ represents the SCH module and $j$ is the index of a module. $O_{j-1}$ represents the output of the $(j-1)_{th}$ module. Note that
Fig. 4: Output samples of images on different degradations, and PSNR and SSIM are shown below each of the result. “σ” represents the Gaussian blur kernel width; “sf” represents the scale factor; “n” represents the noise level. The best results are in red and the second best in blue.

the input of the 1st SCH module is the noise-free LR image $y_i \in Y$. Motivated by the work of Zhao et al. [40], we use $L_1$ loss instead of $L_2$ because SSIM and PSNR benefit more from $L_1$. The total loss function of our network is given by

$$L_{sr} = \lambda \sum_{j=1}^{7} L_{sr}^j + L_{sr}^{8},$$

in which $\lambda$ (we set it as 0.05) is a balancing coefficient to reduce the training conflict of multi-task learning [41]. The output of $S_8()$ is selected as the final high resolution output.

Based on the procedure of Eqn 2, both the blur kernel $k$ and the downsample kernel $\downarrow_{\text{downsample}}$ process the HR images by convolution, while the noise component focuses on single pixels. In this case, we integrate the deblurring and SR together, which is different from the CinCGAN [29] that deblurs and denoises the input simultaneously. However, we not only want to test the performance of our network on non-linear inverse problem (deblurring and SR), but also attempt to test the compatibility of our network on recovering linear (denoising) and non-linear degradation. The loss function of the former is given in Eqn 3.
(x, y) represent the y-th hallucination map of the x-th SCH module. Note that we enhance the magnitude of each hallucination map for visualization.

Fig. 6: “Keep all” represents our original SCHN-AN containing 8 SCH modules with 2 hallucination outputs inside. “Remove the 1st/2nd” represents that we set the 1st/2nd hallucination output (in all SCH modules) as 0. “Remove all” represents that we set the both hallucination outputs as 0.

and Eqn 4. To test the latter, Eqn 3 is replaced by

\[ L^{sr}_{j} = \frac{1}{N} \sum_{i=1}^{N} \|S_j(O_{j-1}) - z_i\|_1, j = 1 \ldots 8, O_0 = x_i \]  

where the only difference is the noisy input \( x_i \in X \).

3.2 Spatial Context Hallucination (SCH) Module

The spatial context hallucination (SCH) module is the core of our network. As we discussed in Section 1, the SCH module is used to simulate camera lens jittering and create multiple pseudo frames, which can be regarded as the inverse procedure of TDAN [23] and the jittered lens SR [22].

We extend the idea of the DCN [33] which generates only one single offset for each pixel. In our SCH module (shown in Figure 2), the feature map from the last layer are passed through two different branches, and each branch consists of two 3 × 3 convolution layers to generate two offset fields (we call it the hallucination map), one for the x-direction and the other y. The hallucination map, which contains 2 channels, is similar to the optical flow and is applied to
the original feature map to generate the offset output by transformation with bilinear sampling. We concatenate these two outputs with the original feature map and the concatenated result is passed to the third $3 \times 3$ convolution layer followed by a sub-pixel convolution layer \cite{25} to enlarge the spatial dimension. There is a Leaky-ReLU activation function after the first and third convolution layers which are not shown in Figure 2 explicitly. The output of the second activation function is passed to the next SCH module except the last one. The last convolution layer is used to integrate channels into 3 (RGB).

The details of transformation are shown in Figure 3. The hallucination map contains 2 channels which represent $x_{\text{offset}}$ and $y_{\text{offset}}$ of each pixel respectively. These offsets are used to obtain the location of the pixel from which the pixel intensity is computed. As shown in Figure 3, assume that pixel E is the location of pixel 1 after adding its corresponding offsets in the hallucination map. The intensity at pixel E is computed using bilinear interpolation with pixel 1-4. The resulting intensity is then used to replace the value at pixel 1. More precisely, based on the formula given by Press et al. \cite{42},

$$P(E) = (x_T + 1 - x)(y_T + 1 - y)P(x_T, y_T) + (x - x_T)(y_T + 1 - y)P(x_T + 1, y_T) + (x_T + 1 - x)(y - y_T)P(x_T, y_T + 1) + (x - x_T)(y - y_T)P(x_T + 1, y_T + 1).$$

where $x_1$ and $y_1$ are the coordinates of pixel 1, $x_T = \lfloor x_1 + x_{\text{offset}} \rfloor$, $y_T = \lfloor y_1 + y_{\text{offset}} \rfloor$, $x = x_1 + x_{\text{offset}}$ and $y = y_1 + y_{\text{offset}}$. Pixels outside of the border are assigned a value of 0. In the above example, pixel 1 gets the value of $P(E)$.

By exploiting the SCH module, features at each pixel are enhanced by shifted features from its neighboring pixels. Details are given by

$$F(x)_{\text{enhanced}} = w_0F(x)_{\text{original}} + \sum_{i=1}^{N} w_i H_i(x)$$

in which $x$ is one of the pixel, $F(x)_{\text{original}}$ is the original features of $x$, $H_i$ is the $i$th hallucination outputs and $H_i(x)$ are features shifted to $x$, $F(x)_{\text{enhanced}}$ is the features of $x$ after being enhanced, $w$ is the weight which are learned during training. $N$ is the number of hallucination outputs. In this paper, $N = 2$ is found to give the best results. Such a strategy is able to feed more information to each pixel, which plays a critical role in recovering high frequency information, e.g. edges and textures. It also helps to compensate the information loss of pixel $x$ that results from the high noise level. Neighboring features with relative low noise level can shift to $x$, which significantly reduce the noise on the $F(x)_{\text{enhanced}}$.

We calculate the loss for all SCH modules to limit the range of values in the hallucination maps, which means that no activation function is used after the second convolution layer. In this case, the initial values of hallucination maps could be quite large, and using only one loss function at the end of the network is difficult to constrain all 8 modules. Hence, we use a loss function after each SCH module to limit the output and to stabilize training.
4 Experiments

In this section, we first introduce the implementation details of data preprocessing and network training, and then we compare our model with other existing SR methods. We further discuss the ablation study to evaluate the different versions of SCHN. Due to space limitations, more visual comparison on the same datasets are shown in Section 1-3 of the supplementary materials.

4.1 Implementation Details

The training images are gathered from two high quality datasets DIV2K [43] and Flickr2K [44], which consist of 2391 HR images in total. Following Eqn 2, we synthesize the LR images by blurring and downsampling the HR images, and adding additive Gaussian noise. We first crop the HR images into 256 \times 256 patches with a stride of 240. The LR-HR image pairs are generated during the training procedure. We define a probability for blurring, so that for each input patch, there is a chance to blur it or to keep it unblur. We apply to each image random 15 \times 15 anisotropic Gaussian blur kernel with kernel width in ranges [0.2, 3.0] and [0.2, 4.0] for SR factors 2 and 4, respectively, to the HR patches, and downsample it with bicubic interpolation based on the SR factor. With regard to the noise, there is also a probability to add it or not. A noise level \sigma is randomly selected from a range (0, 50] for both SR factors. We also randomly rotate or flip the images before blurring. In this case, our training set is generated dynamically, which augments the data significantly.

We implement the SCHN in TensorFlow [45] on a PC with an Nvidia RTX 2080Ti GPU. Our models are optimized using ADAM [46] with \beta_1 = 0.9, \beta_2 = 0.999 and a batch size of 4. We initialize the learning rate to 5 \times 10^{-5} and decrease it by half every 10 epochs. The training is stopped after 60 epochs.

4.2 Experiments on Isotropic Blur Kernel

In order to evaluate the performance of our model on the non-linear inverse problem, we first use images blurred with isotropic Gaussian blur kernel and downsampling with bicubic interpolation. Note that we calculate the PSNR and SSIM on the RGB channels instead of only the Y channel in YCbCr color space as we not only want to recover the luminance information but also the chrominance.

Table 1 shows the PSNR and SSIM results on two standard benchmark datasets: Set5 [47] and Set14 [48] with different scale factors and kernel widths. We compare our proposed SCHN with bicubic interpolation and four SOTA methods including ZSSR [16], SRMDNF (noise-free version of SRMD) [8], DPSR [9] and SFTMD-IKC [14]. SCHN-NF represents the SCHN network trained on noise-free blurry images. As ZSSR, SRMDNF and DPSR are all non-blind SR methods which need the blur kernel, we apply extreme channels prior (ECP) [49] to estimate the blur kernel after the SR procedure. As one can see, SCHN-NF achieves the best performance in most of the cases. With unknown kernel width, the ZSSR achieves slightly better results than the SRMDNF at small kernel but
Table 1: The average PSNR and SSIM results of different methods on Set5 and Set14 with different scale factors and isotropic kernel width. The size of the blur kernel is fixed at 15 and the downsample method is bicubic interpolation. The results of SFTMD-IKC are obtained from pretrained models on [https://github.com/yuanjunchai/IKC](https://github.com/yuanjunchai/IKC) which provides only models trained in scale factor 4. The best results are in red and the second best in blue.

| Method              | Scale Factor | Kernel Width | Set5  | Set14  | Set5  | Set14  |
|---------------------|--------------|--------------|-------|--------|-------|--------|
|                     | 0.5          | 1.0          | 1.5   | 2.0    |       |        |
| Bicubic             | 1.0          | 3.0          |       |        |       |        |
| ZSSR+RCP            | 30.81/0.8969 | 25.74/0.6459 | 26.49/0.7537 | 25.37/0.6945 | 25.74/0.6459 | 25.37/0.6945 |
| SRMDNF+RCP          | 32.64/0.9230 | 26.49/0.6459 | 26.49/0.7537 | 25.37/0.6945 | 25.69/0.7075 | 25.37/0.6945 |
| DPSR+ECP            | 32.60/0.9250 | 27.00/0.7996 | 27.00/0.7996 | 26.80/0.8321 | 25.56/0.7082 |       |
| SFTMD-IKC           | 32.20/0.9149 | 27.00/0.7996 | 27.00/0.7996 | 26.80/0.8321 | 25.56/0.7082 |       |
| SCHN-NF (ours)      | 32.38/0.9333 | 27.00/0.7996 | 27.00/0.7996 | 26.80/0.8321 | 25.56/0.7082 |       |

worse when the width grows. Since a large scale factor and a small kernel width can create more artifacts, the performance of DPSR drops significantly with kernel width 0.5 and scale factor 4. Although the SFTMD-IKC achieves good performance for large kernel width, it does not even outperform bicubic interpolation for small ones, which is the drawback of explicitly estimating the kernel width with IKC, and splitting deblurring (IKC) and SR (SFTMD) may cause the accumulation of error which further impacts the results.

The visual comparisons are shown in Figure 4a and 4b. The ringing effect is obvious for ZSSR, SRMDNF and DPSR with kernel width 2, and even worse for ZSSR with kernel width 4. Besides, the DPSR creates more artifacts than others because of over-enhancing, and the edges of SRMDNF are over-smoothed. Compared with SFTMD-IKC which reduces the intensity of the image because of over-smoothing, our SCHN-NF not only generates sharper edges without artifacts but also preserves the intensity of the images.

We also display the hallucination maps of our SCHN-NF in Figure 5. The two channels of each hallucination map are combined and displayed using the convention as that used to display optical flow. (x, y) represent the y-th hallucination map of the x-th SCH module. We can see that the offsets on the edges are obviously different from that of the flatten regions, which means the hallucination map can help to restore the high frequency features by feeding more information to the edges from multiple directions.
Table 2: The average PSNR and SSIM results of different methods on Set5 [47] with scale factor 4 and different anisotropic kernel width. The size of blur kernel is fixed to 15 and the downsample method is fixed to bicubic interpolation. Note that before the SR procedure, DnCNN are used on all noise levels including 0. The best results are in red and the second best in blue.

4.3 Experiments on General Degradation

To evaluate the compatibility of our network on recovering linear (denoising) and non-linear degradation, we also compare with ZSSR [16], SRMD [8], DPSR [9] and SFTMD-IKC [14] on random anisotropic Gaussian blur kernels with Gaussian noise. SCHN-AN represents the SCHN network trained on blurry images with additive noise. Although SRMD and DPSR are also designed for denoising, they need a predefined noise level. Thus, we apply DnCNN (blind denoising version) [21] to these four methods for image denoising before the SR procedure. Different from the experiments on isotropic blur kernel, we do not use extra deblurring methods because the DnCNN deblurs the images along with denoising, and extra deblurring actually degrade the performance. We also compare with SCHN-NF without any denoising methods to show the effect of noise.

Table 2 shows the experimental results on anisotropic Gaussian blur kernel with scale factor 4 and Gaussian noise. We select different kernel width pairs ($\sigma_x$, $\sigma_y$) for each of the methods, and add different levels of noise. As one can see, ZSSR, SRMD, DPSR and SFTMD-IKC are all sensitive to the difference of $\sigma_x$ and $\sigma_y$ when the noise level is 0. For the kernel width pair (0.5, 3.0), these methods perform only slightly better than the bicubic interpolation. With non-zero noise level, these methods become more stable because the denoising procedure also recovers some details as deblurring, but still cannot outperform our methods.
Table 3: Comparison of efficiency. Note that we do not collect the testing time of SRMD-NF because we test it on a CPU. We still use the ECP \[49\] for blur kernel estimation but we ignore its running time.

| Methods     | Parameters | Testing Time | PSNR/SSIM  |
|-------------|------------|--------------|------------|
| ZSSR        | 0.22M      | 37.53s       | 30.48/0.8464 |
| SRMD-NF     | 1.60M      | -            | 30.70/0.8531 |
| DPSR        | 3.49M      | 2.18s        | 24.44/0.6386 |
| SFTMD-IKC   | 9.05M      | 7.88s        | 30.00/0.8461 |
| SCHN-NF (ours) | 6.31M   | 1.15s        | 31.36/0.8604 |

The performance of SCHN-NF is better than SCHN-AN and DnCNN+SCHN-NF on zero noise level, because the denoising procedure may remove some tiny features which are regarded as noise by mistake. However, our SCHN-AN still outperforms DnCNN+SCHN-NF in most cases which shows that our SCHN-AN works better in denoising and can protect more features from being removed.

As shown in Figure 4c and 4d, the results of our methods far surpass that of others when the difference of $\sigma_x$ and $\sigma_y$ is large which show the robustness of our model. ZSSR, SRMD, DPSR and SFTMD-IKC over-enhance edges which appear as deformation. Although the DnCNN+SCHN-NF outperforms the SCHN-AN in this case, SCHN-AN can generate smoother edges with less artifacts.

4.4 Experiments on Real Images

In addition to the synthetic data, we also test our SCHN on real images. We only display the visual comparison (shown in Figure 4e and 4f) since there is no ground truth. The testing image is provided by Lebrun et al. \[50\]. As one can see, the result of bicubic interpolation is blurry and noisy which is expected. All of the other 4 methods generate large artifacts especially on straight lines and cannot remove all of the noise on the flatten regions. Our method enhances the edges on the image and remove more noise than others. The experimental results show that our method is more suitable for the real image SR problem.

4.5 Comparison of Efficiency

We also compare the parameters and testing time of our SCHN with others. Since the architecture of SCHN-NF is the same as that of SCHN-AN, we only display the efficiency of SCHN-NF. The testing time is collected by using “baby.png of Set5 \[47\] on an Nvidia RTX 2080ti with isotropic kernel width 1.0 and scale factor 4. As shown in Table 3, ZSSR has the smallest number of parameters as it contains only 8 convolution layers, while SFTMD-IKC has the largest number of parameters as it contains three different parts including a non-blind SR network (SFTMD), a predictor and a corrector for kernel estimation (IKC). The testing time of ZSSR is much longer than that of others because it uses unsupervised learning and has to train a new model for each testing image. Although SFTMD-IKC uses supervised learning, it needs multiple iterations to refine the high resolution outputs which is the same as the DPSR. Our method achieves the best performance on this image with the lowest run time. Note that we do not
Table 4: The average PSNR and SSIM results of SCHN-NF with different number of hallucination maps and SCH modules on T91 [51] with scale factor 4 and kernel width 2.0. The best results are in red and the second best in blue.

| SCH modules | 0   | 1   | 4   | 8   | 12  |
|-------------|-----|-----|-----|-----|-----|
| Hallucination maps | 0   | 26.21/0.7262 | 26.49/0.7388 | 26.77/0.7480 | 26.82/0.7496 | 26.98/0.7586 |
|              | 1   | 26.63/-     | 27.51/0.7752 | 27.58/0.7759 | 27.49/0.7754 |
|              | 2   | 26.81/-     | 27.59/0.7762 | 27.81/0.7851 | 27.43/0.7733 |
|              | 3   | -/-         | 27.47/0.7720 | 27.66/0.7768 | 27.10/0.7577 |

remove those parameters which are not used in the testing procedure. Otherwise, our speed would be faster which takes only 0.69s with 2.16M parameters.

5 Ablation Study

We evaluate different configurations of our network. For the results with limited training time and GPU memory, we only vary the number of hallucination maps in the SCH module between 0 to 3 and set the number of SCH modules to be 0, 1, 4, 8 and 12. As shown in Table 4, version 2-8 (2 maps and 8 modules) achieves the best performance and version 3-8 is the second best. Version 0-0 is the worst as it only contains one convolution layer and one resblock before the pixel-shuffle convolution module [25]. It shows that our SCH module plays a critical role in increasing the performance of SR and in reducing the parameters. Even the version 2-1 with only one SCH module can achieve almost the same performance as version 0-8 which contains over 10 convolution layers but without any hallucination maps. The performance becomes worse when we increase the number of hallucination maps beyond 2 and the number of SCH modules beyond 8. It may be due to overfitting with too many parameters.

Meanwhile, in order to visualize the impact of the hallucination outputs, we also set 1 or 2 of the hallucination outputs (in all SCH modules) as 0. Note that we do this after the network is well-trained. As shown in Figure 6, hallucination outputs are critical for the SOTA performance. In particular, the 1st hallucination output is more important for color tone restoration, and the 2nd is more important for deblurring and denoising. More visual comparison on the same datasets are shown in Section 4 and 6 of the supplementary materials.

6 Conclusions

In this paper, we propose a new spatial context hallucination network for blind SR tasks. To our best knowledge, we are the first one to propose such an idea. Our SCHN introduces an SCH module which simulates the procedure of multi-frame SR by generating pseudo frames, and achieves the SOTA performance comparing with existing SR methods. However, we have not combined internal (as in ZSSR) and external learning. Hence, our future work will focus on using internal information of the testing images. We also plan to train our network on a larger dataset to avoid overfitting. In this paper, we did not do this because we want to compare our model with others that are trained on the same datasets.
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