Wind speed spatial estimation using geostatistical kriging
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Abstract. Accurate wind speed prediction plays an important role in the planning and development of wind power plant. Wind speed prediction can reduce the impact of wind power grid connection and improve the control of wind power systems. In this study, wind speed is considered as a geographical variable. We firstly used exploratory methods to examine the spatio-temporal dependence on wind field. The variogram was taken into account in analysing the spatial structure in the rectangular grid. Then the exponential model was adopted to fit the anisotropic feature of variogram. The de-trended data have been computed by using a geostatistical kriging estimator. The results were compared with the leave-one-out cross-validation (LOOCV) method. The accuracy of the proposed method was verified to obtain the best estimated results.

1. Introduction
Wind power is a kind of renewable energy with a great potential for reducing greenhouse gas emissions and coping with the climate change around the world. In recent years, the construction scale of wind farms has become larger and larger in China and all over the world [1–3]. With the rapid development of big data science in [6] and intelligent prediction methods [7] over the past decades. Traditional numerical methods for wind speed prediction have been proposed, including the Numerical Weather Prediction (NWP) method, artificial neural network (ANN) method, the statistical method and hybrid method. The statistical method includes auto-regressive moving-average (ARMA) model [15], hybrid ARMA model [16]. Compared with the statistical method, the hybrid method exhibits higher accuracy for wind speed prediction in wind farms[17–21].The geostatistical kriging has also been used in the prediction of wind resource. For examples, the geographical statistics kriging combining with Bayesian model was applied in the hierarchical modeling of wind farms [26]; and the Taylor kriging model was used to forecast the wind speed of time series in North Dakota, USA [27]. It was found that the kriging methods could produce more accurate results and outperform the traditional methods in wind speed prediction. However, these kriging methods previously were mainly used in the wind speed prediction for different timescales. Moreover, the prediction on spatial and time serious wind speed was carried out separately. In addition, the variation of wind speed shows complex atmospheric mechanisms relating to both the temporal and spatial behaviors.

In response to the challenges, the geostatistical kriging was applied for wind speed prediction for comprehensive understanding of the spatial and temporal characteristics of wind speed. The wind data
were sampled at a set of regularly distributed sites and treated as geostatistical variables. The geostatistical variables were modeled through the spatial semivariogram. The correlations between distances were analyzed. To validate the proposed kriging method, the predicted results are compared. This study demonstrates the validation to extend the application of geostatistical king method in wind speed prediction.

2. Methodology

2.1 The geostatistical kriging technique

The prediction at the unobserved point $Z(s_e)$ is based on the observed points $Z(s_i)$ and the best linear unbiased predictor of $Z(s_e)$ is:

$$
\hat{Z}(s_e) = f(s_o)\hat{\beta} + \nu V^{-1}(z(s) - F\hat{\beta})
$$

Where $\hat{\beta} = (F'V^{-1}F)^{-1}F'V^{-1}z(s)$ is generalized least squares (GLS) estimation of the trend coefficients and $F'$ is the transpose of the design matrix $F$. The estimation error, $\nu = (\hat{\beta} - \beta) = (F'V^{-1}F)^{-1}F'V^{-1}z(s) - F\beta$. It is zero if $s_o$ is an observed location and increases if $F(s_e)$ is far more distant from $F$. The predictor consists of an estimated mean value at location $s_o$ and a weighted mean value of the residuals from the mean function, where the weights is $\nu V^{-1}$. The predictor in (5) has prediction error variance:

$$
\text{Var}(\hat{Z}(s_e)) = \sigma^2_0 - \nu V^{-1}V + \delta (F'V^{-1}F)^{-1}\delta
$$

Where $\sigma^2_0 = \text{Var}(Z(s_o))$, $\delta = f(s_e) - \nu V^{-1}F$, the term $\nu V^{-1}V$ is zero if all observations are uncorrelated with $Z(s_o)$.

There are basic theoretically restricted variograms to describe the spatial dependencies: the spherical, exponential, Gaussian and cubic models [28]. The exponential theoretical model is given as follow.

$$
\gamma(h) = \begin{cases} 
c_0 + c \left[1 - \exp \left(\frac{-h}{a}\right)\right], & 0 < h \\
0, & h \geq 0.
\end{cases}
$$

The parameters $c$ and $a$ denote the distance lag. The function asymptotically approaches its sill and so has no finite range. Its effective range is usually taken as $r' = 3a$.

2.2 Accuracy assessment

The model’s predictive accuracy can be assessed through cross-validation. The quality of all methods was assessed using statistical measures. For example, Mean error (ME), Mean squared error (MSE) and Mean squared deviation ratio (MSDR) between the predictions and measurements at known locations was calculated using leave-one-out cross-validation (LOOCV) method. LOOCV is a model validation technique for assessing how the results of a statistical analysis will generalize to an independent data set. It is mainly used in settings where the goal is prediction, and one wants to estimate how accurately a predictive model will perform in practice.

$$
\text{ME} = \frac{1}{N} \sum_{i=1}^{N} (Z(x_i) - \hat{Z}(x_i))
$$

$$
\text{MSE} = \frac{1}{N} \sum_{i=1}^{N} (Z(x_i) - \hat{Z}(x_i))^2
$$
\[
MSDR = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{Z(x_i) - \hat{Z}(x_i)}{\hat{\sigma}^2(x_i)} \right)^2
\]  

3. Results and discussion

3.1. Wind speed data

The wind speed profile in Cartesian coordinates was generated by using the TurbSim [30]. TurbSim is a stochastic, full field, turbulent-wind simulator that uses a statistical model to generate time series of three-component wind vectors at points in a two-dimensional vertical rectangular grid. Three wind fields were considered: one with step changes and the other two with time changes in the wind speed. This study selected wind data. Fig. 1 (a) shows the wind speed curves at different instants of time. Fig. 1(b) shows the residuals after the first order difference. One can see the de-trended data have a normal characteristic with mean null.

![Figure 1](a) Wind speed curves at a rectangular grid; (b) the residuals

3.2. Model fitting

3.2.1 Experimental semivariogram

The theoretical variogram model in Section2 has been fully discussed for structural analysis and modeling of the wind field. We are now trying to construct an effective space model through the minimum optimization technique by fitting theoretical semivariogram function with the observed data. Wind speed exhibits non-trivial spatio correlation structure, when restricted to a time lag, the space correlation is quite strong. Figure 2 shows the simultaneous spatial correlation between the wind point grids of the portfolio. As can be observed, spatial dependence is quite strong even at distances of about 150 meters. This can be partly explained by the wind map landscape. As expected, the number of pairs firstly increases and then decreases with the increasing distance, which implies that the semivariogram values for large distances are not reliable. As shown Fig.4, the fluctuations in the empirical semivariogram decrease with the increasing tolerance angle, albeit at the expense of increasing the discrimination error committed. The anisotropies in different directions almost do not affect the empirical semivariogram. However, the semi-variance shows different trends with the lag distance. For the lag distance less than about 80m, the semi-variance in four directions increases almost linearly with the increase of the lag distance; then the semi-variance increases slowly; after the lag distance is more than about 220m, the semi-variance rapidly increases.
3.3 Wind speed spatial estimation

The exponential model has been proved adequate to fit the empirical semi-variogram in Section 2. The UK method is used for spatial estimation of wind speed. And then, in every point of the same grid used in the sample the wind speed mean has been estimated by using OK (Ordinary Kriging) and UK (Universal Kriging). Figure 4 (a) shows the corresponding prediction results. From such figure it can be deduced that the prediction results match the observed values well and are consistent. The prediction error values are in a similar stable range. The results indicate that the OK method can be used to successfully predict the spatial wind speed. The LOOCV validation used in the companion has been carried out here.

When the number of random splits goes to infinity, the repeated random sub-sampling validation becomes arbitrary close to the leave-one-out cross-validation (LOOCV). Figure 5 shows the LOOCV validation results of the UK. The validation yields very good results. It must be observed that most of the residual is composed of noise, which is a signal uncorrelated with the observations and thus not estimated by kriging. On the other hand, this lack of generalization could also be due to a modelling error for the fact that an isotropic model of wind speed has been assumed.

Figure 2  Experimental semivariogram (splattering points) and theoretical model.

Figure 3. Effects of the empirical semivariogram with different tolerance angles.

Figure 4. (a) Plot of the predicted and the observed values; (b) Frequency histogram of the residuals.

Figure 5 (a) LOOCV for UK applied to the residuals. (b) Plot of the prediction errors of the UK.
3.4 Model validation
In order to verify the model’s performance, a subset of data has been considered as a finite realization of structural analysis and parameter estimation. We now check the four semivariogram models by weighted least square (WLS) method. Cross validation for the four models based on the validation set, and then validation measurements can be compared to their predictions. As shown in Table 1, the validated error measurements ME, MSE and MSDE are the mean of the predicted errors divided by the corresponding kriging variances. As described in [29], if the semivariogram model has been successfully applied, the ME should be approximately zero; the MSE should be very small; the MSDE should be approximately 1; and the prediction errors are compatible with the kriging prediction variance. Thus, the use of the model and the prediction can be confident based on that such a semivariogram is approximately unbiased and that the mean-square prediction errors are approximate. As expected, the ME values are close to zero for these four models. The MSE values are small and approximately the same for the Exponential, Spherical and Cubic models, but clearly larger for the Gaussian model. The MSDE shows little differences. According to the judged criterion, the Exponential model is the best one which also indicates that the exponential model prediction is used for prediction. Besides, the correlation coefficients between the predicted and observed values are 0.8581, 0.8313, 0.8336 and 0.7670, respectively.

Table 1. Errors comparison of the four models

| Model      | ME    | MSE  | MSDE |
|------------|-------|------|------|
| Exponential| -0.00091 | 0.001 | 1.86 |
| Spherical  | -0.00087 | 0.001 | 2.33 |
| Cubic      | -0.00018 | 0.001 | 0.77 |
| Gaussian   | -0.00011 | 0.002 | 1.34 |

4. Conclusion
In this paper, wind speed data are chosen to investigate the application of geostatistical kriging technology. The wind speed was treated as geostatistical variables that were modelled through the spatial variogram. The correlations of wind speed between lag distances were analyzed with different fitting models. Besides, the UK and OK were employed to carry out short-term wind speed prediction and validate the proposed method’s superiority. The results indicated that the UK method could be successfully used for short-term wind speed prediction.
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