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Controllable person image generation aims to produce realistic human images with desirable attributes (e.g., the given pose, cloth textures or hair style). However, the large spatial misalignment between the source and target images makes the standard architectures for image-to-image translation not suitable for this task. Most of the state-of-the-art architectures avoid the alignment step during the generation, which causes many artifacts, especially for person images with complex textures. To solve this problem, we introduce a novel Spatially-Adaptive Warped Normalization (SAWN), which integrates a learned flow-field to warp modulation parameters. This allows us to align person spatial-adaptive styles with pose features efficiently. Moreover, we propose a novel self-training part replacement strategy to refine the pretrained model for the texture-transfer task, significantly improving the quality of the generated cloth and the preservation ability of irrelevant regions. Our experimental results on the widely used DeepFashion dataset demonstrate a significant improvement of the proposed method over the state-of-the-art methods on both pose-transfer and texture-transfer tasks. The source code is available at https://github.com/zhangqianhui/Sawn.

Fig. 1. Our controllable person image generation results: (a) pose transfer task; (b) texture transfer task.
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1 INTRODUCTION

In recent years, Generative Adversarial Networks (GANs) have shown a significant improvement in synthesizing realistic images [6, 26, 27] given a large amount of training data. Moreover, GANs opened the door to many creative applications, such as image translation [7, 67], image inpainting and editing [22, 41, 65], image animation [59, 66], including person image generation. Person image generation attracted a lot of attention in computer graphics and computer vision, due to its usefulness in data augmentation for surveillance [42], fashion design [15] and virtual try-on [13]. Compared to other common image types, a human image has rich variations in poses, clothing, hair styles, body shape, self-occlusions and other factors. Because of this, it is not easy to synthesize human images in a new target pose or wearing a new cloth without a 3D textured model for this specific person as supervision. Initial progress...
has been made in the pose-guided person image generation task or pose-transfer for short. In the pose-transfer task, we are given a source image and a target pose and we are asked to generate a person from the source image in the target pose. The pose-guided person image generation task was proposed by [35] and some improved models have been proposed [48, 51, 69]. Most of them follow a GAN architecture with an autoencoder-like generator which takes as input the target pose, usually represented by keypoints, and the person appearance, represented by an RGB image.

Recently, ADGAN [35] proposes an architecture for controllable person image generation which can be regarded as a generalization of the pose-guided person image generation. ADGAN [35] is not only able to perform the pose-transfer task, but also allows to transfer a texture of a particular person region while preserving the style of the irrelevant person regions. In more detail, given the source and reference images and the mask of a particular region, texture-transfer aims to copy the texture of the given segment from the reference image to the source image (see Fig. 1). Specifically, ADGAN is based on the ‘semantic image synthesis architecture’ [56], which learns to map a skeleton pose to an image by means of the style encoder that transfers the person style into pose features with the help of Adaptive Instance Normalization (AdaIN) [19].

However, as shown in Fig. 2 (3rd column), ADGAN tends to synthesize very blurry textures which lack the details. We argue that ADGAN learns the style parameters for AdaIN with multi-layer perceptrons, which neglects the spatial information of styles in person appearance. For example, given a person image, the body skin, garment, and hair styles should have different style features, and even the style is spatially-adaptive for different local regions of the garment. Thus, some researches have proposed the spatially-adaptive normalization which learns style parameter with spatial information for semantic image editing tasks [38, 68]. However, the spatially-adaptive instance normalization directly used in person image generation would lead to the spatial misalignment problem in the feature space between style parameters and pose features. In more details, the previous methods [25, 35] learn the mapping from the target pose to the target appearance by using the source appearance as the style input, which encounters the feature misalignment problem between the target pose and the source style. Recently, PISE [25] proposes a spatially-aware normalization and uses VGG features to constrain pose and style features in the same domain. However, we observe that PISE also fails in generating and transferring complex textures (Fig. 2, 4th column), as its constraint is very weak and lacks an explicitly spatial warping operation to align style parameters and pose features.

To solve this problem, we propose a novel spatially-adaptive warped normalization (SAWN) which takes the learned flow-field as the condition to warp the scales and bias of modulation in the normalization to align the style features with the pose features. This operation is applied for multiple scales of the decoder. Additionally, we propose a self-training part replacement strategy to refine the trained model, which could further improve the quality of the generated samples and preserve the consistency of other regions. In more detail, we finetune the network by performing texture-transfer task by person part replacement operation between the same person in different poses. This two modifications bring a significant improvement to the quality of the generated textures (see Fig. 2 (5th column)).

In summary, the main contributions of this work are:

1) We propose a novel spatially-adaptive warped normalization which integrates the learned flow field to warp the scales and bias parameters to align the style and pose features.

2) We propose a novel training strategy, i.e., the self-training part replacement to refine the trained model, which reduces the discrepancy between the training and test phases, and further improve the quality of texture-transfer results and attain better preservation of some regions.

3) Our model achieves state-of-the-art pose-guided person image generation results and outperforms all existing methods in the texture-transfer task, especially for complex textures.

2 RELATED WORK

Pose-Guided Person Image Generation. In the short span of five years, generative adversarial networks (GANs) [10] opened the door to many creative applications and have come to dominate the field of image inpainting [22], image editing [2, 41, 65], 2D and 3D image synthesis [1, 3, 7, 13, 20, 36, 39, 52, 63, 67] and person image generation. Most of the models for person image generation are based on GANs and can be divided into two groups depending on the underlined target pose representation, i.e., 2D keypoints or SMPL [32] correspondences which are estimated using DensePose [12].

The first group of approaches [5, 17, 30, 33, 34, 50, 51] exploit keypoints encoded as heatmaps. This approach was initially proposed by PG2 [33]. Specifically, PG2 [33] consists of two key stages: first, a U-Net is used to generate a coarse person image with a target pose, then another U-net is used to refine the image generated previously. However, the photorealistic person generation with accurate preservation of complicated textures is beyond the reach of this model, as this model struggles to handle large spatial variations and non-rigid deformation between different poses. Then, a set of studies explored ways to handle the deformation between different poses [44, 48, 69].
to attain more realistic results. Rather than working directly with the RGB texture for inpainting, Grigorev et al. [11] predict the coordinates of the texture elements in the input UV-space and extract the colors from the source images to generate the final textures. Finally, Kripasindhu et al. [47] employ a learned high-dimensional UV feature map to encode the appearance using the inpainting module. Then, the UV feature map is rendered in the desired target pose and is passed through a translation network that creates the final rendered image. However, the results of these methods have visual artifacts as it is difficult for the inpainting model to construct the precise UV texture since it has no UV ground truth for training.

In this paper, we exploit keypoints instead of SMPL.

**Person Texture-Transfer.** This task aims to produce realistic person images where the texture of one or several person regions is inherited from the reference image, while other person regions remain intact. Men et al. [35] propose a novel architecture (ADGAN) for this task, and their model regards the pose as content, person image as style, and transfers the style code into the target pose by using a style module based on adaptive instance normalization [19]. Other works [68, 70] are based on the general semantic image synthesis model and can be used to implement the manipulation of the person attributes. However, a large spatial misalignment between the source segmentation and target garments is not taken into account which causes low-quality generation for images with large pose variations and complex textures. Recently, PISE [25] presented a spatial-aware normalization and used the VGG feature to put the pose and style features into the same feature space. However, PISE also fails in generating and transferring complex texture, as it lacks an explicit spatial warped operation to align pose and style features. Concurrent with our work, Sarkar et al. [46] propose a StyleGAN-based method that exploits SMPL [32] correspondences for instance, Siarohin et al. [48] propose a deformable skip connection for the generator which "move" local information according to the structural deformations from different poses. However, this method requires the pre-defined transformation components, which limits its applications. Zhu et al. [69] propose progressive attention transfer blocks (PATBs) in feature level which could focus on the local transfer in the manifold, therefore circumventing the difficulty of capturing the pose variation in the global structure. Then, Tang et al. [51] optimize the PATBs module of Pose-Attn [69] with a mutually learning module between appearance and pose. However, both methods still struggle to generate photorealistic person images with accurate preservation of the complex textures, as these methods do not explicitly learn the spatial transformation between different poses. Recently, Ren et al. [44] propose a GFLA module to explicitly warp the features with the learned flow field. Additionally, their local-attention module avoids the poor gradient propagation of the bilinear sampling. Compared with the previous methods, GFLA achieves high-quality results, but excessive freedom in feature warping leads to erroneous preservation of the global identity information. Additionally, GFLA cannot perform texture-transfer tasks, as it lacks the disentangled module for appearance.

The second group of approaches is based on the rich 3D SMPL [32] correspondences as pose presentation. For instance, Neverova et al. [37] use DensePose to guide the proposed predictive module and the warping module. The warping module aims to warp the texture to the UV coordinates and performs the inpainting for UV texture, then warps back to the target image. At the same time, the predictive module is a generative model conditioned on the DensePose. The results from the two modules are passed into the blending module to attain more realistic results. Rather than working directly with the UV coordinates and performs the inpainting for UV texture, then warps back to the target image. At the same time, the predictive module is a generative model conditioned on the DensePose. The results from the two modules are passed into the blending module to attain more realistic results. Rather than working directly with the UV coordinates and performs the inpainting for UV texture, then warps back to the target image. At the same time, the predictive module is a generative model conditioned on the DensePose. The results from the two modules are passed into the blending module to attain more realistic results. Rather than working directly with the UV coordinates and performs the inpainting for UV texture, then warps back to the target image. At the same time, the predictive module is a generative model conditioned on the DensePose. The results from the two modules are passed into the blending module to attain more realistic results.
as pose presentation and their model achieves high-quality generation and garment transfer results. Compared with it, our model does not exploit this 3D representation information to guide the generation.

Additionally, the person texture-transfer generation task is very similar to the virtual try-on task, which transfers a desirable clothing item onto the corresponding person [14, 24, 43, 55, 61, 62]. We argue that the differences lie in two aspects. First, our task in this paper is to edit multiple person regions, in addition to the garment. Second, in this task, we transfer the complex textures into the garment of the source person while we preserve the shape of the garment in this source person.

**Conditional Normalization** has been widely used for various vision tasks, such as style transfer [18], image translation [8, 21, 29, 38, 68], super-resolution [57] or random image generation [26]. Differently from previous unconditional normalization techniques [23, 53, 60], conditional normalizations [9, 18] requires external data which are used to infer the modulation parameters. Then, normalized activations are modulated by the scales and bias parameters previously inferred. Based on the adaptive instance normalization (AdaIN) [18], Taesung et al [38] propose a spatially-adaptive normalization which can effectively propagate the semantic information through the network while preserving the spatial information of the semantic representation. Some variations based on the spatially-adaptive normalization include conditional group normalization by the semantic representation. Some variations based on the spatially-adaptive normalization include conditional group normalization by the semantic representation. Some variations based on the spatially-adaptive normalization include conditional group normalization by the semantic representation. Some variations based on the spatially-adaptive normalization include conditional group normalization by the semantic representation.

**Spatially-Adaptative Normalization** was initially introduced for style-transfer task [19]. Let \( h^i \in \mathbb{B}^{x \times y \times w \times w^i} \), where \( B, C^i, H^i \) and \( W^i \) represent batch size, number of channels, height and width respectively, denote the activations of the \( i \)-th layer in decoder. Spatially-adaptive instance normalization can be generally formulated as:

\[
\hat{h}_{b,c,y,x}^i = \lambda_{b,c}^i \frac{h_{b,c,y,x}^i - \mu_{b,c}^i}{\sigma_{b,c}^i} + \beta_{b,c}^i.
\]

where \( \hat{h}_{b,c,y,x}^i \) is the normalized value at index \((b, c, y, x)\), where \( b \in [0, B - 1] \), \( c \in [0, C^i - 1] \), \( y \in [0, H^i - 1] \), \( x \in [0, W^i - 1] \) and \( \lambda^i \in \mathbb{R}^{B \times C^i} \) and \( \beta^i \in \mathbb{R}^{B \times C^i} \) are the learned scale and bias. Usually both scale and bias are inferred by a multi-layer perceptron. Finally, \( \mu^i \) and \( \sigma^i \) are
the mean and standard deviation of the input activations \( h^i \) which can be computed as:

\[
\mu^i_{b,c} = \frac{1}{H \times W} \sum_{y, x} h^i_{b,c,y,x}, \\
\sigma^i_{b,c} = \sqrt{\frac{1}{H \times W} \sum_{y, x} (h^i_{b,c,y,x} - (\mu^i_{b,c}))^2}. 
\]

To this end, both modulation parameters \( \lambda \) and \( \beta \) and normalization parameters \( \sigma \) and \( \mu \) are the same across spatial coordinates.

**Spatially-Adaptive Instance Normalization.** As mentioned above, the previous baseline ADGAN uses the global style description provided by AdaIN and neglects the spatial information of the person image, which leads to unrealistic texture transfer. Thus, the modulation parameters \( \lambda^i \) and \( \beta^i \) should be spatially-adaptive, which means that they have the same spatial dimension as the input activations \( h^i \). Spatially-adaptive instance normalization can be defined as:

\[
\tilde{h}^i_{b,c,y,x} = \lambda^i_{b,c,y,x} \frac{h^i_{b,c,y,x} - \mu^i_{b,c}}{\sigma^i_{b,c}} + \beta^i_{b,c,y,x}. 
\]

### 4 METHOD

As shown in Fig. 3, our architecture consists of a flow encoder, a pose encoder, a style encoder, and a decoder with spatially-adaptive warped normalization (SAWN) module. The pose encoder takes the target pose \( p_t \) as input and extracts the pose features. The flow encoder takes the source pose \( p_s \), the target pose \( p_t \) and the source person image \( x_s \) as input and output multi-scale flow fields \( \{w^i\}_i \) (\( N_s \) is the number of scales) and occlusion masks \( \{m^i\}_i \).

The style encoder takes the source person and the corresponding semantic segmentation \( M_s \) to extract region-aware style codes \( s^i \) in multiple scales, and then predicts the modulation parameters \( \lambda^i \) and \( \beta^i \) using a single conv-block. The decoder consists of several SAWN blocks taking the learned flow field \( w^i \), occlusion mask \( m^i \), modulation parameters \( \lambda^i \) and \( \beta^i \), and previous layer features \( h^{i-1}_d \) as inputs and generating a new feature \( h^{i+1}_d \). This process is repeated at each scale \( i \). Finally the decoder produces the output image \( x_t \). The SAWN block aims to align the style features with pose features by warping the modulation parameters. Later the warped parameters are used to modulate the normalized features. Our SAWN extends the spatially-adaptive instance normalization presented in Section 3 and the details are introduced below.

**Spatially-Adaptive Warped Normalization.** Based on the spatially-adaptive instance normalization, we propose a spatially-adaptive warped normalization (SAWN) to align the modulation parameters \( \lambda^i \) and \( \beta^i \) with the target pose feature and then modulate the normalized pose feature using the warped parameters. As shown in the bottom-right of Fig. 3, SAWN takes the feature \( h^i \) and other four parameters as inputs: scale \( \lambda^i \), bias \( \beta^i \), learned flow-field \( w^i \) and occlusion mask \( m^i \).

In detail, first we normalize features \( h^i \) to attain normalized features \( h^i_{\text{norm}} \). Then, we employ the flow-field \( w^i \) (two channels) to warp \( \lambda^i \) and \( \beta^i \) to attain warped parameters \( \hat{\lambda}^i \) and \( \hat{\beta}^i \) by means of a bilinear sampling:

\[
\hat{\lambda}^i(b,c,y,x) = \lambda^i[b,c;y + w^i_{b,1,1,y,x} + w^i_{b,2,2,y,x}], \\
\hat{\beta}^i(b,c,y,x) = \beta^i[b,c;y + w^i_{b,1,1,y,x} + w^i_{b,2,2,y,x}],
\]

where the square brackets represent the bilinear interpolation. Since the style parameter \( \lambda^i \) inferred from the source appearance does not provide all the content of the target appearance, due to the frequent self-occlusion, we perform an alpha blending between the scale \( \hat{\lambda}^i \) and input activations \( h^i \) using the occlusion mask \( m^i \). Our SAWN can be defined as:

\[
\tilde{h}^i = ((\hat{\lambda}^i \odot m^i + h^i \odot (1 - m^i)) \odot h^i_{\text{norm}}) \odot \hat{\beta}^i.
\]

As shown in Fig. 3, we use SAWN in every scale of the decoder. We tested several blending combinations and found that blending \( h^i \) and \( \hat{\lambda}^i \) performs best. Additionally, we do not perform the blending for the parameter \( \hat{\beta}^i \), as the style influence is predominantly provided by the scale and not by the bias [27].

**Region-Wise Spatially-Adaptive Encoder.** To perform texture-transfer guided by the reference person region, we employ semantic segmentation to disentangle person attributes, such as garment and hair. As shown in the bottom-left of Fig. 3, we obtain the person parts \( \{x_j^i\}_{j=1}^{N_m} (N_m \text{ is the number of the segmentation labels}) \) by using the corresponding segmentation mask \( M^i_0 \) multiplied with the person image \( x_s \). Then, each part of \( \{x_j^i\}_{j=1}^{N_m} \) is used as input of the style encoder to obtain the corresponding style codes. Finally, the style codes for all parts are concatenated into \( s^i_0 \), which is later processed by a single conv-block to produce the spatially-adaptive modulation parameters \( \lambda^i \) and \( \beta^i \). Since the style codes are separately extracted from each person part and then concatenated, the input of the conv-block is disentangled with respect to the specific person regions, and this facilitates replacing the individual parts of the source person with the corresponding target parts. We refer to our style encoder as the region-wise spatially-adaptive style encoder.

**Self-Training Part Replacement Strategy.** The previous texture-transfer methods [25, 35] are usually trained in the same way as pose-guided generation methods, and at a test time the style code of the source person region is replaced with the reference person region. Since the model never observed such mixed style codes from different images at the train time, this causes a substantial quality degradation and bad texture preservation in the generated images. As shown in the Fig. 4, we propose a self-training part replacement architecture that integrates the part replacement operation by a self-training strategy.

In detail, we use the same training data as the architecture of Fig. 3, but there are two important differences. First, we use the source pose \( p_s \) and person \( x_s \) to reconstruct \( x_t \) instead of target person \( x_t \), and we will randomly replace one part \( x_j^i \) of the source person \( x_s \) using part \( x_j^i \) from the target person \( x_t \) to produce mixed style codes in our style encoder. Second, we propose to use the segmentation mask \( M^i_0 \) from \( M^i_0 \) as an additional input of the SAWN block, which indicates the part that needs to be replaced. Note that \( M^i_0 \) is used to perform local warped modulation and to preserve
other regions. Additionally, we use the same flow encoder with the architecture of Fig. 3.

As shown in bottom-right of Fig. 4, we can define the new SAWN with $M_2^i$ as:

$$
\tilde{h}_{\text{warp}}^i = \left(\lambda_1 \odot m^i + h^i \odot (1 - m^i)\right) \odot h_{\text{norm}}^i \odot \tilde{\beta}^j,
$$

$$
\tilde{h}_{\text{nowarp}}^i = \left(\lambda_1 \odot h_{\text{norm}}^i\right) \odot \beta^j,
$$

$$
\hat{h}^i = \left(\lambda_1 \odot h_{\text{norm}}^i\right) \odot \beta^j + \tilde{h}_{\text{nowarp}}^i \odot (1 - M_2^i),
$$

where $\tilde{h}_{\text{warp}}^i$ and $\tilde{h}_{\text{nowarp}}^i$ indicate the modulation features obtained using warped parameters and obtained without warped parameters.

**Training Losses.** Similar to the previous baselines [25, 35], we employ four losses: adversarial loss $\ell_{\text{adv}}$, L1 reconstruction loss $\ell_{\text{recon}}$, VGG style loss $\ell_{\text{vgg}}$, and VGG content loss $\ell_{\text{vgg}}$, for training both models. The overall loss is defined as:

$$
\ell_{\text{all}} = \lambda_1 \ell_{\text{adv}} + \lambda_2 \ell_{\text{recon}} + \lambda_3 \ell_{\text{vgg}} + \lambda_4 \ell_{\text{vgg}}.
$$

where $\lambda_1, \lambda_2, \lambda_3$ and $\lambda_4$ are hyper-parameters controlling the contribution of each loss term. Additionally, our discriminator just takes fake or real person images as input and does not use any other conditional information.

**How to Perform Both Tasks in the Test Phase?** We employ the model of Fig. 3 for pose-transfer (pose-guided person image generation) task (see Section 5.4.1). For the texture-transfer, on the other hand, we employ the model of Fig. 4, but use the person with a different identity as the reference image to produce results with the desired person attributes (see Section 5.4.2).

5 EXPERIMENTS

5.1 Dataset

We evaluate our model on the DeepFashion [31] (in-shop clothes retrieval benchmark) dataset, which is widely used in person image generation tasks. DeepFashion contains 52,712 person images with various poses and appearances, and each image has a resolution of 176×256. We resize all the images into 256×256 for both training and testing. We split the dataset following ADGAN [35], other state-of-the-art methods also adopt the same data configuration. In more detail, 101,966 pairs are randomly selected for training and 8,570 for testing. Additionally, we use the same segmentation masks for person images as ADGAN, obtained from the human parser [4]. For the evaluation of the texture transfer task, we sample 8,570 pairs with different identity from the test dataset, and select ‘Pants’, ‘Hair’, ‘Face’, ‘Tops’ regions for each pair.

5.2 Implementation Details

We follow the GFLA [44] to pretrain the flow encoder with the sampling correction loss to constrain the flow field to sample semantically similar regions and the regularization loss to force warping in local region to behave similar to affine transformation. More details can be found in the GFLA [44]. We set $\lambda_1=2.0, \lambda_2=5.0, \lambda_3=0.5,$ and $\lambda_4=0.0025$. Additionally, we use the Instance Normalization [54] for the layers in both discriminator and generator. We use the ADAM [28] optimizer with $\beta_1=0.5, \beta_2=0.999$, and learning rate 0.0001 for training our model. All of the experiments are conducted on two 16GB Tesla V100 GPUs with the PyTorch framework [40].

5.3 Evaluation Metrics

The selection of metrics to evaluate the quality of the generated images remains an open problem. The previous methods [33, 35, 48, 51, 69] exploit Inception score (IS) [45] as a metric to evaluate the quality of the generated samples and SSIM [58] as a metric to evaluate the similarity between the generated samples and the ground truth. However, recent works have verified that Fréchet Inception Distance (FID) [16] and Learned Perceptual Image Patch Similarity (LPIPS) [64] are more correlated with human evaluation than IS and SSIM. Thus, we follow GFLA [44] and utilize FID and LPIPS to evaluate all the models for pose-transfer. For the evaluation of texture-transfer we employ FID to measure the realism of the generated images, moreover, we adopt LPIPS to evaluate the consistency of the person regions that should not be transferred, which can be obtained by the corresponding mask. We refer to LPIPS for these regions as Mask-LPIPS. Lastly, we conduct user studies to assess the subjective quality and ask volunteers to select the most realistic image from both ground truth and generated images. Specifically, 20 volunteers were asked to choose the most realistic synthesized image from all models. Each of them was asked 50 questions.

5.4 State-of-the-Art Comparisons

We evaluate our model on two tasks, i.e., pose-transfer (pose-guided image generation) and texture-transfer. For a fair comparison, we compare our model with the state-of-the-art methods conditioned on 2D keypoints. Then, we conduct ablation studies to evaluate the effectiveness of the proposed SAWN and self-training part replacement strategy.

5.4.1 Pose-Transfer. The qualitative comparisons with state-of-the-art methods are shown in Fig. 5. We can observe that XingGAN [51], Pose-Atttn [69] and ADGAN [35] have serious mode collapse appearance problems. GFLA [44] and PISE [25] on the other hand, suffer from serious appearance inconsistencies when generation assumes large spatial deformation. In contrast, our model could achieve sharper results with better appearance consistency, especially for complex texture transfer, for example, blue and black dress.
| Source | Target | Pose-Attn | XingGAN | GFLA | BiGraph | ADGAN | PISE | Ours |
|--------|--------|-----------|---------|------|---------|-------|------|------|

Fig. 5. Qualitative comparison between our method and the state-of-the-art methods, i.e., Pose-Attn [69], XingGAN [51], GFLA [44], BiGraph [50], ADGAN [35], and PISE [25] on the DeepFashion dataset.
in the 1st row. The quantitative results are shown in Table 1, and it quantifies the improvement of our model in this task. In more detail, our model outperforms other methods on both metrics FID and LPIPS, which demonstrates that our results are more realistic and have better consistency in appearance and pose. Moreover, the user studies show that our model generates the most realistic results. More results and comparisons can be found in our demo video.

5.4.2 Texture-Transfer. We provide texture-transfer results guided by different reference person regions in Fig. 6. We show the comparisons between our results and the two leading methods for the texture-transfer in garments. It can be observed that our model achieves more realistic texture transfer (see green box). Given different reference persons with complex textures in garments, our model can render this texture into the garment region of the source image while preserving other regions, such as face and hair (see blue box). Moreover, ADGAN suffers from mode collapse in texture generation and fails to generate sharp images. Meanwhile, PISE achieves sharper results than ADGAN but worse than our model. Moreover, it is hard for PISE to preserve other regions such as the face and hair.

Moreover, we show more region transfer results, such as pants, hair style in Fig. 7. We arrive at a similar conclusion when comparing ours with both ADGAN and PISE. Specifically, ADGAN produces very blurry textures with missing original features ‘Pants’ region, comparing with both the 2nd and 3rd column results. PISE also fails in preserving the other regions, such as face identity and sweater texture in Fig. 7(b).

Quantitative results have been shown in Table 2. Our model attains better FID and LPIPS scores in both ‘Pants’ and ‘Tops’ regions, and achieves better FID scores in all semantic regions, which indicates our model not only generates more realistic person images but also preserves better consistency of irrelevant attributes for ‘Pants’ and ‘Tops’ transfer tasks.

Overall, the qualitative and quantitative comparisons validate the effectiveness and superiority of our method on pose-transfer (pose-guided person image generation) and texture-transfer tasks. More results and comparisons can be found in our demo video.

5.5 Ablation Study
We conducted ablation studies to demonstrate the effectiveness of our proposed SAWN and self-training part replacement strategy, which we referred to as STPR.

Effect of SAWN. As shown in Fig. 8(a), we present the comparison between our full model with SAWN and our model with SAN (spatial-adaptive normalization without warping) instead of SAWN. We observe that our full model achieves sharper results than ADGAN but worse than our model. Moreover, it is hard for PISE to preserve other regions such as the face and hair.

Moreover, we show more region transfer results, such as pants, hair style in Fig. 7. We arrive at a similar conclusion when comparing ours with both ADGAN and PISE. Specifically, ADGAN produces very blurry textures with missing original features ‘Pants’ region, comparing with both the 2nd and 3rd column results. PISE also fails in preserving the other regions, such as face identity and sweater texture in Fig. 7(b).

Quantitative results have been shown in Table 2. Our model attains better FID and LPIPS scores in both ‘Pants’ and ‘Tops’ regions, and achieves better FID scores in all semantic regions, which indicates our model not only generates more realistic person images but also preserves better consistency of irrelevant attributes for ‘Pants’ and ‘Tops’ transfer tasks.

Overall, the qualitative and quantitative comparisons validate the effectiveness and superiority of our method on pose-transfer (pose-guided person image generation) and texture-transfer tasks. More results and comparisons can be found in our demo video.
Controllable Person Image Synthesis with Spatially-Adaptive Warped Normalization

Fig. 7. More qualitative comparison of texture transfer between our method (4th row), ADGAN (2nd row) [35], and PISE (3rd row) [25]. (a, b, c) represent skirt, pants, and hair transfer, respectively.

Table 2. Quantitative results between our ours with state-of-the-art methods on DeepFashion.

| Method  | Pants | Hair | Face | Tops |
|---------|-------|------|------|------|
|         | FID ↓ | Mask-PIPS ↓ | FID ↓ | Mask-LPIPS ↑ | FID ↓ | Mask-LPIPS ↑ | FID ↓ | Mask-LPIPS ↑ |
| ADGAN [35] | 14.80 | 0.057 | 15.23 | 0.061 | 15.13 | 0.049 | 14.37 | 0.195 |
| PISE [25]   | 18.95 | 0.056 | 18.84 | 0.057 | 18.99 | 0.050 | 18.55 | 0.190 |
| Ours       | 10.50 | 0.055 | 11.32 | 0.061 | 10.96 | 0.060 | 11.92 | 0.056 |

Table 3. Quantitative results between our full model and this model without STPR. STPR: self-training part replacement strategy.

| Method | Pants | Hair | Face | Tops |
|--------|-------|------|------|------|
|         | FID ↓ | Mask-PIPS ↓ | FID ↓ | Mask-LPIPS ↑ | FID ↓ | Mask-LPIPS ↑ | FID ↓ | Mask-LPIPS ↑ |
| w/o STPR | 12.13 | 0.056 | 13.00 | 0.061 | 12.13 | 0.056 | 15.72 | 0.057 |
| Our full model | 10.50 | 0.055 | 11.32 | 0.061 | 10.96 | 0.061 | 11.92 | 0.056 |

Effect of Self-Training Part Replacement Strategy (STPR). As shown in Fig. 8(b), we observe that our full model could better preserve other regions than models without STPR. The 1-2 rows of Fig. 8(b) show that our full model could transfer the complex texture into the target person while preserving the pose of the source and face identity. On the other hand, the variant without STPR introduces substantial quality degradation in the face region and pose. Additionally, the 3rd row indicates that our refined strategy could provide a complete texture transfer. Table 3 demonstrates the quantitative comparison. Specifically, the full model with STPR shows obvious improvements in FID scores over all regions, for example, from 12.13 to 10.96 for ‘Face’ region, from 15.72 to 11.92 for ‘Tops’ region. This demonstrates that STPR could improve the realism of the transferred results. Moreover, the full model with STPR attains better Mask-LPIPS scores in most regions, which demonstrates the better preservation of the irrelevant source parts.

warped operation to align the features. As depicted in Table 4, our full model outperforms the variant with SAN on both LPIPS and FID metrics, which further demonstrates the effectiveness of our proposed SAWN.

Moreover, we visualize the learned flow fields and occlusion masks in Fig. 9. We apply the learned flow fields (2nd column) to directly warp input person (1st column) and obtain the warped results in pixel level (3rd column). It can be observed that the warped results in the pixel level have a very similar shape and appearance as the generated results (5th column) and target person (6th column), which further validates the ability of our model to learn the reasonable flow fields. Additionally, the learned occlusion masks (4th column) also have the same shape as the target person, which indicates that our model can focus on the foreground region and select the most useful information from the source image.
6 CONCLUSIONS AND DISCUSSION

In this paper, we propose a novel spatially-adaptive warped normalization (SAWN) which aims to warp the modulation parameters to align the style and pose features. This block significantly improves the quality of the generated person image with complex poses and achieves a very realistic transfer of texture, especially the complex one. With extensive experiments, we validate the effectiveness and superiority of the proposed model compared to the state-of-the-art methods. Although our method can achieve compelling results in many cases, the results are far from photorealistic in some cases, and there are still several limitations to be addressed in the future.

**Inaccurate Segmentation Labels.** Recent methods \cite{25, 35} and our method employ segmentation labels to disentangle the semantic parts of the person. However, the segmentation labels are generated by the parsing network. Thus they could be inaccurate, which causes the incorrect transfer in the texture-transfer task. To this end, we expect that training with ground truth segmentation could boost the performance significantly. Additionally, improved semantic segmentation could bring an additional performance boost at the test time.

**Lack of Control over The Point of View.** Our model, as well as other existing methods based on 2d keypoints, can synthesize person
images with the novel pose (extracted from the target image) but cannot generate the same person in a different view (given the new camera parameters). We plan to improve our method with control over view direction and camera parameters.
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