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Recent conductivity measurements performed on the hole-doped two-leg ladder material Sr$_{14-x}$Ca$_x$Cu$_{24}$O$_{41}$ reveal an approximately linear power law regime in the c-axis DC resistivity as a function of temperature for $x = 11$. In this work, we employ a bosonic model to argue that umklapp processes are responsible for this feature and for the high spectral weight in the optical conductivity which occurs beyond the finite frequency Drude-like peak. Including quenched disorder in our model allows us to reproduce experimental conductivity and resistivity curves over a wide range of energies. We also point out the differences between the effect of umklapp processes in a single chain and in the two-leg ladder.
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I. INTRODUCTION

Ladder materials have been the focus of much theoretical and experimental work over the last few years [1]. These materials, which consist of planes of copper-oxygen ladders separated by charge reservoir layers of other atoms, are interesting for a number of reasons. In terms of structure and behaviour there are similarities to the high-$T_c$ cuprate materials. For example, hole doped two-leg ladders exhibit a spin gap and the doped holes form pairs with a $d_{x^2-y^2}$ structure. Experimentally, a roughly linear temperature dependence of the resistivity has been observed in both doped ladders [3] and in the high-$T_c$ cuprates [4]. In addition, the copper-oxygen “ladders” are weakly coupled to one another, giving rise to a quasi one-dimensional system. This is interesting because there are analytical techniques for studying one-dimensional systems, and, perhaps more importantly, one-dimensional electronic systems exhibit Luttinger liquid behaviour characterized by bosonic collective excitations and spin-charge separation. Ladder systems provide an opportunity to study such behaviour, which is not normally found in higher dimensional systems.

Sr$_{14-x}$Ca$_x$Cu$_{24}$O$_{41}$ is an example of an experimentally realizable ladder compound [5]. This material, in comparison with other ladder materials, is easily fabricated and has received considerable attention from experimentalists. The structure of this compound consists of three unique layers: a copper-oxygen two-leg ladder layer, a CuO$_2$ chain layer, and a layer of Sr and Ca atoms. By replacing Sr atoms with Ca atoms, pre-existing holes can be moved from the chains to the ladders. For $x = 0$, the ladders are undoped and have a ground state with strong antiferromagnetic correlations.

Conductivity measurements have been performed on Sr$_{14-x}$Ca$_x$Cu$_{24}$O$_{41}$ for $x = 8$ and $x = 11$ [2]. The c-axis (parallel to the legs) resistivity, $\rho_c$, and conductivity, $\sigma_{1c}$, for $x = 11$ are of particular interest. For this doping the resistivity shows insulating behaviour at low temperatures and metallic behaviour above $T \approx 100$ K. The conductivity has a low-frequency peak located at a finite frequency ($\omega \approx 50$ cm$^{-1}$). At higher frequencies there is considerable spectral weight.

Conductivity of single one-dimensional chains in the presence of either quenched disorder or umklapp processes has been studied in various theoretical papers [5, 6]. The effects of quenched disorder in two-leg ladders have also been examined in detail [9, 10]. In one such paper, Kim [10] explains the low temperature insulating behaviour and the low frequency optical conductivity peak of the Sr$_{14-x}$Ca$_x$Cu$_{24}$O$_{41}$ two-leg ladder. Also, Qin et al. [11] have recently examined the conductivity properties of the doped two-leg ladder using a mean field holon-spinon treatment. However, an explanation of the metallic behaviour in resistivity above 100 K, specifically the monotonic increase in resistivity, for $x = 11$ has not yet been presented. It has been suggested [10] that disorder, in the presence of pairing fluctuations, may provide an explanation provided spin fluctuations are suppressed by the presence of a gap. The purpose of this paper will be to examine the roles which quenched disorder and umklapp processes play in these regimes. Specifically, we demonstrate that disorder cannot be responsible for the observed phenomena whereas umklapp processes provide a plausible explanation, as they do for the high-$T_c$ cuprates [12]. In addition, we will illustrate the differences between umklapp processes in a single chain and in a two-leg ladder.

The plan of the paper is as follows. In Sec. II, we present the model Hamiltonian used to describe the two-leg ladder with umklapp processes and disorder. This Hamiltonian may be derived in the case of weak coupling, but becomes a phenomenological model in the strong coupling case. In Sec. III, we present some scaling results which demonstrate that, at high energies, quenched disorder gives rise to a decreasing resistivity or a resistivity with little temperature dependence (depending on whether spin fluctuations are present or not) whereas umklapp processes can give rise to a resistivity which is approximately linear in $T$. In Sec. IV, we present a renormalization group (RG) analysis for umklapp processes and disorder. Using this RG analysis and NMR results from Fujiyama et al. [13], we argue that the scaling results of Sec. II apply to the Sr$_3$Ca$_{11}$Cu$_{24}$O$_{41}$ two-leg
ladder. We also discuss how perturbative calculations of conductivity, which should be valid at energies well above the charge and spin gap energies, are also valid, at least qualitatively, until localization effects take over at low energies. In Sec. III we perform perturbative calculations for conductivity using the memory function formalism, in analogy with Giamarchi’s calculation [3] for the single chain with umklapp processes. Finally, in Sec. VI, we use the perturbative calculations of Sec. III along with the scaling equations of Sec. IV to produce conductivity curves which resemble the experimental results of Ref. [4].

II. MODEL

A. Clean System

The Hamiltonian for the clean two-leg Hubbard Ladder is given by

\[ H = -t \sum_{i,s} \left( c_{i+1,s}^\dagger c_{i,s} + c_{i,s}^\dagger c_{i+1,s} \right) + \sum_{i,s} \left( d_{i+1,s}^\dagger d_{i,s} + d_{i,s}^\dagger d_{i+1,s} \right) + U \sum_{i} \left( n_{i↑} n_{i↓} + U n_{i↑} n_{i↓}^\dagger \right), \]

where the \( c_{i,s} \)’s annihilate fermions in spin state \( s \) from the \( i^{th} \) site on one leg and the \( d_{i,s} \)’s perform the same operation on the other leg. Also, \( : \) represents normal ordering with respect to the filled Fermi sea. To investigate the properties of this model, we begin by making a transformation to the bonding/antibonding operators,

\[ \frac{b_{i,s}}{a_{i,s}} = \frac{c_{i,s} \pm d_{i,s}}{\sqrt{2}}. \]

The resulting free Hamiltonian (\( U = 0 \)) has a band structure consisting of two cosine dispersion relations separated by \( 2t_\perp \), where \( t_\perp \) is the hopping energy along a rung.

Next we linearize about the Fermi points and take a continuum limit as in Ref. [4]. The continuum Hamiltonian will be composed of chiral field operators, \( \psi_{L/R,b/a,\uparrow/\downarrow} \), where \( L/R \) refers to left/right moving fermions, \( b/a \) refers to the bonding/antibonding band, and \( \uparrow/\downarrow \) refers to spin up/down. Specifically, the interaction terms will be of the form \( e^{iqx} \psi_{a}^\dagger \psi_{b} \psi_{a} \psi_{b}^\dagger \), with \( q \) being one of \( \{ 0, 2k_{b/a}, 4k_{b/a}, 2(k_{a} \pm k_{b}) \} \), where \( k_{b/a} \) is the Fermi momentum of the antibonding/bonding band. At low energy scales, only the \( q = 0 \) terms are important, unless one of the other \( q \) values is near a reciprocal lattice vector (giving rise to umklapp processes). For now we will ignore such processes and concentrate on the \( q = 0 \) case.

Since we are concerned with the low energy properties of the two-leg ladder, a cutoff of \( O(1/a) \), where \( a \) is the lattice spacing, may be introduced. This allows the well known Bosonization transformation [5] to be applied to the continuum Hamiltonian. Following Lin et al. [16], we perform this procedure and ignore interaction terms with irrelevant couplings. The resulting bosonic Hamiltonian is

\[ H = H_{\rho^+} + H_{\rho^-} + H_{\sigma^+} + H_{\sigma^-} + H_{\text{int}}, \]

where

\[ H_{\nu} = \frac{v_{\nu}}{2} \int dx \left[ K_{\nu} \pi_{\nu} + \frac{1}{K_{\nu}} (\partial_x \phi_{\nu})^2 \right], \]

and

\[ H_{\text{int}} = g_{c} \int \frac{dx}{a} \cos \sqrt{4\pi} \theta_{\rho} \cos \sqrt{2\pi} \phi_{\rho} \cos \sqrt{2\pi} \phi_{\sigma} + g_{a} \cos \sqrt{8\pi} \phi_{\rho} + g_{as} \cos \sqrt{8\pi} \phi_{\sigma} \].

A number of comments must be made about this Hamiltonian. First, we have neglected terms proportional to the difference between bonding and antibonding Fermi velocities in order to eliminate cross terms from the free Hamiltonian. This is a good approximation if \( t_\perp \) is smaller than 2\( t \) and neither band is very far from half filling. Second, in the non-interacting limit, \( H_{\text{int}} \rightarrow 0 \), \( u_\nu \) becomes the Fermi velocity, and the Luttinger parameters, \( \{ K_{\nu} \} \), become unity. Finally, something must be said about the boson fields themselves. Within the bosonization framework, fermionic densities are represented by gradients of boson fields. In the present case, charge density in the bonding/antibonding band is given by \( \frac{1}{\sqrt{\pi}} \partial_x \phi_{b/a}\). The remaining fields in Eq. (3) are defined as

\[ \phi_{\rho} = \frac{\phi_{\rho}}{\sqrt{2}}, \quad \phi_{\rho} = \frac{\phi_{\rho}}{\sqrt{2}}, \quad \pi_{i} = -\partial_x \theta_{i}. \]

Lin et al. [16] perform an RG analysis on the continuum fermion Hamiltonian for the two-leg ladder. By comparing the couplings in Eq. (3) to their counterparts in the fermion model, it is readily seen that \( g_{c} \) and \( g_{b/a} \) are relevant in the RG sense. This implies that the two spin modes are gapped and one charge mode is gapped. Also, in order to pin \( \theta_{\rho} \), the two spin modes must first be pinned. That is, the magnitude of the charge gap must be smaller than the spin gap. Although Eq. (4) may be derived from the Hubbard for small \( U \), numerical work [17] shows that there is no phase transition as one moves from weak to strong coupling. Therefore, we
take this Hamiltonian as a phenomenological model for the case of strong coupling as well.

The free part of the Hamiltonian in Eq. (3) is written in terms of the \( \phi_{x \pm} \) fields to eliminate cross terms which would appear if it had been written in terms of the \( \phi_{b/a\sigma} \) fields. The interaction part of the Hamiltonian is written in terms of the \( b/a\sigma \) fields in order to elucidate the gap properties of the system. However, it is convenient to express the entire Hamiltonian in terms of the \( \sigma^z \) fields when describing scaling and renormalization properties. The interaction part then becomes

\[
H_{\text{int}} = \frac{g_1}{a^2} \int dx \cos \sqrt{4\pi} \theta_{\rho^-} \cos \sqrt{4\pi} \phi_{\sigma^+} + \frac{g_2}{a^2} \int dx \cos \sqrt{4\pi} \theta_{\rho^-} \cos \sqrt{4\pi} \phi_{\sigma^-} + \frac{g_3}{a^2} \int dx \cos \sqrt{4\pi} \phi_{\sigma^+} \cos \sqrt{4\pi} \phi_{\sigma^-} + \frac{g_4}{a^2} \int dx \sin \sqrt{4\pi} \phi_{\sigma^+} \sin \sqrt{4\pi} \phi_{\sigma^-},
\]

where \( g_1 \) and \( g_2 \) are equal to \( g_c \), but will flow differently under RG, and \( g_\pm = (g_{as} \pm g_{bs})/2 \).

B. Scattering Mechanisms

1. Umklapp Processes

In the previous section, interaction terms of the form \( e^{iqx} \psi_{\alpha}^\dagger \psi_{\beta} \psi_{\beta} \psi_{\gamma} \) were ignored for non-zero \( q \) values. However, if any of the possible \( q \) values are close to a reciprocal lattice vector, then such terms will become important. With the restrictions on \( t_\perp \) and filling (\( t_\perp \) small compared to \( t \), and both bands not far from half-filling), the only \( q \) values which can satisfy this condition are \( \pm (4k_{b/a}, 2(k_a + k_b)) \). In these cases the net momentum transfers will be \( 2\pi/a - q \). When Bosonized, the umklapp terms become

\[
H_{\text{umk}} = \int dx \frac{a^2}{a^2} \cos (\sqrt{4\pi} \phi_{\rho^+} + \delta_{b+a} x) \left[ g_{a1} \cos \sqrt{4\pi} \phi_{\rho^-} - g_{a2} \cos \sqrt{4\pi} \phi_{\sigma^-} - g_{a3} \cos \sqrt{4\pi} \theta_{\sigma^-} \right] + g_{a4} \int \frac{dx}{a^2} \cos \left[ \sqrt{4\pi} (\phi_{\rho^+} + \phi_{\rho^-}) + \delta_{a} x \right] + g_{a5} \int \frac{dx}{a^2} \cos \left[ \sqrt{4\pi} (\phi_{\rho^+} - \phi_{\rho^-}) + \delta_{b} x \right],
\]

where

\[
\delta_{b+a} = \frac{2\pi}{a} - 2(k_a + k_b),
\]

and

\[
\delta_{b/a} = \frac{2\pi}{a} - 4k_{b/a}.
\]

Eq. (8) reveals an important difference between umklapp processes on a single chain and on a two-leg ladder.

For the chain, spin was completely decoupled from the charge carrying mode \( \sigma \). For the ladder, umklapp processes couple the charge mode, \( \rho^+ \), to spin. The consequences of this coupling will be discussed later.

2. Disorder

For one dimensional conductors, disorder has typically been modeled by a random on-site potential \( V_i \).

\[
H_{\text{dis}} = \sum_{i,p,s} \epsilon_{i,p} : n_{i,s,p} : \quad (12)
\]

where \( p \) is the leg label, \( i \) is the site label and \( s \) is the spin state label. Also, the disorder strength, \( \epsilon_{i,p} \), is taken from a Gaussian distribution of width, \( D \), which should be proportional to \( v_F/\tau \), where \( v_F \) is the Fermi velocity and \( \tau \) is the mean free path.

After switching to bonding/antibonding operators, taking the continuum limit and Bosonizing, the disorder Hamiltonian becomes

\[
H_{\text{dis}} = \int dx \frac{a^2}{a^2} \xi_1 e^{-i\sqrt{\pi}(\phi_{\rho^+} + \phi_{\rho^-})} \cos \sqrt{\pi}(\phi_{\sigma^+} + \phi_{\sigma^-}) + \int dx \frac{a^2}{a^2} \xi_2 e^{-i\sqrt{\pi}(\phi_{\rho^+} - \phi_{\rho^-})} \cos \sqrt{\pi}(\phi_{\sigma^+} - \phi_{\sigma^-}) + \int dx \frac{a^2}{a^2} \xi_3 \left( e^{-i\sqrt{\pi}(\phi_{\rho^+} + \phi_{\rho^-})} \cos \sqrt{\pi}(\phi_{\sigma^+} + \phi_{\sigma^-}) \right) + \int dx \frac{a^2}{a^2} \xi_4 \left( e^{-i\sqrt{\pi}(\phi_{\rho^+} - \phi_{\rho^-})} \cos \sqrt{\pi}(\phi_{\sigma^+} - \phi_{\sigma^-}) \right) - H.c.,
\]

where the \( \xi \)’s are taken from independent Gaussian distributions. Specifically, the disorder fields satisfy

\[
\langle \langle \xi_i(x) \xi_j^*(x') \rangle \rangle = aD \delta_{i,j} \delta(x - x'), \quad \langle \langle \xi \rangle \rangle = 0
\]

where \( \langle \langle \ldots \rangle \rangle \) denotes disorder averaging. Terms which produce scatterings from a Fermi point to itself have been ignored, as they are unimportant for conductivity calculations and may be eliminated by simple transformations.

Eq. (13) is useful for performing perturbative calculations above the spin and charge gaps. However, below these energies, simplified forms for the Hamiltonian may be derived by integrating over quantum fluctuations which arise due to the pinning of a field and the rapid oscillations this induces in the corresponding conjugate field. This procedure is explained in Appendix C of Ref. 3.

Some earlier experimental evidence \( [9] \) points to a spin gap of about 300 K for \( \text{Sr}_{14-x}\text{Ca}_x\text{Cu}_{24}\text{O}_{41} \), with
\[
x = 11.5. \text{ One possible explanation of the nearly linear power law dependence of } \rho, \text{ on } T [10], \text{ as mentioned in the introduction, involves quenched disorder in the presence of pairing fluctuations without spin fluctuations (i.e. } \theta_{\rho*} \text{ is free to fluctuate, but } \phi_{\rho+} \text{ and } \phi_{\rho-} \text{ are pinned). If such a regime exists, the effective Hamiltonian may be derived by integrating over the fluctuations in } \theta_{\rho+} \text{ and } \theta_{\rho-}. \text{ The result is}
\]
\[
H = H_{\rho^+} + H_{\rho^-} + g_c \int \frac{dx}{a^2} \cos \sqrt{4 \pi} \theta_{\rho^-} + \int \frac{dx}{a^2} \left[ \xi_a e^{-i \sqrt{\pi} (\phi_{\rho^+} - \phi_{\rho^-})} + \xi_b e^{-i \sqrt{\pi} (\phi_{\rho^+} + \phi_{\rho^-})} + H.c. \right],
\]
where terms which would contribute to physical properties by an amount of \(O(D^2)\) have been dropped.

**III. CONDUCTIVITY AND SCALING**

The real part of the conductivity is given by
\[
\Re \sigma = \frac{-1}{\omega} \Im \left[ \Pi(\omega, T) \right]
\]
where \(\Pi\) is the current-current correlation function which may be calculated using the Kubo formula. In one dimension we have
\[
\Pi(\omega) = -i \int_{-\infty}^{\infty} dx \int_{0}^{\infty} dt e^{i \omega t} \left\langle \left\{ j^+ (x, t), j(0, 0) \right\} \right\rangle,
\]
where \(j\) is the current operator, which can be readily obtained from the charge density operator, \(\rho\), using the continuity equation, \(\partial_t \rho - \partial_x j = 0\). For the present system, \(\rho\) is given by
\[
\rho = \frac{2}{\sqrt{\pi}} \partial_x \phi_{\rho^+},
\]
yielding
\[
\frac{4a^2}{\pi} G_{\text{ret}}(\omega, T) = \left\langle j^+(x, t), j^-(0, 0) \right\rangle.
\]
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At high energies, the retarded Green’s function, \(G_{\text{ret}}\), may be calculated using perturbation theory. However, if low energy properties are of interest, then another approach must be taken. In this work, RG and scaling techniques [20] are used to obtain low energy information from perturbative calculations of higher energy properties. Suppose energy is scaled in the following way: \(E \rightarrow bE (b = e^{it} \text{ and } E = \omega \text{ or } T)\), then the Green’s function transforms as
\[
G_{\text{ret}}(E, \{g\}) = b^2 Z_{\rho^+} G_{\text{ret}}(bE, \{g(dl)\})
\]
where \(Z_{\rho^+}\) is due to “wave function renormalization”, \(\{g\}\) represents the set of coupling constants, and \(\{g(dl)\}\) represents the set of coupling constants after scaling. Letting \(Z_{\rho^+} = b^{-\gamma}\) and iterating Eq. (22) gives
\[
G_{\text{ret}}(E, \{g\}) = \exp \left[ \int_{0}^{b} dl \left( 2 - \gamma(l) \right) \right] \times G_{\text{ret}}(e^{it} E, \{g(l^*)\}).
\]
If we wish to calculate the Green’s function on the LHS of Eq. (24), we may choose \(l^*\) such that \(e^{it} = (E_0/E)\) where \(E_0\) is an energy comparable to the bandwidth (i.e. perturbation theory should be valid there).

Eq. (23) is also useful when \(E\) is large and the Born approximation is valid. In this case, it leads directly to a scaling relation for \(1/\tau\). It is
\[
\frac{1}{\tau(bE, \{g(dl)\})} = \frac{b}{\tau(E, \{g\})},
\]
where contributions of \(O(g^2)\) have been ignored. Since resistivity is proportional to \(1/\tau\), Eq. (24) may be used to calculate its temperature or frequency dependence in regimes where perturbation theory is valid (i.e. well above spin and charge gaps). In order to do this, the scaling behaviour of couplings which lead to scattering in the \(\rho^+\) channel must be known. This information is easily determined in the Boson formalism (see Ref. [15]). As an example, the disorder strengths, \(D_{a/b}\), in the Hamiltonian of Eq. (15) scale as \(D_{a/b}^* = D_{a/b} \times (K_{\rho^+} - K_{\rho^-})^{1/2}\). This yields a high temperature resistivity of the form
\[
\rho_c \propto a_1 D_{a} T^{K_{\rho^+} + K_{\rho^-} - 2} + a_2 D_{b} T^{K_{\rho^+} + K_{\rho^-} - 2}\]
where the \(a_i\)’s are constants. This form for resistivity is valid above the \(\rho^-\) gap if spin fluctuations are sufficiently suppressed. In the next section, we argue that the Luttinger parameters cannot deviate significantly from unity without moving the spin and/or charge gaps to extremely high or low energies. Therefore, Eq. (25) implies that \(\rho_c\) will have a monotonically decreasing temperature dependence in the presence of pairing fluctuations and disorder. This is inconsistent with the linear power law regime observed in Sr\(_3\)Ca\(_{11}\)Cu\(_{22}\)O\(_{4+}\).

Although some earlier experimental evidence points to a 300 K spin gap for the strontium cuprate ladder, NMR results from Fujiyama et al. [3] indicate the existence of spin fluctuations at temperatures as low as 60 K - about
the same temperature at which charge localization occurs. The Hamiltonian consisting of Eq. (8) and (13), which allows for spin fluctuations, may, therefore, be a more appropriate model in the power law regime. Performing the same scaling analysis which led to Eq. (23) on this model yields a high temperature resistivity of the form

$$\rho_c \propto a_1 D_1 \left( \frac{a_2}{T} \right)^{2-\frac{1}{2}} (K_{\rho^+} + K_{\rho^-} + K_{n^+} + K_{n^-})$$

$$+ a_3 D_2 \left( \frac{a_4}{T} \right)^{2-\frac{1}{2}} (K_{\rho^+} + K_{\rho^-} + K_{n^+} + K_{n^-})$$

$$+ a_5 D_3 \left( \frac{a_6}{T} \right)^{2-\frac{1}{2}} (K_{\rho^+} + K_{\rho^-} + K_{n^+} + K_{n^-})$$

$$+ a_7 D_4 \left( \frac{a_8}{T} \right)^{2-\frac{1}{2}} (K_{\rho^+} + K_{\rho^-} + K_{n^+} + K_{n^-}).$$  \hspace{1cm} (26)

For Luttinger parameters close to unity, this resistivity will have little temperature dependence.

Turning to umklapp processes, if the system is not far from a special filling (i.e. one of the $\delta$’s in Eq. (1) is small), then, at high temperatures, Eq. (24) can be used to determine $\rho_c$ as before. For the case of $\delta_{b+a}$ small, it is

$$\rho_c \propto a_1 g_{a1} \left( \frac{a_2}{T} \right)^{3-\frac{2}{3}} (K_{\rho^+} + \frac{1}{K_{\rho^-}})$$

$$+ a_3 g_{a2} \left( \frac{a_4}{T} \right)^{3-\frac{2}{3}} (K_{\rho^+} + K_{n^-})$$

$$+ a_5 g_{a3} \left( \frac{a_6}{T} \right)^{3-\frac{2}{3}} (K_{\rho^+} + \frac{1}{K_{n^-}}).$$  \hspace{1cm} (27)

If the Luttinger parameters are close to unity, then this resistivity is approximately linear in $T$. For the case of $\delta_{b+a}$ small, similar results hold.

At this point, an important difference between the effect of umklapp processes on the conductivity of single chains and two-leg ladders becomes apparent. In the case of a single chain, if $\delta \ll T$ but not zero ($\delta = 0$ gives rise to a charge gap) and $K_{\rho} \approx 1$, then umklapp processes lead to a linear $T$ dependence for resistivity regardless of the behaviour of the spin mode (which is completely decoupled from the charge mode). However, in the case of the two-leg ladder, charge and spin gaps can alter this behaviour. For example, if a specific ladder material has a large spin gap, then a regime in which fluctuations of the $\rho^-$ mode are allowed but spin fluctuations are suppressed might exist. For $\delta_{b+a}$ small, an effective Hamiltonian for this regime may be derived from Eq. (1) by integrating over fluctuations in the $\delta_{\rho^-}$ field. The result would be terms in the DC resistivity which are proportional to $T^5$, $T$ and $1/T$. Below the $\rho^-$ gap, all fillings which give rise to significant umklapp scattering would give $T^5$ and $1/T$ contributions.

IV. RENORMALIZATION GROUP ANALYSIS

In the previous section it was demonstrated that, at high energies, umklapp processes can contribute a linear temperature dependence to the DC resistivity of two-leg ladder compounds. In this section and the next, we discuss what happens at lower energy and attempt to explain the conductivity data of Osafune et al. Based on the discussion of the previous sections, we take our model to consist of the clean Hamiltonian of Eq. (1), the $\delta_{b+a}$ term of the umklapp Hamiltonian of Eq. (1) (we drop the $b+a$ subscript from here on), and the disorder Hamiltonian,

$$H_{\text{dis}} = \int \frac{dx}{a^2} \xi e^{-i\sqrt{4\pi}\phi'} + \xi^* e^{i\sqrt{4\pi}\phi''}.$$  \hspace{1cm} (28)
Given that scaling arguments strongly suggest umklapp processes as the mechanism responsible for the power law resistivity feature of Sr$_2$Ca$_{11}$Cu$_{24}$O$_{41}$, it would be useful to perform conductivity calculations which are valid at all energy scales. To accomplish this, perturbative calculations along with the RG equations and Eq. (22) may be used. A number of simplifications can be made at this point. First, from numerical integration, we find that the Luttinger parameters and the velocities flow slowly at high energies (their flow rate is proportional to $O(g^2)$). At low energies, renormalization due to umklapp processes is attenuated by a rapid growth of $\delta$. Therefore, we ignore renormalization of Luttinger parameters and velocities due to umklapp processes. Within this approximation, the velocities will all flow to the same value until localization takes over at low energy. This implies that, above the localization energy, there is no qualitative difference between conductivities calculated with different velocity parameters. Taking all velocities as equal allows perturbative conductivity calculations to be performed in a straightforward manner using standard results \[23, 24\]. Finally, all gap generating couplings will flow slowly under renormalization until they become $O(1)$, at which point they diverge rapidly. The Luttinger parameters also flow slowly until this point. Given that the Sr$_{14-x}$Ca$_x$Cu$_{24}$O$_{41}$ ladder has spin fluctuations at energies as low as the charge localization energy, we ignore renormalization of the Luttinger parameters. This is qualitatively valid since these parameters only flow in a significant way after wavefunction renormalization becomes the dominant factor in scaling (see Eq. (22)).

V. PERTURBATIVE CALCULATION OF THE MEMORY FUNCTION

In order to make use of Eq. (22), perturbative calculations of $\rho_c$ and $\sigma_c$ are required. Following Giamarchi \[7\], the memory function formalism \[25\] may be implemented for this purpose. We proceed by writing the conductivity as

$$ \sigma = iQ \frac{1}{\omega + M(\omega)} \quad (29) $$

where $Q$ is the response of the free electron system and $M$ is the memory function given by

$$ M(\omega) = \frac{\langle F; F \rangle_0 (\omega) - \langle F; F \rangle_0 (0)}{\omega Q}, \quad (30) $$

with

$$ \langle F; F \rangle_0 = -i \int_{-\infty}^{\infty} dx \int_0^\infty dt e^{-i\omega t} \langle [F(x,t), F(0)] \rangle_0 $$

(31)

and $F = [j, H]$. From Eq. (9), (19) and (24) we find

$$ F = \frac{i4uK_\rho}{a^2} \left[ \sin \left( \sqrt{4\pi} \phi_\rho + \delta \phi \right) \left\{ g_{u1} \cos \sqrt{4\pi} \theta_\rho - g_{u2} \cos \sqrt{4\pi} \phi_\sigma - g_{u3} \cos \sqrt{4\pi} \theta_\sigma \right\} \right. $$

$$ + \left. \xi^* (x) e^{i\sqrt{4\pi} \phi_\rho} - \xi(x) e^{-i\sqrt{4\pi} \phi_\rho} \right] $$

(32)

where only the $\delta_{\rho,\sigma}$ term from the umklapp Hamiltonian has been used and all velocities have been taken as equal. Using the results of Schulz \[23\], and Schulz and Bourbonnais \[24\], $(F; F)(\omega)$ may be calculated in a straightforward manner. The memory function of Eq. (30) then becomes $M = M_{um} + M_{dis}$, with

$$ M_{um} = \frac{\pi K_\rho}{a^2} \left[ \omega \sum_{\chi=1}^3 g_{u\chi}^2 (1 - \kappa_\chi) \sin(\pi \kappa_\chi) \left( \frac{a}{2u} \right)^{2(\kappa_\chi - 1)} \right. $$

$$ \times \left. \{ (u\delta)^2 - \omega^2 \}^{\kappa_\chi - 1} - (u\delta)^{2(\kappa_\chi - 1)} \right] $$

(33)

and

$$ M_{dis} = 4D \sin(\pi K_\rho) \left[ \frac{2\pi aT}{u} \right]^{2(\kappa_\rho - 1)} $$

$$ \times \int_{\pi}^{\pi} dp \left( B_\rho^+(\frac{P}{a}) - B_\rho^0(\frac{P}{a}) \right) $$

(34)

where

$$ B_\rho^+(\delta) = B \left( \frac{\kappa_\rho}{2} - iS_\rho^+ (\delta), 1 - \kappa_\rho \right) $$

$$ \times \left( \frac{\kappa_\rho}{2} - iS_\rho^+ (\delta), 1 - \kappa_\rho \right), $$

$$ B_\rho^0(\frac{P}{a}) = B \left( \frac{\kappa_\rho}{2} - iS_\rho^- \left( \frac{P}{a} \right), 1 - K_\rho \right) $$

$$ \times \left( \frac{\kappa_\rho}{2} - iS_\rho^- \left( \frac{P}{a} \right), 1 - K_\rho \right), $$

$$ S_\rho^+(x) = \frac{\omega \pm u\pi}{4\pi T}, \quad (35) $$

and

$$ \kappa_\chi = \begin{cases} K_\rho + \frac{1}{K_\rho} : \chi = 1 \\ K_\rho + \frac{1}{K_\rho} : \chi = 2 \\ K_\rho + \frac{1}{K_\rho} : \chi = 3 \end{cases} $$

(36)

Here $B(x, y)$ is the Beta function and $Q$ has been taken as $4uK_\rho / \pi$, twice the value for a single band model \[26\]. Also, the $p$ integral in $M_{dis}$ arises because the disorder field, $\xi$, is Fourier transformed before disorder averaging is performed.

In this work, the zero frequency and zero temperature limits of the memory function will be of interest. For $T \to 0$, $\omega \neq 0$ we have

$$ M_{um} \to \frac{\pi K_\rho}{a^2} \sum_{\chi=1}^3 \frac{g_{u\chi}^2 (1 - \kappa_\chi) \sin(\pi \kappa_\chi) \left( \frac{a}{2u} \right)^{2(\kappa_\chi - 1)}}{\omega} $$

$$ \times \left\{ (u\delta)^2 - \omega^2 \right\}^{\kappa_\chi - 1} - (u\delta)^{2(\kappa_\chi - 1)} \right\}. $$

(37)
and
\[
M_{\text{dis}} \rightarrow \frac{4DK_{\rho^+}}{a^2} \frac{1}{\omega} \sin(\pi K_{\rho^+}) \Gamma^2(1 - K_{\rho^+}) \left( \frac{1}{2u} \right)^2(K_{\rho^+} - 1) \times \int_{-\pi}^{\pi} dp \left\{ \left[ (up)^2 - \omega^2 \right]^{K_{\rho^+} - 1} - (up)^2(K_{\rho^+} - 1) \right\}
\]
\[(38)\]
For the case \( \omega \rightarrow 0, T \neq 0 \) we have
\[
M_{\text{sum}} \rightarrow i\frac{\pi K_{\rho^+}}{a^2} \sum_{\chi=1}^{3} g_{\chi} \Gamma^2(1 - \kappa_{\chi}) \sin(\pi \kappa_{\chi}) \times \left( \frac{2\pi uT}{u} \right)^{2(\kappa_{\chi} - 1)} \left( \frac{1}{4\pi T} \right) \frac{\Gamma(z_{\chi}) \Gamma(\bar{z}_{\chi})}{\Gamma(1 - z_{\chi}) \Gamma(1 - \bar{z}_{\chi})} \times [\Psi(1 - z_{\chi}) + \Psi(1 - \bar{z}_{\chi}) - \Psi(z_{\chi}) - \Psi(\bar{z}_{\chi})]
\]
and
\[
M_{\text{dis}} \rightarrow \frac{i4DK_{\rho^+}}{a^2} \Gamma^2(1 - K_{\rho^+}) \sin(\pi K_{\rho^+}) \left( \frac{1}{4\pi T} \right) \times \left( \frac{2\pi uT}{u} \right)^{2(K_{\rho^+} - 1)} \frac{\Gamma(y_p) \Gamma(\bar{y}_p)}{\Gamma(1 - y_p) \Gamma(1 - \bar{y}_p)} \times [\Psi(1 - y_p) + \Psi(1 - \bar{y}_p) - \Psi(y_p) - \Psi(\bar{y}_p)]
\]
where \( \Psi(x) = \Gamma'(x)/\Gamma(x) \),
\[
z_{\chi} = \frac{\kappa_{\chi}}{2} + i \frac{u\delta}{4\pi T}
\]
and
\[
y_p = \frac{K_{\rho^+}}{2} + i \frac{up}{4\pi aT}.
\]
\[(42)\]

VI. RESULTS FROM SCALING

Using the memory functions from the previous section along with Eq. (16), (22) and (31), conductivity and resistivity curves may be produced for a given set of couplings. To proceed, it is useful to rewrite Eq. (23) using Eq. (16) and (22) to obtain a scaling relation for resistivity/conductivity in terms of the memory function. For resistivity we have
\[
\rho(T, \{g\}) = - \frac{i\pi e^{-1^*}}{4uK_{\rho^+}(l^*)} e^{f_0^{1^*} dl (l) M(e^{1^*} T, \{g(l^*)\})}
\]
\[(43)\]
and for conductivity,
\[
\Re \sigma(\omega, \{g\}) = - \frac{4u}{\omega} e^{-f_0^{1^*} dl (l)}
\times \Im \left[ \frac{e^{1^*} \omega K_{\rho^+}(l^*)}{e^{1^*} \omega + M(e^{1^*} \omega, \{g(l^*)\})} \right]
\]
\[(44)\]

In Sec. 11 it was argued that the Luttinger parameters and velocities do not renormalize significantly until the charge localization energy is reached. Therefore, in using Eq. (13) and (44), renormalization of these quantities will be ignored. Within this approximation, the parameters which affect the resistivity/conductivity curves are \( D, g_{\omega}, u, \delta, K_{\rho^+}, K_{\rho^-} \) and \( K_{\sigma^-} \). Given any set of these parameters, we can now generate such curves. To set units, we make the transformation
\[
T \rightarrow k_B T, \quad \omega \rightarrow \hbar \omega, \quad g_{\omega} \rightarrow g_{\omega}ta, \quad u \rightarrow uta, \quad D \rightarrow D t^2 a^2, \quad \rho \rightarrow \frac{1}{e^2} \rho,
\]
\[
\sigma \rightarrow e^2 \sigma
\]
\[(45)\]
where \( e \) is the electron charge.

By trial and error, it is simple to choose parameters which generate curves that resemble those measured by Osafune et al. We first recall that the Luttinger parameters should not be far from one, \( E_0 \) must be well above the highest temperature or wavenumber of interest, \( K_{\rho^+} \) must be less than one and \( \delta \) should be small. It is also of interest to note that, quantitatively, the resistivity and conductivity curves are most sensitive to changes in \( D \) and \( K_{\rho^+} \). For both resistivity and conductivity, we choose \( E_0 = 0.25 \text{ eV}, ut = 1.1 \text{ eV}, K_{\rho^+} = 0.9, K_{\rho^-} = 1.15, K_{\sigma^-} = 0.85, g_{\omega}ta = 0.4 \text{ eV}, g_{\omega}ta = 0 \text{ eV}, g_{\omega}ta = 0.5 \text{ eV}, \delta = 0.022 \) and \( D = 0.00034 \text{ eV}^2 \). The resulting resistivity curve, shown in Fig. demonstrates insulating behavior beginning below 60 K and a monotonically increasing power law regime above that temperature. The localization temperature is mainly determined by \( K_{\rho^+} \), the exact nature of the power law above 60 K is determined by the Luttinger parameters, the separation between the two regimes is determined by \( \delta \) and the relative heights of the various parts of the curve are determined by \( \{g_{\omega}\} \) and \( D \). The velocity, \( u \), plays a role in determining the overall scale of the curve, as well as how fast the resistivity diverges at low \( T \). Our conductivity curve, shown in Fig. demonstrates a finite frequency, Drude-like peak with additional spectral weight at higher wavenumbers. The position of the peak is determined mainly by \( K_{\rho^+} \), the exact nature of the power law at high wavenumbers is determined by the Luttinger parameters, and the wavenumber at which absorption due to umklapp processes begins is determined by \( \delta \).

Although we have not done a detailed numerical fit to the data, our resistivity and conductivity curves show good qualitative agreement with the measurements of Osafune et al. However, it also clear that one can achieve a better quantitative fit to the data by choosing different values of \( D \) and \( K_{\rho^+} \) to independently fit the resistivity and conductivity curves. This quantitative discrepancy is likely due to the fact that the renormalization
ladder compound $\text{Sr}_{14-x}\text{Ca}_x\text{Cu}_2\text{O}_{41}$ can be explained by a combination of disorder and umklapp effects. It has been shown that quenched disorder, whether in the presence of pairing fluctuations alone or in the presence of pairing and spin fluctuations, does not contribute a monotonically increasing temperature dependence to the resistivity at high $T$. However, if spin and pairing fluctuations persist down to the charge localization temperature, then umklapp process can contribute an approximately linear temperature dependence if the system is near an appropriate filling. Experimental evidence from Fujiyama et al. [13] suggests that such fluctuations do exist.

VII. CONCLUSIONS

In this paper, we have used RG and scaling techniques to argue that the conductivity properties of the two-leg compound $\text{Sr}_{14-x}\text{Ca}_x\text{Cu}_2\text{O}_{41}$ can be explained by a combination of disorder and umklapp effects. It has been shown that quenched disorder, whether in the presence of pairing fluctuations alone or in the presence of pairing and spin fluctuations, does not contribute a monotonically increasing temperature dependence to the resistivity at high $T$. However, if spin and pairing fluctuations persist down to the charge localization temperature, then umklapp process can contribute an approximately linear temperature dependence if the system is near an appropriate filling. Experimental evidence from Fujiyama et al. [13] suggests that such fluctuations do exist.

APPENDIX A: RG EQUATIONS

We have derived RG equations for the model described in Sec. [V] using standard techniques. To second order in the interaction couplings they are

\[
\frac{dg_1}{dl} = g_1 \left( 2 - \frac{1}{K_{\rho^-}} - K_{\sigma^+} \right),
\]

\[
\frac{dg_2}{dl} = g_2 \left( 2 - \frac{1}{K_{\rho^-}} - K_{\sigma^-} \right),
\]

\[
\frac{dg_3}{dl} = g_3 \left( 2 - K_{\sigma^+} - K_{\sigma^-} \right),
\]

\[
\frac{dg_4}{dl} = g_4 \left( 2 - K_{\rho^+} - \frac{1}{K_{\rho^-}} \right),
\]

\[
\frac{dg_5}{dl} = g_5 \left( 2 - K_{\rho^-} - \frac{1}{K_{\rho^+}} \right),
\]

\[
\frac{dg_6}{dl} = g_6 \left( 2 - K_{\rho^+} - K_{\sigma^-} \right),
\]

\[
\frac{dg_7}{dl} = g_7 \left( 2 - K_{\rho^-} - \frac{1}{K_{\sigma^+}} \right),
\]

\[
\frac{d\delta}{dl} = \delta, \quad \frac{dD}{dl} = D(3 - 2K_{\rho^+}),
\]

\[
\frac{du_{\rho^+}}{dl} = \frac{(2\pi)^2}{4u_0} \left( g_{a1}^2 + g_{a2}^2 + g_{a3}^2 \right) K_{\rho^+} \left[ \left( 1 - \frac{u_{\rho^+}^2}{u_0^2} \right) J_0(\delta a) - \left( 1 + \frac{u_{\rho^-}^2}{u_0^2} \right) J_2(\delta a) \right] - \frac{8\pi DK_{\rho^+}}{u_0},
\]

\[
\frac{du_{\rho^-}}{dl} = \frac{(2\pi)^2}{4u_0} K_{\rho^-} \left[ \left( 1 - \frac{u_{\rho^-}^2}{u_0^2} \right) \left( g_1^2 + g_2^2 + 2J_0(\delta a)g_{a1}^2 \right) - \left( 1 + \frac{u_{\rho^+}^2}{u_0^2} \right) J_2(\delta a)g_{a1}^2 \right],
\]

\[
\frac{du_{\sigma^+}}{dl} = \frac{(2\pi)^2}{8u_0} \left( 1 - \frac{u_{\sigma^+}^2}{u_0^2} \right) \left( g_1^2 + g_2^2 + g_3^2 \right) K_{\sigma^+},
\]

of the Luttinger parameters and velocities was ignored.
\[ \frac{d\mathcal{u}_\sigma}{d\ell} = \frac{(2\pi)^2}{8\ell_0} \left[ 1 - \frac{u_\sigma^2}{u_0^2} \right] \left\{ (g_2^2 + g_3^2 + g_4^2 + 2J_0(\delta a)g_{a_2}^2) K_{\sigma}^+ + \frac{2J_0(\delta a)g_{a_3}^2}{K_{\sigma}^-} \right\} \\
- \left( 1 + \frac{u_\sigma^2}{u_0^2} \right) \left\{ 2J_2(\delta a)\frac{g_{a_2}^2}{K_{\sigma}^+} + \frac{2J_2(\delta a)g_{a_3}^2}{K_{\sigma}^-} \right\} , \]
\[ \frac{dK_{\rho^+}}{d\ell} = \frac{(2\pi)^2}{4u_{\rho^+}u_0} \left( g_1^2 + g_2^2 + g_3^2 + 2J_0(\delta a)g_{a_1}^2 \right) \left( 1 + \frac{u_{\rho^+}^2}{u_0^2} \right) J_0(\delta a) + \left( 1 - \frac{u_{\rho^+}^2}{u_0^2} \right) J_2(\delta a) \right] - \frac{8\pi DK_{\rho^+}}{u_{\rho^+}u_0} , \]
\[ \frac{dK_{\rho^-}}{d\ell} = -\frac{(2\pi)^2}{8u_{\rho^-}u_0} \left( 1 + \frac{u_{\rho^-}^2}{u_0^2} \right) \left( g_1^2 + g_2^2 + g_3^2 \right) K_{\rho^-} , \]
\[ \frac{dK_{\sigma^+}}{d\ell} = -\frac{(2\pi)^2}{8u_{\sigma^+}u_0} \left( 1 + \frac{u_{\sigma^+}^2}{u_0^2} \right) \left( g_1^2 + g_2^2 + g_3^2 + 2J_0(\delta a)g_{a_1}^2 \right) K_{\sigma^+} , \]
\[ \frac{dK_{\sigma^-}}{d\ell} = \frac{(2\pi)^2}{8u_{\sigma^-}u_0} \left( 1 + \frac{u_{\sigma^-}^2}{u_0^2} \right) \left( g_2^2 + g_3^2 + g_4^2 + 2J_0(\delta a)g_{a_2}^2 \right) K_{\sigma^-} - \frac{2J_0(\delta a)g_{a_3}^2}{2J_0(\delta a)g_{a_3}^2} \right] \right\} , \]

where \( J_{0/2} \) are the zeroth/second order Bessel functions, the \( b + a \) subscript has been dropped from \( \delta_{b+a} \), and \( u_0 \) was introduced to set the units of the time cutoff correctly. It is immediately clear that the velocities and Luttinger parameters initially flow slowly since their rate of change is \( O(g^2) \). Also, \( \delta \) grows exponentially so that the Bessel functions which appear in the equations for the velocities and Luttinger parameters go to zero at low energies. The contribution of umklapp processes to the renormalization of velocities and Luttinger parameters is neglected in this work by dropping all terms involving Bessel functions. Within this approximation, the velocities other than \( u_{\rho^\pm} \) will all flow to \( u_0 \) while \( u_{\rho}\) will only flow in a significant way when localization takes over at low energies. At this point, wavefunction renormalization becomes the dominant effect so we may ignore renormalization of the velocities as well. Finally, the feedback between the Luttinger parameters and the couplings which renormalize it is such that the Luttinger parameters flow slowly until couplings become \( O(1) \). At this point, both couplings and Luttinger parameters diverge rapidly. However, if the gaps in the system occur below the charge localization energy, then this won’t happen until wavefunction renormalization becomes the dominant effect. Under these circumstances, neglecting Luttinger parameter renormalization should not introduce any qualitative errors in calculations of conductivity (although quantitatively there will likely be some effect).
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