Abstract—It has long been a recognized problem that many datasets contain significant levels of missing numerical data. A potentially critical predicate for application of machine learning methods to datasets involves addressing this problem. However, this is a challenging task. In this paper, we apply a recently developed multi-level stochastic optimization approach to the problem of imputation in massive medical records. The approach is based on computational applied mathematics techniques and is highly accurate. In particular, for the Best Linear Unbiased Predictor (BLUP) this multi-level formulation is exact, and is significantly faster and more numerically stable. This permits practical application of Kriging methods to data imputation problems for massive datasets. We test this approach on data from the National Inpatient Sample (NIS) data records, Healthcare Cost and Utilization Project (HCUP), Agency for Healthcare Research and Quality. Numerical results show that the multi-level method significantly outperforms current approaches and is numerically robust. It has superior accuracy as compared with methods recommended in the recent report from HCUP. Benchmark tests show up to 75% reductions in error. Furthermore, the results are also superior to recent state of the art methods such as discriminative deep learning.
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1 INTRODUCTION

With the growing emphasis on massive datasets in many modern applications, the need for sophisticated and precise approaches to high dimensional and heterogeneous data analysis is increasing. As an example, in healthcare research and personalized medicine, many Electronic Medical Records (EMR) include data on millions of patients, harboring large numbers of variables (e.g., demographics, diagnostic/procedure codes, lab/imaging results). These massive biomedical datasets, among others, provide opportunities to advance clinical and biomedical research, including clinical phenotyping (i.e., learning clinical trait-related features), but such analyses require shifting from human-guided solutions toward machine-learning (ML)-driven approaches. ML can increase clinical prediction accuracy and contribute to clinical phenotyping. However, many of these datasets are incomplete and include significant components of missing data.

ML algorithms cannot function without complete data matrices. Removing or imputing missing data can reduce sample sizes or bias outcomes. A critical foundational element for studying large datasets includes properly addressing the problem of missing and incorrect data ([1]).

There is extensive work on statistical and ML methods for data imputation. These are seen in two categories. The first category involves constructing statistical and/or deterministic models for specific types of datasets, including single-cell RNA-sequencing data [2], [3], [4], image data [5], time series data [6], [7], and traffic data [8], [9]. The second category includes general methods that apply to a large class of datasets. Popular methods include k-nearest neighbors [10], discriminative deep learning methods [11], and generative deep learning methods [12], [13], [14], [15], [16]. See, for example, [17], [18], [19], [20] for surveys of this area.

Many ad hoc techniques have been developed to deal with this problem, including sample deletion, mean value or nearest neighbor imputation, etc.; in general these suffer from information loss that leads to inaccurate predictions.

Missing data form an important problem in medical record datasets. In particular, the HCUP Report #2015-01 by [21], stresses the need to address missing data in the National Inpatient Sample (NIS) and State Inpatient Databases (SID). As an example, suppose that there are missing data for discharges (total charge) in rural hospitals. Such missing data can lead to erroneous estimates of total charges, potentially biasing or otherwise misdirecting state/federal funding policies. It is important to obtain accurate and unbiased estimates of missing data.

In the HCUP Report #2015-01 the missing data is spread out to the whole dataframe. For example, about 20% of the data is missing for the important total charge variable for the Michigan SID dataset. In this paper we impute the missing values from a column of the dataframe by using the rest of the information including other columns. For example, for the total charge variable we use the data available for total charge, length of stay, number of procedures, number of diagnoses and age.

Current imputation algorithms recommended by the HCUP report #2015-01 include Predicted Mean Matching (PMM), Predicted Posterior Distribution (PPD) and linear regression ([22], [23]). These algorithms often are sub-optimal, in particular for noisy signals. Furthermore, Bayesian methods such as Data Augmentation (DA) see [24] and Bootstrapping Expectation Maximization (BEM) algorithms (see [25]) suffer from poor accuracy. We note
that a recent approach by [26] improves on the accuracy of traditional methods such as PMM, PPD, BEM, etc, by using a so-called optimization layer. More modern state of the art methods such as Discriminative Deep Learning (DDL) [11] produces excellent results. This has been quantified in the recent benchmark paper [17].

In this paper we apply stochastic optimization approaches, such as Kriging/Best Linear Unbiased Predictor (BLUP) [27]. We note that we refer to Kriging as both the estimation of the coefficients of the covariance function and BLUP, although we mostly use Kriging/BLUP for clarification purposes. The technique is based on a principled optimal probabilistic representation of the data. These methods can lead to optimized imputation by taking advantage of essentially all available data. Kriging is a popular method for imputation for Geostatistics [28] and has been extended to other applications such as traffic flow [29] due to its high accuracy it is popular in many fields. However, Kriging methods in their general application are often costly and unstable numerically on massive datasets. A common technique is to apply a nugget to the covariance matrix. However, this changes the covariance function model and does not solve the original problem. This has been a limiting factor for application of Kriging to imputation for massive datasets outside of the spatio-temporal domain.

One of the goals of this paper is to motivate the application of Computational Applied Mathematical (CAM) techniques to solve large scale stochastic optimization problems. In particular, to address the above challenges, we propose to apply the recently developed multi-level Kriging approach that is designed to tackle computing cost effectiveness and numerical instability ([30], [31], [32]). These techniques originate from the fields of numerical analysis and uncertainty quantification ([32], [33], [34], [35], [36], [37], [38]) and have been effective in solving (stochastic) partial differential equations. Indeed, the present Kriging optimization problem has many connections to the solution of Partial Differential Equations (PDEs). We introduce the above techniques in the context of statistical methods including Kriging, and demonstrate their power to solve hard stochastic optimization large scale problems.

By remapping an original stochastic optimization problem onto a multi-level space, we can significantly mitigate numerical instabilities and reduce computational burdens. In particular, the BLUP is remapped onto an equivalent formulation with multi-level spaces. Mathematically the multi-level prediction is exact, i.e., it precisely solves the original BLUP problem. In practice, numerical efficiency augmentations involving factors of the order of tens of thousands can be gained for 20 dimensional problems, as compared with traditional Conjugate Gradient (CG) approaches for estimates with the same accuracy, as is shown in Section (4).

To demonstrate the accuracy of the multi-level Kriging imputation method, we benchmark it on the U.S. National Inpatient Sample (NIS) datasets (see [39], Healthcare Cost and Utilization Project (HCUP), Agency for Healthcare Research and Quality). Significant improvements over methods including PPM, PPD, DA and EM are shown. More importantly, it is shown that the imputed values accurately reflect the overall statistics of the population. This contrasts with other approaches, including kNN-R, kNN, GLS, PPM, etc, which often also suffer from poor accuracy. Furthermore our results show improvements over the recent Discriminative Deep Learning state of the art method.

2 Problem Setup

Suppose that for a Gaussian random field $Y$ we have the model:

$$Y(x) = k(x)^T\beta + \varepsilon(x), \quad x \in \mathbb{R}^d,$$  \hspace{1cm}(1)$$

where $d$ is the number of spatial dimensions, $k : \mathbb{R}^d \to \mathbb{R}^p$ is a functional vector of the spatial location $x \in \mathbb{R}^d$, $\beta \in \mathbb{R}^p$ is an unknown vector of coefficients. The noise model $\varepsilon$ is a stationary Gaussian random field with mean zero and parametric covariance function $\phi(x,y;\theta) \equiv \text{cov}(\varepsilon(x),\varepsilon(y)) : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}$, where $\theta \in \mathbb{R}^d$ is an unknown vector of parameters. We assume $\phi(x,y;\theta)$ is positive definite.

Suppose that we collect $N \geq p$ observations of the Gaussian random field process $Y$ at different locations in $\mathbb{R}^d$, i.e. the vector of observations $Y = (Y(x_1), \ldots, Y(x_N))^T$ is obtained from locations in the set $\mathcal{S} := \{x_1, \ldots, x_N\}$, where the elements in $\mathcal{S}$ are assumed non-collinear. Denote $C(\theta) = \text{cov}(Y,Y)^T \in \mathbb{R}^{N \times N}$ has the covariance matrix of $Y$. Furthermore, assume that $C(\theta)$ is positive definite for all $\theta \in \mathbb{R}^m$. Let $X = (k(x_1) \ldots k(x_N))^T \in \mathbb{R}^{N \times p}$ and assume that it is full column rank. Since the model (1) is a Gaussian random field, the samples in $\mathcal{S}$ can be written in vector form as

$$y = x\beta + \varepsilon,$$  \hspace{1cm}(2)$$

where $\varepsilon$ is a Normal random vector, more precisely $\varepsilon \sim N(0, C(\theta))$. The aim is to estimate the unknown vectors $\beta$ and $\theta$ and predict $Y(x_0)$ for a new spatial location $x_0$ with a stochastic optimization method. The unknown vectors $\beta$ and $\theta$ are estimated from the data using a log-likelihood function (see [31])

$$\ell(\beta, \theta) = -\frac{n}{2} \log(2\pi) - \frac{1}{2} \log \det \{C(\theta)\}$$

$$- \frac{1}{2} (y - X\beta)^T C(\theta)^{-1} (y - X\beta),$$  \hspace{1cm}(3)$$

which can be profiled by Generalized Least Squares (GLS) with

$$\hat{\beta}(\theta) = (X^T C(\theta)^{-1} X)^{-1} X^T C(\theta)^{-1} y,$$  \hspace{1cm}(4)$$

For the prediction problem, consider the Best Linear Unbiased Predictor (BLUP) $\hat{Y}(x_0) = \lambda^T Y$, where $\lambda = (\lambda_1, \ldots, \lambda_N)^T$. The BLUP is formulated as the minimization of $\mathbb{E}(\|Y(x_0) - \lambda^T Y\|^2)$ under the unbiased constraint $X^T \lambda = k(x_0)$. The solution to this problem ([27]) is given as

$$\hat{Y}(x_0) = k(x_0)^T \beta + c(\theta)^T C(\theta)^{-1} (y - X\hat{\beta}),$$  \hspace{1cm}(5)$$

where $c(\theta) = \text{cov}(Y,Y(x_0)) \in \mathbb{R}^N$ and $\hat{\beta}$ is defined in equation (4).

Solving the Kriging estimation and prediction problem involves inverting the covariance matrix $C(\theta)$. Two main approaches exist. Direct methods, such as Gaussian elimination and Cholesky factorizations are popular for small datasets, but as the number of observations $N$ increases the memory
constraints grow as $O(N^2)$, which makes it infeasible for large datasets. Iterative methods, such as the Conjugate Gradient method (CG), avoid computing the covariance matrix, thus making them a good choice for large datasets.

The key problem with direct and iterative methods is that they are sensitive to the condition number of the covariance matrix. Large condition numbers lead to numerical instability with the consequence of inaccurate solutions. It can be shown that the accuracy for any inversion numerical algorithm is $\approx \kappa(C(\theta))\epsilon_M$ (see [40]), where $\kappa(C(\theta))$ is the condition number of $C(\theta)$ and $\epsilon_M$ is the relative machine precision. For most computers, double precision $\epsilon_M \approx 10^{-16}$. Furthermore, iterative methods such as CG are slow for matrices with large condition numbers (see [41]). For many practical covariance functions, the condition numbers of $C(\theta)$ are large.

**Challenge:** The number of observations is large and the covariance matrix $C(\theta)$ can be highly ill-conditioned. This can lead to inaccurate estimates of the Kriging / BLUP predictor. In the paper written by [31], the authors propose a new transformation of the data vector $Y$, leading to a decoupled multi-level description of the Kriging model without any loss of structure for $\mathbb{R}^2$ and $\mathbb{R}^3$ problems. As discussed in the introduction, missing data in the NIS and SID datasets form an important issue that is underscored in the HCUP report #2015-01 (see [21]). The report shows as an example, the problem of missing data for discharges (total charge) in rural hospitals. This can potentially lead to erroneous statistics of the total charge, leading to sub-optimal or misinformed state and federal policy decisions. Missing data rates for total charge are at 2.08% for the NIS 2012 dataset. However, the Michigan SID dataset missing data rate for total charge is significantly higher at, 19.79%, underscoring the episodic growth of missing data for discharges (total charge). This can potentially lead to erroneous statistics of the total charge, leading to sub-optimal or misinformed state and federal policy decisions. Missing data rates for total charge are at 2.08% for the NIS 2012 dataset. However, the Michigan SID dataset missing data rate for total charge is significantly higher at, 19.79%, underscoring the episodic growth of missing data for discharges (total charge). This can potentially lead to erroneous statistics of the total charge, leading to sub-optimal or misinformed state and federal policy decisions. Missing data rates for total charge are at 2.08% for the NIS 2012 dataset. However, the Michigan SID dataset missing data rate for total charge is significantly higher at, 19.79%, underscoring the episodic growth of missing data for discharges (total charge).

In this section we contrast the accuracy performance of the multilevel Kriging/BLUP method with the recommended imputation algorithms in HCUP report #2015-01, which include Predicted Mean Matching (PMM). We make further comparison with more traditional methods such as K-Nearest Neighbors (KNN) and KNN regression. In particular, we test the accuracy of the various methods on the above-mentioned total charge variable, containing the highest missing data rate. The different methods where tested on the 2013 NIS dataset, which was available to us for analysis. Our calculations show the overall missing data rate is 2% for total charge. The multi-level representation leads to significant computational benefits when computing $\beta$ and the prediction $\hat{Y}(x_0)$ in equation (5).

There is a wealth of publications that attempt to address computational costs of the above approaches. Most of these approaches are challenged by stringent a priori assumptions on the statistical properties of data ([42], [43], [44], [45], [46], [47], [48], [49]). Recently, from the computational mathematics community, a promising hierarchical matrix approach has been developed by [50] to accurately compress covariance matrices, leading to significant speed-ups. However, the application is restricted to zero-mean data without a component trend. Another promising approach based on the pivoted Cholesky decomposition developed in [51]. Nonetheless, if the condition number of the covariance matrix is large, as happens in practice often, these numerical methods will have difficulty solving the Kriging problem with any accuracy. A common ad hoc technique to improve the condition number involves the use of a so-called nugget; however, it is known that this leads to numerical inaccuracies.

**Ill-conditioned matrices cannot be inverted with accuracy (see [40]).** Nonetheless, a covariance matrix can in general be large and unable to reside in computer memory. Thus the solution of the GLS would require inverting the covariance matrix $p$ times using an iterative method, with $p$ the number of columns of the design matrix.

The multi-level approach developed in [30], [31], [32], avoids forming the covariance matrix $C$, by transforming the problem into a multi-level form with significantly smaller condition numbers. In particular, for the BLUP problem the transformation is one-to-one and onto. This implies that the solution for the multi-level form exactly solves the original BLUP problem (5). Although this appears impossible due to the ill-conditioning and accuracy issue mentioned above, it can be shown that the prediction is a solution to a constrained optimization problem (e.g. unbiased constraint). Constructing a multi-level basis that spans a complementary constrained space leads to well-conditioned and accurate numerical algorithms. Furthermore, a single matrix inversion is all that is required.

### 3 Methods: Multilevel Approach

We describe the main ideas of the multilevel approach are used to tackle the above-mentioned numerical challenges. The details of this method developed by [32] can be involved for the reader not well versed in advanced numerical analysis; here we present a simplified exposition.

Let $P^p(S)$ be the span of the columns of the design matrix $X$. Suppose that there exist orthogonal projections $L : \mathbb{R}^N \rightarrow P^p(S)$ and $W : \mathbb{R}^N \rightarrow P^p(S)^\perp$, where $P^p(S)^\perp$ is the orthogonal complement of $P^p(S)$. The operators $L$ and $W$ are constructed efficiently with an oct or binary kd-tree as shown in Theorem 3.1.

**Remark.** The operator $L$ and $W$ are constructed from a multilevel decomposition of the location of predictors. This process is somewhat elaborate and the reader is referred to [31] and [32] for all of the details. However, for the exposition in this section it sufficient to know what the properties of the operators $L$ and $W$ are.

**Theorem 3.1.** Suppose that we have a kd-tree representation, with $t$ levels, of all the observation locations in $S$. Then:

- i) The linear operators $L$ and $W$ can be constructed in $O(Nt)$ computational steps and memory.
- ii) The linear operators $L$ and $W$ have at most $O(Nt)$ non-zero elements.
- iii) The operator $[W L]$ is orthogonal.

**Proof.** See [31], [32].

**Remark.** For most practical datasets $S$, the number of levels of the kd-tree $t$ is $\approx \log_2 N$.

Letting $Y_W := WY$, from equation (2) it follows that $Y_W = W(X\beta + \epsilon) = W\epsilon$. Note that trend $X\beta$ is filtered
from the data \( Y \). The new log-likelihood function for the estimation of \( \theta \) becomes

\[
\ell_W(\theta) = -\frac{n}{2} \log(2\pi) - \frac{1}{2} \log \det \{ C_W(\theta) \} - \frac{1}{2} Y_W^T C_W(\theta)^{-1} Y_W,
\]

where

\[
C_W(\theta) = WC(\theta)W^T \quad \text{and} \quad Y_W \sim N_{N-p}(0, WC(\theta)W^T). \]

One immediate consequence is that the likelihood function is decoupled. Furthermore, the following theorem shows that \( C_W(\theta) \) is more stable numerically than \( C(\theta) \).

**Theorem 3.2.** If \( \kappa(A) \to \mathbb{R} \) is the condition number of the matrix \( A \in \mathbb{R}^{N \times N} \), then

\[
\kappa(C_W(\theta)) \leq \kappa(C(\theta)).
\]

**Proof.** See [31], [32].

**Remark.** Evaluating the likelihood function \( \ell_W(\theta) \) requires the computation of \( \log \det \{ C_W(\theta) \} \) and solving \( C_W(\theta)^{-1} Y_W \). This can be done by constructing a Cholesky factor (see [41]) of \( C_W \). From Theorem 3.2 this is more stable numerically than evaluating \( \ell(\theta) \). Nonetheless, the computational efficiency can be significantly increased by constructing a sparse matrix version of \( C_W \), which we refer to as \( C_{W_s} \), that is close to the full dense matrix. The sparse matrix \( C_W \) is built using a distance criterion approach ([31], [32]). A sparse Cholesky factorization can now be computed. An alternative method for evaluating \( C_W^{-1} Y_W \) is an iterative method such as CG iteration ([41]). This is discussed more in detail below. Note that in practice to estimate \( \theta \) accurately, it is unnecessary to compute the Cholesky factor of the entire sparse matrix \( C_W \), but just sparse sub-blocks. The computational burden will be significantly reduced ([31], [32] for details).

We now show how to construct a multilevel predictor that gives rise to well conditioned multilevel covariance matrices. As pointed out in our problem setup, this is equivalent to a best linear unbiased predictor but much easier to solve numerically, making it suitable for missing data problems in large datasets. Consider the system of equations

\[
\begin{pmatrix}
C(\theta) & X \\
X^T & 0
\end{pmatrix}
\begin{pmatrix}
\hat{\gamma} \\
\hat{\beta}
\end{pmatrix} =
\begin{pmatrix}
Y \\
0
\end{pmatrix}
\]

In [27] the authors show that the solution of (3) is given by the GLS estimate of \( \beta \) (equation (4)) and \( \hat{\gamma}(\theta) = C^{-1}(\theta)(Y - X\hat{\beta}(\theta)) \). The BLUP at the target point \( x_0 \) is given by

\[
\hat{Y}(x_0) = k(x_0)^T \hat{\beta}(\theta) + c(\theta)^T \hat{\gamma}(\theta).
\]

Furthermore, the Mean Squared Error (MSE) at the target point \( x_0 \) is given by

\[
1 + \tilde{u}^T X^T C(\theta)^{-1} X^{-1} \tilde{u} - c(\theta)^T C^{-1}(\theta) c(\theta),
\]

where \( \tilde{u} := (X C^{-1}(\theta) c(\theta) - k(x_0)) \).

From (3) the key observation is that \( X^T \hat{\gamma}(\theta) = 0 \), which implies that \( \hat{\gamma} \in \mathbb{R}^{N\setminus p} \). Thus it can be rewritten as \( \hat{\gamma} = W^T \gamma_W \) for some \( \gamma_W \in \mathbb{R}^{N-p} \). From equation (3) rewrite \( C(\theta) \hat{\gamma} + X \hat{\beta} = Y \) as

\[
C(\theta)W^T \gamma_W + X \hat{\beta} = Y. \tag{8}
\]

Now apply the matrix \( W \) to equation (8) and obtain

\[
W(C(\theta)W^T \gamma_W + X \hat{\beta}) = WY. \tag{9}
\]

The advantage of this form is that \( C_W(\theta) \) is better conditioned due to Theorem 3.2 and \( \gamma_W \) can be solved by applying a numerical inversion algorithm. Next, \( \hat{\gamma} \) can be computed by applying the transformation \( \hat{\gamma} = W^T \gamma_W \). Finally, the GLS estimate \( \hat{\beta} \) can solved from (8) by applying the least squares

\[
\hat{\beta} = (X^T X)^{-1} X^T (Y - C(\theta) \hat{\gamma}). \tag{10}
\]

In Figure 1 a workflow of the imputation method is shown. **Remark.** It is remarkable that \( \hat{\gamma} \) can be solved for independently of the GLS estimate \( \hat{\beta} \) and in turn, \( \hat{\beta} \) can be solved as a least squares problem without the need to invert the covariance matrix \( C(\theta) \). Furthermore the multilevel solution of the BLUP using equation (5), (9) and (10) leads to the same exact answer as the original BLUP in equation (5). However, from Theorem 3.2 the multilevel BLUP is numerically more stable. See Table 1 for the differences in condition numbers for \( C \) and \( C_W \). This is of particular importance since it is known that if matrices are ill-conditioned they cannot be inverted (directly or indirectly) with accuracy [40]. This is the reason that a nugget is usually added to the covariance matrix. However, this changes the model to make it easier to solve, but does not solve the original BLUP.

The linear system of equations (9) can be solved using a direct or iterative approach. If \( N \) is relatively small, a direct method such as a Cholesky factorization ([41]) will work well. However, for large \( N \), due to well-conditioning of the matrix \( C_W(\theta) \), a CG ([41]) method is a better approach. Let \( \gamma_W \) be the \( n^{th} \) conjugate gradient estimate of \( \gamma_W \), where \( \gamma_W \) is the initial guess. The main cost of the CG method is in computing the matrix vector products \( C_W(\theta) \gamma_W^n \). This can be done in 3 steps:

\[
\gamma_W^n \leftarrow W^T \gamma_W^n \quad \text{by} \quad a_n \leftarrow C(\theta)a_n \quad \text{and} \quad b_n \leftarrow Wb_n \quad \text{to} \quad C_W(\theta) \gamma_W^n. \tag{11}
\]

(1) The first step transforms \( \gamma_W^n \) into a single level (original) representation in \( \mathbb{R}^N \).

(2) The matrix vector product \( C(\theta)a_n \) is computed with a summation method. For problems in \( R^d \) and \( \mathbb{R}^3 \) this we can achieve this efficiently (\( O(N) \) computational cost) using a Kernel Independent Fast Multipole Method (KIFMM) ([31], [52]) or a Hierarchical Matrix ([50]). For \( d > 3 \) dimensions the direct approach is used with a cost of \( O(N^2) \).

(3) For the last step, \( b_n \) is transformed to a multilevel representation and the matrix vector product \( C_W(\theta) \gamma_W^n \) is obtained.

**Remark.** A preconditioner \( P_W \) can be used to speed up the convergence rate of the CG method, and the system of equations

\[
P_W^{-1} C_W(\theta) \gamma_W = P_W^{-1} Y_W \tag{11}
\]

is solved instead of (9). For the multilevel method, \( P_W \) can be constructed using the diagonal entries of \( C_W \). Note that it is possible that \( C_W(\theta) \) will have small condition numbers. If this is the case no preconditioner is used.
Remark. Given $k$ CG iterations, the total computational cost for computing $\hat{Y}(x_0)$ from (7) using the multilevel approach is $O\left(\alpha^3 + (k + 1)N^\alpha + 2Nt\right)$. For 2 and 3 dimensional problems, the parameter $\alpha$ is 1 with the use of the KIFMM method. For higher dimensions, a direct approach is used, and thus $\alpha = 2$. The residual error for the CG method decays exponentially with respect to $k$ and at a rate that is a function of the condition number. Small condition numbers lead to fast convergence, see [41] for details.

Remark. The multilevel method is implemented in MATLAB [53] and C/C++. More details can be found in the paper by [32]. However, for this paper we have further optimized the code which now runs at least twice as fast.

### 4 Experiments and Results

As discussed in the introduction, missing data in the NIS and SID datasets form an important problem underscored in the HCUP report #2015-01 ([21]). The report highlights, the problem of missing data for discharge information (total charge) in rural hospitals with potential consequences involving erroneous statistics and consequently possibly sub-optimal and even misinformed state and federal policy decisions. The missing data rates for total charge are at 2.08% for the NIS 2012 data. The Michigan SID data has a total charge missing data rate significantly higher at 19.79%. We test the multilevel approach on the NIS 2013 dataset. The NIS 2013 missing data rate for total charge was 2.00%.

In this section we contrast the accuracy performance of the multilevel Kriging/BLUP method against recommended imputation algorithms in HCUP report #2015-01, including Predicted Mean Matching and Predicted Posterior Distribution methods. We make further comparison with more traditional methods such as K-Nearest Neighbors (KNN) and KNN regression. In particular, we test the accuracy of the various methods on the total charge variable, with its highest missing data rate.

The computational and accuracy performance of the multi-level Kriging method is analyzed with the following choice of Matérn covariance function

$$
\phi(r, \rho, \nu) := \frac{1}{\Gamma(\nu/2)\sqrt{2^\nu \rho}} \left(2^\nu \frac{r}{\rho}\right)^\nu K_\nu \left(2^\nu \frac{r}{\rho}\right),
$$

with $\Gamma$ the gamma function, $\nu > 0$, $\infty > \rho > 0$, and where $K_\nu$ is the modified Bessel function of the second kind. The parameter $\nu$ controls the shape of the Matérn kernel and $\rho$ is the length correlation. Thus for this case $\theta = (\nu, \rho)$, and the stochastic optimization approach seeks the estimate of $\theta$ that best explains the data.

To demonstrate the numerical efficiency of the multi-level method, we generate a series of random observation nodes on a n-sphere $S_{d-1} := \{x \in \mathbb{R}^d | ||x|| = 1\}$ with dimension $d$. We create a series of nested sets of nodes $S_1^d \subset \cdots \subset S_{4000}^d$ that vary with $N = 2000, 4000$ to $N = 128,000$ in size. The final set $S_4^d$ contains 128,000 randomly selected points on the n-sphere $S_{4000}^d$. For the covariates we choose the first $d-1$ dimensions. In other words, forming a matrix of node coordinates $(N)$ by the number of dimensions $d$, we pick the first $d-1$ columns as our covariate nodes. The last dimension (column) is chosen to be the observations. The polynomial basis chosen for the design matrix $X$ is Total Degree (TD) with maximum degree $u$.

The imputation performance of the multi-level kriging method is tested on the National Inpatient Sample (NIS) datasets ([39]), Healthcare Cost and Utilization Project (HCUP), Agency for Healthcare Research and Quality with the 2013 data set. Among all 190 variables in this dataset, totalchg (total charge), as, the most problematic, is a good candidate to test the performance of the multi-level method. The variables npr (number of procedures), ndx (number of diagnoses), los (length of stay) and age are used as predictors. Note that as an experimental comparison we also test los as a candidate response variable, though this would not be necessary in practice since its missing data rate is 0.004% in the NIS 2013 dataset. We extract from the NIS 2013 data matrix these five variables and remove any incomplete rows. To test the imputation performance of the multi-level kriging method, $N$ rows are selected at random for $N \in \{2,000; 5,000; 10,000; 50,000; 100,000\}$.

The error performance is measured using the relative root-mean-square error (rMSE), mean absolute percentage error (MAPE), and the mean of the log of the accuracy Ratio (lnQ). The relative RMSE represents the sample standard deviation of the differences between predicted and observed values normalized by the mean of the square of the observed values. The MAPE corresponds to the averaging the ratio of differences between predicted values and observed values to observed values; here there is a bias towards small predictions. lnQ overcomes this issue by using an accuracy measure based on the ratio of the predicted to actual value.

The Kriging predictor is compared with other methods such as the Generalized Least Squares (GLS), k-nearest neighbors (KNN) and KNN regression. Comparisons are also made with the following four well known imputation methods: PMM (predicted mean matching), PPD (posterior prediction distribution), BEM (bootstrapping EM), and DA (data augmentation). Furthermore, we obtain results for the Discriminative Deep Learning (DDL) from the AutoML li-
We first notice that the condition number for $C$ is large ($\kappa(C) \approx 10^8$) even for relatively small problems. This has several numerical stability implications including a sever downgrade for maximal accuracy using any numerical inversion algorithm. A single precision computation would lead to erroneous results. Using a double precision computation can ameliorate the accuracy problem, but still exhibit slow convergence. In comparison $\kappa(C_W) \approx 20$ is significantly smaller leading to a stable and fast matrix inversion algorithm.

Compared to the traditional iterative approach using the covariance matrix $C$ (single level representation), the multilevel method is thousands to tens of thousands times faster for the same accuracy. This can be observed in Table 1 (a) and (b). The source of this efficiency is due to: i) The number of iterations for convergence to the same tolerance accuracy is significantly smaller. ii) The multilevel approach only needs one iterative matrix inversion, in comparison to $p$ iterative matrix inversions needed for the traditional single level representation approach. This is relevant for large problems where the matrix cannot reside in memory.

We can now test the accuracy of the Kriging method. In particular we test the performance of the multi-level Kriging method with respect to the following regression problems: i) $\text{los} \sim \text{totchg} + \text{npr} + \text{ndx} + \text{age}$ and ii) $\log(\text{totchg}) \sim \log(\text{los}) + \log(\text{npr}) + \text{ndx} + \text{age}$ (normalized).

| $N$   | $\kappa(C)$ | $\kappa(C_W)$ | $\text{itr}(C)$ | $\text{itr}(C_W)$ | MB(s) | Itr(s) | Total(s) | Eff$_{\gamma, \beta}$ |
|-------|-------------|---------------|-----------------|------------------|-------|--------|---------|----------------------|
| 16,000 | $5 \times 10^7$ | 6 | 178 | 10 | 52 | 56 | 109 | 31,520 |
| 32,000 | $1 \times 10^8$ | 10 | 237 | 13 | 125 | 276 | 403 | 32,290 |
| 64,000 | $3 \times 10^8$ | 17 | 303 | 16 | 288 | 1405 | 1,695 | 33,540 |

### TABLE 1: Multilevel BLUP Kriging results for the n-sphere data set with $d = 20$ and $d = 25$ dimensions, Td design matrix of degree $w$, and Matérn covariance function with parameters $(\nu, \rho)$. (a) Computational wall-clock times for solving the Kriging prediction for $d = 20$ and $\theta = (5/4, 10)$. Due to the direct method to compute the matrix vector product, the computational burden increases somewhat faster than quadratic. However, compared to the single level iterative approach it is $\approx 33,540$ faster for $N = 64,000$ observations. (b) Kriging prediction for $d = 25$ and $\theta = (5/4, 10)$. For $N = 64,000$ observations the efficiency of the multilevel BLUP is about 2,796 times faster for the same accuracy.

We next test the performance of BLUP only since the multilevel estimation computational burden is almost negligible in comparison (See [32] for more detail). In Table 1 (a) and (b) numerical results for computing the BLUP parameters $\hat{\gamma}$ and $\hat{\beta}$ for $d = 20$ and $\theta = (5/4, 10)$ are shown. The CG relative residual tolerance accuracy is set to $\text{tol} = 10^{-3}$, $\text{itr}(A)$ is the number of CG iterations needed to achieve $\text{tol}$ residual for any matrix $A$. MB(s) is the wall-clock time in seconds needed to compute the multilevel basis. Itr(s) is similarly time needed to solve for $\hat{\gamma}$ using the CG method. Total(s) is total time needed to solve for $\hat{\beta}$ and $\hat{\gamma}$. An efficiency comparison between the cost of computing $\beta$ and $\gamma$ with the original covariance matrix $C$ and the multilevel approach is given by $\text{Eff}_{\gamma, \beta}$.
TABLE 2: Imputation performance comparison of Kriging/BLUP, PMM, PPD, BEM and DA for the \( \text{totchg} \) variable with \( N = 100,000 \) data points. (a) Imputation performance without transformation. The Kriging approach clearly outperforms the state of the art methods. (b) Imputation performance with log transformation. The Kriging also outperforms the state of the art methods. Furthermore, other methods such as DA degrade with the transformation.
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Fig. 2: Prediction error comparison (\( \text{totchg} \)) for the 2013 NIS Dataset with respect to the number of data points \( N \), where 90% are used for training and 10% for validation.

![Figure 2](image)

Fig. 3: (a) Population histogram statistical comparison of kNN-R, kNN, GLS and Kriging with respect to the validation data set for 90,000 training and 10,000 validation datasets (\( N = 100,000 \)). Notice that Kriging more faithfully reproduces the population statistics of the validation total charge data set. This is the advantage of the unbiased constrained in the stochastic optimization. Note that PMM, PPD, BEM and DA methods also give similar results to kNN-R. (b) Total charge (\( \text{totchg} \)) imputation statistical errors comparisons. Kriging provides the best imputation performance for all error measures. (c) Length of stay (\( \text{los} \)) imputation statistical errors comparisons. For \( \text{los} \), in general Kriging performs well.
three measures of accuracy. In Table 2 (a) we observe that Kriging outperforms the imputation packages such as PMM, PPD, BEM and DA for $N = 100,000$ data points with the 90%-10% training/validation split.

In Figure 4, we can observe a comparison of performance among different methods for the $\text{totchg}$ (total charge) variable: Kriging/BLUP, KNN-Reg, KNN, GLS, and DDL. This comparison is conducted across varying training/validation proportions of the dataset (from 10%/90% to 90%/10%) of the data. The horizontal axis depicts the percentage of the dataset used for training, while the vertical axis represents metrics such as rMSE, MAPE, and mean lnQ. Notably, the Kriging/BLUP method consistently outperforms the other methods across all metrics (rMSE, MAPE, and mean lnQ), with its superiority evident in nearly all scenarios.

ii) $\log(\text{los}) \sim \text{totchg} + \text{npr} + \text{ndx}$. For the experiments of predicting length of stay, $\text{totchg}$, $\text{npr}$ and $\text{ndx}$ are used as predictors due to the high correlation with $\text{los}$ and run the simulations for datasets (training set plus testing set) of size $N = 100,000$. Note that since this is a three dimensional problem, the Kriging multi-level code is significantly faster due to the application of the KIFMM. From Figure 3 (c) the result of the experiment shows that the Kriging was not always the best predictor consistently. However, it still appears to outperform most of the other methods. Intuitively, in this case, this could be due to the violation of the Gaussian assumption of the linear model.

iii) $\log(\text{totchg}) \sim \log(\text{los}) + \log(\text{npr}) + \text{ndx} + \text{age}$. (normalized)

For this experiment the same dataset as in i) is used. However, a log transformation is and normalization step is applied. From Table performance:table1 (b) it is observed that the accuracy of traditional imputations methods improves. Although the accuracy of the Kriging method improves somewhat, it still outperforms all others. This indicates that the proposed Kriging method has the capacity of handling raw and rough models when traditional methods tend to fail.

5 Conclusion

In this paper we introduce novel techniques from Computational Applied Mathematics to solve large scale statistical problems. In particular, the problem of imputation is solved with the new multi-level Kriging method. Due to the numerical and stability problems associated with the stochastic optimization Kriging method, until recently this had limited applicability to imputation for large datasets. Due to the introduction of multi-level methods from the CAM community, many of these limitations have been resolved. Our results show that the multi-level Kriging method is computationally feasible, stable numerically, accurate and mathematically principled. In particular, it is shown that the multilevel BLUP is exact and significantly outperforms current state-of-the-art methods. Furthermore, it is robust and applies to a large class of missing data problems such as massive medical records.

Multiple imputation is an important strategy for quantifying the uncertainty of predictions. There are many methods such as bootstrapping used to created multiple realizations of data. These realizations are used to quantify the variances of predictions. Such methods can also be used to create multiple realizations for the multilevel Kriging/BLUP approach. However, the extension is not trivial. To more faithfully reproduce realizations of the data, the bootstrapping approach needs to take into account the Cholesky decomposition (see [41]) of the covariance matrix $\mathbf{C}$, which is very difficult since the matrix is large and ill-conditioned. However, alternatively we can use a Karhunen Loève (KL) expansion (see [55]) to create multiple realizations with the Matérn covariance function from the Gaussian process representation of the data. This would involve computing the eigenstructure of the covariance function, which is significantly more stable to compute even if the matrix is ill-conditioned. Moreover, by using a Kernel Independent Fast Multipole (KIFMM) approach [52] the computation of the eigenstructure in principle can be relatively fast for problems in $\mathbb{R}^3$. An advantage of the KL expansion is that it does not involve...
The question that arises is what choice of cutoff do we use for the Mean Square Error (MSE) of the prediction. This involves inverting the covariance matrix \( \mathbf{C} \); thus for large datasets it can be numerically unstable and intractable. [31] show that there exists a formulation for the multilevel approach that is significantly faster and numerically stable. However, it can still be intractable for estimating large numbers of missing data. We shall investigate these approaches in more detail in a future publication.

Finally, we have not addressed the problem of imputation for categorical data, which is part of the HCUP dataset. Our approach can potentially deal with the categorical data by treating it as numerical and defining a cutoff. For example this is what is done with Support Vector Machines (SVMs). The question that arises is what choice of cutoff do we use? We will deal with these types of variables in a future publication.

**ACKNOWLEDGMENTS**

We appreciate the help and advice from Bindu Kalesian, in particular, for the access to the NIS dataset. Furthermore, the feedback from Karen Kafadar has been invaluable. This material is based upon work supported by the National Science Foundation under Grant No. 1736392.

**REFERENCES**

[1] R. Little and D. Rubin, *Statistical Analysis with Missing Data, Second Edition*, 08 2014, pp. 200–220.

[2] Y. Xu, Z. Zhang, L. You, J. Liu, X. Fan, and X. Zhou, “scRNAseq: single-cell rna-seq imputation using generative adversarial networks,” *Nucleic acids research*, vol. 48, no. 15, pp. e85–e85, 2020.

[3] W. V. Li and J. Li, “An accurate and robust imputation method scImpute for single-cell rna-seq data,” *Nature communications*, vol. 9, no. 1, p. 997, 2018.

[4] C. Arisdakessian, O. Poirion, B. Yunits, X. Zhu, and L. X. Carmine, “Deeplempute: an accurate, fast, and scalable deep neural network method to impute single-cell rna-seq data,” *Genome Biology*, vol. 20, no. 1, p. 211, Oct 2019.

[5] D. Lee, J. Kim, W-J. Moon, and J. C. Ye, “Collagan: Collaborative gan for missing image data imputation,” in *Proceedings of the IEEE/CVF conference on computer vision and pattern recognition*, 2019, pp. 2487–2496.

[6] Y. Luo, X. Cai, Y. Zhang, J. Xu et al., “Multivariate time series imputation with generative adversarial networks,” *Advances in neural information processing systems*, vol. 31, 2018.

[7] W. Cao, D. Wang, J. Li, H. Zhou, L. Li, and Y. Li, “Brits: Bidirectional recurrent imputation for time series,” *Advances in neural information processing systems*, vol. 31, 2018.

[8] Y. Duan, Y-L. Lv, Y-L. Liu, and F-Y. Wang, “An efficient realization of deep learning for traffic data imputation,” *Transportation research part C: emerging technologies*, vol. 72, pp. 168–181, 2016.

[9] X. Chen, Z. He, and L. Sun, “A bayesian tensor decomposition approach for spatiotemporal traffic data imputation,” *Transportation research part C: emerging technologies*, vol. 98, pp. 73–84, 2019.

[10] G. E. Batista and M. C. Monard, “An analysis of four missing data treatment methods for supervised learning,” *Applied artificial intelligence*, vol. 17, no. 5-6, pp. 519–533, 2003.

[11] F. Biessmann, D. Salinas, S. Schelter, P. Schmidt, and D. Lange, “‘Deep’ learning for missing value imputation tables with non-numerical data,” in *Proceedings of the 27th ACM International Conference on Information and Knowledge Management*, 2018, pp. 2017–2025.

[12] C. Shang, A. Palmer, J. Sun, K-S. Chen, J. Lu, and J. Bi, “Vigan: Missing view imputation with generative adversarial networks,” in *2017 IEEE International Conference on Big Data (Big Data)*. IEEE, 2017, pp. 766–775.

[13] J. Yoon, J. Jordan, and M. Schaar, “Gain: Missing data imputation using generative adversarial nets,” in *International conference on machine learning*. PMLR, 2018, pp. 5699–5708.

[14] S. C.-X. Li, B. Jiang, and B. Marlin, “Misgan: Learning from incomplete data with generative adversarial networks,” in *International Conference on Learning Representations*, 2020.

[15] A. Nazabal, P. M. Oholos, Z. Ghahramani, and I. Valera, “Handling incomplete heterogeneous data using vaes,” *Pattern Recognition*, vol. 107, p. 107501, 2020.

[16] Y. L. Qiu, H. Zheng, and O. Gevaert, “Genomic data imputation with variational auto-encoders,” *GigaScience*, vol. 9, no. 8, p. giaa082, 2020.

[17] S. Jäger, A. Alilhorn, and F. Bießmann, “A benchmark for data imputation methods,” *Frontiers in Big Data*, vol. 4, p. 693674, 2021.

[18] T. Emmanouil, T. Maupong, D. Mpoeleng, T. Semong, B. Mphago, and O. Tabona, “A survey on missing data in machine learning,” *Journal of Big Data*, vol. 8, no. 1, p. 1–37, 2021.

[19] T. Thomas and E. Rajabi, “A systematic review of machine learning-based missing value imputation techniques,” *Data Technologies and Applications*, vol. 55, no. 4, pp. 558–585, 2021.

[20] R. J. Little and D. B. Rubin, *Statistical analysis with missing data*. John Wiley & Sons, 2019, vol. 793.

[21] R. Houckers, *Missing Data Methods for the NIS and the SID*. U.S. Agency for Healthcare Research and Quality, January 2015, http://www.hcup-us.ahrq.gov/reports/methods/methods.jsp.

[22] I. R. White, P. Royston, and A. M. Wood, “Multiple imputation using chained equations: Issues and guidance for practice,” *Statistics in Medicine*, vol. 30, no. 4, pp. 377–399, 2011.

[23] J. L. Schafer, “Multiple imputation: a primer,” *Statistical Methods in Medical Research*, vol. 8, no. 1, pp. 3–15, 1999.

[24] ——, *Analysis of Incomplete Multivariate Data*. London: Chapman and Hall, 1997.

[25] J. Honaker, G. King, and M. Blackwell, “Amelia ii: A program for missing data,” *Journal of Statistical Software*, vol. 45, no. 7, pp. 1–4, 2011.

[26] D. Bertsimas, C. Pawlowski, and Y. D. Zhuo, “From predictive methods to missing data imputation: An optimization approach,” *Journal of Machine Learning Research*, vol. 18, no. 196, pp. 1–39, 2018. [Online]. Available: http://dx.doi.org/10.1007/s10543-012-0397-x.

[27] H. B. Nielsen, S. N. Lophaven, and J. Søndergaard, *DAC - A Matlab Kriging Toolbox*. Richard Petersens Plads, Building 321, DK-2800 Kgs. Lyngby: Informatics and Mathematical Modelling, Technical University of Denmark, DTU, 2002. [Online]. Available: http://www2.imm.dtu.dk/pubdb/p.php?1460.

[28] A. Shitlilova, G. Bellocci, D. Borras, U. Eza, R. Martin, and P. Carrère, “Kriging-based approach to predict missing air temperature data,” *Computers and Electronics in Agriculture*, vol. 142, pp. 440–449, 2017.

[29] H. Yang, J. Yang, L. D. Han, X. Liu, L. Pu, S.-m. Chin, and H.-I. Hwang, “A kriging based spatiotemporal approach for traffic volume data imputation,” *PLOS ONE*, vol. 13, no. 4, pp. 1–11, 04 2018.

[30] J. E. Castrillón-Candás, J. Li, and V. Eijkhout, “A discrete adapted hierarchical basis solver for radial basis function interpolation,” *BIT Numerical Mathematics*, vol. 53, no. 1, pp. 57–86, 2013. [Online]. Available: http://dx.doi.org/10.1007/s10543-012-0397-x.

[31] J. E. Castrillón-Candás, M. G. Genton, and R. Yokota, “Multi-level restricted maximum likelihood covariance estimation and Kriging for large non-gridded spatial datasets,” *Spatial Statistics*, vol. 18, Part A, pp. 105 – 124, 2016, spatial Statistics Avignon: Emerging Patterns. [Online]. Available: http://www.sciencedirect.com/science/article/pii/S2211675315000834.

[32] J. E. Castrillón-Candás, “High dimensional multilevel Kriging: A computational mathematics approach,” *Arxiv*, 2021, https://arxiv.org/abs/1701.00285.

[33] J. E. Castrillón-Candás, F. Nobile, and R. Tempone, “Analytic regularity and collocation approximation for PDEs with random domain deformations,” *Computers and Mathematics with applications*, vol. 71, no. 6, pp. 1173–1197, 2016.

[34] J. E. Castrillón-Candás and J. Xu, “A stochastic collocation approach for parabolic PDEs with random domain deformations,” *Computers & Mathematics with Applications*, vol. 93, pp. 32–49, 2021.
Mark Kon obtained Bachelor’s degrees in Mathematics, Physics, and Psychology from Cornell University, a PhD in Mathematics from MIT. He is a professor of Mathematics and Statistics at Boston University. He is affiliated with the Quantum Information Group, the Bioinformatics Program and the Computational Neuroscience Program. He has had appointments at Columbia University as Assistant and Associate Professor (Computer Science, Mathematics), as well as at Harvard and at MIT. He has published approximately 100 articles in mathematical physics, mathematics and statistics, computational biology, and computational neuroscience, including two books. His recent research and applications interests involve quantum probability and information, statistics, machine learning, computational biology, computational neuroscience, and complexity.

Julio Enrique Castrillón-Candás received the MS and Ph.D. degrees in electrical engineering and computer science from the Massachusetts Institute of Technology (MIT), Cambridge. He is currently faculty in the department of Mathematics and Statistics at Boston University. His area of expertise is in Uncertainty Quantification (PDEs, non-linear stochastic networks), large scale computational statistics, functional data analysis and statistical machine learning.