VOLUME PRESERVING CURVATURE FLOWS IN LORENTZIAN MANIFOLDS

MATTHIAS MAKOWSKI

Abstract. Let N be a (n+1)-dimensional globally hyperbolic Lorentzian manifold with a compact Cauchy hypersurface \( S_0 \) and \( F \) a curvature function, either the mean curvature \( H \), the root of the second symmetric polynomial \( \sigma_2 = \sqrt{H^2} \) or a curvature function of class \( (K^+) \). We consider curvature flows with curvature function \( F \) and a volume preserving term and prove long time existence of the flow and exponential convergence of the corresponding graphs in the \( C^\infty \)-topology to a hypersurface of constant \( F \)-curvature, provided there are barriers. Furthermore we examine stability properties and foliations of constant \( F \)-curvature hypersurfaces.
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1. Introduction

We show the long time existence and convergence to a constant \( F \)-hypersurface of the following curvature flow in a globally hyperbolic Lorentzian manifold with
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compact Cauchy hypersurface under suitable assumptions:

\[ \dot{x} = (\Phi(F) - f) \nu, \]
\[ x(0) = x_0, \]

where \( x_0 \) is the embedding of an initial, compact, connected, spacelike hypersurface \( M_0 \) of class \( C^{m+2,\alpha} \), \( 2 \leq m \in \mathbb{N}, 0 < \alpha < 1 \), \( \nu \) is the corresponding past directed normal, \( F \) is a curvature function of class \( C^{m,\alpha}(\Gamma) \) evaluated at the principal curvatures of the flow hypersurfaces \( M(t) \), \( x(t) \) denotes the embedding of \( M(t) \), \( \Phi \) is a smooth supplementary function satisfying \( \Phi' > 0, \Phi'' \leq 0 \), and \( f \) is a volume preserving global term, \( f = f_k \), see the definition below.

Furthermore, the initial hypersurface should be admissible, meaning that its principal curvatures belong to the defining cone \( \Gamma \) of the curvature function \( F \), which will be specified below.

Depending on which type of volume has to be preserved, we define the global term as in [22]:

\[ f_k(t) = \frac{\int_{M_t} H_k \Phi(F) \, d\mu_t}{\int_{M_t} \Phi \, d\mu_t}. \]

Here \( H_k, k = 0, \ldots, n \), denotes the k-th elementary symmetric polynomial, where \( H_0 = 1 \). For an overview of the notation (especially concerning the curvature functions) we refer to section 2.

We assume that the ambient space \( N \) is a \((n + 1)\)-dimensional smooth, connected, globally hyperbolic Lorentzian manifold with a compact, smooth, connected Cauchy hypersurface \( S_0 \), and \( N \) is covered by a future directed Gaussian coordinate system \((x^\alpha)\), such that the metric \((\bar{g}_{\alpha\beta})\) can be expressed in the form

\[ ds^2 = e^{2\psi(x^0, x)} \left\{ -(dx^0)^2 + \sigma_{ij}(x^0, x) \, dx^i \, dx^j \right\}, \]

where \( x^0 \) is the time function defined on an interval \( I = (a, b) \), we suppose without loss of generality \( 0 \in I \) and \((x^i)\) are local coordinates for the Cauchy hypersurface \( S_0 \). The coordinates can be chosen such that

\[ S_0 = \{x^0 = 0\}. \]

The existence of a smooth, proper function \( f : N \to \mathbb{R} \) with non-vanishing timelike gradient in a merely connected, smooth Lorentzian manifold \( N \) already assures the existence of such a special coordinate system, see [14, Theorem 1.4.2], implying that \( N \) is globally hyperbolic with a compact Cauchy hypersurface. Alternatively one can deduce the existence of the special coordinate system in smooth, globally hyperbolic Lorentzian manifolds with compact Cauchy hypersurface from [4, Theorem 1.1] and [3, Lemma 2.2].

We need one further assumption on the ambient manifold, namely we consider curvature flows in cosmological spacetimes, a terminology due to Bartnik, meaning a Lorentzian manifold with the above properties, which furthermore satisfies the timelike convergence condition, an assumption which is quite natural in the setting of general relativity as it corresponds to the strong energy
condition (see for example [16]). Hence for all \( p \in N \) there holds
\[
R_{\alpha\beta} V^\alpha V^\beta \geq 0 \quad \forall \text{ timelike } V \in T_p N.
\]
We only mention that for the proof of Theorem 1.3 (with \( F = H \)) this condition could be relaxed to the case where the lower bound is \(-\Lambda\) with a constant \( \Lambda > 0 \), where in this case one needs to assume that there holds \( H > \sqrt{n\Lambda} \) on the initial hypersurface.

In the case of general curvature functions however we will need to assume that the timelike sectional curvatures of \( N \) are non-positive, i.e. at points \( p \in N \) there holds
\[
R_{\alpha\beta\gamma\delta} V^\alpha W^\beta V^\gamma W^\delta \geq 0 \quad \forall \text{ timelike } V \in T_p N, \forall \text{ spacelike } W \in T_p N.
\]
The possible curvature functions are \( F = H \), \( F = \sigma_2 \) or \( F \in (K^*) \). For these we have to distinguish their cones of definition \( \Gamma \) and the supplementary function \( \Phi \):

- Let \( F = H \) and \( k = 0 \), then let \( \Phi(x) = x \) and \( \Gamma = \mathbb{R}^n \). For \( k = 1 \) let \( \Gamma = \Gamma_1 \) and \( \Phi \in C^{m,-}\alpha(\mathbb{R}_+) \) be an arbitrary function satisfying merely \( \Phi' > 0 \) and \( \Phi'' \leq 0 \). For example, one could consider the surface-area preserving inverse mean curvature flow, \( \Phi(x) = -x^{-1} \). For higher \( k \) the flow is not well defined, since convexity does not need to be preserved during the flow.
- For \( F = \sigma_2 = H_2^2 \) let \( \Gamma = \Gamma_2 \) and \( \Phi(x) = x \) or \( \Phi(x) = -x^{-1} \). Again, the flow is only well defined for \( k \in \{0,1,2\} \) for the same reasons as above.
- Lastly, let \( F \in (K^*) \) be a homogeneous function of degree 1 and of class \( C^{m,-}\alpha(\Gamma^+) \), then for \( k \in \{0,\ldots,n\} \) we choose \( \Phi(x) = \log(x) \) and \( \Gamma = \Gamma^+ \).

We denote by \((F, \Gamma, \Phi)\) one of the possible choices of curvature functions and their respective cones of definitions as well as supplementary functions stated above.

In order to be able to derive \( C^0 \)-estimates we have to add an additional assumption, first we provide the necessary definition:

**Definition 1.1.** Let \( F \) be a continuous curvature function defined on an open, convex, symmetric cone \( \Gamma \subset \mathbb{R}^n \). Then we define (here we distinguish the cases considering the future or the past by brackets):

Let \( \epsilon \) be a constant, then we say we have a future (past) curvature barrier for \((F, \Gamma, \epsilon)\) of class \( C^{k,\beta} \), where \( k \in \mathbb{R}, k \geq 2, 0 \leq \beta \leq 1 \), if there exists a compact, connected, spacelike and admissible hypersurface \( M \) of class \( C^{k,\beta} \), satisfying
\[
F|_M \geq (\leq) \epsilon.
\]

With the definition
\[
c_1 = \min_{M_0} F \quad \text{ and } \quad c_2 = \max_{M_0} F,
\]
we can state the following assumption:
Assumption 1.2. We have a future curvature barrier for \((F, \Gamma, c_2)\) of class \(C^2\) and a past curvature barrier for \((F, \Gamma, c_1)\) of class \(C^2\). If in the case \(F = H\), \(\Gamma = \mathbb{R}^n\), for \(i = 1\) or \(i = 2\) there holds \(c_i = 0\), then we assume the corresponding barrier to be strict.

If the curvature function is not the mean curvature, we assume the existence of a strictly convex function \(\chi_{\Omega} \in C^2(\bar{\Omega})\), where \(\Omega \subset N\) is the region between the barriers. For geometric conditions implying the existence of such a function see Lemma 3.2.

Now we state the theorem:

Theorem 1.3. Let \(N, M_0\) and \((F, \Gamma, \Phi)\) be as above, \(m \geq 2\), \(0 < \alpha < 1\), and suppose there holds assumption 1.2. Then the flow (1.1) with \(f = f_k\) has a unique solution existing for all times \(0 \leq t < \infty\), such that for fixed time \(M_t \in C^{m+2, \alpha}\) and the \(M'_t\)'s considered as graphs \(u(t, \cdot)\) converge exponentially in \(C^{m+2}\) to a compact, connected, spacelike hypersurface of class \(C^{m+2, \alpha}\), which is a stable solution of the equation

\[
F = c_0,
\]

where \(c_0 = \lim_{t \to \infty} \Phi^{-1}(f_k)\).

If \(M_0\) and \(F\) are smooth, then the convergence of the graphs is exponential in the \(C^{\infty}\)-topology.

For \(k = 0\) the enclosed volume, for \(k = 1\) the volume of the hypersurfaces and if the ambient space has constant curvature \(K_N = 0\), then for \(1 < k \leq n\) the mixed volume \(V_{n+1-k}\) is preserved.

Finally, we want to name some of the works about volume preserving curvature flows in different ambient manifolds and discuss shortly the results obtained in this work.

Volume preserving curvature flows have been considered for various curvature functions in different settings. Roughly speaking, if one assumes a certain convexity assumption or pinching condition on the initial hypersurface and shows that this condition is preserved during the flow, then after proving a priori estimates the existence of the flow for all times \(t \in [0, \infty)\) and the exponential convergence in the \(C^{\infty}\)-topology of the flow to a sphere or a geodesic sphere can be deduced.

In the case the ambient manifold is \(\mathbb{R}^{n+1}\), volume preserving mean curvature flows have been previously considered by Gage for \(n = 1\) in [11] and by Huisken for \(n \geq 2\) in [17]. McCoy considered mixed volume preserving mean curvature flows in \(\mathbb{R}^{n+1}\) in [21] and later on extended the results to very general curvature functions in [22].

Recently Cabezas-Rivas and Miquel proved similar results for a volume preserving mean curvature flow in the hyperbolic space under the assumption of horosphere-convexity of the initial hypersurface, see [5]. Cabezas-Rivas and Sinestrari then considered the volume-preserving flow by powers of the elementary symmetric polynomials in the euclidean setting in [6] by assuming a pinching condition on the principal curvatures of the initial hypersurface.
However, to our knowledge the only result concerning volume preserving curvature flows in Lorentzian manifolds can be found in the paper [9] by Ecker and Huisken, where the volume preserving mean curvature flow has been considered. The method in the Lorentzian case differs substantially from the euclidean case. Neither convexity nor the pinching condition on the principal curvatures is preserved, but assuming (1.5) in the case of $F = H$ and (1.6) in the case of a general curvature function respectively, investigating the evolution equation for the curvature function one can see that the upper and lower bound of the curvature function is preserved during the flow, which is also valid if an arbitrary, but bounded global term is considered. This result is the crucial part that enables one to prove $C^0$-estimates under the assumption of barriers. Now the $C^1$ and $C^2$-a priori estimates can be deduced by the same methods used in the case of a time-independent force-term and do not rely on the special choice of the global term. The higher order estimates cannot be deduced directly from the results of Krylov-Safonov in view of the global term (which is merely bounded at this moment), instead we use a method already employed in the papers [22] and [6]. Then again the evolution equation for the curvature function is the starting point to conclude the exponential convergence to a hypersurface of constant $F$-curvature.

From the above remark about the dependence of the proofs on the global term $f$ one can conclude that, as far as long time existence is concerned, a far wider class of global terms can be considered than the ones used throughout the paper. In particular one can look as well at curvature flows that preserve volumes with different densities and obtain the same results stated above, as they neither disturb the boundedness of the curvature function nor the analysis carried out to achieve convergence.

It is also possible to prove the foliation of a future end of $N$ by CMC--hypersurfaces by a similar method as in [14] by using the volume preserving curvature flow. However, since the proof is more complicated than the proof by using the mean curvature flow without a global term, we omit the proof of this result. Instead, we show in section 10 that a region enclosed by barriers for the $F$-curvature can be foliated by hypersurfaces of constant $F$-curvature. Furthermore we show that each CFC-surface in the interior of this region can be obtained as the limit hypersurface of a nontrivial curvature flow which preserves the volume respectively the area.
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2. Notation and Definitions

The main objective of this section is to formulate the governing equations of a hypersurface in a Lorentzian \((n + 1)\)-dimensional manifold \(N\) and to provide the definitions of the classes of curvature as well as some well-known properties of certain curvature functions which will be used throughout this paper. Note that the main differences of hypersurfaces in Lorentzian manifolds compared to hypersurfaces in Riemannian manifolds arise from the sign change in the Gauß formula and hence the Gauß equation. For more detailed definitions about curvature functions, we refer the reader to [14, Chapter 2.1, 2.2] and for an account of the differential geometry to [13, Chapter 11, 12] and especially Chapter 12.5 therein with respect to Gaussian coordinate systems and Lorentzian manifolds.

Throughout this section \(N\) will be assumed to be a \((n + 1)\)-dimensional Lorentzian manifold and, unless stated otherwise, the summation convention is used throughout the paper.

We will denote geometric quantities in the ambient space \(N\) by greek indices with range from 0 to \(n\) and usually with a bar on top of them, for example the metric and the Riemannian curvature tensor in the ambient space will be denoted by \((\bar{g}_{\alpha\beta})\) and \((\bar{R}_{\alpha\beta\gamma\delta})\) respectively, etc., and geometric quantities of a spacelike hypersurface \(M\) by latin indices ranging from 1 to \(n\), i.e. the induced metric and the Riemannian curvature tensor on \(M\) are denoted by \((g_{ij})\) and \((R_{ijkl})\) respectively. Generic coordinate systems in \(N\) and \(M\) will be denoted by \((x^\alpha)\) and \((\xi^i)\) respectively. Ordinary partial differentiation will be denoted by a comma whereas covariant differentiation will be indicated by indices or in case of possible ambiguity they will be preceded by a semicolon, i.e. for a function \(u\) in \(N\), \((u_\alpha)\) denotes the gradient and \((u_{\alpha\beta})\) the Hessian, but e.g. the covariant derivative of the curvature tensor will be denoted by \((\bar{R}_{\alpha\beta\gamma\delta;\epsilon})\). We also point out that (with obvious generalizations to other quantities)

\[
(2.1) \quad \bar{R}_{\alpha\beta\gamma\delta;\epsilon} = \bar{R}_{\alpha\beta\gamma\delta,\epsilon} x^\epsilon, \tag{2.1}
\]

where \(x\) denotes the embedding of \(M\) in \(N\) in local coordinates \((x^\alpha)\) and \((\xi^i)\).

The induced metric of the hypersurface will be denoted by \(g_{ij}\), i.e.

\[
(2.2) \quad g_{ij} = \langle x_i, x_j \rangle \equiv \bar{g}_{\alpha\beta} x^\alpha_i x^\beta_j, \tag{2.2}
\]

the second fundamental form will be denoted by \((h_{ij})\) and the normal by \(\nu\), which is a timelike vector, i.e. for \(p \in M\) there holds

\[
(2.3) \quad \nu(p) \in C_p := \{ \xi \in T_p^1(N) : \langle \xi, \xi \rangle < 0 \}, \tag{2.3}
\]

where \(T_p^{k,l}(N)\) denotes the \(k\)-times contravariant and \(l\)-times covariant tensors and we note that the light cone \(C_p\) consists of two connected components, \(C_p^+\) and \(C_p^-\), which we call future directed and past directed respectively.

The geometric quantities of the spacelike hypersurface \(M\) are connected through the Gauß formula, which can be considered as the definition of the second fundamental form,

\[
(2.4) \quad x_{ij} = h_{ij}\nu, \tag{2.4}
\]
where we are free to choose the future or the past directed normal, but we stipulate that we always use the past directed normal.

Note that here and in the sequel a covariant derivative is always a full tensor, i.e.

\[(2.5) \quad x_{ij}^\alpha = x_{ij}^\alpha - \Gamma_k^i x_k^\alpha + \bar{\Gamma}_k^{\alpha \beta \gamma} x_k^\beta x_j^\gamma,\]

where \(\bar{\Gamma}_k^{\alpha \beta \gamma}\) and \(\Gamma_k^{i} \) denote the Christoffel-symbols of the ambient space and hypersurface respectively.

The second equation is the Weingarten equation:

\[(2.6) \quad \nu_i = h_k^i x_k = g^{kj} h_{ij}.\]

Finally, we have the Codazzi equation

\[(2.7) \quad h_{ij;}^k = h_{ik;}^j + \bar{\Gamma}_k^{\alpha \beta \gamma} x_k^\beta x_j^\gamma x_l^k,\]

as well as the Gauß equation

\[(2.8) \quad R_{ijkl} = -\{h_{ik} h_{jl} - h_{il} h_{jk}\} + \bar{\Gamma}_k^{\alpha \beta \gamma} x_k^\alpha x_j^\beta x_l^\gamma x_i^\delta.\]

Note that in the last equation the sign change comes into play.

Now we want to define the different classes of curvature functions, first we provide the definition of such functions and mention some identifications, which will be used in the sequel without explicitly stating them again.

**Definition 2.1.** Let \(\Gamma \subset \mathbb{R}^n\) be an open, convex, symmetric cone, i.e.

\[(2.9) \quad (\kappa_i) \in \Gamma \implies (\kappa_{\pi i}) \in \Gamma \quad \forall \pi \in \mathcal{P}_n,\]

where \(\mathcal{P}_n\) is the set of all permutations of order \(n\). Let \(f \in C^{m,\alpha}(\Gamma), m \in \mathbb{N}, 0 \leq \alpha \leq 1,\) be symmetric, i.e.,

\[(2.10) \quad f(\kappa_i) = f(\kappa_{\pi i}) \quad \forall \pi \in \mathcal{P}_n.\]

Then \(f\) is said to be a curvature function of class \(C^{m,\alpha}\). For simplicity we will also refer to the pair \((f, \Gamma)\) as a curvature function.

Now denote by \(S\) the symmetric endomorphisms of \(\mathbb{R}^n\) and by \(S_{\Gamma}\) the symmetric endomorphisms with eigenvalues belonging to \(\Gamma\), an open subset of \(S\). Then we can define a mapping

\[(2.11) \quad F : S \to \mathbb{R},\]

\[A \mapsto f(\kappa_i),\]

where the \(\kappa_i\) denote the eigenvalues of \(A\). For the relation between these different notions, especially the differentiability properties and the relation between their derivatives, see [14, Chapter 2.1]. Since the differentiability properties are the same for \(f\) as for \(F\) in our setting, see [14, Theorem 2.1.20], we do not distinguish between these notions and write always \(F\) for the curvature function.

Hence at a point \(x\) of a hypersurface we can consider a curvature function \(F\) as a function defined on a cone \(\Gamma \subset \mathbb{R}^n\), \(F = F(\kappa_i)\) for \((\kappa_i) \in \Gamma\) (representing the principal curvatures at the point \(x\) of the hypersurface), as a function depending on \(h_{ij}^\alpha\), \(F = F(h_{ij}^\alpha)\) or even as a function depending on \(h_{ij}\) and \(g_{ij}\),
\[ F = F(h_{ij}, g_{ij}) \]. However, we distinguish between the derivatives with respect to \( \Gamma \) or \( S \). We summarize briefly our notation and important properties:

For a (sufficiently smooth) curvature function \( F \) we denote by \( F_{ij} = \frac{\partial F}{\partial h_{ij}} \), a contravariant tensor of order 2, and \( F^i_j = \frac{\partial F}{\partial h^i_j} \), a mixed tensor, contravariant with respect to the index \( j \) and covariant with respect to \( i \). We also distinguish the partial derivative \( F_{,i} = \frac{\partial F}{\partial \kappa_i} \) and the covariant derivative \( F_{;i} = F^{kl} h_{kl,i} \).

Furthermore \( F_{ij} \) is diagonal if \( h_{ij} \) is diagonal and in such a coordinate system there holds \( F_{ii} = \frac{\partial F}{\partial \kappa_i} \). For a relation between the second derivatives see [14, Lemma 2.1.14]. Finally, if \( F \in C^2(\Gamma) \) is concave, then \( F \) is also concave as a curvature function depending on \( (h_{ij}) \). With these definitions we can turn to special classes of curvature functions.

But first we remind the definition of an admissible hypersurface:

**Definition 2.2.** A spacelike, orientable hypersurface \( M \) of class \( C^2 \) in a Lorentzian manifold \( N \) is said to be admissible with respect to a continuous curvature function \( (F, \Gamma) \), if its principal curvatures with respect to the past directed normal lie in \( \Gamma \).

**Definition 2.3.** We distinguish three classes of curvature functions:

(i) A symmetric curvature function \( F \in C^{2,\alpha}(\Gamma_+) \cap C^0(\bar{\Gamma}_+), \) where \( \Gamma_+ := \{(\kappa_i) \in \mathbb{R}^n : \kappa_i > 0, 1 \leq i \leq n \} \), positively homogeneous of degree \( d_0 > 0 \), is said to be of class \((K)\), if it is strictly monotone, i.e.

\[
F_{,i} = \frac{\partial F}{\partial \kappa_i} > 0 \quad \text{in } \Gamma_+ ,
\]

vanishes on the boundary of \( \Gamma_+ \) and fulfills the following inequality:

\[
F^{ij,kl} \eta_{ij} \eta_{kl} \leq F^{-1}(F^{ij} \eta_{ij})^2 - F^{ik} \tilde{h}^{jl} \eta_{ij} \eta_{kl} \quad \forall \eta \in S ,
\]

where \( F \) is evaluated at \((h_{ij}) \in S_{\Gamma_+} \) and \((\tilde{h}^{ij})\) is the inverse of \((h_{ij})\).

(ii) A function \( F \in (K) \) is said to be of class \((K^*)\) if there exists \( 0 < \epsilon_0 = \epsilon_0(F) \) such that

\[
\epsilon_0 F H \leq F^{ij} h_{ik} h_{jk} \quad \forall (h_{ij}) \in S_{\Gamma_+} ,
\]

where \( F \) is evaluated at \((h_{ij})\) and \( H \) represents the mean curvature, i.e. the sum of the eigenvalues of \((h_{ij})\).

(iii) A differentiable curvature function \( F \) is said to be of class \((D)\), if for every admissible hypersurface \( M \) the tensor \( F^{ij} \), evaluated at \( M \), is divergence free.

First, we define the most important curvature functions, the elementary symmetric polynomials

\[
(2.15) \quad H_k(\lambda_1, \cdots, \lambda_n) = \sum_{i_1 < \cdots < i_k} \lambda_{i_1} \cdots \lambda_{i_k}, \quad \lambda = (\lambda_i) \in \mathbb{R}^n, 1 \leq k \leq n,
\]

and note that the \( n \)-th root of the gaussian curvature \( \sigma_n = K^\frac{n}{2} = H^\frac{n}{2} \) is an example of a curvature function of class \((K^*)\).
Further examples are given by noticing that if $F \in (K^*)$ then $F^a \in (K^*)$ for $a > 0$ and if furthermore $G \in (K)$ (where in this case it does not have to vanish on the boundary) then $FG \in (K^*)$. Possible choices of $G$ would be the inverses of the symmetric polynomials $\tilde{H}_k(\kappa_i) = 1/H_k(\kappa_i)$, see [14, Chapter 2.2]. Secondly, we remark, that a curvature function of class $(K)$ and homogeneous of degree 1 is also concave, see [14, Lemma 2.2.14].

We note some important properties of the elementary symmetric polynomials:

**Lemma 2.4.** Let $1 \leq k \leq n$ be fixed.

(i) We define the convex cone

$$\Gamma_k = \{(\kappa_i) \in \mathbb{R}^n : H_1(\kappa_i) > 0, H_2(\kappa_i) > 0, \ldots, H_k(\kappa_i) > 0\}.$$  

Then $H_k$ is strictly monotone on $\Gamma_k$ and $\Gamma_k$ is exactly the connected component of

$$\{(\kappa_i) \in \mathbb{R}^n : H_k(\kappa_i) > 0\}$$

containing the positive cone.

(ii) The $k$-th roots $\sigma_k = H_k^{1/k}$ are concave on $\Gamma_k$.

(iii) For $1 < s < t < n$ and $\tilde{\sigma}_k = \left(H_k(\lambda)\right)^{1/k}$ there holds

$$\tilde{\sigma}_n \leq \tilde{\sigma}_t \leq \tilde{\sigma}_s \leq \tilde{\sigma}_1,$$

where the principal curvatures have to lie in $\Gamma_n \equiv \Gamma_+^*$ for the first, in $\Gamma_t$ for the second and in $\Gamma_s$ for the third inequality.

(iv) For fixed $i$, no summation over $i$, there holds

$$H_k = \frac{\partial H_{k+1}}{\partial \kappa_i} + \kappa_i \frac{\partial H_k}{\partial \kappa_i}.$$  

**Proof.** The convexity of the cone $\Gamma_k$ and (i) follows from [18, Section 2], (ii) and (iii) from [20], Lemma 15.12 and Theorem 15.16, and (iv) follows directly from the definition of the $H_k$. \(\square\)

A consequence of the preceding Lemma is the following

**Lemma 2.5.** Let $N$ be a semi-Riemannian space of constant curvature, then the symmetric polynomials $F = H_k$, $1 \leq k \leq n$, are of class $(D)$. In case $k = 2$ it suffices to assume that $N$ is an Einstein manifold.

**Proof.** The proof of the Lemma can be found in [15, Lemma 5.8]. The proof consists of induction on $k$ and (iv) of Lemma 2.4. \(\square\)

Now we state a well-known inequality for general curvature functions:

**Lemma 2.6.** Let $F \in C^2(\Gamma)$ be a concave curvature function, homogeneous of degree 1 with $F(1, \ldots, 1) > 0$, then

$$F \leq \frac{F(1, \ldots, 1)}{n} H.$$
Proof. See [14, Lemma 2.2.20].

**Remark 2.7.** To estimate tensors, we will need a Riemannian metric on \( N \). We use a Riemannian reference metric, which we define by

\[
\tilde{g}_{\alpha \beta} dx^\alpha dx^\beta = e^{2\psi} \left\{ (dx^0)^2 + \sigma_{ij} dx^i dx^j \right\}.
\]

The corresponding norm of a vector field \( \eta \) on \( N \) will be denoted by

\[
||| \eta ||| = (\tilde{g}^{\alpha \beta} \eta_\alpha \eta_\beta)^{\frac{1}{2}}.
\]

Finally, we want to note that we will use the parabolic Hölder spaces in later sections, where for the notation we refer to [14, Definition 2.5.2].

3. Evolution equations

In this chapter we state some facts about the representation of hypersurfaces as graphs and the evolution equations of the geometric quantities needed throughout the paper. For a derivation of the latter we refer to [14, Chapter 2].

Note that there is a slight but significant difference in the evolution equations compared to the Riemannian case due to the sign change in the Gauß equation.

**Lemma 3.1.** Let \( N \) be a smooth, connected, globally hyperbolic Lorentzian manifold with a compact, connected Cauchy hypersurface \( S_0 \) and \( M \subset N \) a compact, connected, spacelike hypersurface of class \( C^{m,\alpha} \), \( 0 \leq \alpha \leq 1, \ 1 \leq m \in \mathbb{N} \), then \( M \) can be written as a graph over \( S_0 \)

\[
M = \text{graph } u|_{S_0},
\]

with \( u \in C^{m,\alpha}(S_0) \).

We remark that the additional regularity mentioned above follows by the same proof as in [19, Lemma 3.1], the implicit function theorem being the main theorem used in the proof.

From now on we assume to work in local coordinates of the special coordinate system given by (1.3).

The flow hypersurfaces can be written as graphs over \( S_0 \)

\[
M(t) = \{ x^0 = u(t^i) : x = (t^i) \in S_0 \},
\]

where we use the symbol \( x \) ambiguously by denoting points \( p = (x^\alpha) \in N \) as well as points \( p = (t^i) \in S_0 \). Now suppose the flow hypersurfaces are given by an embedding \( x = x(t, \xi) \), where \( \xi = (\xi^i) \) are local coordinates of a compact manifold \( M \), i.e., initially we have the embedding \( x : M \to N \), \( M_0 := x(M) \).

Then there holds

\[
x^0 = u(t, \xi) = u(t, x(t, \xi)),
\]

\[
x^i = x^i(t, \xi).
\]

The induced metric has the form

\[
g_{ij} = e^{2\psi} \{-u_i u_j + \sigma_{ij}\},
\]
where $\sigma_{ij}$ is evaluated at $(u(x), x)$. Its inverse $(g^{ij}) = (g_{ij})^{-1}$ can be expressed as

$$g^{ij} = e^{-2\psi} \{ \sigma^{ij} + \frac{\bar{u}^i}{v} \frac{\bar{u}^j}{v} \},$$

where $(\sigma^{ij}) = (\sigma_{ij})^{-1}$ and we distinguish $u^i = g^{ij} u_j$ and

$$\bar{u}^i = \sigma^{ij} u_j$$

and where we define

$$v^2 = 1 - \sigma^{ij} u_i u_j \equiv 1 - |Du|^2.$$

Hence, graph $u$ is spacelike if and only if $|Du| < 1$, in view of (3.4).

The past-directed normal has the form

$$(\nu^\alpha) = - v^{-1} e^{-\psi}(1, \bar{u}^i).$$

Furthermore, looking at the component $\alpha = 0$ in the gaussian formula, we obtain

$$e^{-\psi} \bar{\nu} h_{ij} = -u_{;ij} - \Gamma^0_{00} u_i u_j - \Gamma^0_{0j} u_i - \Gamma^0_{ij},$$

where the covariant derivatives are taken with respect to the induced metric of the considered hypersurface and $\bar{\nu} = v^{-1}$. For later use, we reformulate the above expression as in [14, (2.5.11)], such that

$$e^{-\psi} \bar{v} h_{ij} = -v^{-2} u_{ij} + e^{-\psi} \bar{h}_{ij} - e^{-\psi} \psi_\alpha v^\alpha g_{ij} + v^{-1} e^{-\psi} \psi_\alpha v^\alpha g_{ij},$$

where $\bar{v}$, $\bar{g}_{ij}$ and $\bar{h}_{ij}$ denote the normal, metric and second fundamental form of the coordinate slices $\{x^0 = \text{const}\}$ and where the covariant derivatives of $u$ are now taken with respect to the metric $\sigma_{ij}(u, x)$.

In the Lorentzian case controlling the $C^1$-norm of graph $u$ is tantamount to controlling $\bar{v}$ in view of (3.7) and

$$||Du||^2 = g^{ij} u_i u_j = e^{-2\psi} |Du|^2 \frac{v^2}{v^2}.$$ 

Finally, as for the curvature flows with general curvature functions we had to assume the existence of a strictly convex function $\chi \in C^2(\bar{\Omega})$ in a given domain $\Omega$, we shall state a geometric condition guaranteeing the existence of such a function. For a proof of the following Lemma see [14, Lemma 1.8.3].

**Lemma 3.2.** Let $N$ be a smooth, globally hyperbolic Lorentzian manifold, $S_0$ a Cauchy surface, $(x^\alpha)$ a future directed Gaussian coordinate system associated with $S_0$ and $\bar{\Omega} \subset N$ compact. Then there exists a strictly convex function $\chi \in C^2(\bar{\Omega})$, i.e. a function satisfying

$$\chi_{\alpha\beta} \geq c_0 \bar{g}_{\alpha\beta}$$

with a positive constant $c_0$, provided the level hypersurfaces $\{x^0 = \text{const}\}$ that intersect $\bar{\Omega}$ are strictly convex.
We consider a curvature function $F \in C^{m,\alpha}(\Gamma)$, $2 \leq m \in \mathbb{N}$, $0 < \alpha < 1$, a function $f = f(t)$ and a real function $\Phi \in C^{m,\alpha}(\mathbb{R})$ and write from now on $\Phi = \Phi(F)$.

The curvature flow is then given by the evolution problem (1.1) with $f = f_k$, $0 \leq k \leq n$, as defined in (1.2) (where we remark again that not all values of $k$ are allowed for $F = H$ or $F = \sigma_2$, see the remarks after equation (1.2)).

We will assume throughout the next sections that short time existence has already been assured and we consider a solution $x \in H^{m+\alpha, m+\alpha/2}(Q_{T^*})$ of the curvature flow on a maximal interval $[0, T^*)$, $0 < T^* \leq \infty$, where $Q_T = [0, T) \times M$. Short-time existence is well known for the curvature flow without the global term as we are dealing with a parabolic problem and with a fixed point argument we can extend this result to the flow including the global term. This will be supplemented in section 11.

Hence we consider a sufficiently smooth solution of the initial value problem (1.1) and show how the geometric quantities of the hypersurfaces $M(t)$ evolve.

All time derivatives are total derivatives, i.e., covariant derivatives of tensor fields defined over the curve $x(t)$, cf. [13, Chapter 11.5].

First, we consider the evolution equations for the hypersurfaces represented as graphs.

Looking at the component $\alpha = 0$ of the flow (1.1) we obtain the scalar flow equation

$$\dot{u} = -e^{-\psi}v^{-1}(\Phi - f),$$

where the time derivative is a total time derivative of $u = u(t, x(t, \xi))$. If however we consider $u$ to depend on $u = u(t, \xi)$ we obtain the partial derivative

$$\frac{\partial u}{\partial t} = \dot{u} - u_k \dot{X}^k = -e^{-\psi}v(\Phi - f).$$

Let us now state the evolution equations, where we note that all covariant derivatives appearing in these equations are taken with respect to the induced metric of the flow hypersurfaces:

**Lemma 3.3.** We have the following evolution equations:

1. $\dot{g}_{ij} = 2(\Phi - f) h_{ij}$,
2. $\frac{d}{dt}\sqrt{g} = (\Phi - f)H\sqrt{g}$, where $g = \det g_{ij}$,
3. $\dot{\nu} = g^{ij}\Phi_i x_j$,
4. $\dot{h}^i_j = \Phi^i_{,j} - (\Phi - f)\{h^i_k h^j_k + \tilde{R}_\alpha^\beta_\gamma_\delta^\nu^\xi x^\beta_i x^\delta_j g^{k\xi}\}$,
5. $\dot{h}_{ij} = \Phi_{,ij} - (\Phi - f)\{-h^k_i h_{kj} + \tilde{R}_\alpha^\beta_\gamma_\delta^\nu^\xi x^\beta_i x^{\delta_j}\}$,
6. $\dot{\Phi} - \Phi'F^{ij}\Phi_{,ij} = -\Phi'(\Phi - f)\{F^{ij} h^k_i h^j_k + F^{ij} \tilde{R}_\alpha^\beta_\gamma_\delta^\nu^\xi x^\beta_i x^{\delta_j}\}$,

where $\Phi' = \frac{d}{dr}\Phi(r)$.
If the ambient space has vanishing sectional curvatures, then for Lemma 4.1.

For $k \leq 0$

\[
\frac{\partial}{\partial t} \text{vol}(\Sigma_t) = -2\Phi F^{ij} \frac{\partial}{\partial x^i} (\Phi - f) + \Phi F e^{-\psi} \frac{\partial}{\partial x^i} (\Phi - f) + \Phi F e^{-\psi} \frac{\partial}{\partial x^i} (\Phi - f)
\]

where $\Sigma_t$ is the level hypersurface $\int_0^1 \text{vol}(\Sigma_t) dt$.

Proof. See [14, Lemma 2.3.1 for the first two equations, then Lemma 2.3.2, Lemma 2.3.3 for the next two equations, Lemma 2.3.4, equation (3.14) together with (3.9), Lemma 2.4.4, Lemma 2.4.4, Lemma 2.4.1].}

4. Height estimates and volume preservation of the flow

First, we remind the definition of the mixed volume, for $k \in \{0, \ldots, n\}$ and a hypersurface $M$ represented by a graph $u$ we have:

\[
\text{vol}^{(n)}(M) = \int_0^1 e^\psi \text{vol}(\Sigma_t) dt,
\]

where for $(t, x) \in N$ we denote by $g(t, x) = \det(g_{ij}(t, x))$ the element of the level hypersurface $x^0 = t$ at the point $x \in S_0$. The choice of the reference point $0 \in (a, b)$ for the enclosed volume is arbitrary. Now we are going to prove the claimed volume preservation property of the flow (1.1) with $f = f_k$, $0 \leq k \leq n$.

Lemma 4.1. For $k = 0$ the enclosed volume $V_{n+1}$ and for $k = 1$ the volume of the hypersurfaces $V_n$ is preserved.

If the ambient space has vanishing sectional curvatures, then for $1 < k \leq n$ the mixed volume $V_{n+1-k}$ is preserved.

Proof. First we observe that for $x \in S_0$ we have

\[
\sqrt{g(u(x), x)} = v \sqrt{\det(g_{ij}(u(x), x))},
\]

where $\hat{g}_{ij}(t, \cdot)$ denotes the metric of the level hypersurface $x^0 = t$. 

Taking this into account, we have for $k = 0$ in view of (3.14):

$$\frac{d}{dt} V_{n+1} = \int_{S_0} \frac{\partial u}{\partial t} e^\psi \sqrt{\bar{g}(u(x), x)} \, dx$$

(4.3)

$$= - \int_{S_0} (\Phi - f_0) \sqrt{\bar{g}(u(x), x)} \, dx = 0,$$

in view of the definition of $f_0$. Hence the enclosed volume is preserved by the flow.

For $k = 1$ we have in view of (3.16)

$$(n + 1) \frac{d}{dt} V_n = \frac{d}{dt} |M_t| = \int_{M_t} (\Phi - f_1) H \, d\mu_t = 0.$$

Finally, for $1 < k \leq n$ we assume the ambient space has vanishing sectional curvatures. Then we exploit Lemma 2.5 and Lemma 2.4. We get

$$(n + 1) \binom{n}{k} \frac{d}{dt} \int_{M_t} H_{k-1} \, d\mu_t = \int_{M_t} kH_k(\Phi - f_k) \, d\mu_t$$

(4.5)

$$- \int_{M_t} (\Phi - f_k)(H_{k-1})^j \bar{R}_{\alpha\beta\gamma\delta} \nu^\alpha x^\beta \nu^\gamma x^\delta g^{jk} \, d\mu_t$$

$$= k \int_{M_t} (\Phi - f_k) H_k \, d\mu_t = 0.$$

□

In order to prove the $C^0$-estimates we will show that the curvature function is bounded during the evolution. Together with the monotonicity of the constant $F$-curvature hypersurfaces, which we will prove afterwards, we then obtain that the flow stays within the domain bounded by the barriers for all times.

**Lemma 4.2.** Let

$$c_1 := \min_{M_0} \Phi(F) \quad \text{and} \quad c_2 := \max_{M_0} \Phi(F),$$

then there holds for all times $0 < t < T^*$

$$c_1 \leq \Phi(F) \leq c_2. \quad \text{(4.7)}$$

Moreover $\Phi^{\text{sup}}(t) := \max_{M_t} \Phi$ is monotonically decreasing and $\Phi^{\text{inf}}(t) := \min_{M_t} \Phi$ is monotonically increasing.

**Proof.** We will prove (4.7) holds until $T_0$, where $0 < T_0 < T^*$ is arbitrary. This will prove the first statement and the second one follows by observing that the argument holds as well for the interval $[t_1, T^*)$, where $0 < t_1 < T^*$ is arbitrary.

We only prove the upper bound, the proof for the lower bound follows analogously.

Let

$$\tilde{\Phi} := (\Phi(F) - c_2) - ct - \epsilon,$$  

(4.8)

where $\epsilon > 0$ is chosen arbitrarily. Therefore there holds
\begin{equation}
\dot{\Phi}|_{t=0} < 0
\end{equation}
and from (3.20) we get
\begin{equation}
\dot{\Phi} - \Phi' F^{ij} \Phi_{ij} = -\Phi' (\Phi - f) \left(F^{ij} h_{ik} h^k_j + F^{ij} \bar{\mathcal{R}}_{\alpha\beta\gamma\delta} x_i^\alpha \nu^\beta x_j^\gamma \nu^\delta \right) - \epsilon.
\end{equation}
Suppose there is a point $(t_0, x_0)$, $0 < t_0 \leq T_0$, $x_0 \in S_0$ such that
\begin{equation}
\Phi(t_0, x_0) = 0
\end{equation}
and where $t_0$ is the first time for this to happen.

Hence there holds for all $x \in S_0$
\begin{equation}
\dot{\Phi}(t_0, x_0) \leq \dot{\Phi}(t_0, x_0)
\end{equation}
and this implies by the definition of $\Phi$ and $f_k$
\begin{equation}
f_k(t_0) \leq \Phi(t_0, x_0).
\end{equation}
Evaluating (4.10) at $(t_0, x_0)$ yields therefore in view of the maximum principle
\begin{equation}
0 \leq -\epsilon < 0,
\end{equation}
where we used the timelike convergence condition (1.5) in case of the mean curvature flow and (1.6) for general curvature functions as well as the non-negativity of the term $F^{ij} h_{ik} h^k_j$.

This contradiction implies
\begin{equation}
\Phi < ct + \epsilon + c_2 \leq cT_0 + \epsilon + c_2
\end{equation}
and the Lemma follows because $\epsilon$ can be chosen arbitrarily small. \qed

Note that this Lemma ensures in the case of $F = H$ or $F = \sigma_2$, that the principal curvatures of the flow lie in the cone of definition, where we use Lemma 2.6 for $F = \sigma_2$. Furthermore, with regard to the supplementary function, the proof merely depends on the fact that $\Phi' > 0$.

We also want to point out the following observation, which can be used to prove long time existence for bounded, but otherwise more general global force terms, than the ones we consider in this paper, as long as we have suitable barriers:

**Remark 4.3.** The proof of the preceding Lemma shows that for a global term $f = f(t)$ which is bounded from below and above by $c_1$ and $c_2$ respectively, where these are arbitrary constants, the curvature function $\Phi(F(t))$ is bounded by the same constants if $\Phi(F)|_{t=0}$ is.

Now we want to show the monotonicity of hypersurfaces with respect to their $F$-curvature. For the mean curvature in a cosmological spacetime the proof can be found in [14, Lemma 4.7.1], for general $F$ the proof needs a minor modification:
Lemma 4.4. Let $N$ be a smooth cosmological spacetime with compact Cauchy-hypersurface $S_0$ and non-positive timelike sectional curvatures, $F$ a strictly monotone curvature function defined on an open, convex, symmetric cone $\Gamma$, $F \in C^1(\Gamma) \cap C^0(\Gamma)$, such that $F$ vanishes on the boundary of $\Gamma$ and $F > 0$ in $\Gamma$.

Let $M_i = \text{graph } u_i$, $i = 1, 2$ be two compact, connected, spacelike, admissible hypersurfaces of class $C^2$, such that the respective $F$-curvatures $F_i$ satisfy

$$F_1 < (\leq) \min_{M_2} F_2,$$

and if $p \in S_0$ is a point such that $F_1(u_1(p), p) = \min_{M_2} F_2$, then we assume that the principal curvatures of $M_2$ at $(u_2(p), p)$ are not all equally to zero.

Then there holds

$$u_1 < (\leq) u_2.$$  

Proof. In view of the equation (3.9) and the maximum principle it suffices to show

$$u_1 \leq u_2.$$  

Now suppose (4.18) is not valid, so that

$$E(u_1) = \{x \in S_0 : u_2(x) < u_1(x)\} \neq \emptyset.$$  

Thus there exist points $p_i \in M_i$ such that

$$0 < d_0 = d(M_2, M_1) = d(p_2, p_1) = \sup \{d(p, q) : (p, q) \in M_2 \times M_1\},$$

where $d$ is the Lorentzian distance function, which is finite and continuous in our setting, see [13, Theorem 12.5.9].

Now let $\phi$ be a maximal geodesic from $M_2$ to $M_1$ realizing this distance with endpoints $p_2$ and $p_1$ and parametrized by arc length.

Denote by $\bar{d}$ the Lorentzian distance function to $M_2$, i.e. for $p \in I^+(M_2)$

$$\bar{d}(p) = \sup_{q \in M_2} d(q, p).$$

Since $\phi$ is maximal, $\Lambda = \{\phi(t) : 0 \leq t < d_0\}$ contains no focal points of $M_2$, cf [23, Theorem 34, p.285], hence there exists an open neighbourhood $\Pi = \Pi(\Lambda)$ such that $\bar{d}$ is of class $C^2$ in $\Pi$, cf [14, Theorem 1.9.15] and $\Pi$ is part of the largest tubular neighbourhood of $M_2$ and hence covered by an associated normal Gaussian coordinate system $(x^\alpha)$ satisfying $x^0 = \bar{d}$ in $\{x^0 > 0\}$, see [14, Theorem 1.9.22].

In this coordinate system $M_2$ is the level set $\{\bar{d} = 0\}$ and the level sets

$$M(t) = \{p \in \Pi : \bar{d}(p) = t\}$$

are $C^2$-hypersurfaces.

Next we want to derive a formula for the evolution of the $F$-curvature of the level hypersurfaces of this coordinate system. Let us define the flow of the
level hypersurfaces by

\[(4.23) \quad \dot{x} = -\nu, \]
\[(4.24) \quad x(0) = x_0,\]

where \(x_0\) is the embedding of \(M_2\). Then we infer from \([14, \text{Proposition 1.9.4}]\)

\[(4.25) \quad x, \dot{x} \in C^1((-\epsilon_0, d_0) \times B_P(\xi_0)),\]

where \(\epsilon_0 > 0, x_0(\xi_0) = \phi(0)\) and \((-\epsilon_0, d_0) \times x_0(B_P(\xi_0)) \subset \Pi\). Hence \(g_{ij} = \langle x_i, x_j \rangle\) as well as \(h_{ij} = -\frac{1}{2}\tilde{g}_{ij}\) (see equation (3.15) with \(f = 1\)) are continuously differentiable with respect to space and time. From (3.18) we then obtain the equation

\[(4.26) \quad \dot{h}_i = h_i h_j R_{\alpha \beta \gamma \delta} x^\alpha_{\beta} x^\gamma_{\delta} g^{ki},\]

where we note that in view of (4.25) one can verify that \(\tilde{R}_{\alpha \beta \gamma \delta} x^\alpha_{\beta} x^\gamma_{\delta} g^{mk}\) is continuous in this coordinate system, since \(\Gamma^0_{\alpha \beta} = \frac{1}{2}\tilde{g}_{\alpha \beta,0}\).

For the \(F\)-curvature of \(\bar{M}(t)\) we obtain then the equation

\[(4.27) \quad \dot{F} = F_k^l h_l m^k \dot{h}_m + F_k^l \tilde{R}_{\alpha \beta \gamma \delta} x^\alpha_{\beta} x^\gamma_{\delta} g^{mk},\]

where the geometric quantities like \(\tilde{g}_{ij}, \tilde{h}_{ij}\) and so on denote the geometric quantities of the level hypersurfaces and they are not to be confused with the quantities of the ambient space. This implies that the \(F\)-curvature of \(\bar{M}(t)\) is monotonically increasing with respect to \(t\) in view of the strict monotonicity of the \(F\)-curvature, hence the level hypersurfaces are admissible, since \(F\) vanishes only on \(\partial \Gamma\).

Next, consider a tubular neighbourhood \(U\) of \(M_1\) with corresponding normal Gaussian coordinate system \((x^\alpha)\). The level sets

\[(4.28) \quad \bar{M}(s) = \{x^0 = s\} \quad -\delta < s < 0,\]

lie in the past of \(M_1 = \bar{M}(0)\) and are all of class \(C^2\) for small \(\delta\).

Since the geodesic \(\dot{\phi}\) is normal to \(M_1\), it is also normal to \(\bar{M}(s)\) and the length of the geodesic segment of \(\phi\) from \(\bar{M}(s)\) to \(M_1\) is exactly \(-s\), thus equal to the distance from \(\bar{M}(s)\) to \(M_1\), hence we deduce

\[(4.29) \quad d(M_2, \bar{M}(s)) = d_0 + s.\]

We infer that \(\{\phi(t) : 0 \leq t \leq d_0 + s\}\) also represents a maximal geodesic from \(M_2\) to \(\bar{M}(s)\) and we conclude further that, for fixed \(s\), the hypersurface \(\bar{M}(s) \cap \Pi\) is contained in the past of \(M(d_0 + s)\) and touches \(M(d_0 + s)\) in \(p_s = \phi(d_0 + s)\).

Hence by the maximum principle there holds

\[(4.30) \quad F_{|\bar{M}(s)}(p_s) \geq F_{|M(d_0+s)}(p_s).\]

Furthermore, if

\[(4.31) \quad F_{\bar{M}(0)} = \min_{M_2} F_2.\]
then by using the additional assumption we conclude that if we choose \( \delta > 0 \) small enough, then in view of (4.27) there exists \( \epsilon > 0 \) not depending on \( s \), \(-\delta < s < 0\), such that there holds

\[
F_{\tilde{M}(d_0+s)}(p_4) > \min_{\tilde{M}_2} F_2 + \epsilon.
\]

On the other hand the \( F \)-curvature of \( \tilde{M}(s) \) converges to the \( F \)-curvature of \( M_1 \) if \( s \) tends to zero, hence we conclude

\[
F_1(p_1) \geq \min_{\tilde{M}_2} F_2 + \epsilon,
\]

where \( \epsilon > 0 \) if (4.31) is satisfied (otherwise it can be equal to zero), yielding in either case a contradiction to (4.16).

The barrier condition and the preceding Lemmata imply the following

**Proposition 4.5.** If \( u_i = \text{graph } M_i, \ i = 1, 2 \), where \( M_1 \) and \( M_2 \) denote the lower and upper barrier respectively, then there holds

\[
(4.34) \quad u_1 \leq u(t) \leq u_2.
\]

In the case \( F = H, \Gamma = \mathbb{R}^n \), this Proposition follows by the proof of Lemma 4.4, since now all appearing hypersurfaces are admissible.

Lemma 4.4 also yields the uniqueness of constant \( F \)-curvature hypersurfaces:

**Corollary 4.6.** Let \( N \) be as in Lemma 4.4 and \( F \) be a curvature function of class \((K)\) defined on \( \Gamma_+ \) or \( F = \sigma_k, \ 1 \leq k \leq n \), defined on \( \Gamma_k \). Then a compact, connected, spacelike hypersurface of class \( C^3 \) with \( F \equiv c \) for some constant \( c > 0 \), is uniquely determined.

5. **Gradient estimates**

Let \( \Phi \) be a function in \( C^{2,\alpha}(\mathbb{R}) \), which satisfies

\[
(5.1) \quad \Phi' > 0 \quad \text{and} \quad \Phi'' \leq 0.
\]

Let \( f = f(t) \) be a bounded function and suppose \( C^0 \)-estimates have already been established, i.e. the flow stays inside a compact region \( \bar{\Omega} \subset N \). Let \( F \) be a curvature function which is monotone, concave and homogeneous of degree 1. Then we show, following the proof in [10, Section 5],

**Proposition 5.1.** During the evolution of the flow (1.1) the term \( \tilde{v} \) is uniformly bounded:

\[
(5.2) \quad \tilde{v} \leq c = c(\Omega, ||\Phi||_0, ||\Phi'||_0).
\]

We can allow for such a general supplementary function \( \Phi \) as above, because we already established bounds for \( \Phi \) in Lemma 4.2.

First we need some Lemmata:
Lemma 5.2. The composite function
\[
\phi = e^{\mu e^{\lambda u}},
\]
where \(\mu\) and \(\lambda\) are constants, satisfies the equation
\[
\dot{\phi} - \Phi' F^{ij} \dot{\phi}_{ij} = e^{-\psi} \hat{v} \{\Phi' F - \Phi + f\} \mu \lambda e^{\lambda u} \phi
\]
\[
+ \Phi' F^{ij} \{\Gamma^0_{00} u_i u_j + 2 \Gamma^0_{0i} u_j + \Gamma^0_{ij}\} \mu \lambda e^{\lambda u} \phi
\]
\[
- [1 + \mu e^{\lambda u}] \Phi' F^{ij} u_i u_j \mu \lambda^2 e^{\lambda u} \phi.
\]

The Lemma follows from (3.21).

For a proof of the following two Lemmata we refer to [12]:

Lemma 5.3. There is a constant \(c = c(\Omega)\) such that for any positive function \(0 < \epsilon = \epsilon(x)\) on \(S_0\) and any hypersurface \(M(t)\) of the flow we have
\[
|||\nu||| \leq c \hat{v}, \tag{5.5}
\]
\[
g^{ij} \leq c \hat{v}^2 \sigma^{ij}, \tag{5.6}
\]
\[
F^{ij} \leq F^{kl} g_{kl} g^{ij}, \tag{5.7}
\]
\[
|F^{ij} h^k_j x^a_k x^b_i \eta_{ab}| \leq \frac{\epsilon}{2} F^{ij} h^k_i h^j_k \hat{v} + C \frac{\epsilon}{2} g^{ij} \hat{v}^3, \tag{5.8}
\]
\[
|F^{ij} \eta_{ab} \gamma_i x^a_k x^b_i \nu_{ij}| \leq C \hat{v}^3 F^{ij} g_{ij}, \tag{5.9}
\]
\[
|F^{ij} \tilde{R}_{ab} \gamma_i x^a_k x^b_i \nu_{ij} g^{kl}| \leq C \hat{v}^3 F^{ij} g_{ij}, \tag{5.10}
\]
\[
|||x^a_i \xi^i||| \leq c \hat{v} \quad \forall (p, \xi) \in TM(t). \tag{5.11}
\]

Lemma 5.4. Let \(M \subset \hat{\Omega}\) be a graph over \(S_0\), \(M = \text{graph} u\), and \(\epsilon = \epsilon(x)\) a function defined in \(S_0\), \(0 < \epsilon < \frac{1}{2}\). Let \(\phi\) be defined through
\[
\phi = e^{\mu e^{\lambda u}}, \tag{5.12}
\]
where \(0 < \mu\) and \(\lambda < 0\). Then there exists \(c = c(\Omega, |\Phi|, |\Phi'|)\) such that
\[
2 \Phi' |F^{ij} \tilde{v} \phi_{ij}| \leq C F^{ij} g_{ij} \tilde{v}^3 |\mu e^{\lambda u} \phi + (1 - 2\epsilon) \Phi' e^{\lambda u} \phi + \frac{1}{1 - 2\epsilon} \Phi' F^{ij} u_i u_j \mu^2 \lambda^2 e^{2\lambda u} \tilde{v} \phi. \tag{5.13}
\]

Now we can prove Proposition 5.1:

Proof. We consider the function
\[
w = \hat{v} \phi, \tag{5.14}
\]
where \(\phi\) is chosen as in (5.3) and we will choose
\[
\mu = \frac{1}{4}, \tag{5.15}
\]
\(\lambda\) negative with \(|\lambda|\) large enough. Showing that \(w\) is bounded is tantamount to show that \(\hat{v}\) is bounded.
Let us furthermore assume that $u \leq -1$, for otherwise we could replace $u$ in the definition of $\phi$ by $(u - c)$, where $c > 1 + |u|$. We derive in view of the evolution equations and Lemma 4.2, 5.3 and 5.4 the parabolic inequality
\begin{equation}
\dot{w} - \Phi' F^{ij} w_{ij} \leq - c \Phi' F^{ij} u_i u_j \mu^2 \lambda^2 e^{2\lambda u} \tilde{w} \phi + c |\lambda| \mu e^{\lambda u}^{ij} g_{ij} \tilde{v}^3 \phi \\
+ \left[ \frac{1}{1 - 2\epsilon} - 1 \right] \Phi' F^{ij} u_i u_j \mu^2 \lambda^2 e^{2\lambda u} \tilde{w} \phi \\
- \Phi' F^{ij} u_i u_j \mu^2 \lambda^2 e^{\lambda u} \tilde{v} \phi \\
+ c \left[ |\eta_{\alpha\beta} \nu^\alpha \nu^\beta| + e^{-\psi} \mu e^{\lambda u} \tilde{v}^2 \right] \phi,
\end{equation}
where the function $0 < \epsilon = \epsilon(x) < \frac{1}{2}$ is the one chosen in Lemma 5.3.

We use the maximum principle to show that $w$ is bounded, let $0 < T < T^*$ and $x_0 = x(t_0, \xi_0)$ be such that
\begin{equation}
\sup_{[0,T]} \sup_{|M(t)|} w = w(t_0, \xi_0).
\end{equation}
We choose a coordinate system $(\xi^i)$ such that in the critical point
\begin{equation}
g_{ij} = \delta_{ij} \quad \text{and} \quad h^k_i = \kappa_i \delta^k_i,
\end{equation}
and there holds
\begin{equation}
\kappa_1 \leq \kappa_2 \leq \ldots \leq \kappa_n.
\end{equation}
Now assume $\tilde{v}(x_0) \geq 2$ and let $i = i_0$ be an index such that
\begin{equation}
|u_{i_0}|^2 \geq \frac{1}{n} |Du|^2.
\end{equation}
We set $(e^i) = \frac{\partial}{\partial \xi^i}$ and assume without loss of generality that $0 < u_i e^i$. At $x_0$ there holds $Dw(x_0) = 0$, hence taking the scalar product with $(e^i)$ yields
\begin{equation}
-\tilde{v} e^i = \mu e^{\lambda u} \tilde{v} u_i e^i \\
= e^{\phi} h^k_i u k e^i - \eta_{\alpha\beta} \nu^\alpha \nu^\beta e^i,
\end{equation}
where the second equation follows from $\tilde{v} = \eta_{\alpha} \nu^\alpha$ and the Weingarten equation (we remind that $\eta = e^{\phi} (-1, 0, \ldots, 0)$).

Rearranging the terms and taking (5.11) as well as (5.20) into account, we get for large $|\lambda|
\begin{equation}
\kappa_{i_0} \leq [\mu e^{\lambda u} + c] e^{-\psi} \leq \frac{1}{2} \mu e^{\lambda u} \tilde{v} e^{-\psi}.
\end{equation}
Hence it follows that $\kappa_{i_0}$ is negative and of the same order as $\tilde{v}$, which already finishes the proof, if we have a lower bound for the principal curvatures.

Next, considering the special coordinate system chosen above and the fact that $\kappa_{i_0}$ is negative, we conclude
\begin{equation}
-F^{ij} h^k_i h_{kj} \leq - \sum_{i=1}^{n_0} F_i \kappa_i^2 \leq - \sum_{i=1}^{n_0} F_i \kappa_{i_0}^2.
\end{equation}
Since $F$ is concave, we have at $x_0$
\begin{equation}
F_1 \geq F_2 \geq \ldots \geq F_n,
\end{equation}
hence there holds
\begin{equation}
-\sum_{i=1}^{n} F_i \leq -F_1 \leq -\frac{1}{n} \sum_{i=1}^{n} F_i.
\end{equation}
We conclude
\begin{equation}
-F^{ij} h^k_i h_{kj} \leq -c F^{ij} g_{ij} \mu^2 e^{2\lambda u} \tilde{v}^2.
\end{equation}
Inserting this estimate in (5.16) yields at $x_0$ with the choice $\epsilon = e^{-\lambda u}$:
\begin{align*}
0 \leq -c F^{ij} g_{ij} \mu^2 e^{\lambda u} \tilde{v} \Phi' - c F^{ij} g_{ij} \mu |\lambda| e^{\lambda u} \tilde{v} \phi \\
+ c \mu |\lambda| e^{\lambda u} \tilde{v}^2 \Phi.
\end{align*}
These second row is negative due to the choice of $\mu$. The first term is the dominant one, if we choose $|\lambda|$ large enough, hence the right hand side is negative, which implies that the maximum of $w$ cannot occur at a point where $\tilde{v} \geq 2$. 

6. Curvature estimates

In this section we prove the boundedness of the principal curvatures during the flow, which together with the estimates in the next section will imply the long time existence of the flow by well-known arguments.

Now in view of Lemma 4.2 we are in an expedient situation, as $C^2$-estimates can be derived in the same way as for a constant force term $f \equiv c$. Nevertheless we will provide them for the sake of completeness.

First, we provide the curvature estimates for $F = H$, cf. [14, Lemma 4.4.1]:

**Proposition 6.1.** The principal curvatures of the flow (1.1) with curvature function $F = H$ and supplementary function $\Phi(x) = x$ for $k = 0$ or $\Phi \in C^{m,\alpha}(\mathbb{R}^+, \mathbb{R})$ an arbitrary function satisfying $\Phi' > 0$ and $\Phi'' \leq 0$ for $k = 1$, are uniformly bounded during the flow.

**Proof.** Let $\zeta$ be defined by
\begin{equation}
\zeta = \sup \{ h_{ij} \eta^i \eta^j : ||\eta|| = 1 \}.
\end{equation}
Let $0 < T < T^*$ and $x_0 = x_0(t_0)$ with $0 < t_0 \leq T$ be a point in $M(t_0)$ such that
\begin{equation}
\sup_{M_0} \zeta < \sup_{M_t} \{ \sup_{0 < t \leq T} \zeta(x) : x \in M(t_0) \} = \zeta(x_0).
\end{equation}
At first, we follow the usual argument, which allows one to substitute $\zeta$ by $h^{\alpha}_{\alpha}$ and use the evolution equation for the latter quantity to estimate $\zeta$:

We choose Riemannian normal coordinates $(\xi^i)$ at $x_0 \in M(t_0)$ such that at this point we have
\begin{equation}
g_{ij} = \delta_{ij} \quad \text{and} \quad \zeta = h^{\alpha}_{\alpha} = \kappa_n,
\end{equation}
where we assume the principal curvatures are labelled as in (5.19).

Let \( \tilde{\eta} = (\tilde{\eta}^i) \) be the contravariant vector field defined by
\[
\tilde{\eta} = (0, \ldots, 0, 1),
\]
and set
\[
\tilde{\zeta} = \frac{h_{ij}\tilde{\eta}^i\tilde{\eta}^j}{g_{ij}\tilde{\eta}^i\tilde{\eta}^j}.
\]
We note that \( \tilde{\zeta} \) is well defined in a neighbourhood of \((t_0, x_0)\) and \( \tilde{\zeta} \) assumes its maximum at \((t_0, x_0)\) as well. Moreover at \((t_0, x_0)\) we have
\[
\dot{\tilde{\zeta}} = \dot{h}_{nn} \quad \text{and the spatial derivatives do also coincide.}
\]
Hence at \((t_0, x_0)\) the function \( \tilde{\zeta} \) satisfies the same differential equation as \( h_{nn} \).

For the sake of greater clarity, we will treat therefore \( h_{nn} \) like a scalar and pretend that \( \zeta \) is defined by
\[
\zeta = \log h_{nn}.
\]
In view of the maximum principle and Lemma 4.2 we deduce that there holds at \((t_0, x_0)\)
\[
0 \leq -\Phi' \|A\|^2 h_{nn} + cH |h_{nn}|^2 + c(1 + h_{nn}),
\]
where \( \|A\|^2 = h_{ij}h^{ij} = \sum_{i=1}^n \kappa_i^2 \). This proves that \( \zeta \) is bounded and since we already have a lower bound on \( H \) we are done. \( \square \)

Before we prove the next estimates, let us state the following

**Remark 6.2.** Let \( \chi \equiv \chi_0 \) be the strictly convex function, where we assume \( \bar{\Omega} \) is the region determined by the \( C^0 \)-estimates. Then there exist constants \( c = c(|\Phi|, |\Phi'|) \) and \( c_0 > 0 \) (depending on \( |\Phi'| \) and the strict convexity of \( \chi \)), such that
\[
\dot{\chi} - \Phi' F^{ij} \chi_{ij} \leq c\chi_0 \nu^n - c_0 F^{ij} g_{ij}.
\]
Next, we treat the case \( F = \sigma_2 \). The proof is as in [10] :

**Proposition 6.3.** The principal curvatures of the flow (1.1) with \( F = \sigma_2 \), \( \Phi(x) = x \) or \( \Phi(x) = -x^{-1} \), are uniformly bounded during the flow, provided there exists a strictly convex function \( \chi \in C^2(\bar{\Omega}) \).

**Proof.** Let \( \zeta \) and \( w \) be respectively defined by
\[
\zeta = \sup \{h_{ij}\eta^i : ||\eta|| = 1\},
\]
\[
w = \log \zeta + \lambda \chi,
\]
where \( \lambda > 0 \) is a large constant. We will show that \( w \) is bounded, if we choose \( \lambda \) sufficiently large.

Let \( 0 < T < T^* \) and \( x_0 = x_0(t_0) \) with \( 0 < t_0 \leq T \) be a point in \( M(t_0) \) such that
\[
\sup_{M_0} w < \sup_{M_t} \{\sup w : 0 < t \leq T \} = w(x_0).
\]
By the same procedure as in the last proof we introduce normal coordinates at \(x_0 = x(t_0, \xi_0)\), and we may define \(w\) by

\[
(6.12) \quad w = \log h_n^n + \lambda \chi.
\]

If we assume \(h_n^n\) and \(\lambda\) to be greater than 1, we deduce the following inequality at \((t_0, \xi_0)\)

\[
0 \leq -cF^{ij} h_{ik} h^k_j + c h_n^n + cF^{ij} g_{ij} + \lambda c - \lambda c_0 F^{ij} g_{ij}
\]

\[
+ \Phi' F^{ij}(\log h_n^n)_i (\log h_n^n)_j + \Phi' \frac{2}{\kappa_n - \kappa_1} \sum_{i=1}^n (F_n - F_i)(h_{ni}^n)^2 (h_n^n)^{-1},
\]

where we have estimated bounded terms by a constant \(c\) and the last term is due to the term with the second derivatives of \(F\) in the evolution equation of \(h_n^n\) (we use formula (2.1.72) in [14] and note that the two parts in this formula are both negative for a concave curvature function, see [14, Proposition 2.1.23]).

We distinguish two cases:

**Case 1.** Suppose that

\[
|\kappa_1| \geq \epsilon_1 \kappa_n,
\]

where we choose some fixed \(\epsilon_1\) so that \(0 < \epsilon_1 < \frac{1}{2}\).

Then we have in view of the concavity of \(F\), see (5.24),

\[
(6.15) \quad F^{ij} h_{ik} h^k_j \geq F_1 \kappa_1^2 \geq \frac{1}{n} F^{ij} g_{ij} \epsilon_1^2 \kappa_n^2.
\]

Since \(Dw = 0\),

\[
(6.16) \quad D \log h_n^n = -\lambda D\chi.
\]

Hence

\[
(6.17) \quad F^{ij}(\log h_n^n)_i (\log h_n^n)_j \leq \lambda^2 F^{ij} \chi_i \chi_j \leq c \lambda^2 F^{ij} g_{ij}.
\]

For large \(\kappa_n\) the first term in (6.13) is dominating, so we can conclude \(\kappa_n\) is a priori bounded in this case.

**Case 2.** Suppose that

\[
(6.18) \quad \kappa_1 \geq -\epsilon_1 \kappa_n.
\]

Then, by using the Codazzi equations, we can estimate the last term in (6.13) from above (where we omit the factor \(\Phi'\) for a moment):

\[
(6.19) \quad \frac{2}{1 + \epsilon_1} \sum_{i=1}^n (F_n - F_i)(h_{ni}^n)^2 (h_n^n)^{-2} \leq \frac{2}{1 + 2\epsilon_1} \sum_{i=1}^n (F_n - F_i)(h_{nn}^n)^2 (h_n^n)^{-2}
\]

\[
+ c(\epsilon_1) \sum_{i=1}^n (F_i - F_n)(h_n^n)^{-2}.
\]

The second sum can be estimated by a constant, since \(F_1 \leq c \kappa_n\).
The terms in (6.13) containing the derivative of \( h^n \) can therefore be estimated from above by (again omitting the common factor \( \Phi' \))

\[
- \frac{1 - 2\epsilon}{1 + 2\epsilon} \sum_{i=1}^{n} F'_i (h_{nn}^i)^2 (h^n_n)^{-2} + \frac{2}{1 + 2\epsilon} F'_{n} \sum_{i=1}^{n} (h_{nn}^i)^2 (h^n_n)^{-2} \\
\leq 2F'_{n} \sum_{i=1}^{n} (h_{nn}^i)^2 (h^n_n)^{-2} = 2\lambda^2 F'_{n} ||D\chi||^2.
\]

Hence we get the inequality

\[
0 \leq - cF'_{n} c_{\kappa}^2 + \lambda^2 cF'_{n} + c\kappa_{n} + cF'^{ij} g_{ij}
\]

\[
+ \lambda c - \lambda c_{\kappa} F'^{ij} g_{ij}.
\]

Because of \((H_2)_i \geq c_1 \kappa_n\) and the fact that \(\sigma_2 \leq c_0\) we deduce

\[
F'^{ij} g_{ij} \geq c\kappa_{n}.
\]

Hence we can uniformly estimate \(\kappa_{n}\) from above, if \(\lambda\) has been chosen large enough. The proposition now follows from \(|A|^2 < H^2\) and \(H > 0\), which are valid in \(\Gamma_2\) by definition. \(\square\)

Finally we provide the \(C^2\)-estimates in the case of a curvature function of class \((K^*)\), see also [14, Lemma 4.1.3].

**Proposition 6.4.** The principal curvatures of the flow (1.1) with \(F \in (K^*)\), \(\Phi(x) = \log(x)\), are uniformly bounded during the flow, provided there exists a strictly convex function \(\chi \in C^2(\bar{\Omega})\).

**Proof.** Let \(\zeta\) be defined as in the preceding proof and define

\[
w = \log \zeta + \lambda \tilde{v} + \mu \chi,
\]

where \(\lambda, \mu\) are large positive parameters which we specify later and we will prove that \(w\) is bounded if we choose \(\lambda\) and \(\mu\) appropriately.

By the same procedure as in the last proofs we suppose \(x_0\) is a point in \(M(t_0)\) such that (6.11) holds, where \(0 < T < T^*\) and \(0 < t_0 \leq T\), we introduce normal coordinates at \(x_0 = x(t_0, \xi_0)\), and we may define \(w\) by

\[
w = \log h^n_n + \lambda \tilde{v} + \mu \chi.
\]

At \((t_0, \xi_0)\) we have in view of the maximum principle

\[
0 \leq c(h^n_n + \lambda) + c\lambda F'^{ij} g_{ij} + \mu c - \mu c_0 F'^{ij} g_{ij}
\]

\[
- \lambda \Phi' F^{ij} h^i_k h^j_k + \Phi' F'^{ij} (\log h^n_n)_i (\log h^n_n)_j
\]

\[
+ \{\Phi' F'_{n} F^{n} + \Phi' F'^{kl,rs} h_{kl,n} h_{rs,n} \} (h^n_n)^{-1},
\]

where we have assumed that \(h^n_n, \lambda\) and \(\mu\) are larger than 1 and used the boundedness of \(\Phi\).

Since \(F \in (K^*)\), by choosing \(\lambda\) and \(\mu\) large enough it suffices to estimate the term, which is quadratic in the derivatives. This will be done by exploiting the last term, which is negative (both its components are).
Since $F \in (K)$ and $\Phi''(x) \leq -\frac{\Phi'(x)}{x}$, we can estimate the last term from above by

$$-(h_n^a)^{-2}\Phi' F^{ij} h_{in;i} h_{jn;}^n.$$  \hspace{2em} (6.26)

The Codazzi equation implies

$$h_{in;i} = h_{nn;} + \tilde{R}_a + \Lambda x^a x^i x^j,$$

hence by abbreviating the curvature term by $\tilde{R}_i$, we conclude that (6.26) is equal to

$$-(h_n^a)^{-2}\Phi' F^{ij} ((h_n^a)_i + \tilde{R}_i)((h_n^a)_j + \tilde{R}_j).$$  \hspace{2em} (6.27)

Hence the last two terms in (6.25) are estimated from above by

$$-2(h_n^a)^{-1}\Phi' F^{ij} (\log h_n^a)_i \tilde{R}_j.$$  \hspace{2em} (6.28)

Now $Dw = 0$ yields

$$D \log h_n^a = -\lambda D \nu - \mu D \chi,$$

hence we can finally estimate the last two terms by

$$\lambda c + (h_n^a)^{-1}(\lambda + \mu) c F^{ij} g_{ij}.$$  \hspace{2em} (6.29)

This establishes the uniform bound of $\kappa_n$ from above and implies that $\kappa_1$ is uniformly bounded from below by a positive constant in view of $F \geq c > 0$ and $F |_{\partial \Gamma} = 0$.

\square

7. Higher order estimates

In view of the a priori estimates obtained so far, we know that

$$|u|_{2;0,S_0} \leq c_0$$

and

$$\Phi(F)$$ is uniformly elliptic in $u$

independently of $t$, $0 < t < T^*$, because the principal curvatures lie in a compact subset of $\Gamma$. Denote the ellipticity constants by $\lambda, \Lambda$.

Next, we look at the nonlinear, but uniformly parabolic equation

$$\frac{\partial u}{\partial t} = -e^{-\psi} v(\Phi(F) - f),$$  \hspace{2em} (7.3)

where the operator $\Phi(F)$ is concave in $h_{ij}$, hence $-\Phi(F)$ is concave in $u_{ij}$. However, we cannot apply the Krylov-Safonov estimates since $f = f(t)$ is a merely bounded function. Instead, we can follow an argumentation similar to the one used in [22] and, with certain modifications, in [6] to obtain a uniform, time-independent bound on $u$ in $H^{2+\beta, \frac{\beta}{\alpha}}([\delta, T] \times S_0)$ for some $0 < \beta < 1$, where we choose $\delta > 0$ to be arbitrary but fixed and $\delta < T < T^* \leq \infty$ arbitrary.

The idea is roughly as follows: First one obtains $H^{\beta, \frac{\beta}{\alpha}}([\delta, T] \times S_0)$-estimates, $0 < \beta < \alpha$, for $u$ and $\Phi(F)$ using the parabolic Harnack-inequality. Then we
fix $t \geq \delta$ and consider $u$ to be a solution of the nonlinear, but uniformly elliptic equation
\begin{equation}
\Phi(F(\cdot, u(t, \cdot), Du(t, \cdot), D^2u(t, \cdot))) \equiv g \in C^{0, \beta}(S_0).
\end{equation}
As this equation is not well-defined on the whole set $S_0 \times \mathbb{R} \times \mathbb{R} \times S$, where $S \subset \mathbb{R}^{n \times n}$ denotes the space of symmetric matrices, we are going to use the Bellman-extension in a similar way as in the papers cited above. Now we can apply $C^{0, \beta}(S_0)$-estimates for $D^2u(t, \cdot)$ using a result of Caffarelli ([7, Theorem 8.1]).

We remark that in this section $Du$ and $D^2u$ denote the first respectively second derivatives with respect to space. This then enables us to use the estimates from [2, Sections 3.3, 3.4] to obtain parabolic Hölder estimates for $Du$ and $D^2u$.

Finally, the higher order estimates can then be derived by using essentially the parabolic Schauder-theory, thereby asserting long-time existence.

From now on let $\epsilon, \delta, T$ be fixed constants with $0 < \epsilon < \delta < T < T^*$. By choosing a finite covering of $S_0$ it suffices to show inner estimates in a fixed coordinate chart. Hence from now on all quantities of the hypersurface are expressed in local coordinates and depend on $x \in \Omega$, where $\Omega \subset \mathbb{R}^n$ is an open, precompact set. First, we derive the Hölder-estimates for $u$ and $\Phi$:

**Lemma 7.1.** There exist constants $\beta, 0 < \beta < 1$, and $c_1$ depending on the already obtained estimates, such that
\begin{align}
\|\Phi\|_{\beta, \beta_0^1, [\epsilon, T] \times S_0} & \leq c_1, \\
\|u\|_{\beta, \beta_0^1, [\epsilon, T] \times S_0} & \leq c_1.
\end{align}

**Proof.** Looking at the equation (3.20) we have
\begin{equation}
\dot{\Phi} - a^{ij} \Phi_{ij} + b^k \Phi_k \equiv \dot{\Phi} - \Phi' F^{ij} \Phi_{ij} + \Phi' F^{ij} \Gamma^k_{ij} \Phi_k
\end{equation}
and $g$ as well as $b^k$ are bounded in view of (7.1). Since this is a uniformly parabolic equation, we can apply [20, Corollary 7.41] or [24, Theorem 3.16] to obtain (7.5). Next we look at (3.21):
\begin{equation}
\dot{u} - \Phi' F^{ij} u_{ij} + \Phi' F^{ij} \Gamma^k_{ij} u_k = -e^{-\psi_0}(\Phi - f) + \Phi' F e^{-\psi_0} + \dot{\Phi} F e^{-\psi_0}
\end{equation}
\begin{align*}
&\quad + \Phi' F^{ij} \{\Gamma^0_{ij} u_j + 2 \Gamma^0_{ij} u_j + \Gamma^0_{ij}\}
\end{align*}
Since we are in the same situation as before, proceeding as above yields (7.6).}

Next, we want to use the result of Caffarelli to obtain spatial $C^{2, \beta}$ estimates for $u$. First we extend $F$ using the Bellman-extension to all of $\mathbb{R}^{n \times n}$, where we consider $F = F(h^1_j)$:
Lemma 7.2. Let $\Gamma \subset \mathbb{R}^n$ be an open, convex, symmetric cone and $f \in C^2(\Gamma)$ be a symmetric, concave function, positively homogeneous of degree 1 and vanishing on the boundary of $\Gamma$. Denote by $F \in C^2(\mathbb{S}_F)$ the corresponding curvature function. Let $C_1, C_2$ be positive constants. Then there exists a function $\tilde{F}$ defined on all of $\mathbb{R}^{n \times n}$, which agrees with $F$ on the set

$$C = \left\{ A \in \mathbb{S}_F : C_1 \leq F \land \max_{1 \leq i \leq n} \kappa_i \leq C_2 \right\},$$

where the $\kappa_i$ denote the eigenvalues of $A$. Furthermore $\tilde{F}$ is uniformly Lipschitz continuous, positively homogeneous of degree 1, concave and uniformly elliptic, where the ellipticity constants depend on $C_1$ and $C_2$.

Proof. Define $\tilde{F}$ for arbitrary $(b'_j) \in \mathbb{R}^{n \times n}$ as follows:

$$\tilde{F}(b'_j) = \min_{(b_j) \in C} F^k(h'_j) b'_k.$$

First of all, in view of Euler’s homogeneity relation $F^k(h'_j)h'_k = F(h'_j)$ and the concavity we infer for $(b'_j), (h'_j) \in \Gamma$

$$F(b'_j) \leq F(h'_j) + F^k(h'_j)(b'_k - h'_k) = F^k(h'_j) b'_k.$$

From this inequality and again the homogeneity relation we infer $\tilde{F}_C = F_C$. By definition $\tilde{F}$ is concave, homogeneous of degree 1 and well-defined, since $C$ is compact. Furthermore, using some elementary properties of the trace-function and the fact that $F$ is uniformly monotone in $C$, one obtains the uniform ellipticity of $\tilde{F}$, hence there exist positive constants $\lambda, \Lambda$, depending on $n$, $F$ and $C$, such that $\forall A, B \in \mathbb{R}^{n \times n}$ with $B$ nonnegative definite there holds

$$\lambda \left\| B \right\| \leq \tilde{F}(A + B) - \tilde{F}(A) \leq \Lambda \left\| B \right\|.$$

In the same way as above one can establish that $\tilde{F}$ is uniformly Lipschitz continuous. \qed

Now we can derive the spatial $C^{2,\beta}$-estimates, first we cite the result of Caffarelli, see [7, Theorem 8.1] and the remarks following it:

Theorem 7.3. Let $g \in C^{0, \alpha}(\Omega)$, $0 < \alpha < 1$, $G : \Omega \times \mathbb{S} \to \mathbb{R}$ be continuous, concave in the second argument, uniformly elliptic, i.e. there are constants $\mu_1, \mu_2$ such that for all $x, y \in \Omega$, $A, B \in \mathbb{S}$ with $B$ nonnegative definite there holds

$$\mu_1 \left\| B \right\| \leq G(x, A + B) - G(x, A) \leq \mu_2 \left\| B \right\|$$

and furthermore there exists $c > 0$, such that for all $x, y \in \Omega$, $A \in \mathbb{S}$ there holds

$$|G(x, A) - G(y, A)| \leq c|x - y|^{\alpha} \left(\left\| A \right\| + 1\right).$$

Then for $\Omega' \subset \subset \Omega$ there exist constants $0 < \beta < \alpha$ and $C > 0$ such that a solution $u$ of $G(\cdot, D^2u(\cdot)) = g(\cdot)$ satisfies

$$\left\| u \right\|_{2, \beta, \Omega'} \leq C \left( \left\| u \right\|_{0, \Omega} + \left\| g \right\|_{0, \Omega} + 1\right),$$

where $C$ depends on $n, \mu_1, \mu_2, c$ and $\Omega'$.
Lemma 7.4. Let $\Omega' \subset \Omega$ be an open set and $t \in [\epsilon, T]$ arbitrary, then there exist constants $\hat{\beta}, 0 < \hat{\beta} < \beta$, and $c_2$ such that
\begin{equation}
||D^2u(t, \cdot)||_{\hat{\beta}, \Omega'} \leq c_2,
\end{equation}
where $c_2$ is a constant depending on $\lambda, \Lambda, d(\Omega', \partial \Omega)$ and the constants $c_0$ from (7.1) and $c_1$ from (7.5).

Proof. By using (3.10) we can define a smooth function
\begin{equation}
\eta : \Omega \times \mathbb{R} \times B^n_1(0) \times S \to S,
\eta = \eta(x, z, p, r) = (-\chi_{ik}(x, z, p)r_{kj} + R^i_j(x, z, p)),
\end{equation}
linear in $r$ for fixed $x, z, p$, such that for arbitrary spacelike hypersurfaces $M = \text{graph } u|_{\Omega}$ of class $C^2$ we have for $x \in \Omega$
\begin{equation}
h^i_j(u(x), x) = [\eta(x, u(x), Du(x), D^2u(x))],
\end{equation}
where the derivatives are partial derivatives. Furthermore for such $u$ we can define the function
\begin{equation}
\tilde{\eta}_u : \Omega \times S \to S,
(x, r) \mapsto \eta(x, u(x), Du(x), r),
\end{equation}
which is now of class $C^1$.

Applying Lemma 7.2, with $C_1$ and $C_2$ chosen correspondingly to the already obtained a priori estimates, we define
\begin{equation}
G : \Omega \times S \times (0, T] \to \mathbb{R},
(x, r, t) \mapsto \Phi(\tilde{F}(\tilde{\eta}_u(t)(x, r))).
\end{equation}
For fixed $t \in [\epsilon, T]$ and $g(\cdot) := -G(\cdot, D^2u(t, \cdot), t) \in C^{0, \beta}(\Omega)$, which is valid in view of Lemma 1.1, we consider $u(t, \cdot)$ to be a solution to the equation
\begin{equation}
-G(x, D^2v(x), t) = g(x) \quad x \in \Omega, v \in C^2(\Omega).
\end{equation}
Now we can apply Theorem 7.3 to obtain the desired estimates, where we use the uniform ellipticity of $\tilde{F}$ and we note that $-G$ is concave with respect to $r$ (see the definition of $\eta$ and the remark at the beginning of this section). Finally, a short computation using the already obtained $C^2$-estimates yields that (7.14) is satisfied (even for $\alpha = 1$).

Finally, we obtain:

**Proposition 7.5.** Fix $\delta, T$, such that $0 < \delta < T < T^* \leq \infty$. Then for the solution of problem (1.1) we have uniform estimates
\begin{equation}
||u||_{\lambda, 2+\beta, \infty, [\delta, T] \times S_0} \leq c
\end{equation}
for constants $\beta, 0 < \beta < 1$, and $c$ depending on the choice of $\delta$, but not on $T$. 

Proof. In the same way as we obtained a uniformly elliptic equation for \( u \) in the last Lemma, we can obtain a uniformly parabolic equation for \( u \) and use the estimates from [2, Sections 3.3, 3.4] to obtain the parabolic Hölder-estimates for \( Du \) and \( D^2u \). Together with (7.6) and the definition of \( f \) we obtain (omitting the tilde in the Hölder exponential)

\[
\|f\|_{\frac{2}{\beta}, [S]} \leq \text{const.}
\]

The last estimate to complete the Proposition can then be obtained from the evolution equation of the graph. 

\[\square\]

We finish this section with the higher order estimates and the existence for all times.

**Proposition 7.6.** The scalar curvature flow exists for all times \( 0 < t < \infty \) in the class \( H^{m+2+\alpha, \frac{m+2+\alpha}{2}}([0,t] \times S_0) \) and the curvature flow exists for all times in the class \( H^{n+\alpha, \frac{n+\alpha}{2}}(Q, N) \). Furthermore we have uniform estimates for the scalar curvature flow, i.e. there exists a constant \( c > 0 \), such that

\[
\|u\|_{m+2+\alpha, \frac{m+2+\alpha}{2}, [0,\infty) \times S_0} \leq c.
\]

**Proof.** Going through the proof of [14, Theorem 2.5.9] reveals that the time dependence of \( f \) does not cause any problems, as it already has the right regularity to proceed. Following the arguments in [14, 2.5.12] and noting that now \( \Psi \) has again the same regularity as in that proof due to the definition of \( f \), we conclude that [14, Lemma 2.5.17] is also valid for the volume preserving flows. Hence in view of the a priori estimates from Proposition 7.5 we infer that the flow exists for all times and has the regularity mentioned above, compare the argumentation in [14, Remark 2.6.2].

It remains to prove the estimate (7.24). With \( \beta \) from Proposition 7.5, we have \( u \in H^{m+2+\beta, \frac{m+2+\beta}{2}}([0,\infty) \times S_0) \), see [15, Theorem 6.5]. With this new a priori estimates at hand we can again apply the Theorem to obtain the uniform estimates (7.24).

\[\square\]

We remark that the estimates we have used so far, apart from Lemma 4.2, do not rely too much on the particular choice of the global force term. Hence as long as bounds for the global force term can be established, one can alter for example the integrands by functions, which depend on \( u \) up to its second derivatives and still obtain long time existence for the flow.

\[\text{8. Convergence}\]

Now we want to show the convergence to a hypersurface of constant \( F \)-curvature. The first step consists of proving the convergence of the \( F \)-curvature. Let us first cite a well-known fact.

**Lemma 8.1.** Let \( S_0 \) be a compact manifold of class \( C^1 \) and \( f \in C^1(J \times S_0) \), where \( J \) is an open interval, then

\[
\phi(t) = \sup_{S_0} f(t, \cdot)
\]

**Proof.**
is Lipschitz continuous and there holds a.e.

\[ \dot{\phi}(t) = \frac{\partial f}{\partial t}(t, x_t), \]

where \( x_t \) is a point in which the supremum is attained.

A corresponding result is also valid if \( \phi \) is defined by taking the infimum instead of the supremum.

**Proof.** See Lemma 6.3.2 in [14]. \( \square \)

Dealing carefully with the equation (3.20) we can prove at once the exponential convergence of the \( F \)-curvature. Note that the proof does not rely on any a priori estimates besides the bounds on the curvature function.

**Lemma 8.2.** There exist constants \( 0 < \delta = \delta(M_0) \) and \( c = c(M_0) \), such that

\[ \sup_{x \in M_t} \Phi(F(x)) - f_k(t) \leq ce^{-\delta t}. \]

**Proof.** We remind that \( \Phi(F) \) satisfies a parabolic equation of the form

\[ \dot{\Phi} - a^{ij}\dot{\Phi}_{,ij} + C(\Phi - f_k) = 0 \]

with

\[ C := \Phi^\prime\{F^{ij}h^k_r h^r_{kj} + F^{ij}\bar{R}_{\alpha\beta\gamma\delta}\nu^\alpha x^\beta x^\gamma x^\delta\} \]

and we note \( C \geq c_0 > 0 \) and \( c_0 = c_0(M_0) \), in view of Lemma 4.2.

We consider \( \Phi \) as a function

\[ \Phi : [0, T^*) \times M \to \mathbb{R} \]

\[ (t, \xi) \mapsto \Phi(F(u(t, \xi), x^i(t, \xi))) \]

and denote by \( \xi^{\inf}(t) \in M_t \) a point where

\[ \Phi^{\inf}(t) = \Phi(\xi^{\inf}(t)) := \inf_{\xi \in M} \Phi(t, \xi) \]

and by \( \xi^{\sup}(t) \in M_t \) a point where

\[ \Phi^{\sup}(t) = \Phi(\xi^{\sup}(t)) := \sup_{\xi \in M} \Phi(t, \xi). \]

Let

\[ \eta(t) := \Phi^{\sup}(t) - \Phi^{\inf}(t). \]

We know that \( \Phi^{\inf} \) and \( \Phi^{\sup} \) are lipschitz continuous considered as functions depending on \( t \), hence by the previous Lemma there holds for a.e. \( t \):

\[ 0 = \dot{\eta} - (\Phi^\prime F^{ij}\dot{\Phi}_{,ij})(\xi^{\sup}) + (\Phi^\prime F^{ij}\dot{\Phi}_{,ij})(\xi^{\inf}) \\
+ (\Phi^{\sup} - f_k)C(\xi^{\sup}) - (\Phi^{\inf} - f_k)C(\xi^{\inf}). \]

Considering the points at which the functions are evaluated, one obtains the following inequality

\[ 0 \geq \dot{\eta} + (\Phi^{\sup} - f_k)C(\xi^{\sup}) - (\Phi^{\inf} - f_k)C(\xi^{\inf}). \]
Now since both \( \Phi^\text{sup} - f_k \) and \( f_k - \Phi^\text{inf} \) are nonnegative, due to the definition of \( f_k \), we conclude
\[
0 \geq \dot{\eta} + c_0(\Phi^\text{sup} - f_k + f_k - \Phi^\text{inf}) = \dot{\eta} + c_0 \eta.
\]
Hence there holds
\[
0 \geq \frac{d}{dt} (e^{c_0t} \eta)
\]
for a.e. \( t \in [0, T^*) \). Integrating over \( t \) shows the exponential decay and proves the lemma.

\[\square\]

Now we can infer the convergence of the graphs:

**Corollary 8.3.** The graphs \( u = u(t) \) converge exponentially to a continuous function \( u_\infty \) on \( S_0 \) in the Supremum-Norm, where the factor in the exponential convergence is the same as in Lemma 8.2, i.e. there exists a constant \( \bar{c} = \bar{c}(M_0, |u|) > 0 \) such that
\[
\sup_{x \in S_0} |u(t,x) - u_\infty(x)| \leq \bar{c} e^{-\delta t}.
\]

**Proof.** Let \( t \in [0, \infty) \) be given and \( t' > t \) be arbitrary. Then we have in view of \( (3.14) \) for an arbitrary \( x \in S_0 \) and some \( c' > 0 \):
\[
|u(t,x) - u(t',x)| \leq c' e^{-\delta t}.
\]

\[\square\]

We remind a well-known interpolation Lemma, which will be used to show the exponential convergence of the graphs in \( C^{m+2} \).

**Lemma 8.4.** Let \( \Omega \) be a bounded open subset of \( \mathbb{R}^n \) and \( \Omega' \subset \subset \Omega \) be an open subset. Furthermore let \( m, l \in \mathbb{N}, 1 \leq l < m, \alpha \in \mathbb{R}, 0 < \alpha \leq 1 \). Then the following two interpolation inequalities are valid:

(i) There exists \( c > 0 \), where \( c = c(n,m,\Omega') \), such that for all \( u \in C^m(\overline{\Omega}) \) there holds
\[
||u||_{l,\Omega'} \leq c \left( ||u||_{0,\Omega'}^{m-l} + ||D^m u||_{0,\Omega'}^{l} \right).
\]

(ii) There exists \( c > 0 \), where \( c = c(n,m,\alpha,\Omega') \), such that for all \( u \in C^{m,\alpha}(\overline{\Omega}) \) there holds
\[
||u||_{m,\Omega'} \leq c \left( ||u||_{0,\Omega'}^{m} + ||D^m u||_{0,\Omega'}^{m} \right).
\]

From the preceding Lemmata one can infer the exponential convergence in \( C^{m+2}(S_0) \):

**Corollary 8.5.** The functions \( u(t,\cdot) \) converge exponentially for \( t \to \infty \) in \( C^{m+2}(S_0) \) to \( u_\infty \in C^{m+2,\alpha}(S_0) \). \( u_\infty \) represents a spacelike hypersurface of class \( C^{m+2,\alpha} \) with constant \( F \)-curvature.
Proof. Using the uniform estimates \((7.24)\) together with Corollary 8.3 and the interpolation inequality \((8.17)\) we conclude the exponential convergence of \(u(t, \cdot)\) in \(C^{m+2}(S_0)\). Since we have uniform estimates for \(\tilde{v}\), the limit hypersurface \(M_\infty = \text{graph } u_\infty\) is a spacelike hypersurface. Lemma 8.2 shows that the limit hypersurface has constant \(F\)-curvature, then the elliptic Schauder theory implies \(u_\infty \in C^{m+2, \alpha}(S_0)\). \(\square\)

If we assume the initial hypersurface and the considered curvature function to be smooth, then the above Lemma yields the exponential convergence in the \(C^\infty\)-topology:

**Corollary 8.6.** If the initial hypersurface and the curvature function \(F\) are smooth, then the graphs converge exponentially in the \(C^\infty\)-Topology to a hypersurface of constant \(F\)-curvature.

### 9. Stability

In this section we want to prove the strict stability of the limit hypersurface, which means, that for curvature functions of class \((D)\) the first eigenvalue of the linearization is strictly positive.

First, we linearize the operator \(F\). For this let \(M_0\) be a hypersurface, which satisfies

\[(9.1)\]

\[F|M_0 = c,\]

where \(c\) is a constant (positive in case \(F\) is of class \((K^*)\) and arbitrary for \(F = H\)). Then there holds, see [15, Lemma 3.9]:

**Lemma 9.1.** Let \(M_0\) be of class \(C^{m+2, \alpha}\), \(m \geq 2\), \(0 \leq \alpha \leq 1\), and satisfy \((9.1)\). Let \(U\) be a tubular neighbourhood of \(M_0\), then the linearization of the operator \(F\) expressed in the normal Gaussian coordinate system \((x^\alpha)\) corresponding to \(U\) and evaluated at \(M_0\) has the form

\[(9.2)\]

\[Bu := -F^{ij}u_{ij} + \{F^{ij}h^k_i h^j_k + F^{ij}\bar{R}_{\alpha\beta\gamma\delta}x^\alpha_i x^\gamma_j x^\beta_k x^\delta_j\}u,\]

where \(u\) is a function on \(M_0\) and all geometric quantities are those of \(M_0\). The derivatives are covariant derivatives with respect to the induced metric of \(M_0\). The operator is self-adjoint, if \(F^{ij}\) is divergence free.

We remind the definition of stability:

**Definition 9.2.** Let \(N\) be Lorentzian, \(F\) a curvature operator, and \(M \subset N\) a compact, spacelike hypersurface, such that \(M\) is admissible. Then \(M\) is said to be a (strictly) stable solution to the equation \((9.1)\), if the quadratic form

\[(9.3)\]

\[\int_M F^{ij}u_i u_j + \int_M \{F^{ij}h^k_i h^j_k + F^{ij}\bar{R}_{\alpha\beta\gamma\delta}x^\alpha_i x^\gamma_j x^\beta_k x^\delta_j\}u^2\]

is (positive) non-negative for all \(u \in C^2(M), u \neq 0\). If \(F\) is of class \((D)\), i.e. \(F^{ij}\) is divergence free, then this is equivalent to the fact, that the first eigenvalue \(\lambda_1\) of the linearization, which is the operator in \((9.2)\), is non-negative.
In view of the assumptions on the ambient manifold $N$, in our case there holds

**Proposition 9.3.** The limit hypersurface of the flow is strictly stable.

## 10. Foliation

In this section we want to derive some results for regions covered by constant $F$-curvature surfaces, but first we are going to show that under suitable assumptions we can provide such a foliation. To show the existence of a region covered by compact, connected, spacelike constant $F$-curvature hypersurfaces (such a hypersurface will be called CFC-surface from now on) we use however the corresponding curvature flow with the volume preserving term substituted by a constant. The corresponding results can be found in [14, Theorem 4.2.1, Theorem 5.1.1 and Theorem 4.1.1], respectively for $H$, $\sigma_2$ and $F \in (K^*)$. For the convenience of the reader we state the results from this Theorems:

**Theorem 10.1.** Let $N$, $F$, $\Gamma$ be as in section 1 with $m \geq 2$, $0 < \alpha < 1$. If $c > 0$ is a constant and there exists a future and a past curvature barrier for $(F, \Gamma, c)$ of class $C^{m+2,\alpha}$, then there exists a compact, connected, spacelike hypersurface $M$ of class $C^{m+2,\alpha}$ satisfying the equation
\[
(10.1) \quad F|_M = c,
\]
provided there exists a strictly convex function $\chi \in C^2(\bar{\Omega})$, where $\Omega$ is the region between the barriers. In the case $F = H$ we do not need the existence of the strictly convex function.

Using this theorem we can show the existence of a foliation in a region enclosed by barriers by following the arguments used to establish a foliation by constant mean curvature surfaces in [14, Theorem 4.6.3].

**Theorem 10.2.** Let $N$, $F$, $\Gamma$ be as in Theorem 1.3 with $m \geq 2$, $0 < \alpha < 1$. Let $c_1 < c_2$ be positive constants and suppose there exists a future curvature barrier for $(F, \Gamma, c_2)$ and a past curvature barrier for $(F, \Gamma, c_1)$, both of class $C^{m+2,\alpha}$, and denote the region between the barriers by $\Omega$. If $F$ is not the mean curvature, then we suppose in addition that there exists a strictly convex function $\chi \in C^2(\bar{\Omega})$. Let $M_{c_1}$, $M_{c_2}$ be the CFC-surfaces with $F$-curvature equal to $c_1$ respectively $c_2$. Then the region between $M_{c_1}$ and $M_{c_2}$, which will be denoted by $N_0$, can be foliated by CFC-surfaces of class $C^{m+2,\alpha}$ and there exists a time function $x^0$ of class $C^{m-1}$, such that the slices
\[
(10.2) \quad M_\tau = \{x^0 = \tau\}, \quad c_1 < \tau < c_2,
\]
have $F$-curvature $\tau$.

First we show the existence of the foliation, this is done in the following

**Lemma 10.3.** Under the assumptions of Theorem 10.2, there exist CFC-surfaces $M_\tau$ of class $C^{m+2,\alpha}$ for each $c_1 \leq \tau \leq c_2$ such that
\[
(10.3) \quad N_0 = \bigcup_{c_1 \leq \tau \leq c_2} M_\tau.
\]
Furthermore the $M_\tau$ can be written as graphs over $S_0$

\begin{equation}
M_\tau = \text{graph } u(\tau, \cdot),
\end{equation}

such that $u$ is strictly monotone increasing with respect to $\tau$ and continuous in $[c_1, c_2] \times S_0$.

**Proof.** This follows as in [14, Lemma 4.6.2] by using Theorem 10.1, the uniqueness of CFC-surfaces and the monotonicity of $F$ for level hypersurfaces in a tubular neighbourhood around a fixed CFC-surface.

Now we can prove Theorem 10.2:

**Proof.** We have to show that the $F$-curvature parameter can be used as a time function, i.e., $\tau$ should be of class $C^{m-1}$ with non-vanishing gradient.

The regularity of $\tau$ can be shown in an arbitrary coordinate system and it suffices to prove it locally. Let $\tau' \in (c_1, c_2)$ and consider a tubular neighbourhood $U = (-\delta, \delta) \times M_{\tau'}$ with $\delta > 0$ around $M_{\tau'}$ and the corresponding normal gaussian coordinate system of class $C^{m+1, \alpha}$, see [13, Theorem 12.5.13]. Then for small $\epsilon > 0$ we have

\begin{equation}
M_\tau \subset U \quad \forall \tau \in (\tau' - \epsilon, \tau' + \epsilon),
\end{equation}

see the proof of the Lemma above, they can be written as graphs over $M_{\tau'}$, $M_\tau = \text{graph } u(\tau, \cdot)$ and using the implicit function theorem we will show that $u$ is of class $C^{m-1}$:

Let $\delta > 0$ and $s \in \mathbb{N}$, $0 \leq s \leq m - 2$, then we define the open subset

\begin{equation}
C^s_\delta := \{ \varphi \in C^{s+2, \alpha}(M_{\tau'}) : ||\varphi||_{s+2, \alpha, M_{\tau'}} < \delta \}
\end{equation}

of the Banach space $C^{s+2, \alpha}(M_{\tau'})$, which is equipped with a norm induced by the induced metric of $M_{\tau'}$. If $\varphi \in C^s_\delta$ and $\delta$ is sufficiently small, then graph $\varphi$ represents a compact, connected, spacelike and admissible hypersurface, hence we can define the operator

\begin{equation}
G^s : (\tau' - \epsilon, \tau' + \epsilon) \times C^s_\delta \to C^{s, \alpha}(M_{\tau'}),
\end{equation}

\begin{equation}
G^s(\tau, \varphi) = F(\varphi) - \tau,
\end{equation}

where $F(\varphi)$ denotes the $F$-curvature of graph $\varphi|_{M_{\tau'}}$.

We will show now that $G^s$ is of class $C^{m-s-1}$, since $F$ is of class $C^m$. We want to express the operator $F : C^s_\delta \to C^{s, \alpha}(M_{\tau'})$ as a composition of several mappings, for which we can prove the regularity needed, especially we want to be in a position to use Lemma 10.5 below, i.e. we want to localize the operator $F$. From now on let $s$ be fixed.

First of all, let $(U_i, \varphi_i)_{1 \leq i \leq k}$, $k \in \mathbb{N}$, be a covering of $M_{\tau'}$ by coordinate charts $\varphi_i : \tilde{U}_i \to \tilde{\Omega}_i$, $\tilde{\Omega}_i \subset \mathbb{R}^n$ open, such that there exist open, precompact subsets $\Omega_i \subset \subset \tilde{\Omega}_i$ satisfying $\bigcup_{i=1}^k \varphi_i^{-1}(\Omega_i) = M_{\tau'}$. Let $\tilde{U}_i := \varphi_i^{-1}(\Omega_i)$. Then
define the linear and continuous, and hence smooth, mapping

\[ \psi : C^{s+2,\alpha}(M_{r'}) \to \prod_{i=1}^{k} C^{s+2,\alpha}(\Omega_i), \]

\[ u \mapsto (u \circ \varphi_{i|\Omega_i}^{-1}, \ldots, u \circ \varphi_{k|\Omega_i}^{-1}). \]

Next, for \( 1 \leq i \leq k \) we define the linear and continuous, hence again smooth, mappings

\[ \gamma^i : C^{s+2,\alpha}(\Omega_i) \to C^{s,\alpha}(\bar{\Omega}_i, \mathbb{R} \times \mathbb{R}^n \times S) \]

\[ u \mapsto (u, D u, D^2 u), \]

where \( S \) denotes the symmetric \( n \times n \)-matrices and the derivatives are partial derivatives. Denote by \( \gamma \) the map with components \( \gamma^i \).

We denote by \( \eta^i, 1 \leq i \leq k \), the function \( \eta \) from Lemma 7.4 defined on the corresponding set \( \bar{\Omega}_i \), thus it is the function representing the second fundamental form for graphs over \( M_{r'} \) in the coordinate chart \((\bar{U}_i, \varphi_i)\). We note that \( \eta^i \) is of class \( C^{m,\alpha} \), since it can be shown, by going through the proof of the tubular neighbourhood theorem, that the Christoffel-symbols appearing in (3.10) through the equation \( h_{ij} = -\Gamma_{ij}^0 \) are of class \( C^{m,\alpha} \) in a tubular neighborhood of a hypersurface of class \( C^{m+2,\alpha} \). We restrict \( \eta^i \) to the open set \( \bar{\Omega}_i \times X_i \), on which the \( F \)-curvature is well defined (preimage of the open cone of definition) and define

\[ F^i : \bar{\Omega}_i \times X_i \to \mathbb{R}, \]

\[ (x, z, p, r) \mapsto F(\eta^i(x, z, p, r)). \]

Let \( B^{i+2} := C^{s+2,\alpha}(\Omega_i, X_i) \) and denote by \( B^{i+2} \subset \prod_{i=1}^{k} C^{s+2,\alpha}(\Omega_i, \mathbb{R} \times \mathbb{R}^n \times S) \) the open subset with components belonging to \( B^{i+2} \). Now we can apply Lemma 10.5 to obtain that that the induced maps \( \bar{F}^i : B^{i+2} \to C^{s,\alpha}(\bar{\Omega}_i) \) are of class \( C^{m-s-1} \). It remains to put these maps together to obtain the \( F \)-curvature of graph \( u \) defined on \( M_{r'} \):

Let \((\zeta_i)_{1 \leq i \leq k}\) be a partition of unity subordinate to the covering \((U_i)_{1 \leq i \leq k}\), and define

\[ \Phi : B^{i+2} \to C^{s,\alpha}(M_{r'}), \]

\[ (u_1, \ldots, u_k) \mapsto \sum_{i=1}^{k} \bar{F}^i(u_i \circ \varphi_{i|U_i}) : \zeta_i. \]

As can be seen by an argumentation as in the previous steps, this map is of class \( C^{m-s-1} \) and \( F \) as a map from \( C^{s,\alpha}(M_{r'}) \) equals \( \Phi \circ \gamma \circ \psi \), hence it is also of class \( C^{m-s-1} \), completing this part of the proof.

Now Lemma 9.1 implies

\[ D_2 G^s(\tau', 0) \varphi = -F^{ij} \varphi_{ij} + \{F^2_k h_m^k h_m + F^2_k \bar{R}_{\alpha\beta\gamma\delta} \varphi_{s\alpha}^\delta \varphi_{m}^\beta \varphi_{m}^\gamma \varphi_{s\alpha}^\delta \} \varphi, \]
where the geometric quantities appearing in this equation correspond to $M_\tau$. Hence the elliptic Schauder theory implies that the operator

$$D_2G^s(\tau', 0) : C^{s+2,\alpha}(M_\tau) \to C^{\alpha}(M_\tau)$$

is an isomorphism and the implicit function theorem implies the existence of $\hat{u}^s \in C^{m-s-1}((\tau' - \gamma^s, \tau' + \gamma^s), C^{s+2,\alpha}(M_\tau))$ for some small $\gamma^s > 0$, such that $G^s(\tau, \hat{u}^s(\tau, \cdot)) = 0$. Let $\gamma := \min_{0 \leq s \leq m-2} \gamma^s$.

We will show the regularity of $u$ in a coordinate chart $(\Omega, \phi)$ of $M_\tau$, where $\phi$ is of class $C^{m+2,\alpha}$, $\Omega \subset M_\tau$ is a domain and let $\Omega' \subset \phi(\Omega)$ be a domain with a smooth boundary. Then we can define

$$\hat{u}^s((\tau' - \gamma, \tau' + \gamma)) \to C^{s+2,\alpha}(\Omega'), t \mapsto \hat{u}^s(t) \circ (\phi^{-1})|_{\Omega'},$$

which is then again of class $C^{m-s-1}$.

Furthermore for $0 \leq s \leq m-2$ we define the supplementary function

$$\chi^{s+2} : \Omega' \to L(C^{s+2,\alpha}(\Omega'), \mathbb{R}),$$

$$x \mapsto \left(\chi^{s+2}(x) : u \mapsto u(x)\right).$$

Then $\chi^{s+2}$ is of class $C^{s+2,\alpha}$, where for a $n$-dimensional multi-index $\beta$ with $|\beta| \leq s + 2$ there holds $D^\beta \chi = \eta^{s+2,\beta}$, which is defined as

$$\eta^{s+2,\beta} : \Omega' \to L(C^{s+2,\alpha}(\Omega'), \mathbb{R}),$$

$$x \mapsto \left(\eta^{s+2,\beta}(x) : u \mapsto D^\beta u(x)\right).$$

Finally, we consider the function

$$u : (\tau' - \gamma, \tau' + \gamma) \times \Omega' \to \mathbb{R},$$

$$(\tau, x) \mapsto \chi^{s+2}(x)\hat{u}^s(\tau),$$

which is well defined independently of $s$ in view of the uniqueness of CFC-surfaces. Now let $\beta$ be an $n + 1$-dimensional multi-index with $|\beta| \leq m-1$ and denote by $\hat{\beta}$ the last $n$ components of $\beta$. To be precise, at this moment we should also include an order of the elements of $\beta$, which would correspond to the order of the partial derivatives to be taken, however the proof below still holds unchanged for ordered multi-indices. If $\beta_1 > 0$ then define $s := m - 1 - \beta_1$ and for $\beta_1 = 0$ define $s := m - 2$. Then $D^\beta u(t, x)$ exists and using the chain rule we see that $D^\beta u(t, x) = D^\beta \chi^{s+2}(x) \circ D^\beta \hat{u}^s(t)$ and hence is continuous.

We conclude that $u \in C^{m-1}((\tau' - \gamma, \tau' + \gamma) \times M_\tau)$.

Next we show that $\tau$ has a non-vanishing gradient: Again in a tubular neighbourhood of $M_\tau$ we define the coordinate transformation

$$\Phi(\tau, x') = (u(\tau, x'), x').$$

Then there holds

$$\det D\Phi = \frac{\partial u}{\partial \tau} = \hat{u}.$$
If we can show that $\dot{u}$ is strictly positive then $\Phi$ is a diffeomorphism of class $C^{m-1}$ and hence $\tau$ has non-vanishing gradient. Now we observe that the CFC-surfaces in $U$ satisfy the equation

$$F(u(\tau, \cdot)) = \tau,$$

where the left hand-side can be expressed via (3.9). Differentiating both sides with respect to $\tau$, evaluating for $\tau = \tau'$ and taking into account that $u(\tau', \cdot) = 0$ in this coordinate system, we obtain the equation

$$-F^{ij} \dot{u}_{ij} + \{F^l_{ik}h^m_k h^k_m + F^l_k R_{\alpha\beta\gamma\delta} x^\alpha_i x^\beta_j x^\gamma_m g^{nk} \} \dot{u} = 1.$$

Hence in a point, where $\dot{u}$ attains its minimum, we can infer

$$\{F^l_{ik}h^m_k h^k_m + F^l_k R_{\alpha\beta\gamma\delta} x^\alpha_i x^\beta_j x^\gamma_m g^{nk} \} \dot{u} \geq 1.$$

Since the expression in the brackets is always positive, for this fact we refer again to the proof of Lemma 4.4, we conclude that $\dot{u}$ is strictly positive, completing the proof of the Theorem.

**Remark 10.4.** By looking at tubular neighbourhoods around $M_{c_1}$ and $M_{c_2}$ we obtain new barriers as in the proof of Lemma 10.3. Hence the maximal region which can be foliated by CFC-surfaces of class $C^{m+2,\alpha}$ with positive $F$-curvature is an open subset of $N$ containing $\bar{N}_0$ and the time function in Theorem 10.2 exists on an open interval $I = (a_1, a_2)$ with $a_1 \geq 0$ containing $[c_1, c_2]$.

We deliver the Lemma, which has been used in the above Theorem.

**Lemma 10.5.** Let $K = \Omega$ be a compact subset of $\mathbb{R}^n$, where $\Omega$ is open, $E, F$ be Banach spaces, $X \subset E$ an open set and $m \in \mathbb{N}, m \geq 2$. Let $G \in C^m(K \times X, F)$, then the map

$$(10.23) \quad \tilde{G} : C^{k,\beta}(K, X) \to C^{k,\beta}(K, F),$$

$$u(\cdot) \mapsto G(\cdot, u(\cdot)),$$

is of class $C^{m-k-1}$, where $k \in \mathbb{N}, 0 \leq k < m, 0 < \beta \leq 1$.

**Proof.** This follows from the proof in [1, Theorem VII.6.4] by using the continuity result from [8, Theorem 2.1].

Next, we derive some results concerning the area and volume of hypersurfaces between CFC-surfaces.

**Remark 10.6.** Now suppose $C \subset N$ is a cylinder, which can be foliated by CFC-surfaces $M_\tau$, i.e.

$$C = \bigcup_{\tau \in J} M_\tau, \quad J = [c_1, c_2],$$

(10.24)
where \(0 < c_1 < c_2 \leq b\), then the functions
\[
\tau \mapsto |M_\tau|, \tag{10.25}
\]
\[
\tau \mapsto V_{n+1}(M_\tau), \tag{10.26}
\]
where the functions are defined on \(J\), are strictly monotone decreasing and increasing respectively, where the latter follows from the monotonicity of CFC-surfaces. For the former let \(M_{\tau_1}, M_{\tau_2} \subset C\) be two CFC-surfaces, \(\tau_2 > \tau_1\).

Then we choose the time-function from Theorem 10.2 and note that in this coordinate system the area is strictly decreasing in view of
\[
dt \sqrt{\det(\bar{g}_{ij}(t, \cdot))} = -\bar{H} \sqrt{\det(\bar{g}_{ij})} < 0, \tag{10.27}
\]
where we used Lemma 2.6. Hence the statement.

Now we can derive the following consequence of Theorem 1.3

**Proposition 10.7.** Let \(N, F\) be as in Theorem 1.3 with \(m \geq 2, 0 < \alpha < 1\). Let \(M = \text{graph } u\) be a compact, spacelike, connected, admissible hypersurface in \(N\) of class \(C^{4,\alpha}\) satisfying for some \(0 < c_1 < c_2 < \infty\)
\[
c_1 \leq F|_M \leq c_2, \tag{10.28}
\]
and we assume there exist two CFC-surfaces \(M_{c_1}\) and \(M_{c_2}\) of class \(C^{4,\alpha}\) with \(F\)-curvature \(c_1\) respectively \(c_2\). Then there holds
\[
V_{n+1}(M_{c_1}) \leq V_{n+1}(M) \leq V_{n+1}(M_{c_2}), \tag{10.29}
\]
and
\[
|M_{c_2}| \leq |M| \leq |M_{c_1}|. \tag{10.30}
\]

**Proof.** This follows from Theorem 1.3 and the remark above. \(\square\)

In a certain sense we can prove the converse of the above:

**Proposition 10.8.** Let \(N, F\) be as in Theorem 1.3 with \(m \geq 3, 0 < \alpha < 1\). Let \(M_r = \text{graph } u_r\) be a CFC-surface of class \(C^{m+2,\alpha}\) with positive \(F\)-curvature \(\tau > 0\). Then \(M_r\) is the limit hypersurface of a non-trivial curvature flow, which preserves \(|M_r|\) or \(V_{n+1}(M_r)\).

**Proof.** We consider a tubular neighbourhood \(U = (-\delta, \delta) \times M_r\) with \(\delta > 0\) around \(M_r\) and work in the corresponding normal gaussian coordinate system of class \(C^{m+1,\alpha}\). Furthermore, all hypersurfaces below will be considered as graphs over \(M_r\), hence \(M_r = \text{graph } 0\). For \(\delta > 0\) let
\[
C_\delta := \{u \in C^{m+1,\alpha}(M_r) : ||u||_{m+1,\alpha,M_r} < \delta\}, \tag{10.31}
\]
an open subset of \(C^{m+1,\alpha}(M_r)\). Again we choose \(\delta > 0\) small enough, such that, for \(u \in C_\delta\), graph \(u\) represents a compact, connected, spacelike and admissible hypersurface contained in \(U\). Furthermore we can use \(M_r\) without
loss of generality as the reference hypersurface in the definition of the volume, i.e. \( V_{n+1}(M_\tau) = 0 \). Now define the following functionals:

\[
V : C_\delta \times \mathbb{R} \to \mathbb{R}, \quad (u, s) \mapsto V_{n+1}(\text{graph } u) - s
\]

and

\[
A : C_\delta \times \mathbb{R} \to \mathbb{R}, \quad (u, s) \mapsto |\text{graph } u| - s - |\text{graph } 0|.
\]

Both functionals are continuously differentiable, \( V \) as well as \( A \) vanish at \((0,0)\) and they satisfy \( D^2 V = -1 \) and \( D^2 A = -1 \). Hence we can apply the implicit function theorem to obtain an open (and, without loss of generality, connected) neighbourhood \( U \subset C_\delta \) of \( 0 \) and a function \( \varphi \in C^1(U, \mathbb{R}) \), such that

\[
V(u, \varphi(u)) = 0 \quad \forall u \in U,
\]

respectively

\[
A(u, \varphi(u)) = 0 \quad \forall u \in U.
\]

Since the volume and the area are strictly monotonically increasing and decreasing respectively in the tubular neighbourhood, see (10.27), in every arbitrarily small neighbourhood of \( 0 \) in \( C_\delta \) there are compact, spacelike, connected, admissible hypersurfaces with bigger and smaller volume respectively area than \( M_\tau \), hence \( \varphi^{-1}(\mathbb{R}_+) \) and \( \varphi^{-1}(\mathbb{R}_-) \) are both nonempty.

We conclude that the set \( B := \varphi^{-1}(0) - \{0\} \) is nonempty, for otherwise the connected set \( \hat{U} := U - \{0\} \) is identical to \( \varphi^{-1}(\mathbb{R}_+) \cup \varphi^{-1}(\mathbb{R}_-) \), which is a contradiction to the connectedness of \( \hat{U} \), since the latter two sets are open in view of the continuity of \( \varphi \).

Hence we obtain a starting hypersurface of class \( C^{m+1,\alpha} \), which, when \( \delta \) was chosen small enough, fulfills also the barrier requirements, see the proof of Lemma 10.3. Now, since \( m \geq 3 \), we can apply Theorem 1.3 to complete the proof.

\[\square\]

11. Short time existence

Short time existence for the flow without a global, time-dependent force term is well known, see for example [14, Chapter 2.5]. The method employed there is to show first short time existence via the inverse function theorem for a scalar evolution equation (evolution of the graphs) and then using existence results for ordinary differential equations one obtains the desired short time existence for the flow.

We will use a modification of the proof from [14] and a fixed point argument as in [21] to prove the short time existence for the flow with a global force term.

**Theorem 11.1.** The equation (1.1) has a solution of class \( H^{1+\alpha} \rightarrow H^\infty(Q_\epsilon) \), where \( Q_\epsilon = [0, \epsilon) \times M \) and \( \epsilon \) is a small constant.
Proof. Let \( M_0 := \text{graph } u_0 \), then we will show the existence of a solution

\[
\begin{align*}
\mathbb{P} + G(x, u, D^2u) + g(x, u, Du)f(t) &\equiv \frac{\partial u}{\partial t} + e^{-\psi}v(\Phi - f) = 0, \\
u(0) &= u_0,
\end{align*}
\]

on a cylinder \( Q_\epsilon := [0, \epsilon) \times S_0 \) for a small \( \epsilon > 0 \).

\( G \) is defined and elliptic for functions \( u \) belonging to an open set \( \Lambda \subset C^2(S_0) \), which corresponds to the hypersurfaces being admissible:

\[
G^{ij}(x, u, Du, D^2u) < 0.
\]

Once the existence for the scalar equation is shown, the arguments in [14, Chapter 2.5] can be applied to yield the short-time existence for the parabolic system (1.1).

First of all we note, that there exist \( \epsilon_0, \delta > 0 \), such that the modified problem

\[
\begin{align*}
\frac{\partial u}{\partial t} + G(x, u, D^2u) + g(x, u, Du)h(t) &= 0, \\
u(0) &= u_0,
\end{align*}
\]

where we have substituted \( f \) by a function \( h \in C^{1, \frac{\alpha}{2}}([0, \epsilon_0]) \) and \( h \) satisfies

\[
||h - f(0)||_{1, \frac{\alpha}{2}, Q_\epsilon} \leq \delta,
\]

has a unique solution \( u \in H^{4+\alpha, \frac{\alpha}{2}}(\bar{Q}_{\epsilon_0}) \) with a uniform bound

\[
||u||_{4+\alpha, \frac{\alpha}{2}, Q_\epsilon} \leq c = c(||u_0||_{4+\alpha, \epsilon_0}, \delta, f(0)).
\]

In view of the standard parabolic estimates, see [14, Theorem 2.5.9], it is sufficient to show the existence of a solution \( u \in H^{2+\beta, \frac{\beta+\alpha}{2}}(\bar{Q}_{\epsilon_0}) \) to (11.3) for some \( 0 < \beta < \alpha \) and the uniform bound in the corresponding norm.

The existence and the necessary estimate is shown using the inverse function theorem in a similar manner as in [14, Chapter 2.5], but using the operator

\[
\Psi(u, h) = (\dot{u} + G(x, u, D^2u) + g(x, u, Du)h(t), u(0), h),
\]

which is well defined in an open subset of \( H^{2+\beta, \frac{\beta+\alpha}{2}}(\bar{Q}_{\epsilon_0}) \) with image in \( (H^{2+\beta, \frac{\beta+\alpha}{2}}(\bar{Q}_{\epsilon_0}) \times H^{2+\beta}(S_0)) \times C^{1, \frac{\alpha}{2}}([0, \epsilon]) \).

We remark that the uniqueness of the solution to the modified problem follows as in the time-independent case by the parabolic maximum principle.

To prove short time existence for the problem (11.1), define the following closed and convex set:

\[
M_{\epsilon, \delta} := \{ h \in C^{1, \frac{\alpha}{2}}([0, \epsilon]) : ||h - f(0)||_{1, \frac{\alpha}{2}} \leq \delta \}.
\]

For \( h \in M_{\epsilon, \delta} \), \( 0 < \epsilon < \epsilon_0, \delta \) as above, denote by \( u_h \) a solution to (11.3) and set

\[
T : M_{\epsilon, \delta} \to M_{\epsilon, \delta}, \\
h \mapsto \int_{M_{\epsilon, \delta}} \Phi H_k \, d\mu_t, \\
\int_{M_{\epsilon, \delta}} H_k \, d\mu_t,
\]

where \( M_{\epsilon, \delta} \) is defined as above.
where the quantities on the right hand side are those belonging to the solution $u_h$ to the problem (11.3). We will show that in fact $T$ maps $M_{\epsilon, \delta}$ into itself if $\epsilon$ is small enough and furthermore $T$ is a compact map, hence maps bounded to precompact sets. The existence of a solution to (11.1) then follows from the Schauder fixed-point theorem.

The essential fact to prove this, is that we have uniform bounds on $u_h$ in $H^{4+\alpha+\frac{\beta}{2}}(Q_i)$. It follows that $Th$ is uniformly bounded in $C^{\frac{1+\alpha}{2}}([0, \epsilon])$, i.e. there exists a constant $c_0$ independent of $h \in M_{\epsilon, \delta}$, such that

$$||Th||_{C^{\frac{1+\alpha}{2}}([0, \epsilon])} \leq c_0.$$  \hspace{1cm} \text{(11.9)}

This can be shown by differentiating $Th$ once with respect to $t$, applying partial integration on terms of the form $\dot{u}_{ij}$ and then reminding the definition of the parabolic Hölder spaces. The only critical terms are then of the form $\phi(x, u, Du, D^2u)\dot{u}_{ij}u_l$, hence the claimed Hölder exponential.

The boundedness of $Th$ in $C^{\frac{1+\alpha}{2}}([0, \epsilon])$ implies the compactness of $T$ and by a simple argument it also shows, that $T$ maps $M_{\epsilon, \delta}$ into itself for small $\epsilon$:

$$\frac{d}{dt}Th(t) - \frac{d}{dt}Th(t') \leq c_0|t - t'|^{\frac{1+\alpha}{2}} \leq c_0 \epsilon^{\frac{\alpha}{2}}|t - t'|^{\frac{\alpha}{2}} \leq \delta|t - t'|^{\frac{\alpha}{2}}.$$  \hspace{1cm} \text{(11.10)}

The $C^0$-norm can be estimated in the same way by noting that $Th(0) = f(0)$ and for the $C^1$-norm we can use the interpolation inequality (8.17). This completes the proof of the short time existence. \hfill $\Box$

We conclude this section by showing that the solution is unique, where we remark that this can not be shown as usual by using the maximum principle, in view of the presence of a global term. One rather has to use the idea of uniqueness for weak solutions.

**Proposition 11.2.** The solution to the scalar flow equation is unique in the class $H^{4+\alpha}$.\linebreak

**Proof.** Let $u, \tilde{u}$ be two solutions of $H^{4+\alpha}$ in $Q_\epsilon = [0, \epsilon) \times S_0$ of an equation of the form

$$\dot{u} + G(x, u, Du, D^2u) + g(x, u, Du) \int_{S_0} B(x, u, Du, D^2u) d\sigma = 0,$$

$$u(0) = u_0,$$

where for simplicity all functions are supposed to be smooth (the regularity we imposed is also sufficient) and $b > 0$. This equation corresponds to (3.13) and it suffices to show uniqueness to this equation. Let

$$\varphi := u - \tilde{u}.\hspace{1cm} \text{(11.12)}$$

If $\epsilon$ is sufficiently small, then the convex combination

$$u_\tau = \tau u + (1 - \tau)\tilde{u}, \quad \tau \in [0, 1],$$  \hspace{1cm} \text{(11.13)}

satisfies the equation as well. This shows the uniqueness of the solution.
belongs to the open set $\Lambda$, see the above proof for the notation, hence $G$ is well defined for the convex combination. By using the main theorem of calculus we deduce that $\varphi$ satisfies the following equation
\begin{equation}
\dot{\varphi} = a^{ij} \varphi_{ij} + b^i \varphi_i + c \varphi + d \int_{S_0} \left( \tilde{a}^{ij} \varphi_{ij} + \tilde{b}^i \varphi_i + \tilde{c} \varphi \right) d\sigma,
\end{equation}
where all the coefficients have bounded derivatives and $a^{ij}$ is uniformly elliptic with ellipticity constant $c_0$. We multiply this equation by $2\varphi$, then we integrate over $S_0$ and obtain, after using partial integration, the binomial formula and the Schwartz-inequality,
\begin{equation}
\frac{d}{dt} ||\varphi||^2 \equiv \frac{d}{dt} \int_{S_0} \varphi^2 d\sigma \leq c ||\varphi||^2 + \epsilon ||D\varphi||^2 - c_0 ||D\varphi||^2,
\end{equation}
where $\epsilon > 0$ is the constant chosen in the binomial formula yielding the inequality
\begin{equation}
abla \cdot \nabla \leq \epsilon a^2 + \frac{b^2}{4\epsilon},
\end{equation}
and $c = c(\epsilon, ||u||_{4+\alpha, \frac{4+\alpha}{4+\alpha}}, ||\tilde{u}||_{4+\alpha, \frac{4+\alpha}{4+\alpha}})$. Choosing $\epsilon < c_0$ we deduce that there holds for $h = h(t) = ||\varphi||^2$
\begin{equation}
\dot{h} \leq \epsilon h, \quad h(0) = 0.
\end{equation}
A comparison principle for ordinary differential equations implies $h \equiv 0$. In view of the continuity of $\varphi$, this yields the desired uniqueness.

**References**

[1] Herbert Amann and Joachim Escher. *Analysis II*. Birkhäuser Verlag, Basel-Boston-Berlin, 2006.
[2] Ben Andrews. *Fully nonlinear parabolic equations in two space variables*. 2004. arXiv:math.AP/0402235.
[3] Antonio N. Bernal and Miguel Sánchez. *On smooth Cauchy hypersurfaces and Geroch’s splitting theorem*. Comm. Math. Phys., 243:461-470, 2003.
[4] Antonio N. Bernal and Miguel Sánchez. *Smoothness of time functions and the metric splitting of globally hyperbolic spacetimes*. Comm. Math. Phys., 257:43-50, 2005.
[5] Esther Cabezas-Rivas and Vicente Miquel. *Volume preserving mean curvature flow in the Hyperbolic space*. Indiana Univ. Math. J., 56(5):2061-2086, 2007.
[6] Esther Cabezas-Rivas and Carlo Sinestrari. *Volume-preserving flow by powers of the m-th mean curvature*. Calc. Var. PDE, 38:441-469, 2009.
[7] Luis A. Caffarelli and Xavier Cabrè. *Fully nonlinear elliptic equations*, volume 43. AMS, Colloquium publications, 1995.
[8] Raffaele Chiappinelli and Rita Nugari. *The Nemitskii operator in Hölder spaces: some necessary and sufficient conditions*. Journal of the London Mathematical Society, 51:365-372, 1995.
[9] Klaus Ecker and Gerhard Huisken. *Parabolic methods for the construction of spacelike slices of prescribed mean curvature in cosmological spacetimes*. Comm. Math. Phys., 135:595-613, 1991.
[10] Christian Enz. *The scalar curvature flow in Lorentzian manifolds*. Adv. in Calc. of Var., 1:323-343, 2008.
[11] M. E. Gage. *On an area-preserving evolution equation for plane curves*. Contemp. Math., 51, 1986.
[12] Claus Gerhardt. *Hypersurfaces of prescribed scalar curvature in Lorentzian manifolds*. J. Reine Angew. Math., 554:157-199, 2003.
[13] Claus Gerhardt. *Analysis 2*. International Series in Analysis, International Press, Somerville, MA, 2006.
[14] Claus Gerhardt. *Curvature Problems*, volume 39. International Press, Somerville, MA, 2006. Series in Geometry and Topology.
[15] Claus Gerhardt. *Curvature flows in semi-Riemannian manifolds*. Geometric Flows (Shing-Tung Yau, ed.), Surveys in Differential Geometry, XII:113-165, 2007.
[16] Stephen W. Hawking and George F. R. Ellis. *The large scale structure of space-time*. Cambridge University Press, Cambridge, 1973.
[17] Gerhard Huisken. *The volume preserving mean curvature flow*. J. Reine Angew. Math., 382:35-48, 1987.
[18] Gerhard Huisken and Carlo Sinestrari. *Convexity estimates for mean curvature flow and singularities of mean convex surfaces*. Acta Math., 183(1):45-70, 1999.
[19] Heiko Kröner. *Der inverse mittlere Krümmungsfluß in Lorentz Mannigfaltigkeiten*. Heidelberg, 2006. diploma thesis.
[20] Gary M. Lieberman. *Second order parabolic equations*. World Scientific Publishing Co. Inc., River Edge, NJ, 1996.
[21] James McCoy. *The mixed volume preserving mean curvature flow*. Math. Zeit., 246:155-166, 2004.
[22] James McCoy. *Mixed volume preserving curvature flows*. Calc. Var., 24:131-154, 2005.
[23] Barrett O’Neill. *Semi-Riemannian geometry. With applications to General relativity*, volume XIII. Academic Press, 1983. Pure and Applied Mathematics, 103. New York-London etc.
[24] Oliver C. Schnuerer. *Partielle Differentialgleichungen 2*. 2006. pdf file, Lecture notes.

Matthias Makowski, Universität Konstanz, 78457 Konstanz, Germany
E-mail address: Matthias.Makowski@uni-konstanz.de

HTTP://WWW.MATH.UNI-KONSTANZ.DE/~MAKOWSKI/