An Ensemble Approach for Facial Expression Analysis in Video
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Abstract

Human emotions recognition contributes to the development of human-computer interaction. The machines understanding human emotions in the real world will significantly contribute to life in the future. This paper will introduce the Affective Behavior Analysis in-the-wild (ABAW3) 2022 challenge. The paper focuses on solving the problem of the valence-arousal estimation and action unit detection. For valence-arousal estimation, we conducted two stages: creating new features from multimodel and temporal learning to predict valence-arousal. For the next step, the GRU was combined with Local Attention to predict valence-arousal. The Concordance Correlation Coefficient (CCC) was used to evaluate the model.

1. Introduction

People’s emotions affect their lives and work. Researchers are trying to create machines that can detect and analyze human emotions that contribute to the development of intelligent machines. Therefore, there are a lot of applications in life, such as medicine, health, tracking or driver fatigue, etc. [6].

The practical applications have many challenges from an uncontrolled environment. However, data sources are increasingly various from social networks and applications. Besides, the deep learning network improved the analysis and recognition process. Therefore, the ABAW3 2022 [6] was organized for affective behavior analysis in the wild. The challenge includes four tasks: Valence-Arousal (VA) Estimation, Expression (Expr) Classification, Action Unit (AU) Detection, and Multi-Task-Learning (MTL). This paper only focuses on the VA task. In this task, participants will predict a valence-arousal dimension based on data from the video.

In this study, we utilize feature extraction from the deep learning model. The images are extracted feature from the RegNet network [17]. Multimodel applied with the RegNet feature, which is the combination of Gated Recurrent Units (GRUs) [1] and Transformer [5] to create new features as stage 1. For stage 2, we utilized new features. The GRU was applied to get temporal features. Besides, local attention was used to improve the model.

In this work, we focus on valence-arousal prediction. Our contributions in this paper are summarized as:

- Utilization features from the deep learning model.
- Using multimodal to create new features which increase speed training.
- Combination of Local Attention with GRU for sentiment analysis.
- Conducting experiments on different models to compare with baseline method.

The next parts of our paper are presented in the following sections: section 2 is related work, section 3 is methodology and the experimental results in section 4 and finally, the conclusion in section 5.

2. Related work

In this section, we shortly summarize some datasets and works related to the problem of affective behavior in the previous challenge.

2.1. Affect Annotation Dataset

In the previous challenge [7–13, 20], the ABAW3 provides a large-scale dataset Aff-Wild2 for affective behavior analysis in-the-wild. The dataset used is the Aff-wild2
which was extended from Aff-wild1 [20]. The dataset contains annotations for challenges: Valence-Arousal regression, basic emotions, and Action Unit. Aff-wild2 expand the number of videos with 567 videos annotated by valence-arousal, 548 videos annotated by 8 expression categories, 547 videos annotated by 12 AUs, and 172,360 images are used that contain annotations of valence-arousal; 6 basic expressions, plus the neutral state, plus the ‘other’ category; 12 action units.

2.2. Affective Behavior Analysis in the wild

The affective behavior analysis in the wild challenge has attracted a lot of researchers. Deng et al. [3] applied deep ensemble models learned by a multi-generational self-distillation algorithm to improve emotion uncertainty estimation. About architectures, the author used features extractors from the efficient CNN model and applied GRU as temporal models. Wei Zhang et al. [21] introduced multi-task recognition which is a streaming network by exploiting the hierarchical relationships between different emotion representations in the second ABAW challenge. In the paper, Vu et al. [19] used a multi-task deep learning model for valence-arousal estimation and facial expressions prediction. The authors applied the distillation knowledge architecture to train two networks: teacher and student model, because the dataset does not include labels for all the two tasks. Another author, Kuhnke et al. [14] introduced a two-stream network for multi-task training. The model used the multimodal information extracted from audio and vision. The author [2] solved two challenges of the competition. First, the problem is highly imbalanced in the dataset. Second, the datasets do not include labels for all three tasks. The author applied balancing techniques and proposed a Teacher-Student structure to learn from the imbalance labels to tackle the challenges.

3. Methodology

For this section, we introduce the proposed method for continuous emotion estimation. Our approach contains two stages: Create new features to increase training speed in this block also fed to a FC layer for creating an output to fuse with results from T1 and T2.

3.1. Visual feature extraction

Our visual feature is based on RegNet [17] architecture, a lightweight and efficient network. RegNet consists four stages to operate progressively reduced resolution with sequence of identical blocks. The pretrained weight from ImageNet [2] was used as initial training, and the last three stages are unfreezing to learn new representation from facial data.

3.2. Valence and arousal estimation

Our temporal learning for unimodal consists of a combination of Gated recurrent units (GRU) block [1] - a standard recurrent network, and Transformer block [18] - attention based for sequential learning, as shown in Figure 1. The representations from GRU and Transformer are concatenated to form a new feature vector and fed to a fully connected (FC) layer for producing valence and arousal scores. FC layers are also attached to GRU and Transformer blocks to obtain emotion scores for calculating loss function and combine to the final loss to optimize the whole system.

We conducted K-fold cross validation to obtain different models for ensemble learning with K = 5. The scores from each fold are combined together and to form a single vector for each frame in video, $F_j$, which can be formulated as

$$F_j = \{V_{j,1}, V_{j,2}, V_{j,3}, V_{j,4}, V_{j,5}, A_{j,1}, A_{j,2}, A_{j,3}, A_{j,4}, A_{j,5}\} \quad (1)$$

where $V_{j,i}, A_{j,i}$ are valence and score for fold $k^{th}$ of $i^{th}$ frame in $j^{th}$ video with $k = 1, K$, $i = 1, N_j$, and $N_j$ is the length of $j^{th}$ video. To ensemble results from K-fold models, we deployed GRU-based architecture for modelling temporal relationship, followed by two local attention layers to adjust the contribution of features, as in Figure 2.

3.3. Action unit detection

In this task, two branches of feature are deployed with Transformer [18] blocks, $T_1$ and $T_2$, Figure 3. In $T_2$, the source feature are expanded to higher dimension and then compressed to original dimension with an aim to improve the robustness of the model. The new representation from this block also fed to a FC layer for creating an output to fuse with results from $T_1$ and $T_2$. 

Figure 1. Feature extraction architecture: Multimodal fusion with combined loss.

Figure 2. Overview of prediction model: Gated Recurrent Unit combined with Local Attention. Where $s$ is sequence.
4. Experiments and results

4.1. Dataset

The Valence-Arousal Estimate task includes 567 videos containing valence and arousal annotations. With 455 objects (277 males and 178 females) was annotated by four experts. The value range of valence and arousal is from -1 to 1.

The Action Unit Detection task includes 548 videos annotating the six basic expressions, plus the neutral state, plus a category 'other' that denotes expressions/affective states other than the six basic ones. Approximately 2.6 million frames, with 431 participants (265 males and 166 females), have been annotated by seven experts.

4.2. Valence and arousal estimation

GRU network was conducted with the PyTorch Deep Learning toolkit. The GRU was set with 256-dimensional hidden states, two-layer for multimodal and four-layered for prediction. The networks is trained in 25 epochs with initial learning rate of 0.001 and Adam optimizer. The mean between valence and arousal Concordance Correlation Coefficient (CCC), \( \mathcal{P} \), is used to evaluate the performance of the model as

\[
\mathcal{P}_{VA} = \frac{\mathcal{P}_V + \mathcal{P}_A}{2},
\]

where \( \mathcal{P}_V \) and \( \mathcal{P}_A \) are the CCC of valence and arousal, respectively, which is defined as

\[
\mathcal{P} = \frac{2 \rho \sigma_{\hat{Y}} \sigma_Y}{\sigma_{\hat{Y}}^2 + \sigma_Y^2 + (\mu_{\hat{Y}} - \mu_Y)^2}
\]

where \( \mu_Y \) was the mean of the label \( Y \), \( \mu_{\hat{Y}} \) was the mean of the prediction \( \hat{Y} \), \( \sigma_{\hat{Y}} \) and \( \sigma_Y \) were the corresponding standard deviations, \( \rho \) was the Pearson correlation coefficient between \( \hat{Y} \) and \( Y \).

Table 1 shown the results of our K-fold cross validation experiments with training set of Affwild2, and evaluate on Affwild2 validation set separately. All folds give better results than baseline with combined valence and arousal. In addition, the best result, 0.465, is obtained by averaging 5 folds.

| Fold | Valence | Arousal | Combined |
|------|---------|---------|----------|
| 1    | 0.290   | 0.491   | 0.391    |
| 2    | 0.348   | 0.435   | 0.391    |
| 3    | 0.339   | 0.500   | 0.419    |
| 4    | 0.294   | 0.491   | 0.392    |
| 5    | 0.362   | 0.492   | 0.427    |
| Average | 0.390   | 0.540   | 0.465    |

Baseline [6] 0.31 0.17 0.24

Table 1. Predicted results of Valence-Arousal, Combined (0.5 * Valence + 0.5 * Arousal). We used the RegNet feature and multimodal (GRU combined with Transformer) for training on the validation set.

4.3. Action Unit Detection

Our network architectures is trained by using SGD with learning rate of 0.9 combine and Cosine annealing warm restarts scheduler [16]. We optimized the network in 20 epochs with Focal loss function [15] and evaluate with \( F_1 \) score.

5. Conclusions

This paper utilized features from deep learning representations to the Valence-Arousal Estimation sub-challenge of ABAW3 2022. To extract information over time, GRU is used for sentiment analysis. To enhance the advantages of GRU, we have connected the Local Attention mechanism

Figure 3. An overview of our action unit detection system.
Table 2. The comparison with previous works on valence arousal estimation with Affwild2 validation set.

| Method            | Feature                     | \(P_V\) | \(P_A\) | \(P_{VA}\) |
|-------------------|-----------------------------|---------|---------|------------|
| Baseline [6]      | ResNet                      | 0.31    | 0.17    | 0.24       |
| Deng et al. [3]   | MobilefaceNet + MarbleNet   | 0.442   | 0.546   | 0.494      |
| Zhang et al. [21] | Expression Embedding [22]    | 0.488   | 0.502   | 0.495      |
| GRU + Transformer | RegNet                      | 0.391   | 0.565   | 0.478      |
| GRU               | k-fold                      | 0.432   | 0.575   | 0.504      |
| GRU + Attention   | k-fold                      | 0.437   | 0.576   | 0.507      |

Table 3. The comparison with prior methods on Affwild2 validation set for action unit detection.

| Method                   | Feature | \(F_1\) |
|--------------------------|---------|---------|
| Baseline [6]             | VGG16   | 0.39    |
| Our method               | RegNet  | 0.533   |
| Our method with only \(T_1\) | RegNet | 0.544   |
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