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Abstract

In battling the COVID-19 pandemic, testing is essential. The detection of viral RNA allows the identification of infected persons, whereas the detection of antibodies may reveal a response to a previous infection. Tests for coronavirus should be rigorously evaluated in terms of their analytical and clinical performance. This poses not only logistic challenges, but also methodological ones. Some of these are generic for the diagnostic accuracy paradigm, whereas others are more specific for tests for viruses. Problematic for evaluations of the clinical performance of tests for viral RNA is the absence of an independent reference standard. Many studies lack rigor in terms of the recruitment of study participants. Study reports are often insufficiently informative, which makes it difficult to assess the applicability of study findings. Attempts to summarize the performance of these tests in terms of a single estimate of the clinical sensitivity fail to do justice to the identifiable sources of the large heterogeneity in mechanisms for generating false negative results.
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“We have a simple message to all countries: test, test, test,” said WHO Director General Tedros Adhanom Ghebreyesus at a news conference in Geneva, March 2020. “All countries should be able to test all suspected cases, they cannot fight this pandemic blindfolded.” The WHO director general called on all countries to ramp up their testing programs, to battle the corona pandemic.

But testing would be useless, maybe even dangerous, if the tests that we rely on are flawed. Infected individuals with a false negative result may continue to infect others, for example, posing a genuine health risk to their environment. Like any other test or intervention in health care, tests for COVID-19 should be rigorously evaluated before their use can be recommended.

The rapid spread of the pandemic created several challenges for test developers and regulatory agencies. In this commentary, I would like to focus on the methodological issues in the clinical evaluation of medical tests. After a brief reminder of the general principles, I will focus on some specific issues in COVID-19-related testing, discussing testing for SARS-CoV-2 RNA, for COVID-19 disease, and for SARS-CoV-2 antibodies.

1. The evaluation of medical tests

When evaluating medical tests, we can ask ourselves three different questions. Can I trust the results? Are the results clinically meaningful? Is testing clinically useful? These three questions refer to three concepts: the analytical (or technical) performance of a test, its clinical performance, and the clinical utility of using the test [1].

The analytical performance of a laboratory test refers to its ability to correctly detect or measure a particular measurand [2]. It can be expressed in a number of ways, such as trueness (corresponding to the true value, absence of bias), imprecision (repeatability and reproducibility), limit of detection (analytical sensitivity), and cross-reactivity (analytical specificity). Cross-reactivity studies are performed to demonstrate that the test does not react with related pathogens, high-prevalence disease agents, or normal or pathogenic flora that are reasonably likely to be encountered in the clinical specimen.

Epidemiologists will be more familiar with evaluations of clinical performance, especially for diagnostic tests.
Here clinical performance is typically expressed as the diagnostic accuracy of the test: its ability to correctly classify those with and without the target condition, based on comparisons between the index test result and the outcome of the clinical reference standard [3]. Evaluations of clinical utility explore whether testing offers benefits, to those being tested, to the health care system, or to public health [4]. Because testing in itself rarely improves patient outcomes directly, evaluations of clinical utility usually look at test-treatment strategies.

Evaluations of clinical utility will provide the most convincing evidence for building recommendations about using the test, but at present they are not required for regulatory approval of COVID-19 test; evidence of sufficient analytical and clinical performance suffices [2]. In the following, we explore what this means for COVID-related tests. We distinguish between testing for the virus, testing for the disease, and testing for the antibodies after a viral infection.

2. Testing for the virus

The first atypical pneumonia cases were observed in Hubei province, China, in December 2019. Bronchoalveolar lavage fluid and cultured isolates from nine inpatients, eight of whom had visited the Huanan seafood market in Wuhan, were used to isolate a novel coronavirus [5]. The ten genome sequences exhibited more than 99-98% sequence identity. The virus was initially named 2019-nCoV, but later classified by the Coronavirus Research Group of the International Committee for the classification of viruses as SARS-CoV-2 because of its similarities with the SARS-CoV virus that had swept China in 2003 [6].

Identification of the viral genome sequence opened the path for methods based on nucleic acid amplification to detect SARS-CoV-2 [7]. Reverse transcription polymerase chain reaction (RT-PCR) is a variation of PCR, which adds reverse transcription of RNA to DNA, to allow for amplification. Different RT-PCR tests have been developed, targeting different genes of the SARS-CoV-2 genome [8]. RT-PCR can detect the virus in nasal and pharyngeal swab specimens, bronchoalveolar lavage fluid, sputum, bronchial aspirates, anal swab, and other samples [9].

The evaluation of the limit of detection of RT-PCR methods is typically carried out with spiking RNA or inactivated virus into an artificial or real clinical matrix, such as bronchoalveolar lavage fluid or sputum. Zhen and colleagues, for example, used a dilution panel of SARS-CoV-2 synthetic RNA quantified control with concentrations ranging from 20,000 to 5 copies/mL. The limit of detection was defined as either the lowest dilution at which all replicates resulted positive with a 100% detection rate, or the lowest detectable dilution at which the synthetic RNA quantified control was positive with a 95% probability of detection.

More challenging is the evaluation of clinical performance. It has been well documented that serial RT-PCR testing in patients who are initially negative can produce positive results later [10]. It is also well known that if multiple samples are taken from the same patient, some can be positive, whereas others are negative: the virus can be found in some samples, while absent, or not detectable, in other samples [9,11].

Researchers trained in clinical epidemiology will be tempted to classify these negative test results as either true or false negatives. But doing so requires knowledge of the truth. What then is the truth? Unfortunately, there is no independent, separate gold standard for detecting the virus, or viral RNA. To address this absence of a gold standard, FDA accepts testing a minimum of 30 positive specimens and 30 negative specimens as determined by an authorized assay [12]. This pushes back the question: what was the evidence for authorizing that first assay? Does that authorized assay represent the truth?

The recognition that even an authorized assay might fail has consequences for the way findings are presented. Poljak and colleagues, for example, evaluated the cobas test from Roche Diagnostics against their own SARS-CoV-2 protocol in 502 clinical samples, but expressed the results of their analysis in terms of agreement and kappa statistics, not in terms of sensitivity and specificity [13]. Several other approaches have been used. Zhen and colleagues, for example, used a “consensus” reference standard in their comparison of four molecular methods: the result obtained by at least three of the four assays [14].

Several other features in clinical performance evaluations of molecular viral tests should worry methodologists. Most of the problems mentioned are not unique for COVID-19, but apply to other areas of RT-PCR testing as well [15].

One of these problems lies in the use of using contrived clinical samples for assessing clinical performance. In testing for SARS-CoV-2, these are typically leftover upper respiratory specimens, such as nasopharyngeal swabs, or lower respiratory tract specimens, such as sputum, spiked with RNA or inactivated virus. Initially, FDA accepted evaluations of performance for Emergency Use Authorization (EUA) based on such contrived samples. It is not difficult to see that these contrived samples are a poor proxy for actual clinical samples. It is unclear if the viral concentrations in such contrived samples are representative of the full range of material taken from patients’ airways in the real world. In more recent guidance, the use of clinical specimens is required, either positive by an EUA-authorized assay, whereas specimens collected before the pandemic are acceptable as negatives [16].

A second reason for methodological concern is the poor description of the origins of the clinical samples. Commercially available assays always have a product insert, which includes a description of the clinical performance of the
corresponding assay [17]. Even though the STARD guidelines for reporting diagnostic accuracy studies were first published in 2003, these summaries fail to include relevant details on how and where study participants were identified [18]. The Simplexa COVID-19 Direct rtRT-PCR test, for example, was evaluated “in 278 consecutive respiratory samples (nasal and nasopharyngeal swabs) “collected for COVID-19 diagnosis”, but the study report fails to mention where the study was conducted, how eligible patients were identified and selected, or what their symptoms were [19]. Informative reporting is still far away.

A third problematic element is the characterization of evaluations of clinical performance in terms of sensitivity and specificity. Many courses in epidemiology teach students that sensitivity and specificity are fixed test-based properties, unlike the negative and predictive values, which vary with the prevalence of the target condition. This is a gross simplification, as becomes clear in the evaluation of SARS-CoV-2 tests. In symptomatic COVID-19 infections, viral RNA becomes detectable in the nasopharyngeal swab as early as day 1 of symptoms, peaks within the first week of symptom onset, and declines thereafter [20]. The positivity timeline also differs depending on the specimen; positivity is assumed to decline more slowly in sputum samples, which may still be positive after nasopharyngeal swabs are negative [21]. Collecting and handling the samples also affects the chances of test positivity.

Given this variability, one can question whether it is clear what a proportion of test-positive findings in those diagnosed as COVID-19 with an authorized assay refers to. What is the population parameter? Is it the sensitivity in the universe of all potential patients? Or should we condition that probability further, considering the symptoms, the timing, the sample, preanalytical handling? That would give us not one, single sensitivity for a specific test, but a wide range of conditional sensitivities.

I believe the variability in the mechanisms that produce false negatives makes it also hazardous to characterize the chances of a true positive as a single conditional probability: “the” sensitivity of a particular assay. This also has consequences for those who try to help the community through the development of systematic reviews.

Several systematic reviews of evaluations of clinical performance have started to appear. Some include meta-analysis, generating single number summary estimates of sensitivity and specificity. Arevalo-Rodriguez and colleagues, for example, summarized results from five studies and presented a summary estimate of the proportion of false-negative initial RT-PCR tests, for all assays, of 0.085 [22]. This single summary estimate ignores the multiple and variables sources of false negatives, as well as the differences between assays. These authors therefore immediately—and rightfully—added that interpretation of that proportion should be avoided, given the large heterogeneity.

There is more at stake than a variability in sensitivity, as beyond all this is an even more fundamental question: what is the target condition one wants to detect? Yes, RT-PCR can detect viral RNA, but detection does not distinguish between the presence of live virus and noninfectious viral debris. Is one more interested in the (past) presence of the virus (as an explanation for the illness) or in infectability (based on risk of viral shedding) [21]? The questions are related, but different. In one study, scientists could not grow viruses from throat swabs or sputum specimens after day 8 of illness from people who had mild infections, which suggests they may no longer be infectious. Yet the duration of viral shedding seems to vary, likely depending on severity. Among 137 survivors of COVID-19, viral shedding based on testing of oropharyngeal samples ranged from 8 to 37 days, with a median of 20 days [23].

3. Testing for the disease

The World Health Organization has named the disease caused by the SARS-CoV-2 as “coronavirus disease 2019”, or COVID-19. At present, the diagnosis of the COVID-19 is mainly based on clinical characteristics, epidemiological history, chest imaging, and viral detection [24]. Although understanding of the variability in manifestations of COVID-19 still grows, and manifold cardiovascular complications are rapidly emerging, many patients present with pneumonia-like symptoms. Consequently, chest CT is often used to evaluate patients with suspected COVID-19. The main CT feature of COVID-19 pneumonia is the presence of ground glass opacities, typically with a peripheral and subpleural distribution [25].

A growing number of evaluations of the clinical performance of chest CT for detecting COVID-19 in patients with respiratory problems have appeared [26]. A key challenge for these evaluations is, once again, the fallibility of the reference standard, which, in most cases, has been RT-PCR. This also challenges the development and evaluation of multimarker scoring systems and decision rules for evaluating patients with symptomatic COVID-19 [27].

4. Testing for antibodies

A different type of tests is based on the host immune response to SARS-CoV-2 infection. Targeted antibodies against SARS-CoV-2 can be detected one to weeks after infection [28]. Available serology tests differ in terms of the platform (lateral flow assays, enzyme-linked immunosorbent assays and chemiluminescent immunoassays), the type of antigens (spike proteins, nucleocapsid proteins, receptor-binding domain), and the type of antibody being detected (IgM, IgG, IgA) [29].

A plethora of serology tests have been brought to the market, both laboratory-based tests and point-of-care tools
The evaluation of these tests poses similar difficulties to the ones discussed earlier for molecular tests: problematic reference standards, poor reporting, and uninformative statistics.

Strictly speaking, the target condition of these tests is the presence of viral antigens. In the absence of a gold standard for antigens, molecular tests to detect viral RNA are used as the reference standard. Even though both target conditions are related to the virus, they are not interchangeable. As discussed earlier, the time positivity curves for viral RNA testing and antibody testing do not overlap. If no antibodies are found in a patient testing RT-PCR positive, this could be a false negative (the test failed to detect the antibodies) as well as a true negative (no antibodies have developed).

The language that FDA uses in its guidance and templates for manufacturers is particularly interesting in this respect [30,31]. For evaluating clinical performance of serology, FDA recommends PCR in nasal swab samples and a fingertip or blood draw from the same patient as the comparator, with the results expressed as percentage positive agreement and negative percentage agreement: the proportion concordant positives in all PCR positives and the proportion concordant negatives in all PCR negatives. So, this language refers to “agreement” with a comparator, and not to “verification” by the reference standard, as one would expect in typical diagnostic accuracy research.

5. Call for action

Despite improvements, the development of methods for the evaluation of medical tests lags behind approaches for evaluating pharmaceuticals and other interventions. The area could benefit from the contribution of clinical epidemiologists: as researchers, as peer-reviewers, and as developers of stronger methods (Table 1).

Evaluations of analytical performance, not part of the standard curriculum of epidemiologists and clinical researchers, could benefit from more rigor and a better understanding of the importance of study designs, and clinical research could be stronger if more experts in laboratory medicine were involved [32,33].

For the evaluation of analytical and clinical performance, the intended use of the test should be clear, its purpose and role in the clinical pathway, and studies should be designed accordingly. Participants and samples should be collected in the target population, for example [1]. Minimally acceptable performance criteria should be defined accordingly, indicating the level of performance that is likely to generate clinical utility [34].

The diagnostic accuracy paradigm, the dominant approach when evaluating clinical performance, also needs further development. It is by now well understood that sensitivity and specificity are not fixed test properties; they describe the behavior of a test in specific circumstances, which can be described by the features of the population (symptoms, age, gender), the setting (community-based, hospital), and previous test results, among others [35]. This means that one should resist, especially in systematic reviews, the temptation to summarize test performance in a single number. Even reporting the mean sensitivity, as is typical in random-effects meta-analysis, can be misleading if one ignores the wide and identifiable variability.

A point of concern is the nature of the reference standard, and the definition of the target condition. To be fully informative, evaluations of clinical performance should be specific in describing what it is they are trying to detect: active virus, any viral debris, antibodies, type of antibodies, past infection, to name a few options. Measurand and target condition are not synonyms. For other purposes of testing—and maybe even for diagnostic ones—we should develop alternative approaches, to complement or replace the gold standard/clinical reference standard paradigm.

Above all, we need informative reporting of the recruitment of participants, methods of sampling, and assays used to make sense of the study results. Improved adherence to existing reporting guidelines would be helpful.

The worldwide efforts in developing tests for COVID-19 are impressive, and we all hope these will help to curb the pandemic. Epidemiologists should contribute to improve the level of current performance studies, make reporting more transparent, and develop stronger methods to evaluate clinical performance and clinical utility.

Table 1. Key problems and potential solutions when evaluating the clinical performance of tests for COVID-19

| Phase | Current problem | Desired solution |
|-------|----------------|------------------|
| General | Study design unrelated to intended use | Define target population |
| Design | Struggle with clinical reference standard | Clarify comparator |
| | Dominance reference standard paradigm | Develop alternative approaches for evaluating clinical performance |
| Analysis | Single statistics for clinical performance | Better methods for characterizing heterogeneity in test performance |
| Reporting | Poor description of participants and samples | Better adherence to reporting guidelines |
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