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Abstract—In this paper, we investigate multiuser diversity in interference-limited Multiple Access (MAC) underlay cognitive channels with Line-of-Sight interference (LoS) from the secondary to the primary network. It is shown that for \( N \) secondary users, and assuming Rician interference channels, the secondary sum capacity scales like \( \log \left( \frac{K^2 + K}{W(\frac{K}{W(1)})} \right) \), where \( K \) is the \( K \)-factor of the Rician channels, and \( W(.) \) is the Lambert W function. Thus, LoS interference hinders the achievable multiuser diversity gain experienced in Rayleigh channels, where the sum capacity grows like \( \log(N) \). To overcome this problem, we propose the usage of single radio Electronically Steerable Parasitic Array Radiator (ESPAR) antennas at the secondary mobile terminals. Using ESPAR antennas, we induce artificial fluctuations in the interference channels to restore the \( \log(N) \) growth rate by assigning random weights to orthogonal basis patterns. We term this technique as Random Aerial Beamforming (RAB). While LoS interference is originally a source of capacity hindrance, we show that using RAB, it can actually be exploited to improve multiuser interference diversity by boosting the effective number of users with minimal hardware complexity.

Index Terms—Aerial degrees of freedom; basis patterns; cognitive radio; dumb antennas; line-of-sight channels; multiuser diversity; random beamforming

I. INTRODUCTION

SIGNIFICANT interest has recently been devoted to the capacity analysis of underlay cognitive radio systems in fading environments. In underlay cognitive radio, a Secondary User (SU) aggressively transmits its data over the Primary User (PU) channel while keeping the interference experienced by the PU below a predefined interference temperature [1]. Moreover, in multiuser cognitive networks, Dynamic Time Division Multiple Access (D-TDMA) can be used such that the SU with the best Signal-to-Interference Ratio (SINR) is scheduled to transmit at each time slot. Multiuser cognitive networks were thoroughly studied in [2]-[5]. While the sum capacity of conventional non-multiuser networks scales with \( \log(\log(N)) \) [6], it was shown in [3] that the SUs capacity of interference-limited underlay cognitive networks scales with \( \log(N) \). This improvement in the capacity growth rate is due to Multiuser Interference Diversity (MID) introduced in [2], which results from the opportunities offered by the fluctuations in the interference channels. Because a Line-of-Sight (LoS) channel has a poor dynamic range for the channel gain fluctuations, it is usually considered as a source of multiuser diversity hindrance. In the seminal work of Viswanath et al. [6], it was shown that the sum capacity for an \( N \)-user downlink cellular network grows like \( \log \left( \sqrt{\frac{K}{K+1}} \log(N) + \sqrt{\frac{K}{K+1}} \right)^2 \) when the channels between the base station and the mobile users are Rician with a \( K \)-factor of \( K \). For such network, dumb antennas were used to induce artificial channel fluctuations in order to improve the capacity scaling characteristics. Given that LoS channels hinder multiuser diversity in non-cognitive networks, it is expected that LoS interference would also hinder MID in underlay cognitive channels. In this paper, we study the capacity scaling characteristics for an underlay Multiple Access (MAC) cognitive channel with Rician LoS interference. It is shown that the SUs sum capacity scales like \( \log \left( \frac{K^2 + K}{W(\frac{K}{W(1)})} \right) \), where \( K \) is the Rician \( K \)-factor. For moderate values of \( K \), this growth rate can be approximated as \( \log \left( \frac{N(K+1)}{e^2} \right) \), which is equivalent to the growth rate of an underlay MAC with Rayleigh faded interference channels and \( \frac{N(K+1)}{e^2} \) effective SUs. For large values of \( K \), the scaling law tends to \( \log(\log(N)) \), which corresponds to the case when the interference channels are deterministic and no MID is exploited.

In order to overcome the negative impact of LoS interference on capacity scaling, and following the same line of thought in [6], we propose the usage of Random Beamforming to induce artificial fluctuations in the Rician interference channels. Because the primary users are considered to be oblivious to the secondary network, and deploying multiple dumb antennas at the base station will not affect the interference channels fluctuations, it is essential to apply random beamforming using dumb antennas at the mobile terminals. While deploying dumb antennas at a base station is bearable, it can not be tolerated in a low-cost mobile terminal with tight space limitations. Therefore, instead of manipulating Rician channels by assigning random weights to multiple dumb antennas, we adopt a random beamforming technique that assigns random weights to multiple dumb basis patterns of an Electronically Steerable Parasitic Array Radiator (ESPAR) antenna. An ESPAR antenna involves a single RF chain and has a reconfigurable radiation pattern that is controlled by assigning arbitrary weights to \( M \) orthonormal basis radiation patterns via altering a set of reactive loads. Because ESPAR antennas entail a single RF chain and a compact parasitic antenna array, it is well suited for low cost mobile terminals. The Degrees-of-Freedom offered by the ESPAR basis patterns are termed as Aerial DoF [7], thus we term random beamforming using the ESPAR basis patterns as Random Aerial Beamforming (RAB). We show that using RAB, the SUs sum capacity scales with \( \log(N) \) in Rician interference channels. A fundamental result of this paper is that, while LoS interference originally acts
as a source of multiuser capacity hindrance, it can actually be exploited to improve MID. Using only two dumb basis patterns, i.e., one parasitic antenna element, we show that the LoS interference component can be exploited to improve the multiuser diversity compared to Rayleigh-faded interference. This improvement can be interpreted as a boost in the effective number of SUs, where we show that the capacity grows like 

\[
\log \left( \frac{(K+1)^2}{2K\pi} N \right),
\]

which is equivalent to the capacity scaling of a Rayleigh-faded interference channel but with \( \sqrt{\frac{(K+1)^2}{2K\pi}} N \) users instead of \( N \). This effective number of users increases with the increase of \( K \), thus LoS interference acts as a friend and not a foe in this case.

The application of the ESPAR antenna to wireless communications systems is not new. In [7]–[10], the Aerial DoF provided by the orthonormal basis patterns are used to construct single Radio Beamspace-MIMO systems that can apply spatial multiplexing without the need to deploy multiple antennas. Blind interference alignment was implemented utilizing the reconfigurability feature of the ESPAR antenna in [11]. Other applications of ESPAR antennas in multiuser systems can be found in [12].

The rest of the paper is organized as follows. In Section II, we present the system model. Capacity scaling for the MAC cognitive channel with LoS interference is studied in Section III. In Section IV, we present the RAB technique and study its impact on capacity scaling. Numerical results are presented in Section V and finally, the conclusions are drawn in Section VI.

II. SYSTEM MODEL AND NOTATIONS

This section is divided into two subsections. First, we present the system model for the cognitive MAC channel with LoS interference. Next, we explain the signal model for the ESPAR antenna.

A. The cognitive MAC channel with LoS interference

Assume an underlay MAC cognitive channel where \( N \) SU mobile terminals coexist with a single PU transmit-receive pair as shown in Fig. 1. The secondary channels between the mobile users and the base station are denoted by \( h_s = (h_{s,1}, h_{s,2}, ..., h_{s,N}) \), where the channel between the base station and the \( k \)th user is \( h_{s,k} \sim CN(0, \gamma_s) \), and all channels are independent and identically distributed. The secondary to primary network interference is characterized by a LoS Rician channel. Thus, the set of SU-to-PU channels \( h_{sp} = (h_{sp,1}, h_{sp,2}, ..., h_{sp,N}) \) follow a Rician distribution such that \( h_{sp,i} \sim CN \left( \sqrt{\frac{K}{K+1}} \frac{\gamma_p}{\gamma_{sp,i}}, \frac{\gamma_p}{\gamma_{sp,i}} \right) \). The PU-to-SU channel is \( h_{ps} \), and has no impact on the capacity scaling characteristics, so it can be assumed to follow any distribution. The received signal at the SU receiver at the \( k \)th time slot is given by

\[
r(k) = h_{s,n^*} x(k) + h_{ps}(k) x_p(k) + n(k),
\]

where \( n^* \) is the index of the SU selected for transmission at the \( k \)th time slot, \( r(k) \) is the signal received at the secondary base station, \( x(k) \) is the symbol transmitted from the SU mobile terminal to the base station and has a unit energy, \( P_s(h_{sp,n^*}) \) is the transmit power, \( x_p(k) \) is the PU signal and has an average energy of \( \gamma_p \), and \( n(k) \sim CN(0, 1) \) is the noise signal at the base station receiver. The SU transmit power is adjusted according to a peak interference constraint \( Q_p \) at the PU, i.e., \( P_s(h_{sp,n^*}) \leq Q_p \). Letting \( \gamma_p = |h_p|^2 \) and the SU transmit power allocation \( P_s(h_{sp,n^*}) = \frac{Q_p}{\gamma_p} \), the SINR at the base station receiver is given by \( \frac{\gamma_s \gamma_p^{n^*} h_{ps,n^*}^2}{1 + \gamma_p h_{sp,n^*}^2} \). According to the D-TDMA policy, the selected user index is given by

\[
n^* = \max_n \frac{\gamma_s \gamma_p Q_p}{1 + \gamma_p h_{sp,n^2}}.
\]

The signal model above describes the case when all SUs use conventional single antennas. In the next subsection, we study the case when ESPAR antennas are employed.

B. The ESPAR signal model

As shown in Fig. 2, an ESPAR with \( M \) elements is composed of a single active element (e.g., a dipole) that is surrounded by \( M - 1 \) identical parasitic elements. Unlike multi-antenna systems, the parasitic elements are placed relatively close to the active elements. Hence, mutual coupling
between different elements takes place and current is induced in all parasitic elements. The radiation pattern of the ESPAR is altered by tuning a set of $M - 1$ reactive loads (varactors) $\mathbf{x} = [jX_1 \ldots jX_{M-1}]$ attached to the parasitic elements [7]. The currents in the parasitic and active elements are represented by an $M \times 1$ vector $\mathbf{i} = v_s(\mathbf{Y}^{-1} + \mathbf{X})^{-1}\mathbf{i}_u$, where $\mathbf{Y}$ is the $M \times M$ admittance matrix with $y_{ij}$ being the mutual admittance between the $i^{th}$ and $j^{th}$ elements. The load matrix $\mathbf{X} = \text{diag}(\mathbf{x})$, $\mathbf{X}$ controls the ESPAR beamforming, $\mathbf{u} = [1 \ldots 0]^T$ is an $M \times 1$ vector and $v_s$ is the complex feeding at the active element $\Phi_l$. The radiation pattern of the ESPAR at an angle $\theta$ is thus given by $P(\theta) = \mathbf{i}^T \mathbf{a}(\theta)$, where $\mathbf{a}(\theta) = [a_0(\theta) \ldots a_{M-1}(\theta)]^T$ is the steering vector of the ESPAR at an angle $\theta$. The beamspace domain is a signal space where any radiation pattern can be represented as a point in this space. To represent the radiation pattern $P(\theta)$ in the beamspace domain, the steering vector $\mathbf{a}(\theta)$ is decomposed into a linear combination of a set of orthonormal basis patterns $\{\Phi_i(\theta)\}_{i=0}^{N-1}$ using Gram-Schmidt orthonormalization, where $N \leq M$ [8]. It can be shown that the orthonormal basis patterns of the ESPAR (also known as the ADofF [17]-[12]) are equal to the number of parasitic elements (i.e., $N = M$). Therefore, the ESPAR radiation pattern in terms of the orthonormal basis patterns can be written as $\Phi_l$:

$$P(\theta) = \sum_{i=1}^{M} w_i \Phi_i(\theta),$$

where $w_i = \mathbf{i}^T \mathbf{q}_i$ are the weights assigned to the basis patterns and $\mathbf{q}_i$ is an $M \times 1$ vector of projections of all the steering vectors on $\Phi_i(\theta)$. Thus, the ESPAR radiation pattern is formed by manipulating the reactive loads attached to the parasitic elements. Recalling the system model presented in the previous subsection, we assume that both the secondary base station and the PU receiver adopt a single antenna with a single basis pattern, and each of the $N$ SUs adopt an ESPAR antenna with $M$ basis patterns. As shown in [13], the linear combination of transmitted symbols leads to a linear combination of antenna responses at the receiver. Assume that the $n^{th}$ SU assigns a weight vector $\mathbf{w}_n(k) = [w_{n,1}(k), w_{n,2}(k), \ldots, w_{n,M}(k)]$ to the ESPAR antenna basis patterns at the $k^{th}$ time slot. In this case, the received signal at the secondary base station is given by

$$r(k) = \sqrt{P_s(h_{\text{sp},n}(k), \mathbf{w}_n(k))} \left( \sum_{i=1}^{M} h_{i,n}(k)w_{n,i}(k) + h_{p,s}(k)\sqrt{P_s} + n(k), \right)

h_{p,s}(k)\sqrt{P_s} + n(k),$$

where $h_{i,n}(k)$ is the channel response between the $i^{th}$ transmit basis pattern and the base station antenna for the selected SU, and $h_{\text{sp},n}(k) = [h_{1,\text{sp},n}(k), h_{2,\text{sp},n}(k), \ldots, h_{M,\text{sp},n}(k)]$ is a vector of the $M$ channel responses between the $i^{th}$ transmit basis pattern of the selected SU and the PU receiver antenna. This signal model will be used for the analysis of the RAB technique presented in Section IV.

III. CAPACITY SCALING OF THE COGNITIVE MAC CHANNEL WITH LoS INTERFERENCE

In a conventional non-cognitive MAC channel with a transmit power constraint, the sum capacity grows with the number of users $N$ with a growth rate of $\log(\log(N))$ [6]. However, for a cognitive MAC channel when only an interference constraint is imposed at the PU receiver, the SUs sum capacity grows like $\log(N)$ [3], because in addition to multiuser diversity, we can also exploit MID [2]. These scaling laws are applicable for Rayleigh fading channels. In [6], it was shown that in the non-cognitive MAC system with Rician channels, the sum capacity scales like $\log\left(\left(\sqrt{\frac{1}{K+1}} \log(N) + \sqrt{\frac{K}{K+1}}\right)^2\right)$ instead of $\log(\log(N))$, where $K$ is the Rician $K$-factor. Thus, LoS channels hinder multiuser diversity because they experience a smaller dynamic range for the channels fluctuations. In this section, we aim at understanding the impact of LoS interference on the ability of a cognitive MAC channel to exploit MID. Because a LoS interference channel would entail a small dynamic range for the channel gain fluctuations, we expect that MID will be limited as well. The following theorem quantifies the impact of LoS interference on the capacity scaling of a cognitive MAC channel.

**Theorem 1:** The sum capacity of a cognitive MAC channel with LoS SU-to-PU interference grows like $\log\left(\frac{K^2 + K}{W(\frac{K^2 + K}{e})}\right)$, where $K$ is the $K$-factor of the Rician channels, $N$ is the number of SUs, and $W(.)$ is the Lambert W function.

**Proof** See Appendix A.}

It is clear from Theorem 1 that the capacity growth rate in LoS interference is slower than the $\log(N)$ rate experienced in Rayleigh fading interference channels. We examine the results of Theorem 1 for various values of $K$ as follows:

- **For** $K \to 0$, and given that when $x \to 0$, $W(x) \to x$ [17], we have $W\left(\frac{K^2 + K}{N}\right) \to \frac{K^2 + K}{N}$, and $\frac{K(K+1)}{K^2 + K} \to N$. Thus, for $K \to 0$ (Rayleigh fading), the SU capacity grows like $\log(N)$.

- **For moderate values** of $K$, for $N \to \infty$, $W\left(\frac{K^2 + K}{N}\right) \to \frac{K^2 + K}{N}$, and $\frac{K(K+1)}{N} \to \frac{N(K+1)}{e}$. Thus, the SU capacity scales like $\log\left(\frac{N(K+1)}{e}\right)$, which can be viewed as the same growth rate in Rayleigh channels but with an effective number of users $N(K+1)$ instead of $N$. Because $\frac{K+1}{e} < 1$, $\forall K > 0$, then Rician interference channels reduce MID by reducing the effective number of SUs for moderate values of $K$.

- **For large values** of $K$ and practical values of $N$, the term $\frac{K^2}{N} \gg 1$, thus the series expansion of $W\left(\frac{K^2 + K}{N}\right)$ is given by [17]

$$W\left(\frac{K^2 + K}{N}\right) \approx \log\left(\frac{K^2 + K}{N}\right) - \log\left(\log\left(\frac{K^2 + K}{N}\right)\right) + O(1).$$

1Because the term $Ke^K$ grows exponentially with $K$, moderate values of $K$ are $K < 3 \sim 4$. For larger values of $K$, the term $Ke^K$ becomes larger than any practical value of $N$, thus $\frac{K^2 + K}{N}$ can not to be considered small and the approximation $W(x) \approx x$ would not apply.
Thus, the SU capacity grows like \( \log(\log(N)) \) for large values of \( K \). Thus, when the LoS component dominates (\( K \) is large), the interference channels are almost deterministic and the interference constraint is effectively a transmit power constraint. Hence, the cognitive system is equivalent to a non-cognitive one, where only multiuser diversity of the secondary channels is exploited and the capacity growth is a double logarithmic function of the number of SUs.

From the above discussion, we conclude that LoS interference hinders MID. The larger the \( K \)-factor is, the less multiuser interference diversity gain we attain. When \( K \) is very large, the interference-limited cognitive system turns into a transmit power-limited non-cognitive one with a capacity scaling of \( \log(\log(N)) \). In the next section, we propose the RAB technique, and show that it can be used to exploit LoS interference and improve MID.

IV. RANDOM AERIAL BEAMFORMING

In order to combat the negative effects of LoS interference on the SU capacity, we propose the RAB scheme, which induces artificial fluctuations in the SU-to-PU interference channels. Because deploying cumbersome multiple antennas is not practical for mobile devices, we propose the usage of ESPAR antennas with \( M \) orthogonal basis patterns. RAB is applied by the \( n^{th} \) SU via adjusting the reactive load attached to the \( i^{th} \) parasitic antenna at the \( k^{th} \) time slot such that \( w_{n,i}(k) = \sqrt{\alpha_{n,i}(k)}e^{j\theta_{n,i}(k)}x(k) \), where \( x(k) \) is the transmitted symbol and \( \sqrt{\alpha_{n,i}(k)}e^{j\theta_{n,i}(k)} \) is a random weight. Without loss of generality, we set \( \sqrt{\alpha_{n,i}(k)} = 1/M \) and \( \theta_{n,i}(k) \sim \text{Unif}(0,2\pi) \). Therefore, the signal model for the selected user \( n^* \) in (3) can be rewritten as

\[
 r(k) = \sqrt{P_s}h_{sp,n^*}(k)x(k) + \sum_{i=1}^{M} \sqrt{\alpha_{n,i}(k)}e^{j\theta_{n,i}(k)}h_{s,n^*}(k) x(k) + h_{ps}(k) x_p(k) + n(k)
\]

where \( h_{s,n^*}^{eq} \) is the equivalent SU-to-SU channel after applying RAB, and the transmit power \( P_s(h_{sp,n^*}(k), w_{n^*}(k)) \) is given by

\[
P_s(h_{sp,n^*}(k), w_{n^*}(k)) = \frac{Q_p}{\sqrt{M} \sum_{i=1}^{M} \sqrt{\alpha_{n,i}(k)}e^{j\theta_{n,i}(k)}h_{s,n^*}^{eq}(k)}.\]

As shown in (4), the equivalent SU-to-PU channel is the resultant of the addition of different LoS channels with random phases for each basis pattern. By varying these phases over time, the equivalent channel will experience artificial fluctuations that allow retaining the MID hindered by LoS interference. The capacity scaling for the RAB scheme is given in the following theorem.

**Theorem 2:** For the cognitive MAC channel with the SUs applying the RAB scheme, the capacity scales like \( \log(N) \) for LoS SU-to-PU interference channels.

**Proof:** See Appendix B. \( \blacksquare \)

Theorem 2 proves that RAB can guarantee the \( \log(N) \) growth rate even if the PU is subject to LoS interference. The achievability of such growth rate can be attributed to the opportunistic nulling applied by RAB through the addition of phase shifted versions of the LoS interference component. The results of Theorem 2 are valid for any number of basis patterns \( M \) and for any \( K \). However, the impact of \( M \) and \( K \) on the multiuser diversity gain is not clear. In other words, given that all values of \( M \) will achieve the \( \log(N) \) growth rate, which value of \( M \) would result in the best MID characteristics? and what is the impact of the \( K \)-factor on the achievable MID gain?

An interesting result is that RAB does not only retain the \( \log(N) \) growth rate in LoS channels, but it can exploit LoS interference as well. In other words, when applying RAB, the MID gain in case of LoS interference is larger than the case of Rayleigh fading interference. Moreover, the MID gain increases with the increase of the \( K \)-factor. Thus, RAB turns LoS interference from a source of capacity hindrance to a capacity advantage. These effects even apply when the SUs use 2 dumb basis patterns only, which entails minimal hardware complexity for the ESPAR antenna. In the following, we study the impact of \( M \) and \( K \) on the behavior of MID gain.

From Appendix B, we know that \( h_{s,n^*}^{eq} \) follows a Rayleigh distribution, and the equivalent SU-to-PU channel power can be represented by (B.20). Using Euler identity, the artificial fading component can be represented as

\[
\sqrt{\frac{K}{M(K+1)}} \sum_{i=1}^{M} \left( \cos(\theta_{n^*,i}(k) + \phi_{i,n^*}) + j \sin(\theta_{n^*,i}(k) + \phi_{i,n^*}) \right).
\]

Noting that RAB is applied by selecting independent uniformly distributed random phases \( \theta_{n^*,i}(k) \sim \text{Unif}(0,2\pi) \), then \( y_i = \sum_{i=1}^{M} \cos(\theta_{n^*,i}(k) + \phi_{i,n^*}) \), \( i = 1,2,\ldots,M \), are independent and identically distributed. It can be easily shown that when \( \theta_{n^*,i}(k) \sim \text{Unif}(0,2\pi) \), then \( \Psi = (\theta_{n^*,i}(k) + \phi_{i,n^*}) \sim \text{Unif}(0,2\pi) \). Because we are only interested in \( \Psi \mod 2\pi \), it can be easily shown that \( \Psi \mod 2\pi \sim \text{Unif}(0,2\pi) \). Using random variable transformation, the pdf of \( y_i \) is given by

\[
f_{y_i}(y_i) = \frac{1}{\pi \sqrt{1 - y_i^2}}, -1 \leq y_i \leq 1,
\]

with \( \Psi_i = 0 \), and \( \mathbb{E}\{y_i\} = 0 \). We now study two distinct scenarios based on the number of basis patterns: \( M \to \infty \), and \( M = 2 \).

1) For large number of basis patterns: In this case, the central limit theorem applies, and \( \sqrt{\frac{K}{M(K+1)}} \sum_{i=1}^{M} \cos(\theta_{n^*,i}(k) + \phi_{i,n^*}) \sim \mathcal{N}(0, \frac{K^2}{3M(K+1)}) \). The same analysis can be applied for the term \( \sqrt{\frac{K}{M(K+1)}} \sum_{i=1}^{M} \sin(\theta_{n^*,i}(k) + \phi_{i,n^*}) \sim \mathcal{N}(0, \frac{K^2}{3M(K+1)}) \), thus the artificial fading component follows a zero mean complex gaussian distribution with variance \( \frac{K^2}{3M(K+1)} \). Therefore, the equivalent SU-to-PU channel \( h_{s,n^*}^{eq} \sim \mathcal{CN}(0, \tau_{sp}) \), which means that RAB converts the Ricean channel into a Rayleigh channel. Hence, the normalizing constant
in (A.18), which is proportional to the average SINR of the selected SU, can be obtained by setting \( K = 0 \) as follows
\[
a_N = \frac{N\bar{\gamma}_s}{\Gamma_{sp}} - \frac{\bar{\gamma}_s}{\Gamma_{sp}} \approx \frac{N\bar{\gamma}_s}{\Gamma_{sp}}.
\]
(7)

Using the derivations in Appendix A, it can be shown that the capacity grows like \( \log(N) \), and the average SINR for the selected SU is approximately \( \frac{N\bar{\gamma}_s}{\Gamma_{sp}} \).

2) For \( M = 2 \): The artificial fading channel power can be expressed as
\[
\frac{K\bar{\gamma}_{sp}}{2(K + 1)} \left[ (\cos(\theta_{n-r,1}(k) + \phi_{1,n,r}) + \cos(\theta_{n-r,2}(k) + \phi_{2,n,r})
+ j \sin(\theta_{n-r,1}(k) + \phi_{1,n,r}) + j \sin(\theta_{n-r,2}(k) + \phi_{2,n,r})) \right]^2,
\]
which can be reduced to
\[
\frac{K\bar{\gamma}_{sp}}{K + 1} \left( 1 + \cos(\theta_{n-r,1}(k) + \phi_{1,n,r} + \theta_{n-r,2}(k) + \phi_{2,n,r}) \right).
\]
(8)

Let \( \psi = \theta_{n-r,1}(k) + \phi_{1,n,r} + \theta_{n-r,2}(k) + \phi_{2,n,r} \). When \( \theta_{n-r,1}(k) \sim \text{Unif}(0, 2\pi) \) and \( \theta_{n-r,2}(k) \sim \text{Unif}(0, 2\pi) \), it can be shown that \( \psi \mod 2\pi \sim \text{Unif}(0, 2\pi) \). Thus, the term \( \cos(\theta_{n-r,1}(k) + \phi_{1,n,r} + \theta_{n-r,2}(k) + \phi_{2,n,r}) \) follows the same pdf in (6). The normalizing constant (average SINR for the selected user) is given by the following lemma.

**Lemma 1:** Applying RAB with 2 dumb basis patterns, the capacity of a cognitive MAC channel with LoS interference grows according to
\[
\log\left( \sqrt{\frac{(K + 1)^2}{2\pi K}} N \right).
\]

**Proof** See Appendix C.

From Lemma 1, we conclude that when using only 2 basis patterns, the capacity follows the same growth rate of a cognitive MAC channel with Rayleigh faded interference channel, but with an effective number of SUs that is equal to \( \sqrt{\frac{(K + 1)^2}{2\pi K}} N \) instead of \( N \). The effective number of users increases with the increase of \( K \). Thus, LoS interference can be exploited to improve MID gain and not only to restore the \( \log(N) \) growth rate. An important point is that this capacity advantage is achieved with minimal hardware complexity, i.e., only 2 basis pattern, which is realized using one parasitic antenna element and one active element.

In order to interpret the capacity advantage offered by the 2 basis patterns scenario and quantified by Lemma 1, we examine the equivalent SU-to-PU channel power in (5,20). It is apparent that the SU-to-PU channel consists of an artificial fading component and a scattered component. In Fig. 3, we set \( K = \infty \) such that only the artificial fading component exists, and plot the pdf of the channel power for various values of \( M \).

It is clear that for \( M = 2 \), the pdf is concentrated around zero and the maximum value of 2. Thus, the interference channel is almost nulled half of the time, and the probability that the SU-to-PU attains an arbitrarily small value is high. As \( M \) increases, the central limit theorem applies, and the pdf of the SU-to-PU channel power approaches an exponential distribution. Such distribution entails a larger dynamic range, but less frequent nulling, because the probability that the SU-to-PU attains an arbitrarily small value is higher in the case of \( M = 2 \) than in the case of \( M > 2 \). Therefore, using 2 basis patterns achieves desirable statistics for the interference channel.

Fig. 4 depicts the impact of the \( K \)-factor on the pdf of the equivalent SU-to-PU channel power.
impose a quasi-exponential distribution.

V. NUMERICAL RESULTS

Monte-Carlo simulations are carried out and results are averaged over 100,000 runs. For all curves presented herein, the peak interference constraint is set to 1. In Fig. 5, we verify the results of Theorem 1. The ergodic sum capacity for the cognitive MAC network with Rician LoS interference is plotted versus the number of SUs ($N$) for $K = 0, 2, 3,$ and $10$. It is clear that when the $K$-factor is non-zero, the capacity is less than the Rayleigh fading scenario, which corresponds to the case when $K = 0$. This effect is attributed to the fact that MID gain is hindered by LoS interference. For moderate values of $K$, i.e., $K = 2$ and $3$, it is clear that the capacity follows the same logarithmic growth rate experienced by a Rayleigh channel. This is evident from the fact that the capacity curves for $K = 0$, $2$, and $3$ are parallel at large values of $N$. MID hindrance is demonstrated by a reduction in the effective number of users, where the growth rate can be approximated as $\log \left( \frac{N(K+1)}{\exp(K)} \right)$. For $K = 2$, the number of effective users is less than the actual number of users by a factor of $\frac{2+1}{\exp(2)} \approx 0.4$. Thus, the capacity achieved by 500 SUs when $K = 2$ is equal to that achieved by 500 $\times$ 0.4 = 200 SUs for $K = 0$. The difference between the actual and effective number of users for 200 effective SUs is depicted in Fig. 5 at $K = 2$ and 3. For $K = 10$, the growth rate is approximated as $\log(\log(N))$. It is clear that the capacity curve for $K = 10$ is not parallel to the other curves as it grows in a double logarithmic fashion. In Fig. 6, the impact of the number of basis patterns used in RAB is demonstrated by plotting the ergodic capacity for $N$ users normalized to the single user capacity, which represents the multiuser diversity gain, for a cognitive MAC and a reference non-cognitive multiuser network. It is clear that using 2 dumb basis patterns, the capacity is better than that achieved when using 3 and 4 basis patterns. When the number of basis patterns increase, the equivalent interference channel converges to a Rayleigh distribution, and the performance is similar to the $K = 0$
scenario. Fig. 7 demonstrates the advantages of applying RAB to a cognitive MAC channel with LoS interference. For \( K = 10 \) and 20 dB, the ergodic SU capacity severely degrades compared to the Rayleigh fading scenario due to the double logarithmic growth and MID hindrance. The larger the \( K \)-factor is, the less sum capacity is achieved. Applying RAB with 2 basis patterns, the logarithmic growth rate is restored. In addition to that, it is shown that as the \( K \) factor increases, the sum capacity improves, and is actually superior to the Rayleigh fading capacity. This capacity improvement is quantified by Lemma 1, where  it is shown that the effective number of users increases by a factor of \( \sqrt{\frac{K+1}{2K}} \). For 200 actual SUs, the effective number of SUs is \( 200 \sqrt{\frac{100+1}{200 \times 10}} \approx 280 \) for \( K = 10 \), and \( 200 \sqrt{\frac{100+1}{200 \times 10}} \approx 800 \) for \( K = 100 \) (20 dB). In Fig. 8, the growth rates for various schemes are justified by plotting the ergodic capacity normalized by the growth function. It is obvious that the capacity of the Rayleigh fading interference channel scenario grows according to \( \log(N) \), while the capacity for a LoS interference scenario with \( K = 20 \) dB grows according to \( \log(\log(N)) \). After applying RAB, the \( \log(N) \) growth rate is restored.

VI. CONCLUSION

In this paper, it is shown that the capacity of the cognitive MAC channel with LoS interference grows according to \( \log \left( \frac{K+1}{2K} \right) \), where \( K \) is the Rician \( K \)-factor. This growth rate can be approximated as \( \log \left( \frac{N(K+1)}{\exp(K)} \right) \), which corresponds to the same growth rate of a cognitive MAC channel with non-LoS interference but with an \( N \) times greater effective number of SUs. At large values of \( K \), the capacity tends to grow double logarithmically with \( N \). In order to improve capacity scaling in LoS interference channel, we introduced the Random Aerial Beamforming (RAB) technique. RAB induces artificial fluctuations in the interference channels by randomizing the weights of the basis patterns of a single radio ESPAR antenna. Using RAB with only 2 basis patterns, it is shown that the capacity grows like \( \log \left( \sqrt{\frac{K+1}{2K}} N \right) \). Thus, RAB can be used to exploit LoS interference and improve multiuser diversity by boosting the effective number of SUs.

APPENDIX A
PROOF OF THEOREM 1

We know that when the SUs use single conventional antennas, the SINR is given by \( \max_n \frac{\gamma_n Q_p}{1 + \frac{\gamma_n}{p} \gamma_p} \). Thus, the SU ergodic capacity is given by

\[
C = E \left\{ \log \left( 1 + \max_n \frac{\gamma_s Q_p}{1 + \frac{\gamma_s}{p} \gamma_p} \right) \right\}, \tag{A.9}
\]

where \( E \{ \} \) is the expectation operator. Using Jensen’s Inequality and the concavity of the logarithmic function, the SU capacity is bounded by

\[
C \leq \log \left( 1 + \mathbb{E} \left\{ \max_n \frac{\gamma_s Q_p}{1 + \frac{\gamma_s}{p} \gamma_p} \right\} \right), \tag{A.10}
\]

which follows from the independence of the SU-PU, PU-to-SU, and SU-to-SU channels. The term \( \mathbb{E} \{ \frac{\gamma_s Q_p}{1 + \frac{\gamma_s}{p} \gamma_p} \} \) is a constant and independent of the SU selection, so it does not affect the capacity scaling. We define \( z_n = \frac{\gamma_s Q_p}{1 + \frac{\gamma_s}{p} \gamma_p} \), thus we are interested in obtaining the probability density function of \( z_n \). The SU-to-PU channel is Rician, while the secondary channel is assumed to follow a Rayleigh distribution. Thus the pdf of \( \gamma_{sp,n} \) is given by \( f_{\gamma_{sp,n}}(\gamma_{sp,n}) \).

\[
(1+K)e^{-\frac{(K+1)\gamma_{sp,n}}{\gamma_{sp}}}I_0 \left( 2\frac{\sqrt{K(1+K)\gamma_{sp,n}}}{\gamma_{sp}} \right) \tag{A.11}
\]

where \( I_0(.) \) is the modified Bessel function of the first kind and that of \( \gamma_{s,n} \) is exponential, i.e., \( f_{\gamma_{s,n}}(\gamma_{s,n}) = \frac{1}{\gamma_{s,n}} e^{-\frac{\gamma_{s,n}}{\gamma_{s,n}}} \). Noting that the pdf of \( \gamma_{sp,n} \) can be rewritten in terms of the Meijer-G function \( C_{m,n}^p,q(\gamma_{s,n}^a_1,...,a_p,\gamma_{s,n}^b_1,...,b_q|z) \) [15, Sec. 7.8] as

\[
f_{\gamma_{sp,n}}(\gamma_{sp,n}) =\]

\[
\frac{1+K}{\gamma_{sp}} e^{-\frac{(K+1)\gamma_{sp,n}}{\gamma_{sp}}} G_{0,1}^{1,0}(0,0) \left( 2\frac{\sqrt{K(1+K)\gamma_{sp,n}}}{\gamma_{sp}} \right) \tag{A.12}
\]

and that the pdf of \( Z = \frac{\gamma_{s,n}}{\gamma_{sp}} \) is given by \( f_Z(z) = \int_{-\infty}^{\infty} |y| p_{x,y}(z,y) dy \) [14]. The pdf of \( z_n \) can be obtained as shown in (A.11) using the property \( z G_{m,n}^{p,q}(a_1,...,a_p; b_1,...,b_q|z) = C_{m,n}^p,q(a_1+1,...,a_p+1,b_1+1,...,b_q+1|z) \) and then evaluating the resulting integral using the standard laplace transform of a Meijer-G function [13].

The cdf of \( z_n \) follows directly by integrating (A.16), and is given by

\[
F_{z_n}(z_n) = 1 - \frac{1+K}{\gamma_{sp}^{z_n} + K + 1} e^{\frac{-K+1}{\gamma_{sp}^{z_n} + K + 1}}. \tag{A.17}
\]

It can be easily shown that \( \lim_{z_n \to \infty} z_n f_{z_n}(z_n) = \frac{\gamma_{sp}}{\gamma_{s,n}} \). Therefore, according to [16], we can find a sequence of real numbers \( \{a_N\}_{N=1}^\infty \) such that \( z_N = \gamma_{s,N} \) converges in distribution to a Frechet distributed random variable, where \( z_N = \max_{1 \leq n \leq N} z_n \), which implies that \( E \{ z_N^a \} \) grows like \( a_N \). That is, we have \( \lim_{N \to \infty} F_{z_N}(z_N^a) = e^{-\frac{a}{a_N}} \), and the normalizing constant can be obtained as \( F_{z_n}(a_N) = 1 - \frac{1}{N} \) [16]. Using the CDF in (A.17), we can obtain \( a_N \) in closed-form as

\[
a_N = \frac{K^2 + K}{\frac{\gamma_{sp}}{\gamma_{s,n}} \mathbb{W} \left( \frac{\gamma_{sp}}{\gamma_{s,n}} \right)} - \frac{\gamma_{sp}(K+1)}{\gamma_{s,n}}, \tag{A.18}
\]

where \( \mathbb{W}(\cdot) \) is the Lambert W function. Note that the convergence in distribution for the maximum of nonnegative random variables results in moment convergence [18]. Reckoning (A.10), we conclude that the SU capacity grows like \( \log \left( \frac{K^2+K}{\mathbb{W} \left( \frac{\gamma_{sp}}{\gamma_{s,n}} \right)} \right) \), which concludes the proof.
\[
\begin{align*}
    f_{z_n}(z_n) &= \frac{1 + K}{\gamma_{sp}^{1/2}} e^{-K} \int_0^\infty \gamma_{sp,n} \cdot e^{-\left(\frac{K + \gamma_{sp,n} + \gamma_{sp}}{\gamma_{sp}}\right)} d\gamma_{sp,n} \\
    &= \frac{2e^{-K/\gamma_s}}{K \gamma_s} \int_0^\infty \gamma_{sp,n} \cdot e^{-\left(\frac{1 + K}{\gamma_{sp,n}} + \frac{\gamma_{sp}}{\gamma_{sp,n}}\right)} d\gamma_{sp,n} \\
    &= \frac{2e^{-K/\gamma_s}}{K \gamma_s} \int_0^\infty \gamma_{sp,n} \cdot G_{1,2}^{1,1} \left(0 \mid \frac{1 + K}{\gamma_{sp,n}} + \frac{\gamma_{sp}}{\gamma_{sp,n}}\right) d\gamma_{sp,n} \\
    &= \left(1 + K\right) \frac{\gamma_{sp}}{\gamma_s} e^{-K} \frac{K + \gamma_{sp,n}}{\gamma_{sp,n} + \gamma_{sp}} \left(1 + K\right)^2 + z_n \frac{\gamma_{sp,n}}{\gamma_s} 3 \right). \tag{A.16}
\end{align*}
\]

**APPENDIX B**

**Proof of Theorem 2**

The channel between the \(i^{th}\) basis pattern of the SU antenna and the PU receiver follows a Rician distribution and can be modeled as

\[
h_{sp,n^*}(k) = \sqrt{\frac{K \gamma_{sp}}{K + 1} + \gamma_{sp^*}} + \sqrt{\frac{\gamma_{sp^*}}{K + 1}} b_{i,n^*}(k),
\]

where \(n^*\) is the selected SU index, \(\phi_{i,n^*}\) is the deterministic phase of the LoS component for the \(i^{th}\) basis pattern, and \(b_{i,n^*}(k) \sim CN(0, \gamma_{sp})\) is the Rayleigh distributed scattered component. The power of the equivalent SU-to-PU channel \(\gamma_{eq,n^*}(k)\) after applying RAB is given by

\[
\left| \frac{1}{\sqrt{M}} \sum_{i=1}^M e^{j\phi_{i,n^*}^*(k)} \left( \sqrt{\frac{K \gamma_{sp}}{K + 1}} e^{j\phi_{i,n^*}} + \sqrt{\frac{\gamma_{sp^*}}{K + 1}} b_{i,n^*}(k) \right) \right|^2,
\]

which reduces to

\[
\left| \frac{1}{\sqrt{M}} \sum_{i=1}^M \left( \sqrt{\frac{K \gamma_{sp}}{K + 1}} e^{j\phi_{n^*,i}(k)} + \sqrt{\frac{\gamma_{sp^*}}{K + 1}} b_{i,n^*}(k) \right) \right|^2,
\]

where \(c_{n^*}(k)\) is the equivalent scattering component after applying RAB, which was shown in [6] to preserve its statistics, thus \(c_{n^*}(k) \sim CN(0, \gamma_{sp})\). We define the following parameters \(a = \frac{K \gamma_{sp}}{K + 1}\) and \(v = \frac{\gamma_{sp^*}}{K + 1}\), representing the power of the specular and scattered components, respectively. The minimum value of the artificial fading component is 0, when the random phases of the weights of the basis patterns add destructively. For a system with large number of SUs, and for a fixed infinitesimal \(\delta > 0\), there exists almost surely a fraction \(\epsilon\) of users for which the magnitude of the artificial fading channel satisfies

\[
\left| \frac{1}{\sqrt{M}} \sum_{i=1}^M \left( \sqrt{\frac{K \gamma_{sp}}{K + 1}} e^{j\phi_{n^*,i}(k)} + \frac{\gamma_{sp}^*}{K + 1} b_{i,n^*}(k) \right) \right| < \delta.
\]

These \(\epsilon N\) users can be thought of as experiencing Rician fading with the norm of the LoS component equal to \(\delta\) instead of \(a\). Note that the growth rate of the conventional MAC channel with LoS interference given in Theorem 1 can be written in terms of \(a\) and \(v\) as \(\log \left( \frac{a}{\pi^2 W \left( \frac{\epsilon \gamma_{sp}}{\gamma_{sp^*}} \right) } \right)\). It is highly likely that the SU with the maximum SINR would belong to the set of \(\epsilon N\) having an infinitesimally small LoS component. Therefore, we can approximate the D-TDMA scheme as picking the SU with the maximum SINR among the \(\epsilon N\) SUs. The SU capacity of such scheme grows at least as fast as \(\log \left( \frac{\delta^2 W \left( \frac{\epsilon \gamma_{sp}}{\gamma_{sp^*}} \right) }{\delta W \left( \frac{\epsilon \gamma_{sp}}{\gamma_{sp^*}} \right) } \right)\). For \(\delta \to 0\), \(\epsilon \to 1\), and \(W \left( \frac{\epsilon \gamma_{sp}}{\epsilon \gamma_{sp^*}} \right) \to \frac{\epsilon^2 \gamma_{sp}}{\epsilon \gamma_{sp^*}}\), the growth rate tends to

\[
\log \left( \frac{e N}{v} \right).
\]

Thus, by applying RAB, the SU capacity grows logarithmically with \(N\).

**APPENDIX C**

**Proof of Lemma 1**

Combining [8] and (B.20), the equivalent SU-to-PU can be thought of as experiencing Rician fading with the power of the LoS component having a random power that changes over time. A conventional Rician channel is defined via the \(a\) and \(v\) parameters as explained in Appendix B, where \(a\) represents the power of the LoS component and \(v\) is the power of the scattered component. Therefore, the equivalent channel is Rician for a given value of \(a\). Let \(\tilde{a}\) be the random power of the LoS component, where \(\tilde{a} = (1 + \cos(\theta_{n,1}(k) + \phi_{n,1} + \theta_{n,2}(k) + \phi_{n,2}))\) as explained in Section II. We know that \(\cos(\theta_{n,1}(k) + \phi_{n,1} + \theta_{n,2}(k) + \phi_{n,2})\) follows the pdf in [6]. Using random variable transformation, it can be shown that

\[
f_{\tilde{a}}(\tilde{a}) = \frac{K + 1}{\pi K \sqrt{1 - (1 - \tilde{a}(K + 1)/K)^2}} 0 \leq \tilde{a} \leq \frac{K}{K + 1}.
\]

Let \(\gamma_{eq,n^*}\) be the equivalent channel power after applying RAB for the \(n^{th}\) SU. Given that the equivalent SU-to-SU channel is
Rayleigh distributed after applying, and defining \( z_{eq} = \frac{\gamma_s \gamma_{sp,n}}{\gamma_s} \), it follows from (A.17) that the \( \text{cdf} \) of \( z_{eq} \) for a given \( \tilde{a} \)

\[
F_{z_{eq}^n}(z_{eq} | \tilde{a}) = 1 - \frac{1}{v \gamma_s} \exp \left( -\frac{\tilde{a}}{v} + \frac{\tilde{a}}{v \gamma_s} \frac{z_{eq}^2}{\gamma_s^2 + v} \right).
\]

The conditional \( \text{cdf} \) in (C.23) is a reformulation of (A.17) in terms of \( a, v \) instead of \( K \). Let \( p = \frac{1}{v} \frac{z_{eq}^2}{\gamma_s^2 + v} \), the \( \text{cdf} \) of \( z_{eq} \) is obtained by averaging \( F_{z_{eq}^n}(z_{eq} | \tilde{a}) \) over the \( \text{pdf} \) of \( \tilde{a} \) as follows

\[
F_{z_{eq}^n}(z_{eq}) = 1 - \frac{1}{v} \int_{0}^{\pi} \frac{(K + 1) \exp (-p \tilde{a})}{\pi K \sqrt{1 - (1 - \tilde{a} (K + 1))^2}} d\tilde{a},
\]

applying the substitution \( y = 1 - \frac{\tilde{a} (K + 1)}{K} \), the integral reduces to

\[
1 - \frac{1}{v} \int_{0}^{\pi} \exp \left( -p \frac{K}{K + 1} \right) I_0 \left( p \frac{K}{K + 1} \cos \theta \right) d\theta,
\]

by applying another substitution as \( y = \cos(\theta) \), the integral simplifies as

\[
1 - \frac{1}{v} \int_{0}^{\pi} \exp \left( -p \frac{K}{K + 1} \right) I_0 \left( p \frac{K}{K + 1} \right) d\theta.
\]

which is derived in closed-form in [15, eq. (3.39)] as

\[
F_{z_{eq}^n}(z_{eq}) = 1 - \frac{1}{v} \int_{0}^{\pi} \exp \left( -p \frac{K}{K + 1} \right) I_0 \left( p \frac{K}{K + 1} \right) d\theta. \tag{C.24}
\]

The secondary base station selects the SU with the maximum \( z_{eq} \). Let \( z_{eq} = \max_{1 \leq n \leq N} z_{eq} \), the statistics of \( z_{eq} \) depend on the tail pdf and cdf of \( z_{eq} \). It can be shown that for \( z_{eq} \to \infty, p \to \frac{1}{v} \), and \( \exp (-p \frac{K}{K + 1}) I_0 \left( p \frac{K}{K + 1} \right) \approx \frac{1}{\sqrt{\pi K}} \).

Thus the tails of the \( \text{pdf} \) and \( \text{cdf} \) are given by

\[
F_{z_{eq}^n}(z_{eq}) \approx 1 - \frac{1}{v} \int_{\frac{\gamma_s}{\gamma_s^2 + v}}^{\infty} \exp \left( -p \frac{K}{K + 1} \right) I_0 \left( p \frac{K}{K + 1} \right) d\tilde{a}, \tag{C.25}
\]

and

\[
f_{z_{eq}^n}(z_{eq}) \approx \frac{\gamma_s}{\gamma_s^2 + v} \left( \frac{\gamma_s}{\gamma_s^2 + v} \right)^2 I_0 \left( \frac{\gamma_s}{\gamma_s^2 + v} \right) \frac{1}{\sqrt{\pi K}}. \tag{C.26}
\]

The asymptotic expression in (C.26) is verified by Fig. 9. It can be easily shown that \( \lim_{z_{eq} \to \infty} \frac{F_{z_{eq}^n}(z_{eq})}{z_{eq}} = \frac{2 \pi}{\gamma_s} \). Therefore, we can find a sequence of real numbers \( \{a_N\}_{N=1}^{\infty} \) such that \( z_{eq} \) converges in distribution to a Frechet distributed random variable. Following the analysis in Appendix A, and using the \( \text{cdf} \) in (C.26), we can obtain \( a_N \) in closed-form as

\[
a_N \approx \sqrt{\frac{(K + 1)^2 K T_{sp}}{2 \pi}}.
\]

\[
\text{Fig. 9. Approximation for the cdf of the equivalent SU-to-PU channel power.}
\]
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