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Trains of optical pulses and optical-frequency combs are periodic waveforms with deep implications for a wide range of scientific disciplines and technological applications. Recently, phase-only signal-processing techniques based upon the theory of Talbot self-imaging have been demonstrated as simple and practical means for user-defined periodicity control of optical pulse trains and combs. The resulting schemes implement a desired repetition period control without introducing any noise or distortion, while ideally preserving the entire energy content of the signal. Here, recent developments on phase-only signal-processing schemes for periodicity control based on temporal and spectral self-imaging are reviewed. As a central contribution, a comprehensive theory of generalized Talbot self-imaging, so called phase-controlled Talbot effect, is presented, comprising all the different approaches proposed to date. In particular, a closed unified mathematical framework for the design of the spectral and temporal phase manipulations that enable full arbitrary control of the period of repetitive signals is developed. The reported numerical studies fully validate the presented theoretical framework and shed light on crucial aspects of the proposed methods, consistently with previously reported experimental results. Important considerations concerning the practical, real-world implementation of the described schemes, according to the needed specifications for different applications, are also discussed.

1. Introduction

Since the first demonstrations of optical phase-locking and the first mode-locked laser developments,[1] the capability to generate precisely timed periodic trains of optical pulses has pushed forward many fields of science and technology. Extensive effort has been further devoted to the generation and control of optical frequency combs,[2–14] the frequency-domain counterpart of time-periodic coherent optical pulse trains. A frequency comb consists of a set of equally-spaced spectral components (comb lines), with a frequency spacing referred to as the free spectral range (FSR). Periodic optical pulse trains and frequency combs are key elements for a myriad of scientific developments and technological applications of great relevance, including among others, ultrafast optical and microwave signal generation and processing,[15–19] generation of Terahertz pulses,[20] high-resolution spectroscopy,[21–24] high-precision frequency metrology,[25] high-accuracy frequency calibration (e.g., as used in astronomical telescopes),[26–29] high-capacity telecommunication systems,[30–34] and more recently, promising new avenues for quantum computing.[35–38]

A fundamental parameter of these signals is their period of repetition: the pulse period, \( t_r \), of a pulse train, or the FSR, \( \nu_r \), of a frequency comb. Not only most applications require that this parameter is fixed with precision (e.g., the rate at which information is transmitted in a telecommunication system is strongly related to the period of the clock signal[39]), but distinct applications require fundamentally different orders of magnitude. For instance, typical atomic and molecular spectroscopy applications require combs with FSR values in the MHz regime,[24] while astronomical spectrographic measurements,[28] as well as applications aimed at arbitrary waveform generation...
and processing, are performed with combs in the GHz regime. Techniques for manipulating the period of repetitive signals are thus key for such applications. Optical pulse trains (and their frequency comb spectra) are commonly generated using mode-locked lasers. These typically offer a limited flexibility to design—and subsequently control—the repetition rate of the generated optical signal. For instance, integrated micro-cavity lasers are suitable for generation of periodic optical waveforms with repetition rates in the GHz regime, while longer cavities, such as those used in fiber-based mode-locked lasers, provide access to repetition rates in the MHz regime. In order to control the periodicity of the signals generated by these systems, one must either modify the physical parameters of the laser cavity, for example, its length (impractical or simply not possible in most situations), or resort to techniques such as harmonic mode-locking, which typically results in a highly distorted output signal with degraded signal-to-noise ratio. This calls for the need of periodicity control through signal processing of the generated repetitive waveforms outside the laser cavity.

Conventional periodicity control solutions based on signal processing operations rely on wave transformations that directly affect the energy content of the signal (e.g., spectral amplitude filtering and temporal amplitude modulation); these methods present critical shortcomings, not least of which is their inherent energy inefficiency (briefly discussed in Section 2). Signal processing solutions based on phase-only manipulations are particularly attractive, as they recycle the energy carried by the input signal into an output signal that satisfies the required specifications.

This review focuses on energy-preserving periodicity control methods based on phase-only signal processing operations based upon the theory of the Talbot effect. Temporal Talbot effect has been used to reduce the period of a temporal pulse train, dividing it by an integer factor, through the use of an SPF process, for example, via dispersive propagation (see Figure 1(a.1)). Its frequency domain counterpart, spectral Talbot effect, has been used to reduce the FSR of a frequency comb, dividing it by an integer factor, through the use of a temporal phase modulation (TPM) process, for example, via electro-optical interaction (see Figure 1(a.2)). A distinctive feature of temporal and spectral Talbot effects is that they enable manipulation of the repetition rate of an incoming pulse train or the FSR of its corresponding frequency comb spectrum without altering the individual temporal pulse characteristics (i.e., the pulse’s complex temporal envelope, including shape and duration) and the spectral envelope of the corresponding frequency comb. Moreover, techniques based on such methodology have been proposed to manipulate the repetition period of pulse trains and frequency combs at will, not limited to integer division. As illustrated in Figure 1(b), these methods involve specific combinations of SPF and TPM operations corresponding to concatenated individual realizations of temporal and spectral Talbot effects. However, all such methods reported to date are incomplete in that they do not provide a full transformation of the signal’s repetition period in both the time and frequency domains. As such, the periods of the obtained pulse train and its corresponding frequency comb representation are generally unrelated after application of the method (see Figure 1(b)). This work provides a closed mathematical description for the transformation of an arbitrary pulse period and frequency comb. The proposed scheme, illustrated in Figure 1(c), is based on the combination of spectral phase filtering and temporal phase modulation.
of Talbot-based arbitrary periodicity control methods, here referred to as “phase-controlled Talbot effect”, and formulates the conditions for completing the desired period transformations in both the temporal and spectral domains of the signal of interest. As illustrated in Figure 1c, the theory reported here exploits the recently formalized mathematical symmetry between temporal and spectral realizations of the Talbot effect, so-called “time/frequency duality of self-imaging”.[69] Two alternative, equivalent schemes are defined to achieve multiplication or division of the temporal pulse repetition period—and the related frequency spacing manipulation of the corresponding frequency comb spectrum—by any desired integer or fractional factor (see Figure 1c). Closed expressions are derived for calculating the required temporal and spectral phase transformations for arbitrarily tailoring the period of any given repetitive temporal and/or spectral signal of interest.

The paper is structured as follows: Section 2 provides the basic definitions of the relevant parameters of periodic waveforms in their temporal and spectral representations, and briefly describes the most conventional signal processing methods for periodicity control of such waveforms and their drawbacks. Section 3 presents an overview of the fundamental theory of temporal and spectral Talbot effect, upon which the signal processing methods studied and reviewed in this paper are based. Section 4 describes the methodology used in Talbot-based periodicity control signal processing techniques, providing the closed mathematical formulation of generalized phase-controlled Talbot effect (validated through numerical simulation), and including important considerations concerning practical implementations. Section 5 reviews recent experimental work based on the described signal processing methodology. Section 6 provides additional discussions and concludes the paper.

2. Control of the Periodicity of Repetitive Signals

2.1. Fourier Relations for Periodic Signals

A periodic train of optical pulses, \( \psi(t) \), and its optical frequency comb counterpart, \( \Psi(\nu) \), are related by a Fourier transform.[70] Figure 2 and Equations (1a) and (1b), illustrate this relationship.

\[
\psi(t) = \sum_{n=-\infty}^{\infty} \gamma(t - nt_r)
\]

(1a)

\[
\Psi(\nu) = \sum_{k=-\infty}^{\infty} c_k \delta(\nu - kv_r)
\]

(1b)

where the variables \( t \) and \( \nu \) stand for time and frequency, respectively. These two equations form a Fourier transform pair, so that \( \Psi(\nu) = \mathcal{F}\{\psi(t)\} \), where the symbol \( \mathcal{F} \) denotes the Fourier transform, \( \gamma(t) \) is the temporal complex envelope of an individual pulse, \( t_r \) is the repetition period of the train, \( \delta(\nu) \) is the unitary Dirac delta function evaluated in the frequency domain, and \( \nu_r = t_r^{-1} \) is the FSR. In this situation, the comb FSR dictates the rate at which the pulse train completes a cycle in the time domain, that is, its repetition rate. The coefficient \( c_k = \Gamma(\nu_{fr}) \) represents the complex weight of each comb line, where \( \Gamma(\nu) = \mathcal{F}\{\gamma(t)\} \) is the complex spectral envelope of the comb. Note that this description only deals with the complex envelope of the involved signals (often referred to as the equivalent base-band representation), and the underlying central frequency, or carrier, is omitted for simplicity. The formal definition of other important parameters, such as the temporal and spectral peak powers and noise content of the signal,[71] has also been omitted for simplicity, as the following mathematical analysis focuses on techniques to manipulate the temporal and spectral periods (\( t_r \) and \( \nu_r \), respectively).

2.2. Conventional Signal Processing Methods for Periodicity Control

Conventional, well-established approaches for off-cavity periodicity control of arbitrary pulse trains and frequency combs through signal processing include spectral amplitude filtering and temporal pulse picking (or time gating), sketched in Figure 3. A spectral amplitude filter is a straightforward way of directly multiplying the FSR of a frequency comb, simply by eliminating \( r - 1 \) out of each \( r \) consecutive comb lines. This effectively produces an \( r \)-fold increase of the FSR, and an associated \( r \)-fold reduction of the pulse period of the train.[26,27,72–74] The dual operation is also possible, in the form of pulse picking,[75] where a temporal...
amplitude gate selects one pulse out of each \( r \) consecutive pulses and throws away the remaining \( r - 1 \). The repetition period is then directly increased by \( r \), and the associated FSR of the corresponding comb spectrum is reduced by the same factor. The main drawback of these approaches is their low energy efficiency, as they rely on directly discarding signal energy. Additionally, these methods suffer from practical implementation shortcomings. The amplitude filtering method needs high-finesse filters, with tight design and operational requirements (e.g., precise spectral alignment between the filter and the comb), in order to achieve signals with high quality (Figure 3a). Similarly, the imperfect suppression of undesired pulses in pulse picking techniques results in spectral line-to-line amplitude fluctuations of the obtained comb (Figure 3b). The relatively low extinction ratio of current electro-optic intensity modulators often forces to use optical gates based on nonlinear effects (incurring in even higher energy inefficiency), or optical switches based on semiconductor optical amplifiers and acousto-optic modulators (with typically low operation speeds). Moreover, a precise timing between the pulse train and the pulse picking gate becomes a critical factor for a correct pulse suppression. Approaches aimed at mitigating the problem of energy loss in pulse picking methods, such as coherent addition of pulses in optical cavities, have also been demonstrated; however these require stringent operation conditions, difficult to achieve and maintain. Last, but not the least, the very nature of these techniques forces the factor \( r \) to be necessary integer. This is due to the fact that one can only suppress an integer number of pulses (or frequency lines) through an amplitude gate (or filter). Fractional period multiplication/division could be achieved through combinations of amplitude filtering and pulse picking techniques, suffering from the critical aforementioned drawbacks associated with both methodologies. Versatile methods to control the pulse period of optical trains and the FSR of frequency combs with high energy efficiency and low signal degradation based on passive, linear processes are highly desired.

In order to avoid discarding energy of the signal of interest, a period control method must rely exclusively on manipulations of the phase distributions of the signal in the time and/or frequency domains. This way, the desired output signal is constructed from the recycled energy of the input signal, preventing any loss of energy in the process, except for practical insertion losses. Additionally, such solutions offer an increased tolerance to practical implementation errors, greatly relaxing the design requirements of methods involving direct amplitude manipulations. Considering all these key advantages, several techniques for periodicity control through phase manipulations have been proposed.

In particular, an important set of these techniques is based on the theory of Talbot self-imaging. Such methods have been developed to achieve multiplication and/or division of the repetition period of pulse trains by arbitrary (integer or fractional) factors, as well as arbitrary control of the FSR of frequency combs. Furthermore, due to the inherent phase-only nature of these approaches, the entire energy of the processed signal is ideally preserved; as a result, these methods are able to reduce the impact of noise and signal aperiodicities (such as timing jitter and pulse-to-pulse intensity fluctuations) under certain operation conditions. The following section provides a brief overview of the temporal and spectral Talbot self-imaging effects.

### 3. Overview of Temporal and Spectral Talbot Effects

Talbot effects, also known as self-imaging effects, have received a great deal of attention through the last decades. These phenomena manifest when a wave exhibiting periodicity on one of its representation domains (i.e., space, transverse momentum, time or frequency) is affected by a propagator imposing a specific quadratic phase profile across the Fourier-dual of such domain. The mathematical definition of these phase profiles is known as the “Talbot condition,” which gives rise to perfect images of the wave (integer self-imaging) or to sub-images where the initial period is divided by a natural number (fractional self-imaging).

Although the effect was initially observed and explained in the context of Fresnel diffraction of spatially periodic waves, its description was extended to the time domain through the application of the well-known space–time duality. Such a duality is a powerful mathematical tool that relates the equations describing the propagation of spatial wavefronts in free space and the propagation of temporal waveforms through dispersive optical media. This theoretical framework has opened the door to a myriad of time- and frequency-domain linear and nonlinear optical signal processing applications inspired by free space optics systems.

More recently, Talbot effect was predicted and observed in the frequency and transverse momentum (observed in the form of angular spectrum) domains of optical waves. These latest manifestations can be explained on the basis of the time/frequency duality or, more generally, Fourier duality, of Talbot self-imaging, that is, a symmetry in the laws governing the effect in observation domains related by a Fourier transform.

Since our main focus is on the control of optical trains and frequency combs, we pay attention to the temporal and spectral manifestations of the effect; however, it is worth mentioning that all the results presented in this work are immediately applicable to the space and transverse momentum domains as well, through direct application of the space–time duality.

#### 3.1. Temporal Talbot Effect

The temporal Talbot effect, represented in Figure 4a, is observed when a periodic train of optical pulses, with period \( t_p \), propagates through a transparent medium presenting a certain amount of second-order group-velocity dispersion (GVD). This process can be described as a unitary phase filter, with a transfer function, \( \mathcal{H}(\omega) \), given by

\[
\mathcal{H}(\omega) = e^{-\frac{1}{2} \beta_2 \omega^2}
\]

where \( i \) is the imaginary unit, \( \beta_2 \) is the second-order dispersion coefficient of the medium (GVD per unit length, measured at the central frequency of the wave), \( z \) is the propagation length, and \( \omega = 2\pi f \). Notice the quadratic phase variation as a function of the Fourier-domain variable, \( \omega \), as anticipated above. Equation 4 describes the simplified transfer function of a general transparent propagation medium, where \( \beta_2 \) corresponds to the second-order Taylor coefficient of the medium’s spectral phase distribution. The constant and linear phase terms, corresponding to
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In what concerns the basic temporal Talbot effect, no particular restrictions are imposed to the complex amplitude envelope of the individual pulses in the input sequence \( \gamma(t) \) in Equation (1a) can take any value; however, the temporal duration of the individual pulses will limit the amount of observable Talbot sub-images (this will be addressed in more detail in Section 4.3.1). The temporal Talbot condition provides the required amount of GVD, necessary to obtain a specific Talbot (sub-)image.\(^{[58]}\)

\[
2\pi|\beta_z|z = \frac{p_r^2}{q_r}
\]

where \( p \) and \( q \) are two mutually prime natural numbers. The pulse train obtained at the output of the dispersive medium has a pulse period \( q^{-1}t \) (see Figure 4a), while the FSR of its comb spectrum remains unaltered. Since the process only involves a spectral phase manipulation, the total input energy is redistributed into a pulse train with a higher repetition rate; as such, the output energy per pulse corresponds to the input energy per pulse divided by \( q \). As mentioned above, this repetition rate multiplication process is produced without altering the temporal features (temporal duration and shape) of the individual pulses in the obtained train.

Owing to the discrete nature of the spectral comb representation of the train, we can write a discrete form of the temporal Talbot condition\(^{[66]}\) as follows:

\[
\phi_{k,p,q} = \sigma \pi \frac{p_k^2}{q_k}
\]

where \( \sigma \) is the sign of the second-order dispersion coefficient

\[
\sigma = \begin{cases} -1 & \forall \beta_2 < 0 \\ 0 & \forall \beta_2 = 0 \\ 1 & \forall \beta_2 > 0 \end{cases}
\]

The coefficient \( \phi_{k,p,q} \) represents the required amount of spectral phase-shift to be applied to the \( k \)-th line of the corresponding frequency comb to satisfy the condition of the Talbot image labeled by \( p/q \); for example, \( k = 0, \pm 1, \pm 2, \ldots \), where \( k = 0 \) represents the line at the central frequency of the comb. Equation (4) can be easily derived by evaluating the spectral phase transfer function of the dispersive medium in Equation 4 at the discrete frequency locations of the comb representation, that is, \( \mathcal{H} (\omega) \big|_{\omega = 2\pi \nu} \), under the Talbot condition in Equation (3).

A key feature of this effect is that the obtained period-divided pulse train acquires a pulse-to-pulse temporal phase profile. These temporal Talbot phases are deterministic,\(^{[54,55]}\) and were recently shown to also satisfy a Talbot condition.\(^{[66]}\) Neglecting a constant factor, these phases write as follows:

\[
\phi_{n,m} = -\sigma \pi \frac{s}{m^2}
\]

where \( s \) and \( m \) are two mutually prime natural numbers, \( m = q \), and \( s \) and \( q \) have opposite parity.\(^{[54,55]}\)

The coefficient \( \phi_{n,m} \) represents the phase-shift acquired by the \( n \)-th pulse of the output sequence \( (n = 0, \pm 1, \pm 2, \ldots) \). The values of \( s \) depend only on \( p \) and \( q \), and are determined by the parity of the product \( pq \). In particular, if \( \Xi \) denotes the set of even

![Figure 4. Representation of the formation of temporal and spectral Talbot images and sub-images.](image)

(a) Temporal Talbot effect

(b) Spectral Talbot effect
natural numbers and \( \mathbb{O} \) denotes the set of odd natural numbers, the parameter \( s \) takes the following values

\[
\begin{cases} 
    p\left(\frac{1}{2}\right)_q^2 & \forall pq \in \mathbb{E} \\
    8p\left(\frac{1}{3}\right)_q\left(\frac{1}{2}\right)_q^2 & \forall pq \in \mathbb{O}
\end{cases}
\]

where \( [1/x]_q \) is the modular multiplicative inverse of \( x \) modulo \( q \), that is, the (unique) positive integer smaller than \( q \) satisfying \( x[1/x]_q \equiv 1 \pmod{q} \).[69] A more compact form of this solution for the parameter \( s \) was recently found\[69\]:

\[
sp = 1 + qe_q \pmod{2q}
\]

(8)

where \( e_q \) is the parity of \( q \), that is,

\[
e_q = \begin{cases} 
0 & \forall q \in \mathbb{E} \\
1 & \forall q \in \mathbb{O}
\end{cases}
\]

(9)

Figure 5 represents the output temporal waveform obtained for each value of the ratio \( p/q \). The result is a periodic structure known as the “Talbot carpet.” This picture contains all possible Talbot images and sub-images. Figure 4a shows a more detailed representation of the formation of temporal Talbot images and sub-images for different values of \( p \) and \( q \).

As an additional note, it is interesting to remark that, if reduced modulo \( 2\pi \), the applied spectral phase sequence, \( \phi_{k,p,q} \) in Equation (4), is \( q \)-periodic when \( pq \in \mathbb{E} \), and \( 2q \)-periodic when \( pq \in \mathbb{O} \). On the other hand, the induced temporal phase sequence, \( \phi_{p,q,m} \), is always \( m \)-periodic because Equations (7) and (8) ensure that \( sm \in \mathbb{E} \).[69]

3.2. Spectral Talbot Effect

The expression of the temporal Talbot phases given by Equation (6) satisfies a Talbot condition, that is, its expression is isomorphic to the spectral Talbot phase, given by Equation (4), necessary to produce a temporal Talbot effect. We refer to this mathematical symmetry as the time/frequency duality (more generally, the Fourier duality) of the Talbot effect.[69] On the basis of this duality, a spectral version of the phenomenon, represented in Figure 4b, can then be observed in the frequency domain. In particular, when the temporal phase-shift, \( \varphi_{k,n,m} \), (see Equation (6)) is introduced to the \( n \)-th pulse of a train, originally free of pulse-to-pulse phase variations, the FSR of its frequency comb spectrum is divided by the integer factor \( m \).

For a practical implementation on optical pulses, the use of cross-phase-modulation with a continuous parabolic pump pulse train was first proposed,[62] and subsequently demonstrated.[66] An alternative, convenient practical implementation involves the use of an electro-optic temporal phase modulator driven by a periodic step-like modulation function – for example, generated from an electronic arbitrary waveform generator – that follows the exact temporal phase profile prescribed by the theory of Talbot effect.[62]

Similarly to the temporal Talbot effect, the output FSR-divided comb acquires a line-to-line spectral phase profile, \( \phi_{k,p,q} \), given by Equation (4) (see Figure 4b), where the value of the parameter \( p \) is again determined by Equation (8).

A spectral version of the Talbot carpet can be represented, obtaining a picture similar to the one depicted in Figure 5, with the appropriate variable changes, \( p \leftarrow s \), \( q \leftarrow m \), \( t \leftarrow v \) and \( t_i \leftarrow v_i \). A more detailed representation of the formation of spectral Talbot images and sub-images is shown in Figure 4b.

The periodicity of the Talbot phases in the spectral Talbot effect is now governed by the parity of the product \( sm \). In particular, if reduced modulo \( 2\pi \), the applied temporal phase sequence, \( \varphi_{n,m} \), is \( m \)-periodic when \( sm \in \mathbb{E} \), and \( 2m \)-periodic when \( sm \in \mathbb{O} \), while the induced spectral phase sequence, \( \phi_{k,p,q} \), is always \( q \)-periodic.[69]

3.3. Transformations in the Talbot Carpet

The application of a specific Talbot phase can be interpreted as a displacement from one point in the Talbot carpet to a different one. This visual way of interpreting the effect is particularly useful to picture the transformations involved in the model for
4. Phase-Controlled Talbot Effects

The functional forms of the temporal and spectral Talbot phases (Equations (4) and (6), respectively), and their relationship (Equation (8)), provide the key to achieve an arbitrary control of the repetition period of a pulse train or a frequency comb. For this purpose, one simply must find and apply the right recipe of Talbot phases. In particular, one could select a specific Talbot image or sub-image as the input signal, and then induce a displacement to a different Talbot image or sub-image with the desired period in the same carpet, obtaining the output signal. The transformations required to achieve such arbitrary control of periodicity are detailed in this section.

Two different, though equivalent, methods can be designed to arbitrarily set the repetition period of the train/combo of interest. These two methods differ by the order in which the specific Talbot phases are applied. We name them by “phase-controlled temporal Talbot method” (Figure 7a) and “phase-controlled spectral Talbot method” (Figure 7b), respectively.

4.1. Phase-Controlled Temporal Talbot Method

Here, we define a generalized version of the temporal Talbot effect, that is, a method to transform a train of optical pulses with period $t$, into a new train with period $rt$, where the multiplication factor of the repetition period, $r$, can be any irreducible fraction, that is, $r \in \mathbb{Q}$. In general, $r$ is a rational number, such that $r = q^{-1}q_1 \nu \in \mathbb{N}$ and $(q_1, q_2)$ is a co-prime pair. If the transformation is entirely completed, in the frequency domain, this translates into a division of the corresponding frequency comb FSR by the factor $r$, that is, from $\nu = t^{-1}r^{-1}r^{-1}$. Different combinations of temporal and spectral Talbot phases could be designed to achieve the same multiplication factor; that is, different values of the parameters $p, q, s$, and $m$ in Equations (4) and (6). We describe the general solution of the problem and then provide guidelines to achieve particular solutions that minimize the displacement on the temporal Talbot carpet (corresponding to the case of minimum required dispersion in a practical implementation).

4.1.1. General Solution with Perfect Phase Cancellation

The general phase-controlled temporal Talbot method, depicted in Figure 7a, consists of the following four steps:

0. **Input**: The starting point is a pulse train with period $t$, corresponding to a frequency comb with FSR $\nu = t^{-1}$. (Figure 7(a.0)). The goal is to achieve a train with period $rt$, with $r \in \mathbb{Q}$, that is, $r = q^{-1}q_1 \nu \in \mathbb{N}$. The resulting frequency comb has an FSR $q^{-1}q_1 \nu$, while the pulse period remains equal to $t$. (Figure 7(a.1)).

1. **TPM** (temporal phase modulation 1): The input train is temporally phase-modulated with the sequence $\phi_{p,q_1}$, corresponding to a spectral Talbot condition $s/q_1$ (see Equation (6)). The resulting frequency comb has an FSR $q^{-1}_1 \nu$, while the pulse period remains equal to $t$. (Figure 7(a.1)).

2. **SPF** (spectral phase filtering 1): As a result of TPM1, the FSR-divided comb acquires a spectral phase $\phi_{p,q_1}$ (Figure 7(a.1)), where $p_1$ is given by Equation (7) (with $s \leftarrow p_1\rightarrow p \leftarrow s$, and
Figure 7. Methods to control the repetition period based on the time/frequency duality of the Talbot effect. a) Phase-controlled temporal Talbot method, and b) phase-controlled spectral Talbot method (see text). TPM: temporal phase modulation; SPF: spectral phase filtering. In both cases, an input pulse train with period $t_r$ (and corresponding input frequency comb with FSR $\nu_r$) is redistributed into an output train with period $q^{-1}t_r$, and corresponding input frequency comb with FSR $m^{-1}\nu_r$.

1. $\text{TPM}_1$: This phase is cancelled by an all-pass frequency filter with the exact opposite phase profile, $-\phi_{s=0, p=1}$, resulting in a train of pulses with repetition period $q_1 t_r$ (Figure 7(a.2)). Note that this process can be implemented as linear dispersive propagation, and the required amount of GVD, $\beta_2 z$, can be calculated by substituting $p \leftarrow p_1$, $q \leftarrow q_1$ and $t_r \leftarrow q_1 t_r$ in Equation (3). At this point, the initial train of pulses, with period $t_r$, has been transformed into another train of pulses with period $q_1 t_r$ with no pulse-to-pulse phase variations. If the desired temporal period multiplication factor is integer, this is the final step.

2. SPF$_2$ (spectral phase filtering 2): The application of a second spectral phase $\phi_{s=2, p=2}$ (corresponding to a temporal Talbot condition $p_2/q_2$) divides the temporal repetition period of the train obtained after SPF$_1$ by $q_2$. If $q_1$ and $q_2$ are mutually prime natural numbers, the overall effect is the multiplication of the input pulse period by the fraction $r = q_2^{-1}q_1$ (Figure 7(a.3)). Note that, depending on the designed values of $q_1$ and $q_2$, this factor can be either higher or lower than 1.

3. $\text{TPM}_2$ (temporal phase modulation 2): Finally, since the train of pulses obtained after SPF$_2$ (Figure 7(a.3)) is a Talbot sub-image of the train obtained after SPF$_1$ (Figure 7(a.2)), there will be uncompensated pulse-to-pulse temporal phase variations. These phases can be cancelled out by the application of an additional TPM step with the sequence $-\phi_{s=1, p=1}$, where $s_2$ is given by Equation (8) (with $s \leftarrow s_2$, $p \leftarrow p_2$ and $q \leftarrow q_2$). The inverse of the temporal period multiplication factor will then affect the FSR of the obtained output comb, becoming $r^{-1}\nu_r$ (Figure 7(a.4)).

The problem can be reduced to the calculation of four Talbot conditions. Since there are, in general, several allowed values of $p$ (or $s$) for each value of $q$ (or $m$), many configurations of the method are possible to achieve a desired value of $r$. In particular,
Table 1. Phase-controlled temporal Talbot method, general solution.

| Step | 0: Input | 1. TPM₁ | 2. SPF₁ | 3. SPF₂ | 4. TPM₂ |
|------|---------|---------|---------|---------|---------|
| Applied Talbot phase | | | | | |
| Pulse repetition period | $t_r$ | $t_r$ | $q_1 t_r$ | $q_1^{-1} q_1 t_r$ | $q_2^{-1} q_1 t_r$ |
| Time domain | | | | | |
| Free spectral range | | | | | |
| Frequency domain | | | | | |

$s_1$ and $p_2$ are free parameters. Table 1 summarizes the general solution of the phase-controlled temporal Talbot method, and Figure 8 shows a step-by-step numerical simulation example, illustrating the results of the application of the phase-controlled temporal Talbot method to multiply the repetition period of a pulse train by the factor $r = 5/2$ (and the FSR of its corresponding frequency comb representation by $r^{-1} = 2/5 = 0.4$).

In this simulation, Gaussian pulses with a full width at half maximum equal to $30^{-1}$ times the pulse repetition period (normalized to 1) are used for ease of interpretation. This produces a frequency comb that remains mostly flat within the chosen spectral representation window. Figure 9 shows the involved transformations on the temporal Talbot carpet for the particular simulated example ($r = 5/2$).

The methodology outlined here allows for arbitrary control of the repetition period of a pulse train, where the FSR of its frequency comb representation is related to the achieved pulse period (the obtained FSR is the exact inverse of the obtained pulse period). Pulse period control techniques proposed to date based on this methodology only deal with temporal period control; consequently, they end with step 3 (Figure 7(a.3)) for fractional pulse period multiplication/division, or step 2 (Figure 7(a.2)) for

Figure 8. Numerical simulation of the phase-controlled temporal Talbot method (following the steps depicted in Figure 7a) with $r = 5/2$. a) Normalized instantaneous power, b) temporal phase, c) normalized powerspectral density, and d) spectral phase. The phase profiles shown have been sampled at the center of each pulse/line in order to facilitate the interpretation of the figure.

Figure 9. Transformations on the temporal Talbot carpet performed by the phase-controlled temporal Talbot method. The shown example corresponds to $r = 5/2$. 
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integer pulse period multiplication (see Section 5).\footnote{63–65} Step 4 (TPM$_2$, Figure 7(a,4)) is only necessary if one wishes to obtain an output pulse train free of pulse-to-pulse phase variations and/or to control the comb FSR accordingly.

As a note on implementation, the two consecutive spectral phase filtering steps, SPF$_1$ and SPF$_2$, can be combined into a single one, imposing a total spectral phase $\phi_{\text{L}_2\text{P}_2\text{F}_2} - \phi_{\text{L}_1\text{P}_1\text{F}_1}$:

$$\phi_{\text{L}_2\text{P}_2\text{F}_2} - \phi_{\text{L}_1\text{P}_1\text{F}_1} = \sigma_2 \frac{p_2}{q_2} k^2 - \sigma_1 \frac{p_1}{q_1} k^2$$

$$= \frac{\sigma_2 q_2 p_2 - \sigma_1 q_1 p_1}{q_1 q_2} k^2$$

(10)

If this process is implemented as GVD propagation, the total amount of dispersion can always be designed to be smaller than the sum of the magnitudes of both dispersive propagation steps taken independently. This is due to the fact that $\sigma_2$, the sign of $\phi_{\text{L}_2\text{P}_2\text{F}_2}$, can be chosen arbitrarily, and $\sigma_1$, the sign of $\phi_{\text{L}_1\text{P}_1\text{F}_1}$, is determined by the sign of $\phi_{\text{L}_1\text{P}_1\text{F}_1}$, which can be set arbitrarily as well.

All the applied transformations are phase-only manipulations. This means that, except for typical insertion losses associated to specific components in a practical system implementation, the total energy of the original pulse train is fundamentally preserved, obtaining an output pulse train where each individual pulse has $r$ times the energy of each individual input pulse. Such transformations only affect the coherent part of the processed signal, and do not have an impact on its incoherent noise content. As a result, the noise content of the input signal, relative to the energy content of its individual pulses, is reduced when $r > 1$.\footnote{63} Furthermore, since each individual output pulse is generated from the interference of many consecutive input pulses, aperiodicity in the input signal resulting in variations between input pulses (e.g., pulse-to-pulse intensity and timing fluctuations) are averaged out in the output train.\footnote{82} These interesting properties are reviewed in more detail in Section 5.

### 4.1.2. Particular Solution for Minimum Required Dispersion

As mentioned above, the only restrictions in setting the parameters $s_i$ and $p_i$ are that $s_i$ and $q_i$ must be mutually prime and have opposite parity, and that $p_i$ and $q_i$ must be mutually prime (see Equation (6) and the related explanations). This implies that several solutions to the method can be found for a desired period multiplication factor, $r = q_2^{-1} q_1$.

In particular, it is interesting to look for solutions that minimize the total displacement on the temporal Talbot carpet, since such solutions achieve a minimal required amount of dispersion. From an implementation perspective, this is an attractive design specification, as it minimizes the total propagation length and, in turn, the associated propagation loss.

As per Equation (3) and Table 1, the magnitude of the total required dispersion to achieve the desired period multiplication factor is

$$2\pi |\beta_z| z = \left| \frac{p_2}{q_2} \right| \left( \frac{p_1}{q_1} \right) (q_i t_i)^2$$

(11)

Recall that the value of $p_i$ is determined by the values of $q_i$ and $s_i$.

From Equation (11), it can be demonstrated that for any $q_i$ and $q_j$ coprime, there exist values of $p_i$ and $p_j$ that minimize the total dispersion magnitude, and that this minimum value is

$$2\pi |\beta_z| z = \frac{q_1}{q_2} r^2$$

(12)

For details on the mathematical derivation leading to this result, as well as the guidelines to calculate the parameters $s_i$ and $p_i$, see Appendix A.

It is interesting to note that, since $q_i$ and $q_j$ are mutually prime naturals, the minimum dispersion defined by Equation (12) satisfies a fractional temporal Talbot condition for the input period $t_i$ (see Equation (3)). In particular, in the absence of the first temporal phase modulation step, TPM$_1$, the method will produce a train of pulses with period $q_2^{-1} t_i$.

### 4.2. Phase-Controlled Spectral Talbot Method

Here, we define a generalized version of the spectral Talbot effect, that is, a method to transform an optical frequency comb with FSR $\nu_i$ into a new comb with FSR $r^{-1} \nu_i$, where the multiplication factor of the FSR, $r^{-1}$, is any irreducible fraction, that is, $r \in \mathbb{Q}$. Similarly to the temporal version of the method, if the transformation is entirely completed, in the time domain, this translates into a multiplication of the corresponding pulse repetition period by the factor $r$, that is, from $t_i \equiv \nu_i^{-1} t_i$. Note that, for a convenient comparison, here we look for the inverse of the period multiplication factor, in order to keep the definition of the parameter $r$ consistent with the one given in the model of the phase-controlled temporal Talbot method; that is, $r = q_2^{-1} q_1 \forall \{q_i, q_j\} \in \mathbb{N}$ and $\{q_i, q_j\}$ is a co-prime pair.

This second version of the method achieves the same result as the previously explained temporal method, but through transformations along the spectral Talbot carpet (Figure 7b). Once again, the problem is reduced to calculating four Talbot conditions, and just as in the phase-controlled temporal Talbot method, a number of specifications can be adjusted freely in the calculation of the Talbot phases to achieve a desired value of $r$, leading to many different possible values for the main design parameters.

In the following, we describe the general solution of the problem and then provide guidelines to achieve particular solutions that minimize the displacement on the spectral Talbot carpet.

#### 4.2.1. General Solution with Perfect Phase Cancellation

The phase transformations involved in the general phase-controlled spectral Talbot method can be regarded as the Fourier-dual phase manipulations of the transformations involved in the general phase-controlled temporal Talbot method. The following four steps summarize the method:

1. **Input**: The starting point of the method is a frequency comb with FSR $\nu_i$, corresponding to a train of optical pulses with period $t_i = \nu_i^{-1}$ (Figure 7(b,0)).
1. SPF₁ (spectral phase filtering 1): The input comb is phase-filtered with the sequence $\phi_{k_{p_{1}}l_{q_{1}}}$. The resulting pulse train has a period $q_{1}^{-1} t_{r}$, while the comb FSR remains equal to $\nu_{r}$ (Figure 7(b.1)).

2. TPM₁ (temporal phase modulation 1): The acquired temporal phase is cancelled by a phase modulation mechanism with the opposite phase profile, $-\phi_{k_{p_{1}}l_{q_{1}}}$. The result is a flat-phase comb with FSR $q_{1}\nu_{r}$ (Figure 7(b.2)). If the desired FSR multiplication factor is integer, this is the final step. The parameter $s_{2}$ is given by Equation (7) (with $s = s_{1}$, $p \leftarrow p_{1}$, and $q \leftarrow q_{1}$).

3. TPM₂ (temporal phase modulation 2): A second temporal phase $\phi_{k_{p_{2}}l_{q_{2}}}$ divides the FSR by $q_{1}$. If $q_{1}$ and $q_{2}$ are mutually prime natural numbers, the overall effect is the division of the input FSR by the rational factor $r = q_{2}^{-1} q_{1}$, resulting in $r^{-1} \nu_{r}$ (Figure 7(b.3)). Again, this factor can be higher or lower than 1.

4. SPF₂ (spectral phase filtering 2): The residual spectral phases, acquired due to the application of TPM₂, can be cancelled out by the application of an additional all-pass filtering step, corresponding to $-\phi_{k_{p_{1}}l_{q_{1}}}$. The acquired pulse period will then be equal to $n t_{r}$.

Similarly to the temporal case, the methodology outlined here allows for arbitrary control of the FSR of a frequency comb, where the pulse period of its temporal train representation is related to the achieved FSR (the obtained pulse period is the exact inverse of the obtained FSR). FSR control techniques proposed to date for integer FSR multiplication/division, or step 2 (Figure 7(b.2)) for fractional FSR multiplication/division (see Section 5). Step 4 (TPM₂, Figure 7(b.4)) is only necessary if one wishes to obtain an output frequency comb free of line-to-line phase variations and/or to control the temporal pulse period accordingly.

Table 2 summarizes the general solution of the phase-controlled spectral Talbot method, and Figure 10 shows the involved transformations on the spectral Talbot carpet for a particular example with $r^{-1} = 5/2$.

As a note on implementation, the two consecutive phase modulation steps, TPM₁ and TPM₂, can be combined into a single one, imposing a total temporal phase $\phi_{k_{p_{1}}l_{q_{1}}} - \phi_{k_{p_{2}}l_{q_{2}}}$.

$$\phi_{k_{p_{1}}l_{q_{1}}} - \phi_{k_{p_{2}}l_{q_{2}}} = -\sigma_{r} + \frac{s_{2}}{q_{2}} \sigma_{2} + \frac{s_{1}}{q_{1}} \sigma_{1} -\sigma_{2} \frac{s_{1}}{q_{1}} \frac{s_{2}}{q_{2}} = -\sigma_{2} \frac{s_{1}}{q_{1}} \frac{s_{2}}{q_{2}}$$

4.2.2. Particular Solution for Minimum Required Dispersion

Since the two spectral phase filtering steps, SPF₁ and SPF₂, are not consecutive in the phase-controlled spectral Talbot method, the total required dispersion is obtained by adding the magnitudes of both dispersion steps (i.e., without sign).

$$2\pi \left| \beta_{r} \right| = \frac{p_{2}}{q_{2}} \nu_{r}^{2} + \frac{p_{1}}{q_{1}} \left( \frac{q_{1}}{q_{2}} \nu_{r}^{2} \right)^{2}$$

In this situation, the minimum displacement in the temporal Talbot carpet is achieved by minimizing each individual dispersion induced by SPF₁ and SPF₂, that is, by imposing $p_{2} = 1$ ($s_{2}$ is then obtained from Equation (8)), and setting $s_{1}$ to obtain $p_{1} = 1$ using Equation (8). The minimum dispersion writes then

$$2\pi \left| \beta_{r} \right| = \frac{q_{1}}{q_{2}} \nu_{r}^{2}$$

Figure 10. Transformations on the spectral Talbot carpet performed by the phase-controlled spectral Talbot method. The shown example corresponds to $r^{-1} = 5/2$.

where $\sigma_{r}$, the sign of $\phi_{k_{p_{1}}l_{q_{1}}}$, can be chosen arbitrarily, and $\sigma_{2}$, the sign of $\phi_{k_{p_{2}}l_{q_{2}}}$, is determined by the sign of $\phi_{k_{p_{1}}l_{q_{1}}}$, which can be set arbitrarily as well.

Conservation of energy ensures that the output comb lines have $r^{-1}$ times the energy of the individual input lines. This energy redistribution only affects the coherent components of the input signal that satisfy the designed Talbot conditions, leading to an effect of noiseless spectral amplification of the individual output comb lines when $r < 1$. \[67\]

Table 2. Phase-controlled spectral Talbot method, general solution.

| Step | 0: Input | 1. SPF₁ | 2. TPM₁ | 3. TPM₂ | 4. SPF₂ |
|------|---------|--------|--------|--------|--------|
| Applied Talbot phase | $\phi_{k_{p_{1}}l_{q_{1}}}$ | $\phi_{k_{p_{2}}l_{q_{2}}}$ | $\phi_{k_{p_{1}}l_{q_{1}}}$ | $\phi_{k_{p_{2}}l_{q_{2}}}$ | $\phi_{k_{p_{1}}l_{q_{1}}}$ |
| Pulse repetition period | $t_{r}$ | $q_{1}^{-1} t_{r}$ | $q_{2}^{-1} t_{r}$ | $q_{1}^{-1} t_{r}$ | $q_{2}^{-1} t_{r}$ |
| Time domain | $\nu_{r}$ | $\nu_{r}$ | $\nu_{r}$ | $\nu_{r}$ | $\nu_{r}$ |
| Free spectral range | $\nu_{r}$ | $\nu_{r}$ | $\nu_{r}$ | $\nu_{r}$ | $\nu_{r}$ |
| Frequency domain | $\nu_{r}$ | $\nu_{r}$ | $\nu_{r}$ | $\nu_{r}$ | $\nu_{r}$ |
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4.3. Practical Considerations of Talbot-Based Methods

4.3.1. Limits of the Multiplication Factor

There is a lower limit to the designed period multiplication factor, imposed by the ratio of the pulsewidth to the initial pulse period. In short, the output pulse period must be long enough to accommodate the duration of consecutive output pulses. Considering that in Talbot-based period control methods, the output pulses preserve the temporal shape of the input ones, if $\Delta t$ is the full-width pulse duration, the pulse period multiplication factor $r = q_2/q_1$, must satisfy the following condition:

$$\frac{q_1}{q_2} \geq \frac{\Delta t}{t_i}$$  \hspace{1cm} (16)

This condition can be equivalently enunciated in the frequency domain, where the limit now deals with the number of discrete frequency components that fit within the pulse bandwidth. The FSR multiplication factor $r^{-1} = q_1/q_2$ must be such that the output FSR fits within the signal bandwidth, corresponding to the bandwidth of a single input pulse. If $\Delta \nu$ is the full pulse bandwidth, the condition writes

$$\frac{q_1}{q_2} \leq \frac{\Delta \nu}{\nu}$$  \hspace{1cm} (17)

It should be noted that, fundamentally, there is neither an upper limit to the pulse period multiplication factor, $r$, nor a lower one to the FSR multiplication factor, $r^{-1}$; however, practical limitations in the realization of the SPF and TPM processes may limit the implementation of the method with high values of $r$ or low values of $r^{-1}$, as these would increase the complexity of the involved Talbot phases (e.g., requiring high values of dispersion and/or the realization of complex temporal modulation patterns), as discussed in Section 4.3.2.

Regarding the accessible range of period multiplication factors, the studied method allows for the design of $r$ factors that can be expressed as an irreducible fraction of two natural numbers, that is, rational factors. Irrational multiplication factors cannot be achieved by the proposed technique. Nonetheless, it is a well-known result of number theory that any real number can be approximated by the ratio of two integers with arbitrary precision. This is known as the Diophantine approximation. Hurwitz’s theorem establishes an upper bound to such approximations: for every irrational number, $\xi$, there are infinite mutually prime integers $u$ and $v$, such that

$$|\xi - \frac{u}{v}| < \frac{1}{\sqrt{5}v^2}$$  \hspace{1cm} (18)

This result suggests that the proposed method could approximate irrational period multiplication factors with high precision.

4.3.2. Considerations on Practical Implementation

We now study the specifics of the two processes involved in the methods—SPF and TPM—from a practical implementation viewpoint.
phases represent a good approximation to their discrete counterpart in the case of optical frequency combs, as the linewidth of the comb lines is generally narrow enough to neglect any continuous phase variations occurring within each comb line. In general, the linewidth of a frequency comb increases when aperiodicities are introduced across its temporal pulse train representation. For instance, a sequence of pulses with finite duration will have a comb representation with a relatively broad linewidth. Temporal Talbot effect of such a sequence, implemented through continuous (dispersive) spectral filtering, will result in distortion of the individual output pulses.

**Temporal Phase Modulation:** The TPM profiles employed in the described methods are sequences of constant phase levels, applied pulse to pulse. This is the form of an ideal temporal Talbot phase, that is, flat within each individual pulse. These phase sequences can be generated electronically and introduced to the train of pulses through electro-optical phase modulation. The limiting factor in this implementation is the available electronic bandwidth for arbitrary waveform generation (typically in the range of tens of GHz).

A possible solution to overcome this limit would be to avoid the use of electro-optic components and to implement the Talbot phases optically. In order to do this, one could use a nonlinear effect with properly shaped optical pump pulses to imprint the desired Talbot phase in the train to be processed. Spectral Talbot effect induced by cross-phase modulation (XPM) with parabolic-shaped optical pump pulses has been demonstrated. In this situation, one should consider that conditions must be imposed so that the continuous phase modulation closely approaches the desired discrete Talbot phase distribution. In this regard, the pulses of the input train should be sufficiently narrow so that to avoid the introduction of significant chirp, associated to the temporal phase variations occurring within each pulse. This ultimately leads to undesired distortion of the resulting comb spectral envelope. The specific conditions could be derived as the Fourier-domain counterpart of the equivalent problem studied for temporal Talbot effect. This derivation is outside the scope of the present work.

It is important to note that the temporal Talbot phase associated to the sub-image \( s/m \) is \( m \)-periodic when reduced modulo \( 2\pi \) (assuming \( m \in \mathbb{E} \)). Additionally, since these sequences are derived from quadratic expressions (see Equations (4) and (6)), each period of the sequence is symmetric with respect to its central sample. A single period of the temporal Talbot phase associated to the sub-image \( s/m \) can then be constructed with \( m \) samples that take values in a set of \( \lfloor m/2 \rfloor \) levels. This is an important consideration for the design of the signal used to imprint such a phase in the temporal modulation process. In the case of electronics-based implementations (e.g., the voltage output of an arbitrary waveform generator), this means that the vertical resolution of the involved digital-to-analog converters must be sufficient to encode \( \lfloor m/2 \rfloor \) voltage levels, and the available depth of memory must be sufficient to store \( m \) samples. For TPM realizations based on nonlinear effects, these considerations relate to the period and peak power of the pump signal used to excite the nonlinearity. In this context, Maram et al. numerically studied the tolerance in the precision of the pump power level for spectral Talbot effect based on XPM, concluding that higher FSR division factors require pump signals that resemble more accurately the ideal profile of the desired temporal Talbot phase, a finding that was later demonstrated experimentally by Lei et al. In the case of electro-optical TPM implementations of spectral Talbot effect, Malacarne et al. numerically studied the robustness against deviations from the ideal Talbot phase patterns, reaching a similar conclusion.

5. **Review of Experimental Work on Energy-Preserving Signal Processing of Periodic Waveforms**

Several methods for pulse repetition rate and comb FSR control based on the theory outlined in this paper have been proposed in the last few years. As described above, these involve a combination of specifically designed TPM and SPF operations; however, they generally end with step 3 of the complete methodology described in Section 4. This section reviews experimental demonstrations of such methodology, as well as applications to problems beyond the control of the repetition period. Interesting features of these experimental demonstrations, such as their impact on the noise content of the involved signals, are commented.

### 5.1. Energy-Preserving Pulse Period Control by Talbot Effect

Integer temporal Talbot effect was first proposed by Jansson et al., as a method to transmit a periodic temporal signal through long distances, avoiding the associated high levels of chromatic dispersion that would otherwise severely distort the waveform. The phenomenon was later observed experimentally by Andrekson in the propagation of picosecond pulse trains through fiber lengths comparable to those covered by telecommunication submarine cables (first experimental results shown in Figure 11). It should be noted that in these demonstrations, the period of the signal of interest was not modified, as integer temporal Talbot effect merely reconstructs the input waveform, preserving its periodicity.

Subsequently, fractional temporal Talbot effect (depicted in Figure 1a.1) was demonstrated in optical fibers. Figure 12 shows the results of an experiment by Arahira et al., in which fractional temporal Talbot effect of a mode-locked laser signal was observed by propagation through dispersive fibers. Notice that in these early experiments, no connection was still made with the fractional Talbot self-imaging effect observed in the problem of diffraction of periodic spatial objects. Later on, realizations of temporal Talbot self-imaging using linearly chirped fiber Bragg gratings (LCFBG) for lossless pulse period division –pulse repetition rate multiplication– were proposed and experimentally demonstrated.

Figure 13 shows a set of pioneering results by Longhi et al. where a properly designed LCFBG was used to multiply the repetition rate of a mode-locked sequence of pulses by a factor 16 through fractional temporal Talbot effect in a LCFBG.

Fractional temporal Talbot effect has since been widely used as a very simple and efficient way for increasing the repetition rate of mode-locked lasers, even enabling the first demonstrations of stable pulse trains with repetition rates in the THz regime, reported by Meloni et al. as shown in Figure 14.
Figure 11. Evolution of a 4 GHz periodic pulsed signal in its propagation along 9000 km of optical fiber (traces captured by a streak camera). These results reveal the first experimental observation of integer temporal Talbot images, where the original period and pulse shape are reconstructed, here occurring at multiples of 3000 km. Note how, even in this early demonstration, hints of repetition rate division by 3—corresponding to fractional temporal Talbot images—are observed at distances of the form $3000\frac{p}{q}$ km with $q = 3$. Reproduced with permission. [100] Copyright 1993, Optical Society of America.

The main advantage of this approach for pulse repetition rate multiplication is its simplicity, as the required SPF transformation can be implemented via a length of optical fiber or a LCFBG. The main drawback of this technique is its limited versatility: Only pulse period division (pulse repetition rate multiplication) by an integer factor is achievable. This is related to the fact that the power spectrum of the processed pulse sequence (including the original FSR) remains unaltered through the process, and as a result, the output rate-multiplied pulse trains acquire deterministic pulse-to-pulse phase variations (mathematical expressions formalized in ref. [69] and explained in Section 3).

The use of phase-controlled Talbot effects, involving an adequate pulse-to-pulse phase conditioning of the pulse train of interest, for example, through an electro-optical TPM process, allowed for a full control of the repetition rate (depicted in Figure 1[b.1]). As described in Section 4, these temporal phase sequences are related to the residual pulse-to-pulse phase variations acquired by rate-multiplied pulse trains after fractional temporal Talbot effect. Based on this methodology, energy-preserving pulse period multiplication (repetition rate division) of optical pulse trains by integer factors was demonstrated,[64] and later extended to the general case of pulse period multiplication and division by fractional factors.[64,65] The work carried out by Maram et al., illustrated in Figure 15, demonstrated energy-preserving pulse repetition period multiplication by temporal Talbot effect with phase-conditioned pulse trains for the first time.

Figure 12. Experimental demonstration of fractional temporal Talbot effect by propagation of a mode-locked pulse train through dispersive fiber. The input repetition rate was approximately 49 GHz, the second-order fiber dispersion was 17.8 ps nm$^{-1}$ km$^{-1}$, resulting in a Talbot length of 2.87 km. The shown traces correspond to the second-harmonic autocorrelation of the optical signal (10 ps div$^{-1}$): a) Input pulse train, b) output signal after 720 m of fiber (repetition rate multiplication by 4), c) output signal after 930 m of fiber (repetition rate multiplication by 3), and d) output signal after 1.425 km of fiber (repetition rate multiplication by 2). e) Output signal after 2.87 km of fiber, corresponding to the Talbot length (recovery of the original repetition rate). a–e) Reproduced with permission. [101] Copyright 1998, IEEE.

Figure 13. Experimental demonstration of fractional temporal Talbot effect on LCFBGs. a) Numerical and b) experimental autocorrelation traces of a 2.5 GHz pulse train (dashed line) and a 40 GHz pulse train (solid line), obtained by the fractional temporal Talbot effect on an LCFBG, corresponding to a 16-fold multiplication of the input repetition rate. Reproduced with permission. [104] Copyright 2000 Optical Society of America.
5.1.1. Additional Properties and Extended Functionality

The used phase-only wave transformations in periodicity control of repetitive waveforms, particularly the mentioned operations based on the temporal Talbot effect, imply that the energy of the processed signals is ideally preserved. Furthermore, the wave operations upon which these methods are built (TPM and SPF) can be tailored to produce a user-defined redistribution of the energy content of the signal of interest without affecting the power temporal or spectral densities of any random noise uncorrelated with the signal. This way, if the energy of an input pulse train is redistributed to generate an output pulse train with a longer pulse period, the energy per output pulse will be higher than the energy per input pulse, resulting in an effect of local “passive” amplification of the individual pulses (this effect can be observed in Figure 15). Interestingly, this is achieved without increasing the noise content of the signal. This is in sharp contrast to active gain processes (e.g., as implemented by conventional amplifiers), which not only amplify the noise propagating alongside the signal of interest, but also inject their own external noise contribution, resulting in an unavoidable degradation of the signal-to-noise ratio. Noiseless amplification of periodic intensity waveforms was demonstrated using these techniques in so-called “Talbot amplifiers,” including both integer and fractional pulse period multiplication factors. Figure 16 shows relevant examples of noise mitigation in a Talbot amplifier, reported by Maram et al.\textsuperscript{[63]}

Another interesting characteristic of period control techniques based on energy redistribution is their intrinsic capability to equalize the differences between consecutive pulses. There is no one-to-one relationship between the pulses of an input sequence and the corresponding output pulses obtained by temporal Talbot effect. This is because each output pulse is a product of the interference between many consecutive input pulses, temporally-stretched by dispersive propagation. As a result, differences between input pulses are averaged out in the obtained output train; this is known as the self-healing property of the Talbot effect. These aperiodicities include pulse-to-pulse intensity variations and timing jitter (pulse-to-pulse variations of the repetition rate).

The impact of both integer and fractional temporal Talbot self-healing on the pulse-to-pulse intensity fluctuations of otherwise periodic pulse trains has been the subject of numerous studies\textsuperscript{[107–110]} In this context, the temporal Talbot effect has been put to practical use for the design of optical clock recovery systems, as demonstrated by Pudo et al. (experimental realization shown in Figure 17). Here, the variations in the instantaneous power of a pulsed data-modulated signal, acquired as a result of the introduced data pattern, are equalized, giving rise to a periodic pulse train at a repetition rate matching the clock frequency.\textsuperscript{[88]} This effect is enhanced if Talbot...
amplification is used. In this case, periodic trains at repetition rates corresponding to a decimalation of the clock frequency—so-called “sub-harmonic” clock recovery—are generated, featuring output pulses with increased contrast ratios with respect to the pulses obtained in the base-rate case, as demonstrated by Maram et al. (experimental realization shown in Figure 18). [89]

A similar effect is observed in pulse trains with timing jitter after experiencing temporal Talbot effect. This phenomenon was predicted by Fernández-Pousa et al., [111–113] with further theoretical analysis by Pudo et al. [108,114] and experimentally demonstrated by Oiwa et al. [115] Later on, Maram et al. demonstrated that the mitigation of timing jitter is further enhanced in the case of temporal Talbot amplification. [82]

Other interesting applications of pulse repetition rate control via temporal Talbot effect include signal processing systems based on discrete Fourier transforms [116–118] (experimental examples by Xie et al. shown in Figure 19), wave-based implementations of prime number factorization algorithms [119] and precise calculation of the dispersion parameters of optical media [103,120].

It should be noted that all of these operations require the propagation of an optical pulse train through a transparent medium (acting as a spectral phase filter) introducing a specific, fixed amount of second-order group velocity dispersion. It is generally difficult to modify the dispersion parameters of an optical medium once it has been designed, especially for large modifications (e.g., doubling or halving the total amount of introduced dispersion), as these parameters are related to the physical characteristics of the medium. This limits the reconfigurability of these techniques. In order to overcome this limitation, a solution was proposed where a series of dispersive media are interconnected by optical switches, allowing to modify the total dispersion length traversed by the input pulse train of interest. [121] Alternatively, the use of programmable filters,
The use of phase-controlled Talbot effects, involving an adequate line-to-line phase conditioning of the frequency comb of interest (e.g., by propagation through a properly-designed second-order group-velocity dispersive medium) allowed for a full control of the FSR (depicted in Figure 1(b.2)). As can be tuned by modifying the electrical signal driving the phase modulator.\textsuperscript{[123,124]}

Finally, it is worth mentioning that Talbot-based methods have also been used for energy-preserving manipulation of continuous-wave (CW) signals. R. Fernández-Pousa et al. demonstrated efficient CW-to-pulse conversion through a methodology based on the reviewed energy redistribution methods\textsuperscript{[125]} (experimental examples shown in Figure 21). This can be interpreted as the time-domain counterpart of the Talbot array illuminator (TAI), a process by which a plane wave is focused into a set of localized bright spots through the interplay of a spatial phase mask and free-space propagation.\textsuperscript{[91]} As such, the process was referred to as a temporal Talbot array illuminator (T-TAI). Additionally, CW-seeded frequency-shifted loop cavities have been demonstrated to produce mode-locked pulse trains by emulating temporal Talbot conditions thanks to the interplay between the cavity roundtrip time and a frequency-shifting element.\textsuperscript{[68,126,127]}

Such laser architectures allow for generation of pulse trains from CW sources, with repetition rates tunable in the MHz and GHz regimes.

\subsection*{5.2. Energy-Preserving Comb FSR Control by Talbot Effect}

Fractional spectral Talbot effect was proposed\textsuperscript{[60,61]} and subsequently demonstrated\textsuperscript{[62,66]}, as the Fourier-dual phenomenon of the fractional temporal Talbot effect. As explained in Section 3, this can be utilized for reduction (division) of the FSR of an optical frequency comb by an integer factor through the application of a periodic pulse-to-pulse TPM to the pulse train representation of the comb. The first experimental demonstrations of TPM-induced fractional spectral Talbot effect of a frequency comb were reported by Malacarne et al. (examples shown in Figure 22). In these examples, the TPM process is achieved through electro-optical phase modulation driven by a voltage waveform shaped after the necessary Talbot phase pattern. It is also possible to induce this effect to a frequency comb through cross-phase modulation between its pulse train representation and a parabolic-shaped temporal pulse with a suitable level of peak power.\textsuperscript{[60,66,99]}

In all these cases, the energy of the original frequency comb is ideally preserved through the process (aside from practical insertion losses) and simply redistributed to build up the output FSR-divided comb.

Similarly to the previously mentioned methods for pulse period control based on the temporal Talbot effect, this approach for FSR manipulation lacks versatility inasmuch as the allowed wave operations are limited to division of the FSR by integer factors. Furthermore, only the power spectrum of the comb is modified by the applied TPM operation, while the instantaneous power of the associated pulse train (including the original pulse period) remains unaffected. As a result, the output FSR-divided frequency combs acquire deterministic line-to-line phase variations (mathematical expressions formalized in ref. \textsuperscript{[69]} and explained in Section 3).

The use of phase-controlled Talbot effects, involving an adequate line-to-line phase conditioning of the frequency comb of interest (e.g., by propagation through a properly-designed second-order group-velocity dispersive medium) allowed for a full control of the FSR (depicted in Figure 1(b.2)).
described in Section 4, these spectral phase sequences are related to the residual line-to-line phase variations acquired by FSR-divided combs after fractional spectral Talbot effect. Based on this methodology, energy-preserving arbitrary FSR manipulation was demonstrated by Romero Cortés et al. (experimental examples shown in Figure 23).\cite{RomeroCortes2017} Furthermore, a scheme for user-defined frequency comb generation with FSR reconfigurability over 6 orders of magnitude (from the kHz to the GHz regime) was demonstrated.\cite{RomeroCortes2017} This was achieved using an acousto-optic frequency shifted feedback laser design for generation of a frequency comb with a reconfigurable quadratic (dispersive) spectral phase profile,\cite{RomeroCortes2017} combined with Talbot TPM. Other approaches for comb generation and FSR control relying on nonlinear-optics schemes were also demonstrated.\cite{RomeroCortes2017, RomeroCortes2017}

5.2.1. Additional Properties and Extended Functionality

As discussed in Section 5.1.1, the use of phase-only transformations translates into the preservation of the energy of the
input comb. In particular, these FSR control methods based on the spectral Talbot effect rely on the same wave operations (SPF and TPM) used by the previously discussed pulse period control methods. As such, they can produce a user-defined redistribution of the energy content of the signal of interest without affecting the power temporal or spectral densities of any random noise uncorrelated with the signal. This way, if the energy of an input frequency comb is redistributed to generate an output comb with a larger FSR, the energy per output line will be higher than the energy per input line, resulting in an effect of local “passive” amplification of the individual comb lines without increasing the noise content of the signal, in sharp contrast to active gain processes (with their unavoidable signal-to-noise ratio degradation). Romero Cortés et al. demonstrated noiseless spectral amplification of optical frequency combs using these techniques, even achieving extraction of
Sub-noise extraction of frequency combs through noiseless spectral amplification by spectral energy redistribution based on phase-only wave operations. [67] a) Input comb affected by a level of amplified spontaneous emission where the noise level reaches the spectral peak power level of the comb lines. b) Spectral traces of FSR-multiplied combs through energy redistribution (by factors $r = 2$ (i), $3$ (ii), and $4$ (iii)), where the comb lines are raised over the noise floor, increasing their visibility by the FSR multiplication factor (shown here in dB scale). Adapted with permission. [67] Copyright 2018, American Physical Society.

Frequency combs from underneath the spectral noise floor when the noise level exceeded that of the comb lines (experimental examples shown in Figure 24). It should be noted that this method does not require prior knowledge of the frequencies of the comb lines or the spectral extension of the comb of interest.

It is interesting to note that the mentioned FSR control methods based on the spectral Talbot effect obtain output frequency combs that preserve both the complex spectral envelope and the frequency grid of the input combs. Furthermore, it was recently demonstrated that spectral Talbot effects do not significantly alter the level of phase noise on the reference frequency and FSR of a frequency comb processed through TPM. [128] These are interesting properties for applications that require stabilized frequency measurements through laser-calibrated spectographs. [3]

Finally, it is worth mentioning that these methods have also been used for energy-preserving manipulation of the continuous broadband spectra of isolated short pulses. [129] This can be interpreted as the frequency-domain counterpart of the temporal TAI, so-called spectral Talbot array illuminator (S-TAI). Romero Cortés et al. used this methodology to reversibly redistribute the spectrum of a short pulse into a periodic sequence of peaks and gaps, leaving broad frequency bands of the pulse’s spectrum free of energy (relevant results shown in Figure 25). This mechanism has been exploited to demonstrate the first realization of phase-preserving broadband invisibility cloaking. [128]

6. Discussions and Conclusion

In this work, we have presented an in-depth analysis of the fundamental theory behind signal processing methods for periodicity control of repetitive temporal and spectral waveforms based on Talbot effects. These methods inherently preserve the overall energy of the processed wave and perform the desired period manipulation without affecting the features (duration and shape) of the individual temporal pulses and spectral envelope of the pulse train/frequency comb. In particular, we have derived the complete set of energy-preserving transformations necessary to achieve a prescribed, user-defined control of the temporal and spectral periods of repetitive waveforms in both domains simultaneously. Previous works on Talbot-based waveform manipulation have been reviewed and contextualized.

The methods described in this work are particularly interesting for applications that require the ability to precisely set the repetition rate of optical pulse trains, such as for generation and processing of telecommunication signals, arbitrary optical and radio-frequency waveforms, etc. Additionally, disciplines that rely on manipulations of the FSR of frequency combs with high energy efficiency could also benefit from the methods reported here. For instance, energy-preserving FSR multiplication could produce frequency combs with large frequency spacings (well into the GHz regime) and improved side-lobe suppression, a feat of critical importance for comb-based astronomical measurements. [76] Similarly, energy-preserving FSR division could readily enhance the spectral resolution of methods for frequency comb-based spectroscopy. A key advantage of the Talbot methods is that they offer the additional capability to mitigate critical amplitude and phase noise present in the original pulse trains and frequency combs. Moreover, all the operations required by the Talbot methods are linear manipulations of the phase of a wave, along its two
Fourier-dual domains of representation, for example, time and frequency. This suggests the possibility to extend these methods to any system or framework described by wave equations. In particular, these methods could be readily-applied to the space and transverse momentum –angular spectrum– domains of optical fields, by direct application of the space-time duality.[80][85] A similar realization of the generalized Talbot method was reported to control the periodicity of repetitive images in two dimensions, even realization of the generalized Talbot method was reported to control the periodicity of repetitive images in two dimensions, even allowing to tailor the spatial repetition periods associated to each dimension independently.[130]

More generally, the operations involved in the reported methods would allow to implement arbitrary period control of signals outside the realm of optical waves. In fact, manifestations of the Talbot effect have been reported across a wide variety of wave regimes, such as radio-frequency waves,[131] acoustic and mechanical waves,[132] X-ray diffraction,[133] matter waves,[134] and quantum wavefunctions,[135] among others. Furthermore, given the beneficial noise-reduction properties of the studied processes,[83,65,67] purely computational versions of these methods could be envisioned to enhance signals and images affected by noise through numerical signal processing operations.

Last but not least, as mentioned above, beyond their interest for application to the control of repetitive waveforms, the outlined wave energy redistribution strategies could be generalized to a wider variety of signal processing scenarios, such as for manipulation of arbitrary aperiodic signals.[125,129] Hence, the Talbot-based methodology outlined and reviewed herein opens a myriad of promising new avenues for advanced arbitrary energy-efficient waveform generation, processing and control, of potential broad practical interest.

Appendix A: Minimum Dispersion in the Phase-Controlled Temporal Talbot Method

Equation (11) gives the dispersion magnitude required in the phase-controlled temporal Talbot method. Renaming $d := 2\pi/|\beta_s|z$

$$d = \left| \frac{p_2}{q_2} - \frac{p_1}{q_1} \right|^2 \left| \frac{1}{t_r^2} \right|$$

(A1)

Equation (A1) rewrites as

$$[p_2 q_1 - p_1 q_2] = \frac{q_2}{q_1} \frac{d}{t_r^2}$$

(A2)

Bézout identity states that given two nonzero integers, $q_1$ and $q_2$, with greatest common divisor $c$, there exist integers $p_1$ and $p_2$ such that[136]

$$p_2 q_1 - p_1 q_2 = c$$

(A3)

where $c$ is the smallest natural number that can be written as $p_2 q_1 - p_1 q_2$ (note that the Bézout coefficients, $p_1$ and $p_2$, are not unique, and every integer of the form $p_2 q_1 - p_1 q_2$ is a natural multiple of $c$). Since $q_1$ and $q_2$ are mutually prime, their greatest common divisor is $c = 1$. Using Equation (A3) in Equation (A2), we have the minimum value of $d$

$$d_{\text{min}} = \frac{q_1}{q_2} t_r^2$$

(A4)

The minimum required dispersion is then fixed by the period multiplication factor, $r = q_1^{-1} q_2$, and the input temporal period, $t_s$. The associated Bézout coefficients, $p_1$ and $p_2$, that satisfy Equation (A3) are determined by the standard extended Euclidean algorithm.[136] Given the specifications for the input period and the desired multiplication factor, $r$, the parameters of the phase-controlled temporal Talbot method with minimum dispersion can be obtained as follows:

0. Specifications of the method: $r = q_1^{-1} q_2$, and $t_s$. The minimum dispersion is given by Equation (A4).
1. Determine $p_1$ and $p_2$ from Equation (A3) with $c = 1$, using the standard extended Euclidean algorithm.[136]
2. Determine $s_1$ from $p_1$ and $q_1$, using Equation (8).
3. Determine $s_2$ from $p_2$ and $q_2$, using Equation (8).

Appendix B: Comparison of Dispersion Requirements

Equations (12) and (15) give the minimum dispersion values required by the phase-controlled temporal and spectral Talbot methods, respectively. Dropping the constant multiplicative factor $t_r^2$ on the right-hand side of Equations (12) and (15), and renaming the remaining fractions $d_t$ and $d_s$, respectively, we have

$$d_t = \frac{q_1}{q_2}$$

(B1a)

$$d_s = \frac{q_1 + q_2}{q_2^2}$$

(B1b)

We can compare the fractions $d_t$ and $d_s$ by subtracting one from the other or by dividing one by the other.

Proof 1

The difference between $d_s$ and $d_t$ writes

$$d_s - d_t = \frac{q_1 + q_2 - q_1 q_2}{q_2^2}$$

(B2)

Since $q_2$ is real and nonzero, the sign of this fraction is determined by its numerator. In particular, if $q_1 = 1$ and/or $q_2 = 1$, then $q_1 + q_2 > q_1 q_2$, and $d_s > d_t$. On the other hand, if $(q_1, q_2) > 1$, then $q_1 + q_2 < q_1 q_2$, and $d_s < d_t$.

Proof 2

The ratio of $d_s$ to $d_t$ writes

$$\frac{d_s}{d_t} = \frac{1}{q_1} + \frac{1}{q_2}$$

(B3)
Since $q_1$ and $q_2$ are positive and nonzero, if $q_1 = 1$ and/or $q_2 = 1$, then $q_1^{-1} + q_2^{-1} > 1$, and $d_1 > d_2$. On the other hand, if $(q_1, q_2) > 1$, then $q_1^{-1} + q_2^{-1} < 1$, and $d_1 < d_2$.

In conclusion, the phase-controlled temporal Talbot method offers a solution with lower dispersion than the phase-controlled spectral Talbot method when either the pulse period or FSR multiplication factor is an integer (i.e., for $q_1 = 1$ and/or $q_2 = 1$). However, for strictly fractional multiplication factors (i.e., for $(q_1, q_2) > 1$) the phase-controlled spectral Talbot method achieves lower dispersion.
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