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ABSTRACT. We consider the initial value problem for the fractionally dissipative quasi-geostrophic equation

\[ \partial_t \theta + \mathcal{R}^\perp \cdot \nabla \theta + \Lambda^\gamma \theta = 0, \quad \theta(0) = \theta_0 \]

on \( \mathbb{T}^2 = [0, 1]^2 \), with \( \gamma \in (0, 1) \). The coefficient in front of the dissipative term \( \Lambda^\gamma = (-\Delta)^{\gamma/2} \) is normalized to 1. We show that given a smooth initial datum with \( \|\theta_0\|_{L^2} \leq R \leq 1 \), where \( R \) is arbitrarily large, there exists \( \gamma_1 = \gamma_1(R) \in (0, 1) \) such that for \( \gamma \geq \gamma_1 \), the solution of the supercritical SQG equation with dissipation \( \Lambda^\gamma \) does not blow up in finite time. The main ingredient in the proof is a new concise proof of eventual regularity for the supercritical SQG equation, that relies solely on nonlinear lower bounds for the fractional Laplacian and the maximum principle.

1. Introduction

The supercritical dissipative surface quasi-geostrophic equation reads

\[
\begin{align*}
\partial_t \theta + u \cdot \nabla \theta + \Lambda^\gamma \theta &= 0, \\
u &= \mathcal{R}^\perp \cdot \nabla \theta + \Lambda^{-1} \theta, \\
\theta(0) &= \theta_0,
\end{align*}
\]

\[ \text{(SQG}_\gamma) \]

where \( (x, t) \in \mathbb{T}^2 \times [0, \infty) \), and \( \mathbb{T}^2 = [0, 1]^2 \). Throughout this paper we take \( \gamma \in [\gamma_0, 1) \), where \( \gamma_0 \in (0, 1) \) is an arbitrarily small fixed value. The data and the solution have zero mean on \( \mathbb{T}^2 \), and we write \( \Lambda = (-\Delta)^{1/2} \).

Any sufficiently regular solution to \( \text{(SQG}_\gamma) \) satisfies the \( L^\infty \) maximum principle

\[ \|\theta(t)\|_{L^\infty} \leq \|\theta_0\|_{L^\infty} \]

for all \( t \geq 0 \). This is the strongest known a priori bound for solutions to \( \text{(SQG}_\gamma) \). In fact one may show that the \( L^\infty \) norm decays exponentially \[6, 9\]. On the other hand the dissipative SQG equation has a natural scaling symmetry: if \( \theta(x, t) \) is a \( \mathbb{T}^2 \)-periodic solution to \( \text{(SQG}_\gamma) \) with datum \( \theta_0(x) \), then \( \theta_\lambda(x, t) = \lambda^{\gamma-1}\theta(\lambda x, \lambda^2 t) \) is a \( \mathbb{T}^2 \)-periodic solution of \( \text{(SQG}_\gamma) \) with initial datum \( \theta_{0, \lambda}(x) = \lambda^{\gamma-1}\theta(\lambda x) \). If \( \gamma = 1 \) the \( L^\infty \)-norm is thus scaling invariant, i.e. \( \|\theta_{0, \lambda}\|_{L^\infty} = \|\theta_0\|_{L^\infty} \) for any \( \lambda > 0 \), and this case is referred to as critical. In the supercritical case \( \gamma \in (0, 1) \), examples of scale-invariant norms for the initial datum include the Hölder space \( C^{1-\gamma} \) and the Sobolev space \( H^{2-\gamma} \) (both compactly embed in \( L^\infty \)). However, we are not aware of any global in time a priori estimate available for such strong norms, which makes studying the regularity of solutions with arbitrarily large initial datum a challenging problem.

While for the critical case \( \gamma = 1 \) the question of global regularity of \( \text{(SQG}_\gamma) \) with arbitrarily large datum has been settled \[1, 6, 7, 17, 19\] (see also \[11\] for the logarithmically supercritical case), the corresponding result for the supercritical equation \( \gamma \in (0, 1) \) remains open. The global existence is only known for data that are small in a suitable scaling invariant space \( X \). This program started with \[5\]. Roughly speaking, the
a priori estimate that is usually proven for such results is of the type
\[
\frac{d}{dt} \| \theta \|_X^2 + \| \Lambda^{\gamma/2} \theta \|_X^2 \leq C \| \theta \|_X \| \Lambda^{\gamma/2} \theta \|_X^2
\]
where \( C \) is a sufficiently large constant that depends e.g. on \( \| R \|_{L^p \to L^p} \), and in particular \( C \) is larger than 1 (or a constant independent of \( \gamma \)). Thus, if \( \| \theta_0 \|_X \leq 1/C \) then \( \| \theta(t) \|_X \leq 1/C \) for all \( t \geq 0 \) and the global existence follows from the local existence theorem with data in \( X \). Specifically, \([9,12,15,21,26]\) deal with the Sobolev space setting, showing that small initial data (with respect to the viscosity coefficient, here normalized to 1) in \( X = H^{2-\gamma} \) lead to the global existence of solutions. Similar results were obtained in \([2,4,20,24,25]\) for the critical Besov spaces \( X = B^{1-\gamma+2/p}_{p,1} \). However, none of these results seems to yield the global well-posedness of solutions for initial datum of size \( \gg 1 \).

In this paper we consider the scaling invariant norm \( \| \cdot \|_X = \| \cdot \|_{L^2}^{\gamma/2} \cdot \| \cdot \|_{H^2}^{1-\gamma/2} \). For \( \gamma \in (0,1) \) we define
\[
R_\gamma = \sup\{ R > 0 : \text{ for any } \theta_0 \in H^2 \text{ with } \| \theta_0 \|_{L^2}^{\gamma/2} \| \theta_0 \|_{H^2}^{1-\gamma/2} \leq R, \text{ the unique smooth solution of } (\text{SQG}_\gamma) \text{ with initial data } \theta_0 \text{ does not blow up in finite time} \}.
\]

From the small data results for \( \gamma \in (0,1) \) we know that \( R_\gamma > 0 \), while from the global regularity results in the critical case we have that \( R_1 = \infty \). The question we address in this paper is whether or not \( R_\gamma \to \infty \) as \( \gamma \to 1 \). We answer this question in the affirmative and show that:

**Theorem 1.1.** Let \( \theta_0 \in H^2 \) with \( \| \theta_0 \|_{L^2}^{\gamma/2} \| \theta_0 \|_{H^2}^{1-\gamma/2} \leq R \). There exists \( \gamma_1 = \gamma_1(R) \in (0,1) \) such that for every \( \gamma \in [\gamma_1,1) \) the initial value problem for the supercritical SQG equation (SQG\(_\gamma\)) with initial datum \( \theta_0 \) has a unique global in time solution \( \theta : \mathbb{T}^2 \times [0, \infty) \to \mathbb{R} \), with
\[
\theta \in L^\infty_{t \to \infty}(0, \infty; H^2) \cap L^2_{t \to \infty}(0, \infty; H^{2+\gamma/2})
\]
and is therefore \( \theta \) is a classical solution.

**Corollary 1.2.** For \( \gamma \in (0,1) \) let \( R_\gamma \) be as defined in (1.1). Then \( R_\gamma \to \infty \) as \( \gamma \to 1 \).

The above result expresses a continuity of the solution map of (SQG\(_\gamma\)) with respect to the parameter \( \gamma \), as \( \gamma \to 1 \). The proof of Theorem 1.1 proceeds as follows. Given any large datum \( \theta_0 \in H^2 \), there exists a unique local in time solution on \([0, T_1]\), for some \( T_1 > 0 \) that depends on \( \| \theta_0 \|_{H^2} \) (cf. e.g. \[15\]). We emphasize that \( T_1 \) is not known a priori to depend solely on \( R_\gamma \) or any other scaling-critical norm of \( \theta_0 \). Moreover, on \([0, T_1]\) the solution becomes smooth \[12, 13\]. On the other hand we know that there exists an eventual regularization time \( T_* \) such that if the solution does not blow up on \([0, T_*]\), then it cannot blow up on \([T_*, \infty)\) either (cf. \[10, 16, 22\]). It remains to show that \( T_1 > T_* \) for \( \gamma \) sufficiently close to 1, which depends on the data only through the bound \( R \). The difficulty in executing this plan lies in keeping track of the precise dependence of all estimates in terms of \( \gamma \), as \( \gamma \to 1 \), and on \( \theta_0 \). For this purpose we need to have an accurate estimate on how the eventual regularization time \( T_* \) depends on the initial datum and on the power of the fractional Laplacian. We give a new proof of eventual regularity, that is based on the method of \[6\], and in particular on nonlinear lower bounds for the fractional Laplacian established in \[7\]. Moreover we obtain a quantitative upper bound for \( T_* \) that depends explicitly on \( \gamma \) and \( \| \theta_0 \|_{L^\infty} \). Our result is:

**Theorem 1.3.** Fix \( \gamma \in [\gamma_0, 1) \), \( \theta_0 \in L^\infty \), and let \( \alpha \in (1 - \gamma, 1) \) be arbitrary. Let \( C > 0 \) be a positive sufficiently large universal constant, and define the time
\[
T_* = C \alpha^{-\frac{\gamma(\gamma-1)}{\gamma-\alpha}} \| \theta_0 \|_{L^\infty}^{-\frac{\gamma}{\gamma-\alpha}}.
\]
If \( \theta \in C^\infty(\mathbb{T}^2 \times [0, T_*]) \) is a smooth solution of (SQG\(_\gamma\)), then \( \theta \in C^\infty(\mathbb{T}^2 \times [0, \infty)) \), and the bound
\[
[\theta(t)]_{C^\infty} \leq C \alpha^{-\frac{\gamma}{\gamma-\alpha}} \| \theta_0 \|_{L^\infty}^{-\frac{\gamma+\alpha-1}{\gamma-\alpha}}
\]
holds for all \( t \geq T_* \).
The fact that $T_\ast$ depends only on $\|\theta_0\|_L^\infty$, which for $\gamma < 1$ is below the critical regularity level, compensates for the fact that the local existence time depends on norms above the critical regularity level. This observation is key for completing the proof of Theorem 1.1.

We note that Theorem 1.3 holds in fact for any global weak solution obtained from regularizations which respect the maximum principle, e.g. viscosity solutions obtained as limits when $\epsilon \to 0$ from a hyper-viscous $-\epsilon \Delta$ regularization. Note moreover that by passing $\gamma \to 1$, upon choosing $\alpha$ small enough depending on $\|\theta_0\|_L^\infty$, Theorem 1.3 shows that the critical SQG equation regularizes instantaneously from $L^\infty$ to $C^\alpha$. The eventual regularity of weak solutions to supercritical SQG has been previously established in [22] for $\gamma$ sufficiently close to 1, using the techniques of [1] (see also [3]), in [10] for the full range $\gamma \in (0, 1)$ by means of the methods devised in [17], and finally in [16] for all $\gamma \in (0, 1)$ through a modification of the modulus of continuity approach that has been successfully employed in [16, 18, 19]. The simple proof given in this paper is based on the arguments in [6, 7], cf. Section 3.5 below.

**Organization of the paper.** In Section 2 we recall the definitions of the operators and spaces used in the paper. The proof of Theorem 1.3 is given in Section 3. In Section 4 we bound from below the local existence time. Lastly, the proof of Theorem 1.1 is given in Section 5.

### 2. Preliminaries

**Fractional Laplacian.** The fractional Laplacian $\Lambda^\sigma$, can be defined for $\sigma \in (0, 2)$ as the Fourier multiplier with symbol $|k|^\sigma$, or in physical variables by
\[
\Lambda^\sigma \varphi(x) = c_\sigma \sum_{k \in \mathbb{Z}^2} \int_{\mathbb{T}^2} \frac{\varphi(x) - \varphi(x + y)}{|y - 2\pi k|^{2+\sigma}} dy = c_\sigma \text{P.V.} \int_{\mathbb{R}^2} \frac{\varphi(x) - \varphi(x + y)}{|y|^{2+\sigma}} dy,
\]
valid for $\varphi \in C^{\sigma+\varepsilon}(\mathbb{T}^2)$ for some $\varepsilon > 0$. In the above identity and throughout the paper we abuse notation and still denote by $\varphi$ the periodic extension of $\varphi$ to the whole space. The precise form of the constant $c_\sigma > 0$ is not important for our purposes and for $\sigma \in [\gamma_0, 1]$ we have $c_\sigma$ bounded from above and below in terms of universal constants and $\gamma_0$. This is because we do not pass to the limits $\sigma \to 0^+$ or $\sigma \to 2^-$.

**Velocity constitutive law.** The velocity vector field $u$ in (SQG$_\gamma$) is divergence-free and determined by $\theta$ through the relation $u = \mathcal{R}^\perp \theta = \nabla^\perp \Lambda^{-1} \theta = \left(-\partial_{x_1} \Lambda^{-1} \theta, \partial_{x_2} \Lambda^{-1} \theta\right) = \left(-\mathcal{R}_2 \theta, \mathcal{R}_1 \theta\right)$, where
\[
\mathcal{R}_j \varphi(x) = \frac{1}{2\pi} \text{P.V.} \int_{\mathbb{T}^2} \frac{y_j}{|y|^2} \varphi(x + y) dy + \sum_{k \in \mathbb{Z}^2} \int_{\mathbb{T}^2} \frac{y_j + 2\pi k_j}{|y + 2\pi k|^{2+\sigma}} \varphi(x + y) dy
\]
\[
= \frac{1}{2\pi} \text{P.V.} \int_{\mathbb{R}^2} \frac{y_j}{|y|^2} \varphi(x + y) dy.
\]
In the last line the principal value is taken both as $|y| \to 0$ and $|y| \to \infty$.

**Spaces.** Throughout the article we consider mean-zero solutions to (SQG$_\gamma$), so that we will not make a distinction between homogenous and inhomogenous spaces. For $p \in [1, \infty]$ the Lebesgue norm is denoted by $\| \cdot \|_{L^p}$, for $s \in \mathbb{R}$ the Sobolev norms are denoted by $\| \cdot \|_{H^s} = \| \Lambda^s \cdot \|_{L^2}$, and for $\alpha \in (0, 1)$ the usual Hölder norm is given by $\| \varphi \|_{C^\alpha} = \| \varphi \|_{L^\infty} + [\varphi]_{C^\alpha}$, where $[\varphi]_{C^\alpha} = \sup_{x \neq y \in \mathbb{T}^2} |\varphi(x) - \varphi(y)|/|x - y|^{-\alpha}$.

**Notation.** Throughout the paper, $C$ will denote a generic positive constant, whose value may change even in the same line of a certain equation. In the same spirit, $c, c_0, c_1, \ldots$ will denote fixed constants appearing in the course of proofs or estimates, which have to be referred to specifically. In an essential way, throughout this paper the dependence of various constants on the parameters $\gamma \in [\gamma_0, 1)$ and $\alpha \in (1 - \gamma, 1)$ will be emphasized only when $\gamma \to 1$ or $\alpha \to 0$. 

3. Eventual regularity for supercritical SQG

In this section we give the proof of Theorem 1.3. Since $\alpha > 1 - \gamma$, in view of the conditional regularity results of [8, 14] (which are known to be sharp in the case of linear drift-diffusion equations [23]) once $\theta \in L^\infty(0, T; C^\alpha)$ we automatically have $\theta \in L^\infty(0, T; C^1)$ and thus the solution is classical on $[0, T]$. Further regularity follows from standard parabolic bootstrap arguments. Thus, our proof of Theorem 1.3 only consists in proving the bound (1.3). We start with a number of preliminary results and the proof is postponed to Section 3.5 below.

3.1. Finite differences and Hölder norms. In order to estimate $C^\alpha$-seminorms it is natural to consider the finite difference

$$\delta_h \theta(x, t) = \theta(x + h, t) - \theta(x, t),$$

which is periodic in both $x$ and $h$, where $x, h \in \mathbb{T}^2$. As in [6, 7], it follows that

$$L(\delta_h \theta)^2 + D_\gamma[\delta_h \theta] = 0,$$ (3.1)

where $L$ denotes the differential operator

$$L = \partial_t + \mathbf{u} \cdot \nabla_x + (\delta_h \mathbf{u}) \cdot \nabla_h + \Lambda^\gamma.$$ (3.2)

and

$$D_\gamma[\varphi](x) = c_\gamma \int_{\mathbb{R}^2} \frac{[\varphi(x) - \varphi(x + y)]^2}{|y|^{2+\gamma}} \, dy.$$ (3.3)

Here we have used that for $\gamma \in (0, 2)$ and $\varphi \in C^\infty(\mathbb{T}^2)$, cf. [9] we have that

$$2\varphi(x)\Lambda^\gamma \varphi(x) = \Lambda^\gamma(\varphi(x)^2) + D_\gamma[\varphi](x),$$

pointwise for $x \in \mathbb{T}^2$. Let $\xi : [0, \infty) \to [0, \infty)$ be a bounded decreasing differentiable function to be determined later. For

$$\alpha \in (1 - \gamma, 1),$$ (3.4)

we want to study the evolution of the quantity $v(x, t; h)$ defined by

$$v(x, t; h) = \frac{\delta_h \theta(x, t)}{(\xi(t)^2 + |h|^2)^{\alpha/2}}.$$ (3.5)

The main point is that when $\xi(t) = 0$ the quantity

$$\|v(t)\|_{L^{\infty}_{T,h}} = \text{ess sup}_{x, h \in \mathbb{T}^2} |v(x, t; h)|$$

is equivalent to the Hölder seminorm $[\theta(t)]_{C^\alpha}$, while for $\xi(t) > 0$ we have that $\|v(t)\|_{L^{\infty}_{T,h}} \leq 2\|\theta(t)\|_{L^\infty} \xi(t)^{-\alpha}$. From (3.1) we learn that

$$Lv^2 + \frac{1}{(\xi^2 + |h|^2)^\alpha}D_\gamma[\delta_h \theta] = 2\alpha|\xi| \frac{\xi^2 + |h|^2}{(\xi^2 + |h|^2)^{2+\alpha}} v^2 - 2\alpha \frac{h}{\xi^2 + |h|^2} \cdot \delta_h \mathbf{u} \cdot v^2$$

$$\leq 2\alpha|\xi| \frac{\xi^2 + |h|^2}{(\xi^2 + |h|^2)^{2+\alpha}} v^2 + 2\alpha \frac{|h|}{(\xi^2 + |h|^2)^{2+\alpha}} |\delta_h \mathbf{u} \cdot v^2|$$ (3.6)

where $\delta_h \mathbf{u} = \mathcal{R} \delta_h \theta$. The goal of this section is to provide a suitable uniform bound on $v$ by deriving a number of estimates on the right-hand side of (3.6).
3.2. Nonlinear lower bounds. We begin by deriving a lower bound on \( D_\gamma [\delta_h \theta] \), which we state in the following lemma.

**Lemma 3.1.** Let \( \gamma \in [\gamma_0, 1) \) and \( \alpha \in (1 - \gamma, 1) \). Then there exists a positive constant \( c_0 = c_0(\gamma_0) \) such that

\[
D_\gamma [\delta_h \theta](x) \geq \frac{1}{c_0 |h|^{\gamma}} \left[ \frac{|v(x; h)|}{\|v\|_{L_x^\infty}} \right]^{\frac{1}{1-\alpha}} |\delta_h \theta(x)|^2,
\]

(3.7)

holds for any \( x, h \in \mathbb{T}^2 \). Consequently,

\[
\frac{1}{(\xi^2 + |h|^2)^{\gamma}} D_\gamma [\delta_h \theta](x) \geq \frac{1}{c_0 |h|^{\gamma}} \left[ \frac{|v(x; h)|}{\|v\|_{L_x^\infty}} \right]^{\frac{1}{1-\alpha}} (v(x; h))^2
\]

(3.8)

holds pointwise.

**Proof of Lemma 3.1.** In what follows, we will neglect the dependence on \( t \) of the functions involved. It is understood that all the estimates below are valid pointwise in \( t \geq 0 \). Also, it is enough to prove (3.7), as (3.8) follows directly from the definition of \( v(x; h) \).

Let \( \chi \) be a smooth radially non-increasing cutoff function that vanishes on \( |x| \leq 1 \) and is identically 1 for \( |x| \geq 2 \) and such that \( |\chi'| \leq 2 \). For \( R \geq 4|h| \), we have

\[
D_\gamma [\delta_h \theta](x) \geq c_\gamma \int_{\mathbb{R}^2} \frac{[\delta_h \theta(x) - \delta_h \theta(x + y)]^2}{|y|^{2+\gamma}} \chi(|y|/R) \, dy
\]

\[
\geq c_\gamma |\delta_h \theta(x)|^2 \int_{\mathbb{R}^2} \frac{\chi(|y|/R)}{|y|^{2+\gamma}} \, dy - 2c_\gamma |\delta_h \theta(x)| \left[ \int_{\mathbb{R}^2} \frac{\delta_h \theta(x + y)}{|y|^{2+\gamma}} \chi(|y|/R) \, dy \right]
\]

\[
\geq c_\gamma |\delta_h \theta(x)|^2 - 2c_\gamma |\delta_h \theta(x)| \left[ \int_{|y| \geq R} \frac{|\delta_h \theta(x)|}{(\xi^2 + |y|^2)^{\alpha/2}} \, dy \right]
\]

\[
\geq c_\gamma |\delta_h \theta(x)|^2 - c_1 c_\gamma |\delta_h \theta(x)| |h| \left[ \int_{|y| \geq R} \frac{|\delta_h \theta(x)|}{(\xi^2 + |y|^2)^{\alpha/2}} \, dy \right]
\]

\[
\geq c_\gamma |\delta_h \theta(x)|^2 - c_1 c_\gamma |\delta_h \theta(x)| |h| \|v\|_{L_x^\infty} \int_R^\infty \frac{(\xi^2 + \rho^2)^{\alpha/2}}{\rho^{2+\gamma}} \, d\rho,
\]

(3.9)

for some constant \( c_1 \geq 1 \). First, notice that

\[
\int_R^\infty \frac{(\xi^2 + \rho^2)^{\alpha/2}}{\rho^{2+\gamma}} \, d\rho \leq c_2 (\xi^\alpha R^{-1-\gamma} + R^{-1-\gamma+\alpha}) = c_2 \frac{\xi^\alpha}{R^{\gamma}} \left( \frac{\xi^\alpha}{R} + \frac{1}{R^{1-\alpha}} \right),
\]

(3.10)

for some \( c_2 \geq 1 \). We now choose \( R > 0 \) as

\[
R = \left[ \frac{4c_1 c_2 (\xi^2 + |h|^2)^{\alpha/2} \|v\|_{L_x^\infty}}{|\delta_h \theta(x)|} \right]^{\frac{1}{1-\alpha}} |h| = \left[ \frac{4c_1 c_2 \|v\|_{L_x^\infty}}{|v(x; h)|} \right]^{\frac{1}{1-\alpha}} |h|.
\]

(3.11)

Since \( c_1 c_2 \geq 1 \) and \( v(x; h) \leq \|v\|_{L_x^\infty} \), it is apparent from (3.11) that

\[
R \geq 4 \frac{1}{1-\alpha} |h| \geq 4|h|,
\]

where the last inequality follows from the assumption \( \alpha < 1 \). By using (3.11) and the trivial estimates

\[
\left[ \frac{|v(x; h)|}{\|v\|_{L_x^\infty}} \right]^{\frac{1}{1-\alpha}} \leq \frac{|v(x; h)|}{\|v\|_{L_x^\infty}} \quad \text{and} \quad \left[ \frac{1}{4c_1 c_2} \right]^{\frac{1}{1-\alpha}} \leq \frac{1}{4c_1 c_2},
\]
we rewrite the bound (3.10) as
\[
\int_R^\infty \frac{\xi^2 + \rho^2}{\rho^{2+\gamma}} - \frac{c_2}{R^{\gamma}} \left( \frac{\xi^\alpha}{(4c_1c_2)^{-1/\gamma}} \right) \left[ \frac{v(x; h)}{\|v\|_{L^\infty_{x,h}}} \right]^{1/\alpha} \left[ \frac{1}{4c_1c_2|\delta^\alpha - v(x; h)|} \right] + \frac{1}{4c_1c_2|\delta^\alpha - v(x; h)|} \left( \frac{1}{\rho} |v(x; h)| \right) \leq \frac{1}{4c_1R^\gamma} \left( \frac{\xi^\alpha}{|h|^{\gamma}} \right) \left[ \frac{v(x; h)}{\|v\|_{L^\infty_{x,h}}} \right] + \frac{1}{2c_1R^\gamma} \left( \frac{1}{|h|} \right) \left[ \frac{|\delta^\alpha - v(x; h)|}{\|v\|_{L^\infty_{x,h}}} \right].
\]
Hence, combining the estimate in (3.9) with the above (3.12), we arrive at
\[
D_x[\delta^\alpha - v](x) \geq \frac{c_\gamma}{2R^\gamma} |\delta^\alpha - v(x)|^2.
\]
Estimate (3.7) now follows immediately from the expression of \( R \) in (3.11).

3.3. The differential equation for \( \xi \). We now establish the differential equation that \( \xi \) has to satisfy to control the first term of the right-hand side of (3.6) with a fraction of the nonlinear lower bound (3.8).

**Lemma 3.2.** Let \( \gamma \in [\gamma_0, 1) \) and \( \alpha \in (1 - \gamma, 1) \). There exists a positive constant \( c_* = c_*(\gamma_0) \) such that if
\[
\dot{\xi} = -\frac{c_*}{\alpha} \xi^{1-\gamma},
\]
then the estimate
\[
2\alpha|\dot{\xi}| \frac{\xi}{\xi^2 + |h|^2} v^2 \leq \frac{1}{8c_0|\gamma^\gamma} v^2,
\]
holds pointwise for \( x, h \in \mathbb{T}^2 \), where \( c_0 \) is the same constant appearing in (3.8).

**Proof of Lemma 3.2.** The constant \( c_* > 0 \) will be determined at the end of the proof. If \( \xi \) obeys (3.13), then
\[
2\alpha|\dot{\xi}| \frac{\xi}{\xi^2 + |h|^2} v^2 = 2c_* \frac{\xi^{2-\gamma}}{\xi^{2} + |h|^2} v^2 \leq 2c_* \frac{(\xi^2 + |h|^2)^{1-\gamma/2}}{\xi^{2} + |h|^2} v^2 \leq \frac{2c_*}{(\xi^2 + |h|^2)^{1/2}} v^2 \leq \frac{2c_*}{|h|^\gamma} v^2.
\]
Thus, the claim follows by setting \( c_* = 1/(6c_0) \).

We observe here that the initial condition for the differential equation (3.13) is yet to be determined. Its value will be computed in the subsequent paragraph. Given \( \xi(0) = \xi_0 > 0 \), a solution to (3.13) is given by
\[
\xi(t) = \begin{cases} 
\left[ \frac{\xi^\gamma - \gamma c_* t}{\alpha} \right]^{1/\gamma}, & \text{if } t \in [0, T_*], \\
0, & \text{if } t \in (T_*, \infty),
\end{cases}
\]
where
\[
T_* = \frac{\alpha}{\gamma c_*} \xi_0^\gamma.
\]

3.4. Estimates on the nonlinear term. Following the ideas of [6, 7], we now consider the second term in the right-hand side of (3.6), in order to derive a suitable upper bound in terms of the dissipation. We begin with a result involving solely the term \( \delta_h u \).

**Lemma 3.3.** Let \( \rho \geq 4|h| \) be arbitrarily fixed. Then
\[
|\delta_h u(x)| \leq C \left[ \rho^{\gamma/2} \left( D_x[\delta^\alpha - v](x) \right)^{1/2} + \frac{|h| v}{\|v\|_{L^\infty_{x,h}}} \xi^\alpha + \frac{|h| v}{\|v\|_{L^\infty_{x,h}}} \right],
\]
holds pointwise in \( x, h \in \mathbb{T}^2 \).
PROOF OF LEMMA 3.3. Let us fix $\rho \geq 4|h|$. As before, let $\chi$ be a smooth radially non-increasing cutoff function that vanishes on $|x| \leq 1$ and is identically 1 for $|x| \geq 2$ and such that $|\chi'| \leq 2$. We split the vector $\delta_h u$ in an inner and an outer part
\[
\delta_h u(x) = \frac{1}{2\pi} \text{P.V.} \int_{\mathbb{R}^2} \frac{y_1}{|y|^3} \left[ \delta_h \theta(x + y) - \delta_h \theta(x) \right] dy = \delta_h u_{\text{in}}(x) + \delta_h u_{\text{out}}(x),
\]
by using that the kernel of $\mathcal{R}^\perp$ has zero average on the unit sphere, where
\[
\delta_h u_{\text{in}}(x) = \frac{1}{2\pi} \text{P.V.} \int_{\mathbb{R}^2} \frac{y_1}{|y|^3} \left[ 1 - \chi(|y|/\rho) \right] \left[ \delta_h \theta(x + y) - \delta_h \theta(x) \right] dy,
\]
and
\[
\delta_h u_{\text{out}}(x) = \frac{1}{2\pi} \text{P.V.} \int_{\mathbb{R}^2} \frac{y_1}{|y|^3} \chi(|y|/\rho) \left[ \delta_h \theta(x + y) - \delta_h \theta(x) \right] dy
= \frac{1}{2\pi} \text{P.V.} \int_{\mathbb{R}^2} \delta_h \left[ \frac{y_1}{|y|^3} \chi(|y|/\rho) \right] \left[ \theta(x + y) - \theta(x) \right] dy.
\]

For the inner piece, in light of the Cauchy-Schwartz inequality, we obtain
\[
|\delta_h u_{\text{in}}(x)| \leq \frac{1}{2\pi} \int_{|y| \leq \rho} \frac{1}{|y|^2} |\delta_h \theta(x + y) - \delta_h \theta(x)| dy
\leq \frac{1}{2\pi} \left[ \int_{|y| \leq \rho} \frac{1}{|y|^{2-\gamma}} \right]^{1/2} \left[ \int_{\mathbb{R}^2} \frac{(\delta_h \theta(x + y) - \delta_h \theta(x))^2}{|y|^{2+\gamma}} dy \right]^{1/2}
\leq C \rho^{\gamma/2} \left( D_\gamma [\delta_h \theta](x) \right)^{1/2}. \tag{3.17}
\]

Regarding the outer part, the mean value theorem entails
\[
|\delta_h u_{\text{out}}(x)| \leq C|h| \int_{|y| \geq \rho/2} \frac{(\xi^2 + |y|^2)^{\alpha/2}}{|y|^3} |\theta(x + y) - \theta(x)| dy
\leq C|h| \|v\|_{L^\infty} \int_{|y| \geq \rho/2} \frac{(\xi^2 + |y|^2)^{\alpha/2}}{|y|^3} dy
\leq C|h| \|v\|_{L^\infty} \left[ \frac{\xi^\alpha}{\rho} + \frac{1}{\rho^{1-\alpha}} \right]. \tag{3.18}
\]

The conclusion follows by combining (3.17) and (3.18). \qed

Using Lemma 3.3 we are able to properly compare the nonlinear term in (3.6) with the lower bound on the dissipation term given by (3.8).

LEMMA 3.4. Let $\gamma \in [\gamma_0, 1)$, $\alpha \in (1 - \gamma, 1)$, and assume that
\[
\|v\|_{L^\infty} \leq M := \frac{4 \|\theta_0\|_{L^\infty}}{\xi_0^\gamma}.
\tag{3.19}
\]
There exists a constant $c_1 = c_1(\gamma_0) \geq 1$ such that if
\[
\xi_0 = (c_1 \alpha \|\theta_0\|_{L^\infty})^{1/(1-\gamma)},
\tag{3.20}
\]
then the estimate
\[
2\alpha \frac{|h|}{\xi^2 + |h|^2} |\delta_h u|^2 v^2 \leq \frac{1}{2(\xi^2 + |h|^2)\alpha} D_\gamma [\delta_h \theta] + \frac{1}{8c_0|h|^\gamma} v^2,
\tag{3.21}
\]
holds pointwise for every
\[
x, h \in \mathbb{T}^2 \quad \text{with} \quad |h| \leq \xi_0,
\]
where $c_0$ is the constant appearing in (3.8).
\[\begin{align*}
\text{PROOF OF LEMMA 3.4.} & \quad \text{The nonlinear term in (3.6) can be estimated using (3.16) as} \\
2\alpha \frac{|h|}{\xi^2 + |h|^2} |\delta_h u| v^2 & \leq C_\alpha \frac{|h|}{\xi^2 + |h|^2} C \left[ \rho^{\gamma/2} (D_{\gamma}[\delta_h \theta](x))^{1/2} + \frac{|h|\|v\|_{L_{x,h}^\infty}^\alpha}{\rho} + \frac{|h|\|v\|_{L_{x,h}^\infty}}{\rho^{1-\alpha}} \right] v^2 \\
& \leq \frac{1}{2(\xi^2 + |h|^2)^\alpha} D_{\gamma}[\delta_h \theta] \\
& + C_\alpha \frac{|h|^2}{\xi^2 + |h|^2} \left[ \frac{\alpha}{\xi^2 + |h|^2} + \frac{\|v\|_{L_{x,h}^\infty}^\alpha}{\rho} + \frac{|v|_{L_{x,h}^\infty}}{\rho^{1-\alpha}} \right] v^2. \tag{3.22}
\end{align*}\]

We first focus on the last term in the above inequality. We choose \(\rho\) as 
\[\rho = 4(\xi^2 + |h|^2)^{1/2}.\]

Obviously \(\rho \geq 4|h|\). Now, using that \(\alpha + \gamma - 1 > 0\) and (3.19), we find that
\[\frac{\alpha v^2}{(\xi^2 + |h|^2)^{1-\alpha}} \leq C_\alpha \frac{M^2}{(\xi^2 + |h|^2)^{\gamma/2}} \leq C_\alpha \frac{\|\theta_0\|_{L_\infty}^2}{\xi_0^{2(1-\gamma)} |h|^\gamma}. \tag{3.23}\]

In the last inequality above, we have recalled the definition of \(M\) in (3.19) and used the bound
\[\frac{(\xi^2 + |h|^2)^{\gamma/2}}{\xi_0^{2(1-\gamma)} |h|^\gamma} \leq \frac{C}{\xi_0^{1-\gamma}}\]
which holds since \(\alpha + \gamma > 1\), we have chosen \(|h| \leq \xi_0\), and by definition we have \(\xi(t) \leq \xi_0\). This is in fact the only place in the proof where the restriction \(|h| \leq \xi_0\) is used. For the other two terms in (3.22), we have
\[\frac{|v|}{\xi_0^\alpha} + \frac{|v|_{L_{x,h}^\infty}^{\alpha}}{\rho^{1-\alpha}} \leq CM \frac{\xi^\alpha}{(\xi^2 + |h|^2)^{1/2}} + \frac{1}{(\xi^2 + |h|^2)^{(1-\alpha)/2}} \leq C \frac{\|\theta_0\|_{L_\infty} \xi^\alpha}{\xi_0^{1-\gamma}} |h|^\gamma. \tag{3.24}\]

In light of (3.23) and (3.24), we can rewrite (3.22) as
\[\begin{align*}
2\alpha \frac{|h|}{\xi^2 + |h|^2} |\delta_h u| v^2 & \leq \frac{1}{2(\xi^2 + |h|^2)^\alpha} D_{\gamma}[\delta_h \theta] + C_\alpha \frac{|h|^2}{\xi^2 + |h|^2} \left[ \alpha \frac{\|\theta_0\|_{L_\infty}^2}{\xi_0^{2(1-\gamma)}} + \frac{\|\theta_0\|_{L_\infty}}{\xi_0^{1-\gamma}} \right] \frac{1}{|h|^\gamma} v^2 \\
& \leq \frac{1}{2(\xi^2 + |h|^2)^\alpha} D_{\gamma}[\delta_h \theta] + C_\alpha \left[ \alpha \frac{\|\theta_0\|_{L_\infty}^2}{\xi_0^{2(1-\gamma)}} + \frac{\|\theta_0\|_{L_\infty}}{\xi_0^{1-\gamma}} \right] \frac{1}{|h|^\gamma} v^2. \tag{3.25}\n\end{align*}\]

Henceforth, we require \(\xi_0\) big enough so that
\[C_\alpha \left[ \frac{\|\theta_0\|_{L_\infty}^2}{\xi_0^{2(1-\gamma)}} + \frac{\|\theta_0\|_{L_\infty}}{\xi_0^{1-\gamma}} \right] \leq \frac{1}{8c_0}, \]
where \(c_0 > 0\) is the constant appearing in (3.8). The above requirement is fulfilled in particular if we impose
\[\frac{\|\theta_0\|_{L_\infty}}{\xi_0^{1-\gamma}} \leq \frac{1}{16C_0\alpha},\]

namely the lower bound
\[\xi_0^{1-\gamma} \geq 16C_0\alpha\|\theta_0\|_{L_\infty},\]
which concludes the proof of the lemma. \(\square\)
3.5. Proof of Theorem 1.3. We are now ready to prove Theorem 1.3. Define $\xi_0$ as in (3.20). From the definition of $v$ in (3.5), it is immediate to see that

$$\|v(0)\|_{L^\infty_{x,h}} \leq \frac{2\|\theta_0\|_{L^\infty}}{\xi_0^3} =: \frac{M}{2}.$$ 

Define

$$t_0 = \sup\{t \geq 0 : \|v(\tau)\|_{L^\infty_{x,h}} < M, \forall \tau \in [0, t]\}.$$ 

In other words, $t_0$ is the first time for which $\|v(t)\|_{L^\infty_{x,h}}$ reaches the value $M$. We claim that $t_0 = \infty$. Since $t \mapsto \|v(t)\|_{L^\infty_{x,h}}$ is a continuous function, we clearly have that $t_0 > 0$.

Due to the smoothness of $v$ in $x$ and $h$, and the periodicity of $\delta_h \theta(x)$ in both $x$ and $h$, there exist $(\bar{x}, \bar{h}) \in \mathbb{T}^2 \times \mathbb{T}^2$ with $|v(\bar{x}, t_0; h)| = \|v(t_0)\|_{L^\infty_{x,h}} = M$. At this stage we note that the maximum being attained at $(\bar{x}, \bar{h})$ imposes an upper bound for $|\bar{h}|$. Indeed, for every $|h| \geq \xi_0$, since $0 \leq \xi \leq \xi_0$ we have

$$|v(\cdot, \cdot; h)| \leq \frac{2\|\theta\|_{L^\infty}}{|h|^\alpha} \leq \frac{2\|\theta_0\|_{L^\infty}}{\xi_0^3} = \frac{M}{2}.$$ 

This shows that we must have $|\bar{h}| \leq \xi_0$.

Using Lemmas 3.2 and 3.4 we bound the right-side of (3.6), and obtain that for $t \in (0, t_0]$ we have

$$Lv^2 + \frac{1}{(\xi^2 + |h|^2)\alpha}D_\gamma[\delta_h \theta] \leq \frac{1}{2(\xi^2 + |h|^2)\alpha}D_\gamma[\delta_h \theta] + \frac{1}{4c_0|h|^\gamma}v^2$$

pointwise in $x, h \in \mathbb{T}^2$, with $|h| \leq \xi_0$. On the other hand, the lower bound (3.8) on (a fourth of) the dissipation entails

$$Lv^2 + \frac{1}{4c_0|h|^\gamma} \left(\left[\frac{|v|}{\|v\|_{L^\infty_{x,h}}}\right]^\frac{\gamma}{1-\alpha} - 1\right) v^2 + \frac{1}{4c_0|h|^\gamma} \left[\frac{|v|}{\|v\|_{L^\infty_{x,h}}}\right]^\frac{\gamma}{1-\alpha} v^2 \leq 0 \quad (3.26)$$

pointwise in $x, h \in \mathbb{T}^2$, with $|h| \leq \xi_0$.

Let $t \in [t_0 - \epsilon, t_0)$ be arbitrary, where $\epsilon > 0$ is small enough so that $\|v(t)\|_{L^\infty_{x,h}} \geq 3M/4$ for all $t$ in this interval. In particular, this ensures that the maximum of $|v(x, t; h)|$ cannot be attained at an $h$ with $|h| \geq \xi_0$. For such $t$ close to $t_0$, we evaluate estimate (3.26) above at a point $(\bar{x}, \bar{h}) = (\bar{x}(t), \bar{h}(t)) \in \mathbb{T}^2 \times \mathbb{T}^2$ at which $v^2(t)$ attains its maximum value of $M$. Since, at that point, $\partial_h v^2 = \partial_x v^2 = 0$, $\Lambda^\gamma v^2 \geq 0$, $|v(\bar{x}, t; h)| = \|v(t)\|_{L^\infty_{x,h}}$, and $|\bar{h}| \leq \xi_0$, we arrive at

$$(\partial_t v^2)(\bar{x}, t; \bar{h}) + \frac{(3M/4)^2}{4c_0 \xi_0^3} \leq L v^2(\bar{x}, t; \bar{h}) + \frac{v^2(\bar{x}, t; \bar{h})}{4c_0|h|^\gamma} \leq 0.$$ 

Here we used that the second term on the left of (3.26) vanishes at $(\bar{x}, \bar{h})$ since $|v(\bar{x}, t; h)||v(t)||L^\infty_{x,h}^{-1} = 1$.

Consequently,

$$|v(\bar{x}, t; \bar{h})| < -\frac{9M^2}{64c_0 \xi_0^3} \quad (3.27)$$

for all $t \in [t_0 - \epsilon, t_0)$. Following an argument in [6, Appendix B], one may show that for almost every $t$ in $[t_0 - \epsilon, t_0)$ we have

$$\frac{d}{dt}\|v(t)\|_{L^\infty_{x,h}}^2 \leq (\partial_t v^2)(\bar{x}, t; \bar{h}) < -\frac{9M^2}{64c_0 \xi_0^3}.$$
from which it follows upon using the fundamental theorem of calculus that \( \|v(t)\|_{L^\infty_{x,h}} < M \). We may thus conclude that \( t_0 = \infty \), or in other words
\[
\|v(t)\|_{L^\infty_{x,h}} \leq M, \quad \forall t \geq 0.
\]
Notice that \( \xi(t) \equiv 0 \) for all \( t \geq T_\star \), where \( T_\star \) is given by (3.15). Hence,
\[
[\theta(t)]_{C^0} = \|v(t)\|_{L^\infty_{x,h}} \leq M = \frac{4\|\theta_0\|_{L^\infty}}{\xi_0}, \quad \forall t \geq T_\star,
\]
and the proof is completed.

4. A lower bound for time of local existence

In this section, we explicitly compute a lower bound on the local time of existence of solutions to the supercritical SQG equation. As mentioned earlier, such a time will depend on norms which are not scaling-critical. Precisely, we have the following result.

**Proposition 4.1.** Let \( \theta_0 \in H^2 \) be given, and consider the unique local in time solution of the supercritical SQG equation (SQG\(_\gamma\))
\[
\theta \in L^\infty(0, T_1; H^2) \cap L^2(0, T_1; H^{2+\gamma/2})
\]
originating from \( \theta_0 \). There exists a universal constant \( C_0 > 0 \) such that the lower bound
\[
T_1 \geq \frac{1}{C_0\|\theta_0\|_{L^2}^\gamma\|\theta_0\|_{H^2}^{2-\gamma/2}},
\]
(4.1)
holds.

Before giving the proof of (4.1), we recall a number of useful inequalities involving the fractional Laplacian. We recall the Gagliardo-Nirenberg inequality
\[
\|f\|_{L^q} \leq C_q\|\Lambda^{1-\frac{2}{q}}f\|_{L^2},
\]
valid for \( q \in [2, \infty) \) and mean zero functions \( f \). Two particularly useful cases are
\[
\|f\|_{L^{4/\gamma}} \leq C_\gamma\|\Lambda^{1-\gamma/2}f\|_{L^2}, \quad \text{and} \quad \|f\|_{L^{4/(2-\gamma)}} \leq C_\gamma\|\Lambda^{\gamma/2}f\|_{L^2},
\]
(4.2)
where the constant \( C_\gamma \) is bounded uniformly from above for \( \gamma \in [\gamma_0, 3/2] \), so that the dependence on \( \gamma \) will be dropped. We will make use of the interpolation inequality
\[
\|f\|_{H^\sigma}^2 \leq C\|f\|_{H^2}^{2-\sigma}\|f\|_{H^2}^\sigma,
\]
(4.3)
valid for \( \sigma \in [0, 2] \), with constant \( C \) independent of \( \sigma \). Lastly we shall use that \( \|R^\perp\|_{L^p \rightarrow L^p} \leq C_\gamma \) for \( p \geq 2 \), with \( C_\gamma > 0 \) a universal constant. In particular we apply this bound for \( p = 4/\gamma \) and \( p = 4/(2-\gamma) \) and in this case the operator norm of \( R^\perp \) on \( L^p \) is bounded independently of \( \gamma \in [\gamma_0, 3/2] \).

**Proof of Proposition 4.1.** The existence of such a solution \( \theta \) on a maximal time interval \([0, T_1]\) follows e.g. from [15]. The proof of the proposition consists of an a priori \( \dot{H}^2 \) estimate. First, recall that since \( \nabla \cdot u = 0 \) we immediately have
\[
\|\theta(t)\|_{L^2}^2 \leq \|\theta_0\|_{L^2}^2 - \int_0^t \|\Lambda^{\gamma/2}\theta(s)\|_{L^2}^2 ds \leq \|\theta_0\|_{L^2}^2.
\]
(4.4)
Taking an inner product of (SQG\(_\gamma\)) with \( \Delta^2\theta \), using that \( \nabla \cdot u = 0 \), and the bounds (4.2) and (4.3) we obtain
\[
\frac{1}{2} \frac{d}{dt} \|\theta\|_{\dot{H}^2}^2 + \|\theta\|_{H^{2+\gamma/2}}^2 = - \int \Delta(u \cdot \nabla \theta) \Delta \theta dx = - \int \Delta u \cdot \nabla \theta \Delta \theta dx - 2 \int \nabla u : \nabla^2 \theta \Delta \theta dx
\]
\[
\leq \|\Delta u\|_{L^2} \|\nabla \theta\|_{L^{4/\gamma}} \|\Delta \theta\|_{L^{4/(2-\gamma)}} + 2 \|\nabla u\|_{L^{4/\gamma}} \|\nabla^2 \theta\|_{L^2} \|\Delta \theta\|_{L^{4/(2-\gamma)}}
\]
\[
\leq C\|\theta\|_{\dot{H}^2} \|\theta\|_{H^{2-\gamma/2}} \|\theta\|_{H^{2+\gamma/2}} \leq \frac{1}{2} \|\theta\|_{\dot{H}^2}^2 + C\|\theta\|_{H^{2+\gamma/2}}^{4-\gamma/2} \|\theta\|_{L^2}^{\gamma/2}. \quad (4.5)
\]
Letting $y(t) = \|\theta(t)\|_{H^2}$, from (4.5) above and the $L^2$ maximum principle (4.4) it follows that
\[
\dot{y} \leq Ay^{3-\gamma/2} \quad \text{where} \quad A = C_0 \|\theta_0\|^\gamma_{L^2}
\]
and $C_0 > 0$ is a fixed universal constant. Solving the above ODE it follows that
\[
y(t) \leq \frac{y_0}{(1 - (2 - \gamma/2)Ay_0^{2-\gamma/2}t)^{1/(2-\gamma/2)}}
\]
From (4.6) it follows that the $H^2$ norm of $\theta$ does not blow before
\[
T = \frac{1}{(2 - \gamma/2)Ay_0^{2-\gamma/2}} \geq \frac{1}{2Ay_0^{2-\gamma/2}} = \frac{1}{2C_0\|\theta_0\|_{L^2}^{\gamma/2} \|\theta_0\|_{H^2}^{2-\gamma/2}} = T_1
\]
which concludes the proof. \qed

5. Proof of Theorem 1.1

Given $\theta_0$ in $H^2$, by the local existence theorem (cf. Proposition 4.1) we have that the solution of (SQG) with initial datum $\theta_0$ does not blow up until
\[
T_1 = \frac{1}{C_0\|\theta_0\|_{L^2}^{\gamma/2} \|\theta_0\|_{H^2}^{2-\gamma/2}}.
\]
On the other hand, by the eventual regularity theorem (cf. Theorem 1.3) we know that after time
\[
T_* = C_0\alpha^{\gamma(2-\gamma)/(1-\gamma)} \left(\|\theta_0\|_{L^2}^{\frac{\gamma}{2(1-\gamma)}} \|\theta_0\|_{H^2}^{\frac{\gamma}{2(1-\gamma)}}\right)^\frac{2}{\gamma - \gamma}
\]
the solution remains smooth, where $\alpha \in (1 - \gamma, 1)$ is arbitrary. Here we used that in two dimensions we have the bound $\|\theta_0\|_{L^\infty} \leq C\|\theta_0\|_{L^2}^{1/2} \|\theta_0\|_{H^2}^{1/2}$. Also $C_0 \geq 2$ is a universal constant.

The proof is concluded once we show that for $\gamma$ sufficiently close to 1 we may choose a suitably small $\alpha \in (1 - \gamma, 1)$ such that
\[
T_* \leq T_1.
\]
This is equivalent to
\[
C_0^{-2} \alpha^{\gamma(2-\gamma)/(1-\gamma)} \geq \|\theta_0\|_{L^2}^{\frac{\gamma}{2(1-\gamma)}} \|\theta_0\|_{H^2}^{\frac{\gamma}{2(1-\gamma)}} \|\theta_0\|_{L^2}^{\frac{\gamma}{2(1-\gamma)}} \|\theta_0\|_{H^2}^{\frac{(2-\gamma)^2}{2(1-\gamma)}}
\]
Assuming that
\[
\|\theta_0\|_{L^2}^{\frac{\gamma}{2(1-\gamma)}} \|\theta_0\|_{H^2}^{\frac{\gamma}{2(1-\gamma)}} \leq R
\]
it follows by raising both sides to the power $(2 - \gamma)/(1 - \gamma)$ that
\[
\|\theta_0\|_{L^2}^{\frac{\gamma(2-\gamma)}{2(1-\gamma)}} \|\theta_0\|_{H^2}^{\frac{(2-\gamma)^2}{2(1-\gamma)}} \leq R^{\frac{2-\gamma}{\gamma - \gamma}}
\]
and thus (5.1) holds if we choose $\alpha$ such that
\[
C_0^{-2} \alpha^{-\frac{\gamma(2-\gamma)}{1-\gamma}} \geq R^{\frac{2-\gamma}{\gamma - \gamma}} \iff R^{-\frac{1}{2}}C_0^{-\gamma(2-\gamma)/(2(1-\gamma))} \geq \alpha.
\]
To conclude, we let
\[
\alpha = \min \left\{ 2(1 - \gamma), \frac{1}{2} \right\}
\]
which combined with (5.1)–(5.2) imply that there exists $\gamma_1 = \gamma_1(R) \in [\gamma_0, 1)$, such that for all $\gamma \in [\gamma_1, 1)$ $T_* \leq T_1$. This shows that the solution cannot blow up in finite time, concluding the proof.
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