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ABSTRACT

Context. Stellar models applied to large stellar surveys of the Milky Way need to be properly tested against a sample of stars with highly reliable fundamental stellar parameters. We have established a programme aiming to deliver such a sample of stars.

Aims. Here we present new fundamental stellar parameters of nine dwarf stars that will be used as benchmark stars for large stellar surveys. One of these stars is the solar-twin 18 Sco, which is also one of the Gaia-ESO benchmarks. The goal is to reach a precision of 1% in effective temperature ($T_{\text{eff}}$). This precision is important for accurate determinations of the full set of fundamental parameters and abundances of stars observed by the surveys.

Methods. We observed HD 131156 ($\xi$ Boo), HD 146233 (18 Sco), HD 152391, HD 173701, HD 185395 ($\theta$ Cyg), HD 186408 (16 Cyg A), HD 186427 (16 Cyg B), HD 190360, and HD 207978 (15 Peg) using the high angular resolution optical interferometric instrument PAVO at the CHARA Array. We derived limb-darkening corrections from 3D model atmospheres and determined $T_{\text{eff}}$ directly from the Stefan–Boltzmann relation, with an iterative procedure to interpolate over tables of bolometric corrections. Surface gravities were estimated from comparisons to Dartmouth stellar evolution model tracks. We collected spectroscopic observations from the ELODIE spectrograph and estimated metallicities ([Fe/H]) from a 1D non-local thermodynamic equilibrium (NLTE) abundance analysis of unblended lines of neutral and singly ionised iron.

Results. For eight of the nine stars we measure the $T_{\text{eff}}$ $\leq$ 1%, and for one star better than 2%. We determined the median uncertainties in log $g$ and [Fe/H] as 0.015 dex and 0.05 dex, respectively.

Conclusions. This study presents updated fundamental stellar parameters of nine dwarf stars that can be used as a new set of benchmarks. All the fundamental stellar parameters were based on consistently combining interferometric observations, 3D limb-darkening modelling, and spectroscopic analysis. The next paper in this series will extend our sample to giants in the metal-rich range.
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1. Introduction

Major efforts are underway to improve our understanding of stars, their populations, and thus the formation and evolution of our Galaxy. New instruments are enabling extensive surveys that allow us to explore the stellar content of the Milky Way in exquisite detail.

One of the latest and largest stellar surveys is being delivered by the Gaia satellite, which is creating a precise 3D map of more than a billion stars throughout our Galaxy (Gaia Collaboration 2016). Complementary spectroscopic surveys such as APOGEE (Allende Prieto et al. 2008), GALAH (De Silva et al. 2015), Gaia-ESO (Gilmore et al. 2012; Randich & Gilmore 2013), and the forthcoming 4MOST survey (de Jong et al. 2012) are providing the chemical compositions for a subset of Gaia stars. Overall, these large stellar surveys are helping us to improve our knowledge of the chemo-dynamical evolution of our Galaxy.

Our understanding of stellar structure and evolution requires accurate measurements of fundamental stellar parameters such as the effective temperature ($T_{\text{eff}}$), surface gravity (log $g$), metallicity ([Fe/H]), and radius of the measured stars.

In most cases fundamental stellar parameters are determined using stellar spectroscopy. This unfortunately means that the parameters are determined indirectly and are model dependent. This negatively affects the accuracy of delivered results and consistency between surveys. Therefore, there is a great need for a set of reference stars called benchmark stars for which these parameters can be measured across a wide range of parameter space in a direct and survey-independent way.

Optical interferometry offers a suitable solution because it precisely measures the angular diameters of stars (Boyajian et al. 2012a,b, 2013; von Braun et al. 2014; Ligi et al. 2016; Baines et al. 2018; Rabus et al. 2019; Rains et al. 2020). The gold standard is then set by stars for which the effective...
temperature can be calculated directly from the measured angular diameter, \( \theta \), and bolometric flux, \( F_{\text{bol}} \), according to the Stefan-Boltzmann law,

\[
T_{\text{eff}} = \left( \frac{4F_{\text{bol}}}{c^2 \sigma \theta^2} \right)^{1/4},
\]

where \( \sigma \) is the Stefan-Boltzmann constant. If reliable measurements of angular diameters can be achieved, then the quality of the derived \( T_{\text{eff}} \) will depend mainly on how well \( F_{\text{bol}} \) can be derived. We note that \( T_{\text{eff}} \) is only weakly model-dependent via the adopted bolometric correction. For the stars analysed in this paper, a change of 2% in bolometric fluxes impacts \( T_{\text{eff}} \) at the 30 K level, which is a 0.5% change. Additionally, the linear radius can be directly determined from the angular diameter given the parallax. Optical interferometry thus allows for the determination of \( T_{\text{eff}} \), in a direct and also survey-independent way. The stars with interferometrically measured angular diameters can then be used to rigorously test and improve the models that are used when deriving stellar parameters from spectroscopic surveys. Additionally, the stars can be used as fundamental benchmark stars to calibrate the characterisation of exoplanet host stars (Tayar et al. 2020). The correct determination of fundamental parameters of benchmark stars is therefore extremely important.

The Gaia-ESO survey used a sample of 34 stars that had been interferometrically measured as benchmarks (Jofré et al. 2014; Heiter et al. 2015). Although the angular diameters of the stars in this sample were observed using optical interferometry, and thus \( T_{\text{eff}} \) was determined directly, the observations were collected from the literature from different instruments applying inconsistent limb-darkening corrections from various model atmosphere grids leading to an inhomogeneous dataset. Therefore, there is an urgent need to refine the measurement of the current sample. Moreover, a wider parameter space needs to be further explored and thus the sample of benchmarks needs to be expanded. The current sample is rather small; a larger sample is needed to robustly test stellar models.

We have been working to improve and expand the sample of benchmark stars via a consistent approach. We measured angular diameters with the highest possible precision using a single state-of-the-art interferometric instrument, applying consistent limb-darkening corrections determined from the best available stellar models. We resolved discrepancies between the spectroscopic, photometric, and interferometric \( T_{\text{eff}} \) of the metal-poor stars in the original Gaia-ESO benchmark sample (Karovicova et al. 2018). Recently, we presented the fundamental stellar parameters of a new and updated set of ten metal-poor benchmark stars (Karovicova et al. 2020). Here we present a second set of benchmarks from our sample, nine dwarf stars, where the fundamental stellar parameters of the stars were delivered applying the same methods as in the first sample.

### 2. Observations

#### 2.1. Science targets

We observed nine dwarf stars as a part of our programme which aims to deliver stars that can be used as benchmarks. The dwarf stars will be added to the first set of metal-poor stars from this programme in Karovicova et al. (2020). The parameters of the dwarf stars are listed in Table 1 and are shown in Fig. 1.

Two stars (HD 152391 and HD 207978) were interferometrically observed for the first time. One of the stars (HD 146233 (18 Sco)) is a current Gaia-ESO benchmark star. The star was interferometrically observed by Boyajian et al. (2012a) and Boyajian et al. (2012b). The Gaia-ESO benchmark sample adopted the angular diameter measured by Boyajian et al. (2012b);
Fig. 2. Squared visibility vs. spatial frequency for HD 131156 and HD 146233. The HD number is noted in the upper right corner of each plot. The raw error bars were scaled to the reduced χ² before the final fitting. For HD 131156 the reduced χ² = 4.7 and for HD 146233 χ² = 3.7. The grey dots are the individual PA VO measurements in each wavelength channel. For clarity, the weighted averages of the PA VO measurements are shown as red circles. The green line shows the fitted limb-darkened model to the PA VO data, with the light grey shaded region indicating the 1σ uncertainties. Lower panel: residuals from the fit.

however, the measurement is in stark disagreement with the measurement by Boyajian et al. (2012a), which is inconsistent with the status of solar twin. We are revising it here to confirm the angular diameter value of Bazot et al. (2011). We discuss these previous measurements, and compare them with our new measurements in Sect. 4.3. Five of the other eight stars (HD 131156, HD 173701, HD 185395, HD 186408, and HD 186427) have been proposed as future benchmarks by Heiter et al. (2015).

Three targets are in multiple systems (HD 131156, HD 186408, and HD 186427). HD 131156 (ζ Boo A) has a K5V companion which is more than 5 arcsec away (Mason et al. 2001) and makes a negligible contribution to the flux in Precision Astronomical Visible Observations (PAVO) instrument, as evidenced by the lack of a short baseline deficit in V in Fig. 2. HD 186408 (16 Cyg A) is separated by approximately 40 arcsec from HD 186427 (16 Cyg B), and both stars are observed as single objects by PAVO. HD 186408 is itself a close binary, separated by approximately 3 arcsec from a faint red dwarf companion (Raghaban et al. 2006). As for HD 131156, this companion makes a negligible contribution to the flux.

The metallicities of our nine dwarf stars range between ~0.5 and +0.2 dex. HD 173701 and HD 190360 both appear metal rich for their age in Fig. 1. We have integrated their kinematics over the past 3 Gyr using the MWPotential14 model within the galpy python package (Bovy 2015) and find that the mean guiding radius of these stars to be 6.9 and 7.1 kpc, respectively. This is broadly consistent with their higher metallicity and not atypical of outward migrations for ~10–11 Gyr stars (Minceh et al. 2018).

2.2. Interferometric observations and data reduction

Our interferometric observations were collected using the PAVO interferometric instrument (Ireland et al. 2008) at the Center for High Angular Resolution Astronomy (CHARA) array at Mt. Wilson Observatory, California (ten Brummelaar et al. 2005). PAVO is operating as a pupil-plane beam combiner in optical wavelengths between ~630–880 nm. The limiting magnitude of the observed targets is R ~ 7.5, which can be slightly extended up to R ~ 8 if the weather conditions allow. The CHARA Array offers baselines up to 330 m, thus making it the longest available baselines in the optical wavelengths worldwide.

The stars were observed using baselines between 65.91 m and 330.7 m. We collected the observations between 2013 July 6 and 2016 August 13. Additionally, several of our targets were previously observed with PAVO between 2009 and 2012. We included these observations in our study so that all data could be analysed consistently. In particular, our treatment of limb-darkening differs from the previous studies. The previously published data include one night of observations of 18 Sco (Bazot et al. 2011), which we supplement with three nights of new observations, as well as the observations of HD 173701 (Huber et al. 2012), 16 Cyg A and B, and θ Cyg (White et al. 2013). Table 2 summarises the dates of all observations, telescope configurations, and the baselines, B (distance between telescopes). The data were reduced with the PAVO reduction software. The PAVO data reduction software has been used in multiple studies (e.g. Bazot et al. 2011; Derekas et al. 2011; Huber et al. 2012; Maestro et al. 2013) and it has been well tested, especially for single baseline squared visibility (V²) observations.

The data reduction software allows the application of several visibility corrections. In particular, a coherence time (t₀) correction based on a ratio of coherent and incoherent visibility estimators may be used to correct visibility losses. The t₀ correction can introduce biases, and we have chosen not to use it. We note, however, that this correction was used in the study of 16 Cyg A and B, and θ Cyg by White et al. (2013). Here we carry out a fresh data reduction for each target. We analyse the data consistently with the rest of the data in this study.

In comparison to the previous studies, we changed the wavelength range we used, including all 38 channels, which range between 630 and 880 nm. The previous studies only used the central 23 channels between 650 and 800 nm because the channels at either end may be unreliable. However, after a careful
### Table 2. Interferometric observations – dwarfs.

| Science target | UT date       | Telescope | B (m) | No. of obs. | Calibrator stars |
|----------------|---------------|-----------|-------|-------------|------------------|
| HD 131156      | 2015 Apr. 28  | E1E2      | 65.91 | 2           | HD 132145        |
|                | 2015 Apr. 29  | E1E2      | 65.91 | 3           | HD 132145, HD 135263 |
| HD 146233      | 2009 Jul. 18  | S1W2      | 210.98| 4           | HD 145607, HD 145788, HD 147550 |
|                | 2013 Jul. 6   | E2W2      | 156.26| 3           | HD 145607, HD 145788 |
|                | 2013 Jul. 7   | W1W2      | 107.93| 3           | HD 145607, HD 145788, HD 147550 |
| HD 152391      | 2015 Jul. 29  | S1E2      | 278.80| 2           | HD 149121, HD 150379, HD 154762 |
|                | 2016 Aug. 11  | E1W1      | 313.57| 2           | HD 154145, HD 154445, HD 154762 |
|                | 2016 Aug. 12  | E1W1      | 313.57| 2           | HD 151591, HD 154145, HD 154445 |
| HD 173701      | 2010 Jul. 19  | S2E2      | 248.13| 3           | HD 176131        |
|                | 2011 Jul. 2   | S1W1      | 278.50| 2           | HD 176131, HD 176626, HD 180681 |
|                | 2012 Aug. 6   | S1E2      | 278.80| 1           | HD 176131        |
| HD 185395      | 2011 May 27   | E2W2      | 156.26| 3           | HD 188665, HD 189296 |
|                | 2011 May 28   | E2W2      | 156.26| 2           | HD 177003        |
|                | 2012 Aug. 4   | S1W2      | 210.98| 3           | HD 176626, HD 181960, HD 184787, HD 188665 |
|                | 2012 Aug. 6   | E2W2      | 156.26| 4           | HD 181960, HD 184787, HD 188665 |
|                | 2012 Aug. 8   | S1W2      | 210.98| 3           | HD 183142, HD 184787, HD 188665 |
|                | 2012 Aug. 10  | S2W2      | 177.45| 3           | HD 183142, HD 184787, HD 188665 |
| HD 186408      | 2010 Jul. 20  | S2E2      | 248.13| 1           | HD 179483        |
|                | 2011 Jul. 4   | S1W2      | 210.98| 3           | HD 177003, HD 188252 |
|                | 2011 Sep. 9   | S2W2      | 177.45| 3           | HD 177003, HD 181960 |
|                | 2012 Aug. 4   | S1W2      | 210.98| 3           | HD 176626, HD 181960, HD 184787 |
|                | 2012 Aug. 8   | S1W2      | 210.98| 3           | HD 176626, HD 183142, HD 188665 |
|                | 2012 Aug. 9   | S2E2      | 248.13| 2           | HD 183142, HD 184787 |
| HD 186427      | 2011 Jul. 4   | S1W2      | 210.98| 3           | HD 177003, HD 188252 |
|                | 2011 Sep. 9   | S2W2      | 177.45| 3           | HD 177003, HD 181960 |
|                | 2012 Aug. 4   | S1W2      | 210.98| 3           | HD 176626, HD 181960, HD 184787 |
|                | 2012 Aug. 8   | S1W2      | 210.98| 3           | HD 176626, HD 183142, HD 188665 |
|                | 2012 Aug. 9   | S2E2      | 248.13| 3           | HD 183142, HD 184787 |
| HD 190360      | 2016 Aug. 10  | E2W2      | 156.26| 3           | HD 191243, HD 193553 |
|                | 2016 Aug. 13  | E1W2      | 221.85| 2           | HD 191243, HD 193553 |
| HD 207978      | 2015 Jul. 27  | E2W2      | 156.26| 2           | HD 207071, HD 208174 |
|                | 2015 Jul. 28  | E2W2      | 156.26| 1           | HD 207071, HD 208174 |
|                | 2015 Jul. 29  | S2E2      | 248.13| 5           | HD 207071, HD 213340 |
| HD 207978      | 2015 Sep. 21  | E1W2      | 221.85| 3           | HD 207071, HD 207469, HD 208174 |
|                | 2015 Sep. 23  | E1W2      | 221.85| 1           | HD 209439, HD 213340 |
|                | 2015 Sep. 25  | E2W2      | 156.26| 3           | HD 207469, HD 208057, HD 209439, |

Investigation of our data, we found no such concerns, and so we included the full range in our analysis. Immediately before and after the science targets a set of calibrating stars was observed allowing us to monitor the interferometric transfer function. These calibrating stars were selected from a catalogue of CHARA calibrators and from the Hipparcos catalogue (ESA 1997). Calibrators were selected to be unresolved or nearly unresolved sources that were located close on sky to our targets. We determined the angular diameters of the calibrators using the $V-K$ relation of Boyajian et al. (2014), and corrected for limb-darkening to determine the uniform disc diameter in the $R$ band. We used $V$ band magnitudes from the Tycho-2 catalogue (Høg et al. 2000) and converted into the Johnson system using the calibration by Bessell (2000). The $K$ band magnitudes were selected from the Two Micron All Sky Survey (2MASS; Skrutskie et al. 2006). The reddening was estimated from the dust map of Green et al. (2015), and the reddening law of O’Donnell (1994) was applied. The relative uncertainty on calibrator diameters was set to 5% (Boyajian et al. 2014). This uncertainty covers both the
uncertainty on the calibrator diameters as well as the reddening. The absolute uncertainty on the wavelength scale was set to 5 nm. We checked all calibrators for binarity. According to Gaia DR2, the proper motion anomaly (Kervella et al. 2019), the phot_bp_rp_excess_factor (Evans et al. 2018), and the renormalised unit weight error (RUWE; Belokurov et al. 2020)
table for one of the stars as an example.

In the appendix we include one table for one of the stars as an example.

Table 3. Calibrator stars used for interferometric observations – dwarfs.

| Calibrator | Spectral type | $m_V$ | $m_K$ | UD (mas) |
|------------|---------------|-------|-------|---------|
| HD 130870  | B9            | 6.77  | 6.72  | 0.153   |
| HD 132145  | A1V           | 6.52  | 6.42  | 0.178   |
| HD 135263  | A2V           | 6.30  | 6.10  | 0.207   |
| HD 145607  | A2I            | 5.42  | 5.05  | 0.327   |
| HD 145788  | A0V           | 6.26  | 5.74  | 0.245   |
| HD 147550  | B9            | 6.24  | 5.96  | 0.215   |
| HD 149121  | B9.5III       | 5.63  | 5.68  | 0.240   |
| HD 150379  | B9V           | 6.93  | 6.66  | 0.158   |
| HD 151591  | A1IV/V        | 7.17  | 6.50  | 0.179   |
| HD 154445  | A3V           | 6.71  | 6.22  | 0.189   |
| HD 145762  | B9            | 7.28  | 7.08  | 0.129   |
| HD 176131  | A2V           | 7.08  | 6.75  | 0.155   |
| HD 176626  | A2V           | 6.85  | 6.77  | 0.147   |
| HD 177003  | B2.5IV        | 5.38  | 5.90  | 0.204   |
| HD 179483  | A2V           | 7.20  | 6.90  | 0.143   |
| HD 179733  | A0III         | 7.53  | 7.29  | 0.118   |
| HD 180681  | A0V           | 7.48  | 7.39  | 0.111   |
| HD 181960  | A1V           | 6.23  | 6.11  | 0.201   |
| HD 183142  | B8V           | 7.07  | 7.53  | 0.096   |
| HD 184787  | A0V           | 6.68  | 6.65  | 0.155   |
| HD 188252  | B3II          | 5.90  | 6.36  | 0.165   |
| HD 188665  | B5V           | 5.13  | 5.52  | 0.248   |
| HD 189296  | A4V           | 6.16  | 5.91  | 0.225   |
| HD 190025  | B5V           | 7.53  | 7.78  | 0.087   |
| HD 191243  | B6I           | 6.14  | 5.68  | 0.187   |
| HD 193553  | B8            | 6.77  | 7.18  | 0.112   |
| HD 207071  | B8            | 6.56  | 6.73  | 0.146   |
| HD 207469  | A0            | 6.82  | 6.69  | 0.151   |
| HD 208057  | B3V           | 5.08  | 5.55  | 0.242   |
| HD 208174  | A2            | 6.78  | 6.14  | 0.213   |
| HD 209439  | A3            | 6.98  | 6.25  | 0.204   |
| HD 213340  | A0            | 6.58  | 6.36  | 0.182   |

3. Methods

Our methodology for delivering the stellar parameters is largely consistent with that in Karovicova et al. (2020) so the results are homogeneous. The connection between the interferometric, photometric and spectroscopic analysis is described in detail therein.

3.1. Modelling of limb-darkened angular diameters

Observations in the first lobe of the visibility function are degenerate between the angular diameter and limb-darkening. A limb-darkened disc appears much the same as a slightly smaller uniformly illuminated disc at these spatial frequencies. To determine the true angular diameters of our targets we therefore rely on stellar atmosphere models to infer the amount of limb-darkening present.

Limb-darkening laws are used to parametrise the intensity profile with a small number of coefficients. It is common in interferometric studies to use a linear limb-darkening law (Schwarzschild 1906),

$$ I(\mu) = 1 - u (1 - \mu), $$

where $\mu = \cos(\gamma)$ and $\gamma$ is the angle between the line of sight and the normal to a given point on the stellar surface, and $u$ is the linear limb-darkening coefficient. However, the linear law does not adequately reproduce the intensity profiles of observations (e.g. Klingsmith & Sobieski 1970) and of models (e.g. Claret & Bloemen 2011). For this study, as for our previous studies (Karovicova et al. 2018, 2020), we therefore adopted the four-term non-linear limb-darkening law of Claret (2000),

$$ I(\mu) = 1 - \sum_k a_k (1 - \mu^{k/2}). $$

Here we repeat some key points, and point out differences and updates.

The fringe visibility is related to the source intensity distribution by a Fourier transform. Following the fringe visibility for a uniform illuminated disc at these spatial frequencies. To determine the true angular diameters of our targets we therefore rely on stellar atmosphere models to infer the amount of limb-darkening. A limb-darkened disc appears much the same as a slightly smaller uniformly illuminated disc at these spatial frequencies. To determine the true angular diameters of our targets we therefore rely on stellar atmosphere models to infer the amount of limb-darkening present.

3.1. Modelling of limb-darkened angular diameters

The fringe visibility is related to the source intensity distribution by a Fourier transform. Following the fringe visibility for a uniform illuminated disc at these spatial frequencies. To determine the true angular diameters of our targets we therefore rely on stellar atmosphere models to infer the amount of limb-darkening present.

3.1. Modelling of limb-darkened angular diameters

The fringe visibility is related to the source intensity distribution by a Fourier transform. Following the fringe visibility for a uniform illuminated disc at these spatial frequencies. To determine the true angular diameters of our targets we therefore rely on stellar atmosphere models to infer the amount of limb-darkening present.

$$ V = \left( 1 - \frac{1}{2} \sum_k a_k + \sum_{k=4}^\infty \frac{2a_k}{k+4} \right)^{-1} \times \left[ 1 - \sum_k a_k J_1(x) + \sum_k a_k 2^{k/4} \frac{x}{4} J_{k/4+1}(x) \right], $$

where $x = \pi B \theta_0 t^{-1}$, with $B$ the projected baseline, $\theta$ the angular diameter, $I(z)$ is the gamma function, and $J_n(z)$ is the $n$-th-order Bessel function of the first kind. The quantity $B t^{-1}$ is the spatial frequency. We fitted this equation to our observed visibilities to determine the angular diameters of our targets. We determined
the uncertainties in our measurements by Monte Carlo simulations that incorporated the uncertainties in the visibility measurements, the wavelength calibration (5 nm), calibrator sizes (5%), and the limb-darkening coefficients. The correlations between wavelength channels are taken into account by bootstrapping. The raw error bars are scaled by $\chi^2$ before the final fitting. The squared visibilities versus spatial frequencies along with the residuals from the fit are shown in Figs. 2–6.

While our recommended stellar parameters are based on angular diameters determined in this way, for ease of comparison with other studies where the treatment of limb-darkening may be different, we also calculated angular diameters for a uniformly illuminated disc model, that is, without limb-darkening. Additionally, we determined the angular diameters for a linearly limb-darkened disc model using coefficients determined from the grid of Claret & Bloemen (2011), as had been done for the previous studies using PAO data that we reanalyse here. These values are given in Table 4. We note that the angular diameters are on average 0.8% smaller than, but still within 1σ of, the values obtained in the previous studies. These differences are due to the updated analysis, as described in Sect. 2.2. The limb-darkened diameters based on the STAGGER-grid are listed in Table 5.

3.2. Bolometric flux

The bolometric fluxes and associated uncertainties were derived with the exact same procedure described in Karovicova et al. (2020). Briefly, we adopted an iterative procedure to interpolate over the tables of bolometric corrections of

1 https://github.com/casaluca/bolometric-corrections
Fig. 5. Squared visibility vs. spatial frequency for HD 186427 and HD 190360. Lower panel: residuals from the fit. The error bars are scaled to the reduced $\chi^2$. For HD 186427 the reduced $\chi^2 = 8.1$ and for HD 190360 $\chi^2 = 1.6$. All lines and symbols are the same as in Fig. 2.

Table 4. Angular diameters and linear limb-darkening coefficients.

| Star        | $\theta_{\text{UD}}$ (mas) | Linear limb-darkening ($u$) | $\theta_{\text{UD}}$ (mas) |
|-------------|-----------------------------|-----------------------------|-----------------------------|
| HD 131156   | 1.069 ± 0.008               | 0.596 ± 0.013               | 1.138 ± 0.009               |
| HD 146233   | 0.633 ± 0.006               | 0.574 ± 0.013               | 0.669 ± 0.007               |
| HD 152391   | 0.459 ± 0.006               | 0.616 ± 0.012               | 0.488 ± 0.007               |
| HD 173701   | 0.313 ± 0.004               | 0.638 ± 0.012               | 0.333 ± 0.005               |
| HD 185395   | 0.712 ± 0.006               | 0.649 ± 0.006               | 0.747 ± 0.006               |
| HD 186427   | 0.503 ± 0.005               | 0.573 ± 0.013               | 0.531 ± 0.004               |
| HD 186427   | 0.459 ± 0.006               | 0.577 ± 0.013               | 0.484 ± 0.005               |
| HD 190360   | 0.631 ± 0.005               | 0.606 ± 0.012               | 0.671 ± 0.005               |
| HD 207978   | 0.524 ± 0.005               | 0.501 ± 0.004               | 0.548 ± 0.006               |

Notes. ($^a$) Limb-darkening coefficients derived from the grid of Claret & Bloemen (2011); see text for details. The final limb-darkened diameters using the higher-order limb-darkening model are listed in Table 5.

Casagrande & VandenBerg (2014, 2018). We used HIPPARCOS $H_0$ and Tycho2 $B$ and $V$ magnitudes for all stars, and 2MASS $JHK_s$ only if they had quality flag ‘A’. Reddening was assumed to be zero for our science targets as they are all located between $\sim 10$ and 30 pc from us, and thus well within the Local Bubble. The adopted bolometric corrections are listed in Table 6.

We note that our uncertainties in bolometric fluxes do not take into account possible inaccuracies in model fluxes. Comparison with absolute spectrophotometry indicates that by using multiple bands, bolometric fluxes from the CALSPEC library can be recovered at the one percent level for FG stars (Casagrande & VandenBerg 2018). However, our sample comprises cooler stars, for which the performance of our bolometric corrections is much less tested (see e.g. discussions in White et al. 2018; Rains et al. 2021; Tayar et al. 2020). Encouragingly, comparison with the absolute spectrophotometry of a few GK subgiants in White et al. (2018) indicates that reliable fluxes can still be obtained from our bolometric corrections. As pointed out earlier, it should also be kept in mind that a given percentage change in bolometric flux carries a four times smaller percentage change in effective temperatures.

3.3. Spectroscopic analysis

We measured a set of unblended Fe I and Fe II lines from high-resolution $R \approx 42 000$ spectra from the ELODIE archive (Moultaka et al. 2004). We used a pipeline based on the Spectroscopy Made Easy (SME) code (Piskunov & Valenti 2017), together with MARCS model atmospheres (Gustafsson et al. 2008) and non-LTE corrections from Amarsi et al. (2016).

We performed a differential abundance analysis by a comparison to measurements on a solar spectrum recorded with the same spectrograph from reflected light off the Moon. These differential measurements remove zero-level uncertainties in the reference oscillator strengths, and ensure that metallicity
Table 5. Observed ($\theta_{\text{LD}}$) and derived ($F_{\text{bol}}$, $M$, $L$, $R$) stellar parameters.

| Star     | $\theta_{\text{LD}}$ (mas) | $F_{\text{bol}}$ (erg s$^{-1}$ cm$^{-2}$ 10$^{-8}$) | $M$ ($M_\odot$) | $L$ ($L_\odot$) | $R$ ($R_\odot$) |
|----------|----------------------------|---------------------------------|-----------------|--------------|---------------|
| HD 131156 | 1.124 ± 0.009              | 39.836 ± 2.568                  | 0.88 ± 0.03     | 0.562 ± 0.036 | 0.817 ± 0.007 |
| HD 146233 | 0.663 ± 0.007              | 16.711 ± 0.060                  | 1.01 ± 0.02     | 1.043 ± 0.005 | 1.007 ± 0.011 |
| HD 152391 | 0.477 ± 0.007              | 6.365 ± 0.105                   | 0.83 ± 0.02     | 0.559 ± 0.009 | 0.878 ± 0.011 |
| HD 173701 | 0.329 ± 0.005              | 2.836 ± 0.047                   | 0.89 ± 0.02     | 0.646 ± 0.011 | 0.959 ± 0.015 |
| HD 185395 | 0.737 ± 0.006              | 39.968 ± 0.187                  | 1.40 ± 0.02     | 4.232 ± 0.035 | 1.462 ± 0.013 |
| HD 186408 | 0.525 ± 0.004              | 10.845 ± 0.312                  | 1.04 ± 0.03     | 1.511 ± 0.043 | 1.193 ± 0.009 |
| HD 186472 | 0.479 ± 0.004              | 8.717 ± 0.325                   | 1.02 ± 0.03     | 1.215 ± 0.045 | 1.088 ± 0.011 |
| HD 190360 | 0.663 ± 0.005              | 13.947 ± 0.078                  | 0.93 ± 0.02     | 1.114 ± 0.007 | 1.142 ± 0.009 |
| HD 207978 | 0.542 ± 0.005              | 16.442 ± 0.067                  | 1.07 ± 0.08     | 3.768 ± 0.025 | 1.587 ± 0.015 |

Notes. $F_{\text{bol}}$ and $L$ are obtained adopting $L_\odot = 3.842 \times 10^{33}$ erg s$^{-1}$.

Table 6. Bolometric corrections.

| Star     | $BC_{\text{H}}$ | $BC_{\text{J}}$ | $BC_{\text{K}}$ | $BC_{\text{N}}$ | $BC_{\text{X}}$ | $BT$ | $V_T$ | $eV_T$ | $H_p$ | $eH_p$ | $J$ | $eJ$ | $H$ | $eH$ | $K$ | $eK$ |
|----------|-----------------|-----------------|-----------------|-----------------|-----------------|-----|-------|--------|-------|--------|-----|------|-----|------|-----|------|
| HD 131156 | -0.234          | -0.985          | -0.179          | 1.183           | 1.515           | 1.607 | 5.575 | 0.014  | 0.057  | 0.009  | 0.045 | - | - | - | - | - | - |
| HD 146233 | -0.172          | -0.832          | -0.119          | 1.095           | 1.369           | 1.454 | 6.292 | 0.015  | 0.057  | 0.009  | 0.045 | - | - | - | - | - | - |
| HD 152391 | -0.286          | -1.135          | -0.232          | 1.254           | 1.626           | 1.728 | 7.594 | 0.015  | 0.057  | 0.009  | 0.045 | - | - | - | - | - | - |
| HD 173701 | -0.291          | -1.201          | -0.237          | 1.277           | 1.645           | 1.754 | 8.606 | 0.016  | 0.057  | 0.009  | 0.045 | - | - | - | - | - | - |
| HD 185395 | -0.068          | -0.425          | -0.020          | 0.742           | 0.873           | 0.936 | 4.942 | 0.014  | 0.057  | 0.009  | 0.045 | - | - | - | - | - | - |
| HD 186408 | -0.160          | -0.813          | -0.101          | 1.084           | 1.346           | 1.432 | 6.719 | 0.014  | 0.057  | 0.009  | 0.045 | - | - | - | - | - | - |
| HD 186472 | -0.170          | -0.836          | -0.111          | 1.098           | 1.369           | 1.455 | 6.963 | 0.015  | 0.057  | 0.009  | 0.045 | - | - | - | - | - | - |
| HD 190360 | -0.221          | -1.002          | -0.162          | 1.189           | 1.505           | 1.602 | 6.661 | 0.014  | 0.057  | 0.009  | 0.045 | - | - | - | - | - | - |
| HD 207978 | -0.140          | -0.550          | -0.096          | 0.868           | 1.076           | 1.141 | 6.021 | 0.014  | 0.057  | 0.009  | 0.045 | - | - | - | - | - | - |

Notes. Adopted bolometric corrections (BC). HIPPARCOS $H_p$ and Tycho2 $BT$-$V_T$ magnitudes for all stars. 2MASS $JHK_s$ only if the quality is flagged ‘A’. The zero-point of these bolometric corrections is set by $M_{\text{bol,0}} = 4.75$. $F_{\text{bol}}$ for each star is obtained from Eq. (3) of Casagrande & VandenBerg (2018), adopting $L_\odot = 3.842 \times 10^{33}$ erg s$^{-1}$.

measurements are relative to the Sun with no significant zero-point uncertainty. Our iron abundance estimates are based on an outlier-resistant mean with 3σ clipping. We also estimate abundances separately for Fe I and Fe II; comparing these two measurements offers an independent check on the accuracy of our stellar parameters as systematic errors are expected to yield deviations from ionisation equilibrium. In addition to our statistical uncertainties, we also estimated the systematic errors on the metallicity. These estimates were computed from the effect of uncertainties in each of the stellar parameters on the metallicity measurements, and then combined in quadrature.

3.4. Stellar evolution models

We determined stellar masses using the Dartmouth stellar evolution tracks (Dotter et al. 2008), which cover a wide range of ages and metallicities. We used solar-scaled models with $[\alpha/Fe] = 0$ since the stars investigated in this work are thin-disc stars with no discernible $\alpha$-enhancement at low metallicity. We performed the fitting using the ELLI package (Lin et al. 2018), which uses a Bayesian framework to estimate mass and age from our estimates of $T_{\text{eff}}$, log $L/L_\odot$, and [Fe/H]. Errors on these parameters are assumed to be symmetric and independent. This code samples the posterior distribution using a Markov chain Monte Carlo (MCMC) method; we estimate the mass and its uncertainty from the mean and standard deviation of this distribution. The surface gravity is computed directly from this estimate on the form

$$\log g = \log \frac{GM}{R^2} = \log \frac{4GM\sigma^2}{\theta^2},$$

where $G$ is the gravitational constant and $\theta$ the parallax.

4. Results and discussion

4.1. Recommended stellar parameters

We present fundamental stellar parameters and angular diameters for a set of nine dwarf stars: HD 131156 (ξ Boo), HD 146233 (18 Sco), HD 152391, HD 173701, HD 185395 (θ Cyg), HD 186408 (16 Cyg A), HD 186427 (16 Cyg B), HD 190360, and HD 207978 (15 Peg). We present the stars as a new set of benchmark stars. We estimate radius and mass from measurements of $\theta_{\text{LD}}$, $F_{\text{bol}}$, and parallax for all nine stars. All these values, along with luminosity, are summarised in Table 5. The final fundamental stellar parameters of $T_{\text{eff}}$, log $g$, and [Fe/H] are presented in Table 7, and are discussed below.

4.2. Uncertainties

The final uncertainties in $T_{\text{eff}}$ are due, independently, to the uncertainties in the bolometric flux and to the uncertainties in the angular diameter. The contributions from each are shown in Table 8, where they have been computed by artificially setting the uncertainties from the other measurement to zero. For clarity the dominating uncertainty is highlighted in boldface.

---

2 https://github.com/dotbot2000/elli
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Table 7. Derived stellar parameters ($T_{\text{eff}}$, log $g$, [Fe/H]).

| Star      | $T_{\text{eff}}$ (K) | log $g$ (dex) | [Fe/H] (dex) |
|-----------|----------------------|--------------|--------------|
| HD 131156 | 5545 ± 92            | 4.561 ± 0.017 | −0.10 ± 0.04 |
| HD 146233 | 5819 ± 31            | 4.437 ± 0.013 | 0.06 ± 0.03  |
| HD 152391 | 5380 ± 45            | 4.486 ± 0.017 | −0.10 ± 0.06 |
| HD 173701 | 5295 ± 46            | 4.426 ± 0.017 | 0.20 ± 0.08  |
| HD 185395 | 6853 ± 29            | 4.254 ± 0.010 | 0.06 ± 0.06  |
| HD 186408 | 5864 ± 48            | 4.302 ± 0.014 | 0.15 ± 0.05  |
| HD 186427 | 5814 ± 59            | 4.373 ± 0.015 | 0.12 ± 0.03  |
| HD 190360 | 5537 ± 22            | 4.292 ± 0.012 | 0.17 ± 0.04  |
| HD 207978 | 6403 ± 30            | 4.070 ± 0.035 | −0.53 ± 0.07 |

Table 8. Uncertainties in $T_{\text{eff}}$ and how they propagate from the underlying measurements.

| Star      | $T_{\text{eff}}$ (K) | $eT_{\text{eff}}$ (K) | $eT_{\text{eff}}$ (%) | $eF_{\text{bol}}$ (a) (K) | $e\theta_{\text{LD}}$ (b) (K) |
|-----------|----------------------|-----------------------|----------------------|---------------------------|-----------------------------|
| HD 131156 | 5545                 | 92                    | 1.7                  | 89                        | 22                          |
| HD 146233 | 5819                 | 31                    | 0.5                  | 5                         | 31                          |
| HD 152391 | 5380                 | 45                    | 0.8                  | 22                        | 39                          |
| HD 173701 | 5295                 | 46                    | 0.9                  | 22                        | 40                          |
| HD 185395 | 6853                 | 29                    | 0.4                  | 8                         | 28                          |
| HD 186408 | 5864                 | 48                    | 0.8                  | 42                        | 22                          |
| HD 186427 | 5814                 | 59                    | 1.0                  | 54                        | 24                          |
| HD 190360 | 5537                 | 22                    | 0.4                  | 8                         | 21                          |
| HD 207978 | 6403                 | 30                    | 0.5                  | 6                         | 30                          |

Notes. (a) The uncertainty contributions from the bolometric flux if the $\theta_{\text{LD}}$ uncertainties are set to 0. (b) The uncertainties arising entirely from the angular diameter measurements if the $F_{\text{bol}}$ uncertainties are set to 0. The dominating uncertainty is highlighted in boldface.

It should be noted that in the final $T_{\text{eff}}$ error estimates, we propagate the statistical measurement uncertainties in log $g$ and [Fe/H] from the isochrone fitting and spectroscopic analysis, which were folded into the uncertainties in the angular diameters. The median uncertainties in log $g$ and [Fe/H] across our sample of stars are 0.015 dex and 0.05 dex, respectively (Table 7).

The uncertainties in $T_{\text{eff}}$ are less than 50–60 K (or less than 1%) for all but two stars in our sample. For one of these the uncertainty is equal to 1%. For the remaining star the uncertainty in $T_{\text{eff}}$ is higher than 1%, however still low (1.7%). The uncertainty for these two stars is dominated by errors in the bolometric flux. Errors in $T_{\text{eff}}$ resulting from uncertainties in the limb-darkened angular diameters are at most 40 K, with a median of just 29 K (0.5%). The only star in our dwarf sample for which we report $T_{\text{eff}}$ uncertainties larger than 1% (1.7%) is HD 131156. As already mentioned, the $T_{\text{eff}}$ uncertainty is dominated by the uncertainty in the bolometric flux; therefore, the $F_{\text{bol}}$ value for this star requires refinement before the star fully meets the set requirements for the $T_{\text{eff}}$ precision. As mentioned previously, the desired precision requested before the star fully meets the set requirements for the $T_{\text{eff}}$ precision. As mentioned previously, the desired precision requested before the star fully meets the set requirements for the $T_{\text{eff}}$ precision.

4.3. Comparison with angular diameter values in the literature

In total, seven of the stars have been previously interferometrically observed. We present the first published angular diameters for two stars: HD 152391 and HD 207978. For some of the stars we conducted new observations and for all the stars we carried out fresh data reduction and analysis of the data. For all the stars we applied our updated analysis and updated treatment of limb-darkening modelling. Table 9 lists our measurements of angular diameters $\theta_{\text{LD}}$ together with values reported in the literature. We compare these values in Fig. 7.

HD 131156 ($\xi$ Boo). We observed this star and measured the angular diameter as $\theta_{\text{LD}} = 1.124 \pm 0.009$ mas. This star was previously interferometrically observed by Boyajian et al. (2012a) using the Classic instrument in the K’ band at the CHARA array which reported $\theta_{\text{LD}} = 1.196 \pm 0.014$ mas. We note that the difference of the $\theta_{\text{LD}}$ value in comparison with the previous study is almost 4σ over the quoted uncertainties. We discuss possible reasons for the difference between our measurement using the PAVO instrument and the measurement from the Classic instrument below. This star was suggested as a possible benchmark star in Heiter et al. (2015); therefore, we included it in our observing sample.

HD 146233 (18 Sco). We measured angular diameter of this star as $\theta_{\text{LD}} = 0.663 \pm 0.005$ mas. 18 Sco was previously observed by Bazot et al. (2011) with the same interferometric instrument, PAVO. However, the data were collected on a single night and so are potentially susceptible to calibration errors. The published angular diameter from that night is $\theta_{\text{LD}} = 0.676 \pm 0.006$ mas. 18 Sco is a Gaia-ESO benchmark and the value of $\theta_{\text{LD}}$ reported by Bazot et al. (2011) was adopted by the Gaia-ESO survey (Jofré et al. 2015). The values of $\theta_{\text{LD}}$ differ by 1.4σ. This difference is due, in part, to the additional observations included in our measurement, but also because of the different limb-darkening correction. Additional interferometric observations of this star were conducted by Boyajian et al. (2012a), who observed the star using the Classic instrument at the CHARA array and reported $\theta_{\text{LD}} = 0.780 \pm 0.017$ mas. Here the difference between the values is over 6σ. We again discuss the possible reasons in more detail below.

HD 152391. This star was interferometrically observed for the first time. We report the angular diameter of $\theta_{\text{LD}} = 0.477 \pm 0.007$ mas.

HD 173701. For this star we report $\theta_{\text{LD}} = 0.329 \pm 0.005$ mas. The data were previously analysed by Huber et al. (2012), who reported $\theta_{\text{LD}} = 0.332 \pm 0.006$ mas. Huber et al. (2012) fitted a linearly limb-darkened disc model to the data, determining the limb-darkening coefficient from the grid calculated by Claret & Bloemen (2011) from 1D ATLAS models. For consistency, we carried out new data reduction and re-analysed the data with limb-darkening coefficients from 3D model atmospheres and using a higher-order limb-darkening model. In this case, the angular diameters are in agreement. This star was suggested as a possible benchmark star in Heiter et al. (2015).

HD 185395 ($\eta$ Cyg). This star was previously observed several times with various interferometric instruments. For this star we report $\theta_{\text{LD}} = 0.737 \pm 0.006$ mas. We re-visited data observed by White et al. (2013) who found a value of $\theta_{\text{LD}} = 0.754 \pm 0.009$ mas. The differences between our value of $\theta_{\text{LD}}$ and the value determined by White et al. (2013) can be explained by a combination of our new reduction of the data and the different treatment of limb-darkening. We note that our value is in agreement with the measurement made by White et al. (2013) using the MIRC beam combiner at CHARA ($\theta_{\text{LD}} = 0.739 \pm 0.015$ mas), which operates in the $H$ band where limb-darkening is weaker.
Our value is slightly smaller than the value obtained at visible wavelengths with the VEGA beam combiner at CHARA by Ligi et al. (2016), who found $\theta_{\text{LD}} = 0.749 \pm 0.007$ mas. All these values are significantly smaller than the value obtained with the Classic in the $K'$ band of $\theta_{\text{LD}} = 0.861 \pm 0.015$ mas (Boyajian et al. 2012a). This star was also suggested as a possible benchmark star.

**HD 186408 (16 Cyg A).** For this star we report $\theta_{\text{LD}} = 0.525 \pm 0.004$ mas. Here, we carried out a new data reduction and re-analysis of data observed with the PAVO instrument by White et al. (2013), who reported $\theta_{\text{LD}} = 0.539 \pm 0.006$ mas. Again, this difference can be attributed to our new reduction and the updated limb-darkening treatment. We discuss the matter in more detail below. Boyajian et al. (2013) published observations of this star using the Classic instrument in the $H$ band and found a larger value, $\theta_{\text{LD}} = 0.554 \pm 0.011$ mas. This star is listed as a candidate for a benchmark (Heiter et al. 2015).

**HD 186427 (16 Cyg B).** For this star we report $\theta_{\text{LD}} = 0.479 \pm 0.004$ mas. We re-visited PAVO data observed by White et al. (2013). The previous reported value of $\theta_{\text{LD}}$ was $\theta_{\text{LD}} = 0.490 \pm 0.006$ mas. CHARA Classic observations have been made in the $K'$ band by Baines et al. (2008) and in the $H$ band by Boyajian et al. (2013); the authors reported angular diameters of $\theta_{\text{LD}} = 0.426 \pm 0.056$ mas and $\theta_{\text{LD}} = 0.513 \pm 0.012$ mas, respectively. Since the star was suggested as a possible candidate as a benchmark star, for consistency the data was freshly reduced, re-analysed, and the limb-darkening coefficients from 3D model atmospheres using a higher-order limb-darkening model were applied.

**HD 190360.** We observed the star and measured angular diameter as $\theta_{\text{LD}} = 0.663 \pm 0.005$ mas. Our value agrees with the value, $\theta_{\text{LD}} = 0.662 \pm 0.006$ mas, found with the VEGA instrument by Ligi et al. (2016). This star was also previously observed by Baines et al. (2008) using the CHARA Classic instrument in the $K'$ band, who found $\theta_{\text{LD}} = 0.698 \pm 0.019$ mas. Possible reasons for this difference are discussed below.

**HD 207978 (15 Peg).** The last star in our dwarf sample has not been previously observed interferometrically. We determined the angular diameter to be $\theta_{\text{LD}} = 0.542 \pm 0.005$ mas.

As we have noted, the differences between previous PAVO diameters and our values based on the same data are attributable to a combination of our fresh data reduction and changes to the limb-darkening correction. Both of these changes contribute almost equally to our diameters being an average of 2% smaller than the previous PAVO values.

Most of the changes in our new data reduction had only a small impact on the result. These changes include making different choices around outlier rejection based on S/N and other metrics, new calculations of calibrator sizes, and using more of the observed wavelength channels. The most significant impact results from our choice not to use the $i_0$ correction, as described in Sect. 2.2. The effect of these data reduction changes is reflected in the limb-darkened angular diameters given in Table 4, which used linear limb-darkening coefficients determined in the same way as in the previous studies.

The change to the limb-darkening treatment makes up the remainder of the difference. The previous PAVO studies used linear limb-darkening coefficients calculated from 1D ATLAS model atmospheres in Cousins $R$ band, either by Claret (2000) or Claret & Bloemen (2011). Two different methods of determining the linear coefficient were used by Claret & Bloemen (2011), a simple least-squares (LS) fit to the intensity profile, and...
Fig. 7. Comparison of limb-darkened angular diameters from the literature with measurements from this work. Symbols correspond to the different methods and observations. Black points, joined by a dashed line to guide the eye, show the equivalent linear coefficients (ELCs) calculated from the observations of Neckel & Labs (1994). Blue points, joined by a solid blue line, show the ELCs calculated from the 3D STAGGER solar model (Magic et al. 2015) in each of the 38 wavelength channels of PAVO. Triangles show linear coefficients calculated by Claret & Bloemen (2011) from 1D ATLAS models in Cousins R and I bands. They used two different methods, flux-conserving (FC) and least-squares (LS) fits to the models, indicated by upward orange triangles and downward pink triangles, respectively. Green squares show the linear coefficients calculated using a LS fit from the STAGGER model in Johnson R and I bands by Magic et al. (2015). The error bars show the full width at half maximum of the respective bandpasses. See text for a discussion of the different methods of determining the coefficients.

Fig. 8. Solar linear limb-darkening coefficients as a function of wavelength. Black points, joined by a dashed line to guide the eye, show the equivalent linear coefficients (ELCs) calculated from the observations of Neckel & Labs (1994). Blue points, joined by a solid blue line, show the ELCs calculated from the 3D STAGGER solar model (Magic et al. 2015) in each of the 38 wavelength channels of PAVO. Triangles show linear coefficients calculated by Claret & Bloemen (2011) from 1D ATLAS models in Cousins R and I bands. They used two different methods, flux-conserving (FC) and least-squares (LS) fits to the models, indicated by upward orange triangles and downward pink triangles, respectively. Green squares show the linear coefficients calculated using a LS fit from the STAGGER model in Johnson R and I bands by Magic et al. (2015). The error bars show the full width at half maximum of the respective bandpasses. See text for a discussion of the different methods of determining the coefficients.

A flux-conserving (FC) fit. The previous PAVO studies adopted the average of the values determined by these methods, and used the difference as an estimate of the uncertainty. The R band value was used across all wavelength channels between 650 and 800 nm.

As noted in Sect. 3.1, the linear limb-darkening law is a poor fit to both observations and models of centre-to-limb intensity profiles. This is so because the intensity drops sharply close to the limb. As a result, a simple linear LS fit to the intensity profile will produce a stronger limb-darkening across the vast majority of the stellar disc than is appropriate. The FC fit of Claret & Bloemen (2011) takes account of this by altering the slope of the fit to ensure that the integrated flux over the stellar disc is conserved.

An alternate way to determine an appropriate linear coefficient was recently used by Rains et al. (2020). Their equivalent linear coefficient (ELC) produces the same first sidelobe height in the interferometric visibility function as higher-order models or observations.

The differences between these coefficients are illustrated by Fig. 8, where we show model and observed linear limb-darkening coefficients for the Sun as a function of wavelength. The ELCs that correspond to the four-term non-linear limb-darkening law coefficients we use in this work agree well with ELCs that match the solar observations of Neckel & Labs (1994). By comparison, the linear coefficients determined by Claret & Bloemen (2011) from 1D ATLAS models and by Magic et al. (2015) from the 3D STAGGER grid imply stronger limb-darkening, with the coefficients determined by a LS fit giving the worst results. Additionally, the previous practice of applying the R band value to all wavelength channels also resulted in a bias towards stronger limb-darkening. The previous studies therefore used limb-darkening corrections that were too strong, resulting in angular diameters that were too large.

Even larger differences are found between our measurements and several of those made with the Classic beam combiner, particularly in the K’ band. Such differences have been noted previously (e.g. Casagrande et al. 2014; Karovicova et al. 2018; White et al. 2018), and can arise from several factors, including the target star not being resolved well enough.

4.4. Spectroscopic analysis

We show in Fig. 9 that our abundance determinations for lines of neutral and singly ionised iron are in good agreement: the median and median absolute deviation are 0.00 ± 0.02 dex. As errors in stellar parameters have different impact on lines of neutral and singly ionised iron, these measurements offer an independent test of the quality of our stellar parameters. We estimate that an error in T_{eff} of 100 K would affect the abundances measured from neutral iron lines compared to lines ionised by 0.1 dex; conversely, an error in log g of 0.10 dex would have a corresponding effect of 0.05 dex.

We find that only three out of nine stars exhibit a deviation from ionisation equilibrium greater than their estimated measurement errors, and only significantly so for two stars. We note that these are also the coolest stars in our sample, indicating that the error may be related to our spectroscopic modelling rather than potential errors in the stellar parameters. Crucially, there is no apparent correlation with the angular diameters.
4.5. Comparison with asteroseismology

Stellar radii may also be precisely determined from asteroseismic measurements. Such measurements exist for several of our targets; here we briefly compare asteroseismic radii for these stars with our values from interferometry.

The most direct method of determining radii from asteroseismology is to exploit scaling relations for two global asteroseismic parameters, the frequency of maximum power, $\nu_{\text{max}}$, and the large frequency separation, $\Delta \nu$ (e.g. Kallinger et al. 2010). The value of $\nu_{\text{max}}$ is empirically observed to scale as (Brown et al. 1991; Kjeldsen & Bedding 1995)

$$\frac{\nu_{\text{max}}}{\nu_{\text{max},\odot}} = \left( \frac{M}{M_\odot} \right) \left( \frac{R}{R_\odot} \right)^{-2} \left( \frac{T_{\text{eff}}}{T_{\text{eff},\odot}} \right)^{-1/2},$$

and $\Delta \nu$ scales as (Ulrich 1986)

$$\frac{\Delta \nu}{\Delta \nu_{\odot}} = \left( \frac{M}{M_\odot} \right)^{1/2} \left( \frac{R}{R_\odot} \right)^{-3/2}.$$

By measuring $\Delta \nu$ and $\nu_{\text{max}}$, and given $T_{\text{eff}}$, combining these two relations directly gives the mass and radius. A more rigorous method is to model the stars in detail using individual oscillation frequencies and other measurements as observational constraints. Detailed modelling allows other stellar properties to be constrained, such as age, in addition to the mass and radius.

Four of our targets were observed during the original Kepler mission. Of these, three (HD 173701, HD 186408, and HD 186427) are included in the Kepler LEGACY sample (Lund et al. 2017; Silva Aguirre et al. 2017). We used the measurements of $\nu_{\text{max}}$ and $\Delta \nu$ by Lund et al. (2017) for these stars to calculate scaling relation radii. Detailed asteroseismic modelling for the LEGACY sample was conducted by Silva Aguirre et al. (2017) using several modelling pipelines. For simplicity, here we only use the values derived from the BASTA pipeline to illustrate typical modelling results.

The fourth Kepler star, HD 185395, was studied by Guzik et al. (2016). We use the $\nu_{\text{max}}$ and $\Delta \nu$ values they measured to determine the scaling relation radius. Guzik et al. (2016) used the interferometric radius as a constraint, along with the oscillation frequencies, in their detailed modelling of this star. While this means that a fair comparison of the modelled radius with the interferometric radius cannot be made, we include their modelled radius determined from YREC models (Demarque et al. 2008) to illustrate the stark difference between the scaling relation and modelled radius for this star.

Figure 10 compares the scaling relation and modelling asteroseismic radii with our interferometric radii. As can be expected, the radii determined from the scaling relations do not agree as closely with the interferometric radii as the radii from detailed modelling. The biggest disagreement between interferometry and the scaling relations can be seen for HD 185395. The apparent failure of the scaling relation in this case can be attributed to it being applied to a star that is more than 1000 K hotter than the Sun. White et al. (2011) highlighted that the $\Delta \nu$ scaling relation, while working well in models, requires a temperature-dependent correction when applying it to stars significantly different from the Sun. Applying such a correction here would substantially improve the agreement for this star.

In contrast, the agreement between the modelled radii and the interferometric radii is generally good for all stars, although differences remain. Huber et al. (2012) were unable to reconcile differences between their interferometric and asteroseismic observations, and stellar models for HD 173701. They noted that a higher effective temperature would help to bring better agreement. Despite our revised angular diameter being slightly smaller than the value determined by Huber et al. (2012), we also find a lower bolometric flux than they adopted, such that the effective temperature remains unchanged. Tension between asteroseismic and interferometric results such as this, however, may be of value for calibrating the free parameters of stellar models, such as the mixing length parameter (e.g. Hjørringgaard et al. 2017; Joyce & Chaboyer 2018).

Finally, we note that HD 146233 has also been observed asteroseismically by Bazot et al. (2011). However, because a measurement of $\nu_{\text{max}}$ was not reported by Bazot et al. (2011) we have not been able to calculate a scaling relation radius to compare with our measurement. Modelling of this star by Bazot et al. (2018) also used the interferometric measurement as a constraint, and subsequently did not report radius as an output of the modelling.

5. Conclusions

The goal of this study is to extend a sample of stars with highly accurate and reliable fundamental stellar parameters...
that are used as benchmark stars for large stellar surveys. This is the second in a series of papers with this scientific goal. Here we determined fundamental stellar parameters of nine dwarf benchmark stars HD 131156 (ξ Boo A), HD 146233 (18 Sco), HD 152391, HD 173701, HD 185395 (γ Cyg), HD 186408 (16 Cyg A), HD 186427 (16 Cyg B), HD 190360, and HD 207978 (15 Peg).

We observed the stars using the high angular resolution instrument PAVO at the CHARA array in order to measure the angular diameters of the stars. We observed the stars over various nights and with various baseline configurations with the aim of resolving the targets close to the first null of the visibility curve. We estimated the limb-darkening diameters for various nights and with various baseline configurations with HD 186408 (16 Cyg A), HD 186427 (16 Cyg B), HD 190360, and HD 207978 (15 Peg).

The following paper in this series will extend our sample to giants in the metal-rich range. These benchmark stars will be used as a proper scale for stellar models applied to spectroscopic surveys. Therefore, the precision we have been able to achieve is crucial for the correct determination of the atmospheric parameters of the stars observed by the surveys where the scaled stellar models are applied. Properly scaled models will allow us to better understand the physics of stars in our Galaxy.
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Appendix A: Limb-darkening coefficients in 38 channels.

Table A.1. Limb-darkening coefficients in 38 channels. We show one table for the star HD 131156 as an example. Limb-darkening coefficients for the rest of the stars are available at CDS in tables A.1.–A.9.

| chan. | wavelength | $a_1$  | $a_2$  | $a_3$  | $a_4$  |
|-------|------------|--------|--------|--------|--------|
| 1.    | 0.630      | 0.551  | 0.050  | 0.337  | -0.178 |
| 2.    | 0.635      | 0.561  | 0.026  | 0.353  | -0.183 |
| 3.    | 0.639      | 0.565  | 0.016  | 0.366  | -0.193 |
| 4.    | 0.644      | 0.575  | -0.016 | 0.395  | -0.202 |
| 5.    | 0.649      | 0.571  | -0.014 | 0.403  | -0.213 |
| 6.    | 0.654      | 0.588  | 0.024  | 0.299  | -0.174 |
| 7.    | 0.659      | 0.585  | 0.026  | 0.303  | -0.180 |
| 8.    | 0.664      | 0.583  | -0.022 | 0.379  | -0.199 |
| 9.    | 0.670      | 0.582  | -0.022 | 0.365  | -0.187 |
| 10.   | 0.675      | 0.583  | -0.020 | 0.352  | -0.179 |
| 11.   | 0.680      | 0.588  | -0.037 | 0.363  | -0.183 |
| 12.   | 0.686      | 0.592  | -0.055 | 0.384  | -0.193 |
| 13.   | 0.692      | 0.589  | -0.041 | 0.360  | -0.184 |
| 14.   | 0.698      | 0.596  | -0.067 | 0.382  | -0.190 |
| 15.   | 0.704      | 0.604  | -0.095 | 0.411  | -0.203 |
| 16.   | 0.710      | 0.599  | -0.073 | 0.374  | -0.185 |
| 17.   | 0.716      | 0.605  | -0.100 | 0.397  | -0.193 |
| 18.   | 0.722      | 0.599  | -0.081 | 0.367  | -0.178 |
| 19.   | 0.729      | 0.602  | -0.098 | 0.388  | -0.190 |
| 20.   | 0.736      | 0.611  | -0.119 | 0.404  | -0.196 |
| 21.   | 0.743      | 0.611  | -0.126 | 0.400  | -0.192 |
| 22.   | 0.750      | 0.612  | -0.126 | 0.399  | -0.193 |
| 23.   | 0.756      | 0.613  | -0.125 | 0.388  | -0.188 |
| 24.   | 0.763      | 0.620  | -0.153 | 0.415  | -0.200 |
| 25.   | 0.771      | 0.617  | -0.139 | 0.389  | -0.187 |
| 26.   | 0.778      | 0.622  | -0.155 | 0.398  | -0.189 |
| 27.   | 0.786      | 0.620  | -0.148 | 0.394  | -0.191 |
| 28.   | 0.794      | 0.618  | -0.150 | 0.392  | -0.189 |
| 29.   | 0.802      | 0.618  | -0.153 | 0.388  | -0.185 |
| 30.   | 0.810      | 0.616  | -0.147 | 0.381  | -0.183 |
| 31.   | 0.818      | 0.618  | -0.162 | 0.386  | -0.183 |
| 32.   | 0.827      | 0.616  | -0.157 | 0.381  | -0.182 |
| 33.   | 0.835      | 0.617  | -0.168 | 0.389  | -0.186 |
| 34.   | 0.844      | 0.614  | -0.158 | 0.374  | -0.181 |
| 35.   | 0.853      | 0.663  | -0.319 | 0.507  | -0.219 |
| 36.   | 0.863      | 0.646  | -0.262 | 0.453  | -0.203 |
| 37.   | 0.872      | 0.627  | -0.208 | 0.395  | -0.181 |
| 38.   | 0.881      | 0.627  | -0.207 | 0.396  | -0.184 |

Notes. “Limb-darkening coefficients derived from the grid of Magic et al. (2015); see text for details.