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Abstract

A latent force model is a Gaussian process with a covariance function inspired by a differential operator. Such covariance function is obtained by performing convolution integrals between Green’s functions associated to the differential operators, and covariance functions associated to latent functions. In the classical formulation of latent force models, the covariance functions are obtained analytically by solving a double integral, leading to expressions that involve numerical solutions of different types of error functions. In consequence, the covariance matrix calculation is considerably expensive, because it requires the evaluation of one or more of these error functions. In this paper, we use random Fourier features to approximate the solution of these double integrals obtaining simpler analytical expressions for such covariance functions. We show experimental results using ordinary differential operators and provide an extension to build general kernel functions for convolved multiple output Gaussian processes.

1 Introduction

Latent force models (LFMs) [Álvarez et al. 2009] are a type of multiple-output Gaussian processes (GPs) where the covariance function has been derived from physical models. In particular, LFM assumes that each output \{f_d(t)\}_{d=1}^D can be expressed as the convolution integral of a latent function \(u(t)\), and a Green’s function \(G_d(t)\) associated to a linear dynamical system, one per output, \(f_d(t) = \int_{0}^{t} G_d(t - \tau) u(\tau) d\tau\). Such representation for \(f_d(t)\) introduces a dependency between outputs \(f_d(t)\) and \(f_{d'}(t)\). For example, if we assume that \(u(t)\) follows a Gaussian process prior with zero mean function and covariance \(k(t, t')\), due to the linearity of the integral transform, \(f_d(t)\) and \(f_{d'}(t)\) are jointly Gaussian with a cross-covariance function given as \(k_{f_d, f_{d'}}(t, t') = \int_{0}^{t} G_d(t - \tau) \int_{0}^{t} G_{d'}(t' - \tau') k(\tau, \tau') d\tau' d\tau\).

LFMs have been used for uncovering the dynamics of transcription factors in a gene network [Gao et al., 2008], for extrapolating human motion from motion capture data [Álvarez et al., 2013], for segmenting motor primitives in humanoid robotics [Álvarez et al., 2011], for modeling the thermal properties of buildings [Ghosh and et al., 2015], among several other applications for which prior knowledge of a mechanistic model can be coded in the covariance function of a GP. By including physics in the covariance function of a GP, we grant extrapolation abilities to an otherwise interpolation only-model.

In a classical latent force model, the covariance of the latent function \(k(t, t')\) follows an Exponentiated Quadratic (EQ) form, leading to analytical solutions for the cross-covariances \(k_{f_d, f_{d'}}(t, t')\). However, these solutions are computationally expensive since they involve calculating functions that can only be obtained by numerical methods. For example, using the second order LFM introduced in [Álvarez et al., 2009], involves computing the error function \(\text{erf}(\cdot)\) with a complex argument or the Faddeeva function, that require the evaluation of numerical integrals that are expensive to compute.

In this work, we use random Fourier features (RFF) [Rahimi and Recht, 2008] to reduce the mathematical complexity of the expressions involved in the covariance functions of the LFM. In particular, we approximate the calculation of the EQ kernel, with a representation that involves its probability density via the Bochner’s theorem. Such representation for the covariance of \(k(\tau, \tau')\) transforms the double integral for \(k_{f_d, f_{d'}}(t, t')\) into two separate integrals that can easily be solved using the Laplace or Fourier transforms. Once the inner integrals are solved (the integrals that depend on \(\tau\) and \(\tau'\)), the remaining integral is solved using a Monte Carlo approximation with \(S\) samples. The quality of the approximation of the
cross-covariances \( k_{f_d,f_{d'}^j}(t,t') \) will depend, then, on the number of samples \( S \) used. Additionally, by representing the latent force model kernel using a sum of basis functions, we are able to reduce the computational complexity of inverting the \( ND \times ND \) kernel matrix obtained from the multiple outputs, assuming that each output has \( N \) data observations.

Following a similar procedure, we also introduce a random Fourier feature approximation for the more general convolved multiple output Gaussian process kernel, a model that can be used for multiple-output with no particular known dynamics.

2 Latent force models

Latent force models are Gaussian processes for multiple outputs with the characteristic that their covariance function involves ordinary or partial differential equations. In particular, LFM assume that each output \( \{f_d(t)\}_{d=1}^Q \) can be described using

\[
D_d \{ f_d(t) \} = u(t),
\]

where \( D_d \) is the differential operator associated to a linear ordinary differential equation (ODE) or a linear partial differential equation (PDE), and \( u(t) \) is the excitation function. LFM assume that \( u(t) \) is unknown and place a Gaussian process prior over it. The solution for \( f_d(t) \) follows as

\[
f_d(t) = \int_0^t G_d(t - \tau) u(\tau) d\tau,
\]

where \( G_d(\cdot) \) corresponds to the Green’s function associated to the differential operator \( D_d \). The latent force or function \( u(t) \) is unobserved, and follows a Gaussian process prior with mean function zero, and covariance function given by \( k(t,t') \). Since \( u(t) \) is being transformed by a linear operator, \( f_d(t) \) also follows a Gaussian process with covariance function \( k_{f_d,f_d}(t,t') \). Furthermore, since all \( f_d(t) \) have a common input \( u(t) \), it is also possible to compute a cross-covariance function between \( f_d(t) \), and \( f_{d'}(t') \), \( k_{f_d,f_{d'}^j}(t,t') \).

Equation 1 can be extended to include additional latent functions with different characteristics, leading to express each output as

\[
f_d(t) = \sum_{q=1}^Q S_{d,q} \int_0^t G_d(t - \tau) u_q(\tau) d\tau,
\]

where there are \( Q \) latent functions or forces \( \{u_q(t)\}_{q=1}^Q \), and \( S_{d,q} \) is a sensitivity parameter that accounts for the influence of force \( u_q(t) \) over output \( d \). Assuming the independence of these latent forces and that they all follow Gaussian process priors with covariance functions \( k_q(t,t') \), it is possible to compute the cross-covariance functions \( k_{f_d,f_{d'}^j}(t,t') \), \( \forall d,d' = 1,\ldots,D \). The following general expression can be used to build the covariance \( k_{f_d,f_{d'}^j}(t,t') \) of a LFM

\[
\sum_{q=1}^Q S_{d,q} S_{d',q} \int_0^t G_d(t - \tau) \int_0^{t'} G_d'(t' - \tau') \times k_q(\tau,\tau') d\tau' d\tau.
\]

Depending on the form for the covariance function for \( k_q(t,t') \), it is possible to find a closed-form expression for \( k_{f_d,f_{d'}^j}(t,t') \). A common option for \( k_q(t,t') \) is the Exponentiated Quadratic form

\[
k_q(\tau,\tau') = \exp \left[ -\frac{(\tau - \tau')^2}{\ell_q^2} \right],
\]

where \( \ell_q \) is known as the length-scale parameter.

LFMs have mostly been used for multiple output regression. In this case, the observed output \( d, y_d(t) \), is assumed to follow a Gaussian likelihood, \( y_d(t) = f_d(t) + \epsilon_d \), where \( \epsilon_d \sim \mathcal{N}(0,\sigma_d^2) \).

3 Feature expansions for kernels derived from latent force models

In order to scale kernel machines, Rahimi and Recht [2008] introduced the idea of random Fourier features to approximate a kernel function using inner products between basis functions. Parameters of these basis functions are sampled from a distribution associated to the kernel function. We are particularly interested in the approximation for the EQ kernel, which has been commonly used in LFM. The idea is to replace the EQ kernel that is usually assumed for \( k_q(\tau,\tau') \) by providing a random Fourier feature representation for it via the Bochner’s theorem,

\[
k_q(\tau,\tau') = \int \mathcal{N}(\lambda |0, \frac{2}{\ell_q^2}) \, p(\lambda) e^{i(\tau - \tau')\lambda} d\lambda
\]

where \( p(\lambda) = \mathcal{N}(\lambda |0, \frac{2}{\ell_q^2}) \). A key insight from Rahimi and Recht [2008] was to use a finite approximation for \( k_q(\tau,\tau') \) by using Monte Carlo sampling to solve the above integral over \( \lambda \),

\[
k_q(\tau,\tau') \approx \frac{1}{S} \sum_{s=1}^S e^{i\lambda_s \tau} e^{-j\lambda_s \tau'} = \frac{1}{S} \sum_{s=1}^S v(\tau, \lambda_s) u^*(\tau, \lambda_s),
\]

where
where $S$ is the number of Monte Carlo samples, $v(\tau, \lambda_s)$ is a basis function with parameter $\lambda_s$, $v^*(\tau, \lambda_s)$ is the complex conjugate of $v(\tau, \lambda_s)$, and $\lambda_s \sim p(\lambda)$. Since the kernel function is a real function, the real part of the product $v(\tau, \lambda_s)v^*(\tau, \lambda_s)$ is used instead.

Using the expression for $k_q(\tau, \tau')$ in Eq. (4) inside the expression for the cross-covariance function for the LFM, $k_{fd, \tau'}(t, t')$, we get

$$
\sum_{q=1}^{Q} S_{d,q} S_{d',q} \int_{0}^{t} G_d(t - \tau) \int_{0}^{t'} G_{d'}(t' - \tau') \times 
\int p(\lambda) e^{j(\tau - \tau') \lambda} d\lambda d\tau' d\tau.
$$

Organizing the above expression we obtain

$$
\sum_{q=1}^{Q} S_{d,q} S_{d',q} \int p(\lambda) v_d(t, \theta_d, \lambda) v_{d'}^*(t', \theta_{d'}, \lambda) d\lambda,
$$

with

$$
v_d(t, \theta_d, \lambda) = \int_{0}^{t} G_d(t - \tau) e^{j\lambda \tau} d\tau,
$$

where $\theta_d$ makes reference to the parameters of the Green’s function $G_d(\cdot)$. Also, $v_{d'}^*(t', \theta_{d'}, \lambda)$ is the complex conjugate for $v_{d'}(t', \theta_{d'}, \lambda)$. The integrals over $t$ and $t'$ above can be solved using the Laplace transform $L\{\cdot\}$

$$
v_d(t, \theta_d, \lambda) = L^{-1}\{G_d(s)L(e^{j\lambda t})\},
$$

where $G_d(s)$ is the Laplace transform for $G_d(t)$. The operator $L^{-1}\{\cdot\}$ refers to the inverse Laplace transform. Furthermore, notice that when $G_d(\cdot)$ is a real function, we can compute $v_d^*(t', \theta_{d'}, \lambda) = v_d(t', \theta_{d'}, -\lambda)$.

Similarly to Rahimi and Recht [2008], we use Monte Carlo sampling to approximate the integral over $\lambda$ in Eq. (4), leading to

$$
\sum_{q=1}^{Q} S_{d,q} S_{d',q} \frac{1}{S} \left[ \sum_{s=1}^{S} v_d(t, \theta_d, \lambda_s) v_{d'}^*(t', \theta_{d'}, \lambda_s) \right],
$$

where $\lambda_s \sim p(\lambda)$. The steps to compute a RFF approximation of the LFM kernel are

1. Compute $v_d(t, \theta_d, \lambda) = \int_{0}^{t} G_d(t - \tau) e^{j\lambda \tau} d\tau$ using the Laplace transform.

2. Compute the RFF approximation for the LFM covariance function $k_{fd, \tau'}(t, t')$ using

$$
\sum_{q=1}^{Q} S_{d,q} S_{d',q} \frac{1}{S} \left[ \sum_{s=1}^{S} v_d(t, \theta_d, \lambda_s) v_{d'}^*(t', \theta_{d'}, \lambda_s) \right],
$$

where $\lambda_s \sim p(\lambda)$. The distribution we use to sample from, $p(\lambda)$, depends on the kernel assumed for the latent forces $u_q(t)$.

Interestingly, $v_d(t, \theta_d, \lambda)$ represents the response of the dynamical system to the excitation $e^{j\lambda t}$ up to time $t$. We will occasionally refer to this random feature as a random Fourier response feature (RFRF).

In different applications of LFM, we need to perform inference over the latent forces $u_q(t)$. Inference over $u_q(t)$ requires the evaluation of the cross-covariance functions $k_{fd, u_q}(t, t')$. Such cross-covariances are also important in schemes that reduce computational complexity in convolved multiple output Gaussian processes, where the underlying process $u_q(t)$ evaluated at a discrete set of input locations serve the purpose of inducing variables [Alvarez et al., 2010, Alvarez and Lawrence, 2011]. The approximation of $k_{fd, u_q}(t, t')$ using RFFs is given by

$$
k_{fd, u_q}(t, t') = \frac{1}{S} \sum_{s=1}^{S} v_d(t, \theta_d, \lambda_s) e^{-j\lambda_s t'}.
$$

4 Hyperparameter selection and computational complexity

Let us assume, we have given observations $\{y_d, X_d\}_{d=1}^{D}$ (each $y_d \in \mathbb{R}^N$ and $X_d \in \mathbb{R}^{N \times p}$), and we want to learn the hyperparameters of the kernel function, $\{(\theta_d, \sigma_{d}^2)\}_{d=1}^{D}, \{\ell_q\}_{q=1}^{Q}$, that allow us to explain $y$. With that in mind, the hyperparameters can be learned from the log-marginal likelihood [Rasmussen and Williams, 2006]

$$
\log p(y|X) = -\frac{ND}{2} \log(2\pi) - \frac{1}{2} y^T (K_{f,f} + \Sigma)^{-1} y
- \frac{1}{2} \log |K_{f,f} + \Sigma|,
$$

where $\Sigma$ is a diagonal matrix containing the variances of the noise level per output, and $K_{f,f} \in \mathbb{R}^{ND \times ND}$ is a block-wise matrix with blocks calculated using (3). As it is usual, we can use a gradient-based optimization procedure to estimate the hyperparameters that maximize the log-marginal likelihood leading to the infamous computational complexity of $O(D^3 N^3)$.

However, notice that by the elegance of the RFF representation, the covariance matrix can instead be approximated as $K_{f,f} = \mathbb{R} \{ \Phi \Phi^H \}$, where $\Phi \in \mathbb{C}^{ND \times QS}$ has entries
where the differential operator $D$ is the conjugate transpose of $\Phi$. Furthermore, the covariance matrix can be re-written as $K_T = \Phi, \Phi^T$, with $\Phi_c = [R \{ \Phi \} _i \{ \Phi \} _j] \in \mathbb{C}^{ND \times 2QS}$. Using the matrix inversion and determinant lemmas, we express the log-marginal likelihood as

$$
\log p(y|X) = -\frac{1}{2} |\Sigma| - \frac{1}{2} (y^\top \Sigma^{-1} y - \alpha^\top A^{-1} \alpha) - \frac{1}{2} \log |A| - \frac{ND}{2} \log(2\pi), \tag{6}
$$

with $A = I + \Phi_c^\top \Sigma^{-1} \Phi_c$ and $\alpha = \Phi_c^\top \Sigma^{-1} y$, effectively reducing computational complexity from $O(D^3 N^3)$ to $O(DNQ^2 S^2)$, which is now linear with respect to the data size.

Alternatively, one could couple the computation of the kernel functions $k_{f_a,f_d}(t, t')$ and $k_{u_a,u_d}(t, t')$ through random Fourier response features, with (i) any of the different computationally efficient approximations for optimizing the log-marginal likelihood in convolved multiple-output Gaussian process [Alvarez and Lawrence, 2011], or (ii) a lower bound on the log-marginal likelihood through a variational approximation [Alvarez et al., 2010]. Both styles of approximations require the specification of $K$ inducing variables.

5 Fast kernel building from ODEs

Let us assume we are interested in analyzing an ODE of order $P$ given as

$$
\mathcal{D}^{(P)}_d \{ f_d(t) \} = \sum_{q=1}^Q S_{d,q} u_q(t),
$$

where the differential operator $\mathcal{D}^{(P)}_d$ is defined as

$$
\mathcal{D}^{(P)}_d = a_0 \frac{d^P}{dt^P} + a_1 \frac{d^{P-1}}{dt^{P-1}} + \ldots + a_{P-1} \frac{d}{dt} + a_P.
$$

The Laplace transform of the Green’s function $G_d(t)$ for the above ODE can be found as

$$
G_d(s) = \frac{1}{a_0} \frac{1}{s^P + \frac{a_1}{a_0} s^{P-1} + \ldots + \frac{a_P}{a_0}} = \frac{1}{a_0 (s-s_1)(s-s_2)\ldots(s-s_P)}, \tag{7}
$$

where the $s_i$'s represent the roots of the polynomial given in the denominator of (7). Additionally, the Laplace transform for $\mathcal{L}\{e^{j\lambda t}\}$ is $\frac{1}{s-j\lambda}$. We can use a partial-fraction expansion for $G_d(s)$, and then apply the inverse Laplace transform over the product $G_d(s)\mathcal{L}\{e^{j\lambda t}\}$ to find $v_d(t, \theta_d, \lambda)$.

Interestingly, if all the roots $s_1, \ldots, s_P$ are distinct real or distinct complex, and $s_{P+1} = j\lambda$ (the additional root obtained from $\mathcal{L}\{e^{j\lambda t}\}$), the random Fourier response feature $v_d(t, \theta_d, \lambda)$ can be expressed as

$$
\frac{1}{a_0} \mathcal{L}^{-1} \left( \sum_{p=1}^{P+1} A_p \frac{1}{(s-s_p)} \right) = \frac{1}{a_0} \sum_{p=1}^{P+1} A_p e^{s_p t},
$$

where each coefficient $A_p$ is calculated as

$$
A_p = \prod_{i \neq p} (s_p - s_i), \tag{8}
$$

and, as before, $s_{P+1} = j\lambda$.

Next, we show some examples of the expressions obtained for the random Fourier response features associated to the ODE of first and second orders. Besides, for all ODE experiments the hyperparameters are learned using the variational approach described in Alvarez et al. [2010] and they were carried out using a single core of an AMD FX-8350 @ 4.0 GHz. We also include measures of the time required to evaluate the objective function and its gradients to compare the time cost induced by the evaluation of the different covariance functions.

5.1 A first-order model (ODE1)

For the first-order ODE we have the following equation

$$
\mathcal{D}^{(1)}_d \{ f_d(t) \} = \frac{df_d(t)}{dt} + \gamma_d f_d(t) = \sum_{q=1}^Q u_q(t),
$$

from which the Laplace transform is given by $G_d(s) = \frac{1}{s+\gamma_d}$. We then have $s_1 = -\gamma_d$, and $s_2 = j\lambda$. The random Fourier response feature for the $d$-th output function of a first-order ODE is obtained as

$$
v_d^{(1)}(t, \theta_d, \lambda) = A_1 e^{s_1 t} + A_1 e^{s_2 t} = \frac{1}{\gamma_d + j\lambda} \left( e^{\gamma_d t} - e^{-\gamma_d t} \right).
$$

Next, we compare the performance of the first order ODE described in Gao et al. [2008] with the kernel obtained by using the above random Fourier response feature for interpolation of Air temperature.

Air temperature Here, we consider the problem of modeling and predicting air temperature time series from a network sensor located at the south coast of England. The dataset consists of temperature measurements at four locations known as Bramblemet, Sotonmet, Cambermet and Chimet. The air temperatures are measured during
Figure 1: Comparison of the predictive GPs, for the air temperature experiment, using the standard LFM (first column) and the RFRF approximation for $S = 100$ (second column) and $S = 10$ samples (third column). Training data is represented using red dots and Test data using blue dots. The black line in the mean over the predictive GP function, and the shaded region denotes two times the standard deviation.

Table 1: Number of training and test data-points considered on the air temperature experiment.

| #  | Name       | Training | Test  |
|----|------------|----------|-------|
| 1  | Bramblemet | 1425     | 0     |
| 2  | Cambermet  | 1268     | 173   |
| 3  | Chimet     | 1235     | 201   |
| 4  | Sotonmet   | 1097     | 0     |

Table 2 reports the predictive performance using the covariance functions built from the LFM and the proposed RFRF. Note that for a low number of samples $S$, the proposed approach presents the worst performance. This is because the more samples we use the better the mean of predictive GP is able to fit the coarse behavior from the observed data, as shown in figure [I]. Interestingly, the RFRF starts to outperform the standard one, using only 50 or 100 samples with about half of the time required by the original covariance function.

Table 2: Results on air temperature data.

| Kernel | Cambermet | Chimet | Time [s] |
|--------|-----------|--------|----------|
| ODE1+S10 | 0.74 3.26 | 0.58 1.53 | 1.89 |
| ODE1+S20 | 0.45 1.95 | 0.93 1.75 | 2.09 |
| ODE1+S50 | 0.08 **1.10** | 0.21 1.08 | 2.68 |
| ODE1+S100 | 0.12 1.18 | **0.12 0.82** | 3.93 |
| ODE1   | 0.11 1.37 | 0.19 0.99 | 6.28 |

5.2 A second-order model (ODE2)

As a second example of a random Fourier feature representation of a LFM, we use a second-order ordinary differential operator $D_d^{(2)} \{ \cdot \}$ that represents, e.g., a mass-spring-damper system. The second-order operator is given as

$$D_d^{(2)} = m_d \frac{d^2}{dt^2} + c_d \frac{d}{dt} + b_d,$$

where $m_d$, $c_d$ and $b_d$ are the mass, damper and spring constants, respectively. From the above equation, we obtain the Laplace transform of the Green’s function as

$$\mathcal{G}_d(s) = \frac{1}{m_d s^2} + \frac{1}{m_d s} + \frac{b_d}{m_d}.$$

Following the procedure described above, it can be shown that the random Fourier response feature for the $d$-th output is given by

$$v^{(2)}_d(t, \theta_d, \lambda) = \frac{1}{m_d} \left[ A_1 e^{s_1 t} + A_2 e^{s_2 t} + A_3 e^{s_3 t} \right],$$

where

$$s_1, s_2 = -\frac{c_d}{2m_d} \pm \sqrt{\frac{c_d^2}{4m_d^2} - \frac{b_d}{m_d}},$$

and

$$s_3 = \frac{c_d}{2m_d} \pm \sqrt{\frac{c_d^2}{4m_d^2} + \frac{b_d}{m_d}}.$$
are the roots of the polynomial obtained from the second-order ODE, and $s_3 = j\lambda$ corresponds to the root induced by the excitation $e^{j\omega t}$. Note that the coefficients $A_1$ and $A_2$ were calculated using (8). Furthermore, if $c_d^2 > 4m_d\theta_d$ then the roots $s_1$ and $s_2$ are real, and the model’s response is known as “overdamped”. When $c_d^2 < 4m_d\theta_d$ the roots are a pair of complex conjugates, and the response is known as “underdamped”.

Figure 2 shows the covariance matrices for a two-output LFM using the standard expression for the covariance function in Alvarez et al. [2009], and the kernel obtained by using the random Fourier response features for the ODE2. $v_d^{(2)}(t, \theta_d, \lambda)$, based on $S = 100$ samples. In this example, we consider that the first output follows an overdamped response, while the second output has an underdamped response. Additionally, the input times comprise 100 values in the range from 0s to 3s for each output. Just to have a quantitative measure of the approximation obtained by the RFRF approach, the Frobenius norm between the covariance matrices shown in figure 2 is 239.1. However, for $S = 10^5$ samples, the Frobenius norm is 5.8, which states that we are able to reduce the approximation error by the cost of increasing the number of samples. Note that the covariance values are similar, indicating that the correlation between the outputs and within each output is preserved and well approximated by the inner products of the random features $v_d^{(2)}(t, \theta_d, \lambda)$.

For the following experiments, we consider two motion capture (MOCAP) datasets, which consist of measured joint angles from different types of motions. Additionally, the variational approach is configured with 25 inducing variables, six latent forces and the maximum number of iterations set to 500.

MOCAP - Golf swing In this experiment, we consider the movement “Golf swing” performed by subject 64 motion 01. From the 62 available channels, we selected 56 each having 448 samples, except for two outputs where 81 consecutive samples were considered for testing purposes. The complete dataset for training consists of 24926 data-points.

Table 3: Results for Golf Swing dataset.

| Kernel    | lowerback-Yrot NMSE | lowerback-Yrot NLPD | root-Ypos NMSE | root-Ypos NLPD | Time [s] |
|-----------|---------------------|---------------------|----------------|----------------|----------|
| ODE2+S10  | 0.39, -2.23         | 0.98                | 2.69           | 2.20           |
| ODE2+S20  | 0.24, -2.35         | 1.49                | 4.30           | 3.02           |
| ODE2+S50  | 0.17, -2.39         | 0.27                | 1.17           | 4.59           |
| ODE2+S100 | 0.12, -2.45         | 0.32                | 1.34           | 9.31           |
| ODE2      | **0.11**, -2.39     | 3.19                | 7.26           | **28.96**      |

Table 3 reports the predictive performance using the covariance functions built from the LFM and the proposed RFRF. In this experiment, the RFRF approximations fit better the testing data for output “lowerback-Yrot”, as shown in figure 3. In contrast, output “root-Ypos” testing data is best fitted by the standard LFM. In summary, the models learned using 50 and 100 samples not only performed better than the standard LFM, but also their cost time is reduced by a fraction of three and six, respectively.

MOCAP - Walk For this experiment, we consider the movement “walk” from subject 02 motion 01. From the 62 available channels, we selected 48 each having 343 samples, except for 121 and 105 consecutive samples of two outputs that were considered for testing purposes. The complete dataset for training consists of 16238 data-points.

Table 4: Results for Walk Dataset.

| Kernel    | lowerback-Yrot NMSE | lowerback-Yrot NLPD | Iradius-Xrot NMSE | Iradius-Xrot NLPD | Time [s] |
|-----------|---------------------|---------------------|------------------|------------------|----------|
| ODE2+S10  | 0.21, 5.05          | 0.12, 1.06          | 1.45             |                  |
| ODE2+S20  | 0.22, 2.09          | 0.49, **0.87**      | 2.04             |                  |
| ODE2+S50  | 0.22, 4.77          | 0.19, 5.28          | 3.24             |                  |
| ODE2+S100 | 0.18, 3.35          | **0.09**, 3.86      | 6.09             |                  |
| ODE2      | **0.02**, **-0.10** | 0.99                | 19.63            | 19.67            |

Table 4 reports the predictive performance for the testing data used in “walk” experiment. Output “lowerback-Yrot” missing data is best fitted by the standard LFM. However, the testing data for output “Iradius-Xrot” is best fitted by the proposed RFRF approach, as shown in figure 3. Interestingly, for this experiment, the observed data are smooth, which can be fitted with adequate accuracy using 10 or 20 samples using the RFRF approach.

---

2MOCAP datasets are available at [http://mocap.cs.cmu.edu/](http://mocap.cs.cmu.edu/)
We remark that the evaluation of the covariance function ODE2 is the most expensive one because it requires the evaluation of the Faddeeva function. Hence, the computation time per iteration is reduced using the inner product of $v_d^{(2)}(t, \theta_d, \lambda)$.

6 Random Fourier features for convolved multiple output GPs

Convolution processes can be used to build kernels for vector-valued functions, as reviewed in [Alvarez and Lawrence 2011]. Following similar expressions to the ones in section 3, an output $f_d(x)$, with $x \in \mathbb{R}^p$, can be modeled as a convolution integral of general smoothing kernels $\{G_{d,q}(\cdot)\}_{d=1,q=1,i=1}^{D,Q,R_q}$, and latent processes...
A general purpose expression for $k(q, z')$ inside the expression for $k_{f_a, f_d'}(x, x')$, and solving the integral over $\lambda$ using Monte Carlo, we get that $k_{f_a, f_d'}(x, x')$ follows

$$\sum_{q=1}^{Q} \sum_{d=1}^{R_d} \int_{\mathcal{X}} G_{d,q}(x-z) d\lambda \int_{\mathcal{X}} G_{d',q}(x'-z') k_q(z, z') dz dz'.$$

This covariance function subsumes several other covariance functions proposed in the literature for multiple outputs, including the linear model of coregionalization [Álvarez and Lawrence 2011].

A general purpose expression for $k_{f_a, f_d'}(x, x')$ can be obtained by assuming that both $G_{d,q}(\cdot)$ and $k_q(\cdot, \cdot)$ follow Gaussian forms. The cross-covariance $k_{f_a, f_d'}(x, x')$ would then also follow a Gaussian form after solving the double integration for $\mathcal{X} = \mathbb{R}^p$. The authors in [Álvarez and Lawrence 2011] provided a closed-form expression for $k_{f_a, f_d'}(x, x')$ for this case, when $R_d = 1$.

We can also use random Fourier features for $k_q(\cdot, \cdot)$ in the expression above. For the Gaussian case, since the integrations are over $\mathbb{R}^p$, we use a Fourier transform instead of a Laplace transform as was the case for the LFM. Let us assume that both $G_{d,q}(\cdot)$ and $k_q(\cdot, \cdot)$ follow Gaussian forms,

$$G_{d,q}(\tau) = \exp \left[ -\frac{P_d}{2} \tau^\top \tau \right],$$  

$$k_q(z, z') = \exp \left[ -\frac{1}{\ell_q^2} (z - z')^\top (z - z') \right],$$

where $P_d$ is the inverse-width associated to the smoothing kernel for output $d$, and $\ell_q$ is the length-scale for the kernel of the latent function. The cross-covariance $k_{f_a, f_d'}(x, x')$ follows as

$$\sum_{q=1}^{Q} S_{dq} S_{dq'} \int_{\mathcal{X}} \int_{\mathcal{X}} \exp \left[ -\frac{P_d}{2} (x-z)^\top (x-z) \right] \times \exp \left[ -\frac{P_{d'}}{2} (x' - z')^\top (x' - z') \right] k_q(z, z') dz dz'.$$

Using again the Bochner’s theorem for $k_q(z, z')$,

$$k_q(z, z') = \int p(\lambda) \exp(j\lambda^\top (z - z')) d\lambda.$$
CMOC, keeping the computation time per iteration to a fraction of the original one. As it was also expected, in higher dimensions, we need a larger number of random features to approach the performance of the CMOC.

7 Related work

Random Fourier features have been used in the literature for Gaussian processes before. For example, in Bonilla et al. [2016], the authors use RFFs in order to propose a multi-task GP model that circumvents the scalability problem of the GPs. Their model for the multiple outputs uses an affine transformation of the random features, whereas we use a non-instantaneous transformation via the Green’s functions. Also in Yang et al. [2015], the authors use a faster approximation of random Fourier features via the FastFood kernels Le et al. [2013], for approximating the kernel functions of a GP. Their method is not used for multiple outputs, nor does it include dynamical systems.

Latent force models have been also studied using a state-space formulation [Harikainen and Särkkä 2011] and in that line of research, low-rank approximations for computing features have also been introduced [Solin and Särkkä 2014]. Specifically, this work approximates the covariance function using the Laplace operator eigenvalues and eigenfunctions. This formulation has been used in Svensson et al. [2016] to approximate the GP priors that are placed over the functions that transform the state vector in the update state and observation equations. Thus, it has not been considered to approximate the GP model of the excitation function.

Brault et al. [2016] directly build random Fourier features for vector-valued kernels using an operator-valued version of Bochner’s theorem. The construction is applied to the decomposable kernel, the curl-free kernel and the div-free kernel. In our construction, rather than starting with a fixed form for the operator-valued kernel, we use a general mechanism used to build valid operator kernel functions and apply linear operators over the random Fourier features defined for single output kernels.

8 Conclusions and Future Work

We have shown in this paper how to use random Fourier features for easing the computation of the kernel functions associated to LFMs. As a by-product, we have also reduced the computational complexity of working in multiple-output GPs from \(O(D^3N^3)\) to \(O(DNQ^2S^2)\). We showed experiments over datasets of different sizes for which results with LFM are slow to compute. Our random Fourier response features reduce computational time without compromising performance. Also, notice that by having decoupled the solution of the convolution integrals from the particular form for the kernel of the latent functions, we now can easily build kernels for latent force models with different kernel functions in the GPs of the latent functions, just by changing the distribution \(p(\lambda)\) from which we sample from.

These novel representations of latent force models open the path for different types of future work: the application of random Fourier response features for building more efficient versions of sequential LFM [Álvarez et al. 2011] and hierarchical LFM [Honkela and et al. 2010]; the use of physically inspired Fourier features in other Gaussian process models, particularly, deep models [Cutajar et al. 2017]; the use of more efficient sampling techniques for obtaining the Fourier features, e.g. Quasi-Monte Carlo sampling [Avron et al. 2016]. With a more efficient way to compute kernels for multiple-outputs, we can also use more expensive model selection approaches, for example, those based on automatic composition of kernel functions [Duvenaud and et al. 2013], for building more complex covariance functions, e.g. combinations of first order models and second order models, as sums of kernels or as products of kernels. For the case of convolved multiple outputs GPs where the input dimension is greater than three (compared to typical LFMs), the computation of dense Gaussian matrices can be replaced by the product between Hadamard matrices and diagonal Gaussian matrices, which are faster to compute [Le et al. 2013].
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