Epidemic progression on networks based on disease generation time
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We investigate the time evolution of disease spread on a network and present an analytical framework using the concept of disease generation time. Assuming a susceptible–infected–recovered epidemic process, this network-based framework enables us to calculate in detail the number of links (edges) within the network that are capable of producing new infectious nodes (individuals), the number of links that are not transmitting the infection further (non-transmitting links), as well as the number of contacts that individuals have with their neighbours (also known as degree distribution) within each epidemiological class, for each generation period. Using several examples, we demonstrate very good agreement between our analytical calculations and the results of computer simulations.
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1. Introduction

The spread of disease in a population has recently been the subject of extensive studies. Disease spread has been studied using various models and approaches, among them are compartmental models [1,2,4,8], network models [10,14,15,19,26,27], and agent-based models [7,21,22]. Compartmental models generally assume homogeneous mixing for the contacts between individuals. This assumption implies that every infected individual is equally likely to spread the disease to a susceptible individual, which is not realistic for most infectious diseases. A further drawback of compartmental models is that they cannot describe the initial phase of a disease outbreak, in which the number of infectious individuals is small and the progression of an outbreak is dominated by stochastic fluctuations [5]. In network models, a pathogen is transmitted between connected infectious and susceptible individuals with a certain probability, generally referred to as transmissibility, \( T \). The connectivity of individuals in the network model is coded within the topology of the network. These two components – that is, disease transmissibility and the contact network structure – allow modelling of the stochasticity of a disease outbreak, in particular at
the beginning of an epidemic. In network models, connections are static, whereas in dynamic network/agent-based models they are dynamic.

Many approaches have been proposed to model disease spread on networks, including the mean value reaction equation \([3,9,13,20,23–25]\), generating function formalism \([12,16,17]\), time evolution of the generating function \([11,18]\), and computer simulations \([6,10]\). Among these, the second approach focuses only on the final outcome of an epidemic, while others study the time evolution of the disease spread. This paper presents our framework for studying time progression of disease spread on a network in terms of disease generation time. Within our context, generation time for a disease is defined as the time interval from when an individual is exposed to a pathogen, followed by a period when he/she remains infectious, until the time when he/she can no longer transmit the infection as a result of complete recovery or death. Using this concept, we define generation 0 as the initial infected individual of the outbreak or epidemic, generation 1 as the individuals becoming infected as a result of contact with the initial infected case, and nodes of generation \(g\) are those who acquire the disease from an infectious member of generation \(g - 1\). This is equivalent to a bond percolation model, where each infectious individual stays infectious for one generation. For a disease such as measles, whose incubation period is longer than infectious period, different generations can readily be distinguished from one another. Disease can transfer between a connected pair of susceptible and infectious individuals with a certain probability, called transmissibility.

This manuscript is organized as follows. In Section 2, we provide a short introduction to networks, to the concept of generation time, and to the definition of different types of links and vertices. In Section 3, we present an analytical framework for calculating the number of new infections in each generation. In Section 4, we present the numerical results of our framework and compare them with simulation results. Finally, in Section 5, we summarize our contributions, including possible extensions to the presented framework. Table 1 summarizes the variables introduced in the rest of the paper.

### Table 1. Notation.

| Symbol | Description |
|--------|-------------|
| \(p_k\) | Degree distribution: probability of a randomly chosen vertex having degree \(k\) |
| \(q_k\) | Probability of a randomly chosen stub belonging to a vertex with degree \(k\) |
| \(z\) | Average degree: \(z = \langle k \rangle_{p_k}\) |
| \(Z\) | Excess degree: average degree of vertices chosen by targeting one of their stubs excluding the targeted stub, \(Z = \langle k - 1 \rangle_{q_k}\) |
| \(T\) | Transmissibility: probability of disease transmission along a link from an infectious to a susceptible vertex |
| \(N\) | Network size: Number of vertices in network |
| \(N^g\) | Number of vertices in class \(a\) at generation \(g\) |
| \(L\) | Number of links in network |
| \(L^g\) | Number of intra-links between class \(a\) and \(b\) at generation \(g\) |
| \(L_{ab}^g\) | Number of inter-links between class \(a\) and \(b\) at generation \(g\) |
| \(p_{a,n}\) | Degree distribution of unprocessed class after \(n\) vertices have been processed |
| \(p_{b,n}\) | Degree distribution of processed class after \(n\) vertices have been processed |
| \(q_{a,n}\) | Probability that \(n\)th processed vertex has degree \(k\) |
| \(z_{a,n}\) | Expected average degree of unprocessed class after \(n\) vertices have been processed |
| \(Z_{a,n}\) | Expected average degree of class \(a\) at generation \(g\) |
| \(\lambda^g\) | Number of transmitting links during generation \(g\) |
| \(\lambda_{NT}^g\) | Number of non-transmitting links during generation \(g\). |
| \(\Lambda^g\) | Total number of non-transmitting links accumulated prior to generation \(g\) |
| \(P^g_j\) | Effective degree distribution of susceptible vertices after discounting \(j\) non-transmitting links at generation \(g\) |
| \(Z^g_j\) | Effective average degree of susceptible vertices after discounting \(j\) non-transmitting links at generation \(g\) |
2. Definitions

This paper analyses the evolution of disease spread on a network using the notion of generation time. A network consists of $N$ vertices (or nodes), which represent individuals, and links (or edges) that represent contacts between these individuals that could potentially lead to disease transmission. A link is made of two stubs, each emanating from its own vertex. Two vertices are called neighbours if they are connected by a link. The degree of a vertex is defined as the number of links connecting the vertex to its neighbours and is equal to the number of stubs emanating from it. The probability distribution of these degrees in the network is called the degree distribution, which is denoted by $p_k$. The average degree, $z$, can be calculated as $z = \sum k p_k$. We define $q_k = k p_k / z$ as the probability that a randomly chosen stub belongs to a vertex of degree $k$. The average excess degree, $Z$, is the average number of stubs emanating from vertices selected by targeting a random stub and can be calculated as $Z = \sum (k - 1) q_k$. This value is the average degree calculated by the probability $q_k \cdot \sum k q_k$, after subtracting the targeted stub.

In order to model the disease spread on a network, we divide the vertices into three classes: the susceptible, infectious, and removed classes, where removed refers to vertices that were once infectious, but no longer transmit infection. Such models are called susceptible–infected–recovered models to indicate these three classes.

We assume that the generation time is equal to the incubation period plus the infectivity period of the disease under consideration. During one generation, an infectious individual infects each of its susceptible neighbours with probability $T$ (transmissibility). In fact, this premise is the basis of contact tracing approaches in public health outbreak management, where all contacts within one disease generation time are identified and tested for potential transmission. The rate of new infections at each generation depends on the transmissibility value and the degree distribution, the number of links, and the number of vertices in each class.

In this paper, we use subscripts $\alpha$ and $\beta$ as generic indices for $s$, $i$, or $r$. We define $N^g_\alpha$ as the number of vertices in class $\alpha$ in generation $g$, and $z^g_\alpha$ as their average degree. Links are referred to as intra-links or inter-links, depending on whether they connect vertices of the same class or of different classes, respectively. The number of intra-links in class $\alpha$ is denoted by $I^g_{\alpha \alpha}$, while the number of inter-links between classes $\alpha$ and $\beta$ is represented by $I^g_{\alpha \beta}$. Note that $I^g_{\alpha \beta} = I^g_{\beta \alpha}$. The different types of links and vertices are illustrated in Figure 1.

![Figure 1. Different types of links and vertices during generation $g$ of disease spread. The quantities $\lambda^g_T$ and $\lambda^g_{NT}$ refer to the number of transmitting and non-transmitting links between classes $S$ and $I$, as defined in Section 3.3.](image)
3. Theoretical framework

This manuscript’s main contribution is a theoretical framework for calculating the time evolution of disease spread on finite-size networks based on the notion of disease generation time. Given that the time to acquire an infection, as well as the infectivity profile, may vary from person to person, accounting in continuous time for time evolution of an epidemic at the individual level would be a daunting task, both analytically and practically. To head in that direction, however, requires developing a theoretical framework where the dynamics of infection transmission are analysed at the individual level, without the need for incorporating specific details of the transmission process such as continuous-time infectivity profiles or the exact timing of exposure to infection. An analytical, discrete-time network approach potentially solves this issue. As such, understanding the dynamics of epidemics during each generation of infection becomes our main focus, with a specific goal of calculating the number of new infections produced during each generation. This number can be calculated from the number of inter-links between susceptible and infectious individuals, \( L_{si} \) (Section 3.1), after discounting multi-targeting (Section 3.3) and non-transmitting links (Section 3.4). The quantity \( L_{si} \) also depends on the class-specific average degree in each generation (Section 3.2).

3.1. Number of intra-links and inter-links

As mentioned before, the number of new infections in each generation depends on the number of links between susceptible and infectious individuals, as denoted by \( L_{si} \). In general, the number of stubs in class \( \alpha \) is given by \( N_{\alpha}^{z_{\alpha}} \), of which \( 2L_{si}^{z_{\alpha}} \) contribute to intra-links and the rest contribute to the inter-links. We can therefore establish the following equations:

\[
\begin{align*}
    z_{\alpha}^{s}N_{s}^{\alpha} &= 2L_{ss}^{\alpha} + L_{si}^{\alpha} + L_{sr}^{\alpha}, \\
    z_{i}^{s}N_{i}^{\alpha} &= 2L_{si}^{\alpha} + L_{ii}^{\alpha} + L_{ir}^{\alpha}, \\
    z_{r}^{s}N_{r}^{\alpha} &= 2L_{sr}^{\alpha} + L_{ir}^{\alpha} + L_{rr}^{\alpha}.
\end{align*}
\]

(1)

The above set of equations imposes a strong constraint on the number of intra- and inter-links that can arise. Thus, the number of inter-links can be calculated provided that the number of intra-links, the average degree in each class, and the number of vertices in each class are all given.

In the following explanation, we calculate the expected number of intra-links in class \( \alpha \) in terms of \( N_{\alpha}^{z_{\alpha}} \) and \( z_{\alpha}^{z_{\alpha}} \). First, we randomly select a stub of a vertex in class \( \alpha \). The number of stubs to which the chosen stub can be connected to from either an intra-link or inter-link is

\[
N_{\alpha}^{z_{\alpha}} - z_{\alpha}^{z_{\alpha}},
\]

(2)

where the second term is responsible for the exclusion of self-loops. The number of stubs in class \( \alpha \) to which the chosen stub can be connected is

\[
(N_{\alpha}^{z_{\alpha}} - 1)z_{\alpha}^{z_{\alpha}}.
\]

(3)

Thus, the probability that the chosen stub is connected to another stub within the same class can be calculated as the ratio of the previous two equations:

\[
\frac{(N_{\alpha}^{z_{\alpha}} - 1)z_{\alpha}^{z_{\alpha}}}{N_{\alpha}^{z_{\alpha}} - z_{\alpha}^{z_{\alpha}}}.
\]

(4)

This probability demonstrates the contribution of the first chosen stub to the number of intra-links in class \( \alpha \).
The probability that a second randomly chosen stub of the same vertex is attached to a stub of another vertex within the same class can be simply calculated by

\[ \frac{(N^\alpha - 2)z^\alpha}{Nz - 2z^\alpha}, \]

which excludes self-loops and repeated links. For the \( j \)th stub, we obtain

\[ \frac{(N^\alpha - j)z^\alpha}{Nz - jz^\alpha}. \]

Equations (2), (3), (5) and (6) are approximations that provide the related expectation values. This process is continued until all stubs of the chosen vertex are exhausted or until all other vertices within the same class have been chosen. More precisely, while

\[ j \leq \gamma^\alpha = \min\left(\frac{N^\alpha}{z^\alpha}, \frac{zg^\alpha}{zg^\alpha}\right). \]

The expected number of intra-links associated with a given vertex is the sum over the above terms and is given by

\[ L^\alpha = \frac{N^\alpha}{2} \left[ \gamma^\alpha - \left( \frac{Nz}{z^\alpha} - N^\alpha \right) \left( \psi^{(1)} \left( \frac{Nz}{z^\alpha} \right) - \psi^{(1)} \left( \frac{Nz}{z^\alpha} - \gamma^\alpha \right) \right) \right], \]

where \( \psi^{(n)}(x) \) is the first polygamma function defined as

\[ \psi^{(n)}(x) = (-1)^{n+1}n! \sum_{j=0}^{\infty} \frac{1}{(x+j)^{n+1}}. \]

Equation (8) leads to

\[ L^\alpha \approx \frac{z^\alpha}{2Nz} \left( N^\alpha \right)^2 \]

in the limit \( N \gg \gamma^\alpha \) when \( N^\alpha > z^\alpha \).

Alternatively, \( L^\alpha \) can be calculated by the probability that a chosen stub in class \( \alpha \) is not connected to another stub within the same class. The derivation is similar to the previous one. We define \( \tilde{N}_a^\alpha \) to be the number of vertices in the complement of class \( \alpha \) and \( \tilde{z}_a^\alpha \) as their average degree. Thus,

\[ L^\alpha = \frac{N^\alpha}{2} \left[ \gamma_a^\alpha - \tilde{\gamma}_a^\alpha + \left( \frac{Nz}{z_a^\alpha} - \tilde{N}_a^\alpha \right) \left( \psi^{(1)} \left( \frac{Nz}{z_a^\alpha} \right) - \psi^{(1)} \left( \frac{Nz}{z_a^\alpha} - \gamma_a^\alpha \right) \right) \right], \]

where \( \tilde{\gamma}_a^\alpha = \min(\tilde{N}_a^\alpha, \tilde{z}_a^\alpha) \).

### 3.2. Time evolution of class-specific average degrees

In the following derivation, we calculate the expected degree of a vertex in a given class in each generation, assuming that all vertices in the network are connected. This calculation is similar to the one presented in [18]. The average degree of vertices in a class changes over time since high-degree vertices are more likely to become infected during the course of an epidemic. As a result of this, the expected average degree of susceptible vertices is smaller than the expected average degree of infectious or removed vertices. Next, we derive the time evolution of the expected average degree of each class.

In each generation several vertices are infected simultaneously. Although we acknowledge this issue in our calculations presented here, in order to derive the equations of interest in a systematic manner, we have focused on one new infection at a time. We start with processing one infected...
case within each generation and continue the process by adding, one by one, other infected nodes produced during that generation, resulting in an expanding pool of ‘processed’ nodes, which hereafter we will refer to as the processed pool; similarly, we call the remainder of the infected nodes within that generation not yet processed in this manner as unprocessed pool.

We first define the two processed and unprocessed pools and then explain how the susceptible, infectious, and removed degree distributions can be calculated with knowledge of these quantities. We employ the following algorithm for calculating the degree distribution of the processed and unprocessed pools. In the beginning, all vertices belong to the unprocessed pool. We then randomly select a vertex from this pool in each step and assign it to the processed pool, as described below. Hereafter, we denote quantities related to the processed pool of individuals with a tilde (\(\sim\)) and the ones corresponding to the unprocessed pool without tilde. We use \(p_{k,j}\) to denote the degree distribution of the unprocessed vertices after \(j\) vertices have been processed. The degree distribution of the processed vertices is denoted by \(\tilde{p}_{k,j}\).

The first vertex is chosen randomly; thus, the probability that it has degree \(k\) is given by \(q_{k,1} = p_k\), the degree distribution of the network. The degree distribution of the unprocessed pool is \(p_{k,1} = p_k\). Next, we collect a second vertex by targeting a random stub of a vertex in the unprocessed pool. The probability that this second vertex has degree \(k\) is given by \(q_{k,2} = k\frac{p_k}{z_1}\). Therefore, the degree distribution of the processed pool is \(\tilde{p}_{k,2} = \frac{(q_{k,1} + q_{k,2})}{2}\) and the degree distribution of the unprocessed pool can be written as \(p_{k,2} = \frac{(Np_k - 2\tilde{p}_{k,2})}{(N - 2)}\). The probability that the \(j\)th chosen vertex has degree \(k\) is \(q_{k,j} = \frac{k\tilde{p}_{k,j}}{z_j}\). Similarly, the degree distribution of the processed and unprocessed vertices, respectively, are given by

\[
\tilde{p}_{k,j} = \frac{\sum_{l=1}^{j} q_{k,l}}{j},
\]

\[
p_{k,j} = \frac{Np_k - j\tilde{p}_{k,j}}{N - j}.
\]  

With \(\tilde{p}_{k,j}\) and \(p_{k,j}\) in place, we are able to calculate \(\bar{z}_j\) and \(z_j\). The expected average degree of susceptible, infectious, and removed classes at generation \(g\) can then be calculated based on \(\bar{z}_j\) and \(z_j\) by

- \(\bar{z}_s^g = \bar{z}N_s^g + N_r^g\),
- \(\bar{z}_i^g = \frac{(N_s^g + N_r^g)\bar{z} + N_s^g - N_s^g\bar{z}_r^g}{N_r^g}\),
- \(\bar{z}_r^g = \bar{z}N_r^g\).

### 3.3. Multi-targeting

We recall that the quantity \(L_{si}^g\) denotes the number of links between susceptible and infectious vertices. Links which led or are leading to an infection are referred to as transmitting links, whereas links that do not lead to infection are non-transmitting links. As an example, see Figure 1, where these different types of links are represented with different line styles. The expected number of transmitting and non-transmitting links between the susceptible and infected classes can be calculated by \(\lambda_s^g = TL_{si}^g\) and \(\lambda_{NT}^g = (1 - T)L_{si}^g\), respectively. This implicitly assumes that susceptibility and infectiousness are independent.

In a finite-size network, some of the transmitting links may target the same susceptible individual, such as the vertex marked with a \(Y\) in Figure 1. If a susceptible individual is infected by more
than one infectious vertex, we refer to this process as multi-targeting. The effect of multi-targeting is important when calculating the number of new infections using $\lambda$. In Equations (12)–(16), we assume that all susceptible vertices have the same degree, which is a good approximation when the degree distribution is narrow; we will relax this constraint at the end of this section. The first randomly chosen transmitting link has a contribution of one to the number of new infections. The probability that the second randomly chosen transmitting link is attached to a different susceptible vertex is roughly proportional to $\frac{N_s^g - 1}{N_s^g}$. (12)

This in fact is the contribution of the second link to the expected number of new infections. The contribution of the $j$th link is then given by

$$
N_s^g - n_{j-1} = \frac{N_s^g - n_{j-1}}{N_s^g},
$$

where $n_{j-1}$ is the expected number of new infections after having processed $(j - 1)$ links. The expected number of the new infections after using $j$ transmitting links is

$$
n_j = n_{j-1} + \frac{N_s^g - n_{j-1}}{N_s^g}.
$$

This is a relation between the sum of $j$th and $(j - 1)$th terms of a geometric series. The number of new infections after all transmitting links have been used is then given by

$$
N_{i+1} = 1 - \frac{(\beta_s^g)^{\lambda_s}}{1 - \beta_s^g},
$$

where $\beta_s^g = 1 - (1/N_s^g)$. Therefore, it is straightforward to show that

$$
N_i^{g+1} = \lambda_s - \frac{\lambda_s (\lambda_s - 1)}{2N_s^g},
$$

where $N_s^g \gg \lambda_s$. In this limit, the first term refers to the number of transmitting links, whereas the second term adjusts for multi-targeting.

In deriving Equation (15), we assumed that all vertices have the same degree. Relaxing this assumption leads us to the following equation:

$$
N_i^{g+1} = \sum_k N_i^{g+1}(k),
$$

where $N_i^{g+1}(k)$ is the number of new infections of degree $k$ at generation $g + 1$. The number of new infectious vertices of degree $k$ can be calculated by extending Equation (16) in the following way:

$$
N_i^{g+1}(k) = \begin{cases} 
\frac{1 - (\beta_k^g)^{\lambda_k^g}}{1 - \beta_k^g}, & \lambda_k^g > 1 \\
\lambda_k^g, & \lambda_k^g < 1 
\end{cases},
$$

where $\beta_k^g = 1 - (1/N_s^g p_k/n_i^g)$ and $\lambda_k^g = \lambda k p_k/n_i^g$. Note that for $\lambda_k^g < 1$ there is no need to discount for multi-targeting. Susceptible vertices with different degree have different contribution in multi-targeting. We divided these vertices into different degree groups. The number of vertices
in each degree group is given by $N_g^s p_{k,N-N_g^s}$, which explains the form of $\beta_g^s$. Moreover, those vertices with higher degree have a higher chance of being targeted. The chance is proportional to $k p_{k,N-N_g^s}/Z_g^s$, and this extra factor explains the form of $\lambda_g^s$.

The degree distribution $p_{k,N-N_g^s}$ in the above equation requires further adjustment that will be discussed in the next section.

3.4. Degree distribution adjustment

During an epidemic process, all stubs of a susceptible vertex might belong to non-transmitting links (such as the susceptible vertex marked with $X$ in Figure 1), where the links of the vertex are only connected to removed vertices. In this case, the vertex cannot be infected in further generations. In order to calculate the number of stubs from susceptible individuals that could carry future infections, the stubs belonging to non-transmitting links need to be excluded. This process leads to a so-called effective degree distribution that discounts for $j$ non-transmitting links and is denoted by $P_g^s(j)$. In this expression, the argument $j$ refers to the number of links, not vertices, as is the case with $p_k$. We also define the effective average degree as $Z_g^s(j) = \sum_k P_g^s(j) k$.

This degree distribution carries the information about stubs that can lead to infection and is derived below.

The number of non-transmitting links pointing to susceptible vertices is denoted by $\Lambda_g^s = \lambda_g^{NT} + L_g^{sr}$, where $\lambda_g^{NT}$ is the number of non-transmitting links in the current generation, and $L_g^{sr}$ is the number of non-transmitting links accumulated in previous generations.

We define $P_g^s(0) = p_{k,N-N_g^s}$ as the effective degree distribution of susceptible individuals before removing any non-transmitting links. The effective degree distribution of susceptible individuals after removing one stub belonging to a non-transmitting link is $P_g^s(1)$, which can be calculated by

$$N_g^s P_g^s(1) = N_g^s P_g^s(0) + \frac{P_{k+1}^s(0)(k+1)}{Z_g^s(0)} - \frac{P_g^s(0)k}{Z_g^s(0)}.$$ (19)

The second term reflects the contribution of vertices whose effective degree used to be $k+1$, but now have effective degree of $k$, whereas the third term reflects the vertices whose effective degree used to be $k$, but now have degree $k - 1$.

We can therefore show that

$$N_g^s P_g^s(\Lambda_g^s) = N_g^s P_g^s(0) + \sum_{j=0}^{\Lambda_g^s-1} \left[ \frac{P_{k+1}^s(j)(k+1)}{Z_g^s(j)} - \frac{P_g^s(j)k}{Z_g^s(j)} \right].$$ (20)

is the effective degree distribution of the susceptible class after removing all stubs belonging to non-transmitting links. This effective degree distribution should be incorporated into Equation (17) in order to make the degree distribution adjustment.

4. Results

In this section, we validate the analytical results derived in the previous section by comparing them to simulation results. We present results for the number of intra-links, the time evolution of the average degree, and the number of infectious and removed vertices.

We use two types of networks, namely Poisson networks, $p_k = z^k e^{-z}/k!$ (with $z = 10$) and exponential networks, $p_k = (1 - e^{-1/\kappa})e^{-k/\kappa}$ (with $\kappa = 10$). We show the results for networks with
size $N = 1000$ and perform 1000 simulations to derive an average value for each epidemic quantity. The low number of vertices increases the likelihood of amplifying any potential discrepancies between simulation and analytical results due to network finite-size effect [18].

Figure 2 shows the average number of intra-links for the removed (a) and infectious (b) classes in terms of generation time for Poisson networks with $N = 1000$ and $T = 0.3$. The green line refers to the simulation outcomes. The red circles and blue triangles are the outputs of Equations (8) and (10), respectively (for these calculations the number of vertices and average degree were taken from simulation output). The pink squares are the result of Equation (8) (the number of vertices taken from the simulation output and average degree calculated using equations in Section 3.2). Figure 3 shows the same result for exponential networks. The small deviation of the average number of intra-links for the infectious class is the result of assuming that all vertices have the same degree.

Figure 2. Poisson network: average number of intra-links for the infectious (a) and removed (b) classes in terms of generation time for $T = 0.3$ and $N = 1000$. The green line refers to the simulation outcomes. The red circles and blue triangles are the outputs of Equations (8) and (10), respectively, where the average degree were taken from the simulation output. Equation (8) gives the number of intra-links using the probability that a given stub is attached to another stub in the same class, whereas the number of intra-links in Equation (10) is calculated by using the probability that a given stub is not attached to any other stub within the same class. The pink squares are also the result of Equation (8), but this time the average degree is calculated using equations in Section 3.2 (Colour online).

Figure 3. Exponential network: average number of intra-links for the infectious (a) and removed (b) classes in terms of generation time for $T = 0.3$ and $N = 1000$. The green line refers to the simulation outcomes. The red circles and blue triangles are the outputs of Equations (8) and (10), respectively, where the average degree were taken from the simulation output. Equation (8) gives the number of intra-links using the probability that a given stub is attached to another stub in the same class, whereas the number of intra-links in Equation (10) is calculated by using the probability that a given stub is not attached to any other stub within the same class. The pink squares are also the result of Equation (8), but this time the average degree is calculated using equations in Section 3.2 (Colour online).
The agreement between the results shown with green line, triangles, and circles confirms the validity of Equations (8) and (10). In Figure 3, the deviation of the pink squares from the other analytical results in generation 6 is due to the approximation of the average degree derived in Section 3.2. The deviation, albeit minor, is due to the abundance of infectious vertices during generation 6, which happens to be the timing of the epidemic peak in this example. We will discuss this issue in more detail below.

We depict the average degree of removed vertices in terms of generation time in Figure 4. The red solid (Poisson) and blue dashed (exponential) lines represent simulation results, and the circles (Poisson) and squares (exponential) represent analytical results. The significant change in the average degree of removed vertices corresponding to the exponential degree distribution can be attributed to the large width of this distribution.

In Figure 5, we depict the number of new infections and the number of transmitting links for exponential (a) and Poisson (b) degree distributions using the same parameter values as before. The squares represent the number of new infections calculated by Equation (15) using the simulation result for the number of infections in previous generation. The red line represents the simulation result.

In the exponential network, the slight difference between the analytical (green squares) and simulation results is partly due to the asymmetry of the degree distribution, since the majority of the stubs belongs to vertices with degrees higher than the average degree (70% of the stubs belong to 35% of the vertices). However, this can be corrected using Equation (17), which accounts for the multi-targeting effect for asymmetric degree distributions. The result with corrections due to multi-targeting is shown by the pink triangles, which is in excellent agreement with simulation results.

In the Poisson network, the difference between the two analytical results (Equations (15) and (17)) is very small due to the symmetry and small width of its degree distribution. These equations count the number of transmitting links. The main difference between Equations (15) and (17) is that we assume all vertices have the same degree in Equation (15), whereas this assumption is adjusted in Equation (17).
Figure 5. Number of new infections for the exponential (a) and Poisson (b) networks for $T = 0.3$ and $N = 1000$. The squares and triangles correspond to the number of the new infections calculated by the analytical formulas. The red line corresponds to simulation results, while the blue circles correspond to the average number of transmitting links. The squares represent the number of new infections calculated by Equation (15). The result with corrections due to multi-targeting is shown by the pink triangles (Equation (17)). The effect of non-transmitting links is calculated by Equation (20) and is shown with cyan stars (Colour online).

The effect of non-transmitting links ($L_{g}^{r}$ and $\lambda_{g}^{r}$) can be important when the average degree is low, or when the majority of vertices have a low degree. This effect is considered in Equation (20) and depicted by the cyan stars. The effect of Equation (20) is even more pronounced for lower transmissibility values, in which case the number of non-transmitting links is much higher (results not shown).

The effect of multi-targeting is shown by comparing the average number of transmitting links (blue circles) with the number of new infections (cyan triangles).

Up to this point we have validated our analytical results by comparing them to the results of simulations. Now we are in a position to analytically calculate the number of removed vertices in an algorithmic manner without using any simulation results as input. Our analytical calculation starts with one infection, that is, $N_{0}^{i} = N - 1$, $N_{0}^{r} = 1$, $N_{0}^{0} = 0$, and $L_{0}^{0} = z$. Using these initial conditions, we can calculate the number of transmitting links, $\lambda^{0}$ ($\lambda^{0} = TL_{g}^{i}$), and the number of new infections in generation, $N_{1}^{i}$, that resulted from these links (Equation (15)). This procedure is continued until the end of the epidemic. In Figure 6, we show the average number of removed vertices as a function of generation time for the exponential (a) and Poisson (b) networks ($T = 0.15, 0.2$, and $0.3$; dotted green, dashed red, and solid blue, respectively). The lines and symbols represent the simulation and analytical results, respectively (Colour online).
vertices as a function of generation time for the exponential (a) and Poisson (b) networks for $T = 0.15, 0.2, \text{ and } 0.3$ (green dotted, red dashed, and blue solid, respectively).

Due to stochasticity in the initial phase, epidemics enter the exponential phase at different generations. As far as computer simulations are concerned, this leads to a shift in the timing of epidemic peak from one simulation to another. As a result, when one curve reaches its peak, another may reach the middle of its incline or decline phase. Due to this limitation inherent in simulating an epidemic process, the curves of epidemic peaks become lower and wider than analytically derived values. This explains the discrepancy between the simulation results (solid lines) and the corresponding analytical results (symbols) in Figure 6.

5. Conclusion

In this paper, we presented a new theoretical framework that studies the spread of disease in terms of disease generation time. This network-based framework enables us to calculate in detail three main values that are important for modelling the time evolution of disease spread. Firstly, this framework allows us to calculate ‘transmitting links’. These are links (contacts) within the network that are capable of producing new infectious nodes (individuals). Secondly, this framework also allows us to calculate ‘non-transmitting links’, links that represent contacts that do not result in infection transmission. Finally, this framework enables us to calculate the degree distribution (the distribution of the number of contacts that individuals have with their neighbours) for each epidemiological class. Using several examples, we demonstrated a very good agreement between our analytical calculations and results of computer simulations. The proposed method enables us to calculate physical quantities such as $L^{\alpha \beta}_{g}$ − that is, the number of links within a network between classes $\alpha$ and $\beta$ during generation $g$ − in an efficient manner, whereas collecting this information during multiple runs of a typical numerical epidemic simulation on the same network generally takes much longer time. This advantage becomes more noticeable as the size of the network increases.

To continue this avenue of research in the future, the proposed framework could be extended to account for transmission processes in continuous time. Another interesting approach would be to extend this framework to study the impact of network clustering on the spread of disease. Susceptible–infected–removed–susceptible models can also be studied using a similar approach. Finally, investigations that include variability in network structure (i.e. dynamic networks), in addition to the dynamics of epidemic processes on the network, are other approaches that would be interesting and relevant to the modelling of epidemic processes.
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