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Abstract—Many machine learning applications can benefit from simulated data for systematic validation - in particular if real-life data is difficult to obtain or annotate. However, since simulations are prone to domain shift w.r.t. real-life data, it is crucial to verify the transferability of the obtained results.

We propose a novel framework consisting of a generative label-to-image synthesis model together with different transferability measures to inspect to what extent we can transfer testing results of semantic segmentation models from synthetic data to equivalent real-life data. With slight modifications, our approach is extendable to, e.g., general multi-class classification tasks. Grounded on the transferability analysis, our approach additionally allows for extensive testing by incorporating controlled simulations. We validate our approach empirically on a semantic segmentation task on driving scenes. Transferability is tested using correlation analysis of IoU and a learned discriminator. Although the latter can distinguish between real-life and synthetic tests, in the former we observe surprisingly strong correlations of 0.7 for both cars and pedestrians.

I. INTRODUCTION

With an ever-increasing prevalence of machine learning (ML) models in many industrial sectors, including safety-critical domains like autonomous driving (AD), medicine and finance, the topic of testing ML models is currently an active field of research. This is mainly driven by the need to verify, safeguard and certify such models, cf. [1], [2]. In this context, many deep learning models demand enormous amounts of labeled representative data for training but even more so for systematic testing and validation. Often, single datasets do not provide the necessary data diversity and statistically assessing the performance of a model in all situations of interest is not possible (since e.g., near-accidents in real scenes, fortunately, occur rather rarely). As a result, testing on real data can be prohibitively expensive or even unfeasible: Some classification tasks on video for AD involve recording and manually labeling hours of street scenes or finding rare critical situations in actual driving data. This motivates training and testing models with data from simulations [3]–[5], which can be seen as a particular approach within informed ML; [6], [7].

Synthetic data generation essentially comes “for free”: Virtual environments allow for fast and controllable generation of scenes and thereby enable higher (test) coverage and systematic statistical testing, e.g., against occlusions and corner cases, which is unfeasible in real scenes. However, using synthetic data introduces a domain shift with respect to the real data that the model was trained on. In this work, we focus on the question of reliable and realistic testing of semantic segmentation models with synthetic data, namely:

To what extent can we transfer testing results from synthetic data to real data?

In particular, we investigate if testing on synthetic data uncovers exactly the same failure modes that would occur in a real environment. We propose to tackle this issue with a modular two-stage framework that allows for an in-depth investigation beyond aggregated performance scores. It combines label-to-image synthesis with controllable simulations enabling the generation of test cases, e.g. a child jumping on the street or any situation stated in safety requirements of regulatory entities. In the first step, a paired set of semantically equivalent real and synthetic scenes allowing a direct comparison (of e.g., model performance) is used to assess the transferability of testing results. If it is satisfactory in the second step test cases can be generated independently from the previous set using, e.g., a simulator to obtain labels for scene synthesis. In this way, the testing process “bypasses” the domain shift. With the perspective of avoiding repeated costly tests on real data, various participants involved in testing ML models can benefit from this workflow, be it as a developer or auditor in certification bodies.

This work is organized as follows: Sec. II outlines some topics related to our work. Sec. III is dedicated to the description of our conceptual framework, including the data generation procedure as well as the validation measures. We validate our framework in Sec. IV for the use case of semantic segmentation for AD as a proof of concept. Finally, we conclude in Sec. V discussing some open questions and giving an outlook on future work.
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1For the approach to be useful results do not need to be identical. However, a strong correlation in, e.g., failure modes or performances for investigated classes is desirable. Due to the pairwise correspondence such quantities are directly measurable.
II. RELATED WORK

We outline some directions of related work. One concerns the testing of ML models, others are domain adaptation and synthetic data generation.

A. Testing of Machine Learning Models

Our approach falls into the broader category of offline testing methods (in contrast to online testing methods, which are applied at deployment time), [8], and aims to find and test weak spots. By doing so, it opens up possibilities for simulation-based safety argumentations [9], [10]. Often the conventional software-testing approaches are not directly applicable for testing ML-based systems or need strong adaptations to be applied. Hence, new methods, measures, and evaluation techniques are needed, cf. [1], [2], to argue for the safety of ML models. In statistical model checking [11], ML models are validated using Key Performance Indicators in many other testing approaches, e.g., [3]–[5], is deployed in which simulators are used to create testing data (cf. Sec. II-B). However, the frameworks proposed in this context in part or entirely neglect validating their results in real-world situations. Our approach addresses exactly this shortcoming by proposing a framework to assess to what degree testing results obtained on synthetic data are realistic. Closest to our contribution is the work by Wagner et al. [4]. The authors propose an approach to locally verify the use of simulation data for testing. Our approach differs significantly in two main aspects: First, we do not apply any formalism or scene description language to produce corresponding synthetic data from the real data. Instead, we use the real labels as input to a generative model to produce a paired synthetic dataset (see Sec. III-A.1). Additionally, due to the use of the generative model (also on simulation labels, see Sec. III-A.2), we can extend the input space coverage not only locally and allow for completely new (controllable) scenarios to be generated and tested against. This is in line with the literature about scenario-based testing in the context of AD [12], [13].

B. Domain Adaptation and Synthetic Data Generation

While simulations may help with the aforementioned challenges, synthesizing data for testing creates a domain mismatch w.r.t. the data the system will process when deployed in real-world settings. Most domain adaptation approaches aim to measure and minimize the domain gap between a source and the desired target domain during the training phase so that the system generalizes well on the target domain [14], [15]. In contrast, we aim to validate transferability of testing results on synthetic data to real-world data regardless of the concrete magnitude of the domain gap. To this end, we apply a generative adversarial label-to-image synthesis model. In the particular case of video data employed for our proof of concept, video-to-video synthesis, cf. [16], [17], can serve as a generative model to synthesize photo-realistic time-consistent videos given an input video. This task can be defined as a distribution matching problem that can be solved by conditional generative adversarial models. It can also be understood as an image-to-image translation problem, cf. [18], [19], additionally introducing the necessary temporal dynamics so that the synthesized image sequences are temporally coherent.

Other approaches try to directly learn generative models for synthesizing realistic scenes that have a low domain gap compared to the real data, cf. [20], [21], or learn models that improve the realism of given simulated images, cf. [22]. Close to the idea for our data processing procedure is the work [23], where the authors create a simulated world that is cloned from the corresponding real-world dataset [24].

III. APPROACH

Our ultimate goal is to assess whether the output, which the system under test produces on synthetic data is the same as the one produced on corresponding real-life data. Here, the correspondence is defined through representations of the same abstract events in the real and the synthetic domain. For instance, the abstract scenario of driving near a crosswalk with pedestrians has representations in both the real, e.g., an image recorded directly on the street, and synthetic domain. Without domain gap, testing the network on both representations should ideally lead to exactly the same output. As, however, domain gaps can occur in practice, we propose a qualitative framework to validate the transferability of the testing results by exploring this gap under controlled circumstances. Although we detail it for semantic segmentation, it is also applicable for other multi-class classification tasks with slight modifications.

Our framework consists of the following basic components:

1) An ML model (system under test) trained for a specific semantic segmentation task on real data featuring the target appearance,
2) a labeled real-world testing dataset featuring the target appearance,
3) a generative label-to-image transfer model, which synthesizes data featuring the target appearance from segmentation masks (or from classification labels with sufficient semantic information, e.g., from meta data)
4) a controllable simulation engine that allows us to create labeled synthetic data of interest, and
5) a set of (interpretable) testing measures to evaluate transferability of testing results on synthetic data to corresponding real data.

We initially apply testing measures to validate that the model behavior on synthesized data obtained from the generative model is indicative of its behavior on real data, thereby exploring the domain gap. If our testing measures yield a robust correlation of results between synthetic and real data, this substantiates the transferability of results and reliability

\[2\] We use the expression “target appearance” to describe the characteristics of the real-world data in distinction to its synthetic counterpart.
of testing. In this case, testing on simulated scenes of interest, processed by the generative model, can be expected to yield valid results. The intended validation of transferability (described in more detail in Sec. III-B) requires a specific data generation procedure (described in Sec. III-A).

A. Data Generation

First, we describe how to apply the generative model to produce pairs of real and synthesized elements to validate transferability. Secondly, assuming the transferability of results from synthetic to real data is valid, we detail the extension of the input data coverage by generating additional data with our controllable simulation engine involving the same generative transfer procedure. Here, we have the following underlying assumption (shown in Fig. 1): Focusing on the ground truths as input for the generative model implicitly makes use of the advantage that the per-element domain gap between the ground truth’s of simulated and real data is smaller than between their respective input data. Thus, the synthesized elements resulting from simulation masks and those resulting from real masks exhibit a smaller domain shift enabling argumentation of transferability. This way, we shift the questions concerning the relevance of the domain gap from the simulation to a controllable comparison.

1) Real-Synthetic Paired Dataset: We first need a paired dataset to validate transferability. Let \( R \) be our initial, labeled dataset extracted directly from the real-world data that features the target appearance. We generate a corresponding synthetic dataset \( S \) in the following way: For each element \( r_i \in R \), we synthesize an equivalent element \( s_i \in S \), whose label is the same as \( r_i \), by applying the generative model to the segmentation label of the real element with the intention of mimicking the target appearance of \( R \). The procedure is depicted in the upper part of Fig. 1. In case the labeled elements from \( R \) do not suffice to evaluate transferability and additional unlabeled elements featuring the target appearance are available, \( R \) can be extended with pseudo-labels and \( S \) with the respective synthesized elements.

2) Extending Input Coverage: Transformed Simulated Dataset: Corner cases and rare events do not appear frequently enough in many datasets directly extracted from the real world to allow for extensive testing. However, many use cases including safety-critical ones require sufficient test coverage and a controllable framework can help to extend the testing. For this purpose, the simulation engine synthesizes labels containing cases of interest. We then apply the same generative model as in Sec. III-A to so that the synthesized data has the same style as \( R \), see the lower part of Fig. 1. Note that here the labels have to be in the same format as used for the paired dataset.

B. Validation of transferability

1) Correlation and performance analysis: To assess transferability, we measure the performance of the model on all elements \( r_i \) of the real dataset \( R \) and on all corresponding elements \( s_i \) of the synthesized, paired synthetic set \( S \) (cf. Sec. III-A). We obtain two sequences \( \{\text{perf}_{r_i}\}_{i=1}^{|R|} \) and \( \{\text{perf}_{s_i}\}_{i=1}^{|R|} \) of performance scores of same length. As a first step, we compute the sample correlation coefficient of \( \{\text{perf}_{r_i}\}_{i=1}^{|R|} \) and \( \{\text{perf}_{s_i}\}_{i=1}^{|R|} \). The higher the correlation coefficient, the stronger the evidence for transferability of overall qualitative model behavior from the synthetic to the real-world dataset. A high correlation coefficient on the paired set and the fact that the transformed extended input scenes have (almost) no domain gap w.r.t. the synthetic paired set justifies further testing with the transformed simulated dataset (cf. Sec. III-A). In a second step, we assess the model performance on it using the same performance measure, \( \text{perf} \), as in step one. We consider the aggregation of the per-image scores into one global score as a first proxy for potential performance on corresponding real data.

However, prediction errors can cancel out in case of non-binary performance scores, like mean-intersection-over-union (mIoU) \( \text{mIoU} \), or add up to the same global score even if they are of different nature (e.g., in different regions of an image to be segmented). Hence, global model performance measures, such as the mentioned aggregated score, cannot reflect the complete model behavior to inspect our main questions. Therefore, we need a more differentiated analysis considering error distributions.

2) Error distribution analysis: So far, the approach was application-agnostic. For simplicity of notation, we here assume a semantic segmentation task. With slight modifications, the below approach can be adjusted to e.g., other multi-class classification-related tasks. We first introduce some notation to formalize our approach for the error distribution analysis. Let the semantic segmentation problem have \( C \in \mathbb{N} \) classes, let \( o(x_i) \) be the prediction mask of the segmentation network to the input \( x_i \in \{r_i, s_i\}, r_i \in R, s_i \in S \), and denote by \( y \) the corresponding segmentation ground truth mask (the mask is the same for both paired elements). Further, let \( Y_c(i) := \{y_i = c\} \) be the subset of \( y \), that has class \( c \), for \( c \in \{1, \ldots, C\} \) (i.e., pixels of an image that belong to that class). Let \( O_{c,k}(i) := \{e \in Y_c(i) : o(x_i) = k\} \) be the subset of \( Y_c(i) \) in which the model outputs class \( k \in \{1, \ldots, C\} \). Now, in

3Note that w.r.t. testing this can only be seen as a qualitative indicator of transferability.

4Note that for this procedure, we don’t need the actual simulated elements but only their labels.
a second part of our transferability assessment, we analyze the error distribution on the real dataset \( R \) compared to its corresponding synthesized set \( S \). We construct a confusion matrix per class of interest. That is, per fixed class \( c \in \{1, \ldots, C\} \) and element \( x_i \), we save the true positives as well as false negatives - distinguishing w.r.t. all other classes - and normalize these values so that the resulting values add up to one: \( \text{TP}_c(i) = \frac{O_{c,i} \cap Y(i)}{|Y(i)|} \) and \( \text{FN}_{c,k}(i) = \frac{|O_{c,i} \setminus Y(i)|}{|Y(i)|} \) for \( k \neq c \). Finally, we average over all elements of the respective dataset, resulting in one relative mean true positive score \( \text{TPS}_c := \frac{1}{|R|} \sum_{i=1}^{|R|} \text{TP}_c(i) \) and \( C - 1 \) false negative scores \( \text{FNS}_{c,k} := \frac{1}{|R|} \sum_{i=1}^{|R|} \text{FN}_{c,k}(i) \) for \( k \neq c \) w.r.t. the ground truth class of choice \( c \). Note that a \( \text{TPS}_c \) score of one is ideal. This procedure is repeated for all classes \( c \). The resulting quantities \( \text{TPS}_c \) and \( \text{FNS}_{c,k} \), \( c \in \{1, \ldots, C\} \), now are compared per class across the real and synthetic datasets resulting in a detailed analysis about whether the same misclassifications are made. This in turn provides evidence as to how far qualitative mistakes and semantic failures identified in one of the datasets also constitute errors on the other dataset. Comparing these findings from the paired set with the error distributions on the transformed simulated dataset provides an additional plausibility check. It aims to substantiate that testing on the transformed simulated scenes is justified and a corresponding real scene would lead to comparable model behavior. However, since the extended set might contain intentionally challenging elements, the error distribution may deviate. This points to semantic concepts that could lead to failure modes in corresponding real data.

We propose to visualize the findings with radar plots, one for each class \( c \), since they allow for a systematic visual comparison and readable overview of errors on the different datasets. The axes in the plots correspond to the classes and to guide the eye lines are connected, the values being \( \text{TPS}_c \) for the ground truth class \( c \) and \( \text{FNS}_{c,k} \) for the other axes \( k \neq c \), cf. Fig. for an example. In addition, we propose boxplots of the distributions of the errors across the elements of the datasets, where each boxplot has the perspective of one ground truth class and shows the distributions of the \( \text{TP}_c(i) \) and \( \text{FN}_{c,k}(i) \) scores w.r.t. \( c \).

3) Discriminating Model Outputs and Errors: While it provides a more comprehensive analysis than solely comparing aggregated performance scores, our error distribution analysis still lacks detail about where exactly these errors happen: we cannot assess whether the model behavior (especially regarding the kinds of committed errors as e.g., errors in different regions of a segmentation prediction) on the synthetic dataset is indistinguishable from the behavior on the real-world dataset. By training a discriminator to distinguish between model output on real data and synthesized data (or model errors, respectively) we target exactly this question. The underlying assumption is that if a discriminator cannot distinguish between model outputs/errors to real and synthetic input, they are sufficiently close in the sense that we can consider the model behavior to be “the same” (up to discriminator precision) and, thus, synthetic testing is realistic. By choosing an interpretable discriminator setup, we can enhance the interpretability of the differences in model behavior on the real and synthetic sets.

IV. EXPERIMENTAL SETTING

We validate our approach described in Sec. III for an AD scenario by assessing transferability of tests on simulation videos. Our setup consists of the following components:

- The HRNetV2-W48 neural network [25] for semantic segmentation with 19 classes trained on the Cityscapes training set [26]. We use without further modification the pretrained version available for download [6].
- the Cityscapes high resolution (2048 x 1024) validation set serving as the testing dataset,
- the generative adversarial video-to-video synthesis tool vid2vid [17] in particular, without further modifications the variant pretrained on Cityscapes,
- the controllable CARLA simulation engine [5], and
- as the testing measures, we employ the score mIoU as the performance measure for the correlation analysis, an error distribution analysis for each of the 19 Cityscapes classes and SkopeRules as rule learner based on the feature engineering from MetaSeg [27] as discriminator of model outputs and errors.

The technical implementation is detailed further in the following subsections.

A. Generating synthetic data

The video-to-video synthesis tool vid2vid generates a video sequence using both a sequence of instance and pixel-level semantic segmentation masks. Following our approach described in Sec. III-A we generated two different datasets via vid2vid:

1) Real-Synthetic Paired Dataset: Cityscapes - synthetic Cityscapes: We transform the 500 Cityscapes validation segmentation masks (corresponding to three different video sequences) with fine annotations (containing 30 classes) to three synthetic video sequences via vid2vid in Cityscapes style. We call the resulting video sequences with the corresponding labels synthetic Cityscapes A, in contrast to the original Cityscapes video sequences and labels, which we call real Cityscapes A. Note that both datasets share the same segmentation labels and differ only in the corresponding image frames. Vid2vid requires the labeled images to be time-consistent to generate high-quality sequences – a condition that the aforementioned dataset does not completely fulfill due to its frequent temporal discontinuities. Thus we follow the suggestion of [17] and generate pseudo-labels for the unlabeled Cityscapes validation images, which are more realistic. By choosing an interpretable discriminator setup, we can enhance the interpretability of the differences in model behavior on the real and synthetic sets.
time-consistent, with HRNetW48 + OCR + SegFix [28]–[31] (we use without modifications the variant pretrained on Cityscapes) and Mask Scoring R-CNN for instance segmentation [32] (pretrained on MS COCO [33] and further fine-tuned on a proprietary dataset) that are also synthesized with the pretrained vid2vid mode. This results in 15,000 new images that, together with the pseudo-labels, we call synthetic Cityscapes B in contrast to the pseudo-labels and original video sequences, which we call real Cityscapes A. The schematic processing of datasets is depicted in Fig. 2.

The transformation process from an unlabeled Cityscapes image (from real Cityscapes B) to its synthetic counterpart (synthetic Cityscapes B) is displayed in the example in Fig. 3.

Notice the quality of the generated image despite the pseudo-labels.

2) Extending input coverage: Transforming CARLA to Cityscapes style: We generate 100 random video scenes (i.e., random city, weather, lighting, etc.) of about 140 images per sequence with a proprietary variant of the CARLA simulator [5] together with labels, calling this original CARLA dataset. The corresponding segmentation masks are mapped to the 30 Cityscapes classes and processed by vid2vid. This, together with the labels, now constitutes the transformed CARLA dataset. For the schematic process see Fig. 2. An example image from transformed CARLA is displayed in Fig. 4.

B. Validation of transferability

1) Correlation and performance analysis: We conduct the performance analysis on the paired set, synthetic and 

https://github.com/openseg-group/openseg.pytorch

This setup leads to an improved segmentation compared to the HRNetW-48 under test.

Note that the real Cityscapes A images are contained in real Cityscapes B. However, for consistency, we use the pseudo-labels as ground truth here. real Cityscapes A, described in Sec. [IV-A.1] using mIoU as the performance metric. We use the reduced set of 19 Cityscapes classes and distinguish between them to gather IoUs per class as well as mIoU scores per image. We average these quantities over all images of the respective dataset and compute the sample correlation coefficients as described in Sec. III-B.1. We repeat this procedure for paired Cityscapes B. The obtained results can be seen in Fig. 5 and Fig. 6. Fig. 5 depicts class-wise IoU and class-wise correlation coefficients on both paired sets, in which one can observe a relatively high class-wise correlation coefficient when the network performs well (i.e., it has a rather good IoU for that class), e.g., for the classes road, building and vegetation as well as the particularly safety-relevant classes person and car. Note that despite a high IoU for both synthetic and real sets for the class sky, the correlation coefficient is relatively low.

Plotting the mIoU on paired real and synthetic Cityscapes A in the upper part of Fig. 6 shows how they correlate (the sample correlation coefficient is approximately 0.403). The lower part of Fig. 6 shows an analogous plot for the B sets, in which the sample correlation coefficient is slightly higher with 0.457. The displayed peaks and dips of the image-wise mIoU scores on the synthetic set matching those on the real set qualitatively suggest a rather good transferability. From a testing perspective, especially the negative correspondence, i.e., low performance on synthetic data coinciding with lower real data performance, are important as they might help reveal failure modes. Evaluation of the function on the extended scenes of transformed CARLA yields a mIoU of 0.196, constituting a decrease of around 0.07 compared to synthetic Cityscapes A. However, the performance on the transformed CARLA seems to depend on the choice of the particular sequence of videos. This might provide a first insight that semantic concepts in these sequences might constitute failure modes.

2) Error distribution analysis: Conducting the error distribution analysis described in Sec. III-B.2, we find that $FNS_{c,k}$ values differ for the datasets, i.e., the error distribution across the datasets differs, providing evidence that errors are not always transferable (in this work we only show one example radar plot, omitting the rest). This effect is in particular visible for transformed CARLA errors. On paired Cityscapes B, we see that errors are rather comparable, especially for the larger classes such as road, sidewalk, building, wall, and sky. We observe that the better quality of the real B set, relative to the requirements of vid2vid, enhances the comparability of errors. However, the outcome is still class-dependent, hinting at the fact that the current simulated data might only be suitable for testing w.r.t. some particular classes. We observe that errors tend to fall into naturally adjacent classes. The example radar plot in Fig. 7 shows the ground truth class sidewalk getting mistaken for road and building. By definition our $FNS_{c,k}$ measures the (relative) amount of wrongly segmented pixel area. Similar to IoU, we expect $FNS_{c,k}$ to be more fluctuating for objects of smaller area, which is apparent in the larger stability for aforementioned classes with typically large pixel areas.

Fig. 2: Depiction of the performed synthetic generation processes with the involved datasets.
Fig. 3: Example from the paired dataset generation. We pseudo-label an unlabeled Cityscapes image (a) with HRNetW48 + OCR + SegFix, resulting in a segmentation mask (b), and vid2vid transforms it to a paired synthetic image (c).

Fig. 4: Example of a vid2vid-generated image from a CARLA segmentation mask. Notice how the artifact on the right almost has stop sign shape.

Fig. 5: Correlation and performance analysis results on paired Cityscapes A and B as well as transformed CARLA classwise IoUs. Note that there is no correlation coefficient for class ‘train’ on Cityscapes A since there are not enough samples from the synthetic and real sets. Classes in CARLA that have no IoU value are not available from simulation.

Lastly, we expect the measure to be correlated to the IoU itself, as they are related quantities: To be precise, the smaller the IoU of an object, the larger it contributes to $\text{FNS}_{c,k}$.

3) Discriminator on model outputs and errors: We train the SkopeRules rule learner based on feature engineering of MetaSeg, [27], to distinguish whether a model output/error belongs to a real or synthetic input image. More precisely, using [27], we compute various quantities from the predicted pixel-wise class probabilities, which are aggregated per connected component (segment) of the model’s output segmentation mask. These quantities include dispersion measures, i.e., the pixel-wise entropy, probability margin, and variation ratio. These measures get aggregated over each whole predicted segment as well as only the corresponding boundary and the inner. The aggregation is performed by considering both mean and variance over all pixel-values that correspond to the whole segment, the inner or the boundary, respectively. Furthermore, we consider the size measures, i.e., the size of the whole segment, its boundary and its inner as well as fractality measures like the segment size over the boundary size. Altogether we obtain a structured dataset
that contains a number of interpretable scalar values per predicted segment. For further details, see [27]. Moreover, MetaSeg stores labels and IoUs for each segment. This diversity of computed metrics allows for a distinct uncertainty assessment for the predicted segments, enabling a geometric interpretation of the sets of rules. For instance, a rule for some class $c$ including boundary entropy as a classifier for real vs. synthetic input implies that differences between the sets lie on the boundaries of the respective class segments.

In total, we compute 35 different metrics per segment of the prediction mask of the HRNet for each image of paired Cityscapes A and B, respectively, and save information about the belonging dataset. We then separate the dataset according to the 19 semantic classes of Cityscapes (classwise choosing the minority dataset - real or synthetic - as the target to learn rules for) and perform a random $80:20$ train-test split. In a first step, we learn rules on all classwise segments before we filter (again classwise) for errors, i.e., for segments with $\text{IoU} = 0$. The same analysis is performed on a subset (of the same size as Cityscapes A) of images from paired Cityscapes B. The accuracy scores of the resulting rule sets can be seen in Fig. 8. Overall, the accuracy scores are rather high (see Fig. 8a) – our discriminator can (easily) tell the inputs apart – implying that the model behavior differs on real and synthetic paired input data. Additionally, on both Cityscapes A and B, the restriction to only error components leads to higher mean accuracy of the set of rules i.e., a better distinguishability of real and synthetic input data. However, as seen in Fig. 8b, the accuracy scores on Cityscapes B are lower on average, indicating that better quality of synthetic data makes it more difficult to differentiate between real and synthetic inputs. We observe that the rule accuracy scores do not reflect any IoU performance gap, as we see in Fig. 8b and Fig. 8c. This underlines our claim that performance metrics such as $(m)\text{IoU}$ (as described in Sec. III-B.1) alone cannot assess the comparability of model behavior. Interestingly, concerning hyperparameters, a maximal depth of 1 turns out to be optimal for the rule sets across all classes in all our discriminator experiments. Also, the rule sets for model outputs on paired Cityscapes A contain mostly boundary metrics, whereas the differences between the datasets are rather scattered and thus more difficult to interpret for the remaining experiments. This might be due to the increased difficulty of synthesizing boundary pixels via vid2vid.

Finally, we can say that our proposed methods and metric correlate well with the visually perceptible quality difference in the synthetic set: On the more realistic looking synthetic Cityscapes B, rule accuracy scores drop. Nevertheless, the results of the discriminator analysis show that the proposed metrics provide a good way to identify the domain shift present between real and synthesized datasets. Note, however, that for practical testing purposes it may not be necessary to fully close this gap.

V. CONCLUSION AND DISCUSSION

We presented a conceptual framework to validate simulation-based testing of real-world ML applications, which we instantiated on a semantic segmentation task in the context of AD. As simulation and real-world data have a domain gap, our work explicitly addresses the question of transferability of testing results. We employ a generative label-to-image transfer method, mapping from the ground truth labels back to the (real world) image domain, which provides two key advantages: First, we can map a given labeled (real) dataset onto a synthesized version of itself allowing us to directly and in detail investigate the resulting domain gap incurred by the generative method. Second, applying the same generative model to ground truth data from any source, e.g., a simulator, we can test the ML application. Under the condition that the simulated ground truth is of the same form as the real world one, we have almost no domain gap between the synthesized real data and the data synthesized from a simulation. So, using this two-stage approach we can largely bypass the question of domain gap regarding simulated test data, and instead shift it to a more controllable comparison between two datasets with identical ground truths.

While the performance of the generator is not crucial, it is clear that our approach still benefits from a small domain gap between the actual and the synthesized data. Improvements regarding better generative models, more available data,
and additional validation metrics can easily be incorporated into our modular framework. With semantically rich enough labels to facilitate data generation, our approach could be used on other tasks such as, e.g., object detection, using mean average precision as performance score, and on other application domains as, e.g., in the context of text mining.

Turning, at last, to the concrete instantiating of the framework on the segmentation task, we evaluated transferability calculating class-wise mIoU correlation coefficients and found for cars or person surprisingly strong and encouraging values of 0.7. A deeper analysis of failure modes based on manual feature extraction, however, revealed that failures can be still clearly classified as belonging to the real data or its synthesized counterpart. Lastly, while we demonstrated the feasibility of the approach the actual test of the segmentation model, e.g., active weak-spot search, is left for future work.
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