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Abstract: With rapid advancements in internet applications, the growth rate of recommendation systems for tourists has skyrocketed. This has generated an enormous amount of travel-based data in the form of reviews, blogs, and ratings. However, most recommendation systems only recommend the top-rated places. Along with the top-ranked places, we aim to discover places that are often ignored by tourists owing to lack of promotion or effective advertising, referred to as under-emphasized locations. In this study, we use all relevant data, such as travel blogs, ratings, and reviews, in order to obtain optimal recommendations. We also aim to discover the latent factors that need to be addressed, such as food, cleanliness, and opening hours, and recommend a tourist place based on user history data. In this study, we propose a cross mapping table approach based on the location’s popularity, ratings, latent topics, and sentiments. An objective function for recommendation optimization is formulated based on these mappings. The baseline algorithms are latent Dirichlet allocation (LDA) and support vector machine (SVM). Our results show that the combined features of LDA, SVM, ratings, and cross mappings are conducive to enhanced performance. The main motivation of this study was to help tourist industries to direct more attention towards designing effective promotional activities for under-emphasized locations.
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1. Introduction

With recent advances in internet applications and widespread communication technologies, customers are able to share their travel or purchase experiences, feelings, and reviews online. These online reviews play a vital role in acquiring tourism-related services [1] and exert a significant impact on the decision-making behaviors of other users [2]. The development of information and communication technologies has a significant impact on the behaviors of both travelers and the tourism industry [3].

Furthermore, the percentage of people who search for information for their upcoming holidays is over 80%, according to Google statistics [4]. It has also been shown that people visit around 26 websites and spend around two hours searching for places to visit that have affordable deals [5]. Online reviews can be viewed as a form of internet communication, and are enabled by different internet applications, websites, review and rating sites, social networking sites (SNS), and blogs.

Key to the flourishing tourism industry is addressing how it can thrive and enhance a country’s economy and socio-cultural systems. To harness the remarkable potential of tourism to elevate sustainable development, it is vitally important to accentuate that it can directly or indirectly add
value to Sustainable Development Goals (SDGs) [6]. Tourism is an intrinsic part of many SDGs, such as decent work and economic growth, sustainable production and consumption, sustainable cities and communities, and underwater life [7,8]. By taking SDGs into account, many organizations have experienced improved performance in terms of sustainability through utilizing sustainable and innovative business models. The core concept of any sustainable business model is to add value for which a customer is willing to pay [6–10]. Therefore, in order for the tourism industry to perpetuate sustainability, countries must consider factors that are able to improve tourists’ interest and satisfaction levels through enhancing and attending to tourist experiences. This can help tourism-based companies cultivate the overall experience of tourists. To achieve long-term and attainable tourist satisfaction, there is a need to have satisfied tourists who are interested in returning, and who can also recommend the destination to others [11]. This necessitates obtaining regular feedback from travelers and paying attention to their reviews. Thus, in this study, we aim to focus on tourists’ experiences and their views regarding different tourist spots, and to aid administrative parties in developing their policies and marketing strategies accordingly.

Our proposed recommendation system contributes towards sustainability in two primary ways. First, it prioritizes travelers’ satisfaction, views, and experiences, as this is the primary motivation of any sustainable business model [6,9–13]. Second, it helps destination marketing organizations to strategize their promotional and marketing activities based on travelers’ needs and interests, which, according to the works of [14–16], is important for diagnosing and enhancing customer satisfaction. Also, effective destination promotions and marketing is one of the primary tasks of destination management organizations (DMOs) nowadays [15].

For tourism sustainability, the aim is to provide the most enjoyable and satisfactory experience [12,13] in order to increase the number of satisfied travelers who would like to come back and will recommend the destination to others. Currently, a large percentage of people are influenced by social media, along with pictures and videos posted by others. According to Social Media Today, around 49% of people visit travel content-related web portals before planning their trips [17]. Therefore, there is a high probability that places that are not well-promoted by DMOs will not be visited by tourists. Thus, marketing organizations, along with placing a greater emphasis on sustainability, are focusing on technologies that are able to help them better connect with customers [18].

Our goal is to focus on discovering under-emphasized locations and top-ranked locations to attract tourists. Under-emphasized places are locations that are highly rated, but have not received sufficient advertisement or coverage from tourism administrative and marketing parties. In this study, we cover tourist blogs, and their reviews and location ratings. This abundant data are used along with user history-based data that are available online. The effective use and analysis of tourist destination picks, and their remarks based on different factors such as food, conveyance, admission fee, and travel time, could help other tourists to make well-informed decisions. The challenge here is the abundant amount of online available data on different forums. It takes a great amount of time for a tourist to go through a reasonable amount of content to decide and plan their trip. With the help of emerging and advancing technologies, people are more comfortable and can easily share their travel experiences and reviews through different portals such as TripAdvisor and Trip.com. These high-quality blogs and experience tales can help discover different patterns and reasons behind the selection of tourist destinations. Many recommendation systems effectively make use of them. There have been many recommendation systems proposed that focus on tourist movements, destination choices, reviews, and history [19–22]. However, these recommendation systems only suggest places that are popular or those that receive the most reviews. In such recommendations, there is the possibility of missing places that are worth visiting. Hence, owing to receiving less exposure and fewer advertisements, such places are often overlooked by these recommendation systems. We refer to such places as “under-emphasized” locations. We selected Jeju Island as a target tourist destination. The reason behind this is that, although the tourism industry of South Korea has improved in recent years, for Jeju Island—a land of abundant natural attractions—keeping pace with tourist demands and the consistent improvement of tourist spots remains a challenge for tourism
companies. According to the Jeju Tourism Association, the number of tourists to Jeju dropped from 15 million to 14.7 million in 2017, and further to 14.3 million in 2018 [23].

We propose a recommendation system that has the following aims, including using user-history-based data and learning the ratings to recommend top-rated places according to user’s requirements and recommending under-emphasized locations by learning from mapping tables, location’s related context-aware sentiments, and relevant topics. We have extracted all possible tourist locations and collected travel blogs most relevant to the user search query. Travel blogs are analyzed to discover hidden or latent topics. We have used latent Dirichlet allocation (LDA) for topic modeling in tourists’ blogs. LDA represents any given document as a mixture of topics with different probabilities of words. These topics are then used along with the reviews relevant to a location to discover emotions and sentiments. Reviews are extracted from Google and TripAdvisor. Support vector machine (SVM) is a supervised machine learning algorithm and is used for both classification and regression. We have used SVM for the sentiment classification task.

The proposed system takes input from all data sources and uses an artificial neural network (ANN)-based learning model. The ANN-based module takes topics learned through the topic modeling module, sentiment scores through sentiment analyzer, and labels through ratings as input. The system then predicts the locations based on the user preferences and recommends both the under-emphasized and top-ranked locations. According to our results, when all the features from SVM, LDA, ratings, and cross-mappings are used in a combined manner, better and optimal recommendations can be obtained. The formulated objective function prioritizes the factors that have a positive influence on prediction accuracy and helps us achieve 94% prediction accuracy as compared with other configurations.

In the rest of this paper, we first perform the literature review related to this work. Then, the background on all the algorithmic approaches is presented in the proposed methodology section, which covers the basics of language modeling and SVMs. In this section, we have also discussed our optimization objective function. The proceeding section sheds light on the implementation environment. After that, we present preliminary results for the proposed approach and compare them with other models. Next, we talk about the recommender system and how we formalized our methods to get the optimal recommendations for the users. The last sections conclude this work with discussions and future work.

2. Related Works

In this section, we present the literature review of the related works. We have divided the related works into three sub-sections. In Section 2.1, we present related works on recommendation systems; Section 2.2 presents research related to sentiment analysis and lexicon-based SVM classification; and Section 2.3 briefly presents work done on topic classification.

2.1. Recommendation System

Social networks play a pivotal role in enhancing the importance of recommendation systems in today’s world. The growth of scientific papers related to recommendation systems has also increased since the year 2004 owing to the open-access of social networking data [20]. The check-in data available on Facebook, Twitter, or Foursquare can be used as recommendation information for tourists and also the comments can be utilized to satisfy the frequently asked queries of the tourists [21]. Information technology fields are the recent innovators for the tourism industry resolving cold-start problem, recommendation of attractions, and user model adaptations for improving the recommendation system [21]. Trust-based recommendation systems such as location recommendations using social pertinent trust walkers are being worked on by many researchers [22]. The classification algorithms like SVMs, decision trees, and multi-layer perceptron show promising experimental results for destination recommendation systems [24].

A novel algorithm has been proposed by Hsiu-Sen Chiang and Tien-Chi Huang in their paper, for a personalized user-adapted scheduled recommendation system, which has given excellent outcomes [24]. The LDA method happened to generate good results for online dating
recommendations using a two-sided matching framework [25]. The cold start problem that occurs for new users in the recommendation system has been approached to be resolved using a collaborative filtering method [26]. Data mining techniques like associative classification methods can deal with many shortcomings of the recommender system [27]. Apart from collaborative filtering, content-based filtering and demographic filtering are also widely used in the suggestion of tourist attraction for an individual as well as a group of users [28]. A point of interest (POI) recommendation system proposed by Guandong Xu et al. has used the tripartite graph for side information and also a predicted personalized POI recommendation using a sentiment supervised random walk algorithm [29]. A time-aware recommendation system is also an emerging approach in dealing with recommendation strategies [30]. SigTur/E-Destination is a personalized recommendation system based on an ontology that finds the correlation between recommendation and user motivation [31]. Content filtering can lead to inappropriate data, which has been resolved in the work of [32] by the usage of intelligent decision making. A virtual intelligent system is also a part of solving issues related to content-based filtering [33] in recommendation systems.

2.2. Sentiment Analysis and Lexicon Based SVM Classification

Many frameworks have been built for sentiment analysis and classification that are based on Twitter data, and can deal with sentiment analysis of untagged sentences [34]. The technique that is most widely used for sentiment analysis is bag-of-words, which has two shortcomings. One of them is a manual evaluation of words and the second being ignorant of grammar and semantics of words, leading to low accuracy [35]. These have been resolved both at the lexical and syntactic level and many review works have been presented previously [36,37]. Recently developed techniques in the field of opinion mining and sentiment analysis still have drawbacks in solving multi-domain problems owing to the unavailability of sufficient labeled data [38–40].

Naïve Bayes, maximum entropy, and support vector machine algorithms along with ensemble methodology, namely, weighted combination, meta-classifier combination, and the fixed combination, is considered a good approach in dealing with sentiment classification of microblogs such as Twitter [41–47]. Sentiment analysis can be handled in two ways; lexicon-based approach and machine learning. Machine learning generates better results in maximum cases compared with the lexicon-based approach. SVM approaches using sentiment lexicons improve the accuracy of sentiment analysis and also create domain-specific sentiment lexicons for learning purposes [48–50]. Sentiment bias processing and multiple clustered-based support vector machine classifiers applied to the lexicon-based sentiment analysis method where a sentiment scoring formula is used to classify the reviews is considered to improve the performance of lexicon-based review [51–53].

2.3. Topic Classification

The baseline classification of topics includes data collection, analysis of data for labeling, weighing and construction of features, selecting features and projecting it, training the classification model, and then the evolution of results [54]. Much work has been proposed based on the metrics related to popularity and rarity to extract features for topic classification [55]. Decision tree learner and network-based classification for topic recognition are widely used apart from the bag-of-words approach [56,57]. Another approach proposed in the work of [58] describes the deeply contextualized representation of words that model complex characteristics of words used in topic classification and how they vary in linguistic contexts. Deep learning approaches along with the Rocchio algorithm and long short-term memory neural network are also trending methodologies in topic classification [59,60]. In [61], topic modeling based deep neural network approach is proposed for recommendations.

2.4. Analysis of Online Reviews

The concept of using user reviews for prediction and recommendation is not new. Many studies have examined the impact and power of online reviews on the purchasing behaviors of users and
their decision making [62,63]. Some studies have used the data from reviews to find the contentment and satisfaction of hotel guests [64], tourist satisfaction [65], and sentiments related to a movie [66]. Online reviews are often referred to as electronic word of mouth. According to the work of [1], these reviews are the most vital source of information that impacts a customer’s behavior in different sectors such as tourism services.

There is no doubt that these reviews are capable of shaping a user’s decision and play a significant role in tourism-related research and applications. In the work of [63], a cognitive fit theory is applied to reviews and both the review type and many reviews are considered for the experiments. Besides the statistical features, the behavioral features data are also very critical for the e-tourism business, as these behavioral features can help us identify different trends such as fraudulent reviews [67–70]. Reviews credibility is also very important for the management of hotels, tourists’ spots, or any product [71].

In the work of [72], sentiment analysis is applied to find people’s reviews about tourism in Oman on Twitter data. A domain-specific ontology is created, and entities identified by a part-of-speech (POS) tagger are compared with the domain-specific concept. A further study [73] builds a model to examine the helpfulness of online reviews based on five novel linguistic features such as noun-singular, noun-general, preposition, personal-pronouns, and adverbs. They have also used visibility features, such as the review age and rating of the review. The linguistic features proved to be better predictors for review helpfulness.

3. Data

In this section, we present the characteristic details of the data used for experiments. The data collection phase is one of the primary tasks in the knowledge discovery process. The knowledge discovery process identifies hidden patterns from an enormous amount of data. We perform knowledge discovery by identifying latent topics from large text data files and classify users’ sentiments.

As we are targeting Jeju Island tourism for the experiments, our data crawling process is customized accordingly. We first searched for the term ‘tourism’, in combination with ‘Jeju’ in general. Second, we used different synonyms for tourism such as ‘travel’, ‘tourists’, and ‘tourist destinations’, as well as alternative terms such as ‘tourist spots’, ‘best places’, ‘where to go or visit’, ‘all places’, and ‘list of places’ combined with the word ‘Jeju’. We also searched Google maps for all these terms and search queries. We primarily collected various travel blogs data, reviews against different locations and their respective ratings, location’s weather, and user’s history-based data. We collected and managed a list of universal resource locators (referred as URLs in Figure 1) for all the blogs. We removed redundant URLs and extracted data using the remaining links. After this, the data are stored in the relevant database and knowledge discovery tasks are performed, such as topic discovery and sentiment analysis, as shown in Figure 1. The description of each data source is given below.
3.1. Blogs

Blogs are of the online user-generated data type. A travel blog is like a story in which people elaborate their thoughts and experiences in detail. There are many blog websites. We collected all the blogs related to a user’s search query.

3.2. Reviews

Reviews are also of the online user-generated data type and are shorter in comparison with blogs. Reviews are usually summarized using few sentences. We used Google reviews and TripAdvisor.

3.3. Ratings

Ratings are usually in numeric form, ranging between 1 and 5. We collected ratings from Google and TripAdvisor.

3.4. User History Data

These data are based on the travel patterns of a user. The user’s demographics are recorded, such as age, reasons for traveling, such as business or vacations, gender, and local or foreigner. For training our model, we used the national open data portal [74] of South Korea, which has many categories of data publicly available for use.

4. Proposed Methodology for Tourist Spots Recommendations

This section presents the proposed methodology for tourist spot recommendations. In Figure 2, we present our conceptual model and the complete system flow. For simplicity, we will explain through an example. When a tourist visits a new country or city, he or she can ask for friends’ recommendations or can search for top tourist places trailed by different review sites and different
With such abundant data available, there is a dire need to help a tourist with efficient search results for his query and recommend places accordingly.

A location database is maintained with all the possible spots that can be visited. In our conceptual model of the system, all the relevant blogs, ratings, and reviews are extracted against a user query. The collected data are both in numeric and textual form. The system comprises of the text analysis module, which performs topic modeling and sentiment analysis based on context-aware collaborative filtering. The user history-based data analysis module takes demographic data, such as age, gender, and number of visitors at a location. The preferences of a new user are first compared with the history-based data.

For under-emphasized location recommendations, a location profile is generated for each location in the database, which is built on the history data, collaborative filtering, and cross-mapping matrices. Therefore, when a user searches something, the location database is checked first and then all of the tourist locations are fetched, the weather of each location is fetched, and location profiles are calculated based on the system processing. The user is then recommended with all the top locations based on historical data and under-emphasized places based on location profiles.

This section is further comprised of applied algorithms, with detailed explanations in Section 4.1, architectural details of the system in Section 4.2, and the approach towards optimization in Section 4.3.

**Figure 2.** Conceptual model of the proposed approach.

### 4.1. Algorithmic Approaches Used in Methodology

This section is divided into four subsections covering all the approaches used for each module. In Section 4.1.1, LDA is explained, followed by SVM-based sentiment classification in Section 4.1.2. In Section 4.1.3, we present the location’s popularity index calculation technique, and Section 4.1.4 introduces corresponding mappings.
4.1.1. Topic Modeling Using Latent Dirichlet Allocation (LDA)

Topic modeling is one of the primary tasks of natural language processing. The most suitable topic modeling approach considers each document as a collection of different topics. LDA is an example of such an approach. In LDA, a user blog is treated as a document and, after some preprocessing, it is passed to the LDA model. LDA generates clusters of similar words indicating a topic or a theme. This process is repeated for all the blogs in the dataset.

Furthermore, there are Dirichlet priors, which result in more effective mixtures of topics for the probability distributions. As shown in Figure 3, the LDA process takes all the blog data as input. These data are then passed to the preprocessing unit, where the text cleansing is done. The primary preprocessing tasks are performed such as removal of stop words, tokenization, and stemming. These blogs are converted into preprocessed documents, which are ready for further computations by the topic modeling module. Topic modeling is based on a function that computes the log probability of a task, such as \( \log p(\omega | \text{model}) \), or a sentence, such as \( \omega = (\omega_1, \omega_2, ..., \omega_n) \). LDA is the most frequently used topic model and, owing to its probabilistic nature, it generates interpretable topics.

![Figure 3. Topic modeling process using LDA](image)

The topic modeling module that uses LDA as a baseline algorithm calculates the Dirichlet parameters, such as \( \alpha \) and \( \beta \). The Dirichlet priors \( \alpha \) and \( \beta \) are the vectors that signify the average of multinomial distribution of the document and topic mixture distributions, respectively. The probability distribution of topics with respect to each location is calculated. The output is clusters of keywords, each falling into a specific topic category. These keyword clusters are then labeled with unique topics. Therefore, the output represents a list of topics from 1 to \( M \), each containing a list of keywords from 1 to \( N \). Table 1 presents the LDA parameters with corresponding definitions.
Table 1. Latent Dirichlet allocation (LDA) parameters with respective definitions.

| LDA Parameters | Type               | Definition                                      |
|----------------|--------------------|-------------------------------------------------|
| M              | Integer            | Number of topics                                |
| V              | Integer            | Dictionary/vocabulary size                      |
| D              | Integer            | Number of blogs                                 |
| N              | Integer            | Total number of keywords in a topic             |
| ∝              | M-dimensional vector | Prior weight of a topic k in a blog           |
| β              | V-dimensional vector | Prior weight of a word in a topic             |
| θ              | Float [0, 1]       | Probability                                     |
| z              | Integer            | Topic assignments                               |

4.1.2. Sentiment Analysis

There is an abundant amount of reviews available on the Internet for any specific tourist location. We have crawled data from the largest and popular review sites, that is, TripAdvisor (tripadvisor.com) and Google Recommendations (location reviews). Both of these review sites present the location reviews along with the ratings. The motivation of the platforms is to screen ranking-based content, derived from user ratings. Both have different categories of reviews, such as food, entertainment, cleanliness, fee, and value.

The rudimentary procedure of sentiment classification by supervised machine learning algorithms is shown in Figure 4. We have locations as input ranging from 1 to K. For each location, we have reviews and ratings collected from TripAdvisor and Google reviews. The location ratings are separately stored and only reviews from both sites are considered for this step. For each location, the reviews from both sources are accumulated, which results in a total number of reviews of Z. Each review is fractionalized into N sentences. Now, for each review, preprocessing is performed and bags-of-words are generated. After preprocessing, opinion lexicons are calculated. The overall process involves the following primary tasks.
Measuring Lexicons

The sentiment values of each review document are derived exclusively from the lexicon entries. Here, the lexicon entry is basically defined as a token with its tag, such as a part-of-speech (POS)-tag. Table 2 presents some examples of identified lexicons along with their respective POS-tags. To have a more specific lexicon, we used vocabulary from the existing training data and used no other source. The results of the sentiment analysis prove the usefulness of such a highly domain-specific dictionary.

Table 2. Example of lexicon tokens and part-of-speech (POS)-tags.

| Lexicon Token | POS-Tag |
|---------------|---------|
| Location      | noun    |
| Registration  | noun    |
| fee           | noun    |
| Hike          | verb    |
| Food          | noun    |
| View          | verb    |
| Experience    | verb    |
| Sea           | noun    |
Sentiments Score Calculation

The assignment of sentiment scores can impact the effectiveness of the entire sentiment classification process. For each lexicon, we calculate a score \( st \), which is further processed through a series of natural language processing tasks to find its POS-tag. Then, all the similar meaning words are extracted after mapping them to their relevant POS-tags. At the final step, \( st \) is calculated as a weighted average of sentiment scores for all the similar words. We take advantage of the SentiWordNet approach, a popular lexicon-based sentiment analysis tool, to collect sentiment words.

These POS-tags are generated for the topics discovered in the topic modeling process for each location. After that, sentiment scores are calculated for each lexicon. If a score is less than zero, it is classified as negative; a zero score represents the neutral category; and a score greater than 0 is considered positive. To calculate the score, the lexicon words were looked up in the dictionary containing the emotion categories. We removed the irrelevant categories of emotions from our data. As a result, we were left with eight categories of emotions \( (es) \): love, excited, surprised, happy, sad, boring, angry, and disappointed, as shown in Table 3.

| Sentiment Class | Emotion Category \( (es) \) | Relevant Emotions \( (r) \) |
|-----------------|-----------------------------|-----------------------------|
| Positive        | Love                        | Awesome, stunning, amazing  |
|                 | Excited                     | Dream place, tough          |
|                 | Surprised                   | Breathtaking                |
|                 | Happy                       | Happiest, grateful          |
| Neutral         | Neutral                     | Ok, so so, average          |
|                 | Sad                         | Unfortunately, lonely       |
|                 | Boring                      | Less crowded                |
| Negative        | Angry                       | Creepy, ruined              |
|                 | Disappointed                 | Worst hike, waste, unclean  |

SVM-Based Sentiment Classification

SVMs are a class of supervised machine learning algorithms that are generally applied to classification or regression problems. Many studies have implemented SVMs in different classification problems like reviews classification and prediction problems such as river flow forecasting [75] or to estimate dew point temperature [76]. SVM is a learning mechanism for classification and regression problems [77]. It has many advantages for text classification and it works effectively while handling large features sets. Also, the performance of SVM is robust if the examples set is sparse. As SVM can be extended easily to multiple class classification by the one versus one method, it plays an important role in evaluating SVM performance. In many studies related to sentiment analysis, SVM has shown promising results [78–80].

We used SVMs for classification as they have been proven to be highly effective as a traditional text categorization approach. In the works of [77,81,82], SVM clearly showed better performance as compared with traditional methods. Also, in the work of [82], SVM outperformed deep learning model and achieved higher accuracy. We used it to classify rest of our data, that is, reviews into emotional classes. An SVM is trained to classify labeled data by defining a separating hyperplane \( (q-1) \)-dimensional hyperplane in \( q \)-dimensional space) to simplify the features \( (q \) in total). This separating hyperplane divides the multi-dimensional space along with the support vector to minimize the classification error.

As we are classifying the sentiment words into multi classes, we use the ‘one versus rest’ classifier to classify the test data. The equations below for the SVM model of multiclass classification can be given as in Equations (1) and (2):
\[
\sum_{i=1}^{K} w_i \ast w_i + C/n \sum_{i=1}^{n} \xi_i,
\]
(1)

\[
([x_i \ast w_{yi}] \geq [x_i \ast w_{yi}] + 100 \ast \Delta(y_i, y) - \xi_i) \ \forall \ y_{1-K},
\]
(2)

where \(x_i\) is the \(i\)th instance of input data and \(y_i\) is the output against \(x_i\). The number of classes vary between 1 and \(K\), and \(C\) is a regularization parameter used to trade-off between training error and margin sizes. The loss function is given by \(\Delta(y_i, y)\), which is computed for all \(y\) in \([1 - K]\). The loss function returns 0 if the output label is same as of \(y\), that is, \(y_i\) equals \(y\), and returns 1 otherwise. The above Equations (1) and (2) are computed based on the work of [83].

4.1.3. Measuring Popularity Index of the Location

The popularity of the location is generally measured based on visiting frequency, category of visitor, and the time spent there [48]. We combined these features with our extended set of features to get more insight on effective trends of popularity. For under-emphasized locations, all the features are incorporated to find the popular location, even if it did not get enough promotions. Therefore, the popularity of the location is dependent on the parameters listed in Table 4. Though there are many features relevant to a location, all of them do not have the same importance for the popularity. Also, if explanatory variables are larger in size, the chance for the model to overfit increases. Therefore, principle component analysis (PCA) is used with dimensionality reduction according to Equation (3) given below [84]:

\[
T = \sum_{i=1}^{n} X_i \ast W_i
\]
(3)

where \(X_i\) is the \(i\)th feature in the features set and \(W_i\) is the corresponding weight of the feature \(X_i\). Here, \(\sum W = 1\).

The reason for using PCA is to minimize the features and categorize them into parsimonious and adaptable classes. There are two key components of PCA, that is, eigenvalues and correlation coefficients. They are also known as loading factors or loading scores. Each class encompasses correlated features. Therefore, eigenvalues and loading scores are computed and values falling into a specific range are kept and others are discarded. The components with eigenvalues \(>1\) are considered significant. Similarly, the percentage of loading scores is considered significant when it is above 75%. The rest of the features are discarded. Finally, the popularity index referred to as \(P_{index}\) is expressed using the following Equation (4) [85]:

\[
\text{Popularity Index} = P_{index} = \left(\frac{eigen_i}{\sum_{i=1}^{n}(eigen_i)}\right) \times \left(\sum_{j=1}^{k} (Lscore_j \ast Sval_j)\right),
\]
(4)

where \(eigen_i\) is eigenvalue of component I; and \(Lscore_j\) and \(Sval_j\) are the loading scores and standardized value for index \(j\), respectively.

All the parameters that are used to calculate the popularity index of a location are listed in Table 4. Additional features are number of shares on social networks \((X_8)\), number of nearby restaurants \((X_{12})\), nearby hotels \((X_{11})\) and nearby tourist locations \((X_{10})\), total likes \((X_9)\), and number of people who has added the location into their wish list \((X_{13})\). The visitor types \((X_7)\) can help provide accurate recommendations for the people in the same category.
Table 4. Parameters used to calculate popularity index.

| Xi  | Parameters                       | Definition                          | Source                       |
|-----|----------------------------------|-------------------------------------|------------------------------|
| X_1 | reviews                          | Total no. of reviews                | Google, TripAdvisor         |
| X_2 | Avg. rating                      | Average star ratings                | Google, TripAdvisor         |
| X_3 | rSentiScore                      | Sentiment score of reviews          | Google, TripAdvisor         |
| X_4 | bSentiScore                      | Sentiment score of blogs            | Blogs database               |
| X_5 | visitFreq                        | Frequency of visits                 | User history-based data      |
| X_6 | tMentions                        | Total number of mentions of a location | TripAdvisor, Blogs         |
| X_7 | vType                            | Visitor type, e.g., local or foreigner | User history-based data |
| X_8 | SNSshares                        | No. of times shared on social networks | Multiple sources             |
| X_9 | Likes                            | Total number of likes               | Multiple sources             |
| X_{10} | nearbySites                     | No. of nearby tourist locations     | VisitJeju                    |
| X_{11} | nearbyHotels                     | No. of nearby hotels                | VisitJeju                    |
| X_{12} | Restaurants                      | No. of nearby restaurants           | VisitJeju                    |
| X_{13} | peopleInterested                 | No. of people interested in visiting | VisitJeju                    |

4.1.4. Proximity Measures and Corresponding Mapping Tables

To perform recommendations for under-emphasized locations, we must compare all the relevant data sources for finding places that are worth giving a visit, but those places are not well promoted on the Internet. For this purpose, for locations 1 to K, we stored their different features in separate tables, that is, location ratings, sentiment scores based on the reviews and topics, the number of location mentions, and the popularity index of a location. The proximity measures for each location are calculated to find the similarities between different parameters of a specific location.

For the proximity measures, we used the Minkowski distance formula, which is an extension of Euclidean distance. The Minkowski distance formulas are used to calculate the distances and similarities between different information sources in order to find the optimal one. The following Equation (5) based on the Minkowski distance formula [86] is used to measure the similarity between two points; 1 means completely similar and 0 means completely dissimilar. The measure1 and measure2 are two features of a location. Therefore, for any two features, distance is calculated using Equation (5):

$$
\text{dist}(\text{measure1}, \text{measure2}) = \left( \sum_{k=1}^{n} |\text{measure1}_k - \text{measure2}_k|^{d} \right)^{1/d} \tag{5}
$$

The final cross-mapping table presents the similarity score of one point with every other point. Hence, we have K cross-mapping functions for each location. Figure 5 gives an idea of how the cross-mapping tables will look like. All locations are stored referred as LOC which ranges between 1 and K. All features related to all LOCs are stored in a table. After taking the proximity measures between all features, multiple tables are generated for each LOC to compare all the features with each other.

As we are considering the similarity between any two features at a given time t, 1 means two features are completely similar. Therefore, except for the same features, all others have values less than or near to 1. A value closer to one indicates that the feature is highly similar to the given feature.
4.2. Top and Under-Emphasized Tourist Spots Recommendation Model

In this sub-section, we present a detailed methodology for the recommendation model based on the spot prediction module and an optimization module.

Figure 6 below presents the basic flow and formulations for an ANN-based tourist spot prediction and recommendation system. This architecture can be explained in layers. The first layer is the input layer, which incorporates all the data collected from different sources. The second layer has a preprocessing unit, a learning module, and a recommendation module. All the input data are passed to the preprocessing unit before the ANN training. Once processed, the data are forwarded to their respective modules, for example, blog data are passed to the topic modeling module, which generates latent topics and keywords. These keywords along with the sentiment scores of the reviews are passed to ANN.
All the inputs are merged and weights are assigned for the network training, which results in a learned model. After this, the test data are passed to the recommendation module, which can present two types of recommendations, the top-rated tourist locations and the under-emphasized locations.

**Figure 6.** Detailed architecture of the proposed mechanism.

### 4.3. Optimization Objective Function

As we aim to recommend under-emphasized locations for a healthier tourist experience, we need to formulate an objective function that can optimally select those locations that are not just top-ranked, but also worth visiting regardless of their publicity level. Different factors can have a positive or negative effect on the tourist location recommendation. The objective function aims to incorporate these factors to generate the best location profiles. For this purpose, the optimization function does the following:

1. Maximizes the factors that have a positive influence on effective and accurate tourist location recommendations. In our scenario, such factors include popularity index \( P_{index} \), final rating of the location calculated after taking average of ratings on different platforms and expressed as \( Rating_{final} \), final sentiment score of the location based on all the reviews and blogs topics \( sentiScore_{final} \), total mentions of the location \( LocMentions_{total} \), and working hours \( workingHours \). \( \alpha, \beta, \gamma, \omega, \) and \( \phi \) are the corresponding weights of these factors, respectively. Thus, we have formulated our maximization function given as \( F1 \) in Equation (6):

\[
F1 = \left( \alpha \times P_{index} + (\beta \times Rating_{final}) + (\gamma \times sentiScore_{final}) + \right. \\
\left. (\omega \times LocMentions_{total}) + (\phi \times workingHours) \right). \tag{6}
\]

2. Minimizes the effect of factors that can negatively impact a location’s profile, and such factors include travel time towards the location referred as \( travelTime_{total} \), the time of the article or
relevant blog posts on the internet referred as $\text{publishTime}_{\text{blog}}$, and the location’s entrance fee referred as $\text{AdmissionFee}_{\text{total}}$. The corresponding weights against each factor are given by $\alpha_1$, $\beta_1$, and $\gamma_1$. Thus, we have formulated our minimization function given as $F_2$ in Equation (7):

$$F_2 = \left( (\alpha_1 \ast \text{travelTime}_{\text{total}}) + (\beta_1 \ast \text{publishTime}_{\text{blog}}) + (\gamma_1 \ast \text{AdmissionFee}_{\text{total}}) \right).$$  \hspace{1cm} (7)

From Equations (6) and (7), we can say that

$$\text{Optimized Recommendations} \propto \sum_{i=1}^{N} F_1 \sum_{j=1}^{M} F_2.$$  \hspace{1cm} (8)

Therefore, from Equation (8) we can define the $F_{\text{final}}$ function in Equation (9):

$$F_{\text{final}} = \text{Max} (F_1) + \text{Min} (F_2).$$  \hspace{1cm} (9)

By combining all the above equations and fulfilling the requirements of the objective function, we define the objective function for optimized recommendations as given in Equation (10):

$$\text{Objective Function}_{\text{final}} = \frac{\sum_{i=1}^{N} F_1}{\sum_{j=1}^{M} F_2} - (W_i).$$  \hspace{1cm} (10)

Here, $W_i$ is the weight assigned to the weather of the $i$th tourist location. We accessed OpenWeatherMap application program interface (API) to discover the current weather situation of the location. If there is rain at the location, the value of $W$ is 1, otherwise it is 0. If the result of the above objective function is positive, then it is a highly probable and decent place to be recommended. A higher value of the objective function for a location means it is the most suitable location to be visited.

5. Implementation and Testing Environment

In this section, we discuss our implementation environment in detail. This section includes experimental setup details, explanation of data collection process and data description, and the model structure.

5.1. Experimental Setup

The experimental setup is summarized in Table 5. The core system components include a long-term support (LTS) version of Ubuntu 18.04.1 as an operating system, with 32 Gb memory, and graphics processing unit (GPU) is Nvidia GForce 1080. The implementation is done in Python language along with Tensorflow API.

| System’s Components       | Specifications                           |
|---------------------------|------------------------------------------|
| Operating System          | Ubuntu 18.04.1 LTS                       |
| Memory                    | 32 Gb                                    |
| Language                  | Python                                   |
| GPU                       | Nvidia GForce 1080                       |
| Language Version          | 3.6.1                                    |
| APIs                      | Tensorflow 1.13, OpenWeatherMap          |

5.2. Experimental Data

The details for the experimental data are presented in Table 6. For all experiments, we divided the data into 70% training data and 30% testing data. The total number of locations was 94, with a total of 147,834 reviews, and 150 top relevant blogs.
6. Results

This section presents the results and analysis for tourist location predictions and recommendations both for top-rated and under-emphasized locations. In Section 6.1, we present results related to LDA-based topic modeling for the travel blogs. In Section 6.2, SVM-based sentiment classification results are presented. In Section 6.3, the top and worst rated locations are discussed, followed by a comparison of prediction accuracies of under-emphasized locations in Section 6.4.

6.1. Topic Modeling in Tourist Blogs

As proposed earlier, our text analysis module aims to find the top themes or topics in any travel blog. We applied the LDA model to the travel blog data. For experiments, we extracted the top 150 blogs on Jeju tourism. After the preprocessing, LDA was run to identify the topic clusters. These clusters were then labeled into different topics. We described the top 11 topics discovered from the given blogs in Table 7. These topics include Locations, Timings, Food, Weather, Entertainment, Environment, Accommodations, Transportation, Expense, Services, and Rent-a-Car. The redundant topics were eliminated. Many bloggers have mentioned and talked about renting a car in Jeju and about how to travel by driving yourself. This is the very reason we dedicated a separate topic class for this service labeled as Rent-a-Car.

| Class   | Topic          | Frequent Keywords                  |
|---------|----------------|------------------------------------|
| Topic 1 | Locations      | Beach, Mountain, Museum, Market, Seogwipo, Jeju |
| Topic 2 | Timings        | Time, closes, open, start          |
| Topic 3 | Food           | Eat, drink, fish, pork, delicious, ice cream, tangerine |
| Topic 4 | Weather        | Humid, temperatures, summer, Autumn |
| Topic 5 | Entertainment  | Honeymoons, Shopping, clubs, movie |
| Topic 6 | Environment    | Nature, clean, calm, noisy, rush, quite |
| Topic 7 | Accommodations | Hotel, guesthouse, room, stay      |
| Topic 8 | Transportation | Bus, Taxi, car, flight, ferry      |
| Topic 9 | Expense        | Entrance fee, expensive, cheap     |
| Topic 10| Services       | Internet, Apps, Maps               |
| Topic 11| Rent-a-Car     | Rent a car, self-driving, drive,    |

The following graph presented in Figure 7 demonstrates the percentage of each topic in the test data. We can observe that most of the bloggers covered the tourist locations they visited and the accommodations in detail, but overlooked other factors such as entertainment, food, weather, services, and environment.
6.2. SVM-Based Sentiment Classification

For sentiment classification, we trained our SVM model on reviews and keywords related to each location.

The graph shown in Figure 8 presents the results of sentiment classification based on the locations collected from the data mappings. These mappings are generated by comparing the total number of reviews against the percentage of each basic sentiment class. There are three basic sentiment classes: positive, neutral, and negative. Therefore, we can observe that the under-emphasized attractions have mostly positive reviews with very few or near to zero negative reviews.
6.3. Top- and Worst-Rated Tourists Attractions

In the following Figure 9, the trend for the top 15 tourists’ attractions is presented based on their SNS shares, final ratings, and number of mentions for each location. The SNS shares are the number of times a location has been shared on other social media networks, and the final rating is the average of all the recorded ratings.

We can perceive that most of the locations failed to have a high number of mentions regardless of having high ratings. In other words, we can say that the top-rated activities or locations are not well advertised, except Hallasan and Jeju day tour. As Hallasan is undoubtedly the top attraction in Jeju and is highly promoted on different forums, that is why the number of mentions is very high. For Jeju day tour, there can be two reasons for the high number of mentions; either it is very well endorsed or it is a very casual term that can be used by tourists. Jeju Mr. Jang Taxi tour and other locations such as Nolusaem, Sara Oreum, Darabi Oreum, and Baengnokdam lake need to be endorsed in a more effective and interesting manner, to attract more tourists toward these places.

In the following Figure 10, the trend for the top 20 worst-rated attractions is presented based on their SNS shares, final ratings, and number of mentions for each location.

Regardless of the low ratings, locations like Mysterious road, Love Land, and so on got a higher number of mentions. The reason behind it is that, when you search for tourists’ places to visit in Jeju, these two places are among the highly mentioned places by others.
The average rating and SNS shares for both places are comparatively less, indicating that, although these places are very well advertised and promoted, they are now failing to amuse the tourists. This trend can help these tourists’ sites to improve the tourist spots and bring some interesting dimensions to them by adding more activities to increase tourist involvement.

6.4. Predicting Under-Emphasized Locations

Here, we investigated and performed experiments with different tunings of the proposed system. We did a comparison of our system by training it with different parameters or features. We first experimented on our recommendation system based on LDA feature only, that is, topics and keywords. Then, we used SVM classification and ratings, separately.

Then, we trained our model with different combinations of these features, that is, LDA features combined with ratings, ratings combined with SVM features, and SVM with LDA and ratings. The recorded prediction accuracies are comparatively higher when different features are combined, as shown in Figure 11.
6.5. Testing Error

We used different learning rates to analyze the testing error of our proposed system. We used root mean square error (RSME) as a measure of testing error. The learning rates were varied between 0.1 and 0.001, represented as LR_0.1, LR_0.01, and LR_0.001 in Figure 12. Testing errors minimize with smaller values of the learning rate, such as for 0.001, RSME values are less than 0.2. This means the model performance is good if the learning rate is small.

7. Discussion and Challenges

This section covers the motivations, challenges, implications, limitations, and contributions of the proposed recommendation system. In this rapidly growing world of internet, users feel overwhelmed by excessive availability of abundant data in the form of reviews, blogs, text, and stats on different sites. For every research domain, ample data can be extracted from the Internet. The travel experiences shared by the tourists are very important for recommendation systems to learn about user preferences. It is not convenient to search the best and relevant places by browsing all social media networks, and specifically travel blogs. That is why, in recent years, many
Recommendation systems are designed based on these travel blogs and user reviews. These recommendation systems play a vital role in achieving sustainability in tourism by targeting maximum SDGs. Therefore, the proposed tourist spot recommendation system is designed to help tourists visit the best places based on the reviews and travel experiences of others. The motivation behind it is to explore and find places for tourists that are new and have some extra-ordinary elements, for example, outstanding services or better quality.

As going through all the blogs and relevant data for a location is quite a tedious task, people usually read few top links and visit places accordingly. Therefore, in most of the cases, they end up visiting places that are well promoted and excessively advertised, and they might not be able to explore other less advertised, yet breathtaking places. Also, visiting the same famous locations again and again can be boring, especially if those locations are not upgraded with time. Therefore, in this work, we have presented an approach that recommends places that are popular among people and are experientially great, regardless of their promotions. Previously, many studies have focused on site recommendation and route recommendation, but targeting under-emphasized locations by considering all the relevant features has not been given significant attention.

For experiments, we focused on the parameters such as weather conditions, location popularity index, related sentiments to a location, its SNS shares, its coverage, or number of times it got mentioned on different forums. To the best of our knowledge, this is the first approach that combines all the features and data sources relevant to a particular location for predicting and recommending the top and under-emphasized places in Jeju. In Table 8 below, we compare some recent relevant studies with our proposed approach based on eight parameters. Most of the studies relevant to tourist spot recommendations focus on few parameters. In the works of [87,88], only user preferences are considered. In the work of [89], two parameters such as user preferences and sentiments are considered. Similarly, in the work of [90], user preferences are considered, and topic modeling and sentiment analysis are performed. The more recent study [91] used the maximum number of parameters including user preferences, sentiment analysis, topic modeling, weather conditions, and optimization function. In summary, the maximum number of parameters considered is five out of eight. Our proposed system uses additional features such as SNS shares, number of mentions of a particular site, and location popularity index.

| Works  | Location Popularity Index | User Preferences | Sentiments | Weather | SNS Shares | No. of Mentions | Topic Modeling | Optimization |
|--------|----------------------------|------------------|------------|---------|------------|----------------|----------------|--------------|
| [87]   | X                          | ✓                | X          | X       | X          | X              | X              | X            |
| [88]   | X                          | ✓                | ✓          | X       | X          | X              | X              | X            |
| [89]   | X                          | ✓                | ✓          | ✓       | ✓          | X              | X              | X            |
| [90]   | X                          | ✓                | ✓          | X       | X          | ✓              | ✓              | X            |
| [91]   | X                          | ✓                | ✓          | ✓       | ✓          | ✓              | ✓              | ✓            |
| Proposed approach | ✓              | ✓                | ✓          | ✓       | ✓          | ✓              | ✓              | ✓            |

There were some challenges during the development of the proposed system such as handling an abundant volume of user-generated data, changing user preferences, and data format handling as we collected data from multiple sources. Moreover, the weather of each location is fetched, which is unpredictable.

The proposed system recommends the under-emphasized places based on user preferences and location profiles, which implies that the best location profiles not necessarily always reflect the optimal combination of all influencing factors. For example, weather conditions are very important for tourists and can heavily impact user’s trip plans. Therefore, owing to the uncertainty and unpredictability of weather conditions, the recommended spot does not necessarily meet all the users’ preferences at all times. Thus, we used OpenWeatherAPI service to get the weather predictions for optimal recommendations.
Our proposed system has many contributions to sustainability as it achieves many SDGs. First, it can be used by tourists to search for the best tourist places according to their preferences. Second, in tourism operations and management tasks, it helps the tourism administrative parties to enhance and upgrade tourist attractions in order to sustain their interests. Third, most importantly, tourism promotions and marketing agencies can take benefit from the recommendation system to figure out where do they need to direct more efforts in terms of advertisements and promotions. Fourth, it will help towards building a better tourist experience by suggesting places that they could not have simply explored without an extensive search. Besides these major contributions, by having the knowledge about the discussion topics in blogs and reviews, this recommendation system can help in tourism planning at destinations such as focusing on accommodation services, transportation services, or public restrooms.

Though we achieved the objective of this study, there are some limitations too. First, we used Jeju relevant data for experiments primarily using Google search, and all data are in English. Therefore, there might be some content, such as a blog presented in the native Korean language, which we have not considered. The number of links was extracted for all scenarios, however, owing to the lack of understanding of the language, we cannot process the data that are available for local tourists of a country. Therefore, in the future, we aim to incorporate this limitation and make our recommendation system intelligent enough for both locals and foreigners.

8. Conclusions

Tourists’ experience and satisfaction are two vital components of SDGs in tourism [7]. With the rise of internet applications, it has become a lot easier for travelers to plan their trips and decide target locations to visit based on the reviews and experiences of others. Many recommendation systems have been proposed in recent years for tourist recommendations. Most of the recommendation systems are built on user reviews and ratings. Therefore, users will be recommended with places having the highest ratings or positive sentiments. One of the shortcomings of this approach is that the places with a smaller number of views or mentions by the travel bloggers are less likely to be visited by others. We propose a recommendation system that overcomes this limitation by exploring all kinds of relevant data and discovers all the places with positive mentions. The primary contributions of this study are as follows:

1. Discovering under-emphasized locations to be recommended.
2. Recommending popular places based on the history data and ratings.
3. Recommendation based on the topics discovered from travel blogs and their relevance with user preferences.
4. Cross mapping matrices for finding similarity measures among user experience-based generated data.
5. Providing a thorough analysis of travel-related information for tourism industries to improve their services and help them strategize the promotions of a tourist spot.
6. Focuses on achieving maximum SDGs by helping in tourism planning, tourism management and organization, promotions and marketing, and sustaining destination’s attraction by covering all the relevant factors such as transportation facilities, weather conditions, or maintenance of public restrooms.

We have used topic modeling on travel blogs; user sentiment analysis on reviews; and fetched other fundamental features such as mentions, SNS shares, weather conditions, and location popularity index, and combined them to generate cross mappings for each location. The results show that, when topic modeling is combined with sentiment analysis, ratings, user history data, and user preferences, the system gives weight to the locations with maximum values of interest and achieves around 94% accurate results.
Author Contributions: W.S. conceived the idea for this paper, designed the experiments, wrote the paper, assisted in algorithms implementation, and assisted with design and simulation; Y.-C.B. conceived the overall idea of this paper, proof-read the manuscript, and supervised the work. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Gretzel, U.; Yoo, K.H. Use and impact of online travel reviews. Inf. Commun. Technol. Tour. 2008, 35–46. doi:10.1007/978-3-211-77280-5_4.
2. Bennett, D.; Yábar, D.P.B.; Saura, J.R. University Incubators May Be Socially Valuable, but How Effective Are They? A Case Study on Business Incubators at Universities; Entrepreneurial Universities; Springer: Cham, IL, USA, 2016; pp. 165–177.
3. Buhalis, D.; Law, R. Progress in information technology and tourism management: 20 years on and 10 years after the Internet—The state of eTourism research. Tour. Manag. 2008, 29, 609–623.
4. Reyes-Menendez, A.; Saura, J.R.; Martinez-Navalon, J.G. The impact of e-WOM on Hotels Management Reputation: Exploring TripAdvisor Review Credibility with the ELM model. IEEE Access 2019, 7, 68868–68877.
5. Nielsen, J. Global Trends in Online Shopping—A Nielsen Report. 2010. Available online: https://www.nielsen.com/us/en/insights/reports/2010/Global-Trends-inOnline-Shopping-Nielsen-Consumer-Report.html (accessed on 1 November 2019).
6. Nosratabadi, S.; Mosavi, A.; Shamshirband, S.; Kazmieras Zavadskas, E.; Rakotonrainy, A.; Chau, K.W. Sustainable business models: A review. Sustainability 2019, 11, 1663.
7. Tourism and Sustainable Development Goals (SDGs). Available online: https://www.e-unwto.org/doi/pdf/10.18111/9789284419685 (accessed on 8 December 2019).
8. Tourism and Sustainable Development Goals-Journey to 2030. Available online: https://www.undp.org/content/dam/undp/library/Sustainable%20Development/UNWTO_UNDP_Tourism%20and%20the%20SDGs.pdf (accessed on 8 December 2019).
9. M. Høgenvold, N.; Svensson, G.; Wagner, B.; J. Petzer, D.; Kloppner, H.B.; Carlos Sosa Varela, J.; Padin, C.; Ferro, C. Sustainable business models: Corporate reasons, economic effects, social boundaries, environmental actions and organizational challenges in sustainable business practices. Baltic J. Manag. 2014, 9, 357–380.
10. Pan, S.Y.; Gao, M.; Kim, H.; Shah, K.J.; Pei, S.L.; Chiang, P.C. Advances and challenges in sustainable tourism toward a green economy. Sci. Total. Environ. 2018, 635, 452–469.
11. Making Tourism More sustainable (A Guide for Policy Makers). Available online: http://www.unep.fr/shared/publications/pdf/DTIx0592xPDF_TourismPolicyEN.pdf (accessed on 8 December 2019).
12. Bramwell, B.; Lane, B. Interpretation and sustainable tourism: The potential and the pitfalls. J. Sustain. Tour. 1993, 1, 71–80.
13. Malik, S.; Kim, D. Optimal Travel Route Recommendation Mechanism Based on Neural Networks and Particle Swarm Optimization for Efficient Tourism Using Tourist Vehicular Data. Sustainability 2019, 11, 3357.
14. Timur, S.; Getz, D., Sustainable tourism development: How do destination stakeholders perceive sustainable urban tourism? Sustain. Dev. 2009, 17, 220–232.
15. Day, J. Sustainable Tourism Model an Integrated Systems Approach to Managing Tourism Growth: A Destination Marketing Organization Perspective; Purdue Tourism and Hospitality Research Center: West Lafayette, IN, USA, 2016. Available online: https://www.purdue.edu/columbia/partnerships/orinoquia/docs/3241%20An%20Integrated%20Systems%20Approach%20to%20Managing%20Tourism%20Growth.pdf (accessed on 31 December 2019).
16. Mulec, I. Promotion as a tool in sustaining the destination marketing activities. Turizam 2010, 14, 13–21.
17. Social Media Today. Available online: https://www.socialmediatoday.com/news/5-digital-trends-to-watch-in-hospitality-marketing-infographic/520225/ (accessed on 28 November 2019).
18. Tourism Statistics. 2019. Available online: https://www.treksoft.com/en/blog/65-travel-tourism-statistics-for-2019 (accessed on 28 November 2019).
19. Menk, A.; Sebastia, L.; Ferreira, R. Recommendation Systems for Tourism Based on Social Networks: A Survey. *arXiv* 2019, arXiv:1903.12099.
20. Kesorn, K.; Juraphanthong, W.; Salaiwarakul, A. Personalized attraction recommendation system for tourists through check-in data. *IEEE Access* 2017, 5, 26703–26721.
21. Ravi, L.; Vairavasundaram, S. A collaborative location-based travel recommendation system through enhanced rating prediction for the group of users. *Comput. Intell. Neurosci.* 2016, 2016, 129138.
22. Thiengburanathum, P. An Intelligent Destination Recommendation System for Tourists. Ph.D. Thesis, Bournemouth University, Poole, UK, 2018.
23. Jeju Losing Luster as Tourist Destination. Available online: https://www.koreatimes.co.kr/www/culture/2019/02/141_263681.html (accessed on 2 November 2019).
24. Chiang, H.S.; Huang, T.C. User-adapted travel planning system for personalized schedule recommendation. *Inf. Fusion* 2015, 21, 3–17.
25. Kun, T.; Ribeiro, B.; Jensen, D.; Towsley, D.; Liu, B.; Jiang, H.; Wang, X. Online dating recommendations: Matching markets and learning preferences. In Proceedings of the 23rd International Conference on World Wide Web, Seoul, Korea, 7–11 April 2014; pp. 787–792.
26. Lika, B.; Kolomvatsos, K.; Hadijeffymiades, S. Facing the cold start problem in recommender systems. *Expert Syst. Appl.* 2014, 41, 2065–2073.
27. Lucas, J.P.; Luz, N.; Moreno, M.N.; Anacleto, R.; Figueiredo, A.A.; Martins, C. A hybrid recommendation approach for a tourism system. *Expert Syst. Appl.* 2013, 40, 3532–3550.
28. Hristensen, I.; Schiaffino, S.; Armenzano, M. Social group recommendation in the tourism domain. *J. Intell. Inf. Syst.* 2016, 47, 209–231.
29. Xu; G.; Fu, B.; Gu, Y. Point-of-interest recommendations via a supervised random walk algorithm. *IEEE Intell. Syst.* 2016, 31, 15–23.
30. Campos, P.G.; Diez, F.; Cantador, I. Time-aware recommender systems: A comprehensive survey and analysis of existing evaluation protocols. *User Model. User Adapt. Interact.* 2014, 24, 67–119.
31. Moreano, A.; Valls, A.; Isern, D.; Marin, L.; Borras, J. Sigtur/e-destination: Ontology-based personalized recommendation of tourism and leisure activities. *Eng. Appl. Artif. Intell.* 2013, 26, 633–651.
32. Meehan, K.; Lunney, T.; Curran, K.; McCaughey, A. Context-aware intelligent recommendation system for tourism. In Proceedings of the 2013 IEEE International Conference on Pervasive Computing and Communications Workshops (PERCOM Workshops), San Diego, CA, USA, 18–22 March 2013; pp. 328–331.
33. Mostafa, M.M. More than words: Social networks’ text mining for consumer brand sentiments. *Expert Syst. Appl.* 2013, 40, 4241–4251.
34. Ignjatovic, M.; Graziotin, D.; Kuuttila, M. The evolution of sentiment analysis—A review of research topics, venues, and top cited papers. *Comput. Sci. Rev.* 2018, 27, 16–32.
35. Conway, M.; Hu, M.; Chapman, W.W. Recent Advances in Using Natural Language Processing to Address Public Health Research Questions Using Social Media and ConsumerGenerated Data. *Yearb. Med. Inf.* 2019, 28, 208–217.
36. Shayaa, S.; Jaafar, N.I.; Bahri, S.; Sulaiman, A.; Wai, P.S.; Chung, Y.W.; Piprani, A.Z.; Al-Garadi, M.A. Sentiment analysis of big data: Methods, applications, and open challenges. *IEEE Access* 2018, 6, 37807–37827.
37. Madhoushi, Z.; Hamdan, A.R.; Zainudin, S. Sentiment analysis techniques in recent works. In Proceedings of the 2015 Science and Information Conference (SAI), London, UK, 28–30 July 2015; pp. 288–291.
38. Zou, X.; Yang, J.; Zhang, J. Microblog sentiment analysis using social and topic context. *PLoS ONE* 2018, 13, e0191163.
42. Alsaeedi, A.; Khan, M.Z. A Study on Sentiment Analysis Techniques of Twitter Data. *Int. J. Adv. Comput. Sci. Appl.* **2019**, *10*, 361–374.
43. Xia, R.; Zong, C.; Li, S. Ensemble of feature sets and classification algorithms for sentiment classification. *Inf. Sci.* **2011**, *181*, 1138–1152.
44. Giachanou, A.; Crestani, F. Like it or not: A survey of twitter sentiment analysis methods. *ACM Comput. Surv.* (CSUR) **2016**, *49*, 28.
45. Abirami, A.M.; Gayathri, V. A survey on sentiment analysis methods and approach. In Proceedings of the 2016 Eighth International Conference on Advanced Computing (ICoAC), Chennai, India, 19–21 January 2017; pp. 72–76.
46. Tripathy, A.; Rath, S.K. Classification of sentiment of reviews using supervised machine learning techniques. *Int. J. Rough Sets Data Anal.* **2017**, *4*, 56–74.
47. Anjaria, M.; Guddeti, R.M.R. Influence factor-based opinion mining of Twitter data using supervised learning. In Proceedings of the 2014 Sixth International Conference on Communication Systems and Networks (COMSNETS), Bangalore, India, 6–10 January 2014; pp. 1–8.
48. Hamdan, H.; Béchet, F.; Bellot, P. Experiments with DBpedia, WordNet and SentiWordNet as resources for sentiment analysis in micro-blogging. In *Second Joint Conference on Lexical and Computational Semantics (*SEM*)*, Proceedings of the Seventh International Workshop on Semantic Evaluation (SemEval 2013); Association for Computational Linguistics: Stroudsburg, PA, USA; Atlanta, GA, USA, 2013; Volume 2, pp. 455–459.
49. Chalothom, T.; Ellman, J. Simple approaches of sentiment analysis via ensemble learning. In *Information Science and Applications*; Springer: Berlin/Heidelberg, Germany, 2015; pp. 631–639.
50. Rastogi, S.S.K.; Singhal, R.; Kumar, A. An improved sentiment classification using lexicon into SVM. *Int. J. Comput. Appl.* **2014**, *95*, 37–42.
51. Han, H.; Zhang, Y.; Zhang, J.; Yang, J.; Zou, X. Improving the performance of lexicon-based review sentiment analysis method by reducing additional introduced sentiment bias. *PLoS ONE* **2018**, *13*, e0202523.
52. Song, J.; He, Y.; Fu, G. Polarity classification of short product reviews via multiple cluster-based SVM classifiers. In Proceedings of the 29th Pacific Asia Conference on Language, Information and Computation: posters, Shanghai, China, 30 October–1 November 2015; pp. 267–274.
53. Mironiczuk, M.M.; Protasiewicz, J. A recent overview of the state-of-the-art elements of text classification. *Expert Syst. Appl.* **2018**, *106*, 36–54.
54. Peters, M.E.; Neumann, M.; Iyyer, M.; Gardner, M.; Clark, C.; Lee, K.; Zettlemoyer, L. Deep contextualized word representations. *arXiv* **2018**, arXiv:1802.05365.
55. Liang, H.; Sun, X.; Sun, Y.; Gao, Y. Text feature extraction based on deep learning: A review. *EURASIP J. Wirel. Commun. Netw.* **2017**, *2017*, 211.
56. Sowmya, B.J.; Srinivasa, K.G. Large scale multi-label text classification of a hierarchical dataset using Rocchio algorithm. In Proceedings of the 2016 International Conference on Computation System and Information Technology for Sustainable Solutions (CSITSS), Bangalore, India, 6–8 October 2016; pp. 291–296.
57. Park, D.H.; Kim, S. The effects of consumer knowledge on message processing of electronic word-of-mouth via online consumer reviews. *Electron. Commer. Res. Appl.* **2008**, *7*, 399–410.
64. Crotts, J.C.; Mason, P.R.; Davis, B. Measuring guest satisfaction and competitive position in the hospitality and tourism industry an application of stance-shift analysis to travel blog narratives. *J. Travel Res.* 2009, 48, 139–151.

65. Xiang, Z.; Du, Q.; Ma, Y.; Fan, W. A comparative analysis of major online review platforms: Implications for social media analytics in hospitality and tourism. *Tour. Manag.* 2017, 58, 51–65.

66. Ali, N.M.; El Hamid, A.; Mostafa, M.; Youssif, A. Sentiment Analysis for Movies Reviews Dataset Using Deep Learning Models. *Int. J. Data Min. Knowl. Manag. Process.* 2019, 9, 19–27.

67. Reyes-Menendez, A.; Saura, J.R.; Filipe, F. The importance of behavioral data to identify online fake reviews for tourism businesses: A systematic review. *PeerJ Comput. Sci.* 2019, 5, e219.

68. Elmurngi, E.; Gherbi, A. Detecting fake reviews through sentiment analysis using machine learning techniques. *IARIA/Data Anal.* 2017, 65–72.

69. Chen, L.; Li, W.; Chen, H.; Geng, S. Detection of Fake Reviews: Analysis of Sellers’ Manipulation Behavior. *Sustainability* 2019, 11, 4802.

70. Shukla, A.; Wang, W.; Gao, G.G.; Agarwal, R. Catch me if you can: Detecting Fraudulent Online Reviews of Doctors Using Deep Learning. Available online: https://ssrn.com/abstract=3320258 (accessed on 29 October 2019).

71. Xu, Q. Should I trust him? The effects of reviewer profile characteristics on eWOM credibility. *Comput. Hum. Behav.* 2014, 33, 136–144.

72. Ramanathan, V.; Meyyappan, T. Twitter Text Mining for Sentiment Analysis on People’s Feedback about Oman Tourism. In Proceedings of the 2019 4th MEC International Conference on Big Data and Smart City (ICBDSC), Muscat, Oman, 5–16 January 2019; pp. 1–5.

73. Wang, X.; Tang, L.R.; Kim, E. More than words: Do emotional content and linguistic style matching matter on restaurant review helpfulness? *Int. J. Hosp. Manag.* 2019, 77, 438–447.

74. Open Data Portal. Available online: https://www.data.go.kr/main.do?lang=en (accessed on 29 October 2019).

75. Samadianfard, S.; Jarhan, S.; Salwana, E.; Mosavi, A.; Shamshirband, S.; Akib, S. Support Vector Regression Integrated with Fruit Fly Optimization Algorithm for River Flow Forecasting in Lake Urmia Basin. *Water* 2019, 11, 1934.

76. Qasem, S.N.; Samadianfard, S.; Nahand, H.S.; Mosavi, A.; Shamshirband, S.; Chau, K.W. Estimating daily dew point temperature using machine learning algorithms. *Water* 2019, 11, 582.

77. Al-Smadi, M.; Qawasmeh, O.; Al-Ayyoub, M.; Jararweh, Y.; Gupta, B. Deep Recurrent neural network vs. support vector machine for aspect-based sentiment analysis of Arabic hotels’ reviews. *J. Comput. Sci.* 2018, 27, 386–393.

78. Al Amrani, Y.; Lazaar, M.; El Kadiri, K.E. Random forest and support vector machine based hybrid approach to sentiment analysis. *Procedia Comput. Sci.* 2018, 127, 511–520.

79. Sharma, S.; Srivastava, S.; Kumar, A.; Dangi, A. Multi-Class Sentiment Analysis Comparison Using Support Vector Machine (SVM) and BAGGING Technique-An Ensemble Method. In Proceedings of the 2018 International Conference on Smart Computing and Electronic Enterprise (ICSCEE), Shah Alam, Malaysia, 11–12 July 2018; pp. 1–6.

80. Gutiérrez, G.; Ponce, J.; Ochoa, A.; Álvarez, M. Analyzing Students Reviews of Teacher Performance Using Support Vector Machines by a Proposed Model. In *International Symposium on Intelligent Computing Systems*; Springer: Cham, IL, USA, 2018; pp. 113–122.

81. Ye, Q.; Zhang, Z.; Law, R., Sentiment classification of online reviews to travel destinations by supervised machine learning approaches. *Expert Syst. Appl.* 2009, 36, 6527–6535.

82. Zheng, W.; Ye, Q. Sentiment classification of Chinese traveler reviews by support vector machine algorithm. In Proceedings of the 2009 Third International Symposium on Intelligent Information Technology Application, Shanghai, China, 21–22 November 2009; Voloume 3, pp. 335–338.

83. Multi-Class Support Vector Machine. Available online: https://www.cs.cornell.edu/people/tj/svm_light/svm_multiclass.html (accessed on 29 October 2019).

84. Principle Component Analysis. Available online: https://ncss-wpengine.netdna-ssl.com/wp-content/themes/ncss/pdf/Procedures/NCSS/Principal_Components_Analysis.pdf (accessed on 29 October 2019).

85. Principle Component Analysis. Available online: http://www.stat.columbia.edu/~fwood/Teaching/w4315/Fall2009/pca.pdf (accessed on 29 October 2019).
86. Ichino, M.; Yaguchi, H. Generalized Minkowski metrics for mixed feature-type data analysis. *IEEE Trans. Syst. Man Cybern.* 1994, 24, 698–708.

87. Li, G.; Hua, J.; Yuan, T.; Wu, J.; Jiang, Z.; Zhang, H.; Li, T. Novel Recommendation System for Tourist Spots Based on Hierarchical Sampling Statistics and SVD. *Math. Probl. Eng.* 2019, 2019, 2072375.

88. Li, G.; Zhu, T.; Hua, J.; Yuan, T.; Niu, Z.; Li, T.; Zhang, H. Asking Images: Hybrid Recommendation System for Tourist Spots by Hierarchical Sampling Statistics and Multimodal Visual Bayesian Personalized Ranking. *IEEE Access* 2019, 7, 126539–126560.

89. An, H.W.; Moon, N. Design of recommendation system for tourist spot using sentiment analysis based on CNN-LSTM. *J. Ambient Intell. Humaniz. Comput.* 2019, 1–11. doi:10.1007/s12652-019-01521-w.

90. Wang, J.; Bao, B.K.; Xu, C. Sentiment-Aware Multi-modal Recommendation on Tourist Attractions. In *International Conference on Multimedia Modeling*; Springer: Cham, IL, USA, 2019; pp. 3–16.

91. Sun, X.; Huang, Z.; Peng, X.; Chen, Y.; Liu, Y. Building a model-based personalised recommendation approach for tourist attractions from geotagged social media data. *Int. J. Dig. Earth* 2019, 12, 661–678.

© 2019 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).