Intra-day optical multi-band quasi-simultaneous observation of BL Lacertae object S5 0716+714 from 2013 to 2016
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ABSTRACT
We perform quasi-simultaneous optical multi-band monitoring of BL Lac object S5 0716+714 on seven nights from 2013 to 2016. Intra-day variability (IDV) is found on all seven nights. The source was faintest on JD 2456322 with 14.15 mags and brightest on JD 2457437 with 12.51 mags in the R band. The maximum intra-day variation we observed is 0.15 mags in the B band on JD 2456322. Both bluer-when-brighter and achromatic spectral behaviours were observed on the intra-day timescale. On the longer-term scale, the object exhibited a mild bluer-when-brighter behaviour between the B and R bands. We estimate the inter-band lags using two independent methods. The variation in the B band was observed to lag that in the I band by about 15 minutes on JD 2457315. We compare this lag with one reported previously and discussed the origin of these lags.
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1 INTRODUCTION
Blazars are a subset of Active Galactic Nuclei (AGNs). They are those AGNs with their relativistic jets pointing at a small angle to our light of sight (Urry & Padovani 1995). Blazars can be classified into BL Lacertae objects and flat-spectrum radio quasars (FSRQs) according to the strength of their emission lines. BL Lac Objects have absent or weak emission lines (EW ≤ 5 Å), while FSRQs show strong emission lines in their spectra. In general, there are two humps in the spectral energy distribution (SED) of blazars. The first hump extending from radio to UV or soft X-ray, is likely dominated by synchrotron radiation from the relativistic jet, and the second, covering from UV or soft X-ray to γ-ray, dominated by inverse Compton emission. According to the frequency of the synchrotron peak, blazars are classified as low synchrotron peaked blazar (LSP, νsyn_peak ≤ 10^{14} Hz), intermediate synchrotron peaked blazar (ISP, 10^{14} Hz < νsyn_peak < 10^{15} Hz) and high synchrotron peaked blazar (HSP, νsyn_peak ≥ 10^{15} Hz). The most striking characters of blazars is its dramatic variability from radio to γ-ray (e.g. Böttcher et al. 2003; Raiteri et al. 2008; Villata et al. 2009). The variability timescales vary from minutes to years. The rapid variability with timescale less than one day is called intraday variability. The short variation timescales limit the emission regions within extremely small sizes. Studying the optical intraday variability can help constraining the physical processes at the base of the blazar jets, e.g. particle acceleration and cooling mechanism, magnetic field geometry, plasma instability in the jet etc. Previous studies of blazar optical IDV have made great progress since the first optical IDV discovered by Miller et al. (1989) in BL Lacertae. Systematic optical IDV search was performed by Heidt & Wagner (1996), where IDV was detected in 28 out of 34 1 Jy catalog BL Lac objects. Gupta & Joshi (2005) reported that the probability of IDV detection is 80 to 85% if the blazar is continuously observed over six hours. Most of the IDV detected blazars are LSPs and ISPs (e.g. Gupta et al. 2008; Gaur et al. 2012a), whereas HSPs have few evidence of IDV (e.g. Gaur et al. 2012b). Recently, Gupta (2018) has reviewed multi-wavelength IDVs of blazars.

S5 0716+714 (RA = 07:21:53.45, Dec = 71:20:36.36, J2000), one of the brightest BL Lac objects in the northern sky, is classified as an ISP according to its synchrotron peak frequency 10^{14.6} Hz (Abdo et al. 2010). The redshift is z = 0.31 ± 0.08, estimated by Nilsson et al. (2008) by using the host galaxy as a “standard candle”, and later limited by Danforth et al. (2013) as z < 0.322. It is also one of the best-studied blazars with high variability from radio to γ-ray (e.g. Villata et al. 2008; Rani et al. 2013; Liao et al. 2014). In the optical regime, it exhibits fast variability with the duty cycle approximate to 1 (Wagner et al. 1996). A number of cam-
paipatis were performed to study IDV properties of this source (e.g. Villata et al. 2000; Raiteri et al. 2003; Nesci et al. 2005; Wu et al. 2005, 2007, 2012; Carini et al. 2011; Dai et al. 2013; Hu et al. 2014; Agarwal et al. 2016; Liu et al. 2017; Hong et al. 2017). Montagni et al. (2006) studied monitoring data on 102 nights from 1996 to 2003. The distribution of variability timescales followed an exponential law and the shortest timescale is about 2 hours. Seventy-two years WEBT continuous observations show that the power spectrum density of the light curve is well fitted by $1/f^2$ power law, indicating the stochastic nature of the IDV (Bhatta et al. 2013). Meanwhile, quasi-periodic oscillations are occasionally reported (e.g. Wu et al. 2005; Rani et al. 2010b; Man et al. 2016; Bhatta et al. 2016; Hong et al. 2018).

During flares, spectral hystereticse or time lags between two light curves at different wavelengths are sometimes observed. Most of these events are soft lags, i.e. variations at short wavelength lead that at long wavelength (e.g. Takahashi et al. 1996; Kataoka et al. 2000). On the other hand, hard lags are also observed in a few of cases (e.g. Fossati et al. 2000b). Different spectral hysteresis patterns as well as the position of the observation frequency relative to the synchrotron peak frequency are essential to constrain different jet models i.e. homogeneous single-zone leptonic models (Dermer 1998; Chiaberge & Ghisellini 1999) and the internal-shock model (Spada et al. 2001; Böttcher & Dermer 2010). For S5 0716+714, time lags among different electromagnetic wave regimes are frequently detected. Raiteri et al. (2003) reported that the radio flux variations at lower-frequencies lagged the higher-frequency ones with time delays from a few days to weeks; Rani et al. (2013) stated the optical/GeV flux variations lead the radio variability by ~ 65 days. In the optical regime, inter-band lags were reported by several authors. For example, Qian et al. (2000) reported a 6-minute lag between variations in the $V$ and $I$ bands; Villata et al. (2000) found a 10-minute between the $B$ and $I$ bands; a plausible 11-minute lag between the $B$ and $I$ bands was observed by Poon et al. (2009); recently, Wu et al. (2012) reported a 30-minutes lag between the $B'$ and $R'$ bands; later Man et al. (2016) observed a possible 1.5-minutes lag between the $B$ and $I$ bands. Since some of the time lags are as short as only a few minutes, high temporal resolutions are needed to increase the probability of lag detection. Therefore, we performed multi-band quasi-simultaneous observations with high temporal resolutions. In this paper, we report our observation and analysis results.

This paper is organised as follows: In Section 2, we report details of observation and data reduction. In Section 3, we show results of various analyses of our data including IDV test, colour behaviour and cross-correlation analysis. Discussion and conclusion are given in Section 4 and 5.

## 2 OBSERVATION AND DATA REDUCTION

### 2.1 Telescopes and observation strategy

Usually, the temporal resolution of quasi-simultaneous observations by one telescope equipped with multiple filters is limited by the number of filters, because exposures with different filters are taken in a cyclic pattern. Wu et al. (2007) utilised an objective prism and a multi-peak interference filter to achieve exactly simultaneous observations at three passbands. However, this method may introduce some extra uncertainties when adopting an elongated aperture in photometry. Also, this method doesn’t work well with a crowded stellar field. As a result, we adopted a compromising method, using multiple telescopes to monitor the object with different filters independently. It allows us to obtain high temporal resolution light curves in all bands, see Man et al. (2016) for an example.

During our observations, four telescopes in Xinglong Observatory, National Astronomical Observatories, Chinese Academy of Science (NAOC) are used. Parameters of these telescopes are listed in Table 1. Computer clocks of these telescopes are synchronised by the GPS clock. Observations were performed on seven nights from 2013 to 2016. On January 29th, 2013 (JD 2456322), the 2.16 m, 85 cm and 80 cm telescopes were selected for observation. From October 16th to 19th, 2015 (JD 2457312 to JD 2457315), the 60 cm, 80 cm, 85 cm telescopes were selected. From February 17th to 18th, 2016 (JD 2457436 to JD 2457437), only the 85 cm telescope was used. Details of filters, observation durations, temporal resolutions are listed in columns 3 - 5 of Table 2.

### 2.2 Data reduction

For original data obtained in each session, we follow the standard process including bias-subtraction and flat-fielding with IRAF. To find the best aperture radius, first, we set it as 1.5, 2.0, 2.5, 3.0, 3.5 and 4.0 times of the full width at half-maximum (FWHM) of the stellar images. The inner and outer radii of the sky annuli are 7 and 9 times of the FWHM. Then the instrument magnitudes of S5 0716+714 and stars 1 to 8 in the finding chart (see Figure 1) are extracted from the frames. In order to minimise the intrinsic error of differential magnitudes, the comparison stars should be somewhat brighter than the object (Howell et al. 1988). As a result, two bright unsaturated stars 2 and 3 are selected as comparison stars and star 5 as the check star. We adopt the aperture with the smallest standard deviation of differential magnitude (the difference between instrumental magnitudes of two reference stars). The magnitude of S5 0716+714 and stars 1 to 8 in the finding chart are calibrated relative to those of stars 2 and 3. The differential magnitudes of check star (the difference between instrumental magnitudes of check star and the average value of two comparison stars) is also derived to exhibit the accuracy of photometry. Standard magnitudes of all comparison stars are given by Villata et al. (1998) in the $B$, $V$, $R$ bands and by Ghisellini et al. (1997) in the $I$ band.

We calculate the distributions of the raw photometric errors on each night. The results are plotted in Figure 2. Here, the red solid and blue dotted lines represent 1 and 1.3 times of the median values of the raw photometric errors of each light curve, respectively. Errors in tails on the right side can be caused by sudden changes of weather conditions and brightening of the skylight at dawn. We empirically adopt a threshold of 1.3 times of the median value of the errors and exclude those data with error larger than the threshold. The

---

1 IRAF is distributed by the National Optical Astronomy Observatories, which are operated by the Association of Universities for Research in Astronomy, Inc., under cooperative agreement with the National Science Foundation.
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| Telescope | 2.16 m | 85 cm | 80 cm | 60 cm |
|-----------|--------|-------|-------|-------|
| Optical Design | Ritchey - Chretien | Prime Focus | Cassegrain | Prime Focus |
| Focus Ratio | f/9 | f/3.3 | f/10 | f/4.23 |
| CCD Model | E2V 55-30 | PI 1024 EBFT-1 | Andor | PI 1300B |
| CCD Size | 1242 × 1152 | 1024 × 1024 | 2048 × 2048 | 1340 × 1300 |
| Pixel Scale (arcsec pixel$^{-1}$) | 0.457 | 0.96 | 0.96 | 0.52 |
| FOV (arcmin$^2$) | 9.46 × 8.77 | 16.4 × 16.4 | 32.8 × 32.8 | 11.5 × 11.2 |

Table 2. Details of observations.

| Date       | Julian Date | Filter | Duration (h) | Temporal Resolution (s) | Telescope | Good Data Ratio |
|------------|-------------|--------|--------------|-------------------------|-----------|-----------------|
| Jan. 29th 2013 | 2456322 | B | 5.67 | 67.8 | 2.16 m | 0.78 |
| R | 5.50 | 119.0 | 80 cm | 0.81 |
| I | 5.33 | 23.0 | 85 cm | 0.72 |
| Oct. 16th 2015 | 2457312 | R | 3.51 | 50.0 | 80 cm | 0.98 |
| I | 3.39 | 45.6 | 60 cm | 1.00 |
| Oct. 17th 2015 | 2457313 | B | 3.18 | 200.2 | 80 cm | 0.71 |
| V | 3.12 | 10.0 | 85 cm | 0.86 |
| R | 3.17 | 199.3 | 80 cm | 0.60 |
| Oct. 18th 2015 | 2457314 | B | 2.64 | 35.0 | 85 cm | 1.00 |
| R | 2.79 | 50.0 | 80 cm | 0.99 |
| I | 2.72 | 45.6 | 60 cm | 0.91 |
| Oct. 19th 2015 | 2457315 | B | 3.12 | 25.2 | 85 cm | 0.99 |
| R | 3.25 | 34.0 | 80 cm | 0.79 |
| I | 3.40 | 25.4 | 60 cm | 1.00 |
| Feb. 17th 2016 | 2457436 | B | 9.17 | 103.1 | 85 cm | 1.00 |
| V | 9.15 | 103.1 | 85 cm | 1.00 |
| R | 9.21 | 103.1 | 85 cm | 0.99 |
| Feb. 18th 2016 | 2457437 | B | 4.95 | 91.1 | 85 cm | 0.74 |
| V | 4.92 | 91.1 | 85 cm | 0.82 |
| R | 4.95 | 91.1 | 85 cm | 0.80 |

The photometric error yielded by APPHOT in IRAF is believed to be underestimated. Hence, a factor $\eta$ is introduced to amplify the underestimated error. Different values were calculated by different authors e.g. 1.3 by Bachev et al. (2005), 1.5 by Stalin et al. (2004), Gopal-Krishna et al. (2003) and 1.73 by Garcia et al. (1999), etc.

Before subsequent analysis, we should estimate the scale factor $\eta$ for each telescope. The method of Goyal et al. (2013) is adopted. First, for each light curve, we calculate the $\chi^2$ value of differential magnitudes of the check star by using the equation as follow:

$$\chi^2 = \sum_{i=1}^{N} \frac{(V_i - \overline{V})^2}{\sigma_i^2},$$

where $V_i$ is the $i$th differential magnitude, $\overline{V}$ is the mean of all differential magnitudes, and $\sigma_i$ is the error of $V_i$, which is propagated from raw photometry errors of stars. The corresponding degree of freedom

$$\nu = N - 1 = \sum_{i=1}^{N} \frac{(V_i - \overline{V})^2}{\eta^2 \sigma_i^2} = \chi^2 / \eta^2.$$  

Then we perform a regression analysis with $\log \chi^2$ and $\log \nu$ with a fixed slope 1. The intercept $K$ are obtained from

$$\log \chi^2 = K + \log \nu.$$  

where $10^K = \eta^2$. We obtain $\eta = 1.02$ for the 85 cm telescope, $\eta = 1.51$ for the 80 cm telescope and $\eta = 0.98$ for the 60 cm telescope. The fitting lines are plotted in Figure 3. Because there’s only one light curve of the 2.16 m telescope and the 85 cm telescope with old CCD, we use reduced $\chi^2$ values to represent the $\eta^2$. The $\eta$s of the 2.16 m telescope and the 85 cm telescope with old CCD are 1.28 and 1.20, respectively.

In the next section, our analysis are based on the error-scaled data.

It is clear that the scale factors of the 85 cm telescope and the 60 cm telescope are much less than that of the 80 cm telescope. This offset may be caused by some unknown interferences in the 80 cm telescope light path, which adds extra fluctuations after flat-fielding and amplifies the $\eta$ factor. Also, this unknown interference could create pseudo flares in the light curves of the object.
3 RESULTS

3.1 Light curves

The intra-day light curves of the source are plotted in Figure 4. The differential light curves of the check star is also plotted to indicate the photometry accuracy. The overall light curves in seven days are plotted in Figure 5 to show the inter-day variability. During our observation, the source was faintest on JD 2456322 with 14.15 mags in the R band and reached the brightest state on JD 2457437 with 12.51 mags in the R band.

It is clear that the variations on JDs 2456322, 2457313 and 2457436 are significant. On JD 2456322, variation in the B band reaches 0.15 mags, and the maximum variation rate is 0.085 mags h⁻¹. On JD 2457313, the source turned bright monotonously in all three bands with a variation rate of about 0.053 mags h⁻¹. On JD 2457436, the light curves descend with a moderate rate and a plateau can be seen in all bands. On JDs 2457314 and 2457437, the source shows marginal intra-day variations in all bands. On JD 2457315, the brightness descended and then rose again in the B and I bands. Inter-day variations are considerable. From JDs 2457312 to 2457315, the R band magnitude varied 0.56 mags within 4 days.

We notice that the check star differential light curves observed by the 80 cm telescope are slightly unstable. This phenomenon are consistent with the large 6 value obtained in Section 2.3. The unknown interference in the 80 cm telescope affects the photometry accuracy. When the source has significant IDV, the influence tends to be relative low, e.g. light curves on JDs 2456322 and 2457313. However, when the source is only marginally variable, this influence could alter the entire profile of the light curve. On JDs 2457312, 2457314 and 2457315, light curves in the R band are considerably different from that in other bands. The incongruity could produce pseudo results in colour variation and cross-correlation analyses. As a result, the R band light curves on that three days should be ruled out from these two analyses.

3.2 IDV test

To quantitatively test the intraday variability of the source, we adopt two up-to-date robust statistical tests. They are enhanced F-test and nested analysis of variance (ANOVA) (de Diego et al. 2015).

In the original F-test (de Diego 2010), the statistical value F is obtained from the variances of the object’s and a check star’s differential magnitudes. The enhanced F-test includes several field stars’ data to produce a more robust result. In this test, we use the brightest unsaturated star 2 as comparison star to get the differential magnitudes of the

Figure 1. Finding chart of S5 0716+714 in the R band.

Figure 2. Photometry error distributions of each band on each night. Red solid lines represent the median value of errors and blue dotted lines represent 1.3 times of the median value.
object and field stars 3 to 8. For stars 3 to 8, we perform fol-
lowing procedures to get the stacked differential light curves.

First, we fit the mean differential magnitudes and the corre-
sponding standard deviations with an exponential curve.
Then we scale the variance of each differential light curve to
the same level of the object. Finally we subtract the mean
value of each scaled differential light curve. The variance
of the stacked differential light curve of field stars are cal-
culated as the denominator of the $F$ value. The $F$ value, two
corresponding degrees of freedom and the probability to pass
the null hypothesis are listed in columns 3 to 6 in Table 3.

In the nested ANOVA, multiple field stars are involved as
comparison stars. In our test, stars 2 to 8 are used to
calculated the differential light curves of the object. Then
the 7 differential light curves are divided into a number of
groups with 5 points in each group. We follow Equation 4
in de Diego et al. (2015) to test the null hypothesis that the
deviation of the mean values of differential light curves in
each group is zero. The statistical value $F$, two degrees of
freedom and the probability to pass the null hypothesis are
listed in columns 7 to 10 in Table 3. Meanwhile, in order to
test the variability of the check star, we also apply the test
to star 5 and present the results in columns 11 to 14.

For most observation sessions, the light curves of the
object pass both tests and the light curves of the check star
fail to pass the nested ANOVA. So the object was variable
in these sessions. In two observation session of the 80 cm
telescope, the light curves of the object fail to pass the $F$
test, and the light curves of the check star pass the nested
ANOVA. This kind of behaviour is caused by the unknown
interference in the light path of the 80 cm telescope. The
light curve of each object in the field are added with pseudo
variations. We cannot determine the variability in these
sessions. In another two sessions of the 80 cm telescope, accord-
ing to the same reason, the light curves of the check star pass
the nested ANOVA, but the object’s light curves pass both
tests as well. We regard that the object was variable. All
abnormal behaviours observed by the 80 cm telescope are
marked with *. In four sessions of other telescopes, check
star’s light curves pass the nested ANOVA and are marked
with **. We ascribe them to the the marginal variations of
the check star. Considering that the light curves of the ob-
ject pass both tests, we regard that the object was variable.
In additional to these abnormal events, on JD 2457314, the
light curve in the $B$ band fail to pass the enhanced $F$ test
but pass the nested ANOVA, indicating that the IDV is only
beyond the limit of photometry accuracy. The object was
probably variable on that night. In conclusion, the object
was variable in all seven nights.

3.3 Colour variations
To investigate the relationship between spectral changes
and flux variations, we first calculate 8-minute binned light
curves, colours, and then plot the colour-magnitude dia-
grams. Results are shown in Figure 6. The $R$ band light
curve on JDs 2457312, 2457314 and 2457315 are excluded.

We also calculate Spearman correlation coefficient and the
associated p-value for each diagram. On JD 2456322, the
p-value of $B−I$ versus $I$ on JD 2456322 reaches 0.0001, indi-
cating a mild bluer-when-brighter (BWB) colour behaviour.
On JD 2457436, p-values of three diagrams are less than
0.0001, indicating a significant BWB trend. On JD 2457313,
the source shows almost no colour variation. Though the p-
value of $B−V$ reaches 0.0001, it could be caused by the slight
systematic bias between the 85 cm and the 80 cm telescopes,
because the colour index $B−R$ shows no variability. On JDs
2457314 and 2457437, the magnitude variations are too weak
to show any colour variation. On JD 2457315, the source
showed an overall BWB trend but turned to be achromatic
at the bright end. The p-value confirms the colour variation.

We also plot the overall colour-magnitude diagram of the
$B$ and $R$ bands in Figure 7. The interday colour behav-
ior doesn’t follow an overall BWB trend. Colour index
$B−R$ shifted $∼$ 0.1 mags from JDs 2457313 to 2457314.
Though the $R$ band data of 2013 and 2015 are obtained
by the 80 cm telescope with additional uncertainties,
the 0.1 mags inter-day colour variation is far beyond the instru-
mental uncertainties. If we take the average value of colour
index from JDs 2457313 to 2457315, the long-term colour
behaviour follows a mild BWB trend.

For different blazars, two distinct behaviours have been
observed, i.e. redder-when-brighter (RWB) and BWB. The
RWB behaviour appears mostly in FSRQs, while BL Lac
objects exhibit more BWB events. On the timescale from
months to years, for example, two of three FSRQs show
RWB and three of four BL Lac objects show BWB in Gu
et al. (2006)’s work. Four of six FSRQs are RWB and three of
six BL Lac objects are RWB reported by Rani et al. (2010a).
Eight of nine FSRQs are RWB in SMARTS campaign (Bon-
ning et al. 2012). In the monitoring by Ikejiri et al. (2011),
three of seven FSRQs are RWB when they are in faint states
while twenty-three of 27 BL Lac objects exhibit BWB behav-
ior.

Most reported BWB chromatism of S5 0716+714 is on
short timescale (Ghisellini et al. 1997; Raiteri et al. 2003; Wu
et al. 2012; Dai et al. 2013; Hu et al. 2014). However, Stalin
et al. (2006) and Poon et al. (2009) found no clear evidence
of intra-day BWB behaviour. Our intraday results consist
with most historical observations. On the long timescale, this
BWB chromatism turns meagre, i.e. the long term colour

\begin{figure}
\centering
\includegraphics[width=0.5\textwidth]{figure3.png}
\caption{Regression with log $\chi^2$ and log $\nu$ of each telescope. The crosses, dots and triangles represent data of the 85 cm, 80 cm and 60 cm telescopes, respectively. The dashed, solid and dash-dotted lines represent the fitting curves of the 85 cm, 80 cm and 60 cm telescopes, respectively.}
\end{figure}
Figure 4. Intra-day light curves in each band on each day. The light curves of the check star are plotted in red dots and shifted to a proper position under the source’s light curves.
To investigate the inter-band time lags, we perform cross-correlation analysis. There are a couple of mathematical cross-correlation functions (CCF) and methods to detect lags and estimate the uncertainties. We adopt two sets of them.

The z-transformed discrete correlation function (ZDCF), introduced by Alexander (1997), corrects several biases of the discrete correlation function (DCF) (Edelson & Krolik 1988) by using equal population binning and Fisher’s z-transform. Alexander (2013) offered a Fortran program PLIKE to calculate the ZDCF peak location based on the maximum likelihood (ML) estimation. The likelihood value of the i-th point on ZDCF curve, $L_i$, is approximately the probability that the correlation coefficient of this point is larger than that of any other ZDCF points. Hence, the maximum likelihood value is at the highest ZDCF point. The uncertainty of the lag, defined as the 68.2% fiducial interval of the normalised likelihood function.

Another set of methods is proposed by Peterson et al. (1998, 2004), which employs a Monte-Carlo (MC) method to estimate the peak position $\tau_{\text{peak}}$ or the centroid position $\tau_{\text{cent}}$ of an interpolated cross-correlation function (ICCF) and their uncertainties. In each MC realisation, both “flux randomisation” (FR) and “random subset selection” (RSS) processes are applied. The peak position $\tau_{\text{peak}}$ and intensity $\rho_{\text{max}}$ are obtained directly from the ICCF curve, and $\tau_{\text{cent}}$ is calculated by points above a threshold, which is typically $0.8\rho_{\text{max}}$. After a large number of MC realisations, distributions of cross-correlation centroid (CCCD) and cross-correlation peak (CCPD) are built. The value of $\tau_{\text{centroid}}/\tau_{\text{peak}}$ and its uncertainty are derived from the mean and the 1σ deviation of CCCD/CCPD. If the CCCD/CCPD is asymmetric, the lower and upper uncertainties are defined as values that correspond to 15.87% and 84.13% of the cumulative distribution function of CCCD/CCPD, respectively. For a broad ICCF peak, Peterson et al. (1998) recommended using $\tau_{\text{cent}}$ rather than $\tau_{\text{peak}}$.

The ZDCF and ICCF curves are plotted in Figure 8. The R band light curves on JDs 2457412, 2457414 and 2457415 are excluded for cross-correlation analysis. On JD 2456322, curves of two CCFs are most the same. Because
Figure 6. Colour-magnitude diagrams of 8-minute binned light curves.
of the the vacancy interval on the I band light curve, the left side of peaks of B versus I and R versus I are flat. We adjust the threshold for centroid position estimation to a higher level properly. On JD 2457313, significant deviations between the ZDCF and ICCF curves can be seen. Due to bad weather condition at that night, we clip data points with large photometric error (see Section 2.2). The refined light curves have several significant gaps. Because ZDCF and ICCF have different strategies of sample collecting for correlation calculation, these unevenly sampled light curves could cause the deviations. On JD 2457314, the low variation amplitude makes the CCF curves with low correlation coefficient values, which is lower than the threshold for FR/RSS method. On JDs 2457315, 2457436 and 2457437, CCF curves show significant symmetric peak.

We perform ML estimation for the ZDCF peak position and five thousands FR/RSS processes for the ICCF peak centroid estimation. Results of estimated time lags of two methods as well as their CCF values at peak positions are listed in Table 4. On JD 2456322, positive results estimated by ZDCF/ML method indicates that variation in the B band leads that of the R and I bands, but no lag is detected by using the FR/RSS method. On JD 2457315, variations in the B band lagged that in the I band by $8.7^{+5.9}_{-2.1}$ minutes by ZDCF/ML method and by $16.5 \pm 3.1$ minutes by FR/RSS method. The zero point is out of the 1 $\sigma$ intervals of two methods, and even out of the 3 $\sigma$ confidence interval calculated by ICCF+FR/RSS method, which is 6.1 to 25.9 minutes. The estimated lags by two methods are somewhat different, which is caused by the different estimation approaches. The ZDCF-ML method only considers the position of the maximum CCF value as the lag, if the maximum CCF point is not at the centroid, the fiducial distribution of likelihood can be skew, which leads to an asymmetric uncertainty interval. On JD 2457315, the maximum ZDCF point is at the right side of the centroid. For this kind of broad CCF peaks, the FR/RSS method for centroid estimation is more appropriate. The ZDCF/ML method, though have some deviation, proves the lag and constrains the lag value.

We perform fourth-ordered polynomial fittings for the light curves and calculate the minimum positions, see the upper panel of Figure 9. The ~ 20 mins lag between two minima is close to the results of the cross-correlation. We compare this result with the lag on JD 2454090 observed by Wu et al. (2012, hereafter Wu12) (the lower panel of Figure 9). There are a couple of similarities between these two lags: the values of delays are both of tens of minutes; they are both at the junctions of two flares; at least one flare follows the BWB chromatism. The difference is that the variation in the long wavelength leads that at the short wavelength on JD 2457315, while the result on JD 2454090 is the reverse.

### Table 4. Results of cross-correlation analysis. Positive values indicate that the previous band leads the latter band.

| JD    | Passbands | ZDCF-ML Lag (min) | ICCF-FR/RSS Lag (min) |
|-------|-----------|-------------------|------------------------|
| 2456322 | B − R     | 10.6^{+4.8}_{-7.5} | 4.0 ± 5.8              |
|       | B − I     | 4.6^{+3.2}_{-2.3}  | 1.3 ± 6.9              |
|       | R − I     | 5.9^{+3.7}_{-40.1}  | 7.9 ± 18.0             |
| 2457313 | B − V     | −8.9^{+10.9}_{-8.1} | 5.5 ± 9.6              |
|       | B − R     | 1.6^{+3.2}_{-2.3}  | 2.7 ± 3.68             |
|       | V − R     | −30.5^{+24.8}_{-5.2} | 9.7 ± 17.7             |
| 2457314 | B − I     | −11.6^{+18.7}_{-27.8} | 0.3 ± 32.4             |
|       | B − I     | −8.7^{+12.1}_{-4.9} | 16.5 ± 3.1             |
| 2457436 | B − V     | 4.0^{+14.6}_{-11.8} | 2.9 ± 5.4              |
|       | B − R     | 4.5^{+3.6}_{-10.6}  | 4.3 ± 6.0              |
|       | V − R     | 0.6^{+6.8}_{-4.2}   | 0.2 ± 5.2              |
| 2457437 | B − V     | 5.2^{+3.6}_{-7.9}   | 6.9 ± 13.9             |
|       | B − R     | −3.7^{+3.4}_{-1.1}  | 0.9 ± 1.8              |
|       | V − R     | −2.7^{+3.3}_{-1.9}  | 3.4 ± 13.1             |

### 4 DISCUSSION

During our multi-band observation, mild BWB colour behaviours and one inter-band time lag were observed.

Several models can interpret the BWB chromatism. Within a one-component synchrotron model, a flatter spectrum or a lower spectral index at the high state indicates a flatter relativistic electron spectrum. When the source gets brighter, more electrons are accelerated by the shock and injected into the emission region (Fiorucci et al. 2004). The BWB trend can be interpreted by a two-component model as well, which includes an underlying component at the red side and a broadband achromatic variable synchrotron component, especially when the source is faint (Wierzcholska et al. 2015). This underlying component could be from the host galaxy, whose SEED peak locates at near-infrared frequencies. But for S5 0716−714, the magnitude of the host galaxy is only 17.5 in the I band (Nilsson et al. 2008). Such a faint host galaxy only contributes less than 0.02 mags of B – I colour variation when the source turns bright from 13.5 to 13.3 mags in the I band. This contribution could somehow lead to a marginal BWB trend at a dim state, as in the case of the B – I colour behaviour on JD 2456322, but cannot explain significant colour variabilities at high states (e.g. Wu et al. 2005). Another interpretation is synchrotron peak
Figure 8. Results of cross-correlation analysis. The black and red points are ICCF and ZDCF curves respectively. The black dashed lines indicate zero-lags.
Intra-day variability of S5 0716+714

Figure 9. Top panel: polynomial fittings for the light curves in the B and I bands on JD 2457315. The B band light curve is shifted. Black dashed lines are positions of minima in two light curves. Lower panel: the same as the top panel for the light curves on JD 2454090 observed by Wu et al. 2012.

shift. Since the synchrotron peak of S5 0716+714 locates at near IR to UV frequencies, optical colour index should be sensitive to the peak shifts. Liao et al. (2014) reported that the $\nu_{\text{syn,peak}}$ exceeded beyond the $V$ band when the source was in a bright state. The peak shift could be caused either by high energy electron injection or by variation of the Doppler factor $\delta$ (Ikejiri et al. 2011). However the factor of $\delta$ variation might be ruled out, because the Doppler factor amplifies the emission coefficient by three orders of magnitude but only one for the observational frequency. Raiteri et al. (2003) explains the long term variation of this source by a variation of $\delta \sim 1.3$. Such a subtle change only accounts for achromatic behaviours.

Inter-band time lags indicate inconformities of variations at different wavelengths, or the so-called spectral hysteresis. The previous spectral hysteresis study focuses on the whole profile of flares (e.g. Fossati et al. 2000a; Zhang et al. 1999). Injection and acceleration of relativistic electrons into the radiation zone and subsequent radiative cooling process can account for the observed phenomena (Kirk et al. 1998). However, we only observed a time lag between the minima of two light curves in different bands. We propose a possibility to produce such lags at trough positions. The left part of the bottom on JD 2457315 and the right part on JD 2454090 are mild BWB with the opposite parts nearly achromatic. The nearly achromatic variation changes the time scales of previous/subsequent BWB variation at different wavelengths. Variation in the long-wavelength band has shorter time scale than the short-wavelength band’s. This could explain why the variations in the long-wavelength band lead that in the short-wavelength band on JD 2457315, but lagged on JD 2454090.

In general, this kind of “lags” could appear at troughs where the adjacent flares have different colour behaviours. It raises another question, why we only observed a small number of them? Four main parameters which determine the lag detection have been discussed by Wu et al. (2012), they are wavelength separation, variation amplitude, temporal resolution and measurement accuracy. Furthermore, the cross-correlation analysis is always applied to the whole light curve instead of the trough part. If the light curve has other features, lags at troughs could be offset.

5 CONCLUSION

We monitored BL Lac object S5 0716+714 on seven nights from 2013 to 2016. Several telescopes were utilised for multi-colour quasi-simultaneous observations with high temporal resolution. The main results of our observation are as follow:

(i) We use two statistical methods and IDVs are detected on all seven nights.
(ii) During our observations, the object turned to the brightest ($R = 12.51$) on JD 2457437 and the faintest ($R = 14.15$) on JD 2456322. The maximum intra-day variation is 0.15 mags in the $R$ band.
(iii) Achromatic and mild BWB intra-day spectral behaviours were observed. In the long term, the colour variation doesn’t follow the BWB trend strictly.
(iv) On JD 2457315, a ~ 15 minutes inter-band lag is detected by two independent methods.
(v) We compare the lag with that of Wu12, and propose a hypothesis that this kind of inter-band lags at troughs between two flares could be produced due to the inconsistency of variation timescales at different wavelengths.
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