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Abstract
Neural architecture search (NAS), an important branch of automatic machine learning, has become an effective approach to automate the design of deep learning models. However, the major issue in NAS is how to reduce the large search time imposed by the heavy computational burden. While most recent approaches focus on pruning redundant sets or developing new search methodologies, this paper attempts to formulate the problem based on the data curation manner. Our key strategy is to search the architecture using summarized data distribution, i.e., core-set. Typically, many NAS algorithms separate searching and training stages, and the proposed core-set methodology is only used in search stage, thus their performance degradation can be minimized. In our experiments, we were able to save overall computational time from 30.8 hours to 3.5 hours, 8.8x reduction, on a single RTX 3090 GPU without sacrificing accuracy.

1. Introduction
Neural Architecture Search (NAS) has gained a wide attention in various deep learning tasks, such as image classification (Guo et al., 2020; Liu et al., 2018b; Wu et al., 2019), object detection (Chen et al., 2019b; Wang et al., 2020; Ghiasi et al., 2019), and segmentation (Liu et al., 2019; Nekrasov et al., 2019). The key objective of NAS is to replace human experts in designing the optimal architecture under constraints such as accuracy, memory, floating point operations (FLOPs), and latency. Early approaches (Tan et al., 2019; Liu et al., 2018a; Zoph et al., 2018) failed in making the industry impact due to their large computational complexity. To reduce search time, most studies (Guo et al., 2020; Cai et al., 2018; Wu et al., 2019) focus on reducing the candidate set, but too few candidate sets often do not guarantee the search of the best-performing architecture. Other studies (Pham et al., 2018; Liu et al., 2018b) include utilizing transfer learning methodology. They search the architecture using a smaller proxy data such as CIFAR-10, and then, re-train the searched architecture using the full large-scale target task. Search time can be easily reduced using these methods, but there is no guarantee that the searched architecture is the optimal architecture for the target task due to the domain difference between search and training data.

This paper proposes a novel approach to use core-set selection (Agarwal et al., 2005) in NAS. Our strategy is to search the architecture using core-set of samples that mimic the data distribution of the large target task. Search time can be greatly reduced for a little reduction in search accuracy (Fig. 1). To select the core-set of the image manifold, images are first projected into an embedding space of perceptually-meaningful representations. A greedy k-center algorithm (Sener & Savarese, 2018) is then exploited to select samples with the minimax facility location formulation (Wolf, 2011), using the Euclidean distance between the embedded data points. In the experiments, we evaluate a variety of image embeddings, observing that Inceptionv3 is appropriate for the task. Compared to the network searched on 10% randomly sampled dataset, the

Figure 1. Comparison between models searched by our method and recent architectures on Tiny-ImageNet. Search time is reduced by 8.8 times with almost no loss in accuracy compared to model searched on full dataset. The size of the circles represents the number of parameters of each network. CIFAR-10 indicates that the model was first searched on CIFAR-10 and transferred to Tiny-ImageNet for training stage. Core-set indicates that the model was searched using the percentage of sampled data using our method.
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2. Related Work

2.1. Neural Architecture Search

Existing NAS methods can be split into following four categories in terms of the search strategy within the design space: the evolution-based method, the reinforcement-learning-based method, weight-sharing heuristics method and weight-sharing differentiable method.

First, evolution-based NAS (Liu et al., 2017; Xie & Yuille, 2017; Real et al., 2017) adopted evolutionary algorithms to build a family of architectures in the search phase, and architectures of similar properties with better performance are generated through mutation. Reinforcement-learning-based NAS, (Zoph & Le, 2016; Zhang et al., 2018; Baker et al., 2016; Chen et al., 2019a) first proposed by (Zoph & Le, 2016), utilize a controller-based recurrent neural network to generate hyper-parameters using a learnable policy. The generated hyper-parameters are then used to construct the network. However, both methods suffer from heavy cost in the search stage. Despite various efforts (Baker et al., 2016; Chen et al., 2019a), computational costs of these approaches are still unfit for general deployment.

The emergence of weight-sharing heuristic method (Pham et al., 2018; Brock et al., 2017; Cai et al., 2018) has provided a solution for computational cost by constructing the search space into a super-network, from which various smaller networks can be sampled as a sub-network. With these methods, search time was reduced greatly as only one super-network training is required to search numerous sub-networks. However, sampled sub-networks with weights copied directly from the super-network do not guarantee the optimal performance as training procedure focuses on optimizing the entire super-network not individual sub-networks. To alleviate this issue, many methods adopt additional fine-tuning on the sampled sub-network.

Another way to conduct NAS is differentiable weight-sharing method, namely Differentiable Architecture Search (DARTS). In DARTS, continuous relaxation is used to construct the search space so that the super-network becomes differentiable to both the network weights and architecture parameters (Liu et al., 2018b,c; Xu et al., 2019). Therefore, it is possible to use gradient update to jointly optimize model weights and architecture parameters, thereby producing the best performing architecture without an additional sub-network sampling procedure. Despite the efficiency of weight-sharing differentiable NAS, researches (Li & Talwalkar, 2020; Yu et al., 2019) point out several weaknesses such as instability of architecture search due to the depth gap between the super-network and the sub-network, and computational overhead from computing gradients through a large and redundant search space. To tackle such issues, Progressive DARTS (P-DARTS) (Liu et al., 2018a) introduced a progressive search stage to bridge the depth gap, and Partially-Connected DARTS (PC-DARTS) (Xu et al., 2019) utilized partial channel connections in order to remove redundancy in the search space during the architecture search stage.

2.2. Core-set Selection

Core-set selection has been studied to find approximate solutions to the original NP-Hard problem (Agarwal et al., 2005; Clarkson, 2010; Pratap & Sen, 2018). Core-sets have been applied to many machine learning problems including active learning for SVMs (Tsang et al., 2005; 2007), unsupervised subset selection for hidden Markov models (Wei et al., 2013), and scalable Bayesian inference (Huggins et al., 2016). Recently, core-set selection was applied in the deep learning literature. (Sener & Savarese, 2018) and (Sinha et al., 2020) utilized core-set selection for batch mode active learning and mimicking batch distribution in generative setting, respectively. In contrast, this is the first paper to apply core-set for NAS to reduce search time.

3. Core-set Sampling for NAS

Our goal is to automatically select a subset that can minimize the architecture search performance degradation caused by the reduced number of data. To achieve this, we select the core-set of the data manifold, which can mimic the distribution of the target dataset. We first define an image embedding function \( \psi(\cdot) \) and a distance metric \( \Delta(\cdot, \cdot) \), and then, introduce a greedy \( k \)-center algorithm for NAS as the following sub-sections.

3.1. Embedding Function and Distance Metric

Since the Euclidean distance in high-dimensional images is semantically meaningless (Girod, 1993; Eskicioglu & Fisher, 1995), we need to project the images \( \mathbf{x} \) into the
features $\psi(x)$ of the low-dimensional space using the embedding function. For the search task, we use the feature space of a pre-trained image classifier that is a perceptually-aligned embedding function (Zhang et al., 2018). This paper uses the Inceptionv3 model pre-trained on the ImageNet dataset to extract the embeddings, and then, the Euclidean distance is used as the distance metric in the low-dimensional space.

### 3.2. Core-set Selection

In computational geometry, a core-set is a small set $Y$ that approximates the shape of an original set $X$ (Agarwal et al., 2005). Using the core-set for searching the architecture, we can generate approximated solutions with little computational complexity. To do so, we consider minimax facility location formulation (Wolf, 2011) among the typical core-set selection problems:

$$\min_{Y \subseteq X} \max_{(x_i, x_j) \in Y} \min_{y \in k} \Delta(x_i, x_j),$$  \hspace{1cm} (1)

where $k$ is the desired size of $Y$, and $\Delta(\cdot, \cdot)$ is a distance metric. By this formulation, $k$ center points are chosen such that the largest distance between a data point and its nearest center is minimized. However, the exact solution of $k$-center problem is NP-Hard (Fowler et al., 1981; Megiddo & Tamir, 1982; Gonzalez, 1985). Therefore, we instead use the greedy $k$-center algorithm which is also exploited in (Sener & Savarese, 2018; Sinha et al., 2020).

### 4. Experiments

In this section, we review search algorithms and analyze the impact of the proposed core-set selection for NAS.

#### 4.1. Search Algorithms

##### 4.1.1. DARTS

The goal of DARTS (Liu et al., 2018b) is to search for a robust cell and apply it to a network of $L$ cells. Each cell is defined as a Directed Acyclic Graph (DAG) of $N$ nodes, and each node represents a layer in the network. We denote the operation space as $O$ in which each element $o(\cdot)$ is a candidate operation (e.g. separable convolution, dilated convolution, skip-connect, and max-pool). For each edge $(i, j)$ consisting of two nodes $i$ and $j$, the input from node $i$
is passed onto node \( j \). With this notion, the information is propagated through the weighted sum of architecture over each operation in \( O \), which can be formulated as

\[
    f_{i,j}(x_i) = \sum_{o \in O} p_{i,j}^o \cdot o(x_i),
\]

where

\[
    p_{i,j}^o = \frac{\exp(\alpha_{i,j}^o)}{\sum_{o' \in O} \exp(\alpha_{i,j}^{o'})},
\]

\( x_i \) is the output of the \( i \)-th node, and \( \alpha_{i,j}^o \) is weight of candidate operator \( o \) from node \( i \) to \( j \). The output of the entire cell is constructed by concatenating the outputs from all nodes (Fig. 2).

In the search stage, the architecture parameters \( \alpha_{i,j}^o \) are updated according to the following bi-level optimization problem as

\[
    \min_{\alpha} L_{val}(w^*(\alpha), \alpha),
\]

\[
    \text{s.t. } w^*(\alpha) = \arg \min_w L_{train}(w, \alpha),
\]

where \( L_{train} \) and \( L_{val} \) represent training and validation loss respectively. When the search ends, operation \( o \) with the largest \( \alpha_{i,j}^o \) is preserved on each edge.

4.1.2. PC-DARTS

PC-DARTS (Xu et al., 2019) is a variant of DARTS with the use of partial channel connection for enhancement in memory efficiency. When we denote channel sampling mask as \( S_{i,j} \), the new output function can be formulated as

\[
    f_{i,j}^{PC}(x_i; S_{i,j}) = \sum_{o \in O} p_{i,j}^o \cdot o(S_{i,j} \ast x_i) + (1 - S_{i,j}) \ast x_i,
\]

where \( S_{i,j} \ast x_i \) and \( (1 - S_{i,j}) \ast x_i \) denote the selected and masked channels, respectively. The portion of the selected channel is set as a hyper-parameter \( q \), thus selecting \( 1/q \) channels for each operation.

Another method introduced in PC-DARTS is the edge normalization, which is used to mitigate the undesired fluctuation due to the random sampling of channels across iterations. With edge normalization on each edge \( (i, j) \), denoted as \( \beta_{i,j} \), computation of \( x_j \) becomes the following equation.

\[
    x_j^{PC} = \sum_{i<j} \frac{\exp(\beta_{i,j})}{\sum_{i' < j} \exp(\beta_{i',j})} \cdot f_{i,j}(x_i).
\]

When the search is finished, the connectivity of edge \( (i, j) \) is determined by both \( \frac{\exp(\beta_{i,j})}{\sum_{i' < j} \exp(\beta_{i',j})} \) and \( \frac{\exp(\alpha_{i,j}^o)}{\sum_{o' \in O} \exp(\alpha_{i,j}^{o'})} \).

4.2. Dataset and Implementation Details

We conducted experiments on Tiny-ImageNet (Le & Yang, 2015) to verify the effectiveness of our method. Tiny-ImageNet is a subset of ILSVRC2012 ImageNet dataset (Russakovsky et al., 2015) that consists of 200 classes with 64×64 pixel resolution. It contains 100K training images, 10K test images, and 10K validation images, respectively. Searching on Tiny-ImageNet is a much more complicated and burdensome task compared to searching on CIFAR-10, which has 50K training images, and 10K testing images with 32×32 pixel resolution. Following the conventional DARTS, we decoupled the NAS process into search and training stages. In the search stage, training set was used for updating the network weight, and validation set was used to update the architecture parameters \( \alpha_{i,j}^o \) and \( \beta_{i,j} \).

For the search stage, we generally followed the ImageNet search stage settings provided by PC-DARTS (Xu et al., 2019) except for the minor adjustment in the network architecture. We kept the first convolution layer of the network to the CIFAR-10 network settings instead of the ImageNet settings. The original ImageNet search settings added additional convolution layers to downsample the large resolution of ImageNet data, which is unnecessary in our case as we are dealing with Tiny-ImageNet with 64×64 pixel resolution. 8 cells each consisting of \( N = 6 \) nodes, were stacked to construct the network with the initial channel number of 16. The network was trained for 50 epochs and the architecture parameters were frozen for the first 35 epochs. The channel sampling rate \( 1/q \) was set to 1/2. For updating the network weights, we used SGD with initial learning rate of 0.1 annealing down to zero using a cosine scheduler, a momentum of 0.9, and a weight decay of \( 3 \times 10^{-5} \). Adam optimizer with learning rate of \( 6 \times 10^{-3} \), a momentum \( \beta = (0.5, 0.999) \), and a weight decay of \( 10^{-3} \) was used for updating the architecture parameters. The search was conducted on a single RTX 3090 with batch size of 64.

For the training stage, we emulated the Tiny-ImageNet training settings used by (Yao et al., 2020) for fair comparison. The same SGD optimizer settings in the search stage was used to update the network weights, along with an auxiliary loss tower previously implemented in the original DARTS (Liu et al., 2018b). 14 cells were stacked with the initial channel number of 48 to construct the network and it was trained for 250 epochs using a batch size of 96.

| Selection Method | Network | Pre-training | Test Acc Top 1 | Test Acc Top 5 | Params (MB) |
|------------------|---------|--------------|---------------|---------------|-------------|
| Core-set 10%     | Inception3 | ImageNet | 61.4 | 79.4 | 3.9 |
| Core-set 10%     | ResNet-50 | ImageNet | 60.5 | 79.3 | 4.1 |
| Core-set 10%     | ResNet-50 | Places365 | 58.5 | 77.1 | 2.7 |
| Core-set 10%     | ResNet-50 | SwAV | 56.9 | 76.1 | 2.4 |

Table 1. Comparison of embedding function for selecting core-set

10%. Best results in bold.
Table 2. Comparison with different Selection Ratio (SR) on Tiny-ImageNet with PC-DARTS. Selected samples are only exploited in search stage. The searched architecture is trained using full dataset. Best results in bold.

| Selection Method | SR | Test Accuracy (%) | Params (MB) | Search Cost (GPU-hours) | Core-set Selection | Architecture Search | Total Cost |
|------------------|----|-------------------|-------------|--------------------------|-------------------|--------------------|------------|
|                  |    | Top 1            | Top 5       |                          |                   |                    |            |
| Core-set         | 2% | 58.8             | 77.9        | 4.2                      | 0.1               | 0.7                | 0.8        |
|                  | 5% | 61.1             | 79.5        | 4.8                      | 0.2               | 1.6                | 1.8        |
|                  | 10%| **61.4**         | 79.4        | 3.9                      | 0.4               | 3.1                | 3.5        |
| Random           | 2% | 57.6             | 76.8        | 4.3                      | -                 | 0.7                | 0.7        |
|                  | 5% | 59.6             | 78.5        | 4.0                      | -                 | 1.6                | 1.6        |
|                  | 10%| 59.3             | 78.9        | **3.3**                  | -                 | 3.1                | 3.1        |
|                  | 50%| 61.2             | 79.5        | 4.2                      | -                 | 15.3               | 15.3       |
|                  | 100%| **61.4**        | 79.9        | 4.7                      | -                 | 30.8               | 30.8       |

Table 3. Comparison with recent architectures on Tiny-ImageNet. Each architecture was first searched on full CIFAR-10 or core-set 10% of Tiny-ImageNet, and then, trained full Tiny-ImageNet for training stage. Best results in bold and ‡ is quoted from Yao et al., 2020.

| Search Dataset | Architecture      | Test Accuracy (%) | Params (MB) | Search Cost (GPU-days) | Search Method |
|----------------|-------------------|-------------------|-------------|-----------------------|---------------|
| CIFAR-10       | ResNet18‡ (He et al., 2016) | 52.7              | 76.8        | 11.7                  | manual        |
|                | NASNet-A‡ (Zoph et al., 2018) | 59.0              | 77.9        | 4.8                   | 1800          |
|                | AmoebaNet-A‡ (Real et al., 2019) | 57.2              | 77.6        | 4.2                   | evolution     |
|                | ENAS‡ (Pham et al., 2018) | 57.8              | 77.3        | 4.6                   | 0.5            |
|                | DARTS‡ (Liu et al., 2018b) | 57.4              | 76.8        | 3.9                   | 4              |
|                | SNAS‡ (Xie et al., 2018) | 57.8              | 76.9        | **3.3**               | 1.5            |
|                | NASP‡ (Yao et al., 2020) | 58.1              | 77.6        | 4.0                   | **0.1**       |
|                | PC-DARTS (Xu et al., 2019) | 60.5              | 79.0        | 4.1                   | **0.1**       |
| Tiny-ImageNet  | PC-DARTS (Xu et al., 2019) | **61.4**          | **79.4**    | 3.9                   | gradient-based |

4.3. Results on Different Embedding Function

To understand the dependency of the embedding function, we compare various model embeddings that are trained on different datasets: Inceptionv3 (Szegedy et al., 2016) trained on ImageNet, ResNet50 (He et al., 2016) trained on ImageNet, Places365 (Zhou et al., 2017), and with SwAV unsupervised pre-training (Caron et al., 2020). All features were extracted after the global average pooling layer. We selected 10% of the training data using greedy $k$-center algorithm for various embedded features. In Table 1, the experimental results show better search results for core-set selected from ImageNet pre-trained embeddings compared to those selected using Places365 or SwAV pre-trained embeddings. This means that embedding features that are well aligned with the training data are required for effective core-set selection. In addition, embedding with Inceptionv3 is more effective than those with ResNet-50. Therefore, we chose Inceptionv3 pre-trained on ImageNet as the embedding function for the rest of our experiments.

4.4. Results on Different Selection Ratio

Selection ratio is also important in core-set selection for NAS. To understand the impact of selection ratio, we conducted core-set selection with ratios of 2%, 5%, and 10%. We also conducted random selection with ratios of 2%, 5%, 10%, and 50% for comparison. Note that selected samples are exploited only in the search stage. After the search stage, the architecture was trained using the full dataset. In Table 2, as selected portions of the training dataset increased, test accuracy and search time also increased concurrently. For all sampling ratios, the proposed core-set selection outperformed (up to 2.07%) random selection. Interestingly, the searched architecture using the full dataset and 10% core-set achieved similar accuracy. This means that search time can be reduced by 8.8× without sacrificing performance. Note that time cost for core-set selection is minimal compared to the search time for all sampling ratios.

4.5. Results on Tiny-ImageNet

In Table 3, we compared the performance of core-set selection to conventional NAS algorithms. Conventional algorithms first searched the architecture using a CIFAR-10, and re-trained the searched architecture using the Tiny-ImageNet because of the large search time. Compared to conventional NAS algorithms, the proposed core-set selection had the highest test accuracy with only 0.15 GPU-days. This result shows that core-set selection for the target dataset is more effective than transfer learning methodology in terms of accuracy and search cost.
5. Conclusion and Future Work

This paper proposed an efficient data selection method for NAS via core-set selection. The main idea was to perform architecture search using a core-set that emulates the distribution of the target dataset. The k-center greedy algorithm was used to select the core-set by calculating the Euclidean distance between embedding features from a meaningful representation embedding space. After evaluating on various image embeddings, we settled on Inceptionv3 pre-trained on ImageNet as the most appropriate model for our task. We performed thorough experiments on Tiny-ImageNet dataset to prove the efficiency of our method. Our method successfully searched out a model comparable in performance to the model searched on full Tiny-ImageNet dataset in only 0.15 GPU days.

Despite the efficiency of data curation, it is largely under-explored in the field of NAS. PC-DARTS (Xu et al., 2019) utilizes 10% random sampling on ImageNet dataset, and Data-Adaptive NAS (DA-NAS) (Dai et al., 2020) progressively adds data from easy class to hard class during the search stage. However, as of our knowledge, we are the first to utilize the subset selection methodology by analyzing the full distribution of data to conduct NAS. As we have shown the effectiveness of core-set selection on NAS, we hope to expand onto a more efficient data sampling method to enhance its performance through future work.

Recently, weight-sharing heuristics NAS method aggregated attention due to its high performance despite its efficiency. However, in this method, the super-network weight is directly inherited to the sub-networks. Therefore, decoupling search and train stages is not so trivial as in differentiable methods, requiring a different approach in efficient data selection. In the future work, we hope to explore a dynamic data curation, including curriculum learning, that can be applied to a larger variety of NAS techniques.
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