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Abstract Lightweight physical unclonable functions (LPUFs) exploit manufacturing process variations of semiconductor integrated circuits (ICs) to protect IoT-based electronic and smart devices from new cyberattacks. This paper proposes two novel security techniques to enhance the robustness of LPUFs using configurable-based ring oscillator PUFs (CF-ROPUFs). These techniques are the intra-die frequency aware (IFA) approach to improve PUF reliability and the logarithmic gamma function ($\ln(\gamma)$) technique to enhance PUF randomness. The lightweight CF-ROPUF design is realized on hardware, and data samples are collected under varying temperatures and supply voltages over a population of 30 Spartan-3E FPGAs. Experimental results of the IFA technique in terms of average Hamming Weight (HM) demonstrate that the percentage of the reliable RO sample frequencies PUF output is 98.5%. For the analysis, PUF reliability is evaluated in terms of accuracy, repeatability, and reproducibility, the international organization for Standardization (ISO) standards. The results indicate that the RO samples are accurately measured from the CF-ROPUFs mapped in all the chips. After using the proposed 1-out-of-r coding algorithm, the results demonstrate high average repeatability of 98.2% and a magnified average reproducibility of 99.63%. It is also shown that our CF-ROPUF design is immune from accelerated aging impacts reliability issues. Statistical results show that $\ln(\ln(\gamma))$ enhances the normality and mitigate the negative impacts of the systematic process variations on RO sample frequencies. Randomness results show that CF-ROPUF binary response bits can successfully pass the 15 NIST test suites for true randomness with an enhanced percentage, 93.3%, with the application of the 1-out-of-r coding.

Index Terms Lightweight hardware-assisted security, trusted Internet of Thing (IoT) consumer electronic devices, configurable ROPUF, PUF reliability, PUF aging, ISO standards.

I. INTRODUCTION

The internet of things (IoT) devices have emerged for many applications such as edge computing, intelligent and connected cities, implantable and medical devices, smart power grid, and intelligent autonomous transportation/aerospace systems [1]–[5]. These applications are increasingly integrated into insecure physical environments and need to be protected from the new cyber and physical system attacks. The life-cycle of IoT-based electronic devices is
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Life-cycle of PUF-based IoT-based and smart consumer electronic devices.

Motorivated by this, in this paper, we propose robust, secure and trusted, lightweight Configurable ROPUFs (CF-ROPFs) that utilize dedicated FPGA resources more efficiently for area-critical designs [1], [7].

The proposed CF-ROPUF enhances PUF entropy, allowing a small ROPUF design to generate a large number of challenge-response pairs for secure and trusted IoT applications that require robust and lightweight secret and cryptographic key generation [1], [8], [9], [15], [16]. For the application of the technique, the CF-ROPUF design is implemented on 30 Xilinx Spartan-3E FPGA chips. Our lightweight PUF design is a low-cost and efficient hardware security design intended to generate low-cost secret keys for IoT security, including IoT encryption and robust authentication. A large set of RO frequency measurements are collected under varying temperature and supply voltage values for the reliability analysis. The CF-ROPUF reliability is evaluated based on the standards of both International Organization for Standardization (ISO) [1], [10]–[13] and the National Institute of Standards and Technology [1], [14], [17].

The main contributions in this paper can be summarized as follows:

- A novel approach, intra-die frequency aware (IFA), is proposed to ensure a reliable lightweight CF-ROPUF operation for secure and trusted IoT applications.

- A new security technique based on logarithmic gamma formulation, \( \lambda_{\gamma} \), is proposed to enhance the normality and mitigate the impact of the systematic variations to enhance ROPUF randomness.

- Inspired by 1-out-of-K [1], [19], the 1-out-of-r coding algorithm is proposed to enhance PUF reliability at varying temperatures and supply voltages based on ISO standards, as well as PUF randomness based on the 15 NIST test suites for true randomness.

The rest of this paper is organized as follows. The related works are provided in Section II. The proposed techniques are...
detailed in Section III. The experimental setup and detailed implementation are explained in Section IV. The analysis and discussion of the experimental results are presented in Section V. Finally, conclusions are drawn in Section VI.

II. RELATED WORK

A. SILICON PUFs

Silicon physical unclonable functions (sPUFs) are one-way physical functions that exploit manufacturing process variation parameters of semiconductor integrated circuits (ICs) to relate an input challenge \( c_i \) to an output response \( r_j \) for device authentication and secret key generation [1], [19]–[23]. Different types of sPUFs designs have been proposed as lightweight hardware-based security solutions for IoT applications, detection of physical attacks, i.e. physical tampering and reverse engineering, and hardware Trojan attacks [1]–[6], [15], [24]–[29]. Further, sPUFs have recently emerged as promising hardware-based security primitive to protect consumer electronic devices against invasive and non-invasive attacks. Such attacks include counterfeit parts in electronics consumer manufacturing, physical tampering and reverse-engineering attacks used by an adversary for design cloning and/or overbidding, detection of IC devices fault-injection attacks (attacks on SRAM and EEPROM based devices), detection of malicious circuitry like hardware Trojans [1]–[6], [15], [24]–[29].

The concept of using silicon SRAM PUF as one of the state of the art topics in hardware security primitives is interesting for many reasons. First, SRAM PUFs are simple to realize on hardware and useful for resource-constrained applications, including IoT devices [1], [30]–[33]. SRAM PUF do not need hardware overhead as they use SRAM memory cells that can be integrated in the IoT memory design. The manufacturing imperfections of the CMOS transistors impose random process variations delay or random mismatch of SRAM memory cells. As the SRAM is powered up, process variations influence the power-up state of the associated CMOS transistors. When powered-up, SRAM PUF stores unique binary secret keys influenced by the manufacturing process variation mismatches associated with their CMOS transistors. Some SRAM cells can have a reliable power-up state set to a ‘1’ or ‘0’ state. The research shows that some SRAM cells can be impacted by transistor noise (noisy SRAM PUF) with a non-reliable power-up state. In this case the SRAM cells are considered neutral with unreliable power-up state, that are not suitable for reliable secret key generation [30]. SRAM-PUF based authentication scheme is proposed for resource-constrained IoT Devices [31]. The proposed scheme applies re-ordered SRAM memory addresses (challenges) to extract the corresponding responses from the SRAM cells’ startup binary output (‘0’ or ‘1’). The results illustrate that the scheme can be used to uniquely authenticate resource-constrained IoT devices with a low computation overhead and small memory capacity [31]. The reliability factor determines how often a PUF can generate the same response to a given challenge. Therefore, to obtain the same response at a specific operating condition, PUFs should only utilize SRAM cells with strongly reliable power-up states to a ‘0’ or ‘1’. Also, a reliable SRAM PUF needs to generate the same response to a given challenge at all operating conditions, e.g. temperatures and voltage variations.

B. RING OSCILLATOR PUFs

Ring oscillator (RO) PUF implementations are widely used in many secure applications due to the simple design requirement and high-performance [1], [19], [23]. The working principle of a ROPUF is illustrated in Fig. 2 [1], [19]. Owing to its high performance and simple design requirements, ROPUF can be easily realized on both field programmable gate arrays (FPGAs) and application specific integrated circuits (ASICs) to protect these devices from such type of attacks [1], [7]–[9], [19]–[23], [29], [34], [36], [38]. A ROPUF structure is implemented on silicon chips, i.e. FPGA or ASICs, but the behavior of its challenge-response pairs (CRPs) are difficult to be cloned. Mathematically speaking, a ROPUF is a one-way probabilistic function that relies on random process variations in mapping \( m \) challenge bits to \( n \) response bits. The response bit \( r_i \) is determined by the manufacturing variations during fabrication that lead to slight changes in the frequency of each RO. Based on the input challenges (challenge\(_i\) and challenge\(_j\)), two ROs are selected by the two multiplexers (Mux1 and Mux2) to compare their relative frequencies \((f_i \text{ and } f_j)\) by counting the number of clock cycles for a specific duration. A one-bit PUF response \( r_i \) is generated based on the frequency comparison.

\[
    r_i = \begin{cases} 
    1, & \text{if } f_i \geq f_j \\
    0, & \text{otherwise}
    \end{cases}
\]  \hspace{1cm} (1)

There are several algorithms proposed to evaluate the security of the ROPUF response [14], [17], [19], [23], [38]–[41]. For example, fFor \( n \) ROs, the chain-like neighbor coding algorithm is used to form \((n - 1)\) unique RO frequency pairs as

\[
    F_i = (f_0, f_1, f_2, \ldots, f_{n-1}, f_n) \hspace{1cm} (2)
\]

\[
    r_i = (r_0, r_1, \ldots, r_{n-1}) \hspace{1cm} (3)
\]

A total of \( r = (n - 1)\) response bits, one response bit ‘0’ or ‘1’ for each pair, are obtained using the chain-like
neighbor coding algorithm. The chain-like neighbor coding algorithm has a correlated frequency pair issue where one frequency is used in two pairs. This issue causes a correlation in the generated PUF-based secret key, making it vulnerable to potential cyberattacks aiming to predict the PUF output. To remove such correlation in the generated PUF response bits, an improved version of the chain-like neighbor coding algorithm, known as the decoupled chain-like neighbor coding algorithm, is proposed [1], [8]. This algorithm breaks the RO frequency chain by allowing each RO frequency to appear one time in one frequency pair to mitigate the dependency in RO frequency pairs. This will degrade the number of generated frequency pairs as well as the generated PUF response bits by half, or \( r = \left( \frac{n-j}{2} \right) \) as

\[ \int_{r} = \{r_0, r_1, \ldots, r_{\frac{n-j}{2}}\} \]  

(4)

Configurable ROPUFs have been initially proposed to improve PUF reliability and overcome area inefficiency of the 1-out-of-k scheme [1], [7], [19]. An improved version of a configurable PUF that generates larger secret keys within the same area has been proposed in [1], [8], [9]. The 1-out-of-k masking coding scheme with \( k = 8 \) is proposed to improve the reliability of the simple and configurable ROPUF design [1], [7]–[9], [19]. In this scheme, \( n \) RO frequency pairs are generated from a total of \( n \) ROs implemented on a silicon chip. The 1-out-of-k scheme divides the implemented \( n \) ROs into \( m \) groups, each with a size of \( k = 8 \) ROs. Two groups \((i,j)\) are used to obtain \( k \) frequency pairs. For the obtained \( k \) frequency pairs, only the pair \((f_i, f_j)\) with the maximum frequency difference is selected, where \( f_i \) and \( f_j \) represent two frequencies generated by group \( i \) and group \( j \), respectively. The disadvantage of this technique lies in the chip area inefficiency since \( k \) times area is used when implemented on real hardware. In addition to the area overhead, this scheme requires the generation of response bits that are \( k \) times longer than the desired secret key length, adding a considerable computational overhead to PUF output generation time.

C. MODELING ATTACKS AGAINST SILICON PUFs

Modeling attacks are an example for the emerging cyberattacks that aim to replicate the behavior of PUF’s challenge and response for cloning the secret keys generated by a PUF design [42]. According to recent research, modeling attacks against lightweight PUF-based schemes for IoT authentication and security are classified into three main categories: (a) ML software-based attacks, (b) side-channel hardware-based attacks at the hardware level, and (c) hybrid ML and side-channel attacks [42]. Even though ML attacks are considered one of the most successful software-based attacks to clone the behavior of PUF design, the efficiency and predictability of these ML algorithms decrease with the increase of the complexity of the PUF design, i.e., strong PUF with a large number of nonlinear logical component used to build the PUF structure [43], [44]. Therefore, the time needed to model or clone the PUF behavior will not be feasible.

Side-channel attacks are hardware-based attacks that exploit different side-channel parameters like current leakage, voltage variations, and power and time consumption, electromagnetic fields to launch an attack against semiconductor integrated circuit (IC) devices. Typical side channel hardware attacks include power analysis side channel [45], time consumption side channel [46], electromagnetic side challenge [47], differential fault analysis side channel and photonic emission side channel analysis [48], [49]. Even though side-channel analysis attacks take advantage of the side challenge parameters to model a robust PUF design, sometimes it is difficult for the attacks to obtain a high accuracy PUF attack model [50]. To enhance the modeling time of ML attacks and improve the accuracy of side-channel hardware attacks, recent research proposes to use hybrid (software-based/hardware-based) cyberattacks that apply the side channel parameters as inputs to ML algorithms for enhancing both the PUF modeling time and accuracy [51].

Recent research proposes a novel voltage over-scaling (VOS) as a lightweight PUF-based authentication technique for resource-constrained IoT applications [15], [54]. The proposed approach employs adders to extract the manufacturing process variation to create a two-factor authentication protocol. The paper also presents new machine learning (ML) attacks to hack the proposed authentication protocol. The proposed approach obfuscates the PUF challenge for the VOS-based authentication technique to resist ML attacks. This paper is the extension of two interesting conference papers proposed by the author [53]. The paper deliver an excellent obfuscation ability for strong PUFs. Experimental results demonstrate that different ML algorithms can successfully clone the VOS-based authentication with up to 99.65% accuracy. The results also show that the prediction accuracy is less than 51.2% after deploying the proposed ML resilient technique. The overall conclusion is that the VOLTA is vulnerable to ML modeling attacks.

The same article also evaluates the reliability of voltage over-scaling-based lightweight authentication (VOLTA), a two-factor authentication protocol based on lightweight PUF design [53]. The results show an intra-Hamming distance (intra HD) value of approximately 0.47%, when the temperature decreases from 25°C, the room temperature, to 23°C. This value (0.47%) indicates that the reliability of the response bits is decreased from 100%, the optimal value, to about 99.53%. The results also show that the intra HD value is approximately 0.62% when the temperature increases from 25°C to 27°C. This value (0.62%) indicates that the PUF response bits’ reliability also decreases from 100% to 99.38%. By computing the average value between 99.53% and 99.38%, we can see that the average reliability is about 99.46%, which is an excellent value. As shown in Table 4, our proposed Cf-ROPUF has an average reliability value of 99.63%, which is slightly better than the average reliability of the PUF used in VoLiTA [52], [53].
III. PROPOSED SECURITY TECHNIQUES

This section discusses the two primary proposed security techniques to enhance the robustness of lightweight CF-ROPUF, the Intra-die frequency aware (IFA) reliability technique and the logarithmic gamma (Lnγ) randomness technique.

A. INTRA-DIE FREQUENCY AWARE (IFA) RELIABILITY TECHNIQUE

Integrating reliability in IoT lightweight PUF designs plays a critical role in ensuring robust trusted and secure operation for IoT-based and smart consumer electronic devices. The intra-die frequency aware (IFA) reliability approach basically states a PUF design exhibits reliability if and only if its output (RO frequencies) can be regenerated when applying the same input challenge for n times. A flowchart explaining the calculations of the Intra-die frequency aware (IFA) value is depicted in Fig. 3. As seen in the figure, after parameter initialization, the frequency value, \( f_{i,j,k} \), of the \((k^{th})\) RO that is mapped on the \((j^{th})\) FPGA region of the \((i^{th})\) FPGA is calculated as follows:

\[
f_{i,j,k} = \frac{(CC_{i,j,k} \times ref_{clock})}{CC_{ref}} \quad (5)
\]

Equation 1 is essential to estimate the value of frequency generated by each ring oscillator. The \( CC_{i,j,k} \) represents the number of clock cycles of the activate ROs. To avoid the negative impact of self-heating on the frequency of the active RO, the on-chip heating imposed by neighbor ROs, a deactivation period of 0.1 ms is allowed before a new RO is activated. Also, each RO is only activated for a short period of 0.1 ms. The \( ref_{clock} \) is the default generated clock by Spartan-3E FPGA family (reference clock of 50 MHz), \( CC_{ref} \) is the number of clock cycles used by the reference clock during the activation period of the RO (0.1 ms) which equal to 10,000 clock cycles of the 50 MHz FPGA clock (reference clock). For all the ROs mapped on the FPGA chip, each RO has a fixed average delay \( (d_{RO}) \). Each RO also has a process variation \( (d_{PV}) \) component that is supposed to be constant (neglecting the impact of aging and other temporal on the RO process variation). Note that the average RO delay and process variation delay are both fixed and unique to each RO. Each Ro also has another delay component \( (d_{NOISE}) \) due to the local noise factor. This is a dynamic delay and can change over time.

Assuming that \( f_{i,j,k} \) and \( f'_{i,j,k} \) are two RO frequencies generated by the same RO, the deviation (i.e., frequency difference) \( D = f_{i,j,k} - f'_{i,j,k} \) should be theoretically zero when obtaining the frequency again from the same RO. However, in a real hardware implementation, due to RO local loop noise variations \( (d_{NOISE}) \), these frequencies \( f_{i,j,k} \) and \( f'_{i,j,k} \) differ slightly, and thus, the D value is equal to or less than a finite value x such as

\[
|D| = |f_{i,j,k} - f'_{i,j,k}| \leq x \quad (6)
\]

The optimum value of x is the smallest value that can be tolerated without degrading ROPUF repeatability in terms of the ability of each RO to regenerate the same sample of RO frequencies for n times (the closer repeatability value to 100%). After empirically trying many values (ranging from 0 to 2 MHZ), we found that the bigger the value of x, the closer the repeatability to 100%, which is the desired reliability. Decreasing the value of x results in degraded reliability value, i.e., the repeatability starts to degrade from 100%. After extensive experiments with different empirical values, we found that intra-die frequency (IFA\(_{i,j,k}\) in MHZ) is the smallest possible numeric value that achieves the highest possible repeatability. The IFA value is calculated based on the average RO frequency \( F_{avg} \) of the n generate frequencies as follows:

\[
F_{avg} = \frac{1}{n} \sum_{i=1}^{n} f_{i,j,k} \quad (7)
\]

\[
IFA = \frac{1}{n - 1} \sum_{i=1}^{n} (F_{avg} - f_{i,j,k}) \quad (8)
\]

Based on the calculated IFA value, the below steps are then followed:

1) The same input challenge \( (C) \) is applied for n times to the same RO to generate n RO sample frequencies. The IFA values (n values) of the generated RO frequencies are then calculated using the above equations of IFA.

FIGURE 3. The IFA reliability technique flowchart.
2) IFA PUF response bits \( r \) are generated as:

\[
r = \begin{cases} 
1, & \text{if } (f_{i,j,k} - f'_{i,j,k}) \leq \text{IFA} \\
0, & \text{if } (f_{i,j,k} - f'_{i,j,k}) > \text{IFA} 
\end{cases}
\]  

(9)

3) The length of the generated response bits \( m \) can be calculated using the following equation:

\[
m = C^n_r = \frac{n!}{r!(n-r)!}.
\]  

(10)

4) The percentage of the reliable frequencies generated by one RO, where \( HW \) is the Hamming Weight of \( r \), is calculated as

\[
HW = \frac{\sum_{i=1}^{m} r_i}{m} \times 100\% 
\]  

(11)

5) The average Hamming weight is then used to calculate the percentage of the reliable frequencies for the individual ROs \( k \) ROs mapped in one FPGA area as follows:

\[
\text{Avg}_r HW = \frac{\sum_{j=1}^{t} HW_j}{k} \times 100\% 
\]  

(12)

The IFA threshold value is calculated offline based on the average value of 10 RO frequencies, after the frequencies are collected using the logic analyzer, as shown in equations 3 and 4. The generated frequency values are stored in Excel sheets (.CVS) by the logic analyzer. We then use the Math lab for implementing the IFA algorithm and calculating the results. The RO frequencies are first collected using the analyzed and manipulated offline. For that, the computational overhead latency is irrelevant because this has been done offline. Rather, we aim to focus on the reliability and performance aspect of the proposed design. As a future research, we will consider hardware implementation, vulnerability to cyberattacks, on-chip key storage and online calculation of the latency.

B. THE LOGARITHMIC GAMMA \( (\text{Ln}_r) \) RANDOMNESS TECHNIQUE

Data normality is an important measure for data homogeneity, uniformity, and randomness [18]. According to the central limit and normal Gaussian theorems, a normal distribution with sufficiently large data samples also represents random data samples [17], [18]. The \( \text{Ln}_r \) technique is proposed to improve PUF normality and mitigate the systematic process variation effects on RO frequencies. This enhances the randomness of the generated PUF binary response bits. Data samples are distributed normally by implementing log and/or square root transformation [17], [18]. Mathematically, gamma function of a positive integer \( n \) represents the factorial function of \( n - 1 \) as follows:

\[
\text{Ln}_r(n) = (n-1)!
\]  

(13)

The main steps of the proposed \( \text{Ln}_r \) technique are as follows:

1) For each FPGA chip, one average frequency is calculated using \( \text{FPGA}_{\text{avg}} \) average values for the \( r \) reliable RO frequency mapped on \( p \) FPGA regions (six regions) as follows:

\[
\text{FPGA}_{\text{avg}} = \frac{1}{p} \sum_{i=1}^{p} \sum_{j=1}^{r} F_{\text{avg}(j)}
\]  

(14)

2) As a result, the mean frequency value for all FPGAs is calculated as follows:

\[
\text{mean} = \frac{1}{n} \sum_{i=1}^{n} (\text{FPGA}_{\text{avg}})
\]  

(15)

3) This results in total averages of 640 RO sample frequencies generated by all the FPGAs using all six regions (Total average values). Since data measurements are collected under varying operating conditions, a total of 640 frequencies are similarly generated from the FPGA for the other conditions including the temperatures and supply voltages.
4) The random deviations values ($D_i$), that represent the deviations of the $\text{FPGA}_{\text{avg}}$ frequencies from their mean values at a certain operating condition, is used to randomize the normalized frequencies as follows:

$$D_i = \text{mean} - \text{FPGA}_{\text{avg}}$$  \hspace{1cm} (16)

5) The final average RO frequencies are normalized as

$$NZ = \sqrt{\ln_g (\text{mean}) \times D_i}$$  \hspace{1cm} (17)

IV. EXPERIMENTAL SETUP AND IMPLEMENTATION

Spartan-3 100E FPGA contains 120 CLBs distributed among 22 rows and 16 columns. The CF-ROPUF design is implemented inside a single CLB of Spartan-3E FPGA using a hard-macro design, as shown in Fig. 4(a). An instance of 16 sample frequencies measured from one CLB with the help of the Agilent Logic Analyzer is shown in Fig. 4(b). These frequencies are calculated from 16 ROs where each RO is selected using dedicated multiplexers (F5 and F6) and activated for a short period (i.e., 0.1 ms each). For the implementation of the CF-ROPUF on the FPGAs, each FPGA is divided into six equal regions (three top FPGA regions and three bottom FPGA regions) with 40 CLBs each. A gate-level design of the PUF for an FPGA region (40 CLBs) is shown in Fig. 5(a). An instance of this PUF design mapped at the bottom right 40 CLBs as demonstrated in Fig. 5(b).

Data samples (RO frequencies) are collected from all FPGA regions at five different temperatures, 0°C, 25°C, 50°C, 75°C and room temperature (RT), which is around 20°C. The environmental temperature is managed using a control panel embedded in the chamber, as shown in Fig. 6(a). For accurate measurements, multiple FPGAs are physically placed inside the chamber. The temperature environmental is adjusted according to the desired value, and FPGAs are connected to the logic analyzer through a 16-bit data bus for PUF data measurements. Similarly, RO frequencies are also measured at five different supply voltage levels (VCCINT), 1.0V, 1.1V, 1.2V (nominal), 1.3V, and 1.4V for the FPGAs with the help of a DC power supply and logic analyzer, as shown in Fig. 6(b). To study the impact of aging on CF-ROPUF, RO sample frequencies are measured daily over 30 days, where each RO is activated for 0.1 ms every 10 ms, as shown in Fig. 6(c).

The PUF response bits are generated once every day and compared to the previous responses to compute the percentage of the bit flips that may occur due to accelerated aging, negatively affecting the PUF reliability. The proposed PUF is an improvement of weak ROPUF that enlarges the secret keys by 16-times as compared to a simple weak ROPUF. Our CF-ROPUF design efficiently utilizes the same area (one CLB) of Spartan 3E FPGA to generate a 16-time larger response (more robust response) bit as compared to simple ROPUF and 1-out-of 8 techniques. For the sake of further comparison, the neighbor coding algorithm is used to generate PUF response (256-bits) from our CF-ROPUF and two state-of-the-art. For that, we can see that our design uses the 40 CLBs while the other two dings will need to occupy 256 CLBs of the same FPGA family, Spartan 3E FPGA.

V. EXPERIMENTAL RESULTS ANALYSIS AND DISCUSSIONS

This section discusses the obtained experimental results of PUF performance and quality metrics in terms of hardware overhead, uniqueness, reliability, and randomness using the
above-proposed security techniques and based on the ISO and NIST standards definitions.

A. HARDWARE OVERHEAD

Table 1 shows the hardware overhead comparison between the proposed design and the competing designs. As seen in the table, the XCOR PUF is implemented on Xilinx Spartan-6 FPGAs [52]. The design requires 8 LUTs (7 XOR gates and one AND gate) and is mapped inside a single CLB of each Xilinx Spartan FPGA.

A low cost configurable Ring Oscillator (CRO) PUF design is evaluated on six Xilinx Spartan-6 FPGAs. The design requires 4 CLBs where each configurable logic block (CLB) can implement two delay units [53]. Hard macros are used to ensure that all CROs are identically routed. The design map eight different configurations using 4 CLBs [53]. The design is implemented using 10 Xilinx Virtex II XC2VP30 boards.

A 3 × 3 (9 Tristate inverter) matrix is implemented on each FPGA [54]. A total of 5 CLBs are needed to implement the matrix, where each CLB only implements two tristate inverters. The hard macro procedure is used to map the matrix on each FPGA identically. In this design, two delay paths of an identically mapped tristate inverter matrix are needed for generating one response bit with a hardware overhead of 10 CLBs. The crossover RO consists of m inverters with a particular frequency. The frequency of the ROs is generated using Xilinx Spartan3 FPGA boards, with 46 rows × 34 columns and 1,164 CLBs. The cross ROPUF consists of m levels of inverters; the outputs of an inverter level are fed as the inputs to the next inverter level after passing through an interstage crossing logic. The interstage crossing logic determines the routing path of step signals inputted without any additional logical operation. There are m-1 interstage crossings to change the configuration of the delay loop with selection inputs. Each interstage is implemented using 4 LUTs (3 inputs LUTs). For that, a simple implementation of (4 × 5) crossover RO PUF structure, which requires 16 LUTs for implementing the interesting logic and 25 LUTs needed to implement the 25 inverters. The proposed lightweight CF-ROPUF is an area efficient design mapped inside a single CLB, as shown in Table 1.

As seen in the table, our CF-ROPUF and XOR PUF consumes less hardware resources on FPGA, including one CLB that has 8 LUTs and 8 flip flops (F.F.), as compared with other PUF designs, that require four or five CLBs with larger number of LUTs and F.F. when mapped on reconfigurable logic (FPGAs devices). For each FPGA chip, an instance of the design is mapped into an FPGA area (40 CLBs). In our design, CLB logic is efficiently utilized to map 16 ROs with an area overhead of eight LUTs and six dedicated multipliers, as seen in Fig. 4(a). The main logic of the design only consumes 320 LUTs (8 LUTs * 40 CLBs) and 240 dedicated multipliers (6 multipliers * 40 CLBs). Also, for the sake of more area overhead comparison, the neighbor coding algorithm is used to generate 256-bit PUF response from our CF-ROPUF and the state of the art [16], [19], [23].

For that, our design only uses the 40 CLBs while the other designs need to occupy 256 CLBs of the same FPGA family, Spartan 3E FPGA. This clearly shows that compared to the existing PUF techniques, our design is more area efficient that uses less on-chips design area for the generation of a large number of highly reliable secret keys. Further, the proposed CFROPUF design efficiently utilizes the same area (one CLB) of Spartan 3E FPGA to generate a 16-time larger response bit as compared to simple ROPUF and 1-out-of-8 techniques, mentioned in these papers [16], [19], [23].

B. PUF UNIQUENESS RESULTS

PUF uniqueness is one of the essential performance metrics of a secure PUF design. An average PUF uniqueness value determines how the digital signatures generated after implementing the same PUF design on different silicon devices can differ. The uniqueness of our PUF design is calculated using inter-die Hamming Distance (HD) for Spartan 3E FPGA chips using the following equation [23]:

$$U = \frac{2}{m(m-1)} \sum_{u=1}^{m-1} \sum_{v=u+1}^{m} \frac{HD(R_u, R_v)}{n}$$

where $u$ and $v$ are two chips, $R_u$ and $R_v$ are response vectors of $u$ and $v$ chips, $n$ is the number of PUF instances, and $m$ is the number of FPGAs. Ideally, bit responses should only depend on the random process variation independent of RO locations. According to earlier research [19]–[23], statistically average Hamming distance value is theoretically expected to be 0.5.
TABLE 1. Hardware overhead comparison.

| PUF Design       | Device Type              | Hardware Overhead |
|------------------|--------------------------|-------------------|
| XORPUF [57]      | Xilinx Spartan-6 FPGAs   | One Slice         |
| Lowcost PUF [58] | Xilinx Virtex II FPGAs   | Four CLBs         |
| TCR0 SRAM PUF [59] | Xilinx Spartan-6 FPGAs   | Four CLBs         |
| Cross PUF [60]   | Xilinx Spartan3 FPGAs    | Four CLBs         |
| Our CF ROPUF     | Xilinx Spartan3 FPGAs    | One CLB           |

An average uniqueness value close to 0.5 indicates that any response generated by implementing PUF on a certain device is genuinely random and uniquely independent of any other response generated by implementing the same PUF on a different chip. Therefore, PUF responses can be seen as random sets with a 50% probability of having 0 and a 50% likelihood of having 1 for each response. In this case, the average HD value of the responses is expected to be 50%.

For n generated PUF responses (secret keys), the average PUF uniqueness can be found using the average value of the calculated Hamming distances between PUF responses. The Hamming distance between two PUF responses generated from two different devices is produced by comparing response bits of a PUF instance with the corresponding response bits of other PUF instances. The distribution of Hamming Distance values produced is then constricted using the obtained HDs, known as the inter-die Hamming distance distribution. To generate a PUF response with 256 bits, neighbor coding selection algorithm is used. The following comparison equation is used to generate each response:

\[ r_i = \begin{cases} 
1, & \text{if } f_i \geq f_j \\
0, & \text{Otherwise}
\end{cases} \]  

To estimate the average uniqueness of our PUF design, a total of 30 PUF secret keys (each key has a length of 256-bits) are generated after mapping the PUF instance on 30 different FPGA devices. For n generated PUF responses (each response has 256-bits secret key), the average PUF uniqueness is calculated using the average value of Hamming distances between PUF response bits. The Hamming distances between each two PUF responses \( r_i \) and \( r_j \), generated from two different FPGA chips (\( chip_i \) and \( chip_j \)) are obtained. For that, an XOR binary comparison that compare each bit in \( r_i \) PUF response with the corresponding bit in the \( r_j \) PUF response is needed. The average value of Hamming distances is then calculated to determine the overall average uniqueness of the proposed PUF design. As shown in Fig. 7, the distribution of the calculated Hamming distance values is then constricted using the obtained HDs, which is known as the inter-die Hamming distance distribution. The average value of our CF-ROPUF uniqueness is calculated using inter-die Hamming Distance (HD) 30 Spartan 3E FPGA. For the average uniqueness shown in Fig. 7, there are a number of \( N = 435 \) binary comparison between \( n = 30 \) unique PUF responses. The value of N can be also calculated based on the following equations:

\[ N = \frac{n!}{2!(n-2)!} \]  

Table 2 compares the uniqueness of our lightweight, configurable PUF design with the competing PUF techniques. The table shows an improved average uniqueness of our PUF of 49.9% with a standard deviation of 1.05%. As compared to earlier PUF techniques, which is very close to the optimal value (50%). This indicates that the proposed lightweight is promising to authenticate consumer electronic and smart devices, including IoT devices. This shows that the proposed LFSR PUF is a robust hardware-based design that can be used in various security applications.
utilized to generate unique secret keys for cryptographic applications.

C. PUF RELIABILITY RESULTS

1) IFA RELIABILITY TECHNIQUE

Inspired by the 1-out-of-k scheme, the 1-out-of-r PUF coding algorithm is proposed to quantify the IFA RO sample frequencies to generate reliable PUF response bits. After the reliable RO sample frequencies are obtained using the IFA technique, the 1-out-of-r coding algorithm uses these r RO frequencies to generate reliable PUF-based secret keys for IoT-based applications. For that, a 1-out-of-r coding algorithm obtains \((r - 1)\) reliable RO frequency pairs. The CF-ROPUF maps the r ROs in a single CLB, hence for any two CLBs, only the two RO frequencies with the maximum frequency difference are selected.

The following equation represents the frequency pairs obtained from \(n\) CLBs using the 1-out-of-r as:

\[
F_i = \{f_i(\text{CLB}_0), f_i(\text{CLB}_1), f_i(\text{CLB}_2), \ldots, f_i(\text{CLB}_{n-1}), f_i(\text{CLB}_n)\} \quad (21)
\]

The CF-ROPUF design is mapped on an FPGA region with \(r = 40\) CLBs, as shown in Fig 5(b). There are \((r - 1) = 39\) RO frequency pairs in total. Since each pair is used to generate one PUF response bit (PUF-based secret key), the length of the PUF-based key will also be \((r - 1) = 39\) for each FPGA region. The average frequency ranges between 268 MHz and 282 MHz, with an average of 274.78 MHz and a standard deviation of 3.062 MHZ. As mentioned earlier, HW is used to select the RO sample frequencies that are reliably regenerated. The average HWs range from 97.3% to 99.2% with an average of 98.5% and a relatively low standard deviation of 0.71% for all 30 FPGA regions, as shown in Fig. 8.

This indicates that by using the IFA technique to improve reliability, on average, 98.5% of the generated RO sample frequencies can be used to obtain a reliable (accurate, repeatable, and reproducible) PUF response bit.

2) PUF ACCURACY

Based on ISO definition, data measurements that exhibit trueness and precision are considered accurate. Test measurements that exhibit trueness may not show good precision and vice versa. The measure of trueness is usually expressed in terms of bias between a set of actual or expected measurements and their mean (i.e., reference) value.

The RO sample frequencies are measured and compared with their mean values (reference values) to estimate trueness. Alternatively, precision is expressed in terms of average diverseness (standard deviations) of data measurements. For an estimation of the expected values, RO sample frequencies are directly-measured from the hard-macro designs (expected values). These measurements are collected from 30 CLBs mapped on the 30 FPGAs, where one CLB is randomly selected from each FPGA. For the selected CLB, 16 RO frequencies are measured directly from the hard macro design with the help of the logic analyzer. A total of 16 RO sample frequencies are measured per FPGA chip from one CLB. The 16 collected frequencies for each FPGA chip are denoted as

\[
F_{(\text{expected})} = \{f_0, f_1, \ldots, f_{15}\} \quad (22)
\]

Each of the measured values is then compared with calculated mean values (reference values). For the calculations of the mean values, the CF-ROPUF structures that incorporate the ROs, Muxes, De-Muxes, counters, challenge generator, etc. are physically implemented on all FPGAs. After this, the average values of the 16 RO sample frequencies collected from each chip under nominal operating conditions are calculated. Average trueness values are estimated for each chip in terms of the absolute variability (difference) between the actual values (expected values) of the individual RO frequencies and their reference (mean) values as

\[
\text{Trueness} = |F_{\text{reference}} - F_{\text{expected}}| \quad (23)
\]

Theoretically, the variability between the reference and expected values is zero, which indicates ideal trueness (100%) of the generated RO frequencies. However, as shown in Fig. 9(a), the trueness values of sample RO frequencies that are collected from 30 CLBs range from 0.49 MHz to 0.09 MHz with an average of 0.27 MHz and a standard deviation value of 0.1 MHz. These low average absolute trueness and standard deviation values of RO sample frequencies indicate that they are close to their mean values, and thereby they are truly measured.

Precision is an essential factor to determine the accuracy of results since it indicates the closeness of the agreement between independent test results obtained under the same conditions. To calculate the precision value, the total average value \(T_{\text{avg}}\) of the mean values \(F_{\text{reference}}\) for each FPGA is calculated as follows:

\[
T_{\text{avg}} = \frac{1}{m} \sum_{i=1}^{m} F_{\text{reference}} \quad (24)
\]
where \( m \) represents the number of FPGAs. The average precision of RO frequencies is calculated as

\[
\text{Precision}_i = \sqrt{\frac{\sum_{i=1}^{m}(T_{\text{avg}} - F_{\text{reference}})^2}{(m - 1)}}
\]  

(25)

The average RO frequencies collected from the top-right areas of 30 FPGAs (640 frequencies) are shown in Fig. 9(b). The average precision for these RO frequencies is determined to be 3.78 MHz. The collected frequencies range from 258.4 MHz to 276.7 MHz, with an average of 267.5 MHz. The range (Max\(_{\text{value}}\) - Min\(_{\text{value}}\)) is 18.3 MHz, and data are precisely measured without any noticeable outlier due to a potentially faulty FPGA chip or aging effects. It can be concluded that the collected measurements are relatively close to each other and, therefore, exhibit good precision.

A measurement exhibits repeatability only if the probability of regenerating the same measurement results under fixed operating conditions is high, according to the ISO definition. These operating conditions may include test equipment, operators, and/or environmental conditions. The repeatability is not applicable if the experiment is performed by another person, even using the same lab equipment under the same environmental conditions. The repeatability of the CF-ROPUF is evaluated from 15 randomly selected FPGA regions from the 30 FPGA chips. Each one of these regions contains \( n = 40 \). Reliable RO frequencies are determined from these CLB after applying the IFA reliability technique. The 1-out-of-\( r \) coding is used to generate PUF response bits for each group. The generation of the response bits is repeated \( n = 10 \) times using ten different RO sample frequencies.

3) **PUF REPEATABILITY**

The CF-ROPUF repeatability is evaluated in terms of intra-die Hamming distance (HD) for the response bits generated by each group individually using

\[
\text{Repeatability} = \frac{1}{n} \sum_{i=1}^{n} \frac{\text{HD}(r_1, r'_1)}{n} \times 100\%
\]  

(26)

where \( r_1 \) and \( r'_1 \) are two response bits, from \( n \) responses, regenerated using the same input challenge under nominal operating conditions. The HD for ideal PUF repeatability is 100%. HD percentage of the average repeatability of the CF-ROPUF responses at nominal operating conditions is shown in Fig. 10. For the 15 FPGA regions, the average HD values range from 97.1% to 99.8% with an average of 98.2% and 0.98 standard deviations at the nominal operating conditions. These results demonstrate that the CF-ROPUF exhibits high repeatability at nominal operating conditions.

4) **PUF REPRODUCIBILITY**

ISO defines reproducibility as the probability of regenerating the same measurement result from an independent test under varying operating conditions. PUF reproducibility is determined in terms of the ‘reproducibility’ of the generated response bits under varying temperatures and supply voltages in this work. The average values of the regional frequencies change between 263.2 MHz and 281.2 MHz with an average of 274.46 MHz and a standard deviation of 5.6 MHz under temperature variations, as listed in Table 3. Alternatively, the average value of the regional frequencies varies between 227.2 MHz and 300.4 MHz with an average of 263.1 MHz and a standard deviation of 27.05 MHz under a supply voltage varying between 1.0 V to 1.3 V.

Environmental variations cause the range of measurement results to fluctuate, leading to reliability issues. A higher temperature decreases the average regional frequency while a higher voltage increases average regional frequency. The average PUF reproducibility is evaluated at five temperatures and four voltage levels. Accordingly, PUF response bits generated at nominal operating conditions \((r_c)\) are compared to the PUF response bits generated at varying operating conditions \((r'_c)\) using Hamming distances (HDs) as

\[
\text{Reproducibility} = \frac{1}{m} \sum_{j=1}^{m} \frac{\text{HD}(r_c, r'_c)}{m} \times 100\%
\]  

(27)
where \( r_c \) and \( r'_c \) are two response bits, from \( n \) responses, regenerated using the same input challenge under nominal operating conditions. The reproducibility of CF-ROPUF responses generated at five temperatures and four voltage levels for 30 different regions of the tested chips are shown in Figs: 11 (a) and 10(b). RO sample frequencies of selected 30 FPGA regions (one region for each chip) are paired and quantified to apply the 1-out-of-\( r \) coding algorithm described earlier. The length of the quantified response bits is \( 39 \text{ bits} \times 30 \text{ chips} = 1170 \text{ bits} \). Fig. 11(a) shows the reproducibility value, under different temperature variations, is ranging from 99.5% to 99.9% with an average of 99.73% and a standard deviation of 0.17%.

Similarly, Fig. 11(b) shows that the average reproducibility value, under different voltage variations, is ranging from 99.3% to 99.8% with an average of 99.53% and a standard deviation of 0.25%. Bit-flip is the probability that a response bit flips from ‘0’ to ‘1’ or ‘1’ to ‘0’ due to different external factors including environmental variations. From Figs. 12(a) and (b), it is indicated that the average percentage of unstable bits due to temperature variations is only 0.27%, which is smaller than the percentage of bit-flips (0.47%) due to voltage variations. This leads to the observation that the CF-ROPUF reproducibility is slightly more sensitive to voltage fluctuations than temperature variations.

As seen in Table 4, the overall average PUF reliability concerning both temperature and voltage variations is found to be 99.63%. The PUF reproducibility also has a relatively low calculated standard deviation of 0.14% and an overall bit-flip percentage of 0.37%. Therefore, these experimental results demonstrate a good overall reproducibility of CF-ROPUF sample frequencies under varying temperatures and supply voltages. The reliability of our configurable PUF with different types of silicon PUFs that are suitable for FPGA [16], [55], [56] are compared in Table 4. Our CF-ROPUF shows a slightly better average reliability as compared to the other designs. This shows that the CF-ROPUF is a strong candidate for lightweight IoT devices due to the area-efficient design that can generate a larger number of reliable secret keys at varying operating conditions as compared to conventional ROPUFs.

5) AGING

As soon as the voltage exceeds 1.4V and/or temperature exceeds 85°C, RO frequencies are not captured by the Logic Analyzer, as indicated in Table 3. This is an example of a temporal functional failure. Due to the temperature variations, the average regional frequency generated by the ROs exceeds 300 MHz, which is the maximum frequency limit the Spartan 3E FPGA operates on. Additionally, the used FPGAs do not operate properly when the temperature is higher than 85°C. The failure causes FPGA to work unreliably, and therefore, data samples cannot be completely measured from the individual ROs. While the effects of temporal variations (change in the ambient temperature and supply voltage) can be reversible, the effects caused by accelerated aging are irreversible. Accordingly, a simple experiment to study the potential impact of accelerated aging on PUF reliability is performed.

A total of ten ROs (five frequency pairs) are mapped on ten adjacent CLBs. Using the reliable IFA technique, the ability of these ROs to reliably regenerate the same response for \( n \) times is evaluated. For enhanced reliability, the ROs with the maximum frequency difference is selected by applying 1-out-of-\( r \) coding. The impact of aging on the average value of the RO frequency pairs mapped on nine Spartan 3E FPGAs over 30 days is shown in Fig. 11(c). The ROs have minimal frequency fluctuations within 1 MHZ after 30 days of aging. Since there is no overlap between the generated frequencies, the results indicate no bit flip events in the response bits and no reliability issues due to the accelerated aging. The overall observation is that the reliability of FPGA chips can be affected temporally by the change of the operating conditions (temperature and voltages), as depicted in Table 3. Ignoring the impact of varying operating conditions, we conclude that CF-ROPUF design is functioning reliably after applying the proposed IFA technique and 1-out-of-\( r \) coding.

D. RANDOMNESS

As previously mentioned, the central limit theorem (CLT) states that a normal distribution should exhibit true randomness for its uniformly distributed data samples [17], [18]. So as a first step, we define normality, study, and enhance

| Temperatures | FPGA Regions | Voltages | FPGA Regions |
|--------------|--------------|----------|--------------|
|              | Bottom       | TOP      |              | Bottom       | TOP      |
| 85°C         | -            | -        | 1.5V         | -            | -        |
| 75°C         | 263.2        | 264.3    | 1.4V         | -            | -        |
| 50°C         | 269          | 270.5    | 1.3V         | -            | -        |
| 25°C         | 273.9        | 275.6    | 1.2V         | -            | -        |
| Room Temp    | 274.1        | 275.9    | 1.1V         | -            | -        |
| 0°C          | 279.6        | 281.2    | 1.0V         | -            | -        |

- ‘-’ depicts reading cannot be taken at these temperatures or supply voltages.
the normality of RO data sample frequencies. After improving the normality, the true randomness of the normalized generated PUF response bits is tested using the 15 NIST randomness standard tests.

1) NORMALITY
The normal distribution, also called the Gaussian distribution, shows a symmetric probability distribution around a mean value that appears as a bell curve shape. Average regional RO frequencies are calculated, the average RO frequency for each FPGA region, at varying temperatures ‘t’ or voltages ‘v’. The IBM-SSPS software is used to examine the normality of the implemented generated RO sample frequencies.

Figs. 12(a)-(e) show the constructed data histograms that represent the distribution of average RO frequencies for 30 chips before and after the application of $\log_{10} \gamma$ normalization technique at 0°C, 25°C, RT°C, 50°C and 75°C. From the figures, one cannot conclude whether or not the data samples are well represented by normal distributions. Thus, data normality is evaluated in terms of mean, median, standard deviation, variance, skewness, kurtosis, and the standard error of the mean under varying temperatures, as tabulated in Table 5. In statistics, when the mean and median are close to each other, it is expected that the data sample exhibits good normality. As seen in Table 5, the mean and median values are very close to each of the applied temperatures. This is true for the measured average RO frequencies before applying $\log_{10} \gamma$, as well as the normalized RO frequencies using $\log_{10} \gamma$. It is expected (but not confirmed) that both data samples exhibit normality (before and after the application of $\log_{10} \gamma$). Standard deviations and variances measure the diverseness and variability of the data samples, respectively.

From the same table (Table 5), it is noticed that with the application of the probability $\log_{10} \gamma$ technique, data samples exhibit higher diverseness and variability. Average diverseness and variability are significant measures for the PUF reliability [2], [5], [26]. Thus, it is expected that data samples are more reliable under varying conditions with the implementation of $\log_{10} \gamma$ on real hardware. The standard error of the mean (SEM) is calculated by dividing the standard deviation (S.D.) of the test results by the square root of the data sample size ($n$) as follows:

$$SEM = \frac{S.D.}{\sqrt{n}}$$ (28)

The SEM provides an estimate of the confidence interval for the mean of the population. Similar to standard deviations, SEM values are calculated using IBM-SPSS and multiplied by 1.96 to obtain a rough estimate of 95% from the population means to settle in the normal distribution as assumed by the software. The standard errors are inversely proportional to the sample size. Since the sample size is fixed (640), the standard errors are proportionally affected by standard deviation values. This means large data samples with small standard deviations result in small values of the standard errors. The smaller the standard error, the more representative the mean of the data. In cases of large standard errors, the data samples can experience significant irregularities and less likely to be normally distributed.

From Table 5, one can notice that the application of $\log_{10} \gamma$ leads to increments in the calculated SEM value. This is expected due to the high standard deviations. Skewness and kurtosis are among the important parameters to confirm the normality of histograms of data samples. In theory, the skewness of a random data sample ($n = f_0, f_1, \ldots, f_n$) that is represented in a histogram distribution is referred to as the
Pearson’s moment coefficient of skewness [18], [61], [62]. Skewness is a quantified probability measurement that determines the asymmetry of the histogram distribution about its mean value. The average skewness of this data can be zero (normally distributed data), positive (skewed to the right), or negative value (skewed to the left) that is determined using the following equation [61]:

$$\text{Avg}(\text{skewness}) = \frac{1}{n} \sum_{i=1}^{n} E\left(\frac{f_i - \mu}{\delta}\right)^3$$

(29)

where $f_i$ is an average RO sample frequency, $\mu$ is the mean value of the population, $\delta$ is the standard deviation of the sample population, and $E$ is the expectation operator. Similarly, kurtosis, a Greek term which literally means curved, is a quantified measurement to determine the sharpness of the histogram distribution about its mean value [18], [61], [62]. The average kurtosis of $n$ random variables can be zero (normally distributed data), positive or negative value defined by the following formula [61]:

$$\text{Avg}(\text{kurtosis}) = \frac{1}{n} \left(\frac{1}{\mu^4} \sum_{i=1}^{n} E(f_i - \mu)^4 \right) \left(\frac{1}{E(f_i - \mu)^2}\right)^2$$

(30)

The $\mu$ represents the mean value of the population, $\mu^4$ is known as the fourth central moment, and $\delta$ is the standard deviation of $x_i$. For normally distributed data, both the skewness and kurtosis values should be theoretically zero. However, having a negative average kurtosis ($\text{avg_skewness} \leq 0$) means that distribution will become a smoothened peak with more readings near the tail. On the other hand, a distribution that has more readings near the center (sharper peak than normal) will have a positive kurtosis ($\text{kurtosis} \geq 0$). It can be concluded from the table that $\text{Ln} \gamma$ shows no improvement in the skewness of data samples and lead to more reading near the right tails, i.e., data histogram is more skewness to the right. However, the application of $\text{Ln} \gamma$ noticeably improves the kurtosis values, as it is also noticed from Figs. 12(a)-(e). From the results, it is not clear how the average frequencies vary according to the normal distribution. Therefore, further tests to confirm data normality are needed.

To further assess the normality of the RO sample frequencies represented by data histograms, Q-Q plots are constructed using IBM-SPSS statistical software. Since the main objective is to compare the obtained data histogram distribution to the normal distribution that only varies in location and scale, the location and scale parameters are estimated.
using the Q-Q plot shown in Table 6. A point of linear patterns indicates that data samples reasonably describe the normal distribution. The location and scale parameters are estimated for data samples, such as the intercept and slope of the linear pattern shown in Figs. 13(a)-(e). A Q-Q plot is a typical graphical illustration for determining the exact normality of data histograms. It compares the empirical cumulative distribution probabilities of a data set (RO sample frequencies) with their theoretical cumulative probabilities (normal distribution) \[18\]. The correlation between the expected (normal) and observed probabilities (cumulative) can be written as follows:

\[
\begin{align*}
\text{Expected}(f_i) &= P(f_i < i) \\
\text{Observed}(i) &= \left(\frac{i - \frac{1}{2}}{n}\right)
\end{align*}
\]

The location parameter shown in Table 6 represents the mean values of the distortion that are tabulated in Table 5. However, scales are the Y slope of the plots. As shown in Figs. 13(a)-(e) of Q-Q plots, with the application of \(Ln_\gamma\), Ro sample frequencies collected under different temperatures follow almost the same trend, which typically lies on the straight (normality line). From the same figures, it is noticed that data samples collected before the application of \(Ln_\gamma\) exhibit irregularity and do not fall on the normality line. This confirms that the normalized RO sample frequencies (NZ) are better represented by using the normal distribution as compared to the measured frequencies (MD) before the application of gamma, and thus, the normality is improved.

### 2) SYSTEMATIC VARIATIONS MITIGATION

Spatial systematic correlations negatively affect the randomness of the generated responses with the pairing strategy of the original chain-like coding. Several security techniques, including regression-based distiller and a pseudo-random (PRN) technique, and logarithmic and absolute diverseness technique (LDT), have been proposed to mitigate systematic process variations and improve PUF randomness. For example, the regression-based distiller technique has been applied with multiple coding algorithms, including 1-out-of-8 coding, chain-like neighbor coding, decoupling neighbor coding, S-sequence, and T-sequence. Additionally, a pseudo-random technique (PRN) was introduced to decrease the impact of systematic process variation on ROPUFs. The LDT technique (a novel security technique based on base-10 logarithm function and the square root of RO deviations from the global mean) has been proposed in our earlier work to mitigate the effect of systematic spatial variation and also to improve the randomness of the response bits generated using a unique reconfigurable ROPUF design.

Figs. 14(a) and 14(b) show the distribution of average RO sample frequencies of 240 CLBs after and before the application of \(Ln_\gamma\) normalization techniques explained earlier. As shown in the figures, the application of \(Ln_\gamma\) with the 1-out-of-r coding on the average RO sample frequency of two FPGA chips at both 0°C and 75°C temperatures has efficiently randomized the frequency distributions across all CLBs and removed clustered frequency regions due to the negative impact of systematic process variation \[9\].
3) NIST RANDOMNESS TEST

The NIST statistical test suite for random and pseudorandom number generators and cryptographic applications including the approximate entropy test, binary matrix rank test, discrete Fourier transform, non-overlapping template, overlapping template, universal statistical, and linear-complexity require a large random sequence with over 1000 binary response bits. Thus, they are not suitable for designing true random numbers using simple ROPUF designs [17]. To test the PUF randomness, different coding algorithms, chain-like neighbor, decoupled chain-like neighbor, and 1-out-of-\(r\) that exploits the RO frequencies, normalized using logarithmic gamma \(\ln\gamma\) technique, are used to generate the PUF-based binary response bits.

The randomness of the generated response bits are justified using the 15 NIST test suites for randomness over a population of 30 chips (30 random sequencers). For an applied sequence, a NIST test calculates an empirical Proportional probability [17]. The probability \(P – value\) of \(P – values\) in \(n\) sub-intervals \((S_i), i \leftarrow 1, \ldots, n\), is computed using the incomplete gamma function \((\text{igamc})\) based on \((\chi^2)\) distribution and the goodness-of-fit distribution \(F_i\) as follow [17]:

\[
\chi^2 = \sum_{i=1}^{n} \left(\frac{F_i - S_i/n}{S_i/n}\right)^2\]

(33)

\[
P – value = \text{igamc} \left( n - \frac{1}{2}, \frac{\chi^2}{2} \right)
\]

(34)

According to NIST, for a particular NIST test, if 4% or more of all tested sequences are significant (more than 4% of the tested sequences have a \(P-value \leq 1\%\)), the ‘Proportional’ test fails; otherwise, it passes. For the Proportional event, since there are 30 sequences that are generated by the CF-ROPUF scheme, at least 29 sequences (96%) should pass with a significance level of \(\alpha = 1\%\) [17].

Besides, the NIST frequency test examines all sequences to determine their uniformity to test whether or not the distribution of 1’s to 0’s are uniformly distributed in all of the tested sequences. Tested sequences are considered uniformly distributed only when critical \(P-value\) of the calculated \(P – values\) is greater than or equal to 0.0001 \((P – value of P – values) \leq 0.0001\) [17].

Based on the chain-like coding explained earlier, the number of generated random binary responses out of any FPGA region is \(16 \times (n - 1) = 624\) bits. The total generated binary sequence from each chip (6 regions) will be \(624 \times 6 = 3744\) bits. This represents a relatively large number of binary responses that satisfy all 15 NIST test requirements where at least 1000 responses are needed per each sequence. The obtained randomness results from the NIST statistical test for CF-ROPUF after applying the \(\ln\gamma\) function technique with chain-like neighbor coding are given in Table 7.

From the table, it can be seen that out of the 15 NIST tests, the chain-like coding completely fails to pass the Longest Run, Non-overlapping and Approximate Entropy. It also partially fails the Serial (back-word), Universal Statistical, and Linear Complexity Tests. We believe that these expected failures are due to the high intrinsic dependencies by the systematic spatial correlations caused by the layout
dependency [7]–[9], [36]. Although the chain-like coding passes (partially or fully) at least 12 NIST tests out of 15 trials with a percentage of 80% for the $P − value$ test and 73.3% for the Proportional analysis, the results are better than the existing techniques, including the regression-based distiller and PRN techniques where chain-like-coding completely fails the entire NIST test suites [17]. We strongly believe that the failure rate can be significantly reduced with the application of different normality techniques and coding algorithms to nullify the negative impact of systematic process variations completely. Considering decoupled neighbor coding as a solution to this problem helps to improve passing NIST randomness tests. The generated response using decoupled neighbor coding is $16 \times 20 = 320$ bits and the total binary sequence generated from FPGA (6 regions) is $624 \times 6 = 1920$ bits.

As shown in Table 7, decoupled neighbor coding only fails to pass the Longest Run thoroughly. It fails to partially pass the Linear complexity with a 13.3% improvement rate over the original chain like coding. Future investigation using different random responses generated with varying security techniques is needed to improve the randomness of the generated PUF responses. For the generation of random binary sequences with significant binary response bits, the 1-out-of-r coding algorithm uses the five least important bits of each input challenge of the fastest RO in each CLB. Therefore, test sequences that are $5$ times larger are generated. For example, assume that the input challenge $000000101$ picks the fastest RO frequency $RO_5$ out of 16 frequencies that are mapped on the first CLB $(CLB_0)$. In this case, the 5 least significant bits of this challenge $(00101)$ are used in the generation process of PUF binary sequences from each FPGA. Thus, the binary bits generated out of each FPGA region are maximized to $40 \times 5 = 200$ bits. Hence, each FPGA produces a random sequence with a length of $6 \times 200 = 1200$ binary bit responses.

From Table 7, it is observed that 1-out-of-r coding performs well after applying $(L_{n_{\gamma}})$ transformation technique with only one ‘$P − value$’ failure and two marginal Proportional failures. The 1-out-of-r coding algorithm completely fails to pass the non-overlapping and partially fails the approximate entropy test. We believe that these failures are because the selection process of the random bits (five-bits challenge) may lead to similar patterns and increase the chance of intrinsic correlation probability in the generated responses. It is expected that an excellent shuffling technique can help to overcome such an inherent correlation behind these selections. The 1-out-of-r coding passes 13 out of 15 NIST tests with a passing percentage of 93.3% for $P − value$ test and 86.7% for the Proportional test. The passing rates are significantly better than another coding such as chain-like neighbor coding and decoupled chain-like neighbor algorithms that are proposed in [8], [9].

VI. CONCLUSION

In this paper, two new security techniques, intra-die frequency aware (IFA) and $(L_{n_{\gamma}})$, are proposed to enhance the robustness of IoT-based lightweight PUF using configurable ring oscillator PUFs (CF-ROPUFs) design. The CF-ROPUF is realized on real hardware and RO sample frequencies that are collected at varying temperatures and supply voltage from a population of 30 Spartan-3E FPGAs. Experimental results show an average of a 98.5% Hamming Weight (HW) value after applying the IFA technique, which indicates a highly reliable PUF output. Additionally, the CF-ROPUF reliability is defined and evaluated in terms of accuracy, repeatability, and reproducibility, which are the International Organization for Standardization (ISO). The results show that the collected measurements exhibit high accuracy in terms of average trueness and precision of the generated sample RO frequencies. With the application of the IFA and 1-out-of-r coding algorithm, it is also shown that CF-ROPUF has notable average repeatability of 98.2%, and an enhanced average reproducibility of 99.63% compared to traditional ROPUF design. From the aging result, it is concluded that after applying the proposed IFA technique and the 1-out-of-r coding, the CF-ROPUF design is more immune against accelerated aging impacts with no bit flip that can lead to reliability issues. Further, our results show that the proposed $L_{n_{\gamma}}$ enhances the normality and mitigates the negative impacts of the systematic process variations on RO sample frequencies. Consequently, PUF randomness results show that generated IoT PUF-based binary response bits can successfully pass the 15 NIST test suites for true randomness with an enhanced percentage, 93.3%, with the application of the 1-out-of-r coding.
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