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1. Introduction

Determining efficient ways to cover vertices or edges of a graph gives rise to an important class of graph problems, that includes the classical vertex cover problem, one of Karp’s 21 NP-complete problems [19, 29, 33]. Other examples of such problems include the covering of the vertices by independent sets (vertex coloring problem) or cliques (clique cover problem).

In this paper we consider problems of finding a covering of the vertices of a graph $G$ by paths, that is, a family $\mathcal{P}$ of distinct nonempty paths $P_i$ (not necessarily vertex-disjoint), such that $\bigcup V(P_i) = V(G)$. When the paths of $\mathcal{P}$ are required to be shortest paths (geodesics), then it is known as the isometric path cover problem [20].

In [23], the authors introduced the GEODETIC problem, which consists of determining the minimum cardinality of a vertex set $S \subseteq V(G)$ of a graph $G$, such that every vertex of $G$ lies on a shortest path between a...
pair of vertices in $S$. Such a set $S$ is called a geodetic set of $G$. The minimum cardinality $g(G)$ of a geodetic set is the geodetic number of $G$. A $g$-set is a geodetic set of minimum cardinality.

In [2] the GEODETIC problem was proved to be NP-hard even for graphs of diameter 2. More recently, in [14], the authors proved that the problem is also NP-hard when restricted to chordal graphs and to chordal bipartite graphs. Moreover, in the same paper the authors achieved exact values concerning the geodetic number of split graphs and give a linear time algorithm for cographs, besides some upper bounds, particularly for unit interval graphs. This upper bound has been improved by Ekim et al. [18], who proved a polynomial-time algorithm for the GEODETIC problem. In [17], a polynomial-time algorithm for the GEODETIC problem restricted to block-cacti graphs is presented, besides an NP-hardness proof for cobipartite graphs. In [9] the authors show the NP-hardness for subcubic graphs, that is, graphs of maximum degree 3. In [24] a comparison between the hull, Steiner, and geodetic numbers of graphs is given. Brešar et al. [8] determined some exact values and upper bounds for the geodetic number of the Cartesian product of graphs. Cao et al. [10] presented exact values for the geodetic number of the Cartesian product of cycles.

Other variations of the problem have been proposed in the literature, where we can cite the edge version [3], for oriented graphs [25], and the connected geodetic number [35]. In this paper we study another variation defined by Manuel et al. [31], where a unique shortest path between each vertex pair of $S \subseteq V(G)$ is assigned to cover the vertices of a graph $G$.

More formally, let $G$ be a simple undirected graph. For $u, v \in V(G)$, we denote $P(u, v)$ as the set containing all shortest paths between $u$ and $v$ in $G$. For a set $S \subseteq V(G)$, let $U_S$ be the set of all distinct vertex pairs of $S$. We say that $I(S)$ is a shortest path assignment for $S$ if

$$I(S) = \left\{ P_1, P_2, \ldots, P_{|U_S|} \mid \left( P_i \in P(u_i, v_i) \land P_j \in P(u_j, v_j) \iff (u_i \neq u_j) \lor (v_i \neq v_j) \right) \right\},$$

(1)

that is, $I(S)$ is a shortest path assignment for $S$ if it contains a unique shortest path between $u$ and $v$, for each pair of distinct vertices $(u, v)$ of $S$.

A vertex set $S$ is a strong geodetic set of $G$ if there exists a shortest path assignment $I(S)$ of $S$, such that $\bigcup_{P \in I(S)} V(P) = V(G)$. An sg-set is a strong geodetic set of minimum cardinality. We denote by $sg(G)$ the cardinality of an sg-set of a given graph $G$, that is, the strong geodetic number of $G$.

As observed by Manuel et al. [31], since every strong geodetic set is geodetic as well, it follows that $sg(G) \geq g(G)$, for every graph $G$. Moreover, the equality holds for geodetic graphs, that is, graphs where the shortest path between any two vertices is unique. The family of geodetic graphs [6,32,34] includes, for example, block graphs [4], that are equivalent to diamond-free chordal graphs. Then, it follows by [17] that $sg(G)$ can be determined in polynomial time for block graphs. However, the gap between the two parameters can be arbitrarily large, as depicted in Figure 1, which shows that $g(K_{2,n}) = 2$ and $sg(K_{2,n}) = n$, for every $n \geq 3$. In order to prove this, we first emphasize that it is not hard to see that at least two vertices must be in any s-set or sg-set for graphs with at least two vertices. In the complete bipartite graph $G = K_{2,n}$, $n \geq 3$, it follows that the $g$-set of $G$ is unique and formed by the two vertices of the smallest part of its bipartition (vertices $u$ and $w$ in Fig. 1a), which implies that $g(G) = 2$. On the other hand, every vertex $v_i$ in Figure 1b must be included in any strong geodetic set $S$ of $G$, otherwise $u$ and $w$ must be in $S$, and then the $u, w$-geodesic in $I(S)$ must contain $v_i$. In this way, each $v_j$, $j \neq i$, must be in $S$. We can obtain a strong geodetic set $S'$ from $S$ by removing $u$ and $w$ and adding $v_i$ (see Fig. 1b). It is not hard to see that $S'$ is an sg-set of $G$ (see Cor. 2.3 of [28]).

We consider the corresponding decision problem in this work.

---

**Strong Geodetic (SG)**

**Input:** A finite, simple, and undirected graph $G$ and a positive integer $k$.

**Question:** Is there a strong geodetic set $S$ of $G$ with $|S| \leq k$?
Figure 1. In Figures 1a and 1b the gray vertices represent the g-set and the sg-set of $K_{2,n}$, respectively.

Manuel et al. [31] proved that SG is NP-complete\(^1\) for general graphs and derived a closed formula for $sg(G)$ on Apollonian networks $G$. Afterwards, the strong geodetic number was studied for grid-like architectures and Cartesian product graphs [22, 27, 30], where are given closed formulas to solve the problem for some restricted graph classes. In [37] is given an upper bound in terms of the connectivity. The exact value of the strong geodetic number of balanced complete bipartite graphs was determined in [26], and an upper bound in terms of the diameter is also given. Further results on complete bipartite and multipartite graphs were obtained in [28]. In particular, the problem was shown to be polynomial-time solvable for complete bipartite and multipartite graphs, and NP-hard for (general) bipartite graphs. The authors also conjectured the NP-hardness for complete multipartite graphs, when the number of parts is not a constant, which was later disproved [12]. In [21], the exact value of the strong geodetic number for complete bipartite graphs and crown graphs was determined, and related results for hypercubes were also presented. Furthermore, the concept of strong geodetic cores has been introduced in [22] and stronger results concerning the Cartesian product of graphs were derived.

A certificate for a YES instance $(G, k)$ of the decision version of the Geodetic problem can be given by just a set $S \subseteq V(G)$, where we can easily verify in polynomial time whether $S$ is a geodetic set of $G$ of size at most $k$. So, a natural question arises, that is, what is the complexity of deciding whether a given vertex set is a solution for SG? Hence, we introduce the following decision problem.

| STRONG GEODETIC RECOGNITION (SGR) |
|----------------------------------|
| **Input:** A finite, simple, and undirected graph $G$ and a vertex set $S \subseteq V(G)$. |
| **Question:** Is $S$ a strong geodetic set of $G$? |

In other words, SGR asks whether there exists a path assignment $I(S)$, as defined in equation (1), such that $\bigcup_{P \in I(S)} V(P) = V(G)$.

In this paper we prove the NP-completeness of SGR and deal with the computational complexity of SGR and SG on some graph classes. These results also illustrate that, unlike the classical Geodetic problem, in which geodetic sets can be recognized in polynomial time (using breadth-first search), the same is not true for strong geodetic sets, unless \(\pmb{\mathcal{P}} = \mbox{NP}\). As pointed out by the reviewers, besides the masters thesis of the third author which motivated most results of this paper [13], the hardness of SGR has been independently shown in [12], where the authors also consider approximations for a maximization version of the problem, where the goal is to maximize the number of covered vertices, for a given $S \subseteq V(G)$. Clearly, in this setting, $S$ is a strong geodetic set if and only if the maximization version attains the maximum possible value.

Our results and organization of the paper. In Section 2, we introduce additional notation and definitions used in the text. We also present some initial considerations about SG and SGR.

---

\(^1\)Manuel et al. [31] do not say explicitly that the problem SG is in NP but it is easy to see that this is the case. Observe that this is an immediate result considering that a YES certificate is a set $S$ together with the $\binom{k}{2}$ shortest paths between each pair of vertices in $S$. 

In Section 3, we prove that SGR is NP-complete even for bipartite graphs of bounded diameter and also for bipartite graphs of bounded degree, improving the result of [28], that states the NP-hardness of SG for general bipartite graphs.

In Section 4, we prove that SG is NP-complete for co-bipartite graphs of diameter 2. We also show that both SG and SGR parameterized simultaneously by the diameter and the cardinality of the strong geodetic set are fixed parameter tractable (FPT). This result contrasts with the hardness results of Section 3 regarding the complexity of SGR parameterized by the max-degree and diameter simultaneously.

In Section 5 we prove that SG is also NP-complete for chordal graphs of diameter 2, solving an open question posed by Manuel et al. [31].

In Section 6 we present some positive results on solving SGR for split graphs and for graphs of diameter 2. This latter one elucidates the contrast between the complexity of SG (NP-complete) and SGR (polynomial-time solvable). Polynomial-time algorithms for block and cacti graphs are also provided.

We conclude the paper discussing some further research directions in Section 7.

2. Definitions, notations, and preliminaries

2.1. Definitions and notations

For a positive integer k, let \([k] = \{1, 2, \ldots, k\}\).

In this paper we will only consider simple, connected, and undirected graphs. For a graph \(G\), let \(n = |V(G)|\) and \(m = |E(G)|\). For vertices \(u, v \in V(G)\), we define \(d(u, v)\) as the distance between \(u\) and \(v\), that is, the number of edges in a shortest path (or geodesic) between \(u\) and \(v\). We will use \(u, v\)-shortest path to refer to any shortest path between \(u\) and \(v\). The diameter of \(G\) is the greatest distance between the vertices in \(V(G)\) and we denote it by \(\text{diam}(G)\).

For a set \(U \subseteq V(G)\), we denote by \(G[U]\) the subgraph of \(G\) induced by \(U\). We also denote by \(N(v)\) the neighborhood (or open neighborhood) of \(v\) and by \(N[v] = N(v) \cup \{v\}\) the closed neighborhood of \(v\). A simplicial vertex is one whose neighborhood induces a clique, a set of pairwise adjacent vertices. The degree \(d(v)\) of a vertex \(v\) is the cardinality of its neighborhood. Let \(\Delta(G)\) be the maximum degree of the vertices of \(G\).

A connected component is a maximal connected induced subgraph of \(G\). A vertex \(v\) is a cut-vertex of \(G\), if \(G - v\) has more connected components than \(G\). A biconnected subgraph is one that has no cut-vertices. A biconnected component is a maximal biconnected subgraph of \(G\). Let \(T(u, v)\) be the interval between \(u\) and \(v\), that is, the set of vertices belonging to all \(u, v\)-shortest paths. For a set \(S \subseteq V(G)\), let \(T(S) = \bigcup_{u,v \in S} T(u, v)\).

We also use some parameterized complexity concepts. See [11, 15, 16] for a complete reference on the subject. A parameter is any metric associated with a problem’s instance, for example the diameter and the maximum degree. A problem \(\Pi\) is fixed-parameter tractable, or FPT, under the parameter \(k\) if it can be solved by an algorithm \(A\) whose time complexity can be expressed as \(O(f(k) \cdot n^c)\), with \(n\) being the size of the input instance, \(c\) a positive constant, and \(f(k)\) a computable function. The size of the instance includes the size of the parameter. In this case \(A\) is called an FPT algorithm for \(\Pi\). A problem is said to be in XP for a parameter \(k\), if it can be solved in polynomial time when \(k\) is fixed (treated as a constant), that is, if there exists an algorithm for it whose complexity is as \(O(f(k) \cdot n^{g(k)})\), where \(f\) and \(g\) are computable functions.

Another important concept in parameterized complexity is that of kernelization. A kernelization algorithm, or just kernel, for a problem \(\Pi\) takes an instance \(I\) and parameter \(k\) and, in time polynomial in \(|I| + k\), outputs an instance \(I'\) with parameter \(k'\), such that \(|I'|, k' \leq g(k)\) for some function \(g\). Moreover, \((I, k)\) is a YES instance of \(\Pi\) if and only if \((I', k')\) is a YES instance of \(\Pi\) too. The function \(g\) is called the size of the kernel and represents a measure of the “compressibility” of a problem using polynomial-time preprocessing rules. A kernel is called polynomial (resp. linear) if \(g(k)\) is polynomial (resp. linear) in \(k\). It is nowadays a well-known result in the area that a problem is in FPT if and only if it admits a kernelization algorithm. However, the kernel that one obtains in this way is typically of size at least exponential in the parameter. A natural problem in this context is to find polynomial or linear kernels for problems in FPT.
As in polynomial reductions, a polynomial parameter transformation [7] can be used for parameterized problems. Such transformation from a parameterized problem $\Pi_1$ (with parameter $k$) to a parameterized problem $\Pi_2$ (with parameter $k'$) is an algorithm that, given an instance $(x, k)$ of $\Pi_1$, computes in polynomial time an equivalent instance $(x', k')$ of $\Pi_2$, such that $k'$ is polynomially bounded depending only on $k$.

### 2.2. Preliminaries

In order to further illustrate the relation between the complexities of SG and SGR, we state the following proposition that reinforces the intuition that SG is not computationally easier than SGR. It is easy to see that each simplicial vertex must belong to any strong geodetic set of $G$.

**Proposition 2.1.** SGR is polynomially reducible to SG.

*Proof.* Let $\alpha = (G, S)$ be an instance of SGR on a graph $G$ and $S \subseteq V(G)$. We create an instance $\beta = (G', k)$ of SGR on the graph $G'$ and the positive integer $k$, where $V(G') = V(G) \cup \{x_v \mid v \in S\}$, $E(G') = E(G) \cup \{vx_v \mid v \in S\}$, and $k = |S|$. In other words, we add a pendant vertex $x_v$ to each vertex $v$ of $S$.

Let $\alpha$ be a YES instance of SGR. Then $S$ is a strong geodetic set for some shortest path assignment $I(S)$. We state that $G'$ has a strong geodetic set $S' = \{x_v \mid v \in S\}$ with a shortest path assignment defined as follows: for each $u, v$-geodesic $P \in I(S)$, $I(S')$ contains the path $(x_u, V(P), x_v)$, which is an $x_u, x_v$-geodesic in $G'$. Therefore $S'$ is a strong geodetic set of size $k$ in $G'$.

Now, let $\beta$ be a YES instance of SGR. Since the $k$ vertices $\{x_v \mid v \in S\}$ are simplicial, they compose the strong geodetic set of $G'$. Consequently $\alpha$ is a YES instance as well, since it is possible to obtain a shortest path assignment $I(S)$ by adding each $P \in I(S')$ to $I(S)$ by removing its endpoints. \qed

Proposition 2.1 reveals a straightforward manner to solve SGR by solving SG and also provides a tool to transfer the hardness of SGR to SG. We can also observe that, when considering the size of $S$ in SGR as a parameter, then it is a polynomial parameter transformation as well.

### 3. NP-Completeness of Strong Geodetic Recognition

We present a polynomial reduction from an NP-complete [36] variant of the 3-SAT problem, 3-SAT$_3$, to SGR. An instance of 3-SAT$_3$ consists of a set $X = \{x_1, x_2, \ldots, x_n\}$ of variables and a set $C = \{C_1, C_2, \ldots, C_m\}$ of clauses, where each clause has 2 or 3 literals (a variable or a negated variable). In addition, any variable appears at most 3 times.

As pointed out by the reviewers, the next theorem was independently proved in [12] by a reduction from a different variant of the 3-SAT problem. Following their suggestion, considering that our proof is slightly simpler, besides holding for more restricted graph classes, we present our alternative proof below.

**Theorem 3.1.** Strong Geodetic Recognition is NP-complete.

*Proof.* Let $G$ and $S \subseteq V(G)$ compose an instance of SGR. The problem is clearly in NP, since we can use a shortest path assignment as a certificate to verify in polynomial time whether all vertices of $G$ are covered by the specified paths and that each pair $u, v \in S$ has exactly one valid $u, v$-shortest path in that assignment.

Now, we present a polynomial reduction from 3-SAT$_3$ to SGR. Let $X = \{x_1, x_2, \ldots, x_n\}$ be the set of variables and $C = \{c_1, c_2, \ldots, c_m\}$ be the set of clauses of a 3-SAT$_3$ instance. We assume that each variable appears 2 or 3 times in $C$ and, also, that every variable appears at least once on its positive form and once on its negative form. Otherwise, let $x_i$ be a variable that only appears either on a positive or negative form, we can construct an equivalent instance by removing $x_i$ and the clauses it appears by setting it as true or false, respectively. Given that, each literal can satisfy at most 2 clauses.

Now we construct an equivalent instance of Strong Geodetic Recognition on a graph $G$ defined as follows (Fig. 2 depicts an example of the construction). For each variable $x_i \in X$ add a gadget containing 8
vertices (variable gadget): \(x_i, x_i', \overline{x_i}, \overline{x_i'}, w_i, \overline{w_i}, p_i, \) and \(q_i\). Then add the edges \(x_iw_i, w_i x_{i'}, \overline{w_i} \overline{x_{i'}}, \overline{w_i} \overline{x_{i'}}, x_{i'}p_i, \) \(p_i x_i, \) and \(p_i \overline{p_i}\).

For each clause \(c_i \in C\) add a vertex \(c_i\). Moreover, add a vertex \(z\) adjacent to all vertices \(c_i \in C\). Now, add the edges that represent the relation between variables and clauses as follows: Let \(c_i \in C\) be a clause, then, for each positive literal \(x_i \in c_i\), add the edge \(c_i w_i\), and, for each negative literal \(\overline{x_i} \in c_i\), add the edge \(c_i \overline{w_i}\). Repeat this procedure for all clauses in \(C\).

Finally, for every pair of vertices such as \((p_i, p_j)\), \((p_i, q_j)\), and \((q_i, q_j)\), with \(i \neq j\), add a new vertex \(y\), an edge between the first vertex of the pair and \(y\) and an edge between \(y\) and the second vertex of the pair. Thus, creating a path of size 2 between each pair of vertices as described. Hence we obtain \(G\).

Let \(P = \{p_i \mid i \in [n]\}\), \(Q = \{q_i \mid i \in [n]\}\), \(W = \{w_i, \overline{w_i} \mid i \in [n]\}\), and \(S = P \cup Q \cup \{z\}\). The constructed instance consists in deciding whether \(S\) is a strong geodetic set of \(G\).

Now we prove that if the instance of 3-SAT is satisfiable, then \(S\) is a strong geodetic set of \(G\). Let \(T\) be a truth assignment of \(X\) satisfying all clauses of \(C\). At first, note that the length of a shortest path from \(z\) and a vertex in \(P \cup Q\) is 4. So, if \(x_i\) is set to true at \(T\), then assign \((p_i, x_i, w_i, c, z)\), a \(p_i\), \(z\)-shortest path, and \((q_i, x_{i'}, w_i, c', z)\), a \(q_i\), \(z\)-shortest path, with \(c\) and \(c'\) denoting the clauses that \(x_i\) satisfies when set to true. Observe that any literal satisfies either one or two clauses. Thus, if two clauses are satisfied, then \(c \neq c'\), otherwise, \(c = c'\). Now, assign the shortest path \((p_i, \overline{x_i}, \overline{w_i}, \overline{x_{i'}}, q_i)\) between \(p_i\) and \(q_i\). Note that \(D(p_i, q_i) = 4\).

If \(x_i\) is set to false in \(T\), then the paths will be chosen on an analogous way. We will choose the paths \((p_i, \overline{x_i}, w_i, c, z)\), \((q_i, \overline{x_{i'}}, \overline{w_i}, c', z)\), and \((p_i, x_i, w_i, x_{i'}, q_i)\). By this time, all vertices in variable gadgets and all clause vertices are covered. This holds because the vertices \(w_i\) and \(\overline{w_i}\) are adjacent to all clause vertices, each one satisfied, and it is possible to cover these clause vertices with \((p_i, z)\) and \((q_i, z)\)-shortest paths. It remains to define the paths between vertices in \(S \setminus \{z\}\) that are in different variable gadgets. We assign to \(I(S)\) the unique length 2 shortest path between such vertices. Finally, note that all vertices are covered, hence, \(S\) is a strong geodetic set of \(G\).

Now, assume that \(S\) is a strong geodetic set of \(G\). Consider the variable \(x_i \in X\) and observe that one of the following options holds:
The $p_i, z$-shortest path passes through $x_i$ and the $q_i, z$-shortest path passes through $x'_i$.

- The $p_i, z$-shortest path passes through $\overline{x_i}$ and the $q_i, z$-shortest path passes through $\overline{x'_i}$.

This claim holds because, otherwise, one of the vertices in $\{x_i, x'_i, \overline{x_i}, \overline{x'_i}\}$ would not be covered, since a $p_i, q_i$-shortest path can cover either $x_i$ and $x'_i$ or $\overline{x_i}$ and $\overline{x'_i}$.

Therefore, the variable gadget forces a choice between either a positive or a negative literal. It is important to note that only shortest paths between $z$ and a vertex in $P \cup Q$ are able to cover clause vertices. Now, consider the following truth assignment for $X$: for each $x_i \in X$, if $I(S)$ assigns the $(p_i, z)$ and $(q_i, z)$-shortest paths to pass through $x_i$ and $x'_i$, then set $x_i$ to true, otherwise, set $x_i$ to false. This constructed truth assignment satisfies all clauses, since $S$ is a strong geodetic set of $G$, which must cover all clause vertices. Hence, the $3$-SAT$_3$ instance is satisfiable and the proof is concluded.

Corollary 3.2. **Strong Geodetic Recognition** is NP-complete even when restricted to bipartite graphs with diameter bounded by 6.

*Proof. Consider the graph $G$ constructed on Theorem 3.1. Let $U = \{x_i, x'_i, \overline{x_i}, \overline{x'_i}\}$ and let $Y$ be the set containing all $y$ vertices of $G$. Now, let $A = P \cup Q \cup W \cup \{z\}$ and $B = C \cup U \cup Y$. Note that both $A$ and $B$ are independent sets, hence, $G$ is bipartite. Also, observe that the largest distance in the graph occurs between a vertex $y \in Y$ and a clause vertex that is not satisfied by either variable gadgets adjacent to $y$, and this distance is 6.*

This result indicates that, unless $\mathsf{P} = \mathsf{NP}$, SGR parameterized by the diameter is not in XP, as the problem remains NP-complete even for graphs with bounded degree, where we adapt the reduction presented on Theorem 3.1.

Theorem 3.3. **Strong Geodetic Recognition restricted to bipartite graphs with maximum degree bounded by 4 is NP-complete.**

*Proof. We will reduce an instance $\Pi$ of 3-SAT$_3$, as in Theorem 3.1, to an instance $\Pi'$ of SGR. Let $X = \{x_1, x_2, \ldots, x_n\}$ be the set of variables and $C = \{c_1, c_2, \ldots, c_m\}$ be the set of clauses of $\Pi$. We assume that $|X|$ and $|C|$ are exact powers of 2, since, for any instance $\Pi$, artificial variables and clauses can be added to $\Pi$ in order to satisfy this assumption, making the equivalent resulting instance at most twice as large as $\Pi$.

Let $G$ be the graph associated with the instance of SGR obtained in Theorem 3.1. Now, we present some adaptations on $G$ in order to construct a graph $G'$ associated with $\Pi'$. Figure 3 depicts an example of the construction. Let $G' := G[P \cup Q \cup U \cup W \cup C]$ and then do the following modifications to $G'$: add a vertex $z$ and connect $z$ to all clause vertices by using a full binary tree $T_z$, that is rooted at $z$ and whose leaves are all...*
the clause vertices. Observe that this operation results on \( z \) as a 2-degree vertex and all introduced auxiliary vertices have degree 3. Moreover, the size of \( T_z \) is the number of clause vertices of \( G \).

Remembering that \( P = \{ p_1, p_2, \ldots, p_n \} \) and \( Q = \{ q_1, q_2, \ldots, q_n \} \), we add some more gadgets to \( G' \) as follows. Add a vertex \( p \) and connect it to all vertices in \( P \) by using a binary tree \( T_p \), as explained for \( T_z \). Analogously, add a vertex \( q \) and connect it to all vertices in \( Q \) by using an additional binary tree \( T_Q \). Finally, add a vertex \( y \) and the edges \( p \bar{y} \) and \( q \bar{y} \), resulting in a binary tree \( T_y \).

Concluding the construction, let \( \alpha = \log_2 n \). If \( \alpha > 1 \), then, for every edge \( e \) among the edges \( \{ p_i x_i, p_i \bar{x_i}, q_i \bar{x_i}, q_i x_i \} \), for every \( i \in [n] \), replace \( e \) by a path \( P_e \) having \( \alpha \) edges. The construction of \( G' \) is complete and now it remains to prove that \( \Pi \) is equivalent to recognizing whether the set \( S = P \cup Q \cup \{ z \} \) is a strong geodetic set of \( G' \) (instance \( \Pi' \)). Observe that \( G' \) is a bipartite graph of maximum degree 4 (a clause vertex associated with a 3-sized clause has 3 literal vertex neighbors and one in \( T_z \)).

Assume that \( \Pi \) is satisfiable, then there exists a truth assignment \( T \) of \( X \) satisfying all clauses. Now, we construct a shortest path assignment \( I(S) \) proving that \( S \) is a strong geodetic set of \( G' \). For every variable \( x_i \) that is set to true in \( T \), do the following:

- Let \( C_{p_i, z} = (P_{p_i, x_i}, w_i, c, P_{c, z}) \) be a shortest path between \( p_i \) and \( z \), such that \( P_{p_i, x_i} \) denotes the path that replaces the edge \( p_i x_i \) and \( P_{c, z} \) denotes the unique shortest path between a clause vertex \( c \in N(w_i) \) and \( z \) in \( G' \). Observe that \( P_{c, z} \) traverse \( T_z \). We add \( C_{p_i, z} \) to \( I(S) \).

- Analogously, let \( C_{q_i, z} \) be a shortest path between \( q_i \) and \( z \) such that \( C_{q_i, z} = (P_{q_i, x_i}, w_i, c', P_{c', z}) \). Here, if \( w_i \) is adjacent to 2 different clause vertices, then \( c' \in N(w_i) \) and \( c' \neq c \), otherwise, \( c = c' \). We add \( C_{q_i, z} \) to \( I(S) \).

- Finally, let \( C_{p_i, q_i} \) be a shortest path between \( p_i \) and \( q_i \), such that \( C_{p_i, q_i} = (P_{p_i, \bar{x_i}, \bar{w_i}, \bar{x_i}', \bar{c}, \bar{z}}) \). We add \( C_{p_i, q_i} \) to \( I(S) \).

Variables that are set to false will be treated analogously, as in Theorem 3.1. Now, observe that all vertices in variable gadgets are covered. Moreover, since \( \Pi \) is satisfiable, all clause vertices are covered as well, because the shortest path assignment explained covers (satisfies) the same clause vertices (clauses) as the truth assignment \( T \). This also implies that all internal vertices of \( T_z \) are covered. It remains to determine the shortest paths between vertices in \( S \setminus \{ z \} \) lying in different variable gadgets. Every such paths will traverse \( T_y \), covering all internal vertices in it. Finally, all vertices of \( G' \) are covered and \( S \) is a strong geodetic set of \( G' \).

For the converse, assume that \( S \) is a strong geodetic set of \( G' \), hence, there exists a shortest path assignment \( I(S) \) that covers all vertices of \( G' \). First, note that for every variable \( x_i \in X \), both shortest paths between \( p_i \) and \( z \) must traverse either \( w_i \) or \( \bar{w_i} \), in the same way as in Theorem 3.1. Moreover, observe that shortest paths between vertices in \( S \setminus \{ z \} \) from different variable gadgets will always traverse \( T_y \), assuring that these paths do not cover clause vertices. Concluding, since variable gadgets force a choice between a positive or a negative literal, the existence of a shortest path assignment covering all clause vertices indicates the existence of a truth assignment for \( \Pi \) satisfying all clauses, and the proof is concluded. \( \square \)

Observe that the previous result indicates that, unless \( \mathbb{P} = \mathbb{NP} \), SGR parameterized by the maximum degree is not in \( \mathbb{XP} \), as the problem is \( \mathbb{NP} \)-complete even for graphs with max-degree bounded by 4. Moreover, by Proposition 2.1, it is possible to conclude that SG restricted to bipartite graphs of maximum degree 4 is also \( \mathbb{NP} \)-complete, as the constructed instance \( \Pi' \) is equivalent to an instance \( \phi = (\overline{G}, k) \) of SG, where \( \overline{G} \) is obtained from \( G' \) by adding pendant vertices adjacent to the vertices in \( S \) on \( \Pi' \) and \( k = 2n + 1 \). Observe that the max-degree of \( \overline{G} \) does not exceed 4.

4. STRONG GEODETC FOR CO-BIPARTITE GRAPHS

A co-bipartite graph is the complement of a bipartite graph. Alternatively, a graph is said to be co-bipartite if its vertex set can be partitioned into two cliques. Note that the maximum diameter of a connected co-bipartite graph is 3.

We prove that SG is \( \mathbb{NP} \)-complete even for co-bipartite graphs by a polynomial reduction inspired by [28]. We reduce from the DOMINATING SET problem for connected bipartite graphs. Note that SG is in \( \mathbb{NP} \), since one
can verify in polynomial time whether a shortest path assignment \( I(S) \) used as a certificate is valid, covers all vertices of the graph and has \( |S| \leq k \).

**Theorem 4.1.** **Strong Geodetic restricted to co-bipartite graphs is \( \text{NP-complete}. \)**

**Proof.** Let \( G \) be a connected bipartite graph whose parts are \( A = \{p_1, p_2, \ldots, p_{|A|}\} \) and \( B = \{q_1, q_2, \ldots, q_{|B|}\} \) having cardinality at least 2. We construct the graph \( H \), with: \( V(H) = V(G) \cup \overline{A} \cup \overline{B} \cup \{a', b'\} \), such that \( \overline{A} = \{a_1, a_2, \ldots, a_{|A|}\} \) and \( \overline{B} = \{b_1, b_2, \ldots, b_{|B|}\} \).

The edge set \( E(H) \) contains all edges in \( E(G) \) plus the necessary additions such that \( a' \) and \( b' \) are universal vertices of \( H \) and \( A \cup \overline{A} \cup \{a'\} \) and \( B \cup \overline{B} \cup \{b'\} \) are cliques. Observe that \( H \) is a co-bipartite graph whose diameter is 2.

Let \( D \) be a dominating set of \( G \), with \( |D| = k \). We will show that \( H \) has a strong geodetic set \( S = D \cup \overline{A} \cup \overline{B} \). We construct a suitable \( I(S) \) covering all vertices. The shortest paths \( (b_1, a', a_1) \) and \( (b_2, b', a_1) \) are assigned to cover \( a' \) and \( b' \), respectively. For any vertex \( p_i \in A \setminus S \), it holds that \( p_i \) has at least a neighbor \( u \in B \cap S \), then the shortest path \( (u, p_i, a_i) \) is assigned to cover \( p_i \). Finally, for any vertex \( q_i \in B \setminus D \), it holds that \( q_i \) has at least a neighbor \( v \in A \cap S \), so we assign the \( (v, q_i, b_i) \) shortest path to cover \( q_i \). Concluding, \( S \) is a strong geodetic set of \( H \), with \( |S| = |D| + |V| \).

It remains to prove that if \( S \) is a strong geodetic set of \( H \), with \( |S| \leq k + |\overline{A} \cup \overline{B}| \), then \( G \) has a dominating set \( D \) with \( |D| \leq k \). Note that if \( S \) is a strong geodetic set of \( H \), then \( \overline{A} \cup \overline{B} \subseteq S \), since \( \overline{A} \) and \( \overline{B} \) contain only simplicial vertices. Now, we show that \( S \cap V(G) \) is a dominating set of \( G \). Since \( S \) is a strong geodetic set of \( H \), for each vertex \( x \in A \setminus S \) there exists a shortest path in \( I(S) \) that contains \( x \). Note that \( D(u,v) \leq 2 \), for all \( u, v \in V' \), so there exists a shortest path \( (a, x, b) \) in \( H \) such that \( a, b \in S \). Recall that one of the vertices at the shortest path must be in \( B \), and we denote it \( b \). This holds because \( x \) has no neighbors in \( \overline{B} \) and \( b' \) cannot be in a shortest path, because \( b' \) is universal. Concluding, every vertex \( x \in A \setminus S \) has a neighbor in \( B \) belonging to \( S \) and the same holds for any vertex \( x' \in B \setminus S \). Thereafter, \( S \cap V(G) \) is a dominating set of \( G \), with \( |S \cap V(G)| \leq k \), since \( |S \cap (V(H) \setminus V(G))| = |V(G)| \).

Observe that this result indicates that, unless \( \text{NP} = \text{XP} \), SG parameterized by the diameter is not in \( \text{XP} \), as the problem is \( \text{NP-complete} \) even for graphs of diameter 2. Nevertheless, the next result proves that SG parameterized by the diameter in conjunction with the natural parameter \( k \) belongs to \( \text{FPT} \).

**Theorem 4.2.** **Let \( G \) be a graph of diameter \( D \). The problem of deciding whether \( G \) has a strong geodetic set of cardinality \( k \) is fixed parameter tractable on the parameters \( D \) and \( k \) together.**

**Proof.** Let \( S \subseteq V(G) \) with \( |S| = k \) and let \( U = V(G) \setminus S \). If \( S \) is a strong geodetic set of \( G \), then every vertex in \( U \) must be internal of some shortest path between vertices in \( S \). In addition, observe that there are \( \binom{k}{2} \) pairs of vertices of \( S \), and for each one of these pairs it will be assigned a shortest path that will cover at most \( D - 1 \) vertices in \( U \). Therefore, if \( |V(G)| - k > \binom{k}{2} \times (D - 1) \), then no set \( S \) with cardinality \( k \) can be a strong geodetic set. Otherwise, \( |V(G)| \leq \binom{k}{2} \times (D - 1) + k \), resulting that the size of the graph is bounded by a polynomial function on \( D \) and \( k \). It follows that we found a polynomial kernel of the problem in polynomial time, and the theorem follows.

The idea behind this result is that the graph associated with any YES instance has a limited number of vertices: \( |V(G)| \leq \binom{k}{2} \times (D - 1) + k \). Otherwise, one can assure that it consists of a NO instance. Observe that SGR is also \( \text{FPT} \) on the parameters \( D \) and \( k \), with \( k \) indicating the size of the set \( S \) given as input. The same argumentation applies.

### 5. The strong geodetic problem for chordal graphs

A graph is said to be **chordal** if it has no induced cycles of length at least 4. A **split graph** is that which can be partitioned into a clique and an independent set. In this section we present a reduction from the **Dominating Set** problem for connected split graphs [5] to SG for chordal graphs.
Theorem 5.1. The Strong Geodetic problem for chordal graphs with diameter 2 is NP-complete.

Proof. Let $G$ be a connected split graph with vertex set partitioned into a clique $C$ and an independent set. And let $H$ be the graph obtained from $G$ as follows. For each vertex $u \in I$ add the vertex $x_u$ to $H$, and, for each vertex $v \in C$ add the vertex $y_v$ to $H$, and finally, add a universal vertex $z$ to $H$. Moreover, for each vertex $u \in I$ add an edge between $u$ and $x_u$, and, for each vertex $v \in C$ add an edge between $v$ and $y_v$. Observe that $H$ is a chordal graph of diameter 2.

Assume that $G$ has a dominating set $D$, with $|D| \leq k$. Let $X = \{x_u \mid u \in I\}$ and $Y = \{y_u \mid u \in C\}$. We show that $S = D \cup X \cup Y$ is a strong geodetic set of $H$. First, note that any $y, y'$-shortest path contains $z$, with $y, y' \in Y$ and $y \neq y'$. Then we include the shortest path $(y, z, y')$ in $I(S)$. Now, let $u$ be a vertex in $I \setminus S$, which implies that $u \notin D$, and, then $u$ has a neighbor $v \in C \cap D$, that is, $v \in S$. We include the $x_u, v$-shortest path that contains $u$ in $I(S)$. Let $p$ be a vertex in $C \setminus S$. Analogously, $p$ has a neighbor $q \in I \cap S$. We include the $y_p, q$-shortest path that contains $p$ in $I(S)$. Thus $S$ is a strong geodetic set of $H$, with $|S| \leq k + |V|$.

For the converse, assume that $H$ has a strong geodetic set $S$ with $|S| \leq k + |V(G)|$. First, observe that all vertices in $X \cup Y$ are simplicial, thus $X \cup Y \subseteq S$. Note that if some strong geodetic set $S$ of $H$ contains $z$, then $S \setminus \{z\}$ is also a strong geodetic set. Hence, we will assume that $z \notin S$.

We now prove that $D = S \cap V(G)$ is a dominating set of $G$. Let $u \in V(G) \setminus D$, there exists an $m, n$-shortest path in $H$ that contains $u$. As the diameter of $H$ is 2, this path must be in the form $(m, u, n)$. Suppose for a contradiction that neither $m$ or $n$ are in $V(G)$. So there are three cases for $m$ and $n$: $m$ and $n$ are in $X$, $m \in X$ and $n \in Y$, and $m$ and $n$ are in $Y$. For all the cases there would be a unique $m, n$-shortest path: $(m, z, n)$, that leads to a contradiction. Therefore, $m$ or $n$ must be in $V \cap S$, so $u$ has a neighbor in $D$. Hence, $D$ is a dominating set of $G$, and $|D| \leq k$, since $|(X \cup Y) \cap S| = |V(G)|$. \qed

6. Polynomial instances of SG and SGR

In this section we present some positive results.

Despite the NP-completeness of SG for chordal graphs as seen, we can prove that the problem can be solved in linear time for block graphs, a subclass of chordal graphs. A block graph is one in which all biconnected components are complete subgraphs.

Now, we introduce the definition of a cut-tree, which is an important structure to understand block graphs and the next result.
Definition 6.1 (Cut-tree). A cut-tree $T$ of a graph $G$ is a tree in which each biconnected component in $G$ as well as each cut-vertex of $G$ is represented by a vertex in $T$. There is an edge $e \in E(T)$ linking vertices $u, v \in V(T)$ if and only if $u$ is a cut-vertex of $G$, $v$ represents a biconnected component $C$ of $G$ and $u \in C$.

Theorem 6.2. Let $G$ be a block graph. The set $S$ of all simplicial vertices of $G$ is the minimum strong geodetic set of $G$.

Proof. It holds that $S$ must be contained in any strong geodetic set of $G$, so if we prove that $S$ is a strong geodetic set, it has minimum cardinality. The vertices of the graph can be partitioned into two sets: simplicial vertices $S$ and cut-vertices $A$. Let $T$ be a cut-tree of $G$ and $v \in A$. Consider $C_1$ and $C_2$ as two connected components of $T - v$. Let $f_1, f_2$ be leaves of $T$ such that $f_1 \in C_1$ and $f_2 \in C_2$. Note that both $f_1$ and $f_2$ represent biconnected components of $G$, which are complete graphs. As a result, each connected component denoted by $f_1$ and $f_2$ has at least one simplicial vertex: $s_1$ and $s_2$, respectively. Finally, the $s_1, s_2$-shortest path contains $v$, whereas it is a cut-vertex. Thereafter, $S$ is a minimum strong geodetic set of $G$. \hfill \Box

Corollary 6.3. There is a linear-time algorithm that solves the strong geodetic problem for block graphs.

Proof. The algorithm consists in running a depth first search to find the set $A$ of cut-vertices of the graph. Then, return $V \setminus A$ as solution. \hfill \Box

Corollary 6.4. There is a linear-time algorithm that solves the strong geodetic recognition problem for block graphs.

Proof. Let $G$ be the graph in the input and $S$ the set of simplicial vertices. Given any set $X \subseteq V(G)$, if $S \subseteq X$ then $X$ is a strong geodetic set, otherwise $X$ is not a strong geodetic set. \hfill \Box

We also obtained a polynomial-time algorithm for SG on cacti graphs. A cactus graph is a connected one in which every edge belongs to at most one simple cycle. In the proof, we consider a down-top approach on a cut-tree $T$ representation of the given cactus $G$. The main idea is to guarantee that all vertices of each biconnected component are covered, and this can be achieved considering one biconnected component at a time, after dealing with some technicalities. The procedure constructs a minimum strong geodetic set by adding the minimum amount of vertices required for each biconnected component. Including the simplicial vertices, for each leaf $\ell$ of $T$, we show that at most two vertices of $\ell$ are required to compose the optimal solution, where we test the parity of the cycle of $\ell$. Moreover, for each cycle $C$ represented by an internal vertex $v$ of $T$ we consider the distance between the farther cut vertices in $C$, where we prove that no vertices between such vertices are in the optimal solution and at most one vertex of $C$ must be included, depending on the parity of the size of $C$.

We will first illustrate a pre-processing procedure. The procedure receives a cactus graph and its cut-tree. We will consider that the received cut-tree has at least two nodes, as otherwise the algorithm simply consists in solving the SG for a cycle or an edge.

1. **Input**: A cactus graph $G$ and its cut-tree $T$.
2. Initialize $S$ as an empty set.
3. For each leaf $\ell$ in $T$ do:
   - If $\ell$ corresponds to an edge $uv$ of $G$ (a biconnected component that is an edge), then add its simplicial vertex to $S$.
   - If $\ell$ corresponds to an even cycle $C$ of length $l$ whose cut-vertex is $a$, add a vertex $v \in C$ to $S$ such that $D(a, v) = \frac{l}{2}$.
   - If $\ell$ corresponds to an odd cycle $C$ of length $l$ whose cut-vertex is $a$, add two vertices $u, v \in C$ to $S$, such that $D(a, u) = D(a, v) = \left\lfloor \frac{l}{2} \right\rfloor$.
4. Finish pre-processing.
Having finished pre-processing, we now define how to process each biconnected component (block) associated to internal vertices of $T$. Let $t$ be an internal vertex of $T$, if $t$ represents an odd cycle $C$ of length $l$ do: Define $A$ as the set of cut-vertices of $G$ present in $C$. Consider $x_1, x_k \in A$ with $x_1 \neq x_k$ and $P = (x_1, x_2, \ldots, x_{k-1}, x_k)$ as the longest path between $x_1$ and $x_k$ in $C$. Let $j = \lfloor \frac{1+k}{2} \rfloor$ and $v = x_j$. If $\bigcup_{p,q \in A} p(p,q) \neq V(C)$ add $v$ to $S$, otherwise, proceed to the next block. Here, $p(p,q)$ denotes the unique shortest path between $p$ and $q$ in $C$.

If $t$ represents an even cycle $C$ of length $l$ in $G$ do: Define $A$ as the set of cut-vertices of $G$ contained in $C$. If there are $a_1, a_2 \in A$ such that $D(a_1, a_2) = \frac{l}{2}$ proceed to the next block, otherwise, if $\bigcup_{p,q \in A} p(p,q) \neq V(C)$ add a vertex to $S$ the same way as described for odd cycles at the previous paragraph.

After processing all blocks, if $|S| \geq 3$, then $S$ is a minimum strong geodetic set of $G$ and the algorithm finishes. Otherwise, verify whether $G$ contains any block that is an even cycle, if so, add an arbitrary vertex of $G$ to $S$ and finish. Otherwise, return $S$ and finish.

**Theorem 6.5.** The algorithm presented above is correct.

**Proof.** For now consider that the algorithm receives as input a cactus graph $G$ whose cut-tree $T$ contains at least 3 leaves. We will first show that the returned set $S$ is a strong geodetic set. From the description of the algorithm we know that we will have at least one vertex in $S$ for each leaf of $T$. Let $F$ be the set of leaves of $T$ and $f_1 \in F$ a leaf that represents an edge $e = ux$ in $G$ whose simplicial vertex is $u$. And let $f_2$ be another leaf of $T$, with $v \in S \cap V(F_2)$, finally note that any path between $u$ and $v$ contains $x$, covering all vertices of $e$.

Now let $f_1$ be a leaf of $T$ that represents an even cycle $C$ of length $l$. By the algorithm, we add to $S$ a vertex $v$ whose distance to the cycle’s cut-vertex $a$ is $\frac{l}{2}$, thus, we have two distinct paths between $v$ and $a$ with length $\frac{l}{2}$: $c_1$ and $c_2$. Let $f_2$ and $f_3$ be two other leaves of $T$, that exist by hypothesis. Any shortest path that goes from $v$ to the cited leaves contains $a$, so we set the shortest path between $f_1$ and $f_2$ to pass through $c_1$ and the shortest path between $f_1$ and $f_3$ to pass through $c_2$, covering all vertices of $C$.

Now let $f_1$ be a leaf of $T$ representing an odd cycle $C$ of length $l$. By the algorithm, we add two vertices to $S$: $v_1$ and $v_2$, such that their distances to the cycle’s cut-vertex $a$ are the same: $\left\lfloor \frac{l}{2} \right\rfloor$. Observe that: $p(v_1, a) \cup p(v_2, a) = V(C)$, thus, by choosing any shortest path from $v_1$ to another vertex $v_3 \in S \cap f_3$, where $f_3$ is another leaf of $T$, and from $v_2$ to the same leaf $f_3$ all vertices of $C$ will be covered.

Let $t \in V(T)$ be an internal vertex of $T$ that represents an edge $e = uv$ of $G$. Let $C_1$ and $C_2$ be connected components of $T - \{t\}$. In addition, consider $f_1$ to be a leaf of $C_1$ and $f_2$ a leaf of $C_2$, now note that any path between $x \in S \cap V(f_1)$ and $y \in S \cap V(f_2)$ contains $u$ and $v$. Therefore, all vertices of $e$ will be covered.

Let $t \in V(T)$ be an internal vertex of $T$ which represents a cycle $C$ of size $l$ at $G$. Let $A$ denote the set of cut-vertices of $C$, the algorithm verifies whether $\bigcup_{p,q \in A} p(p,q) = V(C)$, we claim that if that holds, then all vertices of $C$ are covered by shortest paths between vertices in $S$. In fact, let $v$ be any vertex of $C$, assuming $\bigcup_{p,q \in A} p(p,q) = V(C)$, there are vertices $a_1, a_2 \in A$ such that $v \in p(a_1, a_2)$. Now, let $C_1$ and $C_2$ be the two connected components of $G - \{a_1\}$ such that $C_1$ is the one that has no vertex of $C$. Analogously, let $C_3$ and $C_4$ be the two connected components of $G - \{a_2\}$ such that $C_3$ is the one that has no vertex in $C$. Let $x \in C_1 \cap S$ and $y \in C_3 \cap S$, these vertices exist because the algorithm guarantees that every leaf of $T$ has a vertex in $S$, observe that any shortest path between $x$ and $y$ contains $v$. Nevertheless, if $\bigcup_{p,q \in A} p(p,q) \neq V(C)$ and there are no vertices $i, j \in A$ such that $D(i, j) = \frac{l}{2}$, then the algorithm adds a vertex $v \in V(C)$ to $S$ so that there exists vertices $a_1, a_2 \in A$ such that $D(a_1, v) - D(a_2, v) \leq 1$. Thus, it holds that $p(a_1, a_2) \cup p(a_1, v) \cup p(a_2, v) = V(C)$, having all vertices of $C$ covered. Finally, if there are vertices $i, j \in A$ such that $D(i, j) = \frac{l}{2}$, then it is possible to cover all vertices of $C$, since $T$ has at least 3 leaves.

Now, it remains to argue that the returned set $S$ is minimum. Observe that odd cycles situated at leaves of $T$ must have at least 2 of its vertices in $S$ and even cycles situated at leaves of $T$ must have at least 1 of its
vertices in $S$. Edges located at leaves of $T$ must have its simplicial vertex added to $S$. Now, observe that for internal vertices of $T$ we add to $S$ the minimum amount of vertices needed, that is, for edges we add none, for cycles that can be covered by shortest paths between its cut-vertices we add none, and for cycles that cannot be covered that way we add a vertex to $S$, which is the minimum required.

**Corollary 6.6.** There is a polynomial-time algorithm that solves the strong geodetic recognition problem for cacti graphs.

**Proof.** In order to verify that a given vertex set $X$ of a cactus graph $G$ is a strong geodetic set, we utilize the reduction presented in Proposition 2.1. If the reduction is applied to $G$, then a cactus graph $G'$ arises, this occurs because the reduction only adds one-degree vertices to the graph. Thus, it is possible to solve the SGR for cacti graphs by solving the SG at a related cactus. Finally, since it is possible to solve the SG for cacti graphs in polynomial time, then SGR for cacti graphs is also computable in polynomial time.

Now we present polynomial-time algorithms to SGR restricted to graphs of diameter 2 and restricted to split graphs, which are those whose vertex set can be partitioned into a clique and an independent set. Both proofs follow a similar approach.

**Theorem 6.7.** Let $G$ be a connected graph of diameter 2 and consider $S \subseteq V(G)$. There exists an $O(|S|^2 \cdot |V(G) \setminus S|)$-time algorithm that decides whether $S$ is a strong geodetic set of $G$.

**Proof.** At first, we construct an auxiliary bipartite graph $H = (A, B, E')$, with parts $A = \{v_{i,j} \mid i, j \in S \land i \neq j\}$ and $B = V(G) \setminus S$. In addition, there is an edge between $v_{i,j} \in A$ and $y \in B$ if and only if $(i, y, j)$ is an $i,j$-shortest path in $G$.

Now, we compute a maximum matching $M$ of $H$. This can be done in time $O(|E'|)$ [1]. Observe that $|A| \leq |S|^2$ and $|B| = |V \setminus S|$, then it is possible to compute such a matching in time $O(|S|^2 \cdot |V \setminus S|)$. Finally, if $|M| = |B|$, then output YES, otherwise, output NO.

In order to prove the correctness of the algorithm we prove that $M$ has size $|B|$ if and only if $S$ is a strong geodetic set of $G$. Assume that $|M| = |B|$, then for each vertex $b \in B$ there is an edge $v_{i,j}b \in M$ and we use the $(i, b, j)$ shortest path to cover $b$. Moreover, since $M$ is a matching, for each pair of vertices $i, j \in S$ it will be assigned a unique $i, j$-shortest path in $I(S)$. Finally, if there are still shortest paths to be assigned in $I(S)$, any choice of shortest paths will guarantee a valid strong geodetic set $S$.

For the converse, assume that $S$ is a strong geodetic set of $G$, then there is a shortest path choice $I(S)$ that covers all vertices in $V(G) \setminus S$. Let $u \in V(G) \setminus S$ and let $M$ be an empty set. It holds that at least one $p, q$-shortest path in $I(S)$ covers $u$, we add the edge $v_{p,q}u$ to $M$, observe that $v_{p,q}u \in E'$, by the definition of $H$. Repeat this process for every $u \in V(G) \setminus S$. It results that $M$ is a maximum matching of $H$, with $|M| = |B|$. In fact, note that $M$ has exactly one edge incident to each vertex in $B$ and at most one edge in $M$ is incident to a vertex in $A$, given that there is a unique shortest path in $I(S)$ for each vertex pair of $S$.

Observe that this result illustrates an interesting discrepancy between SG and SGR: SG restricted to 2-diameter graphs is NP-complete and SGR restricted to 2-diameter graphs can be solved in polynomial time.

**Theorem 6.8.** Let $G$ be a connected split graph and let $S \subseteq V(G)$. There is an $O(|S|^2 \cdot |V(G) \setminus S|)$-time algorithm that decides whether $S$ is a strong geodetic set of $G$ (SGR).

**Proof.** We propose a construction that follows the same approach of Theorem 6.7. Create an auxiliary bipartite graph $H = (A, B, E')$, with $B = V(G) \setminus S$. Now it remains to define $A$ and $E'$: for each vertex pair $(i, j)$, with $i, j \in S$ and $i \neq j$ do:

- If $D(i, j) \neq 3$, add a vertex $v_{i,j}$ to $A$. In addition, add the edges $v_{i,j}k$ for all $k \in B$ such that $(i, k, j)$ is a shortest path in $G$. 

If $D(i,j) = 3$, add the vertices $v_{i,j}$ and $\overline{v_{i,j}}$ to $A$. Then, add the edges $v_{i,j}k$ for all $k \in N(i) \cap B$, and add the edges $\overline{v_{i,j}}k'$ for all $k' \in N(j) \cap B$.

Now, we compute a maximum matching $M$ of $H$ in time $O(|S|^2 \cdot |V(G) \setminus S|)$, the time complexity is derived similarly as in Theorem 6.7. Finally, if $|M| = |B|$ output YES, otherwise, output NO.

In order to prove the correctness of the algorithm we prove that the maximum matching $M$ of $H$ has size $|B|$ if and only if $S$ is a strong geodetic set of $G$. Assume that $|M| = |B|$, then, for each vertex $b \in B$ there is an edge $ab \in M$, with $a \in A$. If $a = v_{i,j}$, with $D(i,j) = 2$, then assign the $(i,b,j)$ shortest path to $I(S)$. On the other hand, if $a = v_{i,j}$ (without loss of generality), and $D(i,j) = 3$, set $b$ to be on the $i,j$-shortest path, and the other vertex present on the $i,j$-shortest path will be the vertex in $B$ that is an endpoint of the edge matching $\overline{v_{i,j}}$. Finally, since $M$ is a matching, for each pair of vertices $i,j \in S$ it will be assigned a unique $i,j$-shortest path in $I(S)$. Therefore, $I(S)$ defines a strong geodetic set $S$.

For the converse, assume that $S$ is a strong geodetic set for $G$ defined by $I(S)$. Let $M$ be an empty set. Then, for each $i,j$-shortest path $(i,k,j)$ of size 2 in $I(S)$, with $k \in B$, add the edge $v_{i,j}k$ in $M$. And for each $i,j$-shortest path $(i,k,l,j)$ of size 3 in $I(S)$, add the edges $v_{i,j}k$, if $k \in B$, and $v_{i,j}l$, if $l \in B$. Now, remove edges of $M$ until there is exactly one edge in $M$ incident to each vertex in $B$. Finally, observe that $M$ is a maximum matching of $H$, with $|M| = |B|$.

7. Further research

Our results show that the complexity of the decision version of the Geodetic problem and SGR are quite similar. Both are $\mathsf{NP}$-complete for co-bipartite and bipartite graphs (remember that Geodetic Number is $\mathsf{NP}$-hard for chordal bipartite graphs [14]), while they are tractable on split graphs and we strongly believe the same on cacti graphs. Moreover, both are intractable for graphs of bounded maximum degree. The first problem we leave is about the complexity of SGR on subcubic graphs, while its intractability is known for Geodetic Number, and for bipartite graphs of maximum degree 4 on SGR, as we have proved. However, the complexities differ for graphs of diameter 2, being $\mathsf{NP}$-hard on Geodetic Number and polynomial on SGR. So, what is the complexity of SGR for graphs of diameter 3? On the opposite way, as Geodetic Number is tractable on cographs, would be interesting to prove the same for SG, or even SGR. Another question left is the complexity of SG for split graphs, since it is tractable for the other two problems. Moreover, with respect to parameterized complexity, is SGR in FPT when parameterized only by the size of the given vertex set?
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