Detection of Surgical Site Infection Utilizing Automated Feature Generation in Clinical Notes
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Abstract

Postsurgical complications (PSCs) are known as a deviation from the normal postsurgical course and categorized by severity and treatment requirements. Surgical site infection (SSI) is one of major PSCs and the most common healthcare-associated infection, resulting in increased length of hospital stay and cost. In this work, we assessed an automated way to generate lexicon (i.e., keyword features) from clinical narratives using sublanguage analysis with heuristics to detect SSI and evaluated these keywords with medical experts. To further validate our approach, we also conducted decision tree algorithm on cohort using automatically generated keywords. The results show that our framework was able to identify SSI keywords from clinical narratives and to support search-based natural language processing (NLP) approaches by augmenting search queries.
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Introduction

Improving health care quality and patient safety has been a primary priority of the past 15 years since the Institute of Medicine (IOM) report [1]. Postsurgical complications (PSCs) are defined as a deviation from the normal postsurgical course and can be divided into minor and major complications or graded by severity and treatment requirements [2]. A large number of risk factors are related to PSCs including type and extent of the surgical procedure, perioperative bleeding, anesthetic method, patient’s age, condition and nutritional state [3-9]. By recent statistics, there are nearly 234 million major surgical procedures are conducted all around the world each year comprises the rates of major PSCs ranging from 3% to 16% [10]. Meanwhile, rates of death or permanent disability various from 0.4% to 0.8% [11]. Therefore, detection of PSCs is a very essential step to improve patient safety and health condition as well as to reduce surgery risk and health care cost. There exist many methods for detecting postsurgical complications for patients. The Agency for Healthcare Research and Quality (AHRQ) Patient Safety Indicators (PSI) are developed based on administrative hospital ICD-9 discharge diagnoses enhanced with present
on admission (POA) modifiers [12]. The American College of Surgeons National Surgical Quality Improvement Program (ACS-NSQIP) extracts clinical registry data directly from sample of medical records [13]. Consumer Reports used POA-enhanced hospital claims data to identify cases with prolonged (i.e., longer than expected) risk-adjusted post-operative lengths of stay, which served as a surrogate indicator for serious non-fatal inpatient adverse outcomes [14].

There are also many related work conducted by applying natural language processing (NLP) on electronic medical records (EMRs) to detect PSCs. Fem FizHenry et al. proposed a framework to combine structured data and natural language processing of text notes to mining information within the EMRs for detection of PSCs [15]. Harvey J.Murff et al. built a model to identify postoperative complications by analyzing EMRs with NLP. They came to a conclusion that NLP-based PSC identification achieves higher sensitivity and lower specificity compared to PSI when using a randomly selected sample of Veterans Affairs Surgical Quality Improvement Program-reviewed surgical inpatient admissions [16]. Alsara A et al. provided an automated electronic query approach to identify pertinent risk factors for postoperative acute lung injury [17]. Moreover, information extraction (IE) is widely used in NLP research. The results showed that IE is solid and promising in extracting data with various formats from unstructured reports [18-20].

In our previous work, we developed innovative semantic knowledge discovery techniques [21, 22] to perform knowledge pattern analysis for detecting associations among different complications and build a query generator clinical delivery at the point of needs. In addition, we explored sublanguage analysis [23] to find keywords for PSCs from cohort with free text reports and compared our results with a list of keywords provided by subject matter experts [24]. However, systematic evaluation of sublanguage features and actual identification of PSCs using these features have not been performed. In this paper, we expanded our previous sublanguage analysis with heuristics to refine sublanguage features (i.e., to find more appropriate keywords) relevant to surgical site infection (SSI), assessed these features based on medical expert’s (an attending colorectal surgeon) judgments, and performed machine learning classification to identify patients with SSI using these features to validate our approach. Furthermore, we investigated the distribution of selected keyword concepts appeared in different postsurgical days to see if there exist any interesting patterns.

Background
Colorectal Surgical Site Infections

Colorectal surgery is performed for various diseases and often requires major reconstruction of the gastrointestinal tract [25, 26]. Because of the number of indications for the surgery and disparities in the level of involvement in colorectal resections, the range of complications differs. SSI is the most common healthcare-associated infection, accounting for 31% of all hospital inpatient infections and resulting in increased length of hospital stay and cost [27]. SSIs commonly present around the fifth postsurgical day and 5-15% of patients have such complication after colorectal surgery [28, 29].

Sublanguage Analysis

Sublanguage is the language of a specific domain [23]. The hypothesis behind an information extraction system is the property of inequalities of likelihood in the sublanguage. Domain Taxonomy [30] and semantic lexicon [31] are two kinds of important information in cohort. Domain Taxonomy stands for report types while semantic lexicon refers to a collection of words/phrases. Words and phrases for patients with certain PSCs can have different distributions compared to those with no complications. Detection of words/phrases with high inequality of likelihood [32] can be applied to build the base of information extraction system or augmenting the queries to identify PSCs. In this paper, we focused on the semantic lexicon and obtained inequalities of likelihood for words/phrases between cases and controls (i.e., patients with SSI vs. patients without SSI) in cohort.

Materials and Methods

We used part of the colorectal surgery cases performed at Mayo Clinic Rochester between 2005 and 2013. This consisted of 1,178 surgery instances with 80 SSIs annotated by a medical expert (an attending surgeon from the Department of Surgery at Mayo Clinic). This cohort has been used as the retrospective data to identify PSCs in the quality improvement project at Mayo Clinic and the keyword patterns relevant to SSIs has been also compiled by subject matter experts (Table 1).

Figure 1 gives the basic workflow of our framework. The input data are clinical narratives (i.e., clinical notes) of the patients. We first lowercased all words in clinical notes and passed these contents to MedTagger annotation tool (refer to MedTagger subsection) for the generation of annotated clinical concepts defined in UMLS [33] and Mayo Corpus. In order to alleviate noise (non-relevant concepts) and select more appropriate medical concepts we applied heuristics as follows: 1) used medical concepts in specific sections in clinical notes (i.e., Hospital Summary,
Impression/Report/Plan, Subjective, Diagnosis, Secondary Diagnoses, Problem Oriented Hospital Course), 2) used only medical concepts associated with patients (i.e., remove medical concepts associated with other than patients such as family members), 3) removed negated medical concepts. Then, we applied point-wise mutual information (PMI) [34, 35] on these concepts to automatically generate salient concepts related to SSIs and ranked them based on their inequality score (details in the subsection of Concept Keywords Mutual Information). The extracted concepts were evaluated in two ways: 1) precision at $k - k$ top-ranked concepts were compared with medical expert’s (attending surgeon) judgement (i.e., relevant to SSI in a degree of high, medium, low, or no) and the corresponding precision at the level of $k$ was computed, 2) we used $k$ top-ranked concepts as features in supervised machine learning (decision tree) and compared the performance using the features manually compiled from domain experts.

In addition, we analyzed selected concepts related to SSIs in the timeline of postsurgical days to examine if there exist any interesting patterns. For instance, there are 10 wound and 8 cellulitis appeared in the first day after surgery. Therefore, the concept pattern for Day 1 is $(\text{wound (10), cellulitis (8)})$.

**MedTagger**

MedTagger is an open source tool released through open health natural language processing, consisting of three major components: dictionary based concepts indexing and keyword mention lookup, pattern based information extraction, and machine learning based mention identification [36, 37]. In this study, we used MedTagger to identify medical concepts in clinical notes.

**Concept Keywords Mutual Information**

We extracted patients’ clinical notes within 30 days from the surgery dates for the cohort and applied PMI to measure the association among different annotated concepts. Specifically, for the complication concept (i.e., SSI), we applied the following equation adapted from PMI to access the inequality of likelihood of concepts:

$$\text{Inequality}(c, o) = \log_2(N(c, o)) \ast (\log_2 \frac{N(c, o)}{N(o)} - \log_2 \frac{N(c)}{N}) \quad (\text{Eq 1})$$

where $N$ is the number of surgical cases, $N(o)$ is the number of cases which contain concept $o$, $N(c, o)$ is the number of surgical cases which have complication $c$ and concept $o$, and $N(c)$ is the number of surgical cases with
complication \( c \). In Eq 1, we added 0.01 to smooth the formula and also penalized those concepts with low co-occurrence with the complications.

**SSI-related Concept Distribution**

We investigated the distribution of SSI-related concepts extracted by sublanguage analysis in different postsurgical days. The top \( k \) concepts based on PMI (Eq 1) were selected and their frequency (i.e., the number of times appeared in clinical notes within 30 days after surgery) were obtained. Then, these concepts with their frequency were aligned in different postsurgical days.

**Decision Tree Algorithm**

Decision tree algorithm [38] with stratified 10-fold cross validation [39] was applied to detect SSIs using the concept keywords extracted by our approach. For each fold, we selected top \( k \) concept keywords based on PMI (Eq 1) from the training set and used them as features in machine learning. Algorithm 1 gives detailed steps of how we construct the decision tree based on these top \( k \) features. Specifically, we set pruning confidence as 0.25 and minimum number of instances per leaf as 2. We also compared the performance using automatically extracted concept keywords with the manually annotated keywords by the medical expert in the same framework.

---

**Algorithm 1 Decision Tree Construction (DTC)**

| Step | Description |
|------|-------------|
| 1. **Initialize** \( T = \{} \) | Initialize data tree \( T \) |
| 2. **create** a node \( N \) in \( T \) | Create a node \( N \) in the tree \( T \) |
| 3. **IF** \( T D \) is empty | If the training data \( T D \) is empty, then terminate |
| 4. **terminate** | Terminate the construction of the decision tree |
| 5. **ELSE IF** all \( T D \) have the same post-surgical complication \( P C \) | If all the samples in \( T D \) have the same post-surgical complication \( P C \), then label \( N \) with \( P C \) and terminate |
| 6. **label** \( N \) with \( PC \), **terminate** | Label \( N \) with the most common post-surgical complication \( PC \) (majority voting), and terminate |
| 7. **ELSE IF** \( F \) is empty | If \( F \) is empty, then label \( N \) with the most common post-surgical complication \( PC \) (majority voting), and terminate |
| 8. **label** \( N \) with the most common post-surgical complication \( PC \) (majority voting), **terminate** | Label \( N \) with the most common post-surgical complication \( PC \) (majority voting), and terminate |
| 9. **Select** \( a \in A \), with the highest information gain, **label** \( N \) with \( a \) | Select \( a \) from \( A \) with the highest information gain, and label \( N \) with \( a \) |
| 10. **For** each value \( v \) of \( a \) | For each value \( v \) of \( a \) |
| 11. **grow** a branch from \( N \) with condition \( a=v \) | Grow a branch from \( N \) with condition \( a=v \) |
| 12. **Let** \( T D_v \) be the subset of samples in \( T D \) with \( a=v \) | Let \( T D_v \) be the subset of samples in \( T D \) with \( a=v \) |
| 13. **IF** \( T D_v \) is empty | If \( T D_v \) is empty, then attach a leaf labeled with the most common class in \( T D \) |
| 14. **attach** a leaf labeled with the most common class in \( T D \) | Attach a leaf labeled with the most common class in \( T D \) |
| 15. **ELSE** | Else |
| 16. **attach** the node generated by DTC(\( T D_v \), \( A-a \)) | Attach the node generated by DTC(\( T D_v \), \( A-a \)) |
| 17. **return** \( T \) | Return the constructed decision tree \( T \) |
Results

Our system was implemented by Java in Eclipse Juno Integrated Development Environment [40]. UIMA [41] based MedTagger annotator was used to extract medical concepts. Weka API was applied to run decision tree algorithm with cross validation [42].

Top 30 SSI Concept Keywords

Based on the measurement of PMI (Eq 1), we generated top 30 concept keywords related to SSI. Table 2 shows concepts ranked by their PMI scores as well as judgement from a medical expert (attending colorectal surgeon). As shown in Table 2, the medical expert validated that 24 out of 30 concepts were relevant to SSI and 16 out of which were highly relevant. Most non-relevant concepts are anatomical location. Top two concepts “wound infection” and “cellulitis” are matched with subject matter expert’s keywords in Table1. One expert keyword, “contamination within the abdomen” was not actually appeared in our data set and so missed by our sublanguage analysis.

Table 3 shows precision at \( k = 10, 20, \) and 30 based on the degree of relation to SSI (e.g., high, medium, low)—i.e., precision values considering top \( k \) concepts as related to SSI, for example, precision at 10 based on a high degree, 4 out of 10 are high in medical expert judgement and so it is computed as \( 4/10 = 0.4 \). Considering top 10 concepts, 90% of them were related to SSI at least with any degree (i.e., high, medium, or low).

Distribution of SSI-related Concepts within 30 Days after Surgery

It is also interesting to investigate the distribution of features within a certain time period. To achieve this, we examined the distribution of SSI-related concept keywords based on top 30 concepts measured by PMI for patients with and without SSI separately in different days after surgery. Figure 2 shows distribution patterns of 16 high-related concept keywords and their frequency in postsurgical days only for patients with SSI in cohort. Out of the top 5 appeared concepts from each day, we summarized the most frequently appeared co-occurrence pairs in Table 4 for both cases. For patients with SSI, the results show that the highest co-occurrence of \textit{wound} and \textit{antibiotics} is 17 out of 31 days. This means that \textit{antibiotics} and \textit{wound} appear at the same time for 17 out of 31 days. Similarly, \textit{wound} has a strong relationship with \textit{dressing changes} with co-occurrence frequency 12. In addition, \textit{wound infection} and \textit{cellulitis} are two unique concepts that only exist as top 5 appeared concepts for patients with SSI and they obtain close relationship with \textit{antibiotics} and \textit{wound} respectively. For patients without SSI, the highest co-occurrence is also \textit{wound} and \textit{antibiotics}, which shows that those two general concepts are not good enough to
distinguish SSI from non-SSI cases. In fact, antibiotics can be used to prevent infection (i.e., antibiotic prophylaxis) in colorectal surgery and does not necessarily an indication of SSI. Meanwhile, drainage, incision and infection occur more often in non-SSI than SSI cases and they maintain a relatively stronger relationship with antibiotics as well as with wound.

In addition, we divided 31 postsurgical days into three different partitions: 0-10 days, 11-21 days and 22-30 days. For each time period, we counted the total frequencies for each concept and chose top 5 for patients with SSI and without SSI. Table 5 and 6 give detailed statistics of this observation respectively. As shown in Table 5, for patients with SSI, antibiotics, wound and dressing changes are three dominant concepts in early stage. However, frequencies of these three concepts decrease from early stage to mid stage, what is more, antibiotics even drops out of top 5 concepts in late stage. Another interesting finding is that wound infection starts to increase at mid stage and decreases a lot at late stage. Furthermore, cellulitis increases at the late stage. In general, both wound infection and cellulitis appear in this case and they are defined as the keywords by the expert in Table 1.

For the case of patients without SSI, antibiotics, incision, infection and drainage are four concepts appear in each period. However, none of them come from the keywords given by the expert in Table 1. What is more, incision is denoted as a non-SSI-related concept as showed in Table 2.

**Classification on Cohort with Different Features**

Among 1,178 patients, ratio between positive (i.e., SSI) and negative (i.e., no SSI) instances is 80:1098. Top 10 features measured by PMI in Table 2 were chosen to train and test the decision tree. Moreover, we performed training and testing for 1-10 feature selections based on top 1-10 PMI rankings and computed precision, recall and F1 score for each case. To compare our sublanguage features with subject matter expert’s recommendation (Table 1), we also did a decision tree classification on three features in Table 1.

Table 7 shows the performance of decision tree algorithm with different features. We observed that F1 score was highest when 4 features were applied. We also noticed that F1 score generated by 2, 3 and 5 features did not hold significant differences with which generated by experts’ features.

**Discussion**
In this study, we investigated automated generation of lexicon (concept keywords) using mutual information combined with heuristics to detect SSIs. Most extracted concept keywords were relevant to SSIs based on expert review with precision of 0.90. Our approach was able to generate top ranked keywords matched with those of subject matter experts and also capture additional informative keywords that were missed by subject matter experts.

We investigated the distributions of SSI-related concepts up to 30 days after surgery. The general concepts (e.g., antibiotics, infection, wound) do not seem to be discriminative enough to differentiate SSI from non-SSI cases. However, there exist particular concepts more related to SSI (e.g., wound infection, cellulitis) than non-SSI cases. Further analysis about detailed descriptions associated with general concepts would be helpful to better identify SSI cases. These results showed the potential value to be used as a base to develop information extraction system by applying discovered distributions to augment search queries.

We applied decision tree on the colorectal surgery cohort to identify patients with SSI and compared the precision, recall and F-measure with different sets of concept keywords as well as compared the results with experts’ keyword patterns. The results showed that our approach was able to produce the similar performance with the same or lower number of keywords compared to expert-based keywords (2 and 3 features in Table 7), and outperformed the performance of experts’ keywords when using appropriately augmented sets of keywords (4 features in Table 7).

One limitation of this study is that we only used clinical notes to detect SSIs. The SSI patients in our cohort were actually annotated by reviewing various types of EMRs including radiology reports, operation notes, and lab. This might cause relatively low F1 score in SSI detection. However, we were able to demonstrate the capability of our approach to automatically generate lexicon that can be used as salient features to identify SSIs and promote developing advanced informatics tools for postsurgical complication detection.

The number of positive instances (surgery cases with SSI, n=80) in our cohort is relatively small for a machine learning application to fully take advantage of its potential. In a real-world setting, it is challenging to obtain a large number of SSI cases due to the limited resource of manual annotation and low incidences of SSI cases. However, we believe that our results demonstrate the potential of automated lexicon generation to identify PSC cases and its validity. In the future, more patient data will be included and cross-institutional datasets will be used to evaluate the generalizability of the proposed approach.
We will conduct further research on the use of machine learning approaches as well as sublanguage-supported techniques to obtain higher performance of postsurgical complication detection. Moreover, we plan to expand our work to other postsurgical complications using not only clinical notes but also radiology reports, operation notes, and lab data [43].
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Table 1. Keyword patterns (as regular expressions) identified by subject matter experts. “\W” means punctuations, “\w+” means one or more letters, “|” means the choice between expression before and after the operator, “s+” means one or more blank spaces, and P? means the pattern P occurs zero or once.

| Postsurgical Complication | Keyword patterns                                           |
|---------------------------|------------------------------------------------------------|
| surgical site infection   | wound(\W|s+)?infection; cellulitis; contamination within the abdomen |
Table 2. Top 30 concept keywords automatically extracted by sublanguage analysis. In Judgement from Expert, h, m, l and n stand for high, medium, low and no relationship with SSI, respectively

| Rank | Concepts                  | PMI  | Judgement from Expert |
|------|---------------------------|------|-----------------------|
| 1    | wound infection           | 19.37| h                     |
| 2    | cellulitis                | 18.62| h                     |
| 3    | dressing changes          | 17.03| m                     |
| 4    | packed                    | 16.57| h                     |
| 5    | wound                     | 14.96| l                     |
| 6    | dressings                 | 14.48| l                     |
| 7    | superficial wound         | 14.45| h                     |
| 8    | erythema                  | 14.29| m                     |
| 9    | wet                       | 14.25| l                     |
| 10   | midline                   | 14.03| n                     |
| 11   | antibiotics               | 13.72| h                     |
| 12   | abdominal wound           | 13.64| n                     |
| 13   | midline incision          | 13.60| n                     |
| 14   | keflex                    | 12.82| h                     |
| 15   | dressing change           | 12.80| m                     |
| 16   | infection                 | 12.72| h                     |
| 17   | wound care                | 11.60| l                     |
| 18   | drainage                  | 11.31| m                     |
| 19   | packing                   | 11.24| h                     |
| 20   | cultures                  | 11.05| h                     |
| 21   | incision                  | 10.96| n                     |
| 22   | levofoxacin               | 10.89| h                     |
| 23   | creation                  | 10.81| n                     |
| 24   | fluconazole               | 10.70| h                     |
| 25   | vac                       | 10.69| h                     |
| 26   | pus                       | 10.69| h                     |
| 27   | antibiotic                | 10.67| h                     |
| 28   | augmentin                 | 10.62| h                     |
| 29   | surgical site infection   | 10.62| h                     |
| 30   | nutrition                 | 10.57| n                     |
Table 3. Precision at 10, 20, and 30 for SSI-related concept keywords

| Precision at | High relation | High or medium relation | Any relation |
|--------------|---------------|-------------------------|--------------|
| 10           | 0.40          | 0.60                    | 0.90         |
| 20           | 0.45          | 0.65                    | 0.85         |
| 30           | 0.53          | 0.67                    | 0.80         |
Table 4. Co-occurrence pairs frequently occurred within 30 days after surgery. The left two columns show top co-occurrence concept pairs with their co-occurrence frequency for patients with SSI and the right two columns show which for patients without SSI. The number in parenthesis denotes how many days the concept appeared within 31 days after surgery.

| Concept Pairs for Patients with SSI | Co-occurrence frequency (appeared times/month) for Patients with SSI | Concept Pairs for Patients without SSI | Co-occurrence frequency (appeared times/month) for Patients without SSI |
|-----------------------------------|---------------------------------------------------------------------|--------------------------------------|---------------------------------------------------------------|
| wound (26), antibiotics (20)     | 17                                                                  | antibiotics (30), wound (24)         | 22                                                            |
| wound (26), dressing changes (17)| 12                                                                  | antibiotics (30), drainage (21)      | 21                                                            |
| wound (26), wound infection (13) | 9                                                                   | wound (24), drainage (21)            | 15                                                            |
| antibiotics (20), wound infection (13) | 8                                                                  | antibiotics (30), incision (14)       | 12                                                            |
| wound infection (13), dressing changes (17) | 7                                                                  | wound (24), incision (14)             | 11                                                            |
| wound (26), cellulitis (6)        | 6                                                                   | antibiotics (30), infection (11)      | 11                                                            |
Table 5. Top 5 concepts frequencies for 3 periods within 31 postsurgical days (Patients with SSI)

| 0-10 days Top Concepts | Frequency | 11-21 days Top Concepts | Frequency | 22-30 days Top Concepts | Frequency |
|------------------------|-----------|-------------------------|-----------|-------------------------|-----------|
| antibiotics            | 79        | antibiotics             | 43        | wound                   | 36        |
| wound                  | 78        | wound                   | 32        | drainage                | 24        |
| dressing changes       | 40        | wound infection         | 30        | abdominal wound         | 15        |
| dressing               | 29        | dressing changes        | 30        | wound infection         | 12        |
| infection              | 29        | drainage                | 25        | cellulitis              | 12        |
Table 6. Top 5 concepts frequencies for 3 periods within 31 postsurgical days (Patients without SSI)

| 0-10 days Top Concepts | Frequency | 11-21 days Top Concepts | Frequency | 22-30 days Top Concepts | Frequency |
|------------------------|-----------|-------------------------|-----------|-------------------------|-----------|
| antibiotics            | 123       | antibiotics             | 92        | antibiotics             | 47        |
| incision               | 117       | infection               | 47        | drainage                | 47        |
| wound                  | 95        | drainage                | 47        | wound                   | 35        |
| drainage               | 61        | cultures                | 47        | incision                | 26        |
| infection              | 50        | incision                | 46        | infection               | 21        |
Table 7. Performance for decision tree algorithm with different features

| Features used   | Precision | Recall | F1 Score |
|-----------------|-----------|--------|----------|
| Top 1 feature   | 0.73      | 0.46   | 0.56     |
| Top 2 features  | 0.67      | 0.73   | 0.70     |
| Top 3 features  | 0.69      | 0.74   | 0.71     |
| Top 4 features  | 0.81      | 0.74   | 0.77     |
| Top 5 features  | 0.65      | 0.75   | 0.70     |
| Top 6 features  | 0.60      | 0.60   | 0.60     |
| Top 7 features  | 0.63      | 0.64   | 0.63     |
| Top 8 features  | 0.60      | 0.75   | 0.67     |
| Top 9 features  | 0.65      | 0.61   | 0.63     |
| Top 10 features | 0.65      | 0.65   | 0.65     |
| Experts’ features | 0.67      | 0.73   | 0.70     |
Figure 1. System workflow of surgical site infection detection
Figure 2. The distribution of SSI-related concepts in clinical notes after surgery