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A generalized Ohm’s law is derived to treat strongly magnetized plasmas in which the electron gyrofrequency significantly exceeds the electron plasma frequency. The frictional drag due to Coulomb collisions between electrons and ions is found to shift, producing an additional transverse resistivity term in the generalized Ohm’s law that is perpendicular to both the current (\(\mathbf{J}\)) and the Hall (\(\mathbf{J} \times \mathbf{B}\)) direction. In the limit of very strong magnetization, the parallel resistivity is found to increase by a factor of 3/2, and the perpendicular resistivity to scale as \(\ln(\omega_{ce}\tau_e)/(\omega_{ce}\tau_e)^2\). These results suggest that strong magnetization significantly changes the magnetohydrodynamic evolution of a plasma.

I. INTRODUCTION

Electrical conductivity describes how electric currents are driven in response to weak electric fields in a material. It is especially complicated in magnetized plasmas because the conductivity becomes a tensor with coefficients that depend on the local magnetic field, and the Hall effect causes the currents to be misaligned with the electric field\textsuperscript{1}. Despite these complications, it is important to accurately model because the generation of electrical currents is central to many of the most important research questions in plasma physics, including magnetic field generation\textsuperscript{2} and energy dissipation\textsuperscript{3}. Despite these complications, it is important to accurately model because the generation of electrical currents is central to many of the most important research questions in plasma physics, including magnetic field generation\textsuperscript{2} and energy dissipation\textsuperscript{3}, magnetic reconnection\textsuperscript{4,5} dynamo amplification\textsuperscript{6} and magnetic confinement\textsuperscript{7}.

Current understanding of electrical conduction in collisional regimes is largely based on the Chapman-Enskog\textsuperscript{8} solution of the plasma kinetic equation\textsuperscript{9,10} as was summarized by Braginskii\textsuperscript{11}. This leads to an expression for Ohm’s law

\[
\mathbf{J} = \sigma \cdot \mathbf{E}' = \sigma_\parallel \mathbf{E}'_\parallel + \sigma_\perp \mathbf{E}'_\perp + \sigma_\wedge \mathbf{E}'_\wedge \tag{1}
\]

doing linear relationship between the current density \(\mathbf{J}\) and the electric field in the rest frame of the fluid \(\mathbf{E}' = \mathbf{E} + \mathbf{V} \times \mathbf{B}\). The conductivity tensor \(\sigma\) depends on three independent coefficients \(\sigma_\parallel\), \(\sigma_\perp\) and \(\sigma_\wedge\), which the theory computes with explicit closed form expressions that depend on the plasma density, temperature, and magnetic field strength\textsuperscript{12}.

The plasma kinetic theories that this traditional transport model is based on (Boltzmann\textsuperscript{13} or Landau-Lenard-Balescu-type\textsuperscript{14,15} equations) are derived from an assumption that the plasma is weakly magnetized in the sense that the gyrofrequency is much smaller than the plasma frequency for each species in the plasma: \(\omega_e \ll \omega_p\), where \(\omega_e = qB/m\) and \(\omega_p = \sqrt{q^2n/e_0m}\). In this limit, gyromotion is negligible at the microscopic scales at which collisions occur (within a Debye sphere) since \(r_e \gg \lambda_D\) where \(r_e = v_T/\omega_e\). The thermal gyroradius, \(\lambda_D = v_T/(\sqrt{2}\omega_p)\) is the Debye length, and \(v_T = \sqrt{2k_BT/m}\) is the thermal speed. As a consequence, the magnetic field does not influence the collision operator in the traditional kinetic theory. Unequal parallel (\(\sigma_\parallel\)) and perpendicular (\(\sigma_\perp\)) conductivity coefficients arise from the convective term in the kinetic equation, as the velocity distribution function of particles (particularly electrons) is more easily distorted along the magnetic field than across it\textsuperscript{12}. This term also gives rise to the Hall effect responsible for the off-diagonal components \(\sigma_\wedge\).

Here, we consider strongly magnetized plasmas in which the electron gyrofrequency significantly exceeds the electron plasma frequency: \(\beta_e \gg 1\), where

\[
\beta_e \equiv \frac{\omega_{ce}}{\omega_{pe}} \tag{2}
\]

Electron gyromotion is sub-Debye scale at these conditions, indicating that electrons are magnetized at the microscopic scale at which collisions occur. Traditional plasma kinetic theories do not apply in this circumstance. Generalizations have been proposed to treat strong magnetization, including linear response (Lenard-Balescu-type)\textsuperscript{14,15} collision (Boltzmann-type)\textsuperscript{16,17} and phase-space convection-diffusion (Fokker-Planck type)\textsuperscript{18,19} approaches. A comprehensive calculation of electrical conductivity would require solving one of these generalized kinetic equations using a Chapman-Enskog\textsuperscript{8} or Grad-type\textsuperscript{20} perturbative method. This is a formidable challenge due to the increased complexity of the generalized collision operators, and has not yet been achieved. Here, we focus on the electron-ion collision contribution to the conductivity and apply a moment approach that corresponds to the first-order of Grad’s method. This focuses attention on the fact that the Coulomb collision frequency comes to depend on the magnetic field strength and orientation in a strongly magnetized plasma. It also allows a direct
connection between the electrical conductivity and the friction force on a test ion.

Recent work has considered in detail the friction force on a test ion moving through a strongly magnetized electron background, revealing novel behavior\[13\,\text{[21]},\text{[24]}\]. Friction is generally expected to act antiparallel to the velocity of the test charge\[13\,\text{[21]}\], an expectation set by predictions of kinetic theory in the weakly magnetized regime. In contrast to this expectation, linear response theory was used to predict that strong magnetization of the background plasma causes the friction force to shift, obtaining a transverse component that is perpendicular to the velocity of the test ion in the plane formed by the velocity and magnetic field\[22\,\text{[24]}\]. This prediction was later tested using first-principles molecular dynamics simulations, which were found to agree well with the theoretical predictions\[23\]. It causes non-intuitive effects on the motion of a test charge, such as causing the gyroradius of a fast particle to increase in time\[24\].

Applying these results, we show that these new features of single particle motion translate to changing Ohm’s law. A generalization in terms of resistivity shows that the transverse force leads to a transverse resistivity coefficient. Strong magnetization is found to cause the perpendicular resistivity coefficient to contain a logarithmic function, and in the limit that the Hall parameter \(\omega_{ce} \tau_e\) is sufficiently large it becomes negligible. In this limit, and expressing Ohm’s law in a coordinate system referenced to the direction of the magnetic field, the resistivity coefficients are found to be

\[
\eta_1^w \approx \frac{3}{2} \eta_{w}^w, \quad (3a)
\]

\[
\eta_0^w \approx \frac{3}{2} \ln(\omega_{ce} \tau_e) \eta_{w}^w, \quad (3b)
\]

\[
\eta_\perp^w \approx \eta_{\perp}^w, \quad (3c)
\]

where \(\eta^w\) are the resistivity coefficients in the strongly magnetized limit, \(\eta^w\) are the traditional resistivity coefficients computed from the first order of the Grad (or Chapman-Enskog) solution of the plasma kinetic equation (referred to here as the weakly magnetized regime), and \(\omega_{ce} \tau_e\) is the Hall parameter, where

\[
\tau_e = \frac{3}{4\sqrt{2\pi}} \left(\frac{\partial_0 e^2}{m_e(k_B T)^{3/2}}\right)^2 \ln^3 \Lambda (4)
\]

is the electron Coulomb collision time, \(\ln \Lambda = \ln(\Gamma_e^{-3/2}/\sqrt{3})\) is the Coulomb logarithm,

\[
\Gamma_e = \frac{e^2/a_e}{4\pi \tau_e k_B T} (5)
\]

is the electron Coulomb coupling parameter, and \(a_e = (3/4\pi \tau_e) \) is the average distance between electrons. The results of Eq. (3) suggest that the magnitude of the perpendicular resistivity coefficient is significantly larger in the strongly magnetized limit.

By inverting the resistive form of Ohm’s law, conductivity coefficients of the form in Eq. (1) are obtained. In the limit of a large Hall parameter, these are found to be

\[
\sigma_1^w \approx \frac{2}{3} \sigma_{w}^w, \quad (6a)
\]

\[
\sigma_0^w \approx \frac{3}{2} \ln(\omega_{ce} \tau_e) \sigma_{w}^w, \quad (6b)
\]

\[
\sigma_\perp^w \approx \sigma_{\perp}^w. \quad (6c)
\]

This result suggests that strong magnetization enhances the current produced in the direction perpendicular to the magnetic field. In other words, magnetization at the scale of collisions promotes cross field electron transport.

The linear response approach that these results are based on applies to plasmas that are weakly coupled \(\Gamma_e \ll 1\). It also is expected to require that the gyroradius be larger than the distance of closest approach in a binary collision: \(r_c > r_L = \sqrt{2}e^2/(4\pi \tau e k_B T)\), which implies \(\beta_e \lesssim 1/(\sqrt{6} \Gamma_e^{3/2})\). A recent generalization of the Boltzmann equation to account for strong magnetization does not have these restrictions, but is more computationally intensive to evaluate\[21\]. Future developments will be needed to apply this approach to address stronger magnetization and coupling regimes. An identification and explanation for the different regimes in coupling-magnetization parameter space is provided in Ref. 31.

Although strong magnetization is not the norm, there are many important examples of laboratory and astrophysical plasmas in which it is encountered. A prominent laboratory example is non-neutral plasmas\[42\], such as the plasmas in antimatter traps\[33\], which can reach very strongly magnetized conditions. A host of other experiments may reach strongly magnetized conditions in the near future, including ultracold neutral plasmas\[34\], dusty plasmas\[35\], plasmas in highly compressed magnetized inertial confinement fusion experiments\[31\,\text{[32]}\], and in intense laser-matter interaction experiments\[33\]. Regimes in which electrons reach a marginal level of strong magnetization (\(\beta_e \sim 1\)) are more common, including electrons in tokamak experiments\[34\]. Strong magnetization of varying degrees can be reached in astrophysical plasmas, including planetary magnetospheres\[35\], and the atmospheres of white dwarf\[36\] and neutron stars\[37\]. A summary of example parameters can be found in table 1 of Ref. 29. The results of this study show a novel effect on electrical transport is expected to influence these plasmas, which in turn influences other transport behaviors including magnetic field evolution and energy dissipation.

\section{Conductivity Calculation}

A simple model for electrical conduction can be derived using a first-order moment method that assumes both electrons and ions have Maxwellian distributions,
but allows for a small drift of one species relative to the other. This corresponds to the first order of the Grad moment method of deriving transport properties, and is what is commonly cited in plasma formularies. Here, we show how strong magnetization qualitatively changes electrical conduction using this common model.

A. Force balance

The fluid force balance for species \( s \) is

\[
  m_s n_s \frac{dV_s}{dt} = n_s q_s (E + V_s \times B) - \nabla p_s + \mathbf{R}^s,
\]

where \( \mathbf{R}^s \) is the friction force density on species \( s \) and the pressure is that of an ideal gas \( p_s = n_s T_s \). The magnetohydrodynamic (MHD) transport regime corresponds to the situation of small perturbations from equilibrium, so the plasma is quasineutral \( n_i = n_e = n/2 \) and electron and ion temperatures are nearly equal \( T_i \approx T_e = T \). The steady-state force balance equation \( \mathbf{J} \times \mathbf{B} = \nabla p \) follows from adding the electron and ion momentum equations from Eq. (7) at steady-state, and identifying

\[
  \mathbf{J} = \sum_s q_s n_s \mathbf{V}_s = e n_i (\mathbf{V}_i - \mathbf{V}_e)
\]

as the current density,

\[
  \mathbf{V} = \frac{n_i m_i \mathbf{V}_i + n_e m_e \mathbf{V}_e}{m_i n_i + m_e n_e} \approx \mathbf{V}_i
\]

as the fluid center of mass velocity, and making use of the approximation

\[
  \mathbf{V}_e = \mathbf{V}_i - \frac{\mathbf{J}}{en_i} \approx \mathbf{V} - \frac{\mathbf{J}}{en_i}
\]

which is justified by the smallness of the electron-to-ion mass ratio. The total fluid pressure is \( p = n T \), and the only non-zero component of the friction force density is the electron-ion drag \( \mathbf{R}^{ei}(\mathbf{J}, \mathbf{B}) = -\mathbf{R}^{ie}(\mathbf{J}, \mathbf{B}) \). A generalized Ohm’s law can be written from the difference between the ion \( (f_i) \) and electron \( (f_e) \) distribution functions. Here, we present a method to compute \( \mathbf{R}^{ei} \) from the sum of the average forces on individual particles. This provides an equivalent description for the model electron-ion friction problem that is a direct extension of the recent work on single particle motion in strongly magnetized plasmas.

The average trajectory of a test particle \( (j) \) in the presence of external electric and magnetic fields is described by the equation of motion

\[
  m_j \frac{d\mathbf{v}_j}{dt} = q_j (E + \mathbf{v}_j \times B) - \mathbf{F}_j
\]

where \( \mathbf{F}_j \) is the average friction force on the test charge associated with its interaction with the rest of the plasma. This can be computed using linear response theory, which describes the electrostatic wake perturbations excited by the test charge from the linear Vlasov equation. The average force is then the product of the value of the test charge and the electrostatic field at the test charge location. The result can be expressed as

\[
  \mathbf{F}_j = -\frac{q_j^2}{\varepsilon_0} \int \frac{d^3k}{(2\pi)^3} \frac{k}{k^2} \Im \left\{ \frac{1}{\hat{\varepsilon}(k, \mathbf{k} \cdot \mathbf{v}_j)} \right\},
\]

where \( \hat{\varepsilon}(k, \omega) \) is the dielectric response function of the plasma. Here, we are interested in the interaction between electrons and ions. Considering a test ion, only the electron component of the dielectric response function is relevant to the drag due to electrons. Also, taking the electron distribution function to be a Maxwellian, the general linear plasma dielectric response can be expressed as

\[
  \hat{\varepsilon}(k, \omega) = 1 + \frac{1}{k^2 \lambda_{De}^2} \left[ 1 + \frac{\omega}{k_{||}v_{Te}} \exp \left( -\frac{k_{||}^2 v_{Te}^2}{2 \omega_{ce}^2} \right) \right]
\]

where \( I_n \) is the \( n \)-th order modified Bessel function of the first kind, \( Z \) is the plasma dispersion function, and \( k_{||} \) and \( k_\perp \) are wavenumbers parallel and perpendicular to the magnetic field, respectively. In addition to the general formula from Eq. (14), we will also consider the limits of no magnetic field

\[
  \hat{\varepsilon}_0(k, \omega) = 1 + \frac{1}{k^2 \lambda_{De}^2} \left[ 1 + \frac{\omega}{k v_{Te}} Z \left( \frac{\omega}{k v_{Te}} \right) \right]
\]

and an arbitrarily strong magnetic field

\[
  \hat{\varepsilon}_\infty(k, \omega) = 1 + \frac{1}{k^2 \lambda_{De}^2} \left[ 1 + \frac{\omega}{k_{||} v_{Te}} Z \left( \frac{\omega}{k_{||} v_{Te}} \right) \right],
\]

which follow directly from Eq. (14).

As discussed in Ref. 27, the general solution of Eqs. (13) and (14) for a test ion slowing on electrons...
is a vector that can be expressed as the sum of two components
\[
\mathbf{F}^{ie} = F^{ie}_v (v, \theta) \mathbf{v} + F^{ie}_\times (v, \theta) \mathbf{v} \times \mathbf{n},
\]
where \( \mathbf{n} \equiv \mathbf{v} \times \mathbf{B} / \sin \theta \). The first component is antiparallel to the velocity vector of the test charge, and is commonly referred to as the stopping power. In a strongly magnetized plasma, this is a function of both the speed of the particle \( v \) and the angle between the velocity vector and the magnetic field \( \theta = \arccos(\mathbf{v} \cdot \mathbf{B}) \). The second component is perpendicular to the velocity vector in the plane of \( \mathbf{v} \) and \( \mathbf{B} \), and is referred to as the transverse force. This transverse component is comparable in magnitude to the stopping power in the strongly magnetized regime, but vanishes in the weakly magnetized (or zero field) regimes.

The friction force density associated with the total ion distribution \( f_i \) is obtained from the moment of the friction force on each ion, or equivalently, each infinitesimal slice of velocity phase-space
\[
R^{ie} = \int d^3v \ f_i(v) \mathbf{F}^{ie}(v). \tag{18}
\]
A simplification of this integral follows from making use of the fact that the velocity scale characterizing changes in \( \mathbf{F}^{ie} \) is the electron thermal speed \( v_{Te} \). In contrast, the velocity scale characterizing \( f_i \) is the much smaller ion thermal speed: \( v_{Ti} / v_{Te} \sim \sqrt{m_e / m_i} \ll 1 \). As a consequence, \( f_i \) in Eq. (18) can be accurately approximated as a delta function
\[
f_i(v) = \frac{n_i}{\pi^3/2 v_{Ti}^2} e^{-(v - v_i)^2 / v_{Ti}^2} \approx n_i \delta(v - v_i) \tag{19}
\]
and the friction force density is approximately the product of the ion density and the average single particle friction evaluated at the ion speed: \( R^{ie} \approx n_i F^{ie}(J) \). Since \( \mathbf{V}_i \) is measured relative to \( \mathbf{V}_e \) in this expression, this is simply a function of the current density \( \mathbf{J} \): \( \mathbf{V}_i \rightarrow \mathbf{V}_i - \mathbf{V}_e = \mathbf{J}/en_i \). The result is then a friction force density vector that is directly determined by the single-ion test particle problem
\[
R^{ie}(J, \theta) = n_i F^{ie}_\parallel(J, \theta) \mathbf{J} + n_i F^{ie}_\times(J, \theta) \mathbf{J} \times \mathbf{n}\tag{20}
\]
where now
\[
\mathbf{n} = \frac{\mathbf{J} \times \mathbf{B}}{\sin \theta} \tag{21}
\]
and \( \theta \) is the angle between \( \mathbf{J} \) and \( \mathbf{B} \) (which is the same as the angle between \( \mathbf{v} \) and \( \mathbf{B} \) in this approximation).

### C. Ohm’s law

A generalized form of Ohm’s law then follows from the combination of Eqs. (11) and (20)
\[
\mathbf{E}' = \frac{1}{en} \mathbf{J} \times \mathbf{B} + \eta_\parallel \mathbf{J} + \eta_\times \mathbf{J} \times \mathbf{n}, \tag{22}
\]
where
\[
\eta_J \equiv -\frac{F^{ie}_\parallel(J, \theta)}{eJ} \tag{23}
\]
is the current-aligned resistivity coefficient and
\[
\eta_\times \equiv -\frac{F^{ie}_\times(J, \theta)}{eJ} \tag{24}
\]
is the transverse resistivity coefficient. Equation (22) is often rearranged considering two points of view. First, from the viewpoint of resistivity coefficients, the current and magnetic field vectors may be known, and Eq. (22) determines the electric field in the fluid reference frame \( \mathbf{E}' \) that produces this current profile. For this problem, a convenient coordinate system is to take the magnetic field in the \( z \) direction \( (\mathbf{B} = B\mathbf{z}) \) and the current vector in the \( x - z \) plane \( (\mathbf{J} = J_x\mathbf{x} + J_z\mathbf{z}) \). In this case, the components of Eq. (22) are
\[
E_x = \eta_J J_x + \eta_\times J_z \tag{25a}
E_y = -\frac{B}{en} J_x \tag{25b}
E_z = \eta_J J_z - \eta_\times J_x, \tag{25c}
\]
providing
\[
\mathbf{E}' = \eta_\parallel \mathbf{J}_\parallel + \eta_\perp \mathbf{J}_\perp - \eta_\times \mathbf{J}_\wedge \tag{26}
\]
where
\[
\eta_\parallel = \eta_J - \eta_\times \tan \theta \tag{27a}
\eta_\perp = \eta_J + \frac{\eta_\times \tan \theta}{\tan \theta}, \tag{27b}
\eta_\wedge = \frac{B}{en}. \tag{27c}
\]
Here, the parallel (\( \parallel \)), perpendicular (\( \perp \)), and polar (\( \wedge \)) directions are referenced with respect to the magnetic field. The \( \eta_\wedge \) coefficient is the Hall resistivity.

Second, from the viewpoint of conductivity, the electric and magnetic field vectors may be known, and Eq. (22) determines the current \( \mathbf{J} \) produced in response to the applied fields. For this problem, a convenient coordinate system is to take the magnetic field in the \( \hat{z} \) direction \( (\mathbf{B} = B\hat{z}) \) and the electric field in the \( \chi - z \) plane \( (\mathbf{E}' = E'_\chi \hat{\chi} + E'_z \hat{z}) \). In this case, the components of Eq. (22) are
\[
E'_x = \frac{B}{en} J_y + \eta_J J_\chi + \eta_\times \frac{J_\chi}{J_z} J_z \tag{28a}
0 = -\frac{B}{en} J_x + \eta_J J_\gamma + \eta_\times \frac{J_\gamma}{J_z} J_z \tag{28b}
E'_z = \eta_J J_\gamma - \eta_\times J_\chi, \tag{28c}
\]
where \( J_\perp = \sqrt{J_\chi^2 + J_\gamma^2} = J \sin \theta \). Identifying \( \eta_\parallel \) and \( \eta_\perp \) coefficients, and inverting the result provides
\[
\mathbf{J} = \sigma_\parallel \mathbf{E}'_\parallel + \sigma_\perp \mathbf{E}'_\perp + \sigma_\wedge \mathbf{E}'_\wedge \tag{29}
\]
\[
= \sigma_\parallel E'_z \hat{z} + \sigma_\perp E'_\chi \hat{\chi} + \sigma_\wedge E'_\wedge \hat{y}
\]

Here, the parallel (\( \parallel \)), perpendicular (\( \perp \)), and polar (\( \wedge \)) directions are referenced with respect to the magnetic field. The \( \sigma_\wedge \) coefficient is the Hall conductivity.
where
\[ \sigma_{||} = \frac{1}{\eta_{||}}, \quad (30a) \]
\[ \sigma_{\perp} = \frac{\eta_{\perp}}{\eta_{\perp}^2 + \eta_{\perp}^2}, \quad (30b) \]
\[ \sigma_{\wedge} = \frac{\eta_{\wedge}}{\eta_{\wedge}^2 + \eta_{\wedge}^2} \quad (30c) \]
are the parallel, perpendicular, and Hall conductivity coefficients computed in terms of the resistivity coefficients. The next two sections explore the solutions of Eqs. (27) and (30) in the weak magnetization and strong magnetization regimes.

III. WEAKLY MAGNETIZED

In the limit that \( \beta_c \ll 1 \), the general plasma dielectric response function from Eq. (14) is accurately approximated by the low field limit from Eq. (15). Appendix B shows that taking this limit, and also assuming that \( v \ll v_{Te} \), Eq. (13) reduces to

\[ F^w_j = -\frac{e^2 \sqrt{2\pi} \sqrt{m_e n \ln \Lambda}}{(4\pi\epsilon_0)^{3/2}} v_j. \quad (31) \]

Here, the superscript “w” denotes the weakly magnetized limit, and \( j \) refers to a single particle. Applying Eq. (31) to Eqs. (23) and (24) and making use of the definition of current density from Eq. (8) provides

\[ \eta^w_{\parallel} = \eta_o, \quad (32a) \]
\[ \eta^w_{\perp} = 0, \quad (32b) \]
\[ \eta^w_\wedge = 0. \quad (32c) \]

where
\[ \eta_o = \frac{m_e}{ne^2v_{Te}} \quad (33) \]
is the commonly understood reference plasma resistivity. As expected, Eq. (32) returns the result that is usually derived from the collision operator of the plasma kinetic equation, demonstrating that the independent method applied here is equivalent to the more common method based on a collision operator. The transverse resistivity coefficient is zero \( \eta^w_\perp = 0 \).

A. Electrical resistivity

In the weakly magnetized limit, the resistivity coefficients from Eq. (32) reduce to a set of linear equations with constant coefficients in the coordinate system of Eq. (27)

\[ \eta^w_{\parallel} = \eta_o, \quad (34a) \]
\[ \eta^w_{\perp} = \eta_o, \quad (34b) \]
\[ \eta^w_\wedge = \frac{B}{en} = \eta_o \omega_{ce} v_{Te}. \quad (34c) \]

Here,
\[ \omega_{ce} v_{Te} = \sqrt{\frac{3\pi}{8} \frac{\beta_e}{\Gamma_e^{3/2} \ln \Lambda}} \quad (35) \]
is the Hall parameter, which quantifies if a plasma is magnetized in the sense that the magnetic field influences collisional transport.

The traditional first-order moment method, or first-order Chapman-Enskog solution, of the plasma kinetic equation corresponds to the solution of Eq. (22) with \( \eta_J = \eta_o \) and \( \eta_\wedge = 0 \). Equation (32) returns the precisely same result, and leads to the equal parallel and perpendicular resistivity coefficients in Eq. (34). Inequality of \( \eta_\parallel \) and \( \eta_\perp \) in the Braginskii transport equations arises at higher order in the expansion of the distribution functions away, as the electron distribution function exhibits an anisotropy with respect to the magnetic field. For comparison, the second-order solution is provided in Appendix A. Here, we focus only on the first order solution to provide a commensurate comparison with the solution for a strongly magnetized plasma computed at the same order.

B. Electrical conductivity

Utilizing the resistivity coefficients from Eq. (34), the electrical conductivity coefficients from Eq. (30) are

\[ \sigma^w_{\parallel} = \sigma_o \quad (36a) \]
\[ \sigma^w_{\perp} = \frac{\sigma_o}{1 + (\omega_{ce} v_{Te})^2} \quad (36b) \]
\[ \sigma^w_\wedge = \frac{\sigma_o}{\omega_{ce} v_{Te} (1 + (\omega_{ce} v_{Te})^2)} \quad (36c) \]

where \( \sigma_o = 1/\eta_o \) is a reference conductivity coefficient. Again, this corresponds exactly to the first-order Chapman-Enskog solution. For comparison, the second order solution is provided in the Appendix A. Equations (34) and (30) are reproduced here in order to show that the method of Sec. II reproduces the well known results. Next, we apply the same method to the limit of strong magnetization to show how these solutions change.

IV. STRONGLY MAGNETIZED

In the limit that \( \beta_c \gg \Gamma_e^{-3/2} \), the general plasma dielectric response function from Eq. (14) is accurately approximated by the infinite field limit from Eq. (16). Taking this limit, and also assuming that \( v \ll v_{Te} \) and \( \Gamma_e \ll 1 \), Appendix B shows that Eq. (13) reduces to

\[ F^s_j = F^s_v \tilde{v}_j + F^s_\wedge \tilde{v}_j \times \tilde{n} \quad (37) \]
The resistivity coefficients to depend on the orientation of the current with respect to the magnetic field. It also causes there to be a non-zero transverse resistivity coefficient. Here, both of these effects result from an asymmetry in the Coulomb collision rate between the directions parallel and perpendicular to the magnetic field. Neither effect is observed when the weakly magnetized collision model is applied to the same first-order moment method, as demonstrated by Eq. (32). It should be noted that the resistivity coefficients computed at second-order in the Chapman-Enskog do exhibit an anisotropy; see Appendix A. However, it is for a different reason. The second order Chapman-Enskog solution accounts for the distortion of the electron distribution function away from equilibrium, and the restoring effect from electron-electron collisions. In this situation, asymmetry itself is not influenced by the magnetic field. In contrast, the asymmetry that arises in Eqs. (40a) and (40b) is due to an asymmetry in the rate of Coulomb collisions that occurs at the microscopic (sub-Debye length) scale.

### A. Electrical resistivity

The resistivity coefficients from Eq. (40) can be cast in the coordinate system defined by Eq. (37). This provides the coefficients

\[
\eta^0_j = 3/2 \eta_0 \quad (42a)
\]

\[
\eta^\perp_j = -3/2 \eta_0 \ln(J_{\perp}/J_0) \quad (42b)
\]

\[
\eta^\parallel_e = B/en = \eta_0 \omega_{ce} \tau_e \quad (42c)
\]

Comparing with the results in the weakly magnetized limit from Eq. (34), strong magnetization changes \(\eta^\parallel\) only by the constant numerical factor 3/2. This enhanced resistivity is associated with the enhanced friction force observed at low speeds due to strong magnetization for particles with velocities aligned along the magnetic field. For example, this can be observed in figure 3a of Ref. [27] Because it is not influenced by collisions, the Hall resistivity is unchanged. The most significant effect is observed in the perpendicular direction. In addition to the 3/2 factor, strong magnetization is predicted to enhance the perpendicular resistivity by a potentially large logarithmic factor.

Although the logarithmic factor in Eq. (42) depends on the perpendicular current, this nonlinearity is weak and the current dependence can be replaced by the Hall parameter. In particular, inverting the resistive form of Ohm’s law to obtain conductivity coefficients (see Sec. IV B) will show that in the limit that \(\omega_{ce} \tau_e \gg \ln(\omega_{ce} \tau_e)\), \(J_{\perp} \approx E_j/[(\eta_0(\omega_{ce} \tau_e)]\), so that \(\ln(J_{\perp}/J_0) \approx \)
\ln[\bar{E}_x'/(\eta_o J_o)] - \ln(\omega_{ce} \tau_e) \approx -\ln(\omega_{ce} \tau_e). \quad (43a)

\eta_{\|} \approx \frac{3}{2} \eta_o, \quad (43b)

\eta_{\perp}^\perp \approx \frac{3}{2} \eta_o \ln(\omega_{ce} \tau_e), \quad (43c)

\eta_{\perp}^\parallel \approx \eta_o \omega_{ce} \tau_e. \quad (43d)

which are also summarized in Eq. (3). By comparing Eq. (13) with Eq. (34), the most significant change arising from strong magnetization is a significant enhancement of the perpendicular resistivity, by a factor of $\frac{3}{2} \ln(\omega_{ce} \tau_e) \gg 1$.

\section*{V. CONNECTION FORMULA}

The previous two sections developed analytic solutions in the weakly and strongly magnetized limits. In principle, the general case may be treated by solving Eq. (13) with the dielectric response from Eq. (14) numerically. Although the friction force on a test ion can, and has been made in this way, obtaining a generalized Ohm’s law of the form obtained in the previous two sections is not likely to be possible. This is because the friction force depends nonlinearly on the speed, even in the low speed limit, in a way that is difficult to determine. Instead, we assume that the weakly and strongly magnetized limits are joined continuously, and match the connection between these regimes using a Padé approximation.

To do so, we first require the second order solution in the $\beta_e$ expansion for the resistivity coefficients. Applying the results from Eqs. (B15) and (B16), we have to second order in the $\beta_e \ll 1$ expansion

\begin{align*}
\eta_{\|}^w & = \eta_o (1 + \frac{\beta_e^2}{20 \ln \Lambda}), \\
\eta_{\perp}^w & = \eta_o (1 + \frac{\beta_e^2}{40 \ln \Lambda}), \\
\eta_{\perp}^w & = \eta_o (\omega_{ce} \tau_e). \quad (47c)
\end{align*}

Using the result that the second order correction is $\propto \beta_e^2$, and the results from Eq. (13) for the large $\beta_e$ asymptotic limit, the Padé approximate is found by assuming a solution of the form $\eta_o/\eta_{\perp} \propto (1 + a \beta_e^2)/(1 + b \beta_e^2)$ and solving for the coefficients $a$ and $b$ by fitting both the series expansion for $\beta_e \ll 1$ and the asymptotic expansion for $\beta_e \rightarrow \infty$ to these known limits. The process is repeated for $\eta_{\|}$ and $\eta_{\perp}$, resulting in

\begin{align*}
\eta_{\|} & = \eta_o \frac{20 \ln \Lambda + 3 \beta_e^2}{40 \ln \Lambda + 2 \beta_e^2}, \\
\eta_{\perp} & = \eta_o \frac{40 \ln \Lambda \left[ \frac{3}{2} \ln(\omega_{ce} \tau_e) - 1 \right] + 3 \ln(\omega_{ce} \tau_e) \beta_e^2}{40 \ln \Lambda \left[ \frac{3}{2} \ln(\omega_{ce} \tau_e) - 1 \right] + 2 \beta_e^2}, \\
\eta_{\perp} & = \eta_o (\omega_{ce} \tau_e). \quad (48c)
\end{align*}
FIG. 1. Parallel (a), perpendicular (b), and Hall (c) resistivity coefficients, as well as parallel (d), perpendicular (e), and Hall (f) conductivity coefficients, plotted as a function of the magnetization parameter $\beta_e$. Connection formulas from Eq. (49) span the magnetization regimes (black lines), whereas those from Eqs. (43) and (46) give the large $\beta_e$ limit (red dashed lines) and those from Eqs. (34) and (36) give the small $\beta_e$ limit (blue dashed lines). The second-order Chapman Enskog solutions for the weakly magnetized regimes from Eqs. (A2) and (A3) are also shown (dash-dotted line). Vertical dashed lines denote the separation of the four transport regimes described in the text: (1) unmagnetized, (2) magnetized, (3) strongly magnetized, and (4) extremely magnetized. Region 4 is shaded because the theoretical approach used is expected to begin to break down in that region. The Coulomb coupling strength was chosen to be $\Gamma_e = 10^{-2}$.

This can be written in terms of the Hall parameter $(\omega_{ce} \tau_e)$ instead of $\beta_e$ by making use of Eq. (35), providing the form

$$\eta_\parallel = \eta_o \left[ 15 \pi + 3 \Gamma_e^2 \ln \Lambda(\omega_{ce} \tau_e)^2 \right],$$

$$\eta_\perp = \eta_o \left[ 15 \pi \left[ \frac{3}{2} \ln(\omega_{ce} \tau_e) - 1 \right] + 3 \Gamma_e^2 \ln \Lambda(\omega_{ce} \tau_e)^2 \right],$$

$$\eta_\wedge = \eta_o (\omega_{ce} \tau_e).$$

(49a)

This form retains the known limit to second order for $\beta_e \ll 1$, as well as the asymptotic limit for $\beta_e \to \infty$, and smoothly connects them through the intermediate $\beta_e$ regime. Connection formula for the conductivity coefficients are obtained directly by inserting the results of Eq. (49) into Eq. (30).

Plots of the resistivity and conductivity coefficients obtained from Eq. (49) are shown in Fig. 1 along with the low magnetic field limit from Eqs. (34) and (36), the large magnetic field limit from Eqs. (43) and (46), and the second-order solution of the Chapman-Enskog solution of the plasma kinetic equation for the weakly magnetized limit from Eqs. (A2) and (A3). In this figure, the Coulomb coupling strength was chosen to be $\Gamma_e = 10^{-2}$.

The four regimes are delineated on the figure correspond to the boundaries at which dimensionless length scales transition in such a way that different physical processes are expected to control transport. These were previously identified in Ref. 31, where they were tested using molecular dynamics simulations: (1) Unmagnetized ($r_c > \lambda_{coll}$): In this region the gyroradius is less than the Coulomb collision mean free path ($\lambda_{coll} = v_{Te} \tau_e$). Here, magnetization is not expected to influence transport. (2) Magnetized ($r_D < r_c < \lambda_{coll}$): Here, magnetization influences macroscopic transport due to the influence of the Lorentz force on the distribution functions, but it does not influence Coulomb collisions at the microscopic (sub-Debye length) scale. This is the regime of traditional plasma kinetic, and Braginskii transport theory. (3) Strongly magnetized ($r_L < r_c < r_D$): Here, magnetization influences both the evolution of the distribution function on macroscopic scales, and Coulomb collisions at microscopic scales, but the gyroradius remains larger than the distance of closest approach in a binary collision. This is the regime in which the linear response theory described above is expected to predict significant changes due to gyromotion at the collision scale. (4) Extremely magnetized ($r_c < r_L$): Here, magnetization is so strong that the gyroradius is the smallest length scale relevant to collisions. The linear response theory is not expected to apply in this regime because large-angle close interactions come to dominate transport. Here, collisional kinetic theories based on a generalization of the Boltzmann-type
approach, such as that recently developed in Ref. [21] are required.

Figure 1 shows the expected behavior from standard theory in regions 1 and 2: The parallel and perpendicular resistivity coefficients are independent of the field strength, and the perpendicular conductivity coefficient falls off as $\beta_e^{-2}$. The new changes due to strong magnetization arise in region 3: Parallel resistivity and conductivity change with magnetic field strength, the perpendicular resistivity is significantly enhanced, and the perpendicular conductivity is enhanced. It should be noted that the connection formula in region 3 are simply based on matching the asymptotic limits that could be calculated analytically. It is expected to be accurate through regions 1 and 2, and in the transition to region 3, as well as the transition to region 4. The functional form of the curve is not necessarily trustworthy in the middle of region 3. It also does not apply for $\beta_e$ well into region 4 (only in the transition to this region).

VI. CONCLUSIONS

This work shows that magnetization at the scale of collisions translates to qualitative changes in the electrical resistivity and conductivity coefficients. It causes the parallel coefficient to depend on the magnetic field strength, and the perpendicular coefficients to increase substantially. These changes come about when the electron gyrfrequency exceeds the electron plasma frequency, which corresponds to the conditions at which the electron gyroradius is less than the Debye length. The approach presented in this work was limited to describing the contribution to electrical conduction from electron-electron interactions. A more complete account that includes the electron-electron interactions will require a different solution method, such as a Chapman-Enskog solution of the generalized Boltzmann equation for strongly magnetized plasmas [21].

Although this work focused on electrical conduction, the main result that strong magnetization influences transport rates in qualitatively new ways is also expected to apply to other transport processes, such as thermal conductivity [22-23], viscosity [24-25], diffusion [21,25], and temperature relaxation [23-24]. Plasmas that reach strong magnetization regimes, such as non-neutral and ultracold plasmas, astrophysical plasmas, and even to some extent fusion plasmas, are expected to be influenced by these changes. Further work will be required to develop a comprehensive magnetohydrodynamic description for strongly magnetized plasmas.

VII. DATA AVAILABILITY

The data that support the findings of this study are available from the corresponding author upon reasonable request.

Appendix A: Comparison of first and second order Chapman-Enskog solutions

For comparison with the test particle method, we briefly recall the results of the second order Chapman-Enskog method. These can be found in classic works such as Braginskii [21] or textbooks [9,13]. To second order, the resistivity coefficients are

$$\eta_{\parallel}^{\text{CE}} = 0.518 \eta_o$$  \hspace{1cm} (A1a)

$$\eta_{\perp}^{\text{CE}} = \eta_o \left( \frac{\omega_{ce} \tau_e}{\omega_{ce} \tau_e} \right)^6 + 8.084 \left( \frac{\omega_{ce} \tau_e}{\omega_{ce} \tau_e} \right)^4 + 12.25 \left( \frac{\omega_{ce} \tau_e}{\omega_{ce} \tau_e} \right)^2 + 1.681$$

$$\left( \frac{\omega_{ce} \tau_e}{\omega_{ce} \tau_e} \right)^6 + 9.764 \left( \frac{\omega_{ce} \tau_e}{\omega_{ce} \tau_e} \right)^4 + 22.81 \left( \frac{\omega_{ce} \tau_e}{\omega_{ce} \tau_e} \right)^2 + 3.247$$  \hspace{1cm} (A1b)

$$\eta_{\perp}^{\text{CE}} = -\eta_o \left( \frac{\omega_{ce} \tau_e}{\omega_{ce} \tau_e} \right)^6 + 10.66 \left( \frac{\omega_{ce} \tau_e}{\omega_{ce} \tau_e} \right)^4 + 28.46 \left( \frac{\omega_{ce} \tau_e}{\omega_{ce} \tau_e} \right)^2 + 4.088$$

$$\left( \frac{\omega_{ce} \tau_e}{\omega_{ce} \tau_e} \right)^6 + 9.764 \left( \frac{\omega_{ce} \tau_e}{\omega_{ce} \tau_e} \right)^4 + 22.81 \left( \frac{\omega_{ce} \tau_e}{\omega_{ce} \tau_e} \right)^2 + 3.247.$$  \hspace{1cm} (A1c)

The distinction between the simplified model results from Eqs. (34) and the more comprehensive second-order Chapman-Enskog solution from Eq. (A1) is the contribution from the distortion of the electron velocity distribution function away from a Maxwellian, and the associated electron-electron interactions.

Figure 2 shows a comparison of the results of the two methods. This demonstrates that all coefficients are within a factor of two from each method. The largest difference is the Spitzer correction (factor of 0.518) in the parallel coefficient, which is independent of magnetic field strength, and is directly associated with the electron conduction from the distortion of the electron velocity distribution.
The weakly magnetized regime is an asymmetry in the resistivity coefficient $\eta$ compared to the unmagnetized regime: $\eta \rightarrow 0$. This coefficient vanishes in the unmagnetized regime: $\eta = 0$. For resistivity coefficients in the magnetized regime, which depend on the orientation of the magnetic field, in response to a macroscopic electric field.

The conductivity coefficients to second order in the Chapman-Enskog expansion are:

$$\sigma_{||}^{CE} = 1.931\sigma_0$$

$$\sigma_{\perp}^{CE} = \sigma_0 \left(\frac{\omega_{ce}\tau_e}{\omega_{ce}^2\tau_e^2} + 1.802\right)$$

$$\sigma_\wedge^{CE} = -\frac{\sigma_0}{\omega_{ce}\tau_e} \left(\frac{\omega_{ce}^2\tau_e^2 + 4.382}{\omega_{ce}^4\tau_e^4 + 6.282(\omega_{ce}\tau_e)^2 + 0.933}\right)$$

Similarly to the resistivity coefficients, the main distinction between first and second order of the conductivity coefficients is the factor of 1.9 Spitzer correction to the parallel coefficient, which is independent of magnetic field strength. Both the perpendicular and cross coefficients are identical to the first order computation in the strongly magnetized regime $\omega_{ce}\tau_e \gg 1$, but are influenced by the Spitzer correction in the unmagnetized limit $\omega_{ce}\tau_e \ll 1$. These trends can be seen in Fig. 2 along with the resistivity coefficients.

**Appendix B: Reduced formula for the friction force**

This appendix derives reduced formula for the friction force in the limits that $\beta_e \ll 1$, as well as the limit that $\beta_e \rightarrow \infty$. For this development, it is useful to recall that the general dielectric response function from Eq. (14) can equivalently be expressed in the Gordeev integral representation:

$$\hat{\epsilon}(k, \omega) = 1 + \frac{1}{k^2\lambda_{De}^2} \left[1 + iA \int_0^\infty dxe^{-B(1-cos x) - \frac{1}{2}Cx^2 + iAx}\right],$$

and the friction force components as

$$\vec{F}_z = -\frac{6}{\pi^2} \int_0^{\pi/2} d\theta' \sin \theta' \cos \theta' \int_0^\pi d\phi' P(\theta', \phi'),$$

$$\vec{F}_x = -\frac{6}{\pi^2} \int_0^{\pi/2} d\theta' \sin^2 \theta' \int_0^\pi d\phi' \cos \phi' P(\theta', \phi').$$

Here, $P(\theta', \phi') \equiv \int_0^{\max} d\tilde{k} \frac{\tilde{k}^3 G_i}{G_r^2 + G_i^2}$.

$$G_r = 1 + \hat{k}^2 - A \int_0^\infty dx \sin(Ax)e^{-B(1-cos x) - \frac{1}{2}Cx^2},$$

$$G_i = A \int_0^\infty dx \cos(Ax)e^{-B(1-cos x) - \frac{1}{2}Cx^2},$$

than the Hall parameter $\beta_e \gg \omega_{ce}\tau_e$. For this reason, we will focus on the $\omega_{ce}\tau_e \gg 1$ regime, where Fig. 2 indicates good agreement between the two models for all transport coefficients, except the Spitzer correction to the parallel resistivity.

By rotating coordinates to the current-aligned frame of reference, the resistivity coefficients from Eq. (A1) can be cast in the form

$$\eta_{||}^{CE} = \eta_{||}^{CE} \cos^2\theta + \eta_{\perp}^{CE} \sin^2\theta,$$

$$\eta_{\wedge}^{CE} = (\eta_{\perp}^{CE} - \eta_{||}^{CE}) \cos \theta \sin \theta,$$

$$\eta_{\times}^{CE} = \eta_{\times}^{CE}.$$  

This form shows that the resistivity in the current-aligned direction, $\eta_{||}$, depends on the orientation of $\mathbf{J}$ with respect to $\mathbf{B}$. It also shows that there is a transverse resistivity coefficient in the magnetized regime, which for $\omega_{ce}\tau_e \gg 1$, asymptotes to $\eta_{\times}^{CE} \rightarrow 0.482\eta_e \cos \theta \sin \theta$. This coefficient vanishes in the unmagnetized regime: $\eta_{\times}^{CE} \rightarrow 0$ for $\omega_{ce}\tau_e \ll 1$. The origin of these effects in the weakly magnetized regime is an asymmetry in the electron velocity distribution function either along or opposed to the magnetic field, in response to a macroscopic electric field.

FIG. 2. (a) Ratio of the resistivity coefficients obtained from the second-order Chapman-Enskog method from Eq. (A1) and the first-order moment method from Eq. (A3) as a function of the Hall parameter $\omega_{ce}\tau_e$. (b) Ratio of the conductivity coefficients obtained from the second-order Chapman-Enskog method from Eq. (A3) and the first-order moment method from Eq. (34) as a function of the Hall parameter $\omega_{ce}\tau_e$.  
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\[ A = \frac{\omega}{\omega_{ce}} = \frac{k \cdot v}{\omega_{ce}} \]  
\[ = \sqrt{2\pi k} \frac{(\sin \theta' \cos \phi' \sin \theta + \cos \theta' \cos \phi)}{\beta_e}, \]  
\[ B = \frac{k^2 v_{te}^2}{2\omega_{oe}^2} = \frac{\tilde{k}^2 \sin^2 \theta'}{\beta_e^2}, \]  
\[ C = \frac{k^2 v_{te}^2}{2\omega_{oe}^2} = \frac{\tilde{k}^2 \cos^2 \theta'}{\beta_e^2}, \]  
and the dimensionless quantities are \( M = v/v_{Te}, \tilde{k} = k\lambda_{De}, \) and \( F \equiv F_{Ac}/(k_B T_e \Gamma^2) \) for each component of \( F. \)

Conductivity is concerned with the limit that the ion flow is asymptotically small compared to the electron thermal speed: \( M \ll 1 \). In this limit, \( A \ll 1 \), so \( G_r = 1 + k^2 + O(A^2), G_i \approx \min\{O(A)\} \), and

\[ P(\theta', \phi') = \int_0^{k_{max}} dk \frac{G_i \tilde{k}^3}{(1 + k^2)^2} + O(A^4). \]  
(B10)

An important point with regard to the strongly magnetized limit is that, although \( A \ll 1 \), the \( \cos(Ax) \) term in Eq. (B10) cannot be taken to be 1 because \( x \) gets very large in the strongly magnetized regime. If one were to assume that \( \cos(Ax) = 1 \), the result diverges. In fact, this is the source of the nonlinearity of \( F \) with respect to \( M \) in the strongly magnetized regime. The complexity of the integrand prevents any analytic simplification of Eq. (B10) in the general case, but it can be simplified in both the weak and strong magnetization limits.

Taking these limits, the next two subsections will show that in both the large and small \( \beta_e \) limits, \( G_i \) is independent of \( \tilde{k} \) to leading order. In either limit, the \( \tilde{k} \) integral in Eq. (B10) gives the Coulomb logarithm

\[ \int_0^{k_{max}} dk \frac{\tilde{k}^3}{(1 + k^2)^2} = \ln(\sqrt{1 + k_{max}^2}) - \frac{k_{max}^3}{2(1 + k_{max}^2)} \approx \ln \Lambda \]  
(B11)

where \( \Lambda = \ln k_{max} \). One implication is that the friction force is proportional to the Coulomb logarithm in both the large and small \( \beta_e \) limits, but not in general.

1. Weakly magnetized limit

In the weakly magnetized limit the gyromotion component of the particle trajectory, which is described by the \( \cos x \) term in Eq. (B6), is small. This limit can be obtained from an expansion in small \( x \): 

\[ 1 - \cos x = \frac{1}{2} x^2 - \frac{1}{4} x^4 + \ldots \]  

Note that taking the \( x \ll 1 \) limit of Eq. (B11) to first order results in Eq. (15). Here, we will carry out the expansion to second order, which for Eq. (B6) is

\[ G_i = \int_0^\infty dy \cos(y) e^{-ay^2} (1 + \frac{B}{24A^2} y^4) \]  
(B12)

where \( y = Ax \) and \( a \equiv (B + C)/(2A^2) = 1/[2M(\sin \theta' \cos \phi' \sin \theta + \cos \theta' \cos \phi)^2]. \) Integrating and taking the \( a \gg 1 \) limit (due to \( M \ll 1 \)) provides

\[ G_i = \sqrt{\pi} M(\sin \theta' \cos \phi' \sin \theta + \cos \theta' \cos \phi)(1 + \frac{\beta^2 \sin^2 \theta'}{8k^2}). \]  
(B13)

Making use of Eq. (B11), Eq. (B10) then reduces to

\[ P = \sqrt{\pi} M(\sin \theta' \cos \phi' \sin \theta + \cos \theta' \cos \phi)(\ln \Lambda + \frac{\beta^2 \sin^2 \theta'}{16}), \]  
(B14)

showing that the first correction due to a finite magnetic field is independent of the Coulomb logarithm.

The forces from Eqs. (B2) and (B3) can then be evaluated analytically, resulting in

\[ \bar{F}^f = -\frac{2}{\sqrt{\pi}} M \cos \theta(\ln \Lambda + \frac{\beta^2}{40}) \]  
(B15)

and

\[ \bar{F}^i = -\frac{2}{\sqrt{\pi}} M \sin \theta(\ln \Lambda + \frac{\beta^2}{20}). \]  
(B16)

With these, the stopping power to second order is

\[ \bar{F}^s = -\frac{2M}{\sqrt{\pi}} \left[ \ln \Lambda + \frac{\beta^2}{40}(\sin^2 \theta + 1) \right] \]  
(B17)

and the transverse force is

\[ \bar{F}^t = -\frac{M \sin \theta \cos \theta}{20 \sqrt{\pi}} \beta^2 e. \]  
(B18)

As expected, Eq. (B17) shows that the first correction to the stopping power due to magnetization is small, since \( \ln \Lambda \gg 1 \) and \( \beta_e \ll 1 \) in this limit. The more meaningful result is Eq. (B18), which shows the first non-zero component of the force is the transverse force. Although this is small in comparison to the stopping power in the weakly magnetized regime, it acts in a different direction and may become important after sufficient time has elapsed.

2. \( \beta_e \to \infty \) limit

In the strongly magnetized limit (\( \beta_e \to \infty \)), the gyroradius of particles becomes small in comparison to all other length scales of relevance. Mathematically, this limit can be obtained by expanding for large \( x \):

\[ -B(1 - \cos x) - \frac{1}{4} Cx^2 + iAx \approx -\frac{1}{4} Cx^2 + iAx. \]  

Note that applying this limit to Eq. (B11) results in Eq. (16). Here, we apply the expansion to first order for the forces. In this limit, Eq. (B16) reduces to

\[ G_i \approx \sqrt{\pi} \frac{A}{\sqrt{2C}} e^{-A^2/2C} \]  
(B19)

where \( A/\sqrt{2C} = M(\tan \theta' \cos \phi' \sin \theta + \cos \theta) \). Since \( G_i \) is independent of \( \tilde{k} \) in this limit, Eq. (B11) provides the
solution to the $\tilde{k}$ integral of Eq. (B10), showing that the forces are proportional to the Coulomb logarithm

$$P \approx \sqrt{\pi} M \ln \Lambda g(\theta', \phi', \theta) e^{-M^2 g^2(\theta', \phi', \theta)} \quad (B20)$$

where $g(\theta', \phi', \theta) \equiv \tan \theta' \cos \phi' \sin \theta + \cos \theta$. Applying this to Eqs. (B2) and (B3) and making the variable substitutions $z = \tan \theta'$ and $w = \cos \phi'$, then replacing the integral with $z = yw$, and making use of the result

$$\int_0^1 dw \frac{w^2}{\sqrt{1 - w^2 (w^2 + z^2)^{3/2}}} = \frac{\pi}{4} |z|(1 + z^2)^{3/2} \quad (B21)$$

provides

$$\bar{F}_z = -\frac{3 M \ln \Lambda}{2 \sqrt{\pi}} \int_{-\infty}^\infty dz \frac{z \sin \theta + \cos \theta}{(1 + z^2)^{3/2}} e^{-M^2(z \sin \theta + \cos \theta)^2}$$

and

$$\bar{F}_x = -\frac{3 M \ln \Lambda}{2 \sqrt{\pi}} \int_{-\infty}^\infty dz \frac{z(z \sin \theta + \cos \theta)}{(1 + z^2)^{3/2}} e^{-M^2(z \sin \theta + \cos \theta)^2} \quad (B22)$$

Finally, we take the $M \ll 1$ limit. Nominally, this is expected to render the exponential term to be approximately 1. Indeed, for $\bar{F}_x$, doing so leads to

$$\bar{F}_x^\beta \sim -\frac{3 \ln \Lambda}{\sqrt{\pi}} M \cos \theta \quad (B24)$$

However, the exponential term in $\bar{F}_x$ is essential because it resolves an otherwise divergent integral. This is the source of the nonlinearity of the friction force with respect to speed. The term proportional to $\cos \theta$ in Eq. (B22) is very small compared to the first term because it is approximately an odd function of $z$ and asymptotes identically to zero in the limit $M \ll 1$. When $M \ll 1$, the exponential term acts to truncate the first term of the integrand at the value at which its argument is 1: $M^2(z \sin \theta + \cos \theta)^2 \approx 1 \Rightarrow z_c \approx \pm 1/(M \sin \theta)$. With this

$$\int_{-z_c}^{z_c} \frac{z^2}{(1 + z^2)^{3/2}} = 2 \arcsin(z_c) - \frac{2 z_c}{\sqrt{1 + z_c^2}} \approx 2 \frac{z_c}{|z_c|} \ln |z_c| = -2 \frac{\sin \theta}{|\sin \theta|} \ln |M \sin \theta|,$$

so to first order in $M \ll 1$

$$\bar{F}_x^\beta \sim \frac{3 \ln \Lambda}{\sqrt{\pi}} M \sin \theta \ln M \perp \quad (B26)$$

where $M \perp = M |\sin \theta|$. Thus, the friction force is not predicted to be linearly proportional to $M$ in the $\beta_c \to \infty$ limit. In fact, the $M \sin \theta \ln(M \sin \theta)$ component shows that the friction force does not have a Taylor series in the $\beta_c \to \infty$ limit. With these, the stopping power can be expressed as

$$\bar{F}_x^\beta \sim -\frac{3 \ln \Lambda}{\sqrt{\pi}} M |\cos^2 \theta - \sin^2 \theta \ln M \perp | \quad (B27)$$

and the transverse force as

$$F_x^\beta \sim \frac{3 \ln \Lambda}{\sqrt{\pi}} M \sin \theta \cos \theta [1 + \ln M \perp] \quad (B28)$$

The logarithmic term is expected to be much larger than the first term in Eq. (B28). Note that since $\ln M \perp < 0$, the second term of Eq. (B27) is always positive.
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