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Abstract

Large-scale retrieval algorithm is problem for visual analyses applications, along its research track. In this paper, we propose a high-efficiency region division-based image retrieve approaches, which fuse low-level local color histogram feature and texture feature. A novel image region division is proposed to roughly mimic the location distribution of image color and deal with the color histogram failing to describe spatial information. Furthermore, for optimizing our region division retrieval method, an image descriptor combining local color histogram and Gabor texture features with reduced feature dimensions are developed. Moreover, we propose an extended Canberra distance method for images similarity measure to increase the fault-tolerant ability of the whole large-scale image retrieval. Extensive experimental results on several benchmark image retrieval databases validate the superiority of the proposed approaches over many recently proposed color-histogram-based and texture-feature-based algorithms.
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1. Introduction

As one of the main information retrieval services, the content-based image retrieval (CBIR) query has demonstrated exponential growth in the last decade. The limitation in metadata-based systems versus the various image retrieval query keeps the high efficient CBIR an active research area [1,2]. Traditional image retrieval approaches require humans to manually label each image in the target database [3]. Its has obvious disadvantages: based on manual method can not label images from internet network, such Jian’s work[4].

Different from traditional content-based image retrieve approaches, text-based retrieve usually uses keywords, subject heading, captions, or natural language et al. CBIR aims at retrieving images with similar content as the query input through the analysis of image content, such as hierarchical-local-feature extraction approach [4], shape and spatial layout [5]. Social-based anchor-unit graph regularized tensor completion [6]. Basically, indexing and similarity matching are two main steps for a CBIR system. Indexing is a technology to index images in the target database by their visual content descriptor and similarity is matching against the feature vector in the index by a feature descriptor extracted from the query image. If elements are non-negative, we can use Canberra distance metric. If we measure position number with corresponding symbols, hamming distance method should be used.

In CBIR systems, the precision & latency are two main evaluation criterions. The traditional image features (such as shape, color, texture, and edge orientation) can be use content-based image retrieval. However, the main challenge of image features is the ‘semantic gap’ problem [1]. Therefore, how to reduce this ‘semantic gap’ is become very important. Such as unsupervised hashing approach to facilitate large-scale semantic indexing of image data [12], global-based semantic information and the relative ordering correlation method [17]. The emphasis in different image features is different. Such as support-vector-machine-based classifier method for image retrieving [7].The color feature is mainly used to describe the color distribution of each pixel in the image, but would fail to describe the shape of objects and its spatial information [3]. The texture feature can achieve a good performance in image representation only when images have a low texture density. In addition, existing technologies of texture feature extraction can introduce unexpected noise during the extraction process which would reduce its performance [8]. The shape feature is only used to describe the image contours and boundaries. These methods have some limitations, such as: the proposed method need use more than one type features. Many of the existing CBIR studies adopt methods, in which many features are fused for image retrieval. Such as pattern distinctness and local contrast [9], color and texture feature fused method [10], proposed region-based method in [11].

In our work, local color histogram and texture feature are analyzed, and propose a high-efficiency image retrieve method, which use low-level feature to retrieve large-scale images. In summary, we highlight three contributions as follows:

- A category of image region division which divides images into five non-overlapping regions is designed for local color feature extraction. Meanwhile, those regions are utilized, a crude form of color localization distribution can be simulated.
- An image descriptor combining local color feature and Gabor texture is proposed. Moreover, the color & texture features quantization module are adopted to reduce the feature dimensions.
- An extended Canberra distance is introduced for image feature metrics, which increases fault-tolerant ability and stability of the CBIR system.
The paper is organized as follows: Section 2 describes the CBIR technology. Our proposed approach is described in Section 3. Section 4 shows the similarity measure of our method. In Section 5, the performances of different CBIR approaches are demonstrated. Experimental results and comparisons are presented in Section 6.

2. Related Work

Image feature extracting in CBIR is one of the main challenges for image retrieval well. The traditional low-level features extraction algorithms can be global color histogram [13,14] and local descriptor[15,16]. Global feature based algorithms extract the feature based on the whole frame. However, these approaches are not able to compare the regions division method. To resolve these issues, local feature based approaches are introduced to overcome this weakness by dividing the image into several sub-blocks to obtain the spatial distribution of pixels. These local feature based approaches can achieve a higher retrieval precision. Therefore, extracting local color features gain increasing interests in the studies of CBIR.

The color information is the most commonly used features in CBIR systems. The color feature can be described in multiple ways, such as color histogram [18,21], color structure descriptor [5,22], scalable color descriptor [19], color moment [20,23], and ROI-based color feature [24]. Color histogram-based algorithm have fast operation speed. However, using only the color histogram feature fails to model the color spatial structure and makes a high dimensional feature vector. Therefore, color histogram is often used in conjunction with color moment and other feature descriptors in the field of CBIR.

Extracting texture feature is another open challenge problem for CBIR system[3]. Many methods are proposed for texture features extraction, such as grey-level co-occurrence matrix (GCM) [25,26], Gabor filtering [27], local binary pattern (LBP) [8], markov random field model [28], co-occurrence of histogram of oriented gradients [29]. In order to improve retrieval precision, texture features and color features are fused, such as integrative co-occurrence matrix [30], the color edge co-occurrence histogram [31], and local color contrast between the salient object and the image background [32]. Recently, many graph-based algorithms are applied, Jian et.al [33] proposed quaternionic distance method for detecting outliers in color image. This method takes into account the contrast of static target position and image color. Meanwhile, Jian et.al [34] also extended random walk algorithm to optimize the saliency map.

Additionally, similarity measure plays another important role for CIBR. In the process of CIBR, an image have large dimensionality. Usually, feature vector is sparse, i.e., some feature value may be zero. Such characteristics of image representation would be a severe challenge for similarity measure. Traditionally, some researchers used Euclidean geometry field based method for similarity metric. Similar to Euclidean distance metric, Manhattan distance [35], originated from the taxicab travel route metric, is another well-known similarity metric. However, both of the two metric is sensitive to the sample topology.

In recent years, lots of researcher works have been done for similarity measure in image retrieval and clustering algorithm. Jarvis et al. [36] proposed that data points which are similar to the extent should share the same nearest neighbors and a similarity metric can be obtained with a series of similarity comparisons for these neighbors. Radhakrishma et al. [37] proposed a similarity measure method. In order to improve precision of similarity estimation, the proposed method use the standard score and normal probability. Lin et al. [38] proposed a
multiple case similarity measure method in which feature similarity measure are divided in three parts: the feature appears in both feature vectors, the feature appears in only one vector, and the feature appears in none of the vectors. Jian et al. [39] proposed new method, which used wavelet-based salient patch detector for image retrieval. Meanwhile, Radhakrishna et al. [40] also presented a new approach to retrieve temporal association patterns whose prevalence values are similar to those of the user specified reference.

3. Local Feature Extraction

In this section, a novel image retrieval method is proposed using local color histogram and texture feature. This method includes two stage: color histogram and Gabor texture features. In our work, color moment is used as a supplement to reduce the length of the color feature vector. In addition, an extended Canberra distance is applied as the metric to do similarity measure. As shown in Fig. 1, the general framework of region division-based image retrieval can be divided in two parts, building an index table and retrieving.

To get a good performance and low latency, we improve the image feature extraction algorithm from three aspects: (1) dividing each image into five fixed non-overlapping regions to stimulate the color distribution of the images. (2) A CIELAB (10, 3, 3) quantization scheme is used to extract color features. (3) The real part of the Gabor filter is adopted to extract the image texture feature. In the following subsections, all these technologies are introduced in detail respectively.

Fig. 1. General framework of content-based image retrieval

3.1 Image region division

Since the local features outperform the global ones with a better consideration of the spatial relationship of different regions, we propose to extract the local image descriptors for each region after fixed image region segmentation.
The aim of image region division is getting as much contextual related pixel together as possible. In our work, we can categorize the image region division algorithms into two major groups: image segmentation-based region division (ISBRD) and fixed region image division (FRD). These two methods are different when it comes to image representation in CIBR. The ISBRD system automatically specifies the category of region division by relying image segmentation technology, such as, Shrivastava et al. [41] proposed a method to divide the image into a fixed number of blocks (including: color, texture, and shape features). However, image segmentation is not always reliable result in a reduction of retrieval accuracy. In this work, the system may not automatically designate a region correspond to the object that the users wishes to retrieve even though existing image segmentation techniques can accurately identify image regions. All these reason have limited its accuracy in CBIR systems. In contrast, the FRD approach facilitates the user to divide the image into several sub-blocks in advance, and extracts their features and matches them with the quer. Yue et al. [25] proposed a scheme method. All images will be divide into blocks. The fixed size is 3×3. However, this category of blocks division would lead to much more segmentation in ROIs (region of interest) and limit its capacity to reflect the user’s intent in the process of retrieval.

Mangijaosingh et al. [10] proposed a method, which partitions an image into three equal horizontal regions. This method can approximate a regional distribution of color. Fig. 2 show a example. From this case, we can get a proper segmentation result by adjusting the number of blocks and partition ratios. Fig. 4 (a) show a proper segmentation result. However, from Fig. 3, the images have a relative complex content without an obvious color layer distribution, therefore the horizontal division makes no sense. To solve this problem, we assume that the most ROIs are concentrated in the middle, in fact it is true in most cases, and some strategy of region division can be used to get as much contextual related pixels together as possible.

Fig. 2. Sample images of explicit color layer distribution

Fig. 3. Sample images without explicit color layer distribution
Fig. 4. Two categories of image region division

Applying this strategy, our approach partitions the image into five non-overlapping regions as shown in Fig. 4 (b): (1) the top-left corner, (2) the bottom-left corner, (3) the bottom-right corner, (4) the top-right corner, and finally (5) the center of the image. By partitioning images into these regions, we are able to stimulate a coarse localization of the objects in the images, being able to represent image color distribution.

The basic idea of our image region segmentation is to help improve the accuracy of recognizing the major object that people intend to retrieval. In the most cases, the center region is believed to have more foreground information according to some basic rule of photography [42]. Fig. 5 show an example of foreground extraction in several images with saliency object. several pictures with saliency object are used to verify our assumption by foreground segmentation [43]. The center region is able to represent the main visual saliency object by a reasonable adjustment of its size, at the same time, the rest of the four parts obtain a more accurate description of the background.

In our experiment, we use a concentric ellipse to represent the center region, the horizontal and the vertical central axis as the partition for the rest of four parts (shown in Fig. 4 (b)). In order to let the ellipse, cover more of the major object information, its major radius and minor radius are set as following:

\[
\begin{align*}
x &= aw_{\text{img}}, \\
y &= b h_{\text{img}},
\end{align*}
\]

where \(x, y\) denote the major and the minor radius respectively, \(w_{\text{img}}\) and \(h_{\text{img}}\) represent the width and the height of the original image. \(a, b\) are percentages in scaling of the height and width of the image and set according to a specific condition. In our work, we set \(a = 70\%\) and \(b = 80\%\) basing on vast experiment results.
3.2 Color features extraction

How to extract color feature is very important for image retrieval. Usually, we extract image features based on RGB color space. However, RGB color space fails to stimulate humans’ perception. In this work, we choose CIELAB color space model for color feature extraction. CIELAB color space is defined by one luminance and two chromatic channels to approximate human perception of color. The transformation between standard RGB and CIELAB can be referred to [44].

To reduce the dimensions of a color feature vector, we apply a color quantization scheme for each color vector. If a color RGB image of size of $P \times Q$, the $(10, 3, 3)$ scheme is used to quantize the three channels. The L channel represent 10 bins, and the A and B channels represent 3 bins, respective. Therefore, $10 \times 3 \times 3 = 90$ color bins are obtained to represent the color histogram of each region.

To further reduce the dimension of a color feature vector and accelerate retrieval speed, color comments are used to describe the color histogram for the color information distribution concentrated in low order moment [13], viz. means and standard deviation. In our work, we use equation (2) to represent the mean and standard deviation (MSD) of the $i$-th channel in region $R$ of an image:

$$\mu_{ij} = \frac{\sum_{j=1}^{N} I_{yj}}{N},$$

$$\delta_{ij} = \sqrt{\frac{\sum_{j=1}^{N} (I_{yj} - \mu_{ij})^2}{N}},$$
where \( I_{ij} \) represent the value of the i-th color channel in the j-th image pixel, \( r \) represent the number of divided regions, and \( N \) is the number of pixels in the region \( R \). Therefore, the image color histogram feature vector in the r-th region is given as follows:

\[
\alpha_c = \{\mu_{r,I}, \sigma_{r,I}, \mu_{r,a}, \sigma_{r,a}, \mu_{r,b}, \sigma_{r,b}\},
\]

(4)

here, \( I \) represents the \( L \) channel, \( a \) and \( b \) represent the \( A \) and \( B \) channels, respectively. Since each image is divided into five regions and from each of the regions, two moments of color distribution are extracted from three-color channel; the color information of each image will be represented by a 30-dimension description vector. The whole image color histogram feature vector is defined by

\[
\Lambda = \{\omega_1 \mu_a, \omega_2 \mu_b, \omega_3 \sigma_a, \omega_4 \sigma_b, \omega_5 \mu_a, \omega_6 \mu_b\},
\]

(5)

here, \( \omega \) is set as the weight of the color feature descriptor in each part.

Because some details are in the middle of the image, in our work, we also assigned a higher weight (1.2), as an emphasis since it plays a greater role in image similarity comparisons. Therefore, weights are allocated as \( \omega_1 = \omega_2 = \omega_3 = \omega_4 = 1 \), \( \omega_5 = 1.2 \), empirically. The proposed color features extraction method can be concluded as algorithm 1:

**Algorithm 1: proposed method of color features extraction**

**Input:** RGB image, and convert RGB color space to CIELAB color space model for color feature extraction.

**Output:**
1: CIELAB color space
2: Using color quantization scheme to reduce the dimensions of each color feature vector.
3: Means and standard deviation are used to further reduce the dimension of a color feature vector and accelerate retrieval speed.
4: The whole image color histogram feature vector is defined to represent the color information of each image by a 30-dimension description vector.

---

### 3.3 Texture feature extraction

Texture is another commonly used visual feature, which can provide implicit pictorial information, like the smoothness, coarseness, etc. of objects in an image. Gabor filter is a commonly used method in texture exploration by means of signal processing in the frequency domain. In our work, we use Gabor filter to get more texture feature. 2D Gabor filter is a plane wave. The traditional method can use the sinusoidal with a Gaussian function. Its specific definition is as follows:

**Complex:**

\[
g(x, y; \lambda, \psi, \sigma, \gamma) = \exp\left(-\frac{x^2 + y^2 \gamma^2}{2\sigma^2}\right) \exp\left(i(2\pi \frac{x}{\lambda}) + \psi\right),
\]

(6)

where:

\[
\begin{align*}
x' &= x \cos \theta + y \sin \theta \\
y' &= -x \sin \theta + y \cos \theta
\end{align*}
\]

Here, the frequency \( f \) of Gabor filter is represented as \( f = \frac{1}{\lambda} \).

2D Gabor filter would be cumbersome in practical computation. Therefore, most of researchers choose the real part as the filter [8][38][39].
Real:
\[ g(x, y; \lambda, \theta, \psi, \sigma, \gamma) = \exp\left(-\frac{x^2 + y^2}{2\sigma^2}\right) \times \cos\left(2\pi \frac{x}{\lambda} + \psi\right). \quad (7) \]

We find that frequency \( f \) and orientation \( \theta \) are similar with Gabor filter expression \([7]\). We can choose different frequencies and orientations to obtain effective local texture features. In our work, repetitive pixels are as texture, where the number of patterns can be formed by a diverse pixel. In order to better represent texture features, the image is preprocessed by gray degree transformation, then we extract texture features in 4 direction, viz. \( 0, \frac{\pi}{4}, \frac{\pi}{2}, \frac{3\pi}{4} \), and 3 frequencies, viz. 7, 11, 12, meaning 15 total filtered images are received, and each could get the required characteristics of different textures.

The objective of the texture-based method is to how to find similar texture features with high precision. To reduce the retrieval latency, we defined MSD as follows:
\[ \mu_{mn} = \frac{\sum_x \sum_y |E_{mn}(x, y)|}{P \times Q}, \quad (8) \]
\[ \sigma_{mn} = \sqrt{\frac{\sum_x \sum_y (|E_{mn}(x, y)| - \mu_{mn})^2}{P \times Q}}, \quad (9) \]

where, \( E_{mn}(x, y) \) is the texture feature of each point of the filtered image, \( P \times Q \) is the original image size, \( M \) is the orientation numbers, and \( N \) represent the frequency number.

Fig. 6 gives flowchart of the process of texture feature extraction by Gabor filter. In this flowchart, 12 different Gabor filter kernels at different frequencies & orientations is used. Image texture representation vector is given as the following:
\[ \Gamma = \{\mu_{m0}, \sigma_{m0}, \mu_{m1}, \sigma_{m1}, \cdots, \mu_{m(M-1)(N-1)}, \sigma_{m(M-1)(N-1)}\}, \quad (10) \]
4 Similarity Measure

4.1 Distance metrics

A good similarity measure is an important factor for retrieval accuracy, especially, in the case of multi-feature representation. The measurement of image content similarity remains a big challenge. Distance measurement is a commonly used method in image similarity measurement, which is defined by a certain distance between two images, such as Euclidean distance \[46\] and Canberra distance \[45\]. In this paper, we improve Canberra distance method.

Canberra distance between vectors \( X = [x_1, x_2, \ldots, x_p] \) and \( Y = [y_1, y_2, \ldots, y_p] \) in a \( p \)-dimensional real vector space is defined as follows:

\[
d(X,Y) = \sum_{i=1}^{p} \frac{|x_i - y_i|}{x_i + y_i} \quad (x_i, y_i > 0),
\]

(11)

To avoid zero-division and achieve an equalization comparison result, a extend the Canberra distance is shown as follows:

\[
d(X,Y) = \frac{1}{p} \sum_{i=1}^{p} \frac{|x_i - y_i|}{|x_i| + |y_i| + 10^{-10}}.
\]

(12)

Here, the image databases include two part. One is similarity measures of the query image. The other part is the target images databases. Color histogram similarity measure and texture feature similarity measure respectively. Let \( d_1(A_q, A_t) \), \( d_2(\Gamma_q, \Gamma_t) \) represent the distance metric of CIELAB color histogram vector and the distance metric of texture feature vector, respectively. We defined the global similarity distance metric \( D(I_q, I_t) \) as follows:

\[
D(I_q, I_t) = d_1(A_q, A_t) + d_2(\Gamma_q, \Gamma_t),
\]

(13)

Here, \( I_q = (A_q, \Gamma_q) \) represent image feature descriptor of the query image, and \( I_t = (A_t, \Gamma_t) \) represent the target image feature descriptor of an image in target database.

1. Cosine similarity distance

\[
\text{Cosine} \; \frac{X \cdot Y}{\|X\| \cdot \|Y\|},
\]

(14)

where \( \text{Cosine} \) is used to measure the cosine.

2. Euclidean distance

\[
\text{Euclidean} \; \sqrt{(X - Y)(X - Y)},
\]

(15)

where \( X, Y \) is two vectors, and represent the inner product.

3. Manhattan distance

\[
\text{Manhattan} \; \sum_{i=1}^{p} |x_i - y_i|,
\]

(16)

4.2 Implement details

In our work, a ranking criterion \[47\] is used for evaluation. Given an input image, we first extract the image features vector as the image descriptor, which is denoted by \( I_q = \{A_q, \Gamma_q\} \). Let \( \Phi = \{I_1, I_2, \ldots, I_n\} \) denote the target database, which include \( n \) images. \( I_t = \{A_t, \Gamma_t\} \), \( I_t \in \Phi \) is image descriptor. We will assign rank for the target image by the similarity measure. We output the measure result by,

\[
H(I_q, I_t) = \begin{cases} 
1 & D(I_q, I_t) < sh \\
0 & \text{otherwise}
\end{cases},
\]

(17)

where \( H(I_q, I_t) \) denotes the classifier of similarity. If value is 1, it represents the query image. If value is 0, it represents the t-th image with a same label. Therefore, we can identify a pool of
k candidates, \( P = \{ I_1, I_2, \ldots, I_k \} \), if the similarity distance between \( I_a \) and \( I_i \) (\( I_i \in P \)) is lower than a threshold \( s_h \) by which the output number of retrievals can be controlled. Plainly, the smaller Canberra distance equals to a higher similarity of two images.

4.3 Performance metric

In this paper, we evaluate the retrieved top k image with respect to a query image \( I_q \) by its precision and recall shown in the ranking-based criterion [44]. The precision and recall are defined as follows:

\[
\text{Precision} @ k = \frac{\sum_{i=1}^{k} \text{Rel}(i)}{k},
\]

\[
\text{Recall} @ k = \frac{\sum_{i=1}^{k} \text{Rel}(i)}{\text{Num}},
\]

Here, \( \text{Rel}(i) \) represent the ground truth relevance. Num is the number of related images in the target database. We consider the image label as the only category to measure the relevance of two images, where \( \text{Rel}(i) \in \{0, 1\} \).

5 Experiment Result and Analysis

In experiment part, we use three image data-sets, Ground Truth datasets [47], INRIA Holiday dataset [48], and CIFAR-10 dataset [49]. In order to get a more realistic experimental result, each category is selected 20 images as query images.

To justify how the distance metrics affect the retrieval result, several distance metrics are used in our experiments based on the same setup. Additionally, we have compared our proposed approach with several commonly used techniques, these methods are giving in [15, 21, 25], respectively.

5.1 Image data-sets

![Sample images in Ground Truth data-sets](image)

Ground Truth Dataset [47] is composed of more than 1300 images which are generally organized by a particular scene, such as animals, natural scenes, and people doing activities, and so on. In our experiment, 5 categories of classes are chosen as the query shown in Fig. 7,
there are Cherries, Football, Sanjuans, Swiss moyntans, and spring flower.

The INRIA Holidays data-sets [48] is one of a standard benchmarking data-sets for CBIR. This data-sets include 1491 images. Fig. 8 show a example image of data-sets, such as: sea, building, fire effects, water and botany, etc.

CIFAR-10 data-sets [44]. This data-set include about 60 thousand images, and total 10 classes. The image size is 32*32. Fig. 9 shows sample images in CIFAR-10 dataset. In our experiment, we use five training batches about 1000 images. Meanwhile it include one test batch for our experiment. All sample images include dog, ship, truck, frog, deer, cat, bird, airplane, automobile et al.
Fig. 10. Image retrieval results for football field image using different schemes. (a) the query, (b) Huang Z.C. et al.’s method [15], (c) Singh M. et al.’s method [21], (d) J. Yue et al.’s method [25], and (e) our method.
Fig. 11. The image retrieval results for Snow berg using different schemes. (a) the query, (b) Huang Z.C. et al’s method [15], (c) Singha M. et al’s method [21], (d) Yue J. et al's method [25], and (e) our proposed method.

Fig. 12. Experimental results use our method on INRIA Holiday data-sets. The first image is as the query image. The top 11 image retrieval results are returned by our region division-based image retrieve method.
Fig. 13. Large-scale image retrieval by our proposed method on CIFAR-10 data-sets. The first image is as the query image. The top 29 image retrieval results are returned by our region division-based image retrieve method.

5.2 Influences of the Distance Metric

In this subsection, we investigate the influences of the distance metric. By following the experimental settings of our proposed method, we evaluated the influences of the five different distance metrics mentioned in Section 4.1 using retrieval precision comparison.

Table 1. Experimental results of our region division-based image retrieve method using several similarity metrics in the Ground Truth dataset.

| Category           | Cosine | Euclidean | Manhattan | Canberra | our proposed |
|--------------------|--------|-----------|-----------|----------|--------------|
| Green Land         | 85.3   | 84.7      | 78.6      | 86.0     | 89.1         |
| Cherries           | 82.3   | 85.2      | 85.4      | 90.2     | 90.5         |
| Football           | 85.5   | 87.5      | 73.7      | 88.4     | 94.5         |
| Seaboard           | 84.2   | 86.1      | 75.2      | 84.7     | 90.5         |
| Snow Mountains     | 85.2   | 88.3      | 81.3      | 90.5     | 89.6         |
| Spring Flower      | 80.5   | 79.5      | 79.5      | 84.2     | 87.0         |
| Iran               | 81.8   | 84.5      | 75.4      | 91.4     | 93.7         |
| Average            | 83.5   | 85.1      | 78.4      | 87.9     | 90.7         |

Table 2. Experimental results of our region division-based image retrieve method using several similarity metrics in INRIA Holiday dataset.

| Category | Cosine | Euclidean | Manhattan | Canberra | our proposed |
|----------|--------|-----------|-----------|----------|--------------|
| Building | 85.0   | 85.5      | 88.8      | 88.7     | 90.0         |
| Pyramid  | 88.7   | 93.2      | 84.5      | 90.7     | 93.4         |
| Coral    | 77.1   | 73.1      | 64.2      | 81.7     | 85.1         |
| Sailing  | 85.2   | 88.3      | 78.4      | 88.7     | 90.0         |
| Lake     | 87.4   | 83.1      | 83.0      | 87.5     | 89.2         |
| Venice   | 82.4   | 75.1      | 70.1      | 72.2     | 75.2         |
| Average  | 84.3   | 83.1      | 78.1      | 84.9     | 87.2         |
Table 3. Experimental results of our region division-based image retrieve method using several similarity metrics in CIFAR-10 dataset

| Category   | Precision(%) | Cosine | Euclidean | Manhattan | Canberra | our proposed |
|------------|--------------|--------|-----------|-----------|----------|--------------|
| Airplane   | 60.1         | 55.3   | 57.4      | 58.7      | 58.3     |              |
| Automobile | 78.4         | 83.2   | 84.5      | 80.4      | 83.4     |              |
| Bird       | 57.1         | 63.1   | 54.2      | 61.7      | 70.1     |              |
| Cat        | 80.8         | 82.3   | 78.4      | 86.6      | 87.2     |              |
| Deer       | 84.9         | 88.1   | 82.0      | 88.1      | 88.0     |              |
| Dog        | 85.4         | 78.3   | 74.1      | 83.2      | 85.3     |              |
| Frog       | 87.0         | 90.5   | 82.1      | 93.5      | 94.7     |              |
| Horse      | 82.1         | 84.3   | 80.4      | 86.0      | 90.7     |              |
| Ship       | 75.3         | 77.6   | 64.2      | 78.4      | 77.6     |              |
| Truck      | 70.2         | 76.5   | 62.5      | 71.5      | 73.4     |              |
| Average    | 76.1         | 76.5   | 71.9      | 78.7      | 80.4     |              |

Fig. 14. Average Precision-Recall graph in the three image data-sets. (a) Ground Truth data-set, (b) INRIA Holiday data-set, and (c) CIFAR-10 data-set. We compare different methods, including Huang Z.C. et al.’s method [15], Singha M. et al.’s method [21], Yue J. et al.’s method [25], and our region division-based image retrieve method.

Table 1, Table 2 and Table 3 illustrate the performance of our region division-based image retrieve method in the three experimental datasets (Ground Truth dataset, INRIA Holiday dataset, and CIFAR-10 dataset), respectively. From Table 1-3, the results of image retrieval will be influenced by distance metrics. The dimensionality of an image descriptor is large and its resulting feature vector is sparse, compare similarity metrics (Cosine, Euclidean, Manhattan, Canberra), our proposed method achieves the best average performance.
Figs. 12 and 13 show two retrieval examples on the INRIA Holiday dataset and the CIFAR-10 dataset, respectively. In Fig. 12, the query is a pyramid image and top 11 matched images are returned by the system. In Fig. 13, the query is an airplane image and top 29 matched images are returned. Retrieval examples in the Ground Truth dataset are shown in Fig. 10(e) and 11(e). Both of the two examples show good matches using the proposed color and texture features.

5.3 Experimental comparison

In order to performance our region division-based image retrieve method well, we also comparison with related works of CBIR, such as [15][21][25]. Singha et al. [21] proposed new color image feature fused method with discrete wavelet transformation. This method also use color histogram, and get accuracy of image retrieval well. Huang et al. [15] proposed new image retrieval method by applied color histogram and Gabor filter for image feature descriptors. Both of those two methods are based on global feature extraction. The method proposed by Yue et al. [25] is a region based approach, which uses blocks of a fixed size (3 x 3) to quantize the color image and a co-occurrence matrix for texture feature representation.

Examples of the football field image and snow mountain image retrieval based on the above four schemes in the Ground Truth dataset is shown in Fig. 10 and Fig. 11, respectively. Figs. 10(a)-(c) show the Precision/Recall curve in the performance comparison of our region division-based image retrieve method on three techniques average image retrieval accuracy on the three experimental image data-sets. Clearly, a larger value of Recall will lead to a relative smaller Precision. Fig. 14 shows a examples of average precision-recall graph. Our region division-based image retrieve method achieved the best performance.

In the process of CBIR, the number of results (k) returned from the system is an important influencing factoring in the retrieval precision. In order to investigate the influence of k on the retrieval accuracy, we varied the value of k and calculated the average retrieval precision in CIFAR-10 dataset. As shown in Fig. 15, if number of returned images is a small, it represents a relatively higher retrieval precision and our proposed method is competitive among the four schemes.
6 Conclusion

We propose a region division-based image retrieve method, which use local color histogram and Gabor texture feature. The proposed method is generalized without any model training and optimization by machine learning. Therefore, its can be considered as an improved low-level CBIR method. In the proposed algorithm, images in the target database were divided into five non-overlapping regions for color feature extraction. Weights were assigned to different regions according to the imbalanced information content distribution in each region to enhance the systems retrieval performance. In addition, an improved distance formula is present for image feature metrics. Experimental results on three image databases illustrate our proposed method having a relative higher retrieval performance than other commonly used methods using only color and texture features. The feedback technology can be introduced to improve retrieval efficiency in the future.
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