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Abstract. The present paper is concerned with properties of multiple Schramm–
Loewner evolutions (SLEs) labelled by a parameter $\kappa \in (0, 8]$. Specifically, we consider
the solution of the multiple Loewner equation driven by a time change of Dyson's
Brownian motions in the non-colliding regime. Although it is often considered that
several properties of the solution can be studied by means of commutation relations
of SLEs and the absolute continuity, this method is available only in the case that the
curves generated by commuting SLEs are separated. Beyond this restriction, it is not
even obvious that the solution of the multiple Loewner equation generates multiple
curves. To overcome this difficulty, we employ the coupling of Gaussian free fields and
multiple SLEs. Consequently, we prove the longstanding conjecture that the solution
indeed generates multiple continuous curves. Furthermore, these multiple curves are
(i) simple disjoint curves when $\kappa \in (0, 4]$, (ii) intersecting curves when $\kappa \in (4, 8)$, and
(iii) space-filling curves when $\kappa = 8$.

1. Introduction

1.1. Backgrounds. Since its introduction in [Sch00], Schramm–Loewner evolution (SLE)
has been playing one of the central roles in studying critical systems in two dimensions.
It is a theory of a random continuous curve as a stochastic analogue of the classical
Loewner theory, which we briefly recall. Let $\mathbb{H}$ be the complex upper half plane. We
consider the chordal Loewner equation driven by a continuous function $\xi: [0, \infty) \to \mathbb{R}$:

\[
\frac{dt}{dt} g_t(z) = \frac{2}{g_t(z) - \xi(t)}, \quad t \geq 0, \quad g_0(z) = z \in \mathbb{H}.
\]

For each $z \in \mathbb{H}$, we define

$$
\tau_z := \sup \{ t \geq 0 : \text{The solution of (1.1) is well defined up to } t, \ g_t(z) \in \mathbb{H} \},
$$

and, for each $t \geq 0$, we set $K_t := \{ z \in \mathbb{H} \mid \tau_z \leq t \}$. Then, $g_t$ is the conformal map from
$\mathbb{H} \setminus K_t$ to $\mathbb{H}$ under the hydrodynamical normalization: $\lim_{z \to \infty} |g_t(z) - z| = 0$.

A particularly significant example is the case when the driving function is given by
$\xi(t) = B_{\kappa t}$, $t \geq 0$, where $(B_t : t \geq 0)$ is a standard Brownian motion and $\kappa > 0$. In this
case, almost surely, the limit $\eta(t) := \lim_{\varepsilon \to 0} g_{t}^{-1}(\xi(t) + \sqrt{-1} \varepsilon) \in \mathbb{H}$ exists for all $t \geq 0$,
$\eta: [0, \infty) \to \mathbb{H}$ is a continuous curve called an SLE-curve such that $\lim_{t \to \infty} \eta(t) = \infty$, and at each $t \geq 0$, $\mathbb{H} \setminus K_t$ is the unbounded component of $\mathbb{H} \setminus \eta([0, t])$. In particular, $\eta$
defines a probability law of a curve in $\mathbb{H}$ connecting 0 and $\infty$. We call the probability
law or the family of conformal maps $(g_t : t \geq 0)$ specified by the parameter $\kappa$ the SLE($\kappa$).
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It was argued in \cite{schramm2000scaling} that SLE(\(\kappa\)) with varying \(\kappa > 0\) covers the probability laws on a curve in \(\mathbb{H}\) connecting 0 and \(\infty\) that exhibit the conformal invariance and the domain Markov property.

The SLE-curves fall into three phases depending on \(\kappa\) \cite{lawler2004conformally,rischel2005scaling}. If \(\kappa \in (0, 4]\), \(\eta\) is almost surely a simple curve. If \(\kappa \in (4, 8]\), \(\eta\) is almost surely self-intersecting and hits \(\mathbb{R}\). If \(\kappa > 8\), \(\eta\) is almost surely space-filling.

In relation to critical systems, an SLE-curve is typically a candidate for a scaling limit of a cluster interface in a critical lattice system and, in some models including the critical percolation \cite{smirnov2001scaling}, the uniform spanning tree and the related loop-erased random walk \cite{lawler2004conformally}, the critical Ising model \cite{cardy2014scaling}, this property has been proved. In this context of critical systems, it is natural to extend the notion of SLE so to describe random multiple curves, which is where the notion of multiple SLE takes place. There are several formulations of multiple SLE, especially two local formulations; one way is to define a multiple SLE as a collection of commuting Loewner chains \cite{dubedat2007loewner}, and the other way is to consider the multiple Loewner equation

\begin{equation}
\frac{d}{dt} g_t(z) = \sum_{i=1}^{N} \frac{2}{g_t(z) - X_t^{(i)}}, \quad t \geq 0, \quad g_0(z) = z \in \mathbb{H}
\end{equation}

(1.2)

driven by \(N\) continuous stochastic processes \(\left(X_t^{(i)} : t \geq 0\right), \ i = 1, \ldots, N\) as was first introduced in \cite{brownian2005$. (Yet another formulation of multiple SLE \cite{kapovich2007loewner,lawler2009loewner} is referred to as global.) These days, the definition as commuting Loewner chains has been more often adopted in literatures (e.g. in \cite{perry2019conformal,kargol2019conformal,kargol2020conformal,izyurov2020conformal}). In fact, the definition is sufficient as far as the probability law of multiple curves is concerned, and more convenient to analyze since each curve can be studied separately. On the other hand, we can only count few papers \cite{graham2007loewner,rischel2017loewner,henricsson2018loewner} where the multiple Loewner equation is discussed, and little is known about basic properties of its solution. The study of the multiple Loewner equation was initiated by Cardy in \cite{cardy2003loewner} in the radial case under the motivation of understanding multiple cluster interfaces. An advantage of the multiple Loewner equation is that it is more natural in the context of complex analysis and makes clearer sense as a dynamical system. Furthermore, the multiple Loewner equation manifests the potential interrelation between cluster interfaces and many particle systems as was already pointed out in \cite{cardy2003loewner}. These aspects of the multiple Loewner equation motivate us to study it in the present paper.

Before formulating our problem, let us see a general property of the solution to the multiple Loewner equation (1.2). For each \(z \in \mathbb{H}\), we define a stopping time \(\tau_z := \sup \{ t \geq 0 : \text{The solution of (1.2) is well defined up to } t, \ g_t(z) \in \mathbb{H} \}\),

and for each \(t \geq 0\), we set \(K_t := \{ z \in \mathbb{H} : \tau_z \leq t \}\). Then at each \(t \geq 0\), \(g_t\) is the hydrodynamically normalized conformal map from \(\mathbb{H} \setminus K_t\) to \(\mathbb{H}\).

### 1.2. Problem setting

Let us fix \(N \in \mathbb{N}\), \(\beta \geq 0\). The \(N\)-particle Dyson’s Brownian motion model of parameter \(\beta\) is the system of stochastic differential equations (SDEs)
Remark 1.1. It is natural to perform a time change of Dyson’s Brownian motions to obtain driving processes as an analogy to the case of the ordinary SLE. On the other hand, it is more non-trivial that the strength of the interaction is fixed at $\beta = 8/\kappa$. This phenomenon has been repeatedly observed in literatures [Car03, BBK05, Dub07] and is understood as a consequence of the fact that the multiple SLE is consistent with a critical system. In fact, we will rely on coupling of multiple SLE and Gaussian free field (GFF), a representing example of critical system.

Remark 1.2. In [BBK05, Dub07], the authors studied conditions on a multiple SLE so that it describes multiple cluster interfaces of a critical system. In consequence, they found that multiple driving processes must be determined by a single partition function. From this perspective, the system of SDEs (1.4) should be expressed as [BBK05]

\[
dX^{(i)}_t = \sqrt{\kappa} dB^{(i)}_t + \kappa (\partial_x \log Z) \left( X^{(1)}_t, \ldots, X^{(N)}_t \right) dt + \frac{2 dt}{\sum_{j \neq i} \sqrt{X^{(i)}_t - X^{(j)}_t}},
\]

$t \geq 0,$ $i = 1, \ldots, N,$

where $Z = Z(x_1, \ldots, x_N)$ is the partition function given by

\[
Z(x_1, \ldots, x_N) = \prod_{1 \leq i < j \leq N} |x_i - x_j|^{2/\kappa}, \quad x_i \in \mathbb{R}, \ i = 1, \ldots, N, \ \ x_i \neq x_j, \ i \neq j.
\]
The goal of the present paper is to prove the following theorem:

**Theorem 1.3.** For each \( i = 1, \ldots, N \), almost surely, the limit \( \eta^i(t) = \lim_{\varepsilon \downarrow 0} g^{-1}_t(X^i_t + \sqrt{-1\varepsilon}) \) exists for all \( t \geq 0 \) and \( \lim_{t \to \infty} |\eta^i(t)| = \infty \). Furthermore,

- (1) if \( \kappa \in (0, 4] \), \( \eta^i(t), i = 1, \ldots, N \) are almost surely simple disjoint curves such that \( \eta^i(0, \infty) \subset \mathbb{H}, i = 1, \ldots, N \),
- (2) if \( \kappa \in (4, 8) \), \( \eta^i(t), i = 1, \ldots, N \) are almost surely continuous curves that intersect themselves and \( \mathbb{R} \),
- (3) if \( \kappa = 8 \), \( \eta^i(t), i = 1, \ldots, N \) are almost surely space filling continuous curves.

**Remark 1.4.**

- (1) Theorem 1.3 implies that, at each \( t \geq 0 \), the domain \( \mathbb{H} \setminus K_t \) is the unbounded component of \( \mathbb{H} \setminus \bigcup_{i=1}^N \eta^i(0, t) \).
- (2) Even if \( \kappa > 4 \), two curves do not cross each other. Indeed, crossing of curves contradicts the continuity of the driving processes.
- (3) If \( \kappa > 4 \), each curve \( \eta^i(t), i = 1, \ldots, N \) hits the next curves, but does not hit the second next curves. In fact, if it hits a second next curve, then it contradicts the fact that the next curve in between goes to infinity.

### 1.3. Strategy

Before illustrating our strategy to prove Theorem 1.3, let us consider an alternative one that can be employed when \( \kappa \in (0, 4] \). As we have already mentioned, there are two distinguished (local) formulations of multiple SLE; the commuting family of Loewner chains [Dub07] and the multiple Loewner evolution [BBK05]. A possible strategy is to prove the equivalence between these two formulations. In fact, they can be shown to be equivalent at the infinitesimal level by means of the generators of the relevant Markov processes though an explicit proof has not appeared to the authors’ knowledge. It is well-known that each member of a commuting Loewner chain of parameter \( \kappa \) is absolutely continuous with respect to the SLE(\( \kappa \)). Therefore, what happens almost surely to SLE(\( \kappa \)) happens almost surely to the members of the commuting Loewner chains. In consequence, we can study the random geometry generated by the multiple SLE regardless of how it is formulated.

The significant assumption in the above argument is that the commuting family of Loewner chains defines multiple curves, or in other words, the infinitesimal commutation relations among Loewner chains are enhanced to the finite ones. Note that, however, infinitesimal commutation relations can be integrated to finite ones under the assumption that the curves generated by the Loewner chains are separated, which is valid only when \( \kappa \in (0, 4] \). Only in such a case, the infinitesimal equivalence of the two formulations of multiple SLE is also integrated.

We hope to go further beyond this restriction. Indeed, under the assumption that curves are separated, it is in principle impossible to study if two curves touch each other or not, as is stated in Theorem 1.3. For that purpose, we have to employ another method to ensure the existence of multiple curves. Below, we describe our strategy to prove Theorem 1.3.

We rely on the notion of coupling between multiple SLE and GFF, which has been studied in [Dub09b, MS16]. The relevant GFF is given by

\[
(1.5) \quad h = H - \frac{2}{\sqrt{\kappa}} \sum_{i=1}^N \arg(\cdot - X^i),
\]
where $H$ is the zero-boundary GFF on $\mathbb{H}$, the function $\arg$ takes values in $(0, \pi)$, and $X_i \in \mathbb{R}$, $i = 1, \ldots, N$, which are supposed to give initial conditions of Dyson’s Brownian motions, are distinct. Note that the GFF (1.3) is the only possibility that can be coupled with multiple SLE when $\kappa \neq 4$ [Kos21]. In [KMi13], it is understood that the GFF (1.3) is a combination of a central charge deformation of the zero-boundary GFF and an insertion of primary fields in the language of conformal field theory.

It is worth noting that the coupling between SLE and GFF has been studied in many other different settings; different domains and different boundary conditions in e.g. [IK13, QW18, BKT18].

For each $i = 1, \ldots, N$, a random continuous curve $\gamma_i^{(i)} : [0, \infty) \to \mathbb{H}$ such that $\gamma_i^{(i)}(0) = X_i$ is characterized by the coupling property with the GFF $h$. Furthermore, under this coupling, the curve, $\gamma_i^{(i)}$, is determined by the GFF $h$ and is called the flow line of $h$ starting at $X_i$. Therefore, it is ensured that there is a probability law of multiple curves $(\gamma_i^{(i)} : i = 1, \ldots, N)$ that is determined by the GFF. Our strategy consists of two steps:

**Step 1:** Show that the random multiple curves $(\gamma_i^{(i)} : i = 1, \ldots, N)$ exhibit the analogous properties as those in Theorem 1.3.

**Step 2:** Show that the random geometry generated by $(\gamma_i^{(i)} : i = 1, \ldots, N)$ agrees in probability law with that generated by the $N$-SLE($\kappa$) driven by Dyson’s Brownian motions $(g_t : t \geq 0)$.

As we will see in the rest of the paper, both of these steps are completed as consequences of the preceding work [MS16], the Step 2 gives a new insight on study of multiple SLE. Let us describe these steps in more precise language.

**Step 1.** It should be obvious that the goal of this step is to prove the following statements.

**Proposition 1.5.** We have $\lim_{t \to \infty} |\gamma_i^{(i)}(t)| = \infty$ a.s. for every $i = 1, \ldots, N$. Furthermore,

1. if $\kappa \in (0, 4)$, $\gamma_i^{(i)}, i = 1, \ldots, N$ are almost surely disjoint simple curves such that $\gamma_i^{(i)}(0, \infty) \subset \mathbb{H}$, $i = 1, \ldots, N$,
2. if $\kappa \in (4, 8)$, $\gamma_i^{(i)}, i = 1, \ldots, N$ almost surely intersect themselves and $\mathbb{R}$,
3. if $\kappa = 8$, $\gamma_i^{(i)}, i = 1, \ldots, N$ are almost surely space-filling.

We will prove Proposition 1.5 in Section 3. The idea closely follows [MS16], where we will consider conditional laws of a single curve given the others taking advantage of the coordinate-free formulation of the coupling (see Proposition 3.3).

**Step 2.** Note that, for each $i = 1, \ldots, N$, the curve $\gamma_i^{(i)}$ naturally carries a parametrization $s_i \geq 0$ in such a way that the half-plane capacity (see Sect. 2 for definition) of $\gamma_i^{(0, s_i]}$ is $2s_i$. Suppose that the curves $\gamma_i^{(i)}$, $i = 1, \ldots, N$ are adapted to filtrations $(\mathcal{F}_s^{(i)})_{s_i \in \mathbb{R}_{\geq 0}}, i = 1, \ldots, N$, respectively. When we set, for each $N$-tuple $\underline{s} = (s_1, \ldots, s_N) \in \mathbb{R}^N_{\geq 0}$, the $\sigma$-algebra $\mathcal{F}_\underline{s} = \bigvee_{i=1}^N \mathcal{F}_s^{(i)}$, then the collection $(\mathcal{F}_\underline{s})_{\underline{s} \in \mathbb{R}^N_{\geq 0}}$ is a multi-parametric filtration of $\sigma$-algebras with respect to the natural partial order on $\mathbb{R}^N_{\geq 0}$. The next task is to make these parameters depend on a single parameter.
Lemma 1.6. There exist unique functions \( \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0} \); \( t \mapsto s_i(t) \), \( i = 1, \ldots, N \) such that the following property holds. At each \( t \geq 0 \), define the subset \( \bar{K}_t \subset \mathbb{H} \) so that \( \mathbb{H} \setminus \bar{K}_t \) is the unbounded component of \( \mathbb{H} \setminus \bigcup_{i=1}^{N} \gamma_i(0, s_i(t)) \) and let \( \tilde{g}_t : \mathbb{H} \setminus \bar{K}_t \to \mathbb{H} \) be the hydrodynamically normalized conformal map. Then, the family of conformal maps \( (\tilde{g}_t : t \geq 0) \) solves the multiple Loewner equation

\[
\frac{d}{dt} \tilde{g}_t(z) = \sum_{i=1}^{N} 2 \left( \tilde{g}_t(z) - \tilde{X}_t^{(i)} \right), \quad t \geq 0, \quad \tilde{g}_0(z) = z,
\]

where \( \tilde{X}_t^{(i)} = \tilde{g}_t(\gamma_i(s_i(t))) \), \( i = 1, \ldots, N \). Furthermore, \( s_i(t) \to \infty \) as \( t \to \infty \), \( i = 1, \ldots, N \).

Remarkably, the numerators of the summands are normalized as 2.

The remaining task is to show that the driving processes \( \left( \tilde{X}_t^{(i)} : t \geq 0 \right) \), \( i = 1, \ldots, N \) give a weak solution to the system of SDEs (1.4), which is stated as follows:

Lemma 1.7. At each \( t \geq 0 \), \( \mathbb{F}(t) = (s_1(t), \ldots, s_N(t)) \) is an \( \mathcal{F}_{\mathbb{R}_{\geq 0}} \)-stopping time, and when we set \( \mathcal{F}_t = \mathcal{F}_{\mathbb{R}_{\geq 0}}(t) \), \( t \geq 0 \), the collection \( \left( \mathcal{F}_t \right)_{t \geq 0} \) forms a filtration of \( \sigma \)-subalgebras. The processes \( \left( \tilde{X}_t^{(i)} : t \geq 0 \right) \), \( i = 1, \ldots, N \) are adapted to this filtration and satisfy the system of SDEs (1.4).

Lemmas 1.6 and 1.7, which will be proved in Sect. 4, prove Theorem 1.3.

Proof of Theorem 1.3. Since the probability laws of weak solutions to a system of SDEs coincide, the probability law of \( (\tilde{g}_t : t \geq 0) \) agrees with that of \( (\bar{g}_t : t \geq 0) \). Then, the properties listed in Theorem 1.3 are manifest from Proposition 1.5. \( \square \)

We close Introduction with a few comments. The coupling of the GFF (1.5) and the N-SLE(\( \kappa \)) was found and discussed in our previous works [KK20a, KK20b], that is, we found that the multiple SLE driven by the time change of \( N \) Dyson’s Brownian motions of parameter \( 8/\kappa \) satisfying (1.4) is coupled with the GFF (1.5). Lemmas 1.6 and 1.7 above give the converse assertion. In fact, they say that, if a Loewner chain \( (\bar{g}_t : t \geq 0) \) is coupled with the GFF (1.5), then the driving processes must satisfy the system of SDEs (1.4). Dyson’s Brownian motion model [Dys62] is one of the most studied models in dynamical extension of random matrix theory (RMT). We emphasize that Lemmas 1.6 and 1.7 are not only essential in the proof of Theorem 1.3 but also highlight potential interrelation between GFF and RMT.

In this paper, we focus on the case of \( \kappa \in (0, 8] \) when the driving processes are almost surely non-colliding. When \( \kappa > 8 \), the driving processes satisfying (1.4) are almost surely colliding. In this case, it is natural to expect that a solution can be continued after collision in a suitable manner so that the multiple SLE is coupled with the same GFF. It turned out, however, technically difficult to deal with this colliding regime in the same method relying on GFF. In fact, when \( \kappa > 8 \), the single parametrization in Lemma 1.6 will break down. It is not obvious that this event of breaking down of the single parametrization exactly corresponds to the collision of driving processes. Hence, it seems still challenging to the authors to study property of the N-SLE(\( \kappa \)) with \( \kappa > 8 \).

We also concentrate on the case when \( X_i, i = 1, \ldots, N \) in (1.5) are distinct. As we already noted, initial conditions of Dyson’s Brownian motions are not necessarily...
distinct. If two of initial conditions are identical, however, the method we employ in this paper relying on the coupling with GFF does not seem to be applied. We leave analysis of such cases in future work.

We have introduced our driving processes by setting the parameter of Dyson’s Brownian motion model at $\beta = 8/\kappa$. In the SLE side, $\text{SLE}(\kappa)$ and $\text{SLE}(\kappa')$ with $\kappa' = 16/\kappa$ are known to be dual to each other [Dub05, Zha08, Dub09a, Zha10]. In terms of the $\beta$-parameter, the two parameters $\beta = 8/\kappa$ and $\beta' = 8/\kappa'$ are related by $\beta = 4/\beta'$. It is remarkable that, for general $\beta$-ensembles, the static version of Dyson models, these two parameters are also regarded as dual [Des09, For10]. It would be an interesting direction to consider if these two kinds of duality can be incorporated in the framework of the coupling between multiple SLEs and GFFs.

Organization. The rest of the present paper is devoted to proofs of Proposition 1.5, Lemmas 1.6 and 1.7. In Sect. 2, we give preliminaries on complex analysis and GFF. In Sect. 3, we give a brief overview of the coupling of GFFs with Loewner chains followed by a proof of Proposition 1.5. In Sect. 4, we prove Lemmas 1.6 and 1.7 to complete the proof of Theorem 1.3.
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2. Preliminaries

2.1. Complex analysis. A bounded subset $K \subset \mathbb{H}$ is called a compact $\mathbb{H}$-hull if $K = \overline{K} \cap \mathbb{H}$ and $\mathbb{H} \setminus K$ is simply connected. For a compact $\mathbb{H}$-hull $K$, there exists a unique conformal map $g_K : \mathbb{H} \setminus K \to \mathbb{H}$ under the hydrodynamical normalization: $\lim_{z \to \infty} |g_K(z) - z| = 0$. The half-plane capacity of $K$ is defined by $\text{hcap}(K) := \lim_{z \to \infty} z(g_K(z) - z)$. Note that the half-plane capacity is positive and increasing in the sense that, if $K \subset K'$, then $\text{hcap}(K) \leq \text{hcap}(K')$ [Law05].

Let us recall two significant properties of the half-plane capacity: additivity and scaling properties [Law05]. Let $A \subset \mathbb{H}$ be a compact $\mathbb{H}$-hull and $B \subset \mathbb{H} \setminus A$ be a subset such that $A \cup B$ be a compact $\mathbb{H}$-hull. Then, $g_A(B) \subset \mathbb{H}$ is a compact $\mathbb{H}$-hull, and we have the additivity of the half-plane capacity:

$$\text{hcap}(A \cup B) = \text{hcap}(A) + \text{hcap}(g_A(B)).$$

For a positive number $\alpha > 0$, the dilatation $\psi_\alpha : \mathbb{H} \to \mathbb{H}$ is defined by $\psi_\alpha(z) = \alpha z$, $z \in \mathbb{H}$. For a compact $\mathbb{H}$-hull $A \subset \mathbb{H}$, its image $\psi_\alpha(A)$ under the dilation is again a compact $\mathbb{H}$-hull. The scaling property of the half-plane capacity is the property that

$$\text{hcap}(\psi_\alpha(A)) = \alpha^2 \text{hcap}(A).$$

Recall that the solution $(g_t : t \geq 0)$ of a multiple Loewner equation (1.2) is a family of conformal maps $g_t : \mathbb{H} \setminus K_t \to \mathbb{H}$, $t \geq 0$. It can be verified from continuity of the driving processes $(X_t^{(i)} : t \geq 0)$, $i = 1, \ldots, N$ that, at each $t \geq 0$, $K_t$ is almost surely a compact $\mathbb{H}$-hull. Furthermore, expanding both sides of (1.2) around $z = \infty$ and comparing the
coefficients of $z^{-1}$, we find that the half-plane capacities $\text{hcap}(K_t)$, $t \geq 0$ satisfy the
ordinary differential equation
\[
\frac{d}{dt}\text{hcap}(K_t) = 2N, \quad t \geq 0, \quad \text{hcap}(K_0) = 0.
\]
In other words, they are given by $\text{hcap}(K_t) = 2Nt$, $t \geq 0$.

2.2. **GFF terminology.** Let $D \subseteq \mathbb{C}$ be an open subset with harmonically non-trivial boundary, which implies that a Brownian motion starting at a point in $D$ almost surely hits the boundary $\partial D$. We write $C_0^\infty(D)$ for the space of $C^\infty$ functions compactly supported in $D$, which we equip with the Dirichlet inner product
\[
\langle f, g \rangle_D = \int_D (\nabla f) \cdot (\nabla g), \quad f, g \in C_0^\infty(D).
\]
The Hilbert space completion of $C_0^\infty(D)$ with respect to the inner product $(\cdot, \cdot)_D$ is denoted by $W(D)$. Let us fix a complete orthonormal system $\{\phi_n\}_{n \in \mathbb{N}}$ of $W(D)$ and take i.i.d. normal Gaussian random variables $\alpha_n$, $n \in \mathbb{N}$ defined on a probability space $(\Omega_{\text{GFF}}, \mathcal{F}_{\text{GFF}}, \mathbb{P}_{\text{GFF}})$. We write the expectation value under the probability measure $\mathbb{P}_{\text{GFF}}$ as $\mathbb{E}_{\text{GFF}}$. The zero-boundary GFF on $D$ is defined by (see e.g. [MS16])
\[
H = \sum_{n \in \mathbb{N}} \alpha_n \phi_n,
\]
which almost surely converges in a space of distributions with test functions in $C_0^\infty(D)$. Hence, for $f \in C_0^\infty(D)$, the pairing $(H, f)$ is well-defined, where $(\cdot, \cdot)$ may be regarded as the standard $L^2$ inner product. Then, motivated by the integration by parts, we may define
\[
(H, f)_{\text{GFF}} := -\frac{1}{2\pi} (H, \Delta f), \quad f \in C_0^\infty(D).
\]
This extends to the whole $W(D)$ so that $(H, f)_{\text{GFF}}$ is well-defined for $f \in W(D)$. We also have
\[
\mathbb{E}_{\text{GFF}}[(H, f)_{\text{GFF}}] = (f, g)_{D}, \quad f, g \in W(D).
\]
Hence, this defines an isometry $(H, \cdot)_{\text{GFF}} : W(D) \rightarrow L^2(\Omega_{\text{GFF}}, \mathcal{F}_{\text{GFF}}, \mathbb{P}_{\text{GFF}})$. We can assume that the $\sigma$-algebra $\mathcal{F}_{\text{GFF}}$ is generated by $(H, f)_{\text{GFF}} f \in W(D)$, and have the Wiener chaos decomposition [Jan97, She07],
\[
L^2(\Omega_{\text{GFF}}, \mathcal{F}_{\text{GFF}}, \mathbb{P}_{\text{GFF}}) \simeq \bigoplus_{n=0}^{\infty} W(D)^{\otimes n},
\]
where $W(D)^{\otimes n}$ is the $n$-fold symmetric tensor product of $W(D)$.

Let $U \subseteq D$ be an open subset. We may regard $W(U)$ as a closed subspace of $W(D)$ and can restrict the GFF $H$ on $D$ to $U$. The orthogonal complement $W^\perp(U) \subset W(D)$ consists of functions that are harmonic on $U$. We define a $\sigma$-subalgebra $\mathcal{F}_{U}^{\text{GFF}}$ generated by $H|_U$, equivalently, generated by $(H, f)$, $f \in C_0^\infty(U)$. The conditional expectation $\mathbb{E}_{\text{GFF}}[\cdot | \mathcal{F}_{U}^{\text{GFF}}] : L^2(\Omega_{\text{GFF}}, \mathcal{F}_{\text{GFF}}, \mathbb{P}_{\text{GFF}}) \rightarrow L^2(\Omega_{\text{GFF}}, \mathcal{F}_{U}^{\text{GFF}}, \mathbb{P}_{\text{GFF}})$ is realized in the Wiener chaos decomposition [23] by the projection induced by $W(D) \rightarrow W(U)$. For a closed subset $K \subset D$, we write $\mathcal{F}_{K}^{\text{GFF}}$ for the $\sigma$-subalgebra generated by the projection of $H$ onto $W^\perp(D \setminus K)$. Then the conditional expectation $\mathbb{E}_{\text{GFF}}[\cdot | \mathcal{F}_{K}^{\text{GFF}}]$ is associated with the projection $W(D) \rightarrow W^\perp(D \setminus K)$ in the Wiener chaos decomposition [23].
According to the orthogonal decomposition $W(D) = W(U) \oplus W^\perp(U)$, we write $H = H_U + H_{U^c}$, where $H_U$ and $H_{U^c}$ are independent random distributions such that (1) $H_U$ is the zero-boundary GFF on $U$ and vanishes outside $U$, and (2) $H_{U^c}$ is harmonic on $U$. Hence, we have the Markov property stated as follows:

**Proposition 2.1** (Markov property). For a subdomain $U \subset D$, the conditional law of $H|_U$ given $\mathcal{F}^\text{GFF}_D(U)$ is that of the zero-boundary GFF $H_U$ plus the harmonic extension of $H|_{\partial U}$ onto $U$.

### 3. Flow lines of Gaussian free field

#### 3.1. Configurations and boundary conditions.

Let $D \subseteq \mathbb{C}$ be a simply connected domain, $N \in \mathbb{N}$, and $x_1, \ldots, x_N$ and $y$ be distinct boundary points aligned counterclockwise in this order. We call a set of these data $\mathcal{C} = (D; x_1, \ldots, x_N; y)$ a configuration following [Dub09]. An equivalence from a configuration $\mathcal{C} = (D; x_1, \ldots, x_N; y)$ to another $\mathcal{C}' = (D'; x'_1, \ldots, x'_N; y')$ is an conformal map $\psi: D \to D'$ such that $\psi(x_i) = x'_i$, $i = 1, \ldots, N$ and $\psi(y) = y'$. In this case, we informally write $\psi: \mathcal{C} \to \mathcal{C}'$ or $\mathcal{C}' = \psi(\mathcal{C})$.

Given real numbers $a_1, \ldots, a_N$, and $\chi$, we call $(a, \chi)$ a set of boundary conditions and define, for each configuration $\mathcal{C} = (D; a, y)$, a harmonic function $h_{\mathcal{C},(a,\chi)}$ on $D$ in the following procedure. For $\mathcal{C} = (\mathbb{H}; x_1, \ldots, x_N; \infty)$, we set

$$h_{\mathcal{C},(a,\chi)}(z) := \sum_{i=1}^N a_i \arg(z - X_i), \quad z \in \mathbb{H}.$$ 

For another configuration $\mathcal{C}' = (D; x_1, \ldots, x_N; y)$ equivalent to $\mathcal{C} = (\mathbb{H}; x_1, \ldots, x_N; \infty)$, we take an equivalence $\psi: \mathcal{C}' \to \mathcal{C}$ and set $h_{\mathcal{C}',(a,\chi)} := h_{\mathcal{C},(a,\chi)} \circ \psi - \chi \arg \psi'$, where $\psi'$ is the derivative of $\psi$ in $z \in D$. When $N \geq 2$, such an equivalence $\psi$ is unique if exists. Even if it is not unique when $N = 1$, the harmonic function $h_{\mathcal{C}',(a,\chi)}$ is well-defined. A pair $([\mathcal{C}], (a, \chi))$ of an equivalence class of configurations and a set of boundary conditions is essentially the same object as what is called an imaginary surface in [MS16].

**Definition 3.1.** A random distribution $h$ on $D$ with test functions in $C^0_c(D)$ is called a GFF if there exists a configuration $\mathcal{C} = (D; x_1, \ldots, x_N; y)$ and a set of boundary conditions $(a, \chi)$ such that $h \overset{\text{law}}{=} H + h_{\mathcal{C},(a,\chi)}$, where $H$ is the zero-boundary GFF on $D$. In this case, we also say that $h$ is the GFF on $\mathcal{C}$ under the boundary conditions $(a, \chi)$.

Since the restriction of a harmonic function to a subdomain is harmonic, the Markov property of a GFF is obvious; for a GFF $h$ on $D$ and any subdomain $U \subset D$, the conditional law of $h|_U$ given $\mathcal{F}^\text{GFF}_{(D,U)}$ is the same as that of the zero-boundary GFF on $U$ plus the harmonic extension of $h|_{\partial U}$ onto $U$. It is not, however, ensured that $h|_U$ given $\mathcal{F}^\text{GFF}_{(D,U)}$ is a GFF on $U$ in the sense of Definition 3.1 i.e., there exists a configuration $\mathcal{C} = (U; x; y)$ and a set of boundary conditions $(a, \chi)$ so that the conditional law of $h|_U$ given $\mathcal{F}^\text{GFF}_{(D,U)}$ agrees with that of $H_U + h_{\mathcal{C},(a,\chi)}$.

#### 3.2. Coupling: generality.

The usual notion of a Loewner chain in a domain refers to an increasing closed subsets evolving from the boundary. Let us introduce its generalization, a *Loewner chain in a configuration*, which avoids the other boundary points than the one it starts from.
Definition 3.2. Fix an arbitrary $i \in \{1, \ldots, N\}$. A Loewner chain in a configuration $\mathcal{C} = (D; x_1, \ldots, x_N; y)$ starting at $x_i$ is a family of increasing subsets $(K_t^{(i)} \subset D : t \geq 0)$ such that:

1. it is generated by a continuous non-crossing curve $\gamma^{(i)} : [0, \infty) \to \mathbb{T}$ starting at $\gamma^{(i)}(0) = x_i$ so that, at each $t \geq 0$, $D \setminus K_t^{(i)}$ is the connected component of $D \setminus \gamma^{(i)}(0, t]$ whose closure contains $y$.

2. it does not hit $x_j$, $j \neq i$ and $y$, i.e., $x_j \notin \overline{K_t^{(i)}}$, $j \neq i$ and $y \notin \overline{K_t^{(i)}}$ for any $t \geq 0$.

Let $\mathcal{U} = (D; x_1, \ldots, x_N; y)$ be a configuration and fix arbitrarily $i \in \{1, \ldots, N\}$. We write $\mathcal{U}^{(i)}$ for the collection of open neighborhoods of $x_i$ in $D$ equipped with the natural partial order with respect to the inclusion relation. Let $(\mathcal{F}_{\mathcal{U}}^{(i)})_{U \in \mathcal{U}^{(i)}}$ be a filtration of $\sigma$-algebras labelled by $\mathcal{U}^{(i)}$. An $\mathcal{F}_{\mathcal{U}}^{(i)}$-GFF is a GFF $h$ on $D$ such that, for any $U \in \mathcal{U}^{(i)}$, $\mathcal{F}_{\mathcal{U}}^{(i)} \subset \mathcal{F}_{\mathcal{U}}$, and $h|_{D \setminus \mathcal{T}}$ is conditionally independent of $\mathcal{F}_{\mathcal{U}}^{(i)}$ given $\mathcal{F}_{\mathcal{U}}^{\mathcal{GFF}}$ (Note that the conditional independence from $\mathcal{F}_{\mathcal{U}}^{\mathcal{GFF}}$ follows from the Markov property). We say that a Loewner chain $(K_t^{(i)} : t \geq 0)$ in $\mathcal{C}$ starting at $x_i$ is $\mathcal{F}_{\mathcal{U}}^{(i)}$-adapted if, for any $U \in \mathcal{U}^{(i)}$, its first exit time from $U$ is $\mathcal{F}_{\mathcal{U}}^{(i)}$-measurable. Suppose that the Loewner chain $(K_t^{(i)} : t \geq 0)$ is generated by a curve $\gamma^{(i)}$. At any $t \geq 0$, we set $D^{(i)} := D \setminus K_t^{(i)}$ and $\mathcal{U}^{(i)} := (D^{(i)}; x_1, \ldots, \gamma^{(i)}(t), \ldots, x_N; y)$. Given a set of boundary conditions $(\mathcal{A}, \chi)$, we consider the following problem referred to as the coupling problem: find a filtered probability space $\left( \Omega, (\mathcal{F}_{\mathcal{U}}^{(i)})_{U \in \mathcal{U}^{(i)}}, \mathbb{P} \right)$ on which a GFF $h$ and a Loewner chain $(K_t^{(i)} : t \geq 0)$ in $\mathcal{C}$ starting at $x_i$ are defined, such that

- the GFF $h$ is an $\mathcal{F}_{\mathcal{U}}^{(i)}$-free field,
- the Loewner chain $(K_t^{(i)} : t \geq 0)$ is $\mathcal{F}_{\mathcal{U}}^{(i)}$-adapted,
- we have

\[
\mathbb{E} \left[ h|_{D^{(i)}} \left| \mathcal{F}_{K_t^{(i)}}^{\mathcal{GFF}} \right. \right] = h_\mathcal{U}^{(i)}(\mathcal{A}, \chi), \quad t \geq 0,
\]

where $\mathbb{E}$ denotes the expectation value under the probability measure $\mathbb{P}$.

Recall that the conditional expectation value with respect to $\mathcal{F}_{K_t^{(i)}}^{\mathcal{GFF}}$ takes the harmonic function part of the restriction $h|_{D^{(i)}}$. Hence, the last condition is equivalent to that the conditional law of $h|_{D^{(i)}}$ given $K_t^{(i)}$ agrees with that of the zero boundary GFF on $D^{(i)}$ plus the harmonic function $h_\mathcal{U}^{(i)}(\mathcal{A}, \chi)$. Note that, at the initial time $t = 0$, we must have $h = (\text{law}) \mathcal{H} + h_\mathcal{U}^{(i)}(\mathcal{A}, \chi)$, where $\mathcal{H}$ is the zero-boundary GFF on $D$, i.e., $h$ is the GFF on $\mathcal{C}$ under the boundary conditions $(\mathcal{A}, \chi)$.

Significantly, as was noticed in [Dub09b], the above coupling problem is coordinate-free in the following sense.

Proposition 3.3. Let $\mathcal{C}' = (D; x_1, \ldots, x_N; y)$ be a configuration equivalent to $\mathcal{C} = (\mathbb{H}; X_1, \ldots, X_N; \infty)$ under an equivalence $\psi : \mathcal{C}' \to \mathcal{C}$, and let $i \in \{1, \ldots, N\}$ be fixed. Suppose that we have a Loewner chain $(K_t^{(i)} : t \geq 0)$ in $\mathcal{C}$ starting at $X_i$ and that the pair $\left( h = H + h_\mathcal{U}^{(i)}(\mathcal{A}, \chi), (K_t^{(i)} : t \geq 0) \right)$, where $H$ is the zero-boundary GFF on $\mathbb{H}$, gives a solution to the coupling problem for $\mathcal{C}$. Let $H'$ be the zero-boundary GFF on $D$ and
set \( h' = H' + \mathfrak{h}_{\psi^{-1}(\mathcal{C})} \). Then, the pair \( \left( h', \left( \psi^{-1}(K_{t}^{(i)}): t \geq 0 \right) \right) \) gives a coupling for \( \mathcal{C}' \) under the same set of boundary conditions \((a, \chi)\).

**Proof.** Using the family of conformal maps \((g_{t}^{(i)}: t \geq 0)\) associated with \((K_{t}^{(i)}: t \geq 0)\), we have

\[
\mathbb{E} \left[ h'_{\mathbb{H}_{t}^{(i)}} \left| \mathcal{T}^{\text{GFF}}_{K_{t}^{(i)}+} \right] = \sum_{j=1}^{N} a_{j} \arg \left( g_{t}^{(i)}(\cdot) - X_{t}^{(j)} \right) - \chi \arg (g_{t}^{(i)}(\cdot)', \ t \geq 0,
\]

where \( X_{t}^{(j)} = g_{t}^{(i)}(X_{j}), j = 1, \ldots, N \). Note that the composition \( g_{t}^{(i)} \circ \psi \) is an equivalence from \( \psi^{-1}(\mathbb{H}_{t}^{(i)}) \) to \( \mathcal{C} \), implying that

\[
\mathfrak{h}_{\psi^{-1}(\mathbb{H}_{t}^{(i)})} = \sum_{j=1}^{N} a_{j} \arg \left( g_{t}^{(i)}(\cdot) - X_{t}^{(j)} \right) - \chi \arg (g_{t}^{(i)}(\cdot)') \circ \psi - \chi \arg (\psi' (\cdot)), \ t \geq 0.
\]

In particular, we have \( \mathfrak{h}_{\mathbb{H}_{t}^{(i)}} = \mathfrak{h}_{\mathbb{H}_{t}^{(i)}} \circ \psi - \chi \arg (\psi' (\cdot)) \). Noticing the conformal invariance of the zero-boundary GFF, we have

\[
h'_{\mathbb{H}_{t}^{(i)}} \stackrel{(\text{law})}{=} (H + \mathfrak{h}_{\mathbb{H}_{t}^{(i)}}) \circ \psi - \chi \arg (\psi'),
\]

conditioned over \( K_{t}^{(i)} \). Since \( (H \circ g_{t}^{(i)}) \circ \psi \) is the zero-boundary GFF on \( \psi^{-1}(\mathbb{H}_{t}^{(i)}) \), we observe that

\[
\mathbb{E} \left[ h'_{\mathbb{H}_{t}^{(i)}} \left| \mathcal{T}^{\text{GFF}}_{\psi^{-1}(K_{t}^{(i)}+)} \right] = \mathfrak{h}_{\psi^{-1}(\mathbb{H}_{t}^{(i)}) \circ \psi - \chi \arg (\psi')}, \ t \geq 0.
\]

Therefore, the desired property holds. \( \square \)

Due to Proposition 3.3, we can specialize our attention to the case of \( \mathcal{C} = (\mathbb{H}; X_{1}, \ldots, X_{N}; \infty) \) without any loss of generality as long as a single Loewner chain is concerned.

### 3.3. Flow lines

In the rest of the paper, we consider a specific set of boundary conditions \( a_{i} = -\frac{2}{\sqrt{\kappa}}, i = 1, \ldots, N \) and \( \chi = \frac{2}{\sqrt{\kappa}} - \frac{\sqrt{\kappa}}{2} \). Observe that the GFF \( h \) in (1.5) is the one on \( \mathbb{H} \) under these boundary conditions. We see that there is a Loewner chain in \( \mathcal{C} = (\mathbb{H}; X_{1}, \ldots, X_{N}; \infty) \) starting at each \( X_{i}, i = 1, \ldots, N \) coupled with this GFF \( h \).

Let us arbitrarily fix \( i \in \{1, \ldots, N\} \), and consider a curve \( \gamma^{(i)}: [0, \infty) \to \mathbb{H} \) such that \( \gamma^{(i)}(0) = X_{i} \) that is generated by the SLE\((\kappa, \rho)\) with \( \rho = (2, \ldots, 2) \) as follows [Dub07].Suppose that \( (g_{t}^{(i)}: t \geq 0) \) satisfies the Loewner equation

\[
\frac{d}{dt} g_{t}^{(i)}(z) = \frac{2}{g_{t}^{(i)}(z) - \xi_{t}^{(i)}}, \ t \geq 0, \quad g_{0}^{(i)}(z) = z \in \mathbb{H},
\]
where

$$
\xi^{(i)}_t = X_i + \sqrt{\kappa} B_t^{(i)} + \sum_{j:j \neq i} \int_0^t \frac{2ds}{\xi^{(i)}_s - \xi^{(i,j)}_s},
$$

$$
\zeta^{(i,j)}_t = X_j + \int_0^t \frac{2ds}{\zeta^{(i,j)}_s - \zeta^{(i)}_s}, \quad j \neq i, \ t \geq 0.
$$

Here, \((B_t^{(i)}: t \geq 0)\) is a standard Brownian motion. We write \((K^{(i)}_t: t \geq 0)\) for the increasing family of compact \(\mathbb{H}\)-hulls generated by \((g^{(i)}_t: t \geq 0)\), i.e., \(\mathbb{H}\setminus K^{(i)}_t\) is the unbounded component of \(\mathbb{H}\setminus \gamma^{(i)}(0,t)\) at each \(t \geq 0\). We also suppose that these processes are adapted to a filtration \((\mathcal{F}^{(i)}_t)_{t \geq 0}\). Then, the family \((K^{(i)}_t: t \geq 0)\) is a Loewner chain in \(\mathcal{C} = (\mathbb{H}; X_1, \ldots, X_N; \infty)\) starting at \(X_i\). Indeed, the following property follows from a special case of the arguments in [KP16, Appendix A] and the fact that the Bessel process of dimension \(d\) almost surely does not hit 0 if \(d \geq 2\) (see e.g. [Kat15, Theorem 1.1]):

**Proposition 3.4** ([KP16 Proposition A.5]). Let \(i \in \{1, \ldots, N\}\) be fixed. Then, for each \(j \neq i\), the process \((\xi^{(i)}_t - \zeta^{(i,j)}_t: t \geq 0)\) is absolutely continuous with respect to a time change of the Bessel process of dimension \(8/\kappa + 1 \geq 2\). In particular, it almost surely does not hit 0.

Therefore, the conditions \(X_j \not\in K^{(i)}_t, \ j \neq i, \ t \geq 0\) are satisfied. To describe the coupling, we write \(h_t^{(i)} = h^{(i)}_{\xi^{(i)}_t, \xi^{(i,j)}_t}\), or explicitly,

$$
h^{(i)}_t(\cdot) := -\frac{2}{\sqrt{\kappa}} \arg \left( g^{(i)}_t(\cdot) - \xi^{(i)}_t \right) - \frac{2}{\sqrt{\kappa}} \sum_{j:j \neq i} \arg \left( g^{(i)}_t(\cdot) - \zeta^{(i,j)}_t \right) \arg (g^{(i)}_t)'(\cdot), \ t \geq 0,
$$

where \(\chi = \frac{2}{\sqrt{\kappa}} - \frac{2\sqrt{\kappa}}{\sqrt{2}}\). Then \(h^{(i)}_t\) is a harmonic function on \(\mathbb{H}\setminus K^{(i)}_t\) at each \(t \geq 0\). We also set \(h^{(i)}_t := H \circ g^{(i)}_t + h^{(i)}_0, \ t \geq 0\), where \(H\) is the zero-boundary GFF on \(\mathbb{H}\), and write \(h = h^{(i)}_0\). The coupling phenomenon is stated as follows [Dub09b, MS16]:

**Proposition 3.5.** Let \(h\) be the GFF in (1.7) and \(i \in \{1, \ldots, N\}\) be arbitrarily fixed. For any \(t \geq 0\), the conditional law of \(h_{\mathbb{H}\setminus K^{(i)}_t}\) given \(\mathcal{F}^+_t\) is the same as that of \(h_t^{(i)}\).

Moreover, the pair \(\left(h, (K^{(i)}_t: t \geq 0)\right)\) is a solution to the coupling problem.

Furthermore, we have the following [Dub09b, MS16]:

**Theorem 3.6.** For each fixed \(i \in \{1, \ldots, N\}\), the random curve \(\gamma^{(i)}\) is a deterministic functional of the GFF \(h\) in (1.3) so that \(\mathcal{F}^{(i)}_t = \mathcal{F}^{\text{GFF}}_{K^{(i)}_t}\) at each \(t \geq 0\).

When \(\kappa \in (0, 4)\), for each \(i = 1, \ldots, N\), the curve \(\gamma^{(i)}\) is referred to as the flow line of \(h\) starting at \(X_i\) in [MS16]. It was shown therein that the curve corresponding to the parameter \(\kappa' = 16/\kappa > 4\) can be realized in the same domain and called the counter flow line. When \(\kappa = 4\), each curve \(\gamma^{(i)}, i = 1, \ldots, N\) is named a contour line in [SS13] or a level line in [PW19]. For simplicity, in this paper, we call the curve a flow line regardless of the parameter \(\kappa\). Though in [MS16], the authors also analyzed the coupling for all
\[ \kappa > 0, \text{ we concentrate on the case of } \kappa \in (0,8) \text{ since, otherwise, the Loewner chain } (K_t^{(i)}: t \geq 0) \text{ cannot be in } \mathbb{C} = (\mathbb{H}; X_1, \ldots, X_N; \infty). \]

Let us state properties of \( \gamma^{(i)}, i = 1, \ldots, N \) that are deduced from the above arguments.

**Proposition 3.7.** For any \( \kappa \in (0,8) \) and \( i = 1, \ldots, N \), \( \lim_{t \to \infty} |\gamma^{(i)}(t)| = \infty. \) Furthermore,

1. when \( \kappa \in (0,4], \gamma^{(i)} \) is almost surely a simple curve such that \( \gamma^{(i)}(0,\infty) \subset \mathbb{H}, \)
2. when \( \kappa \in (4,8) \), \( \gamma^{(i)} \) is almost surely self-intersecting and hits the interval \( (X_{i-1}, X_{i+1}) \) (under the agreement that \( X_0 = -\infty \) and \( X_{N+1} = \infty \)).
3. when \( \kappa = 8 \), \( \gamma^{(i)} \) is almost surely space-filling away from \( (-\infty, X_{i-1}] \cup [X_{i+1}, \infty) \) (under the agreement that \( (-\infty, X_0] = [X_{N+1}, \infty) = \emptyset \)).

**Proof.** The property that \( \lim_{t \to \infty} |\gamma^{(i)}(t)| = \infty \) follows from Proposition 3.4 and Theorem 1.3. According to [MS16, Remark 2.3] (see also [Wer04] for a special case), our SLE(\( \kappa, \rho \)) with \( \kappa \in (0,8] \) and \( \rho = (2,\ldots,2) \) is absolutely continuous with respect to SLE(\( \kappa \)) up to any fixed \( t \). Therefore the remaining properties are consequences of the basic properties of SLE(\( \kappa \)) [RS09]. \( \square \)

### 3.4. Proof of Proposition 1.5

As a consequence of Theorem 3.6, we have a probability law of an \( N \)-tuple of random curves \( (\gamma^{(i)}: i = 1, \ldots, N) \), where, for each \( i = 1, \ldots, N \), \( \gamma^{(i)} \) is the flow line of the GFF \( h \) in (1.5) starting at \( X_i \) and is adapted to the filtration \( (\mathcal{F}_t^{(i)})_{t \geq 0} \). We are now at the position of proving Proposition 1.5.

**Proof of Proposition 1.5.** Owing to the fact that the coupling problem is coordinate free (Proposition 3.3), we can study a conditional law of \( \gamma^{(i)} \) with a fixed \( i \in \{1, \ldots, N\} \) given segments of other curves \( \gamma^{(j)}(0,\sigma_j) \) up to stopping times \( \sigma_j, j \neq i \). Let us write \( \mathbb{H}_\omega = \mathbb{H} \setminus \bigcup_{j \neq i} K^{(j)}_{\sigma_j} \). Then, it is a consequence of the coupling that the conditional law of \( \gamma^{(i)} \) is given by the Loewner chain starting at \( X_i \) in the configuration

\[ \mathbb{C}_\omega = \left( \mathbb{H}_\omega; \gamma^{(1)}_{\sigma_1}, \ldots, X_i, \ldots, \gamma^{(N)}_{\sigma_N}; \infty \right), \]

coupled with the GFF under the same set of boundary conditions \( (\eta, \chi) = (-\frac{2}{\sqrt{\kappa}}, \ldots, -\frac{2}{\sqrt{\kappa}}, \frac{2}{\sqrt{\kappa}} - \frac{2}{\sqrt{\kappa}}) \). Taking a conformal map \( \psi: \mathbb{H}_\omega \to \mathbb{H} \) that fixes \( \infty \), it is equivalent to consider the Loewner chain starting at \( \psi(X_i) \) in the configuration

\[ \psi(\mathbb{C}_\omega) = \left( \mathbb{H}; \psi(\gamma^{(1)}_{\sigma_1}), \ldots, \psi(X_i), \ldots, \psi(\gamma^{(N)}_{\sigma_N}); \infty \right) \]

coupled with the GFF under the same set of boundary conditions. Let us write the corresponding curve starting at \( \psi(X_i) \) as \( \gamma' \). Then, Proposition 3.7 implies the following properties of \( \gamma' \), and equivalently, those of the original \( \gamma^{(i)} \) conditioned over the other curves \( \gamma^{(j)}(0,\sigma_j), j \neq i \):

1. When \( \kappa \in (0,4] \), \( \gamma' \) is almost surely a simple curve in \( \mathbb{H} \) and \( \gamma'(0,\infty) \subset \mathbb{H} \). This means that \( \gamma^{(i)} \) conditioned over the segments of the other curves \( \gamma^{(j)}(0,\sigma_j), j \neq i \) do not hit these segments \( \gamma^{(j)}(0,\sigma_j), j \neq i \).
2. When \( \kappa \in (4,8) \), \( \gamma' \) is almost surely self-intersecting and hits the interval \( (\psi(\gamma^{(i)}_{\sigma_{i-1}}), \psi(\gamma^{(i)}_{\sigma_{i+1}})). \) These properties are equivalent to that the original \( \gamma^{(i)} \)
conditioned over the segments of the other curves \( \gamma^{(j)}(0, \sigma_j), j \neq i \) is self-intersecting and hits the right boundary of the segment \( \gamma^{(i-1)}(0, \sigma_{i-1}) \), the left boundary of the segment \( \gamma^{(i+1)}(0, \sigma_{i+1}) \) and the interval \((X_{i-1}, X_{i+1})\) under the agreement that \( \gamma^{(0)}(0, \sigma_0) = \gamma^{(N+1)}(0, \sigma_{N+1}) = \emptyset, X_0 = -\infty \) and \( X_{N+1} = \infty \).

(3) When \( \kappa = 8 \), \( \gamma' \) is space-filling away from \( \left(-\infty, \psi(\gamma^{(i-1)}_{\sigma_{i-1}}) \right) \cup \left(\psi(\gamma^{(i+1)}_{\sigma_{i+1}}), \infty \right) \), which implies that the original \( \gamma^{(i)} \) conditioned over the other curves \( \gamma^{(j)}(0, \sigma_j), j \neq i \) is space-filling, but does not hit \( \gamma^{(i-1)}_{\sigma_{i-1}} \) nor \( \gamma^{(i+1)}_{\sigma_{i+1}} \), under the agreement that \( \gamma^{(0)}_{\sigma_0} = -\infty \) and \( \gamma^{(N+1)}_{\sigma_{N+1}} = \infty \).

Since \( i = 1, \ldots, N \) and the stopping times \( \sigma_j, j \neq i \) are arbitrary, Proposition 1.3 follows.

\[ \blacksquare \]

4. Proofs of Lemmas 1.6 and 1.7

4.1. Multiple coupling. For any \( \mathbf{s} \in \mathbb{R}^N_+ \), we define the compact \( \mathbb{H} \)-hull \( \widetilde{K}_\mathbf{s} \subset \mathbb{H} \) so that \( \mathbb{H} \setminus \widetilde{K}_\mathbf{s} \) is the unbounded component of \( \mathbb{H} \setminus \bigcup_{i=1}^N \gamma^{(i)}(0, s_i) \) and write \( \widetilde{g}_\mathbf{s} \) for the hydrodynamically normalized conformal map from \( \mathbb{H} \setminus \widetilde{K}_\mathbf{s} \) to \( \mathbb{H} \). At each \( \mathbf{s} \in \mathbb{R}^N_+ \), we may consider the following GFF on \( \mathbb{H} \setminus \widetilde{K}_\mathbf{s} \):

\[
h_{\mathbf{s}} = H \circ \widetilde{g}_\mathbf{s} - \frac{2}{\sqrt{\kappa}} \sum_{i=1}^N \arg(\widetilde{g}_\mathbf{s}(\cdot) - X^{(i)}_{\mathbf{s}}) - \chi \arg(\widetilde{g}_\mathbf{s})' \gamma(\cdot),
\]

where \( X^{(i)}_{\mathbf{s}} := \widetilde{g}_\mathbf{s}(\gamma^{(i)}(s_i)), i = 1, \ldots, N \).

**Proposition 4.1.** For any \( \mathbf{s} \in \mathbb{R}^N_+ \), the conditional law of \( h|_{\mathbb{H} \setminus \widetilde{K}_\mathbf{s}} \) given \( \mathcal{F}_\mathbf{s} \) agrees with that of \( h_{\mathbf{s}} \).

*Proof.* This is again obvious from the fact that the coupling problem is coordinate free (Proposition 3.3). \[ \blacksquare \]

4.2. Proof of Lemma 1.6. We define the function \( t \mapsto \mathbf{s}(t) \) as a solution of the system of ordinary differential equations (ODEs)

\[
\frac{\partial \text{heap}(\widetilde{K}_\mathbf{s}) ds_i(t)}{\partial s_i} \left( \frac{dt}{2} \right) = 2, \quad t \geq 0, \quad i = 1, \ldots, N,
\]

under the initial conditions \( s_i(0) = 0, i = 1, \ldots, N \). Then the desired property is immediately observed from a standard argument in the Loewner theory. In fact, we have

\[
\frac{\partial}{\partial s_i} \widetilde{g}_\mathbf{s}(z) = \frac{1}{\widetilde{g}_\mathbf{s}(z) - X^{(i)}_{\mathbf{s}}} \frac{\partial \text{heap}(\widetilde{K}_\mathbf{s})}{\partial s_i},
\]

and \( \widetilde{g}_t = \widetilde{g}_\mathbf{s}(t), \widetilde{X}^{(i)}_t = \widetilde{X}^{(i)}_{\mathbf{s}}(t), i = 1, \ldots, N, \) and \( \widetilde{K}_t = \widetilde{K}_{\mathbf{s}}(t), t \geq 0 \). The uniqueness of such a function is obvious from the definition. Let us see the existence of a solution to \( (\ref{4.1}) \). To this aim, we employ an idea from [LSW03] to estimate the partial derivatives \( \frac{\partial \text{heap}(\widetilde{K}_\mathbf{s})}{\partial s_i}, i = 1, \ldots, N \). Let us take an arbitrary instance of the GFF \( \{\mathcal{G}_t\}_{t \geq 0} \). Then, Theorem 3.6 ensures that instances of \( \gamma^{(i)}, i = 1, \ldots, N \) are determined. We fix \( i \in \{1, \ldots, N \} \) and \( s_1, \ldots, s_{i-1}, s_{i+1}, \ldots, s_N \in \mathbb{R}_+ \), and set \( A = \widetilde{K}_{(s_1, \ldots, s_{i-1}, 0, s_{i+1}, \ldots, s_N)} \). Then, due to Proposition 1.3, the curve \( \gamma^{(i)} \) lies in \( \mathbb{H} \setminus A \). At each \( s_i \geq 0 \), we take the
compact \( \mathbb{H} \)-hull \( K^{(i)}_{A,\lambda} \), so that \( \mathbb{H} \setminus K^{(i)}_{A,\lambda} \) is the unbounded component of \( \mathbb{H} \setminus g_A(K^{(i)}_{\lambda}) \) and write \( g^{(i)}_{A,\lambda} := g^{(i)}_{K^{(i)}_{A,\lambda}} \). Here, \( (K^{(i)}_t : t \geq 0) \) is the family of compact \( \mathbb{H} \)-hulls starting at \( X_t \) that is generated by the instance of \( (g^{(i)}_t : t \geq 0) \), the SLE(\( \kappa, \rho \)) with \( \rho = (2, \ldots, 2) \) determined by the instance of the GFF. Notice that the image \( g_A(K^{(i)}_{\lambda}) \), \( s_i \geq 0 \) is not a compact \( \mathbb{H} \)-hull if \( \gamma^{(i)}(0, s_i) \) has hit \( A \). On the other hand, at each \( s_i \geq 0 \), we define the compact \( \mathbb{H} \)-hull \( A^{(i)}_s \) so that \( \mathbb{H} \setminus A^{(i)}_s \) is the unbounded component of \( \mathbb{H} \setminus g^{(i)}_s(A) \) and set \( f^{(i)}_{s} := g^{(i)}_A(A) \). Again, the image \( g^{(i)}_s(A) \), \( s_i \geq 0 \) is not necessarily a compact \( \mathbb{H} \)-hull. Then, we have

\[
(4.2) \quad g^{(i)}_{A,\lambda} \circ g_A = f^{(i)}_{s_i} \circ g^{(i)}_{s_i}, \quad s_i \geq 0.
\]

It follows from the additivity (2.1) of the half-plane capacity that

\[
\text{hc}(K^{(i)}_A) = \text{hc}(K^{(i)}_{A,\lambda}) + \text{hc}(A), \quad \lambda = (s_1, \ldots, s_{i-1}, s_i, s_{i+1}, \ldots, s_N), \quad s_i \geq 0.
\]

Recall that we have assumed that

\[
\text{hc}(g^{(i)}_{s_i}(K^{(i)}_{s_1,\ldots,s_i+\Delta t,\ldots,s_N}) \setminus \tilde{K}_A) = 2\Delta t + o(\Delta t), \quad \Delta t \to 0.
\]

We can also observe from (1.2) that

\[
g^{(i)}_{A,\lambda}(K^{(i)}_{A,\lambda+\Delta t} \setminus K^{(i)}_{A,\lambda}) = f^{(i)}_{s_i}(g^{(i)}_{s_i}(K^{(i)}_{s_1,\ldots,s_i+\Delta t,\ldots,s_N}) \setminus \tilde{K}_A)),
\]

from which and due to the scaling property (2.1) of the half-plane capacity it follows that

\[
\text{hc}(g^{(i)}_{A,\lambda}(K^{(i)}_{A,\lambda+\Delta t} \setminus K^{(i)}_{A,\lambda})) = \left( (f^{(i)}_{s_i})'(\xi^{(i)}_{s_i}) \right)^2 2\Delta t + o(\Delta t), \quad \Delta t \to 0.
\]

Therefore, we have \( \frac{\partial}{\partial s_i} \text{hc}(\tilde{K}_A) = 2 \left( (f^{(i)}_{s_i})'(\xi^{(i)}_{s_i}) \right)^2 > 0 \). This implies that the system of ODEs (1.1) has a local solution starting at arbitrary initial conditions so that each \( s_i(t), i = 1, \ldots, N \) is non-decreasing in \( t \).

If the solution starting at \( s_i(0) = 0, i = 1, \ldots, N \) diverges at a finite \( T \), i.e., there is an \( i \in \{1, \ldots, N\} \) such that \( s_i(t) \to \infty \), as \( t \nearrow T \), it contradicts that \( \text{hc}(\tilde{K}_t) = 2Nt \), \( t \geq 0 \). It is also seen that \( s_i(t) \to \infty \) as \( t \to \infty \), \( i = 1, \ldots, N \). Indeed, if \( s_i(t) \) for some \( i \in \{1, \ldots, N\} \) converges to a finite value as \( t \to \infty \), then it means that \( \frac{\partial}{\partial s_i} \text{hc}(\tilde{K}_A) \) diverges. Hence, Lemma (1.1) has been proved.

4.3. Proof of Lemma (1.7). It is obvious from the definition of the function \( t \mapsto \xi(t) \) as a solution to the system of differential equations (1.1) that, for each \( t \geq 0 \), \( \xi_\lambda(t) \) is an \( (\mathcal{F}_t)_{\lambda \in \mathbb{R}^+} \)-stopping time. Then, the \( \sigma \)-algebra \( \mathcal{F}_t := \mathcal{F}_t(\xi(t)), t \geq 0 \) is defined in the standard manner and \( (\mathcal{F}_t)_{t \geq 0} \) forms a filtration, to which \( (\tilde{X}^{(i)}_t : t \geq 0), i = 1, \ldots, N \) are adapted. Our goal is to show that the processes \( (\tilde{X}^{(i)}_t : t \geq 0), i = 1, \ldots, N \) give a weak solution to the system of SDEs (1.4), which is divided into two parts. Firstly, set
Proposition 4.3. Let \( \mathcal{C}_t := \left( \mu_t; \gamma_{s_1}^{(1)}(t), \ldots, \gamma_{s_N}^{(N)}(t); \infty \right) \), \( t \geq 0 \) and consider the following stochastic process

\[
\mathcal{H}_t(\cdot) := \mathcal{H}_{t\langle \omega, \chi \rangle}(\cdot) = -\frac{2}{\sqrt{R}} \sum_{i=1}^{N} \arg(\bar{g}_t(\cdot) - \bar{X}_t^{(i)}) - \chi \arg(\bar{g}_t)'(\cdot), \quad t \geq 0.
\]

The coupling condition implies the following property:

**Proposition 4.2.** The stochastic process \( \mathcal{H}_t(\cdot) : t \geq 0 \) is a family of continuous local martingales with cross variation

\[
d \langle \mathcal{H}(z), \mathcal{H}(w) \rangle_t = -dG(\tilde{g}_t(z), \tilde{g}_t(w)), \quad z, w \in \mathbb{H}, \quad 0 \leq t \leq \tau_z \wedge \tau_w,
\]

where \( G(z, w) := \log \left| \frac{z-w}{z-w} \right| \) is the Green’s function on \( \mathbb{H} \).

**Proof.** From the coupling condition, the conditional law of \( \mathcal{H}|_{\mathbb{E}\setminus K_t} \) given \( \mathcal{F}_t \) agrees with that of \( H \circ g_t + \mathcal{H}_t \). Let \( f \in C^\infty(D) \) be a test function and \( \varepsilon > 0 \) be a constant. Setting \( \tau_{f, \varepsilon} = \inf \{ t > 0 : \text{dist}(K_t, \text{supp}(f)) \leq \varepsilon \} \), we can see that \( M_t := \mathbb{E} \left[ (h, f)[\mathcal{F}_t \wedge \tau_{f, \varepsilon}] \right] \), \( t \geq 0 \) is a martingale. Recall that, from Theorem 3.6, we have \( \mathcal{F}_t = \mathcal{V}_i \mathcal{F}_i^{(t)} = \mathcal{V}_i \mathcal{F}_i^{(t)} \), \( t \geq 0 \), which implies that \( M_t = (\mathcal{H}(h \wedge \tau_{f, \varepsilon}), f) \), \( t \geq 0 \). Hence, \( (\mathcal{H}_t : t \geq 0) \) is a local martingale. For two test functions \( f_1 \) and \( f_2 \) in \( \mathbb{H}\setminus K_t \) we set

\[
E_t(f_1, f_2) := \left( \int_{\text{supp}(f_1) \times \text{supp}(f_2)} f_1(z)G(\tilde{g}_t(z), \tilde{g}_t(w))f_2(w)dw \right), \quad 0 \leq t \leq \tau_{f_1, \varepsilon} \wedge \tau_{f_2, \varepsilon}.
\]

Note that \( (h, f_i), i = 1, 2 \) are Gaussian variables with mean \( (h_0, f_i), i = 1, 2 \), respectively and their covariance is \( E_0(f_1, f_2) \). On the other hand, \( (H \circ g_t, f_i), i = 1, 2 \) are Gaussian variables with mean 0 and their covariance is \( E_t(f_1, f_2) \). Hence, \( (\mathcal{H}_t, f_i), i = 1, 2 \) must be Gaussian variables with mean \( (h_0, f_i), i = 1, 2 \), respectively, and covariance \( E_0(f_1, f_2) - E_t(f_1, f_2) \). Therefore, the cross variation of \( (\mathcal{H}_t : t \geq 0) \) must be as desired. \( \square \)

Therefore, the proof of Lemma 1.7 is reduced to proving the following result:

**Proposition 4.3.** Suppose that a Loewner chain \( (g_t : t \geq 0) \) solves the multiple Loewner equation (3.3). Consider the stochastic process

\[
\mathcal{H}_t(\cdot) := -\frac{2}{\sqrt{R}} \sum_{i=1}^{N} \arg(g_t(\cdot) - X_t^{(i)}) - \chi \arg(g_t)'(\cdot), \quad t \geq 0.
\]

Then \( \mathcal{H}_t(\cdot) : t \geq 0 \) is a family continuous local martingales with cross variation

\[
d \langle \mathcal{H}(z), \mathcal{H}(w) \rangle_t = -dG(g_t(z), g_t(w)), \quad z, w \in \mathbb{H}, \quad 0 \leq t \leq \tau_z \wedge \tau_w,
\]

if and only if the driving processes \( X_t^{(i)} : t \geq 0 \), \( i = 1, \ldots, N \) solve the system of SDEs (3.3).

**Proof.** It can be argued that \( \mathcal{H}_t(\cdot) : t \geq 0 \) is a continuous local martingale if and only if so is

\[
\bar{\mathcal{H}}_t(\cdot) := -\frac{2}{\sqrt{R}} \sum_{i=1}^{N} \log(g_t(\cdot) - X_t^{(i)}) - \chi \log g_t'(\cdot), \quad t \geq 0.
\]
Note that \( \mathfrak{h}_t(\cdot) = \text{Im}\mathfrak{m}_t(\cdot), \ t \geq 0 \). From the multiple Loewner equation \([1,2]\), we have

\[
\frac{d}{dt} \log g_t'(z) = -\sum_{i=1}^{N} \frac{2}{(g_t(z) - X_t^{(i)})^2} , \ z \in \mathbb{H} \quad 0 \leq t \leq \tau_z.
\]

Let us take generic points \( z_1, \ldots, z_N \in \mathbb{H} \) and set \( \tau_z = \tau_{z_1} \land \cdots \land \tau_{z_N} \). Then, we know that \( \mathfrak{m}_t(z_j), \ j = 1, \ldots, N \) are continuous local martingales and \( g_t(z_j), \ log g_t'(z_j), \ j = 1, \ldots, N \) are finite variation processes up to \( \tau_z \). Owing to the implicit function theorem, we can see that each \( X_t^{(i)}, \ i = 1, \ldots, N \) is a \( C^\infty \) function of \( \mathfrak{m}_t(z_j), \ g_t(z_j), \ log g_t'(z_j), \ j = 1, \ldots, N \) up to \( \tau_z \). Therefore, it is a semi-martingale due to Itô’s theorem.

We write \( X_t^{(i)} = M_t^{(i)} + F_t^{(i)}, \ t \geq 0, \ i = 1, \ldots, N \), where \( (M_t^{(i)} : t \geq 0), \ i = 1, \ldots, N \) are local martingales and \( (F_t^{(i)} : t \geq 0), \ i = 1, \ldots, N \) are finite variation processes. Then, we compute the stochastic derivative of \( (\mathfrak{h}_t(\cdot) : t \geq 0) \) to see

\[
d\mathfrak{m}_t(z) = \sum_{i=1}^{N} \frac{1}{(g_t(z) - X_t^{(i)})^2} \left(-\frac{4}{\sqrt{K}} + 2\chi\right) dt + \frac{1}{\sqrt{K}} d\langle M^{(i)}, M^{(i)} \rangle_t
\]

\[
+ \frac{2}{\sqrt{K}} \sum_{i=1}^{N} \frac{1}{g_t(z) - X_t^{(i)}} \left(dF_t^{(i)} - \sum_{j=1}^{N} \frac{4}{X_t^{(i)} - X_t^{(j)}} dt\right)
\]

\[
+ \frac{2}{\sqrt{K}} \sum_{i=1}^{N} \frac{1}{g_t(z) - X_t^{(i)}} dM_t^{(i)}, \quad z \in \mathbb{H}, \quad 0 \leq t \leq \tau_z.
\]

Here we used the identity

\[
\frac{1}{2} \sum_{i=1}^{N} \frac{1}{z - x_i} = \sum_{i=1}^{N} \frac{1}{z - x_i} = \sum_{i=1}^{N} \frac{1}{z - x_i} \sum_{j=1}^{N} \frac{1}{x_i - x_j}
\]

between rational functions, which can be shown either by a direct manipulation or comparing the residues at the poles at \( z = x_i, \ i = 1, \ldots, N \).

The contribution from the pole of second order at \( g_t(z) = X_t^{(i)}, \ i = 1, \ldots, N \) forces the quadratic variation of the local martingale to be \( d\langle M^{(i)}, M^{(i)} \rangle_t = \epsilon dt, \ i = 1, \ldots, N \). Looking at the pole of first order at \( g_t(z) = X_t^{(i)}, \ i = 1, \ldots, N \), we conclude that \( dF_t^{(i)} = \sum_{j=1; j \neq i}^{N} \frac{4}{X_t^{(i)} - X_t^{(j)}} dt, \ t \geq 0, \ i = 1, \ldots, N \). Furthermore, the cross variation of \( (\mathfrak{h}_t(\cdot) : t \geq 0) \) is computed as

\[
d\langle \mathfrak{h}(z), \mathfrak{h}(w) \rangle_t = -dG(g_t(z), g_t(w))
\]

\[
+ \frac{4}{K} \sum_{i,j=1; i \neq j}^{N} \text{Im} \left( \frac{1}{g_t(z) - X_t^{(i)}} \right) \text{Im} \left( \frac{1}{g_t(w) - X_t^{(j)}} \right) d\langle M^{(i)}, M^{(j)} \rangle_t,
\]

\[
z, w \in \mathbb{H}, \quad 0 \leq t \leq \tau_z \land \tau_w.
\]

Hence, we have \( d\langle M^{(i)}, M^{(j)} \rangle_t = 0, \ t \geq 0, \ i \neq j \). \( \square \)
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