BOUNDARY CONTROL OF TIME-HARMONIC EDDY CURRENT EQUATIONS

HARBIR ANTIL AND HUGO DÍAZ

Abstract. Motivated by various applications, this article develops the notion of boundary control for Maxwell’s equations in the frequency domain. Surface curl is shown to be the appropriate regularization in order for the optimal control problem to be well-posed. Since, all underlying variables are assumed to be complex valued, the standard results on differentiability do not directly apply. Instead, we extend the notion of Wirtinger derivatives to complexified Hilbert spaces. Optimality conditions are rigorously derived and higher order boundary regularity of the adjoint variable is established. The state and adjoint variables are discretized using higher order Nédélec finite elements. The finite element space for controls is identified, as a space, which preserves the structure of the control regularization. Convergence of the fully discrete scheme is established. The theory is validated by numerical experiments, in some cases, motivated by realistic applications.

1. Introduction

1.1. Motivation. In recent years, problems related to controllability and optimal control constrained by Maxwell’s equations have received a significant amount of attention in both time and frequency domain, see for instance a series of works [4, 7, 16, 24, 26, 27, 28, 34, 41, 42, 45, 46, 47, 48]. Most of the existing literature focuses on the case where the control is in the interior, though the boundary control case can be found in some limited number of references [4, 26, 27, 28]. The novelty in this paper is to work in the frequency domain; where the previous works are in the time domain. The paper also deals with appropriate tangential traces (control space) of $H(\text{curl})$ when the physical domain is just Lipschitz polyhedral, unlike the previous works where either no numerical method is given or the domain is assumed to be smooth. This makes the approach introduced in these articles somewhat impractical. Indeed, no numerical examples are provided. We also present full convergence analysis for the fully discrete scheme, and a numerical implementation with finite elements. In addition, the paper works under a generic setting where all the variables are complex valued and it introduces a framework to carry out complex differentiation in Hilbert spaces.

Maxwell’s equations in the non-smooth setting (Lipschitz polyhedral domains) with non-homogeneous boundary conditions is rather recent [12, 13, 40]. In addition, the underlying functional analytic framework is delicate. Nevertheless, such problems with non-homogenous boundary conditions, with non-smooth boundaries, do occur in realistic applications; for instance, microwave oven, also see [8]. It is critical to resolve the physical domain, for instance, using the finite element method, which allows a simple implementation and it has a well-studied theoretical framework, see [33].
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Motivated by [8], the articles [5, 6] introduced yet another boundary value problem for Maxwell equation (cf. (5.1)) where the boundary conditions are on certain electrodes. Notice that the non-homogeneous boundary conditions of the type considered in the current paper also appear in scattering theory of electromagnetic fields. For instance, the incident and scattered fields denoted by \( E^i \) and \( E^s \), respectively, satisfy the “boundary” condition: 
\[
E^s \times n = -E^i \times n.
\]
Here \( n \) is the outward unit normal. These works forms the motivation for us to study boundary optimal control of time-harmonic Maxwell’s equations.

1.2. Problem Setup. Let \( \Omega \subset \mathbb{R}^3 \) be a polyhedron with a Lipschitz continuous boundary denoted by \( \Gamma \). Moreover, let the current density \( j_c \in L^2(\Omega; \mathbb{C}^3) \), a desired field vector \( u_d \in L^2(\Omega; \mathbb{C}^3) \), and symmetric and positive definite functions \( \kappa \) and \( \mu \) in \( L^\infty(\Omega; \mathbb{R}^{3 \times 3}) \), positive constants \( \alpha \) and \( \beta \), and \( \omega \neq 0 \), be given. If \((u, z)\) represents the state-control pair, then the goal of this work is to study the following boundary optimal control problem:

\[
\min_{(u, z) \in U \times Z} \left\{ J(u, z) := f(u) + \frac{1}{2} \left( \alpha \| \text{curl}_\Gamma z \|^2_{L^2(\Gamma)} + \beta \| z \|^2_{L^2(\Gamma)} \right) \right\}, \tag{1.1a}
\]

subject to the time-harmonic Maxwell’s equations as constraints

\[
\text{curl} \left( \mu^{-1} \text{curl} u \right) + (i\omega)\kappa u = j_c \quad \text{in} \quad \Omega,
\]
\[
u \times n = z \times n \quad \text{on} \quad \Gamma. \tag{1.1b}
\]

In (1.1a), \( \text{curl}_\Gamma \) denotes the scalar surface curl. For a precise definition of \( \text{curl}_\Gamma \), the surface divergence \( \text{div}_\Gamma \), tangential gradient \( \nabla_\Gamma \), and the tangential vector curl \( \text{curl}_\Gamma \), when \( \Omega \) is a Lipschitz polyhedron, see [12, 13].

To the best of our knowledge, this is the first work on boundary control of Maxwell’s equations with complete analysis and numerical implementation in the time harmonic setting. Another key aspect that sets us apart from the existing literature on optimal control of Maxwell type equations is the fact we are working in the complex setting, without assuming splitting between real and imaginary parts.

However, this introduces additional challenges. For instance, even the standard quadratic cost functional

\[
f(u) := \frac{1}{2} \int_{\Omega} |u - u_d|^2 \, dx, \tag{1.2}
\]

is not differentiable in the (complex) Gâteaux sense, thus making most of the existing gradient based optimization algorithms not directly applicable. Provided that we can define an appropriate notion of derivatives, the complex structure leads to elegant analysis. Additionally, most of the modern programming languages can handle complex arithmetic, therefore it is meaningful to work under the complex field directly. In the particular case of quadratic functionals of the form (1.2), the differentiability problem can be addressed via directional derivatives as in [11, Sec. 3.2], where they consider an optimal current problem with a complex control related to impressed currents (internal control), see also [15, Sec. 4.1]. Our approach allows us to consider a much wider family of functionals, and leads to the same derivative for the quadratic case.

Our notion of derivatives is motivated by the Wirtinger derivative (1927) [44], which is a well-known concept in finite dimensions. Its origin can be traced back at least to 1899 in a work of J.H. Poincaré on potentials [36, Théorème 8]. This notion of derivatives is motivated by splitting of a function into its real and imaginary components. However, it allows one to work in the complex regime, without using any such splitting. Wirtinger derivatives have been used in the finite dimensional optimization problems at least since the 60’s in the works of Levinson, Mond, Hanson and Kaul, cf. [30, 32, 22], and in the engineering community since the 80’s, see [10], with applications from signal theory to Machine learning, see [9]. We refer to [23, 25] for more details on Wirtinger derivatives.
In this work, we extend the notion of derivatives from finite dimensions to infinite dimensions with complex fields and rigorously derive the optimality conditions at the continuous level and identify continuous gradients. We discretize our state and adjoint variables using higher order Nédélec finite elements and for the control we use the lowest order Nédélec elements on each boundary face, which by construction have continuous tangential components. Next, we establish convergence of our numerical scheme. Numerical experiments confirms our theoretical findings. In particular, in our first experiment, motivated by [5, 6], we consider a realistic application with non-homogeneous boundary conditions where we first derive an explicit solution and next we validate our Nédélec finite element implementation against this explicit solution, the expected rate of convergence is observed. In the second experiment, we study the convergence of optimal control problem, see section 5 for more details.

**Outline:** In section 2 we introduce some notation and establish the well-posedness of the state equation. Section 3 first establishes existence of solution to the control problem. Next, section 3.1 introduces the notion of Wirtinger derivatives on complex Hilbert spaces and derives abstract optimality conditions. This is followed by a rigorous derivation of optimality conditions for our problem in section 3.2. Well-posedness of adjoint equation has also been established. Additional regularity for the adjoint equation and the optimality system have been provided in section 3.3. Section 4 introduces the discrete optimal control problem. Details on imposing non-zero boundary conditions have been provided in section 4.1. Moreover, section 4.2 is devoted to best approximation results for the state equations. The precise choice of the control space is discussed in section 4.3. Section 4.4 discusses the regularity of discrete adjoint equation and derives the discrete optimality conditions. This is followed by a rigorous derivation of optimality conditions for our problem in section 4.5. We establish that the lower order terms can be dropped, i.e., $\beta$ in (1.1a) can be set to zero. Section 5 is devoted to numerical examples which confirms the theoretical results.

2. Notation and preliminary results

From now on, if $X$ is a set of scalars, we use the notation $X$ to denote $(X)^3$, i.e., vectors. For a vector space $V$, we will use the notation $V^*$ at times to refer to the space of linear functionals on $V$, and at other times we refer to the space conjugate linear functionals on $V$ (see, for example, [35, p. 168]), this choice will be clear from the context. In what follows, we will need to identify the restriction of functions onto polygonal faces of $\Omega$. For this purpose we use the notation $\Gamma = \bigcup \Gamma_i$, where each $\Gamma_i$ is an open subset of $\Gamma$ such that its closure is a face of $\Gamma$ and the $\Gamma_i$ are pairwise disjoint. We use $n$ to denote the outward unit normal. Next, we define the Hilbert spaces, endowed with their standard inner products and norms:

- $L^2(\Omega) := L^2(\Omega; \mathbb{C})$,
- $H_0(\text{div}; \Omega) := \{ v \in H(\text{div}; \Omega) : \gamma_n(v) := v \cdot n = 0 \text{ on } \Gamma \}$,
- $H(\text{curl}; \Omega) := \{ v \in L^2(\Omega) : \text{curl} \, v \in L^2(\Omega) \}$,
- $L^2_1(\Gamma) := \{ v \in L^2(\Gamma; \mathbb{C}^3) : v \cdot n = 0 \text{ a.e. on } \Gamma \}$,
- $H(\text{curl}; \Gamma) := \{ v \in L^2_1(\Gamma) : \text{curl} \, v \in L^2(\Gamma) \}$,
- $H(\text{div}; \Gamma) := \{ v \in L^2_1(\Gamma) : \text{div} \, v \in L^2(\Gamma) \}$,
- $H^{1/2}_\gamma(\Gamma) := \{ \lambda \in L^2_1(\Gamma) : \lambda|_{\Gamma_i} \in H^{1/2}(\Gamma_i), \text{ for each face } \Gamma_i \subset \Gamma \},$ (2.1)

where all the differential operators are in the sense of distributions, cf. [20, Ch. I]. Unless stated otherwise, we will use the notation $(\cdot, \cdot)_{0, \Omega}$ and $\| \cdot \|_{0, \Omega}$ to denote the $L^2$-inner product and norm (respectively), regardless of whether the functions are scalar-valued, vector-valued, etc. Similarly, we will use the notation $(\cdot, \cdot)_\Gamma$ to denote the duality pairing of $H^{-1/2}(\Gamma)$ and $H^{1/2}(\Gamma)$.
Control space. We now define the set of *admissible controls* for our optimal control problem \([\text{1.1}]:\)

\[ Z := \{ z \in H(\text{curl}; \Gamma) : \text{curl} \, z \in L^2_0(\Gamma) \}, \tag{2.2} \]

endowed with the norm on \( H(\text{curl}; \Gamma) \), given by

\[ \| z \|_{\text{curl} \, \Gamma} := \| z \|_{L^2(\Gamma)} + \| \text{curl} \, z \|_{L^2(\Gamma)}. \tag{2.3} \]

We further emphasize that the norm definition in (2.3) has motivated the control regularization in (1.1a). In Subsection 4.6, we establish that the lower term in regularization can be dropped. Furthermore, in (2.2), \( L^2_0(\Gamma) \) is the space of \( L^2 \)-functions with zero mean. The zero mean condition is a natural restriction for the problem, related to the identity \( \text{div} \, u = 0 \) for \( u \in H(\text{curl}; \Omega) \); see for instance, [11, Corollary 5.4]. This condition also appears naturally in the finite element method setting, cf. [1, Sec. 2]. Whenever we write \( a \lesssim b \) in what follows, we mean that \( a \leq Cb \), where \( C \) is a positive non-essential constant and its value might change at each occurrence.

2.1. Tangential traces and Green’s identities for \( H(\text{curl}; \Omega) \). We begin this section by defining the *tangential traces* of functions in \( H^1(\Omega) \), since from the boundary condition in (1.1b), it is clear that these are the traces that are being imposed by the control. The material in this subsection is known and we refer the interested reader to [12] and [38, Chapter 16] for more details. Recall that we are considering \( \Omega \) to be a polyhedron, therefore the outer unit normal \( n \) is well-defined almost everywhere on \( \Gamma \), and along each edge of \( \Omega \) one of the tangential components is continuous.

**Definition 2.1.** The tangential traces of \( v \), defined from \( H^1(\Omega) \) onto \( H^\frac{1}{2}(\Gamma) \), are given by

\[ \gamma_t v := \gamma v \times n, \quad \text{and} \quad \gamma_T v := n \times (\gamma v \times n), \]

where \( \gamma \) denotes the standard restriction of \( v \) on \( \Gamma \) in the trace sense.

We now define the Hilbert spaces \( H^\frac{1}{2}(\Gamma) \) and \( H^\frac{1}{2}_\| (\Gamma) \), see [12] Prop. 2.6, as the image of the maps \( \gamma_t \) and \( \gamma_T \) restricted to \( H^1(\Omega) \). Moreover, we have the following result

**Lemma 2.2.** The following maps are linear, continuous and surjective

\[ \gamma_t : H^1(\Omega) \mapsto H^\frac{1}{2}_\| (\Gamma), \quad \text{and} \quad \gamma_T : H^1(\Omega) \mapsto H^{\frac{1}{2}}(\Gamma). \]

**Proof.** See [12] Proposition 2.7] \( \square \)

**Definition 2.3.** The spaces

\[ (H^{-\frac{1}{2}}_\| (\Gamma), \| \cdot \|_{\|, -\frac{1}{2}, \Gamma}), \quad \text{and} \quad (H^{-\frac{1}{2}}(\Gamma), \| \cdot \|_{\|, -\frac{1}{2}, \Gamma}) \tag{2.4} \]

are the dual spaces of \( H^{\frac{1}{2}}_\| (\Gamma) \) and \( H^{\frac{1}{2}}(\Gamma) \) (endowed with dual norms), respectively. In this case, \( L^2_0(\Gamma) \) is taken as the pivot space.

However, Lemma 2.2 is not directly applicable in our setting. Indeed, the correct function space for (1.1b) is \( H(\text{curl}; \Omega) \) and not \( H^1(\Omega) \). Notice that \( H(\text{curl}; \Omega) \) is less regular than \( H^1(\Omega) \), but the dual space of its trace space is more delicate than \( H^{-\frac{1}{2}}(\Gamma) \).

To define weaker versions of \( \gamma_t \) and \( \gamma_T \), we first note that for \( v \in C^\infty(\Omega) \), the image of the maps \( \gamma_t v \) and \( \gamma_T v \) belong to \( H^{\frac{1}{2}}_\| (\Gamma) \), according to Definition 2.1. Since no restrictions are imposed on the normal component of \( \gamma u \), those maps can be extended by density to elements of \( H(\text{curl}; \Omega) \).

In order to obtain a Green’s identity where both functions are in \( H(\text{curl}; \Omega) \), we need to properly define the ranges of \( \gamma_t \) and \( \gamma_T \) acting on \( H(\text{curl}; \Omega) \). We again refer to [12] and [38, Ch. 16] as well
Theorem 2.5.\[ \text{Well-posedness of the state equation.} \]

\[ \text{Proof.} \]

The hypothesis on \( \mu \) and \( \kappa \) guarantees that \( a(\cdot, \cdot) \) defines a sesquilinear, bounded and coercive form. The Lax-Milgram lemma implies that (2.8) has a unique solution; moreover, we have

\[ c(\kappa, \mu; \omega) \| u \|_{\text{curl}, \Omega}^2 \leq | a(u, u) | \leq | \langle f, u \rangle |, \]

where \( c \) is a positive constant that depends on \( \omega \) and the eigenvalues of \( \mu \) and \( \kappa \).\[ \square \]
Lemma 2.7. Given \( z \in H(\text{curl}; \Gamma) \) and \( j_c \in L^2(\Omega) \), the problem, find \( u \in H_{z \times n}(\text{curl}; \Omega) \) such that

\[
a(u, v) = \int_{\Omega} j_c \cdot \nabla v \, dx \quad \forall v \in H_0(\text{curl}; \Omega),
\]

is well-posed.

Proof. Let \( z \in H(\text{curl}; \Gamma) \) be given. Then \( z \times n \in \gamma_1 H(\text{curl}; \Omega) \), which follows from the much more general results on weak rotations, see [38, Prop. 16.16 and Eq. (16.42)]. Therefore from Lemma 2.4, there exists \( u_z \in H(\text{curl}; \Omega) \) such that \( \gamma_1 u_z = z \times n \) and

\[
\| u_z \|_{H^1_0(\Gamma)} \lesssim \| z \times n \|_{H^{-1/2}(\text{div}; \Gamma)} \lesssim \| z \|_{H^{1/2}(\text{curl}; \Gamma)},
\]

where the last inequality follows because of the isometry \( \| z \times n \|_{H^{-1/2}(\text{div}; \Gamma)} = \| z \|_{H^{-1/2}(\text{curl}; \Gamma)} \), see [38, p. 448], and

\[
\| z \|_{H^{-1/2}(\text{curl}; \Gamma)} \leq C \| z \|_{H^{1/2}(\Gamma)},
\]

which follows from the compact embedding of \( L^2(\Gamma) \) into \( H^{-1/2}(\Gamma) \).

Now, we look for \( u_0 \in H_0(\text{curl}; \Omega) \) such that

\[
a(u_0, v) = \int_{\Omega} j_c \cdot \nabla v \, dx - a(u_z, v) \quad \forall v \in H_0(\text{curl}; \Omega).
\]

From Lemma (2.6) and (2.11), it follows that this problem is well-posed, and

\[
\| u_0 \| \lesssim \| j_c \|_{0, \Omega} + \| z \|_{H^{1/2}(\Gamma)}.
\]

Finally, \( u := u_0 + u_z \) is the unique solution of (2.10) and

\[
\| u \|_{H^1_0(\Gamma)} \lesssim \| j_c \|_{0, \Omega} + \| z \|_{H^{1/2}(\Gamma)},
\]

which finishes the proof. \( \square \)

From the previous analysis, \( u \) depends on both \( z \) and \( j_c \). The goal of the next section is to reduce the cost functional \( J(u, z) = J(u(z; j_c), z) \) to be only a function of \( z \), and then derive the optimality conditions.

3. Reduced cost functional and its derivative

For the remainder of the paper, we will assume that \( j_c \) is given. By introducing the control-to-state map, we can obtain the so-called reduced optimization problem. The solution, or control-to-state, map is affine and it is given by

\[
S : Z \to H(\text{curl}; \Omega) \hookrightarrow L^2(\Omega)
\]

\[
z \mapsto Sz := u,
\]

where \( u \) is the unique solution to (2.10) with right-hand-side \( j_c \) and the boundary condition \( z \times n \). The notation \( \hookrightarrow \) indicate the continuous embedding, as a result, we can consider \( S : Z \to L^2(\Omega) \). The solution operator \( S \) is an affine map, and it is common to split \( S \) into the part that depends on \( z \) and the part that depends on \( j_c \). We write

\[
Sz = S_{\Gamma} z + u_{\Omega},
\]

where \( S_{\Gamma} \) is the solution operator for the state equation with \( j_c \equiv 0 \), and \( u_{\Omega} \) is the solution for the state equation when \( z \equiv 0 \). By Lemma 2.7, \( S \) is continuous and there exists a \( C = C(\mu, \kappa, \Omega) > 0 \) such that

\[
\| Sz \|_{H^1_0(\Gamma)} = \| u \|_{L^2(\Omega)} \leq C (\| j_c \|_{0, \Omega} + \| z \|_{H^{1/2}(\Gamma)}).
\]
Therefore, the reduced cost functional \( j(z) := \mathcal{J}(S_z, z) \) is also continuous, and we use the splitting above to write
\[
\min_{z \in Z} j(z) = \min_{z \in Z} \frac{1}{2} \int_{\Omega} |S_z z - \hat{u}_d|^2 \, dx + \frac{\alpha}{2} \int_{\Gamma} |\text{curl}_{\Gamma} z|^2 \, dS + \frac{\beta}{2} \int_{\Gamma} |z|^2 \, dS,
\]
where \( \hat{u}_d = u_d - u_\Omega \). Therefore, without loss of generality, in what follows we will consider \( j_c \equiv 0 \), then \( S = S_\Gamma \). Notice that in this case, \( u_\Omega = 0 \).

Our goal now is to discuss the existence and uniqueness of solution to the reduced optimization problem
\[
\min_{z \in Z} j(z) = \min_{z \in Z} \mathcal{J}(S_z, z).
\]
(3.4)

The proof follows immediately from the direct method of calculus of variations, we sketch it for completeness.

**Theorem 3.1 (existence and uniqueness).** The problem (3.4) has a unique solution \( z \in Z \).

**Proof.** Notice that \( j(\cdot) \) is bounded below, therefore there exists an infimizing sequence \( \{z_n\}_{n=1}^{\infty} \) such that \( \inf_{z \in Z} j(z) = \lim_{n \to \infty} j(z_n) \). The previous limit and the definition of \( j(\cdot) \) implies that \( \{z_n\}_{n=1}^{\infty} \) is a bounded sequence in \( Z \). Notice that \( Z \) is closed subspace of a Hilbert space and is therefore a Hilbert space itself. Thus the boundedness of sequence \( \{z_n\}_{n=1}^{\infty} \) implies that there exists a subsequence (not relabeled) that converges to \( \hat{z} \) in \( Z \). It then remains to show that \( \hat{z} \) is the minimizer of (3.4). This immediately follows from weak lower semicontinuity of \( j(\cdot) \). The uniqueness is a direct consequence of the strict convexity of \( j(\cdot) \). \( \square \)

As usual, in order to find the optimal control \( \hat{z} \) we want to use a gradient-based method to identify the critical points of the cost functional \( j(\cdot) \) in (3.3). Nevertheless, there is a big difference between differentiability over typical real and complex fields. However, Fréchet and Gâteaux differentiability on complex fields are quite similar, cf. [49, 50, 51]. Notice that, \( |S_{\Gamma} z - \hat{u}_d|^2 \) in (3.3) is smooth, but as we will see below, it is not complex Gâteaux differentiable. Thus, to study (3.3), we need some weaker notion for the derivative of \( j \). Next, we will develop a notion of derivative for \( j \) that is more general than Gâteaux or Fréchet derivatives for complex spaces but strong enough to have some notion of Taylor series expansion that will allow us to characterize critical points of \( j \).

Before we begin our discussion of derivatives, we introduce what it means for a complex-valued function to be \( C^1 \), but not necessarily analytic, see for instance [29, (2.1)].

**Definition 3.2 (\( C^1 \) functions).** For a complex Banach space \( \mathcal{U} \), suppose \( \mathcal{D} \subset \mathcal{U} \) is open and \( u : \mathcal{D} \to \mathbb{C} \) is a function. If the directional derivatives
\[
d u(z; \xi) = \lim_{t \to 0} \frac{u(z + t\xi) - u(z)}{t}, \quad t \in \mathbb{R}
\]
exist for all \( z \in \mathcal{D}, \xi \in \mathcal{U} \), and \( du : \mathcal{D} \times \mathcal{U} \to \mathbb{C} \) is continuous, we write \( u \in C^1(\mathcal{D}) \).

Consider the function
\[
z \mapsto z\overline{z} = |z|^2,
\]
(3.6)
which is \( C^1(\mathbb{C}) \) but not complex Fréchet differentiable, nor complex Gâteaux differentiable. This shows that complex differentiability is too restrictive, especially in the context of optimization. A weaker notion of “complex derivative” which has most of the required properties in optimization is the so-called Wirtinger derivative, cf. [43].

In the next section, we extend the notion of Wirtinger derivatives to spaces which are the complexification of a real Hilbert space, and our analysis follows as in the case \( f : \mathbb{C} \to \mathbb{C} \), cf. [43].
3.1. Wirtinger derivatives on complexified Hilbert spaces. Let \( \mathcal{U}, \| \cdot \|_{\mathcal{U}} \) be the complexification of a real Hilbert space \((H, \langle \cdot, \cdot \rangle_H)\), and let \( f : \mathcal{U} \to \mathbb{C} \) be a continuous function but not complex differentiable. We can extend \( f \) to a function on \( \mathcal{U} \times \mathcal{U} \). Let \( g : \mathcal{U} \times \mathcal{U} \to \mathbb{C} \) be a continuous extension of \( f \) such that
\[
g(z, \overline{z}) = f(z) \quad \forall z \in \mathcal{U}.
\]
Now, for any one of its generalizations to infinite-dimensional spaces; see for instance, \([31, \text{Thm. 3.2}]\), these conditions hold for the function in \((3.6)\) for instance. This follows from Hartogs’ theorem or one of its generalizations to infinite-dimensional spaces; see for instance, \([23, \text{p. 2}]\), these conditions hold for the function in \((3.6)\) for instance. This follows from Hartogs’ theorem or one of its generalizations to infinite-dimensional spaces; see for instance, \([23, \text{p. 2}]\), these conditions hold for the function in \((3.6)\) for instance.

Now, let us assume \( g \) is complex Fréchet differentiable, and define
\[
\frac{\partial f}{\partial z} \bigg|_{z=z_0} := \nabla g(z_0, \overline{z}_0)(e_1), \quad \frac{\partial f}{\partial \overline{z}} \bigg|_{z=z_0} := \nabla g(z_0, \overline{z}_0)(e_2),
\]
where the unit vectors \( e_1 \) and \( e_2 \) will give us the first and second components of \( \nabla g \). Even though, the existence of an extension \( g \), which is complex Fréchet differentiable, of \( f \) may look too restrictive, however such an extension exists when \( f \) is continuous and \( f \) is analytic for \( z \) and \( \overline{z} \); separately; cf. \([23, \text{p. 2}]\), these conditions hold for the function in \((3.6)\) for instance. This follows from Hartogs’ theorem or one of its generalizations to infinite-dimensional spaces; see for instance, \([31, \text{Thm. 3.2}]\).

Now, for any \( z_0 \) and \( \delta z \) in \( \mathcal{U} \), the following limit exists and the resulting expression is linear in \( \delta z \),
\[
d^R f(z_0; \delta z) := \lim_{{t \to 0} \atop {t \in \mathbb{C}}} \frac{f(z_0 + t \delta z) - f(z_0)}{t} = \lim_{{t \to 0} \atop {t \in \mathbb{C}}} \frac{g((z_0, \overline{z}_0) + t(\delta z, \overline{\delta z})) - g(z_0, \overline{z}_0)}{t} = \left( \frac{\delta z}{\delta z}, \frac{\overline{\nabla g(z_0, \overline{z}_0)}}{\delta z} \right)_{\mathcal{U} \times \mathcal{U}} + \left( \frac{\delta z}{\overline{\delta z}(z_0)} \right)_{\mathcal{U}}.
\]

**Theorem 3.3.** Let \( \mathcal{U} \) be the complexification of a real Hilbert space \( H \), and consider a continuous function \( f : \mathcal{U} \mapsto \mathbb{R}, z \mapsto f(z) \), such that \( f \) is analytic in \( z \) and in \( \overline{z} \), separately, then \( d^R f(z_0; \delta z) \) defined in \((3.7)\) exists. Moreover,
\[
d^R f(z_0; \delta z) = 2 \text{Re} \left( \frac{\partial f}{\partial \overline{z}}(z_0), \delta z \right)_{\mathcal{U}} \quad \forall z_0, \delta z \in \mathcal{U}.
\]

**Proof.** The existence of \( d^R f(z_0; \delta z) \) follows from the previous analysis. On the other hand, if \( f \) is real-valued then by definition \( d^R f(z_0; \delta z) \) is also real-valued, yielding
\[
\frac{\partial f}{\partial z}(z_0) = \frac{\partial f}{\partial \overline{z}}(z_0).
\]

In order to prove this identity, consider the inner product on \( \mathcal{U} \) given by
\[
\langle u_1 + iv_1, u_2 + iv_2 \rangle_H := \langle u_1, u_2 \rangle_H + \langle v_1, v_2 \rangle_H + i(\langle v_1, u_2 \rangle_H - \langle u_1, v_2 \rangle_H).
\]

Now, we consider the splitting between real and imaginary parts
\[
\delta z = \delta^R z + i \delta^I m z, \quad \frac{\partial f}{\partial z}(z_0) = f^R z + i f^I m z, \quad \text{and} \quad \frac{\partial f}{\partial \overline{z}}(z_0) = f^R \overline{z} + i f^I \overline{m} z.
\]

In turn, from \((3.7)\)
\[
d^R f(z_0; \delta z) = \left( \delta z, \frac{\partial f}{\partial z}(z_0) \right)_{\mathcal{U}} + \left( \delta z, \frac{\partial f}{\partial \overline{z}}(z_0) \right)_{\mathcal{U}} = \left( \delta^R z + i \delta^I m z, f^R z + i f^I m z \right)_{\mathcal{U}}.
\]

and because \( \text{Im} \{ d^R f(z_0, \delta z) \} = 0 \), we have
\[
(\delta^R z, \delta^I m z)_{H} + (\delta^R z, f^I m z)_{H} + (\delta^R \overline{z}, \delta^I \overline{m} z)_{H} = 0.
\]
In particular, if \( \delta^{Re} z = 0 \) we get
\[
(f_{z}^{Re}, \delta^{Im} z)_{H} - (f_{\bar{z}}^{Re}, \delta^{Im} z)_{H} = 0 \iff f_{z}^{Re} = f_{\bar{z}}^{Re}.
\]
In turn, if \( \delta^{Im} z = 0 \) we get
\[
(\delta_{z}^{Re} f_{z}^{Im}, \delta_{\bar{z}}^{Im} z)_{H} + (\delta_{\bar{z}}^{Re} f_{z}^{Im}, \delta_{z}^{Im} z)_{H} = 0 \iff f_{z}^{Im} = -f_{\bar{z}}^{Im}.
\]
Thus,
\[
\frac{\partial f}{\partial z}(z_{0}) = \left( \frac{\partial f}{\partial \bar{z}}(z_{0}) \right)^{H},
\]
and therefore
\[
\left( \frac{\partial z}{\partial z}, \frac{\partial f}{\partial z}(z_{0}) \right)_{\mathcal{U}} = \left( \frac{\partial z}{\partial \bar{z}}, \frac{\partial f}{\partial \bar{z}}(z_{0}) \right)_{\mathcal{U}},
\]
which concludes the proof.

Our next goal is to relate \( d^{R} f \) given in (3.8) with a gradient so that we can derive the first-order optimality conditions for problem (1.1a). In order to do that, we identify \( f \) with a real functional \( u \), namely \( u : H \times H \rightarrow \mathbb{R} \) that satisfies \( f(z) = f(x + iy) = u(x, y) \) for all \( z = x + iy \) in \( \mathcal{U} \). From the regularity of \( g \) (as defined above) we obtain
\[
d^{R} f(z; \delta z) = \lim_{t \downarrow 0} \frac{u(x + t\delta x, y + t\delta y) - u(x, y)}{t},
\]
(3.10)
where \( \delta z = \delta x + i\delta y \). Consequently, \( f \in C^{1}(\mathcal{U}) \) (see Definition 3.2) and we have the following identities
\[
u((x, y) + (\delta x, \delta y)) = u(x, y) + (\nabla u(\hat{x}, \hat{y}), (\delta x, \delta y)),
\]
(3.11)
\[
f(z + \delta z) = f(z) + d^{R} f(\hat{z}; \delta z),
\]
(3.12)
for some \( \hat{z} = \hat{x} + i\hat{y} \) in the segment \([z, z + \delta z]\). From now on, the expression \( d^{R} f(z; \delta z) \) will be called the \( \mathbb{R} \)-linear derivative of \( f \) at \( z \) in the direction \( \delta z \). Many properties for \( f \) can be obtained from properties of extension \( g \) or using the relation with \( u \); for instance, \( f \) is (real) convex if and only if \( u \) is convex. Also, one can determine the directions of steepest descent and stationary points. In fact, we have the following result.

**Theorem 3.4 (Steepest descent).** Let \( f, g \) and \( u \) be as above, then the direction of steepest descent for \( f \) at \( z_{0} = x_{0} + iy_{0} \) is given by
\[
\delta z = -\frac{\partial f}{\partial z}(z_{0}) = -\frac{\partial f}{\partial \bar{z}}(z_{0}),
\]
or equivalently
\[
\left( \frac{\delta x}{\delta y} \right) = -\nabla u(x_{0}, y_{0}).
\]

**Proof.** The result follows from the two characterizations of \( d^{R} f \) given in (3.8) and (3.10), respectively. In the first case, we have also used (3.9). The proof is complete.

From the previous theorem we obtain
\[
\frac{\partial f}{\partial z}(z) = \frac{\partial u}{\partial x}(x, y) + i\frac{\partial u}{\partial y}(x, y), \quad \text{and} \quad \frac{\partial f}{\partial \bar{z}}(z) = \frac{\partial u}{\partial x}(x, y) - i\frac{\partial u}{\partial y}(x, y).
\]
It is common to write these identities, called the Wirtinger derivatives (in finite dimensions) for a real-valued function \( f \), as
\[
\frac{\partial f}{\partial z} = \frac{\partial f}{\partial x} + i \frac{\partial f}{\partial y}, \\
\frac{\partial f}{\partial \bar{z}} = \frac{\partial f}{\partial x} - i \frac{\partial f}{\partial y}.
\] (3.13)
(3.14)

**Lemma 3.5.** Let \( f \) be as above. Then, \( z_0 = x_0 + iy_0 \) is a stationary point of \( f \) if and only if
\[
\frac{\partial f}{\partial z}(z_0) = 0 \quad \text{or} \quad \frac{\partial f}{\partial \bar{z}}(z_0) = 0.
\]

**Proof.** It is enough to identify \( f \) with \( u \), then \( \nabla u(x_0, y_0) = 0 \), and using (3.13) and (3.14) the proof is complete. \( \square \)

Finally, we give the following useful theorem holds. By \( \text{Dom}(f) \), we indicate the domain of function \( f \).

**Theorem 3.6.** Let \( f \) be as above, and assume \( f : \text{Dom}(f) \to \mathbb{C} \) with \( \text{Dom}(f) \) convex. If \( z_0 \) is an optimal point then
\[
d^R f(z_0; z-z_0) \geq 0, \quad \forall z \in \text{Dom}(f).
\] (3.15)

In addition, if \( f \) is (real) convex then (3.15) is a sufficient condition.

**Proof.** This result follows directly by identifying \( f \) with \( u \) and applying the well-known result for convex real-valued functions. \( \square \)

### 3.2. The \( \mathbb{R} \)-linear derivative of the reduced cost functional and optimality conditions.

Since the map \( z \mapsto \bar{z} \cdot z \) is not (complex) Gâteaux differentiable, the same can be concluded for the reduced functional \( j \) defined in (3.3). The following lemma shows, however, that \( d^R j \) is well-defined.

**Lemma 3.7.** Let \( (X, \| \cdot \|_X) \) be a complex Banach space, \( (\mathcal{U}, (\cdot, \cdot)_{\mathcal{U}}) \) be a complex Hilbert space, \( \bar{u} \in \mathcal{U} \), and \( \bar{S} \in \mathcal{L}(X, \mathcal{U}) \). Then, the convex function \( f(z) := \|\bar{S}z - \bar{u}\|^2_{\mathcal{U}} \) has an \( \mathbb{R} \)-linear derivative given by
\[
d^R f(z; v) = 2 \text{Re}(\bar{S}z - \bar{u}, \bar{S}v)_{\mathcal{U}},
\]
where \( \|u\|^2_{\mathcal{U}} := (u, u)_{\mathcal{U}} \) and \( \text{Re}(a) \) denotes the real part of \( a \in \mathbb{C} \).

**Proof.** We examine the difference quotient from the definition of \( d^R \), cf. 3.7, namely:
\[
\frac{f(z + tv) - f(z)}{t} = \frac{\|\bar{S}(z + tv) - \bar{u}\|^2_{\mathcal{U}} - \|\bar{S}z - \bar{u}\|^2_{\mathcal{U}}}{t}
\]
\[
= \frac{\|\bar{S}z - \bar{u}\|^2_{\mathcal{U}} + 2 \text{Re}(\bar{S}z - \bar{u}, t\bar{S}v)_{\mathcal{U}} + \|t\bar{S}v\|^2_{\mathcal{U}}}{t}
\]
\[
= \frac{2 \text{Re}(\bar{S}z - \bar{u}, t\bar{S}v)_{\mathcal{U}} + |t|^2\|\bar{S}v\|^2_{\mathcal{U}}}{t}
\] (3.16)

Considering \( t \in \mathbb{C} \) such that \( \text{Im}(t) = 0 \), and then taking the limit as \( t \to 0 \) completes the proof. \( \square \)

**Remark 3.8.** From (3.16), we can also conclude that \( f \) is not complex Gâteaux differentiable.

In what follows we recall that \( S = S_T \) and \( u_d = \bar{u}_d \).

**Corollary 3.9.** For \( z \) and \( \xi \) in \( H(\text{curl}_T; \Gamma) \), the \( \mathbb{R} \)-linear derivative of \( j \) at \( z \) (given in (3.3)), in the direction \( \xi \) is given by
\[
d^R j(z; \xi) = \text{Re}\left\{ (Sz - u_d, S\xi)_{0, \Omega} + \alpha(\text{curl}_T, \text{curl}_T \xi)_{0, \Gamma} + \beta(z, \xi)_{0, \Gamma} \right\}.
\] (3.17)

where \( (\cdot, \cdot)_{0, \Gamma} \) denotes the inner product in both \( L^2(\Gamma) \) and \( L^2(\Gamma) \).
As usual we will avoid computing the term $S\xi$ by introducing the adjoint of $S$, denoted by $S^*$. Notice that since $S$ is bounded linear, therefore $S^* : L^2(\Omega) \to H(\text{curl}_\Gamma; \Gamma)^*$ is well-defined. Then from (3.17), given $\xi \in H(\text{curl}_\Gamma; \Gamma)$ we have that $d^Rj(z; \xi)$ is given by

$$d^Rj(z; \xi) = \text{Re}\left\{ \langle S^* (Sz - u_d), \xi \rangle_{H(\text{curl}_\Gamma; \Gamma)^*} + \alpha(\text{curl}_\Gamma z, \text{curl}_\Gamma \xi)_{0, \Gamma} + \beta(z, \xi)_{0, \Gamma} \right\}. \quad (3.18)$$

We will introduce further assumptions on $\mu$ and $\kappa$ below so that this duality pairing in (3.18) becomes the inner product on $L^2_\perp(\Gamma)$. As usual, for optimal control of PDEs, $S^*$ is the solution operator for a problem similar to the state equation called the adjoint state equation: for $f \in L^2(\Omega)$ find $w \in H(\text{curl}; \Omega)$ such that

$$\text{curl} \left( \mu^{-1} \text{curl} w \right) - (i\omega)\kappa w = f \quad \text{in } \Omega,$$

$$w \times n = 0 \quad \text{on } \Gamma. \quad (3.19)$$

The weak formulation of this problem is: find $w \in H_0(\text{curl}; \Omega)$ such that

$$a^*(w, v) = (f, v) \quad \forall v \in H_0(\text{curl}; \Omega), \quad (3.20)$$

where

$$a^*(w, v) := a(v, w) = \langle w, \nabla \times v \rangle_{0, \Omega} \quad \forall w, v \in H(\text{curl}; \Omega). \quad (3.21)$$

By the Lax-Milgram lemma (see Lemma [2.7]), the above problem is well-posed. Now, given $\xi$ in $H(\text{curl}_\Gamma; \Gamma)$ we set $u_\xi = S\xi$, the unique solution to state equation, cf. (3.1), namely

$$a(u_\xi, v) = 0 \quad \forall v \in H_0(\text{curl}; \Omega),$$

$$\gamma_\Gamma u_\xi = \xi \times n \quad \text{on } \Gamma. \quad (3.22)$$

In turn, given $f \in L^2(\Omega)$ let $w$ be the solution for (3.20), and testing the first equation in (3.19) with $S\xi$, and integrating by parts using (2.6) and the fact that $\mu^{-1} \text{curl} w \in H(\text{curl}; \Omega)$ we arrive at

$$\langle f, S\xi \rangle_{0, \Omega} = - \langle \gamma_\Gamma (\mu^{-1} \nabla \times w), \gamma_\Gamma u_\xi \rangle_{\Gamma^*}$$

$$= - \langle \gamma_\Gamma (\mu^{-1} \nabla \times w), \xi \rangle_{\Gamma^*}.$$

Recall that $\langle \cdot, \cdot \rangle_{\Gamma^*}$ represents the duality pairing $H^{-\frac{1}{2}}(\text{div}_\Gamma; \Gamma)$ and $H^{\frac{1}{2}}(\text{curl}_\Gamma; \Gamma)$. Nevertheless, under some additional regularity on $\mu$ and $\kappa$ we will show that $w$ is smooth enough so this duality becomes an integral. Now, by setting $f = u - u_d$, (3.19) becomes the adjoint problem for the state equation, and we have the following result.

**Theorem 3.10.** The adjoint operator for $S$ is given by

$$S^* : L^2(\Omega) \to H^{\frac{1}{2}}(\text{div}_\Gamma; \Gamma)$$

$$f \mapsto S^* f = -\gamma_\Gamma (\mu^{-1} \nabla \times w), \quad (3.23)$$

where $w \in H_0(\text{curl}; \Omega)$ solves

$$\text{curl} \left( \mu^{-1} \text{curl} w \right) - (i\omega)\kappa w = f \quad \text{in } \Omega,$$

$$w \times n = 0 \quad \text{on } \Gamma. \quad (3.24)$$

Since, $H(\text{curl}_\Gamma; \Gamma) \hookrightarrow H^{\frac{1}{2}}(\text{curl}_\Gamma; \Gamma)$, we can rewrite (3.17) as

$$d^Rj(z; \xi) = \text{Re}\left\{ \langle S^* (Sz - u_d), \xi \rangle_{\Gamma^*} + \alpha(\text{curl}_\Gamma z, \text{curl}_\Gamma \xi)_{0, \Gamma} + \beta(z, \xi)_{0, \Gamma} \right\}, \quad (3.25)$$

for all $\xi \in H(\text{curl}_\Gamma; \Gamma)$. 
Theorem 3.15. Thus, from the surjectivity of the trace map and the duality pairing in (3.25) by inner product in (3.26), we can obtain additional regularity for (3.3). Additional regularity of \( \square \) complete. The proof follows from the above analysis and the fact that (3.24) will imply (3.25). We omit most of the proof details as they mostly follow from straightforward calculations.

**Lemma 3.11.** If \( \kappa \in W^{1,\infty}(\Omega) \) such that \( \kappa(x) \geq \kappa_0 > 0 \) almost everywhere, and \( \phi \in C^\infty_0(\Omega) \), then \( \kappa^{-1}\phi \in H^1_0(\Omega) \) and

\[
\nabla \phi = (\kappa^{-1}\nabla \kappa) \phi + \kappa \nabla (\kappa^{-1}\phi).
\]

**Proof.** The proof follows immediately after using the product rule in \( \nabla (\kappa^{-1}\phi) \) and rearranging the resulting expression. 

Using this result we obtain the following two lemmas involving the product rule for divergence and curl.

**Lemma 3.12.** Let \( \kappa \in W^{1,\infty}(\Omega) \) such that \( \kappa(x) \geq \kappa_0 > 0 \) almost everywhere, and \( \mathbf{u} \in L^2(\Omega) \) such that \( \text{div } \kappa \mathbf{u} = v \in L^2(\Omega) \), then \( \mathbf{u} \in H(\text{div}; \Omega) \) and

\[
\text{div } \mathbf{u} = \kappa^{-1}v - (\kappa^{-1}\nabla \kappa) \cdot \mathbf{u}.
\]

**Lemma 3.13.** Let \( \zeta \in W^{1,\infty}(\Omega) \) such that \( \zeta(x) \geq \zeta_0 > 0 \) almost everywhere, and \( \mathbf{u} \in L^2(\Omega) \) such that \( \text{curl } \zeta \mathbf{u} = v \in L^2(\Omega) \), then \( \mathbf{u} \in H(\text{curl}; \Omega) \) and

\[
\text{curl } \mathbf{u} = \zeta^{-1}v + \mathbf{u} \times (\zeta^{-1}\nabla \zeta).
\]

We will show that \( \mu^{-1}\nabla \times \mathbf{w} \) is smooth enough to have a well-defined and integrable trace, where \( \mathbf{w} \) is the solution for the adjoint problem (3.24). To do that, we will now show some results for the regularity of \( \mathbf{w} \).

**Lemma 3.14.** If \( \mathbf{w} \in H_0(\text{curl}; \Omega) \), then \( \text{curl } \mathbf{w} \in H_0(\text{div}; \Omega) \).

**Proof.** It is clear that \( \text{div } (\text{curl } \mathbf{w}) = 0 \), then \( \text{curl } \mathbf{w} \in H(\text{div}; \Omega) \) and therefore \( \gamma_n(\text{curl } \mathbf{w}) \) belongs to \( H^{-\frac{1}{2}}(\Gamma) \). Similarly; for each \( v \in H^1(\Omega) \), \( \nabla v \in H(\text{curl}; \Omega) \), and

\[
\langle \gamma_n(\text{curl } \mathbf{w}), v \rangle_{-\frac{1}{2}, \frac{1}{2}, \Gamma} = \int_{\Omega} v \text{div } (\text{curl } \mathbf{w}) dx + \int_{\Omega} \text{curl } \mathbf{w} \cdot \nabla v dx = 0 + \int_{\Omega} \mathbf{w} \cdot \nabla \gamma v dx - \langle v, \gamma (\gamma (\nabla v)) \rangle_{\Gamma^*} = 0.
\]

Thus, from the surjectivity of the trace map \( \gamma \) from \( H^1(\Omega) \) onto \( H^{\frac{3}{2}}(\Gamma) \) the proof concludes. 

**Theorem 3.15.** Let \( \mathbf{w} \) be the solution for the adjoint problem (3.24) with \( \mu, \kappa \in W^{1,\infty}(\Omega) \), then \( \mu^{-1}\text{curl } \mathbf{w} \in H(\text{curl}; \Omega) \cap H_0(\text{div}; \Omega) \).
Proof. We will first invoke Lemma 3.12 with \( u = G := \mu^{-1} \curl w \) and \( \kappa = \mu \). Notice that \( G \in L^2(\Omega) \) and \( \Div G = \Div \curl w = 0 \in L^2(\Omega) \). Therefore, \( G \in H(\Div; \Omega) \) and

\[
\Div G = - (\mu^{-1} \nabla \mu) \cdot (\mu^{-1} \curl w) \in L^2(\Omega).
\]

(3.28)

In addition, we notice that \( \curl G = (u - u_d) + i \omega \kappa w \in L^2(\Omega) \). Thus, \( G \in H(\curl; \Omega) \cap H(\Div; \Omega) \).

Finally, we show that the normal trace of \( G \) vanishes to complete the proof. From Lemma 3.11, \( \mu^{-1} v \in H^1(\Omega) \) for all \( v \in H^1(\Omega) \), this along Lemma 3.14 and the Green’s identity in \( H(\Div; \Omega) \), cf. [18] Lemma 1.4, yields

\[
0 = \langle \gamma_n(\curl w), \gamma(\mu^{-1} v) \rangle_{-\frac{1}{2}, \Gamma} = \int_{\Omega} \curl w \cdot \nabla (\mu^{-1} v) dx + \int_{\Omega} (\mu^{-1} v) \Div (\curl w) dx
= \int_{\Omega} \mu^{-1} \curl w \cdot \mu \nabla (\mu^{-1} v) dx
= \int_{\Omega} \mu^{-1} \curl w \cdot (\nabla v - \mu^{-1} \nabla \mu v) dx.
\]

Then using (3.28), we obtain that

\[
0 = \langle \gamma_n(\curl w), \gamma(\mu^{-1} v) \rangle_{-\frac{1}{2}, \Gamma} = \int_{\Omega} \mu^{-1} \curl w \cdot \nabla v dx + \int_{\Omega} v \Div (\mu^{-1} \curl w) dx
= \langle \gamma_n(\mu^{-1} \curl w), \gamma(v) \rangle_{-\frac{1}{2}, \Gamma},
\]

which concludes the proof. \( \square \)

Corollary 3.16. Let \( w \) be the solution for the adjoint equation (3.24), then

\[
\gamma_\ell(\mu^{-1} \nabla \times w) \in L^2_\ell(\Gamma).
\]

Proof. From [21] Thm. 4.4 \( H(\curl; \Omega) \cap H_0(\Div; \Omega) \hookrightarrow H^{\frac{1}{2} + \epsilon_\ast}(\Omega) \), for some \( \epsilon_\ast > 0 \). Thus, according to Theorem 3.15 we have \( \mu^{-1} \nabla \times w \in H^{\frac{1}{2} + \epsilon_\ast}(\Omega) \), then by trace theorem, \( \gamma(\mu^{-1} \nabla \times w) \in H^{\ast}(\Gamma) \). In particular, \( \gamma_\ell(\mu^{-1} \nabla \times w) \in L^2_\ell(\Gamma) \). \( \square \)

As a result of Corollary 3.16, the duality paring in (3.25) becomes an integral, namely

\[
\langle \gamma_\ell(\mu^{-1} \nabla \times w), \xi \rangle_{\Gamma} = \langle \gamma(\mu^{-1} \nabla \times w) \times n, \xi \rangle_{\Gamma}
= \int_{\Gamma} (\gamma(\mu^{-1} \nabla \times w) \times n) \cdot \xi dS.
\]

Corollary 3.17. The function \( \hat{z} \in Z \) is an optimal control for (3.3), if and only if

\[
\hat{u} = S \hat{z}, \\
\hat{\zeta} = S^*(\hat{u} - u_d),
\]

\[
\Re \left\{ (\hat{\zeta}, z - \hat{z})_{0,\Gamma} + \alpha (\curl_{\Gamma} \hat{z}, \curl_{\Gamma}(z - \hat{z}))_{0,\Gamma} + \beta (\hat{z}, z - \hat{z})_{0,\Gamma} \right\} = 0, \quad \forall z \in Z.
\]

Proof. The result is a consequence of Theorems 3.6 and 3.10 and Corollary 3.16. \( \square \)

4. DISCRETE PROBLEM

Let \( \Omega \) be a connected polyhedral Lipschitz domain, and \( \{ \mathcal{T}_h \}_h \) be a family of shape regular simplicial triangulation for \( \Omega \). For a given mesh \( \mathcal{T}_h \) we denote the set of faces on the boundary by \( \Gamma_h \), and the edges belonging to \( \Gamma_h \) by \( \mathcal{E}_h^e \). We consider a conforming finite element space for \( H(\curl; \Omega) \) denoted by \( \mathcal{N}_k^h \), we utilize the basis given in [21], here \( k = 0 \) denotes the lowest order.
Thus, given $z \in H(\text{curl}_\Gamma; \Gamma)$ and $k \in \mathbb{N} \cup \{0\}$, we consider the semi-discrete state equation: find $u_h \in N^h_k$ such that
\begin{equation}
\left( \mu^{-1} \text{curl} \, u_h, \text{curl} \, v_h \right)_{0, \Omega} + (i\omega) \left( \kappa u_h, v_h \right)_{0, \Omega} = 0 \quad \forall v_h \in N^h_{k0},
\end{equation}

where $N^h_{k0} := N^h_k \cap H_0(\text{curl}; \Omega)$. Because $N^h_{k0}$ is a closed subspace of $H_0(\text{curl}; \Omega)$ well-posedness of (4.1) follows from the continuous case, except for how the boundary condition $u_h \times n = z \times n$ is imposed. This can be done in several ways; for instance, with a $L^2(\Gamma_h)$ projection plus taking an average for the edge dofs. Nevertheless, for that approach approximation and commutativity properties seem rather difficult to prove. We impose the Dirichlet condition in (4.1) via moments, which allows us to use the well-known approximation theory of Nédélec and Raviart-Thomas elements in 2D along the approximation theory developed in [1].

### 4.1. Imposition of discrete boundary conditions

As we already mentioned, we impose the condition $u_h \times n = z \times n$ through a lifting defined by moments. Now, the natural strategy would be to use the 2D local moments for $H(\text{div}; F)$, for each face $F$ on $\Gamma_h$, which is a collection of linear integral equations; see for instance [18, Sec. 3]. Nevertheless, because we consider $z \times n$ instead of just $z$, imposing those moments turns out to be equivalent to imposing $\gamma_T u_h = z$ through the local moments for $H(\text{curl}, F)$, cf. [33, Sec. 5.5]. We now define a global lifting operator
\begin{equation}
\mathcal{L}_h : \mathcal{D}_{\mathcal{L}_h} \subseteq H(\text{curl}_\Gamma; \Gamma) \mapsto N^h_k,
\end{equation}
where $\mathcal{D}_{\mathcal{L}_h}$ denotes the domain of $\mathcal{L}_h$ which is a finite subspace of $H(\text{curl}_\Gamma; \Gamma)$ and its elements have well-defined and continuous moments on $\Gamma_h$, $u^h_j$ is the unique element in $N^h_k$ which shares the local 2D Nédélec moments with $z$ for all the faces/edges in $\Gamma_h$, and it has zero interior moments. Because of the regularity needed for this lifting, we will choose the discrete control space $Z^h$ so that the following holds
\begin{equation}
Z^h \subseteq \mathcal{D}_{\mathcal{L}_h} \subseteq \gamma_T N^h_k, \quad \text{for some } j \in \{0, \ldots, k\}.
\end{equation}

### 4.2. Discrete solution operator and cost functional

Let $j \in \{0, \ldots, k\}$ and define $Z^h := R^h_j \cap Z$, where

\begin{equation}
R^h_j := \left\{ \gamma_T u_h : u_h \in N^h_k \right\}.
\end{equation}

Now, let us introduce the discrete optimization problem,
\begin{equation}
\min_{u_h, z_h} J(u_h, z_h) := \frac{1}{2} \int_{\Omega} |u_h - u_d|^2 \, dx + \frac{\alpha}{2} \int_{\Gamma} |\text{curl}_\Gamma z_h|^2 \, dS + \frac{\beta}{2} \int_{\Gamma} |z_h|^2 \, dS,
\end{equation}

where $u_h$ is the unique solution to (4.1), for $z = z_h$. As in the continuous case, we reduce this problem with the help of a (discrete) solution operator
\begin{equation}
S^h : Z^h \subseteq R^h_j \mapsto N^h_k,
\end{equation}
where $z_h \mapsto S^h z_h =: u_h$.

To prove that $S^h$ is bounded, with constant independent of $h$, let us consider the following lemma.

**Lemma 4.1.** Let $u$ and $u_h$ be the solutions for the continuous and discrete state equations, (1.1b) and (4.1), respectively, with respective boundary data given by $z \times n$ and $z_h \times n$. Then, the following holds
\begin{equation}
\|u - u_h\|_{H^1(\text{curl}; \Omega)} \leq C \left( \min_{v_h \in N^h_k} \|u - v_h\|_{H^1(\text{curl}; \Omega)} + \|z - z_h\|_{H^{-\frac{1}{2}}(\text{curl}_\Gamma; \Gamma)} \right),
\end{equation}
where $C$ only depends on the shape regularity of $T_h$, $\Omega$ and the eigenvalues of $\mu$ and $\kappa$. 

**Proof.** From [1] Corollary 4.4, we have
\[
\|u - u_h\|_{\text{curl}, \Omega} \leq C \left( \min_{v_h \in \mathcal{N}_k} \|u - v_h\|_{\text{curl}, \Omega} + \|z \times n - z_h \times n\|_{H_{\text{curl}}^{-\frac{1}{2}}(\text{div}, \Gamma)} \right).
\]

Finally, from the well-known isometry for weak rotations between \(H_{\text{curl}}^{-\frac{1}{2}}(\text{div}, \Gamma)\) and \(H_{\text{curl}}^{-\frac{1}{2}}(\text{div}, \Gamma)\), see [38, p. 448], the proof concludes.

A useful result, related to (4.6), is the existence of a uniformly bounded operator
\[
L_h : \mathcal{R}_h \mapsto \mathcal{N}_k^h,
\]
\[
z_h \mapsto u_{z_h},
\]
such that \(\gamma_T(u_{z_h}) = z_h\), and \(\|u_{z_h}\|_{\text{curl}, \Omega} \leq C\|z_h\|_{\text{curl}, \Omega}\), where \(C\) is independent of \(h\), see [1] and references within. Thus, \(S_h\) is linear and bounded independently of \(h\). We now introduce the reduced discrete cost functional
\[
\begin{align*}
& j_h : Z^h \mapsto \mathbb{R}, \\
& z_h \mapsto j_h(z_h) := \mathcal{J}(S_h(z_h), z_h).
\end{align*}
\] (4.7)

It is clear that, \(j_h\) is continuous and bounded independently of \(h\). Now, under the same arguments as for the continuous case we have
\[
\begin{align*}
d\mathbb{R} j_h(z_h, \xi_h) &= \text{Re}\{\langle S_h z_h - u_d, S_h \xi_h \rangle_{0, \Omega} + \alpha(\text{curl}_T z_h, \text{curl}_T \xi_h)_{0, \Gamma} + \beta(z_h, \xi_h)_{0, \Gamma} \} \\
&= \text{Re}\{\langle S_h^* (S_h z_h - u_d), \xi_h \rangle_{0, \Gamma} + \alpha(\text{curl}_T z_h, \text{curl}_T \xi_h)_{0, \Gamma} + \beta(z_h, \xi_h)_{0, \Gamma} \}
\end{align*}
\] (4.8)

for all \(z_h\), and \(\xi_h\) in \(Z^h\). Where the action of the discrete adjoint operator \(S_h^*\) will be defined later, cf. (4.19).

### 4.3. Particular choice of discrete control space.

For simplicity and because most of the theory for Nédélec elements focuses on this case, we consider the lowest order space for our discrete control \(z_h\), along with a higher order approximation for \(u_h\). As usual, we just construct the real-valued spaces. It turns out that, it is easier to inherit properties for \(z_h\) from the space of \(z_h \times n\), which is related to the Raviart-Thomas space. In fact, given \(F \in \Gamma_h\) we recall that the local Raviart-Thomas space \(RT_k(F)\) is just a \(\pi/2\)-rotation of Nédélec’s space \(N_k(F)\), see [17]. This idea can be easily generalized to the piecewise linear manifold \(\Gamma_h\). In order to do that, we first introduce the Raviart-Thomas space for \(\Gamma_h\)
\[
RT_k(\Gamma_h) := \left\{ q \in L^2_k(\Gamma) : \forall F \in \Gamma_h, \ q_F \in RT_k(F) \text{ and } \forall e \in E^h_\Gamma, \ [q \cdot \nu]_e = 0 \right\},
\] (4.9)

where \([q \cdot \nu]_e = 0\) denotes the continuity of \(q \cdot \nu\) across the edge \(e\), and \(\nu\) is the 2D “normal vector” on \(e\), this will be clarified later, see (4.13). In the same manner, the space for the discrete control \(z_h\) will be a subspace of the Nédélec space for \(\Gamma_h\), which is given by
\[
N_k(\Gamma_h) := \left\{ q \in L^2_k(\Gamma) : \forall F \in \Gamma_h, \ q_F \in N_k(F) \text{ and } \forall e \in E^h_\Gamma, \ [q]_e e \cdot t_e = 0 \right\},
\] (4.10)

where \(t_e\) is a unitary vector along the edge \(e\). Then, it follows that \(RT_k(\Gamma_h)\) is a \(\pi/2\)-rotation of \(N_k(\Gamma_h)\) but just facewise, which can be compactly represented as \(RT_k(\Gamma_h) = N_k(\Gamma_h) \times n\). Now, we show that for the lowest order case, \(k = 0\), the identity \(RT_k(\Gamma_h) = N_k(\Gamma_h) \times n\) can be reduced to an identity between elements of a particular choice of bases. To show that, notice that \(RT_0(\Gamma_h)\) is given by
\[
\left\{ q \in L^2_k(\Gamma) : \forall F \in \Gamma_h, \exists a \in \mathbb{R}^3, \exists b \in \mathbb{R}, \ q_F = a + b \cdot x \text{ and } \forall e \in E^h_\Gamma, \ [q \cdot \nu]_e = 0 \right\}.
\]

For a global basis for this space we consider the Rao-Wilton-Glisson basis [37]. From now on, we assume that all the faces on \(\Gamma_h\) are oriented counterclockwise in terms of its vertices, and the normal
vector of a face points outward. Now, let us consider an edge \( e \in \mathcal{E}^h \) and the two faces, \( F_+ \) and \( F_- \) on \( \Gamma_h \), which share \( e \). Therefore, without loss of generality, we assume that \( F_- \) has \( e \) with a negative orientation. We now want to find \( \psi_e \) in \( RT_0(\Gamma_h) \cap H^2(\Gamma) \) such that \( \psi_e \cdot \nu|_{E_+} + \psi_e \cdot \nu|_{E_-} \) vanishes point-wise on \( \mathcal{E}^h \). Here the main difference between this case and the 2D-case is that \( \nu|_{E_+} \neq -\nu|_{E_-} \) in general. Nevertheless, “the definition for Raviart-Thomas basis” is the same for this case. Consider,

\[
\psi_e : \Gamma_h \mapsto \mathbb{R}^3,
\]

\[
x \mapsto \psi_e(x) := \begin{cases} 
\frac{|e|}{2|F_+|}(x - v^+_e) : x \in F_+, \\
-\frac{|e|}{2|F_-|}(x - v^-_e) : x \in F_-, \\
0 : \text{elsewhere},
\end{cases}
\]

where \( v^+_e \) is the vertex opposite to \( e \) in \( F_\pm \), see Figure 1. \( \psi_e \) was scaled for visualization purposes.

\[\text{Figure 1. } F_+ \cup e \cup F_- , \psi_e|_{F_\pm} \text{ and } (n_{F_\pm} \times \psi_e)|_{F_\pm}\]

The functions \( \psi_e \) have many good properties. For instance, it has a constant normal component on each edge of \( F_+ \) and \( F_- \). To show this, we follow [3, Sec. 4]. Given \( F \in \Gamma_h \), let us assume that \( F = \text{conv}\{v_1, v_2, v_3\} \), and define \( e_j \) to be the edge opposite to the vertex \( v_j \). Then, by some basic properties of triangles and orthogonal projections in \( \mathbb{R}^2 \), see Figure 2 yields

\[
(x - v_j) \cdot \nu_j = h_j = 2 \frac{|F|}{|e_j|} \forall x \in e_j, \forall j \in \{1, 2, 3\}. \tag{4.12}
\]

\[\text{Figure 2. } \text{Altitudes and outer normals of } F.\]
Now, we give a formal definition for the “normal” vector $\nu$, see [12, section 2],

$$
\nu = \begin{cases} 
  t_e \times n_{F_e} & \text{on } e \cap F_e^+, \\
  t_e \times n_{F_e} & \text{on } e \cap F_e^-, 
\end{cases}
$$

(4.13)

where $t_e$ is a unitary vector along $e$, following its orientation, and $n_{F_e^\pm}$ is the unitary outer normal vector to $F_e^\pm$. Note that, $\nu|_{e \cap F_e^\pm} = \pm \nu_{F_e^\pm}$, therefore $\nu|_{e \cap F_e^-}$ points inward. With this definition we have the following result

**Lemma 4.2.** Let $\psi_e$ defined as in (4.11), then

$$
(\psi_e \cdot \nu)(x) = \begin{cases} 
  1 & : x \in e, \\
  0 & : x \in \mathcal{E}_h \setminus \{e\},
\end{cases}
$$

$$
\text{div}_\Gamma \psi_e = \begin{cases} 
  \pm |e|/|F_e^\pm| & \text{in } F_e^\pm, \\
  0 & \text{elsewhere,}
\end{cases}
$$

$$
\int_{\Gamma} \text{div}_\Gamma \psi_e dS = 0.
$$

**Proof.** See [3, Lemma 4.1].

Now, we will study a basis for $\mathcal{N}_0(\Gamma_h)$, cf. (4.10). To simplify the notation, from now on we assume that $e$ is the edge between the vertices $[x_e, x_m]$, following that orientation. Because for the lowest order case, in 2D and 3D, there are only edge related functions of the form, $\tilde{\phi}_e = \lambda_\ell \nabla \lambda_m - \lambda_m \nabla \lambda_\ell$.

This motivates us to consider the collection of functions $\{\phi_e\}_{e \in \mathcal{E}_h^e}$, given by

$$
\phi_e : \Gamma_h \mapsto \mathbb{R}^3; \\
x \mapsto \phi_e(x) := \begin{cases} 
  |e|/(\lambda_\ell \nabla \lambda_m - \lambda_m \nabla \lambda_\ell) |_{F_e^\pm} & : x \in F_e^\pm, \\
  0 & \text{elsewhere.}
\end{cases}
$$

(4.14)

Note that $\phi_e = n_{F_e} \times \psi_e$, see Figure 1. Based on this observation, we have the following result

**Lemma 4.3.** Let $e \in \mathcal{E}_h^e$ then

$$
\phi_e \cdot t_e = \begin{cases} 
  1 & e = \hat{e}, \\
  0 & e \neq \hat{e},
\end{cases}
$$

$$
\phi_e \times n = \psi_e,
$$

$$
\text{curl}_\Gamma \phi_e = \begin{cases} 
  \pm |e|/|F_e^\pm| & \text{in } F_e^\pm, \\
  0 & \text{elsewhere,}
\end{cases}
$$

$$
\int_{\Gamma} \text{curl}_\Gamma \phi_e dS = 0.
$$

**Proof.** It follows from $\nabla \lambda_\ell \cdot t_e = \nabla \lambda_\ell \cdot t_e$, the definition of $\nu$, cf. (4.13), $\phi_e \times n$ having the same edge moments as $\psi_e$, the unisolvence of $\mathcal{RT}_0(F)$, and the identity $\text{curl}_\Gamma \phi_e = \text{div}_\Gamma \phi_e \times n$. 

We now show how to compute the terms that appears in the stabilization term in the cost functional, and its derivative, for the discrete setting. Our analysis only involves the length of the boundary edges, their local orientation, and the barycentric coordinates $\hat{\lambda}_1, \hat{\lambda}_2$ and $\hat{\lambda}_3$ on the 2D reference face $\hat{F} = \text{conv}\{(0,0)^T, (1,0)^T, (0,1)^T\}$. 
Proposition 4.4. Let $F \in \Gamma_h$ with edges $(e_a, e_b, e_c)$, $z \in \mathbb{Z}^h$ with $z|_F = \beta_a \phi_e a + \beta_b \phi_e b + \beta_c \phi_e c$. Then, for each $i, j \in \{a, b, c\}$, yields

$$\langle \beta_i \text{curl} \phi_{e_i}, \beta_j \text{curl} \phi_{e_j} \rangle_F = \beta_i \beta_j \int_F \text{curl} \phi_e a \text{curl} \phi_e b dS = \beta_i \beta_j \left| \frac{e_i}{|F|} \right| e_j|,$$

(4.15)

$$\langle \beta_i \phi_{e_i}, \beta_j \phi_{e_j} \rangle_F = \beta_i \beta_j \int_F \phi_i \cdot \phi_j dS = \beta_i \beta_j \left| e_i \right| |F|/2 \int_F \left( \phi_e \right)^T B_F \phi_m dS,$$

(4.16)

where $\ell, m \in \{1, 2, 3\}$,

$$B_F := \frac{1}{4|F|^2} \begin{bmatrix} |e_a|^2 & \frac{|e_b|^2 - (|e_a|^2 + |e_c|^2)}{2} \\ \frac{|e_b|^2 - (|e_a|^2 + |e_c|^2)}{2} & |e_c|^2 \end{bmatrix},$$

$$\hat{\phi}_1 := - (\hat{\lambda}_1 + \hat{\lambda}_2) \left( \begin{array}{c} 1 \\ 0 \end{array} \right) - \hat{\lambda}_2 \left( \begin{array}{c} 0 \\ 1 \end{array} \right), \quad \hat{\phi}_2 := \hat{\lambda}_3 \left( \begin{array}{c} 1 \\ 0 \end{array} \right) - \hat{\lambda}_2 \left( \begin{array}{c} 0 \\ 1 \end{array} \right), \quad \text{and} \quad \hat{\phi}_3 := \hat{\lambda}_3 \left( \begin{array}{c} 1 \\ 0 \end{array} \right) + (\hat{\lambda}_1 + \hat{\lambda}_3) \left( \begin{array}{c} 0 \\ 1 \end{array} \right).$$

Proof. First of all, because we are dealing with tangent fields it is enough to show the 2D case. Let us consider a face $F = \text{conv}\{v_1, v_2, v_3\}$, where $v_j = (x_j, y_j)^T$ for $j \in \{1, 2, 3\}$, and the reference face $\widehat{F} = \text{conv}\{(0, 0)^T, (1, 0)^T, (0, 1)^T\}$ with associated barycentric coordinates $\hat{\lambda}_1, \hat{\lambda}_2, \hat{\lambda}_3$, and the affine map

$$\eta_F : \widehat{F} \mapsto F,$$

$$\begin{bmatrix} \widehat{x} \\ \widehat{y} \end{bmatrix} \mapsto \begin{bmatrix} x_2 - x_1 & x_3 - x_1 \\ y_2 - y_1 & y_3 - y_1 \end{bmatrix} \begin{bmatrix} \widehat{x} \\ \widehat{y} \end{bmatrix} + \begin{bmatrix} x_1 \\ y_1 \end{bmatrix}.$$

Figure 3. Affine transformation between $\widehat{F}$ and $F$

Let us assume the edges of $F$ have length $|e_a|, |e_b|$ and $|e_c|$, see Figure 3. And, as usual, define

$$B_F = \begin{bmatrix} x_2 - x_1 & x_3 - x_1 \\ y_2 - y_1 & y_3 - y_1 \end{bmatrix}.$$

(4.17)

It straightforward to show

$$\det(B_F) = |F|/|\widehat{F}| = 2|F|,$$

$$B_F^{-1} = \frac{1}{2|F|} \begin{bmatrix} y_3 - y_1 & x_1 - x_3 \\ y_1 - y_2 & x_2 - x_1 \end{bmatrix},$$

$$B_F^{-1}B_F^{-T} = \frac{1}{4|F|^2} \begin{bmatrix} |e_a|^2 & |e_b|^2 - (|e_a|^2 + |e_c|^2) \\ |e_b|^2 - (|e_a|^2 + |e_c|^2) & |e_c|^2 \end{bmatrix}.$$
where we have used \( \mathbf{v}_1 \mathbf{v}_2 \cdot \mathbf{v}_1 \mathbf{v}_3 = |e_a||e_c| \cos(\gamma) \), see Figure 3 and the law of cosines

\[
|e_a|^2 = |e_a|^2 + |e_c|^2 - 2|e_a||e_c| \cos(\gamma).
\]

In practice we replace \(|e_j|\) by \(\pm |e_j|\), according to the orientation of the edge on \(F\). The rest of the proof follows from the fact that the elements of our basis are up to a constant, the length of the edge, are the same as the standard lowest order Nédélec basis of the first kind. \(\square\)

A different approach to compute the above mentioned quantities can be done in terms of \(\phi_e \times n\), for the 2D case, this can be found in [3, sec. 4.2-4.3].

### 4.4. Discrete Adjoint equation and optimality conditions.

Because for \(\mathbf{w}_h \in \mathcal{N}_h^h\), \(\mu^{-1} \nabla \times \mathbf{w}_h \not\in H(\text{curl}; \Omega)\), we cannot apply the same strategy as for the continuous adjoint \(S^*\), cf. Theorem 3.10. To overcome this problem, we first consider a discretization of the continuous adjoint problem, cf. (3.24): find \(\mathbf{w}_h \in \mathcal{N}_h^h\) such that,

\[
a^*(\mathbf{w}_h, \mathbf{v}_h) = (S_h \mathbf{z}_h - \mathbf{u}_d, \mathbf{v}_h)_{\Omega} \quad \forall \mathbf{v}_h \in \mathcal{N}_h^h_{k_0}, \quad (4.18)
\]

and as in the continuous case, for \(\xi_h\) and \(\mathbf{z}_h\) in \(Z_h\) we want to simplify the term

\[
(S_h \mathbf{z}_h - \mathbf{u}_d, S_h \xi_h)_{\Omega},
\]

which appears in the definition of \(d^R \mathbf{j}_h\), so it does not require to compute/assemble the term \(S_h \xi_h\), for each feasible direction \(\xi_h\). To do that, we apply the following splitting

\[
S_h \xi_h = S_h \xi_h + \mathcal{L}_h \xi_h,
\]

where \(S_{h_0} \xi_h \in \mathcal{N}_h_{k_0}\), and \(\mathcal{L}_h\) is the lifting operator defined in (4.2). Thus, we define

\[
\langle S_h^*(S \mathbf{z} - \mathbf{u}_d), \xi \rangle_{\Gamma^*} := (S_h \mathbf{z} - \mathbf{u}_d, S_h \xi)_{\Omega} + (S_h \mathbf{z} - \mathbf{u}_d, \mathcal{L}_h \xi)_{\Omega}
\]

\[
= (S_h \mathbf{z} - \mathbf{u}_d, S_{h_0} \xi)_{\Omega} + (S_h \mathbf{z} - \mathbf{u}_d, \mathcal{L}_h \xi)_{\Omega}
\]

\[
= a^*(\mathbf{w}_h, S_{h_0} \xi) + (S_h \mathbf{z} - \mathbf{u}_d, \mathcal{L}_h \xi)_{\Omega},
\]

where the last identity follows from (4.1), taking \(\mathbf{v}_h = \mathbf{w}_h\). Note that the support of \(\mathcal{L}_h \xi_h\) is contained just in a small \(h\)-neighborhood of \(\Gamma_h\).

**Theorem 4.5.** The first-order optimality condition (3.13) implies in the discrete setting that: \(\tilde{\mathbf{z}}_h \in Z^h\) is an optimal control of (4.7) if and only if

\[
\tilde{\mathbf{u}}_h = S_h \mathbf{z}_h,
\]

\[
\text{Re} \left\{ \langle S_h^*(\tilde{\mathbf{u}}_h - \mathbf{u}_d), \mathbf{z}_h - \tilde{\mathbf{z}}_h \rangle_{\Gamma^*} + \alpha \langle \text{curl}_\Gamma \tilde{\mathbf{z}}_h, \text{curl}_\Gamma (\mathbf{z}_h - \tilde{\mathbf{z}}_h) \rangle_{0, \Gamma} + \beta \langle \tilde{\mathbf{z}}_h, \mathbf{z}_h - \tilde{\mathbf{z}}_h \rangle_{0, \Gamma} \right\} = 0, \quad \forall \mathbf{z}_h \in Z^h.
\]

### 4.5. Convergence of fully discrete scheme.

**Theorem 4.6.** Let \(\{\tilde{\mathbf{z}}_h\}_h\) be the family of discrete optimal controls related to \(\{\mathbf{f}_h\}_h\) then

1. \(\{\tilde{\mathbf{z}}_h\}_h\) is uniformly bounded,
2. there exists a subsequence \(\{\tilde{\mathbf{z}}_h\}_h\) of \(\{\tilde{\mathbf{z}}_h\}_h\) such that

\[
||\mathbf{z}_h - \tilde{\mathbf{z}}||_{\text{curl}_\Gamma} \rightarrow 0, \quad \text{as } h \rightarrow 0,
\]

where \(\mathbf{z}\) is the unique solution to the continuous optimization problem (3.3).
Proof. The first part of the proof follows from
\[ j_h(z_h) \leq j_h(0) \Rightarrow \min\{\alpha, \beta\} \leq \frac{1}{2} \|z_h\|^2 \leq \frac{\alpha}{2} \|\text{curl}_r z_h\|_0, \Gamma^2 + \frac{\beta}{2} \|z_h\|_0, \Gamma^2 \leq \|u_d\|_0, \Omega. \] (4.20)
Since \(H(\text{curl}_r; \Gamma)\) is a Hilbert space, \(\{z_h\}_h\) has a weakly convergent subsequence i.e., there exists \(\tilde{z} \in H(\text{curl}_r; \Gamma)\) such that
\[ z_h \rightharpoonup \tilde{z}, \quad \text{as } h \to 0. \] (4.21)
Now, since the injection of \(H(\text{curl}_r; \Gamma)\) into \(H^\frac{1}{2}_\bot(\text{curl}_r; \Gamma)\) is compact, therefore
\[ \|z_h - \tilde{z}\|_{H^\frac{1}{2}_\bot(\text{curl}_r; \Gamma)} \xrightarrow{\hat{h}} 0, \quad \text{when } z_h \rightharpoonup \tilde{z} \text{ in } H(\text{curl}_r; \Gamma). \] (4.22)
In turn, from (4.6) we get
\[ \|S_h z_h - S \tilde{z}\|_{\text{curl}_r, \Omega} \xrightarrow{\hat{h}} 0. \] In fact,
\[ \|S_h z_h - S \tilde{z}\|_{\text{curl}_r, \Omega} \leq \text{dist}(S \tilde{z}, N^h_k) + \|z_h - \tilde{z}\|_{H^\frac{1}{2}_\bot(\text{curl}_r; \Gamma)} \xrightarrow{\hat{h}} 0. \]
Now, we will show convergence of the solutions for the discrete adjoint problem, cf. (4.18). In order to do that, let us consider \(\bar{w} \in H_0(\text{curl}; \Omega)\) to be the unique solution of
\[ a^*(\bar{w}, v) = (S \tilde{z} - u_d, v) \quad \forall v \in H_0(\text{curl}; \Omega), \]
and functionals \(\ell\) and \(\ell_h\) given by
\[ \ell(v) = (S \tilde{z} - u_d, v)_{0, \Omega} \quad \forall v \in H_0(\text{curl}; \Omega), \]
\[ \ell_h(v_h) = (S_h z_h - u_d, v_h)_{0, \Omega} \quad \forall v_h \in N^h_{k0}. \]
Thus, from Strang’s first lemma we obtain that
\[ \|\bar{w} - \bar{w}_h\|_{\text{curl}_r, \Omega} \lesssim \inf_{v_h \in N^h_{k0}} \|\bar{w} - v_h\|_{\text{curl}_r, \Omega} + \sup_{v_h \in N^h_{k0}} \left| \ell(v_h) - \ell_h(v_h) \right| \]
\[ \lesssim \inf_{v_h \in N^h_{k0}} \|\bar{w} - v_h\|_{\text{curl}_r, \Omega} + \|S \tilde{z} - S_h z_h\|_{\text{curl}_r, \Omega} \xrightarrow{\hat{h}} 0. \]
On the other hand, it is clear that for each \(p \in Z\) we have that
\[ \alpha(\text{curl}_r z_h, \text{curl}_r p)_{0, \Gamma} + \beta(z_h, p)_{0, \Gamma} \xrightarrow{\hat{h}} \alpha(\text{curl}_r \tilde{z}, \text{curl}_r p)_{0, \Gamma} + \beta(\tilde{z}, p)_{0, \Gamma}. \]
In turn, \(\{Z^h\}_h\) is dense in \(H(\text{curl}_r; \Gamma)\); moreover, \(\{Z^h\}_h\) is dense in \(H^\frac{1}{2}_\bot(\text{curl}_r; \Gamma)\) which follows from [15 Corollary 5]. Thus, for a given \(p \in Z\) we define \(p_h\) as its best approximation in \(Z^h\), then
\[ \left\langle S^*_h(S_h z_h - u_d), p_h \right\rangle_{\Gamma^*} = (S_h z_h - u_d, S^*_h p_h)_{0, \Omega} \]
\[ = (S_h z_h - u_d, S^*_h p_h - S p)_{0, \Omega} + (S_h z_h - u_d, S p)_{0, \Omega}. \]
Thus, because \(S_h z_h\) is bounded (independently of \(h\)) we conclude
\[ \left\langle S^*_h(S_h z_h - u_d), p_h \right\rangle_{\Gamma^*} \xrightarrow{\hat{h}} \left\langle S^*(S \tilde{z} - u_d), p \right\rangle_{\Gamma^*}. \]
Finally,
\[ \text{Re} \left\{ (S^*(S \tilde{z} - u_d), p)_{\Gamma^*} + \alpha(\text{curl}_r \tilde{z}, \text{curl}_r p)_{0, \Gamma} + \beta(\tilde{z}, p)_{0, \Gamma} \right\} = 0 \quad \forall p \in Z, \]
and by uniqueness of local minimum we conclude \((\tilde{z}, S \tilde{z}, \bar{w}) = (\bar{z}, \bar{u}, \bar{w}). \) \(\square\)
4.6. **Using** $\|\text{curl}\varphi\|_{0,\Gamma}^2$ **as the regularization term.** In this section we study the problem

$$\min_{z \in Z^2} J(z) = \min_{z \in Z} \frac{1}{2} \int_{\Omega} |S_\Gamma z - \hat{u}_d|^2 \, dx + \frac{\alpha}{2} \int_{\Gamma} |\text{curl}\varphi z|^2 \, dS,$$

(4.23)

where

$$Z^2 := \{z \in H(\text{curl}\varphi; \Gamma) : \text{curl}\varphi z \in L^2_0(\Gamma)\} \cap \ker(\text{curl}\varphi)^\perp.$$

(4.24)

The continuous analysis for this problem follows from the previous case, given that

$$\|z\|_{2,0,\Gamma}^2 + \|\text{curl}\varphi z\|_{0,\Gamma}^2 \lesssim \|\text{curl}\varphi z\|_{0,\Gamma}^2 \quad \forall z \in Z^2,$$

(4.25)

which follows from the open mapping theorem [11, Corollary 2.7], and the following result

**Lemma 4.7.** The operators

$$\text{div}\varphi : L^2_t(\Gamma) \mapsto H^{-1}(\Gamma)/\mathbb{R}, \quad \text{curl}\varphi : L^2_t(\Gamma) \mapsto H^{-1}(\Gamma)/\mathbb{R}$$

are linear, continuous and surjective. Moreover,

$$\ker(\text{div}\varphi) = \{\text{curl}\varphi \varphi : \varphi \in H^1(\Gamma)\},$$

$$\ker(\text{curl}\varphi) = \{\nabla\varphi : \varphi \in H^1(\Gamma)\}.$$

Proof. See Definition 2.3, Remark 3.2 and Proposition 3.1 in [13]. □

In turn, for the discrete case we have

**Proposition 4.8.** The set of discrete admissible controls, $Z^h$, satisfies $Z^h \subset Z^2$.

Proof. From Lemma 4.3 it is clear that

$$Z^h \subset \{z \in H(\text{curl}\varphi; \Gamma) : \text{curl}\varphi z \in L^2_0(\Gamma)\}.$$

On the other hand, we have the following Hodge decomposition for $L^2_t(\Gamma)$, cf. [13 Thm. 3.4],

$$L^2_t(\Gamma) = \nabla H^1(\Gamma) \oplus \text{curl}\varphi H^1(\Gamma).$$

Thanks to Lemma 4.7 to conclude the proof we only need to show

$$\text{div}\varphi Z^h = \{0\}.$$

In order to do that, let $r(x)$ be the position vector associated with the point $x$, which satisfies $\text{curl}\varphi x \equiv \theta$. Then, given an edge $e \in E^h_\Gamma$ and faces $F_-$ and $F_+$ in $\Gamma_h$ such that $e = F_- \cap F_+$, cf. Figure 1 we have

$$\text{div}\varphi \phi_e|_{F_\pm} = \text{curl}\varphi \psi_e|_{F_\pm} = \pm \frac{|e|}{|F_\pm|} \text{curl}\varphi ((r - r(v_e^\pm))) = \pm \frac{|e|}{|F_\pm|} \text{curl}(r - r(v_e^\pm)) \cdot n_F = 0,$$

which concludes the proof. □

5. **Numerical results**

In this section we test our codes, developed in MATLAB®, for dealing with higher order Nédélec spaces with nonhomegeneous Dirichlet boundary conditions. For optimization, we use complex version of the BFGS algorithm [39].
5.1. Code validation for Nédélec elements. To test our code we consider the problem involving electrodes given in [5, 6] but with a simpler Dirichlet boundary condition. Let us denote \( H, E \) and \( J \) be the complex amplitude of magnetic field, electric field, and the current density on a bounded domain \( \Omega \), Figure 4. And let us consider the eddy current problem: find \((H, E, J)\) such that

\[
\begin{align*}
\text{curl} \, H &= J \quad \text{in} \, \Omega, \\
i \omega \mu H + \text{curl} \, E &= 0 \quad \text{in} \, \Omega, \\
J &= \sigma E \quad \text{in} \, \Omega,
\end{align*}
\]

subject to:

\[
\begin{align*}
E \times n &= 0 \quad \text{on} \, \Gamma_E, \\
\int_{\Gamma_n} J \cdot n &= \iota_n, \quad n \in \{1, \ldots, N\}, \\
E \times n &= 0 \quad \text{on} \, \bigcup_{k=1}^N \Gamma_k, \\
J \cdot n &= 0 \quad \text{on} \, \Gamma_0, \\
H \cdot n &= 0 \quad \text{on} \, \partial \Omega.
\end{align*}
\]

In the particular case that, \( \Omega \) is a cylinder of radius \( R \) and height \( L \), \( N = 1 \), and the partition for the boundary \( \Gamma \) is given by

\[
\Gamma_1 = \{(x, y, z) : z = L, \, x^2 + y^2 < R\}, \quad \Gamma_E = \{(x, y, z) : z = 0, \, x^2 + y^2 < R\}, \quad \Gamma_0 = \Gamma \setminus (\Gamma_1 \cup \Gamma_E).
\]

Then it is possible to find an analytic solution for (5.1), cf. [5, 6], given by

\[
H(x, y, z) = \frac{\iota_1}{2\pi R} \frac{I_1(\gamma r)}{I_1(\gamma R)} e_\theta, \quad E(x, y, z) = \frac{\iota_1 \gamma}{2\pi R \sigma} \frac{I_0(\gamma r)}{I_1(\gamma R)} e_z, \quad \text{and} \quad J = \sigma E,
\]

where \( I_\nu \) is the modified Bessel functions of the first kind of order \( \nu \), \( \gamma := \sqrt{i \omega \mu \sigma}, \) \( r := \sqrt{x^2 + y^2}, \) \( e_\theta := r^{-1} (-y, x, 0) \), and \( e_z := (0, 0, 1) \). Now, we approximate \( H \) with \( \mathcal{N}_h^2 \) which satisfies \( \mathcal{P}_2 \subset \mathcal{N}_h^2 \subset \mathcal{P}_3 \). Also, we set all the parameters equal to 1 except for \( R = \frac{1}{2} \), and then we consider the problem: find \( H_h \in \mathcal{N}_h^2 \) such that

\[
a(H_h, v_h) = 0 \quad \forall v_h \in \mathcal{N}_h^2 \cap H_0(\text{curl}; \Omega), \\
H_h \times n = H \times n \quad \text{on} \, \Gamma_h.
\]

The domain \( \Omega \) was approximated with a family of meshes generated with Gmsh [19]. Figure 5 shows a log-log plot for the error \( E_h := \|H - H_h\|_{\text{curl}, \Omega}, \) along with the coarsest mesh considered, where the color represents the element-wise error \( \|H - H_h\|_{\text{curl}, K} \).
5.2. Validation optimization routines. We devote this section to test our codes related to the minimization problem. We start by testing our equivalent expression for $d^2 j_h$, cf. (4.8). The main difficulty is the term that involves $S^*_h$, which can be computed as in (4.19). Figure 6 (left) shows the the difference between $d^2 j_h(z; \xi)$ and its approximation using a finite difference quotient. Here $\xi$ denotes the random direction. As expected, we observe a linear rate of convergence until the round-off error kicks in.

Figure 5. Log-log plot $\mathcal{E}_h$ vs $h$, and coarsest mesh along with element-wise error.

5.3. Convergence of optimization problem. It is challenging to construct an exact solution to the optimal control problem to directly show the applicability of Theorem 4.6. Instead, we show the convergence of the cost functional $\mathcal{J}(u, z)$ to $\mathcal{J}(u, z)$ as $h \to 0$. Here $(u, z)$ is the optimal control corresponding to a mesh obtained after 6 refinements. The optimization problem is solved using the BFGS method mentioned above with a stopping tolerance of $10^{-9}$. We let $u_d = H$, cf. (5.2) and let $\alpha = 10^{-3}$ and $\beta = 0$. Let $\mathcal{J}_1(u, z) := \frac{1}{2} \| u - u_d \|^2$ and $\mathcal{J}_2(z) := \frac{\gamma}{2} \| \text{curl} z \|^2_{L^2(\Gamma)}$. Moreover, let $z$ be the optimal control corresponding to the finest mesh. Then the three curves illustrate $|\mathcal{J}(u_h, z_h) - \mathcal{J}(u, z)|/\mathcal{J}(u, z)$, $|\mathcal{J}_1(u_h, z_h) - \mathcal{J}_1(u, z)|/\mathcal{J}_1(u, z)$, and $|\mathcal{J}_2(z_h) - \mathcal{J}_2(z)|/\mathcal{J}_2(z)$ as $h \to 0$.

Figure 6. **Left:** Given a random direction $\xi$, the panel shows the difference between $d^2 j_h(z; \xi)$ and its finite difference approximation. As expected, we observe a linear rate of convergence. **Right:** We let $\alpha = 10^{-3}$ and $\beta = 0$ in the cost functional $\mathcal{J}(\cdot)$. Let $\mathcal{J}_1(u, z) := \frac{1}{2} \| u - u_d \|^2$ and $\mathcal{J}_2(z) := \frac{\gamma}{2} \| \text{curl} z \|^2_{L^2(\Gamma)}$. Moreover, let $z$ be the optimal control corresponding to the finest mesh. Then the three curves illustrate $|\mathcal{J}(u_h, z_h) - \mathcal{J}(u, z)|/\mathcal{J}(u, z)$, $|\mathcal{J}_1(u_h, z_h) - \mathcal{J}_1(u, z)|/\mathcal{J}_1(u, z)$, and $|\mathcal{J}_2(z_h) - \mathcal{J}_2(z)|/\mathcal{J}_2(z)$ as $h \to 0$. The expected convergence is observed.
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