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Abstract—Dynamic quadruped locomotion over challenging terrains with precise foot placements is a hard problem for both optimal control methods and Reinforcement Learning (RL). Non-linear solvers can produce coordinated constraint satisfying motions, but often take too long to converge for online application. RL methods can learn dynamic reactive controllers but require carefully tuned shaping rewards to produce good gaits and can have trouble discovering precise coordinated movements. Imitation learning circumvents this problem and has been used with motion capture data to extract quadruped gaits for flat terrains. However, it would be costly to acquire motion capture data for a very large variety of terrains with height differences. In this work, we combine the advantages of trajectory optimization and learning methods and show that terrain adaptive controllers can be obtained by training policies to imitate trajectories that have been planned over procedural terrains by a non-linear solver. We show that the learned policies transfer to unseen terrains and can be fine-tuned to dynamically traverse challenging terrains that require precise foot placements and are very hard to solve with standard RL.

I. INTRODUCTION

Robots with legs can access locations that are out of reach for platforms with wheels and can carry loads that would be infeasible for airborne vehicles. This makes legged locomotion an application area with practical impact. On top of that, it is also a challenging research domain with complex control and perception problems for which we know that solutions exist in nature.

While recent hardware and algorithmic developments have led to impressive legged locomotion demonstrations of both learned controllers [1], [2], model-based planning approaches [3], [4] and combinations of the two [5], [6], there appears to be a trade-off between the overall agility of the systems and the ability to traverse complex terrains that require precise foot placements. Broadly speaking, methods that involve planning tend to struggle more with dynamic movements while learned controllers struggle more with producing precise coordinated foot placements and desirable gaits.

For many planning-based locomotion controllers, the lack of dynamic movements is attributable to the necessity for the planner to provide trajectory plans fast enough to run online. This requirement often rules out general non-linear solvers and forces the search space to be constrained to more conservative motions or the foothold planning and the dynamics planning to happen separately. When footholds are planned independently of the robot dynamics, they also have to be more conservative to guarantee feasibility, especially on rough terrains.

Reinforcement learning (RL) methods generate closed-loop control policies which can produce very dynamic and robust gaits that have been successfully transferred to hardware [2], [7]. However, it often requires significant tuning and the use of many shaping rewards to produce desirable gaits. For trajectory optimization this is less of an issue as constraints can easily be added and tuned relatively quickly. Furthermore, it can be hard for learning algorithms to discover very precise movements over long time horizons via random exploration. For these reasons, many successful learning methods employ planning methods to provide more effective exploration [6], [8], [9]. A downside of such hybrid approaches is that even if the planner doesn’t need to run online during hardware deployment, the rate at which it can generate trajectories can quickly become a bottleneck in the learning iteration. This still limits most use cases of planners in learning systems to conservative trajectory spaces or relatively short time horizons compared to state-of-the-art trajectory optimization.

One way to circumvent exploration problems and also prevent undesirable gaits, is through imitation learning. Motion capture data from a dog has been shown to be a useful source of behaviors from which natural looking gaits were successfully transferred to a quadruped robot [10]. However, obtaining motion capture data for a wide variety of terrains would be very costly. It is also not clear how much data would be needed and whether imitation learning provides the required generalization to traverse unseen terrains.

In this paper, we demonstrate that imitation learning from planner data can be used to efficiently create general terrain-adaptive controllers with precise foot placements. We first use a non-linear centroidal dynamics planning formulation in an offline fashion to generate a dataset of trajectories that traverse a diverse set of procedurally generated terrains. Subsequently, we use reinforcement learning to obtain policies that imitate these trajectories. This setup has two advantages over conventional optimal control and RL methods: first, the trajectory optimizer can take as much time as is needed to find long time horizon trajectories over complex terrains because it doesn’t need to operate in real time; second, the reinforcement learning agent does not need to discover the coordinated behaviors and constrained gaits through exploration with shaping rewards. Concretely, we make the following contributions:

1) We provide a recipe for generating varied terrain traversal datasets using a centroidal dynamics planner.
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2) We demonstrate how to use RL to effectively imitate the generated trajectories.

3) We show empirically that the learned policies display reasonable zero-shot performance on unseen terrains and that they can be fine-tuned to traverse complex stepping stones and mixed procedural terrains that are hard to learn from scratch.

II. RELATED WORK

A. RL for Terrain-Aware Locomotion

RL has been used to learn terrain-adaptive policies for various simulated characters/robots [11], [12]. In recent work [13], a multi-task setup was used to learn a quadruped controller that was able to traverse stairs and various other rough terrains in simulation. This controller used a pattern generator modulating action space and it is not clear if the system could learn the precise movements needed for the environments in our work. Similarly, in work concurrent to ours, evolved pattern generators were combined with RL to traverse challenging terrains [14]. In the ALLSTEPS approach [15], RL was used to train policies that are able to walk over stepping stones requiring precise foot placements. The behaviors were learned using a curriculum, highly task specific rewards and feature observations based on step-by-step target foothold locations. Other types of curricula have been used together with shaping rewards to learn blind [1] and very recently also depth perceptive [16] terrain adaptive controllers via RL. It is not clear whether such curricula can easily be designed for any type of terrain.

B. Combining RL and Planning for Locomotion

Various systems combine ideas from RL and optimal control for locomotion. DeepGait [5], for example, is a hierarchical system in which a higher level policy produces goal poses that are judged for feasibility by a centroidal dynamics planner. This system can traverse challenging terrains but its motions tend to be conservative and fairly static. This is probably due to the simplified (convex) formulation that was used to make the planner fast enough. In MPC-Net [6], trajectories are generated using an MPC controller and optimized with a loss that minimizes the original control Hamiltonian. One advantage of this method is that it takes the original optimal control constraints into account. However, the learned policy is limited by what the teacher MPC controller can do and the teacher still needs to employ an optimal control solver in its inner-loop. RLOC [17] combines RL and optimal control by learning a terrain-aware foothold planner that interfaces with a whole-body controller (WBC). This systems was shown to traverse a wide variety of terrains. Unlike our approach, RLOC still uses a WBC which may limit the types of movements that can be selected by the perceptive foothold setting policy. GLiDE [18] learns an RL policy for the centroidal dynamics directly. This system was shown to traverse narrow beams and small stepping stones. However, the foothold planning was done with terrain specific hand-designed heuristics. Pre-planned trajectories have been used to guide learning of policies [19] to aid exploration and constraint satisfaction but so far this method has only been applied to flat terrains. Finally, learning methods have also been combined with motion planning to speed up the planning process by training neural networks to provide good initializations for the solver [20], [21]. The obtained plans still need to be executed by a WBC but such methods are complementary to our approach and could be used to speed up the dataset construction.

C. Planner Imitation for Legged Robots

In very recent work [22] that is perhaps most similar to ours, a single trajectory was generated with a motion planner and RL was used to imitate it in a timing independent way and learn a bounding or hopping behavior which was fine-tuned and evaluated on a robot. Our work is different in that we generate an entire dataset of trajectories and use it for learning terrain adaptive policies that can generalize and be fine-tuned for a variety of challenging terrains.

D. Character Animation and Mocap Tracking

Our work is inspired by recent methods for animated character control via RL-based imitation of motion capture data [23]–[25]. Motion capture data has also been used to transfer dog behaviors to a real quadruped platform [10] or to provide adversarially learned motion priors [26]. Holden et al. [27] use terrains that were fitted to existing motion capture trajectories for kinematic replay. This is similar in spirit to our method for distorting terrains but used in a different context.

III. METHOD

As Fig. 1 shows, our method can be divided into three phases: data generation, imitation learning and evaluation/fine-tuning. To generate the data, we first generated procedural terrains as detailed in Sec. III-A, and defined a feasible planner formulation which is described in Sec. III-B. In Sec. III-C, we detail how this formulation was used to produce diverse trajectories that traverse the terrains. To explain how imitation learning was used to reproduce the trajectories with a feedback policy, we describe the RL tracking task in Sec. III-D, the learning algorithm in Sec. III-E, the observations and network architecture in Sec. III-F and finally the terrain distortions in Sec. III-G. In Sec. III-H we describe how evaluation and fine-tuning were done for new terrains.

A. Procedural Terrains

To obtain a diverse set of trajectories with variations in contact positions and orientations, we implemented a system for procedural terrain generation. We represented elevation data as a triangulated grid. We aimed to have terrains with both flat and tilted surfaces. To do this, we created random grids of tiles with differing heights and subsequently scaled these terrains by multiplying with Gaussian functions representing round bumps. The height fields were scaled down to always have a maximum height of 30 cm. See Fig. 2 for examples of height fields generated with this procedure and Appendix I for a more detailed description.
Fig. 1: A schematic overview of our method that can be separated in a data generation step in which the terrains and planned trajectories are generated, an imitation learning step in which the terrains are distorted and policies are trained to imitate the trajectories and an evaluation/fine-tuning step where the input commands are changed to produce straight walking behavior and there is potential further training for new types of terrains.

Fig. 2: Examples of procedural terrains provided to the planner and used in some of the evaluation environments.

B. Planner Formulation

Our motion planner formulation extends the centroidal dynamics planner proposed by Winkler et al. [28] and is implemented on top of their open-source library (TOWR) which also provides an interface for the IPOpt solver [29] that we used for optimization. The default formulation in TOWR is a nonlinear program (NLP) of the simultaneous type where both the states and controls are optimization variables and the dynamics are represented as constraints. The dynamics constraints describe the motion of a single rigid body (the center of mass of the robot) and are a function of the contact forces and paths of the end-effectors (feet). The motions and paths are represented as splines of cubic Hermite polynomials. Optimization is done over the parameters of these polynomials, which can be interpreted as the positions and velocities of the spline nodes and the duration of each spline segment.

More precisely, the formulation defines a search over the CoM positions \( r(t) \in \mathbb{R}^3 \), the base orientations \( \theta(t) \in \mathbb{R}^3 \), the end-effector positions \( p_i \in \mathbb{R}^3 \), force profiles \( f_{i,j} \), and the phase durations for each of the end-effectors \( \Delta T_{i,j} \), where \( i \) indexes the end-effector and \( j \) the phase. The forces are only non-zero during the contact phases. The optimization has a trivial cost but the solution must satisfy a set of constraints that can be grouped in the following way:

- Dynamics of the single body system enforced at fixed time intervals.
- Contact force constraints to ensure positive and bounded values in the terrain surface normal direction and adherence to the friction pyramids.
- Swing height constraints that ensure that the position spline nodes are above the terrain.
- Kinematic limit constraints that restrict the end-effector positions to bounding boxes at fixed offsets of the center of mass.

We refer to the work by Winkler et al. [28] for the details of the formulation and will only elaborate on our changes.

Similar to previous work [20], we modified the formulation to improve the physical feasibility of the optimized trajectories. Since the force constraints are by default only enforced at the nodes of the end-effector force splines, it is possible for the end-effectors in contact phase to generate forces that are large or even negative in the normal direction in-between two node values. Similarly, the swing height constraints on the end-effector positions are only enforced at the node positions and we observed end-effectors passing through the terrains. To address this, we also enforced the force and swing height constraints at fixed time intervals (\( \delta t = 0.08s \) and \( \delta t = 0.04s \) respectively). These additional constraints made the optimization problem harder and we increased the number of nodes per spline segment for the end-effector position trajectories from 2 to 3 to compensate and provide additional flexibility. This is different from the approach by Melon et al. [20], where different constraints and also cost terms where added to minimize ground-reaction forces and to encourage higher swing-phase foot positions. Since our goal was to generate a diverse dataset and not to directly execute the trajectories with a WBC, our priorities were different from Melon et al. and we opted for a more permissive formulation without any cost terms. We think that cost terms are more likely to reduce the diversity of the optimization results compared to a formulation where the optimization landscape is flat within the region where the constraints are satisfied.

C. Data Generation

To create a dataset of trajectories and terrains, the terrain generation routine from Section III-A and the trajectory solver are called repeatedly. While the randomness of the terrains should lead to a diverse set of trajectories, we
also added some randomization to the initialization of the solver. The end-effector and CoM spline node positions were initialized using the procedure from TOWR using one of the predefined gait patterns (in TOWR denoted as ‘C1’, which defines a fly trot pattern\(^1\)), to which we added normally distributed noise with a standard deviation of \(\sigma = 10\text{ cm}\). Similarly, we added noise with a standard deviation of \(\sigma = 5\text{ N}\) to the initial values of the spline nodes of the force variables. We set the goal location to be \(2.3\text{ m}\) in front of the robot (based on the terrain size and optimization time) and set the amount of time allowed to reach the goal to \(4.6\text{ s}\) to promote an average forward velocity of \(0.5\text{ m/s}\). To give the solver enough time for difficult trajectories but to also prevent problematic optimization regions from halting progress, we set the maximum CPU time of the solver to \(30\text{ minutes}\). The result of the optimization are the splines describing the CoM and end-effector motions and the durations of the swing and stance phases. These were sampled into discrete values at a rate of \(100\text{ Hz}\).

To compute joint states (which were used for initialization) from the end-effector and CoM trajectories, we used a geometric approach based on the method implemented in the ANYbotics codebase. To obtain a consistent mapping, we constrained the knees to always bend inwards. For the ANYmal B robot model that we used, this corresponds to the so called x-configuration of the legs. See [30\)] for an example of how to compute these quantities for a similar quadruped.

The final dataset has \(8926\) clips of \(4.6\text{ s}\) each, corresponding to about \(11.4\text{ hours}\) in total. Each clip \(C_n\) was represented by a tuple \((\mathcal{M}^n, \{\mathbf{p}_{\text{com}}^n(t), \mathbf{v}^n(t), \omega^n(t), \mathbf{p}_i(t), g_i^n(t), \mathbf{q}(t), \dot{\mathbf{q}}(t); 0 \leq t \leq T\})\) combining a terrain image and discretized trajectory information, where \(\mathcal{M}\) is the \(16 \times 16\) terrain image, \(\mathbf{p}_{\text{com}}^n(t)\) the center-of-mass position, \(\mathbf{v}^n(t)\) the linear CoM velocity, \(\omega^n(t)\) the angular CoM velocity, \(\mathbf{p}_i(t)\) the end-effector positions, \(g_i^n(t)\) is a binary indicator of whether each end-effector \(i\) was in contact with the ground or not and \(\mathbf{q}(t)\) and \(\dot{\mathbf{q}}(t)\) are the joint positions and velocities obtained by inverse kinematics and finite differences. Fig. 3a shows the distribution of the end-effector contacts in the world frame \(xy\)-plane. The positions are clearly spread out and indicative of a diverse set of trajectories. The forward velocity of the trajectories varied significantly over time and among different trajectories as can be seen in Fig. 3b.

\section*{D. Tracking Task}

To train a policy to track the planned trajectories, we used setup similar to the multi-clip motion capture tracking task from Hasenclever et al. [25]. Each episode, a clip was chosen from the dataset and a random starting frame was selected to initialize the simulated robot state. The episode ran until the end of the clip was reached or a termination criterion had been triggered. The agent was rewarded based on the similarity of the simulated trajectory to the reference clip.

\(1\)A fly trot is probably not the best gait for scaling complex terrains but it appeared to be a good initial setting for the solver.

Fig. 3: Distribution plots of the dataset. Fig. 3a shows the planar end-effector contact distribution data in the world frame, where \(x\) is aligned with the robot facing forward, up to \(1.75\text{ meters}\) (the end-position was always the same so we left it out of the distribution). Fig. 3b shows the velocity of the center of mass projected on the \(x\)-axis for \(20\) randomly chosen trajectories as a function of time.

We used the same truncation criterion as Hasenclever et al. [25] to terminate episodes when the robot would stray too far from the reference trajectory. This criterion is defined as

\[ r_{\text{trunc}} = 1 - \frac{\epsilon}{\tau} \]

where the vectors \(\mathbf{p}_i\) represent the positions of all bodies and the values \(q_j\) are the joint positions with indices \(J\). An episode was terminated when \(r_{\text{trunc}} > \tau\), with \(\tau = 0.5\) for all our experiments. Episodes were also terminated on contacts that were not between the end-effectors and the environment.

The tracking reward consists of multiple objectives. The total reward used to monitor tracking performance consists of five terms defined as

\[ r_{\text{com}} = 0.2 \cdot \exp(-80 \| \mathbf{p}_{\text{com}} - \mathbf{p}_{\text{ref}}^\text{com} \|^2) \]

\[ r_{\text{ee}} = 0.2 \cdot \exp(-80 \sum_i \| \mathbf{p}_{\text{ee},i} - \mathbf{p}_{\text{ee},i}^\text{ref} \|^2) \]

\[ r_{\text{invvel}} = 0.2 \cdot \exp(-10 \| \dot{\mathbf{p}}_{\text{com}} - \dot{\mathbf{p}}_{\text{com}}^\text{ref} \|^2) \]

\[ r_{\text{angvel}} = 0.2 \cdot \exp(-10 \| \omega_{\text{com}} - \omega_{\text{com}}^\text{ref} \|^2) \]

\[ r_{\text{quat}} = 0.2 \cdot \exp(-2 \| \mathbf{q}_{\text{com}} - \mathbf{q}_{\text{com}}^\text{ref} \|^2) \]

where \(\mathbf{p}_{\text{com}}\) and \(\mathbf{p}_{\text{ee},i}\) are the positions of the center of mass and the end-effectors, \(\dot{\mathbf{p}}_{\text{com}}\) and \(\omega_{\text{com}}\) are the linear and angular velocities of the center of mass and \(\mathbf{q}_{\text{com}}\) is the quaternion representing the base orientation at the center of mass.

\section*{E. Learning Algorithm}

Our learning problem can be described as a multi-objective POMPD where there is more than one reward function and we have only access to observations rather than complete states. To optimize the set of objectives, we used the Multi-Objective variant of the VMPO algorithm (MO-VMPO) [11, 31], which has been shown to work well for...
motion capture tracking. MO-VMPO is an on-policy actor-critic policy improvement method, suitable for learning with neural networks. Like other actor-critic methods, there is a policy (actor) network $\pi(a_t|o_t)$ that predicts actions $a_t$ given observations $o_t$ and a value function network (critic) $V_l(o_t)$ which maps observations to estimates of the expected discounted future returns for each objective indexed by $l$. The MO-VMPO algorithm was configured to optimize the reward terms in Equations 3 to 7 separately using individual critic heads, with no updates for the value heads.

Resetting the critic parameters lead to very different results (see Appendix VI).

### G. Terrain Distortions

For half the seeds of the tracking experiments, the terrains were distorted to provide more diverse height map observations while respecting the locations and orientations of the planned end-effector contacts. The $16 \times 16$ height map of a clip was first embedded in the center of a $46 \times 46$ matrix. Subsequently 8 sets of 4 integers representing the corner indices of rectangles where sampled uniformly. The heights within sampled rectangles from the middle region with the original height map or the flat region in front of it were replaced with zeros. We didn’t find that resetting the critic parameters lead to very different results (see Appendix VI).

### H. Evaluation and Fine-Tuning

During zero-shot evaluation and fine-tuning experiments, the position commands $z(t)$ were fixed to $(0.05, 0.0)$. During fine-tuning, the reward function was also adapted. The squared difference in the reward term $r_{\text{com}}$ was replaced with $(v_x - 0.5)^2 + (y_{\text{com}} - 0.5)^2$ to promote straight walking at a fixed velocity and the other rewards were discarded. This also means that no updates were done for the value heads of the critic representing these rewards and that these value heads were ignored in the MO-VMPO policy improvement step. Note that we replaced a position target here with a

---

**Fig. 4:** Network architecture of the actor network up to the penultimate layer. The final layer maps densely to the parameters of the Gaussian action distribution.

**Fig. 5:** Examples of distorted terrains after embedding the height maps in a larger area and rescaling the height values at random rectangular regions.
velocity target but in a way that should produce a maximum rewards for the same base velocity. The parameters of both the actor and the critic networks were initialized with those of the tracking policy. Finally, the additional privileged inputs of the critic were set to zero as they were specific to the clip tracking task.

IV. EXPERIMENTS

We used the Mujoco library [34] to simulate the dynamics of the full ANYmal model. The actuators were modelled with a neural network trained on real data, similar to what was done in other recent work on the ANYmal [7] to make the simulation more realistic. Our qualitative results can be seen in the accompanying video.

A. Environments

To evaluate and fine-tune our policies, we used a variety of environments, which are shown in Fig. 6. The stairs environment consists of steps of randomly varying heights and randomly positioned boxes that serve as obstacles. The procedural terrain environment contains height maps that were created by the same process as was used to generate the planner trajectories. The wavy steps environment consists of a track of pairs of stepping stones with randomized height differences and gaps between them. The pitch and roll rotations of the stepping stones are also randomized and the overall elevation pattern follows a sine wave. Finally, we used a mixed environment which combines the stairs, procedural terrains and wavy steps while adding two additional types of terrains: flat regions with randomly spaced and sized slits and another type of procedural terrain based on a higher resolution height map and Perlin noise. See Appendix II for more detailed descriptions of the environments and Appendix III for additional screenshots in a larger format.

B. Baselines

As baselines, we ran multiple seeds from scratch on each environment using the same architecture and learning algorithm as in the fine-tuning experiments but with randomly initialized network weights. We ran three baseline seeds for each environment, except for the wavy steps for which we observed more variance and ran ten. We report the average performance over 100 episodes of the best performing baseline seed. We also fine-tuned the baselines trained on the procedural terrains on the wavy steps track and added these policies to the seeds to take the maximum over for this environment. This was done to disentangle curriculum learning benefits of first training on procedural terrains from potential benefits due to properties of the imitated trajectories. All baselines were trained for 20 billion environment steps but performance typically stopped improving much earlier.

C. Tracking Performance and Zero-Shot Transfer

To find out how much data is needed to achieve good generalization, we trained tracking policies using 8 different train set sizes. To monitor tracking performance, we used the sum of all the reward terms defined in Equations 3 to 7. As performance kept increasing for the distorted terrains, we trained for 50 billion steps. As is clear from Fig. 7a and Fig. 7b, held-out and train performances keep approaching each other as the size of the dataset increases, showing that sufficiently many trajectories are needed for good generalization. The terrain distortions don’t seem to affect this pattern. As shown in the accompanying video, the policies trained on the full dataset can track the planned trajectories over challenging terrains that require precise foot placements.

We evaluated the tracking policies without fine-tuning on the procedural and stairs environments. Episodes are 60s long and we report the 100 episode average distance
traversed in Fig. 8a and 8b. As Fig. 8a shows, zero-shot performance on the procedural environment is better for larger datasets. The distortions seem to help a bit for the larger datasets but hurt performance for smaller sets. The policies trained without distortions traverse about 18 m of the terrains on average. This shows, together with the tracking performance on held-out data, that the imitation learning setup can generalize to new terrains. While this zero-shot performance is on par with the baseline (which was trained on this terrain for 20 billion steps), the behaviors of the tracking policies look qualitatively very different. The performance on the stairs environment (not seen during training) is also directly related to the size of the datasets, as can be seen in Fig. 8b and the best performing policies are able to traverse more than 6 m on average. The task specific baseline performed much better on this task with an average of over 23 m but we consider the zero-shot performance promising.

D. Fine-tuning

We fine-tuned the tracking policies on the wavy steps and mixed environments using 15 billion steps. The former was constructed to be hard to learn with low-level trial-and-error exploration while the latter was constructed to test generality. Fig. 7c, 7d and 8e show that convergence speed is generally correlated with the size of the tracking dataset. As Fig. 8c shows, the wavy steps were hard to learn and policies would either get stuck at about 2.5 m like all our baseline seeds or learn the task and traverse about 20 m on average. There seems to be a relation between dataset size and final performance. Distortions seem to hurt performance on this environment. As Fig. 8d shows, all the tracking policies trained on all but the smallest dataset performed better than the baseline for the mixed terrains. The effect of the distortions on final performance is not clear. However, as shown in Fig. 8e, the number of steps needed to fine-tune past a reward of 500 (an arbitrary number that all policies achieved at some point) was lower for the policies trained with distortions and larger datasets. As the accompanying video shows, our policies can traverse both the wavy stepping stones parts and the rough procedural parts of the terrain. A limitation is that the gaits diverge more from the planned trajectories as fine-tuning continues.

To evaluate how promising the behaviors are for transfer to the real platform, we looked at the distributions of the joint torques and velocities. As shown in Fig. 8f, there are no significant peaks above the suggested maximum torque of 40 Nm [35]. The largest observed torque was 54.78 Nm and only 1.28% of the values were above 40 Nm. The velocity distribution looks well-behaved too. The largest observed value was 21 rad/s and only 1.68% of the observed values surpassed the suggested maximum of 12 rad/s. We think that these values do not provide reason to suspect that the behaviors would be infeasible on the real robot.

V. CONCLUSION AND DISCUSSION

We showed that imitation from a diverse set of planned trajectories can be used to learn dynamic terrain-adaptive controllers. After fine-tuning, the policies can traverse environments that are very hard to solve with a standard RL setup. Our data augmentation method showed mixed results but aided fine-tuning convergence speed. While we only presented results in simulation, we used a realistic robot model and observations that can all at least be estimated on a real platform. The fine-tuning stage doesn’t prevent the policies from drifting away towards gaits that don’t resemble the tracking policy anymore. This can be partially remedied by early stopping but a more principled method would be to add a penalty term that enforces the policies to remain similar to the tracking policy or to the planner trajectories. A possible way to do this would be via adversarial motion priors [26]. In future work, we also want to add domain randomization and test the controllers on a real robot via sim2real. We hope that our method for learning dynamic terrain-adaptive controllers will allow robot platforms to move more dynamically over more challenging terrains with less engineering effort and we believe that it provides a useful starting point for research on terrain-adaptive skill reuse and adaptation.
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APPENDIX I

TERRAIN GENERATION PROCEDURE

For each terrain, we first generated an $8 \times 8$ matrix of coefficients sampled uniformly from $[0, 0.2]$ and took the Kronecker product with a $2 \times 2$ matrix of ones to create a pattern of tiles. Subsequently, a random shift was applied to the columns to prevent the tiles from always being at the same locations. Finally, three $x - y$ locations were sampled uniformly from the region covered by the height map, which served as centers $c_i$ of radial basis functions $f_i(p) = \exp(-\|c_i - p\|/h_i)$, where $p$ is a point on the $xy$-plane and $h_i$ is a bandwidth parameter which was chosen as $h_i = \exp(-2\eta_i)$, where $\eta_i$ is uniformly sampled from $[0, 1]$. These radial basis functions were used to scale down all the values in the terrain grid based on their distance of the centers. The height fields were scaled down to always have a maximum height of $30\, \text{cm}$ and represent an area of $2\, \text{m} \times 2\, \text{m}$.

APPENDIX II

ENVIRONMENT DETAILS

A. Procedural

A series of height fields generated with the procedure in Sec. I are generated (15 in total) and connected together by platforms of $3\, \text{m} \times 2\, \text{m}$.

B. Stairs

The step heights were uniformly sampled between $0\, \text{cm}$ and $10\, \text{cm}$. The step lengths were sampled between $10\, \text{cm}$ and $75\, \text{cm}$. The steps were $2\, \text{m}$ wide. Each step also had three boxes that with heights sampled from the same distribution as the steps heights. The horizontal positions of the boxes were sampled to be within some maximum distance of each other that was sampled from $(0, 1\, \text{m})$ every episode. This would cause the boxes to be somewhat bundled together. Whenever two boxes overlapped with each other, their positioning along the length of the stairs ($x$-axis) was offset by $5\, \text{cm}$.

C. Wavy Steps

The wavy steps environment was constructed out of a series of pairs of boxes for the robot to step on. To make the task more challenging, various properties of the track were randomized. All distributions over continuous intervals were uniform. All units are centimeters. The spaces separating each pair of steps laterally were sampled from $(10, 15)$, the vertical offset and longitudinal offset of each step from $(-5, 5)$, the length of the gaps in the longitudinal direction from $(15, 20)$ and the length and the width of the steps of each pair from $(20, 40)$ and $(30, 60)$ respectively. The steps were $72\, \text{cm}$ high and we applied random rotations on the pitch and roll axes with values sampled from $(-0.15, 0.15)$ radians. Note that these rotations could significantly widen the gaps between the steps. Finally, the function $\sin((x - 6)/3)$ was added to the heights of the steps, where $x$ is the longitudinal distance in meters.

| Hyperparameter                        | Value |
|---------------------------------------|-------|
| Adam learning rate                    | $10^{-4}$ |
| target network update period          | 100   |
| discount                              | 0.99  |
| batch size                            | 1024  |

MO-VMPO

| variational distribution KL constraints, $\epsilon_l$ | 0.002 |
| initial variational dist. Lagrange multipliers, $\eta_{l,0}$ | 10    |
| mean KL constraint, $\epsilon_{\mu}$ | 0.1   |
| covariance KL constraint, $\epsilon_{\Sigma}$ | $10^{-5}$ |
| initial mean Lagrange multiplier, $\alpha_{\mu,0}$ | 0.1   |
| initial covariance Lagrange multiplier, $\alpha_{\Sigma,0}$ | 100   |

D. Mixed

The mixed terrains contained five segments which where randomly sampled from to create different terrain combinations at each episode. The procedural and stairs terrains were identical to the descriptions above. A procedural segment corresponded to a single terrain segment of $4\, \text{m}$. A stairs segment corresponded to five steps. The third terrain segment was $4\, \text{m}$ of the wavy steps track but without the sine function being added to the heights. The forth terrain was a segment of $3\, \text{m}$ of flat platforms separated by slits/gaps. The platform lengths were sampled from $(0.1\, \text{m}, 1\, \text{m})$ and the lengths of the gaps from $(0.15\, \text{m}, 0.2\, \text{m})$. Finally the fifth terrain was a $4\, \text{m}$ long height map with Perlin noise (6 harmonics) of a maximum height of $0.5\, \text{m}$ and a resolution of 65 vertices per meter. All segments were $2\, \text{m}$ wide and the total track combined 15 of them.

APPENDIX III

ADDITIONAL IMAGES OF THE ENVIRONMENTS

See Fig. 9.

APPENDIX IV

LEARNING ALGORITHM HYPERPARAMETERS

See Table I for an overview of the hyperparameter settings used in the experiments. We refer to [31] and [11] for the details of the MO-VMPO algorithm but will explain the relevant hyperparameters here. The MO-VMPO algorithm consists of an E-step and M-step which both optimize objectives under KL constraints using Lagrange multipliers. The E-step constraints are defined for each of the $k$ objectives via hyperparameters $\epsilon_l$ and corresponding Lagrange multipliers $\eta_l$. The M-step only has a single KL-divergence score but since this is a KL-divergence between Gaussian distributions, the mean and covariance terms can be separated and are constrained using their own individual hyperparameter and lagrange multiplier pairs $(\epsilon_{\mu}, \alpha_{\mu})$ and $(\epsilon_{\Sigma}, \alpha_{\Sigma})$, respectively. The Lagrange multipliers are updated automatically but their initial values can strongly influence learning and are therefore relevant hyperparameters as well.
APPENDIX V
ARCHITECTURE DETAILS

The actor is a conditional normal distribution parameterized by a deep neural network. Since the observations don’t provide full state information, we added memory to the network by incorporating an LSTM [33]. More precisely, the local terrain information $M(t)$ was first processed by two convolutional layers without pooling with respectively 16 filters of dimension $5 \times 5$ and 32 filters of dimension $3 \times 3$. Each layer was followed by an ELU non-linearity [36]. The final outputs were passed through a fully connected layer of 128 dimensions and concatenated with the remaining observation features. Subsequently, the concatenated features were passed through a 256 unit fully connected tanh layer, followed by the 512 unit large LSTM. The LSTM output was passed through by one more 512 unit fully connected tanh layer and finally projected to the parameters of a multivariate normal distribution with diagonal covariance.

The critic received the same observations as the actor but also an embedding vector representing the clip number and a set of future reference body positions and quaternions $\{\xi_i(t + k) : i \in B, k \in \{2, 4, 6, 8, 10\}\}$, where $B$ is the set of body indices. The terrain and proprioceptive features went through the same computations as in the actor (but with separate parameters) up to the concatenation of the image and proprioceptive paths. This was followed by three fully connected layers (two tanh and one ReLU [37], an unintentional inconsistency) and finally a linear transformation to each of the value predictions. The critic parameters were kept during fine-tuning but its additional observations (see Sec. III-F) were replaced with zeros.

APPENDIX VI
COMPARISON OF PRESERVING OR RESETTING THE CRITIC PARAMETERS

To see if resetting the critic instead of preserving it would lead to substantially different results, we ran an additional fine-tuning experiment on the wavy steps task. As can be seen in Fig. 10, the overall pattern of performance looks the same for both preserving or resetting the critic weights. The most notable difference is that without distortions, the run in which the critic was reset failed on the largest dataset in the sweep. We suspect that this is just an unlucky seed and that more runs are needed to verify this result. However, overall, these results don’t suggest that rerunning the full experiments while resetting the critic would have lead to substantially different results.

Fig. 9: Additional and larger images of the environments used in the experiments.

Fig. 10: Comparisons of the average rewards over the first 8 billion steps for fine-tuning on wavy steps when preserving both the actor and critic weights or only those of the actor.