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ABSTRACT

This paper presents a novel closed-form covariance model using covariance matrix decomposition for both continuous-time and discrete-time stochastic systems which are subjected to Gaussian noises. Different from the existing covariance models, it has been shown that the order of the presented model can be reduced to the order of original systems and the parameters of the model can be obtained by Kronecker product and Hadamard product which imply a uniform expression. Furthermore, the associated controller design can be simplified due to the use of the reduced-order structure of the model. Based on this model, the state and output covariance assignment algorithms have been developed with parametric state and output feedback, where the computational complexity is reduced and the extended free parameters of parametric feedback supply flexibility to the optimization. As an extension, the reduced-order closed-form covariance model for stochastic systems with parameter uncertainties is also presented in this paper. A simulated example is included to show the effectiveness of the proposed control algorithm, where encouraging results have been obtained.
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1. Introduction

Covariance analysis permeates almost all of system theory (Hotz and Skelton, 1987). Based on the covariance analysis, the couplings among random signals can be described. Therefore, the associated covariance control problem became one of the most significant research problems for multi-variable stochastic systems with the development of the stochastic control theory. Since the identification theory, Kalman filtering theory and model reduction theory are widely used in practice, the covariance estimation and control are significant to all of these research areas and applications (Åström and Eykhoff, 1971; Gelb, 1974; Rissanen and Kailath, 1972), while the covariance is an ideal tool to analyse the performance of the stochastic systems for both mean-square analysis and probabilistic decoupling analysis (Zhang, Zhou, Wang, and Chai, 2015).

During the past two decades, the covariance control theory (Hotz and Skelton, 1987) has made great progresses. The main result of this theory is based on the Lyapunov equation, and several conditions and controllers (Collins and Skelton, 1987; Grigoriadis and Skelton, 1997; Yasuda, Skelton, and Grigoriadis, 1993; Yaz and Skelton, 1991) have been proposed to control the covariance of the stochastic systems using the determined control signals. However, all of the controllers mentioned have no closed-form. Since the closed-form model of state covariance (Khaloozadeh and Baromand, 2007) presented in 2007, Baromand and Khaloozadeh designed different controllers and models (Baromand and Khaloozadeh, 2010; Baromand and Labibi, 2012) to solve state covariance assignment (SCA) problem. All these literatures focus on the states of the stochastic systems rather than outputs of the stochastic systems and also the closed-form covariance model increases the dimension of the system variables from $n$-dimensional vector to $n(n-1)/2$-dimensional vector.

There are two unsolved problems remained so far using the closed-form model for covariance assignment problem. Firstly, the order of the controller must be more than the order of original systems which leads to the high-order controller, in addition, the computational complexity increases with it. For applications, the order of the controller is limited unfortunately, for example, the controller of the Hubble Space Telescope cannot be high order due to the limited space and computational complexity (Zhu, Grigoriadis, and Skelton, 1995). Secondly, the states cannot be measured in practice, thus how a controller can be
designed using outputs of the stochastic control systems directly is still a challenging issue.

To solve these problems, this paper presents a novel reduced-order closed-form output covariance model for both continuous-time and discrete-time linear stochastic systems. With the proposed model, the order of the controller can be reduced comparing with the conventional covariance models and the computational complexity can be reduced. Moreover, the parameters of the proposed model are obtained using the Kronecker product operator and the Hadamard product operator. Based on this novel model, the state and output covariance assignment problems are simple to be solved with any state and output feedback control methods. To justify the feasibility and efficiency of the proposed model, the state and output covariance assignment problems are considered using parametric approaches (Konigorski, 2012; Roppenecker, 1986), which can supply flexibility to optimize covariance controllers. The main contributions of the work are characterized as follows: (1) using the eigen-decomposition approach, Kronecker product and Hadamard product, a novel reduced-order closed-form covariance control model has been presented; (2) based on this model, two parametric control algorithms are proposed for state and output covariance assignment problems; and (3) the extension of the presented model is developed for the stochastic systems with parameter uncertainties.

This paper is organized as follows: in Section 2, the reduced-order closed-form covariance model is presented. Section 3 presents two parametric feedback algorithms by the state and the output of stochastic systems. The numerical examples as simulations are given to illustrate the design produced and the usage of the presented model in Section 4. Finally, the reduced-order close-form covariance model is extended to stochastic systems with parameter uncertainties and conclusions are drawn in Sections 5 and 6, respectively. Meanwhile, the following notations will be used throughout this paper. \( \mathbb{R}^n \) denotes the vector-valued \( n \)-dimensional real space. \( P_x \) denotes the covariance matrix of variable \( x \). \( \Lambda_x \) and \( V_x \) are the real eigenvalue diagonal matrix and associated orthogonal matrix of \( P_x \), respectively. \( X_{\text{cov}} \) denotes the coefficient of the covariance model. \( U \) and \( Q \) are the covariance matrices of control input \( u \) and random noise \( w \), respectively.

2. **Reduced-order closed-form covariance model**

In this section, a novel closed-form covariance model is presented using eigen-decomposition for continuous-time linear stochastic systems and discrete-time linear stochastic systems.

### 2.1 Discrete-time reduced-order covariance model

Consider the discrete-time linear stochastic systems subjected to Gaussian noises, which are represented as follows:

\[
\begin{aligned}
    x(k + 1) &= Ax(k) + Bu(k) + Dw(k), \\
    y(k) &= Cx(k),
\end{aligned}
\]

where \( x \in \mathbb{R}^n \) and \( y \in \mathbb{R}^m \) denote the state vector and output vector of the systems. \( u \in \mathbb{R}^l \) is the control input vector and \( w \in \mathbb{R}^p \) is the Gaussian noise vector. \( A,B,D \) and \( C \) are real constant matrices with appropriate dimensions.

Assume that the Gaussian noise vector satisfies:

\[
H1 : E[w(k)] = 0, \quad E[x(0)w^T(k)] = 0,
\]

\[
E[w(i)w^T(j)] = Q\delta(i - j),
\]

where \( \delta(\cdot) \) is the Dirac delta function.

Similar to the assumption of the noise, Baromand and Khaloozadeh (2010) assume that the control signal is restricted as

\[
E[u(k)] = 0, \quad E[x(0)u^T(k)] = 0, \quad E[u(i)u^T(j)] = U(i)\delta(i - j),
\]

where \( U(i) \triangleq E[u(i)u^T(i)] \).

Once the mean value of the control signal vector is restricted to zero, we have

\[
\lim_{k \to \infty} E[x(k)] = 0, \quad \lim_{k \to \infty} E[y(k)] = 0.
\]

Based on the definition of the covariance matrix, the state and output covariance matrices of the given system are given by

\[
\begin{aligned}
P_x(k) &\triangleq E[x(k)x^T(k)], \\
P_y(k) &\triangleq E[y(k)y^T(k)].
\end{aligned}
\]

The covariance matrices can be restated using the system model and the associated dynamic Lyapunov equation is given by

\[
\begin{aligned}
P_x(k + 1) &= AP_x(k)A^T + BU(k)B^T + DQD^T, \\
P_y(k) &= CP_x(k)C^T,
\end{aligned}
\]

In Baromand and Khaloozadeh (2010) and Baromand and Labibi (2012), the covariance matrices are transformed to vectors using vectorization, which increases the order of the transformed model. To overcome this shortcoming, the eigen-decomposition is used to reduce the order of the model.
The covariance matrices are rewritten as follows:

\[
\begin{align*}
P_x(k) &= V_x \Lambda_x(k) V_x^T, \\
P_y(k) &= V_y \Lambda_y(k) V_y^T, \\
U(k) &= V_u \Lambda_u(k) V_u^T, \\
Q &= V_q \Lambda_q V_q^T, \\
\end{align*}
\]

(7)

where \( \Lambda_x, \Lambda_y, \Lambda_u \) and \( \Lambda_q \) are real diagonal matrices. \( V_x, V_y, V_u \) and \( V_q \) are associated orthogonal matrices. All of the matrices are with the same dimensions as the associated vectors.

The new formula of the dynamic Lyapunov equation can be obtained as follows:

\[
\begin{align*}
\Lambda_x(k + 1) &= A_\Lambda \Lambda_x(k) A_\Lambda^T + B_\Lambda \Lambda_u(k) B_\Lambda^T + D_\Lambda \Lambda_q D_\Lambda^T, \\
\Lambda_y(k) &= C_\Lambda \Lambda_x(k) C_\Lambda^T, \\
\end{align*}
\]

(8)

where \( A_\Lambda = V_x^T A V_x, B_\Lambda = V_x^T B V_u, D_\Lambda = V_x^T D V_q \) and \( C_\Lambda = V_x^T C V_x \).

Notice that for matrices \( G, F \) and \( \bar{F} \) with compatible dimensions, we have

\[
\text{vec}(FG^T) = (\bar{F} \otimes F)\text{vec}(G),
\]

(9)

where \( \text{vec}(\cdot) \) is the vectorization operator and \( \otimes \) denotes Kronecker product (Liu and Trenkler, 2008).

Based on Equation (9), the dynamic Lyapunov equation can be transformed as follows:

\[
\begin{align*}
\text{vec}(\Lambda_x(k + 1)) &= \tilde{A}_\Lambda \text{vec}(\Lambda_x(k)) + \tilde{B}_\Lambda \text{vec}(\Lambda_u(k)) \\
&\quad + \tilde{D}_\Lambda \text{vec}(\Lambda_q(k)), \\
\text{vec}(\Lambda_y(k)) &= \tilde{C}_\Lambda (\Lambda_x(k)), \\
\end{align*}
\]

(10)

where \( \tilde{A}_\Lambda = A_\Lambda \otimes A_\Lambda, \tilde{B}_\Lambda = B_\Lambda \otimes B_\Lambda, \tilde{D}_\Lambda = D_\Lambda \otimes D_\Lambda \) and \( \tilde{C}_\Lambda = C_\Lambda \otimes C_\Lambda \).

Since the matrices \( \Lambda_x \) and \( \Lambda_y \) are diagonal, the associated vectors of \( \Lambda_x \) and \( \Lambda_y \) are with \( n(n - 1) \) and \( m(m - 1) \) zero elements, respectively. Thus, the elimination matrices \( L_n \) and \( L_m \) can be defined by

\[
L_p : j\text{th element } = 1 \text{ in } i \text{th row}, \quad j = i + p(i - 1),
\]

(11)

where \( i = 1, \ldots, p, p = n,m \).

Pre-multiplying \( \text{vec}(\Lambda_x(k + 1)) \) and \( \text{vec}(\Lambda_y(k)) \) by \( L_n \) and \( L_m \), the standard state-space model with uniform parameter expression can be given by

\[
\begin{align*}
\lambda_x(k + 1) &= A_{\text{cov}} \lambda_x(k) + B_{\text{cov}} \lambda_u(k) + D_{\text{cov}} \lambda_q, \\
\lambda_y(k) &= C_{\text{cov}} \lambda_x(k), \\
\end{align*}
\]

(12)

where \( \lambda_x, \lambda_y, \lambda_u \) and \( \lambda_q \) denote eigenvalue vectors. The coefficient matrices can be calculated using Hadamard product (Liu and Trenkler, 2008) as follows:

\[
\begin{align*}
A_{\text{cov}} &= A_{\Lambda} \circ A_{\Lambda}, \\
B_{\text{cov}} &= B_{\Lambda} \circ B_{\Lambda}, \\
D_{\text{cov}} &= D_{\Lambda} \circ D_{\Lambda}, \\
C_{\text{cov}} &= C_{\Lambda} \circ C_{\Lambda}. \\
\end{align*}
\]

(13)

Remark 2.1: It has been shown that Equation (12) satisfies the dynamic Lyapunov equation when the time trends to be infinite and the order of the model equals to the original system model.

### 2.2. Continuous-time reduced-order covariance model

Similar to the case of discrete-time system, the model for continuous-time systems is presented briefly.

Consider the continuous-time linear stochastic system subjected to Gaussian noise

\[
\begin{align*}
dx &= (Ax + Bu) \; dt + D \; d\beta_t, \\
dy &= Cx \; dt, \\
\end{align*}
\]

(14)

where \( x \in \mathbb{R}^n \) and \( y \in \mathbb{R}^m \) denote state vector and output vector of the systems. \( u \in \mathbb{R}^3 \) is the control input vector and \( \beta_t \) is the \( p \)-dimensional Wiener process. \( A, B, D \) and \( C \) are real constant matrices with appropriate dimensions.

Notice that the Wiener process is used to represent the integral of a Gaussian white noise process and it yields

\[
\frac{d\beta_t}{dt} = w,
\]

(15)

where \( w \) is a standard Gaussian white noise.

Therefore, the system can be rewritten as follows:

\[
\begin{align*}
dx &= (Ax + Bu + Dw) \; dt, \\
dy &= Cx \; dt. \\
\end{align*}
\]

(16)

Compared with the assumption for the discrete-time system, the following assumption is given. \( H2: E[w(t)] = 0, E[x(0)w^T(t)] = 0, E[w(t)w^T(\tau)] = Q \delta(t - \tau), \)

(17)

where \( \delta(\cdot) \) is the Dirac delta function.

Also, all the discrete-time variables defined above can be redefined as continuous-time variables by replacing \( k \)
to $t$, and the covariance matrix for continuous-time system satisfies the following dynamic Lyapunov function:

$$\begin{align*}
\dot{P}_x(t) &= A P_x(t) + P_x(t) A^T + B U(t) B^T + D Q D^T, \\
\dot{P}_y(t) &= C P_x(t) C^T.
\end{align*}$$

(18)

Using the similar approach, the eigenvalue matrix equation is given by

$$\begin{align*}
A_x(t) &= A \Lambda_x(t) + \Lambda_x(t) A^T + B \Lambda u(t) B^T + D \Lambda q D^T, \\
A_y(t) &= C \Lambda_x(t) C^T,
\end{align*}$$

(19)

where $A_\Lambda = V_f^T A V_x, B_\Lambda = V_f^T B V_u, D_\Lambda = V_f^T DV_q$ and $C_\Lambda = V_f^T CV_x$.

Remark 2.2: For continuous-time linear stochastic systems, the output covariance assignment problem can be solved simply based on the proposed model following the approach similar to discrete-time linear stochastic systems. The design procedure and the illustrative example are certainly omitted here.

Remark 2.3: The novel model presented in this section can be considered as the coordinate transformation of the original dynamic Lyapunov equation associated with the covariance matrix.

3. Parametric covariance assignment algorithms

Based on the reduced-order closed-form covariance model, the parametric state and output feedback control algorithms are developed to assign the covariance values. To simplify the contents of the paper, the control algorithms are proposed using a discrete-time model; on the other hand, the similar algorithms using a continuous-time model are omitted. The control objective of covariance assignment problem can be formulated as follows:

$$\lim_{k \to \infty} P(k) = R_{cov},$$

(23)

where $R_{cov}$ denotes any pre-selected reference covariance matrix and $P(k)$ is the state or output covariance matrix.

$H3$: In this section, assume that the reduced-order closed-form covariance model is controllable.

3.1. State covariance controller design

For the SCA, the reference covariance matrix can be rewritten using eigen-decomposition as

$$R = V_r \Lambda_r V_r^T.$$  

(24)

Since the diagonal matrix $\Lambda_r$ can be arranged as vector $\lambda_r$, the covariance assignment problem transfers to state tracking problem using the presented reduced-order covariance model if we set $V_x = V_r$.

To track the desired state covariance vector, the integrator should be considered in the control scheme. The error vector $e_x(k + 1) = e_x(k) + \lambda_r - \lambda_x$ is treated as the extended state and substitutes the error into the closed-loop system.

Then, the closed-loop system in the state-space form can be obtained as follows:

$$\begin{bmatrix}
e_x(k + 1) \\
\lambda_x(k + 1)
\end{bmatrix} = \hat{A} \begin{bmatrix}
e_x(k) \\
\lambda_x(k)
\end{bmatrix} + \hat{B} \begin{bmatrix}
e_u(k) \\
\lambda_u(k)
\end{bmatrix} + \begin{bmatrix}
0 \\
D_{cov}
\end{bmatrix} \lambda_q + \begin{bmatrix}
\lambda_r \\
0
\end{bmatrix},$$

(25)

where

$$\begin{align*}
\hat{A} &= \begin{bmatrix} I & -I \\
0 & A_{cov}
\end{bmatrix}, \\
\hat{B} &= \begin{bmatrix} 0 \\
B_{cov}
\end{bmatrix}.
\end{align*}$$

For this control system with error vector, a full-state feedback can be designed using a parametric state-feedback approach, which is presented by Roppe (1986)

$$\lambda_u(k) = K \begin{bmatrix} e_x(k) \\
\lambda_x(k)
\end{bmatrix}$$

(26)

and the feedback gain can be obtained by

$$K = [W_1 f_1, \ldots, W_n f_n]$$

$$\times [(\lambda^*_n I - \tilde{A}_n)^{-1} \tilde{B}_1 f_1, \ldots, (\lambda^*_n I - \tilde{A}_n)^{-1} \tilde{B}_n f_n]^{-1},$$

(27)

where the modified parameter vectors are denoted by $f_1, \ldots, f_n$ as free parameters.
In the case of a common open-loop and closed-loop eigenvalue, other parameters in Equation (27) can be determined as follows:

\[
\begin{align*}
\bar{A}_i &= \bar{A} + v_i^0 w_i^T, \\
W_i &= I - e_k w_i^T \bar{B}, \\
\bar{B}_i &= \bar{B} W_i + v_i^0 e_k^T,
\end{align*}
\]

where \(v_i^0\) and \(w_i^0\) \((i = 1, \ldots, n)\) denote the open-loop eigenvectors and eigenrows of the model (25). \(\bar{A}\) and \(\bar{B}\) are given by model (25). \(b_k\) is the \(k\)th column of the matrix \(\bar{B}\). \(e_k\) is a unit vector where the \(k\)th element is 1. In the other case, there is no common eigenvalue, \(v_i^T b_k = 0\), so that the parameters of Equation (27) can be selected by

\[
\begin{align*}
\bar{A}_i &= \bar{A}, \quad W_i = I, \quad \bar{B}_i = \bar{B}.
\end{align*}
\]

To reverse the transformation, \(\Lambda_u\) can be obtained by \(\lambda_u\) and the actual control signal for original model can be given by

\[
\lambda_u(k) = v_u \Lambda_u(k) v_u^T k^{1/2} \xi(k),
\]

where \(\xi(k)\) denotes the standard Gaussian white noise.

**Remark 3.1:** The actual control law is nonlinear though the original system model is linear.

Controller designing procedure can be summarized as Algorithm I:

Step 1. Choose the reference covariance matrix and calculating the eigenvalues and eigenvectors of the desired covariance matrix.

Step 2. Transform the stochastic systems from the original model to reduced-order closed-form covariance model.

Step 3. Transform the closed-form model to reference tracking model by adding the error vector.

Step 4. Choose poles and free parameters for closed-loop covariance control model and design the state covariance controller via parametric feedback approaches.

Step 5. Calculate the control signal for original systems using control law of covariance model.

Step 6. Substitute the control signal into the original systems.

### 3.2. Output covariance controller design

The output feedback is widely used when the system state cannot be measured. Similar to the state covariance controller design, the error vector \(e_y(k + 1) = e_y(k) + \lambda_x - \lambda_y \) should be introduced to these control systems, and the new state-space model with output equation can be described by

\[
\begin{align*}
\begin{bmatrix}
e_y(k + 1) \\
\lambda_x(k + 1)
\end{bmatrix} &= F \begin{bmatrix}
e_y(k) \\
\lambda_x(k)
\end{bmatrix} + \bar{B} \lambda_u(k) + \begin{bmatrix} 0 \\
D_{cov}
\end{bmatrix} \lambda_q + \begin{bmatrix} \lambda_r \\
0
\end{bmatrix}, \\
\begin{bmatrix}
e_y(k) \\
\lambda_y(k)
\end{bmatrix} &= C \begin{bmatrix}
e_y(k) \\
\lambda_x(k)
\end{bmatrix},
\end{align*}
\]

where

\[
F = \begin{bmatrix} I & -C_{cov} \\
0 & A_{cov}
\end{bmatrix}, \quad \bar{C} = \begin{bmatrix} I \\
0 & C_{cov}
\end{bmatrix}.
\]

For this extended system, assume that the following conditions hold.

\(H4:\) (Kimura’s condition, Konigorski, 2012) \(m + s \geq n + 1\).

The output feedback control law can be designed by a parametric output feedback approach, which is presented by Konigorski (2012)

\[
\lambda_u(k) = G \begin{bmatrix}
e_y(k) \\
\lambda_y(k)
\end{bmatrix}
\]

and the feedback gain \(G\) can be obtained by

\[
G = K_0 + K_2 U_1' + U_2 K_3 U_1',
\]

where \(K_0, K_2, U_1', U_2\) can be calculated by kernel space and \(K_3\) can be calculated by exterior algebra (see Konigorski, 2012 for calculation).

Once the control input \(\lambda_u\) is obtained, the actual control law can also be calculated by Equation (30).

The procedure of the controller design can be summarized as Algorithm II:

Step 1. Choose the reference covariance matrix and calculating the eigenvalues and eigenvectors of the desired covariance matrix.

Step 2. Transform the stochastic systems from the original model to reduced-order closed-form covariance model.

Step 3. Transform the closed-form model to reference tracking model by adding the error vector.

Step 4. Choose poles and free parameters for closed-loop covariance control model and design the output covariance controller via parametric feedback approaches.

Step 5. Calculate the control signal for original systems using control law of covariance model.

Step 6. Substitute the control signal into the original systems.
4. A numerical example

To verify this new model and the control algorithms proposed in this paper, one numerical example is presented in this section.

The original model can be shown as follows:

\[
A = \begin{bmatrix}
-0.5 & -0.3 \\
0.1 & -0.2
\end{bmatrix}, \quad B = \begin{bmatrix}
2 & 0.3 \\
0.1 & 4
\end{bmatrix},
\]

\[
C = \begin{bmatrix}
0.7 & 0.1 \\
0.2 & 0.8
\end{bmatrix}, \quad D = \begin{bmatrix}
0.1 & 0 \\
0 & 0.1
\end{bmatrix}.
\]

The covariance matrix of disturbance white noises is

\[
\begin{bmatrix}
0.2 & 0.1 \\
0.1 & 0.2
\end{bmatrix}.
\]

To assign the covariance matrix, we choose the reference covariance matrix as

\[
\begin{bmatrix}
0.2 & 0.1 \\
0.1 & 0.3
\end{bmatrix}.
\]

4.1. Case for state covariance

From the reference covariance matrix, the reference signal for covariance matrix eigenvalue model can be obtained as follows:

\[
\lambda_r = \begin{bmatrix}
0.1382 \\
0.3618
\end{bmatrix},
\]

\[
V_r = V_x = V_u = V_q = \begin{bmatrix}
-0.8507 & 0.5257 \\
0.5257 & 0.8507
\end{bmatrix}.
\]

Simply, the reduced-order covariance model can be described as follows:

\[
A_{cov} = \begin{bmatrix}
0.1073 & 0.1436 \\
0.0004 & 0.1387
\end{bmatrix},
\]

\[
B_{cov} = \begin{bmatrix}
5.6354 & 0.4970 \\
0.8190 & 13.1486
\end{bmatrix},
\]

\[
D_{cov} = \begin{bmatrix}
0.1 & 0 \\
0 & 0.1
\end{bmatrix}.
\]

The state covariance feedback gain can be obtained as follows:

\[
K_{1x} = \begin{bmatrix}
-0.007 & -0.0054 & -0.0671 & 0.0083 \\
-0.0013 & -0.0055 & -0.0125 & -0.0328
\end{bmatrix},
\]

\[
K_{2x} = \begin{bmatrix}
-0.0044 & 0.0013 & -0.0427 & 0.0313 \\
-0.0035 & -0.0112 & -0.0331 & -0.0522
\end{bmatrix}.
\]

The results have been shown below. In Figures 1 and 2, the state covariance curves have been given using different feedback gains \(K_1\) and \(K_2\). Both the control laws can assign the covariance to the reference covariance matrix; however, different free parameters of the controller lead to different performance. Figures 3 and 4 show the curves of the eigenvalues of the state covariance matrix, that is, the state vector of the reduced-order closed-form covariance model. From the curves, it has been shown that \(K_1\) is better than \(K_2\) for this example.

4.2. Case for output covariance

As the above-mentioned approach, the eigenvectors can be chosen in the same way as

\[
V_r = V_y = V_x = V_u = V_q = \begin{bmatrix}
-0.8507 & 0.5257 \\
0.5257 & 0.8507
\end{bmatrix}.
\]
and then we have
\[ C_{\text{cov}} = \begin{bmatrix} 0.3522 & 0.0008 \\ 0.0052 & 0.8218 \end{bmatrix}. \]

Based on this model and parametric output feedback approach, the output covariance can track the given reference matrix by transformation and choosing alternative free parameter matrix
\[ q = \begin{bmatrix} 1 & -1 \\ 1 & 1 \end{bmatrix}, \quad z = 1, \quad K_3 = 5. \]

Finally, the feedback gain can be calculated as follows:
\[ K_f = \begin{bmatrix} -1.9180 & 1.3353 & -2.8218 & 3.3578 \\ -0.2034 & 0.1415 & -0.3448 & 0.3850 \end{bmatrix}. \]

To avoid repeating the results which is similar to the state covariance controller design, the curves for output covariance controller have been omitted.

**Remark 4.1:** From the results of the simulation, different free parameters associated with the feedback gain bring different performance to the covariance model. It means that optimal free parameters can be obtained for a given performance criterion, such as minimum sensitivity and minimum control energy. The control algorithms presented in this paper can be extended simply which is helpful to apply in practice.

## 5. The reduced-order closed-form covariance model for stochastic systems with parameter uncertainties

In this section, the presented novel reduced-order closed-form model is extended for continuous-time and discrete-time stochastic systems with parameter uncertainties.

### 5.1. Discrete-time covariance model for stochastic systems with parameter uncertainties

Consider the discrete-time linear stochastic systems subjected to Gaussian noises, which are represented as follows:
\[
\begin{align*}
x(k + 1) &= (A + \Delta A)x(k) + (B + \Delta B)u(k) \\
y(k) &= (C + \Delta C)x(k),
\end{align*}
\]

where \( x \in \mathbb{R}^n \) and \( y \in \mathbb{R}^m \) denote state vector and output vector of the systems, respectively. \( u \in \mathbb{R}^l \) is the control input vector and \( w \in \mathbb{R}^p \) is the Gaussian noise vector. \( A, B, D \) and \( C \) are real constant matrices with appropriate dimensions. \( \Delta A, \Delta B, \Delta D \) and \( \Delta C \) are parameter uncertainties associated with \( A, B, D \) and \( C \).

Using the similar operation, the reduced-order closed-form covariance model can be expressed as
\[
\begin{align*}
\lambda_x(k + 1) &= (A_{\text{cov}} + \Delta A_{\text{cov}})\lambda_x(k) + (B_{\text{cov}} + \Delta B_{\text{cov}})\lambda_u(k) \\
\lambda_y &= (C + \Delta C)x(k),
\end{align*}
\]

The parameter matrices can be obtained by Equation (13) and following equations:
\[
\begin{align*}
\Delta A_{\text{cov}} &= \Delta A_{\Lambda} \Lambda A_{\Lambda} + 2(A_{\Lambda} \Lambda \Lambda A_{\Lambda}), \\
\Delta B_{\text{cov}} &= \Delta B_{\Lambda} \Lambda B_{\Lambda} + 2(B_{\Lambda} \Lambda \Lambda B_{\Lambda}), \\
\Delta D_{\text{cov}} &= \Delta D_{\Lambda} \Lambda D_{\Lambda} + 2(D_{\Lambda} \Lambda \Lambda D_{\Lambda}), \\
\Delta C_{\text{cov}} &= \Delta C_{\Lambda} \Lambda C_{\Lambda} + 2(C_{\Lambda} \Lambda \Lambda C_{\Lambda}),
\end{align*}
\]

where \( \Delta A_{\Lambda} = V^T_x \Delta A V_x, \quad \Delta B_{\Lambda} = V^T_x \Delta B V_u, \quad \Delta D_{\Lambda} = V^T_x \Delta D V_q \) and \( \Delta C_{\Lambda} = V^T_y \Delta C V_s \).

### 5.2. Continuous-time covariance model for stochastic systems with parameter uncertainties

Consider the continuous-time stochastic systems with parameter uncertainties, which are subjected to Gaussian
noise
dx = (D + ΔD) dβx + ((A + ΔA)x
+ (B + ΔB)u) dt,
dy = (C + ΔC)x dt,
(37)

where x ∈ ℝⁿ and y ∈ ℝᵐ denote state vector and output vector of the systems, respectively. u ∈ ℝⁿ is the control input vector and βx is the p-dimensional Wiener process. A, B, D and C are real constant matrices with appropriate dimensions. ΔA, ΔB, ΔD and ΔC are parameter uncertainties.

Thus, the reduced-order closed-form covariance model can be expressed as

\[
\dot{\lambda}_x(t) = (A_{cov} + \Delta A_{cov})\lambda_x(t) + (B_{cov} + \Delta B_{cov})\lambda_u(t)
+ (D_{cov} + \Delta D_{cov})\lambda_q,
\]

\[
\dot{\lambda}_y(t) = (C_{cov} + \Delta C_{cov})\lambda_x(t),
(38)
\]

where B_{cov}, D_{cov} and C_{cov} can be obtained using Equation (13). Reserve the diagonal elements of A Δ which forms a diagonal matrix A_{diag}, then A_{cov} = 2A_{diag}. ΔA_{cov}, ΔD_{cov} and ΔC_{cov} can be obtained by Equation (36). Similarly, ΔA_{cov} = 2ΔA_{diag}.

**Remark 5.1:** Due to the fact that the covariance model and original system model are the same in form, the robust control algorithms can be applied to solve the covariance control problem. Moreover, this model can be reduced as models (12) and (38) if the parameter uncertainties are zeros, which implies that the covariance model with parameter uncertainties can be considered as an extension to models (12) and (38).

**6. Conclusions**

For continuous-time and discrete-time stochastic systems subjected to Gaussian white noises, a novel model for state and output covariance assignment problems has been proposed using eigen-decomposition in this paper which are named the reduced-order closed-form covariance model. The coefficient matrices of this presented model can be obtained by uniform formulas which imply the uniform expression. Based on this model, two nonlinear control laws have been formulated following two presented control algorithms by parametric state-feedback approach and parametric output feedback approach, where the free parameters can be further used to optimize other control criterion.

Moreover, the presented model is also extended to stochastic systems with parameter uncertainties. With the numerical example, it has been shown that the covariance assignment problem can be solved effectively using the presented reduced-order closed-form covariance control model. Based upon this novel model, some further advanced topics can be investigated as future works, for example, the proposed control algorithm can be extended using the non-fragile state estimation (Hou, Dong, Wang, Ren, and Alsaadi, 2016; Yang, Dong, Wang, Ren, and Alsaadi, 2016; Yu, Dong, Wang, Ren, and Alsaadi, 2015), while the robustness of the control algorithm for covariance assignment problem is enhanced.
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