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Abstract: We investigate the beamforming for the multi antenna cooperative non-orthogonal multiple access (NOMA) system, where an access point (AP) delivers messages for multiple user terminals (UT) with successive interference cancellation (SIC) reception method. Some UTs with multiple antennas cooperate with the AP transmission to improve the diversity and the average power performance. We formally present two optimal beamforming schemes at the AP and at the cooperative UTs. One scheme has no power limitation for the cooperative UTs, while the other one does have such limitation. We guarantee that the rank one beamformer is sufficient to achieve the optimal points so that the proposed schemes have rank one semi-definite programming (SDP) structure. Simulation results show the performance gain of the multi-antenna cooperative NOMA schemes in the sense of diversity and the average power.
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1. Introduction

Reducing the network latency and accommodating the vast amount of devices competing for network resources will be key requirements for the future sixth generation (6G) wireless systems. The importance of non-orthogonal multiple access (NOMA) technologies [1] lies in this aspect and many studies have been reported so far. Unlike the code domain NOMA, the power domain NOMA in Reference [2–4] does not rely on any particular multiple access scheme in applying the NOMA principle, where multiple messages are superposed in a single spectral resource. Different from the counterpart of orthogonal multiple access (OMA), the received signals of the NOMA schemes are not free of the inter-user interference (IUI) so that the successive interference cancellation (SIC) is a popular approach to remove the IUI. In addition to the SIC, efficient resource allocation is also crucial to harvest the true benefit of the NOMA system [5–8]. The additional complexity from the SIC and the resource allocation pays back by allowing more user terminals (UT) to share the network resources and by the increase in spectral efficiency. NOMA can be applied to millimeter wave band communications [9–11].

Another way to enhance the NOMA system is to embed the multiple antennas and the related technologies to exploit the spatial dimensions [3,4,12–19] into the performance improvement. Even the security of the NOMA network can be enhanced [20] through the multi-antenna technologies. The multiple input multiple output (MIMO) case, where both the access point (AP) and the UTs are equipped with multiple antennas, allows for the clustering of UTs so that the signals of different clusters are separated and the UTs of each cluster form an independent NOMA channel [13–15]. In multiple input single output
(MISO) case, where only the AP is equipped with multiple antennas, such clustering is not possible; thus, the AP beamforming serves single channel NOMA UTs only [12,21,22]. Only partial results of the optimal beamforming for the MISO-NOMA system are available in Reference [21]. In the cooperative NOMA system, where some UTs participate in helping the AP transmission [23–27] so that the performance of NOMA system is improved in diversity sense and in average transmit power sense.

This article considers the beamforming in the cooperative NOMA system, where multiple antennas are adopted at the AP and at the helping UTs to further enhance the performance of NOMA system. To the author’s best knowledge, the beamforming problem for the cooperative NOMA system has not been discussed much, while the design criteria and actual beamforming schemes are essential to efficiently utilize the spatial dimension into the benefit of transmission. Therefore, we formally present the optimal beamformer design criterion for the AP and the cooperative UTs in the cooperative NOMA system and develop two optimal beamforming (BF) schemes depending on the power constraint applied at the UTs. These schemes encompass the non-cooperative NOMA when no UT collaborates with the AP. First, we discuss the sufficiency of rank one beamforming scheme in achieving the optimal points so that the ranks of the beamformer matrices at the AP and at the cooperative UTs all need simple rank one structure. This leads to an optimal beamforming criterion with the sum of signal strength terms at all UTs to be equalized. The rank one structure and the derived criterion suggests that the semi-definite programming (SDP) is well suited for the given optimization problem; thus, we propose two beamforming schemes based on optimization with the rank one constraint. In the numerical experiments, these two beamforming schemes perform very closely regardless of the UT power constraint, while they show advantage both in diversity and in average power compared to the non-cooperative NOMA. In other words, they either need less power in achieving a certain outage level or achieve a better outage level with the same power consumption.

Section 1 presents the system model of the proposed cooperative NOMA. Section 2 presents two beamforming schemes are presented after a discussion on the optimal condition of the cooperative NOMA. Section 3 presents relevant numerical results. Finally, Section 4 concludes this paper.

Notations: The notations $A^H$ and $A^T$ are the Hermitian transpose and the transpose of a matrix $A$, respectively. $\text{Tr}[A]$ takes the trace of the matrix $A$ and $\text{rank}(A)$ returns the rank of the matrix $A$. $\|a\|$ denotes the $\ell_2$-norm of a vector $a$. The notation $A_{i,j}$ represents the element at the $i$-th row and the $j$-th column of $A$. The notation diag[$v$] produces a diagonal matrix with the elements of the vector $v$ on its diagonal. The vector notations $\mathbf{0}$ and $\mathbf{1}$ represent all zero vector with $k$ elements and all one vector with $j$ elements, respectively. $CN(\mathbf{0}, \mathbf{C})$ denotes the complex white Gaussian distribution of random vector with zero mean vector $\mathbf{0}$ and the covariance matrix $\mathbf{C}$. $\mathbb{C}^N$ denotes the $N$ dimensional complex vector space. Finally, $\mathbb{E}_n[x]$ takes the expectation of $x$ with respect to $n$.

2. System Model

Consider the cooperative NOMA system in Figure 1, where a multiple-antenna AP transmits messages to $J$ NOMA UT. Among these $J$ UTs, $L$ ($L \leq J$) UTs are also equipped with multiple-antennas to cooperate with the AP transmission in half duplex mode. In theory, up to $J − 1$ UTs can join the cooperation to make $J − 1$ cooperation stages. However, more stages require more cooperation time slots ($L + 1$ time slots are required in total); thus, the performance gain, such as diversity from additional stages, comes at the cost of the increased spectral resource. Therefore, one or two ($L = 1$ or 2) stages can be considered to be a practical candidate stage number. The remaining $J − L$ single antenna UTs only receive the cooperative NOMA transmissions during $L + 1$ time slots. The AP uses an $M \times 1$ AP beamformer vector $\mathbf{w}_A$, where $M$ denotes the number of transmit antennas at the AP. The cooperative UTs are equipped with $N$ antennas to receive and to transmit. The decode-and-forward (DF) protocol-based cooperative UTs apply $N \times 1$ unit-norm receive
beamforming vectors \( w_{R,\ell} \), \( \ell = 1, \ldots, L \) to the received signals to decode the messages from the AP. If the \( \ell \)-th cooperative UT decodes the messages, the signal is re-encoded before being beamformed by the \( N \times 1 \) transmit vector \( w_{T,\ell} \). The MIMO channel vector from the AP to the \( \ell \)-th cooperative UT is denoted by the \( N \times M \) matrix \( H_{\ell} \) and the MISO channel from the AP to the \( j \)-th non-cooperative UT is denoted by the \( 1 \times M \) vector \( h_j \). In addition, the MIMO channel from the \( \ell \)-th the cooperative UT to the \( m \)-th cooperative UT is denoted by the \( N \times N \) matrix \( G_{m,\ell} \) and the MISO channel from the \( \ell \)-th cooperative UT to the \( j \)-th non-cooperative UT \((j = L+1, \ldots, J)\) is denoted by the \( 1 \times N \) vector \( g_{j,\ell} \). Note that all the elements of \( H_{\ell}, h_j, G_{m,\ell}, \) and \( g_{j,\ell} \) are independent and identically distributed random variables with \( \mathcal{CN}(0, 1) \). We assume that full channel state information (CSI) is available at the AP so that all the beamformer vector design is conducted at the AP.

At the \( n \)-th time slot, the AP transmits a composite message toward \( J \) NOMA UTs. Recall that there are \( J - L \) non-cooperative UTs, where the received signals at the \( \ell \)-th cooperative UT and \( j \)-th non-cooperative UT are expressed as

\[
\begin{align*}
y_{\ell}(n) &= H_{\ell}w_Ax(n) + n_{\ell}(n) \\
y_j(n) &= h_jw_Ax(n) + n_j(n),
\end{align*}
\]  

(1)

where \( x(n) = \sum_{j=1}^{J} x_j(n) \) is the composite AP message symbol with \( \mathbb{E}[|x(n)|^2] = 1 \). The message \( x_j(n) \) is destined to the \( j \)-th UT with \( \mathbb{E}[|x_j(n)|^2] = P_j \) and \( \sum_{j=1}^{J} P_j = 1 \). The 1-st cooperative UT applies the receive beamforming to the signal in (1) as \( w_{R,1}y_1(n) \), decodes \( J \) messages with the SIC principle from \( x_1(n) \) to \( x_J(n) \), re-encodes \( J \) message signals \( x(n) = \sum_{j=1}^{J} x_j(n) \), and transmits \( x(n) \) with beamforming as \( w_{T,1}x(n) \) at the time slot \( n+1 \). Note that the \( j \)-th cooperating UT of conventional cooperative NOMA systems [25–27] relays only the superposition of \( x_{j+1}(n), \ldots, x_J(n) \), while all the cooperating UTs in this paper repeat the superposition of \( x_1(n), \ldots, x_J(n) \). This fact helps each UT to decode easily with the SIC principle, and the beamformer design criteria in the sequel to be easily derived. The vector \( n_j(n) \) denotes an \( N \times 1 \) additive noise vector at the \( \ell \)-th cooperative UT antennas with \( \mathcal{CN}(0, I_N) \) distribution, while \( n_j(n) \) denotes the additive noise at the

Figure 1. The cooperative non-orthogonal multiple access (NOMA) system with \( L \) cooperating user terminals (UTs) among \( J \) NOMA UTs. The cooperating UTs use \( L \) separate time slots for the cooperation phases.
j-th UT antenna with $\mathcal{CN}(0, 1)$ distribution. Then, the received signal at the $j$-th UT at the time slot $n + 1$ can be written as

$$
\begin{align*}
    y^{j}_{j}(n + 1) &= G_{j,1} w^{T,1}_{1} x(n) + n^{j}_{j}(n + 1), \quad j = 2, \ldots, L \\
    y^{j}_{j}(n + 1) &= G_{j,1} w^{T,1}_{1} x(n) + n^{j}_{j}(n + 1), \quad j = L + 1, \ldots, J,
\end{align*}
$$

(2)

where $n^{j}_{j}(n + 1)$ and $n^{j}_{j}(n + 1)$ are the additive noises at the $j$-th UT with $\mathcal{CN}(0, \sigma^2\mathbf{I}_N)$ and $\mathcal{CN}(0, \sigma^2)$ distributions, respectively. If $L \geq 2$, the 2-nd cooperative UT again starts decoding the messages in (1) and $w^{k,2}_{2,2} y^{j}_{j}(n + 1)$ according to the SIC manner. Then, it re-encodes the $J$ messages and transmits the message $x^{j}_{j}(n)$ in the time slot $n + 2$. Using $j$ previous observations, similar processes are repeated until the $L$-th cooperative UT, which requires $L$ time slots and the cooperation ends after the $(n + L)$-th time slot. It may look unnecessary for the $\ell$-th cooperative UT to retransmit all the $J$ messages including the message signal destined to itself after it decodes the $J$ messages. However, in NOMA with SIC decoding, each UT needs to decode all the message signals with indices preceding the index of the UT’s own signal; thus, it is reasonable for the cooperative UTs to repeat all the message signals to help the decoding at the UTs.

The $j$-th ($j \geq L + 1$) UT has $L + 1$ observations from the time slots from $n$ in (1) to $n + L$ so that it can decode the messages $x^{j}_{1}(n), \ldots, x^{j}_{J}(n)$ in SIC manner. Assuming the maximum ratio combining (MRC) of those observations, the signal-to-interference-plus-noise ratio (SINR) for the signal $x^{j}_{k}(n)$, $k \leq j$ as is follows:

$$
\gamma^{j}_{k} = \frac{\|h^{j}_{j}w^{A}_{A}\|^2 + \sum_{\ell=1}^{L} |g^{j}_{\ell,\ell}w^{T,\ell}_{\ell}\|^2 |P^{k}_{k}|}{\|h^{j}_{j}w^{A}_{A}\|^2 + \sum_{\ell=1}^{L} |g^{j}_{\ell,\ell}w^{T,\ell}_{\ell}\|^2 \sum_{m=k+1}^{L} |P^{m}_{m}| + \sigma^2}.
$$

(3)

On the other hand, at the $\ell$-th cooperative UT, there are $\ell$ observations for the decoding of $x^{j}_{k}(n)$. Assuming MRC with $w^{k,\ell}_{\ell,\ell} = (H^{j}_{j} w^{A}_{A})^{H}/\|H^{j}_{j} w^{A}_{A}\|$ at slot $n$ and $w^{k,\ell}_{\ell,\ell} = (G^{j}_{j,m} w^{T,\ell}_{\ell,m})^{H}/\|G^{j}_{j,m} w^{T,\ell}_{\ell,m}\|$ at slot $n + m$, $(m \leq L)$, the SINR for $x^{j}_{k}(n)$ at the cooperative UT is given as follows

$$
\gamma^{j}_{k} = \frac{\|H^{j}_{j} w^{A}_{A}\|^2 + \sum_{m=1}^{L-1} \|G^{j}_{j,m} w^{T,\ell}_{\ell,m}\|^2 |P^{k}_{k}|}{\|H^{j}_{j} w^{A}_{A}\|^2 + \sum_{m=1}^{L-1} \|G^{j}_{j,m} w^{T,\ell}_{\ell,m}\|^2 \sum_{m=k+1}^{L} |P^{m}_{m}| + \sigma^2}.
$$

(4)

3. Beamformer Design

Here, we design a beamformer set $w^{A}_{A}$ and $w^{T,1}_{1}, \ldots, w^{T,\ell}_{\ell,L}$ with the MRC for $w^{k,\ell}_{\ell,\ell}$ as defined in the previous section. Note that all these beamformers are assumed to be rank one, for which the following Section 3.1 provides a proof using the result of Reference [21] that such rank one assumption of the beamformers for our system model is sufficient to achieve the optimum points. The decoding conditions based on the SINR expressions in (3) and (4) result in a design method as is discussed in Reference [12] for the conventional NOMA system without the cooperative UT. In Reference [12], it is shown that the AP beamformer for a NOMA system maximizes the minimum channel gain ($\min_{j} |h^{j}_{j} w^{A}_{A}|$). This design principle is similar to that for the multicast system [28], which is not so surprising since message signals of a NOMA system should be decoded at most of the UTs under the SIC rule. We formally extend this result to the beamformer set optimization in the cooperative NOMA case.

3.1. The Optimality of Rank One Beamformer

In Reference [21], the optimal condition for the two user MISO NOMA transmission system is presented as

$$
\frac{P_{1} |h^{1}_{1}v^{1}_{1}|^2}{P_{2} |h^{1}_{1}v^{1}_{2}|^2 + \sigma_{1}^2} = \frac{P_{1} |h^{2}_{1}v^{2}_{1}|^2}{P_{2} |h^{2}_{1}v^{2}_{2}|^2 + \sigma_{2}^2}.
$$

(5)
where $\mathbf{v}_i, i = 1, 2$ are the $M \times 1$ pre-coders for $x_i(n)$ and $\sigma_i^2, i = 1, 2$ are the additive noise powers at the UTs. The channel vectors $\mathbf{h}_j, j = 1, 2$ are $1 \times M$ vectors toward the UTs from the AP. It is easy to see that the condition in (3) is met with $|\mathbf{h}_1 \mathbf{v}_1| = |\mathbf{h}_2 \mathbf{v}_1|$ and $|\mathbf{h}_1 \mathbf{v}_2| = |\mathbf{h}_2 \mathbf{v}_2|$. Note that the condition in (5) comes from the minimum operator taken for the SINRs of two NOMA UTs, which enforces those SINRs to be equalized at the optimum points.

Extending the same reasoning to the cases of $J$ ($J > 2$) users, the optimal points should satisfy the conditions $|\mathbf{h}_1 \mathbf{v}_k| = |\mathbf{h}_2 \mathbf{v}_k| = \cdots = |\mathbf{h}_J \mathbf{v}_k|$ for $k = 1, \ldots, J$ due to the minimum operator and the following equalization enforcement. From these conditions, it is obvious that rank one pre-coder ($\mathbf{v}_1 = \cdots = \mathbf{v}_J$) is sufficient to achieve these conditions regardless of $J$.

### 3.2. Design Principle

Following the SIC rule, the decoding condition at the $\ell$-th cooperative UT is $\gamma^\ell_k \geq \gamma^\ell_k, k = 1, \ldots, J$. Here, $\gamma^\ell_k = 2^{\tau} - 1$ is the threshold for decoding the $k$-th message signal and $r_k$ is the data rate of $x_k$. On the other hand, at the $j$-th non-cooperative UT, the SIC decoding condition is given as

$$
\gamma^j_k \geq \gamma^j_k, k = 1, \ldots, j.
$$

(6)

Collecting the sum of signal strength terms at the $k$-th UT, we define $a_k$ in (7) with the minimum operator:

$$
\alpha_k = \begin{cases} 
\min_{1 \leq k \leq L} \left\{ \|\mathbf{H}_1 \mathbf{w}_A\|^2 + \sum_{m=1}^{L-1} \|\mathbf{G}_{L,m} \mathbf{w}_{T,m}\|^2, \min_{m=k+1, \ldots, J} \left\{ |\mathbf{h}_m \mathbf{w}_A|^2 + \sum_{\ell=1}^J |\mathbf{g}_{m,\ell} \mathbf{w}_{T,\ell}|^2 \right\} \right\}, \\
\min_{L < k \leq J} \left\{ \|\mathbf{H}_1 \mathbf{w}_A\|^2 + \sum_{m=1}^{L-1} \|\mathbf{G}_{L,m} \mathbf{w}_{T,m}\|^2, \min_{m=1, \ldots, \ell, k+1, \ldots, J} \left\{ |\mathbf{h}_m \mathbf{w}_A|^2 + \sum_{\ell=1}^J |\mathbf{g}_{m,\ell} \mathbf{w}_{T,\ell}|^2 \right\} \right\},
\end{cases}
$$

(7)

Proposition 1 reveals the design principle of $\mathbf{w}_A$ and $\mathbf{w}_{T,1}, \ldots, \mathbf{w}_{T,L}$ for the cooperative NOMA system.

**Proposition 1.** To maximize the total rates $\sum_{k=1}^J r_k^* = \sum_{k=1}^J r_k^*$, the $L + 1$ beamformer vectors $\mathbf{w}_A$ and $\mathbf{w}_{T,1}, \ldots, \mathbf{w}_{T,L}$ should be designed such that $a_k, k = 1, \ldots, J$ should be maximized by equalizing all the terms in the minimum operation so that $a_1 = a_2 = \cdots = a_J$.

**Proof.** The condition in (6) can be rearranged as

$$
\min_{m=k+1, \ldots, J} \gamma^m_k \geq \gamma^k_k, k = 1, \ldots, J.
$$

(8)

Together with the condition at the cooperative UTs, we have for $x_k(n)$ to be decoded at the cooperative UTs and the UTs that need to decode it

$$
\begin{align*}
\min_{m=1, \ldots, J} \gamma^m_k & \geq \gamma^k_k, L < k \leq J, \\
\min_{m=1, \ldots, J} \gamma^m_k & \geq \gamma^k_k, k \leq L.
\end{align*}
$$

(9)

Note that the SINR expressions in (3) and (4) indicate that $\gamma^m_k, (m > L)$ is a monotonic function of $|\mathbf{h}_m \mathbf{w}_A|^2 + \sum_{\ell=1}^L \|\mathbf{g}_{m,\ell} \mathbf{w}_{T,\ell}\|^2$ and $\gamma^\ell_k, (\ell \leq L)$ is a monotonic function of $|\mathbf{H}_1 \mathbf{w}_A|^2 + \sum_{m=1}^{\ell-1} \|\mathbf{G}_{\ell,m} \mathbf{w}_{T,m}\|^2$. The definitions of $a_k$’s in (7) allow us to re-write (9) concisely as

$$
a_k \frac{P_k}{\sum_{m=k+1}^{J} P_m + 1} \geq \gamma^* k, k = 1, \ldots, J.
$$

(10)

Therefore, the rate $r_k^*$ on the right-hand side of (10) is maximized by maximizing $a_k$; hence, maximizing the total rates $\sum_{k=1}^J r_k^*$ corresponds to maximizing $a_k, k = 1, \ldots, J$. Here, from the $k = 1$ case to the $k = L$ case, produce the minimum of $a_k$ as $a_1 = \cdots = a_L$.
by including all the gain terms of UTs in the minimum operation. Without any further constraint on the beamformer, the optimum beamforming condition of maximizing the minimum of two variables is equaling the two variables. Therefore, applying this fact from $\alpha_1$ to $\alpha_1$ one-by-one assures that the last statement of the Proposition holds.

Defining $\beta_k = \min_{m=k-1}^{M} \{ |h_m w_A|^2 \}$, the design principle of $w_A$ for the non-cooperative NOMA system appeared in Reference [12] can be easily re-derived as $|h_j w_A|^2 = \cdots = |h_j w_A|^2$ and $\beta_1 = \cdots = \beta_j$ equivalently. From the principle in Proposition 1, we may contrive a scheme to maximize the rates (equivalently $r^*$) with a fixed power or to minimize the power with fixed rates. We follow the latter approach in the next subsection.

3.3. Two Designs

According to the design principles of the cooperative NOMA in Proposition 1, we may propose two feasible designs in this subsection. In addition, a simple modification of the designs results in a design for the non-cooperative NOMA system. Since Proposition 1 states that all the sums of channel gain terms reaching the UTs are required to be equalized for the optimal points, such condition can be met with SDP based approaches through the following steps. Note that the typical application of SDP is composed of linear matrix inequalities (LMI) with semi definite parameter matrices [28] so that we can build a parameter matrix $W$ from the beamforming vectors and then the optimality condition in Proposition 1 can be absorbed in the LMIs as follows. First, we define the following SDP.

$$\begin{align*}
\min_{W \in \mathbb{C}^{M \times N}} & \quad \text{Tr}[W] \\
\text{s.t.} \quad & \text{Tr}[H_j W] \geq \gamma^*, \quad j = L + 1, \ldots, J \\
& \text{Tr}[H_j^* H_j W] \geq \gamma^*, \quad j = 1, 2, \ldots, L \\
& \text{rank}\{W\} = 1.
\end{align*}$$

(11)

Note that the last rank constraint requires the rank reduction process as in Reference [28] before the solutions $w_A$ and $w_{T,\ell}$ are available. Here, we use the matrix definitions $H_j = \bar{h}_j H$ and $W = \bar{w} \bar{w}^H$; $\gamma^*$ is the threshold uniformly applied to all UT channels to control the total throughput $\sum_{k=0}^{J-1} r_k^*$. The SDP in (11) has the same structure as the one in Reference [28] due to the similarity between the NOMA system and the multicast system.

A defect of the problem in (11) is that we have no control over the balance of the AP power ($\|w_A\|^2$) and the cooperative UT power ($\|w_{T,\ell}\|^2$) in the solution of $(w)$. Since the cooperative UTs have power limitation in practice, we apply additional constraints on the cooperative UT power of the problem in (11) so that we can have better control on the division of the power. We modify (11) as follows.

$$\begin{align*}
\min_{W \in \mathbb{C}^{M \times N}} & \quad \text{Tr}[W] \\
\text{s.t.} \quad & \text{Tr}[E_{\ell} W E_{\ell}] \leq P_{\ell}, \quad \ell = 1, \ldots, L \\
& \text{Tr}[H_j W] \geq \gamma^*, \quad j = L + 1, \ldots, J \\
& \text{Tr}[H_j^* H_j W] \geq \gamma^*, \quad j = 1, 2, \ldots, L \\
& \text{rank}\{W\} = 1.
\end{align*}$$

(12)

Here, $E_{\ell} = \text{diag}[0_{N_{\ell}, 1_{N_0}, 0_{N(L-\ell)}]}$ and $P_{\ell}$ is the desired power level ($P_{\ell,\ell}$) of the $\ell$-th cooperative UT. Again, the rank reduction produces a $w_A$ that complies with $w_{T,\ell}$, $\ell = 1, \ldots, L$ having the desired cooperative UT power. Compared to the SDP in (11), the power control capability of (12) is earned at the expense of some performance loss since the feasible region of (12) is a subset of that in (11).
Note that a slight modification of (11) leads to the SDP for the beamforming in the non-cooperative NOMA system as
\[
\min_{W_A \in \mathbb{C}^{M \times L}} \quad \text{Tr}[W_A]
\]
s.t. \quad \text{Tr}[\tilde{H}_j W_A] \geq \gamma^*, \quad j = 1, 2, \ldots, J. \tag{13}
\]

Here, we assume that the UTs from \( j = 1 \) to \( j = L \) are also equipped with single antenna just like the other UTs. Again, the rank reduction produces the beamformer \( W_A \). Note that all three algorithms above rely on the SDP approach, in which complexity with the most popular interior point method is expressed as \( O(n \log(\frac{n}{\epsilon})) \). Therefore, the numerical results presented in Section 4 reflect the theoretically achievable performance through the cooperation and the beamforming. We leave the study on computationally less demanding schemes as a future research topic discussed in the conclusion section.

4. Numerical Results

In this section, we analyze the performance of the proposed two beamformer schemes and of the non-cooperative scheme. Since the sum rates of the NOMA systems depend on the resource allocation, as well, we compare in Figure 2 the outage probabilities of these three schemes with different sets of antenna configurations to compare the proposed cooperative beamformer schemes with the non-cooperative scheme, where the parameter definitions and simulation conditions used are summarized in Table 1. Here, the outage event is defined as the case when the total transmit power of the AP and the cooperative UTs required for a scheme exceeds a given power level threshold. In Figure 2, some of the curves are close-by since two curves are almost indistinguishable for the right most curves and so are the three curves in the left most curves. Since all the three curves exhibit the same slope of the outage when \( M = N = 1 \), it is easy to see that the power gain by beamforming is more noticeable than the diversity gain in this case. It is the case of \( M = 4 \) and \( N = 4 \), where the diversity gain from the cooperation is maximized compared to the non-cooperative scheme. On the other hand, the case of cooperative \( M = 4 \) and \( N = 1 \) exhibits the same diversity performance since the diversity gain is acquired from the sum of channel gains at UTs and all the UTs experience the sum channels of the same diversity order. Again, the power gain is more prominent when \( M = 4 \) and \( N = 1 \). Overall, the cooperative beamforming schemes provide better diversity performance than the non-cooperative one and the power gain is guaranteed even when the diversity is not available. In all the cases, the scheme with lightly power constrained cooperative UTs loses negligible amount of outage performance compared to the case absent of such constraint.

In Figures 3 and 4, we compare the average power curves of proposed schemes to achieve the threshold \( (\gamma^*) \) for different antenna settings. In Figure 3, the average power curves against \( N \) with fixed \( M \)s are plotted, while those against \( M \) with fix \( N \)s appear in Figure 4. Both \( M \) and \( N \) are similarly helpful in reducing the average power to achieve the same threshold of Figure 2. Note that the average power curve of the non-cooperative scheme with \( N = 3 \) in Figure 4, is collapsed with that of optimal cooperative scheme with \( N = 1 \). Again, the cooperation schemes provide much saving in the power consumption and the one with the UT power constraint does not require noticeably more power than the one without the constraint. Note that the UT power constrained one needs little more power than the one without such constraint when either \( M \) or \( N \) is low. These results reflect that the beamforming suggested in this paper further boosts the performance gains of the cooperative NOMA system, as well as the gain from pure cooperation. Finally, the gain we observe here is acquired at the expense of additional spectral resource used for the cooperation. Therefore, a trade-off exists between the cooperation gain and the additional spectral resource.
Figure 2. The outage probabilities of the proposed schemes against the signal-to-interference-plus-noise ratio (SINR) with different $M$ and $N$. Here, $J = 4$ and $\gamma^* = 10$ for all schemes; $L = 1$ and $P_{d,1} = \frac{\gamma^*}{2}$ for the cooperative schemes. “coop.PC” represents the cooperative NOMA with UT power constraint.

Figure 3. The average power of the proposed schemes against $N$. Here, $J = 4$ and $\gamma^* = 10$ for all schemes; $L = 1$ and $P_{d,1} = \frac{\gamma^*}{2}$ for the cooperative schemes. “coop.PC” represents the cooperative NOMA with UT power constraint.
Figure 4. The average power of the proposed schemes against $M$. Here, $J = 4$ and $\gamma^* = 10$ for all schemes; $L = 1$ and $P_{d,1} = \frac{\gamma^*}{2}$ for the cooperative schemes. “coop.PC” represents the cooperative NOMA with UT power constraint.

Table 1. Definitions and simulation conditions.

| Symbol   | Description                                                      |
|----------|------------------------------------------------------------------|
| $M$      | AP antenna number.                                               |
| $N$      | cooperative UT antenna number.                                    |
| $L$      | number of cooperative UTs.                                        |
| $J$      | Total number of UTs.                                             |
| $h_j$    | AP to the $j$-th non cooperative UT channel.                     |
| $H_j$    | AP to the $j$-th cooperative UT channel.                         |
| $g_{m,n}$| $n$-th cooperative UT to the $m$-th non cooperative UT channel.  |
| $G_{m,n}$| $n$-th cooperative UT to the $m$-th cooperative UT channel.       |
| $50,000$ | channel generation for outage probability.                       |
| $2000$   | channel generation for average power.                            |

5. Conclusions

We provide two optimal beamforming schemes for the AP and the cooperative UTs in multi antenna cooperative NOMA systems resulting from the derived optimal BF criterion. One scheme with power limitation of cooperative UTs considers the practical implementation restriction, while the other one has no such limitation. These schemes have rank one structure and rely on the semi-definite programming (SDP) optimization to achieve the optimal points. Simulation results show that the proposed schemes efficiently utilize the spatial dimensions from the multiple antennas and improve the performances of cooperative NOMA systems both in the diversity and in the average transmit power of the system. The power limited cooperative UT scheme exhibits only a slight performance loss compared to the one without such power limitation. Here, we consider decode-and-forward relaying for the cooperative UTs, while the study on the amplify-and-forward UT can be considered in the future. In addition, a study on practical schemes with less computational complexity is an important future research challenge. Finally, the impact of antenna design [29–31] on the performance also attracts the research focus.
Author Contributions: D.H. proposed the beamforming principles and associated two algorithms for the NOMA MISO wireless networks; J.Y. and S.S.N. supplemented in improving the two algorithms; derived and analyzed all simulation results. In addition, H.-K.S. provided the experimental materials for better computational simulations and revised critical errors of the manuscript. All authors have read and agreed to the published version of the manuscript.

Funding: This research received external funding from the National Research Foundation of Korea.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The study did not report any data.

Acknowledgments: This work was supported by the Basic Science Research Program through the National Research Foundation of Korea funded by the Ministry of Science and ICT under Grant NRF-2017R1A2B4007398.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Saito, Y.; Kishiyama, Y.; Benjebbour, A.; Nakamura, T.; Li, A.; Higuchi, K. Non-Orthogonal Multiple Access (NOMA) for Cellular Future Radio Access. In Proceedings of the IEEE VTC (Spring), Dresden, Germany, 2–5 June 2013; pp. 1–5.
2. Wang, Q.; Zhang, R.; Yang, L.;–Hanzo, L. Non Orthogonal Multiple Access: A Unified Perspective. IEEE Wirel. Commun. Mag. 2018, 25, 10–16. [CrossRef]
3. Liu, Y.; Pan, C.; Nallanathan, A.; Elkashan, M.; Hanzo, L. Multiple-Antenna-Assisted Non-Orthogonal Multiple Access. IEEE Wirel. Commun. Mag. 2018, 25, 17–23. [CrossRef]
4. Huang, Y.; Zhang, C.; Wang, J.; Jing, Y.; Yang, L.; You, Z. Signal Processing for MIMO-NOMA: Present and Future Challenges. IEEE Wirel. Commun. Mag. 2018, 25, 32–38. [CrossRef]
5. Fang, F.; Zhang, H.; Cheng, J.; Leung, V.C.M. Energy-Efficient Resource Allocation for Downlink Non-Orthogonal Multiple Access Network. IEEE Trans. Commun. 2016, 64, 3722–3732. [CrossRef]
6. Bao, W.; Chen, H.; Li, Y.; Vucetic, B. Joint Rate Control and Power Allocation for Non-Orthogonal Multiple Access Systems. IEEE J. Sel. Areas Commun. 2017, 35, 2798–2811. [CrossRef]
7. Zhu, J.; Wang, J.; Huang, Y.; He, S.; You, X.; Yang, L. On Optimal Power Allocation for Downlink Non-Orthogonal Multiple Access Systems. IEEE J. Sel. Areas Commun. 2017, 35, 2744–2757. [CrossRef]
8. Pliatsios, D.; Sarigiannidis, P. Resource allocation combining heuristic matching and particle swarm optimization approaches: The case of downlink non-orthogonal multiple access. Information 2019, 10, 336. [CrossRef]
9. Zhao, C.; Cai, Y.; Liu, A.; Zhao, M.; Hanzo, L. Mobile edge computing meets mmWave communications: Joint beamforming and resource allocation for system delay minimization. IEEE Trans. Wirel. Commun. 2020, 19, 2382–2396. [CrossRef]
10. Xiao, Z.; Zhu, L.; Choi, J.; Xia, P.; Xia, X. Joint power allocation and beamforming for non-orthogonal multiple access (NOMA) in 5G millimeter wave communications. IEEE Trans. Wirel. Commun. 2018, 17, 2961–2974. [CrossRef]
11. Zhu, L.; Zhang, J.; Xiao, Z.; Cao, X.; Wu, D.; Xia, X. Millimeter-wave NOMA with user grouping, power allocation and hybrid beamforming. IEEE Trans. Wirel. Commun. 2019, 18, 5065–5079. [CrossRef]
12. Hanif, M.F.; Ding, Z.; Ratnarajah, T.; Karagiannidis, G.K. A Minorization-Maximization Method for Optimizing Sum rate in the Downlink of Non-Orthogonal Multiple Access Systems. IEEE Trans. Veh. Technol. 2016, 64, 76–88. [CrossRef]
13. Ding, Z.; Adachi, F.; Poor, H.V. The Application of MIMO to Non-Orthogonal Multiple Access. IEEE Trans. Wirel. Commun. 2016, 15, 537–552. [CrossRef]
14. Ding, Z.; Schober, R.; Poor, H.V. A General MIMO framework for NOMA downlink and uplink transmission based on signal alignment. IEEE Trans. Wirel. Commun. 2016, 15, 4438–4454. [CrossRef]
15. Chen, Z.Y.; Ding, Z.; Dai, X. Beamforming for Combating Inter-cluster and Intra-cluster Interference in Hybrid NOMA Systems. IEEE Access 2016, 4, 4452–4463. [CrossRef]
16. Jeong, Y.; Lee, C.; Kim, Y. Power minimizing beamforming and power allocation for MISO-NOMA systems. IEEE Trans. Veh. Technol. 2019, 68, 6187–6191. [CrossRef]
17. Sun, X.; Nan, Y.; Yan, S.; Ding, Z.; Ng, D.; Shen, C.; Zhong, Z. Joint beamforming and power allocation in downlink NOMA multiuser MIMO networks. IEEE Trans. Wirel. Commun. 2018, 17, 5367–5381. [CrossRef]
18. Al-Obiedallah, H.; Cumanan, K.; Thiyagalingam, J.; Burr, A.G.; Ding, Z.; Dobre, O.A. Energy efficient beamforming design for MISO non-orthogonal multiple access systems. IEEE Trans. Commun. 2019, 67, 4117–4131. [CrossRef]
19. Alavi, F.; Cumanan, K.; Ding, Z.; Burr, A.G. Beamforming techniques for nonorthogonal multiple access in 5G cellular networks. IEEE Trans. Veh. Technol. 2018, 67, 9474–9487. [CrossRef]
20. Nandan, N.; Sudhan, M.; Wu, H. Secure beamforming for MIMO-NOMA-based cognitive radio network. IEEE Commun. Lett. 2018, 8, 1708–1711. [CrossRef]
21. Feng, Y.; Yan, S.; Yang, Z.; Yang, N.; Yuan, J. Beamforming Design and Power Allocation for Secure Transmission with NOMA. *IEEE Trans. Wirel. Commun.* 2019, 18, 2639–2651. [CrossRef]

22. Xu, Y.; Shen, C.; Ding, Z.; Sun, X.; Yan, S.; Zhu, G.; Zhong, Z. Joint Beamforming and Power-Splitting Control in Downlink Cooperative SWIPT NOMA Systems. *IEEE Trans. Signal Process.* 2017, 65, 4874–4886. [CrossRef]

23. Alsaba, Y.; Leow, C.Y.; Rahim, S.K.A. Full-Duplex Cooperative Non-orthogonal multiple access with beamforming and energy harvesting. *IEEE Access* 2018, 6, 19726–19738. [CrossRef]

24. Zhang, Z.; Ma, Z.; Xiao, M.; Ding, Z.; Fan, P. Full-Duplex Device-to-device-aided Cooperative Non-orthogonal multiple access. *IEEE Trans. Veh. Technol.* 2017, 66, 4467–4471. [CrossRef]

25. Kim, J.; Lee, I. Capacity Analysis of Cooperative relaying Systems Using Non-Orthogonal Multiple Access. *IEEE Commun. Lett.* 2015, 19, 1949–195. [CrossRef]

26. Ding, Z.; Peng, M.; Poor, H.V. Cooperative Non-Orthogonal Multiple Access in 5G Systems. *IEEE Commun. Lett.* 2015, 19, 1462–1465. [CrossRef]

27. Yang, Z.; Ding, Z.; Wu, Y.; Fan, P. Novel Relay Selection Strategies for Cooperative NOMAs. *IEEE Trans. Veh. Technol.* 2017, 66, 10114–10123. [CrossRef]

28. Sidiropoulos, N.D.; Davidson, T.N.; Luo, Z.Q. Transmit Beamforming for Physical-Layer Multicasting. *IEEE Trans. Signal Process.* 2006, 54, 2239–2251. [CrossRef]

29. Best, S.R. Operating Band Comparison of the Perturbed Sierpinski and Modified Parany Gasket Antennas. *IEEE Antennas Wirel. Propag. Lett.* 2002, 1, 35–38. [CrossRef]

30. Best, S.R. A Discussion on the Significance of Geometry in Determining the Resonant Behavior of Fractal and Other Non-Euclidean Wire Antennas. *IEEE Antennas Propag. Mag.* 2003, 45, 9–28. [CrossRef]

31. Guariglia, E. Spectral analysis of the Weierstrass-Mandelbrot function. In Proceedings of the 2nd International Multidisciplinary Conference on Computer and Energy Science, Split, Croatia, 12–14 July 2017; pp. 1–6.