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Abstract. AutoClustering is a computational tool for the automatic generation of clustering algorithms, which combines and evaluates the main parts of density-based algorithms to generate more appropriate solutions for a given dataset for clustering tasks. AutoClustering uses the Estimation of Distribution Algorithms (EDA) evolutionary technique to create the algorithms (individuals), and the adapted CLEST method (originally determines the best number of groups for a dataset) to compute individual fitness, using a decision-tree classifier. Thus, as the motivation to improve the quality of the results generated by AutoClustering, and to avoid possible bias by the adoption of a classifier, this work proposes to increase the efficiency of the evaluation process by the addition of a quality metric based on a fusion of three quality indexes of solution clusters. The three quality indexes are Silhouette, Dunn, and Davies-Bouldin, which assess the situation Intra and Inter clusters, with algorithms based on distance and independent of the generation of the groups. A final score for a specific solution (algorithm + parameters) is the average of normalized quality metric and normalized fitness. Besides, the results of the proposal presented solutions with higher cluster quality metrics, higher fitness average, and higher diversity of generated individuals (clustering algorithms) when compared with traditional AutoClustering.
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1 Introduction

Cluster analysis or clustering is a popular unsupervised learning technique used as an important task in the exploratory analysis of data when few or no prior knowledge is available [1]. Thus, the clustering task purpose is grouping data in
such a way that data from the same group (called a cluster) share similar characteristics relevant to the problem domain. At the same time, they are different or unrelated to data from other groups.

There is a wide variety of clustering algorithms described in the literature, each with its characteristics and peculiarities. The diversity of strategies for specifying clustering algorithms causes the development of extensions and variations of a set of fundamental algorithms, making the task of selecting the most appropriate algorithm even more complicated, which also considers specific characteristics of the problem domain and the dataset. Due to the presented scenario, it is not feasible to manually analyze all algorithm solutions, and many times the most appropriate algorithm for a given project is not applied.

There are some initiatives described in the literature that can assist in the selection process of the most appropriate clustering algorithm for a given dataset [2-5]. Frameworks like multiobjective clustering with automatic k-determination (MOCK) [2] and multi-objective clustering ensemble algorithm (MOCLE) [3] implement multi-objective evolutionary algorithms in their solutions. [4] proposed a hybrid algorithm, called Hybrid Selection Strategy (HSS), for selection of clustering partitions, combining multi-objective clustering and partition selection techniques.

Unlike the works mentioned above, in which the output of evolutionary algorithms is a set of clusters selected for a specific dataset, [5] developed a computational tool, called AutoClustering, for automatic generation of clustering algorithms, based on the evolutionary approach Estimation of Distribution Algorithm (EDA). The AutoClustering uses a modification of the CLEST method [6] as its fitness function, using a classifier based on a C4.5 decision tree implemented by the J48 algorithm [7], to objectively measure quality (fitness) of the clusters generated by the clustering algorithm for a given dataset.

One of the future works pointed out by [8] is the improvement in the confidence of the classifier results, avoiding possible bias in the results presented by AutoClustering. In this context, two solutions stand out: adoption of quality metrics of clusters formed by the candidate solutions, such as Silhouette, Dunn, and Davies-Bouldin, and use and fusion of other classifiers results, such as KNN and MLP [7,9]. However, a classifier committee is computationally costly, adding learning time and memory constraints to the problem [10].

Thus, this paper proposes to include in the evaluation process (CLEST method) of clustering algorithms generated by the AutoClustering tool a quality index considering the merger of results from the clustering quality metrics Dunn Index (DI) [11], Silhouette Index (SI) [12] and Davies-Bouldin Index (DBI) [13], to improve the confidence and avoid any possible bias caused by a classifier in the fitness calculation. The metrics evaluate the situation Intra and Inter Groups, with algorithms based on distance and independent of the generation of the groups.

For the evaluation of the proposed approach, comparative experiments were carried out between the previous AutoClustering evaluation model and the proposed one. Four datasets were used, three are public domain and belonging to the UCI data repository [14]: Glass Identification (9 attributes and 149
instances) [15], ClevelandHeart Diseases (14 attributes and 298 instances) [16], Bupa Liver-disorders (7 attributes and 345 instances) [17], and the fourth dataset is a synthetic base called Synthetic-1 (3 attributes and 589 instances) [18]. The experiments were carried out with the following setup: for each dataset, ten rounds, where each round had 500 generations, and 50 individuals per generation. The results showed that AutoClustering with the new evaluation model successfully identified among the candidate solutions those with the best cluster quality indexes and fitness across the generations, and improve the diversity of generated individuals in the and rounds, including new clustering algorithms.

The paper is organized as follows. Section 2 presents the theoretical foundations, including an introduction to AutoClustering, metrics for cluster evaluation, and the Normalization technique applied, Sect. 3 presents the proposed approach, Sect. 4 presents experiments and results, and Sect. 5 presents final considerations and future works.

2 Background

2.1 AutoClustering

AutoClustering [5] is a computational tool developed with a focus on the automatic generation of clustering algorithms, which combines and evaluates parts of density-based algorithms to generate the most suitable solutions for a given dataset for clustering tasks.

The AutoClustering is based on an evolutionary computing technique called the Estimation of Distribution Algorithms (EDA) [19] and uses a Directed Acyclic Graph (DAG) as an auxiliary data structure to generate the clustering algorithms. In the DAG (Fig. 1), each node represents the main procedures of a density-based clustering algorithm already in the literature, called building blocks, and the edges of this graph are the connections between these procedures, considering its input and output parameters.

![Fig. 1. Building blocks represented in DAG as auxiliary structure for EDA [5].](image-url)
From the DAG, AutoClustering generates a population of individuals through the connection between these building blocks, with each block having its specific parameters. Each of the individuals (building blocks and parameters) represents a complete clustering algorithm. Figure 2 illustrates the individual generated from the DAG. The individuals generated can be clustering algorithms that already exist in the literature or new ones. The most recent version of AutoClustering includes 10 density-based clustering algorithms [8].

![Fig. 2. Example of an individual referenced in a DAG. Adapted from [8].](image)

The steps adopted in the execution of AutoClustering to generate clustering algorithms are illustrated in Fig. 3.

![Fig. 3. Steps to run the AutoClustering tool. Adapted from [8].](image)

AutoClustering uses a variation of the original CLEST method [6] to evaluate individuals. Its steps are:

1. Divide the dataset in training and testing.
2. Apply the clustering algorithm to the training base, to obtain a partition (designates labels for the base objects).
3. Apply a C classifier to the training base, using the previous labels as the class for each object.
4. Apply item 2 to the test base.
5. Apply the classifier C already trained in item 3, on the test base.
6. Compare the results of the classifier with the clustering algorithm.

The CLEST method uses a clustering algorithm (blocks + parameters) and a classifier (J48) to perform the assessment (cross-validation), the result of this assessment (Item 6) is the AutoClustering Fitness.

2.2 Cluster Quality Indexes

**Silhouette Index:** The silhouette index validates the clustering performance based on the difference in pairs between intra-cluster and inter-cluster distances. Moreover, the precise number is determined by maximizing the value of this index [22,28]. In the construction of the SI two items are necessary: the partition obtained by applying some clustering technique and the collection of all distances between objects. The Silhouette index is defined by:

$$S(A_i) = \frac{b(A_i) - a(A_i)}{\max\{a(A_i), b(A_i)\}}$$  \hspace{1cm} (1)

where, $i$ represents each object into the same cluster $A$. For each object $i$ it is calculated the value $S(A_i)$. $a(A_i)$ is the average distance between $i$ and all other objects in the same cluster. $b(A_i)$ selects the lowest value of $d(A_i, C)$, and its definition is given by:

$$b(A_i) = \min(d(A_i, C)), \text{ para } (C \neq A)$$  \hspace{1cm} (2)

where, $d(A_i, C)$ is the average distance between $i$ and all other objects on the other clusters $C$ ($C \neq A$).

The values of the silhouette index are in the range $-1 \leq S(A_i) \leq 1$, with the highest value being the optimal case for clustering [20].

**Dunn Index:** The dunn index identifies groups of clusters that are compact and well separated. This index is given by:

$$D(U) = \min \left( \frac{\min (\delta(A_i, A_j))}{\max \{\Delta(C_k)\}} \right)$$  \hspace{1cm} (3)

where $i \ldots j$ is the interval between the objects into the cluster $A$ and $k$ is the objects in cluster as a whole $C$. $\delta(A_i, A_j)$ is the inter-cluster distance from $A_i$ to $A_j$. $\Delta(C_k)$ is the distance intra-cluster of $c_k$. Finally, $U$ is the partition where the clusters are located, for $U \leftrightarrow A$: $A_1 \cup A_i \cup A_c$, where $A_i$ represents the cluster of that partition and $c$ is the cluster number on the $U$ partition.

The Dunn index aims to maximize the inter-cluster distance and minimize the intra-cluster distance. So the higher the value of $D$ the better the result [20].
Davies-Bouldin Index: The Davies-Bouldin index identifies the sets of clusters that are compact and with good separation. This index is given by:

\[
DB(U) = \frac{1}{c} \sum_{i=1}^{c} \max_{i \neq j} \left( \frac{\Delta(A_i) + \Delta(A_j)}{\delta(A_i, A_j)} \right)
\]  

(4)

The lower the value of the Davies-Bouldin index (close to zero) more compact the clusters are and with more separate centers [20].

2.3 Normalization

Normalizing is a way of harmonizing values on different scales. A technique that maintains the relationship of normalized values to the original values is called Min-Max Normalization [31]. This technique adjusts values from predefined limits. Min-max normalization is given by:

\[
S = \left( \frac{v - \min(v)}{\max(v) - \min(v)} \right) \times (\max_s - \min_s) + \min_s
\]  

(5)

where, \( v \) is the current input value, \( \max(v) \) is the highest possible value for \( v \) and \( \min(v) \) is the lowest possible value for \( v \). The minimum and maximum value desired as a return to the equation is represented respectively by \( \min_s \) and \( \max_s \) (for example, 0 and 1).

3 Proposed Approach

The proposed approach (Fig. 4) consists of combining of the CLEST method currently implemented in Autoclustering with Cluster assessment metrics Dunn, Silhouette, and Davies-Bouldin. More specifically, four more steps are added in the calculation of the individual’s fitness of AutoClustering.

The first step implemented (item 4 of Fig. 4) performs the obtain of the clusters applying the generated individual on the dataset. After that (item 5), the clusters are evaluated using the metrics.

The third step added (item 6) consists of normalizing, using the Min-Max Method, the outputs from the CLEST method, and the evaluation metrics. This step is essential to standardize the values in the range of 0 to 1.

Finally, the fourth step of the proposal (item 7) generates the individual’s final fitness value by calculating a simple average between the normalized values of the CLEST and the evaluation metrics.

It is important to note that any other metrics for assessing cluster quality can be added to the proposed approach. In other words, the main contribution of this work is to provide a baseline to be followed, keeping in mind that different techniques of normalization and cluster evaluation can be applied.
4 Experiments and Results

4.1 Experimental Setup

Autoclustering was applied to four datasets, three datasets are public domain datasets and belong to the UCI data repository [14], they are: Glass Identification (9 attributes and 149 instances) [15], Cleveland Heart Diseases (14 attributes and 298 instances) [16], Bupa Liver-disorders (7 attributes and 345 instances) [17], and the fourth dataset is a synthetic base called Synthetic-1 (3 attributes and 589 instances) [18]. In general, the datasets are geared towards classification task, but the class attribute, when existing, was eliminated from the datasets before any Autoclustering processing. For each dataset, AutoClustering, with and without the proposed approach, was performed 10 times, with 500 generations per round, with a population of 50 individuals.

4.2 Results

In this section, some results will be presented considering the datasets used in the experiments showing the efficiency of the use of cluster quality indexes in the selection process and generation of clustering algorithm by Autoclustering.
Figure 5 and Fig. 6 show, respectively, alluvial graphics for traditional Auto-Clustering and the new evaluation model implemented in Autoclustering. It can be seen in the charts that the behavior of the probability models for the two proposals, considering the BUPA base and 500 generations of one round, both were updated differently, resulting in a greater number of different algorithms for the proposed model. For instance, the model proposed in Fig. 6 there are algorithms with three blocks, while in the traditional version, the best solutions have occurrences of only two blocks.

**Fig. 5.** Alluvial graph of the behavior of the Autoclustering probability model.

Figure 7 shows the fitness averages of individuals with non-zero fitness for each generation, considering all rounds to avoid possible bias. It is possible to observe that the average fitness for the proposed evaluation model was higher for all databases, which led to the choice of better individuals to update the AutoClustering probability model for the next generations. In other words, for the next generations, selected individuals were not only individuals with the best fitness but also with relevant group quality indexes.
Figure 8 shows a boxplot of Glass dataset considering all individuals from the last generation of each round (R1...R10) who had a fitness greater than zero. Analyzing Fig. 8, it can be seen that around 40% of the results the quality indexes contributed to a higher average of fitness. Also, in round 5 the proposed model presented the highest median and average of the results, in addition to other good results in rounds 9 and 10. This proves that the indexes adopted together with the evolutionary approach of the tool can converge to excellent results.
Fig. 7. Fitness averages of individuals with non-zero fitness for each generation.

Fig. 8. Fitness boxplot of the proposed approach and traditional Autoclustering considering individuals with fitness greater than zero from the last generation of each round.
Another important point to highlight is that other individuals with fitness different of zero value were considered in the evolutionary process, which can lower the average of the values, however increasing the diversity of individuals throughout the evolutionary process, already presented in Fig. 5 and Fig. 6, and individuals who had high fitness values were preserved. Thus, the quality indexes applied do not change the objective of AutoClustering to generate more suitable individuals to the dataset, but contributed to an increase in the variability and quality of individuals in each generation, and therefore in the final result (Fig. 9, 10, 11 and 12).

For the visualization and comparison of the individuals generated at the end of a round, considering 500 generations for the Bupa dataset, the treemap technique presented in Fig. 13 is used. This technique allows to group data by attributes of the dataset, and at first, the results of both proposals are grouped by attribute named “tool” (traditional represented by the orange area and proposal represented by the blue area). The color of the blocks represents the fitness values, where the darkest represents the highest fitness values, and the size of
the rectangles represents the occurrence of the algorithm types in the last generation. Besides, there is a classification if the generated algorithm is a traditional algorithm or a new one, depending on blocks connections. It is possible to perceive again a higher number of generated algorithms, a greater diversity, a higher quantity of new algorithms created, as well as better individuals in the results for the AutoClustering with the new evaluation model. Thus, the application of quality indexes improved the diversity in the results of AutoClustering without losing reference to the best fitness values.

![Treemap for visualization and comparison of individuals generated at the end of a round, considering 500 generations for the Bupa dataset.](Color figure online)

**Fig. 13.** Treemap for visualization and comparison of individuals generated at the end of a round, considering 500 generations for the Bupa dataset. (Color figure online)

### 5 Final Remarks and Future Works

This work aimed to propose a new model for evaluating the selection of individuals in the evolutionary process of the generations of the AutoClustering tool. This selection process is calculated by the adapted CLEST method, and grouping quality indexes have been added to compose a new quality metric, which is the average fitness calculated by CLEST and the average of three group quality indices (Silhouette, Dunn, and Davies-Bouldin). The results showed that the approach is promising because it allows an increase in the diversity and quality of individuals in each generation of the evolutionary algorithm used as a usage scenario.

Nevertheless, further investigation is needed. Future works include to evaluate other clustering quality indexes; to evaluate other classifiers together with, or replace, the CLEST method; to investigate the impacts when considering the only one of the cluster quality indexes or a combination of them; finally to evaluate other scenarios using different evolutionary tools and datasets with similar proposals.
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