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Abstract

In this paper, we use a biorthogonal approach (Appell system) to construct and characterize the spaces of test and generalized functions associated to the fractional Poisson measure $\pi_{\lambda,\beta}$, that is, a probability measure in the set of natural (or real) numbers. The Hilbert space $L^2(\pi_{\lambda,\beta})$ of complex-valued functions plays a central role in the construction, namely, the test function spaces $(\mathbb{N})^\kappa_{\pi_{\lambda,\beta}}$, $\kappa \in [0, 1]$ is densely embedded in $L^2(\pi_{\lambda,\beta})$. Moreover, $L^2(\pi_{\lambda,\beta})$ is also dense in the dual $((\mathbb{N})^\kappa_{\pi_{\lambda,\beta}})' = (\mathbb{N})^{-\kappa}_{\pi_{\lambda,\beta}}$. Hence, we obtain a chain of densely embeddings $(\mathbb{N})^\kappa_{\pi_{\lambda,\beta}} \subset L^2(\pi_{\lambda,\beta}) \subset (\mathbb{N})^{-\kappa}_{\pi_{\lambda,\beta}}$. The characterization of these spaces is realized via integral transforms and chain of spaces of entire functions of different types and order of growth. Wick calculus extends in a straightforward manner from Gaussian analysis to the present non-Gaussian framework. Finally, in Appendix B we give an explicit relation between (generalized) Appell polynomials and Bell polynomials.
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1 Introduction

In 1830, the Poisson process was named after the French mathematician Simeon Denis Poisson which describes the number of occurrences of a certain event occurring in a given time period, given the average number of times the event occurs over that time period. At present, it is one of the most useful statistical distribution applied in a wide range of fields, including astronomy, business, finance, medicine and sports, just to name a few.

In 2000, O. N. Repin and A. I. Saichev [24] initiated the study of fractional Poisson process as a process with long-memory effect which results from the non-exponential waiting time probability distribution function. The fractional Poisson process is a natural generalization of the Poisson process. In this case, a parameter $\beta$, $0 < \beta \leq 1$, is introduced in the probability distribution function of the fractional Poisson process wherein at $\beta = 1$, the fractional Poisson process becomes the Poisson process.

In this work, the starting point is the marginal distribution of the fractional Poisson process as a measure on $N_0$ or on $\mathbb{R}$. Moreover, we investigate an abstract fractional Poisson measure $\pi_{\lambda,\beta}$ which gives rise to a fractional Poisson process $N_{\lambda,\beta}$ with time dependent rate. The two key properties of the fractional Poisson measure are its analytic Laplace transform $l_{\pi_{\lambda,\beta}}$ and to assign positive measure to a nonempty set of its support, see Remark 3.2 below. The polynomials associated with the Poisson measure are the well-known orthogonal system of Charlier polynomials. However, the polynomials associated with the fractional Poisson measure, a generalization to the Charlier polynomials, are not orthogonal. Thus a biorthogonal approach (see [15, 12, 14, 9]) to the fractional Poisson measure will be constructed, which involves the system of Appell polynomials and the dual Appell system of the measure $\pi_{\lambda,\beta}$. More precisely, the Appell polynomials are generated by the normalized (or Wick) exponential

$$e_{\pi_{\lambda,\beta}}(z; x) := \frac{e^{xz}}{l_{\pi_{\lambda,\beta}}(z)} = \frac{e^{xz}}{E_\beta(\lambda(e^z - 1))}, \quad z \in \mathbb{C}, \; x \in \mathbb{R},$$

(1.1)

where $E_\beta$ is the Mittag-Leffler function, see (2.2) for the definition. Interestingly, these Appell polynomials may be expressed in terms of the Bell polynomials, see Appendix B.2. These polynomials play a key role in the construction of test function spaces associated to $\pi_{\lambda,\beta}$.
Below we use a modification of \( e_{\nu}(z) \) (see (3.2)) adapted to the present framework, which produce the generalized Appell polynomials. On the other hand, to construct and describe generalized functions we need the so-called generalized dual Appell system. The two systems thus introduced, that is, generalized Appell polynomials and the generalized dual Appell system are biorthogonal with respect to \( L^2(\pi_{l,\beta}) \).

The paper is organized as follows. In Section 2, we introduce the fractional Poisson measure. We show that the fractional Poisson measure is a mixture of Poisson measures with a certain probability measure \( \nu_{l}\beta \) on \( \mathbb{R}_+ \). In Section 3, we define and emphasize certain properties of the generalized Appell polynomials. The generalized dual Appell system in then introduced in Section 4 which forms a biorthogonal system together with the generalized Appell polynomials, cf. Proposition 4.2. The construction of test and generalized functions associated to \( \pi_{l,\beta} \) are presented in Section 5 and in Section 6 their characterization via integral transforms. Finally, in Section 7, we introduce the Wick product (and related calculus) in the larger space of generalized functions associated to \( \pi_{l,\beta} \), that is, \( (N_{l})^{-1}_{\pi_{l,\beta}} \). In Appendix A and B, we show the equivalence of certain norms in the space of entire functions (Appendix A) and express the generalized Appell polynomials in terms of Bell polynomials (Appendix B).

## 2 Fractional Poisson Measure

The Poisson measure (probability distribution) \( \pi_{l} \) on \( \mathbb{N}_0 := \mathbb{N} \cup \{0\} \) (or \( \mathbb{R} \)) with rate \( l > 0 \) is defined on the \( \sigma \)-algebra of all subsets of \( \mathbb{N} \), denoted by \( \mathcal{P}(\mathbb{N}_0) \), as

\[
\pi_{l}(B) := \sum_{k \in B} \frac{\lambda^k}{k!} e^{-\lambda} = \sum_{k=0}^{\infty} \frac{\lambda^k}{k!} e^{-\lambda} \delta_k(B), \quad B \in \mathcal{P}(\mathbb{N}_0),
\]

where \( \delta_k \) is the Dirac measure at \( k \in \mathbb{N}_0 \). In particular, for every \( k \in \mathbb{N} \) and \( B = \{k\} \in \mathcal{P}(\mathbb{N}_0) \), we have

\[
\pi_{l}(\{k\}) = \frac{\lambda^k}{k!} e^{-\lambda}.
\]

It is easy to obtain the Laplace transform \( l_{\pi_{l}} \) of the measure \( \pi_{l} \), namely, for any \( s \in \mathbb{R} \), we have

\[
l_{\pi_{l}}(s) := \int_{\mathbb{R}} e^{sx} d\pi_{l}(x) = e^{-\lambda} \sum_{k=0}^{\infty} e^{sk} \frac{\lambda^k}{k!} = \exp(\lambda(e^s - 1)).
\]

**Remark 2.1.** The measure \( \pi_{\lambda t} \), \( t > 0 \), corresponds to the marginal distribution of a standard Poisson process \( N_{\lambda} = (N_{\lambda}(t))_{t \geq 0} \) with parameter \( \lambda t > 0 \) defined on a probability space \((\Omega, \mathcal{F}, P)\). More precisely, we have

\[
\pi_{\lambda t}(\{k\}) = P(N_{\lambda}(t) = k) = \frac{(\lambda t)^k}{k!} e^{-\lambda t}, \quad k \in \mathbb{N}_0.
\]

The number \( \pi_{\lambda t}(\{k\}) \) is the probability that \( k \) events occur in the time interval of length \( t \).

The Laplace transform \( l_{\pi_{l}} \) of \( \pi_{l} \) may be extended to complex arguments \( z \in \mathbb{C} \) and we obtain

\[
l_{\pi_{l}}(z) = \int_{\mathbb{R}} e^{zx} d\pi_{l}(x) = e^{-\lambda} \sum_{k=0}^{\infty} e^{zk} \frac{\lambda^k}{k!} = \exp(\lambda(e^z - 1)). \tag{2.1}
\]

Now we would like to introduce the fractional Poisson measure (fPm). At first we introduce the Mittag-Leffler function \( E_{\beta} \) of parameter \( \beta \in (0, 1] \). The Mittag-Leffler function is an entire function defined on the complex plane by the power series

\[
E_{\beta}(z) := \sum_{n=0}^{\infty} \frac{z^n}{\Gamma(\beta n + 1)}, \quad z \in \mathbb{C}. \tag{2.2}
\]
The Mittag-Leffler function plays the same role for the fPm as the exponential function plays for Poisson measure.

For $0 < \beta \leq 1$, the fractional Poisson measure $\pi_{\lambda,\beta}$ on $\mathbb{N}_0$ (or $\mathbb{R}$) with rate $\lambda > 0$ is defined for any $B \in \mathcal{P}(\mathbb{N}_0)$ by

$$\pi_{\lambda,\beta}(B) := \sum_{k \in B} \frac{\lambda^k}{k!} E^{(k)}_{\beta}(-\lambda) = \sum_{k=0}^{\infty} \frac{\lambda^k}{k!} E^{(k)}_{\beta}(-\lambda) \delta_k(B),$$

where $E^{(k)}_{\beta}(z) := \frac{d^k}{dz^k} E_{\beta}(z)$ is the $k$th derivative of the Mittag-Leffler $E_{\beta}$ function. In particular, if $B = \{k\} \in \mathcal{P}(\mathbb{N}_0)$, we obtain

$$\pi_{\lambda,\beta}(\{k\}) := \frac{\lambda^k}{k!} E^{(k)}_{\beta}(-\lambda).$$

The Laplace transform of the measure $\pi_{\lambda,\beta}$ is given for any $z \in \mathbb{C}$ by

$$l_{\pi_{\lambda,\beta}}(z) = \int_{\mathbb{R}} e^{zx} d\pi_{\lambda,\beta}(x) = \sum_{k=0}^{\infty} \frac{(e^z\lambda)^k}{k!} E^{(k)}_{\beta}(-\lambda) = E_{\beta}(\lambda(e^z - 1)). \quad (2.3)$$

**Remark 2.2.** The measure $\pi_{\lambda,\beta}$ corresponds to the marginal distribution of the fractional Poisson process $N_{\lambda,\beta} = (N_{\lambda,\beta}(t))_{t \geq 0}$ with rate $\lambda t^\beta > 0$ defined on a probability space $(\Omega, \mathcal{F}, P)$. Thus, we obtain

$$\pi_{\lambda,\beta}(\{k\}) = P(N_{\lambda,\beta}(t) = k) = \frac{(\lambda t^\beta)^k}{k!} E^{(k)}_{\beta}(-\lambda t^\beta), \quad k \in \mathbb{N}_0.$$  

**Remark 2.3.** The fractional Poisson process $N_{\lambda,\beta}$ was proposed by O. N. Repin and A. I. Saichev [24]. Since then, it was studied and applied by many authors, see N. Laskin [16], F. Mainardi et al. [18, 19, 7], V. V. Uchaikin et al. [26], L. Beghin and E. Orsingher [2] M. Politi et al. [23], M. M. Meerschaert et al. [21], R. Biard and B. J. Saussereau [4] and references therein.

An interesting property of the fPm $\pi_{\lambda,\beta}$ is given by a relation with the Poisson measure $\pi_{\lambda}$, namely, $\pi_{\lambda,\beta}$ is a mixture of Poisson measures with respect to a probability measure $\nu_{\beta}$ on $\mathbb{R}_+ := [0, \infty)$. That probability measure $\nu_{\beta}$ is absolutely continuous with respect to the Lebesgue measure on $\mathbb{R}_+$ with a probability density $M_{\beta}$. The Laplace transform of the density $M_{\beta}$ is given by, (see [20, Eq. 4.10] or [9, Cor. A.5])

$$\int_0^\infty e^{-z\tau} d\nu_{\beta}(\tau) = \int_0^\infty e^{-z\tau} M_{\beta}(\tau) d\tau = E_{\beta}(-z), \quad \forall z \in \mathbb{C}.$$ 

We have the following lemma which gives the fPm as a mixture of Poisson measures with different rates.

**Lemma 2.4.** For $0 < \beta \leq 1$, the fPm $\pi_{\lambda,\beta}$ is an integral (or mixture) of Poisson measure $\pi_{\lambda}$ with respect to the probability measure $\nu_{\beta}$, i.e.,

$$\pi_{\lambda,\beta} = \int_0^\infty \pi_{\lambda\tau} d\nu_{\beta}(\tau), \quad \forall \lambda > 0. \quad (2.4)$$

**Proof.** Denote the right hand side of (2.4) by $\mu := \int_0^\infty \pi_{\lambda\tau} M_{\beta}(\tau) d\tau$. We compute the Laplace transform of $\mu$ and use Fubini’s theorem to obtain

$$\int_0^\infty e^{zx} d\mu(x) = \int_0^\infty e^{zx} \int_0^\infty d\pi_{\lambda\tau}(x) M_{\beta}(\tau) d\tau$$

$$= \int_0^\infty \left( \int_0^\infty e^{zx} d\pi_{\lambda\tau}(x) \right) M_{\beta}(\tau) d\tau$$

$$= \int_0^\infty e^{\tau(e^z - 1)} M_{\beta}(\tau) d\tau$$

$$= E_{\beta}(\lambda(e^z - 1)).$$
Thus, we conclude that both the Laplace transforms of $\mu$ and $\pi_{\lambda,\beta}$ (cf. (2.3)) coincides. The result follows by the uniqueness of the Laplace transform.

**Theorem 2.5** (Moments of $\pi_{\lambda,\beta}$, cf. [17]). The fPm $\pi_{\lambda,\beta}$ has moments of all order. More precisely, the $n$th moment of the measure $\pi_{\lambda,\beta}$ is given by

$$M_{\lambda,\beta}(n) := \int_{\mathbb{R}} x^n \, d\pi_{\lambda,\beta}(x) = \sum_{m=0}^{n} \frac{m!}{\Gamma(m\beta+1)} S(n,m) \lambda^m,$$

where $S(n,m)$ is the Stirling number of the second kind, see Definition B.2, on page 26.

Here are the first few moments of the measure $\pi_{\lambda,\beta}$,

$$M_{\lambda,\beta}(0) = 1, \quad M_{\lambda,\beta}(1) = \frac{\lambda}{\Gamma(\beta+1)},$$
$$M_{\lambda,\beta}(2) = \frac{\lambda}{\Gamma(\beta+1)} + \frac{2\lambda^2}{\Gamma(2\beta+1)},$$
$$M_{\lambda,\beta}(3) = \frac{\lambda}{\Gamma(\beta+1)} + \frac{2\lambda^2}{\Gamma(2\beta+1)} + \frac{6\lambda^3}{\Gamma(3\beta+1)},$$
$$M_{\lambda,\beta}(4) = \frac{\lambda}{\Gamma(\beta+1)} + \frac{2\lambda^2}{\Gamma(2\beta+1)} + \frac{14\lambda^2}{\Gamma(3\beta+1)} + \frac{24\lambda^4}{\Gamma(4\beta+1)}.$$

When $\beta = 1$, these moments become the moments of the Poisson measure $\pi_{\lambda}$:

$$M_{\lambda,1}(0) = 1, \quad M_{\lambda,1}(1) = \lambda, \quad M_{\lambda,1}(2) = \lambda + \lambda^2, \quad M_{\lambda,1}(3) = \lambda + 3\lambda^2 + \lambda^3, \quad M_{\lambda,1}(4) = \lambda + 7\lambda^2 + 6\lambda^3 + \lambda^4.$$

### 3 Generalized Appell Polynomials

In this section we introduce the system of generalized Appell polynomials associated with the fPm $\pi_{\lambda,\beta}$ in $\mathbb{R}$. Our first concern is the analytic property of the Laplace transform given in (2.3), that is,

$$l_{\pi_{\lambda,\beta}}(z) = E_\beta(\lambda(e^z - 1)), \quad z \in \mathbb{C}.$$

In fact, $l_{\pi_{\lambda,\beta}}(\cdot)$ is the composition of two entire functions, thus it is entire.

The analytic property of the function $l_{\pi_{\lambda,\beta}}(\cdot)$ is equivalent and characterized by the following proposition.

**Proposition 3.1.** Let $\pi_{\lambda,\beta}$ be the fPm in $\mathbb{R}$. The following statements are equivalent:

1. $\exists C, K > 0$ such that $\forall n \in \mathbb{N}_0$, $| \int_{\mathbb{R}} x^n \, d\pi_{\lambda,\beta}(x) | < n! C^n K$,

2. $\exists \varepsilon > 0$, such that $\int_{\mathbb{R}} e^{\varepsilon |x|} \, d\pi_{\lambda,\beta}(x) < \infty$.

**Proof.** 1. $\Rightarrow$ 2. Let $\pi_{\lambda,\beta}$ be the fPm in $\mathbb{R}$. The Taylor expansion of $l_{\pi_{\lambda,\beta}}(\cdot)$ is given by

$$l_{\pi_{\lambda,\beta}}(z) = \sum_{n=0}^{\infty} \frac{z^n}{n!} \left[ \frac{d^n}{dz^n} l_{\pi_{\lambda,\beta}}(z) \right]_{z=0}, \quad z \in \mathbb{C}.$$
Then by definition of $l_{\pi,\lambda,\beta}(\cdot)$, we have

$$l_{\pi,\lambda,\beta}(z) = \int_{\mathbb{R}} e^{zx} \, d\pi_{\lambda,\beta}(x) = \sum_{n=0}^{\infty} \frac{z^n}{n!} \int_{\mathbb{R}} x^n \, d\pi_{\lambda,\beta}(x).$$

Now, note that

$$\int_{\mathbb{R}} e^{|x|} \, d\pi_{\lambda,\beta}(x) = \sum_{n=0}^{\infty} \frac{\varepsilon^n}{n!} \int_{\mathbb{R}} |x|^n \, d\pi_{\lambda,\beta}(x).$$

By the Cauchy-Schwarz inequality, we have

$$\int_{\mathbb{R}} |x|^n \, d\pi_{\lambda,\beta}(x) \leq \left( \int_{\mathbb{R}} x^{2n} \, d\pi_{\lambda,\beta}(x) \right)^{1/2}$$

and so

$$\int_{\mathbb{R}} e^{|x|} \, d\pi_{\lambda,\beta}(x) \leq \sum_{n=0}^{\infty} \frac{\varepsilon^n}{n!} \left( \int_{\mathbb{R}} x^{2n} \, d\pi_{\lambda,\beta}(x) \right)^{1/2}.$$

By the hypothesis, we have

$$\int_{\mathbb{R}} x^n \, d\pi_{\lambda,\beta}(x) \leq \left| \int_{\mathbb{R}} x^n \, d\pi_{\lambda,\beta}(x) \right| < n! C^n K$$

for all $n \in \mathbb{N}_0$, therefore

$$\int_{\mathbb{R}} x^{2n} \, d\pi_{\lambda,\beta}(x) \leq (2n)! C^{2n} K.$$

Since $(2n)! \leq 2^{2n}(n!)^2$ for all $n \in \mathbb{N}_0$, we have

$$\int_{\mathbb{R}} x^{2n} \, d\pi_{\lambda,\beta}(x) \leq 2^{2n}(n!)^2 C^{2n} K.$$

Thus,

$$\int_{\mathbb{R}} e^{|x|} \, d\pi_{\lambda,\beta}(x) \leq \sum_{n=0}^{\infty} \frac{\varepsilon^n}{n!} \left( \int_{\mathbb{R}} x^{2n} \, d\pi_{\lambda,\beta}(x) \right)^{1/2}$$

$$\leq \sum_{n=0}^{\infty} \frac{\varepsilon^n}{n!} 2^{2n}(n!)^2 C^n \sqrt{K}$$

$$= \sqrt{K} \sum_{n=0}^{\infty} (2C\varepsilon)^n$$

which is finite provided $\varepsilon$ is chosen such that $2C\varepsilon < 1$.

2. $\Rightarrow$ 1. Suppose that there exists $\varepsilon > 0$ and $K_\varepsilon > 0$ such that

$$\int_{\mathbb{R}} e^{\varepsilon|x|} \, d\pi_{\lambda,\beta}(x) = K_\varepsilon.$$

Then

$$\sum_{n=0}^{\infty} \frac{\varepsilon^n}{n!} \int_{\mathbb{R}} |x|^n \, d\pi_{\lambda,\beta}(x) = K_\varepsilon.$$

This implies that each term in this series is less than or equal to $K_\varepsilon$, that is

$$\frac{\varepsilon^n}{n!} \int_{\mathbb{R}} |x|^n \, d\pi_{\lambda,\beta}(x) \leq K_\varepsilon.$$
Later on, we consider the Taylor series function spaces (to be introduced in Section 5) in $L^2(\pi_{\lambda,\beta})$, that is, the space of complex-valued measurable functions whose modulus square is integrable with respect to $\pi_{\lambda,\beta}$, see [13].

**Remark 3.2.** For every nonempty open set $O \subset \mathbb{R}$ such that $\mathbb{N} \cap O \neq \emptyset$ we have $\pi_{\lambda,\beta}(O) > 0$.

We define the following entire function $f$ on a neighborhood of $0 \in \mathbb{C}$ by

$$f(z) := \log(1 + z).$$

Recall from (1.1), the Wick exponential with respect to the measure $\pi_{\lambda,\beta}$ defined by

$$e_{\pi_{\lambda,\beta}}(z; \cdot) : \mathbb{R} \to \mathbb{C}, x \mapsto e_{\pi_{\lambda,\beta}}(z; x) = \frac{e^{xz}}{l_{\pi_{\lambda,\beta}}(z)} = \frac{e^{xz}}{E_{\beta}(\lambda(e^z - 1))}. \quad (3.1)$$

Since $l_{\pi_{\lambda,\beta}}(0) = 1$, there is a neighborhood $V$ of $0 \in \mathbb{C}$ where $e_{\pi_{\lambda,\beta}}(f(\cdot); x)$ is given by

$$e_{\pi_{\lambda,\beta}}(f(z); x) = \sum_{n=0}^{\infty} \frac{x^n}{n!} C_n^{\lambda,\beta}(x), \quad \forall z \in V, \quad (3.2)$$

with

$$C_n^{\lambda,\beta}(x) = \left. \frac{d^n}{dz^n} e_{\pi_{\lambda,\beta}}(f(z); x) \right|_{z=0}. \quad (3.3)$$

These functions $C_n^{\lambda,\beta}(\cdot), n \in \mathbb{N}$, are polynomials of degree $n$ which are also known as the generalized Appell polynomials. The set $\{C_n^{\lambda,\beta}(\cdot), n \in \mathbb{N}_0\}$ is called the generalized Appell polynomial system associated with the fPm $\pi_{\lambda,\beta}$ and we denote it by $\mathbb{P}_{\pi_{\lambda,\beta}}$. The following are the first four generalized Appell polynomials $C_n^{\lambda,\beta}(x)$ associated with the fPm:

- $C_0^{\lambda,\beta}(x) = 1$,
- $C_1^{\lambda,\beta}(x) = x - \frac{\lambda}{\Gamma(\beta + 1)}$,
- $C_2^{\lambda,\beta}(x) = x^2 - \left(\frac{2\lambda}{\Gamma(\beta + 1)} + 1\right)x + \frac{2\lambda^2}{\Gamma(2\beta + 1)} + 2 \left(\frac{\lambda}{\Gamma(\beta + 1)}\right)^2$,
- $C_3^{\lambda,\beta}(x) = x^3 - 3 \left(\frac{\lambda}{\Gamma(\beta + 1)} + 1\right)x^2 + \left[6 \left(\frac{\lambda}{\Gamma(\beta + 1)}\right)^2 - \frac{6\lambda^2}{\Gamma(2\beta + 1)} + \frac{3\lambda}{\Gamma(\beta + 1)} + \frac{2\lambda}{\Gamma(\beta + 1)}\right]x$
  \[= -\frac{6\lambda^3}{\Gamma(3\beta + 1)} + \frac{12\lambda^3}{\Gamma(\beta + 1)\Gamma(2\beta + 1)} - 6 \left(\frac{\lambda}{\Gamma(\beta + 1)}\right)^3. \]

At $\beta = 1$ these polynomials become the well known Charlier polynomials, i.e.,

- $C_0^{\lambda,1}(x) = 1$,
- $C_1^{\lambda,1}(x) = x - \lambda$,
- $C_2^{\lambda,1}(x) = x^2 - (1 + 2\lambda)x + \lambda^2$,
- $C_3^{\lambda,1}(x) = x^3 - (3 + 3\lambda)x^2 + (2 + 3\lambda + 3\lambda^2)x - \lambda^3. \quad (3.4)$

Later on, we consider the Taylor series

$$e_{\pi_{\lambda,\beta}}(z; x) = \frac{e^{xz}}{l_{\pi_{\lambda,\beta}}(z)} = \sum_{n=0}^{\infty} \frac{x^n}{n!} A_n^{\lambda,\beta}(x), \quad (3.5)$$
for all $z \in W$, a neighborhood of zero in $\mathbb{C}$. The functions $A_n^{\lambda,\beta}(\cdot)$, $n \in \mathbb{N}$, are polynomials of degree $n$ which are also known as the Appell polynomials. In Appendix B.2, we obtain the explicit form of the Appell polynomials generated by the fP\(m\) in terms of the Bell polynomials, see Theorem B.12.

The next proposition summarizes the most important properties of the polynomials $C_n^{\lambda,\beta}(\cdot)$, $n \in \mathbb{N}_0$.

**Proposition 3.3.** For any $x, y \in \mathbb{R}$, the polynomials $C_n^{\lambda,\beta}(\cdot)$, $n \in \mathbb{N}$, satisfy the following properties

(P1) \[ C_n^{\lambda,\beta}(x) = \sum_{m=0}^{n} \frac{A^m_m}{m!} A_m^\lambda(x), \text{ where } A_0^\lambda := 1 \text{ and } A_n^\lambda := \sum_{l_1+\ldots+l_m=n} \frac{(-1)^{n+m}}{l_1! \ldots l_m!}, l_i \in \{1, \ldots, n\} \text{ for all } i = 1, \ldots, m. \]

(P2) \[ x^n = \sum_{k=0}^{n} \sum_{m=0}^{k} \binom{n}{k} \frac{B^m_m}{m!} C_m^{\lambda,\beta}(x) M_{\lambda,\beta}(n-k), \text{ where } B_0^m := 1 \text{ and } B_k^m := \sum_{l_1+\ldots+l_m=k} \frac{k!}{l_1! \ldots l_m!}. \]

(P3) \[ C_n^{\lambda,\beta}(x+y) = \sum_{k+l+m=n} \frac{n!}{k!l!m!} C_k^{\lambda,\beta}(x) C_l^{\lambda,\beta}(y) \tilde{M}_{\lambda,\beta}(m), \text{ where } \tilde{M}_{\lambda,\beta}(m) := \frac{m! \lambda^m}{\Gamma(m\beta + 1)}. \]

(P4) \[ C_n^{\lambda,\beta}(x+y) = \sum_{k=0}^{n} \binom{n}{k} C_k^{\lambda,\beta}(x) (y)_{n-k}, \text{ where } (y)_m \text{ are the falling factorials, for all } m \in \mathbb{N}_0. \]

(P5) $\mathbb{E}(C_n^{\lambda,\beta}(\cdot)) = \delta_{n,0}$, where $\delta_{n,m}$ is the Kronecker delta and $\mathbb{E}(\cdot)$ is the expectation with respect to the measure $\pi_{\lambda,\beta}$.

(P6) For every $\varepsilon > 0$, there exists $C_\varepsilon, \sigma_\varepsilon > 0$ such that

\[ |C_n^{\lambda,\beta}(x)| \leq C_\varepsilon n! \sigma_\varepsilon^{-n} e^{\varepsilon |x|}. \]

**Proof.** Let $C_n^{\lambda,\beta}(x)$, $n \in \mathbb{N}_0$, be the generalized Appell polynomials generated by the measure $\pi_{\lambda,\beta}$ and let $x, y \in \mathbb{R}$ be given.

(P1) In view of equation (3.5), we have

\[ e_{\pi_{\lambda,\beta}}(f(z); x) := \mathbb{E}_{\pi_{\lambda,\beta}}(f(z)) = \frac{e^{\mathbb{E}(f(z))}}{\mathbb{E}_{\pi_{\lambda,\beta}}(f(z))} = \sum_{m=0}^{\infty} \frac{f(z)^m}{m!} A_m^{\lambda,\beta}(x), \]

for any $z \in V$ (neighborhood of zero in $\mathbb{C}$). Denote $A_l$ the polynomials of degree $l$ generated by $f(z)$, i.e.,

\[ f(z) = \log(1 + z) = \sum_{l=0}^{\infty} \frac{z^l}{l!} A_l \]

where

\[ A_l = \left. \frac{d^l}{dz^l} f(z) \right|_{z=0} = (-1)^{l+1}(l-1)! \]
for all \( l > 0 \) and \( A_0 = 0 \). Hence,
\[
\sum_{n=0}^{\infty} \frac{z^n}{n!} \lambda_n^{\lambda, \beta}(x) = A_0^{\lambda, \beta}(x) + \sum_{m=1}^{\infty} \frac{1}{m!} \left( \sum_{l=0}^{\infty} \frac{z^l}{l!} A_l \right)^m A_m^{\lambda, \beta}(x)
\]
\[
= A_0^{\lambda, \beta}(x) + \sum_{m=1}^{\infty} \frac{1}{m!} \sum_{n=m}^{\infty} \frac{z^n}{n!} \sum_{l_1+\ldots+l_m=n} \frac{n!}{l_1! \ldots l_m!} \prod_{i=1}^{m} A_i A_m^{\lambda, \beta}(x)
\]
\[
= A_0^{\lambda, \beta}(x) + \sum_{m=1}^{\infty} \frac{1}{m!} \sum_{n=m}^{\infty} \frac{z^n}{n!} \sum_{l_1+\ldots+l_m=n} \frac{(-1)^{n+m} n!}{l_1! \ldots l_m!} A_m^{\lambda, \beta}(x)
\]
\[
= \sum_{n=0}^{\infty} \frac{z^n}{n!} \sum_{m=0}^{n} \frac{A_m}{m!} A_m^{\lambda, \beta}(x),
\]
where \( A_0 = 1 \) and \( l_i \in \{1, \ldots, n\} \) for all \( i = 1, \ldots, m \). The result follows by comparing both sides of the equation.

**P2** Note that \( g(z) = e^z - 1 \) is the inverse of \( f(z) = \log(1 + z) \). Similar as in (P1), we use equation (3.1) such that for any \( z \in V \) (neighborhood of zero in \( \mathbb{C} \)), we have
\[
\frac{e^{xz}}{l_{\pi, \beta}(z)} = \sum_{m=0}^{\infty} \frac{g(z)^m}{m!} C_m^{\lambda, \beta}(x).
\]
Note that
\[
g(z) = e^z - 1 = \sum_{l=1}^{\infty} \frac{z^l}{l!}.
\]
Thus,
\[
\sum_{n=0}^{\infty} \frac{z^n}{n!} A_n^{\lambda, \beta}(x) = C_0^{\lambda, \beta}(x) + \sum_{m=1}^{\infty} \frac{1}{m!} \left( \sum_{l=1}^{\infty} \frac{z^l}{l!} \right)^m C_m^{\lambda, \beta}(x)
\]
\[
= C_0^{\lambda, \beta}(x) + \sum_{m=1}^{\infty} \frac{1}{m!} \sum_{n=m}^{\infty} \frac{z^n}{n!} \sum_{l_1+\ldots+l_m=n} \frac{n!}{l_1! \ldots l_m!} C_m^{\lambda, \beta}(x)
\]
\[
= \sum_{n=0}^{\infty} \frac{z^n}{n!} \sum_{m=0}^{n} \frac{A_m}{m!} C_m^{\lambda, \beta}(x),
\]
where \( B_0 = 1 \) and \( l_i \in \{1, \ldots, n\} \) for all \( i = 1, \ldots, m \). Comparing both sides of the equation, we obtain
\[
A_n^{\lambda, \beta}(x) = \sum_{m=0}^{n} \frac{B_m}{m!} C_m^{\lambda, \beta}(x). \tag{3.6}
\]
Now, we use the equality for any \( z \in W \) (neighborhood of zero in \( \mathbb{C} \)),
\[
e^{xz} = e_{\pi, \beta}(z; x) l_{\pi, \beta}(z)
\]
so that
\[
\sum_{n=0}^{\infty} \frac{z^n}{n!} A_n^{\lambda, \beta}(x) \cdot \sum_{k=0}^{n} \frac{z^k}{k!} M_{\lambda, \beta}(n)
\]
\[
= \sum_{n=0}^{\infty} \frac{z^n}{n!} \left( \sum_{k=0}^{n} \binom{n}{k} A_k^{\lambda, \beta}(x) M_{\lambda, \beta}(n - k) \right).
\]
This implies that

\[ z^n = \sum_{k=0}^{n} \binom{n}{k} A_k^{\lambda,\beta}(x) M_{\lambda,\beta}(n-k). \]  

(3.7)

The result follows by applying equation (3.6) to (3.7).

(P3) By definition of the Wick exponential,

\[ e_{\pi_{\lambda,\beta}}(f(z); x + y) = e_{\pi_{\lambda,\beta}}(f(z); x) e_{\pi_{\lambda,\beta}}(f(z); y) l_{\pi_{\lambda,\beta}}(f(z)). \]

The Taylor expansion of \( l_{\pi_{\lambda,\beta}}(f(z)) \) around \( z = 0 \) is given by

\[ l_{\pi_{\lambda,\beta}}(f(z)) = E_{\beta}(\lambda z) = \sum_{m=0}^{\infty} \frac{(\lambda z)^m}{\Gamma(m\beta + 1)} \]

\[ = \sum_{m=0}^{\infty} z^m \frac{\lambda^m m!}{\Gamma(m\beta + 1)} = \sum_{m=0}^{\infty} \frac{z^m}{m!} M_{\lambda,\beta}(m). \]

Then, we have

\[ \sum_{n=0}^{\infty} z^n \frac{n!}{n!} C_n^{\lambda,\beta}(x + y) = \sum_{k=0}^{\infty} \frac{z^k}{k!} C_k^{\lambda,\beta}(x) \cdot \sum_{l=0}^{\infty} \frac{z^l}{l!} C_l^{\lambda,\beta}(y) \cdot \sum_{m=0}^{\infty} \frac{z^m}{m!} M_{\lambda,\beta}(m) \]

\[ = \sum_{n=0}^{\infty} \frac{z^n}{n!} \sum_{k+l+m=n} \frac{n!}{k!l!m!} C_k^{\lambda,\beta}(x) C_l^{\lambda,\beta}(y) M_{\lambda,\beta}(m). \]

The result follows by comparing the coefficients in both sides of the equation.

(P4) Again, by definition of the Wick exponential,

\[ e_{\pi_{\lambda,\beta}}(f(z); x + y) = e_{\pi_{\lambda,\beta}}(f(z); x) \exp(yf(z)). \]

The Taylor expansion of \( \exp(yf(z)) \) around \( z = 0 \) is given by

\[ \exp(yf(z)) = \sum_{m=0}^{\infty} \frac{z^m}{m!} (y)_m, \]

where \((y)_m\) are the falling factorials (see for example [8]) given by

\[ (y)_m := \begin{cases} 1 & \text{if } m = 0 \\ y(y-1)\ldots(y-m+1) & \text{if } m \in \mathbb{N}. \end{cases} \]

Hence,

\[ \sum_{n=0}^{\infty} \frac{z^n}{n!} C_n^{\lambda,\beta}(x + y) = \sum_{k=0}^{\infty} \frac{z^k}{k!} C_k^{\lambda,\beta}(x) \cdot \sum_{m=0}^{\infty} \frac{z^m}{m!} (y)_m \]

\[ = \sum_{n=0}^{\infty} \frac{z^n}{n!} \sum_{k+l+m=n} \frac{n!}{k!l!m!} C_k^{\lambda,\beta}(x)(y)_m \]

\[ = \sum_{n=0}^{\infty} \frac{z^n}{n!} \sum_{k=0}^{n} \binom{n}{k} C_k^{\lambda,\beta}(x)(y)_{n-k}. \]

The claim follows again by comparing the coefficients in both sides of the equation.
(P5) Note that
\[
\mathbb{E}(e^{\pi_{\lambda,\beta}(f(z); \cdot)}) = \frac{1}{l_{\pi_{\lambda,\beta}}(f(z))} \mathbb{E}(e^{f(z)}) = \frac{l_{\pi_{\lambda,\beta}}(f(z))}{l_{\pi_{\lambda,\beta}}(f(z))} = 1
\]
and using (3.2) we obtain
\[
\mathbb{E}(e^{\pi_{\lambda,\beta}(f(z); \cdot)}) = \sum_{n=0}^{\infty} \frac{z^n}{n!} \int_{\mathbb{R}} C_n^{\lambda,\beta}(x) d\pi_{\lambda,\beta}(x)
\]
which implies the result comparing the coefficients.

(P6) Given \( \varepsilon > 0 \) let \( \sigma_{\varepsilon} > 0 \) be such that \( |f(z)| < \varepsilon \) for any \( z \in \{z' \mid |z'| = \sigma_{\varepsilon}\} \). The following bound follows from the definition of the polynomials \( C_n^{\lambda,\beta}(\cdot) \), \( n \in \mathbb{N} \) and the Cauchy inequality
\[
|C_n^{\lambda,\beta}(x)| \leq \frac{n!}{2\pi} \int_{|z|=\sigma_{\varepsilon}} \frac{|e^{\pi_{\lambda,\beta}(f(z); x)}|}{|z|^{n+1}} |dz|
\leq \frac{n!}{2\pi} \int_{|z|=\sigma_{\varepsilon}} \frac{e^{f(z)|x|}}{|z|^{n+1} |l_{\pi_{\lambda,\beta}}(f(z))|} |dz|
\leq n! \sup_{|z|=\sigma_{\varepsilon}} \frac{1}{|l_{\pi_{\lambda,\beta}}(f(z))|} e^{\varepsilon|x|}
= C_\varepsilon n! \sigma_{\varepsilon}^{-n} e^{\varepsilon|x|}.
\]
This concludes the proof. \( \square \)

An alternative representation of the properties (P1) and (P2) of \( C_n^{\lambda,\beta}(\cdot) \) from Proposition 3.3 is given in the following corollary.

**Corollary 3.4.** For any \( x, y \in \mathbb{R} \), the polynomials \( C_n^{\lambda,\beta}(\cdot) \), \( n \in \mathbb{N} \), satisfy the following properties

(P1') \( C_n^{\lambda,\beta}(x) = \sum_{m=0}^{n} s(n, m) A_m^{\lambda,\beta}(x) \), where \( s(m, n) \) is the Stirling numbers of the first kind.

(P2') \( x^n = \sum_{k=0}^{n} \sum_{m=0}^{k} \binom{n}{k} C_m^{\lambda,\beta}(x) S(k, m) M_{\lambda,\beta}(n - k) \), where \( S(m, n) \) is the Stirling numbers of the second kind.

**Proof.** The claim in (P1') (resp. (P2')) follows directly from Proposition 3.3–(P1) (resp. (P2)) and Proposition B.4–1 (resp. 2) in Appendix B.1. \( \square \)

**Remark 3.5.** In Appendix B.2, we also obtain the explicit form of the generalized Appell polynomials generated by the fractional Poisson measure in terms of the Bell polynomials, see Theorem B.15.

4 Generalized Dual Appell System

Let us consider the Hilbert space \( L^2(\pi_{\lambda,\beta}) := L^2(\mathbb{R}, \mathcal{B}(\mathbb{R}), \pi_{\lambda,\beta}; \mathbb{C}) \) of all complex-valued measurable functions whose modulus square is integrable with respect to \( \pi_{\lambda,\beta} \). In addition, we denote
by \( \mathcal{P}(\mathbb{R}) \) the set of all polynomials in \( \mathbb{R} \) with complex coefficients. Using the Proposition 3.3–(P2), we can write \( \mathcal{P}(\mathbb{R}) \) in the form

\[
\mathcal{P}(\mathbb{R}) = \left\{ \varphi : \mathbb{R} \to \mathbb{C} \mid \varphi(x) = \sum_{k=0}^{n} \varphi_k C^k_{\lambda,\beta}(x), \ \varphi_k \in \mathbb{C}, \ n \in \mathbb{N}_0 \right\}.
\]

Since \( \pi_{\lambda,\beta} \) admits the moments of all orders, then we have \( \mathcal{P}(\mathbb{R}) \subset L^2(\pi_{\lambda,\beta}) \). On the other hand, Remark 3.2 ensures that the inclusion \( \mathcal{P}(\mathbb{R}) \hookrightarrow L^2(\pi_{\lambda,\beta}) \) is dense.

In \( \mathcal{P}(\mathbb{R}) \) the following notion of convergence is defined: a sequence of polynomials \( (\varphi_i)_{i \in \mathbb{N}} \subset \mathcal{P}(\mathbb{R}) \) converges to \( \varphi \in \mathcal{P}(\mathbb{R}) \) if and only if the sequence \( (n_{\varphi_i})_{i \in \mathbb{N}} \) of the degree of the polynomials \( \varphi_i \) is bounded and the coefficients converge term by term.

Let us consider the differential operator of the order \( k \), \( k \in \mathbb{N}_0 \), denoted by \( \nabla^k \), defined in \( \mathcal{P}(\mathbb{R}) \) by

\[
(\nabla^k \varphi)(x) = \frac{d^k \varphi(x)}{dx^k}, \ \varphi \in \mathcal{P}(\mathbb{R}).
\]

Note that \( \nabla^k \) is a continuous linear operator with respect to the above convergence.

Let \( \mathcal{P}_{\pi_{\lambda,\beta}}(\mathbb{R}) \) be the dual of \( \mathcal{P}(\mathbb{R}) \) with respect to \( L^2(\pi_{\lambda,\beta}) \), that is, \( \mathcal{P}_{\pi_{\lambda,\beta}}(\mathbb{R}) \) is the set of all continuous linear functionals defined in \( \mathcal{P}(\mathbb{R}) \) which are given in terms of the inner product in \( L^2(\pi_{\lambda,\beta}) \). More precisely, for every \( \Phi \in L^2(\pi_{\lambda,\beta}) \subset \mathcal{P}_{\pi_{\lambda,\beta}}(\mathbb{R}) \) and any \( \varphi \in \mathcal{P}(\mathbb{R}) \) we use the notation,

\[
\Phi(\varphi) := \langle \varphi, \Phi \rangle_{\pi_{\lambda,\beta}} := \langle \varphi, \Phi \rangle_{L^2(\pi_{\lambda,\beta})}.
\]

The bilinear map \( \langle \cdot, \cdot \rangle_{\pi_{\lambda,\beta}} \) is also called dual pair between \( \mathcal{P}_{\pi_{\lambda,\beta}}(\mathbb{R}) \) and \( \mathcal{P}(\mathbb{R}) \). The elements of \( \mathcal{P}_{\pi_{\lambda,\beta}}(\mathbb{R}) \) are called generalized functions. So, we obtain a chain of continuous and dense embeddings

\[
\mathcal{P}(\mathbb{R}) \subset L^2(\pi_{\lambda,\beta}) \subset \mathcal{P}_{\pi_{\lambda,\beta}}(\mathbb{R}).
\]

Consider the function \( g(z) = e^z - 1 \) which is the inverse of \( f(z) = \log(1 + z) \). For \( k \in \mathbb{N} \), recall that the Taylor expansion of \( (g(z))^k \) and \( (f(z))^k \) at \( z = 0 \) are given by the following series

\[
g(z)^k = k! \sum_{n=k}^{\infty} S(n,k) \frac{z^n}{n!} \quad \text{and} \quad f(z)^k = k! \sum_{n=k}^{\infty} s(n,k) \frac{z^n}{n!},
\]

where \( s(n,k) \) and \( S(n,k) \) are the Stirling numbers of the first kind and Stirling numbers of the second kind, respectively. Then, for any \( \varphi \in \mathcal{P}(\mathbb{R}) \), we have

\[
(g(\nabla)^k \varphi)(x) = k! \sum_{n=k}^{\infty} S(n,k) \frac{d^n}{dx^n} \varphi(x).
\]

It follows from [22, Eq. (26.8.37)] that

\[
g(\nabla)^k = \Delta^k,
\]

where \( \Delta \) is the difference operator defined by

\[
(\Delta f)(x) := f(x + 1) - f(x).
\]

It is easy to see that \( g(\nabla)^k \) is a continuous operator on \( \mathcal{P}(\mathbb{R}) \), hence its adjoint

\[
(g(\nabla)^k)^* : \mathcal{P}_{\pi_{\lambda,\beta}}(\mathbb{R}) \to \mathcal{P}_{\pi_{\lambda,\beta}}(\mathbb{R})
\]

is well-defined and is given by

\[
\langle \varphi, (g(\nabla)^k)^* \Phi \rangle_{\pi_{\lambda,\beta}} = \langle g(\nabla)^k \varphi, \Phi \rangle_{\pi_{\lambda,\beta}}, \quad \forall \Phi \in \mathcal{P}_{\pi_{\lambda,\beta}}(\mathbb{R}), \ \varphi \in \mathcal{P}(\mathbb{R}).
\]
By Proposition 3.3–(P5), we obtain

\[ Q_k^\pi_{\lambda,\beta} := (g(\nabla)^{k})^* 1, \quad k \in \mathbb{N}_0. \]

The system \( Q_k^\pi_{\lambda,\beta} := \{ Q_k^\pi_{\lambda,\beta}, k \in \mathbb{N}_0 \} \) is called the generalized dual Appell system associated with \( \pi_{\lambda,\beta} \). The pair \( Q^\pi_{\lambda,\beta} := (\mathbb{P}^\pi_{\lambda,\beta}, Q^\pi_{\lambda,\beta}) \) is called generalized Appell system generated by the measure \( \pi_{\lambda,\beta} \).

**Lemma 4.1.** Let \( n, k \in \mathbb{N}_0 \) be given. Then

\[
\int_{\mathbb{R}} \nabla^k C_n^{\lambda,\beta}(x) d\pi_{\lambda,\beta}(x) = \begin{cases} 
k! s(n, k), & k \leq n, \\
0, & k > n, \end{cases}
\]

where \( s(n, k) \) is the Stirling numbers of the first kind.

**Proof.** The case \( k > n \) is clear since \( \nabla^k C_n^{\lambda,\beta}(x) = 0 \). For the case \( k \leq n \), we first note that

\[
\nabla^k C_n^{\lambda,\beta}(x) = \frac{d^k}{dx^k} \left( \frac{e^{x f(z)}}{E_{\beta}(\lambda z)} \right) = \frac{d^n}{dz^n} \left[ f(z)^k \frac{e^{x f(z)}}{E_{\beta}(\lambda z)} \right]_{z=0} = \sum_{i=0}^{n} \binom{n}{i} z^i \frac{d^n}{dz^n} \sum_{j=0}^{\infty} \frac{z^j}{j!} s(j, k) C_{n-i}^{\lambda,\beta}(x).
\]

By Proposition 3.3–(P5), we obtain

\[
\int_{\mathbb{R}} \nabla^k C_n^{\lambda,\beta}(x) d\pi_{\lambda,\beta}(x) = k! \sum_{i=k}^{n} \binom{n}{i} s(i, k) \int_{\mathbb{R}} C_{n-i}^{\lambda,\beta}(x) d\pi_{\lambda,\beta}(x)
= k! \sum_{i=k}^{n} \binom{n}{i} s(i, k) \delta_{n,i}
= k! s(n, k).
\]

**Theorem 4.2.** The generalized Appell polynomial system \( \mathbb{P}^\pi_{\lambda,\beta} \) and the generalized dual Appell system \( Q^\pi_{\lambda,\beta} \) are biorthogonal with respect to \( L^2(\pi_{\lambda,\beta}) \) and satisfies

\[
\langle C_n^{\lambda,\beta}, Q_m^{\pi,\lambda,\beta} \rangle_{\pi_{\lambda,\beta}} = n! \delta_{n,m}.
\]

**Proof.** It follows from Lemma 4.1 that

\[
\langle C_n^{\lambda,\beta}, Q_m^{\pi,\lambda,\beta} \rangle_{\pi_{\lambda,\beta}} = \int_{\mathbb{R}} m! \sum_{k=m}^{\infty} \frac{S(k, m)}{k!} \left( \nabla^k C_n^{\lambda,\beta}(x) \right) d\pi_{\lambda,\beta}(x)
= m! \sum_{k=m}^{\infty} \frac{S(k, m)}{k!} k! s(n, k)
= m! \sum_{k=m}^{n} s(n, k) S(k, m)
= n! \delta_{n,m}.
\]

The last equality holds due to, see [22, Eq. (28.8.39)]

\[
\sum_{j=k}^{n} s(j, k) S(n, j) = \sum_{j=k}^{n} s(n, j) S(j, k) = \delta_{n,k}, \quad \forall n, k \in \mathbb{N}_0.
\]
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Theorem 4.3. For every element $\Phi \in \mathcal{P}_{\pi, \lambda, \mu}(\mathbb{R})$, there exist a unique sequence $(\Phi_k)_{k=0}^{\infty} \subset \mathbb{C}$ such that
\[
\Phi = \sum_{k=0}^{\infty} \Phi_k Q_{\pi, \lambda, \mu}. \tag{4.1}
\]
Conversely, the entire series of the form (4.1) generates a generalized function in $\mathcal{P}_{\pi, \lambda, \mu}(\mathbb{R})$.

Proof. Let $\Phi \in \mathcal{P}_{\pi, \lambda, \mu}(\mathbb{R})$ be arbitrary. For each $k \in \mathbb{N}_0$, let us consider the complex numbers given by $\Phi_k := \frac{1}{n!} \langle C_{\lambda, \mu}^k, \Phi \rangle_{\pi, \lambda, \mu}$, and the functional in $\mathcal{P}(\mathbb{R})$ defined by
\[
\mathcal{P}(\mathbb{R}) \ni \varphi \mapsto \sum_{k=0}^{\infty} k! \varphi_k \Phi_k \in \mathbb{C}.
\]
Since this is a continuous linear functional which is given by the inner product in $L^2(\pi, \lambda, \mu)$, it defines an element in $\mathcal{P}_{\pi, \lambda, \mu}(\mathbb{R})$. We denote it by $\Psi = \sum_{k=0}^{\infty} \Phi_k Q_{\pi, \lambda, \mu}$. So, $\Psi$ is such that
\[
\forall \varphi \in \mathcal{P}(\mathbb{R}), \ \langle \varphi, \Psi \rangle_{\pi, \lambda, \mu} = \sum_{k=0}^{\infty} k! \varphi_k \Phi_k = \langle \varphi, \Phi \rangle_{L^2(\pi, \lambda, \mu)}.
\]
Hence, it follows that $\Psi = \Phi$, since the representation for $\Phi$ is unique.

Conversely, suppose that $\Phi = \sum_{k=0}^{\infty} \Phi_k Q_{\pi, \lambda, \mu}$, $\Phi_k \in \mathbb{C}$, $k \in \mathbb{N}_0$. We are going to show that $\Phi \in \mathcal{P}_{\pi, \lambda, \mu}(\mathbb{R})$. Let $\varphi \in \mathcal{P}(\mathbb{R})$ be of the form $\varphi = \sum_{k=0}^{\infty} \varphi_k C_{\lambda, \mu}^k$. By Theorem 4.2,
\[
\langle \varphi, \Phi \rangle_{\pi, \lambda, \mu} = \sum_{k=0}^{\infty} k! \varphi_k \Phi_k = \langle \varphi, \hat{\Phi} \rangle_{L^2(\pi, \lambda, \mu)}.
\]
This is clearly a linear map and is also continuous in the topology of $\mathcal{P}(\mathbb{R})$, being given by the inner product in $L^2(\pi, \lambda, \mu)$. These then defines $\Phi$ an element in $\mathcal{P}_{\pi, \lambda, \mu}(\mathbb{R})$. □

5 Test and Generalized Function Spaces

Given $\kappa \in [0, 1]$ and $q \in \mathbb{N}_0$, let $\varphi \in \mathcal{P}(\mathbb{R})$ be such that $\varphi = \sum_{n=0}^{k} \varphi_n C_{\lambda, \mu}^n$. We introduce in $\mathcal{P}(\mathbb{R})$ a Hilbert norm by
\[
\| \varphi \|_{q, \kappa, \pi, \lambda, \mu}^2 := \sum_{n=0}^{k} (n!)^{1+\kappa} 2^{nq} |\varphi_n|^2.
\]
The completion of $\mathcal{P}(\mathbb{R})$ in the norm $\| \cdot \|_{q, \kappa, \pi, \lambda, \mu}$ is denoted by $(H)_{q, \pi, \lambda, \mu}^\kappa$, so $\mathcal{P}(\mathbb{R}) \hookrightarrow (H)_{q, \pi, \lambda, \mu}^\kappa$ densely. The space $(H)_{q, \pi, \lambda, \mu}^\kappa$ is a Hilbert space with inner product given by
\[
\langle \varphi, \psi \rangle_{q, \pi, \lambda, \mu}^\kappa := \sum_{n=0}^{\infty} (n!)^{1+\kappa} 2^{nq} \varphi_n \overline{\psi}_n,
\]
admitting the representation
\[
(H)_{q, \pi, \lambda, \mu}^\kappa := \left\{ \varphi : \mathbb{R} \to \mathbb{C} \bigg| \varphi = \sum_{n=0}^{\infty} \varphi_n C_{\lambda, \mu}^n, \ |\varphi|_{q, \kappa, \pi, \lambda, \mu}^2 = \sum_{n=0}^{\infty} (n!)^{1+\kappa} 2^{nq} |\varphi_n|^2 < \infty \right\}.
\]
We also have that the inclusion $(H)_{q, \pi, \lambda, \mu}^\kappa \subset L^2(\pi, \lambda, \mu)$ is dense which results from Remark 3.2 on $\pi, \lambda, \mu$. In this way we obtain the following dense chain of Hilbert spaces:
\[
\cdots \subset (H)_{q, \pi, \lambda, \mu}^{\kappa+1} \subset (H)_{q, \pi, \lambda, \mu}^{\kappa} \subset \cdots \subset (H)_{0, \pi, \lambda, \mu}^{\kappa} \subset L^2(\pi, \lambda, \mu). \tag{5.1}
\]
For $p > q$, the injection operator $I_{p,q} : (H)_{p,\pi,\lambda,\beta}^\kappa \rightarrow (H)_{q,\pi,\lambda,\beta}^\kappa$ is Hilbert-Schmidt. In fact, the set \( \{ C_n^{\lambda,\beta} : ((n!)^{1+\kappa}2^n)^{-\frac{1}{2}} C_n^{\lambda,\beta} \mid n \in \mathbb{N}_0 \} \) is a total orthonormal set in \((H)_{p,\pi,\lambda,\beta}^\kappa\). Then the Hilbert-Schmidt norm of $I_{p,q}$ is given by

\[
\|I_{p,q}\|_{HS}^2 = \sum_{n=0}^{\infty} \|I_{p,q}C_n^{\lambda,\beta}\|_{q,\pi,\lambda,\beta}^2 = \sum_{n=0}^{\infty} (n!)^{1+\kappa}2^n ((n!)^{1+\kappa}2^n)^{-1} = \sum_{n=0}^{\infty} \left( \frac{1}{2^{p-q}} \right)^n < \infty.
\]

Given $\kappa \in [0,1]$ the test function space associated with $\pi_{\lambda,\beta}$ is defined by

\[
(N)_{\pi_{\lambda,\beta}}^\kappa := \bigcap_{q=0}^{\infty} (H)_{q,\pi_{\lambda,\beta}}^\kappa,
\]

which is a nuclear space.

**Example 5.1.** Let us consider the Wick exponential $e_{\pi,\lambda,\beta}(f(z), \cdot), z \in \mathbb{C}$. For $q \in \mathbb{N}_0$,

\[
\|e_{\pi,\lambda,\beta}(f(z), \cdot)\|_{q,\pi,\lambda,\beta}^2 = \sum_{n=0}^{\infty} (n!)^{1+\kappa}2^n \frac{|z|^{2n}}{(n!)^2} = \sum_{n=0}^{\infty} \frac{1}{2^{2n\kappa}} \frac{(2^{\kappa}2^q|z|^2)^n}{(n!)^{1-\kappa}}.
\]

If $\kappa = 0$, we have

\[
\|e_{\pi,\lambda,\beta}(f(z), \cdot)\|_{q,\pi,\lambda,\beta}^2 = \exp(2^q|z|^2) < \infty, \forall z \in \mathbb{C}.
\]

For $\kappa \in (0,1)$, we use Hölder’s inequality with the pair \((\frac{1}{\kappa}, \frac{1}{1-\kappa})\) and obtain

\[
\|e_{\pi,\lambda,\beta}(f(z), \cdot)\|_{q,\pi,\lambda,\beta}^2 \leq \left( \sum_{n=0}^{\infty} \left( \frac{1}{2^{2n\kappa}} \right)^{\frac{1}{\kappa}} \right)^{\frac{\kappa}{2}} \left( \sum_{n=0}^{\infty} \frac{(2^{\kappa}2^q|z|^2)^n}{(n!)^{1-\kappa}} \right)^{\frac{1}{1-\kappa}}
\]

\[
= 2^q \exp \left( (1-\kappa)2^{\frac{\kappa-q}{1-\kappa}}|z|^2 \right) < \infty,
\]

for all $z \in \mathbb{C}$. Hence $e_{\pi,\lambda,\beta}(f(z), \cdot) \in (N)_{\pi_{\lambda,\beta}}^\kappa$, $\kappa \in [0,1)$. For $\kappa = 1$ and $q \in \mathbb{N}_0$, we have

\[
\|e_{\pi,\lambda,\beta}(f(z), \cdot)\|_{q,\pi,\lambda,\beta}^2 = \sum_{n=0}^{\infty} (2^q|z|^2)^n
\]

which is convergent if and only if $|z| < 2^{-q/2}$. Thus, $e_{\pi,\lambda,\beta}(f(z), \cdot) \notin (N)_{\pi_{\lambda,\beta}}^1$, $z \in \mathbb{C}\{0\}$. However, for each $q \in \mathbb{N}_0$, $e_{\pi,\lambda,\beta}(f(z), \cdot) \in (H)_{q,\pi,\lambda,\beta}^1$ provided that $|z| < 2^{-q/2}$.

**Proposition 5.2.**

1. Every test functions $\varphi \in (N)_{\pi_{\lambda,\beta}}^1$ has a unique extension to the set $\mathbb{C}$ such that $\varphi$ is an entire function of minimal type and order of growth one, that is, $\varphi : \mathbb{C} \rightarrow \mathbb{C}$ is entire and for all $\varepsilon > 0$ there is $K > 0$ such that $|\varphi(z)| \leq Ke^{\varepsilon|z|}$.

2. For $\varepsilon > 0$, there exists $\sigma_\varepsilon > 0$ in which $2^q > \sigma_\varepsilon^{-2}$, for $q \in \mathbb{N}_0$ and $K' > 0$ such that we have the following bound

\[
|\varphi(z)| \leq K' \|\varphi\|_{q,\pi,\lambda,\beta} e^{\varepsilon|z|}, \quad z \in \mathbb{C}.
\]

**Proof.** Let $\varphi \in (N)_{\pi_{\lambda,\beta}}^1$ be given. Then $\varphi$ can be expressed as

\[
\varphi = \sum_{n=0}^{\infty} \varphi_n C_n^{\lambda,\beta}, \quad \varphi_n \in \mathbb{C}, \ n \in \mathbb{N}_0,
\]

where $C_n^{\lambda,\beta}$ are given.
with
\[ \| \varphi \|_{q, \pi, \lambda, \beta}^2 = \sum_{n=0}^{\infty} (n!)^2 2^{nq} |\varphi_n|^2 \]
for all \( q \in \mathbb{N}_0 \). Let \( \varepsilon > 0 \) and \( z \in \mathbb{C} \). By Proposition 3.3-(P6), there exist \( C_\varepsilon, \sigma_\varepsilon > 0 \) such that
\[ |\varphi(z)| \leq \sum_{n=0}^{\infty} |\varphi_n C_{n, \lambda, \beta}(z)| \leq \sum_{n=0}^{\infty} |\varphi_n| \| C_{n, \lambda, \beta}(z) \| \leq \varepsilon |z| C_\varepsilon \sum_{n=0}^{\infty} n! |\varphi_n| \sigma_\varepsilon^{-n}. \]
Using Hölder’s inequality, we have
\[ |\varphi(z)| \leq C_\varepsilon |z|^1 \left( \sum_{n=0}^{\infty} (n!)^2 2^{nq} |\varphi_n|^2 \right)^{1/2} \left( \sum_{n=0}^{\infty} 2^{-nq} \sigma_\varepsilon^{-2n} \right)^{1/2}, \]
for \( 2^q > \sigma_\varepsilon^{-2} \). By the Weierstrass M-test, the series \( \varphi(z) = \sum_{n=0}^{\infty} \varphi_n C_{n, \lambda, \beta}(z) \) converges uniformly and absolutely in any neighborhood of zero in \( \mathbb{C} \). Since each term \( \varphi_n C_{n, \lambda, \beta}(z) \) is entire in \( z \), the uniform convergence implies that \( z \mapsto \sum_{n=0}^{\infty} \varphi_n C_{n, \lambda, \beta}(z) \) is entire on \( \mathbb{C} \). On the other hand, take \( K' = C_\varepsilon (1 - 2^{-q} \sigma_\varepsilon^{-2})^{-1/2} \) in equation (5.2) and so we obtain the required bound
\[ |\varphi(z)| \leq K' \| \varphi \|_{q, \pi, \lambda, \beta} |z|^1, \quad z \in \mathbb{C}. \]
This completes the proof. \( \square \)

As the inclusion \((H)^\kappa_{q, \pi, \lambda, \beta} \hookrightarrow L^2(\pi, \lambda, \beta)\) is dense, we may compute the dual of \((H)^\kappa_{q, \pi, \lambda, \beta}\) with respect to \( L^2(\pi, \lambda, \beta) \), that is, the functionals are represented in terms of the inner product \(( \cdot, \cdot \))_{\pi, \lambda, \beta}. In the literature this process is known as rigged Hilbert spaces, see for example \([3]\). We are not going to reproduce this process here. The resulting triplet of Hilbert spaces is
\[ (H)^\kappa_{q, \pi, \lambda, \beta} \subset L^2(\pi, \lambda, \beta) \subset (H)^{-\kappa}_{q, \pi, \lambda, \beta}. \]

The Hilbert space \((H)^{-\kappa}_{q, \pi, \lambda, \beta}\) which corresponds to the completion of \( L^2(\pi, \lambda, \beta) \) with respect to the norm \( \| \cdot \|_{-q, -\kappa, \pi, \lambda, \beta} \), admit the following representation
\[ (H)^{-\kappa}_{q, \pi, \lambda, \beta} = \left\{ \Phi = \sum_{n=0}^{\infty} \Phi_n Q_{n, \pi, \lambda, \beta}, \Phi_n \in \mathbb{C}, \| \Phi \|_{-q, -\kappa, \pi, \lambda, \beta}^2 = \sum_{n=0}^{\infty} (n!)^{1-\kappa} 2^{-nq} |\Phi_n|^2 < \infty \right\}. \]
From the general theory of duality (see for example \([25]\)) the dual of \((N)^\kappa_{\pi, \lambda, \beta}\) with respect to \( L^2(\pi, \lambda, \beta) \) is given by
\[ (N)^{\kappa}_{\pi, \lambda, \beta} = \bigcup_{q=0}^{\infty} (H)^{-\kappa}_{-q, \pi, \lambda, \beta}. \]
As a result we obtain the chain of continuous embeddings
\[ (N)^{\kappa}_{\pi, \lambda, \beta} \subset \cdots \subset (H)^{\kappa}_{0, \pi, \lambda, \beta} \subset \cdots \subset L^2(\pi, \lambda, \beta) \subset \cdots \subset (H)^{-\kappa}_{0, \pi, \lambda, \beta} \subset \cdots \subset (N)^{-\kappa}_{\pi, \lambda, \beta}. \]

**Example 5.3** (Generalized Radon-Nikodým derivative). We want to define the generalized function \( \rho_{\pi, \lambda, \beta}(z, \cdot) \in (N)^{-1}_{\pi, \lambda, \beta}, \ z \in \mathbb{C}, \) such that
\[ \langle \varphi, \rho_{\pi, \lambda, \beta}(z, \cdot) \rangle_{\pi, \lambda, \beta} = \int_{\mathbb{R}} \varphi(x - z) \, d\pi_{\lambda, \beta}(x), \quad \varphi \in (N)^1_{\pi, \lambda, \beta}. \]
Taking into account the result of Proposition 5.2–(2), it turns out that
\[
\| \langle \varphi, \rho_{\pi,\lambda,\beta}(z, \cdot) \rangle \|_{\pi,\lambda,\beta} \leq K' \| \varphi \|_{q,1,\pi,\lambda,\beta} e^{\varepsilon|z|} \int_{\mathbb{R}} e^{\varepsilon|x|} d\pi_{\lambda,\beta}(x).
\]
The integral on the right hand side is finite by Proposition 3.1. Thus, we have in fact \( \rho_{\pi,\lambda,\beta}(z, \cdot) \) \( \in \) \( (N)^{-1}_{\pi,\lambda,\beta} \). By Proposition 3.3–(P4) and (P5), we have
\[
\langle C_n^{\lambda,\beta}, \rho_{\pi,\lambda,\beta}(z, \cdot) \rangle_{\pi,\lambda,\beta} = \int_{\mathbb{R}} C_n^{\lambda,\beta}(x-z) d\pi_{\lambda,\beta}(x)
= \sum_{k=0}^{\infty} \left( \begin{array}{c} n \\ k \end{array} \right) (-z)_{n-k} \int_{\mathbb{R}} C_k^{\lambda,\beta}(x) d\pi_{\lambda,\beta}(x)
= \sum_{k=0}^{\infty} \left( \begin{array}{c} n \\ k \end{array} \right) (-z)_{n-k} \delta_{k,0}
= (-z)_n
= \left\langle C_n^{\lambda,\beta}, \sum_{k=0}^{\infty} \frac{(-z)_k}{k!} Q_k^{\pi,\lambda,\beta} \right\rangle_{\pi,\lambda,\beta}
\]
where we used the biorthogonal property of \( P^{\pi,\lambda,\beta} \) and \( Q^{\pi,\lambda,\beta} \). This implies that \( \rho_{\pi,\lambda,\beta}(z, \cdot) \) has the following representation
\[
\rho_{\pi,\lambda,\beta}(z, \cdot) = \sum_{k=0}^{\infty} \frac{(z)_k}{k!} Q_k^{\pi,\lambda,\beta}(\cdot).
\] (5.4)

In other words, \( \rho_{\pi,\lambda,\beta}(z, \cdot) \) is the generating generalized function of the system \( Q^{\pi,\lambda,\beta} \).

**Example 5.4** (Delta distribution). For \( z \in \mathbb{C} \), we define the distribution \( \delta_z \) by the following \( Q^{\pi,\lambda,\beta} \)-decomposition:
\[
\delta_z = \sum_{n=0}^{\infty} \frac{C_n^{\lambda,\beta}(z)}{n!} Q_n^{\pi,\lambda,\beta}.
\]
By Proposition 3.3-(P6), given \( \varepsilon > 0 \), there exist \( C_{\varepsilon}, \sigma_{\varepsilon} > 0 \) such that
\[
\| \delta_z \|_{q,-\kappa,\pi,\lambda,\beta}^2 = \sum_{n=0}^{\infty} (n!)^{-1-\kappa} 2^{-nq} |C_n^{\lambda,\beta}(z)|^2
\leq C_{\varepsilon} e^{2z|z|} \sum_{n=0}^{\infty} 2^{-nq} \sigma_{\varepsilon}^{-2n} (n!)^{1-\kappa}
\leq C_{\varepsilon} e^{2z|z|} \left( \sum_{n=0}^{\infty} \left( \frac{2^{-nq}}{n^{1-\kappa}} \right) \right)^{2-\kappa} \left( \sum_{n=0}^{\infty} \left( \frac{\sigma_{\varepsilon}^{-2n}}{(n!)^{1-\kappa}} \right) \right)^{\kappa-1}
\leq C_{\varepsilon} e^{2z|z|} \left( \sum_{n=0}^{\infty} \left( \frac{1}{2^q/2-\kappa} \right)^n \right)^{2-\kappa} \exp \left( (\kappa - 1) \sigma_{\varepsilon}^{2/(1-\kappa)} \right)
\]
which is finite for \( q \geq 2 - \kappa, \kappa \in [0,1] \). Hence, \( \delta_z \in (H)^{-\kappa}_{-q,\pi,\lambda,\beta} \subset (N)^{-\kappa}_{\pi,\lambda,\beta}, \kappa \in [0,1] \). Also, for \( \kappa = 1 \), we have
\[
\| \delta_z \|_{q,-1,\pi,\lambda,\beta}^2 = \sum_{n=0}^{\infty} (n!)^{-2} 2^{-nq} |C_n^{\lambda,\beta}(z)|^2
\leq C_{\varepsilon} e^{2z|z|} \sum_{n=0}^{\infty} 2^{-nq} \sigma_{\varepsilon}^{-2n},
\]
which is finite for sufficiently large $q \in \mathbb{N}$. Thus, $\delta_z \in (N)_{\pi_{\lambda, \beta}}^{-1}$. For $\varphi = \sum_{n=0}^{\infty} \varphi_n C_n^{\lambda, \beta}$, the action of $\delta_z$ is given by

$$
\langle \langle \delta_z, \varphi \rangle \rangle_{\pi_{\lambda, \beta}} = \left\langle \left\langle \sum_{m=0}^{\infty} \varphi_m C_m^{\lambda, \beta}, \sum_{n=0}^{\infty} \frac{C_n^{\lambda, \beta}(z)}{n!} Q_{n \lambda, \beta} \right\rangle \right\rangle_{\pi_{\lambda, \beta}} = \sum_{n=0}^{\infty} \varphi_n C_n^{\lambda, \beta}(z) = \varphi(z)
$$

by the biorthogonal property of $\mathcal{P}_{\pi_{\lambda, \beta}}$ and $Q_{\pi_{\lambda, \beta}}$. This implies that $\delta_z$ (in particular for $z$ real) plays the role of a “$\delta$-function” (evaluation map) in calculus.

## 6 Characterization Theorems

In this section, we define two integrals transforms, called $S_{\pi_{\lambda, \beta}}$-transform and convolution $C_{\pi_{\lambda, \beta}}$, which are used to characterize the test function spaces $(N)^{\kappa}_{\pi_{\lambda, \beta}}$ and generalized function spaces $(N)^{-\kappa}_{\pi_{\lambda, \beta}}$. The $S_{\pi_{\lambda, \beta}}$-transform of $\varphi \in (N)^{\kappa}_{\pi_{\lambda, \beta}}$ is defined by

$$(S_{\pi_{\lambda, \beta}} \varphi)(z) := \int_{\mathbb{R}} \varphi(x) e_{\pi_{\lambda, \beta}}(z, x) \, d\pi_{\lambda, \beta}(x).$$

The $S_{\pi_{\lambda, \beta}}$-transform may be extended to $\Phi \in (N)^{-\kappa}_{\pi_{\lambda, \beta}}$ (in a consistent way) as follows

$$(S_{\pi_{\lambda, \beta}} \Phi)(z) := \langle \langle e_{\pi_{\lambda, \beta}}(z, \cdot), \Phi \rangle \rangle_{\pi_{\lambda, \beta}}.$$

Note that for $\kappa = 1$, $S_{\pi_{\lambda, \beta}} \Phi$ is defined only in a neighborhood of the zero in $\mathbb{C}$, because if $\Phi \in (H)^{-1}_{\pi_{\lambda, \beta}}$, then $e_{\pi_{\lambda, \beta}}(z, \cdot) \in (H)^{1}_{q, \pi_{\lambda, \beta}}$ for $z \in \mathbb{C}$ such that $|z| < 2^{-\eta/2}$ as shown in Example 5.1. Now, we introduce the second integral transform which is more appropriate to characterize the test function spaces $(N)^{\kappa}_{\pi_{\lambda, \beta}}$. The convolution $C_{\pi_{\lambda, \beta}}$ of $\varphi \in (N)^{\kappa}_{\pi_{\lambda, \beta}}$ is defined by

$$(C_{\pi_{\lambda, \beta}} \varphi)(z) := \int_{\mathbb{R}} \varphi(x + z) \, d\pi_{\lambda, \beta}(x).$$

and using Example 5.3 may be written as

$$(C_{\pi_{\lambda, \beta}} \varphi)(z) = \langle \langle \varphi, \rho_{\pi_{\lambda, \beta}}(-z, \cdot) \rangle \rangle_{\pi_{\lambda, \beta}}.$$ 

In Gaussian analysis, the convolution $C_{\pi_{\lambda, \beta}}$ and the $S_{\pi_{\lambda, \beta}}$-transform coincide, however these two transformations are different in the fractional Poisson analysis, or more generally, in non-Gaussian analysis.

### 6.1 Characterization of Test Functions

For every $l \in \mathbb{N}_0$, we denote by $\mathcal{E}^{k}_{2^{-l}}(\mathbb{C})$ the set of entire functions of order of growth $k \in [1, 2]$ and type $2^{-l}$, i.e.,

$$\mathcal{E}^{k}_{2^{-l}}(\mathbb{C}) = \{ u : \mathbb{C} \to \mathbb{C} \text{ is entire } | u(z) | \leq C \exp(2^{-l}|z|^k), C > 0 \}.$$ 

For any $l \in \mathbb{N}_0$, the map

$$| \cdot |_{l, k} : \mathcal{E}^{k}_{2^{-l}}(\mathbb{C}) \to \mathbb{R}_+, \ u \mapsto |u|_{l, k} := \sup_{z \in \mathbb{C}} \{ |u(z)| \exp(-2^{-l}|z|^k) \},$$

is a norm in $\mathcal{E}^{k}_{2^{-l}}(\mathbb{C})$ and $(\mathcal{E}^{k}_{2^{-l}}(\mathbb{C}), | \cdot |_{l, k})$ is a Banach space. The space of entire functions of minimal type and order of growth $k$ is defined by

$$\mathcal{E}^{k}_{\text{min}}(\mathbb{C}) := \bigcap_{l \in \mathbb{N}_0} \mathcal{E}^{k}_{2^{-l}}(\mathbb{C}).$$
Any entire function \( u \) can be represented in Taylor series in the form
\[
    u(z) = \sum_{n=0}^{\infty} u_n z^n, \quad u_n = \frac{1}{n!} \frac{d^n}{dz^n} u(z) \bigg|_{z=0}, \quad z \in \mathbb{C}.
\]

Let us consider the family \((\|\cdot\|_{q,\kappa})_{q \in \mathbb{N}_0}, \kappa \in [0, 1]\) of Hilbert norms in \( \mathcal{E}_\text{min}^k(\mathbb{C}) \), defined by
\[
    \|u\|_{q,\kappa}^2 := \sum_{n=0}^{\infty} (n!)^{1+\kappa} 2^{nq} |u_n|^2 < \infty, \quad u \in \mathcal{E}_\text{min}^k(\mathbb{C}).
\]

This family of Hilbert norms is equivalent to the family of norms \((|\cdot|_{l,k})_{l \in \mathbb{N}_0}\), see Appendix A.

**Theorem 6.1.** The convolution \( C_{\pi,\beta} \) is a homeomorphism between the test function space \( (N)_{\pi,\beta}^1 \) and the space \( \mathcal{E}_\text{min}^k(\mathbb{C}) \) of entire functions of minimal type and order of growth one.

**Proof.** Let \( \varphi \in (N)_{\pi,\beta}^1 \) be of the form \( \varphi = \sum_{n=0}^{\infty} \varphi_n C_{\lambda,\beta}^{n} \) with
\[
    \|\varphi\|_{q,1,\pi,\beta}^2 = \sum_{n=0}^{\infty} (n!)^2 2^{nq} |\varphi_n|^2 < \infty
\]
for each \( q \in \mathbb{N}_0 \). So we have
\[
    |\varphi_n| \leq (n!)^{-1/2} 2^{-nq/2} \|\varphi\|_{q,1,\pi,\beta}.
\]

It follows from Example 5.3 that
\[
    (C_{\pi,\beta} \varphi)(z) = \sum_{n=0}^{\infty} \varphi_n(z) = \sum_{n=0}^{\infty} \varphi_n \sum_{k=0}^{n} s(n, k) z^k = \sum_{k=0}^{\infty} \sum_{n=0}^{\infty} \varphi_n s(n, k) z^k,
\]
where in the second equality we use Proposition B.5–1. From Proposition B.4–1, we have
\[
    s(n, k) = \frac{A_n}{k!}.
\]

For \( \varepsilon > 0 \), we define
\[
    F_{\varepsilon} := \sup_{|z|=\varepsilon} |f(z)|,
\]
where \( f(z) = \log(1+z) \), so that by Cauchy inequality
\[
    |s(n, k)| \leq \frac{1}{k!} \sum_{l_1+\cdots+l_k=n} \frac{n!}{l_1! \cdots l_k!} |f^{(l_1)}(0)| \cdots |f^{(l_k)}(0)| \leq \frac{1}{k!} \sum_{l_1+\cdots+l_k=n} \frac{n! l_1! \cdots l_k!}{l_1! \cdots l_k!} F_{\varepsilon}^{k \varepsilon^{-n}} \leq \frac{n!}{k!} F_{\varepsilon}^{k \varepsilon^{-n}} \varepsilon^{-n}.
\]

Now, we estimate \( \sum_{n=0}^{\infty} \varphi_n s(n, k) \) as follows
\[
    \left| \sum_{n=0}^{\infty} \varphi_n s(n, k) \right| \leq \sum_{n=0}^{\infty} |\varphi_n| |s(n, k)| \leq \sum_{n=0}^{\infty} (n!)^{-1/2} 2^{-nq/2} \|\varphi\|_{q,1,\pi,\beta} \frac{n!}{k!} F_{\varepsilon}^{k \varepsilon^{-n}} \leq \frac{\|\varphi\|_{q,1,\pi,\beta} F_{\varepsilon}^{k}}{k!} \sum_{n=0}^{\infty} \left( \frac{2^{2^{2} \varepsilon^{-1}}}{\varepsilon^{-1}} \right)^n = \frac{\|\varphi\|_{q,1,\pi,\beta} F_{\varepsilon}^{k}}{k!} \frac{1}{(1 - \frac{2^{2^{2} \varepsilon^{-1}}}{\varepsilon^{-1}})^{-1}}
\]
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for $2^{\frac{2}{1-\varepsilon}} < 1$. It follows that

$$
\| (C_{\lambda,\beta} \varphi)(z) \|_{q,1}^2 \leq \sum_{k=0}^{\infty} (k!)^2 2^{kq} \| \varphi \|_{q,1,\pi,\lambda,\beta}^2 F_{\varepsilon}^{2k} \left( \frac{1}{k!} \right)^2 (1 - 2^{\frac{2}{1-\varepsilon}} \varepsilon^{-1})^{-2}
$$

$$
= \| \varphi \|_{q,1,\pi,\lambda,\beta}^2 (1 - 2^{\frac{2}{1-\varepsilon}} \varepsilon^{-1})^{-2} \sum_{k=0}^{\infty} (2^q F_{\varepsilon}^2)^k
$$

$$
= \| \varphi \|_{q,1,\pi,\lambda,\beta}^2 (1 - 2^{\frac{2}{1-\varepsilon}} \varepsilon^{-1})^{-2} (1 - 2^q F_{\varepsilon}^2)^{-1},
$$

where $\varepsilon > 0$ is such that $2^q F_{\varepsilon}^2 < 1$. So $C_{\lambda,\beta}$ is continuous.

Conversely, let $u \in \mathcal{E}_0^k(\mathbb{C})$ be given such that

$$
u(z) = \sum_{n=0}^{\infty} u_n z^n
$$

with

$$
\| u \|_{q,1}^2 = \sum_{n=0}^{\infty} (n!)^2 2^{nq} |u_n|^2 < \infty
$$

for each $q \in \mathbb{N}_0$. Hence,

$$
|u_n| \leq (n!)^{-1/2} 2^{-nq/2} \| u \|_{q,1}.
$$

Note that

$$
u(z) = \sum_{n=0}^{\infty} u_n z^n = \sum_{n=0}^{\infty} u_n \sum_{k=0}^{\infty} S(n, k)(z)_k = \sum_{k=0}^{\infty} \sum_{n=0}^{\infty} u_n S(n, k)(z)_k
$$

by Proposition B.5–2. From Proposition B.4–2, we have

$$
S(n, k) = \frac{B_n^k}{k!}
$$

For $\varepsilon > 0$, we define

$$
G_{\varepsilon} := \sup_{|z| = \varepsilon} |g(z)|
$$

where $g(z) = e^z - 1$ such that by Cauchy inequality

$$
|S(n, k)| \leq \frac{1}{k!} \sum_{l_1 + \ldots + l_k = n} \frac{n!}{l_1! \ldots l_k!} |g^{(l_1)}(0)| \ldots |g^{(l_k)}(0)|
$$

$$
\leq \frac{1}{k!} \sum_{l_1 + \ldots + l_k = n} \frac{n! l_1! \ldots l_k!}{l_1! \ldots l_k!} G_{\varepsilon}^{l_1} \ldots G_{\varepsilon}^{l_k} \varepsilon^{-n}
$$

$$
\leq \frac{n!}{k!} G_{\varepsilon}^{n} \varepsilon^{-n}.
$$

Now, we estimate $\sum_{n=0}^{\infty} u_n S(n, k)$ as follows

$$
\left| \sum_{n=0}^{\infty} u_n S(n, k) \right| \leq \sum_{n=0}^{\infty} |u_n| S(n, k)
$$

$$
\leq \sum_{n=0}^{\infty} (n!)^{-1} 2^{-nq/2} \| u \|_{q,1} \frac{n!}{k!} G_{\varepsilon}^{n} \varepsilon^{-n}
$$

$$
\leq \| u \|_{q,1} \frac{G_{\varepsilon}^{k}}{k!} \sum_{n=0}^{\infty} \left( \frac{2^{\frac{2}{1-\varepsilon}} \varepsilon^{-1}}{2^q F_{\varepsilon}^2} \right)^n
$$

$$
= \| u \|_{q,1} \frac{G_{\varepsilon}^{k}}{k!} \left( 1 - \frac{2^{\frac{2}{1-\varepsilon}} \varepsilon^{-1}}{2^q F_{\varepsilon}^2} \right)^{-1}
$$
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for $2^{2\frac{q}{1-k}}\varepsilon^{-1} < 1$. Define $\psi$ of the form

$$\psi = \sum_{k=0}^{\infty} \psi_k C_k^{\lambda,\beta}$$

where $\psi_k = \sum_{n=0}^{\infty} u_n S(n, k)$. Then we have

$$\|\psi\|_{q,1,\pi,\lambda,\beta}^2 \leq \sum_{k=0}^{\infty} (k!)^{2q} \left\| u \right\|_{q,1}^2 \frac{G^q_k \varepsilon^{-1}}{(k!)^2} (1 - 2^{2\frac{q}{1-k}}\varepsilon^{-1})^{-2}$$

$$= \frac{\| u \|_{q,1}^2 (1 - 2^{2\frac{q}{1-k}}\varepsilon^{-1})^{-2} \sum_{k=0}^{\infty} (2^q G^q_k)^k}{(1 - 2^{2\frac{q}{1-k}}\varepsilon^{-1})^{-2}(1 - 2^q G^q_k)^{-1}},$$

(6.1)

where $\varepsilon > 0$ is such that $2^q G^q_k < 1$. Hence, $\psi \in (N)^{1,\pi,\lambda,\beta}$ and $C_{\pi,\lambda,\beta} \psi = u$. Moreover, if $C_{\pi,\lambda,\beta} \psi = 0$, equation (6.1) implies that $\psi = 0$ and so $C_{\pi,\lambda,\beta}$ is one-to-one. On the other hand, we have $C_{\pi,\lambda,\beta}^{-1} u = \psi$ which implies $C_{\pi,\lambda,\beta}$ is onto. Now, it follows that

$$\|C_{\pi,\lambda,\beta}^{-1} u\|_{q,1,\pi,\lambda,\beta} \leq \frac{\| u \|_{q,1}^2 (1 - 2^{2\frac{q}{1-k}}\varepsilon^{-1})^{-2}(1 - 2^q G^q_k)^{-1}}{\sum_{\lambda,\beta} \| u \|_{q,1}^2} < \infty$$

which proves the continuity of $C_{\pi,\lambda,\beta}^{-1}$. 

\[\square\]

**6.2 Characterization of $(N)^{-\kappa}_{\pi,\lambda,\beta}$, $\kappa \in [0, 1)$**

For every $l \in \mathbb{N}_0$, we denote by $E_{2^l}^{k'}(\mathbb{C})$ the set of entire functions of growth $k' \in [2, \infty)$ and type $2^l$, i.e.,

$$E_{2^l}^{k'}(\mathbb{C}) = \{ U : \mathbb{C} \to \mathbb{C} \text{ is entire } | |U(z)| \leq C \exp(2^l |z|^{k'}), \ C > 0 \}.$$  

For all natural $l$, the map

$$| \cdot |_{l,k'} : E_{2^l}^{k'}(\mathbb{C}) \to \mathbb{R}, U \mapsto |U|_{l,k} := \sup_{z \in \mathbb{C}} \{ |U(z)| \exp(-2^l |z|^{k'}) \}$$

is a norm in $E_{2^l}^{k'}(\mathbb{C})$ and $(E_{2^l}^{k'}(\mathbb{C}), | \cdot |_{l,k'})$ is a Banach space. The space of entire functions of maximal type and order of growth $k'$, is defined by

$$E_{\text{max}}^{k'}(\mathbb{C}) := \bigcup_{l \in \mathbb{N}_0} E_{2^l}^{k'}(\mathbb{C}).$$

Taking into account Taylor’s representation around the origin of $U \in E_{\text{max}}^{k'}(\mathbb{C})$, we can consider in $E_{\text{max}}^{k'}(\mathbb{C})$ the family $(| \cdot |_{q,\pi,\lambda,\beta})_{q \in \mathbb{N}_0, \ \kappa \in [0, 1)}$, of Hilbert norms, given by

$$\|U\|_{q,\pi,\lambda,\beta}^2 = \sum_{n=0}^{\infty} (n!)^{1-\beta} 2^{-nq} |U_n|^2 < \infty,$$

which is equivalent to the family of norms $(| \cdot |_{l,k'})_{l \in \mathbb{N}_0}$, see Appendix A.

**Theorem 6.2.** The $S_{\pi,\lambda,\beta}$-transform is a homeomorphism between the generalized function space $(N)^{-\kappa}_{\pi,\lambda,\beta}$, $\kappa \in [0, 1)$ and the space $E_{\text{max}}^{k'}(\mathbb{C})$ of entire functions of maximal type and order of growth $k' = \frac{2}{1-\beta}$.

**Proof.** The proof of this theorem is analogous to that of the previous theorem, using Proposition A.2 in Appendix A. \[\square\]
6.3 Characterization of \((N)^{-1}_{\pi_\lambda,\beta}\)

Let \(\text{Hol}_0(\mathbb{C})\) be the set of holomorphic functions in a neighborhood of the origin. Let us consider the family \((|\cdot|_l)_{l \in \mathbb{N}_0}\) of norms in \(\text{Hol}_0(\mathbb{C})\), defined as follows. If \(U \in \text{Hol}_0(\mathbb{C})\), then there is \(l \in \mathbb{N}_0\), such that
\[
|U|_{l,\infty} := \sup_{|z| \leq 2^{-l}} |U(z)| < \infty.
\]
Under these conditions, \(U\) admits a Taylor series representation in \(D = \{z \in \mathbb{C} \mid |z| \leq 2^{-l}\}\),
\[
U(z) = \sum_{n=0}^{\infty} U_n z^n, \quad \forall z \in D,
\]
there exist \(q \in \mathbb{N}_0\), such that
\[
\|U\|_{2^{-q},-1} = \sum_{n=0}^{\infty} 2^{-nq} |U_n|^2 < \infty.
\]
Thus, we have introduced in \(\text{Hol}_0(\mathbb{C})\) another family of norms, \((|\cdot|_{2^{-q},-1})_{q \in \mathbb{N}_0}\), equivalent to the first \((|\cdot|_l)_{l \in \mathbb{N}_0}\), see Proposition A.3 in Appendix A.

**Theorem 6.3.** The \(S_{\pi_\lambda,\beta}\)-transform is a homeomorphism between the generalized function space \((N)^{-1}_{\pi_\lambda,\beta}\) and the \(\text{Hol}_0(\mathbb{C})\) space.

**Proof.** The proof of this theorem is similar to that of the two previous theorems, using Proposition A.3 in Appendix A. \(\square\)

7 Wick Calculus

It is easy to see that the set \(\text{Hol}_0(\mathbb{C})\) forms an algebra of functions, for the usual operations of addition and multiplication by a scalar. So, if \(\Phi, \Psi \in (N)_{\pi_\lambda,\beta}^{-1}\), then \(S_{\pi_\lambda,\beta} \Phi, S_{\pi_\lambda,\beta} \Psi \in \text{Hol}_0(\mathbb{C})\) and also \(S_{\pi_\lambda,\beta} \Phi \cdot S_{\pi_\lambda,\beta} \Psi \in \text{Hol}_0(\mathbb{C})\). By Theorem 6.3, there exists \(\Theta \in (N)_{\pi_\lambda,\beta}^{-1}\) such that \(S\Theta = S_{\pi_\lambda,\beta} \Phi \cdot S_{\pi_\lambda,\beta} \Psi\). We denote the generalized function \(\Theta\) by \(\Phi \diamond \Psi\) which we call **Wick product** of \(\Phi\) and \(\Psi\). So if
\[
\Phi = \sum_{n=0}^{\infty} \Phi_n Q_n^{-\pi_\lambda,\beta}, \quad \Psi = \sum_{n=0}^{\infty} \Psi_n Q_n^{-\pi_\lambda,\beta},
\]
then \(\Phi \diamond \Psi\) is represented by
\[
\Phi \diamond \Psi = \sum_{n=0}^{\infty} \Theta_n Q_n^{-\pi_\lambda,\beta}, \quad \Theta_n = \sum_{k=0}^{n} \Phi_k \Psi_{n-k}.
\]

The following proposition tells us that the Wick product is a continuous map.

**Proposition 7.1.** The Wick product is a continuous mapping in \((N)_{\pi_\lambda,\beta}^{-1}\), and given \(\Phi \in (H)_{-q,\pi_\lambda,\beta}^{-1}\), \(\Psi \in (H)_{-p,\pi_\lambda,\beta}^{-1}\) we have the following:
\[
\|\Phi \diamond \Psi\|_{-r,\pi_\lambda,\beta} \leq \|\Phi\|_{-q,\pi_\lambda,\beta} \|\Psi\|_{-p,\pi_\lambda,\beta}, \quad r = p + q + 1.
\]
Proof. We can estimate the norm as follows:

\[
\|\Phi \diamond \Psi\|_{\tau, -1, \pi_{\lambda, \beta}}^2 = \sum_{n=0}^{\infty} 2^{-nr} |\Theta_n|^2 \\
\leq \sum_{n=0}^{\infty} 2^{-nr} (n + 1) \sum_{k=0}^{n} |\Phi_k|^2 |\Psi_{n-k}|^2 \\
\leq \sum_{n=0}^{\infty} \sum_{k=0}^{n} 2^{-nq} 2^{-np} |\Phi_k|^2 |\Psi_{n-k}|^2 \\
\leq \left( \sum_{n=0}^{\infty} 2^{-nq} |\Phi_n|^2 \right) \left( \sum_{n=0}^{\infty} 2^{-np} |\Psi_n|^2 \right) \\
= \|\Phi\|_{q, -1, \pi_{\lambda, \beta}}^2 \|\Psi\|_{p, -1, \pi_{\lambda, \beta}}^2,
\]

where we use the fact \( \frac{n+1}{2^n} \leq 1 \).

The Wick powers \( \Phi^{\diamond n} := \Phi \diamond \Phi \diamond \ldots \diamond \Phi \), \( n \in \mathbb{N}_0 \) of \( \Phi \in (N)^{-1}_{\pi_{\lambda, \beta}} \) are defined as

\[
\Phi^{\diamond n} = S_{\pi_{\lambda, \beta}}^{-1} ((S_{\pi_{\lambda, \beta}} \Phi)^n).
\]

In general, if \( L(z) = \sum_{n=0}^{\infty} L_n z^n \) is an analytic function, so we can study the Wick version of this function, i.e., \( L^{\diamond}(\Phi) \), \( \Phi \in (N)^{-1}_{\pi_{\lambda, \beta}} \). We have the following theorem.

**Theorem 7.2.** Let \( L \) be an analytic function in a neighborhood of \( z_0 = E_{\pi_{\lambda, \beta}}(\Phi) \), \( \Phi \in (N)^{-1}_{\pi_{\lambda, \beta}} \). Then \( L^{\diamond}(\Phi) \) defined by \( L^{\diamond}(\Phi) := S_{\pi_{\lambda, \beta}}^{-1} (L(S_{\pi_{\lambda, \beta}} \Phi)) \) is an element in \( (N)^{-1}_{\pi_{\lambda, \beta}} \).

Proof. In order to apply the characterization theorem (cf. Theorem 6.3) it is enough to check that \( L(S_{\pi_{\lambda, \beta}} \Phi) \) is holomorphic around the origin. But this follows easily by choosing a sufficiently small neighborhood around the origin so that the composition \( L \circ S_{\pi_{\lambda, \beta}} \Phi \) is holomorphic.

**Example 7.3.** Let \( \Phi, \Psi \in (N)^{-1}_{\pi_{\lambda, \beta}} \) be two generalized functions.

1. Then \( \exp^{\diamond}(\Phi) \) can be written as

\[
\exp^{\diamond}(\Phi) = \sum_{n=0}^{\infty} \frac{1}{n!} \Phi^{\diamond n}.
\]

2. It is easy to check the following property:

\[
\exp^{\diamond}(\Phi) \exp^{\diamond}(\Psi) = \exp^{\diamond}(\Phi + \Psi).
\]

3. If \( \Phi \) is such that \( E_{\pi_{\lambda, \beta}}(\Phi) > 0 \), then \( \log^{\diamond}(\Phi) \in (N)^{-1}_{\pi_{\lambda, \beta}} \) which is the solution of the equation

\[
\exp^{\diamond}(X) = \Phi.
\]

4. If \( \Phi \) is such that \( E_{\pi_{\lambda, \beta}}(\Phi) \neq 0 \), then \( \Phi^{\diamond -1} := S_{\pi_{\lambda, \beta}}^{-1} ((S_{\pi_{\lambda, \beta}} \Phi)^{-1}) \in (N)^{-1}_{\pi_{\lambda, \beta}} \) and the solution of the equation

\[
X \diamond \Phi = \Psi
\]

is \( X = \Phi^{\diamond -1} \diamond \Psi \).

The Wick product easily generalizes to generalized function spaces \( (N)^{-\kappa}_{\pi_{\lambda, \beta}} \), \( \kappa \in [0, 1) \), as well as test function spaces \( (N)^{\kappa}_{\pi_{\lambda, \beta}} \), \( \kappa \in [0, 1] \). The concept of Wick product is often used in models of stochastic differential equations, the solutions being obtained through the \( S_{\pi_{\lambda, \beta}} \)-transform, see for example [10].
8 Conclusion and Outlook

In this paper, we have developed the biorthogonal system to investigate the spaces of test and generalized functions associated to the fractional Poisson measure $\pi_{\lambda,\beta}$ on $\mathbb{N}_0$. The system of generalized Appell polynomials $P_{\pi,\lambda,\beta}$ describes the spaces of test functions while the generalized dual Appell system $Q_{\pi,\lambda,\beta}$ is suited to description of generalized functions rising from $\pi_{\lambda,\beta}$. In addition, we have characterized both test and generalized function spaces through two suitable integral transforms. The Wick calculus extends in a straightforward manner from Gaussian analysis to the present fractional Poisson analysis. In a future work, we plan to extend these results to an infinite dimensional framework. More precisely, the fractional Poisson measure on the linear space $\mathcal{D}'(\mathbb{R}^d) = C^\infty_0(\mathbb{R}^d)$, the dual of the nuclear space of Schwartz test functions, or on the configuration space $\Gamma_{\mathbb{R}^d} \subset \mathcal{D}'(\mathbb{R}^d)$ over $\mathbb{R}^d$.

A Proofs. Equivalence of Norms

For the completeness of this work we provide the proofs of the following propositions.

**Proposition A.1.** The two system of norms $\{\cdot\}_{l,k}$ and $\{\cdot\}_{q,\kappa}$, $k = \frac{2}{1+\kappa}$ and $\kappa \in [0, 1]$ defined in the space $\mathcal{E}_{\min}^k(\mathbb{C})$ are equivalent.

**Proof.** Let $l \in \mathbb{N}_0$ and $u \in \mathcal{E}_{\min}^k(\mathbb{C})$ be arbitrary. We are going to show that there exist $C > 0$ and $q \in \mathbb{N}_0$, such that $|u|_{l,k} \leq C \|u\|_{q,\kappa}$. As $u \in \mathcal{E}_{\min}^k(\mathbb{C})$, we have that $\|u\|_{q,\kappa} < \infty$, $\forall q \in \mathbb{N}_0$. In addition, it turns out also that $|u|_{l,k} < \infty$, $\forall l \in \mathbb{N}_0$ because $\mathcal{E}_{\min}^k(\mathbb{C}) \subset \mathcal{E}_{\min}^k(\mathbb{C})$, $\forall l \in \mathbb{N}_0$. Since $u$ is entire, it admits the Taylor series representation around the origin, $u(z) = \sum_{n=0}^{\infty} u_n z^n$. Thus, $\forall q \in \mathbb{N}_0$, $\forall z \in \mathbb{C}$, by the Cauchy-Schwarz inequality we obtain

$$|u(z)| \leq \sum_{n=0}^{\infty} |u_n| |z|^n \leq \sum_{n=0}^{\infty} \left( (n!)^{1+\kappa} 2^{nq} \right)^{1/2} |u_n| \left( (n!)^{1+\kappa} 2^{nq} \right)^{-1/2} |z|^n \leq \|u\|_{q,\kappa} \sum_{n=0}^{\infty} \left( \frac{2^{-q} |z|^2 n}{(n!)^{1+\kappa}} \right) \leq \|u\|_{q,\kappa} \sum_{n=0}^{\infty} \left( \frac{2^{-q} |z|^k n}{n!} \right)^{1+\kappa}.$$

Note that by the Hölder's inequality, we have

$$\sum_{n=0}^{\infty} \left( \frac{x^n}{n!} \right) \leq \left( \sum_{n=0}^{\infty} \frac{x^n}{n!} \right)^{2-\gamma} \left( \sum_{n=0}^{\infty} \left( \frac{x^n}{n!} \right)^2 \right)^{\gamma-1} \leq (e^x)^{2-\gamma} (e^{2x})^{\gamma-1} = e^{\gamma x}$$

for $x \geq 0$ and $1 < \gamma < 2$. This yields

$$\sum_{n=0}^{\infty} \left( \frac{2^{q/2} |z|^k n}{n!} \right)^{1+\kappa} \leq \exp \left( k^{-1} 2^{-q/2} |z|^k \right).$$

Thus, we have
Given $K > 0$, let $u \in \mathcal{E}_{\text{max}}^k(\mathbb{C})$ be arbitrary. Now we are going to show that there exist $K > 0$ and $l \in \mathbb{N}_0$, such that $\|u\|_{q,\kappa} \leq K \|u\|_{l,k}$. Note that, for all $l \in \mathbb{N}_0$, we have

$$|u(z)| \leq |u|_{l,k} \exp(2^{-l}|z|^k), \quad \forall z \in \mathbb{C}.$$ 

Thus, it turns out that

$$|u_n| \leq \frac{1}{2\pi} \int_{|z|=\rho>0} |u(z)| \frac{e^{2i\rho n}}{|z|^{n+1}} |dz| \leq |u|_{l,k} \frac{e^{2i\rho^k}}{\rho^n}, \quad \rho > 0.$$ 

This bound may be optimized by taking $\rho = (n2^k)^{-1}$. Substituting, we get

$$|u_n| \leq |u|_{l,k}(e^k - n)^{-k-1}(k^2 n^{-l})^{-k^{-1}}.$$ 

Finally, taking into the account the Stirling formula,

$$e^n n^{-n} \leq 1, \quad n \in \mathbb{N},$$

we obtain

$$|u_n| \leq |u|_{l,k} \left( \frac{e\sqrt{2\pi}(n+1)}{n!} \right)^{-k^{-1}} (k^2 n^{-l})^{-k^{-1}}.$$ 

Thus, the norm $\|u\|_{q,\kappa}$ is given by

$$\|u\|_{q,\kappa}^2 = \sum_{n=0}^{\infty} (n!)^{1+\kappa} 2^n |u_n|^2 \leq |u|_{l,k}^2 \left( \frac{e\sqrt{2\pi}}{n!} \right)^{1+\kappa} \sum_{n=0}^{\infty} (n+1)^2 (k^2 n-1)^{1+\kappa}. \quad (A.1)$$ 

Given $q \in \mathbb{N}_0$, we take $l \in \mathbb{N}_0$ such that $2^q (k2^{-l})^{1+\kappa} < 1$ and use the equality

$$\sum_{n=0}^{\infty} (n+1)^2 x^n \leq \sum_{n=0}^{\infty} (n+1)(n+2)x^n = (1-x)^{-3}, \quad |x| < 1,$$

the series in (A.1) is finite. The inequality (A.1) also proves that the norms of the family $(\|\cdot\|_{q,\kappa})_{q \in \mathbb{N}_0}$ are also well defined.

**Proposition A.2.** The two system of norms $(\|\cdot\|_{l,k'})_{l \in \mathbb{N}_0}, \ k' = \frac{2}{1+\kappa}$ and $(\|\cdot\|_{-q,-\kappa})_{q \in \mathbb{N}_0}, \ k \in [0, 1)$ defined in the space $\mathcal{E}_{\text{max}}^{k'}(\mathbb{C})$ are equivalent.

**Proof.** Following a process analogous to the previous proof, taking $q \in \mathbb{N}_0$ and $U \in \mathcal{E}_{\text{max}}^{k'}(\mathbb{C})$ as arbitrary, we show that there is a natural number $l$, such that $2^l \geq (k')^{-1} 2^{q-1} (k+\kappa)/(1-\kappa)$ and a positive number $C = 2^{\kappa/2}$ such that $|U|_{l,k'} \leq C \|U\|_{-q,-\kappa}$.

Conversely, and also analogously to the previous proof, given $l \in \mathbb{N}_0$ and $U \in \mathcal{E}_{\text{max}}^{k'}(\mathbb{C})$ such that $|U|_{l,k'} < \infty$, we prove that there is a natural number $Q$ where $2^{-q} (\frac{1}{1-\kappa})^{-1} < 1$ and a positive number $K = (e\sqrt{2\pi})^{(1-\kappa)/2} (1 - 2^{-q} (\frac{2^{q+1}}{1-\kappa})^{-1})$, such that $\|U\|_{-q,-\kappa} \leq K \|U|_{l,k'}$.

**Proposition A.3.** The two system of norms $(\|\cdot\|_{l,\infty})_{l \in \mathbb{N}_0}$ and $(\|\cdot\|_{-q,-1})_{q \in \mathbb{N}_0}$, introduced in $\text{Hol}_0(\mathbb{C})$ are equivalent.

**Proof.** The proof is analogous to the two previous ones. Taking $q \in \mathbb{N}_0$ and $U \in \text{Hol}_0(\mathbb{C})$, so that $\|U\|_{-q,-1} < \infty$, we show that there exist $C = (1 - 2^q |z|^2)^{-1-2} > 0$ and $l \in \mathbb{N}_0$ ($l > \frac{q}{2}$), such that $|U|_{l,\infty} \leq C \|U\|_{-q,-1}$. In turn, given $l \in \mathbb{N}_0$ and $U \in \text{Hol}_0(\mathbb{C})$, with $|U|_{l,\infty} < \infty$, we obtain $q \in \mathbb{N}_0$ ($q > 2l$), and $K = (1 - 2^{-q+2})^{-1-2} > 0$ with $\|U\|_{-q,-1} < K |U|_{l,\infty}$. \qed
B  Appell Polynomials and Bell Polynomials

In this section, we recall some fundamental concepts and results well known in the literature and needed in what follows. More precisely, the notion of Stirling numbers and Bell polynomials as well as Appell sequences are introduced (see Subsection B.1) and their connection with Appell polynomials are developed in Subsection B.2.

B.1 Stirling Numbers and Bell Polynomials

Definition B.1 (Stirling numbers of the first kind, see [22]). Given $n, m \in \mathbb{N}_0$, with $0 \leq m \leq n$, the Stirling numbers of the first kind, denoted by $s(n, m)$, is defined as $(-1)^n$ times the number of ways to arrange $n$ distinct objects around $m$ (indistinguishable) circles such that each circle has at least one object.

Definition B.2 (Stirling numbers of the second kind, see [6]). Given two nonnegative integers $n$ and $m$, the Stirling numbers of the second kind, denoted by $S(n, m)$, is defined as the number of ways of distributing $n$ distinct objects into $m$ identical boxes such that no box is empty.

Proposition B.3 (see [22]). The Stirling numbers have the following generating functions

$$(e^z - 1)^k = k! \sum_{n=k}^{\infty} S(n, k) \frac{z^n}{n!}$$

and

$$(\log(1 + z))^k = k! \sum_{n=k}^{\infty} s(n, k) \frac{z^n}{n!}.$$

Proposition B.4. The Stirling numbers can be expressed as

1. $s(n, m) = \frac{A_m}{m!}$, where $A_0 := 1$ and $A_n := \sum_{l_1 + \cdots + l_m = n} \frac{(-1)^{n+m} n!}{l_1! \cdots l_m!}$, $l_i \in \{1, \ldots, n\}$ for all $i = 1, \ldots, m$.

2. $S(n, m) = \frac{B_m}{m!}$, where $B_0 := 1$ and $B_n := \sum_{l_1 + \cdots + l_m = n} \frac{n!}{l_1! \cdots l_m!}$, $l_i \in \{1, \ldots, n\}$ for all $i = 1, \ldots, m$.

Proof. Let $k, n, m \in \mathbb{N}_0$ be given.

1. First, note that $s(0, 0) = 1$. By Proposition B.3,

$$\sum_{n=m}^{\infty} s(n, m) \frac{z^n}{n!} = \frac{(\log(1 + z))^m}{m!}$$

$$= \frac{1}{m!} \left( \sum_{l=1}^{\infty} \frac{z^l}{l!} (-1)^{l+1} (l-1)! \right)^m$$

$$= \frac{1}{m!} \sum_{n=m}^{\infty} \frac{z^n}{n!} \sum_{l_1 + \cdots + l_m = n} \frac{n!}{l_1! \cdots l_m!} \prod_{i=1}^{m} (-1)^{l_i+1} (l_i - 1)!$$

$$= \frac{1}{m!} \sum_{n=m}^{\infty} \frac{z^n}{n!} \sum_{l_1 + \cdots + l_m = n} \frac{(-1)^{n+m} n!}{l_1 \cdots l_m}$$

$$= \sum_{n=m}^{\infty} \frac{A_m}{m!} \frac{z^n}{n!}.$$

The result follows by comparing the coefficients in both sides of the equation.
Note that \( S(0,0) = 1 \). By Proposition B.3,

\[
\sum_{n=m}^{\infty} S(n,m) \frac{z^n}{n!} = \frac{(e^z - 1)^m}{m!}
\]

\[
= \frac{1}{m!} \left( \sum_{l=1}^{\infty} \frac{z^l}{l!} \right)^m
\]

\[
= \frac{1}{m!} \sum_{n=m}^{\infty} \frac{z^n}{n!} \sum_{l_1 + \cdots + l_m = n} \frac{n!}{l_1! \cdots l_m!}
\]

\[
= \sum_{n=m}^{\infty} \frac{B_m^n z^n}{m! n!}
\]

The claim follows again by comparing the coefficients in both sides of the equation.

\[\square\]

**Proposition B.5** (see [22]). For \( n, k \in \mathbb{N}_0 \), we have

1. \( (x)_n = \sum_{k=0}^{n} s(n,k)x^k \),
2. \( x^n = \sum_{k=0}^{n} S(n,k)(x)_k \).

**Definition B.6** (Appell sequences, see [1, 27]). A polynomial sequence \( A_n(x) \) is said to be *Appell sequence for \( g(t) \)* if and only if

\[
\frac{1}{g(t)} \exp(xt) = \sum_{n=0}^{\infty} A_n(x) \frac{t^n}{n!},
\]

where

\[
g(t) = \sum_{n=0}^{\infty} g_n \frac{t^n}{n!}
\]

and \( g_0 \neq 0 \).

**Theorem B.7** (General Leibniz Rule, see [6]). If \( f \) and \( g \) are \( n \)-times differentiable functions, then the product is also \( n \)-times differentiable and its \( n \)-th derivative is given by

\[
(fg)^{(n)} = \sum_{k=0}^{n} \binom{n}{k} f^{(n-k)}g^{(k)},
\]

where \( \binom{n}{k} = \frac{n!}{k!(n-k)!} \) is the binomial coefficient and \( f^{(0)} = f \).

**Theorem B.8** (Faà di Bruno’s Formula, see [5, 11]). If \( f \) and \( g \) are functions for which all necessary derivatives are defined, then

\[
\frac{d^n}{dt^n} f(g(t)) = \sum m_1! m_2! \cdots m_k! f^{(m_1+\cdots+m_k)}(g(t)) \prod_{j=1}^{n} \left( \frac{g^{(j)}(t)}{j!} \right)^{m_j},
\]

where the sum is over all \( n \)-tuples of non-negative integers \((m_1, \ldots, m_n)\) satisfying the constraint

\[
1 \cdot m_1 + 2 \cdot m_2 + \cdots + n \cdot m_n = n.
\]
**Definition B.9** (Bell polynomials, see [6]). The Bell polynomials $B_{n,k}(\cdot)$, $n, k \in \mathbb{N}_0$ are defined for any $x_1, x_2, \ldots, x_{n-k+1} \in \mathbb{R}$ by

$$B_{n,k}(x_1, x_2, \ldots, x_{n-k+1}) := \sum_{j_1! \cdots j_{n-k+1}!} \frac{n!}{j_1! \cdots j_{n-k+1}!} \left(\frac{x_1}{1!}\right)^{j_1} \left(\frac{x_2}{2!}\right)^{j_2} \cdots \left(\frac{x_{n-k+1}}{(n-k+1)!}\right)^{j_{n-k+1}},$$

where the sum is taken over all sequences $j_1, j_2, \ldots, j_{n-k+1}$ of non-negative integers such that the following conditions are satisfied

1. $j_1 + j_2 + \cdots + j_{n-k+1} = k$,
2. $j_1 + 2j_2 + \cdots + (n-k+1)j_{n-k+1} = n$.

For convenience, we use the short notation

$$B_{n,k}(x_1, x_2, \ldots, x_{n-k+1}) := B_{n,k}(x_1^n, x_2^n, \ldots, x_{n-k+1}^n).$$

**Theorem B.10** (Faà di Bruno’s formula using Bell polynomial, see [5, 11]). If $f(t)$ and $g(t)$ are functions for which all necessary derivatives are defined, then

$$\frac{d^n}{dt^n} f(g(t)) = \sum_{k=0}^{n} f^{(k)}(g(t)) B_{n,k}(g'(t), g''(t), \ldots, g^{(n-k+1)}(t)).$$

**B.2 Connections Between Appell and Bell Polynomials**

In general, the Appell polynomials $A_{\lambda,\beta}^n(\cdot)$, $n \in \mathbb{N}$, may be explicitly written in terms of the Bell polynomials and the moments of the fractional Poisson measure $\pi_{\lambda,\beta}$, see Theorem B.15 below.

At first recall the definition of the moments of $\pi_{\lambda,\beta}$, for any $n \in \mathbb{N}_0$,

$$M_{\lambda,\beta}(n) := \frac{d^n}{dz^n} \pi_{\lambda,\beta}(z) \bigg|_{z=0} = \frac{d^n}{dz^n} E_{\beta}(\lambda(e^z - 1)) \bigg|_{z=0}.$$

**Lemma B.11.** For every $n \in \mathbb{N}_0$, we have

$$A_{\lambda,\beta}^n(0) = \sum_{k=0}^{n} (-1)^k k! B_{n,k}(M_{\lambda,\beta}(j))_{j=1}^{n-k+1}).$$

**Proof.** By definition of $A_{\lambda,\beta}^n(0)$ we have

$$A_{\lambda,\beta}^n(0) := \frac{d^n}{dz^n} e^{\pi_{\lambda,\beta}(z; x)} \bigg|_{z=x=0}.$$

We denote by $f$ and $g$ the functions

$$f(z) := e^{\pi_{\lambda,\beta}(z; 0)} = \frac{1}{l_{\pi_{\lambda,\beta}}(z)} = \frac{1}{E_{\beta}(\lambda(e^z - 1))},$$

$$g(z) := e^{zx}.$$ 

Hence, using the general Leibniz rule (B.3), $A_{\lambda,\beta}^n(0)$ may be expression as

$$A_{\lambda,\beta}^n(0) = \frac{d^n}{dz^n} (f(z)g(z)) \bigg|_{z=x=0} = \sum_{k=0}^{n} \binom{n}{k} f^{(n-k)}(z)g^{(k)}(z) \bigg|_{z=x=0}.$$
On one hand, it is clear that
\[ g^{(k)}(z) = x^k g(z). \]

On the other hand, to compute \( f^{(n-k)}(z) \) we use the Faà di Bruno formula given in terms of Bell polynomials, see Theorem B.10. Namely, we represent
\[ f(z) = h\left(l_{\lambda,\beta}(z)\right), \]
where \( h(z) = \frac{1}{z} \) and obtain
\[
\begin{align*}
f^{(n-k)}(z) &= \sum_{j=0}^{n-k} \frac{(-1)^j j!}{(l_{\lambda,\beta}(z))^{j+1}} B_{n-k,j}\left(\left(l_{\lambda,\beta}(z)\right)^{n-k-j+1}\right). \\
&= \sum_{j=0}^{n-k} (-1)^j j! B_{n-k,j}\left(\left(l_{\lambda,\beta}(z)\right)^{n-k-j+1}\right).
\end{align*}
\]

Putting together yields
\[
\begin{align*}
\frac{d^n}{dz^n}(f(z)g(z)) &= \sum_{k=0}^{n} \binom{n}{k} \left[ \sum_{j=0}^{n-k} (-1)^j j! B_{n-k,j}\left(\left(l_{\lambda,\beta}(z)\right)^{n-k-j+1}\right) \right] x^k g(z)
\end{align*}
\]
and evaluating this expression at \( z = x = 0 \) gives the claimed result. \( \square \)

**Theorem B.12.** The Appell polynomials \( A_{\lambda,\beta}^n(\cdot) \), \( n \in \mathbb{N} \), generated by the fractional Poisson measure \( \pi_{\lambda,\beta} \) are given for any \( x \in \mathbb{R} \) in terms of the Bells polynomials as
\[
A_{\lambda,\beta}^n(x) = \sum_{k=0}^{n} \binom{n}{k} \left[ \sum_{j=0}^{n-k} (-1)^j j! B_{n-k,j}\left(\left(M_{\lambda,\beta}(j)\right)^{n-k-j+1}\right) \right] x^k. \quad (B.4)
\]

**Proof.** It follows from (3.7), Lemma B.11 and the uniqueness of the representation in terms of the usual powers \( x^k \). \( \square \)

**Remark B.13.** The property (B.5) of the Appell polynomials \( A_{\lambda,\beta}^n \), \( n \in \mathbb{N}_0 \), is not specific of the fractional Poisson measure \( \pi_{\lambda,\beta} \). In fact, given a probability space \( (\mathbb{R}, \mathcal{B}(\mathbb{R}), \mu) \) such that the Laplace transform \( l_{\mu} \) is an analytic function, then the Appell polynomial sequence generated by the corresponding Wick exponential \( e_\mu(\cdot; x) \) also satisfies the mentioned property. This follows from the definition of the Wick exponential and the same arguments as in the proof of Lemma B.14 and again Proposition 3.3–(P2) from Proposition 3.3.

### B.3 Connections Between Generalized Appell Polynomials and Bell Polynomials

We also give an explicit representation of the generalized Appell polynomials \( C_{\lambda,\beta}^n(\cdot) \), \( n \in \mathbb{N} \), in terms of the Bell polynomials, see Theorem B.15 below.

**Lemma B.14.** For every \( n \in \mathbb{N}_0 \), we have
\[
C_{\lambda,\beta}^n(0) = \sum_{j=0}^{n} (-1)^j j! B_{n,j} \left(\left(M_{\lambda,\beta}(m)\right)^{n-j+1}\right). 
\]
Proof. Following a process analogous to the proof of Lemma B.11, we use the general Leibniz rule on the polynomials $C_n^{\lambda,\beta}(\cdot)$, $n \in \mathbb{N}$ i.e.,

$$C_n^{\lambda,\beta}(0) = \frac{d^n}{dz^n} \left( f(z)g(z) \right) \big|_{z=x} = \sum_{k=0}^{n} \binom{n}{k} f^{(n-k)}(z)g^{(k)}(z) \big|_{z=x}$$

where

$$f(z) := e^{\pi \lambda,\beta(z;0)} = \frac{1}{\pi \lambda,\beta(\log(1+z))} = \frac{1}{E_{\beta}(\lambda z)},$$

$$g(z) := e^{x \log(1+z)}.$$

Here, we use the Faà di Bruno formula to obtain

$$f^{(n-k)}(z) = \sum_{j=0}^{n-k} \frac{(-1)^j j!}{(l \pi \lambda,\beta(z))^{j+1}} B_{n-k,j} \left( \left( \sum_{p=i}^{\infty} \frac{p!}{(p-i)!} \frac{\lambda^{p-i}}{\Gamma(p\beta + 1)} \right)_{i=1}^{n-k-j+1} \right)$$

and

$$g^{(k)}(z) = \sum_{l=0}^{k} x^l e^{x \log(1+z)} B_{k,l} \left( \left( \frac{(-1)^{n+1}(n-1)!}{(1+z)^n} \right)_{m=1}^{k-l+1} \right).$$

Theorem B.15. The generalized Appell polynomials $C_n^{\lambda,\beta}(\cdot)$, $n \in \mathbb{N}$, generated by the fractional Poisson measure $\pi_{\lambda,\beta}$ are given for any $x \in \mathbb{R}$ in terms of the Bells polynomials as

$$C_n^{\lambda,\beta}(x) = \sum_{k=0}^{n} \binom{n}{k} \left[ \sum_{i=0}^{n-k} (-1)^{i} i! B_{n-k,i} \left( \left( \tilde{M}_{\lambda,\beta}(j) \right)_{j=1}^{n-k-i+1} \right) \right] (x)_k,$$

where $(x)_k$ are the falling factorials.

Proof. The proof follows from Proposition 3.3–(P4) and Lemma B.14.

Acknowledgments

This work was partially supported by the Center for Research in Mathematics and Applications (CIMA-UMa) related with the Statistics, Stochastic Processes and Applications (SSPA) group, through the grant UIDB/MAT/04674/2020 of FCT-Fundação para a Ciência e a Tecnologia, Portugal and also by the Complex systems group of the Premiere Research Institute of Science and Mathematics (PRISM), MSU-Iligan Institute of Technology. Financial support of the Department of Science and Technology – Accelerated Science and Technology Human Resource Development Program (DOST-ASTHRDP) of the Philippines under the Research Enrichment (Sandwich) Program is gratefully acknowledge.

References

[1] M. P. Appell. Sur une classe de polynomes. Annales d’École Normal Superieur, 9:119–144, 1880.

[2] L. Beghin and E. Orsingher. Fractional Poisson processes and related planar random motions. Electron. J. Probab., 14(61):1790–1827, 2009.
[3] Y. M. Berezansky and Y. G. Kondratiev. *Spectral Methods in Infinite-Dimensional Analysis*, volume 1. Kluwer Academic Publishers, Dordrecht, 1995.

[4] R. Biard and B. Saussereau. Fractional Poisson process: long-range dependence and applications in ruin theory. *J. Appl. Probab.*, 51(3):727–740, 2014.

[5] F. Bruno. Note sur une nouvelle formule de calcul differentiel. *Quart. J. Math.*, 1:359–360, 1856.

[6] C. Chong and K. Meng. *Principles and Techniques in Combinatorics*. World Scientific, 1992.

[7] R. Gorenflo and F. Mainardi. On the fractional Poisson process and the discretized stable subordinator. *Axioms*, 4(3):321–344, 2015.

[8] I. S. Gradshteyn and I. Ryzhik. *Table of Integrals, Series, and Products*. Academic press, 2014.

[9] M. Grothaus, F. Jahnert, F. Riemann, and J. L. Silva. Mittag-Leffler Analysis I: Construction and characterization. *J. Funct. Anal.*, 268(7):1876–1903, 2015.

[10] H. Holden, B. Oksendal, J. Ubøe, and T. S. Zhang. *Stochastic Partial Differential Equations: A Modeling, White Noise Functional Approach*. Universitext. Springer, 2 edition, December 2010.

[11] W. Johnson. The curious history of Faá di Bruno’s formula. *Amer. Math. Monthly*, 109:217, 2002.

[12] N. A. Kachanovsky. Dual $n_1$-appell-like systems in infinite dimensional analysis. In *Proceedings of Crimea Mathematical Conference VII*, pages 114–118, 1997.

[13] N. A. Kachanovsky and S. V. Koshkin. Minimality of Appell-like systems and embeddings of test function spaces in a generalization of white noise analysis. *Methods Funct. Anal. Topology*, 5(3):13–25, 1999.

[14] Y. G. Kondratiev, J. L. da Silva, and L. Streit. Generalized Appell systems. *Methods Funct. Anal. Topology*, 3(3):28–61, 1997.

[15] Y. G. Kondratiev, L. Streit, W. Westerkamp, and J.-A. Yan. Generalized functions in infinite dimensional analysis. *Hiroshima Math. J.*, 28(2):213–260, 1998.

[16] N. Laskin. Fractional Poisson process. *Commun. Nonlinear Sci. Numer. Simul.*, 8(3-4):201–213, 2003.

[17] N. Laskin. Some applications of the fractional Poisson probability distribution. *J. Math. Phys.*, 50(11):113513, 12, 2009.

[18] F. Mainardi, R. Gorenflo, and E. Scalas. A fractional generalization of the Poisson processes. *Vietnam J. Math.*, 32(Special Issue):53–64, 2004.

[19] F. Mainardi, R. Gorenflo, and A. Vivoli. Renewal processes of Mittag-Leffler and Wright type. *Fract. Calc. Appl. Anal.*, 8(1):7–38, 2005.

[20] F. Mainardi, A. Mura, and G. Pagnini. The $M$-Wright function in time-fractional diffusion processes: A tutorial survey. *Int. J. Differential Equ.*, 2010:Art. ID 104505, 29, 2010.
[21] M. M. Meerschaert, E. Nane, and P. Vellaisamy. The fractional Poisson process and the inverse stable subordinator. *Electron. J. Probab.*, 16(59):1600–1620, 2011.

[22] F. W. J. Olver, D. W. Lozier, R. F. Boisvert, and C. W. Clark. *NIST Handbook of Mathematical Functions*. Cambridge University Press, New York, 2010.

[23] M. Politi and T. Kaijozi. Full characterization of the fractional poisson process. *Europhys. Lett.*, 96(2):20004–p1–20004–p6, 2011.

[24] O. N. Repin and A. I. Saichev. Fractional Poisson law. *Radiophys. Quantum Electron.*, 43(9):738–741, 2000.

[25] H. H. Schaefer. *Topological Vector Spaces*. Springer-Verlag, Berlin, Heidelberg and New York, 1971.

[26] V. V. Uchaikin, D. O. Cahoy, and R. T. Sibatov. Fractional processes: from Poisson to branching one. *Internat. J. Bifur. Chaos Appl. Sci. Engrg.*, 18(09):2717–2725, 2008.

[27] Y. Yang and H. Youn. Appell polynomial sequences: a linear algebra approach. *JP J. Algebr. Number Theory Appl.*, 13(1):65–98, 2009.