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Abstract

We establish an attractor mechanism for the horizon metric of asymptotically locally AdS\textsubscript{4} supersymmetric black holes. The Kähler moduli of the metric are not fixed in the asymptotic region, however supersymmetry dictates that the near horizon metric must be the constant curvature one. We show how this mechanism is realized in detail for four-dimensional $\mathcal{N} = 2$ gauged supergravity coupled to vector multiplets by focusing on the STU model. A similar analysis is performed for gauged supergravity theories in five, six, and seven dimensions where we establish the same mechanism by extending previous results on holographic uniformization.
## 1 Introduction

The dynamics of the branes in string and M-theory at low energy is captured by the physics of supersymmetric quantum field theories. An alternative vantage point on the same physics is offered by the supergravity solutions obtained by considering a large number of branes and studying their near horizon limit. This dichotomy is the basis of the AdS/CFT correspondence and its many generalizations and applications. A prominent set of explicit examples of AdS/CFT, which is the main focus of this work, arises from the dynamics of branes wrapped on compact manifolds [1,2], see [3,4] for a review and a number of explicit solutions.

Our interest here is in situations where the branes are wrapped on a smooth compact Riemann surface $\Sigma_g$. In order to preserve supersymmetry, the QFT on the world-volume of the branes has to be partially topologically twisted. As reviewed in [5] this topological twist leads to an RG flow across dimensions interpolating between the $(d + 1)$-dimensional QFT in the UV and a $(d - 1)$-dimensional QFT in the IR. Here we consider situations in which both the UV and the IR QFTs are superconformal. The supergravity description of this setup is captured by a domain wall solution which interpolates between an asymptotically locally AdS$_{d+2}$ region in the UV and an AdS$_d$ near horizon region in the IR. This holographic RG flow solution
can also be viewed as a black brane background in $d + 2$ dimensions with a horizon topology determined by $\Sigma_g$.

Whenever the partial topological twist of an SCFT with a continuous R-symmetry is well-defined, it can be performed for an arbitrary metric on the Riemann surface while still preserving the same amount of supersymmetry [6]. When interpreted holographically this immediately implies that the black brane solutions should exist for any choice of metric on $\Sigma_g$. Indeed, this was shown to be the case in [7] where several examples of such holographic RG flows arising from wrapped D3- and M5-branes were studied in detail. The main result in [7] is that while the metric on $\Sigma_g$ can be arbitrary in the asymptotically locally AdS$_{d+2}$ UV region, the supergravity BPS equations act as a geometric flow which uniformizes the metric on the Riemann surface. In other words only the constant curvature metric is allowed in the near horizon AdS$_d$ region.

This uniformization behavior of the holographic RG flows across dimensions in [7] confirms, in a non-trivial manner, two important physical expectations. First, it was conjectured in [8], see also [9], that the Kähler moduli of the Riemann surface should appear as irrelevant deformations of the $(d − 1)$-dimensional IR CFT. This conjecture is explicitly confirmed for the examples analyzed in [7]. This in turn is compatible with the more general expectation that the number of degrees of freedom in a QFT should decrease along an RG flow from the UV to the IR. Second, the black brane solutions have non-trivial entropy and general arguments from black hole thermodynamics dictate that this entropy should not depend on continuous parameters. This is akin to the situation in asymptotically flat black holes in string theory for which the attractor mechanism, see [10–12] and [13] for a nice review, ensures that this conundrum does not arise. Therefore, the solutions studied in [7] can also be interpreted as an explicit realization of an attractor mechanism for the moduli associated with the horizon geometry of asymptotically AdS black branes.

Our goal in this paper is to generalize and extend the results of [7] to other wrapped brane solutions in string and M-theory and thus establish a myriad of novel examples of holographic uniformization. We study numerous new holographic RG flow solutions arising from M2-, D2-, D4-, and M5-branes wrapped on $\Sigma_g$. We perform these studies in appropriate consistent truncations of ten- and eleven-dimensional supergravity to a gauged supergravity theory in lower dimensions. In all cases we analyze, we find that the supergravity BPS equations admit arbitrary smooth metrics on $\Sigma_g$ in the asymptotically AdS$_{d+2}$ UV region. On the other hand, in the near horizon AdS$_d$ IR region the only regular solutions are the ones with a constant curvature metric on the Riemann surface. This behavior is precisely the same as the holographic uniformization, or attractor mechanism, for the metric on $\Sigma_g$ expected from the results in [7].

We separate the technical analysis of the supergravity BPS equations into two main parts. For the minimal gauged supergravity solutions in four, five, six, and seven dimensions the BPS equations reduce to a single non-linear PDE for a function of
three variables which determines the metric and matter fields in the full supergravity background. One can then analyze this single PDE and arrive at the uniformization behavior described above. This is very similar to the results in [7]. We also study solutions of matter coupled supergravity theories in four, five, and seven dimensions. In these examples the BPS equations are considerably more involved and take the form of a system of coupled PDEs for functions of three variables. Nevertheless we are able to analyze these BPS equations in the UV and IR regions of the geometry and establish the expected uniformization behavior in all cases we studied.

Our results in four-dimensional gauged supergravity deserve some additional comments. In this case we find asymptotically locally AdS\(_4\) supersymmetric static black holes with a \(\Sigma_g\) horizon. The freedom to choose an arbitrary metric on \(\Sigma_g\) at asymptotic infinity can be interpreted as black hole “hair”, see [14] for a review of the “no-hair” conjectures. The possibility to have black hole “hair” in asymptotically AdS\(_4\) solutions is well-known, in particular in the context of holographic superconductors [15,16]. However, our solutions are distinct from holographic superconductors since we do not employ charged scalar fields to construct them. The attractor mechanism for asymptotically AdS\(_4\) black holes with scalar fields has been discussed extensively in the literature, starting with [17–19]. We note that these results have a very different character than the attractor mechanism for asymptotically flat black holes. The reason is that in the asymptotically AdS\(_4\) region, the values of the scalar fields are typically fixed to specific values determined by the structure of the potential of the gauged supergravity theory. Therefore, these scalars do not represent continuous parameters on which the AdS\(_4\) black hole entropy can depend. In contrast, the metric moduli associated to \(\Sigma_g\) we study here are continuous and therefore holographic uniformization can be viewed as a more direct analog of the attractor mechanism for asymptotically flat black holes. Finally, we note that one can use supersymmetric localization results to account for the black hole entropy of large classes of static supersymmetric asymptotically locally AdS\(_4\) black holes, see [20–22] and [23] for a recent review. These results were established by studying black hole solutions with constant curvature metric on \(\Sigma_g\). Our more general black hole solutions have the same area of the horizon as the solutions in [20,22] and therefore carry the same entropy. This in turn is compatible with the fact that the metric on \(\Sigma_g\) is a \(Q\)-exact deformation of the topologically twisted index used to account for the black hole entropy [24–26].

We organize the presentation of our results as follows. In the next section we explain in some detail our main results by focusing on the so called universal black holes as defined in [5]. In Section 3 we extend these results by coupling the supergravity theory to additional matter fields. We discuss a number of generalizations and open problems that stem from our work in Section 4. In the Appendix we present in some detail the derivation of the supergravity BPS equations for the universal black holes discussed in Section 2.
2 Universal black holes

The simplest examples of the asymptotically locally AdS$_{d+2}$ black hole and black brane solutions we are interested in are the so-called universal RG flows across dimensions studied in [5]. The supergravity solutions realize a partial topological twist of a $(d+1)$-dimensional SCFT with a continuous R-symmetry placed on the manifold $\mathbb{R}^{d-1} \times \Sigma_g$. In this construction some supersymmetry is preserved by cancelling the curvature of the $U(1)_\Sigma$ structure group of the Riemann surface $\Sigma_g$ by a background gauge field for the $U(1)_R$ subgroup of the R-symmetry. Spinor parameters that are singlet with respect to the twisted group diag$[U(1)_\Sigma \times U(1)_R]$ lead to preserved supersymmetry [6]. As shown in [1] these partial topological twists can be realized holographically by asymptotically locally AdS$_{d+2}$ supergravity solutions with an $\mathbb{R}^{d-1} \times \Sigma_g$ boundary and a non-trivial magnetic flux for the dynamical gauge field dual to the Abelian R-current.

In this section we will present such supergravity solutions in four, five, six and seven dimensions. To illustrate our construction we focus on the minimal gauged supergravity theories which allow for this type of solutions. These theories contain the dynamical bulk fields in the gravity multiplet which are dual to the energy momentum multiplet of the dual SCFT. We study more general supergravity theories coupled to matter multiplets in Section 3. An important difference between our analysis and the discussion in [5] is that we allow for the metric on the Riemann surface to be arbitrary. A general metric on the Riemann surface is compatible with the topological twist and does not break additional supersymmetry and is therefore natural to consider in supergravity. Indeed, this was explored in a holographic context in [7] and our analysis and results bear resemblance to [7]. We have assumed that the metric on the Riemann surface is smooth throughout our calculations, see [27] for a recent discussion of similar supergravity solutions that have Riemann surfaces with point-like singularities.

While the details of our construction depend on the dimension in which the supergravity theory lives there are notable similarities in the derivation of the BPS equations that follow from the supersymmetry variations of the theory. We present the details of the derivation of these BPS equations in Appendix A. Here we note that the supersymmetric solutions we study have supersymmetry transformation parameter that obey projectors of the following schematic form

$$\gamma_{xy}\epsilon = \Gamma\epsilon, \quad \gamma_\rho\epsilon = \epsilon.$$  \hfill (2.1)

Here $\gamma_\mu$ are space-time gamma matrices, $x, y$ denote local coordinates on the Riemann surface, $\rho$ is the radial coordinate of AdS, and $\Gamma$ is a matrix that acts on the internal indices of the spinor $\epsilon$ associated with the R-symmetry.

We now proceed with the analysis of the BPS equations and their solutions for each of these four minimal gauged supergravities.
2.1 Four dimensions

We start our exploration with the minimal \( \mathcal{N} = 2 \) gauged supergravity theory in four dimensions \([28, 29]\). The bosonic field content consists of the metric and a Maxwell field \( A \). We present the bosonic Lagrangian of the theory in (A.1). As described above we look for static supersymmetric solutions which realize the partial topological twist in the dual SCFT. The derivation of the BPS equations is carried out in Appendix A.1 and here we only display the results. The complete supersymmetric solution can be written in terms of a single function, \( \varphi \), which depends on the radial coordinate \( \rho \) as well as the Riemann surface coordinates \( x \) and \( y \). The metric and the gauge field of these supersymmetric solutions take the compact form

\[
\begin{align*}
\text{d}s^2_4 &= -\frac{\text{d}t^2}{(\partial_\rho \varphi)^2} + (\partial_\rho \varphi)^2 (\text{d}\rho^2 + e^{4\varphi}(\text{d}x^2 + \text{d}y^2)), \\
A &= (\partial_x \varphi)\text{d}y - (\partial_y \varphi)\text{d}x,
\end{align*}
\]

where \( \varphi \) satisfies the non-linear partial differential equation

\[
\triangle \varphi + e^{4\varphi}(\partial_\rho^2 \varphi + (\partial_\rho \varphi)^2) = 0,
\]

and we have defined \( \triangle \equiv \partial_x^2 + \partial_y^2 \).

2.1.1 The constant curvature black hole

An exact analytic solution of the equation in (2.3) is given by the black hole solution of [30], see also [31,32], which has a constant curvature metric on the Riemann surface. To obtain this solution we write the function \( \varphi \) as a sum of \( \rho \)-dependent function, \( f(\rho) \), and a function on the Riemann surface \( g(x, y) \)

\[
\varphi = \frac{1}{2}(f(\rho) + g(x, y)).
\]

The function \( g(x, y) \) defines a metric on the Riemann surface

\[
\text{d}s^2_{\Sigma_g} = e^{2g}(\text{d}x^2 + \text{d}y^2).
\]

Using the separable Ansatz (2.4) in (2.3) yields the following differential equations

\[
\begin{align*}
\triangle g + \kappa e^{2g} &= 0, \\
e^{2f}(2f'' + (f')^2) &= 2\kappa,
\end{align*}
\]

where the prime denotes a derivative with respect to \( \rho \). The constant \( \kappa \) is initially introduced to separate the equation (2.3) but has a simple geometric interpretation. The sign of \( \kappa \) determines the curvature of the Riemann surface in (2.5), indeed the Ricci scalar of the metric \( \text{d}s^2_{\Sigma_g} \) is simply \( 2\kappa \). Shifting the function \( f \) by a constant it is possible to normalize \( \kappa \) such that it takes the values \( \kappa = -1, 0, 1 \). In this paper
we assume that the Riemann surface is compact and smooth which means that if the genus \( g = 0 \) then \( \kappa = 1 \), if \( g = 1 \) then \( \kappa = 0 \), and if \( g \geq 2 \) then \( \kappa = -1 \). More explicitly the solutions of the first equation in \((2.6)\) for the constant curvature metric on the covering space of the Riemann surface can be written as

\[
\begin{align*}
g(x, y) &= -\log y, & g \geq 2, \\
g(x, y) &= \text{const}, & g = 1, \\
g(x, y) &= -\log(1 + x^2 + y^2) + \log 2, & g = 0.
\end{align*}
\]

The solution of the second equation in \((2.6)\), up to shifts in the radial coordinate \( \rho \) and rescaling of the time coordinate, is

\[
e^f = \rho^2 + \frac{\kappa}{2}.
\]

With this explicit solution for \( \varphi \) in \((2.4)\) we find the following metric and gauge field

\[
d s^2_4 = -\left(\rho + \frac{\kappa}{2\rho}\right)^2 dt^2 + \left(\rho + \frac{\kappa}{2\rho}\right)^{-2} d\rho^2 + \rho^2 ds^2_{\Sigma_g}, \\
F = -\frac{\kappa}{2} e^{2g} dx \wedge dy.
\]

For \( \rho \to \infty \) we have an asymptotically locally AdS\(4\) spacetime with \( \mathbb{R}^{1,1} \times \Sigma_g \) boundary. As \( \rho \) decreases we encounter a naked singularity for \( \kappa \geq 0 \) at \( \rho = 0 \) \cite{31}. Since we are interested in regular black hole solutions we take \( \kappa = -1 \) which has an AdS\(2\) near horizon region located at \( \rho^2 = 1/2 \) around which the function \( f \) takes the form

\[
e^f = \sqrt{2}\rho - 1 + O(\sqrt{2}\rho - 1)^2.
\]

The near horizon metric then reads

\[
d s^2_4 = \frac{1}{4} d s^2_{\text{AdS}_2} + \frac{1}{2} d s^2_{\Sigma_g},
\]

where both two-dimensional metrics \( d s^2_{\text{AdS}_2} \) and \( d s^2_{\Sigma_g} \) are normalized such that their Ricci scalar equals \( -2 \). We refer to this supersymmetric black hole solution with \( \kappa = -1 \) and \( f \) given in \((2.8)\) as the constant curvature black hole. Borrowing terminology from holography we will refer to the asymptotically AdS\(4\) region as “the UV region” and the near horizon AdS\(2\) region as “the IR region”. The black hole in \((2.9)\) has a finite Bekenstein-Hawking entropy which, in the semiclassical approximation, can be accounted for microscopically by embedding it in string or M-theory and employing holography and supersymmetric localization \cite{22}. Note also that it follows from \((2.6)\) that complex structure deformations of the metric on \( \Sigma_g \) leave the solution invariant and do not affect the horizon area and thus the black hole entropy.

Our next goal is to analyze small perturbations around the constant curvature black hole solution that satisfy the equation \((2.3)\).
2.1.2 Perturbative analysis

We consider linearized perturbations around the solution (2.4) and (2.8). We write

$$\varphi = \frac{1}{2} \left( \log(\rho^2 - 1/2) + g(x, y) \right) + \delta \varphi, \quad \triangle g - e^{2g} = 0,$$

(2.12)

where we have chosen $\kappa = -1$ and $\delta \varphi(\rho, x, y)$ represents a small fluctuation. Inserting this expression into (2.3) and expanding to linear order in $\delta \varphi$, we obtain the partial differential equation

$$\left[ e^{-2g} \triangle - 2 + 2\rho(\rho^2 - 1/2)\partial_\rho + (\rho^2 - 1/2)^2 \partial_\rho^2 \right] \delta \varphi = 0.$$

(2.13)

To solve this differential equation it is useful to define the operator

$$\triangle g = e^{-2g} \triangle,$$

(2.14)

which is the Laplacian on the Riemann surface $\Sigma_g$ with metric (2.5). Since (2.13) is linear, it is useful to decompose the fluctuations into eigenmodes of the Laplacian as follows:

$$\delta \varphi(\rho, x, y) = \sum_{n=0}^{\infty} \varphi_n(\rho) Y_n(x, y), \quad \triangle g Y_n = -\mu_n Y_n, \quad \mu_n \geq 0.$$

(2.15)

Note that since we have a smooth and compact metric on the Riemann surface the eigenvalues of the Laplacian $\mu_n$ are non-negative.\(^1\) Using orthogonality of the eigenfunctions $Y_n$ the equations for $\varphi_n(\rho)$ take the form

$$\left[ - (\mu_n + 2) + 2\rho(\rho^2 - 1/2)\partial_\rho + (\rho^2 - 1/2)^2 \partial_\rho^2 \right] \varphi_n(\rho) = 0.$$

(2.16)

This equation admits the following analytic solution which depends on two sets of integration constants

$$\varphi_n(\rho) = a_n \left( \frac{\sqrt{2} \rho - 1}{\sqrt{2} \rho + 1} \right)^{\gamma_n} + b_n \left( \frac{\sqrt{2} \rho - 1}{\sqrt{2} \rho + 1} \right)^{-\gamma_n}, \quad \gamma_n = \sqrt{1 + \frac{\mu_n}{2}}.$$

(2.17)

Notice that $\gamma_n > 0$ and since the deformation must be regular at the horizon $\sqrt{2} \rho \to 1$ we should choose the integration constants $b_n = 0$. The linearized perturbation around the constant curvature black hole solution is therefore

$$\delta \varphi = \sum_{n=0}^{\infty} a_n \left( \frac{\sqrt{2} \rho - 1}{\sqrt{2} \rho + 1} \right)^{\gamma_n} Y_n(x, y),$$

(2.18)

\(^1\)There may be stronger lower bounds on the eigenvalues $\mu_n$, see [33], which will not be important for our analysis.
where $a_n$ are undetermined real constants which should be small in order to ensure that validity of the linearized approximation. In general the constants $\gamma_n$ are irrational numbers and one may worry whether the corresponding solutions have curvature singularities. We have checked explicitly that this is not the case.

The perturbative solution in (2.18) demonstrates clearly the general behavior the BPS solutions we study in this work. In the UV region, $\rho \to \infty$, the perturbations are completely unconstrained and are controlled by the constants $a_n$. The choice of constants $a_n$ represents a choice of a metric on the Riemann surface $\Sigma_g$ in the UV. Instead of the constant curvature metric $g$ that obeys (2.6), the UV metric is determined by

$$g_{\text{UV}} = g + 2 \sum_{n=0}^{\infty} a_n Y_n(x, y).$$

(2.19)

Clearly this function does not satisfy the Liouville equation (2.6) and is therefore not a constant curvature metric. The metric in (2.19) represents a single point on the moduli space of metrics we can choose on the Riemann surface. As $\rho$ decreases and we approach the IR region, the perturbations in (2.18) get smaller and smaller and ultimately vanish near the horizon at $\rho \to 1/\sqrt{2}$. In this sense the metric on the Riemann surface is uniformized by the PDE in (2.3) as we approach the IR region. This qualitative behavior is illustrated in Figure 1. Here we demonstrated this uniformizing behavior using a linearized approximation around the constant curvature black hole solution. Nevertheless, based on the results in [7], we expect the same result to hold for arbitrary perturbations of the UV metric. To support this expectation we now perform a general UV expansion of the equation (2.3).

### 2.1.3 UV analysis

Another simple exact solution of the PDE in (2.3) with metric as in (2.2) is provided by the AdS$_4$ vacuum given by

$$\varphi = \log \rho.$$  

(2.20)

The black hole solution in (2.9) is asymptotically locally AdS$_4$ which is manifested by the following UV expansion of the function $\varphi$ as $\rho \to \infty$

$$\varphi = \log \rho + \frac{1}{2} g(x, y) + O(1/\rho^2),$$

(2.21)

where $g(x, y)$ is the constant curvature metric on the Riemann surface. We now demonstrate that a general solution of (2.3) has exactly the same type of UV expansion where the function $g$ is not constrained to satisfy the Liouville equation in (2.6). To avoid confusion we will denote this more general metric by $\hat{g}(x, y)$. In other words, any smooth metric is permitted on the Riemann surface in the UV. In the UV region a general solution of (2.3) can be written as as the following expansion

$$\varphi = \log \rho + \frac{1}{2} \hat{g}(x, y) + \frac{1}{\rho} v(x, y) + \sum_{n \geq 2} \rho^{-n} g_n(x, y).$$

(2.22)
Figure 1: The uniformizing nature of the equation (2.3) demonstrated in a cartoon. A generic point on the moduli space of solutions represents a choice of metric on the Riemann surface which is not constant curvature in the UV region. In the IR all these solutions approach the constant curvature black hole solution and thus the metric on the Riemann surface is uniformized.

Solving (2.3) order by order in $\rho$ as $\rho \to \infty$ we find, that $\hat{g}(x, y)$ as well as $v(x, y)$ are unconstrained. However, all other functions $g_n(x, y)$ are all algebraically determined in terms of (derivatives of) $\hat{g}(x, y)$ and $v(x, y)$. For instance, the first two functions take the form

$$
\begin{align*}
g_2 &= -\frac{1}{2}v^2 - \frac{1}{4}\triangle \hat{g}, \\
g_3 &= \frac{1}{3}v^3 + \frac{1}{2}v\triangle \hat{g} - \frac{1}{6}\triangle v.
\end{align*}
$$

(2.23)

The existence of two free functions in this UV expansion is compatible with general expectations for asymptotically locally AdS$_4$ solutions that follow from the Fefferman-Graham expansion [34, 35]. These two functions can also be interpreted in the dual field theory. The function $\hat{g}(x, y)$ deforms the metric on the Riemann surface and thus serves as a source for the energy momentum tensor in the dual SCFT, while the function $v$ controls the vev of this operator which in turn determines the state of the IR QFT. For generic choice of functions $\hat{g}$ and $v$ we expect the full solution of (2.3) to be singular in the IR region, this intuition is based on the expected general behavior of gravitational solutions as well as previous results on holographic RG flows [36]. However, if the vev function $v(x, y)$ is carefully chosen, the flow solution of the PDE in (2.3) will reach the unique regular AdS$_2 \times \Sigma_g$ solution, with metric (2.11), in the IR region. This result is compatible with intuition from the dual QFT where it is expected that to arrive at conformal dynamics for the IR theory one has to carefully tune the vev of the relevant operators triggering the RG flow in the UV. Let us see how this pans out for the perturbative solution in (2.18). Expanding this solution in
the UV region we find
\[ \varphi = \log \rho + \frac{1}{2} g(x, y) + \sum_{n=0}^{\infty} a_n Y_n(x, y) - \frac{1}{\rho} \sum_{n=0}^{\infty} a_n \sqrt{2 + \mu_n Y_n(x, y)} + O(1/\rho^2). \] (2.24)

This explicitly demonstrates that for supergravity solutions which approach the AdS$_2 \times \Sigma_g$ solution in the IR region the function $\nu$ in (2.22) is precisely determined by the metric on the Riemann surface, given by the first two terms on the right-hand-side of (2.24). If we change the function of $(x, y)$ in the $\rho^{-1}$ term in (2.24) the resulting solution will be singular in the IR. This singular behaviour should be captured by keeping both the $a_n$ and $b_n$ coefficients in the perturbative solution (2.17).

We can summarized our results as follows. We have an initial value problem in the UV region for the PDE in (2.3) which is controlled by two arbitrary functions of the Riemann surface, $\hat{g}(x, y)$ and $\nu(x, y)$, in (2.22). The solutions of this PDE that lead to regular supergravity backgrounds are such that in the IR the metric on the Riemann surface is uniformized to the constant curvature one. To be more precise we can formulate this holographic uniformization principle as follows: given any smooth metric on the Riemann surface, $\hat{g}(x, y)$, there exists a unique function $\nu(x, y)$ such that the solution to the BPS equation (2.3) with $\hat{g}$ and $\nu$ as initial values is regular and approaches the near horizon metric in (2.11). An alternative formulation of the same statement is that the constant curvature metric of the black hole horizon in (2.11) is an attractor in the moduli space of metrics for all supersymmetric static black holes with regular horizons. We emphasize the need to tune the subleading term in the Fefferman-Graham expansion in order to obtain a regular IR solution is by no means a special feature of our supergravity solutions. This is a general property of holographic RG flows which is perhaps more familiar in the context discussed in [36].

As explained around (2.18), we have established a perturbative proof of this uniformization principle. A non-perturbative global proof should be constructed using methods similar to the ones employed in [7]. After illustrating the general behavior of the uniformization flows we are interested in we move on to discuss supersymmetric black brane solutions in higher dimensions which exhibit similar structure.

### 2.2 Five dimensions

In this section we repeat the analysis above for supersymmetric static solutions of the minimal $\mathcal{N} = 2$ supergravity in five dimensions [37,38]. The bosonic content of the theory is the same as in four dimensions, see Appendix A.2 for the explicit form of the bosonic Lagrangian. The analysis of the BPS equations and their solutions is very similar to the one above and thus we keep the discussion brief.

The derivation of the BPS solution is carried out in Appendix A.2. This results
in the following solution for the bosonic fields
\[
\begin{align*}
\text{d}s^2_5 &= \frac{\text{d}s^2_{\mathbb{R}^{1,1}}}{(\partial_{\rho}\varphi)^2} + (\partial_{\rho}\varphi)^2 \left( \text{d}\rho^2 + e^{6\varphi}(\text{d}x^2 + \text{d}y^2) \right), \\
A &= (\partial_x\varphi)\text{d}y - (\partial_y\varphi)\text{d}x,
\end{align*}
\]  
(2.25)

where \( \varphi \) satisfies the partial differential equation
\[
\Delta \varphi + e^{6\varphi}(\partial_{\rho}^2 \varphi + 2(\partial_{\rho}\varphi)^2) = 0.
\]  
(2.26)

Notice the similarity with (2.3) which only differs from (2.26) by numerical factors.

### 2.2.1 The constant curvature black string

We start our analysis by studying the analytic black string solution found in [1,39], see also [40,41]. This solution is again obtained by assuming that \( \varphi \) can be written as a sum
\[
\varphi = \frac{1}{3} \left( f(\rho) + g(x, y) \right).
\]  
(2.27)

The function \( g(x, y) \) defines a metric on the Riemann surface as in (2.5). Assuming that the equation (2.26) is separable leads
\[
\Delta g + \kappa e^{2g} = 0, \quad e^{2\varphi} \left( 2\varphi'' + 3(\varphi')^2 \right) = 3\kappa,
\]  
(2.28)

where \( \kappa \) denotes the curvature of the Riemann surface and the explicit form of the metric on the covering space is given in (2.7). The equation for \( f \) can be solved explicitly by first changing coordinates as follows
\[
r(\rho) \equiv \frac{1}{3} e^{f(\rho)} f'(\rho),
\]  
(2.29)

which, using (2.28), implies
\[
\text{d}\rho = \frac{3e^f\text{d}r}{3r^2 + \kappa}, \quad \partial_r f = \frac{9r}{3r^2 + \kappa}.
\]  
(2.30)

The five-dimensional solution then takes the explicit form
\[
\begin{align*}
\text{d}s^2_5 &= r^{\frac{1}{2}} \left( r + \frac{\kappa}{3r} \right)^{\frac{1}{2}} \text{d}s_{\mathbb{R}^{1,1}} + \left( r + \frac{\kappa}{3r} \right)^{-2} \text{d}r^2 + r^2 \text{d}s^2_{\Sigma^g}, \\
F &= -\frac{\kappa}{3} e^{2g} \text{d}x \wedge \text{d}y.
\end{align*}
\]  
(2.31)

where we have absorbed the only integration constant into redefinitions of the coordinates on \( \mathbb{R}^{1,1} \). This metric is singular for \( \kappa = 0,1 \) but has a smooth horizon given by a hyperbolic Riemann surface of constant curvature for \( \kappa = -1 \). As expected, for a supersymmetric black string solution the metric in the near horizon region, \( r \to 3^{-1/2} \), has an AdS_3 factor and takes the form
\[
\text{d}s^2_5 = \frac{4}{9} \text{d}s^2_{\text{AdS}_3} + \frac{1}{3} \text{d}s^2_{\Sigma^g},
\]  
(2.32)

where both metrics are normalized such that \( R_{ij} = -(d-1)g_{ij} \).
2.2.2 Perturbative analysis

We now study linearized perturbations around the solution (2.31) using the equation (2.26). As in four dimensions it is convenient to expand the perturbations in eigenfunctions of the Laplacian on the Riemann surface as in (2.15). Our starting point is therefore

\[ \varphi = \frac{1}{3} (f(\rho) + g(x, y)) + \sum_{n=0}^{\infty} \varphi_n(\rho) Y_n(x, y), \]

where \( f \) and \( g \) define the constant curvature black string and \( Y_n \) are defined in (2.15). We assume that the functions \( \varphi_n \) remain small for all values of \( \rho \). Linearizing (2.26) we then find the following differential equation for \( \varphi_n \)

\[ \left[ - (\mu_n + 2) + \frac{1}{3} e^{2f(\rho) \partial_\rho} \right] \varphi_n(\rho) = 0. \]

Using the coordinate transformation (2.29), we obtain the equation

\[ \left[ - (\mu_n + 2) + \frac{1}{9} (3r^2 - 1)(9r \partial_r + (3r^2 - 1) \partial_r^2) \right] \varphi_n(r) = 0. \]

This equation has only one regular solution given by

\[ \varphi_n = a_n (3r^2 - 1)^{\gamma_n} F_1[\gamma_n, \gamma_n + 1; \frac{3}{2} + 2\gamma_n; 1 - 3r^2], \]

where we have defined

\[ \gamma_n = \frac{\sqrt{25 + 12 \mu_n} - 1}{4}, \]

and \( a_n \) are arbitrary real constants. Note that since \( \mu_n \geq 0 \) we find that the constants \( \gamma_n \) are positive. In the IR region we have \( r \to 3^{-1/2} \) and therefore from (2.36) we find

\[ \varphi_n \to a_n (3r^2 - 1)^{\gamma_n} \to 0, \]

since \( \gamma_n > 0 \). This shows that the perturbations vanish in the IR and the metric uniformizes to the constant curvature one in (2.32).

2.2.3 UV analysis

The UV analysis is very similar to the one performed in Section 2.1.3 and leads to the same conclusions. In the UV region, \( \rho \to \infty \), the general solution to (2.26) takes the form

\[ \varphi = \frac{1}{2} \log \rho + \frac{1}{3} \hat{g}(x, y) + \frac{1}{\rho} v(x, y) + \sum_{n \geq 1} \sum_{m=1}^{n-1} \rho^{-n} (\log \rho)^m g_{n,m}(x, y). \]

We can then solve (2.26) order by order for large \( \rho \). This leads to relations between the function \( g_{n,m} \) and the unconstrained functions \( \hat{g}(x, y) \) and \( v(x, y) \). All functions
$g_{n,m}(\cdot, y)$ can be expressed algebraically in terms of (derivatives of) $\hat{g}(x, y)$ and $v(x, y)$. For example the lowest order function is

$$g_{1,1} = \frac{1}{3} \Delta_{\hat{g}} \hat{g}.$$  (2.40)

A notable difference between the expansion in (2.39) and the four-dimensional one in (2.22) is the presence of $\log \rho$ terms in (2.39). These terms are characteristic for the Fefferman-Graham expansion for odd-dimensional asymptotically locally AdS spaces and their presence can be traced to the conformal anomaly in the dual quantum field theory.

This UV expansion leads to the same conclusion as in Section 2.1.3. Namely, we find that in the UV region the metric on the Riemann surface can be arbitrary and is not constrained to obey the Liouville equation. To find regular solutions one needs to adjust the function $v(x, y)$ appropriately and then one finds that in the IR region the solutions approaches the near horizon geometry of the supersymmetric black string in (2.32) with a constant curvature metric on the Riemann surface. We thus conclude that the PDE in (2.26) leads to the same uniformization behavior as discussed below (2.24).

### 2.3 Six dimensions

We now turn to supersymmetric black brane solutions of the six-dimensional minimal gauged supergravity constructed in [42]. The difference here with respect to the two previous examples is that the minimal supergravity in six dimensions has a larger gravity multiplet with bosonic content a scalar field in addition to the metric and an SU(2) gauge field.

We present the derivation of the BPS equations for this theory in Appendix A.3. The result is the following configuration for the bosonic fields

$$ds^2_6 = e^{2\rho} ds^2_{\mathbb{R}^{1,2}} + (\partial_\rho \varphi)^{3/2} (d\rho^2 + e^{6\varphi} e^{-4\rho} (dx^2 + dy^2)),$$

$$A^3 = \frac{1}{2} [(\partial_x \varphi) dy - (\partial_y \varphi) dx],$$

$$e^{4\alpha} = \partial_\rho \varphi,$$  (2.41)

where the index 3 on the gauge field indicates that we are turning only the U(1) Cartan generator of the SU(2) gauge group. As before, $\varphi$ satisfies a single partial differential equation

$$\triangle \varphi + e^{6\varphi} e^{-4\rho} (\partial_\rho^2 \varphi + 3(\partial_\rho \varphi)^2 - 3\partial_\rho \varphi) = 0.$$  (2.42)

Notice that the structure of this PDE is somewhat different from the corresponding PDEs in four (2.3) and five dimensions (2.26). This difference can be traced to the presence of the extra scalar field in the six-dimensional supergravity theory.
2.3.1 The constant curvature black 2-brane

A simple solution of (2.42) corresponding to a constant curvature black brane is obtained by assuming a separable solution of the form

$$\varphi = \frac{1}{3}(f(\rho) + g(x, y)),$$

(2.43)

where

$$\Delta g + \kappa e^{2g} = 0, \quad e^{2\varphi}(f'' + f'(f' - 3)) = \kappa,$$

(2.44)

and \(\kappa\) is the curvature of the Riemann surface (2.5). The equation for \(f\) in (2.44) does not admit a general analytic solution. However there are two special solutions which are singled out by the fact that the scalar \(\alpha\) takes a constant value. These solutions take the simple form

$$f = c_1 \rho + c_2, \quad c_1 \neq 0,$$

(2.45)

where \(c_{1,2}\) are undetermined constants. Inserting (2.45) into (2.44) we find two possible solutions:

$$\text{AdS}_6: c_1 = 3, \quad \kappa = 0,$$

$$\text{AdS}_4: c_1 = 2, \quad c_2 = -\frac{1}{2} \log 2, \quad \kappa = -1.$$

(2.46)

The first solution, as the name indicates, is simply the maximally supersymmetric AdS\(_6\) vacuum solution of the theory. The second solution corresponds to the AdS\(_4\) near horizon region of a constant curvature black brane solution found in [43]. This AdS\(_4\) \(\times \Sigma_g\) solution exists only for \(\kappa = -1\) and has the following metric

$$ds_6^2 = \left(\frac{2}{27}\right)^{3/2}[2ds^2_{\text{AdS}_4} + ds^2_{\Sigma_g}],$$

(2.47)

The full black brane solution which interpolates between the AdS\(_4\) near horizon region and the asymptotically locally AdS\(_6\) metric in the UV region can be constructed numerically and is displayed in Figure 2. Note that for large \(\rho\) the effect of the curvature of the Riemann surface is negligible and we recover the AdS\(_6\) behavior of \(f(\rho)\) in (2.46).

2.3.2 Perturbative analysis

Since we do not have a complete analytic constant curvature black brane solution of (2.44) we cannot repeat the details of the four- and five-dimensional analysis in Sections 2.1.2 and 2.2.2. Nevertheless, we can still perturb the numerical solution displayed in Figure 2 by employing the Ansatz in (2.33) where the functions \(f\) and \(g\) satisfy (2.44) and the eigenmodes \(Y_n\) satisfy (2.15). Using this Ansatz as well as (2.44) we can linearize the PDE in (2.42) to find the following differential equation for the functions \(\varphi_n\):

$$\left[-(\mu_n + 2) + e^{2f-4g}(2f' - 3)\partial_\rho + \partial^2_\rho\right] \varphi_n(\rho) = 0.$$

(2.48)
Figure 2: Numerical solution of (2.44) for $f(\rho)$ obtained by imposing the AdS$_4$ boundary conditions as defined by (2.45) and (2.46). The figure shows $f'(\rho)$ which smoothly interpolates between the AdS$_4$ value 2 and the AdS$_6$ value 3.

While we cannot solve this equation without having an analytic expression for $f(\rho)$ we can still extract useful information from it by focusing on the IR region at $\rho \to -\infty$ given by the solution for $f(\rho)$ in (2.46). Using this solution in (2.48) we find a simple ODE with an unique regular solution

$$
\varphi_n = a_n e^{\gamma_n \rho}, \quad \gamma_n = \frac{1}{2} \left( -1 + \sqrt{17 + 8\mu_n} \right) > 0.
$$

As in four and five dimensions we observe that the perturbations of the Riemann surface metric away from the constant curvature one vanish as we approach the IR region at $\rho \to -\infty$. Therefore, despite the lack of an analytic solution to (2.46) we can convincingly establish the uniformizing behavior for the metric perturbations in the IR near horizon region.

2.3.3 UV analysis

The UV analysis at $\rho \to \infty$ of (2.42) can be performed similarly to the previous cases. The general UV behaviour of the function $\varphi$ is

$$
\varphi = \rho + \frac{1}{3} \hat{g}(x, y) + \sum_{n \geq 2} e^{-n\rho} g_n(x, y),
$$

where $\hat{g}$ determines the metric on the Riemann surface and is not constrained in the UV. As in previous cases, we discover a second function, namely $v \equiv g_3$, that
is unconstrained in the UV region. All other functions \( g_n \) with \( n \neq 3 \) in (2.50) are related algebraically to (derivatives of) \( \hat{g}(x, y) \) and \( v(x, y) \) when equation (2.42) is solved order by order in \( e^{-\rho} \rightarrow 0 \). We can then proceed to employ similar arguments to the one in Section 2.1.3 to conclude that the PDE in (2.42) leads to a uniformization flow for the metric on the Riemann surface which approaches the constant curvature metric near the regular AdS\(_4\) near horizon region.

### 2.4 Seven dimensions

For completeness we present here also the universal black brane in the minimal seven-dimensional gauged supergravity of [44]. This case was treated in Section 3.2 of [7] to which we refer for a detailed derivation of the BPS configuration.\(^2\) The bosonic field content is the same as in six dimensions, namely the metric, an SU(2) gauge field and a real scalar.

The static BPS black brane solutions are given by\(^3\)

\[
\begin{align*}
\text{ds}_7^2 &= \frac{e^{2\rho} \text{ds}_{\mathbb{R}^3}^2}{(\partial_\rho \varphi)^{2/5}} + \left(\partial_\rho \varphi\right)^{8/5} \left(\text{d}\rho^2 + e^{8\varphi} e^{-6\rho} (\text{d}x^2 + \text{d}y^2)\right), \\
A^3 &= \frac{1}{2} \left[(\partial_x \varphi) \text{d}y - (\partial_y \varphi) \text{d}x\right], \\
e^{-5\varphi} &= \partial_\rho \varphi,
\end{align*}
\]  

(2.51)

where \( \varphi \) satisfies

\[
\triangle \varphi + e^{8\varphi} e^{-6\rho} \left(\partial_\rho^2 \varphi + 4(\partial_\rho \varphi)^2 - 4\partial_\rho \varphi\right) = 0.
\]  

(2.52)

Note the similarity between this equation and the six-dimensional one in (2.42).

#### 2.4.1 The constant curvature black 3-brane

As is familiar by now we look for a simple solution of (2.52) by assuming a separable form of the function \( \varphi \)

\[
\varphi = \frac{1}{4} \left(\hat{f}(\rho) + g(x, y)\right),
\]  

(2.53)

where

\[
\triangle g + \kappa e^{2g} = 0, \quad e^{2f-6\rho} (f'' + f'(f' - 4)) = \kappa,
\]  

(2.54)

and \( \kappa \) is the curvature of the Riemann surface (2.5). The equation for \( \hat{f} \) in (2.54) does not admit a general analytic solutions, however we can again find simple solutions with a constant scalar field which take the form

\[
\hat{f} = c_1 \rho + c_2, \quad c_1 \neq 0,
\]  

(2.55)

---

\(^2\)The analysis in [7] was performed in the maximal seven-dimensional SO(5) gauged supergravity of which the minimal theory in [44] is a consistent truncation.

\(^3\)When comparing with [7], note that we have set \( m = 2 \) and \( \varphi_{\text{here}} = 8\varphi_{\text{here}} - 6\rho + 2\log(y) \).
where \( c_{1,2} \) are undetermined constants. Using (2.55) in (2.54) we obtain two solutions:

\[
\text{AdS}_7: c_1 = 4, \quad \kappa = 0, \quad \text{AdS}_5: c_1 = 3, \quad c_2 = -\frac{1}{2} \log 3, \quad \kappa = -1. \quad (2.56)
\]

The first solution is the AdS\(_7\) supersymmetric vacuum solution of the gauged supergravity. The AdS\(_5\) \( \times \Sigma_g \) solution with \( \kappa = -1 \) represents the near horizon geometry of the constant curvature black brane studied in [1]. In this case the seven-dimensional metric is given by

\[
ds_7^2 = \frac{1}{8} \left( \frac{27}{2} \right)^{1/5} \left[ 3ds^2_{\text{AdS}_5} + ds^2_{\Sigma_g} \right]. \quad (2.57)
\]

A numerical solution interpolating between the AdS\(_5\) and the AdS\(_7\) region of the black brane geometry is displayed in Figure 3. Note that for large \( \rho \) the effect of the curvature of the Riemann surface is negligible and we recover the AdS\(_7\) behaviour of \( f(\rho) \) in (2.56).

### 2.4.2 Perturbative analysis

In the absence of a complete analytic solution of (2.54) we cannot find explicitly the perturbations around the constant curvature black brane black. However, it is still possible to perturb the solution displayed in Figure 3 using the Ansatz in (2.33) where the functions \( f \) and \( g \) satisfy (2.54) and \( Y_n \) are defined by (2.15). We can
then linearize the PDE in (2.52) and find the following differential equation for the perturbations

\[
\left[ - (\mu_n + 2) + e^{2f-6\rho}((2f' - 4)\partial_\rho + \partial_\rho^2) \right] \varphi_n(\rho) = 0.
\]  

(2.58)

While we cannot solve this equation without an analytic expression for \( f(\rho) \) we can extract the behavior of the perturbations in the IR region. To do this we use the IR solution for \( f(\rho) \) given in (2.56) which reduces (2.58) to a simple ODE with a unique regular solution

\[
\varphi_n = a_n e^{\gamma_n \rho}, \quad \gamma_n = -1 + \sqrt{7 + 3\mu_n} > 0.
\]  

(2.59)

As in all previous cases we observe that the perturbations of the constant curvature metric on the Riemann surface vanish as we approach the AdS\(_5\) near horizon region at \( \rho \to -\infty \). This is a manifestation of the uniformization behavior exhibited in [7].

### 2.4.3 UV analysis

The UV analysis at \( \rho \to \infty \) of the equation (2.52) can be performed similarly to previous cases and was discussed in detail in [7]. The UV behavior of the function \( \varphi \) is

\[
\varphi = \rho + \frac{1}{4} \hat{g}(x, y) + \sum_{n \geq 2} \sum_{m=0}^{n-1} e^{-2n\rho} \rho^m g_{n,m}(x, y),
\]  

(2.60)

where \( \hat{g}(x, y) \) determines the metric on the Riemann surface and is not constrained in the UV. As in previous cases, we find another function, \( v \equiv g_{2,0} \), that is unconstrained in the UV and which has to be chosen appropriately in terms of \( \hat{g}(x, y) \) to ensure regular solutions in the IR region. All other functions \( g_{n,m} \) are related algebraically to (derivatives of) \( \hat{g}(x, y) \) and \( v(x, y) \) when equation (2.52) is solved order by order in \( e^{-\rho} \to 0 \). In addition to this perturbative evidence for the uniformization behavior of the metric on the Riemann surface a global existence proof of these uniformizing solutions of (2.52) was provided in [7].

### 3 Black holes with scalar hair

After we have established the holographic uniformization principle for the black brane solutions of gauged supergravity theories consisting only of the gravity multiplet it is natural to generalize this analysis by coupling these theories to matter multiplets. We focus our attention on matter coupled gauged supergravity models in four, five, and seven dimensions, which arise as consistent truncation of ten- or eleven-dimensional supergravity. These so-called STU models share several common features and which are reflected in similarities in the analysis below. In particular, as discussed in [45], these theories arise as a Kaluza-Klein reduction on a sphere from ten or eleven
dimensions where one restricts to the gauge field, and accompanying dilatonic scalar fields, associated with the Cartan subalgebra of the isometries of the sphere. Using the results in [45] we can therefore uplift all solutions discussed below to backgrounds in type IIB or eleven-dimensional supergravity.

The BPS equations for these STU models are more complicated than the ones in the minimal supergravity discussed in the previous section. In particular we find that the BPS equations reduce to a coupled system of PDEs for functions of three variables. We study these equations both in the IR and the UV region and establish that despite this more involved structure the solutions still exhibit the expected uniformization behavior. The solutions we study should be viewed as generalizations of the constant curvature black branes in seven-dimensions [46,47], black strings in five-dimensions [40,48], and black holes in four dimensions [17,20,32].

3.1 Seven-dimensional STU model

The solutions of interest are constructed in the $U(1)^2$ invariant sector of the maximal $SO(5)$ gauged supergravity of [49]. This truncation was studied in [50] and was used to construct supersymmetric black brane solutions arising from M5-branes wrapped on $\Sigma_g$ in [46,47]. Following our general strategy we will generalize the solutions of [46,47] by allowing for the metric on $\Sigma_g$ to be arbitrary.

The bosonic sector of the supergravity truncation we study consists of the metric, two $U(1)$ gauge fields $A_1^\mu$ and $A_2^\mu$ and two real scalar fields, $\alpha$ and $\beta$. The Lagrangian of this model is, see [1,50],

\begin{equation}
\mathcal{L} = R - 5\partial(\alpha + \beta)^2 - \partial(\alpha - \beta)^2 - e^{-4\alpha}(F_1^{\mu\nu})^2 - e^{-4\beta}(F_2^{\mu\nu})^2 - 2(-8e^{2(\alpha + \beta)} - 4e^{-2\alpha - 4\beta} - 4e^{-4\alpha - 2\beta} + e^{-8(\alpha + \beta)}),
\end{equation}

where we are using conventions in which the AdS$_7$ length scale is set to 1. The supersymmetry variations of this model take the form

\begin{equation}
\begin{align*}
\delta \psi_\mu &= \left[\nabla_\mu + 2(A_1^1\Gamma^{12} + A_2^2\Gamma^{34}) + \frac{1}{2}e^{-4(\alpha + \beta)}\gamma^\mu + \frac{1}{2}\gamma^\mu\gamma^\nu \partial_\nu(\alpha + \beta) \\
&\quad+ \frac{1}{2}\gamma^\nu(e^{-2\alpha}F_1^{\mu\nu}\Gamma^{12} + e^{-2\beta}F_2^{\mu\nu}\Gamma^{34})\right] \epsilon, \\
\delta \chi^{(1)} &= \frac{1}{2}(e^{2\alpha} - e^{-4(\alpha + \beta)}) - \frac{1}{4}\gamma^\mu \partial_\mu(3\alpha + 2\beta) - \frac{1}{8}e^{-2\alpha}\gamma^{\mu\nu}F_1^{\mu\nu}\Gamma^{12} \epsilon, \\
\delta \chi^{(2)} &= \frac{1}{2}(e^{2\beta} - e^{-4(\alpha + \beta)}) - \frac{1}{4}\gamma^\mu \partial_\mu(2\alpha + 3\beta) - \frac{1}{8}e^{-2\beta}\gamma^{\mu\nu}F_2^{\mu\nu}\Gamma^{34} \epsilon.
\end{align*}
\end{equation}

We are interested in static supersymmetric solutions of this model captured by the following Ansatz

\begin{equation}
\begin{align*}
ds^2 &= e^{2f(r,x,y)}ds_{R^{1,3}}^2 + e^{2h(r,x,y)}dr^2 + e^{2g(r,x,y)}(dx^2 + dy^2), \\
A^a &= A_1^a(r, x, y) dx + A_2^a(r, x, y) dy, \\
\alpha &= \alpha(r, x, y), \\
\beta &= \beta(r, x, y).
\end{align*}
\end{equation}
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As discussed in Appendix A.1 it can be shown that the coordinate dependence of the supersymmetry parameter in (3.2) takes the simple form $\epsilon = e^{f/2}\epsilon_0$ where $\epsilon_0$ is a constant spinor. In addition the spinor obeys the following projectors
\[ \gamma_\epsilon \epsilon_0 = 0, \quad \gamma_\epsilon \bar{\epsilon}_0 = i\epsilon_0, \quad \Gamma^{12} \epsilon_0 = \Gamma^{34} \epsilon_0 = i\epsilon_0. \quad (3.4) \]

Here $\Gamma$ are SO(5) gamma matrices and we have denoted tangent space indices with a hat.

With this Ansatz at hand the spin-1/2 variations in (3.2) variations reduce to the following PDEs
\[
\begin{align*}
& e^{-h} \partial_r (3\alpha + 2\beta) - 2(e^{2\alpha} - e^{-4(\alpha+\beta)}) - e^{-2\alpha-2\beta} F_{xy} = 0, \quad (3.5) \\
& (\partial_x + i\partial_y)(3\alpha + 2\beta) - ie^{-2\alpha-h}(F_{rx}^1 + iF_{ry}^1) = 0, \quad (3.6) \\
& e^{-h} \partial_r (2\alpha + 3\beta) - 2(e^{2\beta} - e^{-4(\alpha+\beta)}) - e^{-2\beta-2\alpha} F_{xy} = 0, \quad (3.7) \\
& (\partial_x + i\partial_y)(2\alpha + 3\beta) - ie^{-2\beta-h}(F_{rx}^2 + iF_{ry}^2) = 0. \quad (3.8)
\end{align*}
\]

The $t$-component of the spin-3/2 supersymmetry variation lead to two differential constraints which determine that two combinations of the metric functions and the scalar fields in the model are independent of the $x, y$ coordinates on $\Sigma_g$
\[
(\partial_x + i\partial_y)(f + \alpha + \beta) = 0, \quad \partial_r (f + \alpha + \beta) + e^{h-4(\alpha+\beta)} = 0. \quad (3.9)
\]

The other components of the spin-3/2 variation reduce to the differential equation
\[
\partial_r (g - 4\alpha - 4\beta) - 3e^{h-4(\alpha+\beta)} + 2e^{h+2\alpha} + 2e^{h+2\beta} = 0, \quad (3.10)
\]
and the following expression for the gauge fields
\[
A_x^1 + A_x^2 = -\frac{1}{4} \partial_y (g - 4\alpha - 4\beta), \quad A_y^1 + A_y^2 = \frac{1}{4} \partial_x (g - 4\alpha - 4\beta). \quad (3.11)
\]

The equations in (3.5)-(3.11) are all constraints imposed on the bosonic fields of the Ansatz in (3.3).

To analyze these equations it is helpful to use (3.9) to define a new radial coordinate $\rho$ via $d\rho = -e^{h-4(\alpha+\beta)} dr$. This in turn implies that $f + \alpha + \beta = \rho$. It proves useful also to define the following combinations
\[
\varphi \equiv 2g - 8\alpha - 8\beta, \quad \xi \equiv 6\alpha + 4\beta, \quad \chi \equiv 4\alpha + 6\beta. \quad (3.12)
\]

Equipped with this we arrive at the following set of BPS equations which ensure that
the configuration in (3.3) preserves 1/4 of the maximal supersymmetry.

\[ \partial_\rho \varphi = 4 \left( e^\xi + e^\chi - \frac{3}{2} \right), \]  
\[ \varphi = 8 \left( F_{xy}^1 + F_{xy}^2 \right), \]  
\[ \partial_\rho \xi + 4(e^\xi - 1) + 2e^{-\varphi - \xi} F_{xy}^1 = 0, \]  
\[ \partial_\rho \chi + 4(e^\chi - 1) + 2e^{-\varphi - \chi} F_{xy}^2 = 0, \]  
\[ (\partial_x + i\partial_y)e^\xi = 2ie^{-h+4\alpha+4\beta}(F_{rx}^1 + iF_{ry}^1), \]  
\[ (\partial_x + i\partial_y)e^\chi = 2ie^{-h+4\alpha+4\beta}(F_{rx}^2 + iF_{ry}^2). \]  

This system of equations can be further reduced to only two coupled PDEs given by

\[ \partial_\rho [e^{\varphi + \chi}(\partial_\rho \chi + 4(e^\chi - 1))] + \varphi = 0, \]  
\[ e^\varphi \partial_\rho^2 \varphi + e^\varphi (\partial_\rho \varphi)^2 + 32e^{\varphi + 2\chi} - 48e^{\varphi + \chi} + 12e^\varphi - 8e^\varphi \partial_\rho \varphi (e^\chi - 1) + \varphi = 0. \]  

To derive these equations we made use of the Bianchi identity to eliminate the field strengths from (3.16) and (3.18) and reorganized appropriately the equations in (3.13)-(3.16).

Given a solution for \( \chi \) and \( \varphi \) of the two coupled PDEs (3.19) and (3.20) one can obtain all fields in the background (3.3) using only derivatives and algebraic relations. Therefore to find supersymmetric backgrounds described by (3.3) it is sufficient to focus on solutions of (3.19) and (3.20). Notice that this is considerably more complicated than the situation in minimal seven-dimensional supergravity where similar solutions were described by the single PDE in (2.52).

### 3.1.1 IR analysis

We start with the analysis of the BPS equations in the IR region where we look for regular AdS\(_5\) solutions. We can solve (3.13)-(3.14), by making the Ansatz

\[ \xi_{\text{IR}} = \log \xi_0, \quad \chi_{\text{IR}} = \log \chi_0, \quad \varphi_{\text{IR}} = \log \varphi_0 - 2g(x, y). \]  

We find then that \( g(x, y) \) obeys the Liouville equation in (2.54) and thus describes a Riemann surface of constant curvature \( \kappa \). We focus on the case \( \kappa \neq 0 \) and use the notation of [47] for the field strengths of the gauge fields\(^4\)

\[ F_{xy}^1 = pe^{-2g(x,y)}, \quad F_{xy}^2 = qe^{-2g(x,y)}. \]  

\(^4\)The case \( \kappa = 0 \) can be analyzed analogously following Appendix C of [47].
Supersymmetry imposes a relation between the two magnetic fluxes which can be conveniently expressed by rewriting them in terms of a single parameter \( z \):

\[
p = -\frac{\kappa(1 + z)}{8}, \quad q = -\frac{\kappa(1 - z)}{8}.
\] (3.23)

Note that \( z \) should be quantized such that \( z(g - 1) \in \mathbb{Z} \).

The two equations (3.13)-(3.14) then reduce to

\[
4(\xi_0 - 1) + \frac{2}{\xi_0 \varphi_0} p = 0, \tag{3.24}
\]

\[
4(\chi_0 - 1) + \frac{2}{\chi_0 \varphi_0} q = 0, \tag{3.25}
\]

\[
\xi_0 + \chi_0 - \frac{3}{2} = 0. \tag{3.26}
\]

We thus find the IR solutions

\[
\xi_0 = \frac{1 + 3z + \kappa \sqrt{1 + 3z^2}}{4z}, \quad \chi_0 = \frac{3z - 1 - \kappa \sqrt{1 + 3z^2}}{4z}, \quad \varphi_0 = \sqrt{1 + 3z^2} - \frac{\kappa}{6}.
\]

We have thus arrived at the family of AdS_5 solutions with a constant curvature metric on \( \Sigma_g \) found in [47]. Note that to ensure regularity of the solution we need to restrict \(|z| > 1\) for \( \kappa = 1 \). There is no upper or lower bound on the value of \( z \) for \( \kappa = -1 \).

Our goal now is to expand (3.19) and (3.20) around these IR AdS_5 solutions in the same way as before, by writing \( \varphi = \varphi_{\text{IR}} + \tilde{\varphi} \) and expanding the small perturbation \( \tilde{\varphi} \) in eigenfunctions of the constant curvature Laplacian as follows

\[
\varphi = \varphi_{\text{IR}} + \sum_{n=0}^{\infty} \tilde{\varphi}_n(\rho) Y_n(x, y), \quad \triangle_g Y_n = -\mu_n Y_n. \tag{3.27}
\]

We perform a similar expansion for the function \( \chi \) and use (3.19) and (3.20) to obtain the following system of linear equations

\[
\partial^2_{\rho} \tilde{\chi}_n + 4(\chi_0 - 1) \partial_{\rho} \tilde{\chi}_n + 4(\chi_0 - 1) \partial_{\rho} \tilde{\varphi}_n - \mu_n \varphi_0^{-1} \tilde{\chi}_n = 0, \tag{3.28}
\]

\[
\partial^2_{\rho} \tilde{\varphi}_n - 8(\chi_0 - 1) \partial_{\rho} \tilde{\varphi}_n + (64\chi_0^2 - 48\chi_0) \tilde{\chi}_n - (\mu_n - 2\kappa) \varphi_0^{-1} \tilde{\varphi}_n = 0. \tag{3.29}
\]

A regular solution of these takes the form

\[
\begin{pmatrix}
\tilde{\varphi}_n \\
\tilde{\chi}_n
\end{pmatrix}
= e^{\gamma_n \rho} \begin{pmatrix} A \\ B \end{pmatrix},
\]

where the real constants \( A \) and \( B \) are determined by solving the following matrix equation

\[
\begin{pmatrix}
4(\chi_0 - 1) \gamma_n \\
4(\chi_0 - 1) \gamma_n - (\mu_n - 2\kappa) \varphi_0^{-1}
\end{pmatrix}
\begin{pmatrix} A \\ B \end{pmatrix}
= 0. \tag{3.31}
\]
The vanishing of the determinant of the matrix (3.31) leads to an equation for the constants \( \gamma_n \). Importantly there are always two positive roots of this equation for \( \kappa = -1, 1 \) given explicitly by

\[
\gamma_n = -1 + \sqrt{\frac{-\kappa + 7\sqrt{1 + 3z^2} + 6\mu_n \pm 6\sqrt{1 + 3z^2 + 2(\kappa + \sqrt{1 + 3z^2})\mu_n}}{-\kappa + \sqrt{1 + 3z^2}}}. \tag{3.32}
\]

We therefore conclude that indeed for each choice of eigenmode on \( \Sigma_g \) there is a regular solution of the form (3.30) which describes a small deviation from the constant curvature solution. Note that for \( z = 0 \) and \( \kappa = -1 \), the largest solution for \( \gamma_n \) reduces to the one in (2.59).

### 3.1.2 UV analysis

In the UV region at \( \rho \to \infty \) the BPS equations (3.19) and (3.20) can be solved systematically order by order for any metric on the Riemann surface. The solution is given by

\[
\varphi = 2\rho + \varphi_0 + \varphi_2 e^{-2\rho} + \varphi_4 e^{-4\rho} + \varphi_{4,1} e^{-4\rho} + \text{higher order},
\]

\[
\chi = \chi_2 e^{-2\rho} + \chi_4 e^{-4\rho} + \chi_{4,1} e^{-4\rho} + \text{higher order}, \tag{3.33}
\]

where the functions \( \varphi_0(x, y) \), \( \varphi_4(x, y) \), \( \chi_2(x, y) \), and \( \chi_{4,1}(x, y) \) can be chosen freely. The rest of the UV expansion functions are determined in terms of these four. For example, we find

\[
\varphi_2 = \frac{1}{4} e^{-\varphi_0} \Delta \varphi_0, \]

\[
\varphi_{4,1} = -8\chi_2^2 - 4\chi_2 \varphi_2 - \frac{1}{4} e^{-\varphi_0} \Delta \varphi_2, \tag{3.34}
\]

\[
\chi_{4,1} = 4\chi_2^2 + 2\chi_2 \varphi_2 - \frac{1}{2} e^{-\varphi_0} \Delta \chi_2.
\]

Taken together, the UV and the IR expansion discussed above strongly suggest that, for arbitrary values of \( z \) and \( \kappa \), there indeed exist full nonlinear solutions of the BPS equations of this seven-dimensional model which interpolate between the IR and UV region and uniformize the arbitrary UV metric on the Riemann surface. For \( z = 0, 1 \) and \( \kappa = -1 \) this statement was proven rigorously in [7].

### 3.2 Five-dimensional STU model

Here we study the well-known five-dimensional STU model of \( \mathcal{N} = 2 \) five-dimensional gauged supergravity which arises from a consistent truncation of type IIB supergravity on \( S^5 \), see [45]. The bosonic fields of this theory are the metric, three Abelian gauge
fields and two real scalars. The Lagrangian for these fields is given by, see for instance [1, 40],

$$\mathcal{L} = R - \frac{1}{2}(\partial_\mu \phi_1)^2 - \frac{1}{2}(\partial_\mu \phi_2)^2 + 12 \sum_{a=1}^{3} X_a$$

$$- \frac{9}{4} \sum_{a=1}^{3} X_a^2 (F_a)_{\mu \nu}^2 + \frac{1}{4} \epsilon^{\mu \nu \alpha \beta \sigma} F_{\mu \nu}^a F_{\alpha \beta}^b A_{\sigma}^3.$$  (3.35)

The three gauge fields, $A^a$, correspond to the Cartan generators of the $SO(6)$ isometry group of $S^5$. It is also useful to define the “sections” $X_a$ which are related to the scalars $\phi_1$ and $\phi_2$ via

$$X^1 = e^{-\frac{\phi_1}{\sqrt{6}} - \frac{\phi_2}{\sqrt{2}}}, \quad X^2 = e^{-\frac{\phi_1}{\sqrt{6}} + \frac{\phi_2}{\sqrt{2}}}, \quad X^3 = e^{2\frac{\phi_1}{\sqrt{6}}},$$  (3.36)

as well as their inverse

$$X_a = \frac{1}{3} X^a.$$  (3.37)

The fermionic supersymmetry variations of the supergravity are those of the two dilatini $\chi^{(j)}$ and the gravitino $\psi$ and read

$$\delta \psi_\mu = \left[ \nabla_\mu + \frac{i}{8} X_a (\gamma^\mu_\mu - 4\delta^\mu_\mu \gamma^\nu) F^a_{\nu \mu} + \frac{1}{2} X^a V_a \gamma_\mu - \frac{3i}{2} V_a A^a_\mu \right] \epsilon,$$

$$\delta \chi^{(j)} = \left[ \frac{3}{8} (\partial_{\phi_j} X_a) F^a_{\mu \nu} \gamma^{\mu \nu} + \frac{3i}{2} V_a \partial_{\phi_j} X^a - \frac{i}{4} \delta_{jk} \partial_\mu \phi_k \gamma^\mu \right] \epsilon,$$  (3.38)

where $j = 1, 2$ and $V_a = \frac{1}{3}$. We now proceed to analyze these equations to find static supersymmetric black string solutions.

### 3.2.1 BPS constraints

The Ansatz we consider is similar to the one used to construct the supersymmetric black string solutions in [40, 48], however we now allow for a general metric on the Riemann surface

$$\text{ds}^2 = e^{2f(r,x,y)} \text{ds}_{R^{1,1}}^2 + e^{2h(r,x,y)} dr^2 + e^{2g(r,x,y)} (dx^2 + dy^2),$$

$$A^a = A^a_1(r, x, y) dx + A^a_2(r, x, y) dy,$$  (3.39)

$$\frac{\phi_1}{\sqrt{6}} = \alpha(r, x, y), \quad \frac{\phi_2}{\sqrt{2}} = \beta(r, x, y),$$

Note that for convenience we have rescaled the scalar fields $\phi_{1,2}$ by suitable constants. As is familiar by now, the BPS equations of the model are then obtained after taking $\epsilon = e^{f/2}\epsilon_0$ and imposing the projectors

$$\gamma_i \epsilon_0 = \epsilon_0, \quad \gamma_2 \bar{\epsilon}_0 = -i \epsilon_0.$$  (3.40)
We then find the following set of equations which ensure that the spin-1/2 supersymmetry variations in (3.38) are obeyed
\[
6\partial_r \alpha + 2e^h (X^1 + X^2 - 2X^3) + 3e^{-2g}(X_a F_{xy}^a - 3X_3 F_{xy}^3) = 0, \\
2(\partial_x + i\partial_y)\alpha + ie^{-h}(X_a (F_{rx}^a + iF_{ry}^a) - 3X_3 (F_{rx}^3 + iF_{ry}^3)) = 0, \\
2\partial_r \beta + 2(X^1 - X^2) + 3e^{-2g}(X_1 F_{xy}^1 - X_2 F_{xy}^2) = 0, \\
2(\partial_x + i\partial_y)\beta + 3ie^{-h}(X_1 (F_{rx}^1 + iF_{ry}^1) - X_2 (F_{rx}^2 + iF_{ry}^2)) = 0.
\]
(3.41)

The \(t\)- and \(z\)-component of the gravitino variations yield
\[
6\partial_r f + 2e^h \sum_{a=1}^3 X^a + 3e^{-2g}X_a F_{xy}^a = 0, \\
2(\partial_x + i\partial_y) f + ie^{-h}X_a (F_{rx}^a + iF_{ry}^a) = 0,
\]
(3.42)
The other components of the gravitino variation give the following constraints on the metric functions
\[
(\partial_x + i\partial_y)(2f + h) = 0, 
\]
(3.43)
scalars
\[
\partial_r (2f + g) + e^h \sum_{a=1}^3 X^a = 0, 
\]
(3.44) and gauge fields
\[
\sum_{a=1}^3 A_x^a = -\partial_y(2f + g), \quad \sum_{a=1}^3 A_y^a = \partial_x(2f + g).
\]
(3.45)

These BPS constraints can be written more compactly by using the relation in (3.43) to define a new radial variable via \(d\rho = -e^{2f+h}dr\) and then define the combinations
\[
\varphi \equiv 4f + 2g, \quad \xi_1 \equiv 2f + \alpha + \beta, \quad \xi_2 \equiv 2f + \alpha - \beta, \quad \xi_3 \equiv 2f - 2\alpha.
\]
(3.46)

Indeed, we can now reduce the BPS constraints to the following set of equations
\[
\partial_\rho \varphi = 2(e^{-\xi_1} + e^{-\xi_2} + e^{-\xi_3}) \\
2 \sum_{a=1}^3 F_{xy}^a - \Delta \varphi = 0 \\
\partial_\rho e^{-\xi_0} + 2e^{-2\xi_0} + e^{-\varphi} F_{xy}^a = 0, \quad a = 1, 2, 3
\]
(3.47)
(3.48)
(3.49)
\[ (\partial_x + i\partial_y)e^{-\xi_a} = i(F^a_{rx} + iF^a_{ry})e^{-h-2f}, \quad a = 1, 2, 3. \] (3.50)

A few comments are in order. We note that the three gauge fields can develop independent profiles along the radial flow. When we set all three of the gauge fields to be equal to each other we see that the two scalars fields can be consistently set to zero and we then recover the BPS equations of the minimal gauged supergravity discussed in Section 2.2. In the two special cases when \( F^1 = F^2 \neq 0 \) and \( F^3 = 0 \) or \( F^1 = F^2 = 0 \) and \( F^3 \neq 0 \) we recover the 1/4-BPS and 1/2-BPS solutions studied in [7]. For more general profiles of \( F^a \) the solutions to the BPS equations above preserve 1/8 of the maximal supersymmetry.

To make progress in simplifying further the BPS equations we can invoke the Bianchi identity for (3.49) and (3.50) to obtain

\[ \partial_\rho(e^\varphi(\partial_\rho e^{-\xi_a} + 2e^{-2\xi_a})) + \triangle e^{-\xi_a} = 0, \quad \text{for} \quad a = 1, 2, 3 \] (3.51)

The sum of the three equations (3.49) yields, in combination with (3.47), the following equation for \( \varphi \)

\[ \partial_\rho^2 \varphi + 4(e^{-2\xi_1} + e^{-2\xi_2} + e^{-2\xi_3}) + e^{-\varphi}\Delta \varphi = 0. \] (3.52)

Due to (3.47) one of the four equations in (3.51) and (3.49) is redundant. We can therefore use (3.47) to eliminate \( \xi_1 \) and work with a system of two coupled PDEs for \( \xi_2 = \xi \) and \( \xi_3 = \chi \) in addition to the following equation for \( \varphi \) obtained from (3.52)

\[ \partial_\rho^2 e^\varphi - 4(e^{-\xi} + e^{-\chi})\partial_\rho e^\varphi + 8e^\varphi(e^{-2\xi} + e^{-2\chi} + e^{-\xi-\chi}) + \Delta \varphi = 0. \] (3.53)

Therefore we conclude that by solving the equations for \( \varphi, \chi, \) and \( \xi \) in (3.53) and (3.51) we can find the most general supersymmetric background of the form in (3.39) in the five-dimensional STU supergravity model.

### 3.2.2 IR analysis

We begin by deriving the AdS\(_3 \times \Sigma_g\) IR solutions of [40] in our notation. To this end we take

\[ \varphi = -\log \varphi_0 + 2\log \rho + 2g(x, y), \quad \xi_a = -\log \xi_{a,0} + \log \rho. \] (3.54)

Here \( \varphi_0 \) and \( \xi_{a,0} \) are constants and the function \( g \) has to obey the Liouville equation (2.28) and thus determines a metric on \( \Sigma_g \) of constant curvature \( \kappa \). The field strengths of the three gauge are proportional to the volume form on \( \Sigma_g \)

\[ F^a = -n_a e^{2g(x, y)}dx \wedge dy, \] (3.55)

where, as described in [40], \( n_a \) are constant magnetic flux parameters which need to be quantized in terms of the genus \( g \).
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With this at hand we find that equations (3.47), (3.48), and (3.49) reduce to the following algebraic constraints

$$
\xi_{1,0} + \xi_{2,0} + \xi_{3,0} = 1, \\
n_1 + n_2 + n_3 = \kappa, \\
2\xi_{a,0} - n_a \varphi_{0,0} = 1, \quad a = 1, 2, 3.
$$

For generic values of the parameters $n_a$ these equations can be solved to find

$$
\varphi_0 = -\frac{\Pi}{\Theta^2}, \quad \xi_{1,0} = \frac{n_1(n_1 - n_2 - n_3)}{\Theta}, \\
\xi_{2,0} = \frac{n_2(-n_1 + n_2 - n_3)}{\Theta}, \quad \xi_{3,0} = \frac{n_3(-n_1 - n_2 + n_3)}{\Theta},
$$

where, as in [40], we have defined

$$
\Pi = (-n_1 + n_2 + n_3)(n_1 - n_2 + n_3)(n_1 + n_2 - n_3), \\
\Theta = n_1^2 + n_2^2 + n_3^2 - 2(n_1n_2 + n_2n_3 + n_3n_1).
$$

We have thus recovered the supersymmetric AdS$_3$ solutions discussed in [40]. It is important to emphasize that in order for these solutions to be physically acceptable the magnetic fluxes $n_a$ have to obey certain positivity constraints. These arise since, due to (3.54), the constants $\varphi_0$ and $\xi_{I,0}$ have to be positive. These constraints were thoroughly analyzed in [40] and from now on we assume that we work with values of $n_a$ for which they are obeyed.

To study whether the constant curvature metric on $\Sigma_g$ can be deformed as we move away from the IR region we proceed as in the previous sections. Namely, we expand equations (3.51) and (3.53) around the IR AdS$_3 \times \Sigma_g$ solution described above in terms of eigenmodes of the constant curvature Laplacian on $\Sigma_g$. The radial evolution of every such eigenmode, with eigenvalue $\mu_n$, can be obtained by linearizing the equations in (3.51) and (3.53) to find

$$
\rho^2 \partial_{\rho}^2 \tilde{\xi}_n + 4\xi_0 \rho \partial_{\rho} \tilde{\xi}_n + (1 - 2\xi_0)\rho \partial_{\rho} \tilde{\varphi}_n - \varphi_0 \mu_n \tilde{\xi}_n = 0, \\
\rho^2 \partial_{\rho}^2 \tilde{\chi}_n + 4\chi_0 \rho \partial_{\rho} \tilde{\chi}_n + (1 - 2\chi_0)\rho \partial_{\rho} \tilde{\varphi}_n - \varphi_0 \mu_n \tilde{\chi}_n = 0, \\
\rho^2 \partial_{\rho}^2 \tilde{\varphi}_n + 4(1 - \xi_0 - \chi_0)\rho \partial_{\rho} \tilde{\varphi}_n + 8(\xi_0 \tilde{\xi}_n(1 - 2\xi_0 - \chi_0) + \chi_0 \tilde{\chi}_n(1 - \xi_0 - 2\chi_0)) \\
- (\mu_n - 2\kappa)\varphi_0 \tilde{\varphi}_n = 0.
$$

The regular solutions of these equations in the IR region at $\rho \to 0$ take the form

$$
\begin{pmatrix}
\tilde{\xi}_n \\
\tilde{\chi}_n \\
\tilde{\varphi}_n
\end{pmatrix}
= \rho^2 \begin{pmatrix}
A \\
B \\
C
\end{pmatrix},
$$

(3.59)
where \((A, B, C)\) are real integration constants and \(\gamma\) should be a positive real number.

Note that the value of the constant \(\gamma\) depends on \(n\), i.e. on the choice of eigenmode. Plugging (3.60) in (3.59) we obtain the following algebraic equation

\[
M \begin{pmatrix} A \\ B \\ C \end{pmatrix} = 0,
\]

(3.61)

where the matrix \(M\) is given by

\[
M = \begin{pmatrix}
\gamma^2 + \gamma(4\xi_0 - 1) - \mu_n \varphi_0 & 0 & \gamma(1 - 2\xi_0) \\
0 & \gamma^2 + \gamma(4\chi_0 - 1) - \mu_n \varphi_0 & \gamma(1 - 2\chi_0) \\
8\xi_0(1 - 2\xi_0 - \chi_0) & 8\chi_0(1 - \xi_0 - 2\chi_0) & \gamma^2 + \gamma(3 - 4\xi_0 - 4\chi_0) + \varphi_0(2\kappa - \mu_n)
\end{pmatrix}.
\]

In order to show that for every eigenvalue \(\mu_n\) there is a regular solution of the IR linearization problem as in (3.60) we need to ensure that the algebraic equation \(\det M = 0\) always have a positive root. First we note that when the magnetic fluxes are equal, i.e. \(n_1 = n_2 = n_3\), we find \(\varphi_0 = \chi_0 = \xi_0 = \frac{1}{3}\) and recover the solution of the minimal gauged supergravity with the value of \(\gamma\) in (2.37). For general values of the flux parameters we have to solve a sixth order polynomial equation of the form

\[
\det(M) = \gamma^6 + \gamma^5 + ... - \varphi_0^3 \mu_n^2 (\mu_n - 2\kappa) = 0.
\]

(3.62)

We do not have a closed form expression for the roots of this polynomial equations. Nevertheless the structure of the terms we presented explicitly in (3.62) allows us to deduce important information. In particular, the positivity constraints on \(\varphi_0\) and \(\mu_n\) and the form of the constant term in (3.62) imply that the product of the roots is negative. Since we have a sixth order polynomial this in turn implies that at least one of the roots is positive for almost all values of \(\kappa\) and \(\mu_n\). The only exceptions to this argument are the zero modes \(\mu_0 = 0\) for all values of \(\kappa\) and the mode \(\mu_1 = 2\) when \(\kappa = 1\). In these two cases we have checked numerically that for general values of \(n_a\) allowed by the positivity constraints in [40] there are three positive roots of the equation in (3.62). We have also analyzed the polynomial equation (3.62) for more general values of \(\mu_n\) and \(\kappa\). We find that for values of \(n_a\) that obey the positivity constraints in [40], there are three positive real roots. Moreover the corresponding solutions of the form (3.60) have \(C \neq 0\). This is important to ensure that the metric on the Riemann surface is indeed perturbed since, due to (3.46), this perturbation is encoded in \(\varphi\). The fact that there are three positive roots in general means that not only the metric perturbations but also the scalar perturbations are washed out as we approach the IR region. A special situation which necessitates a separate analysis arises when two of the fluxes re equal. Then the polynomial in (3.62) factorizes into
two polynomials of degree 4 and 2, respectively. The degree 2 polynomial has two positive roots corresponding to an eigenvector with $C = 0$. These special modes leave the scalar fields and the metric function $f$ unperturbed and correspond to the marginal deformations discussed around Equation (21) in [1]. The degree 4 polynomial however, still contains a positive root corresponding to an eigenvector with $C \neq 0$ which ensures that we can indeed perturb the metric away from the constant curvature one as we move away from the IR region.

3.2.3 UV analysis

In the UV region we encounter a familiar predicament. Namely, we can solve equation (3.51) and (3.53) order by order in the $\rho \rightarrow \infty$ limit and then find that the metric on the Riemann surface can be arbitrary. We find the following UV expansion for the three unknown functions that control the BPS black string solutions

$$\varphi = 3 \log \rho + \varphi_0 + \varphi_{1,1} \rho^{-1} \log \rho + \varphi_1 \rho^{-1} + \varphi_{2,2} \rho^{-2} (\log \rho)^2$$
$$+ \varphi_{2,1} \rho^{-2} \log \rho + \varphi_2 \rho^{-2} + \ldots,$$
$$\xi = \log \rho + \log 2 + \xi_{1,1} \rho^{-1} \log \rho + \xi_1 \rho^{-1} + \xi_{2,2} \rho^{-2} (\log \rho)^2$$
$$+ \xi_{2,1} \rho^{-2} \log \rho + \xi_2 \rho^{-2} + \ldots,$$
$$\chi = -2 \log \rho + \log(2) + \chi_{1,1} \rho^{-1} \log \rho + \chi_1 \rho^{-1} + \chi_{2,2} \rho^{-2} (\log \rho)^2$$
$$+ \chi_{2,1} \rho^{-2} \log \rho + \chi_2 \rho^{-2} + \ldots,$$  

(3.63)

where all of the coefficients are functions of the two coordinates on the Riemann surface. As in the UV expansion of the BPS equation in the minimal five-dimensional supergravity discussed in Section 2.2.3 we find two undetermined metric functions, $\varphi_0$, $\varphi_1$. In addition to that we have four other undetermined functions, $\xi_1$, $\chi_1$, $\xi_{1,1}$, and $\chi_{1,1}$, which are due to the presence of the additional matter fields in the STU model. The rest of the coefficients in the UV expansion are determined in terms of these six unknown functions. For instance for the first few coefficients in the expansion of $\xi$ we find

$$\xi_{2,2} = -\frac{1}{2} \xi_{1,1}^2,$$
$$\xi_2 = -\frac{1}{2} \xi_1^2 + \varphi_1 \xi_{1,1} - \varphi_{1,1} \xi_{1,1,1} + 2 \xi_{1,1}^2 + 2 e^{-\varphi_0} (\partial_x^2 + \partial_y^2) \xi_{1,1} + 2 \xi_{2,1},$$
$$\xi_{2,1} = \varphi_1 \xi_{1,1} - \xi_1 \xi_{1,1} - 2 \xi_{1,1}^2 - e^{-\varphi_0} (\partial_x^2 + \partial_y^2) \xi_{2,1}.$$  

(3.64)

while for the first two coefficients in $\varphi$ we have

$$\varphi_{2,2} = -\left(\chi_{1,1}^2 + \xi_{1,1}^2 + \frac{1}{2} \varphi_{1,1}^2 - \phi_{1,1} (\chi_{1,1} + \xi_{1,1}) + \chi_{1,1} \xi_{1,1}\right),$$
$$\varphi_{1,1} = e^{-\varphi_0} (\partial_x^2 + \partial_y^2) \varphi_0.$$  

(3.65)

Similar expressions can be obtained for the low order coefficients in the expansion of $\chi$ as well.
As in the previous examples we studied we thus conclude that the metric on $\Sigma_g$ is arbitrary in the UV region and should approach the constant curvature one in the IR region of these regular five-dimensional solution.

### 3.3 Four-dimensional STU model

We now proceed to study a large generalization of the black hole solution discussed in Section 2.1. To this end we focus on the STU model of four-dimensional $\mathcal{N}=2$ supergravity which arises as a particular consistent truncation of of eleven-dimensional supergravity on $S^7$. This model can also be constructed by adding three $\mathcal{N}=2$ vector multiplets to the gravity multiplet of the minimal supergravity theory. Each of the vector multiplets contains an $U(1)$ gauge field and two complex scalars which can thought of as a scalar and a pseudoscalar. For the magnetic black hole solutions of interest here it can be shown that the pseudoscalars can be consistently set to zero.

The bosonic Lagrangian of this model is given by

$$
\mathcal{L} = R - \frac{1}{2} (\partial \tilde{\phi})^2 - \frac{1}{4} \sum_{a=1}^{4} e^{\tilde{\phi}} F_a^2 - V(\phi),
$$

where the potential is

$$
V = -2(\cosh \phi_{12} + \cosh \phi_{13} + \cosh \phi_{14}),
$$

and we have defined

$$
\vec{a}_1 = (1,1,1), \quad \vec{a}_2 = (1,-1,-1), \quad \vec{a}_3 = (-1,1,-1) \quad \vec{a}_4 = (-1,-1,1), \quad \vec{\phi} = (\phi_{12}, \phi_{13}, \phi_{14}).
$$

We have not included the $F \wedge F$ terms in the Lagrangian (3.66) since they will not play any role for the magnetic black hole solutions of interest here.

The STU model arises also as a consistent truncation of the $\mathcal{N}=8$ SO(8) gauged supergravity. This embedding proves useful when studying the supersymmetry variations of the theory. Im the $\mathcal{N}=8$ theory the fermions consist of the gravitini $\psi^I_\mu$ and the spin-1/2 fields $\chi^{IJK}$ where $I$, $J$ and $K$ are SU(8) indices. In the $\mathcal{N}=2$ STU model truncation the index $I$ should be thought of as corresponding to the pair $(a,i)$ where $a = 1, \ldots, 4$ as in (3.66) and $i = 1, 2$. With this notation the supersymmetry variations of the gravitini are given by

$$
\delta \psi^a_i = \nabla_\mu \epsilon^{ai} - \frac{1}{2} \Omega_{ab} A^b_\mu \epsilon^{ij} \epsilon^{bj} + \frac{1}{8} \sum_b \epsilon^{ai} \tilde{\phi}^2/2 \gamma_\mu \epsilon^{aj} + \frac{1}{8} \sum_b \Omega_{ab} \epsilon^{ai} \tilde{\phi}^2/2 F^b_\nu \gamma^\nu \gamma_\mu \epsilon^{aj},
$$

We follow closely [20] in our presentation, see also [17].
where $\Omega_{ab}$ is the matrix

$$
\begin{pmatrix}
1 & 1 & 1 & 1 \\
1 & 1 & -1 & -1 \\
1 & -1 & 1 & -1 \\
1 & -1 & -1 & 1
\end{pmatrix}.
$$

(3.70)

For the spin-1/2 variations, one finds

$$
\delta \chi^{a_{i_{1}j_{1}}k_{1}} = \delta \chi^{a_{k}c} \delta^{a_{b}} \epsilon^{i_{1}j_{1}} + \delta \chi^{b_{i_{1}}a} \delta^{b_{c}} \epsilon^{j_{1}k_{1}} + \delta \chi^{c_{i_{1}}j_{1}} \delta^{c_{a}} \epsilon^{k_{1}i_{1}}
$$

where

$$
\sqrt{2} \delta \chi^{a_{i_{1}}} = -\gamma^{\mu} \partial_{\mu} \phi_{ab} \epsilon^{i_{1}j_{1}} - \sum_{cd} \Sigma_{abc} \Omega_{cd} e^{-\tilde{\phi} / 2} \epsilon^{i_{1}j_{1}}
$$

+ \sum_{d} \Omega_{ad} e^{-\tilde{\phi} / 2} F_{\mu \nu} \gamma^{\mu \nu} \epsilon^{i_{1}j_{1}}.
$$

(3.71)

Note that there is no sum over the repeated index $b$ above. The tensor $\Sigma_{abc}$ is defined as

$$
\Sigma_{abc} = \begin{cases} 
\mid \epsilon_{abc} \mid & \text{for } a, b, c \neq 1, \\
\delta_{bc} & \text{for } a = 1, \\
\delta_{ac} & \text{for } b = 1, \\
0 & \text{otherwise}.
\end{cases}
$$

(3.72)

3.3.1 BPS constraints

to construct the black hole solutions of interest here we consider the following Ansatz, for $a = 1, 2, 3, 4$,

$$
ds^{2} = -e^{2f(r,x,y)} dt^{2} + e^{2h(r,x,y)} dr^{2} + e^{2g(r,x,y)} (dx^{2} + dy^{2}) ,
$$

$$
A^{a} = A^{a}_{r}(r,x,y) dx + A^{a}_{y}(r,x,y) dy ,
$$

$$
e^{-\tilde{a}_{r} \tilde{\phi} / 2} = X^{a}_{a}(r,x,y).
$$

(3.73)

To recover the solutions in the minimal supergravity discussed in Section 2.1 we need to set the four gauge fields equal to each other and freeze the scalar fields by setting $X_{a} = 1$. The spinor generating the supersymmetry of this background again takes the simple form $\epsilon_{ai} = e^{f / 2} \epsilon^{ai}_{0}$, where $\epsilon^{ai}_{0}$ are constant spinor parameters. Since the solutions preserve only two real supercharges we take only the $a = 1$ components of the spinor to be non-vanishing. In addition, we impose the projectors $\gamma_{\alpha} \epsilon^{i}_{0} = \epsilon^{i}_{0}$ and $\gamma_{\tilde{d}} \epsilon^{i}_{0} = -e^{ij} \epsilon^{j}_{0}$. By imposing that the spin-1/2 supersymmetry variations vanish we then can derive the following constraints on the bosonic fields

$$
e^{-h} \partial_{r} \phi_{1a} + \Omega_{ab} X_{b} + e^{-2g} \Omega_{ab} X_{b}^{-1} F_{\mu \nu}^{b} = 0 ,
$$

(3.74)

$$
e^{h} (\partial_{x} + i \partial_{y}) \phi_{1a} + i \Omega_{ab} X_{b}^{-1} (F_{rx}^{b} + i F_{ry}^{b}) = 0 .
$$

(3.75)
From the $t$-component of the gravitino variations we find the relations

\[ e^{-h} \partial_r f + \frac{1}{2} \Omega_{1b} X_b + \frac{1}{2} e^{-2g} \Omega_{1b} X^{-1}_b F_{xy}^b = 0, \]
\[ (3.76) \]
\[ e^h (\partial_x + i \partial_y) f + \frac{i}{2} \Omega_{1b} X^{-1}_b (F_{rx}^b + i F_{ry}^b) = 0. \]
\[ (3.77) \]

The expressions above determine the sum of the field strengths which in turn can be used to simplify the rest of the supersymmetry variations. The result for the constraints derived from the other components of the gravitino variations reads

\[ (\partial_x + i \partial_y)(f + h) = 0, \]
\[ \partial_r (f + g) + e^h \Omega_{1b} X_b = 0, \]
\[ 2 \partial_y (f + g) + \sum b A^b_x = 0, \]
\[ 2 \partial_x (f + g) - \sum b A^b_y = 0. \]
\[ (3.78) \]
\[ (3.79) \]
\[ (3.80) \]
\[ (3.81) \]

These relations should be compatible with the ones in (3.76) and (3.77) which leads to the following alternative expressions for the field strengths

\[ \sum_b F_{xy}^b - 2 \Delta (f + g) = 0, \]
\[ (3.82) \]
\[ i \sum_b (F_{rx}^b + i F_{ry}^b) + 2 \partial_r (\partial_x + i \partial_y)(f + g) = 0. \]
\[ (3.83) \]

We have so far derived all constraints on the bosonic fields imposed by the vanishing of the supersymmetry variations in (3.69) and (3.71). To simplify these BPS equations further we use (3.78) to change coordinates by $d\rho = -e^{f + h} d r$. We can then rewrite (3.74)-(3.83) in a simpler way upon defining $^6 \varphi = 2 f + 2 g$ and $\xi_a = f + \vec{a}_a \cdot \vec{\phi}/2$, for $a = 1, 2, 3, 4$. This yields the following system of equations

\[ \partial_\rho \varphi = \sum_a e^{-\xi_a}, \]
\[ (3.84) \]
\[ \sum_a F_{xy}^a - \Delta \varphi = 0, \]
\[ (3.85) \]
\[ \partial_\rho e^{-\xi_a} + e^{-2 \xi_a} e^{-\varphi} F_{xy}^a = 0, \quad a = 1, 2, 3, 4 \]
\[ (3.86) \]
\[ (\partial_x + i \partial_y) e^{-\xi_a} = i (F_{rx}^a + i F_{ry}^a) e^{-f-h}. \quad a = 1, 2, 3, 4. \]
\[ (3.87) \]

\[ ^6 \text{Note that the definition of } \varphi \text{ here differs by a factor } 4 \text{ from the one used in Section 2.1.} \]
To simplify these equations even further we can eliminate the field strengths by imposing the Bianchi identity

\[ \partial_r F^a_{xy} + \partial_x F^a_{yr} + \partial_y F^a_{rx} = 0. \tag{3.88} \]

This allows us combine to (3.86) and (3.87) to get, for \( a = 1, 2, 3, 4 \),

\[ \partial_\rho [e^\varphi (\partial_\rho e^{-\xi_a} + e^{-2\xi_a})] + \Delta e^{-\xi_a} = 0, \tag{3.89} \]

together with

\[ \sum_a [\partial_\rho e^{-\xi_a} + e^{-2\xi_a}] + e^{-\varphi} \Delta \varphi = 0, \tag{3.90} \]

obtained from (3.85) and (3.86).

The equations in (3.89) and (3.90) encode the conditions imposed by supersymmetry on the bosonic backgrounds of the form (3.73). We will use them to understand the behavior of perturbations away from the constant curvature black hole solutions studied in [17,20]. We note that not all of these equations are independent since the sum of the equations in (3.89) gives us the radial derivative of (3.90).

### 3.3.2 IR analysis

In the IR region the only regular solutions are the AdS\(_2\) for which the metric on \( \Sigma_g \) is constant, see [17,20,32]. In our notation these backgrounds take the form

\[ \varphi = -\log \varphi_0 + 2 \log \rho + 2g(x,y), \quad \xi_a = -\log \xi_{a,0} + \log \rho, \tag{3.91} \]

where \( \varphi_0 \) and \( \xi_{a,0} \) are constants. The function \( g(x,y) \) solves the Liouville equation in (2.6) and determines a metric of constant curvature \( \kappa \) on the Riemann surface. The field strengths are then proportional to the volume form on the Riemann surface

\[ F^a = -n_a e^{2g(x,y)} dx \wedge dy, \tag{3.92} \]

where \( n_a \) are the magnetic flux parameters that need to be quantized as discussed in [20]. The BPS equations for these AdS\(_2\) \( \times \Sigma_g \) solution then reduce to the following algebraic relations

\[ 2\kappa = \sum_a n_a, \quad 2 = \sum_a \xi_{a,0}, \quad \xi_{a,0} - n_a \frac{\phi_0}{\xi_{a,0}} = 1 \quad \text{for } a = 1, 2, 3, 4 \tag{3.93} \]

To solve these equations we proceed as in [20] and define

\[ \Pi = \frac{1}{8}(n_1 + n_2 - n_3 - n_4)(n_1 - n_2 + n_3 - n_4)(n_1 - n_2 - n_3 + n_4), \tag{3.94} \]

together with

\[ \Theta = (F_2)^2 - 4n_1 n_2 n_3 n_4, \quad F_2 = \frac{1}{4} \left( \sum_a n_a \right)^2 - \frac{1}{2} \sum_a n_a^2. \tag{3.95} \]
The solutions of the equations in (3.93) can then be written as
\[ \varphi_0 = \frac{\Pi}{\Theta}, \quad \xi_{a,0} = \frac{1}{2} \pm \frac{F_2 + n_a(n_1 + n_2 + n_3 + n_4 - 2n_a)}{2\sqrt{\Theta}}. \] (3.96)

To ensure that these AdS$_2 \times \Sigma_g$ solutions are well-defined the constants in (3.91) have to obey certain positivity constraints. This in turn leads to constraints on the values of the magnetic flux parameters $n_a$ which are analyzed in [20]. From now on we assume that we always take the parameters $n_a$ to take values in the allowed regions of parameter space.

Our goal now is to study perturbations around this constant curvature solution away from the IR region and show that the metric on $\Sigma_g$ can deviate from the constant curvature one as one moves towards the UV region. To this end we expand the functions in (3.89) and (3.90) in eigenmodes of the Laplacian for the constant curvature metric on $\Sigma_g$ and study the behavior of these linearized perturbations. Since the equations in (3.89) and (3.90) are not independent it is most convenient to work only with three out of the four equations in (3.89) which yield the following linear equations for the eigenmodes $\tilde{\xi}_{a,n}$ and $\tilde{\varphi}_n$
\[ \rho^2 \partial_\rho^2 \tilde{\xi}_{a,n} + 2\rho \xi_{a,0} \partial_\rho \tilde{\xi}_{a,n} + (1 - \xi_{a,0})\rho \partial_\rho \tilde{\varphi}_n - \varphi_0 \mu_n \tilde{\xi}_{a,n} = 0. \] (3.97)

The regular solutions of this system of equations is determined by the following vector of solutions\(^7\)
\[ (\tilde{\xi}_{1,n} \quad \tilde{\xi}_{2,n} \quad \tilde{\xi}_{3,n} \quad \tilde{\varphi}_n)^\top = \rho^\gamma \vec{v}. \] (3.98)
where the real constant $\gamma$ and the constant four-vector $\vec{v}$ depend on the choice of eigenmode $n$. To find this solution we need to use (3.84), (3.89), and (3.90) along with the linearized expansion described above. This results in a matrix equation of the form $M \cdot \vec{v} = 0$ where $M$ is a $4 \times 4$ matrix whose explicit form is too unwieldy to present here. To analyze this we proceed as in Section 3.2.2 and find the constants $\gamma$ by solving the algebraic equations $\det M = 0$. This results in an eighth degree polynomial equation for $\gamma$ that is too complicated to analyze analytically and we have resorted to a numerical analysis. We have checked explicitly that for many choices of the magnetic flux parameters $n_a$ the algebraic equation $\det M = 0$ has four positive roots for the constants $\gamma$. When we use these numerical solutions in (3.98) we find that they correspond to perturbations of the metric and the bosonic fields in the black hole solution (3.73) which deviate from the constant curvature solution but are small and ultimately washed out near the AdS$_2$ region in the IR. Therefore we once again observe the characteristic holographic uniformization behavior.

\(^7\)The solution for the modes $\xi_{4,n}$ is not independent and is obtained by exploiting the relations between the equations in (3.89) and (3.90).
3.3.3 UV analysis

To complete our arguments in favor of the holographic uniformization behavior of the BPS equations we analyze the solutions of the equations in (3.89) and (3.90) in the UV region $\rho \to \infty$. The results of this analysis are familiar by now. We find that the metric on the Riemann surface is indeed allowed to be arbitrary in this UV region. To be more explicit we can expand $\varphi$, $\xi = \xi_1$, $\psi = \xi_2$, and $\chi = \xi_3$ in the following form

$$
\varphi = 4 \log \rho + \sum_n \varphi_n(x,y) \rho^{-n}, \quad \xi = \log \rho + \sum_n \xi_n(x,y) \rho^{-n},
$$

$$
\psi = \log \rho + \sum_n \psi_n(x,y) \rho^{-n}, \quad \chi = \log \rho + \sum_n \chi_n(x,y) \rho^{-n}.
$$

(3.99)

The functions $\varphi_0$, $\varphi_1$ as well as $\xi_1, \chi_1, \psi_1$ and $\xi_2, \psi_2, \chi_2$ in the expression above are left undetermined by the BPS equations. The freedom to choose these functions arbitrarily reflects the choice of metric on $\Sigma_g$ in the UV region.

The higher order coefficients in the UV expansion are completely determined in terms of these functions. For instance, we at second order we find the relation

$$
\varphi_2 = -\frac{1}{2} e^{-\varphi_0} (\partial_x^2 + \partial_y^2) \varphi_0 - (\xi_1^2 + \psi_1^2 + \chi_1^2 + \xi_1 \psi_1 + \xi_1 \chi_1 + \chi_1 \psi_1) - \frac{1}{2} \varphi_1^2 + \varphi_1 (\xi_1 + \psi_1 + \chi_1).
$$

(3.100)

At third order we find

$$
\xi_3 = \frac{1}{3} \xi_1^3 - \frac{1}{4} \varphi_1 \xi_1^2 - \frac{1}{2} \varphi_1 \xi_2 - \frac{1}{2} e^{-\varphi_0} (\partial_x^2 + \partial_y^2) \xi_1,
$$

(3.101)

with similar expressions for $\chi_3$ and $\psi_3$. Also at this order, $\varphi_3$ is fixed in terms of the lower order coefficients as

$$
\varphi_3 = \xi_3 + \chi_3 + \psi_3 + \frac{1}{6} (\xi_1^3 + \psi_1^3 + \chi_1^3) - \xi_1 \xi_2 - \psi_1 \psi_2 - \chi_1 \chi_2
$$

$$
+ \frac{1}{2} (\xi_1 + \chi_1 + \psi_1 - \varphi_1)(\xi_1^2 + \chi_1^2 + \psi_1^2 - 2 \xi_2 - 2 \chi_2 - 2 \psi_2 - 4 \varphi_2)
$$

$$
- \frac{1}{6} \varphi_1 [\varphi_1^2 + 2 \xi_1 \psi_1 + 2 \psi_1 \chi_1 + 2 \chi_1 \xi_1 + 2 \varphi_2 - (\xi_2 + \psi_2 + \chi_2)]
$$

$$
- \frac{1}{4} \varphi_1 (\xi_1^2 + \psi_1^2 + \chi_1^2) + \frac{1}{3} \varphi_1 (\xi_1 + \psi_1 + \chi_1)
$$

$$
+ \frac{1}{6} e^{-\varphi_0} (\partial_x^2 + \partial_y^2)(\xi_1 + \chi_1 + \psi_1 - \varphi_1).
$$

(3.102)

4 Conclusion

In this paper we showed that there are large families of supersymmetric asymptotically locally AdS black brane solutions with a smooth Riemann surface horizon geometry.
in gauged supergravity. At asymptotic infinity, i.e. the UV region of the geometry, the metric on the Riemann surface can be chosen freely. However, the supergravity BPS equations result in non-linear PDEs which uniformize the metric on the Riemann surface such that in the near horizon region it is fixed to the constant curvature metric. These results generalize and extend the holographic uniformization discussed in [7]. They also bear resemblance to the well-known attractor mechanism for asymptotically flat black holes with the notable difference that in our examples the moduli at asymptotic infinity are not scalar fields arising from the internal dimensions of string or M-theory.

Our work presents a number of open questions and possible generalizations. Here we list some of them.

- It is desirable to perform a more mathematically rigorous analysis of the PDEs resulting from the supergravity BPS equations that we derive in this paper. This should proceed using similar methods as the ones employed in [7] and should lead to a global existence proof of the smooth uniformization solutions.

- All gauged supergravity solutions studied in this paper are in theories which arise as consistent truncations from ten- or eleven-dimensional supergravity. It is therefore possible to uplift the solutions we constructed above to string or M-theory and it will be interesting to do so explicitly. This applies especially to the solutions discussed in Section 2 which admit various different embeddings in higher dimensions, see for example [5] for a detailed discussion and a list of references.

- We have opted to study several specific gauged supergravity theories which are particularly simple and explicit and in addition can be embedded in string theory. Our general results should apply more broadly and it should be possible to find black brane solutions of more general matter matter coupled supergravity theories which exhibit similar attractor mechanism for the horizon metric.

- There is a large body of literature on studying the constraints imposed by supersymmetry, and the resulting differential equations, for solutions of various supergravity theories in different dimensions. We have not used these results to derive the BPS equations and the resulting PDEs analyzed in this paper. Nevertheless, it should be possible to rephrase our results in these more general terms. In particular the solutions discussed in Section 2 should fit into the classification results of [51], [52], [53], and [54] for four-, five-, six-, and seven-dimensional minimal supergravity, respectively.

- An important assumption in our work is that the supergravity solutions we study are static and the Riemann surface describing the horizon has a smooth metric. It should be possible to relax both assumptions, for example by generalizing
the four-dimensional solutions with angular momentum discussed in [55,56] and by studying the solutions of [27] with a punctured Riemann surface away from the near horizon region.

• Based on the physics of topologically twisted SCFTs on compact manifolds, one should expect that the holographic uniformization principle is not limited to Riemann surfaces. It would be very interesting to understand this vast generalization in particular in the context of hyperbolic three-manifolds [57], as well as four-manifolds where some initial studies were performed in [58, 59]. In this context holographic uniformization and its generalizations offer another example of the close relation between the physics of RG flows and the mathematics of geometric flows, similar in spirit to Ricci flow [60] [61].

• The uniformization nature of the black brane solutions we found ensures that the metric of the horizon is the one with constant curvature and thus the horizon area and black hole entropy do not depend on continuous moduli. This attractor mechanism is an important feature of our solutions. Another important quantity for black hole thermodynamics is the regularized on-shell action. For the four-dimensional constant curvature black hole in Section 2.1.1 it was shown in [22], see also [62], that the regularized on-shell action is equal to the black hole entropy. It will be very interesting to study whether this is true more generally for the black brane solutions studied here. The results in [63], and their generalizations to higher dimensions, should prove useful in establishing this question.

• In establishing the attractor behavior for the metric moduli near the black brane horizon we assumed that the solution is supersymmetric. This is important for two reasons. First, the BPS equations of supergravity are presumably technically simpler to analyze then the full equations of motion. Second, the supersymmetry of the near horizon AdS region ensures that the black hole solution is stable against small perturbations. It will be very interesting to understand whether the general lessons from our results are true for general non-supersymmetric charged black branes in AdS. Perhaps a natural starting point to address this questions is to study non-supersymmetric extremal black brane solutions similar to the ones studied in [64–66]. Note however, that many such solutions suffer from perturbative instabilities [67,68] which sheds some doubt on their physical relevance.

• The holographic description of our supergravity solutions, when embedded in string or M-theory, should be in terms of a partially topologically twisted SCFT on a Riemann surface. Understanding how the RG flow across dimensions in the SCFT realizes the uniformization of the Riemann surface metric is presumably a hard question in the strongly coupled QFT description, see for example [9].
- The four-dimensional black hole solutions we studied have a near-horizon AdS$_2$ geometry which is universal and independent of the Riemann surface metric away from the horizon. The metric deformations of $\Sigma_g$ can be interpreted as irrelevant operators in the one-dimensional IR theory holographically dual to this near-horizon region which determine the details of the deformations performed in the UV three-dimensional SCFT. It will be interesting to understand whether our solutions have a relation to the recent studies of near AdS$_2$ holography, see for example [69, 70].
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A Universal BPS equations

In this Appendix we present some details on the derivation of the BPS equations in the minimal four-, five-, and six-dimensional gauged supergravity theories used for the analysis in Section 2. The derivation of the BPS equations for the seven-dimensional minimal gauged supergravity was presented in [47]. We also note that we have explicitly confirmed that the equations of motion for the Ansatz we study are implied by the BPS equations.

A.1 Four dimensions

The Lagrangian for the bosonic fields of the minimal $\mathcal{N} = 2$ four-dimensional gauged supergravity is

$$\mathcal{L} = R + 6 - \frac{3}{4} F_{\mu\nu} F^{\mu\nu}. \quad (A.1)$$

The gravitino variations are given by

$$\delta \psi^i_\mu = \nabla_\mu \epsilon^i - A_\mu \varepsilon^{ij} \epsilon^j + \frac{1}{2} \gamma_\mu \epsilon^i + \frac{1}{4} F_{\nu\lambda} \gamma^{\nu\lambda} \gamma^{ij} \epsilon^j \epsilon^i. \quad (A.2)$$

We consider the following Ansatz

$$\begin{align*}
\text{d}s_4^2 &= -e^{2f(r,x,y)} \text{d}t^2 + e^{2h(r,x,y)} \text{d}r^2 + e^{2g_1(r,x,y)} \text{d}x^2 + e^{2g_2(r,x,y)} \text{d}y^2, \\
A &= A_x(r,x,y) \text{d}x + A_y(r,x,y) \text{d}y.
\end{align*} \quad (A.3)$$

Notice that this is the most general static Ansatz assuming an isometry in the $t$-direction. We are interested in solutions of this supergravity theory which preserve 1/4 of the supersymmetry. This leads to the following projectors

$$\begin{align*}
\gamma^\rho \epsilon^i &= \epsilon \quad \text{and} \\
\gamma^\rho \gamma^i \epsilon^j &= -\varepsilon^{ij} \epsilon^j,
\end{align*} \quad (A.4)$$

where we use a hat to denote tangent space indices. Notice that we allow for the spinor parameter, $\epsilon^i$, to be depend on the coordinates $(r, x, y)$. The BPS equations can be derived by considering a linear combination of the supersymmetry variations for which no derivative of the spinor parameter appears. In particular the combination

$$\gamma^{\hat{x}\hat{y}} \delta \psi^i - \varepsilon^{ij} \delta \psi^j, \quad (A.5)$$

leads to the equations

$$\begin{align*}
e^{h+g_1+g_2}(\partial_x + i \partial_y) f &= -e^{2g_2} F_{rx} + ie^{2g_2} F_{ry}, \\
(\partial_x + i \partial_y)(f + h) &= 0, \\
e^{g_1+g_2} \partial_r g_1 &= e^h(e^{g_1+g_2} - F_{xy}), \\
\partial_r (g_1 - g_2) &= 0, \quad (A.6)
\end{align*}$$
where $F_{rx}$, $F_{ry}$, and $F_{xy}$ are the non-trivial component of the gauge field 2-form flux $F = dA$. The $t$-direction of the gravitino variation leads to one more condition:

$$\partial_r (f + g_1) = -2e^h,$$  \hfill (A.7)

Now it is easy to read off from the gravitino variation differential equations for the spinor parameter itself

$$\partial_{r,x,y} \epsilon^i = \frac{1}{2} (\partial_{r,x,y} f) \epsilon^i,$$  \hfill (A.8)

as well as an equation for the gauge field

$$A_x = -\frac{1}{2} e^{g_1-g_2} \partial_y (f + g_1), \quad A_y = \frac{1}{2} e^{g_2-g_1} \partial_x (f + g_2).$$  \hfill (A.9)

We can now solve these equations and show that they imply (2.2) and (2.3). First we notice that

$$g_2 = g_1 + C(x,y),$$  \hfill (A.10)

for some function $C$ on the Riemann surface. We can always choose coordinates on the Riemann surface such that $C = 0$. This in turn implies

$$g_1 = g_2 \equiv g.$$  \hfill (A.11)

This considerably simplifies the remaining equations. In particular, since $f + h$ is a function only of $r$ we are free to change to a new radial coordinate $\rho(r)$ defined by

$$\frac{d\rho}{dr} = -e^{-f+h},$$  \hfill (A.12)

In these new coordinates we obtain the following two equations by using $F_{xy} = \partial_x A_y - \partial_y A_x$ and (A.9) in addition to (A.6)

$$2e^{-f} - \partial_\rho (f + g) = 0,$$  \hfill (A.13)

$$2(-e^f \partial_\rho f + 1) + e^{-2g} (\partial_x^2 + \partial_y^2) (f + g) = 0.$$

We also define the new function $2\varphi = f + g$. The first equation above then determines $f$ as a function of $\varphi$ which allows us to write the metric and gauge field purely in terms of $\varphi$ as in (2.2). The second equation reduces to a single PDE for $\varphi$:

$$\nabla \varphi + e^{4\varphi} \left( \partial_\rho^2 \varphi + (\partial_\rho \varphi)^2 \right) = 0,$$  \hfill (A.14)

where $\nabla = \partial_x^2 + \partial_y^2$. This is the flow equation we use in Section 2.1. Finally we note that the supersymmetry spinor parameter can be found explicitly and takes the form

$$\epsilon^i = e^{f/2} \epsilon^i_0.$$  \hfill (A.15)
where $\epsilon^i_0$ is a constant spinor obeying the projectors
\[ \gamma^i \epsilon^i_0 = \epsilon^i_0 \quad \text{and} \quad \gamma^{i_2} \epsilon^i_0 = -\epsilon^{i_2} \epsilon^i_0. \] (A.16)

Note that the form of the spinor in (A.15) is compatible with the fact that the spinor bilinear is proportional the time-like Killing vector $\partial_t$ in (A.3).

Before we move on to the presentation of the derivation of the BPS equations in the five- and six-dimensional supergravity theories we emphasize two important results. First, we have shown that for both of these theories the functional dependence of the spinor on $(r, x, y)$ is fixed entirely in terms of the function $f$ as in (A.15). Similarly we have shown that the metric functions $g_1$ and $g_2$ are always related as in (A.10). To simplify the analysis and avoid repetition we will present the derivation of the BPS equations in five and six dimensions with (A.15) and (A.10) implemented from the start.

### A.2 Five dimensions

The bosonic part of the Lagrangian for the five-dimensional minimal gauged supergravity is given by
\[ \mathcal{L} = R + 12 - \frac{3}{4} F_{\mu \nu} F^{\mu \nu} + \frac{1}{4} \epsilon^{\mu \nu \alpha \beta \rho} F_{\mu \nu} F_{\alpha \beta} A_\rho, \] (A.17)

and the gravitino variations are given by
\[ \delta \psi_\mu = \left( \nabla_\mu + \frac{i}{8} (\gamma_\nu^\rho - 4 \delta_\nu^\rho \gamma^\mu) F_{\nu \rho} + \frac{1}{2} \gamma_\mu - \frac{3i}{2} A_\mu \right) \epsilon. \] (A.18)

We consider the following Ansatz
\[ ds_5^2 = e^{2f(r,x,y)} ds_{\mathbb{R}^{1,1}}^2 + e^{2h(r,x,y)} dr^2 + e^{2g(r,x,y)} (dx^2 + dy^2), \]
\[ A = A_x(r, x, y) dx + A_y(r, x, y) dy, \] (A.19)

where $ds_{\mathbb{R}^{1,1}}^2$ is the metric on the two-dimensional Minkowski space. Furthermore, we impose the following projectors for the supersymmetry spinor parameter $\epsilon = e^{f/2} \epsilon_0$
\[ \gamma^t \epsilon_0 = \epsilon_0, \quad \gamma^{i_2} \epsilon_0 = -i \epsilon_0. \] (A.20)

The $t$-component of the gravitino variation the yields
\[ 2e^{-h} \partial_t f + 2 + e^{-2g} F_{xy} = 0, \]
\[ 2e^h (\partial_x + i \partial_y) f + i (F_{rx} + i F_{ry}) = 0. \] (A.21)

This determines the field strength in terms of the geometry. The other BPS constraints, after having substituted the field strength wherever it appears, lead to the constraints
\[ (\partial_x + i \partial_y) (2f + h) = 0, \]
\[ 3e^h + \partial_r (2f + g) = 0, \] (A.22)
together the following expression for the gauge fields

\[ A_x = -\frac{1}{3} \partial_y(2f + g), \quad A_y = \frac{1}{3} \partial_y(2f + g). \tag{A.23} \]

Since \( 2f + h \) is a function only of the coordinate \( r \) we are free to choose a new radial variable \( \rho(r) \) which is defined by \( d\rho = -e^{2f+h}dr \). Using this we obtain the system of equations

\[ 6(-e^{2f} \partial_\rho f + 1) + e^{-2g} (\partial^2_x + \partial^2_y)(2f + g) = 0, \]

\[ 3e^{-2f} = \partial_\rho (2f + g). \tag{A.24} \]

The latter equation can be used to replace \( f \) by the new variable \( 3\varphi = 2f + g \) which due to the first equation in (A.24) satisfies

\[ \Delta \varphi + e^{6\varphi} \left( \partial^2_\rho \varphi + 2(\partial_\rho \varphi)^2 \right) = 0. \tag{A.25} \]

This is the PDE used in the analysis in Section 2.2.

### A.3 Six dimensions

We work with the six-dimensional \( \mathcal{N} = 4 \) SU(2) gauged supergravity constructed in [42]. The bosonic sector of the theory contains a graviton \( e^a_{\mu} \), three SU(2) gauge fields \( A^I_{\mu} \), one Abelian gauge field \( a_\mu \), a two-index tensor gauge field \( B_{\mu\nu} \) and a real scalar field \( \alpha \). For the solutions of interest here we can consistently take the Abelian gauge field \( a_\mu \) and the tensor field \( B_{\mu\nu} \) to vanish. In addition we only need to turn on the Cartan generator of the SU(2) gauge field, i.e. take only \( A^3_{\mu} \) to be non-zero. We note that there are two coupling constants, \( g \) and \( m \), in the construction of [42]. We are interested in the so called \( \mathcal{N} = 4^\ast \) case, where \( g > 0 \) and \( m > 0 \) since this theory has a supersymmetric AdS\(_6\) vacuum solution with \( g = 3m \). We fix the length scale of AdS\(_6\) by setting \( m = \sqrt{2} \). The resulting bosonic Lagrangian is then given by

\[ \mathcal{L} = R - 4(\partial_\mu \alpha)^2 - 2e^{-2\alpha} F^{\mu\nu} F_{\mu\nu} + (9e^{2\alpha} + 12e^{-2\alpha} - e^{-6\alpha}) \tag{A.26} \]

The supersymmetry transformations for the fermionic fields, with \( i = 1, 2 \), are

\[ \delta \psi_{\mu i} = \nabla_\mu \epsilon_i - 3i A_\mu \epsilon_i + \frac{1}{8}(3e^{3\alpha} + e^{-3\alpha}) \gamma_\mu \gamma_7 \epsilon_i + \frac{i}{8} e^{-\alpha}(\gamma_\mu\gamma^\rho - 6\delta_\mu^\rho \gamma^\rho) F_{\mu\nu} \epsilon_i, \]

\[ \delta \chi_i = \gamma^\mu \partial_\mu \alpha \epsilon_i - \frac{3}{4}(e^{\alpha} - e^{-3\alpha}) \gamma_7 \epsilon_i - \frac{i}{4} e^{-\alpha} \gamma^{\mu\nu} F_{\mu\nu} \gamma_7 \epsilon_i. \tag{A.27} \]

Here we consider the following Ansatz

\[ ds^2 = e^{2f(r,x,y)} dr^2 + e^{2h(r,x,y)} dy^2 + e^{2g(r,x,y)} (dx^2 + dy^2), \]

\[ A = A_x(r,x,y) dx + A_y(r,x,y) dy, \tag{A.28} \]

\[ \alpha = \alpha(r,x,y), \]

\[ \alpha = \alpha(r,x,y), \]

\[ 8 \text{Note that we use similar conventions to [4] and work in mostly plus signature.} \]
where $ds^2_{R_{1,2}}$ is the metric on the three-dimensional Minkowski space. Using this Ansatz in the supersymmetry variations we obtain the BPS equations by taking $\epsilon = e^{f/2}\epsilon_0$ and imposing the projectors $\gamma_\rho\epsilon_0 = \gamma_7\epsilon_0$ and $\gamma_{x,y}\epsilon_0 = i\epsilon_0$. The spin-1/2 variations yield

\[
(\partial_x - i\partial_y)\alpha + \frac{i}{2} e^{-\alpha - h}(F_{rx} - iF_{ry}) = 0, \quad (A.29)
\]
\[
\partial_r\alpha - \frac{3}{4} e^{h}(e^\alpha - e^{-3\alpha}) - \frac{1}{2} e^{h - 3g} F_{xy} = 0. \quad (A.30)
\]

We shall use these relations to replace the field strength wherever it appears in the spin-3/2 variations. The variations with components along $ds^2_{R_{1,2}}$ result in

\[
(\partial_x + i\partial_y)(f + \alpha) = 0, \quad \partial_r(f + \alpha) + e^{h - 3\alpha} = 0. \quad (A.31)
\]

This in turn implies that $f + \alpha$ and $h - 3\alpha$ do not depend on $x, y$. The other components of the spin-3/2 variation then yield the constraint

\[
-2e^{h - 3\alpha} + 3e^{h + \alpha} + \partial_r(g - 3\alpha) = 0, \quad (A.32)
\]

together with the following expression for the gauge fields

\[
A_x = -\frac{1}{6} \partial_y(g - 3\alpha), \quad A_y = \frac{1}{6} \partial_x(g - 3\alpha). \quad (A.33)
\]

As is familiar by now we can change the radial coordinate by using $dr = -e^{3\alpha - h}d\rho$ to obtain the pair of equations:

\[
12e^{-3\alpha}\partial_{\rho}\alpha + 9(e^\alpha - e^{-3\alpha}) + e^{-\alpha - 2g}(\partial_x^2 + \partial_y^2)(g - 3\alpha) = 0,
\]
\[
\partial_{\rho}(g - 3\alpha) + 2 - 3e^{4\alpha} = 0. \quad (A.34)
\]

We can define $3\varphi = g - 3\alpha + 2\rho$ and use the second equation in (A.34) to find

\[
\partial_{\rho}\varphi = e^{4\alpha}. \quad (A.35)
\]

This relations determines uniquely $\alpha$ from $\varphi$. Moreover, it enables us to rewrite the first equation of (A.34) in terms of $\varphi$ alone,

\[
\triangle \varphi + e^{6\varphi}e^{-4\rho}(\partial_{\rho}^2\varphi + 3(\partial_{\rho}\varphi)^2 - 3\partial_{\rho}\varphi) = 0. \quad (A.36)
\]

This is the PDE used in the analysis in Section 2.3.
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