Abstract

Cluster-and-aggregate techniques such as Vector of Locally Aggregated Descriptors (VLAD), and their end-to-end discriminatively trained equivalents like NetVLAD have recently been popular for video classification and action recognition tasks. These techniques operate by assigning video frames to clusters and then representing the video by aggregating residuals of frames with respect to the mean of each cluster. Since some clusters may see very little video-specific data, these features can be noisy. In this paper, we propose a new cluster-and-aggregate method which we call smoothed Gaussian mixture model (SGMM), and its end-to-end discriminatively trained equivalent, which we call deep smoothed Gaussian mixture model (DSGMM). SGMM represents each video by the parameters of a Gaussian mixture model (GMM) trained for that video. Low-count clusters are addressed by smoothing the video-specific estimates with a universal background model (UBM) trained on a large number of videos. The primary benefit of SGMM over VLAD is smoothing which makes it less sensitive to small number of training samples. We show, through extensive experiments on the YouTube-8M classification task, that SGMM/DSGMM is consistently better than VLAD/NetVLAD by a small but statistically significant margin. We also show results using a dataset created at LinkedIn to predict if a member will watch an uploaded video.
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1. Introduction

Video content is increasingly becoming the de facto method for consuming information for entertainment, education, and news. Coupled with the advent of advanced computer vision algorithms Krizhevsky et al. (2012); Simonyan and Zisserman (2015); Szegedy et al. (2016); Ren et al. (2015) and the availability of large-scale labeled video datasets Abu-El-Haija et al. (2016); Soomro et al. (2012); Kuehne et al. (2011), this has resulted in strong research interest in areas of video understanding, such as video classification and action recognition. A crucial aspect of these problems is the learning of fixed-dimensional vector representations (or features) that capture the content in videos. Cluster-and-aggregate techniques have recently become the basis of many such representations Arandjelovic and Zisserman (2013); Jégou et al. (2010); Arandjelovic et al. (2016); Girdhar et al. (2017); Miech et al. (2017).

In this paper, we propose a new cluster-and-aggregate method for video representation, which we call Smoothed Gaussian Mixture Model (SGMM). We also introduce its discriminative, end-to-end trained counterpart, which we call Deep Smoothed Gaussian Mixture Model (DSGMM). SGMM uses the parameters of a Gaussian mixture model (GMM) to represent each video, relying on the parameters of a universal background model (UBM) when the video-specific GMM clusters receive little data. Smoothing GMM-based representations in this manner leads to more robust video representations.

The novelty of our approach lies in the use of a principled smoothing approach to derive robust estimates of statistics in the cluster-and-aggregate framework. Previous video understanding research using this framework has focused on computing different cluster statistics to represent the video. This includes Bag of Words (BoW) Csurka et al. (2004); Philbin et al. (2008), which computes the cluster mass or zeroth-order statistic, Vector of Locally Aggregated Descriptors (VLAD) Jégou et al. (2010); Arandjelovic and Zisserman (2013), which computes the first-order mean-centered statistic, Fisher Vectors (FV) Perronnin et al. (2010), which uses the first and second-order mean-centered statistics, and RVLAD Miech et al. (2017), which computes the uncentered first-order statistic. Our contribution is orthogonal to the specific statistics themselves — instead, we use Bayesian smoothing of GMM parameters Gauvain and Lee (1994); Reynolds et al. (2000) to compute robust estimates of all these previous statistics. We evaluate our proposed SGMM-based video representations on the task of video classification using the popular YouTube-8M dataset Abu-El-Haija et al. (2016) and demonstrate improvements over previous cluster-and-aggregate techniques.

The paper is organized as follows: In Section 2, we discuss related work; in Section 3 we describe in detail our new SGMM/DSGMM approach; in Section 4 we present comprehensive experiments on the public YouTube-8M dataset, and our internal LinkedIn dataset, and finally in Section 5 we give our conclusions and pointers to future work.

2. Related Work

Most current methods compute a video-level representation by combining representations of the time-sampled video frames. The sampling rate may depend on the task; for example, for video classification one frame per second is sufficient Abu-El-Haija et al. (2016). The video frames are processed using deep convolutional neural networks (CNN), which have demonstrated strong performance for image classification Krizhevsky et al. (2012); Simonyan and Zisserman (2015); Szegedy et al. (2016, 2017). Video processing methods commonly use the last layer before the classification layer of these CNNs to compute D-dimensional frame-level features Abu-El-Haija et al. (2016); Wu et al. (2019).

To produce video features, some methods model temporal structure in videos using recurrent neural networks (RNN). In particular, Long-Short Term Memory (LSTM) Hochreiter and Schmidhuber (1997) networks have been used to process the frame-level features, with the last hidden state of the LSTM serving as the video feature Donahue et al. (2015); Sun et al. (2016); Srivastava et al. (2015). Another approach is to apply a temporal attention mechanism to select/weigh different temporal segments to generate a video level feature Yao et al. (2015). Other CNN-based approaches combine spatial information Karpathy et al. (2014); Tran et al. (2018) or use 3D convolutions to capture the spatiotemporal information in a video Tran et al. (2015); Ji et al. (2012).

Methods based on aggregation treat the video as a set of frames, ignoring the temporal order. The simplest of these include average or max pooling of the D-dimensional frame features Abu-El-Haija et al. (2016) to produce a D-dimensional video feature. Cluster-and-aggregate methods first group the D-dimensional frames into K different clusters, and then aggregate frame statistics for each cluster. BoW is the simplest such technique, where each video is represented by a histogram of frame counts over the clusters Abu-El-Haija et al. (2016); Miech et al. (2017); Sivic and Zisserman (2003), resulting in a K-dimensional representation. A popular recent technique, VLAD Jégou et al. (2010); Arandjelovic and Zisserman (2013) instead computes the vector difference between
each video frame and its corresponding cluster centroid and then aggregates these residuals for each centroid, resulting in a \((K \times D)\)-dimensional representation.

Finally, VLAD has been integrated into an end-to-end supervised training framework in methods like NetVLAD Arandjelovic et al. (2016) and ActionVLAD Girdhar et al. (2017). The idea behind these methods is to use soft clustering, which allows us to use backpropagation to train the clusters in a supervised manner, instead of using the unsupervised \(K\)-means algorithm. The cluster assignment probability depends on the parameters of the clusters. However, to simplify matters, NetVLAD decouples the computation of the assignment probability from the cluster parameters. It is also possible to train the cluster parameters while maintaining the coupling Variani et al. (2015); Wieschollek et al. (2017). Features like BoW and FV have also been integrated into the NetVLAD end-to-end framework Miech et al. (2017), resulting in NetBOW and NetFV.

Our work falls into the cluster-and-aggregate category. However, while previous works focused on the statistics that are aggregated Jégou et al. (2010); Arandjelovic et al. (2016); Miech et al. (2017); Girdhar et al. (2017), we use a principled Bayesian smoothing approach Gauvain and Lee (1994) to compute robust estimates of these statistics. This is motivated by earlier work in speaker recognition Reynolds et al. (2000) where such models were successfully used over a long period of time Kinnunen and Li (2010).

3. Methodology

In Section 3.1, we describe our SGMM representation. We then show how it relates to the popular VLAD approach Jégou et al. (2010); Arandjelovic and Zisserman (2013) in Section 3.2, and extend it using end-to-end training like NetVLAD Arandjelovic et al. (2016); Miech et al. (2017) in Section 3.3. In Section 3.4 we describe how we use video representations for predicting whether a video will be watched at LinkedIn.

3.1. Smoothed Gaussian mixture models (SGMM)

The GMM, expressed by Equation 1, is a simple density function commonly used to approximate arbitrary data distributions.

\[
p(x) = \sum_{k=1}^{K} w_k N(x; \mu_k, \Sigma_k)
\]

Each cluster, \(k \in \{1, \ldots, K\}\), has a prior probability given by \(w_k\). The clusters are represented by Gaussian distributions, \(N(x; \mu_k, \Sigma_k)\), with mean and covariance given by \(\mu_k\) and \(\Sigma_k\). By increasing the number of Gaussians, \(K\), we can approximate distributions of different shapes. GMMs have historically been used for classification tasks like speech and speaker recognition, as well as for clustering. Each Gaussian, \(k\), models a cluster, and the data, \(x\), is assigned to it according to the following posterior probability:

\[
P(k|x) = \frac{w_k N(x; \mu_k, \Sigma_k)}{\sum_{k=1}^{K} w_k N(x; \mu_k, \Sigma_k)}
\]

\(K\)-means clustering is a simplification of GMMs, where all Gaussians share an identity covariance matrix, \(I\), the mixture weights, \(w_k\), are uniform, and the data, \(x\), is assigned only to the cluster that has the highest posterior probability, \(P(k|x)\). GMMs are usually trained with maximum likelihood (ML) estimation using the expectation-maximization (EM) algorithm Dempster et al. (1977), but they can also be trained for specific tasks using discriminative training Heigold et al. (2012); Variani et al. (2015).

In our work, we propose to represent a video by the parameters of a GMM. In particular, we assume we have a universal background model (UBM), which is a “global” GMM trained on a large number of frames from many different videos. As shown in Equation 1, its parameters are \(w_k, \mu_k, \Sigma_k\). Each video, \(v\), is composed of a set of sampled frames, \(\{x^v_1, x^v_2, \ldots, x^v_{T_v}\}\), which are computed, for example, by using deep CNNs Szegedy et al. (2016); Simonyan and Zisserman (2015). The video frames \(x^v_t\) are used to estimate the video-specific GMM parameters, \(w^v_k, \mu^v_k, \Sigma^v_k\) for \(k = 1 \to K\). By convention, we superscript video-specific GMM parameters with \(v\) to distinguish them from UBM parameters. To obtain the estimates of these parameters, we first compute the following sufficient statistics for the video \(v\):

\[
n^v(k) = \sum_{t=1}^{T_v} P(k|x^v_t)
\]

\[
S^v_x(k) = \sum_{t=1}^{T_v} P(k|x^v_t)x^v_t
\]

\[
S^v_{xx}(k) = \sum_{t=1}^{T_v} P(k|x^v_t)x^v_t x^v_t^T
\]

where \(P(k|x^v_t)\) is given by Equation 2 and is the posterior probability of assigning a frame \(x^v_t\) to the \(k\)’th cluster of the already trained UBM. These sufficient statistics can be directly used to compute the ML estimates of \(w^v_k, \mu^v_k, \Sigma^v_k\), as follows:

\[
w^v_k = \frac{n^v(k)}{\sum_k n^v(k)}
\]

\[
\mu^v_k = \frac{S^v_x(k)}{n^v(k)}
\]

\[
\Sigma^v_k = \frac{S^v_{xx}(k)}{n^v(k)} - \mu^v_k \mu^v_k^T
\]
However, if \( n^v(k) \) is small relative to other clusters, then this can lead to noisy estimates. To address this, we use Bayesian smoothing with respect to the UBM parameters to compute robust estimates for the video GMM as shown in Gauvain and Lee (1994); Reynolds et al. (2000):

\[
    w^v_k = \lambda^v_{w,k} \frac{n^v(k)}{\sum_k n^v(k)} + (1 - \lambda^v_{w,k})w_k
\]

\[
    \mu^v_k = \lambda^v_{\mu,k} \frac{S^v_x(k)}{n^v(k)} + (1 - \lambda^v_{\mu,k})\mu_k
\]

\[
    \Sigma^v_k = \lambda^v_{\Sigma,k} \frac{S^v_{xx}(k)}{n^v(k)} + (1 - \lambda^v_{\Sigma,k})(\mu_k\mu_k^T + \Sigma_k) - \mu_k^T \mu_k
\]

The weighting terms, \( \lambda^v_{w,k} \), \( \lambda^v_{\mu,k} \), and \( \lambda^v_{\Sigma,k} \), smooth the video sufficient statistics with respect to the sufficient statistics computed from the UBM parameters. We give the expression for \( \lambda^v_{\mu,k} \) below (the others are similar):

\[
    \lambda^v_{\mu,k} = \frac{n^v(k)}{n^v(k) + \gamma_{\mu}}
\]

Note that when \( n^v(k) \), the number of frames assigned to cluster \( k \), is large, the smoothed estimates tend toward the video-specific ML estimates. On the other hand, when \( n^v(k) \) is small, we rely more on the UBM parameters. The non-negative \( \gamma_{\mu} \) hyperparameter controls the level of smoothing. Often the same value is used for all statistics, so we replace \( \gamma_{\mu} \) by \( \gamma \). The smaller the value of \( \gamma \), the more we believe the video frames, and the larger the value, the more we believe the UBM prior. For example, when \( \gamma = 0 \), Equations 9, 10, and 11 reduce to the video-specific ML estimates, and when \( \gamma = \infty \), they reduce to the parameters of the UBM.

In this paper, we use only the mean parameters \( \mu^v_k \) in (Equation 10) to represent video, \( v \). This results in a \((K \times D)\)-dimensional representation, where \( K \) is the number of Gaussians, and \( D \) is the dimensionality of the frame-level feature vector. We chose to use the mean parameter to represent the video following Reynolds et al. (2000), where all combinations of mixture weight, means and variances were tried and the mean was found to provide the best performance.

3.2. Relation to VLAD

In VLAD, the frames from each video are assigned to the UBM clusters, followed by computing the mean residuals for each cluster as follows:

\[
    VLAD^v_k = \sum_{t=1}^{T_v} P(k|x^v_t)(x^v_t - \mu_k) = S^v_x(k) - n^v(k)\mu_k
\]

Both VLAD (Equation 13) and SGMM (Equation 10) are \((K \times D)\)-dimensional feature vectors, and both involve the computation of the same sufficient statistics, \( S^v_x(k) \) and \( n^v(k) \). However, it is likely that some Gaussians will have small counts, \( n^v(k) \). VLAD simply ignores this and computes the residual feature as is; however, SGMM uses Bayesian smoothing to move the estimate in the direction of the UBM priors. In fact, a common technique done in VLAD called intra-normalization Arandjelovic and Zisserman (2013), which takes the L2-norm of each \( D \) dimensional cluster representation, exacerbates this problem by equalizing the importance of all residuals even when the corresponding counts, \( n^v(k) \), are small. Also, SGMM incurring no additional complexity over VLAD, since both require the computation of exactly the same sufficient statistics, \( S^v_x(k) \) and \( n^v(k) \). SGMM uses an additional hyperparameter \( \gamma \), but this adds no additional complexity.

3.3. End-to-end training

NetVLAD Arandjelovic et al. (2016) and ActionVLAD Girdhar et al. (2017) have trained the VLAD cluster parameters along with the video classification layer in an end-to-end manner. The key to achieving this is to convert the hard assignment of data to clusters as in \( K \)-means, to soft assignment, which enables the computation of derivatives, and hence end-to-end training. The soft assignment of data to clusters can be done using Equation 2. We call this the coupled approach because the cluster posterior probability is computed using the GMM model parameters. However, NetVLAD does this data assignment using the following equation:

\[
    P(k|x^v_t) = \frac{e^{(u^T_k x^v_t + b_k)}}{\sum_k e^{(u^T_k x^v_t + b_k)}}
\]

where the parameters \( u_k \) and \( b_k \) are completely separate from the GMM parameters. We call this the decoupled method. While this is an over-simplification of the GMM model, it appears to work well. We note that previous work has used the coupled approach to train GMMs in an end-to-end fashion Variani et al. (2015); Wieschollek et al. (2017).

Using exactly the same principles as NetVLAD, we extend SGMM to an end-to-end training method that we call DS-GMM. We compare both the coupled and decoupled techniques in our experiments.

For the coupled approach, we explore five methods that differ in the way we constrain the GMM parameters:

1. UniformPriors: \( \forall k \), let \( w_k = \frac{1}{K} \) so that they are not trainable parameters. Also, the covariance matrix is spherical and shared across Gaussians: \( \forall k | \Sigma_k = \sigma^2 I \). \( \mu_k \) and \( \sigma \) are trainable parameters.
2. **SharedSpherical**: Covariance matrix is spherical and shared across Gaussians. \( w_k, \mu_k, \sigma \) are trainable parameters.

3. **Spherical**: Covariance matrices are spherical but not shared across Gaussians. Thus, each covariance matrix can be written as \( \Sigma_k = \sigma_k^2 I \). \( w_k, \mu_k, \sigma_k \) are trainable parameters.

4. **SharedDiagonal**: Covariance matrix is diagonal and shared across Gaussians. \( \forall k|\Sigma_k = \text{diag}(\sigma_1^2, \sigma_2^2, \ldots, \sigma_D^2) \). \( w_k, \mu_k, \sigma_k \) for \( i = 1, \ldots, D \) are trainable parameters.

5. **Diagonal**: Covariance matrices are diagonal but not shared across Gaussians. Thus, each covariance matrix can be written as \( \Sigma_k = \text{diag}(\sigma_{k1}^2, \sigma_{k2}^2, \ldots, \sigma_{kd}^2) \). \( w_k, \mu_k, \sigma_{ki} \) for \( i = 1, \ldots, D \) are trainable parameters.

The mixture weights \( w_k \) must form a valid probability distribution. Furthermore, the covariance matrices for the GMMs must be positive definite. However, naive backpropagation will not ensure these constraints. We handle this using a transformation as proposed by Variani et al. (2015). For example, in the diagonal covariance case, we maintain the following trainable parameters that are updated: \( \tilde{w}_k, \tilde{\sigma}_{ki} \), and undergo the transformations \( w_k = e^{\tilde{w}_k} / \left( \sum_{j=1}^K e^{\tilde{w}_j} \right) \) and \( \sigma_{ki} = e^{\tilde{\sigma}_{ki}} \). During optimization, we backpropagate gradients all the way through these transformations.

Along with the decoupled approach of NetVLAD, the above five coupled approaches can also be used to compute NetVLAD and DSGMM features within the end-to-end framework. We compare all these approaches in our experiments (see Section 4).

These techniques can be thought of as a cluster-and-aggregate pooling layer in the full video classification network architecture which is summarized in Figure 1. The output from the cluster-and-aggregate pooling layer is a \( K \times D \) representation for each video. This is used in successive context gating and mixture of experts (MoE) following the technique in Miech et al. (2017).

### 3.4. Video recommendation

#### 3.4.1. Co-watch-based embeddings

Consider the task of personalized video recommendation on the LinkedIn feed, based on a user’s past video watch behavior. A video watched by a user \( U \) for more than a threshold \( T \) seconds is labeled a valid video watch. Given the set \( S_U \) of valid video watches for \( U \), we are interested in predicting whether the user will watch a candidate video \( v_c \) or not. We start by defining co-watched videos as a pair of videos that have a valid watch by the same member in a short period of time (we use 30 minutes). Assume our base video feature vector computed using NetVLAD or DSGMM is given by \( g(v) \). We transform this feature into an embedding space using a transform \( f(g(v)) \), where videos that are co-watched are closer together, and those that are not are farther apart. We ensure that \( f(\cdot) \) is L2-normalized. We then use these video embeddings as features to predict if a member will watch the given candidate video.

To learn the transformation \( f(\cdot) \) we take inspiration from a recent work Lee et al. (2018a), where the authors use a triplet-loss-based formulation Schroff et al. (2015) to embed videos into a co-watched embedding space. Specifically, we optimize the following triplet-loss based function:

$$
\mathcal{L}(f) = \sum_{i=1}^N \max(||f(g(v^a_i)) - f(g(v^p_i))||^2 - ||f(g(v^a_i)) - f(g(v^n_i))||^2 + \alpha, 0)$$

where \( g(v^a_i) \) is the *anchor* video feature vector in the \( i^{th} \) triplet. \( g(v^p_i) \) is the feature vector for a *positive* video frequently co-watched with the anchor. \( g(v^n_i) \) is the feature vector of a *negative* video which is not co-watched with the anchor despite being presented to the user within a 30 minute window of the anchor. \( ||\cdot|| \) represents the Euclidean distance, and \( \alpha \) is a margin hyperparameter. For \( f(\cdot) \) we use a two-layer feedforward neural network which is trained with \( g(\cdot) \) in an end-to-end fashion. Thus, we effectively train the cluster-and-aggregate pooling layer to create an embedding catered for video recommendation.

#### 3.4.2. Predicting video watch by user

Using the video embedding features \( f(\cdot) \) from the previous section, we now describe two methods to predict whether a user will watch a given candidate video \( v_c \). In the first approach, let \( v_h \) be a video in user \( U \)'s watch history set \( S_U \). We compute cosine-similarity scores for all \( v_c, v_h \) pairs and compute two aggregations of these scores:

$$
\text{Avg}(U, v_c) = \frac{1}{|S_U|} \sum_{v_h \in S_U} \cos(f(g(v_c)), f(g(v_h)))
$$

$$
\text{Max}(U, v_c) = \max_{v_h \in S_U} \cos(f(g(v_c)), f(g(v_h)))
$$

In our second approach, we use the generalized linear mixed (GLMix) model Zhang et al. (2016). This uses the following logistic regression model:

$$
\logit(p_U(v_c)) = \beta_0 + \beta_{U,0} + f(g(v_c))^T \beta_U
$$

where \( p_U(v_c) \) is the probability that user \( U \) watches video \( v_c \); the logit function \( \logit(p) = \log \frac{p}{1-p} \) is the link function; \( \beta_0 \) indicates the global intercept; \( \beta_{U,0} \) indicates user
4. Experiments

In this section, we evaluate NetVLAD and DSGMM-based architectures using a two-pronged approach. We first report results for video classification on the YouTube-8M dataset [1] across a variety of models and parameter settings. We also compare different video representations on the task of personalized video recommendations for LinkedIn users.

4.1. Video Classification on YouTube-8M

4.1.1. YouTube-8M Dataset

The 2018 version of the YouTube-8M dataset [2] was released as part of the 2nd YouTube-8M video understanding challenge [3]. Videos are assigned one or more labels out of a total of 3862 labels, with an average of 3 labels per video. Examples of labels include sports, cooking, fashion and electric guitar. There are about 6.1 million videos in the dataset, ranging from 120 to 500 seconds in length. The dataset contains pre-extracted video and audio features, with video features sampled at 1 frame per second. In this paper, we focus only on frame-level video features for all experiments.

The original YouTube-8M test set does not have publicly available labels. We, therefore, use the original validation set to carve out two sizable, disjoint sets of samples for the purposes of validation and testing. Details about the dataset splits we use can be found in Table 1.

| Dataset type | No. of samples |
|--------------|----------------|
| Training set | 3,887,892      |
| Validation set | 105,147     |
| Test set    | 113,331        |

Table 1. Our splits of the YouTube-8M dataset.

4.1.2. Hyperparameters and Implementation Details

We build off the codebase from Miech et al. (2017), which includes the NetVLAD component, context gating to capture dependencies among features, and a Mixture-of-Experts (MoE) as the classification component. To implement our SGMM/DSGMM component, we only change the NetVLAD code.

All the models were trained using the Adam optimizer, with learning rate set to 0.0002 and gradients clipped to a range of $-1$ to $1$. The learning rate was decayed exponentially every 4 million steps by a factor of 0.8. For model selection, we chose model snapshots that yielded the lowest loss on the entire validation set. We report test metrics using the selected checkpoints. The majority of our analysis was performed with the number of clusters set to 256, although we also study the effect of varying the number of clusters on model performance. For all architectures, we sampled 30 frames with replacement from each video for training, validation and testing. All experiments were run on machines with one or more NVIDIA Tesla V100 GPU(s).

---

**Figure 1.** End-to-end architecture for the network that is trained using cross-entropy loss per label for video classification. Frame level features are used in the cluster-and-aggregate pooling layer which outputs a fixed dimensional video representation. This representation is passed through context gating and mixture of experts layers. Blue and green components indicate layers with trainable parameters. Diagram modified from Miech et al. (2017)
4.1.3. Evaluation metrics

We report results using the following metrics introduced by Abu-El-Haija et al. (2016):

- **Global Average Precision (GAP)** - This metric can be defined as

  \[ GAP = \sum_{k=1}^{N} p(k) \Delta r(k) \]  

  where \( p(k) \) is the precision for prediction \( k \) in the ranked list of predictions. \( \Delta r(k) \) is the changes in recall when moving from prediction \( k - 1 \) to prediction \( k \) in the ranked list. As per the 2nd YouTube-8M challenge Lee et al. (2018b), we produce 20 labels per video and thus set \( N \) to 20.

- **Hit@1** - This metric is the proportion of samples that contains one of the ground truth labels in the top position of the ranked list of predictions.

4.1.4. Model evaluation across different architectures

We report classification performance on the YouTube-8M dataset Abu-El-Haija et al. (2016) using the best parameter settings for different models in Table 2. We evaluate the following categories of models:

(a) Average pooling of all video frames
(b) VLAD and NetVLAD
(c) SGMM and DSGMM

VLAD and SGMM use soft assignment to clusters as in Equation 2. We train a GMM with \( K = 256 \) clusters, and a full \( D \times D \) covariance matrix shared across clusters \( (D = 1024) \). If the pretrained GMM is parameterized by mixture priors \( w_k \), means \( \mu_k \), and single covariance matrix \( \Sigma \), then \( u_k \) and \( b_k \) are set as follows (more general formulation of the reduction found in Arandjelovic et al. (2016)):

\[ u_k = \Sigma^{-1} \mu_k \]  
\[ b_k = \ln w_k - \frac{1}{2} \mu_k^T \Sigma^{-1} \mu_k \]

**Main results**: As seen in Table 2, the simplest architecture, average pooling of frame embeddings, yields the poorest performance while DSGMM outperforms all methods for both GAP and Hit@1. The difference for DSGMM Hit@1 performance over NetVLAD on the test set is statistically significant using McNemar’s test with \( p < 0.001 \). We use McNemar’s test only for Hit@1 since it cannot be applied to GAP. The best performing NetVLAD and DSGMM architectures use 256 clusters and utilize intra-norm without a final-norm. Furthermore, for DSGMM, we found that setting \( \gamma \) to 0.125 yielded the best performance. These settings were found through a grid-search. Intra-norm L2-normalizes the representation within each cluster Arandjelovic and Zisserman (2013), whereas final-norm applies L2-normalization to the entire representation. We make the following further observations from Table 2:

- **SGMM vs. VLAD**: SGMM yields similar performance to VLAD across both GAP and Hit@1. The results for these are better than average pooling.

- **End-to-end training**: DSGMM and NetVLAD outperform their unsupervised counterparts, SGMM and VLAD, showing that end-to-end training plays an important role in learning rich GMM-based video representations. Furthermore, the best setting for DSGMM outperforms the best setting for NetVLAD.

- **DSGMM vs. NetVLAD**: Table 2 shows that DSGMM has a 0.4% absolute improvement in GAP over NetVLAD on the YouTube-8M dataset. To put this in perspective, we compare our gains with those reported in Miech et al. (2017) for NetVLAD over previous methods. In our work, we used the May 2018 version of the YouTube8M dataset, whereas Miech et al. (2017) used the currently deprecated Feb 2017 version; therefore, we could not exactly replicate their results. However, we reran NetVLAD, NetFV, and NetBOW using the code from Miech et al. (2017) on our test set, and got almost identical results (Table 3). Thus, we believe that we can fairly compare the gains from our paper to those reported in Miech et al. (2017). As summarized in Table 3, our 0.4% absolute gain over NetVLAD is greater than the gains achieved by NetVLAD over both NetFV and NetRLAD, methods of comparable complexity. When compared to NetBOW, both NetVLAD and DSGMM are significantly better, with DSGMM showing a larger gain.

### Table 2. Model evaluation on the validation and test sets.

| Model      | GAP Validation | Test Validation | Hit@1 Validation | Test Hit@1 |
|------------|----------------|-----------------|------------------|------------|
| AvgPooling | 0.809          | 0.810           | 0.843            | 0.845      |
| VLAD       | 0.818          | 0.819           | 0.851            | 0.852      |
| SGMM       | 0.818          | 0.819           | 0.851            | 0.853      |
| NetVLAD    | 0.830          | 0.831           | 0.860            | 0.863      |
| DSGMM      | **0.834**      | **0.835**       | **0.864**        | **0.866**  |

4.1.5. Effect of varying number of clusters and normalization

**Effect of number of clusters**: We experiment with varying the number of clusters for NetVLAD and DSGMM. Since
the output representation of these methods are fairly large, it is important to understand the relationship between representation capacity and model performance on downstream tasks.

Figure 2 depicts the relationship between GAP/Hit@1 and the number of clusters for both NetVLAD and DSGMM. We train these models with $\gamma = 1.0$ and without any normalization. We note that DSGMM outperforms NetVLAD across all settings of $k$. Both models significantly improve in performance as $k$ is increased from 1 to a larger value, although performance starts to saturate at $k = 256$ for both models. The maximum value of $k$ we were able to successfully use is 511, constrained by practical considerations like the model size on the filesystem. We also note that DSGMM with 64 clusters outperforms NetVLAD with 256 clusters. This suggests that DSGMM could help learn more compact video representations without sacrificing performance.

**Effect of normalization.** Given a representation of size $K \times D$, we consider two different kinds of normalizations. We first consider L2-normalizing each row of the representation Arandjelovic and Zisserman (2013), known as *intra-norm*. We also consider L2-normalizing the entire video representation. We refer to this normalization as *final-norm*.

We report results for NetVLAD and DSGMM architectures across all possible combinations of the aforementioned normalization techniques in Table 4, with $K = 256$. We find that DSGMM outperforms NetVLAD in all settings except one.

**Effect of intra-norm.** We find that *intra-norm* helps improve performance across the board, with or without *final-norm*.

**Effect of final-norm.** The effect of the *final-norm* is not as clear. While it hurts DSGMM and helps NetVLAD for the setting without *intra-norm*, it seems to have minimal effect on *intra-normed* embeddings for both NetVLAD and DSGMM.

---

**Table 3.** Comparison of DSGMM gains to those reported in Miech et al. (2017) for NetVLAD

| Method | Source | Reported GAP |
|--------|--------|--------------|
| NetBow | Miech et al. (2017) | 0.820 |
| NetFV  | Miech et al. (2017) | 0.830 |
| NetVLAD| Miech et al. (2017) | 0.831 |
| DSGMM  | Miech et al. (2017) | 0.832 |
| NetBow | our paper | 0.820 |
| NetFV  | our paper | 0.831 |
| NetVLAD| our paper | 0.831 |
| DSGMM  | our paper | 0.835 |

**Table 4.** Effect of intra and final norm on model performance. I-N is used to designate *intra-norm*, F-N for *final-norm*.

| Model Type | GAP     | Hit@1    |
|------------|---------|----------|
|            | NetVLAD | DSGMM    | NetVLAD | DSGMM    |
| Decoupled  | 0.831   | 0.835    | 0.863   | 0.865    |
| UniformPriors | 0.831 | 0.832    | 0.860   | 0.862    |
| SharedSpherical | 0.830 | 0.834    | 0.860   | 0.864    |
| Spherical  | 0.830   | 0.830    | 0.861   | 0.860    |
| SharedDiagonal | 0.830 | 0.833    | 0.860   | 0.864    |
| Diagonal   | 0.830   | 0.832    | 0.859   | 0.861    |

**Table 5.** NetVLAD and DSGMM performance for different GMM model types - GAP and Hit@1.

4.1.6. DSGMM whit VARYING $\gamma$

As Equation 12 shows, $\gamma \geq 0$ is a smoothing hyperparameter between the UBM and the mean sufficient statistic for an individual video. In Figure 3, we note the empirical performance of DSGMM models with increasing $\gamma$. Normalization is set such that we are doing *intra-norm* but not *final-norm*. $K = 256$ in these experiments. On the horizontal axis, we traverse through different powers of two that $\gamma$ can take in order to widen the search space. As shown, for higher values of $\gamma$, performance does degrade. Similarly as $\gamma$ decreases to zero, there is a drop but not as severe. At exactly $\gamma = 2^{-\infty} = 0$ which is not shown on the plot, we observe a performance of 83.0% GAP and 86.1% Hit@1, which is comparable to the $\gamma = 2^{-9}$ datapoint plotted. The horizontal lines in both plots show NetVLAD performance for reference. $\gamma = 2^{-3} = 0.125$ seems to be the best performance smoothing parameter in these experiments although the difference between $\gamma = 2^{-3}$, $2^{-2}$, $2^{-1}$ is small.

4.1.7. NetVLAD and DSGMM performance across GMM model type

Based on the GMM frameworks described in Section 3.3, we run a series of experiments training two models for each type: NetVLAD and DSGMM. Across experiments, the setting is kept the same: $K = 256$, $\gamma = 0.5$, with *intra-norm* but no *final-norm*. The number of parameters do differ across the different models. Focusing on the clustering component, the Decoupled approach has $2KD + K$
parameters. This is only matched by the Diagonal approach. From Table 5, we observe that in the majority of cases, DSGMM outperforms NetVLAD in terms of GAP and Hit@1. The Decoupled approach performs the best out of the model types for NetVLAD and DSGMM.

4.2. Results on video recommendation using similarity-based aggregation

We compare different video representations on the task of video recommendation for LinkedIn users. We use user-video watch data over a period of 4 weeks to construct training and testing datasets. We collect binary labels \{0, 1\} on whether a user \(U\) will watch a video \(v_c\) above a threshold of \(T\) seconds or not. We generate scalar similarity scores between a user and candidate video using equations 16 and 17, and then compute area under ROC curve (AUC) using these scores and the labels.

Apart from NetVLAD and DSGMM, we consider average pooling of frames as a baseline representation. From Table 6, it is evident that a 2-layer neural network used in conjunction with the DSGMM architecture outperforms NetVLAD.

In this section and Section 4.3, we only report relative percent improvements because the raw numbers are sensitive company data.

4.3. Results on video recommendation with the GLMix model

The GLMix model with different video features is also evaluated in Table 7, i.e. the same task as in Section 4.2. We also focus on cold-start videos that are fresh to the video recommendation system. For these types of videos, the video feature is more important in the recommendation task because of unavailability of features like video popularity. As shown in Table 7, video features help improve performance, especially in the cold-start case. Furthermore, the architecture with the 2-layer neural network used in conjunction with the DSGMM architecture outperforms NetVLAD.
### Table 6. Relative AUC improvement from Avg Pooling of Frames for predicting user-video affinity. We consider both average and maximum similarity aggregation over a user’s watch history.

| Video Feature | All | Cold-start |
|---------------|-----|------------|
| No video feature | -   | -          |
| 2-layer NN + NetVLAD | +3.69% | +4.98%  |
| 2-layer NN + DSGMM | +3.85% | +5.44%  |

### Table 7. Relative AUC improvement from a baseline GLMix model without video features for predicting video watches.

| Model | Max sim. | Avg sim. |
|-------|----------|----------|
| Avg Pooling of Frames | - | - |
| 2-layer NN + NetVLAD | +16.96% | +15.69% |
| 2-layer NN + DSGMM | +17.84% | +19.26% |

5. Conclusion and Future Work

In this paper, we address the problem of video representation learning using Gaussian mixture models, developing two techniques called SGMM and DSGMM. Our methodology relies on smoothing the representation for a video in a cluster when the cluster receives little or no data from the video. We demonstrate the efficacy of our methods on the YouTube-8M classification dataset Abu-El-Haija et al. (2016), and predicting whether a LinkedIn user will watch a video presented on their feed. In all cases, our new approach was superior to NetVLAD.

For future work, we would like to include audio features in our methodology to further improve the performance. We would also like to test the efficacy of the proposed DSGMM approach on other video related tasks like action recognition, and video content summarization.
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