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Abstract. Many biological systems can be modeled as a chemical reaction network with unknown parameters. Data available to identify these parameters are often in the form of a stationary distribution, such as that obtained from measurements of a cell population. In this work, we introduce a framework for analyzing the identifiability of the reaction rate coefficients of chemical reaction networks from stationary distribution data. Working with the linear noise approximation, which is a diffusive approximation to the chemical master equation, we give a computational procedure to certify global identifiability based on Hilbert’s Nullstellensatz. We present a variety of examples that show the applicability of our method to chemical reaction networks of interest in systems and synthetic biology, including discrimination between possible molecular mechanisms for the interaction between biochemical species.
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1. Introduction. System identification is concerned with going from a model class for a system to a particular model in that class based on experimental data. The basic property that guarantees that this is possible with sufficient data is structural identifiability [5]. One practical use of identifiability analysis is to determine whether a particular experimental setup is sufficient to uniquely estimate the parameters of interest. If a system is not identifiable, then an identification algorithm may give incorrect parameter values without warning. Similarly, if one wishes to discriminate between two possible models for a system, the property of discriminability is necessary to guarantee a priori that the true model can be determined from data. If discriminability is not guaranteed then an algorithm that determines which model generated data can select the wrong model. In the context of ordinary differential equation (ODE) models, identifiability analysis often takes the form of determining which set of input signals are sufficient to identify the parameters, while discriminability analysis takes the form of determining which input signals are sufficient to select the true model.

Global a priori identifiability is the strongest type of structural identifiability, which guarantees that no matter what the true parameter values are, one will be able to uniquely determine them from a given experiment as long as sufficient data is gathered [29]. In general, proving that global identifiability holds is difficult [13, 24], and for ODE models a variety of computational tools have been developed. Some exploit the differential algebraic structure
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of the problem to analyze identifiability with Ritt’s Algorithm [29, 6, 3], while other methods are based on observability analysis, with the parameters treated as states with trivial dynamics [43, 41, 42, 52, 12, 51].

Most work on identifiability for biological applications has focused on ODE models that describe the time evolution of the mean values of the state variables, using the previously discussed algorithmic tools. However, in biological applications, common data include single cell measurements from a population of cells, such as obtained from flow cytometry [40] or from single cell RNAseq [30]. While these techniques can obtain measurements of population distributions across many cells, they do not allow tracking individuals cells across time. Therefore, the data does not take the form of (possibly noisy) measurements along a sample path of the system and thus the standard methods for identifiability analysis of dynamical systems are not directly applicable. However, it has been observed in a variety of studies that using information about the time evolution of the population distribution over the outputs can help identify more parameters than just the time evolution of the means of the outputs in specific cases [33, 32, 28, 45]. Despite this, no general framework for identifiability analysis exists in this setting. When the time evolution of the population distribution can be described by a system of finitely many ODEs, methods of identifiability analysis for ODE models such as those in [29] and [52] can be used. Cinquemani studied identifiability of chemical reaction networks from a sequence of distributional data [13]. However, their results are only valid for local identifiability of chemical reaction networks with propensities that are affine in the state, e.g., monomolecular reactions, and therefore these results do not allow analysis of general chemical reaction networks or of global identifiability.

A special case of distributional data measures only the stationary distribution, i.e., just the equilibrium population distribution. In this scenario, algorithms to identify chemical reaction network parameters from stationary distributions have been developed [22, 34, 4]. However, none of these works considered the question of identifiability. Therefore, generally applicable methods for identifiability analysis when only the stationary distribution is measured have been lacking. In fact, to the best of the authors’ knowledge, the question of identifiability from only the stationary distribution has not been studied for general chemical reaction networks. Swaminathan and Murray considered identifiability of linear time invariant systems from the stationary distribution over all states and additionally a sample path of the underlying stochastic process for a subset of states [48], but they did not provide conditions for identifiability in the case of only distributional data.

An additional source of noise in biological systems is extrinsic noise. Extrinsic noise arises from the variability of cellular context across a population of cells [47]. In this work we additionally consider extrinsic noise that manifests through parameter variation between cells in a population. Such noise can arise from a variety of sources, most notably in synthetic genetic circuits from differences in copy number of the DNA on which the genetic circuit is encoded, such as with lentiviral transduction in mammalian cells or with plasmid transfection in either bacterial or mammalian cells [11, 39]. Such noise can, in principle, improve our ability to identify the reaction rate constants, since we have data across a wider range of conditions. However, this is not clear a priori.

In this work, we consider global identifiability of linear noise approximation (LNA) models [50] of chemical reaction networks with intrinsic and extrinsic noise from their stationary
distributions, including a treatment of the model discrimination case where one wishes to know if it is possible to determine which chemical reactions are present in a system. Our solution is a generally applicable algebraic characterization of identifiability, which is amenable to analysis using Hilbert’s Nullstellensatz [14], and thus allows the computation of certificates of identifiability.

This paper is organized as follows. In Section 2, we give mathematical background and a description of the problem we consider. In Section 3, we give the main results of this paper, describing how to use algebraic tools to certify global identifiability of chemical reaction networks from their stationary distributions. In particular, Section 3 describes a chemical reaction network modeled by the LNA where the goal is to identify the values of the reaction rate constants. In Section 4, we show how to approach the model discriminability problem using our techniques. In Section 5, we show how to certify global identifiability from the stationary distribution for chemical reaction networks with extrinsic and intrinsic noise, and additionally show that the addition of extrinsic noise cannot make an identifiable chemical reaction network non identifiable. Throughout this work we apply our methods to certify identifiability of a wide range of chemical reaction networks.

2. Problem Setting.

2.1. The linear noise approximation. A chemical reaction network (CRN) is a model of a system of chemical species interacting through reactions, each of which is a discrete event that occurs stochastically. The exact model of the resulting stochastic kinetics is given by the chemical master equation, an infinite set of ordinary differential equations that describes the time evolution of the probability of having a particular number of molecules of each species in the system [18]. In this work, we use the LNA as a model of the stochastic dynamics of CRNs. The LNA, also known as the system size expansion, is the first order correction to the deterministic reaction rate equations in $\Omega^{-1/2}$, where $\Omega$ is the volume in which the chemical species are contained [50]. Letting $X$ represent the vector of molecular counts of each species, and $x$ represent the mean concentration of the molecular species, the LNA makes the approximation $X = \Omega x + \sqrt{\Omega} \xi$. Here, $x$ is the deterministic mean, which is given by the reaction rate equations, an ODE model that describes the rate of change of the molecular species concentrations, assuming mass action kinetics [18], and $\xi$ is a random variable representing the fluctuations of $X$ about $\Omega x$. For completeness, we give a brief description of the LNA here, a full derivation is given in [50]. We remark that while the LNA gives distributions that are close to the distributions given by the chemical master equation when the volume and molecular counts are large on a finite time interval [27], there are no formal guarantees that the stationary distribution of the LNA is close to that of the chemical master equation. In this work, we take the stationary distribution of the LNA as our model of the stationary distribution of a CRN.

Consider a CRN consisting of $r$ reactions among $n$ species in a well mixed volume of size $\Omega$. Reaction $i$, for $i \in \{1, \ldots, r\}$, is described by $s_{Ri}^T X \xrightarrow{k_i} s_{Pi}^T X$, where $X = [X_1 \ X_2 \ \cdots \ X_n]^T$ with $X_j$ the number of molecules of species $j$, $s_{Ri}$ is the vector of number of molecules of reactant species consumed by reaction $i$, and $s_{Pi}$ is the vector of number of molecules of product species created by reaction $i$. The reaction rate constant of reaction $i$ is $k_i$. Using the
approximation \( X(t) = \Omega x(t) + \sqrt{\Omega} \xi(t), \) the dynamics of the system are given by

\[
\frac{d}{dt} x(t) = f(x(t); k), \quad x_0(0) = x_0, 
\]

(2.1a)

\[
d\xi(t) = \frac{\partial f}{\partial x} \xi(t) dt + \Gamma(x(t); k) dw(t), \quad \xi(0) = \xi_0, 
\]

(2.1b)

in which (2.1a) are the reaction rate equations (RRE) [18] and (2.1b) gives the evolution of \( \xi(t) \). Specifically, let \( k = [k_1, \ldots, k_r]^T \). Then, \( f(x; k) \) is given by

\[
f(x; k) = S q(x; k) 
\]

(2.2)

where \( q(x; k) = [q_1(x; k_1) \quad q_2(x; k_2) \quad \cdots \quad q_r(x; k_r)]^T \), where \( q_i(x; k_i) = k_i \prod_{j=1}^n x_j^{s^i_j} \) is the macroscopic propensity of reaction \( i \), where \( s^i_j \) is the \( j \)th element of \( s_i \). The stoichiometry matrix \( S \) is defined as \( S = [s_1 \quad s_2 \quad \cdots \quad s_r] \), with \( s_i = s_{pi} - s_{ri} \) representing the change in \( X \) when reaction \( i \) occurs. Here, \( w(t) \) is a Wiener process, and

\[
\Gamma(x; k) = S \text{ diag} \left( \sqrt{q(x; k)} \right). 
\]

(2.3)

We note that (2.1b) is a stochastic differential equation describing the evolution of the random variable \( \xi(t) \) as forced by the “noise” term \( \Gamma(x(t); k) dw(t) \). The Wiener process \( w(t) \) is a stochastic process with independent, Gaussian increments. Since in this work we deal only with the stationary covariance of (2.1b), we direct the interested reader to [26] for technical details. Throughout this work, we assume that (2.1a) has a unique, exponentially stable, equilibrium in \( \mathbb{R}^n_{\geq 0} \) for all \( k > 0 \). We denote this equilibrium point by \( x^*(k) \). Let \( P \in \mathbb{R}^{n \times n} \) be the stationary covariance of \( \xi \). Then, the following equations characterize the stationary distribution of \( X(t) \) as a function of \( k \):

\[
0 = f(x; k), 
\]

(2.4a)

\[
0 = \frac{\partial f}{\partial x} P + P \frac{\partial f^T}{\partial x} + \Gamma(x; k) \Gamma(x; k)^T. 
\]

(2.4b)

The stationary distribution of \( X(t)/\Omega \) is \( N(x^*(k), \frac{1}{\Omega} P^*(k)) \), i.e., a normal distribution with mean \( x^*(k) \) and covariance \( \frac{1}{\Omega} P^*(k) \), where \( x^*(k) \) and \( P^*(k) \) are the solutions to (2.4). Our assumption that (2.1a) has a unique equilibrium point in \( \mathbb{R}^n_{\geq 0} \) for all \( k > 0 \) ensures that (2.4) defines the unique stationary distribution under the LNA. For brevity, we denote a CRN as a function \( \mathcal{R} \) that maps reaction rate vectors to the corresponding stationary distribution according to (2.4), i.e., \( \mathcal{R} : \mathbb{R}^n_{\geq 0} \rightarrow \mathbb{R}^n \times S^{n \times n} \), where \( S^{n \times n} \) is the space of symmetric \( n \times n \) real matrices, defined by \( \mathcal{R}(k) = (x^*(k), \frac{1}{\Omega} P^*(k)) \).

**Example 1** (Illustrative Example 1). We first consider a simple CRN \( \mathcal{R}_1 \) with a single species \( (n = 1) \) and three reactions \( (r = 3) \) given by

\[
\begin{array}{c}
\emptyset \xrightarrow{k_1} X_1 \\
\emptyset \xrightarrow{k_2} X_1 \\
X_1 \xrightarrow{k_3} 2X_1,
\end{array}
\]

(2.5)
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where reaction $i$ is labeled with its reaction rate constant, $k_i$. The reaction rate equation (2.2) in this case given by

$$\frac{d}{dt}x_1 = f(x; k) = k_1 - k_2 x_1 - k_3 x_1^2,$$

from which we see that there is a unique and asymptotically stable equilibrium point in the region $x_1 \geq 0$ as long as $k > 0$, and thus the LNA model has a unique equilibrium distribution. In this case we have $q(x; k) = [k_1 \ k_2 x_1 \ k_3 x_1^2]^T$ and the stoichiometry matrix is $S = [1 \ -1 \ -1]$. Therefore, from (2.3) we have

$$\Gamma(x; k) = k_1 + k_2 x_1 + k_3 x_1^2.$$

### 2.2. Identifiability

In this work, we study the following problem: Given $\pi^*$, a stationary distribution over the species concentrations, and $K \subseteq \mathbb{R}_{\geq 0}$ a set of possible $k$ values, can we uniquely identify the $k$ which gave rise to $\pi^*$? To make this question mathematically precise, we will consider the following definition of global identifiability for CRNs from the stationary distribution.

**Definition 2.1.** A CRN $\mathcal{R}(k)$ is stationary globally identifiable over $K \subseteq \mathbb{R}_{\geq 0}$ if for any $k_1, k_2 \in K$ such that $\mathcal{R}(k_1) = \mathcal{R}(k_2)$, there exists $a \in \mathbb{R}$ such that $k_2 = ak_1$.

If a CRN and an associated set $K$ do not satisfy Definition 2.1, we say that the CRN is not stationary globally identifiable over $K$.

**Remark 2.2.** For any CRN, if one scales all of the reaction rate constants by the same value, $a$, the stationary distribution does not change. This fundamental lack of identifiability is due to our inability to tell the ‘speed’ of a continuous time Markov chain from its stationary distribution. Definition 2.1 reflects that fact that here we study identifiability modulo this fundamental source of non-identifiability.

**Remark 2.3.** Whether or not a system is identifiable depends entirely on the model, which is given by the LNA in our analysis. However, under certain conditions, the first and second moments of the LNA and chemical master equation models are identical [20], and hence in those cases our results also imply identifiability of the chemical master equation model. This is due to the fact that the moments can be calculated from the stationary distribution, and hence if the parameters are identifiable from the moments they are identifiable from the stationary distribution.

### 2.3. Nullstellensatz

In this section, we briefly describe the algebraic tools that we use in this work [14]. Let $z$ be an $n'$ dimensional vector of variables. We denote the set of polynomials in $z$, with rational coefficients by $\mathbb{Q}[z]$. Since $p \in \mathbb{Q}[z]$ is a function of $z$, for any $z' \in \mathbb{C}^{n'}$, $p(z')$ denotes $p$ evaluated at $z' \in \mathbb{C}^{n'}$. We say that $p \in \mathbb{Q}[z]$ is a monomial if $p$ can be written as $p = \prod_{i=1}^{n'} z_1^{\alpha_i}$ for some $\alpha_1, \alpha_2, \ldots, \alpha_{n'} \in \mathbb{N} \cup \{0\}$. Let “$\prec$” be any total ordering [14] on the set of monomials in $\mathbb{Q}[z]$ that additionally satisfies $i) \ 1 \prec p$ for any nonconstant monomial $p \in \mathbb{Q}[z]$ and $ii) \ \prod_{i=1}^{n'} z_1^{\alpha_i} \prec \prod_{i=1}^{n'} z_1^{\beta_i}$ implies that $\prod_{i=1}^{n'} z_1^{\alpha_i+\gamma_i} \prec \prod_{i=1}^{n'} z_1^{\beta_i+\gamma_i}$ for all $\alpha_1, \ldots, \alpha_{n'}, \beta_1, \ldots, \beta_{n'}, \gamma_1, \ldots, \gamma_{n'} \in \mathbb{N} \cup \{0\}$. Such a total ordering $\prec$ is called a term order.
on \(\mathbb{Q}[z]\). The ideal generated by a set of polynomials \(\mathcal{P} \subseteq \mathbb{Q}[z]\) is defined as all polynomial combinations of the elements of \(\mathcal{P}\), i.e.,

\[
\langle \mathcal{P} \rangle = \left\{ g \in \mathbb{Q}[z] \mid g = \sum_{i=1}^{m} \lambda_i p_i, \ p_1, \ldots, p_m \in \mathcal{P}, \ \lambda_1, \lambda_2, \ldots, \lambda_m \in \mathbb{Q}[z], \text{for some } m \in \mathbb{N} \right\}.
\]

**Example 2 (Algebraic preliminaries).** To illustrate the concepts we consider two different sets of polynomials, \(\mathcal{P}_1 = \{z^2 - 1, \ z - 1\} \subset \mathbb{Q}[z]\) and \(\mathcal{P}_2 = \{z^2 - 1, \ z - 2\} \subset \mathbb{Q}[z]\). We have that

\[
\langle \mathcal{P}_1 \rangle = \left\{ g \in \mathbb{Q}[z] \mid g = \lambda_1 (z^2 - 1) + \lambda_2 (z - 1), \ \lambda_1, \lambda_2 \in \mathbb{Q}[z] \right\}
\]

and

\[
\langle \mathcal{P}_2 \rangle = \left\{ g \in \mathbb{Q}[z] \mid g = \lambda_1 (z^2 - 1) + \lambda_2 (z - 2), \ \lambda_1, \lambda_2 \in \mathbb{Q}[z] \right\}.
\]

For example, \(\mathcal{P}_1\) contains 0 (with \(\lambda_1 = 0, \lambda_2 = 0\)), \(z^2 - 1\) (with \(\lambda_1 = 1, \lambda_2 = 0\)), \(z - 1\) (with \(\lambda_1 = 0, \lambda_2 = 1\)), as well as \(z^3 - 1\) (with \(\lambda_1 = z, \lambda_2 = 1\)), but does not contain 1, since no \(\lambda_1, \lambda_2 \in \mathbb{Q}[z]\) results in

\[
1 = \lambda_1 (z^2 - 1) + \lambda_2 (z - 1).
\]

On the other hand, \(\mathcal{P}_2\) does contain 1, since \(\lambda_1 = 2z/3 - 1\) and \(\lambda_2 = -2z^2/3 - z/3\) results in \(\lambda_1 (z^2 - 1) + \lambda_2 (z - 2) = 1\).

Let \(p \in \mathbb{Q}[z]\). Then, \(\text{in}_< (p)\) denotes the largest monomial with respect to \(<\) that appears in \(p\) with a nonzero coefficient. Suppose \(\mathcal{I} = \langle \mathcal{P} \rangle\), then \(\mathcal{G}\) is a Gröbner basis of \(\mathcal{I}\) if it is a finite subset of \(\mathcal{I}\) that satisfies \(\langle \text{in}_< (p) | p \in \mathcal{I} \rangle = \langle \text{in}_< (g) | g \in \mathcal{G} \rangle\). \(\mathcal{G}\) is a reduced Gröbner basis of \(\mathcal{I}\) if additionally i) the coefficient of the largest monomial in \(g\) with respect to \(<\) that is 1 for each \(g \in \mathcal{G}\) and ii) for all \(g \in \mathcal{G}\), \(\langle \text{in}_< (g') | g' \in \mathcal{G} \setminus \{g\} \rangle\) does not contain any monomial term of \(g\). In Example 2 and for the rest of this work we use Buchberger’s algorithm, as implemented in Macaulay2, to compute reduced Gröbner bases [9, 19].

**Example 2 (Algebraic preliminaries continued).** Continuing Example 2, we consider the reduced Gröbner bases of \(\mathcal{P}_1\) and \(\mathcal{P}_2\). When \(n' = 1\), the only valid term order is \(z < z^2 < \ldots\) The reduced Gröbner basis of \(\langle \mathcal{P}_1 \rangle\) is \(\mathcal{G}_1 = \{z - 1\}\) with respect to this term order, whereas with the same term order the reduced Gröbner basis of \(\mathcal{P}_2\) is \(\{1\}\). The details of computing reduced Gröbner bases can be found in [14].

Given an ideal \(\mathcal{I} = \langle \mathcal{P} \rangle\), there are many sets of polynomials that generate \(\mathcal{I}\). The reduced Gröbner basis is a special choice of generating polynomials which reveals certain properties of \(\mathcal{I}\). In particular, let \(\mathcal{V}(\mathcal{P})\) denote the variety of \(\mathcal{P}\), defined by

\[
\mathcal{V}(\mathcal{P}) = \{ z \in \mathbb{C} | 0 = p(z), \ \forall p \in \mathcal{P} \}.
\]

In other words if \(\mathcal{P} = \{p_1, p_2, \ldots, p_m\}\), \(\mathcal{V}(\mathcal{P})\) is the set of solutions to the system of equations

\[
0 = p_1(z), \ 0 = p_2(z), \ldots, 0 = p_m(z).
\]

It is true that \(\mathcal{V}(\mathcal{P}) = \mathcal{V}(\mathcal{F})\) for any \(\mathcal{F}\) such that \(\mathcal{I} = \langle \mathcal{F} \rangle\). In particular, if \(\mathcal{G}\) is a reduced Gröbner basis of \(\mathcal{I}\), then \(\mathcal{V}(\mathcal{P}) = \mathcal{V}(\mathcal{G})\). Therefore, if we wish to study \(\mathcal{V}(\mathcal{P})\), the set of common zeros of the polynomials in \(\mathcal{P}\), we can study \(\mathcal{V}(\mathcal{G})\) instead, which is advantageous since by examining the reduced Gröbner basis, one can easily tell if \(\mathcal{V}(\mathcal{P})\) is empty or not. This idea is formalized by Hilbert’s Nullstellensatz, one version of which is given here.
Theorem 2.4 (See e.g. [46]). Let \( p_1, p_2, \ldots, p_m \in \mathbb{Q}[z] \) be polynomials in the \( n' \) variables \( z \). Then

\[
\emptyset = \left\{ z \in \mathbb{C}^{n'} \left| 0 = p_1(z), 0 = p_2(z), \ldots, 0 = p_m(z) \right. \right\}
\]

if and only if the reduced Gröbner basis of \( \langle p_1, p_2, \ldots, p_m \rangle \) is \( \{1\} \).

Example 2 (Algebraic preliminaries continued). Since the reduced Gröbner basis of \( P_1 \) is not \( \{1\} \), from Theorem 2.4 we can conclude that there is a solution in \( \mathbb{C} \) to

\[
0 = z^2 - 1, \\
0 = z - 1.
\]

In fact, one can see that there is one solution, \( z = 1 \). On the other hand, the reduced Gröbner basis of \( P_2 \) is \( \{1\} \) and therefore, from Theorem 2.4, we can conclude that there are no solutions in \( \mathbb{C} \) to

\[
(2.8) \quad 0 = z^2 - 1, \\
(2.9) \quad 0 = z - 2,
\]

which is consistent with our ability in this simple case to deduce that the sets of solutions to (2.8) and (2.9) do not intersect.

3. Certifying Identifiability of the LNA. We now present the main results of this work, which are methods to algorithmically test for stationary global identifiability. We begin by showing that the right-hand side of (2.4) is linear in \( k \). Specifically, we can write (2.4a) as

\[
f(x; k) = \sum_{i=1}^{r} k_i s_i \prod_{j=1}^{n} x_j^{s_{ij}},
\]

and, given (2.3), (2.4b) can be written as

\[
0 = \frac{\partial f}{\partial x} P + P \frac{\partial f^T}{\partial x} + S \text{diag } q(x; k) S^T,
\]

where we have used the fact that for all \( x \in \mathbb{R}^{n}_{\geq 0} \), it is true that \( q(x; k) \geq 0 \). Therefore, the right-hand side of (2.4a) is linear in \( k \). Furthermore, since \( \frac{\partial f}{\partial x} \) and \( q(x; k) \) are linear in \( k \), the right-hand side of (2.4b) is also linear in \( k \). Also, (2.4) give \( n + n^2 \) equations for \( x \in \mathbb{R}^{n}_{\geq 0} \) and \( P \in \mathbb{S}^{n \times n} \). Since \( P \) is symmetric, there are only \( n^2 + n \) unique equations in (2.4b). Therefore, combining our observations about linearity and the number of unique equations, (2.4) can be written in the form

\[
0 = A(x, P) k,
\]

where \( A(x, P) \in \mathbb{R}^{n^2 + n \times r} \) is a function of \( x \) and of the \( n^2 + n \) entries of \( P \) that are on and above the diagonal. Additionally, since \( f(x; k) \) and \( q_i(x; k_i) \) are polynomials in \( x \), the elements of \( A(x, P) \) are polynomials in \( x \) and in the elements of \( P \) on and above the diagonal.
Example 1 (Illustrative example 1 continued). We ask if $\mathcal{R}_1$, given by (2.5), is stationary globally identifiable over $\mathbb{R}^3_{>0}$. In this example, letting $x = x_1$ and $P = p_{11}$, writing out (2.4) explicitly using (2.6) and (2.7) yields

(3.2a) 
\[ 0 = k_1 - k_2 x_1 - k_3 x_1^2, \]
(3.2b) 
\[ 0 = 2(-k_2 - 2k_3x_1)p_{11} + k_1 + k_2 x_1 + k_3 x_1^2. \]

We can write (3.2) as $0 = A(x, P)k$ where

(3.3) 
\[ A(x, P) = \begin{bmatrix} 1 & -x_1 & -x_1^2 \\ 1 & 2p_{11} & x_1^2 - 4p_{11}x_1 \end{bmatrix}. \]

In general, proving that a given system is stationary globally identifiable is difficult, since it requires proving that (3.1) has only one subspace of solutions in $k$ for all $(x, P)$ that are feasible, that is, for all $(x, P)$ such that there exists $k \in K$ satisfying $(x, P) = \mathcal{R}(k)$. These feasible $(x, P)$ are given by (2.4), which is a set of polynomial equations in $(x, P)$, along with the constraint $k \in K$. To overcome this difficulty, we develop a method to certify global stationarity identifiability based on Theorem 2.4. To begin, associated with each CRN $\mathcal{R}$, we define the sets

(3.4) 
\[ V = \{ (x, P, k) \in (\mathbb{R}^n, S^{n \times n}, \mathbb{R}^r_{>0}) \mid 0 = A(x, P)k, \text{ rank}(A(x, P)) < r - 1 \}. \]

and

\[ V' = \{ (x, P, k) \in (\mathbb{R}^n_{>0}, S^{n \times n}, \mathbb{R}^r_{>0}) \mid 0 = A(x, P)k, \text{ rank}(A(x, P)) < r - 1 \}. \]

The following theorem gives an algebraic characterization of stationary globally identifiable for a CRN.

Theorem 3.1. Consider a CRN $\mathcal{R}$. The following hold:

i) If $V = \emptyset$, then $\mathcal{R}$ is stationary globally identifiable over $\mathbb{R}^r_{>0}$.

ii) If $\mathcal{R}$ is stationary globally identifiable over $\mathbb{R}^r_{>0}$, then $V' = \emptyset$.

Proof. First, to show i), suppose that $\mathcal{R}$ is not stationary globally identifiable over $\mathbb{R}^r_{>0}$. Then there exists $k_1, k_2 > 0$, with $k_2$ and $k_1$ linearly independent, such that $0 = A(x, P)k_1$ and $0 = A(x, P)k_2$. This immediately implies that rank $A(x, P) < r - 1$, and therefore (3.2a) and (3.2b) of (2.1a) in $\mathbb{R}^n_{>0}$ we know that $(x', P')$ is the stationary distribution of $\mathcal{R}$ for all $k \in W$, and therefore $\mathcal{R}$ is not stationary globally identifiable over $\mathbb{R}^r_{>0}$.

Remark 3.2. While our assumption that (2.1a) has a unique, exponentially stable, equilibrium point in $\mathbb{R}^n_{>0}$ is required for statement ii) of Theorem 3.1 to hold, this assumption is not required for statement i) of Theorem 3.1.
In the remainder of this section, we transform the rank condition on $A$ into a polynomial condition so that the question of the emptiness of $V$ can be addressed by algebraic techniques. To this end, we require the following Lemmas.

**Lemma 3.3.** (Determinant rank characterization) Let $A \in \mathbb{R}^{n \times m}$. Then, $\text{rank } A = r'$ if and only if every $r' + 1 \times r' + 1$ minor of $A$ is zero, and there exists an $r' \times r'$ minor of $A$ that is non-zero.

**Proof.** See [23, Section 0.4]. □

**Lemma 3.4.** Let $A \in \mathbb{R}^{n \times m}$. Then, $\text{rank } A < r'$ if and only if every $r' \times r'$ minor of $A$ is zero.

**Proof.** First, we show that if $\text{rank } A < r'$, then every $r' \times r'$ minor of $A$ is zero. Let $\text{rank } A = r'' < r'$. Then, by Lemma 3.3, every $r'' + 1 \times r'' + 1$ minor of $A$ is zero. Furthermore, by the Laplace expansion for the determinant [23], for all $r'' + 1$, every $r'' \times r''$ minor of $A$ is zero. Specifically, since $r' \geq r'' + 1$, every $r' \times r'$ minor of $A$ is zero. Second, we show that if $\text{rank } A \geq r'$, then there exists a nonzero $r' \times r'$ minor of $A$. Let $\text{rank } A = r'' \geq r'$. By Lemma 3.3 there exists an $r'' \times r''$ nonzero minor of $A$. It follows from the Laplace expansion for the determinant [23] that for all $r'' < r'$ there exists an $r'' \times r''$ nonzero minor of $A$. Specifically, there exists an $r' \times r'$ nonzero minor of $A$. □

We now use Lemma 3.4 and Theorem 3.1 to give a computationally checkable sufficient condition for a CRN to be stationary globally identifiable.

**Theorem 3.5.** Consider a CRN $R$. If the reduced Gröbner basis of

$$\mathcal{I} = \left\{ y_j^2 k_j - 1 \; \forall j \in \{1, \ldots, r\}, \; A_q(x, P)k \; \forall q \in \{1, \ldots, r\}, \right. \nonumber$$

$$\left. M_i^{(r-1)\times(r-1)}(x, P) \; \forall i \in \{1, \ldots, m\} \right\} \tag{3.5}$$

is $\{1\}$, then $\mathcal{R}$ is stationary globally identifiable over $\mathbb{R}_{\geq 0}$. Here, $A_q(x, P)$ is the $q$th row of $A(x, P)$ and $M_i^{(r-1)\times(r-1)}(x, P)$ is all of the size $(r-1) \times (r-1)$ minors of $A(x, P)$, indexed by $i = 1, \ldots, m$.

**Remark 3.6.** The ideal $\mathcal{I}$ defined in (3.5) is a subset of $\mathbb{Q}[[x, y, k]]$.

**Proof.** Let

$$\tilde{V} = \left\{ (x, P, k, y) \in (\mathbb{R}^n, \mathbb{S}^{n \times n}, \mathbb{R}^r, \mathbb{R}^r) \left| 0 = A(x, P)k, \right. \nonumber$$

$$\left. 0 = M_i^{(r-1)\times(r-1)}(x, P) \; \forall i \in \{1, \ldots, m\}, \; 0 = y_j^2 k_j - 1 \; \forall j \in \{1, \ldots, r\} \right\} \tag{3.6}$$

Recall $V$ defined in (3.4). We first show that $V = \emptyset$ if and only if $\tilde{V} = \emptyset$. First, suppose $V \neq \emptyset$. Then, there exists $(x, P, k) \in V$. It follows that $0 = A(x, P)k$. Let $y$ be such that $y_j = \sqrt{1/k_j}$. Therefore, for all $j$, $y_j^2 k_j - 1 = 0$. By Lemma 3.4, $\text{rank}(A(x, P)) < r - 1$ guarantees that $0 = M_i^{(r-1)\times(r-1)}(x, P)$ for all $i = 1, \ldots, m$, and hence $(x, P, k, y) \in \tilde{V}$. Now suppose that $\tilde{V} \neq \emptyset$. Then, there exists $(x, P, k, y) \in \tilde{V}$. It follows that $0 = A(x, P)k$. Then, we have that $0 = M_i^{(r-1)\times(r-1)}(x, P)$ for all $i = 1, \ldots, m$, and hence by Lemma 3.4 it is true.
that rank $A(x, P) < r - 1$. Therefore $(x, P, k) \in V$, and hence $V \neq \emptyset$. To complete the proof, observe that $\bar{V}$ is the variety of $\mathcal{I}$ defined by (3.5). If the reduced Gröbner basis of $\mathcal{I}$ is $\{1\}$ then by Theorem 2.4 $\bar{V} = \emptyset$. This implies by our above argument that $V = \emptyset$, and therefore by Theorem 3.1 $\mathcal{R}$ is stationary globally identifiable over $\mathbb{R}^r_{> 0}$. 

Since the computation of reduced Gröbner bases can be done algorithmically, Theorem 3.5 allows us to check if a CRN is stationary globally identifiable automatically. We note that Theorem 3.5 is not an if and only if statement, in part due to our use of Hilbert’s Nullstellensatz. In fact, consider a CRN that is stationary globally identifiable over $\mathbb{R}^r_{> 0}$ and has $V = \emptyset$, which implies that there is no common real zero of the polynomials generating $\mathcal{I}$. It is possible that the ideal $\mathcal{I} \neq \{1\}$ because there is a common complex zero of the polynomials generating $\mathcal{I}$.

Remark 3.7. Even though in this work we focus on using Hilbert’s Nullstellensatz to certify identifiability, alternatively Positivstellensatz can be used to search for a certificate that $V = \emptyset$ [44].

Example 1 (Illustrative example 1 continued). We continue with Example 1. We ask if $\mathcal{R}_1$, given by (2.5), is stationary globally identifiable over $\mathbb{R}^3_{> 0}$. In this case, $r = 3, n = 1, x = x_1, P = p_{11}$. Using (3.3), (3.5) becomes

$$\langle k_1 y_1^2 - 1, k_2 y_2^2 - 1, k_3 y_3^2 - 1, k_1 - k_2 x_1 - k_3 x_1^2, k_1 - k_3 (4p_{11} x_1 - x_1^2) - k_2 (2p_{11} - x_1), 2x_1 - 2p_{11}, 2x_1^2 - 4p_{11} x_1, 2p_{11} x_1^2 \rangle.$$ 

Computing the reduced Gröbner basis of (3.7) using the built in implementation of Buchberger’s algorithm in Macaulay2 [19], we find that it is $\{1\}$ [19]. Therefore, by Theorem 3.5, $\mathcal{R}_1$ is stationary globally identifiable over $\mathbb{R}^3_{> 0}$. The code for this example is provided in the Supplementary information.

3.1. Examples. In this section, we present several examples of using the mathematical tools of Section 3 to certify that a given CRN is stationary globally identifiable. For all of the examples in this section, we compute reduced Gröbner bases with Macaulay2, a software system for algebraic geometry [19].

Example 3 (Two species illustrative example). We now consider CRN $\mathcal{R}_3$ shown in (3.8):

$$\begin{array}{ccc}
X_1 & \xrightarrow{k_2} & X_2 \\
\downarrow f_2 & & \downarrow f_3 \\
\emptyset & & \emptyset
\end{array}$$

$\mathcal{R}_3$ has two species, $X_1$ and $X_2$. $X_1$ is produced with rate constant $k_1$ and spontaneously transforms into $X_2$ with rate constant $k_2$, which is degraded with rate constant $k_3$. We wish to understand if it is possible to estimate the rate vector $k$ up to a scaling factor from the stationary distribution. For this example, $f(x; k)$ defined in (2.2) is $f(x; k) = \begin{bmatrix} k_1 - k_2 x_1 \\ k_2 x_1 - k_3 x_2 \end{bmatrix}$.
and $\Gamma(x; k)$ defined in (2.3) is

$$
\Gamma(x; k)\Gamma(x; k)^T = \begin{bmatrix}
  k_1 + k_2 x_1 & -k_2 x_1 \\
  -k_2 x_1 & k_2 x_1 + k_3 x_2
\end{bmatrix}.
$$

Writing (2.1) in the form (3.1) yields

$$
0 = A(x, P)k = \begin{bmatrix}
  1 & -x_1 & 0 \\
  0 & x_1 & -x_2 \\
  0 & p_11 - p_{12} - x_1 & -p_{12} \\
  0 & 2p_{12} + x_1 & x_2 - 2p_{22}
\end{bmatrix} k.
$$

Computing the reduced Gröbner basis $G$ of the ideal defined by (3.5) with $A$ given in (3.9), we find that $G = \{1\}$, and hence by Theorem 3.5 $\mathcal{R}_3$ is stationary globally identifiable over $\mathbb{R}^3_{>0}$. The polynomials defining (3.5) for this example are given in the supplementary information in the form of a script for Macaulay2, and in SM2.

**Example 4 (Sequestration rate).** Consider a CRN $\mathcal{R}_4$ consisting of two species $X_1$ and $X_2$ as shown in (3.10):

$$
\begin{array}{ccc}
  X_1 & \xrightarrow{k_5} & X_2 \\
  \downarrow{X_1 + X_2} & & \downarrow{X_1 + X_2} \\
  \emptyset & \xrightarrow{k_4} & \emptyset
\end{array}
$$

Each species is produced and degraded at some unknown rate, and additionally $X_1$ and $X_2$ mutually degrade through the reaction $X_1 + X_2 \xrightarrow{k_5} \emptyset$. Such a system of chemical reactions is referred to as the antithetic motif, and can be used to realize an integral controller [37, 25, 2]. Controllers constructed using the antithetic motif only approximately implement an integrator [37]. Based on [37], we can establish a heuristic to compare two possible biological implementations of the antithetic motif with parameter vectors $k^A$ and $k^B$ respectively with respect to the steady state error generated in a feedback system. To do this, we define the following dimensionless parameters:

$$
\sigma_1(k^A, k^B) = \frac{k_p k_A}{k_1 k_2}, \quad \sigma_2(k^A, k^B) = \frac{k_p k_A}{k_3 k_4},
$$

$$
\sigma_3(k^A, k^B) = \frac{k_p k_A}{k_1 k_2}, \quad \sigma_4(k^A, k^B) = \frac{k_p k_A}{k_3 k_4}.
$$

If $\sigma_i(k^A, k^B) \ll 1$ for $i \in \{1, 2, 3, 4\}$, then $k^B$ is expected to perform better than $k^A$. We observe that for all $\alpha^A, \alpha^B > 0$ we have $\sigma_i(\alpha^A k^A, \alpha^B k^B) = \sigma_i(k^A, k^B)$ for $i \in \{1, 2, 3, 4\}$. Therefore, stationary global identifiability ensures that one can estimate $\sigma_i(k^A, k^B)$ for $i = 1, 2, 3, 4$ from the stationary distribution of $\mathcal{R}_4$. Motivated by this we study whether $\mathcal{R}_4$ is stationary globally identifiable. For $\mathcal{R}_4$ we have that

$$
f(x; k) = \begin{bmatrix}
  k_1 - k_2 x_1 - k_5 x_1 x_2 \\
  k_3 - k_4 x_2 - k_5 x_1 x_2
\end{bmatrix}.$$
Therefore, writing (2.1) in the form (3.1) yields
\[
0 = A(x, P)k = \begin{bmatrix}
1 & -x_1 & 0 & 0 & -x_1 x_2 \\
0 & 0 & 1 & -x_2 & -x_1 x_2 \\
0 & -p_{12} & 0 & -p_{12} & x_1 x_2 - 2p_{12} x_1 - 2p_{11} x_2 \\
0 & 1 & x_2 - 2p_{22} & x_1 x_2 - 2p_{22} x_1 - 2p_{12} x_2 \\
0 & 0 & 1 & x_2 - 2p_{22} & x_1 x_2 - 2p_{22} x_1 - 2p_{12} x_2
\end{bmatrix} k.
\]

Computing the reduced Gröbner basis \( G \) of the ideal defined by (3.5) with \( A \) in (3.11) we find that \( G = \{1\} \), and therefore by Theorem 3.5 \( R_4 \) is stationary globally identifiable. The polynomials defining \( I \) for this example are given in the supplementary information in the form of a script for Macaulay2, and in SM2. We have shown that measurements of the stationary distributions are sufficient to infer which of two biological implementations of \( R_4 \) is better for implementing antithetic feedback control.

**Example 5** (Cooperative enzymatic degradation). We now consider \( R_5 \) shown in (3.12).

Note that \( R_5 \) is similar to \( R_4 \) considered in Example 4, but the mutual degradation of \( X_1 \) and \( X_2 \) has been replaced by \( X_1 \) enzymatically degrading \( X_2 \) via the reaction \( 2X_1 + X_2 \xrightarrow{k_5} 2X_1 \). Such an enzymatic reaction, where two copies of \( X_1 \) bind with and degrade one copy of \( X_2 \) is encountered when an mRNA molecule has two target sites for a complementary microRNA to bind to, both of which must be bound for degradation of the mRNA to occur [17]. For \( R_5 \) we have that \( f(x; k) \) defined in (2.2) is given by
\[
 f(x; k) = \begin{bmatrix}
 k_1 - k_2 x_1 \\
 -k_5 x_2 x_1^2 + k_3 - k_4 x_2
\end{bmatrix}
\]
and \( \Gamma(x; k) \) defined in (2.3) is given by
\[
\Gamma(x; k)\Gamma(x; k)^T = \begin{bmatrix}
k_1 + k_2 x_1 & 0 \\
0 & k_5 x_2 x_1^2 + k_3 + k_4 x_2
\end{bmatrix}
\]
Therefore, writing (2.1) in the form (3.1) yields

\[
0 = A(x, P)k = \begin{bmatrix}
1 & -x_1 & 0 & 0 & 0 \\
0 & 0 & 1 & -x_2 & -x_1^2 x_2 \\
1 & x_1 - 2p_{11} & 0 & 0 & 0 \\
0 & -p_{12} & 0 & -p_{12} & -p_{12}^2 x_1^2 - 2p_{11} x_2 x_1 \\
0 & 0 & 1 & x_2 - 2p_{22} & x_1^2 x_2 - 2p_{22} x_1^2 - 4p_{12} x_1 x_2 \\
\end{bmatrix} k.
\]

Computing the Gröbner basis \( \mathcal{G} \) of the ideal defined by (3.5) with \( A \) in (3.13), we find that \( \mathcal{G} = \{1\} \), and therefore by Theorem 3.5 \( \mathcal{R}_5 \) is stationary globally identifiable over \( \mathbb{R}^+ \). The polynomials defining (3.5) for this example are given in the supplementary information in the form of a script for Macaulay2, and in SM2.

We now apply the results of Section 3 to two different CRNs with three species.

**Example 6 (Activation cascade).** We consider a simplified model of an activation cascade \( \mathcal{R}_6 \), as shown in (3.14):

\[
\begin{array}{c}
\xrightarrow{k_1} X_2 \\
X_1 + X_2 \quad \xrightarrow{k_8} X_2 + X_3 \\
\xleftarrow{k_1} \quad \xrightarrow{k_2} \\
\end{array}
\]

In our simplified model \( \mathcal{R}_6 \), we have three species, \( X_1 \), \( X_2 \), and \( X_3 \), each of which is a protein species. \( X_1 \) activates the production of \( X_2 \), which we model by the reaction \( X_1 \xrightarrow{k_7} X_1 + X_2 \). Similarly, \( X_2 \) activates the production of \( X_3 \) as modeled by the reaction \( X_2 \xrightarrow{k_7} X_2 + X_3 \). Reactions 1 through 6 model each species degrading as well as being produced at some basal rate. For \( \mathcal{R}_6 \), \( f(x; k) \) defined in (2.2) is given by

\[
f(x; k) = \begin{bmatrix}
k_1 - k_2 x_1 \\
k_3 - k_4 x_2 + k_7 x_1 \\
k_5 - k_6 x_3 + k_8 x_2
\end{bmatrix}
\]

and \( \Gamma(x; k)\Gamma(x; k)^T \) with \( \Gamma(x; k) \) defined in (2.3) is given by

\[
\Gamma(x; k)\Gamma(x; k)^T = \begin{bmatrix}
k_1 + k_2 x_1 & 0 & 0 \\
0 & k_3 + k_4 x_2 + k_7 x_1 & 0 \\
0 & 0 & k_5 + k_6 x_3 + k_8 x_2
\end{bmatrix}.
\]
Therefore, writing (2.1) in the form (3.1) yields
\[(3.15)\]
\[0 = A(x, P)k = \begin{bmatrix}
1 & -x_1 & 0 & 0 & 0 & 0 & 0 \\
0 & 1 & -x_2 & 0 & 0 & x_1 & 0 \\
0 & 0 & 0 & 0 & 1 & -x_3 & 0 \\
1 & x_1 - 2p_{11} & 0 & 0 & 0 & 0 & 0 \\
0 & -p_{12} & 0 & -p_{12} & 0 & 0 & p_{11} \\
0 & -p_{13} & 0 & 0 & -p_{13} & 0 & p_{12} \\
0 & 0 & 1 & x_2 - 2p_{22} & 0 & 0 & 2p_{12} + x_1 \\
0 & 0 & 0 & -p_{23} & 0 & -p_{23} & p_{13} \\
0 & 0 & 0 & 0 & 1 & x_3 - 2p_{33} & 0 & 2p_{23} + x_2
\end{bmatrix} k.
\]

Computing the reduced Gröbner basis \(G\) of the ideal (3.5) with \(A\) given in (3.15), we find that \(G = \{1\}\), and therefore by Theorem 3.5 \(R_6\) is stationary globally identifiable over \(\mathbb{R}^8_{>0}\). The polynomials defining (3.5) for this example are given in the supplementary information in the form of a script for Macaulay2, and in SM2.

Example 7 (Coupled sequestration reactions). We now consider a biological system with three species \(X_1, X_2,\) and \(X_3\) where \(X_2\) binds to and mutually degrades with both \(X_1\) and \(X_3\). We model this system by the CRN shown in (3.16):

\[(3.16)\]

\[\begin{align*}
X_1 + X_2 & \xrightarrow{k_5} X_2 \\
X_1 & \xrightarrow{k_6} X_2 + X_3
\end{align*}\]

We assume that all three species are produced at some rate, but only \(X_1\) spontaneously degrades. This CRN is a coarse model of two RNA species (\(X_1\) and \(X_3\)), which are degraded by the same microRNA species (\(X_2\)). Such systems are common in biology, as some microRNA species are known to regulate multiple genes by targeting the corresponding mRNA species [38]. For \(R_7\) the definition of \(f(x; k)\) in (2.2) gives

\[f(x; k) = \begin{bmatrix}
k_1 - k_2x_1 - k_5x_1x_2 \\
k_3 - k_5x_1x_2 - k_6x_2x_3 \\
k_4 - k_6x_2x_3
\end{bmatrix}\]

and using the definition of \(\Gamma(x; k)\) given in (2.3) we obtain that

\[\Gamma(x; k)\Gamma(x; k)^T = \begin{bmatrix}
k_1 + k_2x_1 + k_5x_1x_2 & k_5x_1x_2 & 0 \\
k_5x_1x_2 & k_3 + k_5x_1x_2 + k_6x_2x_3 & k_6x_2x_3 \\
0 & k_6x_2x_3 & k_4 + k_6x_2x_3
\end{bmatrix}.
\]

This manuscript is for review purposes only.
Therefore, writing (2.1) in the form (3.1) yields \( 0 = A(x, P)k \), where

\[
A(x, P) = 
\begin{bmatrix}
1 & -x_1 & 0 & 0 & -x_1 x_2 & 0 \\
0 & 0 & 1 & 0 & -x_1 x_2 & -x_2 x_3 \\
0 & 0 & 0 & 1 & 0 & -x_2 x_3 \\
1 & x_1 - 2p_{11} & 0 & 0 & x_1 x_2 - 2p_{12} x_1 - 2p_{11} x_2 & 0 \\
0 & -p_{12} & 0 & 0 & x_1 x_2 - p_{12} x_1 - p_{12} x_2 - p_{22} x_1 - p_{11} x_2 & -p_{12} x_3 - p_{13} x_2 \\
0 & -p_{13} & 0 & 0 & -p_{13} x_2 - p_{23} x_1 & -p_{12} x_3 - p_{13} x_2 \\
0 & 0 & 1 & 0 & x_1 x_2 - 2p_{22} x_1 - 2p_{12} x_2 & x_2 x_3 - 2p_{22} x_2 - 2p_{22} x_3 \\
0 & 0 & 0 & 0 & -p_{13} x_2 - p_{23} x_1 & x_2 x_3 - p_{23} x_2 - p_{23} x_3 - p_{13} x_2 - p_{22} x_3 \\
0 & 0 & 0 & 1 & 0 & x_2 x_3 - 2p_{23} x_2 - 2p_{23} x_3 
\end{bmatrix}
\]

Computing the reduced Gröbner basis \( G \) of the ideal (3.5) with \( A \) given in (3.17), we find that \( G = \{1\} \), and therefore by Theorem 3.5 \( R_7 \) is stationary globally identifiable over \( \mathbb{R}^5_{>0} \). The polynomials defining (3.5) for this example are given in the supplementary information in the form of a script for Macaulay2, and in SM2.

An example of a CRN that is not stationary globally identifiable over \( \mathbb{R}^5_{>0} \) is provided in Example 11, which is deferred until Section 5.

### 4. Model discrimination

One application of the results of Section 3 is to model discrimination. In this setting, we ask if it is possible to determine whether the rate constant vector \( k \) is in \( K_1 \subseteq \mathbb{R}^r_{>0} \) or is in \( K_2 \subseteq \mathbb{R}^r_{>0} \). For example, we may be interested in determining which of two reactions is present in our system, with the knowledge that at most one of the two reactions is present. This notion is formalized in the following definition.

**Definition 4.1.** A CRN \( R \) is stationary model discriminable between \( K_1 \) and \( K_2 \) if there does not exist \( k_1 \in K_1, k_2 \in K_2 \) such that \( R(k_1) = R(k_2) \).

In this work, we do not give a complete characterization of stationary model discriminability in our problem setting, however we do present the following result, which allows us to directly apply the framework developed in this work to certify stationary model discriminability for CRNs. We first consider how to certify that a CRN is stationary globally identifiable over a general set \( K \) defined in terms of polynomial equations. To do this, we consider a set

\[
K = \left\{ (k, y) \in \mathbb{R}^{r+i} \bigg| h_i(k, y) = 0, \ i = 1, 2, \ldots, p \right\}
\]

where \( h_i(k, y) \) are polynomials such that the orthogonal projection of \( K \) onto the \( k \) space is equal to \( K \). We call such a \( K \) a lifted representation of \( K \). If \( K \) is a semialgebraic set, that is, a finite union of sets described by polynomial equalities and inequalities, then it is always possible to construct a lifted representation as in (4.1) with \( l = 1 \) [31]. A simple way to convert a strict inequality of the form \( p(x) > 0 \), to an equality is by adding a variable \( y \), and using the constraint \( p(x) y^2 - 1 = 0 \). Similarly, an inequality of the form \( p(x) \geq 0 \) can be converted to an equality by adding a variable \( y \) and using the constraint \( p(x) - y^2 = 0 \) [8, 7].

**Theorem 4.2.** Consider a CRN \( R \) and a set \( K \) such that \( K \) defined in (4.1) is a lifted representation of \( K \). If the reduced Gröbner basis of

\[
\left\{ h_j(k, y), j = 1, \ldots, p, A_q(x, P)k \ | q = 1, \ldots, r, M_i^{(r-1) \times (r-1)}(x, P) i = 1, \ldots, m \right\}
\]
is \( \{1\} \), then \( \mathcal{R} \) is stationary globally identifiable over \( K \).

**Proof.** The proof follows that of Theorem 3.5, however we replace the polynomials \( k_i y_i^2 - 1 \) with \( h_j(k, y) \), and instead of Theorem 3.1 we have only a sufficient semialgebraic condition for stationary global identifiability, since here we do not assume that \( K \) is open. Suppose \( \mathcal{R} \) is not stationary globally identifiable over \( K \). Then there exist \( k_1, k_2 \in K, x_0 \in \mathbb{R}^n_0 \), and \( P \in \mathbb{S}^{n \times n} \) such that \( k_1 \) and \( k_2 \) are linearly independent and \((x_0, P_0) = R(k_1) = R(k_2) \). The fact that \( k_1 \in K \) implies that there exists \( y_1 \) such that \((k_1, y_1) \in \bar{K} \). By the fact that \( k_1 \) and \( k_2 \) are linearly independent, \( \text{rank} \ A(x_0, P_0) < r - 1 \), and hence \( M_{i}^{(r-1) \times (r-1)}(x_0, P_0) \) for all \( i = 1, \ldots, m \). Since additionally \( 0 = A_q(x_0, P_0)k_1 \), we have that \( k = k_1, y = y_1, x = x_0, P = P_0 \) is a solution to

\[
\begin{align*}
0 &= h_j(k, y), \ \forall j = 1, \ldots, p \\
0 &= A_q(x, P)k, \ \forall q = 1, \ldots, r \\
0 &= M_{i}^{(r-1) \times (r-1)}(x, P), \ \forall i = 1, \ldots, m.
\end{align*}
\]

Therefore, by Theorem 2.4, the reduced Gröbner basis of (4.2) must not be \( \{1\} \). We have thus shown the contrapositive of the theorem statement. \( \square \)

We note that Theorem 4.2 is not an if and only if statement, in part due to our use of Hilbert’s Nullstellensatz, as commented on previously in the context of Theorem 3.5.

**Example 1** (Example 1 with a different set \( K \)). We return to Example 1, however instead of asking if \( \mathcal{R}_1 \) given by (2.5) is stationary globally identifiable over \( \mathbb{R}^3_{>0} \), we are interested in investigating whether it is stationary globally identifiable over

\[ (4.3) \]

\[
K = \{ k \in \mathbb{R}^3 | k_1 > 0, \ k_2 > 0, \ k_3 \geq 0 \}.
\]

One way to represent this set as the projection of a set \( \bar{K} \) in the form (4.1) is by choosing \( \bar{K} \) as:

\[
\bar{K} = \{ (k, y) \in \mathbb{R}^6 | y_1^2 k_1 - 1 = 0, \ y_2^2 k_2 - 1 = 0, \ k_3 - y_3^2 = 0 \}.
\]

Indeed, it can be checked that the orthogonal projection of \( \bar{K} \) onto \( x \) is \( K \). In fact, if \( y_1^2 k_1 - 1 = 0 \) then \( k_1 = 1/y_1^2 > 0 \). Similarly, if \( k_2 - y_2^2 = 0 \), then \( k_2 = y_2^2 \geq 0 \). To apply Theorem 4.2 we must compute the reduced Gröbner basis of (4.2), which from (3.3) is given by

\[
(4.4) \quad \langle k_1 - k_2 x_1 - k_3 x_1^2, k_1 - k_3 (4p_{11} x_1 - x_1^2) - k_2 (2p_{11} - x_1), k_1 y_1^2 - 1, \\
k_2 y_2^2 - 1, k_3 - y_3^2, 2x_1 - 2p_{11}, 2x_1^2 - 4p_{11} x_1, 2p_{11} x_1^2 \rangle.
\]

Using Macaulay2 \([19]\) we find that the reduced Gröbner basis of (4.4) is \( \{1\} \), and hence by Theorem 4.2 \( \mathcal{R}_1 \) is stationary globally identifiable over \( K \) given by (4.3).

We are now ready to study the model discriminability problem. Our approach is to attempt to certify global stationary identifiability of \( \mathcal{R} \) over the set \( K_1 \cup K_2 \), which is formalized in the following theorem.
Theorem 4.3. Consider a CRN $\mathcal{R}$. Let $K_1, K_2 \subset \mathbb{R}^r_{\geq 0}$ be such that $\text{cone}(K_1) \cap K_2 = \emptyset^1$. If $\mathcal{R}$ is stationary globally identifiable over $K = K_1 \cup K_2$, then $\mathcal{R}$ is stationary model discriminable between $K_1$ and $K_2$.

Proof. We prove Theorem 4.3 by contraposition. Suppose that $\mathcal{R}$ is not stationary model discriminable between $K_1$ and $K_2$. Then there exists $k_1 \in K_1$ and $k_2 \in K_2$ such that $\mathcal{R}(k_1) = \mathcal{R}(k_2)$. The assumption that $\text{span}(K_1) \cap K_2 = \emptyset$ ensures that there does not exist $\alpha$ such that $k_1 = \alpha k_2$, and hence $\mathcal{R}$ is not stationary globally identifiable over $K_1 \cup K_2$. $lacksquare$

Remark 4.4. The converse of Theorem 4.3 is not true. However, Theorem 4.3 provides a sufficient condition to conclude that $\mathcal{R}$ is stationary model identifiable between $K_1$ and $K_2$.

As an illustration, suppose that for some CRN $\mathcal{R}$ with $r$ reactions, we know that exactly one between the $r^{th}$ and $r-1^{th}$ reactions is present. If we want to determine if it is possible to discriminate from the stationary distribution of $\mathcal{R}$ between reaction $r$ being present and reaction $r-1$ being present, we ask if $\mathcal{R}$ is stationary model discriminable between $K_1$ and $K_2$ where, letting $k_{1:r-2}$ be the vector of the first $r-2$ elements of $k$,

$$K_1 = \{ k \in \mathbb{R}^r_{\geq 0} | k_{1:r-2} > 0, \ k_{r-1} > 0 \ \text{and} \ k_r = 0 \}$$

and

$$K_2 = \{ k \in \mathbb{R}^r_{\geq 0} | k_{1:r-2} > 0, \ k_{r-1} = 0 \ \text{and} \ k_r > 0 \}.$$ 

Let $K = K_1 \cup K_2$. We need a representation of $K$ as in equation (4.1). One such representation of $K$ is

$$\tilde{K} = \{ (k, y) \in \mathbb{R}^{2r+1} | 0 = k_i y_i^2 - 1, \ i = 1, 2, \ldots, r-2, 0 = k_{r-1} - y_{r-1}^2, \ 0 = k_r - y_r^2, \ 0 = k_{r-1} k_r, \ 0 = (k_{r-1} + k_r) y_{r+1}^2 - 1 \}.$$ 

Remark 4.5. We can choose $\tilde{K}$ to be any lifted representation of $K_1 \cup K_2$ of the form (4.1), however, it is possible for the reduced Gröbner basis of (4.2) to be $\{1\}$ for some choices of $\tilde{K}$ and not $\{1\}$ for other choices of $\tilde{K}$. Such a possibility is a consequence of using Nullstellensatz to prove identifiability, and using Positivstellensatz as discussed in Remark 3.7 would prevent this issue.

Example 1 (1-dimensional model discriminability). Let us again consider $\mathcal{R}_1$ given by (2.5). Suppose we know that either $k_2 > 0$ and $k_3 = 0$, or $k_2 = 0$ and $k_3 > 0$. If we are interested in whether we can discriminate between these two models, we use the framework of this section as follows. Let

$$K_1 = \{ k \in \mathbb{R}^3 | k_1 > 0, \ k_2 > 0, \ k_3 = 0 \}$$

and

$$K_2 = \{ k \in \mathbb{R}^3 | k_1 > 0, \ k_2 = 0; k_3 > 0 \}.$$ 

\footnote{For a set $K \subseteq \mathbb{R}^r$, $\text{cone}(K) = \{ z \in \mathbb{R}^r | z = \lambda k, \ k \in K, \ \lambda \geq 0 \}$.}
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Then, to check if $\mathcal{R}_1$ is stationary model discriminable between $K_1$ and $K_2$ we let $K = K_1 \cup K_2$, which has lifted representation

$$K = \{ (k, y) \in \mathbb{R}^7 | 0 = k_1 y_1^2 - 1, 0 = k_2 - y_2^2, 0 = k_3 - y_3^2, 0 = k_2 k_3, 0 = (k_2 + k_3) y_4^2 - 1 \}.$$  

In this case, using (3.3) and $h_j(k, y)$ defined in (4.8), the ideal given by (4.5) is

$$\langle k_1 - k_2 x_1 - k_3 x_1^2, k_1 - k_3 (4 p_{11} x_1 - x_1^2) - k_2 (2 p_{11} - x_1),$$

$$k_1 y_1^2 - 1, k_2 - y_2^2, k_3 - y_3^2, k_2 k_3, (k_2 + k_3) y_4^2 - 1 2 x_1 - 2 p_{11}, 2 x_1^2 - 4 p_{11} x_1, 2 p_{11} x_1^2 \rangle.$$  

Using Macaulay2 [19], we find that the reduced Gröbner basis of (4.8) is $\{1\}$, and hence by Theorems 4.3 and 4.2 the CRN $\mathcal{R}_1$ is stationary model discriminable between $K_1$ and $K_2$ given by (4.6) and (4.7), respectively.

### 4.1. Examples

We now use (4.5) to certify stationary model discriminability of several biologically relevant systems via Theorem 4.3.

**Example 8 (Determining the direction of an activation (model discrimination)).** In this example we consider whether it is possible to determine from only measurements of the joint stationary distribution of two genes $X_1$ and $X_2$ whether $X_1$ activates $X_2$ or $X_2$ activates $X_1$. Such a question is of practical importance in systems biology because it asks whether one can deduce causality in a biological system without observing how the system evolves over time, or how it reacts to applied perturbations. This question is conceptually related to the study of causal inference, though here we ask whether we can distinguish between two a priori given stochastic process models, instead of deciding between graphical models [36]. Such a system is conceptually modeled by CRN $\mathcal{R}_8$ shown in (4.9).
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\begin{array}{c}
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Therefore, writing (2.1) in the form (3.1) yields
\[ 0 = A(x, P)k = \begin{bmatrix} 1 & -x_1 & 0 & 0 & 0 & x_2 \\ 0 & 0 & 1 & -x_2 & x_1 & 0 \\ 1 & -2p_{11} & 0 & 0 & 0 & 2p_{12} + x_2 \\ 0 & -p_{12} & 0 & -p_{12} & p_{11} & p_{22} \\ 0 & 0 & 1 & 2p_{22} & 2p_{12} + x_1 & 0 \end{bmatrix} k. \]

The two models we wish to decide between are
1. \( X_1 \) is constitutively expressed \((k_1 > 0)\) and activates \( X_2 \) \((k_3, k_6 > 0)\),
2. \( X_2 \) is constitutively expressed \((k_3 > 0)\) and activates \( X_1 \) \((k_1, k_5 > 0)\).

In both models we assume \( X_1 \) and \( X_2 \) degrade at a nonzero rate \((k_2, k_4 > 0)\). Using the framework of Section 4 we represent model 1 as the reaction rate vector being in
\[(4.11) \quad K_1 = \{ k \in \mathbb{R}_{>0}^{6} | k_{1:4} > 0, \quad k_5 > 0 \quad \text{and} \quad k_6 = 0 \} \]
and model 2 by the reaction rate vector being in
\[(4.12) \quad K_2 = \{ k \in \mathbb{R}_{>0}^{6} | k_{1:4} > 0, \quad k_5 = 0 \quad \text{and} \quad k_6 > 0 \}. \]

In this case (4.5) becomes
\[(4.13) \quad \tilde{K} = \{ (k, y) \in \mathbb{R}^{2r+1} | 0 = k_i y_i^2 - 1, \quad i = 1, 2, \ldots, 4, \\
0 = k_5 - y_5^2, \quad 0 = k_6 - y_6^2, \quad 0 = k_5 k_6, \quad 0 = (k_5 + k_6) y_i^2 - 1 \}, \]

which we use as our representation of \( K = K_1 \cup K_2 \). Computing the Gröbner basis \( G \) of the ideal defined by (4.2) with \( A \) in (4.10), we find that \( G = \{1\} \), and therefore by Theorem 4.2 \( \mathcal{R}_8 \) is stationary globally identifiable over \( K_1 \cup K_2 \). The polynomials defining (3.5) for this example are given in the supplementary information in the form of a script for Macaulay2, and in SM3.

We can therefore conclude by Theorem 4.3 that \( \mathcal{R}_8 \) is stationary model discriminable between \( K_1 \) and \( K_2 \). This result conflicts with the intuition that correlation between the concentrations of \( X_1 \) and \( X_2 \) is insufficient to infer whether \( X_1 \) “causes” \( X_2 \) or vice versa. However, examining the joint distribution allows us to tell which direction the activation acts because the noise on \( x_1 \) will contribute to the variance of \( x_2 \) when \( X_1 \) activates \( X_2 \), whereas the noise on \( x_2 \) will contribute to the variance of \( x_1 \) when \( X_2 \) activates \( X_1 \). The fact that noise from “upstream” genes contributes to a higher variance in “downstream” genes is well understood [35], though to the authors’ knowledge the use of this principle for model discrimination has not been explored.

**Remark 4.6.** In Example 8 we showed that in CRN \( \mathcal{R}_8 \) it is possible to determine whether reaction 5 or 6 is present. Given sufficient data, the inference can be carried out by solving
\[ c_1 = \min_{k \in K_1} \| A(\tilde{x}, \tilde{P})k \|_2^2 \]
and
\[ c_2 = \min_{k \in K_2} \| A(\tilde{x}, \tilde{P})k \|_2^2, \]
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where \( \hat{x} \) is the sample mean and \( \hat{P} \) is \( \Omega \) times the sample covariance. This procedure is very similar to standard model selection methods [1], expect that the fitting of the parameters is not done via maximum likelihood estimation, and we do not worry about the Occam factor present in the Akaike information criterion, since given infinite data, exactly one of \( c_1 \) and \( c_2 \) will be zero. In this case, if \( c_1 = 0 \) then \( X_1 \) is constitutively expressed (\( k_1 > 0 \)) and activates \( X_2 \) (\( k_3, k_6 > 0 \)), whereas if \( c_2 = 0 \) then \( X_2 \) is constitutively expressed (\( k_3 > 0 \)) and activates \( X_1 \) (\( k_1, k_5 > 0 \)).

**Example 9 (Sequestration vs enzymatic degradation).** As discussed in Example 4, the antithetic motif where \( X_1 \) and \( X_2 \) mutually degrade is important to constructing integral biomolecular feedback controllers. When searching for pairs of species that can be used to implement such a controller, it is common that it is not known \emph{a priori} whether \( X_1 \) and \( X_2 \) mutually degrade, or whether one enzymatically degrades the other. Since integral controllers using an antithetic motif are designed assuming that \( X_1 \) and \( X_2 \) mutually degrade, it is important to be able to distinguish between these two models [37, 10]. Typically, detailed kinetic studies need to be done to determine which model is accurate for the interaction between two given species [54]. Here, we investigate if an alternative experimental approach where only the stationary distribution of a system of \( X_1 \) and \( X_2 \) is measured can be used to answer this model discrimination question. Consider the CRN \( \mathcal{R}_9 \) shown in (4.14):

\begin{equation}
\text{(4.14)}
\end{equation}

\begin{align*}
\begin{array}{ccc}
X_1 & \xrightarrow{k_2} & X_2 \\
\downarrow{k_3} & & \downarrow{k_5} \\
0 & \xleftarrow{k_1} & X_1 + X_2
\end{array}
\end{align*}

For \( \mathcal{R}_9 \) we have from (2.2) that

\begin{equation}
f(x; k) = \begin{bmatrix} k_1 - k_2x_1 - k_5x_1x_2 - k_6x_1x_2 \\ k_3 - k_4x_2 - k_5x_1x_2 \end{bmatrix},
\end{equation}

and from (2.3) that

\begin{equation}
\Gamma(x; k)\Gamma(x; k)^T = \begin{bmatrix} k_1 + k_2x_1 + k_5x_1x_2 + k_6x_1x_2 & k_5x_1x_2 \\ k_5x_1x_2 & k_3 + k_4x_2 + k_5x_1x_2 \end{bmatrix}.
\end{equation}

Therefore, writing (2.1) in the form (3.1) yields 0 = \( A(x, P)k \) where

\begin{equation}
A(x, P) = \\
\begin{bmatrix}
1 & -x_1 & 0 & 0 & x_1x_2 & -x_1x_2 \\
0 & 0 & 1 -x_2 & -x_1x_2 & 0 \\
1 & x_1 - 2p_{11} & 0 & 0 & x_1x_2 - 2p_{12}x_1 - 2p_{11}x_2 & x_1x_2 - 2p_{12}x_1 - 2p_{11}x_2 \\
0 & -p_{12} & 0 & -p_{12} & x_1x_2 - p_{12}x_1 - p_{12}x_2 - p_{22}x_1 - p_{11}x_2 & -p_{12}x_2 - p_{22}x_1 \\
0 & 0 & 1 & 0 & x_2 - 2p_{22} & x_1x_2 - 2p_{22}x_1 - 2p_{12}x_2 & 0
\end{bmatrix}.
\end{equation}

Here we consider the additional assumption that exactly one of the two degradation reactions involving \( X_1 \) and \( X_2 \) is present with a nonzero rate. Asking if we can discriminate between these two cases is asking if \( \mathcal{R}_9 \) is model discriminable between
1. $X_1$ and $X_2$ mutually degrade ($k_5 > 0$),

2. $X_2$ enzymatically degrades $X_1$ ($k_6 > 0$).

In both models we assume $X_1$ and $X_2$ are constitutively produced ($k_1, k_3 > 0$) and dilute/spontaneously degrade ($k_2, k_4 > 0$). The model discrimination problem is then as in Example 8 between $k$ being in $K_1$ given by (4.11) and $K_2$ given by (4.12). As in Example 8, we construct a lifted representation of $K = K_1 \cup K_2$ as (4.13). We perform the same procedure as in Example 8, computing the Gröbner basis $\mathcal{G}$ of the ideal (4.2) with $A$ given in (3.15).

The polynomials defining (3.5) for this example are given in the Supplementary Information in the form of a script for Macaulay2, and in SM3. In this case we find that $\mathcal{G} = \{1\}$, and therefore by Theorem 4.2 $\mathcal{R}_9$ is stationary globally identifiable over $K_1 \cup K_2$. We therefore conclude by Theorem 4.3 that $\mathcal{R}_9$ is stationary model discriminable between $K_1$ and $K_2$.

Remark 4.7. Given data drawn from the stationary distribution of $x_1$ and $x_2$ in $\mathcal{R}_9$, the same technique described in Remark 4.6 can be used to determine which model for the interaction of $X_1$ and $X_2$ is present in the system.

5. Gaining identifiability with extrinsic noise. We now extend our methods to handle CRNs with extrinsic noise. Our motivation is models of genetic circuits on plasmids, where the plasmid copy number, and therefore certain reaction rate constants in the CRN, vary among cells in the population [16]. To this end, we consider systems where this variation across cells, or extrinsic noise, denoted by $\mathbf{u} = [u_1, u_2, \ldots, u_s]^T$, is an element of the set $U \subset \mathbb{R}^s$, with known distribution $\rho(u)$, and the reaction rate constants are given by $g(u^k) \odot k$, where $k$ is the nominal reaction rate constants and $g : U \rightarrow \mathbb{R}_{\geq 0}$ is a known function representing how $\mathbf{u} \in U$ perturbs $k$. Here "\odot" denotes elementwise multiplication. Our assumption that $g(\mathbf{u})$ is known requires a mechanistic model of how the extrinsic noise enters the system. For simplicity, in this work we assume $|U| < \infty$ as well as that within each cell the value of $\mathbf{u}$ is constant. In this case, the population distribution after all cells have reached their stationary distribution is given by a Gaussian mixture model of the form

$$f_X(x; k) = \sum_{\mathbf{u} \in U} \rho(\mathbf{u}) v(x; \mathcal{R}(g(\mathbf{u}) \odot k))$$

where $v(x; R)$ denotes the Gaussian probability density function with parameters $R = (x', P')$, where the mean is $x'$ and the covariance is $P'$.

Remark 5.1. Gaussian mixture models like (5.1) have been proposed for the special case where the extrinsic noise is slowly varying enzyme concentrations that vary from cell to cell [49]. However, a Gaussian mixture model such as (5.1) is a reasonable model for a population of cells whenever the LNA is valid in each cell, and there are certain variables (the extrinsic noise $\mathbf{u}$) that i) vary across the population and ii) are constant or slowly varying within each cell.

Example 10 (1-dimensional extrinsic noise). We consider a variation on $\mathcal{R}_1$, where extrinsic noise affects the rate of reaction 1. This corresponds to a system where $X_1$ is a protein species produced at a rate proportional to the DNA copy number in a given cell [16]. For simplicity, we assume that in each cell there is either zero copies, one copy, or two copies of the gene
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coding for \(X\), with probability \(1/2, 1/4, \) and \(1/4\) respectively. The modified CRN \(\mathcal{R}_1\) is:

\[
\emptyset \xrightarrow{u_1 k_1 \over k_2} X_1 \xleftarrow{k_3} 2X_1
\]

where in this example \(u = u_1 \in U = \{0, 1, 2\}\). Here, \(g(u) = [u_1 \ 1 \ 1]^T\) since the copy number directly scales the rate constant of the production reaction, but does not change the rate constants of the degradation reactions. \(\rho(u)\) takes values of \(1/2, 1/4,\) and \(1/4\) when \(u\) is \(0, 1,\) and \(2\) respectively, which reflects the probabilities of the different copy numbers. The stationary distribution of \((\mathcal{R}_1, g(u), \rho(u), U)\) is then given by the mixture model

\[
f_X(x; k) = \frac{1}{2} v(x; \mathcal{R}_1((0, k_2, k_3))) + \frac{1}{4} v(x; \mathcal{R}_1((k_1, k_2, k_3))) + \frac{1}{4} v(x; \mathcal{R}_1((2k_1, k_2, k_3))).
\]

We now formally define our notion of identifiability for CRNs with extrinsic noise.

**Definition 5.2.** A CRN with extrinsic noise \((\mathcal{R}, g(u), \rho(u), U)\) is stationary globally identifiable over \(K \subseteq \mathbb{R}^*_> 0\) if for any \(k_1, k_2 \in K\) such that the stationary distribution given by (5.1) is identical for \(k = k_1\) and \(k = k_2\), there exists \(a \in \mathbb{R}\) such that \(k_2 = ak_1\).

**Remark 5.3.** Definition 5.2 is the same as Definition 2.1 with the exception that Definition 5.2 applies to the tuple \((\mathcal{R}, g(u), \rho(u), U)\) that defines a CRN with extrinsic noise. We explicitly give Definition 5.2 to emphasize the point that \(g(u), \rho(u)\) and \(U\) play a role in determining whether a CRN with extrinsic noise is stationary globally identifiable.

We now develop a characterization of identifiability in the sense of Definition 5.2. To do this we must deal with the fact that from an observed Gaussian mixture, e.g. of the form (5.1), one can only determine the mixture components. This implies that to estimate \(k\) from the observed distribution we must deal with the problem of not knowing \textit{a priori} which component in the mixture distribution corresponds to each value of \(u \in U\). Additionally, if \(\mathcal{R} (g(u) \otimes k)\) is the same for two values of \(u \in U\), there will be fewer that \(|U|\) components identified in the mixture. We begin by formalizing the mapping from a distribution of the form (5.1) to the set of mixture components. Let \(U = \{u^1, u^2, \ldots, u^{|U|}\}\). Consider any distribution \(f(x) = f(x; k)\) of the form (5.1). Here our notation reinforces the fact that every distribution of this form is generated by some \(k \in K\), but when solving the identification problem, the value of \(k \in K\) is initially unknown. We define \(C = C(f(\cdot)) = \{(w_1, x_1, P_1), (w_2, x_2, P_2), \ldots, (w_s, x_s, P_s)\}\) as the smallest set such that

\[
\forall x \in \mathbb{R}^n, \ f(x) = \sum_{i=1}^{|U|} \rho(u^i) v(x; (x_i, \frac{1}{\rho} P_i)) = \sum_{i=1}^s w_i v(x; (x_i, \frac{1}{\rho} P_i)).
\]

Such a function \(C\) exists by the uniqueness of representation property of finite mixtures of Gaussian distributions [53]. Conversely, given \(C = C(f(\cdot))\), it is clear that \(f(\cdot)\) can be determined uniquely. We note that our use of \(f(\cdot)\) as the argument of \(C\) reinforces the fact that \(C = C(f(\cdot))\) is a function of the whole distribution.
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Remark 5.4. Technically, [53] tells us that \( \mathcal{C}(f(\cdot)) \) defined as the smallest set

\[
\mathcal{C} = \mathcal{C}(f(\cdot)) = \left\{ \left( w_1, x_1, \frac{1}{\Omega} P_1 \right), \left( w_2, x_2, \frac{1}{\Omega} P_2 \right), \ldots, \left( w_s, x_s, \frac{1}{\Omega} P_s \right) \right\}
\]

such that

\[
\forall x \in \mathbb{R}^n, f(x; k) = \sum_{i=1}^{\mid U \mid} \rho(u^i) v(x; (x_i, \frac{1}{\Omega} P_i))
\]

exists, i.e. from the population distribution we can uniquely identify the mixture components. However, since the mapping between \( \bar{C} \) and \( C \) is bijective, \( C \) exists and is invertible.

We now formalize the notion of an assignment of the elements of \( C = \mathcal{C}(f(\cdot)) \) to the elements of \( U \). In general, for identifiability we need to determine the “correct” assignment as well as the true value of \( k \) from \( C = \mathcal{C}(f(\cdot)) \). Given a CRN with extrinsic noise \((R, g(u), \rho(u), U)\), for any \( f(\cdot) \) of the form (5.1) with \( k \in K \) we define \( \sigma : \{1, 2, \ldots, \mid U \mid \} \rightarrow \mathcal{C}(f(\cdot)) \), i.e. a mapping from the indices of the elements of \( U \) to the mixture components. We denote \( \sigma(i) = (\sigma_x(i), \sigma_P(i)) \) where for each \( i \in \{1, 2, \ldots , \mid U \mid \} \), \( (\sigma_x(i), \sigma_P(i)) = (w_j, x_j, P_j) \in \mathcal{C}(f(\cdot)) \) for some \( j \). Given \( f(\cdot) \), only some mappings \( \sigma \) are “consistent” with \( C \) in the sense that

\[
\forall x \in \mathbb{R}^n, \sum_{i=1}^{\mid U \mid} \sigma_P(i) v(x; (x_i, \sigma_P(i))) = f(x).
\]

The set of consistent \( \sigma \)'s is given by

\[
\Sigma_f = \{ \sigma : \{1, 2, \ldots, \mid U \mid \} \rightarrow \mathcal{C}(f(\cdot)) \ \text{surjective} \mid \sigma_P(i) = \sum_{j:(\sigma_x(j), \sigma_P(j))=(\sigma_x(i), \sigma_P(i))} \rho(u^j) \}.
\]

Given a CRN with extrinsic noise \((R, g(u), \rho(u), U)\), for any \( f(x) = f_X(x; k) \) of the form (5.1) and \( \sigma \in \Sigma_{f_X(\cdot; k)} \), we define

\[
\bar{A}(f(\cdot), \sigma) = \begin{bmatrix}
A(\sigma_x(1), \sigma_P(1)) \text{diag}(g(u^1)) \\
A(\sigma_x(2), \sigma_P(2)) \text{diag}(g(u^2)) \\
\vdots \\
A(\sigma_x(\mid U \mid), \sigma_P(\mid U \mid)) \text{diag}(g(u^{\mid U \mid}))
\end{bmatrix}.
\]

We then have that \( \forall k \in K \), \( f_X(\cdot; k) \) satisfies

\[
0 = \bar{A}(f_X(\cdot; k), \sigma^*) k
\]

where \( \sigma^* \in \Sigma_{f_X(\cdot; k)} \) satisfies

\[
\forall i = 1, 2, \ldots, \mid U \mid, (\sigma_x(i), \sigma_P(i)) = R(g(u^i) \odot k)
\]
Lemma 5.5. A CRN with extrinsic noise \((\mathcal{R}, g(u), \rho(u), U)\), is stationary globally identifiable over \(K\) if for all \(f(x) = f(x;k)\) of the form (5.1), there exists \(\xi \in \mathbb{R}^t\) such that for all \((\sigma, k) \in (\Sigma_f, K)\) satisfying \(0 = \bar{\mathcal{A}}(f(\cdot), \sigma)k\), \(k = a\xi\) for some \(a \in \mathbb{R}\).

Proof. We prove the contrapositive. To begin, suppose that \((\mathcal{R}, g(u), \rho(u), U)\) is not stationary globally identifiable over \(K\). Then, there exists \(f(\cdot)\) and \(k', k'' \in K\) with \(k' \neq a_k\) for any \(a\) such that

\[
f(\cdot) = \sum_{i=1}^{[U]} \rho(u^i)v(\cdot; \mathcal{R}(g(u^i) \odot k'))
\]

and

\[
f(\cdot) = \sum_{i=1}^{[U]} \rho(u^i)v(\cdot; \mathcal{R}(g(u^i) \odot k'')).
\]

Let us define \(\sigma'\) by \(\sigma'(i) = (\sigma'_x(i), \sigma'_z(i), \sigma'_p(i))\) where \((\sigma'_x(i), \sigma'_p(i)) = \mathcal{R}(g(u^i) \odot k')\) and

\[
\sigma'_p(i) = \sum_{j: \mathcal{R}(g(u^j) \odot k') = \mathcal{R}(g(u^i) \odot k')} \rho(u^j).
\]

Similarly, we define \(\sigma''\) by \(\sigma''(i) = (\sigma''_x(i), \sigma''_z(i), \sigma''_p(i))\) where \((\sigma''_x(i), \sigma''_p(i)) = \mathcal{R}(g(u^i) \odot k'')\) and

\[
\sigma''_p(i) = \sum_{j: \mathcal{R}(g(u^j) \odot k'') = \mathcal{R}(g(u^i) \odot k'')} \rho(u^j).
\]

Observe that \(\sigma', \sigma'' \in \Sigma_f\). We have

\[
\bar{\mathcal{A}}(f(\cdot), \sigma') = \begin{bmatrix}
A(\sigma'_x(1), \sigma'_p(1)) \text{diag}(g(u^1)) \\
A(\sigma'_x(2), \sigma'_p(2)) \text{diag}(g(u^2)) \\
\vdots \\
A(\sigma'_x([U]), \sigma'_p([U])) \text{diag}(g(u^[U]));
\end{bmatrix},
\]

and furthermore, for all \(i \in \{1, 2, \ldots, [U]\}\), since

\[
(\sigma'_x(i), \sigma'_p(i)) = \mathcal{R}(g(u^i) \odot k'),
\]

we have that \(0 = A(\sigma'_x(i), \sigma'_p(i)) \text{diag}(g(u^i))k'\). Therefore, \(0 = \bar{\mathcal{A}}(f(\cdot), \sigma')k'\). Similarly, \(0 = \bar{\mathcal{A}}(f(\cdot), \sigma'')k''\). Therefore, it is not the case that for all \((\sigma, k) \in (\Sigma_f, K)\) satisfying \(0 = \bar{\mathcal{A}}(f(\cdot), \sigma)k\), \(k = a\xi\) for some \(a \in \mathbb{R}\), which completes our proof. 

Condition 5.6. The CRN with extrinsic noise \((\mathcal{R}, g(u), \rho(u), U)\) is such that for all \(f(x) = f(x;k)\) of the form (5.1), there exists a unique \(\sigma^f \in \Sigma_f\) such that \(0 = \bar{\mathcal{A}}(f(\cdot), \sigma^f)k\) for some \(k \in K\).
Lemma 5.7. A CRN with extrinsic noise \((\mathcal{R}, g(\mathbf{u}), \rho(\mathbf{u}), U)\), is stationary globally identifiable over \(K\) if it satisfies Condition 5.6, and furthermore, for all \(f(\cdot)\) of the form (5.1),

\[
\text{rank } \tilde{A}(f(\cdot), \sigma^f) = r - 1.
\]

Here \(\sigma^f\) is the unique \(\sigma \in \Sigma_f\) such that \(0 = \tilde{A}(f(\cdot), \sigma)k\) for some \(k \in K\).

Proof. The result follows from Lemma 5.5. For any \(f(\cdot)\) of the form (5.1), assumption 1) ensures that all solutions \((\sigma, k)\) to \(0 = \tilde{A}(f(\cdot), \sigma)k\) are of the form \((\sigma^f, k)\) for some \(k\). Assumption 2) then ensures that the dimension of the nullspace of \(\tilde{A}(f(\cdot), \sigma^f)\) is one, and hence \(\exists \nu \in K\) such that \(0 = \tilde{A}(f(\cdot), \sigma^f)k\) if and only if \(k = \alpha \nu\) for some \(\alpha\).

We now develop a criteria for identifiability that is amenable to analysis using algebraic tools of Section 2.3. Given a CRN with extrinsic noise \((\mathcal{R}, g(\mathbf{u}), \rho(\mathbf{u}), U)\), we define \(\tilde{A} : (\mathbb{R}^n \times S^{n \times n})^{|U|} \rightarrow \mathbb{R}^{|U|} (\frac{n^2+3n}{2}) \times r\) by

\[
\tilde{A}((\mathbf{x}_1, P_1), (\mathbf{x}_2, P_2), \ldots, (\mathbf{x}_{|U|}, P_{|U|})) = \\
\begin{bmatrix}
A(\mathbf{x}_1, P_1) \text{diag}(g(\mathbf{u}^1)) \\
A(\mathbf{x}_2, P_2) \text{diag}(g(\mathbf{u}^2)) \\
\vdots \\
A(\mathbf{x}_{|U|}, P_{|U|}) \text{diag}(g(\mathbf{u}^{|U|}))
\end{bmatrix}.
\]

Theorem 5.8. Consider a CRN with extrinsic noise \((\mathcal{R}, g(\mathbf{u}), \rho(\mathbf{u}), U)\) that satisfies Condition 5.6, and additionally has the property that

\[
\text{rank } \tilde{A}((\mathbf{x}_1, P_1), (\mathbf{x}_2, P_2), \ldots, (\mathbf{x}_{|U|}, P_{|U|})) \geq r - 1,
\]

for all \(((\mathbf{x}_1, P_1), (\mathbf{x}_2, P_2), \ldots, (\mathbf{x}_{|U|}, P_{|U|})) \in (\mathbb{R}^n_+ \times S^{n \times n})^{|U|}\) such that there exists \(k \in K\) satisfying \(0 = \tilde{A}((\mathbf{x}_1, P_1), (\mathbf{x}_2, P_2), \ldots, (\mathbf{x}_{|U|}, P_{|U|}))k\). Then, the CRN with extrinsic noise \((\mathcal{R}, g(\mathbf{u}), \rho(\mathbf{u}), U)\) is stationary globally identifiable over \(K\).

Proof. To apply Lemma 5.7 we must show that the rank condition (5.5) implies assumption (5.3) of Lemma 5.7. Let \(f(\cdot)\) be of the form (5.1). We have that

\[
\tilde{A}(f(\cdot), \sigma^f) = \\
\begin{bmatrix}
A(\sigma_1^f(1), \sigma_1^f(1)) \text{diag}(g(\mathbf{u}^1)) \\
A(\sigma_2^f(2), \sigma_2^f(2)) \text{diag}(g(\mathbf{u}^2)) \\
\vdots \\
A(\sigma_{|U|}^f(|U|), \sigma_{|U|}^f(|U|)) \text{diag}(g(\mathbf{u}^{|U|}))
\end{bmatrix}.
\]

Observe that for all \(i \in \{1, 2, \ldots, |U|\}\), \((\sigma_1^f(i), \sigma_2^f(i)) \in (\mathbb{R}^n_+ \times S^{n \times n})\). Therefore,

\[
\tilde{A}(f(\cdot), \sigma^f) = \tilde{A}((\sigma_1^f(1), \sigma_1^f(1), (\sigma_2^f(2), \sigma_2^f(2)), \ldots, (\sigma_{|U|}^f(|U|), \sigma_{|U|}^f(|U|))).
\]

Hence, by (5.5), \(\text{rank } \tilde{A}(f(\cdot), \sigma^f) \geq r - 1\). Furthermore, the fact that Condition 5.6 holds ensures that \(\text{rank } \tilde{A}(f(\cdot), \sigma^f) \leq r - 1\), and so \(\text{rank } \tilde{A}(f(\cdot), \sigma^f) = r - 1\). By applying Lemma 5.7 we then obtain the desired result.
It is possible to obtain a version of Theorem 5.8 that is an if and only if statement, but for simplicity we do not do so here since we focus on sufficient conditions for stationary global identifiability over $K$. Theorem 5.8 can be turned into an algebraic condition for identifiability that can be checked computationally. However, in general, it is hard to check that Condition 5.6 holds. Therefore, we now focus on a special case which occurs frequently in synthetic biology where Condition 5.6 is guaranteed to hold. To begin this investigation we define the augmented CRN of a CRN with extrinsic noise as follows.

**Definition 5.9.** Given a CRN with extrinsic noise, $(\mathcal{R}, g(u), \rho(u), U)$ and $\alpha \in \mathbb{R}^s_{>0}, \gamma > 0$, we define the augmented version of the CRN $\mathcal{R}^{aug}$, as the CRN with species $X_1, \ldots, X_n$ from $\mathcal{R}$ along with species $Z_1, \ldots, Z_s$, and all reactions from $\mathcal{R}$ along with $Z_i \xrightarrow{u_i \alpha_i} X_i, z = 1, \ldots, s$.

Here we recall that $s$ is the dimension of $u$. We denote the augmented version of a CRN $(\mathcal{R}, g(u), \rho(u), U)$ with parameters $\alpha$ and $\gamma$ by $(\mathcal{R}^{aug}, g^{aug}(u), \rho(u), U, \alpha, \gamma)$.

**Remark 5.10.** The ideas we have developed for CRNs with extrinsic noise apply to augmented CRNs as well. In fact, for a fixed value of $\alpha$ and $\gamma$, Definition 5.2 can be applied to an augmented CRN with extrinsic noise, since $(\mathcal{R}^{aug}, g^{aug}(u), \rho(u), U, \alpha, \gamma)$ defines a map from $k$ to a Gaussian mixture model. Theorem 5.8 can be used for an augmented CRN $(\mathcal{R}, g(u), \rho(u), U)$. In this case the $A$ used in Theorem 5.8, and the $A(f(\cdot), \sigma)$ used in Lemma 5.7 are the same as $\bar{A}$ and $\bar{A}$ defined for the non-augmented CRN $(\mathcal{R}, g(u), \rho(u), U)$. This is due to the fact that the only reactions involving the $Z$ species have rate constants $\alpha$ or $\gamma$, which are known constants, and thus do not need to be inferred from the stationary distribution.

**Remark 5.11.** In applications in synthetic biology it is often the case that one has an augmented CRN in the sense of Definition 5.9. One example is when a biomolecular circuit is constructed on one or more plasmids which are transformed in the cells and each plasmid has a constitutive reporter. Each constitutive reporter is a fluorescent protein whose amount is proportional to the copy number of the plasmid. Additionally, it is possible to estimate $\alpha$ and $\gamma$ in a separate experiment where the copy number is well controlled [15]. Note that the reaction rate constant vector of $(\mathcal{R}^{aug}, g^{aug}(u), \rho(u), U)$ is the same as that of $(\mathcal{R}, g(u), \rho(u), U)$, and we treat $\alpha$ and $\gamma$ as known constants.

The following continuation of Example 10 illustrates Definition 5.9.

**Example 10 (1-dimensional extrinsic noise).** Continuing with Example 10, we now consider the case where there is a constitutive reporter in the circuit. The augmented CRN $(\mathcal{R}^{1aug}, g^{1aug}(u), \rho(u), U, \alpha, \gamma)$ is given by

\[
\begin{align*}
Z_1 & \xrightarrow{u_1 \alpha_1} \emptyset \xrightarrow{u_1 k_1}{k_2} X_1 \xrightarrow{k_3} 2X_1.
\end{align*}
\]

Here $Z_1$ is the constitutive reporter. Its production rate is proportional to the copy number, $\gamma = u_1$, which takes a, constant, value drawn from $\rho(u)$ in each cell.

The augmented version of any CRN will satisfy Condition 5.6, and thus we can readily construct an algebraic condition that is sufficient for identifiability of augmented CRNs. We formalize this fact in the following theorem.

---
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Theorem 5.12. Consider a CRN with extrinsic noise \((\mathcal{R}, g(u), \rho(u), U)\). Let \(\alpha^0 \in \mathbb{R}_{>0}^s\), and let

\[
\bar{K} = \{(k, y) \in \mathbb{R}^{r+m} | h_i(k, y) = 0, \ i = 1, 2, \ldots, p\}
\]

be a lifted representation of \(K\). Let \(\{u_1, u_2, \ldots, u_l\} \subseteq U\) and denote row \(q\) of \(\bar{A}\) by \(\bar{A}_q(x_1, \ldots, x_l, P_1, \ldots, P_l, u^1, \ldots, u^l)\). If the reduced Gröbner basis of (5.6)

\[
\begin{align*}
\{h_i(k, y), \forall i \in \{1, \ldots, p\}, \bar{A}_q(x_1, \ldots, x_l, P_1, \ldots, P_l, u^1, \ldots, u^l)k, \forall q \in \{1, \ldots, n^2 + 3n \over 2\}, \\
M_{k}^{(r-1) \times (r-1)}(x_1, \ldots, x_l, P_1, \ldots, P_l, u^1, \ldots, u^l)k, \forall i \in \{1, \ldots, m\}\}
\end{align*}
\]

is \(\{1\}\), then the augmented CRN \((\mathcal{R}_{\text{aug}}, g_{\text{aug}}(u), \rho(u), U, \alpha^0, 1)\), given in Definition 5.9, is stationary globally identifiable over \(K\).

Proof. For notational clarity we use \(\bar{A}(f(\cdot), \sigma)\) refer to the matrix defined by (5.2) for the CRN \((\mathcal{R}, g(u), \rho(u), U)\), and \(\bar{A}_{\text{aug}}(f(\cdot), \sigma)\) refer to the matrix defined by (5.2) for the augmented CRN \((\mathcal{R}_{\text{aug}}, g_{\text{aug}}(u), \rho(u), U, \alpha, \gamma)\). Observe that \(\bar{A}_{\text{aug}}(f(\cdot), \sigma)\) is used to determine if the augmented CRN satisfies Condition 5.6, whereas \(\bar{A}(f(\cdot), \sigma)\) determines identifiability of the augmented CRN. This is due to \(\alpha\) and \(\gamma\) being known constants instead of parameters that must be estimated. We partition \(P\) as

\[
P = \begin{bmatrix}
P_x & P_{x,z} \\
P_{x,z} & P_z
\end{bmatrix}.
\]

Observe that \(\bar{A}_{\text{aug}}(f(\cdot), \sigma)\) takes the form (5.7)

\[
\bar{A}_{\text{aug}}(f(\cdot), \sigma) =
\begin{bmatrix}
A(\sigma'_x(1)) & A(\sigma'_x(1)) \text{diag}(g(u^1)) & 0 & 0 \\
0 & \text{diag}(u^1) & -\sigma_x(u^1) & 0 \\
0 & 2 \text{diag}(\sigma_x(u^1)) - \text{diag}(u^1) & 0 & -\sigma_x(u^1) \\
A(\sigma'_x(2)) & A(\sigma'_x(2)) \text{diag}(g(u^2)) & 0 & 0 \\
0 & \text{diag}(u^2) & -\sigma_x(u^2) & 0 \\
0 & 2 \text{diag}(\sigma_x(u^2)) - \text{diag}(u^2) & -\sigma_x(u^2) & 0 \\
\vdots & \vdots & \vdots & \vdots \\
A(\sigma'_x([U]), \sigma'_x([U])) & A(\sigma'_x([U])) \text{diag}(g(u^{[U]})) & 0 & 0 \\
0 & \text{diag}(u^{[U]}) & -\sigma_x(u^{[U]}) & 0 \\
0 & 2 \text{diag}(\sigma_x(u^{[U]}) - \text{diag}(u^{[U]}) & -\sigma_x(u^{[U]}) & 0
\end{bmatrix}
\]

We use Theorem 5.8 to prove the desired result. To do so we must show that Condition 5.6 holds for \((\mathcal{R}_{\text{aug}}, g_{\text{aug}}(u), \rho(u), U)\). Suppose that there exists \(\sigma^1, \sigma^2 \in \Sigma_f\) such that \(\sigma^1 \neq \sigma^2\).
and

\[
0 = \tilde{A}_{\text{aug}}(f(\cdot), \sigma^1) \begin{bmatrix} k^1 \\ \alpha^0 \\ \gamma \end{bmatrix}
\]

\[
0 = \tilde{A}_{\text{aug}}(f(\cdot), \sigma^2) \begin{bmatrix} k^2 \\ \alpha^0 \\ \gamma \end{bmatrix}
\]

with \(k^1, k^2 \in K\), \(\alpha^0 \in \mathbb{R}_{\geq 0}\), and \(\gamma = 1\). Then, from (5.7) we have that for all \(i = 1, 2, \ldots, |U|\),

\[
0 = \alpha^0 \odot u^i - \sigma_Z^1(i),
\]

\[
0 = \alpha^0 \odot u^i - \sigma_Z^2(i).
\]

This implies that for all \(i = 1, 2, \ldots, |U|\), we have that \(\sigma_Z^1(i) = \sigma_Z^2(i)\). Therefore, \(|C(f(\cdot))| \geq |U|\). Additionally, we know that it always holds that \(|C(f(\cdot))| \leq |U|\). Therefore, we can then infer that \(|C(f(\cdot))| = |U|\). Thus, \(\sigma_Z^1(i) = \sigma_Z^2(i)\) for \(i = 1, 2, \ldots, |U|\) implies that \(\sigma^1(i) = \sigma^2(i)\) for \(i = 1, 2, \ldots, |U|\). This shows that only one \(\sigma \in \Sigma^f\) has a \(k \in K\) such that \(0 = \tilde{A}(f(\cdot), \sigma)k\) for some \(k \in K\), and therefore Condition 5.6 is satisfied by \((R_{\text{aug}}, g_{\text{aug}}(u), \rho(u), U, \alpha, \gamma)\). To complete the proof, observe that (5.6) being equal to \(\{1\}\) ensures that Theorem 5.8 can be applied, and so \((R_{\text{aug}}, g_{\text{aug}}(u), \rho(u), U, \alpha^0, 1)\), is stationary globally identifiable over \(K\).

We note that Theorem 5.12 is not an if and only if statement, in part due to our use of Hilbert's Nullstellensatz, as commented on previously in the context of Theorem 3.5.

**Remark 5.13.** We note that Condition 5.6 is needed for the emptiness of the ideal defined by (5.6) to be a sufficient condition for stationary global identifiability of \((R, g(u), \rho(u), U)\). This is because without Condition 5.6 there are two ways for a CRN with extrinsic noise to lose identifiability: a) There is exactly one \(\sigma\) consistent with \(f(\cdot)\) and \((R, g(u), \rho(u), U)\), but \(\text{rank } \tilde{A}(f(\cdot), \sigma) < r - 1\), which is analogous to the loss of identifiability for CRNs without extrinsic noise, or b) There are multiple \(\sigma\)'s consistent with \(f(\cdot)\) and \((R, g(u), \rho(u), U)\), and each corresponds to a different 1-dimensional subspace of for \(k\). In Theorem 5.12 we use the fact that the augmented CRN is considered to ensure that Condition 5.6 holds.

**Remark 5.14.** We note that identifiability in sense that Theorem 5.12 certifies assumes that both \(\alpha\) and \(\gamma\) are known, with \(\gamma = 1\). However, since this work studies only stationary distributions, as long as \(\alpha/\gamma\) is known we can always take \(\gamma = 1\) and use the value of \(\alpha/\gamma\) in place of \(\alpha\).

**Example 10 (1-dimensional extrinsic noise).** Here we continue Example 10. Let \(\alpha > 0\). We wish to certify identifiability of \((R_{\text{aug}}, g_{\text{aug}}(u), U, \alpha, 1)\) over \(\mathbb{R}^2_{\geq 0}\). Theorem 5.12 states that we can consider the ideal (5.6), and if the reduced Gröbner basis is \(\{1\}\), we can conclude that stationary global identifiability holds. For this example, (5.6) is defined by 54 polynomials, which are given in the Supplementary material in the form of a Macaulay2 script.

We observe that if we want to use Theorem 5.12 to certify stationary global identifiability we must compute the reduced Gröbner basis of an ideal over \(\mathbb{Q}[[x^T, y^T, k^T]]\). If for example
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\( K = \mathbb{R}^r_{\geq 0} \), then \( [x^T, y^T, k^T]^T \in \mathbb{R}^{2+3n-r} \), and hence as \( |U| \) grows our computational problem becomes harder very quickly, since we may need to use \( l = |U| \) in the worst case. An alternative is to use only the reaction rate equations (2.1a), which conceptually equates to using only the means of each mixture component in the estimation of the parameters. Let \( A^{rre}(x) \) be the first \( n \) rows of \( A(x, P) \), and for any \( l \leq |U| \), define

\[
\bar{A}^{rre}(x_1, \ldots, x_l, u^1, \ldots, u^l) = \begin{bmatrix}
A^{rre}(x_1) \text{diag}(g(u^1)) \\
A^{rre}(x_2) \text{diag}(g(u^2)) \\
\vdots \\
A^{rre}(x_l) \text{diag}(g(u^l))
\end{bmatrix}.
\]

Since the first \( n \) rows of \( A(x, P) \) correspond to the reaction rate equations (2.4a) they are not a function of \( P \), and therefore neither is \( \bar{A}^{rre} \). Therefore, we can eliminate all the covariance variables from (5.6) which results in a check for stationary parametric identifiability involving an ideal over a lower dimensional ring.

**Theorem 5.15.** Consider a CRN with extrinsic noise \( (\mathcal{R}, g(u), \rho(u), U) \). Let \( \alpha^0 \in \mathbb{R}^r_{>0} \), and let

\[
\bar{K} = \{(k, y) \in \mathbb{R}^{r+m} | h_i(k, y) = 0, \ i = 1, 2, \ldots, p \}
\]

be a lifted representation of \( K \). Let \( \{u_1, u_2, \ldots, u_l\} \subseteq U \). Denote by \( \bar{A}_q^{rre} \) row \( q \) of \( \bar{A}^{rre} \), and denote by \( \bar{M}^{rre,(r-1)\times(r-1)}_i(x_1, \ldots, x_l, u^1, \ldots, u^l) \) the \((r-1) \times (r-1)\) minors of \( \bar{A}^{rre} \), indexed by \( i \). If the reduced Gröbner basis of

\[
\begin{align*}
\langle h_i(k, y), \forall i \in \{1, \ldots, p\}, \bar{A}_q^{rre}(x_1, \ldots, x_l, u^1, \ldots, u^l)k, \forall q \in \{1, \ldots, m\} \rangle \\
\bar{M}^{rre,(r-1)\times(r-1)}_i(x_1, \ldots, x_l, u^1, \ldots, u^l)k, \forall i \in \{1, \ldots, m\}
\end{align*}
\]

is \( \{1\} \), then the augmented CRN defined in Definition 5.9 \((\mathcal{R}_{aug}, g_{aug}(u), \rho(u), U, \alpha^0, 1)\), is stationary globally identifiable over \( K \).

**Proof.** We observe that \( \text{rank} \bar{A}^{rre} \leq \text{rank} \bar{A} \), and therefore if the reduced Gröbner basis of the ideal (5.10) is \( \{1\} \), the rank of \( \bar{A} \) cannot drop below \( r - 1 \) for any admissible \( x_1, \ldots, x_l, P_1, \ldots, P_l \) and hence the ideal (5.6) has reduced Gröbner basis \( \{1\} \). Therefore, \((\mathcal{R}_{aug}, g_{aug}(u), \rho(u), U, \alpha^0, 1)\) is stationary globally identifiable over \( K \) by Theorem 5.12.

We note that Theorem 5.15 is not an if and only if statement, in part due to our use of Hilbert’s Nullstellensatz, as commented on previously in the context of Theorem 3.5.

**Example 10** (1-dimensional extrinsic noise). We now return to Example 10. Suppose we want to certify that \((\mathcal{R}_1, g(u), \rho(u), U, \alpha, 1)\) is stationary globally identifiable over \( \mathbb{R}^3_{>0} \), while using fewer variables. For this example, \( \bar{A}^{rre} \) is given by

\[
\bar{A}^{rre}(x_1, x_2, x_3) = \begin{bmatrix}
0 & -x_{11} & -x_{11}^2 \\
1 & -x_{12} & -x_{12}^2 \\
2 & -x_{13} & -x_{13}^2
\end{bmatrix}.
\]
Theorem 5.15 states that we can consider the ideal (5.10), and if the reduced Gröbner basis is \{1\}, we can conclude that stationary global identifiability holds. The polynomials defining (5.10) for this example are given in the Supplementary material in the form of a Macaulay2 script.

We now present an important example where Theorem 5.15 can be used to certify stationary global identifiability.

Example 11 (gaining identifiability by adding extrinsic noise). We consider a feedback loop consisting of two species, \(X_1\) and \(X_2\) where as shown in Figure 1 \(X_1\) and \(X_2\) mutually degrade, and \(X_2\) activates the production of \(X_1\). As in Example 8 we model the activation of \(X_1\) by \(X_2\) as the production rate of \(X_1\) being an affine function, \(k_1 + k_6 x_2\). This system forms a conceptual model of a feedback loop with only two species, where as we will see the system is not stationary globally identifiable over \(\mathbb{R}_{>0}^6\) without extrinsic noise, but is stationary globally identifiable with extrinsic noise. To start, we note that without the extrinsic noise the CRN is not stationary globally identifiable over \(\mathbb{R}_{>0}^6\) since for the CRN

\[
\begin{align*}
\emptyset & \rightarrow k_2 X_1 \\
X_2 & \rightarrow k_3 X_1 + X_2 \\
X_1 & \rightarrow k_1 + k_6 x_2 X_2 \\
X_1 & \rightarrow k_5 X_1 x_2/out
\end{align*}
\]

we have from the definition of \(f(x; k)\) in (2.2) that

\[
f(x; k) = \begin{bmatrix}
k_1 - k_2 x_1 - k_5 x_1 x_2 + k_6 x_2 \\
k_3 - k_4 x_2 - k_5 x_1 x_2
\end{bmatrix}
\]

and from (2.3) that

\[
\Gamma(x; k) \Gamma(x; k)^T = \begin{bmatrix}
k_1 + k_2 x_1 + k_6 x_2 + k_5 x_1 x_2 & k_5 x_1 x_2 \\
k_5 x_1 x_2 & k_3 + k_4 x_2 + k_5 x_1 x_2
\end{bmatrix}.
\]

Therefore we have that (3.1) is given by 0 = \(A(x, P)k\) where

\[
A(x, P) = \begin{bmatrix}
1 & -x_1 & 0 & 0 & -x_1 x_2 & x_2 \\
0 & 0 & 1 & -x_2 & -x_1 x_2 & 0 \\
1 & x_1 - 2p_{11} & 0 & 0 & x_1 x_2 - 2p_{12} x_1 - 2p_{11} x_2 & 2p_{12} + x_2 \\
0 & -p_{12} & 0 & -p_{12} & x_1 x_2 - p_{12} x_1 - p_{12} x_2 - p_{22} x_1 - p_{11} x_2 & p_{22} \\
0 & 0 & 1 & x_2 - 2p_{22} & x_1 x_2 - 2p_{22} x_1 - 2p_{12} x_2 & 0
\end{bmatrix}.
\]

One can verify that when \(k = [10 \ 1 \ 10 \ 1 \ 10]^T\) the solution to (5.11) is \(x = [10 \ 10]^T\) and

\[
P = \begin{bmatrix}
10 & 0 \\
0 & 10/11
\end{bmatrix}.
\]
Evaluating the rank of $A$ in (5.11) with these values of $\alpha$ and $P$ gives rank $A = 4 < r - 1$ and so the CRN without extrinsic noise is not stationary globally identifiable over $\mathbb{R}^6$.

We now consider extrinsic noise, where the genes for $X_1$ and $X_2$ are on separate plasmids, each with its own constitutive reporter, $X_3$ and $X_4$ respectively. In a cell with extrinsic noise value $u_i = (u_{i1}, u_{i2})^T$, the production rate of $X_1$ is $u_{i1}k_1$ and the production rate of $X_2$ is $u_{i2}k_3$.

To model the constitutive reporters we define the augmented CRN $(\mathcal{R}_{aug}, g_{aug}(u), U, \alpha, \gamma)$ in Figure 1(b) which includes the reporter species $Y_1$ and $Y_2$. Therefore, we can use Theorem 5.15. Considering $U \supseteq \{[0,1], [1,0], [1,1], [2,1], [2,2], [1,2]\}$ we find that for mixture component $i$ the reaction rate equations defined in (2.2) are

\begin{align*}
0 &= f(x_i; \kappa), \\
0 &= \begin{bmatrix}
  u_{i1}k_1 - k_2x_{1i} - k_3x_{1i}x_{2i} + k_6x_{2i} \\
  u_{i2}k_3 - k_4x_{2i} - k_5x_{1i}x_{2i}
\end{bmatrix}.
\end{align*}

Where we use the notation $x_i = [x_{1i}, x_{2i}]^T$. Forming $\bar{A}^{rre}(x_1, \ldots, x_i, u^1, \ldots, u^l)$ we find that (5.4) is given by

\begin{equation}
0 = \bar{A}^{rre}(x_1, \ldots, x_i, u^1, \ldots, u^l)k = 
\begin{bmatrix}
  1 & -x_{11} & 0 & 0 & -x_{11}x_{21} & x_{21} \\
  0 & 0 & 0 & -x_{21} & -x_{11}x_{21} & 0 \\
  0 & -x_{12} & 0 & 0 & -x_{12}x_{22} & x_{22} \\
  0 & 0 & 1 & -x_{22} & -x_{12}x_{22} & 0 \\
  1 & -x_{13} & 0 & 0 & -x_{13}x_{23} & x_{23} \\
  0 & 0 & 1 & -x_{23} & -x_{13}x_{23} & 0 \\
  1 & -x_{14} & 0 & 0 & -x_{14}x_{24} & x_{24} \\
  0 & 0 & 2 & -x_{24} & -x_{14}x_{24} & 0 \\
  2 & -x_{15} & 0 & 0 & -x_{15}x_{25} & x_{25} \\
  0 & 0 & 1 & -x_{25} & -x_{15}x_{25} & 0 \\
  2 & -x_{16} & 0 & 0 & -x_{16}x_{26} & x_{26} \\
  0 & 0 & 2 & -x_{26} & -x_{16}x_{26} & 0
\end{bmatrix}k.
\end{equation}

The reduced Gröbner basis of (5.6) with $\bar{A}^{rre}(x_1, \ldots, x_i, u^1, \ldots, u^l)$ given by (5.12) is \{1\}, and hence, by Theorem 5.15, $(\mathcal{R}_{aug}, g_{aug}(u), U, \alpha, 1)$ is stationary globally identifiable over $\mathbb{R}_{>0}^6$.

The complete polynomials defining ideal (5.6) are given in the supplementary information in the form of a Macaulay2 script, and in SM4.

In this way the techniques of this paper help guide experimental design, since as shown in this example one can estimate all of the rate constants in this CRN from the stationary population distribution by placing the genes for $X_1$ and $X_2$ on separate plasmids, but not if the genes were e.g. genomically integrated in a single copy, or otherwise placed into the population of cells without copy number variation.

In this section we have studied the problem of checking if a CRN that is not necessarily stationary globally identifiable becomes identifiable when extrinsic noise is added. We now consider the converse problem, can the addition of extrinsic noise make a CRN that is stationary globally identifiable over $\mathbb{R}_{>0}^6$ become not stationary globally identifiable over $\mathbb{R}_{>0}$?

Here we give the following corollary, which formalizes the intuition that if a chemical reaction...
Assume that \( \forall u \in U, g(u) > 0 \). If the corresponding CRN without extrinsic noise \( R \) is stationary globally identifiable over \( \mathbb{R}_{>0}^r \), then \( (R, g(u), \rho(u), U, \alpha, 1) \) is stationary globally identifiable over \( \mathbb{R}_{>0}^r \).

**Proof.** Consider an arbitrary \( x_1, P_1 \) that satisfies \( 0 = A(x_1, P_1)g(u^1) \odot k \) for some \( k \in \mathbb{R}_{>0}^r \). Letting \( k' = g(u^1) \odot k \) we have that \( 0 = A(x_1, P_1)k' \). Since \( \text{rank} A(x_1, P_1) \odot g(u^1) = \text{rank} A(x_1, P_1) \), we have that \( \bar{A} \) is rank \( r - 1 \) for all \( x_1, \ldots, x_i, P_i, \ldots, P_1 \) that satisfy \( \bar{A}(x_1, \ldots, x_i, P_1, \ldots, P_i, u^1, \ldots, u^1)k \) for some \( k \in \mathbb{R}_{>0}^r \). Therefore, the reduced Gröbner basis of \( (5.6) \) is \( \{1\} \) and so by Theorem 5.12, \( (R, g(u), U, \alpha, 1) \) is stationary globally identifiable over \( \mathbb{R}_{>0}^r \).

**Example 10 (1-dimensional extrinsic noise).** Returning to Example 10, we now ask if we can conclude that \( (R_1, g(u), \rho(u), U, \alpha, 1) \) with \( \alpha > 0 \) is stationary globally identifiable simply by exploiting our results in Example 1. If we consider \( (R_1, g(u), \rho(u), U', \alpha, 1) \), where \( U' = \{1, 2\} \), we can apply Theorem 5.16 to conclude that since \( R_1 \) is identifiable, the augmented CRN with extrinsic noise \( (R_1, g(u), \rho(u), U', \alpha, 1) \) is also stationary globally identifiable. We note that if we used \( U = \{0, 1, 2\} \) instead of \( U' \), the condition \( g(u) > 0 \) would not be satisfied and so we would not be able to apply Theorem 5.16.

We conclude with section by noting that while in general it is unclear how to verify Condition 5.6 for a non-augmented CRN with extrinsic noise, for the case \( n = 1 \) and \( s = 1 \), it is sometimes possible, as in the following example.

**Example 10 (1-dimensional extrinsic noise).** Here we continue Example 10 and certify global stationary identifiability of \( (R_1, g(u), \rho(u), U) \). Theorem 5.12 requires us to have an augmented network. However, if we can verify Condition 5.6 directly we can check identifiability by considering ideal \( (5.6) \) directly. Here we consider \( u_1 = u \in U \subseteq \mathbb{R} \), and so we can write

\[
\text{This manuscript is for review purposes only.}
\]
If $u_1 = 0$, then the equilibrium value of $x_1$ is 0. Furthermore, letting $x^*_1$ denote the equilibrium of (5.13) we have that $\frac{\partial x^*_1}{\partial u} = \frac{k_1}{k_2 + 2k_3 x^*_1} > 0$. Therefore, the means of each mixture component in $f_X(x; k)$ are ordered such that if $u_1^* < u_2^*$ then $x_1 < x_2$. It follows that Condition 5.6 is satisfied, since given any $f(\cdot)$ of the form (5.1), $C(f(\cdot)) = \{(w_1, x_1, p_1), (w_2, x_2, p_2), (w_3, x_3, p_3)\}$, where $x_1 < x_2 < x_3$, the only possible $\sigma \in \Sigma^f$ consistent with $(R, g(u), \rho(u), U)$ is given by $\sigma(0) = (w_1, x_1, p_1)$, $\sigma(1) = (w_2, x_2, p_2)$, and $\sigma(2) = (w_3, x_3, p_3)$. From (2.3) we have that for any value of $u_1 = u \in U$

$$\Gamma(x; k)^T = u_1 k_1 + k_2 x_1 + k_3 x_1^2,$$

and so, letting $\mathbf{x}_i = x_i$, $P_i = p_i$, $u^1 = u_1^* = 0$, $u^2 = u_2^* = 1$, and $u^3 = u_3^* = 2$, (5.4) is given by

$$\tilde{A}(x_1, x_2, x_3, P_1, P_2, P_3) = \begin{bmatrix} 0 & -x_1 & -x_1^2 \\ x_1 - 2p_1 & x_1^2 - 4p_1 x_1 & 1 \\ -x_2 & -x_2^2 & 1 \\ x_2 - 2p_2 & x_2^2 - 4p_2 x_2 & 2 \\ -x_3 & -x_3^2 & 2 \\ x_3 - 2p_3 & x_3^2 - 4p_3 x_3 & \end{bmatrix}.$$
| Ex. | CRN | $K$ |
|-----|-----|-----|
| 1   | $0 \xrightarrow{k_1} X_1 \xrightarrow{k_3} 2X_1$ | $\mathbb{R}^3_{\geq 0}$ |
| 2   | $X_1 \xrightarrow{k_2} X_2$ | $\mathbb{R}^3_{\geq 0}$ |
| 3   | $X_1 \xrightarrow{k_4} X_1 + X_2$ | $\mathbb{R}^3_{\geq 0}$ |
| 4   | $X_1 \xrightarrow{k_4} 2X_1 + X_2$ | $\mathbb{R}^5_{\geq 0}$ |
| 5   | $X_1 \xrightarrow{k_4} X_1 + X_2$ | $\mathbb{R}^5_{\geq 0}$ |
| 6   | $X_1 \xrightarrow{k_1 \to k_4} X_2 \xrightarrow{k_5 \to k_6} X_3$ | $\mathbb{R}^8_{\geq 0}$ |
| 7   | $X_1 + X_2 \xrightarrow{k_8} X_2 + X_3$ | $\mathbb{R}^6_{\geq 0}$ |
| 8   | $X_1 \xrightarrow{k_2 \to k_4} \emptyset \xrightarrow{k_3 \to k_5} X_2$ | $\{ k \in \mathbb{R}^6_{\geq 0} | k_{1:4} > 0, k_5 > 0 \text{ and } k_6 = 0 \text{ or } k_5 = 0 \text{ and } k_6 > 0 \}$ |
| 9   | $X_1 \xrightarrow{k_2 \to k_4} \emptyset \xrightarrow{k_5 \to k_6} X_1 + X_2$ | $\{ k \in \mathbb{R}^6_{\geq 0} | k_{1:4} > 0, k_5 > 0 \text{ and } k_6 = 0 \text{ or } k_5 = 0 \text{ and } k_6 > 0 \}$ |

Table 1: Chemical reaction networks and the associated set $K$ over which stationary parametric identifiability has been certified using the techniques of Section 3.
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