Feature Fusion Network for Low-Light Image Enhancement
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Abstract. With the popularity of electronic cameras, we can get pictures under various lighting conditions in our daily life. The images which obtained in low illumination environment will lose contrast, colour, and content details which will bring obstacles for understanding the image. To tackle this problem, a method is proposed in this paper to tackle low-light image enhancement. This method fuses the high level and the low level feature, uses an attention module to model the context information and selects the critical feature to supplemented the high level feature to reconstruct the enhanced image. A number of experiments demonstrate that our method can get images with improved and reduced noise.

1. Introduction

In the real world, we often get uniform lighting images due to the limitation of environment or the limited equipment. Images which obtained under the insufficient illumination often has the problem such as the colour distortion and missing details which will cause misunderstanding of the image content. Methods to recover the low light images are very essential.

Many researchers have proposed many solutions to enhance low-light images. The HE-based method[1] just stretch the pixel values of low-light images to obtain brighter images. These methods can enhance the contrast of the images in a simple way, but they will lose image details. Retinex theory[2] can be used to get the enhanced images. Many methods have proposed based on the theory. From the SSR[3] to MSRCR[4] and other. LIME[5] estimates the illumination map based on the Retinex theory. Although the above methods can recover the brightness of the image, they get unnatural results.

In recent years, convolutional neural network has made great progress in various computer vision tasks. Methods based on CNN also have been proposed. Some methods combine the CNN with the Retinex theory[6-7].

The U-Net[8] network has been used in various computer vision task and obtain great success. And there are enhancement method[9] also use the form of the U-Net. The method of [9] which process the RAW images is not suitable for many situations. The U-Net can get multi contextual information at the downsampling stage and obtain the feature with semantics information at the high stage. This paper proposes a method which using a context attention module to perceive the context information of the low-level features and learn to choose the critical features which can supplement the missing details in the reconstruction stage under the guidance of high-level features. Experiments has made to validate the effective of the network.

2. Proposed Method

The detail of the network proposed in this paper will be given and description of how the high stage feature guide the attention module to learn the feature for enhancement from the low-stage features in this section.
2.1. Network Architecture
The network proposed in this paper as Figure 2 shows. This paper uses a U-Net to enhance the low-light images for end-to-end. Firstly, this method downsamples the images with four stride convolutions, at this stage the features have spatial details such as the edge information and context information. At the upsampling stage, it uses the deconvolution layer and one convolution layer as one block. After upsampling the feature map through deconvolution layers, the features will fuse the corresponding feature of the downsampling features. And the fusion features will feed to the attention module. And the output of the attention module will add the origin high level feature. The context attention module learns the missing details from the low-stage feature with the guidance of the features of the corresponding upsampling stage.

![Network Architecture Diagram]

Figure 1 The network architecture proposed in this paper.

2.2. Attention module
There are many computer vision tasks which used the attention mechanism has proved the effectiveness of the attention mechanism. This method uses the context attention module from [10]. As we all know, the network does not make a distinction between each feature map and has a limited receptive filed which fails to capture the long-range information. The above two deficiency of the network can be solved by the SE block[11] and non-local block[12] separately.

This paper uses a context attention module to learn to perceive the context information from the low level feature. And with the guide of the information of the high level features, the attention module can learn what the feature of the low level is critical for high level features in the upsampling stage. The attention module used in this paper has the two advantages of the SE block and the non-local block with less calculation burden.
The contextual attention model which is illustrated in Figure 2 can be defined as

\[ y_j = x_j + \delta \left( \sum_{j=0}^{N} \frac{e^{w_j}}{\sum_{m=0}^{N} e^{w_m}} x_j \right) \]  

Firstly, the \( \sum_{m=0}^{N} e^{w_m} \) which refers to the context modeling. The \( \delta() \) presents the transform which can capture channel-wise dependencies. Finally, the context feature and the features of each position are fused together.

2.3. Loss function
The pixel-level loss \( L_1 \), the perceptual loss [13] and relativistic average LS adversarial loss [14] are used in this paper.

\[ L_{\text{total}} = \lambda_1 * L_1 + \lambda_2 * L_{\text{adv}} + \lambda_3 * L_{\text{perc}} \]  

The \( \lambda_1, \lambda_2, \lambda_3 \) in this paper are parameters and empirically set as \( \lambda_1 = 1, \lambda_2 = 0.5, \lambda_3 = 0.2. \)

The \( L_1 \) loss makes the enhanced images consistent with the ground truth in brightness and colour.

\[ L_1 = ||I_{\text{out}} - I_{\text{gt}}||_1 \]  

To make the output results similar to the ground truth in feature level and make the results look more natural. The perceptual loss \( L_{\text{perc}} \) is employed.

\[ L_{\text{perc}} = \sum_{i} \frac{1}{N_i} \| Q_i(I_{\text{out}}) - Q_i(I_{\text{gt}}) \|_1 \]  

The \( N_i \) is the size of the \( Q_i \) which is the output of the \( i \)-th layer of the pretrained VGG-16.

The network also seen as a generator, and the global and local discriminator from [15] are also used. And the generator adopts the \( L_{\text{adv}} \) as the loss:

\[ L_{\text{adv}} = E_{x,y} [(D_{\text{adv}}(x,y) - 1)^2] + E_{x,y} [D_{\text{adv}}(x,y)^2] \]  

3. Experiments
In this section, subjective evaluation and objective evaluation will be conducted. The methods: SRIE[16], GLADNet[17], LIME[5], and NPE[18] are selected to compare this method. The evaluate index of PSNR and SSIM[19] is chosen for objective evaluation.

This paper uses the dataset from[6] to train the network. The dataset has 500 pairs of low/normal-light image pairs of real-world scenes and 1000 composite images.
3.1. Subjective Evaluation
In this section, the subjective evaluation experiment are conducted on the VV[20]、LIME[5]、MEF[21] datasets.
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Figure 3 The subjective visual comparison

3.2. Objective Evaluation
This paper takes the objective evaluation experiments on 50 synthetic images. The results are illustrated in the table, and the conclusion that the method proposed in this paper gets a better result than other methods can be drawn from the table below.

| Method   | PSNR  | SSIM  |
|----------|-------|-------|
| SRIE     | 11.86 | 0.50  |
| LIME     | 17.18 | 0.60  |
| NPE      | 17.29 | 0.67  |
| GLADNet  | 19.71 | 0.70  |
| Ours     | 22.03 | 0.72  |

Table 1 The objective evaluation.

4. Conclusions
This paper proposes an effective way which fuses the low-level features and high level-features and a context attention module is adopted to learn the detail features what the upsampling stage needs to enhance the low-light images. The network enhances the low-light images with brightness and reduced noise. However, there are some still shortcomings to improve. The efficiency can be improved by making the network lightweight.
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