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Abstract

We explore the sensitivity of a document summary quality estimator, BLANC, to human assessment of qualities for the same summaries. In our human evaluations, we distinguish five summary qualities, defined by how fluent, understandable, informative, compact, and factually correct the summary is. We make the case for optimal BLANC parameters, at which the BLANC sensitivity to almost all of summary qualities is about as good as the sensitivity of a human annotator.

1 Introduction

Human evaluation of summary quality (Kryściński et al., 2019a) is arguably the most justified method for evaluating summarization algorithms, but it is neither consistent nor reproducible. Despite its drawbacks, human evaluation can be used to confirm the utility of any automated measure. The BLANC measure, introduced in (Vasilyev et al., 2020), is an automated measure that is very semantic and yet easily reproducible. The aim of this paper is to understand how BLANC correlates with the human-assessed qualities of a summary, subject to the choice of BLANC parameters and to possible modifications of BLANC. For convenience of calculating BLANC we provide the python package blanc.

Human assessment can be favorably biased toward more extractive summaries (Ziegler et al., 2020), but this bias can be mitigated by splitting the overall ‘quality score’ into multiple dimensions, such as fluency, informativeness, and factual correctness (Xenouleas et al., 2019; Kryściński et al., 2019a,b; Fan et al., 2018; Zhu et al., 2020). We considered well defined dimensions in our human evaluations, and in this paper we consider how sensitive BLANC is to each of them. We also propose what we see as the ‘optimal’ usage of BLANC.

2 BLANC: an objective, reproducible measure

BLANC is defined as a measure of how well a summary helps an independently trained model while the model performs a language understanding task on a document (Vasilyev et al., 2020). Both the model and the language understanding task are expected to be unrelated to the summarization task. The model is assumed to be trained on generic texts.

More specifically, the well-known trained BERT-base language model (Devlin et al., 2018) and the Cloze task (Taylor, 1953) were used in (Vasilyev et al., 2020). The model reconstructs masked tokens, where the tokens are words or parts of words as defined by the BERT model dictionary. BLANC is defined as follows:

\[ \text{BLANC} = \frac{N_{\text{help}} - N_{\text{base}}}{N_{\text{total}}} \]

Here \( N_{\text{help}} \) is the number of successfully un-masked tokens when the summary is used by the model; \( N_{\text{base}} \) is the number of successfully un-masked tokens when the summary is not used by the model; \( N_{\text{total}} \) is the total number of masked tokens. The tokens are masked evenly, every \( M \)th token being masked, with optional restrictions as specified in the pseudo-code in Figure 1. Figure 1 corresponds to BLANC version that was called ‘BLANC-help’ in (Vasilyev et al., 2020).

Note that the algorithm is simple, and the trained BERT model is available as ‘BertForMaskedLM’ in transformers (Wolf et al., 2019). For convenience, we provide a python package github.com/PrimerAI/blanc for calculating BLANC.

The BLANC score is affected by several parameters. The settings chosen in (Vasilyev et al., 2020) are grounded in commonsense intuition. The
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We have found that alternative settings result in either negligible changes to the final BLANC scores, or in lowered correlations between BLANC and human scores. The only exception is that decreasing the masking step $M$ does seem to increase the correlation with human scores.

To illustrate this finding, we provide the results of BLANC’s correlation with the human scores obtained in our human evaluation.

The summaries used in the human evaluation were generated by algorithms generating summaries in three distinctly different styles: Microsoft’s abstractive UniML model (Dong et al., 2019), a semi-abstractive model (Vasilyev et al., 2019), and the purely extractive LexRank model (Erkan and Erkan, 2004). We assembled 300 summary-text pairs for human scoring, where the 100 texts were randomly sampled news articles. We hired 10 annotators through Odetta.ai and trained them to assess five qualities of each summary, each quality on a 5-point scale: 0 = VERY BAD, 1 = BAD, 2 = OK, 3 = GOOD or 4 = VERY GOOD. The annotators worked independently from each other and had access to only one summary-text pair at a time, to avoid biasing their judgments. The task was performed through the online text annotation tool LightTag (lighttag.io).

Comprehensive instructions were given to the annotators, including examples for each quality. Excerpts of the description for each quality are given below:

1. **Fluent**: For fluency, the only consideration is whether the summary is easy to read.

2. **Understandable**: A summary is “understandable” if a reader can confidently and unambiguously restate the facts that were communicated in the summary.

3. **Informative**: A summary is “informative” threshold $L_w$ for the length of normal tokens (a token representing a whole word) is set to be 4 characters, meaning that the shorter tokens are not masked. Short tokens are more likely to be stopwords, which would be easily guessed by the model irrespective of any help from the summary. If a word is split, the start token is always masked, because words that were not found in the model dictionary are likely to be more informative. For split words, tokens other than the start token are never masked. The $M = 6$ demands masking every 6th token (16.7% of tokens) because this choice naturally corresponds to the BERT model’s training masking frequency of 15% of tokens (Devlin et al., 2018).

With these parameters, the BLANC values for summaries generated by popular summary generation methods usually range from 0.05 to 0.20 (and sometimes up to 0.40), meaning that a summary usually provides an additional 5%-20% to the model’s ability to guess masked tokens from the original document.

How can we can validate possible alternative choices in parameters for BLANC? Empirically, we want to have higher correlations between BLANC scores and human assessments, and a higher average value of BLANC over a given set of generated summaries (implying that BLANC is more sensitive to the summaries).

### Figure 1: BLANC score $B$ for quality of summary.

| Def mask_token(tok, i):
|---------------------------
| if (tok is word and len(tok) < $L_w$ or
| tok starts word and len(tok) < $L_s$ or
| tok continues word and len(tok) < $L$ or
| i%$M$ ≠ 0):
| return
| tok = mask

Initialise filler = “,” * length(summary)
$N_{base} = 0, N_{help} = 0, N_{total} = 0$
for sentence in text:
| for i0 in range from 1 to $M$:
| for each ith token in sentence:
| mask_token(token, i – i0)
| input_base = filler + sentence
| input_help = summary + sentence
| prediction_base = model(input_base)
| prediction_help = model(input_help)
| for each position i in masked tokens:
| if prediction_base[i] == sentence[i]:
| $N_{base} = 1$
| if prediction_help[i] == sentence[i]:
| $N_{help} = 1$
| $N_{total} = 1$
| $B = (N_{help} - N_{base}) / N_{total}$

---

Given: summary; text; model;
$M = 6, L_w = 4, L_s = 0, L = 1000$
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Comprehensive instructions were given to the annotators, including examples for each quality. Excerpts of the description for each quality are given below:

1. **Fluent**: For fluency, the only consideration is whether the summary is easy to read.

2. **Understandable**: A summary is “understandable” if a reader can confidently and unambiguously restate the facts that were communicated in the summary.

3. **Informative**: A summary is “informative”
if it contains all of the “most important” information from the article.

4. **Compact**: A summary is “compact” if the summary does not contain irrelevant or unimportant information.

5. **Overall**: The “Overall” quality should reflect how good a summary is in general. The judgement should be based on all your ratings of the specific qualities, and can also take into account any obviously noticeable factual errors. (We asked you to ignore factual errors while rating the previous qualities, but you may account them in your rating for Overall.)

Factual correctness was evaluated separately and will be covered in the next section. The first two qualities - Fluency and Understandability - do not require reading the text. It is even better if while evaluating these qualities the annotators read only the summary, thus avoiding an influence of the other qualities (Informativeness, Compactness, and Factual correctness).

In defining the qualities, our goal was to make scoring as unambiguous as possible, and the definitions above result from iterating and refining the definitions with feedback from annotators. The qualities we ultimately decided on were in part inspired by previous works on summary evaluation. For example, in (Xenoulas et al., 2019) the ‘grammaticality’, ‘structure & coherence’ and ‘referential clarity’ correspond to what we call ‘fluency’; the ‘focus’ corresponds to our ‘informativeness’; the ‘non redundancy’ partially to our ‘compactness’; and two of our qualities (understandability and factual correctness) were not addressed. In (Kryściński et al., 2019a) ‘relevance’ corresponds to a combination of what we call ‘informativeness’ and ‘compactness’; ‘consistency’ corresponds to factual correctness; ‘fluency’ and ‘coherence’ roughly correspond to our fluency, but we do not separate intra- and inter-sentence fluency; lastly, our quality of understandability is not covered. Four dimensions used in (Fan et al., 2018) are called ‘non-redundancy’, ‘fluency’, ‘faithfulness to input’ and ‘informativeness’, – they can also be partially mapped to our qualities.

Each text-summary pair was scored by 10 annotators. The BLANC score was also calculated on each pair. The Figure 2 illustrates a simple comparison human assessments with BLANC with mask steps $M = 6$ and $M = 2$.

To compare BLANC with human assessments, we split our 10 annotators into one group of 3 and a second group of the remaining 7. There are 120 ways to make this split $\binom{10}{3}$, hence there are 120 groups of annotators on the X-axis. The circle markers show the human-human correlation: the correlation between the average score of the small group and the average score of the large group. The plus markers show BLANC-human correlation: the correlation between BLANC and the large group of annotators. Thus, the comparison being made is between BLANC and a ‘team’ of 3 annotators. For simplicity of the presentation, each type of correlation was sorted independently. Correlation coefficients that were not significant ($p < 0.05$) are not shown.

The figures show that BLANC has stronger agreement with the large group on the ‘fluent’ and ‘overall’ qualities, but the small human group is stronger on ‘understandable’, ‘compact’, and especially on ‘informative’. We also see that BLANC becomes more strong when $M = 2$, even for the ‘informative’ quality.

The same trend can be seen in Figure 3, in which we count the fraction of instances in which BLANC outperformed the 3-annotators group in its correlation with the 7-annotators group. This comparison also shows that BLANC outperforms the group of 3 humans more often when $M = 2$.

Since the correlation of BLANC with human assessments increased monotonically when decreasing the step $M$ from 6 to 2, we attempted to go even further to lower ‘step’ (more frequent masking), by masking two or more neighboring tokens rather than one. This did not lead to better correlations. Thus, we can say that $M = 2$ (masking exactly half of tokens) seems to be the ideal choice for producing high-performing BLANC scores. BLANC’s average score across all summaries is also highest at $M = 2$, implying that on average BLANC extracts maximal help from a summary at $M = 2$.

4 **Factual errors**

The remaining quality of a summary is factual correctness. It is arguably much more objective than other qualities; reasonable people may disagree on what makes for a good summary, but factual errors are binary: a statement implies an erroneous conclusion, or it doesn’t.

We described “factual correctness” as follows to the annotators: “Factual correctness” is only about
Figure 2: Spearman correlations of BLANC and human scores with a group of 7 annotators. Step $M = 6$ left, and $M = 2$ right. Note that the x-axis is not a measure; it represents all 120 ways $\binom{10}{3}$ to split 10 annotators into groups of 3 and 7. Circle-markers represent the correlation between annotator groups: avg. score of the group of 3 correlated with the avg. score of the group of 7. Plus-markers represent the correlation between the BLANC score and the group of 7 annotators. Each type of correlation is sorted independently, left-to-right. Correlation coefficients that were not significant ($p < 0.05$) are not shown.

Figure 3: Height of the bar shows a fraction of cases in which the Spearman correlation of the ‘other 7’ annotators was higher with BLANC than with 3 annotators.

whether or not the information in the summary is correct. We are not concerned with grammar, spelling, repetition, or how readable the summary is.

We used the following classifications for different types of errors (excerpts are taken from the instructions for our annotators):

1. **Incorrect named entity**: The summary includes the incorrect person, organization, location or some other named entity.

2. **Incorrect data**: The summary describes an event with an incorrect date, time, number, or some other data.

3. **Cascading error**: It can happen that an incorrect named entity error (INE) affects one or more sentences down in the summary. If an incorrect sentence can be made correct by modifying one of the previous sentences, then it is a cascading error. If not, it is not a cascading error.

4. **Hallucination**: The summary includes a person, event, fact, or quote that does not show up anywhere in the article.

5. **Negation**: The summary says the opposite of what the article says.

6. **Other**: Assign this tag to anything else that is a factual error but that is not assigned to one of the above categories. Remember that a factual error must be a definitively wrong statement, not a statement that is confusing or unclear.

Additional “assign by origin” rule was given for distinction between incorrect named entity and incorrect data: the error must be defined by “what
was supposed to be there,” rather than “what the summary wrote there instead.”

The factual correctness task is more difficult and time consuming than assessment of the qualities considered in the previous section. Using the same dataset of 300 generated summaries, we asked three annotators, after an initial training round, to complete the task.

We observed that each annotated error was annotated by only slightly more than one annotator on average, and each annotated (with one or more errors) summary was annotated by almost two annotators. After the reconciliation (ensuring all annotators agreed on each annotation), the end result was a total of 65 factual errors in 44 erroneous summaries (out of 300 summaries). The most frequent error in all kinds of summaries (extractive, semi-abstractive and abstractive) is the incorrect named entity. The abstractive summaries have almost as much hallucination errors, and in total had the most errors. The extractive summaries have the least errors.

The evaluation showed that BLANC is not very sensitive to factual errors. The Spearman correlation between BLANC with \( M = 2 \) and number of error-annotators per summary was -0.14 with a p-value of 0.02. The Pearson correlation was -0.13 with a p-value of 0.03. The correlation sign is correct: errors make summary worse, hence the negative correlation. But the correlation is fairly weak.

We verified our conclusion by using synthetic data: we simulated entity-swap errors on human summaries of the CNN / Daily Mail dataset (Hermann et al., 2015). We selected randomly 1500 Daily Mail summaries, and 1500 CNN summaries. The errors were introduced through entity swapping (Kryściński et al., 2019b), using github.com/salesforce/factCC.

If BLANC responded perfectly to simulated errors, we would expect its value to always decrease when entities are swapped within a summary. In reality, for BLANC with mask step \( M = 2 \), this only happened in 56% of cases, and the opposite happened in 32% of cases. This trend did not change when the mask step size was increased to 6. CNN summaries produced similarly poor results: 50% of scores decreased in response to the error, and 37% increased. A sum of squares of BLANC with mask steps 2 and 6 on Daily Mail summaries gives 60% against 33%. As the most challenging quality for BLANC to assess, it is clear that factual correctness continues to present challenges for any automated summary evaluation algorithm.

5 Alternatives to accuracy in the Cloze task

In this paper, we used the original definition of BLANC, which measures the amount by which a summary increases model accuracy on the Cloze task. This choice was motivated by analogy with how a summary might assist a human: helping a reader understand a text in a way that would help her reconstruct missing portions of the original text. But since the model also produces a distribution over possible tokens for every masked token, one could form alternative BLANC metrics based on the predicted logit or probability of the correct token.

We can define a generalized BLANC score as

\[
BLANC = \frac{1}{N_{\text{total}}} \sum_{i=1}^{N_{\text{total}}} (x_s^{(i)} - x_f^{(i)})
\]

where \( N_{\text{total}} \) is the number of masked tokens, \( x_s^{(i)} \) is the logit, probability, or log probability of the correct token being unmasked for masked token \( i \) when using the summary, and \( x_f^{(i)} \) corresponds to using the filler instead of the summary.

We compare the ‘performance’ of using the logit, probability, and log probability for BLANC against the original BLANC formulation in Tables 1 and 2. Performance is measured by correlation with overall human scores (not split into qualities). The table 1 shows results for the same dataset that we used in the section 3: 300 text-summary pairs, with 3 summaries generated for each of 100 random news texts. The table 2 does the same for 300 summaries generated from 100 random texts taken from the DM/CNN dataset (Hermann et al., 2015). In these experiments, we used a mask step of 2. The results show that using the logits or probabilities is a promising alternative that would benefit from further exploration.

6 Conclusion

In this paper we presented our results on the sensitivity of BLANC, an automated measure for the assessment of summary quality, to several different dimensions of summary quality as assessed by humans. The qualities considered included fluency, clarity, informativeness, compactness and factual
Table 1: A comparison of alternative BLANC metrics to the performance of standard BLANC, as measured by correlation with human scores for a sample of 300 summaries generated for 100 random news documents.

| Metric        | Pearson | Spearman |
|---------------|---------|----------|
| Original      | 0.372   | 0.343    |
| Logits        | 0.367   | 0.349    |
| Probabilities | 0.370   | 0.344    |
| Log Probs     | 0.317   | 0.287    |

Table 2: A comparison of alternative BLANC metrics to the performance of standard BLANC, as measured by correlation with human scores for a sample of 300 summaries generated for 100 random documents from the CNN/Daily Mail dataset.

| Metric        | Pearson | Spearman |
|---------------|---------|----------|
| Original      | 0.183   | 0.174    |
| Logits        | 0.222   | 0.189    |
| Probabilities | 0.215   | 0.199    |
| Log Probs     | 0.178   | 0.168    |

correctness, as well as an “overall” judgment of the summary’s quality.

We found that BLANC is reasonably sensitive to all the qualities, but least of all to factual correctness. We observed that BLANC is especially sensitive to overall quality and to fluency, producing superior assessments when compared to a group of 3 human annotators. We have found optimal parameters for BLANC. We also have shown that several reasonable variations of BLANC do not lead to substantially better results, and presented avenues for future directions for improving the performance of BLANC.
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