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Abstract

Many supervised learning problems involve high-dimensional data such as images, text, or graphs. In order to make efficient use of data, it is often useful to leverage certain geometric priors in the problem at hand, such as invariance to translations, permutation subgroups, or stability to small deformations. We study the sample complexity of learning problems where the target function presents such invariance and stability properties, by considering spherical harmonic decompositions of such functions on the sphere. We provide non-parametric rates of convergence for kernel methods, and show improvements in sample complexity by a factor equal to the size of the group when using an invariant kernel over the group, compared to the corresponding non-invariant kernel. These improvements are valid when the sample size is large enough, with an asymptotic behavior that depends on spectral properties of the group. Finally, these gains are extended beyond invariance groups to also cover geometric stability to small deformations, modeled here as subsets (not necessarily subgroups) of permutations.

1 Introduction

Learning from high-dimensional data is known to be statistically intractable without strong assumptions on the problem. A canonical example is learning Lipschitz functions, which generally requires a number of samples exponential in the dimension due to the curse of dimensionality (e.g., [31]). Many high-dimensional machine learning problems involve highly structured data such as images, text, or graphs, and may exhibit invariance to certain transformations of the input data, such as permutations, translations or rotations, and near invariance to small deformations. More precisely, if \( X \) is the high-dimensional data domain, and \( G \) is a set of transformations \( \sigma : X \to X \), the learning task can be alleviated if one knows in advance that the target function \( f \) varies smoothly under transformations in \( G \): \( |f(\sigma \cdot x) - f(x)| \) is uniformly small over \( x \in X \) for \( \sigma \in G \).

To further motivate this property, it is useful to view the data domain \( X \) as a space of signals \( X = L^2(\Omega; \mathbb{R}) \) defined over a geometric domain \( \Omega \), such as a 2d grid. The set of transformations \( G \) can then be articulated in terms of \( \Omega \) rather than \( X \), a much simpler geometric object, and then lifted into \( X \) by composition: if \( \sigma : \Omega \to \Omega \), and \( x \in X \) then \( (\sigma \cdot x)(u) := x(\sigma^{-1}(u)) \) for every \( u \in \Omega \). The smoothness to transformations can thus be interpreted as a form of geometric stability.

In this paper, we quantify the sample complexity gains brought by geometric stability. Concretely, we consider target functions \( f \) defined on the sphere \( X = S^{d-1} \) in \( d \) dimensions with finite \( L^2(S^{d-1}) \) norm. In this case, we view the geometric domain as the discrete 1d grid \( \Omega = [1, \ldots, d] \), and consider geometric transformations \( G \) as subsets of the symmetric group of permutations of \( d \).
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elements. Given a set $G$ (not necessarily a group), we consider the smoothing operator given by $S_G f(x) = \frac{1}{|G|} \sum_{g \in G} f(g \cdot x)$ for $f \in L^2(S^{d-1})$, and assume that our target function $f$ is geometrically stable, in the sense that $f = S_G g$ for some $g \in L^2(S^{d-1})$. In words, the smoothing operator $S_G$ replaces the prediction $f(x)$ by the average over transformations of $x$. In particular, functions which are invariant under the action of $\sigma \in G$, namely
$$f(\sigma \cdot x) = f(x), \quad \sigma \in G, x \in S^{d-1},$$ (1)
are also stable, with $f = S_G f$.

Building on the recent work [23], we proceed by studying harmonic decompositions of such functions using spherical harmonics [14], which generalize Fourier series on the circle to higher dimensions. This allows us to obtain rates of approximation for invariant and geometrically stable functions with varying levels of smoothness, and to study the generalization properties of invariant kernel methods using kernels defined on the sphere. Specifically, our main contributions are:

- By comparing spectral properties of usual kernels on the sphere with invariant ones, we find that the latter provide improvements in sample complexity by a factor of the order of the size of the group when the sample size is large enough (Section 5).
- We study how this improvement factor varies with sample size, in terms of the structure of the group and on spectral properties of the permutation matrices it contains (Section 4).
- We extend the invariance analysis to geometrically stable functions, establishing similar gains in sample complexity that depend on the size of the transformation subset (Section 5).

Our proofs rely on comparing the dimension of invariant and non-invariant spherical harmonics at a given degree, and showing that their ratio decays to the inverse group size as the degree tends to infinity. In contrast to [23], we consider the dimension to be fixed and study non-parametric rates of convergence for potentially non-smooth target functions and general groups of permutations, while they consider a different regime in high dimension and focus on invariance to translation groups.

**Related work.** Invariance and deformation stability have been analysed using convolutional neural network-type architectures such as the scattering transform [22, 7], or convolutional kernels [6, 20]. While these works characterise the stability in terms of the dyadic structure of convolutional filters (such as wavelets), they do not cover a statistical analysis of sample complexity. Similarly, models of compositional functions such as those in [11, 24, 27] study the benefit of hierarchical representations with local connectivity for approximation, while [19, 21] study benefits of local connectivity with optimization-based algorithms; yet these works do not consider invariance or stability. [23] studies similar benefits of invariance but in a different, high-dimensional, regime where only polynomials can be learned, focusing on translation groups, while we consider arbitrary groups or sets of permutations in fixed dimension. [15] also studies benefits of group invariance, but focuses on linear models, and only considers interpolating estimators. [30] study general generalization bounds of invariant classifiers that scale exponentially with the dimension, which would be pessimistic under our assumptions. [10] study benefits of equivariant kernels in structured prediction problems. [13] studies generalisation advantages of CNNs over fully-connected models, while our focus is on non-parametrics.

## 2 Preliminaries

In this section, we describe our setup and provide some background on harmonic decompositions on the sphere, and how these are affected by invariance.

**Statistical learning setup.** We consider a supervised learning problem where the data distribution $\rho$ on input-label pairs $(x, y)$ is such that $x \in S^{d-1}$ and $E[y|x] = f^*(x)$ for some target function $f^*$ in $L^2(S^{d-1})$. For simplicity, we will assume that $x$ is uniformly distributed on the sphere, and denote the uniform measure on $S^{d-1}$ by $d\tau$. We consider a regression setup with $L^2$ risk given by
$$R(f) = E_{(x,y) \sim \rho} [(f(x) - y)^2].$$

For a given estimator $\hat{f}_n$ based on $n$ samples from $\rho$, the goal is then to obtain generalization bounds as a function of $n$ on the excess risk
$$E[R(\hat{f}_n)] - R(f^*) = E[\|\hat{f}_n - f^*\|^2_{L^2(d\tau)}],$$ (2)
where the expectation is over the $n$ samples. Such bounds are well-studied for various classes of target functions $f^*$ such as smoothness classes, and estimators such as kernel ridge regression. These are typically studied through harmonic decompositions of $f^*$ and of a kernel function in appropriate $L^2$ bases, which then relate function regularity and decays of Fourier coefficients.

**Harmonic analysis on the sphere.** When considering functions in $L^2(\mathcal{G})$, an appropriate choice of orthonormal basis is that of spherical harmonic polynomials [1, 14]. More precisely, denote $\{Y_{d,k}\}_{j=1}^{N(d,k)}$ denote an orthonormal basis of the space $V_{d,k}$ of spherical harmonics of degree $k$, *i.e.*, homogeneous harmonic polynomials of degree $k$, where $N(d,k) = \frac{2k + d - 2}{d - 2}$. Then, the collection $\{Y_{k,j} : k \geq 0, j = 1, \ldots, N(d,k)\}$ forms an orthonormal basis of $L^2(\mathcal{G})$, so that any function $f \in L^2(\mathcal{G})$ may be written

$$f(x) = \sum_{k=0}^{N(d,k)} \sum_{j=1} a_{k,j} Y_{k,j}(x),$$

with $\sum_{j=1}^{N(d,k)} a_{k,j}^2 < \infty$. Similarly, any dot-product kernel $K(x,x') = \kappa(\langle x, x' \rangle)$ on the sphere may be written

$$\kappa(\langle x, x' \rangle) = \sum_{k=0}^{N(d,k)} \mu_k \sum_{j=1}^{N(d,k)} Y_{k,j}(x)Y_{k,j}(x'),$$

where $\mu_k$ is given by $\mu_k = \frac{\omega_{d-2}}{\omega_d} \int_{-1}^1 \kappa(t) P_{d,k}(t)(1-t^2)^{d-3}/2 dt$. Here, $\omega_{d-1}$ is the surface measure of the sphere in $d$ dimensions, and $P_{d,k}$ are Legendre or Gegenbauer polynomials of degree $k$ in $d$ dimensions (normalized with $P_{d,k}(1) = 1$), which form an orthogonal basis of $L^2([-1, 1], dw)$, with $dw(t) = (1-t^2)^{d-3}/2 dt$. When the kernel $K$ is positive definite and is used in the context of kernel ridge regression with data uniformly distributed on the sphere, then the $\mu_k$ also correspond to the eigenvalues of the covariance operator. These eigenvalues and their decay then control the statistical properties of the kernel ridge regression estimator [6].

**Spherical harmonics and group-invariant functions.** In order to describe harmonic decompositions of functions satisfying the group invariance property [1] for a discrete group $\mathcal{G}$, we follow [23] and define the symmetrization operator

$$S_G f(x) = \frac{1}{|G|} \sum_{\sigma \in G} f(\sigma \cdot x). \quad (5)$$

This operator acts as a projection from $L^2(\mathcal{G})$ to a subset thereof which contains invariant functions. It can be shown that the spaces $V_{d,k}$ of spherical harmonics of degree $k$ are stable by $S_G$, and we may then define an orthonormal basis of $\overline{V_{d,k}} := S_G V_{d,k}$ consisting of *invariant* spherical harmonics $\{\overline{Y}_{k,j}\}_{j=1}^{N(d,k)}$. We then have the following lemma.

**Lemma 1** (Representation of projection [23]). For any $k \geq 0$, we have

$$\gamma_d(k) := \frac{N(d,k)}{\overline{N}(d,k)} = \frac{1}{|G|} \sum_{\sigma \in G} E_x [P_{d,k}(\langle \sigma \cdot x, x \rangle)] . \quad (6)$$

The quantity $\gamma_d(k)$ will play an important role in determining the gains in sample complexity brought by invariance. We will show in Section 3 that $\gamma_d(k)$ converges to $1/|G|$ for large $k$, with an asymptotic behavior that is governed by spectral properties of the elements of the group.

### 3 Sample Complexity of Invariant Kernels

We begin our study by focusing on the invariant case. In this section, we study the sample complexity of learning invariant functions, by considering kernel ridge regression estimators and providing non-parametric rates of convergence that illustrate the gains achievable with invariant kernels compared to non-invariant ones.
Kernel ridge regression (KRR) and invariant kernels. For a positive definite kernel $K$ with RKHS $\mathcal{H}_K$, we consider the KRR estimator $\hat{f}_\lambda$ given by

$$\hat{f}_\lambda := \arg \min_{f \in \mathcal{H}_K} \frac{1}{n} \sum_{i=1}^{n} (f(x_i) - y_i)^2 + \lambda \|f\|_{\mathcal{H}_K}^2. \quad (7)$$

We consider the following kernels, which we assume positive definite, given for $x, x' \in \mathbb{S}^{d-1}$ by

$$K(x, x') = \kappa((x, x')), \quad K_G(x, x') = \frac{1}{|G|} \sum_{\sigma \in G} \kappa((\sigma \cdot x, x')),$$  

with $\kappa(u) \leq 1$. A common example for $\kappa$ is the arc-cosine kernel \cite{2}, which arises from infinite-width shallow neural networks with ReLU activations. The following integral operator defined on $L^2(d\tau)$ and its eigen decomposition play an important role for the statistical and approximation properties of kernel methods:

$$T_K f(x) = \int K(x, x') f(x') d\tau(x'). \quad (9)$$

We now show that its spectral properties are closely related for $K$ and $K_G$.

**Lemma 2** (Spectral properties of $K$ and $K_G$). There exists a basis of spherical harmonics in which the operators $T_K$ and $T_{K_G}$ are jointly diagonalized. They admit the same eigenvalues $\mu_k$ as in \cite{4}, with multiplicity $N(d, k)$ for $T_K$ and $\overline{N}(d, k)$ for $T_{K_G}$.

The decay of the eigenvalues $\mu_k$ controls the smoothness of functions in the RKHS, for instance when $\mu_k$ decays polynomially, $T_K$ behaves similarly to powers of the Laplacian on the sphere, leading to functional spaces similar to Sobolev spaces. For the example of the arc-cosine kernel, $\mu_k$ decays as $k^{-d-2}$, leading to an RKHS containing functions with $d/2 + 1$ bounded derivatives \cite{2}.

**Approximation error.** The approximation error of kernel methods is often controlled by the following quantity (e.g., \cite{3}, \cite{12}):

$$A_{\mathcal{H}}(\lambda, f^*) = \inf_{f \in \mathcal{H}} \|f - f^*\|_{L^2(d\tau)}^2 + \lambda \|f\|_{\mathcal{H}}^2, \quad (10)$$

where $f^*$ is a target function in $L^2(d\tau)$, and $\mathcal{H}$ is a given RKHS. In particular, if $f^*$ is smooth enough so that $f^* \in \mathcal{H}$, then we have $A_{\mathcal{H}}(\lambda, f^*) \leq \lambda \|f^*\|_{\mathcal{H}}^2$, while if $f^* \notin \mathcal{H}$, e.g., if $f^*$ is only Lipschitz, then $A_{\mathcal{H}}(\lambda, f^*)$ typically grows much faster with $\lambda$. We now show a useful result for invariant targets, showing that in this case the approximation error is the same for the kernels $K$ and $K_G$.

**Lemma 3** (Approximation error for invariant functions.). If $f^*$ is invariant to the group $G$, so that $f^* = S_G f^*$, then we have

$$A_{\mathcal{H}_K}(\lambda, f^*) = A_{\mathcal{H}_{K_G}}(\lambda, f^*). \quad (11)$$

**Degrees of freedom.** The above result suggests that any gains of using $K_G$ instead of $K$ for learning invariant functions should come from estimation rather than approximation error. The estimation error of ridge regression estimators is typically controlled with the following quantity, often called degrees of freedom or effective dimension (e.g., \cite{3}, \cite{13}):

$$N_K(\lambda) = \text{Tr}(\Sigma_K (\Sigma_K + \lambda I)^{-1}) = \sum_{m \geq 0} \frac{\lambda_m}{\lambda_m + \lambda}, \quad (12)$$

where $\Sigma_K = \mathbb{E}_x [K(x, \cdot) \otimes \mathcal{H}_K] K(x, \cdot)$ is the covariance operator and $(\lambda_m)_{m \geq 0}$ its eigenvalues, taking multiplicity into account, which are the same as those of $T_K$ when data is distributed according to $d\tau$ \cite{3}. We then obtain the following simple result relating $N_{K_G}$ to $N_K$.

**Lemma 4** (Degrees of freedom for $K$ and $K_G$.). For any $\ell \geq 0$, we have

$$N_{K_G}(\lambda) \leq D(\ell) + \nu_{d}(\ell)N_K(\lambda),$$

where $D(\ell) := \sum_{k < \ell} \overline{N}(d, k)$ and $\nu_{d}(\ell) := \sup_{k \geq \ell} \gamma_{d}(k)$, with $\gamma_{d}$ given in \cite{6}.

This suggests that for a fixed $\ell$, the effective dimension of $K_G$ is controlled by a factor $\nu_{d}(\ell)$ times that of $K$, up to a finite fixed dimension $D(\ell)$. For difficult non-parametric problems which require small $\lambda$ at large sample sizes, the second term will tend to dominate, so that having a small $\nu_{d}(\ell)$ may help reduce sample complexity compared to using the vanilla kernel $K$, an observation which we make rigorous below.
We then have, for \( \lambda \)

**Theorem 5**  (Generalization of invariant kernel.)

The theorem shows that the generalization error for the invariant kernel behaves as if it effectively had

The first, second, and fourth conditions are commonly used in the kernel methods literature [8]. (A1)

\[ \text{Let } n \text{ be such that } \mathbb{E}_p[(y - f^*(x))^2|x] \leq \sigma_p^2. \]

In the same setting, KRR with kernel

On the sphere, \( \alpha = \frac{2\alpha}{\alpha - 1} \) corresponds to having \( s \) bounded derivatives, e.g., we have \( s = d/2 + 1 \) for the arc-cosine kernel. The parameter \( r \) in (A2) defines the regularity of \( f^* \) relative to that of the kernel: \( r = 1/2 \) corresponds to \( f^* \in H_K \), while larger (resp. smaller) \( r \) implies \( f^* \) is more (resp. less) smooth. The condition on \( r \) is needed for our specific bound, which is based on [3, Proposition 7.2], but may be bypassed using different algorithms or analyses [17, 26]. We now present our bound on the excess risk.

**Theorem 5**  (Generalization of invariant kernel.). Assume (A1-4). Let \( \nu_d(\ell) \) be as in Lemma 4 or an upper bound thereof, and assume \( \nu_0 := \inf_{\ell > 0} \nu_d(\ell) > 0. \)

\[ \text{Let } n \geq \max \left\{ \|f^*\|_\infty^2/\sigma_p^2, (C_1/\nu_0) \frac{\alpha r}{\alpha r + 1} \right\}, \text{ and define} \]

\[ \ell_n := \sup \{ \ell : D(\ell) \leq C_2 \nu_d(\ell) \frac{2\alpha r}{\alpha r + 1} n \frac{1}{\alpha r + 1} \}. \]  \( \text{(13)} \)

We then have, for \( \lambda = C_3(\nu_d(\ell_n)/n)^{\alpha/(2\alpha r + 1)}, \)

\[ \mathbb{E}[R(\hat{f}_\lambda) - R(f^*)] \leq C_4 \left( \frac{\nu_d(\ell_n)}{n} \right)^{\frac{2\alpha r}{\alpha r + 1}}. \]  \( \text{(14)} \)

In the same setting, KRR with kernel \( K \) and \( \lambda = C_3 n \frac{1}{\alpha r + 1} \) achieves \( \mathbb{E}[R(\hat{f}_\lambda) - R(f^*)] \leq C_4 n \frac{\alpha r}{\alpha r + 1}, \) where \( C_3, C_4 \) are the same constants as for the invariant kernel. Here, the constants \( C_1, C_4 \) only depend on the parameters of assumptions (A1-4).

The theorem shows that the generalization error for the invariant kernel behaves as if it effectively had access to \( n/\nu_d(\ell_n) \) samples, so that \( \nu_d(\ell_n) \) plays the role of an effective inverse sample complexity gain at sample size \( n \). Note that \( \nu_d(\ell_n) \leq 1 \) and \( \nu_d \) is decreasing, so that we always have some improvement in sample complexity, and this gets better when \( \ell_n \) is large. In particular, we show in Section 3 that \( \gamma_d(k), \) and hence \( \nu_d(\ell) \) converge to \( 1/|G|, \) so that asymptotically the gain in sample complexity can be as large as the size of the group, which in some cases may grow exponentially in \( d \).

**Asymptotic estimates of the effective gain \( \nu_d(\ell_n) \).** We now study the asymptotic behavior of the effective gain factor \( \nu_d(\ell_n) \) when \( n \to \infty \), by considering a case where an asymptotic equivalent of \( \nu_d(\ell) \) in \( f \) is known:

\[ \nu_d(\ell) \approx \nu_0 + c\ell^{-\beta}. \]

In Section 4, we obtain such asymptotics with \( \nu_0 = 1/|G|, \) and a rate \( \beta \) that depends on spectral properties of the elements of \( G, \) as well as upper bounds with possibly faster rates \( \beta \) at the cost of larger \( \nu_0. \) In Appendix B.5 we show that we may leverage this to obtain the following asymptotic estimate of the effective gain \( \nu_d(\ell_n) \):

\[ \nu_d(\ell_n) \leq \nu_0 + C \min \left\{ \left( \nu_0^{2\alpha r} n \right)^{\frac{\beta}{\alpha r + 1} + \frac{\alpha r}{\alpha r + 1}}, n \frac{\alpha r}{\alpha r + 1} \right\}. \]  \( \text{(15)} \)

Notice that when \( \beta \ll d, \) both exponents of \( n \) display a curse of dimensionality, but this curse goes away as \( \beta \) grows. Note also that the first exponent yields a faster rate, but one that is only achieved for large \( n \) due to the factor \( \nu_0^{2\alpha r}, \) which may be small for large groups.

**Curse of dimensionality and optimality.** Note that the bound obtained in Theorem 5 is still cursed for an invariant target \( f^* \), in the sense that the exponent in the rate is of order \( 1/d \) when \( f^* \) is only assumed to be Lipschitz. Indeed, a Lipschitz assumption on \( f^* \) corresponds to taking \( r = 1/2 \) and \( \alpha = 2 \) such that \( 2\alpha r = 2/(d - 1), \) which makes the source condition (A2) similar to a bound on \( \| \nabla f^* \|_{L^2(\mathcal{A})}. \)
We note that since \( q \) w.l.o.g. that which considers the different regime of fixed with similar kernels. They consider a high-dimensional regime where \( c \) with \( n \to \infty \), for some \( \alpha \) which they call degeneracy, then the invariant kernel can learn polynomials of degree \( \ell \) with \( n \approx d^\alpha \) while the non-invariant kernel needs \( n \approx d^\alpha \) samples. In some cases, such as the cyclic group, \( \alpha = 1 \) and hence the gain of a factor \( d^\alpha = d \) is equal the size of the group, but in other cases \( d^\alpha \) may be smaller than the group size. For groups of size exponential in \( d \), the analysis in \( [23] \) may only achieve polynomial improvements by factors \( d^\alpha \), in contrast to our analysis, which considers the different regime of fixed \( d \) and \( n \to \infty \), and may lead to gains by exponential factors if \( |G| \) is large, at least asymptotically.

### 4 Counting Invariant Polynomials

In this section, we study the asymptotic behavior of \( \gamma_d(k) \), given in \( [6] \), when \( k \to \infty \) and the dimension \( d \) and the group \( G \) are fixed. This quantity can be seen as capturing the fraction of orthogonal spherical harmonics of degree \( k \) that are invariant to \( G \), and helps us control the possible gains in sample complexity for learning invariant functions, as described in Section \( [3] \).

Denoting \( \gamma_{d,\sigma}(k) := \mathbb{E}_x [P_{d,k}((\sigma \cdot x), x)] \), we will show that \( \gamma_{d,\sigma}(k) \) vanishes for large \( k \) for any \( \sigma \) that is not the identity. This implies that \( \gamma_d(k) \) converges to \( 1/|G| \), since we trivially have \( \gamma_d(k) = P_{d,k}(1) = 1 \). We further characterize the asymptotic behavior of \( \gamma_d(k) \) in terms of properties of the group elements. In the following we consider the case of \( G \) being a subgroup of \( S_d \), the groups of permutations on \( d \) elements.

#### Decay of \( \gamma_{d,\sigma}(k) \).

Our main insight is to leverage the fact that when \( \sigma \) is not the identity, then the random variable \( z_\sigma = \langle \sigma \cdot x, x \rangle \) when \( x \sim \sigma \) admits a density on \([-1, 1] \), which we denote \( q_\sigma \). This by itself will prove sufficient to show that \( \gamma_{d,\sigma}(k) \) decays for large \( k \), thanks to the oscillatory behavior of \( P_{d,k} \). We can then further characterize its asymptotic behavior by studying the singularities of \( q_\sigma \), leveraging the seminal work of Saldanha and Tomei \( [28] \). In particular, these depend on spectral properties of the matrix associated to \( \sigma \). We summarize this in the next proposition.

**Proposition 6** (Asymptotic behavior of \( \gamma_{d,\sigma}(k) \)). Let \( A_\sigma \) be the matrix associated to \( \sigma \neq \Id \), that is such that \( \sigma \cdot x = A_\sigma x \). Denote by \( \Lambda_\sigma \) the set of (complex) eigenvalues of \( A_\sigma \), and by \( m_\lambda \) the multiplicity of \( \lambda \in \Lambda_\sigma \). When \( k \to \infty \), we have the asymptotic equivalent \( \gamma_{d,\sigma}(k) = \sum_{\lambda \in \Lambda_\sigma} \gamma_{d,\sigma,\lambda}(k) \), where

\[
\gamma_{d,\sigma,\lambda}(k) \lesssim \begin{cases} 2^{-\kappa_1} & \text{if } \lambda = \pm 1, \\ 2^{-\kappa_2} & \text{otherwise}, \end{cases}
\]

where \( \lesssim \) hides constants that may depend on \( d \), \( \sigma \) and \( \lambda \).

Every permutation \( \sigma \in S_d \) (where \( S_d \) is the symmetric group of permutations) can be decomposed into cycles on disjoint orbits; the eigenvalues \( \lambda \) (and their multiplicities \( m_\lambda \)) of a matrix \( A_\sigma \) admit an interpretation based on such decomposition. Indeed, since \( A_\sigma \) is unitary, its eigenvalues are of the form \( \lambda = e^{i\pi\theta} \), and one can verify that necessarily \( \theta = \frac{\pi}{q} \in \mathbb{Q} \). Furthermore, assuming w.l.o.g. that \( q \) is prime, such eigenvalue appears whenever \( \sigma \) contains a cycle of length a multiple of \( q \). In particular, the multiplicity of the eigenvalue \( 1, m_1 \), corresponds to the total number of cycles in such a decomposition, which we will denote by \( c(\sigma) \). Then \( \gamma_{d,\sigma}(k) \) can be controlled as follows.

**Corollary 7** (Decay of \( \gamma_{d,\sigma}(k) \)). Let \( \sigma \neq \Id \), and let \( c(\sigma) \) denote the number of cycles in \( \sigma \). Then,

\[
\gamma_{d,\sigma}(k) \lesssim \begin{cases} 2^{-d+c(\sigma)} & \text{if } c(\sigma) > \frac{d+3}{2} \\ 2^{-d/2+\alpha} & \text{otherwise}, \end{cases}
\]
Decay on specific subgroups. We may now use Corollary 7 to study the asymptotic behaviour of \( \gamma_d(k) \) as \( k \to \infty \) for various choices of subgroups of \( S_d \), using the following result.

Corollary 8 (Upper bounds with permutation statistics). Let \( G \) be a subset of \( S_d \) and define \( \zeta(G, s) := |\{ \sigma \in G : c(\sigma) > s \}| \) for \( s \in [d-1] \). Then, for any \( s \), we have

\[
\gamma_d(k) \leq \frac{\zeta(G, s)}{|G|} + O\left(k^{-d+\max\{s, d/2+6\}}\right),
\]

with equality if \( s \) is such that \( \zeta(G, s) = 1 \).

Note that such an upper bound immediately yields a similar upper bound for \( \nu_d(\ell) \) as defined in Section 5 which then controls the effective gain in sample complexity in Theorem 5. Indeed, (17) implies that there is a constant \( C \) such that for all \( k > 0 \), \( \gamma_d(k) \leq \zeta(G, s)/|G| + C k^{-d+\max\{s, d/2+6\}} \).

Since this upper bound decreases with \( k \), we obtain

\[ \nu_d(\ell) \leq \frac{\zeta(G, s)}{|G|} + C \ell^{-d+\max\{s, d/2+6\}}. \]

In the context of the generalization bound of Theorem 5 and our heuristic derivation thereafter, the effective gain in sample complexity is then governed an upper bound on \( \nu_d(\ell_n) \) as in (15), with asymptotic gain \( \nu_0 = \zeta(G, s)/|G| \) and rate \( \beta = d - \max\{s, d/2 + 6\} \).

Example 9 (Translations). Let \( G = C_d \) be the cyclic group on \( d \) elements. Then it holds

\[ \gamma_d(k) = \frac{1}{d} + O\left(k^{-d/2+6}\right). \]

This follows by noticing that every translation \( \sigma \) (but the identity) satisfies \( c(\sigma) \leq d/2 \). This leads to an asymptotic gain \( \nu_0^{-1} = d \) and \( \beta = d/2 - 6 \) leads to fast convergence in (15) even when \( d \) is large.

Example 10 (Local translations). Let \( d = s \cdot r \) (with \( r, s \geq 5 \) for simplicity), and consider the group composed of translations over \( r \) blocks of coordinates of size \( s \); i.e., the block-cyclic group

\[ G = \{ \sigma : \sigma = \sigma^{(1)} \circ \cdots \circ \sigma^{(r)} \} \]

where each \( \sigma^{(i)} \) is a translation over the set \( \{(i-1)s + 1, \ldots, is\} \), for \( i \in [r] \). Then it holds

\[ \gamma_d(k) = \frac{1}{s^r} + O\left(k^{-s/2+1}\right). \]

This follows by noticing that every local translation \( \sigma \) (but the identity) satisfies \( c(\sigma) \leq (d-s) + s/2 \). Here the asymptotic gain is \( \nu_0^{-1} = s^r = s^{d/s} \), which can be exponential in \( d \) when \( s \) is small. We have \( \beta = s^r - 1 \), which leads to much slower convergence than the translation case, unless \( s \) is large and of order \( d \).

Example 11 (Full permutation group). For the case of \( G = S_d \), we can split the group based on the value of \( \text{Fix}(\sigma) \), the number of elements fixed by a permutation \( \sigma \). Denote

\[ \xi(G, s) := |\sigma \in G : \text{Fix}(\sigma) > s| = \sum_{j=s+1}^{d} \binom{d}{j} \cdot j! \cdot (d-j). \]

for \( s \in [d-1] \), where \( !k \) denotes the \( k \)-th subfactorial. Then we have

\[ \gamma_d(k) \leq \frac{\xi(G, s)}{d!} + O\left(k^{-d/2+\max\{s/2, 6\}}\right), \]

with equality for \( s = d - 1 \). This follows from the fact that \( c(\sigma) \leq \text{Fix}(\sigma) + (d - \text{Fix}(\sigma))/2 \). In particular, it follows

\[ \gamma_d(k) \leq \frac{2}{(s+1)!} + O\left(k^{-d/2+\max\{s/2, 6\}}\right). \]

When considering the full group, we may get a large asymptotic improvement of order \( \nu_0^{-1} = |G| = d! \) in sample complexity, but a slow convergence with \( \beta = -1 \) as per Corollary 8 (assuming \( d \) large enough). Using different values of \( s \) may yield different upper bounds with faster convergence rates \( \beta = d/2 - \max\{s/2, 6\} \), but smaller asymptotic gains in sample complexity, given by \( \nu_0^{-1} = (s + 1)!/2 \). For instance, with \( s = d/2 \) and \( d \) large enough, we have \( \beta = d/4 \), leading to a potentially fast convergence rate in (13) towards a sample complexity gain that is still significantly large, of order \( (d/2 + 1)!/2 \).

Overall, these examples show that the size of the group determines the best possible improvement in sample complexity, while the spectral properties of its permutations dictate how quickly we may achieve these gains.
5 Beyond Group Invariance: Geometric Stability

In this section, we study gains in sample complexity when the target function \(f^*\) is not fully invariant to a group, but may be stable under small geometric changes on the input. We formalize this by considering a similar averaging operator \(S_G\), but we allow \(G\) to be a generic set of permutations instead of a group, and allow for a weighted average:

\[
S_G f(x) := \sum_{\sigma \in G} h(\sigma) f(\sigma \cdot x),
\]

(19)

where \(h(\sigma) \geq 0\) for all \(\sigma \in G\) and \(\sum_{\sigma \in G} h(\sigma) = 1\). We assume that \(G\) is “symmetric”, i.e., \(\sigma^{-1} \in G\) when \(\sigma \in G\) and \(h(\sigma^{-1}) = h(\sigma)\), so that \(S_G\) is self-adjoint. In this case, images of \(S_G\) are not invariant functions, but may nevertheless exhibit a form of “local” stability to small perturbations of the input data. For instance, if \(G\) consists of local translations by at most a few pixels, or if \(G\) consists of all translations but \(h\) is localized around the identity, then applying \(S_G\) yields functions that are stable to local translations. We may also consider a more structured set \(G\) of permutations that resemble local deformations, consisting of both a global translation as well as different local translations at different scales, as we describe below.

**Spectral properties of \(S_G\).** Note that in this setup, we no longer have that \(S_G\) is a projection, however we may still view it as a smoothing operator, which attenuates certain harmonics that are “less” invariant than others. The next lemma shows related spectral properties to the invariant case.

**Lemma 12 (Spectral properties of \(S_G\)).** There exists a basis of spherical harmonics \(Y_{k,j}\), for \(k \geq 0\), and \(j = 1, \ldots, N(d, k)\), in which the operator \(S_G\) is diagonal, with eigenvalues \(\lambda_{k,j} \geq 0\). In analogy to Lemma 7 we have

\[
\gamma_d(k) := N(d, k)^{-1} \sum_{j=1}^{N(d, k)} \lambda_{k,j} = \sum_{\sigma \in G} h(\sigma) \mathbb{E}_x [P_{d,k}((\sigma \cdot x, x))].
\]

(20)

We also define \(\nu_d(\ell) := \sup_{k \geq \ell} \gamma_d(k)\).

**Sample complexity of stable kernel.** In analogy to Section 3 we may consider a stable kernel

\[
K_G(x, x') = \sum_{\sigma \in G} h(\sigma) \kappa((\sigma \cdot x, x')).
\]

(21)

Then, it is easy to check that the integral operator of \(K_G\) is given by \(T_{K_G} = S_G T_K\). In contrast to Section 3 we no longer have that the approximation errors of \(K\) and \(K_G\) are the same in general on “geometrically stable” functions, since the notion is not precisely defined. Nevertheless, we may represent favorable targets \(f^*\) as those whose coefficients decay similarly at each frequency \(k\) to those of \(S_G\), by viewing it as a smoothing of some \(L^2\) function \(g^*\), i.e., \(f^* = S_G^d g^*\) for some exponent \(r\). With this in mind, we make the following assumptions, replacing assumptions (A1-3) of Section 3:

- **(A5) capacity:** the eigenvalues \((\xi_m)_{m \geq 0}\) of \(T_K\) satisfy \(\xi_m \leq C(m+1)^{-\alpha}\).
- **(A6) source condition:** there exists \(r > \frac{\alpha-1}{2\alpha}\) and \(g \in L^2(d\tau)\) with \(\|g\|_{L^2(d\tau)} \leq C_f\), such that \(f^* = S_G^d T_K g\).

Note that (A6) corresponds to a standard source condition with the kernel \(K_G\) (since \(T_{K_G} = S_G^d T_K\)), yet it reveals how \(K_G\) jointly performs smoothing on the sphere, through \(T_K\), as well as on permutations through \(S_G\). While these two forms of smoothing appear “entangled” in this assumption, one may balance them by choosing different levels of smoothing in the kernel function \(\kappa\), or by averaging multiple times in (21). Assumption (A5) is needed for obtaining a variant of Lemma 4 and implies (A1) with \(C_K \propto C_1^{1/\alpha}\). We then obtain the following generalization bound.

**Theorem 13 (Generalization with geometric stability).** Assume (A4-6), and assume \(\nu_0 := \inf_{\ell \geq 0} \nu_d(\ell) > 0\). Let \(n \geq \max(||f^*||_\infty^2 / \sigma^2, (C_1 / \nu_0)^{1/(2\alpha r + 1 - \alpha)})\), and define

\[
\ell_n := \sup\{\ell : D(\ell) \leq C_2 \nu_d(\ell) \frac{2^\ell}{2^{\ell + \tau + 1}} n \frac{1}{\nu_d(\ell)} \}.
\]

(22)
We then have, for \( \lambda = C_3(\nu_d(\ell_n)^{1/\alpha}/n)^{\alpha/(2\alpha r + 1)} \),
\[
\mathbb{E}[R(\hat{f}_\lambda) - R(f^*)] \leq C_4 \left( \frac{\nu_d(\ell_n)^{1/\alpha}}{n} \right)^{\frac{2\alpha r}{2\alpha r + 1}}.
\] (23)

In the same setting, KRR with kernel \( K \) achieves a similar bound with \( \nu_d(\ell_n)^{1/\alpha} \) replaced by \( 1 \), but with a possibly smaller constant \( C_4 \). Here, the constants \( C_1:4 \) only depend on the parameters of assumptions (A4-6).

Note that the obtained generalization bound is very similar to Theorem 5 but with a factor \( \nu_d(\ell_n)^{1/\alpha} \) instead of \( \nu_d(\ell_n) \). This is due to the fact that in contrast to the invariant case, where \( \gamma_d(k) \) in (5) can help precisely control the number of invariant spherical harmonics, in this case \( \gamma_d(k) \) as computed in (20) can only give information about the sum of the eigenvalues \( \lambda_{k,j} \) at frequency \( k \), which may be insufficient to precisely estimate the gains in effective dimension. The gap between these two factors is relatively small for kernels with slow decays (\( \alpha \approx 1 \)) but can be more pronounced for smooth kernels with fast decays (large \( \alpha \)). Note also that the different source condition (A6) leads to a different approximation error, and thus to an approximation-estimation trade-off related to stability, which does not appear in the group-invariant case. More precise estimates of the decays of \( \lambda_{k,j} \) may help characterize this tradeoff more formally, and we leave this question to future work. As in (15), we may derive an estimate of \( \nu_d(\ell_n) \), namely if \( \nu_d(\ell) \approx u_0 + c\ell^{p-\beta} \), then we have
\[
\nu_d(\ell_n) \leq u_0 + C \min \left\{ \left( \frac{2^m u_0}{n^{(\alpha - 1)/(2\alpha r + 1)}} \right)^{\frac{\beta}{\alpha r}}, n^{(\alpha - 1)/(2\alpha r + 1) + 2\alpha r} \right\}.
\] (24)

Deformation-like stability. For inputs \( x \) defined as signals \( x \in L^2(\Omega) \) over a continuous domain \( \Omega \subseteq \mathbb{R}^d \), the action of ‘small’ diffeomorphisms \( \varphi : \Omega \to \Omega \) as \( \langle \varphi \cdot x \rangle(u) = x(\varphi^{-1}(u)) \) is a powerful diagnostic of performance of trainable CNNs [25], and a key guiding principle for scattering representations [22]. In these works, the basic deformation cost is measured as \( \| \varphi \| := \sup_u \| \nabla \varphi(u) - I \| \). We instantiate an equivalent of small deformations in our finite-dimensional setting as follows.
\[
\Phi_\varepsilon := \{ \sigma \in \mathcal{S}_d : |\sigma(u) - \sigma(u') - (u - u')| \leq \varepsilon |u - u'| \},
\] (25)
where the differences are taken modulo \( d \). For \( \varepsilon = 0 \), we recover the translation group described in Example 9. We can verify that \( \varepsilon = 1 \) also corresponds to the translation group (due to the constraint that \( \sigma(u) \neq \sigma(u') \) whenever \( u \neq u' \)), thus the first non-trivial model corresponds to \( \varepsilon = 2 \).

Proposition 14 (Upper bound on \( \gamma_d(k) \) for deformations.). It holds \( \Phi_2^{-1} = \Phi_2 \). Moreover, \( |\Phi_2| \geq \tau^d \) for \( \tau \approx 1.714 \), and
\[
\gamma_d(k) \leq C \left( \frac{\varepsilon^{2\eta}}{(2\eta)^2 \tau^{1-2\eta}} \right)^d + O \left( k^{-\eta d} \right).
\] (26)

for \( \eta < 1/4 \). In particular, \( \hat{\tau}^{-1} := \frac{2\eta}{(2\eta)^2 + 1/2} < 1 \) for \( \eta < 0.07 \), leading to an effective gain in sample complexity exponential in \( d \), \( \gamma_0^{1/\alpha} = O(\hat{\tau}^{d/\alpha}) \), and \( \beta = \eta d \) resulting in fast convergence in (24) even for large \( d \).

We thus verify that small deformations, already with \( \varepsilon = 2 \), provide a substantial gain relative to rigid translations, since \( \Phi_2 \) now grows exponentially with the dimension, rather than linearly. Let us remark that our small deformation model (25) acting on \{1, d\} differs in important ways from diffeomorphisms acting on a continuous domain. In our case they define unitary operators (since they are constructed as subsets of the permutation group), as opposed to diffeomorphisms, for which \( \| \varphi \cdot x \|_{L_2(\Omega)} \neq \| x \|_{L_2(\Omega)} \) generally. In other words, the ‘deformations’ in \( \Phi_\varepsilon \) are more akin to local shufflings of the pixels rather than local distortions. That said, our model does roughly capture the size of small deformation classes. An interesting question for future work is to extend our framework to non-unitary transformations, which could accommodate appropriate discretisations of continuous diffeomorphisms.

6 Numerical Experiments

In this section, we provide simple numerical experiments on synthetic data which illustrate our theoretical results. In Figure 1, we consider KRR on 5 000 training samples with inputs uniformly
KRR, perm f*, d = 6

KRR, block_cyclic_2, d = 12

KRR, block_cyclic_6, d = 12

Figure 1: Comparison of KRR with invariant and non-invariant kernels. (left) permutation-invariant target with $d = 6$, comparison between various invariant kernels (cyclic, block-cyclic, and permutation groups). (center/right) invariant vs non-invariant kernels on invariant target functions with $d = 12$, for block-cyclic groups $G$ of two different sizes.

distributed on $S^{d-1}$, and outputs generated according to a target non-smooth function $f^* = S_G g^*$, with $g^*(x) = \mathbb{I}\{w^*_i x \geq 0\}$, where the averaging operator $S_G$ is over different groups in each plot. The regularization parameter $\lambda$ is optimized on 5,000 test samples. We use the dot-product kernel function $\kappa(u) = (u + 1) \kappa_1(u)$, where $\kappa_1$ is the arc-cosine kernel of degree 1, which corresponds to an infinite-width shallow ReLU network [9].

When the target is permutation-invariant, we can see in Figure 1(left) that the kernel based on permutation invariance leads to the largest gain in sample complexity compared to those which use cyclic or block-cyclic groups. Since the permutation group has the largest cardinality, this is consistent with our finding that the gains may be of the order of the size of the group. Figures 1(center/right) consider the example of cyclic translations on local blocks of size 2 or 6 (Example 10 with $s = 2$ or 6), and illustrate that the improvement in sample complexity happens later for $s = 2$ than $s = 6$, which is consistent with the slower decays of $\gamma_d$ obtained in [18] due to the larger number of cycles.

7 Discussion and Conclusion

We have studied how geometric invariance or stability assumptions on target functions enable more efficient learning, with improvements in sample complexity which may be as large as the number of permutations considered in the group or set of elements to which the target is invariant or stable. In particular, this gain can be exponential in the dimension if we consider, e.g., all permutations, local translations on small blocks, or permutations that resemble small deformations. This last example provides a strong justification for seeking models and architectures that are stable to deformations, a natural prior when learning functions on images [25]. In that respect, our results provide a theoretical baseline to assess learning guarantees under geometric priors: by designing appropriate geometrically stable kernels, we simultaneously address approximation and generalisation errors within a framework of convex optimization.

That said, while these gains may be large in practice, the obtained rates are still generically cursed by dimension if the target is non-smooth. In other words, invariance or geometric stability allows us to express Lipschitz assumptions with respect to weaker metrics. While these stronger regularity assumptions result in important gains in sample complexity, they do not overcome the inherent difficulty of learning non-smooth structures in high-dimensions. This suggests that further assumptions may be needed to learn efficiently on high-dimensional geometric data, for instance with more structured forms of regularity beyond our invariant/stable setup, which may be exploited perhaps through architectures that involve local connectivity, hierarchy (which would explain the benefits of depth, as opposed to our current results), or feature learning [2, 4, 16, 21, 27]. A natural further question is to study stability to transformations that are not necessarily permutations, and which may then provide more realistic models of continuous deformations. Another interesting question is to study whether it is possible to adapt to general symmetries present in the target, instead of encoding them in the model with an appropriately designed kernel as done here.
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This appendix contains additional background on spherical harmonics (Appendix A), and proofs of the results from Section 3, 4 and 5 (in Appendix B, C and D respectively).

A Background on Spherical Harmonics and Legendre Polynomials

In this section, we provide background on spherical harmonic and Legendre/Gegenbauer polynomials, which are used extensively in our analysis. See, e.g., [14] for references. We consider inputs on the $d − 1$ sphere $S^{d−1} = \{x \in \mathbb{R}^d, ||x|| = 1\}$.

We recall some properties of the spherical harmonics $Y_{k,j}$ introduced in Section 2. For $j = 1, \ldots, N(d, k)$, where $N(d, k) = \frac{2k + d - 2}{2} \binom{k + d - 3}{d - 2}$, the spherical harmonics $Y_{k,j}$ are homogeneous harmonic polynomials of degree $k$ that are orthonormal with respect to the uniform distribution $\tau$ on the $d−1$ sphere. The degree $k$ plays the role of an integer frequency, as in Fourier series, and the collection $\{Y_{k,j}, k \geq 0, j = 1, \ldots, N(d, k)\}$ forms an orthonormal basis of $L^2(S^{d-1}, d\tau)$. As with Fourier series, there are tight connections between decay of coefficients in this basis w.r.t. $k$, and regularity/differentiability of functions, in this case differentiability on the sphere. In particular, this is a key property that we exploit for obtaining decays related to the number of invariant polynomials in Proposition 6. This follows from the fact that spherical harmonics are eigenfunctions of the Laplace-Beltrami operator on the sphere $\Delta_{S^{d−1}}$ (see [14 Proposition 4.5]):

$$\Delta_{S^{d−1}} Y_{k,j} = -k(k + d - 2) Y_{k,j}. \quad (27)$$

For a given frequency $k$, we have the following addition formula:

$$\sum_{j=1}^{N(d,k)} Y_{k,j}(x) Y_{k,j}(y) = N(d,k)P_{d,k}(x^\top y), \quad (28)$$

where $P_{d,k}$ is the $k$-th Legendre polynomial in dimension $d$ (also known as Gegenbauer polynomial when using a different scaling), given by the Rodrigues formula:

$$P_{d,k}(t) = (-1)^k \frac{\Gamma(d+1)}{\Gamma(k + \frac{d}{2})} (1 - t^2)^{(3-d)/2} \left(\frac{d}{dt}\right)^k (1 - t^2)^{(k+3)/2}. \quad (29)$$

The polynomials $P_{d,k}$ are orthogonal in $L^2([-1, 1], dw)$ where the measure $dw$ is given by the weight function $dw(t) = (1 - t^2)^{(d-3)/2} dt$, and we have

$$\int_{-1}^1 P_{d,k}(t)(1 - t^2)^{(d-3)/2} dt = \frac{\omega_{d-1}}{\omega_{d-2}} \frac{1}{N(d,k)}. \quad (30)$$

where $\omega_{p-1} = \frac{2\pi^{p/2}}{\Gamma(p/2)}$ denotes the surface of the sphere $\mathbb{S}^{p-1}$ in $p$ dimensions. Using the addition formula (28) and orthogonality of spherical harmonics, we can show

$$\int P_{d,j}(w^\top x)P_{d,k}(w^\top y)d\tau(w) = \frac{\delta_{jk}}{N(d,k)} P_{d,k}(x^\top y) \quad (31)$$

We will use the following recurrence relation of Legendre polynomials [14 Eq. 4.36]

$$tP_{d,k}(t) = \frac{k}{2k + d - 2} P_{d,k-1}(t) + \frac{k + d - 2}{2k + d - 2} P_{d,k+1}(t), \quad (32)$$

for $k \geq 1$, and for $k = 0$ we simply have $tP_{d,0}(t) = P_{d,1}(t)$. We will also use the following pointwise upper bound on $P_{d,k}(t)$ (see [1 Eq. 2.117]):

$$|P_{d,k}(t)| \leq \frac{\Gamma(d/2)}{(d-2)! \sqrt{\pi}} \frac{4}{k(1 - t^2)^{(d-2)/2}} \quad (33)$$

The Funk-Hecke formula is helpful for computing Fourier coefficients in the basis of spherical harmonics in terms of Legendre polynomials: for any $j = 1, \ldots, N(d,k)$, we have

$$\int f(x^\top y)Y_{k,j}(y)d\tau(y) = \frac{\omega_{d-2}}{\omega_{d-1}} Y_{k,j}(x) \int_{-1}^1 f(t)P_{d,k}(t)(1 - t^2)^{(d-3)/2} dt. \quad (34)$$
For example, we may use this to obtain decompositions of dot-product kernels by computing Fourier coefficients of functions $\kappa((x, \cdot))$. Indeed, denoting

$$\mu_k = \frac{\omega_{d-2}}{\omega_{d-1}} \int_{-1}^{1} \kappa(t) P_{d,k}(t)(1 - t^2)^{(d-3)/2} dt,$$

writing the decomposition of $\kappa((x, \cdot))$ using (34) leads to the following Mercer decomposition of the kernel:

$$\kappa(x^\top y) = \sum_{k=0}^{\infty} \mu_k N(d,k) Y_k(x) Y_k(y) = \sum_{k=0}^{\infty} \mu_k N(d,k) P_{d,k}(x^\top y). \quad (35)$$

**B Proofs for Section 3 (Sample complexity of Invariant Kernels)**

**B.1 Proof of Lemma 2 (spectral properties of $K$ and $K_G$)**

Proof. That $\mu_k$ are eigenvalues of $T_K$ with multiplicity $N(d,k)$ is standard and follows from the Funk-Hecke formula (see, e.g. [29]). In particular, for any spherical harmonic $Y_k \in V_{d,k}$, we have $T_K Y_k = \mu_k Y_k$, and there are $N(d,k)$ orthogonal spherical harmonics in $V_{d,k}$.

For $K_G$, note that we have $T_{K_G} = S_G T_K$, so that for any $G$-invariant spherical harmonic $\overline{Y}_k \in \overline{V}_{d,k}$ we have $T_{K_G} \overline{Y}_k = \mu_k S_G \overline{Y}_k = \mu_k \overline{Y}_k$, while for any $Y_k \in V_{d,k} \cap \overline{V}_{d,k}$, we have $T_{K_G} Y_k = 0$ since $S_G Y_k = 0$.

**B.2 Proof of Lemma 3 (approximation error)**

Proof. Let $\overline{Y}_{k,j}$ for $j = 1, \ldots, N(d,k)$ be an orthonormal basis of $V_{d,k}$ such that $(\overline{Y}_{k,j})_{j \leq N(d,k)}$ form an orthonormal basis of $\overline{V}_{d,k}$. Then, the collection of $\overline{Y}_{k,j}$ for $k \geq 0$ and $j = 1, \ldots, N(d,k)$ forms an orthonormal basis of $L^2(d\tau)$.

For a function $f \in L^2(d\tau)$ with decomposition

$$f(x) = \sum_{k=0}^{N(d,k)} \sum_{j=1}^{N(d,k)} a_{k,j} \overline{Y}_{k,j}(x),$$

we have the following expressions of the RKHS norms for $K$ and $K_G$ by Mercer’s theorem (e.g., [12]):

$$\|f\|^2_{H_K} = \sum_{k: \mu_k > 0} \sum_{j=1}^{N(d,k)} \frac{a_{k,j}^2}{\mu_k}, \quad \text{if } a_{k,j} = 0 \text{ whenever } \mu_k = 0,$$

$$\|f\|^2_{H_{K_G}} = \sum_{k: \mu_k > 0} \sum_{j=1}^{N(d,k)} \frac{a_{k,j}^2}{\mu_k}, \quad \text{if } a_{k,j} = 0 \text{ whenever } \mu_k = 0 \text{ or } j > N(d,k),$$

Assume now that $f^*$ is invariant, so that its coefficients $a_{k,j}$ satisfy $a_{k,j}^* = 0$ for $j > N(d,k)$. We have

$$A_{H_K}(\lambda, f^*) = \inf_{f \in H_K} \|f - f^*\|^2_{L^2(d\tau)} + \lambda \|f\|^2_{H_K},$$

$$= \inf_{a_{k,j}} \sum_{k: \mu_k > 0} \sum_{j=1}^{N(d,k)} \left( (a_{k,j} - a_{k,j}^*)^2 + \lambda \frac{a_{k,j}^2}{\mu_k} \right),$$

$$= \inf_{a_{k,j}} \sum_{k: \mu_k > 0} \sum_{j=1}^{N(d,k)} \left( a_{k,j}^2 + \lambda \frac{a_{k,j}^2}{\mu_k} \right) + \sum_{k: \mu_k > 0} \sum_{j=N(d,k)+1}^{N(d,k)} (1 + \lambda/\mu_k) a_{k,j}^2,$$

which proves the lemma.
B.3 Proof of Lemma 4 (degrees of freedom)

Proof. The result immediately follows from the following expressions of degrees of freedom for \( K \) and \( K_G \):

\[
\mathcal{N}_K(\lambda) = \sum_{k \geq 0} \mathcal{N}(d, k) \frac{\mu_k}{\mu_k + \lambda}, \quad \mathcal{N}_{K_G}(\lambda) = \sum_{k \geq 0} \mathcal{N}(d, k) \frac{\mu_k}{\mu_k + \lambda}.
\]

(36)

B.4 Proof of Theorem 5 (generalization bound)

Proof. We start from the following bound from \([3, Proposition 7.2]\), which holds for any \( \lambda \leq 1 \), assuming \( K_G(x, x) \leq 1 \) almost surely (this is satisfied when \( \kappa(u) \leq 1 \), and for \( n \geq \frac{\lambda}{\lambda}(1 + \log(1/\lambda)) \)):

\[
\mathbb{E}[R(\hat{f}_\lambda) - R(f^*)] \leq 16 \frac{\sigma_q^2}{n} \mathcal{N}_{K_G}(\lambda) + 16 A_{\mathcal{H}_{K_G}}(\lambda, f^*) + \frac{24}{\pi^2} \left\| f^* \right\|_2^2.
\]

(37)

Under assumption (A2), we have (see, e.g., \([12, Theorem 3, p.33]\), using that \( \left\| f \right\|_{\mathcal{H}} = \| T_K^{-1/2} f \|_{L^2(\mathcal{H})} \))

\[
A_{\mathcal{H}_K}(\lambda, f^*) \leq C_{f^*} \lambda^{2r},
\]

(38)

with \( C_{f^*} := \| T_K^{-1/2} f^* \|_{L^2(\mathcal{H})} \) By Lemma 3, we also have

\[
A_{\mathcal{H}_{K_G}}(\lambda, f^*) \leq C_{f^*} \lambda^{2r}.
\]

(39)

Using Lemma 4 for some integer \( \ell \geq 0 \) and (A1), the bound (37) becomes

\[
\mathbb{E}[R(\hat{f}_\lambda) - R(f^*)] \leq 16 C_{f^*}^2 \lambda^{2r} + 16 \frac{\sigma_q^2 D(\ell)}{n} + 16 \frac{C_K \sigma_q^2 \nu_d(\ell)}{n} \lambda^{-1/\alpha} + \frac{24}{\pi^2} \left\| f^* \right\|_2^2.
\]

(40)

Jointly optimizing the first and third terms for \( \lambda \) yields

\[
\lambda_n = \left( \frac{C_K \sigma_q^2 \nu_d(\ell)}{2 \alpha r C_{f^*}^2 n} \right)^{\frac{\alpha}{\alpha + \frac{1}{2}}}
\]

(41)

The bound then becomes

\[
\mathbb{E}[R(\hat{f}_{\lambda_n}) - R(f^*)] \lesssim C_{f^*}^2 \left( \frac{C_K \sigma_q^2 \nu_d(\ell)}{n} \right)^{\frac{\alpha}{\alpha + \frac{1}{2}}} + \frac{\sigma_q^2 D(\ell)}{n} + \frac{1}{\pi^2 n} \left\| f^* \right\|_2^2.
\]

(42)

Here, \( \lesssim \) hides only absolute constants that depend on \( \alpha \) and \( r \). Now we choose \( \ell = \ell_n \), given by (13), with constant corresponding to:

\[
\ell_n := \sup \{ \ell : \sigma_q^2 D(\ell) \leq C_{f^*}^2 \left( C_K \sigma_q^2 \nu_d(\ell) \right)^{\frac{\alpha}{\alpha + \frac{1}{2}}} n \frac{\pi^{1/\alpha}}{1/\alpha} \},
\]

(43)

so that the second term is smaller than the first term. The last term is of the same order when

\[
n \gtrsim \left\| f^* \right\|_2^2 \frac{n}{\sigma_q^2 D(\ell_n)}.
\]

(44)

which is verified under the condition

\[
n \geq \max \left\{ \left\| f^* \right\|_2^2 / \sigma_q^2, (C_1/\nu_0) \frac{n}{\pi^{1/\alpha}} \right\}
\]

(45)

from the theorem statement, since \( D(\ell_n) \geq 1 \). Note that for the specific bound (37) to hold we also need \( \lambda_n \gtrsim n \) (up to logarithmic terms). This imposes the qualification condition \( r > (\alpha - 1)/2\alpha \), and leads to the additional requirement

\[
n \gtrsim \left( \frac{C_{f^*}^2}{\sigma_q^2 C_K \nu_d(\ell)} \right)^{\frac{\alpha}{\alpha + \frac{1}{2}}}
\]

(46)

This is verified under condition (45) with \( C_1 = C_{f^*}^2 / \sigma_q^2 C_K \).

For the KRR estimator with kernel \( K \), the same bound (40) holds, but without the factor \( \nu_d(\ell) \) and without the term involving \( D(\ell) \). The resulting bound follows from a similar analysis. \qed
B.5 Estimating \( \ell_n \) and the effective gain \( \nu_d(\ell_n) \)

In this section, we provide more details on our study of the asymptotic behavior of the quantities \( \ell_n \) and \( \nu_d(\ell_n) \) in Theorem 5 as described in Section 3.

Since \( D(\ell) \) increases with \( \ell \), Eq. (13) suggests that \( \ell_n \) increases with \( n \). We now provide intuition on how we might expect \( \ell_n \) and \( \nu_d(\ell_n) \) to behave in a situation of interest where we know an asymptotic equivalent of \( \nu_d \). Namely, assume that

\[
\nu_d(\ell) \approx \nu_0 + c \ell^{-\beta}.
\]

We provide such asymptotic equivalents in Section 4 where \( \nu_0 = 1/|G| \), and \( \beta \) depends on spectral properties of the elements of \( G \). For some large groups, \( \beta \) may be small, in which case we may consider other approximations with larger \( \beta \), at the cost of a larger \( \nu_0 \). When \( \ell_n \) is large, using the approximation \( N(d, k) \approx k^{d-2} \), we have \( D(\ell) \approx \sum_{k=0}^{\ell-1} k^{d-2} \approx \ell^{d-1} \). Hiding constants other than \( \nu_0 \), we may then consider \( \ell_n \) to be solution of

\[
\ell^{(d-1)(2\alpha r+1)}/2\alpha r = n^{\frac{1}{2\alpha r}} (\nu_0 + \ell^{-\beta}).
\]

Since the l.h.s. increases, while the r.h.s. decreases with \( \ell \), we must have \( \ell_n \geq \max(\ell_{n,1}, \ell_{n,2}) \), with

\[
\ell_{n,1}^{(d-1)(2\alpha r+1)}/2\alpha r = n^{\frac{1}{2\alpha r}} \nu_0, \quad \text{and} \quad \ell_{n,2}^{(d-1)(2\alpha r+1)}/2\alpha r = n^{\frac{1}{2\alpha r}} \ell_n^{-\beta}.
\]

This yields

\[
\nu_d(\ell_n) \leq \nu_0 + C \min \left\{ \left( \nu_0^{2\alpha r} n^{\frac{-\beta}{(d-1)(2\alpha r+1)}} \right), n^{\frac{-\beta}{(d-1)(2\alpha r+1)+2\alpha r}} \right\}.
\]

Notice that when \( \beta \ll d \), both exponents of \( n \) display a curse of dimensionality, but this curse goes away as \( \beta \) grows. Note also that the first exponent yields a faster rate, but one that is only achieved for large \( n \) due to the factor \( \nu_0^{2\alpha r} \), which may be small for large groups.

B.6 Discussion of Optimality

In this section, we discuss the optimality of the upper bounds in Theorem 5, in particular the constant \( C_4 \) and its dependence on the constants \( C_K \) and \( C_f^* \) from the source and capacity conditions.

Tightness of \( C_4 \) for non-invariant targets. We first provide a minimax lower bound for the class of (non-invariant) targets satisfying the source and capacity conditions (A1/A2), in order to show that the constant \( C_4 \) can be tight (up to absolute constants) in a minimax sense for this class.

Consider a kernel \( K_0(x, x') = \kappa_0(x, x') \) such that we have the following asymptotics on the eigenvalues of the integral operator: \( \lambda_m(T_{K_0}) \approx C_0 m^{-\alpha} \). Let \( \ell_0 \) be such that for all \( m \geq M_0 := D(\ell_0) + 1 \) we have \( C_0 m^{-\alpha}/2 \leq \lambda_m(T_{K_0}) \leq 2 C_0 m^{-\alpha} \). We can then construct a function \( \kappa \) and corresponding kernel \( K \) such that \( \lambda_m(T_K) \leq 2 C_0 m^{-\alpha} \) and for \( m \geq M_0 \), \( \lambda_m(T_K) \geq C_0 m^{-\alpha}/2 \). For instance, we may define \( \kappa(u) = \sum_{k \geq 0} \mu_k(\kappa_0) N(d, k) P_{d,k}(u) \), with

\[
\mu_k(\kappa) = \begin{cases} 2 C_0 M_0^{-\alpha} & \text{if } k \leq \ell_0 \\ \mu_k(\kappa_0) & \text{otherwise}, \end{cases}
\]

where the \( \mu_k(\kappa_0) \) are the Legendre coefficients of \( \kappa_0 \).

Note that this kernel \( K \) satisfies the capacity condition (A1) with \( C_K \preceq C_0^{1/\alpha} \). With this choice of \( K \), define \( \mathcal{F} \) to be the set of regression functions \( f^* \) that further satisfy assumption (A2) with parameters \( C_1 \) and \( r \), and assume that labels are generated as \( y = f^*(x) + \epsilon \), with \( \epsilon \sim \mathcal{N}(0, \sigma^2) \). Under these assumptions, note that the upper bound in Theorem 5 is given by

\[
\mathbb{E}[||\hat{f} - f^*||^2] \preceq C^2 \sigma^2 \frac{n^{2\alpha r+1}}{2\alpha r+1} (\frac{\sigma^2}{n})^{2\alpha r+1},
\]

where \( \preceq \) hides absolute constants or constants depending only on \( \alpha \) and \( r \).

Following [3], we use Fano’s inequality to lower bound the minimax risk. In particular, we have a lower bound

\[
M_n(\mathcal{F}) := \inf_{\hat{f}} \sup_{f^* \in \mathcal{F}} \mathbb{E}_{D_n \sim \rho \otimes \nu} [||\hat{f}_{D_n} - f^*||_{L^2(\mathcal{D})}] \geq A/2,
\]

on the minimax risk \( M_n(\mathcal{F}) \) if we can find a set \( \{ f_1, \ldots, f_M \} \in \mathcal{F} \), \( M \geq 16 \), such that
We consider the same kernel \( K \) yields \( 1 \) for \( n \) from before for the non-invariant case also applies to the same kernel \((K_C)\) instead of \( \bar{\phi} \)s, which satisfy assumption (A2). Note that we have sorted such that the corresponding eigenvalues \( \lambda_m \) are non-decreasing, we have
\[
\|f_i - f_j\|^2 \geq \beta^2 K, \quad \text{for } i \neq j,
\]
and may thus consider a lower bound of the form \( A/2 = K\beta^2/8 \). Then, since \( \|f_i - f_j\|^2 \leq 4\beta^2 K \leq 32\beta^2 \log M \), it suffices to have \( 16n\beta^2/\sigma_p^2 \log M \leq \log M/4 \), i.e., \( \beta^2 \leq \sigma_p^2/64n \) to satisfy the second condition above. Further, in order for all \( f_i \) to satisfy the capacity condition, we need \( \|T_K f_i\|^2 \leq C^2 \).

Note that we have
\[
\|T_K f_i\|^2 = \beta^2 \sum_{m=1}^{K} \lambda_m^{2r} \leq K\beta^2 \lambda_n^{2r},
\]
thus, it suffices to take \( K\beta^2 \leq C^2 \lambda_n^{2r} \). Taking a maximal \( \beta \) under these two conditions, we have the following lower bound on the minimax risk:
\[
M_n(F) \geq K\beta^2/8 \geq 8 \min \left\{ C^2 \lambda_n^{2r}, \frac{K\sigma_p^2}{64n} \right\}.
\]

Using the lower bound \( \lambda_n^{2r} \geq (C_0/2)^{2r}K^{-2\alpha r} \), which holds for \( K \geq M_0 \), and optimizing for \( K \) yields \( K \approx (C^2 C_0^2 \sigma_p^2 n)^{1/(1+2\alpha r)} \). For \( n \) large enough, we have \( K \geq M_0 \), and the following lower bound holds:
\[
M_n(F) \gtrsim C^2 \lambda_n^{2r}, C^2 \left( \frac{\sigma_p^2}{n} \right)^{2\alpha r},
\]
This matches the upper bound \( (48) \) up to absolute constants.

**Tightness of \( 1/|G| \) for the invariant class.** We now show that the our bound in Theorem 5, which asymptotically shows a \( 1/|G|n \) instead of \( 1/n \), is (asymptotically) minimax optimal over the class of *invariant* targets which satisfy assumption (A2).

We consider the same kernel \( K_0 \) as above, and denote by \( K_{G,0} \) its invariant counterpart. It suffices to show that we have the asymptotic expansion
\[
\lambda_m(T_{K_{G,0}}) \sim |G|^{-\alpha} C_0 m^{-\alpha}
\]
instead of \( C_0 m^{-\alpha} \). Indeed, in this case we can construct a kernel \( K \) such that its invariant counterpart \( K_{G} \) has eigenvalues upper bounded as \( \lambda_m(T_{K_{G}}) \leq 2C_0|G|^{-\alpha} m^{-\alpha} \) and lower bounded by \( (C_0/2)|G|^{-\alpha} m^{-\alpha} \) for \( m \geq M_1 \) (note that \( M_1 \) could be chosen large enough so that construction from before for the non-invariant case also applies to the same kernel \( K \)). Then, applying the same arguments as for the non-invariant case, we obtain the desired minimax–lower bound
\[
M_n(F) \gtrsim C^2 \left( \frac{\sigma_p^2}{|G|n} \right)^{2\alpha r},
\]
for \( n \) large enough, where \( \tilde{F} \) is the class of invariant targets satisfying assumption (A2) with the kernel \( K \). This shows that our upper bound is asymptotically tight in a minimax sense for the kernel considered.

We now explain why \( (49) \) holds. Let \( \mu_k \) denote the Legendre coefficients of \( \kappa \) at frequency \( k \), and assume \( \mu_k \sim C_k k^{-\beta} \). Recall that we have \( N(d,k) \sim C_2 k^{d-2} \), so that \( D(k) = \sum_{k \leq k} N(d,k') \sim C_3 k^{d-1} \) for some \( C_3 \). Then, when taking eigenvalues with their multiplicity, when \( D(k-1) < m \leq D(k) \), the \( m \)-th eigenvalue \( \lambda_m(T_{K_{0}}) \) is \( \mu_k \). Asymptotically, we have \( k \sim \frac{\pi^2}{\bar{\phi}^2} m^{-1/2} \), so that \( \lambda_m \sim C_4 \frac{\bar{\phi}^2}{\pi^2} m^{-1/2}, \) that is, we have \( \alpha = \beta/(d-1) \) and \( C_0 = C_1 C_3^{-\alpha} \).

Now, since \( \frac{N(d,k)}{\bar{N}(d,k)} \rightarrow \frac{1}{|G|} \) as \( k \rightarrow \infty \), we have \( \lambda_m(T_{K_{G,0}}) \sim C_1 C_3^{-\beta} m^{-\alpha} \sim C_0 |G|^{-\alpha} m^{-\alpha} \), which is the desired constant.
C Proofs for Section 4 (Decays of $\gamma_d(k)$)

C.1 Proof of Proposition 6 (decay of $\gamma_{d, \sigma}(k)$)

The proof of Proposition 6 is technical and relies on identifying and analyzing the singularities in the density $q_x$ of the random variable $Z_x = \langle \sigma \cdot x, x \rangle$, with $x \sim \tau$, using results in [28]. Lemma 15 provides a general integration by parts result which is useful throughout the proof to obtain asymptotic decays from regularity properties. Lemmas 17 and Lemma 18 provide asymptotic decays for singularities $\phi(t)$ localized around some $\lambda$ in $(-1, 1)$ and $\{\pm 1\}$, respectively, either through integration by parts or using closed form expressions of certain integrals. Proposition 6 is then proved by appropriately “cancelling” the singularities in $q_x$, using such localized functions $\phi$, as explained in Lemma 19 and applying the integration by parts lemma on the resulting function, which is of higher smoothness and thus leads to faster-decaying terms.

Lemma 15 (Integration by parts). Let $g : [-1, 1] \rightarrow \mathbb{R}$ be $2s$-times differentiable, with all derivatives bounded on $[-1, 1]$. Then we have

$$\int_{-1}^{1} g(t)P_{d,k}(t)(1 - t^2)^{d-3/2} dt = \frac{1}{(k(k + d - 2))^{s}} \int_{-1}^{1} \tilde{g}_{d,s}(t)P_{d,k}(t)(1 - t^2)^{d-3} dt,$$

(50)

where $\tilde{g}_{d,s}$ is a bounded function on $[-1, 1]$.

Proof. We use the following relation, derived in [5] Lemma 4] for a function $f_0$:

$$\int_{-1}^{1} f_0(t)P_{d,k}(t)(1 - t^2)^{d-3} dt = \frac{1}{k(k + d - 2)} \left( -f_0(t)(1 - t^2)^{1+\frac{d-3}{2}} P_{d,k}(t) \right)_{-1}^{1}$$

$$+ f_1(t)(1 - t^2)^{1+\frac{d-3}{2}} P_{d,k}(t) \bigg|_{-1}^{1} + \int_{-1}^{1} f_1(t)P_{d,k}(t)(1 - t^2)^{(d-3)/2} dt,$$

where $f_1(t) = -f''_0(t)(1 - t^2) + (d - 1)t f'_0(t)$. Note that the terms in brackets vanish when $f_0$ and $f'_0$ are bounded, and that $f_1$ is $2s - 2$ times differentiable with bounded derivatives if $f_0$ is $2s$ times differentiable. We may thus apply this recursively $s$ times to $f_0 = g$, with

$$f_k(t) = -f''_{k-1}(t)(1 - t^2) + (d - 1)t f'_{k-1}(t),$$

and we obtain the desired result, with $\tilde{g} = f_s$. □

Lemma 16. Let $g \in L^\infty([-1, 1])$. It holds that

$$\left| \int_{-1}^{1} g(t)P_{d,k}(t)(1 - t^2)^{(d-3)/2} dt \right| \leq 2d^{-1/2}\|g\|_\infty \left( \frac{d}{k} \right)^{(d-2)/2}.$$

Proof. By [1] equation (2.117), we get that

$$|P_{d,k}(t)| \leq \frac{1}{\sqrt{\pi}} \Gamma \left( \frac{d-1}{2} \right) \left( \frac{4}{k(1 - t^2)} \right)^{(d-2)/2}$$

$$\leq \frac{1}{\sqrt{\pi}} \left( \frac{d-1}{4} \right)^{(d-3)/2} \left( \frac{4}{k(1 - t^2)} \right)^{(d-2)/2}$$

$$\leq \frac{1}{\sqrt{\pi}} \left( \frac{d}{4} \right)^{-1/2} \left( \frac{d}{k(1 - t^2)} \right)^{(d-2)/2} \leq 2d^{-1/2} \left( \frac{d}{k(1 - t^2)} \right)^{(d-2)/2}.$$

Therefore it follows that

$$\left| \int_{-1}^{1} g(t)P_{d,k}(t)(1 - t^2)^{(d-3)/2} dt \right| \leq 2d^{-1/2}\|g\|_\infty \left( \frac{d}{k} \right)^{(d-2)/2} \int_{-1}^{1} (1 - t^2)^{-1/2} dt,$$

which concludes the proof. □
Lemma 17 (Decay for $\lambda \in (-1, 1)$). Let $\phi_{\lambda,+,\alpha}(t) := (t - \lambda)^\alpha \varphi_{\lambda,+,\alpha}(t)$ and $\phi_{\lambda,-,\alpha}(t) := (t - \lambda)^\alpha \varphi_{\lambda,-,\alpha}(t)$, where $\varphi_{\lambda,+,\alpha} \in C^\infty([-1, 1])$ have support $(-1 + \epsilon, 1 - \epsilon)$ for some $\epsilon > 0$ and take the value 1 at $t = \lambda$. Then we have

$$\left| \int_{-1}^1 \phi_{\lambda,+,\alpha}(t)P_{d,k}(t)dt \right| \leq C(d, \alpha)k^{-d/2 - \alpha + 3}. \quad (51)$$

Also let, for $\alpha$ integer, $\phi_{\lambda,+,\alpha}(t) := (t - \lambda)^\alpha \log |t - \lambda|\varphi_{\lambda,+,\alpha}(t)$, where $\varphi_{\lambda,+,\alpha} \in C^\infty([-1, 1])$ have support $(-1 + \epsilon, 1 - \epsilon)$ for some $\epsilon > 0$ and take the value 1 at $t = \lambda$. Then we have that

$$\left| \int_{-1}^1 \phi_{\lambda,+,\alpha}(t)P_{d,k}(t)dt \right| \leq C(d, \alpha)k^{-d/2 - \alpha + 3}. \quad (52)$$

Proof. Let $\psi_{\lambda,+,\alpha}(t) := \phi_{\lambda,+,\alpha}(t)(1 - t^2)^{-(d-3)/2}$. Notice that $\psi_{\lambda,+,\alpha}$ satisfies the assumption of Lemma 15 with $2s = 2 \left[ \frac{d-3}{2} \right] \geq \alpha - 2$. Therefore we obtain

$$\left| \int_{-1}^1 \phi_{\lambda,+,\alpha}(t)P_{d,k}(t)dt \right| = \left| \int_{-1}^1 \psi_{\lambda,+,\alpha}(t)P_{d,k}(t)(1 - t^2)^{(d-3)/2}dt \right| \leq k^{-\alpha + 2} \left| \int_{-1}^1 \psi_{\lambda,+,\alpha}(t)P_{d,k}(t)(1 - t^2)^{(d-3)/2}dt \right| \leq C(d, \alpha)k^{-\alpha + 2 - d/2 + 1},$$

where $\tilde{\psi}_{\lambda,+,\alpha,d}$ is a bounded function given by Lemma 15 and where we used Lemma 16 to obtain the last inequality. The second inequality follows in the same way, by noticing that the function $\phi_{\lambda,+,\alpha}(t) := \phi_{\lambda,+,\alpha}(t)(1 - t^2)^{-(d-3)/2}$ satisfies the assumption of Lemma 15 with $2s = 2 \left[ \frac{d-3}{2} \right] \geq \alpha - 2$ (since we assume that $\alpha$ is integer in this case).

Lemma 18 (Decay for $\lambda = \pm 1$). Let $\phi_{\lambda,+,\alpha,s}(t) := (\frac{1 + t}{2})^{\alpha + s - [\alpha]}(1 - t)^\alpha$, with $\alpha$ non-integer and $s$ integer. Then, $\phi_{\lambda,+,\alpha,s}$ is $s$ times differentiable at $-1$ and obeys the decay

$$\left| \int_{-1}^1 \phi_{\lambda,+,\alpha,s}(t)P_{d,k}(t)dt \right| \leq C(d, \alpha, s)k^{-2(\alpha + 1)}, \quad (53)$$

where the constant $C(d, \alpha, s)$ may be different depending on the parity of $k$.

Similarly, let $\phi_{\lambda,-,\alpha,s}(t) := (\frac{1 - t}{2})^{\alpha + s - [\alpha]}(t + 1)^\alpha$, then $\phi_{\lambda,-,\alpha,s}$ is $s$ times differentiable at 1, and obeys the same decay.

Proof. We begin by evaluating the decay of $\psi_{\alpha}(t) := (1 - t^2)^\alpha$. Following analogous calculations to [5] Lemma 6], we have

$$\int \psi_{\alpha}(t)P_{d,k}(t)dt \sim C(d, \alpha)k^{-2(\alpha + 1)}, \quad (54)$$

for $k$ even, and the integral is equal to zero for $k$ odd. We have

$$C(d, \alpha) = 2^{4\alpha+3} \omega_{d-2} \Gamma(\alpha + 1)^2 \Gamma(\alpha + \frac{3}{2})^\frac{d-1}{2} \Gamma(\alpha + \frac{5-d}{2}) \Gamma(\alpha + \frac{7-d}{2})^{d-5},$$

where $\omega_{d-1}$ is the surface of $\mathbb{S}^{d-1}$. Now, let $r := s - [\alpha]$, so that we have

$$\phi_{\lambda,+,\alpha,s}(t) = 2^{-\alpha - r}(1 + t)^r \psi_{\alpha}(t).$$

Let $c_0, \ldots, c_r$ denote the coefficients of the degree-$r$ polynomial $p(t) = 2^{-\alpha - r}(1 + t)^r$, so that

$$p(t) = 2^{-\alpha - r}(1 + t)^r = c_0 + c_1 t + \cdots + c_r t^r.$$

Note that while Lemma 6 in [5] is stated for $\alpha = \nu + \frac{d-3}{2}$ for $\nu > 0$, the derivation still holds for any $\alpha > -1$. 

\[\]
Using the relation (see, e.g., [14, Proposition 4.21])

\[ tP_{d,k}(t) = \frac{k}{2k+d-2}P_{d,k-1}(t) + \frac{k+d-2}{2k+d-2}P_{d,k+1}(t), \]

we may then write

\[ p(t)P_{d,k}(t) = \sum_{j=-r}^{r} b_j(k)P_{d,k+j}(t), \]

for some coefficients \( b_j(k) \) satisfying \( b_j(k) = O(1) \) as \( k \to \infty \). Then, we have

\[
\int \phi_{1,\alpha,s}P_{d,k}(t)dt = \int \psi_{\alpha}(t)p(t)P_{d,k}(t)dt \\
= \sum_{j=-r}^{r} b_j(k) \int \psi_{\alpha}(t)P_{d,k+j}(t)dt.
\]

When \( k \to \infty \), this is a sum of at most \( 2r + 1 \leq 2s + 1 \) terms, each of which decays with \( k \) as \( k^{-2(\alpha+1)} \) by (54). This yields the result.

The decay for \( \phi_{-1,\alpha,s} \) is proved analogously. \( \square \)

**Lemma 19** (Cancelling singularities of the density). Let \( q_\sigma \) denote the density of the random variable \( Z_\sigma = (\sigma \cdot x, x) \), with \( \sigma \not= Id \), and let \( \Lambda_\sigma \) be the set of eigenvalues of \( \tilde{A}_\sigma := (A_\sigma + A^\top_\sigma) \)/2, where \( A_\sigma \) is the permutation matrix of \( \sigma \), and denote by \( \tilde{m}_\lambda \) the multiplicity of \( \lambda \in \Lambda_\sigma \). Define

\[ \alpha_\lambda = \frac{d - \tilde{m}_\lambda}{2} - 1. \tag{55} \]

There exists constants \( \{c_{\lambda,i}\} \) such that the function defined by

\[
\bar{q}_\sigma = \sum_{\lambda \in \Lambda_\sigma \setminus \{1, \lambda_{\min}\}} \sum_{i=0}^{[d+1-\alpha_\lambda]} (c_{\lambda,i} \phi_{\lambda+,\alpha_\lambda+i} + c_{\lambda-,i} \phi_{\lambda-,\alpha_\lambda+i} + c_{\lambda+,i}^* \phi_{\lambda+,\alpha_\lambda+i}^* + c_{\lambda-,i}^* \phi_{\lambda-,\alpha_\lambda+i}^*) \\
+ \sum_{\substack{|\lambda| & \geq 1 \\text{such that} \\sigma = (\pm 1)}} \sum_{i=0}^{[d+1+\frac{d-2}{2}-\alpha_\lambda]} c_{\lambda,i} \phi_{\lambda,\alpha_\lambda+i, [d+1+\frac{d-2}{2}]} \]

satisfies that \( t \mapsto (q_\sigma(t) - \bar{q}_\sigma(t))(1-t^2)^{-\frac{d-3}{2}} \) admits \( d + 1 \) bounded derivatives on \([-1, 1]\).

**Proof.** Note that we have

\[ \langle \sigma \cdot x, x \rangle = \frac{1}{2}(\langle A_\sigma x, x \rangle + \langle x, A_\sigma x \rangle) = \langle \tilde{A}_\sigma x, x \rangle, \]

where \( \tilde{A}_\sigma = \frac{1}{2}(A_\sigma + A^\top_\sigma) \) is symmetric and thus has real eigenvalues. When \( A_\sigma \) is a permutation matrix, these eigenvalues are in \([-1, 1]\), as the real part of complex roots of unity.

We then identify the singularities of the density \( q_\sigma \), which are the same as those of the cumulative distribution function, up to one fewer degree of smoothness. Such singularities are shown in the following lemma, proved in [23].

**Lemma 20** ([23]). Consider \( \sigma \in G \) as above, and let \( \tilde{\Lambda}_\sigma \) be the set of eigenvalues of \( \tilde{A}_\sigma \). For each \( \lambda \in \tilde{\Lambda}_\sigma \), we denote by \( \tilde{m}_\lambda \) its multiplicity. Then the cumulative distribution function \( Q_\sigma \) of \( Z_\sigma = (\sigma \cdot x, x) \) takes the form

\[ Q_\sigma(t) = \varphi(t) + \sum_{\lambda \in \tilde{\Lambda}_\sigma} g_\lambda(t) \]

where \( \varphi \) is analytic and
• \( g_\lambda(t) = |t - \lambda|^{d-m_\lambda} \frac{d-m_\lambda}{2} \log(|t - \lambda|) \) if \( d - m_\lambda \) is even,

• \( g_\lambda(t) = (t - \lambda) \frac{d-m_\lambda}{\lambda} \frac{d-m_\lambda}{2} \log(|t - \lambda|) \) if \( d - m_\lambda \) is odd,

for some \( \varphi_1^\lambda, \varphi_2^\lambda \) analytic. Further, the term involving \( \log(|t - \lambda|) \) only appears for \( \lambda \in (-1, 1) \).

In particular, it follows from this lemma by differentiation that we may write

\[
q_\sigma(t) = \bar{\varphi}(t) + \sum_{\lambda \in \Lambda_\sigma} \hat{g}_\lambda(t),
\]

with \( \bar{\varphi} \) analytic and

\[
\begin{align*}
\hat{g}_\lambda(t) &= (t - \lambda) \frac{d-m_\lambda}{\lambda} \frac{d-m_\lambda}{2} \log(|t - \lambda|) \bar{\varphi}_{\lambda,1}(t) + (t - \lambda) \frac{d-m_\lambda}{\lambda} \frac{d-m_\lambda}{2} \log(|t - \lambda|) \bar{\varphi}_{\lambda,2}(t) + (t - \lambda) \frac{d-m_\lambda}{\lambda} \frac{d-m_\lambda}{2} \log(|t - \lambda|) \bar{\varphi}_{\lambda,3}(t) + (t - \lambda) \frac{d-m_\lambda}{\lambda} \frac{d-m_\lambda}{2} \log(|t - \lambda|) \bar{\varphi}_{\lambda,4}(t),
\end{align*}
\]

where \( \bar{\varphi}_{\lambda,i} \) are analytic for \( i \in [4] \).

The result then follows by appropriately “cancelling” those singularities up to order \( d \) using the simple functions \( \phi \) introduced in the previous lemmas, and noting that for singularities at \( \pm 1 \), we require an additional \( (d-3)/2 \) degrees of smoothness, so that we may divide by the weight function \( (1 - t^2)^{(d-3)/2} \).

For instance, for \( \lambda \in (-1, 1) \), an appropriate exponent \( \alpha \) and an analytic \( \varphi \), we may write

\[
(t - \lambda)^\alpha \varphi(t) = (t - \lambda) \frac{d-m_\lambda}{\lambda} \frac{d-m_\lambda}{2} (c_0 + (t - \lambda) \psi(t)),
\]

with \( \psi \) analytic. Then for \( \phi_{\lambda+,\alpha} \) as in Lemma[17] we have

\[
(t - \lambda)^\alpha \varphi(t) - c_0 \phi_{\lambda+,\alpha}(t) = (t - \lambda)^{\alpha+1} \varphi(t),
\]

with \( \varphi \) analytic. We may then repeat this process with functions \( \phi_{\lambda+,\alpha+1}, \phi_{\lambda+,\alpha+2}, \) etc., to finally obtain that

\[
(t - \lambda)^\alpha \varphi(t) - \sum_{i=0}^{[d+1-\alpha]} c_i \phi_{\lambda+,\alpha+i}(t)
\]

is \( d \) times differentiable, as desired. A similar reasoning can be applied for other types of singularities. For the terms involving \( \log(|t - \lambda|) \), which only appear for \( \lambda \in (-1, 1) \), note that the corresponding exponent \( \alpha_\lambda \) is integer since \( d - m_\lambda \) is even, so that Lemma[17] applies.

\[
\square
\]

We are now ready to state the proof of Proposition[6]

Proof of Proposition[6] Let \( q_\sigma \) be the density of \( \langle \sigma \cdot x, x \rangle \), and let \( \bar{q}_\sigma \) be as in Lemma[19] By Lemma[19] and Lemma[15] we have

\[
\int_{-1}^{1} (q_\sigma(t) - \bar{q}_\sigma(t)) P_{d,k}(t) dt = \int_{-1}^{1} q_\sigma(t) - \bar{q}_\sigma(t) \frac{1}{(1 - t^2)^{d-\frac{3}{2}}} P_{d,k}(t) (1 - t^2)^{d-\frac{3}{2}} dt \leq Ck^{-d},
\]

where we have bounded the integral on the r.h.s. of (50) by a constant. Renaming the terms in \( \bar{q} \) as \( \bar{q}_\sigma = \sum_i c_i \bar{q}_i \), where each \( \bar{q}_i \) is as in Lemma[17] or Lemma[18] we have

\[
\gamma_{d,\sigma}(k) \leq \sum_i c_i \int q_i P_{d,k} + O(k^{-d}).
\]

Now, note that the eigenvalues of \( \bar{A}_\sigma = \frac{1}{2}(A_\sigma + A_\sigma^T) \) are the real parts of the complex eigenvalues of the permutation matrix \( A_\sigma \). Since \( A_\sigma \) is real, its complex eigenvalues come in conjugate pairs, so that
for any \( \lambda \in \Lambda_\sigma \) with \( \lambda \notin \mathbb{R} \), we have \( m_\lambda = \bar{m}_{\text{Re}(\lambda)}/2 \), where \( \bar{m} \) are the multiplicities of Lemma 19. Note that in the case of permutations, the eigenvalues of \( \Lambda_\sigma \) are roots of unity, so that we have

\[
m_\lambda = \begin{cases} 
\bar{m}_\lambda, & \text{if } \lambda \in \{\pm 1\} \\
\bar{m}_{\text{Re}(\lambda)}/2, & \text{otherwise.}
\end{cases}
\]

The result then follows by applying the decays given by Lemma 17 and Lemma 18 to each component \( q_k \) with the appropriate \( \alpha_k \), and focusing on the leading-order terms. Namely, for \( \lambda \in \{\pm 1\} \), by Lemma 18, the leading order term in \( \gamma_{d,\sigma,\lambda}(k) \) has decay

\[
k^{-2(\alpha_{\lambda}+1)} = k^{-2\left(\frac{d-m_\lambda+1}{2}\right)} = k^{-d+m_\lambda},
\]

while for \( \lambda \notin \{\pm 1\} \), we have \( \text{Re}(\lambda) \in (-1, 1) \), hence using (55) and \( \bar{m}_{\text{Re}(\lambda)} = 2m_\lambda \), we have \( \alpha_{\text{Re}(\lambda)} = \frac{d}{2} - m_\lambda - 1 \), so that the decay, by Lemma 17, is upper bounded by

\[
k^{-\frac{d}{2} - \alpha_{\text{Re}(\lambda)} + 3} \leq k^{-d+m_\lambda+4}.
\]

This concludes the proof. \( \square \)

C.2 Proof of Corollary 7 (leading order of \( \gamma_{d,\sigma} \))

Proof. By Proposition 6, we get that

\[
\gamma_{d,k}(\sigma) \lesssim k^{-d+s}
\]

where \( s = \max_{\lambda \in \Lambda_\sigma} \left\{ m_\lambda + 4 \cdot 1(|\lambda| < 1) \right\} \). Notice that, for any permutation \( \sigma \), it holds \( m_1 \geq m_\lambda \). Therefore, we have

\[
s \leq m_1 + 4 \cdot 1\{|\lambda| < 1 : m_1 < m_\lambda + 4\}.
\]

Now, if \( m_1 < m_\lambda + 4 \) for some \(|\lambda| < 1\), since \( m_1 + m_\lambda \leq d \), it must hold \( 2m_1 \leq d + 3 \), or, equivalently, \( m_1 \leq d/2 + 3/2 \). It follows that

\[
s \leq \begin{cases} 
m_1, & \text{if } m_1 > (d + 3)/2, \\
d/2 + 5.5, & \text{otherwise.}
\end{cases}
\]

This concludes the proof, since \( m_1 = c(\sigma) \). \( \square \)

C.3 Proof of Corollary 8 (different upper bounds using permutation statistics)

Proof. For all \( \sigma \in G \setminus \zeta(G, s) \), it holds \( c(\sigma) \leq s \) and

\[
\gamma_{d,\sigma}(k) \lesssim k^{-d+\eta_\sigma},
\]

with

\[
\eta_\sigma = c(\sigma) \cdot 1 (c(\sigma) > (d + 3)/2) + \left(\frac{d}{2} + 6\right) 1 (c(\sigma) \leq (d + 3)/2).
\]

In particular, we have

\[
\gamma_d(k) = \frac{\zeta(G, s)}{|G|} + O \left( k^{-d+\eta} \right)
\]

where

\[
\eta = \max_{c(\sigma) \leq s} \eta_\sigma.
\]

Denote \( s^*(s) = \max_{\sigma \in G \setminus \zeta(G, s)} c(\sigma) \). If \( s^*(s) \geq d/2 + 6 \), then it holds that \( s^*(s) = \eta \). Otherwise, \( c(\sigma) \leq d/2 + 7 \) for any \( \sigma \) such that \( c(\sigma) \leq s \), which implies that \( s \leq d/2 + 6 \). It follows that

\[
\eta = \max\{s^*(s), d/2 + 6\} \leq \max\{s, d/2 + 6\}.
\]

\( \square \)
C.4 Details on Example 11 (full permutation group)

The number of permutations in \( G = S_d \) which fix exactly \( n \) elements is given by \( \binom{n}{k}! \) \((n - k)\), where \(!m\) denotes the \( m\)-th subfactorial:

\[
!m := \left\lfloor \frac{m! + 1}{e} \right\rfloor \leq \frac{2m!}{e}.
\]

It follows that

\[
\frac{\xi(G, s)}{|G|} = \frac{1}{d!} \sum_{k=s+1}^{d} \frac{d!}{(d-k)!k!} (d-k) \leq \frac{2}{e} \sum_{k=s+1}^{d} \frac{1}{k!}
\]

\[
\leq \frac{2}{e(s+1)!} \sum_{k=s+1}^{d} \frac{1}{(s+2)^{k-(s+1)}} = \frac{2}{e(s+1)!} \left( 1 - \frac{1}{(s+2)^{s+1}} \right)
\]

\[
\leq \frac{2(s+2)}{(s+1)!} \frac{1}{(s+1)!} \leq \frac{2}{(s+1)!}.
\]

D Proofs for Section 5

D.1 Proof of Lemma 12 (spectral properties of smoothing operator \( S_G \))

Proof. As in the invariant case, we note that for any degree \( k \), the space \( V_{d,k} \) of spherical harmonics of degree \( k \) is stable by \( S_G \), i.e., \( S_G V_{d,k} \subset V_{d,k} \). Since \( S_G \) is self-adjoint, we may then find an orthonormal basis of such spherical harmonics, which we denote \( \tilde{Y}_{k,j} \), for \( j = 1, \ldots, N(d,k) \), such that the restriction of \( S_G \) to \( V_{d,k} \) is diagonal, and we have \( S_G \tilde{Y}_{k,j} = \lambda_{k,j} \tilde{Y}_{k,j} \), with \( \lambda_{k,j} \geq 0 \).

It remains to show (20). Define the operator \( \Pi_k f = \mathbb{E}_y [P_{d,k}(\cdot, y)f(y)] \). \( S_G \Pi_k \) is then an integral operator with kernel

\[
H(x, y) = \sum_{\sigma \in G} h(\sigma) P_{d,k}(\langle x, \sigma y \rangle).
\]  

Since \( \tilde{Y}_{k,j}, j = 1, \ldots, N(d,k) \) forms an orthonormal basis of \( V_{d,k} \), by the addition formula of spherical harmonics, we have

\[
\Pi_k = \frac{1}{N(d,k)} \sum_{j=1}^{N(d,k)} \tilde{Y}_{k,j} \tilde{Y}_{k,j}^*.
\]

It follows that

\[
S_G \Pi_k = \frac{1}{N(d,k)} \sum_{j=1}^{N(d,k)} S_G \tilde{Y}_{k,j} \tilde{Y}_{k,j}^* = \frac{1}{N(d,k)} \sum_{j=1}^{N(d,k)} \lambda_{k,j} \tilde{Y}_{k,j} \tilde{Y}_{k,j}^*.
\]

This implies that the kernel \( H \) of the operator \( S_G \Pi_k \) can also be expressed as

\[
H(x, y) = \frac{1}{N(d,k)} \sum_{j=1}^{N(d,k)} \lambda_{k,j} \tilde{Y}_{k,j}(x) \tilde{Y}_{k,j}(y).
\]  

Fixing \( y = x \) and taking expectations over \( x \sim \tau \) in both (57) and (58) proves the equality.

D.2 Proof of Theorem 13 (generalization with geometric stability)

The proof of the theorem is analogous to that of Theorem 5, replacing the control on \( N_{K_G}(\lambda) \) with that of Lemma 21 below, which provides an extension of Lemma 4 to generic smoothing operators, at the cost of a weaker constant \( \nu_d(\ell)1/\alpha \) instead of \( \nu_d(\ell) \). The remark on the constant \( C_d \) being potentially smaller for the kernel \( K \) stems from the fact that we no longer have equal approximation errors for the two kernels, and that the quantity \( C_f \) in (40) in this case is the one given by the source.
We now write

\[ \text{We may then write, for some } \ell \]

where \( C \) is some constant. Then, writing \( T \) terms of \( \lambda \), we have

\[ \text{Then, writing } T \text{ with the same constant } C. \]

Note that for \( \ell \), we have \( \| \tilde{g} \|_{L^2(dr)} \leq \| g \|_{L^2(dr)}, \) since \( \| S_G \| \leq \| S_G \| \leq 1 \) (indeed we have the operator norm bound \( \| S_G \| \leq 1 \), which follows from a simple triangle inequality).

**Lemma 21** (Degrees of freedom for \( K_G \) with stability.). Assume (A5). We have

\[ N_K(\lambda) \leq C_K \lambda^{-1/\alpha}, \]

and for any \( \ell \geq 0 \), we have

\[ N_{K_G}(\lambda) \leq D(\ell) + \nu_d(\ell)^{1/\alpha} C_K \lambda^{-1/\alpha}, \]

with the same constant \( C_K \).

**Proof.** The first statement is a standard consequence of Assumption (A5). Namely, if \( \xi_m \) denote the eigenvalues of \( T \) (namely, the same as \( \mu_k \) counted with their multiplicities) and \( \xi_m \leq C(m + 1)^{-\alpha} \), we have

\[ N_K(\lambda) = \sum_{m \geq 0} \frac{\xi_m}{\xi_m + \lambda} \]

\[ \leq \sum_{m \geq 0} \frac{1}{1 + \lambda C^{-1}(m + 1)^\alpha} \]

\[ \leq \int_0^\infty \frac{dt}{1 + \lambda C^{-1} t} \]

\[ \leq \frac{C^{1/\alpha} \lambda^{-1/\alpha}}{\alpha} \int_0^\infty \frac{u^{1/\alpha - 1} du}{1 + u} = C_K \lambda^{-1/\alpha}, \]

with \( C_K := \frac{C^{1/\alpha}}{\alpha} \int_0^\infty \frac{u^{1/\alpha - 1} du}{1 + u}. \)

We now write

\[ N_{K_G}(\lambda) = \sum_{k \geq 0} \sum_{j=0}^{N(d,k)} \frac{\lambda_{k,j} \mu_k}{\lambda_{k,j} + \lambda} \]

\[ = \sum_{k \geq 0} \sum_{j} \frac{\lambda_{k,j}}{\lambda_{k,j} + \lambda \mu_k} \]

\[ \leq \sum_{k} N(d,k) \frac{\tilde{\lambda}_k}{\lambda_k + \lambda \mu_k} \]

(by Jensen’s inequality, with \( \tilde{\lambda}_k = N(d,k)^{-1} \sum_j \lambda_{k,j} \))

\[ \leq \sum_{k} N(d,k) \frac{\tilde{\lambda}_k \mu_k}{\lambda_k \mu_k + \lambda}, \]

We may then write, for some \( \ell \geq 1 \),

\[ N_{K_G}(\lambda) \leq D(\ell) + \sum_{k \geq 0} \frac{\tilde{\mu}_k}{\tilde{\mu}_k + \lambda}, \]

where

\[ \tilde{\mu}_k = \begin{cases} \tilde{\lambda}_k \mu_k, & \text{if } k \geq \ell \\ 0, & \text{o/w.} \end{cases} \]

Note that for \( k \geq \ell \), we have \( \tilde{\lambda}_k = \sum_j \lambda_{k,j} = \gamma_d(k) \leq \nu_d(\ell) \), and the same holds trivially for \( k < \ell \). Then, writing \( \tilde{\xi}_m \) the collections of \( \tilde{\mu}_k \) counted with multiplicities, we may write \( \tilde{\xi}_m \leq \nu_d(\ell) C(m + 1)^{-\alpha} \), with the same constant \( C \) as in (A5). Repeating the argument above for bounding \( N_{K_G}(\lambda) \) in terms of \( \lambda^{-1/\alpha} \) then yields the result. \( \square \)
D.3 Proof of Proposition 14 (upper bound on $\gamma_d(k)$ for deformations)

Proof. We first show that $\Phi_2$ is stable under inversion, and later proceed to study lower bounds on its number of elements, and cycle statistics.

Step 1: $\Phi_2^{-1} = \Phi_2$. Let us first establish that $\Phi_2$ is closed under inversion.

First observe that

$$\Phi_2 = \{ \sigma : |\sigma(u+1) - \sigma(u) - 1| \leq 2 \forall u \}.$$  (60)

The inclusion LHS $\subseteq$ RHS is immediate by definition. The reverse inclusion is obtained by the triangle inequality, by observing that if $u < \tilde{u} < u'$, then

$$|\sigma(u) - \sigma(u') - (u - u')| = |\sigma(u) - \sigma(u') - (u - \tilde{u}) + \sigma(\tilde{u}) - \sigma(u') - (\tilde{u} - u')|$$

$$\leq |\sigma(u) - \sigma(\tilde{u}) - (u - \tilde{u})| + |\sigma(\tilde{u}) - \sigma(u') - (\tilde{u} - u')|,$$

so by induction if the condition holds for small pairs $(u, \tilde{u})$, $(\tilde{u}, u')$ it extends to all pairs $(u, u')$.

We directly verify from (60) that $\sigma \in \Phi_2$ iff it holds

$$\forall u, \sigma(u+1) = \sigma(u) + \{3, 2, 1, -1\},$$  (61)

since we need to have $\sigma(u) \neq \sigma(u')$ whenever $u \neq u'$.

Let now $\tilde{u} = \sigma(u)$, so $\sigma^{-1}(\tilde{u}) = u$. We will show that $\sigma^{-1}$ also verifies (61). We want to enumerate all possible $u'$ so that $\sigma(u) = \tilde{u} + 1$. Clearly $\sigma^{-1}(\tilde{u} + 1) \neq \sigma^{-1}(\tilde{u})$ so $u = \tilde{u} + 1$. Suppose by contradiction that $u < u - 1$. Note that we must have $\sigma(u+1) \geq \tilde{u} + 2$ since $\tilde{u}$ and $\tilde{u} + 1$ already have pre-images (namely $u$ and $u'$), and smaller values would violate $\sigma(u+1) - \sigma(u') \in \{3, 2, 1, -1\}$. Similarly $\sigma(u' + s) \geq \tilde{u} + 2$ for all $s = 2, \ldots, u - u' - 1$, since otherwise we would need a step $\sigma(u' + s + 1) - \sigma(u' + s) \leq -3$, which is ruled out by (61). Then it must be that $\sigma(u) - \sigma(u+1) = \tilde{u} - \sigma(u-1) \leq -2$, which is a contradiction. We have thus shown $u' \geq u - 1$.

Similarly, let us show $u' \leq u + 3$. Assume, by contradiction that $u' > u + 3$. Note first that the only way to have $\sigma(u + s) < \tilde{u}$ for some $s \in [0, u' - u]$ is to only have $\sigma(u+1) = \tilde{u} - 1$, and $\sigma(u+s) \geq \tilde{u} + 2$ otherwise. Indeed, values smaller than $\tilde{u}$ must happen just following $u$ in order to allow decreasing by 1, and having additional negative steps after $u + 1$ (e.g., $\sigma(u+2) = \tilde{u} - 2$) would require a step $\sigma(u' + s + 1) - \sigma(u' + s) > 3$ for some $s \in [2, u' - u]$ (since the values $\tilde{u} - 1, \tilde{u}, \tilde{u} + 1$ already have pre-images, given by $u + 1, u, u'$, respectively), which is a contradiction. Then, if $\sigma(u+1) = \tilde{u} - 1$, we must have $\sigma(u+2) = \tilde{u} + 2$ (since we cannot have longer steps), which implies $\sigma(u' + s) \leq \tilde{u} + 3$ and thus $\sigma(u') - \sigma(u' - 1) \leq -2$, which is a contradiction. Alternatively, we must have $\sigma(u) \geq \tilde{u} + 2$ for all $s \in [1, u' - u - 1]$. This implies $\sigma(u' - 1) = \tilde{u} + 2$, $\sigma(u' - 2) = \tilde{u} + 3$, and more generally $\sigma(u' - t) = \tilde{u} + t + 1$, since these are the only allowed steps to obtain $\sigma(u') = \tilde{u} + 1$. Then, we have $\sigma(u+1) = \sigma(u' - (u' - u - 1)) = \tilde{u} + (u' - u) > \tilde{u} + 3$, which is in contradiction with $\sigma(u+1) - \sigma(u) \leq 3$. We have thus proved $u' \leq u + 3$. We thus have that $\sigma^{-1}$ satisfies (61), which shows $\Phi_2^{-1} = \Phi_2$.

Step 2: Lower bound on $|\Phi_2|$. Denote as before $\sigma(u) = \tilde{u}$. By denoting $\Delta_u = \sigma(u) - v$ for arbitrary $v$, observe that $\Delta_u - \Delta_{u-1} \in \{2, 1, 0, -1\}$. Similarly we define $\Gamma_\tilde{u} := \sigma^{-1}(\tilde{u}) - \tilde{u}$. By the previous argument, we also have $\Gamma_{\tilde{u}+1} = \Gamma_\tilde{u} + \{2, 1, 0, -1\}$. Fix an arbitrary $u_0$, say $u_0 = 1$ and consider the subset of $\Phi_2$ given by

$$\Phi_2^b = \{ \sigma \in \Phi_2 : \sigma(u_0) = u_0, \sigma(u_0 - 1) = u_0 - 1 \}.$$  

$\Phi_2^b$ thus contains permutations with ‘fixed’ boundary conditions. For $\sigma \in \Phi_2^b$, the boundary condition prevents $\Delta_{u_0+1} < \Delta_{u_0}$, so we identify the following possible cases:

1-block: $\Delta_{u_0+1} = \Delta_{u_0}$. In this case, $\sigma(u_0 + 1) = \sigma(u_0) + 1$.

2-block: $\Delta_{u_0+1} = \Delta_{u_0} + 1$. This implies $\Gamma_{\tilde{u}_0+2} = \Gamma_{\tilde{u}_0} - 1$, which in turn implies $\Gamma_{\tilde{u}_0+1} = \Gamma_{\tilde{u}_0} + 1$, and finally $\Delta_{u_0+2} = \Delta_{u_0+1} - 2$. In summary, $\sigma(u_0 + 1) = \sigma(u_0) + 2$ and $\sigma(u_0 + 2) = \sigma(u_0) + 1$.

3-block: $\Delta_{u_0+1} = \Delta_{u_0} + 2$. This implies $\Gamma_{\tilde{u}_0+3} = \Gamma_{\tilde{u}_0} - 2$, which necessarily implies $\Gamma_{\tilde{u}_0+1} = \Gamma_{\tilde{u}_0} + 2$, $\Gamma_{\tilde{u}_0+2} = \Gamma_{\tilde{u}_0} + 1$, and $\Gamma_{\tilde{u}_0+3} = \Gamma_{\tilde{u}_0} + 2 - 2$. This corresponds to $\sigma(u_0 + 1) = \sigma(u_0) + 3$, $\sigma(u_0 + 2) = \sigma(u_0) + 2$ and $\sigma(u_0 + 3) = \sigma(u_0) + 1$.
So an element of $\Phi_2^b$ can be constructed sequentially by assembling three possible 'blocks' $B_i$ of size $i = \{1, 2, 3\}$. Moreover, we verify immediately that the following transitions are admissible:

$$B_1 \rightarrow B_{(1,2,3)} \ , \ B_2 \rightarrow B_{(1,2)} \ , \ B_3 \rightarrow B_1 \ .$$

Thus, by denoting $B(m; B_i)$ the number of permutations in $\Phi_2^b$ restricted to their first $m$ elements, and which that start (after $u_0$) with a block of type $B_i$, we have the following recursion:

$$B(m; B_1) = B(m-1; B_1) + B(m-1; B_2) + B(m-1; B_3) \ ,$$

$$B(m; B_2) = B(m-2; B_2) + B(m-2; B_1) \ ,$$

$$B(m; B_3) = B(m-3; B_1) \ ,$$

(62)

with $B(i; B_i) = 1$. Let $F_i(z) := \sum_{m \geq 0} B(m, B_i) z^m$ be the generating function associated to each of the above sequences. We have

$$F_1(z) = z^{-1}(F_1(z) + F_2(z) + F_3(z)) \ , \ F_2(z) = z^{-2}(F_1(z) + F_2(z)) \ , \ F_3(z) = z^{-3}F_1(z) \ .$$

By substituting $F_2, F_3$ into the first equation, we obtain

$$F_1(z)(1 - z^{-1} - z^{-3}(1 - z^{-2})^{-1} - z^{-4}) = 0 \ ,$$

so $F_1$ has a pole at $\tau \approx 1.714$, the solution of the associated characteristic equation $z = 1 + \frac{1}{1 - \tau} + \frac{1}{\tau^2}$. Moreover, this pole is also present in $F_2$ and $F_3$. This shows that $B(m, B_i) \cong C_\tau^m$, and hence

$$|\Phi_2| \geq |\Phi_2^b| = \sum_{i=1}^{3} B(d; B_i) = \Theta(\tau^d) \ .$$

**Step 3: cycle statistics.** Let us now compute a bound for $\gamma_d(k)$ using Corollary 8. Let

$$\xi(\Phi_2, n; d) = \{ \sigma \in \Phi_2 : \text{Fix}(\sigma) \geq n \}$$

denote the set of elements of $\Phi_2$ that fix at least $n$ positions, set $n = (1 - \eta)d$, and assume $\eta < 1/2$. Observe that this necessarily implies that two consecutive indices, say $u_0$ and $u_0 - 1$, are fixed, by the pigeonhole principle. Thus

$$\xi(\Phi_2, n) \subset \Phi_2^b \ ,$$

and we can use the characterisation of elements in $\Phi_2^b$. We have

$$|\xi(\Phi_2, (1 - \eta)d; d)| \leq \sum_{n'=(1-\eta)d}^{d} \binom{d}{d-n'} |B(n'; B_1) + B(n'; B_2) + B(n'; B_3)|$$

$$\leq C\tau^{-\eta d} \sum_{n'=(1-\eta)d}^{d} \binom{d}{d-n'} \leq C (e\eta^{-1})^\eta d \tau^{-\eta d} \ ,$$

where $C$ is an abolute constant. Finally, from Example 11 we have

$$n < e(\sigma) \Rightarrow 2n - d < \text{Fix}(\sigma) \ ,$$

thus $\xi(\Phi_2, n) \leq \xi(\Phi_2, 2n - d)$. By picking $n = (1 - \eta)d$ with $\eta < 1/4$, we have $2n - d = (1 - 2\eta)d > d/2$ and

$$\gamma_d(k) \leq \frac{\xi(\Phi_2, (1 - 2\eta)d)}{|\Phi_2|} + O\left(k^{-d+\max(n,d/2+7)}\right) \leq C(e(2\eta)^{-1})^{2\eta d \tau^{(2\eta-1)d}} + O\left(k^{-d+\max(n,d/2+7)}\right) \ .$$

$$= C \left(\frac{e^{2\eta}}{(2\eta)^{2\eta+1-2\eta}}\right)^d + O\left(k^{-\eta d}\right) \ .$$

(63)

(64)

(65)

When $2\eta < 0.15$, we verify that $\frac{e^{2\eta}}{(2\eta)^{2\eta+1-2\eta}} < 1$. 

\[\square\]