Data-intensive Spatial Indexing on the Clouds
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Abstract

In this paper, we investigate the potential of cloud computing for data-intensive spatial indexing. We assess the benefits in performance and cost. Specifically, we consider a data- and compute-intensive spatial application, namely, the construction of very large R-tree spatial indexes. We selected this application because of its high computing and memory requirements. We implemented this application and deployed it on various types of cloud configurations. We report our findings and provide insights useful when considering cloud computing for data- and compute-intensive spatial applications.
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1. Introduction

Data- and compute-intensive applications require significant computing and/or storage resources. Cloud computing is a computing paradigm that has the potential to quickly provide adequate resources for these applications. However, in many cases, it is not easy to predict the benefits of running data- and compute-intensive applications on clouds [11]. In this paper, we consider a particular application, namely, the construction of very large R-tree spatial indexes. We assess the benefits in terms of performance of running this application on various cloud platforms. We selected this application because of its high computing and memory requirements. We implemented this application and deployed it on various types of cloud configurations. We report our findings and provide insights useful when considering cloud computing for data- and compute-intensive spatial applications.

2. Construction of Large R-Tree Spatial Indexes

Earth observation generates massive spatial data. For example, the amount of data downloaded from Terra’s instruments is about 195 GB of Level 0 data each day, which represents about 850 terabytes when processed to higher level science products ([9], [13]). It is essential to provide efficient search capabilities for these massive
data. Spatial search operations such as: intersects, crosses, within, contains, etc. are known to be compute-intensive. This is particularly true for large spatial datasets. In order to handle these complex spatial operations, it is important to have an index mechanism that enables the retrieval of data quickly according to their spatial location. The R-tree [6] is one of the most popular spatial indexing methods. Many index technologies based on R-trees have been extensively researched such as R*-trees [2] and R+-trees [12]. The R-tree family is widely used in mainstream database systems such as Oracle Spatial [7] and PostGIS [10].

Building and updating large R-trees is very computationally complex and time consuming. The time to build an R-tree or update a node is almost linear in the number of spatial features. These operations usually require high speed CPUs, large memory, and large secondary storage. Substantial research has been conducted to handle this complexity. For example, in [8], Mondal et al. proposed an R-tree structure based on peer-to-peer environments. Recent research, e.g., Cary et al. [3], explored the use of MapReduce [4] to construct R-tree indexes. Although MapReduce is generally suitable for the parallel processing of large data sets, recent results do not show a significant improvement when using MapReduce to build hierarchical indexes such as R-trees [1].

In this paper, we explore the suitability of cloud computing for the construction of very large R-tree indexes. We experimented with an existing R*-tree software package developed at Hong Kong University of Science Technology (www.rtreeportal.org). We considered different R-tree sizes and different amounts of cloud computing resources. Specifically, we measured the construction time of an R*-tree with 1000000, 4000000, 10000000 spatial features on different types of cloud instances. For the sake of brevity, we only report results for the two latter cases. We used two cloud platforms: Amazon EC2 and Microsoft Windows Azure.

Figure 1 and Figure 2 show the experimental results for building an R-tree with 4M and 10M features respectively. Figure 2 shows that we could not run the application on a small instance for the case of 10M spatial features. This is normal since the computation requires the entire R*-tree to be loaded in memory at runtime. Also, the previous results show that the performance obtained does not always conform to the intuitive prediction. In almost all cases, cloud instances with large system configurations perform worse than instances with smaller system configurations. An exception is that local computer X-large instances with 8 CPU cores and 16 GB memory perform better than local computer large instances with 4 CPU cores and 4GB memory. Among all cloud deployments, the ones on “High Memory X Large” instances give the best performance. The “High Memory X Large” instance has two CPU cores less and 2.1 GB more memory than the “X Large” instance. However, it performs much better than the “X Large” instance which indicates that the nature of the application (i.e., having high memory requirements) plays a more important role than computing power in determining the overall performance. This can be further seen when comparing the performance results of the “High Memory X Large” and the “High CPU X Large” instances. For example, in the case of 10M spatial features, the former gives an execution time of 923.92 seconds while the latter gives an execution time of 1425.89 seconds. Execution time increases by %54 when the computing power increases from 6.5 ECUs to 20 ECUs and memory decreases from 17.1 GB to 7 GB.

Two reasons are, in part, behind the low performance achieved by this application: 1) the application was written in Java with all of its well-known memory management issues, and 2) the application’s code was not optimized to run on configurations with multiple CPU cores. In particular, because the application does not use multithreading, using more cores does not improve performance.

We also compared the performance of the R*-tree construction application on different cloud instances with regard to memory size, number of CPU cores, and CPU speed (Figures 3, 4, and 5). The figures show the following results: 1) instances with high CPU speed perform better than instances with low CPU speed, 2) utilizing more CPU cores/ECUs does not improve performance. In fact, performance sometimes degrades with more CPU cores/ECUs (for the same two reasons mentioned earlier), and 3) no obvious pattern is found with regard to the impact of increasing memory size. This is particularly true in the case of Amazon EC2 instances. Azure instances show moderate degradation in execution time when memory increases from 7-8 GB to 14-17
GB. This degradation is caused, in part, by the inability of the application to exploit the increase in the number of CPU cores from 4 to 8.

The results obtained in this second set of experiments highlight the fact that many of legacy, data- and compute-intensive software products that geospatial scientists have successfully used in traditional local settings are not adequate for the clouds. For example, almost all legacy Fortran-based data analysis code is based on sequential for loops. Running such a code on a cloud instance with a large number of CPU cores
would likely not improve performance. These legacy software products will have to be substantially redesigned to use cloud resources more efficiently.

Figure 5. Building an R*-tree with 4M Spatial Features (performance when varying CPU speed)

3. Conclusion

Cloud computing is now seen as a promising, cost-effective paradigm to support the execution of compute- and data-intensive spatial applications. Experts in academia and in industry view it as a key enabler of data-intensive scientific discovery [5]. From the experiments conducted in this work, it is clear that cloud platforms are not necessarily an easy solution to address the complex nature of compute- and data-intensive applications. Substantial research is still needed on how to best design spatial applications to be efficiently executed on the clouds. We argue that, to enable efficient data-/compute-intensive spatial computing on the clouds, efforts will have to go into four directions: (i) developing new design approaches for spatial applications specifically tailored for cloud environments, (ii) developing new mechanisms for accurate cost/benefit assessment of deploying applications on clouds, (iii) improving cloud platforms to better support science applications, and (iv) exploring new distributed computing alternatives on the clouds.
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