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ABSTRACT
In this paper we use the L-curve method and the Morozov discrepancy principle for the estimation of the regularization parameter in the regularization of time-delayed optimal control computation. Zeroth order, first order and second order differential operators are considered. Two test examples show that the L-curve method and the two discrepancy principles give close estimations for the regularization parameters.
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1. INTRODUCTION
Control parameterization technique (CPT) belongs to the class of direct transcription methods (see [6, 15]) for solving optimal control problems (OCPs) [10-12]. It relies on partitioning the time space, over which the OCP is to be solved using two types of partitions: first, the time space is partitioned by switching points representing the times at which the parameters of the control function (constant, linear, etc) switch their values; then in the second partition, each switching interval is partitioned by a number of quadrature points, at which the state variables are to be evaluated. As all the direct transcription methods, the CPT transcribes an OCP into a nonlinear programming problem (NLP) [2, 3, 4, 7, 8, 9]. This resulting NLP is to be solved using any NLP solver such as the SQP [15], Matlab's optimization toolbox [14], the FSQP, etc.

The Matlab's optimization toolbox uses the quasi Newton methods (BFGS, DFP) to solve the nonlinear programming problems [14]. Starting from any initial guess for the optimal solution, the optimization process starts by the identity matrix as an initial approximation for the Hessian matrix. Then, the Hessian matrix is updated at each iteration, maintaining its positive-definiteness, to guarantee that, the direction of search would be always a descent direction. The optimization process terminates, when the directional derivative is less than a given tolerance FunTol, and the maximum constraint violation is less than another given tolerance ConTol. The default value of both the tolerences FunTol and ConTol is $10^{-7}$ [14].

If the condition numbers associated to the computation of the optimal control solution are evaluated, they would lead to the fact that the OCPs are ill-conditioned [19]. In [1] we computed the condition numbers resulted by the discretization of the optimal control problem, using the classical fourth-order Runge-Kutta method. Those computations showed that the condition numbers of the active constraints, projected Hessian and the whole Lagrangean system are more likely to increase with the number of the switching intervals per a delay interval than by the number of the quadrature intervals per a switching interval.

Methods of regularization are used to stabilize the solutions obtained for ill-conditioned problems [19, 20]. The stabilization of the solution of the optimal control problems requires moving from the optimal solution (optimal controller) to a controller in the neighbourhood with better stability properties (smoothness). Regularization is done by choosing a positive regularization parameter. Choosing very small values for the regularization parameter will keep the solution close to the optimal controller but might not contribute a lot in the stabilization of the solution. On the other hand, choosing large values of the regularization parameter will smoothen the solution of the OCP but take the solution away from the optimal controller.

Staying closer to the optimal control while smoothing the resulting control are two extremes, which should be balanced. This requires the computation of an optimal regularization parameter, which is a problematic issue, in which one balances between two extremes. The first extreme is to smooth the computed control, whereas the second extreme is to stay close to the optimal control. Benyah and Jennings [19] developed methods based on the L-curve and the discrepancy principle methods for the computation of the regularization parameters on solving optimal control problems without time delays.

In this paper we extend their work to optimal control problems with time delays and we propose a new discrepancy principle for the computation of the regularization parameters, based on the method found in [18] for the regularization of the solutions of linear systems.
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The rest of this paper is organized as follows. In Section 2, we state the time-delayed optimal control problem under consideration and discuss the concept of the regularization in optimal control and the methods for computing the regularization parameters. In Section 3 we state the two test examples that would be considered in the rest of the paper. In Section 4, we show the results obtained by applying the L-curve method, for discretization with the classical fourth-order Runge-Kutta method. In sections 5 and 6, we use a Morosov discrepancy principle and an iterative Morosov discrepancy principle to compute the regularization parameter. In Section 7 are the conclusions and remarks.

2. METHODS OF REGULARIZATION IN TIME-DELAYED OPTIMAL CONTROL PROBLEMS

We consider an optimal control problem with time-delay arguments, of the form:

\[
\min_{u \in U} J(u(t)) = \phi(\tilde{x}(t_f)) + \int_{t_0}^{t_f} L_0(t, \tilde{x}(t), \tilde{x}(t-\tau), \bar{u}(t), \ddot{u}(t-\tau))dt,
\]

subject to dynamics governed by the state equations

\[
\begin{align*}
\dot{\tilde{x}}(t) &= \tilde{f}(t, \tilde{x}(t), \tilde{x}(t-\tau), \bar{u}(t), \ddot{u}(t-\tau)), t \in [t_0, t_f], \\
\tilde{x}(t_0) &= \tilde{x}^0, \\
\tilde{x}(t) &= \tilde{\phi}(t), t \in [t_0 - \tau, t_0], \\
\bar{u}(t) &= \tilde{\tilde{G}}(t), t \in [t_0 - \tau, t_0],
\end{align*}
\]

where \( \tilde{\phi}(t) \) and \( \tilde{\tilde{G}}(t) \) are given piecewise continuous functions.

The system is subject to continuous state inequality constraints

\[
\tilde{I}(t, \tilde{x}(t), \tilde{x}(t-\tau), \bar{u}(t), \ddot{u}(t-\tau)) \leq \tilde{0}, t \in [t_0, t_f].
\]

It is subject to equality constraints

\[
\tilde{E}(t, \tilde{x}(t), \tilde{x}(t-\tau), \bar{u}(t), \ddot{u}(t-\tau)) = \tilde{0}, t \in [t_0, t_f],
\]

and subject to terminal conditions:

\[
\tilde{\psi}(t_f, \tilde{x}(t_f)) = \tilde{\psi}_f
\]

where the functions \( \tilde{I} : R \times R^n \times R^n \times R^m \times R^m \rightarrow R^p \) and \( \tilde{E} : R \times R^n \times R^n \times R^m \times R^m \rightarrow R^q \) are differentiable with respect to \( \tilde{x} \) and \( \ddot{u} \). The function \( \tilde{\phi} : R^k \rightarrow R \) and \( \tilde{\psi} : R \times R^n \rightarrow R^l \) are differentiable with respect to each component of \( \tilde{x} \).

The aim from the regularization in the optimal control problems, is to make a trade-off between the smoothness of the control, and maintaining the minimum value of the objective function. In Tikhonov regularization a penalty is applied to the objective function for unwanted properties on the control \citep{Ben2, Ben3}.

The penalized objective function is of the form

\[
J_{\alpha}(\ddot{u}) = J(\ddot{u}) + \alpha \|L\ddot{u}\|^2
\]

where \( \alpha \in (0, \infty) \) is the regularization parameter. Its seen that, for any \( \alpha \in (0, \infty) \) \( J_{\alpha}(\ddot{u}) \geq J(\ddot{u}) \). Moreover, for any two positive values \( \alpha_1 \) and \( \alpha_2 \) with \( \alpha_1 > \alpha_2 \), it is true that \( J_{\alpha_1}(\ddot{u}) \geq J_{\alpha_2}(\ddot{u}) \).

The zero-th order differential operator \( L = I_m \) penalizes the control on variation from the null function 0. The first order differential operator \( L = D_1 \) penalizes the control on deviation from a constant and the second-order differential operator \( L = D_2 \) penalizes the control on deviation from a straight line (see Benyah and Jennings [19, 20]).

Let \( \ddot{u}^0 \) be an unregularized control, \( \ddot{u}^a \) be the control that minimizes the functional \( J_{\alpha}(\ddot{u}) \).
\[ \bar{u} = \arg \min_{u \in \mathcal{U}} \{ J(\bar{u}) + \alpha \| \bar{u} \|^2 \} \]

and \( \bar{u}^\alpha \) be the control defined by

\[ \bar{u}^\alpha = \arg \min_{u \in \mathcal{U}} \{ J(\bar{u}) : \| \bar{u} \| = 0 \} \]

Let \( \alpha_1 \) and \( \alpha_2 \) be any two positive real numbers such that, \( \alpha_1 > \alpha_2 \). Benyah and Jennings [19] and Ramlau [18] stated and proved the following properties:

1. \( \lim_{\alpha \to \infty} \| \bar{u} \| = 0 \)
2. \( J(\bar{u}^\alpha) \geq J(\bar{u}^\alpha) \)
3. \( J_{\alpha_2}(\bar{u}^{\alpha_2}) \leq J_{\alpha_2}(\bar{u}^{\alpha_1}) \leq J_{\alpha_1}(\bar{u}^{\alpha_2}) \)
4. \( \| \bar{u}^{\alpha_2} \| \leq \| \bar{u}^{\alpha_1} \| \)
5. \( J(\bar{u}^0) \leq J(\bar{u}^\alpha) \leq J(\bar{u}^\infty) \)

If a large value for the regularization parameter \( \alpha \) is chosen, then a smooth control \( \bar{u}^\alpha \) that minimizes the term \( \| \bar{u} \| \) can be obtained, but with a high value for the objective function.

On the other hand, by choosing a small value for the regularization parameter \( \alpha \), the smoothness of the control \( \bar{u} \) will not improve significantly, but the value of the objective function will not go far from its minimum value.

An optimal value of the parameter \( \alpha \) is the value at which the control seems more stable. If we move to a point in the neighborhood of this optimal value, we will not see high increases or decreases in either the objective function or the term \( \| \bar{u} \| \).

### 3. TEST EXAMPLES

In the rest of this paper we consider the following two test examples.

#### 3.1 Example 1

\[
\min_{u(t)} J(u) = \frac{1}{2} x^2(2) + \frac{1}{2} \int_0^2 (x^2(t) + u^2(t))dt
\]

subject to:

\[
\dot{x}(t) = x(t) \sin(x(t)) + x(t-1) + u(t), t \in [0, 2]
\]

\[
x(t) = 10, -1 \leq t \leq 0
\]

and subject to the continuous inequality constraint

\[
x(t) + 8t - 114.6 \leq 0, t \in [0, 2]
\]

and subject to the terminal equality constraint

\[
x^2(2) - 22x(2) + 119.854 = 0
\]

#### 3.2 Example 2

We consider the optimal control problem

\[
\min_{u(t)} J(u) = \int_0^2 (x_1^2(t) + x_2^2(t) + 0.005u^2(t))dt
\]

subject to the dynamics described by the delay differential equations:
\[ \dot{x}_1(t) = x_2 \left( t - \frac{1}{3} \right), \quad x_1(0) = 0 \]
\[ \dot{x}_2(t) = -x_2(t) + u(t), \quad 0 \leq t \leq 1 \]
\[ x_2(t) = -1, \quad t \in \left[ -\frac{1}{3}, 0 \right] \]

and subject to the continuous inequality constraint
\[ x_2(t) - 8(t - 0.5)^2 \leq 0, \quad t \in [0, 1] \]

### 3.3 Solutions of Examples 1 and 2

We ran computer programmes using 16 switching intervals per a delay interval with two quadrature intervals per a switching interval. The solutions of examples 1 and two are explained by figures 1 and 2.

![Figure 1: Optimal control and optimal trajectory for example 1, obtained by the control parameterization technique using constant-wise control parameters](image1.png)

![Figure 2: Optimal control and optimal trajectory for example 2, obtained by the control parameterization technique using constant-wise control parameters](image2.png)

The values of the objective functions and \( \|L\dot{u}\|_2 \), for the zeroth, first and second order differential operators in examples 1 and 2 are shown in Table 1.

**Table 1: The value of the objective function at the optimal control, the norms of the zeroth, first and second derivatives of the optimal control, for examples 1 and 2.**

| Example   | \( J(\dot{u}) \)       | \( \|\dot{u}\|_2 \)       | \( \|D_1\dot{u}\|_2 \)       | \( \|D_2\dot{u}\|_2 \)       |
|-----------|------------------------|------------------------|------------------------|------------------------|
| Example 1 | 1.644972E+02           | 1.921829E+01           | 3.875214E+01           | 7.057394E+02           |
Example 2  | 2.572192E-01  | 3.251148E+01  | 1.133379E+03  | 6.704701E+04

4. THE L-CURVE METHOD

The L-curve for an optimal control problem is the parametric plot of the points $(J(\bar{u}^\alpha), \| \bar{L} u^\alpha \|^2)$ using feasible regularization parameters $\alpha_1 \leq \alpha \leq \alpha_2$, where $[\alpha_1, \alpha_2]$ is a trust region of the optimal regularization parameter.

For small values of $\alpha$, the quantity $\| \bar{L} u^\alpha \|^2$ is more sensitive to changes in $\alpha$ than $J(\bar{u}^\alpha)$. Therefore, the graph $(J(\bar{u}^\alpha), \| \bar{L} u^\alpha \|^2)$ is almost vertical.

For large values of $\alpha$, the quantity $J(\bar{u}^\alpha)$ is more sensitive to changes in the regularization parameter $\alpha$, and hence, the graph of $(J(\bar{u}^\alpha), \| \bar{L} u^\alpha \|^2)$ is almost horizontal.

Between the large and small values of the regularization parameter $\alpha$, lies the optimal value of the regularization parameter. Therefore, the curve of $(J(\bar{u}^\alpha), \| \bar{L} u^\alpha \|^2)$ takes a shape of a L-curve and the optimal value for the regularization parameter $\alpha$ lies at the corner of the L-curve.

At the optimal value of the regularization parameter $\alpha^*$, we obtain the best level of smoothness in the control function, without completely compromising the optimality of the corresponding control. Therefore, we expect $\frac{J_{\alpha^*} - J_0}{J_0}$ to be very close to zero.

4.1 Test Example 1

We applied the control parameterization technique using 16 switching intervals per a delay interval with two quadrature intervals per a switching interval.

For $\alpha \in \{10^{-3}, 10^{-4}, \ldots, 10^{-15}\}$ and by using a zeroth, first and second order differential operators, we obtain results which we explain in Table 2-4.

| $\alpha$  | $J(\bar{u}^\alpha)$ | $\| \bar{L} u^\alpha \|^2$ | $\frac{J_{\alpha^*} - J_0}{J_0}$  |
|---|---|---|---|
| 1.00E-03 | 1.644992E+02 | 1.911029E+01 | 1.179163E-05 |
| 1.00E-04 | 1.644972E+02 | 1.920569E+01 | 1.443466E-07 |
| 1.00E-05 | 1.644972E+02 | 1.921821E+01 | 6.189489E-11 |
| **1.00E-06** | **1.644972E+02** | **1.921821E+01** | **6.072068E-11** |
| 1.00E-07 | 1.644972E+02 | 1.921822E+01 | 6.077131E-11 |
| 1.00E-08 | 1.644972E+02 | 1.921822E+01 | 6.079083E-11 |
| 1.00E-09 | 1.644972E+02 | 1.921822E+01 | 6.079083E-11 |
| 1.00E-10 | 1.644972E+02 | 1.921822E+01 | 6.079083E-11 |
| 1.00E-11 | 1.644972E+02 | 1.921822E+01 | 6.079083E-11 |
| 1.00E-12 | 1.644972E+02 | 1.921822E+01 | 6.079083E-11 |
| 1.00E-13 | 1.644972E+02 | 1.921822E+01 | 6.079083E-11 |
| 1.00E-14 | 1.644972E+02 | 1.921822E+01 | 6.079083E-11 |
| 1.00E-15 | 1.644992E+02 | 1.921822E+01 | 6.079083E-11 |

Table 3. Regularization using the first-order differential operator
From tables 2-4, we see that, the values $\alpha^0 = 10^{-7}, \alpha^1 = 10^{-8}$ and $\alpha^2 = 10^{-11}$ are optimal regularization parameters, corresponding to zeroth, first and second order operators respectively. In the log scale, the curves $(J(\tilde{u}^{\alpha}), \|L\tilde{u}^{\alpha}\|^2)$ and $(-\log_{10}(J(\tilde{u}^{\alpha})), -\log_{10}(\|L\tilde{u}^{\alpha}\|^2))$ have the same shape, but in the log scale, the corner of the L-curve can be seen better. Therefore, we plot the data Figure 1 below, shows the L-curve obtained by plotting the data $(-\log_{10}(J(\tilde{u}^{\alpha})), -\log_{10}(\|L\tilde{u}^{\alpha}\|^2))$ instead the data $(J(\tilde{u}^{\alpha}), \|L\tilde{u}^{\alpha}\|^2)$.
4.1 Test Example 2

We applied the control parameterization technique using 16 switching intervals per a delay interval with two quadrature intervals per a switching interval. For $\alpha \in \{10^{-3}, 10^{-4}, \ldots, 10^{-15}\}$ and by using a zeroth, first and second order differential operators, we obtain results which we explain in tables 5-7.

Table 5. Regularization using the zeroth-order differential operator

| $\alpha$   | $J(\bar{u}^\alpha)$ | $\|L\bar{u}^\alpha\|^2$ | $\frac{J_\alpha - J_0}{J_0}$ |
|------------|----------------------|-------------------------|-------------------------------|
| 1.00E-03   | 3.905690E-01         | 8.882816E+00            | 5.183639E-01                 |
| 1.00E-04   | 2.786710E-01         | 2.054357E+01            | 7.557767E-02                 |
| 1.00E-05   | 2.580654E-01         | 2.965972E+01            | 3.247053E-03                 |
| 1.00E-06   | 2.572565E-01         | 3.211599E+01            | 1.023513E-04                 |
| 1.00E-07   | 2.572565E-01         | 3.211604E+01            | 1.022956E-04                 |
| 1.00E-08   | 2.572564E-01         | 3.211609E+01            | 1.022388E-04                 |
| 1.00E-09   | 2.572564E-01         | 3.211614E+01            | 1.021818E-04                 |
| 1.00E-10   | 2.572564E-01         | 3.211619E+01            | 1.021250E-04                 |
| 1.00E-11   | 2.572564E-01         | 3.211624E+01            | 1.020681E-04                 |
| 1.00E-12   | 2.572564E-01         | 3.211630E+01            | 1.020113E-04                 |
| 1.00E-13   | 2.572564E-01         | 3.211635E+01            | 1.019545E-04                 |
| 1.00E-14   | 2.572564E-01         | 3.211640E+01            | 1.018978E-04                 |
| 1.00E-15   | 2.572564E-01         | 3.211640E+01            | 1.018978E-04                 |

Table 6. Regularization using the first-order differential operator

| $\alpha$   | $J(\bar{u}^\alpha)$ | $\|L\bar{u}^\alpha\|^2$ | $\frac{J_\alpha - J_0}{J_0}$ |
|------------|----------------------|-------------------------|-------------------------------|
Table 7. Regularization using the second-order differential operator

| $\alpha$    | $J(\tilde{u}^{\alpha})$ | $\|L\tilde{u}^{\alpha}\|^2$ | $\frac{|J_{\alpha} - J_{0}|}{J_{0}}$ |
|------------|--------------------------|-------------------------------|-------------------------------------|
| 1.00E-03   | 5.947610E-01             | 2.207414E+00                  | 1.312174E+00                       |
| 1.00E-04   | 5.276929E-01             | 1.850742E+00                  | 1.05443E-00                        |
| 1.00E-05   | 3.586397E-01             | 8.271684E+01                  | 3.942365E-01                       |
| 1.00E-06   | 2.871680E-01             | 1.661629E+02                  | 1.163854E-01                       |
| 1.00E-07   | 2.714642E-01             | 2.831382E+02                  | 5.533589E-02                       |
| 1.00E-08   | 2.601238E-01             | 7.037313E+02                  | 1.124932E-02                       |
| 1.00E-09   | 2.573035E-01             | 1.062615E+03                  | 2.850408E-04                       |
| 1.00E-10   | 2.572365E-01             | 1.114946E+03                  | 2.461053E-05                       |
| 1.00E-11   | 2.572302E-01             | 1.116460E+03                  | 1.849185E-07                       |
| 1.00E-12   | 2.572302E-01             | 1.116461E+03                  | 1.666262E-07                       |
| 1.00E-13   | 2.572302E-01             | 1.116463E+03                  | 1.485577E-07                       |
| 1.00E-14   | 2.572302E-01             | 1.116464E+03                  | 1.305125E-07                       |
| 1.00E-15   | 2.572302E-01             | 1.116464E+03                  | 1.305125E-07                       |
From tables (4-6), we see that, the values $\alpha^0 = 10^{-6}$, $\alpha^1 = 10^{-8}$ and $\alpha^2 = 10^{-13}$ are optimal regularization parameters, corresponding to zeroth, first and second order operators respectively. Figure 2 below, shows the L-curve obtained by plotting the data $\left( J(\tilde{u}^\alpha), \|L\tilde{u}^\alpha\|^2 \right)$

![L-Curve](image)

**Figure 4**: the L-curve obtained by plotting the data $\left( -\log_{10}(J(\tilde{u}^\alpha)), -\log_{10}(\|L\tilde{u}^\alpha\|^2) \right)$

### 5. The Discrepancy Principle

In this section we look for the most plausible acceptable control $\tilde{u}^\alpha$, which solves the optimization problem

$$\min_{\alpha \in U} \|L\tilde{u}^\alpha\|^2$$

subject to the constraint:

$$\left| \frac{J(\tilde{u}^\alpha) - J(\tilde{u}^0)}{J(\tilde{u}^0)} \right| \leq \varepsilon$$

where $J(\tilde{u}^0)$ is the value of the objective function for the unregularized control and $\varepsilon$ is a given tolerance.

Now, we consider a problem of the form:

$$\min_{\alpha \in U} \|L\tilde{u}^\alpha\|^2$$

subject to the constraint

$$\left| \frac{J(\tilde{u}^\alpha) - J(\tilde{u}^0)}{J(\tilde{u}^0)} \right| \leq \varepsilon$$

Where,

$$\tilde{u}^\alpha = \arg \min_{\alpha \in U} J(\tilde{u}) + \alpha \|L\tilde{u}^\alpha\|^2 = \arg \min_{\alpha \in U} J(\tilde{u}) + \alpha \left( \phi(\bar{x}(t_f)) + \int_{t_0}^{t_f} L_0(t, \bar{x}(t), \bar{x}(t-\tau), \tilde{u}(t), \bar{u}(t-\tau))dt + \alpha \|L\tilde{u}^\alpha\|^2 \right)$$

subject to the constraints:

$$\bar{x}(t) = \bar{f}(t, \bar{x}(t), \bar{x}(t-\tau), \tilde{u}(t), \bar{u}(t-\tau)), \quad t \in [t_0, t_f],$$

with initial data given by
where \( \tilde{\phi}(t) \) and \( \tilde{\mathcal{S}}(t) \) are given piecewise continuous functions.

The system is subject to continuous state inequality constraints
\[
\tilde{I}(t, \tilde{x}(t), \tilde{x}(t-\tau), \tilde{u}(t), \tilde{u}(t-\tau)) \leq 0, \quad t \in [t_0, t_f],
\]

It is subject to equality constraints
\[
\tilde{E}(t, \tilde{x}(t), \tilde{x}(t-\tau), \tilde{u}(t), \tilde{u}(t-\tau)) = 0, \quad t \in [t_0, t_f],
\]

and subject to terminal conditions:
\[
\tilde{\psi}(t_f, \tilde{x}(t_f)) = \tilde{\psi}_f
\]

By solving the optimal control problems in examples 1 and 2, using the Morozov discrepancy principle with \( \varepsilon = 10^{-5} \), we computed the optimal regularization parameters and show them in tables 7 and 8, respectively.

### Table 8: The optimal regularization parameters obtained by Morozov discrepancy principle for example 1

| Order | \( \alpha \)   | \( J(\tilde{u}^\alpha) \)   | \( \|L\tilde{u}^\alpha\|^2 \) | \( \frac{J_{\alpha} - J_0}{J_0} \) |
|-------|---------------|-----------------------------|-------------------------------|-----------------------------------|
| 0     | 2.384186E-05 | 1.645070E+02               | 2.682882E+01                 | 2.759120E-11                     |
| 1     | 4.768372E-07 | 1.645070E+02               | 8.661188E+01                 | 2.755665E-11                     |
| 2     | 5.960464E-10 | 1.645070E+02               | 3.081492E+03                 | 2.738388E-11                     |

### Table 9: The optimal regularization parameters obtained by Morozov discrepancy principle for example 2

| Order | \( \alpha \)   | \( J(\tilde{u}^\alpha) \)   | \( \|L\tilde{u}^\alpha\|^2 \) | \( \frac{J_{\alpha} - J_0}{J_0} \) |
|-------|---------------|-----------------------------|-------------------------------|-----------------------------------|
| 0     | 2.857222E-06 | 2.572870E-01               | 3.200125E+01                 | 9.341008E-05                     |
| 1     | 1.024656E-09 | 2.572302E-01               | 1.139612E+03                 | 3.888663E-08                     |
| 2     | 1.720463E-13 | 2.572824E-01               | 6.766613E+04                 | 3.888760E-08                     |

### 6. Another Discrepancy Principle

In [21], Ramlaus proposed an \textit{iterative algorithm from linear inverse problems} for the computation of the optimal regularization parameter in linear systems. In this section, we extend the work of Ramlaus for the computation of the optimal control parameters in optimal control problems with time delays.

The algorithm starts from a regularization parameter \( \alpha_0 > \alpha_1 \) that are satisfying:

\[
\left| \frac{J(\tilde{u}^\alpha) - J(\tilde{u}^{\alpha_0})}{J(\tilde{u}^{\alpha})} \right| > \varepsilon \cdot \varepsilon
\]  
(7)

\[
\left| \frac{J(\tilde{u}^\alpha) - J(\tilde{u}^{\alpha_1})}{J(\tilde{u}^{\alpha})} \right| < \varepsilon
\]  
(8)
where $c > 1$ is a given real number. Then, the real interval $(\alpha_0, \alpha_1]$ is a trust region for the optimal regularization parameter $\alpha$.

Starting from $\alpha_0$, the algorithm produces a damping sequence of regularization parameters $\alpha_j, j = 0, 1, 2, \ldots$. In each iteration $j$ the functional $J(\tilde{u}^{\alpha_j})$ is evaluated and the algorithm monitors whether the residual norm $\left| \frac{J(\tilde{u}^{\alpha_j}) - J(\tilde{u}^{\alpha_{j-1}})}{J(\tilde{u}^{\alpha_j})} \right|$ is still in the trust region. That is, $\left| \frac{J(\tilde{u}^{\alpha_j}) - J(\tilde{u}^{\alpha_{j-1}})}{J(\tilde{u}^{\alpha_j})} \right| > c \cdot \varepsilon$. If not, then $\alpha_{j+1} = \alpha_j$ should be chosen such that $\alpha_{j+1} > \alpha_j$, otherwise, $\alpha_{j+1} < \alpha_j$. The algorithm terminates at a regularization parameter $\alpha_j$ such that $\varepsilon \left| \frac{J(\tilde{u}^{\alpha_j}) - J(\tilde{u}^{\alpha_j})}{J(\tilde{u}^{\alpha_j})} \right| < c \cdot \varepsilon$.

We describe the method by the following algorithm:

1. Choose parameters $\varepsilon > 0$, $0 < q < 1$ and $\alpha_0$ satisfies Equation (7).
2. Set $\bar{\alpha} = \alpha_0$ and $j = 1$.
3. While $\left| \frac{J(\tilde{u}^{\alpha_j}) - J(\tilde{u}^{\alpha_j})}{J(\tilde{u}^{\alpha_j})} \right| > c \cdot \varepsilon$ or $\left| \frac{J(\tilde{u}^{\alpha_j}) - J(\tilde{u}^{\alpha_j})}{J(\tilde{u}^{\alpha_j})} \right| < \varepsilon$ Do
   a. If $\left| \frac{J(\tilde{u}^{\alpha_j}) - J(\tilde{u}^{\alpha_j})}{J(\tilde{u}^{\alpha_j})} \right| > c \cdot \varepsilon$ Then
      i. $q_j = q_{j-1}$
      ii. $\alpha_j = q_j \alpha_{j-1}$
   b. Else
      i. $q_j = q_{j-1} + (1 - q_{j-1}) / 2$
      ii. $\alpha_j = q_j \bar{\alpha}$
   c. End If
   d. Compute $\tilde{u}^{\alpha_j} = \arg \min_{\tilde{u}} J(\tilde{u}) + \alpha_j \|L\tilde{u}\|^2$ subject to the constraints (2)–(6)
   e. If $\left| \frac{J(\tilde{u}^{\alpha_j}) - J(\tilde{u}^{\alpha_j})}{J(\tilde{u}^{\alpha_j})} \right| > c \cdot \varepsilon$ Then
      i. $\bar{\alpha} = \alpha_j$
   f. End If
   g. Increment $j$
4. End While
5. Return $\alpha_{j-1}$

End Algorithm

Figure 5: The iterative discrepancy principle
Starting with $q_0 = 0.9$, $c_1 = 10$, $\varepsilon = 10^{-5}$, $\alpha_0 = 10^{-3}$ for $L = D_0$, $\alpha_0 = 10^{-5}$ for $L = D_1$ and $\alpha_0 = 10^{-7}$ for $L = D_2$, we obtained the optimal regularization parameters explained by tables 9 and 10 for examples 1 and 2, respectively.

Table 10: The optimal regularization parameters obtained by the iterative Morozov discrepancy principle for example 1

| Order | $\alpha$     | $J(\tilde{u}^\alpha)$ | $\|L\tilde{u}^\alpha\|^2$ | $\frac{J_\alpha - J_0}{J_0}$ |
|-------|--------------|-------------------------|----------------------------|-------------------------------|
| 0     | 2.579804E-06| 1.644972E+02            | 1.921484E+01               | 9.998342E-09                 |
| 1     | 1.518223E-07| 1.644972E+02            | 3.846832E+01               | 9.997421E-09                 |
| 2     | 4.283754E-10| 1.644972E+02            | 7.001718E+02               | 9.991421E-09                 |

Table 11: The optimal regularization parameters obtained by the iterative Morozov discrepancy principle for example 2

| Order | $\alpha$     | $J(\tilde{u}^\alpha)$ | $\|L\tilde{u}^\alpha\|^2$ | $\frac{J_\alpha - J_0}{J_0}$ |
|-------|--------------|-------------------------|----------------------------|-------------------------------|
| 0     | 1.354380E-05| 2.572988E-01            | 2.312807E+01               | 3.096192E-04                 |
| 1     | 4.454236E-08| 2.572904E-01            | 2.416414E+02               | 2.767290E-04                 |
| 2     | 1.507287E-13| 2.572920E-01            | 2.051583E+03               | 2.830660E-04                 |

7. Conclusions
We discussed the methods of regularization in time delayed optimal control computation. For the estimation of the regularization parameters using zeroth, first and second order differential operators, we have used the L-curve and two discrepancy principle methods. Two common features between the three methods are that the regularization parameter decreases as the order of the differential operator increases and the variation increases. When it comes to compare between the performances of the L-curve method and the two discrepancy principle, we recommend that the L-curve method be used to determine a trust region for the optimal regularization parameter, whereas the discrepancy principle methods can be used to look for the optimal value of the regularization parameter. That is the discrepancy principle gives more precise values for the optimal regularization parameter than the L-curve method.
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