Are different approaches to constructing initial data for binary black hole simulations of the same astrophysical situation equivalent?
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Initial data for numerical evolutions of binary-black holes have been dominated by “conformally flat” (CF) data (i.e., initial data where the conformal background metric is chosen to be flat) because they are easy to construct. However, CF initial data cannot simulate nearly extremal spins, while more complicated “conformally curved” initial data (i.e., initial data in which the background metric is not explicitly chosen to be flat), such as initial data where the spatial metric is chosen to be proportional to a weighted superposition of two Kerr-Schild (SKS) black holes can. Here we establish the consistency between the astrophysical results of these two initial data schemes for nonspinning binary systems. We evolve the inspiral, merger, and ringdown of two equal-mass, nonspinning black holes using SKS initial data and compare with an analogous simulation using CF initial data. We find that the resultant gravitational-waveform phases agree to within $\delta\phi \lesssim 10^{-2}$ radians and the amplitudes agree to within $\delta A/A \lesssim 5 \times 10^{-3}$, which are within the numerical errors of the simulations. Furthermore, we find that the final mass and spin of the remnant black hole agree to one part in $10^9$.

PACS numbers: 04.25.dg, 04.30.-w

I. INTRODUCTION

Gravitational waves are one of the most distinctive predictions of Einstein’s General Relativity. Compact binary coalescences are expected to be among the most prolific sources of gravitational radiation in our universe, and they provide an excellent opportunity to investigate the strong field dynamics of gravity. The next generation of laser interferometers derived from the United States based LIGO [1, 2] and the European VIRGO [3] are currently under construction and are expected to make a direct detection of gravitational waves in the middle of the decade. These advanced configurations for LIGO and VIRGO will provide roughly a factor of ten increase in sensitivity over the original configurations [4]. However, even with these highly sensitive kilometer-scale interferometers, and even considering the most violent events in the universe, potential gravitational-wave signals cause length distortions on the order of only $10^{-18}m$ [5]. To detect signals with such small amplitudes, whenever possible gravitational wave data analysts employ the technique of matched filtering to isolate signals from the background noise. Matched filtering requires a large database of possible waveforms with which to compare the data, necessitating an analytical or numerical technique to generate these waveforms. Projects such as the Numerical INJection Analysis (NINJA) [6] and Numerical-Relativity and Analytical-Relativity (NR-AR) project [7] accomplish precisely this, but require a large variety of accurate numerical waveforms in order to calibrate their techniques.

Numerical relativity has come into its own in the past half decade following Pretorius’ 2005 breakthrough [8]. Since then, numerical relativists have made much progress in simulating compact binary coalescences and generating their corresponding gravitational wave signatures (see reference [9] for a comprehensive review and [10] for recent progress). These simulations employ a variety of numerical techniques in order to simulate coalescing black holes with different mass ratios, spin orientations, and spin magnitudes. When the four-dimensional spacetime is foliated in the usual 3+1 fashion, the problem of comparing different numerical techniques reduces to a comparison of initial data and evolution techniques.

The most widely used evolution techniques employ either the BSSN [11, 12] or generalized harmonic formulations of the Einstein evolution equations [8, 13]. The equivalence between these formulations has been shown numerically by several research groups [14, 15]. However, little work has been done to show the numerical equivalence between different initial data schemes designed to simulate the same astrophysical scenario. In this paper, we use the term astrophysical to refer to the large scale observational properties of the system such as mass, spin, and gravitational waveform. While initial data sets created through different methods produce distinct physical quantities through near-field effects and spurious junk radiation, they may nonetheless produce the same astrophysical results. Ideally, for a vacuum spacetime the initial data should be a snapshot of the gravitational field of two black holes that have spiraled together from large separation and are now in an almost circular orbit about a dozen revolutions before merger. The initial value equations of general relativity fix only four degrees of freedom in the gravitational field. The remaining eight degrees of freedom must be chosen to describe the situation you want to evolve. While there are some reasonable choices
you can make for these free data, unfortunately it is not known how to construct the correct initial data describing a snapshot of a binary black hole evolution; however, there are several choices of free data that are used to approximate the desired astrophysical situation.

The most popular choice for initial data is to use conformally flat (CF) spatial slices. This choice leads to a mathematically simple formulation but has no compelling physical motivation. It also has the drawback that highly spinning black holes cannot be treated (see below). This drawback can be overcome by choosing the spatial geometry to be that of two superposed Kerr-Schild black holes (SKS data) [16]. This leads to the question: Suppose you carry out simulations of astrophysically equivalent situations, i.e. an equal mass, nonspinning binary black hole system roughly a dozen orbits before merger, one created with CF and one with SKS initial data. Do the astrophysical results agree to high numerical accuracy?

In this paper, we consider only two initial data schemes: “conformally flat” (CF) initial data, where the conformal background metric, which is free data in the XCTS formalism, is chosen to be flat, and “superposed-Kerr-Schild” (SKS) initial data, where the initial spatial metric is chosen to be proportional to a weighted superposition of the spatial metrics of two boosted Kerr-Schild black holes. (Note that here and throughout this paper, our use of the label “conformally flat” does not refer to whether or not the resulting initial spatial geometry actually is conformally flat or not, but only to whether it is chosen to be explicitly in conformally flat form by one’s choice of free data in the initial value problem.) We show that the gravitational waveforms and final masses and spins from these two simulations agree to within the numerical errors.

II. INITIAL DATA

When solving Einstein’s equations as a Cauchy problem, evolutions must begin with an initial slice of spacetime that satisfies certain constraint equations. In the standard 3+1 decomposition, these constraints are

\[ R + K^2 - K_{ij}K^{ij} = 16\pi \rho, \]  
\[ \nabla_j \left( K^{ij} - \gamma^{ij}K \right) = 8\pi S^i. \]

Here \( R \) is the 3-dimensional Ricci scalar associated with the spatial metric \( \gamma_{ij} \), \( K_{ij} \) is the extrinsic curvature, \( \rho \) is the energy density defined by \( \rho = n_{\alpha}n_{\beta}T^{\alpha\beta} \), and \( S^i = -\gamma^{ij}n_sT_{s\alpha} \) where \( T_{\mu\nu} \) is the stress-energy tensor. These equations are commonly known as the Hamiltonian and momentum constraints, respectively. Considering only vacuum spacetimes (\( \rho = 0 \) and \( S^i = 0 \)), we need only to specify \( \gamma_{ij} \) and \( K_{ij} \) on the initial hypersurface to generate initial data. Since both these tensors are symmetric, together they contain 12 independent components, while the Hamiltonian and momentum constraints furnish only four constraints. Given such an underconstrained system, the typical procedure is to first choose certain field variables to solve for via the constraint equations. The remaining free quantities should then be specified in a way that reflects the desired physical situation. The ambiguity in this procedure leads to a multitude of schemes for generating initial data approximating astrophysically equivalent scenarios. In this paper, we consider only the conformally-flat (CF) and superposed Kerr-Schild (SKS) techniques.

A. Conformally flat initial data

The vast majority of binary black hole simulations performed to date have started with conformally flat initial data in which the spatial metric is chosen to be proportional to the spatial metric of flat space

\[ \gamma_{ij} = \psi^4 \eta_{ij}, \]  

where \( \psi \) is the conformal factor. Using this assumption, along with that of maximal slicing, the momentum constraint equations can be solved analytically using the equations of Bowen and York [17, 18]. Unfortunately, while these solutions allow a dimensionless spin as high as \( \chi = S/M^2 = 0.9837 \) [16], when these initial data are evolved the spin quickly relaxes to an upper bound of \( \chi \lesssim 0.93 \) [19–21]. This is an intrinsic limitation of the CF initial data scheme and motivates the introduction of conformally curved initial data for simulating nearly extremal black holes, i.e., those with \( \chi \) close to unity.

B. Superposed Kerr-Schild initial data

Unlike CF data, in the SKS scheme the data are chosen to be conformal to a superposition of two boosted Kerr-Schild metrics [16]. These data do not enforce conformal flatness but instead choose the initial spatial metric to be a weighted superposition of two boosted, spinning black holes; this choice leads to a physically different initial data set, with different spurious “junk” radiation, than the initial data set produced by enforcing conformal flatness and maximal slicing. There is currently no known limit on the initial spin obtainable with SKS data, and initial data have been constructed with \( \chi_{\text{max}} \gtrsim 0.9997 \). While this initial spin still relaxes slightly, full evolutions through merger and ringdown have proceeded with \( \chi = 0.97 \) and it seems likely that relaxed spins above 0.99 are attainable [16]. While multiple evolutions using SKS data have been performed, all of these have so far been in the high spin regime inaccessible to CF data [22, 23]. Therefore, in order to conduct a meaningful comparison between the initial data types, we restrict ourselves to the simplest case of two nonspinning, equal-mass black holes.
III. COMPARISON OF EVOLUTIONS OF CONFORMALLY FLAT AND SUPERPOSED KERR-SCHILDF INITIAL DATA

A. Initial data

We have created an SKS initial data set representing two equal-mass, nonspinning black holes. We used the method of Lovelace et al. [16] to construct initial data satisfying the constraints (1)-(2) using a spectral elliptic solver [24]. These data were constructed with an initial orbital angular velocity \( \Omega_0 M = 0.0165812 \), initial expansion \( \dot{a}_0 = -3.403 \times 10^{-5} \), and initial separation \( d/M = 14.554579 \), where \( M \) is the sum of the individual holes’ Christodoulou masses at time \( t = 0 \). We measured the initial spins (using the technique of Ref. [16]) of each hole (labeled A and B) to be \( \chi_{A,B} \lesssim 10^{-8} \), and we measured the difference between the initial masses to be \( [1 - m_A/m_B]_{\text{initial}} \lesssim 10^{-9} \). During the evolution, these values fluctuated, with \( \delta \chi/\chi \sim 10^{-8} \) and \( \delta m/m \sim 10^{-7} \). Finally, using the iterative technique of Ref. [25], we reduced the orbital eccentricity to \( 4.4 \pm 3 \times 10^{-4} \).

We compare these initial data with the analogous physical situation created using conformally flat initial data reported in Ref. [26]. A full description of the initial data, evolution, and gravitational wave extraction procedure can be found in Ref. [26] and the references therein. Here, we simply note that the initial spins were measured to be \( \chi_{A,B} \lesssim 10^{-5} \), the orbital eccentricity was \( 5 \times 10^{-5} \), and \( \delta m/m \lesssim 10^{-6} \).

B. Evolutions

Both initial data sets were evolved using the Spectral Einstein Code (SpEC) [27]. However, the SKS evolution we present here uses a much more recent version of SpEC with improved evolution techniques, while the complete CF simulation was published in 2009 [28] (with the 15-orbit inspiral having been published in 2007 [26]). In both cases, we excise from the computational domain a region around the singularity (but within the apparent horizon). We apply no boundary conditions on the excision surface, instead requiring that this surface possess only outgoing characteristic fields; this requirement is physically equivalent to enforcing that no information travels from within the excised region (which is always inside the apparent horizon) to the outer universe.

In the SKS evolution we are able to actively control the speed of the characteristic fields on this boundary, thus ensuring that the outgoing characteristic field requirement is maintained. While this is only necessary during the last fraction of an orbit, it allows the merger of the two holes to continue automatically. One other salient improvement visible in the SKS code is the use of adaptive mesh refinement to control the computational error. An active system of monitoring constraint violation adds or removes spectral resolution in local regions to control any growing errors. Again, this system is only necessary during the final portion of the inspiral, but greatly enhances the automation of the simulation. In contrast, the CF simulation involved a great deal of manual fine-tuning in order to continue it all the way through merger and ringdown and did not employ adaptive mesh refinement or automatic control of the characteristic field speeds on the excision surface.

Both evolutions ran for a total of approximately 16 orbits before merger, since the SKS initial data were constructed to have the same initial orbital frequency and separation as the CF data. For the SKS data, we ran the evolution at four different resolutions, hereafter referred to as N2, N3, N4, and N5. These different resolutions used approximately \( 62^3 \), \( 68^3 \), \( 75^3 \) and \( 81^3 \) grid points each for the starting domain. Thus, our resolution N3 is roughly equivalent in terms of the total number of grid points to the finest resolution of the CF data in Ref. [26]; however, we did not carefully optimize the distribution of those points (as was done in the CF evolution). Instead, we relied on adaptive mesh refinement to optimize the grid. As in the CF evolution, we did not explicitly enforce the constraints in Eqs. (1)-(2). Therefore, it is useful to examine the behavior of these constraints as a consistency check. In Fig. 1, we plot the \( L^2 \) norm of the violation of all constraints, normalized by the \( L^2 \) norm of the spatial gradients of the dynamical fields (see Ref. [13]). A normalized constraint violation of unity corresponds to a
FIG. 2. A comparison of the junk radiation from the highest resolutions of SKS and CF simulations measured by the amplitude $A(t)$. Shown in bold is the dominant quadrupole mode with $l = 2, m = 2$ while all other modes for $l = 2, 3, 4$ are shown by the unbolded lines. The waves are extracted on the outermost coordinate sphere of radius 440$m$ for SKS and 385$m$ for CF.

complete departure from a physical solution. A comparison with the analogous plot from the CF data (Fig. 2 in Ref. [28]) shows the constraint violations are comparable in both simulations.

While both the SKS and CF evolutions used initial data designed to simulate the same astrophysical scenario, the initial data sets are nevertheless not physically identical. Since neither represents a true snapshot of the binary system a dozen orbits before merger, each simulation will quickly relax towards an astrophysical solution, and in the process produce spurious junk radiation. This junk radiation could affect which astrophysical situation we compare with the analogous plot from the CF data (Fig. 2 in Ref. [31]. Identical procedures are used for both the SKS and CF data.

Using these coordinate spheres and spherical coordinates, we can expand the Newman-Penrose scalar in terms of spin-weighted spherical harmonics of weight $-2$ as follows:

$$\Psi_4(t, r, \theta, \phi) = \sum_{l,m} \Psi_{4,lm}^l(t, r) Y_{l,m}(\theta, \phi).$$

Since the $l = 2, m = 2$ mode is the dominant mode for gravitational radiation, we restrict the comparison to this mode. The expansion coefficient for the $l = 2, m = 2$ mode in Eq. (4) can be rewritten as the product of an amplitude $A$ and a phase $\phi$:

$$\Psi_4^{2,2}(t, r) = A(t, r)e^{i\phi(t, r)}.$$  

This defines the two main waveform quantities of interest when comparing SKS and CF data: the amplitude and phase of the $2,2$ mode extrapolated to infinity.

To illustrate the convergence of the SKS evolutions, we plot the difference in amplitude and phase between adjacent numerical resolutions in Figs. 3(a) and 3(b). We aligned the waveforms by adjusting the time and phase offsets to minimize the chi-squared difference between the phases over the interval $800 < (t - r^*)/m < 4050$, where $r^*$ is the tortoise-coordinate radius at a given extraction point [33]. See Ref. [32] for more details. We start the alignment interval at $(t - r^*)/m = 800$ to ignore the spurious junk radiation present in the data before this time. Under the assumption that the numerical evolutions are exponentially converging to some exact solution, each of these difference curves gives an upper limit to the numerical error at the lower resolution. For example, the N5-N4 curve gives an upper bound to the numerical error for the N=4 resolution. To get an estimate for the error of resolution N5 we would ideally like to have an N6 resolution for comparison. However, because of the large computation cost this high resolution would require, we instead extrapolate the numerical error to estimate the error in N=5. Fig. 4 shows a fit to the computed differences in the phase, extrapolated to give an upper bound on the error in the N=5 run. While each of these four lines represents only one time-slice of the full difference curve, each gives similar convergence. Hence, we can obtain an estimate for the error in N=5 as a function of time by simply multiplying by a constant factor:

$$\delta\phi(t, N6 - N5) = \kappa \delta\phi(t, N5 - N4),$$

where $\kappa$ has been determined by the difference at time $t = 4100$ for simplicity. We find $\kappa = 0.265$, which allows us to generate an extrapolated curve that represents an estimate of the N5 error that we would obtain if we were to run the N6 evolution.

C. Waveform Comparison

The most important observable from a binary black hole merger is the gravitational waveform. We compute the waveform using the Newman-Penrose scalar $\Psi_4$ using the procedure described in Ref. [30]. We compute the waveform on a set of coordinate spheres and then extrapolate this waveform out to infinity. In this paper, for simplicity we consider only the $n = 5$ extrapolation order; for a discussion of the extrapolation methods used, see Ref. [31]. Identical procedures are used for both the SKS and CF data.
FIG. 3. Numerical convergence for SKS runs N=2,3,4,5, in terms of both the gravitational wave amplitude and phase for the dominant (2,2) mode. The waveforms have been aligned in time and phase over the time window $800 < (t - r^*)/m < 4050$ using the procedure described in Ref. [32]. Shown in the lower inset of the phase comparison panel is the computation cost in CPU-h of each resolution.

FIG. 4. Convergence in $|\delta \phi|$ for adjacent numerical resolutions, plotted against increasing level number. The phase difference is shown at four different times, $t = 4100, 3600, 3100, 2600$. From the numerical data points obtained from the simulations, we fit the data to a decaying exponential and extrapolate to estimate $N_5 - N_6$.

In order to compare the amplitude and phase of the $l = 2, m = 2$ mode between CF and SKS initial data, the highest-resolution waveforms were again aligned on the retarded time interval $800 < (t - r^*)/m < 4050$. During this procedure, the CF data were time shifted with respect to the SKS data by $t/m \sim 53$. This alignment procedure differs from the traditional method used in the comparison of waveforms. In matching procedures used to align numerical and post-Newtonian (PN) waveforms, the waves are aligned only until approximately $M\omega \sim 0.075$ [34]; in the SKS evolutions, this corresponds roughly to aligning until $(t - r^*)/m \sim 3650$. The reason for cutting off the PN alignment at a relatively early time is that PN waveforms are only known to be accurate in the far-field regime, where strong-field effects are not too important; thus, it does not make sense to align a PN waveform to a full numerical waveform at late times. However, in the present case, both waveforms are numerical and we have no a priori reason to align them only at early times. Therefore, we have expanded the alignment interval to include roughly the entire evolution interval, leaving out only early times which are dominated by spurious junk gravitational radiation and times long after merger.

Using this alignment procedure, the differences in amplitude and phase in the $l = 2, m = 2$ mode when comparing CF to SKS are shown in Figs. 5(a) and 5(b). In both figures, the black curve represents the difference between the relevant CF and SKS quantities, while the red curve gives the difference between the two highest resolutions in the SKS runs. The green curve is the extrapolated difference between $N=6$ and $N=5$ computed using equation 6. For the amplitude plot, the amplitude differences are normalized to the amplitude of the best-resolution CF waveform. The isolated cusps appear on the logarithmic scale because the difference has changed signs owing to the matching procedure. The periodic cusps in the CF-SKS graphs, however, appear to be related to some phenomenon with period $T \sim 200m$. Their origin is unknown, but they are not (at least, not directly) related to the eccentricity of the SKS data, which would provide features at an orbital period of $T \sim 350m$. We also notice a small burst of noise around $(t-r^*)/m = 900$; this is caused by the junk radiation from the inner portions of the domain reflecting off the outer boundary...
Examining these graphs, we find a generally small difference between the highest-resolution SKS and the CF data. If these differences are smaller than the estimated error in the SKS run, we can conclude that the SKS and CF produce identical waveforms to within the numerical error. In the case of the phase, we see that the projected numerical error is larger than these differences by roughly a factor of two or three; this demonstrates agreement between CF and SKS to at least better than \( \delta \phi \lesssim 10^{-2} \). In the case of the amplitude, however, we find that the differences between SKS and CF are significant when compared to the estimated numerical error in the SKS run. However, the error \( \delta A/A \) in the highest-resolution CF run is estimated to be \( 5 \times 10^{-3} \) [26] and is shown as the blue dashed line. Combined with the estimated SKS error, this gives good agreement and we can say that the amplitudes of these waveforms agree to within the numerical errors of \( 5 \times 10^{-3} \).

### D. Final mass and spin

To conclude, we consider the final spin and mass of the remnant black hole for the CF and SKS evolutions, as shown in Table I. These quantities are in good agreement, within the limits of numerical error. Comparing SKS to CF, the errors in the spin measurement are comparable, but the mass measurement improves on the CF value derived in Ref. [28] by approximately a factor of two.

|       | \( S_z/M_f^2 \)   | \( M_f/M_i \)     |
|-------|------------------|------------------|
| SKS   | 0.68644(5)       | 0.951618(7)      |
| CF    | 0.68646(4)       | 0.95162(2)       |

TABLE I. Final values for the dimensionless spin (\( S_z/M_f^2 \)) and Christodoulou mass as compared to the sum of the initial holes’ masses (\( M_f/M_i \)) for both the SKS and CF evolutions. Errors are dominated by numerical differences between evolutions at different resolutions.

### IV. CONCLUSION

We have compared the evolutions of astrophysically similar superposed Kerr-Schild and conformally flat initial data sets. We have considered only the case where the initial data represent equal-mass, unspinning black holes; our results show that both the amplitude and the phase of the resulting waveforms agree to within the numerical errors of the simulations. Specifically, we bound any disagreement to \( \delta \phi \lesssim 10^{-2} \) radians in phase and \( \delta A/A \lesssim 5 \times 10^{-3} \) in normalized amplitude. This empirically establishes the previously assumed correspondence between the results of numerical simulations using SKS and CF initial data.

While this work has considered only the simplest non-trivial case, i.e. equal-mass, spinning black holes, this case is in some sense the most obvious one. SKS initial data was developed in order to deal with high spin initial data sets past the CF limit of \( \chi \sim 0.93 \). Therefore, it might be reasonable to assume that any differ-
ences between the initial data sets would become more pronounced as one approaches this upper limit. Future work will involve investigating this possibility closer to the extreme spin regime.
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