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ABSTRACT

The idea behind any validation scheme in landslide susceptibility studies is to test whether a model calibrated on a certain data can predict an unknown dataset of the same nature (landslide presences/absences and covariates). Almost the entirety of landslide susceptibility studies are validated by subsetting a single dataset into a training and test sets. This dataset usually corresponds either to event-specific or to historical inventories. Very rarely, a multi-temporal inventory is available and, in the few cases where this condition is met, the validation practices involve training a model on a specific landslide inventory, deriving a single predictive equation and validating it on a subsequent landslide inventory. This commonly leads landslide predictive studies, even those with a strong statistical rigor, to neglect the uncertainty estimation in their modeling scheme.

In statistics, validation can also be performed via statistical simulations. This means that after fitting a given model, one can generate any number of predictive functions and test their predictive skills on any type and number of unknown datasets. In this work, we take a similar direction and we apply it to model and validate three separate co-seismic inventories, including an uncertainty estimation phase. We mapped these inventories within the same area in Indonesia, for three earthquakes occurred in 2012, 2017 and 2018. Specifically, we build three event-specific Bayesian Generalize Additive Models of the binomial family. From each model we then simulate 1000 predictive realizations over the remaining two inventories, by using a plug-in scheme where all the morphometric covariates are kept fixed and only the ground motion is replaced according to the prediction target. By doing so, we introduce a new analytical tool for near-real-time landslide predictive purposes, which is able to produce a probabilistic model which stands in between the definitions of susceptibility and hazard. In fact, our model is able to accurately estimate “where” and “when” – although not “how frequently” – landslide have occurred by featuring the multitemporal information of the trigger.

In our findings, the simulations are quite similar to the fitted models; and the nine combinations we analyse produce excellent performance. This result confirms the assumption that “the past is the key to the future”, as we show that the relative contribution of each variable and their interactions in each probabilistic model remains practically the same across temporal replicates. This information is not trivial because it supports the routines implemented in global near-real-time applications.

1. Introduction

Landslide susceptibility is defined as the probability of a population of landslides to occur over space on the basis of a set of predisposing factors (Brabb, 1984). Therefore, susceptibility usually neglects the contribution to the landslide initiation brought by the main trigger. And, it does not feature the temporal component which controls the landslide onset. This properties are instead part of the hazard definition, together with the magnitude of the landslide event (Guzzetti et al., 1999, 2005).

Validation is the main requirement of any predictive model (e.g., Beguera, 2006; Chung and Fabbri, 2003). In landslide susceptibility research, model validation is conducted in different ways for models based on historical inventories (e.g., Frattini et al., 2010; Castro Camilo et al., 2017) and event-specific inventories (e.g., Lee et al., 2008; Nowicki et al., 2014).

The former corresponds to landslide inventories spanning over a long or ill-defined temporal window. In this case, susceptibility models
are built irrespective of the specific trigger. And, the predisposing factors’ effects are assumed to be stationary over time. As a result, a susceptibility model developed on the basis of historical landslide inventories is, by definition, a time-invariant product representing geomorphologically landslide-prone hillslopes (Varnes, 1984).

As for the latter, related to event-specific inventories, these are mapped right after a major event (e.g., earthquake, rainfall or snowmelt), which triggered widespread slope failures (Guzzetti et al., 2012). As a result, these inventories are associated with a triggering event of known date. And, the component expressed by the trigger is assumed to vary over time. A common approach to make use of such inventories is to build a predictive model over a prior event and then by forecasting a new one by replacing (or plugging-in) in the predictive equation the proxy used to express the trigger (e.g., Nowicki et al., 2014; Nowicki Jessee et al., 2018). Therefore, the applicability of such models only exists if there is another event that has already occurred or assumed to occur in the future with a known extent and intensity. However, apart from the replacement of the data expressing the trigger, in analogy to the historical inventory case, the effects of the covariates (both predisposing and triggering factors) and their interaction are also assumed to be time-invariant (e.g., Tanyas et al., 2019).

In the last two decades, the plug-in structure illustrated above for event-specific cases have been used to build several near-real-time models, for both earthquake-triggered (e.g., Godt et al., 2008; Nowicki Jessee et al., 2018; Tanyas et al., 2019) and rainfall-triggered (e.g., Kirschbaum and Stanley, 2018) landslides. For instance, the model developed by Nowicki Jessee et al. (2018) is part of a recent near-real-time products (i.e., the Ground Failure model) of the U.S. Geological Survey. The Ground Failure model generates probabilistic maps in near-real-time with earthquake occurrences (Allstadt et al., 2018). Specifically, the estimated ground motion of newly occurred earthquake provided by the USGS ShakeMap system (Garcia et al., 2012) is plugged-in in a reference regression equation.

We stress to the reader that these models contain more information than a traditional susceptibility because they feature the trigger signal and because they essentially predict landslide occurrences for a specific time, which are both part of the landslide hazard definition (Guzzetti et al., 1999). However, they do not contain information on the landslide event magnitude and temporal recurrence, which are also fundamental components of the hazard. As a result, these near-real-time predictive models do not have a specific definition for they actually stand in between the susceptibility and the hazard concepts, though for conservativeness they are often still referred to as susceptibility (e.g., Parker, 2013). In the rest of the manuscript, we will also use the susceptibility term to describe the probability of landslide occurrence in the context of near-real-time applications rather than long-term territorial planning. Whenever this will be the case, we will add a prefix (acronym for near-real-time) to the susceptibility, to avoid any confusion in terminology.

Near-real-time models, such as the one presented in Nowicki Jessee et al. (2018) and others mentioned above, are validated on the assumption that the multivariate interactions and their contributions to the estimated NRT-susceptibility are stationary over space and time. In other words, these models are built based on the assumption that the past is the key to the future (Carrara et al., 1995). However, the validation is generally performed by using landslide-event inventories collected in different locations (spatially) rather than using repeated landslide-event inventories collected in the same area (temporally). Thus, validation is hardly performed by testing near-real-time models over time-series of event-specific inventories.

Notably, this is also valid outside near-real-time applications and generally in landslide science, time-dependent validation (or chronovalidation) can seldom be found (Reichenbach et al., 2018). The reason behind this is due to: i) the complexity of accessing multi-temporal scenes of a given study area; ii) the complexity of a standardized mapping procedure (Guzzetti et al., 2012). Nevertheless, valid examples can be found in the landslide literature (e.g., Remondo et al., 2003; Guzzetti et al., 2005; Meusburger and Alewell, 2009; Van Den Eeckhaut et al., 2010; Cama et al., 2015) where the authors test temporal validation routines, albeit the temporal dependence between unstable slopes has been neglected. In fact, more recently, the work proposed by Samia et al. (2017a, 2017b) has postulated that there is an effect between consecutive failure mechanism at the same slope, which should be accounted for in multi-temporal landslide susceptibility models. And, this concept has been further developed by Lombardo et al., 2020a, where the authors account for space-time dependencies in landslide intensity models (Lombardo et al., 2018).

Nevertheless, these models are generally built through historical landslide inventories, therefore, the direct signal or effect of the trigger is not included in their analytical routines. To our knowledge, there is only one study where chrono-validation has been applied to landslide-event inventories (Chang et al., 2014) featuring the signal of the trigger. Specifically, Chang et al. (2014) use nine typhoon-triggered landslide inventories; however, they note that, for each inventory they use, they map landslides using pre-event images acquired approximately seven months before the event and post-event images collected one month after the event. Therefore, the inventories may include some landslides triggered by agents other the identified rainfall proxies. In this work, we take inspiration from the chrono-validation procedure mentioned above (in analogy to near-real-time applications) and we test it over event-specific co-seismic landslide inventories. We use earthquake-induced landslide inventories for which the intensity and spatial distribution of the trigger has been estimated and made accessible to the public. In doing so, we also combine the plug-in method implemented in near-real-time models and extend it even further. In fact, the general practice is to use a single predictive function, and use it to predict landslides triggered by a newly occurred earthquakes. Conversely, what we propose here is to initially fit a Bayesian version of a binomial Generalized Additive Model (GAM; e.g., Goetz et al., 2011; Lombardo et al., 2020a) which provides a full distribution for each model component. Then, from each distribution we randomly sample and solve 1000 simulated predictive functions to include an uncertainty estimation step in our model, which is traditionally neglected in most landslide predictive studies.

We test this framework in Indonesia where the area close to the Palu region has been recently affected by three earthquakes in 2012, 2017 and 2018, triggering widespread landslides in each case. Specifically, from three separate binomial GAM models built for each earthquake-induced landslide inventory, we generate 1000 NRT-susceptibility realizations to validate the two remaining inventories. This procedure features a plug-in step where we substitute the component related to the ground motion with the ground motion of the simulation target. As a result, our modeling protocol sheds light on the uncertainty affecting the estimates. Notably, these uncertainties can come from various sources, from the resolution of the predisposing and triggering factors, to errors in the mapping procedure and the stochasticity in the model itself. The uncertainty we estimate is an aggregate of these three sources and cannot be deconvolved in their respective origins. This topic will be discussed in Section 5.2.

The article is organized as follows: Section 2 introduces the three co-seismic inventories we mapped within the study area. Section 3 describes the mapping unit we chose and the algorithmic architecture behind our model and associated simulations. Section 4 presents our results which we discuss in Section 5. Ultimately, Section 6 provides an overview of our work and its implications for near-real-time seismically-induced landslide prediction.

2. Study area and co-seismic landslide inventories

We mapped landslides triggered by three different earthquakes occurred in a portion of the Sulawesi Island of Indonesia (Fig. 1). We selected the mapping window as the largest area contextually covered
by cloud-free PlanetScope (3–5 m) and Rapid Eye (5 m) images acquired from Planet Labs (PlanetTeam, 2017) across the three earthquakes.

The first earthquake we studied is the Sulawesi earthquake (Mw = 6.3, 18th August 2012), which occurred on a strike-slip fault. For this earthquake, we examined five different satellite images (acquired on 17th and 21st August 2012, 4th September 2012, 4th February 2013 and 20th August 2013). From these scenes, we mapped 520 landslides with a total surface of 1.3 km² (Fig. 2). However, the first cloud-free image covering the whole study area and showing post-seismic conditions was the last one in August 2013 (roughly one year after the earthquake occurrence). The other images provided us partial information regarding the triggered landslides. Based on our investigation on the available satellite images, we interpreted the majority of landslides to be co-seismic. However, we cannot fully reject the hypothesis that some post-seismic landslides could have been rainfall-triggered, due to the time span between the earthquake occurrence and a clear cloud-free scene.

The second event is the Kasiguncu (Mw = 6.6, 29th May 2017) earthquake which occurred on a normal fault. Notably, this is a rare observation for a landslide event since most of the available earthquake-induced landslide inventories are associated with either strike-slip or thrust faults (Tanyas et al., 2017). We examined two pre-seismic (acquired on 11th and 25th May 2017) and two post-seismic (acquired on 7th and 26th June 2017) images close to the earthquake date of occurrence, without cloud disturbances. As a result, we clearly mapped 384 co-seismic landslides with a total surface of 0.5 km² (Fig. 2).

The third case we investigated is the Palu earthquake (Mw = 7.5, 28th September 2018), which is the biggest landslide events observed in this region, and which occurred on a strike-slip fault (Watkinson and Hall, 2019). The Palu earthquake caused not only hillslope failures but also lateral spreading of unconsolidated sediments due to seismically-induced liquefaction in nearly flat areas along rupturing zone (Bradley et al., 2019). However, in our study area, we only observed hillslope failures as a consequence of hilly topography. For the Palu case, we examined five cloud-free satellite images close to the earthquake date of occurrence (acquired on 21st and 26th September 2018, 2nd, 5th and 22nd October 2018) and precisely mapped 722 co-seismic landslides with a total surface of 2.5 km² (Fig. 2).

We interpreted the vast majority of landslides involved in the three co-seismic failures to be shallow rock and debris slides. Our interpretation originates from a favorable mapping situation where the extremely dense vegetation in the area clearly defined the landslide boundaries, making the interpretation relatively easy on high resolution imagery (3-5 m).

3. Modeling strategy

3.1. Mapping units and presence/absence assignment

Any landslide susceptibility model is strictly dependent on the mapping unit one chooses (Rossi and Reichenbach, 2016). A mapping unit essentially subdivides any study area into geographical objects upon which the model ultimately assigns the susceptibility estimates. Among the mapping units proposed, grid-cells and Slope Units (SUs) are the most common in the literature (Reichenbach et al., 2018). Here, we opt for a Slope Unit partition for this unit reflects near-homogeneous slope responses to landslide occurrences (e.g., Alvioli et al., 2016) rather than the point-specific information conveyed by the grid-cell.

We compute the SUs by using the r.slopeunits software made available by (Alvioli et al., 2016). In particular, we used the r.slopeunits version which is able to mask out flat topographies before the actual generation of the final polygonal structure. Our r.slopeunits parameterization features a flow accumulation threshold of 800,000 m², a minimum slope unit area of 50,000 m² and a circular variance of 0.35. As a result, we obtained a SU partition where the mean SU extent is 0.40 km² and the standard deviation is 0.35 km², which implies that the local topography is relatively rough.

Ultimately, we assign a presence status to each SU intersecting a landslide polygon and an absence condition to the complementary case for each co-seismic inventory, respectively. As a result, from the initial number of 520, 384 and 722 landslides, the aggregated information of slope instability per slope unit has become 185, 138 and 183 for Sulawesi, Kasiguncu and Palu, respectively.

Fig. 1. Overview of the study area. Stars correspond to the epicenters of the three earthquakes. Lines are the Peak Ground Acceleration contours for each of the three cases.
3.2. Covariates

The stability of a single slope is governed by factors that contribute to driving and resisting forces along the sliding plane. At the slope scale, the dynamics that led to a landslide can be reconstructed with relative ease (e.g., Juanget al., 1998; Luet al., 2017) via geotechnical surveys. However, when the objective is to model regional landslide occurrences (Crozier, 2005), the estimation of factors controlling the slope stability condition and their interactions becomes more complex. This complexity is mostly due our inability to systematically survey and reliably estimate geotechnical properties over large regions. For this reason, the geoscientific community adopts proxies of the instability factors. As a result, the selection and interpretation of the best set of variables need to be performed following an initial geomorphological criterion. This is valid both for rainfall and co-seismic landslides. For the latter, among various causative factors, seismic shaking heavily controls the landslide patterns in space (Nowicki et al., 2014). For instance, both landslide area and count density decrease with increasing distance from the rupturing zone (e.g., Gorum et al., 2011; Massey et al., 2018). Therefore, seismic shaking is commonly introduced in co-seismic landslide probabilistic models (especially in NRT-susceptibility) and it is expected to positively contributes to the landslide occurrences.

Following the same logic, we can identify other factors possibly controlling the slope stability conditions. Hillslope steepness is by far the most important predisposing factors (e.g., Reichenbach et al., 2018). Overall, steeper hillslopes can be associated with more susceptible condition for steepness contributes to driving forces (i.e., gravitational forces) by increasing the force component acting towards the downslope direction (Wu and Sidle, 1995; Parise and Jibson, 2000).

Local relief, which may be partially correlated with slope steepness, is another common proxy in landslide susceptibility models (e.g., Reichenbach et al., 2018). It gives the maximum difference in elevation
within a defined neighborhood and can be related to slope instability caused by differences in potential energy across the landscape and/or to tectonic uplift (e.g., Tanyas et al., 2019).

Similar to the local relief, topographic curvature (i.e., profile and plan curvatures) and roughness indicate localized hillslope changes (e.g., Dou et al., 2015; Ohlmacher, 2007; Tanyas et al., 2019) and therefore are commonly used as predisposing factors (e.g., Budimir et al., 2015). For the curvatures, it has been demonstrated that they can control overland flows, therefore contributing to variations in the pore pressure regimes (Ohlmacher, 2007).

Another common predisposing factor is distance to river channels. It is a proxy used to account the external disturbance to the slope stability caused by fluvial undercutting. In fact, in areas close to river channel, common erosional processes may remove material from the two hydrological sides. Therefore, this may lead to the removal of lateral support and to increased shear stresses (e.g., Korup, 2004). Notably, at times earthquakes preferentially trigger landslides at ridge tops because of topographic amplification (Meunier et al., 2008) which would primarily affect areas far from the river network, leading to an apparent inverse relation with this hydrological feature.

To test the statistical significance of the properties mentioned above, we examine a covariate set made of six morphometric and one ground shaking properties: i) Distance to Stream (Dist2St); ii) Slope steepness (Zevenbergen and Thorne, 1987); iii) Profile and iv) Planar Curvatures (PRC and PLC, Heerdegen and Beran, 1982); v) Vector Ruggedness Measure (Roughness, Sappington et al., 2007); vi) Local Relief (LR, Jasiewicz and Stepinski, 2013); vii) Peak Ground Acceleration (PGA, Garca et al., 2012).

We compute Dist2St as the Euclidean distance from a 30 m lattice to the nearest channel. Being the covariates calculated from a 30 m DEM (SRTM, Jarvis et al., 2008), and the SU being on a coarser scale, we further summarized each covariate distribution per SU via its mean and standard deviation (e.g., Amato et al., 2019; Rossi et al., 2010). We do this for every morphometric covariate. The actual representation of the covariate distribution into its mean and standard deviation is suitable if the distribution per SU is Gaussian or near-Gaussian. For this reason, we report in Fig. 3 a summary plot of the covariate distributions per SU. This plots supports the compression of the covariate distribution uniquely via two of its main statistical moments.

Moreover, we do not compress the distribution of the PGA per SU for which the native coarse resolution at a 1-km pixel implies very small to no variations per SU. Notably, the 1-km resolution is the global default resolution at which the ShakeMap system estimates ground motion and makes it available to the community. In reality, the ground motion can varies over very small distances (even tens of meters) but because such variations cannot be captured at the global scale, the 1-km resolution of the ShakeMap products is the most common global representation of the shaking levels experienced in response to an earthquake. Notably, despite all the limitations such a global product may have, the numerical description of the PGA is quite detailed. We show in Fig. 4 that even if the global nature of the data could smooth the PGA over space, the patterns in such a relatively small area are still well captured and different from each other. As a result, the information accessed via the ShapeMap system of the USGS is suitable for our analyses although we recall the reader that a better characterization could be achieved with data coming from local seismic stations.

We stress here that before any modeling steps, we have performed a mean zero unit variance rescaling to each covariate. This procedure ensures that the associated estimates can be compared one another.
3.3. Model fit and simulations

To fit our three reference NRT-susceptibility models for each co-seismic inventory, we opt for a binomial Bayesian Generalized Additive Model (GAM, Goetz et al., 2015; Lombardo et al., 2020b) by using the R package INLA (Bakka et al., 2018). This class of models is an extension of the most common Generalized Linear Model (Lombardo and Mai, 2018) upon which the vast majority of landslide susceptibility studies is traditionally built (e.g., Nefeslioglu et al., 2008; Reichenbach et al., 2018). A GAM allows for the inclusion of linear properties (or fixed effects, Steger et al., 2020) together with any type of non-linear functions (or random effects, Lombardo et al., 2019), these being expressed as categorical, ordinal, or any residual effect at the latent level (Bivand et al., 2015). Here we implement a GAM with all covariates modeled as fixed effects. Only the slope steepness is modeled as an ordinal random effect with an adjacent-class dependency governed by a random walk of the first order (RW1, Lindgren and Rue, 2008). We recall here that most of the literature, whenever the slope or another covariate is reclassified into a finite number of bins, features the use of models that assume each class to be independent (iid) from the others (e.g., Nandi and Shakoor, 2010; Kritikos et al., 2015). This is certainly the way to operate for categorical properties such as Geology or Land Uses. However, in case of slope steepness (in our case), a iid model would neglect the ordinal structure that exists among classes. For instance, classes 0°-5°, 5°-10° and 10°-15° are not sequentially independent one another and informing the model about it via a RW1, leads to better estimates overall. Similar use of adjacent-class models can be found in data mining- (e.g., Conoscenti et al., 2016), as well as in frequentist (e.g., Knevels et al., 2020, see Fig. 6) and Bayesian (e.g., Lombardo et al., 2018, see Fig. 4) GAM-based landslide predictive models.

On the basis of this model structure, we separately fitted three co-seismic inventories for which the morphometric covariates have been kept the same while the ground motion changed for each specific earthquake. Being the three reference fits implemented in a Bayesian framework, each model component is estimated with an associated estimated distribution (see, Bakka et al., 2019). This makes it easy to simulate any number of realizations by sampling at random from each distribution. As a result, we implemented a subsequent step where we simulated from the posterior distribution of each model component. And, for each fit we validate with respect to the other two co-seismic inventories. More specifically, we used the plug-in simulation framework tested for earthquake-induced landslides by Lombardo and Tanyas (2020) and graphically explained in Fig. 6 of Luo et al. (2020). The plug-in phase comes for each simulation before transforming the linear combination of each model component into probability via the logit link. We substitute the PGA of the reference fit with the PGA or the co-seismic inventory we wanted to validate, for a total of six combinations and 1000 simulations for each case.

This procedure ensures that the uncertainty in the estimation of the three reference NRT-susceptibility models (Sulawesi 2012, Kasinguncu 2017 and Palu 2018) propagates to the complementary predicted (chrono-validated) co-seismic NRT-susceptibility estimates.

Fig. 4. PGA maps summary. The 2D-kernel density scatterplots show the variation of a PGA maps against the others, showing that a suitable description of the ground shaking parameter is presented. In fact, the respective PGA ranges are substantially different and able to spatially describe the ground motion of each earthquake.
4. Results

In this section we initially provide an overview of the significant covariates’ effects to interpret the geomorphological reasonability of each reference model (§4.1). Subsequently, we discuss the performance for the three reference GAM fits and for the six chrono-validated simulation batches (§4.2). We then conclude it showing the differences among the nine NRT-susceptibility estimates in map form (§4.3).

4.1. Covariates’ effects

Fig. 5 shows the marginal distribution of the significant fixed effects namely, each global intercept (the $\beta_0$ term appearing in the NRT-susceptibility equation), together with the standard deviations of $\text{Dist2St}$, $\text{Slope}$ and $\text{Roughness}$ within each SU, and the mean $\text{PGA}$.

We show the three global intercepts because they provide an interesting situation to be discussed. The estimation of the intercept is intrinsically linked to the proportion of landslide presences/absences in a given study area (see Supplementary material of Lombardo and Mai, 2018). The relatively small variation in the respective means indicates that almost irrespective of the earthquake magnitude and rupturing type, the landscape has responded with a similar pattern of unstable SUs. Similarly, the overall distribution of the other fixed effects for each reference NRT-susceptibility model appears to be consistent in terms of signs. And, they show limited variations with the exception of $\text{Slope}$ and $\text{PGA}$. The latter cases differ among co-seismic cases only in the amplitude of the regression coefficients, although as mentioned above the sign of the respective means remain the same across models.

To provide an interpretation from a geomorphological standpoint, in Fig. 6 we show the raw data and the relative distribution of each covariate (before rescaling) with respect to stable/unstable SUs.

In Fig. 6, the difference in the medians between stable and unstable SUs is evident for each of the four covariates and for each earthquake. In fact, the median $\text{Dist2St}$, associated to stable slope units is 205, 205 and 208 m for SUlawesi, Kasiguncu and Palu, respectively. The median values for the unstable SUs are instead 275, 317 and 230 m. This is an extremely surprising and interesting result because it implies that the stable and unstable SUs have a clear common behavior across co-seismic events. The same situation occurs for $\text{Slope}$, where the medians are 7.5, 7.6 and 7.5 degrees for stable SUs. And, they are 9.0, 9.3 and 9.0 degrees for the unstable cases. Again, the same situation is repeated for $\text{Roughness}$, with medians equal to 0.007, 0.007 and 0.007 for stable conditions and 0.012, 0.011 and 0.012 for unstable SUs. As for the PGA, the pattern shows variations which are due to the different shaking levels. But, the difference between the stable and unstable medians is respected and clearly shown in each of the three cases.
The three random effects shown in Fig. 7 for the Slope also show a broad agreement. We remind here we modeled Slope as a non-linear effect with adjacent-class dependency. Specifically, the three functions, expressed as the posterior mean and associated 95% credible interval, show similar patterns which clearly overlap between 12 and 25 degrees of steepness and slightly diverge towards the left and right tails of the slope distribution where the uncertainty is larger.

This is a remarkable situation which demonstrates that the effects, or contribution of each model component, for earthquake-induced landslides can be stationary over time, both when covariates are modeled linearly and non-linearly. This is something that was currently and partially demonstrated over space for the vast majority of contributions in the literature so far (e.g., Tanyas et al., 2019) without significant evidences in the temporal case.

4.2. Performance overview

The performance assessment in this work needs to be separated into two types. The first corresponds to a calibration stage where we separately fitted the three reference models to the three co-seismic inventories. And, the second consists of the simulation we have run for each fit, with respect to the complementary two co-seismic scenarios. The overall performance is assessed via Receiver Operating Characteristic curves and their integrated Area Under the Curve (ROC and AUC, respectively; Hosmer and Lemeshow, 2000). For clarity, we remind here the reader that the ROC curves are constructed in a plane defined between the Sensitivity and 1-Specificity. The former is also commonly referred to as True Positive Rate (TPR) and it can be calculated from any confusion matrix – for specific probability intervals – as the ratio between True Positives (TP) over the sum of TP and False Negatives (FN) (see, Rahmati et al., 2019). The latter is also commonly referred to as False Positive Rate (FPR) and it can be calculated from any confusion matrix – for specific probability intervals – as the ratio between False Positives (FP) over the sum of FP and True Negatives (TN) (see, Rahmati et al., 2019).

Fig. 8 summarizes both information, where along the diagonal the
the most is that, with the exception of very localized differences, the susceptibility of the 1000 simulations, for each case. What stands out is that, with the exception of very localized differences, the susceptibility of the 1000 simulations, for each case. What stands out, whereas the remaining panels correspond to the mean NRT-susceptibility mapping statistical model and simulate from it rather than fitting a new model. This supports the idea in near-real-time studies that one can create a robust predictions to the NRT-susceptibility do not substantially change. This result has been already examined in the literature. Scholars have primarily validated it purely over space for co-seismic landslides (e.g., Nowicki Jessee et al., 2018), or over space (e.g., Lombardo et al., 2014) and time (e.g., Chang et al., 2014) for rainfall-triggered landslides. Therefore, the same concept has not been temporally validated for co-seismic landslides.

In this study, we created three co-seismic landslide inventories. We used high-resolution satellite images and scanned the entire study area manually. As a part of the mapping procedure, we eliminated pre- and post-seismic landslides. As a result, the three co-seismic landslide inventories, created for the same study area, offer the chance to temporally address the time-invariant assumption of causative and triggering effects to the NRT-susceptibility. We remind here that by time-invariance we do not refer to the NRT-susceptibility per se, but to the effect or role that the covariates and their interactions play in the NRT-susceptibility model.

This is shown in Fig. 5 where the marginal distribution of each covariate does not change in sign for the three earthquakes. And, they only slightly shift in amplitude along the abscissa. This is even more stressed at the data level. In fact, we show in Fig. 6 that, to our surprise, the median of morphometric covariates practically does not change from one co-seismic dataset to another. The only change for the PGA and this is intrinsically due to the three different shaking levels.

Our finding showed that, for each case, there is only a minor variation between modeling performance of fitted versus chrono-simulated NRT-susceptibilities (Fig. 9). This situation is particularly evident for the 2017 and 2018 inventories. The AUC value of the fitted 2017 model is 0.89 while its chrono-simulations from the 2012 and 2017 are 0.86 and 0.87, respectively. Similarly, the AUC of the fitted 2018 model is 0.92 while its chrono-simulation from 2012 and 2017 are 0.90 and 0.91, respectively. This difference is relatively larger for chrono-simulated models from the Sulawesi 2012 inventory, which is relatively poor compared to others. In fact, the first cloud-free satellite image covering the entire study area is dated almost one year after the earthquake (see Section 2). Therefore, although we recognized the associated landslides to be primarily linked to the Sulawesi earthquake, the noise due to subsequent rainfall-triggered landslides may be present in the data.

The residuals between fitted and chrono-simulated models show the same situation (Figs. 11). Therefore, we can argue that the contribution of each factor is practically stationary through time and the minor variations can be linked with several sources of uncertainties in the input data as well as in the modeling procedure. Ultimately, we stress the relevance of our plug-in simulation...
procedure. In fact, any other statistically-based susceptibility study with a transferability component either through space (e.g., Lombardo et al., 2015) or through time (e.g., Guzzetti et al., 2006) have so far used a single predictive equation, thus neglecting the uncertainty in the modeling procedure. Here we demonstrate that a number of predictive equations can be simulated from a given fit and used to assess not only the mean behavior but also the uncertainty around it, especially for chrono-validation studies. In other words, we have taken advantage of the full estimated distribution, for each model component, shown in Figs. 2 and 5, which otherwise has been done so far by using the corresponding theoretical mean.

5.2. Opposing arguments

The data sets we used have some limitations which are worth to be discussed more in detail.

First of all, the hypothesis we initially made are only valid within the area we examined, which is a coinciding subset of the three co-
seismic landslide affected areas.

Also, the one-year period between the Sulawesi event and the next fully clear imagery may be problematic for a few reasons. The humid climate of New Guinea is likely to produce rainfall events sufficient to trigger landsliding on a very frequent basis. As a result the seismic signature on the landslide distribution may be partially masked because of the noise introduced by rainfall-induced landslides. We actually believe this to be one of the possible reasons for the lower performance of the Sulawesi model, compared to the Kasiguncu and Palu. However, the Sulawesi model still produced excellent performance. This inevitably implies that the presence of rainfall-induced landslides, if present at all, was negligible compared to the co-seismic landslides. In fact, whether the number and distribution of rainfall-induced landslides would have been comparable to the co-seismic sample, the performance of the model, which does not include any rainfall-proxy covariate, would have likely dropped.

Furthermore, due to the relatively small time span, especially between Kasiguncu 2017 and Palu 2018, some temporal dependence can
exist in terms of slope stability per slope unit. This temporal dependence could be due to the path-dependency proposed by Samia et al. (2017b), which assumes that slope failures can affect the same mapping units over time because of the disturbance of previous landslides to the overall slope equilibrium. Or, this temporal dependence could be due to the legacy effect of an earthquake, as proposed by (Parker et al., 2015), which assumes that the weakening effect to the earth surface caused by a specific seismic event can persist in time. Therefore it may contribute to increase the number of landslides in a subsequent (but close in time) earthquake.

The models we propose in this work do not consider temporal dependence. This could have been implemented by introducing the distribution of previous unstable slope units as a linear covariates, as also proposed by Samia et al. (2017b). However, this would have hindered
our simulation scheme from one event to the other. In fact, it would have not be reasonable to use the distribution of unstable slope units from Palu 2018 in the model built for the Sulawesi 2012. Hence, our chrono-validation scheme could have only been possible in a forward direction.

Another alternative could have been implemented by rigorously modeling the temporal dependence using techniques that are common practices in time-series analyses. For instance, we could have introduced a random effect modeled via an autoregressive structure (Blangiardo and Cameletti, 2015; Lombardo et al., 2020a). However, we envisioned our model for engineering purposes in near-real-time applications and in such cases, even for the rare ones where earthquakes may repeatedly hit the same area, the pre-existing landslide inventories are usually not available. For this reason, we opted to build a modeling framework that could be directly operational for the vast majority of the situations and near-real-time products. Moreover, the Sulawesi 2012 and Palu 2018 ruptured with a strike-slip mechanism whereas the Kasiguncu 2017 occurred in a normal fault. The literature refers to different landslide characteristic (number and areal distribution) in response to different rupture mechanisms and the associated ground motion (Fan et al., 2019; Gorum and Carranza, 2015). This signal would be ideally carried by the PGA. However, in the study area, the raw data used to create the ShakeMap was recorded by few seismic stations, not enough to calibrate an accurate model. Therefore, the PGA is simply interpolated using ground-motion prediction equations (Garcia et al., 2012). Ideally, one should use covariates expressed at the same resolution or scale to avoid co-registration issues. However, the current state of technology and science does not offer the chance to have perfectly co-registered predisposing and triggering factors. For instance, apart from the difference in resolution between terrain properties and PGA in this study, the same problem exist whenever practitioners use a Geological and/or Land Use maps (e.g., Nowicki

Fig. 11. Residual maps expressed as the difference between the posterior mean of the three reference GAM fits and the mean of the 1000 simulations, for each combination. The diagonal here is masked out because we did not simulate from the fit to explain the same co-seismic landslide distribution.
Jesse et al., 2018), vegetation indices (e.g., Lee et al., 2008), rainfall measurements (e.g., Kirschbaum and Stanley, 2018) and any other property collected at sites and then interpolated at a higher resolution via downsampling methods. Notably, co-registration issues affect pixel-based susceptibility and hazard models to a much larger extent than they do in case of a SU partition where the different resolution of the data is upscaled to the coarser SU scale.

Despite these limitations, our models produced at least excellent performance. Because the PGA map and the landslide distribution are data collected independently from each other, such high performance suggests that the quality of the ground motion data played a minor role in the overall modeling procedure. Or, that the quality of the ShakeMap was enough to explain the distribution of landslides per SU.

We conclude this section by noting that the modeling framework we proposed for co-seismic landslides cannot be used for long-term planning unless a wide range of scenario based PGA would be available. In fact, at the present stage, we only used three events, but a potential future earthquake may exhibit entirely different patterns, making our probabilistic maps useless if not specifically during post-disaster emergency phases – for which near-real-time models– have been proposed.

6. Conclusions

In this work, we tested a multi-temporal chrono-validation scheme for earthquake-induced landslides via plug-in statistical simulations. Overall, our work is a rare case where multi-temporal co-seismic inventories have been mapped within the same study site, although the extent of this site is only a part of the whole landslide affected area. Together with our chrono-validation scheme, where a Bayesian GAM is used to calibrate and simulate from for specific scenarios, our work offers a different experimental design compared to other earthquake-induced landslide studies. In fact, the ground motion and the other causative factors appeared to be stationary over space and time in their contribution to the NRT-susceptibility. Or, at least their differences are negligible with respect to the overall performance. And, we propose a rigorous validation pipeline where a plug-in simulation framework is temporarily tested for the first time.

This work supports the assumption held in near-real-time predictive studies where the regression coefficients are typically fixed only to leave the trigger pattern to change over space. Notably, the chronova lidity showed signs of reduced predictive performance, although still excellent, when the co-seismic inventory may have been affected by mapping uncertainties. This may indicate that, even more for traditional chrono-validation routines where the uncertainty is totally missed, a complete co-seismic inventory map is of crucial importance. Here at least, we account for potential sources of variability in the data by simulating thousands of NRT-susceptibility realizations.

We stress that our model does not exactly estimate the susceptibility because it features the signal of the trigger, making the results dependent on a specific event rather than expressing the long-term proneness of the landscape to fail. However, our model does not estimate the landslide hazard either because it does not satisfy the requirement on the temporal recurrence nor the landslide magnitude of the event (Guzzetti et al., 2006). As a result, we consider it a hybrid whose use can be chiefly implemented in near-real-time application.

Given these findings, we believe our plug-in simulation approach to be a more informative modeling procedure than current NRT-susceptibility models and we envision future applications in this direction, not only for co-seismic landslide occurrences but also for their rainfall-triggered counterparts.
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