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ABSTRACT

Image captioning (IC) systems, which automatically generate a text description of the salient objects in an image (real or synthetic), have seen great progress over the past few years due to the development of deep neural networks. IC plays an indispensable role in human society, for example, labeling massive photos for scientific studies and assisting visually-impaired people in perceiving the world. However, even the top-notch IC systems, such as Microsoft Azure Cognitive Services and IBM Image Caption Generator, may return incorrect results, leading to the omission of important objects, deep misunderstanding, and threats to personal safety.

To address this problem, we propose MetaIC, the first metamorphic testing approach to validate IC systems. Our core idea is that the object names should exhibit directional changes after object insertion. Specifically, MetaIC (1) extracts objects from existing images to construct an object corpus; (2) inserts an object into an image via novel object resizing and location tuning algorithms; and (3) reports image pairs whose captions do not exhibit differences in an expected way. In our evaluation, we use MetaIC to test one widely-adopted image captioning API and five state-of-the-art (SOTA) image captioning models. Using 1,000 seeds, MetaIC successfully reports 16,825 erroneous issues with high precision (84.9%-98.4%). There are three kinds of errors: misclassification, omission, and incorrect quantity. We visualize the errors reported by MetaIC, which shows that flexible overlapping setting facilitates IC testing by increasing and diversifying the reported errors. In addition, MetaIC can be further generalized to detect label errors in the training dataset, which has successfully detected 151 incorrect labels in MS COCO Caption, a standard dataset in image captioning.

CCS CONCEPTS

• Software and its engineering → Software testing and debugging.
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1 INTRODUCTION

Image captioning (IC) systems aim to automatically generate a brief depiction of the salient objects in an image (real or synthetic). In recent years, the performance of IC systems [37, 41, 47, 78, 85, 90] have improved significantly due to the rapid development of the underlying deep neural networks, such as convolutional neural networks (CNN) [32, 63] for image feature extraction and language models [24, 36] for caption generation based on these features. The SOTA IC models have reached or even surpassed human-level performance (e.g., VIVO [37]) in terms of CIDEr score [77]. Thus, IC systems have been increasingly integrated into our daily lives. Typical examples include generating captions for massive social media photos [3], visually-impaired people’s artificial intelligence (AI) assistants [2, 58], and the acceleration of various manual image labeling tasks [4]. Since 2016, the major IT companies (e.g., Google [4], Microsoft [5], and IBM [1]) have released and continuously improved their own IC systems. The leading company of Geographic Information System (GIS), Ersi, has integrated image captioning into its famous GIS framework (e.g., Arcgis1) to generate the captions for remote sensing images.

Despite its wide adoption in various applications, modern IC system could return incorrect captions due to the complexity of deep neural networks and the labeling errors in training datasets, leading to the omission of important objects, deep misunderstanding, and even threats to personal safety [58, 59, 66]. According to the "report on vision" [60], more than 2.2 billion people around the world have vision impairment and they are expected to benefit

1https://developers.arcgis.com/python/guide/how-image-captioning-works/
greatly from AI-assistants in which IC is often a major component \cite{2, 58}. However, the embedded IC systems sometimes fail to generate the correct captions \cite{59}, which make the AI-assistants return misleading message to the visually-impaired users, posing threat to their personal safety. An image of the former U.S. president Barach Obama and his wife was captioned “a man in suit and tie talking on a cell phone” \cite{66}, leading to misunderstanding and potential negative social impact. Thus, assuring the reliability of IC systems is an important endeavor.

There remains a dearth of automated testing methods for IC systems because the problem is quite challenging. First, modern IC systems are approaching human-level performance on the existing human-labeled test sets. Thus, test sets of high quality are lacking. Second, traditional code-based testing approaches \cite{15, 64, 79} are not suitable for testing IC systems because the logics of IC systems are mainly encoded in the underlying neural networks with millions of complex parameters, rather than the source code. Third, existing testing approaches for computer vision (CV) tasks \cite{74, 82} typically assume simpler output formats (e.g., labels), which cannot work well in testing IC systems whose output (i.e., a sentence) is significantly more complex; while existing testing approaches for natural language processing (NLP) \cite{33, 34, 70} tasks heavily rely on the perturbation of chars or words in the input, which is infeasible for IC systems whose input are images.

To tackle these challenges, we introduce MetaIC, a simple, widely-applicable metamorphic testing methodology for validating IC systems. The input of MetaIC is a list of unlabeled images, while its output is a list of suspicious issues, where each suspicious issue contains a pair of images and their captions. The core idea of MetaIC is that the object names should exhibit directional changes after object insertion. We realize this idea by two metamorphic relations (MRs): (1) object appearance: only the original objects and the inserted objects should appear in the caption of the generated image; (2) singular-plural form: both the original objects and the inserted objects should be illustrated by words of a proper singular-plural form. Fig. 1 presents two suspicious issues returned by our approach. The first issue was reported because the inserted bird was captioned into a “person”, violating the first MR; while the second issue was reported because the noun “cow” was not in singular form, violating the second MR. Specifically, MetaIC automatically extracts objects from images by Yolact++ \cite{12}, an advanced real-time image segmentation technique. The extracted object will be inserted into randomly selected images (i.e., background images). This is a challenging step because the inserted object should avoid affecting the saliency of the existing objects, which has been tackled by our novel object resizing and location tuning algorithms. The background image and the newly generated image form an image pair. If the captions of this image pair returned by the IC system violate any of the MRs, the image pair and the corresponding captions will be reported as a suspicious issue.

We apply MetaIC to test one paid IC service, i.e., Microsoft Azure Cognitive Services \cite{5} and five popular IC models, i.e., Show, Attend and Tell \cite{85}, Oscar$_B$, Oscar$_L$ \cite{47}, WinVL$_B$, WinVL$_L$ \cite{90}. MetaIC successfully reports 16,825 erroneous issues in total with high precision of 84.9%–98.4%, revealing 17,380 captioning errors. The errors include misclassification, omission, and incorrect quantity. To better understand the reported errors, we visualize the attention masks of the object, which helps us explore the potential root causes behind. Furthermore, we adapt MetaIC to detect labeling errors in MS COCO Caption, a widely-used standard IC dataset, which reports 151 incorrect labels in the training set, demonstrating MetaIC’s wide applicability. The source code is also released for reuse \cite{7).

In summary, this paper makes the following main contributions:

- It introduces MetaIC, the first metamorphic testing methodology for validating image captioning systems.
- It describes a practical implementation of MetaIC by adapting Yolact++ \cite{12} to extract objects and developing a new object insertion technique that allows flexible insertion position and overlapping area.
- It presents the evaluation of MetaIC that successfully reports 16,825 erroneous issues in one industrial IC service and five SOTA IC models with high precision, and find a total number of 17,380 captioning errors.
- It discusses the error categories found by MetaIC, the exploration of root causes, and the potential of adapting MetaIC to detect labeling errors in widely-used image captioning datasets.
Figure 2: A real image, a synthetic image, and their captions.

2 PRELIMINARIES

In this section, we first explain the basic concepts that have been used multiple times in the paper. Then we introduce two mainstream image captioning models: CNN-RNN-Based IC and Vision-Language Pre-Training IC.

2.1 Basic Concepts

Image captioning outputs a depiction of the salient objects in a given image (real or synthetic), where salient objects refer to the most noticeable object(s) in the image; and saliency reflects whether an object is salient or not. For example, in Fig. 2, the two people are salient objects in the real-scene image, and the man and the cow are salient objects in the synthetic image. Each object has an object class, such as “elephant” and “dog” in Fig. 1. In a caption returned by IC software, a salient object is typically illustrated by a noun, whose singular-plural form indicates whether the word is a singular noun or a plural noun.

In this paper, we test one IC service and five IC models: Microsoft Azure API [5], Attention [85], Oscar B, Oscar L [47], VinVL B, VinVL L [90]. Specifically, Microsoft Azure is short for Microsoft Azure Cognitive services [5] and Attention is short for Show, Attend and Tell [85]. Oscar B and VinVL L refer to the IC models adopting the base version of BERT [24], while Oscar L and VinVL adopt the large version.

2.2 Modern Image Captioning Systems

Recently, there are two main lines of IC research: CNN-RNN-Based IC [78, 85] and Vision-Language Pre-Training (VLP) IC [37, 47, 90, 92]. They both adopt a two-stage framework, using CNNs for feature extraction in the first stage and sequence models caption generation in the second stage. Differently, VLP IC adopts pretrained models in the second stage, which makes them more efficient and accurate than CNN-RNN-Based IC. In particular, the SOTA VLP IC model VIVO [37] claims that it surpasses human in CIDER score [77]. In the following, we elaborate more on these two lines of research.

2.2.1 CNN-RNN-Based ICs. CNN-RNN-Based IC uses a CNN as the feature extractor and an RNN to generate the captions. Specifically, CNN can produce rich representation of an image by embedding it into a fixed-length vector and the representation has been used in various CV tasks [68]. Inspired by the great successes of sequence generation in machine translation [10, 22, 71], RNN models [41, 78, 85] have been adopted in caption generation in CNN-RNN-Based IC. Attention [85] first introduces an attention mechanism to image captioning and visualize how the model attends on the salient objects in an image during captioning. By using a lower convolutional layer rather than fully connected layers in the encoder, the RNN decoder of this method can focus on the most important parts of the image by calculating weights from the feature vectors. As for the second stage, it adopts LSTM [36] for caption generation.

2.2.2 Vision-Language Pre-Training ICs. VLP ICs also adopts a two-stage pipeline. Differently, they employ more advanced CNNs in the first stage and BERT [24] in the second stage. With a multi-layer bidirectional Transformer [76] as its architecture, BERT uses masked language models to enable pre-trained deep bidirectional representations, which effectively alleviate the extensive manual effort on building task-specific architectures.

Oscar [47] first adopts object tags detected in images as anchor points, which strengthens the learning of semantic alignments between images and texts and significantly enhance its ability to learn the cross-modal representations. Recently, Zhang et al. [90] propose VinVL, which uses a CNN specially tailored for vision-language tasks. This CNN is pre-trained on a much larger text-image corpora, thus it can capture much more abundant visual features accurately, outperforming other models.

3 APPROACH AND IMPLEMENTATION

This section introduces MetaIC and its implementation details. Inspired by the goal of IC that the salient objects in an image should be captioned properly, the core idea of MetaIC is: the object names should exhibit directional changes after object insertion. The input of MetaIC is a list of unlabeled images and the output is a list of suspicious images, where each image contains the original image, a generated image with an inserted object, and their corresponding captions returned by the IC software under test. Fig. 3 illustrates the overview of MetaIC, which carries out the following four steps:

1. Object extraction. We extract salient objects from an existing dataset by an instance segmentation algorithm, which collectively form an object pool.
2. Object insertion. For each unlabeled image (i.e., background image), we randomly select an image (i.e., object image) from the object pool and insert it into the background image via novel object resizing and location tuning algorithms.
3. Caption collection. We collect the captions for the background image and the generated image from the IC system under test.
4. Error detection. We focus on the key constituents in the two captions and report a suspicious issue if the captions violate at least one of our MRs.

3.1 Object Extraction

To realize object insertion, we need to prepare a pool of object images. Thus, the first step of MetaIC is to extract object images from an image dataset. Although object extraction has long been a challenging task, deep learning-based object segmentation models [12, 13, 31, 48] provide a feasible solution because these models can extract high-quality objects efficiently.
3.2 Object Insertion

Once we have constructed an object pool, we randomly select an object image (e.g., the cow in Fig. 3) from the pool and insert it into a random background image. In this process, we need to address three main issues: (1) how to resize the object image to avoid being too big or too small compared with the salient objects in the background image; (2) how to find a suitable location for insertion; and (3) how to allow reasonable overlap between the object image and the original objects in the background image. In the following, we will introduce our specially-design object resizing and location tuning algorithm and how these algorithms provide us with the flexibility of overlapping area configuration.

3.2.1 Object resizing. The goal of object resizing is to resize the object image from the original size \((h, w)\) to a new size \((h', w')\), where \(h\) and \(h'\) refer to their heights and \(w\) and \(w'\) refer to their widths. MetaIC is based on the assumption that the inserted object is a salient object and it should not affect the saliency of the objects in the background image. Thus, the resized object image should not be too small nor too big. Our object resizing algorithm is illustrated by Fig. 5. To figure out the feasible \((h', w')\), we first determine the area size \(s \approx h' \times w'\) by randomly selecting a value from range \([S_{\text{min}}, S_{\text{max}}]\), where \(S_{\text{min}}\) and \(S_{\text{max}}\) are calculated as follows:

\[
S_{\text{min}} = \alpha \times S(b) \\
S_{\text{max}} = \beta \times S(b)
\]

where \(\alpha\) and \(\beta\) are hyper-parameters that we manually set based on empirical experience; \(S(b)\) is a normalized value that reflects the area size of the objects in the background image. Specifically, \(S(b)\) is calculated by Softmax function as follows:

\[
S(b) = \sum_{i=1}^{N} \left( \text{Softmax} \left( \frac{a_i}{s_b} \right) \right) = \frac{\sum_{i=1}^{N} e^{x_i}}{\sum_{j=1}^{N} e^{x_j}}
\]

where \(a_i\) is the area size of the \(i\)-th original objects in the background image \(b\); \(s_b\) is the area size of \(b\); \(N\) is the number of objects in \(b\). After randomly selecting an area size \(s\) from the interval \([S_{\text{min}}, S_{\text{max}}]\), we calculate \((h', w')\) as follows:

\[
(h', w') = \left( h \times \sqrt{\frac{s}{h + w}}, w \times \sqrt{\frac{s}{h + w}} \right)
\]

We denote \(d_{\text{max}}\) as the area size of the largest object in \(b\). Empirically when \(\frac{d_{\text{max}}}{s_b} < 40\%\), we set \(\alpha, \beta\) as 0.8 and 1.3, respectively; otherwise, we set \(\alpha, \beta\) as 0.1 and 0.37, respectively.

3.2.2 Location tuning. After resizing the object image, we need to select suitable locations in the background image for object insertion. MetaIC provides a flexible setting on the overlapping ratio between the inserted object and objects in the background image. Specifically, MetaIC can generate \(n\) images with different overlapping ratios, which are randomly selected from \(n\) ratio intervals...
given a maximum overlapping ratio $\text{ratio}_{\text{max}}$. The intervals for the overlapping ratios are calculated as follow:

$$\text{interval}_i = \begin{cases} [0] & \text{if } i = 0 \\ [\frac{\text{ratio}_{\text{max}}}{n-1} \cdot (i - 1), \frac{\text{ratio}_{\text{max}}}{n-1} \cdot i] & \text{if } i > 0 \end{cases}$$

For example, if we set $\text{ratio}_{\text{max}} = 0.45$ and $n = 4$, we will have four intervals: i.e., $[0], (0, 0.15], (0.15, 0.3], (0.3, 0.45)$, where $[0]$ indicates that the inserted object should not overlap with any of the objects in the background image. The overlapping ratio between two objects is the overlapping ratio between the bounding boxes of the inserted object and that of the objects in the background image. Specifically, the overlapping ratio $O_j$ is defined as:

$$O_j = \frac{A_j \cap \text{obj}}{A_j},$$

where $A_j$ is the region of the $j$-th object in the background image, $A_{\text{obj}}$ is the region of the inserted object obj.

For each of the ratio intervals, MetaIC generates one synthetic image by selecting a location $(x, y)$ for object image insertion, leading to overlapping ratio $O_j$ within the interval for all the objects. To ensure the overlapping ratio while keeping the saliency of the original objects, MetaIC requires: (1) $O_j$ should be in the ratio interval if the $j$-th object is the largest object in the background image (Rule $R_1$); (2) otherwise, $O_j$ should be less than or equal to the upper bound of the ratio interval $R_2$.

It is challenging to select suitable positions that obeys rules $R_1$ and $R_2$ in an efficient manner because there could be multiple objects in a background image, where each poses an overlapping constraint according to the rules. To tackle this challenge, we develop a two-step algorithm. We first search a suitable coordinate for object insertion that allows an overlapping ratio in interval $\text{interval}_{n-1}$, e.g., $(0.3, 0.45]$ when $\text{ratio}_{\text{max}} = 0.45$ and $n = 4$. Then we searches the suitable positions for other ratio intervals only along a line instead of all possible positions. Alg. 1 presents pseudo-code.

**Step 1:** We randomly choose a coordinate $(x_{n-1}, y_{n-1})$ in the background image for object insertion for $\text{interval}_{n-1}$, and check if it obeys $R_1$ and $R_2$ (line 3-7). If not, MetaIC calculates a new image size using our image resizing technique, generates a new coordinate $(x, y)$ randomly, and check its compliance with $R_1$ and $R_2$ again. We keep generating new image sizes and coordinates until they obey $R_1$ and $R_2$ or we try $c_1$ times, where $c_1$ is a pre-defined threshold (line 7-11).

**Step 2:** After calculating the coordinate (e.g., point $S$ in Fig. 6 (a)) for $\text{interval}_{n-1}$, we continue to search for the object insertion coordinates under the remaining ratio intervals. Instead of utilizing the strategy in step 1 to find a new coordinate, which is time-consuming, we search the coordinate along a line. We denote the centroid coordinate of the largest object in background image as $(x_{\text{max}}, y_{\text{max}})$, which is point $A$ in Fig. 6 (a) (line 17). We construct a line $L$ (red lines in Fig. 6) by connecting point $(x_{\text{max}}, y_{\text{max}})$ and point $(x_{n-1}, y_{n-1})$ and extend the line to point $(x_{\text{bound}}, y_{\text{bound}})$ (point $B$ in Fig. 6 (a)), where $(x_{\text{bound}}, y_{\text{bound}})$ is the farthest coordinate on $L$ keeping the inserted object inside the background image. MetaIC then employs binary search to find a suitable coordinate that obeys the rules $R_1$ and $R_2$ along the line (line 18). Fig. 6 (b), (c), (d) demonstrate an example of the binary search process along the line when MetaIC intends to find a suitable coordinate for ratio interval $(0, 0.15)$. In the first search, it gets an overlapping ratio that equals to $0\%$ which is too small. Then it performs the second search and gets the overlapping ratio that equals to $17\%$, which violates $R_1$. Finally, we find coordinate $(x_1, y_1)$ that satisfies $R_1$ and $R_2$ for the ratio interval. We could see that the saliency of the cat is not affected by the inserted dog after insertion. For each ratio interval, we allows at most $c_2$ "jumps" in the binary search, where $c_2$ is a pre-defined threshold. If we cannot find a suitable position for the interval, we will randomly select a new image and start from step 1 again.

**Algorithm 1** An implementation of location tuning

**Input:** the background $b$, a list of object candidates $\text{objects}$, number of overlapping ratios $n$, the max overlapping ratio $\text{ratio}_{\text{max}}$, resizing interval parameters $a$ and $b$, patience parameters $c_1$ and $c_2$

**Output:** a size for the inserted object, and a list of locations for controlling different overlapping ratios

```python
1: location_list ← List() ▶ Initialize with empty list
2: for obj in objects do
3:    co ordinate_max ← RANDOMCOORDinate() ▶ Step 1
4:    ObjNewSize ← RANDOMSIZE(a, b, obj, b) ▶ Step 2
5:    obj ← Resize(obj, ObjNewSize)
6:    patience_1 ← 0
7:    while $R_1$ is False or $R_2$ is False for $\text{ratio}_{\text{max}}$ do ▶ Step 1
8:        if patience $> c_1$ then break
9:        coordinate_max ← RANDOMCOORDinate()
10:       patience_1 ← patience_1 + 1
11:    end while
12:    for i in range(0,n-2) do ▶ Step 2
13:        if $R_1$ is False or $R_2$ is False for $\text{ratio}_i$ do
14:            if patience $> c_2$ then break
15:        end if
16:        centroid ← COORDINATE(LargestObj(b)) ▶ Step 1
17:        coordinate_i ← BinarySearch(centroid, boundary(b)) ▶ Step 2
18:        patience_2 ← 1
19:    end for
20:    location_list.append(coordinate)
21: end for
22: if Length(location_list) == n then break
23: return ObjNewSize, location_list
```

Fig. 6: An example of our location technique.
3.3 Caption Collection

After object insertion, MetaIC constructs image pairs, where each pair contains the background image and a corresponding synthetic image. These images will be input to the IC system under test and the returned captions will be collected. In this paper, we test one paid IC service, i.e., Microsoft Azure Cognitive Services [5], and five popular IC models, i.e., Attention [85], OscarB, OscarL [47], VinVLB, VinVLQ [90]. For the paid IC service, we invoke the API provided by Microsoft Azure Cognitive Services [5]. For the IC models, we use the open-source code provided by the authors and train our own IC models following the exact description in the original papers.

3.4 Error Detection

After caption collection, MetaIC inspects the captions of every image pair and reports them as a suspicious issue if they violate our metamorphic relations (MRs). MetaIC provides two MRs.

**MR1.** We denote the IC system as \( I \), the background image as \( b \), the generated image as \( i' \), the inserted object as \( obj \), the caption pair produced by \( I \) are \( I(b) \) and \( I(i') \). MR1 is defined as follows:

\[
\text{Set}(I(i')) = \text{Set}(I(b)) \cup \{obj\},
\]

where \( \text{Set}(I(i')) \) denotes the set of object classes in \( I(i') \), \( \text{Set}(I(b)) \) indicates the set of object classes in \( I(b) \).

**MR2.** We use a function \( F_r(y) \) to denote the singular-plural form of an object class \( y \) in caption \( I(*) \), indicating whether the object class \( y \)'s form is singular or plural. For example, \( F_r(\text{dog}) \) is the singular-plural form of “dog” class in the caption of background image \( b \). \( C \) denotes the object classes in both \( I(b) \) and \( I(i') \); \( c_k \) is the \( k \)-th object class in \( C \). If the inserted object \( obj \) is not in \( \text{Set}(I(b)) \), MR2 requires:

\[
F_r(c_k) = F_r(c_k), \\
F_r(obj) = \text{singular}.
\]

(7)

If the inserted object \( obj \) is in \( \text{Set}(I(b)) \), we consider \( C' = C \setminus \{obj\} \), where \( c_j \) is the \( j \)-th object class in \( C' \). Then the second MR requires:

\[
F_r(c_j) = F_r(c_j), \\
F_r(obj) = \text{plural}.
\]

(8)

If any of the two MRs are violated, the original image, the generated image, and the corresponding captions will be reported as a suspicious issue.

In our implementation, we mark up the word in caption according to a particular part of speech (POS) via a POS tagging tool, i.e., XPOS [56]. We extract words from the captions whose POS are NN or NNS, corresponding to singular noun or plural noun, respectively. Then we can obtain the a set containing all the object classes in a caption, and construct the mapping for function \( F \) which assigns the singular-plural form to the object class in the set.

4 EVALUATION

4.1 Experimental Setup and Dataset

4.1.1 Experimental environments. All experiments are run on a Linux workstation with an 8 core AMD Ryzen 5800X 4.8GHz Processor, 64GB DDR4 2666MHz Memory, and GeForce RTX 3090 GPU. The Linux workstation is running 64-bit Ubuntu 20.04.2 LTS with Linux Kernel 5.11.0. For POS tagging, we use the XPOS implemented in Stanza, an NLP Package powered by Stanford NLP Group.

4.1.2 Dataset. To show that MetaIC can work effectively on different image sources, we collect object source images from Flickr [6] and background images from MS COCO Caption [21], a standard dataset in image captioning field. For MS COCO Caption Dataset, we focus on the images whose class names are single words (60 out of 80) because the POS tagging technique can only assign POS to single words. It only requires decent engineering effort to generalize MetaIC to class names containing multiple words. All the code and datasets in this paper will be open-source.

4.2 Precision

MetaIC automatically reports suspicious issues, where each issue contains a pair of images and their captions \((I(b),I(i'))\). Therefore, the effectiveness lies in how precise the reported issues are. In this section, we try to answer the following question: how many of the reported issues contain real captioning errors. We test one well-known IC API: Microsoft Azure API, and five IC models: Attention [85], OscarB, OscarL [47], VinVLB, VinVLQ [90]. In this experiment, we set \( \text{ratio}_{\text{max}} = 45\% \) and \( n = 4 \) to balance the diversity of the test cases (in terms of the overlapping ratio) and the test case quality. We believe this parameter setting can be used in other datasets in general because the MS COCO Caption contains diverse images (different sizes and salient objects). We use MetaIC to randomly generate 1,000 background-object pairs from MS COCO Caption and our object corpus, and construct 1,000 synthesized images for every overlapping ratio interval. After synthesizing the images, we obtain 4,000 image pairs \((b,i')\). We collect 4,000 caption pairs \((I(b),I(i'))\) from each of the IC systems under test. Based on these caption pairs, MetaIC returns a list of suspicious issues.

We are the first to test IC systems so there are no available baselines. Intuitively, the metamorphic testing techniques for simpler tasks that also take images as input could be adapted to testing IC systems. Thus, we adopt Deeptest [73], a metamorphic testing technique for image classifier in our precision experiment. Specifically, we use four image transformations in Deeptest (blur, brightness, contrast, shear) and check whether the image pair share the same caption. We use the same background images as the experiment setting of MetaIC to synthesize 4,000 image pairs \((b,i')\), and collect 4,000 caption pairs \((I(b),I(i'))\) from the IC systems.

To verify the results, two authors manually inspect all the suspicious issues separately following the instructions on data labeling in MS COCO paper [21], including “Describe all the important parts of the scene”, “Do not describe things that might have happened in the future or past”, etc. During this manual analysis, all disagreements were discussed until a consensus was reached. The results of this phase have a Cohen’s kappa of 0.822, showing a substantial-level of agreement [57].

4.2.1 Evaluation Metric. If the caption pair \( p = (I(b),I(i')) \) is reported as suspicious issue, and \( I(b) \) or/and \( I(i') \) contains captioning error(s), then we set \( \text{error}(p) \) to be true, otherwise we set \( \text{error}(p) \) to be false. Given a list of suspicious issues, the precision
is calculated by:

\[
\text{Precision} = \frac{\sum_{p \in P} \text{error}(p)}{|P|},
\]

where \( P \) are the suspicious issues reported by MetaIC and \(|P|\) is the number of the suspicious issues.

4.2.2 Results. The results are presented in Table 1, the precision of MetaIC and DeepTest [73] on one API and five models. The precision of MetaIC ranges from 84.9% to 98.4%, while DeepTest’s precision ranges from 12.9% to 41.2%. Specifically, MetaIC achieves a precision of (96.1%-97.4%) on Microsoft Azure API, and a precision of (84.9%-98.4%) on the five IC models. The results demonstrate that MetaIC is much more precise in testing IC systems than existing metamorphic testing techniques for systems that also take images as input. In addition, MetaIC reports much more erroneous issues. Specifically, MetaIC reports 535 to 948 erroneous issues, while DeepTest reports 36 to 245. MetaIC successfully report 16,825 erroneous issues, which contains a total number of 17,380 captioning errors. Specifically, out of the 16,825 erroneous issues reported, 120 issues are reported because of captioning errors in the original images. Note that the comparison between MetaIC and DeepTest is not apple-to-apple as DeepTest was originally designed for testing image classifiers. We regards DeepTest as a baseline here for the completeness of discussion. The images synthesized by MetaIC are diverse. From the table, we can observe that MetaIC consistently achieves high precision under different overlapping ratios, showing the effectiveness of our object resizing and location tuning algorithms. For example, when we use MetaIC to test the Microsoft Azure API [5], the precision values for \( \{ratio_0, ratio_1, ratio_2, ratio_3\} \) are \{96.6%, 96.1%, 96.5%, 97.4%\}, respectively.

4.2.3 False positives. To further understand the results, we categorize the false positives of MetaIC and discuss the prospective solutions for them. Although MetaIC achieves very high precision in our evaluation, we still encounter some false positives. We manually inspect the false positives and present three typical examples in Fig. 7. First, after inserting a bird into the background image, the caption describes the “bird” as “parrot”, which is correct because parrots are subspecies of birds. However, our class set does not contain “parrot”, leading to a false positive. Second, after inserting a cow into the background image, the depiction of the person changes from “person” to “woman”. A dictionary containing more object types can effectively reduce these two kinds of false positives. Third, “a pair of scissors” is regarded as an incorrect singular-plural form of “scissors” by our method, while in modern English, the word “scissors” has no singular form, leading to the false positive. In the future, adopting a more advanced POS tagging tool or maintaining a dictionary of words of special singular-plural form can help.

| IC Systems                  | DeepTest (Perturbation Method) | MetaIC (Overlapping Ratio) |
|-----------------------------|-------------------------------|----------------------------|
|                             | Blur                          | Brightness                 | Contrast | Shear | 0% | 15% | 30% | 45% |
| Attention                   | 35.0% (185/528)               | 37.9% (120/317)            | 37.2% (196/527) | 41.1% (245/596) | 98.0% (948/967) | 97.7% (937/959) | 98.4% (948/963) | 98.2% (948/965) |
| OscarLite                   | 20.2% (127/630)               | 14.7% (38/258)             | 18.4% (96/521) | 21.4% (119/555) | 91.3% (652/714) | 91.4% (637/697) | 91.2% (667/731) | 92.2% (694/753) |
| OscarLite                   | 19.8% (121/610)               | 12.9% (96/789)             | 17.4% (91/522) | 18.5% (100/542) | 92.3% (624/676) | 91.7% (630/676) | 91.2% (625/685) | 91.6% (647/706) |
| ViHVL                       | 34.2% (207/606)               | 26.2% (113/431)            | 29.1% (167/574) | 28.6% (185/646) | 88.0% (563/640) | 87.3% (552/632) | 88.4% (571/646) | 88.5% (598/676) |
| ViHVL                       | 21.8% (131/602)               | 16.5% (60/363)             | 16.9% (98/579) | 19.3% (113/586) | 86.7% (535/617) | 86.0% (535/622) | 84.9% (535/630) | 85.1% (560/658) |
| Microsoft Azure API         | 39.8% (181/455)               | 41.2% (56/136)             | 41.2% (163/396) | 38.6% (197/511) | 96.6% (858/888) | 96.1% (852/887) | 96.5% (859/890) | 97.4% (860/883) |

Figure 7: False positives reported by MetaIC.

### Table 1: Precision (true positives/suspicious issues) of DeepTest [73] and MetaIC on one paid API and five models.

#### 4.3 Erroneous Captions

MetaIC is capable of finding three kinds of captioning errors:

- **Classification error** is an error that IC systems provide an incorrect class name for an object, for instance, an erroneous caption depicts an airplane as a skateboard.
- **Recognition error** is an error that IC systems omit the description of a salient object in the image.
- **Single-plural error** is an error that IC systems return the incorrect singular-plural form of an noun in the caption. For
example, an erroneous caption gives a depiction "bananas" when there is only one banana in the image.

To provide a glimpse of the diversity of the uncovered errors, this section highlights examples for all the three kinds of errors in Fig. 8. The first column corresponds to the classification errors, e.g., the caption in the first row uses “a couple of zebra” to describe the image including a sheep and a zebra, and the caption of the second row incorrectly describes the bird as a person in a garment. The second column corresponds to the recognition errors, where the caption of the first row misses the depiction of a dog near two horses, and the caption of the second row omits the sheep in a group of zebras. The third column shows the errors of singular-plural form, where the caption of the first row describes a single banana as bananas, and the caption of the second row depicts a single elephant as two elephants.

**4.4 Ablation Study**

We conduct the ablation study to evaluate the effectiveness of the two metamorphic relations we propose. From Table 2 we can see that the precision of $MR_1$ and $MR_1 + MR_2$ is very close to each other in most cases. Sometimes, the precision will be slightly decreased when we use $MR_1 + MR_2$, while we will report more erroneous issues. For example, for the OscarR model with 45% overlapping ratio, precision is decreased from 93.5% to 92.2%. However, with $MR_1 + MR_2$, we can find 35 more erroneous issues than only using $MR_1$, which shows that $MR_2$ is useful and necessary.

**4.5 Case Study on IC Errors via Visualization**

To better understand the reported captioning errors and explore the potential root causes, in this section, we conduct visualization experiments. Specifically, we try to answer the question: “why do the IC systems return incorrect captions given the synthesized images?” We visualize the errors in both CNN-RNN-Based IC systems (via
attention of the generated object words) and VLP IC systems (via the prediction of faster R-CNN).

4.5.1 CNN-RNN-Based IC. For CNN-RNN-Based IC, we explore errors in Attention [85] because it achieves high accuracy among all the CNN-RNN-Based ICs. We visualize the attention mechanism as it is the most important component of the model. Specifically, we intend to show how different overlapping ratios would affect the attention mechanism and the caption.

In Fig. 9, we present the attention mask changes after inserting an object to the original background image. We could observe that, at the beginning, the black bear is correctly captioned in the background image. However, when we insert the horse into the background image with different overlapping ratios ($n = 4$, $\text{ratio}_{\text{max}} = 45\%$), we find that the captions become incorrect. For $\text{ratio}_0$ and $\text{ratio}_1$, the black horse is misclassified as a black bear. For $\text{ratio}_2$, the black horse and black bear have both been recognized as black sheep. For $\text{ratio}_3$, the black bear is misclassified as black horse. The second row of Fig. 9 shows the attention masks generated by the model, which serves as an important component in its captioning process. By observing the attention masks of $\text{ratio}_0$ and $\text{ratio}_1$, we can see that the attention masks for the two words of “bear” in the caption mistakenly highlight the regions of both the horse and the bear. This indicates that the captioning error is likely to be caused by model’s attending to incorrect region. Thus, research on improving the attention mechanism in demand.

4.5.2 Perturbation to VLP IC. MetaIC also reports many erroneous captions produced by VLP ICs. Specifically, we choose a typical VLP IC model $\text{Oscar}_B$ and conduct visualization experiment to show the vulnerabilities of the two components of VLP ICs, including Faster R-CNN in the first stage and BERT in the second stage. By comparing Fig. 10 (a) with Fig. 10 (b), we show an example where its erroneous caption is caused by Faster R-CNN (the first component). We draw the bounding boxes produced by the Faster R-CNN of $\text{Oscar}_B$ for the background and the synthesized image. For clarity, we only draw the bounding boxes for the object in the image. The caption produced by $\text{Oscar}_B$ is correct for the background image. However, for the synthesized image, the caption describes a single giraffe as “a couple of giraffes”, resulting in an error of singular-plural form. We could observe that the bounding boxes for background image are of high accuracy. However, the bounding box of the giraffe in the synthesized image and that of the horses have a big overlap. The part of the image framed by the bounding box will be encoded into region-feature, which acts as the major input to the second component of $\text{Oscar}_B$. The second component uses region features and the corresponding tags (e.g., “giraffe”) to generate the caption. Specifically, $\text{Oscar}_B$ concatenates the tag “giraffe” with the region-feature for cross-modal representation learning. We think the erroneous depiction of “a couple of giraffes” could be caused by the low-quality region-feature of “giraffe” (i.e., the sub-optimal bounding box). It overlaps a lot with the horses, and thus $\text{Oscar}_B$ captions one of the horses as a giraffe.

The visualization experiment also shows that the erroneous captions may be caused by the glitches in the BERT module the second component of VLP ICs. As shown in Fig. 10 (c), the bounding boxes of the objects in the image are of high accuracy, while the generated sentence omits the description of the bowl on the frisbee. The visualization case study indicates that MetaIC can report captioning errors cause by both the first component (image) and the second component (text).

4.6 Finding Labeling Errors in the Training Corpus

Labeling errors in the training corpus has been a prevalent and severe problem in machine learning and deep learning. Even the most famous Datasets have errors in their labels, such as ImageNet [43], CIFAR [42], and MNIST [23]. Several methods [65, 88] have been proposed to tackle this problem, mainly focusing on noises in the data. Recently, AI software applications are approaching human-level performance. For IC task, Hu et al. [37] claims that their model has achieved a better result than human in terms of CIDEr [77] score in Nocaps [8] task. Given that these models have been well trained on the existing corpora, fixing labeling errors in these corpora is a reasonable way to further improve their performance. In this section, we explore whether it is possible to adapt the high-level idea of MetaIC detecting labelling errors in a standard dataset MS COCO Caption [21].

Specifically, denote $\text{GT}(b)$ as the label caption of image $b$ in MS COCO Caption, we have a tuple $(I(b), \text{GT}(b))$. Denote the common object class set between $I(b)$ and $I(i′)$ as $\text{Set}_{\text{invar}}$:

$\text{Set}_{\text{invar}} = \text{Set}(I(b)) \cap \text{Set}(I(i′))$,  \hspace{1cm} (10)

Intuitively, objects classes in both $(I(b))$ and $I(i′)$ imply the important objects in the image. We denote the object class set of $\text{GT}(b)$ as $\text{Set}(\text{GT}(b))$, it should satisfy the relation that:

$\text{Set}_{\text{invar}} \subset \text{Set}(\text{GT}(b))$,  \hspace{1cm} (11)

Otherwise, $\text{GT}(b)$ may depict image $b$ improperly since it is likely to miss important objects in its caption. We map the object class to their super-category defined in MS COCO Caption and use the super-category in the aforementioned method.

We choose ten object classes (dog, cat, sheep, truck, cow, zebra, elephant, horse, frisbee, bird), construct 6,662 tuples of $(I(b), I(i′), \text{GT}(b))$, and try to find erroneous labels of these classes in MS COCO Caption. By using this technique adapted from MetaIC, we have found 151 caption errors, using only a small portion of the data in MS COCO Caption. We present examples of incorrect label errors in Fig. 11, including typos, missclassification error, “no-image” error, etc. For example, caption (a) in the first row mistakenly writes “at” rather than “cat”; caption (c) mistakenly describes a “frisbee” as a “pizza”; caption (e) is a complain message rather than a caption; and caption (d) incorrectly depicts a “dog” as a “man”.

Given that the performance of deep learning models mainly depends on the model structure and the parameters learned from the training dataset, we believe the labeling errors we find with MetaIC indicate the usefulness and wide applicability in enhancing the robustness of IC software. Thus, it reflects the practical relevance of MetaIC. The 151 labeling errors are found from 6,662 captioned images in the training data. We believe our approach can detect more errors on a larger input set. Although finding labeling errors is not the main focus of this paper, we think the experiment demonstrates the wide-applicability of MetaIC.
4.7 Retraining with Erroneous Issues

To explore whether the erroneous issues reported by MetaIC can be utilized to improve IC systems, we re-label the erroneous issues following the labeling standard of MS COCO Caption [21], and fine-tune the Oscar model. Specifically, we add the re-labeled synthesized images to MS COCO Caption and perform fine-tuning for 40K steps. We follow the publicly available splits in the original Oscar paper [47] and use our synthesized images as the augmented data in the training set.

Table 3 presents the results. We can observe that BLEU-4 increases by 1.2%, METEOR increases by 3.7%, CIDEr increases by 2.5%, and SPICE increases by 8.8%. Specifically, the SPICE [9] has a system-level correlation of 0.88 with human judgements on MS COCO [51]. According to a survey of IC systems (Table 2 in [69]), our improvement of the four score are significant. In addition, we can see that except for BLEU-4, the other scores of OscarFinetune are higher than OscarL. The fine-tuned model achieves competitive performance with much fewer parameters and less training time. The results indicate that the captioning errors in the synthetic images can be utilized to further improve the performance of IC systems, both in efficiency and accuracy, demonstrating its practical relevance. Note that although improving IC system using test cases is an interesting and important topic, it is not the focus of this paper. Thus, we regard it as a promising future direction.

Table 3: Performance of fine-tuned model.

| Model          | Evaluation Metric |
|---------------|------------------|
|               | BLEU-4 | METEOR | CIDEr | SPICE |
| OscarB        | 40.5    | 29.7   | 137.6 | 22.8  |
| OscarL        | 41.0    | 30.8   | 141.1 | 24.8  |
| OscarB-Finetune | 41.0    | 30.8   | 141.1 | 24.8  |
| Improvement (%)| 1.2     | 3.7    | 2.5   | 8.8   |

3https://cs.stanford.edu/people/karpathy/deepimagesent/
5 RELATED WORK

5.1 Robust AI Software

In recent years, deep neural networks have achieved great success in a variety of fields and thus artificial intelligence (AI) software has been widely used in our daily lives. However, AI software can generate erroneous outputs that cause severe accidents and even endanger the users [44, 46, 93]. To explore the vulnerability of AI software, a line of research has focused on attacking various AI systems, such as classification systems [28, 52, 91], and automatic speech recognition systems [14, 62]. These papers fool the AI software with imperceptible perturbations. Meanwhile, to enhance the reliability of AI software, a variety of related topics have been studied, including testing [25, 26, 33–35, 39], online adversarial detection [29, 53, 72, 81], and robust training mechanisms for deep neural networks [40, 50, 54, 61]. Most of these methods are white-box, largely dependent on the knowledge of the model internals; while our approach is black-box, which can be easily adapted to test any IC systems.

5.2 Multimodal Task and Image Captioning

Modality refers to the way in which something happens or being sensed by human. Accordingly, a multimodal task indicates that the task involves more than one modality (e.g., image and text for image captioning). The corresponding AI models need to learn these multimodal signals collectively, which brings new challenges as introduced by Baltrušaitis et al. [11]: representation, translation, alignment, fusion, and co-learning. Typical multimodal tasks include speech recognition and synthesis [30, 38], cross-modal retrieval [27, 80], and image captioning [47, 78, 85, 90]. Compared with single-modal systems (e.g., image classifier or machine translation), multimodal systems are more difficult to test because we need to consider the translation from one modality to another and most of the existing testing techniques for single-modal models cannot be used here without non-trivial adaptations.

Recent years have witnessed the blossom of IC systems, where researchers focus on improving the accuracy of IC. For CNN-RNN-Based IC, researchers designed various CNNs and RNNs to enhance the intermediate representation [41, 78, 85]. For VLP IC, researchers proposed multiple pre-trained techniques [37, 47, 90, 92]. Different from these papers that make effort to achieve high accuracy, MetaIC aims to improve the robustness of IC. To this end, several papers focus on attacking existing IC models in a white-box manner [18, 86, 87], which requires the complete knowledge of underlying networks. Differently, MetaIC is black-box, which does not rely on model internals, such as network structure and parameters.

5.3 Metamorphic Testing

Metamorphic Testing (MT) is a general methodology that applies a transformation to test input(s) and observes how the program output turns into a different one as a result [19, 20, 67]. The core idea of MT is to verify the MRs between the outputs from multiple runs of the program with different inputs, which is useful when test oracle is lacking. MT is widely adopted in traditional software, such as compilers [45, 49], datalog engines [55], and service-oriented applications [16, 17]. Recently, it has also been used in testing AI software, such as autonomous cars [73, 89], statistical classifiers [83, 84], object detection [82], and machine translation [33, 34]. In this paper, we propose MetaIC, a novel, widely-applicable metamorphic testing approach for image captioning.

6 CONCLUSION

In this paper, we propose the first black-box testing approach, MetaIC, for validating image captioning systems. The distinct benefits of MetaIC are its simplicity and generality, and thus wide applicability. MetaIC can effectively disclose many captioning errors. In our experiments, MetaIC successfully reports 16,825 erroneous issues in six IC systems with high precision (84.9%-98.4%) revealing 17,380 captioning errors. In addition to the main focus of this paper (i.e., testing), to further understand the reported errors, we visualize the attention of objects in CNN-RNN-Based ICs and the predictions of Faster R-CNN used in VLP ICs, which explores the major root causes behind. We also show that MetaIC can be adapted to find errors in the standard dataset of image captioning, indicating its potential in further enhancing the reliability of IC systems. For future work, we plan to extend MetaIC by considering other kinds of caption constituents (e.g., verbs). We will also explore automated error detection for standard datasets, which we regard as an important future direction.
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