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Abstract

A simultaneous description of the dynamics of multiple particles requires a configuration space approach with an external time parameter. This is in stark contrast with the relativistic paradigm, where time is but a coordinate chosen by an observer. Here we show, however, that the two attitudes toward modelling $N$-particle dynamics can be conciliated within a generally covariant framework. To this end we construct an `$N$-particle configuration spacetime' $\mathcal{M}_{(N)}$, starting from a globally hyperbolic spacetime $\mathcal{M}$ with a chosen smooth splitting into time and space components. The dynamics of multi-particle systems is modelled at the level of Borel probability measures over $\mathcal{M}_{(N)}$ with the help of the global time parameter. We prove that with any time-evolution of measures, which respects the $N$-particle causal structure of $\mathcal{M}_{(N)}$, one can associate a single measure on the Polish space of `$N$-particle wordlines'. The latter is a splitting-independent object, from which one can extract the evolution of measures for any other global observer on $\mathcal{M}$. An additional asset of the adopted measure-theoretic framework is the possibility to model the dynamics of indistinguishable entities, such as quantum particles. As an application we show that the multi-photon and multi-fermion Schrödinger equations, although explicitly dependent on the choice of an external time-parameter, are in fact fully compatible with the causal structure of the Minkowski spacetime.
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1 Introduction

In modern physics there exist two approaches to modelling the dynamics of physical systems. The first one assumes a covariant point of view, based on the concept of a relativistic spacetime. In this context, the system is modelled by an entity, which does not evolve per se, e.g. a world-line or a field configuration. Time is but a coordinate associated with the choice of a (local or global) observer. The second approach exploits the concept of a configuration space (or, more generally, a phase space). From this perspective time is an external parameter bearing no relationship to the space itself.

These two viewpoints are not easily conciliated when the studied system involves multiple particles (or “constituents”). Indeed, if one starts from a relativistic standpoint one firstly needs to choose a (local) coordinate chart or a (global) time-foliation. Not only such a choice is not canonical (even in the single particle setting), but also it is not at all clear how to ascribe spatial coordinates to different particles at a single time-instance. On the other hand, within the configuration space approach one is free to include as many (generalised) coordinates as needed, while keeping a single external time parameter. However, such a framework heavily depends upon the observer and there is no canonical way to compare the description of the same system by two observers adopting different time parameters.

In this paper we build a bridge between the two approaches to dynamics. We start with a globally hyperbolic spacetime $M$ with a chosen splitting $M \cong \mathbb{R} \times \Sigma$ and we construct the ‘$N$-particle configuration spacetime’ as $M_{(N)} := \mathbb{R} \times \Sigma^N$. It is endowed with a causal structure pulled back from $M$, which encodes the demand that the speed of every single particle must be bounded by $c$. Then, we employ the measure-theoretic formalism developed in our previous works \cite{18, 19, 39} and show that the ‘$N$-particle causal order’ admits a natural extension to the space $\mathcal{P}(M_{(N)})$ of Borel probability measures over $M_{(N)}$. In this context, we introduce an evolution of measures as a map $\mathbb{R} \ni I \ni t \rightarrow \mu_t \in \mathcal{P}(M_{(N)})$ and discuss its compatibility with the causal structure. Although the entire construction seems to depend upon the splitting $M \cong \mathbb{R} \times \Sigma$ adopted at the very beginning, we show that general covariance is restored at the level of $N$-particle unparametrised causal curves. Concretely, we show (Theorem \ref{thm:causality}) that the causality of time-evolution of measures is equivalent to the existence of a single measure on the Polish space of ‘$N$-particle worldlines’ (Definition \ref{def:worldline}), which is a splitting-independent object.

The (a)causality of joint dynamics of $N$ classical particles, determined by some equation specifying their trajectories $t \mapsto x_i(t) \in \Sigma, (i = 1, \ldots, N)$ can be studied through an evolution of a delta-like measure $\mu_t = \delta_t \times \delta_{x_1(t)} \times \delta_{x_2(t)} \times \cdots \times \delta_{x_N(t)}$. But the measure-theoretic framework is much more capacious. It allows one to model the dynamics of normalised statistical ensembles, such as dust density or charge distribution, but also quantum probability densities derived within the wave packet formalism \cite{17, 19}. A new distinctive element available in the multi-particle setting are the correlations among particles. In particular, symmetric measures, e.g. $\delta_t \times \frac{1}{2} \left( \mu_t \otimes \nu_t + \nu_t \otimes \mu_t \right)$, are suited to model indistinguishable particles. On this occasion, let us emphasise that we use the term ‘particle’ in a broad sense, not limited to neither classical nor quantum theory — see \cite{17} for a detailed discussion.

Another gain from the measure-theoretic approach is its close relationship to the Lorentzian optimal transport theory. The latter is a new and fast-developing area of research \cite{11, 34, 57}, which has found successful applications in the early universe reconstruction problem \cite{12, 24, 26} and, more recently, in the studies linking general relativity and the second
law of thermodynamics [38, 45].

The pertinence of integrating the configuration and spacetime perspectives to dynamics is manifest in the context of (quantum) information theory. On the one hand, information protocols involving multiple parties and multiple signals are described from an external perspective. On the other hand, the admissible communication schemes are severely constrained by the spacetime structure [51].

As an application of the developed formalism we inspect two multi-particle Schrödinger equations: “multi-photon” and “multi-fermion” equations. The former is a valuable concept in quantum optics [55], utilised e.g. to study decoherence upon propagation of photons through turbulent atmosphere [54]. The latter is a free (i.e. non-interacting) variant of the multi-particle Dirac operator, which is the basis for Dirac–Fock equations developed and applied in the domain of quantum atomic physics and chemistry [14, 20, 22, 31, 37].

We show that both multi-photon and multi-fermion equations, which belong to the configuration space realm, are fully compatible with the structure of relativistic spacetime in the rigorous sense of condition (12). To this end, we prove a more general result. Namely, we show that a measure enjoying the ‘N-particle continuity equation’ (cf., for instance, [13] and [4]) with a subluminal multi-velocity field evolves causally in a well-defined covariant sense. This result generalises previous findings on the relationship between the continuity equation and the causality of the evolution of quantum probability densities [18, 28, 29, 32]. It is worth emphasising that, although technically straightforward, this generalisation is far-reaching, as it incorporates the phenomenon of entanglement between quantum particles.

The plan of the paper is as follows: In Section 2, after recollecting some rudiments of causality theory, we introduce the ‘N-particle configuration spacetime’ and uncover the basic features of its causal structure. Then, in Section 3 we move on to the measure-theoretic realm. We show that the space \( \mathcal{P}(\mathcal{M}(N)) \) is equipped with a natural causal order inherited from \( \mathcal{M}(N) \) and provide its several equivalent characterisations (Theorem 11). Section 4 begins with a discussion of various Polish spaces of N-particle causal curves and concludes with the announced restoration of observer-independence (Theorem 19). Section 5 is devoted to the study of causality of multi-particle Schrödinger equations mentioned above. We finish with a brief summary and outlook into some future prospects.

2 N-particle configuration spacetime

2.1 Preliminaries: elements of causality theory

In order to fix the notation and make the article self-contained, we begin with a brief recollection of the elements of causality theory. For the full story the Reader is referred e.g. to [2, 44, 48, 49].

Let \( \mathcal{M} \) be a spacetime, i.e. an \( n \)-dimensional connected time-oriented smooth Lorentzian manifold. The Lorentzian metric on \( \mathcal{M} \) induces binary relations \( \ll \) and \( \leq \) on \( \mathcal{M} \), called the chronological and the causal precedence relations, respectively. We say that \( p \) chronologically (reps. causally) precedes \( q \), or that an event \( q \) is in the chronological (resp. causal) future of \( p \), which is denoted \( p \ll q \) (resp. \( p \preceq q \)), if there exists a piecewise smooth future-directed chronological (resp. causal) curve from \( p \) to \( q \). By the standard convention, we also assume

---

\footnote{We adopt the signature convention \((- + + \ldots +)\).}
A function $T: M \to \mathbb{R}$ is referred to as

- a causal function if $p \preceq q$ implies $T(p) \leq T(q)$,
- a time function if it is continuous and $p \prec q$ implies $T(p) < T(q)$,
- a temporal function if it is smooth and has a past-directed timelike gradient.

Every temporal function is a time function, but a smooth time function need not be temporal.

A Cauchy hypersurface is a subset $S \subset M$ met exactly once by every inextendible timelike curve. Any such $S$ is achronal (i.e. $\forall p, q \in S \ p \not\prec q$ or, equivalently, $I^+(S) \cap I^-(S) = \emptyset$) and it can be proven to be a closed topological hypersurface \[48\] (see also Proposition \[7\] below). Time and temporal functions are called Cauchy if all their level sets happen to be Cauchy hypersurfaces.

A spacetime $M$ is called causal if it does not contain causal loops, what happens if and only if $\preceq$ is a partial order. A more refined causal structure arises in globally hyperbolic spacetimes, which, in addition to being causal, have the property that the intersections $J^+(p) \cap J^-(q)$ are compact for every $p, q \in M$. A spacetime is globally hyperbolic iff it admits Cauchy temporal functions, which has a further striking consequence proven by Bernal and Sánchez \[3\], who strengthened the earlier seminal result by Geroch \[30\].

**Theorem 1 (Geroch–Bernal–Sánchez).** Let $M$ be a globally hyperbolic spacetime with metric $g$. $M$ admits Cauchy temporal functions, and for any such function $T$ there exists an isometry $\Phi: M \to \mathbb{R} \times \Sigma$, which we shall call the Geroch–Bernal–Sánchez (GBS) splitting, such that $\Sigma := T^{-1}(0)$, $T = \Phi^* \pi^0$ and the metric splits into

$$g = -\alpha dT \otimes dT + \eta,$$

where $\alpha: M \to \mathbb{R}$ is a positive smooth function and $\eta$ is a 2-covariant symmetric tensor field on $M$ whose restriction to $\Phi^{-1}(\{t\} \times \Sigma) = T^{-1}(t)$ is a Riemannian metric for every $t \in \mathbb{R}$ and whose radical at each $p \in M$ is spanned by the gradient $(\nabla T)_p$.

Intuitively speaking, $\Phi$ splits $M$ into the time and space parts, with the notion of time prescribed by $T$ chosen by the observer. As we shall see below, Theorem 1 is the cornerstone of the proposed generalisation of causality theory to multi-particle systems.
2.2 \(N\)-particle causality theory

In order to develop the \(N\)-particle extension of the standard causality theory, we first have to establish a suitable \(N\)-particle counterpart of a spacetime. At the first glance, a natural candidate seems to be simply \(M^N\) — the \(N\)-th Cartesian power of \(M\). This, however, would result in a multitude of time coordinates in every chart with each time coordinate corresponding to one of the particles. Meanwhile, a point of an \(N\)-particle configuration spacetime' should rather correspond to a spatial configuration of the \(N\)-particle system at a given time instant. This, of course, immediately raises questions regarding the observer independence of any such structure. Nevertheless, this seems to be an inevitable starting point.

Bearing the above in mind, let \(M\) be a globally hyperbolic spacetime and let us fix a Cauchy temporal function \(T\). The latter determines the GBS splitting \(\Phi : M \rightarrow R \times \Sigma\) as given by Theorem 1. Now, by the \(N\)-particle configuration spacetime' (associated to \(T\)) we shall understand the product manifold \(\mathcal{M}_{(N)} := R \times \Sigma^N\). In order to understand its relation to \(M^N\), let us introduce the embedding \(\iota : \mathcal{M}_{(N)} \hookrightarrow M^N\) defined as

\[
\forall (t, x_1, \ldots, x_N) \in \mathcal{M}_{(N)} \quad \iota(t, x_1, \ldots, x_N) := \left(\Phi^{-1}(t, x_1), \ldots, \Phi^{-1}(t, x_N)\right).
\]

The image of our \(N\)-particle configuration spacetime' under this embedding is

\[
\iota(\mathcal{M}_{(N)}) = \left\{(p_1, \ldots, p_N) \in M^N \mid T(p_1) = \ldots = T(p_N)\right\}.
\]

Additionally, let us define \(\iota^j : \mathcal{M}_{(N)} \rightarrow M\) via \(\iota^j = \pi^j \circ \iota\), where \(\pi^j\) is the canonical projection on the \(j\)-th spatial argument \(j = 1, \ldots, N\), and we shall also be using \(\pi^0\) to denote the projection on the time component. The maps \(\iota^j\) are clearly submersions, and with their help we are able to endow \(\mathcal{M}_{(N)}\) with a causal structure by pulling back the causal relations from \(M\). The interplay between the above discussed manifolds is summarised in the following commutative diagram

For convenience, let us introduce the following notation. Objects living in \(\mathcal{M}_{(N)}\) will be denoted in bold italics, e.g. \(p := (t, x_1, \ldots, x_N) \in \mathcal{M}_{(N)}\). However, if they appear with a superscript, this signifies that they have been transported by means of \(\iota^j\) and live in \(M\), i.e. \(p^j := \iota^j(p) = \Phi^{-1}(t, x_j)\).

Furthermore, for any \(t \in R\) it will prove convenient to denote \(\Sigma_t^N := \{t\} \times \Sigma^N\) and \(\Sigma_t := \{t\} \times \Sigma\). Let us warn that \(\Sigma_t^N\) is not the \(N\)-th Cartesian power of \(\Sigma_t\), but since we will never need the latter, it should not lead to confusion.

As an immediate consequence of the fact that \(\iota^j = \Phi^{-1} \circ (\pi^0, \pi^j)\), we have the following observation

**Proposition 2.** The map \(\iota^j\) is open. Moreover, the sequence \((p_k) \subset \mathcal{M}_{(N)}\) converges to \(p \in \mathcal{M}_{(N)}\) iff the sequences \((p^j_k) \subset M\) converge to \(p^j \in M\) for every \(j = 1, \ldots, N\).
As announced above, we now define the basic notions of causality theory in the \( N \)-particle setting by pulling them back from \( M \) with the aid of \( \nu^j \)'s. Let us emphasise that we do not endow \( M_{(N)} \) with the structure of a Lorentzian manifold, i.e. we do not introduce any Lorentzian metric on \( M_{(N)} \). What we ‘borrow’ from the underlying globally hyperbolic spacetime \( M \) is just the causal structure.

**Definition 3.**

(i) For any \( p \in M_{(N)} \), a tangent vector \( v \in T_p(M_{(N)}) \) is (future-directed) timelike (resp. causal) if the vectors \( v^j := d\nu^j(v) \in T_pM \) are (future-directed) timelike (resp. causal) in the standard sense, \( j = 1, \ldots, N \).

(ii) A piecewise smooth curve \( \gamma : I \to M_{(N)} \) is (future-directed) timelike (resp. causal) if its tangent vectors, whenever they exist, are (future-directed) timelike (resp. causal). This is equivalent to the requirement that the piecewise smooth curves \( \gamma^j := \nu^j \circ \gamma \) are (future-directed) timelike (resp. causal) in the standard sense, \( j = 1, \ldots, N \).

(iii) For any \( p, q \in M_{(N)} \), we say that \( p \) chronologically (resp. causally) precedes \( q \) (symbolically \( p \ll q \), resp. \( p \preceq q \)) if there exists a future-directed timelike (resp. causal) curve \( \gamma : [0, 1] \to M_{(N)} \) such that \( \gamma(0) = p \) and \( \gamma(1) = q \). This is equivalent to the requirement that \( p^j \ll q^j \) (resp. \( p^j \preceq q^j \)) in the standard sense, \( j = 1, \ldots, N \). As before, we also write \( p \prec q \) to denote \( (p \preceq q \land p \not= q) \).

(iv) Extending (ii), we say that a continuous curve \( \gamma \in C(I, M_{(N)}) \) is future-directed causal if for any \( s, t \in I \) the inequality \( s < t \) implies that \( \gamma(s) \prec \gamma(t) \). This is equivalent to the requirement that the curves \( \gamma^j := \nu^j \circ \gamma \in C(I, M) \) are future-directed causal in the standard sense, \( j = 1, \ldots, N \).

We shall use the symbols \( I^+_{(N)} \) and \( J^+_{(N)} \) to denote, respectively, the chronological and the causal precedence relations in the \( N \)-particle setting. In full analogy with their standard one-particle counterparts one might consider the future/past sets \( \mathcal{I}^+_{(N)}(\mathcal{X}), \mathcal{J}^+_{(N)}(\mathcal{X}) \subset M_{(N)} \), as well as the sets \( I^+(p, \mathcal{U}), J^+(p, \mathcal{U}) \), where \( \mathcal{X}, \mathcal{U} \subset M_{(N)} \). Observe that, by (iii) above,

\[
\nu^j(I^+_{(N)}(\mathcal{X})) = I^+(\nu^j(\mathcal{X})) \quad \text{and} \quad \nu^j(J^+_{(N)}(\mathcal{X})) = J^+(\nu^j(\mathcal{X})).
\]

For the sake of brevity, we shall from now on omit the term future-directed when referring to causal curves.

Some basic facts from the causality theory can be easily shown to hold also in the \( N \)-particle setting.

**Proposition 4.**

(i) Relation \( I^+_{(N)} \) is irreflexive, transitive and open, whereas \( J^+_{(N)} \) is a closed (a.k.a. continuous) partial order. Moreover, for any \( p, q, r \in M_{(N)} \) if \( p \ll q \leq r \) or \( p \preceq q \ll r \), then \( p \ll r \).

(ii) For any \( p \in M_{(N)} \) the set \( I^+_{(N)}(p) \) is open with \( p \) lying in its closure.

(iii) For any \( \mathcal{X} \subset M_{(N)} \) the set \( I^+_{(N)}(\mathcal{X}) \) is open.

(iv) For any compact \( \mathcal{K} \subset M_{(N)} \) the set \( J^+_{(N)}(\mathcal{K}) \) is closed.
(v) For any compact \( \mathcal{K}, \mathcal{K}' \subset M_{(N)} \) the set \( J^+(\mathcal{K}) \cap J^-(\mathcal{K}') \) is compact.

(vi) For any compact \( \mathcal{K} \subset M_{(N)} \) and \( t \in \mathbb{R} \) the set \( J^+(\mathcal{K}) \cap \Sigma^N_t \) is compact.

(vii) For any compact \( \mathcal{K} \subset M_{(N)} \) and \( t \in \mathbb{R} \) the set \( J^+(\mathcal{K}) \cap J^+(\Sigma^N_t) \) is compact.

Proof. The order-theoretic properties listed in (i) hold on the strength of the very definition of \( I^+_{(N)} \) and \( J^+_{(N)} \), together with the fact that they hold for \( I^+ \) and \( J^+ \). As for the topological properties, observe that

\[
I^+_{(N)} = \bigcap_{j=1}^N (\iota^j, \iota^j)^{-1}(I^+) \quad \text{and} \quad J^+_{(N)} = \bigcap_{j=1}^N (\iota^j, \iota^j)^{-1}(J^+)
\]

and thus the openness of \( I^+_{(N)} \) follows from the openness of \( I^+ \) and, similarly, the closedness of \( J^+_{(N)} \) follows from the closedness of \( J^+ \), which in turn is guaranteed by the global hyperbolicity of \( M \).

To prove the first part of (ii), notice that, for any given \( p \), also the set \( I^+_{(N)}(p) \) can be expressed as a finite intersection of open sets, namely

\[
I^+_{(N)}(p) = \bigcap_{j=1}^N (\iota^j)^{-1}(I^+(p^j)).
\]

That \( p := (t, x_1, \ldots, x_N) \) lies in \( I^+_{(N)}(p) \) is clear from considering the sequence \(((t \pm \frac{1}{k}, x_1, \ldots, x_N))_k \).

To obtain (iii), invoke (ii) and the fact that \( I^+_{(N)}(\mathcal{X}) = \bigcup_{p \in \mathcal{X}} I^+_{(N)}(p) \).

To obtain (iv) for the causal futures, observe that \( J^+(\mathcal{K}) = \pi^R((I^+)^{-1}(\mathcal{K}) \cap J^+_{(N)}) \), where \( \pi^L, \pi^R : M^2_{(N)} \to M_{(N)} \) denote the canonical projections on the left and the right argument, respectively. Closedness follows from (i) and the fact that canonical projections are open maps. The reasoning for the causal pasts is analogous — simply swap \( \pi^L \) and \( \pi^R \) above.

In order to prove (v), take any sequence \((r^j_k) \subset J^+_{(N)}(\mathcal{K}) \cap J^-(\mathcal{K}') \). Since by (iv) the considered set is closed, our only task is to find its convergent subsequence. To this end, notice first that \((r^j_k) \subset J^+(\iota^j(\mathcal{K})) \cap J^-(\iota^j(\mathcal{K}')) \) for \( j = 1, \ldots, N \). But the sets \( J^+(\iota^j(\mathcal{K})) \cap J^-(\iota^j(\mathcal{K}')) \) are all compact (see e.g. [52, Lemma 11.5]), therefore we can proceed as follows: First take a sequence \((k_l)\) of indices such that \((r^l_{k_l})\) converges. Then, take a subsequence of the sequence \((k_l)\) such that the corresponding subsequence of \((r^l_{k_l})\) converges as well. Repeating this procedure until \( j = N \), we end up with a subsequence \((k_m)\) of indices such that the corresponding subsequences \((r^l_{k_m})\) for all \( j \)'s converge. Invoking Proposition 2, we obtain that the sequence \((r_{k_m})\) is a convergent subsequence of \((r_k)\), as desired.

The proofs of (vi) and (vii) go along similar lines to the proof of (v) — they also amount to finding convergent subsequences of elements from the considered sets. To see that in the case of (vi), observe that the sets \( J^+_{(N)}(\mathcal{K}) \cap \Sigma^N_t \) are closed and that the sets \( \iota^j(J^+_{(N)}(\mathcal{K}) \cap \Sigma^N_t) = J^+_{(N)}(\mathcal{K}) \cap T^{-1}(t) \) are compact for every \( j = 1, \ldots, N \) (see e.g. [44 Property 4, p.44]). Analogously, in the case of (vii), observe that

\[
J^+_{(N)}(\mathcal{K}) \cap J^-(\Sigma^N_t) = J^+_{(N)}(\mathcal{K}) \cap ((-\infty, t] \times \Sigma^N) \quad \text{and} \quad J^-(\Sigma^N_t) = J^-(\mathcal{K}) \cap ([t, +\infty) \times \Sigma^N),
\]

hence the sets \( J^+_{(N)}(\mathcal{K}) \cap J^+(\Sigma^N_t) \) are also closed, whereas the sets

\[
\iota^j(J^+_{(N)}(\mathcal{K}) \cap J^+(\Sigma^N_t)) = J^+_{(N)}(\mathcal{K}) \cap J^+(T^{-1}(t))
\]

are compact for every \( j = 1, \ldots, N \) (see [44 Proposition 13 (iii)]).
Let us remark that fact (i) states, in particular, that $\mathcal{M}_{(N)}$ is a causal space in the sense of Kronheimer and Penrose [35].

Proposition 4 shows that the $N$-particle spacetime $\mathcal{M}_{(N)}$ inherits, in a fairly straightforward manner, the standard properties of the causal structure of $\mathcal{M}$. It is less apparent that $\mathcal{M}_{(N)}$ admits a sound notion of a ($N$-particle) Cauchy hypersurface. We present it below, following (and accordingly modifying) the exposition by O’Neill [48], and show that it exhibits the usual topological and causal properties. Before we embark on this quest, let us make the following useful observation.

**Proposition 5.** Any inextendible causal (in particular, timelike) curve $\gamma : (a, b) \to \mathcal{M}_{(N)}$, where $-\infty \leq a < b \leq +\infty$, can be reparametrised by the time parameter associated with the chosen GBS splitting, i.e., there exists a continuous strictly increasing map $\rho : \mathbb{R} \to (a, b)$ such that $\pi^0 \circ \gamma \circ \rho = id_{\mathbb{R}}$. In other words, any such a curve can be regarded as a map $\mathbb{R} \ni s \mapsto (s, x_1(s), \ldots, x_N(s)) \in \mathcal{M}_{(N)}$.

**Proof.** Let $\gamma : (a, b) \to \mathcal{M}_{(N)}$ be an inextendible causal curve. This implies that $\gamma^j$ is also an inextendible causal curve in $\mathcal{M}$ for every $j  = 1, \ldots, N$. But since $\pi^0 = T \circ \gamma^j$, we have that $\pi^0 \circ \gamma = T \circ \gamma^j$ (for every $j$). Because $T$ is a Cauchy temporal function, this implies that $\pi^0 \circ \gamma$ is actually a continuous strictly increasing map onto $\mathbb{R}$, and so $(\pi^0 \circ \gamma)^{-1} : \mathbb{R} \to (a, b)$ is a well-defined reparametrisation map with the desired property. □

**Definition 6.** A subset $S \subset \mathcal{M}_{(N)}$ is called a Cauchy hypersurface if it is met exactly once by every inextendible $N$-particle timelike curve.

Obviously, $\mathcal{M}_{(N)}$ admits Cauchy hypersurfaces — the subsets $\Sigma^n_t$ for any $t \in \mathbb{R}$ provide immediate examples. However, there exist many more of them and we would like to know how similar they work compared to their standard counterparts.

**Proposition 7.** Any Cauchy hypersurface $S \subset \mathcal{M}_{(N)}$ is a closed achronal topological hypersurface. Furthermore, $S$ is connected.

**Proof.** Achronality follows trivially from the definition. The rest of the proof closely follows O’Neill [48], pp. 413–417.

To prove that $S$ is connected, take any $p \in \mathcal{M}_{(N)}$ and consider an inextendible timelike curve passing through it. The fact that this curve meets $S$ exactly ones means that $p \in I^{-}_{(N)}(S) \cup S \cup I^{+}_{(N)}(S)$ with the three subsets being disjoint. Hence $S = \mathcal{M}_{(N)} \setminus (I^{-}_{(N)}(S) \cup I^{+}_{(N)}(S))$ is closed, being a complement of an open set.

To prove that $S$ is a topological hypersurface, we need to show that for any $p := (t, x_1, \ldots, x_N) \in S$ there exists a neighborhood $U$ of $p$ in $\mathcal{M}_{(N)}$ and a homeomorphism $\phi$ mapping $U$ into an open subset of $\mathbb{R}^{N(n-1)+1}$ such that $\phi(U \cap S)$ is contained in a hyperplane.

To this end, let $(a_j - \delta_j, b_j + \delta_j) \times V_j \subset \mathbb{R} \times \Sigma$ be a coordinate neighborhood of $(t, x_j)$ such that $\{a_j\} \times V_j \subset I^{-}((t, x_j), \mathbb{R} \times V_j)$ and $\{b_j\} \times V_j \subset I^{+}((t, x_j), \mathbb{R} \times V_j)$, for each $j = 1, \ldots, N$ (we omit writing $\Phi^{-1}$ for the sake of legibility). Taking $a := \min_j \{a_j\}$, $b := \max_j \{b_j\}$ and $\delta := \max_j \{\delta_j\}$ we have that the set $U := (a - \delta, b + \delta) \times \prod_{j=1}^N V_j$ is a neighborhood of $p$ with the property that

\[
\{a\} \times \prod_{j=1}^N V_j \subset I^{-}_{(N)} \left( p, \mathbb{R} \times \prod_{j=1}^N V_j \right) \quad \text{and} \quad \{b\} \times \prod_{j=1}^N V_j \subset I^{+}_{(N)} \left( p, \mathbb{R} \times \prod_{j=1}^N V_j \right)
\]
Define the map \( h : \prod_{j=1}^{N} V_j \to (a, b) \) as follows: \( h(y_1, \ldots, y_N) \) is the time coordinate of the unique intersection point of \( S \) and the timelike curve \( s \mapsto (s, y_1, \ldots, y_N) \). Notice that \( h \) is well defined by (1). We now assert that the map \( \phi : \mathcal{U} \to \mathbb{R}^{N(n-1)+1} \) defined via

\[
\phi(s, y_1, \ldots, y_N) := \left( s - h(y_1, \ldots, y_N), \xi^1(y_1), \ldots, \xi^N(y_N) \right),
\]

with \( \xi^j : V_j \to \mathbb{R}^{n-1} \) being charts on \( V_j \subset \Sigma \) for \( j = 1, \ldots, N \), is the desired homeomorphism which maps \( \mathcal{U} \cap S \) into the hyperplane \( \{0\} \times \mathbb{R}^{N(n-1)} \). Clearly, \( \phi \) is invertible and in order to prove the continuity of \( \phi \) and \( \phi^{-1} \) it suffices to show that \( h \) is continuous.

Suppose it is not, i.e., there exists a sequence \((y_{1,k}, \ldots, y_{N,k})_k \) convergent to some \((y_1, \ldots, y_N) \in \prod_{j=1}^{N} V_j \) such that \( h(y_{1,k}, \ldots, y_{N,k}) \neq h(y_1, \ldots, y_N) \). Since the latter sequence of real numbers is bounded (by \( a \) from below and by \( b \) from above), it has a subsequence convergent to some \( h_0 \in [a, b] \). But then, by the very definition of \( h \), \((h_0, y_1, \ldots, y_N) \) is either in the chronological future or the chronological past of \( q := (h(y_1, \ldots, y_N), y_1, \ldots, y_N) \in S \):

\[
(h_0, y_1, \ldots, y_N) \in I^+_q(q, \mathcal{U}) \cup I^-_q(q, \mathcal{U}).
\]

However, the above union is open in \( \mathcal{U} \) and thus also

\[
(h(y_{1,k}, \ldots, y_{N,k}), y_{1,k}, \ldots, y_{N,k}) \in I^+_q(q, \mathcal{U}) \cup I^-_q(q, \mathcal{U}).
\]

for all but finitely many \( k \). But this blatantly contradicts the achronality of \( S \). This concludes the proof of the continuity of \( h \) together with the proof of \( S \) being a topological hypersurface.

Finally, to prove that \( S \) is connected, let us define the map \( \psi : \mathcal{M} \times \mathbb{R} \to \mathcal{M} \) via \( \psi((t, x_1, \ldots, x_N), s) := (t+s, x_1, \ldots, x_N) \). Clearly, \( \psi \) is continuous, and the assumption that \( S \) is a Cauchy hypersurface guarantees it is also one-to-one and onto. Since \( \mathcal{M} \times \mathbb{R} \) and \( \mathcal{M} \) are topological manifolds of the same dimension (as attested by the earlier part of the proof), by the invariance of domain we obtain that \( \psi \) is a homeomorphism.

Define \( \theta := \pi_S \circ \psi^{-1} : \mathcal{M} \to S \) with \( \pi_S : \mathcal{M} \times \mathbb{R} \to S \) denoting the canonical projection onto the first argument. The map \( \theta \) is an open, continuous surjection, and since \( \mathcal{M} \) is connected (being a product of connected spaces), then so is \( S \).

Observe, additionally, that the map \( \theta \) just defined is a retraction, i.e., that \( \theta|_S = \text{id}_S \), what allows us to obtain a straightforward analogue of [13, Corollary 14.32].

**Corollary 8.** Any two Cauchy hypersurfaces \( S, S' \) in \( \mathcal{M} \) are homeomorphic.

**Proof.** Let \( \theta, \theta' \) be the retractions onto \( S \) and \( S' \), respectively, as defined above. Then \( \theta|_{S'} \) and \( \theta'|_S \) can be easily shown to be mutually inverse maps. \( \square \)

To finish this subsection, let us notice that also the notions of causal and (Cauchy) time functions naturally generalise to the \( N \)-particle setting. Concretely, a function \( \tau : \mathcal{M} \to \mathbb{R} \) is referred to as

- a **causal** function if \( p \preceq q \) implies \( \tau(p) \leq \tau(q) \),
- a **time** function if it is continuous and \( p < q \) implies \( \tau(p) < \tau(q) \),
- a **Cauchy** time function if it is a time function whose level sets are all Cauchy hypersurfaces in \( \mathcal{M} \).

Notice, on the other hand, that the notion of a temporal function is not immediately generalisable, because on \( \mathcal{M} \) there is no natural gradient (recall that we have not equipped \( \mathcal{M} \) with the pseudo-Riemannian structure)!
3 Causality between $N$-particle measures

3.1 Causal precedence via causal couplings

Let $\mathcal{P}(\mathcal{M}(N))$ denote the space of all Borel probability measures on the ‘$N$-particle configuration spacetime’ $\mathcal{M}(N)$, which we shall be calling “$N$-particle measures” or simply “measures” from now on. Any such a measure $\mu$ encodes not only the bare probability densities of each of the $N$ particles, but also the correlations between them. For instance, the product measure

$$\mu = \delta_t \times \mu_1 \times \mu_2, \quad \text{with} \quad \mu_1, \mu_2 \in \mathcal{P}(\Sigma)$$

models the probability distribution of $N = 2$ uncorrelated distinguishable particles at time instant $t$. On the other hand, a symmetric measure

$$\mu = \delta_t \times \frac{1}{2} (\mu_1 \times \mu_2 + \mu_2 \times \mu_1), \quad \text{with} \quad \mu_1, \mu_2 \in \mathcal{P}(\Sigma)$$

describes a pair of two indistinguishable entities. Obviously, the space $\mathcal{P}(\mathcal{M}(N))$ contains many more general elements, which can be thought of as modelling ‘partially distinguishable particles’.

Drawing from the optimal transport theory, it is possible to extend the causal precedence relation introduced on $\mathcal{M}(N)$ onto $\mathcal{P}(\mathcal{M}(N))$. The $N = 1$ case has been put forward and extensively studied in [19] and, independently, in [57].

**Definition 9.** For any $\mu, \nu \in \mathcal{P}(\mathcal{M}(N))$, we say that $\mu$ causally precedes $\nu$ (denoted $\mu \preceq \nu$) if there exists $\omega \in \mathcal{P}(\mathcal{M}_2(N))$ such that

i) $\pi_L^+ \omega = \mu$ and $\pi_R^+ \omega = \nu$,

ii) $\omega(J^+_N) = 1$,

where $\pi_L, \pi_R : \mathcal{M}_2(N) \to \mathcal{M}(N)$ denote the canonical projections on the left and the right argument, respectively.

In the language of optimal transport, any $\omega \in \mathcal{P}(\mathcal{M}_2(N))$ fulfilling condition (i) is called a coupling of $\mu$ and $\nu$, which in turn are $\omega$’s left and right marginals. If condition (ii) is fulfilled as well, we call such an $\omega$ a causal coupling. For future use, denote the set of all couplings (resp. causal couplings) of $\mu$ and $\nu$ by $\Pi(\mu, \nu)$ (resp. $\Pi_c(\mu, \nu)$).

It is straightforward to see (cf. [19, Theorem 11]) that the relation thus defined is reflexive and transitive. Moreover, it is also antisymmetric:

**Proposition 10.** For any $\mu, \nu \in \mathcal{P}(\mathcal{M}(N))$, if $\mu \preceq \nu \preceq \mu$ then $\mu = \nu$.

**Proof.** The proof is almost completely analogous to that of [19, Theorem 12] for one-particle measures. The only point requiring a comment is how to define, in the present context, the function $f_K : \mathcal{M}(N) \to \mathbb{R}$ for a given compact subset $K \subset \mathcal{M}(N)$. One possibility is simply

$$f_K(t, x_1, \ldots, x_N) := \begin{cases} \arctan t & \text{for } (t, x_1, \ldots, x_N) \in K \\ 0 & \text{for } (t, x_1, \ldots, x_N) \notin K \end{cases}$$

Indeed, thus defined $f_K$ is Borel, bounded, and has the property that $f_K(p) < f_K(q)$ provided $p, q \in K$ and $p < q$, just as needed in the above-mentioned proof in [19].
3.2 Equivalent characterisations

Definition 9 admits a number of equivalent characterisations, in close analogy with the single-particle case (cf. [19, Theorems 8 & 10]). The basic optimal-transport characterisation incarnates the following intuition:

_Each infinitesimal part of the probability distribution should travel along a causal curve._

It links with the concept of a “causal propagation of observables” put forward in [28, 29, 32] and extended in [18]. On the other hand, characterisation 4* allows for an interpretation in terms of local detection statistics [17]. Furthermore, condition 6* connects with the “dual approach” to recover the causal order from a specific set of functions [6, 23, 43]. The latter is a starting point for the study of causality in noncommutative spacetimes from a $C^*$-algebraic perspective [6, 7, 15, 23, 46].

Let us emphasise the conceptual novelty offered by the $N$-particle setting: Here the ‘hydrodynamic’ interpretation concerns not only the causal flow of individual probability densities, but also of correlations in the system.

**Theorem 11.** For any $\mu, \nu \in \mathcal{P}(\mathcal{M}_{(N)})$ the following conditions are equivalent:

1* $\mu \preceq \nu$

2* For any compact subset $K \subset \mathcal{M}_{(N)}$

$$\mu(J^+_\{N\}(K)) \leq \nu(J^+_\{N\}(K))$$  

(4)

3* For any Borel subset $\mathcal{F} \subset \mathcal{M}_{(N)}$ satisfying $J^+_\{N\}(\mathcal{F}) \subset \mathcal{F}$

$$\mu(\mathcal{F}) \leq \nu(\mathcal{F})$$  

(5)

4* For any compact subset $K \subset \text{supp} \mu$

$$\mu(K) \leq \nu(J^+_\{N\}(K)).$$  

(6)

5* For any Cauchy hypersurface $S \subset \mathcal{M}_{(N)}$

$$\mu(J^+_\{N\}(S)) \leq \nu(J^+_\{N\}(S))$$  

(7)

6* For any bounded time function $\tau$

$$\int_{\mathcal{M}_{(N)}} \tau d\mu \leq \int_{\mathcal{M}_{(N)}} \tau d\nu.$$  

(8)

**Proof.** Since $J^+_\{N\}$ is closed (Proposition 4 (i)), equivalences 1* $\iff$ 2* $\iff$ 3* follow from [11] Theorem 4], where they were proven in the broader context of closed preorders. The implication 2* $\Rightarrow$ 4* follows from the obvious inequality $\mu(K) \leq \mu(J^+_\{N\}(K)).$ We also have, trivially, that 3* $\Rightarrow$ 5*.

To prove 4* $\Rightarrow$ 2*, let $K$ be any compact subset of $\mathcal{M}_{(N)}$ and recall that, by Ulam’s tightness theorem, the $\mu$-measure of any Borel set $U \subset \mathcal{M}_{(N)}$ can be approximated from
below by the \( \mu \)-measures of its compact subsets. In particular, putting \( \mathcal{U} := J^+_x(\mathcal{K}) \cap \text{supp } \mu \), one has that for any \( \varepsilon > 0 \) there exists a compact set \( \mathcal{C}_\varepsilon \subset J^+_x(\mathcal{K}) \cap \text{supp } \mu \) such that \( \mu(J^+_x(\mathcal{K}) \cap \text{supp } \mu) \leq \mu(\mathcal{C}_\varepsilon) + \varepsilon \).

Using 4\(^*\), one thus can write that

\[
\mu(J^+_x(\mathcal{K})) = \mu(J^+_x(\mathcal{K}) \cap \text{supp } \mu) \leq \mu(\mathcal{C}_\varepsilon) + \varepsilon \\
\leq \nu(J^+_x(\mathcal{C}_\varepsilon)) + \varepsilon \leq \nu(J^+_x(J^+_x(\mathcal{K}))) + \varepsilon = \nu(J^+_x(\mathcal{K})) + \varepsilon,
\]

where in the last equality we used the transitivity of \( \preceq \).

Taking now \( \varepsilon \to 0^+ \) yields 2\(^*\).

We now move to proving 5\(^*\) \( \Rightarrow \) 2\(^*\), to which end we adapt the proof of Theorem 10 in [19].

Let \( \mathcal{K} \subset M_{(x)} \) be any compact set and let \( t_0 := \min_{p \in \mathcal{K}} \pi_0(p) \). For every \( k \in \mathbb{N} \) define

\[
\mathcal{S}_k := \partial J^+_x(\mathcal{K} \cup \Sigma_{t_0+k}) = \partial \left[ J^+_x(\mathcal{K}) \cup ([t_0 + k, \infty) \times \Sigma^N) \right].
\]

We assert that \( \mathcal{S}_k \) is a Cauchy hypersurface and that

\[
J^+_x(\mathcal{S}_k) = J^+_x(\mathcal{K} \cup \Sigma_{t_0+k}) = J^+_x(\mathcal{K}) \cup ([t_0 + k, \infty) \times \Sigma^N).
\]

(9)

First, observe that every inextendible timelike curve \( \gamma \) meets \( \mathcal{S}_k \). Indeed, if we parametrise the curve with the time coordinate \( t \), then

\[
\gamma(t) \notin J^+_x(\mathcal{K}) \cup ([t_0 + k, \infty) \times \Sigma^N) \quad \text{for } t < t_0 \quad \text{and} \\
\gamma(t) \in J^+_x(\mathcal{K}) \cup ([t_0 + k, \infty) \times \Sigma^N) \quad \text{for } t \geq t_0 + k,
\]

therefore \( \gamma \) must cross the boundary.

In order to demonstrate that \( \mathcal{S}_k \) is a Cauchy hypersurface, it now suffices to prove its achronality, to which end we mimic the first part of the proof of [48 Chapter 14, Corollary 27]. For convenience, denote \( \mathcal{J} := J^+_x(\mathcal{K} \cup \Sigma_{t_0+k}) \) and let \( p \in \partial \mathcal{J} \). If \( q \in J^+_x(p) \), then \( I^{-}_x(q) \) is an open neighborhood of \( p \) and hence \( I^{-}_x(p) \cap \mathcal{J} \neq \emptyset \), which means that \( q \in J^+_x(\mathcal{J}) \subset \mathcal{J} \).

We have thus obtained that \( I^+_x(p) \subset \mathcal{J} \). Dually, one can show that \( I^+_x(\mathcal{J}) \subset \mathcal{J}^c \). Altogether, we get that \( I^+_x(\partial \mathcal{J}) \cap I^{-}_x(\partial \mathcal{J}) = \mathcal{J} \cap \mathcal{J}^c = \emptyset \) and so \( \partial \mathcal{J} = \mathcal{S}_k \) is achronal.

To show (9), we invoke [19 Lemma 2] adapted to the \( N \)-particle setting: If \( \mathcal{F} \subset M_{(x)} \) is a closed set such that \( J^+_x(\mathcal{F}) \subset \mathcal{F} \subset J^+_x(\mathcal{X}) \) for some achronal set \( \mathcal{X} \subset M_{(x)} \), then \( J^+_x(\partial \mathcal{F}) = \mathcal{F} \). The proof provided in [19] remains valid in the present setting (in particular thanks to Proposition 4 (i)).

The set \( \mathcal{J} \) clearly satisfies the assumptions of the above-mentioned lemma — it is closed and it satisfies \( J^+_x(\mathcal{J}) \subset \mathcal{J} \subset J^+_x(\Sigma_{t_0+k}) \). On the strength of the lemma we thus obtain (9).

By 5\(^*\) we have that \( \mu(J^+_x(\mathcal{S}_k)) \leq \nu(J^+_x(\mathcal{S}_k)) \) for all \( k \in \mathbb{N} \) and since \( J^+_x(\mathcal{S}_k) \supset J^+_x(\mathcal{S}_{k+1}) \), we can write

\[
\mu \left( \bigcap_{k=0}^{\infty} J^+_x(\mathcal{S}_k) \right) \leq \nu \left( \bigcap_{k=0}^{\infty} J^+_x(\mathcal{S}_k) \right).
\]

It now remains to realise that the intersection is nothing but \( J^+_x(\mathcal{K}) \). Indeed,

\[
\bigcap_{k=0}^{\infty} J^+_x(\mathcal{S}_k) = J^+_x(\mathcal{K}) \cup \bigcap_{k=0}^{\infty} [t_0 + k, \infty) \times \Sigma^N = J^+_x(\mathcal{K}).
\]

\[
\begin{array}{c}
= \emptyset
\end{array}
\]

12
As far as $6^\bullet$ is concerned, let us first notice that $1^\bullet$ implies it almost immediately — simply take any $\omega$ as specified by Definition 9 and write

$$\int_{\mathcal{M}(\mathcal{N})} \tau d\mu = \int_{J^+_N(\mathcal{N})} \tau(p) d\omega(p, q) \leq \int_{J^+_N(\mathcal{N})} \tau(q) d\omega(p, q) = \int_{\mathcal{M}(\mathcal{N})} \tau d\nu,$$

where we have only used the fact that $\tau$ is a causal function.

Conversely, in order to show that $6^\bullet \Rightarrow 5^\bullet$, fix a Cauchy hypersurface $\mathcal{S}$ and for any $k \in \mathbb{N}$ define

$$\tau_k := \phi_k \circ \pi_R \circ \psi^{-1},$$

where $\psi : \mathcal{S} \times \mathbb{R} \to \mathcal{M}(\mathcal{N})$ is the homeomorphism that featured in the last part of the proof of Proposition 7, $\pi_R : \mathcal{S} \times \mathbb{R} \to \mathbb{R}$ is the canonical projection, and $\phi_k \in \mathcal{C}^\infty(\mathbb{R})$ is given by the formula $\phi_k(x) = \frac{1}{2} + \frac{1}{2} \tanh(k^2 x + k)$. Observe that all $\phi_k$’s are positive, strictly increasing and bounded by 1, and that the sequence $(\phi_k)$ converges pointwise to the characteristic function of $[0, \infty)$.

One can easily convince oneself that every $\tau_k$ is a positive time function bounded by 1, and so by $6^\bullet$

$$\forall k \in \mathbb{N} \quad \int_{\mathcal{M}(\mathcal{N})} \tau_k d\mu \leq \int_{\mathcal{M}(\mathcal{N})} \tau_k d\nu.$$

Invoking Lebesgue’s dominated convergence theorem and noticing that $\pi_R(\psi^{-1}(p)) \geq 0$ iff $p \in J^+_N(\mathcal{S})$, in the limit $k \to \infty$ one obtains the desired inequality (7).

**Remark 12.** Without any changes in the proof, in condition $6^\bullet$ the word “bounded” could be replaced with “smooth bounded” or “$\mu$- and $\nu$- integrable”, whereas “time” could be weakened to “continuous causal” or just “causal” (cf. [19, 19]).

## 4 Causal evolution of measures

Let us now turn to the question of a causal time-evolution of measures. In order to guide the intuition and introduce the necessary notions we briefly recall the main results of [40] concerning the single-particle case.

Recall first that $\mathcal{T}$ is a fixed Cauchy temporal function determining the GBS splitting $\Phi : \mathcal{M} \to \mathbb{R} \times \Sigma$ such that $\Phi(\mathcal{T}^{-1}(t)) = \{t\} \times \Sigma =: \Sigma_t$. Let also $I$ be a fixed interval.

By an *evolution of measures* we understand any measure-valued map $I \ni t \mapsto \mu_t \in \mathcal{P}(\mathcal{M})$ such that $\text{supp} \mu_t \subset \mathcal{T}^{-1}(t)$. We say that the evolution is *causal* if

$$\forall s, t \in I \quad s \leq t \Rightarrow \mu_s \preceq \mu_t$$

in the sense of Definition 9 (for $N = 1$).

The evolution of measures thus defined seems observer-dependent, as it explicitly refers to the Cauchy temporal function $\mathcal{T}$ and the GBS splitting induced by it. It is by no means clear how two observers $O$ and $O'$, employing two different GBS splittings induced by $\mathcal{T}$ and $\mathcal{T}'$, respectively, would be able to compare their respective families of measures $\{\mu_t\}$ and $\{\mu'_t\}$. In [40] it was proven, however, that the causal evolution of measures can be in fact
described in an equivalent, yet manifestly observer-independent manner, which involves a suitably topologised space of causal curves.

By \( C^I_T \) we denote the space of all continuous future-directed causal curves \( \gamma : I \to M \) such that \( \exists c_\gamma > 0 \forall s, t \in I \quad T(\gamma(t)) - T(\gamma(s)) = c_\gamma(t - s) \), endowed with the compact-open topology induced from \( C(I, M) \).

One can show that thus defined \( C^I_T \) is a Polish space [40, Proposition 4]. Even more importantly, one has the following equivalence.

**Theorem 13 ([40])**. Let \( I \ni t \mapsto \mu_t \) be an evolution of measures. The following conditions are equivalent:

i) The evolution \( t \mapsto \mu_t \) is causal (i.e. it satisfies (10)).

ii) There exists \( \sigma \in \mathcal{P}(C^I_T) \) such that \( (\text{ev}_t)^\# \sigma = \mu_t \) for every \( t \in I \), where \( \text{ev}_t : C^I_T \to M \) denotes the evaluation map.

Theorem 13 thus allows to reexpress any given causal evolution of measures \( \mu_t \) as a single measure \( \sigma \) on the space of causal curves, from which \( \mu_t \)'s can be retrieved when needed. Moreover, because causal curves (after “deparametrisation”) are GBS-splitting-independent objects, one can thus regard \( \sigma \) as providing an observer-independent description of a time-evolving physical entity. To put it differently: Just as a single causal curve is a geometrical object describing the time-evolution of a pointlike particle, a measure on the space of causal curves is a geometrical object describing the time-evolution of a measure-like entity. For a more detailed discussion see [40, Section 2].

### 4.1 Spaces of \( N \)-particle causal curves

In order to move forward into the \( N \)-particle setting we need to identify the suitable spaces of \( N \)-particle causal curves. To this end, let us introduce two additional closely related auxiliary spaces.

Firstly, let \( A^I_T \) be the subspace of \( C^I_T \) containing those causal curves \( \gamma \) which satisfy \( T \circ \gamma = \text{id}_I \). The set \( A^I_T \) can be shown to be a closed subspace of the Polish space \( C^I_T \) and hence it is itself Polish.

Secondly, define \( B^I_T := \{ r \in C(I, \Sigma) \mid \text{the continuous curve } t \mapsto \Phi^{-1}(t, r(t)) \text{ is causal} \} \), endowed with the compact-open topology induced from \( C(I, \Sigma) \).

In order to better grasp the topologies of \( A^I_T \) and \( B^I_T \), let us fix a distance function \( d_\Sigma \) on \( \Sigma \) and with its help define a distance function \( d \) on \( \mathbb{R} \times \Sigma \) via \( d((s, x), (t, y)) := |s - t| + d_\Sigma(x, y) \). Then, as a distance function on \( M \) let us take the pullback \( \Phi^* d \). With these distance functions at hand, convergent sequences in \( A^I_T \) and \( B^I_T \) are exactly those which converge uniformly on compact (sub)intervals:

- \( \gamma_k \to \gamma \) in \( A^I_T \) \iff \( \forall [a, b] \subset I \quad \sup_{t \in [a, b]} \Phi^* d(\gamma_k(t), \gamma(t)) \to 0. \)

- \( r_k \to r \) in \( B^I_T \) \iff \( \forall [a, b] \subset I \quad \sup_{t \in [a, b]} d_\Sigma(r_k(t), r(t)) \to 0. \)

**Proposition 14.** The spaces \( A^I_T \) and \( B^I_T \) are homeomorphic.
Definition 15. Let $\Gamma_{(\mathcal{N})}$ be the space of all continuous causal curves $\gamma : I \to \mathcal{M}_{(\mathcal{N})}$ such that $\pi^0 \circ \gamma = \text{id}_I$, endowed with the compact-open topology induced from $C(I, \mathcal{M}_{(\mathcal{N})})$.

Notice that every $\gamma \in \Gamma_{(\mathcal{N})}$ has the form $\gamma(t) = (t, r_1(t), \ldots, r_N(t))$ with each $r_j := F(\nu^j \circ \gamma) = F(\gamma^j)$ belonging to $B^I_T$. Thus the space $\Gamma_{(\mathcal{N})}$ might be defined more succinctly as $\{\text{id}_I\} \times (B^I_T)^N$. The convergence of sequences in $\Gamma_{(\mathcal{N})}$ can be characterised via

$$\gamma_k \to \gamma \quad \text{in } \Gamma^I_T \iff \gamma^j_k \to \gamma^j \quad \text{in } A^I_T \quad \text{for all } j = 1, \ldots, N$$

(11)

$$\iff (r^j_k) \to r^j \quad \text{in } B^I_T \quad \text{for all } j = 1, \ldots, N.$$

The above characterisation of convergence can be viewed as an analogue of Proposition 2 for $N$-particle causal curves.

Proposition 16. $\Gamma_{(\mathcal{N})}$ is a Polish space.

Proof. On the strength of (11) and Proposition 14 one can write that $\Gamma_{(\mathcal{N})} \cong (B^I_T)^N \cong (A^I_T)^N$. The claim follows from the Polishness of $A^I_T$. □

Let us remark that the space $A^I_T$ with $I = \mathbb{R}$ has already appeared in [40], where it was denoted $\mathcal{I}_T$. The latter was there shown to be homeomorphic with the space of all inextendible unparametrised causal curves $\mathcal{C}_{\text{inext}}$. From the above proposition, we thus obtain

Corollary 17. The space $\Gamma^\mathbb{R}_{(\mathcal{N})}$ is homeomorphic with $\mathcal{C}^\mathbb{N}_{\text{inext}}$, i.e. with the $N$-th Cartesian power of the space of all inextendible unparametrised causal curves. □

For the next result, recall from [40] Proposition 3 that for any compact $K_1, K_2 \subset \mathcal{M}$ the set $C^I_T(a, b)(K_1, K_2) := C^I_T(a, b) \cap \text{ev}_{a}^{-1}(K_1) \cap \text{ev}_{b}^{-1}(K_2)$ is compact. The same is true for the set $A^I_T(a, b)(K_1, K_2) := C^I_T(a, b)(K_1, K_2) \cap A^I_T(a, b)$, being a closed subset of a compact space.

Proposition 18. Let $K_1, K_2 \subset \mathcal{M}_{(\mathcal{N})}$ be compact and let $\gamma^i(a) \in K_1$ and $\gamma^i(b) \in K_2$. Then $\Gamma_{(\mathcal{N})}^i(K_1, K_2)$ is compact.

Proof. By the continuity of the evaluation maps, the set $\Gamma_{(\mathcal{N})}^i(K_1, K_2)$ is closed, and so our only task is to show that any sequence $(\gamma_k) \subset \Gamma_{(\mathcal{N})}^i(K_1, K_2)$ has a subsequence convergent in $\Gamma_{(\mathcal{N})}^i$. One can find such a subsequence proceeding analogously as in the proof of Proposition 4(v). Notice first that for every $j = 1, \ldots, N$ $(\gamma^j_k) \subset A^I_T(a, b)(\nu^j(K_1), \nu^j(K_2))$, which is compact on the strength of the preceding discussion. We can thus pick a sequence of indices $(k_i)$ such that $(\gamma^I_{k_i})$ converges in $A^I_T$, then take a subsequence of the sequence $(k_i)$ such that the corresponding subsequence of $(\gamma^j_{k_i})$ converges as well, and so on. After $N$ such steps we end up with a subsequence $(k_m)$ of indices such that the corresponding subsequences $(\gamma^j_{k_m})$ converge in $A^I_T(a, b)$ for all $j$’s. But by (11), this means that $(\gamma_{k_m})$ converges in $\Gamma_{(\mathcal{N})}^i$, as desired. □
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4.2 Evolution of $N$-particle measures

Having established the Polish space $\Gamma^{I}_{(N)}$ as the suitable $N$-particle version of the ‘space of worldlines’, we can formulate the $N$-particle analogue of Theorem 13. To this end, let us introduce the term evolution of $N$-particle measures to denote any measure-valued map $I \ni t \mapsto \mu_t \in \mathcal{P}(\mathcal{M}_{(N)})$ such that $\text{supp} \mu_t \subset \Sigma^N_t$. In other words, for any $t \in I$ we have $\mu_t = \delta_t \times \mu_t^{(N)}$ for a certain $\mu_t^{(N)} \in \mathcal{P}(\Sigma^N)$.

**Theorem 19.** Let $I \ni t \mapsto \mu_t$ be an evolution of measures. The following conditions are equivalent:

i) The evolution $t \mapsto \mu_t$ is causal, by which we mean that

$$\forall s, t \in I \quad s \leq t \implies \mu_s \preceq \mu_t$$

in the sense of Definition 6.

ii) There exists $\sigma \in \Gamma^{I}_{(N)}$ such that $(ev_t)^{\#} \sigma = \mu_t$ for every $t \in I$, where $ev_t : \Gamma^{I}_{(N)} \to \mathcal{M}_{(N)}$ denotes the evaluation map.

On the strength of Corollary 17, for $I = \mathbb{R}$ the measure $\sigma$ can be reinterpreted as an element of $\mathcal{P}(\mathcal{C}_{\text{inext}}^N)$. The latter is an invariant object, independent of any particular choice of the GBS splitting of the underlying globally hyperbolic spacetime $\mathcal{M}$. This is a remarkable fact. It shows that to any causal time-evolution of $N$ particles, modelled with the help of a chosen time-function on $\mathcal{M}$, there corresponds a single global object in the manifestly invariant space $\mathcal{P}(\mathcal{C}_{\text{inext}}^N)$. The time-evolution of $N$ particles described via a map $t \mapsto \mu_t \in \mathcal{P}(\mathcal{M}_{(N)})$ is thus indeed generally covariant, although even the $N$-particle configuration spacetime $\mathcal{M}_{(N)}$ itself depends upon the splitting. Another observer, who employs a different time function $T'$ on $\mathcal{M}$, witnesses an evolution $s \mapsto \mu'_s \in \mathcal{P}(\mathcal{M}_{(N)})$ obtained from $\sigma$ as $(ev_s)^{\#} \sigma = \mu'_s$ for every $s \in \mathbb{R}$. It is even more remarkable that general covariance holds in the extended context of probability measures, which incorporate correlations between particles.

In order to prove Theorem 19 we need to carefully adapt all necessary lemmas from [40] to the $N$-particle setting.

Before delving in, let us recall that the set $\mathcal{P}(\mathcal{X})$ of all (Borel probability) measures on the Polish space $\mathcal{X}$ is itself Polish when endowed with the narrow topology. A sequence $(\mu_k) \subset \mathcal{P}(\mathcal{X})$ converges narrowly to some $\mu \in \mathcal{P}(\mathcal{X})$ iff $\int_X f d\mu_k \to \int_X f d\mu$ for all $f \in C_b(\mathcal{X})$. For an excellent exposition of measure theory on Polish spaces, the Reader is referred to [27].

The first lemma is a straightforward analogue of [40, Lemma 8].

**Lemma 20.** $\Pi_c(\mu, \nu)$ is a narrowly compact subset of $\mathcal{P}(\mathcal{M}^2_{(N)})$. $\square$

The second lemma is a variant of [40, Proposition 10] suitable for the $N$-particle space of causal curves.

**Lemma 21.** For any $a, b \in \mathbb{R}$ the map

$$(ev_a, ev_b) : \Gamma^{[a, b]}_{(N)} \to J^+_N \cap (\Sigma^N_a \times \Sigma^N_b), \quad (ev_a, ev_b)(\gamma) := (\gamma(a), \gamma(b))$$

is onto, proper and it admits a Borel right inverse.
Proof. In order to show surjectiveness, take any \((\mathbf{p}, \mathbf{q}) \in J_{(N)}^+ \cap (\Sigma_a^N \times \Sigma_a^N)\). We thus have \(\pi^0(\mathbf{p}) = a\), \(\pi^0(\mathbf{q}) = b\) and there exists a causal curve \(\gamma : [0,1] \to \mathcal{M}_{(N)}\) connecting them. All we have to do is reparametrise \(\gamma\) so that it becomes an element of \(\Gamma_{[a,b]}^{[N]}\). To this end, notice that the map \(\pi^0 \circ \gamma : [0,1] \to [a,b]\) is a well-defined, continuous and strictly increasing surjection. Therefore, \((\pi^0 \circ \gamma)^{-1}\) exists and by the continuity of the evaluation maps, means that \(\gamma\) is continuous. We thus have the desired reparametrisation; \(\gamma \circ (\pi^0 \circ \gamma)^{-1} \in \Gamma_{[a,b]}^{[N]}\).

In order to show properness, take any compact \(K \subset J_{(N)}^+ \cap (\Sigma_a^N \times \Sigma_b^N)\) and notice that

\[
(ev_a, ev_b)^{-1}(K) \subset (ev_a, ev_b)^{-1}\left(J_{(N)}^+ \cap (\pi^L(K) \times \pi^R(K))\right) = \Gamma_{[a,b]}^{[N]}(\pi^L(K), \pi^R(K)),
\]

which, on the strength of Proposition 18 and by the continuity of the evaluation maps, means that \((ev_a, ev_b)^{-1}(K)\) is compact as a closed subset of a compact set.

To prove the remaining part of the lemma’s statement we invoke the standard measurable selection result, by which a continuous map from a \(\sigma\)-compact metrisable space onto a metrisable space admits a Borel right inverse [21, Corollary I.8].

Of course both \(\Gamma_{[a,b]}^{[N]}\) and \(J_{(N)}^+ \cap (\Sigma_a^N \times \Sigma_b^N)\) are metrisable (the former, e.g., by Proposition 16). The latter space, being a closed subset of the manifold \(\mathcal{M}_{(N)}^2\), is \(\sigma\)-compact, and since the map \((ev_a, ev_b)\) is proper, the same can be said about the space \(\Gamma_{[a,b]}^{[N]}\). Having already proven the map’s surjectivity, we can finish the proof by applying the above-mentioned measurable selection result. \(\square\)

Consider now two curves \(\gamma_1 \in \Gamma_{[a,b]}^{[N]}\) and \(\gamma_2 \in \Gamma_{[b,c]}^{[N]}\) such that \(\gamma_1(b) = \gamma_2(b)\). Concatenating them yields a new curve \(\gamma_1 \sqcup \gamma_2 : [a,c] \to \mathcal{M}_{(N)}\) which evidently belongs to \(\Gamma_{[a,c]}^{[N]}\). We now want, however, to extend the concatenation operation onto measures over the spaces of \(N\)-particle curves. The following definition mimics [11, Definition 5].

Definition 22. For any fixed \(a, b, c \in \mathbb{R}\), \(a < b < c\) define \(F_{[a,b,c]}^{[N]} := \{(\gamma_1, \gamma_2) \in \Gamma_{(N)}^{[a,b]} \times \Gamma_{(N)}^{[b,c]} \mid \gamma_1(b) = \gamma_2(b)\}\) denote the (Polish) space of concatenable pairs of curves. For any \(\sigma_1 \in \mathcal{P}(\Gamma_{(N)}^{[a,b]})\) and \(\sigma_2 \in \mathcal{P}(\Gamma_{(N)}^{[b,c]})\) we say they are concatenable if \((ev_i)_2 \sigma_1 = (ev_i)_2 \sigma_2 =: \nu\) and we define their concatenation \(\sigma_1 \sqcup \sigma_2 \in \mathcal{P}(\Gamma_{(N)}^{[a,c]})\) with the help of the Riesz–Markov–Kakutani representation theorem via

\[
\int_{\Gamma_{(N)}^{[a,c]}} f(d(\sigma_1 \sqcup \sigma_2)) := \int_{\Sigma_b^N} \left(\int_{F_{[a,b,c]}^{[N]}} f(\gamma_1 \sqcup \gamma_2) d(\sigma_1^p \times \sigma_2^p)(\gamma_1, \gamma_2)\right) d\nu(p),
\]

for any \(f \in \Gamma_{(N)}^{[a,c]}\), where \(\{\sigma_i^p\}_{p \in \Sigma_b^N}\) is the disintegration of \(\sigma_i\) with respect to the map \(ev_b\) for \(i = 1, 2\).

Of course, one can similarly define concatenation of measures in the case where one or both spaces of curves involve noncompact intervals. One can also easily verify that

\[
(ev_i)_2(\sigma_1 \sqcup \sigma_2) = \begin{cases} (ev_t)_2 \sigma_1 & \text{for } t < b \\ \nu & \text{for } t = b \\ (ev_t)_2 \sigma_2 & \text{for } t > b \end{cases}
\]

The last lemma we need states that any causal evolution of \(N\)-particle measures is narrowly continuous (cf. [10, Proposition 11]).
Lemma 23. Consider a map $t \mapsto \mu_t \in \mathcal{P}(\mathcal{M}_{(\mathcal{N})})$ such that $\text{supp} \mu_t \subset \Sigma_t^N$. If this map satisfies (12), then it is narrowly continuous.

Proof. We adopt the proof from [10]. Fix any $[a,b] \in I$. Let us first show that the family $\{\mu_t\}_{t \in [a,b]}$ is tight.

Indeed, fix any $\varepsilon > 0$ and take a compact $K_a \subset \Sigma^N_a$ such that $\mu_a(K_a) \geq 1 - \varepsilon$, which can always be done on the strength of Ulam’s tightness theorem. Let $\mathcal{K} := \mathcal{J}^+(\mathcal{M}_{(\mathcal{N})}) \cap \mathcal{J}^-(\Sigma^N_b)$, which is compact by Proposition 4(vii). For any $t \in [a,b]$ one has, of course, that $\text{supp} \mu_t \subset \Sigma_t^N \subset \mathcal{J}^+(\Sigma^N_b)$ and thus one can write

$$\mu_t(K) = \mu_t(J^+(\mathcal{M}_{(\mathcal{N})}) \cap J^-(\Sigma^N_b)) = \mu_t(J^+(\mathcal{M}_{(\mathcal{N})})) \geq \mu_a(J^+(\mathcal{M}_{(\mathcal{N})})) = \mu_a(K_a) \geq 1 - \varepsilon,$$

where we have used condition (12) and one of the characterisations of $\leq$ (condition (11)).

Our aim now is to show that in the narrow topology $\lim_{s \to 0^+} \mu_{t+s} = \mu_t$ for any fixed $t \in [a,b]$. On the strength of [10 Lemma 7], this amounts to showing that $\lim_{s \to 0^+} \int_{\mathcal{M}_{(\mathcal{N})}} f d\mu_{t+s} = \int_{\mathcal{M}_{(\mathcal{N})}} f d\mu_t$ for all $f \in C_c(\mathcal{M}_{(\mathcal{N})})$.

For any $0 < s \leq b - t$ choose $\omega_{t,s} \in \Pi_t(\mu_t, \mu_{t+s})$ existing by (12) and observe that

$$\left| \int_{\mathcal{M}_{(\mathcal{N})}} f d\mu_t - \int_{\mathcal{M}_{(\mathcal{N})}} f d\mu_{t+s} \right| \leq \int_{\text{supp} \omega_{t,s} \setminus (K_f)^2} |f(\mathbf{p}) - f(\mathbf{q})| d\omega_{t,s}(\mathbf{p}, \mathbf{q}),$$

where $K_f$ denotes the (compact) support of $f$. We will show that the rightmost integral can be made arbitrarily small for small $s$ sufficiently close to 0.

To this end, let us define an auxiliary complete Riemannian metric on $\mathcal{M}_{(\mathcal{N})}$ as follows. Recall that, by Theorem 1 the metric on $\mathcal{M}$ can be expressed as $g = -\alpha dT \otimes dT + \eta$. Then $h := \alpha dT \otimes dT + \eta = g + 2\alpha dT \otimes dT$ is a Riemannian metric on $\mathcal{M}$ and, moreover,

$$w_0 := \sum_{j=1}^N (\mathbf{v}_j)^* h = \sum_{j=1}^N (\mathbf{v}_j)^* g + 2 \sum_{j=1}^N (\mathbf{v}_j)^* \alpha d\pi^0 \otimes d\pi^0$$

is a Riemannian metric on $\mathcal{M}_{(\mathcal{N})}$. By the Nomizu–Ozeki theorem [17], there exists a positive map $u \in C^\infty(\mathcal{M}_{(\mathcal{N})})$ such that $w := uw_0$ is a complete Riemannian metric on $\mathcal{M}_{(\mathcal{N})}$.

Let $d_w$ denote the distance function associated with $w$. We claim that

$$\forall (\mathbf{p}, \mathbf{q}) \in \text{supp} \omega_{t,s} \setminus (K_f)^2 \quad d_w(\mathbf{p}, \mathbf{q}) \leq C \cdot s,$$

(14)

where the constant $C$ depends only on $a, b, f$. With the aid of this inequality one can easily bound the rightmost integral in (13) by any $\varepsilon$. Indeed, since $f$ is uniformly continuous (by the Heine–Cantor theorem), there exists $\delta$ such that for all $\mathbf{p}, \mathbf{q} \in K_f$ inequality $d_w(\mathbf{p}, \mathbf{q}) < \delta$ implies $|f(\mathbf{p}) - f(\mathbf{q})| < \varepsilon$. Thus, for $s < \delta / C$ one would get

$$\int_{\text{supp} \omega_{t,s} \setminus (K_f)^2} |f(\mathbf{p}) - f(\mathbf{q})| d\omega_{t,s}(\mathbf{p}, \mathbf{q}) \leq \varepsilon \int_{\text{supp} \omega_{t,s} \setminus (K_f)^2} d\omega_{t,s}(\mathbf{p}, \mathbf{q}) \leq \varepsilon.$$

In order to prove (14), observe first that

$$d_w(\mathbf{p}, \mathbf{q}) = d_w(\gamma(t), \gamma(t + s)) \leq \int_t^{t+s} \sqrt{w(\gamma'(\tau), \gamma'(\tau))} \, d\tau$$

$$= \int_t^{t+s} \sqrt{u(\gamma(\tau)) \cdot \sum_j g(\gamma^p(\tau), \gamma^q(\tau)) + 2 \sum_j \alpha(\gamma^p(\tau))} \, d\tau$$

$$\leq \int_t^{t+s} \sqrt{2u(\gamma(\tau)) \sum_j \alpha(\gamma^p(\tau))} \, d\tau \leq s \cdot \max_{r \in J^+(\mathcal{M}) \cap J^-(\mathcal{N})} \sqrt{2u(r) \sum_j \alpha(r^p)},$$
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where a suitable $\gamma$ exists by the ‘onto’ part of Lemma 21. We have also used the fact that all $\gamma^j$’s must be causal (cf. Definition 4) and so $g(\gamma^j, \gamma^j') \leq 0$.

However, $\max_{r \in J_{(N)}^+(\pi^L(\mathcal{K})) \cap J_{(N)}^-(\pi^R(\mathcal{K}))} \sqrt{2u(r) \sum_j \alpha(r^j)}$ is not yet the desired constant $C$, because it depends on $p$ and $q$ (and so on $s$ and $t$ as well) defining the maximization domain. Thus, what we need is a compact superset $\mathcal{K} \supset \omega \setminus (K^c)^2$ that would manifestly depend only on $a, b, f$ and then put

$$C := \max_{r \in J_{(N)}^+(\pi^L(\mathcal{K})) \cap J_{(N)}^-(\pi^R(\mathcal{K}))} \sqrt{2u(r) \sum_j \alpha(r^j)}.$$

One possible example of such a superset is

$$\mathcal{K} := K_f \times [J_{(N)}^+(K_f) \cap J_{(N)}^-(\Sigma_0^N)] \cup [J_{(N)}^-(K_f) \cap J_{(N)}^+(\Sigma_0^N)] \times K_f,$$

the compactness of which follows from Proposition 4 (vii).

This concludes the proof that $\lim_{s \to 0+} \mu_t + s = \mu_t$ for any fixed $t \in [a, b]$. The proof for the other one-sided limit is completely analogous. Because the interval $[a, b] \subset I$ was arbitrary, it follows that the map $t \mapsto \mu_t$ is narrowly continuous on the whole $I$. \hfill $\square$

Having carefully adapted all the necessary tools and lemmas from [40] to the $N$-particle setting, we are ready to prove Theorem 19. The line of reasoning is based on the one conducted in [40]. Let us present how the above definitions and lemmas play their part in the current setting.

**Proof of Theorem 19** (ii) $\Rightarrow$ (i): Fix $s, t \in I$, $s < t$. Similarly as in Lemma 21 consider the ‘pair-evaluation’ map $(ev_s, ev_t) : \Gamma_{(N)}^t \to M_{(N)}^2$ and define $\omega := (ev_s, ev_t)_t^2 \sigma$. We need to show that $\omega \in \Pi_c(\mu_s, \mu_t)$. Indeed, one has that

$$(\pi^L)_t^2 \omega = [\pi^L \circ (ev_s, ev_t)]_t^2 \sigma = (ev_s)_t^2 \sigma = \mu_s$$

and similarly $(\pi^R)_t^2 \omega = \mu_t$. Moreover,

$$\omega(J_{(N)}^+ \cap (\Sigma_0^N)) = \sigma((ev_s, ev_t)^{-1}(J_{(N)}^+)) = \sigma(\Gamma_{(N)}^t) = 1,$$

where we have used the fact that the image of the map $(ev_s, ev_t)$ is a subset of $J_{(N)}^+$ (cf. the first part of the proof of Lemma 21).

(i) $\Rightarrow$ (ii). **Step 1. The $I = [a, b]$ case.** The idea is to construct a sequence $(\sigma_n) \subset \mathcal{P}(\Gamma_{(N)}^{[a,b]})$ such that $(ev_t)_t^2 \sigma_n = \mu_t$ for all $t$ of the form $t_i^n := a + i(b - a)/2^n$, $i = 0, 1, 2, 3, \ldots, 2^n$ and then show that is has a subsequence convergent to some $\sigma \in \mathcal{P}(\Gamma_{(N)}^{[a,b]})$. Thanks to Lemma 23 such a $\sigma$ must in fact satisfy the above equality for all $t \in [a, b]$, as desired.

We construct the sequence $(\sigma_n)$ as follows. For any fixed $n$ and any $i = 1, 2, 3, \ldots, 2^n$, let $S_i^t : J_{(N)}^+(\Sigma_0^N \times \Sigma_0^N) \to \Gamma_{(N)}^{[t_i^n,t_i^n]}$ be the Borel inverse of the map $(ev_{t_i^{n-1}}, ev_{t_i^n})$, existing by Lemma 21. Furthermore, let $\omega_i \in \Pi_c(\mu_{t_i^{n-1}}, \mu_{t_i^n})$. Notice that each $\omega_i$ can be regarded as an element of $\mathcal{P}(J_{(N)}^+ \cap (\Sigma_0^N \times \Sigma_0^N))$. Using the concatenation introduced in Definition 22 we can thus define

$$\sigma_n := S_i^t \omega_1 \sqcup S_i^t \omega_2 \sqcup S_i^t \omega_3 \sqcup \ldots \sqcup S_i^t \omega_2^n \in \mathcal{P}(\Gamma_{(N)}^{[a,b]}).$$
One can easily verify that indeed \((\text{ev}_t)^i)\sigma_n = \mu_i^n\) for every \(i = 0, 1, \ldots, 2^n\). Similarly as in the proof of (ii) \(\Rightarrow\) (i), one can also check that \((\text{ev}_a, \text{ev}_b)\sigma_n \in \Pi_n(\mu_a, \mu_b)\), and so the constructed sequence \((\sigma_n) \subset (\text{ev}_a, \text{ev}_b)^{-1}(\Pi_n(\mu_a, \mu_b))\).

Now comes the crucial observation: By Lemmas 20 and 21, the set \((\text{ev}_a, \text{ev}_b)^{-1}(\Pi_n(\mu_a, \mu_b))\) is compact, and thus \((\sigma_n)\) has a convergent subsequence. Its limit \(\sigma\), as already explained, is the desired measure on the space \(\Gamma^{[a,b]}\).

**Step 2. The \(I = [0, \infty)\) case.** For any \(i = 1, 2, 3, \ldots\) denote \(\mathcal{X}_i := \Gamma^{[i-1,i]}\) and construct \(\sigma_i \in \mathcal{P}(\mathcal{X}_i)\) satisfying \((\text{ev}_t)\sigma_i = \mu_t\) for \(t \in [i-1, i]\), as explained in Step 1. The idea now is to perform countable concatenation

\[
\sigma := \sigma_1 \sqcup \sigma_2 \sqcup \sigma_3 \sqcup \ldots
\]

which can be rigorously done with the help of the Kolmogorov extension theorem, yielding \(\sigma \in \Gamma^{[0,\infty)}\) with the desired properties. The details are somewhat tedious and technical, but luckily the exposition given in [41] remains valid, requiring only certain notational modifications and adjustments, namely: changing \(\mathcal{M}\) to \(\mathcal{M}_{(N)}\), \(T^{-1}(n)\) to \(\Sigma_n\), \(\mathcal{C}_{(N)}\) to \(\Gamma^{[0,\infty)}\) as well as paying extra attention to the usage of boldface Greek letters, which in [40] have different meaning.

**Step 3. The \(I = \mathbb{R}\) case.** Construct \(\sigma_+ \in \Gamma^{(0,\infty)}\) as explained in Step 2. One can analogously construct \(\sigma_- \in \Gamma^{(-\infty,0]}\) such that \((\text{ev}_t)\sigma_- = \mu_t\) for every \(t \leq 0\), in a sense performing the countable concatenation from right to left

\[
\sigma_- := \ldots \sqcup \sigma_3 \sqcup \sigma_2 \sqcup \sigma_1
\]

where this time \(\sigma_1 \in \mathcal{P}(\Gamma^{[-i+1,i]})\). Then, one might simply define \(\sigma := \sigma_- \sqcup \sigma_+\) (cf. remarks following Definition [22]).

**Step 4. Remaining cases.** Other types of the interval \(I\) can be handled by modifying the approaches presented in the earlier steps.

- For \(I = [a, \infty)\) one defines \(\mathcal{X}_i := \Gamma^{[a+i-1,a+i]}\) and proceeds as in Step 2.
- For \(I = [a, b]\) one defines \(\mathcal{X}_i := \Gamma^{[b+(a-b)/2^{-i-1}, b+(a-b)/2^{-i}]}\) and proceeds as in Step 2.
- For \(I = (-\infty, b]\) or \(I = [a, b]\) one modifies the previous two cases analogously as when constructing \(\sigma_-\) in Step 3.
- Finally, for \(I = (a, b), I = (a, \infty)\) or \(I = (-\infty, b)\) one concatenates a suitable pair of \(\sigma\)'s from earlier cases.

\[\square\]

### 5 Multi-particle relativistic wave equations

In this section we present an application of the developed formalism in quantum wave dynamics. Before turning to concrete examples, we firstly establish a general result linking the causal evolution of measures with the continuity equation.

From now onwards we specialise to the context of \((1+n)\)-dimensional Minkowski spacetime \(M\) with the natural Cauchy temporal function being the projection \(\pi^0\). Of course, the associated
GBS splitting is now trivial and our ‘$N$-particle Minkowski configuration spacetime’ is simply $\mathbb{R} \times \mathbb{R}^{nN} =: \mathbb{M}_{(N)}$, its points labelled by $(t, x_1, \ldots, x_N) =: (t, \mathbf{x})$, where each $x_j \in \mathbb{R}^n$ and $\mathbf{x} \in \mathbb{R}^{nN}$.

Every evolution of measures $I \ni t \mapsto \mu_t$ on $\mathbb{M}_{(N)}$ can be written in the form $\mu_t = \delta_t \times \mu^{(N)}_t$ with $\mu^{(N)}_t \in \mathcal{P}(\mathbb{R}^{nN})$ for every $t \in I$.

In what follows, we reintroduce the explicit value of the speed of light in the vacuum $c$.

### 5.1 The continuity equation

If an evolution of measures $t \mapsto \mu_t \in \mathcal{P}(\mathcal{M})$ satisfies the continuity equation with a subluminal velocity field, then it is causal in the sense of Definition 9. This connection, sharpening the intuitions voiced by Gerlach, Gromes, Petzold and Rosenthal [28, 29, 32], was established in [18, Section II.B]. Here we show, that it admits a rather straightforward extension to the multi-particle setting. It is important to recognise that both the “density”, i.e. the measure $\mu^{(N)}_t \in \mathcal{P}(\mathbb{R}^{nN})$, and the multi-velocity field now include the correlations among the particles.

To begin with, let us define the continuity equation in the $N$-particle context, basing on [18, Definition 4] (compare also [13, Definition 1.4.1]).

**Definition 24.** Fix a number $T > 0$ and a Borel map
\[ \mathbf{v} : [0, T] \times \mathbb{R}^{nN} \to \mathbb{R}^{nN}, \quad (t, \mathbf{x}) \mapsto \mathbf{v}_t(\mathbf{x}) = (v^1_t(\mathbf{x}), \ldots, v^N_t(\mathbf{x})) \]
called the multi-velocity field. We say that a measure-valued map $\mu^{(N)} : [0, T] \to \mathcal{P}(\mathbb{R}^{nN})$, $t \mapsto \mu^{(N)}_t$ satisfies the continuity equation with the multi-velocity field $\mathbf{v}$ if the equation
\[ \partial_t \mu^{(N)}_t + \sum_{j=1}^N \nabla_j \cdot (\mu^{(N)}_t \mathbf{v}^j_t) = 0, \quad (15) \]
where $\nabla_j$ differentiates with respect to $x_j$, holds in the distributional sense, i.e. if
\[ \forall f \in C^\infty_c((0, T) \times \mathbb{R}^{nN}) \quad \int_0^T \int_{\mathbb{R}^{nN}} \left( \partial_t f + \sum_{j=1}^N v^j_t \cdot \nabla_j f \right) d\mu^{(N)}_t dt = 0. \quad (16) \]

Just as in the one-particle case, one finds out that the continuity equation entails a causal evolution of measures, provided that every component of the multi-velocity field is subluminal.

**Theorem 25.** Suppose the map $\mu^{(N)} : [0, T] \to \mathcal{P}(\mathbb{R}^{nN})$, $t \mapsto \mu^{(N)}_t$ satisfies the continuity equation with the multi-velocity field $\mathbf{v}$ such that
\[ \forall t \in [0, T] \quad \forall \mathbf{x} \in \mathbb{R}^{nN} \quad \forall j = 1, \ldots, N \quad \|v^j_t(\mathbf{x})\| \leq c, \]
where $\| \cdot \|$ is the standard Euclidean norm. Then the evolution of measures $[0, T] \ni t \mapsto \mu_t$ defined via $\mu_t := \delta_t \times \mu^{(N)}_t$ is causal.

**Proof.** Just like in the proof for the $N = 1$ case [18, Theorem 3], we shall heavily rely on the so-called “superposition principle” (see [4, Theorem 3] or [11, Theorem 3.2]). In the present setting, the superposition principle guarantees the existence of a measure $\eta \in \mathcal{P}(C([0, T], \mathbb{R}^{nN}))$ such that
• \( \eta \) is concentrated on the (Borel) set \( \mathcal{R} \) of absolutely continuous maps \( r : [0, T] \to \mathbb{R}^{nN} \) satisfying \( \dot{r}(t) = v_t(r(t)) \) for \( t \in [0, T] \) a.e., and hence one can regard \( \eta \in \mathcal{P}(\mathcal{R}) \).

• For every \( t \in [0, T] \) \( (ev_t)_* \eta = \mu_t^{(N)} \), where \( ev_t : \mathcal{R} \to \mathbb{R}^{nN} \) is the evaluation map\(^2\) \( r \mapsto r(t) = (r_1(t), \ldots, r_N(t)) \).

The latter of the above conditions resembles the defining property of the measure \( \sigma \) appearing in Theorem [19](ii), and in fact the aim of the current proof is to obtain such a \( \sigma \) from \( \eta \).

To this end, let us first show that \( \mathcal{R} \subset (B^{[0,T]}_{\pi_0})^N \), i.e., that for every \( r \in \mathcal{R} \) the curves \( t \mapsto \Phi^{-1}(t, r_j(t)) = (t, r_j(t)) \) are causal for all \( j = 1, \ldots, N \). Indeed, by the absolute continuity of \( r \) — and hence of every \( r_j \) — for any \( 0 \leq s < t \leq T \) we can write that

\[
\|r_j(t) - r_j(s)\| = \left\| \int_s^t \dot{r}_j(\tau)d\tau \right\| \leq \int_s^t \|\dot{r}_j(\tau)\|d\tau = \int_s^t \|v_t^j(\tau)\|d\tau \leq c(t - s),
\]

where in the last inequality we used the subliminality of \( v^j \). Now simply observe that in the Minkowski spacetime the inequality \( \|r_j(t) - r_j(s)\| \leq c(t - s) \) is equivalent to \( (s, r_j(s)) \preceq (t, r_j(t)) \). Since \( s \neq t \), we obtain that \( (s, r_j(s)) \prec (t, r_j(t)) \), which concludes the proof that \( r_j \in B^{[0,T]}_{\pi_0} \).

Let now \( H : \mathcal{R} \to \Gamma^{[0,T]}_{\pi_0} \) be defined simply as \( H(r) = (id_{[0,T]}, r) \). As such, it is obviously continuous. Observe that for any fixed \( t \in [0, T] \) and any \( r \in \mathcal{R} \) one has

\[
(ev_t \circ H)(r) = (t, ev_t(r)),
\]

where \( ev_t : \Gamma^{[0,T]}_{\pi_0} \to \mathcal{M}_{(N)} \) is the evaluation map as used in Theorem [19](ii). When lifted at the level of \( \eta \), the above identity becomes

\[
(ev_t \circ H)_* \eta = \delta_t \times (ev_t)_* \eta = \delta_t \times \mu_t^{(N)} = \mu_t,
\]

and so to finish the proof it suffices to define \( \sigma := H_\# \eta \) and invoke Theorem [19] \( \square \).

Equipped with Theorem [25] we are ready to demonstrate the causality of the evolution of probability measures in concrete quantum systems.

### 5.2 The multi-photon equation

Let \( E, B \) be a spacetime-dependent electromagnetic field and let \( u := \frac{1}{2} \left( \varepsilon_0 \|E\|^2 + \frac{1}{\mu_0} \|B\|^2 \right) \) be the associated energy density (with \( c = 1/\sqrt{\varepsilon_0 \mu_0} \)). If the total energy \( E := \int_{\mathbb{R}^3} u \, d^3x \) is finite then \( t \mapsto \mu_t := \int u(t, x) \, d^3x \) defines a legitimate evolution of measures on \( \mathcal{M} \).

It is well known [36] that Maxwell equations imply that \( \mu_t \) satisfies the continuity equation with a velocity field \( v = S/u \), where \( S := -\frac{1}{\mu_0} E \times B \) is the Poynting vector. Since \( v \) is subluminal [19] Example 8], the evolution of the normalised energy density of the electromagnetic field is always causal.

---

\(^2\)We added the tilde \( \sim \) to avoid confusion with the evaluation map in Theorem [19] which will be needed shortly.
The local quantity $\frac{1}{\hbar} u$ admits a probabilistic interpretation and can be read as the modulus squared of a photon wave function $\psi$ [8–10]. The latter belongs to the Hilbert space $L^2(\mathbb{R}^3, \mathbb{C}^6)$, which includes the two helicity states, and enjoys the Schrödinger equation

$$i\hbar \partial_t \psi(t; x) = -i\hbar c \begin{bmatrix} S \cdot \nabla & 0 \\ 0 & -S \cdot \nabla \end{bmatrix} \psi(t; x), \tag{17}$$

with $S = (S_1, S_2, S_3)$ denoting the vector of generators of rotations for a spin-1 particle:

$$S_1 := \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & -i \\ 0 & i & 0 \end{bmatrix}, \quad S_2 := \begin{bmatrix} 0 & 0 & i \\ 0 & 0 & 0 \\ -i & 0 & 0 \end{bmatrix}, \quad S_3 := \begin{bmatrix} 0 & -i & 0 \\ i & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}.$$

The concept of a photon wave function extends naturally to the context of many particles resulting in a multi-photon wave function, which is fully compatible with the quantum field theoretic viewpoint (cf. [55] and references therein).

An $N$-photon wave function can be written in the following form [55, Eq. (105)]:

$$\Psi(t; x) = \sum_{\alpha \in \mathbb{N}^N} C_{\alpha} \bigotimes_{j=1}^N \psi_{\alpha_j}(t; x_j), \tag{18}$$

where $\{\psi_n\}_{n \in \mathbb{N}}$ is a set of single-photon basis states and the coefficients $C_\alpha$ are symmetric with respect to the interchange of the multi-index components. For every fixed $t$, $\Psi(t; \cdot)$ is an element of the Hilbert space $L^2(\mathbb{R}^3, \mathbb{C}^6)^{\otimes N} \cong L^2(\mathbb{R}^{3N}, (\mathbb{C}^6)^{\otimes N})$. Hence, we are in a position to construct the measures $\mu_t := \delta_t \times \Psi(1(t; x))\Psi(t; x)d^{3N}x$ and study the causality of their evolution.

Observe that the measures $\mu_t$ are symmetric, which reflects the fact that photons are indistinguishable.

The Schrödinger equation for the multi-photon wave function reads:

$$i\hbar \partial_t \Psi(t; x) = -i\hbar c \sum_{j=1}^N \beta^{(j)}(S^{(j)} \cdot \nabla)\psi(t; x), \tag{19}$$

where the superscript $^{(j)}$ signifies that the given object acts only on the $j$-th tensor component, i.e.

$$\nabla^{(j)} := \bigotimes_{j=1}^N \nabla_{j-1} \otimes \begin{bmatrix} \nabla & 0 \\ 0 & \nabla \end{bmatrix} \otimes \mathbf{1}\otimes \cdots \otimes \mathbf{1}_{N-j},$$

$$S^{(j)} := \bigotimes_{j=1}^N \bigotimes_{j-1} \begin{bmatrix} S & 0 \\ 0 & S \end{bmatrix} \otimes \mathbf{1}\otimes \cdots \otimes \mathbf{1}_{N-j},$$

$$\beta^{(j)} := \bigotimes_{j=1}^N \bigotimes_{j-1} \begin{bmatrix} I_3 & 0 \\ 0 & -I_3 \end{bmatrix} \otimes \mathbf{1}\otimes \cdots \otimes \mathbf{1}_{N-j},$$

with $I_3$ denoting the 3-by-3 identity matrix.

Equation (19) can be rewritten as

$$\partial_t \Psi(t; x) = -c \sum_{j=1}^N \sum_{k=1}^3 \beta^{(j)} S^{(j)} \delta_k^{(j)} \Psi(t; x),$$
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where $\partial_k^{(j)}$ denotes the partial derivative with respect to the $k$-th component of $x_j$.

Multiplying this equation by $\Psi (t; x)$, one gets (after suppressing the arguments):

$$\Psi ^\dagger \partial_t \Psi = - c \sum_{j=1}^N \sum_{k=1}^3 \Psi ^\dagger \beta_k^{(j)} S_k^{(j)} \partial_k^{(j)} \Psi,$$

which, when added to its conjugate, immediately yields the continuity equation

$$\partial_t \left( \Psi ^\dagger \Psi \right) + \sum_{j=1}^N \sum_{k=1}^3 \partial_k^{(j)} \left( \Psi ^\dagger c \beta_k^{(j)} S_k^{(j)} \Psi \right) = 0.$$

It is not difficult to realise that this is indeed an equation of the form (15). One simply has to take

$$d \mu_t^{(N)} := \Psi ^\dagger (t; x) \Psi (t; x) d^3 N x$$

and, for any $j = 1, \ldots, N$, define $v_t^j := (v_t^j, 1, v_t^j, 2, v_t^j, 3)$ via

$$v_t^{j,k}(x) := \begin{cases} \Psi ^\dagger (t; x) c \beta_k^{(j)} S_k^{(j)} \Psi (t; x) & \text{for } (t; x) \text{ such that } \Psi ^\dagger (t; x) \Psi (t; x) \neq 0, \\ 0 & \text{otherwise}. \end{cases}$$

One can show that $\| v_t^j(x) \| \leq c$ for every $j = 1, \ldots, N$, $x \in \mathbb{R}^3 N$ and for every $t$ from the considered interval. Indeed, it amounts to demonstrating that for any $u, w \in \mathbb{C}^3$

$$\sum_{k=1}^3 \left( u^\dagger S_k u - w^\dagger S_k w \right)^2 \leq \left( \| u \|^2 + \| w \|^2 \right)^2,$$

where (somewhat abusing the notation) we write $\| a \| := \sqrt{a^\dagger a}$ for the standard Euclidean norm on $\mathbb{C}^3$. The key is to rewrite the left-hand side of (21) as $\| i \overline{u} \times u - i \overline{w} \times w \|^2$, where the overline denotes the complex conjugation. One then has that

$$\sum_{k=1}^3 \left( u^\dagger S_k u - w^\dagger S_k w \right)^2 = \| i \overline{u} \times u - i \overline{w} \times w \|^2 \leq \left( \| i \overline{u} \times u \| + \| i \overline{w} \times w \| \right)^2$$

$$= \left( \sqrt{\| u \|^4 - |u^T u|^2} + \sqrt{\| w \|^4 - |w^T w|^2} \right) \leq \left( \| u \|^2 + \| w \|^2 \right)^2,$$

where we have used the triangle inequality and the identity $\| a \times b \|^2 + |a^T b|^2 = \| a \|^2 \| b \|^2$.

On the strength of Theorem 25, we therefore obtain that the evolution of the measures $\mu_t := \delta_t \times \mu_t^{(N)}$ is causal in the sense of condition (12).

### 5.3 The multi-fermion equation

The photon equation (17) is in fact a spin-1 analogue of the (massless) Dirac equation [850]. Therefore, one can construct a “multi-fermion” wave function along the same lines:

$$\Psi (t; x) = \sum_{\alpha \in \mathbb{N}^N} A_\alpha \bigotimes_{j=1}^N \psi_{\alpha_j} (t; x_j),$$

(22)
where \( \{ \psi_n \}_{n \in \mathbb{N}} \) is a set of single-fermion basis states and the coefficients \( A_n \) are now anti-symmetric with respect to the interchange of the multi-index components.

For every fixed \( t \), \( \Psi(t; \cdot) \) belongs to the Hilbert space \( L^2(\mathbb{R}^3, \mathbb{C}^3)^\otimes N \cong L^2(\mathbb{R}^{3N}, (\mathbb{C}^4)^\otimes N) \). The resulting measure \( \mu_t := \delta_t \times \Psi^\dagger(t; x) \Psi(t; x) d^{3N} x \) is again symmetric, as Dirac fermions of the same mass are indistinguishable.

The Schrödinger equation for \( \Psi \) reads:

\[
i\hbar \partial_t \Psi = -i\hbar c \sum_{j=1}^{N} \sum_{k=1}^{3} \gamma^{(j)} \gamma_k \partial_k^{(j)} \Psi + mc^2 \sum_{j=1}^{N} \gamma_0^{(j)} \Psi,
\]

where the arguments have been suppressed and where \( \gamma^{(j)} \)'s denote the respective gamma matrices acting at the \( j \)-th tensor component:

\[
\gamma^{(j)}_\mu := \frac{1}{\sqrt{N}} \otimes \ldots \otimes 1 \otimes \gamma^\mu \otimes 1 \otimes \ldots \otimes 1.
\]

We adopt here the convention that \( \gamma^\mu \gamma^\nu + \gamma^\nu \gamma^\mu = -2\eta^{\mu\nu} 1 \), \( (\gamma^0)^\dagger = \gamma^0 \), \( (\gamma^k)^\dagger = -\gamma^k \) for \( k = 1, 2, 3 \), where \( \eta^{\mu\nu} = \text{diag}(-1, 1, 1, 1) \).

The wave equation (23) could be seen as modelling \( N \) non-interacting Dirac fermions of mass \( m \). It provides a formal basis for the Dirac–Fock equations employed in atomic physics and quantum chemistry [14][20][22][31][37].

The multi-fermion continuity equation can be derived by analogy with the one-particle case. One begins by multiplying the above equation by \( -\frac{i}{\hbar} \Psi^\dagger \), obtaining

\[
\Psi^\dagger \partial_t \Psi = -c \sum_{j=1}^{N} \sum_{k=1}^{3} \Psi^\dagger \gamma_0^{(j)} \gamma_k^{(j)} \partial_k^{(j)} \Psi - \frac{imc^2}{\hbar} \sum_{j=1}^{N} \Psi^\dagger \gamma^{(j)}_0 \Psi,
\]

Taking the Hermitian conjugate of the above equation and using the identity \( (\gamma^\mu)^\dagger = \gamma^\nu \gamma^\mu \), one gets

\[
(\partial_t \Psi)^\dagger = -c \sum_{j=1}^{N} \sum_{k=1}^{3} (\partial_k^{(j)} \Psi)^\dagger \gamma_0^{(j)} \gamma_k^{(j)} \Psi + \frac{imc^2}{\hbar} \sum_{j=1}^{N} \Psi^\dagger \gamma^{(j)}_0 \Psi = 0,
\]

which, when added to (24) yields

\[
\partial_t \left( \Psi^\dagger \Psi \right) + \sum_{j=1}^{N} \sum_{k=1}^{3} \partial_k^{(j)} \left( \Psi^\dagger \gamma^{(j)}_0 \gamma_k^{(j)} \Psi \right) = 0.
\]

The continuity equation thus obtained is again of the form (15) with \( \mu_t^{(N)} \) given by formula (20) and the multi-velocity field defined via

\[
u_t^{jk}(x) := \begin{cases} \Psi^\dagger(t; x) \gamma_0^{(j)} \gamma_k^{(j)} \Psi(t; x) / \Psi(t; x) \Psi(t; x) \Psi(t; x) \Psi(t; x) & \text{for (} t; x \text{) such that } \Psi^\dagger(t; x) \Psi(t; x) \neq 0, \\ 0 & \text{otherwise}, \end{cases}
\]

analogously as in the multi-photon case. Also in this case one can show that \( \| \nu_t^{j}(x) \| \leq c \) for all \( j = 1, \ldots, N \), \( x \in \mathbb{R}^{3N} \) and for every \( t \). This boils down to verifying that for any \( z \in \mathbb{C}^4 \)

\[
\sum_{k=1}^{3} (\nu_t^{1} \gamma^{0} \gamma_k \nu_t^{1} z)^2 \leq (\nu_t^{1} z)^2,
\]
which can be demonstrated by direct calculations in any chosen basis of gamma matrices. For instance, in the chiral basis: 
\[ \gamma^0 = \begin{bmatrix} 0 & I_2 \\ I_2 & 0 \end{bmatrix}, \gamma^k = \begin{bmatrix} 0 & \sigma^k \\ -\sigma^k & 0 \end{bmatrix}, \]
denoting \( z = [z^0, z^1, z^2, z^3]^T \), we obtain that
\[ (z^\dagger z)^2 - 3 \sum_{k=1}^3 (z^\dagger \gamma^0 \gamma^k z)^2 = 4|z^0 z^2 + z^1 z^3|^2 \geq 0. \]

For an alternative proof employing the 4-vector nature of \( \psi^\dagger \gamma^0 \gamma^\mu \psi \), the Reader is referred to [18, Proposition 10].

All in all, we thus obtain that the evolution of measures driven by the multi-fermion equation is causal in the sense of condition [12].

6 Outlook

In the present work we have provided a rigorous framework to study the joint dynamics of multiple particles from a generally covariant perspective. To this end, we ventured into a relatively poorly explored domain on the verge of Lorentzian geometry and optimal transport. As an application, we have investigated the causal properties of two multi-particle Schrödinger equations utilised in quantum optics and atomic physics. The obtained insights open several new avenues, which seem worth exploring.

On the technical side, it is fairly plausible that the assumption on global hyperbolicity of the primary spacetime \( \mathcal{M} \) could be relaxed to causal simplicity or even stable causality. In fact, motivated by Theorem 19, one might go on to define a causal evolution of \( N \)-particle measures as a probability measure on the \( N \)-th Cartesian power of the space of unparametrised causal curves (endowed with a suitable topology), without employing a global time function whatsoever. What is more, one could consider endowing the underlying space(time) \( \mathcal{M} \) with causal relations defined differently, such as the Sorkin–Woolgar relation [41–43, 56] or those arising in the context of Lorentz–Finsler geometry [33, 57].

On the conceptual side, it is tempting to examine whether the introduced \( N \)-particle configuration spacetime could be equipped with some kind of ‘multi-metric’ structure. It would provide a new slant on the bimetric theories of gravity [53]. Such a structure would also be interesting from the viewpoint of the recently established optimal transport formulation of Einstein equations [45].

On the applied side, the concept of causal precedence for single-particle measures has proven useful [17,18] in assessing the compatibility of quantum (and even “post-quantum” in a well-defined sense) dynamics with the structure of a relativistic spacetime. The results obtained in Section 5 suggest that this criterion can be extended to the multi-particle setting. However, to do so one needs to explicitly take into account the measurement process [17]. This is a work in progress [16].
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