Errors When Constraining Hot Blackbody Parameters with Optical Photometry
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Abstract

Measuring blackbody parameters for objects hotter than a few $10^4$ K with optical data alone is common in many astrophysical studies. However, this process is prone to large errors because at those temperatures the optical bands are mostly sampling the Rayleigh–Jeans tail of the spectrum. Here we quantify these errors by simulating different blackbodies, sampling them in various bands with realistic measurement errors, and refitting them to blackbodies using two different methods and two different priors. We find that when using only optical data, log-uniform priors perform better than uniform priors. Still, measured temperatures of blackbodies above $\sim$35,000 K can be wrong by $\sim$10,000 K, and only lower limits can be obtained for temperatures of blackbodies hotter than $\sim$50,000 K. Bolometric luminosities estimated from optical-only blackbody fits can be wrong by factors of 3–5. When adding space-based ultraviolet data, these errors shrink significantly. For when such data are not available, we provide plots and tables of the distributions of true temperatures that can result in various measured temperatures. It is important to take these distributions into account as systematic uncertainties when fitting hot blackbodies with optical data alone.

Unified Astronomy Thesaurus concepts: Astronomical methods (1043); Optical astronomy (1776); Ultraviolet astronomy (1736)

1. Introduction

In many astrophysical studies it useful to fit a blackbody spectrum to broadband photometry in order to determine the effective temperature, emitting radius, and bolometric luminosity of an object or transient event. Hot blackbodies (at temperatures of a few $10^4$ K) are of particular interest, for example in certain tidal disruption events (see van Velzen et al. 2020 and Gezari 2021 for recent reviews), in the early phases of supernovae (e.g., Valenti et al. 2016), and in the very early phases of kilonovae (at least based on the one case observed so far, Abbott et al. 2017).

Constraining the temperature, and with it the bolometric luminosity, of tidal disruption events is important for distinguishing between emission models, and for deriving properties of the supermassive black hole population (e.g., Piran et al. 2015; Dai et al. 2018; Mockler et al. 2019; Ryu et al. 2020). Measuring the cooling rate of supernovae during their first days can be used to constrain both the progenitor parameters and explosion physics (e.g., Nakar & Sari 2010; Rabinak & Waxman 2011; Shussman et al. 2016; Arcavi et al. 2017; Rubin & Gal-Yam 2017; Sapir & Waxman 2017). For kilonovae to be used to constrain the neutron-star equation of state, heavy-element nucleosynthesis, and even cosmology, it turns out that measuring their cooling during the first few hours is especially important (e.g., Arcavi 2018).

However, in many of these cases (when not highly redshifted), the optical wavelength regime is in the Rayleigh–Jeans tail of the spectrum, where it is difficult to constrain the temperature with optical data alone. Figure 1 illustrates how the spectra of blackbodies hotter than approximately 30,000 K are very similar in the optical bands. It is therefore expected that optical data alone will not be able to distinguish between blackbodies at those temperatures clearly, especially when measurement uncertainties are taken into account.

Indeed, Faran et al. (2018) show that when approaching temperatures of 20,000 K, temperature estimates based on optical data alone can be off by $\gtrsim$1000 K. Here we expand the quantification of such measurement errors and characterize them also at higher temperatures. We simulate observations of blackbodies at various temperatures, taking into account realistic measurement uncertainties, in both optical and ultraviolet bands, and fit the data to blackbodies as would be done for real observations (Section 2). We then measure how different the best-fit temperature is from the true simulated temperature for different temperatures, band combinations, methods, priors, and measurement uncertainties (Section 3). These results are then inverted in order to determine, given an optical-only temperature measurement, what true temperature values could produce it. We also check what effect the temperature measurement errors have on the errors of the deduced bolometric luminosities (Section 4).

We do not consider real-life complications such as K-corrections, distance uncertainties, extinction uncertainties, line emission and absorption contamination, and line blanketing. Extinction and line blanketing are especially important to consider with ultraviolet data; however, here we wish to isolate the degeneracies and systematic errors of fitting just a hot blackbody component with optical data, and compare it to using also ultraviolet data.

2. Method

We use two separate methods for generating synthetic magnitudes from blackbody spectra and for fitting them back to blackbody spectra (each method performs both operations). The first method makes use of the Astrolib PySynphot package (hereafter referred to only as pysynphot; STScI...
Development Team 2013), and the second uses the Light Curve Fitting package (hereafter, lightcurve_fitting; Hosseinzadeh & Gomez 2021), version 0.4.0.

The main difference between the methods is in the way the blackbody spectrum is fit to the data (see below). However, there are also differences in the magnitudes generated by each method for given blackbodies (Appendix A and Figure A1). Given these differences, we use each method to fit only data simulated with that same method.

### 2.1. Generating Synthetic Data

We generate spectra of blackbodies with a radius of 1000 \( R_\odot \) and temperatures of 5000 K–80,000 K in 5000 K increments. For each blackbody, we generate synthetic spectral energy distribution (SED) magnitudes in the Sloan Digital Sky Survey (SDS; Doi et al. 2010) \( ugr \) bands, the Johnson–Cousins (Johnson & Morgan 1953; Cousins 1976) \( BVR \) bands, and The Neil Gehrels Swift Observatory (hereafter Swift; Gehrels et al. 2004) Ultraviolet/Optical Telescope (Roming et al. 2005) \( uvw1 \), \( uvw2 \), and \( uvw2 \) bands (hereafter \( w1 \), \( m2 \), and \( w2 \) respectively).

We generate data in six band combinations: \( gri \) (optical observations), \( ugr \) (optical with ground-based ultraviolet observations), \( ugr\text{+}w1 \), \( m2 \) and \( w2 \) (optical with ground- and space-based ultraviolet observations), and similarly for the Johnson–Cousins bands, \( BVI \), \( UBVI \), and \( UBVI\text{+}w1 \), \( m2 \), and \( w2 \). We do not consider infrared bands. Although hot blackbodies differ in their infrared emission (Figure 1), in practice their infrared emission is faint compared to their optical emission, and therefore more difficult to measure.

In total we produce 32 sets of blackbody simulation parameters (16 temperatures using two methods for generating the magnitudes). For each of these 32 sets of parameters, we generate two ensembles of 100 SED realizations each by adding randomly generated Gaussian noise to each synthetic magnitude, once with a standard deviation of 0.05 magnitudes and once with a standard deviation of 0.1 magnitudes.\(^5\)

---

\( ^5 \) Magnitudes in the \( ugr \) bands are generated in the AB system, while magnitudes in the rest of the bands are generated in the Vega system.

\( ^6 \) We use fixed standard deviations for all bands at all temperatures, though in reality, measurement uncertainties could depend on band and temperature.

---

\( ^5 \) https://github.com/arcavi/bb_sims

### 2.2. Fitting Blackbodies to the Synthetic Data

We use the “forward modeling” technique preferred by Brown et al. (2016), whereby the model spectrum (in our case, a blackbody) is convolved with the various filter response curves and then compared to the simulated data with chi-squared used as the likelihood function and all bands weighted equally. In the pysynphot method, the fit is done in magnitude versus wavelength space, while in the lightcurve_fitting package it is done in flux density \( (F_\nu) \) versus frequency space.

In both cases the fit is performed using the Markov Chain Monte Carlo (MCMC) technique as implemented by the emcee package (Foreman-Mackey et al. 2013). We use 16 walkers and 600 steps (of which 200 are burn-in steps) to both fit the temperature and radius of the blackbody to the data. We repeat the fits with two types of priors: uniform and log-normal for both the temperature (in the range \( 10^3–10^5 \) K) and the radius (in the range \( 10^9 R_\odot \)). For the log-uniform case, we also test the effect of underestimating the photometric uncertainties by reporting half of the true uncertainty to the fitter. The code used to simulate and fit the blackbodies is publicly available on Github.\(^5\)

In total we fit each of the \( 32 \times 200 \) realizations of simulated data in 18 different ways (six band combinations, using two types of priors and underestimated uncertainties for one of the
priors). Thus we have 115,200 different fits, which we proceed to analyze.

2.3. Nomenclature

Hereafter, we will use the term “error” to denote the difference between a measured value and a true value, while the term “uncertainty” will denote the estimated spread of a measured value due to measurement errors or fit posteriors. For example, if for a 35,000 K blackbody we measure a temperature of 29,000 ± 7000 K, then the error is 6000 K while the uncertainty is 7000 K.

3. Results

3.1. Example Fits

Example fits using the log-uniform priors for a 30,000 K blackbody are shown in Figure 2. As expected, fitting such a blackbody with optical data alone results in both inaccurate (i.e., having a large error) and imprecise (i.e., having a large uncertainty) measurements of the blackbody radius and temperature, compared to fitting it with optical and ultraviolet data together. In the top realization in Figure 2, fit with the pysynphot method, the most likely values are close to the true ones, but the uncertainty in the optical-only fits are much larger compared to the fits which use the optical and ultraviolet data together. In the bottom realization, fit with the lightcurve_fitting method, the optical-only fits show not only larger uncertainties compared to the combined optical–ultraviolet fits, but are also farther from the true values (by ~10,000 K).

The difference in accuracy in this example is not due to the different methods (see below), but rather the different realizations. This is why we generate ensembles of 100 realizations for each temperature, band combination, magnitude uncertainty, and method, and look at the statistical properties of the resulting fits.

3.2. Full Set of Fits

For each individual MCMC fit we take the 50th percentile (i.e., median) of the posterior as the best-fit estimated value. Repeating this for each of the 100 realizations of a given ensemble produces an ensemble distribution of best-fit values for that set of blackbody temperature, band combination, magnitude uncertainty, and method. Similarly, we take the 16th and 84th percentiles of each MCMC fit posterior as the lower and upper uncertainty estimates of the fit respectively, and also produce an ensemble distribution of these values per parameter set.

3.2.1. The Effect of Priors

We plot the median of the best-fit temperature ensemble distributions for each set of blackbody simulation parameters and each type of prior for the 0.05 magnitude uncertainty simulations and the SDSS SEDs in Figure 3. When using optical and ultraviolet data (right panel in Figure 3), both priors produce similar results. However, when using optical data alone (left panel in Figure 3), the log-uniform priors produce more accurate ensemble median best-fit temperatures, compared to the uniform priors. The results for the SDSS 0.1 magnitude uncertainties and for both uncertainty values with the Johnson–Cousins SEDs are similar and are presented in Figures B1, B2, and B3. We conclude that the log-uniform priors produce more precise results when fitting optical data, and we proceed to analyze only those fits in the remainder of this work.

3.2.2. Full Results for the Log-uniform Priors

We plot the median and 16th–84th percentile of the ensemble distributions for each set of blackbody simulation parameters in Figures 4 and 5 for the SDSS SEDs (the results for the Johnson–Cousins SEDs are similar and are presented in Figures B4 and B5).

So, for example, if the true temperature of the object being measured is 40,000 K, then gri-band measurements with an uncertainty of 0.05 magnitudes yield best-fit temperatures in the range ~30,000–60,000 K (68% bounds; top left panel of Figure 4). The fit uncertainties in this case are ~15,000–20,000 K (bottom left panel of Figure 4). Incorporating ground- and space-based ultraviolet measurements reduces the range of the best-fit temperatures to just a few hundred K around the true temperature (top right panel of Figure 4).
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Figure 3. Median (of 100-realization ensembles) best-fit measured temperature vs. the true (simulated) temperature for different methods, priors, and band combinations as noted, using photometric uncertainties of 0.05 magnitudes. The fits using log-uniform priors (solid lines) produce more precise median temperatures compared to those using uniform priors (dashed lines), when using optical data alone (left panel). When adding space-based ultraviolet data (right panel), both priors perform equally well.

We use the median and 68% credible interval range since it is equivalent to using the mean ±1σ range for normally distributed results, but does not require assuming that the distribution is normal (or even symmetric).
fit uncertainties are also (correctly) reduced to a few hundred K in this case (bottom right panel of Figure 4).

3.2.3. The Effect of Underestimating the Photometric Uncertainties

We plot the simulation results in the same way as above for the fits where the reported uncertainty is half of the true one in Figures B6–B9. We find that there is no significant difference compared to the case where the uncertainties are estimated correctly. The only apparent difference is that underestimating the photometric uncertainties causes the pysynphot method to underestimate the derived temperature uncertainties.

4. Analysis

Having established that the log-uniform priors perform better compared to the uniform priors, and that underestimating the photometric uncertainties does not have a strong effect on the results, our analysis hereafter focuses only on the fits using the log-uniform priors and having the correct uncertainty estimations.

4.1. Errors in Temperature Estimation

We find that for 0.05 magnitude uncertainties (Figure 4), relying on gri-band data alone can result in several thousand K
errors in temperature (in both directions) already at 20,000 K. At around 40,000 K these errors increase to $-10,000$ K and $+20,000$ K. At temperatures of 80,000 K, systematic underestimates of up to 20,000 K can occur. For 0.1 magnitude uncertainties (Figure 5), at temperatures of 30,000 K, overestimates of 20,000 K can occur, while at 80,000 K, underestimates reach 40,000 K. Adding $u$-band observations slightly decreases these errors, but not significantly.

In all of these cases, the reported fit uncertainties (dotted lines in the bottom panels of Figures 4 and 5) roughly encompass the error correctly. However, for blackbodies hotter than about 50,000 K, the fit uncertainties remain symmetric while the error is systematically toward underestimating the temperature (as expected when sampling a blackbody deep in its Rayleigh–Jeans tail). Similar results are seen for the Johnson–Cousins SEDs (Figures B4 and B5).

It is only when adding data from the Swift bands do the errors decrease significantly, and the fit uncertainties encompass the errors correctly at all temperatures.

---

**Table 1**

| Measured temperature | True temperature | For a gri-band measurement | For a BVRI-band measurement |
|----------------------|------------------|---------------------------|----------------------------|
| (10^3 K)             | (10^3 K)         | 0.05 mag uncertainty      | 0.1 mag uncertainty        |
|                      |                  | (10^3 K)                  | (10^3 K)                  |
| 5–10                 | 5.0±5.0          | 5.0±5.0                   | 10.0±10.0                 |
| 10–15                | 10.0±10.0        | 15.0±15.0                 | 15.0±15.0                 |
| 15–20                | 15.0±15.0        | 20.0±20.0                 | 20.0±20.0                 |
| 20–25                | 25.0±25.0        | 30.0±30.0                 | 30.0±30.0                 |
| 25–30                | 30.0±30.0        | 35.0±35.0                 | 35.0±35.0                 |
| 30–35                | 35.0±35.0        | 40.0±40.0                 | 40.0±40.0                 |
| 35–40                | 45.0±45.0        | 50.0±50.0                 | 50.0±50.0                 |
| 40–45                | 50.0±50.0        | 60.0±60.0                 | 60.0±60.0                 |
| 45–50                | 55.0±55.0        | 65.0±65.0                 | 65.0±65.0                 |
| 50–55                | 60.0±60.0        | 70.0±70.0                 | 70.0±70.0                 |
| 55–60                | 65.0±65.0        | 80.0±80.0                 | 80.0±80.0                 |

**Note.** Simulations only go up to 80,000 K. The true upper bound is likely much higher for measured temperatures above 40,000 K (the true temperature could actually be unbounded from above in certain regimes; see the text for details).

---

In all cases studied there are almost no differences between the two fitting methods.

### 4.2. The True Temperature Posterior For Optical Fits

Unfortunately, ultraviolet observations are expensive and not always possible. Therefore it desirable to know the correct uncertainty when measuring temperatures with optical data alone. This is essentially the action of inverting the top left plots of Figures 4, 5, B4, and B5.

In other words, assume we are only able to obtain gri-band data, we fit a blackbody to them, and we obtain a best-fit temperature of 30,000 K—what true temperatures could have led to that measurement, given a known magnitude uncertainty?

The answer to that question, for blackbodies fit to gri-band data with 0.05 magnitude uncertainties using the lightcurve_fitting method, is presented in Figure 6. So, for example, if we obtained a best-fit temperature in the range 30,000–35,000 K, the true temperature is indeed likely in that range, but could be as low as 20,000 K and there is a probability tail going up to and above 60,000 K (6th histogram from the bottom in Figure 6). The results are similar for BVRI-band data and when using the pysynphot method. These are shown, together with 0.1 magnitude uncertainty data, in Figure B10.

The 16th, 50th, and 84th percentiles of the true temperature distributions that produce a given measured temperature range are presented (as the median and lower and upper bounds) in Tables 1 (for the lightcurve_fitting method) and B1 (for the pysynphot method). The data behind these
distributions are publicly available on GitHub. Continuing our example where we obtained a best-fit temperature in the range 30,000–35,000 K by fitting gri-band data with 0.05 magnitude uncertainties, the true temperature could be between 25,000 K and 55,000 K (68% confidence bounds) with a median of 35,000 K. This is a large uncertainty, which needs to be taken into account when fitting hot blackbodies using optical data alone. It becomes especially important for optical-only measured temperatures \( \lesssim 25,000 \) K. Our results are truncated at 80,000 K because those are the highest temperatures we simulated, but it is evident from the flattening of the curve in the top left panels of Figures 4, 5, B4, and B5 that any optical measurement yielding a best-fit temperature of 60,000 K or above for 0.05 magnitude uncertainties, and 40,000 K or above for 0.1 magnitude uncertainties, actually sets only a lower limit on the true temperature.

### 4.3. Errors in Bolometric Luminosity Estimation

In many cases, the blackbody temperature \( T \) and radius \( R \) are used to estimate the bolometric luminosity through \( L_{\text{bol}} = 4\pi R^2 \sigma_{SB} T^4 \) (with \( \sigma_{SB} \) the Stephan–Boltzmann constant). One would expect that large errors in the temperature would translate to order-of-magnitude errors in the bolometric luminosity. However, as seen in the example fits in Figure 2, there is typically an anticorrelated degeneracy between the temperature and radius, which cancels some of the error in each parameter when estimating the bolometric luminosity.

Figure 7 shows the ratio between the measured bolometric luminosity and the true bolometric luminosity at various temperatures for different SEDs as noted, using photometric uncertainties of 0.05 magnitudes (left) and 0.1 magnitudes (right). The solid lines use the bolometric luminosity calculated from the ensemble median best-fit temperature and radius, and the shaded regions denote the ensemble 16th–84th percentile range.

![Figure 7](https://github.com/arcavi/bb_sims)

5. Summary and Conclusions

When limited to optical data, large errors in blackbody temperatures can occur, reaching \( \sim 10,000 \) K at 30,000–40,000 K (depending on the measurement uncertainties). Beyond 40,000–60,000 K it is only possible to obtain lower limits on the true temperature. It is important to consider these
errors whenever an optical measurement yields a temperature \( \geq 25,000 \text{ K} \). We calculate realistic uncertainties for such measurements and present them in Tables 1 and B1. These results refer to fits using log-uniform priors. Uniform priors produce even less precise results, and are not discussed further. Underestimating the photometric uncertainties by a factor of two has almost no effect on the results (especially when using the `lightcurve_fitting` package).

Despite the large errors in temperature measurements of hot blackbodies with optical data alone, the error on the bolometric luminosity calculated from such fits is not orders of magnitude as one might naively expect from the \( L_{\text{bol}} \propto T^4 \) dependence. Temperature overestimations partially cancel with radius underestimations (and vice versa), producing bolometric luminosity errors up to factors of 3–5 in 68% of cases. Adding ground-based ultraviolet observations reduces these errors somewhat, but space-based ultraviolet observations are required to reduce these errors significantly to less than a few hundred K in temperature and 10%–20% in bolometric luminosity.

There are no major differences between the results obtained when using the `pysynphot` method compared to the `lightcurve_fitting` method. However, the `lightcurve_fitting` method is significantly faster.

Our results relate to pure and single blackbodies. Departures from such spectra due to absorption and emission features, extinction, or other types of underlying spectra altogether, will induce even larger errors. In addition, errors in distance estimation will cause errors in determining the blackbody radius, which in turn will cause errors in determining the bolometric luminosity. Given the degeneracy between temperature and radius fitting, distance errors could cause additional errors also in temperature determination.

Observations in the ultraviolet, currently possible in large numbers only with the Swift observatory, and soon also with the Ultraviolet Transient Astronomy Satellite (ULTRASAT; Sagiv et al. 2014), are crucial for constraining the emission properties, and hence physics, of high-temperature astrophysical objects and events. When ultraviolet observations are not available, it is important to be aware of the uncertainties quantified here.

We thank G. Hosseinzadeh for assistance in using the `lightcurve_fitting` package and for helpful comments, and D. A. Howell for helpful comments. I.A. is a CIFAR Azrieli Global Scholar in the Gravity and the Extreme Universe Program and acknowledges support from that program, from the European Research Council (ERC) under the European Unions Horizon 2020 research and innovation program (grant agreement number 852097), from the Israel Science Foundation (grant number 2752/19), from the United States–Israel Binational Science Foundation (BSF), and from the Israeli Council for Higher Education Alon Fellowship.

Software: PySynphot (STScI Development Team 2013), Lightcurve_Fitting (Hosseinzadeh & Gomez 2021), emcee (Foreman-Mackey et al. 2013).

### Appendix A

**Differences in Synthetic Magnitudes Generated by the Two Packages**

We generate synthetic magnitudes for blackbodies with a radius of 1000\( R_{\odot} \) and temperatures of 5000, 10,000, 20,000, 30,000 and 60,000\( \text{K} \) using both the `pysynphot` and `lightcurve_fitting` packages. Figure A1 shows the differences in magnitudes generated by the two methods.

Some of these differences may be due to different filter response curves used by each package. However, the largest differences (up to 0.2 magnitudes for some temperatures) are seen in the w2 band even though both packages use the same Breeveld et al. (2011) response curves for the Swift w1, m2, and w2 bands. Therefore there are likely other factors responsible for these inconsistencies.

### Appendix B

**Results and Analysis for Additional Scenarios**

We present in Figures B1, B2, and B3 our prior comparison results for the SDSS SEDs with 0.1 magnitude errors and the Johnson–Cousins SEDs with both the 0.05 and 0.1 magnitude errors. The results are similar to those presented and analyzed in

| Measured temperature (\(10^3 \text{ K} \)) | 0.05 mag uncertainty (\(10^3 \text{ K} \)) | 0.1 mag uncertainty (\(10^3 \text{ K} \)) | 0.05 mag uncertainty (\(10^3 \text{ K} \)) | 0.1 mag uncertainty (\(10^3 \text{ K} \)) |
|---|---|---|---|---|
| 5–10 | 5.0\(+5.0\) 5.0\(+5.0\) | 5.0\(+5.0\) 5.0\(+5.0\) | 5.0\(+5.0\) 5.0\(+5.0\) |
| 10–15 | 10.0\(+5.0\) 10.0\(+5.0\) | 10.0\(+5.0\) 10.0\(+5.0\) | 10.0\(+5.0\) 10.0\(+5.0\) |
| 15–20 | 15.0\(+5.0\) 15.0\(+10.0\) | 15.0\(+5.0\) 20.0\(+5.0\) | 15.0\(+5.0\) 20.0\(+5.0\) |
| 20–25 | 25.0\(+5.0\) 25.0\(+10.0\) | 25.0\(+5.0\) 25.0\(+10.0\) | 25.0\(+5.0\) 25.0\(+10.0\) |
| 25–30 | 30.0\(+5.0\) 30.0\(+15.0\) | 30.0\(+5.0\) 25.0\(+10.0\) | 30.0\(+5.0\) 25.0\(+10.0\) |
| 30–35 | 35.0\(+5.0\) 35.0\(+20.0\) | 35.0\(+5.0\) 35.0\(+15.0\) | 35.0\(+5.0\) 35.0\(+15.0\) |
| 35–40 | 40.0\(+5.0\) 40.0\(+25.0\) | 35.0\(+5.0\) 40.0\(+20.0\) | 40.0\(+5.0\) 40.0\(+20.0\) |
| 40–45 | 45.0\(+5.0\) 45.0\(+30.0\) | 45.0\(+5.0\) 50.0\(+20.0\) | 45.0\(+5.0\) 50.0\(+20.0\) |
| 45–50 | 50.0\(+5.0\) 50.0\(+35.0\) | 45.0\(+5.0\) 50.0\(+25.0\) | 50.0\(+5.0\) 50.0\(+25.0\) |
| 50–55 | 55.0\(+5.0\) 55.0\(+40.0\) | 55.0\(+5.0\) 55.0\(+30.0\) | 55.0\(+5.0\) 55.0\(+30.0\) |
| 55–60 | 60.0\(+5.0\) 60.0\(+45.0\) | 55.0\(+5.0\) 55.0\(+35.0\) | 55.0\(+5.0\) 55.0\(+35.0\) |
| 60–65 | 65.0\(+5.0\) 65.0\(+50.0\) | 60.0\(+5.0\) 60.0\(+40.0\) | 60.0\(+5.0\) 60.0\(+40.0\) |
| 65–70 | 70.0\(+5.0\) 70.0\(+55.0\) | 65.0\(+5.0\) 65.0\(+45.0\) | 65.0\(+5.0\) 65.0\(+45.0\) |
| 70–75 | 75.0\(+5.0\) 75.0\(+60.0\) | 65.0\(+5.0\) 65.0\(+50.0\) | 65.0\(+5.0\) 65.0\(+50.0\) |
| 75–80 | 80.0\(+5.0\) 80.0\(+65.0\) | 70.0\(+5.0\) 70.0\(+55.0\) | 70.0\(+5.0\) 70.0\(+55.0\) |

**Figure A1.** Differences in blackbody absolute magnitudes generated by the two packages used here (pysynphot and lightcurve_fitting) for various bands at various temperatures.
in the main text for the SDSS SEDs with 0.05 magnitude errors.

We present in Figures B4 and B5 our full simulation results for the Johnson–Cousins SEDs using the log-uniform priors. The results are similar to those presented and analyzed in the main text for the SDSS SEDs with the same priors.

In Figures B6–B9 we present the full simulation results for the fits with uncertainties underestimated by a factor of two. We find no major differences compared to the fits with correctly estimated uncertainties, except that the uncertainties in the fitted temperature are underestimated when using the pysynphot method.

The posterior distributions of true temperatures that produce various measured temperatures for the different optical SEDs, assumed magnitude uncertainties, and methods (using log-uniform priors) are shown in Figure B10. The median and 1σ
Figure B4. Same as Figure 4 but for Johnson–Cousins bands.

Figure B5. Same as Figure 4 but for Johnson–Cousins bands and using simulated measurement uncertainties of 0.1 magnitudes.
Figure B6. Same as Figure 4 but for fits with uncertainties underestimated by a factor of two.

Figure B7. Same as Figure B6 but using simulated measurement uncertainties of 0.1 magnitudes.
Figure B8. Same as Figure B6 but for Johnson–Cousins bands.

Figure B9. Same as Figure B6 but for Johnson–Cousins bands and using simulated measurement uncertainties of 0.1 magnitudes.
Figure B10. Same as Figure 6 but for both methods as shown in the legend, for both SDSS and Johnson–Cousins optical bands, and various magnitude uncertainties, as shown in the titles.
bounds of these distributions for the pysynphot method are presented in Table B1.

The bolometric luminosity errors for the Johnson–Cousins SEDs (assuming log-uniform priors) are presented in Figure B11. These results are similar to the results presented in the main text for the SDSS SEDs using the same priors.
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**Figure B11.** Same as Figure 7 but for Johnson–Cousins bands using 0.05 magnitude (left) and 0.1 magnitude (right) simulated measurement uncertainties.