Resolution doubling with a reduced number of image acquisitions
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Abstract: Structured illumination technique enhances the lateral resolution by projecting non-uniform intensity patterns on a sample. In a typical implementation, three lateral phase shifts (0, 2π/3, 4π/3) are needed for each orientation of the sinusoidal pattern, and 3 different orientations are needed to double the bandwidth isotopically in the Fourier domain. To this end, 9 incoherent images are needed in the acquisition process. In this paper, we discuss an imaging strategy for the structured illumination technique and demonstrate the use of a modified incoherent Fourier ptychographic procedure for reducing the number of acquisitions. In the first implementation, we used complementary sinusoidal patterns for sample illumination. We show that, the number of lateral phase shifts can be reduced from 3 to 2 for each orientation of the sinusoidal pattern and the total number of image acquisitions can be reduced to 6 with 3 orientations. In the second implementation, we further reduce the number of image acquisitions to 4. We also show that, the resolution-doubled image can be recovered even with unknown phases of the sinusoidal patterns. We validate the proposed imaging procedure with non-fluorescence samples. The reported approach may shorten the acquisition time of super-resolution imaging and reduce phototoxicity of biological samples.
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### 1. Introduction

Improving the lateral resolution beyond the diffraction limit remains an important challenge in optical imaging. To achieve this goal, it is possible to use non-uniform patterns for sample illumination and combine multiple acquisitions for super-resolution image recovery. Frequency mixing between the sample and the non-uniform illumination pattern modulates the high-frequency components to the passband of the collection optics. Therefore, the recorded images contain sample information that is beyond the limit of the employed optics.

Conventional structured illumination microscopy (SIM) employs sinusoidal patterns for sample illumination [1–3]. In a typical implementation, three different lateral phase shifts (0, $2\pi/3$, $4\pi/3$) are needed for each orientation of the sinusoidal pattern and 3 different orientations are needed to double the bandwidth isotopically in the Fourier domain. Other commonly used non-uniform patterns in structured illumination technique include known/unknown speckles [4–9] and point-array patterns [10–12]. Depending on the properties of the non-uniform patterns, different digital processing algorithms can be used to recover the super-resolution sample image [1, 4–6, 8, 10, 13], including the direct matrix inversion using 3 lateral phase shifts [1], minimization of a cost function using unknown speckles [4], Bayesian estimation [7, 13], phase retrieval [6, 8], pixel reassignment [11, 12], and etc. In particular, Bayesian estimation has been demonstrated for SIM with a reduced number of raw images [13]. The capability of bypassing the diffraction limit has made structured illumination technique a popular tool for sub-diffraction imaging, enabling microscopy with high spatiotemporal resolution and reduced phototoxicity [14].

Recently, Fourier ptychography (FP) has been demonstrated for resolution improvement in coherent microscopy settings [15]. We note that, the original FP is a coherent imaging approach and uses oblique-angle illumination for expanding the frequency support. The SIM, however, is an incoherent approach and is able to achieve true super-resolution that cannot be reach by any single oblique illumination [16]. In this paper, we discuss an imaging strategy for the structured illumination technique and demonstrate the use of a modified incoherent Fourier ptychographic (FP) procedure [5, 17] for reducing the number of image acquisitions. In the first implementation, we used complementary sinusoidal patterns for sample illumination. We show that, the number of lateral phase shifts can be reduced from 3 to 2 for each orientation of the sinusoidal pattern and the total number of image acquisitions can be reduced to 6 with 3 orientations. In the second implementation, we further reduce the number of image acquisitions to 4. We also show that, the resolution-doubled image can be recovered even with unknown phases of the sinusoidal patterns. This paper is structured as follows: in section 2, we will discuss the use of complementary patterns for sample illumination. In section 3, we will demonstrate SIM recovery with 4 frames. In section 4, we will report the experimental results. Finally, we will summarize the results and discuss the future directions.
2. Complementary illumination patterns with maximum modulation strength

We propose two design guidelines for the structured illumination technique: 1) the summation of illumination patterns should be a constant for uniform modulation in the spatial domain; 2) the energy of the illumination patterns should locate at the edge of the frequency cutoff in the Fourier domain for maximizing the modulation strength.

We first review the conventional SIM based on these two design guidelines. In a typical implementation of SIM, we use three different lateral phase shifts \((0, 2\pi/3, 4\pi/3)\) for the sinusoidal illumination patterns and capture three corresponding sample images. These three images are then used to decouple the Fourier spectrum copies of \(0, +1,\) and \(-1\) orders [1]. By putting these three spectrum copies to their corresponding positions in the Fourier space, we can double the passband along the direction that is perpendicular to the sinusoidal pattern, as shown in Fig. 1. Figure 1(a) shows a sample image under uniform illumination and its corresponding frequency support in the Fourier space. Figure 1(b1) shows the three illumination patterns with three different lateral phase shifts \((0, 2\pi/3, 4\pi/3)\). Figure 1(c1) shows the recovered resolution-doubled image and the corresponding frequency support.

It is obvious that, the summation of the 3 phase-shifted sinusoidal patterns is a constant in the conventional SIM implementation. Therefore, the modulation is uniform in the spatial domain. In addition, the sinusoidal pattern provides maximum modulation strength as it contains two delta peaks at the frequency cutoff in the Fourier domain. However, the three phase shifts in the conventional SIM may not be necessary, as the Fourier spectrum copies of \(+1\) and \(-1\) orders contains the same information. We argue that, we can simply use \(0\) and \(\pi\) phase shifts for modulating the sample image, as shown in Fig. 1(b2). In this case, the summation of the illumination patterns is a constant and the patterns also provide maximum modulation strength for the sample, in accord with the design guidelines.

To recover the resolution-doubled image from the two modulated images with \(0\) and \(\pi\) phase shifts, we propose to use an empirical Fourier ptychographic procedure modified from the previous approaches [5, 17]. We have the following definitions for modeling the image formation and recovery process: the high-resolution sample image \(I_{\text{obj}}\), the sinusoidal illumination pattern \(P_n\) \((n = 1, 2)\) with two phase shifts, the diffraction-limited measurement \(I_n\) \((n = 1, 2)\), and the point spread function (PSF) of the employed optics. The forward imaging model can be described as follows:

\[
I_n = \text{PSF} \ast (I_{\text{obj}} \cdot P_n),
\]

Fig. 1. Comparison between a typical SIM implementation and the proposed approach using a minimum number of complementary illumination patterns. (a) The sample image under uniform illumination and its corresponding frequency support. (b1) Conventional SIM implementation with 3 lateral phase shift. (b2) The proposed approach using two complementary illumination patterns. (c1-c2) The corresponding super-resolution recoveries.
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where ‘*’ stands for convolution. The goal of the reported procedure is to recover $I_{\text{obj}}$ from the 2 measurements $I_n (n = 1, 2)$. The recovery process begins with an initial guess of high-resolution sample image, $I_{\text{obj}} = I_1 + I_2$. This initial guess is then multiplied with one of the illumination sinusoidal patterns $P_n$ to generate a target image in the spatial domain: $I_n = I_{\text{obj}} \cdot P_n$. The target image $I_n$ is then updated with the measurement $I_n$ with:

$$I_{\text{updated}}^n = I_n + \text{deconvwnr}(I_n - PSF^*I_n),$$

where ‘deconvwnr’ stands for Wiener deconvolution. The updated target image is then used to update the initial guess as follows:

$$I_{\text{obj}}^\text{updated} = I_{\text{obj}} + \frac{P_n}{\max(P_n)^2} \cdot (I_{\text{updated}}^n - I_{\text{obj}} \cdot P_n),$$

Equation (2) and (3) are repeated for the two measurements iteratively and the entire process is terminated until convergence, which can be measured by the difference between two successive recoveries. In a practical implementation, we can simply terminate it with a predefined loop number, typically 50-400. Different from the previous reported Fourier ptychographic approach [5], the reported procedure is performed at the spatial domain and the use of deconvolution is able to capture the noise characteristics and improve the convergence performance (Fig. 3(c)). Figure 1(c2) shows the recovered image using the above procedures.

3. Resolution doubling using 4 frames

In the previous section, we have discussed the use of 2 complementary patterns for resolution doubling in one direction. In a typically implementation, we need to double the resolution isotopically in the Fourier domain, and thus, at least 3 different orientations of the sinusoidal patterns are needed (totally 6 acquisitions are needed). Here, we propose to further reduce the number of image acquisitions to 4 by using the illumination patterns shown in Fig. 2.

The choice of these 4 illumination patterns is not trivial. The first two commentary patterns (Fig. 2(a1) and (a2)) provide uniform modulation for the sample (no dark region) and the summation of these two images forms a good initial guess for the high-resolution sample image. If we only use one pattern from Fig. 2(a1)-(a2) and the two patterns with other orientations (totally three images), there are ‘dark’ regions on the sample that cannot be modulated, leading to artifacts in the recovery process.

![Fig. 2. The proposed 4 illumination patterns for resolution doubling in the structured illumination technique. (a1)-(a2) The two complementary patterns (with 0 and $\pi$ shifts) for uniform sample modulation (also see Fig. 3(d)). (b)-(c) Patterns with two other orientations for expanding the bandwidth along two other directions.](image-url)

Figure 3 summarizes the simulation performance of the reported approach. Figure 3(b1) shows the results using the conventional three-phase-shifted technique and the 9-frame recovery with direct matrix inversion. Figure 3(b2) shows the results using two-phase-shifted complementary patterns and the 6-frame Fourier ptychographic recovery. Figure 3(b3) shows the results corresponding to the 4 illumination patterns in Fig. 2. In this simulation, we used both the mean-square-error (MSE) and structural similarity (SSIM) index to compare the
imaging performances. We can see that, the reported 4-frame, 6-frame approaches have similar performances as the conventional 9-frame SIM. Figure 3(c) shows the convergence performance between the spatial-domain (this paper) and the Fourier domain [5] implementations, where the reported approach enables a higher convergence speed. Figure 3(d) shows the phase difference between the two complementary patterns as a function MSE performance. We can see that, the performance gradually degrades as the phase difference differs from 180 degree.

In a practical implementation, we may not know about the absolute phases of the illumination patterns. To address this issue, we can use random phases as the initial guesses for the 4 sinusoidal patterns and use the following procedures to recover the unknown phases in the iterative recovery process. We first add one more step to update the illumination pattern following the updating step of Eq. (3):

$$P_{n}^{\text{updated}} = P_{n} + \frac{I_{\text{obj}}}{\max (I_{\text{obj}})} \cdot \left( I_{\text{in}}^{\text{updated}} - I_{\text{obj}} \cdot P_{n} \right), \quad (4)$$

The updated illumination pattern from Eq. (4) is then fitted to a sinusoidal pattern with an updated phase. Figure 4 shows the recovered phases of the 4 sinusoidal patterns. We can see that, they all converge to the ground truth after 500 loops and the recovered phases are accurate (~0.0014 λ error) even with different levels of simulated noises.

Fig. 4. Recovery of unknown phases of the illumination patterns.
4. Experimental validations

To validate the reported imaging procedure, we performed an experiment using a photographic lens for image acquisition and a video projector (with digital mirror device) for projecting different patterns on the sample. Figure 5(a) shows the setup of the experiment. Figure 5(b) shows the diffraction-limited sample image captured under uniform illumination. We then projected different patterns on the sample and used the corresponding acquisitions to recover the resolution-doubled sample image. Figure 5(d) shows one of raw image, and Fig. 5(e-f) show the recovered resolution-doubled images using 4 frames and 6 frames. The corresponding line traces are shown in Fig. 5(g). In Fig. 6, we further demonstrated the performance of the reported approach using a dollar bill and a color object. These two experimental demonstrations validate the effectiveness of the reported imaging procedure.

![Experimental setup and results](image)

**Fig. 5.** (a) The experimental scheme, similar to the epi-illumination mode in microscopy. (b) The diffraction-limited sample image captured under uniform illumination. (c) The deconvolved image of (b). (d) The captured image under the sinusoidal pattern illumination, with ~2% noise. The resolution-doubled images using 4-frame (e) and 6-frame (f) recovery schemes (400 loops). (g) Line traces of the images.

![Experimental validation](image)

**Fig. 6.** Experimental validation of the reported recovery approach using a dollar bill and a color object. (a) The diffraction-limited sample image captured under uniform illumination. (b) The deconvolved image of (a). The resolution-doubled images using 4-frame (c) and 6-frame (d) recovery schemes.

5. Discussion and conclusion

We have discussed an imaging procedure for resolution doubling with a reduced number of image acquisitions. The key contributions of this paper are three folds: 1) we propose the use of complementary patterns with maximum modulation strength for the structured illumination technique. In particular, we propose to use 4 sinusoidal patterns for resolution doubling. Two for uniform modulation and forming a good initial guess; other two for resolution improvement along other directions. 2) We report a modified ptychographic procedure that is based on spatial operations and use Wiener deconvolution to better capture the noise.
characteristics and improve the convergence performance. 3) We demonstrate a simple process for estimating the unknown phases of the illumination patterns. In summary, the reported imaging procedure is easy to implement and may find board applications in high-speed super-resolution imaging.

We note that, the use of deconvolution in the reported Fourier ptychographic procedure require the use of signal to noise (SNR) ratio as an input parameter. A higher SNR input leads to faster convergence but also amplifies the noise. In practice, we can simply choose a low SNR ratio (for example, 0.5 from our experiments) as the input and use more iterations for solution convergence. The choice of the best SNR ratio for the reported procedure is a future direction that requires more research. Finally, the reported approach can also be extended to tackle 3D sample for fluorescence imaging; work along this direction is in progress.
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