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Abstract: Transfer learning is a pervasive technology in computer vision and natural language processing fields, yielding exponential performance improvements by leveraging prior knowledge gained from data with different distributions. However, while recent works seek to mature machine learning and deep learning techniques in applications related to wireless communications, a field loosely termed radio frequency machine learning, few have demonstrated the use of transfer learning techniques for yielding performance gains, improved generalization, or to address concerns of training data costs. With modifications to existing transfer learning taxonomies constructed to support transfer learning in other modalities, this paper presents a tailored taxonomy for radio frequency applications, yielding a consistent framework that can be used to compare and contrast existing and future works. This work offers such a taxonomy, discusses the small body of existing works in transfer learning for radio frequency machine learning, and outlines directions where future research is needed to mature the field.
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1. Introduction

The past several years has observed a rise in the application of machine learning (ML) and deep learning (DL) techniques to the wireless communications domain for applications including spectrum awareness, cognitive radio, and networking. Such techniques, loosely defined radio frequency machine learning (RFML) [1], provide increased performance and flexibility while reducing pre-processing and pre-defined expert features when compared to traditional signal processing techniques [2–4]. The vast majority of these RFML works train ML/DL models from random initialization, and use supervised learning techniques. Such an approach assumes the availability of a large corpus of labeled training data, which is representative of anticipated observations once deployed, including radio frequency (RF) hardware variations and channel effects. When this assumption breaks down, existing works have shown limited ability to generalize to new hardware effects and channel conditions. That is, if the hardware effects and/or channel conditions stray outside of those represented in the training data, performance drops severely. For example, preliminary results given in [5] showed that the performance of convolutional neural network (CNN) and long short-term memory (LSTM)-based automatic modulation classification (AMC) algorithms trained on data from a single transmitter/receiver pair not only varied significantly across different transmitter/receiver pairs but also dropped by as much as 8% when tested on augmented data captured from other transmitter/receiver pairs. Furthermore, results in [6] showed that a CNN-based specific emitter identification (SEI) model learned to correlate channel distortions with emitters, rather than learning the characteristics of the emitters themselves, and consequently performed poorly under different channel conditions.
Transfer learning (TL) aims to overcome these obstacles by utilizing prior knowledge gained from a source domain and task to improve performance of a model for a “similar” target domain and task, when compared to training only on the target domain and task from random initialization (Figure 1). Although the term “similar” is ill-defined, the use of TL techniques has resulted in exponential growth in fields such as computer vision (CV) and natural language processing (NLP), demonstrating a wealth of performance gains that have yet to be fully utilized in RFML [7].

While TL methods are beneficial in a wide variety of learning scenarios, TL shines when sufficient training data are not available in the target domain, yet similar source data are available from which knowledge of the target domain/task can be gleaned. Therefore, TL provides an avenue for increased performance with reduced captured training data and for using trained models across a wider variety of hardware platforms and channel conditions without retraining. For example, large captured training datasets have been shown to yield the greatest performance, but require several orders of magnitude more time to create when compared to synthetic and augmented datasets [8]. TL may enable comparable performance with less captured training data by using prior knowledge gained from synthetic, augmented, or other captured training datasets. Furthermore, unlike in the fields of CV or NLP, TL is likely a requisite technology for realizing online and distributed RFML algorithms, as behavior learned on one platform will be distinctly impacted by RF hardware and will, therefore, vary from platform to platform.

While several TL taxonomies and surveys can be found in the literature which examine TL more generally [9,10] and in the context of specific modalities or learning paradigms such as CV [11,12], NLP [7], and reinforcement learning (RL) [13], no studies to our knowledge...
have examined TL in the context of RFML. In contrast, this work offers a domain-specific TL taxonomy for RFML that provides a framework for comparing and contrasting existing works and underscores unique facets of RFML, which may warrant deliberate TL algorithm design and yield significant performance gains. In addition, this work surveys the small body of existing works and suggests directions for future research.

This paper is organized as follows: Section 2 provides the requisite notation and definitions used in the remainder of the work, background for why TL is necessary to accelerate research in RFML, and examples of how the terms domain and task can be interpreted in an RFML context. In Section 3, we briefly discuss the general TL from which our RFML-specific taxonomy is derived. Next, Section 4 presents RFML-specific TL taxonomy, discusses specific motivations for RFML TL applications, and highlights the adaptations made to the general taxonomy introduced previously. Moreover, in this section, we survey the small body of existing works in TL for RFML, discuss the methods used to achieve transfer in these works, and highlight initial trends observed across the works. Section 5 outlines a few key suggested directions for future research in TL for RFML outside of algorithmic development. Finally, Section 6 concludes the study.

2. Definitions

The term RFML has been used in the literature to describe any application of ML to the RF domain, including cognitive radio applications and approaches relying on classical signal processing techniques and expert-defined feature extraction [14]. However, in this work, we narrow the scope of works discussed to align with the first definition of RFML in [1] and those used in [14]. More specifically, we define RFML to be approaches, techniques, and works aimed at reducing the use of expert-defined features and the amount of prior knowledge needed for the intended RF application, and we primarily discuss DL-based works that use raw RF input. As discussed further in Section 4, TL has been used more in the context of cognitive radio and/or expert feature-based algorithms but has been used very little in the context of RFML, as defined here.

As commonly accepted in the literature, this work uses the TL notation introduced in [9]: A domain \( D = \{X, P(X)\} \) comprises input data \( X \) and the marginal probability distribution over data \( P(X) \), where \( X = \{x_1, \ldots, x_n\} \subseteq \mathcal{X} \) and where \( \mathcal{X} \) denotes the input space. The task \( T = \{Y, P(Y|X)\} \) comprises the label space \( Y \), and conditional probability distribution \( P(Y|X) \) learned from the training data pairs \( \{x_i, y_i\} \) such that \( x_i \in \mathcal{X} \) and \( y_i \in Y \). Generally, for RFML, the domain consists of RF hardware and channel environment, and the task comprises the application being addressed, including the range of possible outputs. Example elements of RFML domains and RFML tasks are provided in Table 1.

| Domain Elements       | Tasks                      |
|-----------------------|----------------------------|
| • SNR                 | • \( n \)-class AMC       |
| • AWGN                | • SEI                      |
| • Ricean Fading       | • Localization            |
| • Multipath Effects   | • Signal Detection         |
| • Doppler             | • End-to-End Communications|
| • Bandwidth           | • SNR Estimation           |
| • Sample Rate         | • IQ Imbalance Estimation  |
| • Noise Floor         | • Signal Compression       |
| • IQ Imbalance        |                           |
| • Phase Imbalance     |                           |
| • Non-linear distortion|                           |

Table 1. Example RFML domain elements and tasks.

The source domain and task, denoted \( D_S = \{X_S, P(X_S)\} \) and \( T_S = \{Y_S, P(Y_S|X_S)\} \), are those defined during the initial training process. That is, the source domain and task describe initial training data and labels. The target domain and task are denoted \( D_T = \{X_T, P(X_T)\} \) and \( T_T = \{Y_T, P(Y_T|X_T)\} \), and they describe the intended use-case of
the trained ML model. Note that labeled data may or may not be available for the target domain and task or may only be available in limited quantities.

Traditional supervised ML techniques assume that \( D_S = D_T \) and \( T_S = T_T \) [9], allowing direct transfer to be employed with success. That is, we can use the model trained for the source domain and task for the target domain and task with no modification. However, in the context of RFML, inherent hardware variations and channel effects all but guarantee that \( D_S \neq D_T \), unlike in the fields of CV and NLP. TL is motivated by this mismatch between the source and target domains and/or tasks, inhibiting direct transfer. More specifically, the aim of TL is to leverage the knowledge \( P(Y_S|X_S) \) obtained using \( D_S \) and \( T_S \) to improve the performance of \( P(Y_T|X_T) \) on \( D_T \) and \( T_T \) [9].

TL is feasible because a model trained on a source domain and task has learned generic knowledge about the structure of raw RF signals through the source domain/task, which may be used as prior knowledge to solve the target task. The utility of these previously learned features for solving the target task is dependent on the “similarity” between the source and target tasks and domains. On the one hand, the learned features used to perform AMC on a low cost IoT transceiver are likely quite similar to those used to perform AMC on a high cost military-grade transceiver. On the other hand, the learned features used to perform AMC are likely different from those learned when performing SEI. As mentioned previously, the “similarity” between the source and target domains/tasks is not well-defined, but can be thought of as a continuous two-dimensional spectrum, depicted in Figure 2, and dictates the success of TL.
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**Figure 2.** The two-dimensional spectrum of “similarity” between source and target domains and tasks, with the origin (a) representing the same task and domain. For clarity, the settings that describe (a–i) are provided in Table 2.
Table 2. The settings that describe points (a–i) on the two-dimensional spectrum of “similarity” between source and target domains and tasks shown in Figure 2.

| Setting | Description |
|---------|-------------|
| (a)     | The traditional ML setting where the source and target domains and tasks are the same. The TL setting in which learned features from one domain are used to support performing the same task in a second domain. For example, using features learned to perform AMC in an AWGN channel to support performing AMC in a fading channel. |
| (b)     | The setting in which source and target domains are so dissimilar that TL is unsuccessful, despite the source and target tasks being the same. The TL setting in which learned features from one task are used to support a second task, while the source and target domains are the same. For example, using features learned to perform AMC to support SEI with the source and target domains being the same. |
| (c)     | Likely the most challenging TL setting in which learned features from one domain and task are used to support performing a second task in a new domain. For example, using features learned to perform AMC in an AWGN channel to support performing SEI in a fading channel. |
| (d)     | The setting in which source and target domains are so dissimilar that TL is unsuccessful, although the source and target tasks are somewhat similar. |
| (e)     | The setting in which source and target tasks are so dissimilar that TL is unsuccessful, despite the source and target domains being the same. |
| (f)     | The setting in which source and target tasks are so dissimilar that TL is unsuccessful, despite the source and target domains being somewhat similar. |
| (g)     | The setting in which both source and target tasks and domains are dissimilar, preventing the use of successful TL. |

To frame this discussion, consider the following four scenarios and examples in which $D_S \neq D_T$ and/or $T_S \neq T_T$ can occur:

1. $P(Y_S|X_S) \neq P(Y_T|X_T)$—the source and target tasks have different conditional probability distributions. This most commonly manifests in the form of unbalanced datasets, where a subset of classes has more examples in the source dataset than the target dataset or vice versa. A simple example might be transferring an AMC model between two datasets, both of which only contain BPSK and QPSK signal types. However, the source dataset contains 70% BPSK signals and 30% QPSK signals, while the target dataset contains 30% BPSK signals and 70% QPSK signals.

2. $Y_S \neq Y_T$—the source and target tasks have different label spaces. For example, the target task contains an additional output class (i.e., for an AMC algorithm, and the source task is a binary BPSK/QPSK output set, while the target task includes a third noise-only class). Alternatively, the target task may be completely unrelated and disjoint from the source task (i.e., the target task is to perform SEI, while the source task was to perform AMC); therefore, the label spaces are also disjoint.

3. $P(X_S) \neq P(X_T)$—the source and target domains have different data distributions. An example of such a scenario includes a transfer of models from one channel environment to another, as described further in Section 4.1.1.

4. $X_S \neq X_T$—the source and target feature spaces differ. An example includes performing SEI using the same set of known emitters but using different modulation schemes in the source and target domain.

These scenarios are not mutually exclusive. That is, for any given TL setting, several of the above scenarios may be encountered. For example, when $Y_S \neq Y_T$ (Scenario 2) and/or $P(X_S) \neq P(X_T)$ (Scenario 3), the source and target tasks typically also have different conditional probability distributions (Scenario 1).

3. Related TL Taxonomies

Before presenting a TL taxonomy for RFML in the next section, we overview the general TL taxonomy presented in [9] from which our taxonomy builds. This taxonomy, or
some adaptation thereof, is used in a number of fields including NLP [7] and CV [11]. While there are a number of ways to categorize TL problems, refs. [9,10] categorizes the broad field of TL into three sub-fields—unsupervised, inductive, and transductive—each characterized by the availability of training data in the source and/or target domains and whether or not the source and target tasks differ.

In unsupervised TL, no labeled data are available in either the source and target domains. The source and target tasks can be the same or different. Inductive TL settings are characterized by the availability of labeled data in the target domain, when the source and target tasks differ. Labeled data may or may not be available in the source domain. Inductive TL is further broken out into the following:

- **Self-taught** methods that address settings where no labeled data are available in the source domain;
- **Multitask learning** that assumes the availability of labeled data in both the source and target domains and in which the source and target tasks are learned simultaneously;
- **Sequential learning**, which also assumes the availability of labeled data in both the source and target domains; however, the source task/domain is learned first and the target task/domain is learned second.

It should be noted that sequential learning was not included in the taxonomy presented by [9] but was detailed in [7], as it is an oft-utilized approach in the DL literature and a critical component of the meta-learning, lifelong learning, and representation learning fields.

In transductive TL settings, no labeled data are available in the target domain, while the source and target tasks are the same. Transductive TL is further broken out into the following:

- **Domain adaptation**, under which the source and target domains differ;
- **Sample selection bias**, also known as covariance shift, which refers to when both source and target domains and tasks are the same, but the source and/or target training dataset may be incomplete or small.

4. An RFML-Specific Taxonomy

The proposed TL taxonomy for RFML is shown in Figure 3 and is adapted from the general taxonomy discussed previously to contain TL contexts most relevant to the current state-of-the-art RFML algorithms. More specifically, given the limited use of unsupervised and self-supervised algorithms in RFML literature, this taxonomy assumes the availability of some labeled data in both source and target domains, although the size of these labeled datasets may be limited. This restricts the discussion herein to inductive TL techniques. However, this taxonomy can easily be expanded to include transductive TL techniques, as needed.

In addition to limiting the discussion to inductive TL techniques, three key changes have been made specific to the RF domain: First, while domain adaptation is considered a transductive TL approach in the general taxonomy of [9], we consider inductive TL techniques for the purpose of domain adaptation. That is, we discuss domain adaptation approaches that make use of the labeled source as well as target data. Second, similarly to the RL TL taxonomy presented in [13], the area of domain adaptation is further divided into three categories: environment adaptation, platform adaptation, and environment platform co-adaptation. This alteration specifies the type of domain change and highlights that an environmental shift (i.e., a channel change) is vastly different than a change in transmitter or receiver hardware, as described further in the subsequent subsections. Third, similarly to [7], sequential learning is included in this taxonomy to provide a counterpart to multitask learning. For the sake of clarity, representative examples for each TL setting are described in Table 3 and are expounded upon in the following subsections with parallels drawn to other modalities where appropriate.
**Figure 3.** The proposed TL taxonomy for RFML.

**Table 3.** Representative examples for TL settings in RFML.

| TL Setting               | Use Case                                                                 | Source Domain                        | Source Task                      | Target Domain                          | Target Task                      |
|-------------------------|--------------------------------------------------------------------------|--------------------------------------|----------------------------------|----------------------------------------|----------------------------------|
| Environment Adaptation  | Move a Tx/Rx pair equipped with an AMC model from an empty field to a city center | Single Tx/Rx pair, AWGN channel      | Binary AMC (BPSK/QPSK)           | Same Tx/Rx pair, Multipath channel     | Binary AMC (BPSK/QPSK)           |
| Platform Adaptation     | Transfer an AMC model between UAVs                                       | Single Rx, Many Tx, Fading channel w/ Doppler | Binary AMC (BPSK/QPSK)           | Different Rx, Same Tx set, Fading channel w/ Doppler | Binary AMC (BPSK/QPSK)           |
| Environment Platform Co-Adaptation | Transfer an AMC model between a ground-station and UAV                  | Single Rx, Many Tx, Multipath channel | Binary AMC (BPSK/QPSK)           | Different Rx, Same Tx set, Fading channel w/ Doppler | Binary AMC (BPSK/QPSK)           |
| Multitask Learning      | Simultaneous signal detection and AMC                                     | Single Tx/Rx pair, AWGN channel      | Binary AMC (BPSK/QPSK)           | Same Tx/Rx pair, AWGN channel          | SNR Estimation                   |
| Sequential Learning     | Addition of an output class(es) to an                                   | Single Tx/Rx pair, AWGN channel      | Binary AMC (BPSK/QPSK)           | Same Tx/Rx pair, AWGN channel          | Four-class AMC (BPSK/QPSK/16QAM/64QAM) |

4.1. Domain Adaptation

When the source and target tasks are the same, but the source and target domains differ, we require domain adaptation in the form of environment adaptation, platform adaptation, or environment platform co-adaptation, and each are described in the following subsections. More specifically, domain adaptation techniques are needed when the label space remains constant (i.e., $Y_S = Y_T$) and the conditional probability distributions learned from the source and data sets is the same (i.e., $P(Y_S|X_S) = P(Y_T|X_T)$), but the source and target domains have different data distributions (i.e., $P(X_S) \neq P(X_T)$) and/or the source and target feature spaces differ (i.e., $X_S \neq X_T$). However, the cause of different source and target data distributions and/or feature spaces can be caused by either a change in platform (i.e., transmitter and/or receiver hardware) or environment.
4.1.1. Environment Adaptation

In the context of RFML, the aim of **environment adaptation** is to adapt a learned model to a changing channel environment, while holding the transmitter/receiver pair(s) constant. Environmental factors such as time of day, temperature, atmospheric conditions, channel type, and any movement of the transmitter and/or receiver may potentially create variations in signal capture which has the potential to affect the learned behavior of an RFML system. Consider the representative example of moving a transmitter/receiver pair equipped with an AMC model from an empty field to a city center. Although the transmitter/receiver pair stays constant, we move from a line-of-sight, likely AWGN, channel to an environment with significant multipath effects and interference from neighboring devices. Such an example is similar to performing image classification indoors versus outdoors [15] or utilizing image classification algorithms in environments where the captured image may be degraded by weather conditions [16].

Few works have examined the impact of a changing environment on RFML performance, and as a result, little is known about the extent to which the parameters given above may prevent transfer between environments. However, existing work used finetuning techniques to successfully transfer RFML models from one real environment to additional real environments [17]. More specifically, in [17], a robust DL-based spectrum sensing framework was proposed that used techniques similar to those used for **sequential learning** to adapt pretrained models to changing wireless conditions with little-to-no labeled target data.

If we consider the use of spectrograms as input to a DL model, rather than raw RF data, additional work presented in [18] used a CNN-based support vector machine (SVM) approach to perform non-cooperative spectrum sensing. In this study, an AlexNet inspired CNN was used as a naive feature extractor, and a linear SVM was used to determine whether or not the spectrum band-of-interest was occupied using the features extracted by CNN. When the environment or location changed, the initial layers of the CNN feature extractor were frozen, while the remaining layers and the SVM were retrained using data from the new environment or location. Results showed that TL reduced the number of spectrograms needed to achieve the same performance without TL, and this was most significantly observed when transferring from environments with low SNR levels to environments with high SNR levels. Some performance improvements were also observed when transferring between environments with similar SNR levels. However, performance typically degraded when transferring from high SNR levels to low SNR levels, a phenomenon known as negative transfer [19,20].

4.1.2. Platform Adaptation

In contrast to environment adaptation, the aim of **platform adaptation** is to overcome changes in transmitter/receiver hardware while holding the channel environment constant. Variations in hardware non-linearities, IQ imbalances, or frequency, phase; and/or timing offsets all have the potential to inhibit model transfer between platforms. Additionally, note that while the receiver hardware will always be user-controlled, the transmitter may or may not be. That is, if we are a third party listener, changes in transmitter hardware will be outside of our control, further complicating the task.

A representative example of platform adaptation includes transferring an AMC model between UAVs. Presuming, when UAVs are flying in the same vicinity, the channels they encounter will be similar. Additionally, the received signals on both platforms will be affected by Doppler shifts. However, small hardware variations caused by manufacturing inconsistencies, age, settings, etc., will cause variations between the signals received on each platform. While one might draw parallels between transferring models between RF platforms and between cameras capturing images for CV algorithms, it seems that, assuming that the two cameras are capable of capturing images at the same resolution, such a transfer does not affect performance in any significant manner [21]. However, Ref. [5] showed that directly transferring learned models between transmitter and receiver pairs diminished...
performance by as much as 7%, even when augmentations, such as adding noise, frequency offsets, and resampling, were applied to the training data. These results have been echoed in several subsequent works, both in the context of AMC [8] and SEI [22], which have aimed to mitigate performance degradation through data augmentation/transformation, data preprocessing, or training over a variety of platforms. However, despite the growing body of work recognizing the need for platform adaptation methods, little work has been performed to identify the impact of changing hardware platforms on RFML performance or to develop methods for transfer between hardware platforms, as discussed in further detail in Section 5.

4.1.3. Environment Platform Co-Adaptation

Finally, environment platform co-adaptation combines the challenges of environment adaptation and platform adaptation with the goal of transferring a learned model to a new channel environment, as well as to a new transmitter/receiver pair(s). As a representative example, consider transferring an AMC model between an RFML-enabled ground station and a UAV. In such a scenario, not only will the change in hardware impact the received signals and resultant performance but the channel environments encountered by the two devices will also differ significantly. Due to the fact that changes in CV platform (i.e., cameras) do not impact performance in the same manner that changes to the RF platform do, as discussed above, environment platform co-adaptation is a scenario that is not typically discussed in the CV literature but is akin to techniques aimed at domain adaptation using drawings or clip art as a source domain and real images as the target domain [23]. Conceptually, this is similar to transferring models between synthetic and captured data in the RF space.

In the context of RFML, existing works in the area of environment platform co-adaptation have primarily taken the form of DL models pre-trained on synthetic data and finetuned using captured data. More specifically, Refs. [24,25] examine transferring residual and autoencoder (AE)-based models from synthetic to real environments for AMC and channel model estimation problems. These works finetune varying amounts of the pre-trained neural network (NN)—only the final layer in [24] and the latter half of the NN in [25]—for a small number of epochs with a small learning rate, taking cues from the CV literature [26]. If we categorize power spectrums as raw RF data, Ref. [27] has also examined the transfer of CNNs from synthetic to real environments for signal detection. In this work, the entire CNN is tuned again for a small number of epochs with a small learning rate.

Recent work has also confirmed the intuitive result that the order in which datasets are trained is critical to achieving successful transfer of learned behaviors [28]. More specifically, in [28], the authors showed that when comparing the performance of an AMC model trained on synthethic data, augmented data, captured data, or some combination thereof, the best performance on captured test sets (which are representative of what will be observed once deployed) is achieved when pre-training on synthetic datasets and using captured data for finetuning. That is, synthetic and augmented data are best for pre-training, while captured data, which is typically smaller in quantity anyhow, are best for finetuning. Such results do make the realistic assumption that the final trained model will be evaluated/tested/deployed on real captured data, the implications of which are discussed further as a part of sequential learning in Section 4.3.

4.2. Multitask Learning

The aim of multitask learning is to learn differing source and target tasks simultaneously and is typically characterized by the use of more than one loss term during training. This encourages the model to learn more general features that are useful in multiple settings. For example, an RFML model trained to simultaneously perform signal detection and AMC will likely learn more general features about signal structure and modulation than an RFML model trained to perform only one of these tasks.
Multitask learning has perhaps been explored more frequently than any other TL setting in the context of ML-enabled wireless communications using expert-defined features. For example, in [29], a multitask learning architecture is designed for joint jamming detection/localization and link scheduling; in [30,31], CNN and recurrent neural network (RNN) architectures are trained to perform Wi-Fi and cellular traffic forecasting, predicting the maximum, minimum, and average load and the load across neighboring cells, respectively, and work in [32] used CNNs to perform indoor Wi-Fi localization.

However, examples of multitask learning in the context of RFML, as defined in this work, are far fewer. The limited body of works include an approach for end-to-end communications presented in [33], as well as several that have explored multitask learning as a method to both improve the explainability and accuracy of models trained to perform automatic modulation classification (AMC). More specifically, in both [34,35], modulation classes are broken into subgroups, either by modulation type (i.e., linear, frequency, etc.) or in order to separate the modulation schemes that cause the most confusion (i.e., 16QAM and 64QAM); moreover, in [36], concept bottleneck models were used to provide inherent decision explanations while performing AMC via the prediction of a set of intermediate concepts defined prior to training.

4.3. Sequential Learning

Finally, sequential learning describes the setting in which a source task is learned first, and the aim is to transfer the pre-trained model to a different target task, typically via fine-tuning techniques [26], similarly to those used for domain adaptation. In ever-changing wireless conditions, sequential learning will be a critical component of future online, lifelong, and meta-learning techniques for RFML systems. For example, adding output class(es) to a pre-trained AMC model can be considered a representative example of sequential learning. Such an approach was examined in [37] and could be extended by performing a successive refinement of models by adding a single signal type to the task at a time. More specifically, in [37], sequential learning techniques were used to fine-tune a pre-trained residual CNN for 190 entirely new categories/output classes, with as few as 50 to 500 samples per category, versus a model trained from random initialization. (The pre-trained model had been trained for using 13,000,000 training samples from over 5000 categories.) Results showed that the fine-tuned models not only converged over an order of magnitude faster than the model trained from random initialization, but achieved higher test accuracies as well.

Additional work in [38] examined the use of sequential learning methods for adapting pre-trained SEI models for intended use cases, including tuning for changes in emitters (i.e., output classes) and protocols used. More specifically, this work built upon an existing architecture, RiftNet [39], using supervised pre-training and fine-tuning methods similar to those discussed above, as well as unsupervised pre-training and transfer learning methods, such as the use of reconstruction losses and manifold clustering, for novel device detection/classification. This work further examined the impact of source/target dataset size, the number of source/target output classes, and changes in protocol between the source and target on transferability. When using supervised pre-training and fine-tuning methods, the results showed that pre-training on larger, more diverse source datasets provided the best transfer learning result, hypothesizing that such models learned the most generalizable features for the domain. The fine-tuning of these pre-trained models outperformed baseline classifiers trained from random initialization in most all cases, and performance was best when only the relevant output classes were retained and extraneous output classes were removed. As expected, the larger source and target datasets yielded higher performance, with the size of the source dataset having a slightly larger impact on end performance than the size of the target dataset. However, overfitting was common during the fine-tuning process, requiring care and attention in the setting of hyperparameters and use of early stopping and/or checkpoint methods. Additionally, transfer was more challenging between protocols, requiring additional fine-tuning steps and resulting in low top-1 accuracy.
When using unsupervised reconstruction-based transfer learning methods, results showed that the use of multiburst processing, batching five signals from the same emitter together, provided additional context for the model during the reconstruction process that yielded the best performance. Further, the reconstruction-based transfer learning methods were more capable of overcoming differences in protocol between the source and target dataset.

Universal representation learning, a pre-training method, has also been explored in the context of RFML, but has yet to become as ubiquitous in the CV and NLP fields [38,40–42]. Universal representation learning approaches aim to learn general purpose features or embeddings that “capture the generic factors of variation present in all the classes” and that can be used between tasks [43]. Such approaches are then used as feature extractors or are fine-tuned for the target task(s). That is, universal representation learning is a source task that aims to provide successful transfer to a variety of target tasks, significantly decreasing training time for downstream algorithms.

5. Future Work

Every area of TL in the context of RFML remains an open area of research. Therefore, algorithmic development is the most apparent direction for future work. Most readily, parallels can be drawn between RFML and other modalities in which TL has been employed successfully in an effort to identify existing methods that can be borrowed. For example, many of the DL architectures used in RFML are CNN-based, such as in CV, yielding a large selection of TL methods from which to work from. Alternatively, the sequential nature of raw RF data is more akin to that used in text or speech-based language modeling, yielding additional NLP TL methods. However, borrowing such approaches yields no guarantee of success. Just as TL in text domains is characteristically different from TL in visual domains [44], thereby requiring different approaches and techniques, it is possible that wholly new TL algorithms will need to be developed for the RFML space.

Designing TL algorithms for the RFML space will first require a fundamental understanding of how both the channel environment and platform variations impact learned behavior and inhibit or facilitate transfer, which has yet to be thoroughly investigated. Even for RFML works that have successfully used TL, such limits in understanding may hinder further performance improvements that might be yielded from TL techniques. Finally, these fundamental limitations in the understanding also obscures insights into long-term model behavior during deployment, which has long been a criticism of RFML and prevented commercial support and deployment [14].

While existing works have addressed environment adaptation and environment platform co-adaptation via sequential learning techniques, little-to-no work has been performed to systematically examine the extent to which environmental factors and hardware considerations impact learned behavior and may, therefore, encourage or prevent transfer. One approach to performing such an analysis is to utilize transferability or distance metrics such as the LEEP score [45], LogME score [46], or Proxy-A distance [47] to quantify the distance between datasets and/or trained NNs. Such metrics can be examined as a function of domain and task metadata parameters-of-interest using sensitivity analysis.

Similarly, while existing works have utilized multitask and sequential learning techniques with success, no work has examined the changes in learned behavior between models trained using TL techniques versus random initialization. Methods for understanding pre-trained NNs, often through the use of visualization techniques or mathematical theory [48–52], are still a very active area of research [53]. Some recent works have used Canonical Correlation Analysis to compare NN representations, and they have been used to examine how learned representations change throughout training and differ when trained from different random initializations [54–56]. Such an approach could be also used for studying changes in learned behavior between models trained from random initialization, those that have been fine-tuned using sequential learning methods, and those trained using multitask learning techniques.
Finally, as the field of RFML grows to encompass unsupervised and self-supervised techniques, this taxonomy will need to be expanded to include transductive learning techniques such as those presented in the general taxonomy of [9].

6. Conclusions

TL has become a transformative technology in the CV and NLP modalities for improving the performance of DL algorithms with less training data by utilizing knowledge gleaned from similar domains and/or tasks. In light of recent research highlighting the necessity for and extraordinary cost of representative captured RF training data for RFML [8], TL is a promising future capability for RFML, but it has been underutilized thus far. Furthermore, TL is a requisite technology for realizing online and distributed learning techniques for RFML, where the propagation environment and RF hardware have a direct impact on received data and, therefore, the performance of the resultant algorithm. This paper has presented a TL taxonomy for RFML and has surveyed the small body of existing works utilizing TL in the context of RFML, including the methods used and patterns observed in the results across these existing works. In performing this, this work has offered a framework through which broader research efforts in TL for RFML can be categorized, compared, and contrasted, and it has highlighted areas where future work is needed in order to mature the field.

Author Contributions: Conceptualization, L.J.W.; writing—original draft preparation, L.J.W.; writing—review and editing, L.J.W. and A.J.M.; visualization, L.J.W.; supervision, A.J.M. All authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Not applicable.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Rondeau, T. Radio Frequency Machine Learning Systems (RFMLS). Available online: https://www.darpa.mil/program/radio-frequency-machine-learning-systems (accessed on 19 January 2022).
2. West, N.E.; O’Shea, T. Deep architectures for modulation recognition. In Proceedings of the 2017 IEEE International Symposium on Dynamic Spectrum Access Networks (DySPAN), Baltimore, MD, USA, 6–9 March 2017; pp. 1–6.
3. Mohammed, S.; El Abdessamad, R.; Saadane, R.; Hatim, K.A. Performance Evaluation of Spectrum Sensing Implementation using Artificial Neural Networks and Energy Detection Method. In Proceedings of the 2018 International Conference on Electronics, Control, Optimization and CS (ICECOCS), Kenitra, Morocco, 5–6 December 2018; pp. 1–6.
4. Wong, L.J.; Headley, W.C.; Andrews, S.; Gerdes, R.M.; Michaels, A.J. Clustering Learned CNN Features from Raw I/Q Data for Emitter Identification. In Proceedings of the 2018 IEEE Military Comm. Conference (MILCOM), Los Angeles, CA, USA, 29–31 October 2018; pp. 26–33.
5. Hauser, S.C. Real-World Considerations for Deep Learning in Spectrum Sensing. Master’s Thesis, Virginia Tech, Blacksburg, VA, USA, 2018.
6. Sankhe, K.; Belgiovin, M.; Zhou, F.; Riyaz, S.; Ioannidis, S.; Chowdhury, K. ORACLE: Optimized radio classification through convolutional neural networks. In Proceedings of the IEEE INFOCOM 2019-IEEE Conference on Computer Communications, Paris, France, 29 April–2 May 2019; pp. 370–378.
7. Ruder, S. Neural Transfer Learning for Natural Language Processing. Ph.D. Thesis, NUI Galway, Galway, Ireland, 2019.
8. Clark IV, W.H.; Hauser, S.; Headley, W.C.; Michaels, A.J. Training Data Augmentation for Deep Learning Radio Frequency Systems. J. Def. Model. Simul. 2021, 18, 217–237. [CrossRef]
9. Pan, S.J.; Yang, Q. A Survey on Transfer Learning. IEEE Trans. Knowl. Data Eng. 2010, 22, 1345–1359. [CrossRef]
10. Zhuang, F.; Qi, Z.; Duan, K.; Xi, D.; Zhu, Y.; Zhu, H.; Xiong, H.; He, Q. A comprehensive survey on transfer learning. Proc. IEEE 2020, 109, 43–76. [CrossRef]
11. Csurka, G. Domain adaptation for visual applications: A comprehensive survey. arXiv 2017, arXiv:1702.05374.
12. Wang, M.; Deng, W. Deep visual domain adaptation: A survey. Neurocomputing 2018, 312, 135–153. [CrossRef]
13. Lazaric, A. Transfer in reinforcement learning: A framework and a survey. In Reinforcement Learning; Springer: Berlin/Heidelberg, Germany, 2012; pp. 143–173.
14. Wong, L.J.; Clark IV, W.H.; Flowers, B.; Buehrer, R.M.; Michaels, A.J.; Headley, W.C. The RFML Ecosystem: A Look at the Unique Challenges of Applying Deep Learning to Radio Frequency Applications. *arXiv* 2020, arXiv:2010.00432.

15. Tong, Z.; Shi, D.; Yan, B.; Wei, J. A Review of Indoor-Outdoor Scene Classification. In Proceedings of the 2017 2nd International Conference on Control, Automation and Artificial Intelligence (CAAI 2017), Sanya, China, 25–26 June 2017; Atlantis Press: Zhengzhou, China, 2017; pp. 469–474. [CrossRef]

16. Pei, Y.; Huang, Y.; Zou, Q.; Zhang, X.; Wang, S. Effects of Image Degradation and Degradation Removal to CNN-Based Image Classification. *IEEE Trans. Pattern Anal. Mach. Intell.* 2021, 43, 1239–1253. [CrossRef]

17. Chen, S.; Zheng, S.; Yang, L.; Yang, X. Deep Learning for Large-Scale Real-World ACARS and ADS-B Radio Signal Classification. *IEEE Access* 2019, 7, 89256–89264. [CrossRef]

18. Pei, Y.; Huang, Y.; Zou, Q.; Zhang, X.; Wang, S. Effects of Image Degradation and Degradation Removal to CNN-Based Image Classification. *IEEE Trans. Pattern Anal. Mach. Intell.* 2021, 43, 1239–1253. [CrossRef]

19. Wang, Z.; Dai, Z.; Poczos, B.; Carbonell, J. Characterizing and Avoiding Negative Transfer. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition (CVPR), Long Beach, CA, USA, 15–20 June 2019.

20. Zhang, W.; Deng, L.; Wu, D. Overcoming Negative Transfer: A Survey. *arXiv* 2020, arXiv:2009.00909.

21. Liu, Z.; Tian, T.; Farrell, J.; Wandell, B.A. Neural network generalization: The impact of camera parameters. *IEEE Access* 2020, 8, 10443–10454. [CrossRef]

22. Merchant, K. Deep Neural Networks for Radio Frequency Fingerprinting. Ph.D. Thesis, University of Maryland, College Park, MD, USA, 2019.

23. Venkateswara, H.; Eusebio, J.; Chakraborty, S.; Panchanathan, S. Deep hashing network for unsupervised domain adaptation. In Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition, Honolulu, HI, USA, 21–26 July 2017; pp. 5018–5027.

24. O’Shea, T.J.; Roy, T.; Clancy, T.C. Over-the-Air Deep Learning Based Radio Signal Classification. *IEEE J. Sel. Top. Signal Process.* 2018, 12, 168–179. [CrossRef]

25. Dörner, S.; Cammerer, S.; Hoydis, J.; Ten Brink, S. Deep Learning Based Communication Over the Air. *IEEE J. Sel. Top. Signal Process.* 2018, 12, 132–143. [CrossRef]

26. Peters, M.E.; Ruder, S.; Smith, N.A. To tune or not to tune? adapting pretrained representations to diverse tasks. *arXiv* 2019, arXiv:1903.05987.

27. Zheng, S.; Chen, S.; Qi, P.; Zhou, H.; Yang, X. Spectrum sensing based on deep learning classification for cognitive radios. *China Comm.* 2020, 17, 138–148. [CrossRef]

28. Clark, B.; Leffke, Z.; Headley, C.; Michaels, A. *Cyborg Phase II Final Report*; Technical Report; Ted and Karyn Hume Center for National Security and Technology: Blacksburg, VA, USA, 2019.

29. Ju, Y.; Lei, M.; Zhao, M.; Li, M.; Zhao, M. A Joint Jamming Detection and Link Scheduling Method Based on Deep Neural Networks in Dense Wireless Networks. In Proceedings of the 2019 IEEE 90th Vehicular Technology Conference (VTC2019), Honolulu, HI, USA, 22–25 September 2019; pp. 1–5. [CrossRef]

30. Huang, C.; Chiang, C.; Li, Q. A study of deep learning networks on mobile traffic forecasting. In Proceedings of the 2017 IEEE 28th Annual International Symposium on Personal, Indoor, and Mobile Radio Communications (PIMRC), Montreal, QC, Canada, 8–13 October 2017; pp. 1–6. [CrossRef]

31. Qiu, C.; Zhang, Y.; Feng, Z.; Zhang, P.; Cui, S. Spatio-Temporal Wireless Traffic Prediction with Recurrent Neural Network. *IEEE Wirel. Comm. Lett.* 2018, 7, 554–557. [CrossRef]

32. Lin, W.; Huang, C.; Duc, N.; Manh, H. Wi-Fi Indoor Localization based on Multi-Task Deep Learning. In Proceedings of the 2018 IEEE 23rd International Conference on Digital Signal Processing (DSP), Shanghai, China, 19–21 November 2018; pp. 1–5. [CrossRef]

33. Ye, N.; Li, X.; Yu, H.; Zhao, L.; Liu, W.; Hou, X. DeepNOMA: A Unified Framework for NOMA Using Deep Multi-Task Learning. *IEEE Trans. Wirel. Commun.* 2020, 19, 2208–2225. [CrossRef]

34. Clark, W.H.; Arndorfer, V.; Tamir, B.; Kim, D.; Vives, C.; Morris, H.; Wong, L.; Headley, W.C. Developing RFML Intuition: An Automatic Modulation Classification Architecture Case Study. In Proceedings of the 2019 IEEE Military Communications Conference (MILCOM), Norfolk, VA, USA, 12–14 November 2019; pp. 292–298. [CrossRef]

35. Mossad, O.S.; ElNainay, M.; Torki, M. Deep Convolutional Neural Network with Multi-Task Learning Scheme for Modulations Recognition. In Proceedings of the 2019 15th International Wireless Communications Mobile Computing Conference (IWCMC), Tangier, Morocco, 24–28 June 2019; pp. 1644–1649. [CrossRef]

36. Wong, L.J.; McPherson, S. Explainable Neural Network-based Modulation Classification via Concept Bottleneck Models. In Proceedings of the 2021 IEEE 18th Annual Consumer Communications Networking Conference (CCNC), Las Vegas, NV, USA, 27–30 January 2021.

37. Peng, Q.; Gilman, A.; Vasconcelos, N.; Cosman, P.C.; Milstein, L.B. Robust Deep Sensing Through Transfer Learning in Cognitive Radio. *IEEE Wirel. Comm. Lett.* 2020, 9, 38–41. [CrossRef]

38. Kuzdeba, S.; Robinson, J.; Carmack, J. Transfer Learning with Radio Frequency Signals. In Proceedings of the 2021 IEEE Conference on Computer Vision and Pattern Recognition (CVPR), Long Beach, CA, USA, 21–26 July 2019; pp. 1–6. [CrossRef]
39. Robinson, J.; Kuzdeba, S. RiftNet: Radio Frequency Classification for Large Populations. In Proceedings of the 2021 IEEE 18th Annual Consumer Communications Networking Conference (CCNC), Las Vegas, NV, USA, 9–12 January 2021; pp. 1–6. [CrossRef]

40. Le, D.V.; Meratnia, N.; Havinga, P.J.M. Unsupervised Deep Feature Learning to Reduce the Collection of Fingerprints for Indoor Localization Using Deep Belief Networks. In Proceedings of the 2018 International Conference on Indoor Positioning and Indoor Navigation (IPIN), Nantes, France, 24–27 September 2018; pp. 1–7. [CrossRef]

41. Ali, A.; Yangyu, F. Unsupervised feature learning and automatic modulation classification using deep learning model. Phys. Commun. 2017, 25, 75–84. [CrossRef]

42. O’Shea, T.J.; Corgan, J.; Clancy, T.C. Unsupervised representation learning of structured radio communication signals. In Proceedings of the 2016 First International Workshop on Sensing, Processing and Learning for Intelligent Machines (SPLINE), Aalborg, Denmark, 6–8 July 2016; pp. 1–5. [CrossRef]

43. Bengio, Y. Deep learning of representations for unsupervised and transfer learning. In Proceedings of the ICML Workshop on Unsupervised and Transfer Learning, JMLR Workshop and Conference Proceedings, Bellevue, WA, USA, 28 June–2 July 2012; pp. 17–36.

44. Neyshabur, B.; Sedghi, H.; Zhang, C. What is being transferred in transfer learning? In Advances in Neural Information Processing Systems; Larochelle, H., Ranzato, M., Hadsell, R., Balcan, M.F., Lin, H., Eds.; Curran Associates, Inc.: Red Hook, NY, USA, 2020; Volume 33, pp. 512–523.

45. Nguyen, C.; Hassner, T.; Seeger, M.; Archambeau, C. LEEP: A new measure to evaluate transferability of learned representations. In Proceedings of the International Conference on Machine Learning, Virtual, 13–18 July 2020; pp. 7294–7305.

46. You, K.; Liu, Y.; Long, M.; Wang, J. LogME: Practical Assessment of Pre-trained Models for Transfer Learning. arXiv 2021, arXiv:2102.11005.

47. Ben-David, S.; Blitzer, J.; Crammer, K.; Pereira, F. Analysis of Representations for Domain Adaptation. In Advances in Neural Information Processing Systems; Schölkopf, B., Platt, J., Hoffman, T., Eds.; MIT Press: Cambridge, MA, USA, 2007; Volume 19.

48. Yosinski, J.; Clune, J.; Nguyen, A.; Fuchs, T.; Lipson, H. Understanding neural networks through deep visualization. arXiv 2015, arXiv:1506.06579.

49. Li, Y.; Yosinski, J.; Clune, J.; Lipson, H.; Hopcroft, J. Convergent Learning: Do different neural networks learn the same representations? In Proceedings of the Feature Extraction: Modern Questions and Challenges, Montreal, QC, Canada, 11 December 2015; pp. 196–212.

50. Wang, L.; Hu, L.; Gu, J.; Wu, Y.; Hu, Z.; He, K.; Hopcroft, J. Towards understanding learning representations: To what extent do different neural networks learn the same representation. In Proceedings of the 32nd International Conference on Neural Information Processing Systems, Montreal, QC, Canada, 3–8 December 2018; pp. 9607–9616.

51. Garriga-Alonso, A.; Rasmussen, C.E.; Aitchison, L. Deep Convolutional Networks as shallow Gaussian Processes. In Proceedings of the International Conference on Learning Representations, Vancouver, BC, Canada, 30 April–3 May 2018.

52. Montavon, G.; Samek, W.; Müller, K.R. Methods for interpreting and understanding deep neural networks. Digit. Signal Process. 2018, 73, 1–15. [CrossRef]

53. Turek, M. Explainable Artificial Intelligence (XAI). Available online: https://www.darpa.mil/program/explainable-artificial-intelligence (accessed on 19 January 2022).

54. Raghu, M.; Gilmer, J.; Yosinski, J.; Sohl-Dickstein, J. SVCCA: Singular vector canonical correlation analysis for deep learning dynamics and interpretability. In Proceedings of the 31st International Conference on Neural Information Processing Systems, Long Beach, CA, USA, 4–9 December 2017; pp. 6078–6087.

55. Morcos, A.S.; Raghu, M.; Bengio, S. Insights on representational similarity in neural networks with canonical correlation. In Proceedings of the Advances in Neural Information Processing Systems, Montreal, QC, Canada, 3–8 December 2018.

56. Kornblith, S.; Norouzi, M.; Lee, H.; Hinton, G. Similarity of neural network representations revisited. In Proceedings of the International Conference on Machine Learning, Long Beach, CA, USA, 9–15 June 2019; pp. 3519–3529.