Error-corrected gates on an encoded qubit
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To solve classically hard problems, quantum computers need to be resilient to the influence of noise and decoherence. In such a fault-tolerant quantum computer, noise-induced errors must be detected and corrected in real-time to prevent them from propagating between components \textsuperscript{[1]}\textsuperscript{[2]}. This requirement is especially pertinent while applying quantum gates, when the interaction between components can cause errors to quickly spread throughout the system. However, the large overhead involved in most fault-tolerant architectures \textsuperscript{[2]}\textsuperscript{[3]} makes implementing these systems a daunting task, which motivates the search for hardware-efficient alternatives \textsuperscript{[4]}. Here, we present a gate enacted by a multilevel ancilla transmon on a cavity-encoded logical qubit that is fault-tolerant with respect to decoherence in both the ancilla and the encoded qubit. We maintain the purity of the encoded qubit in the presence of ancilla errors by detecting those errors in real-time, and applying the appropriate corrections. We show a reduction of the logical gate error by a factor of two in the presence of naturally occurring decoherence, and demonstrate resilience against ancilla bit-flips and phase-flips by observing a sixfold suppression of the gate error with increased energy relaxation, and a fourfold suppression with increased dephasing noise. The results demonstrate that bosonic logical qubits can be controlled by error-prone ancilla qubits without inheriting the ancilla's inferior performance. As such, error-corrected ancilla-enabled gates are an important step towards fully fault-tolerant processing of bosonic qubits.

In recent years, quantum error correction (QEC) has been demonstrated to protect stored logical qubits against decoherence, either by encoding the information redundantly in a block of multiple physical qubits \textsuperscript{[3]}\textsuperscript{[9]}, or in a single higher-dimensional bosonic element \textsuperscript{[10]}\textsuperscript{[12]}. The concept of fault-tolerant operations extends this principle to the protection of quantum information during a computation involving multiple elements. In particular, errors propagating between elements must not accumulate to the extent that the errors can no longer be removed by QEC. Each task performed in a quantum computer must eventually be made fault-tolerant, including syndrome measurements \textsuperscript{[13]}\textsuperscript{[14]}, state preparation \textsuperscript{[14]}\textsuperscript{[15]}, and gates \textsuperscript{[16]}. Remarkably, following this procedure can allow an error-corrected quantum processor to perform computations at any desired accuracy \textsuperscript{[17]}. Some quantum gates can be implemented in a way that is naturally protected by the encoding of choice, and do not require additional resources, e.g. braiding operations in the surface code \textsuperscript{[8]}, transversal operations in CSS codes \textsuperscript{[18]}, and displacements in GKP codes \textsuperscript{[19]}. However, these “natural” operations are often insufficient to create a universal gate set \textsuperscript{[20]}\textsuperscript{[21]}. One method of addressing this shortcoming is to “inject” additional gates by coupling to an ancilla qubit that has more complete functionality \textsuperscript{[22]}.\textsuperscript{[23]}. These ancilla-based operations are not native to the encoding, and as such, require a significant overhead in hardware and number of operations to implement fault-tolerantly \textsuperscript{[2]}\textsuperscript{[3]}.

Here, we devise a hardware-efficient circuit that uses a driven ancilla qubit to apply protected gates to a logical qubit encoded in a bosonic mode. Our scheme works by encoding the ancilla in a single multilevel system as well, and using this freedom to identify and correct errors occurring during the gate operation. Remarkably, by employing the information obtained in the final ancilla measurement, we can recover the logical qubit, and reapply the gate if necessary.

The principal mechanism underlying the gate’s fault-tolerance is \textit{path-independence} \textsuperscript{[24]}—the property that, given fixed initial and final ancilla states, the net logical operation is independent of the specific ancilla trajectory induced by control drives and decoherence events (Figure 1). Path-independence requires that we drive the ancilla in such a way that its populations do not depend on the state of the logical system. In order to ensure that the evolution of the logical qubit under the effect of decoherence is a fixed unitary, our circuit uses an error-transparent interaction \textsuperscript{[13]}\textsuperscript{[25]} to couple the ancilla and qubit.

We implement our logical qubit using a single bosonic mode in a superconducting cavity (Fig. 2a, Supplementary Information section 8). Within this mode, quantum information is stored in the subspace defined by the binomial “kitten” code \textsuperscript{[26]}, which, like the Schrödinger cat...
The ancilla undergoes two predominant types of errors: dephasing and energy relaxation. To correct the effects of these errors, we must first make them independently detectable. We do so by modifying the SNAP protocol to use three levels of the ancilla, instead of two. By driving a Raman transition (Fig. 2c; Supplementary Information section 5) from the ground state \( |g⟩ \) to the second excited state \( |f⟩ \) with a photon-number dependent phase, we implement the SNAP operation while avoiding population of the first excited state \( |e⟩ \). Next, we swap \(|f⟩\) and \(|g⟩\), so as to minimize the probability of ancilla relaxation during the subsequent ancilla state measurement (Fig. 2d). The measurement outcome determines which (if any) type of ancilla error occurred, as well as the operation effected on the cavity state.

We ensure protection against ancilla dephasing during the SNAP operation by simultaneously driving the ancilla to \(|f⟩\) with equal rates \( \Omega \) for all photon number states in the logical subspace. Since the control drives have photon number dependent phases, the ancilla becomes entangled with the logical system. However, the ancilla population remains uncorrelated with the logical state during the driven evolution. Therefore, projecting the ancilla to \(|g⟩\) or \(|f⟩\) at any time during the protocol, as the environment does in the case of dephasing, does not impart any back-action on the logical state. However, dephasing events will create some probability of not successfully finishing the transition from \(|g⟩\) to \(|f⟩\). By considering the effective Hamiltonian in the interaction picture during the operation (Supplementary Information section 1)

\[
H_{\text{int}} = \Omega S(\theta) \otimes |f⟩⟨g| + \Omega^* S(-\theta) \otimes |g⟩⟨f|, \tag{1}
\]

we can see that the logical action associated with going from \(|g⟩\) to \(|f⟩\) is the desired gate \( S(\theta) \), whereas the logical action of going from \(|f⟩\) to \(|g⟩\) is the inverse operation \( S(-\theta) \). As a result, if the ancilla trajectory ends in \(|g⟩\) \((|f⟩)\) following the final swap due to a dephasing event, the net effect on the logical system is the identity operation. Remarkably, this path-independence ensures protection against multiple dephasing events. We can ensure deterministic application of the gate in the presence of dephasing by resetting the ancilla and repeating the protocol upon measuring \(|f⟩\).

Energy relaxation during the application of the gate occurs predominantly through decay from \(|f⟩\) to \(|e⟩\). The latter state remains unaffected under the action of the control drives, and therefore the final state should be detected as \(|e⟩\), assuming no further decay events. Since the trajectory taking the ancilla from \(|g⟩\) to \(|e⟩\) passes through \(|f⟩\) (Fig. 1), the effective operation on the logical system is \( S(\theta) \). However, the cavity state will also acquire a random phase space rotation (depending on the jump time) due to the static cavity-ancilla interaction \( \chi_{fe} |f⟩⟨f| a^† a^† \), with \( a^† a^† \) the photon-number operator and

\[\text{FIG. 1. Working principle of the error-corrected logical gate.}\] Control drives excite the ancilla from the ground state \(|g⟩\) to the second excited state \(|f⟩\) around an axis \( e^{i\phi} |f⟩⟨g| + e^{-i\phi} |g⟩⟨f| \) with \( \phi = \theta \) for the logical state \(|1⟩_L\) and \( \phi = 0 \) for \(|0⟩_L\). This affects a \( Z_L \) rotation (green arrows) by an angle \( \theta \) on the logical system (boxes). Path-independence requires that all closed loops in the ancilla transition graph produce an identity operation on the logical qubit, implying that the logical operation is uniquely determined by a measurement of the ancilla state (Supplementary Information section 2). A rapid unconditional \(|g⟩ \leftrightarrow |f⟩\) swap (shown in Fig. 2d) is applied before the measurement to minimize the probability of ancilla relaxation during the measurement. Error transparency guarantees that the logical operation associated with the dominant decoherence events (ancilla relaxation and dephasing, depicted by blue and dark red arrows) is the identity \( I_L \). The operation succeeds in the case of either no error or relaxation. In the case of dephasing the operation is not applied, but repeating the protocol makes the gate succeed deterministically. Relaxation from \(|e⟩\) to \(|g⟩\), shown with a transparent arrow, breaks path-independence, as well as error transparency, but is a low-probability second-order error.

code [4], can correct for the loss of a single photon. The logical states can be represented in the photon number basis as \(|0⟩_L = \frac{1}{\sqrt{2}} (|0⟩ + |4⟩) \) and \(|1⟩_L = |2⟩\). We implement a family of operations \( S(\theta) = e^{i\theta Z_1} \), which are rotations by any angle \( \theta \) around the \( Z_1 \) axis in the logical subspace (Fig. 2b), using the selective number-dependent arbitrary phase (SNAP) protocol [27, 28]. This protocol drives a dispersively coupled transmon ancilla qubit to the excited state with a photon-number dependent phase. \( S(\theta) \) can be effected by choosing the phase of the control drive to be zero on photon number states \(|0⟩\) and \(|4⟩\), and \( \theta \) on \( |2⟩\). The arbitrary angle of rotation in \( S(\theta) \) allows the realization of logical Clifford operations \( (\theta = k\pi/2, \text{with } k \in \mathbb{Z}) \) as well as non-Clifford operations such as the \( T \)-gate \( (\theta = \pi/4) \). This gate set can be combined with a single rotation around a different logical axis to provide universal control of the logical qubit.
**FIG. 2.** Experimental protocol and tomography of logical states after gate application. 

**a.** The system consists of a λ/4 coaxial superconducting cavity coupled to an ancilla transmon, which is in turn coupled to a stripline readout resonator. The protocol involves control drives, which address the first (\(\omega_{ge}\)) and second (\(\omega_{ef}\)) ancilla transition frequencies off-resonantly, the error-transparency drive (at \(\omega_{ET}\), Supplementary Information section 6) [13] and the readout drive (\(\omega_{RO}\)). 

**b.** The protocol effects a rotation around the logical \(Z_L\) axis by an arbitrary amount \(\theta\). In the following demonstrations, we use the initial state \(|+X\rangle_L\) (simulated Wigner function in the solid box), and a rotation angle of \(\theta = \pi/2\), producing the target state \(|+Y\rangle_L\) (dashed box). 

**c.** The Raman SNAP operation consists of applying a control drive detuned from the \(\omega_{ge}\) transition (blue arrow) as well as a comb of control drives (green arrows), detuned in the opposite sense from the \(\omega_{ef}\) transition and separated in frequency by twice the ancilla-cavity dispersive shift \(2\chi_{fg}\) (Supplementary Information section 5). The measured Wigner tomogram of the cavity state, postselected on the final ancilla state following a \(gf\) swap (dashed arrows), is shown on the right. 

**d.** The control sequence without error correction (\(S_{NC}(\theta)\), blue box) involves the Raman SNAP operation and a \(gf\) swap. In the error-corrected protocol (\(S_C(\theta)\), red box), we add the error-transparency drive during the SNAP operation in order to remove the random cavity phase space rotation induced by \(|f\rangle \rightarrow |e\rangle\) relaxation. We also add an ancilla readout and reset. Additionally, in the error-corrected protocol, we re-apply all steps upon measuring \(|f\rangle\). 

**e.** Unconditional Wigner tomogram after application of the logical gate without error correction (top) and with error correction (bottom). The data in this figure were obtained with artificially induced ancilla dephasing and relaxation probabilities (~20% each) to emphasize the increase in the fidelity of the final state when error correction is performed.

\(\chi_{fe}\) the dispersive interaction rate in \(|f\rangle\) in a frame rotating with \(|e\rangle\). This random rotation can be understood as the back-action induced by the emitted ancilla excitation carrying photon-number dependent energy. By using the detuned sideband driving scheme presented in Ref. [13], we can effectively set \(\chi_{fe} = 0\) for the duration of the gate (Supplementary Information section 6). This “error-transparency” drive eliminates the random rotation imparted on the cavity state, thereby maintaining path-independence in the case of relaxation.

In addition to ancilla errors, the protocol is compatible with QEC protecting against photon loss in the cavity. Since the control drives do not act on the system in the odd photon number subspace, the result is equivalent to incomplete driving followed by photon loss. While not done in this work, applying a parity measurement [13, 29] and recovery operation [26] following the protocol, would make the effect of photon loss equivalent to that of ancilla dephasing (Supplementary Information section 3).

The key feature is that, regardless of the measured ancilla state, the cavity remains in a definite pure state contained within the logical subspace. To demonstrate this, we create [30] the state \(|+X\rangle_L = \frac{1}{\sqrt{2}}(|0\rangle_L + |1\rangle_L\), apply the operation \(S(\pi/2)\), and perform Wigner tomography (Fig. 2c). In this experiment, the error-transparency drive is applied, and the ancilla is measured without conditional repetition of the gate. The Wigner functions are shown separately for each measured ancilla state. In or-
order to emphasize the effect of ancilla errors, we increase the ancilla error probability during this operation (Supplementary Information section 4), so that the probability of relaxation and dephasing errors are $\sim 20\%$ each. As expected, in the case of successful completion of the protocol (ancilla in $|g\rangle$), or in the case of relaxation (ancilla in $|e\rangle$), the gate is correctly applied. Different deterministic phase space rotations are acquired by the cavity for different final ancilla states, as a result of evolution during the ancilla measurement. This angle is corrected in software by updating the phase of subsequent drives around the cavity resonance frequency. Finally, in the case of ancilla dephasing (ancilla in $|f\rangle$), we observe the initial logical state $|+X\rangle_{L}$. The slight asymmetry is a result of the Kerr evolution, whose removal requires successful completion of the logical gate $[28]$. We next perform two versions of the full gate, the standard (non-corrected) gate $S_{NC}$ and the error-corrected gate $S_{C}$ (Fig. 2d), again with increased ancilla error rates. We characterize the result via Wigner tomography without conditioning on the ancilla measurement outcome (Fig. 2e). In the case of the standard gate ($S_{NC}$), we observe significant smearing of the final state. However, in the case of the error-corrected gate ($S_{C}$), which includes the error-transparency drive, ancilla measurement, reset, and conditional repetition, it is evident that, despite the high ancilla error rate, the cavity coherence is mostly preserved.

In order to establish the gate’s logical error probability quantitatively, we turn to interleaved randomized benchmarking (IRB) $[31]$. We first create a set of operations from the logical Clifford group using numerical optimal control $[30]$. We then interleave the $S(\pi/2)$ gate between randomly selected Clifford operations, scanning the length of the sequence (Fig. 3a). We measure the probability of obtaining the correct answer in the ancilla after applying a decoding operation as a function of the sequence length $n$ (Fig. 3b), and compare the performance of $S_{NC}$ and $S_{C}$. The measured gate error probability for $S_{NC}$ (obtained from the difference between the decay rates of the interleaved and the non-interleaved sequences) is $4.6\% \pm 0.1\%$. The main effect in producing this error probability is ancilla relaxation ($\sim 2.5\%$), with an additional 0.8% accounted for resulting from ancilla dephasing, photon loss, and thermal ancilla excitation. In contrast, the error-corrected gate has an error probability of $2.4\% \pm 0.1\%$. No single process dominates the remaining error, but a full accounting of the known sources, including photon loss, readout-induced dephasing, and other sources, predicts an error probability of $2.1\%$ (Supplementary Information section 7).

In order to demonstrate the robustness of the gate to ancilla decoherence, we intentionally introduce noise to increase the ancilla dephasing and relaxation rates (Supplementary Information section 4). We scan the induced $gf$ dephasing rate and $ef$ relaxation rates from their respective rates of $1/(40\mu s)$ and $1/(47\mu s)$, respectively, up to maximum rates of $\sim 1/(2\mu s)$. The ancilla state probabilities vary as expected, with $P_{e}$ changing from $3.4\%$ to $25\%$ with increased relaxation rate and $P_{f}$ changing from $<1\%$ to $14\%$ with increased dephasing rate (Fig. 3c). For $S_{NC}$, the induced gate error probability is nearly equal to the probability of measuring the ancilla in an excited state, indicating that ancilla errors are bound to propagate and affect the logical qubit. However, for $S_{C}$, the ratio of gate errors to ancilla errors (Supplementary Information section 4) is suppressed by a factor of $5.8\pm0.2$ (4.2$\pm0.4$) for injected $ef$ relaxation ($gf$ dephasing) errors, clearly demonstrating the resilience of the gate against ancilla errors.

We have presented an ancilla-enabled gate that uses the principle of path-independence to maintain coherence of the logical qubit in the presence of ancilla errors. We demonstrated that the error-correction suppresses the propagation of the dominant errors, namely relaxation and dephasing, from the ancilla to the logical system. The scheme is readily extended to protect against a broader class of ancilla errors, such as thermal excitation or multiple-decay events, by employing higher ancilla levels. Furthermore, we can incorporate protection against photon loss by performing a fault-tolerant parity measurement $[13]$ after the gate, and using the result to perform QEC $[10]$. We have demonstrated the feasibility of a hardware-efficient approach to protecting quantum information not only during storage, but also as it is being processed by quantum gates. Expanding these results to create additional error-corrected gates $[32, 33]$, and therefore providing universal fault-tolerant control, is a promising path towards robust quantum computing devices.
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AN INTERACTION PICTURE FOR SNAP

The SNAP operation [27] consists of several control drives simultaneously applied to a transmon ancilla, which is
dispersively coupled to a superconducting cavity. The control drive frequencies are detuned from vacuum resonance
by an integer multiple of the dispersive shift $\chi$. In this paper, we address a logical state stored within the even photon
number parity subspace of the cavity mode, and therefore, drive the ancilla only at frequencies detuned by multiples
of $2\chi$. Each of these drives has the same driving rate $\Omega$, but differs in the phase $\theta_k$. We can write the interaction
Hamiltonian as follows:

$$H = \frac{\chi}{2} a^\dagger a \sigma_z + \Omega \sum_{k \text{ even}} e^{i(k\chi t + \theta_k)} \sigma_- + \text{h.c.} \quad (S1)$$

We can modify this Hamiltonian by considering transitions directly between $|g\rangle$ and the third ancilla level $|f\rangle$.

$$H = (\chi_e |e\rangle\langle e| + \chi_f |f\rangle\langle f|) a^\dagger a + \Omega \sum_{k \text{ even}} e^{i(k\chi t + \theta_k)} |g\rangle\langle f| + \text{h.c.} \quad (S2)$$

In order to obtain a time-independent picture for this operation, we perform the canonical transformation using the
time-dependent unitary

$$U = \exp\{it (\chi_e |e\rangle\langle e| + \chi_f |f\rangle\langle f|) a^\dagger a \}. \quad (S3)$$

Under this transformation, the ladder operators are transformed as follows:

$$a \mapsto e^{i(\chi_e |e\rangle\langle e| + \chi_f |f\rangle\langle f|)t} a \quad (S4)$$
$$|g\rangle\langle f| \mapsto e^{i\chi_f t a^\dagger a} |g\rangle\langle f| \quad (S5)$$
$$|g\rangle\langle e| \mapsto e^{i\chi_e t a^\dagger a} |g\rangle\langle e| \quad (S6)$$
$$|e\rangle\langle f| \mapsto e^{i(\chi_f - \chi_e) t a^\dagger a} |e\rangle\langle f|. \quad (S7)$$

The jump operators are also transformed in precisely this way. The resulting interaction picture Hamiltonian can be
written as follows:

$$H_{\text{int}} = \Omega \sum_{k \text{ even}} e^{i(k\chi t - \chi_f t a^\dagger a + \theta_k)} |f\rangle\langle g| + \text{h.c.} \quad (S8)$$

$$\approx \Omega \sum_{k \text{ even}} e^{i\theta_k} |f, k\rangle\langle g, k| + \text{h.c.}, \quad (S9)$$

where the rotating wave approximation that we have made in the second line is valid in the limit where $\chi_f \gg \Omega$. We
can simplify this expression by defining the effective unitary operation on the even photon number subspace effected
by the SNAP operation

$$S(\bar{\theta}) = \sum_{k \text{ even}} e^{i\theta_k} |k\rangle\langle k|. \quad (S10)$$

We can therefore rewrite (S9) as:

$$H_{\text{int}} = \Omega \left( S(\bar{\theta}) |f\rangle\langle g| + S(-\bar{\theta}) |g\rangle\langle f| \right). \quad (S11)$$
This Hamiltonian is “Pauli-like,” in that it squares to the identity within the driven subspace:
\[
H_{\text{int}}^2 = \sum_{k \text{ even}} |g, k\rangle \langle g, k| + |f, k\rangle \langle f, k|
\]
\[
\equiv \Omega^2 P,
\]
where \(P\) is the projector on the driven subspace. Therefore, we obtain the propagator
\[
e^{-iH_{\text{int}}t} = (I - P) + \cos(\Omega t) P - i \sin(\Omega t) \left( S(\vec{\theta}) |f\rangle \langle g| + S(-\vec{\theta}) |g\rangle \langle f| \right).
\]
In practice, \(\Omega\) will not be constant, but rather have some Gaussian envelope profile. In this case, we can replace \(\Omega t\) with the integrated area under the envelope.

**ERROR-TRANSPARENCY AND PATH-INDEPENDENCE**

We now describe the properties of error-transparency and path-independence in a general setting. We consider a Hamiltonian that can be split into two terms, the static interaction Hamiltonian \(H_0\), and the time-dependent controls \(H_c(t)\):
\[
H = H_0 + H_c(t).
\]
\[(S15)\]
In addition, there are a set of jump operators \(\{J_k\}\) used in the Lindblad master equation:
\[
\partial_t \rho = \frac{i}{\hbar} [H, \rho] + \sum_k J_k \rho J_k^\dagger - \frac{1}{2} (J_k^\dagger J_k \rho + \rho J_k^\dagger J_k).
\]
\[(S16)\]
The *error-transparency* condition is satisfied when the jump operators commute (up to a dephasing operation on the ancilla) with the evolution generated by \(H_0\):
\[
\forall k : [H_0, J_k] = J_k H_0 \Longrightarrow e^{iH_0(T-t)} J_k e^{iH_0t} = J_k e^{iH_A(T-t)} e^{iH_0T},
\]
\[(S17)\]
where \(H_A\) is an operator acting on the ancilla, for which \([H_0, H_A] = 0\). In our case \(H_0\) is given by the dispersive interaction:
\[
H_0 = a^\dagger a (\chi_e |e\rangle \langle e| + \chi_f |f\rangle \langle f|),
\]
\[(S18)\]
and the jump operators correspond to photon loss from the cavity \(a\), ancilla dephasing \(|f\rangle \langle f|\), or ancilla relaxation \(|e\rangle \langle f|\). Examining the corresponding error-transparency conditions:
\[
[H_0, a] = a^\dagger (\chi_e |e\rangle \langle e| + \chi_f |f\rangle \langle f|) = 0
\]
\[(S19)\]
\[
[H_0, |f\rangle \langle f|] = 0
\]
\[(S20)\]
\[
[H_0, |e\rangle \langle f|] = (\chi_e - \chi_f) a^\dagger a |e\rangle \langle f|,
\]
\[(S21)\]
we see that we can satisfy these by setting \(\chi_e = \chi_f\), which we achieve using the detuned sideband drive approach detailed in Ref. [13].

Stating the *path-independence* criterion in a mathematical formalism requires more effort that will be detailed in Ref. [24], but an intuitive picture can be described succinctly. We note that the ancilla jump operators induce a preferred basis for the ancilla \(\{|n\}\). We can represent the Hamiltonian, in the interaction picture \(H_{\text{int}} = e^{iH_0t} H_c e^{-iH_0t}\), in the following way:
\[
H_{\text{int}} = \sum_{n,m} |n\rangle \langle m| \otimes M_{n,m},
\]
\[(S22)\]
\[1\] More rigorously, we should also include the non-Hermitian part of the Hamiltonian (associated with the last term in Eq. S16). For ancilla relaxation and dephasing jump operators, however, the non-Hermitian part of the Hamiltonian actually satisfies the error transparency condition. However, for the Hamiltonian given, the non-Hermitian terms are not included in the master equation due to the error-transparency condition.
where $M_{n,m}$ is an operator acting on the logical subsystem [24]. We can construct a graph (Fig. 1 in the main text) with nodes corresponding to ancilla states $|n\rangle$ and edges corresponding to transitions, either resulting from $H_{\text{int}}$ or the jump operators. To each edge we can assign an action on the logical system. As a result of error transparency, edges corresponding to ancilla jump operators have an associated logical action of the identity. The control-associated transitions are given by $M_{n,m}$ where this value is non-zero. To achieve path-independence, we would like the action associated with any closed loop on the graph to be identity. This condition can be satisfied by unitary matrices $M_{n,m}$, such that $M_{n,m} = M_{m,n}^{-1}$. Moreover, we must check that the addition of the jump operator edges adds no loops with non-trivial net logical action. For instance, in the case of the graph shown in Fig. 1b, the addition of the $|e\rangle\langle f|$ transition adds no loops, but adding the second-order $|g\rangle\langle e|$ transition would form a closed loop with the action $e^{i\theta Z}$, which violates path-independence.

## ANALYZING FAULT-PROPAGATION DURING THE SNAP OPERATION

We now elaborate on how path-independence and error-transparency result in fault-tolerance of the SNAP operation against decoherence. We consider what happens if a discrete jump happens at some time $t$ in the middle of the operation whose total time is $T$. We first consider a relaxation event $|e\rangle\langle f|$. Recalling equation [S7] in the interaction picture we must write $e^{i(\chi_f - \chi_e)\alpha t a^\dagger a}|e\rangle\langle f|$. We assume we start with the ancilla in the ground state, and some state in the cavity $|\psi_{\text{cav}}\rangle$. We analyze the evolution in three steps: an initial Hamiltonian evolution, the application of a jump operator, and the remaining Hamiltonian evolution.

\[
|\psi_{\text{final}}\rangle \propto e^{iH_{\text{int}}(T-t)} \left( e^{i(\chi_f - \chi_e)\alpha t a^\dagger a}|e\rangle\langle f| \right) e^{iH_{\text{int}}t} \left( |\psi_{\text{cav}}\rangle \otimes |g\rangle \right) \tag{S23}
\]

\[
\propto e^{i(\chi_f - \chi_e)\alpha t a^\dagger a} \left( S(\bar{\theta}) |\psi_{\text{cav}}\rangle \right) \otimes |e\rangle. \tag{S24}
\]

We see that the logical operation on the cavity state still takes place\footnote{This is only the case when we start in the ground state $|g\rangle$. We can implement the SNAP operation starting in $|f\rangle$, with very similar results, except that in the case of relaxation $|e\rangle\langle f|$, the effective logical operation is the identity, as in the case of ancilla dephasing.}. The intuition here is that, in order to have a relaxation event in the first place, the ancilla must have made a transit from $|g\rangle$ to $|f\rangle$. However, the evolution includes an unwanted rotation $e^{i(\chi_f - \chi_e)\alpha t a^\dagger a}$, which depends on the random jump time $t$, and is therefore not deterministic. We remove this random rotation via the error-transparency drive $[13]$, which ensures that $\chi_e = \chi_f$. After a relaxation event the ancilla ends up in the incorrect state $|e\rangle$. This is addressed by measuring and resetting the ancilla as part of our protocol.

In the case of ancilla dephasing, the operator we wish to consider is $|f\rangle\langle f|$. In this case the rotating frame has no effect on the jump operator\footnote{A similar analysis can be performed for different models of dephasing, say $|g\rangle\langle g|$ or $|f\rangle\langle f| - |g\rangle\langle g|$, and yield equivalent results.}

\[
|\psi_{\text{final}}\rangle \propto e^{iH_{\text{int}}(T-t)} |f\rangle\langle f| e^{iH_{\text{int}}t} \left( |\psi_{\text{cav}}\rangle \otimes |g\rangle \right) \tag{S25}
\]

\[
\propto e^{iH_{\text{int}}(T-t)} \left( S(\bar{\theta}) |\psi_{\text{cav}}\rangle \right) \otimes |f\rangle \tag{S26}
\]

\[
\propto \cos \left( \left( \Omega(T-t) \right) \left( S(\bar{\theta}) |\psi_{\text{cav}}\rangle \right) \otimes |f\rangle + i \sin \left( \Omega(T-t) \right) \left( |\psi_{\text{cav}}\rangle \otimes |g\rangle \right) \right). \tag{S27}
\]

As before, the act of measuring the ancilla at the end of the protocol simplifies the considerations. We either measure $|f\rangle$ and obtain $S(\bar{\theta}) |\psi_{\text{cav}}\rangle$, the desired final state, or we measure $|g\rangle$ and obtain $|\psi_{\text{cav}}\rangle$, i.e. the original state with no operation performed. This error can be remedied by reapplying the gate.

Finally, we consider cavity decay, $a$. As in the case of ancilla relaxation, the action of the jump operator takes us out of the driven subspace $P$ (Eq. [S13]), and the evolution freezes as soon as the jump occurs. We can visualize this using the expanded transition graph in Fig. [S1].

Recalling equation [S4] $a$ has an $e^{i(\chi_e|e\rangle\langle e| + \chi_f|f\rangle\langle f|)t}$ time dependency.

\[
|\psi_{\text{final}}\rangle \propto e^{iH_{\text{int}}(T-t)} \left( e^{i(\chi_e|e\rangle\langle e| + \chi_f|f\rangle\langle f|)t a} \right) e^{iH_{\text{int}}t} \left( |\psi_{\text{cav}}\rangle \otimes |g\rangle \right) \tag{S28}
\]

\[
\propto \cos(\Omega t) \left( a |\psi_{\text{cav}}\rangle \otimes |g\rangle \right) + i \sin(\Omega t) \left( a S(\bar{\theta}) |\psi_{\text{cav}}\rangle \otimes |f\rangle \right). \tag{S29}
\]
FIG. S1. **Complete transition graph.** In addition to ancilla transitions, we can add transitions in the degree of freedom corresponding to the cavity parity (logical error syndrome). Logical operators in the odd parity error space are represented by the subscript “E”. The SNAP pulse has spectral content near the ancilla frequencies associated with photon number states $|0\rangle$, $|2\rangle$ and $|4\rangle$. By making the pulse long, and therefore spectrally narrow, we can reduce the residual spectral content near the ancilla frequencies associated with photon number states $|1\rangle$ and $|3\rangle$. In this case, we can justify omitting arrows between $|g\rangle$ and $|f\rangle$ in the odd-parity subspace, and therefore path-independence is preserved. Relaxation from $|e\rangle$ to $|g\rangle$, shown with a transparent arrow, breaks path-independence, as well as error transparency, but is a low probability second-order error.

Therefore, a final measurement of the ancilla will still determine whether the gate was applied. A subsequent parity measurement could detect the photon loss event, which could then be either tracked or corrected, depending on the encoding. In order for this argument to work, we require that the approximation used to produce the effective interaction Hamiltonian (Eq. S9) be valid. More specifically, the control drives should leave the odd photon number states unperturbed.

**INDUCING ANCILLA DECOHERENCE**

In order to demonstrate the robustness of the gate to ancilla decoherence, we employ tools to controllably introduce noise that artificially increases the ancilla dephasing and relaxation rates. To increase the dephasing rate, we add a weak drive tone at the readout mode’s resonant frequency $\omega_{RO}$, increasing the steady-state population of the readout mode. To increase the relaxation rate, we introduce white noise with 18 MHz bandwidth centered at the $\omega_{ef}$ transition frequency. Unlike the naturally occurring transitions, the effect of this drive is symmetrical, inducing both $|f\rangle \rightarrow |e\rangle$ as well as $|e\rangle \rightarrow |f\rangle$ transitions in equal measure. At each readout drive ($ef$ noise) amplitude, we measure the $T_2$ Ramsey ($T_{1e}^{f}$) decay curves in order to characterize the $gf$ dephasing ($ef$ relaxation) time. This allows us to calibrate the $x$-axes of the curves shown in Fig. 3c of the main text.

In order to quantify the susceptibility of the gate to the effect of ancilla decoherence, we can compare the IRB-inferred error probability to the probability of measuring the ancilla in either $|e\rangle$ or $|f\rangle$ (Fig. S2).
FIG. S2. Susceptibility of the logical gate to ancilla decoherence. We measure the IRB-inferred error probabilities vs. the noise-induced probability of an ef relaxation error (a), and the probability of a gf dephasing error (b) for $S_{NC}$ (blue markers) and $S_C$ (red markers). The dotted lines are linear fits. The ratio of the slopes for $S_{NC}$ and $S_C$ is used to infer the suppression of gate errors quoted in the main text. The slope of $S_{NC}$ is higher than 1 in both cases, since second-order errors (predominantly $|e⟩$→$|g⟩$ relaxation and decoherence-associated back-action, respectively) result in a probability of logical dephasing even if the measurement outcome is $|g⟩$.

RAMAN DRIVES FOR gf SNAP

In this section we describe the implementation of a direct $gf$ drive to implement the $gf$ SNAP operation described in Eq. 1 of the main text. A single drive, applied at frequency $ω_{gf} = ω_{ge} + ω_{ef}$ cannot implement this as a result of the symmetry of the ancilla cosine Hamiltonian (the drive only couples states of differing parity). Instead, we use the method of stimulated Raman transitions, in which we apply control drives to both the $|g⟩$↔$|e⟩$ and $|e⟩$↔$|f⟩$ transitions. We detune these drives by an equal and opposite amount, resulting in frequencies $ω_{ge} - Δ$ and $ω_{ef} + Δ$. If $Δ$ is sufficiently large compared to the drive amplitude, then the effect of this scheme is to drive transitions between $|g⟩$ and $|f⟩$ without any intermediate occupation of $|e⟩$. More accurately, with our parameters the occupation of $|e⟩$ is limited to approximately $Ω_{ge}Ω_{ef}Δ^2 ≈ 2\%$. Given individual drive amplitudes $Ω_{ge}$, $Ω_{ef}$, the effective $gf$ Rabi rate is $Ω = Ω_{ge}Ω_{ef}Δ$.

We wish to combine stimulated Raman driving with the simultaneous number-selective driving of the SNAP operation. In order to do this, we must engineer a situation where, for each $n$ up to the maximum number of addressed photons, there exists a pair of drives with frequencies that satisfy $ω_1 + ω_2 = ω_{gf} + nχ_f$. In addition, these frequencies must avoid $ω_{ge}$ and $ω_{gf}$ individually, and we must be careful not to drive spurious transitions by other pairs of drives not considered.

One way of satisfying all of these constraints is to adopt the approach shown in Fig. 2c of the main text. One strong drive is placed at a given detuning $Δ$ from $ω_{ge}$ (We choose $Δ/2π = 45$ MHz). This drive is shared among all photon-number selective transitions. The matching pair for each of these transitions is then given by a weaker tone at $ω_{ef} + Δ + nχ_f$. In comparison with schemes where every Raman transition has a distinct pair of drive tones, this scheme is much simpler, and avoids the problem of accidentally driving unintended transitions with other tone pairings. The ancilla trajectory induced by the Raman SNAP operation is shown in Fig. S3. An important feature of the trajectory is that the population in $|f⟩$ shows a ∼10% dependence on the cavity photon number. This violates the condition of path-independence, and will therefore lead to propagation of ancilla errors due to decoherence-induced back-action. The reason for this non-ideal behavior is that the rotating wave approximation in Eq. S9 is only approximately justified due to the finite ratio of $Ω/2χ_f ≈ 0.2$. This effect can be mitigated by moving to slower SNAP operation, at the cost of increased decoherence.

The unconditional $gf$ swap that is applied before the final ancilla measurement requires a fast transition, and is therefore implemented with direct $ge$ and $ef$ drives (Fig. 2d in the main text).
FIG. S3. 

Simulated ancilla population trajectory during the Raman SNAP pulse. The populations in $|g\rangle$, $|e\rangle$, and $|f\rangle$ are shown for $|0\rangle$, $|2\rangle$, and $|4\rangle$ photons in the cavity, which together span the logical subspace. The small difference between the trajectories ($\sim 10\%$) causes a small amount of dephasing back-action on the logical system resulting from ancilla decoherence.

ERROR-TRANSPARENCY DRIVE

In order to achieve error-transparency, we must modify the static interaction Hamiltonian

$$H_0 = a^\dagger a \left( \chi_e |e\rangle\langle e| + \chi_f |f\rangle\langle f| \right) ,$$

(S30)

so that $\chi_e = \chi_f$. We do so by adding a drive at frequency $\omega_{ET} = \omega_{eh} - \omega_c + \delta$, where $\omega_{eh}$ is the ancilla transition frequency between $|e\rangle$ and the third excited level $|h\rangle$, $\omega_c$ is the cavity resonance frequency, and $\delta/2\pi \approx 10 \text{ MHz}$ is a detuning parameter. This drive addresses the sideband transition $|e, n\rangle \leftrightarrow |h, n-1\rangle$. In the appropriate rotating frame, the resulting Hamiltonian can be written as

$$H_{ET} = g \left( e^{i\delta t} a |h\rangle\langle e| + e^{-i\delta t} a^\dagger |e\rangle\langle h| \right) ,$$

(S31)

with $g$ the sideband driving rate. When $\delta \gg g$, we can replace this with an approximate time-independent Hamiltonian

$$H_{ET}^{\text{eff}} = \frac{g^2}{\delta} a^\dagger a (|e\rangle\langle e| - |h\rangle\langle h|) + \frac{g^2}{\delta} |h\rangle\langle h|. $$

(S32)

(S33)

Ignoring the terms involving $|h\rangle$, we can write the total effective interaction as

$$H_0 + H_{ET}^{\text{eff}} = a^\dagger a \left( \chi_e + \frac{g^2}{\delta} \right) |e\rangle\langle e| + \chi_f |f\rangle\langle f| .$$

(S34)
For a given value of $g$ (if large enough), one can specify the corresponding value of $\delta$ such that $\frac{g^2}{\delta} = \chi_f - \chi_e$, and therefore the net Hamiltonian becomes

$$H_0 + H_{\text{ET}}^{\text{eff}} = \chi_f a^\dagger a (|e\rangle\langle e| + |f\rangle\langle f|).$$  \hspace{1cm} (S35)

In practice, we choose $g/2\pi \approx 3$ MHz. Increased decoherence induced by the drive and the appearance of unwanted transitions prevent us from using a stronger drive. As a consequence, hybridization of $|e\rangle$ and $|h\rangle$ will ensue, resulting in an approximate population mixing of $g^2/\delta^2 \approx 10\%$. This is a second-order error, occurring only after ancilla relaxation takes place, and is included in the error analysis below (section S7).

**ERROR BUDGET**

In order to understand which error mechanisms dominate the residual gate infidelity, we create an analytic model. Several types of errors are accounted for, including first and second-order ancilla transitions during the SNAP operation, transitions during the ancilla measurement, cavity transitions, and readout-induced cavity dephasing. The total predicted 2.1% error per operation is in good agreement with the measured value of 2.4%. In the diagram in Fig. S3, we can identify which error channels are dominant, and which are negligible. Second-order transitions, such as double decay from $|f\rangle$ to $|g\rangle$, are of small enough probability to not contribute. Cavity decay, however, is quite significant, both during the SNAP operation (0.4%) and during the ancilla measurement (0.4%). In principle, this component can be addressed by introducing the cavity error correction as discussed at the end of section . Therefore, the dominant and concerning unaddressed error components are: readout-induced dephasing (cross-Kerr, 0.5%), decoherence-induced back-action (0.3%), ancilla relaxation during the ancilla measurement (especially from $|e\rangle$, 0.2%), and hybridization induced by the error-transparency drive, resulting in population of $|h\rangle$ (0.3%).

| Parameter Name | Hamiltonian/Liouvillian Term | Quoted quantity value |
|----------------|------------------------------|-----------------------|
| Transmon frequency | $\omega_{ge}b^\dagger b$ | $\omega_{ge}/2\pi$ | 4.2 GHz |
| Cavity frequency | $\omega_e^a/2\pi$ | 4.5 GHz |
| Readout frequency | $\omega_{RO}\sigma_1^r$ | $\omega_{RO}/2\pi$ | 9.33 GHz |
| Dispersive shift $(|e\rangle)$ | $\chi_e^a^a |e\rangle\langle e|$ | $\chi_e/2\pi$ | $-0.9$ MHz |
| Dispersive shift $(|f\rangle)$ | $\chi_f^a^a |f\rangle\langle f|$ | $\chi_f/2\pi$ | $-1.2$ MHz |
| Transmon anharmonicity | $\frac{\delta}{2}(b^\dagger b)^2b^\dagger b$ | $\alpha/2\pi$ | $-137$ MHz |
| Cavity anharmonicity | $\frac{\delta}{2}a^\dagger a^2$ | $K/2\pi$ | $-2.2$ kHz |
| Transmon $e \rightarrow g$ relaxation | $\frac{1}{T_{ge}^\phi} D[|g\rangle\langle e|]$ | $T_{ge}^\phi$ | 50\mu s |
| Transmon $f \rightarrow e$ relaxation | $\frac{1}{T_{ef}^\phi} D[|e\rangle\langle f|]$ | $T_{ef}^\phi$ | 47\mu s |
| Transmon $ge$ dephasing | $\frac{1}{T_{ge}^\phi} D[b^\dagger b]$ | $T_{ge}^\phi$ | $>200\mu s$ |
| Transmon $gf$ dephasing | $\frac{1}{T_{gf}^\phi} D[b^\dagger b]$ | $T_{gf}^\phi$ | $>40\mu s$ |
| Cavity relaxation | $\frac{1}{T_1^c} D[a]$ | $T_1^c$ | 1.0 ms |
| Cavity relaxation | $\frac{1}{T_1^c} D[|e\rangle\langle g|]$ | $T_1^c$ | 1.0 ms |

**TABLE SI. System Parameters**

**EXPERIMENTAL SETUP**

For a detailed description of the experimental setup, see Ref. [13]. The measured values for the system parameters can be found in table SI.
FIG. S4. **Graph of possible error trajectories in the gate protocol.** At each node on the tree, the pair of numbers are probabilities. The first of these is the probability of being in the labelled state and having the logical qubit retain its coherence. The second (in red) is the probability of being in the labelled state and having the logical qubit dephased. The sum of all the numbers in a given row of nodes should be 100%. Paths between nodes are colored red if the logical qubit is effectively dephased. In the non-error-corrected protocol (SNC), all paths except the “No Error” case would lead to loss of logical qubit coherence, resulting in a predicted fidelity of 96.7%. The first layer indicates single errors occurring during the SNAP operation. The second layer accounts for second-order double ancilla transition events. The third layer accounts for ancilla relaxation during the readout. The final layer accounts for readout errors that do not depend on the ancilla state. Circled in blue are the primary contributions to the final total, in order, cavity loss (~0.8%), readout cross-Kerr (~0.5%), decoherence-induced back-action due to path-independence violation (~0.3%), relaxation to the third excited state |h⟩ from hybridization induced by the error-transparency drive (~0.3%) and relaxation from |e⟩ to |g⟩ during readout (~0.2%).
FIG. S5. Graph of error trajectories in the gate protocol with injected decoherence. The graphs are shown for the case of maximal induced $gf$ dephasing (top) and $ef$ relaxation (bottom) errors.