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Abstract

Brain-computer interface (BCI) provides a direct communication pathway between human brain and external devices. Before a new subject could use BCI, a calibration procedure is usually required. Because the inter- and intra-subject variances are so large that the models trained by the existing subjects perform poorly on new subjects. Therefore, effective subject-transfer and calibration method is essential. In this paper, we propose a semi-supervised meta learning (SSML) method for subject-transfer learning in BCIs. The proposed SSML learns a meta model with the existing subjects first, then fine-tunes the model in a semi-supervised learning manner, i.e. using few labeled and many unlabeled samples of target subject for calibration. It is significant for BCI applications where the labeled data are scarce or expensive while unlabeled data are readily available. To verify the SSML method, three different BCI paradigms are tested: 1) event-related potential detection; 2) emotion recognition; and 3) sleep staging. The SSML achieved significant improvements of over 15% on the first two paradigms and 4.9% on the third. The experimental results demonstrated the effectiveness and potential of the SSML method in BCI applications.
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1. Introduction

Brain-computer interface (BCI) is a system to record and decode signals of human brain for the communication with external devices \[1\]. It provides a direct communication pathway between the paralyzed patients or those with severe motor impairments and the real world. Electroencephalogram (EEG) is widely used in practical BCI systems because EEG is cheap, easy to use, and has relative high temporal resolution among all the other non-invasive techniques. There were many different kinds of EEG-based BCI applications, such as event-related potential detection \[2\], emotion recognition \[3\], sleep stage classification \[4\], etc. For different application scenarios, there are many different kinds of BCI paradigms and different types of EEG signals. For example, affective BCI is to utilize BCI system to detect, process, and respond to the emotional states of subjects \[5\]. To facilitate the research of EEG-based emotion recognition, SJTU emotion EEG dataset (SEED) was released \[6\]. Many EEG emotion recognition algorithms were evaluated on the SEED dataset. Moreover, EEG-based BCI system could be applied to record, process and monitor the sleep stages of the chronic insomnia \[7\]. In order to automatically recognize the sleep stages, many machine learning algorithms were proposed and evaluated on a benchmark dataset, i.e. Sleep-EDF dataset \[8\]. BCI platform based on event-related potential (ERP) could be used to investigate age-related changes in brain function \[9\], external associate and communicate devices for disabled subjects \[2\], etc. As a matter of fact, advanced EEG decoding techniques are essential for the application and deployment of BCI systems.

In the current BCI applications, the EEG decoding performance is mainly affected by the various EEG signals of different subjects in different time. Specifically, EEG signals rapidly change over times due to the influence of circumstance, the fluctuation of BCI system and physiological/psychological conditions of subjects \[1\]. In addition, there are large inter-subject and intra-subject...
variances of EEG signals of different subjects, such as spatial origin, mental conditions, brain shapes, rhythms, feature types, etc \cite{10}. As a result, the models trained by the existing subjects or data are unlikely suitable for the other subjects or the same subject in a different time \cite{11}. Therefore, calibration procedure is required for a new subject before using BCI system.

To calibrate EEG decoding models for new subjects, different kinds of methods were proposed. For example, transfer Learning methods for cross-subject EEG classification in BCI systems had attracted much attention in the past few years \cite{12}. To effectively deploy EEG-based sensorimotor BCI system, a cross-subject EEG decoding method was proposed \cite{13}. Transfer learning method based on riemannian geometry was effective for cross-subject classification in BCI applications \cite{14}. A new convolutional neural network, termed Dynamic-Net, achieved state-of-the-art performance of cross-subject classification in motor imagery \cite{15}. Domain adaption technique is able to learn knowledge from source domain and transfer to a new target domain. An easy domain adaptation method was proposed for cross-subject multi-view emotion recognition \cite{16}. However, it is difficult and time-consuming to collect sufficient high-quality labeled data for calibration. And the current cross-subject decoding methods could not compensate the large inter- and intra-subject variance of subjects in different circumstances. Therefore, effective subject-transfer and calibrating method is significant.

Meta learning, known as learning to learn is a specific machine learning methodology which aims to learn knowledge or experience from meta data or source domain and effectively learn new tasks in the target domain. Recently, meta learning method was proven to be a powerful tool to capture common knowledge or experiences of different subjects which could be transferred to a new incoming subject for better decoding performance \cite{17, 18, 19}. Usually, a meta learning method will firstly train a meta learner with many labeled samples of source subjects and fine-tune/calibrate meta learner with few-shot labeled samples for a new incoming subject \cite{20, 21, 22}. A few-shot relation learning method was proposed for cross-subject motor imagery classification.
performance [23]. The relation learning method was applied to learn representative features of unseen subject categories and how to classify them with limited number of samples. A prototype network based on SPD matrix was proposed for domain adaptation EEG emotion recognition [24]. The proposed prototype network could transfer knowledge by feature adaptation with distribution confusion and sample adaptation with centroid alignment. Siamese neural network is a specific meta learning method based on metric between samples. A multimodal-Siamese neural network was applied for person verification [25]. These studies demonstrated that meta learning methods are promising for subject-transfer EEG decoding and calibration in BCIs.

To reduce the discrepancy between target and source distributions, meta learning method like model agnostic meta-learning (MAML) could be applied for subject-transfer learning [26]. With MAML method, EEG decoding network could be pre-trained by the averaged gradients of source subjects and fine-tune the network with just few-shot labeled samples of a new incoming subject for his/her calibration [4, 27]. However, one major problem of the MAML method is that the calibration procedure using only few samples will cause over-fitting and performance degradation on target subject. Because only a small fraction of labeled samples are unlikely to capture intrinsic data distribution of target subject. Generally, the labeled data are scarce or expensive while unlabeled data are readily available in BCI applications and neuroscience studies. Therefore, semi-supervised learning methods are received much attention.

In this paper, we combine semi-supervised learning and meta learning methods to transfer EEG decoding models for new subjects just with few-shot labeled and many unlabeled samples. The main contributions of this paper can be summarized as follows:

1. A novel semi-supervised meta learning (SSML) method is proposed for subject-transfer EEG decoding.
2. The proposed method is flexible for different BCI paradigms including event-related potential detection, emotion recognition and sleep staging.
 tasks.

3. The SSML could significantly improve EEG decoding performance on new subjects, e.g. improvements of over 15% in ERP and emotion paradigms and 4.9% in the sleep paradigm.

The remainder of this paper is organized as follows. The proposed SSML method is presented in Section II. In Section III, numerical experiments on event-related potential detection, emotion recognition and sleep staging datasets are carried out. And the performance of the current methods and the proposed method are presented and compared. Some discussions and analysis of the proposed method are presented in Section IV. Conclusions of this paper are given in Section V.

2. Proposed Method

As aforementioned, transfer learning cross subjects is significant for BCI applications and neuroscience researches. However, it is quite challenging for subject-transfer EEG decoding due to individual variances of EEG signals, such as mental conditions, brain shapes, rhythms, feature types, etc. Here, we proposed a semi-supervised meta learning (SSML) algorithm to train EEG decoding model from source subjects and transfer it to new incoming target subjects.

2.1. Model agnostic meta-learning algorithm

Meta learning is to learn model for a variety of tasks and achieve best performance on a distribution of tasks, including potentially unseen tasks. In practical, the subject-transfer learning in BCI could be considered as a meta learning problem that each task refer to the classification of each subjects neural signals.

Meta learning approaches could be categorized into three kinds, i. e. model-based, metric-based and optimization-based [28]. Model-based method relies on designing suitable models for fast learning on new task. Metric-based approach aims to learn a good kernel of distance metric which is applicable to common tasks as well as the unseen tasks. Optimization-based method could
adjust the optimization algorithm on new task after learning a few examples. Model-agnostic meta-learning (MAML) is a fairly general optimization algorithm, compatible with any model that learns through gradient descent [26]. According to the recent studies [29, 30, 31, 32, 4], MAML method achieved impressive performance in different kinds of few-shot learning problems.

Here is a dataset $D = < S, Q >$ where $S = \{(X_s, Y_s)\}$ is a support set of source subjects with EEG samples $X_s$ and the associated labels $Y_s$, and $Q = \{(X_q)\}$ is a query set of a target subject with unlabeled sample $X_q$. The subject-transfer learning problem in BCI is to learn a model with the support set and apply the model on target subject to predict the labels of query set. The model’s parameter $\theta^*$ is optimized as follow:

$$\theta^* = \arg\max_{\theta} \mathbb{E}_{(x, y) \in S} [p_{\theta}(y | x)]$$  \hspace{1cm} (1)

where $p$ denotes the posterior probability of the classifier to classify a given sample $x$ to a specific class $y$ in support set $S$. By maximizing the expectation $\mathbb{E}$ of support set, the model is optimized. Furthermore, the optimized model could be applied on target subject to predict the labels of query set.

As shown in Algorithm 1, MAML algorithm is to learn a meta-learner by a support set with $N_s$ source subjects $S = \{(X_s, Y_s)\}_{s=1}^{N_s}$. Given a model $f_{\theta}$ with parameters $\theta$, it could be optimized by gradient descent approach as

$$\theta_i^* \leftarrow \theta - \alpha \nabla_{\theta} L_{T_i}(f_{\theta})$$  \hspace{1cm} (2)

where $L$ denotes the loss between the model’s output probability and the associated label of the given data $T_i$ of the $i$-th source subject, $\nabla_{\theta}$ is the gradient computed by the loss, $\alpha$ is the learning rate.

The above optimized parameters $\theta_i^*$ is just for one subject. For better generalization across the other subjects, we sample a subset of $M$ subjects from source $S$ and train a meta-learner for more efficient subject-transfer learning. The meta-learner’s parameters could be optimized by the averaged gradients of multiple source subjects as

$$\theta \leftarrow \theta - \beta \nabla_{\theta} \sum_{T_i \in S} L_{T_i}(f_{\theta_i^*})$$  \hspace{1cm} (3)
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Algorithm 1 Model agnostic meta-learning algorithm

Require: Backbone network \( f_\theta \), base learning rate \( \alpha \), meta learning rate \( \beta \)

Require: Labeled data of source subjects \( S = \{(X_s, Y_s)\}_{s=1}^{N_s} \).

1: while not done do
2: \hspace{1em} Sample a subset of \( M \) subjects from source \( S \).
3: \hspace{1em} for all \( T_i, i \in 1, \ldots, M \) do
4: \hspace{2em} Update base learner parameters \( \theta^* \):
5: \hspace{3em} \( \theta^*_i \leftarrow \theta - \alpha \nabla_\theta L_{T_i}(f_\theta) \)
6: \hspace{1em} end for
7: \hspace{1em} Update meta-learner parameters \( \theta \):
8: \hspace{2em} \( \theta \leftarrow \theta - \beta \nabla_\theta \sum_{i=1}^M L_{T_i}(f_\theta^*_i) \)
9: end while

where \( T_i \) denotes the \( i \)-th subject in support set \( S \), \( \beta \) is the learning rate to train the meta-learner. For calibration on new subjects, the trained meta-learner is fine-tuned by few labeled samples of a new incoming subject with Equation (2).

According to the recent studies \[30, 4, 27\], meta learning methods including MAML were used for subject-transfer EEG classification that they require some labeled data of the unseen subject for fast adaption. However, the EEG signals of a subject vary a lot in different sessions/time. Only few labeled samples are unlikely to capture the real distribution of EEG signals of a new incoming subject. Generally, the labeled data are scarce or expensive while unlabeled data are readily available in BCI applications and neuroscience studies. Therefore, we would like to combine semi-supervised learning and meta learning methods to transfer EEG decoding models for new subjects just with few-shot labeled and many unlabeled samples.

2.2. Semi-supervised meta learning algorithm

In the BCI applications like sleep staging, the labeled data are scarce or expensive and unlabeled data are readily available for new incoming subjects.
Therefore, it is of great interests to develop a semi-supervised learning method which could exploit labeled and unlabeled data to fine-tune the model for target subject. According to the previous research, semi-supervised learning method was used for brain signal feature extraction [33, 34, 35] and improving signal decoding performance for EEG-based emotion recognition, sleep stage classification, diagnosis of brain disease, etc [36, 37, 38, 39].

Here, we proposed a semi-supervised meta learning (SSML) algorithm for subject-transfer EEG decoding as shown in Fig. 1. The whole architecture could be divided into two phases, i.e. the pre-training phase and semi-supervised adaption phase.

In the pre-training phase, the backbone network $f_\theta$ is trained by the labeled EEG signals of source subjects. To enhance inter- and intra-subject discriminative features learned by deep backbone network, we applied an additional loss function (termed center loss) for regulation [40]. The deep learned features are the outputs of the last hidden layer in the backbone network. The center loss function aims to learn a center for features of each class, and penalizes the distances between the features and the corresponding class centers. As a result, the center of each class $C_1/C_2$ is pre-trained by source subjects as shown in Fig. 1.
In the semi-supervised adaption phase, the pre-trained network is fine-tuned by the averaged gradient of few-shot labeled and unlabeled samples of the target subject. Here, only the unlabeled samples with high output probabilities \( p > \varepsilon \) and close to the class center \( d < \varsigma \) are included for fine-tuning while the rest samples \( p < \varepsilon \) or \( d > \varsigma \) are ignored. Then, the previous class centers \( \mathbf{C}_1, \mathbf{C}_2 \) are transferred to the new ones \( \mathbf{D}_1, \mathbf{D}_2 \) for target subject that the network \( f'_\theta \) is fine-tuned for the target subject as shown in Fig. 1.

The joint loss function which combines center loss and cross entropy loss is as follows.

\[
\mathcal{L}_C = \frac{1}{2} \sum_{i=1}^{m} \| h_i - \mathbf{c}_{y_i} \|_2^2 \\
\mathcal{L}_S = -\sum_{i=1}^{m} y_i \log(p_i) \\
\mathcal{L} = \mathcal{L}_S + \lambda \mathcal{L}_C
\] (4)

where \( h_i \) denotes the output feature of the last hidden layer of the backbone network given the \( i \)-th input sample, \( \mathbf{c}_{y_i} \) is the \( y_i \)-th class center, \( p_i \) is the output of the network, \( y_i \) is the ground truth, \( \mathcal{L}_S \) is cross-entropy classification loss, \( \lambda \) is the weight of center loss \( \mathcal{L}_C \). The feature center \( \mathbf{c}_{y_i} \) for each class is considered as learnable parameters which is learned by gradient descent method \[40\]. Its gradient is as follows.

\[
\frac{\partial \mathcal{L}_C}{\partial h_i} = h_i - \mathbf{c}_{y_i} \\
\Delta \mathbf{c}_j = \frac{\sum_{i=1}^{m} \delta(y_i = j) \cdot (\mathbf{c}_j - h_i)}{1 + \sum_{i=1}^{m} \delta(y_i = j)}
\] (5)

where \( \delta(\text{condition}) = 1 \) if the condition is satisfied, and \( \delta(\text{condition}) = 0 \) if not.

Based on the Algorithm 1, the backbone network is pre-trained by the joint loss function as shown in Fig. 1. Then, the pre-trained network is fine-tuned in a semi-supervised manner with few-shot labeled EEG signals \( T_q = \{ (x_{q, y_q}) \}_{q=1}^{N_q} \) and unlabeled signals \( X_t = \{ x_j \} \) of the target subject.

In the semi-supervised adaption phase, only part of the unlabeled signals are eligible and selected for fine-tuning. First, each unlabeled signal \( x_i \in X_t \) is fed into the network to obtain its feature \( h_j \) and the corresponding output \( \mathbf{o}_j \) as shown in Algorithm 2. Second, the \( \text{argmax} \) function is applied to transform the network output \( \mathbf{o}_j \) into the artificial label \( y_j \) and the associated predict...
Algorithm 2 Semi-supervised meta learning algorithm

**Require:** Pre-trained network $f_\theta$, base learning rate $\alpha$, fine-tuning rate $\gamma$, confidence and distance thresholds $\varepsilon$, $\varsigma$.

**Require:** Few-shot labeled signals $T_q = \{(x_q, y_q)\}_{q=1}^{N_q}$ and unlabeled signals $X_t = \{x_j\}$ of target subject.

1: Obtain output of network $(o_j, h_j) = f_\theta(x_j), x_j \in X_t$
2: Generate artifact labels $(p_j, y_j) = \arg\max(o_j)$
3: Calculate distance from center $d_j = \frac{1}{2n} \|h_j - c_{y_j}\|^2_2$
4: Construct support set: $Q = \{(x_j, y_j)\}, s.t. p_j > \varepsilon, d_j < \varsigma$
5: while not done do
6: Sample class-balanced support set $B = \{T_j\}$ from $Q$
7: for all $T_j$ do
8: Update base learner parameters $\theta^*$:
   $\theta_j^* \leftarrow \theta - \alpha \nabla_\theta \mathcal{L}_{T_j}(f_\theta)$
9: end for
10: Update meta-learner parameters $\theta$:
   $\theta \leftarrow \theta - \gamma \nabla_\theta \sum_{T_j \in B} \left[ \mathcal{L}_{T_j}(f_{\theta_j^*}) + \mathcal{L}_{T_q}(f_{\theta_j^*}) \right]$
11: end while

probability $p_j$. Third, the feature distance of each signal from the corresponding class center is calculated. The feature distance denotes the element-wise averaged center loss of feature vector. Fourth, only the signals with high probabilities and close to the class center are included in the support set. The feature distance from center $d_j$ and the support set are defined as follows:

$$d_j = \frac{1}{2n} \|h_j - c_{y_j}\|^2_2$$
$$Q = \{(x_j, y_j)\}, s.t. p_j > \varepsilon, d_j < \varsigma$$

where $n$ is the length of each feature vector $h_j$ for normalization of feature distance. $\varepsilon$ and $\varsigma$ are the confidence threshold and distance threshold, only the samples with high predicting probabilities ($p_j > \varepsilon$) and close to the class center
(d_j < \varsigma) are included in the support set Q. Fifth, we down-sample and obtain a class-balanced subset B from the support set for effective training and unbiased classification on each class. Then, the backbone network is fine-tuned by the averaged gradient of the artificial support set B and few-shot labeled samples T_q.

Consequently, the fine-tuned model could be applied for classification tasks of the target subject. With a semi-supervised adaption, the proposed SSML method utilizes labeled and unlabeled data to achieve better EEG decoding performance for new incoming target subject. Next, we will conduct a series of experiments to evaluate the proposed SSML method and compare it with the other methods.

3. Experiments

In this section, we present the details of the experiments on the proposed method. In addition, the corresponding results of the other state-of-the-art methods are also present for comparison. In our experiments, the hardware and software configuration used in our experiments are based on a platform with an Nvidia RTX 2080Ti, Ubuntu 16.04, PyTorch 1.9.0.

3.1. Datasets

In the experiments, the proposed method is verified by three different EEG paradigms including ERP detection, emotion recognition and sleep staging. The feasibility of the proposed method on different kinds of paradigms are significant.

ERP is a fundamental technique in BCI applications and neuroscience. The 32-channel EEG signals of four severely disabled and four able-bodied subjects were recorded and released as benchmark dataset for ERP detection [2]. The ERP/NoERP signals were extracted and averaged to enhance signal-to-noise rate. Then, there are 24 ERP and 120 NoERP signals for each subject. Each ERP/NoERP signal is represented by a 32 * 128 matrix which denotes 32 channels and 128 time points in 1 second.
The SJTU emotion EEG dataset (SEED) is a benchmark dataset for evaluating EEG emotion recognition algorithms [6]. The 62-channel EEG signals stimulated by happy, sad and neutral film clips were recorded. We extracted the differential entropy features of 5 frequency channels in every 10 second frame that each sample is represented by a $62 \times 10 \times 5$ matrix. There are total 15 subjects and 993 samples for each subject in the dataset.

Sleep-EDF dataset from MCH-Westinde Hospital was a benchmark dataset for EEG sleep staging methods [8]. Here, the sleep EEG signals in Fpz-Cz channel of 20 healthy subjects in Sleep-EDF dataset were used for experiments. Each EEG signal is segmented into 30-second frames, totally 3000 time-points in one frame. There are five sleep stages, i.e. wake(W), non-rapid eye movement (NREM: N1, N2, and N3), rapid eye movement (REM). The number of sleep EEG signals of each subject varies from 2000 to 6000.

Based on the meta learning methodology, the model could be pre-trained by labeled data of the existed source subjects and fine-tuned for a new incoming subject with only few labeled data. Therefore, leave-one-subject-out (LOSO) cross-validation strategy was applied for evaluating subject-transfer EEG decoding performance. For example, seven of the eight subjects in ERP dataset are selected as source subjects for training while the rest one is the target subject for testing. A few labeled samples of target subject are collected for fine-tuning the model. Then, the classification accuracies of the eight runs of LOSO experiments are averaged as final testing performance.

3.2. Model

As a variant of model-agnostic meta-learning, the proposed SSML method is also feasible on different network structures. To study the performance variances of the proposed method on different network structures, we built three kinds of networks including multi-layer perception (MLP), spatial-temporal filtering neural network (STNN) and convolutional neural network (CNN).

In Table 1, three backbone models for ERP detection dataset are presented as examples. In the MLP model, the $32 \times 128$ input signal is firstly flattened
into a $1 \times 4096$ vector and fed into a linear hidden layer with 300 Relu activation units and an output layer with 2 Softmax activation units. In the STNN model, a linear spatial filtering layer with 16 filters and a temporal filtering layer with 64 filters are used to extract spatial and temporal features, respectively. Then the obtained $16 \times 64$ feature is flattened into a $1 \times 1024$ vector and fed into the output layer. In the CNN model, convolutional (Conv) layers with Relu activation, Max-pooling (Pool) layers and a linear output layer with Softmax activation are used. As for emotion and sleep datasets, the backbone models are similar to those for ERP that needs to modify the structure to fit the signals with different number of channels or time lengths.

Table 1: Backbone models for ERP detection includes MLP, STNN and CNN.

|          | MLP                  | CNN                  |
|----------|----------------------|----------------------|
| **Layer** | **Settings** | **Output** | **Layer** | **Settings** | **Output** |
| Input    | $32 \times 128$      |                      | Input    | $32 \times 128$      |                      |
| Flatten  | $1 \times 4096$      |                      | Conv     | $(1 \times 16)^16$  | $(16, 32 \times 113)$ |
| Hidden   | $4096 \times 300$    | $1 \times 300$      | Pool     | $1 \times 2$       | $(16, 32 \times 56)$  |
| Output   | $300 \times 2$       | 2                    | Conv     | $(1 \times 3)^32$   | $(32, 32 \times 54)$  |
|          |                      |                      | Pool     | $1 \times 2$       | $(32, 32 \times 27)$  |
|          |                      |                      | Conv     | $(1 \times 3)^64$   | $(64, 32 \times 25)$  |
|          |                      |                      | Pool     | $1 \times 2$       | $(64, 32 \times 12)$  |
|          |                      |                      | Conv     | $(1 \times 3)^{128}$| $(128, 32 \times 10)$ |
|          |                      |                      | Conv     | $(32 \times 1)^{256}$| $(256, 1 \times 10)$  |
|          |                      |                      | Flatten  | $1 \times 2$       | $1 \times 2560$      |
| Output   | $1024 \times 2$      | 2                    | Output   | $2560 \times 2$     | 2                    |
To train the backbone network, we applied Adam optimizer with base learning rate of 0.001 and meta learning rate of 0.0001. To learn feature centers for different classes, stochastic gradient descent optimizer is applied with a learning rate of 0.001 and a center-loss weight of 0.001. The confidence threshold and distance threshold are 0.9 and 1 which are used to generate support set for fine-tuning the backbone network.

In the pre-training phase, 90 percent of source subjects are used to train the backbone network while the rest 10 percent is the validation set for monitoring. Once the classification performance of the validation set is maximized, the training procedure will be stopped. For the target subject of LOSO experiment, few-shot labeled samples of each class are randomly selected for fine-tuning the pre-trained network. The network is fine-tuned by 10 epochs using Adam optimizer with learning rate of 0.001 and weight decay of 0.001.

3.3. Results

| ERP Detection | Emotion Recognition | Sleep Staging |
|---------------|---------------------|---------------|
| **Methods**   | **Accuracy**        | **Method**    | **Accuracy** |
| BLDA [2]      | 0.8511              | DGCNN [41]    | 0.6639       |
| STDA [43]     | 0.8279              | DAN [44]      | 0.7134       |
| KNN [46]      | 0.8564              | BiHDM [47]    | 0.7722       |
| SVM [48]      | 0.8420              | RGNN [49]     | 0.7957       |
| CNN [51]      | 0.8547              | SOGNN [52]    | 0.8104       |
| W/O Meta      | 0.8329              | W/O Meta      | 0.7694       |
| MAML [26]     | 0.8912              | MAML [26]     | 0.8355       |
| **SSML (ours)** | **0.9521**        | **SSML (ours)** | **0.8859**   |
|               |                     | **SSML (ours)** | **0.8331**   |

In Table 2, we present the performance of state-of-the-art methods and the
proposed method on the benchmark datasets including ERP detection, emotion recognition and sleep staging tasks. According to the previous research [4, 27], MAML could be used for subject-transfer EEG classification, such as sleep staging. Here, we used convolutional neural network as backbone network for MAML method and the proposed SSML method. In the MAML method, the labeled data of many source subjects were used to pre-train a backbone network by Algorithm 1. Then, the pre-trained backbone network will be fine-tuned by few labeled samples of target subject to achieve better performance. The baseline method W/O Meta denotes the pre-trained network without using any data from target subject for fine-tuning. In the ERP detection paradigm, we obtained the performance of the other methods by using sklearn toolbox or rebuilding the model with source subjects and labeled samples of target subject. For emotion recognition and sleep staging, we referred to the state-of-the-art performance recently.

In the proposed SSML method, the backbone network is pre-trained by the source subjects, then fine-tuned by few-shot labeled samples and unlabeled samples of target subject. For the emotion recognition and sleep staging paradigms, 10-shot labeled samples of each class are selected for fine-tuning in the MAML and SSML method. For the ERP paradigms with less samples of each subject, 5-shot setting is used in the experiments. The proposed SSML method achieved better performance than the other methods and MAML method in different EEG paradigms.

Moreover, we would like to study how much the classification performances are improved when using few labeled samples for fine-tuning with the MAML and the proposed SSML methods. The classification performance of the W/O meta method is considered as the baseline performance for each paradigm. Compared with the baseline, the SSML method achieved great improvements with only 1-shot labeled sample of each class as shown in Table 3. As the increase of labeled samples, the MAML and SSML methods achieved much higher performance. That is to say, using more labeled samples is helpful to model real distribution of the target subject’s EEG signals that the EEG decoding performance...
Table 3: Classification performance improvements of MAML and SSML compared with W/O meta method.

| Paradigm | Method | 1-shot  | 3-shot  | 5-shot  | 10-shot |
|----------|--------|---------|---------|---------|---------|
| ERP      | MAML   | 4.80%   | 6.30%   | 7.00%   | 9.52%   |
|          | SSML   | 10.00%  | 12.60%  | 14.31%  | 16.10%  |
| Emotion  | MAML   | 4.40%   | 4.00%   | 6.70%   | 8.59%   |
|          | SSML   | 5.90%   | 10.90%  | 10.30%  | 15.14%  |
| Sleep    | MAML   | 0.80%   | 1.50%   | 1.60%   | 1.80%   |
|          | SSML   | 2.20%   | 3.80%   | 3.40%   | 4.90%   |

could be substantially improved. Consequently, the proposed SSML method with 10-shot labeled samples achieved over 15% improvement in the ERP and emotion recognition paradigms and 4.9% in sleep staging paradigm. Moreover, the proposed SSML method achieved higher improvements than MAML in different few-shot settings.

Table 4: Wilcoxon signed rank test between SSML and the baseline methods.

| Paradigm | SSML VS # | 1-shot | 3-shot | 5-shot | 10-shot |
|----------|------------|--------|--------|--------|---------|
| ERP      | W/O Meta   | ††     | ††     | ††     | ††     |
|          | MAML       | †      | †      | ††     | ††     |
| Emotion  | W/O Meta   | ††     | †      | ††     | ††     |
|          | MAML       | †      | ††     | †      | ††     |
| Sleep    | W/O Meta   | ~      | †      | ††     | ††     |
|          | MAML       | ~      | ~      | ††     | ††     |

Note: ~ nonsignificant, †p < 0.05, ††p < 0.01

Furthermore, we wonder whether the performance improvements of the proposed SSML method are statistically significant. Therefore, the performance differences between the proposed method and the other methods should be stud-
ied by statistical analysis method. As shown in Table 4, the Wilcoxon signed rank test results between the proposed SSML and the W/O meta method or MAML method are presented. In the ERP detection and Emotion recognition paradigms, the proposed SSML method achieved significant higher performance than the other two methods in different few-shot settings. In the sleep staging paradigm, significant improvements are found in 5-shot and 10-shot settings. The experimental results demonstrated the effectiveness and potential of the proposed SSML method in improving subject-transfer EEG decoding performance.

4. Discussion

Here, the proposed method is discussed in qualitative and quantitative manner. First, to analyse the convergence procedure of different methods with different backbone networks on different EEG paradigms, the learning curves are present. Second, we discuss the subject-transfer decoding performance when changing the number of labeled samples of target subject. Third, we change the weight of center loss and analyse its contribution for improving classification performance. Finally, we utilized the t-SNE technique to analyse how the proposed SSML method influences the classification in the feature domain.

4.1. Comparison of Learning Curves

Three different backbone models are trained by different meta-learning methods and evaluated on three datasets. The convergence procedure of different methods could be visualized by their learning curves as the increase of iteration epochs [54]. In Fig. 2, the learning curves of three different models trained by different meta-learning methods on three EEG datasets are presented. Here, each learning curve denotes the averaged classification accuracy in the LOSO cross-validation experiments.

Firstly, we evaluated three different kinds of neural networks including MLP, STNN and CNN. The signal of sleep dataset is one-channel EEG signal that
the STNN with spatial filtering is infeasible and ignored. Apparently, the CNN achieved the higher performance than MLP or STNN. That is to say, the network structure also plays an important role in subject-transfer EEG decoding. Secondly, we could find that the proposed SSML method achieved better performance than the other meta-learning methods. Specifically, its learning curve (red) is higher than the other methods within the same model and dataset. Thirdly, the SSML method could achieve faster convergence than the other two methods in the experiments of three different networks. The comparison of learning curves demonstrated the effectiveness of the SSML with CNN network in different paradigms.

4.2. Consideration of N-shot Learning

The calibration procedure of BCI for new subjects could be considered as few-shot learning problem. In the meta learning methods, few labeled samples of target subject are obtained for calibration, i.e. fine-tuning the EEG decoding model for this subject. In the SSML method, few labeled samples and many
unlabeled samples are jointly used for fine-tuning.

Figure 3: Performance of SSML method with different shots of labeled samples.

Here, we would like to analyse the influence of the number of labeled samples for calibration. In Fig. 3, the classification accuracies of the SSML method with 0, 1, 2, 3, 5 and 10-shot settings are presented. The SSML in 0-shot setting denotes that only unlabeled samples are used for fine-tuning for target subject. Without labeled data of target subject, the classification performance is relatively poor. As the increase of the number of shots, the EEG decoding model is calibrated more accurately for the target subject. As a result, the classification accuracies are improved, especially in the ERP and emotion paradigms. The improved classification performance demonstrated the effectiveness of the proposed SSML for few-shot learning and calibration on new subjects.

4.3. Effect of Center Loss weights

As aforementioned, the center loss and the associated feature distance are essential in the pre-training phase and semi-supervised adaptation phase of SSML. Here, we would like to analyse the contribution and influence of center loss in decoding different EEG signals. The center loss function plays important role in dominating the intra-class variations in the joint loss function. It is intuitive to compare the classification performance when using joint loss function with
different center weights. As shown in Fig. 4, the center weights between $1e^{-4}$ and $1e^{-2}$ have higher performance than the other weights that is similar to the previous research [40]. The center weight of $1e^{-3}$ is used in our experiments.

4.4. T-SNE Analysis

As shown in the Fig. 1, the EEG features of different subjects are learned by the backbone network. We would like to analyse the differences of features obtained by different methods. To visualize high-dimensional features, t-distributed stochastic neighbor embedding (t-SNE) method is widely used. In Fig. 5, the t-SNE results of features learned by different method with CNN as backbone network are presented. Here, we chose one subject from each dataset for presentation. In each subfigure, the t-SNE results are presented in scatterplot in which the different colors denote the labels of samples. The samples of ERP and NoERP, three emotion classes, five sleep stages are presented.

In the t-SNE maps of the W/O meta method, the points from different classes are mixed with each other that the classification performance is not well. With MAML, a few labeled samples are used for fast adaption that the pre-trained network could be fine-tuned for the target subject. Based on the proposed SSML method, few labeled and many unlabeled samples are combined.
for semi-supervised adaption. Compared with the other methods, the samples of ERP class, three emotion class and wake (W) stage are likely separated by the SSML method. The t-SNE results verified that the proposed SSML method achieved better subject-transfer EEG decoding performance.

4.5. Limitations

The limitations of this study are as follows. First, the proposed method is only verified by three EEG paradigms with three backbone network structures in the experiments. Further researches on the other kinds of paradigms and networks should be conducted to verify the feasibility of the proposed method. Second, given a backbone network with relatively low performance, its performance will be even worse after apply semi-supervised adaption. That is to say, the proposed SSML method depends heavily on the effective network structures. Third, the proposed SSML method will be invalid if the features of the target subject are completely different with source subjects. Because
the semi-supervised adaption phase of SSML is based on the backbone network pre-trained by the source subjects. Fourth, it also takes much times to collect few-shot labeled and many unlabeled samples for the calibration procedure of the proposed method. Further work is thus required to improve subject-transfer and calibration methods for EEG decoding in BCI as well as neuroscience.

5. Conclusion

In this paper, we propose a semi-supervised meta learning (SSML) method for subject-transfer EEG decoding in brain-computer interfaces. In a semi-supervised manner, the proposed method could effectively transfer the model trained by source subjects to new incoming subject. To verify the method, three different EEG paradigms including event-related potential, emotion recognition and sleep staging are tested. By using few-shot labeled and many unlabeled samples for fine-tuning, the proposed method could obviate inter- and intra-subject variability between source subjects and target subject. With a semi-supervised adaption procedure, the SSML achieved significantly improvements of target subjects. Moreover, the proposed method achieved better performance than the existing methods. Therefore, the proposed semi-supervised meta-learning method has much potentials in improving EEG decoding performance which is significant for practical BCI applications as well as neuroscience research.
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