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Abstract

We study the asymptotic (in time) behavior of positive and sign-changing solutions to nonlinear parabolic problems in the whole space or in the exterior of a ball with Dirichlet boundary conditions. We show that, under suitable assumptions, solutions are asymptotically (in time) foliated Schwarz symmetric, i.e., all elements in the associated omega-limit set are axially symmetric with respect to a common axis passing through the origin and are nonincreasing in the polar angle. As a consequence, new symmetry results are deduced for solutions of Hénon-type problems, for equilibria (i.e. for solutions of the corresponding elliptic problem), and for time periodic solutions.
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1 Introduction

In this paper we study the asymptotic behavior of (possibly sign-changing) classical uniformly bounded solutions of

\[ \begin{aligned}
&u_t - \Delta u = f(t, |x|, u) & (x, t) \in \Sigma \times (0, \infty), \\
&u(x, t) = 0 & (x, t) \in \partial \Sigma \times (0, \infty), \\
&u(x, 0) = u_0(x) & x \in \Sigma,
\end{aligned} \]

where \( \Sigma \) is either the whole space \( \mathbb{R}^N \) or the complement of a ball \( \mathbb{R}^N \setminus B_R(0) \) in dimension \( N \geq 2 \) for some \( R > 0 \). The initial profile \( u_0 \) and the nonlinearity \( f \) satisfy some regularity and stability assumptions detailed below.

We are particularly interested in asymptotic symmetry. A solution \( u \) is said to be asymptotically symmetric if all the elements in the \( \omega \)-limit set \( \omega(u) \), defined as

\[ \omega(u) := \{ z \in C_0(\overline{\Sigma}) : z(x) = \lim_{n \to \infty} u(x, t_n) \text{ for } x \in \Sigma \text{ and some } t_n \to \infty \}, \]

share some symmetry. Here, the limit is in \( C_0(\overline{\Sigma}) \), the space of continuous functions which decay to zero at infinity and vanish on \( \partial \Sigma \), equipped with the supremum norm. Standard parabolic estimates (see Lemma 2.3) yield that

\[ \lim_{t \to \infty} \text{dist}_{C_0(\overline{\Sigma})}(u(\cdot, t), \omega(u)) = 0, \]

and therefore the asymptotic symmetry implies that the solution is more and more symmetric as \( t \to \infty \). Here we are interested in a particular kind of symmetry sometimes referred to as foliated Schwarz symmetry.
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We say that a function $u \in C(\Sigma)$ is \textit{foliated Schwarz symmetric with respect to some unit vector} $p \in \mathbb{S}^{N-1} = \{x \in \mathbb{R}^N : |x| = 1\}$, if $u$ is axially symmetric with respect to the axis $Rp$ and nonincreasing in the polar angle $\theta := \arccos\left(\frac{x}{|x|}, p\right) \in [0, \pi]$. If $u$ is strictly decreasing in $\theta$, then we say that $u$ is \textit{strictly foliated Schwarz symmetric}.

From the asymptotic symmetry point of view, the results we present in this paper are, as far as we know, the first to consider sign-changing solutions in unbounded domains, a non-monotone spatial dependence on the nonlinearity, and unbounded domains different from $\mathbb{R}$ (we give an account of previously known results below). In this more general setting, however, we need to impose a geometric assumption on the initial profile $u_0$ to guarantee that all functions in the $\omega$-limit set are foliated Schwarz symmetric.

Before we state our theorems in full generality, we illustrate our results with two paradigmatic particular cases. First, we exploit the (non-monotone) spatial dependence of the coefficients of a nonautonomous Hénon-type problem to guarantee a symmetrizing effect as $t \to \infty$.

\textbf{Theorem 1.1.} Let $\Sigma$ be either $\mathbb{R}^N$ or $\mathbb{R}^N \setminus B_1(0)$. Let $a, b \in C([0, \infty)) \cap L^\infty([0, \infty))$ and $\eta > 0$ be such that
\begin{equation}
\inf_{t>0} b \geq \eta. \tag{1.4}
\end{equation}
Let $p > 1$, $0 \leq \alpha < \beta$, and let $u \in C^{2,1}(\Sigma \times (0, \infty)) \cap C(\Sigma \times [0, \infty)) \cap L^\infty(\Sigma \times [0, \infty))$ be a solution of
\begin{align*}
u_t - \Delta u &= a(t)|x|^{\alpha}|u|^{p-1}u - b(t)|x|^{\beta}u \quad (x, t) \in \Sigma \times (0, \infty), \\
u &= 0 \quad (x, t) \in \partial \Sigma \times (0, \infty), \\
u(x, 0) &= u_0(x) \quad x \in \Sigma,
\end{align*}
where $u_0 \in L^\infty(\Sigma) \cap C(\Sigma)$ satisfies that
\begin{align*}
u_0(x_1, x_2, \ldots, x_N) &\geq \nu_0(-x_1, x_2, \ldots, x_N) \quad \text{for all } x \in \Sigma \text{ with } x_1 > 0, \\
u_0(x_1, x_2, \ldots, x_N) &> \nu_0(-x_1, x_2, \ldots, x_N) \quad \text{for some } x \in \Sigma \text{ with } x_1 > 0. \tag{1.6}
\end{align*}
Then, $u$ is asymptotically foliated Schwarz symmetric, that is, there is $p \in \mathbb{S}^{N-1}$ such that $z$ is foliated Schwarz symmetric with respect to $p$ for all $z \in \omega(u)$.

Observe that the direction of the symmetry axis $p$ is not determined by the equation, which is invariant under rotations, $p$ is (indirectly) determined by the initial condition. Theorem 1.1 is a consequence of the more general Theorem 1.3 below.

Our results also cover translationally invariant problems, where we can show that (possibly sign-changing) solutions are asymptotically signed and radially symmetric with respect to some center. Unlike for Hénon-type problems, a center of symmetry is not fixed a priori if the equation is translationally invariant; and therefore a suitable assumption on the initial condition $u_0$ plays a key role to guarantee the asymptotic symmetry. In the next section we present more general conditions on $u_0$; however, to simplify the presentation and to illustrate the main ideas, in the next theorem we assume that the supports of the positive and the negative parts of $u_0$ are strictly separated by the cones $K^+ := \{x = (x_1, x') \in \mathbb{R}^N : x_1 > 1 \text{ and } |x'| < |x_1-1|\}$ and $K^- := \{x = (x_1, x') \in \mathbb{R}^N : x_1 < -1 \text{ and } |x'| < |x_1+1|\}$, see Figure 1 below.

\textbf{Theorem 1.2.} Let $p > 1$ and $a, b \in C([0, \infty)) \cap L^\infty([0, \infty))$ such that 1.4 holds. Let $u \in C^{2,1}(\mathbb{R}^N \times (0, \infty)) \cap C(\mathbb{R}^N \times [0, \infty)) \cap L^\infty(\mathbb{R}^N \times [0, \infty))$ be a solution of
\begin{align*}
u_t - \Delta u + b(t)u &= a(t)|u|^{p-1}u \quad (x, t) \in \mathbb{R}^N \times (0, \infty), \\
u(x, 0) &= u_0(x) \quad x \in \mathbb{R}^N,
\end{align*}
where $u_0 \in C_0(\mathbb{R}^N) \setminus \{0\}$ is such that
\begin{align*}
\{x \in \mathbb{R}^N : u_0(x) > 0\} &\subset K^+, \quad \{x \in \mathbb{R}^N : u_0(x) < 0\} \subset K^- \tag{1.8}
\end{align*}
Assume furthermore that \( u \) has uniform decay at spatial infinity

\[
\lim_{|x| \to \infty} \sup_{t>0} u(x,t) = 0. \tag{1.9}
\]

If \( 0 \notin \omega(u) \), then \( u \) is asymptotically signed and radially symmetric, that is, there is \( q \in \mathbb{R}^N \setminus \{x_1 = 0\} \) such that all elements in \( \omega(u) \) are radially symmetric with respect to \( q \) and

1. \( z > 0 \) in \( \mathbb{R}^N \) for all \( z \in \omega(u) \), if \( q \in \{x_1 > 0\} \),
2. \( z < 0 \) in \( \mathbb{R}^N \) for all \( z \in \omega(u) \), if \( q \in \{x_1 < 0\} \).

Note that, in this setting, there is an additional complication if \( 0 \) belongs to the \( \omega \)-limit set. If \( 0 \in \omega(u) \), then for a sequence of times \( t_n \to \infty \) the solution tends uniformly to zero, and therefore the (symmetrizing) influence from the initial condition weakens and the asymptotic symmetry of solutions becomes unclear. This is why Theorem 1.2 poses an alternative: either \( 0 \in \omega(u) \) or the solution \( u \) is asymptotically signed and radially symmetric. Theorem 1.2 is a consequence of the more general Theorem 1.8 below together with an argument involving the translational invariance of the equation.

Figure 1: Geometry of the condition (1.8) in \( \mathbb{R}^3 \), where the support of the positive part of \( u_0 \) (represented by the dark region on the right) lies inside a cone in the halfspace \( \{x_1 > 1\} \) and the support of the negative part of \( u_0^- \) (represented by the dark region on the left) is inside a cone in the halfspace \( \{x_1 < -1\} \).

Main results

In the following, we give a more abstract framework to state general results from which Theorems 1.1 and 1.2 can be deduced. Our results are complementary to the papers [15, 16], where asymptotic radial symmetry of positive solutions is proved in bounded and unbounded domains. More specifically, the conclusions in [15, 16] are stronger (radial versus foliated Schwarz symmetry) and there are no geometric assumptions on the initial condition; however, [15, 16] require positivity of solutions and monotone dependence of \( f \) on \( |x| \) (we remark that [15] does not consider spatial dependences on \( f \), although the proof can be adjusted to consider a nonincreasing radial spatial dependence). The main tool in [15, 16] is the parabolic moving plane method (MPM), which is a perturbation technique strongly based on maximum principles, Harnack inequalities,
parabolic regularity, and the construction of suitable subsolutions. The lack of compactness in unbounded domains is the main difficulty when trying to characterize the symmetry of solutions of (1.1), and in fact, symmetry-breaking phenomena in unbounded domains are known, see for example [17]. For other results regarding reflectional symmetry and monotonicity in bounded domains via MPM, see [3][14].

In this paper we consider sign-changing solutions, spatially non-monotone nonlinearities, and exterior domains. In this setting, a standard MPM cannot be used; instead, we use a variant sometimes called rotating plane method (RPM). We explain the differences between these two techniques below. For similar results in bounded domains for parabolic equations and systems, we refer to [20–23] and for elliptic problems, [12][24].

We introduce some notation to formulate our results. Recall that Σ can be the whole space without a ball of radius $R > 0$, $\Sigma = \mathbb{R}^N \setminus B_R(0)$, or the whole space $\Sigma = \mathbb{R}^N$, in which case we set $R = 0$. For a vector $e \in S^{N-1}$, we consider the hyperplane $H(e) := \{ x \in \mathbb{R}^N : x \cdot e = 0 \}$ and the half domain $\Sigma(e) := \{ x \in \Sigma : x \cdot e > 0 \}$. We also write $\sigma_e : \Sigma \to \Sigma$ to denote reflection with respect to $H(e)$, i.e. $\sigma_e(x) := x - 2(x \cdot e)e$ for each $x \in \Sigma$.

We consider a classical global solution $u \in C^{2,1}(\Sigma \times (0, \infty)) \cap C(\Sigma \times [0, \infty))$ of (1.1) satisfying the following assumptions.

(U0) (Initial reflectional inequality) The initial profile $u_0$ belongs to $C_0(\Sigma)$ and there exists $e \in S^{N-1}$ such that $u_0(x) \geq u_0(x^e)$ for all $x \in \Sigma(e)$ and $u_0 \neq u_0 \circ \sigma_e$.

(U1) (Uniform decay) $\lim_{|x| \to \infty} \sup_{t > 0} u(x,t) = 0$.

(U2) (Uniform boundedness) $\|u\|_{L^\infty(\Sigma \times (0, \infty))} := M_1 < \infty$.

Define $I := [R, \infty) = \{ |x| : x \in \Sigma \}$. We now state our first assumption on $f$.

(f0) (Boundedness at zero) For every $r > 0$ there is $K_r > 0$ such that $\sup_{s \in [R, r], t > 0} |f(t, s, 0)| < K_r$.

Assumption (f0) is used to obtain the equicontinuity of $u$, see Lemma 2.3.

Next, we impose some standard regularity on $f$ and a crucial sign assumption on $f_u$ outside a compact set. This last assumption has two important variants (see (f2)' and (f2) below), and we divide our results accordingly.

**Strong stability outside compact sets**

Let $\lambda_1$ denote the principal eigenvalue of the Dirichlet Laplacian on the unit ball $B_1(0) \subset \mathbb{R}^N$. Assume that (f1)' (Regularity) the nonlinearity $f : [0, \infty) \times I \times \mathbb{R} \to \mathbb{R}$, $(t, r, u) \mapsto f(t, r, u)$ is continuous in $t, r$, and locally uniformly Lipschitz in $u$, that is, for every bounded interval $J \subset I$ and $K > 0$ there is $C = C(K, J) > 0$ such that

$$\sup_{r \in J, t > 0, u, v \in [-K, K]} |f(t, r, u) - f(t, r, v)| \leq C|u - v|.$$ 

In particular, $f_u(t, r, u)$ exists for almost every $u$ and it is locally bounded.

(f2)' (Strong stability) given $M > 0$ there are $\rho > R$, $\varepsilon > 0$, and an interval $J \subset (R, \rho)$ such that

$$\max_{r \rho, u \in [-\varepsilon, \varepsilon]} f_u(t, r, u) < -\max_{u \in [-M, M]} |f_u(t, r, u)| - 4\lambda_1 |J|^{-1}$$

for all $t > 0$. (1.10)
If the bound $M_1$ from $(U_2)$ is known, then it suffices to suppose that $(f_2)'$ is satisfied for $M = M_1$. Observe that the assumption $(f_2)'$ can only be satisfied by nonlinearities with a spatial dependence. This is one of the novelties in Theorem 1.3 below: we show that a condition on the spatial dependence of the nonlinearity (given by (1.10)) yields a symmetrizing effect on the solution for large times.

Our main result in this setting is the following.

**Theorem 1.3.** Let $u \in C^{2,1}(\Sigma \times (0, \infty)) \cap C(\Sigma \times [0, \infty))$ be a classical global solution of (1.1) satisfying $(U_0)$–$(U_2)$ and assume that $(f_0)$, $(f_1)'$, and $(f_2)'$ hold. Then $u$ is asymptotically foliated Schwarz symmetric, that is, there is $p \in \mathbb{S}^{N-1}$ such that $z$ is foliated Schwarz symmetric with respect to $p$ for all $z \in \omega(u)$.

Note that the axis of symmetry $\mathbb{R}_p$ is fixed for all elements in $\omega(u)$. A typical situation where $(f_2)'$ is satisfied is the case of a bounded nonlinearity plus a suitable potential. The next corollary shows an example.

**Corollary 1.4.** Let $f$ satisfy $(f_1)'$ and be such that
\[
\sup_{r \geq R, t > 0, s \in \mathbb{R}} |f_u(t, r, s)| =: C_0 < \infty.
\]
Let $u \in C^{2,1}(\Sigma \times (0, \infty)) \cap C(\Sigma \times [0, \infty))$ be a classical solution satisfying $(U_0)$–$(U_2)$ of
\[
\begin{align*}
&u_t - \Delta u + V(|x|)u = f(t, |x|, u) \text{ in } \Sigma \times (0, \infty), \\
&u(x, 0) = 0 \quad \text{ on } \partial \Sigma \times (0, \infty), \\
&u(x, 0) = u_0(x) \quad \text{ for } x \in \Sigma,
\end{align*}
\]
where $V : [0, \infty) \to \mathbb{R}$ is a continuous function such that
\[
\min_{(\rho, \infty)} \mathcal{J} > \max_{\mathcal{J}} |V| + 4 \frac{\lambda_1}{|\mathcal{J}|^2} + 2C_0,
\]
for some $\rho > R$ and some interval $\mathcal{J} \subset (R, \rho)$. Then $u$ is asymptotically foliated Schwarz symmetric.

Observe that (1.12) is always satisfied if $V(r) \to \infty$ as $r \to \infty$, and there is no restriction on the behavior of $V$ in $[0, \rho) \setminus I$. We also remark that $0 < \lambda_1 \leq \frac{N}{2} \left( \sqrt{\frac{N}{2} + 1} + 1 \right)^2$, (see (4)) where $N$ is the dimension.

The proof of Theorem 1.3 is based on an RPM which extends the ideas from the bounded domain case [16, 22] to unbounded domains. Similarly as the MPM, the RPM can be divided in three parts: the start, the perturbation step, and the characterization of symmetry. The start relies strongly on assumption $(U_0)$, maximum principles, and a suitable linearization of (1.1) (see Lemma 2.1). The perturbation step is based on maximum principles (Lemma 2.3), Harnack inequalities (Lemma 2.4), parabolic regularity (Lemma 2.5), and the construction of suitable subsolutions (Lemmas 2.2 and 3.0). A crucial aspect in this part is the fine use of constants which have precise dependences in order to construct and control a suitable perturbation. This is particularly delicate when considering unbounded domains and nonlinearities with a spatial dependence. Here hypothesis $(U_1)$, $(U_2)$, and $(f_2)'$ allow to control the solution outside large compact sets, and this is essential to compensate for the lack of compactness in unbounded domains. The last part, the characterization of symmetry, relies on a geometric characterization of foliated Schwarz symmetry in terms of reflectional inequalities (Lemma 2.6), such characterizations were first presented in [2] in the study of elliptic variational problems.

**Weak stability outside compact sets**

Next we use a set of assumptions which is closer to that of [15]. Assume that
\[
(f_1) \quad \text{Regularity } f : [0, \infty) \times I \times \mathbb{R} \to \mathbb{R}, (t, r, u) \mapsto f(t, r, u) \text{ is continuous in } t, r, \text{ continuously differentiable in } u, \text{ and satisfies that}
\]
\[
\lim_{u \to v} \sup_{r \in I, t > 0} \left| f_u(t, r, u) - f_u(t, r, v) \right| = 0 \quad \text{for every } v \in \mathbb{R},
\]
\[
\sup_{r \in I, t > 0, s \in [-K, K]} \left| f_u(t, r, s) \right| < \infty \quad \text{for every } K > 0 \text{ and } J \subset I.
\]
(f_2) (Stability) there are constants \( \rho, \gamma, \varepsilon > 0 \) such that
\[
f_u(t, |x|, s) < -\gamma \quad \text{for all } |x| > \rho, t \geq 0, \text{ and } s \in (-\varepsilon, \varepsilon).
\]

Here \( J \subset I \) means that \( J \) is compactly contained in \( I \), that is, \( J \) is compact and a subset of \( I \). The difference between \((f_2)^*\) and \((f_2)\) is that \( \gamma > 0 \) in \((f_2)\) can be arbitrarily small. This allows to consider, for example, a problem as in \((1.1)\), where \( V \) is possibly unbounded from below but \( V(r_n) = -\gamma \) for a sequence \( r_n \to \infty \) and some \( \gamma \in (0,1) \) small. This weaker assumption \((f_2)\) implies, however, a weaker control on the solution at spatial infinity and forces the RPM to use a different subsolution given by Lemma 3.6, which in turn requires some knowledge on the elements in \( \omega(u) \). As a consequence, our main result under the weaker assumption \((f_2)\) describes an alternative.

**Theorem 1.5.** Assume \((f_0), (f_1), (f_2), \text{ and let } u \in C^2(\Sigma \times (0, \infty)) \cap C(\Sigma \times [0, \infty)) \) be a classical global solution of \((1.1)\) satisfying \((U_0), (U_1), \) and \((U_2)\). Then one of the following alternatives happen:

1. \( u \) is asymptotically foliated Schwarz symmetric with respect to some \( p \in S^{N-1} \), that is, all elements in \( \omega(u) \) are foliated Schwarz symmetric with respect to \( p \). Moreover, all elements in \( \omega(u) \) are strictly decreasing in the polar angle.

2. There exists \( z \in \omega(u) \) such that \( z \equiv z \circ \sigma_e \) with \( e \in (U_0) \).

The proof of Theorem 1.5 follows an RPM and some ideas from \([15]\). We emphasize that, in general, the second alternative in Theorem 1.5 can occur; for example, if \( u_0 \geq 0 \), then \([15, \text{Theorem 1.1}]\) implies that all the elements in \( \omega(u) \) are radially symmetric with respect to some center. Note that the first alternative rules out radial symmetry (with respect to the origin) because of the monotonicity properties in the polar angle. In Section 5.1, we show an example of a solution \( u \) for which \( \omega(u) \) only has nodal strictly foliated Schwarz functions. This example also shows that the set of solutions satisfying the assumptions of Theorem 1.5 is nonempty. Furthermore, we show in Section 5.2 that the symmetry in the second alternative in Theorem 1.5 may not propagate to the other elements in \( \omega(u) \); more precisely, we show in Section 5.2 two examples (one in a bounded domain and one in an unbounded domain) of problems whose solution \( u \) has both radially symmetric and strictly foliated Schwarz functions in \( \omega(u) \); in particular, this shows that the presence of a radially symmetric function in \( \omega(u) \) does not imply, in general, that all elements in \( \omega(u) \) are radially symmetric.

Whenever the second alternative happens, this creates an obstacle to start the method, since one cannot use the subsolution in Lemma 3.6. This kind of obstacles do not appear in a MPM framework (as in \([15]\)), because the starting step in the method relies on the positivity of solutions, the uniform decay at spatial infinity, and on the stability of 0 given by assumption \((f_2)\).

The following are direct corollaries for elliptic and periodic parabolic equations, where the second alternative can be discarded using the maximum principle.

**Corollary 1.6.** Assume \((f_0)-(f_2)\), and let \( u \in C^2(\Sigma \times (0, \infty)) \cap C(\Sigma \times [0, \infty)) \) be a classical bounded periodic solution of \((1.1)\) that satisfies \((U_0)\) and that \( \lim_{|x| \to \infty} u(x, t) = 0 \) for \( t \geq 0 \). Then there exists \( p \in S^{N-1} \) such that, for all \( t \geq 0 \), \( u(\cdot, t) \) is foliated Schwarz symmetric with respect to \( p \) and \( u \) is strictly decreasing in the polar angle.

**Corollary 1.7.** Let \( f : I \times \mathbb{R} \to \mathbb{R}, (r, u) \mapsto f(r, u) \) be continuous in \( r \) and continuously differentiable in \( u \), with \( f_u \) uniformly continuous and bounded with respect to \( r \). Moreover, assume that there are constants \( \rho, \gamma > 0 \) such that \( f_u(|x|, 0) < -\gamma \) for all \( |x| > \rho \). Let \( u \in C^2(\Sigma) \cap C(\Sigma) \) be a classical uniformly bounded solution of
\[
-\Delta u = f(|x|, u) \quad \text{in } \Sigma, \quad u(x) = 0 \quad \text{on } \partial \Sigma, \quad \lim_{|x| \to \infty} u(x) = 0.
\]
If there is \( e \in S^{N-1} \) such that \( u(x) \geq u(\sigma_e(x)) \) in \( \Sigma(e) \) and \( u \neq u \circ \sigma_e \), then \( u \) is foliated Schwarz symmetric with respect to some \( p \in S^{N-1} \) and \( u \) is strictly decreasing in the polar angle.
Similar corollaries can be stated for Theorem 1.3. In fact, for elliptic and periodic parabolic problems a slightly simpler proof can be done, where assumption \((f_1)\) can be weakened (as in [22], since Lemma 3.6 is not needed).

Under a more “geometrically stable” assumption on \(u_0\), we can prove that if some \(z \in \omega(u)\) has \(H(e)\) as symmetry hyperplane, then \(z\) is radial. This assumption is the following:

\((U_0)'\) The initial profile \(u_0\) belongs to \(C_0(\Sigma)\) and there exists an open set \(U \subset \mathbb{S}^{N-1}\) such that

\[ u_0 \geq u_0 \circ \sigma_e \quad \text{in } \Sigma(e) \quad \text{for all } e \in U. \]

**Theorem 1.8.** Assume the same hypothesis as in Theorem 1.5 but with \((U_0)'\) instead of \((U_0)\). Then, only one of the following alternatives happen:

1. \(u\) is asymptotically foliated Schwarz symmetric with respect to some \(p \in \mathbb{S}^{N-1}\), i.e. all elements in \(\omega(u)\) are strictly foliated Schwarz symmetric with respect to \(p\); that is, all the elements in \(\omega(u)\) are axially symmetric and strictly decreasing in the polar angle.

2. There exists at least one \(z \in \omega(u)\) such that \(z\) is radially symmetric with respect to the origin.

Functions that satisfy \((U_0)'\) are, for example, positive functions with support in a one-sided cone, or sign changing functions with support in two (disjoint) cones being positive in one side and negative in the other (see Figure 2 and Section 5.1). The proof of Theorem 1.8 uses Theorem 1.5 plus some geometric results that characterize the rigidity that reflectional inequalities impose on a function (see Lemmas 2.10 and 2.7).

Figure 2: Example of a function \(u_0\) satisfying \((U_0)\).

Finally, we remark that Theorem 1.5 can be extended to the quasilinear setting as in [15]. The main obstacle for a generalization to fully nonlinear problems is, as noted in [15, Section 4], the generalization of the subsolution given in Lemma 3.6. However, Theorem 1.3 can be extended to fully nonlinear problems as in the bounded domain case [16, 22]. Our results consider only the semilinear setting for simplicity and to make the main ideas more transparent.

**On the uniform decay assumption**

In Theorem 1.1 the assumption \((U_1)\) is not stated as a hypothesis, since it can be obtained using the particular form of the equation and comparison principles with suitable supersolutions. In this part of the introduction, we discuss some other conditions that can be used to guarantee that \((U_1)\) holds.
In [3, Corollary 1.2] it is proved that \((U_1)\) is satisfied if the initial condition has compact support and the nonlinearity does not depend on \(|x|\). Following the same idea, we give below sufficient conditions to achieve the uniform decay assumption \((U_1)\) in settings where nonradial solutions (and nonradial limit profiles) could be expected, for example, if the nonlinearity \(f: [0, \infty) \times [0, \infty) \times \mathbb{R} \to \mathbb{R}\) is such that, for some \(R_0 > 0\),

\[
f(t, r_1, u) \leq f(t, r_2, u), \quad \text{for all } 0 \leq r_1 \leq R_0 \leq r_2 \text{ or } R_0 \leq r_1 \leq r_2,
\]

(1.13)

and all \(t > 0\), \(u \in \mathbb{R}\). In particular, \(f\) can be non-monotone inside a ball of radius \(R_0\). Then, we have the following lemmas.

**Lemma 1.9.** Let \(\Sigma = \mathbb{R}^N\) and \(u\) a solution of (1.1), assume that \(\partial_u f(t, r, u)\) is bounded uniformly in \(t\) and \(r\), and that \(f(t, r, u)\) satisfies (1.13). If

1. \(u_0 \geq 0\),
2. \(u_0\) has compact support,
3. \(\|u(\cdot, t)\|_{L^\infty(\mathbb{R}^N)} \leq C\) and \(\|u(\cdot, t)\|_{L^q(\mathbb{R}^N)} \leq C\) for some \(C > 0\), \(1 \leq q < \infty\) and all \(t > 0\),

then \(u\) satisfies \((U_1)\).

**Lemma 1.10.** Let \(\Sigma = \mathbb{R}^N\) and assume \(\partial_u f(t, r, u)\) is bounded uniformly in \(t\) and \(r\), and that \(f(t, r, u)\) satisfies (1.13). If

1. \(u_0\) has compact support,
2. the problems

\[
v_i - \Delta v = f(t, |x|, v) \quad \text{in } \mathbb{R}^N \times (0, \infty), \quad v(x, 0) = u_0^\pm(x) \quad \text{for } x \in \mathbb{R}^N,
\]

(1.14)

where \(u_0^+\) and \(u_0^-\) denote the positive and negative part of \(u_0\) respectively, have global solutions \(v_1\) and \(v_2\) such that \(\|v_i(\cdot, t)\|_{L^\infty(\mathbb{R}^N)} \leq C\) and \(\|v_i(\cdot, t)\|_{L^q(\mathbb{R}^N)} \leq C\) for some \(C > 0\), \(1 \leq q < \infty\), and all \(t > 0\), \(i = 1, 2\),

then any solution \(u\) of (1.1) satisfies \((U_1)\).

**Organization of the paper**

The paper is organized as follows. In Section 2 we collect several useful results regarding a linearization of (1.1), regularity, Harnack inequalities, maximum principles, the existence of suitable explicit subsolutions, and some geometric lemmas which are used in the characterization of symmetry. Section 3 is devoted to the proofs of our main symmetry results including Theorems 1.1 and 1.2. The proofs of Lemmas 1.9 and 1.10 can be found in Section 4. Finally, in Section 5 we include a series of examples to show some of the different possible behaviors of the elements in the \(\omega\)-limit set.

### 2 Auxiliary Lemmas

#### 2.1 Linearization

Let \(R \geq 0\) be such that

\[
\Sigma = \mathbb{R}^N \setminus B_R,
\]

(2.1)

where \(B_R = B_R(0) = \{x \in \mathbb{R}^N : |x| < R\}\) is the open ball of radius \(R\) centered at the origin if \(R > 0\) and \(B_0 := \emptyset\), that is, \(\mathbb{R}^N \setminus B_0 = \mathbb{R}^N\). Using the notation given in the introduction, define \(\Sigma_1 := \Sigma(e_1)\), where \(e_1 = (1, 0, \ldots, 0)\).
Throughout this section we assume that $f$ satisfies $(f_1)'$, which follows from $(f_1)$, and $(f_2)$ which follows from $(f_2)'$. Let $u$ be a classical solution of \((1.1)\) satisfying \((U_1)\) and \((U_2)\).

Fix $e \in \mathbb{S}^{N-1}$ and let $\Gamma_e : \Sigma_1 \to \Sigma(e)$ be a rotation that maps $e_1$ to $e$. Then,

$$w_e(x,t) := u(\Gamma_e(x), t) - u(\sigma_e(\Gamma_e(x)), t) \quad \text{for} \ (x,t) \in \Sigma_1 \times [0,\infty),$$

is a classical solution of

$$\begin{align*}
\partial_t w_e - \Delta w_e - c_e(x,t) w_e &= 0 & \text{in} \ \Sigma_1 \times (0,\infty), \\
w_e(x,t) &= 0 & \text{on} \ \partial \Sigma_1 \times (0,\infty), \\
w_e(x,0) &= u_0(\Gamma_e(x)) - u_0(\sigma_e(\Gamma_e(x))) & \text{for} \ x \in \Sigma_1,
\end{align*}$$

satisfying \((U_1)\) and \((U_2)\) with $u$ replaced by $w_e$, where

$$c_e(x,t) := \int_0^1 \partial_a f(t,|x|,su(\Gamma_e(x),t)+(1-s)u(\sigma_e(\Gamma_e(x)),t))ds$$

is well defined by \((U_2)\) and $(f_1)'$. Moreover, since $u$ is uniformly bounded in time and the Lipschitz constant of $f$ is time independent, for every bounded subset $U \subset \Sigma_1$, there is $\beta_U > 0$ (independent of $e$) such that

$$\sup_{(x,t) \in U \times [0,\infty)} |c_e(x,t)| < \beta_U.$$  

Moreover, by $(U_1)$, $(f_1)$, and $(f_2)$ or $(U_1)$, $(f_1)'$, and $(f_2)'$, there exists $\rho_1 \geq \rho$ (see $(f_2)$ or $(f_2)'$ for the definition of $\rho$) such that

$$\sup_{(x,t) \in (\Sigma_1 \setminus B_{\rho_1}(0)) \times [0,\infty)} c_e(x,t) < -\gamma,$$

where $\gamma$ is given by $(f_2)$ or

$$\gamma := \max_{r \in J, u \in [-M, M]} |f_u(t,r,u)| + 4\frac{\lambda_1}{|J|^2}$$

if $(f_2)'$ is assumed,

$$\text{with } M_1 \text{ as in } (U_2) \text{ and } J \text{ as in } (f_2)'.$$  

Observe that $\gamma$ and $\rho_1$ are independent of $e \in \mathbb{S}^{N-1}$.

For the proofs of our main results we need $c_e$ to be negative not only far from the origin, but also near $\partial \Sigma_1$. This is achieved by a modification of $w_e$ using appropriate subsolutions, as in $[15,16]$; however, since we only consider radial domains, the proof is simpler and more explicit. We use $\chi_J$ to denote the characteristic function of an interval $J \subset \mathbb{R}$.

**Lemma 2.1.** For every $e \in \mathbb{S}^{N-1}$, let $w_e$ be a classical solution of \((2.2)\) with $c_e$ satisfying \((2.3)\) and \((2.4)\). For $\rho_1$ as in \((2.4)\) and $R > 0$, fix $\delta > 0$ such that

$$\delta < \min \left\{ \frac{1}{\gamma + \beta_{B_{\rho_1}(0)}}, \frac{R}{8R + 2(N-1)} \right\},$$

where $\beta_{B_{\rho_1}(0)}$ is given by \((2.3)\). If $R = 0$, we take

$$\delta < \frac{1}{\gamma + \beta_{B_{\rho_1}(0)}}.$$ 

Then, there are measurable functions $\hat{b}_i$, $\hat{c}_e$, and a strong solution $\hat{w}_e$ of

$$\begin{align*}
(\hat{w}_e)_t - \Delta \hat{w}_e - \sum_{i=1}^N \hat{b}_i(x)(\hat{w}_e)_x_i - \hat{c}_e(x,t) \hat{w}_e &= 0 & \text{in} \ \Sigma_1 \times (0,\infty), \\
\hat{w}_e &= 0 & \text{on} \ \partial \Sigma_1 \times (0,\infty),
\end{align*}$$

in $\Sigma_1 \times (0,\infty)$, for $(x,t) \in \Sigma_1 \times [0,\infty)$, and

$$\hat{w}_e \geq \hat{w}_e \text{ on } \partial \Sigma_1 \times (0,\infty),$$

if $(f_2)'$ is assumed.
such that, for each $x \in \Sigma_1$ the sign of $w_e(x)$ is the same as the sign of $\hat{w}_e(x)$ and for any subset $Q \subset \Sigma_1 \times (0, \infty)$,

$$
\frac{1}{4}||\hat{w}_e||_{L^\infty(Q)} \leq ||w_e||_{L^\infty(Q)} \leq ||\hat{w}_e||_{L^\infty(Q)}.
$$

Furthermore, for $x \in \Sigma_1$ and $R$ as in (2.1),

$$
|\hat{b}_1(x_1)| \leq 4\chi_{[0,\delta]}(x_1) + 4\chi_{[R,R+\delta]}(|x|),
$$

$$
|\hat{b}_i(x_1)| \leq 4\chi_{[R,R+\delta]}(|x|),
$$

$$
|\hat{c}^e(x)| \leq |e^c| + \left(\frac{2}{\delta} + \frac{2(N-1)}{R}\right)\chi_{[R,R+\delta]}(|x|),
$$

where all terms containing $R$ are dropped if $R = 0$. In addition,

$$
\hat{c}^e < -\gamma \quad \text{in } \mathbb{R}^N \setminus G, \quad G := \{x \in \Sigma_1 : \text{dist}(x, \partial \Sigma_1) > \delta \text{ and } |x| < \rho_1\}.
$$

Proof. Let $R > 0$ be as in (2.1), $\delta > 0$ be as in (2.6), and recall that $I := [R, \infty)$.

For $R > 0$ let $h : [0, \infty) \rightarrow \mathbb{R}$ and $g : [R, \infty) \rightarrow \mathbb{R}$ be given by

$$
h(t) = \left(-\frac{1}{\delta^2}(t - \delta)^2 + \frac{\delta}{2} + \frac{1}{2}\right)\chi_{[0,\delta]}(t) + \left(\frac{\delta}{2} + \frac{1}{2}\right)\chi_{(\delta, \infty)}(t),
$$

$$
g(r) = \left(-\frac{1}{\delta^2}(r - R - \delta)^2 + \frac{\delta}{2} + \frac{1}{2}\right)\chi_{[R,R+\delta]}(r) + \left(\frac{\delta}{2} + \frac{1}{2}\right)\chi_{(R+\delta, \infty)}(r).
$$

If $R = 0$, we keep the definition of $h$ and set $g = \frac{1}{2}$. Observe that $h$ and $g$ are differentiable, non-decreasing, concave, piecewise $C^2$ functions with

$$
\frac{1}{2} \leq g < 1 \quad \text{and} \quad \frac{1}{2} \leq h < 1 \quad \text{in } \Sigma_1,
$$

and

$$
|h'(t)| \leq \chi_{[0,\delta]}(t), \quad |g'(r)| \leq \chi_{[R,R+\delta]}(r),
$$

$$
|h''(t)| \leq \frac{1}{\delta}\chi_{[0,\delta]}(t), \quad |g''(r)| \leq \frac{1}{\delta}\chi_{[R,R+\delta]}(r).
$$

Then, if $R > 0$ a direct calculation shows that

$$
\hat{w}_e(x, t) := \frac{w_e(x, t)}{g(|x|)h(x)}, \quad (x, t) \in \Sigma_1 \times (0, \infty),
$$

belongs to $C^2(\Sigma_1 \setminus S)$, where $S := \{x : x_1 = \delta \text{ or } |x| = R + \delta\}$ and $\hat{w}_e$ satisfies (2.8) outside of $\Sigma_1 \setminus S$ with

$$
\hat{b}_1(x) = \begin{cases} 
2h'(x_1) + 2g'(|x|) \frac{x_1}{|x|}, & \text{if } i = 1, \\
2g'(|x|) \frac{x_i}{|x|^2}, & \text{if } i \neq 1,
\end{cases}
$$

$$
\hat{c}^e(x) = \frac{h''(x_1)}{h(x_1)} + 2\frac{g'(|x|)}{g(|x|)} \frac{x_1}{|x|} + \frac{g''(|x|) + \frac{N-1}{|x|}g'(|x|)}{g(|x|)} + e^c(x).
$$

Note that $|x| \geq R > 0$ and denominators do not vanish. If $R = 0$, $\hat{w}_e$ satisfies (2.8) and $\hat{b}_i, \hat{c}^e$ as above with all terms containing $g'$ or $g''$ removed. In addition, $\hat{w}_e$ has bounded second derivatives on $\Sigma_1 \setminus S$ and, in particular, $\hat{w}_e$ belongs to $W^{1,\infty}(\Sigma_1)$. Thus, $\hat{w}_e$ is a strong solution of (2.8).

By (2.12), we have that (2.9) holds and, by using (2.13) and $\frac{x_i}{|x|} \leq 1$, we obtain that (2.10) holds. Furthermore, since $R + \delta < \rho_1$, $g' = g'' = 0$ on $[\rho_1, \infty)$ and $h$ is concave, it follows that

$$
\hat{c}^e < -\gamma \quad \text{if } |x| > \rho_1.
$$

(2.14)
Lemma 2.3. Let
\[ u \] and
\[ \tilde{u} \] if
\[ |x| < \rho_1 \], then by (2.6)
\[ \epsilon^c \leq -\frac{1}{\delta} + \left( 8 + \frac{2(N-1)}{R} - \frac{1}{\delta} \right) \chi_{(R,R+\delta)}(|x|) + \sup_{|x|<\rho_1} |\epsilon^c| < -\gamma, \]
(2.15)
where, as above, we drop the term with \( \chi_{(R,R+\delta)}(|x|) \) if \( R = 0 \). Finally, in the case \( R > 0 \), if \( x_1 > \delta \) and \( |x| \in (R,R+\delta) \), we have, by (2.6), that
\[ \epsilon^c \leq 8 + \frac{2(N-1)}{R} - \frac{1}{\delta} < -\gamma \]
(2.16)
and (2.11) follows.

Next, using \((f_2)'\), we construct a suitable subsolution inside \( G \). Let \( G \) be as in (2.11) and \( \gamma \) as in (2.2). Let \( J = (a,b) \) be the interval given by \((f_2)'\) for \( M = M_1 \) (with \( M_1 \) as in (U2)) and for some \( R < a < b < \rho \). Let \( e_1 = (1,0,\ldots,0) \in \mathbb{R}^N \).

Lemma 2.2. Let \( 0 \leq \tau < T \leq \infty \), \( r = \frac{|f|}{r_a} \), \( B = B_r(\frac{1}{r_a} e_1) \subset G \), and let \( \eta \) denote the positive principal eigenfunction of the Laplacian with Dirichlet boundary conditions on the unit ball \( B_1(0) \). Then \( \varphi(x,t) := e^{-\gamma t} \psi(\frac{x-a}{r_a}) \) is a (strict) subsolution of (2.8) in \( B \times (\tau,T) \), namely,
\[ \varphi_t < \Delta \varphi + \sum_{i=1}^N \hat{b}_i \varphi_{x_i} + \epsilon^c \varphi \quad \text{in} \quad B \times (\tau,T), \quad \varphi = 0 \quad \text{on} \quad \partial B \times (\tau,T), \]
(2.17)
where \( \hat{b}_i \) and \( \epsilon^c \) are defined in the proof of Lemma 2.1.

Proof. Since \( \epsilon^c = \epsilon^c \) and \( \hat{b}_i = 0 \) in \( G \) it suffices to verify that
\[ \varphi_t < \Delta \varphi + \epsilon^c \varphi \quad \text{in} \quad B \times (\tau,T), \quad \varphi = 0 \quad \text{on} \quad \partial B \times (\tau,T). \]
(2.18)
However, by the definition, \( \varphi(x) = 0 \) on \( \partial B \) and, in addition, from (2.5) (with \( J = \{|x|: x \in B\} \)) we have that
\[ \varphi_t - \Delta \varphi - \epsilon^c \varphi = \left( -\gamma + \frac{\lambda_1}{r_a^2} + \epsilon^c \right) \varphi < 0 \quad \text{in} \quad B \times (\tau,T). \]
(2.19)

2.2 Regularity of solutions

In this section we show that \( u \) is locally equicontinuous. We extend the proof of [21, Lemma 3.1] to unbounded domains. Fix \( \alpha \in (0,1] \) and a domain \( \Omega \subset \mathbb{R}^N \). Set \( Q := \Omega \times (\tau,T) \) for \( 0 \leq \tau < T \). Following [19, page 4] we define \( C^{1+\alpha, \frac{d}{|x|}}(Q) := \{ f : |f|_{1+\alpha, Q} < \infty \} \), where
\[
[f]_{\alpha, Q} := \sup \left\{ \frac{|f(x,t) - f(y,s)|}{|x-y|^{\alpha} + |t-s|^{\frac{d}{|x|}}} : (x,t),(y,s) \in Q, \ (x,t) \neq (y,s) \right\},
\]
\[
|f|_{1+\alpha, Q} := \sum_{|\beta| \leq 1} \sup_{Q} |D_{x}^{\beta} f| + \sum_{|\beta| = 1} |D_{x}^{\beta} f|_{\alpha, Q},
\]
and \( D_{x}^{\beta} \) denotes spatial derivatives of order \( \beta \in \mathbb{N}_0^N \).

Lemma 2.3. Let \( u \) be a classical solution of (1.1) and assume that \((U_1), (U_2), (f_0), \) and \((f_1) \) or \((f_1)' \) hold. If \( \tilde{\gamma} = \frac{1}{N+3} \), then for every \( R_1 > R \) there is \( \tilde{C} > 0 \) satisfying
\[
|u|_{1+\gamma, B_{R_1}(0) \times \Omega \times [s,s+2]} \leq \tilde{C} \quad \text{for all} \quad s > 2.
\]
Proof. Let $R > 0$ be as in (2.1), $M_1 > 0$ as in $(U_2)$, $K_{R_i}$ as in $(f_0)$, and $C = C(M_1, [R, R_i])$ as in $(f_1)^\prime$ (or implicitly given by $(f_1)$). Then $|u| \leq M_1$ in $\Sigma \times (0, \infty)$ and

$$|f_u(t, r, v)| < C$$

for $t > 0$, $r \in [R, R_i]$, $v \in [-M_1, M_1]$. Furthermore, $f(t, r, 0) < K_{R_i}$ for $t > 0$ and $r \in [R, R_i]$. Fix $s > 2$. Then, $u$ satisfies that

$$|u_t - \Delta u| = |f(t, |x|, u)| = \left| \int_0^1 \partial_u f(t, |x|, su) du + f(t, |x|, 0) \right| < M_1 C + K_{R_i} =: C_1$$

for $(x, t) \in Q := (B_{R_i}(0) \cap \Sigma) \times (s, s+2)$. Recall that, if $R > 0$, then $u = 0$ on $\partial B_R(0)$. Then, by [13] Theorem 7.22 or Theorem 7.30, there is $C_2 = C_2(R, C, M_1, K_{R_i}, N, R_1) > 0$ such that $\|D^2 u\|_{L^{\infty+\gamma}(Q)} + \|u_t\|_{L^{\infty+\gamma}(Q)} \leq C_2$. By a standard interpolation argument (see [13] Lemma 7.20), $\|u\|_{W^{2,1}_{\infty+\gamma}(Q)} \leq C_3$ for some constant $C_3 = C_3(R, C, M_1, K_{R_i}, N, R_1) > 0$. By Sobolev embeddings (see, for example, [19, embedding (1.2)] and the references therein), we then have that $u \in C^{1+\tilde{\gamma};(1+\tilde{\gamma})/2}(Q)$ for $\tilde{\gamma} = \frac{1}{N+3} \in (0, 1)$, and there is a constant $C_4 = C_4(R, C, M_1, K_{R_i}, N, R_1) > 0$ such that $|u|_{1+\tilde{\gamma};Q} \leq C_4 C_3 =: \tilde{C}$.

From Lemma 2.3 and the uniform decay assumption $(U_1)$ it follows that $\omega(u)$ (as defined in (1.2)) is a nonempty and compact set in $C_0(\Sigma)$ and that (1.3) holds.

### 2.3 Estimates of solutions of linear equations

In this subsection we prove bounds for solutions of linear parabolic equations needed for the symmetrization results. Fix a domain $\Omega \subset \mathbb{R}^N$ (possibly unbounded), $0 < \tau < T \leq \infty$, and denote $Q := \Omega \times (\tau, T)$. For $i = 1, \ldots, N$, let $b_i, c : Q \to \mathbb{R}$ be measurable functions such that, for every bounded subdomain $\omega \subset \Omega$, there is $\beta_\omega > 0$ such that

$$|b_i|, |c| < \beta_\omega \quad \text{in } \omega \times (\tau, T).$$

We formulate the following Harnack inequality for sign-changing solutions proved in [16]. Let $v^- := -\min\{0, v\} \geq 0$ and $v^+ := \max\{0, v\} \geq 0$ denote the negative and positive parts of $v$, respectively. We define $\partial_\nu Q$ to be the parabolic boundary of a cylindrical domain $Q = U \times (\tau, T)$, that is, $\partial_\nu Q = (\partial U \times (\tau, T)) \cup (\partial^\prime U \times \{\tau\})$.

**Lemma 2.4.** ([16, Lemma 3.4]) Let $\Omega$ be a bounded domain. Given $d > 0, \theta > 0$ there is a positive constant $\kappa$ determined only by $N, \text{diam}(\Omega), \beta_\Omega, d,$ and $\theta$ with the following property. If $D, U$ are domains in $\Omega$ with $D \subset U$, $\text{dist}(D, \partial U) \geq d$, and $v$ is a solution of

$$v_t = \Delta v + \sum_{i=1}^N b_i(x, t)v_{x_i} + c(x, t)v \quad \text{in } U \times (\tau, \tau + 4\theta),$$

then

$$\inf_{D \times (\tau + 3\theta, \tau + 4\theta)} v(x, t) \geq \kappa \|v^+\|_{L^\infty(D \times (\tau + \theta, \tau + 2\theta))} - e^{4m\theta} \sup_{\partial^\prime U \times (\tau, \tau + 4\theta)} v^-,$$

where $m = \sup_{U \times (\tau, \tau + 4\theta)} c$.

The next lemma is the weak maximum principle in unbounded domains, see, for example, [15, Lemma 2.1], [13, 18].

**Lemma 2.5.** Let $U \subset \mathbb{R}^N$ be a (possibly unbounded) domain and let $v$ be such that

$$v_t \geq \Delta v + \sum_{i=1}^N b_i(x, t)v_{x_i} + c(x, t)v \quad \text{in } U \times (0, \infty)$$

for some $d > 0$, $\theta > 0$. Then, for $t > 0$, $x \in U$, we have that

$$v(x, t) \leq \sup_{U \times (0, \infty)} v.$$
with
\[ m := \sup_{U \times (0,\infty)} c(x,t) < \infty \quad (2.22) \]
and
\[ \lim_{|x| \to \infty, x \in U} v(x,t) = 0 \quad \text{for all } t > 0. \quad (2.23) \]

Then, for each \((x,t) \in U \times (0,\infty)\) one has
\[ e^{-mt}v(x,t) \leq \sup_{(y,s) \in \partial p(U \times (0,\infty))} e^{-ms}v(y,s). \]

Note that assumption (2.23) can be weakened, see for example [19, Proposition 52.4].

**2.4 Geometric lemmas**

We use the following geometric characterization of foliated Schwarz symmetry proved in [22]. Recall that, for \(e \in S^{N-1}\), \(\Sigma(e) := \{ x \in \Sigma : x \cdot e > 0 \}\) and \(\sigma_e(x) := x - 2(x \cdot e)e\).

**Proposition 2.6.** [22, Proposition 3.3] Let \(U\) be a set of continuous functions defined on a radial domain \(\Sigma \subset \mathbb{R}^N, N \geq 2\) such that
\[ M := \{ e \in S^{N-1} : z(x) \geq z(\sigma_e(x)) \text{ for all } x \in \Sigma(e) \text{ and } z \in U \} \neq \emptyset. \]

Fix \(\hat{e} \in M\) and assume that for any two dimensional subspaces \(P \subseteq \mathbb{R}^N\) containing \(\hat{e}\) there exist \(p_1 \neq p_2\) in a connected component of \(M \cap P\) such that \(z \equiv z \circ \sigma_{p_1}\) and \(z \equiv z \circ \sigma_{p_2}\) for every \(z \in U\). Then, there exists \(p \in S^{N-1}\) such that every \(z \in U\) is foliated Schwarz symmetric with respect to \(p\).

Next, we show the following lemma, which is used to show Theorem 1.8.

**Lemma 2.7.** Let \(U \subset S^{N-1}\) be an open set, \(\Sigma \subset \mathbb{R}^N\) a radial domain and \(z \in C(\Sigma)\). If
\[ z(x) \geq z(\sigma_e(x)) \quad \text{for all } x \in \Sigma(e) \text{ and } e \in U, \quad (2.24) \]
\[ z \equiv z \circ \sigma_p \quad \text{for some } p \in U, \quad (2.25) \]
then \(z\) is radially symmetric.

The proof of Lemma 2.7 is based on the following results.

**Lemma 2.8.** [22, Lemma 3.1] Let \(v \in C(\mathbb{R})\) be an even and \(2\pi\)-periodic function, and denote \(R := \{ \eta \in \mathbb{R} : v(2\eta - \varphi) = v(\varphi) \text{ for each } \varphi \in \mathbb{R} \}\) the set of points of reflectional symmetry of \(v\). If for some \(\eta \in \mathbb{R}\),
\[ v(\eta + \varphi) \geq v(\eta - \varphi) \quad \text{for all } \varphi \in [0,\pi] \quad \text{and} \]
\[ v(\eta + \varphi_0) > v(\eta - \varphi_0) \quad \text{for some } \varphi_0 \in (0,\pi), \quad (2.26) \]
then \(R = \{ n\pi : n \in \mathbb{Z} \}\).

**Lemma 2.9.** Let \(v \in C(\mathbb{R})\) be a \(2\pi\) periodic function. If
(i) (symmetry)
\[ v(\theta) = v(-\theta) \quad \text{for all } \theta \in \mathbb{R}, \quad (2.27) \]
(ii) (local reflectional inequalities) There is \(\varepsilon > 0\) such that
\[ v(\eta + \theta) \geq v(\eta - \theta) \quad \text{for all } \eta \in (0,\varepsilon), \theta \in (0,\pi), \quad (2.28) \]
then \(v\) is nondecreasing in \((0, \pi)\) and also

\[
v(\eta + \theta) \geq v(\eta - \theta) \quad \text{for all } \eta, \theta \in (0, \pi). \tag{2.29}
\]

Moreover, if the inequality in (2.28) is strict then (2.29) is also strict and \(v\) is strictly increasing in \((0, \pi)\).

**Proof.** If (2.28) holds with equality for all \(\eta \in (0, \varepsilon)\) and \(\theta \in (0, \pi)\), then \(v\) is constant and the conclusion follows trivially. Now, assume that there is \(\eta_0 \in (0, \varepsilon)\) and \(\theta_0 \in (0, \pi)\) such that (2.28) is strict, then Lemma 2.8 implies that 0 and \(\pi\) are points of reflectional symmetry of \(v\), that is, \(v(\theta) = v(-\theta) = v(2\pi - \theta)\) for each \(\theta\).

Clearly (2.28) implies that \(v\) is non-decreasing on \((0, \pi)\). Indeed, fix any \(\theta_1, \theta_2 \in (0, \pi)\) such that \(\alpha := \theta_2 - \theta_1 \in (0, \varepsilon)\). Set \(\eta := \alpha/2 \in (0, \varepsilon)\) and \(\varphi_0 := \theta_1 + \alpha/2 \in (0, \pi)\). Then, \(\theta_2 = \eta + \varphi_0\) and \(-\theta_1 = \eta - \varphi_0\), and therefore by (2.28)

\[
v(\theta_2) = v(\eta + \varphi_0) \geq v(\eta - \varphi_0) = v(-\theta_1) = v(\theta_1). \tag{2.30}
\]

Moreover, if the inequality in (2.28) is strict then \(v\) is strictly increasing.

To prove (2.29), fix \(\eta, \theta \in (0, \pi)\) and since \(v\) is even, it suffices to prove \(v(\eta + \theta) \geq v(|\eta - \theta|)\). If \(\eta + \theta \leq \pi\), then \(\eta + \theta \geq |\eta - \theta|\) and (2.29) follows from the monotonicity of \(v\). If \(\eta + \theta > \pi\), then \(\pi \geq 2\pi - (\eta + \theta) \geq |\theta - \eta|\) and, by the symmetry and monotonicity of \(v\), \(v(\eta + \theta) = v(2\pi - (\eta + \theta)) \geq v(|\theta - \eta|)\), as required. The case with strict inequality follows analogously. \(\square\)

![Figure 3: Example of a \(2\pi\)-periodic function \(v\) with reflectional symmetry at 0 and satisfying the reflectional inequalities (2.26) and (2.29).](image)

For \(e \in \mathbb{S}^{N-1}\) let

\[
z_e(x) := z(\Gamma_e(x)) - z(\sigma_e(\Gamma_e(x))), \quad x \in \Sigma_1, z \in \omega(u), \tag{2.31}
\]

where \(\Gamma_e\) is a rotation that maps \(e_1\) to \(e\) (introduced in Section 2.1). Recall \(\Sigma_1 := \{x \in \Sigma : x_1 > 0\}\).

**Lemma 2.10.** Let \(z \in C(\Sigma), \varepsilon \in (0, \pi)\), and let

\[
e(\eta) := (\cos \eta, \sin \eta, 0, \ldots, 0) \in \mathbb{R}^N \quad \text{for any } \eta \in (0, 2\pi).
\]

If \(z_{e(0)} \equiv 0 \text{ in } \Sigma_1\) and \(z_{e(\eta)} > 0 \text{ in } \Sigma_1\) for all \(\eta \in (0, \varepsilon)\) then

\[
z_{e(\eta)} > 0 \quad \text{in } \Sigma_1 \quad \text{for all } \eta \in (0, \pi), \quad z_{e(\eta)} < 0 \quad \text{in } \Sigma_1 \quad \text{for all } \eta \in (-\pi, 0). \tag{2.32}
\]

**Proof.** For every \(x \in \mathbb{R}^N\) \((N \geq 2)\) we write \(x = (x_1, x_2, x')\) for some \(x' \in \mathbb{R}^{N-2}\). Fix \(x' \in \mathbb{R}^{N-2}, r > 0\), and let \(v : (0, 2\pi) \to \mathbb{R}\) be given by \(v(\theta) := z(r \sin \theta, r \cos \theta, x')\). With this notation, (2.31) can be rewritten for \(x_1 = r \sin \theta\) and \(x_2 = r \cos \theta\) as

\[
z_{e(\eta)}(x) = v(\theta + \eta) - v(\eta - \theta). \tag{2.33}
\]
Note that we are not using the usual polar coordinates. Since $z_{e(0)} \equiv 0$ in $\Sigma_1$ and $z_{e(\eta)} > 0$ in $\Sigma_1$ for all $\eta \in (0, \varepsilon)$ we have that $v(\theta) = v(\theta)$ for $\theta \in (0, \pi)$ and $v(\eta + \theta) > v(\eta - \theta)$ for all $\theta \in (0, \pi)$ and $\eta \in (0, \varepsilon)$.

By Lemma 2.9 we have that $v(\eta + \theta) > v(\eta - \theta)$ for all $\theta$. Using the symmetry with respect to 0 and the $(2\pi)$-periodicity we also have that $v(\eta - \theta) > v(\eta + \theta)$ for $\theta \in (0, \pi)$ and $\eta \in (\pi, 0)$. Since this holds for $x' \in \mathbb{R}^{N-2}$ and $r > 0$ arbitrary we obtain that (2.32) holds.

We are ready to show Lemma 2.7.

Proof of Lemma 2.7. Let $p \in U$ be as in (2.25), $q \in \mathbb{S}^{N-1}\{p\}$ and $P := \text{span}\{q, p\}$. Without loss of generality we assume that $p = (1, 0, \ldots, 0)$ and $P := \{(x_1, x_2, 0, \ldots, 0) \mid x_1, x_2 \in \mathbb{R}\}$. Using polar coordinates, let $\tilde{v}(r, \varphi, x') := z(r \cos \varphi, r \sin \varphi, x') = z(x)$ with $x' = (x_3, \ldots, x_N) \in \mathbb{R}^{N-2}$, $(x_1, x_2, x') = x \in \Sigma$, $\varphi \in \mathbb{R}$, and $r = |x|$. Fix $r > 0$, $x' \in \mathbb{R}^{N-2}$ and define $v : \mathbb{R} \to \mathbb{R}$, $v(\varphi) := \tilde{v}(r, \varphi, x')$. Since $U$ is open, there exists $\varepsilon > 0$ such that $v(\varphi) = v(-\varphi)$ for $\varphi \in \mathbb{R}$ and $v(\eta + \varphi) \geq v(\eta - \varphi)$ for $\eta \in (0, \pi)$ and $\varphi \in (0, \pi)$. Then, by Lemma 2.9 we have that $v(\eta + \varphi) \geq v(\eta - \varphi)$ for $\eta \in (-\varepsilon, \pi)$, $\varphi \in (0, \pi)$, which yields that $v(\eta + \varphi) = v(\eta - \varphi)$ for $\eta \in (-\varepsilon, 0)$, $\varphi \in (0, \pi)$, and consequently $v$ is constant, that is, $\tilde{v}$ does not depend in $\varphi$. Since $r > 0$ and $x' \in \mathbb{R}^{N-2}$ were arbitrary, we have $z \equiv z \circ \sigma_e$ for all $e \in P$, and in particular $z \equiv z \circ \sigma_0$. Since $q$ was chosen arbitrarily in $\mathbb{S}^{N-1}$ the radial symmetry follows.

3 Symmetry results

3.1 Strong stability outside compact sets

In this section we assume that $(f_0)$, $(f_1)'$, $(f_2)'$ hold and $u$ is a classical solution of (1.1) satisfying $(U_0)$--$(U_2)$. We recall some previously used notation. Let $\Sigma = \mathbb{R}^N \setminus B_R$, where $B_R = \{x \in \mathbb{R}^N : |x| < R\}$ if $R > 0$ and $B_0 := \emptyset$; furthermore, as defined in the introduction, $\Sigma_1 = \Sigma(e_1) = \{x \in \Sigma : x \cdot e_1 > 0\}$, with $e_1 = (1, 0, \ldots, 0) \in \mathbb{R}^N$. Let $G$ be given by (2.11) and $U$ be a bounded domain such that

\[ G \subset U \subset \subset \Sigma_1. \] (3.1)

If $J = (a, b)$ is the interval given in (1.10), by $(f_2)'$, then

\[ B = B_{\frac{a + b}{2}}(\frac{a + b}{2} e_1) \subset \subset G \] (3.2)

as in Lemma 2.2 see Figure 4. For $e \in \mathbb{S}^{N-1}$, let $\hat{w}_e$ be as in Lemma 2.1 and note that, by (2.10), there is $\hat{\beta}_U > 0$ (independent of $e$) such that

\[ |\hat{c}| + |\hat{b}| < \hat{\beta}_U \quad \text{in } U \times (0, \infty). \] (3.3)

The next proposition extends the strategy in [16] Theorem 3.7] to unbounded domains.

Proposition 3.1. Let $\gamma$ be as in (2.5). There is $\mu > 0$ such that, if there is $\tau > 0$ and $e \in \mathbb{S}^{N-1}$ with

\[ \hat{w}_e > 0, \quad \text{in } \overline{\Gamma} \times [\tau, \tau + 1], \]

\[ ||\hat{w}_e(\cdot, \tau)||_{L^\infty(\Sigma_1 \setminus \Omega)} \leq \mu ||\hat{w}_e||_{L^\infty(G \times (\tau + \frac{1}{2} r_{\frac{1}{2}} + \frac{1}{4}))}, \] (3.4)

then $w_e > 0$ in $\overline{\Gamma} \times [\tau, \infty)$ and $\lim_{t \to \infty} |w_e(\cdot, t)||_{L^\infty(\Sigma_1)} = 0$.

Proof. For $\theta = \frac{1}{2}$, $D = B$ as in (3.2), $\Omega = G$, and $U$ as in (3.1), $\hat{\beta}_U$ as in (3.3), and $\gamma$ as in (2.5), let $\kappa > 0$ be given by Lemma 2.4 and let $\mu > 0$ be such that

\[ \mu < \frac{\kappa^2}{\kappa + 1} < \kappa. \] (3.5)
We argue by contradiction. Assume (by the maximum principle) that there is $T \geq \tau + 1$ such that

$$\hat{w}_e > 0 \quad \text{in } G \times [\tau, T),$$

$$\hat{w}_e(x^*, T) = 0 \quad \text{for some } x^* \in \partial G.$$ 

(3.6)

Define $r_0 := \|((\hat{w}_e)^-)\|_{L^\infty(S_1 \setminus G)}$. By Lemma 2.1, $m := \sup_{S_1 \setminus G \times (\tau, \infty)} e^\epsilon \leq -\gamma$ and $\hat{w}_e \geq 0$ in $\partial (S_1 \setminus G) \times [\tau, T]$.

Then, by Lemma 2.5

$$\|((\hat{w}_e)^-)\|_{L^\infty(S_1)} = \|((\hat{w}_e)^-)\|_{L^\infty(S_1 \setminus G)} \leq e^{mt} \sup_{(s, y) \in \partial_p(S_1 \setminus G \times [\tau, T])} e^{-ms}((\hat{w}_e)^-) (y)$$

$$= e^{m(t-\tau)} \|((\hat{w}_e)^-)\|_{L^\infty(S_1 \setminus G)} \leq r_0,$$

(3.7)

(3.8)

(3.9)

for all $t \in [\tau, T)$. Hence, (3.4), (3.9), and Lemma 2.4 imply, for $(x, t) \in \overline{G} \times [\tau + 3\theta, \tau + 4\theta]$, that

$$\hat{w}_e(x, t) \geq \kappa \|((\hat{w}_e)^+)\|_{L^\infty(G \times (\tau+\theta, \tau+2\theta))} - e^{4m\theta} \sup_{\partial_p(G \times (\tau, \tau+4\theta))} \hat{w}_e^-$$

$$\geq \kappa \|((\hat{w}_e)^+)\|_{L^\infty(G \times (\tau+\theta, \tau+2\theta))} - e^{4m\theta} r_0 \geq r_0 \left( \frac{\kappa}{\mu} - 1 \right) =: r_1 > 0.$$ 

(3.10)

Furthermore, by Lemma 2.2 there is $\varphi(x, t) = e^{-\gamma t} \eta \left( \frac{x - xo}{r} \right)$ satisfying (2.17) (with $x_0 = \frac{a + b}{2} e_1$). By (3.10),

$$\hat{w}_e > 0 \quad \text{in } G \times [\tau + 4\theta, T),$$

$$\varphi = 0 \quad \text{on } \partial B \times [\tau + 4\theta, T),$$

$$\hat{w}_e(x, \tau + 4\theta) \geq r_1 \left\| \frac{\varphi(x, \tau + 4\theta)}{\|\varphi(\cdot, \tau + 4\theta)\|_{L^\infty(B)}} \right\| \text{ for } x \in B.$$ 

Then, by comparison,

$$\hat{w}_e(x, t) \geq \frac{r_1 \varphi(x, t)}{\|\varphi(\cdot, \tau + 4\theta)\|_{L^\infty(B)}} \geq r_1 e^{-\gamma (t-\tau-4\theta)} \frac{\eta \left( \frac{x - xo}{r} \right)}{\|\eta\|_{L^\infty(B)}}$$
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for $x \in B$ and $t \in [\tau + 4\theta, T]$. Using Lemma 2.4 in $[\tau + 4\theta, T]$ and (3.8),

$$\hat{w}_c(x,T) \geq \kappa ||\hat{w}_c||_{L^\infty(G \times (T-3\theta, T-2\theta))} - e^{4m\theta} \sup_{\partial\rho(U \times (T-4\theta, T))} \hat{w}_c(x,t)$$

$$\geq N \gamma e^{-\gamma(T-\tau-4\theta)} - e^{4m\theta} e^{m(T-\tau-4\theta)} T_0$$

$$= r_0 e^{-\gamma(T-\tau-4\theta)} \left( \kappa \left( \frac{K}{\mu} - 1 \right) - e^{4m\theta} e^{m+\gamma}(T-\tau-4\theta) \right)$$

$$\geq r_0 e^{-\gamma(T-\tau-4\theta)} \left( \frac{K^2}{\mu} - \kappa - 1 \right) > 0,$$

for all $x \in \overline{G}$, which contradicts (3.6). Therefore, $\hat{w}_c > 0$ in $\overline{G} \times [\tau, \infty)$, and consequently by letting $t \to \infty$ in (3.8), we have that $\lim_{t \to \infty} ||\hat{w}_c(\cdot, t)||_{L^\infty(\Sigma_1)} = 0$. \hfill \box

For $e \in \mathbb{S}^{N-1}$, let $z_e$ be as in (2.31) and define

$$\mathcal{M} := \{e \in \mathbb{S}^{N-1} : z_e(x) \geq 0 \text{ in } \Sigma_1 \text{ for all } z \in \omega(u)\}. \quad (3.11)$$

We are ready to show Theorem 1.3 via a rotating-plane method. We split the proof in several lemmas.

**Lemma 3.2.** Let $e \in \mathbb{S}^{N-1}$ be as in $(U_0)$ and $P \subset \mathbb{R}^N$ be a two dimensional subspace such that $e \in P$. Then, there exists $\varepsilon > 0$ such that $e' \in \mathcal{M}$ for all $e' \in \mathbb{S}^{N-1} \cap P$ with $|e - e'| < \varepsilon$.

**Proof.** Due to rotational invariance, we can assume without loss of generality that $e = e_1 = (1,0,\ldots,0)$ and $P = \{(x_1,0,\ldots,0,x_N) \mid x_1,x_N \in \mathbb{R}\}$. By Lemma 2.5

$$e^{-mt}w_e^-(x,t) \leq \sup_{(y,s) \in \partial\rho(\Sigma_1 \times (0,\infty))} e^{-ms}w_e^-(y,s) = \sup_{\Sigma_1} w_e^-(\cdot,0) = 0,$$

for all $(x,t) \in \Sigma_1 \times (0,\infty)$ and with $m := \sup_{\Sigma_1 \times (0,\infty)} e^c$. Then $w_e \geq 0$ in $\Sigma_1 \times (0,\infty)$ and, since $w_e(x,0) \not= 0$, the strong maximum principle (see, for example, [18] Theorem 5 on page 173 and Remark 2 on page 175) implies that

$$w_e(x,t) > 0 \quad \text{in } \Sigma_1 \times (0,\infty). \quad (3.12)$$

By (3.12), there is $\eta > 0$ such that $\hat{w}_e > 2\eta > 0$ in $\overline{G} \times [1,2]$, where $\hat{w}_e$ is as in Lemma 2.1. Then, by continuity and $(U_1)$, there exists $\varepsilon > 0$ such that any $e' \in \mathbb{S}^{N-1} \cap P$ with $|e - e'| < \varepsilon$ satisfies

$$\hat{w}_{e'}(\cdot,t) \geq \eta > 0 \quad \text{in } \overline{G} \times [1,2], \quad ||\hat{w}_{e'}||_{L^\infty(\Sigma_1)} \leq \mu \eta \leq \mu ||\hat{w}_e||_{L^\infty(\Sigma_1)},$$

where $\mu$ is given by Proposition 3.1. Then, by Proposition 3.1, $\lim_{t \to \infty} ||\hat{w}_{e'}(\cdot,t)||_{L^\infty(\Sigma_1)} = 0$, that is, $e' \in \mathcal{M}$. \hfill \box

**Lemma 3.3.** Let $e \in \mathcal{M}$ and let $P \subset \mathbb{R}^N$ be a two dimensional subspace with $e \in P$. If there is $\tilde{z} \in \omega(u)$ such that $\tilde{z}_e \not= 0$, then there exists $\varepsilon > 0$ such that $e' \in \mathcal{M}$ for all $e' \in \mathbb{S}^{N-1} \cap P$ with $|e - e'| < \varepsilon$.

**Proof.** Recall that $U$ and $G$ were already defined at the beginning of the section. As above, we can assume without loss of generality that $e = e_1 = (1,0,\ldots,0)$ and $P = \{(x_1,0,\ldots,0,x_N) \mid x_1,x_N \in \mathbb{R}\}$ and we use the same notation as in Lemma 3.2.

Since, by assumption, $\tilde{z}_e \not= 0$, there is $\alpha > 0$ and $x_0 \in \Sigma_1$ such that $\tilde{z}_e(x_0) \geq 4\alpha > 0$. Without loss of generality we can assume that $x_0 \in G = G(\rho_1,\delta)$ (making $\rho_1$ bigger or $\delta$ smaller if necessary). Fix $\{t_n\}_{n=0}^{\infty} \subset \mathbb{R}$ so that $\lim_{n \to \infty} u(x,t_n) = \tilde{z}(x)$ for all $x \in \mathbb{R}^N$.

There exists $N \in \mathbb{N}$ such that

$$\hat{w}_e(x_0,t_n) > \alpha \quad \text{for all } n \geq N.$$
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Proof of Theorem 1.3. Let $e \in \mathbb{S}^{N-1}$ be as in $(U_0)$. Then, by Lemma 3.2 there is some $\varepsilon > 0$ such that $\forall |e - e'| < \varepsilon$,


given for all $|e' - e| < \varepsilon$. 

Let $P$ be any $2D$-plane that contains $e$ and the origin. Without loss of generality, we may assume that $e = (1, 0, \ldots, 0)$ and $P = \{x = (x_1, x_2, 0, \ldots, 0) \mid x_1, x_2 \in \mathbb{R}\}$. Define

$$e_{\varphi} := (\cos(\varphi), \sin(\varphi), 0, \ldots, 0),$$

$$w_{\varphi}(x, t) := w_{e_{\varphi}}(x, t), \quad (x, t) \in \Sigma_1 \times (0, \infty),$$

$$z_{\varphi}(x) := z_{e_{\varphi}}(x), \quad x \in \Sigma_1,$$

for $\varphi \in [-\pi, \pi]$, and

$$\Theta_1 := \sup\{\varphi \in [0, \pi) \mid e_{\varphi} \in \mathcal{M} \text{ for all } 0 \leq \varphi \leq \theta\},$$

$$\Theta_2 := \inf\{\theta \in (-\pi, 0] \mid e_{\varphi} \in \mathcal{M} \text{ for all } \theta \leq \varphi \leq 0\}.$$

We show that the assumptions of Proposition 2.6 are satisfied. Clearly $e_{\Theta_1}, e_{\Theta_2} \in \mathcal{M} \cap P$ and, by Lemma 3.3 necessarily $z_{\Theta_1} \equiv z_{\Theta_2} \equiv 0$ for all $z \in \omega(u)$. Then, $H(e_{\Theta_1})$ and $H(e_{\Theta_2})$ are symmetry hyperplanes for all elements in $\omega(u)$ and, by (3.13), $\Theta_2 < \Theta_1$.

If $\Theta_2 \neq -\pi$ or $\Theta_1 \neq \pi$, then $e_{\Theta_1} \neq e_{\Theta_2}$ and $e_{\varphi} \in \{e \in \mathbb{S}^{N-1} \mid z_{e} \geq 0 \text{ in } \Sigma_1\}$ for all $\varphi \in (\Theta_2, \Theta_1)$ by the definition of $\mathcal{M}$. In this case, let $p_1 = e_{\Theta_2}$ and $p_2 = e_{\Theta_1}$.

If $\Theta_2 = -\pi$ and $\Theta_1 = \pi$, then $(z_{e} = -z_{-e})$ we have that $z_{e} \equiv 0$ for all $\varphi \in (-\pi, \pi)$ and for all $z \in \omega(u)$. In this case, let $p_1 = e_{\pi/2}$ and $p_2 = e_{-\pi/2}$.

Since $P$ is arbitrarily chosen, the claim now follows from Proposition 2.6 using these choices of $p_1$ and $p_2$. 

Since $z_e \geq 0$ in $\Sigma_1$ for all $z \in \omega(u)$ and $\lim_{t \to \infty} \text{dist}_{C_0(\mathbb{R}^N)}(\omega(u), u(\cdot, t)) = 0$, there is $T > 0$ such that

$$||\hat{w}_e^-(x, t)||_{L^\infty(\Sigma_1)} < \frac{\mu_\kappa \alpha}{8}e^{-4\hat{\beta}_U}$$

for all $t > T$,

where $\kappa = \kappa(N, \text{diam}(U), \hat{\beta}_U, \text{dist}(U, G), 1) > 0$, is given by Lemma 2.4 $\mu$ as in Proposition 3.1 and $\hat{\beta}_U$ as in (3.3).

Set $\tau := t_{n_0} - 1$, with $n_0 \geq N$ and $t_{n_0} \geq T$. Then, by Lemma 2.4

$$\inf_{G \times (\tau, \tau + 4)} \hat{w}_e^-(x, t) \geq \kappa ||\hat{w}_e^+||_{L^\infty(D \times (\tau + 1, \tau + 2))} - e^{4\hat{\beta}_U} \sup_{\partial_D(U \times (\tau, \tau + 4))} \hat{w}_e^-,$$

$$\geq \kappa \alpha - \frac{\mu \kappa \alpha}{8} \geq \frac{\kappa \alpha}{2} := \eta > 0.$$

Then, by continuity and uniform decay (see $(U_1)$), there is $\varepsilon > 0$ such that, for all $e' \in \mathbb{S}^{N-1} \cap P$ with $|e - e'| < \varepsilon$,

$$||\hat{w}_e^-(x, t) - \hat{w}_{e'}(x, t)||_{L^\infty(\Sigma_1)} < \frac{\eta \mu}{4}$$

for all $t \in [\tau, \tau + 4]$.

Hence, if $\tilde{\tau} := \tau + 3$,

$$\inf_{D \times (\tilde{\tau}, \tilde{\tau} + 1)} \hat{w}_{e'}^-(x, t) \geq \frac{\eta}{2} > 0,$$

$$||\hat{w}_{e'}^-(x, \tilde{\tau})||_{L^\infty(\Sigma_1)} \leq ||\hat{w}_{e}^-(x, \tilde{\tau}) - \hat{w}_{e'}^-(x, \tilde{\tau})||_{L^\infty(\Sigma_1)} + ||\hat{w}_{e}^-(x, \tilde{\tau})||_{L^\infty(\Sigma_1)}$$

$$\leq \frac{\eta \mu}{4} + \frac{\mu \kappa \alpha}{8}e^{-4\hat{\beta}_U} \leq \frac{\mu \eta}{4} + \frac{\mu \eta}{4} = \frac{\mu \eta}{4} \leq \mu ||\hat{w}_{e'}^-(x, t)||_{L^\infty(D \times (\tilde{\tau}, \tilde{\tau} + 1))}.$$

In particular, the hypotheses of Proposition 3.1 are satisfied, and we have that $\lim_{t \to \infty} ||\hat{w}_{e}^-(x, t)||_{L^\infty(\Sigma_1)} = 0$, which yields the result. 

Proof of Theorem 1.3. Let $e \in \mathbb{S}^{N-1}$ be as in $(U_0)$. Then, by Lemma 3.2 there is some $\varepsilon > 0$ such that

$$e' \in \mathcal{M} \quad \text{for all} \quad |e' - e| < \varepsilon. \quad (3.13)$$
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Proof of Theorem 1.1. Let \( \Sigma, \eta, p, a, b, \alpha, \) and \( \beta \) as in the statement. We begin by showing that \( u \) satisfies the uniform decay condition \((U_1)\) in \( \Sigma \times (1, \infty) \). Let \( 0 < \gamma < \min\{\beta, 1\} \),

\[
    r_1 > \max \left\{ \left( \frac{2}{\eta} (\gamma^2 + 1) \right)^{-\frac{1}{\gamma}}, \left( \frac{2}{\eta} \|a\|_\infty \|u\|_{p_1}^p \right)^{\frac{1}{\gamma}}, 1 \right\},
\]

and \( v(x,t) := \|u\|_\infty e^{r_1^2 - |x|^\gamma t} \). Then, \( v_t - \Delta v + (b(t)|x|^\gamma - a(t)|x|^\alpha |u|^{p-1})v = c(x,t)v \), where, for \((x,t) \in \Sigma \setminus B_{r_1}(0) \times (0,1)\),

\[
    c(t,x) := -|x|^\gamma - \gamma t^2 |x|^{2\gamma - 2} + \gamma t (\gamma + N - 2) |x|^{\gamma - 2} + b(t)|x|^\gamma - a(t)|x|^\alpha |u|^{p-1}
\]

\[
    \geq |x|^\beta \left( \eta - \frac{\gamma^2}{r_1^{1+2(1-\gamma)}} - \frac{1}{r_1^{1-\gamma}} - \frac{\|a\|_\infty \|u\|_{p_1}}{r_1^{\frac{1}{p_1} - \frac{1}{\gamma}}} \right) \geq |x|^\beta \left( \eta - \frac{\gamma^2 + 1}{r_1^{1-\gamma}} - \frac{\|a\|_\infty \|u\|_{p_1}}{r_1^{\frac{1}{p_1} - \frac{1}{\gamma}}} \right) > 0,
\]

by \((3.14)\). Note that

\[
    |u(t,x)| \leq \|u\|_\infty \leq \|u\|_\infty e^{r_1^2 - |x|^\gamma t} = v(x,t) \quad \text{in} \quad (\overline{B_{r_1}(0)} \cap \Sigma) \times [0,1].
\]

As a consequence, \( \tilde{v} := v - u \) satisfies that \( \tilde{v}_t - \Delta \tilde{v} + (b(t)|x|^\gamma - a(t)|x|^\alpha |u|^{p-1})\tilde{v} = cv > 0 \) in \((\Sigma \setminus B_{r_1}(0)) \times (0,1)\) and \( \tilde{v} \geq 0 \) on the parabolic boundary \( \partial_p(\Sigma \setminus B_{r_1}(0) \times (0,1)) \). Then, by the maximum principle \([19\), Proposition 52.4], \( \tilde{v} > 0 \) in \( \Sigma \setminus B_{r_1}(0) \times (0,1) \), and by \((3.15)\), \( \tilde{v} \geq 0 \) in \( \Sigma \times [0,1] \). Arguing similarly with \( \tilde{v} = v + u \) yields that

\[
    |u(t,x)| \leq \|u\|_\infty \leq \|u\|_\infty e^{r_1^2 - |x|^\gamma t} \quad \text{in} \quad \Sigma \times [0,1].
\]

For \((x,t) \in (\Sigma \setminus B_{r_1}) \times [1,\infty)\), let \( \tilde{v}(x,t) := v(x,1) - u(x,t) \). Then, for \((x,t) \in (\Sigma \setminus B_{r_1}) \times [1,\infty)\),

\[
    \tilde{v}_t - \Delta \tilde{v} + (b(t)|x|^\gamma - a(t)|x|^\alpha |u|^{p-1})\tilde{v} = \left( |x|^\beta \left( \eta - \frac{\gamma^2}{r_1^{1+2(1-\gamma)}} - \frac{1}{r_1^{1-\gamma}} - \frac{\|a\|_\infty \|u\|_{p_1}}{r_1^{\frac{1}{p_1} - \frac{1}{\gamma}}} \right) \right) v(x,1)
\]

\[
    \geq |x|^\beta \left( \eta - \frac{\gamma^2}{r_1^{1-\gamma}} - \frac{\|a\|_\infty \|u\|_{p_1}}{r_1^{\frac{1}{p_1} - \frac{1}{\gamma}}} \right) v(x,1) > 0,
\]

by \((3.14)\). On the other hand,

\[
    |u(t,x)| \leq \|u\|_\infty \leq \|u\|_\infty e^{r_1^2 - |x|^\gamma t} = v(x,1) \quad \text{in} \quad (\overline{B_{r_1}(0)} \cap \Sigma) \times [1,\infty).
\]

By \((3.16)\) and \((3.17)\), \( \tilde{v} > 0 \) on \( \partial_p((\Sigma \setminus B_{r_1}(0)) \times (1,\infty)) \); and then, by the maximum principle \([19\), Proposition 52.4] and \((3.17)\), \( \tilde{v} > 0 \) in \( \Sigma \times (1,\infty) \). Arguing similarly with \( \tilde{v} = v + u \) yields that

\[
    |u(t,x)| \leq \|u\|_\infty \leq \|u\|_\infty e^{-|x|^\gamma} \quad \text{in} \quad \Sigma \times [1,\infty).
\]

As a consequence, \( u \) satisfies the uniform decay assumption \((U_1)\) in \( \Sigma \times (1,\infty) \). Note also that, by the assumption \((1.6)\), the linearization procedure \((2.2)\), and the maximum principle \([19\), Proposition 52.4], one has that \( (U_0) \) is satisfied by \( u(\cdot,t) \) for all \( t > 0 \); in particular, \( u(\cdot,1) \) satisfies \((U_0)\) and \((U_1)\).

Then, by Theorem \(1.3\), it suffices to show that \((f_0), (f_1)',\) and \((f_2)'\) are satisfied. Let

\[
    f(t,r,u) := a(t)r^\alpha |u|^{p-1} u - b(t)r^\beta u, \quad f_u(t,r,u) := p a(t)r^\alpha |u|^{p-1} - b(t)r^\beta.
\]

Then \( f(t,s,0) = 0 \) and \( f_0 \) is satisfied. Assumption \((f_1)'\) also holds, because for \( K > 0 \) and \( k > 1 \),

\[
    \sup_{r \in [0,k],t > 0,u \in [-K,K]} |f_u(t,r,u)| \leq pK^{p-1}k\alpha \|a\|_\infty + k\beta \|b\|_\infty =: C,
\]

where \( C > 0 \) depends only on \( K, k, \) and the fixed data of the problem \( p, a, \|a\|_\infty, \|b\|_\infty, \) and \( \beta \).
To prove \((f_2)’\), note that for any \(M > 0\)
\[
\max_{r \in [1,2], u \in [-M,M]} |f_u(t,r,u)| \leq 2^\beta \max\{\|a\|_\infty,\|b\|_\infty\} M^{p-1} =: C_M.
\]
Define \(\varepsilon := \left(\frac{n}{\max\{\|u\|_{\infty}\}}\right)^{\frac{1}{p}}\), and let \(\rho_M > 1\) be such that \(\eta(\rho_M^\alpha - \rho_M^\beta) \leq -C_M - 4\lambda_1\). Then, since \(\alpha < \beta\)
\[
\max_{r > \rho_M, u \in [-\varepsilon,\varepsilon]} f_u(t,r,u) = \max_{r > \rho_M, u \in [-\varepsilon,\varepsilon]} p|u|^{p-1}a(t)r^\alpha - b(t)r^\beta
\]
\[
\leq \max_{r > \rho_M, u \in [-\varepsilon,\varepsilon]} pe^{p-1}\|u\|_{\infty}r^\alpha - \eta r^\beta
\]
\[
\leq -C_M - 4\lambda_1 < -\max_{r \in [1,2], u \in [-M,M]} |f_u(t,r,u)| - 4\lambda_1,
\]
and \((f_2)’\) holds. The result now follows from Theorem 1.3.

3.2 Weak stability outside compact sets

Let \(u\) be a classical solution of (1.1) and assume that \((U_0)-(U_2), (f_0),\) and \((f_1)\) from Theorem 1.3 hold. For any \(e \in \mathbb{R}^{N-1}\), define \(w_e\) as in Section 2.1 let \(\bar{z}_e\) be as in (2.31), and \(M\) as in (3.11).

Lemma 3.4. If \(e \in \mathbb{M}\) and \(\bar{z} \neq 0\) for some \(\bar{z} \in \omega(u)\), then \(z_e > 0\) in \(\Sigma\).

Proof. Let \(\{t_n\} \subset [0, \infty)\) such that \(t_n \to \infty\) as \(n \to \infty\) and \(u(x, t_n) \to \bar{z}(x)\) for all \(x \in \mathbb{R}^N\). By hypothesis there exist \(x_0 \in \Sigma_1\) and \(\alpha > 0\) such that \(\bar{z}_e \geq 4\alpha\). Then there is \(N \in \mathbb{N}\) such that
\[
w_e(x_0, t_n) > 2\alpha > 0, \quad \text{for all } n \geq N.
\]
By Lemma 2.3 there exists \(\theta > 0\) such that
\[
w_e(x_0, s) > \alpha, \quad \text{for all } s \in [t_n - 4\theta, t_n] \text{ and } n \geq N.
\]
Fix \(D\) and \(U\) such that \(x_0 \in D \subset \subset U \subset \subset \Sigma\). By Lemma 2.4
\[
w_e(x, t_n) \geq \kappa ||w_e^{+}||_{L^\infty(D \times (t_n-3\theta, t_n-2\theta))} - e^{4m\theta} sup_{D \times (t_n-4\theta, t_n)} w_e^{-}
\]
\[
> \kappa \alpha - e^{4m\theta} sup_{D \times (t_n-4\theta, t_n)} w_e^{-}
\]
for \(x \in D\) and \(n \geq N\), where \(m = sup_{D \times (t_n-3\theta, t_n)} e^\epsilon\). Since \(z_e \geq 0\) in \(\Sigma_1\) for all \(z \in \omega(u)\), then \(||w_e^{+}||_{L^\infty(\Sigma)} \to 0\) as \(t \to \infty\). Therefore, passing \(n \to \infty\) in (3.18) yields \(z_e(x) \geq \kappa \alpha > 0\) for all \(x \in D\).

Since \(D\) can be arbitrarily big (with \(\kappa > 0\) depending on \(D\)), the result follows.

Lemma 3.5. Fix any \(e \in \mathbb{R}^{N-1}\) and suppose that \(z_e > 0\) in \(\Sigma_1\) for all \(z \in \omega(u)\). Then, there is \(\varepsilon > 0\) such that \(z_e’ > 0\) in \(\Sigma_1\) for all \(z \in \omega(u)\) and \(e’ \in \mathbb{R}^{N-1}\) with \(|e’ - e| < \varepsilon\).

Proof. Let \(\rho_1, \delta,\) and \(G \subset \subset \Sigma_1\) be as in (2.11). Since \(z_e > 0\) for all \(z \in \omega(u)\) and \(G\) is a compact set, we have, by (1.3), that there are \(\alpha, T > 0\) such that \(w_e(x,t) > 2\alpha > 0\) in \(G \times (T, \infty)\). By Lemma 2.3 there is \(\varepsilon > 0\) such that, for \(e’ \in \mathbb{R}^{N-1}\) with \(|e’ - e| < \varepsilon\), one has
\[
w_e(x,t) > \alpha > 0 \quad \text{for all } x \in G \times (T, \infty).
\]
Let \(\hat{w}_{e’}\) be as in Lemma 2.1 then (3.19) implies that \(\hat{w}_{e’} > 0\) in \(G \times (T, \infty)\), and by (2.9), (2.4), and Lemma 2.5
\[
||w_{e’}(x,t)||_{L^\infty(\Sigma)} \leq ||\hat{w}_{e’}(x,t)||_{L^\infty(\Sigma)} \leq e^{-\gamma(t-T)}||w_{e’}(x,T)||_{L^\infty(\Sigma)} \leq 4e^{-\gamma(t-T)}||w_{e’}(x,T)||_{L^\infty(\Sigma)}
\]
for \(t > T\), where we used that \(\hat{w} \equiv 0\) and \(c \leq -\gamma\) on \(G\).

Letting \(t \to \infty\) we have that \(z_e’ \geq 0\ in \Sigma_1\) and \(z_e’ \neq 0\ by (3.19)\ for all \(z \in \omega(u)\). The claim now follows by Lemma 3.4.
The next Lemma is an adaptation of [15, Lemma 3.8] to our setting and to the rotating plane method using the notation of Lemma 2.1. We give a proof for completeness.

Lemma 3.6. Fix \( e \in \mathbb{S}^{N-1} \) and assume that \( z_e > 0 \) in \( \Sigma_1 \) for all \( z \in \omega(u) \), then there are \( \varphi \in C^{2,1}(\Sigma_1 \times (0,\infty)) \) and \( T(e) = T > 0 \) such that

1. if \( G \) is as in (2.11), there is a bounded domain \( D \) with \( G \subset D \subset \Sigma_1 \) such that \( \varphi(x,t) < 0 \) in \( \partial D \times (T,\infty) \) and \( \varphi(x,t) > 0 \) in \( G \times (T,\infty) \),

2. for all \( T < s < t \) there exists some constant \( C > 0 \) independent of \( t \) and \( s \) such that
   \[
   \frac{\|\varphi(x,t)\|_{L^\infty(D)}}{\|\varphi(x,s)\|_{L^\infty(G)}} \geq Ce^{-\gamma(t-s)},
   \]

3. there is \( \varepsilon > 0 \) independent of \( e \) such that \( \varphi_t \triangleq \Delta \varphi + \sum_{i=1}^{N} \hat{b}_i \varphi_{x_i} + \hat{c}^e \varphi \) in \( D \times (T,\infty) \) for all \( e' \in \mathbb{S}^{N-1} \) with \( |e - e'| < \varepsilon \). Recall that \( \hat{b} \) and \( \hat{c}^e \) were defined in Lemma 2.1.

Proof. Let

\[
\delta \in (0, \gamma/2).
\]

By (f1) and Lemma 2.3 there exists \( \varepsilon > 0 \) such that

\[
\|e^e(\cdot,t) - e^e(\cdot,t)\|_{L^\infty(\Sigma_1)} < \delta
\]

for all \( t > 0 \) and \( e' \in \mathbb{S}^{N-1} \) with \( |e - e'| < \varepsilon \). Observe that for any \( z \in \omega(u) \), one has \( z_e > 0 \) in \( \Sigma_1 \) and \( z_e(x) = 0 \) for \( x \in \partial \Sigma_1 \) or if \( |x| \to \infty \). Hence, the compactness of \( \omega(u) \) and the uniform convergence of \( u(x,t) \) to \( \omega(u) \) as \( t \to \infty \) (see (U2)) implies that there exist \( \alpha, t_0 > 0 \) such that

\[
w_e(x,t) > \alpha > 0 \text{ in } G \times (t_0,\infty).
\]

In addition, if we define

\[
M := \sup\{|w_e(x,t) : e \in \mathbb{S}^{N-1}, x \in \Sigma_1, t \in (0,\infty)\},
\]

\[
m := \sup\{|e^e(x,t) : e \in \mathbb{S}^{N-1}, x \in G, t \in (0,\infty)\},
\]

\[
0 < s < \min \left\{ \frac{\gamma\alpha}{2(m+\gamma)}, \alpha \right\},
\]

then there is bounded domain \( D \) with \( G \subset D \subset \Sigma_1 \) such that if we increase \( t_0 \) if necessary, then

\[
w_e(x,t) - s < 0 \text{ in } \partial D \times (t_1,\infty).
\]

Let \( \hat{w}_e \) be as in Lemma 2.1, then Lemma 2.1 yields that (3.22) and (3.24) holds with \( w_e \) replaced by \( \hat{w}_e \). If we define \( \varphi(x,t) := e^{\gamma t}(w_e(x,t) - s) \), by (3.22), (3.23), and (3.24), claim 1. follows. Next, note that

\[
e^{\gamma t}\|\varphi(x,t)\|_{L^\infty(D)} \leq 4M + s \quad \text{and} \quad e^{\gamma t}\|\varphi(x,t)\|_{L^\infty(G)} \geq \alpha - s
\]

for \( t > T \), which implies Claim 2. Finally, for \( (x,t) \in D \setminus G \times (T,\infty) \) by the definition of the coefficients \( \hat{c}^e \) in Lemma 2.1 (2.4), (3.20), (3.21), and (3.22) yield

\[
\varphi_t - \Delta \varphi - \hat{b}_i \varphi_{x_i} - \hat{c}^e \varphi = e^{-\gamma t}[\hat{c}^e(\hat{c}^e - \hat{c}^e)\hat{w}_e - \gamma \hat{w}_e + s\gamma + s\hat{c}^e] \leq e^{-\gamma t}[\delta - \gamma(\hat{w}_e + s\gamma + s\gamma)] < 0.
\]

For \( (x,t) \in G \times (T,\infty) \) by (2.4), (3.20), (3.21), (3.22), and (3.23) we have

\[
\varphi_t - \Delta \varphi - \hat{b}_i \varphi_{x_i} - \hat{c}^e \varphi = e^{-\gamma t}[\hat{c}^e(\hat{c}^e - \hat{c}^e)\hat{w}_e - \gamma \hat{w}_e + s\gamma + s\hat{c}^e]
\]

\[
\leq e^{-\gamma t} \left[\left(\delta - \frac{\gamma}{2}\right)\hat{w}_e - \frac{\gamma}{2}\hat{w}_e + s(m+\gamma)\right] \leq e^{-\gamma t} \left[-\frac{\gamma\alpha}{2} + s(m+\gamma)\right] < 0.
\]

This implies claim 3. □
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Proof of Theorem 1.5. We prove that the first alternative holds assuming that the second one does not hold. Let $e \in S^{N-1}$ as in \((U_0)\) and assume that $z_e \not\equiv 0$ for all $z \in \omega(u)$. Then, by Lemma 3.4 and Lemma 3.5 there is $\varepsilon_0 > 0$ such that 
\[ z_{e'} > 0 \quad \text{in } \Sigma_1 \text{ for all } z \in \omega(u) \text{ and } e' \in S^{N-1} \text{ with } |e' - e| < \varepsilon_0. \quad (3.25) \]

Now, let $P$ be any two dimensional subspace of $\mathbb{R}^N$ containing $e$. Without loss of generality, we may assume that $e = (1, 0, \ldots, 0)$ and $P = \{ x = (x_1, x_2, 0, \ldots, 0) \mid x_1, x_2 \in \mathbb{R} \}$. Define 
\[ e_\eta := (\cos \eta, \sin \eta, 0, \ldots, 0), \quad w_\eta(x, t) := w_{e_\eta}(x, t), \quad z_\eta(x) := z_{e_\eta}(x) \]
for $\theta \in \mathbb{R}$ and 
\[ \Theta_1 := \inf \{ \eta < 0 : z_\varphi > 0 \text{ in } \Sigma_1 \text{ for all } z \in \omega(u), 0 \leq \varphi \leq \eta \}, \]
\[ \Theta_2 := \sup \{ \eta > 0 : z_\varphi > 0 \text{ in } \Sigma_1 \text{ for all } z \in \omega(u), 0 \leq \varphi \leq \eta \}. \]
We note that $\Theta_1 < 0 < \Theta_2$ by \((3.25)\). We claim that $\Theta_2 - \Theta_1 = \pi$. By contradiction, assume that $\Theta_2 - \Theta_1 < \pi$; then, by continuity and Lemma 3.4, we can assume that there are $\tilde{z}, \hat{z} \in \omega(u)$ such that 
\[ \hat{z}_{\Theta_2} \equiv 0 \quad \text{and} \quad \hat{z}_{\Theta_1} \equiv 0 \quad \text{in } \Sigma_1. \]

Fix $\varepsilon_1 > 0$ as in Lemma 3.6 part 3 and let 
\[ 0 < \varepsilon < \min \left\{ \pi - (\Theta_2 - \Theta_1), \frac{\varepsilon_1}{2}, \varepsilon_0 \right\}. \]

Fix $\theta \in (\Theta_1 - \varepsilon, \Theta_1)$. By Lemma 2.10 
\[ z_\theta > 0 \quad \text{and} \quad \hat{z}_\theta < 0 \quad \text{in } \Sigma_1. \quad (3.26) \]

Let $\tilde{t}_n, \tilde{\tilde{t}}_n \to \infty$ such that $\tilde{t}_n < \tilde{\tilde{t}}_n$ for all $n \in \mathbb{N}$ and 
\[ w_\theta(x, \tilde{t}_n) \to \hat{z}_\theta(x), \quad w_\theta(x, \tilde{\tilde{t}}_n) \to \hat{z}_\theta(x) \quad \text{as } n \to \infty. \quad (3.27) \]

Now we conclude the proof arguing as in \cite{15}, Lemma 3.7, we include the details for completeness. Recall the change of variables detailed in Lemma 2.4, where the coefficients $\hat{b}_i$, $\hat{c}_i$, the function $\hat{w}_e$ and the set $G \subset \Sigma$ were defined. For any $\eta \in [0, 2\pi]$ we also define $\hat{w}_\eta(x, t) := \hat{w}_{e_\eta}(x, t)$ for $(x, t) \in \Sigma_1 \times (0, \infty)$.

Since $z_\varphi > 0$ for each $z \in \omega(u)$ and $\psi > \Theta_1$ sufficiently close to $\Theta_1$, Lemma 3.6 gives the existence of $C, T > 0$, a bounded domain $D$ with $G \subset D \subset \Sigma$ and a function $\varphi \in C^{2,1}(D \times (T, \infty))$, that satisfies for $\vartheta \in (\Theta_1 - \varepsilon, \Theta_1)$ that 
\[ \varphi_t - \Delta \varphi - \hat{b}_i \hat{c}_i \varphi_{x_i} - \hat{c}_s \varphi < 0 \quad \text{in } D \times (T, \infty), \]
\[ \psi < 0 \quad \text{on } \partial D \times (T, \infty), \]
\[ \varphi > 0 \quad \text{in } G \times (T, \infty), \]

\[ \| \varphi(\cdot, t) \|_{L^\infty(D)} \leq C e^{-\gamma(t-s)} \quad \text{for } T < s < t, \]
where we used that $|\vartheta - \psi| < 2\varepsilon \leq \varepsilon_1$. By \((3.26), (3.27)\), and the definition of $\hat{w}_e$ there exists $\alpha > 0$ such that 
\[ \hat{w}_\theta(\cdot, \tilde{t}_n) > 2\alpha > 0 \quad \text{and} \quad \hat{w}_\theta(\cdot, \tilde{\tilde{t}}_n) < 0 \quad \text{in } D \]
for any sufficiently large $n$. Then, there is $T_n \in (\tilde{\tilde{t}}_n, \tilde{t}_n)$ such that 
\[ \hat{w}_\theta(x, t) > 0 \quad \text{in } G \times (\tilde{t}_n, T_n), \quad (3.28) \]
\[ \hat{w}_\theta(x^*, T_n) = 0 \text{ for some } x^* \in \overline{G}. \quad (3.29) \]
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From Lemma 2.3 and (2.4) follows
\[ \|\hat{w}_g(\cdot, t)\|_{L^\infty(\Sigma)} \leq e^{-\gamma(t-t_0)}\|\hat{w}_g(\cdot, t_0)\|_{L^\infty(\Sigma)} \quad \text{for } t \in (t_n, T_n). \] (3.30)

By Lemma 2.3 there is \( \theta > 0 \) independent of \( n \) such that
\[ \|\hat{w}_g(\cdot, t) - \hat{w}_g(\cdot, s)\|_{L^\infty(\Sigma)} < \alpha \quad \text{for } |t - s| < 4\theta. \]

This means that \( T_n - t_0 > 4\theta \) for all sufficiently large \( n \). Let \( n \) be sufficiently large such that \( t_n > T \). Since \( \varphi \) satisfies (3.28) with \( \theta = \theta \), by the comparison principle [19 Proposition 52.6],
\[ \hat{w}_g(x, t) > \alpha \frac{\varphi(x, t)}{\|\varphi(\cdot, t_0)\|_{L^\infty(D)}} \quad \text{for } (x, t) \in D \times (t_n, T_n). \] (3.31)

And, by (3.26), (3.27), (3.28), (3.30), (3.31), and Lemma 2.4 there are \( \kappa, C_1, C_2, m > 0 \) independent of \( n \) such that
\[ \inf_{x \in G} \hat{w}_g(x, T_n) > \kappa \|\hat{w}_g\|_{L^\infty(G \times (T_n - 3\theta, T_n - 2\theta))} - e^{4m\theta} \max_{\partial \Sigma (D \times (T_n - 4\theta, T_n))} \hat{w}_g \]
\[ \geq \kappa \alpha C e^{-\gamma(T_n - t_0 - 2\theta)} - e^{4m\theta} e^{-\gamma(T_n - t_0 - 4\theta)} \|\hat{w}_g(\cdot, t_0)\|_{L^\infty(\Sigma)} \]
\[ \geq e^{-\gamma(T_n - t_0 - \theta)} C_1 - C_2 \|\hat{w}_g(\cdot, t_0)\|_{L^\infty(\Sigma)} > 0 \]
for \( n \) sufficiently big, a contradiction to (3.29).

Therefore \( \Theta_2 - \Theta_1 = \pi \), which in particular implies that \( z_{\Theta_1} \equiv z_{\Theta_2} \equiv 0 \) in \( \Sigma \) for all \( z \in \omega(u) \). Since this can be done for all 2D planes \( P \) that contain \( e \) and the origin, Proposition 2.6 yields the asymptotic symmetry of \( u \). The strict monotonicity follows from the fact that \( z_\eta > 0 \) for all \( \eta \in (\Theta_1, \Theta_2) \).

We are ready to show Theorem 1.8.

**Proof of Theorem 1.8.** By hypothesis \((U_0)\)' we have that \( z_e \geq 0 \) in \( \Sigma_1 \) for all \( z \in \omega(u) \) and all \( e \in U \). If there exists \( e \in U \) such that \( z_e \not\equiv 0 \) for all \( z \in \omega(u) \) then Theorem 1.5 yields the first alternative in the statement of the theorem. On the other hand, if for each \( e \in U \) there is \( z \in \omega(u) \) such that \( z_e \equiv 0 \); then, Lemma 2.7 implies that the second alternative in Theorem 1.8 holds.

**Proof of Corollaries 1.7 and 1.6.** Corollaries 1.7 and 1.6 follow directly from Theorem 1.8 since in these cases, the strict initial reflectional inequality and the maximum principle discard the second alternative in Theorem 1.5.

**Proof of Theorem 1.3.** Let \( f(t, u) := a(t)|u|^{p-1}u - b(t)u \). Then \( f_u(t, u) := pa(t)|u|^{p-1} - b(t) \) and \( (f_1) \) holds because
\[ \limsup_{u \to v, t \to 0} |f_u(t, u) - f_u(t, v)| \leq p\|a\|_\infty \lim_{u \to v} |u|^{p-1} - |v|^{p-1} = 0 \]
and, for every \( K > 0 \),
\[ \sup_{r \in J, t > 0, s \in [-K, K]} |f_u(t, s)| \leq p \max\{\|a\|_\infty, \|b\|_\infty\} |K^{p-1} + 1| < \infty. \]

Moreover, if \( \eta > 0 \) is as in (1.4) and \( \varepsilon := \left( \frac{2p \max\{\|a\|_\infty, \|b\|_\infty\}}{2p \max\{\|a\|_\infty, \|b\|_\infty\}} \right)^{\frac{1}{p-1}} \), then \( \sup_{u \in (-\varepsilon, \varepsilon)} |pa(t)||u|^{p-1} \leq \frac{\eta}{2} \) and
\[ f_u(t, u) \leq |pa(t)||u|^{p-1} - \eta = \frac{\eta}{2} \quad \text{for all } t > 0 \text{ and } u \in (-\varepsilon, \varepsilon), \]
which implies that \((f_2)\) is satisfied. Finally, by (1.8), condition \((U_0)\)' holds. Then, by Theorem 1.8, either there is \( z \in \omega(u) \) radially symmetric with respect to the origin, or \( u \) is asymptotically strictly foliated Schwarz symmetric.

It remains to prove that
(a) if \( z \in \omega(u) \) is radially symmetric, then \( z \equiv 0 \).

(b) if \( 0 \not\in \omega(u) \), then there is \( q \in \mathbb{R}^N \) such that, for all \( z \in \omega(u) \), \( z \) is radially symmetric with respect to \( q \) and all elements in \( \omega(u) \) are either all negative or all positive.

**Proof of (a):** For a contradiction, assume there is \( z \in \omega(u) \) radially symmetric and \( x_0 \in \mathbb{R}^N \) such that \( z(x_0) \neq 0 \). Using the radiality and continuity of \( z \) we may without loss of generality assume that \( x_0 = r e_1 = (r, 0, \ldots, 0) \) for some \( r > 0 \) and \( z(re_1) < 0 \). For \( \lambda \in (-1, 1) \), denote \( \mathbb{R}^N_\lambda := \{ x \in \mathbb{R}^N : x_1 > \lambda \} \) and \( u_\lambda(x,t) := u(x,t) - u(2\lambda e_1 - x, t) \) for \( x \in \mathbb{R}^N \) and \( t \geq 0 \). By \( (1.8) \), \( u_\lambda(x,0) \geq 0 \) and \( u_\lambda(x,0) \neq 0 \) for any \( \lambda \in (-1, 1) \), and therefore, by the maximum principle, \( u_\lambda > 0 \) in \( \mathbb{R}^N_\lambda \times (0, \infty) \). Hence, \( z(x) \geq z(2\lambda e_1 - x) \) for all \( x \in \mathbb{R}^N \) and \( \lambda \in (-1,1) \). Since \( z \) is radial and in particular even, for any fixed \( 0 < \lambda < \min \{r, 1\} \) one has \( z_{-\lambda} \geq 0 \) in \( \mathbb{R}^N_{-\lambda} \), and then

\[
0 > z(re_1) \geq z(-2\lambda e_1 - re_1) = z((2\lambda + r)e_1).
\]

(3.32)

Iterating this procedure, we obtain that \( 0 > z(re_1) \geq z((2k\lambda + r)e_1) \) for all \( k \in \mathbb{N} \). Since \( (2k\lambda + r)e_1 \to \infty \) as \( k \to \infty \) we obtain a contradiction to the uniform decay assumption \( (1.9) \). As a consequence, \( z \equiv 0 \) in \( \mathbb{R}^N \).

**Proof of (b):** Assume that \( 0 \not\in \omega(u) \). Then, as shown above, there is \( p_0 \in S^{N-1} \) such that, for all \( z \in \omega(u) \), \( z \) is strictly foliated Schwarz symmetric with respect to \( p_0 \). Let \( e_1 = (1, 0, \ldots, 0) \), \( e_2 = (0, 1, 0, \ldots, 0), \ldots, e_N = (0, 0, \ldots, 1) \) denote a basis for \( \mathbb{R}^N \). For \( \alpha \in \mathbb{R} \) and \( i \neq 1 \), consider \( u_{\alpha,i}(x) := u(x + \alpha e_i) \) and note that \( u_{\alpha,i} \) solves the same equation as \( u \) (which is translationally invariant) and also satisfies \( (U_0)' \).

Then, arguing as before, there is \( p_{\alpha,i} \in S^{N-1} \) such that, for all \( z \in \omega(u_{\alpha,i}) \), \( z \) is foliated Schwarz symmetric with respect to \( p_{\alpha,i} \); namely, every \( z \in \omega(u) \) is strictly foliated Schwarz symmetric with respect to the axes \( p_{\alpha,i} := p_{\alpha,i} + \alpha e_i \).

Fix \( \tilde{z} \in \omega(u) \) and assume without loss of generality that \( \tilde{z}^+ \neq 0 \). Since \( \tilde{z} \) is strictly monotone with respect to the polar angle and it decays uniformly to zero at infinity, then the maximum of \( z \) in \( \mathbb{R}^N \) must lie in an intersection between \( P_{\alpha,i} \) and \( P_0 \); \( q := P_{\alpha,i} \cap P_0 \). By varying \( \alpha \) in \( \mathbb{R} \), we can obtain an irrational angle between \( P_{\alpha,i} \) and \( P_0 \), which then easily implies that \( \tilde{z} \) must be a radially symmetric function with respect to \( q \). But the axis \( P_0 \) and \( P_{\alpha,i} \) are symmetry axes for all elements \( z \in \omega(u) \), and therefore \( \omega(u) \) can only have radially symmetric elements with respect to \( q \).

Finally, for a contradiction, assume that there is a sign-changing \( z \in \omega(u) \). Assume first that \( q \in \{ x_1 \geq 0 \} \). We argue as in \( (3.32) \) on the line \( q + \mathbb{R}e_1 \). Indeed, since \( z \) changes sign and \( z \) is radially symmetric and continuous, there is \( r > 0 \) such that \( z(q + re_1) < 0 \). But then, for \( 0 < \lambda < \min \{r, 1\} \),

\[
0 > z(q + re_1) \geq z(-2\lambda e_1 - q - re_1) = z(q + (2\lambda + r)e_1).
\]

Iterating this procedure, we obtain a contradiction to the uniform decay assumption \( (1.9) \) as before. In fact, we can deduce that if \( q \in \{ x_1 \geq 0 \} \), then necessarily \( z \geq 0 \) in \( \mathbb{R}^N \) for all \( z \in \omega(u) \), and the strict positivity follows from Lemma \( (2.4) \) using that \( 0 \not\in \omega(u) \). Similarly, if \( q \in \{ x_1 \leq 0 \} \), then, since \( z \) changes sign and \( z \) is radially symmetric and continuous, \( z(q - re_1) > 0 \) for some \( r > 0 \) and, for \( 0 < \lambda < \min \{r, 1\} \),

\[
0 < z(q - re_1) \leq z(2\lambda e_1 - q + re_1) = z(q - (2\lambda + r)e_1).
\]

Iterating this procedure, we obtain again a contradiction to \( (1.9) \) and, as before, we conclude that if \( q \in \{ x_1 \leq 0 \} \), then necessarily \( z \leq 0 \) in \( \mathbb{R}^N \) for all \( z \in \omega(u) \) and the strict negativity follows from Lemma \( (2.4) \) applied to \( -u \). Finally, observe that if \( q \in \{ x_1 = 0 \} \), then necessarily \( z \equiv 0 \) for all \( z \in \omega(u) \), which cannot happen since we assumed that \( 0 \not\in \omega(u) \). Therefore, \( q \not\in \{ x_1 = 0 \} \) and this ends the proof.

\[ \square \]

## 4 Uniform Decay Assumption

**Proof of Lemma \( (1.9) \):** The proof follows closely the ideas of \( [3, \text{Corollary 1.2}] \). We first show that there is some \( R_0 > 0 \) such that

\[
\nabla u(x,t) \cdot e < 0 \quad \text{for all } x \in \mathbb{R}^N, \ x \cdot e > R_0, \ t > 0, \ e \in S^{N-1}. \tag{4.1}
\]
To this end, we use a moving plane method. Let $R > 0$ as in (1.13) and $e \in \mathbb{S}^{N-1}$, without loss of generality we may assume that $e = e_1 = (1,0,\ldots,0)$. For $\lambda > R$ and $(x_1,x') = x \in \mathbb{R}^N$ define $x \mapsto x^\lambda = (2\lambda - x_1,x')$ the reflection in the hyperplane $H_\lambda = \{x \in \mathbb{R}^N : x_1 = \lambda\}$ and let $V_\lambda u(x,t) := u(x^\lambda,t) - u(x,t)$ for $x \in \Sigma_\lambda := \{x \in \mathbb{R}^N : x_1 > \lambda\}$ and $t > 0$. Then, by (1.13), we have that

$$(V_\lambda u(x,t))_t - \Delta V_\lambda u(x,t) = f(t,|x^\lambda|,u^\lambda) - f(t,|x|,u) \geq f(t,|x|,u^*) - f(t,|x|,u) = c^\lambda(x,t)V_\lambda u(x,t)$$

for all $(x,t) \in \Sigma_\lambda \times (0,\infty)$, where $c^\lambda(x,t) := \int_0^1 \partial_u f(t,|x|,su(x^\lambda,t) + (1-s)u(x,t))ds$. Note that $c^\lambda \in L^\infty(\Sigma_\lambda \times (0,\infty))$. Let $R_0 \geq R$ be such that $\text{supp}(u_0) \subset B_{R_0}(0)$, then, for $\lambda > R_0$ we have that $V_\lambda u(x,0) \geq 0$ in $\Sigma_\lambda$ and $V_\lambda u(x,0) \neq 0$. Then, since $u$ is globally bounded, we can apply the parabolic maximum principle to show that $V_\lambda u(x,t) > 0$ in $\Sigma_\lambda \times (0,\infty)$ for all $\lambda > R_0$ and $V_\lambda u(x,t) \equiv 0$ in $H_\lambda \times (0,\infty)$. Then, by the Hopf’s Lemma we have that $-2\nabla u(x,t) \cdot e = -2\partial_{x_1} u(x,t) = \partial_\lambda V_\lambda u(x,t) > 0$ on $H_\lambda \times (0,\infty)$ and (4.1) follows. Next, to prove the uniform decay property. We proceed by contradiction. Assume there is some sequence $\{(x_n,t_n)\}_{n=1}^\infty \subset \mathbb{R}^N \times (0,\infty)$ with $|x_n|,t_n \to \infty$ as $n \to \infty$ such that

$$u(x_n,t_n) \geq k$$

(4.2)

for some constant $k > 0$. Passing to a subsequence, we may assume (using rotations if necessary) that $x_k/|x_k|$ tends to the unitary vector $e_1$. By (1.1) we have that $\partial_{x_1} u(x,t) < 0$ for any $t > 0$ and any $x = (x_1,x') \in \mathbb{R}^N$ with $x_1$ big enough. Then, the assumed $L^\infty$ bound and standard parabolic regularity estimates imply that $|\nabla u|$ is uniformly bounded. Then, we can find $\varepsilon > 0$ such that $u(x,t_n) \geq \varepsilon/k$ for all $x \in B_\varepsilon(x_n)$. Since $|x_n| \to \infty$ and $\partial_{x_1} u(x,t) < 0$ we obtain a contradiction to the assumed $L^\infty$-bound. \[\square\]

**Proof of Lemma 1.10** We proceed by comparison. Consider the solution of the problem

$$v_t - \Delta v = f(t,|x|,v) \quad \text{in } \mathbb{R}^N \times (0,\infty), \quad v(x,0) = u_0(x) \quad \text{for } x \in \mathbb{R}^N;$$

then, by Lemma 1.9 $\lim_{|x| \to \infty} \sup_{t>0} v(x,t) = 0$. On the other hand, let $w(x,t) := v(x,t) - u(x,t)$, then $w$ satisfies the linearization

$$w_t - \Delta w = \left[\int_0^1 \partial_u f(t,|x|,su + (1-s)u)ds\right]w \quad \text{in } \mathbb{R}^N \times (0,\infty)$$

and $w(x,0) \geq 0$ for $x \in \mathbb{R}^N$. Since the coefficient of $w$ is bounded, the parabolic maximum principle implies that $v \geq u$ in $\mathbb{R}^N \times (0,\infty)$. Then, $\lim_{|x| \to \infty} \sup_{t>0} u(x,t) \leq 0$. Now, using the solution of

$$v_t - \Delta v = f(t,|x|,v) \quad \text{in } \mathbb{R}^N \times (0,\infty), \quad v(x,0) = u_\lambda(x) \quad \text{for } x \in \mathbb{R}^N,$$

and repeating the argument we obtain that $\lim_{|x| \to \infty} \sup_{t>0} u(x,t) \geq 0$ and the claim follows. \[\square\]

## 5 Examples

### 5.1 Example 1: An \(\omega\)-limit set with only strictly foliated Schwarz symmetric elements

Here we exhibit a problem which does not have any radially symmetric\footnote{with respect to the origin or with any other point $x_0 \in \mathbb{R}^N$.} element in the $\omega$-limit set of the solution $\omega(u)$, but that satisfies the assumptions of Theorem 1.8 and therefore all elements in $\omega(u)$ are foliated Schwarz symmetric with respect to the same axis.

First, fix any ball $B \subset \mathbb{R}^N := \{x \in \mathbb{R}^N : x_1 > 0\}$ and let $\lambda_1(B)$ denote the first eigenvalue of the Dirichlet Laplacian in $B$. Define $g(v) = v^p - \lambda v$, where $1 < p < (N+2)/(N-2)$ and $0 < \lambda < \lambda_1(B)$. Then, by standard variational arguments (see e.g. [19 Theorem 6.2]) there exists a positive solution $\zeta$ of the problem

$$-\Delta \zeta = g(\zeta) \quad \text{in } B, \quad \zeta = 0 \quad \text{on } \partial B.$$  

(5.1)
Let $M = 4 \sup_B \xi$ and define $f$ such that $f(|x|, v) = g(v)$ for $x \in B$ and $0 \leq v < M/2$. For $v > M/2$ and $x \in \mathbb{R}^N \setminus B$, $f : [0, \infty) \times \mathbb{R}$ is extended as a smooth function such that it satisfies $(f_0)$ and $(f_1)$. We assume also that

$(f_3)$ $f$ is an odd function in $u$, that is, $f(\cdot, u) = -f(\cdot, -u)$ for all $u \in \mathbb{R}$,

$(f_4)$ there is $M^* > M$ such that

$$uf(r, u) < 0 \quad \text{for any } r > 0 \text{ and } |u| \geq M^*,$$

$(f_5)$ there is $R^* > 1$ and $\Lambda > 0$ such that

$$f(r, 0) = 0 \quad \text{and} \quad f_u(r, u) \leq -\Lambda \quad \text{for any } |u| \leq M^* \text{ and } r > R^*.$$

Let $u_0 \in C(\mathbb{R}^N)$ be an odd function with respect to $x_1$, that is, $u_0(x_1, x') = -u_0(-x_1, x')$ for all $x = (x_1, x') \in \mathbb{R}^N$, and assume that

$$\operatorname{supp}(u_0) = A_1 \cup A_2,$$

where $A_1$ and $A_2$ are two disjoint compact sets such that $B \subset A_1$,

$$A_1 \subset \{ x \in \mathbb{R}^N : |x| < R^*, x_1 > 0, x_i > 0 \text{ for } i = 2, \ldots, N \},$$

and $A_2$ is symmetric to $A_1$ with respect to the hyperplane $\{ x \in \mathbb{R}^N : x_1 = 0 \}$. Finally, assume that

$$u_0 \geq \xi \quad \text{in } B, \quad |u_0| < M^* \quad \text{in } \mathbb{R}^N,$$

and $u_0$ is positive in $A_1$ and negative in $A_2$.

Let us first derive a priori estimates for classical solutions $u$ of

$$u_t - \Delta u = f(|x|, u) \quad \text{in } \mathbb{R}^N \times (0, \infty), \quad u(x, 0) = u_0(x) \quad \text{for } x \in \mathbb{R}^N.$$  \hfill (5.7)

Note that, by $(f_4)$,

$$(u - M^*)_t - \Delta (u - M^*) - \frac{f(|x|, u) - f(|x|, M^*)}{u - M^*}(u - M^*) = f(|x|, M^*) < 0 \quad \text{in } \mathbb{R}^N \times (0, \infty),$$

where, by $(f_4)$, $\sup_{x \in \mathbb{R}^N, t > 0} \frac{f(|x|, u) - f(|x|, M^*)}{u - M^*} < \infty$. Then, by $(f_6)$ and the maximum principle, $u \leq M^*$ in $\mathbb{R}^N \times (0, \infty)$. Arguing similarly with $M^* + u$, we obtain that

$$|u| \leq M^* \quad \text{in } \mathbb{R}^N \times (0, \infty).$$  \hfill (5.8)

Then, by standard arguments (see, e.g., [14] Proposition 7.3.1), there exists a global bounded, smooth solution $u$ of $(5.7)$.

Observe that $\hat{w}(x, t) := u(x, t) + u(x^{\varepsilon_1}, t)$ solves

$$\hat{w}_t - \Delta \hat{w} = \hat{c}(x, t) \hat{w} \quad \text{in } \mathbb{R}^N \times (0, \infty),$$

where $\hat{c}(x, t) := \frac{f(u(x, t)) + f(u(x^{\varepsilon_1}, t))}{\hat{w}(x, t)}$ if $\hat{w}(x, t) \neq 0$ and $\hat{c}(x, t) = 0$ if $\hat{w}(x, t) = 0$. Since $\hat{w}(x, 0) = u_0(x) + u_0(x^{\varepsilon_1}) \equiv 0$ in $\mathbb{R}^N_+ := \{ x \in \mathbb{R}^N : x_1 > 0 \}$ we have that $\hat{w} \equiv 0$ in $\mathbb{R}^N \times [0, \infty)$. In particular, it means that $u(\cdot, t)$ is odd in $x_1$ for all $t > 0$. Therefore, $u(0, x', t) = 0$ for all $t > 0$ and $x' \in \mathbb{R}^{N-1}$. Since $u_0$ is nonnegative and nontrivial in $\mathbb{R}^N_+$, the maximum principle implies that

$$u > 0 \quad \text{in } \mathbb{R}^N_+ \times (0, \infty).$$  \hfill (5.9)
Next, let \( s(x) := M^*e^{-\theta(|x| - R^*)} \) with \( \theta^2 < \Lambda \); then,
\[
    s_t - \Delta s = \left( \theta \frac{N - 1}{|x|} - \theta^2 \right) s \quad \text{for} \ |x| \geq R^*.
\]
(5.10)

Therefore, by \((f_5)\), \( w := s - u \) satisfies
\[
    w_t - \Delta w - \int_0^1 f_u(|x|, \theta u) \, d\theta w = \left( \theta \frac{N - 1}{|x|} - \theta^2 - \int_0^1 f_u(|x|, su) \, ds \right) s \geq \left( \Lambda - \theta^2 \right) s > 0
\]
in \( \mathbb{R}^N \setminus B_{R^*} \). Since \( w = M^* - u \geq 0 \) for \( x \in \partial B_{R^*} \) and \( w(x, 0) = s(x) - u_0(x) = s(x) \) for \( x \in \mathbb{R}^N \setminus B_{R^*} \), the maximum principle yields that \( w > 0 \) on \( \mathbb{R}^N \setminus B_{R^*} \times (0, \infty) \). Thus,
\[
    0 \leq u \leq M^*e^{-\theta(|x| - R^*)} \quad \text{in} \ \mathbb{R}^N \setminus B_{R^*} \times (0, \infty).
\]
(5.11)

Since \( f \) coincides with \( g \) on the range of \( \zeta \) and \( u > 0 \) on \( \partial B \times (0, \infty) \subset \mathbb{R}^N_+ \times (0, \infty) \), we have that
\[
    (u - \zeta)_t - \Delta (u - \zeta) - \frac{g(u) - g(\zeta)}{u - \zeta} (u - \zeta) = 0 \quad \text{in} \ B \times (0, \infty).
\]
Moreover, by \([5.9]\), \( u - \zeta > 0 \) on \( \partial B \times (0, \infty) \) and, by \([5.6]\), \( u(-, 0) - \zeta \geq 0 \) in \( B \). Then, by the maximum principle, \( u \geq \zeta \) in \( B \times (0, \infty) \); in particular, \( 0 \notin \omega(u) \). Furthermore, since \( u \) is odd in \( x_1 \), any \( z \in \omega(u) \) is odd in \( x_1 \) as well, and consequently \( z \) is not radially symmetric.

Finally, note that all the assumptions of Theorem 1.8 are satisfied; indeed, \((f_{0})\) and \((f_{1})\) hold by construction, \((f_{2})\) follows from \((f_{5})\), \((U_{0})'\) from \([5.4]\), \((U_{1})\) from \([5.11]\), and \((U_{2})\) from \([5.8]\). Therefore, we obtain that all the elements in \( \omega(u) \) are strictly foliated Schwarz symmetric.

5.2 Example 2: An \( \omega \)-limit set with a strictly foliated Schwarz symmetric function and a radially symmetric element

In this example we show that the presence of a nonzero radially symmetric element in \( \omega(u) \) does not imply that all the elements in \( \omega(u) \) are radially symmetric. Although we work in an abstract setting we provide concrete examples.

Let \( D \) be a smooth radial domain, bounded or unbounded, in \( \mathbb{R}^N \) and assume that a linear operator \( \mathcal{L} \) acting on smooth functions on \( D \) has eigenvalues \( 0 < \lambda_1 < \lambda_2 \) corresponding to eigenfunctions \( \varphi_1 \) and \( \varphi_2 \) such that \( \varphi_1 \) is foliated Schwarz symmetric and \( \varphi_2 \) is radially symmetric. Such choice is possible since there exist radial eigenfunctions corresponding to arbitrarily large eigenvalues. Note that we require the existence of a radial eigenfunction corresponding to a larger eigenvalue than the foliated Schwarz symmetric one. To satisfy our assumptions we allow \( \mathcal{L} \) to depend only on \( |x| \). Let \( u(x, t) := \alpha(t)\varphi_1(x) + \beta(t)\varphi_2(x) \) for \( x \in D \) and \( t > 0 \) and, for fixed \( \mu \in (\lambda_1, \lambda_2) \) and define
\[
    f(t, x, u) = \mu \zeta(t)u + \psi(t)\varphi_2(x) \quad x \in D, \ t > 0,
\]
(5.12)

where \( \alpha, \beta, \zeta, \psi : (0, \infty) \rightarrow \mathbb{R} \) are chosen below. Note that, since \( \varphi_2 \) is radially symmetric, \( f \) depends on \( x \) only through \( |x| \).

First we require that \( \alpha(0) = 1 \) and \( \beta(0) = 0 \); therefore, \( u_0(x) = \varphi_1(x) \) satisfies \((U_{0})\). Also we assume that \( u \) is a solution of
\[
    u_t + \mathcal{L}u = f(t, x, u) \quad \text{in} \ D \times (0, \infty), \quad u(x, t) = 0 \quad \text{for} \ x \in \partial D,
\]
where \( u = 0 \) on \( \partial D \) is interpreted as \( u(x) \rightarrow 0 \) when \( |x| \rightarrow \infty \) if \( D \) is unbounded.

Since the operator is linear and \( \varphi_i \) is an eigenfunction we immediately have that \( u \) is the desired solution if
\[
    \alpha' + \lambda_1 \alpha = \mu \zeta \alpha, \quad \beta' + \lambda_2 \beta = \mu \zeta \beta + \psi, \quad \alpha(0) = 1, \ \beta(0) = 0.
\]
(5.13)
Consequently, by the variation of parameters formula, for any \( t > t_0 \geq 0 \) we have that
\[
\alpha(t) = \alpha(t_0) \exp \left( \int_{t_0}^t \mu \zeta(s) - \lambda_1 \, ds \right), \tag{5.14}
\]
\[
\beta(t) = \int_{t_0}^t \psi(s) \exp \left( \int_s^t \mu \zeta(r) - \lambda_2 \, dr \right) \, ds + \beta(t_0) \exp \left( \int_{t_0}^t \mu \zeta(s) - \lambda_2 \, ds \right). \tag{5.15}
\]
We finish the argument by constructing sequences \((T_k)_{k \in \mathbb{N}}, (\bar{T}_k)_{k \in \mathbb{N}}\) such that
\[
\alpha(T_k) = 1, \quad |\beta(T_k)| \leq \frac{1}{2^k}, \quad 0 < |\alpha(\bar{T}_k)| \leq \frac{1}{2^k}, \quad |\beta(\bar{T}_k) - 1| \leq \frac{1}{2^k}. \tag{5.16}
\]
Indeed, then we obtain
\[
\lim_{k \to \infty} u(\cdot, T_k) = \varphi_1 \quad \lim_{k \to \infty} u(\cdot, \bar{T}_k) = \varphi_2 \tag{5.17}
\]
and the statement follows.

To prove (5.16), we proceed by induction and in addition we show that \( \zeta(T_n) = 1 \) and \( \psi(T_n) = 0 \) for every \( n \). Set \( T_1 = 0 \) and assume that we already constructed \( T_1 < T_2 < T_2 < \cdots < T_{n-1} < T_n \) with the desired properties (5.16).

First introduce a short transition period (of order) to shift the values of \( \zeta \) and \( \psi \) to 0 and \( \lambda_2 \) respectively. We use linear functions, but if the smoothness at the endpoints is required, the transition can be made smooth at the cost of less explicit expressions. Define
\[
\zeta(t) = 1 + T_n - t, \quad \psi(t) = \lambda_2(t - T_n) \quad t \in [T_n, T_n + 1) \tag{5.18}
\]
and, by (5.14) and (5.15),
\[
\alpha(T_n + 1) = \alpha(T_n) e^{\frac{\mu}{2} - \lambda_1}, \quad \beta(T_n + 1) = c_1 + \beta(T_n) e^{\frac{\mu}{2} - \lambda_2}, \tag{5.19}
\]
where \( c_1 \) is a universal constant independent of \( n \). Then, for fixed \( A_1 \) specified below, define
\[
\zeta(t) = 0, \quad \psi(t) = \lambda_2, \quad t \in [T_n + 1, T_n + A_1 + 1), \tag{5.20}
\]
and set \( \bar{T}_n = T_n + 1 + A_1 \). Consequently, by (5.14) and (5.15),
\[
\alpha(\bar{T}_n) = \alpha(T_n + 1) e^{-\lambda_1 A_1}, \quad \beta(\bar{T}_n) = 1 - e^{-\lambda_2 A_1} + \beta(T_n + 1) e^{-\lambda_2 A_1}. \tag{5.21}
\]
Thus, for any sufficiently large \( A_1, \alpha(\bar{T}_n) \) and \( \beta(\bar{T}_n) \) satisfy (5.16). Next, we introduce the second transition period that connects \( (\zeta(\bar{T}_n), \psi(\bar{T}_n)) = (0, \lambda_2) \) to \( (1, 0) \). Set
\[
\zeta(t) = t - \bar{T}_n, \quad \psi(t) = \lambda_2 (T_n + 1 - t), \quad t \in [\bar{T}_n, \bar{T}_n + 1), \tag{5.22}
\]
and therefore
\[
\alpha(\bar{T}_n + 1) = \alpha(\bar{T}_n) e^{\mu/2 - \lambda_1}, \quad \beta(\bar{T}_n + 1) = \beta(\bar{T}_n) c_2 + c_3, \tag{5.23}
\]
where \( c_2, c_3 \) are universal constants independent of \( n \) or \( A_1 \) (which can be evaluated explicitly). Then, set
\[
\zeta(t) = 1, \quad \psi(t) = 0, \quad t \in [\bar{T}_n + 1, \bar{T}_n + 1 + A_2), \tag{5.24}
\]
where \( A_2 \), depending on \( A_1 \) is specified below. Denote \( T_{n+1} = \bar{T}_n + 1 + A_2 \) and we obtain
\[
\alpha(T_{n+1}) = \alpha(T_n) e^{-\lambda_1 A_1} e^{\mu/2 - 2\lambda_1} e^{(\mu - \lambda_1) A_2}, \tag{5.25}
\]
\[
\beta(T_{n+1}) = \beta(T_n + 1) e^{(\mu - \lambda_2) A_2}. \tag{5.26}
\]
Since \( \mu > \lambda_1 \), we can set
\[
A_2 = \frac{\lambda_1 A_1 + 2\lambda_1 - \mu}{\mu - \lambda_1} > 0 \tag{5.27}
\]
to obtain \( \alpha(T_{n+1}) = \alpha(T_n) = 1 \). Also, by making \( A_1 \) larger if necessary, \( \mu < \lambda_2 \) yields that \( \beta(T_{n+1}) \) satisfies (5.16). Clearly, \( \zeta(T_{n+1}) = 1 \) and \( \psi(T_{n+1}) = 0 \) and the proof is complete.
Example 5.1. Let $B \subset \mathbb{R}^N$ with $N \geq 2$ be a ball and let $\mathcal{L} = -\Delta$. It is standard to show that such $\mathcal{L}$ has an increasing sequence of eigenvalues diverging to infinity corresponding to the radial eigenfunctions. Furthermore, the first non-radial eigenfunction is foliated Schwarz symmetric. Hence, the assumptions are satisfied and we can find $f$ such that the $\omega$-limit set contains both radial and foliated Schwarz symmetric functions.

Example 5.2. If $D = \mathbb{R}^N$ with $N \geq 2$, we can set $\mathcal{L} = -\Delta + V(|x|^2)$, where $V \geq 0$ and $V(r) \to \infty$ as $r \to \infty$. If we denote $L^2(\mathbb{R}^N, V)$ the $L^2$ space with weight $V$, then, due to compactness of the embedding $L^2(\mathbb{R}^N) \hookrightarrow H^1(\mathbb{R}^N) \cap L^2(\mathbb{R}^N, V)$ and the spectral theorem, one obtains that $\mathcal{L}$ has only discrete spectrum and the eigenvectors span the whole space.

Also, the method of separation of variables implies that the eigenvalue problem

$$\mathcal{L} u = \lambda u \quad (5.28)$$

with $u(r,\theta) = R(r)\Theta(\theta)$, $r \in [0,\infty)$, $\theta \in S^{N-1}$ can be written as

$$-\Delta_r R + V(r^2)R = \lambda_1 R, \quad R'(0) = 0 \quad (5.29)$$

and

$$-\Delta_\theta \Theta = \lambda_2 \Theta, \quad (5.30)$$

where $\Delta_r$ is radial Laplacian and $\Delta_\theta$ is Laplace-Beltrami operator on $S^{N-1}$.

It is easy to show that such $\mathcal{L}$ has an increasing sequence of eigenvalues diverging to infinity corresponding to the radial eigenfunctions. Furthermore, the first non-radial eigenfunction is foliated Schwarz symmetric. Hence, the assumptions are satisfied and we can find $f$ such that $\omega$-limit set contains both radial and foliated Schwarz symmetric functions.
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