Scattering amplitudes computed at a fixed loop order, along with any other object computed in perturbative quantum field theory, can be expressed as a linear combination of a finite basis of loop integrals. To compute loop amplitudes in practice, such a basis of integrals must be determined. We discuss AZURITE (A ZURich-bred method for finding master InTEgrals), a publicly available package for finding bases of loop integrals. We also discuss CRISTAL (Complete Reduction of IntegralS Through All Loops), a future package that produces the complete integration-by-parts reductions.
1. Introduction

Precision calculations of the cross sections of Standard Model processes at the Large Hadron Collider are crucial to gain a quantitative understanding of the background and in turn improve the ability to extract signals of new physics. This typically requires computations at next-to-next-to leading order (NNLO) in fixed-order perturbation theory, in order to match the experimental precision and the parton distribution function uncertainties.

A key tool in these calculations are integration-by-parts (IBP) identities [1–15]. These are relations that arise from the vanishing integration of total derivatives,

\[ \int \prod_{j=1}^{L} \left( \frac{d^{D} \ell_j}{i \pi^{D/2}} \right) \sum_{\ell} \frac{\partial}{\partial \ell_{\mu}} D_{\ell_{\mu}}^{\alpha_1} \cdots D_{\ell_{\mu}}^{\alpha_k} = 0, \quad (1.1) \]

where the vectors \( v_{\ell i}^{\mu} \) are polynomials in the internal and external momenta, the \( D_{\ell} \) denote inverse propagators, and the \( \alpha_i \geq 1 \) are integers. The IBP identities allow the loop integrals that contribute to a loop-level quantity, say a scattering amplitude, to be expressed in a finite basis of integrals.\(^1\) In practice, this leads to a very significant simplification of the representation of the amplitude. IBP reductions moreover allow setting up differential equations for the basis integrals, thereby enabling their evaluation [17–22].

An initial step of generating IBP reductions is to determine a basis of integrals. In this proceedings contribution we discuss the SINGULAR [23]/MATHEMATICA package AZURITE (A ZURich bred method for finding master InTEgrals) [24] which determines a basis for the space of integrals spanned by a given \( L \)-loop diagram and all of its subdiagrams (obtained by pinching lines). As the underlying algorithm is completely general, AZURITE can be used to provide a basis for any number of loops and external particles, arbitrary configurations of internal and external masses in both the planar and non-planar sectors. In practice, the running time for two-loop diagrams is typically of the order of a few seconds, and for three-loop diagrams a few minutes at most. AZURITE has been tested up to five loops.

Related work has appeared in ref. [25] where the number of basis integrals is determined as the sum of the Milnor invariant evaluated at the critical points of the polynomials that enter the parametric representation. This method has moreover been implemented in the MATHEMATICA package Mint.

2. Integration-by-parts identities on maximal cuts

We start by setting up notation and conventions. We consider an \( L \)-loop integral with \( k \) propagators and \( m - k \) irreducible scalar products (i.e., polynomials in the loop momenta and external momenta which cannot be expressed as a linear combination of the inverse propagators). We work in dimensional regularization and normalize the integral as follows,

\[ I(\alpha_1, \ldots, \alpha_m; D) \equiv \int \prod_{j=1}^{L} \left( \frac{d^{D} \ell_j}{i \pi^{D/2}} \right) \frac{D_{\alpha_1}^{\ell_{k+1}} \cdots D_{\alpha_m}^{\ell_m}}{D_{1}^{\alpha_1} \cdots D_{k}^{\alpha_k}} \quad \text{with} \quad \alpha_i \geq 0. \quad (2.1) \]

\(^1\)The fact that the basis of integrals is always finite was proven in ref. [16].
AZURITE determines integration-by-parts identities (1.1) on unitarity cuts, where some set of propagators are put on shell, \( D_i = 0 \) for \( i \in \mathcal{S} \). To this end we make use of the Baikov representation [26] whose variables are the inverse propagators and the irreducible scalar products, \( z_{a} = D_a \) where \( 1 \leq \alpha \leq m \). In order to write down the associated Jacobian, we define the set of independent external and loop momenta, \( \{ v_1, \ldots, v_{n + L - 1} \} = \{ p_1, \ldots, p_{n - 1}, \ell_1, \ldots, \ell_L \} \) and consider the associated Gram determinant, \( F = \text{det}_{i,j=1,\ldots,n+L-1}(v_i \cdot v_j) \). We can now express the integral in eq. (2.1) in its Baikov representation,

\[
I(\alpha; D) \propto \int dz_1 \cdots dz_m \frac{\alpha_{k+1} \cdots \alpha_m}{z_k \cdots z_m} F(z) \frac{\partial^{\alpha - \ell}}{\partial z_1}. \tag{2.2}
\]

To find integration-by-parts identities on the maximal cut \( z_1 = \cdots = z_k = 0 \) of this diagram, we consider the most general total derivative of the same form as the residue of eq. (2.2) at this pole,

\[
0 = \int \frac{dz_{k+1} \cdots dz_m}{z_k \cdots z_m} \sum_{i=k+1}^{m} \frac{\partial}{\partial z_i} \left( a_i(z) F(z) \frac{\partial^{\alpha - \ell}}{\partial z_i} \right) \tag{2.3}
\]

\[
= \int \frac{dz_{k+1} \cdots dz_m}{z_k \cdots z_m} \sum_{i=k+1}^{m} \left( \frac{\partial a_i}{\partial z_i} + \frac{D-n-L}{2F(z)} a_i(z) \frac{\partial F}{\partial z_i} \right) F(z) \frac{\partial^{\alpha - \ell}}{\partial z_i}, \tag{2.4}
\]

where the \( a_i(z) \) denote polynomials. We observe that, for an arbitrary choice of \( a_i(z) \), the terms in the parenthesis (\( \cdots \)) in eq. (2.4) correspond to integrals in \( D \) and \( D - 2 \) dimensions, respectively. This is because the \( \frac{1}{F(z)} \) factor in the second term effectively modifies the integration measure, shifting the space-time dimension from \( D \) to \( D - 2 \).

We can avoid the dimension shift by choosing the \( a_i(z) \) such that,

\[
\sum_{i=k+1}^{m} a_i(z) \frac{\partial F}{\partial z_i} + bF = 0, \tag{2.5}
\]

where \( b \) denotes a polynomial, since then the \( \frac{1}{F} \) factor in eq. (2.4) cancels out, and the ansatz in eq. (2.3) corresponds to an integration-by-parts identity in purely \( D \) dimensions.

Equations of the form (2.5) are known in algebraic geometry as syzygy equations. Algorithms for obtaining a generating set of solutions are known and have been implemented in several computer algebra systems dedicated to computational algebraic geometry, such as Singular [23] and Macaulay2 [27]. By plugging the obtained set of solutions of eq. (2.5) into eq. (2.4), we then find the required integration-by-parts identities evaluated on the maximal cut \( z_1 = \cdots = z_k = 0 \).

3. Algorithm of AZURITE

The algorithm of AZURITE can be summarized as follows. Given an input set of inverse propagators \( D_1, \ldots, D_k \) and irreducible numerator insertions \( D_{k+1}, \ldots, D_m \), AZURITE determines a basis of integrals by proceeding through the following steps.

1. Find the corresponding graph \( \Gamma \) and the automorphism groups of \( \Gamma \) and all of its subgraphs.
2. Find a list \( \mathcal{C} \) of cuts such that no two elements of \( \mathcal{C} \) are related by any of the symmetries found in step 1.
3. For each cut \( c \in \mathcal{C} \), construct IBP identities and symmetry relations on \( c \), giving \( \mathbb{Z}_p \) values to external kinematical invariants and the space-time dimension \( D \) for efficiency.

4. For each cut \( c \in \mathcal{C} \), apply Gauss-Jordan elimination to the system of symmetry relations and IBP identities found in step 3. The resulting non-pivot entries correspond to basis integrals.

In the current implementation of AZURITE, step 1 is realized by graph theory functions in MATHEMATICA. The construction of IBP identities on maximal cuts in step 3 is carried out with the formalism explained in section 2. In setting up the linear systems to which Gauss-Jordan elimination is applied in step 4, AZURITE sorts the integrals in descending order by the following order relation. For two integrals \( I(\alpha;D) \) and \( I(\beta;D) \) with propagator powers \( \alpha = (\alpha_1, \ldots, \alpha_k) \) and \( \beta = (\beta_1, \ldots, \beta_k) \), we have \( I(\alpha;D) > I(\beta;D) \) if \( \sum_{i=1}^{k} |\alpha_i| > \sum_{i=1}^{k} |\beta_i| \) or, in the event of a tie, \( \sum_{i=k+1}^{m} |\alpha_i| > \sum_{i=k+1}^{m} |\beta_i| \) or, in the event of a further tie, \((\alpha_1, \ldots, \alpha_m) > (\beta_1, \ldots, \beta_m)\) lexicographically. To improve efficiency, AZURITE makes use of two graph-based simplifications: 1) diagrams with massless tadpoles are detected and discarded; and 2) on any given cut \( c \), rather than using the parent momenta of the top-level graph, AZURITE uses the available momenta (which may be sums of several parent momenta). This reduces the number of scalar products.

4. Performance of AZURITE

The figure below shows the computation time (on a single core on a standard laptop) and number of basis integrals for a variety of diagrams at various loop orders and configurations of internal and external masses.

![Figure 1: Computation time and number of basis integrals for different topologies and mass configurations. Here, ▲, ■ and • represent different masses.](image-url)
In a new version, AZURITE 2 [28], to be made publicly available shortly, the computation time is reduced significantly, particularly for three- and higher-loop topologies. An example is provided in fig. 2.

**Figure 2:** Integral topology for the four-loop form factor. For this diagram, the computation time to determine an integral basis is reduced from 180 s in version 1 of AZURITE to 41 s in version 2.

5. CRISTAL

CRISTAL (Complete Reduction of IntegralS Through All Loops) is a future package that will produce the complete integration-by-parts reductions. It is based on the formalism developed in ref. [15]. The basic idea is to study the integration-by-parts identities (1.1) on a spanning set of cuts, defined as the maximal cuts of those elements of an integral basis \( \mathcal{B} \) which cannot be obtained from another \( b \in \mathcal{B} \) by adding propagators,

\[
\mathcal{C} = \{ c \in \mathcal{B} : \exists b \in \mathcal{B} : b \text{ is a strict subgraph of } c \}. \tag{5.1}
\]

The effect of constructing the IBP reductions on the set of cuts \( \mathcal{C} \) is, roughly speaking, to block-diagonalize the linear systems to which Gauss-Jordan elimination is applied in the standard Laporta algorithm. We emphasize that a spanning set of cuts (5.1) can only be determined once an integral basis \( \mathcal{B} \) is known. Thus, AZURITE provides an initial step for the full reduction problem undertaken by CRISTAL.

**Figure 3:** Complete IBP reductions can be efficiently obtained by studying the IBP identities on a spanning set of cuts, defined in eq. (5.1).
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