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Abstract
We consider a sequential cascade of molecular first-reaction events towards a terminal reaction centre in which each reaction step is controlled by diffusive motion of the particles. The model studied here represents a typical reaction setting encountered in diverse molecular biology systems, in which, e.g. a signal transduction proceeds via a series of consecutive ‘messengers’: the first messenger has to find its respective immobile target site triggering a launch of the second messenger, the second messenger seeks its own target site and provokes a launch of the third messenger and so on, resembling a relay race in human competitions. For such a molecular relay race taking place in infinite one-, two- and three-dimensional systems, we find exact expressions for the probability density function of the time instant of the terminal reaction event, conditioned on preceding successful reaction events on an ordered array of target sites. The obtained expressions pertain to the most general conditions: number of intermediate stages and the corresponding diffusion coefficients, the sizes of the target sites, the distances between them, as well as their reactivities are arbitrary.

1. Introduction
In 1916 Smoluchowski calculated the typical time it takes a diffusing molecule to locate a reaction centre in a three-dimensional setting [1, 2]. His rate picture of the diffusion limit to a molecular reaction still remains a cornerstone of physical chemistry [3–6]. Adam and Delbrück [7] as well as Richter and Eigen [8] were the first to realise that the diffusive search of a transcription factor protein for its specific binding site on the DNA molecule is more complex than the Smoluchowski picture, involving intermittent three-dimensional excursions in the bulk volume and one-dimensional motion along the DNA, thus considerably reducing the search time. This facilitated diffusion picture was championed by Berg et al [9, 10]. Today significant additional details are known for this molecular search process [11–14].

Generally, however, reaction–diffusion processes encountered in molecular biology follow a far more complicated reaction scenario (see, e.g. references [15–17]) than in the Smoluchowski or facilitated diffusion pictures. Instead, in a well-ordered sequence of reaction pathways resembling a ‘relay race’ in human competitions, an initial signal propagates along successive reaction steps, in which the signal often crosses boundaries impermeable to a single molecular species. The ultimately desired cellular response thus only occurs when all sequential steps are completed in due order. In a typical setting, the ‘first messenger’, e.g. a hormone or a neurotransmitter, diffuses in an extracellular medium, searching for an immobile membrane-spanning receptor on the cellular membrane. Upon binding to this intermediary target, the first messenger causes a conformational change of the receptor, affecting its activity and producing the ‘primary
effector’, which in turn stimulates a synthesis of the second messenger. The latter propagates within the cell itself and activates an intracellular process. In relaying the signal often additional boundaries have to be crossed, e.g. the membrane of the endoplasmatic reticulum or the nuclear membrane.

An even more complicated scenario occurs in the IP₃/DAG pathway, in which membrane lipids are converted into intracellular second messengers [18]. Here, two most important messengers of this type are produced from PIP₂. This lipid component is cleaved by phospholipase C, an enzyme activated by certain G-proteins and by calcium ions, that splits the PIP₂ into two smaller molecules each acting as second messengers. One of them is DAG, a molecule that remains within the membrane and activates protein kinase C, which phosphorylates substrate proteins in both the plasma membrane and elsewhere. The other messenger is IP₃, a molecule that leaves the cell membrane and diffuses within the cytosol. IP₃ binds to IP₃-receptors, channels that release calcium from the endoplasmic reticulum. Thus, the action of IP₃ is to produce a third messenger that triggers a whole spectrum of reactions in the cytosol.

We finally mention systems in which the terminal reaction event requires the passage through intermediate target sites, as in the transmission of signalling ions or proteins between neurons [19–24]. In the first step, calcium ions released on the surface of the presynaptic bouton through voltage-activated calcium channels diffuse towards specific sensor proteins to initiate the release of neurotransmitters into the synaptic cleft. In the second step, the neurotransmitters diffuse towards some target sites, namely, specific receptors on the boundary of the postsynaptic spine. In the third step, a diffusive signalling molecule is released in a bulbous head of the dendritic spine and first needs to find an escape window, yet another intermediate target site, on the otherwise impermeable boundary. This escape represents the standard setup of the so-called narrow escape problem [25–48]. Surmounting an entropy barrier [47] the molecule then enters into a narrow neck and thus may eventually reach the terminal target site, the parent dendrite to which the neck is connected via its opposite extremity.

We here investigate the probability density function (PDF) of the time instant at which the terminal reaction event in such a sequential reaction cascade takes place. In a basic setting, this random time can be considered as the sum of independent first-passage times (FPTs) associated with diffusion–reaction steps in a relay race fashion. As a consequence, its PDF is the N-fold convolution of PDFs of each FPT, where N is the number of steps. In practice, one can access the PDF through the inverse Laplace transform of the product of the generating functions of individual FPTs. Even though the problem can be considered as formally solved from the mathematical point of view, most properties of such terminal FPTs necessitating a defined sequence of preceding events are yet unknown, to large extent. Particularly, we are interested in the shape of such FPT densities in systems of different dimensions. What are their asymptotic short-time and long-time behaviours? What are the relevant time scales of the dynamics, and how do they depend on the system parameters? And, importantly, how does the spatial arrangement of targets influence the FPT PDF?

Despite of the great biological relevance of such cascade reactions, the answers to these questions remain elusive.

We develop a mathematical framework for the general case with an arbitrary number of intermediate reactions taking place on sequentially labelled target sites located at arbitrary fixed positions in space (figure 1). Moreover we consider both the case of perfect reactions of the messengers with their respective target sites that happen with unit probability upon first mutual encounter, and the case of imperfect reactions. For the latter, an elementary reaction act takes place with a finite probability on each encounter, and thus in general necessitates repeated reaction attempts interspersed with excursions away from the target. Concurrently we consider here a somewhat simplified geometrical setup assuming that the cascade of reactions takes place in an unbounded d-dimensional system. Such a simplification renders the derivations rather straightforward and the resulting expressions are compact, permitting us to highlight the impact of the intermediate messengers on the terminal reaction event in a transparent way, and also to set an instructive framework for further analysis. Ultimately we obtain explicit and rather simple formulae for the FPT densities to the terminal point conditioned by previous passages to an ordered set of positions in space at ordered time instants. In some sense this result can be viewed as a kind of an analogue, formulated in terms of extreme events, of the Wiener measure that defines the probability that the trajectory of a Brownian motion visits some point at time instant t, given that earlier it visited a fixed set of positions at fixed preceding times. At the same time, it is worth stressing that the PDFs of the first-reaction events in unbounded systems do not possess integer moments of any order, while they do in bounded domains, and the latter define important characteristic time-scales. However, in bounded domains the PDFs of the intermediate first-reaction times admit general spectral expansions whose forms depend on the relative distances from the target sites to the domain boundaries (see, e.g. [48–53]). This fact makes the analysis

---

4 Here, IP₃ is the inositol 1, 4, 5-triphosphate, PIP₂ is the phospholipid phosphatidylinositol 4, 5-bisphosphate while DAG is the diacyl glycerol [15].
rather cumbersome and thus less transparent. A discussion of the cascade reactions for bounded geometries will be presented elsewhere.

This paper is outlined as follows. In section 2 we formulate our model, introduce basic notations and present general results. In section 3 we concentrate on one-dimensional systems with perfect or imperfect diffusion-controlled reactions, while in section 4 we present analogous results for two-dimensional systems, followed by a discussion of the behaviour in three-dimensional systems in section 5. Lastly in section 6 we conclude with a brief summary of our results and outline some perspectives for further research.

2. Model and general results

Consider a $d$-dimensional space, that is infinite in all directions, with an arbitrary number $N$ of immobile target sites (see figure 1 for an example with three target sites). The targets are labelled sequentially by the index $j = 1, 2, 3, \ldots, N$. We refer to them as the first, the second, the third target site, and so on. The target sites are assumed to be spheres with the respective radii $r_j$, and $R_j$ are the vectors connecting the origin with their centres. The distance $\rho_k$ between the centres of the $k$th and the $(k - 1)$th target sites is thus defined by $\rho_k = |R_k - R_{k-1}|$. We use the convention that $R_0 = 0$ (corresponding to the origin) and hence, $\rho_1 = |R_1|$ is the distance from the origin to the centre of the first target site.

Suppose next that a point-like particle (e.g. the first messenger) launches from the origin $R_0$ at time instant $t_0 = 0$ and moves diffusively with diffusion coefficient $D_1$ until it hits (the surface of) the first target site. Then, with probability $p_1$, the first messenger binds to this target site and triggers a release of the second point-like particle (e.g. the second messenger) from the centre of the first target site. If this reaction event does not complete, with probability $1 - p_1$, the first messenger keeps on diffusing and hitting the surface of the first target site again and again, until a successful reaction event followed by the launch of the second messenger$^5$. We denote this random time instant as $\tau_1$. From this moment, the first messenger is considered to be no longer relevant for the further signal relay. The second messenger diffuses with diffusion coefficient $D_2$ and seeks the second target site. Once it arrives to this site, a binding event takes place with probability $p_2$ and the third messenger is released. Similar to before, the fate of the second particle is no longer of interest. In the case of an unsuccessful reaction attempt, with probability $1 - p_2$ the diffusive search process is repeated until a successful reaction event takes place. The random duration of the second step is denoted by $\tau_2$. Such a cascade of diffusion–reaction processes proceeds until the random

$^5$ In chemistry terms successful reactions require the passage of an activation energetic barrier.
moment in time when the Nth particle successfully binds (with probability $p_N$) to the surface of the Nth target site. We are interested here in the form of the PDF $H(t)$ of the total time

$$\mathcal{T} = \tau_1 + \tau_2 + \cdots + \tau_N,$$

from the initial release of the first messenger to the terminal reaction at the Nth target site: $\mathbb{P}\{T \in (t, t + dt)\} = H(t)\,dt$. For simplicity, we will ignore the excluded volume of the targets, i.e. at each stage $j$, the particle can freely diffuse through all targets $i \neq j$. This simplifying assumption allows one to reduce the N-target problem to a sequence of single target problems. Note that some signalling molecules may be inactivated after a certain lifetime [58], while others may have multiple functions, such as ‘global’ regulatory proteins [59].

Let $\Psi_j(t)$, which is a function of the parameters $D_j, p_j, \tau_j$ and $\rho_j$, denote the PDF of the event that it took the $j$th particle exactly the time $t$ to bind to the $j$th target site and, hence, to trigger the release of the $(j + 1)$th particle, i.e. $\mathbb{P}\{\tau_j \in (t, t + dt)\} = \Psi_j(t)\,dt$. Correspondingly, let $\tilde{\Psi}_j(p) = \mathcal{L}\{\Psi_j(t)\} = \int_0^\infty \, dt \, e^{-pt} \Psi_j(t)$ denote its Laplace transform, i.e. the generating function of the FPT $\tau_j$. As the $\tau_j$ are considered as independent random variables, then, quite formally, one can write down the desired PDF $H(t)$ as a convolution

$$H(t) = \int_0^t \, dt_N \int_0^{t_N-1} \, dt_{N-2} \cdots \int_0^{t_2} \, dt_1 \prod_{j=1}^N \Psi_j(t_j - t_{j-1}), \quad t_N = t, \ t_0 = 0,$$

while the generating function of $\mathcal{T}$ is simply the product of the generating functions of $\tau_j$

$$\tilde{H}(p) = \prod_{j=1}^N \tilde{\Psi}_j(p).$$

Several remarks at this point are in order:

(a) Expressions (2) and (3) are fairly general and valid not only for standard diffusive motion but also for anomalous diffusion. In particular, the successive processes need not be of identical nature, e.g. subdiffusive, diffusive, and superdiffusive processes can be combined and alternated with one another. This would raise new kinds of optimisation problems for a number of quantities. Moreover, the target sites can be mobile themselves (see also some remarks at the end of the paper) and also the search for a target site on each stage can proceed in spaces of different spatial dimensions, as it happens, e.g. in the Adam–Delbrück scenario of reactions in complex biophysical systems [7–10].

(b) A natural reset of memory that happens with reactions occurring at intermediate steps within the cascade makes this model applicable to non-Markovian processes with a memory, such as, e.g. a fractional Brownian motion.

(c) In some settings, a release of the $(j + 1)$th particle upon arrival of the $j$th messenger to the corresponding target site does not occur instantaneously but may require some random time $\delta_j$ (with PDF $\Phi_j(t)$) to produce the corresponding effector and to eventually synthesise the $(j + 1)$th particle. In this case expression (2) is to be appropriately generalised to include such intermediate stages but will still maintain the form of a convolution. As a result expression (3) is to be multiplied by the product $\prod_{j=2}^{N-1} \Phi_j(p)$, in which $\Phi_j(p)$ denotes the generating function of $\delta_j$. We note, however, that these purely chemical processes usually do not involve a diffusive transport stage and hence happen at much shorter time scales, which can thus be safely discarded.

(d) Expressions (2) and (3) are also amenable to accommodate a finite lifetime of mortal walkers that is relevant for many biological systems [54–56]; in this setting, one investigates the reaction time conditioned on the survival of the diffusing particles. These effects can be particularly relevant for morphogen gradient formation (see e.g. [57]), where complex signal transduction pathways involving extracellular diffusion, receptor binding, and transcriptional effectors for intracellular signaling are at play.

(e) Expression (3) implies a simple relation between the $n$th order cumulant moment of the total time $\mathcal{T}$ and the cumulant moments of the first-reaction times $\tau_j$ of the intermediate stages within a cascade, if all of them exist, as it happens, e.g. for search processes in bounded domains. This follows straightforwardly from the independence of the first-reaction times of the intermediate stages and can
be derived, e.g. by simply differentiating \( n \) times both sides of this expression with respect to \( p \) and ultimately setting \( p = 0 \). Quite trivially, one has

\[
\overline{T} = \tau_1 + \tau_2 + \cdots + \tau_N, \tag{4}
\]

where the overbar denotes averaging. Differentiating further, one finds that also the variance of \( T \) is just the sum of variances of the first-reaction times \( \tau_j \) and moreover, a cumulant of an arbitrary order of the PDF of \( T \) is the sum of cumulants of \( \tau_j \) of the same order. Note, however, that even in bounded domains the moments of first-passage or reaction times are often not representative of actual behaviour [60, 61] and stem from anomalously long searching trajectories, corresponding to long-\( t \) tails of the PDF. As a consequence, the moments or cumulants alone do not tell us much, if anything, about a typical behaviour. We will return to this question at the end of this paper.

(f) There are some subtleties of the behaviour in high-dimensional infinite systems (\( d \geq 3 \)), in which the fractal dimension of trajectories (equal to 2 in the case of standard Brownian motion) is smaller than the embedding spatial dimension. In such systems, at each stage there is a finite probability that the reaction does not take place at all because a finite fraction of trajectories travels to infinity and never reaches the corresponding target site. We will address this question in section 5, while sections 3 and 4 focus on the form of the PDF for one- and two-dimensional systems, in which the reaction events happen with probability 1.

In the following, we consider the general case of imperfect reactions such that all (or some of) reaction probabilities \( p_j \) are less than unity, and thus the particle may have repeated collisions with the target until a successful reaction occurs. The calculation of the corresponding PDF of the first reaction time \( T \) thus amounts to solving the diffusion equation with a radiation boundary condition (also called Robin or mixed boundary condition) on the surface of the target site, see, e.g. [62–64]. Here the diffusive current through the surface is balanced by the probability density right at the surface, the proportionality factor being the reactivity \( \kappa_j \). This reactivity is related to the reaction probability \( p_j \) via \( \kappa_j = p_j \nu / (1 − p_j) \), where \( \nu \) has a dimension of velocity and equals the thickness of the reaction zone around the target site multiplied by the frequency of reaction attempts upon a contact with the surface, see [65–69] for more details. The reactivity is infinite when the corresponding reaction probability is unity, \( p_j = 1 \). In turn, the reactivity equals zero when \( p_j = 0 \), i.e. the reaction is completely inhibited. As the cascade reaction never occurs if at least one of the \( p_j \) is zero, we assume that all \( p_j \) (and thus all \( \kappa_j \)) are strictly positive: \( \kappa_j > 0 \). To avoid non-physical settings, all diffusion coefficients are considered to be finite and strictly positive: \( 0 < D_j < \infty \). While targets can be point-like in a one-dimensional setting, one has to consider extended targets in higher dimensions so that reaction times happen with probability 1.

3. One-dimensional systems

We start with one-dimensional systems, in which two situations have to be distinguished: (i) in the so-called one-sided case, a particle arriving at the target site is reflected when a reaction attempt is rejected (with probability \( 1 − p_j \)) in the direction from which it arrived at this site—in other words, a particle cannot pass through the target site; (ii) in the two-sided case, when the reaction at the target site does not occur, a particle passes through this site and may approach the same target from the opposite direction. We mainly focus on the one-sided case, in which the generating function and the PDF corresponding to the \( j \)th stage of the cascade reaction process are given by (see, e.g. [51]),

\[
\Psi_j(p) = \left( 1 + \frac{\sqrt{D_j p_j}}{\kappa_j} \right)^{-1} \exp \left( -p_j \sqrt{D_j} \right), \tag{5}
\]

\[
\Psi_j(t) = \frac{\kappa_j}{\sqrt{\pi D_j t}} \exp \left( -\frac{\kappa_j^2}{4 D_j t} \right) \left( 1 - \kappa_j \sqrt{\frac{\pi t}{D_j}} \right) \text{erfcx} \left( \frac{\kappa_j}{2 \sqrt{D_j t}} + \kappa_j \sqrt{\frac{t}{D_j}} \right), \tag{6}
\]

where \( \text{erfcx}(z) = e^{z^2} \text{erfc}(z) \) is the scaled complementary error function, while \( \text{erfc}(z) \) is the complementary error function [70].

In order to determine explicitly the PDF of the time of the terminal reaction event in a cascade of imperfect reactions in one-dimensional systems, we first assume that all ratios \( \sqrt{D_j} / \kappa_j \) are different from one another:

\[
\frac{\sqrt{D_j}}{\kappa_j} \neq \frac{\sqrt{D_j}}{\kappa_i} \quad (i \neq j). \tag{7}
\]
(the case when all of them are equal will be considered below). In this case it is convenient to expand the generating function into partial fractions,

$$\hat{H}(p) = \left( \prod_{j=1}^{N} \left( 1 + \sqrt{D_j} \pi_j \right) \right)^{-1} \exp \left( - \sqrt{T} p \right) = \exp \left( - \sqrt{T} p \right) \sum_{j=1}^{N} \frac{\pi_j}{1 + \sqrt{D_j} \pi_j},$$

(8)

with

$$\pi_j = \prod_{i=1, i \neq j}^{N} \left( 1 - \frac{\kappa_i}{\kappa_j} \sqrt{\frac{D_i}{D_j}} \right)^{-1},$$

(9)

and the naturally emerging characteristic time scale

$$T = \left( \sum_{j=1}^{N} \frac{\rho_j}{\sqrt{D_j}} \right)^2.$$

(10)

This characteristic time tends to infinity when any of the diffusion coefficients vanishes (or any of the $\rho_j$ tends to infinity); in turn, the contribution of the $j$th stage vanishes when either $\rho_j \to 0$ (the target sites overlap) or $D_j \to \infty$, as it should be.

The Laplace transform can now be readily inverted to give

$$H(t) = \frac{1}{\sqrt{\pi t}} \exp \left( - \frac{T}{4t} \right) \sum_{j=1}^{N} \frac{\kappa_j \pi_j}{\sqrt{D_j}} \left( 1 - \kappa_j \sqrt{\frac{\pi t}{D_j}} \right) \text{erfcx} \left( \frac{1}{2} \sqrt{\frac{T}{t} + \kappa_j \sqrt{\frac{t}{D_j}}} \right).$$

(11)

This is an exact expression which holds for arbitrary $t$ and arbitrary sets $\{D_j\}$ and $\{\kappa_j\}$ (or equivalently $\{\rho_j\}$), conditioned by the constraint (7). Albeit equation (11) defines the PDF explicitly, it contains the special function $\text{erfcx}(z)$ and coefficients $\pi_j$, and it might be useful to make the behaviour more explicit in the short-time and long-time limits. In the limit $t \to \infty$, the PDF behaves to leading order as

$$H(t) \sim \frac{\sum_{j=1}^{N} \left( \rho_j + \sqrt{\frac{D_j}{\kappa_j}} \right)}{\sqrt{4\pi t^2}} \quad (t \to \infty),$$

(12)

where we have used the identities $\sum_{j=1}^{N} \pi_j = 1$ and $\sum_{j=1}^{N} \sqrt{D_j} \pi_j / \kappa_j = \sum_{j=1}^{N} \sqrt{D_j} / \kappa_j$. Note that we use here and henceforth the symbol $\sim$ for asymptotic equivalence. We emphasise two consequences:

(a) It is well known (see, e.g. [65, 66]), that for diffusion-controlled reactions in low-dimensional systems the asymptotic behaviour of the apparent reaction constants, calculated within a suitably generalised Smoluchowski approach, is independent of the intrinsic chemical rate $\kappa$. This is a direct consequence of the fact that in such systems Brownian motion visits each point in the system many times, i.e. oversamples the space. Hence, as time evolves it becomes progressively more difficult to transport a particle diffusively on larger and larger spatial scales. As a result the diffusive delivery of a particle to the target site poses an increasingly dominant resistance to the reaction process than the resistance due to the reaction activation barriers embodied in the $\kappa_j$. In the FPT formulation, however, this appears not to be the case— even the long-time behaviour of the PDF of the reaction event time contains an explicit dependence on all $\kappa_j$. 

(b) For fixed $\rho_j$ and $\kappa_j$, the sum in the numerator of equation (12) is a non-monotonic function of $D_j$, which diverges when either $D_j \to \infty$ or $D_j \to 0$. This sum attains a minimal value when $D_j = D_j^*$ (see, however, the discussion on eventual microscopic relations between $\kappa_j$ and $D_j$ at the end of section 5).

(c) Finally, the $H(t) \propto t^{-3/2}$ scaling in the long-time limit is the same as for the Lévy–Smirnov density for FPT in a semi-infinite domain [65], independent of $N$ (here the symbol $\propto$ denotes asymptotic proportionality, up to a constant prefactor).

In the short-time limit, one can expand the exact expression (11) at small $t$ and take into account a rather interesting property of $\pi_j$: namely, the sums $\sum_{j=1}^{N} \pi_j (\kappa_j / \sqrt{D_j})^n = 0$ for any positive integer $n < N$.

---

6 In facilitated diffusion this fact is circumvented by intermittent bulk excursions [10], while in Lévy flight search similar oversampling is prevented due to long-tailed jump lengths PDFs leading to leapovers across a target [71, 72].
and \( \sum_{j=1}^{N} \pi_j (\kappa_j / \sqrt{D_j})^N = (-1)^{N+1} \prod_{j=1}^{N} \kappa_j / \sqrt{D_j} \). The PDF (11) to leading order behaves as

\[
H(t) \sim \frac{2^{N-1}}{\sqrt{\pi}} \frac{t^{N-3/2}}{T_0^{N/2} T^{(N-1)/2}} \exp \left(- \frac{T}{4t} \right), \quad t \ll \min \left( \frac{D_j}{\kappa_j^2} \right),
\]

where

\[
T_0 = \left( D_1 \ldots D_N / (\kappa_1^2 \ldots \kappa_N^2) \right)^{1/N}
\]
is another time scale, which is the geometric mean of times \( D_j / \kappa_j^2 \). While \( T \) characterised exclusively the diffusive steps, \( T_0 \) accounts for the interplay between diffusion and reaction on each target. Here we see that the exponential cutoff \( \exp(-T/4t) \), similar to the Lévy–Smirnov form, is modulated by the \( N \)-dependent power \( t^{N-3/2} \). As the major contribution in the short-time limit comes from ‘direct trajectories’ to the targets, the \( N \)-dependence may appear counter-intuitive at a first glance. To rationalise it, one can note that each reaction time \( \tau_j \) on the \( j \)th partially reactive target has two independent random contributions: the FPT to the target, \( \tau_j^{(d)} \), and the reaction time \( \tau_j^{(r)} \) after the first arrival: \( \tau_j = \tau_j^{(d)} + \tau_j^{(r)} \). The first contribution formally corresponds to the perfectly reactive target and thus does not depend on reactivity. In turn, the second contribution accounts for repeated returns to the target until the reaction occurs (and \( \tau_j^{(r)} \equiv 0 \) if \( \kappa_j = \infty \)). The separation into these independent contributions is clearly seen from the generating function in (5), in which the first factor is the generating function of \( \tau_j^{(d)} \) (independent of the distance \( \rho_j \)) and the second factor is the generating function of \( \tau_j^{(r)} \) (independent of the reactivity \( \kappa_j \)). As a consequence, the total reaction time can also be split into two sums:

\[
\mathcal{T} = (\tau_1^{(d)} + \cdots + \tau_N^{(d)}) + (\tau_1^{(r)} + \cdots + \tau_N^{(r)}).
\]

Clearly, the first contribution \( \mathcal{T}^{(d)} \) obeys the Lévy–Smirnov distribution, with the same power-law prefactor \( t^{-3/2} \), regardless of \( N \) (see below). In contrast, the generating function of the second contribution \( \mathcal{T}^{(r)} \) behaves as \( \propto p^{-N/2} \) as \( p \to \infty \) and thus exhibits the \( N \)-dependence in the short-time limit \( \propto t^{N/2-1} \). It convolution with the Lévy-Smirnov density yields the aforementioned \( t^{N-3/2} \) behaviour.

The survival probability, \( S(t) = P\{ \mathcal{T} > t \} \), can be derived in a closed form by integrating \( H(t) \) from \( t \) to infinity:

\[
S(t) = \text{erf} \left( \frac{1}{2} \sqrt{\frac{t}{\tau}} \right) + \exp \left(- \frac{T}{4t} \right) \sum_{j=1}^{N} \pi_j \text{erfcx} \left( \frac{1}{2} \sqrt{\frac{t}{\tau}} + \kappa_j \sqrt{\frac{t}{D_j}} \right).
\]

Expectedly, this function decreases monotonously from 1 at \( t = 0 \) to 0 as \( t \to \infty \).

Lastly, we consider the particular case

\[
D_j = D, \quad \kappa_j = \kappa,
\]
in which the ratio in the first line in equation (8) cannot be decomposed into elementary fractions. In this special case expression (8) attains the form

\[
\tilde{H}(p) = \left( 1 + \frac{\sqrt{Dp}}{\kappa} \right)^{-N} \exp \left(- \mathcal{R} \sqrt{p/D} \right),
\]

where \( \mathcal{R} = \sum_j \rho_j \). Inverting the latter expression we find that here the PDF is given by

\[
H(t) = \frac{1}{\sqrt{4\pi t^3}} \left( \frac{2\kappa^2 t}{D} \right)^{N/2} \exp \left(- \frac{\mathcal{R}^2}{4Dt} + \frac{(2\kappa t + \mathcal{R})^2}{8Dt} \right)
\]
\times \left( \frac{\mathcal{R}}{\sqrt{D}} D_{-N} \left( \frac{2\kappa t + \mathcal{R}}{\sqrt{2Dt}} \right) + N \sqrt{2t} D_{-N-1} \left( \frac{2\kappa t + \mathcal{R}}{\sqrt{2Dt}} \right) \right),
\]

where \( D_{-\alpha}(z) \) is the parabolic cylinder function [70]. Note that in both limits \( t \to 0 \) and \( t \to \infty \) the argument of the parabolic cylinder function becomes infinitely large. The asymptotic behaviour of \( D_{-\alpha}(z) \) in the large-\( z \) limit to leading order follows [70]

\[
D_{-\alpha}(z) \sim z^{-\alpha} \exp \left(- \frac{z^2}{4} \right) \quad (z \to \infty),
\]
such that $H(t)$ attains the asymptotic form

$$H(t) \sim \frac{2^{N-1} \kappa N^{N-3/2}}{\sqrt{\pi D(2\kappa t + R)^N}} \left( R + \frac{2NDt}{2\kappa t + R} \right) \exp \left( -\frac{R^2}{4Dt} \right),$$

(21)

which is valid for both $t \to \infty$ and $t \to 0$. Keeping only the leading terms we get

$$H(t) \sim \frac{2^{N-1} \kappa N^{N-3/2}}{\sqrt{4\pi Dt^{N-1}}} \exp \left( -\frac{R^2}{4Dt} \right) \quad (t \to 0)$$

(22)

and

$$H(t) \sim \frac{(R + ND/\kappa)}{\sqrt{4\pi Dt}} \quad (t \to \infty).$$

(23)

Thus, despite the fact that the distributions (11) and (19) pertain to two different cases (7) and (17), and thus have different functional forms, the one in equation (11) defines exactly the same asymptotic behaviour in the limits $t \to 0$ and $t \to \infty$ as expression (19). This can be readily seen by setting $D_j = D$ and $\kappa_j = \kappa$ in equations (12) and (13).

We now turn to the two-sided case with imperfect reactions, in which a particle can pass through a target. The expression analogous to expression (8) then reads

$$\tilde{H}(p) = \left( \prod_{j=1}^{N} \left( 1 + 2 \frac{\sqrt{D_j} p}{\kappa_j} \right) \right)^{-1} \exp \left( -\sqrt{Tp} \right).$$

(24)

Inspecting the latter formula and comparing it against expression (8), we conclude that all the above results obtained for the one-sided case are valid upon the simple replacement $\kappa_j \to \kappa_j/2$, i.e. each intrinsic reactivity just gets reduced by a factor 1/2. At first glance, such a reduction of the reactivity may seem to be somewhat counter-intuitive. Indeed, permitting for the reaction to happen from both sides of the target site, one effectively increases the size of the target which, in principle, should ease reaction events. A plausible explanation is that permitting the particle to pass through the target also gives it the possibility to escape from it to both plus and minus infinity, while in the one-sided case it can go to infinity only in one direction.

Finally, the above expressions are considerably simplified in the ideal case of perfect reactions when a successful reaction event, resulting in the release of the subsequent messenger, takes place instantaneously upon the first encounter with the surface, $p_j = 1$. Hence all $\tau_j$ are merely the FPTs from $R_{j-1}$ to $R_j$. In this case we obtain

$$\tilde{H}(p) = \exp \left( -\sqrt{Tp} \right), \quad H(t) = \sqrt{\frac{T}{4\pi t^3}} \exp \left( -\frac{T}{4t} \right),$$

(25)

with $T$ given by equation (10). These expressions can be either deduced from expression (5) in the limit $\kappa_j \to \infty$ or found directly from the Lévy–Smirnov PDF and generating function of the FPT $\tau_j$ to the perfect target,

$$\tilde{\Psi}_j(p) = \exp \left( -\rho_j \sqrt{p/D_j} \right), \quad \Psi_j(t) = \frac{\rho_j}{\sqrt{4\pi D_j t^3}} \exp \left( -\frac{\rho_j^2}{4Dt} \right).$$

(26)

One can see that the PDF $H(t)$ of the terminal reaction event preserves the form of the individual components, corresponding to the intermediate stages in the reaction cascade. In fact expression (25) has exactly the Lévy–Smirnov form in which the characteristic time $T$ includes the parameters representing the intermediate stages.

4. Two-dimensional systems

The generating function of the FPT to a partially reactive circular target in a plane is (see, e.g. [51]),

$$\tilde{\Psi}_j(p) = \frac{K_0 \left( \rho_j \sqrt{p/D_j} \right)}{K_0 \left( \tau_j \sqrt{p/D_j} \right) + \sqrt{pD_j\kappa_j} \left( \tau_j \sqrt{p/D_j} \right)},$$

(27)
where $K_\nu(z)$ is the modified Bessel function of the second kind [70]. Even though the inverse Laplace transform of expression (27) formally yields the PDF,

$$
\Psi_f(t) = \mathcal{L}^{-1}\left\{ \tilde{\Psi}_f(p) \right\},
$$

this inversion cannot be performed analytically and cannot even be written in terms of common special functions. One thus has to resort to numerical analysis or concentrate on the asymptotic behaviour of the inverse Laplace transform as the Bromwich integral and to exploit the regularity property of the $K_\nu(z)$ in order to change the integration variable and to deform the integration contour in the complex plane. These operations allow one to express $\Psi_f(t)$ as the integral over the positive real half-axis (see [74] for details),

$$
\Psi_f(t) = -\frac{2}{\pi t} \int_0^\infty \! dz \, z e^{-z^2} \, \text{Im} \left( \frac{A(zr_f/\sqrt{Djt}, \rho_f/\tau)}{1 + \frac{2\pi i}{\rho_f} B \left( \frac{\tau_f z}{\sqrt{Djt}} \right)} \right).
$$

(29)

Here Im denotes the imaginary part of the expression and

$$
A(z, r) = \frac{(J_0(z) + iY_0(z))(J_0(zr) - iY_0(zr))}{J_0^2(z) + Y_0^2(z)},
$$

$$
B(z) = \frac{z(J_0(z)J_1(z) + Y_0(z)Y_1(z)) + i\pi}{J_0^2(z) + Y_0^2(z)},
$$

(30)

where $J_\nu(z)$ and $Y_\nu(z)$ are the Bessel functions of the first and second kind, respectively [70]. Following [74] we generalise expression (29) for the reaction cascade case. According to expression (3) the generating function of the FPT to the terminal reaction event in a cascade reads

$$
\tilde{H}(p) = \prod_{j=1}^{N} \frac{K_0 \left( \rho_j \sqrt{p/D_j} \right)}{K_0 \left( \tau_j \sqrt{p/D_j} \right) + \sqrt{p/D_j} \, K_1 \left( \tau_j \sqrt{p/D_j} \right)}.
$$

(32)

Since the product of ratios of modified Bessel functions of the second kind has no poles one can apply the same technique as above to get the following result:

$$
H(t) = -\frac{2}{\pi t} \int_0^\infty \! dz \, z e^{-z^2} \, \text{Im} \left( \prod_{j=1}^{N} \frac{A(zr_f/\sqrt{Djt}, \rho_f/\tau)}{1 + \frac{2\pi i}{\rho_f} B \left( \frac{\tau_f z}{\sqrt{Djt}} \right)} \right).
$$

(33)

Equation (33) is exact for any $t$ and any values of the parameters, and generalises the Bromwich-type representation of the PDF of first-reaction times for the problem with a single imperfect target site (see, e.g. [51]), to the case of a cascade of diffusion controlled reactions with an array of targets.

The short-time behaviour of the PDF (33) can be obtained by analysing the large-$p$ limit of the generating function $\tilde{H}(p)$ in expression (32). In this limit, $K_\nu(z) \sim e^{-z} \sqrt{\pi/(2z)}$ [70] and hence

$$
\tilde{H}(p) \sim \left( \prod_{j=1}^{N} \frac{\rho_j}{\tau_j} \right)^{1/2} \exp \left( -\sqrt{p T} \right),
$$

(34)

where

$$
T = \left( \sum_{j=1}^{N} \frac{\rho_j - \tau_j}{\sqrt{D_j}} \right)^2
$$

(35)

is a characteristic time scale which only slightly differs from our result (10) above, $N'$ is the number of finite $\kappa_j$, and $\prod_\nu'$ denotes the product extending over such values of $j$ for which the corresponding $\kappa_j$ is finite. The inverse Laplace transform yields the short-time asymptotic form

$$
H(t) \sim \left( \frac{4}{T} \right)^{(N'-1)/2} \left( \prod_{j=1}^{N} \frac{\rho_j}{\tau_j} \right)^{1/2} \left( \prod_{\kappa_j} \frac{\kappa_j}{\sqrt{D_j}} \right) \frac{p^{N'-3/2}}{\sqrt{\pi}} \exp \left( -\frac{T}{4t} \right).
$$

(36)

7 One immediately sees from $K_0(0) = \infty$ that the first-passage to a point-like target in two dimensions is impossible.
When all elementary reaction steps are imperfect, that is, \( \kappa_j < \infty \) for all \( j \), one has \( N' = N \) and the corresponding short-time behaviour follows from equation (36) by replacing \( N' \) by \( N \). In the opposite situation when all reaction steps are perfect, i.e. \( \kappa_j = \infty \) for all \( j \), \( N' = 0 \) and, hence, the product \( \prod_j' (\kappa_j / \sqrt{D_j}) = 1 \) which yields

\[
H(t) \sim \left( \prod_{j=1}^N \left( \eta_j / \rho_j \right) \right)^{1/2} \sqrt{t} \exp \left( - \frac{T}{4t} \right) \quad (t \to 0). \tag{37}
\]

Therefore, the short-time tail of \( H(t) \) in two-dimensional systems with perfect reactions has the form of the Lévy–Smirnov density, analogous to one-dimensional systems, and differs from that case only by the dependence of the prefactor and of the characteristic time on system parameters.

The analysis of the long-time behaviour of \( H(t) \) is generally more subtle and here the general integral representation (33) appears to be particularly useful. Following [74] we notice that the long-time limit corresponds to \( z \to 0 \), for which

\[
A(z, r) \sim 1 - B(z) \ln r, \quad B(z) \sim \frac{1}{\ln(1/z) + \ln 2 - \gamma - \pi i/2}, \tag{38}
\]

where \( \gamma \) is the Euler–Mascheroni constant. Substituting these expressions into equation (33) and taking advantage of some standard arguments (see [74]) we find the following long-time asymptotic relation

\[
H(t) \sim \frac{1}{\pi t} \Im \left( \prod_{j=1}^N \frac{1 - B_j(t) \ln(\rho_j/\tau_j)}{1 + \frac{D_j}{\kappa_j} B_j(t)} \right), \tag{39}
\]

where

\[
B_j(t) = \frac{1}{\ln(\sqrt{D_j}/\tau_j) + \ln 2 - \gamma - \pi i/2}. \tag{40}
\]

We note that the asymptotic form (39) turns out to be remarkably accurate for sufficiently large \( t \), as evidenced by comparison with the numerical inversion of the Laplace transform of expression (32), see figure 2. Expression (39) contains, however, an imaginary part of some rational function, which somewhat obscures its actual time dependence, and it can thus be instructive to calculate this imaginary part explicitly.

To this end, we rewrite \( B_j(t) \) formally as

\[
B_j(t) = 2 \frac{\ln(4 e^{-2z_D} \tau_j^2)}{\ln(4 e^{-2z_D} \tau_j^2) + \pi i} \tag{41}
\]

which implies that \( B_j(t) \) tends to zero as \( t \to \infty \). Expanding then the product in equation (39) in inverse powers of this small parameter and keeping only the leading-order terms we find

\[
H(t) \sim 2 \sum_{j=1}^N \frac{D_j}{\kappa_j} \frac{\ln(\rho_j/\tau_j)}{\ln(4 e^{-2z_D} \tau_j^2) + \pi i} \quad (t \to \infty), \tag{42}
\]

which defines the long-time limit explicitly. This asymptotic form is valid for arbitrary values of \( \{\rho_j\} \), \( \{\tau_j\} \), \( \{\kappa_j\} \), and \( \{D_j\} \). For perfect reactions, when all \( \kappa_j = \infty \) and \( D_j > 0 \), the first term in the numerator vanishes such that the summands becomes proportional to the logarithm of the ratio \( \rho_j/\tau_j \) and logarithmically weakly depend on the diffusion coefficients.

### 5. Three-dimensional systems

In three dimensions the generating function of \( \tau_j \) reads

\[
\Psi_j(p) = \frac{\tau_j}{\rho_j} \left( 1 + \frac{D_j}{\kappa_j \tau_j} + \frac{1}{\kappa_j} \sqrt{pD_j} \right)^{-1} e^{-(\eta_j - \gamma_j^2)/(4D_j)}, \tag{43}
\]

and the PDF has the closed form

\[
\Psi_j(t) = \frac{\kappa_j}{\rho_j} e^{-(\eta_j - \gamma_j^2)/(4D_j t)} \left\{ \frac{\tau_j}{\sqrt{\pi D_j t}} - (1 + \kappa_j \tau_j/D_j) \text{erfcx} \left( \frac{\rho_j - \tau_j}{\sqrt{4D_j t}} + (1 + \kappa_j \tau_j/D_j) \sqrt{D_j \tau_j} \right) \right\}. \tag{44}
\]

\[\text{erfcx} \] represents the exponentially integrated complementary error function.
Rewriting expression (43) formally as

\[ \tilde{\Psi}_j(p) = \frac{r_j}{\rho_j} \left( 1 + \frac{1}{\kappa_j + D_j/r_j} \right)^{-1} e^{-(\rho_j - r_j)\sqrt{pD_j}}, \tag{45} \]

we observe that result (45) indeed has exactly the same functional form as \( \tilde{\Psi}_j(p) \) in the one-dimensional case (see equation (5)) if one replaces \( \rho_j \) by \( \rho'_j = \rho_j - r_j \), \( \kappa_j \) by \( \kappa'_j = \kappa_j + D_j/r_j \), and multiplies expression (5) by \( (r_j/\rho_j)(1 + D_j/(\kappa_j r_j))^{-1} \). As a consequence, we can use the results from section 3 for the PDF \( H(t) \) and its asymptotic behaviour in the three-dimensional case. For instance, once all \( \sqrt{D_j/\kappa'_j} \) are distinct, equation (11) in the three-dimensional case has the form

\[ H(t) = P_{\text{react}} \frac{\exp(-T/(4t))}{\sqrt{\pi t}} \sum_{j=1}^{N} \kappa'_j \pi_j \left( 1 - \kappa'_j \sqrt{\frac{\pi t}{D_j}} \right) \text{erfcx} \left( \frac{1}{2} \sqrt{\frac{T}{t}} + \kappa'_j \sqrt{\frac{t}{D_j}} \right), \tag{46} \]

in which

\[ P_{\text{react}} = \prod_{j=1}^{N} \frac{r_j}{\rho_j} \left( 1 + \frac{D_j}{\kappa'_j r_j} \right), \tag{47} \]

and the time scale \( T \) is given by equation (35). Moreover \( \pi_j \) is determined by equation (9) with \( \kappa_j \) replaced by \( \kappa'_j \). Finally, one retrieves the same short-time and long-time asymptotic behaviour of \( H(t) \) as in the one-dimensional case, where the prefactor is corrected by \( P_{\text{react}}^2 \).

\[ H(t) \sim P_{\text{react}}^2 \frac{2^{N-1} (N-3/2)}{\sqrt{\pi} T_{\text{a}}^{N/2} T^{(N-1)/2}} \exp \left( -\frac{T}{4t} \right) \quad (t \to 0) \tag{48} \]
and

$$H(t) \sim P_{\text{react}} \sum_{j=1}^{N} \left( \frac{\rho_j}{\sqrt{D_j}} + \frac{\sqrt{D_j}}{\kappa_j^2} \right) \left( t \to \infty \right),$$

(49)

where $T_k$ is given by (14) with $\kappa_j$ replaced by $\kappa_j'$. The survival probability can also be obtained in a closed form by integrating $H(t)$ from $t$ to infinity:

$$S(t) = 1 - P_{\text{react}} \left\{ \text{erfc} \left( \frac{1}{2} \sqrt{\frac{T}{t}} \right) - \exp \left( -\frac{T}{4t} \right) \sum_{j=1}^{N} \pi_j \text{erfc} \left( \frac{1}{2} \sqrt{\frac{T}{t}} + \kappa_j' \sqrt{\frac{t}{D_j}} \right) \right\}. \quad (50)$$

Despite these similarities the three-dimensional behaviour is crucially different due to the fact that the diffusing messenger can escape to infinity at each diffusion-reaction stage of a cascade. Indeed, setting $p \to 0$ in expression (43) one gets the reaction probability $\Psi_j(0) = (r_j/\rho_j)/(1 + D_j/(\kappa_j r_j))$, which is strictly smaller than 1 as soon as $r_j < \rho_j$. In other words, the PDF $\Psi_j(t)$ is not normalised to unity. As a consequence, the PDF $H(t)$ is also not normalised,

$$\int_0^\infty dt H(t) = \tilde{H}(0) = P_{\text{react}} < 1. \quad (51)$$

Therefore, $P_{\text{react}}$ in equation (47) is an important characteristic property which defines, for an arbitrary set of system parameters, the fraction of trajectories in the cascade that eventually arrive to the terminal target site, while $1 - P_{\text{react}}$ is the fraction of trajectories which do not lead to the final reaction event. Since all multipliers in result (47) are less than unity, $P_{\text{react}}$ exponentially decreases with the number of stages in the reaction cascade. In most applications, however, the particles move in bounded domains, for which $P_{\text{react}} = 1$ and therefore the exponential decrease disappears.

We also dwell some more on the asymptotic behaviour of expression (47), which harbours some subtle features. One observes that $P_{\text{react}}$ vanishes as soon as either of the $r_j$ becomes equal to zero meaning that the terminal reaction event does not take place at all. In this limit the corresponding target site becomes point-like, such that it cannot be found by a search process in a three-dimensional space—this stage in a cascade cannot be accomplished successfully. When either of the $\rho_j$ becomes infinitely large, $P_{\text{react}}$ also vanishes, as it should. For perfect reactions (all $\kappa_j \to \infty$) and $D_j > 0$, the probability of the eventual reaction depends only on the geometrical parameters (target sizes $r_j$ and the inter-target distances $\rho_j$),

$$P_{\text{react}}^{(\text{perfect})} = \prod_{j=1}^{N} \frac{r_j}{\rho_j}, \quad (52)$$

and is independent of the diffusion coefficients. In this case, one gets a very simple formula, which is almost identical to (25),

$$H(t) = P_{\text{react}}^{(\text{perfect})} \sqrt{\frac{T}{4\pi t}} \exp \left( -\frac{T}{4t} \right). \quad (53)$$

For finite $\kappa_j$, however, $P_{\text{react}}$ depends explicitly on all diffusion coefficients. Naturally, $P_{\text{react}}$ also vanishes when either of the $\kappa_j$ equals zero, i.e. the corresponding intermediate stage within the cascade is inhibited. The above asymptotic behaviour is physically plausible and intuitively clear. Conversely, in the limit when either of the diffusion coefficients $D_j$ vanishes, or, in contrast, tends to infinity, expression (47) produces a somewhat counter-intuitive behaviour: for $D_j \to 0$ the corresponding intermediate stage within the cascade cannot be accomplished such that the actual $P_{\text{react}}$ has to vanish, while expression (47) does not. In turn, when $D_j \to \infty$, meaning that the transport within the corresponding stage takes place instantaneously, the contribution of this stage has to be equal to 1, while expression (47) predicts that $P_{\text{react}} = 0$. The point is that in the derivation of equation (47) we relied on the diffusion equation with the Robin boundary condition, which, in turn, is based on the assumption that the characteristic times of diffusion and reaction attempts are the same. Hence, the diffusion coefficient $D_j$ is linked to $\kappa_j$ on the level of the microscopic parameters; in this setting, $D_j$ is thus not an independent parameter and cannot be tuned independently of $\kappa_j$ (while the latter, in contrast, can be tuned independently of $D_j$ by varying the reaction probability). This observation resolves the apparently controversial behaviour of $P_{\text{react}}$. Extensions of the Robin boundary condition were recently proposed in [69].

In figure 3 we depict our exact result in (46) together with the asymptotic forms (48) and (49), and compare them against the numerical inversion of the Laplace transform (ILT) of the full expression (32). This comparison shows excellent agreement between (46) and the numerical inversion of the Laplace transform, and also indicates the limits in which the asymptotic forms (48) and (49) describe accurately the tails of the PDF.
6. Conclusion

We established a framework for molecular reaction cascades. Similar to a relay race in human competitions, an incoming signal is here relayed by stepwise reactions to a terminal target site. At each intermediate target, activated through reaction with an incoming diffusive messenger molecule, a new messenger molecule is produced, that in turn needs to locate and react with the next reaction target, until the final messenger molecule reacts with the last target. We obtained the first-reaction time PDF $H(t)$ for the successful terminal reaction event in a cascade of $N$ reaction steps in infinite one, two, and three spatial dimensions along with the asymptotic behaviours in the short and long time limits. We identified the time scale $T$ that is characterised by the target–target distances and the diffusivities of the respective messenger molecules. This specific form of $T$ defines the most typical terminal reaction time and thus mirrors the ‘geometry-control’ of direct trajectories from messenger release to the associated reaction target, as observed earlier in one-step reaction settings [49, 51] (see also [75] for a ‘geometrical optics’ interpretation). Similar to the Lévy–Smirnov form for the first-passage density we obtain an exponential cutoff at short reaction times, modified by some prefactors, and the long-time behaviour shows the expected power-law scaling of the Lévy–Smirnov density. The dependence of the reaction time PDF $H(t)$ on the system parameters depends on the embedding dimension. While we focused here on intermediate steps occurring in a space of a unique physical dimension, many biological processes involve diffusive motions in different spaces or manifolds, e.g. motor-driven one-dimensional displacements along microtubules, receptor motion on two-dimensional membranes, and passive diffusion in the three-dimensional cytoplasm, often also with significantly distinct diffusivities. The combined effect of space dimensionality can thus be rather intricate.

We investigated here an infinite-space setting without boundaries. This scenario offers relatively simple solutions, allowing us to spotlight the essential dynamic features of reaction cascades. An intriguing question is what will be different if the cascade (or parts thereof) will be placed in finite reaction volumes. Infinite volumes may represent specific cell-to-cell signals, e.g. from bacteria to predator cells such as amoeba or to other bacteria in a growing biofilm. From a broader perspective, one may envisage their utility in robotic search algorithms in which an encounter-propagation may also be of relevance, as well as directed rumour spreading in societal models. Finite volumes, in turn, are relevant in scenarios such as internal signalling in cells. Indeed, in finite volumes, additional time scales spanning considerable time ranges will enter the specific form of $H(t)$ as known for single-step reactions [49, 51]. In finite domains, the PDF of the first-reaction time with a single immobile imperfect target generically consists of three temporal domains delimited by characteristic time scales. These domains are: a hump-like region for (relatively) short times, peaked at the most probable reaction time and terminated at the instant of time when a particle first engages with a boundary realising that it moves in a bounded space. This short-time behaviour is followed by a plateau regime, in which all the first-reaction times are equally probable. Mathematically, such a regime emerges due to the gap between the first and the second eigenvalues in the eigenvalue problem which can be distinctly different and show a different dependence on the parameters, in particular, on the chemical reactivity. Finally, the plateau crosses over to an exponential decay, associated with the mean first-reaction time. Now, turning to the typical cellular domains (with their geometrical peculiarities) and signal transduction processes, which necessitate intermediate messengers operating between the subdomains, we
may expect that the PDF of the first-reaction time at the terminal target site will have essentially the same functional form. Clearly, in the long-\( t \) limit one will find an exponential form with the characteristic time scale which will be close to the mean terminal first-reaction time, equal to the sum of the mean first-reaction times at the intermediate stages within the cascade of reactions, (4). Further on, at relatively short times, at which the ‘direct’ trajectories dominate, one will find either the Lévy–Smirnov \( t \)-dependence for perfect reactions or the \( t \)-dependence in our equations (13) and (36) for imperfect ones, which we thus expect to be generic. Conversely, a careful analysis for particular, geometrically-relevant settings is required to calculate the amplitudes in both asymptotic laws and their dependence on the system parameters and also the functional form of the eigenvalues, which define the duration of the plateau region. Such an analysis, which is indispensable for understanding the relative importance of different regimes, as indicated, e.g. by the fraction of reaction events happening at each stage, and eventually, the functioning of the signal transduction processes, will be presented elsewhere.

Apart from the above mentioned geometrical particularities of many realistic cascade processes, as exemplified, e.g. by a signal transduction in cellular environments, our analytical description of such molecular relay races can be extended further in several other directions. In particular, upon an interaction of a given messenger with a corresponding target site, often not a single but multiple messengers are released. This is an important aspect and its impact on the first-reaction times and their distribution for a search for a single target site has been rather extensively discussed within the recent years (see, e.g. [50, 53, 54, 76, 77], and references therein). Second, a target site for a given messenger may not be unique, as we have supposed here, but rather there will exist an array of such sites, each capable to launch a subsequent messenger. For instance, receptors on the cellular membrane may be present in sufficiently big amounts (see, e.g. [15, 16]). Next, in biophysical applications, environments in which the particles move are typically extremely complex such that the latter interact with immobile obstacles of different kinds as well as with other mobile particles, which form a dense dynamical background but are not participating in reactions themselves. Such frenetic molecular crowding environments are known to entail a non-Gaussian dynamics, at least at short time scales (see, e.g. [78–80]), which will certainly affect the PDF of the terminal reaction time. Moreover, the diffusing molecules may (de-)polymerise on their way [81–83] or significantly shift their shape [84], both effects leading to changes of their diffusivities as function of time. Yet another important research direction consists in studying the effect of mobile target sites. In the simplest setting of a single mobile target site and a single searcher diffusing in an unbounded space, this problem is easily mapped onto the fixed-target problem by changing the coordinate frame [2]. However, the presence of multiple randomly moving targets renders the problem much more complicated but still some analytical analysis is possible (see [85–90] and references therein). Lastly, an interesting perspective consists in studying the effect of the excluded volume of the target sites that was ignored in the present work. This question is apparently not very relevant for the signal transduction processes, for which different messengers operate in different subdomains such that the target sites involved in previous and subsequent intermediate stages have no effect on the dynamics of a given messenger, but may become relevant in infinite systems. In fact, as the particle searches for the \( j \)th target, the other targets would typically present inert impermeable obstacles to its motion. When the targets are small and uniformly spread in the medium, their hard-core exclusion effect is expected to be weak, at least at long times. In turn, as the particle starts the search at the \( j \)th stage on the surface of the \((j − 1)\text{th} \) target, the hindering effect might be notable at short times. While exact solutions are not available in such geometric configurations, asymptotic methods [28, 68, 91] and semi-analytical approaches [92–96] can be applied.

**Acknowledgments**

The authors acknowledge helpful discussions with E Sheval. DG acknowledges the Alexander von Humboldt Foundation for support within a Bessel Prize award. RM acknowledges support from the German Science Foundation (DFG Grant ME 1535/12-1) as well as from the Foundation for Polish Science Fundacja na rzecz Nauki Polskiej (FNP) through an Alexander von Humboldt Polish Honorary Research Scholarship.

**Data availability statement**

No new data were created or analysed in this study.
References

[1] von Smoluchowski M 1916 Drei Vorträge über Diffusion, Brownische Bewegung und Koagulation von Kolloidteilchen (Three lectures on diffusion, Brownian motion and coagulation of colloidal particles) Phys. Z. 17 557
[2] von Smoluchowski M 1917 Versuch einer mathematischen Theorie der Koagulationskinetik kolloider L ösungen Z. Phys. Chem. 92U 129
[3] Berg O G and von Hippel P H 1985 Diffusion-controlled macromolecular interactions Annu. Rev. Biophys. Biophys. Chem. 14 131
[4] Lindenberg K, Metzler R and Oshanin G (ed) 2019 Chemical Kinetics: Beyond the Textbook (Singapore: World Scientific)
[5] Gudowska-Nowak E, Lindenberg K and Metzler R 2017 Preface: Marian Smoluchowski’s 1916 paper—a century of inspiration J. Phys. A: Math. Theor. 50 380301
[6] Cafel D F and Deutsch J M 1983 Diffusion-controlled reactions Annu. Rev. Phys. Chem. 34 493
[7] Adam G and Delbrück M 1968 Reduction of dimensionality in biological diffusion processes Structure Chemical and Molecular Biology ed A Rich and N Davidson (San Francisco, CA: Freeman)
[8] Richter P H and Eigen M 1974 Diffusion controlled reaction rates in spherical geometry application to repressor-operator association and membrane bound enzymes Biophys. Chem. 2 255
[9] Berg O G, Winter R B and von Hippel P H 1981 Diffusion-driven mechanisms of protein translocation on nucleic acids: 1. Models and theory Biochemistry 20 6929
[10] von Hippel P H and Berg O G 1989 Facilitated target location in biological systems J. Biol. Chem. 264 765
[11] Steinman M, Bénichou O, Kafri Y and Voituriez R 2012 Classes of fast and specific search mechanisms for proteins on DNA Rep. Prog. Phys. 75 026601
[12] Mirny L, Slutsky M, Wunderlich Z, Tafvizi A, Leith J and Kosmrlj A 2009 How a protein searches for its site on DNA: the mechanism of facilitated diffusion J. Phys. A: Math. Theor. 42 434013
[13] Holcman D, Korkotian E and Segal M 2005 Calcium dynamics in dendritic spines, modeling and experiments J. Phys. Rev. Lett. 95 298101
[14] Alberts B, Johnson A D, Lewis J, Morgan D, Raff M, Roberts K and Walter P 2015 Molecular Biology of the Cell 6th edn (New York: Garland)
[15] Snustad D P and Simmons M J 2015 Principles of Genetics 7th edn (New York: Wiley)
[16] Braddock R A and Dennis E A (ed) 2010 Handbook of Cell Signaling 2nd edn (New York: Academic)
[17] Purves D, Fitzpatrick D and Augustine G J (ed) 2001 Neuroscience 2nd edn (Sunderland MA: Sinauer Associates)
[18] Majewska A, Tashiro A and Viste V 2008 Insights into nanoscale signaling at the presynapse Sci. Rep. 8 1377
[19] Berezinovskii A M, Barzykin A V and Zitserman V Y 2009 Escape from cavity through narrow tunnel J. Chem. Phys. 130 245104
[20] Berezinovskii A M and Dagdug L 2012 Effect of escape from cavity through narrow tunnel J. Chem. Phys. 136 124110
[21] Reva M, DiGregorio D A and Grebenkov D S 2021 A first-passage approach to diffusion-influenced reversible binding and its insights into nanoscale signaling at the presynapse Sci. Rep. 11 5377
[22] Holcman D, Korkotian E and Segal M 2005 Calcium dynamics in dendritic spines, modeling and experiments Cell Calcium 37 467
[23] Berezinovskii A M, Barzykin A V and Zitserman V Y 2009 Narrow escape problem: time needed for a particle to exit a confining domain J. Phys. Rev. Lett. 104 168105
[24] Bénéchou O and Voituriez R 2008 From first-passage times of random walks in confinement to geometry-controlled kinetics Phys. Rep. 539 225
[25] Chevaiakov A F, Ward M J and Straube R 2010 An asymptotic analysis of the mean first passage time for narrow escape problems: part II. The sphere Multiscale Model. Simul. 88 36
[26] Pillay S, Ward M J, Peirce A and Kolokolnikov T 2010 An asymptotic analysis of the mean first passage time for narrow escape problems: part I. Two-dimensional domains Multiscale Model. Simul. 88 35
[27] Berezinovskii A M, Barzykin A V and Zitserman V Y 2010 Narrow-escape time problem: time needed for a particle to exit a confining domain Multiscale Model J. Phys. Chem. 114 165410
[28] Bénéchou O and Voituriez R 2008 Narrow-escape time problem: time needed for a particle to exit a confining domain through a small window Phys. Rev. Lett. 104 228105
[29] Bénéchou O and Voituriez R 2008 From first-passage times of random walks in confinement to geometry-controlled kinetics Phys. Rep. 539 225
[30] Chevaiakov A F, Ward M J and Straube R 2010 An asymptotic analysis of the mean first passage time for narrow escape problems: part II. The sphere Multiscale Model. Simul. 88 36
[31] Pillay S, Ward M J, Peirce A and Kolokolnikov T 2010 An asymptotic analysis of the mean first passage time for narrow escape problems: part I. Two-dimensional domains Multiscale Model. Simul. 88 35
[32] Berezinovskii A M, Barzykin A V and Zitserman V Y 2010 Narrow-escape time problem: time needed for a particle to exit a confining domain Multiscale Model J. Phys. Chem. 114 165410
[33] Bénéchou O and Voituriez R 2008 From first-passage times of random walks in confinement to geometry-controlled kinetics Phys. Rep. 539 225
[34] Chevaiakov A F, Ward M J and Straube R 2010 An asymptotic analysis of the mean first passage time for narrow escape problems: part II. The sphere Multiscale Model. Simul. 88 36
[35] Pillay S, Ward M J, Peirce A and Kolokolnikov T 2010 An asymptotic analysis of the mean first passage time for narrow escape problems: part I. Two-dimensional domains Multiscale Model. Simul. 88 35
[36] Berezinovskii A M, Barzykin A V and Zitserman V Y 2010 Narrow-escape time problem: time needed for a particle to exit a confining domain Multiscale Model J. Phys. Chem. 114 165410
[37] Oshanin G, Tamm M and Vasilyev O 2010 Narrow-escape times for diffusion in microdomains with a particle-surface affinity: mean-field results J. Chem. Phys. 132 235101
[38] Bénéchou O, Grebenkov D, Levitz P, Loverdo C and Voituriez R 2010 Optimal reaction time for surface-mediated diffusion Phys. Rev. Lett. 105 150606
[84] Yamamoto E, Akimoto T, Mitsutake A and Metzler R 2021 Universal relation between instantaneous diffusivity and radius of gyration of proteins in aqueous solution Phys. Rev. Lett. 126 128101
[85] Bray A J and Blythe R A 2002 Exact asymptotics for one-dimensional diffusion with mobile traps Phys. Rev. Lett. 89 150601
[86] Oshanin G, Bénichou O, Coppey M and Moreau M 2002 Trapping reactions with randomly moving traps: exact asymptotic results for compact exploration Phys. Rev. E 66 060101(R)
[87] Moreau M, Oshanin G, Bénichou O and Coppey M 2003 Pascal principle for diffusion-controlled trapping reactions Phys. Rev. E 67 045104(R)
[88] Bray A J, Majumdar S N and Blythe R A 2003 Formal solution of a class of reaction-diffusion models: reduction to a single-particle problem Phys. Rev. E 67 060102(R)
[89] Yuste S B, Oshanin G, Lindenberg K, Bénichou O and Klafter J 2008 Survival probability of a particle in a sea of mobile traps: a tale of tails Phys. Rev. E 78 021105
[90] Le Vot F, Yuste S B, Abad E and Grebenkov D S 2020 First-encounter time of two diffusing particles in confinement Phys. Rev. E 102 032118
[91] Ward M J 2006 Asymptotic methods for reaction–diffusion systems: past and present Bull. Math. Biol. 68 1151
[92] Chen J T, Chou K H and Kao S K 2009 Derivation of Green’s function using addition theorem Mech. Res. Commun. 36 351
[93] Gordeliy E, Crouch S L and Mogilevskaya S G 2009 Transient heat conduction in a medium with multiple spherical cavities Int. J. Numer. Methods Eng. 77 751
[94] Galanti M, Fanelli D, Trattak S D and Piazza F 2016 Theory of diffusion-influenced reactions in complex geometries Phys. Chem. Chem. Phys. 18 13950
[95] Grebenkov D S and Trattak S D 2019 Semi-analytical computation of Laplacian Green functions in three-dimensional domains with disconnected spherical boundaries J. Comput. Phys. 379 91
[96] Grebenkov D S 2020 Diffusion toward non-overlapping partially reactive spherical traps: fresh insights onto classic problems J. Chem. Phys. 152 244108